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**Abstract**

We introduce a method (MONKEY) to identify conserved transcription-factor binding sites in multispecies alignments. MONKEY employs probabilistic models of factor specificity and binding-site evolution, on which basis we compute the likelihood that putative sites are conserved and assign statistical significance to each hit. Using genomes from the genus *Saccharomyces*, we illustrate how the significance of real sites increases with evolutionary distance and explore the relationship between conservation and function.

**Background**

Different types of genomic features have characteristic patterns of evolution that, when sequences from closely related organisms are available, can be exploited to annotate genomes [1]. Methods for comparative sequence analysis that exploit variation in rates and patterns of nucleotide evolution can identify coding exons [1,2], noncoding sequences involved in the regulation of transcription [3,4] and various types of RNAs [5-7]. While most of these methods have been developed for and applied to pairwise comparisons, sequence data are increasingly available for multiple closely related species [8]. It is therefore of considerable importance to develop sequence-analysis methods that optimally exploit evolutionary information, and to explore the dependence of these methods on the evolutionary relationships of the species in comparison.

Sequence-specific DNA-binding proteins involved in transcriptional regulation (transcription factors) play a central role in many biological processes. Despite extensive biochemical and molecular analysis, it remains exceedingly difficult to predict where on the genome a given factor will bind. Transcription factors bind to degenerate families of short (6-20 base-pairs (bp)) sequences that occur frequently in the genome, yet only a small fraction of these sequences are actually bona fide targets of the transcription factor [9]. A major challenge in understanding the regulation of transcription is to be able to distinguish real transcription factor binding sites (TFBSs) from sequences that simply match a factor’s binding specificity. Because the evolutionary properties of TFBSs are expected to be different from their nonfunctional counterparts, comparative analyses hold great promise in helping to address this challenge.
In the past few years, several methods have been introduced to identify conserved (and presumably functional) TFBSs for a factor of known specificity (in contrast to the larger set of methods that use comparative data in motif discovery or to otherwise identify sequences likely to be involved in cis-regulation). Each of these methods explicitly or implicitly adopts one of several distinct definition of a conserved TFBS. These include a binding site in a reference genome that is perfectly or highly conserved [8,10-12]; a binding site in a reference genome that lies in a highly conserved region [4]; or a position at which the binding model predicts a binding site in all species [13-18].

In a previous study we characterized the evolution of experimentally validated TFBSs in the Saccharomyces cerevisiae genome, finding that functional TFBSs evolve more slowly than flanking intergenic regions, and more strikingly, that there is considerable position-specific variation in evolutionary rates within TFBSs [19]. We further showed that evolutionary rate at each position is a function of the selectivity of the factor for bases at that position.

Our goal here is to incorporate these specific evolutionary properties of TFBSs into the search for conserved TFBSs. Or, more precisely, to develop a method that, given the specificity of a transcription factor, identifies conserved binding sites in multiple alignments by taking into account the sequence specificity and patterns of evolution expected for TFBSs, while still fully exploiting the phylogenetic relationships of the species being compared.

In addition to developing new methods, there are several hypotheses regarding the comparative annotation of TFBSs that we are interested in testing. It has been noted that the effectiveness of such analyses will depend critically on the evolutionary distance separating the species used. At very close distances TFBSs will appear conserved because there has been insufficient time for substitutions to occur. As distance increases, and substitutions occur more rapidly at non-functional positions, our ability to detect constrained binding sites should improve until we are no longer able to reliably assign orthology based on sequence alignment. To overcome this problem of divergence distances exceeding what can be aligned, the sequences of multiple closely related species can be used to span the same evolutionary distances (and presumably provide the same discriminatory power) as fewer more distantly related ones. However, aside from these qualitative expectations, the dependence of the ability to identify conserved TFBS on evolutionary distance and tree topology has not been rigorously investigated. Because the software MONKEY can be applied to multiple alignments of varying numbers of species and produces scores that can be meaningfully compared across different sets of species, we are now able to address these issues.

**Results**

**Overview**

We developed an approach to identify conserved TFBSs that combines probabilistic models of binding-site specificity [20-22] with probabilistic models of evolution [23,24]. Starting with an alignment of sequences from multiple related species, we use the known sequence specificity for a transcription factor to compare the likelihood of the sequences under two evolutionary models - one for background and one for TFBSs. The central feature of this method that underlies its ability to identify conserved TFBSs is that it uses a specific probabilistic evolutionary model for the binding sites of each transcription factor. The evolutionary model we use for TFBSs [25] assumes that sites were under selection to remain binding sites throughout the evolutionary history of the species being studied. This model uses the sequence specificity of the factor to predict patterns and rates of evolution that recapitulate the patterns and rates observed in real TFBSs [19].

**MONKEY: scanning alignments to identify conserved transcription factor binding sites**

MONKEY, our tool for identifying conserved TFBSs, takes as input a multiple sequence alignment, a tree describing the relationship of the aligned species, a model of a transcription factor's binding specificity and a model for background non-coding DNA. It returns, for each position in the alignment, a likelihood ratio comparing the probability that the position is a conserved binding site for the selected factor compared to the probability that the position is background.

**Extending matrix searches to multiple sequence alignments**

For the model of binding specificity, we use a traditional frequency matrix [20-22]. The values in the matrix - \( f_{b} \) - represent the probability of observing the base \( b \) (A, C, G or T) at the \( i \)th position in a binding site of width \( w \). For the model of the background, we use a single set of base frequencies \( g_{b} \).

A widely used statistic for scoring the similarity of a single sequence to a frequency matrix is the log likelihood ratio comparing the probability of having observed a sequence \( X \) of width \( w \) under the motif model (a frequency matrix, designated as \( \text{motif} \)) to the probability of having observed \( X \) under the background model (designated by \( bg \)), which can be easily reduced to:

\[
S(X) = \log \frac{p(X \mid \text{motif})}{p(X \mid bg)} = \sum_{i=1}^{w} \sum_{b} X_{ib} \log \frac{f_{ib}}{g_{b}},
\]

where \( X_{ib} \) is an indicator variable which equals 1 if base \( b \) is observed at position \( i \), and zero otherwise.

This classifier can be motivated by the approximation that the data are distributed as a two-component mixture of sequences matching the frequency matrix and sequences drawn from a uniform background. In practice, we compute
this score using a position-specific scoring matrix (PSSM) with entries, \( M_{ab} = \log(f_{ab}/g_{ab}) \), and find \( S \) for a particular \( \omega \) parameter by adding up the entries that correspond to the bases in the query sequence.

In extending this to a pair of aligned sequences \( X \) and \( Y \), we want to perform the same calculation on their common ancestor \( A \). Since \( A \) is not observed, we consider all possible ancestral sequences by summing over them, weighting each by their probability given the data \((X, Y)\), the phylogenetic tree \((T)\) that relates the sequences, and a probabilistic evolutionary model \([23]\).

We can write a new score representing the log-likelihood ratio that compares the hypothesis that \( X \) and \( Y \) are a conserved example of the binding site represented by the frequency matrix to the hypothesis that they have been drawn from the background:

\[
\hat{S}(X, Y) = \log \frac{p(X, Y \mid \text{motif}, T, R_{\text{motif}})}{p(X, Y \mid \text{bg}, T, R_{\text{bg}})}
\]

where \( R_{\text{motif}} \) and \( R_{\text{bg}} \) are rate matrices describing the substitution process of the binding site and background respectively. Using the conditional independence of the sequences \( X \) and \( Y \) on the ancestor, \( A \), and writing \( T_{AX} \) for the evolutionary distance separating sequence \( X \) from \( A \), this becomes:

\[
\hat{S}(X, Y) = \log \frac{\sum_{A} p(X \mid A, T_{AX}, R_{\text{motif}}) p(Y \mid A, T_{AY}, R_{\text{motif}}) p(A \mid \text{motif})}{\sum_{A} p(X \mid A, T_{AX}, R_{\text{bg}}) p(Y \mid A, T_{AY}, R_{\text{bg}}) p(A \mid \text{bg})}.
\]

The class of evolutionary models used by MONKEY define a substitution matrix, \( p(X_i | A_i, t) = e^{-\theta t} \), that represents the probability of observing each base at position \( i \) in the extant sequence \( X \) given each base in the ancestral sequence \( A \) after \( t \) units of evolutionary time or distance, given some rate matrix, \( R \) \([23]\). Since these models retain positional independence, we can rewrite this as:

\[
\hat{S}(X, Y) = \sum_{i=1}^{\# \text{residues}} \log \frac{\sum_{A_i} p(X_i | A_i = 1, T_{AX}, R_{\text{motif}}) p(Y_i | A_i = 1, T_{AY}, R_{\text{motif}}) f_{ib}}{\sum_{A_i} p(X_i | A_i = 1, T_{AX}, R_{\text{bg}}) p(Y_i | A_i = 1, T_{AY}, R_{\text{bg}}) f_{ib}}.
\]

This can be extended to more than two sequences, that is, \( \hat{S}(X, Y, ..., Z) \), by replacing the probabilities of \( X \) and \( Y \) with the probability with the left and right branches of the tree below, and performing the calculation at the root. The probabilities of the left and right branches of the tree can be calculated recursively as has been described previously \([23]\).

Once again, for practical purposes we can convert these scores to a PSSM, whose entries are given for the pairwise case by:

\[
\hat{M}_{ab} = \log \frac{p(X_{ia} = 1, Y_{ib} = 1 \mid \text{motif}, T, R_{\text{motif}})}{p(X_{ia} = 1, Y_{ib} = 1 \mid \text{bg}, T, R_{\text{bg}})}
\]

where at each position we now index by the bases \( a \) and \( b \) in the two sequences. For multiple alignments of \( n \) species, each position requires \( 4^n \) entries.

**Evolutionary models**

The use of evolutionary models is critical to the function of MONKEY. Myriad of such models exist, and in principle all can be used in MONKEY. For the background, it is natural to use a model appropriate for sites with no particular constraint, such as the average intergenic or synonymous rates. MONKEY allows the use of the JC \([26]\) or HKY \([27]\) models, and here we use the latter with the base frequencies, rates and transition-transversion rate-ratio estimated from noncoding alignments assuming a single model of evolution over the noncoding regions (see details in Materials and methods). It is also possible to estimate the evolutionary model separately for each intergenic alignment, although the small size of yeast intergenic regions leads to variable estimates.

In principle, the JC and HKY models can also be used for the motif, with rates set according to our expectation of the overall rate of evolution in functional binding sites, which has been estimated as two to three times slower than the average intergenic rate \([19]\). However, we have previously shown that there is position-specific variation in evolutionary rates within functional transcription factor binding sites \([19]\) and that positions in a motif with low degeneracy in the binding-site model evolve more slowly than positions with high degeneracy; this relationship between the equilibrium frequencies and the position-specific evolutionary rates is accurately predicted by an evolutionary model from Halpern and Bruno (HB model) \([25]\).

In using this model, we assume that sequences evolve under constant purifying selection to maintain a particular set of equilibrium base frequencies. The use of this model corresponds to a definition of a conserved TFBS as a sequence position where there has always been a binding site for the transcription factor. Although the model does not strictly require that a binding site be present in each of the observed species, positions lacking such sites will have lower probabilities as they require the use of less probable substitutions. The rate of change from residue \( a \) to \( b \) at position \( i \) in the motif is given by:

\[
R(i)_{ab} = Q_{ab} \frac{f_{ib} Q_{ba}}{f_{ib} Q_{ba}}.
\]

where \( Q \) is the (position independent) underlying mutation matrix, which we set equal to the background model.
(Q = Rbg), and f is the frequency matrix describing the specificity of the factor. Thus, for each position in the motif, the HB model predicts the rates of each type of substitution as a function of the frequency matrix, and the background model.

Comparing hits for different factors and evolutionary distances: computing the null distribution

To compare scores from different evolutionary distances and different factors, it is critical that we are able to assign significance to a particular value of the score. To do so, we need to compute the distribution of the score under the null hypothesis that the sequence is part of the background. Calculating a p-value for a score S in a single sequence requires the enumeration of all possible w-mers that have a score S or greater under the background model. For n aligned sequences this requires the enumeration all 4^w possible sets of aligned w-mers with scores S or greater under the background model. While the number of possible alignments of n w-mers can be unmanageably large for even small values of n and w, because we treat each position independently we can enumerate these possibilities efficiently using an algorithm developed for matrix searches of single sequences [28,29].

Every observed score is a sum of w numbers, one from each column of the matrix. The probability of observing exactly score S is the number of paths through the matrix whose entries add up to S, weighted by the probability of the path. By converting the matrix to integers, we can compute this probability for all values of S recursively. We initialize P_i(S) (the probability of observing score S after i columns in the matrix) by setting P_0(S) = 1 for S = 0, and P_0(S) = 0 for S ≠ 0. We then compute the values of the function for i = [1, w] as follows:

\[ P_i(S) = \sum_c P_{i-1}(S - M_{ic})p(c \mid bg, T, R_{bg}) \]

For aligned sequences, c represents a column in the alignment, and the sum is over all 4^w possible columns an alignment of n sequences. The probability distribution function (PDF) of scores is P_{w,s}(S), and from this the cumulative distribution function (CDF), the probability of observing a score of S or greater, can be directly computed. Although in principle we can compute the probabilities to arbitrary precision, because the time complexity increases with the number of possible scores, we limit the precision to within approximately 0.01 bits.

Figure 1 compares empirical p-values from 5,000 pairs of sequences evolved in a simulation (see Materials and methods) with those computed by this method, and shows that they agree closely. We have used this method to compute the CDFs for alignments of up to six species, and therefore can apply our method to most comparative genomics applications. We note, in addition, that the likelihood ratio scores are approximately Gaussian (data not shown). As the means and variance of the scores under each model can be computed efficiently (see Materials and methods) we can estimate p-values using a Gaussian approximation (Figure 1) when the number of sequences in the alignment is large.

Heuristics for alignments with gaps

The treatment of alignment gaps in identifying conserved TFBSs is somewhat problematic. One the one hand, nonfunctional sequences may be inserted and deleted over evolution more rapidly than functional elements [30-32], and thus the presence of a gap aligned to a predicted binding site could indicate that it is nonfunctional. On the other hand, alignment algorithms are imperfect, and must often make arbitrary decisions about the placement of gaps. We sought to design a heuristic that accommodated both these aspects of genomic sequence data by locally optimizing alignments for the purpose of comparative annotation of regulatory elements.

The idea is to assign a poor score to regions of the alignment with a large number of gaps, but to locally realign regions with a small number of gaps to identify conserved but misaligned binding sites. To do this, we scan along the ungapped version of one of the aligned sequences - the 'reference' sequence. For each position in the reference sequence p_r, we define a window in each other sequence around p_r, the position in sequence s aligned to position p_r. The window runs from...
Table 1

**Definition of positive and negative sets of matrix matches**

| Criterion                          | Gal4p                          | Rpn4p                          |
|------------------------------------|-------------------------------|--------------------------------|
| Unique specificity                 | Spacer of 11 bp [50]           | Atypical zinc finger [42]       |
| Well characterized specificity     | Protein-DNA co-crystal [51]    | Large number of binding sites, low degeneracy [42] |
| Well characterized target gene set | Classic genetic system [52] and high-throughput studies [45,46] | Targets include almost all proteasomal subunits [42] |

Criteria used to define positive and negative sets to use in this study. It is important to avoid factors whose specificity overlaps with other factors, because binding sites that are not occupied by one factor may be constrained because of binding by another, and to choose factors with characterized specificity because our methods rely on the assumption that the specificity is known.

The genome sequences of several species closely related to the budding yeast *Saccharomyces cerevisiae* have recently been published and become models for the comparative identification of transcription factor binding sites [8,11]. We aligned the intergenic regions of *S. cerevisiae* genes to their orthologs in *S. paradoxus*, *S. mikatae*, *S. bayanus* and *S. kudriavzevii* genomes using CLUSTALW (see Materials and methods) and sought to evaluate the effectiveness of MONKEY under different evolutionary models and distances.

Ideally, we would use several diverse transcription factors with known binding specificity, where the set of matches to the factor’s matrix in the *S. cerevisiae* genome could be divided into two reasonably sized sets: those known to be bound by the factor (positives) and those known not to be bound by the factor (negatives). Unfortunately, even in yeast, the number of such cases is limited. For many factors we can identify true positives by combining high- and low-throughput experimental data that supports the hypothesis that a particular position in the genome is bound by a given factor. A true negative set, however, must be constructed on the basis of lack of evidence that a sequence is functional, as the interpretation of negative results almost always is ambiguous. In the case of transcription factor binding sites this is particularly problematic, because DNA-binding proteins have overlapping specificity, and we may therefore observe conservation of a binding site because it is bound by another factor with similar specificity. After evaluating all factors with binding specificity in *Saccharomyces cerevisiae* Promoter Database (SCPD) [33], we focus on Gal4p and Rpn4p for further analysis (see Table 1 for properties of these factors, and Materials and methods for a description of the selection of positive and negative sets).

The effects of evolutionary models on the discrimination of functional binding sites

To evaluate the performance of our evolutionary method in correctly identifying *bona fide* binding sites, we calculated the *p*-values of the positive and negative sites for each factor, using MONKEY on alignments of all five genomes for Rpn4p and four species (with *S. kudriavzevii* excluded because too few sequences were available) for Gal4p. We compared the performance of MONKEY with the HB model to scores from *S. cerevisiae* alone and to a ‘simple’ score (equal to the average of the single sequence log likelihood ratios) that utilizes all the comparative data without an evolutionary model.

The results are summarized in Table 2. An ideal scoring method would assign low *p*-values to real sites (positives) and high *p*-values to spurious sites (negatives), and we therefore compared the *p*-values assigned by monkey based on the HB model to those based on the ‘simple’ score. Not surprisingly, both methods were a great improvement over searching in *S. cerevisiae* alone. Overall, when compared to each other, the HB score assigned lower *p*-values to the binding sites more often in the positive sets (90% for Gal4p and 80% for Rpn4p) and less often in the negative sets (20% for Gal4p and 25% for Rpn4p) than did the simple score. We note that some of the supposedly functional Rpn4p sites were assigned higher *p*-values in *S. cerevisiae* alone, suggesting that they are not in fact conserved; these will be discussed below.
The effect of evolutionary distance on the discrimination of functional binding sites

As evolutionary distance increases, we expect fewer matches to the matrix to be conserved by chance, which implies that the probability of observing matches as highly conserved as the functional sites should decrease. Similarly, we expect the nonfunctional sites to show many substitutions and their p-values to increase over evolution. To explore the change in p-values over evolutionary distance, we scored the functional and nonfunctional sets of binding sites at a variety of evolutionary distances by creating alignments of different combinations of species (see Materials and methods). The median p-value of the positive set of TFBSs decreases monotonically with evolutionary distance, with the rate of decrease an approximately constant function of evolutionary distance (see Figure 2). The median p-value for the binding sites in the negative set increases with evolutionary distance, although somewhat erratically. This demonstrates that MONKEY effectively exploits evolutionary distance, and confirms our intuition that as evolutionary distance increases, functional elements should be increasingly easy to distinguish from spurious predictions.

To test this hypothesis on a more quantitative level we sought to compare the observed scores with the expected scores assuming that binding sites evolved precisely according to the evolutionary models used by MONKEY. Briefly, given a binding-site model and a phylogenetic tree, we assume we have observed a binding site in the reference genome, and that this site evolves along the tree under either the motif model (HB) or background model (HKY), representing functional and nonfunctional binding sites, respectively (see Materials and methods). The expected p-values associated with the functional binding sites (Figure 2, solid lines) showed reasonable agreement with the models, consistent with previous observations that they are evolving under constraint that is well modeled by the purifying selection on the base frequencies in the specificity matrix [19].

Pairwise versus multi-species comparisons

The comparisons at the different evolutionary distances used in Figure 2 employed variable numbers of species, with the shorter distances representing primarily pairwise comparisons and the longer distances comparisons of three or more species. While we expect the variation in p-values with different combinations of species to be primarily a function of the evolutionary distance spanned by these species, there will also be effects related to the number of species and the topology of the tree. For example, in the limit of very long branch lengths, the evolutionary p-values are on the order of the power of the number of species and are independent of evolutionary distance. In contrast, in the limit of very short branch lengths, the evolutionary p-values depend only on the distance spanned by the comparison, as most of the information provided by additional species is redundant. However, because most comparisons that are actually carried out are far from either of these extremes, we sought to evaluate the effects of species numbers and tree topology for the Saccharomyces species analyzed here.

First, we recomputed the expected p-values for all the distances analyzed in Figure 2, except that instead of using the real tree topology, we used a single pairwise comparison at the same evolutionary distance (Figure 2, dotted lines). For example, for the Rpn4p analyses using all five species we assumed a pairwise comparison at an evolutionary distance of around 1.1 substitutions per site. Note that this is considerably more distant than any of the pairwise comparisons available among these species. The predictions for the pairwise and multi-species comparisons are very similar, suggesting that at the evolutionary distances spanned by these species there is little difference in using multiple species alignments relative to a pairwise alignment that spans the same evolutionary distance. Only at the longest distances considered (greater than 0.8 substitutions per site) does the power of the pairwise comparison begin to level off, although there are other reasons that multiple species comparisons might still be preferred (see Discussion).

To complement this theoretical analysis, we were interested in using empirical data to compare pairwise and multi-species analyses. Fortuitously, the evolutionary distance between S. cerevisiae and S. kudriavzevii is almost exactly equal to the evolutionary distance spanned by S. cerevisiae, S. paradoxus
and S. mikatae (median tree length approximately 0.5 substitutions per site; see Figure 3a). Because our models predict that we are in a regime where evolutionary distance is the primary determinant of the \( p \)-values, we expect searches using these different sets of species to yield similar results. We tested this hypothesis by calculating the \( p \)-values associated with the Rpn4p-binding sites using the sequences from these two comparisons. The median \( p \)-values in both the positive and negative sets are very similar (Figure 3b), confirming that at these relatively short evolutionary distances, the power of the comparative method is independent of the number of species considered (see Discussion).

Taken together, these results strongly support the idea that when appropriate methods are used, data from multiple species can be combined effectively to span larger evolutionary distances. Note that this in no way implies that the addition of extra species to an existing pairwise comparison is not useful - such additions will always increase the evolutionary distance spanned by the species and thus will increase the power of the comparison.

Testing the power of comparative annotation of transcription factor binding sites

At the distances spanned by all available sequence data, the \( p \)-values are so small that we no longer expect to find matches of the quality of those in the positive set by chance, especially for Rpn4p. To test this further, we scanned both strands of all the available alignments of all five \textit{sensu stricto} species (around 2.7 Mb) to identify our most confident predictions of conserved matches to the Rpn4p matrix. We chose the \( p \)-value cutoff of \( 1.85 \times 10^{-8} \), which corresponds to a probability of 0.05 of observing one match at that level over the entire search (using a Bonferroni correction for multiple testing). After excluding divergently transcribed genes, there were 56 genes that contained putative binding sites at that \( p \)-value. Of 32 genes in our positive set that had sequence available for all five species, 30 had binding sites below this \( p \)-value. Of the 28 genes in the negative set for which sequences were available, only three had binding sites below this cutoff. In this (nearly ideal) case we have ruled out nearly 90% of the negative set at the expense of less than 10% of the positives.

Examining the expression patterns of these genes (Figure 4a) allows them to be divided into three major classes. The first is
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a group (indicated by a blue bar) containing 30 genes (28 of which were in our original positive set and two other genes) that show a very similar pattern over the entire set of conditions. The second group (indicated by a green bar) contains 11 genes (of which only one was in our original positive set) that show uncoordinated gene expression changes in some conditions in addition to the stereotypical Rpn4p expression pattern. It is possible that these genes’ regulation is controlled by multiple mechanisms under different conditions [34], and regulation by Rpn4p is one contribution to their overall pattern of expression. Further supporting this hypothesis, only one of these genes (UFD1) is annotated as involved in protein degradation, and three (YBR062C, YOR052C and YER163C) have unknown functions.

Finally, and most surprising from the perspective of comparative annotation, is a third set of 14 genes, including one from our original positive set and three from our negative set, most of which show no evidence of the proteasomal expression pattern associated with Rpn4p (Figure 4b). It is extremely unlikely that these sequences have been conserved by chance, and we suggest that they represent matches that are conserved for reasons other than binding by Rpn4p (see Discussion).

**Nonconserved binding sites in regulated genes**

Having identified examples of conserved binding sites whose nearby genes showed no evidence of function, we decided to examine the converse: binding sites near regulated genes, and therefore presumably functional, that are not conserved. Figure 5 shows the $p$-values of individual positive Rpn4p sites at different evolutionary distances. While most of the sites follow the trajectory predicted for sites evolving under the HB model, the $p$-values for four of the positive sites seem to be well-modeled by the ‘background’ or unconstrained model. This is surprising because we expect these binding sites to be functional, and therefore under purifying selection. One explanation is that some of these sites may have been misannotated as functional. For example, in addition to a nonconserved positive site, the upstream region of REH1 contains another binding site that is a weaker match to the Rpn4p matrix (Figure 5b) and did not pass our threshold for inclusion in the positive set (see Materials and methods). This weaker match is more highly conserved and may represent the functional site in this promoter. In the case of PTC3, however, we can find no other candidate binding sites nearby (Figure 5c). This represents a possible example of binding-site gain, a proposed mechanism of regulatory evolution at the molecular level (see Discussion).
Different factors have different relationships between significance and evolutionary distance

The optimal selection of species for comparative sequence analysis remains an open question. To analyze this question for transcription factor binding sites, we examined the relationship between evolutionary distance and the MONKEY p-values for several S. cerevisiae transcription factors (Figure 6) for which sufficient characterized binding sites were available in SCPD [33]. We find that while all factors show the tendency for p-values to decrease with evolutionary distance, the p-values for each factor remain very different. For example, with alignments of four species spanning about 0.8 substitutions per site, we expect a conserved match to the Gcn4p matrix as good as the median functional binding site (Figure 6a, red triangles) approximately every million bases of aligned sequence. This in contrast to Rpn4p, for which in the same alignments we expect such a match (Figure 6a, violet crosses) only once in about 1 billion base pairs. Thus, the evolutionary distance required to achieve a desired p-value is different for different factors. Understanding the relationship between a frequency matrix and the behavior of its p-values is an area for further theoretical exploration. We note that, once
again, we can predict the behavior of these \( p \)-values (Figure 6b), and that while our predictions agree qualitatively, there is considerable variability.

**Software**
MONKEY is implemented in C++. It is available for download under the GPL and can be accessed over the web at [35].

**Discussion**
By formulating the problem of identifying conserved TFBSs in a probabilistic evolutionary framework, we have both created a useful tool (MONKEY) for comparative sequence analysis capable of functioning on relatively large numbers of related species, and enabled the examination of several important questions in comparative genomics. While most previous approaches to this problem have used heuristics to define conserved and nonconserved TFBSs, with the probabilistic scores and \( p \)-value estimates presented here the assumptions underlying our approach can be made explicit, and where those assumptions hold we can be assured the reliability of our method. In addition, the probabilistic framework allows us to estimate the amount of evolutionary distance required to achieve a certain level of significance.

**Evolutionary models**
The score based on the evolutionary model proposed by Halperrn and Bruno [25] effectively discriminated the functional and nonfunctional Gal4p- and Rpn4p-binding sites in *S. cerevisiae* (Table 2). We believe the success of the HB model in
predicting position-specific rates of evolution [19] and identifying conserved TFBSs reflects its encapsulation of a model of binding sites evolving under constant purifying selection. Although not every functional binding site will remain under purifying selection, as a result of either functional change or binding-site turnover (see below), a large subset of functional binding sites do remain under purifying selection, and for these, the 'HB' score performs better than the 'simple' score. It is interesting to note, however, that the simple score, which is not based on an evolutionary model and does not take into account the relationships of the species used in the comparison, still shows great improvement over one genome alone, highlighting the value of comparative sequence data even when used suboptimally.

**Effects of evolutionary distance**

An important hypothesis of the comparative genomics paradigm is that as evolutionary distance increases, observing a match with a given level of conservation should become less and less likely by chance - the p-values for functional sites that are conserved are expected to decrease. We confirm this hypothesis for a small number of factors from *S. cerevisiae*. In addition, our probabilistic models allow us to quantify this relationship. We can directly measure the confidence that a specific site is a conserved binding site, and we can predict the evolutionary distance needed to achieve a desired level of significance.

Typical p-values for functional binding sites scored by matching a matrix to a single genome are on the order of $10^{-4}$ to $10^{-6}$. Even in a relatively small genome like yeast, with roughly 12 million bases, we expect many matches at this significance level to occur by chance. Adding four closely related species that span a total evolutionary distance of approximately one substitution per site reduces these p-values by approximately three orders of magnitude to the range $10^{-7}$ to $10^{-9}$. In the yeast genome we expect few, if any, matches to occur at this level of significance by chance. When we search the alignments of these species with the Rpn4p matrix with a low enough p-value that we expect a match at that significance to occur only once in a random 50 Mb genome, we recover nearly the entire positive set of Rpn4p-binding sites while excluding most of the negative set, highlighting the utility of MONKEY and the statistics we have developed. As a measure of the improvement over searching a single genome alone, we note that even the best possible match to the Rpn4p matrix in one genome does not meet this significance criterion.

The expected relationship between evolutionary distance and p-value can, in principle, be used to guide to choice of species...
to be sequenced for comparative analyses. However, the dependence of p-values on evolutionary distance is not the same for all factors (Figure 6). This suggests that our ability to annotate functional sequences by comparative methods will depend on the type of sequences that we are trying to annotate, and that there is no single evolutionary distance sweet-spot for identifying TFBSs.

**Pairwise versus multiple species comparisons**

In theory, for a given reference genome it should be possible to pick a single comparison species at an evolutionary distance sufficient to identify any conserved feature of interest. Our results suggest that at distances of up to approximately 0.6 substitutions per site, pairwise alignments provide essentially the same amount of resolving power as multiple comparisons spanning the same evolutionary distance. We showed that *S. cerevisiae* and *S. kudriavzevii* span almost exactly the same evolutionary distance as *S. cerevisiae*, *S. paradoxus* and *S. mikatae*, and that that distance is well below 0.6 substitutions per site. Consistent with this, MONKEY produces nearly identical p-values for conserved binding sites from these two sets of species. Thus, our results suggest that from a theoretical perspective, if the goal of comparative analysis is to identify conserved binding sites for factors like the ones considered here, it is not necessary to sequence species much more closely related than this limit.

We note, however, that there are myriad practical reasons other than evolutionary resolving power (the only factor considered in our models) for sequencing multiple closely related sequences. First, there may simply be no extant species at the exact evolutionary distance desired. Second, the quality of DNA alignments is expected to be much higher for multiple closely related species than for more distant pairwise alignments - if alignment errors prevent correct assignment of orthology, conserved binding sites will not be identified. For the factors considered here, the pairwise comparison performed nearly as well as the multiple species comparison well beyond the evolutionary distances at which pairwise alignments are reliable [36], suggesting that the necessity of alignment will limit the maximum distance between species. Finally, and perhaps most important, is the assumption that our models make about constant functional constraint over evolution. To illustrate this, consider the binding sites for Gal4p used in the analysis in Figure 2a. These binding sites could not be included in Figure 3 because *S. kudriavzevii* orthologs for these genes were not available in SGD, apparently because of the degeneration of the galactose-utilization pathway in this species [37]. Sequencing multiple closely related species provides insurance against such functional changes, because they are less likely to have occurred in all the lineages.

**Conserved sites and binding-site turnover**

MONKEY was very effective in identifying functional Rpn4p-binding sites from the alignment of five *Saccharomyces* species. In our search, 41 of 56 (73%) predicted sites were found near genes showing the expected expression pattern, and are therefore likely to be functional. Even at this level of stringency, however, there are highly conserved sequences that match the matrix, but do not appear to be near genes that are regulated by Rpn4p. It is very unlikely that these sites are conserved by chance. One possible explanation for this high degree of conservation is that these are functional sites, but that the expression of these genes is not accurately detected in high-throughput assays, or their function has not been accurately determined. A more likely possibility is that these sites are conserved because they perform other, unknown functions. Consistent with this hypothesis is the fact that many of these matches fall near other highly conserved sequences (Figure 4b), suggesting that they may be parts of larger conserved features.

In addition to the conserved sequences that are unlikely to represent *bona fide* binding sites, we also found examples of binding sites associated with properly regulated genes that do not seem to be conserved (Figure 5). Once again there are several possible explanations for this observation. First, these binding sites may not actually be functional and may have been included in our positive set erroneously. While this is a possible explanation for the case of the Rpn4p-binding sites shown in Figure 5 (and may be likely in the case of REH1, where we could identify another apparently conserved binding site in the region) we have also found nonconserved examples among the TFBSs in the SCPD database (approximately 20% of TFBSs we examined, see Additional data file 1), all of which have at least some direct experimental support.

Another potential explanation is that these binding sites are actually conserved, but were not aligned correctly. While this is difficult to rule out in general, in the few nonconserved cases for Rpn4p at least we could not find (by eye) errors in the alignments. Most interesting, of course, would be the situation where these nonconserved binding sites are not due to some error on our part, but rather represent a biological change in the functional constraints on these sequences, possibly resulting in a change in the regulation of the expression of these genes. Our results represent an upper bound on the number of TFBSs for which this has occurred. *cis*-regulatory changes have been proposed to be an important source of genetic variation [32]. Gains and losses of functional binding sites represent an important class of these changes [38,39], and an important area for future computational and experimental analysis, particularly as the genome sequences of closely related metazoans become available. We expect MONKEY to be a useful tool in the comparative analysis of these genomes, and we have found comparable increases in the significance of functional binding sites in alignments of *Drosophila melanogaster* and *D. pseudoobscura* (see Additional data file 2).
Conclusions
We have developed a method to identify conserved TFBSs in sequence alignments from multiple related species that provides a quantitative framework for evaluating results. The method - implemented in the open-source software MONKEY - extends probabilistic models of binding specificity to multiple species with probabilistic models of evolution. We have found that a probabilistic evolutionary model [25] that assumes binding sites are under constant purifying selection performs effectively in discriminating functional binding sites. We have developed methods to assess the significance of hits, and have shown that the significance of functional matches increases while the significance of spurious matches decreases over increasing evolutionary distance. We can explicitly model the relationship between the significance of a hit and evolutionary distance, allowing the assessment of the potential of any collection of genomes for identifying conserved binding sites. Applying MONKEY to a collection of related yeast species we find that most functional binding sites are highly significantly conserved, but also find evidence for conserved sites that are not functional and vice versa. Our results suggest that development of methods that model the evolutionary relationships between species and the evolution of the genomic features of interest yield insight into the challenges for comparative genomics.

Materials and methods
Simulating pairs of sequences
To generate the empirical p-values shown in Figure 1, random sequences of length w were generated according to the average intergenic base frequencies of the S. cerevisiae genome. These were then evolved according to the Jukes-Cantor substitution model, to a specified evolutionary distance. Likelihood ratio scores and p-values were then calculated for each of the pairs of sequences using the method implemented in MONKEY. Finally, all pairs of sequences were ranked by their scores, and the rank divided by the total number of pairs was taken as the empirical p-value.

Preparation of alignments for different groups of species
We aligned the upstream regions of all S. cerevisiae genes to their orthologs in S. paradoxus, S. mikatae, S. bayanus and S. kudriavzevii by taking the 1,000 bp upstream of each gene, identifying the corresponding region from the other species using data in the Saccharomyces Genome Database [40], aligning them with CLUSTAL W [41] and trimming them to remove regions corresponding to S. cerevisiae coding sequence. We used this strategy rather than simply aligning intergenic regions to control for differences in alignments that might arise from the use of variably sized regions.

To obtain estimates of the evolutionary distance spanned by each comparison, we ran PAML [24] on the entire set of intergenic alignments, using the HKY model [27], with constant rates across sites. We used the median PAML estimate of kappa (the transition-transversion rate ratio) of 3.8, the S. cerevisiae background frequencies (ACGT) = (0.3, 0.2, 0.2, 0.3) and the median of the branch lengths estimates as the 'background' evolutionary model. The trees with these branch lengths were used as input to MONKEY to calculate p-values. The distances in Figure 4 represent the sum of the median branch lengths in each comparison. The subsets (with evolutionary distances in parentheses) were as follows: S. cerevisiae and S. paradoxus (0.194); S. cerevisiae and S. mikatae (0.403); S. cerevisiae, S. paradoxus S. mikatae (0.477); S. cerevisiae and S. bayanus (0.559); S. cerevisiae, S. paradoxus, S. mikatae and S. bayanus (0.816); S. cerevisiae, S. paradoxus, S. mikatae, S. bayanus and S. kudriavzevii (1.090).

Definition of Rpn4p and Gal4p matrices and positive and negative sets
Rpn4p: we used Rpn4p sites in proteasomal genes [42,43] to build an Rpn4p specificity matrix (using a pseudocount of 1 per base per position). To identify additional likely targets, we obtained expression data from public sources [30,31] and compared the expression patterns of all genes to the average expression pattern of proteasomal genes using the following metric:

\[ t = \theta \sqrt{\frac{n-2}{1-\theta^2}} \]

where \( \theta \) is the 'uncentered correlation', a commonly used distance metric for gene-expression data [44]. Our score adds a correction for the number of datapoints, \( n \), that are available for each gene. All matches to the Rpn4p matrix (S. cerevisiae likelihood ratio score > 9) in the upstream region of a gene that matched the proteasomal expression pattern (\( t > 8 \)) were considered to be true Rpn4p sites. The negative set consists of all sites that matched the Rpn4p matrix with a score greater than 9, and excluded sites in genes with even weak similarity to the proteasomal expression pattern (\( t > 0 \)) or that were annotated [40] as involved in protein processing or degradation.

Gal4p: we used the matrix from SCPD [33] (with a pseudocount of 1 per base per position). To define a positive set we used the binding sites in SCPD and systematic studies of this Gal4p regulatory system [45,46], and used matches near additional genes that we identified in these studies with scores above the lowest score in the SCPD set. To define a negative set, we again scanned the S. cerevisiae genome with a cutoff equal to the lowest score in the positive set and then eliminated any binding sites near genes that showed evidence for regulation in the systematic studies.

It is important to note that our categorization of sequences as positive and negative is done independently of the comparative sequence data, thus avoiding potential circularity.

Materials and methods
Simulating pairs of sequences
To generate the empirical p-values shown in Figure 1, random sequences of length w were generated according to the average intergenic base frequencies of the S. cerevisiae genome. These were then evolved according to the Jukes-Cantor substitution model, to a specified evolutionary distance. Likelihood ratio scores and p-values were then calculated for each of the pairs of sequences using the method implemented in MONKEY. Finally, all pairs of sequences were ranked by their scores, and the rank divided by the total number of pairs was taken as the empirical p-value.

Preparation of alignments for different groups of species
We aligned the upstream regions of all S. cerevisiae genes to their orthologs in S. paradoxus, S. mikatae, S. bayanus and S. kudriavzevii by taking the 1,000 bp upstream of each gene, identifying the corresponding region from the other species using data in the Saccharomyces Genome Database [40], aligning them with CLUSTAL W [41] and trimming them to remove regions corresponding to S. cerevisiae coding sequence. We used this strategy rather than simply aligning intergenic regions to control for differences in alignments that might arise from the use of variably sized regions.

To obtain estimates of the evolutionary distance spanned by each comparison, we ran PAML [24] on the entire set of intergenic alignments, using the HKY model [27], with constant rates across sites. We used the median PAML estimate of kappa (the transition-transversion rate ratio) of 3.8, the S. cerevisiae background frequencies (ACGT) = (0.3, 0.2, 0.2, 0.3) and the median of the branch lengths estimates as the 'background' evolutionary model. The trees with these branch lengths were used as input to MONKEY to calculate p-values. The distances in Figure 4 represent the sum of the median branch lengths in each comparison. The subsets (with evolutionary distances in parentheses) were as follows: S. cerevisiae and S. paradoxus (0.194); S. cerevisiae and S. mikatae (0.403); S. cerevisiae, S. paradoxus S. mikatae (0.477); S. cerevisiae and S. bayanus (0.559); S. cerevisiae, S. paradoxus, S. mikatae and S. bayanus (0.816); S. cerevisiae, S. paradoxus, S. mikatae, S. bayanus and S. kudriavzevii (1.090).

Definition of Rpn4p and Gal4p matrices and positive and negative sets
Rpn4p: we used Rpn4p sites in proteasomal genes [42,43] to build an Rpn4p specificity matrix (using a pseudocount of 1 per base per position). To identify additional likely targets, we obtained expression data from public sources [30,31] and compared the expression patterns of all genes to the average expression pattern of proteasomal genes using the following metric:

\[ t = \theta \sqrt{\frac{n-2}{1-\theta^2}} \]

where \( \theta \) is the 'uncentered correlation', a commonly used distance metric for gene-expression data [44]. Our score adds a correction for the number of datapoints, \( n \), that are available for each gene. All matches to the Rpn4p matrix (S. cerevisiae likelihood ratio score > 9) in the upstream region of a gene that matched the proteasomal expression pattern (\( t > 8 \)) were considered to be true Rpn4p sites. The negative set consists of all sites that matched the Rpn4p matrix with a score greater than 9, and excluded sites in genes with even weak similarity to the proteasomal expression pattern (\( t > 0 \)) or that were annotated [40] as involved in protein processing or degradation.

Gal4p: we used the matrix from SCPD [33] (with a pseudocount of 1 per base per position). To define a positive set we used the binding sites in SCPD and systematic studies of this Gal4p regulatory system [45,46], and used matches near additional genes that we identified in these studies with scores above the lowest score in the SCPD set. To define a negative set, we again scanned the S. cerevisiae genome with a cutoff equal to the lowest score in the positive set and then eliminated any binding sites near genes that showed evidence for regulation in the systematic studies.

It is important to note that our categorization of sequences as positive and negative is done independently of the comparative sequence data, thus avoiding potential circularity.
Calculations of expected scores

Because our methods employ explicit probabilistic models for the evolution of noncoding DNA, it is possible to compute the expected scores under various assumptions. The expectation of the log likelihood ratio for examples of the motif is the 'information content' and its calculation has been addressed [47]. We can extend this to calculation to our evolutionary scores, as follows. Using the fact that all the scores treat the positions of the matrix independently, and the linearity of the expectation, we write:

\[ E \left[ S(X,Y) | m \right] = \sum_{i=1}^{m} p(X_i,Y_i | m,T) \hat{S}_i(X_i,Y_i), \]

where \( E [x] \) denotes the expectation of the random variable \( x \), \( m \) denotes a frequency matrix and a corresponding evolutionary model, either \{motif, \( R_{\text{motif}} \)\} or \{bg, \( R_{\text{bg}} \)\}. \( p(X_i,Y_i | m,T) \) is calculated as above, and we define:

\[ \hat{S}_i(X_i,Y_i) = \log \frac{p(X_i,Y_i | \text{motif},T,R_{\text{motif}})}{p(X_i,Y_i | \text{bg},T,R_{\text{bg}})}. \]

We can write a similar expression for the variance, \( V \):

\[ V[S(X,Y) | m] = \sum_{i=1}^{m} \sum_{Y_i} \left( \hat{S}_i(X_i,Y_i) - E[S(X_i,Y_i) | m] \right)^2. \]

In order to predict the scores for the genes in our positive and negative sets, we are interested in the case where we have observed a match to the motif in one species, but the constraints on its evolution are either those of the background or the motif. We can compute the expected scores under these assumptions as follows:

\[ E[S(X,Y) | X \text{ match},m] = \sum_{i=1}^{m} \sum_{Y_i} p(X_i | \text{motif}) \sum_{Y_i} p(Y_i | X_i,m,T) \hat{S}_i(X_i,Y_i), \]

where \( p(X_i | \text{motif}) \) is the single species probability of observing the base \( X_i \) at position \( i \) in the specificity matrix \( (f) \), and using Bayes' theorem:

\[ p(Y_i | X_i,m,T) = \frac{p(X_i,Y_i | m,T)}{p(X_i | m,T)} = \frac{p(X_i,Y_i | m,T)}{\sum_{Y_i} p(X_i,Y_i | m,T)}. \]

This calculation can be extended to the multiple species case, by replacing the distributions \( p(X_i,Y_i) \) and \( p(Y_i | X_i) \) with \( p(X_i, Y_i, \ldots, Z_i) \) and \( p(Y_i, \ldots, Z_i | X_i) \) and changing the sum over \( Y_i \) to a sum over all the other leaves in the tree except the reference, in this case, \( X_i \). For the functional set, we assumed the binding sites were evolving under the HB model [25], and for the non-functional set we assumed evolution under the HKY background model described above. To model the sequence-specificity matrices most accurately, we reduced the pseudo-count (equal to the background probability of observing each base).

Additional data files

Additional data file 1 shows the fraction of binding sites that are not conserved for several different \( S. cerevisiae \) transcription factors. Additional data file 2 shows the conservation p-values of predicted binding sites in high-density binding site clusters in the \( Drosophila \) melanogaster genome, with the binding sites grouped according to whether the cluster has regulatory activity.

Acknowledgements

We thank Dan Rokhsar for suggesting simple heuristics for gapped sequences, and Audrey Gasch, Casey Bergman, Ewan Birney and Bill Bruno for comments on the manuscript.

References

1. Ureta-Vidal A, Ettwiller L, Birney E: Comparative genomics: genome-wide analysis in metazoan eukaryotes. Nat Rev Genet 2003, 4:251-262.

2. Morgenstern B, Rinner O, Abdeldaim S, Haase D, Mayer KF, Dress AW, Mewes HW: Exon discovery by genomic sequence alignment. Bioinformatics 2002, 18:777-787.

3. Hardison RC: Conserved noncoding sequences are reliable guides to regulatory elements. Trends Genet 2000, 16:369-372.

4. Wasserman WW, Palumbo M, Thompson W, Fickett JW, Lawrence CE: Human-mouse genome comparisons to locate regulatory sites. Nat Genet 2000, 26:225-228.

5. Ravas E, Klein RJ, Jones TA, Edy SR: Computational identification of noncoding RNAs in \( E. coli \) by comparative genomics. Curr Biol 2001, 11:1369-1373.

6. Wasserman KM, Repolla F, Rosenow C, Storz G, Gottesman S: Identification of novel small RNAs using comparative genomics and microarrays. Genet Dev 2001, 15:1637-1651.

7. Carter RJ, Dubchak I, Holbrook SR: A computational approach to identify genes for functional RNAs in genomic sequences. Nucleic Acids Res 2001, 29:3928-3938.

8. Kellis M, Patterson N, Endrizzi M, Birren B, Lander ES: Sequencing and comparison of yeast species to identify genes and regulatory elements. Nature 2003, 423:241-254.

9. Lieb JD, Liu X, Botstein D, Brown PO: Promoter-specific binding of Rap1 revealed by genome-wide maps of protein-DNA association. Nat Genet 2001, 28:327-334.

10. Chiang DY, Moses AM, Kellis M, Lander ES, Eisen MB: Phylogenetically and spatially conserved word pairs associated with gene-expression changes in yeasts. Genome Biol 2003, 4:R43.

11. Cliften P, Sudarsanam P, Desikan A, Fulton L, Fulton B, Majors J, Waterston R, Cohen BA, Johnston M: Finding functional features in \( S. cerevisiae \) genomes by phylogenetic footprinting. Science 2003, 301:71-76.

12. Bereziak E, Guryev V, Plasterk RH, Cuppen E: CONREAL: conserved regulatory elements anchored alignment algorithm for identification of transcription factor binding sites by phylogenetic footprinting. Genome Res 2004, 14:170-178.

13. Loots GG, Ovcharenko I: rVISTA 2.0: evolutionary analysis of transcription factor binding sites. Nucleic Acids Res 2004, 32(Web Server):W217-W221.

14. Bigelow HR, Wenick AS, Wong A, Hobert O: CisOrtho: a program pipeline for genome-wide identification of transcription factor target genes using phylogenetic footprinting. BMC Bioinformatics 2004, 5:27.

15. Loots GG, Ovcharenko I, Pachter L, Dubchak I, Rubin EY: rVISTA for comparative sequence-based discovery of functional transcription factor binding sites. Genome Res 2002, 12:832-839.

16. Lenhard B, Sandelin A, Mendoza L, Engstrom P, Jareborg N, Wasserman WW: Identification of conserved regulatory elements by comparative genome analysis. J Biol 2003, 2:13.

17. Sandelin A, Wasserman WW, Lenhard B: ConSite: web-based prediction of regulatory elements using cross-species comparison. Nucleic Acids Res 2004, 32(Web Server):W249-W252.

18. Mrowka R, Steinhage K, Pazak A, Persson PB: An evolutionary
approach for identifying potential transcription factor binding sites: the renin gene as an example. Am J Physiol Regul Integr Comp Physiol 2002, 284:R147-R150.

19. Moses AM, Chiang DY, Kellis M, Lander ES, Eisen MB: Position specific variation in the rate of evolution in transcription factor binding sites. BMC Evol Biol 2003, 3:19.

20. Berg OG, von Hippel PH: Selection of DNA binding sites by regulatory proteins: Statistical-mechanical theory and application to operators and promoters. J Mol Biol 1987, 193:723-750.

21. Stormo GD, Schneider TD, Gold L, Ehrenfeucht A: Use of the 'Perceptron' algorithm to distinguish translational initiation sites in E. coli. Nucleic Acids Res 1982, 10:2997-3011.

22. Staden R: Computer methods to locate signals in nucleic acid sequences. Nucleic Acids Res 1984, 12:505-519.

23. Felsenstein J: Evolutionary trees from DNA sequences: a maximum likelihood approach. J Mol Evol 1981, 17:368-376.

24. Yang Z: PAML: a program package for phylogenetic analysis by maximum likelihood. Comput Appl Biosci 1997, 13:555-556.

25. Halpern AL, Bruno WJ: Evolutionary distances for protein-coding sequences: modeling site-specific residue frequencies. Mol Biol Evol 1995, 12:910-917.

26. Hasegawa M, Kishino H, Yano T: Selection of DNA binding sites by regulating transcription factors. Mol Biol Evol 2003, 20:777-787.

27. Jukes T, Cantor C: Evolution of Protein Molecules. In Mammalian Protein Metabolism Edited by: Munro H. New York: Academic Press; 1969:121-132.

28. Tatusov RL, Altschul SF, Koonin EV: SCOP: a promoter database of the yeast Saccharomyces cerevisiae. Bioinformatics 1999, 15:607-611.

29. Gasch AP, Eisen MB: Exploring the conditional coregulation of yeast gene expression through fuzzy k-means clustering. Genome Biol 2002, 3:research0059.1-0059.22.

30. webMONKEY [http://rana.lbl.gov/monkey]

31. Pollard DA, Bergman CM, Stoye J, Celniker SE, Eisen MB: Benchmarking tools for the alignment of functional noncoding DNA. BMC Bioinformatics 2004, 5:6.

32. Hitzinger CT, Rokas A, Carroll SB: Parallel inactivation of multiple GAL pathway genes and ecological diversification in yeasts. Proc Natl Acad Sci USA 2004, 101:14144-14149.

33. Zhu J, Zhang MQ: SGD: a promoter database of the yeast Saccharomyces cerevisiae. Bioinformatics 1999, 15:607-611.

34. Gasch AP, Eisen MB: Exploring the conditional coregulation of yeast gene expression through fuzzy k-means clustering. Genome Biol 2002, 3:research0059.1-0059.22.

35. webMONKEY [http://rana.lbl.gov/monkey]

36. Pollard DA, Bergman CM, Stoye J, Celniker SE, Eisen MB: Benchmarking tools for the alignment of functional noncoding DNA. BMC Bioinformatics 2004, 5:6.

37. Hitzinger CT, Rokas A, Carroll SB: Parallel inactivation of multiple GAL pathway genes and ecological diversification in yeasts. Proc Natl Acad Sci USA 2004, 101:14144-14149.

38. Dermitzakis ET, Clark AG: Evolution of transcription factor binding sites in Mammalian gene regulatory regions: conservation and turnover. Mol Biol Evol 2002, 19:1114-1211.

39. Ludwig MZ, Bergman C, Patel NH, Kreitman M: Evidence for stabilizing selection in a eukaryotic enhancer element. Nature 2000, 403:564-567.

40. Cherry JM, Adler C, Ball C, Chervitz SA, Dwight SS, Eister ET, Jia Y, Juvik G, Roe T, Schroeder M, et al.: SGD: Saccharomyces Genome Database. Nucleic Acids Res 1998, 26:73-79.

41. Thompson JD, Higgins DG, Gibson TJ: CLUSTAL W: improving the sensitivity of progressive multiple sequence alignment through sequence weighting, position-specific gap penalties and weight matrix choice. Nucleic Acids Res 1994, 22:4673-4680.

42. Mannhaupt G, Schnall R, Karpov V, Vetter I, Feldmann H: Rpn4p acts as a transcription factor by binding to PACE, a nonamer box found upstream of 26S proteasomal and other genes in yeast. FEBS Lett 1999, 450:27-34.

43. Hughes JD, Estep PW, Tavazoie S, Church GM: Computational identification of cis-regulatory elements associated with groups of functionally related genes in Saccharomyces cerevisiae. J Mol Biol 2000, 296:1205-1214.

44. Eisen MB, Spellman PT, Brown PO, Botstein D: Cluster analysis and display of genome-wide expression patterns. Proc Natl Acad Sci USA 1998, 95:14863-14868.