Solving forward and inverse problems of the logarithmic nonlinear Schrödinger equation with $\mathcal{PT}$-symmetric harmonic potential via deep learning
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Abstract: In this paper, we investigate the logarithmic nonlinear Schrödinger (LNLS) equation with the parity-time ($\mathcal{PT}$)-symmetric harmonic potential, which is an important physical model in many fields such as nuclear physics, quantum optics, magma transport phenomena, and effective quantum gravity. Three types of initial value conditions and periodic boundary conditions are chosen to solve the LNLS equation with $\mathcal{PT}$-symmetric harmonic potential via the physics-informed neural networks (PINNs) deep learning method, and these obtained results are compared with ones deduced from the Fourier spectral method. Moreover, we also investigate the effectiveness of the PINNs deep learning for the LNLS equation with $\mathcal{PT}$-symmetric potential by choosing the distinct space widths or distinct optimized steps. Finally, we use the PINNs deep learning method to effectively tackle the data-driven discovery of the LNLS equation with $\mathcal{PT}$-symmetric harmonic potential such that the coefficients of dispersion and nonlinear terms or the amplitudes of $\mathcal{PT}$-symmetric harmonic potential can be approximately found.
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1 Introduction

With the rapid development of modern science and high technology, more and more massive data sets are generated in many scientific fields and real lives. It is still a huge and important issue that how well to mine and further powerfully apply them in the scientific fields and even our lives. Though the artificial intelligence (AI) has experienced several stages of development, but now it seems that the new generation of AI is facing a new challenge or revolution, and changing our lives. The deep (machine) learning based on the neural networks (NNs), as one of most significant approaches realizing AI, has been applied in various of fields, such as image recognition, computer vision, natural language processing, solving equations, and other business fields [1,2]. Recently, based on the neural networks and automatic differentiation (AD) [3–5], some deep learning approaches had been presented to approximate the solutions of some types of differential equations (see, e.g., Refs. [6–19] and references therein), in which the physics-information neural networks (PINNs) deep learning method [11] is a simple and effective method to solving the partial differential equations (PDEs) via deep learning, and was extended to other types of differential equations such as integro-differential equations, fractional PDEs, and stochastic PDEs [12–18]. More recently, a Python library DeepXDE was presented for some PINNs approaches [18]. The same characteristic of these deep neural network methods is to use the NNs instead of the traditional numerical discretization (ND) methods [18]. Moreover, the designs of these NNs seem to be easily carried out than the traditional ND methods.

The PINNs deep learning method [11,18] can be used to study not only data-driven solutions of some types of differential equations, but data-driven discovery of PDEs. Some other methods were also presented for the data-driven discovery of PDEs [20–22]. In particular, this PINNs deep learning approach [11,18] can be used to study the nonlinear wave equations such as the physically interesting soliton equations. In the following, we simply introduce the PINNs method solving data-driven solutions of the PDEs with initial-boundary value
For the given nonlinear wave equation with the initial-boundary value (IBV) conditions
\[
\begin{align*}
    &iu_t = LN[x, u, u^*; \Lambda_0], \quad x \in D \setminus \partial D \subset \mathbb{R}^m, \quad t \in (0, T], \\
    &I[u(x, t)]|_{t=0} = u_I(x), \quad x \in D \quad \text{(initial condition)}, \\
    &B[u(x, t)]|_{x \in \partial D} = u_B(t), \quad t \in [0, T], \quad \text{(boundary conditions)},
\end{align*}
\]
where \(u = u(x, t)\) stands for the latent (hidden) solution, \(LN\) is the combination of linear and nonlinear operators parametrized by the vector \(\Lambda_0\), \(I[\cdot]\) and \(B[\cdot]\) are the operators, \(I[u(x, t)]|_{t=0} = u_I(x)\) and \(B[u(x, t)]|_{x \in \partial D} = u_B(t)\) stand for the initial conditions, and the Dirichlet (or Neumann, or Robin) boundary conditions, respectively.

Let a deep hidden physics model \(F(x, t)\) be
\[
F(x, t) := \langle iu - LN[x, u, u^*; \Lambda_0]\rangle.
\]
Then one can obtain the derivatives of the NN \(u\) with respect to time \(t\) and space \(x\) by applying the chain rule for differentiating compositions of functions using automatic differentiation [3–5]. It is worth emphasizing that automatic differentiation is different from, and in several aspects superior to, numerical or symbolic differentiation; two commonly encountered techniques of computing derivatives [3–5]. To perform the derivatives in the above-mentioned definition one can depend on the Tensorflow [23], which is a popular and relatively well documented open source software library for automatic differentiation and deep learning computations. The PINNs approach exhibits the structure of the NN, which has the \(i\) hidden layers, and every hidden layer has \(n\) neurons (see Fig. 1). The nonlinear activation function in the NN is chosen as follows [11]
\[
A_j = \tanh(w_j \ast A_{j-1} + b_j),
\]
where the \(w_j\) is a \(\text{dim}(A_j) \times \text{dim}(A_{j-1})\) matrix, \(A_0, A_{i+1}, b_{i+1} \in \mathbb{R}^2, A_j, b_j \in \mathbb{R}^n\). The training loss function is given by
\[
\text{TL} = \frac{1}{N_I} \sum_{j=1}^{N_I} |I[u(x_I^j, t)|_{t=0} - u_I(x_I^j)|^2 + \frac{1}{N_B} \sum_{j=1}^{N_B} |B[u(\{x_B^j, t_B^j\})]|_{x_B \in \partial D} - u_B(t_B^j)|^2 + \frac{1}{N_S} \sum_{j=1}^{N_S} |F(x_S^j, t_S^j)|^2,
\]
where \(\{x_I^j, u_I^j\}_{j=1}^{N_I}\) and \(\{t_B^j, u_B^j\}_{j=1}^{N_B}\) denote the initial and boundary training data on \(u(x, t)\), respectively, and \(\{x_S^j, t_S^j, F(x_S^j, t_S^j)\}_{j=1}^{N_S}\) specify the collocations points for \(F(x, t)\). The optimization method for all loss functions was chosen as the L-BFGS algorithm [24].

The main steps of the PINNs deep learning method solving the PDE (1) with IBV conditions (see Fig. 1) are summarized as follows [11, 18]:

Figure 1: The deep learning frame based on the PINNs.
Step 1. Introduce a neural network \( u_{NN}(x, t; w, b) \) with parameters \( w = \{w_j\}_i \) and \( b = \{b_j\}_i \) being the weight matrices and bias vectors, and the PINN \( F(x, t) \) given by Eq. (2) in terms of the back-propagating AD [25];

Step 2: Extract the three training sets \( \text{TS}_I, \text{TS}_B, \text{TS}_E \) for the initial value condition, boundary value conditions, and considered model;

Step 3: Extract a training loss function \( TL \) given by Eq. (4) by summing the weighted \( L^2 \)-norm error of both the \( F(x, t) \) and IBV residuals;

Step 4: Train the NN to find the best parameters \( \hat{w}, \hat{b} \) by minimizing the loss function \( TL \) in terms of the L-BFGS optimization algorithm [24].

Since the concept of the \( \mathcal{PT} \) symmetry was introduced in 1998 [26], the \( \mathcal{PT} \) symmetry plays an more and more important role in the generalized Hamiltonian systems and nonlinear wave equations (see, e.g., Refs. [27–50] and references therein). It is still a significant subject to solve the nonlinear wave equations with \( \mathcal{PT} \)-symmetric potentials [40]. To the best of our knowledge, the deep learning method was not used to study the nonlinear wave equations with \( \mathcal{PT} \)-symmetric potentials yet. In this paper we would like to study the solutions of the logarithmic nonlinear Schrödinger (LNLS) equation with \( \mathcal{PT} \)-symmetric potentials via the PINNs deep learning method.

The rest of this paper is arranged as follows. In Sec. 2, we firstly introduce the deep learning scheme for the LNLS equation with \( \mathcal{PT} \)-symmetric potentials. And then we use the effect deep learning scheme to investigate the LNLS equation with \( \mathcal{PT} \)-symmetric potentials under the distinct initial-boundary value conditions. In Sec. 3, we investigate the effectiveness of the PINNs deep learning method in the LNLS equation (6) with IBV conditions by comparing distinct space widths or optimized steps. In Sec. 4, we use the PINNs deep learning method to tackle the data-driven discovery of the LNLS equation with \( \mathcal{PT} \)-symmetric harmonic potentials. Finally, we give some conclusions and discussions.

2 Data-driven solutions of the LNLS equation with \( \mathcal{PT} \)-symmetric potential

2.1 The scheme for the PINNs deep learning method

The well-known nonlinear Schrödinger (NLS) equation is a fundamental model, and of important significance in some physical fields such as nonlinear optics, Bose-Einstein condensates, deep ocean, DNA, even finance. In 1975, Bialynicki-Birula and Mycielski [51] first presented an extended NLS equation, that is, the NLS equation with a logarithmic nonlinear term \( g \ln(|\varphi|^2)\varphi \) (simply called the LNLS equation)

\[
i\hbar \varphi_t = -\frac{\hbar^2}{2m} \varphi_{xx} + V(x)\varphi + \sigma \ln(|\varphi|^2)\varphi, \tag{5}\]

where \( \varphi = \varphi(x, t) \) stands for the complex field, \( \hbar \) is the reduced Planck constant, \( m \) is the mass, \( \sigma \) is the nonlinear coefficient corresponding to the focusing (\( \sigma < 0 \)) and defocusing (\( \sigma > 0 \)) interactions, \( V(x) \) usually denotes the real-valued potential, \( a \) is a positive, and real constant and can be chosen as \( a = 1 \), without loss of generality, by adding a constant to the potential [52]. Eq. (6) can be applied to quantum mechanics [51–53], dissipative systems [54], nuclear physics [55, 56], quantum optics [57], magma transport phenomena [58], open quantum systems, effective quantum gravity, theory of superfluidity and Bose-Einstein condensation [59–63].

We here use the above-mentioned PINNs deep learning method [11] to study the data-driven solutions of the dimensionless LNLS equation with the complex \( \mathcal{PT} \)-symmetric potential

\[
i\varphi_t = -\varphi_{xx} + [V(x) + iW(x)]\varphi + \sigma \ln(|\varphi|^2)\varphi, \quad x \in (-L, L), \quad t \in (0, T), \tag{6}\]

with the following initial-boundary value conditions

\[
\varphi(x, 0) = \varphi_0(x), \quad x \in [-L, L],
\]

\[
\varphi(-L, t) = \varphi(L, t), \quad t \in [0, T]. \tag{7}\]
where \( \varphi = \varphi(x,t) \) is a complex field, and \( V(x) \) and \( W(x) \) are real-valued functions of space, and denote the external potential and the gain-and-loss distribution, respectively. The required conditions \( V(x) = V(-x) \) and \( W(x) = -W(-x) \) imply that the complex potential \( V(x) + iW(x) \) is \( \mathcal{PT} \)-symmetric [26], and are chosen as the physically interesting potentials (also called the \( \mathcal{PT} \)-symmetric harmonic potential) [46]

\[
V(x) = V_0 x^2, \quad W(x) = W_0 x, \tag{8}
\]

where \( V_0 > 0, W_0 \) are real-valued constants, and used to modulate the effect of \( \mathcal{PT} \)-symmetric potential, \( V(x) \) is the well-known harmonic potential, and the gain-and-loss distribution \( W(x) \) is not limited (except for \( W_0 = 0 \)), and always has the effect on the LNLS equation (6). The constant \( \sigma \) stands for the nonlinear coefficients, and can be chosen as \( \sigma = \pm 1 \) without loss of generality. The cases \( \sigma = -1 \) and \( \sigma = 1 \) correspond to the self-focusing and defocusing interactions, respectively.

Since the function \( \varphi(x,t) \) in Eq. (6) is complex, thus it can be rewritten as \( \varphi(x,t) = u(x,t) + iv(x,t) \) with \( u(x,t), v(x,t) \) being its real and imaginary parts, respectively. Introduce the associated complex-valued PINNs \( F(x,t) = iF_u(x,t) - F_v(x,t) \) with \(-F_v(x,t), F_u(x,t) \) being its real and imaginary parts, respectively, as

\[
\begin{align*}
F(x,t) & := i\varphi_t + \varphi_{xx} - [V(x) + iW(x)]\varphi - \sigma\varphi \ln(|\varphi|^2), \\
F_u(x,t) & := u_t + v_{xx} - W(x)u - V(x)v - \sigma v \ln(u^2 + v^2), \\
F_v(x,t) & := v_t - u_{xx} + V(x)u - W(x)v + \sigma u \ln(u^2 + v^2),
\end{align*}
\tag{9}
\]

and proceed by approximating \( \varphi(x,t) \) by a complex-valued deep neural network. The complex neural network \( \varphi(x,t) = (u(x,t), v(x,t)) \) can be defined as

```python
def psi(x, t):
    psi = neural_net(tf.concat([x, t], 1), weights, biases)
    u = psi[:, :0:1]
    v = psi[:, 1:2]
    return u, v
```

Moreover, the physics-informed neural network \( F(x,t) \) is chosen the form

```python
def F(x, t):
    u, v = psi(x, t)
    u_t = tf.gradients(u, t)[0]
    u_x = tf.gradients(u, x)[0]
    u_xx = tf.gradients(u, x, x)[0]
    v_t = tf.gradients(v, t)[0]
    v_x = tf.gradients(v, x)[0]
    v_xx = tf.gradients(v, x, x)[0]
    F_u = u_t + v_xx - W*u - V*v - sigma*tf.math.log((u**2 + v**2)**2)
    F_v = v_t - u_xx + V*u - W*v + sigma*tf.math.log((u**2 + v**2)**2)
    return F_u, F_v
```

The shared parameters between the neural network \( \varphi(x,t) = u(x,t) + iv(x,t) \) and \( F(x,t) = iF_u(x,t) - F_v(x,t) \) can be trained by minimizing the training loss (TL), that is, the sum of the TLs on the initial data (TL_{I}), boundary data (TL_{B}), and the whole equation (TL_{S})

\[
TL = TL_I + TL_B + TL_S, \tag{10}
\]
where the mean squared errors are chosen as

\[
TL_I = \frac{1}{N_I} \sum_{j=1}^{N_I} \left( |u(x_I^j, 0) - u_0^I|^2 + |v(x_I^j, 0) - v_0^I|^2 \right),
\]

\[
TL_B = \frac{1}{N_B} \sum_{j=1}^{N_B} \left( |u(-L, t_B^j) - u(L, t_B^j)|^2 + |v(-L, t_B^j) - v(L, t_B^j)|^2 \right),
\]

\[
TL_S = \frac{1}{N_S} \sum_{j=1}^{N_S} \left( |F_u(x_S^j, t_S^j)|^2 + |F_v(x_S^j, t_S^j)|^2 \right)
\]

(11)

with \( \{x_I^j, u_0^I, v_0^I\}_{j=1}^{N_I} \) standing for the initial data \((\varphi_0(x) = u_0(x) + iv_0(x))\), \( \{t_B^j, u(\pm L, t_B^j), v(\pm L, t_B^j)\}_{j=1}^{N_B} \) standing for the boundary data, \( \{x_S^j, t_S^j, F_u(x_S^j, t_S^j), F_v(x_S^j, t_S^j)\}_{j=1}^{N_S} \) representing the collocation points within a spatio-temporal region on \( F(x, t) = iF_u - F_v \). In other words, \( TL_I \) represents the \( L^2 \)-norm error in initial points, \( TL_B \) denotes the \( L^2 \)-norm error in the periodic boundary condition, and \( TL_S \) corresponds the \( L^2 \)-norm loss in the interior of the spatio-temporal region. All of these sampling points can be generated using a space filling Latin Hypercube Sampling strategy [64].

To solve Eq. (6) with the above-mentioned initial-boundary value conditions via the PINNs deep learning method [11], we need to generate a LNLS.mat file by utilizing the Fourier spectral method to Eq. (6) with the initial-boundary conditions (7) in Matlab. In fact, we here choose the Fourier spectral method [65] with a special method [11], we need to generate a LNLS.mat file by utilizing the Fourier spectral method to Eq. (6) with the filling Latin Hypercube Sampling strategy [64].

2.2 Applications in the distinct initial value conditions and same boundary value condition

In the follows, we would like to use the above-mentioned PINNs deep learning approach to investigate the solitons of the LNLS equation with \( \mathcal{PT} \)-symmetric harmonic potential (6) with distinct initial-boundary value problems (7).

2.2.1 The initial value condition arising from the exact soliton

We can find that Eq. (6) with the \( \mathcal{PT} \)-symmetric harmonic potential (8) admits the exact bright soliton

\[
\varphi(x, t) = A \exp(-\omega x^2) e^{-i[W_0 x/(4\omega) + \mu t]},
\]

(12)

with \( A \in \mathbb{R}, A \neq 0 \) and

\[
\omega = \frac{1}{4} \left( \sqrt{\sigma^2 + 4W_0} - \sigma \right) > 0, \quad \mu = 2\omega + \sigma \ln A^2 + \frac{W_0^2}{16\omega}.
\]

(13)

When \( |x| \to \infty, |\varphi(x, t)| \to 0 \) and \( \int_{-\infty}^{\infty} |\varphi(x, t)|^2 dx = A^2 \sqrt{\frac{\sigma}{2\omega}}. \)

Case 1. The focusing case \( \sigma = -1 \) and other parameters \( W_0 = 0.2, V_0 = 1, A = 1. \)

We first use the exact solution (12) to choose the initial conditions: \( \varphi_0(x) = \varphi(x, 0) = u_0(x) + iv_0(x) \) with

\[
u_0(x) = -e^{-\omega x^2} \sin(0.2x/(4\omega)), \quad \varphi_0(x) = e^{-\omega x^2} \cos(0.2x/(4\omega)),
\]

(14)

with \( \omega = (\sqrt{5} + 1)/4 \) and the periodic boundary condition \( \varphi(-L, t) = \varphi(L, t) \) such that we can generate a high-resolution data set by using the Fourier spectral method to simulate Eq. (6). Under the data-derived setting, all measurements we observe are \( \{x_I^j, u_0^I, v_0^I\}_{j=1}^{N_I} \) of the latent function \( \varphi(x, t) = u(x, t) + iv(x, t) \) at initial
time \( t = 0 \) with the periodic boundary conditions \( \{t_j^I, u(\pm L, t_j^I), v(\pm L, t_j^I)\}_{j=1}^{N_B} \). The training set consists of a total of \( N_I = 100 \) data points on the initial conditions \( \{u_0(x), v_0(x)\} \) randomly deduced from the full high-resolution data set, and \( N_B = 200 \) randomly sampled collocation points on the periodic boundary conditions \( \{u(\pm L, t), v(\pm L, t)\} \). We here choose \( N_s = 10,000 \) randomly sampled collocation points used to study the LNLS Eq. (6) inside the solution region. Notice that all randomly sampled point locations are obtained via the Latin Hypercube Sampling strategy [64].

We choose an 11-layer deep neural network with 50 neurons per layer and a hyperbolic tangent activation function given by Eq. (3) to jointly represent the latent function \( \varphi(x, t) = u(x, t) + iv(x, t) \). We choose the space interval as \([-5, 5]\) (i.e., \( L = 5 \)), and the time interval as \([0, 5]\) (i.e., \( T = 5 \)). As a consequence, Figs. 2(a1-d1) illustrate the results of the simulations. Fig. 2(a1) displays the magnitude of the predicted solution \( |\varphi(x, t)| = \sqrt{u^2(x, t) + v^2(x, t)} \) for the given locations of the initial-boundary conditions. The whole training time of this result is 18475 seconds on a matebook x pro with a 1.6GHz four-cores i5 processor (the same hereinafter). The relative \( L^2 \)-norm error of \( \varphi(x, t) \) in this case is \( 1.1791 \cdot 10^{-3} \). The relative \( L^2 \)-norm errors of \( u(x, t) \) and \( v(x, t) \), respectively, are \( 1.4040 \cdot 10^{-3} \) and \( 1.3955 \cdot 10^{-3} \). Figs. 2(b1-d1) exhibit the comparisons between exact and predicted solutions for distinct time instants \( t = 1.25, 2.5, 3.75 \).

**Case 2.** The defocusing case \( \sigma = 1 \) and other parameters \( W_0 = 0.1, V_0 = A = 2 \).

Similarly to Case 1, we use the exact solution (12) to choose the initial conditions: \( \varphi_0(x) = \varphi(x, 0) = u_0(x) + iv_0(x) \) with

\[
u_0(x) = 2e^{-0.5x^2} \cos(0.05x), \quad v_0(x) = -2e^{-0.5x^2} \sin(0.05x),
\]

and the periodic boundary condition \( \varphi(-L, t) = \varphi(L, t) \) such that we can generate a high-resolution data set by using the Fourier spectral method to simulate Eq. (6).

The training set is composed of a total of \( N_I = 100 \) data points on the initial conditions \( \{u_0(x), v_0(x)\} \) randomly deduced from the full high-resolution data set, and \( N_B = 200 \) randomly sampled collocation points on the periodic boundary conditions \( \{u(\pm L, t), v(\pm L, t)\} \). We here choose \( N_s = 10,000 \) randomly sampled collocation points used to study the LNLS Eq. (6) inside the solution region. Notice that all randomly sampled point locations were obtained via the Latin Hypercube Sampling strategy [64].

Similarly to Case 1, we still choose an 11-layer deep neural network with 50 neurons per layer and a hyperbolic tangent activation function given by Eq. (3) to jointly represent the latent function \( \varphi(x, t) = u(x, t) + iv(x, t) \). We take the space interval as \([-5, 5]\) (i.e., \( L = 5 \)), and the time interval as \([0, 5]\) (i.e., \( T = 5 \)). As a consequence, Figs. 2(a2-d2) illustrate the results of the simulations. Fig. 2(a2) displays the magnitude of the predicted solution \( |\varphi(x, t)| = \sqrt{u^2(x, t) + v^2(x, t)} \) for the given locations of the initial-boundary conditions. The whole training time of this result is 42417 seconds. The relative \( L^2 \)-norm error of \( \varphi(x, t) \) in this case is \( 1.7889 \cdot 10^{-4} \). The relative \( L^2 \)-norm errors of \( u(x, t) \) and \( v(x, t) \), respectively, are \( 8.3298 \cdot 10^{-3} \) and \( 6.8020 \cdot 10^{-3} \). Figs. 2(b2-d2) exhibit the comparisons between exact and predicted solutions for distinct time instants \( t = 1.25, 2.5, 3.75 \).

### 2.2.2 The initial condition arising from the non-stationary solutions

In the second example, we consider Eq. (6) with another initial condition (which does not satisfy the stationary equation of Eq. (6))

\[
\varphi_0(x) = A \exp \left( -\omega x^2 \right) e^{i\frac{W_0}{\omega} x},
\]

with \( \omega \) given by Eq. (13), the periodic boundary conditions \( \varphi(-3, t) = \varphi(3, t) \), and parameters \( W_0 = 0.2, V_0 = 1, A = 2, \sigma = -1 \) such that we have \( \varphi_0(x) = \varphi(x, 0) = u_0(x) + iv_0(x) \) with

\[
u_0(x) = 2e^{-\omega x^2} \cos(0.2x/\sqrt{4\omega}), \quad v_0(x) = 2e^{-\omega x^2} \sin(0.2x/\sqrt{4\omega}),
\]

with \( \omega = (\sqrt{5} + 1)/4 \).

To solve Eq. (6) with the above-mentioned initial-boundary value conditions via the deep learning, we firstly obtain a high-resolution data set by using the above-mentioned Fourier spectral method to simulate Eq. (6) with the initial condition (16) and periodic boundary conditions. As a result, we find that the amplitude of
vibration of solitary wave grows as $|W_0|$ of gain-and-loss distribution increases. Generally speaking, we can select a 200-dimensional temporal sampling points, which may be of the equal interval. All of these sampling points will be packaged as a .mat file.

We now choose a 5-layer deep neural network with 90 neurons per layer and a hyperbolic tangent activation function (3) to jointly represent the latent function $\varphi(x, t) = u(x, t) + iv(x, t)$ where $u(x, t)$, $v(x, t)$ represent the real and imaginary parts of $\phi(x, t)$, respectively. Fig. 3a displays the magnitude of the predicted solution $|\varphi(x, t)| = \sqrt{u^2(x, t) + v^2(x, t)}$ for the given locations of the initial-boundary conditions. The whole training time of this result is 46397 seconds. The relative $L^2$-norm error of $\varphi(x, t)$ in this case is $4.6204 \cdot 10^{-3}$. The relative $L^2$-norm errors of $u(x, t)$ and $v(x, t)$, respectively, are $8.4528 \cdot 10^{-3}$ and $8.6211 \cdot 10^{-3}$. Figs. 3(b-d)
Figure 3: The focusing LNLS equation with $\mathcal{PT}$-symmetric potential and initial condition (16): (a) The predicted solution $|\varphi(x, t)|$ with $N_I = 100$ data points on initial conditions and $N_B = 200$ data points on periodic boundary conditions (see the cross). We choose $N_S = 10,000$ collocation points deduced by Latin Hypercube Sampling strategy. (b)-(d) Comparisons between the exact and predicted solutions by neural network at $t = 2.5, 5.0, 7.5$. The relative $L^2$-norm error of $\varphi(x, t)$ in this case is $4.6204 \times 10^{-3}$.

Figure 4: The focusing LNLS equation with $\mathcal{PT}$-symmetric potential and initial condition (18): (a) The predicted solution $|\varphi(x, t)|$ with $N_I = 100$ data points on initial conditions and $N_B = 200$ data points on periodic boundary conditions (see the cross). We choose $N_S = 10,000$ collocation points deduced by Latin Hypercube Sampling strategy. (b)-(d) Comparisons between the exact and predicted solutions by neural network at $t = 0.4, 0.8, 1.2$. The relative $L^2$-norm error of $\varphi(x, t)$ in this case is $1.1713 \times 10^{-1}$.

exhibit the comparisons between exact and predicted solutions for distinct time instants $t = 2.5, 5.0, 7.5$. 
2.2.3 The periodic initial condition

In this case, we consider Eq. (6) with the periodic initial condition
\[ \varphi_0(x) = |\cos(x)|, \quad x \in [-\pi/2, 3\pi/2], \] (18)
the periodic boundary conditions \( \varphi(-3\pi/2, t) = \varphi(3\pi/2, t) \), and parameters \( W_0 = 0.02 \), \( V_0 = 1 \), \( \sigma = -1 \) such that we have \( \varphi_0(x) = \varphi(x, 0) = u_0(x) + iv_0(x) \) with \( u_0(x) = |\cos(x)| \) and \( v_0(x) = 0 \).

We can obtain a training and test data-set by using the above-mentioned Fourier spectral method to simulate Eq. (6) with \( W_0 = 0.02 \), \( V_0 = 1 \), \( \sigma = -1 \), the initial condition (18), and periodic boundary conditions \( \varphi(-3\pi/2, t) = \varphi(3\pi/2, t) \).

We choose an 11-layer deep neural network with 50 neurons per layer and a hyperbolic tangent activation function (3) to jointly represent the latent function \( \varphi(x, t) = u(x, t) + iv(x, t) \) where \( u(x, t), v(x, t) \) represent the real and imaginary parts of \( \varphi(x, t) \), respectively. Fig. 4a displays the magnitude of the predicted solution \( |\varphi(x, t)| = \sqrt{u^2(x, t) + v^2(x, t)} \) for the given locations of the initial-boundary conditions. The whole training time of this result is 40083 seconds. The relative \( L^2 \)-norm error of \( \varphi(x, t) \) in this case is \( 1.1713 \cdot 10^{-1} \). The relative \( L^2 \)-norm errors of \( u(x, t) \) and \( v(x, t) \), respectively, are \( 1.6250 \cdot 10^{-1} \) and \( 1.6204 \cdot 10^{-1} \). Figs. 4(b-d) exhibit the comparisons between exact and predicted solutions for distinct time instants \( t = 0.4, 0.8, 1.2 \).

3 Comparisons of applications of the PINNs in the LNLS equation

3.1 The effects of spatial widths on the learning ability of PINNs

In what follows, we will discuss the effect of spatial widths on the learning ability of PINNs. In order to simplify this problem, we use the same example in Case 1 of Sec. 3.1. We consider the wave evolution on the distinct intervals including \( L = 3, 4, 5, 6 \), and require the 5000 Adam optimizations and 5000 L-BFGS optimizations.

We use an 11-layers deep neural network with 50 neurons per layer and a hyperbolic tangent activation function (3) to jointly represent the latent function \( \varphi(x, t) = u(x, t) + iv(x, t) \). In the first two rows of Fig. 5, we exhibit the wave propagations for distinct spatial widths and same parameters via the deep learning of PINNs. Obviously, the accuracy of PINNs learning decreases as the space width increases. Their training times are 5001.1s, 4758.5s, 4500.3s, and 4717.5s, respectively.

In the other four rows of Fig. 5, we respectively exhibit the states at three moments for four space widths, which also display that the predicted solutions are better agree with the exact solutions as the space width become larger. Table 1 shows all accuracy of the experimental results.

3.2 The effects of optimized steps on the learning ability of PINNs

In this subsection, we will discuss the effect of optimized steps on PINNs learning ability in the LNLS equation with \( \mathcal{PT} \)-symmetric potential. To simplify this problem, we use the same example in (16). We consider the evolution in different optimized steps: \( N = 60000, 45000, 30000, 15000 \). We use a 5 hidden layers deep neural network with 90 neurons per layer and a tangent activation function to jointly represent \( \varphi(x, t) \). The training steps of these four cases are 60000, 45000, 30000, 15000 Adam optimizations, and 60000, 45000, 30000, 15000 L-BFGS optimizations. There training time are 36767s, 32852s, 28295s, and 15512s, respectively (see the first two rows of Fig. 6). In the other four rows of Fig. 6, we respectively exhibit the states at three moments for four optimized steps, which also display that the predicted solutions are better agree with the exact solutions as the optimized step become larger. Table 2 shows all accuracy of the experimental results.

4 Data-derived discovery of the LNLS equation with \( \mathcal{PT} \)-symmetric harmonic potential

In what follows, we apply the PINNs deep learning method of data-driven discovery of PDEs [11] to identify the parameters of the focusing \( (\sigma = -1) \) LNLS equation with \( \mathcal{PT} \)-symmetric harmonic potential (6). The method of data-driven discovery of PDEs is similar to one solving the data-driven solutions of PDEs.
Figure 5: The space width influence on the accuracy of deep learning in the LNLS equation with \( \mathcal{PT} \)-symmetric potential and IBV in Case 2.2.2: (a)-(d) exhibit the deep learning results in four interval widths \( L = 3, 4, 5, 6 \), respectively. We choose randomly \( N_I = 50 \) sampling points on the initial boundary, \( N_B = 100 \) sampling points on the periodic boundary conditions, and \( N_S = 8,000 \) collocation points deduced by Latin Hypercube Sampling strategy. The comparisons of the exact and predicted solutions for three times \( t = 1.25, 2.5, 3.75 \) in (e1)-(e3): \( L = 3 \); (f1)-(f3): \( L = 4 \); (g1)-(g3): \( L = 5 \); (h1)-(h4): \( L = 6 \).

4.1 Discovering the coefficients of \( \mathcal{PT} \)-symmetric harmonic potential

Here we identify the coefficient of potential \( V_0, W_0 \) in the focusing LNLS equation with \( \mathcal{PT} \)-symmetric harmonic potential

\[
i\psi_t = -\psi_{xx} + (V_0 x^2 + iW_0 x)\psi - \psi \ln(|\psi|^2),
\]

where \( V_0, W_0 \) are the unknown real-valued parameters.

Let \( \varphi(x, t) = u(x, t) + iv(x, t) \) with \( u(x, t), v(x, t) \) being its real and imaginary parts, respectively, and the
Figure 6: The optimized step influence on the accuracy of deep learning in the LNLS equation with $\mathcal{PT}$-symmetric potential and IBV in Case 2.2.2: (a)-(d) The deep learning results in four optimized steps $N = 15,000, 30,000, 45,000, 60,000$. We select randomly $N_I = 100$ sampling points on initial boundary, $N_B = 200$ sampling points on spatial boundary and $N_S = 10000$ sampling points in the interior of the region. The comparisons of the exact and predicted solutions for three times $t = 2.50, 5.00, 7.50$ and (e1)-(e3): $N = 15,000$; (f1)-(f3): $N = 30,000$; (g1)-(g3): $N = 45,000$; (h1)-(h4): $N = 60,000$.

PINNs $F(x,t) = iF_u(x,t) - F_v(x,t)$ with $-F_v(x,t)$, $F_u(x,t)$ being its real and imaginary parts, respectively, be

$$F(x,t) := i\varphi_t + \varphi_{xx} - (V_0 x^2 + iW_0 x)\varphi + \varphi \ln(|\varphi|^2),$$

$$F_u(x,t) := u_t + u_{xx} - W_0 x u - V_0 x^2 v + v \ln(u^2 + v^2),$$

$$F_v(x,t) := v_t - u_{xx} + V_0 x^2 u - W_0 x v - u \ln(u^2 + v^2),$$

(20)

Then the deep neural network is used to train $\{u(x,t), v(x,t)\}$ and parameters $(V_0, W_0)$ by minimizing the mean squared error loss

$$TL = TL_{uv} + TL_D$$

(21)
Table 1: The comparisons between the errors and widths.

| $L^2$ error | Width  |
|-------------|--------|
|             | L=3    | L=4    | L=5    | L=6    |
| loss function | 4.34×10^{-5} | 2.09×10^{-4} | 8.32×10^{-3} | 8.69×10^{-3} |
| $u$          | 1.84×10^{-2} | 2.02×10^{-2} | 8.79×10^{-1} | 8.95×10^{-1} |
| $v$          | 1.28×10^{-2} | 1.19×10^{-2} | 8.92×10^{-1} | 9.08×10^{-1} |
| $\varphi$    | 5.64×10^{-3} | 8.62×10^{-3} | 7.13×10^{-1} | 8.03×10^{-1} |

Table 2: The comparisons between the errors and steps.

| $L^2$ error | Step  |
|-------------|-------|
|             | N=15000 | N=30000 | N=45000 | N=60000 |
| loss function | 2.76×10^{-3} | 7.27×10^{-5} | 5.70×10^{-6} | 5.16×10^{-6} |
| $u$          | 9.65×10^{-1} | 1.25×10^{-1} | 1.47×10^{-2} | 1.21×10^{-2} |
| $v$          | 9.69×10^{-1} | 1.29×10^{-1} | 1.52×10^{-2} | 1.23×10^{-2} |
| $\varphi$    | 6.77×10^{-1} | 9.80×10^{-2} | 1.18×10^{-2} | 1.04×10^{-2} |

where \{x^j, t^j, u^j, v^j\}_{j=1}^{N_D} represents the training data on $u(x,t)$, $v(x,t)$, and $u(x^j,t^j)$, $v(x^j,t^j)$ are real and imaginary parts of the exact solution $\varphi(x,t) = u(x,t) + iv(x,t)$ given by Eq. (12) with $A = V_0 = 1$, $W_0 = 0.2$, $\sigma = -1$ in $(x,t) \in [-3,3] \times [0,10]$.

To study the data-driven discovery of the LNLS equation (19) for $V_0$, $W_0$, we generate a training data-set by randomly choosing $N_D = 10,000$ points in the $(x,t)$ domain, $[-3,3] \times [0,10]$ from the exact solution $\psi(x,t)$ for $V_0 = 1$, $W_0 = 0.2$. Then the obtained data-set is applied to train an 11-layer deep NN with 50 neurons per hidden layer to find the approximate parameters $V_0, W_0$ in terms of minimizing the mean squared loss of (21). We here use the 200000-step Adam optimization and 20000-step L-BFGS optimization.

For the unknown $V_0, W_0$, Table 3 illustrates the correct LNLS equation and identified LNLS equation under the distinct sense of the clean data or the data with 1% noise, and the errors of $V_0, W_0$.
Table 3: Comparison of the correct LNLS equation and the identified ones deduced by deep learning \( V_0 \) and \( W_0 \), and their errors.

| Item                      | Equation                                                                 | Error of \( V_0 \) | Error of \( W_0 \) |
|---------------------------|--------------------------------------------------------------------------|----------------------|----------------------|
| Correct                   | \( i\psi_t = -\psi_{xx} + (x^2 + 0.2ix)\psi - \psi \ln(|\psi|^2) \)    | 0                    | 0                    |
| identified (clean data)   | \( i\psi_t = -\psi_{xx} + (1.00601x^2 + 0.18655ix)\psi - \psi \ln(|\psi|^2) \) | \( 6.01 \times 10^{-3} \) | \( 1.34 \times 10^{-2} \) |
| identified (1% noise)     | \( i\psi_t = -\psi_{xx} + (0.99249x^2 + 0.19985ix)\psi - \psi \ln(|\psi|^2) \) | \( 7.51 \times 10^{-3} \) | \( 1.49 \times 10^{-4} \) |

Table 4: Comparison of the correct LNLS equation and the identified ones deduced by deep learning \( \alpha \) and \( \sigma \), and their errors.

| Item                      | Equation                                                                 | Error of \( \alpha \) | Error of \( \sigma \) |
|---------------------------|--------------------------------------------------------------------------|------------------------|------------------------|
| Correct                   | \( i\psi_t = -\psi_{xx} + (x^2 + 0.2ix)\psi - \psi \ln(|\psi|^2) \)    | 0                      | 0                      |
| identified (clean data)   | \( i\psi_t = -1.00054\psi_{xx} + (x^2 + 0.2ix)\psi - 0.99641\psi \ln(|\psi|^2) \) | \( 5.43 \times 10^{-4} \) | \( 3.59 \times 10^{-3} \) |
| identified (1% noise)     | \( i\psi_t = -1.00306\psi_{xx} + (x^2 + 0.2ix)\psi - 0.99003\psi \ln(|\psi|^2) \) | \( 3.06 \times 10^{-3} \) | \( 9.97 \times 10^{-3} \) |

### 4.2 Discovering the dispersive and nonlinear coefficients of the LNLS equation

In what follows we will identify the dispersive and nonlinear coefficients of the focusing LNLS equation with \( \mathcal{PT} \)-symmetric harmonic potential in the form

\[
i\psi_t = -\alpha \psi_{xx} + (x^2 + 0.2ix)\psi + \sigma \psi \ln(|\psi|^2),
\]

(23)

where \( \alpha \), \( \sigma \) are the unknown real-valued parameters.

Let \( \varphi(x, t) = u(x, t) + iv(x, t) \) with \( u(x, t), v(x, t) \) being its real and imaginary parts, respectively, and the PINNs \( F(x, t) = iF_u(x, t) - F_v(x, t) \) with \( -F_v(x, t), F_u(x, t) \) being its real and imaginary parts, respectively, be

\[
F(x, t) := i\varphi_t + \alpha \varphi_{xx} - [x^2 + 0.2ix] \varphi - \sigma \varphi \ln(|\varphi|^2),
\]

\[
F_u(x, t) := u_t + \alpha u_{xx} - 0.2xu - x^2u - \sigma v \ln(u^2 + v^2),
\]

\[
F_v(x, t) := v_t - \alpha u_{xx} + x^2u - 0.2vx + \sigma u \ln(u^2 + v^2).
\]

(24)

Then the deep neural network is used to train \( \{u(x, t), v(x, t)\} \) and parameters \( \alpha, \sigma \) by minimizing the mean squared error loss given by Eq. (21).

To study the data-driven discovery of the LNLS equation (19) for \( \alpha, \sigma \), we generate a training data-set by randomly choosing \( N_D = 10,000 \) points in the \( (x, t) \) domain, \([-3, 3] \times [0, 10]\) from the exact solution \( \psi(x, t) \) for \( \alpha = -\sigma = 1 \). Then the obtained data-set is applied to train an 11-layer deep NN with 50 neurons per hidden layer to find the approximate parameters \( \alpha, \sigma \) in terms of minimizing the mean squared loss of (21). We here also choose the 20000-step Adam optimization and 20000-step L-BFGS optimization.

For the unknown \( \alpha, \sigma \), Table 4 illustrates the correct LNLS equation and identified LNLS equation under the distinct sense of the clean data or the data with 1% noise, and the errors of \( \alpha, \sigma \).

### 5 Conclusions and discussions

In conclusion, we have used the PINNs deep learning method to solve the LNLS equation with \( \mathcal{PT} \)-symmetric harmonic potential and distinct initial-boundary value conditions. We find that the deep learning method
is powerful in the LNLS equation by comparing these results and ones deduced from the Fourier spectral method. Moreover, we also verify the PINNs learning ability by solving the LNLS equation with $\mathcal{PT}$-symmetric harmonic potential under the distinct conditions: 1) we fix the optimized step and change the space width; 2) we fix the space width and change the optimized step. Moreover, we also apply the PINNs deep learning method to effectively investigate the data-driven discovery of the LNLS equation with $\mathcal{PT}$-symmetric harmonic potential. Moreover, the PINNs deep learning method can also be extended to other nonlinear wave equations with $\mathcal{PT}$-symmetric potentials.
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