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In experiments on electron transport the macroscopic inhomogeneities in the sample play a fundamental role. In this paper and a subsequent one we introduce and develop a general formalism that captures the principal features of sample inhomogeneities (density gradients, contact misalignments) in the magneto resistance data taken from low mobility heterostructures. We present detailed assessments and experimental investigations of the different regimes of physical interest, notably the regime of semiclassical transport at weak magnetic fields, the plateau-plateau transitions as well as the plateau-insulator transition that generally occurs at much stronger values of the external field only.

It is shown that the semiclassical regime at weak fields plays an integral role in the general understanding of the experiments on the quantum Hall regime. The results of this paper clearly indicate that the plateau-plateau transitions, unlike the plateau-insulator transition, are fundamentally affected by the presence of sample inhomogeneities. We propose a universal scaling result for the magneto resistance parameters. This result facilitates, amongst many other things, a detailed understanding of the difficulties associated with the experimental methodology of H.P. Wei et.al in extracting the quantum critical behavior of the electron gas from the transport measurements conducted on the plateau-plateau transitions.

PACS numbers: 78.20.Bh; 72.15.Gd; 73.43

I. INTRODUCTION

Quantum phase transitions in the quantum Hall regime were first studied by H.P. Wei et al. who demonstrated that the width $\Delta \nu(T)$ of the transitions between adjacent quantum Hall plateaus (PP transitions) becomes infinitely narrow as the temperature $T$ goes to zero. An algebraic behavior $\Delta \nu(T) \propto T^\kappa$ with $\kappa = 0.42 \pm 0.04$ was found, independent of the Landau level. This indicated that the PP transitions in the quantum Hall regime should be regarded as a quantum critical phenomenon with universal critical indices.

An overwhelming majority of subsequent experiments, by many others, have primarily revealed the elusive character of the quantum phase transition. These experiments, unlike those by H.P. Wei et. al., were primarily conducted on arbitrarily chosen samples that did not provide any access to the quantum critical phenomenon, given the well known experimental limitations in reaching $T = 0$. It is well understood, although still not generally recognized as such, that in order to be able to experimentally probe the true $T = 0$ asymptotics of the quantum phase transition, the dominant scattering mechanism of the electron gas should be provided by short ranged potential fluctuations. Smoothly varying potential fluctuations (relative to the magnetic length) like those present in the GaAs/AlGaAs heterostructure mainly give rise to an anomalously large crossover length scale for scaling such that quantum criticality cannot be retrieved in the experiment which is conducted at finite $T$. Crossover phenomena, especially those between percolation and localization, have in general remained difficult to grasp. Nevertheless, they do exist as an integral chapter in the renormalization theory of the quantum Hall effect. These phenomena play a crucial and fundamental role in the understanding of not only laboratory experiments but also the numerical experiments on the plateau transitions in the quantum Hall regime.

Yet another complication is well known to play a major role, the presence of macroscopic sample inhomogeneities that are inherent to the experiments. Notice that spatial variations in the electron density mainly produce a spatially varying filling fraction $\nu$ of the Landau level. Any such macroscopic inhomogeneity in the electron density, no matter how small, will eventually complicate the critical behavior of the electron gas in the limit where $T$ and, hence, the width $\Delta \nu(T)$ of the plateau transitions goes to zero. The experimental situation is in many ways similar to that of an ordinary liquid-gas phase transition where, as is well known, inhomogeneity effects due to gravity prevents one from entering arbitrary deeply into the critical phase. Unlike the liquid gas phase transition, however, there hardly exists any detailed study or systematic knowledge on the inhomogeneity problem, especially in low mobility heterostructures. Transport measurements on the Hall bar geometry at low $T$ usually give rise to rather different results depending on the pairs of contacts that are being used, the polarity of the external field $B$ etc. Besides these geometrical aspects one generally observes also slight differences in the data taken from
different experimental runs, before and after the sample has been heated up to room temperature \((T)\) and then cooled down again.

These annoying and puzzling complications have been the primary reason why the experiments on the Hall bar geometry have so far not provided any reliable information on the details of the scaling functions of the conductivity parameters in the transition regime between adjacent quantum Hall plateaus, notably the peak value and the shape of \(\sigma_{xx}\). Moreover, the most important and fundamental aspect of the problem, the numerical value of the critical index \(\kappa\), has remained an unsettled experimental problem. In spite of the fact that the original data of H.P. Wei et al. have provided an impressive experimental demonstration of a quantum phase transition in the quantum Hall regime, over the largest possible range of experimental \(T\), it has remained somewhat uncertain whether the extracted value of the exponent \(\kappa = 0.42 \pm 0.04\) is in fact the true critical value, or whether it represents an effective exponent resulting from an admixture of quantum critical behavior and sample dependent effects due to macroscopic inhomogeneities.

Unexpected insights into the problem have been obtained more recently, as a result of a series of detailed studies on quantum transport taken from the lowest Landau level (PI transition) of a low mobility \(\text{InP} - \text{InGaAs}\) heterostructure. Quite contrary to the general statement which says that the basic phenomenon of quantum criticality is independent of the Landau level, there are, from an experimental point of view, fundamental and surprising differences. It turns out that the plateau-insulator or PI transition is generally much less affected by sample inhomogeneities than the plateau-plateau or PP transitions taken from the same sample. The difference primarily reveals itself in terms of previously unrecognized symmetries in the observed magneto resistance data under a change in the polarity of the external magnetic field \(B\). Moreover, the PI transition, unlike the PP transitions, displays very specific and general features that permit one to disentangle the quantum critical aspects of the transport data (particle-hole symmetry, critical exponents, scaling functions) and those that are non-universal and sample dependent (gradients in the electron density, contact misalignments). As a result of all this, one can now say that the previously accepted experimental value of the exponent \(\kappa = 0.42\) is slightly incorrect. Instead, a new value has been obtained, \(\kappa = 0.57\). This new result indicates that the quantum critical phenomenon belongs to a new, non-Fermi-liquid universality class, in agreement with the more recent advancements of the theory of localization and interaction effects in the quantum Hall regime. At the same time, the new studies also indicate that the scaling functions of the transport parameters \(\sigma_{xx}\) and \(\sigma_{xy}\) are, in fact, universal and in accordance with the statement of self-duality under the Chern Simons mapping.

These surprising advances illuminate the problem of quantum criticality in the quantum Hall regime by revealing all the features sought in the PP transition that previously remained concealed. In this paper we elaborate on the new insights that one has gained from the studies of the PI transition and embark on the specific difficulties associated with the PP transitions. We set up a general, conceptual framework that enables one to not only recognize the effects of macroscopic inhomogeneities from the experimental data, but also perform the appropriate quantitative analyses. Following the findings of Ref.14 there are two distinctly different physical mechanisms at work in the experiments. These mechanisms are

1. A linear gradient in the electron density across the Hall bar,
2. A misalignment of the contacts on the Hall bar.

Our main objective is to demonstrate, both experimentally and theoretically, that these physical mechanisms have a quite general significance for the electron gas. They describe the inhomogeneity effects in the transport data of not only the PI transition at strong values of \(B\), but also the PP transitions at intermediate strong \(B\) as well as the regime of semiclassical transport (or weak quantum interference regime) that generally occurs at weak values of \(B\). We will show that the aforementioned mechanisms manifest themselves quite differently, with distinctly different physical consequences, in each regime of \(B\) that one is interested in.

As a general remark we can say that the experiments on the PP transitions are most dramatically affected, even by relatively weak inhomogeneities in the electron density. Whereas in practice the complications are much less severe for both the PI transition and the semiclassical regime and the corrections are relatively simple, this is generally not the case for the PP transitions. The main reason is that the effects of density gradients appear with a strength proportional to \(\partial \rho_{xy}/\partial B\), i.e. the derivative of the Hall resistance with respect to the external field. This quantity tends to diverge at the center of the PP transition as \(T\) approaches absolute zero. These effects, however, are very weak in the semiclassical regime and even absent near the PI transition where the Hall resistance \(\rho_{xy}\) remains quantized and equal to \(h/e^2\) at low \(T\). This, then, is the basic answer to the inhomogeneity problem stated at the outset. It summarizes, at the same time, the principal conclusions of this paper.

We already mentioned the fact that symmetries play an important role in this magneto resistance problem. For example, the recent analysis of the PI transition is based, to a large extent, on an idea borrowed from the renormalization theory of the quantum Hall effect which says that particle-hole symmetry is a fundamental aspect of quantum criticality in the quantum Hall regime. This symmetry indicates, crudely speaking, that the lines \(\sigma_{xy} = \text{half-integer}\) should emerge as axes of symmetry in the \(\sigma_{xx}\) and \(\sigma_{xy}\) conductivity plane. It has been known for a long time, however, that this symmetry is generally
violated in the experiment at low \(T\), due to the presence of macroscopic inhomogeneities in the sample\(^{15}\).

As far as the PP transitions are concerned, the standard way of dealing with this problem has been to "average" over the transport data taken at opposite polarities of the external field \(B\). This procedure cannot always be taken seriously, however, because the raw experimental data, especially at low \(T\), usually deviates substantially from the "averaged" value. In this paper we elaborate on yet another, previously unrecognized symmetry of the PP transition\(^{16}\) that enables one to distinguish amongst the effects of density gradients and, say, contact misalignments. This symmetry which we term reflection symmetry indicates that no new information is added to the Hall bar measurements if one changes the polarity of the \(B\) field. More specifically, it says that under the change \(B \rightarrow -B\) the different resistances, taken from the four terminals of the Hall bar, are in effect mapped onto one another.

We show that reflection symmetry is primarily the result of having linear gradients in the electron density across the Hall bar and, therefore, it generally stands for an approximate symmetry only. Nevertheless, it has experimental significance even when relatively large density gradients are present in the sample. Most importantly, however, it teaches us how to proceed in order to physically understand and describe the difficult inhomogeneity problems that are associated with the PP transitions.

This paper is organized as follows. In Section 2 we outline a theoretical analysis of density gradients in Hall bar samples on the results of magneto transport experiments. Initially we consider linear density gradients (Section 2.2) and obtain explicit correction terms for the longitudinal and transverse resistances. These reveal an important property - reflection symmetry - in the magneto resistances taken from different contact pairs, with reversal of the magnetic field polarity. These results are directly applicable to the transport measurements on the semiclassical regime (Section 3.2). Going beyond the linear approximation, Section 3.2 presents the result of an exactly solvable nonlinear problem involving exponential density gradients. This analysis provides estimates of higher order corrections due to nonlinear gradients in the semiclassical regime. Gradient effects and related symmetry properties in the high \(B\) regime are also obtained. In Section 2.4 we explore the sensitivity of the quantum critical behavior at the PP and PI transitions to density gradients. This leads to specific limits on the maximum density gradients which must be satisfied for meaningful investigations of quantum criticality. Finally, in Section 2.5, we discuss the recently reported experimental results on universality of the scaling functions of the PI transitions. We show, in particular, how they become generally useful in dealing with the more difficult problems that are associated with the experiments on the PP transitions. For this purpose we recapitulate some of the principle advances in the theory of localization and interaction effects in the quantum Hall regime (Appendix) and propose explicit scaling results for the PP transitions (Eqs 84 and 85).

In Section 3 we apply the results of Section 2 to the experimental resistance data taken from a low mobility InGaAs quantum well. The low B, semiclassical transport data display many features expected from samples having linear density gradients, most prominent being the reflection symmetries. We show how the true transport parameters can be extracted that are free from inhomogeneity effects. These in turn are shown to be useful, in Section 3.2, for the investigation of (i) the departure from the semicircle law in the \(\sigma_{xx}, \sigma_{xy}\) conductivity plane, (ii) the effects of weak quantum interference and (iii) the effects of higher order, nonlinear behavior due to density gradients. Section 3.3 describes the experimental results on the quantum Hall regime, bringing out the symmetry properties, as well as the limitations posed by the large density gradients in getting information about the quantum critical behavior of the PP transitions. In addition, the effects of contact misalignments are presented. Finally, in Section 4, we present a summary of the results and the main conclusions of this paper.

II. DENSITY GRADIENTS

A. Introduction

Density gradients in Hall bars, as well as other macroscopic inhomogeneities such as contact misalignments etc., are long standing experimental problems that are hard to deal with in detail and difficult to control in general. The analysis that follows is based on the assumption which says that the spatial extend of macroscopic inhomogeneities is typically much, much larger than any of the microscopic or mesoscopic length scales in the problem of transport of two dimensional electrons. Under these circumstances one can apply the results of ordinary electrodynamics. This means that one can describe the transport process by assuming phenomenological transport equations with slowly varying, position dependent transport coefficients. The general problem is actually a very old one\(^{17}\) and, as is well known, the complications are very specific to the magneto resistance measurements and usually do not arise in ordinary problems of quantum transport, in zero magnetic field \(B\).

It is important to emphasize that our physical objectives have nothing to do with, say, the mesoscopic type of ideas on sample inhomogeneity\(^{18}\) that are inspired by Landau level systems with smoothly varying, long ranged potential fluctuations. For the low mobility samples that are of interest to us, semiclassical ideas based on the percolation picture only enter the problem in a fictitious regime of extremely low \(T\) where, as we mentioned before, the experiment on quantum criticality has been completely destroyed, as a result of inhomogeneities in the sample. Quite obviously, the physical objectives of scaling, at finite \(T\), simply demand that one starts the anal-
y from the opposite limit where the effects of macroscopic inhomogeneities are negligibly small. Indeed, one of the most important and difficult tasks that one is faced with is to make sure that the experiment is conducted in a regime in $T$ where the sample inhomogeneities hardly affect the basic phenomena of interest such that the appropriate corrections can be made.

Imagine a local density $\mathbf{j}$ of DC electrical current that in principle may flow anywhere in the bulk of the sample as long as certain local and macroscopic constraints are satisfied. The conservation of charge is expressed by the continuity equation $\nabla \cdot \mathbf{j} = 0$. This implies that the total electrical current $\mathbf{J}$ through the Hall bar is constant and independent of the coordinate $x$ along the Hall bar (Fig. 1). Next, the condition for having a stationary state can be expressed using Maxwell’s equation $\partial \mathbf{B}/\partial t = \nabla \times \mathbf{E} = 0$. Alternatively, we may apply Stokes’s theorem, $\oint \mathbf{E} \cdot d\mathbf{l} = 0$, which says that no source of voltage should exist inside the the Hall bar.

The phenomenological transport equations can be written in the standard form

\begin{align}
E_x &= \rho_0 j_x - \rho_H j_y \quad (1) \\
E_y &= \rho_H j_x + \rho_0 j_y. \quad (2)
\end{align}

Here $\rho_0$ and $\rho_H$ denote the longitudinal and transversal or Hall resistivity respectively which may be taken as phenomenological parameters that vary slowly in $x$ and $y$. The aforementioned constraints imply that current density $\mathbf{j} = (j_x, j_y)$ satisfies the following equations

\begin{align}
\nabla \cdot \mathbf{j} &= 0 \quad (3) \\
\rho_0 \nabla \times \mathbf{j} &= (\partial_y \rho_0 - \partial_x \rho_H) j_x - (\partial_x \rho_0 + \partial_y \rho_H) j_y. \quad (4)
\end{align}

By writing $(j_x, j_y) = (\partial_y \phi, -\partial_x \phi)$ we can also express Eqs (3) and (4) in terms of a differential equation for the scalar field $\phi$ alone,

$$\rho_0 \Delta \phi = -[(\partial_x \rho_0 + \partial_y \rho_H) \partial_x + (\partial_y \rho_0 - \partial_x \rho_H) \partial_y] \phi. \quad (5)$$

### B. Linear approximation

#### 1. Formalism

Except for the very special cases to be discussed below it is not only difficult to solve Eq. (5) in general but also very hard to extract relevant and physical information by pursuing a purely analytic approach to the problem. It is important to keep in mind, however, that we are primarily interested in the effects that are induced by weak macroscopic inhomogeneities. An adequate description of the problem is obtained by employing what we call the linear approximation. This amounts to having transport parameters $\rho_0$ and $\rho_H$ that vary linearly in the coordinates $x$ and $y$ according to

$$\rho_0 = \rho_0^0 (1 + \alpha_x x + \alpha_y y) \quad (6)$$
$$\rho_H = \rho_H^0 (1 + \beta_x x + \beta_y y). \quad (7)$$

Here, the $\alpha$’s and $\beta$’s are given as phenomenological parameters that may vary with $T$ and the external field $B$ etc. We assume for simplicity a rectangular geometry of length $L$ (x-direction) and width $W$ (y-direction, see Fig. 1). The coordinates $x$ and $y$ are defined relative to the center of the Hall bar. It is easy to see that a spatially varying current density of the form

\begin{align}
\begin{aligned}
j_x &= j_x^0 (1 + a_y y) \\
j_y &= 0
\end{aligned}
\end{align}

satisfies all the aforementioned constraints and boundary conditions. Working to linear order in the coordinates $x$ and $y$ one can write the transport equations as follows

\begin{align}
\begin{aligned}
E_x &= \rho_0^0 [1 + \alpha_x x + (\alpha_y + a_y) y] j_x^0 \quad (9) \\
E_y &= \rho_H^0 [1 + \beta_x x + (\beta_y + a_y) y] j_y^0. \quad (10)
\end{aligned}
\end{align}

Notice that the constraint $\nabla \times \mathbf{E} = 0$ fixes the parameter of the current density according to $a_y = -\alpha_y + \frac{\rho_H^0}{\rho_0^0} \beta_x$ such that the transport equations can be expressed in terms of the phenomenological quantities $\alpha_x, \alpha_y$ and $\beta_x, \beta_y$ alone

\begin{align}
\begin{aligned}
E_x &= \rho_0^0 \left[1 + \alpha_x x + \left(\frac{\rho_H^0}{\rho_0^0} \beta_x \right) y\right] j_x^0 \quad (11) \\
E_y &= \rho_H^0 \left[1 + \beta_x x + \left(\frac{\rho_H^0}{\rho_0^0} \beta_x + \beta_y - \alpha_y \right) y\right] j_y^0. \quad (12)
\end{aligned}
\end{align}
These expressions can be used to compute the voltage drop \( V_x = \int_{-L/2}^{L/2} dx E_x \) that one measures on the top and the bottom contacts of the Hall bar respectively. Similarly one computes the potential difference \( V_y = \int_{-W/2}^{W/2} dy E_y \) that is measured on the right and the left contacts of the Hall bar respectively. The total current \( J = \int_{-W/2}^{W/2} dy j_x = j_x^0 \). The results can be expressed in terms of the longitudinal resistances \( R_{0}^{l,b} \) that one measures on the top and bottom of the Hall bar (Fig. 1)

\[
R_{0}^{l} = \frac{L}{W}(\rho_{0}^{l} + \rho_{H}^{l} \beta_{x} \frac{W}{2}), \quad R_{0}^{b} = \frac{L}{W}(\rho_{0}^{b} - \rho_{H}^{b} \beta_{x} \frac{W}{2})
\]

Similarly, we obtain the Hall resistances \( R_{H}^{l,b} \) that are being measured on the left and the right contacts of the Hall bar,

\[
R_{H}^{l} = \rho_{H}^{l}(1 - \beta_{x} \frac{L}{2}), \quad R_{H}^{r} = \rho_{H}^{r}(1 + \beta_{x} \frac{L}{2}).
\]

We see that the measurements on the Hall bar are affected by the quantity \( \rho_{H}^{l,b} \beta_{x} \) only, i.e. the gradient of the Hall resistance along the direction of the current.

2. Reflection symmetry

One immediately recognizes that the measured quantities \( R_{0}^{l,b} \) and \( R_{H}^{l,b} \) are related to one another by symmetries that can easily be tested and observed in the experiment. Notice that under a change in the polarity of the magnetic field \( B \) the quantity \( \rho_{H}^{l} \) in Eqs (13) and (14) changes sign. This is unlike the quantities \( \rho_{0}^{l,b}, \alpha_{x,y} \) and \( \beta_{x,y} \) which are all even in \( B \). Therefore, gradients in the electron density manifest themselves primarily through the following symmetry

\[
B \rightarrow -B \quad (15)
\]

\[
R_{0}^{l,b} \rightarrow R_{0}^{b,l}, \quad R_{H}^{l,b} \rightarrow -R_{H}^{l,b} \quad (16)
\]

3. Conclusion

In as far as one can trust the linear approximation, a 'best' estimate for the local resistivity components \( \rho_{0} \) and \( \rho_{H} \) is obtained by taking the sum of the measured quantities on the top and bottom of the Hall bar and those on the left and right hand sides respectively.

\[
\frac{R_{0}^{l} + R_{0}^{b}}{2} = \frac{L}{W} \rho_{0}^{l}\quad (18)
\]

\[
\frac{R_{H}^{l} + R_{H}^{r}}{2} = \rho_{H}^{l}\quad (19)
\]

At the same time, the difference between the various measured quantities provides a numerical estimate for the macroscopic inhomogeneities in the sample. Specifically,

\[
R_{0}^{l} - R_{0}^{b} = R_{H}^{l} - R_{H}^{r} = \rho_{H}^{l} \beta_{x} L = \frac{\partial \rho_{H}}{\partial n} \delta n
\]

Here, \( \delta n \) denotes the typical difference between the local densities \( n \) of the electron gas that exist on the left and right hand sides of the Hall bar respectively.

Several comments are in order. First of all, for a more detailed understanding of the problem, it is important to know how and to what extent the results of Eqs (18) and (19) are modified by the presence of non-linear effects in the density gradients, represented by the higher order terms in the series of Eqs (6) and (7). Progress along these lines will be reported elsewhere where we embark on a detailed quantitative analysis of the experimental data, in particular those on the PP transition. Here we just mention the fact that the results of this Section can be systematically extended to include the higher order expansion schemes, denoted by quadratic approximation, cubic approximation etc.

In this paper our objectives are slightly different. To understand the different ways in which the inhomogeneities manifest themselves we shall, in what follows, discuss the the various different regimes in \( B \) separately. In Section 2.3 below we address the semiclassical theory of transport and introduce an exactly solvable model for density gradients. This enables us to discuss the general features of inhomogeneity that one expects to be relevant for the experimental studies at weak values of \( B \).

In Section 2.4 we address quantum Hall regime. It turns out that the PI transition, unlike the PP transition, lends itself to an analytic study on inhomogeneity effects. The results of this Section are particularly illuminating for a general understanding of the experimental differences that exist between the PP and PI transitions.

C. Semiclassical regime

1. Introduction

The transport problem at weak values of \( B \) is described, as is well known, by the Drude-Zener-Boltzmann theory. In the absence of any weak quantum interference effects we have

\[
\rho_{0} = \frac{1}{\sigma_{cl}} \quad ; \quad \rho_{H} = \frac{\omega_{c} \tau}{\sigma_{cl}}
\]

Here \( \omega_{c} \) is the cyclotron frequency, \( \omega_{c} = \frac{eB}{m_{*}} \), and \( \sigma_{cl} \) is given by the well known expression

\[
\sigma_{cl} = \frac{ne^{2} \tau}{m_{*}}
\]
To be able to study the effects of macroscopic density gradients beyond the limitations of the linear approximation we consider the special case where the electron density varies exponentially according to

\[ n(x,y) = n_0 e^{-a_x x - a_y y}. \]  

Here, \( x, y \) denote, as before, the coordinates relative to the center of the Hall bar. Under these circumstances one can express Eq. (5) in terms of the phenomenological parameters \( a_x \) and \( a_y \) alone,

\[ \Delta \phi = -[(a_x + \omega_c \tau a_y) \partial_x + (a_y - \omega_c \tau a_x) \partial_y]\phi. \]

The most important feature of this theory is that it can be solved exactly.

### 2. Exact solution

The solution for \( \phi \) which has the appropriate boundary conditions can be written as follows

\[ \phi = \phi(y) = -\frac{j_y^0}{a_y - \omega_c \tau a_x} e^{-(a_y - \omega_c \tau a_x)y}. \]

This result implies the following simple expression for the current density

\[ j_x = j_x(y) = j_y^0 e^{-(a_y - \omega_c \tau a_x)y}, \quad j_y = 0. \]

One can next proceed along the same lines as outlined before and compute the the macroscopic magneto resistances \( R_0 \) and \( R_H \) as measured on a rectangular sample of size \( L \times W \). The result can be written as follows

\[ R_0^{t,b} = \frac{L}{W} \rho_0^0 \times e^{\pm \omega_c \tau a_x} \times \frac{\sinh(a_x \frac{L}{2})}{a_x \frac{L}{2}} \times \frac{\left( a_y - \omega_c \tau a_x \right) W}{\sinh((a_y - \omega_c \tau a_x) \frac{W}{2})} \]  \quad (27)

\[ R_H^{r,l} = \rho_H^0 \times e^{\pm a_x \frac{L}{2}} \times \frac{\sinh(\omega_c \tau a_x \frac{W}{2})}{\omega_c \tau a_x \frac{W}{2}} \times \frac{\left( a_y - \omega_c \tau a_x \right) W}{\sinh((a_y - \omega_c \tau a_x) \frac{W}{2})} \]  \quad (28)

Here, the quantities \( \rho_0^0 \) and \( \rho_H^0 \) are formally defined at the center of the Hall bar, \( x = y = 0 \), where the density is given by \( n(x,y) = n_0 \). Specifically we have

\[ \rho_0^0 = \frac{1}{\sigma_d}; \quad \rho_H^0 = \frac{\omega_c \tau}{\sigma_d}, \quad \sigma_d = \frac{n_0 e^2}{m^*}. \]

One readily verifies that Eqs (27) and (28), if expanded to lowest order in a series in powers of \( a_x \) and \( a_y \), produces the same results as those obtained before, in the so-called linear approximation. However, the present results also provide a more general insight into the structure of the theory that cannot be obtained by focussing on the linear approximation alone. For example, Eqs (27) and (28) indicate that reflection symmetry, Eqs (15-17), is in fact a specific feature of the linear approximation that in general is violated by the higher order terms in the series.

### 3. Beyond the linear approximation, \( \omega_c \tau \lesssim 1 \)

Important for our present purposes are the following general conclusions that are very useful in experimental studies of macroscopic sample inhomogeneities. First, on the basis of Eqs (27) and (28) one can write down the magneto resistance parameters in terms of a series in powers of the dimensionless quantity \( \omega_c \tau \). The result takes the following form

\[ R_0^{t,b} = \frac{L}{W} \rho_0^0 \times \left\{ \alpha_0 + \omega_c \tau \alpha_1^{t,b} + (\omega_c \tau)^2 \alpha_2 + \cdots \right\} \]  \quad (30)

\[ R_H^{r,l} = \rho_H^0 \times \left\{ \beta_0^{r,l} + \omega_c \tau \beta_1 + (\omega_c \tau)^2 \beta_2 + \cdots \right\} \]  \quad (31)

Generally speaking, the coefficients \( \alpha_i \) and \( \beta_i \) in these series appear as complicated expressions, describing in detail how the theory depends on the effects of macroscopic density variations. For the specific example at hand one can express the parameters \( \alpha_i \) and \( \beta_i \) in terms of a series in powers of the phenomenological parameters \( \alpha x, y \), Eqs (27) and (28). The results, up to quadratic order in \( a_x, y \), are as follows

\[ \alpha_0 = 1 + \frac{1}{6} a_x^2 \left( \frac{L}{2} \right)^2 - \frac{1}{6} a_y^2 \left( \frac{W}{2} \right)^2 \]  \quad (32)

\[ \alpha_1^{t,b} = \pm a_x \frac{W}{2} + \frac{1}{3} a_y \left( \frac{W}{2} \right)^2 \]  \quad (33)

\[ \alpha_2 = \frac{1}{3} a_x^2 \left( \frac{W}{2} \right)^2 \]  \quad (34)

\[ \beta_0^{r,l} = 1 \pm a_x \frac{L}{2} - \frac{1}{6} a_y^2 \left( \frac{W}{2} \right)^2 \]  \quad (35)

\[ \beta_1 = \frac{1}{3} a_x a_y \left( \frac{W}{2} \right)^2 \]  \quad (36)

\[ \beta_2 = O(a^3). \]  \quad (37)

Secondly, it should be mentioned that Eqs (30) and (31) still do not capture the most general features of density gradients in the semiclassical regime. The most general expression for the Hall resistance also contains contributions that do not vanish in the limit where \( \omega_c \tau \rightarrow 0 \).

We summarize the results of this Section as follows. Assuming that the experiment at weak \( B \) is not dominated by such phenomena like weak quantum interference, contact misalignments etc., then the effects of sample inhomogeneity can generally be classified into two distinctly different sectors, the Linear effects and the Nonlinear effects.
• **Linear effects.** These refer to the differences in the measured resistances

\[ R'_0 - R'_b = R'_H - R'_{Ht} \approx \rho_H^0 \frac{\delta n}{n}. \]  

(38)

Here, \( \frac{\delta n}{n} \) denotes the relative difference in the electron density that generally exists near the opposite contact pairs \( AB \) and \( CD \) of the Hall bar (see Fig. 1).

• **Nonlinear effects.** These are observed in the sum of the measured resistances

\[ \frac{R'_0 + R'_b}{2} = \frac{L}{W} \rho_0^0 \times F_0(\omega_c \tau) \]  

(39)

\[ \frac{R'_H + R'_{Ht}}{2} = \gamma_0 + \rho_H^0 \times F_H(\omega_c \tau). \]  

(40)

These quantities with \( F_0 \approx 1, F_H \approx 1 \) and \( \gamma_0 \approx 0 \) generally provide the best estimate for resistivity components \( \rho_0^0 \) and \( \rho_H^0 \). The phrase nonlinear indicates, however, that the functions \( F_0(\omega_c \tau) \) and \( F_H(\omega_c \tau) \) are generally different from unity whereas the quantity \( \gamma_0 \) is generally different from zero. From Eqs (30) and (31) we obtain explicitly

\[ F_0(\omega_c \tau) = \alpha_0 + \omega_c \tau (\alpha_1^0 + \alpha_2^0)/2 + (\omega_c \tau)^2 \alpha_2 + \ldots \]  

(41)

\[ F_H(\omega_c \tau) = (\beta_0^0 + \beta_1^0)/2 + \omega_c \tau \beta_1 + (\omega_c \tau)^2 \beta_2 + \ldots \]  

(42)

For completeness we list the general expression for \( \gamma_0 \)

\[ \gamma_0 = \rho_0^0 [\alpha_0 \alpha_y - \alpha_{xy}] \frac{LW}{12}. \]  

(43)

Here, the coefficient \( \alpha_{xy} \) is phenomenological parameter that - just like the \( \alpha_x \) and \( \alpha_y \) - appears in the series of Eq. (6). It is readily verified that \( \gamma_0 \) vanishes for the specific problem at hand, as it should be.

As a final remark we can say that the nonlinear effects are weaker than the linear effects by one order of magnitude in \( \frac{\delta n}{n} \). Nevertheless, the results give rise to a \( B \) dependence in the experimental data that is distinctly different from what one expects on the basis of the semiclassical theory of \( \rho_0^0 \) and \( \rho_H^0 \) alone.

4. **Beyond the linear approximation, \( \omega_c \tau \gg 1 \)**

Next, we elaborate on the semiclassical results, Eqs (27) and (28), for large values of \( B \). Notice that in this limit the Drude-Zener Boltzmann theory (Eq. (21)) indicates that the electron gas is in an insulating state. In terms of the conductivity parameters \( \sigma_{xx} = \frac{\rho_0^0}{\rho_0^0 + \rho_H^0} \) and \( \sigma_{xy} = \frac{\rho_H^0}{\rho_0^0 + \rho_H^0} \) one has \( \sigma_{xx} = \sigma_{xy} = 0 \) which is also known as the regime of the Hall insulator. In this interesting regime one observes, in the experiment at low \( T \), some of the strongest quantum features of the electron gas and, hence, the most dramatic departure from semiclassical transport theory. The results of Eqs (27) and (28) nevertheless provide an interesting and instructive example of highly nonlinear effects due to density gradients.

The first thing to notice is that the field \( B \) in Eqs (27) and (28) only enters through the combination \( \omega_c \tau a_x \). This indicates that homogeneous (\( a_x = 0 \)) and inhomogeneous (\( a_x \neq 0 \)) systems behave very differently in the limit \( B \to \infty \). As an example we consider the expression for the current density, Eq. (26). If we take the limit \( \omega_c \tau \to \infty \) while keeping \( a_x \) at a finite value then, dependent on the sign of \( \omega_c \tau a_x \), we can represent Eq. (26) as follows

\[ j_x = j_x(y) = J \delta(y \mp \frac{W}{2}), \quad j_y = 0. \]  

(44)

Here, the \( \mp \) sign indicates that all the current is now accumulated on either the top edge of the Hall bar or the bottom edge. We have adjusted the amplitude \( j_x \) in Eq. (26) in such a way that \( J = \int dy j_x \), the total current through the system, remains finite.

Next, depending on whether the current flows along the top edge or bottom edge, the expression for longitudinal resistances becomes either

\[ R'_0 = |\delta \rho_H^0|, \quad R'_b = 0, \]  

(45)

or

\[ R'_0 = 0, \quad R'_b = |\delta \rho_H^0|. \]  

(46)

Here, \( \delta \rho_H^0 = -\rho_H^0 \frac{\delta n}{n} \) where \( \frac{\delta n}{n} = -a_x L \) denotes the relative uncertainty in the density along the x-direction. Notice that \( \delta \rho_H^0 \) is the same quantity that enters into the expressions of linear approximation. Finally, the result for the Hall resistances is the same in both cases and given by

\[ R_H = R_{Ht} = \rho_H^0. \]  

(47)

In deriving these expressions we have retained the terms to lowest order in \( a_x \) and \( a_y \) only.

The results of this Section indicate that the strong \( B \) predictions of the Drude-Zener-Boltzmann theory are strongly affected, in a highly non-perturbative fashion, by the presence of even weak inhomogeneities in electron density. Notice, however, that under these extreme circumstances the theory nevertheless retains reflection symmetry, Eqs (15–17). The results of this Section actually provide a lucid example of a more general statement which says that reflection symmetry is in fact a quite commonly observed (albeit approximate) feature of the magneto resistance data taken from the Hall bar, in the entire range of experimental \( B \). We shall return to this issue at a later stage, in the experimental Section of this paper.
D. Quantum criticality

1. PP transition

It is easy to see that the macroscopic inhomogeneities are likely to complicate the experiments on the PP transitions in the quantum Hall regime. Notice that a spatially varying electron density $n$ has roughly the same meaning as a spatially varying filling fraction $\nu$ of the Landau level system, $\nu = n/n_B$ where $n_B = \epsilon B/h$ denotes the degeneracy of the Landau level. The typical corrections described in the previous Section can be written as

$$
\rho_0 \partial_x \beta X = \frac{\partial \rho_H \partial \nu}{\partial \nu} \partial_x \propto T^{-\kappa}.
$$

(48)

Here we have used the fact that $\partial \rho_H / \partial \nu$ or $\partial \rho_H / \partial B$ is proportional to $T^{-\kappa}$ which tends to diverge at the quantum critical point (center of the Landau band) as $T$ approaches zero. This complication of the PP transition has not been recognized previously but it obviously throws fundamental doubts on the accuracy of the previously accepted experimental value for critical index $\kappa = 0.42$.

We next discuss the consequences for the PP transitions in some more detail. To start, we recall that the transport parameters with varying $\nu$ and $T$ depend on a single scaling variable $X$ only

$$
\rho_0(\nu, T) = \rho_0(X), \quad \rho_H(\nu, T) = \rho_H(X),
$$

(49)

(50)

where

$$
X = \frac{\nu - \nu^*}{\Delta \nu(T)} = \frac{\nu - \nu^*}{\left(\frac{T}{T_0}\right)^\kappa}.
$$

(51)

Here, $\nu^*$ denotes the critical filling fraction of Landau level which is close to a half-integer, $\Delta \nu(T) = \left(\frac{T}{T_0}\right)^\kappa$ describes the width of the quantum critical phase transition with varying $T$, and $T_0$ is a phenomenological parameter. Assuming the filling fraction $\nu$ of the Landau level system to be spatially varying

$$
\nu = \nu_0 + \nu_x x + \nu_y y,
$$

(52)

then Eqs (13) and (14) can be written as

$$
R^{t,b}_0 = \frac{L}{W} \left(\rho_0(X) \pm \frac{W}{L} (\partial_X \rho_0) \frac{\delta \nu_x}{\Delta \nu(T)}\right),
$$

(53)

$$
R^{r,l}_H = \rho_H(X) \pm \left(\partial_X \rho_H \right) \frac{\delta \nu x}{\Delta \nu(T)},
$$

(54)

Here,

$$
\delta \nu_x = \nu_x \frac{L}{2},
\delta \nu_y = \nu_y \frac{W}{2}.
$$

(55)

represent the uncertainties in the filling fraction due to the density variations in the $x$ and $y$ directions respectively.

On the basis of Eqs (53) and (54) one readily derives the following qualitative features of the magneto resistance data that are generally observed in the experiment (Section 3.3).

- **Hall resistance** First, the result for the Hall resistance Eq. (54) describes the lowest order terms of a Taylor series expansion. This indicates that in practice the inhomogeneities in the electron density manifest themselves through the following behavior of the Hall resistances

$$
R^{r,l}_H = \rho_H(X^{r,l}), \quad X^{r,l} = \frac{\nu_0 - \nu^* \pm \delta \nu_x}{\Delta \nu(T)},
$$

(56)

In words, the quantities $R^{r,l}_H$ that are taken from the right and the left hand sides of the Hall bar probe, in effect, different values of the critical filling fraction, $\nu^* - \delta \nu_x$ and $\nu^* + \delta \nu_x$ respectively.

More precisely formulated, one still has to express a spatially varying filling fraction $\nu$, Eq. (52), in terms of a fixed, spatially varying electron density $n$. Write

$$
n = n_0(1 + \eta_x x + \eta_y y),
$$

(57)

then the quantities $\nu_0, \nu_x$ and $\nu_y$ are expressed in terms of the fixed quantities $n_0, \eta_x$ and $\eta_y$ as follows

$$
\nu_0 = \frac{n_0}{n_B}, \quad \nu_x = \nu_0 \eta_x, \quad \nu_y = \nu_0 \eta_y.
$$

(58)

This suggests a slightly different expression for $X^{r,l}$,

$$
X^{r,l} = \frac{\nu_0 - \nu^* \pm \frac{L}{T_0} \frac{\nu_x}{\Delta \nu(T)}}{\left(\frac{T}{T_0}\right)^\kappa},
$$

(59)

where besides a difference in $\nu^*$ there is also a difference in temperature scale $T_0$

$$
\nu^*_{r,l} = \nu^*(1 \mp \frac{L}{T_0} \frac{\eta_x}{2}), \quad T_0^{r,l} = T_0 (1 \pm \kappa^{-1} \eta_x \frac{L}{2}).
$$

(60)

- **Longitudinal resistance** The situation for the longitudinal resistances $R^{t,b}_0$ is very different. Notice that the derivative $\partial \rho_H / \partial X$ with varying $X$ looks very much the same as the function $\rho_0(X)$. Therefore one expects the following qualitative behavior of the longitudinal resistances

$$
R^{t,b}_0 \approx \frac{L}{W} A^{t,b} \rho_0(X),
$$

(61)

i.e. the $R^{t,b}_0$ data, taken from the top and the bottom contacts of the Hall bar, mainly display difference in amplitude, $A^t \neq A^b$. 

\* Experimental criterion \* Finally, Eqs (53) and (54) define the following experimental condition

\[
\frac{\delta \nu_{x,y}}{\Delta \nu(T)} \ll 1 \quad (PP)
\]  

This indicates that in order to be able to extract reliable information from the experimental data on the PP transition, the uncertainties \(\delta \nu_{x,y}\) in the filling fraction due to sample inhomogeneities should be small as compared to the actual width \(\Delta \nu(T)\) of the quantum critical phase. As we already mentioned earlier, this condition is not trivially satisfied in general. This means that Eqs (18) and (19) simply do not provide a good estimate for the transport parameters of the PP transition and nonlinear effects generally become important.

2. PI transition

The experimental situation of the PI transition is very different. We proceed by quoting some of the principal new results as reported in Ref.\textsuperscript{11}. The explicit form of the scaling functions in this case is given by

\[
\begin{align*}
\rho_0(\nu, T) &= \rho_0(X) = e^{-X}, \\
\rho_H(\nu, T) &= \rho_H(X) = 1.
\end{align*}
\]  

The most important feature of these results is that the Hall resistance at low \(T\) remains quantized \((\rho_H(X) = 1)\) inside the quantum critical phase \(|X| \lesssim 1\). This means that the experimental transport data are unaffected by the presence of macroscopic inhomogeneities in the sample, at least within the linear approximation. This unexpected feature of the lowest Landau level clearly suggests that, for a given sample, the experiment conducted on the PI transition is generally more reliable than those conducted on the PP transitions.

The PI transition is one of the very rare examples where the inhomogeneity problem can be solved exactly. Using Eqs (63) and (64) we obtain for Eq. (5)

\[
\Delta \phi = [\alpha_x \partial_x + \alpha_y \partial_y] \phi, 
\]  

where

\[
\begin{align*}
\alpha_x &= \alpha_x(T) = \frac{\nu_x}{\Delta \nu(T)}, \\
\alpha_y &= \alpha_y(T) = \frac{\nu_y}{\Delta \nu(T)}
\end{align*}
\]  

are spatially independent quantities. The general solution is readily obtained by a separation of variables. A solution with the appropriate boundary conditions can be written as follows

\[
\phi(x, y) = \frac{j^0}{\alpha_y} \exp\{\alpha_y y\}
\]  

such that the expression for the current density becomes

\[
j_x = j_x(y) = j^0 \exp\{\alpha_y y\}, \quad j_y = 0.
\]  

Proceeding along the same line as in the previous Section we obtain the macroscopic resistances as follows

\[
\begin{align*}
R_0^{t,b} &= \frac{L}{W} \rho_0^0 \times \frac{\delta \nu_y \sinh \left(\frac{\delta \nu_x}{\Delta \nu(T)}\right)}{\delta \nu_x \sinh \left(\frac{\delta \nu_y}{\Delta \nu(T)}\right)} \\
&\approx \frac{L}{W} \rho_0^0 \times \left[1 + \frac{1}{6} \left(\frac{\delta \nu_x}{\Delta \nu(T)}\right)^2 - \frac{1}{6} \left(\frac{\delta \nu_y}{\Delta \nu(T)}\right)^2\right] \\
R_H^{t,b} &= 1
\end{align*}
\]  

indicating that the two measurements of \(R_0\) and those of \(R_H\) are now the same.

\* Experimental criterion \* Notice that the condition

\[
\frac{1}{6} \left(\frac{\delta \nu_x}{\Delta \nu(T)}\right)^2 \ll 1 \quad (PI)
\]  

defines the regime in \(T\) where the experiment on the PI transition is unaffected by the macroscopic inhomogeneities. This condition is generally much weaker than the one that is imposed on the PP transition, Eq. (62).

These surprising aspects of the PI transition have all been verified recently, by the experiment on a low mobility \(InP/InGaAS\) heterostructure at strong \(E\). Quantum criticality was studied in the range \(0.2 \lesssim T \lesssim 4K\) with a quoted uncertainty in the filling fraction \(\delta \nu(T) \lesssim 0.2\) which is consistent with Eq. (71).

E. Universal scaling functions

1. Introduction

As we mentioned earlier, the experiments on PI transition\textsuperscript{10} have led to a new estimate for the critical exponent \((\kappa = 0.57)\) which is slightly different from the previously established one \((\kappa = 0.42)\), by H.P. Wei et al.\textsuperscript{12,14}. However, more than providing a better estimate for critical exponents alone, the results on the PI transition primarily indicate, for the first time, that the scaling functions of the transport parameters are universal. These new advances have fundamental consequences, not only for the experiments on the PP transitions but also for the quantum theory of conductances as a whole.

To understand the significance of Eqs (63) and (64) for the experiments on the PP transitions we shall, in what follows, briefly summarize some of the main predictions of the renormalization theory of the quantum Hall effect.\textsuperscript{3,8,12,14}. In the end this leads to a conceptual framework that will enable us to address the problems
associated with the PP transitions in much greater detail.

To start we convert, in a standard manner, the resistivities of Eqs (63) and (64) into conductivity parameters $\sigma_{xx}$ and $\sigma_{xy}$. However, for our present purposes it is important to quote a slightly more general result for the PI

\[
\sigma_{xx}(X, \eta) = \frac{e^{-X}}{1 + 2\eta e^{-X} + e^{-2X}} \tag{72}
\]

\[
\sigma_{xy}(X, \eta) = \frac{1 + \eta e^{-X}}{1 + 2\eta e^{-X} + e^{-2X}}. \tag{73}
\]

Here, $\eta = \eta(T)$ denotes the leading irrelevant scaling variable

\[
\eta(T) = \pm \left( \frac{T}{T_1} \right)^{y_\eta} \tag{74}
\]

with $T_1$ a phenomenological parameter and $y_\eta = 2.5$ the leading irrelevant exponent. Notice that Eq. (74) interpolates between the quantum Hall plateau $\sigma_{xy} = 1$ at large values of $X$ and the insulating phase with $\sigma_{xy} = 0$ that occurs when $X \to -\infty$. Eqs (72) and (73), when plotted as $T$ driven flow lines in the $\sigma_{xx}$, $\sigma_{xy}$ conductivity plane, provide a lucid experimental demonstration of the scaling predictions made by the renormalization theory of the quantum Hall effect (see Appendix). Of general importance are two distinctly different symmetries that control, to a large extend, scaling behavior of the quantum Hall regime. These symmetries are

- **Particle-hole symmetry.** It is readily verified that Eqs (72) and (73) satisfy the following relations

\[
\sigma_{xx}(X, \eta) = \sigma_{xx}(-X, \eta) \tag{75}
\]

\[
\sigma_{xy}(X, \eta) = 1 - \sigma_{xy}(-X, \eta). \tag{76}
\]

This indicates that the line $\sigma_{xy} = \frac{1}{2}$ generally appears as an axis of symmetry in the $\sigma_{xx}$, $\sigma_{xy}$ conductance plane.

- **Periodicity in $\sigma_{xy}$.** Next, there is the general statement which says that the scaling behavior is periodic in $\sigma_{xy}$. This means that the scaling results for adjacent quantum Hall plateaus $\sigma_{xy} = k$ and $k+1$ can be obtained from Eqs (72) and (73) following the transformation (see Appendix)

\[
\sigma_{xx}(X, \eta) \to \sigma_{xx}(X^{(k)}, \eta^{(k)}) \tag{77}
\]

\[
\sigma_{xy}(X, \eta) \to \sigma_{xy}(X^{(k)}, \eta^{(k)}) + k. \tag{77}
\]

Here, $X^{(k)}$ and $\eta^{(k)}$ have the same meaning as the original definitions except for a change in the critical filling fraction $\nu^* \to \nu^*_k$ as well as the temperature scales $T_0 \to T_0^{(k)}$ and $T_1 \to T_1^{(k)}$ which are determined by the detailed microscopic properties of the electron gas. These quantities are in general different for different Landau levels, and for different samples. More specifically we have

\[
X_k = \frac{\nu - \nu^*_k}{\Delta^{(k)} \nu(T)} = \frac{\nu - \nu^*_k}{\left( T/T_0^{(k)} \right)^{\nu_\eta}} \tag{78}
\]

\[
\eta_k = \pm \left( T/T_1^{(k)} \right)^{y_\eta}. \tag{79}
\]

2. **Observability**

The quantities $T_0$ and $T_1$ define the range in $T$ where the quantum critical phenomenon is observable. Since there are many factors involved, in the actual value of these parameters, one obviously needs the help of the renormalization theory to make sure that the experiment is interpreted in the appropriate manner. Generally speaking, one is faced with two major complications that clearly explain why it is so difficult to fine tune the experimental design such that the asymptotic $T \to 0$ limit of scaling can be observed in the laboratory.

- **Weak localization.** First of all there are the crossover effects due to weak localization. This means that the actual value of $T_1$ may render arbitrary small and very different phenomena are observed at finite $T$. For spin polarized electrons there is the following generic expression for $\sigma_{xx}$ in the regime of weak quantum interference

\[
\sigma_{xx} = \sigma_{xx}^0 + \beta \ln \frac{T}{T_f}. \tag{80}
\]

Here, $\sigma_{xx}^0$ denotes the semiclassical result, $\beta = 1/\pi$ a universal constant and $T_f = \frac{\sigma_{xx}^0}{10\pi^2 k_B^2}$ with $\sigma_0$ the singlet interaction amplitude is the typical $T$ scale for weak quantum interference processes. Eq. (80) is identified as the asymptotic $\eta \to -\infty$ (or $\sigma_{xx}^{0} \to \infty$) limit of Eq. (74), i.e.

\[
\sigma_{xx}(X, \eta \to -\infty) \approx \beta \ln \left( |\eta|^{1/y_\eta} \right), \tag{81}
\]

where $\eta$ and $y_\eta$ are defined as before, Eq. (74). Eqs (80) and (81) imply that the quantities $T_f$ and $T_1$ are related according to

\[
T_1 = T_f e^{-\frac{\sigma_{xx}^0}{\beta}}, \tag{82}
\]

indicating that the characteristic scale for observing quantum criticality, $T_1$, vanishes exponentially as $\sigma_{xx}^0$, i.e. the starting point for scaling, increases. This typically happens in the semiclassical regime at weak $B$, the
center of the higher Landau bands of systems with predominantly short ranged potential fluctuations but also in the fractional quantum Hall regime, notably the half-integer effect.

- **Long range impurity potentials** Next, there are the crossover effects due to smooth potential fluctuations. These lead to arbitrary small values of the parameter $T_0$. This is the main reason why quantum criticality is in general not observed on samples that are used for, say, fractional quantum Hall purposes. At finite $T$ one typically observes a linear dependence on $T$.

$$\Delta \nu(T) = a + bT.$$  \hfill (83)

This empirical result naively indicates that the width $\Delta \nu(T)$ of the PP and PI transitions remains finite as $T$ approaches absolute zero. However, in Ref.\textsuperscript{[8]} it was shown explicitly that Eq. (83) is a typical result of semiclassical transport theory and much lower $T$ is generally necessary before the algebraic behavior $\left( \frac{T}{T_0} \right)^{\infty}$ is observed. For this purpose a network with percolating edge states has been considered where the length scales (mean free path) associated with inelastic processes are usually much shorter than those determined by the elastic scattering events. The numerical value of the width $\Delta \nu(T = 0) = a$ was found to be strongly dependent on the range $\lambda$ of the impurity potential and an elementary analysis leads to $a = \frac{r_c^2}{\lambda}$, with $r_c$ denoting the magnetic length of the electron gas.

It is important to emphasize that the experimental complications in observing quantum criticality have been addressed many times before and at many places elsewhere. The findings of this paper add as yet another major complication to the list. To summarize the results we proceed by converting Eq. (77) back into resistivities. We obtain the following general expressions for the PP transitions (dropping, for simplicity, the subscript $k$ on the $X$ and $\eta$)

$$\rho_0(X, \eta) = \frac{e^{-X}}{(k+1)^2 + 2\eta k(k+1)e^{-X} + k^2 e^{-2X}}$$  \hfill (84)

$$\rho_H(X, \eta) = \frac{k + 1 + \eta(1+2k)e^{-X} + k e^{-2X}}{(k+1)^2 + 2\eta k(k+1)e^{-X} + k^2 e^{-2X}}.$$  \hfill (85)

- **PI transition** We see that this general result is rather complex in spite of the fact that the original expressions for the PI transition ($k = 0$) are quite simple. Explicitly we have (compare Eqs (72) and (73))

$$\rho_0(X) = e^{-X}, \quad \rho_H(X, \eta) = 1 + \eta e^{-X} \quad (k = 0).$$  \hfill (86)

Notice that this (more general) result clearly demonstrates the fundamentally different physics that one can associate with the quantum critical phenomenon on the one hand, and the ordinary quantum Hall effect on the other. Whereas at the PI transition ($X \approx 0$) the Hall resistance is exactly quantized except for corrections that vanish algebraically as $T$ goes to zero, in the ordinary plateau regime ($X \to \infty$), however, the corrections are exponential in $T$ (more precisely, one expects that the exponential $e^{-X}$ in Eq. (80), in the limit $X \to \infty$, is replaced by an appropriate expression for variable range hopping such as $e^{-\sqrt{\frac{X}{T_0}}}$. Eq. (80) can therefore be considered as one of the prettiest and most significant experimental tests of scaling.

Finally, we specialize to the experimental differences between the PI and PP transitions. From Ref.\textsuperscript{10} we quote the following relation between the experimentally observed resistivity tensor $\rho_{ij}$ (with $i$ and $j$ denoting the coordinates $x, y$) of the PI transition, and the quantities of actual interest, $\rho_0$ and $\rho_H$.

$$\rho_{ij} = S_{ij} \rho_0(X) + \epsilon_{ij} \rho_H(X, \eta).$$  \hfill (87)

Here, the so-called stretch tensor $S_{ij}$ contains all the imperfections of the Hall bar measurement due to density gradients, contact misalignments etc. Assuming the geometry of a parallelogram obtained by rotating a rectangle over a small angle $\theta$ the result is

$$S_{ij}(B, T) = \left[ \begin{array}{cc} -tg\theta e^{2\nu_{xy}} & \frac{1}{cost}e^{-\nu_{xy}} \\ \frac{1}{cost} & -tg\theta e^{-2\nu_{xy}} \end{array} \right].$$  \hfill (88)

These results are valid as long as Eq. (71) is satisfied.

- **PP transition** As we have seen, the results are very different in this case. Assuming that the main effect comes from density gradients, then the quantity $\partial_X \rho_H$, entering the linear approximation, Eqs (53) and (54), can be obtained explicitly and the result is

$$\frac{\partial \rho_H}{\partial X} = -\rho_0 \left[ \frac{\rho_0^{\text{max}}}{\rho_0^{\text{max}}} + \eta(1 - \frac{\rho_0^{\text{max}}}{\rho_0^{\text{max}}}) \right].$$  \hfill (89)

Here, $\rho_0^{\text{max}} = \rho_0^{\text{max}}(\eta)$ denotes the maximum value of $\rho_0(X, \eta)$ which is slightly different from the critical resistivity $\rho_0(\eta)$ according to

$$\rho_0^{\text{max}}(\eta) = \rho_0(X = \ln \frac{k}{k+1}, \eta) = \frac{1}{2k(k+1)(1+\eta)}.$$  \hfill (90)

$$\rho_0^{\text{max}}(\eta) = \rho_0(X = 0, \eta) = \frac{1}{1 + 2k(k+1)(1+\eta)}.$$  \hfill (91)
III. EXPERIMENTAL DESIGN AND RESULTS

A. Specifics of the sample

The sample used in this work is a modulation doped \( \text{In}_{0.7}\text{Ga}_{0.3}\text{As} \) quantum well of width 9\,\text{nm} embedded in a 150\,\text{nm} \text{InP} buffer and 10\,\text{nm} spacer grown by metalorganic vapor phase epitaxy (MOVPE). On top of the spacer a 35\,\text{nm} layer of \text{InP} is grown with a \text{Si} doping of \( 6 \times 10^{17}/\text{cm}^3 \).

The numerical values for the electron density and mobility are obtained from a measurement of the Hall resistance and longitudinal resistance at low magnetic fields. The enhanced electron density values are retained for long times at low temperatures. The enhanced electron density values are retained for long times at low temperatures.

In Fig. 3 we plot the resistivity of the sample measured at \( B = 0 \) and with varying values of \( T \). Out of the four different values of the electron densities that have been considered, only the data taken at the lowest value of the density (\( 1.40 \times 10^{11}/\text{cm}^2 \)) display a significant enhancement of the resistance as \( T \) decreases. As the electron density is increased up to the value \( 4.66 \times 10^{11}/\text{cm}^2 \), the resistance decreases by a factor of about 40 and remains almost constant over the range of experimental \( T \). As we shall discuss further below, this dependence on \( T \) indicates that weak quantum interference effects are observable only in the experiment conducted at the lowest value of the density. For the other transport measurements at weak \( B \), taken from the sample at the three higher densities, these effects play hardly a role of significance.

The Hall measurements at low \( B \) show that the mobility of the electron gas enhances with increasing values of the carrier density in the range \( (1.40 - 4.66) \times 10^{11}/\text{cm}^2 \). This enhancement, which is primarily the result of screening of the potential fluctuations due to the static impurities and alloy disorder\(^{21}\), indicates that for each value of the electron density we are dealing with fundamentally different impurity characteristics and, hence, with a truly different sample.

B. Semiclassical regime

1. Aspects of symmetry

In Fig. 3 we plot a typical example of the effect of the polarity of the external field \( B \) on the magneto resistance data, \( R^b_0 \) and \( R^\mu_0 \), taken from the top and the bottom pair of contacts of the Hall bar respectively. These anomalous results for opposite polarities of the \( B \) field clearly display the symmetry

\[
R^b_0(B) = R^b_0(-B), \quad R^\mu_0(B) = R^\mu_0(-B)
\]

that was predicted by the theory of linear density gradients, Eqs. (15) and (16). Fig. 3 therefore permits us to apply the theory of macroscopic inhomogeneities to
the experimental data on the semiclassical regime. In the end we shall compare the results with those obtained from similar investigations of the quantum Hall regime.

2. Numerical estimate of density gradients

Following Eq. (20) of Section 2 we obtain the relative variation in the electron density of the sample according to

$$\frac{\delta n}{n} = 2 \frac{R_H^r - R_H^l}{R_H^r + R_H^l} = 6.2\%.$$ (93)

It is important to emphasize that the measurements of \(R_0^r - R_0^l\) and \(R_H^r - R_H^l\) are fundamentally the same and therefore do not provide independent estimates for the quantity \(\frac{\delta n}{n}\).

3. Nonlinear effects

We next apply Eqs (39) and (40) in order to obtain the best estimate for the local resistivity tensor. First we plot, in Fig. 4, the experimental data for \(R_0^r + R_0^l\), normalized at \(B = 0\), with varying values of \(B\) and \(T\) fixed at \(2K\). The data for the lowest value of the electron density, unlike those for the higher densities, show clearly a noticeable dependence as observed in the transport data at higher values of the electron density. Notice, however, that the data of Fig. 4, corresponding to the three higher densities, nevertheless show a weak dependence on \(B\) that cannot be explained on the basis of the classical Drude-Zener-Boltzmann theory. We attribute this weak \(B\)-dependence in Fig. 4 to the nonlinear aspects of the density inhomogeneities that have been introduced and discussed in Section 2, notably Eq. (92). This claim can be justified, at least in a rough manner, if one compares the relative size of the linear effects, like those shown in Fig. 3, with the relative size of the nonlinear effects. On the basis of the discussion given in Section 2.3 one expects the latter to behave like the square of the former. This result qualitatively explains the \(B\)-dependence as observed in the transport data at the three higher densities, Fig. 4.

In summary we can say that the effects of macroscopic inhomogeneities, inherent to the experiment, are adequately described and well accounted for by our theory of linear and nonlinear density gradients, at least as far as the semiclassical regime of transport is concerned.

![FIG. 4: Normalized magneto resistance versus \(B\) at \(T = 2K\).](image_url)

4. The semicircle law

As a next step toward a better understanding of the semiclassical regime we next convert the experimental magneto resistance data into a conductivity data using the standard formulae

$$\sigma_{xx} = \frac{\rho_0}{\rho_0^2 + \rho_H^2}, \quad \sigma_{xy} = \frac{\rho_H}{\rho_0^2 + \rho_H^2}. \quad (94)$$

where

$$\rho_0 = \frac{W}{2L}(R_0^r + R_0^l), \quad \rho_H = \frac{1}{2}(R_H^r + R_H^l). \quad (95)$$

In Fig. 5 we plot the results in units \((e^2/h)\) in the \(\sigma_{xx}\), \(\sigma_{xy}\) conductivity plane. We observe that the data lie on nearly perfect semicircles except those corresponding to \(n = 1.4 \times 10^{11}/\text{cm}^2\) which are plotted separately, in the inset of Fig. 5. The semicircles are, in fact, predicted by the well known results of Drude-Zener-Boltzmann theory

$$\sigma_{xx} = \frac{\sigma_0}{1 + (\omega_c \tau)^2}, \quad \sigma_{xy} = \frac{\sigma_0 \omega_c \tau}{1 + (\omega_c \tau)^2}. \quad (96)$$

with \(\sigma_0 = 1/\rho_0 = ne^2\tau/m^*\). Eq. (92) implies

$$\left(\frac{\sigma_{xx} - \sigma_0}{2}\right)^2 + \sigma_{xy}^2 = \left(\frac{\sigma_0}{2}\right)^2, \quad (97)$$

which fits the data in Fig. 5 remarkably well. Several comments are in order.

(i) Plots like Fig. 5 clearly demonstrate the fact that the semiclassical Drude-Zener-Boltzmann theory is in many ways a surprisingly successful theory over the entire range of experimental \(B\). Many interesting and fundamental aspects of the electron transport problem are being
is lowered. This behavior, with varying $T$, is naturally explained within the aforementioned theory of weak localization and interaction effects. For this purpose we recall that the quantum theory can in general be written as in Eq. 80, i.e.

$$\sigma_{xx}(T) = \sigma_{xx}^c + \beta \ln(T/T_f)$$  \hspace{1cm} (98)$$

where $\beta$ and $T_f$ are positive constants that depend on $B$, electron spin etc.\textsuperscript{13}. We have introduced a superscript ‘c’ in order to make an explicit distinction between the semiclassical theory on the one hand, and the quantum theory of conductances on the other. It is well understood by now that the theory of weak quantum interference phenomena predicts, at the same time, that the Hall component $\sigma_{xy}$ remains unchanged. We can write

$$\sigma_{xy}(T) = \sigma_{xy} = \sigma_{xy}^c.$$  \hspace{1cm} (99)$$

For comparison we have plotted the data for $\sigma_{xx}$ and $\sigma_{xy}$ for two different $T$ and with varying values of $\omega_c \tau$ as in Fig. 6. We have made use of the relation

$$\omega_c \tau = B/B_{max}$$  \hspace{1cm} (100)$$

where $B_{max}$ is defined as the value of $B$ where the data for $\sigma_{xy}$ pass through a maximum.

To check the validity of Eq. 99 we have fitted the data for $\sigma_{xy}$ with the semiclassical expression, Eq. 96. The best fit (solid line in Fig. 6) is obtained by fixing the value of the parameter $\sigma_0$ at half the maximum value of $\sigma_{xy}$ and the results are listed in Table 1. Once the value of $\sigma_0$ is known, the semiclassical expression for $\sigma_{xx}$ is also fixed. These results have been plotted in Fig. 6 (solid line) as well. On the basis of Fig. 6 we can make the following qualitative statements.

(i) Both the statements of Eqs 98 and 99 are completely consistent with the experiment. Whereas the data for $\sigma_{xy}$ follow the semiclassical predictions quite well, the data for $\sigma_{xx}$ show, as mentioned earlier, a significant departure from the semiclassical line as $T$ is lowered from 10$K$ to 2$K$.

(ii) Notice, however, that this departure is strongest at $\omega_c \tau \approx 0$ and weakest in the regime $0.5 \lesssim \omega_c \tau \lesssim 2.0$. This is a well known result of weak quantum interference theory and indicates that at $B = 0$ and $B \neq 0$ the problem generally belongs to a different universality class, i.e. the coefficient $\beta$ in Eq. 88 is different in each case.

(iii) Since the quantum corrections to $\sigma_{xx}^c$ are relatively small, typically $O(\varepsilon^2/h)$ in the range of experimental $T$, it becomes immediately obvious why similar corrections are not observed in the other data in Fig. 5, taken from the sample at higher values of the electron densities.

(iv) Finally, it is important to emphasize that a quantitative assessment of scaling phenomena like Eq. 88 is complicated, mainly because of the fact that the semiclassical

5. Semiclassical versus weak quantum interference phenomena

Next we focus on the low density data in Fig. 5 that have been plotted separately, in the inset. These data, unlike those taken at a higher values of the electron density, indicate a significant departure from the semiclassical theory of electron transport (semicircle law) as $T$ suppressed, however. For example, the deviations from the semiclassical behavior, like the nonlinear effects mentioned in the discussion of Fig. 4, can no longer be observed when a data set of the same sample taken over a wide $B$ range is plotted as in Fig. 5.

(ii) Similar statements apply to the fundamental aspects of the quantum Hall regime. These are all invisible in experimental plots of $\sigma_{xx}$ and $\sigma_{xy}$ where the scale is set by the typical values of the semiclassical theory. As is well known, the quantum Hall regime generally appears at strong values of $B$ only. This regime collapses, in Fig. 5, into an extremely small region around the origin, $\sigma_{xx} \lesssim 12^2$.

(iii) All this merely illustrates the well known fact that quantum Hall regime is experimentally well separated from the semiclassical regime where the physics is mainly dominated by weak localization and interaction phenomena (Section 3.2.5 below). At strong values of $B$ the problem is in many ways very different and the role played by the macroscopic inhomogeneities will have to be considered separately (Section 3.3).

![FIG. 5: Experimental data (symbols) and semiclassical values (solid lines) in the $\sigma_{xx}, \sigma_{xy}$ conductivity plane. The inset shows the different, $T$ dependent behavior of the experimental data (solid lines) corresponding the to the lowest electron density.](image-url)
parameters of the system at low densities depend on $T$ as well. In particular, the parameter $\sigma_0$ (Table 1) and, hence, $\sigma_{xx}^c$ and $\sigma_{xy}^c$ in Eqs 96 and 97 vary by 7% in the range $2K < T < 10K$. Notice that this dependence on $T$ accounts for roughly 30% of the $T$ dependence as observed in the $\sigma_{xx}$ data at $\omega_c\tau = 0$ (Fig. 6).

A $T$ dependence of the semi classical parameters has been observed previously, on similar systems at low densities. It indicates that the relaxation time $\tau$ and, hence, the ionized impurity distribution varies with varying $T$. Physically this happens because of redistribution of electrons in the doped layer which reduces the remote ion impurity scattering at higher temperatures.

In summary we can say that transport studies of the semiclassical regime provide invaluable physical information on the electron gas that cannot be obtained otherwise. It is quite obvious, for example, that the type of $T$ dependence in the sample characteristics as discussed in the present Section can have dramatic and misleading consequences for the experiments conducted at strong $B$. In particular, it can be one of the physical mechanisms that generally prevents one from observing the universal features of quantum criticality of the quantum Hall plateau transitions, notably the algebraic dependence $T^\nu$.

---

**FIG. 6:** Experimental data (symbols) for the conductivity components $\sigma_{xx}$, $\sigma_{xy}$ for the sample with lowest density, with varying $\omega_c\tau$ and at two different values of $T$. The solid lines indicate the associated semiclassical values (see text).

---

**TABLE I:** Numerical value of parameters entering into the semiclassical theory (see text).

| Temp (K) | $B_{\text{max}}$ (Tesla) | $\tau$ (ps) | $\sigma_0$ ($\sigma_0^c$) | $n$ ($\times 10^{11} \text{cm}^{-2}$) |
|---------|--------------------------|------------|----------------------|----------------------------------|
| 2.0     | 0.52 ± 0.04              | 0.39 ± 0.03| 11.78 ± 0.04         | 1.48 ± 0.12                      |
| 10.0    | 0.45 ± 0.04              | 0.45 ± 0.04| 12.48 ± 0.04         | 1.36 ± 0.12                      |
| 2.0     | 0.11 ± 0.01              | 1.20       | 62.80                | 2.58                             |
| 2.0     | 0.09 ± 0.01              | 2.46       | 162.47               | 3.26                             |
| 2.0     | 0.07 ± 0.01              | 3.32       | 279.76               | 4.17                             |

6. **Numerical values of semiclassical parameters**

For completeness we next present numerical estimates for the various parameters that enter into the semiclassical theory. Specifically we list, in Table 1, the values of $B_{\text{max}}$, $\tau$, $\sigma_0$ and $n$ for each case separately.

First, as far as the data taken at higher densities ($n = 2.58$, 3.26, 4.17 $\times 10^{11} \text{cm}^{-2}$) are concerned, these parameters can be extracted in a standard manner simply because the quantum corrections are negligible in this case. Specifically, we have extracted the values for $\sigma_0$ and $n$ directly from the experimental resistance data by using Eq. 95 as well as the relations $\rho_0 = 1/\sigma_0$ and $\rho_H = B/\rho_c$. Once the $\sigma_0$ and $n$ are fixed we can accurately compute the value of $\tau = \sigma_0 m^*/ne^2$ as well. In the computation of $\tau$ the effective mass $m^*$ of system is considered 0.036$m_e$. The results do not vary significantly in the range $2K < T < 10K$. Along with the measured $B_{\text{max}}$ they are listed in Table 1.

Next, for the data corresponding to the lowest value of the electron density ($n = 1.48$, 1.36 $\times 10^{11} \text{cm}^{-2}$) one has to follow a slightly different extraction procedure. According to the discussion following Eq. 95 one can use the $\sigma_{xy}$ data and obtain an accurate value for $\sigma_0$ and an estimate for $B_{\text{max}}$ which is generally much less accurate, however. Given the values of $\sigma_0$ and $B_{\text{max}}$ one can next compute the electron density $n = \sigma_0 B_{\text{max}} / e$ as well as the relaxation time $\tau = m^*/eB_{\text{max}}$. The accuracy of the computation is mainly limited by experimental uncertainties in $B_{\text{max}}$. The results obtained for $T = 2K$ and 10K are listed in Table 1. Notice that the difference in $n$ at 2K and 10K is insignificant in view of the large error bars. On the other hand, we do attribute the $T$ dependence in $\sigma_0$ to the fact that $\tau$ is $T$ dependent.

---

**C. Quantum Hall regime**

1. **Aspects of symmetry**

We next consider the transport properties in the regime of high $B$ where the quantum features dominate for average electron density $4.17 \times 10^{11} \text{cm}^{-2}$. Fig. 7 shows the magnitude of Hall resistances $R_H^l$ and $R_H^r$ as
measured at the contacts $AB$ and $CD$ of the Hall bar with varying $B$ up to 8 Tesla and for both directions of the field. Fig. 8 shows the corresponding data of the longitudinal resistances $R_0^l$ and $R_0^h$ as measured at the contacts $AC$ and $BD$ respectively.

As a first investigation of inhomogeneity effects we study the symmetry of the data under a change in the polarity of the magnetic field $B$. Following Eqs (15-17) the two sets of data for $R_0^l$ and $R_0^h$ should be related according to

$$R_0^l(+B) = R_0^l(-B), \quad R_0^l(-B) = R_0^l(+B). \quad (101)$$

Similarly, the two sets of data for $R_H^l$ and $R_H^h$ should be related as follows

$$R_H^l(+B) = -R_H^l(-B), \quad R_H^l(-B) = -R_H^l(+B). \quad (102)$$

From Figs 7 and 8 we observe that the statements of symmetry are all in qualitative agreement with the experiment at high $B$, indicating that the gradients in the electron density still remain the principle reason for having imperfect data.

2. Numerical estimate for density gradients

The shift in the "critical" $B$ values for the PP transition as taken from the left contact ($AB$) and the right contact ($CD$) is directly related to the filling fraction $\nu = nh/eB$ of the Landau level system. Since the electron density $n$ varies along the channel of the Hall bar, the PP transition at the low-density side ($AB$) occurs at a relatively lower value for $B$ whereas at the high-density side ($CD$) the transition takes place at a relatively higher $B$. Notice that this is precisely the statement made by Eq. (54) which says that for fixed $T$ and varying $B$ the measured Hall resistances can be written as follows

$$R_H^l(B) = \rho_H(n_l, B), \quad R_H^h(B) = \rho_H(n_r, B). \quad (103)$$

Here, $n_l$ and $n_r$ are the different but fixed electron densities at the left contacts ($AB$) and right contacts ($CD$) of the Hall bar respectively. Equating $R_H^l$ and $R_H^h$ amounts to taking different values $B_l$ and $B_r$ for the magnetic field $B$ at the left and the right hand side of the Hall bar such that the filling fraction is the same. Hence

$$\nu = \frac{n_l h}{e B_l} = \frac{n_r h}{e B_r} \quad (104)$$

from which it follows immediately that

$$\frac{\delta n}{n} = \frac{2}{n} \frac{n_r - n_l}{n_r + n_l} = 2 \frac{B_r - B_l}{B_r + B_l} = \frac{\delta B}{B} \quad (105)$$

irrespective of whether the Landau levels are spin polarized or not.

In the inset of Fig. 7 we have taken $\delta B$ as the difference in the value of $B$ where the data for $R_H^l$ and $R_H^h$ pass through the "center" of the plateau transition. We observe that the $\delta B$ as taken from the different plateau transitions varies linearly with $B$. The slope of the line gives an estimate for the relative difference $\delta n/n$ in the electron densities at the left and right contacts of the Hall bar. More specifically we have $\delta B/B = \delta n/n = 6\%$ which agrees remarkably well with the aforementioned result (6.2%) as obtained from the low $B$ data.
3. Beyond linear approximation

We have seen so far that the transport data at high $B$ do indeed display the features of symmetry as predicted by Eqs (15-17). At the same time one is also able to obtain reliable numerical estimates for the density gradients from the experimental data for both the quantum Hall regime and the semiclassical regime. This, however, does not take away from the fact that additional features are clearly present in the data that are caused by different aspects of inhomogeneity. In this Section we shall point out that a proper analysis of the experiment on the PP transitions is actually way beyond the limitations of the linear approximation. This statement becomes most obvious by looking at the quantum Hall plateau transitions in the $R_l^H$ and $R_r^H$ data (Fig. 7). Recall that the plateau transitions as observed in the $R_l^H$ and $R_r^H$ data are shifted by amount $\delta B$ in $B$ due to density gradients. This $\delta B$, however, is comparable or even larger than the actual width $\Delta B$ of the plateau transition as observed in the same data. Notice that $\Delta B \propto T^\kappa$ is the quantity of actual interest whereas the ratio $\frac{\delta B}{\Delta B}$ is identically the same as the ratio $\frac{\nu_n}{\nu_r}$ introduced in Section 2.4. We therefore conclude that the present experiment is conducted in a regime of $T$ where one can no longer expect the data to provide reliable information on the quantum critical behavior of the electron gas, notably the numerical value of the critical index $\kappa$. This conclusion is entirely consistent with the experimental data on $R_0^t$ and $R_0^r$ (Fig. 8). In particular, the measured $R_0^{t,b}$ provide a substantially larger estimate for the width $\Delta B$ of the PP transitions than what one obtains from the $R_l^{t,r}$ data. This discrepancy can simply be understood from the fact that the longitudinal resistance is measured along the length of the Hall bar where the electron density changes the most. $R_0^{t,b}$ therefore represents an average over a range of electron densities. This is unlike the quantity $R_l^{t,r}$ which probes the local electron densities at the left hand side and right hand side of the Hall bar, $n_l$ and $n_r$ respectively.

These considerations simply illustrate the fact that the resistance data do not necessarily reflect the intrinsic properties of the quantum phase transition alone. Macroscopic sample inhomogeneities may enter the problem in a highly non-linear fashion and, hence, they may fundamentally complicate the studies of quantum criticality in the quantum Hall regime.

4. Contact misalignment

In this Section we address the small deviation from the ideal reflection symmetry, Eqs. (15-17), that can clearly be seen in the experimental data on the Hall resistance, $R^H$, in Fig. 7. Whereas the data for $R_l^H$ nicely display the symmetry under the change $B \rightarrow -B$, this is not so for the $R_r^H$ data which have been measured from the right hand side contacts ($CD$, Fig. 1) of the Hall bar. This asymmetry between the $R_r^H(B)$ and $R_r^H(-B)$ signals can easily be explained, however, if one assumes that the right hand side contacts $CD$, unlike the $AB$ on the left hand side, are slightly misaligned. More specifically, by assuming that the contacts $C$ and $D$ are misaligned in the x-direction by a small amount, say $\Delta \ll L$, then the difference between the Hall resistances, $R_0 = |R_r^H(-B)| - |R_r^H(B)|$, should be proportional to the local (near CD, Fig. 1) longitudinal resistance $R_0$.

To test the idea of contact misalignment we have plotted, in Fig.9, the quantity $R_0$ with varying $B$. As expected, the results look very much the same as the experimental plot of $R_0$, Fig. 8. One can build upon these results in several ways. For example, one thing to notice is that the peaks in the $R_0$ data corresponding to the different PP transitions are shifted towards higher $B$ values as compared to the $R_0$ data in Fig. 8. This shift in $B$ is a result of the fact that the $\tilde{R}_0$ actually probe the local longitudinal resistance of the system at CD contacts where $\tilde{R}_0$ represents an average over a range of electron densities. For the purpose of showing this we have also plotted the results (denoted by $R'_0$ in Fig. 9) that have been obtained from $\tilde{R}_0$ after a simple re-scaling of the $B$ axis with a factor $\frac{2n^*}{2n^*} = 0.967$. Here, $n^*$ and $n_l$ are the electron densities at opposite sides of the Hall bar that we have considered earlier. The peaks in $R'_0$ and those in $R_0$ now occur at approximately the same values for $B$, indicating that the effect is dominated by the variations in the electron density that are linear in the spatial coordinates. For completeness we report the numerical value of the misalignment $\Delta$. On the basis of the magneto resistance measurements at low $B$ we conclude that $\Delta$ is equal to 2.5% of the length of the Hall bar, $L$ (Fig. 1).
IV. SUMMARY AND CONCLUSIONS

We have classified and analyzed the most important effects of sample inhomogeneity on the transport data taken from low mobility heterostructures. We have shown, in particular, that the presence of density gradients manifests itself most clearly in terms of a reflection symmetry that generally exists in the longitudinal and transverse magnetoresistance data taken from the symmetrically placed contacts on the Hall bar.

The expressions obtained under the so-called linear approximation allow us to extract the main features of semiclassical transport and weak quantum interference, even for samples containing a density gradient of nearly 6 percent. Going beyond the linear approximation, we have introduced an exactly solvable model with exponential density gradients. The nonlinear inhomogeneity effects are found to be weak in the regime of semiclassical transport or weak B, but they generally complicate the experiments on scaling of the PP transitions. Since the sample used in the present experiments possesses density gradients which are rather large, it clearly brings out the futility of attaching meaning to the shapes and gradients which may be tolerated in the study of quantum criticality of both the PP and PI transitions. It is further seen that the experimental restrictions are far more severe for the PP transitions than for the PI transition taken from the same sample. These restrictions mainly place a lower limit on the experimental T below which the quantum critical behavior of the electron gas can no longer be studied. Along with the density gradients, our present experiments also reveal the effects of another common aspect of inhomogeneity, the misalignment of the Hall bar contacts, that generally affects the shape and T dependence of the quantum transport measurements at the PP and PI transitions.
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APPENDIX A: ASPECTS OF SYMMETRY

In this Appendix we point out that the universality of the scaling functions, Eqs (72-76), is actually a statement of universality made on the \( \beta \) and \( \gamma \) functions of the electron gas. For this purpose we recall that the Coulomb interaction problem generally involves the renormalization of three distinct parameters, namely the dimensionless conductances \( \sigma_{xx} \) and \( \sigma_{xy} \) as well as the singlet interaction amplitude \( z \) that is associated with the variable \( T \) and/or the external frequency. The most fundamental quantities of the theory are defined as follows

\[
\frac{d\sigma_{xx}}{d\ln \mu} = \beta_{xx}(\sigma_{xx}, \sigma_{xy}) \quad (A1)
\]
\[
\frac{d\sigma_{xy}}{d\ln \mu} = \beta_{xy}(\sigma_{xx}, \sigma_{xy}) \quad (A2)
\]
\[
\frac{d\ln zT}{d\ln \mu} = 2 + \gamma(\sigma_{xx}, \sigma_{xy}). \quad (A3)
\]

Here, \( \mu \) denotes an arbitrary momentum scale in the problem and \( \gamma(\sigma_{xx}, \sigma_{xy}) \) is known as the anomalous dimension of the variable \( z \) or \( T \). The following symmetries are fundamental features of quantum Hall systems

- Particle-hole symmetry

\[
\beta_{xx}(\sigma_{xx}, \sigma_{xy}) = \beta_{xx}(1 - \sigma_{xx}, 1 - \sigma_{xy}) \quad (A4)
\]
\[
\beta_{xy}(\sigma_{xx}, \sigma_{xy}) = -\beta_{xy}(\sigma_{xx}, 1 - \sigma_{xy}) \quad (A5)
\]
\[
\gamma(\sigma_{xx}, \sigma_{xy}) = \gamma(1 - \sigma_{xx}, 1 - \sigma_{xy}) \quad (A6)
\]

- Periodicity in \( \sigma_{xy} \)

\[
\beta_{xx}(\sigma_{xx}, \sigma_{xy}) = \beta_{xx}(\sigma_{xx}, \sigma_{xy} + k) \quad (A7)
\]
\[
\beta_{xy}(\sigma_{xx}, \sigma_{xy}) = \beta_{xy}(\sigma_{xx}, \sigma_{xy} + k) \quad (A8)
\]
\[
\gamma(\sigma_{xx}, \sigma_{xy}) = \gamma(\sigma_{xx}, \sigma_{xy} + k) \quad (A9)
\]

These symmetries give rise to the general statement which says that the quantum Hall plateaus are described by a series of equivalent stable fixed points located at \( \sigma_{xx} = 0 \) and \( \sigma_{xy} = k \). At the same time, the critical singularities of the plateau transitions are controlled by a series of equivalent unstable fixed points located at precisely half-integer values of the Hall conductance.

APPENDIX B: EXPERIMENTAL \( \beta \) FUNCTIONS

To establish the contact with the experiment we introduce the following quantities

\[
\frac{d\sigma_{xx}}{d\ln zT} = \frac{\beta_{xx}(\sigma_{xx}, \sigma_{xy})}{2 + \gamma(\sigma_{xx}, \sigma_{xy})} = \tilde{\beta}_{xx}(\sigma_{xx}, \sigma_{xy}) \quad (B1)
\]
\[
\frac{d\sigma_{xy}}{d\ln zT} = \frac{\beta_{xy}(\sigma_{xx}, \sigma_{xy})}{2 + \gamma(\sigma_{xx}, \sigma_{xy})} = \tilde{\beta}_{xy}(\sigma_{xx}, \sigma_{xy}). \quad (B2)
\]

Notice that the experimental \( \tilde{\beta}_{xx} \) and \( \tilde{\beta}_{xy} \) functions display the same symmetries as the original ones, \( \beta_{xx} \) and \( \beta_{xy} \).

Next, on the basis of Eqs (72) and (73), which are defined on the interval \( 0 \leq \sigma_{xy} \leq 1 \), one can obtain the explicit expressions for \( \tilde{\beta}_{xx} \) and \( \tilde{\beta}_{xy} \) as follows. First we solve for the quantities \( X \) and \( \eta \)

\[
X = \Phi_{odd}(\sigma_{xx}, \sigma_{xy}); \quad \eta = \Phi_{even}(\sigma_{xx}, \sigma_{xy}), \quad (B3)
\]
where

\[ \Phi_{\text{even}}(\sigma_{xx}, \sigma_{xy}) = \frac{1}{2} - \sqrt{\left(\sigma_{xy} - \frac{1}{2}\right)^2 + \sigma_{xx}^2} \]  

(B4)

\[ \Phi_{\text{odd}}(\sigma_{xx}, \sigma_{xy}) = \ln \left(\frac{\sigma_{xx} - \sigma_{xy}\Phi_{\text{even}}}{\sigma_{xx}}\right). \]  

(B5)

Notice that

\[ \Phi_{\text{even}}(\sigma_{xx}, \sigma_{xy}) = \Phi_{\text{even}}(\sigma_{xx}, 1 - \sigma_{xy}) \]  

(B6)

\[ \Phi_{\text{odd}}(\sigma_{xx}, \sigma_{xy}) = -\Phi_{\text{odd}}(\sigma_{xx}, 1 - \sigma_{xy}). \]  

(B7)

Apparently we have

\[ \frac{d\Phi_{\text{odd}}}{d \ln T} = -\kappa \Phi_{\text{odd}} \]  

(B8)

\[ \frac{d\Phi_{\text{even}}}{d \ln T} = y_{\sigma} \Phi_{\text{even}}, \]  

(B9)

such that \( \Phi_{\text{odd}} \) and \( \Phi_{\text{even}} \) can be identified as the Wegner scaling fields in the problem.

The experimental \( \tilde{\beta} \) functions in the interval \( 0 \leq \sigma_{xy} \leq 1 \) are now obtained as follows

\[ \tilde{\beta}_{xx}(\sigma_{xx}, \sigma_{xy}) = +2\sigma_{xx} \times \left\{ \kappa(\sigma_{xy} - \frac{1}{2})\Phi_{\text{odd}} - y_{\sigma}\sigma_{xx}\Phi_{\text{even}} \right\} \]  

(B10)

\[ \tilde{\beta}_{xy}(\sigma_{xx}, \sigma_{xy}) = -2\sigma_{xx} \times \left\{ \kappa(\sigma_{xx} + \frac{1}{2}\Phi_{\text{even}})\Phi_{\text{odd}} + y_{\sigma}(\sigma_{xy} - \frac{1}{2})\Phi_{\text{even}} \right\} \]  

(B11)

First, it is readily established that the result satisfies \textit{particle-hole symmetry} as it should be

\[ \tilde{\beta}_{xx}(\sigma_{xx}, \sigma_{xy}) = \tilde{\beta}_{xx}(\sigma_{xx}, 1 - \sigma_{xy}) \]  

(B12)

\[ \tilde{\beta}_{xy}(\sigma_{xx}, \sigma_{xy}) = -\tilde{\beta}_{xy}(\sigma_{xx}, 1 - \sigma_{xy}). \]  

(B13)

Secondly, we make use of the statement of \textit{periodicity in} \( \sigma_{xy} \), Eqs (77-79), and extend the expressions for \( \tilde{\beta} \) to include the entire range of \( \sigma_{xy} \), i.e.

\[ \tilde{\beta}_{xx}(\sigma_{xx}, \sigma_{xy}) \rightarrow \tilde{\beta}_{xx}(\sigma_{xx}, \sigma_{xy} + k) \]  

(B14)

\[ \tilde{\beta}_{xy}(\sigma_{xx}, \sigma_{xy}) \rightarrow \tilde{\beta}_{xy}(\sigma_{xx}, \sigma_{xy} + k). \]  

(B15)

As a final step we can next employ the analysis of this Section in a backwards manner and show that the solutions to the differential equations, Eqs (B.1) and (B.2), are indeed given by Eq. (77) with the parameters \( T_{(k)}^{(2)} \) and \( T_{(k)}^{(1)} \) being left undetermined.
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