Abstract

This work demonstrates the ability to produce readily interpretable statistical metrics for model fit, fixed effects covariance coefficients, and prediction confidence. Importantly, this work compares 4 suitable and commonly applied epistemic UQ approaches, BNN, SWAG, MC dropout, and ensemble approaches in their ability to calculate these statistical metrics for the ARMED MEDL models. In our experiment, not only do the UQ methods provide these benefits, but several UQ methods maintain the high performance of the original ARMED method, some even provide a modest (but not statistically significant) performance improvement. The ensemble models, especially the ensemble method with a 90% subsampling, performed well across all metrics we tested with (1) high performance that was comparable to the non-UQ ARMED model, (2) properly deweights the confounds probes and assigns them statistically insignificant p-values, (3) attains relatively high calibration of the output prediction confidence. The MC dropout models showed the lowest performance, and failed to provide non-statistically significant fixed effects covariate coefficients. The SWAG model’s performance was dependent on the learning rate. Specifically, the models with low learning rate underestimated the fixed effect covariate coefficient uncertainty providing very small standard errors causing very significant p-values for all covariate coefficients including for the synthetic probes. Lastly, The BNNs also performed reasonably well, showing good model performance, and almost achieved providing statistically insignificant p-values for the synthetic probe covariate coefficients (depending on your cut off), but did not perform as well as the ensemble approaches for both covariate coefficient statistical significance, or model prediction confidence. The largest potential downside to the ensemble approaches is the increased training time, however as discussed in results, the balance between wall clock time and available computational resources could be achieved through parallelization. Additionally, in many instances the models inference time is more important than training time, for which the ensemble approaches are tied as the fastest of the UQ methods. Based on these results, the ensemble approaches, especially with a subsampling of 90%, provided the best all-round performance for prediction and uncertainty estimation, and achieved our goals to provide statistical significance for model fit, statistical significance covariate coefficients, and confidence in prediction, while maintaining the baseline performance of MEDL using ARMED.
Linear models and standard deep learning approaches assume the data is independent and identically distributed (iid). In biomedical data, there is often a clustering of the input data. For example, samples in medical data are often correlated: (e.g. samples from the same subject, recorded by the same observer, or obtained from the same clinic). In the later case, the clustering can be due to data acquired with slightly different protocols or medical devices (e.g. brand of magnetic resonance imaging device). This clustering of subjects causes the data to be non-iid as subjects from the same grouping are typically more correlated then data from other other groupings. As illustrated in the Simpson’s paradox \cite{Wagner1982} these confounds can lead to Type 1 and Type 2 errors. That is, covariates can be found to have an association with target where none exists (false positive) or vice versa (false negative).

In the statistics community, such clustering is accounted for through the use of linear mixed effects (LME) models. The LME is defined as \( y_s = \beta_0 + \beta_1 x_s + \mu_{0,j} + \mu_{1,j} x_s + \epsilon_s \), where \( x_s \) is the covariate of the \( s \)-th subject, \( y_s \) is the prediction target (dependent variable) for the \( s \)-th subjects, \( \beta_0 \) and \( \beta_1 \) are the fixed effects intercept and slope which apply to the whole population, \( \mu_{0,j} \) and \( \mu_{1,j} \) are the random effects intercept and slope for the \( j \) cluster respectively, and \( \epsilon \) is the error. LME models explicitly separate and quantify the fixed effects, i.e. population effects, using \( \beta \), from the random effects, i.e. cluster specific effects, using \( \mu \). Accounting for random effects by modeling the fixed and random effects separately helps mitigate confounds and decrease Type 1 and Type 2 errors. Additionally, LME models report results with statistically-meaningful characterization including the statistical significance of each covariate coefficient and for the overall multivariate model fit. Importantly, using standard cut-offs (e.g. alpha-criterion \( \alpha = 0.01 \)) this statistical characterization allows for a principled separation of significant and insignificant covariates (e.g. for the general population using the fixed effects covariate coefficient’s significance). A primary limitation of LME models is that they are incapable of capturing non-linear relationships between the covariates and target. Additionally, while nonlinear mixed effects models (NLME) have been proposed they are not data driven and typically require specification (prior knowledge) of nonlinear relations (priors) often in the form of differential equations describing an underlying physical phenomena. In medical applications, such prior knowledge is typically unavailable.
Deep learning (DL) predictive models have achieved successes across all areas of life sciences. They are a universal approximator which can learn any non-linear association between predictors and target in a data driven way [Hornik et al. 1989]. Accordingly, to provide a data driven non-linear mixed effects solution, mixed effects deep learning (MEDL) models have been proposed to combine the strengths of DL with the confound mitigation of LMEs [Nguyen et al. 2022, Simchoni and Rosset 2021, Xiong et al. 2019]. Notably, the Adversarially-Regularized MEDL (ARMED) framework [Nguyen et al. 2022] was found to perform well relative to other MEDL approaches across many tasks. The ARMED framework employs a multi-module architecture to explicitly model both the fixed and random effects, quantify them separately, and combine them to provide a mixed effects prediction. Briefly, the ARMED framework consists of three elements. First, it adds an adversarial network module to testing the conventional models features for their ability to predict cluster membership. It acts as a negative feedback encouraging the conventional network to identify fixed effects that apply to the whole dataset. Second, it adds a random effects network to explicitly capture the random effects (RE), including the option to model the RE intercept, and a linear or non-linear RE slope. The third aspect is the addition of a cluster membership predictor (Z-predictor) allowing the full mixed effects model to be used for prediction on data from clusters unseen during training. The ARMED framework attains, in a data driven way, a non-linear mixed effects association from covariates to targets. This is a critical advance over both the traditional statistical LME model and the statistical non-linear mixed effects models that require known partial or ordinary differential equations to govern the form of the non-linear mixed effects model.

While the ARMED framework empowers deep learning for mixed effects modeling, yielding improved generalization, mitigating confounds and increasing model interpretability, there are several substantial limitations in ARMED curtailing their use in practical situations, such as medical applications. The first limitation is that ARMED does not provide a statistically meaningful measure of feature importance for each covariate. Second it does not provide a statistically meaningful measure of the overall model significance. A final limitation in the ARMED framework, is that it provides only a point estimate of the ME prediction, without any associated prediction confidence. We note that these limitations are common to other proposed MEDL solutions [Simchoni and Rosset 2021, Xiong et al. 2019]. Characterizing covariates and the overall model in a statistically meaningful fashion is essential for neural
networks to become widely trusted among life scientists and clinicians accustomed to characterizations such as p-values and 95% confidence intervals (CIs). Additionally, the characterization of model prediction confidence is critical so that users know when to trust the model. The need to address these key MEDL limitations motivates the this work.

Uncertainty quantification (UQ) methods learn a distribution of models rather than a single model, which is achieved by learning a distribution or multiple sets of model weights. Formally, a UQ DL model estimates a probability density function for the weights given the data: \( p(w|D) \) where \( D = (x_1, y_1), (x_2, y_2) \ldots (x_n, y_n) \) and \( n \) is the number of samples in the data. Specifically this captures epistemic (model) uncertainty. There are multiple methods to estimate model uncertainty for deep learning. In this work we evaluate the suitability of 4 of the most successful approaches. (1) Bayesian neural networks (BNNs) directly estimate a distribution for each weight to estimate a posterior of the weights given the data \( p(w|D) \) [Haußmann et al., 2020], unlike standard networks that just used a point estimate. (2) Stochastic weight averaging Gaussian (SWAG), approximates Bayesian inference by fitting a Gaussian to the first moment of the stochastic gradient decent (SGD) iterates. The distribution of the models weights are defined as a multivariate Gaussian, which can then be sampled from to estimate the model’s posterior [Maddox et al., 2019]. (3) Ensemble methods train multiple conventional models, each learning a single point estimate for each weight in the neural network. Each model is trained with a different perturbation of the training dataset or weight initialization during model training. The set of models is then used to approximate a posterior distribution at inference time [Wilson and Izmailov 2020]. (4) Lastly, Monte Carlo (MC) dropout which has traditionally been used as a regularization method and can also be used at test time to mimic an ensemble method. For the Bayesian approximation, each network neuron is optionally selected for temporary exclusion from the model by sampling from a binomial distribution. The exclusion of neurons occurs both during training and inference to provide a prediction uncertainty [Srivastava et al., 2014, Gal and Ghahramani, 2016a,b]. For all of these UQ methods, the probability distribution of the weights can then be employed to efficiently quantify the model uncertainty. To estimate the overall significance of the model, the traditional approach is permutation testing [Combrisson and Jerbi, 2015]. However permutation testing often requires retraining the complete model up to 10,000 times, depending on the desired alpha criterion, which is computationally
intractable in many problems. UQ via the methods described above mitigates this issue by allowing to directly estimate the significance of the overall multivariate model fit by exploiting the learned distribution of models.

By combining UQ with the state of the art mixed effected deep learning framework, ARMED [Nguyen et al., 2022], this work brings 3 new key capabilities to mixed effects deep learning. In particular it allows the development of MEDL models that not only capture fixed and random effects to mitigate type 1 and 2 errors but also: 1) produces a true probabilistic confidence in the models’s ME prediction, 2) calculates the statistical significance of the overall model: did it truly learn an association between covariates and target, or was it just happenstance?, and 3) estimates the effect size of each FE covariate, its statistical significance, and 95% CI. We evaluate 4 different UQ methods for their suitability for the ARMED framework to achieve these aims, and make a concrete recommendation of which UQ method best attains the above objectives while maintaining or improving the benefits of the ARMED framework. 

To demonstrate this, the UQ-ARMED models are trained and evaluated on the classification for subjects with mild cognitive impairment (MCI) to convert to Alzheimer’s disease (AD) or remain stable within 2 years from their baseline visit. The Alzheimer’s Disease Neuroimaging Initiative data is used due to its large number of longitudinally tracked subjects, and useful covariates. The non-linearity of complex medical data, combined with the clustering of subjects within each site, makes this a suitable dataset to test mixed effects deep learning.
Several methods have been proposed for mixed effects deep learning (MEDL). Recently it has been shown that ARMED outperforms comparables including MeNet, LMMNN, as well as alternative strategies including meta-learning, domain adversarial modes, and models that take the cluster membership as an additional covariate \cite{Nguyen22}. Therefore we have chosen to ARMED as our base mixed effects deep learning framework, that we will enhance through the application of uncertainty quantification (UQ) methods. ARMED models the output as a point estimate, and as such does not intrinsically provide a principled uncertainty quantification in its predictions. While the output from a softmax activation, a commonly used classification activation function, can be interpreted as a confidence, it has been shown to be inaccurate and in particular over estimates the confidence in the category with highest evidence \cite{Monarch21}. Additionally, ARMED does not provide covariate coefficient significance. There are numerous methods for integrating model (aka epistemic) uncertainty including: (1) Bayesian Neural Networks (BNN) trained via Laplace approximations (2) BNNs trained via Markov chain Monte Carlo, (3) BNNs trained via variational Inference, (4) Monte Carlo (MC) Dropout, (5) ensemble approaches, and (6) Stochastic Weight Averaging Gaussian (SWAG) \cite{Maddox19}. Laplace approximation, with its required calculation of the Hessian for complex architectures, often contains millions of parameters rendering it in practice to be computationally expensive, non-trivial, and error prone. Markov chain Monte Carlo (MCMC) requires integrating over the model weights of the model to estimate the prior and posterior distribution. This requires many model samples, many of which are discarded as burn in samples. These factors often make Laplace approximations MCMC intractable for large models \cite{Mena22, Abdullah22}. These methods were therefore excluded from this work. Instead, this work focuses on 4 UQ approaches including three practical and commonly employed approaches \cite{Abdullah22}, BNNs trained via variational inference (hence forth referred to as simply BNNs), MC dropout, and ensemble models. We also include SWAG which is a relatively newer but efficient approach \cite{Maddox19}. Collectively, the approaches considered are representative of the wide variety of methods proposed for UQ, enabling a comprehensive evaluation of the suitability of UQ for MEDL, specifically ARMED.
2.1 UNCERTAINTY QUANTIFICATION ARMED MODELS

This work integrates UQ into the ARMED framework in order to obtain 3 objectives: (1) produce an accurate probabilistic confidence in the model’s ME prediction, allowing for the user to better determine when to trust the models prediction, (2) calculate the statistical significance of the overall model, to determine whether the model learned a genuine covariate to target association, (3) provide statistically-meaningful characterizations of each covariate including the effect size statistical significance and the 95% confidence interval (CI).

For the overall model, hyperparameters are held consistent with the original ARMED network [Nguyen et al., 2022], however each UQ method has a different hyperparameter to optimize (e.g. for the MC dropout model, the dropout rate). To ensure that each of the 4 UQ methods is not hindered by a specific selection of the hyperparameter, 3-5 reasonable values for these hyperparameters are tested for each model, as described in sections 2.1.1, 2.1.2, 2.1.4, and 2.1.3, and reported individually in the results. To provide a distribution of weights, the weight posterior is sampled 30 times for each UQ method. For the ensemble methods, this requires 30 models to be trained, but for the other UQ methods that allow for direct sampling from the posterior, a single model is trained. Note that in adding UQ to ARMED we do not expect performance to increase, rather we aim to achieve the above 3 practical goals while maintaining the performance of the original ARMED approach.

2.1.1 Bayesian Neural Networks for uncertainty quantification in mixed effects deep learning

For conventional networks with multiple layers, making any single layer Bayesian causes the training to learn a distribution of model weights, which is sufficient to calculate the model uncertainty. However, since we do not know a priori which subset of the layers to make Bayesian, this is treated as a hyperparameter in our experiments. To keep the number of models reasonable comparisons are made between models that have the first, last, or all layers Bayesian. Each layer selected to be Bayesian replaces each point estimate weight (scalar) with two values, a mean, and a variance that define Gaussian probability distribution for each weight. Other probability distributions are possible, however Gaussian distributions are typically used, unless there is prior knowledge that suggests a different distribution would perform better based on the dataset. As mentioned above, these models are trained via variational inference to
maximize the Evidence Lower Bound (ELBO), \( ELBO = \left[ \log p(X|W) \right] - D_{KL}(q(W)||p(W)) \), that consists of the log likelihood and the KL divergence between the posterior and a prior distribution and \( q(W) \) that defines a surrogate posterior approximating the true posterior. As our weights are modeled as a Gaussian, our prior distribution is also a Gaussian with 0 mean and unit variance.

### 2.1.2 SWAG for uncertainty quantification in MEDL

Similar to BNNs, SWAG is able to construct a distribution of model weights from training a single model, and thus also produces a posterior distribution of model weights that can be sampled from. However, rather than estimate each weight as a distribution like BNNs, SWAG estimates the variance/covariance matrix for the models weights. To achieve this, after training until model convergence, SWAG samples the local minima by continuing to train with SGD and a constant learning rate to estimate the variance/covariance of the weights within the local minima. There are two primary SWAG variations: the first, which is the full SWAG approach estimates the complete variance-covariance matrix, while the second estimates the diagonal variance matrix. For clarity, we refer to the approach which estimates the full variance-covariance matrix as SWAG-full, and the latter approach as SWAG-diag. We note that the SWAG-full approach explicitly estimates off diagonal covariance, which is not attained by other UQ methods such as BNN and thereby motivated to compare these UQ methods. For SWAG-full, the variance and variance co-variance matrix are scaled by half prior to summing as suggested in the original manuscript. This essentially provides the mean value between the estimated co-variance matrix, and the diagonal used in the SWAG-diag. Also, as described in the SWAG manuscript, the model is trained until convergence prior to estimating the weight variance and covariance matrices. For a fair comparison to the other methods, the model is trained to convergence using the same optimizer. An additional 30 training iterations with a consistent learning rate is then used to estimate the variance and co-variance matrices. For each SWAG model, the estimated variance and co-variance matrices depend on the learning rate as described in the original manuscript [Maddox et al., 2019]. If the learning rate is too small not enough variance will be captured while sampling for the variance/co-variance matrix. If the learning rate is too large, the model may diverge from the local minima it is sampling from. Therefore, we test 4 different learning rates for comparison: 1e-1, 1e-2, 1e-3, and 1e-4 for each of
the SWAG UQ methods. This set of learning rates were chosen to span multiple orders of magnitude commonly seen for learning rates, while simultaneously limiting the number models to train.

2.1.3 Monte Carlo dropout for uncertainty quantification in mixed effects deep learning

MC dropout is a simpler approach to estimate model uncertainty when compared with BNNs and SWAG, but has also been shown to be an effective UQ method [Srivastava et al., 2014, Gal and Ghahramani, 2016a,b]. To provide UQ, MC dropout randomly sets layer’s input activation’s to zero, and is often used as a regularization method while training. However, to estimate the model uncertainly multiple inferences are taken for each provided input, each time with different activation’s being set to zero. MC dropout can be seen as an Bayesian estimate the models the weights, with the posterior modeled as a binomial distribution. The most important hyperparameter for MC dropout is the dropout rate that determines the number of input activation’s to set to zero for each layer. Too large of a fraction, and the model does not have enough information to use for prediction, too small of a fraction and the model may underestimate the uncertainty. For our experiments we tested a dropout rate in increments of 0.1 from 0.1 to 0.5: 0.1, 0.2, 0.3, 0.4, and 0.5. This selection covers a large range of possible dropout rates, while maintaining a reasonable number of models to train and compare.

2.1.4 Ensemble approaches for uncertainty quantification in mixed effects deep learning

Unlike the preceding UQ methods which train only a single model to obtain a distribution of learned models, the ensemble UQ approach trains a set of deterministic models from different randomly chosen subsets of the data, or from different random initializations. After training, the distribution of conventional models can are used to make a distribution of predictions (one per conventional model) which subsequently allow for model uncertainty to be estimated. To ensure that the models are trained differently some perturbation on the training of the model is required. To provide this perturbation, we used (1) different model initializations, (2) sub-sampling of the training data with 70, 80, or 90% of the data for the model to train on. This allows us to compare different ensemble methods (e.g. initializations, and sub-sampling). The probability distribution of the model may depend on the amount of sampling from the data, but we didn’t want sample less than 70% of the data as to not effect the final models.
performance. To enable fair comparison with the other UQ methods, a total of 30 conventional models are trained for each variety of ensemble methods.

2.1.5 Network architecture and initialization

For each experiment, all networks are trained consistently e.g., same optimizer and learning rate. The models configuration (a.k.a hyperparameters) are as consistent as possible, only modifying when necessarily for the specific Bayesian method with the ranges defined in the above sections: the BNN have additional weights to model the variance of the weights, SWAG trains for an additional 30 epochs post convergence with different learning rates, ensemble methods use different training perturbations, and MC dropout includes different dropout rates. Specific hyperparameters are included in supplemental table 6.1 and identical to the original ARMED manuscript [Nguyen et al., 2022]. Adversarial networks, including the adversarial network in ARMED, can be hard to train and sometimes diverge [Nowozin et al., 2016]. Therefore, to provide the best comparison between the ARMED and the UQ-ARMED models we initialize the ARMED and all UQ-ARMED models with an equivalent set of weights for each fold that was found to converge well for the ARMED model. Some modifications are required for compatibility with the UQ method. For the BNN, the initial starting average of the distribution is set to the initial deterministic weight from the ARMED model. For the SWAG, MC dropout and subsampling ensemble models, the initial weights are the same as the ARMED model. However, for the random initializations UQ model it is not possible to set all initial weights to be the same, so each model is independently initialized.

2.2 DATA PARTITIONING

To help provide an estimate of generalizable performance for deep learning models, data splitting for training and evaluation is essential. For the MCI conversion experiment, the training data and seen test data consists of the largest 20 study sites from ADNI, and the remaining 34 sites are held out for the un-seen test data. 10 fold cross validation was used to partition the 20 sites into a training and seen-test set. To allow a fair comparison against the original ARMED [Nguyen et al., 2022] the same data partitioning strategy is used.
2.3 PROBE GENERATION

A fundamental goal of ARMED is to mitigate confounds. To test that this is being achieved, artificial covariates are added, as in the original ARMED manuscript. 5 probes are generated that are non-linearly associated with each site and the probability of conversion, but not associated with biological relevance. These probes are then added to the covariates to evaluate the ability for each network to provide non-significant statistical covariate coefficients for the 5 probes.

2.4 PERFORMANCE METRICS AND METHODS FOR COMPARISON BETWEEN UQ METHODS.

To compare the ability of the UQ methods to achieve our goals of the following subsections describe the comparison for: model predictive power equivalent to ARMED and significance of model fit, ability to provide non-statistically significant fixed effects covariate coefficients to the probes, and calibration of model prediction, the following metrics are compared.

2.4.1 Model Prediction Performance

Standard performance metrics are used to compare overall predictive power between the standard ARMED and the Bayesian methods. These performance metrics include: AUROC Balanced accuracy (at Youden), AUROC, F1, F1 score, Spec at Youden, Sens at Youden.

2.4.2 Calculation of statistical significance for model fit

At inference time, the models weights are sampled 30 times to produces a distribution of model balanced accuracy. To scale the balanced accuracy between –infinity and +infinity, which is ideal for statistical testing of accuracy, as it’s range is limited to between 0-1, the \( \log(\frac{p}{1-p}) \) transform is used. To provide a statistical significance for model fit, this transformed distribution is then compared to correspondingly scaled chance performance \( \log(\frac{0.5}{1-0.5}) = 0 \) using a 1 sided t-test where the null hypothesis is \( H_0: \) model performance \( \leq \) to chance performance. We use a one sided test as we’re specifically interested in determining if the model’s performance is larger than chance. Rejecting this null hypothesis means that
the model has learned a mapping of the input covariates to the target which is statistically significant for a given alpha criterion (false positive rate), where we define $\alpha = 0.05$. While k-fold is a vital method in deep learning to minimize the generalization error, one wrinkle from k-fold cross validation approach is that this yields multiple models, each with their own statistical metrics. To remedy this, pooled statistical values across the models are calculated using the Satterthwaite approximation. The Satterthwaite approximation is used such that no assumption about the equality of the variances across folds needs to be made. The Satterthwaite provides an estimation of the standard error and degrees of freedom such that $SE = \sqrt{\sum_{i}^{k} \frac{s_i^2}{n_i}}$, in contrast to the un-pooled standard error $SE = \sqrt{\frac{s^2}{n}}$ where $s^2$ is the variance, $n$ is the number of samples, and $i$ is the i-th sample. The Satterthwaite estimation for the degrees of freedom is calculated to be $df = \frac{(\sum_{i}^{k} s_i^2)^2}{\sum_{i}^{k} (\frac{1}{n_i-1}) (s_i^2)^2}$. The pooled $SE$ and $df$ can then be used to calculate a pooled $T$ and corresponding $T$ value.

2.4.3 Calculation and comparison of statistical significance for covariate coefficients

The ARMED model is by definition a non-linear model. Therefore, estimating the covariate coefficient can be non-trivial. Gradient methods are a common approach to estimate the covariate coefficient for a deep learning model (TODO cite Grad-Cam and others?). ARMED employs a similar approach to estimate the mixed, fixed, and random, and effects covariate coefficient values. Specifically, we use: $\frac{\partial y}{\partial x}$, $\frac{\partial y}{\partial x}$, $\frac{\partial y}{\partial x}$, respectively. As each input matrix $X$ will provide $p$ (number of samples) estimates for each covariate coefficient averaging is used to summarize these estimates into a single covariate measure. There are two reasonable approaches we could use, (1) take the gradient for each input vector, e.g. $ave(\frac{\partial y}{\partial x})$, (2) average the input vector and then take the gradient e.g. $\frac{\partial y}{\partial \bar{x}}$. In the results we focus on (1), but also provide (2) in the supplemental. The benefits and limitations to each method is further discussed in the discussion section.

Sampling from the model’s weight posterior allows us to calculate a distribution of the covariate coefficients. Similarly to the model fit statistical significance, this allows us to compute a statistical significance for each covariate coefficient. Analogous to the linear mixed effects model, our null hypothesis is: $H_0 : \beta = 0$ for each covariate coefficient, and a two sided t-test is used as we also want to account for covariate directionality. Similarly to the model fit section 2.4.2 we pool these statistics across the k folds via the Satterthwaite approximation.
2.4.4 Model confidence

As the UQ methods provide a distribution of prediction, a confidence in that prediction can be calculated. To determine the validity of this confidence, a comparison between the confidence of the correctly and in-correctly predicted subjects is used. Well calibrated prediction confidence will show lower confidence on the subjects that are incorrectly predicted. The larger difference between the confidence of the correctly and incorrectly predicted subjects, the more accurate the model confidence.

The prediction confidence of the model is defined as the integral over the prediction probability with respect to the prediction. This integral is taken either side of the decision boundary(s) (e.g. 0.5 for a 2 class classifier). The max value for the integral between each decision boundary is then used as the confidence. Sampling from the posterior provides a discrete distribution of predictions, and therefore a sum takes place of the integral, which is then normalized to the total number of samples. For example, if after producing 30 predictions for a binary classification problem, 3 predictions are for class 0, and 27 for class 1, then the confidence would be max(3/30, 27/30), or 90% confidence for a prediction of class 1. To pool across folds for the seen sights, each Bayesian deep learning method provides a single confidence for each subject. Therefore there is no need to pool, rather a simple concatenation providing a confidence score for each subject in the seen test data is all that is needed. To pool across folds for the unseen sites each method will provide k (where k is the number of folds) confidences. To eliminate the possibility of averaging confidences across models that make different predictions, a joint distribution is calculated across k folds and a final confidence is calculated based on that joint probability distribution.

2.4.5 Train and inference time comparison

A final practical consideration for these methods is the amount of computational resources they use. Therefore, the training and inference time for these models is recorded and compared. For comparison both training and inference time across the different ARMED methods is measured and summarized across the k-folds.
2.5 EXPERIMENTAL MATERIALS

2.5.1 Alzheimer’s Disease Neuroimaging Initiative (ADNI) dataset

The ADNI dataset is used to provide a real word application to test and compare the UQ-ARMED methods on. As described in sec 3.1, UQ-ARMED methods are compared for the prediction of if a subject with mild cognitive impairment (MCI) will convert to Alzheimer’s disease (AD) within 24 months. The data included in this study in ADNI are are MCI subjects with baseline demographic information, cognitive scores, tabular summary metrics from neuroimaging measurements, and biomarker measurements, with a follow up diagnosis in 24 months. This provides a total of 42 features. The follow up diagnosis provides the target for each subject. Subjects that convert to AD within 24 months are labeled as progressive MCI (pMCI), and the remaining subjects that do not convert are labeled as stable MCI (sMCI). Correlation between subjects from different sites can be caused from differences in imaging protocols and inter-rater variability. To explicitly account for the site confound, it is modeled as the random effect.

A total of 719 subjects from 54 sites match our requirements, 392 from the 20 sites with the largest number of subjects are included in the training and seen test (with k-fold applied), and the unseen test consists of the remaining 327 from 34 sites. 27.041% of the subjects training and seen test are pMCI, and 37.615% of the unseen subjects pMCI.
CHAPTER 3
Experimental Results

3.1 APPLICATION OF UQ-ARMED TO DISTINGUISH STABLE VERSUS PROGRESSIVE MCI

An mild cognitively impaired (MCI) patient is a subject with a cognitive disorder including memory and executive function issues which don’t yet impair daily activities. This experiment compares non-UQ ARMED (the original ARMED approach), and ARMED with 4 different UQ methods for the two-category classification task of predicting whether an MCI patient has stable (sMCI) or progressive (pMCI) MCI. A pMCI patient is a subject whose symptoms worsen within 24 months from baseline to full Alzheimer’s disease (AD) where cognitive issues impair daily activities. sMCI patients are subjects who retain stable in their MCI diagnosis at the 24 month follow up. The primary random effect in this cross-sectional dataset is from correlation among samples from the same site. There are 54 different sites in the data. Subjects from 20 sites are used for training (partitioned into training and test data from seen sites), and the remaining sites are held out as test data from unseen sites. As summarized in materials section 2.5.1, the tabular summary data provided by ADNI (i.e. ‘ADNIMERGE’) are the 42 input covariates. A dense feed-forward neural network (AKA a multi layer perception (MLP)) was chosen as the conventional model, as this architecture is most suitable to learn from such tabular data. Comparable UQ ARMED models are constructed by adding the appropriate modification, as described in methods sections 2.1.1, 2.1.2, 2.1.3, and 2.1.4, and evaluated as described in section 2.4, with hyperparameters defined in sup 6.1. Across the models, we compare predictive performance, statistical significance for model fit, statistical significance of the covariates including the synthetic probes, and the calibration of the prediction confidence.

3.2 PREDICTIVE PERFORMANCE COMPARISON

As defined in the introduction, the goals of this work is to provide UQ for the models, while also maintaining the high performance archived by the non-UQ ARMED model. For this experiment, the non UQ ARMED model achieved an AUROC of 0.879 and 0.799 on the seen and unseen test data, respectively.
Figure 3.1: Comparison of AUROC performance of the tested UQ-ARMED methods, with error bars indicating the pooled standard error across the 30 draws from the model distribution. Chance performance is displayed as a red dashed line. All models perform significantly better than chance. Exact AUROC values and 95% CI are reported in table 3.1 under the AUROC column. A. AUROC on the seen-site test data. B. AUROC on the unseen-site test data. Models highlighted by green text are focused on in subsequent main results figures, figures for other models found in supplementary materials.

Fig. 3.1 provides a comparison of AUROC across the models, and table 3.1 provides all performance metrics for each model, including the 95% CI for seen and unseen test data, and the overall model fit for the data calculated as described in 2.4.2. Based on the 95% confidence interval (CI) of model performance, many UQ-ARMED methods (bolded in 3.1) achieve the same (non-statistically different) or better performance when compared to non-UQ ARMED, fulfilling the performance objective. Among UQ methods, we observe that all MC dropout models decreased performance significantly. Because of this, our remaining results analysis focuses on higher performing models, specifically: BNN All, Ensemble sampling with 0.9 fraction, and SWAG-diag with a learning rate=0.1. Results for lower performing UQ methods are included in the supplementary material.

3.3 STATISTICAL SIGNIFICANCE FOR COVARIATE COEFFICIENT

The previous section focused on the performance and performance uncertainty, this section focuses on the statistical significance of the estimated co-variate coefficients for the fixed effects model. Table 3.2 provides summary values for each of the models. These summary metrics show the p value, absolute
| Model                         | p          | AUROC | Accuracy Spec. at Youden | Sens. at 90% Spec. | Sens. at 80% Spec. | Sens. at 70% Spec. |
|------------------------------|------------|-------|--------------------------|-------------------|-------------------|-------------------|
| Non UQ ARMED                 | <0.001     | 0.878 | nan - nan                | 0.795             | nan - nan         | 0.745             |
| BNN First                    | <0.001     | 0.869 | 0.862 - 0.877            | 0.795             | 0.780 - 0.810     | 0.817             |
| BNN Last                     | <0.001     | 0.873 | 0.870 - 0.877            | 0.806             | 0.786 - 0.825     | 0.832             |
| BNN All                      | <0.001     | 0.874 | 0.869 - 0.879            | 0.793             | 0.768 - 0.818     | 0.817             |
| SWAG-diag lr=0.1             | <0.001     | 0.895 | 0.888 - 0.903            | 0.801             | 0.763 - 0.838     | 0.849             |
| SWAG-diag lr=0.01            | 0.0008     | 0.837 | 0.696 - 0.978            | 0.769             | 0.685 - 0.852     | 0.843             |
| SWAG-diag lr=0.0001          | <0.001     | 0.874 | 0.873 - 0.876            | 0.791             | 0.776 - 0.805     | 0.841             |
| SWAG-diag lr=0.00001         | <0.001     | 0.878 | 0.878 - 0.878            | 0.791             | 0.791 - 0.791     | 0.846             |
| SWAG-full lr=0.1             | 0.5082     | 0.763 | 0.560 - 0.967            | 0.663             | 0.508 - 0.818     | 0.687             |
| SWAG-full lr=0.01            | 0.3556     | 0.763 | 0.567 - 0.959            | 0.668             | 0.548 - 0.789     | 0.733             |
| SWAG-full lr=0.001           | 0.0092     | 0.827 | 0.721 - 0.934            | 0.738             | 0.648 - 0.829     | 0.767             |
| Ensemble MC sample 70%       | <0.001     | 0.887 | 0.846 - 0.909            | 0.781             | 0.727 - 0.835     | 0.836             |
| Ensemble MC sample 80%       | <0.001     | 0.888 | 0.859 - 0.918            | 0.792             | 0.743 - 0.842     | 0.846             |
| Ensemble MC sample 90%       | <0.001     | 0.882 | 0.868 - 0.916            | 0.800             | 0.752 - 0.849     | 0.852             |
| MC Dropout 10%               | <0.001     | 0.791 | 0.754 - 0.828            | 0.726             | 0.683 - 0.770     | 0.750             |
| MC Dropout 20%               | 0.0018     | 0.744 | 0.687 - 0.801            | 0.703             | 0.653 - 0.753     | 0.770             |
| MC Dropout 30%               | 0.0177     | 0.773 | 0.714 - 0.831            | 0.724             | 0.667 - 0.782     | 0.751             |
| MC Dropout 40%               | 0.1116     | 0.705 | 0.636 - 0.774            | 0.668             | 0.606 - 0.73      | 0.695             |
| MC Dropout 50%               | 0.0526     | 0.709 | 0.633 - 0.786            | 0.681             | 0.618 - 0.745     | 0.727             |
| Ensemble MC sample 90%       | 0.0059     | 0.831 | 0.728 - 0.943            | 0.745             | 0.656 - 0.835     | 0.772             |
| Ensemble Random Initializations | <0.001   | 0.892 | 0.858 - 0.927            | 0.798             | 0.736 - 0.841     | 0.836             |
| Ensemble MC sample 70%       | <0.001     | 0.877 | 0.846 - 0.909            | 0.781             | 0.727 - 0.835     | 0.836             |
| Ensemble MC sample 80%       | <0.001     | 0.888 | 0.859 - 0.918            | 0.792             | 0.743 - 0.842     | 0.846             |
| Ensemble MC sample 90%       | <0.001     | 0.882 | 0.868 - 0.916            | 0.800             | 0.752 - 0.849     | 0.852             |
| MC Dropout 10%               | <0.001     | 0.791 | 0.754 - 0.828            | 0.726             | 0.683 - 0.770     | 0.750             |
| MC Dropout 20%               | 0.0018     | 0.744 | 0.687 - 0.801            | 0.703             | 0.653 - 0.753     | 0.770             |
| MC Dropout 30%               | 0.0177     | 0.773 | 0.714 - 0.831            | 0.724             | 0.667 - 0.782     | 0.751             |
| MC Dropout 40%               | 0.1116     | 0.705 | 0.636 - 0.774            | 0.668             | 0.606 - 0.73      | 0.695             |
| MC Dropout 50%               | 0.0526     | 0.709 | 0.633 - 0.786            | 0.681             | 0.618 - 0.745     | 0.727             |

Table 3.1: Performance comparison for the prediction of stable vs. progressive mild cognitive impairment. P-values and confidence intervals were computed using pooled performance, see 2.4.2. Models who’s 95% CI performance included or exceeded the non-UQ ARMED model are bolded.
Figure 3.2: Coefficient covariate estimation and calculated uncertainty for 3 models with high predictive performance. Each plot shows the mean, and 95% CI for each estimated covariate coefficient. Statistical significance is provided on the left and color coded to green: highly significant ($p < 0.01$), orange: significant ($0.01 < p < 0.05$), blue: trending to significance ($0.05 < p < 0.1$), and black: not significant ($p > 0.1$). Synthetic probes, defined in section 2.3, are displayed in red, and all other biological covariates are black. A. Absolute value of the covariate coefficient for the Ensemble model with a 90% sampling of the data. B. Absolute value of the covariate coefficient for the BNN model with all layers Bayesian. C. Absolute value of the covariate coefficient for the SW AG-diag model with a 0.1 learning rate. Models shown here, are highlighted in green in fig 3.2. Coefficient covariate estimation for all other models can be found in 6.1.

value, and the rank for the fixed effect of the covariate of the most sadistically significant and highest rank synthetic probes. As the probes calculated to be random effects, high performing models should not provide statistically significant $p$-values. Overall the ensemble methods successfully deweighted the probes. Specifically, the ensemble with a 0.9 sampling model’s highest ranked probe was ranked the 25th most important feature, and also assigned the probes insignificant $p$-values ($p-value > 0.05$), and not trending ($p-value > 0.1$) (table 3.2). The BNN methods also deweighted the probes, however is provided one of them (20% of them) a statistically trending $p$-value (0.0669). Some SWAG models successfully deweighted the probes and assigned them insignificant $p$-values, e.g. SWAG-diag lr=0.01. While other SWAG models did not deweight the probes and assigned them statistically significant $p$-values. Lastly, the MC dropout models failed to deweight the probes and assigned them statistically significant $p$-values.
Table 3.2: Summary of synthetic probe fixed effects covariate coefficient. This table provides the statistical metrics for the fixed effects covariate coefficient for the probes with the smallest p, and largest coefficient. Rank is the location of the probe when ranked by the absolute value of the coefficient. Coef and p is covariate coefficient and p-value of the probe, respectively, as described in 2.4.3. Bolded UQ methods provided non-statistically significant p-values for all probes, and ranked them as low, or lower than the non-UQ ARMED model. NA = not applicable. The models in green are displayed in fig 3.2.
3.4 PREDICTION CONFIDENCE COMPARISON

Results section 3.2 and 3.3 both focus on generating model statistics comparable to the linear mixed effects model. However, UQ methods also allow us to provide a prediction probability distribution, allowing for a prediction confidence to be calculated as described in section 2.4.4. To compare the validity of the prediction confidence for each Bayesian deep learning method, we compare the confidence calibration scores. In particular if the model’s prediction confidence is accurate, we expect that a models confidence should be higher for its correct predictions (correctly classifying a subject as sMCI vs pMCI) than its incorrect predictions. Calibration of prediction confidence is calculated and compared for each model, as described in section 3.3.

The prediction confidence for 3 top performing models is provided in 3.2, and the remaining in the supplemental 6.1, and a summary in table 3.2. Between the BNN all, the SWAG-diag lr=0.1, and the ensemble method with a subsampling of 90%, the ensemble method provided best prediction confidence calibration providing a mean separation between the confidence of correctly and incorrectly predicted subjects of 6% basis points for the seen test data and 3.6% basis points for the unseen site data and a highly statistically significant difference between the confidence of the incorrectly predicted and correctly predicted subjects. The Bayesian methods showed a smaller, but still statistically significant different between the correctly predicted and incorrectly predicted confidences with a mean difference of 1.1% and 0.7% basis points for the seen and unseen test data respectively. Some of the SWAG methods also provided a statistically significant difference between the confidence of the correctly and incorrectly predicted subjects, for example the SWAG-diag with a lr=0.1 showed a statistically significant difference in confidence of 2.9% and 2.0% for the seen and unseen test data respectively. Additionally, for many models including the ensemble model with a sampling of 90%, the confidence for un-seen test data is lower for both the correctly and incorrectly predicted subjects when compared to the seen test data. This is an favorable characteristic as we expect models to be less confident on out of distribution data, which, by definition, un-seen test data is iid.
| Model                        | Train Correct | Incorrect | Difference | p      | Seen Site Correct | Incorrect | Difference | p      | Unseen Site Correct | Incorrect | Difference | p      |
|------------------------------|---------------|-----------|------------|--------|-------------------|-----------|------------|--------|-------------------|-----------|------------|--------|
| Non UQ ARMED                 | 1.000         | 1.000     | 0.000      |        | 1.000             | 1.000     | 0.000      |        | 1.000             | 1.000     | 0.000      |        |
| BNN First                    | 0.997         | 0.984     | 0.013      | <.0001 | 0.998             | 0.979     | 0.020      | 0.0003 | 0.989             | 0.981     | 0.008      | 0.0004 |
| BNN Last                     | 0.996         | 0.980     | 0.017      | <.0001 | 0.996             | 0.984     | 0.012      | 0.0325 | 0.993             | 0.990     | 0.002      | 0.168  |
| BNN All                      | 0.995         | 0.979     | 0.016      | <.0001 | 0.992             | 0.981     | 0.011      | 0.108  | 0.993             | 0.986     | 0.007      | 0.002  |
| SWAG-diag lr=0.1             | 0.989         | 0.928     | 0.061      | <.0001 | 0.987             | 0.958     | 0.029      | 0.0007 | 0.971             | 0.951     | 0.020      | <.0001 |
| SWAG-diag lr=0.01            | 0.965         | 0.925     | 0.040      | <.0001 | 0.950             | 0.928     | 0.022      | 0.1521 | 0.938             | 0.911     | 0.027      | <.0001 |
| SWAG-diag lr=0.001           | 0.999         | 0.996     | 0.003      | 0.0023 | 1.000             | 0.996     | 0.004      | 0.019  | 0.998             | 0.997     | 0.001      | 0.4277 |
| SWAG-diag lr=0.0001          | 1.000         | 1.000     | 0.000      | 1.000  | 1.000             | 1.000     | 0.000      | 1.000  | 1.000             | 1.000     | 0.000      | 1.000  |
| SWAG-full lr=0.1             | 0.829         | 0.686     | 0.142      | <.0001 | 0.817             | 0.694     | 0.123      | <.0001 | 0.742             | 0.673     | 0.069      | <.0001 |
| SWAG-full lr=0.01            | 0.870         | 0.699     | 0.171      | <.0001 | 0.861             | 0.701     | 0.160      | <.0001 | 0.803             | 0.783     | 0.019      | 0.0022 |
| SWAG-full lr=0.001           | 0.920         | 0.818     | 0.102      | <.0001 | 0.911             | 0.830     | 0.080      | <.0001 | 0.877             | 0.858     | 0.019      | 0.0021 |
| SWAG-full lr=0.0001          | 0.926         | 0.844     | 0.082      | <.0001 | 0.914             | 0.853     | 0.061      | 0.0007 | 0.879             | 0.870     | 0.009      | 0.1475 |
| Ensemble Random Initializations | 0.947       | 0.788     | 0.159      | <.0001 | 0.927             | 0.789     | 0.138      | <.0001 | 0.808             | 0.761     | 0.047      | <.0001 |
| Ensemble MC sample 70%        | 0.942         | 0.780     | 0.162      | <.0001 | 0.936             | 0.870     | 0.065      | <.0001 | 0.887             | 0.864     | 0.023      | <.0001 |
| Ensemble MC sample 80%        | 0.953         | 0.827     | 0.127      | <.0001 | 0.945             | 0.878     | 0.067      | <.0001 | 0.909             | 0.873     | 0.036      | <.0001 |
| Ensemble MC sample 90%        | 0.964         | 0.866     | 0.097      | <.0001 | 0.954             | 0.894     | 0.060      | 0.0001 | 0.916             | 0.881     | 0.036      | <.0001 |
| MC Dropout 10%               | 0.965         | 0.897     | 0.068      | <.0001 | 0.953             | 0.896     | 0.057      | <.0001 | 0.938             | 0.924     | 0.014      | 0.0015 |
| MC Dropout 20%               | 0.938         | 0.854     | 0.084      | <.0001 | 0.920             | 0.891     | 0.029      | 0.0642 | 0.918             | 0.908     | 0.010      | 0.0336 |
| MC Dropout 30%               | 0.938         | 0.852     | 0.086      | <.0001 | 0.914             | 0.870     | 0.044      | 0.0041 | 0.898             | 0.882     | 0.017      | 0.0006 |
| MC Dropout 40%               | 0.924         | 0.862     | 0.062      | <.0001 | 0.898             | 0.892     | 0.006      | 0.6528 | 0.912             | 0.898     | 0.014      | 0.0005 |
| MC Dropout 50%               | 0.929         | 0.871     | 0.058      | <.0001 | 0.917             | 0.892     | 0.025      | 0.0172 | 0.920             | 0.900     | 0.020      | <.0001 |

Table 3.3: Each model’s mean prediction confidence for the correctly (correct) and incorrectly (incorrect) predicted MCI conversion, as calculated in sec 2.4.4. The difference and p columns, are the difference in confidence between the correctly and incorrectly predicted subject and associated p-value calculated using a 2 sided students t-test, respectively. The larger the difference, the more accurate the confidence in prediction. The models in green are displayed in Fig 3.3.
Figure 3.3: Box plots for comparison of the prediction confidence of correctly and incorrectly predicted subjects per model, for 3 models with high predictive performance. Models shown are consistent with Fig. 3.2. Confidence is calculated as described in sec 2.4.4. The x-axis groups the prediction confidence based on the correctly and incorrectly predicted samples. Columns show the distributions on the training, seen-site test data, and unseen-site test data, left to right, for each model. A. Prediction confidence for Ensemble model with a 90% sampling of the data. B. Prediction confidence for BNN model with all layers Bayesian. C. Prediction confidence for SWAG-diag model with a 0.1 learning rate. Models shown here, are highlighted in green in fig 3.3. Model confidence for all other models can be found in 6.3.3

3.5 TIME COMPARISON

Overall, the training time for the ensemble methods take about 30 times longer to train than the other models, which is as expected given that the ensembles require training 30 independent models 3.4. However, this training task is an embarrassingly parallel problem, meaning that the models could be trained independently in parallel, and as many ML practitioners have access to such parallel compute infrastructure this may not be a barrier. The inference time for all Bayesian deep learning models, excluding the SWAG models, is about 30 times longer than the regular ARMED models. This is also expected as each model is required to produce 30 predictions to estimate the posterior distribution. The
Figure 3.4: Training and inference time for the non-UQ ARMED and the different UQ-ARMED models.

A. Training time for each model. B. Inference time for each model, with 30 samples from the models weights.

SWAG models required about 50 times the inference time. The additional time is due to the sampling of the co-variance matrices. However, after the UQ models have been trained, each inference for all UQ models is independent, and thus could also be paralleled, effectively reducing the inference by 30x. For all models except SWAG this would make the inference time equivalent to the non-UQ ARMED model, given enough compute. Additionally, with a minor update to SWAG, the sampling of the variance/co-variance weight matrix could be completed and saved. This would make inference time for SWAG equivalent to the other UQ methods. While it would also be possible to increase inference time for the non-UQ ARMED model with faster compute, inference through a single model is sequential, and not readily parallelizable, therefore keeping all timing metrics relative and additional compute would still compensate for the additional training and inference time.
| Model                           | Training Time (s) | Inference Unseen Site Test (s) |
|--------------------------------|-------------------|-------------------------------|
| BNN All                        | 8.23              | 1.92                          |
| BNN First                      | 5.73              | 1.91                          |
| BNN Last                       | 6.06              | 6.70                          |
| Ensemble MC sample 70%         | 118.01            | 1.89                          |
| Ensemble MC sample 80%         | 119.47            | 1.91                          |
| Ensemble MC sample 90%         | 119.57            | 1.92                          |
| Ensemble Random Initializations| 114.76            | 1.92                          |
| MC Dropout 10%                 | 4.34              | 1.89                          |
| MC Dropout 20%                 | 4.14              | 1.88                          |
| MC Dropout 30%                 | 4.32              | 1.90                          |
| MC Dropout 40%                 | 4.14              | 1.93                          |
| MC Dropout 50%                 | 4.19              | 1.90                          |
| Non UQ ARMED                   | 4.94              | 0.06                          |
| SWAG-diag lr=0.0001            | 10.76             | 2.91                          |
| SWAG-diag lr=0.001             | 11.15             | 2.93                          |
| SWAG-diag lr=0.01              | 10.59             | 2.92                          |
| SWAG-diag lr=0.1               | 10.56             | 2.89                          |
| SWAG-full lr=0.0001            | 11.52             | 3.01                          |
| SWAG-full lr=0.001             | 11.61             | 2.91                          |
| SWAG-full lr=0.01              | 11.59             | 2.96                          |
| SWAG-full lr=0.1               | 11.47             | 2.97                          |

Table 3.4: Mean training and inference time in seconds for each model.
Based on these results, we recommend the ensemble UQ methods. Ensembling UQ performed well across multiple metrics including: prediction performance, probe de-weighting and covariate significance estimation, and confidence calibration. Ensembles were also shown to be the most easy to configure as they demonstrate they are less sensitive to changes in the hyperparameter compared to the other methods. For example, all ensemble methods using sub-sampling performed well compared to the non-UQ ARMED models and provided non-statistically significant FE covariate coefficients for the synthetic probes. Whereas the results for the SWAG models was highly dependent on the learning rate. The largest downside of the ensemble models is the training time, as they took about 30 times longer to train when compared to the other UQ methods tested in this work. Furthermore, the additional training time scales linearly with the number of samples from the posterior required. E.g. for 100 samples, the ensemble methods would take about 100x longer to train than the other approaches. Whereas the training time for BNN’s, SWAG, and MC dropout models does not depend on the number posterior samples. Additionally, the ensemble methods require the a priori selection of the number of samples from the prior before training. All other methods allow you to sample from the prior, a theoretically, infinite number of times without any additional training.

Many of the Bayesian networks performed similarly to the standard ARMED model 3.1 including the ensemble method using sub-sampling, the BNNs, and some of the SWAG models. One notable decrease in performance is balanced accuracy of the ensemble approach with random initializations. One possibility is, because the model started in different random initializations, each ensemble method found a different local minima, a small subset of which is not as optimal, which would cause the large variance in performance. Whereas the ensembles methods that used the same initialization likely sampled from relatively more similar minima (interestingly, similar to SWAG). However, this drop in performance was successfully captured by the p-value of the model fit, Table 3.1.

Based on the 95% CI, the MC models provided the worst performance, and was the only method where all models performed statistically significantly worse than the non-UQ ARMED model. As per the experimental design, the hyperparameters of the conventional models are keep consistent to provide
the fairest comparison to the standard ARMED model. However, as dropout essentially removes model weights, MC models may benefit from increasing the number of neurons per layer in proportion to the dropout rate. This would however require additional optimization, would introduce complexity, be computationally costly, and obscure these results.

When comparing the sensitivity of the models UQ to the tested hyperparameters, the subsampling ensemble methods seemed most robust to change in the tested hyperparameter which is a desirable trait. However, with a smaller dataset, subsampling may become problematic as the ensemble modes may not have enough data to train on. Further experimentation would be required to better quantify this effect. For the SWAG models, every metric measured in this work, performance, statistical significance of model fit and covariate coefficient, and prediction confidence varied relatively largely, compared to the other UQ models, based learning rate of SWAG while estimating the co-variance matrix. This suggests that it is critical to carefully optimize the learning rate used when sampling the weights when using SWAG. This is expected, as distance traveled in the loss space is directly proportional to the learning rate, in turn directly effecting the sampled weights that moderates the estimated variance/co-variance matrix, which is also described in the manuscript [Maddox et al. 2019]. For the MC dropout models we saw a general trend in a decrease in performance as the drop out rate increases.

In this work we provide 2 reasonable approaches to estimate the covariate coefficient based on the model gradient. The \( \text{ave}(\frac{\partial y}{\partial x}) \) approach samples the covariate coefficient across the feature space rather than at a single point, which may lead to a better approximation. However, it is perhaps more susceptible to outliers or biasing the covariate coefficient to subjects that are in low density areas of covariate space. \( \frac{\partial y}{\partial \mu} \) provides the gradient at the center of the feature space, where the is most support, but is less flexible in accounting for large variations of the gradient over the input space. We acknowledge the advantages of both approaches and provide the results for the \( \frac{\partial y}{\partial \mu} \) in the supplemental.

Lastly, our work has the following limitations. To provide uncertainty quantification, we employ methods that model epistemic uncertainty, that models the model uncertainty of the weights given the data \( p(w|D) \), rather than aleatoric uncertainty. Future work that models both epistemic and aleatoric uncertainty may increase the accuracy of the uncertainty quantification. Additionally, this work does not estimate uncertainty from sources of variation not included in the experiment (e.g. additional unseen
sites), and thus the uncertainties are lower bounds. However, in our AD experiment we do have 34 un-seen sites, we would argue that the random effect is sufficiently sampled such that the upper and lower bounds on uncertainty are likely similar. This may not be true with data sets with significantly less numbers of groupings in the random effects. Another limitation of this work is the application to a single dataset. While ADNI provides an ideal dataset to test the UQ-ARMED models on due to the large number of sites, future work should aim to compare these results on other data sets with known random effects.
CHAPTER 5
Conclusions

This work demonstrates the ability to produce readily interpretable statistical metrics for model fit, fixed effects covariance coefficients, and prediction confidence. Importantly, this work compares 4 suitable and commonly applied epistemic UQ approaches, BNN, SWAG, MC dropout, and ensemble approaches in their ability to calculate these statistical metrics for the ARMED MEDL models. In our experiment, not only do the UQ methods provide these benefits, but several UQ methods maintain the high performance of the original ARMED method, some even provide a modest (but not statistically significant) performance improvement. The ensemble models, especially the ensemble method with a 90% subsampling, performed well across all metrics we tested with (1) high performance that was comparable to the non-UQ ARMED model, (2) properly deweights the confounds probes and assigns them statistically insignificant p-values, (3) attains relatively high calibration of the output prediction confidence. The MC dropout models showed the lowest performance, and failed to provide non-statistically significant fixed effects covariate coefficients. The SWAG model’s performance was dependent on the learning rate. Specifically, the models with low learning rate underestimated the fixed effect covariate coefficient uncertainty providing very small standard errors causing very significant p-values for all covariate coefficients including for the synthetic probes. Lastly, The BNNs also performed reasonably well, showing good model performance, and almost achieved providing statistically insignificant p-values for the synthetic probe covariate coefficients (depending on your cut off), but did not perform as well as the ensemble approaches for both covariate coefficient statistical significance, or model prediction confidence.

The largest potential downside to the ensemble approaches is the increased training time, however as discussed in results, the balance between wall clock time and available computational resources could be achieved through parallelization. Additionally, in many instances the models inference time is more important than training time, for which the ensemble approaches are tied as the fastest of the UQ methods. Based on these results, the ensemble approaches, especially with a subsampling of 90%, provided the best all-round performance for prediction and uncertainty estimation, and achieved our goals to provide statistical significance for model fit, statistical significance covariate coefficients, and confidence in prediction, while maintaining the baseline performance of MEDL using ARMED.
| Hyperparameter                                      | Value                      |
|----------------------------------------------------|-----------------------------|
| Number of hidden layers in conventional model      | 4                          |
| Number of neurons in each layer for the conventional model | 4,4,4,4                        |
| Optimizer                                          | ADAM                       |
| Random effects network type                        | Linear                     |
| Classification loss (FE, ME)                       | Binary Cross Entropy       |
| Classification loss (Adversarial)                  | Categorical Cross Entropy   |

Table 6.1: Hyperparameters for non-UQ ARMED model. These values are consistent with [Nguyen et al., 2022](#).
Figure 6.1: Coefficient covariate estimation and calculated uncertainty for all models. Each plot shows the mean, and 95CI for each estimated covariate coefficient. Specific model indicated at the top of each plot. Organized in the same order as the performance plots in Fig. 3.1.
6.1 COEFFICIENT COVARIATE ESTIMATION USING $\frac{\partial Y}{\partial X}$

As described in [2.4.3] there are two reasonable approaches for estimating the covariate coefficient calculation for the non-linear models.
Figure 6.2: Coefficient covariate estimation and calculated uncertainty for all models using $\frac{\partial y}{\partial x}$. Each plot shows the mean, and 95CI for each estimated covariate coefficient. Specific model indicated at the top of each plot. Organized in the same order as the performance plots in Fig. 3.1.
Figure 6.3: Box plots for comparison of the prediction confidence of correctly and incorrectly predicted subjects per model, for all models with high predictive performance. Confidence is calculated as described in sec 2.4.4. The x-axis groups the prediction confidence based on the correctly and incorrectly predicted samples. Columns show the distributions on the training, seen-site test data, and unseen-site test data, left to right, for each model.
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