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1 Motivation

As more tech companies engage in rigorous economic analyses, we are confronted with a data problem: in-house papers cannot be replicated due to use of sensitive, proprietary, or private data. Readers are left to assume that the obscured true data (e.g., internal Google information) indeed produced the results given, or they must seek out comparable public-facing data (e.g., Google Trends) that yield similar results [23]. One way to ameliorate this reproducibility issue is to have researchers release synthetic datasets based on their true data; this allows external parties to replicate an internal researcher’s methodology. In this brief overview, we explore synthetic data generation at a high level for economic analyses.

One analogy explaining synthetic data generation involves OpenAI’s GPT-2 model for text generation [21]. The model takes as input several starter lines of text, and outputs additional text based on the prompt; when the user gives the model just one sentence, she receives a full story back. In economic applications, we instead feed numerical data (such as time series values) into a generative model. The model then produces similar but new data that preserve certain aspects of the structure, such as covariances across attributes. In this way, we construct a plausible extension of the seed – but not a true extension that would reveal private information.

The ideal outline for future publications using sensitive, proprietary, or private data looks roughly as follows:

1. Describe the true data.
2. Describe a synthetic data generating model that produces a synthetic dataset.
3. Run the same analyses on both true and synthetic data.
4. Confirm that results on both datasets are comparable.
5. Publicly release the synthetic dataset.

The above framework both allows an external agent to reproduce the internal researcher’s methodology, and allows a separate internal agent to reproduce the synthetic data via their access to the true data. With this in mind, we turn to describing a variety of generative models that may be useful for economists.

2 Generative Models for Synthetic Data

We begin with the caveat that there is no single catch-all method to best generate synthetic data: one must consider the ensuing analyses before choosing the data generating method. For example, if only the first and second moments need to be captured, generating synthetic data will not be nearly as computationally intensive as an analysis requiring higher moments. Further, if the data must
be scrubbed to enforce differential privacy when performing summary statistics, then additional precautions should be taken when generating synthetic data.

A relatively basic but comprehensive method for data generation is the Synthetic Data Vault (SDV) \[20\]. This work uses the multivariate Gaussian Copula when calculating covariances across input columns. Then, the distributions and covariances are sampled to form synthetic data. As proof of concept, five relational datasets were synthetically generated and used by freelance data scientists to develop predictive models. The researchers found no significant difference between the results produced using the synthetic versus true data.

While the SDV allows for a basic perturbation of model parameters to create noisy versions of the data, it does not explicitly address more concrete data privacy concerns. There is, however, a vast literature in the machine learning community regarding differential privacy with generative models; a Gaussian mechanism is often used to perturb the input with noise sampled from a normal distribution based on the sensitivity \[8\]. Within a machine learning framework, “privacy loss” can be quantified at each iteration of training, which ends when the loss reaches a pre-defined privacy budget. This training is often performed on auto-encoders \[2\] which learn the latent structure of an input (using the “encoder”), and then reconstruct the input (using the “decoder”); these two parts of the network are generally trained together to minimize reconstruction loss. In particular, the auto-encoder technique DP-SYN has been shown experimentally to out-perform other methods of privacy-preserving synthetic data generation \[1\]. Further, it is important for differential privacy to defend against model inversion and Generative Adversarial Network \[3\] (GAN)-based attacks; these types of attacks are able to reconstruct training data despite the training process being differentially private \[11\], even when using federated learning (as popularized by Google \[19\]). The harm from these attacks can be mitigated by using auto-encoder-based generative model techniques such as DP-AuGM (which requires the user to include public data seeds to generate new data based on the private data training), and DP-VaeGM (which generates an infinite amount of data based on Gaussian noise, but is less stable) \[6\]. The examples cited here are applied to classification tasks; there additionally exist algorithms for differentially private regression \[5\, 29\] and association rule mining \[16\, 28\] that can be applied to synthetic data.

Next, we discuss the current literature with regard to robustness. Economists are familiar with using torture tests to generate a worst-case model and finding the minimal perturbation necessary to break a result (e.g., reversing a sign in some variable of interest). Robustness checks on the data rather than the model can be done to confirm that perturbing the true data (when generating synthetic data) is not problematic. In the deep learning world, similar analyses are a cornerstone of adversarial machine learning research; much of it follows the canonical 2013 paper showing that data perturbations can result in misclassification of images \[24\]. More recent work has studied neural network robustness necessary for resistance against adversarial attacks \[18\]. Robustness research is not limited to deep learning; work has also been done using robust regressions with low-rank approximations to defend against what has been termed “training data poisoning” \[17\]. In this vein, economists can further confirm the transferability of results obtained from their sensitive, proprietary, or private data.

---

1We provide the formal definition for \(\epsilon\)-differential privacy here. A randomized algorithm \(A : \mathcal{D} \to \mathcal{R}\) with domain \(\mathcal{D}\) and range \(\mathcal{R}\) is \((\epsilon, \delta)\)-differentially private if for any two adjacent training datasets \(d, d' \subseteq \mathcal{D}\), which differ by at most one training point, and any subset of outputs \(S \subseteq \mathcal{R}\), it satisfies that: \(\Pr[A(d) \in S] \leq e^\epsilon \Pr[A(d') \in S] + \delta\), where \(\epsilon\) is the privacy budget and \(\delta\) is a failure rate \[6\].

2These are models used in unsupervised learning, which use dimensionality reduction to hone in on the most important data features, and are particularly useful for high-dimensional input data. The superficially similar Variational Auto-Encoder \[14\] encourages its latent variables to be distributed as a Gaussian distribution, enabling use as a generative model.

3We discuss GANs at length in the following section.
3 Generative Adversarial Networks

Further to the above generative methods described, there has been much excitement surrounding Generative Adversarial Networks (GANs) \[10\] in generating synthetic data. While common applications include generation of images and text, there has recently been increasing interest in the economic space. We first explore what GANs are, and then briefly survey the current literature as it relates to generating synthetic data for economists.

GANs generate data using two components: a generator (which creates candidates for data distributions) and a discriminator (which evaluates the candidates)\[4\]. If the discriminator is able to correctly classify the generator’s candidates as synthetic data (as opposed to true data), then the generator has failed. The generator will try to act adversarially to fool the discriminator into not being able to differentiate between the true and synthetic data (i.e., minimizing the maximum distance between these datasets). Wasserstein GANs, in particular, use the Wasserstein distance\[5\] between probability distributions on a given metric space \[2\].

In the economic literature, GANs are a useful way to redesign standard Monte Carlo studies. As one example, Wasserstein GANs have been used to generate realistic synthetic data by Athey et al. \[3\], which were then used to compare different estimators for average treatment effects. In addition to using a systematic simulation study design, a new estimator has been proposed based on GAN discriminators, and was found to be more efficient than a standard indirect inference estimator \[12\]. This is broadly useful in structural estimation where researchers aim to learn about policy effects arising from economic models that often have intractable likelihoods. Lastly, it is of note that privacy-preserving methods can also be extended to GAN-generated synthetic data, in applications ranging from image generation \[27\] to clinical studies \[4\].

While we only cover a few generative models in this overview, it is worth noting that there are many other types of deep generative models worth exploring, including: Variational Auto-Encoders \[14\], Autoregressive Models (MADE \[9\], Pixel RNN \[26\], Pixel CNN++ \[22\], WaveNet \[25\]), Normalizing Flow Models (RealNVP \[7\], Glow \[13\]), and Energy-Based Models \[15\]. Going forward, we hope to see more synthetic data generation methods in the economic literature.
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