Named Entities Recognition in Computer Field for Entity Attribute Semantic Knowledge Database
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Abstract. To construct the entity attribute semantic knowledge database in computer field, we need to achieve the relationship between the entities and attributes. That requires to identify the computer-named entities that present in the real text. Moreover, the verb collocation templates that describe the relationships would be achieved. In this paper, the necessary knowledge to recognize entities would be integrated into a generic framework by using entity-attribute concept. Thereby, the rules of entity recognition would be simplified. We transform the named entities recognition process of computer entities into an labeling process. For the given text to be processed, match the possible brand words or serial words driven by the brand attribute value and the series attribute value. Then the model sequence or the abstract entity suffix can be matched and marked in the text which successfully marked the brand or series. Finally, match the results of the annotation with the recognition rules, and output the marking sequence which accord with the rules as computer entity word. Proceed from the idea of entity-attribute framework, the name of an entity is the combination of the word mapping of the entity’s particular attribute value and the word mapping of the conceptual entity to which the entity belongs. By writing the specified entity naming rules in such way, it is possible to organically integrate the rules with the instantiation of supporting rules into the knowledge network centered on entities, instead of forming irrelevant dictionary knowledge that is only isolated for specific tasks only. Experimental result showed that the system achieved the F1 measure of 86.1%.

1. Introduction

To construct the entity attribute semantic knowledge database in computer field, we need to achieve the relationship between the entities and attributes. That requires to identify the computer-named entities that present in the real text. Moreover, the verb collocation templates that describe the relationships would be achieved.

The traditional methods to recognize named-entities, whether rule-based or statistics-based, organize and integrate the knowledge in different forms. But the knowledge isolates the entities. The rule-based method meticulously divides the entity-word units. But the word units are the external resources that are independent of the entities, just like dictionaries. The statistics-based methods only statistically integrate the probability models from the high quality of the marked training resources. The models deviate from the essence of language. In this paper, the necessary knowledge to recognize entities would be integrated into a generic framework by using entity-attribute concept. Thereby, the rules of entity recognition would be simplified.

2. The Process of Entity Recognition

The process of named entities recognition in computer field is shown in Fig.1. We transform the named entities recognition process of computer entities into a labeling process. For the given text to
be processed, match the possible brand words or serial words driven by the brand attribute value and the series attribute value. Then the model sequence or the abstract entity suffix can be matched and marked in the text which successfully marked the brand or series. Finally, match the results of the annotation with the recognition rules, and output the marking sequence which accord with the rules as computer entity word.

Figure 1. The process of named entities recognition in computer field.

In the next section, we will define the rules that can be used to recognize named entities in computer field. Those rules, together with the knowledge resources supporting those rules, will be integrated into the entity-attribute-framework knowledge database in computer field.

3. The Rules of Named Entities Recognition in Computer Field

The knowledge resources necessary to form a computer entity are the values of the attributes of computer, such as brand, serial and model. The words corresponding to these attribute values are finite set of known words that are relatively fixed, or strings that are easily triggered by the automaton. In the view of entity-attribute-framework, these knowledge resources are not isolated dictionary entries. They are related to computer conceptual entities and classified according to their semantic functions. Define attribute slots attr[Brand], attr[Series], and attr[Model], each representing the brand attributes, serial attributes and model attributes of the computer entity. And define the abstract entity word.
slot abs_entity, which is a node on the network of computer conceptual entities, i.e. "abs_entity ISA
computer". The rules for named entities recognition in computer field can be summed up as shown in
Table.1, consisting of attribute slots and abstract entity slots.

Table 1. The description of rules for named entities recognition in computer field.

| Rule   | Description                                      |
|--------|--------------------------------------------------|
| Rule 1# | Entity := attr[Brand] + attr[Series] + attr[Model] |
| Rule 2# | Entity := attr[Brand] + attr[Series]             |
| Rule 3# | Entity := attr[Brand] + attr[Model]              |
| Rule 4# | Entity := attr[Brand] + abs_entity               |
| Rule 5# | Entity := attr[Series] + attr[Model]             |
| Rule 6# | attr[Model] := ^[a-zA-Z0-9]+$                     |

In Table.1, Rule 1# to 5# are the rules of word formation in computer named entities. They are
arranged successively from the high to the low according to the reliability of the rule. Rule 1# has the
highest reliability, and it can identifies the most complete structure of a computer entity. Therefore, an
annotation sequence should be matched in accordance with the above rules in order to recognize the
relatively complete computer entity words first. Rule 6# is a regular expression for models. Since the
model is a string of numbers or letters with various values but fixed forms, it can be identified by
automaton.

Proceed from the idea of entity-attribute- framework, the name of an entity is the combination of
the word mapping of the entity's particular attribute value and the word mapping of the conceptual
entity to which the entity belongs. By writing the specified entity naming rules in such way, it is
possible to organically integrate the rules with the instantiation of supporting rules into the knowledge
network centered on entities, instead of forming irrelevant dictionary knowledge that is only isolated
for specific tasks only.

4. Experimental Result
In order to verify the proposed method of named entities recognition in computer field, we designed
the following experiment. We extracted a set of 100 articles in computer field from internet, which
included 471 named entities in computer field. The evaluation criteria for the experiment are
precision, recall and F-1 measure.

We applied the proposed method on the testing set and got 428 named entities. Among them, the
exact correct computer named entities are 387. That means that the system achieved the F1 measure of
86.1%. (The precision was 90.4%, and the recall was 82.2%.)

5. Conclusion
In this paper, the necessary knowledge to recognize entities would be integrated into a generic
framework by using entity-attribute concept. Thereby, the rules of entity recognition would be
simplified. We transform the named entities recognition process of computer entities into an labeling
process. For the given text to be processed, match the possible brand words or serial words driven by
the brand attribute value and the series attribute value. Then the model sequence or the abstract entity
suffix can be matched and marked in the text which successfully marked the brand or series. Finally,
match the results of the annotation with the recognition rules, and output the marking sequence which
accord with the rules as computer entity word. Proceed from the idea of entity-attribute- framework,
the name of an entity is the combination of the word mapping of the entity's particular attribute value
and the word mapping of the conceptual entity to which the entity belongs. By writing the specified
entity naming rules in such way, it is possible to organically integrate the rules with the instantiation
of supporting rules into the knowledge network centered on entities, instead of forming irrelevant
dictionary knowledge that is only isolated for specific tasks only.
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