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Abstract

Although few-shot learning has attracted much attention from the fields of image and audio classification, few efforts have been made on few-shot speaker identification. In the task of few-shot learning, overfitting is a tough problem mainly due to the mismatch between training and testing conditions. In this paper, we propose a few-shot speaker identification method which can alleviate the overfitting problem. In the proposed method, the model of a depthwise separable convolutional network with channel attention is trained with a prototypical loss function. Experimental datasets are extracted from three public speech corpora: Aishell-2, VoxCeleb1 and TORG0. Experimental results show that the proposed method exceeds state-of-the-art methods for few-shot speaker identification in terms of accuracy and F-score.

1. Introduction

In some practical applications, it is difficult to collect enough training speech samples which have the same distribution as testing speech samples for the task of speaker recognition. For example, the law enforcement agencies cannot always obtain adequate training speech samples uttered by the criminals for forensic speaker identification [1]. Building a reliable system for speaker identification with few utterances is still a challenging problem [2]-[5] and thus needs to be further investigated. This problem can be called few-shot speaker identification (FSSI), in which not-seen speakers (from the testing dataset) need to be identified by the model which has been trained by another speech corpus (the training dataset) [3]. What’s more, the model is required to generalize well with a few speech samples for speakers not seen during the training stage. The task of FSSI requires to use several speech samples from training domain in enrollment and testing stages, but the speakers of testing data are different from that of training data. In the task of FSSI, there are mismatches between training and testing datasets, including the mismatches of speakers’ identities and numbers, speaking places, recording devices, etc. In addition, the model is easy to overfit the training datasets in few-shot learning [6].

Inspired by the success of few-shot learning for video and audio classification [7]-[9], we propose a FSSI method in this paper. To be specific, backbone network of the proposed framework is a depthwise separable convolutional network (DSCN) with channel attention (CA). On the one hand, the DSCN is a lightweight convolutional neural network (CNN) with very few parameters, and thus it has the potential to alleviate the overfitting problem [10]. On the other hand, in the DSCN, a standard convolution is factorized into a depthwise convolution and a 1×1 pointwise convolution without interaction among various channels [10]. Therefore, the DSCN is not good at utilizing channel information which can be effectively utilized by the CA module [11]. The study in this paper is the first work to adopt the DSCN with CA for FSSI. In conclusion, the contributions of this work are as follows:

1) We propose a FSSI method using a DSCN with CA for alleviating the overfitting problem.
2) We compare our method with previous methods on experimental datasets selected from three speech corpora and obtain state-of-the-art FSSI performance.

The rest of this paper is structured as follows. Section 2 briefly introduces related works, and Section 3 describes the proposed method in detail. Experiments are presented in Section 4, and conclusions are finally drawn in Section 5.

2. Related Works

Speaker recognition mainly includes two subtasks [12]: speaker identification [13]-[19] and speaker verification [20]-[31]. The former aims to determine which registered speaker provides a given utterance from a set of known speakers, while the latter aims to accept or reject the identity claim of a speaker. The work discussed in this paper focuses on the task of speaker identification.

The efforts in the works [13]-[48] mainly focused on two questions: to learn or design an effective front-end feature and to build a back-end model with stronger discriminative ability. Many kinds of hand-crafted features are designed to represent speaker’s time-frequency properties, mainly including Mel-frequency cepstral coefficients [32], constant Q cepstral coefficients [33], linear prediction coding coefficients [32], eigenvoice-motivated vectors [34], and I-vector [35], [36]. Hand-crafted features are generally designed for specific situations. Therefore, they lack the ability of generalization. What’s more, they are shallow instead of deep-model-based features. As a result, they cannot deeply characterize the time-frequency differences among various speakers. To overcome their deficiencies, many deep-model-based features have been proposed. These transformed features are proved to perform better than the hand-crafted features, mainly including the X-vector learned by a time-delay neural network [37], [38]; the speaker embeddings learned by: a CNN [39], a long short-term...
memory network [40] or a Siamese neural network (SNN) [41], [42]. On the other hand, the common back-end model mainly includes probabilistic linear discriminant analysis (PLDA) [20]-[30], Gaussian mixture model [43], hidden Markov model [44], vector quantization [45], support vector machine [46], and deep neural networks [47], [48].

Almost all of the works introduced above assume that speech samples are enough for training the models. When the training speech samples are few, the methods proposed in these works might not be so effective. To overcome the negative impact of few speech samples to the performance of speaker recognition methods, some researchers attempt to do works related to few-shot speaker recognition [2]-[5]. The works in [2]-[5] are directly related to the work in this paper and thus are further introduced in the following paragraphs.

Mishra [2] applies a SNN [49] to speaker verification and designs some loss functions, including center loss, categorical cross-entropy loss, and speaker-bias loss. The author uses a 3D-CNN for obtaining performance improvement on the task of text-independent speaker verification.

Wang et al. [3] proposes a speaker recognition method using centroid-based deep metric learning. They compare the prototypical loss with the triplet loss by organizing experiments for speaker verification and identification. Their experiments show that the prototypical loss outperforms the triplet loss, especially in the condition of small-scale training dataset.

Kye et al [4] propose a strategy for alleviating the negative influence of short utterances on the performance of speaker recognition by meta-learning. To improve the performance on various length of utterances, support set includes long utterances only, while query set consists of utterances with various durations. Besides, a prototypical network [50] is trained and enhanced by cross training.

In [5], an auto-encoder [51], [52] is combined with a capsule network [53] to learn generalized speaker embedding. In addition, the prototypical loss [50], instead of the common cross-entropy loss, is used to optimize speaker embedding. The method which is presented in [5], obtains an improvement for text-independent speaker identification in comparison with the baseline methods.

In summary, the works presented in [2]-[5] definitely contribute to the development of few-shot speaker recognition. However, almost all of them adopt the same speech corpus for selecting their training and testing datasets and standard convolution is adopted in the convolutional blocks. That is, there is almost no mismatch between the training dataset and the testing dataset in their experiments. Hence, the overfitting problem for FFSI caused by the mismatch between training and testing conditions is not explicitly considered in these works.

3. Method

In this section, we describe the proposed method in detail, mainly including the speaker embedding learning and loss function calculation.

3.1. Speaker Embedding Learning

As shown in Figure 1, the proposed framework for speaker embedding learning consists of the following parts: depthwise separable convolution (DSC), CA, and output modules. The motivation for the usage of the combination of DSC with CA modules is based on two considerations. First, the DSC can greatly reduce the size of the model (network) for making the model more concise. As a result, the model will have stronger generalization ability from the training condition to the testing condition. That is, the usage of the DSC module helps the model alleviate the overfitting problem. Second, the CA module can make the model focus on the important channel information which is not effectively utilized in the DSC module. Hence, the combination of the DSC module with the CA module is expected to be able to alleviate the overfitting problem with better performance for FFSI through learning a discriminative speaker embedding from each speech sample.

As shown in Figure 1, the proposed framework for speaker embedding learning includes BN, ReLU and FL denote batch normalization, rectified linear unit and fully connected layer, respectively.

The framework depicted in Figure 1 works as follows. First, the audio feature of Log Mel-spectrum [54], [55] is extracted from each speech sample, and then is fed to the DSC module. Afterwards, the DSC and CA modules are adopted for deep feature transformation. Finally, speaker embedding is obtained from the fully connected layer of the output module.

3.1.1. DSC Module

The DSC module includes 3 DSC blocks as shown in Figure 1. Each DSC block consists of the following operations: DSC, batch normalization (BN), and/or rectified linear unit (ReLU). The digits (e.g., 512) in the parentheses denote number of channels. Specific structure of a DSC block is shown in Figure 2. The DSC block includes two steps: depthwise convolution and 1×1 pointwise convolution [56]. Depthwise convolution uses different two-dimensional kernels to process each channel feature map, and is computationally efficient in comparison with standard convolution. However, depthwise convolution only filters input channels without combining them to generate new feature maps. Pointwise convolution is used to compute a linear combination of the output of depthwise convolution by 1×1 convolution for producing new feature maps. Pointwise convolution uses 1×1×m kernels to learn each channel feature and change the channel dimension. Compared to standard convolution kernel, DSC learns spatial feature maps and channel feature maps independently. With the same dimensions of input and output feature maps, DSC reduces Number of
The specific structure of a DSC block.

Although the DSC can make the DSCN more efficient with respect to NoP and computational speed, the different channels considered in the DSCN do not interact with each other. As a result, channel information is not effectively utilized in the DSC module. To overcome this shortcoming, a CA module is added into the DSCN.

3.1.2. CA Module

As illustrated in Figure 3, the CA module consists of a maximum pooling operation, an average pooling operation, a feedforward network, and an element-wise summation & Sigmoid operation.

Let the input feature be \( X \in \mathbb{R}^{C \times T} \), where \( C \) and \( T \) denote total number of channels and total number of frames, respectively. The temporal information in each channel is aggregated by average pooling and maximum pooling on time dimension. Let the outputs of average pooling and maximum pooling be \( X^a_c = \{ X^a_{c,t} \} \in \mathbb{R}^{C \times 1} \) and \( X^m_c = \{ X^m_{c,t} \} \in \mathbb{R}^{C \times 1} \), respectively, where \( c \) is channel index and \( 1 \leq c \leq C \). \( X^a_c \) and \( X^m_c \) are defined by (1) and (2), respectively.

\[
X^a_c = \frac{1}{T} \sum_{t=1}^{T} X_{c,t}, \quad (1)
\]

\[
X^m_c = \max(X_{c,1}, X_{c,2}, ..., X_{c,T}). \quad (2)
\]

Afterwards, the results of average pooling and maximum pooling are sequentially and independently fed to a feedforward network with two fully connected layers. The coefficient vector, \( A_c \), is obtained via fusing the network’s outputs by element-wise summation:

\[
A_c = \sigma(W_2 \sigma(W_1 X^a_c) + W_2 \sigma(W_1 X^m_c)), \quad (3)
\]

where \( W_1 \) and \( W_2 \) are weight matrices of the two layers of the feedforward network; \( \sigma() \) and \( \phi() \) are the activation functions of Sigmoid and ReLU, respectively. Finally, the output of channel attention module, \( X_c \), is defined by the element-wise multiplication of the feature \( X \) and the coefficient vector \( A_c \):

\[
X_c = A_c \otimes X, \quad (4)
\]

where \( \otimes \) represents the element-wise multiplication.

In summary, CA module is used to obtain coefficient vector for channel attention, which makes up for the disadvantage of the DSC (not effectively utilize channel information). In addition, the usage of channel attention almost does not increase the NoP of the network. Hence, the proposed DSCN with CA is expected to be able to alleviate the overfitting problem with better performance.

3.1.3. Output Module

The output module consists of a ReLU layer and a fully connected layer with operations of both BN and ReLU. From Figure 3 and Eq. (1) to Eq. (4), it can be known that the CA module outputs a tensor (i.e., \( X_c \)) of dimension \( C \times T \). As shown in Figure 1, the output of the CA module is fed to the output module where the layer of “FL (512) + BN + ReLU” converts the tensor of dimension \( C \times T \) into a 1-dimensional tensor (i.e., the learned speaker embedding).

3.2. Loss Function Calculation

Prototypical loss function is adopted to train the proposed framework since only a few training samples are required for generating class centers in training stage and a speaker identity can be produced based on few utterances in enrollment stage. It is defined by

\[
Loss = -\log \frac{\exp(-\text{dist}(f(X), X_y))}{\sum_{i} \exp(-\text{dist}(f(X), X_i))} \quad (5)
\]

where \( \text{dist}() \) is a distance function (e.g., Euclidean distance); \( f(X) \) is a center vector; \( X_t \) and \( X_q \) are speaker embeddings in query set. The calculation of loss function is illustrated in Figure 4, where the module of “speaker embedding learning” is implemented by the framework depicted in Figure 1.

We first use training dataset to generate support set and query set and then to conduct K-way N-shot learning (\( K=5, N=5 \)). During the training stage, speech samples of both support set and query set are fed to the proposed framework for learning speaker embedding. In the support set, all speaker embeddings from the same speaker are averaged as a center vector. In the query set, each speaker embedding is compared to all center vectors by a distance function for calculating the prototypical loss function. During the enrollment stage, few utterances are adopted to generate center vectors. During the testing stage, the distance between the speaker embedding of one testing sample and one of all center vectors is sequentially calculated.
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enrolled speaker corresponding to the center vector with the minimum distance is the speaker identification result of the testing speech sample.

4. Experiments

This section describes experimental datasets, setup, and results.

4.1. Experimental Datasets

Experiments are conducted on the datasets selected from three public speech corpora: Aishell-2 [57], VoxCeleb1 [58], and TORGO [59]. Aishell-2 includes 1000-hour Mandarin speech recordings uttered by 1991 speakers. Its speech recordings are acquired in quiet environment with IOS-system mobile phone (16 kHz, 16 bit). VoxCeleb1 includes more than 100 thousand speech recordings uttered by 1251 speakers, with total length of 352 hours. Its speech recordings are acquired in noisy environment. TORGO is a pathological speech corpus uttered by 7 normal speakers and 8 dysarthria patients. It is difficult to collect utterances from patients. Therefore, TORGO is a small-scale corpus compared to other two speech corpora.

Both Aishell-2 and VoxCeleb1 are independently divided into three datasets: training, enrollment, and testing datasets. Since TORGO is a small-scale corpus compared to Aishell-2 and VoxCeleb1, it is used only for generating enrollment and testing datasets. In the training dataset, 80 speakers are randomly selected from Aishell-2 and VoxCeleb1, and each speaker has 200 speech samples. In the enrollment and testing datasets, 80, 80 and 15 speakers are selected from Aishell-2, VoxCeleb1 and TORGO, respectively; and each speaker has 20 and 50 speech samples in the enrollment and testing datasets, respectively. The length of speech samples in the experimental datasets is from 2 s to 5 s. When we select experimental data from the speech corpora in each time, the speakers and speech samples per speaker in the training, enrollment and testing datasets are different to each other. When the training dataset is selected from Aishell-2, the enrollment and testing datasets are chosen from VoxCeleb1. When the enrollment and testing datasets are chosen from Aishell-2 and VoxCeleb1, the training dataset is selected from VoxCeleb1. That is, the training and testing datasets are from different speech corpora and thus there is mismatch between the training dataset and the testing dataset.

4.2. Experimental Setup

The Kaldi and PyTorch toolkits are used to extract audio features and to train network, respectively. Experiments are conducted on a machine whose main configurations are: four NVIDIA 1080TI GPU, one Intel CPU i7-6700 with 3.10 GHz, and 48 GB RAM.

The Log Mel-spectrum with 39-dimension is extracted from each speech sample. Frame length and shift are 25 ms and 12.5 ms, respectively. Three DSC blocks with numbers of channels of 128, 256, and 512 are sequentially stacked. The operations of ReLU function and BN are successively conducted on the output of each DSC layer. The maximum epoch for network training is 80, and the learning rate is 0.0001. The performance metrics are accuracy and F-score, which are introduced in detail in [60]. The higher the accuracy and F-score are, the better the performance of the method is.

Training, enrollment and testing datasets are independently adopted to generate support and query sets for conducting the 5-way 5-shot learning. For example, in the training dataset, we randomly choose 5 speakers (5-way) from 80 speakers and select 5 speech samples (5-shot) from 200 speech samples per speaker to generate support set or query set. The selection procedures of speakers and speech samples per speaker are repeated many times (e.g., 50 times) for covering all speakers and their speech samples in the training dataset (or enrollment, testing datasets). The selected speakers and speech samples in different times are different to each other. The average score of the repeated results is used as the final result.

4.3. Experimental Results

We first discuss the performance of the framework with DSC, SC (standard convolution) and CA modules, and then present the performance comparison of different methods.

4.3.1. Ablation Experiments

To prove the contributions of the SC, DSC and CA modules to the performance of the framework (depicted in Figure 1), four ablation experiments are conducted independently, including the frameworks with: SC module, DSC module, both SC and CA modules, and both DSC and CA modules. The size of the framework with the same modules (e.g., SC, DSC) is the same when the framework is evaluated on experimental datasets. The metric of NoP is used to measure the framework’s spatial complexity. The results of ablation experiments are presented in Table 1.

| Frameworks with SC and CA | NoP: Number of Parameters. |
|---------------------------|-----------------------------|
| DSC module                | NoP 1443728                  |
| SC module                 | NoP 1985303                  |
| SC and CA module          | NoP 2013716                  |
| DSC and CA module         | NoP 1464458                  |

NoP: Number of Parameters.

Based on the results in Table 1, the following three observations can be obtained.

First, the framework with DSC module does not exceed the framework with SC module in terms of both accuracy and F-score. The reason is that the channel information is not effectively utilized during the procedure of convolutional calculation in the DSC module, whereas the channel information is used effectively in the SC module. On the other hand, the NoP (i.e., 1443728) of the framework with DSC module is much less than that (i.e., 1985303) of the framework with SC module. In summary, compared to the SC module, the shortcoming of the DSC module is that it cannot effectively utilize the channel information, which results in performance degradation regarding accuracy and F-score. Its advantage over...
the SC module is that the size of the framework is greatly reduced due to the usage of DSC. Second, the framework with both DSC and CA modules outperforms the framework with both SC and CA modules in terms of accuracy, F-score, and NoP. The reasons are that the channel information is effectively utilized by the CA module and the overfitting problem is alleviated by the DSC module. Therefore, the framework with both DSC and CA modules exceeds other frameworks, including the framework with both SC and CA modules. The framework with both DSC and CA modules is the proposed neural network architecture with NoP of 1464458, whereas the framework with both SC and CA modules is the baseline neural network architecture with NoP of 2013716. That is, the proposed neural network architecture has less parameters, and can be regarded as a compressed version of the baseline neural network architecture in terms of NoP. What’s more, the proposed neural network architecture has advantage over the baseline neural network architecture in terms of accuracy and F-score. In summary, the proposed neural network architecture has less parameters and has better generalization ability compared to the baseline neural network architecture.

Third, the framework with both SC and CA modules obtains higher scores of both accuracy and F-score than the framework with SC module, and the framework with both DSC and CA modules also achieves higher scores of both accuracy and F-score than the framework with DSC module. That is, the CA module is beneficial for improving the performance of the framework in terms of both accuracy and F-score when evaluated on all experimental datasets. For example, the framework with both SC and CA modules produces accuracy of 94.07% and F-score of 95.73% on the datasets from Aishell-2, and obtains accuracy improvement by 2.73% (94.07% - 91.34%) and F-score improvement by 2.76% (95.73% - 92.97%), compared with the framework with SC module. The possible reasons are that the information of critical channels is effectively utilized by the CA module. On the other hand, adding the CA module into the framework increases the size of the framework. However, the increment of the NoP is relatively small. For example, the NoP of the framework with SC module is 1985303, while the NoP of the framework with SC and CA modules is 2013716.

4.3.2. Comparison of Different Methods

In addition to the ablation experiments above, we carry out comparative experiments between the proposed method and state-of-the-art methods. Main parameters of previous methods are set according to the suggestions in corresponding references and are optimally tuned on the experimental datasets adopted in this work. These previous methods can be divided into three categories: shallow-model based method, deep-model based method, and few-shot-learning (metric-learning) based method. The typical shallow-model based method is the I-vector + PLDA [61]. The deep-model based method includes the X-vector + PLDA [62] and the D-vector + PLDA [63]. Few-shot-learning based methods include the methods based on prototypical network [50], Siamese network [49], matching network [64], and relation network [65]. Under the same experimental conditions, the results obtained by different methods are listed in Table 2.

| Methods       | Ashell-2 Acc | VoxCeleb1 Acc | TORGO Acc |
|---------------|--------------|---------------|-----------|
|               | F-score      | F-score       | F-score   |
| I + P [61]    | 79.60        | 78.51         | 65.16     |
| X + P [62]    | 71.31        | 68.56         | 61.35     |
| D + P [63]    | 55.71        | 52.38         | 39.56     |
| PN [50]       | 91.34        | 92.97         | 82.66     |
| SN [49]       | 72.95        | 73.17         | 68.74     |
| MN [64]       | 81.42        | 78.31         | 68.61     |
| RN [65]       | 89.46        | 88.10         | 79.39     |
| Ours          | 94.46        | 96.18         | 86.42     |

It can be seen from Table 2 that our method outperforms all previous methods on the experimental datasets selected from three speech corpora in terms of both accuracy and F-score. The reasons are explained as follows.

First, the models in both the shallow-model based method and the deep-model based methods tend to remember the identity information of specific speakers in training speech samples, rather than the information of characteristic difference among all speakers. As a result, in the task of FSSI, both the shallow-model and deep-model based methods cannot be effectively generalized very well from the training speech samples to the testing speech samples.

Second, although the state-of-the-art FSSI methods have potential capacities to alleviate the problem of mismatch between training and testing conditions, they did not take explicit measures for tackling the overfitting problem, such as the usage of both DSC and CA modules in our work. Hence, the previous few-shot-learning based methods do not achieve the most satisfactory results for FSSI, although they almost always outperform both the shallow-model based method and the deep-model based methods.

Finally, all methods achieve better results when they are evaluated on the experimental datasets selected from the Aishell-2, and obtain worse results when they are assessed on the experimental datasets selected from the VoxCeleb1. The reason is probably that speech samples selected from the Aishell-2 are recorded in quiet environment without background noises, while speech samples selected from the VoxCeleb1 are degraded by relatively strong real-world noises, including background utterances (such as chatter and laughter), room reverberations, noises of recording device.

5. Conclusions

In this paper, we propose a method of FSSI using a DSCN with CA. Experimental datasets are selected from three public speech corpora, and the results show that the proposed method outperforms state-of-the-art methods for FSSI. Based on the experimental results, we conclude that the combination of DSC with CA modules in the proposed framework is effective for performance improvement and is also beneficial for alleviating the overfitting problem for FSSI.

This study is a preliminary work, and there is still room for improvement in terms of accuracy, F-score and NoP. In the next work, we plan to further optimize our method via integrating other techniques into the proposed framework, such as the usage of capsule network, self-attention mechanism, other types of loss functions.
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