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Abstract

The equations of chemical reactions usually describe the breakup of some desired or consequent products and the breakup of reactants used in chemical reactions. Usually, the equations in skeleton form are unbalanced, and a deeper analysis requires the balanced form which is not quite easy for complex reactions. In instances, the balancing can be done quickly with hit and trial and simple logic. In such cases, the trials are found not attractive, although they are helpful at a simple level at an advanced level they become more tough and unpredictable. For complex cases, many mathematical techniques can be used for balancing equations of chemical reactions. In this study, some efficient mathematical techniques are suggested which can be more suitable from all perspectives to balance chemical equations and to provide a case by case recommendations for the practitioners. Particularly, we suggest and utilize the linear algebra Gauss elimination (LA-GE) and the linear programming two-phase (LP-2P) approaches to successfully for chemical equation balancing. A number of chemical equations have been taken from literature to see the performance of both approaches. The advantages and disadvantages of both approaches are discussed, mainly with the computer programming in MATLAB and TORA systems, and an exhaustive comparison based on floating point operations (FLOPS) is carried out. The recommendations will prove fruitful for the practitioners for using efficient and yet simpler mathematical programming techniques for the balancing of equations of chemical reactions in the future.
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I. Introduction

Every era has an advantage in its characteristics to do things in a more efficient way [II],[XII]. Consequently, the researchers of the present time focus to propose exhaustive mathematical models than usual for physical systems [XXVII],[XVI], develop more efficient and accurate methods for the solution than the conventional ones and suggest best programming and software mechanisms as implementation platforms for the methods [XXI],[X],[XV]. The concepts in applied sciences and engineering research are based upon the core contents established in natural sciences [XXIV],[XXII],[III],[XIX],[XXVII]. For example, in Chemistry while studying stochiometric relationships and to produce so many things through different methods and processes: the combustion problem [II], in analyzing yield of Phthalic Anhydride [XX], Colebrook’s equation [XXV],[XXVI], CO₂ emission modeling [XXVIII], solving equations to estimate thermal properties of hydrocarbons [X], etc.

The chemical equations have great importance in the field of Chemistry in different department ways, and equation balancing is a unique problem which in the initial stage arises while examining, in the chemical reaction, the substance which we use in the process to get the result of new formation and produce the desired substance, respectively reactant and product. The desired equation should be studied in the form of stoichiometry which is observed during the chemical reaction, and is in real one of the fundamental parts of Mathematical chemistry – deals with the relation of balance which has a worth in the process and procedure of the structure of the chemical equation. When this is in the form of a feasible as well as a heavenly process, the results of equations often remain the same since taking it as a chemical reaction [XVII],[VI],[IV]. While the problem of balancing the equations of chemical reactions [XVII],[VI],[IV] is one of the fundamental concepts, a number of attempts have been made to suggest diagram [VI], empirical [XVII],[VI],[IV], mathematical [XXIII],[VIII] and computer [XIV] methods to balance the equations in different ways. Traditionally, the trial and error method is adopted on simpler chemical reactions, whereas due to highly complex balancing paradigms resulting from more advanced and hybrid chemical reactions, some more accurate mathematical techniques are needed which are also easily programmable to automate the process.

The modifications can be based upon the techniques of Linear programming and Algebra, since the balancing chemical equations yield a linear system of equations Linear programs with polynomial time [XI] with its remarkable extensions [V],[VII] are important in this regard. The extensions are basically updates of the simplest form of an algorithm by Dantzig [XXIV] at the start of 1950 with exponentially increasing time. On the other hand, some methods free from trial and error and deterministic in nature can be used depending on Hermite normal form and matrix inverses [XIII],[XX],[XIX], and use the non-trivial unconstrained equation to balance problem on a homogenous algebraic process linearly.

Meanwhile, in [XXXI], some methods were used in the form of matrix and conversion to reduced echelon form to make it possible to control the problem of any chemical equation which could be used and beneficial for industrial chemistry to make the things in an appropriate way. Such type of method was found for the ability
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of the students of every efficiency level. In such study, MATHEMATICA and MAPLE software was used for this problem to solve it completely with its proper system to do it in a comprehensive way so that it might achieve its objectives of balancing the equation properly. In [XIX], integer linear programming and integer non-linear programming discussed about algorithm and complexity which is based on floating point arithmetic with rational arithmetic and functions of multiple molecules with residue arithmetic to make the process complete. But, some functions were found unsuitable due to intermediate number growth with the set of prime based residue arithmetic that was required to fulfill it with the product also some failures due to the division of zero. MATLAB and LINDO software was used in making the process of the product with the technique of branch and bound which proved suitable during the whole process with the use of features.

We propose and suggest two mathematical techniques for chemical equation balancing which are computer friendly and are easily implemented using MATLAB and TORA software. The algorithms of proposed methods, their implementation on several test equations with comments on their complexity are discussed. The results and recommendations will prove fruitful for the practitioners for using efficient and yet simpler mathematical programming techniques for the balancing of equations of chemical reactions in the future.

II. Material and Methods

The basic terminology concerning the equations of chemical reactions, mathematical models, algorithms of suggested techniques and complexity formulas are presented in this section.

Basic Terminologies

A process in which one or more substances, the reactants, are converted to one or more different substances, the product, is called a chemical reaction. A chemical equation is the symbolic representation of a chemical reaction in the form of symbols and formulae. An unbalanced equation (sometimes also called a skeleton equation) is one in which the number of atoms for at least one element on each side of the arrow is unequal. A balanced chemical equation is an equation for a chemical reaction in which the number of atoms for each element in the reaction and the total charge is the same for both the reactants and the products. For example, equation (1) is a skeleton form, and (2) is the corresponding balanced form of a chemical reaction in [VIII].

\[
\text{K}_4\text{Fe(CN)}_6 + \text{H}_2\text{SO}_4 + \text{H}_2\text{O} \rightarrow \text{K}_2\text{SO}_4 + \text{FeSO}_4 + 3(\text{NH}_4)_2\text{SO}_4 + \text{CO} \quad (1)
\]

\[
\text{K}_4\text{Fe(CN)}_6 + 6\text{H}_2\text{SO}_4 + 6\text{H}_2\text{O} \rightarrow 2\text{K}_2\text{SO}_4 + \text{FeSO}_4 + 3(\text{NH}_4)_2\text{SO}_4 + 6\text{CO} \quad (2)
\]

Mathematical Models

We discuss the mathematical models for the equations of chemical reactions in matrix form, in two different contexts: the Linear algebra (LA) and Linear programming (LP) paradigms. The coefficients of all terms in the equation are first assigned unknown names of variables that are to be determined. For example, (1) by assigning the unknown coefficients takes the form:
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\[ K_4 \text{Fe(CN)}_6 + x_2 \text{H}_2 \text{SO}_4 + x_3 \text{H}_2 \text{O} \rightarrow x_4 \text{K}_2 \text{SO}_4 + x_5 \text{FeSO}_4 + x_6 (\text{NH}_4)_2 \text{SO}_4 + x_7 \text{CO} \]  

(3)

By using the elemental balances on both sides of the equation, we get a system of homogeneous equations, and in the context of the LA paradigm, it may be written as:

\[ A \mathbf{x} = \mathbf{0} \]  

(4)

Where the coefficient matrix \( A \) contains the difference in the number of atoms of elements in the equation. Rows in \( A \) represent elements, whereas columns represent the total number of terms (reactants and products) in the equation. The vector \( \mathbf{x} \) comprises of the unknown coefficients needed to balance the equation. It is imperative to get non-zero and integer values for the variables as the solution of a homogeneous system (4). The terms \( A \) and \( \mathbf{x} \) for (1) using (3) after elemental balances are, respectively:

\[
A = \begin{bmatrix}
K & 4 & 0 & 0 & -2 & 0 & 0 & 0 \\
Fe & 1 & 0 & 0 & 0 & -1 & 0 & 0 \\
C & 6 & 0 & 0 & 0 & 0 & 0 & -1 \\
N & 6 & 0 & 0 & 0 & 0 & -2 & 0 \\
H & 0 & 2 & 2 & 0 & 0 & -8 & 0 \\
S & 0 & 1 & 0 & -1 & -1 & -1 & 0 \\
O & 0 & 4 & 1 & -4 & -4 & -4 & -1 
\end{bmatrix}
\]

(5)

and \( \mathbf{x} = [x_1x_2x_3x_4x_5x_6x_7]^T \).

In a general LP problem, we seek to minimize a linear cost function \( Z \), which is the sum of all coefficients to be determined as in (7), overall \( n \)-dimensional non-zero vectors \( \mathbf{x} \) (as in (9) subject to a set of linear equality and inequality constraints as well as integrality restrictions on some or all of the variables in \( \mathbf{x} \) as given in (8)-(9).

\[
\text{minimize} \quad Z = \mathbf{c}^T \mathbf{x}
\]

(7)

\[
\text{subject to} \quad A \mathbf{x} = \mathbf{b}
\]

(8)

\[
\mathbf{x} \in \mathbb{R}^+
\]

(9)

For the mathematical LP model for the reaction (1), the definitions of \( A \) and \( \mathbf{x} \) are the same, and additionally, we have:

\[ \mathbf{b} = [0000000]^T \]

(10)

and \[ \mathbf{c} = [1111111]^T \]

(11)

An optimal solution, say of (1), in terms of the mathematical LP model (7)-(9) is a feasible solution where the objective function reaches its minimum value – for example, the least cost.

**Suggested Algorithms**

Mathematical methods can be utilized to reach the solutions of corresponding LA and LP formulations of the balancing problem of chemical equations. We suggest two algorithms that are sufficient to easily balance any typical, large and complex chemical reaction.
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equation of the chemical reaction. We suggest the Gauss elimination method and two-phase method in the context of LA and LP mathematical models discussed in II (B), respectively labelled as LA-GE and LP-2P methods. Moreover, the methods have been programmed and successfully executed for a number of equations of different chemical reactions in MATLAB and TORA software, respectively. The results are discussed for some reactions in section III.

**Linear Algebra – Gauss Elimination (LA–GE)**

The computational steps are described as:

1. Assign variable coefficients to the unknowns in the equation of chemical reaction, as in (3).
2. Equate the number of atoms of different elements on the reactant and product sides of the equation.
3. Develop a homogeneous system of equations in the unknowns, i.e. system (4).
4. Reduce the coefficient matrix \( A \) into an echelon form using elementary row operations.
5. Find non-trivial solutions of the system, and decide which ones will desirably represent the coefficients in the balanced form of the given equation.

**Linear Programming – Two-phase (LP–2P)**

1. Convert the original problem into standard form.
2. Setup Phase-I problem by:
   (a) Add artificial variable where it is needed
   (b) Create a Phase-I objective function to minimize \( Z' = \sum R \)
   (c) Convert new objective function into standard form.
   (d) Don’t forget the non-negativity constraints
3. Setup tableau and legitimate.
4. Find the optimal solution for Phase-I.
5. The original problem is infeasible if the optimal solution of Phase-I has any of the artificial variables as non-zero. Otherwise end Phase-I, and begin Phase-II.
6. Replace the original objective function, legitimate and find the optimal solution by regular simplex iterations.

**Comparison mechanism of the complexity of an algorithm**

Extending the calculations in [XXX], the numbers of floating point operations in the Gauss-Elimination methods becomes:

\[
\text{FLOPS}_{\text{LA-GE}} = \text{FLOPS}_{\text{Echelon}} + \text{FLOPS}_{\text{Back Substitution}} \tag{12}
\]
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So that, $Flops_{LA-GE} = \left\lceil \frac{1}{3} m^3 + m^2 \right\rceil$, (13) and $\lceil \cdot \rceil$ denotes the Ceiling function.

Using the procedure of [VIII], the numbers of floating point operations in the LP Two-phase (LP-2P) method per iteration can be formulated as:

$$Flops_{LP-2P} = \left\lceil \frac{1}{2} m^2 + mn + (m - p)^2 + 2(m - p) + 4m - 1 \right\rceil / \text{iteration} \quad (14)$$

where, $m =$ number of elements/rows
$n =$ number of coefficients/columns
$p =$ number of pivot elements in LP-2P method.

III. Test Equations and Software Implementation

For performance evaluations of LA-GE and LP-2P algorithms for balancing the equations of chemical reactions, the following test equations in skeleton form with complexity level from moderate to higher have been used from [IV], [VI],[VII], [XI], [XIII], [XIX],[XX],[XXXI].

1. KClO$_3$ $\rightarrow$ KCl + O$_2$ (15)
2. CH$_4$ + O$_2$ $\rightarrow$ CO$_2$ + H$_2$O (16)
3. BaO$_2$ + Al $\rightarrow$ Ba + Al$_2$O$_3$ (17)
4. CaCN$_2$ + H$_2$O $\rightarrow$ CaCO$_3$ + NH$_3$ (18)
5. K$_4$Fe (CN)$_6$ + H$_2$SO$_4$ + H$_2$O $\rightarrow$ K$_2$SO$_4$ + FeSO$_4$ + (NH$_4$)$_2$SO$_4$ + CO (19)
6. K$_4$Fe(CN)$_6$ + KMnO$_4$ + H$_2$SO$_4$ $\rightarrow$ KHSO$_4$ + Fe$_2$(SO$_4$)$_3$ + MnSO$_4$ + HNO$_3$ +CO$_2$+H$_2$O (20)

$$\begin{bmatrix} 1 & -1 & 0 \\ 1 & -1 & 0 \\ 3 & 0 & -2 \end{bmatrix} \begin{bmatrix} x_1 \\ x_2 \\ x_3 \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix} \quad (21)$$

$$\begin{bmatrix} 1 & 0 & -1 & 0 \\ 4 & 0 & 0 & -2 \\ 0 & 2 & -2 & -1 \end{bmatrix} \begin{bmatrix} x_1 \\ x_2 \\ x_3 \\ x_4 \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix} \quad (22)$$

$$\begin{bmatrix} 1 & 0 & -1 & 0 \\ 2 & 0 & 0 & -3 \\ 0 & 1 & 0 & -2 \end{bmatrix} \begin{bmatrix} x_1 \\ x_2 \\ x_3 \\ x_4 \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix} \quad (23)$$
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\[
\begin{bmatrix}
1 & 0 & -1 & 0 \\
1 & 0 & -1 & 0 \\
2 & 0 & 0 & -1 \\
0 & 2 & 0 & -3 \\
0 & 1 & -3 & 0 \\
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2 \\
x_3 \\
x_4 \\
\end{bmatrix} =
\begin{bmatrix}
0 \\
0 \\
0 \\
0 \\
0 \\
\end{bmatrix}
\]  
(24)

\[
\begin{bmatrix}
4 & 0 & 0 & -2 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & -1 & 0 & 0 \\
6 & 0 & 0 & 0 & 0 & 0 & -1 \\
6 & 0 & 0 & 0 & 0 & -2 & 0 \\
0 & 2 & 2 & 0 & 0 & -8 & 0 \\
0 & 1 & 0 & -1 & -1 & -1 & 0 \\
0 & 4 & 1 & -4 & -4 & -4 & -1 \\
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2 \\
x_3 \\
x_4 \\
x_5 \\
x_6 \\
x_7 \\
\end{bmatrix} =
\begin{bmatrix}
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
\end{bmatrix}
\]  
(25)

\[
\begin{bmatrix}
4 & 1 & 0 & -1 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & -2 & 0 & 0 & 0 & 0 \\
6 & 0 & 0 & 0 & 0 & 0 & 0 & -1 & 0 \\
6 & 0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & -1 & 0 & 0 & 0 \\
0 & 4 & 4 & -4 & -12 & -4 & -3 & -2 & -1 \\
0 & 0 & 2 & -1 & 0 & 0 & -1 & 0 & -2 \\
0 & 0 & 1 & -1 & -3 & -1 & 0 & 0 & 0 \\
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2 \\
x_3 \\
x_4 \\
x_5 \\
x_6 \\
x_7 \\
x_8 \\
x_9 \\
\end{bmatrix} =
\begin{bmatrix}
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
\end{bmatrix}
\]  
(26)

The test equations (15)-(20) in a form consistent with the mathematical model of LA (4) can be written as (21)-(26), respectively. Equations (21)-(26) are also the starting constraints in the LP formulation (8) of (15)-(20) along with non-negativity restrictions (9), whereas the objective function is defined in (7), and the vectors \(c\) and \(b\) are respectively one dimensional unit and zero vectors of same size \(n\).

For the full resolution implementation of the LA-GE approach we have utilized MATLAB software. Using the MATLAB environment, the matrix \(A\) can be defined and using the built-in feature ‘\text{ref}(A)’ leads to the echelon form of \(A\), and using the backward substitution the desired non-trivial solution is sought; the number of FLOPs are calculated using (13).

\section*{IV. Results and Discussion}

Using the LA-GE approach, the solution has been successfully acquired for equations (15)-(20) utilizing the matrix forms (21)-(26), and the implementation details have been summarized in Table 1. A possible concern with the LA-GE method lies in its searching strategy to find the desired non-trivial solution of the system (4) since in addition to the conventional method, where the non-zero solutions are required, it is also necessary that the solutions be positive integers. Thus, in some cases, we may need multiplying factors in the end to get the complete balanced equation. For example, as in Table 1, the multiplying factors of 2, 3 and 5 are needed to get desired balanced form of equations (15), (17) and (20), respectively.
The LP-2P algorithms have been successfully implemented in the TORA software, where the end user can select from a list of many algorithms for linear programming. The coefficients in the objective function (7), constraints (8)-(9), and bounds for search region, and if any of the variables is restricted, are to be supplied in form of the input grid, for example, we have described the input grid for the complex chemical equation (20) in Fig. 1. Similarly, all other equations (15)-(19) have been defined in form of Fig. 1. Finally, the LP-2P algorithms find the desired minimum solution after some iterations of phases I and II as mentioned in steps 1-6 of section II-C-(b). For example equation (20), the final solution and detailed values of entering, leaving and artificial variables arrived at the tenth iteration are presented in Figs.2-3. Due to a higher number of variables (i.e, 9), the final iteration solution is represented as split in Figs. 2-3. The values in the last column pertaining to the unblocked variables represent the optimal minimal solution. Unlike, the LA-GE algorithm, the desired solution for equation (20) and all others have been directly obtained by the LP-2P algorithm, but the latter is prone to the selection of appropriate lower and upper bounds. Implementation details of the LP-2P algorithms for balancing the chemical equations (15)-(20) are summarized in Table 2.

### Table 1: LA-GE implementation details

| Test equation | LA-GE implementation details | Non-trivial solution for variables $x_i$ |
|---------------|-----------------------------|-----------------------------------------|
|               | Row operation used | Free variable | Scaling factor | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
| (15)          | 4              | 2ND           | 2 | 1 | 1 | 3/2 | - | - | - | - | - | - |
| (16)          | 4              | 3RD           | NA | 1 | 2 | 1 | 2 | - | - | - | - | - |
| (17)          | 3              | 3RD           | 3 | 1 | 4/3 | 1 | 2/3 | - | - | - | - | - |
| (18)          | 6              | 3RD           | NA | 1 | 3 | 1 | 2 | - | - | - | - | - |
| (19)          | 17             | 1ST           | NA | 1 | 6 | 6 | 2 | 1 | 3 | 6 | - | - |
| (20)          | 20             | 5th           | 5 | 2 | 122/5 | 299/5 | 162/5 | 1 | 122/5 | 12 | 12 | 188/5 |

Therefore, the equations (15)-(20) in the final balanced form by LA-GE and LP-2P algorithms are given as (27)-(32).

\[
\begin{align*}
2\text{KClO}_3 &\rightarrow 2\text{KCl} + 3\text{O}_2 \quad (27) \\
\text{CH}_4 + 2\text{O}_2 &\rightarrow \text{CO}_2 + 2\text{H}_2\text{O} \quad (28) \\
3\text{BaO}_2 + 4\text{Al} &\rightarrow 3\text{Ba} + 2\text{Al}_2\text{O}_3 \quad (29) \\
\text{CaCN}_2 + 3\text{H}_2\text{O} &\rightarrow \text{CaCO}_3 + 2\text{NH}_3 \quad (30) \\
\text{K}_4\text{Fe(CN)}_6 + 6\text{H}_2\text{SO}_4 + 6\text{H}_2\text{O} &\rightarrow 2\text{K}_2\text{SO}_4 + \text{FeSO}_4 + 3(\text{NH}_4)_2\text{SO}_4 + 6\text{CO} \quad (31) \\
10\text{K}_4\text{Fe(CN)}_6 + 122\text{KMnO}_4 + 299\text{H}_2\text{SO}_4 &\rightarrow 162\text{KHSO}_4 + 122\text{MnSO}_4 + 60\text{HNO}_3 + 60\text{CO}_2 + 188\text{H}_2\text{O} \quad (32)
\end{align*}
\]
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Fig. 1. LP-2P input grid for equation (20) in TORA software

Fig. 2. Final iteration (a) of LP-2P algorithm for equation (20) in TORA

Fig. 3. Final iteration (b) of LP-2P algorithms for equation (20) in TORA
Table 2: LP-2P implementation details

| Test equation | LP-2P implementation details | Optimal minimal solution for variables $x_i$ |
|---------------|-------------------------------|---------------------------------------------|
|               | Iteration | Coefficient | Pivot | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
| (15)          | 4 | 3 | 2 | 2 | 3 | - | - | - | - | - | - | - |
| (16)          | 5 | 4 | 3 | 1 | 2 | 1 | 2 | - | - | - | - | - |
| (17)          | 5 | 4 | 3 | 3 | 4 | 3 | 2 | - | - | - | - | - |
| (18)          | 5 | 4 | 3 | 1 | 3 | 1 | 2 | - | - | - | - | - |
| (19)          | 9 | 7 | 6 | 1 | 6 | 6 | 2 | 1 | 3 | 6 | - | - |
| (20)          | 10 | 9 | 8 | 10 | 122 | 299 | 162 | 5 | 122 | 60 | 60 | 188 |

On the basis of FLOPs, as per the calculation procedure described in equations (13)-(14) for LA-GE and LP-2P algorithms, respectively, both algorithms have been compared and the results are displayed in Fig. 4.

It is immediate to realize that the LP-2P approach uses a higher number of floating point operations to reach the optimal solution of the minimization problem as compared to the LA-GE approach, and hence to balance the equations of chemical reactions.

While FLOPs in the LP-2P algorithm were observed to be higher than in LA-GE for all equations (15)-(20), the former can still safely be preferred due to the ease of software implementation and the later for manual calculations. It is also worthwhile to mention that the LP-2P method besides being a software friendly approach in the TORA environment is sensitive to the selection of lower bounds for the variables in order to attain the desired non-zero integer solutions. A similar sensitivity can be observed in the LA-GE algorithm to seek the desired solution out of infinitely many possible non-zero solutions since a few variables are free variables. The LA-GE can be safely recommended to be used manually as well as using the software implementation in MATLAB, whereas the manual implementation of the LP-2P algorithms due to a higher number of iterations and higher computational overload is not suggested. Regardless of the concern that an algorithm can be implemented manually or by using software, the main concern of the researchers is to anyhow reach to the desired solution, as it is one of the fundamental steps in understanding the exact relationship and quantities of the chemical elements in a chemical reaction but not the only objective. The accurate results by the software are nevertheless achieved besides some concerns. The FLOPs comparison is helpful in understanding that for which algorithm, computer implementation is the only way-out for the researchers to balance the equations of chemical reactions. For the LP-2P technique the software environment is recommended for its efficient use nowadays as it takes higher FLOPs as compared to the LA-GE algorithms, but also gives the desired solution in the appropriate form as compared to the LA-GE algorithm.
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V. Conclusion

Two different efficient algorithms were suggested and thoroughly analyzed for balancing equations of chemical reactions. An exhaustive comparison of both methods on six test equations from literature was conducted. The computational procedure, advantages and disadvantages of both approaches were examined. It was found that the LP-2P approach in TORA software was a more direct and reliable technique than the LA-GE approach, and resulted in the desired solution directly using a computer program. In terms of FLOPs, the LA-GE approach was better than the LP-2P approach.
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