Accelerated Correction of Reflection Artifacts by Deep Neural Networks in Photo-Acoustic Tomography
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Abstract: Photo-Acoustic Tomography (PAT) is an emerging non-invasive hybrid modality driven by a constant yearning for superior imaging performance. The image quality, however, hinges on the acoustic reflection, which may compromise the diagnostic performance. To address this challenge, we propose to incorporate a deep neural network into conventional iterative algorithms to accelerate and improve the correction of reflection artifacts. Based on the simulated PAT dataset from computed tomography (CT) scans, this network-accelerated reconstruction approach is shown to outperform two state-of-the-art iterative algorithms in terms of the peak signal-to-noise ratio (PSNR) and the structural similarity (SSIM) in the presence of noise. The proposed network also demonstrates considerably higher computational efficiency than conventional iterative algorithms, which are time-consuming and cumbersome.
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1. Introduction

Photo-Acoustic Tomography (PAT) is an emerging non-invasive modality that has manifested an enormous prospect for some clinical practices [1]. In PAT, the tissue is illuminated with near-infrared light of wavelength 650–900 nm. The absorbed optical energy is transformed into acoustic energy through the photo-acoustic effect, and the generated ultrasound is measured by transducer arrays outside the tissue to retrieve the optical properties of the tissue. The coupling mechanism of optical and ultrasound waves gives multiple advantages over conventional individual imaging modalities. As the acoustic waves experience much less scattering in tissue compared to optical waves, PAT can generate high-resolution images in the presence of strong optical scattering to break the optical diffusion limit [2]. The image can reach submillimeter spatial resolution while preserving intrinsic optical contrast [3].

Typical photo-acoustic signal generation comprises three steps: (1) the tissue absorbs light; (2) the absorbed optical energy causes a temperature rise; (3) thermo-elastic expansion occurs and generates ultrasound. The image formation in PAT is to recover the distribution of the deposited energy, known as the local optical fluence, from the ultrasound signals that are recorded by the sensors deployed around the tissue. As the initial ultrasound pressure is approximately proportional to the optical fluence, it is sufficient to reconstruct the initial pressure from the recorded ultrasound signals.

The quality of PAT images relies on multiple factors, and one of them is the acoustic reflection. The reflection can be caused by either hyperechoic structures or special setting for making a measurement such as in reverberant-field PAT [4]. Conventional PAT reconstruction algorithms, such as the universal back-projection formula [5] and time-reversal-based reconstruction [6–10],
are based on the spherical mean radon transform on canonical geometries and not designed to take the acoustic reflections into account. As a result, the reflected signals are projected along with the real signal back into the image domain, resulting in artifacts that are indistinguishable from the real biological structures. Clinical practitioners who rely on the misleading artifacts to make judgment could come to erroneous conclusions. It is, therefore, essential and of practical significance to design new methods to eliminate the impact of such acoustic reflection in PAT image reconstruction.

Some iterative algorithms were developed to correct the effect of the acoustic reflection. Examples include Fourier analysis [11], averaged time reversal [12], dissipative time reversal [13], and adjoint method [14]. Nonetheless, each of them has its limitation: the Fourier approach applies only to regular domains; averaged/dissipative time reversals, and Landweber iterations can generate high-quality images but time-consuming.

The purpose of this paper is to accelerate and improve the iterative algorithms by incorporating a deep neural network (DNN) structure to reduce the reflection artifacts efficiently and effectively. The entire network contains three parts—feature extraction, artifacts reduction, and reconstruction. A modified version of the U-net with large convolutional filter sizes is used as the backbone of the artifact reduction part to capture the global features by increasing the size of the receptive field. The network is applied to take the place of iterations to accelerate the correction of reflection artifacts. The learning process can simultaneously reduce the image noise as well.

With the rapid increment of computational power, DNNs and deep learning techniques have received considerable attention in recent years for tomographic image reconstruction [15–17]. In particular, they have achieved the state-of-the-art performance in PAT image reconstruction in the scenarios of sparse data [18–20], limited view [21–23], artifacts removal [24–26], as well as other applications [27,28]. It is worth pointing out that the reference [25] considers another type of reflection artifact with different focuses and approaches. The reflection in [25] is caused by point-like targets inside the tissue, while ours by planar reflectors outside the tissue. The network in [25] is mostly based on convolutional neural networks (CNNs) while ours on the U-net structure. The two networks target different problems with associated unique networks and therefore are of independent values. We remark that besides in PAT, DNNs have been successfully applied to other imaging modalities as well, see [29–35] for its applications in CT.

2. Data Generation

This section presents the forward model of PAT and the reflection artifacts induced by the acoustic reflection of signals.

2.1. The Forward Model

We describe the forward model, which is used to generate ultrasound signals for training purpose. Sound hard reflectors, which can bounce the incident ultrasound back with the opposite speed without absorbing any energy, are placed around the tissue to simulate the acoustic reflections. As such reflectors do not dissipate energy, the resultant reflection artifacts are the strongest, hence can be used as a benchmark to test the artifact-correction capability of different algorithms.

Denote by \( \Omega \) the biological tissue, which is illuminated by rapid pulses of laser, and afterwards, emits the ultrasound. The boundary of the tissue is represented using the conventional notation \( \partial \Omega \). The forward ultrasound propagation model, in the presence of sound hard reflectors, reads in 2D as follows:

\[
\begin{align*}
\left( \partial_t^2 - c^2(r)\Delta \right)p &= 0 \quad \text{in } (0,T) \times \Omega, \\
p_{|t=0} &= p_0(r), \\
\partial_t p_{|t=0} &= 0, \\
\partial_n p_{|[0,T] \times \partial \Omega} &= 0,
\end{align*}
\]
where $\Delta = \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2}$ is the Laplace operator, $T$ is the stoppage time, $p_0(r)$ is the initial ultrasound pressure, $p(t, r)$ is the ultrasound pressure of the spatial location $r$ at time $t$, $c(r)$ is the wave speed, and $\partial_{\nu}$ is the normal boundary derivative. The main difference of this model with the conventional photo-acoustic models (see, for instance [2,36]) is the boundary condition $\partial_{\nu}p|_{[0,T] \times \partial \Omega} = 0$, which is the standard mathematical model to describe sound hard reflectors. Please note that the Neumann boundary condition corresponds to the sample/water interface, and the Dirichlet boundary condition, which corresponds to the sample/air interface, can be handled similarly. We remark that modeling PAT using the Neumann and Dirichlet boundary conditions was reported in the literature [37,38]. The ultrasound is recorded at the boundary of $\Omega$ using 508 sensors deployed evenly around the tissue. This measurement amounts to the temporal boundary value of $p$, i.e., $p|_{[0,T] \times \partial \Omega}$. The image formation in PAT aims to recover the distribution of the deposited energy that is the local optical fluence. As the initial ultrasound pressure $p_0(r)$ is proportional to the optical fluence, it remains to reconstruct the initial ultrasound pressure $p_0(r)$ from the recorded ultrasound signals.

We simulate numerous ultrasound signals to train the neural network. This is accomplished by solving the forward model (1) using the second order finite difference time domain (FDTD) method with the central difference formula. The simulation is implemented using the MATLAB code written by the authors. The computational domain is a $128 \times 128$ grid with uniform spacing. The time step is chosen according to the spatial step to fulfill the Courant–Friedrichs–Lewy (CFL) condition. The sound speed $c(r)$ is either a constant or a spatially varying function, with the former modeling the propagation in homogeneous media and the latter in heterogeneous media. The stoppage time is $T = 4$, which is chosen in such a way that the ultrasound generated from any interior source can reach the boundary.

2.2. Reflection Artifacts

Applying the conventional PAT reconstruction directly to the ultrasound signals generated by the forward model (1) could result in artifacts. This is because the conventional reconstruction methods do not take into consideration of the acoustic reflections. We provide a numerical example in this section to illustrate the effect of the acoustic reflections.

We choose the Shepp–Logan phantom (see Figure 1a) as the initial pressure $p_0(r)$ to produce ultrasound signals based on the forward model (1) with $c(r) = 1$. The recorded acoustic signal is shown in Figure 1b. To demonstrate the reflection artifacts by conventional algorithms, we adopt one of the conventional time reversal (TR) methods proposed in [8]. The sound speed in the TR is again $c(r) = 1$. Then the TR method is mathematically equivalent to the 2D universal back-projection formula. The stoppage time is again $T = 4$. The reconstructed image is illustrated in Figure 1c. It is clear that direct application of the TR method leads to numerous artifacts in the reconstructed image, especially near the boundary of the ellipses in the Shepp–Logan phantom. The generation of these artifacts can actually be well understood from the mathematical point of view; see the analysis in [12] for details.

The failure of the conventional TR method indicates that some procedures must be introduced to correct the reflection artifacts in the presence of reflections. There have been some iterative correction algorithms, for instance [10–14,39] as well as methods based on deep learning [25]. In the next section, we propose a novel neural network to remove the reflection artifacts. Its efficacy is compared with two of the popular iterative correction algorithms as well.
Figure 1. Numerical example to illustrate the effect of the acoustic reflections. (a): a $128 \times 128$ Shepp–Logan phantom as the initial pressure. (b): the recorded acoustic signal in the presence of sound hard reflectors. (c): reconstruction by conventional TR.

3. Artifacts Correction by Deep Learning

This section presents the proposed neural network for correction of reflection artifacts in PAT imaging. We will make use of the networks to accelerate some conventional iterative algorithms in the following way. Instead of running the iterations, we train the network to learn the map between the reconstructed image by the first iteration and the ground truth. The reconstruction procedure then consists of two steps, given the measured ultrasound signals. The first step is to apply an iterative algorithm to the signals to get the output after the first iteration. The second step is to feed the output into the neural network to obtain the reconstructed image. These two steps preserve the predictability of the model-based iterative algorithm, while at the same time replace the number of iterations by the neural network to achieve improved computational efficiency. The proposed method can be referred to as the deep learning (DL) algorithm or DL reconstruction for short.

3.1. Reflection Artifacts Correction Model

Assume that $I_{IS}$ is the simulated initial source without any artifacts and $I_{RA}$ is a PAT image including reflection artifacts, the relationship between them can be expressed as follows:

$$I_{RA} = F(I_{IS}), \quad (2)$$

where function $F$ denotes the acoustic-reflection-induced process due to the hyperechoic structures or the special setting of making measurement such as in reverberant-field PAT. The reflection artifacts correction model is to seek an approximate inverse, $G \approx F^{-1}$, to reduce the reflection artifacts from $I_{RA}$, i.e.,

$$I_{est} = G(I_{RA}) \approx I_{IS}. \quad (3)$$

Next, we introduce the proposed network to learn the approximate inverse function $G$.

3.2. The Proposed Network

The proposed network architecture for reflection artifacts correction is shown in Figure 2, which has following three parts:

1. **Feature extraction** is to extract the feature representation from the input image $I_{RA}$. This part contains 4 convolutional layers, each of them has 32 convolutional filters of size $3 \times 3$ with a stride of 1. Zero padding is not used for these four layers.

2. **Artifacts reduction** is to correct the artifacts and remove the noise from the feature-maps obtained above. We use a modified version of U-net coupling with a residual skip connection for this purpose. This part has 6 convolutional layers and 6 deconvolutional layers. Instead of down-sampling or up-sampling operation in original U-net [40], we use the convolution...
with a stride of 2 to decrease the size of feature-maps at the 2nd, 4th and 5th convolutional layers, and the deconvolution with a stride of 2 to increase the size of feature-maps at the 1st, 3rd, and 5th deconvolutional layers. The stride of 1 is used at remaining layers. All layers have 32 (de)convolutional filters of size $5 \times 5$ to capture the global structures. In addition to this, three conveying links \cite{29,40} copy the former feature-maps and reuse them as the input to a later layer that has the same size of feature-maps via a concatenation operation along channel dimension, which preserve high-resolution features. At last, a residual skip connection \cite{41} enables the above U-net to infer the artifacts and noise from the input feature-maps. The summation between the input feature-maps and the outputs of the U-net are the corrected feature-maps, which is followed by an activation function and then serves as the input to the reconstruction part. Note that zero padding is used throughout this part.

3. **Reconstruction** is to recover the final output from the corrected feature-maps. This part has 4 deconvolutional layers, each of them has 32 filters of size $3 \times 3$ with a stride of 1 except for the last layer that has only 1 filter. Zero padding is not used for these four layers.

The rectified linear unit (ReLU) is used throughout this network \cite{42}, which is defined as $f(x) = x^+ = \max(0, x)$. The input to the network $I_{RA}$ is the output of the first iteration of averaged time reversal (ATR), which is denoted as $ATR^*$.

![Diagram](image.png)

**Figure 2.** The proposed network structure for reflection artifacts correction. It comprises three parts—feature extraction, artifacts reduction, and reconstruction. In particular, we use a modified version of U-net as the backbone of artifacts reduction part.

3.3. **Loss Function**

The parameters of the network need to be optimized by minimizing an appropriate loss function. The loss function we choose is the combination of the mean-squared error (MSE) and structural similarity (SSIM) \cite{43}.

The MSE between the output of the network, $I_{est}$, and the initial reference source, $I_{IS}$, is formally defined as

$$\text{MSE}(I_{est}, I_{IS}) = \frac{1}{w \times h} \left\| I_{est} - I_{IS} \right\|_F^2,$$

where $w$ and $h$ are the width and height of the image, respectively, and $\left\| \cdot \right\|_F$ refers to Frobenius norm. Although MSE is the most straightforward loss function to optimize the network, the resultant images are usually over-smoothing and lose some details.

In contrast to MSE, the SSIM can measure the similarity between two images in terms of their structures and textures. SSIM index is calculated on various windows of an image. The measure between the window $x$ over $I_{est}$ and the window $y$ over $I_{IS}$, based on a common size $k \times k$, is defined as

$$\text{SSIM}(x, y) = \frac{2\mu_x \mu_y + c_1}{\mu_x^2 + \mu_y^2 + c_1} \frac{2\sigma_{xy} + c_2}{\sigma_x^2 + \sigma_y^2 + c_2},$$

where $\mu_x$, $\mu_y$, $\sigma_x$, $\sigma_y$, $\sigma_{xy}$, and $c_1$, $c_2$ are the means, variances, and cross-covariance of $x$ and $y$, respectively, and $c_1$, $c_2$ are constants to stabilize the division.
where $\mu_x$ and $\mu_y$ are the averages of $x$ and $y$ respectively, $\sigma^2_x$ and $\sigma^2_y$ are the variances of $x$ and $y$ respectively, and $\sigma_{xy}$ is the covariance of $x$ and $y$. Also, $c_1 = 0.01^2$ and $c_2 = 0.03^2$ are two constants, which are used to stabilize the division with a weak denominator. The windows size $k$ is 11, as suggested. The SSIM between two images $I_{est}$ and $I_{IS}$, $\text{SSIM}(I_{est}, I_{IS})$, refers to the average of the SSIM index over all windows.

The loss function is defined as

$$\min_{\theta_G} E_{I_{est}, I_{IS}} \sqrt{1 + \text{MSE}(I_{est}, I_{IS}) \times \left[ 1 - \text{SSIM}(I_{est}, I_{IS}) \right]},$$

where $\theta_G$ denotes the parameters of the network $G$. This loss function not only reduces the noise in terms of MSE but also preserves the image structures as measured by SSIM [44]. Various algorithms can solve this minimization problem. In this work, we adopt the Adam algorithm to update the parameters [45]. The gradients of the parameters are computed using a back-propagation algorithm [46].

4. Results

4.1. Experimental Setup

4.1.1. Simulated Dataset

We used 5 cadaver CT scans from Massachusetts General Hospital [47] for simulating PAT dataset. These 5 cadavers were scanned on a GE Discovery 750 HD scanner under 120 kVp x-ray spectra. Noise index (NI) was used by GE to define the image quality, which is approximately equal to the standard deviation of the CT number in the central region of the image of a uniform phantom [48]. In this study, we used a noise index of 10, which represents a normal-dose scanning. Then, the images were reconstructed by the GE commercial iterative reconstruction algorithm, called adaptive statistical iterative reconstruction (ASIR-50%). To reduce the computational cost for simulating the data and training the network, we extracted image patches of size $128 \times 128$ from CT scans. More specifically, 64,000 image patches were randomly selected from 3 scans for training purpose. Then, 6400 image patches were randomly selected from 1 scan for validation. Finally, 200 image patches were randomly selected from 1 scan for testing the trained model. Please note that the patients for training, validation, and testing sets were randomly selected from 5 patients CT scans without replacement. Since the Hounsfield unit (HU) used in CT imaging ranges from $-1000$ to $\sim +2000$, we are interested in the complex tissue structure within $[-160, 240]$ HU window for our PAT simulation. Thus, with this selected HU window, image patches were first normalized into $[0, 1]$ serving as the initial source for PAT imaging, and the output of the first iteration of ATR serves as the input to the network.

4.1.2. Baseline Method

We compare the proposed network-based reconstruction with two state-of-the-art iterative algorithms in correcting reflection artifacts. These iterative algorithms, known as the ATR and adjoint method respectively, are designed to remove the reflection artifacts from the mathematical point of view. The reasons for choosing these two methods are three-fold. Firstly, in contrast to the universal back-projection formula [5] which is mathematically valid only in homogeneous media, these methods can be applied to general heterogeneous media. The universal back-project formula is a special case of the TR method if one sets the sound speed to be constant and applies the Kirchhoff solution formula for the 3D acoustic wave equation. Secondly, the TR and adjoint methods are applicable with arbitrary closed surfaces of sensor arrays. In a typical TR or adjoint process, the measured ultrasound signals are re-transmitted in a temporally reversed order back to the tissue. This can be numerically simulated by solving the wave propagation model backwards to the initial moment while using the measured ultrasound signal as the boundary condition, regardless of the geometry of sensor arrays. Thirdly, TR and adjoint methods are popular in both research and application, for instance [8,9,49,50] for
various TR methods and [51–53] for various adjoint methods. Their implementation has also been included in open source packages such as the k-wave MATLAB package [54]. A sketchy introduction to these iterative algorithms is included in the Appendix A for the convenience of the readers.

4.1.3. Parameter Setting

For our proposed network, the initial learning rate $\lambda$ was set as $1.0 \times 10^{-3}$ and was adjusted by every epoch, namely $\lambda_t = \frac{\lambda}{\sqrt{t}}$ at the $t$-th epoch. For the Adam optimization, the coefficients used for computing running averages of gradients and its square were set as 0.9 and 0.999, respectively. The network was implemented with PyTorch DL library [55] and trained within 60 epochs using four NVIDIA GeForce GTX 1080 Ti GPUs. The batch size was set as 512 during the training.

For these two iterative algorithms, the number of iterations for ATR and Landweber is empirically set to be 10. The regularization parameter in Landweber is empirically chosen as 0.03.

4.1.4. Evaluation Metrics

For the evaluation of image quality, we used the peak signal-to-noise ratio (PSNR) and SSIM in our experiments. The SSIM has been defined in (5) and PSNR is defined as follows:

$$\text{PSNR}(I_{\text{est}}, I_{\text{IS}}) = 10 \log_{10} \left( \frac{R^2}{\text{MSE}(I_{\text{est}}, I_{\text{IS}})} \right),$$

where $R$ is the maximum possible pixel value of the images, which is 1 in this study as the images are normalized into $[0, 1]$.

4.2. Results

In this part, we demonstrate the performance of the proposed method in correcting reflection artifacts.

4.2.1. Homogeneous Media

Soft biological tissue is made up mostly of water and therefore can be viewed approximately as a homogeneous medium. The sound speed in water is 1480 m/s, which can be taken as the speed in tissue. The specific value of the constant is irrelevant to the performance of the algorithms, as the value can always be adjusted by choosing different units. What matters is that the speed must be uniform everywhere. Therefore, we simply take the speed as 1 in our numerical test, i.e., we set $c(r) = 1$. Ultrasound signals are generated using the forward model (1). The signals are then exploited in TR, ATR, Landweber iteration, and DL algorithms, respectively, to reconstruct the original image. The input of the neural network is the output of the first iteration of ATR, which is denoted as ATR$^\star$.

Based on an independent testing set of 200 CT image patches, we investigated these reconstruction algorithms with 0%, 10%, 20%, 30%, 40% noise added to the ultrasound signals respectively, and reported the box plots of the image quality that was evaluated by PSNR and SSIM in reference to the ground-truth simulated initial source in Figure 3. The experimental results show the DL algorithm has at least two advantages over the others. On the one hand, it is relatively more stable as the noise level increases. Its PSNR outperforms the others at all noise levels, with the only exception of the ideal zero-noise case where ATR provides the best reconstruction. On the other hand, the DL algorithm is time-saving. Although training the neural network takes large amount of time, its output is almost immediate once the training process is accomplished. In contrast, the ATR and Landweber iteration takes several minutes to achieve an image of satisfactory quality.

A few reconstructed images randomly selected from the testing set are displayed in Figure 4. Each column corresponds to the reconstruction using the algorithm labeled at the bottom. The ATR$^\star$ column consists of images from the first iteration of ATR, which are the inputs to the neural network. The IS column consists of the ground-truth initial source images used to generate the ultrasound signals by the forward model. Among all the algorithms, TR gives the worst result, which can be
expected as it does not resolve reflected artifacts. ATR tends to lose detailed information at a high noise level (see the last row). Landweber performs better in resolving noise as it has regularization effect, which helps remove the high-frequency content of the image. The DL algorithm exhibits superior reconstruction in general.

Figure 3. The box plots of the image quality evaluated by PSNR and SSIM on the testing set in a homogeneous medium. From top row to bottom row: noise increases from 0 to 0.4. Diamonds (⋄) indicate outliers.
4.2.2. Heterogeneous Media

Heterogeneity occurs when the object to be imaged has a complex composition. An example is the transcranial PAT where the sound speed in the skull is 3200 m/s in contrast to 1480 m/s in the water. The speed has jump singularities at the interface of the two constituents. Such singularities can be mingled with those from the initial pressure and appear in the reconstructed image as additional artifacts, casting more challenges for the reconstruction of the initial pressure. We implemented the algorithms in the domain \([-1, 1] \times [-1, 1]\) and chose the distribution of the sound speed as

\[
c = 1 - 0.2 \sin(2\pi x) + 0.15 \cos(\pi y) + \chi_{(x-0.5)^2+(y-0.5)^2<0.01},
\]

where \(\chi_{(x-0.5)^2+(y-0.5)^2<0.01}\) is a function that equals 1 on the disk \((x, y) : (x - 0.5)^2 + (y - 0.5)^2 < 0.01\) and 0 otherwise. The reason for such choice of \(c\) is as follows. The constant 1 models the speed in soft tissue. The smooth term \(-0.2 \sin(2\pi x) + 0.15 \cos(\pi y)\) is added to mimic the slight variation of the sound speed in distinct types of tissue. The non-smooth term \(\chi_{(x-0.5)^2+(y-0.5)^2<0.01}\) captures the jumps between different materials such as soft tissue and bones; see Figure 5 for the distribution of the sound speed \(c\).
Figure 5. Distribution of the sound speed.

With the variable sound speed, we computed the PSNR and SSIM of the reconstructed images with 0%, 10%, 20%, 30%, 40% noise added to the ultrasound signals respectively, as is shown in Figure 6. The DL algorithm still demonstrates the optimal overall performance. Besides being more stable and time-saving, the DL algorithm also yields the least outliers. Here an outlier is a number in the dataset that is less than $Q_1 - 1.5 \times (Q_3 - Q_1)$ or greater than $Q_3 + 1.5 \times (Q_3 - Q_1)$, where $Q_1$ is the lower quartile, and $Q_3$ is the upper quartile.

Some reconstructed images are randomly selected from the testing set again to illustrate the difference of the algorithms; see Figure 7. ATR still suffers from the high noise level, but can resolve the jumps in the speed. Landweber iteration, however, introduces additional artifacts on the top right of the reconstructed image where the sound speed jumps as shown in Figure 5. This is partly due to the limited number of iterations, and it is observed that artifact becomes weaker if the number of iterations is increased. The DL reconstruction resolves simultaneously the high noise and jumps in the speed. It remains visually the closest to the true initial source.

5. Discussions

Our experimental results empirically demonstrated that DL reconstruction in certain situations is superior to the conventional iterative reconstructions, especially when it deals with signals compromised by strong noise. The test on the sound reflectors suggests a great potential of DL-based methods for removing reflection artifacts in the PAT image formation.

However, there are some limitations in this study. First, some of the parameters in these iterative algorithms, such as the number of iterations and the value of the regularization parameter, are not specifically optimized. Varying these parameters may result in somewhat improved performance of the iterative algorithms. However, finding the optimal values of such parameters are highly empirical, and there is no universal approach in general. Second, we empirically used the combination of MSE and SSIM as the loss function to optimize the network, and evaluated the image quality by PSNR and SSIM. The choice of the loss function and image metrics may not be the optimal to capture the visual quality for PAT imaging. Third, we only studied the reflection artifacts under different noise levels and a simple variable sound model, other more complicated conditions such as limited views and more complicated variable sounds can be surely addressed by extending the proposed network.
Figure 6. The box plots of the image quality evaluated by PSNR and SSIM on the testing set in a heterogeneous medium. From top row to bottom row: noise increases from 0 to 0.4. Diamonds (⋄) indicate outliers.
6. Conclusions

In this article, we have proposed a novel DNN to remove the reflection artifacts in reconstructed PAT images under different noise levels and different media. By directly comparing the proposed network to popular iterative reconstruction algorithms with simulated PAT data from CT scans, the results have showed that the proposed network is able to reconstruct superior images over the conventional iterative reconstructions in typical scenarios in terms of computational efficiency and noise reduction.

The results can be further strengthened in several aspects. One practical and significant question is how to make the network robust to potential malignant attacks. It is well known that DL models are vulnerable to adversarial examples. A more stable training procedure is thus critical to the clinical application of DL methods. Next, the effectiveness and efficiency of the network can be further improved for constrained resources and cloud-end processing. Some other factors, such as limited view, acoustic attenuation, and fluctuation of sound speed, can greatly impact the quality of PAT images. It would be interesting to extend the DL approach to these situations as well.
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Abbreviations

The following abbreviations are used in this manuscript:

| Abbreviation | Description                              |
|--------------|------------------------------------------|
| PAT          | Photo-Acoustic Tomography                |
| TR           | Time Reversal                            |
| ATR          | Averaged Time Reversal                   |
| DL           | Deep Learning                            |
| CT           | Computed Tomography                      |
| CNN          | Convolutional Neural Network             |
| PSNR         | Peak Signal-to-Noise Ratio               |
| SSIM         | Structural Similarity                    |
| FDTD         | Finite Difference Time Domain            |
| CFL          | Courant–Friedrichs–Lewy                  |
| MSE          | Mean-Squared Error                       |
| ASIR         | Adaptive Statistical Iterative Reconstruction |
| HU           | Hounsfield unit                          |

Appendix A. Artifacts Correction by Iterative Algorithms

In this appendix, we describe the principles of the averaged time reversal and the adjoint method in more details. Interested readers are referred to [8,14] for the accurate and complete exhibition.

Appendix A.1. Averaged Time Reversal

The averaged time reversal method is proposed in [12] as a remedy to the conventional TR to remove the reflection artifacts in the latter. The essential improvement comes from the introduction of an averaging process to the measured data before reversing the time. The rational, roughly speaking, is that artifacts generated by acoustic reflections have either positive amplitude or negative amplitude, depending on the number of times they touch the boundary. A suitable averaging process along the time direction is thus able to annihilate reflected artifacts with opposite signs. The process can be viewed as a pre-conditioning to the TR. To be a bit more precise, let \( \Lambda \) be the linear operator

\[
\Lambda : p_0 \mapsto u|_{[0,T] \times \partial \Omega} \tag{A1}
\]

where \( u \) is the solution of the forward model (1). In other words, \( \Lambda \) sends the initial pressure to the measured data. This is a linear operator that is completed determined by the form of the partial differential equation in (1). If the forward model is discretized, \( \Lambda \) would just be a matrix. Reconstructing the initial pressure from the ultrasound signals amounts to inverting the matrix \( \Lambda \). Direct inversion is normally impossible due to the large dimensionality of this matrix. Instead, it is shown in [12] that one can introduce an averaged time reversal process \( \Lambda \) such that the initial pressure \( p_0 \) can be reconstructed iteratively from the measured data \( u|_{[0,T] \times \partial \Omega} \) by the relation...
\[ p_0 = \sum_{k=0}^{\infty} (\mathbf{A} \mathbf{A}^* - \mathbf{I})^k \mathbf{A}(u|_{[0,T] \times \partial \Omega}) \] (A2)

where \( \mathbf{I} \) is the identity operator (or identity matrix if the forward model is discretized). This algorithm is known as the averaged time reversal (ATR). It is mathematically proved in [12] that ATR can correct the reflection artifacts caused by conventional time reversal methods. It is one of the baseline methods we used in the paper to compare with the DL reconstruction.

Appendix A.2. Landweber Iteration

The Landweber iteration, also known as the Landweber algorithm, is an algorithm proposed in the 1950s by Landweber [56] to solve ill-posed linear systems of the form \( \mathbf{A} \mathbf{x} = \mathbf{b} \) where \( \mathbf{A} \) is a (not necessarily square) matrix. It is a regularization method that can be viewed as iteratively solving the unconstrained optimization problem

\[ \min_{\mathbf{x}} \frac{1}{2} \| \mathbf{A} \mathbf{x} - \mathbf{b} \|_2^2, \] (A3)

which leads to the update scheme

\[ x_{k+1} = x_k - \gamma \mathbf{A}^* (\mathbf{A} x_k - \mathbf{b}), \quad k = 0, 1, 2, \ldots \] (A4)

where \( \mathbf{A}^* \) is the adjoint operator of \( \mathbf{A} \) and \( \gamma \) is a regularization parameter. It is well known the Landweber iteration is convergent if \( 0 < \gamma < \frac{2}{\sigma_1^2} \) where \( \sigma_1 \) is the largest singular value of \( \mathbf{A} \), and it converges to the projection of the true solution on the orthogonal complement of the null space of \( \mathbf{A} \), see the analysis in [14] for instance. In our case, the vector \( \mathbf{x} \) is the discretized version of \( p_0 \), and the vector \( \mathbf{b} \) is the discretized version of the measured data \( u|_{[0,T] \times \partial \Omega} \). The iteration exhibits the effect of semi-convergence: it converges before reaching a certain number of iterations but then diverges once beyond. The optimal value of \( \gamma \) and the stopping rule are largely empirical. Some guiding principles exist, but we do not intend to discuss them in this article.
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