Abstract—Hand gesture recognition enables non-tactile interfaces for human-machine interactions. Cameras are currently powerful tools to recognize these gestures, however, use of cameras is constrained by privacy concerns and need for well-lit, line of sight implementation. In this study, we propose an alternate method to recognize gestures using a passive data-glove augmented with passive RFID tags. We envision passive tags-based gesture recognition will have applications in improving operator safety around machines, activity monitoring in factories and sign to speech recognition, etc. Low-level reader information (RSSI, Phase and Doppler frequency) can be used to capture changes to the tags in the environment, therefore generating enough information to infer gestures. In this paper, we present a technique to enable fast feature recognition using low-level reader data by correcting for inconsistencies in phase data due to frequency hopping. We experimented with four different classifiers on the low-level reader data and our Fully-Connected Neural Network (FCCN) classifier is able to learn gestures from tag-data with 98% accuracy.

I. INTRODUCTION

Recent developments in the Internet of Things (IoT) suggests a trend in developing advanced battery-powered sensors and smart devices with on-board radio and computing power. These devices are capable of acquiring rich environmental information seamlessly, however, battery replacements on these devices and higher device costs limit their pervasive implementation [1]. Billions of everyday objects still remain to be augmented with sensors to extend human interaction with machines and objects in the environment with inexpensive and scalable alternatives, which presents a huge potential within the IoT to use passive tags. Passive Radio Frequency Identification (RFID) tags provide such inexpensive, scalable and energy efficient way to gather abundant environmental information needed to generate contextual awareness [2]. We present a method for gesture recognition by augmenting everyday safety gloves with passive tags. A commercial off-the-shelf reader such as Impinj’s Revolution R420 can read low-level information (RSSI, Phase and Doppler Frequency) through the standard Gen 2 UHF RFID protocol [3]. This low-level information is affected by the tag’s dielectric background, location and objects in the environment – thereby has tag’s environmental information embedded. A single tag’s information can be affected by other parameters such as multi-path interference beyond our parameters of interest [4]. Instead, in this work, we use information from a combination of tags which is relatively robust compared to data from a single tag to identify features of interest. A passive data-glove will be low-cost and easy to use with potential applications in real-time operators’ safety and activity monitoring, and sign language to speech conversion as seen in Figure 1. Main contributions of this paper include:

- Method for gesture recognition using standard passive tags on everyday safety gloves
- Technique for correcting inconsistencies in phase data from successive channels in frequency hopping scheme increasing the usable sampling rate for sensing
- Classification models for low-level reader data in a multitag setup to recognize fine movements in the environment

The rest of the paper is organized as follows: Section II summaries the relevant state-of-the-art techniques for gesture recognition using camera/non-camera-based methods and human-activity recognition using passive RFID tags; Section III discusses our data-input approach and classification models to use low-level reader data; Section IV evaluates four different models and presents an outlook on future work and potential applications

II. RELATED WORK

A. Gesture recognition: camera and non-camera-based methods:

A recent review on gesture recognition methods is presented in this recent article by Cheok et al. [5]. Vision-based gesture recognition using cameras is a prominent technique due to it’s multi-functionality, stealth mode sensing, non-intrusive application. However, deploying such a system in everyday environments requires robust performance demanding good quality cameras or even expensive depth-cameras [6]. Continuous image or video analysis also creates significant data overhead that could be avoided with alternate options. Moreover, use of cameras in certain environments is currently a debatable topic involving users’ privacy concerns. Therefore, there is a potential for alternate methods for gesture recognition beyond
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vision-based systems. Another widely explored method is using "data-gloves" that use gloves equipped with a variety of sensors. In one study, researchers used accelerometer sensors on each finger connected to a central hub to detect sign language gestures, however, the electronics increase the cost and make gloves cumbersome to wear [7]. In another study, Electromyogram (EMG) technique is used for hand gesture recognition using biosignals [8]. Even in this case, wearability of EMG electrodes in everyday use is a concern. Wi-Fi signals have also been used to detect fine grain gestures, but robustness and scalability of such system needs evaluation [9]. In other studies, haptic feedback and flexible sensors are also explored for developing gesture recognition methods [10], [11]. In this study, we propose a passive data-glove based method using RFID tags that leverages the benefit of low-cost and easy to use nature of tags.

B. Activity sensing with RFID tags:

Passive RFID tags are also explored previously for gesture recognition [12]. However, this method from the available literature uses a grid of tags as a monitoring environment. By monitoring how a moving hand interfered with the grid of tags, user’s hand motion is traced to the corresponding cells in the grid. Scaling such a grid-based method to variety of environments is practically difficult. In our work, we draw inspiration from other studies where everyday objects are instrumented with RFID tags for a variety of human activity recognition. Tags are used for in-home human-activity and household object usage monitoring [2], [13]. In another study, tags are used for creating battery-less interfaces to interact with other objects using gestures [14]. In our study, instead of attaching tags to the objects, our objective is to create a generic glove with tags that can be used to recognize a large set of gestures. Augmented reality and computer vision applications can also leverage information from tags to create immersive experiences for users by connecting even low-cost everyday objects such as cups, water bottles, etc. to the network in smart spaces [15].

III. METHOD

A. Pre-processing phase information:

Prototype in this study is a passive "data-glove" created by augmenting an everyday safety glove with five tags representing five fingers as in Figure 2. Any gestural changes will result in a change in RF phase and/or RSSI parameters due to change in the tags’ orientations. In this work, we use five different gestures as illustrated in Figure 3. By comparing these changes among five tags, gestures can be inferred. However, the RF phase reported directly by the reader shows discontinuity over time due to the reader’s frequency hopping scheme. FCC regulations require RFID readers in the ISM band to hop transmission frequencies between 50 channels in 902 - 928 MHz in order to minimize RF signal interference. Moreover, Impinj readers measure phase with an offset at each frequency making the measurements even more inconsistent. Reader also adds a 180 deg phase ambiguity, further increasing the noise in the measurements. To minimize these inconsistencies, phase values are corrected by removing the frequency dependent offset relative to a reference frequency. In this study, we used the lowest frequency (902.75 MHz) in Impinj’s frequency hopping scheme as the reference and all RF phase measurements are corrected to this reference frequency. Correction offset is calculated by averaging RF phase drift per channel for a still tag in 902 - 928 MHz range. According to [16], resulting phase of a received tag signal can be expressed as:

\[
\text{\( \text{Phase} = \text{Phase}_{\text{propagation}} + \text{Phase}_{\text{tag}} + \text{Phase}_{\text{reader_offset}} \)}
\]

where \( \text{Phase}_{\text{propagation}} \) is due to the signal path length, \( \text{Phase}_{\text{tag}} \) is due to tag’s backscattering properties and \( \text{Phase}_{\text{reader_offset}} \) is due to the offset in the corresponding frequency channel.

Figure 4 shows a 70 seconds snapshot of raw RF phase and corrected phase values along with data-points at the reference frequency (reference data points are graphically common to both raw phase and corrected phase lines since all other data points are corrected with reference to them). In contrast to the corrected phase data, raw phase data does not show a clear trend with time, however, for a still tag we expect to have more
or less constant phase with small variations. By analyzing the same data in frequency-domain, we can see a linear drift in RF phase across frequency channels (Figure 5). We observe this variation is approximately $2 \pi$ across 50 frequency channels. Assuming the offset is not channel specific, we can calculate the correction offset as $2 \pi / 49$.

Using this correction factor, raw RF phase of an $i^{th}$ reading is adjusted by the following equation:

$$\text{Corrected \ phase}_i = \text{Raw \ phase}_i + \frac{2 \pi}{49} \times \text{Channel}_i$$

Corrected RF phase data as shown in Figure 4 is stable with +/- 0.3 rad variation. We applied this phase correction technique on our phase data from the "data-glove" before feeding into the classifier.

B. Data input:

Our classification models use RSSI, RF phase and Doppler frequency from five tags corresponding to five fingers as the input. Experiments are conducted with an antenna and glove separation of 80 cm with reader in session 2 and transmitting at 30 dBm power. We use standard slurp library in python for data acquisition. We initially record base line data when the glove is in its initial position/gesture, which in this case is the "fist" gesture. Then RSSI, RF phase and RF Doppler frequency are measured relative to the base line data that helps in visualizing the trends in these parameters. Input to our classifier is a 15x1 vector of containing each of these three parameters from five tags. We use a time window of 0.5 seconds that contains around 4 measurements from each tag. Therefore, the input vector is created by averaging measured values within this time window. One can also increase the window time to increase the robustness of classification.
TABLE I: Structure details of different models

(a) CNN           (b) FCNN
Layer | Filters (size, #) | Layer | # of neurons
--- | --- | --- | ---
1 | (5, 64) | 1 | 64
2 | (5, 128) | 2 | 128
3 | (3, 64) | 3 | 32

(c) SVM

| Category | # of support vectors |
|--- | --- |
| Fist | 231 |
| 1-finger | 239 |
| 2-finger | 240 |
| 3-finger | 245 |
| Palm | 239 |

(d) RFC

| Parameter | Value |
|--- | --- |
| # of trees | 10 |
| Avg. # of nodes | 244.6 |
| Avg. depth | 14.1 |

C. Gesture classifier:

In this study, to classify hand gestures, we experiment with four different methods: Convolutional Neural Network (CNN), Fully-Connected Neural Network (FCNN), Support Vector Machine (SVM) and Random Forest Classifier (RFC). Among them, CNN and FCNN are deep learning approaches (CNN extracts local information whereas FCNN aggregates global information during forward propagation process); SVM and RFC are machine learning methods (SVM is intrinsically designed for binary classification whereas RFC is more suitable for multi-class classification problem). Few examples of applying these methods on sensors data in available literature can be found here [17], [18], [19], [20]. All four models essentially play the same role by taking as input an 1D vector of low-level reader parameters from five tags, and outputting a probabilistic distribution among five predefined gestures with the element of the highest score indicating the recognized hand gesture, as shown in Figure 6. Details of these methods are summarized in Table I. More specifically, the CNN model includes three 1D convolution layers, and the size of each 1D kernel and the total number of them in each layer are shown in Table I (a); The FCNN model also contains 3 fully-connected layers with the number of neurons per layer shown in Table I (b). After these model layers, a fully-connected output layer with the number of neurons equaling to the number of output classes is attached to each model separately to generate desired probabilistic distributions. If the number of neurons is too large, the model results in over-fitting and if the number of neurons is too low, the model results under-fitting. Therefore, the number of neurons is intuitively chosen considering the dimensions of input data to avoid over-fitting/under-fitting. We implement an one-vs-one multi-class SVM model to handle more than two classes, and radial basis function kernels are used to compute kernel matrix from the input data matrix. After the learning process, the number of support vectors for each category is shown in Table I (c). For RFC, we implement a 10-tree random forest, as shown in Table I (d), after training process, the average number of nodes and and the average depth per tree are 244.6 and 14.1, respectively are obtained.

TABLE II: The number of collected samples

| Gesture | Fist | 1-Finger | 2-Finger | 3-Finger | Palm |
|--- | --- | --- | --- | --- | --- |
| # | 1154 | 1191 | 1200 | 1224 | 1193 |

IV. EVALUATIONS

A. Visualizing RF phase change with gestures:

We applied the aforementioned phase correction technique on RF phase data from the “data-glove”. A snapshot of 70 second raw data from five tags is inconsistent due to frequency hopping and reader phase offsets as shown in the Figure 7. However, upon correcting for the offset, a consistent trend is visible as in Figure 8. Further, any gestural movements show features in the trend as highlighted by activity windows in Figure 9. Therefore, simple phase correction technique as this enables us to use RF phase measurements from all frequency channels without waiting for cycles of a particular frequency channel (every 10 seconds) – enabling smaller time-windows in using RFID low-level reader data for activity sensing. These results also help in visually correlating gestural changes with RF phase measurements and to build better classification models.

Fig. 7: Raw phase data from five tags corresponding to each finger on the glove from a still hand

B. Classifier Performance Comparison:

In this paper, we experiment with four different kinds of classification models, and we are primarily interested in evaluating their performance.

Datasets: To train and evaluate the proposed classifiers, we collect 5,962 samples in total covering all five predefined hand gestures. Details of collected samples are summarized in Table II. For samples within each gesture category, we randomly split them into training and testing sets by following a split ratio of 0.8/0.2.
TABLE III: The detailed gesture recognition evaluation

| Gesture | CNN Precision | FCNN | SVM | RFC |
|---------|---------------|------|-----|-----|
| Fist    | 0.99          | 1.00 | 0.94| 1.00|
| 1-Finger| 0.96          | 0.98 | 0.84| 0.99|
| 2-Finger| 0.94          | 0.98 | 0.75| 0.96|
| 3-Finger| 0.94          | 0.97 | 0.79| 0.97|
| Palm    | 1.00          | 1.00 | 1.00| 0.99|
| Avg.    | 0.97          | 0.99 | 0.86| 0.98|

Evaluation Metrics: To quantitatively evaluate the performance of different models, we adopt four metrics: recall, precision, f1-score and overall accuracy. Recall, precision and f1-score values are computed within each gesture category, and their averaged values can be used to access model performance in general. The overall accuracy accounts for the percentage of all the testing samples of different hand gestures that are correctly recognized.

TABLE IV: The overall gesture recognition evaluation

| Model | Recall | Precision | F1-score | Accuracy |
|-------|--------|-----------|----------|----------|
| CNN   | 0.97   | 0.99      | 0.98     | 0.98     |
| FCNN  | 0.99   | 0.98      | 0.98     | 0.98     |
| SVM   | 0.86   | 0.86      | 0.86     | 0.86     |
| RFC   | 0.98   | 0.98      | 0.98     | 0.98     |

Results: We show detailed evaluation results for each gesture category in Table III and summarize their averaged/overall performance in Table IV. From Table IV, we can easily observe that FCNN and RFC both achieve the best results in terms of precision, f1-score and accuracy, and FCNN shows the highest recall score. SVM performs worst in general, because it is intrinsically designed for binary classification, even though it can be extended for multi-class classification problems, its performance is still quite limited. We also note that the CNN model shows slightly worse performance than the FCNN model, we argue this may be caused by the fact that local information presented in input vector is not as strongly correlated as images, where CNN models typically show much better performance. Moreover, the input data size is relatively small, thus a fully-connected network structure is more suitable to explore all the correlated information to make decisions. Similar performance trends can also be observed...
in Table III across different hand gestures. Figure 10 shows a confusion matrix of predicted class against the true class for FCNN. While predicting gesture of 2-fingers, around 95% times the classifier predicted correctly and 5% times gesture 2-Fingers is confused with 3-Fingers. We argue that activities involving “middle” and “ring” fingers are confused with each other as we can easily test that one cannot easily lift their ring finger similar to index finger from the initial fist position. To further improve the accuracy and robustness of classification, we need to collect more data points in a range of background scenarios.

Operator’s safety while working around machinery is often a concern. Real-time monitoring of operator’s activities, machine’s state of operation and compliance with interlocks can vastly improve safety in industrial setting. This can be achieved to some extend by augmenting standard safety-gloves (in cases where operators already use safety-gloves) with passive tags. These passive data-gloves will be ease to use and affordable compared to existing sensor-rich gloves. As a continuation to this work, we plan to increase the number of recognizable gestures to cover broad range of gestures from the American Sign Language and build a generic gesture to speech conversion system.

V. CONCLUSION

Hand gesture recognition using everyday safety gloves augmented with passive RFID tags enable us to create low-cost “connected-gloves” for industrial activity and safety monitoring applications. We use low-level reader information (RSSI, Phase and Doppler frequency) to capture relative changes to the tags on the glove, thereby generating enough information to infer different gestures. Raw RF phase data from the reader shows discontinuity due to reader’s frequency hopping schemes. We correct this discontinuity by mapping RF phase data to a single reference frequency unlike previous studies that use longer sampling windows to monitor phase changes at a particular frequency of interest or that perform a frequency sweep within a sampling window. This cross-frequency phase correction technique enables us to use maximum read rate of the commercial RFID readers without waiting for RF phase measurements to be taken at a particular frequency. We experimented with CNN, FCNN, SVM and RFC classifiers to identify five types of hand gestures using the low-level channel data from five tags corresponding to five fingers. Our best models is capable of predicting gestures with 98% accuracy on the test data. As a continuation to this work, we plan to increase the number of recognizable gestures to cover the breadth of American Sign Language and build a gesture to speech conversion system based on our passive “data-glove”.
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