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Abstract: Recently, with the development of mobile devices and the crowdsourcing platform, spatial crowdsourcing (SC) has become more widespread. In SC, workers need to physically travel to complete spatial–temporal tasks during a certain period of time. The main problem in SC platforms is scheduling a set of proper workers to achieve a set of spatial tasks based on different objectives. In actuality, real-world applications of SC need to optimize multiple objectives together, and these objectives may sometimes conflict with one another. Furthermore, there is a lack of research dealing with the multi-objective optimization (MOO) problem within an SC environment. Thus, in this work we focused on task scheduling based on multi-objective optimization (TS-MOO) in SC, which is based on maximizing the number of completed tasks, minimizing the total travel costs, and ensuring the balance of the workload between workers. To solve the previous problem, we developed a new method, i.e., the multi-objective task scheduling optimization (MOTSO) model that consists of two algorithms, namely, the multi-objective particle swarm optimization (MOPSO) algorithm with our fitness function Alabbadi, et al. and the ranking strategy algorithm based on the task entropy concept and task execution duration. The main purpose of our ranking strategy is to improve and enhance the performance of our MOPSO. The primary goal of the proposed MOTSO model is to find an optimal solution based on the multiple objectives that conflict with one another. We conducted our experiment with both synthetic and real datasets; the experimental results and statistical analysis showed that our proposed model is effective in terms of maximizing the number of completed tasks, minimizing the total travel costs, and balancing the workload between workers.
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1. Introduction

Crowdsourcing is an outsourcing platform that facilitates the achievement of time-consuming and costly tasks. It is an optimal way to solve complicated problems that need human intelligence [1]. Spatial crowdsourcing (SC) is a kind of crowdsourcing that is referred to as geo-crowdsourcing or location-aware crowdsourcing. In SC, workers must travel physically to a specific location to complete spatial–temporal tasks, such as taking pictures and videos, gathering weather information, computing the noise level, and observing waiting times of restaurant and food delivery. In fact, SC is popular in the research community and industry.

SC consists of multiple agents that interact with one another: the requester who publishes tasks on the platform, the worker who moves to locations in order to complete the requested tasks, and the SC server who connects the requester and the worker. SC also has primary challenges, i.e., task assignment, incentive mechanism, security and privacy threats, and quality control. Most of the critical issues depend on task assignment, and so the task assignment issue is a core challenge of SC [2–4], which refers to assigning
particular tasks to suitable workers who should finish these tasks under specific goals and time constraints.

SC can be classified based on three aspects according to [5,6], as presented in Figure 1. The first classification is the worker’s motivation, which can be classified into two types: reward-based and voluntary. Reward-based workers should complete SC tasks correctly to receive a particular reward, while voluntary workers are self-incentivized to complete a spatial task. The second aspect in the SC classification is the task publishing mode, which is classified into the server-assigned task (SAT) mode, where the server assigns available tasks to suitable workers according to the optimal goal, and the worker-selected task (WST) mode, where the workers select any task based on the optimal goal. The third SC classification is based on the numbers of workers, meaning that tasks can be assigned to a single reliable worker or to multiple workers, if most of the workers are reliable. Indeed, in the SAT mode, the server has full control to assign a task to a suitable worker. Therefore, the server can design more optimization techniques to increase the throughput of the system and to provide a balanced workload for each worker [7]. Based on this, in this work, we relied on the SAT mode to design an effective model commensurate with our objectives. The shaded rectangles in Figure 1 indicate the categories we focused on in this work.

In SC, the task assignment issue has been formulated as task matching [4,6,8,9] or task scheduling [2,10,11]. Regarding continuous movement between locations in SC, each worker must adopt an optimal plan in order to complete each task assigned to him/her according to certain predefined objectives. Therefore, the task assignment problem needs to direct its attention to the task scheduling problem [5]. In contrast, real applications of SC need to optimize several objectives at the same time in order to benefit from SC, some of which may conflict with one another [5]. However, very few studies have addressed the problem of multi-objective optimization (MOO) within an SC environment; therefore, MOO must be considered in SC. Thus, we formulated a novel solution for the problem in SC, namely, task scheduling based on multi-objective optimization (TS-MOO) in SC. We focused on optimizing three primary conflicting objectives that have the same importance, i.e., maximizing the number of completed tasks (|V|), minimizing the total travel costs (TTCs), and ensuring a balance of the workload between workers (WLB). The workload balance between workers is essential in SC, as it helps to avoid overload between workers but this objective is often ignored [5]; additionally, reaching a balanced workload between workers is useful for speeding up the completion of requested tasks [2,12].

![Figure 1. A classification of spatial crowdsourcing. Reward = reward-based worker; voluntary = voluntary-based worker; SAT = server-assigned task; WST = worker-selected task; single = single worker; multiple = multiple workers.](image)

Meta-heuristic algorithms, such as particle swarm optimization (PSO), have been used to resolve task scheduling problems [13–15]. PSO was first discovered by Eberhart
[16], who was inspired by the social behavior of animals. PSO has many advantages [17], including the simplicity in its concepts, its durability of parameters, being easy to implement, being able to achieve the optimal solution quickly, and being fast in terms of controlling the computation. Additionally, PSO has the ability to find an optimal solution in different applications. For instance, it was extended to multi-objective particle swarm optimization (MOPSO) in order to solve MOO effectively by [18] when merging the advantages of PSO and MOO.

This research aims to find an optimal multi-objective task scheduling approach based on the three conflicting objectives mentioned previously. Thus, we propose the multi-objective task scheduling optimization (MOTSO) model, which involves two primary novel algorithms. The first algorithm is based on a relatively new fitness function, which was introduced in detail in our previous work [19], while the second algorithm is the ranking strategy algorithm, which is discussed in this paper. The main goal of the ranking strategy algorithm is to improve and enhance the performance of our MOPSO.

The motivation for this work stems from the fact that in recent years, many governments have become interested in geographical or spatial tasks such as gathering geographic data and measuring spatial data within SC [5]. Moreover, geographical information has great importance to people’s daily lives [20]. Thus, there are many applications that are used for different purposes, e.g., Uber [21], which is a taxi ride-sharing application; Google Maps [22] and Waze [23], which are GPS-based geographical navigation applications that allow drivers to share traffic and road information in a quick and easy manner; and Yelp [24], which is a food discovery and delivery service. Other successful examples include TaskRabbit [25], which provides household tasks and home services, and Gigwalk [26], which is a marketplace for sensing tasks such as geo-images, videos, or collecting answers about stores. These are only some examples of the available applications, as there are many other applications with a range of purposes.

Despite the attention paid to the SC field, most of the previous research in this area did not address the TS-MOO problem, which deals with the three conflicting objectives in SC. Our motivation is based on the fact that there is a need for a method that addresses the TS-MOO problem in SC, in order to determine the optimal scheduling for a task based on the three primary conflicting objectives mentioned, which are adopted in this study and treated with equal importance.

An additional example is the accident reporting application to manage accident-related activities; in more detail, when a traffic accident occurs and there are no casualties, one party (the requester) will send a request to the platform. The platform (server) will then assign this task to a suitable worker; the worker must attend the location of the accident to investigate and will receive the details related to the accident in order to determine the responsibility between all parties involved. Then, the worker will issue an accident report that contains all of the details (such as a photograph of the accident and damage evaluation reports) to all parties involved in the incident. This platform aims to assist the traffic police in order to enhance road safety and to provide better monitoring for field operations. Figure 2 shows a certain scenario that we have set up for SC.
Figure 2. A spatial crowdsourcing (SC) scenario of the multi-objective task scheduling optimization (MOTSO) model.

In Figure 2, \( t_j = < l_{t_j}, d_{t_j} > \) is the location of the task, and \( d_{t_j} \) is the time duration of a task. Meanwhile, the two sets for the server are tasks \( T = \{ t_1, t_2, t_3, \ldots, t_n \} \) and workers \( W = \{ w_1, w_2, w_3, \ldots, w_m \} \). The requesters send a query (SC-Query), which includes the task and its constraints, to the SC server. Then, any available workers would consequently send their locations to the server. Thus, each requested task is assigned to a certain worker by the server. The workers should be assigned tasks in a manner that achieves the maximum number of completed tasks by minimizing the total traveled distance by the worker to complete said tasks. Applying this scenario to the accident reporting application mentioned previously will lead to covering a large number of accidents with minimal travel costs. At the same time, it will allow for distributing tasks between workers fairly in order to avoid the overload of the workers and to reach a balanced workload among them. Indeed, the worker must move within a certain plan and in a perfect way between the different locations to complete their assigned tasks. Therefore, the server must achieve optimal scheduling based on the three objectives mentioned earlier.

With the above in mind, we propose the MOTSO model to deal with the conflicting objectives in order to achieve optimal task scheduling; the assumptions underlying our model are that workers are volunteers, that each worker should complete one task only, and that all workers are reliable. We tested our model using real and synthetic datasets, and we conducted extensive experiments to evaluate the performance of the MOTSO model. The results of our experiments show the effectiveness of the proposed model for small- and large-scale environments.

2. Related Work

Recently, the spatial crowdsourcing field has gained much attention in both research and industry communities, e.g., Gigwalk and TaskRabbit. There are many surveys in the SC area (e.g., [5, 27–30]) that mention the main taxonomy, challenges, and general techniques of task assignment in SC. A general example of SC is Gmission, which was developed by [20]. Gmission is a typical SC platform that has location-dependent tasks. This
means that the system assigns spatial tasks to nearby workers. Thus, the workers should go to a particular location to complete the assigned tasks. This system allows individuals to register on the platform through the interface model to post tasks. After this, they can collect answers to their tasks, which are submitted in a specific format by the worker after executing them. The system can check whether the worker has reached the location of their assigned tasks by tracing the worker’s location upon their submitted answer.

In this section, we review the most common research works that have studied the task assignment problem in SC. The task assignment problem is formulated as either the task matching problem [3,4,6,8,9,12,31–33] or the task scheduling problem [2,7,10,11], depending on the objective to be achieved. In contrast, there are limited studies that have highlighted the MOO in SC. We display our related works regarding three aspects commensurate with our research aspects as follows: task matching in SC, task scheduling in SC, and the binary-objective optimization problem in SC.

2.1. Task Matching in SC

Some studies have focused on an SC task matching technique to solve diverse objectives. For instance, Kazemi et al. [6] presented a framework in the SAT mode, and they assumed all workers are reliable in SC. The main objective of [6] was to solve the maximum task assignment (MTA). The researchers formulated MTA as a matching problem, and then they tried to solve MTA by reducing the maximum flow problem. In more detail, the worker’s reliability was integrated into the framework mentioned in [6] by Kazemi et al. [9]. They tried to maximize the number of assigned tasks that require many confident workers to achieve these tasks [9]. They focused on the maximum correct task assignment (MCTA) problem and tried to solve it by proposing three approaches based on the 3D matching technique. Furthermore, other studies such as [8,31] associated each worker to a task using a skill score under different constraints. Kazemi et al. [31] extended the framework of [6] by considering the expertise score of a worker and the maximum score assignment (MSA). For instance, when online workers are ready, they send their inquiry—which includes their region, capacity, and expertise—to the SC server. Then, the SC server matches each task to one worker under satisfying constraints. This framework proposes three heuristic algorithms based on MWBM that aim to maximize the score of the assignment task. In [8], multi-skill SC (MS-SC) was considered as an approach for finding suitable workers under multi-skill task, budget, and time/distance constraints with the maximum score. Then, three approximate approaches were proposed, i.e., the greedy-based matching, greedy divide-and-conquer (g-D&C), and cost model-based adaptive algorithms.

Real-time matching is considered in SC as mentioned in [3,4,12,32]. For instance, maximizing the total utility score is the main objective of both [4] and [3]. The authors in [3] addressed the global online micro-task allocation problem in SC. They proposed the two-phase global online allocation algorithm (TGOA) to solve the proposed problem, by dividing a set of tasks and workers into groups based on their order of arrival order. The first group was allocated a greedy assignment to find the highest utility value between the workers and the tasks, while the second group adopted an optimal strategy to find the optimal match between the workers and the tasks. Then, the authors proposed the greedy TGOA algorithm to improve the efficiency and scalability of TGOA. Meanwhile, Song et al. [4] introduced a trichromatic online matching problem in real-time SC. They considered three sides or objects, i.e., task, worker, and workplace, during the assignment. They reduced the problem to the 3D matching problem and then solved it by introducing the greedy and threshold-based randomized algorithm to improve the performance of the greedy algorithm in terms of maximizing the utility score. This model is suitable only for SC applications that require a workplace.

Moreover, the real-time framework proposed in [32] can solve the hyper-local SC problem, where the task is assigned to the closest worker within a circular region. The main challenge in [32] was to maximize the assigned task under budget constraints. The
authors investigated the problem under two variants; the first variant was a fixed budget, under which the authors proposed two heuristic algorithms. The second variant was a dynamic budget, under which they proposed two algorithms to solve the problem.事实上，hyper-local approach discussed in [32] means the worker might not need to travel to complete a spatial task, which is not applicable to most SC applications such as home delivery services and Uber. Therefore, we did not focus on the hyper-local SC in our study.

In [33], the task assignment problem in SC was considered as a distributed environment to ensure the maximization of the number of workers and tasks arriving in a short time. The authors solved the mentioned task assignment problem in a parallel fashion using the partition method over cloud servers.

In the continual movement between locations in SC, each worker should have an optimal way to complete the assigned tasks under predefined constraints. Subsequently, it is necessary to focus on the task scheduling issue to solve the task assignment problem. Consideration of task scheduling is essential for helping each worker view their trajectories to complete all of their assigned tasks. Thus, in this work, we highlight the task scheduling problem based on MOO, and we present some of the most common studies focused on task scheduling in SC.

2.2. Task Scheduling Problem in SC

The task scheduling problem in SC has been addressed by some researchers based on several objectives [2,7,10,11]. For instance, the researchers in [11] were the first to formulate the task scheduling problem in SC within the WST model. Through the proposed maximum task scheduling problem, the number of completed tasks is maximized considering the expiration time and travel costs. Meanwhile, the authors in [7] addressed an oriented online route recommendation for WST. The research in [7] was an extension of [11], considering an online model, i.e., they updated the route of the worker when new tasks appeared under the expiration time. To solve the proposed problem in [7], the authors introduced two approaches: The first was the get-next task, which selects the next task greedily in order to reduce the response time, and the other is the re-route approach, which conducts a full search and finds an optimal route with newly released tasks.

Regarding the SAT, the authors of [10] mixed task matching and task scheduling to solve maximum task scheduling in order to improve the number of completed tasks and the travel costs under the expiration time. However, the authors of [10] did not consider the workload between workers, which means that the workload is still imbalanced between workers, leading to work overload.

Meanwhile, Sun et al. [2] proposed load balancing-based spatial task scheduling to minimize the waiting time for the user by avoiding overloading a worker. They did so by devising the load balancing algorithm (LBA) based on two strategies: the imbalance ratio and location entropy to find the task schedule plan greedily.

All of the abovementioned research addressed the task scheduling problem in SC but optimized only one main objective; they did not consider the MOO problem, and real applications require the optimization of many objectives at the same time to utilize the SC better and to gain more of its advantages. In this work, we optimized three objectives that had the same importance, i.e., maximizing the number of completed tasks (|V|), minimizing the TTCs, and ensuring a balance of the workload between workers to avoid overloading said workers. More details for optimizing two objectives are discussed in Section 2.3.

2.3. The Binary-Objective Optimization Problem in SC

According to task matching, the researchers in [34] proposed the multi-objective optimization problem to optimize only two objectives, namely, travel costs and task reliability in SC. Then, they reduced the problem to the minimum-cost maximum weight bipartite matching problem. To solve the proposed problem, they introduced the distance reliability ratio (DRR) approach, which is based on combinatorial fractional programming.
Then, they extended this approach by adapting two algorithms, namely, the combinatorial multi-armed bandit model with semi-bandit learning, in order to estimate the reliability of a worker.

Additionally, meta-heuristic algorithms were utilized to a limited extent to resolve the MOO problem [12,35]. For instance, Tran et al. [12] extended their proposed approach, which was introduced in [32], to solve the MOO problem in hyper-local spatial crowdsourcing using a genetic algorithm. The two objective optimizations were maximizing the coverage task and minimizing the highest workload across all workers to avoid worker overloading, all under budget variants. Meanwhile, MOPSO was used to solve the problem in [35]; this is a heterogeneous SC task allocation (HSC-TA) problem that optimizes only two objectives. In [35], MOPSO was used to simultaneously minimize the incentive cost and to maximize the task coverage under some constraints.

Indeed, previous studies [12,34,35] addressed only two objectives for the optimization in SC. Unlike all of the abovementioned studies, we addressed TS-MOO in SC based on three objectives and produced a novel solution, i.e., the MOTSO model. Our model involves two main algorithms, namely, the MOPSO algorithm [19] and the ranking strategy algorithm, to enhance our MOPSO algorithm. This is the first model that aims to achieve multi-objective task scheduling based on three conflicting objective optimizations in an SC environment. Table 1 shows a summary of the literature for task assignment in SC.

Table 1. Summary of the literature for task assignment in SC.

| References | Task assignment problem | Optimization |
|------------|-------------------------|--------------|
|            | Matching                | Scheduling   | Single objective | Binary objective |
| [6]        | √                       |              | √               |                 |
| [9]        | √                       |              | √               |                 |
| [31]       | √                       |              | √               |                 |
| [8]        | √                       |              | √               |                 |
| [3]        | √                       |              | √               |                 |
| [12]       | √                       |              | √               |                 |
| [4]        | √                       |              | √               |                 |
| [32]       | √                       |              | √               |                 |
| [33]       | √                       |              | √               |                 |
| [11]       | √                       |              | √               |                 |
| [7]        | √                       |              | √               |                 |
| [10]       | √                       |              | √               |                 |
| [2]        | √                       |              | √               |                 |
| [34]       | √                       |              | √               |                 |
| [35]       | √                       |              | √               |                 |

3. The MOTSO Model in SC

The MOTSO model was designed based on the integration of two main algorithms to realize the primary objectives of the research. The main procedure of our model is illustrated in Figure 3; the model starts with the ranking strategy algorithm, then utilizing the MOPSO algorithm. The following sections explain these algorithms in detail.

3.1. The Ranking Strategy Algorithm

The ranking strategy in our work is the pre-computation in our model. It aims to enhance the performance of our MOPSO algorithm [19]. Due to a huge search space that consists of thousands of available workers and spatial tasks where the initial particles are
produced randomly, it is unlikely to be close to the optimal solution or to have it satisfying convergence performance. Thus, we improved our MOPSO model by utilizing the output solutions of this pre-computation phase (the ranking strategy) to initialize the position of the swarm directly.

![Figure 3. The procedure of the multi-objective task scheduling optimization (MOTSO) model. TED = task execution duration table; TE = task entropy table; RTED = ranked TED; RTE = ranked TE; w1 = first worker; w2 = second worker; w3 = third worker; t1 = first task; t2 = second task.]

Generally, the ranking strategy algorithm begins with generating both a task execution duration (TED) table and a task entropy (TE) table to construct a ranked table that determines the optimal worker (who has the least value) for each task.

Algorithm 1 describes the pre-computation stage, which starts by computing the TED and TE, as shown in lines 5–11. The computational results of these steps are stored in two different tables. After that, the TED and TE are sorted and ranked into tables (RTED and RTE) according to the lines 12 and 13. Then, these two ranked tables are combined into a ranked table to select the optimal workers for each task, as presented in Algorithm 1 (lines 14–20).

Algorithm 1. Pseudo code for algorithm pre-computation.

```plaintext
// Pre-computation
Input: set of tasks T and set of workers W
Output: Initialize TE, TC, TED, RTED, RTE, Ranked with size [|T|][|W|]

Foreach task do
```
foreach worker do
  = computeTC(t,w) // compute travel duration using (1).
  = computeTED(t,w) // compute task execution duration using (2).
  = computeTE(t,w) // compute task entropy using (3).
end foreach
end foreach

RTED = Rank(TED); // sort ascending and rank each worker for each task.
RTE = Rank(TE); // sort ascending and rank each task for each worker

foreach task do
  foreach worker do
  = +
end foreach
end foreach

= Rank () //sort ascending and rank

return

3.1.1. Task Execution Duration (TED) and Ranked Task Execution Duration (RTED)

The TED refers to the required duration for the worker to arrive at the task’s location and to complete it. The TED can be computed by summing the execution duration (task duration) $d_{t_j}$ with traveling duration $TC_{ij}$, while the traveling duration can be computed by dividing the distance between the worker and the task by the speed of worker, as per the following equation:

$$TC_{ij} = \left( \frac{cost(w_i, t_j)}{s_{w_i}} \right), t_j \in T and w_i \in W$$  

(1)

where $cost(w_i, t_j)$ is the travel cost between worker $w_i$ and task $t_j$, divided by the speed of the worker $s_{w_i}$, where the speed of the worker parameter is application-dependent.

$$TED (i,j) = d_{t_j} + TC_{ij}, \quad t_j \in T and w_i \in W$$  

(2)

where $d_{t_j}$ is the duration time of the task $t_j$, and $TC_{ij}$ is the traveling duration spent by the worker $w_i$ to arrive at the task’s location $t_j$.

Practically, the TED table is represented as an $i \times j$ matrix, where $i$ and $j$ indicate the number of tasks and the number of workers, respectively. The TED is computed between each worker and task using Equation (2). Then, we ranked the TED values for all of the tasks according to the least value of each row $i$ (task) by sorting the workers into ascending order to select a suitable worker for each task, as presented in Tables 2 and 3. The reason behind sorting the workers in an ascending order is to correspond the travel cost minimization objective. Thus, the allocation of a worker to a certain task is based on a smaller TED value, which will help to improve and minimize the travel costs. In other words, the best worker to execute a specific task is the closest one to the task’s location and the faster one in terms of task execution duration. Further, we need to sort the task’s entropies because they affect the task execution [12]. More details about the ranking of tasks entropy are provided in the next section.
### Table 2. Task execution duration (TED).

|   | t1        | t2        | t3        |
|---|-----------|-----------|-----------|
| w1| 137.528639101 | 47.1295973636 | 92.5530685085 |
| w2| 140.779347942  | 85.8872586772 | 130.090706789  |
| w3| 140.839530703  | 75.6517344790 | 92.6648574271  |
| w4| 132.775995561  | 77.6343932424 | 101.974797343  |
| w5| 03092      | 2962      | 88.3209190565  |

### Table 3. Ranked task execution duration (RTED).

|   | t1 | t2 | t3 | t4 |
|---|----|----|----|----|
| w1| 2  | 1  | 2  | 1  |
| w2| 3  | 5  | 5  | 2  |
| w3| 4  | 3  | 3  | 1  |
| w4| 1  | 4  | 4  | 5  |
| w5| 5  | 2  | 4  | 4  |

### 3.1.2. Task Entropy (TE) and Ranked Task Entropy (RTE)

 Considering the popularity of location entropy is useful for maximizing task assignment [12]. Location entropy takes into consideration the number of visitors (workers in our case) to a particular location. In other words, if the location is visited by few workers, then each task within this location should be given a higher priority to be assigned first, because any task with a little entropy has a lower chance to be completed in the next iteration. In our study, the space was represented as 2D cells called a grid; the entropy of the cells was computed and stored in historical data in order to allow for real-time task scheduling, i.e., to reduce the time for recalculating the location entropy every time.

The TE table was structured as a $i \times j$ matrix, where $i$ is the number of tasks and $j$ is the number of workers (Table 4). Thus, to compute the entropy of the task, we divided the 2D map into several cells; then, we calculated the entropy for each cell based on worker occurrence, as in Equation (3). Then, the incoming tasks took the cell’s entropy value in which they appeared.

$$TE\ (t) = - \sum_{w \in W_t} P_t(w)logP_t(w)$$  \hspace{1cm} (3)

where $W_t$ is a set of distinct users that visited location of task $t$, $P_t(w)$ is the probability of visits to a task location $t$ that belongs to user $w$, and $P_t(w) = |O_{w,t}|/|O_t|$. Meanwhile, $|O_t|$ indicates the number of the visits to a task location in the $O_t$ set, while $|O_{w,t}|$ indicates the number of visits of the same worker to a task location in the $O_{w,t}$ set.

After that, we ranked the TE table according to the task’s entropy value by sorting the tasks in ascending order so as to first select the task with the smallest entropy, as shown in Table 5. The reason behind sorting the tasks in ascending order was to correspond to first objective, i.e., maximizing the number of completed tasks; therefore, we give the highest priority to the task with the smallest entropy to help maximize the number of completed tasks.
Table 4. Task entropy (TE).

| w1 | w2 | w3 | w4 | w5 |
|----|----|----|----|----|
| t1 | 0.69314718055 0.69314718055 0.69314718055 0.69314718055 0.69314718055 | 99453 | 99453 | 99453 | 99453 |
| t2 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |
| t3 | 1.38694361119 1.38694361119 1.38694361119 1.38694361119 1.38694361119 | 8906 | 8906 | 8906 | 8906 |
| t4 | 0.69314718055 0.69314718055 0.69314718055 0.69314718055 0.69314718055 | 99453 | 99453 | 99453 | 99453 |

Table 5. Ranked task entropy (RTE).

| w1 | w2 | w3 | w4 | w5 |
|----|----|----|----|----|
| t1 | 2 | 2 | 2 | 2 |
| t2 | 1 | 1 | 1 | 1 |
| t3 | 4 | 4 | 4 | 4 |
| t4 | 3 | 3 | 3 | 3 |

3.1.3. The Ranked Tables

In this step, the RTED and the RTE tables were summed into a new ranked table to select the optimal workers (who have the lowest values) for each task, as shown in Table 6. All of the shaded cells in Table 6 represent the best solution.

Table 6. Ranked table.

| w1 | w2 | w3 | w4 | w5 | The optimal worker |
|----|----|----|----|----|------------------|
| t1 | 2 + 2 = 4 | 3 + 2 = 5 | 4 + 2 = 6 | 1 + 2 = 3 | 5 + 2 = 7 | w4 |
| t2 | 1 + 1 = 2 | 5 + 1 = 6 | 3 + 1 = 4 | 4 + 1 = 5 | 2 + 1 = 3 | w1 |
| t3 | 2 + 4 = 6 | 5 + 4 = 9 | 3 + 4 = 7 | 4 + 4 = 8 | 1 + 4 = 5 | w5 |
| t4 | 1 + 3 = 4 | 2 + 3 = 5 | 3 + 3 = 6 | 5 + 3 = 8 | 4 + 3 = 7 | w1 |

To clarify further, we explain here our ranking strategy through a real example. We ran the ranking strategy algorithm with only five workers and four tasks. Table 2 presents the results of the TED between each task and worker, computed using Equation (2). For each task (row), the algorithm sorted the workers in ascending order based on the TED value. For example, for t1, w4 had the smallest TED value; thus, it took the value of 1 in the RTED table. Then, w1 = 2, w2 = 3, w3 = 4, and w5 = 5. This was done for each task until completing the RTED table. Table 4 shows the results of the TE computed for each task using Equation (3). For each column, the algorithm sorted the tasks in ascending order according to the smallest TE value. For instance, t2 had the smallest entropy value, so it took the value of 1 in the RTE table. Then, t1 = 2, t4 = 3, t3 = 4, etc. After that, RTED and RTE were summed to the ranked table, as shown in Table 6. In our example, the optimal worker for task 1 (t1) was worker 4 (w4), because his ranked value was 3 (where 1 + 2 = 3), which is the smallest compared to the other workers, and so on.

In our study, we introduced task completion priority; this means that if the optimal worker has more than one task, the worker must complete the task that has the smaller value compared to the other tasks assigned to them. Two reasons behind giving the task (with a smaller ranked value) a higher priority for completion is to reduce the total travel costs—in that the worker moves first to the closest task—and to ensure the completion of the task that has the lower entropy because higher priority is given to the task that has the lowest entropy in TE, as shown in Table 4 and as we mentioned earlier.
For more clarification, in Table 6, w1 has t2 and t4, meaning the worker must start by completing t2 then t4 because the ranked value of t2 is equal to 2, which is less than the ranked value of t3, which is equal to 4. After completing the ranked table and finding an optimal worker for each task, the MOPSO starts by utilizing this ranked table as a position of all particles, instead of randomly initializing a position of particles. The next section presents our MOPSO.

3.2. Multi-Objective Particle Swarm Optimization

MOPSO consists of several significant steps included in each iteration, as shown in Figure 4. The MOPSO algorithm starts with initializing the swarm, velocity, position, and PBests values. The velocity of all particles is initialized randomly. Due to the huge search space (i.e., the thousands of available workers and spatial tasks), we propose utilizing the output solutions of the pre-computation phase to initialize the position of the swarm directly. We used the ranked table values as the position of the particles at the first iteration to enhance the MOPSO’s capability for achieving satisfying solutions, through accelerating the convergence effectively and to be close to the global target instead of the local target. The steps of our MOPSO and the fitness function were explained in more detail in our previous study [19].

![Flowchart of the multi-objective particle swarm optimization (MOPSO) [19].](image)

Figure 4. Flowchart of the multi-objective particle swarm optimization (MOPSO) [19].

4. Performance Evaluation

The overall adopted algorithms were tested as one unit to evaluate the effectiveness of the MOTSO model. We implemented the proposed model using a Java environment, conducted on an Intel(R) Core(TM) i9-8950 CPU @2.90 GHz with 32 GB RAM (Intel Corporation, Santa Clara CA, USA). We used both a synthetic dataset (SYN) with SCAWQ
and a real dataset (Gowalla) to test and compare our proposed model to the state-of-the-art algorithms. We generated synthetic data with uniformly (UNI) distributed grids (200 × 200). According to the synthetic dataset, we defined two different cases: the first case (case 1) with 600 independent spatial tasks and 600 workers, and the second case with 1200 workers and 1200 independent spatial tasks. Moreover, the Gowalla check-in dataset in our experiment [36] did not include tasks; thus, in our examination, we selected 2400 tasks and workers randomly from Gowalla venues by SCAWG with random task durations, as per [4]. The parameter settings used to implement our model are illustrated in Table 7. It should be noted that varying some of our model parameters (e.g., population number (P), iteration number (I), and duration max (D)) led to different results. Finally, we ran each experiment 10 times and calculated the average value for each factor.

In this section, the test results include both the synthetic dataset (with the two cases mentioned previously) and the real dataset (Gowalla). Then, we compared our proposed model with several algorithms to evaluate the effectiveness of the MOTSO model. In Section 4.1, we present the results and discuss the ranking strategy in more detail; in Section 4.2, we present and discuss the results of the proposed MOTSO model based on our three conflicting objectives, as presented in Sections 4.2.1, 4.2.2, and 4.2.3.

Table 7. Experimental settings.

| Parameter | Parameter Value |
|-----------|-----------------|
| P         | 50              |
| I         | 80              |
| N         | [0,1]           |
| C1, C2    | 2.00, 2.00      |
| r1, r2    | [0,1]           |
| No.w      | Case1 = 600, Case2 = 1200, Gowalla = 2400 |
| No.t      | Case1 = 600, Case2 = 1200, Gowalla = 2400 |
| S         | 80              |
| D         | 90              |

In Table 7:
- N is the inertia weight;
- P is population number;
- I is iteration number;
- D is duration max;
- C1 and C2 are acceleration coefficients;
- r1 and r2 are random numbers;
- S is the speed of workers;
- No.w is the number of workers;
- No.t is the number of tasks.

4.1. The Performance of the Ranking Strategy Algorithm

The primary purpose of employing the ranking strategy stage in our model was to enhance the performance of the MOPSO based on the primary objectives of our research. We examined the performance of our model and the impact of the ranking strategy stage on the fitness value by varying the three initialization mechanisms of the positions of the particles in the first iteration under the same parameters, and by randomly initializing the velocity of all particles. The following are the initialization mechanisms of the particles’ positions:
1. Initializing the position of a particle randomly (the percentage of randomness is 100%);
2. Initializing the position of a hybrid particle, both randomly and from the ranked table (the percentage of randomness is 50%);
3. Initializing the positions of all particles from the ranked table (the percentage of randomness is 0%).

The fitness function value was computed using Equation (4), as mentioned in our study [19]:

\[ f = NTTC + NWLB + (1 – NV) \]

where \( NTTC \) is the normalized TTCs, \( NWLB \) is the normalized WLB, and NV is the normalized \(|V|\). Meanwhile, \((1 – NV)\) is the reverse of NV, meaning that we converted the objective of maximizing the number of completed tasks into another form—that is, minimizing the number of uncompleted tasks—in order to unify the direction of the optimization of our objectives. The results of the fitness function values are presented in Table 8.

In more detail, we investigated the variation of the three initialization mechanisms on each objective (i.e., the number of completed tasks, the total travel costs, and the balance of workers’ workload). It should be noted that in the fitness function, we reversed the maximizing the number of completed tasks objective to a new form, i.e., minimizing the number of uncompleted tasks objective. In order to unify the direction of all objectives in terms of “minimizing”, in Table 9 we display the results of \((1 – NV)\), which is the number of uncompleted tasks, as well as the normalized TTCs (NTTCs) and the normalized workload balance (NWLB).

| Dataset | Fitness Function Value | 100% (Randomly) | 50% (Hybrid) | 0% (Ranked table) |
|---------|------------------------|-----------------|---------------|-------------------|
| Case 1  |                        | 0.540143        | 0.092286      | 0.096544          |
| Case 2  |                        | 0.537479        | 0.073181      | 0.071633          |
| Gowalla |                        | 0.535224        | 0.060976      | 0.056781          |

Tables 8 and 9 show the evaluation of using the ranking strategy and its impact on the performance of our proposed model. Figure 5 illustrates that there are no essential differences between the performance of the proposed MOTSO model when setting the percentage of randomness to 0% or 50%. Thus, we focused on only two of initialization mechanisms:

1. Initializing the positions of all particles randomly;
2. Initializing the positions of all particles using the output of the ranking strategy stage.

Figure 5 shows that using the output of the ranking strategy as the particle’s position in the first iteration (the percentage of randomness is 0%) improves the fitness value to approximately 82% and 86% in case 1 and case 2, respectively, and to approximately 89% in the real dataset compared to initializing the positions of all particles randomly. Due to the huge search space included in our research (i.e., consisting of hundreds or thousands of available workers and spatial tasks), the ranking strategy improves the convergence of the particles to the best solution regarding the objectives of the MOTSO model.

There is a big difference in both the number of completed tasks and the total travel costs, as shown in Figure 6, when the positions of all particles are initialized from the output of the ranking strategy in the first iteration, as mentioned in Section 3.

The number of completed tasks can be improved by the ranking strategy to approximately 90% in case 1, 92% in case 2, and 93% in Gowalla. The total travel costs can be reduced when using the ranking strategy to approximately 93%, 95%, and 96% in case 1, case 2, and Gowalla, respectively, compared to the random initialization of particles under the same parameter settings. Otherwise, there are no important differences in WLB. The
The reason behind these improvements in only two objectives is because the ranking strategy contains two main tables. The first table is the TED table, which positively affects the reduction of travel costs, where the best worker is selected to perform a specific task based on who is closest to this task’s location. The second table is the TE table, where the task entropy helps to maximize the number of completed tasks.

![Different Initialization Mechanisms of MOTSO](image)

**Figure 5.** The fitness value when varying the initialization mechanisms.

**Table 9.** Normalization values of the objectives in terms of minimization when varying the initialization mechanisms.

|                     | Initial Mechanism | NWLB | NTTC |
|---------------------|-------------------|------|------|
| 1 - NW                | 100%              |      |      |
|                     | 50%               |      |      |
|                     | 0%                |      |      |
| Case 1              | 0.34853           | 0.026923 | 0.034188 |
|                     | 0.034188          | 0.048828 | 0.051251 |
|                     | 0.034188          | 0.051251 | 0.15167 |
|                     | 0.15167           | 0.016535 | 0.011105 |
| Case 2              | 0.35715           | 0.026961 | 0.027024 |
|                     | 0.027024          | 0.028998 | 0.034157 |
|                     | 0.028998          | 0.034157 | 0.151331 |
|                     | 0.151331          | 0.012063 | 0.007929 |
| Gowalla             | 0.365401          | 0.026474 | 0.024522 |
|                     | 0.024522          | 0.020456 | 0.024455 |
|                     | 0.020456          | 0.026705 | 0.149367 |
|                     | 0.149367          | 0.010047 | 0.005554 |

4.2. Performance of the MOTSO Model

The proposed model aims to maximize the number of a completed tasks, as well as to minimize the TTCs and to ensure the balance of the workload between workers. Here, we present the detailed results of using the MOTSO model based on the MOPSO algorithm, and we discuss the findings for each research objective in the following sections.

4.2.1. Maximizing the Number of Completed Tasks

According to the first objective, i.e., maximizing the number of completed tasks, Table 10 shows the results of the number of tasks achieved using our proposed model in the synthetic dataset (with two cases) and the Gowalla dataset; |V| and |T| indicate the number of completed tasks and the total number of tasks in the task set, respectively. Indeed, there are no differences in the performance of MOTSO between the synthetic dataset (in two cases) and the real dataset, that is, the performance of our proposed solution was compared by the different algorithms mentioned in related works [2] and [10], in terms of the number of completed tasks using the Gowalla dataset.

The percentages of the completed tasks are presented in Figure 7, where our MOTSO model achieved the highest percentage of completed tasks, reaching approximately 98% compared to the other algorithms (i.e., baseline algorithm (A&S), global assignment and local scheduling algorithm (GALS), naïve local assignment local scheduling based on location (NLALA-L), naïve local assignment local scheduling based on task-oriented partitioning (NLALS-T), bisection-based local assignment and local scheduling based on K-means (BLALS-K), bisection-based local assignment and local scheduling based on task-oriented partitioning (BLALS-T), baseline algorithm (BLA), load-balancing algorithm (LOADBAL), and local assignment with task-oriented partitioning (LA-TOP)).
(LBA), and the divide-and-conquer algorithm (DCA)) in [2] and [10]. In other words, the performance of the proposed MOTSO was better than that of the other methods, as illustrated in Figure 7. Based on this, our MOTSO model achieved effective performance regarding the first objective of the MOTSO model, i.e., maximizing the number of completed tasks, because we adapted the MOPSO based on a fitness function that considers the number of completed tasks in each iteration, which helped to improve and increase the number of completed tasks. Additionally, consideration of the task entropy in the ranking strategy algorithm helped to maximize the number of completed tasks.

![Figure 6](image1.png)

(a): The percentage of completed tasks on case1 using MOTSO

(b): The percentage of completed tasks on case2 using MOTSO

(c): The percentage of completed tasks on Gowalla using MOTSO

Figure 6. The percentages of completed tasks using the proposed MOTSO model for case 1 (a), case 2 (b), and Gowalla (c).
Figure 7. The percentage of completed tasks using different algorithms. A&S = baseline algorithm; GALS = global assignment and local scheduling algorithm; NLALA-L = naive local assignment local scheduling based on location; NLALS-T = naive local assignment local scheduling based on task-oriented partitioning; BLALS-K = bisection-based local assignment and local scheduling based on K-means; BLALS-T = bisection-based local assignment and local scheduling; BLA = baseline algorithm; LBA = load-balancing algorithm; DCA = divide-and-conquer algorithm.

4.2.2. Minimizing the Total Travel Costs (TTCs)

The TTCs are a fundamental component, given the nature of the moves taken by a worker from one location to another in order to achieve spatial tasks. Table 10 presents the total travel costs achieved by the proposed model.

Table 10. The result of the total travel costs (TTCs) using our MOTSO model.

| Dataset   | Total Travel Cost using MOTSO |
|-----------|-------------------------------|
|           | TTCs                          |
| Case 1    | 637.2025                      |
| Case 2    | 917.3457                      |
| Gowalla   | 1292.929                      |

The effectiveness of the MOTSO model in terms of the minimizing the total travel cost objective was compared with the different algorithms mentioned in [2] and [10] using only the Gowalla dataset because there were no differences between the MOTSO results between the synthetic and real datasets. In order to conduct the comparison, we calculated the average TTC (i.e., the ratio of total travel costs per number of completed tasks using the equation mentioned in our previous work [19]):

\[
\text{Average Travel Cost (ATC)} = \frac{\text{TTC}}{|V|} \tag{5}
\]

where TTC is the total travel cost and |V| is the number of completed tasks \( v_{ij} \). The results of the average travel cost (ATC) using the Gowalla dataset for all algorithms are presented in Table 11.

Table 11. The results of the average travel cost (ATC) using different algorithms.

| Using Gowalla |
|--------------|
| Name of algorithm | ATC value |
| A&S           | 8.30       |
Figure 8 illustrates that the proposed MOTSO model outperforms all of the methods regarding minimizing the average travel cost per task, i.e., the results of the experiment validate the effectiveness of the MOTSO model in terms of minimizing the total travel costs. The reason behind this outperformance in the TTC objective is the application of the TED table in selecting the best worker (who is the closest to the task’s location) to perform a specific task, as well as the task completion priority, where the same worker starts with the nearest task firstly in their schedule.

![The average total travel cost using different algorithms](image)

**Table 12.** The results of the standard deviation of the workload balance (WLB) using the MOTSO model.

| Dataset   | Workload balancing using MOTSO WLB |
|-----------|-----------------------------------|
| Case 1    | 55.58566                          |
| Case 2    | 56.42424                          |
| Gowalla   | 58.01609                          |

The baseline in our work was the approach introduced in [2]. We compared the MOTSO using the BLA to evaluate the effectiveness of our model according to the
workload balance objective under the same experimental settings. Moreover, we computed the standard deviations of workload balance for the two algorithms, i.e., the BLA and our MOTSO model. Furthermore, we conducted a statistical test to compare the two different standard deviation values; for this, we selected t (independent-samples t-test).

Regarding the synthetic dataset (case 1), there was a significant difference in the scores for the BLA (M = 184.1136, SD = 47.17132) and our MOTSO model (M = 44.32074, SD = 55.58566); where the value of t (1198) = 46.9692 and p = 0.0001. These results show that our MOTSO model is able to reduce the workload of a worker compared to the BLA. In case 2, the score of the BLA was M = 185.4424 and SD = 45.72034, while the score of our BLA was M = 44.411495 and SD = 56.424235; based on the t-value (2398) being 67.2718 (p = 0.0001), there was a significant difference in the scores for the BLA and MOTSO in case 2. These results indicate that our model can improve the workload of workers.

According to the results of the real dataset (Gowalla), the BLA score was M = 182.2911 and SD = 48.25323 and that of our MOTSO was M = 44.339762 and SD = 58.016085, where t-value (4798) = 89.5599 and p = 0.0001. There was a significant difference between the results of the two algorithms, where the workload of the worker decreased more with our MOTSO model.

Based on the previously mentioned results of an independent-samples t-test, p < 0.05 in both the synthetic dataset and the Gowalla dataset, so there was a significant difference between the two algorithms in terms of minimizing the standard deviation of the workload balance, which is in favor of our model. In other words, our model improves the workload balance between all workers compared to the BLA. Thus, our MOTSO model is effective in regard to the load balancing objective.

5. Conclusions

Recently, a new framework referred to as spatial crowdsourcing (SC) was introduced to achieve spatial tasks in a crowdsourcing environment. However, there are many challenges in SC, with the core one being task assignment, formulated as the task matching or task scheduling problem.

Task scheduling is an important issue, where the worker can view their trajectories to complete all tasks that are assigned to them. In real applications, SC usually requires optimizing several objectives, many of which may be conflicting. However, there is a lack of studies that address the multi-objective optimization problem, as well as the task scheduling problem, within an SC environment.

In this study, we focused on the TS-MOO issue in SC, which aims to maximize the number of completed tasks, minimize the total travel costs, and ensure the balance of the workload between workers. To solve this issue, we proposed a new MOTSO model to find the optimal task scheduling approach based on three conflicting objectives. The MOTSO model includes a modification of two main algorithms related to fitness function and the ranking strategy to enhance its performance.

We conducted experiments to evaluate the proposed method using a synthetic and a real dataset. The extensive results and statistical analyses showed that our proposed model proved effective in terms of maximizing the number of completed tasks, minimizing the total travel costs, and ensuring the balance of the workload between workers.

As regards future work, we plan to extend our model to deal with complex tasks that require multiple workers to finish one task. Additionally, we plan to extend our model to deal with heterogeneous tasks in SC.

Author Contributions: Conceptualization, A.A. and M.F.; methodology, A.A.; software, A.A.; validation, A.A. and M.F.; formal analysis, A.A.; investigation, A.A.; resources, A.A.; data curation, A.A.; writing—original draft preparation, A.A.; writing—review and editing, A.A. and M.F.; visualization, A.A.; supervision, M.F.; project administration, A.A.; funding acquisition, A.A. and M.F. All authors read and agreed to the published version of the manuscript.
Funding: This paper was supported by King Abdulaziz City for Science and Technology (KACST), grant no. 1-17-00-009-0030.

Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

Abbreviations

| Ref. | Symbol | Name of Algorithm                      |
|------|--------|----------------------------------------|
| [10] | A&S    | Baseline algorithm                     |
| [10] | GALS   | Global assignment and local scheduling algorithm |
| [10] | NLALA-L| Naïve local assignment local scheduling based on location |
| [10] | NLALS-T| Naïve local assignment local scheduling based on task-oriented partitioning |
| [10] | BLALS-K| Bisectiobased local assignment and local scheduling based on K-means |
| [10] | BLALS-T| Bisectiobased local assignment and local scheduling—task-oriented partitioning |
| [2]  | BLA    | Baseline algorithm                     |
| [2]  | LBA    | Load-balancing algorithm               |
| [2]  | DCA    | Divide-and-conquer algorithm           |
|      | MOTSO  | Multi-objective task scheduling optimization |
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