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1. Introduction

1.1. Anomalies

Anomalies are a puzzling discovery in quantum field theory. Certain classical symmetries and conservation laws are broken if the fields become quantized and have been named anomalies. They have a long history starting with investigations of pion decays,[1–3] for an overview see.[4] These anomalies are important for the description of a variety of experiments. In addition to the neutral pion decay also the spontaneously broken axial $U(1)$ symmetry in QCD should be mentioned seen in no parity doubling of baryons and no related Goldstone boson[5] as well as the Kaon decay.[6] The chiral anomaly as a breaking of chiral symmetry[2,7] has recently gained a renewed interest in condensed matter physics as the excitation of chiral mass-less Fermions in the class of Weyl semi-metals.[8–13] It was predicted in ref.[14] and experimentally interpreted[15,16,17] as having observed a chiral anomaly. This has led to an enormous theoretical activity[18–19] describing, for example, anomalous transport,[20–25] the relation of chiral anomaly, and quantized Hall effects[26,27] up to chiral heat effect.[28]

There are two kinds of anomalies. First, consistent anomalies lead to anomalous Ward identities[29,30] not guaranteeing renormalizability of the theory,[31,32] and gauge invariance.[6,33] Second, the covariant anomalies do not harm the renormalizability of the theory. Examples are trace anomalies[34] or chiral anomalies. Consistent or covariant anomalies[35–39] accept alternatively violation of gauge invariance or violation of conservation laws. A relation between consistent and covariant anomaly can be achieved by Bardeen–Zumino polynomials.[4,35] Here, we will consider covariant anomalies.

Therefore, it is highly desirable to formulate the theory free of anomalies or re-describe the experimental facts by a consistent theory. In this respect, various anomaly cancellations have been proposed. In electro-weak interaction of the standard model the demand of anomaly free formulation restricts the fermionic content.[4] Nonlocal counter-terms of gauge fields have been used to compensate anomalies.[10] Extending the initial phase space[40] or using higher dimensions, cancellations[42] have been also worked out. Sometimes the similarity of axial non-conservation in chiral and in gravitational anomaly has led to the claim that mixed axial-gravitational anomalies are observed and that it violates Lorentz symmetry.[15,16,43] In ref.[44] it has been shown that a proper subtraction scheme of the infrared divergences shows that corresponding extra terms do not appear. Actually, the Lorentz-invariant chiral kinetic theory can be derived from the quantum kinetic approach,[25,45–50] leading to the chiral anomaly by many-body correlations. A hint that the anomalies can be possibly explained by many-body effects is also the relation of 2D conformal anomalies and virial expansions[51] and that the Dirac sea[52,53] can describe the Schwinger anomaly.[54]

Despite the well worked out mathematical appearances of anomalies as triangle graphs in field theory,[2,4,29,34,35,55] the physical origin of anomalies is still a matter of debate. Therefore, it is the motivation of this article to draw attention to a possible alternative scenario. Given the experimental facts, we believe that the anomalies describe real physics. However, it is the question of whether it has to appear as anomalous or whether the same physics can be described by ordinary means. Let us employ an analogy. Pairing in superconductors is conveniently described by anomalous propagators to achieve the Gorkov equations or correspondingly the Beliaev equations for Bose condensates. These propagators violate
the number conservation and are inconsistent in the aforementioned sense. Nevertheless, they lead to correct equations. Recently it has been shown that one can arrive at the same equations by a completely conserving theory of multiple corrected T-matrix \cite{56–58} with equivalent results.\cite{59,60} This illustrates that the anomalous propagators are a theoretical shortcut to the right result through adopting inconsistent propagators.

Analogously we will propose here that the quantum anomaly might be a shortcut way to describe correct physics and investigate the anomaly as a many-body correlation phenomenon. We will illustrate this first in terms of the well-discussed chiral anomaly with the help of Pauli–Villars regularization. This will be shown to be realizable by many-body averaging in the second part of the article where we restrict to the non-relativistic quantum anomaly. This nonrelativistic quantum anomaly is a different physics than the illustrative example of the chiral anomaly of the introduction where the latter one appears only for even dimensions. The nonrelativistic anomaly as the main part here is analogous to the nonrelativistic trace anomaly of the energy-momentum tensor \cite{61,62} Their common feature is the regularization by Pauli–Villars or proposed alternatively the many-body averaging. From these nonrelativistic considerations, an alternative explanation for the appearance of anomalies is suggested by many-body effects.

1.2. Field Theoretical Approach

Relativistic Fermions with zero mass and consequently linear dispersion have a definite chirality by parallel or anti-parallel spin and motion directions.\cite{63} The left and right-handed projections are realized by Dirac matrices (1 + γ5)/2 with γ5 = iγ0γ1γ2γ3. The chiral or axial transformation

\[
\Psi'(x) = e^{i\alpha(x)/\hbar}\Psi(x)
\]

leads to the axial current \( J_5 = \overline{\Psi}\gamma^5\gamma^5\Psi \) which changes the classical action \( S' = S + \int a(x)\nabla_j J_5^j \). This results into the conservation law

\[
\nabla_a J_5^a = 2im\overline{\Psi}\gamma^5\Psi \rightarrow 0, \quad \text{for } m \rightarrow 0
\]

for massless Dirac particles. The quantum averaging in contrast

\[
\langle \partial_j J_5^j \rangle = 2im\overline{\Psi}\gamma^5\Psi \rightarrow \frac{e^2}{16\pi^2\hbar^2} \epsilon^{|\mu\nu\rho\sigma|} F_{\mu\nu} F_{\rho\sigma}
\]

shows a non-vanishing anomalous term obviously due to quantum fluctuations in the average.

The origin is best seen from Pauli–Villars regularization where we subtract from the Dirac Lagrangian for \( \Psi \) a massive \( (M \rightarrow \infty) \) field \( \Phi^{\alpha,\beta,\gamma,\delta} \)

\[
\mathcal{L} = \overline{\Psi}(\partial_\mu - ieA^\mu)\Psi - \overline{\Phi}(\partial_\mu - ieA^\mu)\Phi + M\overline{\Phi}\Phi
\]

For the chiral current, we calculate \( \text{Tr}\gamma^5 G_{12} \), with \( (i\vec{\sigma} - M + eA_\mu)G_{12} = -\delta_{12} \) iteratively by \( G = G_0 + G_0 eA \) and \( G_0 = -(p - M)^{-1} \). Due to the trace, the first non-vanishing terms are of fourth-order

\[
\langle \partial_\mu J_5^\mu \rangle = \frac{M^2}{2\pi^2\hbar^2} E \cdot B
\]

where one calculates the integral in the \( M \rightarrow \infty \) limit with \( \int d^4p/(p^2 + M^2)^3 = \pi^2/2M^2 \). This means it comes from divergences up to the fourth adiabatic order (renormalization) which can be expressed by anomalous triangle graphs \cite{17,65,66} known as Adler–Jackiw–Bell anomaly.\cite{2,3,32} Please note the perturbative approach by the expansion of Green’s functions. The origin is clearly the behavior at small distances or large momenta. This chiral anomaly can be based on anomalous Ward identities which quantum vector or axial vector fields obey. Only exclusively one of them can be made normal.\cite{67} The rate of chirality (5) can be rewritten explicitly either according to (3) in a non-conservative form

\[
\partial_t n_5 + \nabla \cdot j = \frac{e^2}{2\pi^2\hbar^2} E \cdot B
\]

or by an anomalous current in a conservative form\cite{68}

\[
\partial_t n_5 + \nabla \cdot (j + j_{\text{anom}}) = 0
\]

Using the vector and scalar potentials \( B = \nabla \times A \), \( E = -A - \nabla \phi \), the anomalous current

\[
\begin{align*}
&\langle j_{\text{anom}} \rangle = \frac{e^2}{2\pi^2\hbar^2} \left( \frac{1}{2} A \times A - \phi \nabla \times A \right)
\end{align*}
\]

is non-gauge-invariant. So one can choose either to accept a non-conserving rate equation (6) or alternatively a conserving rate equation (7) but with a non-gauge-invariant current (8).

1.3. Many-Body Approach

The same anomalous result (3) can be obtained by many-body effects without anomalous behavior. Heuristically it can be seen easily\cite{69} considering a parallel electric and magnetic field that changes the chirality. The Fermi momentum of the right-handed Fermions increases in the electric field \( p_\| = eEt \) in opposite direction for left-handed ones. The density of left- and right-handed Fermions is the product of the longitudinal phase-space density, \( dN_\| /dz = p_\|/2\hbar \), and the density of Landau levels in the traverse direction, \( d^2N_\perp /dxdy = eB/2\hbar \), such that the rate of chirality \( \partial N_5 = N_\| - N_\perp \) is
which agrees with (3). We see that completely conventional reasoning by many-body effects leads to the same result as obtained by treatment of the anomaly before. Correspondingly, the quantum kinetic derivation of this result without any non-conserving assumptions can be found.\[25\]

The $EB$ term is also the basis of the experimental interpretation\[11,13,16\] of having observed chiral anomaly and breaking of conservation laws like a mixed axial-gravitational anomaly. The electrodynamics assuming explicitly a chiral breaking term has been treated in ref.\[70\]. The well-investigated path from symmetry-violating assumptions to final “non-conservation” form\[71\] was in a sense misleading if one sees it as a unique signal of violation of conservation laws. One cannot conclude backward from the observed term (3) to a symmetry-breaking field-theoretical assumption since (5) appears also by a conserving theory without the described field-theoretical assumptions.\[25\]

1.4. Conjecture and Outline

We conclude from the example of the chiral anomaly that the physical origin of the anomalous term is the behavior at small distances and the quantum fluctuations by many-body correlations. Consequently one should be able to get the anomalous results by ordinary many-body treatments. We want here to investigate more in detail how the quantum averaging over the wave function can consistently be performed within a many-body treatment. We will concentrate exclusively on nonrelativistic quantum trace anomaly which is certainly different from the chiral anomaly above but share the common feature as to appearing alternatively by many-body effects. We will find a quantum anomaly in the nonrelativistic case for the mean energy. This can be considered as the nonrelativistic trace anomaly of field theory since there the trace of the energy-momentum tensor does not vanish after quantization. The interaction in field theory is realized by exchange fields and results nonrelativistically into potentials sometimes directly used as effective potential method.\[72\]

Since we are dealing with nonrelativistic particles we will observe different short-distance behavior of quantum potentials compared to the Coulomb one. We will show that a proper treatment of such many-body averaging renormalizes the divergence at small distances and no anomaly is present. Though getting rid of anomaly the same physical result appears for the observables as if we had used anomalous terms. Therefore the conjecture is proposed that the anomalies are shortcut ways of single-particle field theory to a many-body effect. In the single-particle treatment they appear as anomalous, in the many-body treatment they appear naturally without anomaly.

The outline of the article is as follows. In Section 2, the nonrelativistic anomalies are re-derived by many-body correlations and the partition function. Conditions are discussed depending on the dimensionality, the power law of potentials, and the perturbation order. This will result in an anomalous energy shift of one-eighth of Rydberg. In Section 3, we show that the use of quantum potentials avoids this anomaly but leads to the same energy shift due to the finite value of the potential at small distances. This finite value is caused by quantum fluctuations which are represented by quantum potentials discussed in binary and ternary order. Section 4 summarizes the results. Appendix A provides integrals occurring in the treatment of Section 2. Appendix B discusses the derivation of quantum potentials on binary and ternary levels separately for Maxwellian and for Fermi particles.

2. Anomaly by Partition Function

First, we observe that the averaging over a many-body statistical operator with kinetic $\bar{E}$ and potential $\bar{V}$ energy can be written as inverse Laplace transform

$$z = \text{Tr} e^{-\beta (\bar{E} + \bar{V})} = \text{Tr} \int_{-\infty + i}^{\infty + i} \frac{dM}{2\pi i} e^{\beta (M + \mu) N} \frac{1}{E + V + M}$$

$$= \text{Tr} \int_{-\infty + i}^{\infty + i} \frac{dM}{2\pi i} e^{\beta (M + \mu) N} \left( \frac{1}{E + M} - \frac{1}{E + M} \frac{\bar{V}}{E + M} \right) \cdots$$

(10)

where we expand with respect to the interaction and assume that it commutes with the number operator. The vanishing statistical averaging corresponds to the high-temperature limit $\beta \rightarrow 0$ or alternatively to $M \rightarrow \infty$. The latter one takes the role of the large mass of Pauli–Villars regularization. To see this, consider the pure quantum (qm) state expectation in $D$-dimensions

$$\text{Tr} \{ A \} = \int \frac{d^Dp}{(2\pi \hbar)^D} \langle p|A|p \rangle = \int \frac{d^Dx d^Dx'}{(2\pi \hbar)^D} e^{i p x} \langle x|A|x'\rangle e^{-i p x}$$

(11)

If the observable $A$ does not contain any explicit $\hbar$, one expects $(2\pi \hbar)^D \text{Tr} \bar{A} \rightarrow \lim_{\hbar \rightarrow 0} (2\pi \hbar)^D \text{Tr} \bar{A} = 0$. A violation of this zero represents the quantum anomaly\[71\] we will consider here. Please note the subtle interchange of limiting procedure with the phase-space cell which excludes trivial quantum results vanishing in the classical limit.

To investigate this anomaly further, we combine the many-body mixed state (10) and the quantum-mechanical pure state (11) averaging

$$W^{(1)} = (2\pi \hbar)^D z - \lim_{\hbar \rightarrow 0} (2\pi \hbar)^D z = \sum_{n=0}^{\infty} (-1)^n \int \frac{dM}{2\pi i} e^{iM} W_n$$

(12)

with

$$W_n = \sum_{n_1} n_1^2 e^{i\theta_{n_1}} \int d^Dp d^Dx \left[ \frac{1}{n_1^2 - 2m + M} V(x) \frac{1}{n_1^2 - 2m + M} V(x) + \cdots \right.$$
where we have used the non-relativistic kinetic energy \( \hat{E} = \hat{p}^2/2m \) as an example. The relativistic dispersion works analogously. We have commuted the \( \exp(-ipx/\hbar) \) factor in (11) through the kinetic energy factors such that \( i\hbar\partial_x \) acts only on the next following potentials. The \( \ldots \) signs indicate \( n \) multiplication terms according to \( V \). The sum runs over the number of Fermions \( n_1 = 0,1 \) or Bosons \( n_1 = 0,1,2 \ldots \).

Now, we assume a momentum dependence of the Fourier transformed potential in the form of a power law

\[
V(q) = E_0 a_0^{-\alpha} e^{\alpha q^\beta} q^{-\alpha}
\]

with a typical energy \( E_0 \) and length scale \( a_0 \). This would be the Bohr radius \( a_0 = a_B \) and \( E_0 = \text{Ryd} = e^4/4\pi\varepsilon_0 a_B \) for Coulomb potentials in \( D = 1,2,3 \) dimensions with the numerical factor \( c_d = 2^{D-1} \pi \).

The Fourier transformation (13) in dimensionless momentum \( q \to k \sqrt{n_1/2mM} \) reads then

\[
W_n = \left( \frac{2\pi \hbar}{\sqrt{2mD}} \right) \frac{c_d}{E_0^{1/2}} \sum_n e^{\alpha q_n} \left( \frac{\hbar}{2\pi} \right)^{D/2} I_n^{(\alpha)}(\alpha)
\]

with

\[
s = \frac{n}{2}(D - \alpha - 2) + 1
\]

and

\[
I_n^{(\alpha)}(\alpha) = \int \frac{d^Dk_1}{(2\pi)^{D/2}} \ldots \int \frac{d^Dk_n}{(2\pi)^{D/2}} \left[ \frac{1}{1+k_1} \ldots \frac{1}{1+k_n} \right] \left( \frac{1}{1+p^\beta} \right)^{D-1}
\]

One can understand this integral as a ring-graph of \( n \) propagators interacting \( n \) times with external potentials as illustrated in Figure 1, first considered in.\(^{29}\)

The expression \( W^{(1)} \) describes the anomaly in the normalization of the statistical operator or the completeness. The corresponding term for the mean energy is conveniently expressed as \( W^{(2)} = -\delta p W^{(1)} \). If we are interested in the anomaly of the momentum, we have an additional momentum factor that requires \( s \to s + 1/2 \) and a fore-factor \( \sqrt{2\hbar/a_B} \) as well as modified integrals (17) by an additional \( p \) factor.

Performing the inverse Laplace transform (12) we obtain finally

\[
W^{(1)} = \sum_{n_1,n_2=1}^{\infty} \frac{(-c_d)^n (2\pi \hbar)^D}{2^{D/2} \Gamma(-\alpha)} e^{\alpha q_n} \left( M_n^{(\alpha)}(\alpha) \right)\]

Let us now discuss the \( M \to \infty \) or \( \beta \to 0 \) analogous to the Pauli–Villars regularization. This will produce a non-vanishing anomaly only for certain combinations of dimensions \( D \), power of the momentum in the potential \( \alpha \), and the order of terms \( n \) in the sum (18) with the help of (16).

One sees the dependence on \( \beta \) as

\[
W^{(1)}(\beta) = \left( \frac{(2\pi \hbar)^D}{\delta z} \right) \beta^{-1/2} - 1
\]

which means that one gets with (16) a nonzero anomaly for the normalization \( \delta z \), the energy \( \delta E \), and the momentum \( \delta p \) only for the combinations

\[
\delta z \neq 0; \forall n, D = 2 + \alpha
\]

\[
\delta H \neq 0; n = 1, D = \alpha + 1
\]

\[
\delta p \neq 0; n = 1, D = 2 + \alpha
\]

For any sensible potential, the relation for the anomaly in the normalization \( \delta z \) is not fulfilled. Also, the case of momentum anomaly is zero due to the vanishing integral (54). We get therefore the anomaly only for the mean value of the energy

\[
\left\langle H \right\rangle = \frac{\text{Tr} \hat{H}}{z} + \Delta H, \quad \text{for} \quad n = 1, D = \alpha \quad \text{or}
\]

\[
n = 2, D = \alpha + 1
\]

Let us discuss this anomaly in each dimension. In three dimensions \( D = 3 \) and Coulomb \( \alpha = 2 \) interaction, the integral (17) is given by (46) and one obtains

\[
\Delta H = \frac{W^{(2)}}{(2\pi \hbar)^3} = \frac{1}{8} E_0
\]

a result reported in\(^{129}\) with a factor of 2 due to spin which we omit here. Summarizing, the quantum anomaly shows up in the mean energy \( H \) but not in the normalization \( z \).

In two dimensions with a potential of \( \alpha = 1 \) one finds analogously

\[
W^{(1)}_n \sim \beta^0 \to 0 \quad \text{and} \quad W^{(2)}_n \sim \beta^{1/2 - 1} \neq 0 \quad \text{for} \quad n = 2
\]

and for \( \alpha = 2 \)

\[
W^{(1)}_n \sim \beta^0 \to 0 \quad \text{and} \quad W^{(2)}_n \sim \beta^{1/2 - 1} \neq 0 \quad \text{for} \quad n = 1
\]

In one dimension we do not have any anomaly for any potential. Indeed, considering \( \alpha = 1 \) we have

\[
W_n \sim \beta^0 \to 0 \quad \text{and} \quad W^{(2)}_n \sim \beta^{1/2 - 1} \neq 0 \quad \text{for} \quad n = 1
\]

but \( r^{(1)} \) is due to (53). For \( \alpha = 2 \) all anomalies vanish in 1D due to \( W_n \sim \beta^0 \to 0 \) and \( W^{(2)}_n \sim \beta^{1/2 - 1} \to 0 \). The Fourier
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transform of the Coulomb potential in 1D is $\alpha = 0$ but $V(q) \sim \text{sign}(q)$ which leads to $I_{1,1}(0) = 0$ as well.

We can conclude that in all discussed cases the anomalies appear due to the large momentum (short distance) divergence of the potential. The results depend on dimensions and the anomaly appears in 2D and 3D but not in 1D and can be understood as a certain limit of the partition function. In the following, we restrict to the discussion of three dimensions.

3. Effective Quantum Potential

We can now state that a finite behavior of the potential at small distances realized by quantum potentials cures such anomalies since we will see that they lead to $\alpha = 4$ which avoids all cases of anomalies (20). These effective quantum potentials appear if we represent the many-body binary quantum correlations by a classical calculation with effective quantum potential. This can be considered at different levels of many-body approximations. Formally there are two ways to achieve this goal. The first way constructs the quantum potential such that the two-particle quantum Slater sum is correctly represented by the classical one with the help of the quantum potential. This results in the Kelbg potential for Maxwellian Coulomb systems: \[ V_2(r) = \frac{E_0a_0}{r} \left( 1 - e^{-\left(\frac{r}{T}\right)^4} + \sqrt{\pi} \frac{r}{T} \text{erfc} \left(\frac{r}{T}\right) \right) \]

where the coordinate is scaled by the thermal wavelength $\lambda = 2\hbar^2/mT$. Improvements and systematic applications can be found in \[ \text{Appendix B.} \]

The second way is to use a statistical equivalence of quantum $N$-particle systems with an $N + 1$-particle classical system.\[ \text{Appendix B.} \]

There it was found that the quantum potentials are just successive convolutions of the (Coulomb) potential $V^c(x)$ with the binary distribution $\rho^{(2)}(x)$. If we use the non-degenerate Maxwell correlation

\[ \rho^{(2)}(r) = \int \frac{dp}{(2\pi)^3} e^{ip\hat{r}} e^{-\beta p^2} = \frac{1}{\pi^{3/2}\beta} e^{-r^2/\beta^2} \]

the Kelbg potential (26) appears as

\[ V_{2ab}(r) \propto \int dx_1 \rho^{(2)}_{bc}(x_1) V^c_{ib}(x_1) V^a(x_1 + r) \]

with the quantum number, e.g. being charges, indicated by Latin subscripts. These quantum potentials represent quantum (Fock) exchange correlations when employed within the classical energy expression. As calculated in Appendix B, using the Fermi function at $T = 0$, we obtain instead of (27) the potential

\[ V_2 = \frac{E_0a_0}{2r} \left[ 2 + \frac{\pi r}{2T} - \cos \frac{r}{T} - \frac{1}{r} \sin \frac{r}{T} - \frac{r}{T} \text{Si} \left(\frac{r}{T}\right) \right] \]

where the coordinate scales with the inverse Fermi momentum $l_F = \hbar/p_F$ and the sinus integral is $\text{Si}(x) = \int_0^x d\tau \sin \tau/t$.

This scheme allows constructing besides the binary quantum potential also the next (ternary) order

\[ V_{3ab}(r) \propto \int_0^1 dx_1 dx_2 \rho_{bc}(x_1) V^c_{ib}(x_1) V_{ca}(x_1 + x_2 + r) \]

which leads with (27) to

\[ V_3 = \frac{E_0a_0}{r} \left[ \text{erf} \left(\frac{x}{\sqrt{2}}\right) + \frac{2^{1/2} x}{\sqrt{\pi}} \int_0^x dz e^{-z^2} \text{erf} \left(\frac{z}{\sqrt{2}}\right) \right] \]

calculated in Appendix B. The corresponding ternary order for Fermi correlations reads

\[ V_{3f}(r) = \frac{E_0a_0}{r} \int_0^1 dx \left[ x + (1 - x^2) \text{artanh} x \right] \times \left[ 2 + \frac{\pi x r}{l_F} - 2 \cos \left(\frac{x r}{l_F}\right) - 2 x \frac{r}{l_F} \text{Si}(x r/l_F) \right] \]

\[ = \frac{E_0a_0}{r} \left[ \frac{1}{r} + o(r^0) \right] \]

The results (29) and (32) are not yet reported while the ones (26) and (31) had been presented in.\[ \text{Appendix B.} \]

The quantum potential of binary and ternary correlations are compared in Figure 2 where the finite limits at small distances are shown. The ternary order somewhat improves the binary quantum potential and leads to somewhat less binding behavior in the attractive case.

This means that the Coulomb divergence at small distances is cured due to quantum fluctuations brought by many-body correlations. Please note that this is the opposite limit than the large-distance Coulomb behavior which is cured by screening. This finite behavior at a small distance translates into a faster potential decay at large momenta. The Fourier transform of the binary potentials read

\[ V_2(q) = \frac{8\pi E_0a_0}{q^1} D \left(\frac{q^1}{2\hbar}\right) = \frac{8\pi \hbar^4}{q^1} \left( \frac{T q^1}{2\hbar} + o(q^6) \right) \]

and
The comparison of the Kelbg potential (26) of binary correlations:

$$V_3(q) = \frac{32E_0a_0\hbar^3}{\sqrt{\pi}q^3} \int_0^{\infty} du e^{-u^2} D(u) \ln \left| \frac{(u + \frac{q}{2})}{(u - \frac{q}{2})} \right|$$

$$= E_0a_0 \left\{ \begin{array}{l} 16q^4 \left( \frac{\hbar^4}{q^3} + o(q^{-6}) \right) \\ 4q^2 \left( \frac{\hbar^2}{q^2} - \frac{2(2 + \pi)}{3} \right)^2 + o(q^2) \end{array} \right.$$  \hspace{1cm} (34)

with the Dawson function $D(x) = e^{-x^2} \int_0^x dy e^{y^2}$. Analogously one obtains for the Fermi potential

$$V_F (q) = \frac{2\pi E_0a_0\hbar^2}{q} \left( 1 + \frac{p_F^2 - q^2}{2q} \ln \left| \frac{p_F + q}{p_F - q} \right| \right)$$

$$= E_0a_0 \left\{ \begin{array}{l} 4\pi^2 \left( \frac{\hbar^4}{q^2} + o(q^{-5}) \right) \\ 4\pi^2 \left( \frac{\hbar^2}{q^2} - \frac{4\pi^2}{3} \right) + o(q^2) \end{array} \right.$$  \hspace{1cm} (35)

and

$$V_F (q) = \frac{16\pi E_0a_0\hbar^3}{(4 + \pi^2)q^3} \int dx [x + (1 - x^2) \tanh x] \ln \left| \frac{x + q}{x - q} \right|$$

$$= E_0a_0 \left\{ \begin{array}{l} 16\pi E_0a_0 \frac{\hbar^4}{q^4} \left( \frac{\hbar^4}{q^4} + o(q^{-6}) \right) \\ 4\pi \frac{\hbar^2}{q^2} - \frac{4\pi^2 \left( \frac{\hbar^2}{q^2} \right)}{3} \left( 1 + \frac{q}{p_F} \right) + o(q^2) \end{array} \right.$$  \hspace{1cm} (36)

These quantum potentials in momentum space are compared in Figure 3. The potentials with Fermi correlations show a faster decay around the Fermi momentum $q = p_F$ compared to the Maxwellian ones. We see that all the quantum potentials have a $V(q) \sim 1/q^d$ behavior for large $q$ and a Coulomb behavior at small $q$. Therefore these quantum potentials lead to $\alpha = 4$ and according to the aforementioned discussions, the anomalies vanish in all cases. Does this mean that the energy shift of the anomaly (22) does not exist? We will see how that will reappear quite ordinarily as the difference of the total energy calculated by quantum potentials compared with the one by the Coulomb potential.

The reason for quantum anomaly is the short distance behavior. Therefore the interaction energy dominates the kinetic energy and we discuss only the correlational energy. Employing the quantum potentials, we could use now any more refined correlation energy but want to restrict the discussion to the lowest-order Hartree correlational energy for homogeneous systems

$$E_{corr} = \frac{1}{2} \int d^3r' n(r') V(r') = \frac{n}{2} V(q = 0)$$  \hspace{1cm} (37)

which is the convolution of the potential with the particle density $n$. According to (33)–(36), the difference of one-particle energies between the quantum potentials and the Coulomb one is

$$\langle \Delta E \rangle = \frac{n}{2} [V_{quan}(q = 0) - V^c(q = 0)]$$

$$= -E_0 \left\{ \begin{array}{l} \frac{1}{3\sqrt{\pi}} \frac{a_0}{l} \left( \frac{4\pi \left( 1 + 2 \log 2 \right)}{3(4 + \pi^2)} \right)^2 \frac{\hbar^2}{q} \\ \frac{2 + \pi}{3\pi^2} \frac{a_0}{l} \left( \frac{2}{9\pi} \right)^{3/2} \frac{\hbar^2}{q} \\ \frac{2(12 + \pi^2)}{9\pi(4 + \pi^2)} \frac{a_0}{l} \frac{\hbar^2}{q} \end{array} \right.$$  \hspace{1cm} (38)

where we have used the densities $n = 1/\pi^{3/2}l^3$ for $V_{2,3}$ and $n = 1/3\pi^3l^3$ for $V_{2,3}/3$. In contrast, we have the potential energy of a single particle $V(r = 0)$ as indicated in Figure 2.
\[ \langle E_1 \rangle = V(r = 0) = E_0 \left\{ \begin{array}{ll} \sqrt{\frac{a_0}{l}} & \text{for } V_2 \\ \sqrt{\frac{8}{\pi} \ln(1 + \sqrt{2})} \frac{a_0}{l} & \text{for } V_3 \\ \frac{\pi a_0}{4 l} & \text{for } V_{2f} \\ \frac{4 \pi (1 + 2 \ln 2) a_0}{3 (4 + \pi^2)} \frac{1}{l} & \text{for } V_{3f} \end{array} \right. \] (39)

Dividing now (38) by (39), \( \frac{\Delta E}{\langle E_1 \rangle} = -\frac{1}{1 + c} \), we get

\[ \Delta H \langle E_1 \rangle = - \frac{\Delta E}{\langle E_1 \rangle} = \frac{1}{1 + c} \] (40)

with

\[ c = \left\{ \begin{array}{ll} 3 \pi & \approx 9.24 \text{ for } V_2 \\ 6 \sqrt{2} \ln(1 + \sqrt{2}) & \approx 4.57 \text{ for } V_3 \\ 9 \pi^2 & \approx 11.10 \text{ for } V_{2f} \\ 6 \pi^2 (1 + 2 \ln 2) & \approx 6.46 \text{ for } V_{3f} \end{array} \right. \] (41)

Comparing with the exact “anomalous” result (22) we would expect \( c = 7 \). The increasing quality of potentials to binary to ternary level is visible given the lowest-order mean-field we have considered. The Maxwellian is less accurate than the Fermi correlation since we had considered Fermi ones in Section 2. We can now suggest using this ratio \( c \) of the energy to the deviation of the energy with quantum potentials from the classical Coulomb one as a measure for the quality of the potential to represent quantum fluctuations.

### Appendix A: Integrals

The occurring integrals in chapter II have the form

\[ I_n^{(D)}(\alpha) = \sum_{p, k_1, \ldots, k_n} \frac{\delta(k_1 + \ldots + k_n)}{k_1^2 \ldots k_n^2} \left( \frac{1}{1 + (p + k_1)^2} \ldots \frac{1}{1 + (p + k_1 + \ldots + k_n)^2} - \frac{1}{1 + (p + k_1 + \ldots + k_n)^2} \right) \] (42)

with \( \sum_p = \int d^3 p / (2 \pi)^3 \). Introducing new variables \( p_1 = k_1 + p \), \( p_2 = k_2 + p_1 \) etc. leads to

\[ I_n^{(D)}(\alpha) = \sum_{p_1, p_2, \ldots, p_{n-1}} \left[ \frac{1}{1 + p_1^2} \ldots \frac{1}{1 + p_{n-1}^2} - \frac{1}{1 + p_1^2} \right] \frac{1}{(p_1 - p_2)^{2n-2} \ldots (p_{n-1} - p_{n-2})^2 (p - p_{n-1})^2 (1 + p_2)^2} \] (43)

We are going to calculate the integrals for Coulomb potentials \( \alpha = 2 \).

#### A.1 3D

Let us consider the integrals with increasing \( n \) starting with the lowest non-vanishing one

\[ I_2^{(3)}(2) = \sum_{p, p_1} \frac{1}{(p_1 - p)^2 (1 + p_1)^2} \left[ \frac{1}{1 + p_1^2} - \frac{1}{1 + p_1^2} \right] \] (44)

First performing the integrals about \( p_1 \)

\[ \frac{1}{4 \pi^2} \int_0^\infty \int_{-1}^1 dx \; dp_1 p_1^2 \left[ \frac{1}{(p_1^2 + p^2 - 2 p_1 p x)^2} + \frac{1}{1 + p_1^2} \right] \] (45)

where for the second integral in (44) we do not have the last term in (45). Using the residue calculus we circumvent the poles \( p_1 = \pm p \) by a semicircle with vanishing radius \( \epsilon \) and obtain for (44)

\[ I_2^{(3)}(2) = \frac{1}{4 \pi^2} \sum_p \left[ \frac{1}{(1 + p^2)^2} \right] \left[ \frac{1}{1 + p^2} - \frac{\pi}{(1 + p^2)^3} \right] - \frac{1}{256 \epsilon^2} \] (46)

and the divergence cancels leading to a finite result.

All next-order \( n > 2 \) integrals are divergent. This can be seen from the second part of (43) which is convolution and which can be written as Fourier transform of

\[ I_n^{(3)}(2)_{\text{right}} = \int d^3 r \left( \frac{1}{4 \pi r} \right)^n \sum_p \frac{1}{(1 + p^2)^{n+1}} \] (47)

This is obviously divergent at a small distance of the potential due to the powers \( n > 2 \). The first part of (43) instead is
The integration over \( p_1 \) can be performed with the help of the Fourier transformation and shifting \( k_1 = p_1 - p \)

\[
\int \frac{d^3p_1}{(2\pi)^3} \frac{1}{(p_1 - p)^2 (p_2 - p_1)^2} = \frac{1}{1 + \frac{p^2}{p_1^2}} \frac{1}{1 + \frac{p^2}{p_2^2}} \frac{1}{1 + \frac{p^2}{p_3^2}} \int \frac{d^3k}{2\pi^2} \sin(k \cdot r - r') e^{-ik \cdot (p_2 - p_1) - ir \cdot p'}
\]

Performing the integration over \( k_1 \) which gives \( \pi/2 \) and after shifting \( r = \frac{1}{2} r' \) we can use

\[
\int_0^\infty \frac{d^3r}{r} \cos\left(\frac{a}{r^2} \right) = \frac{\pi}{2} \cos\left(\frac{b}{r} \right)
\]

to obtain finally

\[
\frac{1}{4} \int_0^\infty \frac{d^3r}{r} \cos\left(\frac{a}{r^2} \right) \sin\left(\frac{b}{r} \right) e^{-ir'} = \frac{\pi}{8} \frac{1}{p^2 - p_1^2}
\]

where we have used

\[
\int_0^\infty \frac{d^3r}{r^2} \cos\left(\frac{a}{r^2} \right) \sin\left(\frac{b}{r} \right) \frac{e^{-ir'}}{r'} = \frac{\pi}{\lambda} \int_0^\infty \frac{d^3r}{r^2} \cos\left(\frac{a}{r^2} \right) \sin\left(\frac{b}{r} \right) \frac{e^{-ir'}}{r'}
\]

where we have used

\[
\int_0^\infty \frac{d^3r}{r^2} \cos\left(\frac{a}{r^2} \right) \sin\left(\frac{b}{r} \right) \frac{e^{-ir'}}{r'} = \frac{\pi}{\lambda} \int_0^\infty \frac{d^3r}{r^2} \cos\left(\frac{a}{r^2} \right) \sin\left(\frac{b}{r} \right) \frac{e^{-ir'}}{r'}
\]

\[
= \frac{1}{4} \int_0^\infty \frac{d^3r}{r^2} \cos\left(\frac{a}{r^2} \right) \sin\left(\frac{b}{r} \right) \frac{e^{-ir'}}{r'}
\]

\[
= \frac{1}{4} \int_0^\infty \frac{d^3r}{r^2} \cos\left(\frac{a}{r^2} \right) \sin\left(\frac{b}{r} \right) \frac{e^{-ir'}}{r'}
\]

A.2 Integrals for \( n = 1 \)

For \( n = 1 \) the integral (42) takes the form

\[
I^{(2)}_1(2) = -\frac{1}{16\pi^2}
\]

due to trivial integrations. In three dimensions there is no potential with \( \alpha = 3 \).

**Appendix B: Quantum Potentials**

In the following, we indicate potentials without the units of \( E_0 a_0 \) by \( \nabla \). A further possible fore-factor is added in the end corresponding to the demand that the Coulomb potential should be approached for large distances.

### B.1 Binary Potentials

We calculate the convolution

\[
\nabla_2(r) = \int d^3x \rho^{(2)}(x) \nabla(x + r)
\]

between the binary correlation \( \rho^{(2)} \) and the Coulomb potential \( \nabla(x) = 1/r \). The angular integration is trivial

\[
\int d\omega \nabla(x + r) = 2\pi \int_1^\infty \frac{dz}{\sqrt{x^2 + z^2 + 2x z}} = 4\pi \left\{ \begin{array}{ll} x^{-1}, & x > r \\ 0, & x < r \end{array} \right. \]

such that

\[
\nabla_2(r) = 4\pi \left( \int_0^r dxx \rho^{(2)}(x) + \int_r^\infty dxx \rho^{(2)}(x) \right)
\]

#### B.1.1 Maxwelian Correlations

The Maxwelian correlation is the Fourier transform of the Maxwell distribution

\[
\rho^{(2)}(r) = \int \frac{d^3p}{(2\pi)^3} e^{ip \cdot r} = \frac{1}{2\sqrt{\pi \lambda}} \frac{1}{e^{-\lambda^2/2}}
\]

with the thermal wavelength \( \lambda = 2\hbar/mT = 2\lambda^2/\pi \). One easily integrates (58) with the result

\[
\nabla_2(r) = 2 \sqrt{\pi \lambda} \left[ 1 - e^{-r^2} + \sqrt{\pi \lambda} \text{erf} \left( \frac{r}{\sqrt{\lambda}} \right) \right]
\]

which provides the fore-factor \( E_0 a_0 \sqrt{\pi \lambda}/2 \) to obtain (26). This fore-factor is chosen such that the Coulomb potential appears for large \( r \).

The Fourier transform into momentum space is in principle straightforward. However, we will use the convolution structure since this will turn out to be helpful later for the ternary
potentials. The potential (56) translates into a product
\[ \nabla_2(q) = \{\rho^{(2)} \nabla^c\}(q) \nabla^c(-q) \] (61)
where we need to calculate the convolution \( \{\rho^{(2)} \nabla^c\}(q) \). For Maxwellian correlations the angular integration is trivial and one gets
\[ \int \frac{d^3q}{(2\pi)^3} \nabla^c(q) \rho^{(2)}(q - q') = 4\pi\hbar^2 \int \frac{d^3q'}{(2\pi)^3} e^{-\frac{\rho^{(2)}q - q'^2}{2q^2}} \] \[ = \frac{2\hbar}{\pi q^2} \int_0^\infty \frac{dt}{t} \left( e^{-\left(\frac{\rho^{(2)}}{q^2}\right)^2} - e^{-\left(\frac{\rho^{(2)}}{q^2}\right)^2} \right) = \frac{4\hbar}{\sqrt{\pi} q^2} D\left(\frac{q}{2\hbar}\right) \] (62)
with the Dawson integral \( D(x) = e^{-x^2} \int_0^\infty dy e^{xy^2} \). With (61) we obtain
\[ \nabla_2(q) = 2 \frac{8\pi\hbar}{\sqrt{\pi} q^2} D\left(\frac{q}{2\hbar}\right) = \frac{2 \cdot 4\pi\hbar^2}{\sqrt{\pi} q^2} \left\{ \frac{1}{q} - \frac{\rho^{(2)}}{q^2} + o(q^{-1}) \right\} \] (63)
and we see again the fore-factor \( E_0 a_0 \sqrt{\pi} / 2 \) to get the expression (33) including the expansions.

**B.1.2 Fermi Correlations**

With Fermi correlations as Fourier transform of the Fermi function
\[ \rho^{(2)}(x) = \int \frac{dp}{(2\pi\hbar)^3} e^{ipx} \frac{1}{2\sqrt{\pi} r} \left\{ \sin \frac{r}{l_F} - \frac{r}{l_F} \cos \frac{r}{l_F} \right\} \] (64)
with \( l_F = \hbar / p_F \), one obtains for (58)
\[ \nabla_2(r) = \frac{1}{\pi r l_F} \left\{ 2 - \cos \frac{r}{l_F} - \frac{\rho^{(2)}}{l_F} \right\} \] (65)
with \( r = r / l_F \). We see that the fore-factor to be chosen is here \( E_0 a_0 \sqrt{\pi} / 2 \) to obtain (29).

The Fourier transform we calculate analogously to the Maxwellian with
\[ \{\rho^{(2)} \nabla^c\}(p) = \int \frac{d^3q}{(2\pi\hbar)^3} \nabla^c(q-p) \rho^{(2)}(q) = \frac{1}{2\pi\hbar p} \int dq dq \ln \frac{p q + p q + p q + p q}{q - p} \] (66)
where we have used the trivial angular integration
\[ \int d\Omega \rho^{(2)}(y - x) = \int d\Omega \rho^{(2)}(y - x) = \frac{2 \sinh \frac{2\pi y}{\rho^{(2)}}}{\pi^2 y^2} e^{-\frac{\rho^{(2)}y^2}{2}} \] (73)
The $|x|$ integration yields error functions. Using $y = \ln t$ the remaining integration reads

$$V_3(r) = \frac{2^{3/2}}{\sqrt{\pi}} \int_0^{r/\tau} dt \left[ \frac{\tau}{t} + \frac{r}{\tau} \right] e^{-\frac{r^2}{2t^2}} \text{erf} \left( \frac{t}{\sqrt{2}} \right)$$

(74)

The second integral can be made analytically observable that one can perform a partial integration $\tau = r/t$

$$\int_0^\tau dt \left[ \sqrt{\frac{\tau}{t}} \text{erf} \left( \frac{t}{\sqrt{2}} \right) \right] = \sqrt{\frac{\tau}{t}} \text{erf} \left( \frac{t}{\sqrt{2}} \right) \bigg|_0^\tau$$

(75)

$$- \sqrt{\frac{\pi}{2}} \int_0^\tau dt \text{erf} \left( \frac{t}{\sqrt{2}} \right) \sqrt{\frac{2}{\pi} e^{-\frac{t^2}{2}}} = \sqrt{\frac{\pi}{8}} \text{erf} \left( \frac{\tau}{\sqrt{2}} \right)$$

The last identity appears just observing that the second term from the partial integration is just the negative of the desired integral itself. Finally, we obtain

$$\nabla_3(r) = \frac{1}{\pi} \left[ 2^{3/2} \int_0^\infty dt \left( \frac{t}{\tau} \text{erf} \left( \frac{t}{\sqrt{2}} \right) + \text{erf} \left( \frac{\tau}{\sqrt{2t}} \right) \right) \right]$$

$$= \frac{1}{\pi} \left[ \frac{\sqrt{8\pi} (1+2\tau)}{\sqrt{\pi} \tau} - \frac{2\tau^2}{2\pi} + 2\tau^2 \text{erf} \left( \frac{\tau}{\sqrt{2T}} \right) + o(r^3) \right]$$

(76)

This shows again the fore-factor $E_0a_0^2$ to get (31).

### B.2.2 Fermi Correlations

For Fermi correlations, we introduce (66) and (67) into (69) to obtain

$$\nabla_y(q) = \frac{4p_F^2}{\pi^2} \int_0^1 dx \left[ x + (1-x^2) \text{arctanh}(x) \right] \ln \left| \frac{xq_F + q}{xq_F - q} \right|$$

$$= \frac{p_F^2}{4\pi^2} \left[ 16h^2 \left( 1 + 2\pi \right) \frac{2}{3} q^6 \right] + o(q^{-6})$$

(77)

Choosing the fore-factor as $E_0a_0^4 \pi^2 h^2/p_F^2 (4 + \pi^2)$ such that for small momentum $q$ the Coulomb result appears corresponding to long distance behavior, we obtain just (36).

The first term of the small $q$-expansion of (77) and large $q$-expansion can be performed directly using

$$\int_0^1 dx \left[ x + (1-x^2) \text{arctanh}(x) \right] \left( \frac{1}{x} \right) = \delta \left( \frac{1}{2} \right) (1 + 2\ln 2) \left( \frac{3}{8} (4 + \pi^2) \right)$$

(78)

The best way to solve this problematic integral is to consider a Debye potential $\exp(-\kappa r/h)/r$ with a vanishing $\kappa$ in the angular integration (67) instead of the Coulomb potential $\sim 1/r$

$$\int dq \frac{8\pi}{q^2} \frac{xq_F + q}{xq_F - q}$$

(79)

$$\int dq \frac{8\pi}{q^2} \frac{xq_F + q}{xq_F - q} = \frac{2}{xq_F^2} + \frac{2}{3\pi\text{erf}(q)}$$

This leads instead of (66) to

$$\{\rho_{2f}(q) = \frac{p_F^2}{2\pi}\left[ 2 - \frac{2\pi}{xq_F^2} \text{erf} \left( \frac{2}{xq_F^2} \right) \right]$$

(80)

$$+ \frac{\left( x^2 - x^2 + 1 \right)}{2x} \ln \left( 1 + \frac{x^2}{1 - x^2} \right)^2$$

with $x = p/p_F$ and $e = \kappa/p_F$. Though the limit $e \to 0$ gives (66) the $x$-integral in (77) diverges if performed after this limit and is finite when the limit is performed after the integrations. To see this, consider the large-$q$ expansion

$$\ln \left| \frac{xq_F + q}{xq_F - q} \right| = \frac{2}{xq_F^2} \frac{x}{xq_F^2} + \frac{2}{3\pi\text{erf}(q)}$$

(81)

and have with (80) instead of (77)

$$\nabla_y(q) = \frac{8\pi}{x^2} \int_0^1 dx \left[ x - e \arctan \frac{2e}{x^2 + x^2 - 1} \right]$$

(82)

$$+ \frac{\left( x^2 - x^2 + 1 \right)}{4x} \ln \left( 1 + \frac{x^2}{1 - x^2} \right)^2$$

Choosing the fore-factor as $E_0a_0^4 \pi^2 h^2/p_F^2 (4 + \pi^2)$ such that for small momentum $q$ the Coulomb result appears corresponding to long distance behavior, we obtain just (36).

The first term of the small $q$-expansion of (77) and large $q$-expansion can be performed directly using

$$\int_0^1 dx \left[ x + (1-x^2) \text{arctanh}(x) \right] \left( \frac{1}{x} \right) = \delta \left( \frac{1}{2} \right) (1 + 2\ln 2) \left( \frac{3}{8} (4 + \pi^2) \right)$$

(78)

The second term in the small-$q$ expansion of (36) deserves special attention. The needed integral with $x^{-3}$ in (78) would diverge. The reason is a tricky order of principal value integrations.
\[
\int_0^\infty dy \frac{\sin \gamma r}{y^2} \ln \frac{(x+y)^2}{(x-y)^2} = \pi \left[ 2 + \pi x \gamma - 2 \cos x \gamma - 2 x \pi \text{Si}(x \gamma) \right] \\
= \left\{ \begin{array}{ll}
2 \pi^3 - \pi x^2 \gamma^3 + o(\gamma^3) \\
\frac{2 \pi}{x} + o(\gamma^{-1})
\end{array} \right. 
\]
(85)
with the sinus integral \( \text{Si}(x) = \int_0^x \sin t/t \). Using (78) the needed fore-factor can be seen from the \( r \to 0 \) expansion
\[
\nabla_f(r) = \frac{2 p^2}{\pi^2 r^2} \int_0^1 dx \left[ x + (1 - x^2) \tanh(x) \right] \left[ x^{-1} + o(r) \right]
\]
\[
= \frac{p^2}{4 \pi^2 r^2} \left( \frac{4 t(1 + 2 x^2)}{\pi^2 r^2} \frac{4 t(1 + 2 x^2)}{\pi^2 r^2} + \frac{2}{1 + o(\gamma^2)} \right)
\]
(86)
again to be \( E_0 \alpha_4 \pi^2 r^2 / p_f^2 (4 + \pi^2) \) to obtain the Coulomb potential for large distances which all together provides (32).
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