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ABSTRACT  The number of scholarly publications has dramatically increased over the last decades. For anyone new to a particular science domain it is not easy to understand the major trends and significant changes that the domain has undergone over time. Temporal summarization and related approaches should be then useful to make sense of scholarly temporal collections. In this paper we demonstrate an approach to analyze the dataset of research papers by providing a high level overview of important changes that occurred over time in this dataset. The novelty of our approach lies in the adaptation of methods used for semantic term evolution analysis. However, we analyze not just semantic evolution of single words independently, but we estimate common semantic drifts shared by groups of semantically converging words. As an example dataset we use the ACL Anthology Reference Corpus that spans from 1974 to 2015 and contains 22,878 scholarly articles.
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I. INTRODUCTION

One of the challenges in big data processing is how to effectively represent and visualize enormous amounts of data that exists in high dimensional spaces, without significant degradation of information, which could lead to misinterpretation of the original data. Text, for example, is one kind of such data that can be considered as highly dimensional data, used to describe objects, events, sentiments, such that all of these can exist in different contexts, that keep also changing over time. As an example, we can observe how text changes over time in datasets of scholarly publications. Scholarly publications are published continuously and their topics tend to change and evolve quite quickly (especially in computer science).

There is a growing interest in the research community to develop automation frameworks to process, analyze, and model publications datasets for generating coherent and sensible summary, given a large size of any particular textual document collections. These are commonly known as automatic text summarization systems [1][2]. Since the 1950s [3], much work has been done to improve the automatic text summarization so the results would match human-made summaries. The problem is still far from being resolved as issues like sentence redundancy, sentence ordering, domain specificity, multi-modal summary and temporal dimension, semantic changes as well as many more pose significant challenges or affect the quality of summaries generated by automatic text summarization systems.

As times change, so do languages. In order to match evolving contexts, words often acquire new meanings or are used in different contexts. A set of words that might have been hardly associated with each other in the past, maybe now commonly used. New terms are being generated to accurately express or explain an evolving or emerging concept within a new context. This is especially true in scientific scholarly research publications, such as computer science, engineering, or medical related research, as it is common for new words or terms to be coined or derived, so that they can properly illustrate the novelty of the published research works in a concise yet accurate manner.

In this paper, the problem we focus on is how to analyze and visualize evolution of scholarly research based on large...
corpora such as one consisting of computer science scholarly publications, over a period of time. As such datasets typically cover tens of thousands or more articles it is very difficult to understand the important changes that occurred in the scientific domain over time. We propose a novel change-oriented summarization approach based on word embedding derived evolution, semantic drift clustering as well as customized sentence selection to provide information on key changes that occurred in the data over time. The novel aspect of our work is that we focus on detecting and portraying major semantic changes over time and we adapt concepts from research on word semantic evolution analysis. However, unlike prior works on computational approaches to semantic word change evolution, we do not focus on individual words but treat words in aggregate attempting to analyze the drift in the entire temporal document collection. We cluster changing words into changing concepts such that words in the same cluster undergo semantic change of similar direction. This novel concept of grouping words over time allows finding crucial changes on the level of entire corpus. We finally rank the detected clusters based on their importance. Finally, we output the top clusters as well as generate explanatory sentence pairs as another form of the output for better understanding the changes that took place over time in the underlying dataset.

As an underlying dataset for our experiments we use the Association for Computational Linguistics (ACL) dataset, and specifically, the Parcit Structured XML\textsuperscript{1} version of the ACL Anthology Reference Corpus \textsuperscript{2}. The dataset contains 22,878 scholarly articles that are related to computational linguistics, which spans from the year 1970s to 2015. By analyzing this data we provide answers to questions about what concepts are highly changing and what are their directions of changes with respect to time.

This research is guided in particular by the following main research questions:

1) Which important concepts in the domain of the collection have been semantically changing over time?
2) Can we provide explanations for the important changes? That is, for each drifted crucial concept, can we find an explanation given that outlines and emphasizes the trajectory of the drift and its effect.
3) How to represent these changes in the form of summary?

To sum up, we make the following contributions in this paper:

1) We first construct a vector based word semantic shift representation by capturing temporal semantic difference of terms, wherein each terms’ semantics is represented in different time periods.
2) We then formulate a concept-based clustering mechanism by grouping terms that are exhibiting highly correlated semantic differences in the different time periods, based on various distance functions.
3) We next propose a sentence selection mechanism to represent and differentiate the meanings of generated clusters.
4) We finally evaluate the resulting clusters in real world through human evaluation analysis, and we identify the best distance function to be used with our proposed change-oriented temporal based summarization method.

The remainder of this paper is organized as follows. Section II examines the progress and recent directions in the summarization task in general and temporal summarization in particular. Section III proposes a summarization methodology used in this research, including data collection and preprocessing task, text representation, and our approach for capturing, representing and analyzing the temporal semantic changes. Section IV describes the experimental settings, followed by Section V, which describes the experimental results. Then, in Section VI we describe the limitations encountered in this research. Finally, Section VII concludes the paper.

II. RELATED WORKS

A. OVERVIEW

Automatic text summarization is a task to summarize a single document, or multiple documents "such that the result conveys important information from the original text(s), and that is no longer than half of the original text(s) and usually, significantly less than that" \textsuperscript{3}. Summaries are useful in today’s information retrieval tasks due to the abundance of data to be consumed in a short time. For example, for user queries, usually search engines generate snippets as the previews of the returned documents \textsuperscript{4}.

In general, two common approaches were widely used and implemented in generating a sensible summary \textsuperscript{2}: abstraction approach \textsuperscript{10, 11}, and extraction approach \textsuperscript{12, 13}. Abstractive summarization methods aim to convey specific information, available from any particular document in newly generated text. On the other hand, extractive summarization methods work by identifying relevant portions of content in the document (these could be portions of titles, lead sentences, cue words) in order to summarize the document.

Text summarizers can also be grouped into single-document summarizers \textsuperscript{14} or multi-document summarizers \textsuperscript{15}. A single-document summarization method creates a summary of a single document, while multi-document summarization method makes a summary of multiple documents or their clusters, forming a single output summary. In addition to that, an automatic text summarizer can also be classified as a generic summarizer or user- or query-oriented summarizer. The former provides an unbiased overview of a particular document \textsuperscript{16} while the latter provides a summary that tallies with user requirements, such as topic-focused query, user profile and so on \textsuperscript{17}. Last, but not least, summarizers can also be grouped into supervised learning based and unsupervised learning based methods. A supervised learning based approach requires annotated data as it usually needs
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to classify which sentences should be presented in summary, and which one is not [18, 19]. On the other hand, a supervised learning based approach does not depend on any training data. Usually, a clustering task is performed to group portions of text components into similar clusters prior to the summarization task [20, 21].

It can be seen that much of the work in automatic text summarization does not involve the temporal aspect of the corpora within the summarization framework. Temporal based text summarization works are mostly based on real world events, such as police reports, news, stories, and product reviews [22, 23, 24]. Temporal summarization approaches for scholarly literature however, have not been properly established yet. The existing works in scholarly literature are mostly on identifying temporal scientific concepts [25, 21, 26]. This is understandable, as scientific literature usually closely relates to previous findings in science, while news and other real world events can be very dynamic and easily drifted by external concepts.

B. TEXTUAL SUMMARIZATION TECHNIQUES

In general, textual summarization techniques can be grouped into three categories of language models. The categories are as described below:

1) Linguistic Based Techniques

Basically, there are four approaches in linguistic based techniques, such as lexical based approaches, syntactic based approaches, semantic based approaches and discourse based approaches [27, 28]. Lexical analysis, which can sometimes be referred to as part of tokenization task, is the process of converting a stream of text into individual tokens. A set of predefined rules are established, such that a token should not consist of punctuation and whitespaces, each token is determined based on a contiguous string or alphabetic characters, and tokens are separated by white space, line break or punctuation characters. Syntactic based approaches are related to techniques that are used to capture the grammatical structural information within text. For example, it is common to build syntactic trees as a way to model the grammatical structure (e.g., collocation of words) from a set of predefined rules [29, 30]. In semantic based approaches, the linguistic analysis is focused on how to capture and measure the meaning from text. One of the commonly used technique in capturing the meaning from text is through Latent Semantic Analysis (LSA) [31, 32], under assumption that, words that are close in meaning, will also appear in similar pieces of text. Finally, in discourse based approaches, the relation that represents connections between sentences and parts in text is properly modelled [33, 34]. Then, this discourse model is used to measure the coherence and cohesion of any similar pieces of text. This is especially crucial in text summarization, as the coherence and cohesion level of the summary might be degraded during the summarization task, even though the original text semantic is preserved.

2) Machine Learning Based Techniques

As new machine learning algorithms have been developed and implemented over time, it has also affected research in text summarization systems that increasingly have been employing machine learning based techniques. Besides using new kinds of features, new machine learning algorithms were capable of solving various performance issues, such as overfitting and accuracy of standard machine learning algorithms. For example, in [35, 36], several machine learning algorithms were combined into a single meta-learning algorithm to improve the summarization results to classify and rank sentences in order of importance. The most important sentences were used as a basis in generating the summary.

One of the main reasons why text modelling through machine learning was difficult is because of data sparsity issues. Vectorizing texts into fixed length of vector resulted in sparse vectors, affecting the model performance in a negative way. Some strategies to workaround this issue have been proposed, such as in [37, 38], a document summarization through sparse optimization in yielding better summarization results. These techniques solve the sparsity issues by first representing the data in a compact form prior to the vectorization task. By adding sparsity constraints on the number of output vectors, condensed information, which can be treated as word salience, is generated.

3) Context-Modelling Based Techniques

As mentioned before, data sparsity is one of fundamental problems in modelling any particular language through texts. However, despite improvement being done on standard machine learning settings in dealing with data sparsity and other fundamental problems that exist in textual data, it must be noted that texts are always viewed in a specific context. This context can be very specific, such as culture, region, time and many more. For example, word gay can be viewed in negative or positive way, depending on the specific discussion surrounding the word gay at that particular instance [39].

Hence, the problem at hand now is how to incorporate specific context into the text information and model those combined information to ensure the obtained results, while also accurate, are also sensible to human interpretation. In [40], a context model based on language modelling approach for bursty features is proposed. Here, bursty feature is a feature representing sudden surge of the frequency of a single term or phrase in a text stream. Based on this bursty feature context model, the text summarization will automatically identify bursty features, in which, these features are then grouped into k-topics. The centroids of these topics are computed to facilitate the text summarization generation task [41, 42].

However, as textual data exists in many kinds of formats and is highly dimensional, traditional feature extraction methodology is inefficient. Hence, in 2013, a neural network based method to transform words into vectors, called Word2Vec was proposed [43, 44]. Word2Vec represents word semantics in one n-dimensional vector. Word2Vec has been
used in many domains such as in social network analytics [45, 46], medical text summarization [47, 48], and many other related text analytic applications. Since then, various neural-network-based textual context modelling approaches have been developed to improve the contextual and semantic interpretation such as Glove [49], Fasttext [50], and, especially nowadays, BERT [51].

C. TEMPORAL ANALYSIS OF SCHOLARLY DATA

A particular research niche that is currently gaining interest is how to incorporate time factor into any automatic text summarization model itself. This is because massive amounts of spatial and temporal data are being generated on a prodigious scale. Such examples of textual data can be seen in news [53, 54], social networks [55, 56], and scholarly articles [47, 59, 60].

When it comes to scholarly document datasets, most of temporal analysis on large corpora can be considered as synchronic type (static) analysis. Those works only visualize the pattern changes of the corpus over time, without emphasizing why such captured patterns (from the large corpora) occur in the first place. For example, in [51, 61, 62], a BERT model based on MIMIC-III dataset [63] is built to improve the temporal extraction task on medical annotated data called THYMES [64]. Such works are also observed in [55, 56, 57] based on story corpus in ROCStories [66], and as temporal event extraction in financial related news [67]. From a high-level view, it can be generally stated that pre-trained language models are usually being used as a method for text vectorization, in specific domain, and for specific application.

Table I describes a few works on temporal analysis of scholarly data that were done till now. One approach [54] performs the temporal analysis based on differences in frequency, meanings and the underlying temporal scopes of temporal expressions used in scientific writing from 1665 to 2007. Similar research has also been observed in [55, 56]. using frequency analysis to identify emerging terms in scientific scholarly collections. Further extension to the frequency analysis, such as semantic analysis of specialized terminology, could help in detecting emerging trends and summarizing entire domain-specific collections [47, 55]. For example, in [55], the authors propose detecting emerging trends in scholarly publication collections in the computer science and bio-informatics areas. Rather than employing citation analysis or straightforward frequency-based trend assessment, as it has been usually done, the authors use temporal word embedding to observe shifts in scientific language over several decades. A simple improvement of approach in [53] would be to use contextualized embedding models pre-trained on domain-specific collections such as SciBERT that were trained on scholarly corpora [68]. One another is to consider specialized term extraction techniques such as ones based on recognizing meaning shifts between general and domain-specific language [69]. In our work we further extend change-based scholarly data summarization approaches based on these and further ideas. To the best of our knowledge, we are the first to propose semantic evolution based approach to change-oriented summarization of scholarly data collections such that major changing concepts can be identified to portray the evolution of entire scholarly collection.

III. METHOD

We start first by discussing the characteristics of the dataset we use and then introduce step by step the components of our method. Fig. 1 shows the overview of our approach. In the first step, we utilize temporal data as an input dataset (ACL Anthology Corpus in our case) and divide it into multiple time frames. Then word embeddings for each time frame are generated using the semantic information representation module. Then these temporal embeddings are sent to the Clustering module and Sentence selection module which after ranking, generate results in the form of trending clusters and representative sentences.

A. DATA COLLECTION AND PREPROCESSING

1) ACL Dataset

The ACL Anthology Reference Corpus consists of conference and journal papers in natural language processing and computational linguistics research domains which are published within ACL Anthology. The corpus consists of 22,878 papers published during a span of 36 years from 1979 to 2015. The distribution of the number of research papers per year is non-uniform, with increasing numbers of papers in recent years as shown in Figure 2.

Every publication consists of the following:

1) Abstract: A summary of an article.

2) Body text: The main text of the article, typically composed of introduction, results, conclusion or discussion sections and including also abstract.

3) Metadata such as Author information, Publication date and others.

In this work, we use the body text and the year of the publication date (i.e., hence yearly granularity) to visualize how specific terminology drifted from 1979 to 2015.

2) Time Division & Vocabulary Creation

We first extracted the body text from each paper in the corpus. The dataset was then divided into 5 non-overlapping time-frames: 1979-1995, 1996-2000, 2001-2005, 2006-2010, 2011-2015.
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tualised representations have been shown to encode lexical meaning dynamically, reaching high accuracy on multiple NLP tasks. Different language models can be used to generate these embeddings like Embeddings from Language Models (ELMo), Bidirectional Encoder Representations from Transformers (BERT), GPT-2, etc. We used a BERT based model, called SciBERT [68], with 12 attention layers and hidden layers of size 768 which was pre-trained on a dataset of 1.14M papers taken from Semantic Scholar [70] constituting a corpus size of 3.17B tokens which consists of 18% papers from the computer science domain and 82% from the broad biomedical domain. BERT is a neural network model based on Transformer [70], which in its vanilla form includes two separate mechanisms, an Encoder that reads and converts text to vectors and numbers, and a Decoder that produces a prediction for the task. BERT relies on a transfer learning approach proposed by [71], where the first step is to pre-train the network as a language model on large corpora in order to learn general contextual word representations. It was pre-trained on two tasks:

1) Masked Language Modeling - From the input, a percentage of words are masked in advance, as shown in Fig. 3, and the objective is to predict these masked words from an unmasked context. This allows BERT to leverage both left and right context, meaning that a word \( w_i \) in a sequence is not determined just from its left sequence \( w_{1:i-1} = \{w_1, \ldots, w_{i-1}\} \) as is the case in the traditional language modelling task - but also from its right word sequence \( w_{i+1:n} = \{w_{i+1}, \ldots, w_n\} \). If the \( w^h \) token is chosen, it is replaced with (i) the \([MASK]\) token 80% of the time, (ii) a random token 10% of the time (iii) and the unchanged \( w^h \) token 10% of the time. Then, \( w_i \) is been used to predict the original token with cross entropy loss.

2) Next Sentence Prediction - the model receives pairs of sentences as input and learns to predict if the second sentence in the pair is the subsequent sentence in the original document. This is usually followed by a task-specific fine-tuning step which is a technique of applying a pre-trained LM. It changes the pre-trained parameters slightly via downstream task learning. In particular, BERT has been shown to achieve state-of-the-art results for 11 NLP tasks, including document classification, question answering, and dependency parsing. In our experiment, SciBERT was fine-tuned for domain adaptation on the entire ACL corpus to incorporate the different semantic meaning any word in the corpus will have within a time-frame or inter time-frame.

The temporal semantic change requires the analysis of word semantics between different time frames. We exploit SciBERT contextualised embedding for representing the semantic information of the words. The data used for the analysis was stored as Mean Embedding Map, which in one time frame stores all the words in the vocabulary as a map

| Scholarly Corpus | Dataset Periods | Techniques | Time Interval(s) | Analysis Unit | End Result |
|------------------|----------------|------------|-----------------|---------------|------------|
| Computer Science | 1958 - 2015    | Word2Vec + RNN | Years: 10, 15, 20, 25 | Phrase | Predicting the next year’s keyword trend |
| CORD-19 Dataset  | 1955 - 2020    | Word2Vec + k-means Clustering | 5 Years | Word | Temporal semantic word association |
| Computer Science & Bioinformatics | 1987 - 2018 | Word2Vec + Rank Ascent Identification | Incremental: 1 - 30 Years Window: 3 Years | Phrase | Identification of emerging keywords |
| Royal Society Corpus & SciTex | 1665 - 1869, 1966 - 2007 | Kullback-Leibler Divergence | 50 Years | Part-of-Speech | Representing diachronic expressions through annotated time expressions |

FIGURE 2: Articles distribution over years.

2011-2015. The skewness in data distribution was considered while making these divisions in order for the resulting time periods to contain more or less equal data portions. An initial vocabulary list, \( V \), was created using the complete dataset after filtering it for stopwords and digits, and extracting nouns as well as noun phrases. This vocabulary was then filtered to remove words with frequency smaller than 100, since we focus on the changes of high significance in the NLP/CL scholarly field. Then the vocabulary was further filtered to remove words that occurred only in a single time frame. Furthermore, words with length less than 3 were also discarded to only consider the most meaningful words.
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The temporal semantic change requires the analysis of word semantics between different time frames. We exploit SciBERT contextualised embedding for representing the semantic information of the words. The data used for the analysis was stored as Mean Embedding Map, which in one time frame stores all the words in the vocabulary as a map

https://www.semanticscholar.org/
FIGURE 3: Masked Language Modeling

with key as the mean contextualised embedding for every occurrence of that word within that time frame. Thus this map stores the mean semantic information which will be used for further analysis.

C. REPRESENTING WORD CHANGE

Analysing term changes in scientific corpora as well as detecting emerging trends have been traditionally done by frequency analysis over time. A different approach, which we propose in this paper, is to compare semantic meanings of words, using the contextualized embeddings. Comparing embeddings of the same word in different time frames can be used to derive a mathematical representation of the change of a word.

In particular, the cosine similarity between the embedding of a target word in the first time frame (1979-1995) and the embedding of this word in the last time frame (2011-2015) could represent the overall semantic change for the word such that the lower the similarity value, the higher the semantic change expected.

Cosine similarity between vector $\vec{u}_1$ and $\vec{u}_2$ is given by

$$sim(\vec{u}_1, \vec{u}_2) = \text{cosine}(\vec{u}_1, \vec{u}_2) = \frac{\vec{u}_1 \cdot \vec{u}_2}{||\vec{u}_1|| \cdot ||\vec{u}_2||}$$

(1)

Table 2 shows that cosine similarity alone on the level of individual terms will not suffice for summarizing semantic change of words. It can be understood that constituent words from the high cosine similarity column of Table 2 have relatively high occurrence frequency, suggesting that words with high frequency have low semantic change. This observation is reinforced by the plot in Fig. 4 in which words with high frequency have near zero semantic change degree. While the results for high similarity values are rather intuitive, the results for the low values of the similarity deviate from our expectation. Theoretically these words should have the highest semantic movement, yet as we can observe they rather carry little significance for our task, neither offer any valid explanation. As reflected by Table 2

4In the subsequent parts of the paper we will use the term “time frame 1” and “time frame 5” (or the first and the last time frame) for these, respectively

| Terms        | Least Similarity | Terms        | Highest Similarity |
|--------------|------------------|--------------|--------------------|
| seventh      | 0.6420           | must         | 0.9975             |
| fell         | 0.6728           | example      | 0.9973             |
| plan         | 0.7319           | words        | 0.9972             |
| mann         | 0.7648           | corpus       | 0.9970             |
| entail       | 0.7849           | node         | 0.9970             |
| west         | 0.7982           | japanese     | 0.9969             |
| copyright    | 0.7996           | probability  | 0.9969             |
| maxim        | 0.8000           | terminal     | 0.9968             |
| prop         | 0.8143           | threshold    | 0.9968             |
| jack         | 0.8190           | complex      | 0.9966             |
| stanford     | 0.8212           | automaton    | 0.9966             |
| volume       | 0.8385           | frequency    | 0.9966             |
| land         | 0.8487           | rates        | 0.9965             |

TABLE 2: Terms with the smallest and highest cosine similarity between the last and the first time unit.

FIGURE 4: Word frequency vs. the semantic change degree.

named entities (e.g., Xian, mann, stanford), or numbers (e.g., seventh, one), or standard words like copyright, mention, west, program and volume seem to be coincidentally used in different contexts in different time frame. For better understanding, consider sports program and education program where the term program is used in different contexts thus it has low similarity value between its representation in time frame 1 and 5, although actually this case does not represent the actual temporal change. Likewise copyright 1985 and copyright 2015 are used in different contexts while the meaning of the term copyright remains the same.

Thus, to recognize and understand key semantic shifts on the level of the entire collection, we explore the possibility to group words with related meaning drifts. For each word $w_i \in V$ we define a difference vector $d_{w_i}$ representing the difference of its embedding in the first time frame $\vec{u}_{w_i}^1$ and
the one in the last time frame \( u_{w_i}^- \).

\[
d_{w_i}^- = u_{w_i}^- - u_{w_i}^+ \tag{2}
\]

This difference vector captures the information representing the meaning change of a term from the first to the last time frame. To better understand this concept, let’s take an example of the term \textit{machine}. Its difference vector will point to words which the term \textit{machine} moved away from, i.e. mechanical machine, factory, workshop and so on, towards the context uses such as algorithm, learning. The representation of this semantic change from 1979 to 2015 will be embedded in the difference vector.

To explore the drifts of target words (see Algorithm 1) we compute the cosine similarity values between the difference vector of \( w_i \) (\( d_{w_i}^- \)) and other words in vocabulary \( \{w_0, \ldots, w_{i-1}, w_{i+1}, \ldots, w_n\} \) to find the concepts from where the target word \( w_i \) moved away (lowest similarity) and the words that \( w_i \) moved towards (highest similarity). In Table 3 we show the obtained top words with the lowest and highest similarity values for few selected target words \( w_i \). For example, we can observe there that the word \textit{merit} in 1980s meant (in most of the cases) the quality of being worthy or praised, yet it drifted towards the concept of evaluation in ML models in 2011-2015. Similarly the word \textit{miner} in 1980s represents a person working in mines as its dominant use but it becomes related to data extraction and information retrieval in more recent times. Similarly, an interesting term \textit{intercept} which was generally related to obstruct or kill in 1980s, is now mainly used in coordinate geometry and measurement.

Algorithm 1: Word movement pattern algorithm.

1: \( all\_term\_dict = \{\} \) ;
2: for \( w_i \) in \( V \) do
3: \( cossim\_values = \{\} \) ;
4: \( d_{w_i}^- = u_{w_i}^- - u_{w_i}^+ \) ;
5: for \( w_j \) in \( V \) do
6: \( cossim\_values[w_j] = \text{sim}(u_{w_j}, d_{w_i}) \) ;
7: end for
8: \( cossim\_values \leftarrow \text{sort(cossim\_values.items())} \) ;
9: \( all\_term\_dict[w_i] = cossim\_values \) ;
10: end for

D. CHANGE-ORIENTED TERM GROUPING

For summarizing the semantic changes in a corpus, analysing the relative movement for all the words is important. When words are plotted in a hyperplane, the distribution of the words changes with time, and this change can be plotted for every word. As exposed above, some words have meaningful semantic drift while some are subject to random or no change. Grouping words by the patterns of their semantic drift will help to remove random and meaningless semantic changes (such as some examples in Table 2) and will allow us to find important changes. In other words, we look for interrelations between the movement patterns of different words. While many words may change their semantics in non-coordinated way, this relation can be sometimes positive, meaning that it characterizes a group of words that converge in terms of their semantics by moving towards the same point in the semantic vector space, even though at first the words may have had no or limited shared semantics. Alternatively, the relation can be also negative, for the words that divert apart from each other over time, despite having similar semantics initially.

To understand this relation better and to summarize semantic changes more efficiently, we cluster words which are "coming" from different meanings but which "converge" together. As the number of clusters is not available beforehand and can not be easily estimated beforehand, we use Affinity Propagation Algorithm [72]. It is an incremental graph-based algorithm that works by selecting exemplar of each data point by passing two types of messages - responsibility and availability between data points in an iterative manner. AP clustering algorithm does not need to have specified the initial cluster centers but automatically finds a subset of exemplar points which can best describe the data groups by exchanging messages. The number of exemplars is the same as the number of clusters.

To generate clusters of words converging together, we utilize the computed data which is shown in the \textit{Destination Word List} column of Table 3 as it represents the concept towards which a given word is moving. Affinity Propagation algorithm takes input vectors for all words and clusters them based on the similarity of these input vectors. In our case the input vector is formed as the mean word embedding of the \textit{Destination Word List} terms of each target term.

Since the clustering involves words’ difference vectors, the words in a cluster could have different initial semantic meanings yet they all converge together or move towards

| Terms | Diverted From | Destination Word List |
|-------|---------------|-----------------------|
| web   | stein, ray, ink | document, advertising, words, text, citation, sentiment |
| treatment | conception, exposition, formulation, treat | medication, drug, surgery, symptom, disease, health |
| intercept | attack, kill, shoot, combat, fight | beginning, logarithm, effects, latitude, centroid |
| miner | work, mining, father, husband | induction, information, extraction, statistics, retrieval |
| machine | workstation, factory, coordinator, constitution, graphic | bayes, learning, reinforcement, radial, regression |
| reinforcement | justification, proliferation, viability, uniformity | machine, descent, bayes, markov, radial |
| activation | elaboration, instantiation, initiation, manifestation | radial, loss, hinge, regularization, gradient |
| triplet | multitude, couple, variety, virtue, continuum | supervision, active, works, learning, imitation |
| merit | worthy, worth, warrant, wish, sake, permit | confidence, improvement, accuracy, delta, slope |
the same semantics. Example, words like Architecture, Input, Parameter, Weight, Dimensions are basically unrelated to each other and have different meaning in the initial time frames (1985-1995) but based on the subset of the scientific corpus spanning 2010-2015, these words represent or are related to deep learning models. Similarly words such as web, document, link, article, summary represent electronic media today, but terms like web and link had completely different meaning in 1985 as the Web was developed around 1989. Another similar example can be software, library, script, package, toolbox, apache, where in 1985, toolbox and package would mean mechanical instruments, a library would be a collection of resources and books, and script would represent written documents, but all these words semantically converge together. Thus we can deduce that the final destination for the movement pattern of words in these clusters is similar for all their constituent words. The entire process of change oriented clustering, starting from BERT-based word embedding to final clusters is summarized in Fig 5, where we start with calculating the difference vector for a particular target word (e.g., machine as is indicated in the figure) and then calculating the cosine similarity of that vector with each word in the corpus. Thus obtaining the “diverted from” word list (e.g., workstation, coordinator, factory) and the “destination word list” list (e.g., reinforcement, learning, bias). The mean embeddings of the constituting words of the “destination word list” list are averaged to form the change embeddings for each target word such as a machine. A similar process is conducted to obtain the change embeddings for all the words in the corpus, which are then passed as an input to the AP clustering resulting in the produced final clusters.

E. CLUSTER RANKING

Clusters produced in the previously-described change-oriented clustering represent the temporal movement of word semantics. The output of Affinity Propagation resulted however in 340 clusters, and these results consist of clusters whose constituent words may have significant and meaningful semantic drift and others with negligible change. We then need to determine the cluster quality to detect the most important and informative clusters. Thus, we propose ranking method for the clusters based on their constituent words.

1) Earth Mover’s Distance

To compute EMD distance, we create a discrete probability distribution of sentences based on the number of common words of that cluster, for every cluster. For example, Fig. 6 shows a sample visualization of the probability distributions of sentences containing certain cluster’s words based on the numbers of these words in the start and end time frame. We consider the number of cluster members in the same sentence to be utmost 10. Let X be the set of records in x, where x is the set of all the sentences in a time frame and Y be the integer representing the number of words common in a sentence and cluster. Thus for a cluster i, the probability of sentences having n words in common with the cluster (or \( P_i(X \cap y = n) \)) will be the number of sentences with n common words divided by the total number of sentences in a time frame. Hence the discrete probability distribution for the frequency count of a cluster will be:

\[
y_i = [P_i(X \cap y = 1), P_i(X \cap y = 2), ..., P_i(X \cap y = 10)]
\]

In particular, Wasserstein distance (also called Earth Mover’s Distance or EMD) is used to calculate the distance between these two distributions. Given two random distributions, EMD can be conceptually portrayed as the task of taking a mass of earth (one distribution) to spread it in space understood as a collection of holes (another distribution) in that same space. EMD measures the least amount of work needed to fill the holes with earth. Thus for a given cluster, the higher the work needed, the higher the semantic importance & novelty of that cluster. Note that EMD is good for our case as there are ordinal relations between units of the distribution. Sentences with 4 words of the same cluster are more important than sentences with 3 words, which in turn are more important than sentences with only 2 words. If for a cluster there are many sentences containing large numbers of its words (for example, sentences with 4 or more words from the cluster) it means this cluster is quite coherent. EMD in our case is used for measuring the difference in the cluster’s coherence at the last and the first time frames. Suppose there is a cluster for which there were only a few sentences with high numbers of its member words in the first time unit. On the other hand, in the last time unit many sentences can be found that contain a large number of cluster words. In this case, EMD will be high and the cluster will be judged as important since it represents words that converged to each other over time.

EMD is defined to minimize the following equation:

\[
WORK(U, V, F) = \sum_{i=1}^{m} \sum_{j=1}^{n} d_{ij} f_{ij}
\]

where \( d_{ij} = d(y_i, y_j) \) is the ground distance between \( y_i \) and \( y_j \), and \( F = [f_{ij}] \) such that \( f_{ij} \) is the flow that needs to be determined between \( y_i \) and \( y_j \). In this work, variables in Eq. 4 are:

The top-ranked clusters by this metric are given in Table 4. As is observable from the table, most of the top clusters (cluster 1, 3, 5 and 6) consist of words which drifted towards a general context of data science and machine learning, as is
FIGURE 5: Workflow of the proposed change-oriented clustering approach focusing on the example word machine. Starting from the raw data in each time frame (shown on the left) the mean embedding vectors are obtained by averaging embeddings vectors of the "destination word list". The same process is done for all the words in our vocabulary. Finally, the clusters are obtained by applying AP clustering as shown on the right hand side.

FIGURE 6: Example for a hypothetical cluster: Given a cluster we construct a probability distribution of how many sentences there are containing 1, 2, 3, 4 and 5 words in each batch.

\[ y_i : \text{discrete probability distribution for } i_{th} \text{ cluster in } 1^{st} \text{ time frame.} \]
\[ y_j : \text{discrete probability distribution for } j_{th} \text{ cluster in } 5^{th} \text{ time frame.} \]
\[ U : \text{a matrix of } y_i \text{ for all } i \text{ in } 1^{st} \text{ time frame.} \]
\[ V : \text{a matrix of } y_j \text{ for all } j \text{ in } 5^{th} \text{ time frame.} \]

generally expected from the computational linguistics related corpus.

2) Binary Difference Coherence

A coherent and informative cluster would contain words with similar movement patterns. To incorporate this idea we propose an additional metric that will take into account the similarity between the difference vectors for each pair of words in the cluster, i.e. quantifying the similarity in their movement patterns. The formula to calculate binary difference coherence for \( k^{th} \) cluster \( (B_k) \) is given below. It computes the average value of cosine similarity between difference vectors \( (d_i = w_1^i - w_5^i) \) of each pair of member words for a cluster. The top 5 clusters sorted in a decreasing order of this metric are given in Table 5.

\[ B_k = \frac{2}{n \times (n - 1)} \sum_{i=1}^{n} \sum_{j=1, j \neq i}^{n} \text{similarity}(w_1^i - w_5^i, w_1^j - w_5^j) \]

TABLE 4: Top-ranked clusters using Earth Mover’s Distance.

| Value | Terms |
|-------|-------|
| 2317.15 | data, set, label, split, tuning, subset, class, fold, generalization, validation |
| 2068.34 | standard, test, real, deployment, trial |
| 1737.55 | model, variable, fit, space, interpolation, bayes, predictor, cue, cache, novelty |
| 1611.03 | integer, factor, permutation, discount, inflation, multiplicity |
| 1376.89 | submission, pipeline, evaluation, setting, official, configuration, setup, backup |
| 1374.19 | result, system, classifier, tie, approach, counterpart, detector |

TABLE 5: Ranking of clusters using Binary Difference Coherence.

| Value | Terms |
|-------|-------|
| 0.3973 | robustness, effectiveness, validity, ability, contribution, efficacy, viability |
| 0.3972 | seven, six, nine, twelve, thirteen |
| 0.3971 | graph, sentence, path, verb, redundancy, authority, occurrence, closure, equivalence, credibility |
| 0.3845 | retrieval, similarity, index, scheme, associate, judge, coherence, relatedness, relevance, utility, engagement |
| 0.3797 | small, reduction, reducing, narrow, lowering |

F. REPRESENTING CHANGES BY SENTENCES

The clusters formed in the proposed change-oriented clustering represent the direction of semantic drift of terms from the first time-frame to the last. To better understand the
meaning of these clusters, we propose the methodology of picking up sentences which represent the clusters from both the time frames. As considering the entire corpus for possible sentence candidates would have been computationally expensive, we restrict to a smaller set of sentences. We make a list of \( N \) sentences (=500) for each cluster based on the number of words that are common in a sentence and the cluster on a hierarchical basis. This means that if there exist \( M \) \((M< N)\) sentences, with the maximum number of words in common with the cluster being \( k \), then the rest \( N-M \) sentences will be selected with \((k-1)\) words in common with cluster, and similar process is done down the hierarchy if the list is incomplete. For example, if the maximum number of words common in a sentence and cluster is 4, with 200 sentences following this property, then the rest of the 300 sentences will be taken with 3 words and then 2 words in common with the sentence.

For each cluster, this list is formed for both the first and the last time frame each containing \( N \) sentences. Now to select a sentence from each list, i.e. a pair to represent the cluster, we take the following factors into consideration:

1) Alignment of Cluster Words (Aln): We pick up a sentence pair which has the maximum words in common with cluster for better understanding and comparison of semantic change, thus the Alignment score of a pair of sentence is the number of words they have in common.  

2) Variation in Sentence Meaning (Var): This factor will contribute for selecting a pair with distinct semantic properties. This is desirable for showing the change of sentences over time. It is represented as a cosine distance between the embedding of sentences. Sentence embeddings were obtained using above mentioned SciBERT model fine-tuned on the ACL Anthology dataset.

The score(s) assigned to a pair of sentences is given as:

\[
s(a, b) = \text{Aln}(a, b)^i \times \text{Var}(a, b)^{1-i}
\]

where,

- \( a \): sentence from top \( N \) sentences of time-frame 1  
- \( b \): sentence from top \( N \) sentences of time-frame 5  
- \( \text{Aln}(a, b) \): Alignment of Cluster Words  
- \( \text{Var}(a, b) \): Variation in Sentence meaning 
- \( i \): Weight factor

### IV. EXPERIMENTAL SETTINGS

We next analyze in this section the proposed approach using the ACL Anthology corpus. As to the best of our knowledge there are no similar baselines available for our task, we modify existing common semantic summarizing approaches to extract trending clusters from them. These methodologies include Latent Dirichlet Allocation (LDA), Word2Vec embedding based clustering and Latent Semantic Analysis (LSA) modelling. In this section we discuss the experiment design to extract trending clusters from these methodologies.

1) LDA Approach

Topic modeling approaches such as Latent Dirichlet Allocation (LDA) \(^7\) have been frequently used in the past for capturing changes in topics. LDA is a generative probabilistic model for collections of discrete data (e.g., text corpora) with the goal to map all the documents to topics such that the words in each latent topic tend to co-occur with each other. In our experiment we utilize LDA\(^7\) to monitor the change of topic importance from the time frame 1 to 5 and we compare the results to the proposed change-oriented clustering. LDA model was trained on the combined dataset of documents from the time frame 1 & 5, with fine-tuned hyper-parameters such as the number of topics equal to 43 with 20 passes through corpus along with filtering words that occur in less than 30 and more than 75% of the documents (other parameters had default values). The number of topics was decided on the basis of C_v coherence score \(^8\) which attained the maximum value of 0.5517 with topics as 43. \( C_v \) coherence captures the degree of semantic similarity between high scoring words in the topic. It is based on a sliding window, one-set segmentation of the top terms and an indirect confirmation measure that uses normalized point-wise mutual information (NPMI) and the cosine similarity. LDA assumes documents are produced from a mixed set of topics. Words are then generated by these topics based on their probability distribution. Given a set of documents, LDA backtracks and tries to figure out what topics would create those documents in the first place. LDA outputs a document-topic matrix representing the importance of these topics per each document. To compute relevant topics for each time-frame, the topics were sorted in the increasing order of the difference between their importance scores of topics in time frame 1 and ones in time frame 5. The top 10 topics that gained most importance (i.e., become more dominant in the recent time) were then selected as the results.

2) LSA Approach

Similar to LDA, Latent Semantic Analysis (LSA) is a topic modelling algorithm which leverages the context around the words to capture the hidden topics in a text. LSA works based on a Bag of words (BOW) approach, where the dataset is converted into a term document matrix in which the order of the terms is neglected (only term frequency in document matters). The model was trained on a combined dataset of the first and last time frame. Topics were ranked using the document-term matrix which provides an importance score of a term for each document. For a document, this score is accumulated for all the terms in a topic (cluster), thus representing the significance of the cluster to document in mathematical terms. Clusters were then ranked according to the increasing value of their scores in time frame 5’s documents compared to time frame 1’s documents.

\(^7\)We used Gensim implementation: [https://radimrehurek.com/gensim/models/ldamodel.html](https://radimrehurek.com/gensim/models/ldamodel.html)
V. EXPERIMENTAL RESULTS

This section comprises result analysis and discussion for all the methodology described in the sections above. Subsection VA illustrates both qualitative (scored by reviewers) and intrinsic evaluation for clusters obtained by the proposed Bert-based methodology and the baselines. We then discuss the movement patterns of the obtained clusters in Subsection VB. We end this section by discussing the results of experimenting with sentence selection methods introduced above.

A. CLUSTER GENERATION RESULTS

Table 6 shows the comparison between the cluster scores for our proposed methods, which are Earth Mover’s Distance based and Binary Difference Coherence (BDC) based semantic change-oriented clustering vs. the LDA, LSA and Word2Vec methods which are used as the baselines. 3 expert reviewers, who have worked in NLP field for at least 5 years, were asked to score the top 10 clusters returned by each method on the basis of their quality using 1-5 Likert scale (1 is meaningless, 2 is rather meaningless, 3 is somewhat meaningful, 4 is rather meaningful, while 5 is meaningful). The average score by judges was taken as the final score for each cluster. The results are shown in Table 6 for the top 1, 3, 5, 10, 15 and 20 clusters from both the rankings. We can see that EMD-based Change-oriented clustering outperforms all the baselines in all the cases with a maximum score improvement of 40% along with an average score improvement of 21.17%. Additionally, a common trend of decreasing scores when moving from the top-1 to top-20 signifies the effectiveness of the proposed EMD based ranking. Figure 7 visualizes the results from Tab. 6 for ease of comparison.

TABLE 6: Experimental results of the top ranked clusters.

| Approach | Top 1  | Top 3  | Top 5  | Top 10 | Top 15 | Top 20 |
|----------|-------|-------|-------|-------|-------|-------|
| LDA      | 2.66  | 2.33  | 2.80  | 2.96  | 3.07  | 3.05  |
| W2V      | 3.00  | 2.22  | 2.73  | 2.43  | 2.38  | 2.42  |
| LSA      | 1.66  | 1.66  | 2.26  | 2.20  | 2.09  | 2.03  |
| BDC      | 2.33  | 2.22  | 2.53  | 2.00  | 2.24  | 2.18  |
| EMD      | 4.66  | 3.88  | 3.53  | 3.76  | 3.71  | 3.68  |

Along with the above qualitative evaluation, we also perform quantitative cluster evaluation. As there are no ground truth clusters available, we utilize intrinsic measurements to evaluate cluster performance. Intrinsic methods evaluate the structure of obtained clusters and their relations to each other. We compute the results of Silhouette Coefficient and Calinski-Harabasz Index. Silhouette Coefficient uses pairwise distances between all the objects in a cluster, along with measuring the separation with the average distance of objects to alternative clusters. Calinski-Harabasz(CH) Index is the ratio of the sum of inter-clusters’ dispersion and of intra-cluster dispersion for all clusters. Formula for CH index is given in Equation 7. Table 7 shows the results obtained for these metrics for the proposed Bert-based, Change-Oriented Term Grouping along with 3 baselines that were introduced in Section IV. Our methodology outperforms all the baselines for both the Silhouette Coefficient and Calinski-Harabasz Index. This proves the effectiveness of Change-Oriented Term Grouping as the evaluation is done on all the clusters for a particular methodology, unlike the human based evaluation shown in Table 6 which takes only the top ranked clusters into consideration.

where, $n$ : number of words  
$N$ : number of clusters  
$c_i$ : center of $i^{th}$ cluster  
$g$ : mean embedding for all words  
$d(x, y)$ : distance between point x and y

B. CLUSTER MOVEMENT ANALYSIS

As defined in the above sections, each cluster is a group of words which comes from diverse meanings and converges to a similar meaning or expression. To intuitively understand the meaning change embedded in a cluster, we associate few words with each cluster which it moved to. These words represent the semantic meaning for a cluster’s temporal change.
To create such a set, we utilize Word movement pattern (Tab 12) of each cluster word which shows the past and present meanings of a word. As the words constituting a cluster can have originally diverse meanings, the moved from column has no significance here, thus we will only be creating the Destination Word List set as the words in a cluster have similar final meaning. The Destination Word List lists of each word in a cluster are grouped and the terms occurring with highest frequency in the grouped list are taken as Destination Word List for the cluster as they represent the majority of changing concepts. The results are provided in Table 8. Table 8 should help in better understanding the cluster movement patterns by showing several examples.

### TABLE 8: Cluster movement pattern examples.

| Cluster | Destination Word List |
|---------|-----------------------|
| show, mean, match, discrepancy, arithmetic, min, hypothetical, performance, efficiency | average, harmonic, marc, ro, cosine, sag, accuracy, kappa, elastic |
| model, variable, fit, space, interpolation, bayes, predictor, cache, novelty | train, descent, regression, classifier, learning, vector, machine, regularization, likelihood |
| words, representative, entail, capital, polarity, genre, passage, diversity | sentiment, entity, retrieval, document, similarity |
| score, agreement, correlation, slope, prevalence, coefficient | rate, alpha, performance, kappa, show, rho, rates, score, deviation |
| problem, inference, projection, modeling, framework, programming, penalty, learning, likelihood, augment | descent, bayes, elastic, boost, ridge, induction, method, loss, radial, plane |
| final, binary, feature, combine, anomaly, boundary, descriptor, cascade, discrimination | classifier, train, accuracy, performance, ensemble, imbalance, baseline, learning, validation |
| reference, public, development, external, gathering, primary, synthetic, creation, disposal | benchmark, gold, baseline, submission, setup, genre |

### C. ANALYSIS OF APPROACHES FOR SELECTING SENTENCES

To validate the usefulness of the proposed sentence scoring metrics, we perform ranking of all the sentence pairs for a cluster using our two proposed metrics. The results were then manually reviewed. Two criteria were kept into consideration while reviewing the sentences:

1) The representation of cluster meaning: Evaluating sentences on their ability to explain or elaborate cluster meaning.
2) Representation of Semantic Change: this is a quantitative representation of how well a sentence pair expresses the meaning change of cluster words from the time-frame 1 to 5.

Three reviewers assigned scores based on Likert scale (1-5) where 5 means highest rating. The average scores by the reviewers were used as the final score. The results are shown in Tab. 9 (representation of cluster meaning) and 10 (representation of semantic change).

### TABLE 9: Scores for different sentence selection settings with regards to representing cluster meaning.

| Score | Top 1 | Top 3 | Top 5 | Top 10 |
|-------|-------|-------|-------|--------|
| Var (i=0) | 3.67 | 3.44 | 3.26 | 2.97 |
| Mixed (i=0.5) | 3.67 | 3.55 | 3.13 | 3.03 |
| Aln (i=1) | 4.00 | 3.77 | 3.53 | 3.17 |

### TABLE 10: Scores for different sentence selection settings with regards to representing semantic change.

| Score | Top 1 | Top 3 | Top 5 | Top 10 |
|-------|-------|-------|-------|--------|
| Var (i=0) | 3.33 | 3.00 | 3.13 | 3.23 |
| Mixed (i=0.5) | 2.67 | 2.11 | 2.27 | 2.16 |
| Aln (i=1) | 2.33 | 2.11 | 1.93 | 2.03 |

The weight factor \( i \) in Eq. 6 is used to vary the contribution of the individual scoring metrics into ranking the sentence. When \( i=0 \), only the Variation in Sentence Meaning is considered while when \( i=1 \) only the Alignment of cluster words is considered. We also provide a reviewer score for \( i=0.5 \) for a better understanding of results. The results from Table 9 and 10 are in accordance with the theoretical results as the \( Var(a,b) \) score which selects dissimilar sentences performed the best at representing semantic change (Table 10). Aln\((a,b)\) which selected similar sentences scored highest at representing cluster meaning (Table 9).

Table 11 showcases a few examples of the clusters and their sentence pairs. Several trends can be observed from the table such as the use of web before the development of WWW, the meaning shift of mining from extracting minerals to data and features. Similarly, the increase in the use of gradient as gradient descent can also be observed. This evidence, albeit perhaps less nuanced, can be easily interpreted and proves the effectiveness of our proposed cluster formulation and ranking approach as well as our sentence selection method.

### VI. LIMITATIONS

In this work we aim at detecting and characterizing major changes on the level of the entire collection by using approaches from the field of semantic word evolution analysis. We note that the next stage of this work would be to detect particular time points of changes around which the concepts were diverging significantly.

We would like to note that using frequent terms as the main criteria to identify important terms might not be suitable in domain specific scenarios. A systematic methodological
TABLE 11: Examples of extracted sentence pairs for cluster descriptions.

| Cluster | Sentence from time-frame 1 | Sentence from time-frame 5 |
|---------|----------------------------|-----------------------------|
| machine, field, support, vector, active, classification, triplet, vision, deep, policy, reinforcement | One direct reason to put the two previously separate kinds of functionality into a single system was to support the knowledge-based machine aided translation environment which involves an interactive human editor who uses an interface to help understand the machine understand the source text. | For classification, we employed a performant support vector machine-based (SVM) technique that has been used in a range of studies. |
| web, predicate, document, links, authorship, title, term, article, taxonomy, summary, characteristic, patent | In a figurative sense, an english article is a web of concepts woven together according to the rules of english grammar. | When people read news article, web pages and other documents online they may encounter named entities which they are not familiar with and therefore would like to look them up in an encyclopedia. |
| mining, mapping, detection, scarcity, cur, integration, dynamics, checker, assurance, miner | The scientists has won the first round in an effort to save the three children in a mining town. | Implicit feature detection, also known as implicit feature identification, is an essential aspect of feature-specific opinion mining but previous works have often ignored it. |
| loss, activation, cost, oracle, conversion, machinery, classic, corruption | For example an engineer might explore requesting a dic activation for a given site and cost or changing a fiber activation time. | We chose rectifier as the activation function and the logarithmic loss function for NNs. |
| software, branch, library, script, package, toolbox, viewer, apache | An apache myth and three decameron stories which were of comparable difficulty at the sentence level were presented. | For pre-processing the authors used apache opennlp2 library which is a machine learning based toolkit. |
| objective, formulation, batch, gradient, expectation, prior, derivative, update, bias, square, regular, stopping, reward | The telephone poles heights form a gradient that correlates with their locations on the road. | We use stochastic gradient descent which requires computing the derivative of the objective function with respect to each parameter for each training example. |

The framework should be developed to correctly identify domain-based specific terms. For example, a prior knowledge in the form of a dictionary of medicine terms can be used to guide the summarization task on the medicine related dataset.

In addition to that, as a pre-trained model is used in this research, some specific contexts might be missed during the modelling task. However, as SciBERT model that we used in this paper is derived from a corpus that has 18% computer science related contents, we assume that our analysis is based on a model related to current research in computer science.

BERT is a large model with around 110M parameters, thus the time and space complexity for BERT-based methodology are naturally high (>20X) compared to baseline methods like LDA, W2V and LSA. However, as this is a one-time process that can be done in offline settings, the quality of results can be prioritized over the time-complexity. Our proposal allows obtaining 21.17% better results than the other compared methods. With regards to using a pre-trained model as our basis model, training a new BERT model is a computationally expensive process (e.g., SciBERT according to its authors took one week to complete the training process). Hence, at this stage, building and executing the training stage on a new dataset is still complex within the context of this research.

VII. CONCLUSIONS

We proposed in this paper a method to identify groups of terms as well as representative sentences from a large scientific document corpora that are indicative for major semantic evolution of the corpora. Such results can help in better understanding the document collection and the changes that are latent in it over time.

The approach we propose is based on analyzing temporal changes in semantic values of terms and on extracting as well as grouping their drifting patterns. While the semantic evolution analysis has been done so far on the level of individual words, in this work we study the semantic changes in the entire document collection. We are the first to propose grouping terms by the semantic direction they drift towards over time and to use such proposed clustering for the purpose of temporal summarization of the underlying document collection. We also introduce a novel method to select indicative sentence pairs that through the comparison provide more specific indication of important changes occurring in the dataset over time. Finally, we evaluate our approach on the ACL anthology corpus and discuss the results and show sample clusters.

In the future, we plan to perform more experiments on datasets from other domains. We will also look for the possibility of applying supervised approaches to this task. However, due to the lack of available datasets unsupervised techniques such as the one introduced in this paper are the most reasonable at present.
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