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Abstract

Tracking how discussion topics evolve in social media and where these topics are discussed geographically over time has the potential to provide useful information for many different purposes. In crisis management, knowing a specific topic’s current geographical location could provide vital information to where, or even which, resources should be allocated.

This paper describes an attempt to track online discussions geographically over time. A distributed geo-aware streaming latent Dirichlet allocation model was developed for the purpose of recognizing topics’ locations in unstructured text. To evaluate the model it has been implemented and used for automatic discovery and geographical tracking of election topics during parts of the 2016 American presidential primary elections. It was shown that the locations correlated with the actual election locations, and that the model provides a better geolocation classification compared to using a keyword-based approach.
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1. Introduction

The rapid growth of social media has enabled millions of people to express themselves and reach wide audiences. As the quantity of openly available text on the internet is increasing, so is the interest in categorizing such data and to capture overviews of ongoing discussions. Such summaries of public opinion have found broad uses in industry, commerce, and security. For example, disaster relief supplies can be better distributed using knowledge compiled by systems that analyze Twitter trends for areas of concern [1].

Topic modeling is an emerging machine learning field that aims to arrange large corpora of text into representative topics [2]. These topics describe thematic patterns and relations between texts. Most topic models offer unsupervised learning, i.e., they discover topical structures by statistical methods and do not require manual per-document annotations of the “correct” classification. They are typically trained on a training corpus before being applied to new and unexplored documents, but the training itself can also reveal interesting morphologies of the corpus.

The use of topic models on social media is still in its infancy, and many of the applications are yet unknown. Topic models can track trends in a real-time, online fashion where the term “trend” is defined to mean distinct temporal changes that a topic experiences. It does not necessarily indicate popularity, but rather topic evolution. Trend detection and tracking is a very valuable capacity to decision-makers, because it can suggest how to best allocate limited resources.

A key feature of online trends is that many have distinctly evolving geographical locations. For example, touring musicians visit different cities over the duration of their tour, which tends to be temporally reflected in relevant online discussions. However, automatic extraction of locations from such discussions is difficult. Some media let users report their location, called geo-tagging, but such data is very often unavailable or unreliable. To solve this, some previous work has focused on making topic models geo-aware. The term “geo-aware” is defined
here to mean that a model recognizes that text content may include explicit or implicit geographical locations. Previous work explores mostly if the location of a document’s author can be identified. Less work has been done to identify how geographical locations correlate with topics, and even less on how topical locations change over time.

This paper addresses this latter problem. We seek not only a compounded model of topics and locations, but a more integrated solution. It should not only correlate topics with locations, but also recognize that topics and locations might not be independently associable. Some topics, like international relations, are inherently geographical while others, like mathematics, are not. We need a model that is sensitive to such knowledge and incorporates it in a sophisticated way as it detects emerging geographical trends.

1.1. Purpose

The study presented herein has served to design and evaluate a model for tracking online discussions with regard to geographic correlation over time. Textual-based geographical locations are ambiguous and therefore inherently contextual, and context is also difficult to model since texts can have complex semantics. The challenge is therefore not only to recognize places, but also to disambiguate them whilst in the presence of words related to a complex configuration of topics.

2. Background

This section contains a brief overview of related work and provides a historical perspective concerning the primary techniques that this paper builds upon.

2.1. Geographical Awareness

During the last couple of years, location association in social media has been a topic of much interest. When discussing location in this context it has mainly been focused on finding out the account holder’s location. The geo-positioning
methods have employed a number of indirect indicators such as looking at the social network, the style of writing (choice of word, etc.), or explicit location references given in the text content [3, 4, 5, 6]. Combining these types of location indicators with metadata such as timezone, language, and even posting time, has resulted in fairly good localization of both user residence and tweet post location [7, 8]. However, the results of these efforts usually do not differentiate between the account holder’s current or past locations, and they also do not focus on the topical correlation.

Several studies claim that only about 0.5–2% of tweets are explicitly geo-tagged by the users [8, 9, 10]. Hence, some efforts in inferring locations have focused on geo-positioning untagged posts [10, 11].

A few have explored the correlation between geographical location and topics [4, 12]. However, these results mainly focus on identifying the topics that are present at a specified geographical area, and the implementations solely consider locations extracted from Twitter post location fields (i.e., where the tweet is from) and user self-proclaimed home locations rather than locations extracted from the tweet content. Hence, these approaches will only make use of a few thousands of the tweets that are explicitly geo-tagged by the users, and one must also take into account that i) the explicit geo-tagging of a tweet can easily be faked, ii) users’ self-proclaimed home location is of highly varying quality since everything from “here” to “Mordor” is allowed.

Related to this is the study by Wang et al. who modified a topic model to mine geographical locations [13]. They used blogs and news data sets to study the correlation between topics in the form of words and geolocations. However, they did not look at these correlations over time. Another study has actually focused on topic tracking and correlating it with geographical prevalence [14]. In this case, however, a specific topic to be followed (the flu) is chosen and mainly relies on geo-tagged tweets and the users’ self-proclaimed residence. Yet another interesting and related effort is presented by Tsou et al. [15]. Besides Twitter
data these authors also make use of search results emanating from the web search engines Yahoo! and Bing as input in order to monitor temporal topics with spatial prevalence. The work contains a case study where the two main candidates during the 2012 American presidential elections (i.e., Barack Obama and Mitt Romney) are tracked. However, the effort is supervised and keyword-based in that the authors manually chose the topic, i.e., the presidential candidates, and the locations, i.e., the 50 largest cities in the U.S.

As we have seen there have been several efforts to automatically deanonymize the geolocation of the user, i.e., the account holder’s residence. Further efforts have also gone into finding out the tweet’s geolocation, i.e., where the tweet was sent from. In this paper we focus on a third type of geolocalization that so far, to the best of our knowledge, has been largely unexplored. We focus on the geolocation of the tweet’s topic, i.e., the geolocation of what the tweet is about, and follow it over time.

2.1.1. Geographic Location Extraction in Text

Throughout this paper we focus on very short texts (tweets are only 140 characters long) and aim to find the location(s) associated with the topic of the text. As the topics evolve over time we track their changing locations. Such locations are usually directly observable (non-latent); while texts may use location synonyms that require disambiguation (for example, Central Park), locations are rarely inferred rather than observed. The problem is hence reduced to recognize which words feature a location in a text, a problem in the domain of Named Entity Recognition (NER). NER is a subdomain of information extraction with the purpose of identifying and classifying which words in a text represent pre-defined “entity” classes, i.e., persons, locations, organizations, quantities, etc.

The simplest method of extracting locations from a text would be to use a gazetteer, which in its simplest form is a list of words consisting of geographical locations. The list is then used to find occurrences of these names in text. The
disadvantages are that the list implies a closed world assumption, i.e., new places of interest would not be recognized, and that it is not context sensitive, meaning that it does not differentiate between the location “Paris” and the person “Paris” or “a white house” and “the White House.” Further, building such a list requires much labor and the list might also contain errors. These kinds of list are a good starting point, though, when training a model to automatically recognize locations in a text. For examples of gazetteer based NER methods, see [16, 17, 18].

Another method to identify locations in text is to use pattern matching and learn rules like “I went to X” or “the town X,” by utilizing tokens near the entity as location indicators. However, such rules tend to result in false positives, and it is also difficult to come up with an exhaustive set of rules. For examples of rule-based NER methods, see [19, 20, 21].

As previously mentioned, disambiguation of geographical names is a problem that is closely related to the challenge of performing geolocation using social media data. An interesting method for managing disambiguation using preference learning is the method presented by Zhang et al. for performing geographical NER in Twitter messages [22]. These authors achieved better precision than state of the art competitors, but did not study any topical correlation.

Stochastic approaches perform better across domains. Many NER methods aim to provide structured prediction, where probabilistic models are used to predict words’ entity class membership. The conditional random field (CRF) model, a graphical discriminant model, has been used in many state of the art classification solutions [23]. In our model we use CRFs to classify entities of interest to our task, see Section 3.2 for more details.

2.2. Topic Modeling

Topic modeling is a relatively young machine learning field (~15 years) and one of the earliest algorithms is probabilistic latent semantic indexing (PLSI) [24]. Originally, the main motivation for researching topic models was in the interest of
automatically annotating documents with summarizing information. With time, however, interests in other applications, such as sentiment analysis, detection of emerging trends, bioinformatics, opinion classification, and big data analysis, have emerged [25, 26].

In 2003 Blei et al. presented their paper on latent Dirichlet allocation (LDA) which solved many of the earlier topic models’ issues [27]. Here, each document is assumed to be produced from a proper generative probabilistic model, which uses Dirichlet distributions to sample topic and word mixtures. Documents feature a mixture of latent topics, which in turn feature a mixture of words. Hence, LDA allows a flexible specification of prior beliefs about a corpus, and inferring the latent topical structure is natural. LDA is readily extensible and much related work in topic modeling has been focused on modifying LDA to recognize either more general or more specific text features, e.g., hierarchical Dirichlet processes (HDP) which does not require a prior topic count belief but would instead infer the number of topics in a document [28], an online (streaming) version that can handle growing corpora [29], and a model which bisections topical knowledge into general and specific aspects [30].

In this paper we focus on trends, i.e., topic models that evolve through time. One such algorithm is the time discretized online LDA extension (OLDA) [31]. It uses results from earlier models as prior knowledge for current models. The work showed that the model could be built incrementally and was efficiently scaleable, and it also detects emerging topics in real-time. Another model is the online variational Bayes method that has been shown to be faster than online algorithms using sampling [32]. A development of the OLDA model to maintain a dynamic vocabulary introduced a damping factor to the propagation of learned priors [33].

Deep learning is currently the state of the art within several fields. Hence, researchers have begun exploring topic modeling using neural networks, vector models (word2vec), and also combining these techniques with LDA [34, 35, 36]. However, these efforts were deemed too complex and differently focused from what
this project aimed to do.

2.2.1. Topic Models and LDA

Topic models assume that the content of documents is governed by abstract topics which are hidden (or latent). Usually, topic models assume that each document is a bag of words (lexical units) and that the order of words is unimportant. Most models also assume that each document is assigned a number of topics and that documents are otherwise independent. LDA assumes that a fictive and stochastic generative process is producing each document [27]. Each document may feature a mixture of topics. LDA can thus learn not only how words co-occur but also how topics co-occur. Care must however be taken to parameterize LDA judiciously.

LDA uses four central parameters: $K$, the number of topics; $V$, the size of the vocabulary; and the vector sparsity parameters $\alpha = (\alpha_1, \alpha_2, \ldots, \alpha_K)$ and $\beta = (\beta_1, \beta_2, \ldots, \beta_V)$. $\alpha$ and $\beta$ (sometimes called Dirichlet priors) parameterize the Dirichlet distributions $\text{Dir}_K(\alpha)$ and $\text{Dir}_V(\beta)$ from which in turn $\theta$ and $\varphi$ can be sampled. $\theta$ represents the proportions of featured topics in a document $d$ and, similarly, $\varphi$ represents the proportions of words $w$ that a topic tends to feature. $z_{d,w}$ is the topic of word $w$ in document $d$.

Ultimately, the problem is to infer the posterior distributions $\varphi$ and $\theta$, given the observed words as well as $\text{Dir}_K(\alpha)$ and $\text{Dir}_V(\beta)$. Only the words are observed, so even though $\alpha$ and $\beta$ are latent, they must be presumed (initialized) to perform this inference. Approximate inference of the posterior is typically used. In our work we have used Gibbs sampling, see [37].

LDA’s readily extensible nature lends naturally to modeling temporal events and trends. AlSumait et al. introduced mathematics for creating an online LDA (OLDA) model in 2008 which uses time discretization and sliding windows to update the model as documents arrive in temporal batches [31]. Lau et al. progressed this idea to use a dynamic vocabulary and to update the priors $\alpha$ and $\beta$ of
new time slices using $\theta$ and $\varphi$ from the previous time slice [33]. This model, which we denote streaming LDA (SLDA), provides useful methods to detect emerging trends and is the one we use in this paper. This extension to LDA has several advantages. SLDA’s time complexity is independent of the number of time slices, whereas LDA grows linearly for the whole corpus and thus quadratically overall. SLDA is sensitive to emerging trends whereas LDA converges due to a growing corpus. Finally, SLDA has a dynamic vocabulary allowing detection of trendy words and a more accessible interaction with NER models.

3. Methodology

This section covers the methodology utilized, primarily code, libraries, interfaces, and frameworks. The main workflow used Twitter as a data set source, but Twitter could handily be replaced by other streamable (or time-ordered offline) sources. This workflow was further divided into four distinct phases, as illustrated in Figure 1. Each phase is detailed in a section below.

3.1. Tweet Collection

Twitter provides access to its documents (tweets) by means of the Twitter API [39]. Apache Flume, which uses this API, was used to collect certain sets of tweets. It could readily stream large amounts of tweets and store these onto an Apache Hadoop-compliant distributed resilient storage. Flume was run on a cluster of five worker nodes, each with $2 \times$ Intel E5-2620v2 2.1 GHz 6-core CPUs and 32 GB of RAM. Twitter4J was also used in a Java implementation to directly access the Twitter API and download tweets from specific users. The following sets covering parts of the American presidential primary elections were compiled:

- **USTwInews.** The last 3,200 tweets from large news networks’ Twitter handles were collected on April 27th, 2016 using Twitter4J. Wikipedia’s

\footnote{SLDA as an abbreviation has previously also been used in the field of computer vision, but there it stands for Spatial LDA [38].}
1. **Tweet collection**

Trump recants his Iowa concession and unleashes a furious Twitter tantrum against Ted Cruz

https://t.co/ZEpidrCCTW

@slone: If you think lying, cheating & deceit = conservative values

JUST WOW! But to most American they're ONLY #CruzValues

https://t.co/...

2. **Preprocessing**

SLDA

Java/Apache Spark

3. **SLDA**

\( \theta_t \)

\( \phi_t \)

SLDA

Java/Apache Spark

4. **Evaluation**

- location prediction
- time prediction
- ...

Figure 1: Flowchart of the methodology workflow. Different data sets and different parameters were used as input to SLDA, as indicated by the dashed line exemplifying how tweets either had their hashtags removed or split and copied to the end (as explained further in Section 3.2).

Table 1 summarizes some statistics for this set.
3.2. Preprocessing

For experimental purposes a number of different subsets were created. For example, data sets tended to have very large amounts of retweets, and so subselections were made where retweets were either eliminated completely, or heavily reduced. These subselections are detailed below:

- Retweets were either eliminated completely, or reduced in count to $\sqrt{N}$ of the number of retweets $N$ of the original tweet.

- Tweets either had their hashtags removed or kept. If kept, hashtags were copied to the end of the tweet and split in place. For example, Monday’s #TedCruz campaign would become Monday’s Ted Cruz campaign #TedCruz.

- To keep the document count tractable, sampled selections of tweets could be taken from tweet sets; for example, randomly (uniformly) choosing 10% of the documents.

The sets of tweets were accessed using a Java program developed to use Apache Spark [40]. Spark is a distributed/cluster computing solution with very useful features for resilience, fault-tolerance, integration with Hadoop, and inherent parallelism. This program allowed processing to take place in parallel, with documents split amongst worker nodes (processors), and hence work much faster.

After dividing the tweets into several experiment sets using Spark, the preprocessing was mainly performed (still with Spark in parallel) using Stanford NLP’s package for natural language processing [41]. This package includes very useful
tools such as tokenization, sentence splitting, lemmatization, stemming, classification, annotation, and more. Figure 2 shows an example. First, tweet metadata was used to remove uninteresting entities from the text, specifically URL links, user mentions, multimedia, and possibly hashtags. Then, the remaining text was stripped of uninteresting symbols (such as currency signs, Unicode emoticons, etc.) while keeping sentence delimitation symbols (comma, period, etc.)

Opinion polls have given her a lead over Mr. Sanders, who has won seven out of the last eight state votes. "We are not taking anything for granted," Mrs. Clinton said. "Tell your friends and your family, everyone, to please vote tomorrow [Tuesday]." Mr. Sanders hopes a victory in New York will keep his candidacy alive, as there are 291 delegates at stake. The Democratic campaign has turned increasingly negative, with both candidates trading barbs about their qualifications. The Clinton campaign has warned her rival that he risks damaging the party's eventual nominee if he keeps up his harsh criticism. But on the eve of the primary, Mr. Sanders accused Hillary Clinton of campaign finance violations, an allegation her team denied.

This text was then put through Stanford NLP’s conditional random field classifier (CRFClassifier), trained on the CoNLL 2003 training data with 3 classes: LOCATION, PERSON, and ORGANIZATION. The phrases annotated by these classes were stored separately, and fed through an NLP pipeline performing tokenization, sentence splitting, and lemmatization. This produces a list of lowercase words where each word has been reduced to its base form (for example, lying becomes lie) and where each word has been annotated with a tag describing the type of word (for example, noun, verb, or cardinal number).

Only certain words were kept (for example, prepositions were discarded), and, in addition, a list of 682 very common words ("stop words") was used to filter out less interesting words [42]. Finally, this list was amended with the classification done earlier, so that classified phrases (such as san francisco) become “words” (tokens) themselves (san_franisco/LOCATION). These preprocessed bag-of-words were then stored on distributed storage in a simple text format, with only the
tweet ID and the tweet’s timestamp as metadata.

3.3. SLDA

An SLDA implementation, as described in Section 2.2.1, was developed in Java, again utilizing Apache Spark. First, a streaming source of tweets is specified, which may either be an offline set of possibly preprocessed tweets stored with Hadoop, or a live stream of tweets (in which case preprocessing happens live). SLDA parameters ($\alpha$, $\beta$, $K$, window width, etc.) are also specified here. Table 2 shows typical parameters used in SLDA.

| $K$ | $\alpha$ | $\beta$ | Gibbs iter. | $V_{\text{keep top}}$ | Time slice | Window width | $c$ |
|-----|----------|---------|-------------|----------------------|------------|-------------|----|
| 30  | 0.02     | 0.01    | 1,000       | 15,000               | 24 hours   | 4           | 0.5|

Table 2: Typical SLDA parameters for data sets. They are constant over a stream.

Then, in a streaming fashion, a vocabulary is created for each window of preprocessed tweets. Spark frames each window as a resilient distributed data set (RDD), on which distributed data operations are possible. In effect, each worker node manages a partition of the current window of documents. Words are counted in parallel using the RDD operations $\text{flatMapToPair}: \text{words} \to \{(\text{word}, \text{count})\}$, $\text{reduceByKey}: (\text{count1}, \text{count2}) \to \text{count1} + \text{count2}$, and $\text{top}(V)$, selecting the $V$ most common words. The vocabulary then provides means of converting between an actual word (a string) and an index $0 \leq v < V$.

At this point, the SLDA model has its priors $\alpha$ and $\beta$ initialized. Special initialization thus happens if a previous model exists (for all but the first window). This is done partly in parallel using Spark’s $\text{leftOuterJoin}$ to copy over previous $\theta$ and $z$ for initialization of $\alpha$. Previously seen documents keep their old $z$ assignment. $\beta$ is initialized serially. $\beta$ is then copied to all worker nodes by means of Spark’s $\text{Broadcast}$.

Then, the Gibbs iterations start, resampling $z$ in parallel for each document by using $\theta$ and $\varphi$. However, here a very important assumption needs to be made.
As depicted in Figure 3, Gibbs sampling is an inherently serial process because changing $z$ changes $\varphi$, which in turn influences the posterior distribution over the assignments of words to topics $P(z|w)$. Hence, $\varphi$ must then be synchronized every time $z$ changes. Reading $\varphi$ and writing $z$ must be mutually excluded, leading to virtually no parallel speedup.\(^2\) Newman et al. reason, however, that this interdependence is weak, because the number of worker nodes $P$ is often much smaller than the number of documents $D$ ($D \gg P$) [43]. In effect, instead of sampling asymptotically from the true posterior, one samples from an approximation of the posterior. Hence, they assume that synchronizing less often on $\varphi$ creates an insignificant error and that a useful model can still be learned.

![Diagram of serial and parallel Gibbs sampling](image)

Figure 3: $z$ interdependence problems when $D \sim P$ with low $\alpha$, 4 documents, 2 topics (red and blue) and 6 words. The topics start out fully confounded. Serial sampling tends to separate the topics while parallel sampling tends to confound the topics. This is because the resampled topic of kiwi in Processor 1’s document is unavailable to Processor 2. As such, it doesn’t know to bias the coloring of kiwi to that of Processor 1’s. In this example, serial Gibbs in one iteration correctly resamples 14% of the time, while in parallel only 3% of the time. Conversely, serial confounds (as above) only 9% of the time while parallel confounds 28% of the time. Nevertheless, the problem is greatly mitigated when $D \gg P$.

Our SLDA model admits this assumption. In each iteration, the correct, corpus-wide (global) $\varphi$ is copied to all worker nodes. $z$ is then resampled locally, updating $\varphi$ on each node as if all other nodes were idle. At the end of the iteration, when all nodes have resampled the topic assignment $z$ of each word in each document, a \texttt{reduce} operation is used to add up all nodes’ separate counts.

\(^2\) $\theta$ does not have this problem, because it is local to the documents and the worker nodes.
and compute the correct global $\varphi$ again. Then the next iteration starts. These iterations are repeated according to the Gibbs iteration parameter, allowing $z$ to “converge.”

At the end, $\varphi$ and $\theta$ for the window in time $t$ are computed and output to file annotated with the window’s date. $\theta$ is saved via Hadoop, much like the tweets are stored. Each vocabulary is also saved to file. The model (defined by $z$) is not immediately discarded afterwards; it is used to calculate the prior of the next model. Ultimately, these $\theta_t$ and $\varphi_t$ can then be used to discover trends and topics, and perform an evaluation of the model’s performance.

### 3.4. Evaluation

Perplexity and two other comparative evaluations of the model were performed to measure different aspects of the model’s performance, which are detailed in the sections below. In each case, a simple keyword-based model was used as a control (baseline). All these methods were tested versus “known” geo-trends, in particular the peak dates for the various states’ primary elections in the U.S. Tweets near these dates (within half a week) that feature election topics were assumed to express the associated U.S. state relatively often.

#### 3.4.1. Perplexity

A typical evaluation of LDA-like models uses perplexity to compare models’ and their parameters’ performance. Perplexity, on an unseen test document set $D^*$, is

$$\text{perplexity}(D^*) = \exp \left( -\frac{\mathcal{L}(D^*)}{\sum_{d=1}^{D^*} N_d} \right) = \exp \left( -\frac{\sum_{d=1}^{D^*} \log p(v_{dn} | \varphi, \alpha)}{\sum_{d=1}^{D^*} N_d} \right)$$

where $\mathcal{L}$ is the log-likelihood of the corpus [27]. In other words, perplexity measures how likely it is that the test corpus was generated by the model, i.e., to what extent the model explains the test corpus. Lower perplexity is better (more accurate).
Perplexity evaluates the model objectively, and thus does not allow easy comparison with non-LDA models. It is of limited use, because it can correlate poorly with human-perceived cohesiveness of topics. Nevertheless, it is useful to compare against different LDA models with different parameters. Here we calculate perplexity via approximation (sampling) for all models in a time interval from which a median is derived and plotted versus topic count $K$ for some data set. The unseen test set is simply a small bisection (about 100–1000 tweets per window) of the corpus.

3.4.2. Evaluation Types

Evaluations were either implicit or explicit. For implicit evaluations, the SLDA and keyword models estimated location prevalence by comparing tweets in a sample set to tweets in the training set. The sample set was created in two ways, either by manually writing tweets about the election, or by selecting tweets about the election from an unseen training set. All location words were erased from these sample tweets.

For explicit evaluations, a human evaluator helped guide the estimation. For the SLDA model, the evaluator inspected the topics’ top words (with locations excluded so as to blind the evaluator from bias) and for each time window, selected the topic best corresponding to the election. For the baseline keyword model, the evaluator wrote about 20 keywords (such as primary, candidate, etc.) to be about the election.

Location Prediction. When SLDA completes, $\theta$ is inferred for each tweet in the training set. The assumption $\theta \sim \text{Dir}_K(\alpha)$ can then be used to infer topic proportions for any tweet, allowing the model to make testable predictions. For implicit evaluation, $\theta$ is inferred for tweets in the sample set. The model, for some window, then used $\theta \cdot \varphi$ to predict the most likely location word in the tweet. If

---

3 Sometimes, SLDA captures a very small facet of a larger trend as a topic, and its $\varphi$ may mislead a human evaluator. To protect against this sparsity, the evaluator was aided by ranking topics after $\sum \theta$, i.e., topic prevalence in each time window.
the predicted location matches the election location at some time, that prediction is marked as correct. The procedure is similar for *explicit* evaluation, except that $\theta$ is 1 for the human-chosen topic and 0 elsewhere. The confidences of these predictions, normalized over the 10 most likely locations, were also recorded.

Similarly, the baseline keyword model, for *implicit* evaluation, searched for tweets in the training corpus that maximized the number of matched words with a sample tweet. Location words were then ranked after prevalence and match success in these tweets, from which the model can calculate confidence and make a prediction, as before. For *explicit* evaluation, the search tries to match the human-provided keywords instead.

**Time Prediction.** The discussed procedure was also repeated over all time windows to find, for each location, the point in time when that location was most prevalent for some trend. For both models, implicitly and explicitly, the peak (maximum) date of prevalence for every location was found. This predicted date was then compared to the assumed peak location date for the election. If the predicted date was less than half a week (3.5 days) away from the assumed date, it was marked as *correct*. Statistics about the predicted dates’ deviations from the assumed date were also recorded.

As a side-effect, the procedure was also used to plot location prevalence for the election over time. Since there are thousands of location mentions, a selection had to be made. In the first type of plot, called a *manual* plot, locations were selected from the assumed election locations within the whole time span. In the second type of plot, called an *automatic* plot, the model automatically selects the 15 most prevalent locations.

4. Results

This section presents visualizations of SLDA’s output for various corpora and parameters. Tables 3 and 4 present a selection of topics in the form of their most
frequent words, as discovered by SLDA on the USTwiNews corpus with $K = 20$, low $\alpha$, $\beta$ and 4-day time windows. The topics are shown at three different points in time, illustrating their evolution over time. Words in **bold** are recognized as locations, *italics* as persons, and underline as organizations.

| 14–18 Mar 2016 | 17–21 Mar 2016 | 20–24 Mar 2016 |
|----------------|----------------|----------------|
| **Topic no. 1** | **Topic no. 1** | **Topic no. 1** |
| **Word Prob. [%]** | **Word Prob. [%]** | **Word Prob. [%]** |
| primary 7.71 | race 3.15 | tuesday 1.75 |
| win 3.64 | convention 2.40 | tytive 1.70 |
| day 3.00 | win 1.51 | western 1.51 |
| Ohio 2.57 | donald trump 1.39 | 2016 1.46 |
| Florida 2.02 | presidential 1.39 | #FinalFive 1.36 |
| 2016 1.73 | voter 1.39 | final 1.31 |
| watch 1.47 | #FinalFive 1.36 | tonight 1.26 |
| tuesday 1.44 | nomination 1.14 | race 1.26 |
| donald trump 1.44 | bernie sanders 1.11 | trump 1.22 |
| campaign 1.44 | hillary Clinton 1.11 | #FinalFive 1.26 |
| gun 1.41 | homeland 0.61 | #FinalFive 1.26 |

Table 3: Most frequent words from topic no. 1 as it evolves during six days. Note the relative stability of the topic subject which seems to be about the American primary elections and differs completely from topic no. 2, see Table 4. The topic order in a data set is decided by its popularity with the topics displayed in decreasing order. #FinalFive refers to the remaining five presidential candidates.

| 14–18 Mar 2016 | 17–21 Mar 2016 | 20–24 Mar 2016 |
|----------------|----------------|----------------|
| **Topic no. 2** | **Topic no. 2** | **Topic no. 2** |
| **Word Prob. [%]** | **Word Prob. [%]** | **Word Prob. [%]** |
| police 2.94 | suspect 5.52 | brussels 6.38 |
| kill 2.37 | paris 5.32 | attack 6.23 |
| attack 2.29 | attack 4.18 | #Brussels 4.11 |
| man 2.13 | suspect 3.10 | #Brussels 3.85 |
| die 1.64 | police 2.32 | airport 3.31 |
| officer 1.64 | capture 2.32 | police 2.59 |
| subject 1.64 | raid 2.06 | paris 1.98 |
| brussels 1.23 | terror 1.75 | bomber 1.80 |
| shooting 1.23 | belgian 1.60 | belgian 1.62 |
| report 1.15 | arrest 1.55 | suicide 1.30 |
| charge 1.15 | report 1.45 | brussels 1.22 |
| raid 1.15 | belgium 1.39 | terror 1.08 |

Table 4: Most frequent words from topic no. 2 as it evolves during six days. Note that **brussels** during 14–18 Mar 2016 refers to the manhunt taking place there, not the Brussels attacks which happened on March 22nd.

Figure 4 correspondingly shows the most commonly featured topics in the news corpus over the time period, i.e., topics $k$ with the highest $\sum_{d=1}^{D} \theta_{dk}$. Note that the topic titles have been written by a human after inspection and interpretation of the topics’ top words—they would otherwise be difficult to present in this type of chart.
Figure 4: Proportions of featured topics in news documents for a 6-day time interval, i.e., $\sum \theta$, for the most frequent topics. Note that the topic titles are human-interpreted after inspection of the topics.

Figure 5: The 12 words identified as locations with the highest peak prevalences, as expressed by the human-identified election topic for each window. The round markers show actual election dates and locations. Note that locations are not filtered by state; hence des moines (Iowa capital) and dem town hall appear. The number of documents is drawn as a dashed line. Note that the anti-correlation between the peak heights and number of documents is likely due to $\varphi$ becoming smoother as more location words appear.

As a first glance on location recognition, consider Figure 5. Here, an explicit evaluation of the USTwiNews corpus with $K = 20$, low $\alpha$, $\beta$ and 4-day time windows is shown. The human-identified topic concerning the American election over time is presented, with the prevalence of location words plotted over time. The prevalence is shown as accumulative proportions, and the locations have been selected automatically; that is, the 12 locations with the tallest peak prevalences
are selected. Compare with the known election locations and dates shown with
the markers. Note that locations are not filtered by state; hence des moines (Iowa
capital) and dem town hall appear. The number of documents in each window
is drawn as a dashed line. The anti-correlation between the peak heights and
number of documents is likely due to $\varphi$ becoming smoother as more location
words appear.

5. Evaluation

This section presents the results from the evaluation as explained in Sec-
tion 3.4.

5.1. Perplexity

Figure 6 shows perplexity as a function of the topic count $K$ for various corpora
and SLDA parameters. The perplexity shown is the median of perplexities for
each window and calculated versus an unseen test set of withheld tweets. Figure 7
is a box plot showing how distributed the perplexities are as taken over time, for
the USTwiNews corpus ($\alpha = 0.001$, $\beta = 0.0001$).

5.2. Location Prediction Keyword Model vs. SLDA

The baseline keyword model location prediction performance for the USTwi-
News corpus (hashtags retained) is presented in Table 5 with evaluation types and
measurement as in Section 3.4.2. A keyword evaluation of the USE2016 corpus
has been omitted since as the “weaker” corpus, see Figure 6, it was judged to be
comparatively unnecessary.

An SLDA model location prediction performance for the USTwiNews corpus
is presented in Table 6 with evaluation types and measurement as in Section 3.4.2.
The table shows performance for various values of $K$, with the other SLDA pa-
rameters being fixed at $\alpha = 0.001$, $\beta = 0.0001$, $c = 0.5$, window size $L = 4$, time
slice 24 hours, 1000 Gibbs iterations and a vocabulary of the top 15,000 words.
Hashtags are retained and split as in Section 3.2.
Figure 6: Perplexity as a function of topic count $K$. All plots have SLDA parameters $c = 0.5$, window size $L = 4$, time slice 24 hours, 1000 Gibbs iterations, and a vocabulary of the top 15,000 words.

Figure 7: Box plot of perplexities for (USTwiNews, $\alpha = 0.001$, $\beta = 0.0001$) showing the distribution of perplexity samples (each sample is the perplexity measured on a particular time window).

| evaluation type         | correct predictions | confidence |
|-------------------------|---------------------|------------|
| implicit (writing)      | 466/1515 (30.8%)    |            |
| implicit (selecting)    | 332/750 (44.3%)     |            |
| explicit                | 9/15 (60.0%)        |            |

Table 5: Keyword model location prediction accuracy and confidence on the USTwiNews corpus for the evaluation types as described in Section 3.4.2. The confidence of the predictions, normalized over the ten most likely locations, have been visualized using box plots.

Another parametrization of the same corpus is shown in Table 7. Only the value of $K$ resulting in the highest accuracy has been included. The other SLDA
### Table 6: SLDA location prediction accuracy and confidence as a function of topic count $K$ and the evaluation types as in Section 3.4.2 on the USTwiNews corpus—*with hashtags retained.*
The SLDA parameters are $\alpha = 0.001$, $\beta = 0.0001$, $c = 0.5$, window size $L = 4$, time slice 24 hours, 1000 Gibbs iterations and a vocabulary of the top 15,000 words.

| $K$ | evaluation type       | correct predictions | confidence |
|-----|-----------------------|---------------------|------------|
| 5   | implicit (writing)    | 5510/15140 (36.4%)  |            |
| 5   | implicit (selecting)  | 3160/7500 (42.1%)   |            |
| 20  | explicit              | 8/15 (53.3%)        |            |

### Table 7: SLDA location prediction accuracy and confidence as a function of topic count $K$ and the evaluation types as in Section 3.4.2 on the USTwiNews corpus—*with hashtags removed.*
The SLDA parameters are $\alpha = 0.05$, $\beta = 0.001$, $c = 0.5$, window size $L = 4$, time slice 24 hours, 1000 Gibbs iterations and a vocabulary of the top 15,000 words.

| $K$ | evaluation type       | correct predictions | confidence |
|-----|-----------------------|---------------------|------------|
| 2   | implicit (writing)    | 4288/15140 (28.3%)  |            |
| 5   | implicit (selecting)  | 3150/7500 (42.0%)   |            |
| 30  | explicit              | 9/15 (60.0%)        |            |

The first parametrization was repeated for the USTwiNews corpus but with hashtags removed (and not split). The results for this parametrization are shown in Table 8.

### Table 8: SLDA location prediction accuracy and confidence as a function of topic count $K$ and the evaluation types as in Section 3.4.2 on the USTwiNews corpus—*with hashtags removed.*
The SLDA parameters are $\alpha = 0.001$, $\beta = 0.0001$, $c = 0.5$, window size $L = 4$, time slice 24 hours, 1000 Gibbs iterations and a vocabulary of the top 15,000 words.

| $K$ | evaluation type       | correct predictions | confidence |
|-----|-----------------------|---------------------|------------|
| 2   | implicit (writing)    | 5981/15130 (39.5%)  |            |
| 5   | implicit (selecting)  | 3450/7500 (46.0%)   |            |
| 20  | explicit              | 9/15 (60.0%)        |            |

Finally, the location prediction performance for the USE2016 corpus is presented in Table 9. Hashtags are retained and split.
Table 9: SLDA location prediction accuracy and confidence as a function of topic count $K$ and the evaluation types as in Section 3.4.2 on the USE2016 corpus—with hashtags retained. The SLDA parameters are $\alpha = 0.001$, $\beta = 0.0001$, $c = 0.5$, window size $L = 4$, time slice 24 hours, 1000 Gibbs iterations and a vocabulary of the top 15,000 words.

5.3. Time Prediction Keyword Model vs. SLDA

The baseline keyword model time prediction performance for the USTwiNews corpus is presented in Table 10 with evaluation types and measurement as in Section 3.4.2. Note that a keyword evaluation of the USE2016 corpus is omitted, because, as part of the selection of the “better” corpus, it was judged to be comparatively unnecessary.

Table 10: Keyword model time prediction accuracy and deviation in days after the evaluation types as in Section 3.4.2 on the USTwiNews corpus.

For SLDA only the parametrization with the best time prediction accuracy is presented, which was found, for both corpora, to be with the SLDA parameters $\alpha = 0.001$, $\beta = 0.0001$, $c = 0.5$, window size $L = 4$, time slice 24 hours, 1000 Gibbs iterations, and a vocabulary of the top 15,000 words. These are presented as a function of $K$ and evaluation type in Table 11 for USTwiNews and in Table 12 for USE2016.

Figure 8 (a) plots the explicitly evaluated keyword model and the reference locations over time as accumulative prevalences (word probabilities). The markers indicate these reference locations and their dates; some locations are summarized by nicknames for those dates, as there are too many to display in one label.
| $K$ | evaluation type       | correct predictions | deviation in days |
|-----|-----------------------|---------------------|------------------|
| 5   | implicit (writing)    | 12905/15150 (85.2%) |                  |
|     | implicit (selecting)  | 6728/7500 (89.7%)   |                  |
|     | explicit              | 14/15 (93.3%)       |                  |

Table 11: SLDA time prediction accuracy and confidence as a function of topic count $K$ and the evaluation types as in Section 3.4.2 on the USTwiNews corpus. The SLDA parameters are $\alpha = 0.001$, $\beta = 0.0001$, $c = 0.5$, window size $L = 4$, time slice 24 hours, 1000 Gibbs iterations and a vocabulary of the top 15,000 words.

| $K$ | evaluation type       | correct predictions | deviation in days |
|-----|-----------------------|---------------------|------------------|
| 10  | implicit (writing)    | 6258/11110 (56.3%)  |                  |
|     | implicit (selecting)  | 3130/5500 (56.9%)   |                  |
|     | explicit              | 8/11 (72.7%)        |                  |

Table 12: SLDA time prediction accuracy and confidence as a function of topic count $K$ and the evaluation types as in Section 3.4.2 on the USE2016 corpus. The SLDA parameters are $\alpha = 0.001$, $\beta = 0.0001$, $c = 0.5$, window size $L = 4$, time slice 24 hours, 1000 Gibbs iterations and a vocabulary of the top 15,000 words.

Figure 8 (b) plots the USTwiNews human-chosen topic (explicit evaluation) and the reference locations over time as accumulative prevalences (word probabilities). The markers indicate these reference locations and their dates; some locations are summarized by nicknames for those dates, as there are too many to display in one label. Similarly, Figure 8 (c) plots the same, but for the USE2016 corpus.
Figure 8: The 15 location references and their prevalences as expressed by (a) tweets (in the USTwiNews corpus, hashtags retained) sharing as many human-selected election keywords as possible over time, (b) the human-identified election topic for each window in the USTwiNews corpus (hashtags retained), and (c) the human-identified election topic for each window in the USE2016 corpus (hashtags retained). For comparison, the known election locations and dates are shown with “⊗” markers. Some references (which have multiple and often very many locations) are summarized by nicknames. The number of documents in each window is drawn as a dashed line.
6. Discussion

The shortness of tweets limits their ability to convey news to approximately headline level. This is a barrier to unsupervised co-occurrence learning, because the same news may be conveyed using slightly different words and synonyms. This reduces the number of common words between equitopical documents. Fortunately, this can be somewhat compensated for by processing corpora with more documents, but yet remains a significant obstacle.

In general, the USE2016 corpus was found to perform much worse in both types of prediction than the USTwiNews corpus. The USE2016 corpus was created first, and after the poor results it was judged that another corpus was necessary for being able to perform a proper comparison. As such, keyword model performance is missing from this model.

The USTwiNews corpus was significantly more well-written and coherent than the USE2016 corpus. There are two obvious reasons for this. The first is that the USTwiNews tweets are written by professional news companies, and so employ both succinct and non-noisy language. Each such tweet has much higher average text quality than tweets written by the public, which helps learning. Secondly, the USTwiNews corpus is consistent and contains almost exclusively news, whilst the USE2016 corpus was created by capturing tweets using keywords which often results in wildly varying content.

6.1. Preprocessing

The preprocessor exceeded expectations upon examination of its bag-of-words output. The Stanford NLP lemmatizer and named entity recognizer were both very accurate and rarely made mistakes. Rarely, the NER would incorrectly classify words. For example, the word *zika* in *zika virus* was often classified as a person (it is a forest) and rarely long chains of words would be annotated as something congruent when they should be separate. Even more rarely, the
lemmatizer would make mistakes, such as not lemmatizing verbs whose noun form is confoundable with the present participle (for example, “a timing issue”).

Curiously, preprocessing the hashtags did not appear to reduce the model’s perplexity. This may be due to that words not in the model’s vocabulary do not contribute to the perplexity, and so there is little effective difference. Manual inspection of the topics, however, reveals that preprocessing did make the topics more cohesive. This is likely because many tweets write an easily recognized phrase, for example #BrusselAttacks, as a hashtag. Deleting all hashtags removes vital information, both in the form of the hashtag itself and its possible text elements. As such, splitting hashtags and treating the result as words was deemed valuable.

Further inspection also revealed that persons are often referred in tweets by their twitter handle (for example, “I like @realDonaldTrump more”). Mentions were deleted in the preprocessing step entirely, losing information. On the other hand, correctly parsing such mentions can be a difficult NLP problem and is also left as an open question.

6.2. SLDA

As the illustrative results indicate, the SLDA model is very capable of automatically (unsupervisedly) capturing and categorizing tweets into coherent topics. Both estimation of $\varphi$ and inference with $\theta$ shows that the model not only manages to understand the overall discussed subject during some time period, but also understand what subjects are being discussed in a given tweet. The USTwiNews data set seems best expressed with $K$ between 15 and 20 topics.

In addition, the SLDA model as defined by Lau et al. works very well in updating the current categorization as new documents arrive [33]. The model is good at migrating current topics to fit new information, and replace topics that are fading in current trends.

Figure 5 clearly shows that the model is able to not only deduce the trend-
ing locations, but also match these fairly accurately to reference locations and dates. It should be noted, however, that prevalence (i.e., word probability) is a relative unit and says little about the popularity of a location without further interpretation.

Nevertheless, the SLDA model can overcome these problems by letting a user search for documents with high proportion of some chosen topic. As such, a user can then inspect the documents and perhaps better understand how the locations are being referred to. Such search capabilities makes SLDA very capable at tracking geographical trends.

An intrinsic shortcoming of the SLDA model is its inability to keep similar clusters assigned to the same topic label on larger time scales. Topics can swap locations and change meaning radically over time, as they become forced to represent the current subcorpus. In addition, the fixed $K$ can become problematic if the corpus has strong structural changes over time. The former problem can possibly be overcome by augmenting the SLDA model with “supertopics”—predefined distributions over words which can be compared to deduced $\varphi$ and labeled in an extra step.

6.3. Perplexity

SLDA yields decreasing perplexity with growing topic count $K$ which is expected and well-known in the literature [27]. There is often a global minimum but one cannot be seen here. The decreasing perplexity is obviously due to that SLDA becomes armed with more topics to choose from when inferring a document. This naturally leads to a higher likelihood and thus a lower perplexity. Further, higher $\alpha$ and $\beta$ give lower perplexity which is also expected. This yields less sparse distributions and empowers SLDA with much easier ways to “explain” odd words out, hence increasing likelihood.
6.4. SLDA prediction performance

When compared with the baseline keyword model, an optimal configuration of parameters of SLDA was found to have quite similar prediction accuracy. Further, explicit evaluation readily returns much better precision for both, which is both fair and expected. If a human can guide the models to calculate location proportions from explicit indications (keywords and topics respectively) instead of inferred ones, better precision is very natural. Moreover, human guidance is very natural for the case of LDA, as topics are usually inspected by humans anyway in most applications.

SLDA ($\alpha = 0.05$, $\beta = 0.001$) had a similar location prediction accuracy (but lower confidence) and a higher time prediction accuracy. The latter may be, as can be seen in Figure 8 (a), due to the additional peaks of Super Tuesday states. They have similar day deviance, however. Nevertheless, SLDA does not manage to greatly outperform the keyword-based model in precision which may have several explanations. One is that keywords are more “crisp” than topics, as $\varphi$ does tend to be rather smooth. As such, SLDA is inherently less confident because of its less sparse probabilities. However, this may be an unfair judgment of LDA, because it manages to capture topics automatically and has no need to be “seeded” with keywords. It could perhaps then not be expected to perform as well because of its unsupervised nature.

Secondly, the corpora, as noted earlier, consist of tweets of short length and their bag-of-words representations may not be strong enough. This may also explain the relatively low ($\sim 50-60\%$ in ideal conditions) precision of trends in both cases. It may be necessary to develop the model with advanced NLP to understand how the locations are being used in the text. However, not only is this a very difficult problem, it is also not obvious how to integrate this with typical formulations of LDA.

Both models have good precision and median deviance when it comes to predicting the time a location was most prevalent (with SLDA slightly better). This
is also obvious from glancing at the plots. One could argue, however, that the real goal is to understand what location a topic is about at some time, not the other way around. Nevertheless, this result shows that the models are clearly resourceful and may simply suffer from limited understanding of the context that location words are placed in, due to the bag-of-words representation.

However, it should be stressed that LDA is a much better model for discovering topics than keyword-based models are, as the past literature has also discovered [27]. It is also more flexible and natural to perform searches, inferences and estimations with it, which are not obviously straightforward to do well with keyword models. From this the conclusion can be drawn that SLDA is a strong candidate for tracking geographical trends in streaming media, and is useful to gain oversights of topics and their most prevalent locations.

7. Conclusions

The ubiquity and increasing capability of social media have made it a growing target for study and extraction of useful information. To survey the massive amounts of information, automated software solutions is becoming an indispensable tool for being able to dig out and make sense of the data. In this paper, a prototypical tool is provided with which the topics and trending locations of streaming media can be automatically discovered. The tool provides key abilities to users to gain an overview of online discussions and features to search, rank, estimate, and infer documents and topics. The evaluation of this tool has granted a meaningful measure of its capability and illustration of its action.

In the work presented herein, the streaming latent Dirichlet allocation (SLDA) topic model has been evaluated to be an effective model for tracking geographical trends and topical locations. Conditional random fields were found to be a partial solution to the problem of geographical disambiguation, whereby good precision was obtained in recognition of ambiguous location terms, such as “Washington,” by evaluation of their textual context. However, disambiguation of different places
with the same name still remains. A possible solution could be to use the topical context that a location term appears in as described by the SLDA parameter $\varphi$, as a means to resolve such ambiguities. Whether this is possible to fully automate remains to answer, but prospects thus far appear good.

The research on topic models is still ongoing, and parallel research to its application to location correlation and discovery is relevant. There are many questions left open as to possible improvements, especially concerning creating a deeper understanding of the context that location words appear in.
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Highlights

• Online discussions can be tracked geographically over time

• A distributed geo-aware streaming LDA (SLDA) model has been developed

• Evaluation was performed during the 2016 American presidential primary elections

• It was shown that locations correlated with the actual election locations

• SLDA was shown to be an effective model for tracking topics and geographical trends