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Abstract

This work proposed a binary variant of the recently-proposed Equilibrium Optimizer (EO) to solve binary problems. A v-shaped transfer function is used to map continuous values created in EO to binary. To improve the exploitation of the Binary Equilibrium Optimizer (BEO), the Simulated Annealing is used as one of the most popular local search methods. The proposed BEO algorithm is applied to 18 UCI datasets and compared to a wide range of algorithms. The results demonstrate the superiority and merits of EO when solving feature selection problems.
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1. Introduction

With the invention of modern hi-tech sophisticated devices, it has become possible to generate tons of data within a very short interval but there is a two-fold question: how much of is it useful and do we have the means to analyze that huge quantity of data? Statisticians may help to answer these questions.
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According to [1], by the end of 2020, there will be around 40 trillion gigabytes of data which is a staggering number and 90% of this data have been generated in the last two years. As a matter of fact, only 0.5% of data have been analyzed in the year 2012, and the percentage must have decreased more in recent times. One of the reasons for this small percentage is due to the lack of enough tools to analyze this enormous quantity of data. This has resulted in the beginning of a new field in the domain of data processing which is known as dimension reduction [2]. The motive of dimension reduction is to keep the meaningful information of a large dataset even while reducing the number of dimensions under consideration.

One of the most sought areas after dimension reduction procedures is Feature Selection (FS). The objective of FS is to search for the most optimal set of useful and relevant features from the entire feature vector. It is a difficult research problem and its difficulty increases exponentially proportional to the number of features in a feature set. For a feature set with $n$ number of features, a total of $2^n$ feature combinations are possible and selecting one combination out of these $2^n$ combinations becomes extremely complex when the value of $n$ increases significantly. FS algorithm tries to search for a significantly good and acceptable solution within a suitable time bound.

FS procedures can be categorized into two different variants: wrapper and filter. Filter methods [3, 4, 5, 6, 7, 8, 9] look for statistical interpretations of data to find the most informative and appropriate set of features. Wrapper methods [10, 11, 12, 13, 14, 15], on the other hand, use learning algorithms (e.g. classifiers [16]) to evaluate candidate feature subsets and guide the further searches according to the evaluation outcomes. Although wrapper methods are computationally more expensive than filter methods (due to the use of learning algorithms), they are able to find superior solutions in comparison to filter methods. In order to improve performance of such algorithms, a recent trend is to blend multiple algorithms to combine advantages of the individual algorithms. These hybrid algorithms [17, 18, 19, 20] tend to perform better by improving their exploration and exploitation ability (through inclusion of local or global
search techniques). Some researchers are currently using a combination of filter and wrapper to reach a better solution by using advantages of both the models. These models are known as embedded models [21, 22]. The quality of such models depends a lot on how wrapper and filter parts interact with each other which requires an extra level of tuning leading to higher computational complexity.

In this paper, we have made an attempt to address the FS problem using a recently proposed optimization algorithm known as Equilibrium Optimizer (EO) [23]. It mimics the process of control volume mass balance used to predict equilibrium and dynamic phases where the equilibrium state is treated as the optimal solution to the optimization problem. FS can also be considered as an optimization problem where the goal is to find an optimal feature subset subject to constraints like high classification accuracy and low number of features. This intuitive similarity between FS and optimization has motivated us to modify the EO and apply it to solve FS problems. The contributions of this paper are highlighted below:

1. Application of EO to FS for the first time to the best of our knowledge.
2. Modification of EO’s exploitative abilities through the use of Simulated Annealing.
3. Validation of the proposed FS framework over 18 well-known UCI datasets.

The rest of the paper is organized as follows: Section 2 provides a brief review of the similar kinds work carried out by different researchers across the globe. Section 3 provides detailed description of the proposed FS model. The results obtained by the FS version of EO are explained in Section 5. Finally, Section 6 concludes our work and provides directions for future extension of this work.

2. Literature Study

It is quite interesting how solutions to many complex optimization problems are lying hidden in nature waiting to be discovered by us. Throughout the
years, researchers have proposed various algorithms to solve FS problems getting inspired from natural phenomena. Starting from the concept of chromosome formation in Genetic Algorithm (GA) to the concept of control volume mass balance in EO – there is a large number of algorithms which are derived from simple natural occurrences.

The journey of nature-inspired FS algorithms started with GA [24]. Lead et al. introduced GA to the domain of FS by mapping the continuous variant to the binary search space of FS. GA is one of the most popular evolutionary algorithms which mimics the procedure of child chromosome formation using the concepts of chromosome crossover and mutation. While crossover in GA tries to improve exploration, mutation provides perturbation of the solution to bring exploitation in the search space. Due to the simplicity in nature, GA has been widely used in various optimization and FS problems. In search of proper trade-off between exploration and exploitation, researchers have proposed different variants of GA. In [25], Ma et al. have divided the chromosome population in different tribes and introduced tribe competition to support the evolution process. A modified GA (MGA) has been proposed in [26] where the authors have updated certain operations of GA to provide guidance to the chromosomes. For example, in place of typical crossover, they have proposed a crossover procedure which is guided by the fitness measures of the parent chromosomes. MGA has been used to perform FS before demand forecasting in outpatient department. Apart from these recent additions, there are numerous other work on GA which can be found in [27, 28, 29, 30, 15, 31, 32].

After the application of GA in FS, a large number of other nature-inspired optimization algorithms were modified to solve FS problems. Algorithms such as Ant Colony Optimization (ACO), Gravitational Search Algorithm (GSA), Particle Swarm Optimization (PSO) etc. have gained huge popularity among researchers because of their intuitive simplicity and optimization capabilities. PSO is the brainchild of Kennedy and Eberhart. In [33], they have proposed PSO trying to replicate the motion of organisms like birds in a flock or fishes in a school. Different variations of PSO have been proposed by researchers over
time [34, 35, 36]. ACO is based on the food searching process followed by ants in nature. Dorigo et al. have introduced ACO in [37]. Rashedi et al. have developed GSA [38] which is inspired from mass interactions and law of gravity.

All these algorithms are very popular and highly used in the FS domain. According to No-free Lunch theorem for optimization [39], however, there is no perfect algorithm to solve all optimization problems. That is why researchers continue to propose various new algorithms to solve FS problems. One of the main challenges in any FS problem is to find a proper stability between exploitation and exploration. In recent times, various other metaheuristic algorithms like Grey Wolf Optimizer (GWO) [40], Whale Optimization Algorithm (WOA) [41], Ant Lion Optimizer (ALO) [42], Salp Swarm Algorithm (SSA) [43], etc. have been developed in search of the trade-off.

EO is one of the most recent algorithms in the domain of optimization. Faramarzi et al. have proposed EO in [44]. EO uses the concept of control volume mass balance where each particle represents a solution and its concentration represents the position. The best solutions are termed as equilibrium candidates. Other candidates update their concentration based on the equilibrium candidates to reach the final equilibrium state which can be considered as the optimal solution of an optimization problem. The EO algorithm was tested on 58 benchmark problems and three engineering case studies. EO outperformed a wide range of algorithms including GA, PSO, SSA, GA, and GWO. To the best of our knowledge, however, EO has not been adapted for FS problem. This has motivated us to update EO and make it applicable to solve FS problems. In this paper, we have mapped EO to the binary space of FS and applied it over 18 well-known UCI datasets to prove its usefulness in the FS domain.

3. Proposed Work

3.1. Equilibrium Optimization: An Overview

Equilibrium Optimizer (EO), first proposed in [44], is a physics based optimization algorithm inspired by dynamic source and sink models for estimating
equilibrium states. This method is based upon simple well mixed dynamic mass balance on a control volume, where a mass balance equation is used to determine the concentration of a nonreactive constituent in a control volume as a function of its various source and sink mechanisms. The generic equation of mass-balance is identified with a first order differential equation [45] given by Equation 1.

\[ V \frac{dC}{dt} = QC_{eq} - QC + G \]  

where \( V \) is the control volume, \( C \) is control volume concentration, \( C_{eq} \) is equilibrium state concentration without any generation inside control volume, \( G \) is the mass generation rate, \( V \frac{dC}{dt} \) denotes mass changing rate, \( Q \) is the flow rate, in volume, into and out of the control volume. Equation 1 indicates that, change of mass in time equals mass entering the system minus mass leaving the system plus mass generated inside. An equilibrium state is reached when \( V \frac{dC}{dt} \) reaches zero. A rearranged Equation 1 is given in Equation 2.

\[ \frac{dC}{\lambda C_{eq} - \lambda C + \frac{G}{V}} = dt \]  

where \( \lambda = \frac{Q}{V} \), implies turnover rate. Equation 3 indicates integration of Equation 2 over time.

\[ \int_{C_0}^{C} \frac{dC}{\lambda C_{eq} - \lambda C + \frac{G}{V}} = \int_{t_0}^{t} dt \]  

where \( c_0 \) and \( C_0 \) are initial start time and initial concentration. Equation 4 shows the result of Equation 3.

\[ C = C_{eq} + (C_0 - C_{eq})F + \frac{G}{\lambda V}(1 - F) \]  

\[ F = e^{-\lambda(t-t_0)} \]  

As followed by Equation 4, there are three terms representing the updating rule of the concentration of a solution. First term is: equilibrium concentration. One of the best solutions appeared till current iteration is used as equilibrium concentration and it is selected randomly from a pool, namely equilibrium pool. The second term indicates concentration difference between a solution and equilibrium state. The third term is involved with generation rate. Mathematical
expression and explanation of these components are given in the following sub-
sections.

3.1.1. Equilibrium Pool and Candidates

Equilibrium state is the convergence state of the algorithm, and it is expected
to be the global optima of the problem in consideration. At the beginning, the
equilibrium concentration is not known to the algorithm, rather equilibrium
candidates provide the particles with a search pattern. As per [44], we have
considered equilibrium pool consisting of five concentrations: four best-so-far
concentrations obtained during the process and their arithmetic mean. These
four concentrations help in exploration capability of EO and the arithmetic
mean helps in exploitation.

\[ \vec{C}_{eq,\text{pool}} = \{ \vec{C}_{eq}(1), \vec{C}_{eq}(2), \vec{C}_{eq}(3), \vec{C}_{eq}(4), \vec{C}_{eq(avg)} \} \] (6)

3.1.2. Exponential Term, F

The term F in Equation 4 helps EO find balance between exploration and
exploitation. \( \lambda \) is a random vector in \([0, 1]\) since turnover rate variable \( w.r.t. \)
time in a real control volume. \( t \) is a function of iteration.

\[ t = (1 - \frac{iter}{maxIter})^{a_2 \frac{iter}{maxIter}} \] (7)

where \( iter \) and \( maxIter \) are current and maximum number of iterations, re-
spectively. \( a_2 \) is a constant, higher \( a_2 \) indicates lower exploration and better
exploitation ability.

\[ \vec{F} = e^{-\vec{\lambda}(t-t_0)} \] (8)

In order to guarantee convergence the search speed needs to be slowed down,
and to perform that \( t_0 \) is considered as:

\[ \vec{t}_0 = \frac{1}{\lambda} \ln \left( -a_1 sgn(\vec{r} - 0.5)[1 - e^{-\vec{\lambda}t}] \right) + t \] (9)

where, \( a_1 \) is a constant and higher \( a_1 \) value implies higher exploration ability.
\( \vec{r} \) is a random vector in \([0, 1] \). \( sgn \) function indicates the direction of the search
process. As per [44], we have set $a_1 = 2$ and $a_2 = 1$. By substituting Equation 9 in Equation 8, we obtain:

$$\vec{F} = a_1 sgn(\vec{r} - 0.5)[e^{-\vec{\lambda}t} - 1]$$  \hspace{1cm} (10)

### 3.1.3. Generation Rate, $G$

In EO, the generation rate ($G$) plays an important role to provide the optimum solution. $G$ is calculated as:

$$\vec{G} = \vec{G}_0 e^{-\vec{\lambda}(t-t_0)} = \vec{G}_0 \vec{F}$$  \hspace{1cm} (11)

where

$$\vec{G}_0 = \overrightarrow{GCP}(\vec{C}_{eq} - \vec{\lambda} \vec{C})$$  \hspace{1cm} (12)

$$GCP = \begin{cases} 0.5r_1 & r_2 \geq GP \\ 0 & r_2 < GP \end{cases}$$  \hspace{1cm} (13)

$\overrightarrow{GCP}$ is obtained by repeating the value obtained from Equation 13. $r_1$ and $r_2$ are random numbers, $r_1, r_2 \in [0, 1]$. GCP implies Generation rate Control Parameter, that indicates the probability of generating term’s contribution towards the concentration updating process. $GP$ means Generation Probability, that indicates the probability that informs the number of particles using the last term in Equation 4 to update their states. $GP = 0.5$ is set balancing the exploitation and exploration [44]. So, finally the concentration updating rule in this algorithm is given by:

$$\vec{C} = \vec{C}_{eq} + (\vec{C} - \vec{C}_{eq})\vec{F} + \frac{\vec{G}}{\lambda V}(1 - \vec{F})$$  \hspace{1cm} (14)

$V$ is considered as unit.

### 3.2. Simulated Annealing

In metallurgy and materials science, annealing [46] is a heat treatment in which a solid is heated up to a maximum temperature, where the solid becomes liquid and then it is cooled by slowly lowering the temperature. Simulated Annealing (SA) [47] is a single solution based meta-heuristic algorithm which is
an enhanced version of the hill climbing [48]. SA uses a certain probability to accept a bad ‘move’ to overcome the problem of being trapped in locally optimal solutions. For a particular solution (agent), a neighboring solution is generated [17] and evaluated using fitness function. If the fitness value of the neighbor is better than current solution, then the current solution is replaced with the neighbor. If the fitness value of the neighbor is worse than the current solution, the neighbor is accepted with a probability value generated by the Boltzman equation, \( p = e^{-\theta/T_k} \). So, the acceptance probability function is given as:

\[
p = \begin{cases} 
  e^{-\theta/T_k} & \text{if } \theta > 0 \\
  1 & \text{if } \theta \leq 0 
\end{cases}
\] (15)

Here, \( \theta = \text{fit(neighbor)} - \text{fit(curr.sol)} \) is difference between the fitness value of the generated neighbor and current solution. \( T_k \) denotes temperature at \( k \)th instance of accepting a new solution. Initially \( T_k = 2 * |D| \) is considered, where, \( |D| \) is dimension of the problem. For further iterations, \( T_{k+1} = \alpha T_k \) is adopted, \( \alpha \) is the cooling coefficient, \( \alpha \in [0, 1] \).

### 3.3. Proposed Binary EO

Now, the main challenge in a FS problem is to search for the best possible feature subset. Specially in wrapper based problem, since each feature subset is needed to be evaluated using a learning algorithm (classifier), searching for the best feature subset is highly time consuming. So, a proper optimization technique is desired to reduce the required number of subset evaluations. The comparative results of EO with other methods present in the literature [44] have inspired us to propose this algorithm as a search technique in a wrapper based FS method. EO is originally designed for continuous search space, but since FS deals with binary search space, we have designed a binary version of EO to deal with FS problem. Binary search space implies [17] that solutions are restricted to binary \{0, 1\} values. In the binary version, each concentration is expressed as a vector of 0’s and 1’s, where the value of 1 represents the corresponding
feature is selected and the value of 0 implies that the corresponding feature is not selected.

In the continuous version of EO, the concentration of the solution is updated as Equation 14. We need to use a transfer function \([49]\) to propose the binary version of EO. Different transfer functions are proposed in \([49]\). Amongst those, we have chosen, a V-shaped transfer function to propose binary EO (BEO) due to its significant impact on a wide range of meta-heuristics. The used transfer function, depicted in Figure 1, is given by Equation 16.

\[
T(x) = \frac{x}{\sqrt{1 + x^2}}
\]  

The concentration in real domain will be converted to binary vector as per Equation 17 using the probability value generated by Equation 16.

\[
X_d^t = \begin{cases} X_{d - 1}^t & \text{if } rno < T(X_d^t) \\ X_d^t & \text{if } rno \geq T(X_d^t) \end{cases}
\]  

where \(X_d^t\) is the \(d^{th}\) dimension of the concentration in the \(t^{th}\) iteration, \(X_{d - 1}^t\) is the \(d^{th}\) dimension of the concentration in the \((t - 1)^{th}\) iteration, \(rno\) is a random number, \(rno \in [0, 1]\).

EO performs exploitation mainly using the Equilibrium pool \([44]\). This pool controls both exploration and exploitation. During initial iterations, distance
among the equilibrium candidates is high and using these candidates to update
the concentrations helps perform global search. With the increasing number of
iterations, the equilibrium candidates come closer to each other and now, using
these candidates to update the concentrations helps perform local search encir-
cling the candidates, which results in exploitation. Exploration is exclusively
taken care of using Generation Probability (GP, Equation 13). But there is no
such thing to consider exploitation particularly. So, we have incorporated the
concept of SA to perform local search i.e., take care of exploitation specifically.
The hybrid version of EO is labeled as BEOSA (binary EO with SA).

FS is considered as a multi-objective optimization problem due to two dif-
ferent criteria to evaluate the feature subset in consideration [50]: classification
accuracy and number of selected features. To be specific, the objective of FS is
to achieve maximum classification accuracy with minimum number of features.
These two criteria are of contradictory purposes [51], so we have considered the
classification error rate instead of accuracy. Equation 18 aggregates both of the
objectives together and converts the FS problem into a single objective problem.

\[
\text{Fitness} = \eta \times \epsilon + \mu \times \frac{|v|}{|D|}
\]  

(18)

where, \( \epsilon \) denotes the classification error rate, \(|v|\) represents the number of fea-
tures in the subset being evaluated and \(|D|\) represents total number of features
in the dataset. \( \mu \) and \( \eta \) respectively represent the weight (importance) of the
subset length and the classification error, and \( \eta + \mu = 1 \). We have used K-Nearest
Neighbor (KNN) classifier [52] to compute the classification error (\( \epsilon \)).

4. Experimental Results

This section explains the experiments used to prove the applicability of EO in
FS domain. We have used K-nearest Neighbors Algorithm (KNN) [52] classifier
to measure classification accuracy. As per the recommendations in [50, 51, 17],
we have set \( K = 5 \). For each dataset, 80% of the instances are used for training
the model and rest 20% are used for testing. Proposed method is implemented
using Python3 [53] and graphs are plotted using Matplotlib [54].
Table 1: Description of the datasets used in the present work

| Sl. No. | Dataset      | No. of Attributes | No. of Samples | No. of Labels | Dataset Domain      |
|---------|--------------|-------------------|----------------|---------------|---------------------|
| 1       | Breastcancer | 9                 | 699            | 2             | Biology             |
| 2       | BreastEW     | 30                | 569            | 2             | Biology             |
| 3       | CongressEW   | 16                | 435            | 2             | Politics            |
| 4       | Exactly      | 13                | 1000           | 2             | Biology             |
| 5       | Exactly2     | 13                | 1000           | 2             | Biology             |
| 6       | HeartEW      | 13                | 270            | 2             | Biology             |
| 7       | IonosphereEW | 34                | 351            | 2             | Electromagnetic     |
| 8       | KrvskpEW     | 36                | 3196           | 2             | Game                |
| 9       | Lymphography | 18                | 148            | 2             | Biology             |
| 10      | M-of-n       | 13                | 1000           | 2             | Biology             |
| 11      | PenglungEW   | 325               | 73             | 2             | Biology             |
| 12      | SonarEW      | 60                | 208            | 2             | Biology             |
| 13      | SpectEW      | 22                | 267            | 2             | Biology             |
| 14      | Tic-tac-toe  | 9                 | 958            | 2             | Game                |
| 15      | Vote         | 16                | 300            | 2             | Politics            |
| 16      | WaveformEW   | 40                | 5000           | 3             | Physics             |
| 17      | WineEW       | 13                | 178            | 3             | Chemistry           |
| 18      | Zoo          | 16                | 101            | 6             | Artificial          |

4.1. Dataset Description

In order to assess the performance of EO, 18 UCI datasets [55] have been used. The datasets are selected from various different backgrounds. The description of these datasets are presented in Table 1. Table 1 shows that there are 15 bi-class and 3 multi-class datasets. The datasets are diverse in terms of both number of attributes (features) and instances. These variances help in providing proper evaluation of the proposed algorithm.

4.2. Parameter Tuning

There are two parameters which are always very important for any multi-agent evolutionary algorithm: population size and number of maximum itera-
tions. Population size characterizes how a single agent learns from other agents’ experience and iterations provide step-wise evolution of the agents. In order to find the proper values for these two parameters, experiments have been performed by varying one parameter \textit{w.r.t.} the other.

Population size for BEO and BEOSA, is varied as $[5, 10, 20, 30, 50]$. Number of maximum iterations is set as 50, which we have determined from experiments. Classification accuracies are reported in Figure 2 with different population size.

Considering that computational time increases with increasing population size and the accuracies provided in Figure 2, we have decided to fix population size as 20 for further experiments. Figure 3 shows how the fitness values of BEO and BEOSA change with increasing number of iterations.

4.3. Results and Discussion

In this section, we have provided the results obtained by BEO and BEOSA over the datasets mentioned in Section 4.1. From Table 2, it is clear that BEO and BEOSA are able to perform FS efficiently. For all the datasets, classification accuracy has improved after FS (with huge margins in multiple cases).

BEO has achieved more than or equal to 90% accuracy for 14 datasets whereas for BEOSA the count is 15. Moreover, BEO has got 100% accuracy for two datasets while BEOSA has scored full for eight datasets which is quite remarkable. If we keep aside the classification accuracy and focus on the number features used to obtain these impressive results, even then BEO and BEOSA have performed exceptionally well. Almost on all the datasets, BEO and BEOSA have used only 50% or even lesser number of features for classification. Observing the results in Table 2, it quite obvious that the use of SA is significantly helping the algorithm to explore different parts of the search space and achieve better results.

In case of Exactly, HeartEW, Sonar and Wine datasets, both the variants of EO have shown massive increase in classification accuracy after FS. For the rest of the datasets, we can see increases between 1-10% which are quite significant.
Figure 2: Population variation for 18 UCI datasets
Figure 3: Convergence graphs for 18 UCI datasets
From this discussion, we can conclude that BEO and BEOSA are able to successfully select the optimal set of features from the datasets. The accuracy provided by both the models using very few features make both of them very competitive in the field of FS.

Overall we can say that although BEO and BEOSA perform really well in FS, the results obtained by BEOSA are better than BEO. Hence, it can be concluded that SA plays a significant role in improving performance of EO. Basically, in EO, exploration in the search space is guided by the four particles present in the equilibrium pool. The fifth particle in the pool, which is the average of the other four particles, mainly helps in exploitation. Whereas, the balance between exploration and exploitation is maintained by the exponential term mentioned in section 3.1.2. But, there may be situations when the particles in the equilibrium pool become similar in nature which indicate that they belong to the same part of the search space. As a consequence, it leads to the massive exploitation of that specific part. On the other hand, it limits the algorithm to explore the entire search space to look for the global optima. Here comes the role of the SA which actually helps EO to bring in exploration of the search space, thereby aiding EO to perform well. In this context it is to be noted that even though SA increases the exploration ability of EO, but the exploration-exploitation trade-off remains intact due to the usage of exponential term.

5. Comparison

In this section, we present the results of the proposed BEOSA and highlight how it performs w.r.t. state-of-the-art. We have compared the results of BEOSA with three recent works: GSA based [56], ALO based [57], and GWO and WOA based [50].

Figure 4 shows the performance of BEOSA in terms of achieved classification accuracy. Inspecting Figure 4, it can be observed that BEOSA performs best in 12 cases (66.7%). In case of BreastEW, HeartEW and KrVsKpEW, it has
Table 2: Performance of BEO and BEOSA in terms of classification accuracy and no. of selected features

| Sl. no. | Dataset       | Original | BEO       | BEOSA      |
|---------|---------------|----------|-----------|------------|
|         |               | Accuracy | #Features | Accuracy   | #Features | Accuracy | #Features |
| 1       | BreastCancer  | 94.4     | 9         | 98.57      | 2         | 99.29    | 3         |
| 2       | BreastEW      | 96.49    | 30        | 96.49      | 15        | 98.25    | 13        |
| 3       | CongressEW    | 96.55    | 16        | 98.85      | 9         | 100      | 5         |
| 4       | Exactly       | 77.5     | 13        | 99.5       | 7         | 100      | 6         |
| 5       | Exactly2      | 77       | 13        | 78         | 6         | 79.5     | 5         |
| 6       | HeartEW       | 75.92    | 13        | 87.04      | 7         | 90.74    | 6         |
| 7       | Ionosphere    | 91.4     | 34        | 92.86      | 7         | 97.14    | 2         |
| 8       | KrVsKpEW      | 96.7     | 36        | 96.24      | 18        | 97.65    | 20        |
| 9       | Lymphography  | 83.33    | 18        | 90         | 5         | 96.67    | 9         |
| 10      | M-of-n        | 93       | 13        | 99.5       | 7         | 100      | 6         |
| 11      | PenglungEW    | 93.7     | 325       | 100        | 161       | 100      | 59        |
| 12      | Sonar         | 83.33    | 60        | 92.86      | 26        | 100      | 29        |
| 13      | SpectEW       | 88.88    | 22        | 90.74      | 12        | 94.44    | 12        |
| 14      | Tic-tac-toe   | 71.5     | 9         | 79.17      | 4         | 80.21    | 4         |
| 15      | Vote          | 95       | 16        | 98.33      | 5         | 100      | 4         |
| 16      | WaveformEW    | 82.9     | 40        | 83         | 18        | 83.7     | 19        |
| 17      | Wine          | 77.78    | 13        | 100        | 6         | 100      | 3         |
| 18      | Zoo           | 95       | 16        | 95         | 7         | 100      | 7         |
Figure 4: Comparison of Classification Accuracy for 18 UCI datasets
performed as the second best. ASGW, HSGW and HGSA performs best respectively in case of BreastEW, HeartEW and KrVsKpEW. For Ionosphere, BEOSA has performed as third best following the results of RSGW and ASGW, in this order. For Exactly2 and Tic-tac-toe, BEOSA has sixth best results. BEOSA outperforms BALOS-CE and BGSA for all the 18 datasets. In Figure 5, we have reported the average classification accuracy achieved by each method over all the used 18 UCI datasets. In terms of average accuracy, BEOSA has achieved 95.4% classification accuracy and this is the highest among others.

Figure 6 shows the performance of BEOSA in terms of another critical aspect of FS and the very purpose of this research field, number of selected features. BEOSA has selected lowest number of features in 4 cases: IonosphereEW, Tic-tac-toe, WaveformEW, and Wine. It has performed second best in case of 6 datasets. On average over all 18 datasets, BEOSA selects 11.78 features, which is second best, following HGSA (10.8).

In order to determine the significance of the obtained results, we have performed Wilcoxon rank sum test [58] with 5% significance level for each pair of methods used in this section. Table 3 shows the obtained $p-values$, $p \leq 0.05$ are shown in bold.
Figure 6: Comparison of no. of selected features for 18 UCI datasets
Figure 7: Average number of features selected by each method
Table 3: p-values of the Wilcoxon rank sum test

|             | BEOSA | bALOS-QR | bALOV-QR | bALO-S | bALO-V | bALOS-CE | bALOV-CE | BGSA    | HGSA   | HSGW   | RSGW   | ASGW   |
|-------------|-------|----------|----------|--------|--------|----------|----------|---------|--------|--------|--------|--------|--------|
| BEOSA       | -     | 0.000    | 0.004    | 0.001  | 0.001  | 0.000    | 0.000    | 0.000   | 0.023  | 0.012  | 0.020  |        |        |
| bALOS-QR    | 0.000 | -        | 0.000    | 0.000  | 0.000  | 0.314    | 0.000    | 0.000   | 0.000  | 0.000  | 0.000  | 0.000  | 0.000  |
| bALOV-QR    | 0.004 | 0.000    | -        | 0.012  | 0.305  | 0.001    | 0.433    | 0.070   | 0.102  | 0.052  | 0.102  | 0.039  |        |
| bALO-S      | 0.001 | 0.000    | 0.012    | -      | 0.001  | 0.000    | 0.070    | 0.006   | 0.005  | 0.005  | 0.008  | 0.004  |        |
| bALO-V      | 0.001 | 0.000    | 0.305    | 0.001  | -      | 0.000    | 0.355    | 0.040   | 0.015  | 0.040  | 0.053  | 0.013  |        |
| bALOS-CE    | 0.000 | 0.314    | 0.001    | 0.000  | 0.000  | -        | 0.000    | 0.000   | 0.000  | 0.000  | 0.000  | 0.000  |        |
| bALOV-CE    | 0.000 | 0.000    | 0.433    | 0.070  | 0.355  | 0.000    | -        | 0.295   | 0.214  | 0.016  | 0.067  | 0.035  |        |
| BGSA        | 0.000 | 0.000    | 0.070    | 0.006  | 0.040  | 0.000    | 0.295    | -       | 0.177  | 0.016  | 0.139  | 0.076  |        |
| HGSA        | 0.000 | 0.000    | 0.102    | 0.005  | 0.015  | 0.000    | 0.214    | 0.177   | -      | 0.088  | 0.170  | 0.191  |        |
| HSGW        | 0.023 | 0.000    | 0.052    | 0.005  | 0.040  | 0.000    | 0.016    | 0.016   | 0.088  | -      | 0.587  | 0.959  |        |
| RSGW        | 0.012 | 0.000    | 0.102    | 0.008  | 0.053  | 0.000    | 0.067    | 0.139   | 0.170  | 0.587  | -      | 0.865  |        |
| ASGW        | 0.020 | 0.000    | 0.039    | 0.004  | 0.013  | 0.000    | 0.035    | 0.076   | 0.191  | 0.959  | 0.865  | -      |        |
6. Conclusion

In this work, we made an effort to propose a binary variant of EO to make it applicable to the field of FS. To map the continuous values of EO to a binary search space, a V-shaped transfer function was used. Apart from the basic variant of EO (BEO), we also proposed a modification by hybridizing BEO with SA named as BEOSA. Both the proposed models were tested on 18 popular UCI datasets. From the results and comparison with other contemporary FS algorithms, we can conclude that BEO and BEOSA have performed significantly well. We further carried out a test for the statistical significance of the obtained results using Wilcoxon rank sum test. The test results also indicate that the performance of BEO and BEOSA is outstanding. Thus, through this rigorous experimentation, it is proved that the binary variant of EO works pretty good in the FS domain and addition of SA leads to further improvement. For future works, we want to try out other transfer functions for the mapping and apply the proposed models in other domains like Facial Emotion Recognition, Microarray etc.
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