Abstract—Reliable tracking algorithms are essential for automated driving. However, the existing consistency measures are not sufficient to meet the increasing safety demands in the automotive sector. Therefore, this work presents a novel method for self-assessment of single-object tracking in clutter based on Kalman filtering and subjective logic. A key feature of the approach is that it additionally provides a measure of the collected statistical evidence in its online reliability scores. In this way, various aspects of reliability, such as the correctness of the assumed measurement noise, detection probability, and clutter rate, can be monitored in addition to the overall assessment based on the available evidence. Here, we present a mathematical derivation of the reference distribution used in our self-assessment module for our studied problem. Moreover, we introduce a formula that describes how a threshold should be chosen for the degree of conflict, the subjective logic comparison measure used for the reliability decision making. Our approach is evaluated in a challenging simulation scenario designed to model adverse weather conditions. The simulations show that our method can significantly improve the reliability checking of single-object tracking in clutter in several aspects.
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I. INTRODUCTION

Reliable object tracking is a keystone to safe automated driving. For example, for adaptive cruise control systems, automated vehicles have to track the vehicle driving ahead to safely follow the respective road user. While simple consistency measures, like the normalized innovation squared (NIS) and the normalized estimation error squared (NEES) [1], [2], have been used for a long time in single-object tracking (SOT), these methods can only provide limited insights into the reliability of the tracking. However, particularly in the light of the standard ISO 21448 safety of the intended functionality (SOTIF) [3], reliability beyond functional safety recently gained increased attention in the automotive sector.

In this work, we propose a novel self-assessment (SA) scheme for SOT in clutter with nearest neighbor association using subjective logic (SL) [4]; see Fig. 1. Our approach can provide both an assessment of the overall situation and a detailed look at specific aspects of the reliable operation of the SOT algorithm. Namely, the assumptions about the measurement noise, the clutter rate, and the detection probability can be assessed separately. The SA module we developed is the first approach in literature so far that can monitor the overall performance and certain statistical assumptions of the tracking algorithm. Since our online SA scores additionally feature measures for the statistical uncertainty, our method allows an evidence-based weighting of the individual aspects when combining them into the overall measure. From a theoretical perspective, we provide a mathematical derivation of the reference distribution used in our SA module. Furthermore, a novel threshold calculation for the SL’s comparison measure, the degree of conflict (DC), is presented. Our SA module uses the dynamically calculated threshold for the reliability decision-making. We evaluate our approach in a challenging simulation scenario motivated by adverse weather conditions, showing its capability to detect violations of the respective assumptions.
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Fig. 1. Our proposed self-assessment module for single-object tracking in clutter is visually displayed. The self-assessment module builds on a tracking algorithm and uses the subjective logic theory to obtain self-assessment measures. Our self-assessment module monitors tracking assumptions regarding the association, measurement, and clutter, in addition to the overall tracking performance.
Our main contributions can be summarized as follows:

- a novel overall concept and whole module for SA in SOT in clutter with an overall and component analysis using SL,
- online SA scores that additionally feature measures for the statistical uncertainty,
- a theoretical derivation of the reference distribution for our SA module, and
- a novel threshold calculation for the SL comparison measure DC.

II. RELATED WORK

The NIS and the NEES are the classical consistency measures in Kalman filtering [1], [2]. While the NEES requires ground truth data, the NIS can work in online applications without further knowledge of ground truth data. For the classical assumptions in Kalman filtering, i.e., all signals and probability densities are Gaussian distributed and the models are linear, both consistency measures follow a \( \chi^2 \) distribution. Over the last decades, starting from the NIS, further consistency and SA measures for online applications have been investigated.

In [5], three tests for inconsistencies are proposed in the context of Kalman filtering. A fixed-interval smoother is used to improve a basic residual test to detect measurement outliers and filter model inconsistencies. Piché shows some relations of the NIS to other model criticism procedures in [6]. Consequently, a new test similar to the NIS is proposed, which matches a posterior predictive Bayesian \( p \)-test. In [7], Gamse et al. present a comprehensive evaluation of a Kalman filter. This evaluation is based on statistical tests and several indicators of inner confidence like controllability and observability, the determinant of the state transition matrix, and properties of the Kalman gain.

In [8], following the concept of the NIS, consistency checks for nonlinear filters in single-target tracking are considered. The paper presents an adaption procedure based on NIS-like tests for an extended and unscented Kalman filter and a particle filter. In [9], Ivanov et al. propose the normalized deviation squared (NDS), which is claimed to be useful for nonlinear systems and sub-optimal filters. However, the test is claimed to be more effective in offline consistency evaluation and mostly detects inconsistencies of not sufficiently large noise parameters. For the generalization of the NIS towards multi-target tracking, Mahler introduces a more general approach based on the NIS and calls it a divergence detector in [10]. This includes the concept of the generalized NIS (GNIS), which is expanded to the multi-target generalized NIS (MGNIS). Explicit formulas of these divergence detectors are derived for the cardinalized probability hypothesis density filter and the probability hypothesis density filter. Based on [10], Reuter et al. [11] derive the MGNIS for the \( \delta \)-generalized labeled multi-Bernoulli filter and develop an approximation, the so-called approximate multi-target NIS (AMNIS). Additionally, [11] states that the MGNIS has its difficulties with the clutter component. In [12], consistency checks in a feature-based random-set Monte-Carlo localization are proposed closely related to the NIS. In particular, [12] checks the consistency of several components in the measurement model as, e.g., spatial uncertainty, clutter rate, and missed detection, separate from each other.

Connecting SL with temporal filtering, our previous work [13] presents an identification algorithm of Markov chains using SL. By the use of the SL-based identification algorithm, an additional explicit reliability measure based on statistical uncertainty is obtained in contrast to classical methods. In [14], we investigate the connection between SL and Kalman filtering. For the first time in literature, we proposed a novel SA measure for Kalman filtering that additionally includes an explicit measure for the statistical uncertainty.

This paper builds on our previous work and proposes the first extensive SA module for SOT in clutter with a nearest neighbor association in literature. We do obtain not only an overall assessment score by our SA module but also an assessment score for each reliability aspect of the tracking algorithm, i.e., the correctness of the assumed measurement noise, detection probability, and clutter rate. Here, we still consider the dependencies between the individual reliability aspects.

III. FUNDAMENTALS

This section summarizes the conceptual formulation of SOT in clutter, which is mainly based on [15]. Furthermore, we describe the relevant mathematical concepts of SL from [4].

A. Single-Object Tracking in Clutter

SOT in clutter is a special case of multi-object tracking where exactly one object is present. In addition to classical Kalman filtering, there are new challenging aspects. Besides noisy measurements and estimating time varying states, we have to deal with missed detections, clutter detections, and unknown data associations. In fact, for SOT in clutter, the key changes compared to classical Kalman filtering are in the measurement model, while the concepts of prediction and update and object dynamics mostly stay the same. To this end, we focus on the measurement likelihood in the following.

At each time step \( k \in \mathbb{N} \), we have a set of measurements \( Z_k = \{z^1, \ldots, z^{m_k}\} \) with \( z^i \in \mathbb{R}^{m_z} \), \( i = 1, \ldots, m_k \). This means that \( m_z \in \mathbb{N} \) is the dimension of the measurement space for each individual measurement, and \( m_k \in \mathbb{N}_0 \) is the number of measurements at time step \( k \in \mathbb{N} \). The estimated object state is modeled by \( x_k \in \mathbb{R}^n \) with state dimension \( n \in \mathbb{N} \). In Kalman filtering, \( x_k \) is modeled by an \( n \)-dimensional multivariate Gaussian distribution with mean \( \hat{x}_k \in \mathbb{R}^n \) and covariance matrix \( P_k \in \mathbb{R}^{n \times n} \).

Using Bayes’s rule, the posterior density in time step \( k \in \mathbb{N} \) is

\[
p(x_k | Z_{1:k}) = \frac{p(Z_k | x_k) p(x_k | Z_{1:k-1})}{p(Z_k | Z_{1:k-1})},
\]

where \( Z_{1:k} = (Z_1, \ldots, Z_k) \) is the time sequence of measurements, \( p(Z_k | x_k) \) the measurement likelihood, \( p(x_k | Z_{1:k-1}) \)
the prediction density, and \( p(Z_k|Z_{1:k-1}) \) the normalizing factor. The normalization term is given by

\[
p(Z_k|Z_{1:k-1}) = \int p(Z_k|x_k) p(x_k|Z_{1:k-1}) \, dx_k. \tag{2}
\]

The prediction density is obtained using the Chapman-Kolmogorov equation

\[
p(x_k|Z_{1:k-1}) = \int p(x_{k-1}|Z_{1:k-1}) p(x_k|x_{k-1}) \, dx_{k-1}. \tag{3}
\]

The measurement model is described in detail below. First, \( p_D(x_k) \in [0, 1] \) models the probability that a sensor detects an object at time step \( k \in \mathbb{N} \), called the detection probability. Consequently, \( 1 - p_D(x_k) \) is the probability that an object is undetected by the sensor. This means the object detection process of a sensor is Bernoulli distributed with probability \( p_D(x_k) \). If detected, the measurement follows a single-object spatial likelihood function \( g_k(z|x_k) \), where each measurement \( z \in \mathbb{R}^{m_z} \) is generated by at most one object. Moreover, clutter measurements are modeled using a false alarm process where the number of clutter measurements \( m_c^k \in \mathbb{N}_0 \) is assumed to follow a Poisson distribution with the expected number \( \lambda_c \in (0, \infty) \), i.e., \( m_c^k \sim \text{Poi}(\lambda_c) \). All clutter measurements are independent and identically distributed with spatial distribution \( \lambda_c(z) \). Typically, it is assumed that \( \lambda_c(z) \) is uniformly distributed over the sensor field of view (FOV). To take the unknown data association of all measurements \( Z_k \) at time step \( k \in \mathbb{N} \) into account, we introduce \( \theta_k \in \mathbb{N}_0 \). With \( \theta_k = 0 \), we denote the hypothesis that all measurements are clutter, i.e., a missed detection. For \( \theta_k \in \{1, \ldots, m_k\} \), we denote the association hypotheses that measurement \( z^{\theta_k} \) is an object measurement and the rest of the measurements, i.e., \( z^i \) for all \( i = 1, \ldots, m_k \) with \( i \neq \theta_k \), are clutter measurements. Putting all components together, we formulate the complete measurement likelihood using the law of total probability as

\[
p(Z_k|x_k) = \sum_{\theta_k=0}^{m_k} p(Z_k|m_k, \theta_k|x_k) = \sum_{\theta_k=0}^{m_k} p(Z_k|m_k, \theta_k, x_k) p(\theta_k, m_k|x_k) = \left[ (1 - p_D(x_k)) + p_D(x_k) \sum_{\theta_k=1}^{m_k} g_k(z^{\theta_k}|x_k) \right] \frac{\lambda_c(z^{\theta_k})}{m_k!} \prod_{i=1}^{m_k} \lambda_c(z^i), \tag{4}
\]

where we sum over all possible data association hypotheses \( \theta_k = 0, \ldots, m_k \).

Substituting the prediction density (3), the normalization factor (2), and the measurement likelihood (5) into the posterior density (1), we end up with the optimal Bayesian filter for SOT in clutter. One possible approximation of this optimal recursion is the nearest neighbor association algorithm. The reason we need approximations of the optimal Bayesian filter is that the number of hypotheses grows with time as \( \prod_{j=1}^{k} (m_j + 1) \). As the number of time steps increases, it becomes more and more intractable to compute the exact solution \( p(x_k|Z_{1:k}) \) of the optimal Bayesian filter. The nearest neighbor algorithm assigns the measurement closest to the predicted measurement in terms of a statistical distance to the object. All other measurements are discarded and considered as clutter. For more information on the nearest neighbor algorithm and other association algorithms, see [15].

### B. Subjective Logic

In this section, several components of SL are mathematically presented, which rest on the work of Jøsang in [4]. The central element of SL is the opinion representation.

**Definition 1 (Multinomial Opinion).** Let \( X \in \mathbb{X} \) be a random variable of the finite domain \( \mathbb{X} \) with cardinality \( W = |\mathbb{X}| \geq 2 \). A multinomial opinion is an ordered triple \( \omega_X = (b_X, u_X, a_X) \) with

\[
a_X(x) : \mathbb{X} \mapsto [0, 1], \quad 1 = \sum_{x \in \mathbb{X}} a_X(x), \tag{7a}
\]

\[
b_X(x) : \mathbb{X} \mapsto [0, 1], \quad 1 = u_X + \sum_{x \in \mathbb{X}} b_X(x). \tag{7b}
\]

In detail, opinions consist of the belief mass distribution \( b_X \) over \( \mathbb{X} \), the uncertainty mass \( u_X \in [0, 1) \) representing the lack of evidence, and the base rate distribution \( a_X \) over \( \mathbb{X} \) representing the prior probability.

In addition, a projection of a multinomial opinion into a classical probability distribution is possible through the projected probability distribution

\[
\mathcal{P}_X(x) = b_X(x) + a_X(x) u_X, \quad \forall x \in \mathbb{X}, \tag{8}
\]

representing the expected outcome of an opinion in probability space.

In order to combine multiple opinions from various sources of the same domain of interest \( \mathbb{X} \), several SL fusion operators exist. Various fusion operators for different types of problems can be found in [4]. One of them is the aleatory cumulative belief fusion (A-CBF), which is appropriate for our needs.

**Definition 2 (Aleatory Cumulative Belief Fusion).** Let \( \omega_X^A \) and \( \omega_X^B \) be multinomial opinions of source \( A \) and \( B \) of the same variable \( X \in \mathbb{X} \). Then, the fused opinion \( \omega_X^{A\oplus B} \) is defined as

\[
\omega_X^{A\oplus B} = \begin{cases} b_X^{A\oplus B}(x) = & \frac{u_X^A(x) u_X^B(x) + b_X^A(x) u_X^B(x)}{u_X^A + u_X^B} \frac{u_X^A}{u_X^A + u_X^B}, \\ u_X^{A\oplus B} = & \frac{u_X^A + u_X^B}{u_X^A + u_X^B}, \\ a_X^{A\oplus B}(x) = & \frac{a_X^A(x) u_X^B + a_X^B(x) u_X^A}{u_X^A + u_X^B} - \frac{(a_X^A(x) + a_X^B(x)) u_X^A u_X^B}{u_X^A + u_X^B}, \end{cases} \tag{9}
\]

for \( u_X^A \neq 0 \lor u_X^B \neq 0 \) and \( u_X^A \neq 1 \lor u_X^B \neq 1 \). The operator \( \oplus \) for \( \omega_X^{A\oplus B} = \omega_X^A \oplus \omega_X^B \) is called aleatory cumulative belief fusion. For corner cases of the definition, we refer to [4].

The reverse operator of cumulative belief fusion is called cumulative unfusion [4]. With this, a specific opinion is removed from an already fused opinion.
Definition 3 (Cumulative Unfusion). Consider a fused opinion \( \omega_X^C = \omega_X^{A^B} \) as in (9) for a known opinion \( \omega_X^B \) of \( X \in \mathbb{X} \) with the same base rate as the otherwise unknown opinion \( \omega_X^A \), in fact \( a_X \). Then, the unfused opinion \( \omega_X^A = \omega_X^{A^{OB}} \) is obtained by

\[
\begin{align*}
\omega_X^{A^{OB}} &= \left\{ \begin{array}{ll}
b_X^{C^B}(x) &= \frac{b_X^C(x)u_X^B - b_X^B(x)u_X^C}{u_X^B - u_X^C} \\
u_X^{C^B} &= \frac{u_X^B - u_X^C}{u_X^B - u_X^C + u_X^C} \\
a_X^{C^B}(x) &= a_X(x)
\end{array} \right. 
\end{align*}
\] (10)

for \( u_X^B \neq 0 \) or \( u_X^C \neq 0 \). The operator \( \Theta \) in \( \omega_X^{C^B} = \omega_X^C \Theta \omega_X^B \) is called cumulative belief unfusion. For the corner case \( u_X^B = u_X^C = 0 \), we refer to [4].

In general, for trust and belief modeling of transitive trust paths, the trust discounting operator is used [4]. We use trust discounting slightly differently according to our purpose. In fact, we apply the operator in connection with the estimation of time-varying parameters to account for information degradation over time due to possible parameter changes.

Definition 4 (Trust Discounting). Consider opinion \( \omega_X^A \) over \( X \in \mathbb{X} \) and a discount probability \( p_{td} \in [0, 1] \). Then, the trust discounted opinion \( \omega_X^{A_{ptd}} = \text{TD} (\omega_X^A, p_{td}) \) is given by

\[
\begin{align*}
\omega_X^{A_{ptd}} &= \left\{ \begin{array}{ll}
b_X^{A_{ptd}}(x) &= p_{td} b_X^A(x) \\
u_X^{A_{ptd}} &= 1 - p_{td} \sum_{x \in \mathbb{X}} b_X^A(x) \\
a_X^{A_{ptd}}(x) &= a_X^A(x)
\end{array} \right. 
\end{align*}
\] (11)

with TD \((\omega_X^A, p_{td})\) denoting trust discounting of opinion \( \omega_X^A \) with respect to \( p_{td} \).

To compare two different opinions, the degree of conflict (DC) is presented to measure the difference between opinions about the same variable \( X \in \mathbb{X} \).

Definition 5 (Degree of Conflict). Consider two multinomial opinions \( \omega_X^A \) and \( \omega_X^B \) of source A and B over \( X \in \mathbb{X} \). Then, DC \((\omega_X^A, \omega_X^B)\) denotes the degree of conflict between \( \omega_X^A \) and \( \omega_X^B \), which is defined as

\[
\begin{align*}
\text{DC} (\omega_X^A, \omega_X^B) &= \text{PD} (\omega_X^A, \omega_X^B) \cdot \text{CC} (\omega_X^A, \omega_X^B), 
\end{align*}
\] (12)

consisting of the projected distance

\[
\text{PD} (\omega_X^A, \omega_X^B) = \frac{1}{2} \sum_{x \in \mathbb{X}} |P_X^A(x) - P_X^B(x)|
\] (13)

and the conjunctive certainty

\[
\text{CC} (\omega_X^A, \omega_X^B) = (1 - u_X^A) (1 - u_X^B)
\] (14)

Thus DC is \([0, 1]\) holds, and we can say more precisely that the smaller the DC is, the more similar the opinions are, and vice versa.

IV. SELF-ASSESSMENT FOR KALMAN FILTERING

This section briefly describes our basic algorithm for the self-assessing Kalman filter with SL introduced in [14]. However, on top of that, we present a novel threshold for the comparison measure DC in the context of our SA module.

A. Basic Algorithm from [14]

For every measurement, we generate an SL multinomial opinion \( \omega_X^{st} \) about the correctness of the Kalman filter’s assumptions based on information from the measurement prediction. In addition to the opinion generated in each step, there are two other opinions, \( \omega_X^{lt} \) and \( \omega_X^{rl} \), respectively representing a short-term and a long-term memory. Each newly generated opinion \( \omega_X^{st} \) of incoming measurements is first fused to the short-term opinion \( \omega_X^{rl} \) using the A-CBF (9). If a given amount of evidence \( n_{st} \in \mathbb{N} \) has been accumulated in \( \omega_X^{rl} \), we compare \( \omega_X^{rl} \) and the long-term opinion \( \omega_X^{lt} \) using the DC (12). When a conflict is identified, meaning that the DC exceeds a threshold, then \( \omega_X^{lt} \) is reset and overwritten with \( \omega_X^{rl} \). Otherwise, the two opinions are fused into \( \omega_X^{lt} \) to accumulate evidence. Besides, \( \omega_X^{rl} \) continuously represents the opinion over the last \( n_{st} \in \mathbb{N} \) time steps. This means that at each time step, a new opinion of the incoming measurement is fused using the A-CBF, and the opinion of the oldest included measurement is unfused using cumulative unfusion (10). In addition, trust discounting (11) is used to model the degradation of information about the measurements over time. Lastly, to obtain an SA score, we compare \( \omega_X^{lt} \) with a reference opinion \( \omega_X^{ref} \), which models the filter assumptions. For this, the DC is used. This gives us an SA online measure with an associated uncertainty in each time step. Comparisons based on the DC require a threshold that identifies a significant violation of the assumptions and a resulting conflict. The threshold was an adjustable parameter so far that had to be selected manually. For detailed information on the algorithm, we refer the reader to our work in [14].

B. Degree of Conflict Threshold Derivation

In this work, we extend the SA module of [14], which was summarized in the previous subsection, with a threshold derivation for the SL comparison measure DC. This threshold denotes a limit where the difference between two opinions exceeds a certain confidence level. In our application, this means that, by exceeding the threshold, we expect that assumptions made in the tracking algorithm are violated.

We want to detect whether an SL opinion differs from a reference opinion with a certain confidence level. To this end, we consider multinomial distributions because the domain of opinions with exclusive events can be represented as a multinomial distribution. For the event probabilities of a multinomial distribution \( p_1, \ldots, p_W \in [0, 1] \) with \( W \in \mathbb{N} \), it holds that \( \sum_{i=1}^{W} p_i = 1 \). Given samples and a requested confidence, we calculate the limits of a corresponding confidence interval and, thus, a threshold for the DC.

We base on the approach from [16]; however, we make some modifications: We calculate the confidence interval instead of the sample size and consider the counter event. The latter is given by

\[
\forall p_i, \pi_i \in [0, 1], i = 1, \ldots, W, \alpha \in [0, 1] : \exists d \in \mathbb{R}, p_i \not\in [\pi_i - d, \pi_i + d],
\] (15)

which means that with a confidence \( \alpha \in [0, 1] \) the probability \( p_i \in [0, 1] \) is outside the confidence interval around the
reference probability \( \pi_i \in [0, 1] \) with calculated limit \( d \in \mathbb{R} \). Due to the counter event, the consideration of the worst-case scenario like in [16] is not necessary anymore. And the confidence \( \alpha \in [0, 1] \) corresponds to an error probability in this case. Applying the formulas from [16], we consequently obtain the limit \( d \in \mathbb{R} \) of the confidence interval \([\pi_i - d, \pi_i + d]\) depending on \( \alpha \) as follows:

\[
d(\alpha) = \sqrt{\frac{d^2 n_s}{n_s}}
\]  

(16)

with

\[
d^2 n_s = \left[ \Phi^{-1} \left( 1 - \frac{1 - \alpha}{2W} \right) \right]^2 W - 1 \frac{1}{W^2},
\]

(17)

where \( W \in \mathbb{N} \) is the number of events in the domain \( \mathcal{X} \), \( n_s \in \mathbb{N} \) is the sample size, and \( \Phi^{-1} \) the inverse Gaussian distribution. Here, it is assumed that the assumptions of [16] are satisfied, especially for the normal approximation where \( n_s \) should be large enough. However, this is reasonable due to the parameter choice of \( n_s \) in [14].

Let \( \omega_A^X \) with \( u_A^X = 0 \) be the reference opinion and \( \omega_B^X \) with \( 0 < u_B^X < 1 \) an evidence-based opinion to verify the assumed reference, with corresponding projected probabilities (8) \( P_A^X \) and \( P_B^X \), respectively. To compute the threshold for the DC, opinion \( \omega_B^X \) is defined such that each component of the projected probabilities differs from the corresponding reference by at most the limit \( d \), namely \( P_B^X(x) = P_A^X(x) \pm d, \forall x \in \mathcal{X} \). Using this relation, the bijective mapping theorem from [4] between multinomial opinions and Dirichlet probability density functions, and the definition of the DC in (12), we obtain the threshold

\[
\eta(\alpha) = DC(\omega_A^X, \omega_B^X) = \frac{1}{2} \left( 1 - u_B^X \right) \sum_{x \in \mathcal{X}} d(\alpha)
\]

\[
= \frac{1}{2} W d(\alpha) \left( 1 - \frac{W}{W + n_s} \right),
\]

(18)

where \( n_s^B \) the amount of evidence of \( \omega_B^X \). All in all, the requested error probability \( \alpha \in [0, 1] \) is the only design parameter here. All other parameters are given by the problem setup and the received data.

A trade-off has to be made between false positives and false negatives to find a suitable value for the error probability \( \alpha \). Choosing a high value for \( \alpha \) increases the number of false positives and, thus, triggers a reaction to situations where no reaction would be required. On the other side, choosing a low value for \( \alpha \) will result in a higher false-negative rate and missing reactions to errors that actually occurred. Thus, choosing a higher error probability \( \alpha \) is usually better. As a result, fewer errors are overlooked, and a more thorough review of the results takes place more often, even when it would not be necessary.

V. SELF-ASSESSMENT FOR SINGLE-OBJECT TRACKING IN CLUTTER

This section extends SOT by the clutter aspect. Starting with the problem formulation, we mathematically derive the reference distribution for our SA regarding our studied problem. Accordingly, we present the resulting SA module for SOT in clutter.

A. Problem Formulation

Our proposed method aims to perform an online SA for SOT in clutter using the Kalman filter framework and the nearest neighbor data association algorithm. To this end, we want to monitor the overall performance of the filter algorithm and all statistical assumptions online. These are the detection probability \( p_D(x) \in [0, 1] \), the clutter rate \( m_c \in \mathbb{N}_0 \), and the spatial uncertainty of the measurements \( z \in \mathbb{R}^{m_z} \). Additionally, we aim to obtain explicit uncertainty information that expresses the reliability of these measures in terms of statistical evidence.

B. Theoretical Derivation

Starting from the measurement likelihood in (6), we first apply the following tracking assumptions to end up with a closed-form expression, namely, that the detection probability \( p_D(x) \) is constant, i.e., \( p_D(x) = p_D \) is independent of state \( x \). In addition, we make the classical Kalman filter assumptions that all object signals and probability densities are Gaussian distributed and the models are linear. This also means explicitly that the measurement noise is Gaussian distributed. Moreover, clutter measurements are assumed to be uniformly distributed over the sensor FOV, i.e., \( \lambda_c(z) = \lambda_c = \lambda_c/\text{Vol}(\mathcal{R}) \) for \( z \in \mathcal{R} \), where \( \mathcal{R} \) is the sensor FOV with the volume \( \text{Vol}(\mathcal{R}) \). Using these assumptions and considering the measurement likelihood on the sensor FOV \( \mathcal{R} \) at time step \( k \in \mathbb{N} \), we obtain

\[
p(Z_k|z_k) = \left[ (1 - p_D) + p_D \sum_{\theta_k=1}^{m_k} \lambda_c \sum_{\theta_k=1}^{m_k} g_k(z_{\theta_k}^k|z_k) \right] \times \frac{\exp (-\lambda_c)}{m_k!}
\]

\[
= c_0 + c_1 \sum_{\theta_k=1}^{m_k} g_k(z_{\theta_k}^k|x)
\]

(19)

(20)

with the two parameters

\[
c_0 (p_D, \lambda_c, m_k) = (1 - p_D) \frac{\exp (-\lambda_c)}{m_k!} \lambda_c^{m_k},
\]

\[
c_1 (p_D, \lambda_c, m_k) = p_D \frac{\exp (-\lambda_c)}{m_k!} \lambda_c^{m_k-1}.
\]

(21)

(22)

Considering the likelihood function \( g_k(z_{\theta_k}^k|z_k) \) in (20), we sum over all data association hypotheses of the measurements. To make all data association hypotheses in (20) comparable, we use the Gaussian distributed measurement prediction \( z_{k+1|k} \sim \mathcal{N}(h(\hat{x}_{k+1|k}), S_k) \) from Kalman filtering, see, e.g., [1], [2]. Then, we transform the input \( z_{\theta_k}^k \) of the likelihood \( g_k(z_{\theta_k}^k|z_k) \), namely the incoming measurements, using the residual

\[
\gamma_{\theta_k} = z_{\theta_k}^k - h(\hat{x}_{k+1|k}), \quad \theta_k = 1, \ldots, m_k
\]

(23)
with the corresponding squared Mahalanobis distance for normalization purposes to obtain the transformed measurement
\[ z^{\theta_k} = (\gamma^{\theta_k})^T S_k^{-1} \gamma^{\theta_k}, \quad \theta_k = 1, \ldots, m_k. \] (24)

Using the transformed measurement as input, we obtain the transformed measurement likelihood
\[ g_k (z^{\theta_k}|x_k) \sim \chi^2_{m_z}, \quad \theta_k = 1, \ldots, m_k \] (25)
that follows a \( \chi^2_{m_z} \) distribution with \( m_z \) degrees of freedom, corresponding to the dimension of each measurement. This means that the distribution of the transformed measurement likelihoods of all data association hypotheses only depends on the dimension of the measurements \( m_z \), which is the same for all measurements in all time steps. Thus, the transformed measurement likelihoods of all data association hypotheses can be gathered in one distribution for all measurements of a single time step \( k \in \mathbb{N} \). To this end, we obtain
\[ p(\tilde{Z}_k|x_k) = c_0 + c_1 \sum_{\theta_k=1}^{m_k} g_k (z^{\theta_k}|x) \] (26)
\[ \sim c_0 + c_1 m_k \chi^2_{m_z}. \] (27)

Because the distribution of the transformed measurement likelihood in (25) is additionally independent of time, we can compare all measurements of all time steps with one theoretical reference distribution. We, therefore, consider the expected value of the number of measurement \( m_k \) at any time step for a long-term average to obtain a closed-form expression of the reference distribution. Consequently, this results in the expected value \( E[m_k] = \bar{\lambda}_c + p_D \). All in all, we end up with the final representation for the reference distribution of the transformed measurement likelihood:
\[ p(\tilde{Z}|x) \sim c_0 + c_1 (\bar{\lambda}_c + p_D) \chi^2_{m_z} \] (28)
\[ \sim c_0 + c_1 \chi^2_{m_z} \] (29)
with
\[ \tilde{c}_0 (p_D, \bar{\lambda}_c) = (1 - p_D) \frac{\exp(-\bar{\lambda}_c)}{(\bar{\lambda}_c + p_D)!} (\bar{\lambda}_c + p_D) \] (30)
\[ \tilde{c}_1 (p_D, \bar{\lambda}_c) = p_D \frac{\exp(-\bar{\lambda}_c)}{(\bar{\lambda}_c + p_D)!} (\bar{\lambda}_c + p_D), \] (31)

where we define and extend the factorial function to non-integer arguments \( x \in \mathbb{R} \) by using the interpolation relation with the Gamma function \( \Gamma(x) \).

When considering the corner case \( p_D = 1 \) and \( \bar{\lambda}_c = 0 \), it follows that \( \lambda_c = 0 \), and we get \( \tilde{c}_0(1,0) = 0 \) and \( \tilde{c}_1(1,0) = 1 \). Thus, we end up with the transformed measurement likelihood for classical Kalman filtering \( p(\tilde{Z}|x) = g(\tilde{z}|x) \sim \chi^2_{m_z} \), which, in fact, corresponds to the classical consistency measure in Kalman filtering, the NIS.

C. Self-Assessment Module

Our proposed SA module for SOT in clutter using nearest neighbor association consists of four different components. First, the overall opinion is described, where all assumptions are joined and checked as a whole. Afterward, the three different components, i.e., association, measurement, and clutter, are checked individually. For all checks in the SA module, we use the general approach of our SL-based distribution test from [14], which is briefly described in Section IV-A.

1) Overall Opinion: With the overall opinion, the SA can make a general statement of the tracking quality. On the one hand, a simply tangible measure for tracking assessment is obtained. On the other hand, when tracking performs poorly, it is unclear why and especially which assumption is violated. For calculation of the overall opinion, the transformed measurement likelihood (29) is used as reference. This reference distribution is modeled and implemented as the SL opinion \( \omega^{ref}_{X,overall} \), designed as a dogmatic opinion with \( u_X = 0 \). To check \( \omega^{ref}_{X,overall} \) and obtain the overall SA score, we apply our SL-based distribution test using the general approach in Section IV-A and accumulate and represent the collected data in a long-term SL opinion \( \omega_{X,overall} \).

2) Association Opinion: The second opinion focuses on the association component mainly influenced by the detection probability \( p_D \in [0,1] \). The underlying opinion is constructed as binomial opinion with the event that an association has or has not taken place. Starting from (29), we split the likelihood into two parts, where \( \tilde{c}_0 (p_D, \bar{\lambda}_c) \) displays the probability that no association took place and the probability resulting by integrating \( \tilde{c}_1 (p_D, \bar{\lambda}_c) \chi^2_{m_z} \) over the corresponding limits represents the reference probability that an association took place. This results in our reference opinion \( \omega^{ref}_{X,assoc} \). By using the nearest neighbor association, we can accurately determine in each time step whether or not an association has taken place and generate a corresponding opinion with evidence of one. This opinion is fused with our evidence-based long-term opinion \( \omega_{X,assoc} \) to check the reference opinion \( \omega^{ref}_{X,assoc} \) using the general approach of our SL-based distribution test.

3) Measurement Opinion: The following opinion represents the spatial uncertainty of the associated measurement. Starting from the overall opinion and the transformed measurement likelihood in (29), we focus on the second part \( \tilde{c}_1 (p_D, \bar{\lambda}_c) \chi^2_{m_z} \), for the quality measure, which contains the event that the object is detected. The opinion generation of \( \omega^{ref}_{X,meas} \) and \( \omega_{X,meas} \) works similarly to the overall opinion, except that for a missed detection, i.e., no measurement is associated, we generate a vacuous opinion. This means that, in this case, we have the information that no statement can be made, which results in no belief and total uncertainty.

4) Clutter Rate Opinion: The opinion \( \omega_{X,clutter} \) checks the assumed Poisson distributed clutter rate \( m_k \sim \text{Poi} (\bar{\lambda}_c) \), modeled by the reference \( \omega^{ref}_{X,clutter} \). This opinion is entirely independent of the other opinions, especially of the overall opinion. Moreover, the spatial distribution of clutter is not considered in this opinion. We model this opinion based on confidence intervals of the Poisson distribution, namely, 50% confidence around the expected value and 25% below and above this middle confidence interval.
VI. SIMULATIONS

We construct a challenging simulation scenario to evaluate our proposed approach, which can be motivated by, e.g., adverse weather conditions in an automated driving scenario. In the scenario, we consider a single-object multi-sensor simulation setup where three sensors, measuring the position in two dimensions \((x, y) \in \mathbb{R}^2\), are used to track a single object in clutter. In the beginning, all sensors are modeled the same for the tracking assumptions, i.e., the detection probability, the clutter process, and the spatial uncertainty. The single object being tracked may be, for example, a vehicle traveling in front of an automated vehicle that is to be followed using adaptive cruise control.

In the simulation scenario, sensor 1 is our disturbed sensor while the others are still functioning normally. This can be motivated by the fact that sensor 1 is a particular type of sensor that is more susceptible to adverse weather conditions, such as a camera. In the time steps 100 to 200, the ground truth spatial measurement noise of sensor 1 is increased from \(\sigma_w = 0.75\) m by a factor of 4, while the assumed noise in our tracking algorithm is kept constant. This corresponds to a degradation of the sensor accuracy, e.g., due to fog, affecting the view of the camera sensor. Then, from time step 300 to 350, the expected ground truth clutter rate of sensor 1 is decreased from \(\lambda_c = 4\) by half, while the assumed rate in our tracking algorithm remains constant. At first glance, this sounds counterintuitive because tracking usually gets better when there is less clutter. However, this is the more challenging case for the SA module since a higher clutter rate possibly leads to false clutter associations and, thus, to track divergences. These effects can be detected by the SA and lead to a significant increase in SA scores for all opinions. A decreasing clutter rate is much harder to detect and can be caused, for example, by an improvement of the conditions in changeable weather, which can result in fewer clutter detections in the camera sensor. Finally, from time step 450 to 500, the ground truth object detection probability of sensor 1 is reduced from \(p_D = 0.9\) to \(\hat{p}_D = 0.6\), while the assumed probability in our tracking algorithm remains constant. This means that the sensor has more difficulty detecting the object, which can be caused, for example, by the camera being blinded at sunset.

The simulation results, which are averaged values from 200 Monte Carlo runs, are visualized in Fig. 2. Our SL-based SA module is compared to the time-average NIS. Moreover, we plot the scores for the disturbed sensor 1 and, as an exemplary comparison for a normally working sensor, for sensor 2. The NIS is visualized along with the 99% confidence interval calculated under the influence of the time-average version of the NIS and the Monte Carlo runs. In comparison, our SL-based SA scores, including the sensor measures and the corresponding explicit uncertainty, are presented along with the dynamically calculated threshold for the DC, which we derived in Section IV-B.

It can be seen that after time step 100, the sensor 1 SA scores of the overall, association, and measurement SA rise above the threshold, indicating that the reliability of the tracking has deteriorated. The association SA reacts the fastest, followed by the overall and the measurement SA. This is because it is pretty challenging to identify the spatial measurement uncertainty of a sensor in the presence of clutter. In contrast, the time-average NIS reacts even faster and quickly exceeds the confidence interval. However, the NIS score of sensor 2, which operates normally, also exceeds the confidence interval. Here, the SL-based SA scores correctly reflect the behavior of sensor 2 and are below the thresholds. At time step 300, the clutter SA score of sensor 1 rises rapidly above the threshold. In fact, this is the only SA score that clearly detects the decreased clutter rate. The time-average NIS does not detect this aspect. As mentioned earlier, while a lower clutter rate generally improves the tracking, knowledge of this rate and further adjustments to the parameter can improve the tracking results. Then, at times step 450, the detection probability of sensor 1 is reduced, which is slightly noticeable in the overall SA score, without exceeding the threshold. However, the association SA quickly and clearly detects the assumption violation. The time-average NIS, on the other hand, increases only gradually.

All in all, this shows that our proposed SA is capable of detecting the respective malfunctions and indicating them accordingly. The SL-based SA exhibits a more detailed and focused analysis than the time-average NIS. Moreover, it is shown that the NIS-based SA fails to detect a decreased clutter rate and wrongly detects failures also in other sensors, while the proposed approach works as expected.

VII. CONCLUSION

In this work, we proposed a novel SL-based SA scheme for SOT in clutter with an overall and component analysis of certain tracking assumptions. The online reliability scores of our method include a measure for the statistical uncertainty to gain a comprehensive overall assessment. We mathematically derived a formula to adequately choose the sensitivity threshold for the comparison measure DC. Furthermore, the reference distribution for our SA module was theoretically derived. A challenging simulation scenario showed that the proposed approach reliably detects sensor accuracy degeneration. Furthermore, our SA can also clearly identify wrong assumptions on the clutter rate or object detection probability. At the same time, the NIS, as the state-of-the-art baseline method, has its difficulties.

In future work, we want to extend our SA to further association algorithms for SOT in clutter, e.g., the probabilistic data association. In this context, we want to build up a general concept and structure of SA modules with interchangeable association algorithms for SOT in clutter. Furthermore, we want to extend our approach to multi-object tracking.
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