ABSTRACT

We show that de-focused single particle images recorded using a cryo-electron microscope (cryoEM) system may be processed like a Fresnel zone in-line hologram to obtain physically meaningful quantitative phase maps associated with individual particles. In particular, a region-of-interest (ROI) of the de-focused image surrounding a particle can be numerically back-propagated, in order to determine accurate de-focus information based on the sparsity-of-gradient merit function. Further with the knowledge of de-focus information, an iterative Fresnel zone phase retrieval algorithm using image sparsity constraints can accurately estimate the quantitative phase information associated with a single particle. The proposed methodology which can correct for both de-focus and spherical aberrations is a deviation from the image processing chain currently used in single particle cryoEM reconstructions. Our illustrations as presented here suggest that the phase retrieval approach applies uniformly to de-focused image data recorded using the traditional CCD detectors as well as the newer direct electron detectors.
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1 Introduction

The developments in the area of cryo-electron microscopy (cryoEM) over the last decade have revolutionized structural biology by enabling 3D reconstruction of bio-molecules with resolution approaching that offered by X-ray crystallography [1]. A key advantage of cryoEM is that it is not required to crystallize the bio-molecules [2], thereby reducing the time required for structure determination to a matter of weeks or months. The recent developments in cryoEM involving introduction of hardware components like phase plates [3], direct electron detectors [4] and spherical aberration correctors [5] have helped in significantly improving the achievable 3D resolution and has thus generated considerable interest in cryoEM imaging worldwide [6,7].

Single-particle reconstruction from cryoEM images is a challenging task due to the relatively high level of noise. The noise level in the recorded cryoEM images cannot be reduced due to the inherent limitation on allowable electron dosage. By now a well-developed image processing chain exists in the form of open source software tools such as EMAN [8], RELION [9,10] and many others that are currently being used routinely by a number of structural biologists worldwide. The image processing chain involves steps such as particle picking, contrast transfer function (CTF) estimation, Wiener...
filtering or other methods for CTF correction, class averaging, and particle alignment followed by 3D reconstruction [1]. Considerable efforts have gone into developing algorithms that have gone into these software tools that are able to provide impressive high quality image reconstructions to the cryoEM users from highly noisy micrographs.

De-focused cryoEM micrographs are known to represent in-line Fresnel zone electron wave holograms [12] [13] (this is how Dennis Gabor initiated his work in holography) formed by the interference of the scattered object wave and the unscattered wave. Recovery of complex-valued exit wave in transmission electron microscopy based on a series of de-focused micrographs using an approach that combines the transport of intensity equation and iterative algorithms has been demonstrated [14]. This in-line holography aspect of the cryoEM data however appears to have been somewhat lost in how the cryoEM reconstruction methodology has evolved traditionally. The basic framework regarding the definition of CTF in cryoEM is indeed based on assumption that the particles being imaged are nearly pure phase objects and the various steps in reconstruction methodology do utilize ideas from Fourier optics. However the reconstructed image by current cryoEM algorithms cannot be claimed to provide physically meaningful quantitative phase information about the individual macro-molecular particle images. Over the same time period when cryoEM reconstruction methodologies were being developed, Fourier and Fresnel zone phase retrieval ideas in optics literature have made tremendous progress that has somehow not made its way into the cryoEM algorithms to the best of our knowledge. Our tests with standard cryoEM data reveal that in-line holography methodologies can detect the focus plane by simple Fresnel back-propagation of the recorded local ROI of a single particle. The de-focus value is found to vary from particle to particle with a mean nearly equal to the nominal de-focus value based on the standard CTF estimation methods. Further, with the knowledge of accurate de-focus value, the variant of a sparsity assisted Fresnel zone phase retrieval algorithm [15] can estimate quantitative phase information associated with a single particle by using only the local ROI image information. The methodology does not suffer from the usual problems associated with CTF estimation from noisy data and also with the zeros of CTF that make it difficult to perform Wiener filtering. Further we find that the iterative Fresnel-zone phase retrieval provides a complex-valued exit wave (transmitted field from a single particle) which is consistent with the recorded intensity data. The complex-valued exit wave field can thus be associated with physically meaningful quantitative phase information for an individual particle. The illustrations shown in this paper represent our initial work and we believe that this line of thought may lead to significant research activity in cryoEM reconstruction in future.

The paper is organized as follows. In Section 2 we test a focus plane detection criterion using local ROI information for single particles from a de-focused cryoEM micrograph frame. The focus plane detection methodology is illustrated for multiple particles in a single micrograph. In Section 3, we lay out a noise robust iterative framework for Fresnel zone phase recovery from de-focused images of single particles and show phase recoveries for a micrograph from the standard KLH (Keyhole Limpet Hemocyanin) dataset [16]. Section 4 presents iterative phase recoveries using a micrograph from the Apoferritin dataset EMPIAR-10146 that has been recorded the newer direct electron detector to illustrate that the proposed methodology for quantitative phase imaging can be applied uniformly to generic cryoEM data. In Section 5 we will discuss our conclusions and thoughts on future directions.

2 Test of focus detection metric for cryoEM data

In this and the later Sections we will use the standard Fourier optics model for detected cryoEM images. In particular, for an electron wave-function $\psi_0(x, y)$ incident on a sample located in the $z = 0$ plane, the exit wave transmitted through the sample is given by:

$$g(x, y) = \psi_0(x, y) t(x, y).$$

Here $t(x, y)$ represents the complex valued transmission function of a single particle. The function $t(x, y)$ is usually assumed to represent a weak-phase object of the form:

$$t(x, y) = A(x, y) \exp[i\theta(x, y)] \approx A_0[1 + i\theta(x, y)].$$

The recorded cryoEM images have two main aberrations in the form of de-focus $\Delta z$ and the spherical aberration described by the coefficient $C_s$. The spherical aberration is present inherently in the system whereas the de-focus is introduced while recording an image in order to introduce contrast in the image. The coherent transfer function for the imaging system may therefore be described in terms of spatial frequency coordinates $(f_x, f_y)$ as [2]:

$$H(f_x, f_y) = H_0(f_x, f_y) \exp[-i\pi \Delta z \rho^2 + i(\pi/2)C_s \lambda^3 \rho^4],$$

with $\rho = \sqrt{f_x^2 + f_y^2}$. In the above relation, $H_0(f_x, f_y)$ is a slowly varying envelope function, which for the present work will be assumed to be a constant, and $\lambda$ is the electron wavelength. The recorded image irradiance may therefore be described as per the linear system model of imaging as:

$$I(x, y) = |\mathcal{F}^{-1}\{\mathcal{F}[g(x, y)] H(f_x, f_y)\}|^2.$$
Here the notation $\mathcal{F}\{\ldots\}$ represents the two-dimensional Fourier transform operation. The image formation hardware chain in cryoEM systems is similar to a 4F system in Fourier Optics literature [17]. Due to the form of the transmission function as in Eq. (2), the recorded image $I(x, y)$ may be considered to be an in-line electron wave hologram [13].

The conventional method of estimating the de-focus of a micrograph involves modeling the Contrast transfer function (CTF) of the system and comparing this model with the position of Thon rings in the micrograph’s 2D-Fourier transform. The system CTF is given by:

$$CTF(\rho) = w \cos \chi(\rho) + \sqrt{1 - w^2} \sin \chi(\rho),$$

(5)

where $w$ is the fraction of the total contrast attributed to sample absorption (amplitude contrast) and $\chi(\rho)$ is the frequency dependent phase-shift given by:

$$\chi(\rho) = -\pi \lambda \Delta z \rho^2 + \frac{\pi}{2} C_s \lambda^3 \rho^4.$$

(6)

As we can observe from (6), the phase shift $\chi(\rho)$ depends on the electron wavelength $\lambda$, the de-focus (to be estimated) and the spherical aberration coefficient $C_s$, which is generally known. The de-focus for the micrograph is estimated using a least-square fitting of the model CTF and the 2D Fourier transform of the micrograph within a range of spatial frequencies. The amplitude contrast $w$ is generally set to a small value (such as 0.07 or 0.1) and not explicitly measured for each measurement. There are several open-source software available for CTF estimation such as CTFFIND4 [18] and GCTF [19], that are based on above the principle. These software tools estimate de-focus of the micrograph as a whole and not for individual particles. Although recent versions of reconstruction software implement CTF refinement to compensate for variations in particle-to-particle de-focus, this is done at a later stage of the reconstruction pipeline when a 3D density map is already available [20].

The discussion above is part of the standard description of cryoEM systems. We however deviate from the standard image processing chain. While the usual processing methodology centers around aligning and averaging a number of individual particles, we focus on retrieving quantitative phase information just using cropped local ROI surrounding a single particle. While the high level of noise in the data is certainly a challenge in this task, we observe that meaningful information may be recovered out of a local single particle ROI.

A typical cryoEM micrograph is shown in Fig. 1. This micrograph has been taken from the standard KLH data-set recorded using the Phillips CM 200 system operated at 120 kV. The de-focus value for this specific micrograph is around $2.7 \mu$m (estimated using CTFFIND4) and the pixel size after accounting for magnification is $2.2$ Angstrom. This micrograph has been categorized as a part of the farther from focus (FFF) data with a nominal de-focus value of $3 \mu$m. Our first task is to determine the accurate de-focus distance $\Delta z$ for an individual particle. For this purpose we take a $256 \times 256$ pixel ROI centered on an individual particle and perform the back-propagation operation (including the effect of spherical aberration) that is a standard procedure for handling an in-line hologram in optical imaging. The extent of blurring in the single particle due to de-focus and spherical aberrations is visible in the image and the ROI size has been selected to be much larger than that. The ROI image is cropped out of the recorded data frame $I(x, y)$ as in Fig. 1 and will be denoted as $I_{ROI}(x, y)$. The ROI image is processed with the filter $H^*(-f_x, f_y)$ as follows:

$$q(x, y; z) = \mathcal{F}^{-1}\{\mathcal{F}[I_{ROI}(x, y)] \exp[i\pi \lambda z \rho^2 - i(\pi/2)C_s \lambda^3 \rho^4]\}.$$

(7)

The filtering operation above is performed in small steps of $\delta z = 5$ nm in $z$ over the range $z_1 = 2 \mu$m to $z_2 = 4 \mu$m. Since the above operation is implemented in computer using the FFT algorithm, the ROI image $I_{ROI}(x, y)$ is first even- symmetrized to avoid boundary artifacts. After the back-propagation computation, the top left quadrant of the result is used for further processing. As shown by Volkov et al in the context of the transport of intensity equation, this symmetrization operation conserves the total energy in the field within the computational boundary [21]. We note that $q(x, y; z)$ is a complex-valued function. In order to find the appropriate numerical value of de-focus $\Delta z$, we evaluate the Sparsity of Gradient (SoG) merit function [22, 23] (also known as the Tamura coefficient) given by:

$$M(z) = \sqrt{\sigma_u/u},$$

(8)

where $u(x, y; z)$ is the gradient magnitude image:

$$u(x, y; z) = \sqrt{\left|\nabla_x q(x, y; z)\right|^2 + \left|\nabla_y q(x, y; z)\right|^2}.$$

(9)

In Eq. (8), $\sigma_u$ and $\langle u \rangle$ stand for the standard deviation and mean of the numerical pixel values in $u(x, y; z)$. The numerical value of $z$ for which the merit function $M(z)$ is maximum over the range of $z_1 = 2 \mu$m to $z_2 = 4 \mu$m is then treated as the de-focus $\Delta z$ for that particular particle. Sparsity of gradient is known to be a robust criterion for focus plane detection in the context of in-line holograms in optics literature. It has been shown to yield accurate de-focus distance estimate even in cases when the weak phase approximation for the transmission function $t(x, y)$ does not hold. In Fig. 2 we show the result of the back-propagation process described above for a cropped ROI centered on
the particle marked as “1” in Fig. 1. The raw ROI image is shown in Fig. 2(a). The corresponding plot of the merit function $M(z)$ is shown in Fig. 2(b) which shows that the de-focus value for the particle $\Delta z$ is given by 3.67 $\mu$m. Finally the amplitude and phase of the back-propagated functions $q(x, y; z)$ for $z = \Delta z$ (obtained as per maximum of the merit function) are shown in Fig. 2(c), (d) respectively. The phase map of $q(x, y; z = \Delta z)$ clearly shows features of the single particle structure, however, this phase map is not physically meaningful as it is corrupted by the extra terms (the dc and twin terms) that are present in the in-line hologram replay. We note that the de-focus value $\Delta z$ for the individual particles differs from the nominal de-focus value of 2.7 $\mu$m that was estimated using CTFFIND4 \cite{18} using the whole micrograph. For 20 different particles in the micrograph in Fig. 1, the de-focus values $\Delta z$ as obtained using this approach have mean and standard deviation equal to 2.9 $\pm$ 0.7 $\mu$m respectively. It is important to note that only the local ROI image of a particle has been used in the de-focus estimation for individual particles and the process did not involve matching the noisy Thon rings associated with the micrograph to the CTF model. We additionally show the amplitude and phase of the back-propagated the ROI image $q(x, y; z)$ in Fig. 2(e),(f) when the value of $z = 2.7 \mu$m (as known for the whole micrograph) is used. We note that while the amplitude and phase are still not physically meaningful, the contrast in the phase image as in Fig. 2(f) is slightly lower compared to that in Fig. 2(d) obtained using de-focus estimated using peak of the merit function. We note that the range of numerical values taken by the merit function $M(z)$ is small, however, based on comparison of the phase maps in Fig. 2(d),(f), the peak seen at $z = 3.67 \mu$m may have significance as we will see again later in this paper. While sparsity of gradient merit function has been shown to provide robust de-focus estimates in optical in-line holography, the accuracy of this approach for cryoEM particle images needs further study, since the noise in cryoEM micrographs is much higher. A detailed comparative study of this defocus estimation method with the conventional CTF estimation procedure needs to be performed in future.

### 3 Fresnel-zone phase retrieval for individual single-particles

In the previous section we showed that applying the sparsity of gradient merit function allows us to determine the de-focus $\Delta z$ for an individual particle using the local ROI information alone. Our next task is to determine the complex valued exit wave $g(x, y)$ as defined in Eq. 1, which amounts to solving a Fresnel zone phase retrieval problem. Since the recorded data $I_{ROI}(x, y)$ in a cryoEM system has high level of noise, we prefer to address this problem via a sparse optimization problem. Such an optimization method is preferable over the traditional phase retrieval based on the Gerchberg-Saxton type algorithms \cite{24, 25} which will require us to match the noise in $I_{ROI}(x, y)$ in every iteration.
We formulate the retrieval of complex-valued exit wave $g(x,y)$ as a problem of minimizing a cost function of the form:

$$C(g, g^*) = C_1 + \alpha C_2$$

$$= ||I_{ROI} - |\hat{A}g|^2||^2 + \alpha L(\nabla g, \nabla g^*).$$

(10)

Here the operator $\hat{A}$ refers to forward modeling of the exit wave up to the detector and is defined as:

$$\hat{A}g = F^{-1}\{H(f_x, f_y)F[g(x,y)]\},$$

(11)

with system model $H(f_x, f_y)$ as defined in Eq. (3). Our aim is therefore to obtain a complex-valued solution $g(x,y)$ whose detector plane irradiance is close to $I_{ROI}(x,y)$. The nature of the solution is additionally controlled by a penalty function $L(\nabla g, \nabla g^*)$ and a positive valued regularization parameter $\alpha$. For penalty term, we use the modified Huber function [26]:

$$L(\nabla g, \nabla g^*) = \sum_{k=\text{all\ pixels}} \left[ \sqrt{1 + \frac{|\nabla g_k|^2}{\delta^2}} - 1 \right].$$

(12)

In the iterative solution, parameter $\delta$ is made equal to the median of the gradient magnitudes $|\nabla g|$ of the current guess solution. This ensures that at pixels where $|\nabla g_k| >> \delta^2$, the penalty function is similar to the edge preserving total variation (TV) penalty. On the other hand at pixels where $|\nabla g_k| << \delta^2$, $L(\nabla g, \nabla g^*)$ is similar to a quadratic penalty in gradient magnitude which has image smoothing property. The Huber penalty function therefore preserves edges as well as slowly varying grey-scale features in the image solution. It is important to note that the cost function $C(g, g^*)$ is real valued (and positive) while the solution $g(x,y)$ that we are seeking is complex-valued. The descent directions required for the minimization thus need to be defined in terms of the complex or Wirtinger derivatives [27]:

$$\nabla g^* C_1 = -2\hat{A}^\dagger[(I_{ROI} - |\hat{A}g|^2)(\hat{A}g)],$$

(13)
While the first use of this optimization approach was reported for single-shot interferogram analysis, MGD is a generic Wirtinger flow algorithm [28] for the phase retrieval problem. Instead of selecting the parameter which corresponds to the yellow box marked as particle 1 in Fig. 1. Figure 3(b), (c) show the amplitude and phase $\theta$ when the angle $\alpha$ exceeds a large obtuse value (e.g. 160 degrees) which indicates that the error and Huber terms of $12$ cannot decrease simultaneously [29]. MGD is inspired by a successful algorithm called as ASD-POCS (adaptive Steepest Descent - Projection onto convex sets) in X-ray computed tomography [30]. While the first use of this optimization approach was reported for single-shot interferogram analysis, MGD is a generic methodology that can apply to optimization problems such as the present problem stated in Eq. (10). The MGD methodology updates the guess solution in the direction that bisects the descent directions corresponding to the two terms $C_1$ and $C_2$ of the cost function. We define two unit vectors:

$$\hat{u}_1 = \frac{\nabla g \cdot C_1}{|| \nabla g \cdot C_1 ||_2},$$

and

$$\hat{u}_2 = \frac{\nabla g \cdot C_2}{|| \nabla g \cdot C_2 ||_2},$$

A vector along the direction that bisects the two directions $\hat{u}_1$ and $\hat{u}_2$ may be defined as:

$$u = \frac{\hat{u}_1 + \hat{u}_2}{2}. $$

The $(n+1)$-th MGD iteration then progresses as follows:

$$g^{(n+1)} = g^{(n)} - \tau ||g^{(n)}||_2 |u|_{g=g^{(n)}}.$$

The main idea behind MGD is that the change in the solution $g$ due to the individual terms of the cost function during each iteration is made equal in magnitude. The step size $\tau$ was held constant and equal to $10^{-4}$ for simplicity in the illustrations shown in this paper, however, strategies using variable $\tau$ are possible. Since the vector $u$ can have norm in the range $[0, 1]$, the small step size as used here ensures that the solution changes in norm by small amount in one iteration. For starting guess of this procedure we use a real image with uniformly random pixel values with mean equal to the mean of $\sqrt{I_{ROI}(x, y)}$, where $I_{ROI}(x, y)$ is the cropped part of the micrograph centered on a single particle. This guess has been used since the micrograph is an in-line hologram corresponding to a weak phase object. We observe that starting this random initial guess, the solution progresses in such a manner that the angle between the two vectors $\hat{u}_1$ and $\hat{u}_2$ becomes a large obtuse angle. Since the vectors $\hat{u}_1$ and $\hat{u}_2$ are complex-valued, in order to define the angle $\theta_{12}$ between $\hat{u}_1$ and $\hat{u}_2$, we form two vectors by concatenating the real and imaginary parts of the two unit vectors and define the angle between them via the usual dot product based definition. Thus,

$$\theta_{12} = \arccos \left( \frac{\hat{v}_1 \cdot \hat{v}_2}{|| \hat{v}_1 ||_2 || \hat{v}_2 ||_2} \right),$$

where

$$v_1 = [\text{real}(\hat{u}_{1j}), \text{imag}(\hat{u}_{1j})]$$

and

$$v_2 = [\text{real}(\hat{u}_{2j}), \text{imag}(\hat{u}_{2j})].$$

Here the index $j = 1, 2, ..., (256)^2$ runs over all the pixels of ROI image matrix. The MGD iteration may be stopped when the angle $\theta_{12}$ exceeds a large obtuse value (e.g. 160 degrees) which indicates that the error and Huber terms of the cost function have essentially achieved a balance. The solution does not appear to change significantly beyond this point for more MGD iterations. Figure 5 shows typical recovered amplitude and phase map for a single particle using the MGD iterative approach. The raw ROI intensity image cropped from the micrograph is shown in Fig. 5(a) which corresponds to the yellow box marked as particle 1 in Fig. 1. Figure 5(b), (c) show the amplitude and phase of the complex valued solution $g(x, y)$ which represents the exit field of the single particle. The range of numerical values of the amplitude image in Fig. 5(b) is small indicating minimal amplitude contrast. The range of phase values in Fig. 5(c) also justifies the small phase object approximation that is usually assumed for the cryoEM samples. The
Figure 3: Result of MGD iteration applied to the cropped ROI image. (a) shows the ROI of micrograph used (marked as particle 1 in Fig. 1), (b) and (c) show amplitude and phase associated with the solution \( g(x,y) \) after 55 MGD iterations. This phase retrieval uses the de-focus value of \( \Delta z = 3.67 \mu m \) as obtained using the peak location of the merit function \( M(z) \) as shown in Fig. 1(b). (d) Squared magnitude of the re-projected solution \( |\hat{A}g|^2 \) has similar features as in the ROI image but now does not contain noise. (e), (f) Amplitude and phase of the iterative phase retrieval when de-focus value of \( \Delta z = 2.7 \mu m \) is used.

The quantitative phase map of the exit field shows stunning structural information regarding the particle, which has been obtained using only the cropped ROI of the micrograph. In order to cross-verify this solution, it is forward projected to obtain the detector domain field \( \hat{A}g \). The squared magnitude of this forward projected field \( |\hat{A}g|^2 \) is shown in Fig. 3(d) which shows features similar to that in the cropped micrograph \( I_{ROI}(x,y) \) as shown in Fig. 3(a). The forward projected image \( |\hat{A}g|^2 \) is observed to have significantly reduced noise compared to the raw data. The relative error between the ROI image \( I_{ROI}(x,y) \) and intensity of the forward projected solution \( g(x,y) \) defined as:

\[
E = \frac{||I_{ROI} - |\hat{A}g|^2||_2}{||I_{ROI}||_2}
\]

is approximately equal to 12% for the result in Fig. 3(b), (c). We believe that prior literature on cryo-EM has not explored the possibility of recovering the single-particle quantitative phase information as shown in the illustration above. We carried out a similar iterative recovery of the exit wave assuming the de-focus value of \( \Delta z = 2.7 \mu m \) which is the estimated de-focus for the whole micrograph. The corresponding amplitude and phase of the recovered complex-valued field are showed in Fig. 3(e), (f) respectively. Once again we note that the quantitative phase of the exit wave in Fig. 3(f) has features similar to that in Fig. 3(c), although a somewhat lower contrast and numerical phase range. The relative error \( E \) estimated using the amplitude and phase in Fig. 3(e),(f) is still close to 12 %. The behaviour of angle \( \theta_{12} \) between the descent directions corresponding to the two terms of the cost function in Eq. (10) as a function of iteration number for recoveries in Fig. 3(b), (c) is shown in Fig. 4. We observe that the angle \( \theta_{12} \) rises to above 160-degrees in 54 iterations. The relative error \( E \) as a function of iterations is also plotted in Fig. 4(b). Figure 5 shows exit wave recoveries for two other particles (marked as 2, 3 in the micrograph shown in Fig. 1). The cropped ROI raw data (Fig. 5(a),(b)), the recovered amplitude (Fig. 5(c),(d)) and phase (Fig. 5(e),(f)) are displayed in this illustration. The de-focus values estimated for these two particles using the merit function peak are 2.47 \( \mu m \) and 3.395 \( \mu m \) respectively. Once again the amplitudes \( g(x,y) \) are nearly flat and the quantitative phase maps show interesting structural information relevant to the single particles in different orientations. The relative error \( E \) for these two cases defined as per Eq. (22) is once again approximately 12%.
Figure 4: (a) The behavior of angle $\theta_{12}$ between the descent directions $\mathbf{u}_1$ and $\mathbf{u}_2$ as a function of MGD iterations for the illustration in Fig. 3. The angle is seen to rise steadily to a large obtuse value (in about 90 iterations), indicating that the two terms in the cost function in Eq. (10) have achieved a balance. (b) Behaviour of relative error $E$ defined in Eq. (22) with iterations for the illustration shown in Fig. 3.

Figure 5: Exit wave recovery for two other particles (marked as 2, 3 in the micrograph shown in Fig. 1). (a), (b) raw cropped ROIs from the micrographs, (c), (d) reconstructed amplitudes, (e), (f) reconstructed phase images.

4 Quantitative phase retrieval for single particles in the Apoferritin data

In order to emphasize the generality of the Fresnel-zone phase retrieval approach discussed above, we apply identical focus plane detection and the MGD iterative procedure for two ROI regions from a micrograph in the Apoferritin data (EMPIAR-10146). The optimization problem described by the cost function in Eq. (10) may also be solved using more traditional approaches, but this will involve empirical tuning of the parameter $\alpha$ depending on the detector noise. The MGD approach however does not need any empirical tuning of free parameters. The Apoferritin data has been recorded on a 300 kV system with a direct electron detector and spherical aberration corrector. The effective pixel size in the micrographs for this data is 1.5 Angstrom. The spherical aberration coefficient $C_s$ for this system is negligible. A motion corrected micrograph from this data is shown in Fig. 6. The estimated defocus value for this micrograph determined using CTFFIND4 is approximately 2.5 $\mu$m and therefore we search for the focus plane in the range $z_1 = 1.5 \mu$m to $z_2 = 3.5 \mu$m. Our focus detection procedure based on the merit function peak however led to defocus values of $\Delta z = 3.4 \mu$m and $3.2 \mu$m that we have used for the iterative procedure. We have used two ROI regions of the size 256 $\times$ 256 pixels (marked in Fig. 6) for phase recovery. The complex exit wave recovery for the two ROIs shown in Fig. 6 are illustrated in Fig. 7. Once again the amplitude of the exit is nearly constant over the image area and the quantitative phase maps show distinct structural features corresponding to the single particles. Interestingly, the relative error performance of these recoveries as measured by the error function $E$ defined in Eq. (22) is 0.5%. Since the micrograph has been recorded using a direct electron detector with lower detector noise compared to the older KLH data, a better error performance for the MGD based recoveries is as expected. The intensity maps corresponding to
Figure 6: A motion-corrected micrograph from Apoferritin data EMPIAR-10146. The micrograph has a de-focus value of 2.5 µm estimated using CTFFIND4. The pixel size is 1.5 Ångstrom and the image has 1240 × 1200 pixels.

Figure 7: Iterative recoveries for two regions in the Apoferritin micrograph. (a),(d): Raw ROI regions cropped from micrograph, (b),(e): amplitude and (c),(f): phase of recovered exit wave.

Figure 8: Squared magnitude of the re-projected solution (|Åg|^2) for the two phase recoveries shown in Fig. 7. The relative error E for this dataset is 0.5%.
the forward projected solutions given by $|\hat{A}_g|^2$ for the two cases in Fig. 7 are shown in Fig. 8(a), (b) respectively and show features similar to those in Fig. 7(a), (d) with reduced noise. The results suggest that the methodology for focus plane detection using the sparsity of gradient merit function and the iterative procedure for complex-valued exit wave recovery applies uniformly to older CCD detector based systems as well as the newer systems using DED detector.

5 Discussion and future work

We have described a methodology for recovering physically meaningful quantitative phase maps associated with single particles information from cryoEM micrographs. In particular by treating the cryoEM micrograph as an in-line hologram, we use a sparsity of gradient merit function for estimating defocus associated with each particle using only the local ROI information surrounding a single particle. While this methodology for defocus estimation needs further study, the initial results indicate that it may be valuable for the cryoEM community. Further, using this defocus value, an iterative approach for sparsity assisted Fresnel-zone phase retrieval (including the effect of spherical aberration) is presented. The methodology provides quantitative phase information for individual single-particles in their specific orientations. It is observed that the recovered complex-valued exit wave is consistent with the raw detector data as permitted by the noise in the detected micrograph. As shown in our illustrative results, the overall procedure is uniformly applicable to micrograph data recorded using older CCD detector based systems as well as newer systems employing the direct electron detectors. The present processing steps in the 3D reconstruction chain in cryoEM employs steps such as contrast inversion and normalization of particle images, as a result the 3D reconstruction map is essentially qualitative in nature and each voxel of the map cannot be claimed to represent any physical quantity in a strict sense. The possibility of recovering meaningful quantitative phase information for individual particles is valuable in our opinion, as the phase map of the exit wave is related to the tomographic projection of the individual particle in given orientation. The implications of the quantitative phase information in 3D reconstruction remains to be explored in future.

Funding

AP acknowledges support from Prime Minister’s Research Fellowship. MB acknowledges partial support from Department of Biotechnology (Award number: BT/PR29264/BRB/10/1710/2018). KK acknowledges partial support from Department of Science and Technology India (Award number: ID/MED/34/2016).

References

[1] Werner Kühlbrandt. The resolution revolution. Science, 343(6178):1443–1444, 2014.
[2] E. V. Orlova and H. R. Saibil. Structural analysis of macromolecular assemblies by electron microscopy. Chemical Reviews, 111:7710–7748, 2011.
[3] Radostin Danev and Kuniaki Nagayama. Chapter fourteen - phase plates for transmission electron microscopy. In Grant J. Jensen, editor, Cryo-EM Part A Sample Preparation and Data Collection, volume 481 of Methods in Enzymology, pages 343 – 369. Academic Press, 2010.
[4] Benjamin E. Bammes, Ryan H. Rochat, Joanita Jakana, Dong-Hua Chen, and Wah Chiu. Direct electron detection yields cryo-em reconstructions at resolutions beyond 3/4 nyquist frequency. Journal of Structural Biology, 177(3):589 – 601, 2012.
[5] Heiko Müller, Ingo Maßmann, Stephan Uhlemann, Peter Hartel, Joachim Zach, and Maximilian Haider. Aplanatic imaging systems for the transmission electron microscope. Nuclear Instruments and Methods in Physics Research Section A: Accelerators, Spectrometers, Detectors and Associated Equipment, 645(1):20 – 27, 2011.
[6] Ka Man Yip, Niels Fischer, Elham Paknia, Ashwin Chari, and Holger Stark. Atomic-resolution protein structure determination by cryo-em. Nature, 587(3):157–161, 2020.
[7] Takanori Nakane, Abhay Kotecha, Andrij Sente, Greg McMullan, Simonas Masiulis, Patricia M. G. E. Brown, Ioana T. Grigoras, Lina Malinauskaite, Tomas Malinauskas, Jonas Miehling, Tomasz Uchański, Lingbo Yu, Dimple Karia Evgeniya V. Pechnikova, Erwin de Jong, Jeroen Keizer, Maarten Bischoff, Jamie McCormack, Peter Tiemeijer, Steven W. Hardwick, Dimitri Y. Chigradze, Garib Murshedov, A. Radu Aricescu, and Sjors H. W. Scheres. Single-particle cryo-em at atomic resolution. Nature, 587:152–156, 2020.
[8] Guang Tang, Liwei Peng, Philip R. Baldwin, Deepinder S. Mann, Wen Jiang, Ian Rees, and Steven J. Ludtke. Eman2: An extensible image processing suite for electron microscopy. Journal of Structural Biology, 157(1):38 – 46, 2007.
[9] Sjors H.W. Scheres. A bayesian view on cryo-em structure determination. *Journal of Molecular Biology*, 415(2):406 – 418, 2012.

[10] Sjors H.W. Scheres. Relion: Implementation of a bayesian approach to cryo-em structure determination. *Journal of Structural Biology*, 180(3):519 – 530, 2012.

[11] Joachim Frank. *Three-Dimensional Electron Microscopy of Macromolecular Assemblies*. Oxford University Press, 2006.

[12] Dennis Gabor. A new microscopic principle. *Nature*, 161:777–778, 1948.

[13] R. H. Wade. A brief look at imaging and contrast transfer. *Ultramicroscopy*, 46:145 – 156, 1992.

[14] Christoph T. Koch. Towards full-resolution inline electron holography. *Micron*, 63:69 – 75, 2014.

[15] Charu Gaur and Kedar Khare. Sparsity-assisted phase retrieval in the fresnel zone. *Journal of Modern Optics*, 66(12):1296–1304, 2019.

[16] Yuanxin Zhu, Bridget Carragher, Robert M Glaeser, Denis Fellmann, Chandrajit Bajaj, Marshall Bern, Fabrice Mouche, Felix de Haas, Richard J Hall, David J Kriegman, Steven J Ludtke, Satya P Mallick, Pawel A Penczek, Alan M Roseman, Fred J Sigworth, Niels Volkmann, and Clinton S Potter. Automatic particle selection: results of a comparative study. *Journal of Structural Biology*, 145(1):3 – 14, 2004.

[17] Joseph W Goodman. *Introduction to Fourier optics*. Roberts and Company Publishers, 2005.

[18] Alexis Rohou and Nikolaus Grigorieff. Ctffind4: Fast and accurate defocus estimation from electron micrographs. *Journal of Structural Biology*, 192:216 – 221, 2015.

[19] Kai Zhang. Gctf: Real-time ctf determination and correction. *Journal of Structural Biology*, 193(1):1 – 12, 2016.

[20] Jasenko Zivanov, Takanori Nakane, Björn O Forsberg, Dari Kimanius, Wim JH Hagen, Erik Lindahl, and Sjors HW Scheres. New tools for automated high-resolution cryo-em structure determination in relion-3. *eLife*, 7:e42166, Nov 2018.

[21] V.V. Volkov, Y. Zhu, and M. De Graef. A new symmetrized solution for phase retrieval using the transport of intensity equation. *Micron*, 33(5):411 – 416, 2002.

[22] Yibo Zhang, Hongda Wang, Yichen Wu, Miu Tamamitsu, and Aydogan Ozcan. Edge sparsity criterion for robust holographic autofocusing. *Opt. Lett.*, 42(19):3824–3827, Oct 2017.

[23] Miu Tamamitsu, Yibo Zhang, Hongda Wang, Yichen Wu, and Aydogan Ozcan. A robust holographic autofocusing criterion based on edge sparsity: Comparison of Gini index and Tamura coefficient for holographic autofocusing based on the edge sparsity of the complex optical wavefront. In Gabriel Popescu and YongKeun Park, editors, *Quantitative Phase Imaging IV*, volume 10503, pages 22 – 31. International Society for Optics and Photonics, SPIE, 2018.

[24] R. W. Gerchberg and W. O. Saxton. A practical algorithm for the determination of the phase from image and diffraction plane pictures. *Optik*, 35:237–246, 1972.

[25] J. R. Fienup. Phase retrieval algorithms: a comparison. *Appl. Opt.*, 21(15):2758–2769, Aug 1982.

[26] Charu Gaur, Baranidharan Mohan, and Kedar Khare. Sparsity-assisted solution to the twin image problem in phase retrieval. *JOSA A*, 32(11):1922–1927, 2015.

[27] DH Brandwood. A complex gradient operator and its application in adaptive array theory. In *IEE Proceedings H-Microwaves, Optics and Antennas*, volume 130, pages 11–16. IET, 1983.

[28] Emmanuel J Candes, Xiaodong Li, and Mahdi Soltanolkotabi. Phase retrieval via wirtinger flow: Theory and algorithms. *IEEE Transactions on Information Theory*, 61(4):1985–2007, 2015.

[29] Sunaina Rajora, Manjiri Butola, and Kedar Khare. Mean gradient descent: an optimization approach for single-shot interferogram analysis. *J. Opt. Soc. Am. A.*, 36(12):D7–D13, Dec 2019.

[30] Emil Y Sidky and Xiaochuan Pan. Image reconstruction in circular cone-beam computed tomography by constrained, total-variation minimization. *Physics in Medicine and Biology*, 53(17):4777–4807, aug 2008.