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Abstract
This paper presents a novel study of parameter-free attentive scoring for speaker verification. Parameter-free scoring provides the flexibility of comparing speaker representations without the need of an accompanying parametric scoring model. Inspired by the attention component in Transformer neural networks, we propose a variant of the scaled dot product attention mechanism to compare enrollment and test segment representations. In addition, this work explores the effect on performance of (i) different types of normalization, (ii) independent versus tied query/key estimation, (iii) varying the number of key-value pairs and (iv) pooling multiple enrollment utterance statistics. Experimental results for a 4 task average show that a simple parameter-free attentive scoring mechanism can improve the average EER by 10% over the best cosine similarity baseline.

1. Introduction
A trend in speaker recognition has focused on building systems utilizing fixed-size, compact, speaker embeddings. Examples include i-vectors [1], x-vectors [2], d-vectors [3, 4], residual network variants [5] and adapted network representations [6]. These embeddings are used directly for cosine based scoring as a similarity measure, or are included as part of a backend. The backend is trained either separately or jointly with the embedding network. For example, a PLDA model [7] was trained separately as part of a backend to score vectors [2]. For contrast, there is an example of joint training of an embedding extractor with a PLDA backend [8] or a decision network [9].

With the introduction of neural network Transformers [10], the speaker recognition community has considered how this work may be leveraged [11, 12, 13, 14]. Typically, the transformer encoder is involved in generating a speaker embedding. A key element of the Transformer model is the attention mechanism. In this work, we are interested in how attention can be used to compare utterance embeddings.

Interestingly, some work previously examined how attention could be applied as part of backend in an end-to-end trained system. For example, in [15], the authors utilize a mutual-attention approach to perform a weighted combination of enrollment frames given an intermediate test utterance embedding and vice versa. To compute the speaker similarity, rather than just using speaker embeddings, both the enrollment and test utterances are required. For the work in [16], the authors extract embeddings from short audio chunks and then use stacked modules of attention modeling to compute the final similarity score. Both approaches require scoring parameters to be estimated as part of the training process.

From an engineering perspective, having one single neural network that computes the speaker embedding without the need of additional parameters or models to compute the scores simplifies the deployment process of a speaker recognition system. It can also reduce risk related to version control [17] by avoiding the need to handle separate embedding generation and scoring networks.

Inspired by the Transformer work [10], we propose the use of a parameter-free attentive scoring mechanism\(^\text{1}\). To the best of our knowledge, this is the first paper to perform attentive scoring using a parameter-free comparison of speaker embeddings. In contrast to [15], this approach does not need the original recordings once the speaker embeddings are generated. In addition, we perform a study of how performance changes with different types of feature normalization (Layer norm [19], L2-Norm, and no-norm) and modeling complexity (i.e. the number of keys). We also evaluate scenarios with independent and tied queries/keys and as well as an approach for handling many enrollment utterances.

The remainder of the paper is as follows. Section 2 introduces the specifics of the parameter-free attentive scoring work; Section 3 provides details on the broader system used in the analysis; Section 4 follows this with an experimental analysis; and Section 5 wraps up with the conclusion.

2. Parameter-free attentive scoring
2.1. Core approach
In this section, we detail an attentive scoring mechanism based on the work of [10]. First, we assume that a jointly trained embedding network will generate the fixed dimensional speaker representations for both enrollment and test utterances. A test utterance representation \(U_t\) can be composed of \(M\) query vectors and \(M\) corresponding value vectors \(U_e = \{q_m, v_m\}_{m=1,\ldots,M}\). For each enrollment utterance, there are \(M\) key vectors and \(M\) corresponding value vectors. Given \(E\) enrollment utterances for a speaker, there are \(N\) key vectors (where \(N = M \times E\)) and \(N\) corresponding value vectors given by \(U_e = \{k_n, \alpha_n\}_{n=1,\ldots,N}\). Keys and queries are of dimension \(d_k\), while values are of dimension \(d_v\). Let a parameter \(\alpha\) represent a scaling factor (or temperature parameter [20]) for the softmax function; which can be jointly trained or directly specified as a hyperparameter (for example [10] set \(\alpha = 1/\sqrt{d_k}\)). The parameter-free (apart from \(\alpha\)) attentive score \(s_{at}\) may be calculated as follows:

\[
s_{at}(U_t, U_e) = \sum_{m=1}^{M} \sum_{n=1}^{N} w_{mn} q_m \cdot k_n
\]

\[
w_{mn} = \frac{\exp(\alpha q_m \cdot k_n)}{\sum_{m=1}^{M} \sum_{j=1}^{N} \exp(\alpha q_m \cdot k_j)}
\]

\(^\text{1}\)An open source implementation of attentive scoring and attentive temporal pooling modules based on Lingvo [18] is provided at: https://github.com/google/speaker-id/tree/master/lingvo
Here \((\cdot)\) represents the dot product.

The scoring function can be interpreted simply as a weighted combination of dot products across embeddings (i.e. the value vectors), where the weights are determined using the softmax calculation (based on query and key comparisons). In addition, the softmax weight function enables value vectors to be compared across multiple key/query indexes with an emphasis on the most relevant pairings. We found that normalization is important for enhancing performance and we discuss this next.

### 2.2. Normalization

In this work we examine different types of normalization and evaluate their effectiveness in experiments section.

#### 2.2.1. Layer normalization

One approach is Layer Normalization [19] where the features across a single example are transformed to have a zero mean and unit standard deviation. This is followed by the application of a per element bias and gain. While there are other possible configurations, we apply Layer Normalization at the utterance representation level.

#### 2.2.2. Query, key and value normalization

In Equations 1 and 2, the key and value vectors may be used as is or they can each be normalized. One approach we assess is to apply L2 length normalization to the query, key and value vectors. Note that if the value vectors are L2 length normalized, the attentive scoring function effectively calculates a weighted combination of cosine similarity scores.

#### 2.2.3. Global length normalization

Equation 1 can be interpreted as one large dot product between enrollment and test value vector representations with \(\{w_{mn}\}_{m,n}\) split between enrollment and test. The score \(s_{\text{att}}(U_t, U_e)\) can be calculated as follows.

\[
 s_{\text{att}}(U_t, U_e) = a \cdot b
\]  

(3)

\[
 a = \begin{pmatrix} \sqrt{\|t_1\|^2} & \cdots & \sqrt{\|t_M\|^2} \\ \sqrt{\|e_1\|^2} & \cdots & \sqrt{\|e_N\|^2} \end{pmatrix}, \quad b = \begin{pmatrix} \sqrt{\|t_1\|^2} & \cdots & \sqrt{\|t_M\|^2} \\ \sqrt{\|e_1\|^2} & \cdots & \sqrt{\|e_N\|^2} \end{pmatrix}
\]  

(4)

We can apply L2 length normalization to these representations to obtain a result that relates to a cosine or correlation calculation for the concatenated vector representations \(a\) and \(b\).

The normalized score may be calculated as:

\[
 s_{\text{att}}(U_t, U_e) = \frac{s_{\text{att}}(U_t, U_e)}{\sqrt{\|a\|^2 \|b\|^2}} = \frac{a \cdot b}{\sqrt{\|a\|^2 \|b\|^2}}
\]  

(5)

\[
 ||a||_2 = \sqrt{\sum_{m=1}^{M} \sum_{n=1}^{N} w_{mn}^2}, \quad ||t_m||_2 = \sqrt{\sum_{n=1}^{N} w_{mn}^2}, \quad ||e_n||_2 = \sqrt{\sum_{m=1}^{M} w_{mn}^2}
\]  

(6)

(7)

Here, \(\|a\|_2^2\) and \(\|b\|_2^2\) represent the squares of the Euclidean norms of the corresponding vectors \(a\) and \(b\). Similarly, \(\|t_m\|_2^2\) and \(\|e_n\|_2^2\) represent the squares of the Euclidean norms for \(t_m\) and \(e_n\). This normalized dot product is evaluated in the experiments as the Global L2-norm system.

### 2.3. Implementation considerations

This section covers the implementation considerations related to attentive scoring.

#### 2.3.1. Generating keys, queries and values

First we discuss how to generate the key/query/value vector representations from the speaker embedding network. A speaker embedding network based on Conformers [21] is used to generate a fixed dimensional representation. This is followed by a linear layer (without activation) where the number of output nodes is equivalent to the number of parameters needed to estimate the key/query/value vectors. The relevant vectors are un-packed from the speaker representation generated by the embedding network. Figure 1a shows how a packed speaker representation containing 2 query-key-value vectors is un-packed into independent queries (2 dimensions), keys (2 dimensions), and values (3 dimensions). Figure 1b shows how a query-key-value vector is un-packed when the queries and keys have values that are tied (i.e. they are the same).

There is an important clarification regarding enrollment utterances and the effective number of keys/queries/values. As presented in Figure 1, the number of enrollment keys (and similarly queries and values) for a speaker is the number of enrollment utterances for the speaker times the number of enrollment keys per utterance. Since there is only one test utterance involved in a train, this equates to \(M\) keys/queries per utterance. In the experiments there are up to 6 enrollment utterances per speaker. So, for the case of 6 enrollment segments, the number of enrollment keys, \(N\), would be equal to \(6 \times M\).

#### 2.3.2. Setting the softmax temperature

One clarification is how the softmax scaling parameter alpha \((\alpha)\) is set. In the attention paper [10], it is suggested that the softmax scaling parameter \((\alpha\) in Equation 2) can be specified manually as \(1/\sqrt{d}\). It is a scaling factor (or temperature) used to govern how much the highest score dominates the softmax function. In this work, we explicitly train the scaling factor which can be further explored in future studies.

#### 2.3.3. Handling many enrollment utterances

Another consideration is the handling of many enrollment utterances, since an embedding is generated and kept for each utterance. Having many enrollment utterances can make the size of the effective speaker representation significantly larger. For \(E\)
enrollment utterances for a speaker, the total number of values to manage is \( M \times E \times (d_k + d_v) \). In practical applications, we aim to keep this size reasonable. Some approaches to address this include hierarchical clustering, variability modeling and the most straightforward approach being a simple average of enrollment utterance representations. We examine the performance of simple averaging in the experiments in Section 4.5.

Figure 1: Packed and unpacked forms of an utterance representation for: (a) 2 sets of query-key-value triplets where the queries and keys are independently estimated. Note that for the current scoring paradigm the keys from test utterances and the queries from enrollment representations would not be used. (b) 2 sets of query-key-value outputs where queries and keys are tied and treated interchangeably. Here, as an example, \( q_{12} k_{12} \) means that the corresponding element in the vector can represent either a query term \( q_{12} \) test or a key term \( k_{12} \) for enrollment. Additionally, \( v_{12} \) represents the corresponding element from value vectors from either \( e \) enrollment or \( t \) test. For both (a) and (b) the value vectors are always tied for enrollment and test utterances.

3. System description

This section covers a description of the system used to generate the utterance embeddings, details on the attentive scoring approach and information on system training. First we discuss how the utterance embeddings are generated (see Figure 2).

The feature extraction front-end essentially consists of calculating log Mel-filterbank energy feature vectors which are then stacked. More specifically, given the speech signal, calculating log Mel-filterbank energies which are then concatenated to give 1024 dimensional features for each frame. In many situations, only the last frame of the model output is used, but intermediate statistics are available if they are needed for various streaming applications. Other works have considered related approaches [24, 25].

Given the cumulative mean and standard deviation statistics at the final frame, the system applies an affine transformation followed by a ReLU [26, 27] non-linearity to give 512 output dimensions. This is followed by a linear transformation that has a range of output nodes depending on the number of required parameters. For example, for the cosine calculation, the numbers of output nodes tested were 256, 512 and although not necessary, 2,304. For the attentive scoring approach, there were up to 36,864 output nodes.

The utterance embedding extractor is used to generate representations for both enrollment and test utterances. These representations are compared using the cosine similarity (as baseline) or the attentive scoring mechanism to generate a speaker similarity score. During training, these scores are scaled (using a scaling parameter that is trained) and are optimized according to a generalized end-to-end extended-set softmax loss [9]. Optimization is performed across randomly generated mini-batches, where each mini-batch compares the statistics of 128 utterances from 16 speakers. More details are available here [9, 4]. In this work, the system is trained with Adam optimization [28] and uses a warm-up (ramp-up) schedule of 50k steps before allowing the learning rate to decrease until it reaches 500k training steps (a similar approach was used in [10]).

4. Experiments

In this section, we describe the experimental data and perform various experiments examining the effect of normalization, query/key configuration, the number of keys, and enrollment utterance consolidation.

4.1. Training and evaluation data

The training set\(^2\) in Table 1 consists mostly of vendor collected speech queries from different language varieties using devices such as laptops and cell phones. It also includes LibriVox [29], CN-Celeb [30] and LDC sourced data (Fisher [31], Mixer 4/5 [32], TIMIT [33]).

\(^{2}\) A training set of 72 languages: Afrikaans, Akan, Albanian, Arabic, Assamese, Basque, Bengali, Bulgarian, Cantonese, Catalan, Creole, Czech, Danish, Dutch, English, Estonian, Filipino, Finnish, French, Galician, German, Greek, Gujarati, Hausa, Hebrew, Hindi, Hungarian, Icelandic, Igbo, Indonesian, Italian, Japanese, Kannada, Kazakh, Kirghiz, Korean, Lithuanian, Macedonian, Malay, Malayalam, Mandarin Chinese (Simplified), Mandarin Chinese (Traditional), Marathi, Mongolian, Norwegian, Odia, Oromo, Polish, Portuguese, Punjabi, Romanian, Russian, Samoan, Serbian, Sesotho, Sindhi, Slovak, Spanish, Swedish, Tamil, Telugu, Thai, Tibetan, Turk, Turkish, Ukrainian, Urdu, Uzbek, Vietnamese, Yoruba, Zulu.
For system training, we apply data augmentation techniques based on noise and room simulation effects [34, 35, 36]. Similar augmentation techniques [37, 38, 39, 2, 40] were previously used for speaker recognition. Noise is added to the training utterances with an SNR ranging from 3dB to 15dB. The signal amplitude is also varied from a scale of 0.01x to 1.2x.

Performance is evaluated by averaging the Equal Error Rate (EER) across the 9 language varieties listed in Table 1. We evaluate performance across two dimensions. The first is whether speaker enrollment consists of a single utterance or multiple (up to 6) utterances. For the single utterance enrollment task, we select the same trials as in the multiple enrollment utterance task, except that only the first enrollment utterance is chosen for enrollment. It is expected that the multiple enrollment case should have a significantly lower EER than the single enrollment result. The second factor considers if the speech is clean (the original enrollment) or noisy. The noisy data is simply the clean test segment with previously used for speaker recognition. Noise is added to the training utterances with an SNR ranging from 3dB to 15dB. The signal amplitude is also varied from a scale of 0.01x to 1.2x.

For system training, we apply data augmentation techniques based on noise and room simulation effects [34, 35, 36]. Similar augmentation techniques [37, 38, 39, 2, 40] were previously used for speaker recognition. Noise is added to the training utterances with an SNR ranging from 3dB to 15dB. The signal amplitude is also varied from a scale of 0.01x to 1.2x.

Performance is evaluated by averaging the Equal Error Rate (EER) across the 9 language varieties listed in Table 1. We evaluate performance across two dimensions. The first is whether speaker enrollment consists of a single utterance or multiple (up to 6) utterances. For the single utterance enrollment task, we select the same trials as in the multiple enrollment utterance task, except that only the first enrollment utterance is chosen for enrollment. It is expected that the multiple enrollment case should have a significantly lower EER than the single enrollment result. The second factor considers if the speech is clean (the original data) or noisy. The noisy data is simply the clean test segment data (not the enrollment segments) with previously unseen noise (at 3-15dB SNR) and reverberation effects applied.

4.2. Embedding normalization approaches

Table 2 compares the cosine similarity baseline systems with different attentive scoring configurations with tied keys and queries. Empirically, we found that the best cosine similarity result was achieved by calculating the cosine similarity between the test utterance representation and the average of the L2 normalized enrollment utterance representations. For cosine similarity scoring we compare three results. The first has an output embedding size of 256. We also include the result for an embedding size of 512, which is the maximum appropriate embedding size given a native conformer model dimension of 512. Unlike attentive scoring (which is a non-linear scoring function), there should be no additional benefit to increasing dimensionality past the native dimensionality when using a linear transform

Table 1: Composition of the training and evaluation data across languages for the (mostly) vendor collected data. All numbers are indicated in thousands (as indicated by [k]).

| Language               | Training | Evaluation |
|------------------------|----------|------------|
|                        | Spk [k]  | Utt [k]    |
| English (India)        | 6.0 2900 | 1.6 264    |
| English (US)           | 46.7 3329| 12.4 543   |
| French                 | 5.8 2458 | 1.4 161    |
| Hindi                  | 8.3 1642 | 2.4 106    |
| Italian                | 5.2 2251 | 1.2 102    |
| Japanese               | 6.2 2048 | 1.7 106    |
| Korean                 | 5.4 1407 | 1.5 160    |
| Portuguese (Brazil)    | 5.8 1675 | 1.5 107    |
| Spanish                | 4.6 2189 | 1.2 113    |
| Other Data/Sources†    | 139.8 54499 | - - - - |

† Includes vendor collected data from languages outside of the languages mentioned as well as LibriVox, CN-Celeb, and LDC sourced data.

4.3. Tied versus independent query-key estimation

In this section (see Table 3) we compare performance differences between a system where queries and keys are identical and a system where queries are estimated independently to keys. The results are mixed and may be dependent on the particular configuration of the queries-keys-values (i.e. fewer/more queries or keys). For system Key & Value L2-Norm (A), with only 8 queries/keys, independent query and key estimation provides improvement in 3 of the 4 base cases. For the Key & Global L2-Norm (B) system, with significantly more queries/keys at 32, tying the queries and keys is consistently better. Having independent queries and keys allows the model to set each query and its corresponding key to be very different and results in increased flexibility in the final scoring function. The attentive scoring function does not have this flexibility for tied queries and keys. It is forced to give high scores to speaker representations that are the same even though they may be de-

![Diagram of the utterance embedding extractor. The extractor generates embeddings for both enrollment and test utterances.](image-url)
Table 2: A comparison of cosine similarity baseline systems and attentive scoring normalization approaches. The attentive scoring results shared here are for tied query-key vectors. Models that generate the speaker representations vary from using 21.4M parameters (for the 256 dimensional embedding cosine similarity system) to 22.4M parameters (for systems with 2,304 total dimensions). For tied query-key attentive scoring, the total output dimension is calculated as the sum of the per key and per value dimensions all multiplied by the number of key-value pairs. For the system marked with an (A), the total output dimensionality per utterance is 2304 = (32 + 256) × 8. In the table we mark two systems with (A) and (B) and they will be used in latter comparisons.

| System                          | # Key-Value Pairs | # Dimensions Per Key | Single Enroll EER (%) | Multi Enroll EER (%) | Task Average EER (%) |
|---------------------------------|-------------------|----------------------|-----------------------|----------------------|----------------------|
| Baseline (Cosine Similarity)    | -                 | 256                  | 2.23 3.38             | 0.67 1.23            | 1.88                 |
| Attentive Scoring:              |                   |                      |                       |                      |                      |
| No normalization                | 8                 | 32 256               | 2.15 3.26             | 0.69 1.29            | 1.85                 |
| Layer Normalization [19]        | 8                 | 32 224 2048         | 2.15 3.30             | 0.71 1.30            | 1.86                 |
| Key & Value L2-Norm (A)         | 8                 | 32 256 2048         | 2.03 3.20             | 0.65 1.21            | 1.77                 |
| Key & Value L2-Norm             | 32                | 16 48 2048          | 2.01 3.20             | 0.65 1.22            | 1.77                 |
| Key & Global L2-Norm            | 8                 | 32 256 2048         | 1.94 3.15             | 0.61 1.20            | 1.72                 |
| Key & Global L2-Norm (B)        | 32                | 16 48 2048          | 1.93 3.02             | 0.60 1.15            | 1.68                 |

Table 3: Table comparing the results of the tied versus the independently estimated query and key vector approaches. The two systems listed (“Key & Value L2-Norm (A)” and “Key & Global L2-Norm (B)”) are the same as the corresponding ones in Table 2 for the tied query-key case. For independent queries and keys, additional speaker representation parameters are estimated to allow for the queries and keys to be independent. For example, the “Key & Value L2-Norm (A)” (query-key tied) system, with 8 keys, 32 dimensions per key and 256 dimensions per value vector, would require 8 × 32 = 256 additional parameters to support independent queries and keys. In this case, the number of parameters is increased from 2,304 to 2,560.

| System          | Total Dims | Single Enroll EER (%) | Multi Enroll EER (%) | Task Average EER (%) |
|-----------------|------------|-----------------------|----------------------|----------------------|
| (A) Tied        | 2304       | 2.03 3.20             | 0.65 1.21            | 1.77                 |
| Indep           | 2560       | 2.06 3.08             | 0.63 1.14            | 1.73                 |
| (B) Tied        | 2048       | 1.93 3.02             | 0.60 1.15            | 1.68                 |
| Indep           | 2560       | 2.04 3.12             | 0.62 1.17            | 1.74                 |

Table 4: Table of EERs as a function of the number of key-value pairs. These results are based on the “Key & Value L2-Norm (A)” system from Table 2 except that the number of keys is varied. (For reference, this system has tied queries/keys, 32 key dimensions and 256 value dimensions.)

| # Key-Value Pairs | Total Dims | Single Enroll EER (%) | Multi Enroll EER (%) | Task Average EER (%) |
|-------------------|------------|-----------------------|----------------------|----------------------|
|                  |            | Clean Noisy           | Clean Noisy          |                      |
| 1                 | 288        | 2.17 3.20             | 0.73 1.31            | 1.86                 |
| 2                 | 576        | 2.08 3.23             | 0.70 1.30            | 1.83                 |
| 4                 | 1152       | 2.12 3.21             | 0.68 1.21            | 1.80                 |
| 8                 | 2304       | 2.03 3.20             | 0.65 1.21            | 1.77                 |
| 16                | 4608       | 1.99 3.09             | 0.62 1.15            | 1.71                 |
| 32                | 9216       | 1.95 3.10             | 0.61 1.16            | 1.70                 |
| 64                | 18432      | 1.89 3.10             | 0.60 1.15            | 1.68                 |
| 128               | 36864      | 1.97 3.10             | 0.61 1.18            | 1.72                 |

4.4. Varying the number of keys

It is also helpful to understand performance across different numbers of keys. Table 4 shares performance numbers as the number of keys is increased from 1 and doubled up to 128 keys. With our non-linear scoring function, we may be able to improve performance by increasing the dimensionality of the output representation beyond the native model dimensionality of 512. As highlighted earlier, this would not be the case for the regular cosine similarity. In examining the results, the performance improves as the number of keys is increased. The best (overall) task average result is reached at 64 keys.

4.5. Managing many enrollment utterances

For the proposed attentive scoring models, one embedding is generated for each utterance in enrollment. For the case where only a few utterances are involved, this is a non-issue. For situations where there is a large number of utterances for speaker enrollment (such as when adaptation is allowed), there is the practical consideration of storing many enrollment representations for each speaker. There are several approaches to this problem. A simple approach is to average the utterance embeddings. In these experiments we average before applying further processing such as normalization. Table 5 presents three sets of results. The first row of results relates to the Key & Value L2-Norm (A) result (from Table 2). This represents the regular attentive scoring system where all enrollment utterances are used jointly in both system training and evaluation. The second row of results is determined by using the same system as before except during evaluation the system uses the mean of the enrollment utterances and considers it as a single enrollment representation. The last row of results involves the mean being calculated for both system training and evaluation. Given that all systems are trained using multiple enrollment utterances for a speaker, it is interesting to note that either enrollment utterance averaging approach is reasonable for the Multi Enroll tasks. However, if averaging is done as part of training, a noteworthy performance decrease is observed for the Single Enroll tasks.
We proposed a parameter-free attentive scoring approach to meet the objectives of improving performance while using a relatively simple (parameter-free) scoring mechanism. We evaluated different normalization techniques and results suggest that applying per query/key L2-normalization followed by global L2-normalization was the most effective. We also observed that using independently estimated queries and keys (versus tied queries and keys) gave mixed results. We note that the approach may be helpful depending on the evaluation data and the attentive scoring configuration. Furthermore, we evaluated the key and value L2-norm system across different numbers of keys and found that its best task average EER was at 64 keys. This type of system was also shown to work well when scoring trials using a single average representation of multiple enrollment utterances. Future work could consider other vector normalization techniques and query-key-vector configurations. Another path may be helpful depending on the evaluation data and the attention mechanism.

We evaluated different normalization techniques and results suggest that applying per query/key L2-normalization followed by global L2-normalization was the most effective. We also observed that using independently estimated queries and keys (versus tied queries and keys) gave mixed results. We note that the approach may be helpful depending on the evaluation data and the attentive scoring configuration. Furthermore, we evaluated the key and value L2-norm system across different numbers of keys and found that its best task average EER was at 64 keys. This type of system was also shown to work well when scoring trials using a single average representation of multiple enrollment utterances.

Future work could consider other vector normalization techniques and query-key-vector configurations. Another path may be helpful depending on the evaluation data and the attention mechanism.
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