Initial-State Dependence of Thermodynamic Dissipation for any Quantum Process
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New exact results about the nonequilibrium thermodynamics of open quantum systems at arbitrary timescales are obtained by considering all possible variations of initial conditions of a system, its environment, and correlations between them. First we obtain a new quantum-information theoretic equality for entropy production, valid for an arbitrary initial joint state of system and environment. For any finite-time process with a fixed initial environment, we then show that the system’s loss of distinction—relative to the minimally dissipative state—exactly quantifies its thermodynamic dissipation. The quantum component of this dissipation is the change in coherence relative to the minimally dissipative state. Implications for quantum state preparation and local control are explored. For nonunitary processes—like the preparation of any particular quantum state—we find that mismatched expectations lead to divergent dissipation as the actual initial state becomes orthogonal to the anticipated one.
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I. INTRODUCTION

Much recent progress extends Landauer’s principle to the quantum regime—affirming that quantum information is physical [1–5]. Associated bounds refine our understanding of how much heat needs to be exhausted—or how much work needs to be performed, or could be extracted—to preserve the Second Law of Thermodynamics: Entropy production is expected to be non-negative $\Sigma_{\rho_0} \geq 0$ from any initial density matrix $\rho_0$. However, these Landauer-type bounds only become tight in the infinite-time quasistatic limit, as entropy production goes to zero. Yet infinite time is not a luxury afforded to quantum systems with short decoherence time. And, even if coherence can be maintained for significant time-length, we want to know the thermodynamic limits of both quantum computers and natural quantum processes that transform quickly.

Here, we demonstrate a source of heat dissipation beyond Landauer’s bound that applies at any timescale. We illustrate that when engineering any nonunitary process, entropy production always has initial state dependence. It is impossible to optimize resulting entropy production for all input states. Instead, any choice of realization implies some minimally dissipative state $\sigma_0$. The injection of any other input state, $\rho_0$, results in extra dissipation quantified by

$$\Sigma_{\rho_0} - \Sigma_{\sigma_0} = k_B D[\rho_0 || \sigma_0] - k_B D[\rho_t || \sigma_t], \quad (1)$$

the contraction of the relative entropy between the actual input state $\rho_0$ and the minimally dissipative input $\sigma_0$ over the time-interval $\tau$ in which the process is applied. This dissipation is additional to that given by Landauer, and generalizes a theorem by Kolchinsky and Wolpert for classical computation to scenarios where quantum coherence can play a significant role [6].

We then highlight some immediate consequences. First, our result implies entropy production for almost all inputs to any reset protocol. Second, it implies a thermodynamic cost to misaligned expectations: To minimize heat dissipation, one should tailor the implementation of a desired quantum operation to the expected initial-state distribution; but the same optimization can lead to divergent dissipation when input states differ significantly from predictions. Third, we find the general thermodynamic cost of modularity: quantum gates optimized for thermal efficiency individually can result in unavoidable entropy production when placed within a larger quantum circuit. All of these results are valid over arbitrarily short timescales.

Our approach involves developing a framework to determine how initial conditions of system and environment affect entropy production in general for any finite-time quantum process. This involves an information-theoretic decomposition of entropy production (see Eq. (7) below) which shows that entropy production is the change in total correlation among system and baths plus the changes in nonequilibrium addition to free energy of each thermodynamic bath. The framework describes heat and entropy flow in all cases, including those with multiple thermal baths initially out of local equilibrium, correlated with each other and the system of interest. Our results com-
plement and extend the short list of exact general results known about the finite-time nonequilibrium thermodynamics of open quantum systems [7], including fluctuation relations [8–18], a previous information-theoretic decomposition of entropy production [19, 20], and single-shot results that can be derived from these [21, 22]. Collectively, these nonequilibrium equalities subsume the inequality of the Second Law of Thermodynamics, and guide the understanding of far-from-equilibrium phenomena.

II. SETUP

We consider a system’s transformation while a set of time-dependent control parameters $x_t$ changes its Hamiltonian and its interaction with the environment. The control protocol $x_{0:t}$ induces a net unitary time evolution $U_{x_{0:t}}$ of the system–environment mega-system, so that the joint state at the end of the transformation is [23]

$$\rho_{\tau}^{\text{tot}} = U_{x_{0:t}} \rho_{0}^{\text{tot}} U_{x_{0:t}}^\dagger.$$  

(2)

We will also consider the initial ($t = 0$) and final ($t = \tau$) reduced states of the system $\rho_t = \text{tr}_\text{env}(\rho_{t}^{\text{tot}})$ and environment $\rho_{t}^{\text{env}} = \text{tr}_\text{sys}(\rho_{t}^{\text{tot}})$. In thermodynamics, the expected entropy production for any process is given by [14, 19, 24, 25]

$$\Sigma_{\rho_0} = \Phi + \Delta S(\rho_t),$$  

(3)

as the expected entropy flow $\Phi$ to the environment plus any change in thermodynamic entropy of the system $\Delta S(\rho_t) = k_B \Delta \text{tr}(\rho_t \ln \rho_t) - k_B \text{tr}(\rho_t \ln \rho_t)$, where $k_B$ is Boltzmann’s constant. We find that the expected entropy flow can generally be represented as

$$\Phi \equiv k_B \text{tr}(\rho_0^{\text{env}} \ln \pi^{\text{env}}) - k_B \text{tr}(\rho_{\tau}^{\text{env}} \ln \pi^{\text{env}}),$$  

(4)

where $\pi^{\text{env}}$ is a reference state that represents the environment as a set of thermodynamic baths $\mathcal{B}$ in local equilibrium: $\pi^{\text{env}} = \bigotimes_{b \in \mathcal{B}} \pi^{(b)}$. The equilibrium state $\pi^{(b)}$ is constructed with the bath’s operators (e.g., Hamiltonian $H^{(b)}$, number operators $N^{(b,\ell)}$, etc.) that correspond to its variable observable quantities (energy, particle numbers, etc.) [26, 27]. The initial temperature $T^{(b)}$, chemical potentials $\{\mu^{(b,\ell)}\}_\ell$, etc., are fixed by requiring that the equilibrium state shares the same expected energy, particle numbers, etc. as the actual initial state of the bath.

For example, if each bath has a grand canonical reference state, Eq. (4) reduces to the familiar form [19, 24, 25, 28]:

$$\Phi = \sum_{b \in \mathcal{B}} Q^{(b)} - \frac{1}{T^{(b)}} \sum_{\ell} \mu^{(b,\ell)} \Delta \langle N^{(b,\ell)} \rangle,$$  

(5)

where the heat $Q^{(b)} = \Delta \text{tr}(\rho_t^{(b)} H^{(b)})$ is the expected energy change of bath $b$ over the course of the process and $\Delta \langle N^{(b,\ell)} \rangle = \Delta \text{tr}(\rho_t^{(b)} N^{(b,\ell)})$ is the expected change in the bath’s number of $\ell$-type particles. Eq. (5) has been used to explore entropy production even in the case of arbitrarily small baths [19, 28].

III. AN EQUALITY FOR ENTROPY PRODUCTION

In App. A, we combine Eqs. (2)–(4) to find a new information-theoretic expression for entropy production:

$$\frac{1}{k_B} \Sigma_{\rho_0} = \Delta I(\rho_t; \rho_t^{\text{env}}) + \Delta D(\rho_t^{\text{env}} \parallel \pi^{\text{env}}),$$  

(6)

in terms of the quantum relative entropy $D(\rho \parallel \omega) = \text{tr}(\rho \ln \rho) - \text{tr}(\rho \ln \omega)$ and the quantum mutual information $I(\rho_t; \rho_t^{\text{env}}) = D(\rho_t^{\text{tot}} \parallel \rho_t \otimes \rho_t^{\text{env}})$. This can be rewritten as

$$\frac{1}{k_B} \Sigma_{\rho_0} = \Delta T_t + \sum_{b \in \mathcal{B}} \Delta D(\rho_t^{(b)} \parallel \pi^{(b)}),$$  

(7)

which tells us that entropy production summarizes both the change in total correlation among system and baths $T_t = D(\rho_t^{\text{tot}} \parallel \rho_t \otimes \bigotimes_{b \in \mathcal{B}} \pi^{(b)})$ as well as the change in each bath’s nonequilibrium addition to free energy $D(\rho_t^{(b)} \parallel \pi^{(b)})$.

Eqs. (6) and (7) quantify the entropy production for any quantum process. Eq. (7) significantly generalizes Ref. [19]’s main result, since it allows for any initial conditions of the system and environment, with any possible initial correlations between system and environment. By the non-negativity of entropy, relative entropy, and mutual information, Eqs. (6) and (7) provide a number of new bounds on entropy production and entropy flow that generalize both the Second Law of Thermodynamics and Landauer’s bound.

Notably, either (i) initial correlation with (or within) the environment or (ii) initially nonequilibrium baths can be ‘consumed’ to allow anomalous entropy flow—like heat flow from cold to hot baths—against Second-Law guided intuition [18, 29–31]. These negative-entropy-production events are fully accounted for by Eqs. (6) and (7). They also serve as a reminder that the Second Law has limited validity, based on stricter assumptions.

Under the common assumptions 1) that the environment begins in local equilibrium (which forces $D(\rho_0^{\text{env}} \parallel \pi^{\text{env}}) = 0$) [18–20, 28, 30–32], and 2) that the system and baths are initially uncorrelated (which forces $I(\rho_0; \rho_0^{\text{env}}) = 0$) [19, 20, 28, 32], we recover the Second Law of thermodynamics $\Sigma_{\rho_0} \geq 0$ and the corresponding Landauer bound $\Phi \geq -\Delta S(\rho_t)$. Entropy production $\Sigma_{\rho_0}$ then
quantifies effectively irreversible dissipation beyond Landauer’s bound. However, even when these assumptions are not valid, entropy production is still useful via its relation to entropy flow—which can, for example, tell us the heat required for any transformation or computation.

IV. INITIAL-STATE DEPENDENCE

We can now consider how the initial state of the system affects entropy production. Varying the initial state of a system, while holding its initial environment fixed, enforces an initial product state:

\[ \rho_0^{\text{tot}} = \rho_0 \otimes \rho_0^{\text{env}}. \tag{8} \]

The reduced final state of the system is \( \rho_r = \Gamma(\rho_0) = \text{tr}_\text{env}(\rho_0^{\text{tot}}) \). Via Eqs. (8) and (2) and Stinespring’s dilation theorem, the quantum channel \( \Gamma(\cdot) \) can implement any quantum operation on the system \([33]\).

We will show that Eq. (1) is a consequence of Eqs. (2)–(4). Accordingly, Eq. (1) applies to any process, for any initial density matrix, we construct a type of gradient \( \partial c_{j,k} \cdot \nabla \Sigma_{\rho_0} = \Sigma_{\rho_0} - k_B \text{tr}(\rho_0^{\text{env}} \ln (\rho_0^{\text{env}})) \).

It is worthwhile to consider any density matrix \( \sigma_0 \) that would lead to minimal entropy production under the control protocol \( x_{0,\tau} \):

\[ \sigma_0 \in \arg \min \rho_0 \Sigma_{\rho_0}, \tag{9} \]

If (on the one hand) \( \sigma_0 \) has full rank, it must be true that

\[ (\rho_0 - \sigma_0) \cdot \nabla \Sigma_{\sigma_0} = 0 \] \( \tag{10} \)

for any density matrix \( \rho_0 \). I.e., moving from \( \sigma_0 \) infinitesimally in the direction of any other initial density matrix cannot produce a linear change in the dissipation. Expanding Eq. (10), \( \rho_0 \cdot \nabla \Sigma_{\sigma_0} - \sigma_0 \cdot \nabla \Sigma_{\sigma_0} = 0 \), according to Lemma 1 yields our main result:

Theorem 1. If \( \sigma_0 \in \arg \min \rho_0 \Sigma_{\rho_0} \) has full rank, then

\[ \Sigma_{\rho_0} - \Sigma_{\sigma_0} = k_B D[\rho_0 || \sigma_0] - k_B D[\rho_r || \sigma_r]. \tag{11} \]

If (on the other hand) \( \arg \min \rho_0 \Sigma_{\rho_0} \) has a nontrivial nullspace, then Eq. (11) can be extended by supplementing \( \sigma_0 \) with the successive minimally dissipative density matrices on the nullspace. This extension of our main result is derived and discussed in Appendix E.

Relative entropy quantifies distinguishability between two quantum states upon the most discerning hypothesis-testing measurements \([34, 35]\). As an immediate consequence of \( \Sigma_{\rho_0} - \Sigma_{\sigma_0} \), it retains all distinction from a minimally dissipative state \( \sigma_0 \) with the same support; i.e., if

\[ D[\rho_0 || \sigma_0] - D[\Gamma(\rho_0) || \Gamma(\sigma_0)] = 0. \]

As a consequence, only unitary channels \( \Gamma(\rho_0) = U \rho_0 U^\dagger \) can achieve minimal dissipation via a single protocol for all initial states (since only unitary and antiunitary transformations preserve relative entropy \([36]\) and the latter are not physical \([37]\)).

Corollary 1. Nonunitary operations cannot be thermodynamically optimized for all initial states simultaneously.

Recall that any transformation of a system that begins uncorrelated with equilibrium baths satisfies the Second Law \( (\Sigma_{\rho_0} \geq 0) \) and Landauer’s bound \( (\Phi \geq -\Delta S) \). Cor. 1 then says that any such nonunitary transformation requires dissipation beyond Landauer’s bound for at least
some input states. To refine this corollary, App. F, clarifies the thermodynamic implication of locally unitary subspaces of nonunitary transformations.

It is interesting to compare Eq. (11) to the classical result by Kolchinsky and Wolpert [6], which gives this dissipation in terms of the Kullback–Leibler divergence $D_{\text{KL}}$ instead of the quantum relative entropy $D$. The classical probability distribution $P_t$ induced by projecting $\rho_t$ onto $\sigma_t$’s eigenbasis (at any time $t$) can be represented as

$$P_t = \sum_{s \in \Lambda_{\sigma_t}} P_t(s) \left| s \right\rangle \left\langle s \right| ,$$

(12)

where each $\left| s \right\rangle$ is an eigenstate of $\sigma_t$, and $P_t(s) = \left\langle s | \rho_t | s \right\rangle$. Since $P_t$ and $\sigma_t$ are diagonal in the same basis, the relative entropy $D_{\text{KL}}[P_t \| Q_t]$ reduces to the Kullback–Leibler divergence $D_{\text{KL}}[P_t \| Q_t]$, where $Q_t(s) = \left| s | \sigma_t | s \right\rangle$. However the actual density matrix $\rho_t$ is typically not diagonalized by $\sigma_t$’s eigenbasis—but rather exhibits coherence there. This coherence is naturally quantified by the so-called ‘relative entropy of coherence’ [38]

$$C_{\sigma_t}(\rho_t) = \text{tr}(\rho_t \ln(\rho_t)) - \text{tr}(P_t \ln P_t) .$$

(13)

As shown in Appendix G, the extra dissipation from starting with the density matrix $\rho_0$ rather than the minimally dissipative $\sigma_0$ is given for any finite-duration nonequilibrium transformation as

$$\frac{1}{k_B} (\Sigma_{\rho_0} - \Sigma_{\sigma_0}) = D_{\text{KL}}[P_0 \| Q_0] - D_{\text{KL}}[P_t \| Q_t] + C_{\sigma_0}(\rho_0) - C_{\sigma_t}(\rho_t) .$$

(14)

We see that the quantum correction to the classical dissipation is exactly the change of coherence on the minimally dissipative eigenbasis.

V. SEVERAL IMPORTANT CASES

We now consider several important cases.

A. Relaxation to Equilibrium

We first consider the case of time-independent driving and weak coupling to a single bath that can exchange energy and possibly particles, volume, etc. There is zero dissipation if the system starts in the equilibrium state $\pi_x$, so $\sigma_0 = \pi_x$ with $\Sigma_{\pi_x} = 0$. The dissipation when starting in state $\rho_0$ is thus

$$\Sigma_{\rho_0} = k_B D[\rho_0 \| \pi_x] - k_B D[\rho_\tau \| \pi_x] .$$

(15)

In the case of a canonical thermal bath at temperature $T$, this reduces to a well known result since $F_{\text{add}}^{\text{add}} = k_B T D[\rho_0 \| \pi_x]$ is then the system’s nonequilibrium addition to free energy [14, 39–42]. Notably, Eq. (15) applies more generally to equilibration in any thermodynamic potential. When the equilibrium state $\pi_x$ is diagonal in the energy eigenbasis, this dissipation can be attributed to the change in probability of the system’s energy eigenstates $D_{\text{KL}}[P_0 \| \pi_x] - D_{\text{KL}}[P_\tau \| \pi_x]$ and the decoherence in the energy eigenbasis $C_{\pi_x}(\rho_0) - C_{\pi_x}(\rho_\tau)$.

B. Reset

Consider any control protocol $x_{0:\tau}$ that implements reset to a desired state $\tau$ from all initial quantum states $\rho_0$. [43] For example: to erase any number of qubits (or qutrits, etc.) or, similarly, to initialize an entangled Bell state. Reliable reset protocols will have a small error tolerance $\epsilon$.
that upper bounds the trace distance between the desired state $r_\tau$ and the actual final state $\rho_\tau$, for any initial state $\rho_0$.

It should be noted that the desired state $r_\tau$ may differ from the minimally dissipative state $\sigma_0$. Meanwhile, the minimal dissipation $\Sigma_{\sigma_0}$ may be non-zero.

Appendix J shows that $D[\rho_\tau\|\sigma_\tau] \leq 4\epsilon \ln \left( \frac{d}{4\epsilon s_{\text{min}}} \right)$, where $d$ is the dimension of the Hilbert space and $s_{\text{min}}$ is the smallest eigenvalue of $\sigma_\tau$. In the $\epsilon \to 0$ limit of high-fidelity reset, $D[\rho_\tau\|\sigma_\tau] \to 0$, and we obtain

$$\frac{1}{k_B} (\Sigma_{\rho_0} - \Sigma_{\sigma_0}) = D[\rho_0\|\sigma_0]. \quad (16)$$

When the Second Law is valid, this implies that implementing erasure with the fixed protocol $x_{0,\tau}$ must result in entropy production for any $\rho_0 \neq \sigma_0$.

For thermodynamic efficiency, the reset protocol must be designed around the expected initial state. But what if the initial state is unknown, or expectations are misaligned? Fig. 1 illustrates the thermodynamic cost of misaligned expectations when the reset operation is applied to two qubits that the protocol is not optimized for. This exposes the risk of divergent dissipation upon overspecialization—when the protocol operates on a state that is nearly orthogonal to the anticipated initial state $\sigma_0$.

For energetic efficiency in multiple use cases—say in resetting unknown qubits of a quantum computer—it is advisable when constructing such protocols to hedge thermodynamic bets. Bringing $\sigma_0$ closer to the fully mixed state (proportional to the identity) assures that no state is orthogonal to it.

### C. Thermodynamic Cost of Modularity

Just as we break a classical circuit into elementary logic gates, building complex quantum operations generally involves decomposing them into elementary operations on smaller subsystems. The advantage of this modular design is that such elementary operations can then be mass produced, and then arranged to perform any number of desired complex tasks. Our main result implies that this modularity also incurs a thermodynamic price. Notably, each elementary operation must be optimized individually, without prior knowledge of where they’ll be placed in the grander scale. Accordingly, a mismatch is expected between the optimal vs. actual inputs, and dissipation is often unavoidable.

Consider a collection of elementary quantum operations $G_n$, acting on respective Hilbert space $H_n$. Each is at-best individually optimized, such that dissipation is minimized for some $\sigma_{0,n}$. Suppose we place them in parallel to build a composite $N$-partite operation $\otimes_{n=1}^N G_n$. Individual optimization implies that the minimally dissipative state, $\sigma_0 = \otimes_{n=1}^N \sigma_{0,n}$ will take a product form. Each reduced state $\rho_{0,n}$ input to the elementary operation $G_n$ may produce some mismatch dissipation if $\rho_{0,n} \neq \sigma_{0,n}$. Moreover, if the input to our computation, $\rho_0$, has correlations, we will incur additional dissipation from any lost correlation:

$$\frac{1}{k_B} (\Sigma_{\rho_0} - \Sigma_{\otimes_{n=1}^N \rho_{0,n}}) = -\Delta D[\rho_0\| \otimes_{n=1}^N \rho_{0,n}] \quad (17)$$

(See App. K for details of the derivation.) When $N = 2$, this corresponds to the change in quantum mutual information induced by $G_1 \otimes G_2$ [44–46]. This quantity is relevant, for example, when correlations are destroyed through local measurements or local erasure protocols.

In contrast to previous approaches [44–46], our derivation of modularity dissipation is valid for any parallel computation occurring in finite time, regardless of the local free energies of the memory elements utilized.

Individual component optimization is further limited when these parallel operations are embedded in series—since gate placement in a larger circuit will almost invariably change the distribution of input states it will encounter. Thus, a complex composite circuit is very unlikely to reach Landauer’s limit.

### VI. Generalization to Other Optimization Problems

Our main result appears superficially similar to a recent result by Kolchinsky et al. [47], which describes the initial-state dependence of nonequilibrium free energy gain. In Ref. [47], it was shown that the maximal nonequilibrium free energy gain $\Delta F_{\chi_t}$ differs from the free energy gain from any initial state $\rho_0$ according to the contraction of relative entropy between the two states $\rho_t$ and $\chi_t$ over the course of the protocol:

$$\Delta F_{\chi_t} - \Delta F_{\rho_t} = k_B T D[\rho_0\|\chi_0] - k_B T D[\rho_t\|\chi_t]. \quad (18)$$

The main results there and here are nevertheless distinct since the initial state that leads to maximal free energy gain is typically not the same as the initial state that leads to minimal dissipation. Yet the similarity of the two results suggests a more general overarching result. Indeed, we have found a general theorem that contains these results as important cases.

To investigate, how any quantity depends on the initial state of the system, presupposes an initial product state of the system and environment: $\rho_0^{\text{tot}} = \rho_0 \otimes \rho_0^{\text{env}}$. 
Theorem 2. If $A$ is a simple example reveals that these optimization problems indeed have different solutions (i.e., different $a_0$S). Consider a double-well energy landscape. The right well is raised in a very short duration $\tau$ in which the system cannot fully relax. The initial distribution that minimizes dissipation primarily occupies the left well. The initial distribution that maximizes free energy gain primarily occupies the right well.

Furthermore, suppose that the joint system and environment evolve according to some unitary time evolution, such that the reduced state at time $\tau$ is given by $\rho_\tau = \text{tr}_{\text{env}}(U\rho_0 \otimes \rho_0^{\text{env}} U^\dagger)$.

Consider any real-valued functional of the initial density matrix:

$$f(\rho_0) = a(\rho_0) + \text{tr}(\rho_0 \ln \rho_0 - \rho_\tau \ln \rho_\tau),$$

and its minimizer:

$$a_0 \in \arg\min_{\rho_0} f(\rho_0).$$

Suppose that $a(\rho)$ is an affine function, such that it can be written as $a(\rho) = \ell(\rho) + c$, where $\ell(\rho)$ is a linear function of $\rho$ and $c$ is a constant.

Theorem 2. If $a(\rho)$ is an affine function of $\rho$, and $a_0 \in \arg\min_{\rho_0} f(\rho_0)$ has a trivial nullspace, then $f(\rho_0) - f(a_0) = D[\rho_0||a_0] - D[\rho_\tau||a_\tau]$.

Our proof of this theorem, given in App. O, parallels the proof of Thm. 1. If $a_0$ has a non-trivial nullspace, then Thm. 2 can be extended as done in App. E.

The classical limit of Thm. 2 is closely related to a result recently derived in Ref. [48, Thm. 1].

Our main result concerns entropy production:

$$f(\rho_0) = \frac{1}{k_B} \sum_\rho \rho, \text{ for which } a(\rho_0) = \text{tr}(\rho_0 \ln \pi^\text{env}) - \text{tr}((\text{tr}_{\text{sys}} U_{\rho_0} \rho_0 \otimes \rho_0^{\text{env}} U_{\rho_0}^\dagger) \ln \pi^\text{env}) \text{ is indeed an affine function with } c = \text{tr}(\rho_0^{\text{env}} \ln \pi^\text{env}).$$

Ref. [47] considers the (negative) change in nonequilibrium free energy $f(\rho_0) = \beta \mathcal{F}_{\rho_0} - \beta \mathcal{F}_{\rho_\tau}$, for which $a(\rho_0) = \beta \text{tr}(\rho_0 H_0) - \beta \text{tr}(\rho_\tau H_\tau)$ is a linear function of $\rho_0$. (Note that the minimum of the decrease in nonequilibrium free energy is the maximum increase.) With this form of $a(\rho)$, Thm. (2) immediately yields Eq. (18).

Another possibility is obtained if we simply let $a(\rho) = 0$. Then we find a new result about the initial-state dependence of entropy change:

$$\Delta S(\rho_\tau) - \Delta S(\kappa_\tau) = k_B D[\rho_0||\kappa_0] - k_B D[\rho_\tau||\kappa_\tau],$$

where $\kappa_0 \in \arg\min_{\rho_0} S(\rho_\tau) - S(\rho_0)$.

A simple example reveals that these optimization problems indeed have different solutions (i.e., different $a_0$S). Consider a double-well energy landscape. The right well is raised in a very short duration $\tau$ in which the system cannot fully relax. The initial distribution that minimizes dissipation primarily occupies the left well. The initial distribution that maximizes free energy gain primarily occupies the right well.

VII. DISCUSSION

In Eqs. (7) and (11), we exactly quantify dissipation in finite-time transformations of open quantum systems, and identify new relationships among dissipation, correlation, and distinction. When a system begins in any state other than the minimally dissipative initial state, the extra dissipation is exactly the contraction of the quantum relative entropy between them over the duration of the control protocol—their loss of distinguishability.

This has immediate consequences for thermally efficient quantum information processing. Crucially, a quantum control protocol cannot generally be made thermodynamically optimal for all possible input states, creating unavoidable dissipation beyond Landauer’s in quantum state preparation. Meanwhile, it imposes extra thermodynamic cost to modular computing architectures, where one wishes to optimize the thermal efficiency of certain quantum operations without pre-knowledge of how they will fit within a composite quantum protocol.

Our results are relevant for both quantum and classical finite-time thermodynamics. In the quantum regime, we have shown that the loss of coherence on the minimally dissipative eigenbasis directly contributes to dissipation. Appendix L further considers decoherence, and shows how our results quantify dissipation associated with non-selective measurement. Other applications of our finite-time equalities for nonequilibrium thermodynamics remain to be explored. For example, App. M suggests that our results may be leveraged to analyze dissipation in relaxation to nonequilibrium steady states.

Our general framework has allowed the investigation of entropy production’s dependence on initial conditions, even beyond the domain of the Second Law’s applicability. The role of system–environment correlation and nonequilibrium baths was highlighted in Eq. (7). The initial properties of the system itself were then shown to have many important consequences, through the implications of Eq. (11). From a broad philosophical perspective, these lessons extend our understanding of effective irreversibility in quantum mechanics, despite its global unitarity. More specifically, we have found how energetic resources are taxed for coherence, correlations, and misaligned expectations.
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Appendix A: Information-theoretic equalities for entropy production when the system begins correlated with nonequilibrium environments

Here, we derive new information-theoretic equalities (Eqs. (6) and (7)) for entropy production in the general case that allows for arbitrary initial correlation between the system and nonequilibrium environments. This generalizes a number of related results [18–20, 28, 30, 31]. Our result follows from the definition of entropy production together with the assumption of partially controlled unitary time evolution of the joint system and environment. Recall that entropy production is defined as

$$\Sigma_{\rho_0} \equiv \Phi + \Delta S(\rho_t) , \tag{A1}$$

with

$$\Delta S(\rho_t) = k_B \text{tr}(\rho_0 \ln \rho_0) - k_B \text{tr}(\rho_t \ln \rho_t) \tag{A2}$$

and

$$\Phi \equiv k_B \text{tr}(\rho_{0}^{\text{env}} \ln \pi^{\text{env}}) - k_B \text{tr}(\rho_t^{\text{env}} \ln \pi^{\text{env}}) . \tag{A3}$$

Notably, the assumption of joint unitary dynamics

$$\rho_t^{\text{tot}} = U_{x_0, t} \rho_0^{\text{tot}} U_{x_0, t}^\dagger , \tag{A4}$$

guarantees that the net von Neumann entropy of the system and baths remains unchanged by the protocol:

$$\Delta S(\rho_t^{\text{tot}}) = 0 . \tag{A5}$$

Recall that in general, the joint entropy between system and environment can be decomposed as

$$S(\rho_t^{\text{tot}}) = S(\rho_t) + S(\rho_{t}^{\text{env}}) - k_B \mathcal{I}(\rho_t; \rho_{t}^{\text{env}}) . \tag{A6}$$

Combining this decomposition with Eq. (A5), we find

$$\Delta S(\rho_t^{\text{tot}}) = \Delta S(\rho_t) + \Delta S(\rho_{t}^{\text{env}}) - k_B \Delta \mathcal{I}(\rho_t; \rho_{t}^{\text{env}}) = 0 , \tag{A7}$$

which can be rearranged as

$$\Delta S(\rho_t) = -\Delta S(\rho_{t}^{\text{env}}) + k_B \Delta \mathcal{I}(\rho_t; \rho_{t}^{\text{env}}) . \tag{A8}$$

Combining Eqs. (A1) and (A8), we find that

$$\frac{1}{k_B} \Sigma_{\rho_0} = k_B \Delta \mathcal{I}(\rho_t; \rho_{t}^{\text{env}}) + \Phi - \Delta S(\rho_{t}^{\text{env}}) . \tag{A9}$$

Now combining Eqs. (A9) and (A3), we obtain

$$\Sigma_{\rho_0} = \Delta \mathcal{I}(\rho_t; \rho_{t}^{\text{env}}) + \Delta D[\rho_{t}^{\text{env}}\|\pi^{\text{env}}] . \tag{A10}$$

By the non-negativity of entropy, relative entropy, and mutual information, Eq. (A10) provides a number of new bounds on entropy production and entropy flow that generalize both the Second Law of Thermodynamics and Landauer’s bound.

Initial correlation between system and environment can be thought of informally as catching a Maxwellian demon mid act, after correlation has already been established. To bring about correlation requires resources but, if it is already present, correlation can be consumed to reduce entropy production. Similarly, initially nonequilibrium environments can act as thermodynamic resources to reduce entropy production.

Alternatively, Maxwell’s demons can be accounted for within the standard framework of the Second Law by including the demon and ‘system under study’ as two subsystems of a larger system embedded in an initially equilibrium environment (which is, furthermore, initially uncorrelated with the two subsystems) [45, 49, 50]. But our generalized equality for entropy production allows for the boundaries between system and environment to be drawn arbitrarily, and thus describes entropy production (as a function of those chosen boundaries) in a broader set of scenarios.

The consequences of initial correlation or initially nonequilibrium environment can be quite astonishing. For example, either feature allows for heat to reliably flow from hot to cold reservoirs, as in Ref. [31].

Because of the product structure of the local-equilibrium reference state, Eq. (A10) can be rewritten as

$$\Sigma_{\rho_0} = \Delta S(\rho_t) - \Delta \text{tr}(\rho_{t}^{\text{env}} \ln \pi^{\text{env}}) \tag{A11}$$

$$= \Delta S(\rho_t) + \sum_{b \in \mathbb{B}} -\Delta \text{tr}(\rho_{t}^{(b)} \ln \pi^{(b)}) \tag{A12}$$

$$= \left[ \Delta S(\rho_t) + \sum_{b \in \mathbb{B}} \Delta S(\rho_{t}^{(b)}) \right] + \sum_{b \in \mathbb{B}} \Delta D[\rho_{t}^{(b)}\|\pi^{(b)}] \tag{A13}$$

$$= \Delta \mathcal{T}_t + \sum_{b \in \mathbb{B}} \Delta D[\rho_{t}^{(b)}\|\pi^{(b)}] , \tag{A14}$$

where $\mathcal{T}_t = D[\rho_{t}^{\text{tot}}\|\rho_t \otimes (\otimes_{b \in \mathbb{B}} \rho_{t}^{(b)})]$ is the total correlation among system and baths. (Here and throughout, $\rho_{t}^{(b)} = \text{tr}_{\text{sys}, \mathbb{B}\setminus\{b\}}(\rho_{t}^{\text{tot}})$ is the reduced state of bath $b$ at time $t$. This allows the perspective that entropy production is
the change in the nonequilibrium addition to free energy of each bath, plus the change in total correlation among the system and all baths. Ref. [19, Eq. (17)] attained a special case of this result, under the assumption that the baths are initially in equilibrium and uncorrelated from the system and from each other. Our generalization allows rigorous consideration of much broader phenomena, in the presence of initial correlation with and between any nonequilibrium baths.

Appendix B: Decompositions and interpretations of entropy flow

As will be made clear in the following, the expected value of entropy flow can generically be written as $\Phi = -\Delta \text{tr}(\rho_t^{\text{env}} \ln \pi^{\text{env}})$. By adding and subtracting the change in von Neumann entropy of the environment, this can be rewritten as

$$\Phi = \Delta S(\rho_t^{\text{env}}) + k_B \Delta D[\rho_t^{\text{env}} || \pi^{\text{env}}] .$$

Recall that $\pi^{\text{env}} = \bigotimes_{b \in B} \pi^{(b)}$, where $\pi^{(b)}$ is the reference equilibrium state of bath $b$. Using the mathematical fact that $\text{tr}[(\rho') \ln(\rho_A \otimes \rho_B)] = \text{tr}[\text{tr}_B (\rho') \ln(\rho_A)] + \text{tr}[\text{tr}_A (\rho') \ln(\rho_B)]$, we can alternatively decompose the entropy flow into the contributions from each bath. We will denote the reduced state of bath $b$ at time $t$ as: $\rho_t^{(b)} = \text{tr}_{\text{sys},B\setminus b}(\rho_t^{\text{tot}})$. It then follows that

$$\Phi = k_B \left( \text{tr}(\rho_0^{\text{env}} \ln \pi^{\text{env}}) - \text{tr}(\rho_t^{\text{env}} \ln \pi^{\text{env}}) \right)$$

$$= k_B \sum_b \left( \text{tr}(\rho_0^{(b)} \ln \pi^{(b)}) - \text{tr}(\rho_t^{(b)} \ln \pi^{(b)}) \right)$$

$$= \sum_b \Delta S(\rho_t^{(b)}) + k_B \Delta D[\rho_t^{(b)} || \pi^{(b)}] ,$$

i.e., Entropy flow is the change in von Neumann entropy of the baths, plus the additional nonequilibrium free energy $k_B \Delta D[\rho_t^{(b)} || \pi^{(b)}]$ gained by each bath. Eq. (B4) generalizes other decompositions of the entropy flow presented in Refs. [20, 28], which are obtained upon assumption of initially equilibrium baths that are uncorrelated with each other and with the system. Either Eq. (B3) or Eq. (B4) can be taken as the general definition of entropy flow, which allows our results to apply to baths from any thermodynamic ensemble [27].

Entropy flow has been of primary interest since the origins of thermodynamics. In its simplest form, when there is a single thermodynamic bath that a system can exchange energy with, entropy flow takes the form of heat flow to bath temperature of bath. In quasistatic reversible transformations of an equilibrium system, this entropy flow will be equal to the change in equilibrium entropy of the system. However, for general irreversible transformations, the Second Law tells us that the entropy flow exceeds the change in system entropy. (Our results, however, caution us that this interpretation of the Second Law can be broken when initial correlations with the environment or the initial nonequilibrium nature of the environment are leveraged.)

More generally, we may consider entropy flow among many thermodynamic baths of any thermodynamic potentials. For example, baths of different temperatures may be introduced. Furthermore, chemical potentials and other coarse features of each bath may be incorporated into its thermodynamic potential [27].

As an important example, suppose each bath has a grand canonical reference state, such that

$$\pi^{(b)} = e^{-\frac{1}{k_B T^{(b)}} \left( H^{(b)} - \sum_i \mu_i^{(b)} N_i^{(b)} \right)} / Z^{(b)} ,$$

where $T^{(b)}$ is the initial temperature of the $b^{th}$ bath, $H^{(b)}$ is its Hamiltonian, $\mu_i^{(b)}$ and $N_i^{(b)}$ are the initial chemical potential and the number operator for the bath’s $i^{th}$ particle type, and $Z^{(b)}$ is the grand canonical partition function for the bath [26]. Even if the bath is not initially in equilibrium, the initial temperature and initial chemical potentials are well defined in statistical mechanics via average energy and expected particle number respectively. In particular, coarse “macroscopic” knowledge about total energy, particle numbers, etc. gives exactly the correct number of equations to solve for temperature, chemical potentials, etc. In the grand canonical case, initial temperature and chemical potentials...
are fixed by requiring that the equilibrium state shares the same expected energy, \( \text{tr}(\pi^{(b)} H^{(b)}) = \text{tr}(\rho^{(b)} H^{(b)}) \), and particle numbers, \( \text{tr}(\pi^{(b)} N^{(b,\ell)}) = \text{tr}(\rho^{(b)} N^{(b,\ell)}) \), as the actual initial state of the bath.

We can now use Eq. (B3) to rewrite the entropy flow in the case of grand canonical reference states for the bath. First, we note that

\[
-k_B \ln \pi^{(b)} = -k_B \ln(\mathcal{Z}^{(b)}) + \frac{H^{(b)}}{T^{(b)}} - \frac{1}{T^{(b)}} \sum_\ell \mu^{(b,\ell)} N^{(b,\ell)} .
\]

Accordingly, the expected change in this observable is

\[
-k_B \Delta \text{tr}(\rho^{(b)} \ln \pi^{(b)}) = \frac{\Delta \text{tr}(\rho^{(b)} H^{(b)})}{T^{(b)}} - \frac{1}{T^{(b)}} \sum_\ell \mu^{(b,\ell)} \Delta \text{tr}(\rho^{(b)} N^{(b,\ell)}) .
\]

Eq. (B3) then reduces to the familiar form [19, 24, 25, 28]:

\[
\Phi = \frac{1}{k_B} \sum_{b \in B} Q^{(b)} - \frac{1}{T^{(b)}} \sum_\ell \mu^{(b,\ell)} \Delta \langle N^{(b,\ell)} \rangle ,
\]

where the heat \( Q^{(b)} = \Delta \text{tr}(\rho^{(b)} H^{(b)}) \) is the expected energy change of bath \( b \) over the course of the process and \( \Delta \langle N^{(b,\ell)} \rangle = \Delta \text{tr}(\rho^{(b)} N^{(b,\ell)}) \) is the expected change in the bath’s number of \( \ell \)-type particles. Eq. (B8) has been used to explore entropy flow and entropy production even in the case of arbitrarily small baths [19, 28].

**Appendix C: Derivation of the Gradient**

To vary the initial state of the system while holding the initial state of the environment fixed requires \( \rho^{\text{tot}}_0 = \rho_0 \otimes \rho_0^{\text{env}} \). We can fully specify the initial state of the system as \( \rho_0 = \sum_{j,k} c_{j,k} |j\rangle \langle k| \). From Eqs. (2) through (4) of the main text, we can then express the entropy production as

\[
\frac{1}{k_B} \sum_{\rho_0} \left( \text{tr}(\rho_0 \ln \rho_0) - \text{tr}(\rho_\tau \ln \rho_\tau) + \text{tr}(\rho^{\text{env}}_0 \ln \pi^{\text{env}}) - \text{tr}(\text{tr}_{\text{sys}}(\mathcal{U}_{0,\tau} \otimes \rho^{\text{env}}_0 \mathcal{U}^\dagger_{0,\tau}) \ln \pi^{\text{env}}) \right) = \left( \sum_{\lambda_0 \in \Lambda_0} \lambda_0 \ln \lambda_0 \right) - \left( \sum_{\lambda_\tau \in \Lambda_\tau} \lambda_\tau \ln \lambda_\tau \right) + \text{tr}(\rho^{\text{env}}_0 \ln \pi^{\text{env}}) - \sum_{j,k} c_{j,k} \text{tr}(\text{tr}_{\text{sys}}(\mathcal{U}_{0,\tau} |j\rangle \langle k| \otimes \rho^{\text{env}}_0 \mathcal{U}^\dagger_{0,\tau}) \ln \pi^{\text{env}}) .
\]

Varying a single parameter \( c_{j,k} \) of the initial density matrix yields the partial derivative:

\[
\frac{1}{k_B} \sum_{\rho_0} \left( \sum_{\lambda_0 \in \Lambda_0} \left( \frac{\partial \lambda_0}{\partial c_{j,k}} \right) \ln \lambda_0 + \frac{\partial \lambda_0}{\partial c_{j,k}} \right) - \left( \sum_{\lambda_\tau \in \Lambda_\tau} \left( \frac{\partial \lambda_\tau}{\partial c_{j,k}} \right) \ln \lambda_\tau + \frac{\partial \lambda_\tau}{\partial c_{j,k}} \right) - \text{tr}(\text{tr}_{\text{sys}}(\mathcal{U}_{0,\tau} |j\rangle \langle k| \otimes \rho^{\text{env}}_0 \mathcal{U}^\dagger_{0,\tau}) \ln \pi^{\text{env}}) \right) .
\]

which leads us to evaluate the infinitesimal perturbations \( \frac{\partial \lambda_0}{\partial c_{j,k}} \) and \( \frac{\partial \lambda_\tau}{\partial c_{j,k}} \) to the eigenvalues of \( \rho_0 \) and \( \rho_\tau \) respectively.

(We could alternatively choose to vary real-valued variables \( c^{(r)}_{j,k} \) and \( c^{(i)}_{j,k} \), such that \( c^{(r)}_{j,k} = \frac{1}{2}(c_{j,k} + c_{k,j}) \) and \( c^{(i)}_{j,k} = \frac{i}{2}(c_{j,k} - c_{k,j}) \). Then we can write \( \rho_0 = \sum_{j,k} (c^{(r)}_{j,k} + ic^{(i)}_{j,k}) |j\rangle \langle k| \) and differentiate with respect to these real variables. However, it conveniently turns out that \( \Sigma_{\rho_0} \) is complex-differentiable in all complex-valued \( c_{j,k} \) variables, so we can differentiate directly with respect to \( c_{j,k} \).)

Starting with the eigen-relation: \( \rho_0 |\lambda_0\rangle = \lambda_0 |\lambda_0\rangle \), we can take the partial derivative of each side:

\[
\frac{\partial}{\partial c_{j,k}} \rho_0 |\lambda_0\rangle = \left( \frac{\partial}{\partial c_{j,k}} \rho_0 \right) |\lambda_0\rangle + \rho_0 \frac{\partial}{\partial c_{j,k}} |\lambda_0\rangle = \left( \frac{\partial \lambda_0}{\partial c_{j,k}} \right) |\lambda_0\rangle + \lambda_0 \frac{\partial}{\partial c_{j,k}} |\lambda_0\rangle .
\]
Left-multiplying by \( \langle \lambda_0 \rangle \), and recalling that \( \rho_0 = \sum_{j,k} c_{j,k} |j\rangle \langle k| \), we obtain

\[
\left( \frac{\partial \lambda_0}{\partial c_{j,k}} \right) \langle \lambda_0 | \lambda_0 \rangle = \langle \lambda_0 | \frac{\partial}{\partial c_{j,k}} \left( \frac{\partial}{\partial c_{j,k}} \right) \rho_0 | \lambda_0 \rangle + \langle \lambda_0 | \rho_0 \frac{\partial}{\partial c_{j,k}} | \lambda_0 \rangle - \lambda_0 \langle \lambda_0 | \frac{\partial}{\partial c_{j,k}} | \lambda_0 \rangle = \lambda_0 \langle \lambda_0 | \frac{\partial}{\partial c_{j,k}} | \lambda_0 \rangle + \lambda_0 \langle \lambda_0 | \frac{\partial}{\partial c_{j,k}} | \lambda_0 \rangle = 0
\]

which yields

\[
\frac{\partial \lambda_0}{\partial c_{j,k}} = \langle \lambda_0 | j \rangle \langle k | \lambda_0 \rangle = \langle k | \lambda_0 \rangle \langle \lambda_0 | j \rangle .
\]

The summations over \( \lambda_0 \) thus become

\[
\sum_{\lambda_0 \in \Lambda_{\rho_0}} \frac{\partial \lambda_0}{\partial c_{j,k}} = \sum_{\lambda_0 \in \Lambda_{\rho_0}} \langle k | \lambda_0 \rangle \langle \lambda_0 | j \rangle = \langle k | \sum_{\lambda_0 \in \Lambda_{\rho_0}} | \lambda_0 \rangle \langle \lambda_0 | j \rangle \rangle = \langle k | \rho_0 | j \rangle = \text{tr}(|j\rangle \langle k|) .
\]

and

\[
\sum_{\lambda_0 \in \Lambda_{\rho_0}} \left( \frac{\partial \lambda_0}{\partial c_{j,k}} \right) \ln \lambda_0 = \sum_{\lambda_0 \in \Lambda_{\rho_0}} \langle k | \lambda_0 \rangle \langle \lambda_0 | j \rangle \ln \lambda_0 = \langle k | \left( \sum_{\lambda_0 \in \Lambda_{\rho_0}} \ln | \lambda_0 \rangle \langle \lambda_0 | j \rangle \right) \rangle = \langle k | \ln \rho_0 | j \rangle = \text{tr}(|j\rangle \langle k| \ln \rho_0) .
\]

Moving on to the slightly more involved perturbation, we use the eigen-relation: \( \rho_\tau | \lambda_\tau \rangle = \lambda_\tau | \lambda_\tau \rangle \) and again take the partial derivative of each side:

\[
\frac{\partial}{\partial c_{j,k}} \rho_\tau | \lambda_\tau \rangle = \left( \frac{\partial}{\partial c_{j,k}} \rho_\tau \right) | \lambda_\tau \rangle = \frac{\partial}{\partial c_{j,k}} \rho_\tau | \lambda_\tau \rangle = \left( \frac{\partial}{\partial c_{j,k}} \right) \lambda_\tau | \lambda_\tau \rangle = \langle \lambda_\tau | \frac{\partial}{\partial c_{j,k}} | \lambda_\tau \rangle + \lambda_\tau \frac{\partial}{\partial c_{j,k}} | \lambda_\tau \rangle = \lambda_\tau | \frac{\partial}{\partial c_{j,k}} | \lambda_\tau \rangle + \langle \lambda_\tau | \frac{\partial}{\partial c_{j,k}} | \lambda_\tau \rangle .
\]

Left-multiplying by \( \langle \lambda_\tau \rangle \), and recalling that \( \rho_\tau = \sum_{j,k} c_{j,k} \text{tr}_{\text{env}} (U_{x_{0,\tau}} | j \rangle \langle k| \otimes \rho_{0}^{\text{env}} \mathcal{U}_{x_{0,\tau}}^{\dagger} \rangle \), we obtain

\[
\left( \frac{\partial \lambda_\tau}{\partial c_{j,k}} \right) \langle \lambda_\tau | \lambda_\tau \rangle = \frac{\partial \lambda_\tau}{\partial c_{j,k}} = \langle \lambda_\tau | \left( \frac{\partial}{\partial c_{j,k}} \right) \rho_\tau \rangle = \langle \lambda_\tau | \left( \frac{\partial}{\partial c_{j,k}} \right) \rho_\tau \rangle + \langle \lambda_\tau | \rho_\tau \frac{\partial}{\partial c_{j,k}} | \lambda_\tau \rangle = \langle \lambda_\tau | \rho_\tau \frac{\partial}{\partial c_{j,k}} | \lambda_\tau \rangle - \lambda_\tau \langle \lambda_\tau | \frac{\partial}{\partial c_{j,k}} | \lambda_\tau \rangle = \langle \lambda_\tau | \rho_\tau \frac{\partial}{\partial c_{j,k}} | \lambda_\tau \rangle - \lambda_\tau \langle \lambda_\tau | \frac{\partial}{\partial c_{j,k}} | \lambda_\tau \rangle = 0
\]

which yields

\[
\frac{\partial \lambda_\tau}{\partial c_{j,k}} = \langle \lambda_\tau | \text{tr}_{\text{env}} (U_{x_{0,\tau}} | j \rangle \langle k| \otimes \rho_{0}^{\text{env}} \mathcal{U}_{x_{0,\tau}}^{\dagger}) | \lambda_\tau \rangle .
\]

The summations over \( \lambda_\tau \) thus become

\[
\sum_{\lambda_\tau \in \Lambda_{\rho_\tau}} \frac{\partial \lambda_\tau}{\partial c_{j,k}} = \sum_{\lambda_\tau \in \Lambda_{\rho_\tau}} \langle \lambda_\tau | \text{tr}_{\text{env}} (U_{x_{0,\tau}} | j \rangle \langle k| \otimes \rho_{0}^{\text{env}} \mathcal{U}_{x_{0,\tau}}^{\dagger}) | \lambda_\tau \rangle \right) = \text{tr} \left( \text{tr}_{\text{env}} (U_{x_{0,\tau}} | j \rangle \langle k| \otimes \rho_{0}^{\text{env}} \mathcal{U}_{x_{0,\tau}}^{\dagger}) \right) = \text{tr} (|j\rangle \langle k| \otimes \rho_{0}^{\text{env}}) = \text{tr} (|j\rangle \langle k|) .
\]
This allows us to inspect local changes in entropy production and dissipation is convex over initial density matrices. We consider any set of component density matrices for arbitrary decompositions of the initial density matrix.

For any two density matrices \( \rho, \rho' \), infinitesimal changes to the initial density matrix in the direction of \( \rho \), so the sign of the directional derivative indeed indicates the sign of the change in entropy production for other density matrices.

Recall that we have introduced a gradient \( \nabla \Sigma_{\rho_0} \equiv \sum_j \langle j | \partial_{\rho_{0j}}^\dagger \Sigma_{\rho_0} \rangle | j \rangle \langle j | \partial_{\rho_{0j}}^\dagger \Sigma_{\rho_0} \rangle | j \rangle \) and a scalar product \( \gamma \cdot \nabla \Sigma_{\rho_0} \equiv \text{tr}(\gamma \nabla \Sigma_{\rho_0}) \). This allows us to inspect local changes in entropy production \( (\rho_0 - \rho_0') \cdot \nabla \Sigma_{\rho_0} \) as we move from \( \rho_0 \) towards any other density matrix \( \rho_0' \). By the convexity of quantum states, there is indeed a continuum of density matrices in this direction; so the sign of the directional derivative indeed indicates the sign of the change in entropy production for infinitesimal changes to the initial density matrix in the direction of \( \rho_0 \).

For any two density matrices \( \rho_0 = \sum_{j,k} c_{j,k} | j \rangle \langle k | \) and \( \rho_0' = \sum_{j,k} c'_{j,k} | j \rangle \langle k | \), Eq. (C16) implies that

\[
\frac{1}{kT} \partial \Sigma_{\rho_0} \cdot \nabla \Sigma_{\rho_0'} = \frac{1}{kT} \text{tr}(\rho_0 \nabla \Sigma_{\rho_0'}) = \frac{1}{kT} \sum_{j,k} c_{j,k} \partial_{\rho_{0j}}^\dagger \Sigma_{\rho_0'} = \text{tr}(\rho_0 \ln \rho_0') - \text{tr}(\rho_\tau \ln \rho_\tau') - \text{tr}(\rho_\tau^\text{env} \ln \pi^\text{env}) .
\]

so that we arrive at Lem. 1 of the main text.

**Appendix D: Useful Lemmas**

Here we derive useful lemmas about entropy production for arbitrary decompositions of the initial density matrix. We consider any set of component density matrices \( \{\rho_0^{(n)}\}_n \) and corresponding probabilities \( \{\text{Pr}(n)\}_n \) such that \( \rho_0 = \sum_n \text{Pr}(n)\rho_0^{(n)} \).

**Lemma 2.** Dissipation is convex over initial density matrices.

Let \( \rho_0 = \sum_n \text{Pr}(n)\rho_0^{(n)} \). Then:

\[
\left( \sum_n \text{Pr}(n) \Sigma_{\rho_0^{(n)}} \right) - \Sigma_{\rho_0} = \left[ S(\rho_0) - \sum_n \text{Pr}(n) S(\rho_0^{(n)}) \right] - \left[ S(\rho_\tau) - \sum_n \text{Pr}(n) S(\rho_\tau^{(n)}) \right] = \left[ \sum_n \text{Pr}(n) D[\rho_0^{(n)} || \rho_\tau] \right] \geq 0 .
\]

Eq. (D1) is obtained from the recognition that entropy flow \( \Phi \) is an affine function of \( \rho_0 \), and so cancels between \( \Sigma_{\rho_0} \) and \( \sum_n \text{Pr}(n)\Sigma_{\rho_0^{(n)}} \). Each of the square brackets then represents a Holevo information, before and after the transformation, respectively. The non-negativity is finally obtained by the information processing inequality applied to the Holevo information. (Non-negativity can be seen to follow from each \( n \) separately: i.e., \( D[\rho_0^{(n)} || \rho_\tau] \geq D[\rho_\tau^{(n)} || \rho_\tau] \).

**Lemma 3.** Dissipation is linearly combined as \( \Sigma_{\rho_0} = \sum_n \text{Pr}(n)\Sigma_{\rho_0^{(n)}} \) if the elements of \( \{\rho_0^{(n)}\}_n \) are mutually orthogonal and also the elements of \( \{\rho_\tau^{(n)}\}_n \) are mutually orthogonal.

If \( \rho_0^{(m)} \) and \( \rho_0^{(n)} \) are orthogonal (i.e., \( \text{tr}(\rho_0^{(m)} \rho_0^{(n)}) = 0 \) when \( m \neq n \)), then they are simultaneously diagonalizable. If this orthogonality holds for all pairs in the set \( \{\rho_0^{(n)}\}_n \), then the simultaneous diagonalizability implies that \( \rho_0^{(n)} \) is
\[ \sum_n \Pr(n) \rho^{(n)} \] inherits the eigenvalues of \( \rho^{(n)} \) multiplied by their respective \( \Pr(n) \). I.e.: \( \rho^{(n)} \)’s spectrum is then

\[
\Lambda_{\rho^{(n)}} = \bigcup_n \{ \lambda \Pr(n) : \lambda \in \Lambda_{\rho^{(n)}} \},
\]

with multiplicities inherited from the constituent spectra. In this scenario, the von Neumann entropy cleaves into two pieces:

\[
S(\rho_t) = -k_B \sum_{\zeta \in \Lambda_{\rho_t}} \zeta \ln \zeta \tag{D5}
\]

\[
= -k_B \sum_n \sum_{\lambda \in \Lambda_{\rho^{(n)}}} \lambda \Pr(n) \ln(\lambda \Pr(n)) \tag{D6}
\]

\[
= -k_B \left( \sum_n \Pr(n) \sum_{\lambda \in \Lambda_{\rho^{(n)}}} \lambda \ln \lambda \right) - k_B \sum_n \Pr(n) \ln(\Pr(n)) \tag{D7}
\]

\[
= \left( \sum_n \Pr(n) S(\rho^{(n)}_0) \right) - k_B \sum_n \Pr(n) \ln(\Pr(n)) ,
\]

where we used the fact that \( \sum_{\lambda \in \Lambda_{\rho^{(n)}}} \lambda = 1 \). The difference in entropy then yields

\[
S(\rho_0) - S(\rho_t) = \left( \sum_n \Pr(n) S(\rho^{(n)}_0) \right) - \left( \sum_n \Pr(n) S(\rho^{(n)}_t) \right) \tag{D8}
\]

Together with Eq. (D1), this implies that \( \Sigma_{\rho_0} = \sum_n \Pr(n) \Sigma_{\rho^{(n)}_0} \), proving Lemma 3.

### Appendix E: Generalized \( \sigma_0 \) for non-interacting basins

It is possible that the evolution acts completely independently on distinct basins of state space. This will generically yield a nontrivial nullspace for \( \arg \min_{\rho_0} \Sigma_{\rho_0} \). In such cases, it is profitable to generalize the definition of \( \sigma_0 \) so that it includes the successive minimally dissipative density matrices that carve out the independent basins on the nullspace. These basins will be formally defined shortly.

We use the terminology ‘basin’ in analogy with ‘basins of attraction’ in nonlinear dynamics. Indeed, for certain dynamics that induce autonomous nonequilibrium steady states, this section addresses the quantum thermodynamics of coexisting basins of attraction for an open quantum system. However, this section more generally addresses non-autonomous dynamics, and allows for the possibility of thermodynamically independent regions of state space. When a basin is dissipative, our results imply that trajectories from the initial conditions inside it must become less distinguishable over time—they contract to a generalized time-dependent notion of attractor.

We will show that, within each basin, the extra dissipation due to a non-minimally dissipative initial density matrix is given exactly by the contraction of the relative entropy between the actual and minimally dissipative initial density matrices under the same driving \( z_{0,\tau} \).

To make progress in this generalized setting, we must first introduce several new notions.

#### 1. Definitions

Let \( \mathcal{P}(\mathcal{H}) \) be the set of density matrices that can be constructed on the Hilbert space \( \mathcal{H} \). I.e.,

\[
\mathcal{P}(\mathcal{H}) = \{ \sum_\ell \Pr(\ell) | \ell \rangle \langle \ell | \in \mathcal{H} \setminus \{ 0 \}, 0 < \Pr(\ell) \leq 1, \text{ and } \sum_\ell \Pr(\ell) = 1 \}. \tag{E1}
\]

Let \( \mathcal{H}^{\text{sys}} \) be the Hilbert space of the physical system under study (not including the environment). We will denote the nullspace of an operator \( \rho \) as null(\( \rho \)). I.e.:

\[
\text{null}(\rho) = \{ | \eta \rangle \in \mathcal{H}^{\text{sys}} : \rho | \eta \rangle = | \eta \rangle \}.
\]

The ‘support’ of a density matrix is the space orthogonal to its nullspace.

We can now introduce the successive minimally dissipative density matrices \( \{ \sigma^{[n]}_0 \}_n \). The absolute minimum dissipation is achieved via the minimally dissipative density matrix \( \sigma^{[0]}_0 \):

\[
\sigma^{[0]}_0 \in \arg \min_{\rho_0 \in \mathcal{P}(\mathcal{H}^{\text{sys}})} \Sigma_{\rho_0} . \tag{E2}
\]

In the main text, where \( \sigma^{[0]}_0 \) has a trivial nullspace (of \( \{ 0 \} \)), we identified \( \sigma^{[0]}_0 \) with \( \sigma_0 \) itself. However, when \( \sigma^{[0]}_0 \) has a nontrivial nullspace, we will also want to consider the minimally dissipative density matrix on the nullspace:

\[
\sigma^{[1]}_0 \in \arg \min_{\rho_0 \in \mathcal{P}(\text{null}(\sigma^{[0]}_0))} \Sigma_{\rho_0} . \tag{E3}
\]

If \( \sigma^{[1]}_0 \) also has a non-trivial nullspace, then we continue in the same fashion to identify the minimally dissipative density matrix within the intersection of all of the preceding nullspaces. In general, the \( n \)th thermodynamically independent basin has the minimally dissipative initial state:

\[
\sigma^{[n]}_0 \in \arg \min_{\rho_0 \in \mathcal{P}(\bigcap_{m=0}^{n-1} \text{null}(\sigma^{[m]}_0))} \Sigma_{\rho_0} , \tag{E4}
\]

for \( n \geq 1 \).

The \( n \)th minimally dissipative basin is the Hilbert space:

\[
\mathcal{H}^{[n]}_0 = \text{span} \left( \{ | \lambda \rangle : \lambda \in \Lambda_{\sigma^{[n]}_0} \setminus 0 \} \right) , \tag{E5}
\]

which is the support of \( \sigma^{[n]}_0 \). We call this space a ‘basin’ in loose analogy with the basins of attraction of classical
nonlinear dynamics. We will employ the projector

$$\Pi_{\mathcal{H}_0^{[n]}} = \sum_{\lambda \in A^{[n]} \setminus \{0\}} \frac{|\lambda \rangle \langle \lambda|}{|\lambda|}$$  \hspace{1cm} (E5)$$

which projects onto $\mathcal{H}_0^{[n]}$. Notably, these projectors constitute a decomposition of the identity $I$ on the system’s state space $\mathcal{H}^{sys}$:

$$\sum_n \Pi_{\mathcal{H}_0^{[n]}} = I.$$  \hspace{1cm} (E6)

We can now define the minimally dissipative reference state $\sigma_0$, as if $\rho_0$ were minimally dissipative on each of the thermodynamically independent basins on which it lives:

$$\sigma_0 \equiv \sum_n \text{tr}(\Pi_{\mathcal{H}_0^{[n]}} \rho_0) \sigma_0^{[n]}.$$  \hspace{1cm} (E7)

It should be noted that the $\rho_0$-dependence is only via the weight $\text{tr}(\Pi_{\mathcal{H}_0^{[n]}} \rho_0)$ of $\rho_0$ on each thermodynamically-independent basin, used to linearly combine their contributions.

2. Generalized dissipation bound

With these definitions in place, let us now reconsider the task at hand.

If $\sigma_0^{[0]}$ has a nontrivial nullspace (and if $\Sigma_{\rho_0}$ is finite for all $\rho_0$), then there are thermodynamically isolated basins of state-space. (The support of $\sigma_0^{[0]}$ is the minimally dissipative basin $\mathcal{H}_0^{[0]}$, which is a strict subset of $\mathcal{H}^{sys}$.) Then, since a generic initial state $\rho_0$ may have support on the nullspace of $\sigma_0^{[0]}$, Eq. (10) is no longer directly valid. However, for any two initial density matrices $\rho_0$ and $\xi_0$ such that the support of $\rho_0$ is a subset of the support of $\xi_0$, it is still true that

$$(\rho_0 - \xi_0) \cdot \nabla \Sigma_{\xi_0} = \Sigma_{\rho_0} - \Sigma_{\xi_0} - k_B \left( D[\rho_0] || \xi_0 \right) - D[\rho_T] || \xi_T \right) \right).$$  \hspace{1cm} (E8)

Indeed $\sigma_0$, as defined in Eq. (E7), is guaranteed to have support equal to $\mathcal{H}^{sys}$, and so Eq. (E8) is valid if we set $\xi_0 = \sigma_0$. Alternatively, we can set $\xi_0 = \sigma_0^{[0]}$ if we properly restrict $\rho_0$.

To proceed, we recognize that $\rho_0$ can be decomposed via Eq. (E6) as

$$\rho_0 = \rho_0^\square + \rho_0^{coh},$$  \hspace{1cm} (E9)

where

$$\rho_0^\square \equiv \sum_n \text{tr}(\Pi_{\mathcal{H}_0^{[n]}} \rho_0) \rho_0^{[n]}$$  \hspace{1cm} with $$\rho_0^{[n]} \equiv \frac{\Pi_{\mathcal{H}_0^{[n]}} \rho_0 \Pi_{\mathcal{H}_0^{[n]}}}{\text{tr}(\Pi_{\mathcal{H}_0^{[n]}} \rho_0)}$$

and

$$\rho_0^{coh} \equiv \sum_{m \neq n} \Pi_{\mathcal{H}_0^{[m]}} \rho_0 \Pi_{\mathcal{H}_0^{[n]}}.$$  \hspace{1cm} (E10)

$\rho_0^\square$ projects $\rho_0$ onto the minimally dissipative basins, whereas $\rho_0^{coh}$ describes the state’s coherence between these basins.

Since $\sigma_0^{[0]}$ is, by definition, the minimally dissipative density matrix on its subspace (and, since it has full support on that subspace), we have that

$$0 = (\rho_0^{[0]} - \sigma_0^{[0]} \cdot \nabla \Sigma_{\sigma_0^{[0]}}$$

$$= \Sigma_{\rho_0^{[0]}} - \Sigma_{\sigma_0^{[0]}} - k_B \left( D[\rho_0^{[0]}] || \sigma_0^{[0]} - D[\rho_T^{[0]}] || \sigma_T^{[0]} \right).$$  \hspace{1cm} (E11)

As an immediate consequence of their definition, the elements of $\{\sigma_0^{[n]}\}_n$ are mutually orthogonal, and the elements of $\{\rho_0^{[n]}\}_n$ are mutually orthogonal. It is often the case (and, we conjecture, generally true) that the coexistence of these $\sigma_0^{[0]}$-basins implies the orthogonality of their evolved states. I.e., the elements of $\{\sigma_T^{[n]}\}_n$ are mutually orthogonal and the elements of $\{\rho_T^{[n]}\}_n$ are mutually orthogonal. Lemma 3 then implies that

$$\Sigma_{\rho_0} = \sum_n \text{tr}(\Pi_{\mathcal{H}_0^{[n]}} \rho_0) \Sigma_{\rho_0^{[n]}}$$  \hspace{1cm} (E12)

and

$$\Sigma_{\rho_0^{[n]}} = \sum_n \text{tr}(\Pi_{\mathcal{H}_0^{[n]}} \rho_0) \Sigma_{\rho_0^{[n]}}.$$  \hspace{1cm} (E13)

Together with Eq. (E11) this leads to

$$\Sigma_{\rho_0^{[0]}} - \Sigma_{\sigma_0} = k_B \left( D[\rho_0^{[0]}] || \sigma_0^{[0]} - D[\rho_T^{[0]}] || \sigma_T^{[0]} \right).$$  \hspace{1cm} (E14)

Eq. (E14) can be seen as the quantum generalization of the classical result obtained recently in Ref. [48]. The classical version of this result is relevant when the minimally dissipative probability distribution ($\sigma_0^{[0]}$) does not have full support. Dissipation on other ‘islands’ are then considered. Our derivation points out the nuances of physical assumptions that go into the classical result, and refines the notion of ‘islands’ (here referred to as ‘basins’) on a more solid physical grounding. Crucially, Eq. (E14) generalizes the classical result—allowing $\rho_0^{[n]}$ to exhibit quantum coherence relative to the minimally dissipative
state $\sigma_0[n]$. In addition to the drop in Kullback–Leibler divergence on the minimally dissipative eigenbasis, the drop in coherence also contributes to dissipation.

In the quantum regime, there is yet further opportunity for generalization, if we consider the possibility of coherence among the non-interacting basins of state-space. This is the case of non-zero inter-basin coherence: $\rho_0^\text{coh} \neq 0$. To address this more general case, we recognize that

$$\Sigma_{\rho_0} - \Sigma_{\rho_0^0} = \Phi^\text{coh} - k_B \Delta C_{\rho_0}^\square(\rho_t), \quad (E15)$$

where $\Delta C_{\rho_0}^\square(\rho_t)$ is the change in inter-basin coherence:

$$C_{\rho_0}^\square(\rho_t) \equiv \text{tr}(\rho_t \ln \rho_t) - \text{tr}(\rho_0^\square \ln \rho_0^\square), \quad (E16)$$

from time $t = 0$ to time $t = \tau$. The inter-basin coherence $C_{\rho_0}^\square(\rho_t)$ can also be recognized as the “relative entropy of superposition” among the basins [51]. Meanwhile,

$$\Phi^\text{coh} = -k_B \text{tr}(\text{tr}_{\text{sys}}(U_{x_0}, \rho_0^\text{coh} \otimes \rho_0^\text{env} U_{x_0}^\dagger) \ln \pi^\text{env}) \quad (E17)$$

is the extra entropy flow due to inter-basin coherence. Combining Eqs. (E14) and (E15) yields

$$\Sigma_{\rho_0} - \Sigma_{\sigma_0} = k_B \left[ D[\rho_0 || \sigma_0] - D[\rho_\tau || \sigma_\tau] \right] + \Phi^\text{coh}. \quad (E18)$$

All results of this section can be directly translated to the generalized quantum optimization problem discussed in Sec. VI, by simply replacing $\Sigma_{\sigma_0}$ with $f(\rho)$, and replacing $\Phi^\text{coh}/k_B$ with $\ell(\rho_0^\text{coh})$.

**Appendix F: Unitary Subspaces of Nonunitary Transformations**

If the quantum operation $\Gamma(\cdot)$ is locally unitary on its restriction to $\mathcal{P}(\mathcal{H}_0[n])$ (i.e., restricted to density operators defined on the support of $\sigma_0[n]$), then any $\rho_0[n] \in \mathcal{P}(\mathcal{H}_0[n])$ has the same dissipation (i.e., $\Sigma_{\rho_0[n]} = \Sigma_{\sigma_0[n]}$).

Conversely, if $\Gamma(\cdot)$ has no nontrivial unitary subspaces on its restriction to $\mathcal{P}(\mathcal{H}_0[n])$, then any $\rho_0[n] \neq \sigma_0[n]$ requires additional dissipation. Whenever the Second Law is valid, this is additional dissipation beyond Landauer’s bound. In particular, from Eq. (E11):

$$\Sigma_{\rho_0[n]} = \Sigma_{\sigma_0[n]} + k_B \left[ D[\rho_0[n] || \sigma_0[n]] - D[\rho_\tau[n] || \sigma_\tau[n]] \right]. \quad (F1)$$

Since we are assuming that the quantum operation $\Gamma(\cdot)$ is strictly nonunitary on this subspace, $D[\rho_0[n] || \sigma_0[n]] - D[\Gamma(\rho_0[n]) || \Gamma(\sigma_0[n])]$ is necessarily positive for $\rho_0[n] \neq \sigma_0[n]$.

Notably, an operation that is logically irreversible on the computational basis (or, indeed, on any basis) is always nonunitary and so cannot be thermodynamically optimized for all initial states via a single protocol. Nonunitarity is more general than logical irreversibility though.

All quantum operations that are subject to either a Landauer-type cost or benefit (due to the entropy change of nonunitary operations) also incur irreversible dissipation for at least some initial states (due to the relative entropy change of nonunitary operations).

**Appendix G: Change in relative entropy decomposes into change in $D_{\text{KL}}$ and change in coherences**

Our main result, Eq. (11), gave the extra dissipation—when the system starts with the initial density matrix $\rho_0$ rather than the minimally-dissipative initial density matrix $\sigma_0$—in terms of the change in relative entropies between the two reduced density matrices over the course of the transformation:

$$\Sigma_{\rho_0} - \Sigma_{\sigma_0} = k_B D[\rho_0 || \sigma_0] - k_B D[\rho_\tau || \sigma_\tau]. \quad (G1)$$

We now show how this can be split into a change in Kullback–Leibler divergences plus the change in the coherence on the minimally-dissipative eigenbasis.

The correspondence with Ref. [6] is complicated by the fact that $\sigma_0$ and $\sigma_\tau$ are not typically diagonalized in the same basis. Nevertheless, we can consider $\sigma_\tau$’s eigenbasis at each time, and describe $\rho_\tau$’s probabilities and coherence relative to that basis.

The classical probability distribution that would be induced by projecting $\rho_\tau$ onto $\sigma_\tau$’s eigenbasis is $\mathcal{P}_\tau$, which can be represented as

$$P_t \equiv \sum_{s \in \Lambda_{\sigma_\tau}} \mathcal{P}_\tau(s) \langle s \rangle \langle s |, \quad (G2)$$

where the probability elements are $\mathcal{P}_\tau(s) = \langle s | \rho_\tau | s \rangle$. The operators $\rho_\tau$ and $P_t$ only differ when $\rho_\tau$ is coherent on $\sigma_\tau$’s eigenbasis.

The actual state’s coherence on $\sigma_\tau$’s eigenbasis is given by the ‘relative entropy of coherence’ [38]:

$$C_{\sigma_\tau}(\rho_\tau) = \text{tr}(\rho_\tau \ln \rho_\tau) - \text{tr}(P_t \ln P_t). \quad (G3)$$

Expanding the relative entropy between $\rho_\tau$ and $\sigma_\tau$ at any
time yields
\begin{align}
D[\rho_t \| \sigma_t] &= \text{tr}(\rho_t \ln \rho_t) - \text{tr}(\rho_t \ln \sigma_t) \\
&= C_{\sigma_t}(\rho_t) + \text{tr}(P_t \ln P_t) - \text{tr}(\rho_t \ln \sigma_t) \quad \text{(G4)} \\
&= C_{\sigma_t}(\rho_t) + \sum_{s \in \Lambda_{\sigma_t}} P_t(s) \ln[Q_t(s)] - P_t(s) \ln[Q_t(s)] \\
&= C_{\sigma_t}(\rho_t) + D_{\text{KL}}[P_t \| Q_t] \
&= C_{\sigma_t}(\rho_t) + D_{\text{KL}}[\rho_t \| Q_t] \
&= C_{\sigma_t}(\rho_t) + D_{\text{KL}}[P_t \| Q_t] \
&= C_{\sigma_t}(\rho_t) + D_{\text{KL}}[\rho_t \| Q_t] \
&= C_{\sigma_t}(\rho_t) + D_{\text{KL}}[\rho_t \| Q_t] \quad \text{(G7)}
\end{align}

where we used the simultaneously-diagonalized spectral representations of \(\ln P_t = \sum_{s \in \Lambda_{\sigma_t}} \ln[\rho_t(s)] |s\rangle \langle s|\) and \(\ln \sigma_t = \sum_{s \in \Lambda_{\sigma_t}} \ln[Q_t(s)] |s\rangle \langle s|\), and where \(P_t(s) = \langle s| P_t |s\rangle\) and \(Q_t(s) = \langle s| \rho_t \sigma_t |s\rangle\) are the probability elements of the classical probability distributions \(P_t\) and \(Q_t\) on the simplex defined by \(\sigma_t\)’s eigenstates.

(Similar decompositions of the quantum relative entropy appear in recent thermodynamic results of Refs. [52] and [53], although in a more limited context.)

Thus, the difference in entropy production can be expressed as
\begin{align}
\frac{1}{k_B}(\Sigma_{\rho_0} - \Sigma_{\sigma_0}) = D[\rho_0 \| \sigma_0] - D[\rho_t \| \sigma_t] \\
&= D_{\text{KL}}[P_0 \| Q_0] - D_{\text{KL}}[P_t \| Q_t] \\
&\quad + C_{\sigma_t}(\rho_0) - C_{\sigma_t}(\rho_t) \quad \text{(G8)}
\end{align}

as in Eq. (14) of the main text.

In the classical limit, where there are no coherences, we recover the classical result obtained by Kolchinsky and Wolpert in Ref. [6]:
\begin{align}
\frac{1}{k_B}(\Sigma_{\rho_0} - \Sigma_{\sigma_0})^{\text{classical}} = D_{\text{KL}}[P_0 \| Q_0] - D_{\text{KL}}[P_t \| Q_t] \quad \text{(G10)}
\end{align}

From Eq. (G9), we see that the quantum correction to the classical dissipation is exactly the change of coherence on the minimally-dissipative eigenbasis.

Appendix II: Justification for Approach to the Gibbs State under Weak Coupling

Consider a system in constant energetic contact with a single thermal bath of inverse temperature \(\beta = \frac{1}{k_B T}\). Suppose the system experiences a time-independent Hamiltonian \(H_x\) (i.e., \(x_t = x_{t'} = x\) for all \(t, t' > 0\)).

From Ref. [54], we can deduce that the system together with part of the thermal bath will together approach a stable passive state under the influence of the remainder of the thermal bath. For large baths, this stable passive state limits to the Gibbs state for the joint system. If we furthermore take the limit of very weak coupling, then this also yields the Gibbs state for the reduced system since \(e^{\beta(H_x \otimes H_b + I_{\text{sys}} \otimes H_b)} = e^{\beta H_x} \otimes e^{\beta H_b}\). The system–bath interaction \(H_x^{\text{int}}\) can be treated as a small perturbation to the steady state with vanishing contribution in the limit of very weak coupling.

Hence, if this system starts out of equilibrium in state \(\rho_0\), then it will simply relax towards the canonical equilibrium state \(\pi_x = e^{-\beta H_x}/Z\), where \(Z\) is the canonical partition function of the system.

Similar reasoning justifies the approach to equilibrium in any thermodynamic potential.

The case of strong coupling is more tricky because of the possibility of steady-state coherences in the system’s energy eigenbasis [55]. Nevertheless, there are small quantum systems of significant interest that are rigorously shown to approach the Gibbs state as an attractor, even with strong interactions [56, 57].

Appendix I: Dissipation, Work, and Free Energy

Time-dependent control implies work and, in the thermodynamics of computation, entropy production is typically proportional to the dissipated work [4, 45]. This appendix relates these quantities.

Since we allow for arbitrarily strong interactions between system and baths, some familiar thermodynamic equations must be revised in recognition of interaction energies. Most of these revisions have already been thought through carefully in Ref. [19]. In this appendix, we spell out some of the general relationships among entropy production, heat, work, dissipated work, nonequilibrium free energy, and so on. This allows our results to be reinterpreted in terms of the various thermodynamic quantities.

Work is the amount of energy pumped into the system and baths by the time-varying Hamiltonian. It is the total change in energy of the system and baths:
\begin{equation}
W \equiv \text{tr}(\rho_{t-t}H_{x_{t-t}}) - \text{tr}(\rho_{0}H_{x_{0}}) \
\end{equation}

Subtracting the heat yields
\begin{align}
W - \sum_{b \in B} Q^{(b)} = \text{tr}(\rho_{t}H_{x_{t}}) - \text{tr}(\rho_{0}H_{x_{0}}) \\
+ \text{tr}(\rho_{t}H_{x_{t}}^{\text{int}}) - \text{tr}(\rho_{0}H_{x_{0}}^{\text{int}}) \quad \text{(12)}
\end{align}

which generalizes the First Law of Thermodynamics (as earlier noted in Ref. [19]) beyond the weak-coupling limit. The typical First Law is recovered when the interaction energy is the same at the beginning and end of the protocol. Alternatively, the First Law can be approximately
achieved if the interaction energy is relatively weak at the beginning and end of the protocol.

If there is a single canonical bath at temperature $T$, then entropy production is related to the dissipated work and the nonequilibrium free energy. In that case, the dissipated work is

$$W_{\text{diss}} = T \Sigma \rho_0$$

$$= Q + k_B T \text{tr} (\rho_0 \ln \rho_0) - k_B T \text{tr} (\rho_T \ln \rho_T)$$

$$= W - (F_T - F_0) - (\text{tr} (\rho_{\text{tot}}^T H_{\text{int}}^T) - \text{tr} (\rho_{\text{tot}}^0 H_{\text{int}}^0)) .$$

We see that the dissipated work is the work beyond the changes in nonequilibrium free energy and interaction energy. Any work not stored in free energy or interaction energy has been dissipated.

In the presence of a single canonical bath, the nonequilibrium free energy always satisfies the familiar relation $F_t = U_t - TS_t$:

$$F_t = \text{tr} (\rho_t H_{\nu relation} 1 + k_B T \text{tr} (\rho_t \ln \rho_t))$$

$$= F_{\text{eq}} + F_{\text{add}} ,$$

where the nonequilibrium addition to free energy is

$$F_{\text{add}} = k_B T \text{D} [\rho_t || \pi_{x_t}] .$$

$\pi_{x_t} = e^{-\beta H_{\nu relation 1}} / Z_{x_t}$ is the Gibbs state induced by the instantaneous control, and $F_{\text{eq}} = - k_B T \ln Z_{x_t}$ is the equilibrium free energy of the system, which utilizes the partition function $Z_{x_t} = \text{tr} (e^{-\beta H_{\nu relation 1}})$.

Even if the interaction energy is large, we see that we recover the familiar thermodynamic relations, as long as there is negligible change in interaction energy over the course of the protocol: $\text{tr} (\rho_{\text{tot}}^T H_{\text{int}}^T) - \text{tr} (\rho_{\text{tot}}^0 H_{\text{int}}^0) \approx 0$. Then, $W - \sum_b Q(b) = \text{tr} (\rho_T H_{\nu relation 1}) - \text{tr} (\rho_0 H_{\nu relation 0})$ and $W_{\text{diss}} = W - (F_T - F_0)$.

### Appendix J: High-fidelity RESET bounds relative entropy

For any process whatsoever, $0 \leq \text{D} [\rho_T || \sigma_T] \leq \text{D} [\rho_0 || \sigma_0]$.

But we can also derive a number of stricter bounds. Here we will show that $\text{D} [\rho_T || \sigma_T] \leq 4 \epsilon \ln (4 \epsilon / s_{\min})$, where $d$ is the dimension of the Hilbert space and $s_{\min}$ is the smallest eigenvalue of $\sigma_T$, and $\epsilon$ upper bounds the trace distance between the desired state $r_T$ and the actual final state $\rho_T$ from any initial state $\rho_0$.

For any fixed dimension and $s_{\min} \neq 0$, the $\epsilon \to 0$ limit of high-fidelity RESET then yields $\text{D} [\rho_T || \sigma_T] \to 0$, which immediately leads to Eq. (16).

When $\epsilon$ and $s_{\min}$ both go to zero, the situation is more delicate: we obtain Eq. (16) only in the limit that $-\epsilon \ln (s_{\min}) \to 0$. For example, this limit can be obtained if $\epsilon$ is never larger than $s_{\min}$, in which case $0 \leq -\epsilon \ln (s_{\min}) \leq -\epsilon \ln (\epsilon) \to 0$ as $\epsilon \to 0$.

In either case: $\text{D} [\rho_T || \sigma_T] \to 0$ as $\epsilon \to 0$ if $\epsilon \leq s_{\min}$.

1. Deriving the bound

Recall that the trace distance $T (\rho, \sigma)$ between two quantum states $\rho$ and $\sigma$ is given by: $T (\rho, \sigma) = \frac{1}{2} \| \rho - \sigma \|_1$, where $\| A \|_1 \equiv \text{tr} (\sqrt{A^T A})$ is the trace norm. By definition, the error tolerance $\epsilon$ associated with a control protocol implementing the RESET operation is defined such that $T (\rho_T, r_T) \leq \epsilon$ for all $\rho_0$.

As an aside, recall that the fidelity $F (\rho, \sigma) \equiv \text{tr} (\sqrt{\sqrt{\rho} \sigma \sqrt{\rho}})$ and the trace distance $T (\rho, \sigma)$ are related by $1 - F (\rho, \sigma) \leq T (\rho, \sigma) \leq \sqrt{1 - F (\rho, \sigma)^2}$. [58] [59] Accordingly:

$$1 - F (\rho_T, r_T) \leq T (\rho_T, r_T) \leq \epsilon ,$$

which can be rearranged as $F (\rho_T, r_T) \geq 1 - \epsilon$. So the limit of $\epsilon \to 0$ indeed corresponds to the limit of high fidelity $F (\rho_T, r_T) \to 1$.

Ref. [60, Thm. 3] provides a general bound on relative entropy between two density matrices which, when applied to $\rho_T$ and $\sigma_T$, says:

$$\text{D} [\rho_T || \sigma_T] \leq \left\| \rho_T - \sigma_T \right\|_1 \ln d - \left\| \rho_T - \sigma_T \right\|_1 \ln \left\| \rho_T - \sigma_T \right\|_1$$

$$- \frac{1}{2} \left\| \rho_T - \sigma_T \right\|_1 \ln s_{\min} ,$$

where $s_{\min} \equiv \min \Lambda_{\sigma_T}$ is the smallest of $\sigma_T$’s eigenvalues and $d$ is the dimension of the Hilbert space. By definition, the error tolerance bounds the distance from the desired state to any final state; so $\frac{1}{2} \left\| \rho_T - r_T \right\|_1 \leq \epsilon$ and $\frac{1}{2} \left\| \rho_T - r_T \right\|_1 \leq \epsilon$. From the triangle inequality, this implies that

$$\left\| \rho_T - \sigma_T \right\|_1 \leq 4 \epsilon .$$

Applying this to Eq. (J2) yields a bound in terms of error tolerance:

$$\text{D} [\rho_T || \sigma_T] \leq 4 \epsilon \ln d - 4 \epsilon \ln (4 \epsilon) - 2 \epsilon \ln s_{\min}$$

$$= 4 \epsilon \ln \left( \frac{d}{4 \epsilon \sqrt{s_{\min}}} \right) .$$

Together with Eq. (11), this in turn implies a sandwiching
of the entropy production:

\[
D[\rho_0\|\sigma_0] - 4\epsilon \ln \left(\frac{\mathcal{D}[\rho_0\|\sigma_0]}{4\epsilon s_{\min}}\right) \leq \mathbf{\Sigma}_{\rho_0} - \mathbf{\Sigma}_{\sigma_0} \leq D[\rho_0\|\sigma_0].
\]

When \(\epsilon \to 0\) and \(\epsilon \ln(s_{\min}) \to 0\), the lower bound converges to the upper bound and we obtain \(\mathbf{\Sigma}_{\rho_0} \to \mathbf{\Sigma}_{\sigma_0} + k_B D[\rho_0\|\sigma_0]\).

Ref. [60] also provides sharper bounds on relative entropy that could likely be leveraged to give sharper bounds on the dissipation. In particular, stronger bounds in Ref. [60] are independent of dimension and suggest that \(D[\rho_\tau\|\sigma_\tau] \to 0\) much more quickly than suggested by Eq. (J5) as \(\epsilon \to 0\).

---

**Appendix K: Modularity dissipation**

This appendix gives more details of the derivation for the general modularity dissipation.

Consider a collection of elementary quantum operations \(G_n\), acting on respective Hilbert space \(\mathcal{H}_n\). Each is individually optimized, such that dissipation is minimized for some \(\sigma_{0,n}\). Suppose we place them in parallel to build a composite \(N\)-partite operation \(\Gamma = \bigotimes_{n=1}^N G_n\). Individual optimization implies that the minimally dissipative state, \(\sigma_0 = \bigotimes_{n=1}^N \sigma_{0,n}\), will take a product form. Likewise, the time-evolved minimally dissipative state will retain this product structure: \(\sigma_\tau = \bigotimes_{n=1}^N \sigma_{\tau,n}\) where \(\sigma_{\tau,n} = G_n(\sigma_{0,n})\).

We now consider a generic input \(\rho_0\) to our computation. Each elementary operation \(G_n\) acts on a reduced state \(\rho_{0,n}\) where \(\rho_{t,n} = \text{tr}_{\otimes m \neq n} \mathcal{H}_m(\rho_t)\). With our main result and a little algebra, we calculate

\[
\frac{1}{k_B} \left(\mathbf{\Sigma}_\rho_0 - \mathbf{\Sigma}_\otimes \rho_{0,n}\right) = -\frac{1}{k_B} \left(\mathbf{\Sigma}_\rho_0 - \mathbf{\Sigma}_\sigma_0\right) - \left(\mathbf{\Sigma}_\otimes \rho_{0,n} - \mathbf{\Sigma}_\sigma_n\right)
\]

\[
= -\Delta D[\rho_t\|\bigotimes_{n=1}^N \sigma_t,n] + \Delta D[\bigotimes_{n=1}^N \rho_{t,n}\|\bigotimes_{n=1}^N \sigma_{t,n}]
\]

\[
= -\Delta \text{tr}(\rho_t \ln \rho_t) + \left[\sum_{n=1}^N \Delta \text{tr}(\rho_{t,n} \ln \sigma_{t,n})\right] + \left[\sum_{n=1}^N \Delta \text{tr}(\rho_{t,n} \ln \sigma_{t,n})\right] - \left[\sum_{n=1}^N \Delta \text{tr}(\rho_{t,n} \ln \sigma_{t,n})\right]
\]

\[
= -\Delta D[\rho_t\|\bigotimes_{n=1}^N \rho_{t,n}] .
\]

Eq. (K5) gives the modularity dissipation due to lost correlations in any finite-time composite quantum operation. The right-hand side of Eq. (K5) is the reduction in total correlation among the \(N\) subsystems.

Furthermore, it may be noted that

\[
\frac{1}{k_B} \left(\mathbf{\Sigma}_\otimes \rho_{0,n} - \mathbf{\Sigma}_\sigma_n\right) = -\Delta D[\bigotimes_{n=1}^N \rho_{t,n}\|\bigotimes_{n=1}^N \sigma_{t,n}]
\]

\[
= -\left[\sum_{n=1}^N \Delta \text{tr}(\rho_{t,n} \ln \rho_{t,n})\right] + \left[\sum_{n=1}^N \Delta \text{tr}(\rho_{t,n} \ln \sigma_{t,n})\right]
\]

\[
= -\sum_{n=1}^N \Delta D[\rho_{t,n}\|\sigma_{t,n}] .
\]

The total dissipation from a composite transformation can thus be written as:

\[
\mathbf{\Sigma}_{\rho_0} = \mathbf{\Sigma}_{\sigma_0} - k_B \Delta D[\rho_t\|\bigotimes_{n=1}^N \rho_{t,n}] - k_B \sum_{n=1}^N \Delta D[\rho_{t,n}\|\sigma_{t,n}] .
\]
This is the sum of 1) modularity dissipation $-k_B \Delta D[\rho_t \| \bigotimes_{n=1}^N \rho_{t,n}]$ due to the loss of (both quantum and classical) correlation among subsystems, 2) the mismatch dissipation $k_B \Delta D[\rho_{t,n} \| \sigma_{t,n}]$ from non-optimal input to each elementary operation, and 3) the residual dissipation $\Sigma_{\sigma_0}$ which is invariably incurred by even the minimally dissipative input to the composite operation.

In the classical limit, the total correlation reduces to the Kullback–Leibler divergence $D[\rho_t \| \bigotimes_{n=1}^N \rho_{t,n}] \rightarrow D_{KL}[\Pr(X_{1,1}, X_{1,2}, \ldots, X_{1,N}) \| \prod_{n=1}^N \Pr(X_{1,n})]$, where $X_{1,n}$ is the random variable for the state of the $n$th subsystem at time $t$. This then generalizes the modularity dissipation expected for classical computations, discussed in Refs. [44, 45]. Notably, modularity dissipation can be written in the exact forms of either Eqs. (K5) or (K9) for any parallel computation occurring in finite time, regardless of the local free energies of the memory elements utilized.

### Appendix L: Deposition and Non-selective Measurement

Eq. (14) already tells us that any decoherence on the minimally dissipative eigenbasis directly contributes to entropy production. Nevertheless, in the following, we further consider the loss of superposition and the limit of non-selective measurement, which lends a slightly different perspective.

Consider the process of decoherence among a set of decoherence-free subspaces. To distinguish coherence within these subspaces from coherence between the subspaces, we will refer to the latter as superposition. The loss of superposition among these subspaces will be referred to as ‘deposition’, and a state without superposition is a ‘deposed’ state.

In the fully-deposed limit, this can describe non-selective measurement, which implements the map $\rho_0 \mapsto \sum_m \Pi_m \rho_0 \Pi_m$, where the set of projectors $\{\Pi_m\}_m$ satisfy $\Pi_m \Pi_n = \delta_{m,n} \Pi_m$ and $\sum_m \Pi_m = I$. Notably, these projectors can have arbitrary rank: when the rank is larger than one, the corresponding decoherence-free subspace is nontrivial in the sense of allowing persistent coherence. More generally, we can consider partial deposition, where the superposition among these subspaces is reduced but does not need to vanish.

It is profitable to define the set $\Xi$ of deposed states (i.e., non-superposed states): 

$$\Xi \equiv \{\xi_0 = \sum_m \Pi_m \xi_0 \Pi_m\}.$$

More specifically, these states possess no superposition among the decoherence-free subspaces. We then consider deposition operators—those operations $\Gamma$ that cannot create superpositions among the subspaces. They map deposed states to deposed states: $\Gamma(\Xi) \subseteq \Xi$.

Let us specifically consider processes for deposition that satisfy the following three properties:

1. If the system is already deposed, then the environment does not change.
2. Fully deposing the final state yields the same result as evolving the fully deposed state.
3. The decoherence-free subspaces evolve unitarily.

More formally, these three properties can be written as:

$$\text{If } \rho_0 \in \Xi, \text{ then } \rho_0^{env} = \rho_{t}^{env}. \quad (L1)$$

$$\Pi_m \Gamma(\rho_0) \Pi_m = \Gamma(\Pi_m \rho_0 \Pi_m). \quad (L2)$$

$$\Gamma(\Pi_m \rho_0 \Pi_m) = U \Pi_m \rho_0 \Pi_m U^\dagger \text{ for some unitary } U. \quad (L3)$$

The first and third property, Eqs. (L1) and (L3), imply, via Eqs. (3) and (4), that $\sigma_0 = 0$ for $\xi_0 \in \Xi$ since $\Delta S(\xi_t) = 0$ and $\Phi = 0$. By the Second Law, the set of deposed states $\Xi$ are all thus minimally dissipative states for these deposition processes.

For deposition processes with the above three properties, we can exactly quantify entropy production from any initial state $\rho_0$ by recognizing $\sigma_0 = \sum_m \Pi_m \rho_0 \Pi_m \in \Xi$ as a valid choice of the minimally dissipative state with $\Sigma_{\sigma_0} = 0$.

$$\Sigma_{\rho_0} = \Sigma_{\rho_0} - \Sigma_{\sigma_0} = k_B D[\rho_0 \| \sum_m \Pi_m \rho_0 \Pi_m] - k_B D[\rho_{t} \| \Gamma(\sum_m \Pi_m \rho_0 \Pi_m)]$$

$$= -k_B \Delta D[\rho_t \| \sum_m \Pi_m \rho_t \Pi_m], \quad (L4)$$

where we have invoked Property (L2) and the linearity of quantum channels to obtain $\Gamma(\sum_m \Pi_m \rho_0 \Pi_m) = \sum_m \Pi_m \Gamma(\rho_0) \Pi_m$. Eq. (L4) quantifies entropy production from the loss of superposition among decoherence-free subspaces.

In the limit of non-selective measurement, the final state is fully deposed: $\rho_{t} = \sum_m \Pi_m \rho_{t} \Pi_m$, leading to

$$\Sigma_{\rho_0} = k_B D[\rho_0 \| \sum_m \Pi_m \rho_0 \Pi_m]. \quad (L5)$$
This quantifies entropy production when all superposition between subspaces is destroyed. It is notable that the quantity $D[\rho_t \parallel \sum_m \Pi_m \rho_t \Pi_m]$—the so-called “relative entropy of superposition” [51]—generalizes the relative entropy of coherence to allow for decoherence-free subspaces. When the projection operators are all rank-one (i.e., if $\Pi_m = |m\rangle \langle m|$ for all $m$), then this quantity reduces to the typical relative entropy of coherence of Ref. [38].

Appendix M: Relaxation to NESS

Suppose that the system is in constant contact with at least two different thermodynamic baths. We may think, for example, of a stovetop pot of water which is hot at its base and cooler at its top surface. Such a setup famously allows for the existence of nonequilibrium steady states (NESSs), like Rayleigh–Bénard convection [61]. Our results—relating entropy production from different initial conditions—should allow interesting new thermodynamic analyses of such spatiotemporally intricate NESSs. The thermodynamic behavior could then be compared with the other aspects of nonequilibrium pattern formation [62]. For Rayleigh–Bénard convection, it has been noted that “the nature of the transient behavior and the eventual roll locations do depend on the initial state in an unpredictable manner.” [63] In future studies, our results could be leveraged to tie this phenomenology to thermodynamics.

Another exciting opportunity for future work would be a more thorough investigation of the relationship between 1) coexisting basins of attraction in the NESS dynamics of nonlinear physical systems and 2) the thermodynamically independent basins discussed in App. E. These two ‘basins’ seem to be the same in certain cases, but further careful study will be required to delineate the general connection between physical nonlinear dynamics and the implications for its thermodynamics.

At a smaller scale, our results should allow new approaches to analyzing the thermodynamics of biomolecules like sodium-ion pumps or ATP-synthase that reliably break time symmetry in their NESSs via differences in chemical potentials across cellular membranes [64–66].

While there is not expected to be a general extremization principle for finding NESSs, the mere existence of minimally-dissipating initial states—or maximally-dissipating initial states [67]—implies the in-principle-applicability of our results for the thermodynamic analyses of general NESSs. Caveats aside, there is an obvious opportunity to apply our results to systems with NESSs that do extremize entropy production, like certain steady states in the linear regime [24, 26].

Appendix N: Relation to Error–Dissipation tradeoffs

Under control constraints—like time-symmetric driving—where fidelity costs significant dissipation [68], we find that $\sigma_0$ may be forced to have eigenvalues of order $\epsilon$ and thus $D[\rho_0 \parallel \sigma_0]$ can diverge as $\ln(1/\epsilon)$. This is consistent with the generic error–dissipation tradeoff recently discovered for non-reciprocated computations in Ref. [68], but only explains the error–dissipation tradeoff for logically irreversible transitions like erasure.

As explained in Ref. [68], reciprocity of a memory transition requires not only logical reversibility, but also a type of logical self-invertibility. In the case of time-reversal-invariant memory elements, a deterministic computation $C$ is reciprocated if its action on a memory state $m$ satisfies $C(C(m)) = m$. The transition is non-reciprocated otherwise. For logically reversible but non-reciprocated transitions, our Theorem 1 and Corollary 1 imply that all initial distributions could suffer the same dissipation, since those transitions could be implemented by a unitary transformation that preserves relative entropy. In those cases of logically reversible non-reciprocity, the error–dissipation tradeoff is not a necessary consequence of the contraction of the relative entropy discussed here, but rather follows more generally from the theory laid out in Ref. [68] when time-symmetric control transforms metastable memories.

With unrestricted control, any arbitrarily-high-fidelity transformation of a finite memory can be achieved with bounded dissipation.

Appendix O: Generalized derivation for related optimization problems

Suppose an initial product state of the system and environment: $\rho_0^{\text{tot}} = \rho_0^{\text{sys}} \otimes \rho_0^{\text{env}}$, and suppose that the joint system and environment evolves according to some unitary time evolution, such that the reduced state at time $\tau$ is given by: $\rho_{\tau} = \text{tr}_{\text{env}}(U \rho_0 \otimes \rho_0^{\text{env}} U^\dagger)$.

We can consider any real-valued functional of the initial density matrix:

$$f(\rho_0) = a(\rho_0) + \text{tr}(\rho_0 \ln \rho_0 - \rho_{\tau} \ln \rho_{\tau}), \quad (O1)$$

and its minimizer:

$$a_0 \in \text{argmin}_{\rho_0} f(\rho_0) \quad (O2)$$

Recall Thm. 2: If $a(\rho)$ is an affine function of $\rho$, and $a_0 \in \text{argmin}_{\rho_0} f(\rho_0)$ has a trivial nullspace, then $f(\rho_0) - f(a_0) = D[\rho_0 \parallel a_0] - D[\rho_{\tau} \parallel a_{\tau}]$. 

Proof. If $a(\rho)$ is an affine function, then it can be written as $a(\rho) = \ell(\rho) + c$, where $\ell(\rho)$ is a linear function of $\rho$ and $c$ is a constant. Representing the initial density matrix in an orthonormal basis as $\rho_0 = \sum_{j,k} c_{j,k} |j\rangle \langle k|$, and differentiating $f(\rho_0)$ with respect to the matrix elements of $\rho_0$, we find

$$
\frac{\partial}{\partial c_{j,k}} f(\rho_0) = \frac{\partial}{\partial c_{j,k}} \ell(\rho_0) + \frac{\partial}{\partial c_{j,k}} \text{tr}(\rho_0 \ln \rho_0 - \rho_\tau \ln \rho_\tau) 
$$

$$
= \ell(|j\rangle \langle k|) + \text{tr}(|j\rangle \langle k| \ln \rho_0) 
- \text{tr}(\text{tr}_{\text{env}}(U |j\rangle \langle k| \otimes \rho_0^{\text{env}} U^\dagger) \ln \rho_\tau) . 
$$

(O3)

To consider the consequences of arbitrary variations in the initial density matrix, we construct a gradient $\nabla f(\rho_0) \equiv \sum_{j,k} \langle j | \gamma f(\rho_0) \rangle$ with a scalar product “$\cdot$” that gives a type of directional derivative: $\gamma \cdot \nabla f(\rho_0) \equiv \text{tr}(\gamma \nabla f(\rho_0))$. For any two density matrices $\rho_0$ and $\rho'_0$, we find that

$$
\rho_0 \cdot \nabla f(\rho'_0) = \ell(\rho_0) + \text{tr}(\rho_0 \ln \rho'_0) - \text{tr}(\rho_\tau \ln \rho'_\tau) . 
$$

(05)

Hence, for any initial density matrix: $\rho_0 \cdot \nabla f(\rho_0) = f(\rho_0) - c$. By definition of $\alpha_0 \in \text{argmin}_{\alpha} f(\rho_0)$ as an extremum, if $\alpha_0$ has full rank, it must be true that

$$
(\rho_0 - \alpha_0) \cdot \nabla f(\alpha_0) = 0 
$$

(O6)

for any density matrix $\rho_0$. I.e., moving from $\alpha_0$ infinitesimally in the direction of any other initial density matrix cannot produce a linear change in $f(\rho_0)$. Expanding Eq. (O6), $\rho_0 \cdot \nabla f(\alpha_0) - \alpha_0 \cdot \nabla f(\alpha_0) = 0$, according to Eq. (O5) yields our generalized result:

$$
f(\rho_0) - f(\alpha_0) = D[\rho_0 || \alpha_0] - D[\rho_\tau || \alpha_\tau] .
$$

(07)

where $D[\rho || \alpha] \equiv \text{tr}(\rho \ln \rho) - \text{tr}(\rho \ln \alpha)$ is the relative entropy.

If $\alpha_0$ has a non-trivial nullspace, then Thm. 2 can be extended as done in App. E.

We obtain further interesting results when $\alpha$ is a nonlinear function—which indicates the growth of other physically relevant quantities (like mutual information with the environment)—and we will report on these elsewhere.
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