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Abstract
Secure multi-party computation (SMPC) is an important research area in cryptography with many application scenarios, but there are still many problems to be solved. Aiming at security and fairness issues in SMPC, we consider that semi-honest participants are able to execute the protocol according to the specification, but there would be some additional malicious operations such as collusion and refuse to exchange information in the process of information interaction, which leads to deviations in the security and fairness of the protocol. To solve the above problems, we combine information entropy and mutual information to propose an n-round information exchange protocol, in which each participant broadcasts a relevant information value in each round without revealing additional information. The uncertainty of the correct result value is fuzzed by the interactive information in each round, and each participant cannot determine the correct result value until the end of the protocol, which effectively prevents malicious behavior and ensures the correct execution of the protocol. Security analysis and fairness analysis show that under the semi-honest model, our protocol guarantees the security and relative fairness of the output obtained by the participants after completing the protocol.
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Introduction
In the context of the rapid development of big data, cybersecurity information on the Internet and data privacy protection [1-3] have become inevitable issues in the security field, which data from different domains are cross-integrated, each participant forms an interactive scenario for distributed computing. This includes cloud computing, edge computing [4-7] for the internet of Things [8-11], and secure computing, among others. In the two-party computation due to insufficient computing power, their own data is encrypted and sent to the second party for computation and return the result value. Multi-party computation is formed when the number of participants increases, and disruption and advocacy actions [12-15] occur when multiple parties are involved in the computation. Secure multi-party computation can be expressed as multiple participants jointly calculating a common function, each participant has a private input. After the protocol is executed, a corresponding output is obtained. The security of SMPC is that each participant can only obtain the output corresponding to his own private input and cannot obtain other additional
information after the end of the protocol. The fairness of SMPC means that after the end of the protocol each participant can get its own output. Since SMPC does not need to rely on the existence of a trusted third party, all calculations are borne by each participant. By sending encrypted private data to other participants, after the other participants receive the data, through calculates and returns a corresponding the calculated value of is given to the sender. Security and fairness issues will arise during the implementation of the protocol. Integrity and trust [16] is an issue that exists between the parties involved, all participants include honest participants, semi-honest participants, and malicious participants [17]. The honest participants will only follow the rules of the protocol and will not perform malicious operations. The semi-honest parties will abide by the rules of the protocol, but there are some malicious operations have occurred, such as collusion, leaking intermediate data to adversaries, etc. Malicious participants will deviate from the implementation of the protocol and destroy the protocol in order to maximize their own interests. As in deep learning and machine learning [18,19], there are many security vulnerabilities and risks of malicious attacks. Among the three types of participants, the malicious participants have the strongest attack intensity and damage degree. For this type of participants, the current solution is mainly through a trusted third party, and the input is handed over to the trusted third party for calculation. The third parties distribute the corresponding output after calculating. But in many cases, there is no trusted third party, which is similar to the decentralized idea of blockchain [20,21]. Under the semi-honest model, it is usually not dependent on a trusted third party. The calculation and sending of messages are performed by the respective participants, it raises the issue of security and fairness. This problem is closely related to the subjective consciousness of the participants, and there will also be certain game situations between parties, which may cause the protocol to deviate. In order to eliminate these negative effects, this paper designs an n-round interactive protocol scheme based on information entropy under the semi-honest model to achieve the security and fairness of the SMPC protocol.

Related Work
In 1982, Yao [22] proposed two millionaire problems, forming a secure two-party computation protocol, using garbled circuit to ensure the security of computing under the semi-honest model. With the increase of participants, a secure multi-party computation protocol has been formed, and secure multi-party computation has unique advantages in processing private data. Zhao et al. [17] conducted theoretical and practical research on SMPC protocol, and explored cutting-edge methods on cloud SMPC protocol. With the in-depth research on SMPC, it has been widely used in many fields. Aiming at the problem of data sorting on insecure channels, Sun et al. [23] studied the efficient calculation and sorting of secure multi-party computation on insecure channels. Based on the privacy protection problem of symmetric homomorphic encryption, an effective secure multi-party computation protocol is proposed. Regarding data security and efficiency issues in the field of distributed data mining, Liu et al. [24] can protect data privacy based on the SPDZ protocol (SMPC’s computing framework), and Bogdanov et al. [25] proposed a high-performance secure multi-party computation protocol for data mining. In order to
realize a secure multi-party protocol using anonymization, Shukla et al. [26] combined an asymmetric encryption scheme and it relies on the existence of a credible third party, but it is difficult to find a credible third party in practical. Secure multiparty computation protocol require higher safety at malicious model, in order to prevent the malicious adversary departing protocol breach security protocol, Mishra et al [27] extended the Encrypto_Random protocol to introduce multiple trusted third parties, such that the security of the data is further guaranteed, and an attempt is made to further strengthen the existing protocol, thereby paving the way for a safer multi-party computation process. For the practical application of SMPC, Naidu et al. [28] combined cryptography and secure multi-party computation technology to create an electronic voting system, which has high research value and significance. In the case of rational participants (semi-honest parties), Groce et al. [29] explored the fairness of the participants in the implementation of the protocol, and considered the fairness of the two parties, that is, the two parties participating in the protocol after the end of the protocol both can get the correct output.

Since Shannon created information theory, information entropy [30,31] is often used as a tool to measure the amount of information change. During the execution of the calculation protocol between two parties, due to the different beliefs of the participants, the beliefs at a certain moment cause the participants to believe that their own benefits can be maximized, and they may act that deviates the fairness of the protocol. For example, if participant A receives a correct value sent by participant B, and A refuses to send B’s correct value to B and terminates the protocol. At this time, A receives the correct value but B does not receive it, causing the unfairness of the protocol. In response to this unfairness, Wang [32] used belief and entropy to design a new utility function. Under the rational participants, by increasing the number of protocol rounds, the random number is sent before the i-th round, and the correct value is sent after the i-round, so that there are only two each participant compares the entropy of the value received before and after the rounds. If it is equal, the received result is the correct value, otherwise it is not the correct value. This makes the participants believe that they have not received the correct value and can only continue to execute the protocol, thereby ensuring the fairness of the protocol. Ah-Fat et al. [33] used entropy to quantify the amount of information leakage in the public output of the public function of secure multi-party computation, and considered the function replacement scheme, replacing the function that displays sensitive data with one an approximate function to enhance the confidentiality of the input and control the degree of distortion of the output value. In order to achieve a single-round distributed decryption of multi-key ciphertexts, Mukherjee et al. [34,35] performed multi-party calculations based on the MFHE structure of LWE, it makes the protocol more flexible. In practice, data is distributed among different parties, in response to the problem of malicious destruction of the integrity of data, Sundari et al. [36] expanded the field of secure computing, using secure multi-party computation technology for data integrity protection to prevent general or malicious destruction. Aiming at the strategy of using garbled circuit technology to replace functions only to solve the problem of two-party calculation, Riazi et al. [37] extended it on multi-party computation and made some improvements to
promote the implementation of scalable SMPC in practice. Due to the abusive use of a lot of data, in order to make the private data use pricing problem, Shen et al. [38] used information entropy to quantitatively analyze the private data, so that the use of private data can be effectively and reasonably distributed, and discussed issues such as price measurement of private data. In the field of smart cities and smart applications [39, 40], intelligent computing is still needed for intelligence and cyber security to solve the problem of security vulnerabilities in products and to ensure security. Additionally, Wang et al. [32] explored the fairness of secure two-party computation, and we extended it to secure multi-party computation to study security and fairness issues.

Our Contributions
During the execution of the SMPC protocol, the presence of semi-honest parties causes multiple semi-honest parties to collude. As shown in Figure 1(a) below, by colluding with each other to exchange information and obtain information held by other semi-honest parties in order to increase the amount of information they hold, this poses a threat to the information security of other parties and undermines the security of the protocol. For this problem, the situation where it gets a little collusion advantage by weakening the advantage gained by collusion of multiple semi-honest parties is not enough to affect the information security of other participants.

![Figure 1: Security and fairness issues under the SMPC semi-honest model](image)

In secure multi-party computation, each participant $P_i$ has a different utility belief. After the participant interacts with other participants, if $P_i$ can determine that the information that has been received from a participant is his correct result value, he will measure his own benefit. After the participant $P_i$ thinks that he has received the correct result value, if he refuses to send the correct result value to the participants, can maximize their own benefits, and $P_i$ will terminate the information interaction with the participant and refuse to send the correct result value, as shown in Figure 1(b). At this time, the fairness of the secure multi-party computation protocol has shifted. To address this problem, information entropy and mutual information are introduced in secure multi-party computation to quantify the information of the interaction. Each participant divides his private data into n subproblems and assigns them to n participants, then compute the corresponding problem solution and use it as interaction information. Uncertainty [41] about the correct value through fuzziness prevents participants from obtaining the corresponding information in advance, it can be guaranteed that each participant will be relatively fair at the end of the protocol.

This paper conducts n rounds of protocol interaction under the semi-honest model, and quantitatively analyzes the information of each round of protocol interaction through entropy and mutual information, in order to seek the security and fairness of the protocol. The main works of this paper are as follows:

1. This protocol uses mutual information and entropy to quantify each round of interaction information. Each participant has n interaction messages and performs n
rounds of the information exchange protocol. Each round randomly broadcasts one of the interaction messages to the other participants. At the end of the protocol, each participant integrates all relevant information to recover the corresponding correct values.

(2) In each round of information exchange between the parties in the protocol, the semi-honest party seeks to obtain additional information and threatens the information security of the other parties through malicious operations. In this paper, we consider collusion of (n-1)/2 semi-honest parties based on the semi-honest model to ensure the information security of other participants and make the protocol secure.

(3) To address the problem that participants obtain their own relevant information in advance during the execution of the protocol and thus terminate the information exchange with a certain participant, this paper investigates the change of association between the interactive information and the correct value in each round, and all participants cannot obtain their own relevant information in advance and can only continue to execute the protocol, thus ensuring the fairness of all parties to the protocol.

Preliminaries

Secure Multi-Party Computation

Secure multi-party computation can be expressed as n participants $P_1, P_2, ..., P_n$, and $X_1, X_2, ..., X_n$ correspond to the respective initial input carried by each participant, n participants agree on a common function $f$ to be calculated. Participants implement a secure multi-party computation protocol so that there is $f(X_1, X_2, ..., X_n) = (Y_1, Y_2, ..., Y_n)$ after the calculation Where $Y_j$ is the one-to-one corresponding output of $X_i$ ($i, j = 1, 2, ..., n$), and after the calculation, the n participants can only obtain the output corresponding to their own input, but cannot obtain other additional information.

Secure multi-party computation can be divided into honest/semi-honest model and malicious model according to the computing model, the solution in this paper is based on the semi-honest model for research. In secure multi-party computation, a semi-honest participant refers to a participant whose degree of damage is between the honest participant and the malicious participant [32]. Under the semi-honest model, there must be at most $t < \lfloor n/2 \rfloor$ Semi-honest parties, otherwise the security of the protocol cannot be guaranteed. In the semi-honest model of secure multi-party computation, all participants will perform calculations in accordance with the rules of the protocol, but there may be situations in which multiple participants collude or are controlled by an adversary. In order to obtain additional information, these participants will exchange their calculation data or intermediate results and other information, the participants controlled by the adversary will send these data directly to the adversary to enhance the adversary’s attack capability.

Information Entropy

The concept of entropy first appeared in physics, representing changes in energy [32,33]. Shannon [30] later used entropy to create information theory. Since then, Information entropy [31] has become the uncertainty of information indicators that indicate the occurrence of events.
Definition 1 (Self-information quantity $I(x_i)$): $x_i$ represents a certain random variable, $p(x_i)$ represents the probability of occurrence of $x_i$, when $p(x_i)$ is smaller, that is, the probability of occurrence of $x_i$ is smaller, then the amount of information that can be provided after the occurrence of $x_i$ The bigger it is, it is defined as:

$$I(x_i) = -\log p(x_i) \quad (1)$$

There are two explanations for this formula. (1) Before the event: it represents the uncertainty of the event. (2) After the event occurs: Indicates the amount of information that the event can provide.

Definition 2 (Mutual information $I(x_i; y_j)$): Mutual information measures the correlation between two events, denoted as: estimate the expected value as

$$I(x_i; y_j) = \sum_{i=1}^{n} \sum_{j=1}^{n} p(x_i, y_j) \log \frac{p(x_i, y_j)}{p(x_i) p(y_j)} \quad (2)$$

The information sent by the source is $x_i$, the sink receives $y_j$, $p(x_i|y_j)$ represents the posterior probability, which refers to the probability when $y_j$ is known, and $p(x_i)$ represents the prior probability, which refers to the probability when $y_j$ is unknown.

Definition 3 (Information entropy $H(x_i)$): Let $x_i$ be a discrete random variable, and its corresponding probability is $p(x_i) (i = 1, 2, ..., n)$, then:

$$H(x_i) = -\sum_{i=1}^{n} p(x_i) \log p(x_i) \quad (3)$$

Secret sharing

Secret sharing [42] means that a secret information is divided into multiple parts in a distributed network and managed by different participants. A single participant cannot recover the complete information, only a few participants or all participants can Restore the original secret. It can be formally expressed as a $(t, n)$ threshold scheme, which divides the secret into $n$ shares to share with different users. When $t \leq n$ shared secrets are known, the secret can be calculated. The secret cannot be obtained when there are $t$ shared secrets. At the same time, secret sharing can also be used to protect multiple secrets, and different secrets are associated with different authorized subsets. In the secret sharing scheme involving $n$ users, if one cannot be trusted, this person can be removed and become a secret sharing scheme involving $n-1$ users. Secret sharing can protect any type of data, and is mainly used for key management and information protection.

Our Proposed Protocol

Information exchange protocol

Through each round of randomly sending the interactive information of a certain participant, the participants carry out $n$ rounds of information interaction, and the protocol is as follows:
Information exchange protocol

Step1: Each participant $P_i$ divides its input into $n$ sub-problems as the initial privacy input $privacy_{data_i}(1 \leq i \leq n)$, after being encrypted by the encryption algorithm $Enc_{privacy}$ sent to other participants separately.

Step2: After the participants receive $Enc_{privacy_i}$ from Step 1, they use the public function $f$ to calculate the encrypted data from all participants as follows:

$$f_i(Enc_{privacy_1}, Enc_{privacy_2}, ..., Enc_{privacy_n}) \rightarrow Output_i(x_1, x_2, ..., x_n),$$

which means that the $i$-th participant $P_i$ calculates the encrypted data of each participant as the parameter of function $f$, and obtains the corresponding output $x_1, x_2, ..., x_n$.

Step3: Each participant uses the output of Step2 as the information to be interacted, and the participant $P_i$ randomly selects one from $x_1, x_2, ..., x_n$ as a round of interactive information, and broadcasts it to all other participants $P_j$:

- Round 1: $P_i$ randomly selects an interactive information $x_i \in x_1, x_2, ..., x_n$ to broadcast to $P_j$, and $x_i$ corresponds to the relevant information of a participant in $P_i$.

- Round 2: Excluding the $x_i$ selected in the first round, $P_i$ uses the remaining interactive information $x_1, x_2, ...x_{i-1}, x_{i+1}, ..., x_n$ randomly select one of them to broadcast.

...... ...... 

- Round n: Broadcast the last interactive message.

Step4: After $n$ rounds of protocol interaction are completed, if no participant terminates the protocol during the execution of the protocol, the result of the protocol is that the participants $P_1P_2...P_n$ have all their own relevant information, and the corresponding correct value is restored by integrating all relevant information. The output value is also called the correct result value.

Step5: All participants withdrew from the protocol and the protocol ended.

In secure multi-party computation, there are many fairness issues [29] and security issues [43]. If a trusted third party exists, each participant can fully transfer their privacy input to a trusted third party for calculation, and distribute the output back to the corresponding participants. This type of protocol relies heavily on the existence of a trusted third party, but in many cases, it is difficult to find a trusted third party. Therefore, in the case of removing the trusted third party, each participant can only undertake the tasks of calculation and transmission. For security and fairness considerations, each participant has $n$ pieces of interactive information, and each interactive information corresponds to one participant’s relevant information. Only when the participants obtain all $n$ relevant information, can they integrate their own correct values.

N-round SMPC protocol scheme based on information entropy
Under the semi-honest model, since the attack capability of each participant is between the honest party and the malicious honest party [44], and the semi-honest party will execute according to the rules of the protocol, without the malicious participants deviating from the protocol. If the situation exists, there will only be multiple semi-honest parties colluding to exchange information or sending their own
intermediate output and private input to the adversary to increase the adversary’s attack capability. Therefore, this paper introduces information entropy for n rounds of multi-party calculations based on the semi-honest model.

Figure 2: Flow chart of n-round information exchange

The program interaction process is shown in Figure 2. The interactive information value sent by the participant $P_i$ in each round with a certain probability is $x_i^t (i, t \in 1, 2, ..., n)$, $x_i^t$ is the randomly selected interactive information. After receiving this value, the other n-1 participants will calculate the mutual information $I(x_{p_i}; x_i^t)$. Until the end of the protocol, the other participants compare all the interactive information received by $P_i$ with the mutual information of the correct value, and the one with the largest mutual information value is its own correct value relevant information.

(1) The secure multi-party computation protocol performs n rounds of calculations, $(x_1^1, x_2^1, ..., x_n^1), ..., (x_1^n, x_2^n, ..., x_n^n)$ respectively correspond to the participants $P_1, P_2, ..., P_n$ with n rounds of interactive information with a certain probability $p(x_i^t)$, $x_i^t$ represents the relevant information interacted in the protocol, that is, the information to be transmitted by the participant $P_i$ in the $t(1 \leq t \leq n)$ round, and $x_i^t$ is related information about a random participant from $P_i$, each participant has its own correct result value $x_{p_i}$ and has an entropy value $H(x_{p_i}) = -p(x_{p_i}) \log p(x_{p_i})$ with a very small prior probability $p(x_{p_i})$. Through the implementation of the protocol to obtain information from other participants to form a new posterior probability.

(2) N rounds of secure multi-party calculation. Each round of the participants randomly select one from the interactive information they have and broadcast it to all other participants. This interactive information only corresponds to the relevant information of one of the participants. For example, in the first round choose one randomly from n interactive information, and choose from the remaining n-1 in the second round...until the end of the n-th round.

(3) During the execution of the protocol, each time the participant receives a interactive information value, and calculate its mutual information relative to the correct information. The interactive information received by each participant has the largest amount of mutual information relative to the correct value is its own relevant information. Because in the current round, the participants do not know whether they have received their own relevant information, so they can only continue to interact with other participants in order to expect to obtain the interactive information corresponding to the maximum mutual information value in the next rounds, that is, you have received your own relevant information value. In the multi-symbol channel, when the source and the sink are exchanging information, the information rate of the channel can be maximized by adjusting the distribution of the information, that is, $I(x_{p_i}; x_k^t)$ can reach the maximum, expressed as:

\[
\max_{p(x_k^t)} I(x_{p_i}; x_k^t) = \max_{p(x_k^t)} H(x_{p_i}) - H(x_{p_i} | x_k^t).
\]

(4) After the end of the n-th round of the protocol, each participant will integrate all relevant information screened out by (3) $x_1^C_j \oplus x_2^C_j \oplus ... \oplus x_n^C_j = x_{p_i}, j = 1, 23, ..., n,$
where \(c_1, c_2, \ldots, c_n \in 1, 2, 3 \ldots n\) represents the number of rounds, \(x_i^c (c = c_1, c_2, \ldots, c_n)\) represents the information sent by \(P_i\) in round \(c\), \(x_{pi}\) represents the correct result value of a participant, and \(\oplus\) represents a certain algebraic operation that can integrate all the relevant information to restore to the correct value.

(5) The protocol is completed and terminated. Each participant has \(n-1\) participants’ relevant information. Each time a round of information exchange is conducted, the participants will randomly select one relevant information to broadcast. When the protocol is completed, each participant will receive all of its own relevant information.

Security and fairness analysis

Security analysis

Participants carry out \(n\) rounds of secure multi-party calculations. Starting from the first round, they will interact with other participants for the correct value of information. Since it is a secure multi-party calculation under the semi-honest model, each participant will execute it in accordance with the protocol. Considering the semi-honest model, the number of semi-honest parties does not exceed \(n/2\), that is, not more than half of the number of all participants, we consider \(P_i\) to exchange information with other \((n/2) - 2\) parties Collusion.

(1) Assuming that \(P_k, P_{k+1}, \ldots, P_m (1 \leq k, m \leq n)\) total \((n/2) - 1\) participants are semi-honest participants, each semi-honest participant has corresponding \((x_{1k}^1, x_{2k}^1, \ldots, x_{nk}^1), (x_{1k}^2, x_{2k}^2, \ldots, x_{nk}^2)\) interactive information. From the beginning of the protocol, these semi-honest parties colluded to exchange all the information of each other, then the maximum amount of information that the semi-honest party \(P_r (k \leq r \leq m)\) can have in the \(t\) \((1 \leq t \leq n)\) round is:

\[
(x_{1k}^1, x_{2k}^1, \ldots, x_{nk}^1) \cup \{x_{tb}^t | b \neq k, \ldots, m, t \in [1, n]\} \quad (4)
\]

Because \(x_{1i}^1 \oplus x_{2i}^2 \oplus \ldots \oplus x_{ki}^k \oplus \ldots \oplus x_{mi}^m \oplus \ldots \oplus x_{ni}^n = x_{pi}\), and the participants randomly send interactive information. In the first round, the probability that each participant receives relevant information about itself from another participant is \(1/n\). If the semi-honest party wants to exchange information through collusion to achieve the purpose of inferring or predicting the information of other parties, then the semi-honest party gets information from the other \((n/2) - 2\) semi-honest parties. They need to obtain relevant information from \((n/2) + 1\) honest participants. Then the probability about the semi-honest party can learn the information of other participants in the \(t \geq 2\) round is \((1/n \ast \ldots \ast \frac{1}{n-t+1})^{t-1},\) when \(n\) is large enough, \((1/n \ast \ldots \ast \frac{1}{n-t+1})^{t-1} \leq negl\) is negligible. Therefore, the semi-honest party cannot calculate the correct results of the other parties and its own in advance. We use a mutual information function to simulate the amount of information that each round of interactive information can bring, and obtain a change map of the difference in each round of mutual information. Assuming \(n=64\), 64 rounds of information interaction between each participant, the change of the mutual information from the same participant to the correct value is shown in Figure 3:
Figure 3: Information from all rounds of the same participant reduces the uncertainty of the correct value

Figure 3 shows the change in the uncertainty reduction of the correct value caused by the change in the interactive information received from the same participant, which means that when receiving a message that can reduce the uncertainty of the correct value, each participant cannot determine in advance that this information is their own relevant information, and always expect to seek information with a greater amount of mutual information in subsequent rounds.

(2) After the semi-honest party colludes and receives all the information about itself from other semi-honest parties, the semi-honest party will use the relevant information to try to determine whether the information from the honest party is related to itself. When the semi-honest party colludes and interacts with the honest party:

\[
I(x_{p_i}; x^i_b | x^c_k \ldots x^c_m) = \sum_{b \neq k, \ldots, m} n \sum_{t=1}^{n} p(x_{p_i}, x^i_t, x^c_k \ldots x^c_m) \log \frac{p(x_{p_i}, x^i_t | x^c_k \ldots x^c_m)}{p(x_{p_i} | x^c_k \ldots x^c_m)} \tag{5}
\]

\(I(x_{p_i}; x^i_b | x^c_k \ldots x^c_m)\) denote that when the relevant information from \((n/2) - 2\) semi-honest participants is known, other honest participants are received. After sending the information, the reduction in uncertainty of the correct result value. This value is used to judge whether the information from the honest party is related to a specific correct value. After receiving the information of the honest party, there are \(0 \leq I(x_{p_i}; x^i_b | x^c_k \ldots x^c_m)\) and it will be too small, otherwise it will be too large, so in this case, the semi-honest party can only determine the information that can form the largest reduction in uncertainty in the before \(t\) round, but it does not certain whether this information is the largest reduction in uncertainty in all \(n\) rounds, and so far it is still impossible to determine the correct information. Participants can neither determine their own correct information before the end of the protocol, nor can they determine in advance whether a certain round of information from a participant is their own relevant information, and the honest party’s information will be disclosed during the protocol process so the protocol is safe.

**Fairness analysis**

Wang et al. [32] redefines the utility function by entropy, the random number is send before the \(i\) round, and the correct result value is send after the \(i\) round, compare whether the entropy value of the front and back rounds is the same to judge whether the participants have obtained the correct result value. In contrast, this paper pays more attention to the amount of mutual information in the exchange of information in the protocol process. There are \(n\) participants \(P_1, P_2, \ldots P_n\), each participant has interactive information \(x^i_1\) with a certain probability before proceeding with the protocol. For example, \(P_1\) has the interactive information \(x_1, x_2, \ldots x_n\), which the information exchanged from the first round is associated with the correct value of any one of the other \(n - 1\) participants.
(1) Each participant has relevant information of other \( n - 1 \) participants, so there is a channel probability transition matrix in the process of channel transmission of relevant information:

\[
\begin{pmatrix}
    p(x_1|x_1) & p(x_2|x_1) & \ldots & p(x_n|x_1) \\
    p(x_1|x_2) & p(x_2|x_2) & \ldots & p(x_n|x_2) \\
    \vdots & \vdots & \ddots & \vdots \\
    p(x_1|x_n) & p(x_2|x_n) & \ldots & p(x_n|x_n)
\end{pmatrix}
\]

(6)

Where \( x_i \) represents the relevant information required by the participant \( P_i \), which means that the relevant information sent by each participant in any round is different from the relevant information sent in other rounds and corresponds to different recipients, and the interactive information is randomly selected and sent.

(2) When the participant receives its own relevant information, the participant cannot confirm that it is his own relevant information, because he can only determine the information that has the largest amount of mutual information up to the current round. It is not necessarily the one with the largest amount of mutual information among all the information from the same participant. He can only continue to execute the protocol and send relevant information of other participants in order to expect other participants to send their relevant information. Each round of information from other participants has a mutual information to the correct value, which is expressed as follows:

\[
I(x_{pi}; x_{ck}) = p(x_{pi}, x_{ck}) \log \frac{p(x_{pi}|x_{ck})}{x_{pi}} \\
= -p(x_{pi}) \log p(x_{pi}) + p(x_{pi}, x_{ck}) \log p(x_{pi}|x_{ck}) \\
= H(x_{pi}) - H(x_{pi}|x_{ck})(1 \leq i, k, c \leq n)
\]

(7)

Where \( x_{pi} \) represents the correct value of the participant \( P_i \) after the end of the protocol and integrates its own relevant information to recover its correct value, \( x_{ck} \) represents the information is sent by the participant \( P_k \) in the c round, this information is related to other \( n - 1 \) participants. When the \( n - 1 \) participants receive the interactive information \( x_{ck} \), they will judge based on this information, and the criterion for judging is whether this information is the one that reduces the uncertainty of their correct information the most. Each participant needs to consider the degree of correlation between the information he wants to interact and the true correct result value in each round of information exchange.

(3) If \( P_i \) receives interactive information from the same participant in a certain round, the relative correct value of the mutual information value is greater than the mutual information value of other rounds, but \( P_i \) does not know that he has received the correct value for related information, only after the last round, that is, the \( n \)-th round of interactive information, compare the mutual information value of each round, then the participant \( P_i \) knows that the round of information with the largest mutual information is its relevant information can be integrated to restore the correct value. If the participants have a certain probability to predict their correct value in the later round of the protocol, since each participant randomly
selects the interactive information to send, then the other participants will have a correspondingly similar probability to predict their correct value, thus ensuring the relative fairness of the protocol.

During the execution of the protocol, the information value is calculated and recorded in each round, and the change in the uncertainty of the correct value of the interactive information is used to prevent the semi-honest participants from terminating the protocol, which makes the fairness deviate. In this way, the fairness of the protocol is guaranteed. At the end of the protocol, each participant can receive its own relevant information at the end, and the correct value can be restored by integrating it. The comparison between this paper and Wang et al. [32] and Ah-Fat et al. [33] is shown in Table 1:

Table 1: Security and fairness comparison between this article and Wang et al. [32] and Ah-Fat et al. [33]

| scheme        | Trusted third party | Security     | Fairness      |
|---------------|---------------------|--------------|---------------|
| Wang et al. [32] | ×                   | Yes          | Fairness based on beliefs |
| Ah-Fat et al. [33] | ✓                   | Rely on TTP and f | Rely on the fairness of TTP |
| Our protocol  | ×                   | Yes          | Relatively fair |

Wang et al. [32] combined the concepts of entropy and belief to redefine utility, assuming that the correct values of the two participants are the same, and ensure the fairness of the two participants in the secure two-party computation. Ah-Fat et al. [33] proposed to use an approximate function to replace the defective public function in SMPC, made a trade-off between input privacy and output accuracy, and used trusted hardware or a trusted third party to ensure the security and fairness of the protocol. Compared with this paper, entropy and mutual information are used to quantify interactive information in secure multi-party computation to ensure the relative fairness of each participant. The final correct information for each participant is different, and relatively fairness can be obtained at the end of the protocol.

**Conclusion**

In secure multi-party computation, there are rational participants and malicious participants. The rational participants will execute the protocol according to the steps of the protocol. The malicious participants can execute or deviate from the protocol according to their own wishes. The purpose is to destroy the interests of others or to pursue do whatever it takes in their best interest. This paper studies the security and fairness issues that exist in the process of protocol and interaction information between multiple parties under the semi-honest model, and combines the relevant knowledge of information theory to formulate a reasonable information interaction protocol. By sending the interactive information randomly, use entropy and mutual information to quantify the amount of interactive information, aiming at the correlation between interactive information and correct value information, in order to pursue all participants participating in the protocol, at the end there is a corresponding probability to determine the correct value, eliminating the game when the protocol is completed. After the protocol is completed, security and a relative fairness can be guaranteed. Under the malicious model, there are many
uncontrollable factors for the participants, and higher security and fairness requirements are required. For this reason, it is important to rely on a trusted third party to solve this problem, but it is difficult to find a trusted third party. How to eliminate the existence of a third party to ensure the security and fairness of the protocol is a question worth discussing.

In addition, secure multi-party computation involves various domains, but the efficiency of secure multi-party computation has been widely criticized. For future prospects, the next step will be to focus more on the efficiency of secure multi-party computing. Both blockchain and secure multi-party computation require a third party, and smart contracts are very helpful for the proper execution of the protocol. By combining with blockchain, the security of the protocol can be enhanced. As well as the extended application of secure multi-party computation in the quantum domain, combined with federated learning, homomorphic cryptography, etc., these can greatly improve the efficiency. If more optimizations of SMPC can be successfully implemented, it will be a great research progress in the field of SMPC.
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Security and fairness issues under the SMPC semi-honest model
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Information from all rounds of the same participant reduces the uncertainty of the correct value