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ABSTRACT

This paper presents a method to detect multiple human body postures using Kinect sensor. In this study, a combination of shape features and body joint points are used as input features. The Kinect sensor which used infrared camera to produce a depth image is suitable to be used in an environment that has varying lighting conditions. The method for human detection is done by processing the depth image and joint data (skeleton) which able to overcome several problems such as cluttered background, various articulated poses, and change in color and illumination. Then, the body joint coordinates found on the object are used to calculate the body proportion ratio. In the experiment, the average body proportions from three body parts are obtained to verify the suitableness of golden ratio usage in this work. Finally, the measured body proportion is compared with Golden Ratio to determine whether the found object is a real human body or not. This method is tested for various scenarios, where true positive human detection is high for various postures. This method able to detect a human body in low lighting and dark room. The average body proportions obtained from the experiment show that the value is close to the golden ratio value.
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In recent literature studies shown that many researchers are interested in human detection studies and various methods have been developed as shown in [2]. Extracting the human body is an essential and crucial process in the human detection method. Many challenging issues can be arisen in the human features extraction method. Therefore, an appropriate technique should be selected carefully so that the whole detection process will produce a better accuracy and the detection is reliable/robust. In feature extraction method, there are a number of ways to extract the human body region and a few types of features will be produced, such as motion, appearance, shape and combination features [1]. In previous studies showed that shape feature is much preferred by the researchers compared to other type of features. Shape features can be described as object location, orientation, the edge information, pixel intensity or binary contours represent the human shape. To represent the human descriptor, the shape features also can be combined with various features. Different types of features can generate different information to the descriptors and the descriptions of the human object are more distinguishable in various viewpoints and poses.

In object detection study, Y. Mustafah et al. [3] used stereo image for real-time object distance and size measurement. Their results showed that stereo image has a considerable accuracy for object detection. However, one of the drawbacks in their research is the used RGB image for object detection required constant environment lighting. Secondly, the proposed method used two cameras which mean they need an extra cost for extra cameras. Thirdly, the accuracy for object detection depended on the image resolution. Therefore, high processing power computer is most likely required in order to process the high image resolution image in real-time. Other researchers, L. Zhang and Y. Liang [4] used background subtraction method to track moving object. The authors minimized the drawbacks of using RGB image such as the need of constant environment lighting in [3] by updating the image background in real time. Shortcomings in the traditional method of object detection such as adding or removing objects from the background are also dealt with to an extent by applying threshold. The setbacks will most likely be due to the use of RGB image such as sudden changes in the environment lighting (e.g. from bright to pitch black) and detection in very bright or pitch black room.

The use of sensor in object or human application detection has to be chosen carefully. Different types of camera normally give a different result. M. Smisek et al. [5] experimentally investigated the measurement of the depth resolution and error properties of Kinect sensor. The author also made a quantitative comparison of the 3-D measurement capability for Kinect sensor, two medium Nikon D60 SLR cameras in stereo rig and SwissRanger SR-4000 3D-TOF camera. The results show that SLR Stereo was the most accurate, close by Kinect sensor and SR-4000 3D-TOF being the least accurate. Other researchers, T. Stoyanov et al. [6] also compared Kinect sensor, SwissRanger SR-4000 camera and Fotonic B70 TOF camera to a standard actuated laser range finders (aLRF). The evaluation was carried out with known ground truth data produced by aLRF and in an uncontrolled environment. The results show that the performance of Kinect sensor was very close to the laser sensor for short range environments with distance less than 3.5 meter, the two TOF cameras had slightly worse performance in the short range test and no sensor achieved performance comparable to the laser sensor at full distance range. From these researches, it found that the Kinect sensor is suitable to be used in human motion detection application, especially for the indoor environment. Other researchers in [7-11] also used Kinect sensor as an imaging device for the gesture recognition, robot control system and rehabilitation.

In this paper, a method for detecting multiple human body postures and poses using Kinect is proposed. This human detection algorithm is developed by using C++ programming, OpenCV and NiTE libraries. The proposed method uses a combination of shape features that represented by contours and skeleton (that represented by joint points). In this method, the Golden Ratio, φ is used in the body part ratio measurement to discern whether the shape of the found object is human or not. In this study, the algorithm has been tested to detect a person that moving around in an indoor environment, with variations of postures and poses. The Golden Ratio is the ratio of the sum of the quantities of the larger quantity is equal to the ratio of the larger quantity to the smaller one [12]. It has been used in many applications such as plastic surgery simulation software, animation software, art, architecture and anatomy [12]. The Golden Ratio also has already been found in many physical, natural and human fractal structures [13]. In another study [14] shows that the value of the human gait ratio is close to Golden Ratio, ϕ ≈ 1.618034 in healthy subject.

2. RESEARCH METHODOLOGY

To develop human detection, the process is divided into three stages, which are body’s contour detection, body joint detection and decision making. Nine subjects have participated in the experiment to get the body part proportions. The measured body part proportion is used in the decision making stage to verify the suitableness of golden ratio usage.
2.1. Body Contour Detection

Connection with Kinect sensor is established in order to obtain RGB image, depth image and joint data from the sensor. After OpenNI and NITE are initialized, several parameters such as resolution, frame per second and pixel format are set before any data is obtained from the Kinect sensor. Both RGB and depth image are obtained from the Kinect sensor after the initialization. These images are then converted from RGB to BGR as OpenCV process color image in BGR format. Figure 1 shows the converted RGB and depth images. The depth image is displayed in gray scale where a brighter pixel indicated the further away from the Kinect sensor.

After the conversion, the background segmentation with improved adaptive Gaussian mixture algorithm [15] is applied to the depth image. Background subtraction is an approach to detect moving objects from the difference between the current frame and the background model. However, background subtraction based on the static background model is not applicable in real environments when other factors such as moving objects, shadows and various lighting condition leads to background changes. In order to adapt to the changes, each background pixel is modelled with a mixture of appropriate number of Gaussian distribution. The time proportions that those pixels stay in the scene is represented the weights of the mixture. The pixels which stay longer and more static are probably the background pixels. This method is an improvement from the first method that introduced by Z. Zikovic et. al [16] and it provides better adaptability to varying scene due illumination changes.

In this algorithm, four parameters have been set, which are the length of motion history of the foreground object, shadow detection, threshold value and learning rate. The learning rate indicates how fast the background model is learned and its formula is shown in Equation 1. The learning rate with value between 0 and 1 indicates how fast the background model is learned where 0 means the background model is not updated at all and 1 means the background model is completely reinitialized from the last frame. If the value of the learning rate is negative, the learning rate will use the value of history with calculation as shown in Equation 1.

The length of motion history is set as default value, the threshold is set to 16, the shadow detection is disable and learning rate is set to -1. The learning rate is set low so that the object of interest (e.g. people) is not absorbed into the background model when the object enters the scene and stops for a few seconds, whereas allow changes such as adding or removing furniture to be absorbed into the background model after some time. In this study, there is no difference whether the shadow detection is set to true or false because the depth image used in this work only require shape information but not a shadow.

\[
\text{learning rate} = \frac{1}{\text{min}(2 \times n \text{ frames.history})} \tag{1}
\]

Figure 2 shows the output of background subtraction applied to depth image when an object (human as the object as shown in Figure 2) enters the scene. White pixels are assigned to the difference between the current frame and the background model. Excluding the object, the white pixels around the image are probably caused by noise. Background subtraction is used in this system for two reasons. Firstly, it allows the humanlike object to be excluded in the detection such as the mannequin. No ROI will be set for the mannequin if the mannequin is already in place before the system is initialized. Secondly, the background subtraction algorithm in OpenCV allows changes in the surrounding to be updated to the background model. In case a mannequin is placed into the scene after the system is initialized, the mannequin will slowly be absorbed into the background model as time passes.

![Figure 1(a) RGB Image after Converted from RGB to BGR format and (b) Remap Depth Image Displayed in Grayscale.](image1)

![Figure 2. Output of Background Subtraction Applied to Depth Image when an Object Enters the Scene.](image2)
After background subtraction is done, distance transform is applied to calculate the distance to the closest zero pixel for each pixel in the source image. The used algorithm is described in [17] and [18]. The distance image is normalized with alpha and beta are set as 0 and 1. In this work, normalization is then applied to visualize the image with the lower and upper range boundaries, alpha and beta, are set at 0 and 1. After that threshold is applied to the normalize image. Figure 3(a) and Figure 3(b) show the output after applied distance transforms and the normalized image. The normalized image gives a better visual representation compare to the distance transform result.

Next, the normalized distance transform image is converted to a binary image with a threshold value of 0.5 as shown in Figure 4. This process is used to retain the shape of the body while removing hands, legs, and other objects that are not related to the body. The contour of the body in binary image is detected and drawn on RGB image as shown in Figure 5. Some unwanted objects which remain from the threshold process have to be removed. These contours are eliminated by comparing its contours with the predefined contour size which is 150 pixels. If its contour is smaller than the predefined contour size, the pixel (1- white) is replaced with 0 value that represent black color. To make the body detection appearance more appropriate, the region of interest is set as a red bounding box around the contour in Figure 6. The region of interest is used in a latter section to detect human presence.

2.2. Body Joints Detection

The skeleton tracking algorithm from NiTE 2 library [19] is used in this work to detect the joints. In the skeleton tracking, the body parts are represented by 15 points of the joint [20]. Joint data are obtained after the Kinect’s initialization that has been explained previously. The joint data represent the location and distance of the subject from the Kinect sensor in millimeter. In this part, conversion is needed to draw the detected points and skeleton on the RGB image as shown in Figure 7.

2.3. Decision Making

A comparison has been made to decide whether the contour of the body is correct belongs to human’s body. If the joint point is located within the region of interest (the rectangular box) as shown in Figure 7, the selected length between joints is calculated using a distance formula as shown in Equation 2.

\[ length = \sqrt{(x_1 - x_2)^2 + (y_1 - y_2)^2 + (z_1 - z_2)^2} \]  

(2)

The proportion, \( P \) in human body as shown in Figure 7 is calculated using Equation 3, where \( r \) is a length of the right hand to right elbow, while \( t \) is length from neck to torso. The proportion is represented by coefficient \( P \) in the proportional fit equation as shown in Equation 4. In this work, four lengths are calculated to find the ratio or proportion of each part and these selected lengths are listed in Table 1. The ratio value is used to make a comparison with the Golden Ratio \( \phi \) value. The length from neck to torso, \( t \) is used as base as this length can be obtained more accurately when a person is facing at another angle.

\[ Proportion, P = \frac{r + t}{t} \]  

(3)

\[ y = P \times x \]  

(4)
To determine the object is a real human, golden ratio ($\phi \approx 1.618$) can be an excellent tool in estimating the proportions of the human body, the model of the human body is created based on this to estimate the size and proportion of the human. In this work, the golden ratio value is used to calculate the percentage of the proportion as shown in Equation 3. If the percentage of the proportion is greater than 80%, the detection is positive, which mean it is a real human.

$$\text{Proportion percentage (\%)} = \left(1 - \frac{|1.618 - P|}{1.618}\right) \times 100$$

(4)

In this experiment, nine subjects performed various movements in the room at one time. The body detection and skeleton tracking are performed and the length measurements of each body part are recorded. After that the ratios of the lengths are calculated. The Kinect performance also tested, by observing the effective area for the detection.

3. RESULTS AND DISCUSSION

Table 2. shows the results of the proportion calculations for three body parts of nine subjects. The average ratios for each body part are shown in Table 2, which are 1.644, 1.685 and 1.678. When these results are compared with the golden ratio value (1.618), the results show that the average ratios of three body parts are nearly close to the golden ratio value. From the comparison, it shows that the golden ratio can be used to estimate the human body detection based on the human body proportion.

| Subjects | Ratio between length from left shoulder to right shoulder and length from neck to torso ($s:t$) | Ratio between length from left hand to left elbow and length from neck to torso ($l:t$) | Ratio between length from right hand to right elbow and length from neck to torso ($r:t$) |
|----------|---------------------------------------------------------------------------|-------------------------------------------------------------------------------------------------|-------------------------------------------------------------------------------------------------|
| 1        | 1.709                                                                     | 1.685                                                                                           | 1.671                                                                                           |
| 2        | 1.595                                                                     | 1.699                                                                                           | 1.823                                                                                           |
| 3        | 1.587                                                                     | 1.664                                                                                           | 1.637                                                                                           |
| 4        | 1.687                                                                     | 1.672                                                                                           | 1.648                                                                                           |
| 5        | 1.679                                                                     | 1.756                                                                                           | 1.780                                                                                           |
| 6        | 1.602                                                                     | 1.565                                                                                           | 1.594                                                                                           |
| 7        | 1.582                                                                     | 1.609                                                                                           | 1.597                                                                                           |
| 8        | 1.658                                                                     | 1.887                                                                                           | 1.715                                                                                           |
| 9        | 1.693                                                                     | 1.624                                                                                           | 1.638                                                                                           |
| Average  | 1.644                                                                     | 1.685                                                                                           | 1.678                                                                                           |

Figure 8 and Figure 9 show the results for true positive of human detection in a few postures and room condition. The proposed detection system successful to detect a subject that standing upright, facing backward, sitting on the floor and sitting on a chair as shown in Figure 8 (a), (b), (c) and (d). Meanwhile, this system also can detect multiple subjects in the scene as shown in Figure 8 (e). The Kinect works well in the
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bright room and dark room. This is because its infrared projector and sensor able to capture a depth image, although the lighting in the surrounding area is totally dark. Figure 9 shows the true positive human detection when the room light is off.

In this work, the body detection is not only used the information from the output of the distance transform, but it is combined with the percentage of body proportion, to validate that the detected object is a real body. This body proportion can be used to differentiate between human and other living things. The body proportion is based on joint data from the skeleton tracking, and it will not be affected by the lighting changes. Many articulated poses can be detected as the body proportion ratio will not change with posture and movement. If shape information can be obtained accurately, the detection also can be performed in different level of terrain such as detecting a person walking on stairs. This body proportion ratio may be used as a human feature to differentiate between human and other living things.

Figure 10 and Figure 11 show the results for false negative detection when a subject is at the edge of the horizontal field of view and located more than 4 meters away from the Kinect sensor. Even though the horizontal field of view is approximately 60°, the joint data can only be obtained when the whole body is located in 50° of the horizontal field of view. In Figure 10, it is clear that a part of the body is not detected in the depth image. This system unsuccessful to detect a subject that is lying on the floor. When there is a continuous depth value between the body and the object as shown in Figure 12, the detector may falsely recognize the body and the object as a single object.

Figure 8. True Positive Detection when a Subject is (a) Standing Upright, (b) Facing Backward, (c) Sitting on the Floor, (d) Sitting on a Chair and (e) Multiple Subjects in the Scene.

Figure 9. True Positive Detection When the Room Light is off.

Figure 10. False Negative Detection when a Person is at the Edge of the Horizontal Field of View.

Figure 11. False Negative Detection when a Person is More than 4 Meters Away from the Kinect Sensor.

Figure 12. False Negative Detection when a Person is Lying on the Floor.
Figure 13 shows the Kinect effective range is from 1.5 to 4 meters with 20° horizontal field of view. The Kinect is not so effective from 1 to 1.5 meters and, 4 to 4.5 meters and between 50° to 60°. For the rest, the Kinect is not able to detect at all. Since the detection is based on the upper part of the body, the detection may work for close range as long as joint data can be obtained from the upper part of the body. When a subject is more than 4 meters away from the Kinect sensor as shown in Figure 13, the joint data cannot be obtained. This system failed to measure the body proportion when the subject is perpendicular to the Kinect sensor and when a subject is holding an object.

![Figure 13. Kinect Effective Range](image)

4. CONCLUSION

In conclusion, the human detection system was successfully developed using Kinect sensor. The used of shape features together with the joint data improves this detection system by comparing the body proportion ratio of the found object with the golden ratio value. This system is able to run in real-time and having better performance in various illumination environments. The detection is successful to perform in low lighting and darker room. This detection method is able to detect human body for various articulated poses and multiple people in the scene. However, this system is unable to detect when a person was closely attached to an object such as lying on the floor and leaning against a wall. In this study also discover that the measured body proportion ratios from three parts of the body are almost near to golden ratio value which is 1.618.
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