Performance Modeling and Analysis of a Hyperledger-based System Using GSPN
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Abstract—As a highly scalable permissioned blockchain platform, Hyperledger Fabric supports a wide range of industry use cases ranging from governance to finance. In this paper, we propose a model to analyze the performance of a Hyperledger-based system by using Generalised Stochastic Petri Nets (GSPN). This model decomposes a transaction flow into multiple phases and provides a simulation-based approach to obtain the system latency and throughput with a specific arrival rate. Based on this model, we analyze the impact of different configurations of ordering service on system performance to find out the bottleneck. Moreover, a mathematical configuration selection approach is proposed to determine the best configuration which can maximize the system throughput. Finally, extensive experiments are performed on a running system to validate the proposed model and approaches.
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I. INTRODUCTION

Blockchain technology originated from Bitcoin has been growing rapidly in recent years [1]. The blockchain leverages cryptographic techniques, distributed ledgers and consensus algorithms to provide a trusted and decentralized service for several applications [2]–[6]. Depending on the user authorization mechanisms, blockchain can be mainly categorized into the permissionless and the permissioned blockchain [7]. Ethereum is a programmable permissionless blockchain platform that achieve business logic based on specific smart contracts [8], [9]. On the other hand, Hyperledger Fabric is an open source enterprise-grade permissioned blockchain platform with a highly modular and configurable architecture [10]. It integrates fine-grained access control, immutable ledger and pluggable consensus protocols. Due to those advantages, Hyperledger Fabric is used in many scenarios, such as emission trading, insurance and education [11]–[14].

The performance of Hyperledger Fabric was widely studied [15], [16]. The performance differences between Hyperledger Fabric version 0.6 and version 1.0 have been evaluated in [17], which indicated that version 1.0 can significantly improve the system performance. A repeatable evaluating methodology was proposed to assess the performance of Hyperledger Fabric and Ethereum in [18]. The consensus protocols of those two platforms were compared in [19], where Hyperledger Fabric achieves the better performance than Ethereum. Moreover, extensive experiments with varying parameters on Hyperledger Fabric v1.0 have been conducted to study the impact of various system configurations [20]. The experimental results indicated that the endorsement policy verification, sequential policy validation of transactions in a block and the state validation and commit are three major performance bottlenecks. Based on those analyses, several optimizations to improve the overall performance were introduced.

However, those experiment-based analyses for Hyperledger Fabric are lack of scalability and theoretical basis. In order to further analyze the performance characteristics of this blockchain framework, it is imperative to model the transaction flow of it using a mathematical approach. Due to the complexity of the transaction flow and system configurations, the performance of Hyperledger-based system is affected by several factors. Thus, there are many difficulties in modeling the system.

In this paper, we analyze the blockchain performance based on Hyperledger Fabric. As a formal mathematical theory designed for modeling concurrency, causality and conflict, GSPN provides a graphical approach to decompose the request processing flow of the Hyperledger-based system into multiple phases. Moreover, the GSPN-based model can be simulated to obtain the performance metrics such as latency and throughput of each phase at a non-steady state, which is suitable for this focused scenario. To sum up, our major contributions are summarized as follows: i.e.,

1) An analytical model is proposed to depict the transaction flow of a Hyperledger-based system using GSPN and validate this model by experiments.
2) We analyze how different ordering strategies affect the system performance and identify the performance bottleneck based on the proposed model.

3) In response to the identified bottleneck above, a mathematical configuration selection approach is proposed to determine the configuration parameters of the ordering service in order to achieve the maximum throughput of this system.

To validate the proposed model and configuration selection approach, a running system is setup on a cloud server. Furthermore, our work has important guiding significance for the practical use of the Hyperledger-based systems.

The remainder of this paper is organized as follows. In Section II, we investigate the related work. Section III introduces a Hyperledger-based system and the transaction flow of it. Then an analytic model based on GSPN and a configuration selection approach to achieve best system performance are proposed in Section IV. Next, Section V validates our model and approach by conducting extensive experiments on a running system. Finally, Section VI outlines the main conclusions.

II. RELATED WORK

Compared with those experiment-based performance analyses mentioned before, the performance modeling for Hyperledger Fabric is more critical and scalable to analyze the characteristics of this blockchain framework. To depict the system accurately, an appropriate mathematical theory is needed. As a modeling approach, Petri Nets is a formal mathematical theory with rigorous mathematical foundation and intuitive graphical representation. Derived from Petri Nets, the Stochastic Petri Nets (SPN) associates an exponentially distributed delay with the firing of each transition to provide a clear and intuitive formalism for generating Markov processes. Based on SPN, the Generalised Stochastic Petri Nets (GSPN) adds immediate transitions and inhibitor arcs to prevent the model from becoming exceedingly large. Moreover, the Stochastic Reward Nets (SRN) introduces more primitives than GSPN to enhance the expressive ability. All those nets are widely used in system performance modeling and analysis [21]–[24]. As for modeling for Hyperledger Fabric, a SRN model of the PBFT consensus based on Hyperledger Fabric v0.6 was presented to discuss how the number of peers affects the consensus latency in [25]. Furthermore, an overall performance model of Hyperledger Fabric v1.0+ was proposed in [26], which discussed the impact of different parameters on system performance such as latency, throughput and utilization. The proposed model was validated by using a test framework named Hyperledger Caliper. However, these studies only analyzed the performance characteristics based on simulation but they did not provide a method to obtain the appropriate configuration parameters of system.

III. SYSTEM OVERVIEW

A. System Architecture

A Hyperledger-based emission trading system is proposed to solve the defects of existing centralized systems [9]. The system uses two organizations to represent the environmental agency and the trading center respectively and share the same ledger through one single channel. By integrating the characteristics of blockchain, the polluters can achieve the credible trading service through this system. As a typical implementation of Hyperledger Fabric v1.2, the system architecture of the blockchain system is given in Fig. 1.

Fig. 1: System Architecture.

This system consists of HTTP server, Web application and the blockchain network. The HTTP server plays a role of Fabric client to interact with the underlying network by integrating specific Fabric SDK. Depending on those RESTful APIs provided by the HTTP server, the web application can provide a variety of services for users. The blockchain network contains two distinct organizations, one channel which connects those organizations and an orderer node to provide the ordering service. This node adopts solo consensus protocol to guarantee the consistency of the distributed ledger. Each organization has a Fabric CA and a local peer. Fabric CA issues certificates for participants to achieve the access control policy. The peer holds an immutable ledger based on LevelDB and installs customized chaincode which implements the business logic. Each peer in this system plays roles of not only an endorser (endorse for transactions) but also a committer (hold ledgers). In addition, all of those nodes are running in special docker containers.

B. Transaction Flow

Requests in Hyperledger Fabric are divided into kinds, i.e., query and invoke, depending on whether the ledger is modified. Fig. 2 depicts the transaction flow of a typical invoke-type request. A completed transaction consists of several phases as follows, i.e.,

HTTP Phase. Client sends a HTTP request to the server, aiming to interact with the blockchain network. The HTTP...
server extracts essential parameters from the request body and then constructs a transaction proposal by using the provided SDK. The generated proposal is signed with the clients credentials and contains details of the specific chaincode. Then, the proposal is sent to an endorsing peer to endorse for this transaction.

**Endorsement Phase.** All the peers that have installed the chaincode can play the role of an endorsing peer. When receiving a transaction proposal, each endorsing peer should execute tasks as follows: Firstly, the peer verifies the identity of this submitter to check whether its authorized to invoke the chaincode. Secondly, the peer executes the chaincode to generate the response value and read-write set without modifying the world state. Thirdly, endorser signs the proposal response with its identity and then the peer sends the response back to the client. Finally, the client collects responses from multiple endorsers and verifies if they satisfy the endorsement policy. The system adopts or policy so that one endorser is enough.

**Ordering Phase.** Once the transaction is fully endorsed, the client integrated in HTTP server broadcasts it to the ordering service. According to the specific configuration, the ordering service orders all the transactions and packages them into blocks with the special strategy. Then it signs the blocks and delivers them to the leading peers using gossip protocol. Some of the critical parameters of ordering service are listed as follows, i.e.,

- **BatchTimeout**: The amount of time to wait before creating a batch.
- **MaxMessageCount**: The maximum number of messages batched into a block.
- **PreferredMaxBytes**: The maximum number of bytes allowed for the serialized messages in a block.

When one of the above conditions is satisfied (e.g., the number of transactions queuing in ordering service reaches the MaxMessageCount), a sequence of transactions can be batched into a new block. Considering that the size of transaction is similar, in general only BatchTimeout and MaxMessageCount need to be adjusted.

**Validation & Committing Phase.** After receiving blocks from the ordering service, the leading peers disseminate those blocks to all the peers, which belong to the same channel and organization. The peers first verify the signature of the blocks and then check all the transactions within them. If all the transactions pass the endorsement validation and read-write set validation, those blocks are appended to the ledger and the world states are updated.

**Response Phase.** By registering an event listener in ChannelEventHub, the HTTP server can receive a notification when the target transaction has been committed into a block and appended to the ledger. A registered callback function can collect details of this event and form the response data in JSON format.

### IV. The GSPN-based Analytic Model of System

In this section, an analytic model for the Hyperledger-based system mentioned in Section III is proposed. We first introduce the basic elements of GSPN and the modeling assumptions. Then the proposed model is decomposed to multiple phases and each phase is described in details. Finally, we present a configuration selection approach to determine the network parameters.

#### A. Preliminaries

A typical GSPN model consists of basic elements as follows, i.e.,

**Places.** Circular nodes are used to describe places, which represent conditions or local system states.

**Transitions.** Rectangular boxes are used to describe transitions, which represent events occur in the system. The fire of a transition can change system status from one place to another.

**Tokens.** Black dots or numbers are used to describe the tokens resided in place, which represent the state quantity that a place holds.

**Arcs.** Arcs specify the relationship between places and transitions. The weight of input arc represents the number of tokens consumed by the transition firing, and the weight of output arc represents the number of tokens produced to the output place. The default weight of arc is 1.

**Immediate Transitions.** Thick bars are used to describe immediate transitions, which represent events that are assumed to take no time.

**Inhibit Arcs.** An inhibitor arc from a place to a transition means the transition cannot fire if there is a token in the place.

Based on those basic elements, a performance model for the system mentioned in Section III can be proposed. The system modeling satisfies the following assumptions, i.e.,

- The arrival of requests is a Poisson process.
- The size of each transaction is constant.
- Ignore the transmission latency between processing phases.
B. Model Description

The proposed analytic model based on GSPN is shown in Fig. 3. The overall model depicts the transaction flow in details, consisting of five phases as follows, i.e.,

**HTTP Phase.** This phase represents the process by which the HTTP server receives the request and sends the transaction details, consisting of five phases as follows, i.e.,

1. **Ordering Phase.** This phase describes the ordering service of the system. Because the block packaging, signing and delivering are executed sequentially, only one place \( P_{\text{serve, o}} \) is used to represent the processing of the orderer node. Different with the above phases, the arc between place \( P_{\text{wait, o}} \) and immediate transition \( T_{\text{in}} \) has a weight \( N \), which indicates that the enable predicate of \( T_{\text{in}} \) is \( #(P_{\text{wait, o}}) \geq N \) & \( #(P_{\text{idle, o}}) > 0 \). When \( T_{\text{in}} \) fires, \( N \) tokens in \( P_{\text{wait, o}} \) are absorbed and one token is created in \( P_{\text{serve, o}} \). Corresponding to the actual system, this weight represents the operation of packing \( N \) transactions into a block. Similarly, the total latency of this phase \( \delta_O \) can be derived.

**Committing Phase.** When the peer node receives a new block, it performs a series of validations (e.g., MVCC) and simulation time \( T \), the transition \( T_{\text{arr}} \) has been fired \( X \) times, i.e., place \( P_{\text{wait, h}} \) generates \( X \) tokens. The firing time interval obeys exponential distribution with parameter \( \lambda \). Let \( \varphi_p \) denote the number of departed tokens of place \( P \), \( \tau_p \) denote the stay time of \( i-th \) token in place \( P \). The performance metrics of place \( P \) can be derived as follows, i.e.,

- **Throughput:**
  \[ \theta_p = \frac{\varphi_p}{T}. \]

- **Average Latency:**
  \[ L_P = \frac{\sum_i \tau_p}{\varphi_p}. \]

- **Queuing Length:**
  \[ Q_P = \theta_p \times L_P = \frac{\sum_i \tau_p}{T}. \]

Obviously, this processing unit describes a typical M/M/1 queuing model, whose total latency equals to the queuing time plus the service time, i.e.,

\[ \delta_E = L_{P_{\text{wait, h}}} + L_{P_{\text{serve, h}}}. \]
then commits the block into the local ledger. Those processes are abstracted into one place \( P_{serve\_c} \) to simplify the model. Since two peers in the system perform commit operations synchronously, the HTTP server listens to the events of both peers at the same time. Thus, there are two parallel procession units in this phase. The total latency of this phase depends on the one with the larger latency.

\[
\delta_C = \max(L_{\text{wait}_{\text{c}0}} + L_{\text{serve}_{\text{c}0}}, L_{\text{wait}_{\text{c}1}} + L_{\text{serve}_{\text{c}1}}). \quad (5)
\]

**Response Phase.** In order to approximate the real system, an extra transition is used to represent the network latency between applications and HTTP server, which can be expressed as \( \delta_T = L_{\text{end}} \).

The total latency of this system can be derived by

\[
\Delta = \sum_{i=0}^{T} \delta_i. \quad (6)
\]

Moreover, it is obvious that a request has been completely handled after it arrives at the place \( P_{end} \). Therefore, the throughput of this system is equal to the throughput of place \( P_{end} \), i.e.,

\[
\Theta = \theta_{P_{end}}. \quad (7)
\]

Based on the proposed analytic model, the system performance metrics can be obtained conveniently through the simulations after determining the rates of all transitions.

**C. Network Parameter Determination**

As we know, the most time-consuming operation in the ordering phase is signing and delivering the blocks [18]. It is feasible to reduce the block generation rate by adjusting the configuration of the ordering service, which can guarantee the ordering phase is not the performance bottleneck. Moreover, the experimental results in [24] indicate that at a high request arrival rate, the performance bottleneck of the Hyperledger Fabric framework exists in the endorsement phase or the committing phase (We will prove this in the next section). Moreover, the number of transactions contained in the block (or block size) has a great influence on the system performance. Under this premise, we can discuss the impact of the different parameters of ordering service, in order to find the best configuration parameters to optimize the system performance (i.e., make the system achieve the max throughput). The overall throughput is selected as the performance indicator rather than the overall latency and the reasons are listed as follows, i.e.,

- Many related studies indicate that the throughput is more important than the latency in a Hyperledger-based system [18], [24].
- With the increase of the requests arrival rate, the system latency can grow infinitely while the throughput can reach a saturation point.
- The overall latency of a Hyperledger-based system is greatly affected by the configuration parameters of the network and the request arrival rate. It is obvious that the overall latency obtained from experiments cant represent the real processing time because it contains uncertain waiting time due to those different parameters. However, considering the throughput can ignore the impact of the request arrival rate because the throughput can reach a saturation point when the request arrival rate is big enough.

The proposed analytic model based on GSPN indicates that the blockchain system is composed of multiple successive M/M/1 networks. Thus, the system throughput is equal to the lowest throughput of those phases. Obviously, different \( N \) in model can greatly affect the arrival rate of the committing phase, which further affects the system performance. Considering the ordering service configuration mentioned earlier, the number of transactions within a single block is determined by specific packaging strategies. Assume that \( \lambda \) denotes the arrival rate of requests, \( t \) denotes the BatchTimeout, \( n \) denotes the MaxMessageCount, \( \mu_e \) denotes the service rate of endorsement, \( \mu_c \) denotes the service rate of committing and \( \mu_e \) is determined by \( N \) with function \( f(N) \). Our work is to find appropriate \( n \) and \( t \) to maximize the system throughput, i.e.,

\[
\Theta_{max} = \max \min(N \ast f(N), \mu_e), \quad (8)
\]

where \( N \) is determined by \( n \) and \( t \) with function \( g(n, t) \), i.e.,

\[
g(n, t) = \begin{cases} n, & \lambda \geq \frac{n}{T}, \\ \lfloor t \ast \lambda \rfloor + 1, & 0 < \lambda < \frac{n}{T}. \end{cases} \quad (9)
\]

It is clear that we can adjust \( N \) to make sure the throughput reaches the maximum value \( \mu_e \), so there is \( \lambda \geq \mu_e \). Considering that \( \lambda \) is an uncertain value in the practical use, it is inappropriate to determine the configuration parameters depending on it, so it is better to assign it to a constant value. It is obvious that the obtained \( n \) and \( t \) under the premise \( \lambda = \mu_e \) can still make sure the system throughput reach \( \mu_e \) when \( \lambda > \mu_e \), thus (9) can be simplified by taking \( \lambda = \mu_e \). Moreover, \( n \) and \( t \) can be considered respectively, which ignores the impact of \( \lambda \) and guarantees \( \mu_e \) is always the smallest one in the formula, so that \( t \) can not be the bottleneck (e.g. when \( t \) and \( \lambda \) are small, the number of transactions arrived in \( t \) may be less than \( n \), thus \( N \) is limited). Therefore,

\[
\Theta_{max} = \max \min(\mu_e, n \ast f(n), (\lfloor t \ast \mu_e \rfloor + 1) \ast f(\lfloor t \ast \mu_e \rfloor + 1)), \quad (10)
\]

Then, after determining \( \mu_e \) and \( f(N) \), the appropriate configuration parameters can be obtained to achieve the maximum throughput of the system.

**V. PERFORMANCE EVALUATION & OPTIMIZATION**

**A. System Configuration**

To validate the proposed model, the system mentioned in Section III is set up on a Aliyun cloud server with 4 Intel(R) Xeon(R) CPU E5-2680 v3 @ 2.50GHz processors and 8GB RAM, running Ubuntu 14.04 (64 bit). Various experiments are conducted on this running system by sending HTTP requests. To simulate the GSPN-based model needs to determine the
firing time of all the transitions at first. For the HTTP phase and endorsement phase, the latency can be calculated by printing timestamp at the specific code point in HTTP server. For ordering phase and committing phase, the time information can be extracted from log files after adjusting the log level of relevant docker containers from INFO to DEBUG. Finally, for response phase, an extra empty interface is integrated in the HTTP server to obtain the end-to-end latency. The average latency of all phases are summarized in Table I.

**TABLE I: Model Parameters.**

| Transition | \( T_p \) | \( T_c \) | \( T_o \) | \( T_e \) | \( \tau_o \) |
|------------|----------|----------|----------|----------|----------|
| Latency (ms) | 2 | 7 | 12 | 27 | 10 |
| Rate | 500 | 143 | 83 | 27 | 100 |

B. Model Validation

Based on the running system, Locust\(^1\) is used to evaluate the system overall latency and throughput of HTTP interfaces over increasing request arrival rates and different \( N \). The throughput is evaluated by Requests Per Second (RPS). Moreover, a software tool embedded in Matlab named pntool\(^2\) is used to simulate the GSPN-based model under the same conditions. This tool can obtain the performance metrics (e.g., latency, throughput, queuing length) for all the transitions and places of the model. By analyzing the simulation results, the overall latency and throughput can be determined. Fig. 5 and Fig. 6 compare the experimental results with the simulation results of the system. It can be observed that the experimental results are comparable to the simulation results and the proposed model can well describe the actual system. Furthermore, the overall latency increases rapidly when throughput reaches the saturation point and the maximum throughput is greatly improved due to the increase of \( N \), which indicates that the different configuration parameters \( (N) \) has a great influence on the system performance.

C. System Bottleneck Analysis

System bottleneck analysis is significant for performance improvement. For a Hyperledger-based system, once the bottleneck (i.e., endorsement phase, ordering phase and committing phase) is identified, the optimization goal is determined. It is very hard to obtain the performance metrics of each processing phase through experiments as the official SDK does not provide corresponding APIs for developers. Thus, we analyze the system bottleneck based on the proposed GSPN

---

\(^1\)https://www.locust.io/
\(^2\)http://www.pntool.ac.tuiasi.ro/
model which has been validated. Because each place in this model represent a specific processing phase, the performance metrics for each processing phase such as the average latency can be obtained by simulating the model. Consider the average latency and queuing length of each phase (i.e., places like $F_{\text{wait}, h}$) as the metrics of system busyness, the longer queuing length and latency lead to the worse performance. Fig. 7 shows the average queuing length of different phases with different values of $N$, i.e., 1, 3 and 5. When $N$ is small, the queuing length of committing phase increases significantly while the other two curves remain stable. However, when $N = 5$, the queuing length of endorsement phase increases rapidly. This is because the increase of $N$ is equivalent to decreasing the arrival rate of the committing phase. When $N$ is large enough, the service rate of the committing phase is more than the arrival rate of requests while the endorsement phase is less than it. Fig. 8 shows the average latency of the three major processing phases with different $N$, and the results match the previous analysis. Therefore, it can be found that the committing phase is the system bottleneck in case of small $N$ while the endorsement phase is instead in case of large $N$. Thus, it is an effective approach to improve the system performance by determining the value of $N$ in the practical use of a Hyperledger-based system.

D. Performance Optimization

The performance metrics in Fig. 6 point out that the value of $N$ has a great influence on the maximum throughput of the Hyperledger-based system. In Section IV, a mathematical method is proposed to determine the configuration parameters of ordering service, in order to achieve the maximum throughput. Considering the analysis results of the system bottleneck in the previous subsection, the proposed method is actually an approach to improve the performance of the committing phase. According to (10), when the function $f(N)$ is determined, the appropriate $n$ and $t$ can be obtained. At this point, the system bottleneck is the endorsement phase.

We leverage the approach of curve fitting to approximate $f(N)$. The experimental data and fitting result are shown in Fig. 9. It is obvious that the latency of committing phase is linear with $N$ within a certain range and the function is

$$h(N) = 1000/f(N) = 25.06 + 1.57 * N. \quad (11)$$

Therefore, the maximum throughput of the system is

$$\Theta_{\text{max}} = \max \min(\mu_e, \frac{1000}{\frac{25.06}{n} + 1.57}, \frac{1000}{\frac{25.06}{n} + 1.57}). \quad (12)$$
To solve (12), we have
\[
\Theta_{\text{max}} = \mu_e. \quad (13)
\]
\[
n \geq \left[ \frac{25.06 \times \mu_e}{1000 - 1.57 \times \mu_e} \right], t \geq \frac{26.63 \times \mu_e - 1000}{\mu_e \times (1000 - 1.57 \times \mu_e)}. \quad (14)
\]
According to the results in Table I, let \( \mu_e = 143 \). Thus, the theoretical results show that the system can reach a maximum throughput of 143 RPS when \( n \geq 5 \) and \( t \geq 0.026 \) (s). Note that \( t \) is determined under the premise of \( \lambda = \mu_e \), a larger \( \lambda \) can ignore the impact of \( t \). However, restricting the range of \( t \) can prevent \( t \) from being the bottleneck. Generally, it is not assigned to assign \( n \) and \( t \) with a large value in the practical environment because the large value can lead to poor performance with a low arrival rate \( \lambda \).

To validate the theoretical results above, a series of experiments have been conducted on the running system. For each \( N \), we gradually increased the arrival rate in Locust until the throughput reaches the saturation point. Fig. 10 depicts the relationship between \( N \) and the maximum system throughput and compares the simulation and experimental results. Our goal is to determine the maximum throughput and the corresponding \( N \). The experimental results show that when \( N \) is larger than 5, the maximum throughput becomes floor at around 145 RPS. Thus, continuing to increase \( N \) when \( N \geq 5 \) can not significantly improve the throughput, which is in line with the theoretical results (i.e., 143 RPS when \( n \geq 5 \) and \( t \geq 0.026 \) (s)). Therefore, our proposed approach can determine the appropriate configuration of ordering service. As for other Hyperledger-based systems with distinct underlying networks, the proposed analytic method can be also applied to achieve the higher system throughput.

The steps to determine the configuration parameters are described as follows, i.e.,

1. **Step 1:** Obtain the service rate of endorsement phase (\( \mu_e \)) and committing phase (\( \mu_c \)) by conducting experiments on the system.
2. **Step 2:** Determine which processing phase of the transaction flow is the system bottleneck (The endorsement phase in our case).
3. **Step 3:** Calculate \( t \) (BatchTimeout) and \( n \) (MaxMessage-Count) by the proposed formula.
4. **Step 4:** Confirm the conclusion through experiments.

Actually, this analysis method can be applied to a more complex system with more organizations and channels. The only difference is how to get the \( \mu_e \) and \( \mu_c \) because the number of channels and peers can affect the service rate. Thus, even though the system in the paper only contains two organizations and one channel, the proposed analysis method is scalable and convincing.

**VI. CONCLUSION**

In this paper, we have proposed a GSPN model for a blockchain system based on Hyperledger Fabric v1.2. This model depicts the transaction flow of Hyperledger Fabric in details and is aiming to evaluate the system performances. Extensive experiments have been conducted on a real-time system to validate our model. The results show that the number of transactions in a block significantly affect the system performance. Based on this model, we have analyzed the performance bottleneck with different configurations of the ordering service. With an increasing number of transactions in a block, the system bottleneck changes from committing phase to endorsement phase. In addition, we have presented a configuration selection approach to determine the configuration parameters of ordering service, in order to achieve the maximum throughput. Our simulation results have shown that when the number of transactions contained in a block exceeds 5 and the waiting time exceeds 0.26 seconds, the throughput can reach 143 RPS, which is in line with the real system. Furthermore, the conclusions of this paper are instructive for
the future work. Our next plan is to further improve the overall system performance by optimizing the endorsement phase. For example, adding more endorsers in each organization to load balance the endorsement is an effective approach.
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