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1. Introduction

Douglas-Rachford splitting (DRS) and alternating directions method of multipliers (ADMM) are classical methods originally presented in [75, 38, 54, 52] and [48, 51], respectively. DRS and ADMM are closely related. Over the last decade, these methods have enjoyed a resurgence of popularity, as the demand to solve ever larger problems grew.

DRS and ADMM have strong theoretical guarantees and empirical performance, but such results are often limited to non-pathological problems; in particular, most analyses assume a primal solution exists, a dual solution exists, and strong duality holds. When these assumptions are not met, i.e., under pathologies, the theory often breaks down and the empirical performance may degrade significantly. Surprisingly, there had been very little work analyzing DRS and ADMM under pathologies, despite the vast literature on these methods. There has been some recent exciting progress in this area, which we review in Section 1.2.

In this paper, we analyze the asymptotic behavior of DRS and ADMM under pathologies. While it is well known that the iterates “diverge” in such cases, the precise manner in which they do so was not known. We establish that when strong duality holds, i.e., when \( p^* = d^* \in [-\infty, \infty] \), DRS works, in the sense that asymptotically the divergent iterates are approximately feasible and approximately optimal. The assumption that primal and dual solutions exist is not necessary. We then translate the pathological analyses for DRS to pathological analyses for ADMM.

Furthermore, we conjecture that DRS necessarily fails when strong duality fails, and we present empirical evidence that supports (but does not prove) this conjecture. In other words, we believe strong duality is the necessary and sufficient condition for DRS to work.

1.1. Summary of results, contribution, and organization

Sections 4 and 5 present what we consider the fruits of this work, the convergence analyses of DRS and ADMM under various pathologies. In fact, we suggest readers read Sections 4 and 5 before reading the theory of Section 3, as doing so will give a sense of direction.
We quickly illustrate, through examples, the kinds of results we show. Precise definitions and statements are presented later. We want DRS and ADMM to find a point that is approximately feasible and, when applicable, approximately optimal. For example, if the primal problem is weakly infeasible, we want the DRS iterates to satisfy

\[ x^{k+1} - x^{k+1/2} \to 0 \]

and we show this as Theorem 10. As another example, if the primal problem is feasible but has no solution and \( d^* = p^* > -\infty \), we want the DRS iterates to satisfy

\[ x^{k+1} - x^{k+1/2} \to 0, \quad f(x^{k+1/2}) + g(x^{k+1}) \to p^* \]

and we show related results as Theorems 7 and 8. We can say something for all the pathological cases, so long as \( d^* = p^* \).

Section 3 presents the main theoretical contribution of this work. To show that DRS and ADMM successfully achieve the 2 goals of approximate feasibility and approximate optimality, we need 2 separate major theoretical components.

Section 3.1 presents the first component, which analyzes the “fixed-point iteration” without a fixed point with tools from operator theory. With this machinery, we show things like \( x^{k+1} - x^k \to 0 \) or \( x^{k+1} - x^k \to v \), where \( v \) is a certificate of (primal or dual) infeasibility. Our contribution is defining the notion of improving directions via recession functions and fully characterizing the infimal displacement vector with this notion.

Section 3.2 presents the second component, the function-value analysis, which is based on ideas from convex optimization and subgradient inequalities. With these techniques, we show things like \( f(x^{k+1/2}) + g(x^{k+1}) \to p^* \). This part requires the \( d^* = p^* \) assumption. Our function-value analysis uses, but does not immediately follow from, the results of Section 3.1. To the best of our knowledge, analyzing the convergence of objective values for DRS or ADMM applied to pathological problems has not been done before.

Section 3.3 presents a third, relatively minor theoretical component, which we use later in Section 5 to translate analyses for DRS to analyses for ADMM.

As the goal of this work is to prove several theorems, one each for the many pathological cases, we build up our theory in a series of lemmas and corollaries. Some of these lemmas are rather simple extensions of known results while some are novel. All results of Section 3 are eventually used in proving the 5 theorems of Section 4 and the 3 theorems of Section 5.

The paper is organized as follows. Section 2 reviews standard notions of convex analysis, states several known results, and sets up the notation. Section 3 presents the main theoretical contribution of this paper. Section 4 analyzes DRS under pathologies with the theory of Section 3. Section 5 analyzes ADMM under pathologies with the theory of Sections 4 and 3. Section 6 presents counterexamples to make additional observations. Section 7 concludes the paper.

1.2. Prior work
Duality for linear programming (LP) is classic subject with very thorough and complete theory [32, 31]. For example, the classic theory states that the primal problem has an “improving direction” if and only if the dual problem is strongly infeasible, and therefore the improving direction certifies dual infeasibility [43]. A consequence of our theory is that DRS and ADMM applied to pathological LPs produce a certificate of infeasibility as an improving direction.

Duality for general conic programs, which is more complicated, has also been thoroughly studied [61, 81, 67, 63, 91, 26, 69, 59, 60, 71, 77, 55], mostly under the explicit or implicit context of second order methods. Some of the definitions and ideas of our work were directly influenced by this line of work. We believe further applying ideas of this classical literature to analyze pathological DRS and ADMM is a direction with much potential, especially in understanding the conjecture of Section 6.
Although negative results are often not published, there has been some reporting of pathologies happening in practice \cite{58, 36, 39, 92, 95}. Therefore, there is practical value in studying how well-behaved and robust an algorithm is when faced with pathological problems.

Despite their huge popularity, there had been surprisingly little work investigating the behavior of DRS and ADMM under pathologies. The understanding is still incomplete, but there has been some recent progress: \cite{10, 15, 16, 56} analyze DRS under specific pathological setups, \cite{12, 13, 16} analyze DRS under general setups, and \cite{80, 89, 6} analyze ADMM under specific pathological setups for conic programs. These studies, however, are limited to more specific setups and pathologies where an improving direction exists or the primal problem is strongly feasible.

The convex feasibility problem of finding an \(x \in A \cap B\), where \(A\) and \(B\) are nonempty closed convex sets, is a subclass of problems with practical importance. This problem can be recast into an equivalent optimization problem. Under our definitions, the convex feasibility problem is pathological when \(A \cap B = \emptyset\), and strong duality fails when \(A \cap B = \emptyset\) and the sets are tangent. Our analysis of Theorem 10 can be extended in a straightforward manner to handle convex feasibility problems without strong duality. There has been some past work studying DRS and conditions that allow the shadow iterates to converge in this setup \cite{10, 15, 16}. The results specific to convex feasibility problems presented in these papers are stronger than what Theorem 10 or its immediate extension can show.

DRS has strong primal-dual symmetry, in the sense of Fenchel duality for convex optimization \cite{45, 86} and, more generally, Attouch-Théra duality for monotone operators \cite[p. 40]{65} and \cite{4}. See \cite[Lemma 3.6 p. 133]{40} or \cite[7, 14, 16]{4} for in-depth studies on this subject. Naturally, our results also exhibit a degree of primal-dual symmetry, although we do not explicitly address it in the interest of space. Rather, we take the viewpoint that the primal problem is the problem of interest and the dual problem is an auxiliary conceptual and computational tool.

In operator theory, and especially in infinite dimensional problems arising from physics and PDEs, the sum of two maximal monotone operators may not maximal, and one can consider this a pathology. One remedy to such pathologies is to generalize the notion of the sum of two operators by regularizing the operators and then considering the limit as the regularization is reduced to zero \cite{3, 83, 84}. This notion of pathology and the remedy is quite different from what we consider. For some of the pathologies we consider, \(\partial f + \partial g\) is a perfectly well-defined maximal monotone operator. Moreover, we do not remedy the pathology but rather simply analyze how DRS and ADMM behave under the pathology. Finally, we work in finite dimensions and thereby avoid certain complications exclusive to infinite dimensional problems.

When a problem is known to be pathological a priori, one can first modify or regularize the problem and then solve the non-pathological problem. One such approach is facial reduction, a pre-processing step that rids a pathological conic program of difficult pathologies \cite{19, 21, 22, 82, 68, 27, 93, 94, 79, 59, 77, 78, 71}. In contrast, the goal of this work is to analyze DRS and ADMM when directly applied to pathological convex programs. To put in differently, we do not assume users of DRS or ADMM have a priori knowledge of whether the problem is pathological or not.

The standard analysis for DRS proves the iterates converge using ideas from operator theory and fixed point iterations \cite{54, 40, 41, 28, 30, 42, 29}. The standard analyses of ADMM prove the iterates converge by reducing ADMM to DRS \cite{47, 41, 42} or with a direct analysis via a Lyapunov function \cite{46, 50, 18, 37, 25}. These analyses rely on the existence of a primal-dual saddle point, which only exists under the non-pathological case, and therefore do not immediately generalize to pathological setups.

The first part of our analysis relies on a classical result by Pazy \cite{74} and Baillon et al. \cite{5} from the 1970s, which characterize the asymptotic behavior of fixed-point iterations without fixed-points. There has been some recent work that analyze algorithms that can be interpreted as fixed-point iterations without fixed-points \cite{8, 10, 20, 1, 12, 11, 15, 2, 66, 16, 87, 56}. The analysis of Section 3.1 was inspired by these works.
Another recent line of analysis for DRS and ADMM is function-value analysis, which establishes the objective values, rather than the iterates, converge \([33, 34, 35]\). These analyses, however, also rely on the existence of a primal-dual saddle point and do not immediately generalize to the pathological setups. The function-value analysis of Section 3.2 was inspired by these works.

Yet another recent line of work analyzes DRS with the so-called Douglas-Rachford envelope \([72, 73, 88, 49, 57]\). These analyses reinterpret DRS as a (variable-metric) gradient method on a certain non-convex envelope function, which minimizers coincide with the original problem under additional assumptions. This line of reasoning could be useful in the analysis of DRS applied to pathological convex programs.

There has been a rich line of work analyzing convex programs for which strong duality fails \([85, 82, 64, 76, 90, 91, 39, 70]\). In this work, we do not analyze this case, aside from the discussion and conjecture of Section 6.

### 2. Preliminaries

In this section, we review standard notions of convex analysis, state several known results, and set up the notation. For the sake of brevity, we omit proofs or direct references of the standard results and refer interested readers to standard references such as \([86, 85, 9]\).

Throughout this section, \(f : \mathbb{R}^n \to \mathbb{R} \cup \{\infty\}\) is a function and \(A, B, C \subseteq \mathbb{R}^n\) are nonempty sets.

A set \(C\) is convex, if \(x, y \in C\) and \(\theta \in [0, 1]\) implies \(\theta x + (1 - \theta)y \in C\). Write \(\overline{C}\) for the closure of \(C\). If \(C\) is convex \(\overline{C}\) is convex. The Minkowski sum and differences of \(A\) and \(B\) are

\[
A + B = \{a + b | a \in A, b \in B\}, \quad A - B = \{a - b | a \in A, b \in B\},
\]

respectively. If \(A\) and \(B\) are convex, then \(A + B\) and \(A - B\) are convex. However, neither \(A + B\) nor \(A - B\) is guaranteed to be closed, even when \(A\) and \(B\) are nonempty closed convex sets.

For the distance between \(x \in \mathbb{R}^n\) and the set \(A\), write

\[
\text{dist}(x, A) = \inf \{\|x - a\| | a \in A\}.
\]

For the distance between \(A\) and \(B\), write

\[
\text{dist}(A, B) = \inf \{\|a - b\| | a \in A, b \in B\}.
\]

Note that \(\text{dist}(A, B) = 0\) if and only if \(0 \in \overline{A - B}\).

A function \(f\) is convex if \(f(\theta x + (1 - \theta)y) \leq \theta f(x) + (1 - \theta)f(y)\) for all \(x, y \in \mathbb{R}^n\) and \(\theta \in [0, 1]\). A function \(f\) is closed if its epigraph \(\{(x, \alpha) \in \mathbb{R}^{n+1} | f(x) \leq \alpha\}\) is a closed subset of \(\mathbb{R}^{n+1}\). We say \(f : \mathbb{R}^n \to \mathbb{R} \cup \{\infty\}\) is proper if \(f(x) < \infty\) for some \(x\). In this paper, we focus our attention on closed, proper, and convex (CPC) functions. If \(f\) and \(g\) are CPC functions, then \(f + g\) is CPC or \(f + g = \infty\) everywhere. If \(\gamma > 0\), then \(\gamma f\) is CPC.

Define the (effective) domain of \(f\) as \(\text{dom} f = \{x \in \mathbb{R}^n | f(x) < \infty\}\). If \(f\) is a convex function, then \(\text{dom} f\) is a convex set. However, \(\text{dom} f\) may not be closed even when \(f\) is CPC. For any \(\gamma > 0\), we have \(\text{dom} \gamma f = \text{dom} f\).

Define the conjugate of \(f\) as \(f^* (y) = \sup_{x \in \mathbb{R}^n} \{y^T x - f(x)\}\). If \(f\) is convex and proper, then \(f^* : \mathbb{R}^n \to \mathbb{R} \cup \{\infty\}\) is CPC. If \(f\) is CPC, then \((f^*)^* = f\). For any \(\gamma > 0\), we have \((\gamma f)^* (x) = f^* (x/\gamma)\) and \(\text{dom}(\gamma f)^* = \gamma \text{dom} f^*\). If \(h(x) = g(-x)\), then \(h^*(y) = g^*(-y)\).

Define the projection onto \(C\) as \(\Pi_C (x_0) = \arg \min_{x \in C} \{\|x - x_0\|\}\). When \(C\) is closed and convex, \(\Pi_C : \mathbb{R}^n \to \mathbb{R}^n\) is well-defined, i.e., the minimizer uniquely exists.

Define the indicator function with respect to \(C\) as

\[
\delta_C (x) = \begin{cases} 
0 & \text{if } x \in C \\
\infty & \text{otherwise}
\end{cases}
\]
When $C$ is closed convex, $\delta_C : \mathbb{R}^n \to \mathbb{R} \cup \{\infty\}$ is CPC.

Define the support function of $C$ as

$$\sigma_C(y) = \sup_{x \in C} \{x^T y\}.$$ 

$\sigma_C : \mathbb{R}^n \to \mathbb{R} \cup \{\infty\}$ is CPC. When $C$ is convex, we have $\sigma_C = \sigma_C^*$. If $A$ and $B$ are convex, then $\sigma_{A+B} = \sigma_A + \sigma_B$. If $C$ is closed and convex then $(\sigma_C)^* = \delta_C$.

Define the recession function of $f$ as

$$\text{rec}(f)(d) = \lim_{\alpha \to \infty} \frac{f(x + \alpha d) - f(x)}{\alpha}$$

for any $x \in \text{dom}\ f$. Loosely speaking, the recession function characterizes the asymptotic change of $f$ as we go in direction $d$. In fact,

$$f(x + \alpha d) = \alpha \text{rec}(f)(d) + o(\alpha)$$

as $\alpha \to \infty$ for any $x \in \text{dom}\ f$. The recession function $\text{rec} f : \mathbb{R}^n \to \mathbb{R} \cup \{\infty\}$ is a positively homogeneous CPC function. If $h(x) = g(-x)$, then $\text{rec}(h^*)(d) = \text{rec}(g^*)(-d)$. When $f$ and $g$ are CPC, either $f(x) + g(x) = \infty$ for all $x \in \mathbb{R}^n$ or $\text{rec}(f + g) = \text{rec} f + \text{rec} g$. If $f$ is CPC, then $\sigma_{\text{dom}\ f^*} = \text{rec} f$.

Define the proximal operator $\text{Prox}_f : \mathbb{R}^n \to \mathbb{R}^n$ as

$$\text{Prox}_f(z) = \arg\min_{x \in \mathbb{R}^n} \{f(x) + (1/2)\|x - z\|^2\}.$$ 

When $f$ is CPC, the arg min uniquely exists, and therefore $\text{Prox}_f$ is well-defined. When $C$ is closed and convex, $\text{Prox}_{\delta_C} = \Pi_C$. When $f$ is CPC, $\text{Prox}_f + \text{Prox}_{f^*} = I$, where $I : \mathbb{R}^n \to \mathbb{R}^n$ is the identity operator.

A mapping $T : \mathbb{R}^n \to \mathbb{R}^n$ is nonexpansive if $\|T(x) - T(y)\| \leq \|x - y\|$ for all $x, y \in \mathbb{R}^n$. Nonexpansive mappings are, by definition, Lipschitz continuous with Lipschitz constant 1. $T : \mathbb{R}^n \to \mathbb{R}^n$ is firmly-nonexpansive if

$$\|T(x) - T(y)\|^2 \leq \langle x - y, T(x) - T(y) \rangle$$

for all $x, y \in \mathbb{R}^n$. Proximal and projection operators are firmly-nonexpansive.

### 2.1. Duality and primal subvalue

We call the optimization problem

$$\min_{x \in \mathbb{R}^n} f(x) + g(x),$$

the primal problem. We call the optimization problem

$$\max_{\nu \in \mathbb{R}^n} -f^*(\nu) - g^*(-\nu),$$

the dual problem. Throughout this paper, we assume $f$ and $g$ are CPC.

$(P)$ is feasible if $0 \in \text{dom} f - \text{dom} g$, strongly infeasible if $0 \notin \Pi_{\text{dom} f - \text{dom} g}(0)$, and weakly infeasible otherwise. $(P)$ falls under exactly one of the three cases. $(P)$ is infeasible if it is not feasible. $(D)$ is feasible if $0 \in \text{dom}(f^*) + \text{dom}(g^*)$, strongly infeasible if $0 \notin \Pi_{\text{dom}(f^*) + \text{dom}(g^*)}(0)$, and weakly infeasible otherwise.

We call $p^* = \inf \{f(x) + g(x) | x \in \mathbb{R}^n\}$ the primal optimal value and $d^* = \sup\{-f^*(\nu) - g^*(-\nu) | \nu \in \mathbb{R}^n\}$ the dual optimal value. We let $p^* = \infty$ if $(P)$ is infeasible and $d^* = -\infty$ if $(D)$ is infeasible. Weak duality, which always holds, states $d^* \leq p^*$. We say strong duality holds between
(P) and (D), if \( d^* = p^* \in [-\infty, \infty] \). We say total duality holds between (P) and (D), if (P) has a solution, (D) has a solution, and strong duality holds.

Define the primal subvalue of (P) as
\[
p^- = \lim_{\varepsilon \to 0^+} \inf_{x,y \in \mathbb{R}^n} \{ f(x) + g(y) \mid \|x - y\| \leq \varepsilon \}.
\]

The notion of primal subvalue is standard in conic programming [53, 96, 62, 64]. Here, we generalize it to general convex programs. The following theorem is well known [85], although we have not seen it stated exactly in this form.

**Theorem 1.** If \( f \) and \( g \) are CPC, then \( d^* = p^- \leq p^* \).

With Theorem 1, we can interpret strong duality as well-posedness of (P). The primal subvalue \( p^- \) is the optimal value of (P) achieved with infinitesimal infeasibilities. When the infinitesimal infeasibilities provide a non-infinitesimal improvement to the function value, we can consider (P) ill-posed.

### 2.2. Douglas-Rachford operator

Douglas-Rachford splitting (DRS) applied to (P) is
\[
x^{k+1/2} = \text{Prox}_{\gamma f}(z^k) \\
x^{k+1} = \text{Prox}_{\gamma g}(2x^{k+1/2} - z^k) \\
z^{k+1} = z^k + x^{k+1} - x^{k+1/2}
\]

with a starting point \( z^0 \in \mathbb{R}^n \) and a parameter \( \gamma > 0 \). We also express this iteration more concisely as \( z^{k+1} = T_\gamma(z^k) \) where
\[
T_\gamma = \frac{1}{2}I + \frac{1}{2}(2\text{Prox}_{\gamma g} - I)(2\text{Prox}_{\gamma f} - I).
\]

\( T_\gamma : \mathbb{R}^n \to \mathbb{R}^n \) is a firmly-nonexpansive operator, and we interpret DRS as a fixed-point iteration. Write \( T_1 \) for \( T_\gamma \) with \( \gamma = 1 \).

The standard analysis of DRS assumes total duality, which, again, means (P) has a solution, (D) has a solution, and \( d^* = p^* \).

**Theorem 2 (Theorem 7.1 and 8.1 of [7] and Proposition 4.8 of [40]).** Total duality holds between (P) and (D) if and only if \( T_\gamma \) has a fixed point for some \( \gamma > 0 \). If total duality holds between (P) and (D), then DRS converges in that \( z^k \to z^* \), where \( x^* = \text{Prox}_{\gamma f}(z^*) \) is a solution of (P). If total duality does not hold between (P) and (D), then DRS diverges in that \( \|z^k\| \to \infty \).

Theorem 2 is well known, although the term “total duality” is not always used. More often, total duality is assumed by instead assuming a saddle point exists for an appropriate Lagrangian.

### 2.3. Fixed-point iterations without fixed points

Theorem 2 states the DRS iteration has no fixed points under pathologies. Analyzing fixed-point iterations without fixed points is the first part of our pathological analysis.

Let \( T : \mathbb{R}^n \to \mathbb{R}^n \) be a firmly-nonexpansive operator. Write
\[
\text{range}(I - T) = \{ z - T(z) \mid z \in \mathbb{R}^n \}.
\]

Note that \( T \) has a fixed point if and only if \( 0 \in \text{range}(I - T) \). The closure of this set, \( \overline{\text{range}(I - T)} \), is closed and convex [74]. We call
\[
v = \Pi_{\overline{\text{range}(I - T)}}(0)
\]
the infimal displacement vector of \( T \). (The term was coined in [12].) If \( T \) has a fixed point, then \( v = 0 \), but \( v = 0 \) is possible even when \( T \) has no fixed point.

The following classical result by Pazy and Baillon et al. elegantly characterizes the asymptotic behavior of fixed-point iterations with respect to \( T \).
Theorem 3 (Theorem 2 of [74] and Corollary 2.3 of [5]). If $T$ is firmly-nonexpansive and $v$ is its infimal displacement vector, the iteration $z^{k+1} = T(z^k)$ satisfies

$$z^k = -kv + o(k), \quad z^{k+1} - z^k \to -v.$$  

Theorem 3 is especially powerful when we can concretely characterize $v$. Recently, Bauschke, Hare, and Moursi published the following elegant formula.

Theorem 4 ([13]). The infimal displacement vector $v$ of $T_1$, the DRS operator, satisfies

$$v = \min \{ \|z\| : z \in \dom f - \dom g \cap \dom f^* + \dom g^* \}.$$  

The original result in [13] is more general as it applies to the DRS operator of monotone operators. In Section 3.1, we use Theorem 4 and the notion of improving directions provide a further concrete characterization of $v$.

3. Theoretical results

In this section, we present the main theoretical contribution of this paper. Our analysis requires a generalized notion of improving directions, so we define it first. Section 3.1 analyzes DRS as a fixed-point iteration without fixed points. Section 3.2 analyzes DRS as an optimization method that reduces function values. Section 3.3 directly analyzes the evolution of the $x^{k+1/2}$ and $x^{k+1}$-iterates of DRS. Later in Sections 4 and 5 we combine these results to analyze the asymptotic behavior of DRS and ADMM applied to pathological convex programs.

While the formula of Theorem 4 is known, the use of improving directions to concretely characterize the infimal displacement vector $v$ is new. An improving direction may or may not exist, and we analyze both cases. Our analysis shows that existence of an improving direction is a key deciding factor in how DRS behaves.

We say $d \in \mathbb{R}^n$ is a primal improving direction for $(P)$ if

$$\text{rec}(f)(d) + \text{rec}(g)(d) < 0.$$  

Note $\text{rec}(f)(d) + \text{rec}(g)(d) = \text{rec}(f + g)(d)$ when $(P)$ is feasible. For simplicity, we only consider primal improving directions when $(P)$ is feasible. The notion of (primal) improving direction is standard in conic programming [62, 67, 64]. Here, we extend it to general convex programs of the form $(P)$.

If $(P)$ is feasible and there is a primal improving direction, then $p^* = -\infty$. To see why, let $d$ be a primal improving direction. Then

$$f(x + \alpha d) + g(x + \alpha d) = \alpha \text{rec}(f + g)(d) + o(\alpha)$$

for any $x \in \dom f \cap \dom g$ as $\alpha \to \infty$, and therefore $p^* = -\infty$. However, $p^* = -\infty$ is possible even when $(P)$ has no improving direction. We discuss such an example in Section 4.

Likewise, we say $d' \in \mathbb{R}^n$ is a dual improving direction if

$$\text{rec}(f^*)(d') + \text{rec}(g^*)(-d') < 0.$$  

If $(D)$ is feasible and there is a dual improving direction, then $d^* = \infty$.
3.1. Infimal displacement vector of the DRS operator

In this section, we provide a further concrete characterization of the infimal displacement vector $v$. When (P) or (D) is strongly infeasible, Theorem 4 states $v \neq 0$. Our contribution is to show $v$ is an improving direction in this case. For the sake of simplicity, we first analyze $T_1$ and then translate the results to $T_\gamma$ for $\gamma > 0$.

We first consider the case where (P) is feasible and characterize $v$ based on the primal improving direction or the absence of it.

**Lemma 1.** (P) has an improving direction if and only if (D) is strongly infeasible. Write

$$d = -\Pi_{(\text{dom } f^* + \text{dom } g^*)}(0).$$

If (P) has an improving direction, then $d \neq 0$ and $d$ is an improving direction. If (P) has no improving direction, then $d = 0$.

**Proof.** We first show

$$-\Pi_{(\text{dom } f^* + \text{dom } g^*)}(0) = \text{Prox}_{\text{rec } f + \text{rec } g}(0).$$

Let $A$ and $B$ be nonempty convex sets. The identities of Section 2 tell us

$$(\delta_{A+B})^*(x) = \sigma_{A+B}(x) = \sigma_A(x) + \sigma_B(x).$$

Setting $A = \text{dom } f^*$ and $B = \text{dom } g^*$ gives us

$$(\delta_{\text{dom } f^* + \text{dom } g^*})^*(x) = \sigma_{\text{dom } f^*}(x) + \sigma_{\text{dom } g^*}(x).$$

Based on the identities of Section 2, we have

$$-\Pi_{\text{dom } f^* + \text{dom } g^*}(0) = \text{Prox}_{\text{dom } f^* + \text{dom } g^*}(0)
= (I - \text{Prox}_{\text{dom } f^* + \text{dom } g^*}) (0)
= - \text{Prox}_{\sigma_{\text{dom } f^* + \text{dom } g^*}}(0)
= - \text{Prox}_{\sigma_{\text{dom } f^*}}(0)
= - \text{Prox}_{\text{rec } f + \text{rec } g}(0).$$

Remember that $\text{rec } f + \text{rec } g$ is a convex positively homogeneous function. Since $\text{rec } f(0) + \text{rec } g(0) = 0$,

$$0 = \arg \min \{ \text{rec } f(x) + \text{rec } g(x) + (1/2)||x||^2 \} = \text{Prox}_{\text{rec } f + \text{rec } g}(0)$$

if and only if $\text{rec } f(x) + \text{rec } g(x) \geq 0$ for all $x \in \mathbb{R}^n$. By our definition of an improving direction, $\text{rec } f(x) + \text{rec } g(x) \geq 0$ for all $x \in \mathbb{R}^n$ if and only if there is no improving direction. By definition, $0 = -\Pi_{\text{dom } f^* + \text{dom } g^*}(0)$ if and only if (D) is not strongly infeasible. So with (3), we conclude (P) has an improving direction if and only if (D) is strongly infeasible.

It remains to show that

$$d = \arg \min \{ \text{rec } f(x) + \text{rec } g(x) + (1/2)||x||^2 \}$$

is an improving direction, if $d \neq 0$. Since $d$ is defined as a minimizer, we have

$$\text{rec } f(d) + \text{rec } g(d) + (1/2)||d||^2 \leq \text{rec } f(0) + \text{rec } g(0) + (1/2)||0||^2 = 0.$$

This implies $\text{rec } f(d) + \text{rec } g(d) \leq -(1/2)||d||^2 < 0$, i.e., $d$ is an improving direction.
Lemma 2. Assume (P) is feasible. Then

\[ v = -d = \Pi_{\text{dom } f^* + \text{dom } g^*}(0) \]

is the infimal displacement vector of \( T_1 \).

Proof. Let \( x_0 \) be a feasible point of (P). Since \( \text{rec } f(d) + \text{rec } g(d) \leq 0 < \infty \) by Lemma 1 and the definition of an improving direction, we have \( x_0 \in \text{dom } f \), \( x_0 + d \in \text{dom } g \), and thus \( -d \in \text{dom } f - \text{dom } g \subseteq \text{dom } f^* - \text{dom } g^* \). Since \( -d \) is the minimum-norm element of \( \text{dom } f^* - \text{dom } g^* \), Theorem 4 tells us that \( -d \) is the infimal displacement vector of \( T_1 \). \( \square \)

Corollary 1. Assume (P) is feasible, and (D) is feasible. Then \( v = 0 \) is the infimal displacement vector of \( T_\gamma \) for any \( \gamma > 0 \).

Corollary 2. Assume (P) is feasible, and (D) is weakly infeasible. Then \( v = 0 \) is the infimal displacement vector of \( T_\gamma \) for any \( \gamma > 0 \).

Corollary 3. Assume (P) is feasible, and (D) is strongly infeasible. Then

\[ v = -\gamma d = \gamma \Pi_{\text{dom } f^* + \text{dom } g^*}(0) \neq 0 \]

is the infimal displacement vector of \( T_\gamma \) for any \( \gamma > 0 \). Furthermore, \( d \) is an improving direction of (P).

Next, we consider the case where (D) is feasible and characterize the infimal displacement vector based on the dual improving direction or the absence of it.

Lemma 3. Assume (D) is feasible. Then

\[ v = -d' = \Pi_{\text{dom } f^* - \text{dom } g}(0) \]

is the infimal displacement vector of \( T_1 \).

Proof. Following the same logic as in the proof of Lemma 1, we have

\[ \Pi_{\text{dom } f^* - \text{dom } g}(0) = - \arg \min \nu \{ \text{rec } (f^*(\nu)) + \text{rec } (g^*(-\nu)) + (1/2)\|\nu\|^2 \}, \]

and

\[ d' = -\Pi_{\text{dom } f^* - \text{dom } g}(0) \]

is a dual improving direction, if \( d' \neq 0 \).

Let \( \nu_0 \) be any feasible point of (D). Then \( \nu_0 \in \text{dom } f^* \) and \( -\nu_0 - d' \in \text{dom } g^* \). Therefore, \( -d' \in \text{dom } f^* + \text{dom } g^* \subseteq \text{dom } f^* - \text{dom } g^* \). Since \( -d' \) is defined to be the minimum-norm element of \( \text{dom } f^* - \text{dom } g^* \), we conclude the statement with Theorem 4. \( \square \)

Corollary 4. Assume (D) is feasible, and (P) is weakly infeasible. Then \( v = 0 \) is the infimal displacement vector of \( T_\gamma \) for any \( \gamma > 0 \).

Corollary 5. Assume (D) is feasible, and (P) is strongly infeasible. Then

\[ v = -d' = \Pi_{\text{dom } f^* - \text{dom } g}(0) \neq 0, \]

is the infimal displacement vector of \( T_\gamma \) for any \( \gamma > 0 \). Furthermore, \( d' \) is a dual improving direction.

Note that for Corollary 5, the infimal displacement vector is independent of the value of \( \gamma \).
3.2. Function-value analysis

In this section, we present the second major theoretical component to our analysis. Section 3.1 analyzed the infimal displacement vector of $T_n$. This, however, is not sufficient for characterizing the asymptotic behavior of DRS in relation to the original optimization problem (P).

Let us briefly discuss why function-value analysis is necessary. Consider the convex function $h(x, y) = x^2/y$ defined for $y > 0$. Note that $h$ has minimizers, $(0, y)$ for any $y > 0$, and the operator $I - \nabla h$ has fixed points. However, even though, $h(\sqrt{y}, y) = 1$ we have $\nabla h(\sqrt{y}, y) = (2/\sqrt{y}, -1/y) \to 0$ as $y \to \infty$. This means the point $(\sqrt{y}, y)$ for large $y$ is not an approximate minimizer for $h$ but does approximate satisfy the fixed point condition for $I - \nabla h$. It is possible to construct a similar example with the DRS operator. If we let $f = h$ and $g = 0$, then DRS reduces to the proximal point method on $h$. This operator exhibits the same exact issue.

This means **approximate fixed points do not always correspond to approximate solutions of the original problem**. This is why we need a separate and distinct function-value analysis to accompany the fixed-point theory.

We now present function-value analysis. Throughout this section, write $x^{k+1/2}$ and $x^{k+1}$ to denote the DRS iterates of (2).

**Lemma 4.** For all $k = 0, 1, \ldots$ and any $x \in \mathbb{R}^n$

\[
\begin{align*}
    f(x^{k+1/2}) + g(x^{k+1}) - f(x) - g(x) \\
    \leq (1/\gamma)(x^{k+1} - x^{k+1/2})^T(x - z^{k+1}).
\end{align*}
\]

An inequality similar to that of Lemma 4 has been presented as Proposition 2 of [34]. We nevertheless quickly show a direct proof.

**Proof.** Write

\[
\begin{align*}
    \hat{\nabla} f(x^{k+1/2}) &= (1/\gamma)(z^k - x^{k+1/2}) \\
    \hat{\nabla} g(x^{k+1}) &= (1/\gamma)(2x^{k+1/2} - z^k - x^{k+1}).
\end{align*}
\]

From the definition of the DRS iteration (2), we can verify that

\[
\hat{\nabla} f(x^{k+1/2}) \in \partial f(x^{k+1/2}), \quad \hat{\nabla} g(x^{k+1}) \in \partial g(x^{k+1})
\]

and that

\[
\hat{\nabla} f(x^{k+1/2}) + \hat{\nabla} g(x^{k+1}) = (1/\gamma)(x^{k+1/2} - x^{k+1}).
\]

We also have

\[
z^{k+1} = z^k - \gamma \hat{\nabla} f(x^{k+1/2}) - \gamma \hat{\nabla} g(x^{k+1}) = x^{k+1/2} - \gamma \hat{\nabla} g(x^{k+1}).
\]

If $x \notin \text{dom } f \cap \text{dom } g$, then $f(x) + g(x) = \infty$ for all $x \in \mathbb{R}^n$, and there is nothing to prove. Now, consider any $x \in \text{dom } f \cap \text{dom } g$. Then, by definition of subdifferentials,

\[
\begin{align*}
    f(x^{k+1/2}) - f(x) + g(x^{k+1}) - g(x) \\
    \leq \hat{\nabla} f(x^{k+1/2})^T(x^{k+1/2} - x) + \hat{\nabla} g(x^{k+1})^T(x^{k+1} - x) \\
    = (\hat{\nabla} f(x^{k+1/2}) + \hat{\nabla} g(x^{k+1}))^T(x^{k+1/2} - x) + \hat{\nabla} g(x^{k+1})^T(x^{k+1} - x^{k+1/2}) \\
    = (x^{k+1} - x^{k+1/2})^T(\hat{\nabla} g(x^{k+1}) - (1/\gamma)(x^{k+1/2} - x)) \\
    = (1/\gamma)(x^{k+1} - x^{k+1/2})^T(x - z^{k+1}).
\end{align*}
\]

\[
\square
\]

The following result, which is well known for non-pathological setups, also holds under pathologies, so long as $d^* = p^*$. 
LEMMA 5. Assume \( p^* = d^* \in [-\infty, \infty] \). Assume the infimal displacement vector \( v \) of \( T_\gamma \) satisfies \( v = 0 \). Then
\[
\lim_{k \to \infty} \frac{1}{k+1} \sum_{i=0}^{k} f(x^{i+1/2}) + g(x^{i+1}) = p^*
\]
and
\[
\liminf_{k \to \infty} f(x^{k+1/2}) + g(x^{k+1}) = p^*.
\]
Proof. If \( \Delta^0, \Delta^1, \ldots \) is any sequence in \( \mathbb{R}^n \), then
\[
\sum_{j=0}^{k} (\Delta^j)^T \sum_{i=0}^{j} \Delta^i = \sum_{j=0}^{k} \sum_{i=0}^{j} 1 \{i \leq j\} (\Delta^j)^T (\Delta^i)
\]
\[
= \frac{1}{2} \left\| \sum_{i=0}^{k} \Delta^i \right\|^2 + \frac{1}{2} \sum_{i=0}^{k} \| \Delta^i \|^2.
\]
Let \( \Delta^k = z^{k+1} - z^k = x^{k+1} - x^{k+1/2} \) and sum the inequality of Lemma 4 to get
\[
\gamma \sum_{i=0}^{k} f(x^{i+1/2}) - f(x) + g(x^{i+1}) - g(x) \leq \sum_{j=0}^{k} (\Delta^j)^T (x - z^0) - \sum_{j=0}^{k} (\Delta^j)^T \sum_{i=0}^{j} \Delta^i
\]
\[
= (z^{k+1} - z^0)^T (x - z^0) - \frac{1}{2} \| z^{k+1} - z^0 \|^2 - \frac{1}{2} \sum_{i=0}^{k} \| z^{i+1} - z^i \|^2
\]
\[
= - \frac{1}{2} \| z^{k+1} \|^2 + \frac{1}{2} \| z^0 \|^2 + (z^{k+1} - z^0)^T x - \frac{1}{2} \sum_{i=0}^{k} \| z^{i+1} - z^i \|^2.
\]
Dividing both sides by \( (k+1)/2 \) to get
\[
\frac{2\gamma}{k+1} \sum_{i=0}^{k} \left( f(x^{i+1/2}) - f(x) + g(x^{i+1}) - g(x) \right) \leq - \frac{1}{k+1} \| z^{k+1} \|^2 + \frac{1}{k+1} \| z^0 \|^2 - \frac{1}{k+1} \sum_{i=0}^{k} \| z^{i+1} - z^i \|^2 + \frac{2}{k+1} (z^{k+1} - z^0)^T x.
\]
for all \( k = 0, 1, \ldots \) and any \( x \in \mathbb{R}^n \).

We now show
\[
\limsup_{k \to \infty} \frac{1}{k+1} \sum_{i=0}^{k} (f(x^{i+1/2}) + g(x^{i+1})) \leq p^*.
\]
Assume \( p^* < \infty \), as otherwise there is nothing to prove. Let \( x \) be any \( x \in \text{dom} f \cap \text{dom} g \). By Theorem 3, \( z^k = -kv + o(k) \). If \( v \neq 0 \), then the first (negative) term on the right-hand side of (4) dominates the positive terms. If \( v = 0 \), then both nonnegative terms on the right-hand side of (4) converge to 0. In both cases, we have
\[
\limsup_{k \to \infty} \frac{1}{k+1} \sum_{i=0}^{k} f(x^{i+1/2}) + g(x^{i+1}) \leq f(x) + g(x)
\]
for all \( x \in \text{dom} f \cap \text{dom} g \). We minimize the right-hand side to obtain \( p^* \).

By Theorem 3, \( v = 0 \) implies \( x^{k+1/2} - x^{k+1} \to 0 \). In turn, by Theorem 1, we have
\[
\liminf_{k \to \infty} f(x^{k+1/2}) + g(x^{k+1}) \geq p^*.
\]
Combining this with (5) gives us the first stated result.

It is straightforward to verify that if a real-valued sequence \( a^k \) satisfies

\[
\liminf_{k \to \infty} a^k \geq a, \quad \lim_{k \to \infty} \frac{1}{k} \sum_{i=1}^{k} a^i = a,
\]

then

\[
\liminf_{k \to \infty} a^k = a.
\]

The second stated result follows from this argument. \( \square \)

Lemma 5 provides the function-value analysis when \( v = 0 \), and the first part of Lemma 6 provides the analysis when \( v \neq 0 \). The later parts of Lemma 6 is used in translating the analyses for DRS to analyses for ADMM in Section 5.

**Lemma 6.** Assume \( (P) \) is feasible and \( v \neq 0 \), i.e., \( (P) \) has an improving direction. Then

\[
f(x^{k+1}/2) + g(x^{k+1}) \to p^* = -\infty.
\]

Moreover, \( |f(x^{k+1}/2)| \leq O(k) \) and \( |g(x^{k+1})| \leq O(k) \) as \( k \to \infty \). Assume \( (P) \) is feasible and \( v = 0 \). Then \( |f(x^{k+1}/2)| \leq o(k) \) and \( |g(x^{k+1})| \leq o(k) \) as \( k \to \infty \).

**Proof.** When \( (P) \) has an improving direction, Corollary 3 and Theorem 3 tells us

\[
z^{k+1} - z^k = x^{k+1} - x^{k+1/2} \to \gamma d.
\]

Then Lemma 4 tells us that

\[
(1/k)(f(x^{k+1}/2) + g(x^{k+1})) \leq -(1/\gamma)(x^{k+1} - x^{k+1/2})^T((1/k)z^{k+1}) + O(1/k)
\]

which tells us

\[
\limsup_{k \to \infty}(1/k)(f(x^{k+1}/2) + g(x^{k+1})) \leq -\gamma \|d\|^2.
\] (6)

This proves the first statement.

Assume \( v = 0 \). With the same reasoning as for (6) we get

\[
\limsup_{k \to \infty}(1/k)(f(x^{k+1}/2) + g(x^{k+1})) \leq 0.
\]

Assume \( (P) \) feasible, without making any assumptions on \( v \). Write \( \tilde{\nabla}f(x^{1/2}) \) for any subgradient of \( f \) at \( x^{1/2} \). Then

\[
f(x^{k+1/2}) \geq f(x^{1/2}) + (\tilde{\nabla}f(x^{1/2}))^T(x^{k+1/2} - x^{1/2})
\]

\[
\geq f(x^{1/2}) - \|\tilde{\nabla}f(x^{1/2})\|\|x^{k+1/2} - x^{1/2}\| = k\gamma\|d\|\|\tilde{\nabla}f(x^{1/2})\| + o(k),
\]

and we conclude

\[
\liminf_{k \to \infty}(1/k)f(x^{k+1/2}) \geq -\gamma \|d\|\|\tilde{\nabla}f(x^{1/2})\|.
\]

With a similar argument, we get

\[
\liminf_{k \to \infty}(1/k)g(x^{k+1}) \geq -\gamma \|d\|\|\tilde{\nabla}g(x^{1})\|
\]

where \( \tilde{\nabla}g(x^1) \) is any subgradient of \( g \) at \( x^1 \). Combining these with (6) gives us the remaining statements. \( \square \)

**Lemma 7.** Assume \( p^* = d^* \). Assume \( x^{k+1/2} \) and \( x^{k+1} \) are the DRS iterates as defined in (2). If \( x^{k+1/2} \to x^* \) and \( x^{k+1} \to x^* \) for some \( x^* \), then \( x^* \) is a solution.

**Proof.** We first note that closed functions are by definition lower semi-continuous, and that \( f \) and \( g \) are assumed to be closed. By Lemma 5 we have

\[
f(x^*) + g(x^*) \leq \liminf_{k \to \infty} f(x^{k+1/2}) + g(x^{k+1}) = p^*,
\]

and we conclude \( f(x^*) + g(x^*) = p^* \). \( \square \)
3.3. Evolution of shadow iterates

Section 3.1 characterized the evolution of the $z^k$-iterates, which we could all the main iterates. The $x^{k+1/2}$ and $x^{k+1}$-iterates of DRS are called the shadow iterates. Here, we analyze the evolution of the shadow iterates.

Although the results of this section are not as fundamental or important as the results of Sections 3.1 and 3.2, we do need these results later, especially when translating the analyses for DRS to analyses for ADMM.

**Lemma 8.** If $v = 0$, then $x^{k+3/2} - x^{k+1/2} \to 0$ and $x^{k+2} - x^{k+1} \to 0$.

**Proof.** Since $v = 0$, we have $z^{k+1} - z^k \to 0$. Since the map the defines $z^k \mapsto x^{k+1/2}$ and $z^{k+1} \mapsto x^{k+3/2}$ is Lipschitz continuous, $x^{k+3/2} - x^{k+1/2} \to 0$. Finally, $z^{k+1} - z^k \to 0$ and $x^{k+3/2} - x^{k+1/2} \to 0$ implies $x^{k+2} - x^{k+1} \to 0$.□

**Lemma 9.** If (P) is strongly infeasible and (D) is feasible, then $x^{k+3/2} - x^{k+1/2} \to 0$ and $x^{k+2} - x^{k+1} \to 0$.

**Proof.** Write $-d'$ for the infimal displacement vector as given by Corollary 5. By Theorem 3, we have

$$z^{k+1} - z^k = x^{k+1} - x^{k+1/2} \to d'.$$

The projection inequality states

$$\langle v - \Pi_C x, \Pi_C x - x \rangle \geq 0 \quad (7)$$

for any nonempty closed convex set $C$, $v \in C$, and $x \in \mathbb{R}^n$. Since $-d' = \Pi_{\text{dom } f - \text{dom } g}(0)$, (7) tells us that

$$\langle d', x - x^{k+1} \rangle + \|d'\|^2 \leq 0$$

for any $x \in \text{dom } f$. Using $x^{k+1/2} = \text{Prox}_{\gamma f}(z^k)$ and firm-nonestansiveness of Prox, we get

$$\|\text{Prox}_{\gamma f}(z^k + d') - x^{k+1/2}\|^2 \leq \langle d', \text{Prox}_{\gamma f}(z^k + d') - x^{k+1/2} \rangle = \langle d', \text{Prox}_{\gamma f}(z^k + d') - x^{k+1} \rangle + \langle d', x^{k+1} - x^{k+1/2} \rangle \to 0$$

since $\langle d', x^{k+1} - x^{k+1/2} \rangle \to ||d'||^2$. So $\text{Prox}_{\gamma f}(z^k + d') - \text{Prox}_{\gamma f}(z^k) \to 0$. Since Prox is Lipschitz continuous, $z^{k+1} - z^k - d' \to 0$ implies

$$\text{Prox}_{\gamma f}(z^k + d') - \text{Prox}_{\gamma f}(z^{k+1}) \to 0.$$

Putting everything together we conclude

$$\text{Prox}_{\gamma f}(z^{k+1}) - \text{Prox}_{\gamma f}(z^k) = x^{k+3/2} - x^{k+1/2} \to 0.$$

Since

$$z^{k+2} - z^{k+1} = z^{k+1} - z^k + x^{k+2} - x^{k+1} - (x^{k+3/2} - x^{k+1/2}) \to d'$$

we also conclude that $x^{k+2} - x^{k+1} \to 0$. □

**Lemma 10.** If (P) has an improving direction, and (P) is feasible, then $x^{k+3/2} - x^{k+1/2} \to \gamma d$ and $x^{k+2} - x^{k+1} \to \gamma d$, where $-\gamma d = \gamma \Pi_{\text{dom } f + \text{dom } g}(0)$ is the infimal displacement vector as given in Corollary 3.
Proof. For simplicity, assume $\gamma = 1$. For $\gamma \neq 1$, we scale $f$ and $g$ to get the stated result. Rewrite the DRS iteration as

$$x^{k+1/2} = \text{Prox}_f(z^k)$$

$$\nu^{k+1/2} = z^k - x^{k+1/2} = \text{Prox}_{f^*}(z^k)$$

$$x^{k+1} = \text{Prox}_g(2x^{k+1/2} - z^k)$$

$$\nu^{k+1} = 2x^{k+1/2} - z^k - x^{k+1} = \text{Prox}_{g^*}(2x^{k+1/2} - z^k)$$

$$z^{k+1} = z^k - (\nu^{k+1} + \nu^{k+1/2}).$$

By Theorem 3, we have

$$z^{k+1} - z^k = x^{k+1} - x^{k+1/2} \to d.$$ 

By the same reasoning as in Lemma 9, we can use the (7) and firm-nonexpansiveness to show that

$$\nu^{k+3/2} - \nu^{k+1/2} = \text{Prox}_{f^*}(z^{k+1}) - \text{Prox}_{f^*}(z^k) \to 0.$$

Since

$$z^{k+1} - z^k = \frac{\nu^{k+3/2} - \nu^{k+1/2}}{2} + \nu^{k+3/2} - x^{k+1/2} \to d,$$

we have $x^{k+3/2} - x^{k+1/2} \to d$.

Since

$$z^{k+2} - z^{k+1} = \frac{z^{k+1} - z^k + x^{k+2} - x^{k+1} - (x^{k+3/2} - x^{k+1/2})}{2} \to d$$

we also conclude that $x^{k+2} - x^{k+1} \to d$. □

4. Pathological convergence: DRS

In this section, we use the theory of Section 3 to analyze DRS under pathologies. We classify the status of (P) and (D) into 7 cases and provide convergence analyses for the first 6 cases, the ones that assume strong duality.

4.1. Classification

The primal-dual problem pair, (P) and (D), falls under exactly one of the following 7 distinct cases.

**Case (a) Total duality holds between (P) and (D).**

In other words, (P) and (D) have solutions, and $d^* = p^*$. For example, the primal problem

$$\text{minimize } x - \log x$$

and its dual problem

$$\text{maximize } 1 + \log(y)$$

subject to $y = 1$

both have solutions, and $d^* = p^* = 1$.

**Case (b) $d^* = p^*$ is finite, (P) has a solution, (D) has no solution.**

For example, the primal problem

$$\text{minimize } \delta_{\{(x_1,x_2) | x_1^2 + x_2^2 \leq 1\}}(x_1, x_2) + x_2 + \delta_{\{(x_1,x_2) | x_1 = 1\}}(x_1, x_2)$$

has a solution but its dual problem

$$\text{maximize } -\sqrt{\nu_1^2 + \nu_2^2} + \nu_1 - \delta_{\{\nu_2 = 1\}}(-\nu_2)$$

does not. Nevertheless, $d^* = p^* = 0$. 
Case (c) $d^* = p^*$ is finite, (P) is feasible, but (P) has no solution.
To get such an example, swap the role of the primal and the dual in the example for case (b).

Case (d) $d^* = p^* = -\infty$, (P) is feasible, but there is no improving direction.
This implies (D) is weakly infeasible. For example, the primal problem
\[
\text{minimize } \delta_{\{x : x \geq 1\}}(x) - \log x
\]
has no solution and has optimal value $p^* = -\infty$. Since the asymptotic derivative of the objective $x \to \infty$ is 0, the primal problem has no improving direction. The dual problem
\[
\text{maximize } y + 1 + \log(y) \\
\text{subject to } y \leq 0
\]
is weakly infeasible.

Case (e) $d^* = p^* = -\infty$, (P) is feasible, and there is an improving direction.
This implies (D) is strongly infeasible. For example, the primal problem
\[
\text{minimize } x + x
\]
has an improving direction, namely $d = -1$, and the dual problem
\[
\text{maximize } \delta_{\{1\}}(x) + \delta_{\{1\}}(-x)
\]
is strongly infeasible.

Case (f) $d^* = p^* = \infty$ and (P) is infeasible.
For example, the problem
\[
\text{minimize } 1/\sqrt{-x} - \log(x)
\]
is infeasible, and its dual
\[
\text{maximize } (3/2^{2/3})y^{1/3} + 1 + \log(y) \\
\text{subject to } y \geq 0
\]
has optimal value $d^* = \infty$.

Case (g) $d^* < p^*$, i.e. strong duality fails.

4.2. Convergence results

Theorem 5. [54, 34] In case (a), $x^{k+1/2}, x^{k+1} \to x^*$, where $x^*$ is a solution of (P) and
\[
\lim_{k \to \infty} \frac{1}{k+1} \sum_{i=0}^{k} f(x^{i+1/2}) + g(x^{i+1}) = p^*.
\]

Theorem 6. In case (b), $x^{k+1} - x^{k+1/2} \to 0$ and
\[
\lim_{k \to \infty} \frac{1}{k+1} \sum_{i=0}^{k} f(x^{i+1/2}) + g(x^{i+1}) = p^*, \quad \lim_{k \to \infty} f(x^{k+1/2}) + g(x^{k+1}) = p^*.
\]
Furthermore, if $x^{k+1/2} \to x^*$ (or equivalently if $x^{k+1} \to x^*$) then $x^*$ is a solution.

Theorem 7. In case (c), $x^{k+1} - x^{k+1/2} \to 0$,
\[
\lim_{k \to \infty} \frac{1}{k+1} \sum_{i=0}^{k} f(x^{i+1/2}) + g(x^{i+1}) = p^*, \quad \lim_{k \to \infty} f(x^{k+1/2}) + g(x^{k+1}) = p^*,
\]
and $(x^{k+1/2}, x^{k+1})$ do not converge.
Theorem 8. In case (d), (D) is weakly infeasible, \( x^{k+1} - x^{k+1/2} \to 0 \),
\[
\lim_{k \to \infty} \frac{1}{k+1} \sum_{i=0}^{k} f(x^{i+1/2}) + g(x^{i+1}) = -\infty,
\]
and \((x^{k+1/2}, x^{k+1})\) do not converge.

Theorem 9. In case (e), (D) is strongly infeasible, \( x^{k+1} - x^{k+1/2} \to \gamma d \), where \( d \) is an improving direction,
\[
\lim_{k \to \infty} f(x^{k+1/2}) + g(x^{k+1}) = -\infty,
\]
and \((x^{k+1/2}, x^{k+1})\) do not converge. Furthermore, \( \text{dist}(x^{k+1/2}, \text{dom } g) \to 0 \) and \( \text{dist}(x^{k+1}, \text{dom } f) \to 0 \).

Theorem 10. In case (f), \( ||x^{k+1} - x^{k+1/2}|| \to \text{dist}(\text{dom } f, \text{dom } g) \).

4.3. Interpretation

We can view the DRS as an algorithm with two major goals: make the iterates feasible and optimal. With some caveats, DRS succeeds at both. As an auxiliary goal, we want the shadow iterates of DRS to converge to a solution if one exists. With some caveats, DRS succeeds at this as well. Finally, DRS provides a certificate of infeasibility in cases (e) and (f).

In cases (a), (b), (c), and (d) the iterates become approximately feasible in that \( x^{k+1} - x^{k+1/2} \to 0 \). In case (e) the iterates become approximately feasible in that \( \text{dist}(x^{k+1/2}, \text{dom } g) \to 0 \) and \( \text{dist}(x^{k+1}, \text{dom } f) \to 0 \). In case (f), feasibility is impossible, but DRS does its best to achieve feasibility.

In cases (a), (b), (c), (d), and (e), the function values on average converge to the optimal value. In other words, DRS finds the correct optimal value in these cases.

In case (a), the shadow iterates, the \( x^{k+1/2} \) and \( x^{k+1} \) iterates, converge to a solution. In case (b), we do not know whether the shadow iterates converge to a solution. However, if they converge, the limit is a solution. In cases (c), (d), and (e), the shadow iterates do not converge, which is good since there is no solution to converge to.

In cases (e) and (f), the limit \( z^{k+1} - z^{k} \to -v \neq 0 \) provides a certificate of dual and primal strong infeasibility, respectively. These may be computationally useful when verifying the validity of a certificate is easy, which is the case for conic programs.

4.4. Proofs

Theorem 6 follows from Theorem 3, Corollary 1, Lemma 5, and Lemma 7. Theorem 7 follows from Theorem 3, Corollary 1, Lemma 5, and the contrapositive of Lemma 7. Theorem 8 follows from Theorem 3, Lemma 1, Corollary 2, Lemma 5, and the contrapositive of Lemma 7. Theorem 10 follows from Theorem 3 and Corollaries 4 and 5.

Finally, we prove Theorem 9. All but the last assertions follows from Theorem 3, Lemma 1, Corollary 3, Lemma 6, and the contrapositive of Lemma 7. By Lemma 10 \( x^{k+1/2} - x^{k-1/2} \to \gamma d \) and by Theorem 3 and Corollary 3 \( x^k - x^{k-1/2} \to \gamma d \). So \( x^{k+1/2} - x^k \to 0 \). Since \( x^k \in \text{dom } g \), we have
\[
\text{dist}(x^{k+1/2}, \text{dom } g) \leq \text{dist}(x^{k+1/2}, x^k) \to 0.
\]
Since \( x^{k+1/2} \in \text{dom } f \), we have
\[
\text{dist}(x^k, \text{dom } f) \leq \text{dist}(x^k, x^{k+1/2}) \to 0.
\]
5. Pathological convergence: ADMM

We now analyze ADMM under pathologies. Consider the primal problem

\[
\begin{align*}
\text{minimize} & \quad f(x) + g(y) \\
\text{subject to} & \quad Ax + By = c,
\end{align*}
\]

where \( f : \mathbb{R}^p \to \mathbb{R} \cup \{\infty\} \) and \( g : \mathbb{R}^q \to \mathbb{R} \cup \{\infty\} \) are CPC, \( A \in \mathbb{R}^{n \times p} \), \( B \in \mathbb{R}^{n \times q} \), and \( c \in \mathbb{R}^n \), and its dual problem

\[
\begin{align*}
\text{maximize} & \quad -f^*(-A^T \nu) - g^*(-B^T \nu) - c^T \nu.
\end{align*}
\]

Write \( p^* \) and \( d^* \) for the primal and dual optimal values. ADMM applied to this primal-dual problem pair is

\[
\begin{align*}
x^{k+1} & \in \arg \min_{x \in \mathbb{R}^p} \left\{ f(x) + (\nu^k)^T (Ax + By^k - c) + \frac{1}{2\gamma} \|Ax + By^k - c\|^2 \right\} \\
y^{k+1} & \in \arg \min_{y \in \mathbb{R}^q} \left\{ g(y) + (\nu^k)^T (Ax^{k+1} + By - c) + \frac{1}{2\gamma} \|Ax^{k+1} + By - c\|^2 \right\} \\
\nu^{k+1} & = \nu^k + \frac{1}{\gamma} (Ax^{k+1} + By^{k+1} - c).
\end{align*}
\]

(8)

For ADMM to be well-defined, the argmins of (8) must exist. Throughout this section, we assume the regularity conditions

\[
\begin{align*}
\text{(range} A^T \cap \text{ri dom}(f^*) \neq & \emptyset \quad (9) \\
\text{(range} B^T \cap \text{ri dom}(g^*) \neq & \emptyset \quad (10)
\end{align*}
\]

in addition to requiring \( f \) and \( g \) to be CPC. Here, ri denotes the relative interior of a set. These conditions ensure the subproblems are solvable [86, Theorem 16.3].

Without these regularity conditions, the subproblems of (8) may not have solutions. This is often overlooked and sometimes even misunderstood throughout the ADMM literature. (The highly influential paper [23] mistakenly claimed it is enough for \( f \) and \( g \) to be CPC. Chen, Sun, and Toh [25] pointed out that additional assumptions are needed.)

5.1. Classification and convergence results

Under (9) and (10), the status of (P-ADMM) and (D-ADMM) falls under exactly one of the following 5 distinct cases.

Case (a) \( d^* = p^* \), both (P-ADMM) and (D-ADMM) have solutions.

**Theorem 11 ([51, 23, 34]).** In case (a), \( Ax^k + By^k - c \to 0 \) and

\[
\lim_{k \to \infty} f(x^k) + g(y^k) \to p^*.
\]

Case (b) \( d^* = p^* \), (P-ADMM) has a solution, (D-ADMM) has no solution.

**Theorem 12.** In case (b), \( Ax^k + By^k - c \to 0 \) and

\[
\lim_{k \to \infty} \frac{1}{k} \sum_{i=1}^{k} f(x^i) + g(y^i) = p^* , \quad \liminf_{k \to \infty} f(x^k) + g(y^k) = p^*.
\]

Furthermore, if \((x^k, y^k) \to (x^*, y^*)\), then \((x^*, y^*)\) is a solution.
Case (c)  $d^* = p^* \in [-\infty, \infty)$, (P-ADMM) is feasible but has no solution.

**Theorem 13.** In case (c), $Ax^k + By^k - c \to 0$ and

$$\lim_{k \to \infty} \frac{1}{k} \sum_{i=1}^{k} f(x^i) + g(y^i) = p^*, \quad \liminf_{k \to \infty} f(x^k) + g(y^k) = p^*,$$

and the sequence $(x^k, y^k)$ does not converge.

Case (d)  $d^* = p^* = \infty$, (P-ADMM) is infeasible.

**Theorem 14.** In case (d),

$$\|Ax^k + By^k - c\| \to \inf_{x \in \text{dom } f} \inf_{y \in \text{dom } g} \|Ax + By - c\|.$$

Case (e)  $d^* < p^*$, i.e. strong duality fails.

### 5.2. Interpretation

With some caveats, ADMM succeeds at achieving feasibility and optimality. In cases (a), (b), and (c) the iterates become approximately feasible in that $Ax^k + By^k - c \to 0$, and the function values on average converge to the solution. In case (d), feasibility is impossible, but ADMM does its best to achieve feasibility.

### 5.3. Proofs

ADMM is often analyzed as DRS applied to (D-ADMM) [47]. In this proof, however, we take the less common approach shown in [40, 97], which derives ADMM directly from the primal problem. We do so as the function-value analysis of Section 3.2 translate nicely with this primal approach.

Consider the equivalent primal optimization problem

$$\text{minimize } \tilde{f}(z) + \tilde{g}(z)$$

with

$$\tilde{f}(z) = \inf \{ f(x) \mid Ax + z = 0 \}, \quad \tilde{g}(z) = \inf \{ g(y) \mid By - c = z \},$$

which are CPC functions, as we assume (9) and (10) [86, Theorem 16.3]. We apply DRS to this form to get

$$\tilde{x}^{k+1/2} = \arg \min_{\tilde{x}} \left\{ \gamma \tilde{g}(\tilde{x}) + (1/2)\|\tilde{x} - z^k\|^2 \right\}$$

$$\tilde{x}^{k+1} = \arg \min_{\tilde{x}} \left\{ \gamma \tilde{f}(\tilde{x}) + (1/2)\|\tilde{x} - 2\tilde{x}^{k+1/2} + z^k\|^2 \right\}$$

$$z^{k+1} = z^k + \tilde{x}^{k+1} - \tilde{x}^{k+1/2},$$

where we perform the $\tilde{g}$-update before the $\tilde{f}$-update. We introduce and substitute the variables $x^k$, $y^k$, and $\nu^k$ defined implicitly by $\tilde{x}^{k+1/2} = By^{k+1} - c$, $\tilde{x}^{k+1} = -Ax^{k+2}$, and $z^k = -\gamma \nu^k - Ax^{k+1}$ to get

$$y^{k+1} = \arg \min_{y} \left\{ \gamma g(y) + \gamma (\nu^k)^T (Ax^{k+1} + By - c) + (1/2)\|Ax^{k+1} + By - c\|^2 \right\}$$

$$x^{k+2} = \arg \min_{x} \left\{ \gamma f(x) + \gamma (\nu^{k+1})^T (Ax + By^{k+1} - c) + (1/2)\|Ax + By^{k+1} - c\|^2 \right\}$$

$$\nu^{k+1} = \nu^k + (1/\gamma)(Ax^{k+1} + By^{k+1} - c).$$
Reordering the updates to get the dependency right, we get
\[ y^{k+1} = \arg\min_{y} \left\{ \gamma g(y) + (\nu^{k})^{T}(Ax^{k+1} + By - c) + (1/2)\left\| Ax^{k+1} + By - c \right\|^2 \right\} \]
\[ \nu^{k+1} = \nu^{k} + (1/\gamma)(Ax^{k+1} + By^{k+1} - c) \]
\[ x^{k+2} = \arg\min_{x} \left\{ \gamma f(x) + (\nu^{k+1})^{T}(Ax + By^{k+1} - c) + (1/2)\left\| Ax + By^{k+1} - c \right\|^2 \right\} . \]

Finally, redefine the start and end of an iteration so that it updates \( x^{k+1}, y^{k+1} \), and \( \nu^{k+1} \) instead of \( y^{k+1}, \nu^{k+1} \), and \( x^{k+2} \). With this, we get (8).

The last step, where we redefine the start and end of an iteration, introduces a subtlety when translating the results of Section 4.2. In particular, the results of Section 3.3 are necessary because of this.

Theorem 12 follows from Theorem 6 and Lemmas 2, 6, and 8. Theorem 14 follows from Theorem 10 and Lemma 9.

Case (c) of this section corresponds to cases (c), (d), and (e) of Section 4.2. For the three cases, we use Theorem 7 and Lemmas 2, 6, and 8, Theorem 8 and Lemmas 2, 6, and 8, and Theorem 9 and Lemma 6, and 10. Combining the three results into one gives us Theorem 13. □

6. When strong duality fails
In the analyses of DRS, we assumed strong duality holds. When strong duality fails, i.e., when \( d^{*} < p^{*} \), we conjecture that DRS fails.

**Conjecture 1** When strong duality fails, DRS necessarily fails in that
\[ \liminf_{k \to \infty} f(x^{k+1/2}) + g(x^{k+1}) < p^{*} . \]

In other words, DRS finds the wrong objective value.

As discussed in Section 4.2, DRS tries to achieve feasibility and optimality. As discussed in Section 2.1, strong duality is well-posedness. Therefore, when the problem is ill-posed, we expect DRS to reduce the function value below \( p^{*} \) while achieving an infinitesimal infeasibility. We support the conjecture with examples.

We first present an analytical counter example. Consider the problem taken from [56]
\[
\text{minimize } \delta_{\{(x_1,x_2,x_3) \mid x_3 \geq (x_1^2 + x_2^2)^{1/2}\}}(x) + \frac{1}{2}\left\| (x_1,x_2,x_3) \right\|_{2}^2
\]
which has the solution set \( \{(0,t,t) \mid t \in \mathbb{R} \} \) and optimal value \( p^{*} = 0 \). Its dual problem
\[
\text{maximize } -\delta_{\{(\nu_1,\nu_2,\nu_3) \mid \nu_3 \geq (\nu_1^2 + \nu_2^2)^{1/2}\}}(-\nu) - \delta_{\{(\nu_1,\nu_2,\nu_3) \mid \nu_1 = 1, \nu_2 = -\nu_3\}}(-\nu)
\]
is infeasible. Given \( z^0 = (z_1^0, z_2^0, 0) \), the DRS iterates have the form
\[
\begin{align*}
  z_1^{k+1} &= \frac{1}{2}z_1^k - \gamma \\
  z_2^{k+1} &= \frac{1}{2}z_2^k + \frac{1}{2}(z_1^k)^2 + (z_2^k)^2 \\
  z_3^{k+1} &= 0.
\end{align*}
\]

With this, it is relatively straightforward to show \( x^{k+1/2} - x^{k+1} \to 0 \), \( x_1^{k+1/2} \to -2\gamma \), \( x_2^{k+1/2} \to \infty \), \( x_3^{k+1/2} \to \infty \), and \( f(x^{k+1/2}) + g(x^{k+1}) \to -2\gamma \). Also, \( x^{k+1/2} \to \text{dom } f \cap \text{dom } g \) even though \( x^{k+1/2} - x^{k+1} \to 0 \).
Note that
\[ d^* < \lim_{k \to \infty} f(x^{k+1/2}) + g(x^{k+1}) < p^*. \]

So this counterexample proves, at least in some cases, that DRS solves neither the primal nor the dual problem in the absence of strong duality.

Next, we present more experimental counter examples that support the conjecture. We run DRS on these problems report the experimental results.

The problem, taken from [17],
\[
\min_{x \in \mathbb{R}^2} \exp\left(-\sqrt{x_1 x_2}\right) + \delta_{\{(x_1, x_2) | x_1 = 0\}}(x)
\]
has \( p^* = 1 \) but \( d^* = 0 \). Experimentally, for all \( \gamma > 0 \) and choice of \( z^0 \) we observe \( d^* < \lim_{k \to \infty} f(x^{k+1/2}) + g(x^{k+1}) < p^* \).

The problem, taken from [39],
\[
\min_{X \in \mathbb{S}^3} \delta_{\mathbb{S}^3_+}(X) + \frac{1}{2}X_{12} + \delta_{\{X \in \mathbb{S}^3 | X_{33} = 0, X_{22} + 2X_{13} = 1\}}(X)
\]
where \( \mathbb{S}^3 \) and \( \mathbb{S}^3_+ \) respectively denote the set of symmetric and positive semidefinite \( 3 \times 3 \) matrices, has \( p^* = 1 \) but \( d^* = 0 \). Experimentally, we observe \( d^* = \lim_{k \to \infty} f(x^{k+1/2}) + g(x^{k+1}) \) for \( \gamma \geq 0.5 \), and \( d^* < \lim_{k \to \infty} f(x^{k+1/2}) + g(x^{k+1}) < p^* \) for \( 0 < \gamma < 0.5 \). This behaviour does not depend on \( z^0 \).

The problem, taken from [98],
\[
\min_{X \in \mathbb{S}^3} \delta_{\mathbb{S}^3_+}(X) + 2X_{12} + \delta_{\{X \in \mathbb{S}^3 | X_{22} = 0, -2X_{12} + 2X_{33} = 2\}}(X)
\]
has \( p^* = 0 \) but \( d^* = -2 \). Experimentally, we observe \( d^* = \lim_{k \to \infty} f(x^{k+1/2}) + g(x^{k+1}) \) for \( \gamma \geq 1 \), and \( d^* < \lim_{k \to \infty} f(x^{k+1/2}) + g(x^{k+1}) < p^* \) for \( 0 < \gamma < 1 \). This behaviour does not depend on \( z^0 \).

The problem, taken from [91],
\[
\min_{X \in \mathbb{S}^5} \delta_{\mathbb{S}^5_+}(X) + X_{14} + X_{55} + \delta_{\{X \in \mathbb{S}^5 | X_{11} = 0, X_{22} = 1, X_{34} = 1, 2X_{13} + 2X_{45} + X_{55} = 1\}}(X)
\]
has \( p^* = (\sqrt{5} - 1)/2 \) but \( d^* = 0 \). Experimentally, we observe \( d^* = \lim_{k \to \infty} f(x^{k+1/2}) + g(x^{k+1}) \) for \( \gamma \geq 0.8 \), and \( d^* < \lim_{k \to \infty} f(x^{k+1/2}) + g(x^{k+1}) < p^* \) for \( 0 < \gamma < 0.8 \). This behaviour does not depend on \( z^0 \).

The conjecture holds for all examples. Interestingly, for some examples, there is a threshold \( \gamma_{\text{min}} \) such that \( d^* < \lim_{k \to \infty} f(x^{k+1/2}) + g(x^{k+1}) < p^* \) when \( 0 < \gamma < \gamma_{\text{min}} \) and \( d^* = \lim_{k \to \infty} f(x^{k+1/2}) + g(x^{k+1}) \) when \( \gamma_{\text{min}} \leq \gamma \). We do not have an explanation for this phenomenon.

7. Conclusion

In this paper, we analyzed DRS and ADMM under pathologies. With some caveats, DRS and ADMM works when strong duality holds. Furthermore, we conjectured that DRS necessarily fails when strong duality fails, and we provided empirical evidence supporting this conjecture.

As discussed in Section 6, DRS exhibits an interesting behavior in the absence of strong duality, and we do not have an explanation for it. Analyzing this phenomenon and addressing the conjecture is an interesting direction of future research.
One conclusion of this paper is that we can solve pathological convex programs with DRS, provided strong duality holds. However, should we? Studying how effective DRS is compared to other approaches that can solve pathological convex programs is another interesting direction of future research.

For non-pathological problems, DRS can be generalized with an over-under relaxation parameter between 0 and 2. The pathological DRS analysis of this paper immediately extends to this generalized setup. For non-pathological problems, ADMM can be generalized with an over-under relaxation parameter between 0 and \((1 + \sqrt{5})/2\). This generalization arises when ADMM is analyzed directly through a Lyapunov function, and not through DRS \([46, 50, 18, 37, 44, 25, 24]\). The pathological ADMM analysis of this paper does not immediately extend to this generalized setup. Analyzing this form of ADMM applied to pathological problems is an interesting direction of future research.
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