New principle for scattering inside a Huygens bianisotropic medium
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Abstract A Huygens bianisotropic medium is a linear homogeneous medium for which the Huygens principle can be formulated. When a bounded 3D scattering object composed of a linear bianisotropic medium, whether homogeneous or not, is embedded in a Huygens bianisotropic medium, the excess field phasors inside that object act as volume current densities, and the tangential components of the internal field phasors on the surface of the same object act as surface current densities, to radiate identical field phasors in the external region.
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Introduction

Frequency-domain scattering by a bounded three-dimensional (3D) object in free space can be handled theoretically by analytical, semi-analytical, and numerical methods, depending on the shape and the composition of the object. Perhaps the simplest case is of a sphere composed of a homogeneous isotropic medium [1], whether the medium is dielectric-magnetic [2–4] or bianisotropic [5, 6]. Analytical solutions based on a separation-of-variables approach are available. Scattering by a spheroid composed of a homogeneous medium of one of those types has also been formulated and solved analytically [7, 8]. The same approach can be extended to radially stratified spheres [9, 10] and confocally stratified spheroids made of isotropic and bianisotropic mediums.

Except for special cases [11–13], scattering by spheres and spheroids made of homogeneous anisotropic mediums requires the use of semi-analytical [14–18] and numerical methods [18–20].

The extended boundary condition method is semi-analytical. It requires bilinear expansions of the infinite-medium dyadic Green functions for the medium of which the 3D object is composed [21]. This requirement has restricted the conventional formulation of this method to objects composed of a homogeneous medium that either are bianisotropic [22] or belong to a certain class of bianisotropic mediums [18, 23]. However, that requirement can be bypassed for a 3D object made of a homogeneous orthorhombic medium with [24, 25] or without [26] gyrotropy, because basis functions to represent the actual electric and magnetic field phasors inside the object can be synthesized from an angular spectrum of plane waves. Of course, the formulation and solution processes then become considerably toilsome.

Numerical methods can handle arbitrarily shaped 3D objects that are composed of a homogeneous/nonhomogeneous and isotropic/bianisotropic/anisotropic/bianisotropic medium. The finite-element method [27, 28] and the method of moments [29–31] partition the scattering object into several subregions. Suitable basis functions are then used to represent the electric and magnetic field phasors inside each subregion. The discrete dipole approximation partitions the scattering object into multiple subobjects. Each subobject is modeled by a set of three mutually orthogonal electric and three mutually orthogonal magnetic dipoles of strengths and phases to be determined [29, 32]. Appropriate only for homogeneous objects, the boundary element method.
partitions the object’s surface and uses subregional basis functions to determine the actual electric and magnetic field phasors on the object’s surface [33–35]. These and other numerical methods [36] are also hybridized for faster and/or higher-resolution computations [28, 37, 38]. Finally, the finite-difference time-domain method solves the differential form of the Maxwell equations directly on a spacetime grid that encompasses the scattering object [39, 40].

The absence of purely analytical methods to treat scattering by 3D objects of arbitrary shape and composition highlights the need for computationally tractable principles that the results obtained from every semi-analytical and numerical method must satisfy. One such principle is mathematical, concerned with the completeness and convergence of representations of the scattered and the internal field phasors [36, 41, 42]. The second principle is physical, that of conservation of energy in any time-invariant system [43]. This principle is often enforced through the optical theorem [44, 45]. Energy, however, is a quantity derived from electric and magnetic fields. For frequency-domain scattering problems, a universal principle involving the electric and magnetic field phasors directly is desirable.

In this paper, two new relations are obtained for 3D frequency-domain scattering problems involving:

1. the actual electric and magnetic field phasors inside the object,
2. the internal electric and magnetic field phasors on the surface of the object, and
3. the infinite-medium dyadic Green functions [46] of the linear homogeneous medium in which the object is embedded.

The external medium is assumed to extend to infinity in all directions. This medium need not be free space. Instead, it can be the most general linear, homogeneous, bianisotropic medium for which the Huygens principle has been formulated [47]. We use the phrasal adjective *Huygens bianisotropic* for such a medium. The internal medium is also linear; it can be homogeneous/nonhomogeneous and isotropic/biisotropic/anisotropic/bianisotropic. The two new relations, which can be derived from one another by using the frequency-domain Maxwell equations applied to the external medium, constitute a principle that every applicable semi-analytical and numerical method must satisfy. This new principle is independent of the principle of conservation of energy.

The plan of the paper is as follows. “Theoretical preliminaries” section sets up the 3D scattering problem by providing the constitutive relations of the external and internal mediums, the governing differential equations, and the infinite-medium dyadic Green functions of the external medium. Two volume integral equations are formulated in “Volume integral equations” section, and two surface integral equations are presented in “Surface integral equations” section. Comparisons of the volume and surface integral equations deliver two new relations in “Two new relations” section. Finally, in “New principle” section, these relations underwrite the new principle for scattering inside any Huygens bianisotropic medium.

An exp(−iωt) time-dependence is assumed with ω as the angular frequency, t the time, and i = √−1. Boldface letters denote vectors, with θ denoting the null vector and the caret (') identifying unit vectors. Dyadics are underlined twice, with δ denoting the identity dyadic and 0 the null dyadic.

**Theoretical preliminaries**

Suppose that all space V is divided into the unbounded region \( V_e \) and the bounded region \( V_i \), the boundary of the two regions being the closed surface \( S \), as shown in Fig. 1. The external region \( V_e \) is occupied by a Huygens bianisotropic medium characterized in the frequency domain by the linear constitutive relations [21, 47]

\[
D(r) = \varepsilon \cdot E(r) + \left[ \varepsilon + (K - \Gamma) \times I \right] \cdot H(r) \quad , \quad r \in V_e ,
\]

\[
B(r) = \mu \cdot H(r) - \left[ \mu - (K + \Gamma) \times I \right] \cdot E(r) \quad , \quad r \in V_e .
\]

(1)

Here and hereafter, \( \mathbf{r} \) is the position vector, \( \mathbf{E}(\mathbf{r}) \) the electric field phasor, \( \mathbf{H}(\mathbf{r}) \) the magnetic field phasor, \( \mathbf{D}(\mathbf{r}) \) the electric displacement phasor, and \( \mathbf{B}(\mathbf{r}) \) the magnetic induction phasor. The arbitrary vectors \( K \) and \( \Gamma \) as well as the symmetric dyadics \( \varepsilon = \varepsilon^T, \mu = \mu^T \), and \( \xi = \xi^T \) are implicit functions of \( \omega \), and the superscript \( ^T \) denotes the transpose.

A linear bianisotropic medium also occupies the internal region \( V_i \), but it need not be homogeneous. Its frequency-domain constitutive relations are stated as
Equations 5 govern the electric and magnetic field phasors where the operators
\[ J'_e(r) = \frac{1}{i\omega} \cdot H(r) + \frac{1}{i\omega} \cdot E(r), \quad r \in \mathcal{V}_e \]
\[ J'_m(r) = -J_m(r), \quad r \in \mathcal{V}_m \]
(4)

Substitution of Eqs. 1 and 2 in Eqs. 4 yields
\[ \frac{\partial \mathcal{G}^{(p)}(r', r)}{\partial r} \cdot H(r) = J'_e(r), \quad r \in \mathcal{V}_e \]
\[ \frac{\partial \mathcal{G}^{(m)}(r', r)}{\partial r} \cdot E(r) = -J_m(r), \quad r \in \mathcal{V}_m \]
\[ \mathcal{G}^{(p)}(r', r) = \mathcal{G}^{(m)}(r', r) \]
(5)

where the operators
\[ \frac{\partial \mathcal{G}^{(e)}(r', r)}{\partial r} = \left\{ \nabla \times \mathbf{I} + i\omega \left[ \mathbf{\xi} + (\mathbf{K} - \mathbf{\Gamma}) \times \mathbf{\xi} \right] \right\} \]
\[ \frac{\partial \mathcal{G}^{(m)}(r', r)}{\partial r} = \left\{ \nabla \times \mathbf{I} + i\omega \left[ \mathbf{\xi} - (\mathbf{K} + \mathbf{\Gamma}) \times \mathbf{\xi} \right] \right\} \]
(6)

and the dyadics
\[ \mathcal{G}^{(p)}(r', r) = 0, \quad \mathcal{G}^{(p)}(r', r) = 0, \quad \mathcal{G}^{(p)}(r', r) = 0, \quad \mathcal{G}^{(p)}(r', r) = 0 \]
(7)

Equations 5 govern the electric and magnetic field phasors throughout \( \mathcal{V} \).

**Dyadic Green functions**

Four infinite-medium dyadic Green functions \( \mathcal{G}^{(p)}(r', r) \), \( p \in \{e, m\} \) and \( q \in \{e, m\} \), can be prescribed for the chosen external medium [46, Sec. 1.3.1]. Of these, \( \mathcal{G}^{(e)}(r, r') \) and \( \mathcal{G}^{(m)}(r, r') \) are, respectively, the solutions of the differential equations
\[ \left( \frac{\partial \mathcal{G}^{(e)}(r, r')}{\partial r} \cdot \mathbf{\xi} + \frac{\partial \mathcal{G}^{(e)}(r, r')}{\partial r} \cdot \mathbf{\xi} - \omega^2 \mathbf{\xi} \right) \cdot \mathcal{G}^{(e)}(r, r') = i\omega \mathcal{I}(r - r') \]
and
\[ \left( \frac{\partial \mathcal{G}^{(m)}(r, r')}{\partial r} \cdot \mathbf{\xi} + \frac{\partial \mathcal{G}^{(m)}(r, r')}{\partial r} \cdot \mathbf{\xi} - \omega^2 \mathbf{\xi} \right) \cdot \mathcal{G}^{(m)}(r, r') = i\omega \mathcal{I}(r - r'), \]
(8)
(9)

where \( \mathcal{I}(\cdot) \) is the Dirac delta, \( r \) serves as the field point, and \( r' \) is the source point. The remaining two dyadic Green functions can be obtained from the first two as
\[ \mathcal{G}^{(m)}(r, r') = \frac{1}{i\omega} \mathbf{\xi} \cdot \mathcal{G}^{(m)}(r, r') \]
\[ \mathcal{G}^{(m)}(r, r') = \frac{1}{i\omega} \mathbf{\xi} \cdot \mathcal{G}^{(m)}(r, r') \]
(10)
(11)

These four functions have the following symmetries with respect to the interchange of the source and field points [21]:
\[ \mathcal{G}^{(e)}(r', r) = \left\{ \mathcal{G}^{(e)}(r', r) \right\}_T \exp \left[ 2i\omega \mathbf{\Gamma} \cdot (r - r') \right] \]
\[ \mathcal{G}^{(m)}(r', r) = \left\{ \mathcal{G}^{(m)}(r', r) \right\}_T \exp \left[ 2i\omega \mathbf{\Gamma} \cdot (r - r') \right] \]
\[ \mathcal{G}^{(e)}(r', r) = -\left\{ \mathcal{G}^{(e)}(r', r) \right\}_T \exp \left[ 2i\omega \mathbf{\Gamma} \cdot (r - r') \right] \]
\[ \mathcal{G}^{(m)}(r', r) = -\left\{ \mathcal{G}^{(m)}(r', r) \right\}_T \exp \left[ 2i\omega \mathbf{\Gamma} \cdot (r - r') \right] \]
(12)

Closed-form expressions for \( \mathcal{G}^{(p)}(r, r') \), \( p \in \{e, m\} \) and \( q \in \{e, m\} \), are not available for every medium described by Eq. 1. However, \( \mathcal{G}^{(p)}(r, r') \) can always be synthesized using the spatial Fourier transform [46, Sec. 1.4.1].

**Volume integral equations**

The solutions of Eqs. 5 come in two parts. The first part is due to the source current density phasors in \( \mathcal{V}_e \), the second due to the scattering object. Accordingly, the actual field phasors everywhere are written as
\[ E(r) = E_{\text{source}}(r) + E_{\text{obj}}(r), \quad H(r) = H_{\text{source}}(r) + H_{\text{obj}}(r) \]
(13)

By definition, the field phasors
exist everywhere when \( \mathcal{V}_e \) is also occupied by the external medium. Analogously, the field phasors

\[
E_{\text{obj}}(r) = -i\omega \int_{\mathcal{V}_e} \left\{ G^{\text{ee}}(r, r') \cdot J_\text{e}(r') + G^{\text{em}}(r, r') \cdot J_\text{m}(r') \right\} d^3 r',
\]

\[
H_{\text{obj}}(r) = -i\omega \int_{\mathcal{V}_e} \left\{ G^{\text{me}}(r, r') \cdot J_\text{e}(r') + G^{\text{mm}}(r, r') \cdot J_\text{m}(r') \right\} d^3 r',
\]

come into existence only if the internal medium is different from the external medium. Thus, the excess field phasors

\[
D_{\text{ex}}(r) = \frac{\mathcal{V}_e}{\mathcal{V}_m} (r) \cdot E(r) + \frac{\mathcal{V}_e}{\mathcal{V}_m} (r) \cdot H(r)
\]

\[
B_{\text{ex}}(r) = \frac{\mathcal{V}_m}{\mathcal{V}_e} (r) \cdot H(r) + \frac{\mathcal{V}_m}{\mathcal{V}_e} (r) \cdot E(r)
\]

are equivalent to volume current densities in \( \mathcal{V}_e \).

When Eqs. 16 and 17 are substituted in Eqs. 13, the resulting equations

\[
E(r) = E_{\text{source}}(r) - i\omega \int_{\mathcal{V}_e} \left\{ G^{\text{ee}}(r, r') \cdot \left[ \frac{\mathcal{V}_e}{\mathcal{V}_m} (r') \cdot E(r') + \frac{\mathcal{V}_e}{\mathcal{V}_m} (r') \cdot H(r') \right] \right\} d^3 r'
\]

\[
H(r) = H_{\text{source}}(r) - i\omega \int_{\mathcal{V}_e} \left\{ G^{\text{me}}(r, r') \cdot \left[ \frac{\mathcal{V}_e}{\mathcal{V}_m} (r') \cdot E(r') + \frac{\mathcal{V}_e}{\mathcal{V}_m} (r') \cdot H(r') \right] \right\} d^3 r',
\]

are volume integral equations because the unknown quantities, \( E(r) \) and \( H(r) \), appear inside as well as outside the volume integrals.

**Surface integral equations**

Mathematical statements of the Huygens principle pertinent to the region \( \mathcal{V}_e \) have been derived elsewhere [21, 47] in detail. After assuming that the fields decay far away from their sources sufficiently rapidly, those statements deliver

\[
E(r) \quad 0 \quad = E_{\text{source}}(r) + \int_{S} \left\{ G^{\text{ee}}(r, r') \cdot \left[ \hat{u}(r') \times H_+(r') \right] \right\} d^2 r', \quad \left\{ r \in \mathcal{V}_e \right\}
\]

\[
H(r) \quad 0 \quad = H_{\text{source}}(r) + \int_{S} \left\{ G^{\text{me}}(r, r') \cdot \left[ \hat{u}(r') \times E_+(r') \right] \right\} d^2 r', \quad \left\{ r \in \mathcal{V}_e \right\}
\]

In these equations, \( \hat{u}(r) \) is the unit normal to \( S \) pointing into \( \mathcal{V}_e \) (see Fig. 1), whereas \( E_+(r) \) and \( H_+(r) \) are the electric and magnetic field phasors on the external side of \( S \).

When \( r \in \mathcal{V}_e \), Eqs. 21 and 22 constitute the Ewald–Oseen extinction theorem [21]. With \( r \) chosen on the exterior side of \( S \), Eqs. 21 and 22 are surface integral equations because the unknown quantities, \( E(r) \) and \( H(r) \), appear inside as well as outside the surface integrals.

**Two new relations**

Let us revert to “Volume integral equations” section and focus on \( r \in \mathcal{V}_e \). Then, the scattered field phasors can be identified as

\[
E_{\text{scat}}(r) = \int_{\mathcal{V}_e} \left\{ G^{\text{ee}}(r, r') \cdot \left[ \frac{\mathcal{V}_e}{\mathcal{V}_m} (r') \cdot E(r') + \frac{\mathcal{V}_e}{\mathcal{V}_m} (r') \cdot H(r') \right] \right\} d^3 r'
\]

\[
H_{\text{scat}}(r) = \int_{\mathcal{V}_e} \left\{ G^{\text{me}}(r, r') \cdot \left[ \frac{\mathcal{V}_e}{\mathcal{V}_m} (r') \cdot E(r') + \frac{\mathcal{V}_e}{\mathcal{V}_m} (r') \cdot H(r') \right] \right\} d^3 r',
\]
\[ E_{\text{sc}}(r) = E(r) - E_{\text{source}}(r), \quad H_{\text{sc}}(r) = H(r) - H_{\text{source}}(r) \], \quad r \in V_c. \quad (23)

Furthermore, the actual field phasors at \( r \in V_i \) must be identified as the internal field phasors, i.e.,
\[ E_{\text{in}}(r) = E(r), \quad H_{\text{in}}(r) = H(r) \], \quad r \in V_i. \quad (24)

Accordingly, Eqs. 16 and 17 can be recast as
\[
\begin{align*}
E_{\text{sc}}(r) &= -i\omega \int_{V_i} \left\{ G^{ee}(r, r') \right. \\
&\quad \cdot \left[ \frac{\nu}{\omega} (r') \cdot E_{\text{in}}(r') + \frac{\nu}{\omega} (r') \cdot H_{\text{in}}(r') \right] \left. \right\} d^3r' \\
&\quad - i\omega \int_{V_i} \left\{ G^{em}(r, r') \right. \\
&\quad \cdot \left[ \frac{\nu}{\omega} (r') \cdot E_{\text{in}}(r') + \frac{\nu}{\omega} (r') \cdot H_{\text{in}}(r') \right] \left. \right\} d^3r', \quad r \in V_c,
\end{align*}
\]
and
\[
\begin{align*}
H_{\text{sc}}(r) &= -i\omega \int_{V_i} \left\{ G^{me}(r, r') \right. \\
&\quad \cdot \left[ \frac{\nu}{\omega} (r') \cdot E_{\text{in}}(r') + \frac{\nu}{\omega} (r') \cdot H_{\text{in}}(r') \right] \left. \right\} d^3r' \\
&\quad - i\omega \int_{V_i} \left\{ G^{mm}(r, r') \right. \\
&\quad \cdot \left[ \frac{\nu}{\omega} (r') \cdot E_{\text{in}}(r') + \frac{\nu}{\omega} (r') \cdot H_{\text{in}}(r') \right] \left. \right\} d^3r', \quad r \in V_c,
\end{align*}
\]
respectively.

Next, let us revert to “Surface integral equations” section and also focus on \( r \in V_c \) but with the additional stipulation that \( r \not\in S \). Equations 21, 22, and 23 then yield
\[
\begin{align*}
E_{\text{sc}}(r) &= \int_S \left\{ \frac{G^{ee}(r, r')}{\omega} \cdot \left[ \hat{n}(r') \times H_+(r') \right] \\
&\quad - G^{em}(r, r') \cdot \left[ \hat{n}(r') \times E_+ (r') \right] \right\} d^2r', \quad r \in V_c - S, \quad (27)
\end{align*}
\]
and
\[
\begin{align*}
H_{\text{sc}}(r) &= \int_S \left\{ \frac{G^{me}(r, r')}{\omega} \cdot \left[ \hat{n}(r') \times H_+(r') \right] \\
&\quad - G^{mm}(r, r') \cdot \left[ \hat{n}(r') \times E_+ (r') \right] \right\} d^2r', \quad r \in V_c - S. \quad (28)
\end{align*}
\]
With \( E_+(r) \) and \( H_+(r) \) denoting the electric and magnetic field phasors on the internal side of \( S \), the standard boundary conditions
\[
\begin{align*}
\hat{n}(r) \times E_+(r) &= \hat{n}(r) \times E_-(r), \quad r \in S, \quad (29)
\end{align*}
\]
can be restated as
\[
\begin{align*}
\hat{n}(r) \times E_+(r) &= \hat{n}(r) \times E_{\text{in}}(r), \quad r \in S. \quad (30)
\end{align*}
\]
Accordingly, Eqs. 27 and 28 can be rewritten as
\[
\begin{align*}
E_{\text{sc}}(r) &= \int_S \left\{ \frac{G^{ee}(r, r')}{\omega} \cdot \left[ \hat{n}(r') \times H_{\text{in}}(r') \right] - G^{em}(r, r') \right\} d^2r', \quad r \in V_c - S, \quad (31)
\end{align*}
\]
and
\[
\begin{align*}
H_{\text{sc}}(r) &= \int_S \left\{ \frac{G^{me}(r, r')}{\omega} \cdot \left[ \hat{n}(r') \times H_{\text{in}}(r') \right] - G^{mm}(r, r') \right\} d^2r', \quad r \in V_c - S, \quad (32)
\end{align*}
\]
respectively. According to these equations, the tangential components of the internal electric and magnetic field phasors on the object's surface are equivalent to surface current densities on \( S \).

On comparing Eqs. 25 and 31, we get
\[
\begin{align*}
\int_{V_i} \left\{ G^{ee}(r, r') \cdot \left[ \frac{\nu}{\omega} (r') \cdot E_{\text{in}}(r') + \frac{\nu}{\omega} (r') \cdot H_{\text{in}}(r') \right] \right\} d^3r' \\
&\quad + \int_{V_i} \left\{ G^{em}(r, r') \cdot \left[ \frac{\nu}{\omega} (r') \cdot E_{\text{in}}(r') + \frac{\nu}{\omega} (r') \cdot H_{\text{in}}(r') \right] \right\} d^3r' \\
&= \frac{i}{\omega} \int_S \left\{ G^{ee}(r, r') \cdot \left[ \hat{n}(r') \times H_{\text{in}}(r') \right] \\
&\quad - G^{em}(r, r') \cdot \left[ \hat{n}(r') \times E_{\text{in}}(r') \right] \right\} d^2r', \quad r \in V_c - S. \quad (33)
\end{align*}
\]
Likewise, Eqs. 26 and 32 deliver the relation
\[
\int \left\{ \frac{G_{\text{mm}}(r, r')}{V_i} \left[ \frac{\nu}{\nu_m} (r') \cdot E_{\text{int}}(r') + \frac{\nu}{\nu_m} (r') \cdot H_{\text{int}}(r') \right] \right\} \, d^3r' \\
+ \int \left\{ \frac{G_{\text{mm}}^s(r, r')}{V_i} \right\} \, d^3r' \\
\frac{\nu}{\nu_m} (r') \cdot E_{\text{int}}(r') + \frac{\nu}{\nu_m} (r') \cdot H_{\text{int}}(r') \right\} \, d^3r' \\
= \frac{i}{\omega} \int_{S} \left\{ \frac{G_{\text{mm}}(r, r')}{} \cdot [\hat{n}(r') \times H_{\text{int}}(r')] \right\} \, d^2r', \quad r \in V_e - S.
\]

Equations 33 and 34 underwrite the novelty of this paper. Since both equations can be derived from each other because
\[
\frac{G_{\text{mm}}(r, r')}{} \cdot H_{\text{sc}}(r) + i\omega \frac{\mu}{\nu} E_{\text{sc}}(r) = 0 \\
\frac{G_{\text{mm}}^s(r, r')}{} \cdot E_{\text{sc}}(r) - i\omega \frac{\mu}{\nu} H_{\text{sc}}(r) = 0 \\
\]
they are not independent. However, one may be easier than the other to use in some situations. Also, note that Eq. 33 does not change if both sides of it are operated on from the left by \( G(r, r') \), as shown in “Appendix”. Likewise, Eq. 34 does not change if both sides of it are operated on from the left by \( G(r, r') \).

Parenthetically, Eqs. 33 and 34 arise because the scattered field phasors must be the same whether derived from surface integral equations or from volume integral equations, both types of integral equations being exact and derivable from the frequency-domain Maxwell curl postulates.

**Alternative forms**

Equations 33 and 34 can be put in alternative forms using Eqs. 12. For example, Eq. 33 may be rewritten as either
\[
\int \exp \left\{ -2i\omega \Gamma \cdot r' \right\} \\
\left\{ \frac{\nu}{\nu_m} (r') \cdot E_{\text{int}}(r') + \frac{\nu}{\nu_m} (r') \cdot H_{\text{int}}(r') \right\} \, d^3r' \\
- \int \exp \left\{ -2i\omega \Gamma \cdot r' \right\} \\
\left\{ \frac{\nu}{\nu_m} (r') \cdot E_{\text{int}}(r') + \frac{\nu}{\nu_m} (r') \cdot H_{\text{int}}(r') \right\} \, d^3r' \\
= \frac{i}{\omega} \int_{S} \left\{ \frac{G(r, r')}{} \cdot [\hat{n}(r') \times H_{\text{int}}(r')] \right\} \, d^2r', \quad r \in V_e.
\]

or
\[
\int \exp \left\{ -2i\omega \Gamma \cdot r' \right\} \\
\left\{ \frac{\nu}{\nu_m} (r') \cdot E_{\text{int}}(r') + \frac{\nu}{\nu_m} (r') \cdot H_{\text{int}}(r') \right\} \, d^3r' \\
- \int \exp \left\{ -2i\omega \Gamma \cdot r' \right\} \\
\left\{ \frac{\nu}{\nu_m} (r') \cdot E_{\text{int}}(r') + \frac{\nu}{\nu_m} (r') \cdot H_{\text{int}}(r') \right\} \\
\left\{ \frac{G_{\text{mm}}(r, r')}{} \cdot [\hat{n}(r') \times H_{\text{int}}(r')] \right\} \, d^2r', \quad r \in V_e.
\]

**Scattering in free space**

When \( V_e \) is vacuous, \( \xi = \varepsilon_0 \frac{\omega}{c} \), \( \mu_0 = \varepsilon_0 \), and \( K = \Gamma = 0 \).

As a result,
\[
\frac{G_{\text{mm}}(r, r')}{} = i\omega \mu_0 \frac{G(r, r')}{} \\
\frac{G_{\text{mm}}^s(r, r')}{} = i\omega \frac{\mu}{\nu} \frac{G(r, r')}{} \\
\frac{G_{\text{mm}}(r, r')}{} = \frac{G_{\text{mm}}^s(r, r')}{} \\
\frac{G_{\text{mm}}^s(r, r')}{} = -\frac{G_{\text{mm}}(r, r')}{} \\
\]

where
\[
G(r, r') = \left( I + k_0^2 \nabla \nabla \right) \exp \left\{ \frac{ik_0|r - r'|}{4\pi|r - r'|} \right\}
\]
is the usual dyadic Green function for free space and \( k_0 = \omega \sqrt{\varepsilon_0 \mu_0} \). Equation 33 then simplifies to
\[
\frac{i}{\omega} \mu_0 \int_{V_i} \left\{ \frac{G(r, r')}{} \right\} \\
\left\{ \frac{\nu}{\nu_m} (r') \cdot E_{\text{int}}(r') + \frac{\nu}{\nu_m} (r') \cdot H_{\text{int}}(r') \right\} \, d^3r' \\
- \nabla \times \int_{V_i} \left\{ \frac{G(r, r')}{} \right\} \\
\left\{ \frac{\nu}{\nu_m} (r') \cdot E_{\text{int}}(r') + \frac{\nu}{\nu_m} (r') \cdot H_{\text{int}}(r') \right\} \, d^3r' \\
= -\mu_0 \int_{S} \left\{ \frac{G(r, r')}{} \cdot [\hat{n}(r') \times H_{\text{int}}(r')] \right\} \, d^2r' \\
\]

or
\[
\frac{i}{\omega} \mu_0 \int_{V_i} \left\{ \frac{G(r, r')}{} \right\} \\
\left\{ \frac{\nu}{\nu_m} (r') \cdot E_{\text{int}}(r') + \frac{\nu}{\nu_m} (r') \cdot H_{\text{int}}(r') \right\} \, d^3r' \\
- \nabla \times \int_{V_i} \left\{ \frac{G(r, r')}{} \right\} \\
\left\{ \frac{\nu}{\nu_m} (r') \cdot E_{\text{int}}(r') + \frac{\nu}{\nu_m} (r') \cdot H_{\text{int}}(r') \right\} \, d^3r' \\
\frac{i}{\omega} \nabla \times \int_{S} \left\{ \frac{G(r, r')}{} \cdot [\hat{n}(r') \times E_{\text{int}}(r')] \right\} \, d^2r', \quad r \in V_e - S.
\]
and Eq. 34 to
\[
\nabla \times \int_{V_i} \left\{ G(r, r') \cdot \frac{\nabla e^{-i\omega \tau}}{\omega} \left( r' \right) \cdot \mathbf{E}_{\text{ext}}(r') + \frac{\nabla e^{-i\omega \tau}}{\omega} \left( r' \right) \cdot \mathbf{H}_{\text{ext}}(r') \right\} \, d^3r' + \frac{i \omega \varepsilon_0}{\nabla} \int_{\Sigma_{\text{ext}}} \left\{ G(r, r') \cdot \frac{\nabla e^{-i\omega \tau}}{\omega} \left( r' \right) \cdot \mathbf{E}_{\text{int}}(r') \right\} \, d^2r' \]
\[
\mathbf{E}_{\text{int}}(r') \cdot \mathbf{H}_{\text{ext}}(r') \right\} \, d^3r' \]
\[
= \int_{\Sigma_{\text{ext}}} \left\{ \nabla \times G(r, r') \cdot \left[ \frac{\nabla e^{-i\omega \tau}}{\omega} \left( r' \right) \times \mathbf{H}_{\text{int}}(r') \right] \right\} \, d^2r' + \int_{\Sigma_{\text{ext}}} \left\{ \nabla \times G(r, r') \cdot \left[ \frac{\nabla e^{-i\omega \tau}}{\omega} \left( r' \right) \times \mathbf{E}_{\text{int}}(r') \right] \right\} \, d^2r', \quad r \in \mathcal{V}_e - \mathcal{S}. \tag{41}
\]

If we additionally suppose that \( V_i \) is occupied by a homogeneous, isotropic dielectric medium, then \( \varepsilon_0 \left( r' \right) = \varepsilon_0 \), \( \mu_0 \left( r' \right) = \mu_0 \), \( \varepsilon_\infty \left( r' \right) = \varepsilon_\infty \), \( \varepsilon_{\text{mm}} \left( r' \right) = \varepsilon_{\text{mm}} \), and \( \mu_{\text{ee}} \left( r' \right) = \mu_{\text{ee}} \). Then, Eq. 40 simplifies to
\[
\omega^2 \mu_{\text{ee}} \varepsilon_\infty \int_{\mathcal{V}_i} \left\{ \nabla \times G(r, r') \cdot \mathbf{E}_{\text{int}}(r') \right\} \, d^3r' = \int_{\Sigma_{\text{ext}}} \left\{ \nabla \times G(r, r') \cdot \left[ \frac{\nabla e^{-i\omega \tau}}{\omega} \left( r' \right) \times \mathbf{H}_{\text{int}}(r') \right] \right\} \, d^2r'
\]
\[
+ \varepsilon_0 \int_{\Sigma_{\text{ext}}} \left\{ \nabla \times G(r, r') \cdot \left[ \frac{\nabla e^{-i\omega \tau}}{\omega} \left( r' \right) \times \mathbf{E}_{\text{int}}(r') \right] \right\} \, d^2r', \quad r \in \mathcal{V}_e - \mathcal{S}. \tag{42}
\]

and Eq. 41 to
\[
\varepsilon_\infty \nabla \times \int_{\mathcal{V}_i} \left\{ G(r, r') \cdot \mathbf{E}_{\text{ext}}(r') \right\} \, d^3r' = \int_{\Sigma_{\text{ext}}} \left\{ \nabla \times G(r, r') \cdot \left[ \frac{\nabla e^{-i\omega \tau}}{\omega} \left( r' \right) \times \mathbf{H}_{\text{int}}(r') \right] \right\} \, d^2r' + \int_{\Sigma_{\text{ext}}} \left\{ \nabla \times G(r, r') \cdot \left[ \frac{\nabla e^{-i\omega \tau}}{\omega} \left( r' \right) \times \mathbf{E}_{\text{int}}(r') \right] \right\} \, d^2r', \quad r \in \mathcal{V}_e - \mathcal{S}. \tag{43}
\]

Equation 40 can also be derived [48] using the second vector-dyadic Green theorem [49, p. 300]. It is a simple matter to apply Eqs. 42 and 43 to multipolar scattering by an isotropic dielectric sphere and thus validate the analytical Lorenz–Mie theory [2–4].

**New principle**

Equations 33 and 34 allow us to enunciate a new principle for scattering inside a Huygens bianisotropic medium. The left sides of both equations contain the excess field phasors (\( D_{\text{ex}} \) and \( B_{\text{ex}} \)) inside the scattering object, as defined in Eqs. (18). The right sides of both equations contain the tangential components of the internal field phasors (\( E_{\text{int}} \) and \( H_{\text{int}} \)) on the surface of the same object. The new principle may be enunciated as follows:

The excess field phasors inside a bounded 3D scattering object act as volume current densities, and the tangential components of the internal field phasors on the surface of the same object act as surface current densities, to radiate identical field phasors in the external region, provided the external medium is a Huygens bianisotropic medium.

The commonest Huygens bianisotropic medium is free space. Thus, this new principle certainly applies to scattering in free space, and it can be useful in checking the results of semi-analytical and numerical methods for solving scattering problems in free space [36], so long as the scattering object is composed of a linear medium.

In closing, the new principle is exact, just like the celebrated optical theorem [44, 45] is for the scattering of a plane wave by an object composed of a linear medium and surrounded by free space. Unlike the optical theorem, however, the new principle applies not only to incident plane waves but to practically any incident time-harmonic field. Next, the optical theorem applies to power density, but the new principle to the field phasors. Also, whereas the optical theorem has only been extended to the external medium being an isotropic chiral medium [6, Sec. 5-2.7], “Two new relations” section shows that the new principle applies when the external medium is far more general than an isotropic chiral medium. Thus, the new principle has a huge scope in computational electromagnetics for validation of scattering results provided by diverse semi-analytical and numerical methods.
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**Appendix**

The integrands on both sides of Eq. 33 are of the form
\[ G^{\text{ee}}(r', r') \cdot X(r') + G^{\text{em}}(r', r') \cdot Y(r') \]

with \( r \) not lying in the integration domain. Therefore,

\[ \left( \frac{\mathbf{Q} \cdot \mu^{-1}}{-i} \cdot \frac{\mathbf{Q}}{i} \right) \cdot G^{\text{ee}}(r', r') \cdot X(r') = \left[ \omega^2 \varepsilon \cdot G^{\text{ee}}(r', r') + i \omega \delta(r - r') \right] \cdot X(r') = \omega^2 \varepsilon \cdot G^{\text{ee}}(r', r') \cdot X(r') \]

follows after using Eq. 8, and

\[ \left( \frac{\mathbf{Q} \cdot \mu^{-1}}{-i} \cdot \frac{\mathbf{Q}}{i} \right) \cdot G^{\text{em}}(r', r') \cdot Y(r') = -\frac{1}{i \omega} \left( \frac{\mathbf{Q} \cdot \mu^{-1}}{-i} \cdot \frac{\mathbf{Q}}{i} \right) \cdot \varepsilon^{-1} \cdot \frac{\mathbf{Q}}{i} \cdot G^{\text{em}}(r', r') \cdot Y(r') = -\frac{1}{i \omega} \left( \frac{\mathbf{Q} \cdot \mu^{-1}}{-i} \cdot \frac{\mathbf{Q}}{i} \right) \cdot \left[ \omega^2 \mu \cdot G^{\text{em}}(r', r') + i \omega \delta(r - r') \right] \cdot Y(r') = i \omega \mathbf{Q} \cdot G^{\text{em}}(r', r') \cdot Y(r') = \omega^2 \varepsilon \cdot G^{\text{em}}(r', r') \cdot Y(r') \]

follows using Eqs. 9 and 10. Accordingly,

\[ \left( \frac{\mathbf{Q} \cdot \mu^{-1}}{-i} \cdot \frac{\mathbf{Q}}{i} \right) \cdot \left[ G^{\text{ee}}(r', r') \cdot X(r') + G^{\text{em}}(r', r') \cdot Y(r') \right] = \omega^2 \varepsilon \cdot \left[ G^{\text{ee}}(r', r') \cdot X(r') + G^{\text{em}}(r', r') \cdot Y(r') \right] \]

so that Eq. 33 does not change if both sides of it are operated on from the left by \( \left( \frac{\mathbf{Q} \cdot \mu^{-1}}{-i} \cdot \frac{\mathbf{Q}}{i} \right) \). In the same way, Eq. 34 does not change if both sides of it are operated on from the left by \( \left( \frac{\mathbf{Q} \cdot \mu^{-1}}{-i} \cdot \frac{\mathbf{Q}}{i} \right) \).
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