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**Highlights**
- Efficiency of 22 science and technology parks in Turkey is evaluated using data envelopment analysis
- Six different data envelopment model is used to examine the strong and weak areas of science and technology parks
- Efficiency scores obtained by the models are clustered using K-means method.

**Graphical Abstract**
Efficiency of 22 science and technology parks in Turkey is evaluated by six different data envelopment analysis models. Then, the science and technology parks are clustered depending on the obtained efficiency scores.

**Aim**
This study addresses the efficiency analysis of STPs in Turkey using Data Envelopment Analysis (DEA).

**Design & Methodology**
Firstly, six different Data Envelopment Analysis (DEA) models are employed and after that the STPs are clustered using K-means method.

**Originality**
This study is first on the efficiency of the STPs in Turkey employing additional analysis

**Findings**
Five of 22 STPs are found to be efficient and STPs exhibits lower performance in the efficiency of revenue and patents. Also, STPs can be clustered as Marketers, Researchers and Low-performers.

**Conclusion**
According to the analysis, there is a problem in the commercialization of the R&D projects. In addition to this, the gather patents from the output of the projects is problematic. It seems the innovativeness of the R&D projects needs to be increased.
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ABSTRACT

Research and Development (R&D) and innovation have a significant impact on the competitiveness of countries. Science and Technology Parks (STPs) are an important component of R&D and innovation ecosystems of countries and they aim to increase the university-industry collaboration. This study addresses the efficiency analysis of STPs in Turkey using Data Envelopment Analysis (DEA). For this purpose, an input-oriented DEA model is used to obtain efficiency scores of STPs and 5 of 22 STPs are found to be efficient. After that, to examine the strong and weak areas of STPs six additional Data Envelopment Analysis (DEA) models are considered. According to these models, STPs exhibit lower performance in the efficiency of revenue and patents. Finally, STPs are clustered based on efficiency scores as Marketers, Researchers and Low-performers using K-means clustering and we made suggestions for each cluster. The motivation of this study is contributing to policies for increasing the performance and the impact of the STPs in Turkey.
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1. INTRODUCTION

In today’s competitive environment, science and technology are inevitable for the economic development of the countries. Especially developed countries transform the information and technology into social and economic contribution by developing university industry cooperation. Science and Technology Parks (STPs) plays an important role to achieve this cooperation effectively by R&D and innovation activities and producing high value-added products.

*Sorumlu Yazar (Corresponding Author)
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Today, there are more than 400 science and technology parks worldwide and this number continues to increase. With more than 150 technology parks, USA has the most number of STPs. In Turkey, STPs entered into legislation with the Technology Development Zones Law No. 4691 published in 2001. In this respect, STPs are used in the literature in the sense of technopark and two important features come to the forefront. The first one is related to high-technology production and secondly, they aim to develop companies by hosting them near universities or research centres for the commercialization of high technology outputs.

There are 60 active STPs in Turkey and these STPs hold 5,216 firms in their bodies. Nearly 50,000 R&D
personnel are employed in STP firms and 41% of the firms work in the field of software. Total export value of all the firms in STPs has reached to 3.6 billion USD.

In the literature it is possible to encounter many studies on science and technology parks. These studies can be grouped as empirical studies, case studies, theoretical or conceptual publications, literature reviews, and publications related to evaluation of STPs [1]. Since our study is about the efficiency of the STPs, we give the literature on this limited area. Hu et al. [2] analysed the efficiency of industrial parks in Taiwan with the Data Envelopment Analysis (DEA) approach. They studied with five input variables, including the number of firms, firm area, capital stock, utility maintenance fee, and number of employees and one output, operating value. In order to test the difference between the efficiency scores of four areas in Taiwan, they used Mann-Whitney test. This result showed that the north area has the best ranking of industrial park efficiency. Then, the researchers used the tobit regression, which is a censored regression designed to estimate the linear relationships between variables, to analyse the effects of environmental variables on the efficiency scores. They found out that the industrial zone with higher local unemployment rates is more efficient. Hu et al. [3] examined the efficiency of fifty-three Science and Technology Industrial Parks (STIPs) in China from 2004 to 2006. They applied four-stage (DEA) in order to examine the environmental factors effecting the efficiency of the STIPs. The researchers used number of firms, employees in an STIP, the percentage of employees having graduated from a university to total employees, R&D expenditures and the percentage of science and technology personnel to total employees as input variables; technical revenue, product sales revenue and commodity sales revenue as output variables. Then, they applied tobit regression to analyse the environmental effects. They find out the STIPs located in the east areas reveal more efficiency than those in the central and west area.

It is of great importance to evaluate the performances of the STPs in order to evaluate the development of them and to modify the policies in this area. In this study, performances of the STPs are evaluated using DEA firstly. After that, strong and weak areas of STPs are evaluated based on six different DEA models. Finally, STPs are clustered based on efficiency scores obtained previous DEA models. The best of our knowledge, there isn’t any study on the efficiency of the STPs in Turkey employing additional analysis and this study aims to fill the gap in this area.

This paper is organised as follows. After this introduction, the second section gives methodology including Data Envelopment Analysis and Cluster Analysis. Section three presents the results of the empirical study. The article ends with conclusions and future research directions.

2. METHODOLOGY
2.1. Data Envelopment Analysis

DEA is a nonparametric method which was first introduced by Farrell [4] and was modified by Charnes-Cooper and Rhodes [5]. Farrell [4] put forward a basic theory based on a single input and output. Then, Charnes-Cooper and Rhodes [5] used linear programming to compare multiple inputs and outputs to compare activities between decision-making units. They referred to this method as CCR. Another type of DEA model is BCC (Banker, Charnes and Cooper) by Bankers et al. [6]. CCR model considers constant returns of scale and this model gives the Technical Efficiency (TE) of each Decision-Making Units (DMUs) and this model gives the Technical Efficiency (TE) of each Decision-Making Units (DMUs) and BCC model considers variable returns of scale. This model gives Pure Technical Efficiency (PTE), which is a measure of efficiency without Scale Efficiency (SE) of each DMUs. In this study CCR model is used to obtain the efficiency of STPs.

In its most commonly used form, DEA is used to compute a score, which defines the relative efficiency of a particular DMU versus all other DMUs observed in the sample [7]. DEA allows measurement of efficiency from multiple inputs and multiple outputs within multiple DMUs [8]. DEA uses a linear programming approach to identify the efficient DMUs, those units that make the most efficient use of inputs to produce outputs. The efficiency units consist of a frontier among all DMUs [9]. Accordingly, the mathematical equation to find the maximum efficiency of DMUs using weighted input-output efficiency measure with constant returns of scale (CCR model) can be expressed as follows:

$$\max E_j = \sum_{r=1}^{n} u_r y_{r0}$$  

(1)

Subject to

$$\sum_{i=1}^{m} v_i x_{i0} = 1$$  

(2)

$$\sum_{r=1}^{n} u_r y_{rj} - \sum_{i=1}^{m} v_i x_{ij} \leq 0$$  

(3)

$$u_r \geq 0$$  

(4)

$$v_i \geq 0$$  

(5)

where $E_j$ is the relative efficiency of DMU$_j$, $u_r$ and $v_i$ are weights assigned to output $r$ and input $i$, respectively and $y_{r0}$ and $x_{i0}$ are the input and output data for DMU$_0$. $m$, $n$ and $r$ state the number of DMUs, outputs and inputs successively. If $E_j$ is equal to 1 the DMU is efficient, otherwise DMU is inefficient.

DEA can be implemented using either an input or an output orientation. In the input orientation approach, the objective is to estimate the degree of potential input savings for a given realized output level of the unit [10]. However, under the output-orientation, is measured the extent to which output may have been expanded for the level of inputs used by the unit [11]. We employed an input-oriented model for the corresponding analysis.
DEA models have been developing for last 50 years and for detailed information on the applications of DEA, Cook and Seiford [12] and Liu et al. [13,14] can be read.

2.2. Cluster Analysis

Cluster analysis is the identification of groups of observations that are cohesive and separated from other groups [15]. The main aim of clustering analysis is to make the in-group similarity maximum and to make the clustering similarity between the clusters. Clustering, just as the dimensionality reduction methods, can be used for two purposes. First, it can be used for data exploration to understand the structure of data, and second, to map data to a new space where supervised learning is easier [16].

Clustering is useful in several exploratory pattern analysis, grouping, decision-making and machine learning situations including data mining, document retrieval, image segmentation and pattern classification [17].

Different clustering methods may generate different clusters on the same data set. The partitioning is not performed by humans, but by the clustering algorithm. Hence, clustering is useful in that it can lead to the discovery of previously unknown groups within the data [18]. The two main ways to cluster data—make the partitioning—are hierarchical and partitive approaches [19]. According to our trials both approaches gave the same results and we preferred to use partitive approach of clustering methods. Partitive clustering algorithms divide a data set into a number of clusters, typically by trying to minimize some criterion or error function. The number of clusters is usually predefined, but it can also be part of the error function [20]. The algorithm consists of the following steps given in Fig. 1 [19].

- Step 1. Determine the number of clusters
- Step 2. Initialize the cluster centres
- Step 3. Compute partitioning for data
- Step 4. Compute (update) cluster centres
- Step 5. If the partitioning is unchanged (or the algorithm has converged), stop; otherwise, return to step 3

Figure 1. Steps of clustering algorithm

K-means clustering of implementations, simplicity, efficiency, and empirical success are the main reasons for its popularity [21]. The K-means algorithm was introduced by MacQueen [22]. K-means is typically used with the Euclidean metric for computing the distance between points and cluster centres. As a result, K-means finds spherical or ball-shaped clusters in data. K-means with Mahalanobis distance metric has been used to detect hyper ellipsoidal clusters [23]. To put it simply, K-means finds k number of centroids, and then assigns all data points to the closest cluster, with the aim of keeping the centroids small.

There are a lot of applications of the K-means clustering, from unsupervised learning of neural network, pattern recognitions, classification analysis, artificial intelligence, image processing, etc. [21]. In principle, if there are several objects and each object have attributes and the aim is to classify the objects based on the attributes, then this algorithm can be applied [9].

3. EMPIRICAL RESULTS

This section includes the information about components of DEA and results of the efficiency analysis. In this study, 22 STPs are considered for the relevant analysis. These STPs are selected among the active STPs which are at least five years old. 14 of the STP are active for at least more than 10 years and eight of them are active at least five years. In addition to this, the data used in analysis belongs to year of 2017.

3.1. Variables and Data

STPs are evaluated using various DEA models to understand the weakness and strength of the DMUs. For this purpose, the variables used in DEA models are presented in Table 1. These variables are relevant to R&D activities of the firms in STPs. We used three input variables (number of personnel, number of firms, R&D expenditure) and three output variables (total R&D revenue, number of projects, number of patents).

Descriptive statistics of input and output variables are presented in Table 2. The table includes mean, standard deviation, minimum value and maximum value of the variables used in the analysis. The mean of the number of personnel in selected STPs varies between 111 and 9009. The number of firms in these STPs is between 37 and 395. The mean of R&D expenditures of firms in STPs is 173613880.70 TRY with a minimum value of 3707171 TRY and a maximum value of 838613194.10 TRY. The mean of revenue of firms in STPs is 307585614.60 TRY. Number of R&D projects in STPs varies between 41 and 1153. Minimum number of patents is 1 and maximum number of patents is 110 in STPs.

Also, DEA technique presumes the existence of a relationship among inputs and outputs data [24]. The correlation analysis of input and output variables is given in Table 3. According to pairwise correlation coefficients there is a positive and strong correlation between input and output variables used in DEA models. Coefficient values vary from 0.715 to 0.982.
3.2. Result of DEA
For the efficiency analysis of STPs, we used input-oriented DEA models. The input-oriented efficiency measures indicate the required improvement for the effective decision-making unit by comparing the actual input level with the best input level while keeping the output constants. We chose the input-orientation model since STPs have control on inputs rather than outputs. In Table 4, efficiency scores obtained by input-oriented CCR model is presented. The name of the STPs are coded since the data privacy restrictions.

According to the results in Table 4, there are five efficient and seventeen inefficient STPs. Average efficiency score of STPs is 0.840 and the lowest efficiency score is 0.562. In the third column of the table rank of the STPs is given.

3.3. Understanding Strong and Weak Areas of STPs
In this study, a DEA model with constant inputs is used with three inputs and three outputs as mentioned previous section. Including each input with all outputs and including each output with all inputs, we can obtain six more different DEA models and these models provide us to understand in which areas the STPs have good or bad performance. These results may be used for the policy-making studies for STPs. These models are named as Personnel Efficiency Model (M₁), Firm Efficiency Model (M₂), R&D Expenditure Efficiency Model (M₃), Revenue-oriented Model (M₄), Project-oriented Model (M₅), and Patent-oriented Model (M₆).

In Table 5, the definition of these models is presented. In the first column of the table, the name of the model is given and in the following columns which variables are included in the model is specified.

In Table 6, efficiency scores of the corresponding DEA models are presented. According to the results, average efficiency score of Constant Model (M₀) is 0.840, Personnel Efficiency Model (M₁) is 0.840, Firm Efficiency Model (M₂) is 0.575, R&D Expenditure Efficiency Model (M₃) is 0.678, Revenue-oriented Model (M₄) is 0.451, Project-oriented Model (M₅) is 0.790 and Patent-oriented Model (M₆) is 0.438.

According to the results in Table 6, STP_14 is efficient in all models except Patent-oriented Model (M₆). But in this model, it has a high efficiency score (0.900). STP_11 is efficient in Constant Model (M₀) but it has low
The efficiency performance in R&D Expenditure Efficiency Model (M₆) Revenue-oriented Model (M₅) and Project-oriented Model (M₄). This means STP_11 is not good at transforming the R&D expenditures to projects and revenues. STP_15 is efficient in Constant Model (M₀) but it has a low performance in R&D Expenditure Efficiency Model (M₆) and Patent-oriented Model (M₅). This means, it produces less output by R&D expenditures and outputs of the projects are not applied or granted as a patent in enough level. Another efficient unit STP_19 have a low performance in Revenue-oriented Model (M₅) and Patent-oriented Model (M₅). This can be interpreted as outputs of the R&D projects in STP_19 do not commercialize and do not get patents in enough level. Personnel Efficiency Model (M₁), Firm Efficiency Model (M₂) and R&D Expenditure Efficiency Model (M₆) scores are close to each other and these values are not far from the Constant Model (M₀). In other words, input efficiency

| Name of STP | Efficiency Score | Rank |
|-------------|------------------|------|
| STP_11      | 1.000            | 1    |
| STP_12      | 1.000            | 1    |
| STP_14      | 1.000            | 1    |
| STP_15      | 1.000            | 1    |
| STP_19      | 1.000            | 1    |
| STP_9       | 0.987            | 2    |
| STP_16      | 0.981            | 3    |
| STP_18      | 0.973            | 4    |
| STP_1       | 0.962            | 5    |
| STP_7       | 0.931            | 6    |
| STP_13      | 0.905            | 7    |
| Average     | 0.840            |      |

| Name of STP | Efficiency Score | Rank |
|-------------|------------------|------|
| STP_21      | 0.719            | 8    |
| STP_20      | 0.585            | 9    |
| STP_19      | 0.973            | 10   |
| STP_18      | 0.973            | 11   |
| STP_17      | 0.973            | 12   |
| STP_16      | 0.973            | 13   |
| STP_15      | 0.973            | 14   |
| STP_14      | 0.973            | 15   |
| STP_13      | 0.973            | 16   |
| Average     | 0.973            |      |

### Table 5. DEA Models for the STPs

| Inputs | Outputs |
|--------|---------|
| PER    | FIRM    |
| EXPD   | REV     |
| PRJ    | PAT     |

- Constant Model (M₀)
- Personnel Efficiency Model (M₁)
- Firm Efficiency Model (M₂)
- R&D Expenditure Efficiency Model (M₆)
- Revenue-oriented Model (M₅)
- Project-oriented Model (M₄)
- Patent-oriented Model (M₄)

### Table 6. Efficiency scores of STPs in terms of DEA model

| Name of STP | M₀ | M₁ | M₂ | M₃ | M₄ | M₅ | M₆ |
|-------------|----|----|----|----|----|----|----|
| STP_1       | 0.962 | 0.540 | 0.531 | 0.952 | 0.689 | 0.925 | 0.578 |
| STP_2       | 0.679 | 0.623 | 0.625 | 0.679 | 0.541 | 0.679 | 0.201 |
| STP_3       | 0.703 | 0.702 | 0.704 | 0.600 | 0.295 | 0.703 | 0.455 |
| STP_4       | 0.807 | 0.718 | 0.197 | 0.807 | 0.299 | 0.807 | 0.115 |
| STP_5       | 0.851 | 0.780 | 0.693 | 0.335 | 0.137 | 0.851 | 0.430 |
| STP_6       | 0.675 | 0.648 | 0.650 | 0.544 | 0.470 | 0.675 | 0.491 |
| STP_7       | 0.931 | 0.868 | 0.522 | 0.704 | 0.209 | 0.931 | 0.252 |
| STP_8       | 0.567 | 0.858 | 0.399 | 0.558 | 0.305 | 0.562 | 0.130 |
| STP_9       | 0.867 | 0.795 | 0.514 | 0.987 | 0.881 | 0.981 | 0.213 |
| STP_10      | 0.570 | 0.339 | 0.267 | 0.570 | 0.428 | 0.564 | 0.064 |
| STP_11      | 1.000 | 1.000 | 1.000 | 0.484 | 0.318 | 0.484 | 1.000 |
| STP_12      | 1.000 | 0.510 | 0.270 | 0.917 | 0.575 | 0.889 | 1.000 |
| STP_13      | 1.000 | 0.905 | 0.823 | 0.619 | 0.546 | 0.645 | 0.857 |
| STP_14      | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 0.900 |
| STP_15      | 0.981 | 0.761 | 0.509 | 1.000 | 1.000 | 0.923 | 0.406 |
| STP_16      | 0.542 | 0.734 | 0.433 | 0.342 | 0.671 | 0.444 |
| STP_17      | 0.973 | 0.875 | 0.771 | 0.563 | 0.224 | 0.973 | 0.446 |
| STP_18      | 1.000 | 0.852 | 1.000 | 0.613 | 0.177 | 1.000 | 0.483 |
| STP_19      | 0.585 | 0.442 | 0.277 | 0.585 | 0.529 | 0.572 | 0.305 |
| STP_21      | 0.719 | 0.505 | 0.485 | 0.654 | 0.310 | 0.719 | 0.114 |
| STP_20      | 0.858 | 0.310 | 0.267 | 0.858 | 0.471 | 0.847 | 0.549 |
| Average     | 0.840 | 0.680 | 0.575 | 0.678 | 0.451 | 0.790 | 0.438 |
scores do not fluctuate more. Efficiency score of Project-oriented Efficiency Model (M5) is 0.790 and this means STPs generate R&D projects using their inputs effectively. But Revenue-oriented Efficiency Model (M4) and Patent-oriented Efficiency Model (M6) scores decrease more than other scores. This result can be interpreted as, there is a problem in the commercialization and in the transforming to patents of the project results. To increase the performance in this area, firms in STPs may have mentoring on commercialization and intellectual property rights. Furthermore, the competitiveness of the R&D projects also should be examined. If the R&D projects are not innovative enough their chance to commercialized and to be subject to patents will decrease.

To understand if there is a significant difference between the DEA models Wilcoxon signed-rank test is conducted and the results of this test is given in Table 7. According to Wilcoxon signed-rank test results for DEA models, difference between the constant model and other models are significant at the 1% confidence level as presented in the last column of the table.

3.4. Findings of Cluster Analysis

In the study, we clustered the STPs based on the efficiency scores of the models obtained in the previous section. The variables included in the clustering were selected according to the pairwise correlation result given in Table 8. According to the table, there is a significant positive correlation between M1-M2, M2-M4 and M3-M4 models in the significance levels of 1% and 5%. The variables having no correlation with each other are used in K-means clustering analysis. For this reason, efficiency scores of M1, M2, M3 and M4 models are included in K-means clustering analysis. M1 is an input-related model and M4, M5 and M6 are output-related models.

ANOVA table of K-means algorithm is given in Table 9. According to the table, clusters are different in terms of the variables and three clusters are obtained by the algorithm.

There are four STPs in Cluster 1, five STPs in Cluster 2 and 13 STPs in Cluster 3. The name of STPs in each cluster is given in Table 10.

In Table 11 mean values of efficiency models by clusters are given. For M1, Cluster 3 performs best, for M2, Cluster 1 performs best, for M3, Cluster 1 performs best and for M4, Cluster 5 performs best. Cluster 1 STPs are named as Marketers, Cluster 2 STPs are named as Researchers and Cluster 3 STPs are named as Low-performers by the authors.

Marketers are best at the gathering revenue and developing R&D projects. They have moderate performance at personnel efficiency and gathering patents. STPs in this group develops effective R&D projects and they commercialize these projects. In intellectual property rights are they need to be improved. Researchers are best at personnel efficiency and patents. They have moderate performance at revenues and R&D projects. STPs in this group have good quality of R&D personnel and researchers, so they can gather patents. But in commercialization area they need to be improved.

Low-performers have the lowest performance in all areas. The main source of this situation is these STPs are in less-developed regions so the infrastructure in research and industrialization is not good enough. To improve the performance of these STPs investments in universities and industry must be increased in these regions and collaborations with the developed STPs must be encouraged in Marketers and Researchers clusters.

4. CONCLUSIONS

In this study, the efficiency of selected STPs in Turkey are examined using DEA. The DEA model includes three inputs and three outputs for 22 STPs. For the analysis STPs that are at least five years old ones selected. In the first stage of the study general DEA model is constructed using all input and output variables. In the second stage to understand the strength and weakness of the STPs six additional DEA models are constructed. In the last stage these STPs are clustered based on efficiency scores of the DEA models.

According to the results, there five efficient STPs and average efficiency score of the STPs is 0.840. In further analysis, we see that STPs have better performance in input-related models than output-related models. Especially STPs have low performance in R&D revenue-oriented efficiency model and patent-oriented model. This result can be interpreted as, there is a problem in the commercialization and in the transforming to patents of the projects. Furthermore, the competitiveness of the R&D projects also should be examined. If the R&D projects are not innovative enough their chance to commercializing and to be subject to patents will decrease. In clustering stage STPs are clustered using K-means algorithm using Personnel Efficiency Model (M1), Revenue-oriented Model (M4), Project-oriented Model (M5) and Patent-oriented Model (M6). At the end of clustering three clusters are obtained and these clusters are named as Marketers, Researchers and Low-performers. The features of the STPs in each cluster was interpreted and suggestions were made to improve the performance of the STPs in each cluster.

For the future directions, additional input and output variables can be used such as R&D personnel, R&D investments, exports etc. Add some examples and other efficiency analysing methods such as network DEA models or stochastic frontier analysis can be used. Furthermore, regression models can be used to examine the determinants on the efficiency of the STPs as the second stage analysis.
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Table 7. Wilcoxon signed-rank test results for DEA models output variables

|       | N   | Mean Rank | Sum of Ranks | z     | P     |
|-------|-----|-----------|--------------|-------|-------|
| M₀-M₁ |     |           |              |       |       |
|       | Negative | 0  | 0.00 | 0.00 | -3.823 | 0.000* |
|       | Positive | 19 | 10.00 | 190.00 |       |       |
|       | Ties | 3  |       |       |       |       |
| M₀-M₂ |     |           |              |       |       |
|       | Negative | 0  | 0.00 | 0.00 | -3.622 | 0.001* |
|       | Positive | 17 | 9.00 | 153.00 |       |       |
|       | Ties | 5  |       |       |       |       |
| M₀-M₃ |     |           |              |       |       |
|       | Negative | 0  | 0.00 | 0.00 | -3.297 | 0.000* |
|       | Positive | 20 | 10.50 | 210.00 |       |       |
|       | Ties | 8  |       |       |       |       |
| M₀-M₄ |     |           |              |       |       |
|       | Negative | 0  | 0.00 | 0.00 | -2.805 | 0.005* |
|       | Positive | 10 | 5.50 | 55.00 |       |       |
|       | Ties | 12 |       |       |       |       |
| M₀-M₅ |     |           |              |       |       |
|       | Negative | 0  | 0.00 | 0.00 | -3.920 | 0.000* |
|       | Positive | 20 | 10.50 | 210.00 |       |       |
|       | Ties | 2  |       |       |       |       |

*p<0.01

Table 8. Correlation coefficients between DEA models

|       | M₀           | M₁           | M₂           | M₃           | M₄           | M₅           | M₆           |
|-------|--------------|--------------|--------------|--------------|--------------|--------------|--------------|
| M₀    | 1.000        |              |              |              |              |              |              |
| M₁    | 0.663**      | 1.000        |              |              |              |              |              |
| M₂    | 0.484**      | 0.757**      | 1.000        |              |              |              |              |
| M₃    | 0.413*       | -0.009       | -0.339       | 1.000        |              |              |              |
| M₄    | 0.729**      | 0.369        | 0.206        | 0.489**      | 1.000        |              |              |
| M₅    | 0.233        | -0.137       | 0.795**      | 0.201        | 1.000        |              |              |
| M₆    | 0.542**      | 0.384        | 0.408        | 0.184        | 0.057        | 0.277        | 1.000        |

Table 9. ANOVA results of K-means algorithm

|       | Mean Square | df | Mean Square | df | F     | Sig. |
|-------|-------------|----|-------------|----|-------|------|
| M₁    | 0.121       | 2  | 0.034       | 19 | 3.562 | 0.049** |
| M₂    | 0.478       | 2  | 0.022       | 19 | 22.151| 0.000**|
| M₃    | 0.414       | 2  | 0.047       | 19 | 8.865 | 0.002* |

*p<0.01, **p<0.05, ***p<0.01

Table 10. Efficiency score clusters

|       | Name of STPs |
|-------|--------------|
| 1     | STP_1, STP_14, STP_23, STP_24 |
| 2     | STP_17, STP_18, STP_19, STP_27, STP_28 |
| 3     | STP_2, STP_3, STP_4, STP_6, STP_8, STP_10, STP_12, STP_16, STP_25, STP_26, STP_30, STP_31, STP_32 |

Table 11. Mean values of efficiency models by clusters

| Efficiency Model | Cluster 1 (Marketers) | Cluster 2 (Researchers) | Cluster 3 (Low-performers) |
|-----------------|-----------------------|------------------------|----------------------------|
| M₀              | 0.774                 | 0.828                  | 0.594                      |
| M₁              | 0.957                 | 0.798                  | 0.735                      |
| M₂              | 0.893                 | 0.368                  | 0.347                      |
| M₃              | 0.524                 | 0.757                  | 0.289                      |
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