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Abstract—Being able to quickly adapt to changes in dynamics is paramount in model-based control for object manipulation tasks. In order to influence fast adaptation of the inverse dynamics model’s parameters, data efficiency is crucial. Given observed data, a key element to how an optimizer updates model parameters is the loss function. In this work, we propose to apply meta-learning to learn structured, state-dependent loss functions during a meta-training phase. We then replace standard losses with our learned losses during online adaptation tasks. We evaluate our proposed approach on inverse dynamics learning tasks, both in simulation and on real hardware data. In both settings, the structured and state-dependent learned losses improve online adaptation speed, when compared to standard, state-independent loss functions.

I. INTRODUCTION

Truly autonomous robots need to be able to adapt their internal models when interacting with the environment. For instance, a robot that has learned its own dynamics needs to be able to adapt to the changes in dynamics caused by picking and placing a heavy object (Figure 1). Humans are remarkably good at adapting to such changes very quickly. And studies on how humans adapt to external forces suggest that we learn how to adapt to such changes in dynamics, and that we remember the adaptation strategy when encountering previously experienced perturbations [1].

The larger goal of our work is to learn representations that endow robots with similar capabilities. In this work, we specifically look at fast learning or adaptation of inverse dynamics for model-based control. While many robots have analytical inverse dynamics models, they are often crude approximations to the actual dynamics of the robot. Furthermore, even if the models would be accurate enough for the robot’s dynamics, they do not model the changes in dynamics caused by interaction with the environment. Thus, a lot of research has gone into data-driven methods for model-based control [2], with the hope that learning-based methods can either learn better models altogether [3], [4], or learn error-models on top of existing analytical ones [5].

In that context, online learning or adaptation of inverse dynamics models has been studied [6], [7], [8]. When such online learning methods are deployed on real robots, one has to be concerned with computational and data efficiency of the optimizer. An online learner needs to make the most out of the recently observed data with as few parameter updates as possible. A key insight of our work is that standard losses, such as the Mean-Squared-Error (MSE), are not state-dependent, but observed errors and how much we should correct for them can be state-dependent. For instance, an optimizer could update dynamics parameters aggressively throughout most of the state-space, but needs to be more conservative around singular configurations, or after overcoming the effects of static friction.

Learned, state-dependent losses could potentially incorporate such issues and thus lead to faster inverse dynamics model learning. Thus, in this work, we aim at improving data efficiency, by replacing standard loss functions for inverse dynamics learning, with learned, state-dependent losses.

Towards this goal, we develop a meta-learning framework, that trains loss functions for fast adaptation of inverse dynamics models. Our approach builds on [9], a gradient-based meta-learning framework for learning loss functions. This work proposed learning losses that are parameterized as neural networks for various learning tasks. Here, we contribute the following: 1) we utilize [9] to formulate an offline meta-training algorithm for training loss functions, and 2) we propose two structured loss representations specifically suitable for learning inverse dynamics models, one of which is state-dependent.

We evaluate our proposed loss representations on several inverse dynamics learning tasks, both in simulation as well as on real hardware data of a 7 degree of freedom robot arm. Our results show that meta-learning structured losses leads to more robust meta-training of the losses, as compared to using typical neural network representations for the loss function. Furthermore, we find that our structured losses lead to faster learning and online adaptation of inverse dynamics models. Finally, especially on real robot learning experiments, the proposed state-dependent loss outperforms all other loss representations in terms of adaptation speed, providing experimental validation for the thought that learning state-dependent loss functions can improve data efficiency in...
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significantly improving online learning speed. We squared error, and do not benefit from a state-dependent loss functions for inverse dynamics learning, a loss function that can lead to faster learning online. We attempt to learn a model over this error instead of the entire analytical), which will be inaccurate in the real world, and [16]. Another line of work assumes a prior model (e.g. analytical), which will be inaccurate in the real world, and attempts to learn a model over this error instead of the entire inverse dynamics model [5], [7], [17], [18]. In all of these approaches, the dynamics are learned to optimize the mean-squared error, and do not benefit from a state-dependent loss function that can lead to faster learning online. We present a meta-learning framework that can learn structured, state-dependent loss functions for inverse dynamics learning, significantly improving online learning speed.

B. Learning Inverse dynamics

In this work we apply meta-learning to the problem of improving inverse dynamics models, in an attempt to train as quickly as possible. The problem of inverse dynamics learning is widely studied in robotics literature, ranging from learning analytical rigid-body models, as in [10] to over-parametric neural-network models, as in [11]. Given the computational and data constraints of learning dynamics models on real robots, there has been significant work on computationally efficient methods for learning and adapting inverse dynamics models [11], [12], [13], [3], [8], including learning incrementally in an online manner [6], [14], [15], [16]. Another line of work assumes a prior model (e.g. analytical), which will be inaccurate in the real world, and attempts to learn a model over this error instead of the entire inverse dynamics model [5], [7], [17], [18]. In all of these approaches, the dynamics are learned to optimize the mean-squared error, and do not benefit from a state-dependent loss function that can lead to faster learning online. We present a meta-learning framework that can learn structured, state-dependent loss functions for inverse dynamics learning, significantly improving online learning speed.

C. Meta-Learning

Learning-to-adapt can be considered a form of meta-learning, where an agent attempts to learn how to learn from observations. Meta-learning has become very popular within the machine-learning community [19], [20], [9] and we can differentiate roughly between three types of approaches for learning-to-adapt: Methods that meta-learn initialization of models from which an agent can quickly adapt to new scenarios [19], methods that learn an optimizer representation [21], [22], and finally methods that learn loss functions [9], [23], [24]. This work focuses on the latter, learning loss functions. For a more detailed overview of meta-learning approaches see [25].

In this work, we focus on learning loss functions, and build on the work by [9], which meta-learns a loss function in order to generalize across tasks. We modify their framework for training loss functions for inverse dynamics learning, and use it to efficiently update dynamics models at test time. We additionally introduce state-dependent losses, that allow for changes in the loss landscape based on the current robot state.

D. Meta-Learning Dynamics Models

There has also been research in meta-learning with a focus on meta-learning dynamics models, either with fast fine-tuning [26] or with online learning of a memory learning rates [20]. [26] meta-learns a dynamics model initialization in simulation that can quickly be fine-tuned during test time to adapt to different settings. However, adaptation to completely novel dynamics, not captured in the meta-train task-distributions, remains a challenge for such approaches. On the other hand, [20] present an approach to learn the learning rate used in model updates online, which can increase online adaptation efficiency. But because the model that predicts learning rates is learned online, it is affected by forgetting, thus information about prior tasks is lost.

In this work, we learn a state-dependent loss function during an offline meta-training phase; and show that it transfers to previously unseen tasks, with novel dynamics (such as additional load at the end-effector) at meta-test
III. LEARNING LOSS FUNCTIONS FOR INVERSE DYNAMICS MODELS

In this section we present our approach to learning structured loss functions for inverse dynamics learning. We built on prior work on meta-learning [9] which has shown that learned loss functions can lead to faster learning for various supervised learning problems. Here, we propose to learn state-dependent loss functions with structure.

Our loss-learning framework comprises of two phases: Phase 1 (meta train): Meta-Training is the process by which we learn our loss function. More specifically, we use data collected from sine motions on the joints to optimize the parameters $\phi$ of our loss function $L_{\text{learn}\phi}$. Phase 2 (meta test): Meta-testing (which is similar to a typical training phase) is the process by which we train our inverse dynamics model. We use the $L_{\text{learn}\phi}$ with optimal parameters $\phi^*$ to train $f$ on new tasks. We start out by recapping how to learn inverse dynamics models given any loss function.

A. Learning Models for Inverse Dynamics Control

We aim to learn a model of the inverse dynamics - i.e. given the current joint positions $q$ and velocities $\dot{q}$, and the next desired joint acceleration $\ddot{q}_d$, we want to learn a function $f$, parameterized by $\theta$ such that:

$$u_{ff} = f_\theta(q, \dot{q}, \ddot{q}_d)$$

where $u_{ff}$ is the feed-forward torque that should be applied to achieve the desired acceleration $\ddot{q}_d$ as per the inverse dynamics model. In this work, we model $f$ via a neural network parameterized by $\theta$, and we aim to learn it from a stream of data as quickly as possible. This model is trained on a data set $\mathcal{D} = \{ (q_t, \dot{q}_t, \ddot{q}_t), \tau_t \}_{t=1}^T$ by minimizing a loss $L_{\text{MSE}}$ between the predicted control outputs ($u_{ff}$) and ground truth torque values ($\tau$). The inverse dynamics model can be learned via stochastic gradient descent (SGD) by iteratively updating the parameters $\theta$ as follows:

$$\theta_{\text{new}} = \theta - \alpha \nabla_\theta L_{\text{MSE}}$$

where $\alpha$ is the chosen learning rate. The MSE loss, just like any other typical loss, is a domain-independent loss that can be used for any function approximation problem. We believe that learning loss functions for inverse dynamics learning can lead to losses that update these models more effectively.

B. Loss Function Representations

Instead of using unstructured neural-network architectures as in [9] to represent the loss, we propose to learn structured loss functions. Next, we describe in detail the different loss architectures explored in our work.

1) Multi-Layer Perceptron (mlp): In [9] the learned loss is represented as a neural network. Similar to the MSE loss, the learned loss $L = L_{\text{learn}\phi}(\hat{\tau}, \tau)$ takes as input the predicted output $\hat{\tau} = f_\theta$ and its corresponding ground truth value $\tau$, and outputs a loss value that computes an effective distance between $f_\theta$ and $\tau$. The loss architecture is a fully-connected MLP network with 3 layers of 40 neurons each, with a ReLu activation in the hidden layer. A Softplus activation is applied to the output. This loss representation is our baseline.

2) Structured loss (structured): The mlp architecture doesn’t take into account the structure of the inverse dynamics learning problem.

Here, we propose to use a parameterized loss of the form:

$$L_{\text{learn}\phi} = \sum_{j=1}^J \phi_j(f_\theta - \tau_j)^2,$$

where $J$ denotes the number of controllable joints and $\phi_j \in \mathbb{R}^3$ are learnable parameters, one per joint $j$. This structured learned loss takes into account to the shape of the inverse-dynamics model’s outputs (i.e. a predicted torque $f_\theta$ per joint), and learns to assign different weights to the different joints. Intuitively, dynamics errors in some joints can cause poor tracking of desired joint acceleration and this loss learns to weigh torque error on crucial joints more heavily than others. Updating more important joints faster likely leads to improvement in online learning speed.

3) State Dependent loss (state-dependent): Our proposed structured loss assumes constant learned weights for the whole robot state space. Here, we introduce a state-dependent loss with weights $\phi_j$ that are a function of the current joint state $\{q, \dot{q}\}$:

$$L_{\text{learn}\phi} = \sum_{j=1}^J \phi_j(q, \dot{q})(f_\theta - \tau_j)^2.$$
a way such that training the model \( f_\theta \) with the corresponding \( L_{\text{learn}} \) brings us a step closer to obtaining an accurate model of the robot’s inverse-dynamics. This can be checked by evaluating the resultant inverse-dynamics model with the \( L_{\text{MSE}} \).

More concretely, we first update the parameters \( \theta \) via the update rule \( \theta_{\text{new}} \leftarrow \theta - \alpha \nabla_{\theta} L_{\text{learn}} \) using batches of continuous (sequential) inverse dynamics data \( q_{t+1:K}, \dot{q}_{t+1:K}, \ddot{q}_{t+1:K}, \tau_{t:K} \), where \( K \) is the batch size, from the meta-train data set. This batch is halved, and the first half is used to update the parameters of the inverse dynamics model using the current state of the learned loss \( L_{\text{learn}} \).

We denote the new updated parameters as \( \theta_{\text{new}} \). We can now evaluate this updated model \( f_{\theta_{\text{new}}} \) on the 2nd half of the batch. This mimics the incremental learning at test time, where the \( L_{\text{learn}} \) updates \( f_\theta \) on sequentially incoming data.

The update of the loss parameters \( \phi \), is done implicitly through the evaluation of \( f_{\theta_{\text{new}}} \):

\[
\phi \leftarrow \phi - \eta \nabla_{\phi} L_{\text{MSE}}(f_{\theta_{\text{new}}}(Q, \tau)) \tag{3}
\]

While it is possible to analytically derive this gradient (See [9]), one can use modern libraries for such meta-gradient computations. In particular, we use higher [27].

Our approach for meta-training a learned loss for learning inverse-dynamics models is summarized in Algorithm 1.

IV. SIMULATION EXPERIMENTS

In this section we evaluate our proposed loss function representations for inverse dynamics learning in simulation. In particular, we aim to evaluate how well the different loss function representations train and how online adaptation of inverse dynamics with learned loss compares to using a standard MSE loss.

A. Meta-training: Learning loss functions

We start by training our loss function representations in simulation. In our meta-training phase, we collect data, meta-learn the loss functions, and evaluate the different types of learned losses (\textit{mlp}, \textit{structured}, and \textit{state-dependent}).

1) Data Collection: For our simulation experiments, we record the motion of the KUKA iiwa moving in the PyBullet simulator [28]. We collect multiple sine-motion trajectories that were generated around the rest posture of the arm. More specifically, let \( q_{\text{test}} \) be the rest posture, then we generate the desired joint position at time step \( t \) to be

\[
q_t = A \sin(2\pi f t) + q_{\text{test}}, \quad \text{where } \Delta t \text{ is the length of a time step, } f \text{ is the frequency of the sine motion, and } A \text{ is the amplitude of the sine motion, with a value that is chosen to avoid self-collision.}
\]

To get a rich data set we collect sine-motion data at various frequencies. Specifically, we collect sine motion data at frequencies \( f = [0.01, 0.02, \ldots, 0.09] \). The simulator runs at 240 Hz, and for each frequency we collect 10s of data. We split the collected data into meta-train and meta-test data sets, where meta-train data consists of data collected with frequencies \( [0.01, 0.03, 0.05, 0.06, 0.07, 0.08] \) and meta-test data of data collected with frequencies \( [0.02, 0.04, 0.09] \).

2) Evaluation of Meta-Training: We first meta-train our learned loss functions \textit{mlp}, \textit{structured} and \textit{state-dependent} described in Section III-B with the meta-train data set according to Algorithm 1 with hyper-parameters:

| Batch Size | \( \alpha \) | \( \eta \) | \( \text{iters}_{\text{max}} \) |
|------------|-------------|-------------|-----------------|
| 256        | 0.001       | 0.01        | 10              |

After meta-training has finished, we evaluate our learned losses against Pytorch’s built in Mean Squared Error Loss [29] for comparison by training an inverse-dynamics model with each of the losses. We perform two kinds of evaluations:

\textbf{During meta-training} After each epoch, we use the current losses and use them to train inverse dynamics models, on 1) the meta-train data itself, and on 2) the held-out meta-test data (see Figure 3 (a) and (b) respectively. We compare to using the MSE loss. Note while we use the various losses to perform the learning we evaluate the MSE achieved for all of them, to make results comparable.

\textbf{After Meta-Training:} We use all learned losses and the MSE loss to perform a final training of the inverse dynamics on both meta-train and meta-test data, for 100 gradient steps. Results of these training curves, again visualizing MSE achieved by the various losses, are shown in Figure 3 (c) and (d), respectively.

3) Analysis: We note from Figure 3 (a) and (b), that by 150 epochs, all three of the learned losses have achieved better results than MSE. While the \textit{mlp} loss improves upon MSE loss, it is also less stable to train than the \textit{structured} and \textit{state-dependent} losses (observe how the evaluation metric for the model \( f_\theta \) varies smoothly with the number of
meta-epochs for these particular losses). This shows that incorporating information about the inverse dynamics model and the nature of its outputs in the loss function make the loss function easier to train. The best performer amongst all the learned losses is the state-dependent loss, suggesting that the loss landscape for training inverse-dynamics model is dependent on the current state.

Plots from Figure [3] (c) and (d) show that training the inverse dynamics model via the learned losses progresses much faster as compared to training via MSE loss. Therefore, these results suggest that learned losses indeed lead to faster training of inverse dynamics models. A key takeaway is that the structured loss performs better than the mlp loss, and state-dependent is the best performer.

B. Online Adaptation

In the previous experiments, we evaluated the trained loss functions on learning inverse dynamics models from randomly sampled batches. Here, we evaluate how fast training progresses when using the learned losses to train on streaming data. For this experiment, we use the loss functions trained in the previous experiment to train a randomly initialized inverse dynamics model online. We use the meta-test trajectories obtained from the data collection process described in Section IV-A.1 but instead of randomly sampling from that data, training passes through the data sequentially, in batches of size 5. In detail, at every update step k, we create a batch from the next 5 time steps, record the prediction error (MSE) made on that batch, and then perform one gradient update step on model parameters θ based on the learned losses. We visualize this prediction error as a function of time in Figure [5]. The slope and stability of the MSE curves in the figure indicate how quickly the model is able to adapt to an incoming stream of data. We note from Figure [5] that the MSE curves for the inverse model trained via learned losses output lower values throughout the training process than the ones trained using an MSE loss. This indicates that training with a learned loss is much more suitable when the model needs to adapt in an online setting.

V. HARDWARE EXPERIMENTS

We now turn to evaluating our proposed loss architectures on real hardware data. While simulation results are already promising, we expect the benefits of using state-dependent losses to be even larger on real data, as a lot of effects like stiction do not appear in simulation.

A. Meta-training: Learning loss functions

Similar to simulation in Section IV-A.2, we first evaluate the meta-training phase - in particular, how well our learned losses can optimize inverse dynamics models on unseen data.

1) Data Collection: For our real hardware experiments, we collect two types of data sets from our Kuka iiwa, which is gravity compensated. Similar to our simulation experiments, we collect sine motion data at frequencies $f = [0.02, 0.03, ..., 0.08]$. Our controller runs at 250 Hz, and for each frequency we collect 30s of data. We split the collected data into meta-train and meta-test data sets, where meta-train data consists of data collected with frequencies [0.02, 0.03, 0.04, 0.06, 0.08] and meta-test data of data collected with frequencies [0.05, 0.07].

For meta-training we use the same hyper-parameters as we did in Section IV-A.

2) Evaluation and Analysis: The evaluation statistics plotted in Figure [4] and our analysis for evaluating meta-training for the real data from them mirror those for the simulation data (Section IV-A.2). Figures [4] (a) and (b) demonstrate that meta-training learned losses with a structure, (i.e, both structured and state-dependent losses) is much more stable than meta-training the mlp learned loss. From Figures [4] (c) and (d), we again note that inverse-dynamics models train much faster when learned-losses are used for optimization as opposed to MSE loss in the order: state-dependent > structured > mlp.
B. Online Adaptation on Pick and Place Task

We now use the learned losses to online learn the inverse dynamics model of a pick and place task.

1) Data Collection and Setup: The second data set consists of data collected for a pick-and-place task (see top row of Figure 6). We collect 3 trials of picking-and-placing a milk carton, which weighs 857 grams, and separate the task into 5 motions: reaching for the carton (reach), lifting the carton (lift), moving the carton across the table (move-over), putting the carton down (move-down), and retracting the arm to its rest posture (retract).

Note that while in the corresponding experiment on the simulation (Section IV-A), the state-dependent loss is the best performer, its improved performance on the real data is much more visible.

This significant improvement of the state-dependent loss, when compared with the experiments on simulation, can be explained by considering the fact that the hardware has to deal with real world issues, such as static friction and noise. We believe the state-dependent loss has learned how to penalize errors depending on where in the state-space the robot is.

2) Evaluation: We record the MSE between predicted and actual torques while training on each task within pick and place with the learned losses mlp, structured and state-dependent each with learning rates 0.001. For comparison, we plot these in Figure 6 alongside an MSE loss (with learning rate .001) and with our baseline pretrained model. The second row of Figure 6 shows the results for learned losses trained on the simulator data, indicating the ability of a sim-to-real transfer from the losses meta-trained on sim data to the model-training on real data. For the third row
the same Figure, we train the learned losses on data collected from a sine-motion task on real hardware. In the last row of Figure 6, we compare against an adaptive optimizer (Adam). We see that a SGD optimizer optimizing our state dependent loss outperforms an adaptive optimizer that optimizes an MSE loss, as well. Overall, we make 2 observations: 1) all learned losses outperform the standard MSE loss; 2) we see a clear improvement over the losses trained in simulation; most strikingly the state-dependent loss significantly outperforms all other losses. It is able to achieve low error predictions throughout all motions.

3) Analysis: Three separate conclusions emerge from the analysis of the results in Figure 6:

i) Adaptation is needed: The pretrained model (pre-trained on meta-train data) does not perform well on this test task. This shows that the data distribution is significantly different from the meta-train data distribution and adaptation is needed.

ii) Sim-to-Real Transfer: For most of the executed motions, models trained by optimizing the losses learned on the simulator data seem to perform better than models trained with MSE losses, especially when the same \( \alpha \) from meta-training (Algorithm 1) is used to train them. This indicates that the learned losses can be transferred from simulations to real data to some extent.

iii) State-dependent losses adapt better: Models optimized with learned losses perform consistently better than those optimized using the MSE loss at the same learning rate - 0.001. Specifically, the state-dependent loss outperforms all other losses (including the model trained with MSE loss at a higher learning rate). This can be seen in Table I as state dependent loss has the lowest error on average and lowest variance in terms of prediction performance for each motion. Consequently, these results suggest that keeping track of the state allows our learned loss to better adapt the dynamics model (for example, in cases of stiction on our robot joints). Additionally, we observe that the evaluation curves for the state-dependent loss are much smoother and show less variance across multiple trajectories (which follow the same motion as we progress through training \( f_a \)). This indicates that training a model with state-dependent loss on an online stream of data is significantly more stable than training with other learned-losses or MSE.

| Loss Functions | Reaching Mean | Reaching Std | Lifting Mean | Lifting Std | Moving Over Mean | Moving Over Std | Putting Down Mean | Putting Down Std | Retracting Mean | Retracting Std |
|----------------|--------------|--------------|--------------|-------------|------------------|---------------|------------------|------------------|----------------|-------------|
| mse, lr 0.001  | 1.881        | 1.588        | 9.253        | 7.191       | 13.535           | 7.399         | 4.242            | 1.934           | 2.705          | 1.685        |
| mse, lr 0.01   | 1.602        | 1.374        | 6.53         | 6.243       | 3.624            | 3.129         | 1.376            | 1.642           | 3.559          | 2.271        |
| structured     | 1.24         | 0.958        | 2.144        | 2.251       | 1.083            | 0.985         | 0.885            | 1.345           | 1.811          | 1.199        |
| state dependent| 0.196        | 0.142        | 0.152        | 0.174       | 0.136            | 0.661         | 0.156            | 0.849           | 0.237          | 0.311        |
| mlp            | 1.203        | 1.254        | 6.124        | 4.844       | 9.168            | 5.324         | 3.647            | 1.649           | 2.328          | 1.812        |

Table I: Online adaptation performance (MSE) of inverse-dynamics model on pick and place task. For each motion segment, results are averaged across 3 trials, and 5 random seeds per trial. The state-dependent loss is the performer across each motion trajectory both in terms of converging to the lowest error on an average as well as having the least amount of variance in terms of prediction performance.

![Fig. 7](image-url) Fig. 7: This plot depicts the \( \phi \) values for structured loss trained on robot (real) and simulator (sim) data (loss updated in equation 1). The difference between \( \phi \)s for these data sets is likely because real data contains examples of non-ideal motion patterns with static friction and noise.

![Fig. 8](image-url) Fig. 8: We show scatter plots of the \( \phi \) against joint angles \( q \) for the state-dependent loss (equation 2) trained on robot (1st row) and simulator (2nd row) sine-motion data for multiple trajectories (differently colored) of the reaching motion on the robot. The correlation between \( \phi \) and \( q \) demonstrates how losses change as a function of the state.

C. Analysis of Structured Losses

Our structured losses (structured and state-dependent) incorporate the notion that torques at some of the joints are more informative than others when measuring a distance between torque values and therefore learn to weigh each component of the loss function that corresponds to a torque dimension separately. We visualize the weights of the structured loss in Figure 7, both for the loss trained in simulation as well as the loss trained on hardware. Note that the distribution of weights differs between the simulation and hardware data. We postulate that the structured loss learned on real robot data captures some of the reality gap between hardware and simulation in its weight distribution, therefore adapting to what we might only see in a hardware experiment. It is possible that all joints have a higher weight for the real data because there exists some stiction on the joints, causing them to require higher torque values to move the same distance as in simulation. We also visualize the
weight of the first joint of the state-dependent loss (Figure 8) as a function of the joint state. We can clearly see that the weights on the joints vary as a function of the state. We believe that it is highly likely that keeping track of state captures more of these real world issues than structured loss does, allowing us to have even better performance.

VI. CONCLUSION

In this work we contribute a framework for applying meta-learning to adaptation of inverse dynamics models and improve upon previous meta-learning loss [9] methods by adding structure and state dependency to the learned loss, resulting in better adaptation to online data. Our evaluation shows that all learned losses perform better than our baseline (MSE) on training an inverse dynamics model. However, specifically adding structure and state-dependency to the learned losses produces faster results with better (and more stable) adaptation to hardware data. This result provides experimental evidence for our intuition that a state-dependent loss can capture non-linear and unmodelled effects such as static friction.

We see several promising directions for further research involving the methods we have introduced in this work. Currently, due to safety concerns, the online adaptation experiments on the hardware were performed using data collected offline from the robot, but fed to the model sequentially, mimicking an actual online setting. In future, we plan on investigating methods to safely apply meta-learning directly on robots.

Another intriguing direction would be to investigate the state-dependent loss further in order to verify some of our hypotheses relating to its exceptional performance. For instance, we would like to demonstrate and visualize the inner workings of the state-dependent loss. In addition, we hope to explore how structured and state-dependent meta losses improve learning of other types of models for inverse dynamics - such as analytical models [30], [10]. Finally, to dive deeper into the analysis of our meta-learned losses, we intend to compare our loss-learning approach to other meta-learning methods such as [31], [32] to understand when a learned loss leads to better adaptation than a meta-trained model.
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