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Abstract—Recommender Systems (RSs) work as a personal agent for individuals who are not able to make decisions from the potentially overwhelming number of alternatives available on the World Wide Web (or simply Web). Neighborhood-based algorithms are traditional approaches for collaborative recommendations and are very popular due to their simplicity and efficiency. Neighborhood-based recommender systems use numerous kinds of similarity measures between users or items in order to achieve diverse goals for designing an RS such as accuracy, novelty, diversity etc. However, the existing similarity measures cannot manage well the data sparsity problems, which results in either very few co-rated items or absolutely no co-rated items. Furthermore, there are also situations where only the associations between users and items, such as buying/browsing behaviors, exist in form of unary ratings, a special case of ratings. In such situations, the existing similarity measures are either undefined or provide extreme values such as either 0 or 1. Thus, there is a compelling need to define a similarity measure that can deal with data sparsity problem and/or unary rating data. This article proposes a new similarity measure for neighborhood-based collaborative recommender systems based on Newton’s law of universal gravitation. In order to achieve this, a new way of interpreting the relative mass as well as the relative distance has been taken into consideration by using the rating data from the user-item matrix. Finally, for evaluating the proposed approach against baseline approaches, several experiments have been conducted using standardized benchmark datasets such as MovieLens-100K and MovieLens-1M. Results obtained demonstrate that the proposed method provides better predictive accuracy in terms of RMSE and significantly improves the classification accuracy in terms of precision-recall.

Index Terms—Recommender Systems, Collaborative Filtering, Similarity Measures, Newton's law of universal gravitation, E-commerce.

I. INTRODUCTION

Recommender Systems (RSs) help individuals who are not able to make decisions from the potentially overwhelming number of alternatives available on the World Wide Web (or simply Web) [1,2]. A number of commercially successful websites including YouTube[3] and Netflix[4] have employed RSs to facilitate their customers to find interesting items e.g. videos, movies. RSs are the crucial technique for e-commerce websites for providing personalized services to their customers[5]. RS provide relevant suggestions, that may be interesting/useful to users, by exploiting the various sources of data related to users, items and their interactions[6]. Fig.1 shows a high-level abstract view of an RS in general.

Among various recommendation approaches, collaborative filtering-based approaches are the most popular techniques. The articles [6], [16], and [17] provide excellent surveys on collaborative filtering-based recommendations. According to [16], collaborative recommendation approaches can further be classified into two general classes as memory-based and model-based. Memory-based approaches [17-19], also referred to as neighborhood-based collaborative filtering algorithms, use the entire collection of user-item rating data stored in the system for the recommendations process. In contrast to neighborhood-based approaches, the model-based
approaches build a model by learning from rating data [20–23]. Particularly, neighborhood-based algorithms (for an example k-Nearest Neighbors) are the traditional algorithms for collaborative recommendation approaches [24]. These algorithms are very popular due to their simplicity, in terms of implementation, and efficiency in terms of performance. Neighborhood-based recommender systems use numerous definitions of similarities between either users or items. The similarity measure is the core component of the neighborhood-based collaborative recommendation as explained by Herlocker et al. in the articles [25], [26].

Traditionally, the similarity between users or items is defined using statistical measures such as Pearson Correlation Coefficient (PCC) [27, 28], Constrained Pearson Correlation Coefficient (CPCC) [11], Mean Squared Difference (MSD) [11], Cosine similarity (COS) [16] and Adjusted Cosine Similarity (ACOS) [19]. Moreover, few researchers utilized heuristic information to define the similarity between users/items such as Proximity-Impact-Popularity (PIP-measure) [29], and Proximity-Significance-Similarity (PSS-measure) [30].

In recent years, different contextual information along with hybridization of two or more existing similarity measures, is also exploited for defining similarity such as Jaccard-Mean-Squared Difference (JMSD) [31], Coverage-based JMSD (CJMSD) [32], singularity-based (SING) [33], and significance-based (s-metric) [34].

However, data sparsity and unary rating data (where only the association between users and items are known such as buying/browsing behaviors in contrast to the actual rating value) are the two main limitations associated with existing similarity measures. This warrants the need for a new similarity measure to overcome the existing issues with similarity measures. Therefore, this article proposes a new similarity measure between users based on Newton’s gravitational law of attraction. It describes a way for modeling two main parameters, i.e. the relative mass & distance, in the gravitational force by using the rating data available in User-Item Matrix. Here, the similarity between users is calculated based on an equation analogous to Newton’s law of universal gravitation. Finally, the proposed similarity measure is used to find similar users to an active user.

Several experiments have been performed using the standardized benchmark datasets, MovieLens-1M and MovieLens-100k, for validating the effectiveness of the proposed similarity measure against various accuracy matrices such as RMSE, precision, and recall; which are considered as the most examined goals for designing an RS.

The rest of the article is organized as follows: Section II highlights some of the related work for the similarity measures. Section III explains the proposed similarity measure in detail; Section IV discusses the experimental details and results; finally, we conclude the article in Section V.

II. RELATED WORKS

In the past, there have been several efforts in designing similarity measures to be used with the neighborhood-based collaborative recommendation. In RS literature, there are numerous similarity measures have been proposed to calculate the similarity between users or items.

Traditionally, Pearson Correlation Coefficient (PCC) [27, 28], Constrained Pearson Correlation Coefficient (CPCC) [11], Mean Squared Difference (MSD) [11], Cosine similarity (COS) [16] and Adjusted Cosine Similarity (ACOS) [19] are used to find out the similarity between either users or items. Table 1 summarizes these traditional similarity measures with their formulae and major drawbacks.

Apart from the traditional similarity measures, there are some new similarity measures proposed in recent times. Ahn [29] proposed a new similarity measure, called PIP (Proximity, Impact, and Popularity), for solving the cold starting problem and Liu et al. [30] further improves this PIP measure.

Bobadilla et al. proposed several similarity measures in order to remove the limitations of existing traditional similarity measures [31–34]. In [31], Bobadilla et al. combined the Jaccard index with MSD to define a new similarity metric, called JMSD. This JMSD metric had been further enhanced in [32] by adding an additional term corresponding to improve the coverage of an RS, therefore called as Coverage-based JMSD (CJMSD). Different contextual information related to items and users such as singularities, significances etc. have been utilized to propose new similarity measures in [33, 34].

Further, Patra et al. [36], has proposed a new similarity measure by utilizing Bhattacharyya Coefficient to handle the data sparsity problem. In addition, there are numerous articles present in the recommender systems literature, which combine two or more similarity measures in order to introduce a new hybrid similarity measure.

In very recent time, Kumar et al. [37], proposed a similarity measure to describe the affinity between items (in the online space) based on Newton’s law of the gravitational attraction. In their work, Kumar et al. analyzed the features (or attributes) of the items along with rating data for modeling the similarity measure, therefore, their approach is an example of hybridization of content-based and collaborative filtering. Additionally, they have suggested that the two main features of the model (i.e. the relative mass & distance) can be interpreted in various different ways. The proposed work is inspired by their idea but in contrast, does not exploit content (tags or attributes) of neither items nor users. Thus, the proposed method is an example of the pure collaborative filtering.

A. Motivation

There exist numerous ways to define the similarity between users or items in the neighborhood-based
collaborative recommendations, as explained in the previous section. These similarity measures facilitate the development of an RS with diverse goals such as accuracy, novelty, coverage, serendipity etc. Particularly, some of the model-based approaches are better than neighborhood-based approaches in terms of prediction accuracy, still, for better users’ experience, the accuracy alone is not sufficient. Another important factor for effective and satisfying users’ experience is the concept of serendipity [38], which may help the users to discover absolutely different items. Serendipity enhances the idea of novelty by adding a factor of surprise, however, serendipitous recommendations may not always result in guaranteed success.

### Table 1. The traditional similarity measures with their definitive formulae

| Measure                      | Definitive Formula                                                                 | Drawbacks                                      |
|------------------------------|------------------------------------------------------------------------------------|-----------------------------------------------|
| Pearson Correlation Coefficient (PCC) | $PCC(u, v) = \frac{\sum_{i \in I} (r_{ui} - \bar{r}_u)(r_{vi} - \bar{r}_v)}{\sqrt{\sum_{i \in I} (r_{ui} - \bar{r}_u)^2 \sum_{i \in I} (r_{vi} - \bar{r}_v)^2}}$ | Few co-rated items, Data sparsity problem, Misleading results |
| Constrained Pearson Correlation Coefficient (CPCC) | $CPCC(u, v) = \frac{\sum_{i \in I} (r_{ui} - r_{med})(r_{vi} - r_{med})}{\sqrt{\sum_{i \in I} (r_{ui} - r_{med})^2 \sum_{i \in I} (r_{vi} - r_{med})^2}}$ | Few co-rated items, Data sparsity problem |
| Mean Squared Difference (MSD) | $MSD(u, v) = 1 - \frac{\sum_{i \in I} (r_{ui} - r_{med})^2}{|I|}$ | Few co-rated items, Data sparsity problem |
| Cosine similarity (COS)      | $COS(u, v) = \frac{\sum_{i \in I} r_{ui}r_{vi}}{\sqrt{\sum_{i \in I} r_{ui}^2} \sqrt{\sum_{i \in I} r_{vi}^2}}$ | Few co-rated items, Data sparsity problem, Misleading results |
| Adjusted Cosine Similarity (ACOS) | $ACOS(i, j) = \frac{\sum_{u \in U} (r_{ui} - \bar{r}_u)(r_{vj} - \bar{r}_v)}{\sqrt{\sum_{u \in U} (r_{ui} - \bar{r}_u)^2 \sum_{j \in I} (r_{vj} - \bar{r}_v)^2}}$ | Few co-rated items, Data sparsity problem |

**Notation Used:** Following notations are used to define the above formulae:
- $r_{ui}$: the rating given by a user $u \in U$ to a particular item $i \in I$
- $I_u$: the subset of items that have been rated by a user $u$
- $U_i$: the subset of users that have rated item $i$
- $I_{uv}$: the subset of items that have been rated by two users $u$ and $v \ (I_u \cap I_v)$
- $U_{ij}$: the subset of users that have rated both items $i$ and $j$
- $U$: the total number of users in the system
- $|I|$: the total number of items in the system
* Interested readers may refer the article [29] for further explanation.

Neighborhood-based approaches favor the serendipitous recommendations along with following advantages [39]:

- **Simplicity:** these methods are comparatively simple to implement and require just one parameter, the number of neighbors, generally.
- **Efficiency:** these methods are very efficient in term of performance and memory because there is no costly training phase, therefore makes them suitable for scalable applications.
- **Justifiability:** these methods are capable to provide concise explanations for the recommendations so that users can better understand the system.

Therefore, finding new similarity measures for neighborhood-based methods is an active thread of research among the researchers. Furthermore, the existing CFRS can be easily refurbished by only replacing the similarity measurement module. The proposed similarity measure overcomes the following limitations of the traditional as well as the state-of-art similarity measures:

- **Data sparsity:** In any RS, the rating data i.e. the user-item matrix is very sparse which results in very few or almost no co-rated items between users. Therefore, existing similarity measures fail to calculate the similarity. The proposed similarity measure works well with no commonly rated items as explained in the illustrative example 2.
- **Implicit feedback datasets (Unary ratings):** In some cases, the users’ preferences are collected from their actions such as buying/browsing behaviors in the form of unary ratings. The state-of-art similarity measures are either not defined or provide always extreme score (0 or 1) for such datasets while the proposed measure works well for the unary rating dataset as explained in the illustrative example 1.

### III. PROPOSED SIMILARITY MEASURE

In 1686, Sir Isaac Newton proposed the universal gravitational law of attraction between two bodies based
on some empirical observations. The law states that the two bodies attract each other with a force \( F \), which is proportional to the product of their masses and inversely proportional to the square of the distance between them as shown in Fig. 2.

![Fig.2. Newton’s Law of Universal Gravitation.](image)

This section will formalize the proposed similarity between users based on the gravitational law of attraction and derive the two main parameters (i.e. the relative mass & distance) from the rating data as available in User-Item Matrix. Here, we do not exploit the content (tags or attributes) of neither the users nor the items for modeling the similarity measure.

A. Relative Mass

The relative mass of a user can be represented as follows: if a user provides more ratings that means that he/she is an active user of the system. Therefore, the relative mass of a user \( u \) may be modeled using the activeness of the user as shown in (1).

\[
\text{mass}(u) = \frac{\text{total number of ratings given by user } u}{\text{MAX}}
\]  

(1)

The constant MAX is used to normalize the relative mass value between 0 and 1. The constant MAX is defined as the maximum number of ratings given by a user in the system. Therefore, the most active user will have the relative mass equal to 1, who has rated the maximum number of items in the system. Clearly, the relative mass of any user will lie between 0 and 1 so for any two users A and B having masses \( m_1 \) and \( m_2 \) respectively then \( 0 \leq m_1 \leq 1 \) and \( 0 \leq m_2 \leq 1 \) which implies that \( 0 \leq (m_1 \times m_2) \leq 1 \). The relative mass value of 0 represents a new user (or a user who has not provided any rating) while the mass value 1 represents the most active user in the system. The user with the higher value of the mass will show greater affinity in comparison to a user with the lower value of the mass. Another way to model the relative mass of a user may be defined as shown in (2).

\[
\text{mass}(u) = \frac{\sum_{I_u \in U_u} r_{uw}}{|I_u|} = \frac{\sum_{I_v \in U_v} r_{vw}}{|I_v|} 
\]  

(2)

Notations used are already explained in the last row of Table 1. The first term of the expression represents the average rating given by a user \( u \). The second term represents how much items have been rated by the user with respect to the total number of items in the system. 

B. Relative Distance

Similar to the relative mass, the relative distance between users is also represented using the rating data, present in the UI-matrix. The basic hypothesis is as follows: if the two users have more number of commonly rated items then they possess the tendency of similar interests. Likewise, if the number of uncommonly rated items between two users increases then these users may have their inclination to different items, therefore, having the tendency to be more apart from each other. We postulate that the relative distance between two users can be defined as the ratio of the number of uncommonly rated items to the number of items rated by both users, as defined by (3).

\[
\text{distance}(u, v) = \frac{|n(u) - n(u \cap v)| + |n(v) - n(u \cap v)|}{n(u \cup v)} 
\]  

(3)

where,

- \( n(u) \): the number of items rated by the user \( u \), i.e. \(|I_u|\)
- \( n(v) \): the number of items rated by the user \( v \), i.e. \(|I_v|\)
- \( n(u \cap v) \): the number of items that are commonly rated by both the users \( u \) and \( v \), i.e. \(|I_{uw}\)
- \( n(u \cup v) \): the number of items rated by either the user \( u \) or by the user \( v \) or by both the users.

In (3), the term in the denominator, \( n(u \cup v) \), is used to normalize the distance value between 0 and 1. Fig. 3 shows a snippet of a UI-matrix, where the number of uncommonly rated items between the users \( U_i \) and \( U_j \) are shown using line segments. Further, (3) may be rewritten after further simplification as (4).

\[
\text{distance}(u, v) = \frac{n(u \cup v) - n(u \cap v)}{n(u \cup v)} = \left(1 - \frac{n(u \cap v)}{n(u \cup v)}\right) = \left(1 - \text{jaccard}(u, v)\right) 
\]  

(4)
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Where \(\text{jaccard}(u,v)\) represents the Jaccard similarity index [40], between the users \(u\) and \(v\). Therefore, we can conclude that the proposed distance effectively comes out to be equal to the Jaccard distance. We know that the Jaccard index \(J\) always lies between 0 and 1 i.e. \(0 \leq J \leq 1\) which implies that \(0 \leq (1-J) \leq 1\), therefore the Jaccard distance will also lie between 0 and 1.

B.1. Is the proposed distance a metric or a measure?

Formally, a distance measure \(d\) is called a metric, if it satisfies the following four conditions:

1. \(d(i, j) \geq 0\)
2. \(d(i, j) = 0 \iff i = j\)
3. \(d(i, j) = d(j, i)\)
4. \(d(i, k) \leq d(i, j) + d(j, k)\).

As the proposed relative distance is equal to the Jaccard distance which satisfies all the above four conditions, the proof is given in the article [41]. Thus, results in making the proposed relative distance as a metric.

C. The similarity measure

Finally, the similarity between two users, \(u_1\) and \(u_2\) are calculated by using the formula analogous to Newton’s law of the gravitational attraction as specified by (5).

\[
F_{\text{sim}}(u_1, u_2) = \frac{\text{mass}(u_1) \times \text{mass}(u_2)}{[\text{distance}(u_1, u_2)]^2}
\]  

(5)

From (5), it is clear that a lower value of distance will provide greater similarity between users. As, (1) - (5) have been written for users, we can also rewrite analogous equations to calculate the similarity between items for the item-based neighborhood approaches.

**Illustrative Example 1:** Consider the UI matrix as shown in Fig. 3, the similarity between the users \(U_a\) and \(U_b\) can be calculated as follows: \(n(U_a) = 7\); \(n(U_b) = 5\); \(n(U_a \cap U_b) = 3\); \(n(U_a \cup U_b) = 9\). Therefore, \(\text{mass}(U_a) = 7/\text{MAX}\); \(\text{mass}(U_b) = 5/\text{MAX}\); distance\((U_a, U_b) = (1-3/9) = 0.67\). The similarity between users, \(F_{\text{sim}}(U_a, U_b)\), is equal to \((0.7 \times 0.5) / (0.67)^2 = 0.779\); assuming the value of the constant MAX is to be 10 for this toy example. It should be noted that the rating values in the UI matrix are on a scale of 1 to 5 i.e. scalar rating; if these ratings are unary ratings i.e. only the association of users with items are known then traditional similarity measures are either not defined or result in extreme values, however, the proposed similarity measure will result in the same value, 0.779, as in the case of scalar rating.

**Illustrative Example 2:** Again consider the UI matrix as shown in Fig. 3. In order to calculate the similarity between the users \(U_a\) and \(U_b\), who have no co-rated items between them, we proceed as follows: \(n(U_a) = 5\); \(n(U_b) = 3\); \(n(U_a \cap U_b) = 0\); \(n(U_a \cup U_b) = 8\). Therefore, \(\text{mass}(U_a) = 5/\text{MAX}\); \(\text{mass}(U_b) = 3/\text{MAX}\); distance\((U_a, U_b) = (1-0/8) = 1\). The similarity between users, \(F_{\text{sim}}(U_a, U_b)\), is equal to \((0.5 \times 0.3) / (1.0)^2 = 0.15\); assuming the value of the constant MAX is to be 10 for this toy example.

Here again, none of the traditional similarity is defined as they operate only on the set of commonly rated items, which is an empty set here. In such cases, the proposed similarity measure returns the maximum value of the distance i.e. 1 and the value of the similarity is measured based on the relative masses of the users.
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IV. EXPERIMENTS

In order to validate the effectiveness of the proposed similarity measure, we have performed offline experiments. An offline experiment is typically the easiest because it doesn’t require the interaction with real users [42].

A. The dataset

We have used the standard benchmark MovieLens datasets, which are publicly available from GroupLens[43]. Table 2 summarizes datasets briefly, the more detailed description and history of the MovieLens datasets can be found in [44].

Fig. 4(a) represents the well-known long tail problem associated with recommender systems for the MovieLens-1M dataset. According to this problem, only a limited number of items are rated repeatedly by users, such items are called popular items, while, a very large number of items are rated barely. This problem results in the distribution of ratings to be extremely skewed. Fig. 4(b) shows the rating distribution with respect to the user ids. Here, it is clear that the user with the userId= 4169 has rated the maximum number of movies i.e. 2314 times; hence the constant MAX is equal to 2314 for the MovieLens-1M dataset.

B. Experimental design

In order to evaluate the effectiveness of the proposed gravitational similarity measure, we have used the traditional user-based collaborative filtering (UBCF) with k-Nearest Neighbors(kNN) technique. However, the usual similarity measures between users are replaced with the proposed gravity-based similarity measure as shown in (5). All the experiments are performed using the system and software specified in Table 3. Furthermore, we have utilized the Apache Mahout framework[45] for all experiments. Fig. 5 summarizes the basic components of a simple user-based recommender in this framework[46], while Fig. 6 demonstrates a simple flow diagram of the basic steps involved in a UBCF for the Apache Mahout framework.

C. Evaluation Metrics

Accuracy is considered as the most crucial and the most examined goal for designing an RS. We have examined the following two types of accuracy measures in our experiments.

- Prediction accuracy
- Classification accuracy

C.1. Prediction accuracy

In order to evaluate the capability of an RS to correctly predict the preference for a user-item pair, we have used the Root Mean Squared Error(RMSE) metric. For a given test set T of user-item pairs (u, i), RMSE is defined as follows:

\[ RMSE = \sqrt{\frac{1}{|T|} \sum_{(u, i) \in T} (\hat{r}_{ui} - r_{ui})^2} \]  

(6)

C.2. Classification accuracy

Generally, it is not necessary to predict the rating values for providing the recommendations. Actually, in some cases, it is sufficient to provide a list of top-N recommendations, which may or may not be ordered, without estimated ratings for the items in the list. Therefore, we can also apply basic information retrieval metrics for evaluating recommender. These metrics, such as precision and recall, can be adopted in the recommender system scenario without much difficulty.

Precision: the proportion of top recommendations that are good recommendations
Recall: the proportion of good recommendations that are present in top recommendations.

In a recommender system, the utility of these evaluation metrics relies exclusively upon the fact that how adequately we define: what are good recommendations.

Table 2. Brief Description of MovieLens-1M & MovieLens-100K Datasets

| Dataset          | Brief Detail                                      | Sparsity Level                        |
|------------------|---------------------------------------------------|---------------------------------------|
| MovieLens 1M     | • 1000,209 ratings from 6040 users on 3900 movies | 1 – 1000,209 / 6040 * 3900 = 95.754   |
|                  | • Each user has rated at least 20 movies.         |                                       |
| MovieLens-100K   | • 100,000 ratings from 943 users on 1682 movies   | 1 – 100,000 / 943 * 1682 = 93.696    |
|                  | • Each user has rated at least 20 movies.         |                                       |
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Fig. 4. For MovieLens-1M dataset (a) The long tail problem (b) The distribution of ratings with respect to users

Furthermore, in the case of unary rating datasets, only the classification-based accuracy metrics are available for evaluation purposes.

D. Results

Based on the general bibliography in the recommender system research, the Pearson Correlation Coefficient (PCC), among all the traditional similarity measures, provides the best result for predictive accuracy. Therefore, we have evaluated the proposed gravity-based similarity measure against the PCC measure. We have used 80% of rating data from all the users as training data (used for calculating similarity, nearest neighbors) and the remaining 20% ratings of each user are used for testing purpose. Training and test data are chosen randomly in order to avoid any bias from the data selection. Fig. 7 compares the RMSE values for both the similarity measures by varying size of nearest neighbors (a) for the MovieLens-100K dataset and (b) for MovieLens-1M dataset.

As shown in Fig. 7(a) & (b), the RMSE values are calculated for MovieLens-100K & MovieLens-1M datasets using the proposed method and standard (PCC) as ground truth. Here, based on the values obtained for RMSE, the proposed Gravity-based recommender system results in lowers the RMSE values against the traditional PCC based similarity measure that shows the better performance in terms of predictive accuracy.

It is a well-known fact that the predictive accuracy measures, such as MAE, RMSE etc., alone are not enough to depict the real flavor of the accuracy of an RS. Therefore, other classification-based accuracy metrics such as precision and recall are also examined for the varying size of the Top-N recommendations while keeping the neighborhood size to be fixed. Here, we have chosen the neighborhood size equal to 200 for the MovieLens-1M dataset since after this neighborhood size there is no significant improvement in the RMSE values. Furthermore, these accuracy measures, precision, and recall have been simulated as follows:

- for each user, the framework determines the Top-N preferences.
- train the model without these Top-N preferences
- ask the newly trained model for Top-N recommendation for that user and
- compare those excluded top-N preferences with respect to the predicted top-N recommendations

In order to define the notion of good recommendations, the framework selects the set of good recommendations only from those items for which the user has expressed preferences above the certain threshold value. This threshold value can be specified either explicitly or implicitly chosen by the framework on a per-user basis.

Fig. 5. The interaction among basic components of general UBCF in mahou.
We have experimented with the threshold value on a per-user basis, in order to avoid any biases which may arise due to individual differences of rating pattern. For a user, this threshold value is defined as user’s average rating(µ) plus one standard deviation(σ) as shown in Eq. (7).

$$\text{threshold} = \mu + \sigma$$  \hspace{1cm} (7)

Table 4 compares the precision and recall values for the different size of recommendation list (a) for MovieLens-1M dataset (b) for MovieLens-100K dataset. The proposed similarity measure is compared against the PCC and Jaccard similarity index. The precision and recall values are also measured for the Jaccard similarity index because it also considers only the structural associations between users & items rather than actual rating values. The entries in Table 4 can be interpreted as follows: the value Precision@20 = 0.042 means that from a list of Top-20 recommendations 4.2% are good recommendations; by considering the average over all the users in the system.

| Metrics     | PCC | Jaccard index | Gravity-based |
|-------------|-----|---------------|---------------|
| Precision@20 | 0.00782 | 0.02239 | 0.04203 |
| Recall@20   | 0.00890 | 0.02467 | 0.05025 |
| Precision@30| 0.02288 | 0.04598 | 0.06930 |
| Recall@30   | 0.02501 | 0.05658 | 0.08403 |
| Precision@40| 0.03479 | 0.05637 | 0.09703 |
| Recall@40   | 0.03994 | 0.08486 | 0.11691 |

The proposed measure significantly improves these metrics against the traditional measures and the results highlight the effectiveness of the proposed similarity measure. Based on the empirical findings, we believe that significant improvement is due to the following facts:

- The proposed measure considers all the items rated by a user rather than considering only the co-rated items.
- It gives more weight to the number of uncommonly rated items while calculating the distance between users (by taking the square of the distance in the denominator part).

V. CONCLUSION AND FUTURE WORK

In this paper, a new similarity measure for collaborative recommender systems, in particular for the user-based collaborative filtering (UBCF), is proposed.
An analogous method can be used to define the similarity between items for the item-based collaborative filtering (IBCF) too. The proposed similarity measure is based on Newton’s law of Gravitational attraction and provides a new way to interpret the relative mass and relative distance by using the rating data from the user-item matrix (UI-matrix).

The results of the experiments show that if we use the proposed similarity measure in a neighborhood-based collaborative recommender system then we can have improved predictive accuracy as well as better results for precision and recall as an assessment of the classification accuracy. From the evaluation performed, the proposed similarity measure also works well for unary rating data, where only the association between users and items are known such as buying/browsing behaviors rather than the actual rating value. This has been evidenced by the various performance metrics obtained and compared against the standard baseline methods such as PCC. For the future work, this gravity-based similarity measure can be expanded into the following directions:

- Try to learn the universal constant G, which is present in the natural gravitation law, for a given dataset using some learning strategies as this work ignores the importance/usage of this universal constant G.
- Try to solve the new-user cold start problem which arises when a new user joins the system and has no preference data.
- In the case of scalar ratings, the proposed work ignores the actual rating values. This limitation may be removed as a future task.

As a summary, proposed new similarity measure provides better predictive accuracy in terms of RMSE and significantly improves the classification accuracy (precision-recall). It is concluded that the proposed approach can provide better recommendations for commercially successful e-commerce websites.
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