Accurate prediction of knee osteoarthritis (KOA) progression from structural MRI has a potential to enhance disease understanding and support clinical trials. Prior art focused on manually designed imaging biomarkers, which may not fully exploit all disease-related information present in MRI scan. In contrast, our method learns relevant representations from raw data end-to-end using Deep Learning, and uses them for progression prediction. The method employs a 2D CNN to process the data slice-wise and aggregate the extracted features using a Transformer. Evaluated on a large cohort \((n=4,866)\), the proposed method outperforms conventional 2D and 3D CNN-based models and achieves average precision of \(0.58 \pm 0.03\) and ROC AUC of \(0.78 \pm 0.01\). This paper sets a baseline on end-to-end KOA progression prediction from structural MRI. Our code is publicly available at https://github.com/MIPT-Oulu/OAProgressionMR.
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1. INTRODUCTION

Knee osteoarthritis (KOA) is the most common musculoskeletal disease, with estimated prevalence of more than 15% worldwide [1]. KOA negatively affects quality of life in millions of people and brings a significant economic burden. The etiology of KOA is still under-investigated and the currently available treatment options are limited to lifestyle interventions and, at a terminal stage, total knee arthroplasty. Accurate progression prediction may advance understanding of KOA etiology, enable early disease interventions, and also support subject selection in treatment efficacy studies.

KOA is a whole joint disease, characterized by degenerative changes primarily in the knee bones and cartilage tissues, but often also in the joint capsule, muscles, etc. In clinical practice, KOA is diagnosed from demographic data, symptomatic assessments, and plain knee radiographs. The latter are used to evaluate the radiographic severity stage, quantified by the gold standard Kellgren-Lawrence grading system (KLG) [2]. Since radiography does not allow to visualize the soft tissues, such as cartilage, and is a projection imaging technique, MRI is currently actively studied in search for more comprehensive in vivo imaging biomarkers (IB) [3, 4].

The vast majority of available IBs in KOA are manually designed to capture individual morphological and structural changes in bone (e.g. osteophytes and sclerosis), articular cartilage (e.g. partial thickness loss), ligaments, or menisci (e.g. tears). Their contribution to the disease progression is often studied separately and from small sample sizes. Deep learning (DL) enables data-driven representation learning, thus, providing an opportunity to create IBs of a complete joint by leveraging large imaging cohorts.

Prior art on end-to-end KOA progression prediction is limited. Several works [5, 6] proposed using DL to learn IBs predictive of total knee arthroplasty (TKA) within 9 and 5 years, respectively. TKA is an acknowledged structural endpoint, however, 1) it is not informative w.r.t. the stages of KOA and 2) the number of TKA cases even in the large cohorts is often prohibitively small [6]. A seminal work [7] introduced a finer progression criterion based on radiographic severity (i.e. KLG) change, yet studied it merely with knee radiographs. Adapting the latter definition for MRI data may result in IBs that are more specific to trajectory of radiographic KOA and potentially insightful for studying the disease etiology.

DL models for 3D medical image analysis (MIA) are typically based on Convolutional Neural Networks (CNNs). The most common architectures are planar and process volumetric images slice-by-slice, due to lower memory demand and plenty of generic data available for pre-training. Several works have specifically shown that pre-training may benefit in MIA, although, the discussion remains open [8, 9]. Volumetric models have also been actively studied, particularly, for MR image analysis, where the data is inherently 3D. Since such models have significantly higher computational demand, steps have been made to improve their efficiency [10].

Recently, in an attempt to improve upon CNNs, a paradigm of Transformers emerged [11]. In the context of computer vision, transformers release the strong locality prior of CNNs, thereby allowing for a richer data-driven representation learning. While Transformers show promise on large datasets, they also show higher requirements for pre-training and regular-
ization than CNNs, especially, when used with 3D data [12]. Very recently, an approach combining CNN and Transformer modules into a single architecture was shown to leverage the benefits of both paradigms [13, 14], and we build upon it in this paper. To summarize, the key contributions of our work are the following:

1. We propose an end-to-end method for prediction of structural osteoarthritis progression from knee MRI.
2. We compare our hybrid CNN-Transformer with conventional 2D, (2+1)D, and 3D architectures for MRI data analysis in performance and computational efficiency.
3. We conduct an ablation study and investigate the effect of the design choices, data reprojection, and model pre-training on the final performance.

2. METHOD

2.1. Overview

The workflow of our approach is summarized in Figure 1. Here, a Dual-Echo Steady-State (DESS) MRI scan is used as an input to the predictive model. The model is trained to predict whether a radiographic KOA progression will happen in the imaged knee within the next 8 years (96 months) [7].

![Fig. 1: Overview of the proposed end-to-end system for OA progression prediction from volumetric knee MRI scan. The scan is shown by evenly sampled sagittal slices](image)

2.2. Definition of Osteoarthritis Progression

Using the approach from [7], we defined the progression criteria based on the increase in disease severity measured with KLG. In KLG system, KL0 indicates no radiographic KOA (RKOAs), KL1 – doubtful, KL2 – early, KL3 – moderate, and KL4 – severe RKOAs [2]. We treated progression from KL0 to KL1 as no progression. Our prediction target had 3 classes: no RKOAs progression within 96 months, slow RKOAs progression (after 72 and within 96 months), and fast RKOAs progression (within 72 months). During the evaluation, we combined the predictions for fast and slow progression classes to infer the probability of progression within 96 months. For further details, we refer the reader to [7].

2.3. Architecture

The proposed architecture was composed of a 2D CNN encoder to extract the features slice-wise, a Transformer module to aggregate and model inter-slice feature interactions, and a final fully connected layer $(2D + TRF)$, as shown in Figure 2a. ResNet-50 was chosen for the encoder due to its performance-efficiency trade-off [15]. In Transformer, the projection vector length was 2048, and the complete module had 4 blocks, each with 8 attention heads.

![Fig. 2: Schematic representation of (a) the proposed model based on 2D CNN and Transformer, (b, c) the 2D models with conventional feature aggregation via FC and Bi-LSTM, respectively, and (d) the volumetric models. In (a), slice-wise features $s_1, ..., s_k$ are projected into embeddings $e_1, ..., e_k$, combined with positional $p_1, ..., p_k$ and class $c$ tokens, and processed in Transformer. $o_{f,k}$ and $o_{b,0}$ are the terminal states of Bi-LSTM output, in forward and backward passes, respectively. FE - feature extractor, GAP - global average pooling, FC - fully connected layer](image)

2.4. Reference Methods

Several conventional 2D models were used for comparison. In $(2D + FC)$ (see Figure 2b), the CNN output features were concatenated and then passed through two fully connected layers with ReLU non-linearity in-between. In $(2D + Bi-LSTM)$ (see Figure 2c), a bi-directional LSTM was used instead to model the sequential inspection of slices. The ultimate states of forward and backward LSTM outputs were concatenated and fed into the classification layer.

To study the effect of scan reprojection, the proposed method was trained separately also on coronal and axial slices. Furthermore, a multi-view version of a method was implemented, where slice-wise features over all projections were used jointly in the model. Here, we studied the models
with an encoder CNN shared across all views ($2D^{th} + TRF$) and a individual CNN per each view ($2D^{ind} + TRF$). Similar approach has been previously successfully applied in knee cartilage segmentation [16]. All compared 2D models also had ResNet-50 as an encoder CNN [15].

Lastly, several volumetric models (shown schematically in Figure 2d) were added to the analysis: a factorized ((2+1)D) [17], a conventional fully volumetric (3D ResNeXt-50) [18], and one of the recently introduced efficient (3D ShuffleNet) [10].

### 3. EXPERIMENTS

#### 3.1. Data

We used the data from The Osteoarthritis Initiative (OAI) dataset – a multi-center longitudinal osteoarthritis study (https://oai.epi.usc.edu). After data selection, we constructed a dataset comprising 2702 subjects present at the baseline examination. The knees (total of 4866) were imaged with DESS MRI protocol (3T Siemens MAGNETOM Trio scanners, quadrature T/R knee coils, sagittal view, 160 slices, voxel size: 0.37 × 0.37 × 0.7mm, matrix: 384 × 384, FOV: 140mm, TR: 16.3ms, TE: 4.7ms, flip angle: 25°). The samples with missing BMI, KLG, or missing DESS MRI data were excluded, as well as the knees with KLG=4 or after TKA at the baseline. The final dataset demographics was: age 60.4 ± 8.8, BMI 28.3 ± 4.7, female/male - 1547/1155 subjects, KLG 0/1/2/3 - 2385/1157/894/430 knees. The number of knees in the non-progressor, fast, and slow progressor groups was 3551, 941, and 374, respectively.

To reduce the memory demand, the images were cropped to 320 × 320 × 128 voxels, quantized to 8-bit intensity range, and downsampled by a factor of 2 in each dimension. In the experiments with the reprojected data, the factors were adjusted to make the in-slice resolution isotropic, while maintaining the same total number of voxels.

### 3.2. Implementation Details

The complete dataset was split into training and evaluation subsets (2019 and 683 subjects, 3607 and 1259 knees, respectively) subject-wise, maintaining similar distribution of target classes. The evaluation subset contained the data from a single hold-out institution to better assess the model generalization. The training subset was used in a 5-fold cross-validation setting to train an ensemble of prediction models. Our training budget was set to 100 epochs and we used average precision to select the best snapshot.

Data imbalance in classification problems often negatively affects model convergence [19]. In our experiments, the positive (i.e., progression) classes were resampled to balance the target distribution. Additionally, Focal Loss ($\gamma = 2$) and weight decay of $10^{-4}$ were used to regularize the training. Adam optimizer was used, with the learning rate linearly warmed up from $10^{-5}$ for 5 epochs and then set to $10^{-4}$ for the rest of the training. The 2D models were initialized in two ways – from pre-trained ImageNet weights and from scratch. The training subset was augmented by applying random cropping, in-slice rotation, and gamma correction.

### 3.3. Metrics

We used average precision (AP) as our main metric and also presented ROC AUC [20]. Based on the prevalence, AP of 0.26 indicates random performance. The computational efficiency of the models was measured by the number of model parameters, number of multiply-accumulate operations (MACs) [21], and average inference time with a single sample. The training and evaluation were done on 4 × Nvidia A100 GPUs, PyTorch version 1.7.1. The prediction time was measured with a single Nvidia RTX 2080 Ti GPU.

### 3.4. Results

Our proposed method showed AP of 0.58 ± 0.02 and ROC AUC of 0.79 ± 0.01, which were the highest among the con-

---

**Table 1:** Comparison of architectures in terms of performance and computational efficiency

| Model                  | View | AP  | ROC AUC     | MACs, ·10^9 | # params, ·10^6 | Inference, ms |
|------------------------|------|-----|-------------|-------------|-----------------|---------------|
| Prior art (X-Ray-based) [7] | cor + proj-x | 0.54 ± 0.02 | 0.74 ± 0.01 | 11            | 24              | 12.9          |
| 2D + FC                | sag  | 0.57 ± 0.03 | 0.77 ± 0.01 | 134          | 91              | 28.6          |
| 2D + Bi-LSTM           | sag  | 0.55 ± 0.03 | 0.76 ± 0.02 | 135          | 29              | 36.6          |
| 2D + TRF               | sag  | 0.58 ± 0.02 | 0.78 ± 0.01 | 141          | 133             | 31.1          |
| 2D + TRF               | cor  | 0.58 ± 0.03 | 0.79 ± 0.01 | 143          | 133             | 32.8          |
| 2D + TRF               | ax   | 0.55 ± 0.03 | 0.78 ± 0.01 | 143          | 133             | 33.3          |
| 2D^{th} + TRF          | sag, cor, ax | 0.58 ± 0.03 | 0.78 ± 0.01 | 443          | 133             | 74.8          |
| 2D^{ind} + TRF         | sag, cor, ax | 0.58 ± 0.03 | 0.78 ± 0.01 | 443          | 180             | 73.3          |
| (2+1)D                 | sag, cor, ax | 0.51 ± 0.01 | 0.73 ± 0.02 | 100          | 64              | 21.3          |
| 3D ResNeXt-50          | sag, cor, ax | 0.53 ± 0.01 | 0.75 ± 0.02 | 21           | 26              | 23.6          |
| 3D ShuffleNet          | sag, cor, ax | 0.54 ± 0.01 | 0.76 ± 0.01 | 4            | 1               | 45.0          |
considered models (see Table 1). Multiclass balanced accuracy was 0.52 ± 0.02, with the confusion matrix shown in Figure 3a. The aggregation of features via Transformer yielded higher performance metrics than with FC layer or Bi-LSTM, although the model was larger in number of parameters. The models trained on sagittal and coronal views were equally accurate, as well as both of the multi-view variants. This finding suggests that, for the defined prediction target, even single view representations are sufficient to derive the whole scan IBs with Transformer. The volumetric models were the least accurate, with the highest AP of 0.54 ± 0.03 and ROC AUC of 0.76 ± 0.01 achieved with 3D ShuffleNet (see Figures 3b and 3c). Interestingly, the best volumetric model was also the most efficient in terms of MACs and number of parameters, with the inference time, however, being third to the largest.

Since the investigated volumetric models were trained from scratch, contrary to the rest, an ablation study was done to understand the impact of encoder initialization on the final performance. As shown in Table 2, using pre-trained encoders improved the performance both in AP and ROC AUC for all the 2D and multi-view models, except for (2D + Bi-LSTM). However, even with random initialization these models performed more accurate or comparably to the volumetric ones.

| Model               | Init | AP    | ROC AUC     |
|---------------------|------|-------|-------------|
| 2D (sag) + FC       | X    | 0.55±0.02 | 0.76±0.01  |
|                     | ✓    | 0.57±0.01 | 0.77±0.01  |
| 2D (sag) + Bi-LSTM  | X    | 0.56±0.03 | 0.77±0.01  |
|                     | ✓    | 0.55±0.03 | 0.76±0.02  |
| 2D (sag) + TRF      | X    | 0.57±0.02 | 0.78±0.01  |
|                     | ✓    | 0.58±0.02 | 0.78±0.01  |
| 2D^{vh} (multi) + TRF | X   | 0.55±0.03 | 0.77±0.01  |
|                     | ✓    | 0.58±0.03 | 0.78±0.01  |
| 2D^{vnd} (multi) + TRF | X | 0.56±0.03 | 0.77±0.01  |
|                     | ✓    | 0.58±0.03 | 0.78±0.01  |

Table 2: Impact of CNN encoder ImageNet pre-training (✓) versus initialization from scratch (X)

4. CONCLUSION

This study introduced an end-to-end method for prediction of radiographic KOA progression from knee MRI. To our knowledge, this is the first work that investigates the end-to-end MRI-based IBs in scope of the radiographic KOA progression. We analyzed multiple design choices, and identified the top performing model configuration based on a combination of a 2D CNN and a Transformer.

In our experiments, 3D models showed the performance inferior to the one of 2D models. Future work may investigate the ways to improve regularization of 3D models and the benefits of using pre-training from large corpus of knee MRIs, e.g., via self-supervised learning [22, 23]. While our work substantially improves over state-of-the-art, it is bounded by a single KOA progression surrogate [7]. Further studies should search for other informative KOA surrogate outcomes, e.g., specific to disease stages or phenotypes [24]. While we considered structural DESS MRI only, compositional MRI protocols (e.g., T2, T1p) should also be explored due to their promise in detection of early KOA changes [25]. Finally, a more detailed clinically relevant analysis of the IBs learned by the model is a critical direction for follow-up research.

Our results show the high potential of DL in automatic identification of subjects who will develop degenerative KOA changes over time. We believe that the presented methodology and findings will facilitate translation of DL into the clinical management of OA.
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