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Abstract—An attempt has been made in this paper to modify Grover’s Algorithm to find the binary string solutions approximating a target cost value. In that direction, new Controlled Oracle and the Local Diffusion Operator are suggested, apart from incorporating suitable ancilla qubits. A possible strategy to estimate eigenvalues and eigenstates of a given cost Hamiltonian, extending the reasoning of the methodology, is also pointed out. Typical results and relevant discussions are captured to support the propositions.
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I. INTRODUCTION

Grover’s Algorithm was one of the flagship algorithms that demonstrated a quantum advantage over its classical counter-part. Right from its proposition more than two decades ago, it has attracted undiminished interest and explorations from the Quantum Information Processing research community [2–[10], [15]. Many interesting extensions and modifications resulted out of this focus. In this paper, we considered the possibility of working out different (all) possible solutions of binary strings approximating the target cost of a function to varied degrees, within the context of combinatorial optimization setting. The idea is to pick up the solutions which satisfy the cost more closely with greater probability than others. In this direction, we propose a simple extension in terms of nonbinary phase oracles that append phases to the states based on the cost of the state, compared to the traditional binary marking in the original Grover’s Algorithm. Two more tricks appeared to be necessary to solve the problem- expansion of the search space using suitable number of ancilla qubits and a novel definition of what we refer as Local Diffusion Operator. As in other Grover- based algorithms, applying suggested nonbinary phase oracle (which is a controlled oracle) and the Diffusion operators successively, we obtained the useful amplitude amplification of the approximate states by measuring the requisite qubits in the computational bases, leaving out the ancillae. Another spin off this extension is to further parametrize the Control Oracle to estimate the eigenvalues and the corresponding eigenstates of the cost Hamiltonian.

The paper is organized as follows: In Section II necessary points on Grover’s Algorithm required as a base for our work are captured. Section III discusses at length the proposed method, including Control Oracle and Local Diffusion Operator. Some observations on the number of iterations required is also brought out. Section IV contains details about the eigen-estimation. The results achieved so far, relevant remarks and possible further examinations are discussed in Section V.

II. GROVER’S ALGORITHM

Grover’s Algorithm [1] addresses the problem of finding the needle in a haystack, i.e., searching for an element in an unstructured database. It provides a quadratic speedup over classical search algorithms, with a complexity of $O(\sqrt{N})$, where $N$ is the size of the database.

Given a database with $N$ entries, a set $\Omega$ of $k$ target states denoted by $\omega_j$, and an oracle that has the capability to identify and mark them, the algorithm finds and returns the marked elements with near-certain probability, with approximately $\sqrt{\frac{N}{k}}$ calls to the oracle.

Steps to follow in Grover’s algorithm:

1) Application of the Hadamard gate to place all the qubits in an equal superposition state $|s\rangle$.

2) Applying the oracle $O_G$ on the qubits:

$$O_G = I - (1 - e^{-i\alpha}) \sum_{j=1}^{k} |\omega_j\rangle \langle \omega_j|$$

3) Applying the diffusion operator $D$ to selectively increase the probability of obtaining the marked states through amplitude amplification:

$$D = (1 - e^{-i\beta}) |s\rangle \langle s| - I$$

4) Performing $r$ repetitions of steps 2 and 3, where $r$ is a function of $\alpha$, $\beta$, $k$, and $N$, and is in the order of $\sqrt{\frac{N}{k}}$.

It was identified by Long, et al. in [3], that the search algorithm is feasible only when $\alpha = \beta$, and the condition is known as phase-matching.

III. APPROXIMATE PHASE SEARCH

In this paper, we endeavour to solve the search problem spelt out in Section II which we also refer to as Approximate Phase Search using a modified version of Grover’s search algorithm. In literature there exists a technique named fuzzy string searching, also called the Approximate String Matching Algorithm (ASMA). As the name suggests, ASMA tries to find strings that are approximately related to a given string, which are found through insertion, deletion, substitution or transposition of certain characters within the original string. For instance, the words paste, past, part, pass, etc., can all be derived from the word past through the use of said operations.
Similar to its string counterpart, the approximate phase search algorithm attempts to solve an equivalent problem in the combinatorial regime. Given a set of bitstrings \( X = \{ x_j \} \), a function \( c(x_j) \) to calculate the cost of each bitstring, and a target cost \( c_0 \), the goal is to find the bitstring with cost closest to \( c_0 \) with the highest probability. More generally, the probability of measuring \( x_j \) after the algorithm, \( P(x_j) \) should be inversely proportional to \( |c(x_j) - c_0| \).

In [5], the authors talk about a variation of Grover’s algorithm where the target states are weighted. The method was devised so that the “probability of getting each target can be approximated to the corresponding weight coefficient \( w_j \).” With \( |q\rangle = \sum b_j |\omega_j\rangle \) being the weighted superposition of all the states, their oracle was defined as \( O_W = I - 2 |q\rangle \langle q| \), where:

\[
b_j = \begin{cases} \sqrt{w_j}, & \text{if } \omega_j \in \Omega \\ 0, & \text{otherwise} \end{cases}
\]  

However, there appear to be two major flaws in this approach. The first being that the oracle should have been \( O_W = I - 2 \sum |b_j|^2 |\omega_j\rangle \langle \omega_j| \). Even with the corrected oracle, it is not unitary if \( b_j \) is not a complex number with unit modulus.

Finally, it is worth mentioning that approximate phase search is principally different from the Grover-based optimization algorithms discussed in [6]–[8]. The optimization algorithms aim at obtaining the target states (having minimum cost, or equivalently, having cost \( c_0 \)) with as high a probability as possible, while effectively reducing the probability amplitudes of all the other states to zero. If a state with cost \( c_0 \) does not exist, then the optimization algorithms tend to fail. On the contrary, all the states in approximate phase search are potential solutions to the problem with varying measures of accuracy which are defined by their absolute deviation from the target cost. Higher the deviation, lower should be the probability of measuring the corresponding state. As a result, even if a state with the target cost does not exist, the closest possible match may be obtained from the algorithm.

A. Non-Binary Phase Oracles

Grover’s algorithm uses an oracle \( O_G \) that identifies and marks the elements being searched for with a negative sign. In the phase-matched version of the algorithm, the corresponding states are appended with a phase of \( \alpha \). Essentially, a binary-phase oracle is used which has the following effect:

\[
O_G(x) |x\rangle = e^{i\Pi(x)} |x\rangle
\]  

where \( \Pi(x) = 0 \) when \( x \notin \Omega \), or \( \Pi(x) = \alpha \) when \( x \in \Omega \). When \( \alpha = \pi \), we recover Grover’s original algorithm.

In the case of Approximate Search, we propose the use of non-binary phase oracles that append phases to the states based on their cost:

\[
O |x\rangle = e^{i\Phi(x)} |x\rangle
\]  

where \( \Phi(x) = f(c(x)) \) is a function which is designed in such a way that it depends on the cost of the state \( x \), and is scaled appropriately to append the phase \( \pi \) to the best solution states.

B. Expansion of Search Space

Grover’s algorithm acts by amplifying the amplitude of the states with phase \( \pi \). The amplification works by reducing the amplitudes of the non-targeted states, which reduces the probability of measuring them. In the context of search, most of the states are expected to have a non-zero phase and are potential solutions to the problem. This makes the redistribution of amplitude a formidable difficult task to accomplish. The difficulty can be overcome by expanding the search space through the use of ancilla qubits, which is unintuitive from the perspective of a search problem, but as demonstrated later, does not increase the order of complexity of the problem.

The ancillae are appended to the system and are ignored at the time of measurement, which acts as a form of marginalisation. In the light of the expanded search space, the oracle is converted into a controlled gate which acts on the work qubits only when all the ancillae are in the state \( |1\rangle \). The action of the controlled oracle \( O_C \) on a state \( |x\rangle \) in a system with \( m \) ancilla qubits, which are in the uniform superposition state \( |+\rangle_m \), can be represented as:

\[
O_C |x\rangle |+\rangle_m = \sum_{j=0}^{2^{m-2}} |x\rangle |j\rangle + e^{i\Phi(x)} |x\rangle |1\rangle_m
\]  

C. Local Diffusion Operator

The diffusion operator \( D \), defined by Grover, acts on all of the work-qubits to perform inversion about the mean. It has a global view of the system in the sense that it acts on all the states at the same time to perform the reflection operation. In a similar manner, we define a local diffusion operator \( D_L \) that has a local view of the system. If there are \( m \) ancilla qubits, then the local diffusion operator acts on \( 2^m - 1 \) states that do not have a phase, and only one state with a phase associated with it. Thus, it works only in the locality of the superposition states of the ancilla qubits for a given state of the work qubits. The local diffusion operator being proposed here is not the same as the partial diffusion operator discussed in [9].

The local diffusion operator is a block-diagonal, \( 2^{m+n} \times 2^{m+n} \) unitary matrix with \( 2^n \times 2^m \) dimensional diffusion operators forming its diagonal elements, when the ancilla qubits are present at the end of the system.
\[ D_L = 2 \sum_{j=0}^{2^n-1} |j\rangle + \rangle_m \langle +_m |j\rangle - I \]
\[ = 2 \sum |j\rangle + \rangle_m \langle +_m |j\rangle - \sum_{j=0}^{2^n-1} \sum_{j'=0}^{2^n-1} |j\rangle |j'\rangle \langle j'\rangle \langle j| \]
\[ = 2 \sum |j\rangle \langle j| \otimes |+\rangle_m \langle +_m - \sum |j\rangle \langle j| \otimes \sum |j'\rangle \langle j'| \]
\[ = 2^{n-1} \sum |j\rangle \langle j| \otimes (2^0 + \rangle_m \langle +_m - I) \]
\[ = I \otimes (2^0 + \rangle_m \langle +_m - I) \]

From Equation (7) it is clear that the local diffusion operator is analogous to its global counterpart working on just the ancilla qubits on the system. Since the local diffuser acts on groups of \(2^m\) states, it is imperative to have at least two ancillae, as it is known that performing diffusion on only one qubit does not provide any measurable advantage in the computational basis. Application of operators \(O_C\) and \(D_L\) in succession \(\lceil \frac{n}{4} \sqrt{2^m} \rceil\) times acts as a preprocessing step. It increases the amplitude of the states with phase \(\pi\) (i.e., the solution states) from \(\frac{1}{\sqrt{2^m+\pi}}\) (in the equal superposition state at the start of the algorithm) to nearly \(\frac{1}{\sqrt{2^m}}\). Parallely, it also amplifies the states in which the ancilla qubits are in \(|1\rangle_m\) at the cost of others.

**D. Overview of the Approximate Phase Search Algorithm**

Having discussed about all the components required by the approximate phase search algorithm, it might now be ideal to list down the requisite steps for a complete overview of the algorithm:

1) Initialization of a quantum circuit with two quantum registers, one with \(n\) work qubits and the other with \(m\) ancilla qubits, along with a classical register containing \(n\) classical bits.
2) Bringing the system to equal superposition through the use of \(H\) gates on all of the qubits.
3) Repetition of the following steps \(\lceil \frac{n}{4} \sqrt{2^m} \rceil\) times, which carries out the requisite preprocessing:
   a) Application of the controlled-oracle with the ancillae as control and the work qubits as the target.
   b) Followed by the application of the local diffusion operator.
4) Looping over the following two steps \(N_{iter}\) times:
   a) Again, applying the oracle as discussed in the previous point.
   b) Application of the global diffusion operator, this time, on all the qubits in the system.
5) Measurement of the \(n\) work qubits into the \(n\) classical bits.

The ideal number of ancillae, \(m\), and iterations, \(N_{iter}\), required for the optimal performance of the algorithm is subject to further research. As there are \(2^n\) possible phases appended by the oracle, as opposed to just two in Grover’s traditional algorithm, that interfere with each other, it is suspected that the ideal number of iterations may not have a closed-form solution. Additionally, the degeneracy of the system need to be considered to find \(N_{iter}\). To that extent, a generalized version of the Quantum Counting Algorithm [10] for multiple phases needs to be designed, and is beyond the scope of this work. To simplify the application and to demonstrate the feasibility of the algorithm, we empirically set \(m = n\), and \(N_{iter} = \sqrt{2^m}\), which yields consumable, if not the best, results.

The circuit for the complete scheme for \(n = m = 2\) qubits can be found in Figure [1]

**E. Kullback-Leibler Divergence as a Performance Metric**

Kullback-Leibler Divergence (in short, KLD) is a metric used to compare two probability distributions, i.e., the extent to which the given distributions differ from each other. Its value ranges between 0 and \(\infty\), 0 when the two distributions are exactly identical. Given two distributions, \(P(x)\) and \(Q(x)\), the KLD between them is specified by:

\[ D_{KL} = \sum_j P(x_j) \log \left( \frac{P(x_j)}{Q(x_j)} \right) \]

After running Grover’s algorithm for multiple shots, the final, normalised histogram of measurements can be treated as a probability distribution, \(P(x)\). The other distribution in question, \(Q(x)\), is the histogram obtained from an equal superposition of all the the states, and is basically an uniform distribution. The reason behind selecting the uniform distribution to compare \(P(x)\) against is that the performance of any variant of Grover’s algorithm relies on the ability of the oracle to properly mark the target states (with various phases, in our case). Failing to appropriately mark the states will result in none of them getting selectively amplified, yielding the uniform distribution as a result. This allows us to use \(D_{KL}\) as a measure of success of the algorithm, provided that the state achieved with highest probability is one of the targeted states.

It must also be noted that the KLD metric reduces with the introduction of degeneracy into the system. As a general rule, higher the degeneracy, lower is the value of KLD.

**IV. Eigen-Estimation Using the Proposed Approximate Phase Search**

Given a cost Hamiltonian, \(H_C\), we attempt to find its eigenvalues and corresponding eigenvectors (for ground and excited states) by leveraging the approximate phase search algorithm that has been described thus far. To accomplish that, a parameterized oracle with parameter \(\lambda\) is defined as:

\[ O_{H_C} = e^{i\pi H_C / \lambda} \]

If the Hamiltonian \(H_C\) is Hermitian, then the oracle \(O_{H_C}\) is guaranteed to be unitary for real values of \(\lambda\). The oracle can be converted to a controlled one as discussed in subsection [II-B]. If the eigenvalues and eigenvectors of \(H_C\) are given by \(\lambda_j\) and \(|\psi_j\rangle\), then \(O_{H_C}\) can be written in the form:
A. Construction of Local Diffuser

As discussed in section III-C and as evident from Equation (7), the local diffusion operation, on a system of $n$ work qubits and $m$ ancilla qubits alone.

Figure 2 shows the gate-circuit implementation for a simple system with six qubits, three of them used to encode the problem, and the other three to increase the dimension of the search space, formulated in Section III-B. The $H$ and $X$ gates can be merged for a more efficient circuit with lesser depth, as suggested in [15]. Also, the $U1$ gate has a parameter of $\pi$.

B. A Variation of Subset-Sum Problem

Given a set of $n$ real numbers, $\xi = \{s_0, s_2, \ldots, s_{n-1}\}$, the problem is to find $\zeta \subseteq \xi$ such that the sum of elements in $\zeta$ is as close as possible to a given real number $S$. Trivially, $2^n$ subsets of $\xi$, can be represented by the binary strings $\{0, 1\}^n$, where each bitstring $x_j = y_0 \ldots y_{n-1}$; $y_i = 1$ if the element $s_i$ is present in the $j^{th}$ subset, and $y_i = 0$ otherwise. The cost $c(x_j)$ of the bitstring $x_j$ is given by $c(x_j) = \sum_{l=0}^{n-1} s_l y_l$.

To construct the oracle for this problem, the function $\Phi(x_j)$ in Equation (12) is chosen such that it linearly scales the cost to map $c(x_j) = S$ to the phase $\pi$. It has the disadvantage that if $c(x_j)$ is an odd multiple of $S$, the effective phase evaluates to $\pi$. As a simple example, let $\xi = \{2, 3, 4, 8\}$ and $S = 9$. The oracle and results have been portrayed in Figures 34 and 35 respectively. It can be seen that state $|1110\rangle$ with the highest probability has a cost of 9, and the second and third most probable states have costs of 10 and 8, each. It is evident that our new algorithm is able to search the approximate solutions.

$$\Phi(x_j) = \pi \frac{c(x_j)}{S}$$ (12)

C. Max-cut Problem

The max-cut problem starts with an undirected graph $G(V, E)$ with a set of vertices $V$ and a set of edges $E$ between the vertices. The weight $w_{jl}$ of an edge between vertices $j$ and $l$, is a positive real number, with $w_{jl} = 0$ if there is no edge between them. A cut is a set of edges that separates the vertices $V$ into two disjoint sets $V_1$ and $V_2$, such that $V_1 \subseteq V$ and $V_2 = V \setminus V_1$, and the cost of a cut is defined as the sum of all weights of edges connecting vertices in $V_1$ with vertices in $V_2$. One define a cut for the graph by labelling
the vertices with $s_j$ such that $s_j = 1$ suggesting that node $j$ belongs to $V_1$ and $s_j = 0$ corresponds to $V_2$ (of course, $V_1$ and $V_2$ can be interchanged). The cost Hamiltonian for the max-cut problem is specified as [20]:

$$H_C = \sum_{jl} w_{jl} (I - \sigma^z_j \sigma^z_l).$$

The aim is to partition the nodes in such a way that the cost of the resulting cut is maximized. The cost Hamiltonian can be used to construct the oracle by leveraging Equation (9). This step is tricky for problems like max-cut where the cost of the best cut is not known beforehand. If the max-cost is known and is equal to $C_{\text{max}}$, then $\lambda$ is set equal to $C_{\text{max}}$. Otherwise, the strategy to circumvent this barrier is to start with the observation that bipartite graphs have the highest possible max-cut cost, which is equal to the sum of all the weights of the edges in the graph. Then setting $\lambda = \sum_{jl} w_{jl}$, there is a hope that the state with highest cost is amplified to a greater extent towards higher probability of occurrence. Of course, one can expect the deterioration of performance with increasing difference between $\lambda$ and the highest cost. For max-cut, too, the graph structure, oracle, and results for $\lambda = 6$ are demonstrated for a toy problem (due to size constraints on the quantum circuit) in Figures 4a, 4b and 5, respectively. The results do show the possibility of identifying the correct states in this toy example.

**D. Finding Eigenvalues**

For the eigen-estimation, we return to the subset-sum problem where we attempted to find the eigenvalues for the corresponding problem Hamiltonian in Equation (14):

$$H_C = \sum_j s_j Z_j$$

where $s_j$ is the $j^{th}$ element in $\xi$, $Z = (I - \sigma^z)/2$ and $Z_j$ is the appropriate tensor product of $I$ and $Z$. A set $\xi = \{1, 1, 1, 1, 1, 1\}$ was considered, and it is trivial to see that the set of eigenvalues are $\Lambda = \{0, 1, 2, 3, 4, 5, 6, 7\}$, with each eigenvalue $\lambda_j$ having a degeneracy of $k_j = \binom{7}{j}$. The plot for Kullback-Leibler Divergence against $\lambda$ has been shown
Fig. 5: Histogram of max-cut results for the graph in 4a

Fig. 6: Plot of KLD against $\lambda$, where peaks can be seen when the value of $\lambda$ becomes equal to an eigenvalue of the system. In Figure 6, which was obtained on looping over values of $\lambda$ with a small step-size $\epsilon$, the number of global iterations were set to $\sqrt{N/k} \pm 1$ and the best values were captured in the plot. Additional measures had to be taken to curtail the effects of higher harmonics, as discussed in Section V-B. Some anomalies still appear in the plot, such as the abnormally high peak for $\lambda_j = 2$, and the decaying values for $\lambda_j = 6$ and $\lambda_j = 7$. Finally, it needs to be mentioned that comparably good results for eigen-estimation were obtained when all the elements in the set $\xi$ were equal. With arbitrary values, the effect of interference dominated the plot and the algorithm needs to be investigated further for improvements.

VI. CONCLUSION

An effort has been made in this paper to arrive at suitable modifications to the standard Grover’s Algorithm to get different possible binary strings as solutions for approximating the target cost of a function within the context of combinatorial optimization; they approximate the cost to different extents. The relevant results of the proposal for subset-sum and max-cut demonstrate the applicability and usefulness of the research. The methodology also facilitates the estimation of eigenvalues and eigenstates of the cost Hamiltonian, but needs additional examination towards obtaining good results in different scenarios. Further study is also underway to strengthen the present empirical suggestion for the number of iterations.
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