SAGA: Stochastic Whole-Body Grasping With Contact
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Abstract. The synthesis of human grasping has numerous applications including AR/VR, video games and robotics. While methods have been proposed to generate realistic hand–object interaction for object grasping and manipulation, these typically only consider interacting hand alone. Our goal is to synthesize whole-body grasping motions. Starting from an arbitrary initial pose, we aim to generate diverse and natural whole-body human motions to approach and grasp a target object in 3D space. This task is challenging as it requires modeling both whole-body dynamics and dexterous finger movements. To this end, we propose SAGA (StochAstic whole-body Grasping with contAct), a framework which consists of two key components: (a) Static whole-body grasping pose generation. Specifically, we propose a multi-task generative model, to jointly learn static whole-body grasping poses and human-object contacts. (b) Grasping motion infilling. Given an initial pose and the generated whole-body grasping pose as the start and end of the motion respectively, we design a novel contact-aware generative motion infilling module to generate a diverse set of grasp-oriented motions. We demonstrate the effectiveness of our method, which is a novel generative framework to synthesize realistic and expressive whole-body motions that approach and grasp randomly placed unseen objects. Code and models are available at https://jiahaoplus.github.io/SAGA/saga.html.
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1 Introduction

A fully automated system that synthesizes realistic 3D human bodies approaching and grasping a target object in 3D space will be valuable in various fields, from robotics and animation to computer vision. Although remarkable progress has been made towards synthesizing realistic hand–object interactions, most existing works only focus on hand pose synthesis without considering whole-body
Fig. 1. Generated whole-body grasping motion sequences (in beige) starting from a given pose (in white) to approach and grasp randomly placed unseen objects. For each sample, we present hand motion details in the last few frames on the left column.

movements [23, 25, 55]. Meanwhile, whole-body motion synthesis [18, 20, 40, 65] largely ignores the presence of objects in the scene.

Modeling and synthesizing realistic whole-body grasping motions are challenging and remain unsolved due to a number of reasons. Firstly, whole-body grasping motions involve both full-body dynamics and dexterous finger movements [55], while the high dimensional degrees of freedom make the synthesis of grasping motions complicated. Secondly, a whole-body grasping sequence exhibits complex and frequent body–scene and hand–object contacts which are challenging to synthesize in a perceptually realistic way. For example, the hand’s surface should conform naturally to the object and there should be no foot-skating artifacts in the whole-body motion. Thirdly, given only a starting pose and a target object in 3D space, there could be an infinite number of ways for the person to approach and grasp the object. The diversity of plausible grasping motions is further amplified by the large potential variation in object shape and pose. How to build an effective generative model that can capture this diversity and synthesize diverse realistic motions to grasp various 3D objects is an unsolved question.

To address these challenges, we propose SAGA (StochAstic whole-body Grasping with contAct), a novel whole-body grasping generation framework that can synthesize stochastic motions of a 3D human body approaching and grasping 3D objects. Our solution consists of two components: (1) a novel 3D body generator that synthesizes diverse static whole-body grasping end poses, and (2) a novel human motion generator that creates diverse and plausible motions between given start and end poses. We present two key insights on both components. First, instead of directly using parametric body models (e.g. SMPL [42]) to represent 3D bodies, we employ the markers-based representation [65] which captures 3D human shape and pose information with a set of sparse markers on the human body surface. As demonstrated in [65], the markers-based representation is easier for neural networks to learn than the latent parameters of the parametric body models, yielding more realistic motion. We show that the markers-based representation is especially advantageous to the latent body pa-
Parameters for learning whole-body grasping, as the accumulation of errors along the kinematic chain has a significant impact on the physical plausibility of generated hand grasps, resulting in severe hand–object interpenetration. Second, contact plays a central role in our pipeline. As the human moves in 3D space and grasps a 3D object, physical contact is key for modeling realistic motions and interactions. For both components of our method, we learn contact representations from data and use them to guide interaction synthesis, greatly improving the realism of the generated motion.

For the static grasping pose generation, we built a multi-task conditional variational autoencoder (CVAE) to jointly learn whole-body marker positions and fine-grained marker–object contact labels. During inference, given a target object in 3D space, our model jointly generates a diverse set of consistent full-body marker locations and the contact labels on both the body markers and the object surface. A contact-aware pose optimization module further recovers a parametric body mesh from the predicted markers, while explicitly enforcing the hand–object contact by leveraging the predicted contact labels. Next, given the generated static whole-body grasping pose as the end pose, and an initial pose as a start pose, we propose a novel generative motion infilling network to capture motion uncertainty and generate diverse motions in between. We design a CVAE-based architecture to generate both the diverse in-between motion trajectories and the diverse in-between local pose articulations. In addition, contacts between feet and the ground are also predicted as a multi-task learning objective to enforce a better foot–ground interaction. Furthermore, leveraging the predicted human–object contacts, we design a contact-aware motion optimization module to produce realistic grasp-oriented whole-body motions from the generated marker sequences. By leveraging the GRAB [55] and AMASS [37] datasets to learn our generative models, our method can successfully generate realistic and diverse whole-body grasping motion sequences for approaching and grasping a variety of 3D objects.

Contributions. In summary, we provide (1) a novel generative framework to synthesize diverse and realistic whole-body motions approaching and grasping various unseen objects for 3D humans that exhibit various body shapes, (2) a novel multi-task learning model to jointly learn the static whole-body grasping poses and the body–object interactions, (3) a novel generative motion infilling model that can stochastically infill both the global trajectories and the local pose articulations, yielding diverse and realistic full-body motions between a start pose and end pose. We perform extensive experiments to validate technical contributions. Experimental results demonstrate both the efficacy of our full pipeline and the superiority of each component to existing solutions.

2 Related Work

Human Grasp Synthesis is a challenging task and has been studied in computer graphics [24, 29, 32, 43, 47, 63] and robotics [10, 21, 28, 32, 35, 51]. With the advancement in deep learning, recent works also approach the realistic 3D human
Grasp synthesis task by leveraging large-scale datasets [4, 23, 25, 55, 63], however they only focus on hand grasp synthesis.

Grasping Field [25] proposes an implicit representation of hand–object interaction and builds a model to generate plausible human grasps. GrabNet [55] proposes a CVAE to directly sample the MANO [48] hand parameters, and additionally train a neural network to refine the hand pose for a more plausible hand–object contact. GraspTTA [23] suggests using consistent hand–object interactions to synthesize realistic hand grasping poses. It sequentially generates coarse hand grasping poses and estimates consistent object contact maps, and using the estimated object contact maps, the produced hand pose is further optimized for realistic hand–object interactions. Similarly, ContactOpt [12] proposes an object contact map estimation network and a contact-based hand pose optimization module to produce realistic hand–object interaction. Different from GraspTTA and ContactOpt, which predict consistent hand pose and hand–object contacts sequentially in two stages, we build a multi-task generative model that generates consistent whole-body pose and the mutual human-object contacts jointly to address a more complicated whole-body grasping pose learning problem. Going beyond the static grasp pose generation, provided the wrist trajectory and object trajectory, ManipNet [63] generates dexterous finger motions to manipulate objects using an autoregressive model. Nonetheless, to our best knowledge, none of the previous works studied 3D human whole-body grasp learning and synthesis.

3D Human Motion Synthesis. In recent years, human motion prediction has received a lot of attention in computer vision and computer graphics [5, 9, 11, 19, 22, 33, 34, 39, 53, 58, 65, 66]. Existing motion prediction models can also be split into two categories: deterministic [18, 20, 26, 40, 60] and stochastic [2, 6, 30, 61]. For deterministic motion prediction, [26] adopt convolutional models to provide spatial or temporal consistent motions, and [40] propose an RNN with residual connections and sampling-based loss to model human motion represented by joints. For stochastic motion prediction, recently, Li et al. [30] and Cai et al. [6] use VAE-based models to address general motion synthesis problems. While these methods make great contributions to human motion understanding, they do not study the interaction with the 3D environment.

There are several works predict human motion paths or poses in scene context [1, 7, 13, 14, 16, 17, 31, 38, 46, 49, 50, 52, 56, 57, 59, 64]. Cao et al. [7] estimate goals, 3D human paths, and pose sequences given 2D pose histories and an image of the scene. However, the human is represented in skeletons, thus it is hard to accurately model body–scene contacts, which limits its application. Recently, Wang et al. [59] propose a pipeline to infill human motions in 3D scenes, which first synthesizes sub-goal bodies, then fills in the motion between these sub-goals, then refines the bodies. However, the generated motion appears unnatural especially in the foot–ground contact. [16] presents an RNN-based network with contact loss and adversarial losses to handle motion in-betweening problems. They use the humanoid skeleton as the body representation and require 10 start frames and one end frame as input. [46] adopts a conditional variational autoencoder
to correct the pose at each timestamp to address noise and occlusions. They also use a test-time optimization to get more plausible motions and human-ground contacts. [64] propose a contact-aware motion infiller to generate the motion of unobserved body parts. They predict motion with better foot-ground contact, but their deterministic model does not capture the nature of human motion diversity. Unlike the methods mentioned above, our generative motion infilling model, when given the first and the last frame, captures both the global trajectory diversity in between and the diversity of local body articulations.

**Concurrent work.** GOAL [54] builds a similar two-stage pipeline to approach the whole-body grasping motion generation, producing end pose first and then infilling the in-between motion. Unlike our work which captures both the diversity of grasping ending poses and in-between motions, however, GOAL builds a deterministic auto-regressive model to in-paint the in-between motion, which does not fully explore the uncertainty of grasping motions.

### 3 Method

**Preliminaries.** (a) **3D human body representation.** (1) SMPL-X [42] is a parametric human body model which models body mesh with hand details. In this work, the SMPL-X body parameters $\Theta$ include the shape parameters $\beta \in \mathbb{R}^{10}$, the body global translation $t \in \mathbb{R}^{3}$, the 6D continuous representation [67] of the body rotation $R \in \mathbb{R}^{6}$, and full-body pose parameters $\theta = [\theta_b, \theta_h, \theta_e]$, where $\theta_b \in \mathbb{R}^{32}$, $\theta_h \in \mathbb{R}^{48}$, $\theta_e \in \mathbb{R}^{6}$ are the body pose in the Vposer latent space [42], the hands pose in the MANO [48] PCA space and the eyes pose, respectively; (2) Markers-based representation [65] captures the body shape and pose information with the 3D locations $M \in \mathbb{R}^{N \times 3}$ of a set of sparse markers on the body surface, where $N$ is the number of markers. We learn the markers representation in our neural networks, from which we further recover SMPL-X body mesh. (b) **3D objects** are represented with centered point cloud data $O$ and the objects height $t_O \in \mathbb{R}^{1}$. We sample 2048 points on the object surface and each point has 6 features (3 XYZ positions + 3 normal features).

**Notations.** For clarity, in the following text, $\tilde{X}$ and $\hat{X}$ denote the CVAE reconstruction result of $X$, and random samples of $X$ from CVAE, respectively.

#### 3.1 Overview

Given an initial human pose and a 3D object randomly placed in front of the human within a reasonable range, our goal is to generate realistic and diverse whole-body motions, starting from the given initial pose and approaching to grasp the object. As presented in Fig. 2, we propose a two-stage grasping motion generation pipeline to approach this task.

**Stage 1: Stochastic whole-body grasping ending pose generation (§ 3.2).** We first build an object-conditioned multi-task CVAE which synthesizes whole-body grasping ending poses in markers and the explicit human–object contacts.
Fig. 2. Illustration of our two-stage pipeline. Given an object in 3D space and a start pose, our method produces diverse human whole-body grasping motions. In stage 1, (a) given 3D object information, our WholeGrasp-VAE (§ 3.2) decoder generates whole-body grasping poses represented by markers and mutual marker–object contact probabilities (green markers and red areas on the object surface indicate high contact probabilities); (b) GraspPose-Opt (§ 3.2) further recovers body mesh from predicted markers. We use the generated grasping pose as the targeted end pose. Then in stage 2, (c) we feed in the start pose and the end pose into the MotionFill-VAE decoder (§ 3.3) to generate the in-between motions in marker representation, and (d) and GraspMotion-Opt (§ 3.4) further recovers smooth and realistic whole-body grasping motions.

We further perform contact-aware pose optimization to produce 3D body meshes with realistic interactions with objects by leveraging the contacts information.

**Stage 2: Stochastic grasp-oriented motion infilling.** We build a novel generative motion infilling model (§ 3.3) which takes the provided initial pose and the generated end pose in stage 1 as inputs, and outputs diverse intermediate motions. We further process the generated motions via a contact-aware optimization step (§ 3.4) to produce realistic human whole-body grasping motions.

### 3.2 Whole-Body Grasping Pose Generation

To synthesize diverse whole-body poses to grasp a given object, we propose a novel multi-task WholeGrasp-VAE to learn diverse yet consistent grasping poses and mutual contacts between human and object. The explicit human–object contacts provide fine-grained human–object interaction information which helps to produce realistic body meshes with high-fidelity interactions with the object.

**Model Architecture.** We visualize the multi-task WholeGrasp-VAE design in Fig. 3. The encoder takes the body markers’ positions \( M \in \mathbb{R}^{N \times 3} \), body markers contacts \( C_M \in \{0, 1\}^N \) and object contacts \( C_O \in \{0, 1\}^{2048} \) as inputs, where \( N \) is the number of markers, and learns a joint Gaussian latent space \( z_j \). We use PointNet++ [45] to encode the object feature.

**Training.** The overall training objective is given by \( \mathcal{L}_{\text{train}} = \mathcal{L}_{\text{rec}} + \lambda_{KL} \mathcal{L}_{KL} + \lambda_c \mathcal{L}_c \), where \( \lambda_{KL}, \lambda_c \) are hyper-parameters.

**Reconstruction loss** includes the L1 reconstruction loss of body markers’ postions and the binary cross-entropy (BCE) loss of contact probabilities:

\[
\mathcal{L}_{\text{rec}} = |M - \tilde{M}| + \lambda_M \mathcal{L}_{\text{bce}}(C_M, \tilde{C}_M) + \lambda_O \mathcal{L}_{\text{bce}}(C_O, \tilde{C}_O).
\]

**KL-divergence loss.** We employ the robust KL-divergence term [65] to avoid the VAE posterior collapse:

\[
\mathcal{L}_{KL} = \Psi(D_{KL}(q(z_j|M, C_M, t_O, O)||\mathcal{N}(0, I))).
\]
Fig. 3. The WholeGrasp-VAE design. WholeGrasp-VAE jointly learns the (1) body marker locations; (2) body marker contacts (markers with high contact probability are shown in green); (3) object contact map (the area with high contact probability is shown in red). The red arrow indicates sampling from the latent space. At inference time, activated modules are shown in orange.

where \( \Psi(s) = \sqrt{s^2 + 1} - 1 \) [8]. This function automatically penalizes the gradient to update the above KLD term, when the KL-divergence is small.

**Consistency loss.** We use a consistency loss to implicitly encourage consistent predictions of marker positions and mutual marker–object contacts:

\[
L_c = \sum_{m \in M, \hat{m} \in \hat{M}} |\hat{C}_m| d(\hat{m}, O) - d(m, O)| + \sum_{o \in O} |\hat{C}_o| d(o, \hat{M}) - d(o, M)|, \tag{3}
\]

\( d(x, \gamma) = \min_{y \in \gamma} ||x - y||_2^2 \) is the minimum distance from point \( x \) to point cloud \( \gamma \).

**Inference.** During inference, we feed the provided target object information into the WholeGrasp-VAE decoder to generate plausible body markers \( \hat{M} \) and marker–object contact labels \( \hat{C}_M, \hat{C}_O \). We design a contact-aware pose optimization algorithm, GraspPose-Opt, to generate a realistic body mesh from markers and refine body pose for high-fidelity human–object interaction by leveraging the fine-grained human–object contacts. Specifically, by optimizing SMPL-X parameters \( \Theta \), the overall optimization objective is given by:

\[
E_{opt}(\Theta) = E_{fit} + E_{coll} + E_{cont} + E_{gcont}. \tag{4}
\]

**Marker fitting loss.** To project the predicted markers to a valid body mesh, we minimize the L1 distance between the sampled markers \( \hat{M} \) and the queried markers \( M(\Theta) \) on the SMPL-X body mesh:

\[
E_{fit}(\Theta) = |\hat{M} - M(\Theta)| + \alpha_\theta |\theta|^2, \tag{5}
\]

where \( \alpha_\theta \) is the pose parameters regularization weight.

**Object contact loss.** By leveraging sampled contact maps, we propose a mutual contact loss to encourage body markers and object points with high contact probabilities to contact the object surface and body surface, respectively.

\[
E_{cont}(\Theta) = \alpha_{cont} \sum_{o \in O} \hat{C}_o d(o, Y_B(\Theta)) + \alpha_{cont} \sum_{m \in M(\Theta)} \hat{C}_m d(m, O). \tag{6}
\]
Collision loss. We employ a signed-distance based collision loss to penalize the body–object interpenetration:

$$E_{\text{coll}}(\Theta) = \alpha_{\text{coll}} \sum_{b \in \mathcal{V}_b} \max(-S(b, O), \sigma_b) + \alpha_{\text{coll}} \sum_{o \in O} \max(-S(o, \mathcal{V}_b(\Theta)), \sigma_o) \quad (7)$$

where $S(x, Y)$ is the signed-distance from point $x$ to point cloud $Y$, $\mathcal{V}_b(\Theta)$ denotes the hand vertices, and $\sigma_b, \sigma_o$ are small interpenetration thresholds.

Ground contact loss is given by $E_{\text{cont}}(\Theta) = \alpha_{\text{cont}} \sum_{v \in \mathcal{V}_f} |h(v)|$, where we penalize the heights of feet vertices $\mathcal{V}_f$ to enforce a plausible foot–ground contact.

3.3 Generative Motion Infilling

Given body markers on the start and end poses produced by GraspPose-Opt, i.e., $M_0$ and $M_T$, many in-between motions are plausible. To model such uncertainty, we build a novel generative motion infilling model, namely MotionFill-VAE, to capture both the uncertainties of intermediate global root (pelvis joint) trajectories and intermediate root-related local body poses. Specifically, given motion $M_{0:T}$ represented in a sequence of markers positions, following [20, 26, 64], we represent the global motion $M_{0:T}$ with a hierarchical combination of global root velocity $v_{0:T}$ (where $v_t = \Gamma_{t+1} - \Gamma_t$, $t \in [0, T]$, $\Gamma$ and $v$ denote the root trajectory and root velocity respectively) and the trajectory-conditioned local motion $M_{0:T}^{l}$. Accordingly, we build the MotionFill-VAE to capture both the conditional
global trajectory distribution \( P(\Gamma_{0:T+1} | \Gamma_0, \Gamma_T) \) and the conditional local motion distribution \( P(M_{0:T} | \Gamma_{0:T}, M^*_0, M^*_T) \).

**Model Architecture.** As shown in Fig. 4, the MotionFill-VAE consists of two concatenated CVAEs: (1) **TrajFill** learns the conditional intermediate global root trajectory latent space \( z_t \). Taking the root states \( \Gamma_0 \) and \( \Gamma_T \) as inputs, which are derived from the given start and end pose, our goal is to get the trajectory \( \Gamma_{0:T+1} \). Instead of directly learning \( \Gamma_{0:T+1} \), we build TrajFill to learn the trajectory deviation \( \Delta \Gamma_{0:T+1} = \Gamma_{0:T+1} - \Gamma_{0:T+1} \), where \( \Gamma_{0:T+1} \) is a straight trajectory which is a linear interpolation and one-step extrapolation of the given \( \Gamma_0 \) and \( \Gamma_T \). We further compute the velocity \( v_{0:T} \) from the predicted trajectory \( \Gamma_{0:T+1} \). (2) **LocalMotionFill** learns the conditional intermediate local motion latent space \( z_m \). Taking the TrajFill output \( v_{0:T} \) and the given \( M_0, M_T \) as inputs, LocalMotionFill generates the trajectory-conditioned local motion sequence. Specifically, following [64], we build a four-channel image \( I \), which is a concatenation of local motion information with foot–ground contact labels and root velocity, and we use it as the input to our CNN-based LocalMotionFill architecture. Similarly, we build the four-channel conditional image \( I_c \) with the unknown motion in between filled with all 0.

**Training.** The training loss is \( \mathcal{L}_M = \mathcal{L}_{rec} + \lambda_{KL} \mathcal{L}_{KL} \), and \( \lambda_{KL} \) is hyper-parameter.

Reconstruction loss \( \mathcal{L}_{rec} \) contains the global trajectory reconstruction, local motion reconstruction and foot–ground contact label reconstruction losses:

\[
L_{rec} = \sum_{t=0}^{T+1} |\Gamma_t - \tilde{\Gamma}_t| + \lambda_1 \sum_{t=0}^{T} |v^T_t - \tilde{v}^T_t| + \lambda_2 \mathcal{L}_{bce}(C_F, \tilde{C}_F) + \lambda_3 \sum_{t=0}^{T} |M^0_t - \tilde{M}^0_t| + \lambda_4 \sum_{t=0}^{T-1} |v^M_t - \tilde{v}^M_t|,
\]

(8)

where \( v^T_t = (\cdot)_t+1 - (\cdot)_t \) denotes the velocity, and \( \lambda_1 - \lambda_4 \) are hyper-parameters.

**KL-divergence loss.** We use the robust KL-divergence loss for both TrajFill and LocalMotionFill:

\[
\mathcal{L}_{KL} = \psi(D_{KL}(q(z_t | \Gamma_{0:T+1}, \Gamma_T) || N(0, I))) + \psi(D_{KL}(q(z_m | I_c, I_c) || N(0, I))).
\]

(9)

**Inference.** At inference time, given the start and end body markers \( M_0, M_T \) with known root states \( \Gamma_0, \Gamma_T \), by first feeding the initial interpolated trajectory \( \Gamma_{0:T+1} \) into the decoder of TrajFill, we generate stochastic in-between global motion trajectory \( \Gamma_{0:T+1} \). Next, with the given \( M_0, M_T \) and the generated \( \Gamma_{0:T+1} \), we further build the condition input image \( I_c \) as the input to the LocalMotionFill decoder, from which we can generate infilled local motion sequences \( M^0_{0:T} \) and also the foot–ground contact probabilities \( \tilde{C}_{F_{0:T}} \). Finally, we reconstruct the global motion sequences \( M_{0:T} \) from the generated \( \Gamma_{0:T} \) and \( M^0_{0:T} \).

### 3.4 Contact-aware Grasping Motion Optimization

With the generated marker sequences \( \tilde{M}_{0:T} \), foot–ground contacts \( \tilde{C}_F \) from MotionFill-VAE, and the human–object contacts \( \tilde{C}_M, \tilde{C}_O \) from WholeGrasp-
VAE, we design GraspMotion-Opt, a contact-aware motion optimization algorithm, to recover smooth motions $B_{0:T}$ with natural interactions with the scene.

Similar to GraspPose-opt, we propose the contact-aware marker fitting loss:

$$E_{basic}(\Theta_{0:T}) = \sum_{t=0}^{T} (E_{fit}(\Theta_{t}) + E_{coll}(\Theta_{t})) + \sum_{t=T-4}^{T} E_{cont}(\Theta_{t}),$$  \hspace{1cm} (10)

where $E_{fit}, E_{cont}, E_{coll}$ are formulated in Eq. 5-7, and we only apply object contact loss $E_{coll}$ on the last 5 frames.

We design the following loss to encourage a natural hand grasping motion by encouraging the palm to face the object’s surface on approach.

$$E_{g}(\Theta_{0:T}) = \sum_{t=0}^{T} \alpha_{t} \sum_{m \in V_{p}^{B}(\Theta_{t})} 1(d(m, O) < \sigma)(\cos \gamma_{m} - 1)^{2},$$  \hspace{1cm} (11)

where $\alpha_{t} = 1 - (\frac{t}{T})^{2}$, $V_{p}^{B}(\Theta)$ denotes the selected vertices on palm, and $\gamma_{m}$ is the angle between the palm normal vector and the vector from palm vertices to the closest object surface points. We only apply this constraint when palm vertices are close to the object’s surface (within radius $\sigma = 1$cm).

Inspired by [64], we enforce smoothness on the motion latent space to yield smoother motion, and we also reduce the foot skating artifacts by leveraging the foot–ground contact labels $\hat{C}_{F}$. For more details, please refer to the Appendix.

4 Experiments

Datasets. (1) We use GRAB [55] dataset to train and evaluate our WholeGrasp-VAE and also finetune the MotionFill-VAE. For WholeGrasp-VAE training and evaluation, following [55], we take all frames with right-hand grasps and have the same train/valid/test set split. For MotionFill-VAE training, we downsample the motion sequences to 30fps and clip 62 frames per sequence, with last frames being in stable grasping poses. (2) We use the AMASS [37] dataset to pretrain our LocalMotionFill-CVAE. We down-sample the sequences to 30 fps and cut them into clips with 61 frames. (3) We take unseen objects from HO3D [15] dataset to test the generalization ability of our method.

We conduct extensive experiments to study the effectiveness of each stage in our pipeline. In Sec. 4.1 and Sec. 4.2, we study our static grasping pose generator and the stochastic motion infilling model respectively. In Sec. 4.3, we evaluate the entire pipeline performance for synthesizing stochastic grasping motions. We encourage readers to watch the video of generated grasping poses and motions.

4.1 Stochastic Whole-body Grasp Pose Synthesis

We evaluate our proposed stochastic whole-body grasp pose generation module on GRAB dataset. We also conduct ablation studies to study the effectiveness
Table 1. Comparisons with the extended GrabNet baseline and ablation study result on the multi-task WholeGrasp-VAE design. Numbers in **bold/blue** indicates the **best/second-best** respectively.

| Method                        | APD   | Contact Ratio | Inter. Vol. | Inter. Depth |
|-------------------------------|-------|---------------|-------------|-------------|
| GrabNet [55]-SMPLX            | 0.33  | 0.65          | 14.15       | 0.78        |
| WholeGrasp-single w/o opt.    | **2.94** | 0.90          | 11.44       | 0.78        |
| WholeGrasp-single w/ heuristic opt. | 0.81  | **0.21**      | **0.12**    |             |
| WholeGrasp w/o opt.           | **2.92** | **0.96**      | 12.20       | 0.85        |
| WholeGrasp w/ opt. (Ours)     | 0.94  | 0.94          | 0.48        | 0.16        |

* Body meshes are recovered from sampled markers with only \( E_{fit} \) in Eq. 5.

of several proposed components, including the multi-task CVAE design and the contact-aware optimization module design.

Baseline. GrabNet [55] builds a CVAE to generate the MANO hand parameters for grasping a given object, and we extend GrabNet to whole-body grasp synthesis by learning the whole-body SMPL-X parameters. We compare our method against the extended GrabNet (named as GrabNet-SMPLX)*.

Evaluation Metrics. (1) **Contact Ratio.** To evaluate the grasp stability, we measure the ratio of body meshes being in minimal contact with object meshes. (2) **Interpenetration Volume and Depth.** We measure the interpenetration volumes and depths between the body and object mesh. Low interpenetration volume and depth with a high contact ratio are desirable for perceptually realistic body–object interactions. (3) **Diversity.** We follow [62] to employ the Average L2 Pairwise Distance (APD) to evaluate the diversity within random samples.

Results. In Table 1, we compare our method against the extended GrabNet baseline. Because the extended GrabNet baseline does not include an additional body mesh refinement step, we compare it to our results without GraspPose-Opt optimization (WholeGrasp w/o. opt. in Table 1). Our method w/o optimization outperforms the extended GrabNet baseline in the sample diversity (APD) and achieves higher contact ratio and smaller intersection. The extended GrabNet experiment demonstrates the challenges in learning the whole-body pose parameters for a plausible human–object interaction, with marker representation appearing to be more favorable for learning human grasping pose. Nevertheless, the derived body meshes from markers without pose optimization still have human–object interpenetration, and our contact-aware pose optimization (WholeGrasp w/ opt. in Table 1) drastically reduces the human–object collision issue while maintaining a high contact ratio.

Fig. 5 presents 5 random samples together with the generated object contact maps and hand grasping details for an unseen object. We can see that our models generate natural grasping poses with diverse body shapes and whole-body poses.

* Please refer to the Appendix for experimental setup and implementation details.
Table 2. Ablation studies on different optimization losses ($E_{fit}$, $E_{coll}$, $E_{cont}$ in Eq. 5-6). We fit ground truth markers (GT columns) and sampled markers (Samples columns), and numbers in bold/blue indicate the best/second-best respectively.

| Loss Configuration       | Contact Ratio↑ | Inter. Vol.↓ | Inter. Depth↓ |
|--------------------------|----------------|--------------|---------------|
|                          | GT Mesh        | Samples      | GT Samples    | Samples      |
| $E_{fit} + E_{gcont}$    | 0.99           | 0.96         | 2.04          | 0.45         |
| $E_{fit} + E_{gcont} + E_{coll}$ | 0.25 | 0.24         | 0.12          | 0.12         | 0.04 | 0.07 |
| $E_{fit} + E_{gcont} + E_{coll} + E_{cont}$ | 0.94 | 0.94         | 0.52          | 0.48         | 0.17 | 0.16 |

Fig. 5. Five random samples for an unseen object placed at the same positions. Left side: top view and front view of generated whole-body poses. Right side: hand grasping details and generated object contact maps (red areas indicate high contact probability).

Ablation Study. (1) Multi-task WholeGrasp design: To study the effect of learning human–object contact labels, we build a single-task WholeGrasp-VAE architecture which only learns the markers’ positions (WholeGrasp-single in Table 1). A similar pose optimization step as our GraspPose-opt further refines the grasping pose (WholeGrasp-single w/ heuristic opt. in Table 1), but we replace the mutual contact loss $E_{cont}$ in Eq. 6 with a heuristic contact loss which is based on a pre-defined hand contact pattern. Both the single-task and multi-task WholeGrasp experiments demonstrate the benefit of using contact to refine the human–object interaction, and our multi-task WholeGrasp with explicit mutual contact learning outperforms the single-task setup with the pre-defined hand contact pattern. (2) Study of GraspPose-Opt (see Table 2): We evaluate recovered body meshes from both the ground truth markers and the randomly sampled markers, and also the ground truth body mesh. By fitting the body mesh to ground truth markers, our proposed GraspPose-Opt with only $E_{fit}$ can recover an accurate body mesh with the human–object interaction metrics comparable to the ground truth mesh. The proposed $E_{coll}$ and $E_{cont}$ help to recover realistic human–object interaction significantly.

4.2 Stochastic Motion Infilling

We evaluate our motion infilling model on AMASS and GRAB datasets. To our best knowledge, we are the first generative model to learn both the global
trajectory and the local motion infilling given only one start pose and end pose. We compare our method with several representative motion infilling models.

**Baselines.** Wang et al. [59] proposed two sequential yet separate LSTM-based deterministic networks to first predict global trajectory (RouteNet) and then the local pose articulations (PoseNet) to approach the motion infilling task, and we take this sequential network (named as Route+PoseNet) as a baseline to our end-to-end generative global motion infilling model. There are some existing works which take the ground truth trajectory, start pose and end poses as inputs to predict the intermediate local poses, and following the same task setup, we also compare the generative local motion infilling component in our network against these baselines, including the convolution autoencoder network (CNN-AE) in [26], LEMO [64] and PoseNet [59]. We have chosen these baselines as they are the closest ones compared with our setting. For fair comparisons, we use the same body markers and the trajectory representation in all experiments.

**Evaluation Metrics.** (1) **3D marker accuracy.** For deterministic models, we measure the marker prediction accuracy by computing the Average L2 Distance Error (ADE) between the predicted markers and ground truth. For our generative model, we follow [62] to measure the sample accuracy by computing the minimal error between the ground truth and 10 random samples. (2) **Motion smoothness.** We follow [64] to use PSKL-J to measure the Power Spectrum KL divergence between the acceleration distribution of synthesized and ground truth joint motion sequences. PSKL-J being non-symmetric, we show the results of both direction, i.e., (Predicted, Ground Truth) and (Ground Truth, Predicted). (3) **Foot skating.** Following [65], we measure the foot skating artifacts during motion and define skating as when the heel is within 5cm of the ground and the heel speed of both feet exceeds 75mm/s. (4) **Foot–ground collision.** We also use a non-collision score, defined as the number of body mesh vertices above the ground divided by the total number of vertices.

**Results.** In Table 3, we compare our generative motion infilling model with the deterministic Route+PoseNet baseline [59], and both methods can infill the global trajectory and local pose motion. The results show that our generative model can yield much lower average 3D marker distance error (ADE). Also, our

---

**Table 3. Comparisons with motion infilling baselines. Best results are in boldface.**

| Methods                        | ADE  | Skat | PSKL-J (↓) |
|--------------------------------|------|------|------------|
|                               | (↓)  | (↓)  | (P, GT)    | (GT, P) |
| CNN-AE [26]                   | 0.091| 0.245| 0.804      | 0.739   |
| Local motion infilling*       |      |      |            |
| LEMO [64]                     | 0.083| 0.152| 0.507      | 0.447   |
| PoseNet [59]                  | 0.090| 0.236| 0.611      | 0.668   |
| Ours-Local†                   | 0.079| 0.137| 0.377      | 0.327   |
| Traj + local motion infilling | Route+PoseNet [59] | 0.219| 0.575 | 0.955      | 0.884 |
| Ours†                         | 0.083| 0.394| 0.772      | 0.609   |

* Ground truth trajectories are used in the local motion infilling experiments.
† Generative models. And all the other methods are deterministic models.
method has less foot skating and lower PSKL-J scores in both directions, which demonstrates that our method can generate more natural motions. We also compare our stochastic local motion infilling component (Ours-Local) against other deterministic local motion infilling baselines in Table 3. Our method outperforms all the other baselines in ADE, foot skating and PSKL-J, demonstrating that the our generative model can better capture human motion patterns and generate more natural motions. The motion sequences from the GRAB dataset and our generated motions have non-collision score of 0.9771 and 0.9743, respectively, showing that our method can effectively prevent foot–ground interpenetration.

4.3 Whole-body Grasp Motion Synthesis

Experiment setup. We test our grasping motion generation pipeline on 14 unseen objects from GRAB and HO3D dataset, and we generate 2s motions to grasp the object. Given different initial human poses, we place objects in front of the human at different heights (0.5m–1.7m) with various orientations (0–360° around the gravity axis) and different distances from start point to objects (5cm–1.1m). We conduct user studies on Amazon Mechanical Turk (AMT) for both ground truth grasping motion sequences from GRAB and our generated samples. On a five-point scale, three users are asked to rate the realism of presented motions, ranging from strongly disagree (score 0) to strongly agree (score 5).

Results. The perceptual scores for ground truth sequences and our synthesized sequences are 4.04 (around agree) and 3.15 (above slightly agree) respectively, showing that our proposed pipeline can synthesize high-fidelity grasping motions.

5 Conclusion and Discussion

In this work, we address an important task on how to synthesize realistic whole-body grasping motion. We propose a new approach consisting of two stages: (a) a WholeGrasp-VAE to generate static whole-body grasping poses; (b) a MotionFill-VAE to infill the grasp-oriented motion, given an initial pose and the predicted end pose. Our method, SAGA, is able to generate diverse motion sequences that have realistic interactions with the ground and random objects. We believe SAGA makes progress towards synthesizing human–object interaction, and provides a useful tool for computer graphics and robotics applications. However, in this work, we focus on the human motion synthesis task where a virtual human approaches to grasp an object without further hand–object manipulation. A future work is to synthesize the hand–object manipulation, while taking the object affordance, physics and the goal of the interaction into account.
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SAGA: Stochastic Whole-Body Grasping with Contact

**Appendix**

Yan Wu∗1, Jiahao Wang∗2, Yan Zhang1, Siwei Zhang1, Otmar Hilliges1, Fisher Yu1, Siyu Tang1

1 ETH Zürich, Switzerland
2 Max Planck Institute for Informatics, Germany
yan.wu@vision.ee.ethz.ch, jiwang@mpi-inf.mpg.de,
{yan.zhang,siwei.zhang,otmar.hilliges,siyu.tang}@inf.ethz.ch, i@yf.io

In the appendix, we first provide the body markers representation, architecture details, training and optimization setup, dataset pre-processing details, and the AMT user study evaluation details in Appendix A. In Appendix B, we illustrate the detailed baseline experiments and ablation study setup. We further provide additional experimental results and visualization results in Appendix C, and we discuss the existing limitations in Appendix D. Please see the video at our project page for more random samples of synthesized grasping poses and grasping motions.

A Method and Implementation Details

A.1 Body Markers Placement

To have informative yet compact markers setup, as illustrated in Fig. S1, we follow the placement of the markers in GRAB [55] MoCap system, having 49 markers for the body, 14 for the face, 6 for hands and 30 for fingers (see Fig. S1 (a)-(c)) on SMPL-X body surface. As hand poses are subtle and the palm is frequently in contact with the object, we additionally have 44 markers on two palms (see Fig S1 (d-1)) to further enrich the markers information for a better grasp. For the grasping ending pose generation in stage1, we use all these 143 markers for training and optimization. For the motion infilling network training in stage2, we only use a sparse set of palm markers with 10 markers on fingertips (see Fig. S1(d-2)).

A.2 Architecture Details

**WholeGrasp-VAE** We have visualized the WholeGrasp-VAE architecture in Fig. 3. This CVAE is conditioned on the object height information and the object geometry feature extracted with PointNet++ [45] encoder. In the encoder, taking the body markers’ postions $M \in \mathbb{R}^{N \times 3}$ and body markers contacts

∗ Equal contribution.
Fig. S1. Visualization of our body markers placement. We have 69 markers on the
body surface, which are visualized as red spheres on SMPL-X body surface, in which
49 for the body, 14 for the face and 6 for hands. For the WholeGrasp-VAE training,
we additionally have 30 markers on fingers and 44 markers on palms (d-1). For the
MotionFill-VAE training, we only have sparse hand markers (d-2) with 10 markers on
fingertips.

$C_M \in \{0, 1\}^N$ as inputs, where $N$ is the number of markers, the body branch
encodes the body feature $F_B$; Taking the object contacts $C_O \in \{0, 1\}^{2048}$ as
an additional feature of the object point cloud data, the object branch uses the
PointNet++ to encode the object feature. Further, we fuse them into a joint
16-dimensional latent space $z_s$. In the decoder, we individually decode the body
markers’ positions, markers’ contacts, and object contacts. Note that we model
the contacts learning as a two-class (in-contact or out-of-contact) classification
task, and the decoder outputs the in-contact probability of each points. And
the PointNet++ encoder architecture is given by: $SA(256, 0.2, [64, 128]) \rightarrow
SA(128, 0.25, [128, 256]) \rightarrow SA([256, 512])$, where $SA$ denotes the set abstrac-
tion level \cite{34}.

MotionFill-VAE In TrajFill, the root state at time $t$ is given by $\Gamma_t = (x_t, y_t,
cos{\gamma_t}, \sin{\gamma_t})$, where $x_t, y_t$ are the position of pelvis joint in the x-y (ground)
plane, and $\gamma_t$ is the body rotation around z-axis. Given $\Gamma_0$ and $\Gamma_T$, the TrajFill
is built to learn the deviation $\Delta \Gamma_{0:T+1} = \Gamma_{0:T+1} - \Gamma_{0:T+1}$ from an initial trajectory
$\Gamma_{0:T+1}$ which is a linear interpolation and one-step extrapolation of the given
$\Gamma_0$ and $\Gamma_T$, and we use $\Gamma_{0:T+1}$ as the condition. Inside TrajFill, we use MLP
structures for the encoder and the decoder. For the encoder, input trajectory
features are passed through two residual blocks, which has the same hidden size
as the input dimension ($8T$, where $T$ is the time length of the input). After that,
two linear branches project the features into the 512-dimensional latent space.
The decoder includes two residual blocks with hidden sizes equal to $8T$ and $4T$,
respectively. We get the final output of TrajFill by adding the last residual block
output and the initial rough trajectory $\Gamma_{0:T+1}$.

In LocalMotionFill, following the same input processing step as in \cite{64}, we
build a 4-channel local motion image $I \in \mathbb{R}^{4 \times (3N+n) \times T}$, where $N, n$ are the
number of markers and the dimension of foot-ground contact labels. The first channel of $I$ is a concatenation of foot-ground contacts $C_{F_0:T} \in \{0, 1\}^{n \times T}$ and the normalized local markers $M_{l_0:T}^0 \in \mathbb{R}^{3N \times T}$. The other three channels of $I$ are the normalized root local velocities $v_{0:T}$. To incorporate the condition information $(M_0, M_T, v_0:T)$ into the LocalMotionFill, similarly, we build a condition image $I_c$ which essentially is the masked input image $I$. We use the same CNN-based encoder and decoder network as in [64] to learn the filled motion image.

A.3 Dataset Processing

**GRAB.** We use GRAB (https://grab.is.tue.mpg.de/license) dataset to train both the WholeGrasp-VAE and MotionFill-VAE for grasping ending pose generation and motion infilling, respectively. For WholeGrasp-VAE training, considering the different body shape pattern of male and female, we suggest training the male model and the female model separately. Following GrabNet [55], for training, we take all frames with right-hand grasps. And out of the 51 different objects in GRAB dataset, following the same split of object class in GrabNet [3,55] we take out 4 validation objects (apple, toothbrush, elephant, hand) and 6 test objects (mug, camera, toothpaste, wineglass, frying pan, binoculars), and the remaining 41 objects are used for training. We center the object point cloud and the body markers at the geometry center of the object.

For MotionFill-VAE training, we only utilize sequences where humans are approaching to grasp the object. GRAB dataset captures the motion sequences where the human starts with T-pose, approaches and grasp the object, and then interacts with the object. For MotionFill-VAE training, we clip those approaching and grasping sequences. Since most of these approaching motion sequences only last for about 2s in the GRAB dataset, we clip 2-second videos from each sequence by ensuring that the last frames are at stable grasping poses. If the sequence is shorter than 2s, we pad the first frame to have the two-second clip.

**AMASS.** We pre-train our motion infilling model MotionFill-VAE on the AMASS (https://amass.is.tue.mpg.de/license.html). We down-sample the sequences to 30 fps and cut them into clips with same duration. To be consistent with GRAB dataset, we clip 2-second sequences from the AMASS for the grasping motion infilling task. We also evaluate our motion infilling network by conducting experiments on the general motion infilling task with different time lengths (see Appendix C.2), and for that, we clip the AMASS dataset into 4-second and 6-second sequences. Similar to [65], we reset the world coordinate for each clip. The origin of the world coordinate is set to the pelvis joint in the first frame. The x-axis is the horizontal component of the direction from the left shoulder to right shoulder, the y-axis faces forward, and the z-axis points upward. For training, we use all the mocap datasets except EKUT, KIT, SFU, SSM synced, TCD hand-Mocap, and TotalCapture. For testing, we use TCD handMocap, TotalCapture, and SFU.
Algorithm 1 WholeGrasp-Opt: grasping pose optimization

**Input:** Sampled markers $\hat{M}$, markers-object contacts $\hat{C}_M, \hat{C}_O$.

**Output:** Body mesh $B_T(\Theta_T)$ and the queried markers $\hat{M}_T$.

**Require:** Optimization steps $(N_1, N_2, N_3) = (300, 400, 500)$.

1. for $i = 1 : N_1$ do
   - Optimize $t, R$ to minimize $E_{fit}$ in Eq. 5.
2. for $i = N_1 : N_1 + N_2$ do
   - Optimize $t, R, \beta, \theta$ to minimize $E_{fit}$ in Eq. 5.
3. for $i = N_1 + N_2 : N_1 + N_2 + N_3$ do
   - Optimize $\theta_b, \theta_h, \theta_e$ to minimize $E_{opt}$ in Eq. 4-6.

return $\Theta_T = [\beta, t, R, \theta_b, \theta_h, \theta_e]$

A.4 Implementation Details

We implement our experiments using PyTorch v1.6.0 [41]. In the following, we introduce the training details of WholeGrasp-VAE and MotionFill-VAE, and optimization details of GraspPose-Opt and GraspMotion-Opt respectively.

**WholeGrasp-VAE training.** In Sec. 3.2, we have introduced the WholeGrasp-VAE training losses. Note that for the object and markers contact map reconstruction, due to the class in-balance, we employ the weighted binary cross-entropy loss, and we empirically set the weights for in-contact class for objects and markers as 3 and 5 respectively. And we set the object and markers contact map reconstruction weight $\lambda_M, \lambda_O$ in Eq. 1 as 1. For the VAE training, we adopt the linear KL weight annealing strategy [36] to avoid posterior collapse issue in VAE training. And we empirically set $\lambda_c = 1$ and $\lambda_{KL} = 0.005 e$ in $\mathcal{L}_{train} = \mathcal{L}_{rec} + \lambda_{KL}\mathcal{L}_{KL} + \lambda_c\mathcal{L}_c$, where $e$ is the epoch number, and we train the WholeGrasp-VAE for 40 epochs.

**MotionFill-VAE training.** In the experiments for Table. 3, for local motion infilling (given the starting pose, ending pose and trajectory), we train our Local-MotionFill model on AMASS training set; for the entire MotionFill-VAE (“Traj + local motion infilling”), we first pretrain our TrajFill module and LocalMotionFill module on the GRAB and AMASS training set respectively, and we further finetune the entire MotionFill-VAE on the GRAB training set. We empirically set the hyper-parameters in $\mathcal{L}_M = \mathcal{L}_{rec} + \lambda_{KL}\mathcal{L}_{KL}$ and Eq. 8 as follows: \{\lambda_{KL}, \lambda_1, \lambda_2, \lambda_3, \lambda_4\} = \{1, 0.05, 1, 1, 0.5\}.

**GraspPose-Opt optimization.** In Sec. 3.2, we have illustrated the GraspPose-Opt optimization losses design to recover SMPL-X body mesh from sparse markers and refine the body pose for more perceptually realistic human-object interactions. We empirically set the hyper-parameters in Eq. 5-7 \{\alpha_{cont}, \alpha_{cont}, \alpha_{colli}, \alpha_B, \alpha_\theta\} = \{15, 15, 100, 200, 0.0005\}. As it can be difficult for the optimization process to converge by jointly optimizing the high-dimensional SMPL-X parameters, which include the body global configuration $t$ and $R$, shape parameters $\beta$, body pose parameters $\theta_b$, and the more local hand pose $\theta_h$ and eye pose...
\( \theta_c \) parameters, similar as in MOJO [65], we suggest a multi-stage optimization mechanism by optimizing in a global-to-local fashion to facilitate a gradual convergence. And the detailed multi-stage training process can be found in Alg. 1. We use Adam [27] optimizer, and the initial learning rates for these three stages are set as 0.016, 0.012, 0.008 respectively.

**GraspMotion-Opt optimization.** In Sec. 3.4, we have shown the GraspMotion-Opt optimization losses design to recover smooth SMPL-X body motions from sparse markers sequence. Additionally, we introduce more details about our motion smoothness loss and foot skating loss design.

- **Cross-frame smoothness loss.** To encourage a temporarily smooth whole-body motion, following [64], we enforce smoothness on the smooth motion latent space \( S_{1:T-1} = AE(M_{1:T} - M_{0:T-1}) \) encoded by a pretrained autoencoder. Also, we explicitly enforce smoothness on the hand vertices, and the overall smoothness loss is given by:

\[
E_{\text{smooth}} = \alpha^B \sum_{t=1}^{T-2} |S_{t+1} - S_t|^2 + \alpha^h \sum_{t=0}^{T-1} |V_{B,t+1}^h - V_{B,t}^h|^2
\]  

(S.1)

- **Foot skating loss.** Following [64], we reduce the foot skating artifacts by optimization based on the foot-ground contact labels \( \hat{C}_F \).

\[
E_{\text{skat}} = \alpha_{\text{skat}} \sum_{t \in T_c} \sum_{|v_t^{\text{foot}}| \geq \sigma} |v_t^{\text{foot}} - \sigma|
\]  

(S.2)

where \( T_c \) means the timestamps with foot-ground contact, \( v_t^{\text{foot}} \) represents the velocity (location difference between adjacent timestamps \( t \) and \( t+1 \)) of vertices on the left toe, left heel, right toe, and right heel, at time \( t \). \( \sigma \) is a threshold and we use \( \sigma = 0.1 \) in our experiments.

The overall optimization loss is given by \( E_{\text{basic}} + E_g + E_{\text{smooth}} + E_{\text{skat}} \), where \( E_{\text{basic}} \) and \( E_g \) are formulated in Eq. 10 - 11. We optimize the overall loss in two stages, where we first fit SMPL-X body mesh to the predicted markers sequences by minimizing the markers fitting loss (\( E_{\text{fit}} \) in Eq. 10), and then we refine the recovered body mesh sequences by minimizing the overall loss. We present the detailed optimization procedure in Alg. 2. We also use Adam [27] optimizer. For the first frame, the initial learning rate is 0.1, and for the other frames the initial learning rate is 0.01. Stage 1 optimization takes 100 steps and the learning rate becomes 0.01 after step 60 and decreases to 0.003 after step 80. The second stage optimization takes 300 steps, and the initial learning rate is set to 0.01 and decays to 0.005 after 150 steps.
Algorithm 2 GraspMotion-Opt: grasping motion optimization

**Input:** Sampled body markers sequences $\tilde{M}_{0:T}$, mutual markers-object contacts $\tilde{C}_M$, $\tilde{C}_O$ and dynamic foot-ground contact $\tilde{C}_{F_0:T}$; Body shape parameters $\beta$

**Output:** Smoothed whole-body grasping motion $B_{0:T}(\Theta_{0:T})$.

**Require:** Optimization steps $(N_1, N_2) = (100, 300)$.

for $i = 1 : N_1$ do  
Optimize $[t, R, \theta]_{0:T}$ to minimize $\sum_{t=0}^{T} E_{fit}$ in Eq. 10.

for $i = N_1 : N_1 + N_2$ do  
Minimize $E_{basic} + E_g + E_{smooth} + E_{skat}$ in §3.4

return $\Theta_{0:T} = \{\beta, [t, R, \theta]_{0:T}\}$

A.5 Amazon Mechanical Turk (AMT) User Study

We perform user study via AMT, and the user study interface is presented in Fig. S2. We perform user study on both ground truth motion sequences from GRAB dataset and our randomly generated sample sequences. We test our pipeline with 14 unseen objects from both GRAB test set and HO3D [15] dataset, and we generate 50 random grasping motion sequences for each object, where objects are randomly placed. Each sequence is scored by 3 users and we take the average score, and the score range from 0 to 5 (from strongly disagree to strongly agree). The average perceptual score for each object class is presented in Table S1.

Table S1. Perceptual score results of both ground truth (GT) grasping motion sequences and our synthesized sequences for grasping various unseen objects. Due to the lack of ground truth whole-body grasping motions for objects in HO3D dataset, we only evaluate ground truth sequences for objects from GRAB dataset.

| Object        | Score GT | Ours | Object        | Score (Ours) | Average Score |
|---------------|----------|------|---------------|--------------|---------------|
| CRACKER BOX   | 3.15     |      | SUGAR BOX     | 3.45         |               |
| BINOCULARS    | 3.83     | 2.98 | MUSTARD BOTTLE| 3.49         |               |
| CAMERA        | 3.92     | 3.60 | MEAT CAN      | 3.43         | 4.04 3.15     |
| TOOTHPASTE    | 4.22     | 3.47 | PITCHER BASE  | 2.68         |               |
| MUG           | 4.38     | 2.82 | BEACH CLEANSER| 3.56         |               |
| WINE GLASS    | 3.85     | 2.87 | MUG           | 2.61         |               |
| FRYING PAN    | 4.16     | 1.7  | POWER DRILL   | 2.86         |               |
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**Grasp Motion Evaluation:**

Claim: The whole body motion is natural and realistic, and the hand interacts with the object in a realistic manner. What is your opinion?

Each video contains two views. The left is from the first-person view, and the right is from a side view. They are for the same motion. Use the buttons on the right of the screen to give your score, and submit the HIT via the submit button. When the video fails to play, select “not playing”.

![Instructions and Shortcuts](image)

![Select an option](image)

**Fig. S2.** AMT user study interface. We present both the first-view video (on the left side) and third-view video (on the right side) to the user for the grasping motion quality evaluation.

## B Baselines Implementation Details

In Sec. 4.1 and Sec. 4.2, we conduct several baseline experiments as comparisons with our WholeGrasp-VAE and MotionFill-VAE and also some ablation studies. In this section, we illustrate more implementation details about our baselines and ablation studies.

### B.1 Baselines to WholeGrasp-VAE

In Sec. 4.1, we extend the GrabNet [55] to the whole-body grasping pose generation task (GrabNet-SMPLX) as a comparison with our WholeGrasp-VAE design, and we also study the effectiveness of the multi-task WholeGrasp-VAE by comparing with the single-task design (WholeGrasp-single). In the following, we provide detailed experimental setup of these two experiments.

- **GrabNet-SMPLX.** GrabNet proposed to synthesize diverse hand grasps by directly learning the hand model parameters. And a similar idea can be extended to the full-body grasp synthesis by learning the compact SMPL-X body model parameters, which can include the body global configurations $t$ and $R$, the shape parameters $\beta$, and the full-body pose $\theta = [\theta_b, \theta_h, \theta_e]$. Fig. S3 (a) shows the schematic architecture of the GrabNet-SMPLX baseline. Different from the original GrabNet, instead of encoding the object shape using basic point set features [44], we employ the PointNet++ [45]
in the GrabNet-SMPLX baseline, which is consistent with our WholeGrasp-VAE.

- **WholeGrasp-single.** As visualized in Fig. S3 (b), we build a single-task WholeGrasp-VAE, namely WholeGrasp-single, where we only learn the body markers positions. We employ the same multi-stage optimization algorithm as in GraspPose-Opt to fit SMPL-X body mesh to sampled markers. Recall that in our GraspPose-Opt, with the predicted body and object contact map, we design a contact loss accordingly (see Eq. 6) to refine the mutual contacts between the human body and object. However, due to the lack of contact map prediction in the single-task WholeGrasp-single, we cannot directly leverage this contact loss term to refine the hand pose. Instead of simply ignoring the contact refinement loss term in this test-time optimization step, we build a strong baseline by pre-defining a fixed hand contact pattern and designing a heuristic contact loss accordingly. Concretely, we firstly compute the average contact probability for each hand vertices over all the GRAB dataset, and we denote this hand contact prior probability as $C_h$. Heuristically, we encourage those hand vertices that have a high prior contact probability (greater than 0.7) and also are close enough to the object (less than 2cm) to contact with the object, and we formulate this heuristic contact loss baseline $E_{\text{cont}}^h$ as:

$$E_{\text{cont}}^h = \alpha^h \sum_{h \in V_B^h} \mathbbm{1}(C_h > 0.7) \mathbbm{1}(d(h, O) < 0.02) \ast C_h d(h, O)$$

where $V_B^h$ and $O$ denote the hand vertices and object point cloud respectively, and $d(x, y) = \min_{y \in Y} ||x - y||^2_2$. Therefore, the overall optimization loss for the single-task WholeGrasp-single experiment is given by:

$$E_{\text{opt}}^{\text{single}}(\Theta) = E_{\text{fit}} + E_{\text{colli}} + E_{\text{cont}}^h + E_{\text{cont}}^g$$

where $E_{\text{fit}}, E_{\text{colli}}, E_{\text{cont}}^g$ have the same formulations as in our GraspPose-Opt.

### B.2 Baselines to MotionFill-VAE

In Sec. 4.2, we compare our method with the convolution autoencoder network (CNN-AE) in [26], LEMO [64], and RouteNet and PoseNet from Wang et al. [59]. For RouteNet and PoseNet, we remove the scene encoding branch from [59] and adopt the same route encoding branch and pose encoding branch architecture design. We use the same body representation as ours in all these experiments.

### C Additional Results

#### C.1 Ablation Study on GraspPose-Opt optimization losses

In Sec. 4.1 and Table 2, we have studied the effectiveness of our proposed GraspPose-Opt optimization loss design in Eq. 4 for optimizing human-object
Fig. S3. (a) The schematic architecture of GrabNet-SMPLX baseline. Similar as in GrabNet, we build a CVAE model to directly generate SMPL-X parameters; (b) The Schematic pipeline of the WholeGrasp-single baseline, which merely learns positions information of body markers.

interactions. In Fig. S4, we also present the visualization results of optimized hand poses using different loss designs to show the effects of our proposed loss terms. Since the hand pose can be highly sensitive to even tiny noises in markers positions, using only the basic markers fitting loss and foot ground contact loss, the recovered hand pose from markers can hardly interact with the object in a perceptually realistic way (see visualization result in Fig. S4 (a)). While the object collision loss $E_{\text{colli}}$ helps to mitigate the hand-object interpenetration issue (Fig. S4 (b)), the optimized hand does not grasp the object steadily. Using our mutual human-object contact loss $E_{\text{cont}}$, the object surface areas with higher contact probability attract hand vertices, and we can yield realistic and plausible hand-object interaction (see visualization result in Fig. S4 (c)).

Fig. S4. Visualization results of ablation study on the GraspPose-Opt optimization loss design in Table 2. We present the optimized hand poses using different loss designs, and the red areas on the object surface indicate higher contact probability.

C.2 Additional Visualizations and Results on MotionFill-VAE

In Table 3, we have shown the quantitative results of our method compared with other state-of-the-art methods. In Fig. S5, we qualitatively present the diversity of the motions generated by our model which is finetuned on GRAB dataset [55]. The figure shows that our method can generate diverse trajectories as well as diverse local motions.

Limited by the short sequence length in the GRAB dataset, we only conduct the two-second motion infilling experiments with our MotionFill-VAE. Beyond
Fig. S5. Visualization on generated diverse motion sequences. (a) Three motion sequences on three different trajectories generated by TrajFill-CVAE, respectively. (b) Three motion sequences generated on the same ground truth trajectory. Different colors (red, green, blue) represent different motion sequences in each sub-figure. The diverse intermediate frames show the stochasticity of our TrajFill-CVAE and LocalMotionFill-CVAE. 

Generating two-second motion sequences given the starting pose and the ending pose, we show that our motion infilling model can be easily generalized to longer time lengths. Given the starting pose, ending pose, we train our MotionFill-VAE on AMASS dataset with 2s, 4s, 6s clips, respectively. In Fig. S6, we present the infilled motion sequences of 2 seconds, 4 seconds, and 6 seconds. The visualization results show that our motion infilling model is able to generate motions with different time lengths.

D Limitations

Although our method can generate realistic grasping poses and grasping motions for most of the unseen objects in our test set, we observe some failure cases where the synthesized human fails to grasp the object in a realistic way. We have the similar observation as mentioned in GrabNet [55], the frying pan is the most challenging object to grasp. As visualized in Fig. S7, though the generated humans are in contact with the pan, they typically fail to grasp the pan handle, resulting in perceptually unrealistic results and low perceptual score in Table S1.
Fig. S6. Visualization on generated motion sequences with different time lengths (2s, 4s, 6s). (a) 2-second motion sequences. (b) 4-second motion sequences. (c) 6-second motion sequences. We train these three MotionFill-VAE models using training data with different time lengths on AMASS dataset [37]. The visualization results show that our motion infilling model can be easily generalized to different time horizons.

Fig. S7. Grasping pose random samples for grasping the frying pan. Generating realistic grasping poses for frying pan pan is challenging. Although the generated humans are still in contact with the pan, they typically fails to grasp the handle of the pan, resulting in perceptually unrealistic results.