Numerical evaluation of iterated integrals related to elliptic Feynman integrals

Moritz Walden and Stefan Weinzierl

PRISMA Cluster of Excellence, Institut für Physik,
Johannes Gutenberg-Universität Mainz,
D - 55099 Mainz, Germany

Abstract

We report on an implementation within GiNaC to evaluate iterated integrals related to elliptic Feynman integrals numerically to arbitrary precision within the region of convergence of the series expansion of the integrand. The implementation includes iterated integrals of modular forms as well as iterated integrals involving the Kronecker coefficient functions \( g^{(k)}(z, \tau) \). For the Kronecker coefficient functions iterated integrals in \( d\tau \) and \( dz \) are implemented. This includes elliptic multiple polylogarithms.
1 Introduction

Certain Feynman integrals evaluate to transcendental functions related to elliptic curves, or slightly more general to transcendental functions related to the moduli space $\mathcal{M}_{1,n}$ of a genus one curve with $n$ marked points. These functions are beyond the class of multiple polylogarithms, which can be viewed as transcendental functions related to the moduli space $\mathcal{M}_{0,n}$ of a genus zero curve with $n$ marked points. Let us call these Feynman integrals “elliptic Feynman integrals”. The elliptic Feynman integrals have received considerable attention in recent years [1–55]. It is worth mentioning that similar transcendental functions also occur in string theory [56–61].

It is therefore desirable to have numerical evaluation routines for these transcendental functions. For multiple polylogarithms, the numerical evaluation routines within the GiNaC library [62] are widely used [63]. In this paper we report on an implementation within GiNaC to evaluate transcendental functions related to elliptic Feynman integrals numerically to arbitrary precision within the region of convergence. The GiNaC library is open source software and freely available.

The possibility to evaluate these transcendental functions to arbitrary precision is useful for the PSLQ algorithm [64]. In the context of Feynman integrals, the PSLQ algorithm is often employed to fix boundary constants, if the Feynman integrals are calculated from their differential equations.

In the literature there exist various slightly different definitions of transcendental functions related to elliptic Feynman integrals. For the numerical evaluation we support a wide range of these. Common to all definitions is the fact that the transcendental functions are defined as iterated integrals on a covering space of the moduli space $\mathcal{M}_{1,n}$. Standard coordinates on this space are $(z_1,\ldots,z_{n-1},\tau)$, where $z_1,\ldots,z_{n-1}$ denote the positions of $(n-1)$ punctures and $\tau$ describes the shape of the torus. Due to translational invariance we may assume that one puncture is at the origin: $z_0 = 0$. From these standard coordinates we may already divide the transcendental functions into two broad classes: The first class consists of iterated integrals, where the integration variable is $\tau$, the second class consists of iterated integrals, where the integration variable is a $z$ variable. The former class includes for example iterated integrals of modular forms, the latter class the $\tilde{\Gamma}$ functions, also known as (meromorphic, but non-double periodic) elliptic multiple polylogarithms.

Supporting a wide variety of integrands, which can be combined in any reasonable fashion, has one limitation: We only support the numerical evaluation in regions, where all integrands have a convergent Laurent series expansion with at most a simple pole at the base point of the integration.

This paper is organised as follows: In section 2 we introduce our notation, the necessary background on iterated integrals and the relevant special functions, which are later used to define the various integrands. In section 3 we discuss the various integrands or integration kernels for the iterated integrals. Section 4 describes the implementation within the GiNaC library. In section 5 we give several examples on how to use our routines. In section 6 we discuss advanced usage, limitations and give an outlook, how the performance for specific sub-classes of iterated integrals can be improved. Finally, section 7 contains our conclusions.

Appendix A summarises our notation for some standard mathematical functions. Appendix B...
is devoted to the arithmetic-geometric mean, which is used to compute numerically complete elliptic integrals of the first and second kind. Appendix C gives all relevant details on the Kronecker symbol.

2 Definitions

2.1 Notation

In the literature one finds that both the variable \( \exp(\pi i \tau) \) as well as the variable \( \exp(2\pi i \tau) \) are used. To avoid confusion we will use throughout this paper the notation

\[
q = \exp(\pi i \tau), \quad \bar{q} = \exp(2\pi i \tau), \\
w = \exp(\pi iz), \quad \bar{w} = \exp(2\pi iz).
\] (1)

Most of our formula will be in barred variables. The barred variables are periodic with period 1, e.g. \( \bar{q}(\tau + 1) = \bar{q}(\tau) \).

2.2 Iterated integrals

Let us start with the general definition of an iterated integrals [65]: Let \( M \) be a \( n \)-dimensional (complex) manifold and

\[
\gamma : [a, b] \rightarrow M \tag{2}
\]
a path with start point \( x_i = \gamma(a) \) and end point \( x_f = \gamma(b) \). Suppose further that \( \omega_1, ..., \omega_r \) are differential 1-forms on \( M \). Let us write

\[
f_j(\lambda) d\lambda = \gamma^* \omega_j \tag{3}
\]
for the pull-backs to the interval \([a, b]\). For \( \lambda \in [a, b] \) the \( k \)-fold iterated integral of \( \omega_1, ..., \omega_r \) along the path \( \gamma \) is defined by

\[
I_\gamma(\omega_1, ..., \omega_r; \lambda) = \lambda \int_a^\lambda f_1(\lambda_1) \int_a^{\lambda_1} f_2(\lambda_2) \cdots \int_a^{\lambda_{r-1}} f_r(\lambda_r). \tag{4}
\]

We define the 0-fold iterated integral to be

\[
I_\gamma(; \lambda) = 1. \tag{5}
\]

Our main applications will be the cases where \( \dim_{\mathbb{C}} M = 1 \) with coordinate \( z \). Our standard integration path in the absence of trailing zeros will be the line segment from zero to \( z_0 \in \mathbb{C} \). The case of trailing zeros will be discussed in the next paragraph. We take \( |z| \) as curve parameter and hence \([a, b] = [0, \lambda_0] \) with \( \lambda_0 = |z_0| \). In the sequel we drop in the notation of the iterated integral the dependence on the integration path \( \gamma \) and simply write \( I(\omega_1, ..., \omega_r; z_0) \).
2.2.1 Shuffle product and trailing zeros

Let $\lambda_0 \in \mathbb{R}_{>0}$ and denote by $U$ the domain $U = \{z \in \mathbb{C}||z| \leq \lambda_0\}$. Let us assume that all $\omega_j$ are holomorphic in $U \setminus \{0\}$ and have at most a simple pole at $z = 0$. In other words

$$\omega_j = f_j(z)dz = \sum_{n=0}^{\infty} c_{j,n} z^{n-1}dz, \quad c_{j,n} \in \mathbb{C}. \quad (6)$$

We say that $\omega_j$ has a trailing zero, if $c_{j,0} \neq 0$. We denote by

$$L_0 = l_0(z)dz = \frac{dz}{z} \quad (7)$$

the logarithmic form with $c_0 = 1$ and $c_n = 0$ for $n > 0$. We extend the definition of iterated integrals: We set

$$I(L_0, \ldots, L_0; z_0) = \frac{1}{r!} \ln^r(z_0) \quad (8)$$

and define recursively

$$I(\omega_1, \omega_2, \ldots, \omega_r; z_0) = \int_0^{z_0} dz_1 f_1(z_1) I(\omega_2, \ldots, \omega_r; z_1). \quad (9)$$

This agrees with our previous definition in the case that $\omega_r$ has no trailing zero, but allows for trailing zeros. We say that the iterated integral $I(\omega_1, \ldots, \omega_r; z_0)$ has a trailing zero, if $\omega_r$ has a trailing zero. If $\omega_r$ has a trailing zero, we may always write

$$\omega_r = c_{r,0}L_0 + \omega_r^{\text{reg}}, \quad (10)$$

with

$$\omega_r^{\text{reg}} = \sum_{n=1}^{\infty} c_{j,n} z^{n-1}dz \quad (11)$$

having no trailing zero.

Iterated integrals come with a shuffle product:

$$I(\omega_1, \ldots, \omega_k; z_0) \cdot I(\omega_{k+1}, \ldots, \omega_r; z_0) = \sum_{\text{shuffles } \sigma} I(\omega_{\sigma(1)}, \ldots, \omega_{\sigma(r)}; z_0), \quad (12)$$

where the sum runs over all shuffles $\sigma$ of $(1, \ldots, k)$ with $(k+1, \ldots, r)$. A shuffle is a permutation of $(1, \ldots, r)$, which preserves the relative order of $(1, \ldots, k)$ and $(k+1, \ldots, r)$. We may use the shuffle product and eq. (10) to remove trailing zeros, for example if $c_{1,0} = 0$ and $c_{2,0} = 1$ we have

$$I(\omega_1, \omega_2; z_0) = I(\omega_1, L_0; z_0) + I(\omega_1, \omega_2^{\text{reg}}; z_0)$$
This isolates all trailing zeros in integrals of the form (8), for which we may use the explicit formula in eq. (8). It is therefore sufficient to focus on iterated integrals with no trailing zeros. For

\[ I(\omega_1, \ldots, \omega_r; z_0) \]  

this means \( c_{r,0} = 0 \). Please note that \( c_{k,0} \neq 0 \) is allowed for \( k < r \) and in particular that the form \( L_0 \) is allowed in positions \( k < r \).

For integrals with no trailing zeros we introduce the notation

\[ I_{m_1, \ldots, m_r}(\omega_1, \ldots, \omega_r; z_0) = I(L_0, \ldots, L_0, \omega_1, \ldots, \omega_{r-1}, L_0, \ldots, L_0, \omega_r; z_0), \]  

where we assumed that \( \omega_k \neq L_0 \) and \( (m_k - 1) L_0 \)'s precede \( \omega_k \). This notation resembles the notation of multiple polylogarithms. The motivation for this notation is as follows: The iterated integrals \( I_{m_1, \ldots, m_r}(\omega_1, \ldots, \omega_r; z_0) \) have just a \( r \)-fold series expansion, and not a \( (m_1 + \cdots + m_r) \)-fold one.

### 2.2.2 Series expansion

With the same assumptions as in the previous subsection (all \( \omega_j \) are holomorphic in \( U \setminus \{0\} \) and have at most a simple pole at \( z = 0 \)) an iterated integral with no trailing zero has a convergent series expansion in \( U \):

\[ I_{m_1, \ldots, m_r}(\omega_1, \ldots, \omega_r; z_0) = \sum_{i_1=1}^{\infty} \sum_{i_2=1}^{i_1} \cdots \sum_{i_r=1}^{i_{r-1}} \frac{c_{1,i_1-i_2} \cdots c_{r-1,i_{r-1}-i_r} c_{r,i_r}}{i_1^{m_1} i_2^{m_2} \cdots i_r^{m_r}}. \]  

This formula can be used for the numerical evaluation of the iterated integral: We truncate the outer sum over at \( i_1 = N \). Let us write eq. (16) as

\[ I_{m_1, \ldots, m_r}(\omega_1, \ldots, \omega_r; z_0) = \sum_{i_1=1}^{\infty} d_{i_1}, \]

\[ d_{i_1} = z_0^{i_1} \sum_{i_2=1}^{i_1} \cdots \sum_{i_r=1}^{i_{r-1}} \frac{c_{1,i_1-i_2} \cdots c_{r-1,i_{r-1}-i_r} c_{r,i_r}}{i_1^{m_1} i_2^{m_2} \cdots i_r^{m_r}}. \]  

This gives a numerical approximation \( I^{\text{approx}}(N) \) of the iterated integral

\[ I^{\text{approx}}(N) = \sum_{i_1=1}^{N} d_{i_1}. \]  

Choosing \( N \) large enough, such that the neglected terms contribute below the numerical precision gives the numerical evaluation of the iterated integral.
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In more detail, let us define for two numbers \( a \) and \( b \) an equivalence relation. We say \( a \sim b \), if they have exactly the same floating-point representation within a given numerical precision. Our standard truncation criterion is as follows: We truncate the iterated integral at \( N \) if
\[
I_{\text{approx}}(N) \sim I_{\text{approx}}(N-1) \quad \text{and} \quad d_N \neq 0.
\] (19)
This gives reliable results in most cases. However, there are a few specific cases where this criterion is inappropriate. These specific cases are discussed in more detail in section 6. In order to handle also these cases, we provide as an alternative method the truncation at a user-specified value \( N_{\text{user}} \).

2.3 Special functions

In order to discuss elliptic multiple polylogarithms and related iterated integrals we first have to introduce a few special functions related to modular forms.

2.3.1 Basics of modular forms

We denote by \( \mathbb{H} \) the complex upper half-plane with coordinate \( \tau \):
\[
\mathbb{H} = \{ \tau \in \mathbb{C} | \text{Im}(\tau) > 0 \}.
\] (20)
A modular transformation is given by
\[
\tau' = \frac{a\tau + b}{c\tau + d}, \quad \tau \in \mathbb{H}, \quad \left( \begin{array}{cc} a & b \\ c & d \end{array} \right) \in \text{SL}_2(\mathbb{Z}).
\] (21)
A meromorphic function \( f : \mathbb{H} \rightarrow \mathbb{C} \) is a modular form of modular weight \( k \) for \( \text{SL}_2(\mathbb{Z}) \) if
1. \( f \) transforms under modular transformations as
\[
f\left( \frac{a\tau + b}{c\tau + d} \right) = (c\tau + d)^k \cdot f(\tau) \quad \text{for} \quad \gamma = \left( \begin{array}{cc} a & b \\ c & d \end{array} \right) \in \text{SL}_2(\mathbb{Z}),
\] (22)
2. \( f \) is holomorphic on \( \mathbb{H} \),
3. \( f \) is holomorphic at \( i\infty \).
It is convenient to introduce the \( |k\gamma \) operator, defined by
\[
(f|k\gamma)(\tau) = (c\tau + d)^{-k} \cdot f(\gamma(\tau)).
\] (23)
With the help of the \( |k\gamma \) operator we may rewrite eq. (22) as \( (f|k\gamma) = f \) for \( \gamma \in \text{SL}_2(\mathbb{Z}) \). A modular form for \( \text{SL}_2(\mathbb{Z}) \) is called a cusp form of \( \text{SL}_2(\mathbb{Z}) \), if it vanishes at the cusp \( \tau = i\infty \).
Apart from \( SL_2(\mathbb{Z}) \) we may also look at congruence subgroups. The standard congruence subgroups are defined by

\[
\Gamma_0(N) = \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in SL_2(\mathbb{Z}) : c \equiv 0 \mod N \right\},
\]

\[
\Gamma_1(N) = \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in SL_2(\mathbb{Z}) : a, d \equiv 1 \mod N, c \equiv 0 \mod N \right\},
\]

\[
\Gamma(N) = \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in SL_2(\mathbb{Z}) : a, d \equiv 1 \mod N, b, c \equiv 0 \mod N \right\}.
\]

\( \Gamma(N) \) is called the principle congruence subgroup of level \( N \). The principle congruence subgroup \( \Gamma(N) \) is a normal subgroup of \( SL_2(\mathbb{Z}) \). In general, a subgroup \( \Gamma \) of \( SL_2(\mathbb{Z}) \) is called a congruence subgroup, if there exists an \( N \) such that

\[
\Gamma(N) \subseteq \Gamma.
\]

The smallest such \( N \) is called the level of the congruence subgroup.

We may now define modular forms for a congruence subgroup \( \Gamma \), by relaxing the transformation law in eq. (22) to hold only for modular transformations from the subgroup \( \Gamma \), plus holomorphicity on \( \mathbb{H} \) and at the cusps. In detail: A meromorphic function \( f : \mathbb{H} \to \mathbb{C} \) is a modular form of modular weight \( k \) for the congruence subgroup \( \Gamma \) if

1. \( f \) transforms as

\[
(f|_k \gamma) = f \quad \text{for} \quad \gamma \in \Gamma,
\]

2. \( f \) is holomorphic on \( \mathbb{H} \),

3. \( f|_k \gamma \) is holomorphic at \( i\infty \) for all \( \gamma \in SL_2(\mathbb{Z}) \).

A modular form \( f \) for a congruence subgroup \( \Gamma \) is called a cusp form of \( \Gamma \), if \( f|_k \gamma \) vanishes at \( \tau = i\infty \) for all \( \gamma \in SL_2(\mathbb{Z}) \).

For a congruence subgroup \( \Gamma \) of \( SL_2(\mathbb{Z}) \) we denote by \( \mathcal{M}_k(\Gamma) \) the space of modular forms of weight \( k \) for \( \Gamma \). Furthermore, \( \mathcal{M}_k(\Gamma) \) is the direct sum of two finite dimensional \( \mathbb{C} \)-vector spaces: the space of cusp forms \( \mathcal{S}_k(\Gamma) \) and the Eisenstein subspace \( \mathcal{E}_k(\Gamma) \).

### 2.3.2 The Kronecker function

We start with the Kronecker function \( F(x,y,\tau) \). This function is defined in terms of the first Jacobi theta function by

\[
F(x,y,\tau) = \pi \theta_1'(0,q) \frac{\theta_1(\pi(x+y),q)}{\theta_1(\pi x,q) \theta_1(\pi y,q)},
\]

where \( q = \exp(\pi i \tau) \). The definition of the Jacobi theta function is given in appendix A and \( \theta_1' \) denotes the derivative with respect to the first argument. It is obvious from the definition that the
Kronecker function is symmetric in $x$ and $y$. We are interested in the Laurent expansion in one of these variables. We define functions $g^{(k)}(z, \tau)$ through
\[
F(z, \alpha, \tau) = \sum_{k=0}^{\infty} g^{(k)}(z, \tau) \alpha^{k-1}. \tag{27}
\]
The functions $g^{(k)}(z, \tau)$ will enter the definition of elliptic multiple polylogarithms. Let us recall some of their properties [38, 66]. When viewed as a function of $z$, the function $g^{(k)}(z, \tau)$ has only simple poles. More concretely, the function $g^{(1)}(z, \tau)$ has a simple pole with unit residue at every point of the lattice. For $k > 1$ the function $g^{(k)}(z, \tau)$ has a simple pole only at those lattice points that do not lie on the real axis. The (quasi-) periodicity properties are
\[
g^{(k)}(z + 1, \tau) = g^{(k)}(z, \tau),
\]
\[
g^{(k)}(z + \tau, \tau) = \sum_{j=0}^{k} \frac{(-2\pi i)^j}{j!} g^{(k-j)}(z, \tau). \tag{28}
\]
We see that $g^{(k)}(z, \tau)$ is invariant under translations by 1, but not by $\tau$. The functions $g^{(k)}(z, \tau)$ have the symmetry
\[
g^{(k)}(-z, \tau) = (-1)^k g^{(k)}(z, \tau). \tag{29}
\]
In previous publications we introduced the notation [8–10, 21, 48]
\[
\text{ELi}_{n,m}(\bar{u}; \bar{v}; \bar{q}) = \sum_{j=1}^{\infty} \sum_{k=1}^{\infty} \frac{\bar{u}^j}{j^n} \frac{\bar{v}^k}{k^m} \bar{q}^{jk} \tag{30}
\]
and the linear combinations
\[
\overline{E}_{n,m}(\bar{u}; \bar{v}; \bar{q}) = \text{ELi}_{n,m}(\bar{u}; \bar{v}; \bar{q}) - (-1)^{n+m} \text{ELi}_{n,m}(-1; \bar{v}^{-1}; \bar{q}). \tag{31}
\]
For $\tau \in \mathbb{H}$ the function $\text{ELi}_{n,m}(\bar{u}; \bar{v}; \bar{q})$ converges for
\[
|\bar{u}|, |\bar{v}| < |\bar{q}|^{-1}, \tag{32}
\]
and the function $\overline{E}_{n,m}(\bar{u}; \bar{v}; \bar{q})$ converges for
\[
|\bar{q}| < |\bar{u}|, |\bar{v}| < |\bar{q}|^{-1}. \tag{33}
\]
For
\[
\bar{u} = \exp(2\pi i x), \quad \bar{v} = \exp(2\pi i y), \quad \bar{q} = \exp(2\pi i \tau) \tag{34}
\]
eq. (33) translates to
\[
-\text{Im}(\tau) < \text{Im}(x), \text{Im}(y) < \text{Im}(\tau). \tag{35}
\]
The functions \(E_{n,m}\) are helpful for the \(q\)-expansion of the functions \(g^{(k)}(z, \tau)\). Explicitly one has with \(\bar{q} = \exp(2\pi i / \tau)\) and \(\bar{w} = \exp(2\pi i z)\)
\[
\begin{align*}
ge^{(0)}(z, \tau) &= 1, \\
ge^{(1)}(z, \tau) &= -2\pi i \left[ \frac{1 + \bar{w}}{2(1 - \bar{w})} + E_{0,0}(\bar{w}; 1; \bar{q}) \right], \\
ge^{(k)}(z, \tau) &= -\frac{(2\pi i)^k}{(k-1)!} \left[ -\frac{B_k}{k} + E_{0,1-k}(\bar{w}; 1; \bar{q}) \right], \quad k > 1, \tag{36}
\end{align*}
\]
where \(B_k\) denote the \(k\)-th Bernoulli number, defined by
\[
\frac{x}{e^x - 1} = \sum_{k=0}^{\infty} \frac{B_k}{k!} x^k. \tag{37}
\]
It will be convenient to set \(g^{(-1)}(z, \tau) = 0\).

Under modular transformations the functions \(g^{(k)}(z, \tau)\) transform as
\[
g^{(k)} \left( \frac{z}{c\tau + d}, \frac{az + b}{c\tau + d} \right) = (c\tau + d)^k \sum_{j=0}^{k} \frac{(2\pi i)^j}{j!} \left( \frac{cz}{c\tau + d} \right)^j g^{(k-j)}(z, \tau). \tag{38}
\]

### 2.3.3 Eisenstein series for \(SL_2(\mathbb{Z})\)

The \(z\)-dependent Eisenstein series \(E_k(z, \tau)\) are defined by
\[
E_k(z, \tau) = \sum_{(n_1, n_2) \in \mathbb{Z}^2} \frac{1}{(z + n_1 + n_2\tau)^k}. \tag{39}
\]
The series is absolutely convergent for \(k \geq 3\). For \(k = 1\) and \(k = 2\) the Eisenstein summation depends on the choice of generators. The Eisenstein summation prescription is defined by
\[
\sum_{(n_1, n_2) \in \mathbb{Z}^2} f(z + n_1 + n_2\tau) = \lim_{N_2 \to \infty} \lim_{N_1 \to \infty} \sum_{n_2 = -N_2}^{N_2} \left( \lim_{N_1 \to \infty} \sum_{n_1 = -N_1}^{N_1} f(z + n_1 + n_2\tau) \right). \tag{40}
\]
One further sets
\[
e_k(\tau) = \sum_{(n_1, n_2) \in \mathbb{Z}^2 \setminus \{0, 0\}} \frac{1}{(n_1 + n_2\tau)^k}. \tag{41}
\]
We have \(e_k(\tau) = 0\) whenever \(k\) is odd. For \(k \geq 4\) the Eisenstein series \(e_k(\tau)\) are modular forms of \(M_k(SL_2(\mathbb{Z}))\). The space \(M_k(SL_2(\mathbb{Z}))\) has a basis of the form
\[
(e_4(\tau))^{v_4} (e_6(\tau))^{v_6}, \tag{42}
\]
where \(v_4\) and \(v_6\) run over all non-negative integers with \(4v_4 + 6v_6 = k\).

As an example, let us give the cusp form of modular weight 12 for \(SL_2(\mathbb{Z})\):
\[
\Delta(\tau) = (2\pi i)^{12} \eta(\tau)^{24} = 10800 \left( 20 (e_4(\tau))^3 - 49 (e_6(\tau))^2 \right). \tag{43}
\]
2.3.4 Eisenstein series for $\Gamma_1(N)$

Let $\Gamma$ be a congruence subgroup of $\text{SL}_2(\mathbb{Z})$. By definition there exists an $N$, such that

$$\Gamma(N) \subseteq \Gamma.$$  \hfill (44)

This implies

$$\mathcal{M}_k(\Gamma) \subseteq \mathcal{M}_k(\Gamma(N))$$  \hfill (45)

and this reduces in a first step the study of modular forms for an arbitrary congruence subgroup $\Gamma$ to the study of modular forms of the principal congruence subgroup $\Gamma(N)$. Now let $\eta(\tau) \in \mathcal{M}_k(\Gamma(N))$. Then

$$\eta(N\tau) \in \mathcal{M}_k(\Gamma_1(N^2)),$$  \hfill (46)

which reduces in a second step the study of modular forms for an arbitrary congruence subgroup $\Gamma$ to the study of modular forms of the congruence subgroup $\Gamma_1(N)$.

Let us therefore consider modular forms for the congruence subgroups $\Gamma_1(N)$, and here in particular the Eisenstein subspace $\mathcal{E}_k(\Gamma_1(N))$. To this aim we define Eisenstein series with characters. Of particular interest are characters which are obtained from the Kronecker symbol. These characters take the values $\{-1, 0, 1\}$. In general, the value of a Dirichlet character is a root of unity or zero. The restriction to Dirichlet characters obtained from the Kronecker symbol has the advantage that the $\bar{q}$-expansion of the Eisenstein series can be computed within the rational numbers. The case of non-trivial roots of unity (e.g. of order three or higher) can be handled with the Eisenstein series defined in the next sub-section.

Let $a$ be an integer, which is either one or the discriminant of a quadratic field. In appendix $\text{C}$ we give a criteria for $a$ being the discriminant of a quadratic field. The Kronecker symbol, also defined in appendix $\text{C}$ then defines a primitive Dirichlet character

$$\chi_a(n) = \left(\frac{a}{n}\right)$$  \hfill (47)

of conductor $|a|$. 

Let $a$ and $b$ be as above (i.e. integers, which are either one or the discriminant of a quadratic field). We set

$$E_{k,a,b}(\tau) = a_0 + \sum_{n=1}^{\infty} \left( \sum_{d|n} \chi_a(n/d) \cdot \chi_b(d) \cdot d^{k-1} \right) \bar{q}^n,$$  \hfill (48)

The normalisation is such that the coefficient of $\bar{q}$ is one. The constant term $a_0$ is given by

$$a_0 = \begin{cases} 
-\frac{B_{2k}}{2k}, & \text{if } |a| = 1, \\
0, & \text{if } |a| > 1.
\end{cases}$$  \hfill (49)
Note that the constant term $a_0$ depends on $a$ and $b$. The generalised Bernoulli numbers $B_{k,b}$ are defined by

$$\sum_{n=1}^{[b]} \chi_b(n) \frac{xe^{nx}}{e^{bnx} - 1} = \sum_{k=0}^{\infty} B_{k,b} \frac{x^k}{k!}.$$  \hspace{1cm} (50)

Note that in the case of the trivial character $\chi_1$, eq. (50) reduces to

$$\frac{xe^x}{e^x - 1} = \sum_{k=0}^{\infty} B_{k,1} \frac{x^k}{k!},$$  \hspace{1cm} (51)

yielding $B_{1,1} = 1/2$. The ordinary Bernoulli numbers $B_k$ are generated by $x/(e^x - 1)$ (i.e. without an extra factor $e^x$ in the numerator) and yield $B_1 = -1/2$.

Let now $a$ and $b$ be such that

$$\chi_a(-1)\chi_b(-1) = (-1)^k$$  \hspace{1cm} (52)

and if $k = 1$ one requires in addition

$$\chi_a(-1) = 1, \quad \chi_b(-1) = -1.$$  \hspace{1cm} (53)

Let $N$ be an integer multiple of $K||a||b|$. We then set

$$E_{k,N,a,b,K}(\tau) = \begin{cases} E_{k,a,b}(K\tau_N), & (k,a,b) \neq (2,1,1), \quad K \geq 1, \\ E_{2,1,1}(\tau_N) - KE_{2,1,1}(K\tau_N), & (k,a,b) = (2,1,1), \quad K > 1. \end{cases}$$  \hspace{1cm} (54)

$E_{k,N,a,b,K}(\tau)$ is a modular form for $\Gamma_1(N)$ of modular weight $k$ and level $N$: $E_{k,N,a,b,K}(\tau) \in \mathcal{E}_k(\Gamma_1(N)).$  \hspace{1cm} (55)

Remark: For $k$ even and $k \geq 4$ the relation between the Eisenstein series $e_k(\tau)$ defined in eq. (41) and the Eisenstein series with a trivial character is

$$e_k(\tau) = 2 \frac{(2\pi i)^k}{(k-1)!} E_{k,1,1}(\tau).$$  \hspace{1cm} (56)

### 2.3.5 Eisenstein series related to elliptic multiple polylogarithms

Elliptic multiple polylogarithms, where all $z$-values are rational points, i.e. of the form

$$z = r_1 + r_2 \tau, \quad r_1, r_2 \in \mathbb{Q}, \quad r_1 = \frac{r}{N}, \quad r_2 = \frac{s}{N},$$  \hspace{1cm} (57)

are related to iterated integrals of Eisenstein series for the principal congruence subgroups $\Gamma(N)$ \cite{33,52}. Of course, these Eisenstein series can always be written as a linear combination of a basis of the Eisenstein subspace $\mathcal{E}_k(\Gamma(N))$. Nevertheless, it is convenient to have these Eisenstein series directly available.
Let \( r, s \) be integers with \( 0 \leq r, s < N \). Following \[33, 52\] we set
\[
h_{k,N,r,s}(\tau) = \sum_{n=1}^{\infty} a_n q^n.
\] (58)

For \( n \geq 1 \) the coefficients are given by
\[
a_n = \frac{1}{2N^k} \sum_{d|n \ c_1=0} \sum_{c=0}^{N-1} d^{k-1} \left[ e^{2\pi i (r_n^u -(s-d)c_1)} + (-1)^k e^{-2\pi i (r_n^u -(s+d)c_1)} \right].
\] (59)

The constant term is given for \( k \geq 2 \) by
\[
a_0 = -\frac{1}{2k} B_k \left( \frac{s}{N} \right),
\] (60)

where \( B_k(x) \) is the \( k \)'th Bernoulli polynomial defined by
\[
\frac{te^{xt}}{e^t - 1} = \sum_{k=0}^{\infty} \frac{B_k(x)}{k!} t^k.
\] (61)

For \( k = 1 \) the constant term is given by
\[
a_0 = \begin{cases} \frac{1}{4} - \frac{s}{2N}, & s \neq 0, \\ 0, & (r,s) = (0,0), \\ \cot \left( \frac{r}{N} \pi \right), & \text{otherwise}. \end{cases}
\] (62)

The normalisation used here is compatible with the normalisation of the previous subsection. For example we have
\[
h_{k,1,0,0}(\tau) = E_{k,1,1}(\tau).
\] (63)

The normalisation differs by a factor \( -(k-1)!/2/(2\pi i)^k \) from the one used in ref. \[33,52\], i.e.
\[
h_{k,N,r,s}(\tau) = -\frac{1}{2} \frac{(k-1)!}{(2\pi i)^k} h_{N,r,s}^{(k)}(\tau),
\] (64)

where \( h_{N,r,s}^{(k)} \) denotes the quantity defined in ref. \[33,52\].

With the exception of \( (k,r,s) \neq (2,0,0) \) the \( h_{k,N,r,s}(\tau) \) are Eisenstein series for \( \Gamma(N) \):
\[
h_{k,N,r,s}(\tau) \in \mathcal{E}_k(\Gamma(N)).
\] (65)

For \( (k,N,r,s) = (2,1,0,0) \) we have
\[
h_{2,1,0,0}(\tau) = E_{2,1,1}(\tau) = \frac{1}{2(2\pi i)^2} e_2(\tau),
\] (66)

which is not a modular form.
Please note that while the coefficients of the $\bar{q}$-expansion in eq. (48) are rational numbers and can be computed entirely within the rational numbers, the coefficients of the $\bar{q}$-expansion in eq. (59) involve roots of unity.

On the positive side, the Eisenstein series $h_{k,N,r,s}(\tau)$ have a simple transformation law under the full modular group $\text{SL}_2(\mathbb{Z})$. For $\gamma \in \text{SL}_2(\mathbb{Z})$ we have

$$h_{k,N,r,s} \left( \frac{a\tau + b}{c\tau + d} \right) = (c\tau + d)^k h_{k,N,rc+sa \text{ mod } N, rd \text{ mod } N}(\tau),$$

$$\gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{SL}_2(\mathbb{Z}).$$

(67)

3 Integration kernels

With the notation for the special functions at hand we now define various integration kernels.

3.1 Multiple polylogarithms

A prominent example of iterated integrals are multiple polylogarithms, where $M = \mathbb{C}$ with coordinate $y$ and

$$\omega^{\text{mpl}}(z_j) = \frac{dy}{y - z_j}.$$  

(68)

The $z_j$'s are complex parameters, only subject to the restriction that there are no poles along the integration path. The standard notation for these specific iterated integrals is

$$G(z_1, \ldots, z_r; y) = I \left( \omega^{\text{mpl}}(z_1), \ldots, \omega^{\text{mpl}}(z_r); y \right).$$

(69)

The integrands have a convergent series expansion for

$$|y| < |z_j|.$$  

(70)

3.2 Modular forms

Iterated integrals of modular forms are a second example. These type of iterated integrals occur in the equal-mass sunrise integral [12]. Let $\eta_k(\tau)$ be a modular form of modular weight $k$. We now take $M = \mathbb{H}$ and consider the integration path $\gamma$ from $\tau_i = i\infty$ to $\tau_f = \tau$. Under the change of variables $\tau \to \bar{q}$ (given by eq. (11)) we integrate from $\bar{q}_i = 0$ to $\bar{q}_f = \bar{q}$. For modular forms of level $N$ we set $\tau_N = \tau/N$ and

$$\bar{q}_N = e^{2\pi i \tau_N} = e^{\frac{2\pi i \tau}{N}}.$$  

(71)

For a generic modular form $\eta_k$ of modular weight $k$ and level $N$ we set

$$\omega^{\text{modular}}(\eta_k) = 2\pi i \int C_k \eta_k(\tau) d\tau_N = C_k \eta_k(\tau) \frac{d\bar{q}_N}{\bar{q}_N},$$

(72)
where \( C_k \) is a constant defining the normalisation. The default value will be \( C_k = 1 \). If the modular form \( \eta_k(\tau) \) has the \( \bar{q}_N \)-expansion

\[
\eta_k(\tau) = \sum_{n=0}^{\infty} a_n \bar{q}_N^n,
\]

we have

\[
\omega^{\text{modular}}(\eta_k) = C_k \sum_{n=0}^{\infty} a_n \bar{q}_N^{n-1} d\bar{q}_N.
\]

\( \omega^{\text{modular}}(\eta_k) \) has a trailing zero, if \( \eta_k(\tau) \) does not vanish at the cusp \( \tau = i\infty \).

We are mainly interested in the case where \( \eta_k(\tau) \) is an Eisenstein series with characters \( E_{k,N,a,b,K}(\tau) \) as defined in eq. (54). We set

\[
\omega^{\text{Eisenstein}}_{k,N,a,b,K}(\tau) \quad d\tau_N = C_k E_{k,N,a,b,K}(\tau) \frac{d\bar{q}_N}{\bar{q}_N}.
\]

For the Eisenstein series defined in eq. (58) we set

\[
\omega^{\text{Eisenstein,}\, h}_{k,N,r,s}(\tau) \quad d\tau_N = C_k h_{k,N,r,s}(\tau) \frac{d\bar{q}_N}{\bar{q}_N}.
\]

The integrands of \( \omega^{\text{Eisenstein}}_{k,N,a,b,K} \) and \( \omega^{\text{Eisenstein,}\, h}_{k,N,r,s} \) have a convergent series expansion for

\[
|\bar{q}_N| < 1.
\]

If \( \eta_{k_1} \) is a modular form of modular weight \( k_1 \) and \( \eta_{k_2} \) is a modular form of modular weight \( k_2 \), then the product

\[
\eta_{k_1}^{(1)} \eta_{k_2}^{(2)}
\]

is a modular form of weight \( k_1 + k_2 \). More generally, let \( P_k(\eta_{k_1}^{(1)}, \ldots, \eta_{k_r}^{(r)}) \) be a polynomial in the modular forms \( \eta_{k_1}^{(1)}, \ldots, \eta_{k_r}^{(r)} \), all of level \( N \), such that each term in the expanded polynomial has the same modular weight \( k \). We set

\[
\omega^{\text{modular}}(P_k(\eta_{k_1}^{(1)}, \ldots, \eta_{k_r}^{(r)})) \quad d\tau_N
\]

\[
= C_k P_k(\eta_{k_1}^{(1)}, \ldots, \eta_{k_r}^{(r)}) \frac{d\bar{q}_N}{\bar{q}_N}.
\]

The convergence properties are inherited from above:

\[
|\bar{q}_N| < 1.
\]

Allowing for polynomials in modular forms is useful: For example we have already seen in eq. (42) that the space of modular forms for \( \text{SL}_2(\mathbb{Z}) \) is generated by monomials in \( e_4(\tau) \) and \( e_6(\tau) \).
3.3 Elliptic multiple polylogarithms

Let us now generalise multiple polylogarithms to the elliptic setting. This generalisation is commonly named elliptic multiple polylogarithms, but as the definitions used by various authors differ in the details, we carefully explain the variant relevant to Feynman integrals.

Let us start from multiple polylogarithms. We may view multiple polylogarithms as iterated integrals on a covering space of $\mathcal{M}_{0,n}$, the latter being the moduli space of a Riemann sphere with $n$ marked points. In the same spirit we view elliptic multiple polylogarithms as iterated integrals on a covering space of $\mathcal{M}_{1,n}$, the latter being the moduli space of a Riemann surface of genus one with $n$ marked points.

It is not possible that the integration kernels are double-periodic and meromorphic at the same time and we can only require one of these two properties. This is the main point, where the various available definitions in the literature differ: Different authors require either double-periodicity or meromorphicity. For the application towards Feynman integrals we want meromorphicity. The integration kernels are then either multi-valued functions on an elliptic curve or single-valued function on a covering space.

In the genus zero case the dimension of the moduli space $\mathcal{M}_{0,n}$ is

$$\dim \mathcal{M}_{0,n} = n - 3. \quad (81)$$

If $z_0, z_1, \ldots, z_{n-1}$ are the marked points on the Riemann sphere, we may use Möbius transformations to fix $z_0 = 0$, $z_{n-2} = 1$ and $z_{n-1} = \infty$. Thus

$$(z_1, z_2, \ldots, z_{n-3}) \quad (82)$$

are standard coordinates on $\mathcal{M}_{0,n}$. The dimension of the moduli space $\mathcal{M}_{1,n}$ is

$$\dim \mathcal{M}_{1,n} = n. \quad (83)$$

If $z_0, z_1, \ldots, z_{n-1}$ are the marked points on the Riemann surface of genus one, we may use translation symmetry to fix $z_0 = 0$. This gives us

$$(z_1, z_2, \ldots, z_{n-1}, \tau) \quad (84)$$

as standard coordinates on $\mathcal{M}_{1,n}$.

In principle we may consider iterated integrals along arbitrary integration paths. However, in practice we only consider a few standard integration paths. An arbitrary integration path on a covering space of $\mathcal{M}_{1,n}$ can be decomposed into pieces along the $\tau$-direction and pieces along the $z_j$-directions. The latter we always pull-back to a one-dimensional space. Thus we consider the integration path to be either along $\tau$ or along a $z$-variable. From the differential equation for the unequal mass sunrise integral we know that the differential one-forms enter in the linear combination

$$\omega_k (z, K\tau) = C_k (2\pi i)^{2-k} \left[ g^{(k-1)} (z, K\tau) \, dz + K (k - 1) g^{(k)} (z, K\tau) \frac{d\tau}{2\pi i} \right]. \quad (85)$$

The functions $g^{(k)} (z, \tau)$ have been defined in eq. (27).
3.3.1 Integration along $\tau$

For the integration along $\tau$ we take the part proportional to $d\tau$ in eq. (85). We set

$$\omega_{k,K}^{\text{Kronecker, } \tau}(z_j) = C_k (2\pi i)^{2-k} K (k-1) g^{(k)}(z, \tau) \frac{d\tau}{2\pi i}$$

$$= \frac{C_k K (k-1)}{(2\pi i)^k} g^{(k)}(z, \tau) \frac{d\bar{q}}{\bar{q}}.$$  \hspace{1cm} (86)

The $\bar{q}$-expansion follows from eq. (36). Explicitly we have with $\bar{w}_j = \exp(2\pi i z_j)$

$$\omega_{0,K}^{\text{Kronecker, } \tau}(z_j) = -C_0 K \frac{d\bar{q}}{\bar{q}},$$

$$\omega_{1,K}^{\text{Kronecker, } \tau}(z_j) = 0,$$

$$\omega_{k,K}^{\text{Kronecker, } \tau}(z_j) = -\frac{C_k K}{(k-2)!} \left[ -\frac{B_k}{k} + \sum_{n=1}^{\infty} c_n^{(k)}(\bar{w}_j) \cdot \bar{q}^n \right] \frac{d\bar{q}}{\bar{q}}, \quad k > 1,$$  \hspace{1cm} (87)

with

$$c_n^{(k)}(\bar{w}) = \sum_{j\in\mathbb{N}} \left[ \bar{w}^j + (-1)^k \bar{w}^{-j} \right] \left( \frac{n}{j} \right)^{k-1}.$$  \hspace{1cm} (88)

The integrand of $\omega_{0,K}^{\text{Kronecker, } \tau}(z_j)$ has a convergent series expansion for

$$|\bar{q}| < 1, \quad -\text{Im}(K\tau) < \text{Im}(z_j) < \text{Im}(K\tau).$$  \hspace{1cm} (89)

3.3.2 Integration along $z$

For the integration along $z$ we take the part proportional to $dz$ in eq. (85). In addition, we allow for a translation in $z$. We set

$$\omega_{k,K}^{\text{Kronecker, } z}(z, \tau) = C_k (2\pi i)^{2-k} g^{(k-1)}(z-z_j, \tau) dz.$$  \hspace{1cm} (90)

For the corresponding iterated integrals we need the Laurent expansion in $z$. The differential form $\omega_{0,K}^{\text{Kronecker, } z}(z, \tau)$ vanishes. For $k = 1$ we have

$$\omega_{1,K}^{\text{Kronecker, } z}(z, \tau) = 2\pi i C_1 dz.$$  \hspace{1cm} (91)

For $k = 2, z_j \neq 0$ we have with $\bar{w}_j = \exp(2\pi i z_j)$

$$\omega_{2,K}^{\text{Kronecker, } z}(z, \tau) = -2\pi i C_2 \sum_{n=0}^{\infty} \frac{(2\pi i)^n}{n!} \left[ \frac{1}{2} \text{Li}_{-n}(\bar{w}_j^{-1}) - \frac{(-1)^n}{2} \text{Li}_{-n}(\bar{w}_j) + \bar{E}_{-n,0} \left( \bar{w}_j^{-1}; 1; \bar{q}^K \right) \right] z^n dz.$$  \hspace{1cm} (92)
For \( n \in \mathbb{N}_0 \) the function \( \text{Li}_{-n}(x) \) is a rational function in \( x \) and given by

\[
\text{Li}_{-n}(x) = \left( x \frac{d}{dx} \right)^n \frac{x}{1-x}.
\] (93)

Furthermore (again for \( n \in \mathbb{N}_0 \))

\[
\text{Li}_{-n}(x^{-1}) = -\delta_{n,0} - (-1)^n \text{Li}_{-n}(x).
\] (94)

For \( k = 2, z_j = 0 \) we have

\[
\omega_{2,K}^{\text{Kronecker},z}(0, \tau) = -2\pi i C_2 \left\{ \frac{1}{2\pi i z} + \sum_{n=1}^\infty \frac{(2\pi i)^n}{n!} \left[ -\frac{B_{n+1}}{n+1} + \mathcal{E}_{n;0}(1; \bar{q}^K) \right] z^n \right\} dz.
\] (95)

For \( k > 2 \) we have

\[
\omega_{k,K}^{\text{Kronecker},z}(z_j, \tau) = -\frac{2\pi i C_k}{(k-2)!} \left\{ \frac{1}{k-1} + \sum_{n=1}^\infty \frac{(2\pi i)^n}{n!} \mathcal{E}_{n;2-k}(\bar{w}_j^{-1}; 1; \bar{q}^K) z^n \right\} dz.
\] (96)

The integrand of \( \omega_{k,K}^{\text{Kronecker},z}(z_j, \tau) \) has a convergent series expansion for

\[
|\bar{q}| < 1, \quad |z| < |z_j|, \quad -\text{Im}(K\tau) < \text{Im}(z_j) < \text{Im}(K\tau), \\
-\text{Im}(K\tau) < \text{Im}(z-z_j) < \text{Im}(K\tau).
\] (97)

Ref. [31] defines elliptic multiple polylogarithms \( \tilde{\Gamma}(n_1; \ldots; n_r; z; \tau) \) as iterated integrals on an elliptic curve with fixed modular parameter \( \tau \) recursively through

\[
\tilde{\Gamma}(n_1; \ldots; n_r; z; \tau) = \int_0^z dz' g^{(n_1)}(z' - z_1, \tau) \tilde{\Gamma}(n_2; \ldots; n_r; z'; \tau), \\
\tilde{\Gamma}(0; \tau) = 1.
\] (98)

For the default choice of the normalisation factors \( C_k = 1 \) we have the relation

\[
\tilde{\Gamma}(n_1; \ldots; n_r; z; \tau) = (2\pi i)^{n_1+\cdots+n_r-r} I \left( \omega_{n_1+1,1}^{\text{Kronecker},z}(z_1, \tau), \ldots, \omega_{n_r+1,1}^{\text{Kronecker},z}(z_r, \tau); z \right),
\] (99)

while for \( C_k = (2\pi i)^{k-2} \) we have

\[
\tilde{\Gamma}(n_1; \ldots; n_r; z; \tau) = I \left( \omega_{n_1+1,1}^{\text{Kronecker},z}(z_1, \tau), \ldots, \omega_{n_r+1,1}^{\text{Kronecker},z}(z_r, \tau); z \right).
\] (100)

Please note the shift of indices \( (n_j + 1) \) in \( \omega_{n_j+1,1}^{\text{Kronecker},z}(z_j, \tau) \) on the right-hand side of eq. (99) and eq. (100).
3.4 ELi-kernel

The functions

$$\text{ELi}_{n,m}(\bar{u};\bar{v};\bar{q}) = \sum_{j=1}^{\infty} \sum_{k=1}^{\infty} \frac{\bar{u}^j \bar{v}^k}{j^n k^m} \bar{q}^{jk}. \quad (101)$$

were introduced in [8] as a generalisation of the classical polylogarithms $\text{Li}_n(\bar{u})$. The function $\text{ELi}_{n,m}(\bar{u};\bar{v};\bar{q})$ depends on three variables $\bar{u}$, $\bar{v}$, $\bar{q}$ and two (integer) indices $n$, $m$ and is symmetric under the exchange of the pair $(\bar{u}, n)$ with $(\bar{v}, m)$. The two summations are coupled through the variable $\bar{q}$. We define integration kernels associated to these functions by

$$\omega_{n,m}^{\text{ELi}}(\bar{u};\bar{v}) = \text{ELi}_{n,m}(\bar{u};\bar{v};\bar{q}) \frac{d\bar{q}}{\bar{q}} = \sum_{j=1}^{\infty} \sum_{k=1}^{\infty} \frac{\bar{u}^j \bar{v}^k}{j^n k^m} \bar{q}^{jk-1} d\bar{q}. \quad (102)$$

The integrand of $\omega_{n,m}^{\text{ELi}}(\bar{u};\bar{v})$ has a convergent series expansion for

$$|\bar{q}| < 1, \quad |\bar{u}|, |\bar{v}| < |\bar{q}|^{-1}. \quad (103)$$

In [10] we introduced a multi-variable generalisation

$$\text{ELi}_{n_1,\ldots,n_l;m_1,\ldots,m_l;2n_2,\ldots,2n_{l-1}}(\bar{u}_1,\ldots,\bar{u}_l;\bar{v}_1,\ldots,\bar{v}_l;\bar{q}) =$$

$$= \sum_{j_1=1}^{\infty} \cdots \sum_{j_l=1}^{\infty} \sum_{k_1=1}^{\infty} \cdots \sum_{k_l=1}^{\infty} \frac{\bar{u}^{j_1}_{1} \cdots \bar{u}^{j_l}_{l} \bar{v}^{k_1}_{1} \cdots \bar{v}^{k_l}_{l}}{j_1^{m_1} \cdots j_l^{m_l} k_1^{m_l} \cdots k_l^{m_l}} \frac{\bar{q}^{j_1k_1+\cdots+j lk_l}}{\prod_{l=1}^{l-1} (j j_k + \cdots + j k_l)^{\alpha_i}}. \quad (104)$$

This multiple sum can be written as an iterated integral with the integration kernels defined above as

$$\text{ELi}_{n_1,\ldots,n_l;m_1,\ldots,m_l;2n_2,\ldots,2n_{l-1}}(\bar{u}_1,\ldots,\bar{u}_l;\bar{v}_1,\ldots,\bar{v}_l;\bar{q}) =$$

$$= I_{o_1,\ldots,o_l-1,1} \left( \omega^{\text{ELi}}_{n_1,m_1}(\bar{u}_1;\bar{v}_1), \ldots, \omega^{\text{ELi}}_{n_{l-1},m_{l-1}}(\bar{u}_{l-1};\bar{v}_{l-1}), \omega^{\text{ELi}}_{n_l-1,m_l-1}(\bar{u}_l;\bar{v}_l);\bar{q} \right). \quad (105)$$

3.5 $\Xi$-kernel

The functions

$$\Xi_{n,m}(\bar{u};\bar{v};\bar{q}) = \text{ELi}_{n,m}(\bar{u};\bar{v};\bar{q}) - (-1)^{n+m} \text{ELi}_{n,m}(\bar{u}^{-1};\bar{v}^{-1};\bar{q}) \quad (106)$$

are linear combinations of the functions $\text{ELi}_{n,m}(\bar{u};\bar{v};\bar{q})$. As this particular linear combination occurs frequently, and in particular in the $\bar{q}$-expansion of the functions $g^{(n)}(z, \tau)$, it is advantageous to define the integration kernels

$$\omega^{\Xi}_{n,m}(\bar{u};\bar{v}) = \Xi_{n,m}(\bar{u};\bar{v};\bar{q}) \frac{d\bar{q}}{\bar{q}} = \sum_{j=1}^{\infty} \sum_{k=1}^{\infty} \frac{1}{j^n k^m} \left[ \bar{u}^j \bar{v}^k - (-1)^{n+m} \bar{u}^{-j} \bar{v}^{-k} \right] \bar{q}^{jk-1} d\bar{q}. \quad (107)$$

The integrand of $\omega^{\Xi}_{n,m}(\bar{u};\bar{v})$ has a convergent series expansion for

$$|\bar{q}| < 1, \quad |\bar{q}| < |\bar{u}|, |\bar{v}| < |\bar{q}|^{-1}. \quad (108)$$
3.6 User-defined kernel

Our last example is a user-defined kernel. Let \( f(y) \) be a function, which has a Laurent expansion around \( y = 0 \) and at \( y = 0 \) maximally a simple pole. We then set

\[
\omega_{\text{user}}(f) = f(y) \, dy. \tag{109}
\]

An example is

\[
f(y) = \frac{1}{\sqrt{(y-z_1)(y-z_2)(y-z_3)(y-z_4)}}. \tag{110}
\]

A typical application is an iterated integral, where only the outermost integration involves a user-defined kernel, while all other integration kernels are of multiple polylogarithm-type:

\[
I \left( \omega_{\text{user}}(f), \omega_{\text{mpl}}(z_2), \ldots, \omega_{\text{mpl}}(z_r); y \right). \tag{111}
\]

These type of iterated integrals have been considered for example in \([28, 29]\).

4 Implementation

The numerical evaluations have been implemented as part of GiNaC \([62]\), a C++ library for computer algebra (\url{http://www.ginac.de}). The GiNaC library is open source software and freely available. GiNaC enables symbolic algebraic manipulations within the C++ programming language. Like FORM \([68]\), it was developed within the high-energy physics community. GiNaC allows numerics in arbitrary precision.

4.1 Complete elliptic integrals

In order to compute the periods and pseudo-periods of an elliptic curve one needs the complete elliptic integrals of the first and second kind. The complete elliptic integral of the first kind is denoted \( K(k) \), the complete elliptic integral of the second kind is denoted \( E(k) \). The definition is given in appendix \([A]\). In GiNaC these functions are called

\[
\text{EllipticK}(k);
\text{EllipticE}(k);
\]

The numerical evaluation is based on the arithmetic-geometric mean. The method is described in appendix \([B]\).

4.2 Iterated integrals

The interface for the iterated integrals follows closely the one for multiple polylogarithms. We recall that for \( z_1, z_2 \) and \( y \) of type \textit{numeric}, the multiple polylogarithm \( G(z_1,z_2;y) \) is evaluated in GiNaC by
G(lst{z1,z2},y);

Now let omega1 and omega2 be of the type integration_kernel or a subclass thereof and y as above. The iterated integral \( I(\omega_1,\omega_2;y) \) is evaluated in GiNaC by

\[
\text{iterated_integral(lst\{omega1,omega2\},y)};
\]

or by

\[
\text{iterated_integral(lst\{omega1,omega2\},y,N_{trunc})};
\]

In the first case the truncation criterion of eq. (19) is used, in the second case the series is truncated at \( N_{trunc} \). The available integration kernels are:

1. integration_kernel();
   This is the base class and corresponds to the integration kernel \( \omega = dz \).

2. basic_log_kernel();
   This implements the integration kernel
   \[
   L_0 = \frac{dz}{z}.
   \]
   Please note that the integration variable is a dummy variable, which does not need to be specified. Therefore, this class also represents \( d\bar{q}/\bar{q} \).

3. multiple_polylog_kernel(z_j);
   This defines the integration kernel \( \omega_{mpl} (z_j) \) as in eq. (68).

4. ELi_kernel(n, m, ubar, vbar);
   This defines the integration kernel \( \omega_{ELi}^{n,m}(\bar{u};\bar{v}) \) as in eq. (102).

5. Ebar_kernel(n, m, ubar, vbar);
   This defines the integration kernel \( \omega_{Ebar}^{n,m}(\bar{u};\bar{v}) \) as in eq. (107).

6. Kronecker_dtau_kernel(k, z_j, K, C_k);
   This defines the integration kernel \( \omega_{Kronecker,\tau}^{K}(z_j) \) as in eq. (86). The last variable or the last two variables can be omitted. The default values are \( K = 1 \) and \( C_k = 1 \).

7. Kronecker_dz_kernel(k, z_j, tau, K, C_k);
   This defines the integration kernel \( \omega_{Kronecker,z}^{k}(z_j,\tau) \) as in eq. (90). The last variable or the last two variables can be omitted. The default values are \( K = 1 \) and \( C_k = 1 \).

8. Eisenstein_kernel(k, N, a, b, K, C_k);
   This defines the integration kernel \( \omega_{Eisenstein}^{k,N,a,b,K} \) as in eq. (75). The normalisation constant \( C_k \) can be omitted. The default value is \( C_k = 1 \). The method
\begin{verbatim}
q_expansion_modular_form(qbar_N, order)
gives the $\bar{q}_N$-expansion of $E_{k,N,a,b,K}(\tau)$ to order order. qbar_N is a symbol.

9. Eisenstein_h_kernel(k, N, r, s, C_k);
This defines the integration kernel $\omega_{\text{Eisenstein}, k,N,r,s}$ as in eq. (76). The normalisation constant $C_k$ can be omitted. The default value is $C_k = 1$. The method

q_expansion_modular_form(qbar_N, order)
gives the $\bar{q}_N$-expansion of $h_{k,N,r,s}(\tau)$ to order order. qbar_N is a symbol.

10. modular_form_kernel(k, P, C_k);
This defines the integration kernel $\omega_{\text{modular}}(P_k)$ as in eq. (79). The normalisation constant $C_k$ can be omitted. The default value is $C_k = 1$. The method

q_expansion_modular_form(qbar_N, order)
gives the $\bar{q}_N$-expansion of $P_k(\eta_1^{(1)}, \ldots, \eta_r^{(r)})$ to order order. qbar_N is a symbol.

11. user_defined_kernel(f, y);
This defines the integration kernel $\omega_{\text{user}}(f)$ as in eq. (109). y is a symbol.
\end{verbatim}

5 Examples

In this section we give several examples on how to use the program.

5.1 Evaluating iterated integrals

5.1.1 Example 1

We start with an example of an iterated integral of modular forms. Let

$$\omega_0 = \frac{d\bar{q}_6}{\bar{q}_6},$$

$$\omega_3^{\text{modular}} = \left[ E_{3,6,-3,1,1}(\tau) - 8E_{3,6,-3,1,2}(\tau) \right] \frac{d\bar{q}_6}{\bar{q}_6}. \quad (113)$$

We let $\tau_6 = \tau/6$. Then $\bar{q}_6 = \exp(2\pi i \tau/6) = \exp(2\pi i \tau_6)$. $\omega_3^{\text{modular}}$ is a modular form of weight 3 for $\Gamma_1(6)$. Suppose we would like to evaluate the iterated integral

$$I \left( \omega_0, \omega_3^{\text{modular}}, \bar{q}_6 \right). \quad (114)$$

This iterated integral is not unrelated to physics, it occurs in the equal-mass sunrise integral in two space-time dimensions. The following program shows how to evaluate this integral numerically:
#include <ginac/ginac.h>

int main()
{
    using namespace std;
    using namespace GiNaC;

    Digits = 30;

    ex tau_6 = I;
    ex qbar_6 = exp(2*Pi*I*tau_6);

    ex omega_0 = basic_log_kernel();

    ex eta_1 = Eisenstein_kernel(3, 6, -3, 1, 1);
    ex eta_2 = Eisenstein_kernel(3, 6, -3, 1, 2);
    ex omega_3 = modular_form_kernel(3, eta_1-8*eta_2);

    ex expr = iterated_integral(lst{omega_0,omega_3},qbar_6);

    cout << "I = " << expr.evalf() << endl;

    return 0;
}

Running this program will print out

I = 0.001863090057835543048808657035227425650174

GiNaC offers a simple interactive shell ginsh. The same can be done in ginsh:

> Digits=30;
30
> q6=evalf(exp(-2*Pi));
0.00186744273170798881443021293482703039343
> omega_0=basic_log_kernel(void);
basic_log_kernel()
> eta_1=Eisenstein_kernel(3,6,-3,1,1);
Eisenstein_kernel(3,6,-3,1,1)
> eta_2=Eisenstein_kernel(3,6,-3,1,2);
Eisenstein_kernel(3,6,-3,1,2)
> omega_3=modular_form_kernel(3,eta_1-8*eta_2,1);
modular_form_kernel(3,-8*Eisenstein_kernel(3,6,-3,1,2,1)
    +Eisenstein_kernel(3,6,-3,1,1,1),1)
5.1.2 Example 2

As a second example we consider an iterated integral involving the Kronecker function \( g^{(k)}(z_j, \tau) \).
With \( \omega_0 = \frac{d\bar{q}_6}{\bar{q}_6} \) as above and \( C_3 = \frac{i}{\sqrt{3}} \) we consider

\[
\omega_3^{\text{Kronecker}} = \frac{\sqrt{3}}{2\pi i} \left[ 2g^{(3)} \left( \frac{1}{3}, \tau_6 \right) - 16g^{(3)} \left( \frac{1}{3}, 2\tau_6 \right) \right] \frac{d\bar{q}_6}{\bar{q}_6}
\]

\[
= \omega_3^{\text{Kronecker}, \tau} - 4\omega_3^{\text{Kronecker}, 2}.
\]  \hspace{1cm} (115)

Suppose we are interested in the iterated integral

\[
I \left( \omega_0, \omega_3^{\text{Kronecker}, \tau}, \bar{q}_6 \right).
\]  \hspace{1cm} (116)

This integral is evaluated as follows:

```cpp
#include <ginac/ginac.h>

int main()
{
    using namespace std;
    using namespace GiNaC;

    Digits = 30;

    ex tau_6 = I;
    ex qbar_6 = exp(2*Pi*I*tau_6);

    ex omega_0 = basic_log_kernel();

    ex C_3 = I/sqrt(numeric(3));
    ex g3_1 = Kronecker_dtau_kernel(3, numeric(1,3), 1, C_3);
    ex g3_2 = Kronecker_dtau_kernel(3, numeric(1,3), 2, C_3);

    ex expr = iterated_integral(lst{omega_0,g3_1},qbar_6)
               -4*iterated_integral(lst{omega_0,g3_2},qbar_6);

    cout << "I = " << expr.evalf() << endl;

    return 0;
}
```
Running this program will print out

\[
I = 0.00186309005783543048808657035227425650156 \\
-3.1647606893242120514435656176022897222E-42*I
\]

The imaginary part is compatible with zero within the numerical precision. It is no coincidence that the real part agrees with the evaluation of eq. (114) within the numerical precision. The iterated integrals in eq. (114) and eq. (116) give the same value.

### 5.1.3 Example 3

As a third example we consider the evaluation of an elliptic multiple polylogarithm. We consider

\[
\mathcal{\tilde{\Gamma}}(0,0_{z_2};z;\tau)
\]

with \(z_2 = 1/3\), \(z = 1/10\) and \(\tau = i\). The elliptic multiple polylogarithm is evaluated as follows:

```cpp
#include <ginac/ginac.h>

int main()
{
    using namespace std;
    using namespace GiNaC;

    Digits = 30;

    ex z = numeric(1,10);
    ex tau = I;
    ex zbar = exp(2*Pi*I*tau);
    ex C_0 = pow(2*Pi*I,-2);
    ex C_1 = pow(2*Pi*I,-1);

    ex omega_1 = Kronecker_dz_kernel(1,0,tau,1,C_0);
    ex omega_2 = Kronecker_dz_kernel(2,numeric(1,3),tau,1,C_1);

    ex expr = iterated_integral(lst{omega_1,omega_2},z);

    cout << "I = " << expr.evalf() << endl;

    return 0;
}
```

Running this program will print out
I = 2.9464934831952392205025799050160320365E-4 +2.66276198352254155922945883386642082752E-43*I

The imaginary part is compatible with zero within the numerical precision.

5.2 \(q\)-expansions

Apart from evaluating iterated integrals it is sometimes useful to access the \(q\)-expansions of modular forms. As the space of modular forms \(\mathcal{M}_k(\Gamma)\) is finite, the \(q\)-expansions can be used to express any \(\eta \in \mathcal{M}_k(\Gamma)\) as a linear combination of a basis of \(\mathcal{M}_k(\Gamma)\).

5.2.1 Defining a basis for the Eisenstein subspace

This example shows, how to define a basis for the Eisenstein subspace \(\mathcal{E}_k(\Gamma_1(12))\) of \(\mathcal{M}_k(\Gamma_1(12))\) for the modular weights \(k = 1\) and \(k = 2\). Higher weights follow a similar pattern. At level \(N = 12\) we have to consider only primitive Dirichlet characters which are obtained from the Kronecker symbol. Dirichlet characters which cannot be obtained from the Kronecker symbol have a conductor, which is not a divisor of 12. In order to construct a basis of \(\mathcal{E}_k(\Gamma_1(12))\) we have to consider the set of all possible \(E_{k,12,a,b,K}(\tau)\)'s such that 12 is an integer multiple of \(K|a||b|\) and the conditions in eq. (53) and eq. (53) are satisfied.

For \(\Gamma_1(12)\) the primitive Dirichlet characters \(\chi_a(n)\) with \(a \in \{1, -3, -4, 12\}\) are relevant. We have

\[
\chi_1(-1) = 1, \quad \chi_{-3}(-1) = -1, \quad \chi_{-4}(-1) = -1, \quad \chi_{12}(-1) = 1. \quad (118)
\]

At modular weight 1 we must have \(\chi_b(-1) = -1\) (see eq. (53)) and therefore \(b \in \{-3, -4\}\). As \(|a||b|\) must divide 12, the only choice for \(a\) is then \(a = 1\). Thus a basis of \(\mathcal{E}_1(\Gamma_1(12))\) is given by

\[
E_{1,12,1,\pm 3,1}(\tau), \ E_{1,12,1,\pm 3,2}(\tau), \ E_{1,12,1,\pm 3,4}(\tau), \ E_{1,12,1,\pm 4,1}(\tau), \ E_{1,12,1,\pm 4,3}(\tau). \quad (119)
\]

The following code fragment computes the \(q_{12}\)-expansion to order 100:

```cpp
symbol q("q");
cout << Eisenstein_kernel(1, 12, 1, -3, 1).q_expansion_modular_form(q, 100) << endl;
cout << Eisenstein_kernel(1, 12, 1, -3, 2).q_expansion_modular_form(q, 100) << endl;
cout << Eisenstein_kernel(1, 12, 1, -3, 4).q_expansion_modular_form(q, 100) << endl;
cout << Eisenstein_kernel(1, 12, 1, -4, 1).q_expansion_modular_form(q, 100) << endl;
```
This gives

\[
E_{1,12,1,-3,1}(\tau) = \frac{1}{6} + \bar{q}_{12} + \bar{q}_{12}^3 + \bar{q}_{12}^4 + 2\bar{q}_{12}^7 + \bar{q}_{12}^9 + \bar{q}_{12}^{12} + \ldots,
\]

\[
E_{1,12,1,-3,2}(\tau) = \frac{1}{6} + \bar{q}_{12}^2 + \bar{q}_{12}^6 + \bar{q}_{12}^8 + \ldots,
\]

\[
E_{1,12,1,-3,4}(\tau) = \frac{1}{6} + \bar{q}_{12}^4 + \bar{q}_{12}^{12} + \ldots,
\]

\[
E_{1,12,1,-4,1}(\tau) = \frac{1}{4} + \bar{q}_{12} + \bar{q}_{12}^3 + \bar{q}_{12}^4 + 2\bar{q}_{12}^6 + \bar{q}_{12}^8 + \bar{q}_{12}^9 + 2\bar{q}_{12}^{10} + \ldots,
\]

\[
E_{1,12,1,-4,3}(\tau) = \frac{1}{4} + \bar{q}_{12}^3 + \bar{q}_{12}^6 + \bar{q}_{12}^{12} + \ldots.
\]  (120)

At modular weight \( k = 2 \) we must have

\[
\chi_a(-1)\chi_b(-1) = 1.
\]  (121)

This gives

\[
E_{2,12,1,1,2}(\tau), \ E_{2,12,1,1,3}(\tau), \ E_{2,12,1,1,4}(\tau), \ E_{2,12,1,1,6}(\tau), \ E_{2,12,1,1,12}(\tau),
\]

\[
E_{2,12,1,1,1}(\tau), \ E_{2,12,1,1,1}(\tau), \ E_{2,12,-3,-4,1}(\tau), \ E_{2,12,-4,-3,1}(\tau),
\]  (122)

as a basis of \( E_2(\Gamma_1(12)) \). The \( \bar{q}_{12} \)-expansions are computed in the same way as above.

The \( \bar{q} \)-expansion can also be done in ginsh. For the first example from above one would simply type

> qExpansion_modular_form(Eisenstein_kernel(1, 12, 1, -3, 1), q, 13);
1/6+1*q+1*q^3+1*q^4+2*q^7+1*q^9+1*q^12+Order(q^13)

5.2.2 Defining a cusp form

This example shows how to define a modular form through a polynomial in Eisenstein series. Let

\[
\eta_4(\tau) = E_{4,1,1,1,1}(\tau), \quad \eta_6(\tau) = E_{6,1,1,1,1}(\tau)
\]  (123)

be the two Eisenstein series of modular weight 4 and 6, respectively, which generate the modular forms of \( \text{SL}_2(\mathbb{Z}) \) as a ring. Suppose, we would like to construct the cusp form

\[
\eta_{12}(\tau) = (2\pi i)^{12}\Delta(\tau),
\]  (124)

with \( \Delta(\tau) \) given in eq. (43). From eq. (56) we have

\[
\eta_{12}(\tau) = 8000\eta_4(\tau)^3 - 147\eta_6(\tau)^2.
\]  (125)

The following code fragment defines \( \eta_{12}(\tau) \) and computes the \( \bar{q} \) expansion to order 100:
```
symbol q("q");

ex eta_4 = Eisenstein_kernel(4, 1, 1, 1, 1);
ex eta_6 = Eisenstein_kernel(6, 1, 1, 1, 1);

ex P = 8000*pow(eta_4,3)-147*pow(eta_6,2);
ex eta_12 = modular_form_kernel(12, P);

cout << ex_to<modular_form_kernel>(eta_12).q_expansion_modular_form(q, 100) << endl;

This gives
\[ \bar{q} - 24\bar{q}^2 + 252\bar{q}^3 - 1472\bar{q}^4 + 4830\bar{q}^5 - 6048\bar{q}^6 + \ldots \] (126)

### 5.3 Numerical evaluation of a Feynman integral

Let us consider the equal-mass sunrise integral in two space-time dimensions:

\[ S_{111}(x) = \frac{m^2}{\pi^2} \int d^2k_1 \int d^2k_2 \int d^2k_3 \frac{\delta^2(p - k_1 - k_2 - k_3)}{(k^2_1 - m^2)(k^2_2 - m^2)(k^2_3 - m^2)}. \] (127)

This integral depends on the variable \( p \) (the external momentum four-vector) and the variable \( m \) (the internal mass) only through the ratio \( x = p^2/m^2 \). Feynman’s \( i\delta \)-prescription translates into an infinitesimal small positive imaginary part of \( x \). The following code computes this Feynman integral for \( x \in (\mathbb{R} \cup \{\infty\}) \setminus \{0, 1, 9, \infty\} \).

```cpp
#include <ginac/ginac.h>

int main()
{
    using namespace std;
    using namespace GiNaC;

    Digits = 30;

    // input x = p^2/m^2, x real and not equal to {0,1,9}
    numeric x = numeric(901,100);

    numeric sqrt_3 = sqrt(numeric(3));
    numeric sqrt_x = sqrt(x);
    numeric k2 = 16*sqrt_x/pow(1+sqrt_x,numeric(3))/(3-sqrt_x);
```
The formulae underlying this code have been taken from [12, 13, 15]. There is a convention how mathematical software should evaluate a function on a branch cut: implementations shall map a cut so the function is continuous as the cut is approached coming around the finite endpoint of the cut in a counter clockwise direction [69]. GiNaC follows this convention. In physics, Feynman’s $i\delta$-prescription dictates how a function should be evaluated on a branch cut. The lines

```
if (x > 9) pre = -pre;
if ((x > 1) && (x < 9)) psi1 += 2*psi2;
```

correct for a mismatch between the standard convention for mathematical software and Feynman’s $i\delta$-prescription. In a neighbourhood of the point $x = 0$ the code is highly efficient. In a neighbourhood of the points $x \in \{1, 9, \infty\}$ the convergence is slow. Running the code for

$$x = 9.01 \quad (128)$$

yields

$$S_{111} = 13.169438051928154435099897329994190351 + 5.69347485398690488436191383523244525036*I$$

Please note that the point $x = 9.01$ is a point where the convergence is slow. Table 1 compares the required CPU time on a single core of a standard laptop for the point $x = 9.01$ with the point
Table 1: CPU time in seconds to compute the equal-mass sunrise integral $S_{111}$ for a given value $x$ with a precision of $n$ digits.

| Digits | 30  | 100 | 300 |
|--------|-----|-----|-----|
|       |     |     |     |
| $x = 0.01$ | $< 1s$ | $< 1s$ | $< 1s$ |
| $x = 9.01$ | $1s$   | $15s$  | $283s$ |

$x = 0.01$ (where the convergence is fast) as a function of the requested digits. The two points $x = 9.01$ and $x = 0.01$ represent two extreme cases, where the convergence is slow, respectively fast. Please note that in the neighbourhoods of the points $x \in \{1, 9, \infty\}$ alternative representations can be used (and should be used), which provide significant faster convergence. These alternative representations are again given as iterated integrals of modular forms \[15, 52\].

6 Advanced usage, limitations and outlook

6.1 Truncation

The iterated integrals are evaluated by a series expansion. Let us write schematically the series truncated after the order $N$ term as

$$I_{\text{approx}}(N) = \sum_{i_1=1}^{N} d_{i_1}.$$  \hfill (129)

The default truncation criterion is given in eq. (19):

$$I_{\text{approx}}(N) \sim I_{\text{approx}}(N - 1) \text{ and } d_N \neq 0.$$  \hfill (130)

The symbol $\sim$ means that the two numbers agree as floating-point numbers within a given numerical precision.

The reason for requiring $d_n \neq 0$ in the truncation criterion is as follows: It occurs quite often, that some terms $d_n$ are exactly zero. For example, this occurs for iterated integrals of depth one for the integration kernels $\omega_{K,K}^{\text{Kronecker}, \tau}(z_j)$ and $\omega_{k,N,a,b,K}^{\text{Eisenstein}}$, whenever $K > 1$. Without the condition $d_n \neq 0$ the series would be truncated as soon as the first term $d_n$ is zero. For example, if the iterated integral has the $\tilde{q}$-expansion

$$I = c_0 + c_2 \tilde{q}^2 + c_4 \tilde{q}^4 + c_6 \tilde{q}^6 + \ldots,$$  \hfill (131)

omitting the condition $d_n \neq 0$ would return $c_0$ as numerical approximation, since $d_1 = 0 \cdot \tilde{q}$ is zero.

There are some cases, which cannot be handled properly by the standard truncation criterion.

1. The first case is rather trivial. Consider the integral

$$I = \int_{0}^{x_0} x dx.$$  \hfill (132)
with the user-defined kernel

\[ \omega^{\text{user}}(f) = f(x) \, dx, \quad f(x) = x. \quad (133) \]

The series expansion of the integrand terminates with the \( x^1 \)-term. Afterwards, there are no non-zero terms, and an algorithm based on eq. (19) will go into an infinite loop, looking for a non-zero term.

2. The second case is more subtle. As an example consider the integration kernel \( \omega_{\text{Eisenstein,h}}^{k,N,r,s} \). The \( \bar{q} \)-expansion of the integrand involves roots of unity. Consider the combination

\[
\exp \left( \frac{2 \pi i}{6} \right) + \exp \left( \frac{2 \pi i}{2} \right) + \exp \left( \frac{2 \pi i}{4} \right) + \exp \left( \frac{2 \pi i}{5} \right) = \quad (134)
\]

\[
= \left( \frac{1}{2} + \frac{i}{2} \sqrt{3} \right) + \left( \frac{1}{2} - \frac{i}{2} \sqrt{3} \right) + \left( -\frac{1}{2} - \frac{i}{2} \sqrt{3} \right) + \left( -\frac{1}{2} + \frac{i}{2} \sqrt{3} \right) = 0.
\]

This is zero. However, the roots are computed numerically as floating-point numbers and it may happen that the result is a small non-zero number at the order of the numerical precision. Usually a term like in eq. (134) is multiplied by prefactors and it may happen that \( d_N \) is non-zero but small, such that adding \( d_N \) to \( I^{\text{approx}}(N - 1) \) will not change the floating-point representation of \( I^{\text{approx}}(N - 1) \). As \( d_N \neq 0 \) and \( I^{\text{approx}}(N - 1) \sim I^{\text{approx}}(N) \) the default truncation criterion will truncate the series incorrectly.

Both cases can be handled by giving a third argument \( N_{\text{trunc}} \) to \texttt{iterated_integral}, which specifies that the series should be summed up to \( N_{\text{trunc}} \). The following short program integrates the function \( f(x) = x \) from zero to one:

```cpp
#include <ginac/ginac.h>

int main()
{
    using namespace std;
    using namespace GiNaC;

    Digits = 30;

    symbol x("x");
    ex f = x;
    ex omega = user_defined_kernel(f,x);
    ex expr = iterated_integral(lst{omega},numeric(1),10);

    cout << "I = " << expr.evalf() << endl;

    return 0;
}
```
Some advice to the user: When relying on the default truncation criteria, it is always a good idea to cross check the results with a suitably specified truncation parameter. In particular it is recommended to use an explicit truncation parameter

- if for all integration kernels the series expansion in the integration variable terminates after a finite number of terms (this may happen for user-supplied integration kernels by using the class `user_defined_kernel(f, y)`),

- if integration kernels from the class `Eisenstein_h_kernel(k, N, r, s, C_k)` with $N \notin \{1,2,4\}$ are used.

Usually the need for an explicit truncation parameter is already detected early on, i.e. typically already for iterated integrals of depth one.

### 6.2 Limitations and outlook

The current implementation is limited to the case, where all integrands have a convergent Laurent series expansion with at most a simple pole at the base point of the integration. It does not include algorithms to speed up the computation for points close to the boundary of the region of convergence nor does it include algorithms to continue the integration path beyond the region of convergence. For specific subclasses of the iterated integrals discussed in this paper there are methods which address these points [27,52]. While it is certainly desirable to have such methods, we would also like to emphasise that the tools of the current implementation offer a satisfactory support, if the calculation is organised in an appropriate way:

Let us first discuss the issue of analytic continuation, i.e. the continuation of the integration path beyond the region of convergence of the series expansion of the integrand. This problem is known from multiple polylogarithms and occurs when $|y|$ exceeds $|z_j|$ in eq. (68). The same issue arises in the $\tilde{\Gamma}$-functions when $|z|$ exceeds $|z_j|$ in eq. (90) for $k = 2$. The problem is absent for iterated integrals, which are integrations in $\tau$ (or $\tilde{\tau}$): Here, we integrate from $\tilde{\tau} = 0$ to $|\tilde{\tau}| < 1$ and the integrands are holomorphic on the punctured unit disc $0 < |\tilde{\tau}| < 1$. At the puncture $\tilde{\tau} = 0$ the integrands may have at most a simple pole. If we compute the Feynman integrals from their differential equations and if we change the kinematic variables to the standard variables $(z_1, \ldots, z_{n-1}, \tau)$ for the moduli space $M_{1,n}$ we may integrate the differential equation either in a $z$-variable (yielding $\tilde{\Gamma}$-functions) or in $\tau$ (yielding iterated integrals with integrations in $\tau$, or equivalently $\tilde{\tau}$). The issue of analytic continuation can be avoided, if one chooses to integrate the differential equation in $\tau$. The point $\tau = i\infty$ (corresponding to $\tilde{\tau} = 0$) is a convenient boundary point. The elliptic curve degenerates at this point and the Feynman integrals can usually be expressed at this point in terms of multiple polylogarithms in the remaining variables. We have already seen an example in section 5.3: The $\tilde{\eta}$-expansion of the sunrise integral in this example is an expansion around $\tilde{\eta} = 0$, corresponding to an expansion around $p^2 = 0$. Nevertheless, the $\tilde{\eta}$-expansion computes correctly the value of the sunrise integral above the threshold $p^2 > 9m^2$.

Let us now turn to the second issue: How to avoid a slow convergence of the iterated integral, if the iterated integral is integrated up to $|\tilde{\tau}| \lesssim 1$. The method of choice is to perform a modular
transformation
\[ \tau' = \frac{a\tau + b}{c\tau + d}, \quad \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{SL}_2(\mathbb{Z}) \] (135)
such that \(|\bar{q}'| < |\bar{q}|\) and to re-express the transformed differential one-forms in the differential equation for the Feynman integral again as a linear combination from the classes
\[ \omega_{Kronecker,\tau}^{k,K}(z_j), \quad \omega_{Eisenstein}^{k,\tau,N,a,b,K}, \quad \omega_{Eisenstein,h}^{k,\tau,N,r,s}, \quad \omega_{\text{modular}}(P_k) . \] (136)

It is usually more efficient to do this at the level of the differential equation for the Feynman integral and not at the level of the final linear combination of iterated integrals. The reason is that only a limited number of different differential one-forms appear in the differential equation. Each differential one-form needs to be transformed only once, and this can be done efficiently at the level of the differential equation. At the level of linear combinations of iterated integrals one would transform the same differential one-form over and over again. A worked out example where this technique has been applied can be found in refs. [15,52].

7 Conclusions

In this paper we reported on numerical evaluation methods for iterated integrals related to elliptic Feynman integrals. The methods allow to evaluate these iterated integrals to arbitrary precision within the region of convergence of the series expansion of the integrand. All routines are integrated in the computer algebra package GiNaC and can be obtained by downloading this library [62].
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A Notation for standard mathematical functions

As notations for standard mathematical functions differ slightly in the literature, we list here the definitions and the conventions which we follow.

The complete elliptic integral of the first kind is defined by
\[ K(k) = \int_0^1 \frac{dt}{\sqrt{(1-t^2)(1-k^2t^2)}}. \] (137)

The complete elliptic integral of the second kind is defined by
\[ E(k) = \int_0^1 dt \frac{\sqrt{1-k^2t^2}}{\sqrt{1-t^2}}. \] (138)
Dedekind’s eta function is defined by
\[ \eta(\tau) = e^{\frac{\pi i}{12}} \prod_{n=1}^{\infty} \left(1 - e^{2\pi i n \tau}\right). \] (139)

The theta functions are defined by
\[
\begin{align*}
\theta_1(z, q) &= -i \sum_{n=-\infty}^{\infty} (-1)^n q^{(n+\frac{1}{2})^2} e^{i(2n+1)z}, \\
\theta_2(z, q) &= \sum_{n=-\infty}^{\infty} q^{(n+\frac{1}{2})^2} e^{i(2n+1)z}, \\
\theta_3(z, q) &= \sum_{n=-\infty}^{\infty} q^{n^2} e^{2inz}, \\
\theta_4(z, q) &= \sum_{n=-\infty}^{\infty} (-1)^n q^{n^2} e^{2inz}. 
\end{align*}
\] (140)

B The arithmetic-geometric mean

In this appendix we review the numerical evaluation of the complete elliptic integral of the first and the second kind with the help of the arithmetic-geometric mean. Let \(a_0\) and \(b_0\) be two complex numbers. For \(n \in \mathbb{N}_0\) one sets
\[
\begin{align*}
a_{n+1} &= \frac{1}{2} (a_n + b_n), \\
b_{n+1} &= \pm \sqrt{a_n b_n}. 
\end{align*}
\] (141)

The sign of the square root is chosen such that \([70]\)
\[
|a_{n+1} - b_{n+1}| \leq |a_{n+1} + b_{n+1}|, 
\] (142)

and in case of equality one demands in addition
\[
\text{Im} \left( \frac{b_{n+1}}{a_{n+1}} \right) > 0. 
\] (143)

The sequences \((a_n)\) and \((b_n)\) converge to a common limit
\[
\lim_{n \to \infty} a_n = \lim_{n \to \infty} b_n = \text{agm}(a_0, b_0), 
\] (144)

known as the arithmetic-geometric mean. The complete elliptic integral of the first kind is given by
\[
K(k) = \frac{\pi}{2 \text{agm}(1,k')}, \quad k' = \sqrt{1-k^2}. 
\] (145)
For the complete elliptic integral of the second kind let us set in addition \( c_0 = \sqrt{a_0^2 - b_0^2} \) and
\[
c_{n+1} = \frac{c_n^2}{4a_{n+1}}.
\] (146)

The complete elliptic integral of the second kind is given by
\[
E(k) = K(k) \left( a_0^2 - \sum_{n=0}^{\infty} 2^{n-1} c_n^2 \right)
\] (147)
with initial values \( a_0 = 1, b_0 = k' \) and \( c_0 = k \).

### C The Kronecker symbol

Let \( a \) be an integer and \( n \) a non-zero integer with prime factorisation \( n = u p_1^{\alpha_1} p_2^{\alpha_2} ... p_k^{\alpha_k} \), where \( u \in \{1, -1\} \) is a unit. The Kronecker symbol is defined by
\[
\left( \frac{a}{n} \right) = \left( \frac{a}{u} \right) \left( \frac{a}{p_1} \right)^{\alpha_1} \left( \frac{a}{p_2} \right)^{\alpha_2} ... \left( \frac{a}{p_k} \right)^{\alpha_k}.
\] (148)

The individual factors are defined as follows: For a unit \( u \) we define
\[
\left( \frac{a}{u} \right) = \begin{cases} 
1, & u = 1, \\
1, & u = -1, a \geq 0, \\
-1, & u = -1, a < 0.
\end{cases}
\] (149)

For \( p = 2 \) we define
\[
\left( \frac{a}{2} \right) = \begin{cases} 
1, & a \equiv \pm 1 \mod 8, \\
-1, & a \equiv \pm 3 \mod 8, \\
0, & a \text{ even}.
\end{cases}
\] (150)

For an odd prime \( p \) we have
\[
\left( \frac{a}{p} \right) = a^{p-1} \mod p = \begin{cases} 
1, & a \equiv b^2 \mod p, \\
-1, & a \not\equiv b^2 \mod p, \\
0, & a \equiv 0 \mod p.
\end{cases}
\] (151)

We further set
\[
\left( \frac{a}{0} \right) = \begin{cases} 
1, & a = \pm 1 \\
0, & \text{otherwise}.
\end{cases}
\] (152)

For any non-zero integer \( a \) the mapping
\[
n \rightarrow \left( \frac{a}{n} \right)
\] (153)
is a Dirichlet character. If $a$ is the discriminant of a quadratic field, then it is a primitive Dirichlet character with conductor $|a|$. One may give a condition for $a$ being the discriminant of a quadratic field \[67\]. We first set for $p$ being a prime number, $-1$ or $-2$

$$
p^* = \begin{cases} 
p, & \text{if } p \equiv 1 \pmod{4}, \\
-p, & \text{if } p \equiv -1 \pmod{4} \text{ and } p \neq -1, \\
-4, & \text{if } p = -1, \\
8, & \text{if } p = 2, \\
-8, & \text{if } p = -2. 
\end{cases} \tag{154}$$

Then an integer $a$ is the discriminant of a quadratic field if and only if $a$ is a product of distinct $p^*$'s.

Including the trivial character (for which $a = 1$) the possible values for $a$ with smallest absolute value are

$$1, -3, -4, 5, -7, 8, -8, -11, 12, \ldots \tag{155}$$
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