Calderón Preconditioners for the TD-EFIE discretized with Convolution Quadratures
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Abstract—This work focuses on the preconditioning and DC stabilization of the time domain electric field integral equation discretized in time with the convolution quadrature method. The standard formulation of the equation suffers from severe ill-conditioning for large time steps and refined meshes, in addition to DC instabilities plaguing standard solutions for late time steps. This work addresses all these issues by preconditioning the TD-EFIE operator matrices with a Calderón approach. Numerical results will corroborate the theory, showing the practical relevance of the proposed advancements.

I. INTRODUCTION

The time-domain electric field integral equation (TD-EFIE) is a powerful formulation for modelling the electromagnetic radiation and scattering from perfectly electrically conducting (PEC) objects in the time domain. Among the different discretization strategies of this equation, convolution quadrature methods (CQM) are particularly effective and easily derived from frequency domain implementations [1], [2]. Their effectiveness notwithstanding, these formulations suffer from severe ill-conditioning for large time steps and refined meshes. Moreover, the TD-EFIE operator has a static null space which leads, with numerical and machine precision errors, to the emergence of spurious static currents (DC-instabilities), a phenomenon limiting the simulations’ late-time precision. In this work, we address all the above-mentioned limitations by designing a suitable time domain Calderón preconditioner for the TD-EFIE formulation discretized by the CQM. Differently from the frequency domain where the preconditioning is generally done on the matrix system, it is found that a preconditioning applied before the time discretization can concurrently solve conditioning issues and DC instabilities. Theoretical considerations and numerical studies confirm the effectiveness of the approach together with its practical relevance.

II. BACKGROUND AND NOTATION

Consider a PEC object of boundary $\Gamma$ and outpointing normal $\hat{n}$ excited by an electromagnetic field $\left(e^{inc}, h^{inc}\right)(r,t)$. The incident field induces a current $J$ on $\Gamma$ which can be computed by solving the TD-EFIE

$$\gamma_0 \mathcal{T} (\hat{\mathbf{n}})(r,t) = -\hat{n}(r) \times e^{inc}(r,t), \quad \forall(r,t) \in \Gamma \times \mathbb{R}, \quad (1)$$

where $\gamma_0$ is the permeability of the background. The TD-EFIE operator $\mathcal{T}$ includes the contributions of the vector and scalar potentials, respectively denoted $\mathcal{T}_v$ and $\mathcal{T}_s$ [3]:

$$\mathcal{T}(f)(r,t) = -\frac{1}{c_0} \frac{\partial}{\partial t} \mathcal{T}_s(f)(r,t) + c_0 \int_{-\infty}^{t} \mathcal{T}_h(f)(r,t')dt', \quad (2)$$

where $c_0$ is the speed of light in the medium.

In this study, Rao-Wilton-Glisson (RWG) basis functions $(f^{inc}_n)_n$ and their rotated counterparts $(\hat{n} \times f^{inc}_n)_n$ have been used as source and tests functions for the spatial discretization, where $N_t$ is the number of edges of the mesh. The time discretization is a convolution quadrature using an implicit Runge-Kutta method (here, 2 stages Radau IIA) with a time step $\Delta t$. The resulting discrete marching-on-in-time (MOT) scheme is

$$\forall i \in \mathbb{N}, \quad T_0 J_i = E_i - \sum_{j=1}^{i} T_s J_{i-j}, \quad (3)$$

where $J$ and $E$ are respectively the array of coefficients of the RWG expansion of the current $J$ and the array of $-\gamma_0^{-1} \hat{n} \times e^{inc}$ tested with rotated RWG, at different time steps, and

$$[\mathcal{T}(s)]_{m,n} = \int_{\Gamma} \hat{n} \times f^{inc}_m L(\mathcal{T}(f^{inc}_n \delta))(s) d\Gamma, \quad (4)$$

$T_s = \mathcal{Z}^{-1} \left( z \mapsto \mathcal{T}(s(z)) \right)_i$, where $\mathcal{L}$ is the Laplace transform, $\delta$ is the time Dirac delta, $\mathcal{Z}$ is the inverse Z-transform, and $s(z)$ is fully determined by the Runge-Kutta method and $\Delta t$ [3].

III. ON A CALDERÓN PRECONDITIONER FOR THE CQM

Calderón preconditioners are based on the Calderón identity $\mathcal{T}^2 = -\mathcal{I}/4+\mathcal{K}^2$, where $\mathcal{K}$ is a compact operator and $\mathcal{I}$ is the identity. The operator $\mathcal{T}^2$ is therefore well-conditioned for large time steps and refined meshes. This yields the following preconditioned TD-EFIE

$$\gamma_0 \mathcal{T}^2 (\hat{\mathbf{n}})(r,t) = -\mathcal{T}(\hat{n} \times e^{inc})(r,t), \quad (5)$$

One could think of directly deriving a preconditioner from the above formula [3], similarly to what is done in the frequency domain, and only precondition $T_0$ at each step of the MOT. Doing this would indeed solve the conditioning problems but the solution currents would remain unaltered and subject to DC instabilities. This has motivated the development of the new approach presented in this work: instead of preconditioning $T_0(s)$ only, we apply a Calderón-type preconditioning to the entire time domain, which results in a DC-stable scheme at the price of extra matrix multiplications at the right-hand-side. In particular, after discretizing the TD-EFIE operator with the RWG basis functions and the preconditioning operator with the Buffa-Christiansen (BC) functions $(f^{inc}_n)_n$, the preconditioning is done with matrices associated to all time.
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steps. By defining \( [T(G_m^{-1} \ast T)]_i \) and some manipulations, the following MOT Calderón preconditioned scheme

\[
[TG_m^{-1} \ast T]_0 J_i = [T(G_m^{-1} \ast E)]_i - \sum_{j=1}^{i}[T(G_m^{-1} \ast T)]_j J_{i-j},
\]

is obtained, with \( G_m \) the gram matrix between the BC and rotated RWG functions and \( \ast \) is the convolution product. However, the MOT in \( [5] \), as the one in \( [3] \), involves unbounded number of large terms in the convolutions, leading to a quadratic complexity with the time step, because of the time-integral in the scalar potential contributions of the operators. To remove this time integral, the preconditioned EFIE operator and the right hand side of formulation \( [5] \) are evaluated by separating the vector and scalar potential contributions

\[
T^2 = \frac{1}{c_0^2} \frac{\partial}{\partial t} J_T \frac{\partial}{\partial t} J_T^* - T_r \frac{\partial}{\partial t} J_T^* + T_r J_T^* - T_r J_T^* + T_h \frac{\partial}{\partial t} J_T^* - T_h J_T^* + T_h J_T^* + T_h J_T^*,
\]

where \( e^{prim} = \int_0^\infty e^{inc} \, dt \), because \( T_h^* = 0 \). The CQM discrete versions of the operators \( T^2 \), \( \frac{1}{c_0} \frac{\partial}{\partial t} J_T \) and \( \frac{\partial}{\partial t} J_T^* \), respectively denoted by the matrix sequences \( (T_{cal}^2) \), \( (T_r^2) \) and \( (T_h^2) \) converge to zeros. The sums can therefore be truncated and we denote by \( N_{conv} \) the last considered term. By extending the previous notation on \( T_r \) and \( T_h \), one can check that

\[
T_{cal}^2 = c_0^2 Z^{-1}(s^2 T_s \, G_m^{-1} T_s - T_r \, G_m^{-1} T_r + T_h \, G_m^{-1} T_h),
\]

\[
T_r^2 = -c_0^2 Z^{-1}(s^2 T_s \, G_m^{-1} T_s),
\]

\[
T_h^2 = c_0 Z^{-1}(T_h \, G_m^{-1} T_h).
\]

The MOT \( [4] \) is therefore rewritten as

\[
T_{0}^{cal} J_i = \sum_{j=0}^{N_{conv}} (T_r^2)^{j} E_{i-j} + T_h^{j} E_{i-j}^{prim} - \sum_{j=1}^{N_{conv}} T_{r}^{j} J_{i-j},
\]

where \( E_{i-j}^{prim} \) is the array of \( -\eta_0^{-1} \hat{n} \times e^{prim} \) tested with rotated RWG at different time steps.

IV. Numerical Results

To test the effectiveness of the proposed scheme, we have applied it to the simulation of plane wave scattering from a PEC sphere and a space shuttle model. All geometries have been excited by a pulse Gaussian plane wave

\[
e^{inc}(r, t) = A_0 \exp\left(-\frac{(t - k r)^2}{2\sigma^2}\right) \hat{p},
\]

where \( \sigma = 3620 \text{ns}, \sigma = 3620 \text{ns}, \hat{p} = \hat{x}, \hat{k} = -\hat{z}, \) and \( A_0 = 1 \text{ V m}^{-1} \). Three TD-EFIE formulations have been tested: the time-differentiated one, a formulation regularized using quasi-Helmholtz-projectors \( [3] \), and the new Calderón one.

The preconditioning effect of the method we propose has been tested on a spherical scatterer with respect to both the temporal step (Fig. [7]) and mesh refinement (Fig. [8]). These results clearly show that the time-differentiated formulation is the only ill-conditioned one for large time steps. By increasing the refinement of the mesh, however, the conditioning of the quasi-Helmholtz formulation also deteriorates. The Calderón TD-EFIE formulation we propose in this work is, therefore, the only one which does not suffer from ill-conditioning due to both large time steps and dense meshes.

To show the favourable properties of our new approach even as pertains DC-instabilities, we have simulated the space shuttle illustrated in Fig. [6]. Clearly, while the time differentiated TD-EFIE suffers from DC instabilities, the Calderón and regularized formulations we propose is immune from them. Moreover, the the Calderó scheme exhibits the best conditioning of 41 against 1100 for the quasi-Helmholtz and \( 3.5 \times 10^6 \) for the time-differentiated ones.
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