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Abstract

In studying the complex Hénon maps, Mummert (in “Holomorphic shadowing for Hénon maps” Nonlinearity 21 pp. 2887-2898, 2008) defined an operator the fixed points of which give rise to bounded orbits. This enabled him to obtain an estimate of the solenoid locus. Instead of the contraction mapping theorem, in this paper we present an implicit function theorem version of his result by providing an alternative proof of a theorem of Hubbard and Oberste-Vorth (in Real and Complex Dynamical Systems, pp.89-132, 1995).
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1 Introduction and main results

Let \( q \) be a map of \( \mathbb{C} \),
\[
q : x \mapsto x^2 + c,
\]
and \( H_b \) a map of \( \mathbb{C}^2 \),
\[
H_b : (x, y) \mapsto (x^2 + c - by, x),
\]
where parameters \( b, c \) are complex numbers. They are respectively the celebrated quadratic map and Hénon map. The latter has Jacobian \( b \), and is a diffeomorphism for nonzero \( b \). If \( b = 0 \), \( H_b \) maps all of \( \mathbb{C}^2 \) to the graph \( x = y^2 + c \), hence reduces to the quadratic map.

Let \( K^+ (H_b) \) denote those points whose forward orbits are bounded under iteration of \( H_b \), and \( J^+ (H_b) \) the boundary of \( K^+ (H_b) \) in \( \mathbb{C}^2 \). Define the filled Julia set by
\[
K (H_b) := K^+ (H_b) \cap K^- (H_b),
\]
and the Julia set \( J (H_b) := J^+ (H_b) \cap J^- (H_b) \).

Let \( \sigma_q \) stand for the shift map in the projective limit space \( \lim \left< J(q), q \right> \) induced by \( q \). If \( q \) is (uniformly) expanding on its Julia set, i.e. \( q \) is hyperbolic, using a perturbation scheme, Hubbard and Oberste-Vorth \[14\] (also see Ishii and Smillie \[16\], Radu and Tanase \[31\]) established the following result.

**Theorem 1.1.** If \( q \) is hyperbolic and \( |b| \neq 0 \) is sufficiently small, then the restriction \( H_b|_{J(H_b)} \) of \( H_b \) to its Julia set \( J(H_b) \) is topologically conjugate to \( \sigma_q |_{\lim \left< J(q), q \right>} \).

We remark that what they proved is a more general result: \( q \) can be generalised to be any monic polynomial \( p : \mathbb{C} \rightarrow \mathbb{C} \) of degree at least two and \( H_b \) can be replaced by a generalised Hénon map \( f_{p,b} : \mathbb{C}^2 \rightarrow \mathbb{C}^2 \), \( (x, y) \mapsto (p(x) - by, x) \). Note that Bedford and Smillie \[4\], Foraeness and Sibony \[12\], Hubbard and Oberste-Vorth \[14\], as well as Ishii and Smillie \[15, 16\] showed that the Julia set \( J(f_{p,b}) \) is a (uniformly) hyperbolic set for sufficiently small \( |b| \) (thus, the Julia set described in Theorem 1.1 is a hyperbolic set).

When the Julia set of the Hénon map is a solenoid, Mummert in \[26\] also obtained a result the same as Theorem 1.1. A compact set \( S \) is called a *solenoid (of degree 2)* if it is homeomorphic to \( \lim (S, x \mapsto x^2) \). If a solenoid \( S \) is a hyperbolic invariant set of a diffeomorphism


f, and $f|_S$ is topologically conjugate to the shift map on $\lim(S, x \mapsto x^2)$, then we say $f|_S$ is a solenoid map. The subset of parameter space $(c, b)$ for which $H_b|_{J(H_b)}$ is a solenoid map is called the solenoid locus. The following region

$$1 + 2\sqrt{(1 - |b|)^2 - 4|c| - 4|c| - 6|b| - 3|b|^2 - 2|b|(1 + |b|)^2 + 4|c|} > 0, \quad c \in \mathcal{M}_0, \quad b \neq 0 \quad (1)$$

that is contained in the solenoid locus was obtained in [26]. Here, $\mathcal{M}_0$ is the main cardioid of the Mandelbrot set, i.e. those $c$’s such that $\sqrt{1 - |c|} < 1$. As mentioned by Mummert [26], Ishii’s work [15] yielded that the region

$$(1 - \sqrt{1 - 4c})^2 - 2|b| - 2|b|^2 - 2|b|(1 + |b|)^2 + 4|c| > 0, \quad c \in \mathcal{M}_0, \quad b \neq 0 \quad (2)$$

is also contained in the solenoid locus. Notice that, for $b = 0$, the inequality in (2) gives $c \in \mathcal{M}_0$, whereas the inequality in (1) gives $|c| < 1/4$. For $c = 0$, inequalities (2) and (1) yield $|b| < (\sqrt{3} - 1)/2 \approx 0.207$ and $|b| < 2\sqrt{10}/5 - 1 \approx 0.265$, respectively. Therefore, the parameter region determined by (2) does not contain nor is contained by the one determined by (1).

Mummert’s method in [26] is based on the contraction mapping theorem. Briefly, his method is as follows: A fixed point of an operator $(x_i)_{i \in \mathbb{Z}} \mapsto (x'_i)_{i \in \mathbb{Z}}$ defined by

$$x'_i := \frac{1}{2} \left( x_i + \frac{x_{i+1} - c + bx_{i-1}}{x_i} \right), \quad i \in \mathbb{Z}, \quad (3)$$

acting on the complex Banach space $l_\infty(\mathbb{Z}, \mathbb{C})$ of bounded sequences with the supremum norm gives rise to a bounded orbit of $H_b$. When $|b| \neq 0$ is small, apply the operator to pseudo-orbits corresponding to points in the projective limit space of $J(q)$ to get genuine orbits of $H_b$. (He called this “shadowing”). The shadowing process can be continued as long as

$$\inf_{(x,y) \in J(H_b)} \min\{|x|, |y|\} > (1 + |b|)/2.$$

As pointed out in [26], the operator (3) is a local linearization of the Sterling-Meiss operator on $l_\infty(\mathbb{Z}, \mathbb{C})$, $(x_i)_{i \in \mathbb{Z}} \mapsto (x'_i)_{i \in \mathbb{Z}}$ with

$$x'_i := s_i \sqrt{x_{i+1} - c + bx_{i-1}},$$

and $s_i \in \{\pm 1\}$. Sterling and Meiss [33] introduced the above operator to the real Hénon map based on the concept of anti-integrable limit. (We refer the readers to [2] [8] [20] [22] [30] for an account of the anti-integrability.) The fact that this operator is a local contraction in the Euclidean metric enabled them to obtain the Devaney-Nitecki region [11] for the horseshoe.
Locus. Mummert showed that this operator in fact is a local contraction with respect to the Kobayashi metric, thus showed that the Julia set of the complex Hénon map \( H_b \) is a horseshoe in the parameter region \( |c| > 2(1 + |b|)^2 \) and \( b \neq 0 \) (also see [15, 23, 28] for obtaining the same region by other approaches).

The main purpose of this paper is of two folds. One is to reinterpret Mummert’s “shadowing” result in the language of implicit function theorem. The other is to use this shadowing idea to provide an alternative proof of Theorem 1.1. Note that the method used in [31] to prove Theorem 1.1 is also a contraction mapping theorem applied to a graph-transform operator, while the proofs in [1, 14, 15] rely on crossed mappings that are two dimensional analogues of expanding maps.

Our main results are stated in Theorems 1.3 and 1.5.

Given a compact invariant subset \( \Lambda \) of the Julia set \( J(q) \), it induces a compact set, say \( A \), in \( \mathbb{C}^2 \) by

\[
A := \bigcup_{x \in \Lambda} (q(x), x).
\]

(4)

Let the mapping \( \Lambda \mapsto A \) be defined by \( g \). Clearly, the domain of \( g \) can be extended to \( \mathbb{C} \), and

\[ H_0 \circ g = g \circ q. \]

Furthermore, \( g \) is injective and continuous.

**Proposition 1.2.**

(i) \( A \) is an invariant set of the restriction \( H_0|_A \) of \( H_0 \) to \( A \).

(ii) \( g \) is a topological conjugacy between \( \Lambda \) and \( A \), i.e. the diagram below commutes

\[
\begin{array}{ccc}
\Lambda & \xrightarrow{g} & \Lambda \\
\downarrow & & \downarrow \\
A & \xrightarrow{H_0} & A.
\end{array}
\]

We postpone all proofs of theorems in this section until Section 4.

**Theorem 1.3.** Assume \( \Lambda \) is an expanding compact invariant set of \( q \). There exists \( \epsilon_0 > 0 \) such that if \( 0 < |b| < \epsilon_0 \), then there exists a hyperbolic compact invariant set \( A_b \subset \mathbb{C}^2 \) for \( H_b \) and homeomorphisms \( \Psi : \lim\langle \Lambda, q \rangle \to \lim\langle A, H_0 \rangle, \ Y_b : \lim\langle A, H_0 \rangle \to A_b \) such that the following
diagram commutes

\[
\begin{array}{ccc}
\lim(A, q) & \xrightarrow{\sigma_1} & \lim(A, q) \\
\psi & \downarrow & \psi \\
\lim(A, H_0) & \xrightarrow{\sigma_1} & \lim(A, H_0) \\
\Upsilon_b & \downarrow & \Upsilon_b \\
A_b & \xrightarrow{H_b} & A_b,
\end{array}
\]

(*)

where \(\sigma_1\) stands for the shift in the projective limit space induced by \(H_0\).

Recall the definition of holomorphic motion (see [17, 21, 23] for example). Let \(b_0 \in \mathbb{C}\) be a base point, \(D(b_0, r) \subset \mathbb{C}\) be the open disc of radius \(r > 0\) centered at \(b_0\), and \(S\) a subset of \(\mathbb{C}^k, k \geq 1\). A holomorphic motion of \(S\) parameterised by \(D(b_0, r)\) is a continuous map \(\Theta : D(b_0, r) \times S \to \mathbb{C}^k\) such that

- \(\Theta(b_0, w) = w\) for any \(w \in S\).
- For any \(b \in D(b_0, r)\), the mapping \(w \mapsto \Theta(b, w)\) is injective on \(S\).
- For any \(w \in S\), the mapping \(b \mapsto \Theta(b, w)\) is holomorphic on \(D(b_0, r)\).

**Corollary 1.4.** As \(b\) varies, the set \(A_b\) in Theorem 1.3 forms a holomorphic motion. When \(b \to 0\), \(A_b\) converges to \(A\) in the Hausdorff topology, and the dynamics degenerate to \(H_0\) on \(A\).

A converse statement of Theorem 1.3 is given in Theorem 1.5, which concerns the opposite direction: If \(B_{b_0}\) is a compact hyperbolic invariant set of \(H_{b_0}\) for some \(b_0 \neq 0\), then \(B_{b_0}\) moves holomorphically and

\[
B_b := \Theta(b, B_{b_0})
\]

is hyperbolic for \(H_b\) when \(b\) is sufficiently close to \(b_0\) (see [17]). We have

**Theorem 1.5.** Let \(B_{b_0} \subseteq J(H_{b_0})\) and \(B_b\) be described as (5). There exists \(\epsilon_1 > 0\) such that if \(0 < |b_0| < \epsilon_1\), then there exists an expanding compact invariant set \(\Lambda' \subseteq J(q)\) for \(q\) such that \(B_b \to B = g(\Lambda')\) in the Hausdorff topology as \(b \to 0\).

A consequence of Theorem 1.5 is the following: If \(J(H_b)\) is hyperbolic for sufficiently small \(|b|\), then it converges to a subset of \(g(J(q))\) when \(b\) tends to zero. As a result, if \(\Lambda = J(q)\) in Theorem 1.3 and if the set \(A_b\) is a proper subset of \(J(H_b)\) for \(b \neq 0\), then \(A_b\) would converge to a proper subset of \(A = g(J(q))\) as \(b\) approaches zero, contradicting to Corollary 1.4. Hence, we conclude:
Corollary 1.6. Assume the circumstance of Theorem 1.3. We have $A_b = J(H_b)$ if and only if $\Lambda = J(q)$.

Combining Theorem 1.3 with the corollary above, we arrive at a proof of Theorem 1.1.

We organize this paper as follows. In Section 2, we review some equivalent definitions of hyperbolicity. Our proofs of Theorems 1.3 and 1.5 rely on the implicit function theorem, thus in Section 3 we define linear operators in the spaces of bounded sequences and study their invertibility. Section 4 is devoted to proving Theorems 1.3 and 1.5. A crucial part of our approach will be based on a theorem that initially is developed for the theory of anti-integrable limit. For the sake of the completeness of our exposition, we include in the Appendix the theorem and a slightly modified proof by adding the uniform discreteness for it.

2 Uniform hyperbolicity

In this section, we review some definitions of the hyperbolicity. Recall first the definition of cone fields. Given $k \geq 2$, $c > 0$, a norm $\| \cdot \|$ in $\mathbb{C}^k$, and a splitting of the tangent space $T_z \mathbb{C}^k = V^s_z \oplus V^u_z$ at each point $z$, the stable and unstable $c$-cones are defined by

$$C^s_z = \{ w + v \in V^s_z \oplus V^u_z \mid \|v\| \leq c\|w\| \} \supset V^s_z,$$

$$C^u_z = \{ w + v \in V^s_z \oplus V^u_z \mid \|w\| \leq c\|v\| \} \supset V^u_z,$$

respectively. A compact invariant set $S$ of a diffeomorphism $f$ of $\mathbb{C}^k$ is said to satisfy the cone criterion if there exist $0 < \lambda_s < 1 < \lambda_u$ such that for every $z \in S$ there is a splitting of the tangent space and families of cones associated with the splitting such that

$$\|Df(z)\zeta\| \geq \lambda_u\|\zeta\| \quad \text{for} \quad \zeta \in C^s_z,$$

$$\|Df(z)\zeta\| \leq \lambda_s^{-1}\|\zeta\| \quad \text{for} \quad \zeta \in C^s_f(z) \text{ and some norm} \| \cdot \| \text{ in } \mathbb{C}^k.$$
subspaces $E^s_i$ and $E^u_i$ are called the **stable** and **unstable subspaces**. We refer to the complex dimension of the unstable subspace as the **unstable dimension**.

**Definition 2.1.** Let $f : \mathbb{C}^k \to \mathbb{C}^k$, $k \geq 2$, be a diffeomorphism. Suppose that $S$ is a compact $f$-invariant set. Then $S$ is called a *(uniformly) hyperbolic* set for $f$ if for any $z \in S$ the sequence of differentials $Df(f^i(z)) : T_{f^i(z)}\mathbb{C}^k \to T_{f^{i+1}(z)}\mathbb{C}^k$, $i \in \mathbb{Z}$, admits a $(\lambda_s, \lambda_u)$-splitting and the splitting varies continuously with the point $z$.

The notion of hyperbolicity for a map of $\mathbb{C}$ is associated with the expansion on its Julia set.

**Definition 2.2.** An invariant set $S$ for a differentiable map $f$ of $\mathbb{C}$ is *(uniformly) expanding* if there exist $C_u > 0$ and $\lambda_u > 1$ such that for all $z \in S$ and $n \geq 1$ we have $\|Df^n(z)\| \geq C_u\lambda_u^n$ for some norm $\|\cdot\|$ in $\mathbb{C}$.

Given a differentiable map $f$ of $\mathbb{C}^k$, $k \geq 2$, we introduce a map $F(\cdot; f)$ on the Banach space $l_\infty(\mathbb{Z}, \mathbb{C}^k) := \{z| z = (\ldots, z_{-1}, z_0, z_1, \ldots), z_i \in \mathbb{C}^k, \text{ bounded}\}$ of bounded sequences with the supremum norm $\|\cdot\|_\infty$:

$$F(\cdot; f) : l_\infty(\mathbb{Z}, \mathbb{C}^k) \to l_\infty(\mathbb{Z}, \mathbb{C}^k),$$

$$z \mapsto F(z; f) = (F(z; f)_i)_{i \in \mathbb{Z}} \quad (6)$$

with $F(z; f)_i = z_{i+1} - f(z_i)$. It is readily to see that $z$ is a bounded orbit of $f$ if and only if it solves $F(z; f) = 0$. Certainly, $F(\cdot; f)$ is a differentiable map, with its derivative at $z$ a bounded linear operator:

$$DF(z; f) : l_\infty(\mathbb{Z}, \mathbb{C}^k) \to l_\infty(\mathbb{Z}, \mathbb{C}^k),$$

$$(\xi_i)_{i \in \mathbb{Z}} = \xi \mapsto DF(z; f)\xi = \left(\sum_{j \in \mathbb{Z}} Dz_j F(z; f)_i \xi_j\right)_{i \in \mathbb{Z}} = (\eta_i)_{i \in \mathbb{Z}} = \eta.$$

In addition to Definitions 2.1 and 2.2, the notion of hyperbolicity in several different situations can be characterized by different ways, for instance, by the phonon gap [3], by the invertibility of an operator in the tangent bundle of an orbit [19], by the disjointness of the Mather spectrum from the unit circle [13, 24], by the cone criterion (e.g. [27]), and by the exponential dichotomy (e.g. [29]). Among them, the following four statements are particularly useful in our approach.
Theorem 2.3. Let $S$ be a compact invariant set for a diffeomorphism $f$ of $\mathbb{C}^k$, $k \geq 2$, and $z = (z_i)_{i \in \mathbb{Z}}$ an orbit of $f$ with $z_i = f^i(z_0)$ and $z_0 \in S$. The following statements are equivalent.

(i) $S$ is hyperbolic.

(ii) $S$ satisfies the cone criterion.

(iii) For every orbit $z$, the derivative $DF(z; f)$ is an invertible linear operator of $l_\infty(\mathbb{Z}, \mathbb{C}^k)$ with $\|DF(z; f)^{-1}\|_\infty$ bounded uniformly in $z$.

(iv) For any given $\eta = (\eta_i)_{i \in \mathbb{Z}} \in l_\infty(\mathbb{Z}, \mathbb{C}^k)$ with $\|\eta\|_\infty = 1$ and any orbit $z$, the recurrence relation

$$
\xi_{i+1} - Df(z_i)\xi_i = \eta_i, \quad i \in \mathbb{Z},
$$

has a unique solution $\xi = (\xi_i)_{i \in \mathbb{Z}} \in l_\infty(\mathbb{Z}, \mathbb{C}^k)$ such that $\|\xi\|_\infty$ is uniformly bounded in $z$.

Remark 2.4. In the theorem above, if the tangent bundle $T_S \mathbb{C}^k$ of the hyperbolic set $S$ splits into a direct sum of two invariant sub-bundles for the tangent map $Df$ with constants $C_s$, $C_u$, and a $(\lambda_s, \lambda_u)$-splitting, then we have $\|DF(z; f)^{-1}\|_\infty \leq C_s(1 - \lambda_s)^{-1} + C_u(\lambda_u - 1)^{-1}$ for every $z = (f^i(z_0))_{i \in \mathbb{Z}}$ and $z_0 \in S$ (see e.g. [29]).

For a non-invertible holomorphic map $f$ of $\mathbb{C}$, we can rewrite it as a map $F(\cdot; f)$ on the Banach space $l_\infty(\mathbb{Z}^+, \mathbb{C}) := \{x^+ | x^+ = (x_0, x_1, \ldots), \ z_i \in \mathbb{C}, \text{ bounded}\}$ of bounded sequences with the supremum norm $\| \cdot \|_\infty$:

$$
F(\cdot; f) : l_\infty(\mathbb{Z}^+, \mathbb{C}) \rightarrow l_\infty(\mathbb{Z}^+, \mathbb{C}),
$$

$$
x^+ \rightarrow F(x^+; f) = (F(x^+; f)_i)_{i \geq 0}
$$

with $F(x^+; f)_i = x_{i+1} - f(x_i)$ for all $i \geq 0$. Then $x^+$ is a bounded (forward) orbit of $f$ if and only if it solves $F(x^+; f) = 0$. The map $F(\cdot; f)$ is differentiable with its derivative at $x^+$ a bounded linear operator:

$$
DF(x^+; f) : l_\infty(\mathbb{Z}^+, \mathbb{C}) \rightarrow l_\infty(\mathbb{Z}^+, \mathbb{C}),
$$

$$(\xi_i)_{i \geq 0} = \xi^+ \mapsto DF(x^+; f)\xi^+ = \left( \sum_{j=0}^{\infty} D_{x^+_j}F(x^+; f)_i \xi_j \right)_{i \geq 0} = (\eta_i)_{i \geq 0} = \eta^+.
$$

Theorem 2.3 has a counterpart for non-invertible maps of $\mathbb{C}$, as follows.

Theorem 2.5. Let $S$ be a compact invariant set for a holomorphic map $f : \mathbb{C} \rightarrow \mathbb{C}$, then the following statements are equivalent.
(i) $S$ is expanding.

(ii) For any orbit $x^+ = (x_i)_{i \geq 0}$ of $f$ with $x_i = f^i(x_0)$ and $x_0 \in S$, the derivative $DF(x^+; f)$ is an invertible linear operator of $l_\infty(\mathbb{Z}^+, \mathbb{C})$ with $\|DF(x^+; f)^{-1}\|_\infty$ bounded uniformly in $x^+$.

(iii) For any given $\eta^+ = (\eta_i)_{i \geq 0} \in l_\infty(\mathbb{Z}^+, \mathbb{C})$ and any orbit $(x_i)_{i \geq 0}$ with $x_0 \in S$, the recurrence relation

$$\xi_{i+1} - Df(x_i) \xi_i = \eta_i, \quad i \geq 0,$$  

has a unique bounded solution $\xi^+ = (\xi_i)_{i \geq 0} \in l_\infty(\mathbb{Z}^+, \mathbb{C})$.

Remark 2.6. In the theorem above, if the tangent map has an expansion rate $\lambda_u$ with a constant $C_u$ on $T_S \mathbb{C}$, then the proof given in [29] for Remark 2.4 also works to give $\|DF(x; f)^{-1}\|_\infty \leq C_u(\lambda_u - 1)^{-1}$ for every $x = (f^i(x_0))_{i \geq 0}$ and $x_0 \in S$.

Remark 2.7. The statement (iv) of Theorem 2.3 implies that the only bounded homogeneous solution of (7) is necessarily trivial.

The necessary condition in the above remark, however, turns out to be sufficient when $S$ is chain recurrent. The following result is due to Churchill et al. [10], Sacker and Sell [32].

Theorem 2.8. Assume $S$ is a compact chain recurrent invariant set of a diffeomorphism $f$ of $\mathbb{C}^k$, $k \geq 2$. Then $S$ is hyperbolic if and only if the recurrence relation

$$\xi_{i+1} - Df(z_i) \xi_i = 0, \quad i \in \mathbb{Z},$$  

has no non-trivial bounded solutions $(\xi_i)_{i \in \mathbb{Z}}$ for any orbit $(z_i)_{i \in \mathbb{Z}}$ with $z_0 \in S$.

A compact $f$-invariant set $S$ is called quasi-hyperbolic in [10] if the recurrence relation (10) has no non-trivial bounded solutions. Based on Theorem 2.8, Arai [1] developed a rigorous computational method to prove the quasi-hyperbolicity, and obtained the hyperbolic plateaus of the real Hénon maps.

The following is the version of quasi-hyperbolicity for non-invertible maps of $\mathbb{C}$ (see [7]).

Theorem 2.9. Assume $S$ is a compact invariant set of a holomorphic map $f$ of $\mathbb{C}$. Then $S$ is expanding if and only if the recurrence relation

$$\xi_{i+1} - Df(x_i) \xi_i = 0, \quad i \geq 0,$$  

has no non-trivial bounded solutions $(\xi_i)_{i \geq 0}$ for any orbit $(x_i)_{i \geq 0}$ with $x_0 \in S$. 
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We end this section by a remark that the terminology ‘quasi-hyperbolicity’ means differently in [5]. There, a diffeomorphism of \( \mathbb{C}^2 \) is called \textit{quasi-expanding} if a certain canonical metric is expanding on unstable subspaces of saddle periodic points, and is called \textit{quasi-contracting} if its inverse is quasi-expanding. The diffeomorphism is quasi-hyperbolic if it is both quasi-expanding and quasi-contracting. They showed that the quasi-expansion may be viewed as a two-dimensional analogue of semi-hyperbolicity for one-dimensional polynomial maps.

3 Invertibility of linear operators

Recall the \textit{projective limit} (or called the \textit{inverse limit}) space for a continuous map \( f \) of \( \mathbb{C}^k \), \( k \geq 1 \). It is defined by the following subset of \((\mathbb{C}^k)^{-}\):

\[
\lim\left(\mathbb{C}^k, f\right) := \{(\ldots, z_{-1}, z_0) \in (\mathbb{C}^k)^{-} | f(z_{i-1}) = z_i \ \forall \ i \leq 0\}.
\]

A point in this space is a point \( z_0 \) and a history of \( z_0 \) under iteration of \( f \). The map \( f \) induces a shift map

\[
\sigma_f : \lim\left(\mathbb{C}^k, f\right) \rightarrow \lim\left(\mathbb{C}^k, f\right), \quad (\ldots, z_{-2}, z_{-1}, z_0) \mapsto (\ldots, z_{-1}, z_0, f(z_0)).
\]

Obviously, \( \sigma_f \) is a bijection and

\[
\sigma_f^{-1}(\ldots, z_{-2}, z_{-1}, z_0) = (\ldots, z_{-3}, z_{-2}, z_{-1}.
\]

Endow the projective limit space with the product topology.

Subsequently, \( \sigma_f \) is a homeomorphism. Let \( S \) be a bounded \( f \)-invariant subset of \( \mathbb{C}^k \), we use

\[
\lim(S, f) := \{(\ldots, z_{-1}, z_0) \in \lim\left(\mathbb{C}^k, f\right) | z_i \in S \ \forall \ i \leq 0\}.
\]

Define

\[
\Sigma(S, f) := \{(\ldots, z_{-1}, z_0, z_1, \ldots) \in S^{-} | f(z_i) = z_{i+1} \ \forall i \in \mathbb{Z}\},
\]

\[
\Sigma^+(S, f) := \{(z_0, z_1, z_2, \ldots) \in S^+ | f(z_i) = z_{i+1} \ \forall i \geq 0\}.
\]

Notice that \( \Sigma(S, f) \) with the product topology is homeomorphic to \( \lim(S, f) \). For any \( z = (\ldots, z_{-1}, z_0, z_1, \ldots) \in (\mathbb{C}^k)^{-} \), define the truncation \( \pi^+(z) \) of \( z \) to be an element of \( (\mathbb{C}^k)^+ \) by

\[
\pi^+(z) = (z_0, z_1, \ldots).
\]
Concerning bounded orbits of the maps \( q, H_0 \) and \( H_b \), with the notation and the function \( F \) defined in (6) or (8) in previous section, explicitly we shall consider respectively the following three maps:

\[
F(x^+; q)_i = x_{i+1} - q(x_i), \quad i \geq 0, \quad \text{with } x^+ = (x_i)_{i \geq 0} \in l_\infty(\mathbb{Z}^+, \mathbb{C}),
\]

\[
F(w^\dagger; H_0)_i = z_{i+1} - H_0(z_i), \quad i \in \mathbb{Z}, \quad \text{with } w^\dagger = (z_i)_{i \in \mathbb{Z}} \in l_\infty(\mathbb{Z}, \mathbb{C}^2), \tag{13}
\]

and

\[
F(w; H_b)_i = z_{i+1} - H_b(z_i), \quad i \in \mathbb{Z}, \quad \text{with } w = (z_i)_{i \in \mathbb{Z}} \in l_\infty(\mathbb{Z}, \mathbb{C}^2). \tag{14}
\]

The Lemma below is the key lemma of this paper.

**Lemma 3.1.** Suppose that \( \mathcal{A} \subset \mathbb{C}^2 \) is defined as (4). The linear operator \( DF(w^\dagger; H_0) : l_\infty(\mathbb{Z}, \mathbb{C}^2) \to l_\infty(\mathbb{Z}, \mathbb{C}^2) \) is invertible for every \( w^\dagger \in \Sigma(\mathcal{A}, H_0) \) if and only if \( \Lambda \) is expanding for \( q \).

**Proof.** Suppose \( x = (x_i)_{i \in \mathbb{Z}} \in \Sigma(\Lambda, q) \). Let \( w^\dagger = (w_i)_{i \in \mathbb{Z}} = (x_{i+1}, x_i)_{i \in \mathbb{Z}} \). We have \( w^\dagger \in \Sigma(\mathcal{A}, H_0) \).

Theorem 2.5 tells that \( \Lambda \) is expanding for \( q \) if and only if the recurrence relation

\[
\xi_{i+1} - Dq(x_i)\xi_i = \eta_i, \quad \forall i \geq 0,
\]

has a unique solution \( (\xi_i)_{i \geq 0} \in l_\infty(\mathbb{Z}^+, \mathbb{C}) \) for any given \( (\eta_i)_{i \geq 0} \in l_\infty(\mathbb{Z}^+, \mathbb{C}) \). The solution depends on the orbit \( x^+ = (x)_{i \geq 0} \) of \( q \) and on the sequence \( \eta^+ = (\eta_i)_{i \geq 0} \), thus we write it as

\[
(\xi_i)_{i \geq 0} =: \xi^+ = \xi^+(\eta^+; x^+) = (\xi^+(\eta^+; x^+)_i)_{i \geq 0}.
\]

Consequently,

\[
\xi = \xi(\eta; x) = (\ldots, \xi_{-1}, \xi_0, \xi_1, \ldots) \in l_\infty(\mathbb{Z}, \mathbb{C})
\]

obtained by

\[
\xi_i = \begin{cases} 
\xi^+(\pi^+ \circ \sigma^+(\eta); \pi^+ \circ \sigma^+(x))_0 & \text{for } i \leq 0 \\
\xi^+(\pi^+(\eta); \pi^+(x))_i & \text{for } i \geq 0 
\end{cases} \tag{15}
\]

is a bounded solution of the recurrence relation

\[
\xi_{i+1} - Dq(x_i)\xi_i = \eta_i, \quad \forall i \in \mathbb{Z}, \tag{16}
\]
for any given \( \eta = (\eta_i)_{i \in \mathbb{Z}} \in l_\infty(\mathbb{Z}, \mathbb{C}) \), where \( x = (x_i)_{i \in \mathbb{Z}} \) satisfies \( x_i \in q^{-1}(x_{i+1}) \). It is straightforward to see that such a solution \( \xi \) given by (15) is unique.

To show that \( DF(w; H_0) \) is invertible, it amounts to showing that, for any given bounded sequence \( \tilde{\eta} = (\eta_i, \tilde{\eta}_i)_{i \in \mathbb{Z}} \in l_\infty(\mathbb{Z}, \mathbb{C}^2) \), the recurrence relations

\begin{align*}
\xi_{i+1} - Dq(x_i)\xi_i &= \eta_i, \\
\tilde{\xi}_{i+1} - \xi_i &= \tilde{\eta}_i,
\end{align*}

for all \( i \in \mathbb{Z} \) have a unique bounded solution \( \tilde{\xi} = (\xi_i, \tilde{\xi}_i)_{i \in \mathbb{Z}} \in l_\infty(\mathbb{Z}, \mathbb{C}^2) \). Now, equations (17) and (18) are the same. Once \( \xi_i \) for every integer \( i \) is obtained, (18) can be solved by

\[ \tilde{\xi}_i = \tilde{\eta}_{i-1} + \xi_{i-1} \tag{19} \]

for all \( i \in \mathbb{Z} \). This proves the invertibility of \( DF(w; H_0) \).

The proof of the other direction of the lemma is easy to see.

The following result provides an estimate on the size of \( DF(w; H_0)^{-1} \) (cf. Remarks 2.4 and 2.6).

**Proposition 3.2.** For every \( w \in \Sigma(A, H_0) \), we have

\[ \|DF(w; H_0)^{-1}\|_\infty \leq \frac{2C_u}{\lambda_u - 1} + 1 \]

if \( Dq \) is expanding on \( TA \) with rate \( \lambda_u \) and constant \( C_u \).

**Proof.** Let \( x = (x_i)_{i \in \mathbb{Z}} \in \Sigma(A, q) \), and \( w = (w_i)_{i \in \mathbb{Z}} = (x_{i+1}, x_i)_{i \in \mathbb{Z}} \in \Sigma(A, H_0) \). By definition,

\[ \|DF(w; H_0)^{-1}\|_\infty = \sup_{\tilde{\eta}} \|\tilde{\xi}(\tilde{\eta})\|_\infty = \sup_{\tilde{\eta}} \sup_{i \in \mathbb{Z}} |(\xi_i(\tilde{\eta}), \tilde{\xi}_i(\tilde{\eta}))| \]

with \( \tilde{\xi} = \tilde{\xi}(\tilde{\eta}) \) satisfying the recurrence relations (17) and (18) for \( \tilde{\eta} \in l_\infty(\mathbb{Z}, \mathbb{C}^2) \) and \( \|\tilde{\eta}\|_\infty = 1 \). By the triangular inequality,

\[ |(\xi_i(\tilde{\eta}), \tilde{\xi}_i(\tilde{\eta}))| \leq |(\xi_i(\tilde{\eta}), 0)| + |(0, \tilde{\xi}_i(\tilde{\eta}))| \leq |\xi_i(\tilde{\eta})| + |\tilde{\xi}_i(\tilde{\eta})| \leq |\xi_i(\tilde{\eta})| + |\xi_{i-1}(\tilde{\eta})| + 1 \quad \text{(by equality (19))}. \]
Let $x^+ = \pi^+(x)$, and $\xi^+(\pi^+((\eta_i)_{i \in \mathbb{Z}}); \pi^+(x)) = DF(x^+; q)^{-1}\pi^+((\eta_i)_{i \in \mathbb{Z}})$. Now,

$$
\xi_i((\eta_i)_{i \in \mathbb{Z}}) = \begin{cases} 
\xi^+ (\pi^+ \circ \sigma^i((\eta_i)_{i \in \mathbb{Z}}); \pi^+ \circ \sigma^i(x))_0 & \text{for } i \leq 0 \\
\xi^+ (\pi^+((\eta_i)_{i \in \mathbb{Z}}); \pi^+(x))_i & \text{for } i \geq 0
\end{cases}
$$

as described in (15). Therefore, we have for $\|((\eta_i)_{i \in \mathbb{Z}})\|_{\infty} = 1$ that

$$
\sup_\eta \sup_{i \in \mathbb{Z}} (|\xi_i(\tilde{\eta})| + |\xi_{i-1}(\tilde{\eta})|) \leq 2 \sup_{x^+ \in \Sigma(\Lambda, q)} \sup_{(\eta_i)_{i \in \mathbb{Z}}} \|DF(x^+; q)^{-1}\pi^+((\eta_i)_{i \in \mathbb{Z}})\|_{\infty}
$$

$$
= 2 \sup_{x^+ \in \Sigma(\Lambda, q)} \|DF(x^+, q)^{-1}\|_{\infty}.
$$

In view of Remark 2.6, this leads to the proposition.

\[\square\]

4 Topological conjugacy

This section is mainly dedicated to proving Theorems 1.3 and 1.5. Before that, we prove Proposition 1.2 first.

4.1 Proof of Proposition 1.2

(i) Suppose we are given a point $(x, y) \in A$, then from the definition of $A$, the point $y$ belongs to $\Lambda$ and $q(y) = x$. By the $q$-invariance of $\Lambda$, we have $x \in \Lambda$. Now, $(x, y) \in H_0|_A^{-1}(q(x), x)$ and $(q(x), x) \in A$. Hence, $A \supset H_0|_A^{-1}(A)$. To show $A \supset H_0|_A^{-1}(A)$, we have to find a point in $A$ whose image under $H_0$ is $(x, y)$. A candidate is $(y, y')$ where $y'$ belongs to $\Lambda$ and satisfies $q(y') = y$. Such $y'$ exists because $y$ belongs to $\Lambda$ and the set $\Lambda$ is invariant under $q$. (ii) $g$ is a continuous bijection on the compact set $\Lambda$, hence a homeomorphism.

\[\square\]

4.2 Proof of Theorem 1.3

The existence of the homeomorphism $\Psi$ with which $\sigma_q|_{\lim(\Lambda, q)}$ is topologically conjugate to $\sigma_\pi|_{\lim(\A, H_0)}$ follows directly from Proposition 1.2(ii). The rest of the proof is devoted to the existence of $\A_b$ and of the topological conjugacy $\Upsilon_b$ between $\lim(\A, H_0)$ and $\A_b$. Because the two sets $\lim(\A, H_0)$ and $\Sigma(\A, H_0)$ are homeomorphic to each other, it is enough to work on the latter set.
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Continuation:

If \( \Lambda \) is a compact hyperbolic invariant set for \( q \), then the linear operator \( DF(w^\dagger; H_0) \) is invertible for every \( w^\dagger \in \Sigma(A, H_0) \) by Lemma 3.1. Since \( F(w^\dagger; H_0) = 0 \), by virtue of the implicit function theorem (e.g. [34]), there exists \( \hat{\varepsilon} = \hat{\varepsilon}(w^\dagger) \) and a unique holomorphic function

\[
\theta(\cdot; w^\dagger) : \mathbb{C} \to \mathbb{C}^2, \quad b \mapsto \theta(b; w^\dagger) = (\theta(b; w^\dagger)_i)_{i \in \mathbb{Z}}
\]

such that \( F(\theta(b; w^\dagger); H_b) = 0 \) and \( \theta(0; w^\dagger) = w^\dagger \) provided \( |b| < \hat{\varepsilon} \). The construction of \( F \) tells that \( \theta(b; w^\dagger) \) is a bounded orbit of the Hénon map \( H_b \).

Bijectivity:

Note that \( \Lambda \) is expansive. That is, there exists \( \tau > 0 \) such that for distinct \( x, \tilde{x} \in \Lambda \), there is some \( n \geq 0 \) such that \( |q^n(x) - q^n(\tilde{x})| > \tau \). This implies that \( \Sigma(\Lambda, q) \) viewed as a subset of \( l^\infty(\mathbb{Z}, \mathbb{C}^2) \) is uniformly discrete, so is \( \Sigma(A, H_0) \) as a subset of \( l^\infty(\mathbb{Z}, \mathbb{C}^2) \). (A subset \( \Sigma \) of \( l^\infty(\mathbb{Z}, \mathbb{C}^k) \), \( k \geq 1 \), being uniformly discrete means that there exists \( \tau > 0 \) such that whenever \( u \) and \( v \) are distinct points of \( \Sigma \), then \( \|u - v\|_\infty > \tau \).) By Proposition 3.2, \( \|DF(w^\dagger; H_0)^{-1}\|_\infty \) is bounded above on \( \Sigma(A, H_0) \) when \( q \) (thus \( H_0 \)) is given. From the definitions of \( F(w^\dagger; H_0) \) and \( F(w; H_0) \) (see [13] and [14]), it is clear that for any \( \gamma > 0 \) there exist \( \lambda_0 > 0 \) and \( \delta_0 > 0 \) such that for all \( w^\dagger \in \Sigma(A, H_0) \) we have \( \|F(w; H_0)\|_\infty < \gamma \) and \( \|DF(w; H_b) - DF(w^\dagger; H_0)\|_\infty < \gamma \) whenever \( \|w - w^\dagger\|_\infty < \lambda_0 \) and \( |b| < \delta_0 \). Therefore, by making use of Theorem A.1(i) in the Appendix, we have \( \epsilon_0 := \inf_{w^\dagger \in \Sigma(A, H_0)} \hat{\varepsilon}(w^\dagger) > 0 \), and the mapping

\[
\Sigma(A, H_0) \to \bigcup_{w^\dagger \in \Sigma(A, H_0)} \theta(b; w^\dagger)
\]

is a bijection provided \( |b| < \epsilon_0 \).

Conjugacy:

Let the projection \( w = (\cdots, w_{-1}, w_0, w_1, \cdots) \mapsto w_0 \in \mathbb{C}^2 \) be denoted by \( \pi_0 \). We assert that the composition of mappings

\[
w^\dagger \xrightarrow{\Phi_b} \theta(b; w^\dagger) \xrightarrow{\pi_0} \theta(b; w^\dagger)_0
\]

(21)
is a homeomorphism with the product topology, and that the following diagram

\[
\begin{array}{ccc}
\Sigma(A, H_0) & \xrightarrow{\sigma} & \Sigma(A, H_0) \\
\pi_0 \circ \Phi_b & \downarrow & \pi_0 \circ \Phi_b \\
A_b & \xrightarrow{H_b} & A_b
\end{array}
\]

(22)

commutes when \(0 < |b| < \epsilon_0\), where the set \(A_b\) is invariant under \(H_b\) and is defined by

\[A_b := \bigcup_{w^\dagger \in \Sigma(A; H_0)} \pi_0 \circ \theta(b; w^\dagger).\]

In other words, \(\pi_0 \circ \Phi_b\) acts as the topological conjugacy.

The projection \(\pi_0\) certainly is continuous, and it is bijective since the sequence \(\theta(b; w^\dagger)\) is an orbit of \(H_b\) and is uniquely determined by the initial points \(\theta(b; w^\dagger)_0\) when \(H_b\) is a diffeomorphism. We showed that \(\Phi_b\) is bijective. By Proposition 1.2(ii), \(\Lambda\) and \(A\) are topologically the same, thus the compactness of \(\Lambda\) implies the compactness of \(\Sigma(A, H_0)\) in the product topology. Hence, we can set \(\epsilon_0\) to be smaller if necessary so that the requirement of Theorem A.1(ii) is fulfilled and accordingly \(\Phi_b\) is continuous. Then \(\pi_0 \circ \Phi_b\) is a continuous bijection from a compact space to a Hausdorff space, thus a homeomorphism. Note that \(q\)-invariance of \(\Lambda\) implies \(\sigma_1\)-invariance of \(\Sigma(A, H_0)\), and that

\[F(w; H)_{i+1} = w_{i+2} - H(w_{i+1}) = \sigma(w)_{i+1} - H(\sigma(w)_i) = F(\sigma(w); H)_i,
\]

thence the commutativity of the diagram (22) follows immediately from Theorem A.1(iii) and from the bijectivity of \(\pi_0\). (If there is no confusion, we use \(\sigma_1\) to represent the shift operator in both \(\Sigma(A, H_0)\) and \(\lim(A, H_0)\).)

Hyperbolicity:

Certainly, \(DF(w; H_b)\) is invertible for any \(w \in \Sigma(A_b, H_b)\) and \(|b| < \epsilon_0\). Suppose \(w = \theta(b; w^\dagger)\), then Theorem A.1(i) says that \(\|w - w^\dagger\|_\infty\) is uniformly bounded in \(w^\dagger\). Therefore, the difference between the norms of \(DF(w; H_b)\) and \(DF(w^\dagger; H_0)\) is also uniformly bounded in \(w^\dagger\). This implies that \(\|DF(w; H_b)^{-1}\|_\infty\) has a uniform bound in \(w\) by the uniform boundedness of \(\|DF(w^\dagger; H_0)^{-1}\|_\infty\) in \(w^\dagger\). Now, the hyperbolicity follows from Theorem 2.3.
The proof of Theorem 1.3 is complete.

4.3 Proof of Theorem 1.4

Now, let $b_0$ satisfy $|b_0| < \epsilon_0$, then the function

$$
\Theta : \{b| 0 \neq |b| < \epsilon_0 \} \times \mathcal{A}_{b_0} \to \mathbb{C}^2,
(b, \theta(b_0; w^\dagger_0) \mapsto \theta(b; w^\dagger_0),
$$
defines a holomorphic motion, where $\theta(\cdot; w^\dagger)$ is the holomorphic function given in (20). When $b \to 0$, the map $\Phi_b$ defined in (21) becomes an identity map. Because $\mathcal{A}$ is invariant under the restriction $H_0|_{\mathcal{A}}$ as shown in Proposition 1.2(i), we get

$$
\mathcal{A}_b = \bigcup_{w^\dagger_0 \in \Sigma(\mathcal{A}, H_0)} \pi_0 \circ \Phi_b(w^\dagger_0) \to \bigcup_{w^\dagger \in \Sigma(\mathcal{A}, H_0)} \pi_0(w^\dagger_0) = \bigcup_{w \in \mathcal{A}} w = \mathcal{A}
$$
in the Hausdorff topology as $b \to 0$.

4.4 Proof of Theorem 1.5

Let $(x^{b_0}, y^{b_0}) \in \mathcal{B}_{b_0}$, $(x^b, y^b) := \Theta(b, (x^{b_0}, y^{b_0})) \in \mathcal{B}_b$, and $z^b = (z^b_i)_{i \in \mathbb{Z}} = (x^b_i, y^b_i)_{i \in \mathbb{Z}}$ with $(x^b_i, y^b_i) = H_b^i(x^b, y^b)$. It is clear that $(x^b_i, y^b_i) = \Theta(b, (x^{b_0}_i, y^{b_0}_i))$ for all integer $i$. To prove the theorem, we shall show that $z^b \in \Sigma(\mathcal{B}_b, H_b)$ converges in the uniform topology to a point, say $z^0 \in \Sigma(\mathcal{B}, H_0)$, as $b \to 0$ with $\mathcal{B}$ having the desired property, and that $z^{b_0} \mapsto z^0$ is injective. It has been known that $J(H_b)$ is hyperbolic when $|b|$ is small [4, 12, 14, 16]. Consequently, the linear operator $DF(z^b; H_b)$ is invertible. Indeed, for any neighbourhood $U$ of $\mathcal{A} = g(J(q))$, we can take $|b|$ small enough so that $J(H_b) \subset U$. As a matter of fact, there is open set $\omega$ containing $J(q)$ and $\delta > 0$ such that $\{(x, y) \mid y \in \omega$ and $|x - q(y)| < \delta\}$ is contained in $U$, and contains the Julia set $J(H_b)$ provided that $|b|$ is sufficiently small. For $z = (x, y) \in \Gamma := g(\mathbb{C})$, the eigenvalue $2x$ of $DH_b(x, y)$ associates an eigenvector $(2x, 1)$, while the eigenvalue 0 associates eigenvector $(0, 1)$. Thus, the unstable cone $C_z^u$ for a point $z \in J(H_b)$ can be a small conical neighbourhood of $T_z \mathcal{A}$ and can be extended continuously to $U$, while the stable cone $C_z^s$ can be any conical neighbourhood of the vector $(0, 1)$. Since $q$ is hyperbolic, there exists an adapted metric on $\Gamma$ such that $H_0$ is expanding on $\mathcal{A}$ along the tangent bundle $T\mathcal{A}$. We may extend this metric to $T\mathbb{C}^2|_{\mathcal{A}}$ by defining it in an arbitrary way on the normal bundle to
Hence, the improper integral

\[ \int_{\Gamma} \cdots \] provided that \(|DF(\mathbf{z}^b; H_b)| \leq N \) for all \( \mathbf{z}^b \in \Sigma(J(H_b), H_b) \) and \( 0 < |b| < \epsilon_2 \). By the implicit function theorem, \( \mathbf{z}^b \) regarded as a function of \( b \) satisfies

\[ \frac{d\mathbf{z}^b}{db} = -DF(\mathbf{z}^b; H_b)^{-1}\mathbf{\eta} \]

with \( \mathbf{\eta} = (\eta_i)_{i \in \mathbb{Z}} \) the partial derivative \( \partial_b F(\cdot; H_b) \) with respect to the parameter \( b \) evaluated at \( \mathbf{z}^b \). Direct calculation shows \( \eta_i = (-y_i^2, 0) \) for every integer \( i \). It is known (e.g. [20]) that

\[ \sup_{(x,y) \in J(H_b)} \{ |x|, |y| \} \leq \left( 1 + |b| + \sqrt{(1 + |b|)^2 + 4|c|} \right)/2 =: R. \]

This yields the estimate

\[ \|d\mathbf{z}^b/db\|_{\infty} \leq \|DF(\mathbf{z}^b; H_b)^{-1}\|_{\infty} \cdot \|\mathbf{\eta}\|_{\infty} < NR, \]

and then leads to

\[ \|\mathbf{z}^{b_0} - \mathbf{z}^b\| < \begin{cases} (b_0 - b)NR & \text{for } 0 < b < b_0 < \epsilon_2 \\ (b - b_0)NR & \text{for } -\epsilon_2 < b < b_0 < 0. \end{cases} \]

Hence, the improper integral

\[ \mathbf{z}^0 = \mathbf{z}^0(\mathbf{z}^{b_0}) := \lim_{b \to 0} \mathbf{z}^b = \mathbf{z}^{b_0} + \lim_{b \to 0} \int_{b}^{b_0} \frac{d\mathbf{z}^b}{db} \] exists. Because \( F(\cdot; H_b) \) depends continuously on its variable and because \( H_b(\cdot) \) depends continuously on its parameter \( b \), we get \( F(\mathbf{z}^0; H_0) = F(\lim_{b \to 0} \mathbf{z}^b; \lim_{b \to 0} H_b) = \lim_{b \to 0} F(\mathbf{z}^b; H_b) = 0 \).

It is well known that if \( T : l_\infty(\mathbb{Z}, \mathbb{C}^2) \to l_\infty(\mathbb{Z}, \mathbb{C}^2) \) is a linear operator such that \( \|T - DF(\mathbf{z}^b; H_b)\|_{\infty} < \|DF(\mathbf{z}^b; H_b)^{-1}\|_{\infty}^{-1} \) then \( T \) is also invertible (see [13] for example). Now,

\[ \|DF(\mathbf{z}^0; H_0) - DF(\mathbf{z}^{b_0}; H_0)\|_{\infty} \leq \sup_{i \in \mathbb{Z}} \sup_{|\xi_1, \xi_0| = 1} \left| \left( (2x_i^0 - 2x_i^{b_0})\xi_i + b_0\xi_i, 0 \right) \right| \leq \sup_{i \in \mathbb{Z}} 2|x_i^0 - x_i^{b_0}| + |b_0| < |b_0|(2NR + 1) < 1/N \]

provided that \( |b_0| < \epsilon_1 \) for some \( \epsilon_1 \leq \min \{ \epsilon_2, N^{-1}(2RN + 1)^{-1} \} \). Therefore, \( DF(\mathbf{z}^0; H_0) \) is invertible. As a consequence of the implicit function theorem, \( \mathbf{z}^{b_0} \mapsto \mathbf{z}^0 \) is bijective. By setting
$\epsilon_1$ smaller if needed and invoking Theorem A.1(ii), the mapping $z^{b_0} \mapsto z^0$ is a homeomorphism with the product topology.

Let $B := \bigcup_{z^{b_0} \in \Sigma(B_{b_0}, H_0)} z^{b_0}(z^{b_0})$. Then, $B \subset \Gamma$ and is a compact invariant set of $H_0|B$. Let $A' = g^{-1}(B)$, then $A'$ is a compact invariant set of $q$. Since the unstable dimension of $A'$ is one, $A'$ is expanding and must locate inside $J(q)$.

### A Appendix

In this appendix, we give a general setting which is the idea behind the proof of Theorem 1.3.

Given a complex Banach space $l_{\infty}(Z, C^k)$, $k \geq 1$, denote by $\sigma$ the usual shift operator on it. Let $V$ be an open set in $l_{\infty}(Z, C^k)$, $E$ an open set in $C^s$, $s \geq 1$, with the Euclidean metric, and $G : V \times E \to l_{\infty}(Z, C^k)$ a holomorphic function. Let $\Sigma \subset V$ be a uniformly discrete subset of $l_{\infty}(Z, C^k)$ and $e^\dagger$ a point in $E$ such that $G(v^\dagger, e^\dagger) = 0$ for every $v^\dagger \in \Sigma$. Denote by $B(v^\dagger, \lambda)$ and $B^\dagger(v^\dagger, \lambda)$, respectively, the open and closed ball of radius $\lambda$ centered at $v^\dagger$ in $l_{\infty}(Z, C^k)$.

Assume that the continuous linear operator $D_\varsigma G(v^\dagger, e^\dagger) : l_{\infty}(Z, C^k) \to l_{\infty}(Z, C^k)$, which is the partial derivative of $G$ at $(v^\dagger, e^\dagger)$ with respect to the first variable, is invertible and its inverse is likewise continuous for every $v^\dagger \in \Sigma$. By the implicit function theorem (e.g. [34]), for every $v^\dagger$ there exists $\delta(v^\dagger)$ and a unique holomorphic function $\theta(; v^\dagger) : E \to V$ such that $G(\theta(e; v^\dagger), e) = 0$ and $\theta(e^\dagger; v^\dagger) = v^\dagger$ provided $0 \leq |e - e^\dagger| < \delta(v^\dagger)$. Moreover, there exists $\hat{\lambda}(v^\dagger) > 0$ such that if $G(v, e) = 0, 0 \leq |e - e^\dagger| < \delta(v^\dagger)$, then $v \in B(v^\dagger, \hat{\lambda}(v^\dagger))$, then $v = \theta(e; v^\dagger)$.

In [34], a theorem which essentially is the same as Theorem A.1 below is developed for the theory of anti-integrability. (See also a version of the theorem for non-autonomous maps presented in [5].) The theorem presented in [9] does not require $\Sigma$ to be uniformly discrete because it is automatically satisfied for $\Sigma$ being the set of anti-integrable orbits. However, the proof would be almost unchanged even if the uniform discreteness is considered. For completeness sake, we include a proof of Theorem A.1.

**Theorem A.1.**

(i) Assume $\|D_\varsigma G(v^\dagger, e^\dagger)^{-1}\|_\infty$ is bounded above on $\Sigma \times \{e^\dagger\}$, and assume for any $\gamma > 0$ there exist $\lambda_0 > 0$ and $\delta_0 > 0$ such that for all $v^\dagger \in \Sigma$ we have $\|G(v, e)\|_\infty < \gamma$ and $\|D_\varsigma G(v, e) - D_\varsigma G(v^\dagger, e^\dagger)\|_\infty < \gamma$ whenever $v \in B(v^\dagger, \lambda_0)$ and $|e - e^\dagger| < \delta_0$. Then, there
are $\delta_1, \lambda_1 > 0$ such that $\inf_{v^\dagger \in \Sigma} \delta(v^\dagger) \geq \delta_1$, $\inf_{v^\dagger \in \Sigma} \lambda(v^\dagger) \geq \lambda_1$, and the map

$$\Phi_e : \Sigma \rightarrow I := \bigcup_{v^\dagger \in \Sigma} \theta(e; v^\dagger),$$

$$v^\dagger \mapsto \theta(e; v^\dagger) \subset B(v^\dagger, \lambda_1),$$

is a bijection provided $0 \leq |e - e^\dagger| < \delta_1$.

(ii) There exists $0 < \delta_2 \leq \delta_1$ such that with the product topology the map $\Phi_e$ is a continuous function thus a homeomorphism from $\Sigma$ to $I$ provided that $0 \leq |e - e^\dagger| < \delta_2$ and that $\Sigma$ is compact (within the product topology).

(iii) In addition to the assumptions in (i), if $\Sigma$ is forward $\sigma$-invariant, i.e. $\sigma(\Sigma) = \Sigma$, and if $G(\cdot, e)$ commutes with $\sigma$ for all $e \in \mathcal{E}$, i.e. $\sigma \circ G(v, e) = G(\sigma(v), e)$, then the following diagram commutes

$$\begin{array}{ccc}
\Sigma & \xrightarrow{\sigma} & \Sigma \\
\Phi_e \downarrow & & \downarrow \Phi_e \\
I & \xrightarrow{\sigma} & I
\end{array}$$

provided $0 \leq |e - e^\dagger| < \delta_1$.

Proof. (i) For each $v^\dagger \in \Sigma$ and $e \in \mathcal{E}$, define a map $G(\cdot; v^\dagger, e) : V \rightarrow l_\infty(\mathbb{Z}, \mathbb{C}^k)$, $v \mapsto v - D_v G(v^\dagger, e^\dagger)^{-1} G(v, e)$. By assumptions in assertion (i), there are $0 < \lambda_1$ and $0 < \delta_1$ such that for $u$ in closed ball $\bar{B}(v^\dagger, \lambda_1)$ and $|e - e^\dagger| \leq \delta_1$, we have

$$\|D_v G(v^\dagger, e^\dagger)^{-1}\|_\infty \|D_v G(u, e) - D_v G(v^\dagger, e^\dagger)\|_\infty \leq 1/2$$

and

$$\|D_v G(v^\dagger, e^\dagger)^{-1}\|_\infty \|G(v^\dagger, e)\|_\infty < \lambda_1/2. \quad (23)$$

Thus, for $v, w \in \bar{B}(v^\dagger, \lambda_1)$ and $|e - e^\dagger| \leq \delta_1$, we get

$$\left\| (G(v; v^\dagger, e) - G(w; v^\dagger, e) \right\|_\infty$$

$$\leq \sup_{u \in \{w + t(v - w) : 0 \leq t \leq 1\}} \|D_v G(v^\dagger, e^\dagger)^{-1} \left(D_v G(v^\dagger, e^\dagger) - D_v G(u, e)\right)\|_\infty \cdot \|(v - w)\|_\infty$$

$$\leq \|v - w\|_\infty/2 \quad (24)$$
and then
\[ \| G(v; v^t, e) - v^t \|_\infty \leq \| G(v; v^t, e) - G(v^t; v^t, e) \|_\infty + \| G(v^t; v^t, e) - v^t \|_\infty \]
\[ \leq \| v - v^t \|_\infty / 2 + \| D_\nu G(v^t, e^t)^{-1} \|_\infty \| G(v^t, e) \|_\infty \]  
\[ < \lambda_1. \]

This implies that \( G(\cdot; v^t, e) \) is a contraction map with contraction constant at least 1/2 on \( \bar{B}(v^t, \lambda_1) \) for any \( v^t \in \Sigma \) and \( |e - e^t| \leq \delta_1 \). Hence, \( \inf_{v^t \in \Sigma} \delta(v^t) \geq \delta_1 > 0 \).

The radius \( \lambda_1 \) is independent of \( v^t \) and \( e \), and \( \Phi_e(v^t) \) is the unique fixed point in \( \bar{B}(v^t, \lambda_1) \) for \( G(\cdot; v^t, e) \). Hence \( \inf_{v^t \in \Sigma} \lambda(v^t) \geq \lambda_1 > 0 \). Because \( \Sigma \) is uniformly discrete, the balls \( \bar{B}(v^t, \lambda_1) \), \( v^t \in \Sigma \), are disjoint in \( l_\infty(\mathbb{Z}, \mathbb{C}^k) \) provided that \( \lambda_1 \) is sufficiently small. It follows that \( \Phi_e \) is bijective on \( \Sigma \).

(ii) There exists \( 0 < \delta_2 \leq \delta_1 \) such that \( \| D_\nu G(v^t, e^t)^{-1} \|_\infty \| G(v^t, e) \|_\infty < \lambda_1 / 4 \) provided \( |e - e^t| \leq \delta_2 \). Thence, in view of (24)-(25), the ball \( \bar{B}(v^t, \lambda_1/2) \) is mapped into itself under \( G(\cdot; v^t, e) \), so \( \| \Phi_e(v^t) - v^t \|_\infty < \lambda_1/2 \) for all \( v^t \in \Sigma \) and \( 0 \leq |e - e^t| < \delta_2 \). Given \( v^*_i \in \Sigma \) and \( (v^{t(k)}_i)_{k \geq 0} \) a convergent sequence to \( v^*_i \) in \( \Sigma \) (with the product topology), suppose that \( (\Phi_e(v^{t(k)}_i))_{k \geq 0} \) converges, via a subsequence if necessary, to a point \( v^* \) in \( \bigcup_{v^t \in \Sigma} \bar{B}(v^t, \lambda_1/2) \).

(Note that \( \bigcup_{v^t \in \Sigma} \bar{B}(v^t, \lambda_1/2) \) is compact in the product topology.) Assume the subsequence.

For any \( N \in \mathbb{N} \), there is \( K \in \mathbb{N} \) such that
\[ |v^{t(k)}_i - v^*_i| < \lambda_1 / 2 \]
for all \( k > K \), \( |i| < N \), and then
\[ |\Phi_e(v^{t(k)}_i) - v^*_i| \leq |\Phi_e(v^{t(k)}_i) - v^{t(k)}_i| + |v^{t(k)}_i - v^*_i| \]
\[ < \lambda_1 \]
for \( 0 \leq |e - e^t| < \delta_2 \). Passing to \( N \to \infty \), we have
\[ \| v^* - v^*_i \|_\infty \leq \lambda_1. \]

Besides,
\[ G(v^*, e) = G(\lim_{k \to \infty} \Phi_e(v^{t(k)}_i), e) = \lim_{k \to \infty} G(\Phi_e(v^{t(k)}_i), e) = 0 \]
because \( G(\cdot, e) \) is continuous on \( \bigcup_{v^t \in \Sigma} \bar{B}(v^t, \lambda_1) \), which is contained in \( V \). This means that \( v^* \) is a zero of \( G(\cdot, e) \) in \( \bar{B}(v^*_i, \lambda_1) \). From the assertion (i), we conclude that \( v^* \) must be \( \Phi_e(v^*_i) \).
(iii) $G(\cdot, e)$ has a unique zero at $\Phi_e(v^\dagger)$ in $B(v^\dagger, \lambda_1)$, so does $G(\sigma(\cdot), e)$ since $\sigma \circ G(\cdot, e) = G(\sigma(\cdot), e)$. This implies that $G(\cdot, e)$ has a unique zero at $\sigma \circ \Phi_e(v^\dagger)$ in $B(\sigma(v^\dagger), \lambda_1)$. Because $G(\cdot, e)$ has been shown to have a unique zero at $\Phi_e(\sigma(v^\dagger))$ in $B(\sigma(v^\dagger), \lambda_1)$, it must have $\sigma \circ \Phi_e(v^\dagger) = \Phi_e(\sigma(v^\dagger))$ by the uniqueness. □
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