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Abstract—We describe an architecture for a decentralised data market for applications in which agents are incentivised to collaborate to crowd-source their data. The architecture is designed to reward data that furthers the market’s collective goal, and distributes reward fairly to all those that contribute with their data. We show that the architecture is resilient to sybil attacks, wormhole attacks, and data poisoning. In order to evaluate the resilience of the architecture, we characterise its breakdown points for various adversarial threat models in an automotive use case.

I. INTRODUCTION

Index Terms—Smart Cities, Security and Privacy, Service-Oriented Architecture, Crowd Sensing and Crowd Sourcing, Cyber-Physical Systems, Data Management and Analytics, Data markets for mobility applications.

In recent years there has been a shift in many industries towards data-driven business models [1]. Traditionally, users have made collected data available to large platform providers, in exchange for services (for example, web browsing). However, the fairness and even ethics of these business models continue to be questioned, with more stakeholders arguing that such platforms should recompense citizens in a more direct manner [2] [3], [4], [5]. This poses many challenges that need to be solved to address new ownership models.

The first one regards fair recompense to the data harvester by data-driven businesses. While it is true that users receive value from companies in the form of the services their platforms provide (e.g., Google Maps), it is not clear that the exchange of value is fair. The second one arises from the potential for unethical behaviours that are inherent to the currently prevailing business models. Scenarios in which such behaviour have emerged arising out of poor data-ownership models are well documented. Examples of these include Google Project Nightingale, [3] where sensitive medical data was collected of patients that could not opt out of having their data stored in Google Cloud servers. Finally, another challenge is related to the reliability of the data. Often, the data are generated by users and it is not clear how to protect the system against malicious users that might try to exploit it (e.g., by providing fake data).

The challenges above call for a novel infrastructures to track and trade data ownership. These infrastructures can be classified as being either centralised, in which an oracle looks after security and management issues, or decentralised in which trust and security is encoded as part of the data-market peer-to-peer (P2P) protocol. The design of such markets is not new and there have been numerous attempts to design marketplaces to enable the exchange of data for money [6]. This, however, is an extremely challenging endeavour. Data cannot be treated like a conventional commodity due to certain properties it possesses. It is easily replicable; its value is time-dependent and intrinsically combinatorial; and dependent on who has access to the data set. It is also difficult for companies to know the value of the data set a priori, and verifying its authenticity is challenging [7]. Our particular interest is in developing a data-market design that is hybrid in nature; hybrid in the sense that some non-critical components of the market are provided by trusted infrastructure, but where the essential components of the market place, governing ownership, trust, data veracity, etc., are all designed in a decentralised manner. A detailed description of this hybrid data-market can be found in [8]. This data-market is designed for crowd-sourced sensing applications with a view to: (i) achieving a verifiable exchange of data ownership between sellers and buyers; (ii) given an oversupply of data, ensuring that participating agents receive a fair amount of writing access rights to the market; (iii) automatically selecting data points, from all those available, to add the most value to the data-market’s collective goal; and (iv) being robust in adversarial environments by providing protection against Sybil attacks, Wormhole attacks, and Data Poisoning attacks (defined below). Further, we characterise its breakdown points for various adversarial threat models in an automotive use case. Finally, to illustrate the potential utility of the data market, we consider a specific use case in a smart mobility
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environment that, we hope, might represent a first step towards more general architectures. In this setting, drivers of vehicles within a smart city wish to monetise the data harvested from their cars’ sensors [9]. This use case, while simplifying several aspects, still captures many pertinent aspects of more general data-market design: for example, detection of fake data; certification of data-quality; resistance to adversarial attacks.

To summarize, the contributions of this paper are:

- We propose the architecture for a data-market. The architecture is resilient against a number of attack vector and has guarantees of fairness and privacy.
- A novel proof-of-work mechanism that is adaptive, useful for the functioning of the market and fair by design.
- We propose an alternative formulation for the Maximum Entropy Voting (MEV) algorithm, called Combination-MEV (C-MEV) and we propose a novel application of this algorithm in the context of this work.

The remainder of this paper is organised as follows: after an overview of related work in Section II, we present a high-level description of the architecture for the data market in Section III, as well as describing how each functional component contributes to achieving the desired properties. Then in Section IV we proceed to formalise the definitions used in each component of the data market and describe each component of the data market in detail. Finally, in section V, we describe the attacks considered and the resilience of the architecture to those.

II. RELATED WORK ON DATA-MARKET DESIGN

Numerous authors have proposed centralized [7], [10]–[16] and decentralized [10], [17], [18] data markets, recently. Industry-specific data markets, e.g., in power systems [19], [20], are also proliferating. A number of recent proposals for data markets use Blockchain architectures as a basis for their work. However, these proposals often fail to address Blockchain design flaws that rapidly become exposed in the context of data-markets [10], [17], [18]. For example, Proof-of-Work (PoW) based Blockchains reward miners with the most computational power. Aside from the widely discussed issue of energy wastage, Blockchain based systems also typically use commission based rewards to guide the interaction between users of the network, and Blockchain miners. Such a miner-user interaction mechanism is not suitable in the context of data-markets, effectively prioritising wealthier users’ access to the data-market. In addition, miners with greater computational power are more likely to earn the right to append a block, and thus earn the commission. This reward can then be invested in more computational power, leading to a positive feedback loop where more powerful miners become more and more likely to write blocks and earn more commissions. Similarly, the wealthier agents are the ones more likely to receive service for transactions of higher monetary value. This could cause traditional PoW-based Blockchains to centralise over time [21]. It is worth noting that centralised solutions to data markets already exist, such as [22], which namely focus on implementing methods to share and copy data, and to protect certain rights to it, such as read rights. Another possible categorisation of prior work relates to the trust assumptions made in the system design. The work in [13] assumes that upon being shared, the data is reported truthfully and fully. In practice, this assumption rarely holds. This assumption is justified in their work by relying on a third party auditor, which the authors of [10] also utilise. However, introducing an auditor simply shifts the trust assumption to their honest behaviour and forgoes decentralisation. In [7], it is identified that the buyer may not be honest in their valuation of data. They propose an algorithmic solution that prices data by observing the gain in prediction accuracy that it yields to the buyer. However, this comes at the cost of privacy for the buyer: they must reveal their predictive task. In practice, many companies would not reveal this Intellectual Property, especially when it is the core of their business model. The work of [23] is an example of a publicly verifiable decentralised market. Their system allows for its users to audit transactions without compromising privacy. Unfortunately, their ledger is designed for the transaction of a finite asset: creating or destroying the asset will fail to pass the auditing checks. For the transaction of money this is appropriate: it should not be possible to create or destroy wealth in the ledger (aside from public issuance and withdrawal transactions). However, for data this does not hold. Users should be able to honestly create assets by acquiring and declaring new data sets they wish to sell. Furthermore, their cryptographic scheme is built to transfer ownership of a single value through Pedersen commitments.

As we have mentioned, the data-market architecture considered in this paper deviates from those traditionally considered in the literature (such as those mentioned above) in a number of key aspects. First, rather than being centralised, or decentralised, our architecture is hybrid in nature. Secondly, in our-data market, the trust assumptions are embedded in consensus mechanisms that can be verified by all agents using the market place. In other words, the users of a data market have a means to agree on what they trust, and verify that this agreement was reached in a correct and honest manner.

III. A HYBRID DATA-MARKET ARCHITECTURE

Here we present a high-level overview of the proposed architecture. We begin by reminding the reader that the data-market is designed to operate in crowd-sourced
environments, where the following conditions prevail:

1) For each potential data point that can made available in the data-market there is an over-supply of measurements, as is the case, for example, in many crowd-sourcing applications.

2) Competing sellers are interested in aggregating (crowd-sourcing) data points from the market to fulfil a specific purpose. For example, in applications in which sensors measure environmental quantities (rainfall, pollution levels), data may be aggregated to increase robustness, or simply to provide a macroscopic view of the measurements.

3) Buyers agree to only purchase data from the market, and that each data point in the market has a unique identifier so that replicated data made available on secondary markets can be easily detected by data purchasers.

4) There is an mechanism that can verify the geographical location of an agent at time of data collection with a certain degree of confidence. One such technique is given in [24].

In many mobility applications, where cars are used as sensing devices, many, if not all, of the above conditions prevail. To illustrate this, consider applications where cars seek to monetise information associated with their geographical location. First, agents present a valid proof of their identity and location, as well as demonstrating that their information is timely and relevant. Agents that succeed receive a validity token that allows them to form spatial coalitions with other agents in their proximity. Each agent measures data-points from a location quadrant. These data-points are then aggregated by an elected committee of agents from a spatial coalition of that location quadrant. The spatial coalition provides an objective function, that is used to determine the utility of said data. It is then possible to calculate how valuable data-points are with respect to said objective function. This is done by computing the Shapley value of the data-points. The Shapley value is used to measure the marginal contribution of data-point towards maximising the objective function, and is shown to satisfy notions of fairness. The higher the Shapley value, the more valuable that data-point is. Each agent receives a Shapley value for their data-point provided. This determines the amount of proof-of-work they must compute to sell their data. The greater the Shapley value, the less work they must perform. Indeed, this work consists of computing the Shapley value of a new set of incoming data-points. This feature ensures that spam attacks are costly because for every new data-point an agent wishes to sell, they must perform a new a proof-of-work. Furthermore, the work agents perform is useful for the functioning of the data-market.

An architecture that implements such a system is depicted graphically in Figure 1. We now briefly describe the functional components of the data-market.

a) Verification: Agents’ position are verified by a proof-of-position mechanism [24] that ensures they provide a valid position and identity. This component ensures that spam attacks are expensive, as well as enabling verifiable centralisation. All agents in the market can verify the validity of a proof-of-position and valid identity because this information is publicly available.

b) Voting Scheme: Agents belonging to a spatial coalition agree on what data is worthy of being trusted and sold on the data market. Agents express their preferences for whom they trust to compute the most accepted value of a data point in a given location. This is carried out through a voting scheme.

c) Data Consensus: Once a committee of agents is elected (in the step above), it must come to a consensus as to what is the agreed upon dataset associated to a given location. This is computed by the group following an algorithm that aggregates the coalition’s data. This component ensures that at a specific location the dataset does not contain data-points from faulty sensors or from malicious agents (i.e., agents can decide to eliminate outliers).

d) Access Control Mechanism: This mechanism used to decide how data should be prioritised to enter the data-market. This mechanism has two steps: firstly, all data-points are assigned a value, which determines the priority they receive to enter the data-market; and secondly, proportionally to this priority, the agent owning that data-point must perform an adaptive, useful proof-of-work to sell their data.

e) Data-Market: The content of the datasets is not public. Buyers purchase the right to access the dataset and perform analytics on them. To provide sufficient information for the buyers, each dataset has metadata associated with it that provides a description of the dataset. The sellers also provide the provenance of the data along with a valid proof-of-position to verify this, and the objective function that their dataset maximises and its value. Buyers can access and browse the market and place bids for specific datasets in exchange for monetary compensation. Buyers may wish to purchase: (i) access (but not ownership) to the entire dataset; (ii) access (but not ownership) to only part of the dataset; (iii) ownership of the dataset or of part of it, which would give them the rights to redistribute or perform further analytics on said dataset. Each right has a corresponding price that would be decided between the sellers and the buyers.

f) Distributed Ledger: Successful transactions are recorded on a distributed ledger to provide a decentralised, immutable record of ownership. The ledger de-
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IV. Components of the Data Market

We proceed by describing the algorithmic components proposed in [8] and how they are built. Namely, the proposed data market is orchestrated using three key algorithms: one for agent verification; one to implement a reputation-based voting system and an access control algorithm. In this section we describe their technical operation; before proceeding, to aid exposition, we introduce necessary definitions.

Data-point A data-point is defined as \( x_i \in X \) where \( x_i \) denotes the data point of agent \( i \) and \( X \) is the space of all possible measurements.

Location quadrant The set of all possible agent locations is defined as \( \mathcal{L} = \{1, 2, 3, ..., l\} \). The location quadrant \( q \), is an element of \( \mathcal{L} \), where \( q \in \mathcal{L} \).

Buyer A buyer is denoted \( b \), where \( b \in B \) and \( B \) is the set of agents looking to purchase ownership (or any other rights) to the datasets available for sale.

Spatial Coalition A spatial coalition, \( C_q \), is a group of agents in the same location quadrant, \( q \).

Crowdsourced Dataset Agents in a spatial coalition, \( C_q \), aggregate their data-points to provide an agreed upon data-point, \( X_i \), at time, \( t \).

Agent An agent is defined as \( a_i \in A \) where \( A \) is the set of all agents competing to complete the marketplace algorithm to become sellers. The index \( i \in N \), where \( N = |A| \) and \( N \) is the total number of agents in the data-market at a given time, \( t \in T \).

Objective Function An objective function, \( v_{C_q}() \), maps the aggregate data-points of a spatial coalition to a utility.

Shapley Value The Shapley Value, \( \psi(C_q) \), is a mechanism to distribute reward amongst a coalition, \( C_q \), by considering how valuable the contributions of each agent in the coalition are, with respect to an objective function, \( v_{C_q}() \). The Shapley Value is the unique reward allocation that satisfies all the properties of the Shapley fairness criteria [25].

A. The Verification Algorithm

This algorithm is run by a central authority to provide agents with a seal of credibility for the data they wish to provide. Agents can verify that a commitment is well formed and that the proof-of-position algorithm outcome is correct. However, they must trust the central authority to check that the ID provided by the agent is valid. For example in the context of mobility applications, vehicle license plates can be used as a proxy for a valid identity.

The validity of the data submission must be verified before the data reaches the data marketplace, to avoid retroactive correction of poor quality data. This is done through the VerifyingAlgorithm. The following definitions are necessary to understand the functioning of the algorithm:

Commitment An agent commits to their data-point by generating a commitment that is hiding and binding, such that the data-point cannot be changed once the commitment is provided. A commitment to a data-point \( x_i \), location quadrant \( q \), and ID \( i \), of an agent \( a_i \), at time \( t \), is defined as \( c \leftarrow \text{Commitment}(a_i, x_i, q, t) \).

Proof of ID Let the Proof of ID be an algorithm, \( \text{IDProof} \), that verifies the valid identity of an agent \( a_i \), with ID \( i \). In the context of application that we shall present, this identification will be the license plate of a vehicle. The algorithm will return a boolean, \( \alpha \), that will be True if the agent has presented a valid license plate and False otherwise. Then \( \text{IDProof} \) is defined as the following: \( \alpha \leftarrow \text{IDProof}(i) \). It is executed by a central authority that can verify the validity of an agent’s identity.

Proof-of-position Let proof-of-position be an algorithm, \( \text{PoP} \), that is called by an agent \( a_i \), with ID \( i \). The

---

4 A cryptographic commitment is a primitive that allows an agent to commit to a value such that it is hidden and cannot be changed later.

In future work decentralised proofs of identity may be further explored as a replacement.
algorithm takes as inputs the agent’s commitment, c, and their location quadrant, q. We define PoP as the following algorithm:
\[ \beta \leftarrow \text{PoP}(q, c) \]
where the output will be a boolean \( \beta \) that will be True if the position \( q \) matches the agent’s true location and False otherwise.

**Algorithm 1: Verification: VerifyingAlgorithm\((a_i, x_i, q, t, r)\)**

1. \( c \leftarrow \text{Commitment}(a_i, x_i, q, t); \)
2. \( \alpha \leftarrow \text{IDProof}(i); \)
3. \( \beta \leftarrow \text{PoP}(q, c); \)
4. if \( t \) is not expired then
5. \( \gamma \leftarrow \text{True}; \)
6. else
7. \( \gamma \leftarrow \text{False}; \)
8. if \((\alpha = \text{True}, \beta = \text{True}, \gamma = \text{True})\) then
9. return \( \text{True}; \)
10. else
11. return \( \text{False}; \)

**B. Voting Scheme: Reputation-based Maximum Entropy Voting**

As we have mentioned, agents form spatial coalitions to present reliable data to the marketplace. We use an adaptation of the Maximum Entropy Voting (MEV) scheme presented in [23] that takes into consideration the reputation of agents in the system. This voting scheme reduces the likelihood of selecting an extreme candidate (ie: agent) due to its probabilistic nature. In the context of our work, the selected agents compute the accepted dataset by aggregating data-points.

1) Reputation: Reputation can be viewed as a trustworthiness metric that is assigned to an agent. Formally an agent \( a_i \) assigns a score of trustworthiness to an agent \( a_j \). This score is denoted as \( r_{i \rightarrow j} \). We assume agents assign reputation following a rational strategy or an agreed upon utility function.

In the case of Maximum Entropy Voting, which involves solving an optimization problem, the agent running the election must prove that the voting outcome was correctly computed. To provide guarantees of correctness to the voters, we propose using an end-to-end (E2E) verifiable voting scheme. E2E voting schemes require that all voters can verify the following three properties: their vote was cast as intended, recorded as cast and tallied as cast [31]. To ensure fair and free elections, we require the voting mechanism implementation to also satisfy ballot secrecy as defined in [32] and [33].

6A possible way to allocate reputation could be trusting data measurements based on the age of the vehicle or manufacturer. Other examples include: [29] and [30].

2) Reputation-based Maximum Entropy Voting:

**Definition IV.1** (Vote). The vote of agent \( a_i \in A \), is defined as a pairwise preference matrix in \( S(a_i) \in \mathbb{R}^{N \times N} \). Each entry is indexed by any two agents in \( A \) and its value can be derived from data-point \( x_i \) and reputation \( r_{i \rightarrow j} \). An example of a pairwise preference matrix for three agents is shown in equation (2).

**Definition IV.2** (Aggregation of Votes). The aggregation of all agents’ votes, \( S(A) \), is defined as the average of \( S(a_i) \), where \( i \in A \), as follows:

\[
S(A) := \frac{1}{N} \sum_{a_i \in A} S(a_i).
\]

**Definition IV.3** (Agent Ordering). An agent ordering, \( o \), is defined as a permutation of agents in \( A \). To reduce computational complexity, we suggest computing \( o \) by selecting a subset of agents as the preferred group, such that the order of preferred and non-preferred agents does not matter.

**Definition IV.4** (Ordering Set). The ordering set \( \mathcal{O} \) is the set of all possible agent orderings, such that \( o \in \mathcal{O} \).

**Definition IV.5** (Representative Probability). The Representative Probability property states that the probability of the election outcome resulting in candidate A being placed above candidate B should be the same as the proportion of the voters preferring A to B.

**Definition IV.6** (Probability Measure of Ordering Set). The (discrete) probability measure, \( \pi : \mathcal{O} \rightarrow \mathbb{R}_{\geq 0} \) gives a probability of each ordering \( o \in \mathcal{O} \) being selected as the outcome ordering, \( o^* \). The probability measure \( \pi \), is the one with maximal entropy whilst also adhering to the Representative Probability property. \( \pi^* \) is the optimal solution to the optimisation problem formulated in equations [6].

To combine maximum entropy voting and reputation, a key step is to move from reputation \( r_{i \rightarrow j} \) to a pairwise preference matrix \( S(a_i) \in \mathbb{R}^{N \times N} \).

\[
S(a_i) = \begin{bmatrix} a_i & 0 & 1 \\ a_j & 0 & 1/2 \\ a_k & 1/2 & 0 \end{bmatrix}
\]

The entry of a pairwise preference matrix is indexed by every two agents of \( A \), and its values are defined as

\[
S(a_i)_{j,k} = \begin{cases} 1 & \text{if } a_i \text{ prefers } a_j \text{ and } j \neq k \\ 0.5 & \text{if } a_i \text{ prefers both equally and } j \neq k , \\ 0 & \text{if } a_i \text{ prefers } a_k \text{ or } j = k \end{cases}
\]

for \( a_j, a_k \in A \). Agent \( a_j \) is preferred to \( a_k \) if, for example, \( \frac{1+|x_i|_{r_{i \rightarrow j}}}{1+|x_i|_{r_{i \rightarrow k}}} > \frac{1+|x_i|_{r_{i \rightarrow k}}}{1+|x_i|_{r_{i \rightarrow j}}} \) and both agents are equally preferred if the two values are equal. In this manner, a pairwise preference matrix \( S(a_i) \) can be computed for each agent \( a_i \). The average of pairwise preference matrices over all agents is denoted as the preference
matrix $S(A)$, as described in equation [1]. $S(A)$ represents the pairwise preference of all agents in $A$, whose entries $S(A)_{j,k}$ display the proportion of agents that prefer agent $a_j$ over agent $a_k$.

The original MEV [28] runs an optimisation over all candidate orderings, which strongly defines the computational complexity of the problem because the number of orderings is the factorial of the number of candidates. As a variant of MEV, we consider agent combinations, instead of permutations for the setting set $O$, such that $A$ is divided into a preferred group $P$, of cardinality $K$, and non-preferred group $NP$. Let $K$ be the number of winners needed and $N = |A|$. Hence, the cardinality of the ordering set decreases from $N!$ to $\frac{N!}{K!(N-K)!}$. For small $K$, this leads to a drastic reduction of the computational complexity. We call this variant of the original MEV, C-MEV (Combination MEV).

For each ordering $o \in O$, we can define a pairwise preference matrix $S(o)$ (in the same way as [3]), whose entries are defined as:

$$S(o)_{j,k} = \begin{cases} 1 & \text{if } a_j \text{ is placed over } a_k \\ 0.5 & \text{if both are in the same group and } j \neq k \\ 0 & \text{if } a_k \text{ is placed over } a_j \text{ or } j = k \end{cases}$$

for $a_j, a_k \in A$. Let us define an unknown probability measure $\pi : O \rightarrow \mathbb{R}_{>0}$, $\pi(o), o \in O$, which gives the probability of $o$ being chosen as the outcome ordering. Then, we construct a theoretical preference matrix $S(\pi)$ as follows:

$$S(\pi) := \sum_{o \in O} \pi(o) \cdot S(o).$$

The entry $S(\pi)_{j,k}$ states the probability of the outcome ordering placing $a_j$ over $a_k$ under probability measure $\pi$. The definition of Representative Probability simply requests that $S(\pi) = S(A)$.

The entropy of $\pi$ measures the uncertainty of choosing elements in $O$. The uniform distribution has the maximum amount of entropy. Associated with $\pi$, the entropy is defined as $-\sum_{o \in O} \pi(o) \log \pi(o)$ [34]. Hence, the original formulation of MEV is outlined in [34]. In this formulation, when maximising entropy, we ensure the solution $\pi^*$ to be the most moderate probability measure which satisfies the Representative Probability property.

$$\pi^* = \max_{\pi} -\sum_{o \in O} \pi(o) \log \pi(o) \quad \text{s.t.} \quad \sum_{o \in O} \pi(o) \cdot S(o) = S(A) \quad \sum_{o \in O} \pi(o) = 1 \quad \pi(o) \geq 0 \quad \forall o \in O$$

$\pi^*$ returns the probability of selecting each ordering $o \in O$. The result of the C-MEV election computed by randomly sampling an ordering, $o^*$, from the probability distribution $\pi^*$.

For example: let us consider an election where one winner is selected out of candidates $A = \{a_1, a_2, a_3\}$. If the probability distribution $\pi^*$, computed following [6] states that $\pi^*(a_1) = 0.5$, $\pi^*(a_2) = 0.3$ and $\pi^*(a_3) = 0.2$, where each ordering is defined in Table 1 then the election will return agent $a_1$ as the winning candidate with the highest probability. In other words: C-MEV will return the most moderate candidate, whilst ensuring that the outcome adheres to the Representative Probability property.

Finally, since $K$ needs to be kept small to maintain the computational complexity of C-MEV low, in order to increase the amount of candidates, we can perform C-MEV iteratively, $J$ times. This can be done as follows:

- Solve C-MEV and find the preferred group $P = P_1$, of cardinality $K$.
- Obtain $A_1 = A \setminus P_1$.
- From $A_1$ find the new preferred group $P_2$, of cardinality $K$.
- Repeat the above three steps $J$ times.

Refer to Figure 2 for a simple example of this process, with $J = 3$ and $K = 3$.

This iterative version of C-MEV allows us to obtain $J$ groups of preferred candidates of dimension $K$. Notice that this is a drastic decrease in computational complexity with respect to solving C-MEV for groups of $K \cdot J$ candidates. In fact, the computational complexity to solve C-MEV for a group of $K \cdot J$ candidates is proportional to $K!(N-K)!$, whereas the computational complexity to solve C-MEV, $J$ times for groups of $K$ candidates is

$$\sum_{i=0}^{J} \frac{(N-K \cdot i)!}{K!(N-K)!}$$

$\leq \frac{N!}{(K \cdot J)!}$

C. Data Consensus

Coalitions of agents in the same location quadrant must agree on the accepted value of measured data. The rationale for this algorithmic component is that, since we are assuming to be in environments with an overshupply of data, we can use the large amount of measurements to filter out data-points that have been submitted either by malicious agents or agents with faulty sensors. The underlying assumption is that the majority of the agents
participating in the data collection are honest (i.e., they will not report fraudulent or fake data). It is also assumed that agents in the same geographic area measure similar results within margins of measurement precision. Therefore, by aggregating agents’ measurements, the aim of the Data Consensus component is to resolve conflicts in diverging results. Moreover, the aforementioned aggregation should be computed in a privacy-preserving manner. This prevents agents from stealing valuable data-points from other agents.

To recap, the Data Consensus component needs to satisfy three properties: (i) it needs to be executed in a decentralised fashion; (ii) untrue data-points submitted by malicious actors or faulty sensors should not appear in the final dataset of the spatial coalition; (iii) it must be computed in a privacy-preserving manner, such that malicious agents are prevented from stealing valuable data-points from other agents.

We now introduce two concepts that we use to characterise different algorithms and measure how they achieve the three aforementioned properties.

- **K-Privacy**: a decentralised algorithm in which \( N \) agents provide individual inputs \( x_i \) to compute an output \( \hat{x} \) is \( k \)-private if it is not possible to reconstruct the dataset \( X = \{x_1, x_2, \ldots\} \) unless \( k \), or more agents collude with one another by exchanging information, (ie: their \( x_i \)’s) where \( k \) is a positive integer. In other words, if a dataset satisfies \( k \)-privacy with \( k = 3 \), at least three agents must share their \( x_i \)’s to reconstruct \( X \).

- **Breakdown Point**: In estimation theory, the breakdown point characterises the robustness of an estimator and is dependent on the sample size \( n \) \[^{35}\]. In our context the theoretical breakdown point of the Data Consensus algorithm is the minimum share of agents required to alter the dataset of the spatial coalition arbitrarily \[^{36}\]. The practical breakdown point is the average share of agents required to alter the dataset of the spatial coalition arbitrarily.

With these definitions we may characterise the algorithm of choice for the Data Consensus mechanism: a decentralised mean-median algorithm. The rationale for this choice is that the mean-median algorithm represents a compromise between a decentralised computation of Mean and a decentralised computation of median. The former can be computed in a decentralised way \[^{37}\] and is \( n \)-private, where \( n \) is the number of agents in the spatial coalition. However its theoretical breakdown point is \( \frac{1}{n} \). In other words, a single agent is required to arbitrarily alter the dataset of the spatial coalition. The latter, on the other hand, is one of the most robust estimators as its theoretical breakdown point is \( \frac{1}{2} \). However, computation of the median in a privacy-preserving way is a computationally complex task \[^{38}\].

The mean-median algorithm is an algorithm that can estimate the median value of the dataset in a robust and private manner.

The first step of the algorithm is to randomly assign every agent to a group in such a way that there are \( g \) groups with at least \( s \) agents each. \( g \) and \( s \) determine the properties of privacy and robustness of the algorithm. The next step is to calculate the mean within each group. The resulting mean is at least of \( k \)-privacy: \( k = s - 1 \). The value of each mean is then broadcast among each group and it is then possible to compute the median of all the means. As there are \( g \) groups, there are \( g \) ways in which the median can be chosen. As such, the theoretical breakdown point, \( P \), of the mean-median algorithm is:

\[
P = \frac{g}{2n}\]

The relationship between \( s \), \( g \) and the number of agents \( n \), is given by the following inequality:

\[
n \geq s \cdot g\]

**D. Access Control Mechanism to the Data Market**

A spatial coalition, \( C_q \), is formed by agents within the same location quadrant, where \( C_q = \{a_{q_1}, a_{q_2}, a_{q_3}, \ldots\} \subseteq A \)
and \( \{q_1, q_2, q_3, \ldots \} \) are the IDs of the agents in quadrant \( q \). Each agent \( a_{q_i} \in C_q \) measures a data-point \( x_{q_i} \) at a given time \( t \). Agents in \( C_q \) agree on an objective function, \( v_{C_q}(\cdot) \) which determines the utility of their dataset. A committee of agents is elected from agents in \( C_q \) using Maximum Entropy Voting, following section IV-B. This committee aggregates data-points provided by agents in \( C_q \) using an aggregation algorithm outlined in IV-C. The resulting aggregated data-point is denoted as \( X_t \), where 

\[
X_t = \text{mean-median}(x_{q_1}, x_{q_2}, x_{q_3}, \ldots) \quad \text{.}
\]

It is then possible to calculate how valuable data-points are with respect to said objective function. This is done by computing the Shapley value, \( \psi(X_t) \). The Shapley value is used to measure the marginal contribution of data-point towards maximising the objective function, and is shown to satisfy notions of fairness. Agents in \( C_q \) must complete a proof-of-work that is inversely proportional to the Shapley value they received for their data-point contribution. The more valuable their data, the less work they must perform. Indeed, this assigned proof-of-work consists of computing the Shapley Value of the next incoming data-point(s) wishing to enter the data-market, \( \psi(X_{t+1}) \). This work enables the functioning of the market. More specifically, we make use of smart contracts to automate this process. In our context, a smart contract will be executed by one agent \( a_i \) to compute the Shapley value of agent \( a_i \)'s data. The outputs will be the Shapley value of agent \( a_i \)'s data and a new smart contract for agent \( a_i \). Calculating the new smart contract generated serves as the proof of agent \( a_i \)'s useful work.

1) **A contextual example: Crowd-sourcing pollution measurements:** We illustrate an example with real data to showcase how the Shapley value would be used to rank the data-points in terms of value, and allocate a proportional proof-of-work correspondingly.

We use the data on pollution levels of a range of different contaminants, taken from a number of cities in India. The data has been made publicly available by the Central Pollution Control Board. The cleaned and processed data was accessed from [9]. We illustrate an example wherein a buyer is interested in purchasing data on pollution levels of different contaminants in order to predict the Air Quality Index (AQI) of a given location. We generate a linear regression model to predict AQI, which has been previously done in [41], although other options for models to predict AQI have been explored in alternative works such as [42] and [43]. This model will serve as the objective function.

A description of how AQI is calculated can be found [7]. Following from this calculation, it is reasonable to observe how the variables PM2.5 (Particulate Matter 2.5-micrometer in \( \mu g/m^3 \)) and PM10 (Particulate Matter 10-micrometer in \( \mu g/m^3 \)) are highly correlated with AQI. We include them as well as NO, NO2, NOx, NH3, CO, SO2 and O3 as training features for the linear regression model.

Agents collecting measurements of different pollutants have their data-points evaluated by a preceding set of agents that must calculate some proof-of-work. This proof-of-work is computing the Shapley value of a data-point. To do so, they utilise the given objective function, which in this case is the linear regression model, and the agent’s data.

We show the results of calculating the Shapley value of individual data-points within a given dataset in Figure 4. We simulate this using the SHAP library, presented in [44]. Following from the SHAP documentation: “Features pushing the prediction higher are shown in red, those pushing the prediction lower are in blue” [45]. By visual inspection of Figure 4, we can conclude that data-points measuring high PM2.5 and PM10 concentrations increase the predicted AQI the most.

Consequently, the agents having provided those data-points would receive the highest Shapley values, and thus have to perform less proof-of-work. In this context, that would mean computing the Shapley value of a smaller number of new incoming data-points.

**Remark.** The reader may rightly question the privacy risks of an agent accessing another one’s dataset to compute the Shapley value. What is to incentivise them to compute the Shapley value honestly, and what is to prevent them from stealing or duplicating another agent’s data if they realise it has a high Shapley value?

To address the first concern, the computation of the Shapley value is automated through the use of smart contracts. These can be inspected by anyone to ensure their correct operation.

Secondly, in the market there is no protection against agents duplicating data, but they cannot monetise this copied data unless they go through the verification, consensus and then access control stages again. Because we are in an environment with an oversupply of data and that is crowd-sourced, the data is unlikely to be highly sensitive and thus the incentive to go through these steps is very small. In addition to this, if data duplication is indeed deemed a pertinent issue for the context of a different data market implementation, the Shapley Value calculation can be replaced by the Shapley Robust algorithm proposed in [7], for which we have written a Python implementation using the SHAP explainer Python library. This is an adaptation of the Shapley Value calculation that will penalise highly similar data, thereby penalising attackers wishing to monetise duplicated data. This implementation can be found [11].
Figure 3. Access Control Mechanism: Agents in coalition $C_{q_1}$ must compute the Shapley value, $\psi(C_{q_2})$, of the new incoming data, $X_{t+1}$, using $X_{t+1}$ and $\psi(C_{q_1})$. Once the agents of $C_{q_2}$ receive their Shapley value, they must complete an amount of proof-of-work that is inversely proportional to their Shapley value. This work is to compute the Shapley value of $\psi(X_{t+2})$ and so on. Once a coalition completes this work they may enter the market.

Figure 4. SHAP Values of the samples of each feature in [https://github.com/aidamanzano/DataMarket](https://github.com/aidamanzano/DataMarket).

### E. Purchasing Datasets

Once the steps above have been completed and the metadata of data have been posted publicly on the market, the sellers choose which buyer or buyers they will sell their dataset to. Finally, once a transaction is successful, the reward of the sale is distributed amongst the participants of the spatial coalition that generated the dataset according to a given reward distribution function.

### V. Robustness of Data-Market in Adversarial Environments

In an adversarial, decentralised environment, one must take into account the possibility of attacks on the system. We proceed to describe their nature and how these are mitigated by the algorithmic components of the data market architecture.

**Definition V.1** (Sybil Attack). Sybil Attacks are a type of attack in which an attacker creates a large number of pseudonymous identities which they use to exert power in and influence the network.

Sybil attacks are mitigated in the verification stage, as agents must present a valid proof of identity. This proof is granted to them through a centralised authority but all other agents can verify that it exists and therefore that it must be valid. In the context of smart mobility applications, generating multiple identities is made expensive because agents must provide a valid vehicle license plate to enter the market and sell data.

**Definition V.2** (Wormhole Attack). A Wormhole Attack involves a user maliciously reporting they are in a location that is not the one they are truly in.

An attack can be mounted by a series of malicious actors claiming to measure data from a location they are not truly in, and wishing to monetise this fraudulent data. To mitigate against this attack, agents must present a
valid proof-of-position in the verification stage. This proof is assumed to be correct and sound, and by definition, agents are only able to present one valid proof.

**Definition V.3 (Data Poisoning).** Data Poisoning is an attack where malicious agents collude to report fake data in order to influence the agreed upon state of a system.

Malicious agents wishing to report fake data must influence enough agents in their spatial coalition to ensure that sufficient agents in the Data Consensus mechanism get elected to compute a fake data-point. Probabilistic voting schemes make the cost of this coercion significantly high. Furthermore, to sell the uploaded data-point, the agent must first perform a useful proof-of-work that is proportional to how valuable the data point is deemed. The less useful the data point the more work the agent must complete to sell it. Selling spam data will therefore be very time consuming for an attacker.

As the Sybil attack and the Wormhole attack are not possible due to the design of the data-market, we proceed by showcasing results that illustrate the robustness of the data-market with respect to the Data Poisoning attack.

**A. Simulation Setup**

We consider a number of agents $N$ taking measurements from the same location quadrant. To account for faulty sensors and other sources of errors, the process of taking a measurement is represented by sampling from a Gaussian distribution with mean, $\mu$, and standard deviation, $\sigma$. Here we assume that the value $\mu$ represents the true value of the phenomenon that agents are measuring. Furthermore, we assume that a set of collaborative malicious agents report a fake measurement $\mu_{adv}$. This is done to simulate a Data Poisoning attack.

Each agent is randomly assigned a reputation score: with probability $\frac{1}{2}$ they are assigned a value of 1, otherwise the reputation is sampled from a Gaussian distribution with $\mu_{rep}$ and $\sigma_{rep}$, where $\mu_{rep}$ is a value much larger than 1.

We consider two scenarios to test the mean-median algorithm: firstly with group size, $s$, of agents $s = 3$ (triplet group size), and secondly with sizes chosen depending on the number of agents, $N$, with $s = \sqrt{N}$.

For each scenario we perform $S$ number of Monte-Carlo simulations, in which we vary the numbers of agents, $N$, and the size of the malicious coalition. Furthermore, we show results not only for the mean-median algorithm but also for the decentralised mean and the decentralised median, to showcase the difference in performance.

**B. Evaluation of Results**

Figure 5 shows a simulation of the mean-median algorithm for the Data Consensus mechanism described in Section IV-C. We also show the results for the median algorithm to provide a baseline for comparison. This simulation has been computed with $S = 25$ and $N = 1000$. Notice that the number of agents $N$ is greatly exaggerated with respect to a realistic scenario and its results are functional to establish a baseline behaviour in the presence of a large number of agents. In green we show the behaviour of the decentralised median algorithm, in blue the behaviour of the mean-median algorithm with $s = 3$ and in red the behaviour of the mean-median algorithm with $s = \sqrt{N}$, as the size of the adversarial coalition increases.

It can be observed that, when the percent of adversaries in the network increases, the deviation of the reported data-point from the ground truth increases. For the median algorithm, this deviation is significant when the percent of adversaries in the network is 50%, which is consistent with the theoretical breakdown point. For the mean-median algorithm with $s = 3$ (triplets), there are three different percentages at which a significant deviation from the ground truth can be observed. This is because when the percentage of adversaries is below 20%, it is likely that most agents within the triplet groups will be honest. For a percent of adversaries between 20% and 50%, it is most likely that at least one out of three is malicious. For a percentage between 50% and 80%, two out of three are likely to be malicious and finally, when the percentage of adversaries is above 80%, it is most probable that all agents in the median group are malicious.

Regarding the mean-median algorithm with $s = \sqrt{N}$, (square-roots), it shows a continuous, almost linear, relation to the number of adversaries present. This is a result of a larger group size, with $s = \sqrt{N}$ and $N = 1000$, which allows for a more uniform distribution of honest and malicious agents in the median groups.

To investigate the scaling effect and behaviour of the algorithm when smaller numbers of agents are present (which also represents more realistic scenarios), the same simulation was carried out but with $N = 20$ agents, as depicted in Figure 6. The number of Monte-Carlo simulations is increased to $S = 100$ to provide meaningful statistical results.

From the results shown in Figure 6 it can be observed that the algorithms act similarly. Given a greater percent of adversaries present in the system, the deviation of the reported data from the ground truth increases. This is a direct result of the lower number of agents, where chances of random fluctuations are higher. When the number of agents decreases, the practical breakdown point increases from 3% to 10% for the square-roots algorithm, and for the triplets algorithm it decreases from 20% to 15%. These results are in accordance with the theoretical breakdown point defined in (7).

Finally, Figure 7 represents how much the reported
Figure 5. Characterisation of data consensus algorithms’ behaviour under different degrees of coordinated data poisoning attacks.

Figure 6. Breakdown analysis of data consensus algorithms, with a coordinated data poisoning attack.

data deviates from the ground truth, when combining the reputation-based C-MEV voting scheme and the Data Consensus algorithm. The results obtained demonstrate that the combination of both mechanisms provides an increased robustness against Data Poisoning attacks, assuming a functional reputation system exists. In this simulation the voting scheme (C-MEV) outputs $J = 5$ sets of agents of cardinality $K = 3$, out of a set of $N = 30$ agents, which then aggregate data-points to provide the agreed upon data-point of a given location, according to the mean-median algorithm.

Figure 7 is a heatmap that depicts the results of the simulations. The y-axis represents the percentage of highly reputational agents within the set of honest agents, and the x-axis represents the percentage of adversaries. The number of Monte-Carlo simulations is set to $S = 100$ to provide meaningful statistical results. We sample the reputation for the high-reputation honest actors, from a gaussian distribution with parameters $\mu_{rep} = 100$ and $\sigma_{rep} = 30$.

Visual inspection of the proposed results lead to two main observations: (i) combining C-MEV and data con-
sensus has a higher practical breakdown point than data consensus alone; (ii) an increased share of highly reputational agents among the honest ones, leads to an increase of the practical breakdown point. This is because, the higher the reputation of a honest agent, the more likely they are to be selected, thus decreasing the chances of malicious agents being elected.

To conclude, it can be said that combining Maximum Entropy Voting and the mean-median, the system offers strong protection against Data Poisoning. To succeed in mounting a Data Poisoning attack, the malicious coalition must control from 40% to 60% of the network, assuming a functional reputation system exists.

VI. CONCLUSIONS

We have presented a fair, decentralised data-market architecture that is robust to a number of attacks. The novelty of this work includes: ranking data in terms of how valuable it is using the Shapley value, and using it to proportionally adapt the proof-of-work each agent must complete. Furthermore, the proof-of-work is itself useful and necessary for the functioning of the market, and thus not wasteful. We also utilise a voting scheme that satisfies desirable properties of fairness, and introduce an optimisation to make its computational complexity significantly lower for the context of this work. We evaluate the resilience of the Data Consensus algorithm combined with the voting mechanism towards Data Poisoning attacks. Our simulations show an increased robustness.
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