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Abstract

Pollutant emissions from coal-burning power plants have been deemed to adversely impact ambient air quality and public health conditions. Despite the noticeable reduction in emissions and the improvement of air quality since the Clean Air Act (CAA) became the law, the public-health benefits from changes in emissions have not been widely evaluated yet. In terms of the chain of accountability (HEI Accountability Working Group, 2003), the link between pollutant emissions from the power plants (SO$_2$) and public health conditions (respiratory diseases) accounting for changes in ambient air quality (PM$_{2.5}$) is unknown. We provide the first assessment of the longitudinal effect of specific pollutant emission (SO$_2$) on public health outcomes that is mediated through changes in the ambient air quality. It is of particular interest to examine the extent to which the effect that is mediated through changes in local ambient air quality differs from year to year. In this paper, we propose a Bayesian approach to estimate novel causal estimands: time-varying mediation effects in
the presence of mediators and responses measured every year. We replace the commonly invoked sequential
ignorability assumption with a new set of assumptions which are sufficient to identify the distributions of the
natural indirect and direct effects in this setting.

1. Air Pollution Study

SO2 is not only an important air pollutant linked with a number of adverse effects to human health, but also
is a highly reactive gas that contributes to the formation of fine particle pollution (PM2.5) which is a complex
mixture of solid particles and liquid droplets with diameters less than 2.5 micrometers that impacts human
health. Emissions from coal combustion - in particular SO2 - are potentially among the most harmful sources
of PM2.5 and subject to many regulations, but the extent to which reductions initiate reduction in total mass
PM2.5 and health is unknown.

A series of regulations have been enforced by the US Environmental Protection Agency (EPA) to reduce
SO2 emissions from the US coal-fired power plants. While there has been many papers [Ware et al., 1986,
Bernard et al., 2001, Pope III and Dockery, 2006, Bell et al., 2007] supporting the necessity of those regulations
based on findings about positive associations between SO2 emission and adverse health outcome or between
PM2.5 concentration and adverse health outcome, there has been none for the causal relationship between SO2
emission and public health outcomes accounting for any potential changes in ambient PM2.5 concentration
as one integral chain, which links pollutant emissions from the power plants (SO2) to public health outcomes
accounting for changes in ambient air quality (PM2.5). This type of research is crucial for implementing a new
policy targeting reduction in air pollution by providing insight into understanding the exact mechanism of the
air pollution epidemiology.

In particular, title IV of the 1990 Amendments to the Clean Air Act (CAA) set a clear goal of reducing
annual SO2 emissions by implementing a two-phase cap and trade program for coal-fired power plants. The
second phase began in 2000 and required most of power plants including almost all coal-fired facilities to reduce
their emissions across the nation. The program has been evaluated extensively and is lauded as a success espe-
cially due to the fact the states with the highest emitting sources have seen the greatest SO2 emission reduction
annually under the program [EPA, 2015]. However, depending on changes in energy demands or different reg-
ulations imposed on power plants over the years, the power plants generate more (less) electricity and therefore
emit more (less) air pollutants. Thus, it is of great interest as well that we learn about exactly how SO₂ emission reduction affects improvement of ambient air quality (PM$_{2.5}$ concentrations) and in turn enhances public health conditions in a ‘longitudinal way’. While, in general, a significant change in SO₂ emissions exposure level at each location subsequently changes ambient PM$_{2.5}$ concentrations, many different factors intervene on this process from exposure level to ambient air quality such that the potential value of PM$_{2.5}$ remains at the value that would have been observed under the opposite level of exposure to SO₂ emissions. For example, in addition to the national programs, local governments have implemented their own policies targeting local pollutant sources which can reduce or sometimes even increase local ambient PM$_{2.5}$ concentrations. Also, many different human activities can cause changes in ambient PM$_{2.5}$ concentrations (e.g., domestic heating). Therefore, the health effects through changes in PM$_{2.5}$ concentrations may not be constant over periods. Thus, a longitudinal mediation analysis would a natural choice to formally examine these questions.

1.1. Literature

In mediation analysis, there have been many approaches proposed to extend the simple/conventional approach [Baron and Kenny, 1986] to more complex settings, but most of the approaches focus on a setting with a single exposure, a single mediator, and a single outcomes [Robins and Greenland, 1992; Pearl, 2001; van der Laan and Petersen, 2008; Goetgeluk et al., 2008; VanderWeele and Vansteelandt, 2009; Imai et al., 2010; Tchetgen Tchetgen and Shpitser, 2011; Vansteelandt et al., 2012; VanderWeele, 2015; Kim et al., 2018]. Some further allow a time-dependent confounder (or multiple mediators) that is impacted by the exposure [Albert and Nelson, 2011; Imai and Yamamoto, 2013a; Daniel et al., 2014; VanderWeele, 2015] under the non time-varying exposure, mediator and outcome setting. Currently, there is very little work in the mediation analysis literature with time-varying exposures and mediators under a formal causal framework.

Bind et al. [2016] propose an approach for estimating the mediated effects when there is no time-varying confounding; that is, they assume no confounding relationship affected by prior treatments, mediators or outcomes. VanderWeele and Tchetgen Tchetgen [2016] relax this assumption by introducing a randomized interventional analogue of natural direct and indirect effects and Lin et al. [2017] extend this approach to time-to-event data; however, interventional effects are not directly comparable to the conventional natural direct and indirect effects. Also, none of these accommodate time varying outcomes.

These restrictive settings are mainly due to upholding a series of conditional independence assumptions, the
so-called *sequential ignorability assumptions* [Robins et al., 2000, Imai and Yamamoto, 2013b]. The second part of these assumptions states that two variables, the potential outcome and mediator, are unconfounded conditional on the past observations and all confounders. If any of these confounders are affected by the past exposures, then the sequential ignorability assumptions do not hold in general. See [Robins et al., 2000] and [VanderWeele and Tchetgen Tchetgen, 2016] for more details. In our application, we need to allow the time-varying confounder(s) to be affected by the past exposures: for example, pollutant emissions can affect temperature (time-varying confounder) by climate change.

In this paper, we propose a new set of assumptions tailored to our application which are sufficient to estimate the causal effects of our interest defined in Section 3 and reasonable to conceive in our setting. With these assumptions, we can incorporate time-varying confounders which are affected by the past exposures.

## 2. Data Science

Our aim is to assess the effect of exposure to SO$_2$ emissions from coal-fired power plants on public health outcomes (measured from the Medicare claims data) which is presumed to be mediated through ambient PM$_{2.5}$ concentrations. To achieve this goal, we gather all relevant information: power plants data from EPA’s Air Markets Program Data (AMPD) and the US Energy Information Administration (EIA), data-fused estimates of PM$_{2.5}$ concentrations [Di et al., 2016] and ground level Ozone concentrations [Di et al., 2017], hospitalizations data from Centers for Medicare & Medicaid Services (CMS) and other supplementary data for multiple years. A salient challenge is how to create one integrated dataset as the raw datasets are spatially and temporally misaligned without any single common identifier as described in Table 2.

| Data             | Description                                                                 | Variables                                                                 | Spatial Unit                          | Temporal Unit     |
|------------------|------------------------------------------------------------------------------|---------------------------------------------------------------------------|---------------------------------------|-------------------|
| Power Plants Data| 406 Coal-fired power plants in the US.                                       | Pollutant emissions (SO$_2$, NO$_x$, CO$_2$), Other power plants characteristics (e.g., Heat Inputs, Operating Times) | Longitude & Latitude                  | Month             |
| Ambient Air Quality Data | Data-fused estimates of PM$_{2.5}$ and Ozone concentrations | Daily averages for 43,014 locations                                        | ZIP code                              | Day               |
| Health Data      | Respiratory diseases related hospitalizations among all Medicare beneficiaries | Hospitalizations for each condition, Basic Demographics                   | ZIP code                              | Month             |
| Census data      | Baseline demographics and socio-economic information                        | Population by many factors (age, gender, race), Income, Urban area, etc.   | Zip code                              | Year (2000)       |
| Smoking Data     | Small area estimation based on the data from CDC (ref)                      | Smoking rates                                                             | County                                | Year (2000)       |
| Meteorologic data| Data-fused estimates of temperature and relative humidity (RH)              | Daily averages of Temperature and RH                                       | ZIP code                              | Annual            |

Table 1: Description of Data Sources
2.1. Linking Power Plants to Exposed Populations: Characterization of Atmospheric Pollution Transport

The linkage between the power plant data and the other data measured at ZIP code level can be linked via identifying local areas under pathways of emissions from each power plant. However, attention must be paid because of complexity of long range emission transportation. Here, we leverage an atmospheric transport and dispersion model, the HYSPLIT from the National Oceanic Atmospheric Administration (NOAA), to simulate forward air mass trajectories from each power plant over multiple years.

![Figure 1: (a) All simulated trajectories from the power plant located in Indiana during Jan, 2003; (b) The centroids of all zip codes (black dots) within a 30km radius from the trajectory starting at 18:00 (EST) on Jan. 1st, 2003](image)

Using the HYSPLIT model, we simulate forward trajectory paths of SO$_2$ emissions from all coal-fired power plants four times every day over multiple years (2003-2007). In total, we simulate $4 \times 5 \times 365$ trajectories for each power plant per year where we believe uncertainty around emission transportation is considered (Figure 2.1.a). Then, we identify all ZIP codes on or near each trajectory path (Figure 2.1.b) and connect those ZIP codes to the power plant of the corresponding trajectory; that is, those ZIP codes are the locations affected by the power plant. For more details about the datasets and linkage, see the appendix.
2.2. Exposure Levels

Once the datasets are integrated, we define a level of exposure to SO$_2$ emissions for each ZIP code location (note that SO$_2$ emissions were originally recorded at the power plant locations). For each zip code location $C_i$, we extract monthly average SO$_2$ emission for month $h$ ($E_{j,h}$) of power plant $j$ for $j \in J_i$ where $J_i$ is a set of power plants that are connected to the zip code location $C_i$ based on our linkage scheme (see Figure 2.1).

We count the number of times that air mass trajectories of power plant $j$ are on or near the zip code location $C_i$ and divide by the total number of the HYSPLIT trajectories of given month $h$ ($4 \times \#$ of days in month $h$). $W_{j,i,h}$ denotes this quantity which implies the weight of the linkage between $C_i$ and $j$ in month $h$. Then, the SO$_2$ emission level of zip code location $C_i$ over multiple months $\mathcal{H}$ is defined as

\[
\text{Level of Exposure to SO}_2 \text{ emission at } C_i = \sum_{j \in J_i} \sum_{h \in \mathcal{H}} E_{j,h} \times W_{j,i,h}.
\]  

Throughout the paper, we only take into account zip code locations within three EPA regions (Northeast, Southeast, Industrial Midwest) since there are few coal-fired power plants in the remaining regions and simulated trajectories from the power plants within the selected four regions barely cross the Rocky mountains. Also, among all power plants data available for years 1997-2016, we only consider the data from year 2003 since some of the power plants did not come into the air monitoring system during the earlier years, and the analysis continues for the next four years (2003-2007).

For the main analysis, we only consider the data during the warm season (June - October) each year since SO$_2$ emissions are highly interactive to form secondary PM$_{2.5}$ under high temperature conditions. Specifically, SO$_2$ exposure levels are derived based on the June data, PM$_{2.5}$ concentrations (mediator) are defined during June and July, and health outcomes are measured from June to October. A continuous SO$_2$ exposure level is dichotomized at the median (12437) over all five years. Each continuous exposure level is not interpretable in an absolute sense (e.g., unit-less concentrations making hard to interpret in relation to other observed ambient air quality measurements), but to provide a relative quantity of how a given location is impacted by pollution emissions (SO$_2$) from the power plants. In fact, our choice of the median over all five years divide two modes of each year exposure distribution nicely. Additionally, we conduct an analysis based on a different dichotomization (the mean) to assess sensitivity.

Figure [2] depicts locations of high (red) vs. low (gray) levels of exposure to SO$_2$ emissions for every
Figure 2: Illustration of exposures to SO$_2$ emissions at zip code locations changed by seasons. High emissions exposure (red) vs. Low emissions exposure (gray).

June from 2003 to 2007. As can be seen, exposure levels vary from year to year in many locations as do ambient PM$_{2.5}$ concentrations. This motivates an analysis of the air pollution study that considers time-varying exposures and PM$_{2.5}$ concentrations.

3. Notation

We start by defining notation. Let $Z(t), W(t), M(t)$ and $Y(t)$ denote the binary exposure, confounders, mediator and outcome at time $t$ for $t = 1, \cdots, T$ with temporal ordering as given in Figure 3. Initial baseline covariates, $W(1)$, include non-time varying baseline covariates. Let $Z(T) = (Z(1), Z(2), \cdots, Z(T))$. Other variables follow the similar definition for histories up to time $T$. In our analysis, we consider one time-varying confounder, temperature, but, it is straightforward to include more than one by specifying a multivariate distribution. In the appendix, we introduce a strategy to include multiple spatially-correlated time-varying confounders.

In Figure 3 we illustrate temporal ordering of the variables for time points 1,2, 3: (1) $W(t)$ affects
(1) $Z(t), W(t + 1), M(t), Y(t)$; (2) $M(t)$ affects $W(t + 1), M(t + 1), Y(t)$; (3) $Y(t)$ affects $Y(t + 1)$; and (4) $Z(t)$ affects $Z(t + 1), W(t + 1), M(t), Y(t)$. This ordering is tailored to our application since (1) weather conditions, especially temperature, affect power plants’ operation strategies which in turn affect emissions exposure, promote/impede chemical reactions to form secondary PM$_{2.5}$ and directly impact health conditions; (2) ambient air pollution potentially affects weather conditions by climate change, but not emissions exposure; (3) individual hospitalizations do not directly affect SO$_2$ emissions exposure, ambient PM$_{2.5}$ levels, or weather conditions.

![Figure 3: Directed acyclic graph (DAG) for $T = 3$](image)

### 3.1. Potential Outcomes Framework

We utilize the potential outcomes framework [Rubin 1974] which has been widely used to provide easy interpretation to causal inference. Let $M_z(t)$ denote the potential value of $M(t)$ that would have been observed if $Z(t)$ were set to $z$ and $Y_z,m(t)$ denote the potential value of $Y(t)$ that would have been observed if $Z(t)$ were set to $z$ and $M(t)$ were set to $m$. If we assume the consistency assumption [VanderWeele and Tchetgen Tchet-gen 2016] holds, then $M(t) = M_z(t)$ given the observed $Z(t) = \overline{z}$, and $Y(t) = Y_{z,m}(t)$ given the observed $Z(t) = \overline{z}$ and $M(t) = \overline{m}$. The history of the potential mediators up to time $t$ under exposures $Z(t) = \overline{z}$ is defined as $M_{\overline{z}}(t)$ and the history of the potential outcomes up to time $t$ under exposures $Z(t) = \overline{z}$ and mediators $\overline{m}$ is defined as $Y_{\overline{z},\overline{m}}(t)$. Potential outcomes of the form $Y_{z,M_z}(t)$ for $z \neq \overline{z}$ are *a priori* counterfactuals (the potential value of the outcome at time $t$ that would have been observed under exposures $\overline{z}$ but the potential mediator values up to time $t$ set to what they would have been under exposures $\overline{z}'$). However, this hypothetical situation is conceivable in our air pollution study when ambient PM$_{2.5}$ concentrations are impacted by factors...
other than SO\textsubscript{2} emissions from the coal-fired power plants. For example, ambient PM\textsubscript{2.5} concentrations can remain at what it would have been observed under the low exposure level even if an actual SO\textsubscript{2} emissions exposure level increases at a certain location, if the local authority starts imposing rules to reduce local PM\textsubscript{2.5} sources (e.g., traffic related pollutant), which effectively controls the total ambient PM\textsubscript{2.5} concentrations in that location. Thus, we postulate a situation that individual health outcomes are affected by high SO\textsubscript{2} emissions exposure but the PM\textsubscript{2.5} level is still set to what it would have been under low SO\textsubscript{2} emissions exposure level, or vice versa.

A further assumption is made throughout the paper, which is referred to as the stable unit treatment value assumption (SUTVA; Rubin, 1980); in the presence of a mediator, this needs a more careful treatment [Mattei and Mealli, 2011]. Here, we assume that 1) there is no “no interference”, in the sense that potential mediator and outcome values of one subject do not depend on the histories of the exposures and the mediators of the other subjects for every $t$ and 2) there are not “multiple versions” of the history of the exposures up to $t$; whenever $\overline{z} = \overline{z}'$, $\overline{M}(t) = \overline{M}'(t)$ and $Y_{\overline{z},\overline{M}(t)}(t) = Y_{\overline{z}',\overline{M}'(t)}(t)$. Additionally, we assume “no multiple versions” of the mediators so that if $\overline{z} = \overline{z}'$ and $\overline{m} = \overline{m}'$, then $Y_{\overline{z},\overline{m}}(t) = Y_{\overline{z}',\overline{m}'}(t)$.

4. Causal Estimands

To evaluate the overall health impact of the level of exposure to SO\textsubscript{2} emissions through changes in PM\textsubscript{2.5} concentrations, we need to acknowledge that the health effect resulting from changes in PM\textsubscript{2.5} concentrations can vary over time. In particular, we are interested in evaluating the causal effect of the air pollution exposure where a location switches from high to low level of exposure to SO\textsubscript{2} emissions at time $t$; that is, the SO\textsubscript{2} emissions exposure level from high ($z = 0$) to low ($z = 1$) at time $t$, from which we can assess the health impact of the high air pollution exposure recursively (i.e., comparison of the health outcomes under $\overline{z} = \{0, 0, 0, \cdots, 0, 1\}$ and $\overline{z'} = \{0, 0, 0, \cdots, 0, 0\}$) and examine how the impact changes over the time periods, which never been discussed in the literature. We primarily focus on the effect that is through any reduction in ambient PM\textsubscript{2.5} concentrations: the natural indirect effect or the NIE [Robins and Greenland, 1992; Pearl, 2001]. However, since SO\textsubscript{2} also directly causes adverse health outcomes such as asthma [Guarnieri and Balmes, 2014], we expect a certain amount of the effect is directly related to SO\textsubscript{2} emissions exposure: the natural direct
effect or the NDE:

\[
NDE_t(\bar{z}, \bar{z}') = E[Y_{z\neq z'}(t) - Y_{z'\neq z}(t)],
\]

\[
NIE_t(\bar{z}, \bar{z}') = E[Y_{z\neq z}(t) - Y_{z\neq z'}(t)],
\]

where \(\bar{z} = \{0, 0, 0, \ldots, 0, 1\}\) vs. \(\bar{z}' = \{0, 0, 0, \ldots, 0, 0\}\). The sum of the natural direct and indirect effects is equal to the total effect at time \(t\)

\[
TE_t(\bar{z}, \bar{z}') = E[Y_{z\neq z}(t) - Y_{z'\neq z'}(t)].
\]

In addition to the contrasts of primary interest above, we can consider contrasts between any histories of exposures that alternate between high and low over the years:

\[
Z(t) = \{Z(1), Z(2), Z(3), \ldots, Z(t-1), Z(t)\} vs. \bar{Z}'(t) = \{Z'(1), Z'(2), Z'(3), \ldots, Z'(t-1), Z'(t)\},
\]

where \(Z(j), Z'(j) \in \{0, 1\}^2\) for \(j = 1, \ldots, t\). However, we only consider \textit{a priori} counterfactuals that have the form \(Y_{z\neq z}(t)\) where \(\bar{z} = \{z_{1,2}, \ldots, z_{t-1}, z_t\}\) and \(\bar{z}'(t) = \{z_{1,2}, z_3, \ldots, z_{t-1}, 1 - z_t\}\); that is, the mediators are exposed to the same levels of SO\(_2\) emissions as the outcomes up to time \(t - 1\).

In what follows, we describe the flexible observed data models for the longitudinal outcomes, mediators and confounders, and provide a set of assumptions sufficient to identify the causal effects of interest.

5. Models

To specify a flexible and relatively parsimonious observed data model for multiple time points, we use a Bayesian dynamic model \cite{Harrison,West,1999} which does not require the model at time \(t\) to contain the entire history (up to time \(t\)), but to depend only on the data just prior to the current observation given the vector of state parameters (through which the past information is carried forward).
5.1. Bayesian dynamic model

For each exposure level at time $t$, $Z(t)$, we assume that conditional on direct preceding observations (see Figure 4) and the vector of state parameters $\theta(t)$, $Y(t)$ (or $M(t)$ or $W(t)$) is independent of all future and past observations at time $s$ and $\theta(s)$ for all $s \neq t$:

Observation Model : 

$$Y(t) \sim p_o(Y(t)|Z(t), M(t), W(t), Y(t-1), \theta(t))$$

$$M(t) \sim p_o(M(t)|Z(t), M(t-1), W(t), \theta(t))$$

$$W(t) \sim p_o(W(t)|Z(t), M(t-1), W(t-1), \theta(t))$$

Evolution Model : 

$$\theta(t)|\theta(t-1) \sim p_e(\theta(t)|\theta(t-1))$$

where the vector of state parameters $\theta(t)$ evolves via the evolution model in (3). For example at $t = 3$, in Figure 4(c), the relationships between observed $Y(3)$ and its direct preceding observations $\{Z(3), M(3), W(3), Y(2)\}$ are represented as $\theta(3)$ (solid lines), and given those direct preceding observations and $\theta(3)$, the observed $Y(3)$ is independent of all other previous/future observations and relationships ($\theta(1)$ and $\theta(2)$). However, the current state parameters $\theta(3)$ contain the past information of $\theta(s)$ for $s = 1, 2$ via the evolution model. That is, we are updating information of the current relationship among observations through the state parameters $\theta(t)$.

The Bayesian dynamic model [Harrison and West, 1999] provides several advantages over an observation

Figure 4: Bayesian dynamic model for the ‘observed data’ at $t = 3$. Solid lines indicate effects from direct preceding observations for $W(3), M(3), Y(3)$ that are represented as state parameters $\theta(3)$. Dashed lines are all previous and future relationships among observations that are independent on $W(3), M(3), Y(3)$ based on the Bayesian dynamic model assumption. All previous dashed lines (i.e., all previous relationships among observations; i.e., $\theta(1)$ and $\theta(2)$) are implicitly embedded in the current state parameters $\theta(3)$ through the evolution model for $t = 3$. 
model that depends on the full history, including allowing us to simplify the specification of assumptions described in Section 5. Also, it provides additional information from the past data for estimation of the current time point causal effects. Thus, even if the number in the treated (or control) group is decreasing over the course of the study such that there are not enough data to conduct inferences at the end, the estimation with the Bayesian dynamic model provides stability; for more details, see Section 8. The exact specification of observation and evolution models and details of the updating step are provided in Section 5.2 and Section 7, respectively.

5.2. Observed Data Model

In this sub-section, we specify the modeling strategy aligned with the Bayesian dynamic model assumption (see the DAG in Figure 4). We try to minimize parametric assumption in the observation models by specifying Dirichlet process priors [MacEachern, 1994, Escobar, 1994, MacEachern and Müller, 1998] on the distributions of some parameters.

5.2.1 Observation Model

For each exposure level at time \( t \), \( Z_i(t) = z \), the observation model for the mediator is specified as

\[
M_i(t) | Z_i(t) = z, M_i(t-1), W_i(t), \theta(t) \sim N(\alpha^{z}_{t0,i} + \alpha^{z}_{t1,i} M(t) + \alpha^{z}_{t2,i} W(t), \sigma^{z}_{M,i}),
\]

for \( t = 1, \cdots, T \), where we place Dirichlet process priors on the distributions of all coefficients and variance components, \((\alpha^{z}_{t0,i}, \alpha^{z}_{t1,i}, \alpha^{z}_{t2,i}, \sigma^{z}_{M,i})\) for \( i = 1, \cdots, n^z \). Here, the coefficient of \( W_i(t - 1) \) can be either a scalar or a vector depending on the number of covariates in the model. For \( Y_i(0), M_i(0) \) and \( W_i(0) \), we use their baseline values.

For the observation model for the outcome (respiratory disease related hospitalizations), we specify a log linear model with Dirichlet process priors on the distributions of all coefficient parameters, \((\beta^{z}_{t0,i}, \beta^{z}_{t1,i}, \beta^{z}_{t2,i}, \beta^{z}_{t3,i})\) for \( i = 1, \cdots, n^z \), which induces a Dirichlet process mixture of generalized linear models [Hannah et al., 2011]

\[
\log(E[Y_i(t) | Z_i(t) = z, M_i(t), W_i(t), Y_i(t-1), \theta(t)])
\]

\[
= \log(\text{person-years}) + \beta^{z}_{t0,i} + \beta^{z}_{t1,i} M(t) + \beta^{z}_{t2,i} W(t) + \beta^{z}_{t3,i} Y(t),
\]
where ‘person-years’ is the offset.

For the time-varying covariate $W_i(t)$, we specify the same DPM model that is used in the mediator model, but conditioning on $Z_i(t)$ and $M_i(t)$:

$$W_i(t) \mid Z_i(t) = z, M_i(t - 1), W_i(t - 1), \theta(t) \sim N(\gamma_0 z_i + \gamma_1 W_i(t - 1) + \gamma_2 W_i(t - 1), \sigma_{W_i}).$$

If multiple time-varying covariates are considered, we can specify a multivariate regression model with Dirichlet process priors on all coefficients.

### 5.2.2 Dirichlet Processes Priors

We place Dirichlet process priors on the distributions of coefficient parameters and variance parameters of the models from the previous section. For instance, at each time $t$ and exposure level $z$,

$$(\alpha_{z,t,i}, \sigma_{M,i}) \sim F_i^z \quad \text{for } i = 1, \ldots, n$$

$$F_i^z \sim DP(\lambda_i^z, F_i^z)$$

$$F_i^z = \prod_{h=1}^{\text{card}(\alpha_{z,t,i})} N(A_{z,t,h}, \tau_{z,t,h}) \times \text{Inv.Gamma}(a,b)$$

where $\alpha_{z,t,i} = \{\alpha_{z,t,0,i}, \alpha_{z,t,1,i}, \alpha_{z,t,3,i}\}$ and $DP$ denotes the Dirichlet process with two parameters, a mass parameter ($\lambda_i^z$) and a base measure ($F_i^z$). Here, $A_{z,t,h}$ and $\tau_{z,t,h}$ denote the mean and the precision parameters of the $h$-th base distribution (i.e., the base distribution for the $h$-th element of $\alpha_{z,t,i}$). We update the mean parameters of the base measure for all $h$ (that is, $\theta(t) = A_t^z = \{A_{t,1}, A_{t,2}, \ldots, A_{t,\text{card}(\alpha_{z,t,i})}\}$ for the mediator model) via the evolution model in (3). Similarly, we update the mean parameters of the base measure for the covariate and the outcome models. Note that the outcome model does not have any variance components.

### 5.2.3 Evolution Model

The mean parameters of the base measure for the mediator model, ($A_{t,h}^z$), are updated via the following evolution model

$$A_{t}^z \mid A_{t-1}^z \sim MVN(A_{t-1}^z, \Sigma_A^z),$$

where $\Sigma_A^z$ is the covariance matrix for the mediator model.
where \( MVN() \) denotes a multivariate normal distribution with dimension \( \text{card}(\alpha_{t,i}) \). Note that we only update the mean parameters of the base measure.

Based on these specifications, the mean of each parameter at time \( t \) is the corresponding parameter at time \( t - 1 \), so that the past information are directly carried forward to the present parameters. Further details on the priors is given in Section 7.

We specify similar evolution models for the mean parameters of the base measures for the outcome and covariates models.

### 6. Identification

#### 6.1. Identifying Assumptions

We start by assuming that, conditional on the past observed data, the treatments, and \( \theta(t) \) (all previous and current pathways information in the observed data; see Figure 3), assignment to high (low) SO\(_2\) exposure status at time \( t \) is independent of the potential outcome and mediator at time \( t \):

**Assumption 1 (Ignorability of Treatments)** For every \( t = 1, \ldots, T \),

\[
\{Y_{Z,M}(t), M_{Z}(t)\} \perp \perp Z(t) \mid Y(t-1), M(t-1), W(t-1), Z(t-1), \theta(t).
\]

This assumption states that the exposure level at time \( t \), \( Z(t) \), is randomized given all past observations and allows us to estimate the distribution of potential outcomes (and mediators) given treatment history, \( Z(t - 1) \), from the observed data. In our application, this assumption is plausible if we adjust for all confounding relationships between the exposure level and health outcomes, and between the exposure level and ambient air quality at each time \( t \).

**Assumption 2** For each time \( t \), define \( \bar{Z} = \{Z(t-1), Z(t)\} \) and \( \bar{Z}' = \{Z(t-1), 1-Z(t)\} \). Then, we assume

\[
Y_{\bar{Z},M_{\bar{Z}}(t)}(t) \perp \perp M_{\bar{Z}}(t) \mid M_{\bar{Z}}(t), M(t-1), Y(t-1), W(t-1), Z(t-1), \theta(t),
\]

\[
Y_{\bar{Z},M'_{\bar{Z}}(t)}(t) \perp \perp M_{\bar{Z}}(t) \mid M_{\bar{Z}}(t), M(t-1), Y(t-1), W(t-1), Z(t-1), \theta(t).
\]

This is an extended version of the homogeneity and generalized weak principal ignorability assumptions intro-
duced in [Forastiere et al., 2016, 2017]. The first part of the assumption states that the conditional distribution of the health outcome exposed to a certain levels of SO$_2$ emissions up to time $t$, $Z$, is the same regardless of the potential value of ambient PM$_{2.5}$ concentration that would have been observed under the opposite exposure status at time $t$, $Z^\prime$, given the potential value of PM$_{2.5}$ under $Z(t)$ and the other past observations. The second part assumes the conditional distribution of the health outcomes exposed to a certain levels of SO$_2$ emissions up to time $t$, $Z$, but with ambient PM$_{2.5}$ concentration at time $t$ set to what it would have been under the opposite exposure level at time $t$, $Z^\prime$, is the same regardless of the potential value of ambient PM$_{2.5}$ concentration under the exposures $Z$. Alternatively, we can express this as follows

$$
\begin{align*}
    f(Y_{Z,M_Z(t)}(t) | M_Z(t) = m, M_Z(t), \text{Remainder}, \vec{\theta}(t)) \\
    = f(Y_{Z,M_Z(t)}(t) | M_Z(t), M_Z(t) = m, \text{Remainder}, \vec{\theta}(t))
\end{align*}
$$

(4)

where Remainder = $(\bar{M}(t-1) = \bar{m}(t-1), \bar{Y}(t-1) = \bar{y}(t-1), \bar{W}(t-1) = \bar{w}(t-1), \bar{Z}(t-1) = \bar{z}(t-1))$. The key point is that the health outcome with the potential value of PM$_{2.5}$ concentration level set to a value, $m$, at time $t$ is assumed to have the same distribution as that of the health outcome that had, in reality, PM$_{2.5}$ concentration level $m$ observed, regardless of an observed level of exposure to SO$_2$ emission. As mentioned above, this assumption has close ties to the assumption of homogeneity across principal strata in Forastiere et al. [2016, 2017]; for example, it implies $Y_{Z,M_Z(t)}$ is homogeneous across all principal strata with $M_Z = m$ regardless of the value of $M_Z^\prime$. This connection aids interpretation and justification of Assumption 2 in the context of the air pollution study since the potential health outcome value of a certain location is related to the ambient air quality value tied to that location only, and not to whether the value is induced under $Z^\prime$ or $Z$. Note that Eq. (4) is an extension of one of main identifying assumptions that has also appeared in the literature [Daniels et al., 2012, Kim et al., 2017a, b]. In Section 9.3.1, we assess sensitivity to violation of Assumption 2 based on a similar sensitivity analysis technique introduced in [Kim et al., 2017b, a].

### 6.2. Identification of the Effects

With the Bayesian dynamic model and the identifying assumptions in Section 5.1, we can identify the posterior distributions of the potential outcomes and the corresponding posterior means. The conditional posterior mean
of the \textit{a priori} potential outcome can be identified using the following:

\begin{align}
E[Y_{z}z_{\theta}(t) | \theta(t)]
= & \int E[Y(t) | M(t) = m_{t}, Y(t - 1) = y_{t-1}, W(t) = w_{t}, V = v, Z(t) = z_{t}, \theta(t)] \nonumber \\
& \times p(M(t) = m_{t} | M(t - 1) = m_{t-1}, W(t) = w_{t}, V = v, Z(t) = z'_{t}, \theta(t)) \nonumber \\
& \times \prod_{t=1}^{t-1} p(M(l) = m_{l} | M(l - 1) = m_{l-1}, W(l) = w_{l}, V = v, Z(l) = z_{l}, \theta(l)) \nonumber \\
& \times \prod_{k=2}^{t-1} p(W(k) = w_{k} | M(k - 1) = m_{k-1}, W(k - 1) = w_{k-1}, V = v, Z(k - 1) = z_{k-1}, \theta(l)) \nonumber \\
& \times \prod_{j=1}^{t-1} p(Y(j) = y_{j} | M(j) = m_{j}, Y(j) = y_{j}, W(j) = w_{j}, V = v, Z(j) = z_{j}, \theta(j)) \nonumber \\
& \times p(Y(0) = y_{0}, M(0) = m_{0}, W(1) = w_{1}, V = v, \theta(0)) \ dy_{t-1} \cdots dy_{0} \ dm_{t} \cdots dm_{0} \ dw_{t} \cdots dw_{1} \ dv,
\end{align}

where \( \overline{z} = \{ z_{1}, \cdots, z_{t-1}, z_{t} \} \) and \( \overline{z}' = \{ z_{1}, \cdots, z_{t-1}, z'_{t} \} \). The proof is in the appendix. The natural direct and indirect effects at each time \( t \) are computed by integrating with respect to the posterior distribution of \( \overline{\theta}(t) \), \( E_{\overline{\theta}(t)} \left[E[Y_{z}z_{\theta}(t) | \overline{\theta}(t)] - E[Y_{z}z_{\theta'}(t) | \overline{\theta}(t)]\right] \) and \( E_{\overline{\theta}(t)} \left[E[Y_{z}z_{\theta}(t) | \overline{\theta}(t)] - E[Y_{z}z_{\theta'}(t) | \overline{\theta}(t)]\right] \), respectively. Estimation of \( E[Y_{z}z_{\theta}(t) | \overline{\theta}(t)] \) for any \( \overline{z} \) (i.e., observables counterfactuals) is straightforward by replacing \( z'_{t} \) in Eq. (5) with \( z_{t} \).

7. \textbf{Posterior Computations}

Define \( \overline{D}(t - 1) = \{ \overline{Z}(t - 1), \overline{Y}(t - 1), \overline{M}(t - 1), \overline{W}(t - 1) \} \). Historical information is included in the posterior distribution of the state parameter \( \theta_{t-1}, p(\theta(t - 1) | \overline{D}(t - 1)) \), prior to the evolution via (2). In the posterior computation, the evolution step is

\begin{align}
p(\theta(t) | \overline{D}(t - 1)) = & \int p_{e}(\theta(t) | \theta(t - 1)) p(\theta(t - 1) | \overline{D}(t - 1)) \ d\theta(t - 1),
\end{align}
where \( p_e() \) denotes the evolution model. After observing current information \( D(t) = \{Z(t), Y(t), M(t), W(t)\} \), the posterior for time \( t \) is obtained via the updating step

\[
p(\theta(t) \mid \overline{D}(t)) \propto p(\theta(t) \mid \overline{D}(t-1))p_o(D(t) \mid \overline{D}(t-1), \theta(t))
= p(\theta(t) \mid \overline{D}(t-1))p_o(D(t) \mid D(t-1), \theta(t)), \tag{7}
\]

where \( p_o() \) denotes the observation model and the last equality follows from the Bayesian dynamic model assumption in (2). Note that this updating proceeds sequentially over time and only \( p(\theta_{t-1} \mid \overline{D}_{t-1}) \) contains the information from the past that is currently (at time \( t - 1 \)) available for further analysis. Since the process is repeated as time progresses, it is desirable for efficient computation that the form of the posterior after the updating step, \( p(\theta(t) \mid \overline{D}(t)) \), is the same as the form of the input, \( p(\theta(t-1) \mid \overline{D}(t-1)) \), which is in general no the case; otherwise, we need to code a separate posterior computation step for each time point. Thus, instead of using the exact form of the posterior distribution at each time \( t \), we only use posterior samples from time \( t - 1 \) to approximate prior density at time \( t \). Assume that \( p(\theta(t-1) \mid \overline{D}(t-1)) \) has been saved through \( \Lambda(t-1) = \{n_{t-1}, \Theta(t-1)\} \) where \( n_{t-1} \) is the Monte Carlo sample size and \( \Theta(t-1) = \{\theta_i(t-1), i = 1, \cdots, n_{t-1}\} \) is the posterior samples at time \( t - 1 \). The prior density \( p(\theta(t) \mid \overline{D}(t-1)) \) is approximated by Monte Carlo integration and using the evolution model in (3),

\[
p(\theta(t) \mid \overline{D}(t-1)) \approx \sum_{i=1}^{n_{t-1}} p_e(\theta(t) \mid \theta_i(t-1)).
\]

Then, we generate one value of \( \theta(t) \) from \( p_e(\theta(t) \mid \theta_i(t-1)) \) for each \( i = 1, \cdots, n_{t-1} \) and define these resulting sample points as \( \Theta^0(t) = \{\theta_i^0(t), i = 1, \cdots, n_t\} \) (prior points for time \( t \)) with \( n_t = n_{t-1} \). Thus, \( \Lambda^0(t) = \{n_t, \Theta^0(t)\} \) approximates the prior distribution \( p(\theta(t) \mid \overline{D}(t-1)) \).

To compute the posterior distribution of \( \theta(t) \) in (7), we approximate the parameters of the base measure of DP at time \( t \), \( p(\theta(t) \mid \overline{D}(t-1)) \) using the summary \( \Lambda^0_t \). Similarly, the posterior distribution \( p(\theta_t \mid \overline{D}(t)) \) is summarized through \( \Lambda(t) = \{n_t, \Theta(t)\} \) for inferring the prior distribution at time \( t + 1 \).
1. Draw \( n_{t-1} \) samples of \( \theta_{t-1} \) from \( p(\theta_{t-1} \mid D_{t-1}) \) at time \( t - 1 \),
    save \( \Lambda(t - 1) = \{n_{t-1}, \Theta(t - 1)\} \) where \( \Theta(t - 1) = \{\theta_i(t - 1), i = 1, \ldots, n_{t-1}\} \).

2. For DP base measure at time \( t \), \( p(\theta(t) \mid D(t - 1)) \) in (6),
    set \( p(\theta(t) \mid D(t - 1)) \approx \sum_{i=1}^{n_{t-1}} p_i(\theta(t) \mid \theta_i(t - 1)) \);
    draw one sample (or more) from \( p_i(\theta(t) \mid \theta_i(t - 1)) \) for each \( i = 1, \ldots, n_{t-1} \);
    save \( \Lambda^0(t) = \{n_t, \Theta^0(t)\} \) where \( \Theta^0(t) = \{\theta^0_i(t), i = 1, \ldots, n_t\} \).

3. We approximate the parameters of the base measure using a multivariate normal distribution and \( \Lambda^0(t) \).
4. Sample \( p(\theta(t) \mid D(t)) \) using the algorithm in Hannah et al., 2011:
    save \( \Lambda(t) = \{n_t, \Theta(t)\} \) for time \( t + 1 \).

8. Simulation Study

In this section, we assess the performance of the proposed model (Bayesian nonparametrics + Bayesian dynamic model; hereafter, BNP+BDM) via a simulation study based on the dataset from the air pollution study (restricted to the Northeastern US). In the simulated data \( n=1573 \), we have 2 baseline covariates \( (W; \% \ of \ urban, \ and \ terrain \ elevation) \) and one time-varying covariate (temperature). The outcome is generated based on # of respiratory disease related hospitalizations and mediator is based on PM\(_{2.5}\) concentrations. Values for the outcome, mediator and covariate at time \( t = 2, 3, 4 \) are generated from the following models

- Time-varying covariate (a mixture of normals) for \( t = 2, 3, 4 \)

\[
X(t) \sim 0.5N \left( \alpha_{t,0} + \sum_{h=1}^{t-1} \alpha_{h,1} M(h) + \sum_{h=1}^{t-1} \alpha_{h,2} Z(h) + \sum_{h=1}^{t-1} \alpha_{h,3} X(h) + W \alpha_{t,0.5} \right) \\
+ 0.5N \left( \alpha'_{t,0} + \sum_{h=1}^{t-1} \alpha'_{h,1} M(h) + \sum_{h=1}^{t-1} \alpha'_{h,2} Z(h) + \sum_{h=1}^{t-1} \alpha'_{h,3} X(h) + W \alpha'_{t,0.5} \right).
\]

- Mediator (a skew normal) for \( t = 1, 2, 3, 4 \)

\[
M(t) \sim SN \left( \beta_{t,0} + \sum_{h=0}^{t-1} \beta_{h,1} M(h) + \sum_{h=1}^{t} \beta_{h,2} Z(h) + \sum_{h=1}^{t} \beta_{h,3} X(h) + W \beta_{t, \xi, \psi} \right),
\]

where \( SN(\cdot, \xi, \psi) \) denotes a skew-normal distribution with scale parameter \( \xi \), and shape parameter \( \psi \).
• Outcome (a Poisson log-linear model with nonlinear terms) for $t = 1, 2, 3, 4$,

$$Y(t) \sim \text{Poi}(\text{offset}_t \times \mu(t)),$$

and

$$\mu(t) = \exp\left(\gamma_{t,0} + \sum_{h=1}^{t} \gamma_{h,1} M(h) + \sum_{h=1}^{t} \gamma_{h,2} Z(h) + \sum_{h=0}^{t-1} \gamma_{h,3} \log(Y(h) + c)
\right.
\left. + \sum_{h=1}^{t} \gamma_{h,4} X(h) + \gamma_{t,5} M(t) Z(t) + \gamma_{t,6} M(t) X(t) + \mathbf{W}^{\gamma_t}\right),$$

where $c$ is a small constant.

• Treatment assignment for $t = 1, 2, 3, 4$

$$Z(t) \sim \text{Bern}\left(\text{expit}\left(\delta_{t,0} + \sum_{h=1}^{t-1} \delta_{h,1} Z(h) + \sum_{h=1}^{t} \delta_{h,2} X(h) + \mathbf{W}^{\delta_t}\right)\right).$$

Note that the all models depend on the full histories of the predictors. Also, each model has some complexity: either a non-standard distribution (i.e., covariate and mediator) or including nonlinear terms (i.e., outcome).

The coefficients in the models for $t = 1$ are obtained by fitting the observed data models to the air pollution study data. Then, the coefficients of the subsequent models are specified with attenuation of the effects. But, the coefficients of the one-time preceding variables (i.e., variables at time $t - 1$) are set to the values that change by 15% or by 30% each time point. For example, in the mediator model at $t = 2$, $(\beta_{1,1}, \beta_{2,2}, \beta_{3,3})$ coefficients in the model for $M(2)$ are equal to $(\beta_{0,1}, \beta_{1,2}, \beta_{2,3}) \times 0.85$ (or 0.7) coefficients in the model for $M(1)$ and $(\beta_{0,1}, \beta_{1,2}, \beta_{2,3})$ in the model for $M(2)$ are attenuation (1/10) of the same coefficients $(\beta_{0,1}, \beta_{1,2}, \beta_{2,3})$ in the model $M(1)$. Thus, we consider two cases: 1) when the effects of variables at time $t - 1$ on variable at time $t$ decrease by 15% every time, and 2) when the effects of variables at time $t - 1$ on variable at time $t$ decrease by 30% every time. Also, the coefficients of the treatment assignment model at each time are specified in a way that the number of the treated samples is increasing over the time periods, which reflects the fact that the number of locations under the low SO$_2$ exposure generally increases every year (in our application, the number increases during 2005-2007).

We consider 5 different models: (I) standard regression models with all past predicting variables (i.e.,
containing all previous predictors); (II) standard regression models only with one-time preceding variables (at \( t - 1 \)); (III) Generalized Additive Models with one-time preceding predictors; (IV) Our Bayesian nonparametric models w/o Bayesian dynamic model; (V) BNP+BDM (out model).

Figure 5 depicts the results from 5 different competing models for the case when the coefficients of the one-time preceding variables (variables at time \( t - 1 \)) change slowly (decrease by 15%) across the time points. In terms of biases and MSEs, BNP+BDM (our model) performs best. In particular, from the comparison between BNP and BNP+BDM, it shows that BNP+BDM reduces biases (and MSEs) resulting from not using all previous histories but updating current parameters of the distributions from the past parameters information. Especially, for the total effects at time \( t = 2 \), the bias (and the MSE) of BNP are 6 times (and 3 times) larger than that of BNP+BDM. From the comparison between GAM and BNP, since they use the same set of predictors in modeling, BNP’s better performance in terms of biases and MSEs (especially at time \( t = 2 \)) suggests improved ability of BNP in fitting the observed data.

We also evaluate our model performance under the case that the coefficients of the one-time preceding variables (variables at time \( t - 1 \)) change more quickly (decrease by 30% each time) and the case that coefficients of the one-time predicting variables change irregularly (decrease by 30% at time 2; increase by 15% at time 3; decrease by 20% at time 4). The results are in the appendix and they still suggest that BNP+BDM (and BNP) still performs best in terms of biases and MSEs.

9. Application

We apply our method to the air pollution study described in Section 1. The study enrolled 15,472 US zipcodes with information for each zip code including estimated \( \text{SO}_2 \) exposures, an ambient \( \text{PM}_{2.5} \) concentrations (mediator), respiratory diseases related hospitalizations among the Medicare beneficiaries (outcome), variables from the Census data: % of white, % of high school graduates, median household incomes, % of poor, total population, % of female, smoking rates from the CDC and terrain elevations from the USGS. Here, we are interested in evaluation of longitudinal changes in the health effects of \( \text{SO}_2 \) exposures across every warm season from 2004 to 2007 (with 2003 as the baseline year) since secondary \( \text{PM}_{2.5} \)'s are synthesized from \( \text{SO}_2 \) actively under high temperature. For each zip code location, a level of exposure to \( \text{SO}_2 \) emissions is measured every June. The mediator is the average \( \text{PM}_{2.5} \) concentration of June and July every year, and the outcome
Figure 5: Case 1: Simulation results for natural indirect, direct and total effects over 400 replications. Solid circles are biases and crosses are mean squared errors (MSEs) from 5 different models: Reg 1 (regression models with all previous predictors); Reg 2 (regression models with one-time preceding predictors); GAM (Generalized Additive Models with one-time preceding predictors); BNP (Bayesian Nonparametric models w/o Bayesian dynamic model); BNP+BDM (Bayesian Nonparametric models w/ Bayesian dynamic model)
is the total number of hospitalizations between June and October every year. All covariates are measured in June 2003 except the time-varying covariate (temperature) which is measured in every June. Table 10. in the Web Appendix include summary statistics of the variables used in the analysis. From Year 2005, more zip code locations were assigned to low \( \text{SO}_2 \) emission exposure areas (see Section 1.1 for the dichotomization of continuous exposure levels). This was partially driven by multiple regulatory policies from local and federal governments, but also by EPA’s 2005 Clean Air Interstate Rule (CAIR) which required 28 eastern states to make reductions in \( \text{SO}_2 \) and \( \text{NO}_x \) emissions that contribute to unhealthy levels of PM\(_{2.5}\) (and ozone) pollution in downwind states. This is also evidenced by the fact that the number of coal-fired power plants equipped with \( \text{SO}_2 \) scrubbers (a technology to reduce \( \text{SO}_2 \) emissions) increased from years 2005-2006.

Here, we are interested in how switching an exposure level to low at time \( t \) from a chronic high \( \text{SO}_2 \) emission exposure (\( 1, \cdots, t-1 \)) affects health conditions: \( \bar{z} = \{0\} \) vs. \( \bar{z}' = \{1\} \) at time 1, \( \bar{z} = \{0,0\} \) vs. \( \bar{z}' = \{0,1\} \) at time 2, \( \bar{z} = \{0,0,0\} \) vs. \( \bar{z}' = \{0,0,1\} \) at time 3, \( \bar{z} = \{0,0,0,0\} \) vs. \( \bar{z}' = \{0,0,0,1\} \) at time 4. Through this, we try to understand whether a policy to reduce levels of exposure to \( \text{SO}_2 \) emissions is effective for immediate individual health improvements even if they are under high \( \text{SO}_2 \) emission exposures for years. If that is effective, we also expect to see how much of the effect is attributable to changes in ambient PM\(_{2.5}\) concentrations. Under these contrasts of interest, the number of observed data under each treatment regime is decreasing: 7606 for \( \bar{z} = \{0\} \) vs. 7866 for \( \bar{z}' = \{1\} \) at time 1, 6576 for \( \bar{z} = \{0,0\} \) vs. 1030 for \( \bar{z}' = \{0,1\} \) at time 2, 4702 for \( \bar{z} = \{0,0,0\} \) vs. 1874 for \( \bar{z}' = \{0,0,1\} \) at time 3, 4431 for \( \bar{z} = \{0,0,0,0\} \) vs. 271 for \( \bar{z}' = \{0,0,0,1\} \) at time 4. Thus, the causal effect estimates might not be sufficiently informed by the data especially at the last time point (Year 2007). Our proposed dynamic model can help address this issue.

9.1. Prior Specifications

9.1.1 Priors for the parameters in the observation model

For scale and shape parameters of the inverse gamma distributions, Inv.Gamma\((a,b)\), in base measures \( \mathcal{F}_i \) in Section 5.2.2, we set \( a = 5 \) (shape) and \( b = 1 \) (scale) to avoid large clusters with heterogeneous memberships. For the precision parameters in the base measure, \( \tau_{i,h}^z \), we specify Gamma\((2,1)\) priors for \( h = 1, \cdots, \text{card}(\alpha_{i,t}) \); \( t = 1, \cdots, T \). For the mass parameters of the Dirichlet processes, \( \lambda_{i,t}^z \), we specify a Gamma\((1,1)\) prior . Alternatively we can specify uniform priors, however it is known that the results are
typically insensitive to reasonable changes in the prior specification on the DP mass parameter [Taddy, 2008].

9.1.2 Parameters in evolution model

We specify a multivariate normal distribution $MVN(\theta(t-1), \Sigma_{\theta})$ for the evolution model in Section 5.2.3 where the state parameters at time $t - 1$, $\theta(t-1)$, are the mean parameters ($A_{t-1}$) of the base measures at time $t - 1$. We set $\Sigma_{\theta}$ to the posterior covariance matrix of $\theta(t-1)$. Note again that we only update the mean parameter of the base measure.

9.2. Model Fits and Comparison to GAM

To illustrate the need for our flexible modeling strategy (BNP+BDM) for the observed data in the air pollution study, we compare the fit of our proposed model against a generalized additive model (GAM) with the same set of predictors used in our model (i.e., one time preceding observations as the predictors) using posterior predictive checks (Figure 6). We display observed data $y$ along with $y^{\text{pred}}$ from the posterior predictive distributions under high SO$_2$ emission exposures and low SO$_2$ emission exposures. Figure 7 illustrates the observed data $y$ along with predictions of $y$ from the GAM. Under $z = 0$ for all time points, differences between the means of predictive values and the means of observed data for time $t = 1, 2, 3, 4$ are 0.17 (0.20), 0.07 (0.13), 0.05 (0.21), 0.03 (0.27) for the BNP+BDM (for the GAM), respectively. Under $z = 1$ for the last time points, differences between the means of predictive values and the means of observed data for time $t = 1, 2, 3, 4$ are 0.16 (0.20), 0.05 (0.21), 0.12 (0.14), 0.15 (0.17) for the BNP+BDM (for the GAM), respectively. Based on these mean differences and the visual inspection of histograms, our model fits better for all times $t$, particularly at time $t = 2, 3, 4$.

9.3. Results

To obtain the posterior for each $\theta(t)$, we ran the MCMC algorithm for 15000 iterations and discarded the first 5000 as burn-in, which requires 2209.5 seconds to run for each time $t$ on Mac OS X with 3.7 GHz Intel Xeon E5 processor and 32 GB RAM. For the posterior computation in Section 6, we set $N = 1000$ (by taking every 10th posterior sample in order to minimize autocorrelation). Figure 8 shows the posterior means and the 95% credible intervals of the causal effects from 4 different models: (a) Bayesian nonparametric model with
Figure 6: Blue (predictive values) vs. Red (data). The first row: 1 replication of the outcome under $Z = 0$, $Z = (0, 0)$, $Z = (0, 0, 0)$ and $Z = (0, 0, 0, 0)$ from the posterior predictive distribution of the proposed model. The second row: 1 replication of the outcome under $Z = 1$, $Z = (0, 1)$, $Z = (0, 0, 1)$, and $Z = (0, 0, 0, 1)$ from the posterior predictive distribution of the BNP+BDM.
Figure 7: Blue (predictive values) vs. Red (data). The first row: 1 prediction of the outcome under $Z = 0$, $Z = (0, 0)$, $Z = (0, 0, 0)$ and $Z = (0, 0, 0, 0)$ from the generalized additive model (GAM). The second row: 1 prediction of the outcome under $Z = 1$, $Z = (0, 1)$, $Z = (0, 0, 1)$, and $Z(0, 0, 0, 1)$ from the generalized additive model (GAM).
Bayesian dynamic modelling (upper left); (b) the regression model with all previous histories as the predictors (upper right); (c) the regression model with one-time preceding observations as the predictors (lower left); (d) the generalized additive model with one-time preceding observations as the predictors (lower right).

The total effect of low SO$_2$ emission exposure versus high SO$_2$ emission exposure corresponds to reduction in an average hospitalization rate (hospitalization / 200 person-years) among the Medicare beneficiaries in 2005 and in 2006 (ranging from -0.27 to -0.09) for all four approaches. Our approach shows no initial total effect (in 2004) and the significant total effect in 2007, while other approaches estimate increased hospitalization rates in the initial year and no total effects at the end. Under the low SO$_2$ exposure status, it is hard to envisioning scenario where the overall hospitalizations increase. Also, since there exists a short-term impact of air pollution on respiratory outcomes [Schwartz, 1995], we expect reduction in the average hospitalization rate in 2007 even after chronic high SO$_2$ exposures until 2006. Thus, our estimates of the total effects are more reasonable.

The indirect effects measure the causal effects of low SO$_2$ emission exposure that are through the effects on local PM$_{2.5}$ concentrations. As the chemical/medical pathways from SO$_2$ emissions to local PM$_{2.5}$ and from PM$_{2.5}$ to respiratory diseases are well known, the negative indirect effects were expected. We estimate the effects of low SO$_2$ emission exposure on PM$_{2.5}$ concentrations as -1.26 (-1.31, -1.20), -1.17 (-1.24, -1.09), -1.57 (-1.63, -1.51), -0.86 (-0.89, -0.83) for years 2004, 2005, 2006, 2007, respectively. All four approaches estimate the most pronounced indirect effects in 2004. The locations exposed to high SO$_2$ emissions in 2004 cover the rust belt of the United States and Massachusetts (see Figure 2) where PM$_{2.5}$ concentrations are relatively high. Thus, the effect of high SO$_2$ emissions on the mediator (PM$_{2.5}$) is relatively larger: the estimates are -1.26 (-1.31, -1.20), -1.17 (-1.24, -1.09), -1.57 (-1.63, -1.51), -0.86 (-0.89, -0.83) for years 2004, 2005, 2006, 2007, respectively. Also, in those regions under high SO$_2$ emission exposure in 2004, PM$_{2.5}$ concentrations and hospitalization rates are highly correlated (0.14 vs -0.01, 0.05, 0.01 in other years). These result in the larger indirect effect in 2004. Our estimates of the indirect effects are ranging from -0.18 to -0.09 which are twice as large as the estimates from other models. Since we expect a significant amount of the causal effects though this indirect pathway, our model again provides more realistic results. SO$_2$ emissions are also known to cause asthma. Thus, we can expect some significant direct effects (e.g., 2006). However, in most approaches, the direct effects are not pronounced and the indirect effects represent most of the total effect.
Figure 8: The natural direct, indirect and total effects of exposure to SO\textsubscript{2} emissions on respiratory hospitalizations in warm seasons during 2003-2007; The solid black lines indicate the posterior means of the effects in each season and the boxes around the solid lines indicate the 95% C.I.s. The upper left plot is for the BNP+BDM (our proposed model); the upper right plot is for the regression model with all previous predictors; the lower left plot is for the regression model with one-time preceding predictors; the lower right plot is for the GAM with one-time preceding predictors.
9.3.1 Sensitivity Analyses

To assess the sensitivity to the current dichotomization of the exposure level, we conducted the analysis under a different cutoff that distinguishes zip codes under low level of SO$_2$ emission exposures from zip codes under high level of SO$_2$ emission exposures. In the Web Appendix, Figure 10 shows the causal effects for a cutoff based on the mean (12,953; as opposed to the median) of the exposures over the years. This new cutoff resulted in similar estimates.

We also consider deviations from Assumption 2 in terms of a sensitivity analysis technique similar to the one introduced in Daniels et al. [2012] and Kim et al. [2017b]. We weaken the Assumption 2 by assuming the conditional distributions in (4) are not equal, but are proportional up to a multiplicative function (an exponential tilt) with some sensitivity parameter $\chi$ if the difference between the mediators at time $t$ is larger than a threshold (which we here set to $0.5 \times SD(M_Z(t) - M_Z(t))$)

\[
f(Y_{Z,M_Z}(t) | M_Z(t) = m, M_Z(t), \text{Remainder}, \overline{\theta}(t)) \propto \exp\{\log(\chi^{sgn(y/offset - \text{med}(Y_{Z}(t)/offset)) \times sgn(d)})\} f(Y_{Z,M_Z}(t) | y | M_Z(t), M_Z(t) = m, \text{Remainder}, \overline{\theta}(t))
\]

Figure 9: The natural direct, indirect and total effects from the BNP model without Bayesian dynamic modelling.
where Remainder = \( \overline{M}(t-1) = \overline{m}(t-1), \overline{Y}(t-1) = \overline{y}(t-1), \overline{W}(t-1) = \overline{w}(t-1), \overline{Z}(t-1) = \overline{z}(t-1) \) and sgn() is the sign function and \( \text{med}(Y_Z(t)/\text{offset}) \) indicates the median of the outcome (rate) under treatments \( Z \).

This implies that, for the subgroup of subjects who have a large effect of the treatment on the mediator at time \( t \), the conditional distributions are unequal. See Kim et al. [2017b] for further rationale behind this specification. The posterior means and 95% credible intervals for the total, indirect and direct effects are displayed in Figure [11] in the Web Appendix for different values of the sensitivity parameter, \( \chi = 0.5, 0.8, 1.0, 1.2 \). Note that the total effect is invariant to the values of the sensitivity parameter \( \chi \). In addition, setting \( \chi = 1 \) implies Assumption 1. Overall, the NIE (NDE) decreased (increased) as the value of \( \chi \) decreased; however, the differences are minimal.

### 10. Conclusion

We have proposed a causal framework for longitudinal mediation which assesses time-varying direct and indirect effects of mediators and have attempted to minimize parametric assumptions for the observed data via the Bayesian nonparametric models within a Bayesian dynamic model. Several assumptions necessary to identify the effects of interest are specified (potentially up to sensitivity parameter). A limitation with our approach is that eliciting a plausible range for the sensitivity parameter \( \chi \) is challenging. However, in causal inference settings, there is always subjectivity regarding the assumptions and sensitivity parameters. A major advantage of the proposed approach over cross-sectional mediation is the ability to estimate how direct and indirect effects change over time. Figure [9] shows estimates of the effects with the same Bayesian nonparametric model without the Bayesian dynamic model (i.e., cross-sectional analysis for each time point). In comparison with the indirect effect estimates estimates from the BNP+Bayesian dynamic model, the indirect effects estimates from the BNP without Bayesian dynamic model show no or less change over the time periods, which seems counterintuitive since the effects are expected to decrease as subjects are under the high exposure level longer. This is the main advantage in air pollution studies, where there is a great deal of interest in whether a regulatory policy effects persist and in what ways (through local air quality).

For the air pollution study, there was evidence that the total effect of low SO2 emission exposure decreased respiratory diseases hospitalizations over the time periods considered here. In our analysis, for every time \( t \),
we only compare the longitudinal outcomes under two treatment regimes which are different only at time \( t \). In future work, we will evaluate the effects of all plausible and interesting combinations of treatment regimes. The effect of low SO\(_2\) emission exposure through local ambient air qualities measured by PM\(_{2.5}\) concentrations, on respiratory health outcome was significantly negative for all years. This is expected based on the proven physical/chemical pathway from SO\(_2\) emissions to PM\(_{2.5}\) concentrations and from PM\(_{2.5}\) concentrations to respiratory diseases. However, this is the first statistical analysis to prove this pathway as a single chain (the chain of accountability [?]) within a longitudinal setting.

The results of this air pollution study should be interpreted in light of an important limitation. We assume that the factors listed in Section 8 and Table[10] in the Web Appendix are sufficient to adjust for confounding relationships among longitudinal exposures, mediators and outcomes. However, as is the case with the for the positive direct effect in 2004, there might be some unmeasured confounder(s).

Future work will incorporate a new covariate model to accommodate spatial correlations among multiple time-varying covariates. These covariates could potentially be used to weaken spatial/regional effects in air pollution studies. A multivariate Gaussian Process (MCGP) model with cross-covariance function proposed in [Banerjee et al., 2008] and [Zigler et al., 2012] could be considered; however, they may be too computationally expensive for a large sample size. Extending the model to allow multiple time-varying mediators is also of interest, as is allowing second order observation models. Finally, we will also explore the impact of the homogeneity in Assumption 2.
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Appendix A

We have constructed a database encompassing information on power plant emissions, ambient air quality, meteorology, population demographics, and health outcomes covering the Eastern U.S. across the years 1995 - 2013. In addition to the unprecedented level of granularity and spatial coverage, construction of this database entailed two major innovations. First, for each data category (e.g., power plants data, Medicare data, Census data etc.), we download the data from almost all available sources, process (cleaned / rearranged / merged) them, and will make them open to the public (except estimated ambient air quality data and Medicare data). Therefore, each of data can be easily used for any other studies as well as researches trying to reproduce our results. Second, we use state-of-the-art techniques and tools to connect spatially and temporally misaligned data sources together: e.g., power plants data are recorded monthly at each electric generating unit (EGU) while ambient air quality data are estimated daily at all US zip code locations. Many geospatial techniques and tools are used to overcome this issue, which are described in Section 10.

Data Sources

For the power plant data, from the US Energy Information Administration (EIA) and EPA’s Air Markets Program Data (AMPD), we are able to access monthly data of the EGU or facility level from 1995 to 2015 (AMPD) or from 1985 to 2012 (EIA). We merge two raw data by the unique IDs for the EGUs and facilities, which leaves 533 coal-fired facilities or 1359 EGUs. The integrated data encompasses coal-fired facilities not only under the Acid Rain Program (ARP) but under other programs as well: e.g., the NO\textsubscript{x} Budget Program (NBP), Clean Air Interstate Rule (CAIRSO2, CAIRNOX, CAIROS), Mercury and Air Toxics Standards (MATS), Transport Rule (TRSO2G1, TRSO2G2, TRNOX, TRNOXOS), Regional Greenhouse Gas Initiative (RGGI), and SIP NO\textsubscript{x} Program (SIPNOX). Especially, we collect the power plants level ‘SO\textsubscript{2} emissions’ recorded monthly during 2003-2007 (where there were 406 active coal-fired power plants during the years). The exact coordinates of each facility location are provided.

For the ambient PM\textsubscript{2.5} exposure data, daily estimates at a 1 km × 1km grid resolution are constructed over the years 2000-2014 [Di et al., 2016, 2017]. A neural network method is used to predict ambient PM\textsubscript{2.5} exposures with multiple input variables: GEOS-Chem outputs of PM\textsubscript{2.5}, Scaling factor from GEOS-Chem (vertical distribution), AOD, OMI absorbing aerosol index, Land-use variables (including NDVI), Meteorological fields,
Surface reflectance, Monthly/regional dummy. Through complex hidden layers, the neural network is able to capture nonlinearity and interaction among the input variables for predicting PM$_{2.5}$. To train and validate this prediction model, 10-fold cross validation is used on PM$_{2.5}$ monitoring stations data. Cross-validated R$^2$ for each sub-region is between 0.8 and 0.95 (except Mountain region: 0.7-0.8), which suggests the outstanding performance of the neural network estimation. For the zip code level PM$_{2.5}$ data, the four nearest grid values are linked to each zip code by the inverse distance weighted average scheme.

For the health outcomes data (e.g., hospitalization and mortality), we use annual health outcomes among all Medicare beneficiaries obtained from Centers for Medicare & Medicaid Services (CMS). Restrictively accessible data spans from 1999 to 2015 and is recorded at the zip code level. This data contains information on all Medicare enrollees and their hospitalization and death records. Among many variables, we collect respiratory- and cardiovascular disease- (CVD) related hospitalization and all cause mortality records as our primary health outcomes of interest. In addition to the primary health outcomes, we collect Medicare enrollees’ age, gender, race and zip codes of their residence.

To strengthen our analysis, we collect additional information. We obtain the demographic information of the year 2000 from the US Census Bureau (http://factfinder.census.gov/faces/nav/jsf/pages/index.xhtml). This annual data includes total population by age, sex, race, economical status, and educational status at the zip code level. We also obtain the annual average smoking rate data in 2000 from the CDC Behavioral Risk Factor Surveillance System, which contains estimated smoking rates of 3109 counties by using small area estimation methods [Dwyer-Lindgren et al., 2014].

All the dataset can be easily aligned to a zip-code level dataset except the power plant dataset. A smoking rate data for each county is duplicated for all the zip codes within the county. To facilitate this procedure with massive datasets, we use data.table, the R package for fast aggregation/manipulation of large data (e.g., 100GB in RAM), and arepa, a newly developed R package for EPA data retrieving and processing. The biggest challenge remains that we need to link the power plant dataset recorded with the exact coordinates to this zip-code level dataset in the reality of long-range chemical transport of pollutant emissions. This will be discussed in detail in the subsequent section.
Mapping Emissions to Exposures to Accommodate Long-Range Pollution Transport

To convert power-plant level emissions to zip-code level exposures, we use HYSPLIT to simulate forward air mass trajectory paths originating from each of the coal-fired power plants over the years 2003-2007. For each power plant and for each day, 4 trajectories are simulated at 6 hour intervals throughout the day (midnight, 6am, 12pm, 6pm) to accommodate diurnal variation in wind patterns. The output of each trajectory provides the exact coordinates (latitude/longitude) and altitude at hourly intervals from a starting location. Continuous trajectory paths are formed by interpolating hourly air mass locations linearly. Note that the conversion of SO$_2$ to PM$_{2.5}$ is not a simple diffusion process, as it takes time for SO$_2$ emitted from a power plant to undergo chemical transformation into PM$_{2.5}$. Thus, each simulated trajectory continues for 168 hours, with a starting vertical height of 500m. We also truncate trajectories when their altitudes go above 1000m in order to approximate the consideration of pollution below the boundary layer.

All told, the above process results in 2,963,800 trajectories simulated over 4-5 hours on a high-performance computing cluster (the research computing environment supported by the IQSS at Harvard university). The next step in linking these trajectories to the zip-code level data base is to construct a 30km buffer around each trajectory and enumerate all zip codes that have centroids lying within the buffer. A zip code is then regarded as “linked” to the pollution from a given power plant if trajectories/buffers from that power plant frequently contain that zip code. Thus, for each possible zip code/power plant pair in the database, we construct a continuous measure of linkage by calculating the percentage, out of a total possible connections (4 times per day $\times$ 365 days $\times$ 1 year), that the zip code falls within the trajectory band of the power plant. Figure ?? provides a graphical illustration of linking a power plant to zip codes with HYSPLIT trajectories and their buffers via a PostGIS tool, an open source software program that adds support for geographic objects to the PostgreSQL object database. Section[10] discusses how this continuous measure of linkage is used to define a zip-code level emission exposure for the analysis. Note that zip codes that are not linked to any of the power plants are discarded and so are any power plants that are not connected to any of the zip codes. We have developed an R code (with implementation of a PostGIS tool) for accurate and fast linkage.
Calculating Zip-Code Level Power Plant SO$_2$ Exposure

Once the linkage process is done, we need to determine whether each zip code location is assigned to the treated (exposed to high SO$_2$ emissions) or the control (exposed to low SO$_2$ emissions). Towards this end, we extract the monthly total SO$_2$ emissions from each power plant $j$ denoted by $E_{j,h}$, for $h = 1, \ldots, 60$ months. For zip code $i$, let $W_{j,h,i}$ denote the continuous linkage measure described in Section 10, i.e., the percentage of times trajectories from power plant $j$ pass over the zip code $i$ in month $h$, for every $h = 6, 18, 30, 42, 54$ and $j = 1, 2, \ldots P$. Then, the SO$_2$ exposure level at zip code $i$ is defined as:

$$
\text{SO}_2 \text{ emission exposure at } i \text{ in month } h \equiv Z_i = \sum_{j \in \mathcal{J}} \sum_h \log(E_{j,h}) \times W_{j,h,i},
$$

where $\mathcal{J}$ denotes the entire set of the coal-fired power plants. This provides a continuous measure of the zip-code level SO$_2$ exposure, which we dichotomize (at the median of all 60 months) to classify each zip code as either exposed to “high” or “low” SO$_2$ emissions originated from the coal-fired power plants.
Appendix B

\[ E[Y_{z,M}(t) | \bar{y}(t)] \ (\text{a priori counterfactuals}) \text{ as follows) } \]

\[ E[Y_{z,M}(t) | \bar{y}(t)]\]

\[
= \int E[Y_{z,M}(t) | M(t) = m, \bar{M}(t-1) = m_{t-1}, Y(t-1) = \bar{y}_{t-1}, W(t-1) = \bar{w}_{t-1}, Z(t-1) = \bar{z}_{t-1}, \bar{\theta}(t)]
\times f(M(t) = m | \bar{M}(t-1) = m_{t-1}, Y(t-1) = \bar{y}_{t-1}, W(t-1) = \bar{w}_{t-1}, Z(t-1) = \bar{z}_{t-1}, \bar{\theta}(t))
\times f(M(t-1) = m_{t-1}, Y(t-1) = \bar{y}_{t-1}, W(t-1) = \bar{w}_{t-1}, Z(t-1) = \bar{z}_{t-1}, \bar{\theta}(t))\ d\bar{m}_t d\bar{y}_{t-1} d\bar{w}_{t-1}
\]

(by Assumption 2)

\[
= \int E[Y_{z,M}(t) | M(t) = m, \bar{M}(t-1) = m_{t-1}, Y(t-1) = \bar{y}_{t-1}, W(t-1) = \bar{w}_{t-1}, Z(t-1) = \bar{z}_{t-1}, \bar{\theta}(t)]
\times f(M(t) = m | \bar{M}(t-1) = m_{t-1}, Y(t-1) = \bar{y}_{t-1}, W(t-1) = \bar{w}_{t-1}, Z(t-1) = \bar{z}_{t-1}, \bar{\theta}(t))
\times f(M(t-1) = m_{t-1}, Y(t-1) = \bar{y}_{t-1}, W(t-1) = \bar{w}_{t-1}, Z(t-1) = \bar{z}_{t-1}, \bar{\theta}(t))\ d\bar{m}_t d\bar{y}_{t-1} d\bar{w}_{t-1}
\]

(by Assumption 1)

\[
= \int E[Y(t) | M(t) = m, \bar{M}(t-1) = m_{t-1}, Y(t-1) = \bar{y}_{t-1}, W(t-1) = \bar{w}_{t-1}, Z(t) = \bar{z}_{t}, \bar{\theta}(t)]
\times f(M(t) = m | \bar{M}(t-1) = m_{t-1}, Y(t-1) = \bar{y}_{t-1}, W(t-1) = \bar{w}_{t-1}, Z(t) = \bar{z}_{t}, \bar{\theta}(t))
\times f(M(t-1) = m_{t-1}, Y(t-1) = \bar{y}_{t-1}, W(t-1) = \bar{w}_{t-1}, Z(t-1) = \bar{z}_{t-1}, \bar{\theta}(t))\ d\bar{m}_t d\bar{y}_{t-1} d\bar{w}_{t-1}
\]

(by SUTVA or consistency assumption)

\[
= \int E[Y(t) | M(t) = m, Y(t-1) = \bar{y}_{t-1}, W(t-1) = \bar{w}_{t-1}, Z(t) = \bar{z}_{t}, \theta(t)]
\times f(M(t) = m | \bar{M}(t-1) = m_{t-1}, Y(t-1) = \bar{y}_{t-1}, W(t-1) = \bar{w}_{t-1}, Z(t) = \bar{z}_{t}, \theta(t))
\times f(M(t-1) = m_{t-1}, Y(t-1) = \bar{y}_{t-1}, W(t-1) = \bar{w}_{t-1}, Z(t-1) = \bar{z}_{t-1}, \theta(t))\ d\bar{m}_t d\bar{y}_{t-1} d\bar{w}_{t-1}
\]

(by Bayesian dynamic model assumption)

\[
= \int E[Y(t) | M(t) = m, Y(t-1) = \bar{y}_{t-1}, W(t-1) = \bar{w}_{t-1}, Z(t) = \bar{z}_{t}, \theta(t)]
\times f(M(t) = m | \bar{M}(t-1) = m_{t-1}, Y(t-1) = \bar{y}_{t-1}, W(t-1) = \bar{w}_{t-1}, Z(t) = \bar{z}_{t}, \theta(t))
\times f(M(t-1) = m_{t-1}, Y(t-1) = \bar{y}_{t-1}, W(t-1) = \bar{w}_{t-1}, Z(t-1) = \bar{z}_{t-1}, \theta(t))\ d\bar{m}_t d\bar{y}_{t-1} d\bar{w}_{t-1}\]
where the conditional distributions for $Y(t-1), M(t-1),$ and $W(t-1)$ can be simplified using the Bayesian dynamic model assumption (again),

$$
= \int E[Y(t) \mid M(t) = m, Y(t-1) = y_{t-1}, W(t-1) = w_{t-1}, Z(t) = z_t, \theta(t)] \\
\times f(M(t) = m \mid M(t-1) = m_{t-1}, Y(t-1) = y_{t-1}, W(t-1) = w_{t-1}, Z(t) = z_t, \theta(t)) \\
\times f(Y(t-1) = y_{t-1} \mid M(t-1) = m_{t-1}, Y(t-2) = y_{t-2}, W(t-2) = w_{t-2}, Z(t-1) = z_{t-1}, \theta(t-1)) \\
\times f(M(t-1) = m_{t-1} \mid M(t-2) = m_{t-2}, Y(t-2) = y_{t-2}, W(t-2) = w_{t-2}, Z(t-1) = z_{t-1}, \theta(t-1)) \\
\times f(W(t-1) = w_{t-1} \mid M(t-2) = m_{t-2}, Y(t-2) = y_{t-2}, W(t-2) = w_{t-2}, Z(t-1) = z_{t-1}, \theta(t-1)) \\
\times f(\overline{M}(t-2) = \overline{m}_{t-2}, \overline{Y}(t-2) = \overline{y}_{t-2}, \overline{W}(t-2) = \overline{w}_{t-2}, \overline{Z}(t-1) = \overline{z}_{t-1}, \overline{\theta}(t)) \, d\overline{m}_t \, d\overline{y}_{t-1} \, d\overline{w}_{t-1}.
$$

For the joint distribution of $(\overline{M}(t-2), \overline{Y}(t-2), \overline{W}(t-2), \overline{Z}(t-1), \overline{\theta}(t))$, we follow the same steps we did for the joint distribution in (a).

**Plots and Tables**

![Different Dichotomization (at the Mean)](image)

Figure 10: The natural direct, indirect and total effects with cutoff based on the mean SO$_2$ exposure.
Figure 11: The natural direct, indirect and total effects when the sensitivity parameter $\chi$ takes values {0.6, 0.8, 1.0, 1.2}
|                      | Low SO\textsubscript{2} emissions |                      | High SO\textsubscript{2} emissions |                      |
|----------------------|-----------------------------------|----------------------|------------------------------------|----------------------|
|                      | Median | IQR               | Median | IQR               |                      |
| **Exposure**         |        |                   |        |                   |                      |
| Year 2003            | n=9432 |                   | n=6040 |                   |                      |
| Year 2004            | n=7866 |                   | n=7606 |                   |                      |
| Year 2005            | n=7267 |                   | n=8205 |                   |                      |
| Year 2006            | n=9089 |                   | n=6383 |                   |                      |
| Year 2007            | n=9783 |                   | n=5689 |                   |                      |
| **Medicare Data**    |        |                   |        |                   |                      |
| Person-year 2003     | 563.5 (248.4, 1560.6) | 662.4 (274.2, 1840.7) |                      |                      |
| Person-year 2004     | 330.8 (241.3, 1482.2) | 694.3 (285.4, 1886.2) |                      |                      |
| Person-year 2005     | 489.4 (232.8, 1356.8) | 750.0 (300.2, 1946.6) |                      |                      |
| Person-year 2006     | 524.4 (236.0, 1464.4) | 725.4 (283.6, 1865.3) |                      |                      |
| Person-year 2007     | 505.2 (230.8, 1401.0) | 742.2 (286.2, 1892.8) |                      |                      |
| Respiratory Hospitalization 2003 | 10 (4, 27) | 13 (5, 33) |                      |                      |
| Respiratory Hospitalization 2004 | 8.5 (3, 24) | 12 (5, 30) |                      |                      |
| Respiratory Hospitalization 2005 | 8 (3, 22) | 12 (5, 31) |                      |                      |
| Respiratory Hospitalization 2006 | 8 (3, 22) | 12 (5, 30) |                      |                      |
| Respiratory Hospitalization 2007 | 8 (3, 22) | 12 (5, 30) |                      |                      |
| **Ambient Air Quality and Other Data** |        |                   |        |                   |                      |
| Ambient PM\textsubscript{2.5} 2003 | 13.7 (11.3, 15.3) | 16.8 (15.8, 17.9) |                      |                      |
| Ambient PM\textsubscript{2.5} 2004 | 12.2 (10.6, 13.8) | 16.2 (14.9, 17.3) |                      |                      |
| Ambient PM\textsubscript{2.5} 2005 | 15.6 (12.4, 17.8) | 17.7 (16.3, 18.9) |                      |                      |
| Ambient PM\textsubscript{2.5} 2006 | 14.9 (13.1, 16.6) | 18.5 (17.2, 19.9) |                      |                      |
| Ambient PM\textsubscript{2.5} 2007 | 13.6 (12.1, 15.7) | 16.6 (15.8, 17.5) |                      |                      |
| Temperature 2003     | 27.3 (26.1, 28.9) | 25.9 (24.7, 26.9) |                      |                      |
| Temperature 2004     | 28.2 (25.5, 29.8) | 25.9 (24.4, 27.6) |                      |                      |
| Temperature 2005     | 29.2 (27.5, 30.4) | 27.1 (26.1, 28.2) |                      |                      |
| Temperature 2006     | 26.9 (24.8, 30.5) | 27.0 (25.4, 28.4) |                      |                      |
| Temperature 2007     | 27.6 (26.0, 30.1) | 27.3 (26.5, 28.9) |                      |                      |
| Ground Elevation*    | 175 (0, 282) | 232 (141, 317) |                      |                      |
| **Census Data**      |        |                   |        |                   |                      |
| Total Population (1,000)* | 6.2 (2.3, 17.9) | 6.7 (2.7, 19.2) |                      |                      |
| % Urban*             | 43.9 (0.0, 93.5) | 58.4 (0.0, 99.2) |                      |                      |
| % White*             | 92.9 (76.5, 97.4) | 94.4 (81.9, 98.0) |                      |                      |
| % High School*       | 34.4 (28.5, 39.4) | 36.8 (29.9, 44.0) |                      |                      |
| % Female*            | 51.0 (49.8, 52.3) | 51.2 (49.9, 52.3) |                      |                      |
| % Poor*              | 10.5 (6.1, 16.5) | 9.1 (5.3, 14.4) |                      |                      |
| Median House Income ($1000)* | 37.6 (30.8, 47.6) | 39.7 (32.3, 50.4) |                      |                      |
| **CDC-BRFSS**        |        |                   |        |                   |                      |
| % Smoke*             | 26.6 (24.4, 28.4) | 27.7 (25.0, 29.6) |                      |                      |

Table 2: Summary statistics for covariates and outcomes available. * summarizes the confounders based on the 2003 exposure level.
Figure 12: Case 2. The coefficients of the one-time preceding variables decrease by % 30 at each time. Simulation results for natural indirect, direct and total effects over 400 replications. Solid circles are biases and crosses are mean squared errors (MSEs) from 5 different models: Reg 1 (regression models with all previous predictors); Reg 2 (regression models with one-time preceding predictors); GAM (Generalized Additive Models with one-time preceding predictors); BNP (Bayesian Nonparametric models w/o Bayesian dynamic model); BNP+BDM (Bayesian Nonparametric models w/ Bayesian dynamic model)
Figure 13: Case 3. The coefficients of the one-time preceding variables change irregularly at each time. Simulation results for natural indirect, direct and total effects over 400 replications. Solid circles are biases and crosses are mean squared errors (MSEs) from 5 different models: Reg 1 (regression models with all previous predictors); Reg 2 (regression models with one-time preceding predictors); GAM (Generalized Additive Models with one-time preceding predictors); BNP (Bayesian Nonparametric models w/o Bayesian dynamic model); BNP+BDM (Bayesian Nonparametric models w/ Bayesian dynamic model)