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Abstract—A significant portion of the data today, e.g., social networks, web connections, etc., can be modeled by graphs. A proper analysis of graphs with Machine Learning (ML) algorithms has the potential to yield far-reaching insights into many areas of research and industry. However, the irregular structure of graph data constitutes an obstacle for running ML tasks on graphs such as link prediction, node classification, and anomaly detection. Graph embedding is a compute-intensive process of representing graphs as a set of vectors in a d-dimensional space, which in turn makes it amenable to ML tasks. Many approaches have been proposed in the literature to improve the performance of graph embedding, e.g., using distributed algorithms, accelerators, and pre-processing techniques. Graph coarsening, which can be considered a pre-processing step, is a structural approximation of a given, large graph with a smaller one. As the literature suggests, the cost of embedding significantly decreases when coarsening is employed. In this work, we thoroughly analyze the impact of the coarsening quality on the embedding performance both in terms of speed and accuracy. Our experiments with a state-of-the-art, fast graph embedding tool show that there is an interplay between the coarsening decisions taken and the embedding quality.

Index Terms—Graph coarsening, graph embedding, multi-level approach.

I. INTRODUCTION

The data one needs to cope with today for a major discovery is immense, distributed, and unstructured. Although recent advancements in data processing technologies allow us to gather and analyze large-scale data, without scalable algorithms, the data itself does not lend itself to be exploited. An important portion of this data, such as social networks, web connections, financial transactions, co-purchasing information, protein-protein interactions, etc., can naturally be modeled by graphs. Most of the graphs modeling real-life are irregular and sparse; for instance, in a social network, the number of connections of a person is very small compared to the number of people in the whole network. Furthermore, there is no common pattern that can define all the friends of a given person.

In the last decade, machine learning (ML) is proven to be disruptive and ML tools and algorithms transformed the way we look and analyze the data and solve our data-centric problems. State-of-the-art ML algorithms are excelled to work on dense and regular (i.e., tabular, image, etc.) data with high precision. Although graphs have the potential to model unique characteristics and complex relations between entities in a data-set very elegantly and efficiently, this, by nature cannot be readily leveraged by ML tools without an explicit transformation which converts the graph to a structure more suitable to be an input to the corresponding ML algorithm. This problem is called graph embedding. Formally, embedding focuses on representing each vertex of a graph as a vector in a d-dimensional space. It allows a wide collection of ML models to be extended to graphs [1]–[3]. Unfortunately, this process is expensive, especially for large, real-life graphs. Many approaches have been proposed to improve the performance of graph embedding, including the usage of distributed systems [4] and accelerators like GPUs [5].

Graph coarsening, which is the process of approximating a graph using a smaller, compact one, is investigated to reduce the runtime of the embedding in the literature [6], [7]. These approaches iteratively compress the given graph into smaller, more manageable graphs in a multi-level setting. At each level, the vertices come together and form a super-vertex, which is simply a set of vertices in the current graph but corresponds to a vertex in the coarsened graph. During this process, some of the edges in the current graph, whose endpoints belong to the same super-vertex set disappear. After the coarsening levels are completed, the embedding process is iteratively executed on the small, current-level graph and then, the embedding vectors are carried to the previous level.

As shown in the literature, the effectiveness of coarsening, especially on reducing the embedding runtime is indispensable for large-scale graphs. However, regarding the precision of ML-algorithms, the properties of a good coarsening strategy and the relative merit of choosing one strategy over another have not been sufficiently examined in the literature. For instance, putting similar vertices together to create super-vertices is usually a desired coarsening feature, and often the main goal, for the use-cases in graph/hypergraph processing literature such as partitioning [8]–[12], and community detection [13], [14]. As we will discuss, multi-level embedding also shares the similarity desire due to the way it expands the embedding vectors in between the levels. However, unlike the other use cases, the question “how much similarity is required” also arises since the disappearing edges are also the connectivity information hidden from the embedding at earlier levels, which is a learning process itself. Hence, the missing connectivity information can only be learned in the later stages of the overall embedding process once the endpoints are uncoarsened. We conjecture that this unique property of graph embedding makes the use of coarsening more interesting and its benefits and exploitation harder to understand. Hence,
being unyielding on the similarity and the desire for high-quality coarsening may lead to an inferior learning process for embedding. In this paper, we explore different graph coarsening approaches in terms of their influence on the quality of graph embedding. The contributions of this paper can be summarized as follows:

- To the best of our knowledge, this is the first study solely focusing on the impact of coarsening quality on that of the embedding. An extensive set of experiments using four different coarsening strategies demonstrate that being smart, yet relaxed in terms of similarity has a positive impact on embedding quality.
- Recently, we proposed GOSH, a fast, publicly available graph embedding tool leveraging coarsening to exploit the computational power of memory-restricted accelerators such as GPUs. In this work, we analyze the impact of heuristic decisions taken during GOSH’s coarsening. We also investigate the impact of coarsening on the embedding quality and show that coarsening not only significantly reduces the runtime but also improves the precision of the ML models for link prediction.
- Not only the coarsening strategy but also how the training budget is distributed among the coarsening levels is important. Our smart work distribution across coarsening levels yield accurate and fast embeddings. On the graph com-1j, GOSH can achieve an AUCROC score of 98.7% in the task of link prediction in a single minute where the state-of-the-art [5] can reach a similar accuracy in more than 10 minutes. Similarly, the state-of-the-art reports 20 hours of embedding time on multiple GPUs for com-friendster which has 60 million vertices and 1.8 billion edges. On a single GPU and the same graph, our coarsening-based tool reaches 96.6% link prediction AUCROC score in 45 mins.

The rest of the paper is organized as follows: Section II introduces graph embedding and coarsening as well as the notation used in the paper. Section III describes the coarsening strategies used in the experimentation set. Section IV summarizes the existing studies using coarsening for embedding. Section V introduces graph embedding and coarsening as well as the notation used in the paper. Section VI presents the experimental results and provides a summary of the existing studies using coarsening for embedding. Finally, Section VII concludes the paper.

II. BACKGROUND AND NOTATION

A graph \( G = (V, E) \) models real-life entities with the vertex set \( V \) and their relationships with the edge set \( E \). If two vertices \( u, v \in V \) have some relationship we have \( \{u, v\} \in E \). In this work, we assume that the graph is undirected and the edges are not oriented. Hence, the relationships are bidirectional such as friendship information in a social network or product-buyer information in a purchasing network.

A. Graph coarsening

Given \( G = (V, E) \), graph coarsening is the process of structurally approximating \( G \) with a new graph \( G' = (V', E') \) such that \( G' \) has fewer vertices and edges. This is done through means of collapsing (disjoint) sets of vertices in \( G \) into super-vertices which will form the vertex set of \( G' \). Figure 1 presents a coarsening step on a toy graph with six vertices and five edges where the coarsened graph has 3 vertices and 2 edges.

In a multi-level setting, the initial graph \( G_0 = G \) is coarsened in multiple levels and a set \( G = \{G_0, G_1, \cdots, G_D\} \) of graphs is generated where \( G_{D-1} \) is the coarsest, i.e., the smallest graph. In this work, we evaluate the efficiency of a coarsening level based on the rate of shrinking defined as

\[
\frac{|V_{i-1}| - |V_i|}{|V_{i-1}|}.
\]

We followed a vertex-centric measurement since the size of the embedding matrix and the number of samples required for an iteration change with respect to the number of vertices. We also consider the effectiveness of the overall coarsening strategy which compares the embedding quality of a strategy to that of another for the same graph embedded with the same parameters.

B. Graph embedding

Given a graph \( G = (V, E) \), graph embedding produces an embedding matrix \( M \in \mathbb{R}^{V \times d} \) where every vertex \( v \in V \) is mapped to a \( d \)-dimensional (row) vector \( M[v] \), which encapsulates \( v \)'s connectivity information and can be used to carry out many ML tasks. Various embedding methods have been proposed in the last decade [2], [7], [15]-[17].

In this paper, we utilize the multi-level, GPU-based embedding tool GOSH [7] as the underlying algorithm to assess the interplay between coarsening strategies and embedding quality. GOSH first iteratively coarsens a graph and obtains \( G \). Then it embeds the coarsest graph \( G_{D-1} \), projects its embeddings into the previous level, and carries on the embedding and projection steps until an embedding \( M_0 \) for the original graph \( G_0 \) is obtained. Projecting the embedding matrix of the graph \( G_{i+1} \) to the the graph \( G_i \) is done by setting the embedding values of every vertex \( v \in V_i \) to the embedding of its super vertex in \( G_{i+1} \). More formally, given that \( u, v \in V_i \) have been coarsened into the super-vertex \( x \in V_{i+1} \), then \( M_i[u] = M_i[v] = M_{i+1}[x] \) where \( M_i \) is the embedding matrix of graph \( G_i \).

Table I introduces the notation used in the paper.

\begin{table}
\begin{tabular}{|c|c|c|}
\hline
\textbf{Symbol} & \textbf{Description} & \textbf{Example} \\
\hline
\( V \) & Set of vertices & \{a, b, c\} \\
\hline
\( E \) & Set of edges & \{(a, b), (b, c)\} \\
\hline
\( M \) & Embedding matrix & \begin{bmatrix}
0 & 1 & 2 \\
3 & 4 & 5 \\
6 & 7 & 8
\end{bmatrix} \\
\hline
\end{tabular}
\end{table}
III. UNDERSTANDING COARSENING FOR GRAPH EMBEDDING

As mentioned above, there is an interesting interplay between the coarsening decisions and an interesting performance and quality of the embedding. To understand this we will first dissect the coarsening algorithm of Gosit. Then we will create a spectrum of coarsening strategies based on the level of respect to the vertex similarity. These strategies will be extensively and empirically evaluated later in Section V. Last, we will discuss an important step of using coarsening in a multi-level setting, which is distributing the run-time budget to the levels.

A. Analyzing Gosit coarsening

To maximize the coarsening efficiency and effectiveness, Gosit adapts a coarsening algorithm that favors first-, and second-order proximities [5] where the former represents the connection between the imminent neighborhood, and the latter represents the similarity between vertices’ neighborhoods. The algorithm employs an agglomerative coarsening approach which groups vertices under a super-vertex similar to the approach introduced in [18]. Given a graph $G_i = (V_i, E_i)$, each vertex $v \in V_i$ is processed one after another. If $v$ is not already mapped under a super-vertex it is marked and mapped under $v_{sup} \in V_{i+1}$. Moreover, $\forall u \in V_i$ where $(v, u) \in E_i$, if $u$ is not marked, it is also mapped under the cluster $v_{sup}$. Lastly, $G_{i+1}$ is constructed by updating the edges with respect to the newly mapped clusters. With this algorithm, the first-, and second-order proximities are preserved by collapsing vertices around a single vertex.

Performing the coarsening with an arbitrary ordering of vertices constitutes a problem. In the greedy agglomerative coarsening, when a vertex is mapped and added to a cluster, its edges are locked and not processed further. With an arbitrary ordering, vertices with small neighborhoods may lock vertices with relatively larger ones, which in turn does not let the algorithm use the locked edges. Thus, we prefer processing vertices in descending order in terms of their degrees. This is called the ordering heuristic. To be more precise, when two vertices $v$, and $u \in V_i$ where $(u, v) \in E_i$, and $|\Gamma_{G_i}(v)| \geq |\Gamma_{G_i}(u)|$ are used for coarsening, $u$ is inserted in to the cluster of origin $v$.

The decisions taken during agglomeration are also important; especially with ordering, the algorithm demands careful tuning. If two hub vertices are mapped under the same super-vertex both the efficiency and the effectiveness of coarsening deteriorate substantially. Note that the probability of this mapping is more compared to mapping lower-degree vertices. From the optimization point of view, such a mapping creates a great mass with a huge gravity force. That is, during embedding at this level, the other vectors will be strongly pulled by the vector corresponding to the super-vertex. If these pulled vertices are not similar, which is usually the case, it will be hard and time consuming to reverse the impact of these optimization steps. These giant hub vertices also inhibit the coarsening process, i.e., they limit the coarsening depth $D$ to a few levels with large numbers of vertices in each level. In order to tackle these problems, a hub2-restriction heuristic is incorporated. That is if both $|\Gamma_{G_i}(u)|$ and $|\Gamma_{G_i}(v)|$ are larger than $\lceil \frac{|E_i|}{|V_i|} \rceil$, $u$ and $v \in V_i$ cannot be mapped under the same super-vertex in $V_{i+1}$. The impact of both heuristics will be analyzed in Section V.

B. Distributing the epoch budget

The embedding methods in the literature work in epochs, where an epoch is simply a pass over all the vertices. Usually, an epoch budget, i.e., the number of such passes, is given. The budget distribution in Gosit, i.e., the number of epochs assigned to each level, follows a hybrid distribution. A fraction of $p < 1$ epochs are distributed uniformly across levels, while the remaining $(1 - p) \times e$ epochs are distributed geometrically such that level $i$ is assigned $e_i = e/D + e_i'$ epochs where $e_i'$ is half of $e_{i+1}'$. Smaller values of $p$ mean that more work is done at the coarser levels which will make the embedding faster, and larger values put more work on the finer levels resulting in more fine-tuned embeddings. For more details on Gosit coarsening, e.g., time complexity, and parallel implementation details we refer the reader to [7].

C. The coarsening spectrum

Clustering vertices, which share an edge or are similar to each other, is indeed useful since these vertices will have the same embedding vector when multi-level embedding moves up, i.e., uncoarsens, throughout the process. However, if graph topology and proximities are the ultimate, sole information to be exploited, coarsening starts to hide most of the edges in the lower levels. That is, there will be less (positive) information to learn in them. When considering the run-time performance, this is a desired thing to have. However, an important benefit of a multi-level setting is the ability to take big leaps to a good solution which also makes the optimization process effectively jump over local minima. We conjecture that if there exist less information to process, one cannot exploit this property well.

To demystify the impact of coarsening on the quality of the embeddings as much as possible, four coarsening strategies are integrated into Gosit including the default one. All of these strategies merge the vertices in the current level into a super-vertex which forms the center of the corresponding cluster (and appears as a single vertex in the next level). That is in all, the vertices are gathered around a super-vertex to
form a cluster. Similarly, all the coarsening approaches have the potential to significantly reduce the training time since the graphs obtained in the multi-level setting are smaller than the original one. However, how they approach the problem, and more formally, how much they have respect for the structure, i.e., the proximity information, during coarsening, are completely different. In fact, they are devised to create a coarsening spectrum and better understand the impact of coarsening on the AUCROC scores. At one hand of the spectrum, there is anti which always unfavors proximity and coarsens only independent sets. The next one, random, forms random clusters. The proposed strategy used in GOSH, novel as called in [7], merges only the neighbor vertices and favors both first and second-order proximities. Hence, it can be placed next to random in the spectrum. The last strategy, grappolo, strongly respects the graph structure and proximity information. It forms the clusters and refines them to obtain the best community structure and maximize the modularity to the most. Hence, by nature, compared to the other three, it hides more edges during the coarsening levels and obtains sparser graphs. It can be placed on the other end of the spectrum. Formally these strategies behave as follows:

- **anti**: If \((u, v) \in E_i\), \(u\) and \(v\) cannot be mapped under the same super vertex.
- **random**: If a vertex \(v \in V_i\) is not yet mapped, first, a vertex \(u \in V_i\) is selected uniformly randomly. If \(u\) is also not mapped, with \(v\), they form a super-vertex in \(V_{i+1}\). Otherwise, \(u\) is re-selected. At most, \(|\Gamma(v)|\) selections are executed for each vertex \(v\).
- **novel**: This is the default coarsening strategy used in GOSH as explained above. It respects both the first- and second-order proximities; however, it does not do it aggressively. Furthermore, it avoids large masses that can prematurely end coarsening, i.e., produce fewer levels at the end of coarsening.
- **grappolo**: Although it has not been directly used for embedding, high-quality, state-of-the-art graph clustering and community detection algorithms have been proposed in the literature. A well-known, CPU-parallel community-detection tool **Grappolo** [14] is selected for further investigating the effect of coarsening on the embeddings. The tool is built upon the Louvain method [13], which is an efficient, greedy, and iterative solution for generating a hierarchy of communities (i.e., clusters). The main idea of Louvain is to maximize the modularity. A clustering has a high modularity if it has dense intra-cluster connections and sparse inter-cluster connections while keeping the size (i.e., number/weight of the edges) of each cluster balanced. In a multilevel setting, at \(i\)th level, for \(G_i = (V_i, E_i)\), the set \(P_i = (C^{(i)}_1, C^{(i)}_2, \ldots, C^{(i)}_k)\) represents the communities of \(G_i\) where \(1 \leq k \leq |V_i|\). The modularity is calculated as

\[
Q_i = \frac{1}{2m} \sum_{j \in V_i} e_{j \rightarrow C(i)(j)} - \sum_{c \in P_i} \left( \frac{a_c}{2m} \times \frac{a_c}{2m} \right)
\]  

where \(e_{j \rightarrow C(i)(j)}\) denotes the sum of the edge weights in \(E_{j \rightarrow C(i)(j)}\) which is the set of edges that connects vertex \(j \in V_i\) to the vertices in its community \(C(i)(j)\). The value \(a_c\) denotes the sum of the edge weights of all the vertices in community \(C(i)\) [14], [19] and \(m\) is the total edge weight in the graph.

When combined, the four strategies mentioned above form a nice spectrum; while moving from first to last, the strategies begin to respect more to the topology, become more unyielding and robust, and more restrictive. We use a modularity-based algorithm at one end of this spectrum since it is a common metric to define communities. Also, we use Grappolo since it is a parallel, state-of-the-art tool and able to produce communities with better modularity output compared to the sequential implementation of the Louvain method. Moreover, Grappolo is reported to be \(16 \times\) faster than the original algorithm with 32 threads.

As explained above, in the multi-level setting, an uncoarsening operation (from level \(i\) to \((i-1)\)) initializes the embedding matrix for the current level \((i-1)\) by using the embedding obtained for the coarsened graph from level \(i\). For anti, this yields disjoint sets with totally disconnected vertices whose \(d\)-dimensional embedding vectors are the same. Hence, most of the epochs for level \((i-1)\) are expected to be spent to pull/push these vertices close to their correct places. For random, the picture is almost the same with a few neighbor vertices sharing the same \(d\)-dimensional vectors. For novel, each super-vertex in the \(i\)th level corresponds to a connected component with diameter two in level \((i-1)\) graph. Hence, after the uncoarsening, two vertices can have the same initial embedding vector if and only if their distance on the level \((i-1)\) graph is at most two. However, if a coarsening decision is not completely correct, which still can be the case, the vertex can slightly be pulled away from its neighbor vertices to a better place since its connections are loose. However, for grappolo, the force is strong inside the vertex set. Therefore, although the coarsening decisions of grappolo are probably in concordance with the similarity metric used, they create local minima which are hard to escape from with small learning rates. Hence, we expect that modularity-based coarsening will obtain a good precision even with a few epochs. However, it will probably not be the best.

### IV. RELATED WORK

To the best of our knowledge, there exist two studies focusing on using coarsening for graph embedding. The first one, MILE (Multi-Level Embedding Framework), proposes using coarsening to relax computational complexity and overcome memory limitations of the embedding algorithms in the literature [6]. Similar to GOSH, MILE iteratively coarsens the graph. However, it only runs embedding on the smallest graph. Finally, it refines the embedding for the coarsest graph up to the original graph via a Graph Convolutional Neural Network (GCNN). We refer the reader to [20] for more on GCNs.

\[1\] We ignore the cases where two vectors after the embedding at level \(i\) are coincidentally the same.
MILE applies a hybrid matching, which includes SEM (Structural Equivalence Matching) and NHEM (Normalized Heavy Edge Matching) \(^{[21]}\). With SEM, two vertices are matched if and only if they are incident on the same set of neighborhoods, where the vertices are interchangeable and structurally equivalent. With NHEM, an unmatched vertex \(u\) is matched with a neighbor \(v\) having the largest \((u, v)\) weight. For NHEM, edges are normalized in a fashion where the ones connecting to high-degree vertices are penalized, which in turn prevents forming huge super vertices. To coarsen a graph, SEM is applied first, and all the structurally equivalent vertices are matched. Then the edges are normalized and NHEM is applied. All the matched vertices are collapsed under the respective super-vertices. This process is applied iteratively until the coarsest graph is obtained.

The second related work, HARP (Hierarchical Representation Learning for Networks), is a meta-strategy proposed to improve graph embedding \(^{[18]}\). Similar to MILE, it recursively coarsens the input graph to get a set of smaller graphs. As in GOSH, after coarsening, HARP runs embedding on all the levels by projecting the vectors of an embedding on a coarsened graph to the embedding of the finer graph. HARP also applies a hybrid coarsening scheme. The scheme has two key parts; edge collapse, and star-collapse for preserving first-order, and second-order proximity respectively. With edge collapse \(^{[22]}\), the vertices that have an edge in between are collapsed such that no vertex can be collapsed more than once. On the other hand, star collapse matches low-degree peripheral vertices which are connected to the same hub vertex.

V. Experiments

For the experiments, we use a single server with 2 sockets, each with 8 Intel E5-2620 v4 CPU cores (16 cores in total) running at 2.10GHz. The server has 198GBs RAM. A single Titan X Pascal GPU with 12GB memory is used for GPU experiments. The operating system on the server is Ubuntu 4.4.0-159. gcc 7.3.0 is used to compile CPU codes with -O3, OpenMP is used for CPU parallelization. As for GPU implementations and compilation, we used nvcc with CUDA 10.1 and optimization flag -O3. The GPUs connection to the server is PCIe 3.0 x16.

A. Tools used for evaluation

The following state-of-the-art tools are selected to compare and evaluate the embedding performance:

- **VERSE**\(^2\) is a generic, multi-core graph embedding algorithm with a fast CPU implementation \(^{[17]}\). We use Personalized Page Rank (PPR) as the similarity measure and \(\alpha = 0.85\) as recommended by the authors. The number of epochs and the learning rate (for embedding) are set to \(e \in \{600, 1000, 1400\}\) and \(lr = 0.0025\), respectively. Out of the three runs, the best AUCROC score is reported.

- **MILE**\(^3\) is an embedding algorithm discussed in Section IV. We use DEEPWALK as the base embedding method, MD-GCN (as suggested in \(^{[6]}\)) as the refinement method, 8 levels of coarsening, and a learning rate of \(lr = 0.001\) during embedding. MILE does not allow for the number of epochs to be configured.

- **GOSH** is a fast, GPU-based embedding algorithm equipped with coarsening. We employ four different versions, GOSH-ultra-fast, GOSH-fast, GOSH-normal, and GOSH-slow are used with the parameters given in Table II. We vary the configurations with respect to the number of epochs, the learning rate, and the smoothing ratio (for distributing the epoch budget). As the number of epochs \(e\) and the smoothing ratio \(p\) decrease, \(lr\) increases to compensate for the reduced amount of work on the original graph with faster learning. The only difference between GOSH-ultra-fast, and GOSH-fast is the number of epochs designated for training. In addition to these versions, we use GOSH with no coarsening which spends all the embedding epochs on the original graph. As Table II shows, the configurations use different number of epochs, i.e., \(e_{\text{medium}}\) and \(e_{\text{large}}\) for medium-scale and large-scale graphs, respectively.

In order to make fair comparisons among different graphs, a single epoch is defined as executing \(|E|\) number of updates (as also defined by \(^{[5]}\)). We do not use HARP in our experiments, since as shown in \(^{[18]}\), the tool is not designed to make the embedding faster and cannot scale to millions of vertices and edges. The main shortcoming is that it does not use the epoch budget distribution described in Section \(^{[II-B]}\) but uses the same, i.e., the original number of epochs at every level. For instance, the largest graph used in \(^{[18]}\) has around 10K vertices and less than 350K edges, and for this graph, the reported execution times are all more than 400 seconds.

B. Datasets

For a thorough empirical analysis and to cover different graph structures, we use a wide variety of graphs that have different origins, vertex counts, and densities. The properties of these graphs are shown in Table III.

C. Evaluation pipeline

The embedding quality of GOSH, VERSE, and MILE are evaluated with link prediction, which is one of the most common machine learning tasks used in the literature to evaluate graph embedding tools \(^{[4], [5], [16], [17]}\).

\(^2\)Code publicly available at https://github.com/xgfs/verse

\(^3\)Code publicly available at https://github.com/jiongqian/MILE

\(^4\)Code publicly available at https://github.com/SabanciParallelComputing/GOSH
For evaluation, we split the input graph $G$ into train and test sub-graphs, $G_{\text{train}} = (V_{\text{train}}, E_{\text{train}})$ and $G_{\text{test}} = (V_{\text{test}}, E_{\text{test}})$, respectively. $G_{\text{train}}$ contains 80% of the edges in $G$, and the remaining 20% of edges are in $G_{\text{test}}$. All isolated vertices in $G_{\text{train}}$ are removed. To make sure $V_{\text{test}} \subseteq V_{\text{train}}$, all $(u, v) \in E_{\text{test}}$ edges, where $u$ or $v$ are not in $G_{\text{train}}$, are also removed. Then, the target algorithm is executed with a newly generated $G_{\text{train}}$ to get an embedding. Based on this, a Logistic Regression model is trained using the SGDClassifier module from scikit-learn with a Logistic Regression solver. Finally, the existence of the edges in $G_{\text{test}}$ is predicted by the model, and the AUCROC score is reported [27].

During the evaluation, two matrices $R_{\text{train}}$ and $R_{\text{test}}$ are created for the prediction pipeline. Each (row) vector $R_{\text{train}}$ is generated by the element-wise multiplication of two vectors $M[u]$ and $M[v] \in M$, where $u, v \in V$. A row is either a positive sample or a negative sample. $R_{\text{train}}$ contains $|E_{\text{train}}|$ amount of positive samples, where a positive sample corresponds to an edge $(u, v) \in E_{\text{train}}$. Moreover, the same number of negative samples from $(V_{\text{train}} \times V_{\text{train}}) \setminus E_{\text{train}}$ is generated and added as vectors to $R_{\text{train}}$ to produce a balanced data-set for training the logistic regression model. $R_{\text{test}}$ is created similarly by using $G_{\text{test}}$ instead of $G_{\text{train}}$ as the source of samples. Unlike $R_{\text{test}}$, for the last column of $R_{\text{train}}$, a label representing a positive or negative sample is concatenated to the end of the vector.

D. Experiments on the coarsening spectrum

For embedding, it is hard to demystify which coarsening strategy is the best and why. We devise this experiment to delve into this question and grasp the nature of the optimization led by the decisions taken during the coarsening in a more detailed way. It will not be fair if the strategies are considered competitors. For instance, grappolo is a modularity maximization tool and not proposed for graph embedding (as novel is not proposed to maximize modularity). In short, the three other strategies (anti, random, and grappolo) are judiciously chosen to form the spectrum with novel which is the default coarsening strategy of GOSH.

For a glimpse of how these coarsening strategies behave in terms of the number of vertices and edges of the coarsened graphs, one can look at Table IV. The first three strategies produce more levels compared to grappolo. For instance, on youtube and twitter_rv, grappolo takes 4 levels with 20K and 40K edges, on the coarsest graph, respectively. On the other hand, the other three strategies can reach the same number of edges in around 10 levels. As expected, the behavior of anti and random are almost similar. As the table shows, for both youtube and twitter_rv, random goes one level deeper and reaches a smaller amount of vertices in the coarsest level. In concordance, the training time for grappolo is higher, since the epochs are distributed to less number of levels containing relatively larger graphs.

| Graph | $|V|$ | $|E|$ | $|E|/|V|$ | Src |
|-------|------|------|---------|-----|
| com-dblp | 317,080 | 1,049,866 | 3.31 | [23] |
| com-amazon | 334,863 | 925,872 | 2.76 | [24] |
| youtube | 1,138,499 | 4,943,382 | 4.34 | [24] |
| soc-pokec | 1,632,803 | 30,622,564 | 18.75 | [23] |
| com-orkut | 3,072,441 | 117,185,083 | 38.14 | [23] |
| com-lj | 3,997,962 | 623,056,313 | 15.77 | [25] |
| soc-LiveJournal | 4,847,571 | 68,993,773 | 14.23 | [25] |
| hyperlink2012 | 39,497,204 | 623,056,313 | 15.77 | [25] |
| soc-sina | 58,655,849 | 261,321,071 | 4.46 | [26] |
| twitter_rv | 41,632,230 | 1,468,365,182 | 35.25 | [26] |
| com-friendster | 65,608,366 | 1,806,067,135 | 27.53 | [26] |

| Graph | $|V|$ | $|E|$ | $|E|/|V|$ | Src |
|-------|------|------|---------|-----|
| com-dblp | 317,080 | 1,049,866 | 3.31 | [23] |
| com-amazon | 334,863 | 925,872 | 2.76 | [24] |
| youtube | 1,138,499 | 4,943,382 | 4.34 | [24] |
| soc-pokec | 1,632,803 | 30,622,564 | 18.75 | [23] |
| com-orkut | 3,072,441 | 117,185,083 | 38.14 | [23] |
| com-lj | 3,997,962 | 623,056,313 | 15.77 | [25] |
| soc-LiveJournal | 4,847,571 | 68,993,773 | 14.23 | [25] |
| hyperlink2012 | 39,497,204 | 623,056,313 | 15.77 | [25] |
| soc-sina | 58,655,849 | 261,321,071 | 4.46 | [26] |
| twitter_rv | 41,632,230 | 1,468,365,182 | 35.25 | [26] |
| com-friendster | 65,608,366 | 1,806,067,135 | 27.53 | [26] |

| Graph | Strategy | $T_1$ (s) | $D$ | $|V_{D-1}|$ | $|E_{D-1}|$ |
|-------|----------|----------|------|--------|--------|
| youtube | anti | 10.3 | 7 | 172 | 29260 |
| random | 8.3 | 8 | 127 | 15908 |
| novel | 8.1 | 8 | 202 | 37848 |
| grappolo | 287.8 | 4 | 10997 | 20039 |
| twitter_rv | anti | 1400.7 | 10 | 279 | 77562 |
| random | 1195.8 | 11 | 195 | 37584 |
| novel | 1031.2 | 12 | 158 | 24780 |
| grappolo | 4586.1 | 4 | 11720 | 40782 |

For embedding, it is hard to demystify which coarsening strategy is the best and why. We devise this experiment to delve into this question and grasp the nature of the optimization led by the decisions taken during the coarsening in a more detailed way. It will not be fair if the strategies are considered competitors. For instance, grappolo is a modularity maximization tool and not proposed for graph embedding (as novel is not proposed to maximize modularity). In short, the three other strategies (anti, random, and grappolo) are judiciously chosen to form the spectrum with novel which is the default coarsening strategy of GOSH.

For a glimpse of how these coarsening strategies behave in terms of the number of vertices and edges of the coarsened graphs, one can look at Table IV. The first three strategies produce more levels compared to grappolo. For instance, on youtube and twitter_rv, grappolo takes 4 levels with 20K and 40K edges, on the coarsest graph, respectively. On the other hand, the other three strategies can reach the same number of edges in around 10 levels. As expected, the behavior of anti and random are almost similar. As the table shows, for both youtube and twitter_rv, random goes one level deeper and reaches a smaller amount of vertices in the coarsest level. In concordance, the training time for grappolo is higher, since the epochs are distributed to less number of levels containing relatively larger graphs.

Fig. (2) Medium-scale graph results for different coarsening strategies and configurations.

The embedding performance of the aforementioned strategies on different GOSH configurations are given in Figures 2 and 3 for medium- and large-scale graphs, respectively. In terms of embedding performance, for the configurations ultra-fast and fast, anti has a slight edge over random, and for the rest, the performance of both strategies are not distinguishable. For both strategies, the AUCROC scores significantly improve when the number of epochs increases, i.e., when the configurations are changed from ultra-fast to slow. We conjecture that this happens due to fixing the bad decisions taken during coarsening which ignore vertex proximities. Note that with anti, and also for most of the cases in random,
levels. That is the amount of work done by \textit{grappolo} of levels since \textit{grappolo}.

A caveat is that the approaches do not use the same number of epochs to train the embeddings in the last level. However, when \textit{GOSH} configurations move from ultra-fast to slow (Fig. 4a - from left to right), \textit{novel} becomes better in terms of precision (and stays faster than \textit{grappolo} in terms of embedding time). Figure 5 shows the performance profile of all coarsening-configuration pairs. Similar conclusions follow: \textit{anti} and \textit{random} need more epochs to obtain a decent performance and when the number of epochs is increased, the change on their AUCROC scores is clear. Although \textit{grappolo} is more robust and successful with fewer epochs, \textit{novel}, which is a more relaxed strategy, performs better in terms of AUCROC when the number of epochs is increased.


disconnected vertices will have the same embedding vector at the beginning of each level’s embedding. When the number of epochs increases, \textit{GOSH} has more fuel to fix the negative impact of the underlying coarsening decisions. Although on a smaller scale, such an improvement is also observed for \textit{novel} in medium-scale graphs. On these graphs, \textit{novel} almost always performs better than \textit{anti} and \textit{random}. This emphasizes the importance of taking the proximity information into account during coarsening for a better embedding quality.

Especially for large-scale graphs in Figure 5, \textit{novel} suffers to generate a quality embedding with a low epoch budget, where \textit{grappolo} scores the best with the exception of \textit{twitter_rv}. A caveat is that the approaches do not use the same number of epochs since \textit{grappolo} produces significantly less coarsening levels. That is the amount of work done by \textit{grappolo} is substantially larger than the rest for fast configurations. This being said, it indeed has less AUCROC variation when the configuration and the number of epochs change. When the epoch budget is increased, \textit{novel} becomes superior to \textit{grappolo} for most of the medium- and large-scale graphs. Since \textit{novel} tends to generate smaller graphs with less number of vertices compared to \textit{grappolo}, it can perform larger optimization steps, i.e., updates that change the embedding of more vertices (with updates on super-vertices) at once. For instance, on \textit{youtube} with slow configuration, 70 and 220 epochs are reserved for the original graph by \textit{novel} and \textit{grappolo}, respectively. For \textit{novel}, the final embedding can be considered fine tuning whereas it is one of the main steps in \textit{grappolo}. Furthermore, using more levels also make the embedding process much faster since most of the epochs are spent on smaller graphs.

To better profile the relative performance of the coarsening strategies, Figures 4 and 5 are provided. In these figures, the algorithms and configurations are compared against the best AUCROC for each graph. The \textit{T} value (x-axis) represents the distance of a strategy to the best AUCROC score. A point on the chart, i.e., \( T = x \) and \# of graphs = \( y \), indicates that for \( y \) graphs, the corresponding algorithm scores at most \( x \) worse than the best. The previous experiments revealed that \textit{grappolo} is the most stable coarsening strategy. That is the variation among its AUCROC scores (with different \textit{GOSH} configurations) is less. In concordance with this, Fig. 4a (left) shows that \textit{grappolo} is indeed the best coarsening strategy with the ultra-fast configuration in terms of AUCROC scores. We believe that for cheap configurations, the proposed strategy \textit{novel} does not have enough number of epochs to fine-tune the embeddings in the last level.


evaluating the impact of heuristics on novel coarsening

As the previous experiments show, coarsening has a huge impact on training time and precision. Hence, it is an indispensable tool to cope with big graphs during embedding. To analyze the performance of the coarsening strategy \textit{novel} in detail, we run it \textit{naively} without any heuristics, as well as only with \textit{ordering}, and in addition, with \textit{hub}^2-restriction, both of which are described in Section III-A. Table V presents the results of these experiments with these \textit{novel} variants.

As the table shows, the naive variant which allows two vertices with a large degree to merge performs poorly regarding coarsening efficiency. With \textit{ordering} heuristic, a slight improvement in coarsening efficiency is noted. However, the embedding quality degrades substantially; it regresses from 0.964 to 0.921 and from 0.959 to 0.956 for \textit{com-friendster} and \textit{youtube}, respectively. As explained in Section III-A we believe this is caused by an already existing problem which is amplified by sorting. When two hub-vertices \( u, v \in V_i \) with large neighborhoods are merged, the coarsening efficiency decreases immensely. However, when the \textit{hub}^2-restriction heuristic is added on top of \textit{ordering}, this problem is mitigated. With both heuristics, the largest graph in the dataset \textit{com-friendster} is reduced from 63 million vertices to only 823 vertices in 10 iterations. Furthermore, a substantial improvement is also demonstrated regarding coarsening quality; 1%, and 2% increase is observed in Table V for the graphs \textit{com-friendster} and \textit{youtube}, respectively. This shows how these two heuristics complement each other and further highlights the importance of effective and efficient coarsening.
Fig. (4) Performance profile of GOSH using ultra-fast, fast, normal, and slow configurations with different coarsening strategies for the entire data-set. Since the ultra-fast configuration only defined for medium-scale, i.e., 8 out of 12, graphs, the maximum number on the y axis is 8 for this case.

Fig. (5) Performance profile of GOSH with different coarsening strategies and embedding configurations for the entire data-set. Colors and markers represent the configuration and the coarsening strategy, respectively.

F. Experiments on coarsening depth

Table [VI] shows the impact of using different coarsening levels $D$ on the training time and embedding precision. Due to the epoch distribution strategy of GOSH, when the coarsening depth increases the total amount of work that is reserved for the finer levels decreases. With higher $D$ values, one may expect a decrease both on the training time and the quality of the output, since the amount of epochs transferred from the finer levels to coarser levels will take less amount of time, and the updates on the coarser levels will be less instrumental. While the former is true, as also verified by [18], the latter is the other way around. As explained in Section III when the graph is coarser, the updates on the vertices become more impactful on the finest level. That being said, a good coarsening strategy should not create thousands of levels. In this case, most of the epoch budget will be used for coarsened but similar graphs. Although we do not know the optimal number for each graph, based on our experience and the experiments we present, using around 10 levels creates a good balance between runtime and embedding performance for graphs having 50M vertices and more than 1B edges.

G. Impact of the coarsening overhead

Although embedding is a time-consuming process, the coarsening overhead can also be important, especially when the embedding tool is fast. For instance, VERSE, a CPU-parallel graph embedding tool takes more than 40K seconds on com-orkut. It is reported in [7] that on the same graph, MILE coarsening and novel take 1308.3 and 6.6 seconds,
respectively. With VERSE, MILE's coarsening overhead can be overlooked. However, GOSH, which is an efficient implementation of VERSE on the GPU, only takes 2752 seconds on the same graph without coarsening. Hence, for a fast embedder, the coarsening overhead is important. This is why the attempts such as parallelization to reduce the coarsening overhead without sacrificing from efficiency and effectiveness are valuable to deal with big graphs.

Table VII presents the results of the experiments on sequential and parallel novel coarsening with $\tau = 2, 4, 8, 16$ threads. The details of the parallel implementation are given in [7]. As the results show, parallel coarsening has similar $D$ values, and the last-level graphs are of similar sizes. Hence, with a similar coarsening quality, the parallel algorithm is 5–8× faster compared to the sequential counterpart. As described in [7], the time complexity of coarsening is $O(|V| + |E|)$ and in practice, $|E|$ dominates the workload. Although there are other parameters, the variation in the speedups is in concordance with the variation in the number of edges. For instance, soc-sinaweibo only has 200M edges and yields the smallest speedup value of 5.41×. On the other hand, the largest speedup 7.57× is obtained for com-friendster, which is the largest in our data-set with 1.8B edges.

The impact of using sequential and parallel coarsening on the embedding time can be seen in Figure 6. Indeed, when the fast configuration of GOSH is used, sequential coarsening introduces around 12× speedup on average over the NoCoarse version of GOSH which spends all the epochs on the original graph. Although this is a significant improvement, when parallel coarsening is used, the speedup increases to 43×. This shows the importance of the attempts to reduce the overhead of coarsening time for graph embedding.

Table VIII Link prediction results on medium-scale graphs. VERSE and GOSH uses $\tau = 16$ threads. MILE is a sequential tool. Both GraphVite and GOSH uses the same GPU. The speedup values are computed based on the execution time of VERSE.

H. Performance of GOSH and other tools

We compare the embedding runtime and precision of GOSH with and without coarsening to those of other tools. Looking at Table VIII, we can confirm that the embedding quality consistently and significantly improves with coarsening. Furthermore, coarsening helps to catch the AUCROC score of VERSE, which is the underlying algorithm for GOSH. We believe that the NoCoarse version is inferior w.r.t. VERSE, since for efficiency, GPU-based embedding is performed in a lock-free fashion which allows some number of race conditions, and hence, incorrect updates on the embedding vectors. Overall, thanks to coarsening, GOSH (normal) is 110×–222× faster.
than VERSE with a comparable embedding quality. In addition, it is better than MILE both in terms of speed and precision.

VI. CONCLUSION AND FUTURE WORK

Coarsening is shown to be an indispensable technique for graph embedding. It can boost the training performance by several orders of magnitude and enables better utilization of memory-restricted accelerators such as GPUs. Hence, we can assume that it will always be on for today’s high-performance graph embedding tools, as well as the future ones. This is why in this work, we focus on the impact of coarsening strategies over the embedding performance from both computational and optimization points of view.

Although using a strategy that totally follows similarity seems to be robust in terms of precision, we show that its overhead and resistance to fine-grain optimizations can deteriorate the embedding performance in practice. Furthermore, such a strategy saturates the coarsening steps quicker than less restricted strategies which in turn has a negative impact on the embedding time. There exist studies in the literature that focus on improving the runtime of community detection tools. For instance, a recent one improves Grappolo by an order of magnitude while producing similar or better results [28]. It is an interesting research avenue to integrate such coarsening strategies to high-performance graph embedding tools in a more suitable way.

As future work, we would like to extend our analysis to other machine learning tasks, e.g., node classification and anomaly detection. We believe that each task has its own characteristics, and hence it is important to investigate the performance of the coarsening on different ML tasks and explore the possibility of integrating additional metrics to the coarsening.
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