Facial Expression Retargeting from Human to Avatar Made Easy

Juyong Zhang, Keyu Chen, Jianmin Zheng

Abstract—Facial expression retargeting from humans to virtual characters is a useful technique in computer graphics and animation. Traditional methods use markers or blendshapes to construct a mapping between the human and avatar faces. However, these approaches require a tedious 3D modeling process, and the performance relies on the modelers' experience. In this paper, we propose a brand-new solution to this cross-domain expression transfer problem via nonlinear expression embedding and expression domain translation. We first build low-dimensional latent spaces for the human and avatar facial expressions with variational autoencoder. Then we construct correspondences between the two latent spaces guided by geometric and perceptual constraints. Specifically, we design geometric correspondences to reflect geometric matching and utilize a triplet data structure to express users' perceptual preference of avatar expressions. A user-friendly method is proposed to automatically generate triplets for a system allowing users to easily and efficiently annotate the correspondences. Using both geometric and perceptual correspondences, we trained a network for expression domain translation from human to avatar. Extensive experimental results and user studies demonstrate that even nonprofessional users can apply our method to generate high-quality facial expression retargeting results with less time and effort.
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1 INTRODUCTION

Facial expressions are caused by muscle movements beneath the skin of faces. They convey emotional and nonverbal information. Transferring facial expressions from one subject to another is a long-standing problem in computer animation, which is also known as expression cloning [1] and retargeting [2]. The retargeting process typically includes capturing facial performances of a source subject and then transferring the expressions to a target subject. Though the recent development of 3D facial reconstruction [3], [4], [5] has achieved affordable high performance in real-time, transferring the captured expressions to digital characters remains challenging. This is because current techniques and tools require much effort and work with professional skills, due to the stylized characteristics of the target subjects. The popular blendshape-based animation, which uses equivalent blendshapes between the source and target characters, is an example that requires experts to control a complicated face rig model to construct 3D avatar blendshapes [6].

In this paper, we focus on facial expression retargeting that transfers facial expressions from human actors to virtual avatars in a consistent and quality manner (see Fig. 1). The consistent manner means that only the expression is transferred; the human identity should not (or less) affect the retargeting results. The quality manner means that the retargeting results should preserve the semantics and fine shape detail of the given human facial expression. Facial expression retargeting is a cross-domain problem, which remains challenging for existing techniques, such as blendshape-based animation, because avatar faces, in general, are quite different from human actor faces in terms of shape and expression. Our goal is to develop easy-to-use techniques and tools for this task, which actually involves the following two fundamental problems:

• What is a good representation of human and avatar facial expressions for retargeting applications?
• How can we easily construct good correspondences between human and avatar facial expressions?

For facial expression representation, a popular model is the blendshape [6], [8]. A linear combination of a set of pre-defined blendshapes defines a low-dimensional parametric space with the coefficients serving as the parameters [2], [4], [9]. A high-dimensional facial expression can be approximately embedded into the low-dimensional space. However, if the facial expression is exaggerated, the low-
dimensional approximation could be poor. This is because the blendshape-based representation just spans a linear space based on a fixed set of bases, while real facial expressions vary nonlinearly due to complicated emotional movements. Thus some nonlinear methods using deep learning techniques [10], [11] have been developed. In this paper, we use a variational autoencoder (VAE) [12] to embed facial expressions into a latent space. The latent representation of a VAE provides the generalization capability to data unseen from the training set. Furthermore, to make our method independent of (or less dependent on) human identities, we utilize the disentangled 3D face representation learning [11] to extract the expression component from human faces.

Once the expression embedding for human and avatar faces is established, the next question is how to relate the human and avatar expression representations. A previous approach is \textit{parallel parametrization} [1], [3]. By building semantically equivalent blendshapes of the source and target, the translation directly copies the blendshape weights from the source parametric space to the target parametric space. However, the construction of semantically equivalent blendshapes is difficult and labor-intensive, requiring time-consuming modeling process and professional skills.

Our idea is to introduce geometric and perceptual constraints to the process of constructing the correspondence between human and avatar expressions. The geometric constraints are implemented automatically by geometry-based deformation transfer and retrieval. The perceptual constraints are implemented by utilizing the human ability to perceive the subtle changes in facial expressions. Specifically, given a human reference expression, two expressions are automatically selected from the avatar expression dataset to form a triplet. People are asked to choose one of the two avatar expressions: the one which has greater similarity to the human expression. We designed a user-friendly tool for annotation, and the annotators can be non-professionals without face modeling experience. The low training requirements for annotators significantly reduces the labor cost and expertise requirement. The annotated results, together with the geometric correspondences, are used to train a domain translation network, which defines a mapping between human and avatar latent spaces of expressions.

In summary, we propose a new facial retargeting framework that comprises variational autoencoder networks to encode human and avatar facial expressions in nonlinear representations, and a domain translation network to translate expression codes across two latent spaces. In the training stage, we use triplets annotated by nonprofessional people instead of blendshapes created by professional animators to train the semantic correspondences. In the inference stage, our end-to-end system takes as input 3D human face shapes and outputs the retargeting results of avatar expressions. The system can be easily adapted to different virtual characters and can handle various human identities. The main contributions of the paper are twofold:

- We propose a novel, two-stage, deep learning based framework for cross-domain 3D facial expression retargeting. The framework is composed of nonlinear facial expression embedding and a domain translation.
- We have developed an easy-to-use and robust approach for constructing correspondences between the human and avatar expression latent spaces. The novelty of the method lies in the generation of triplets, the labeling of triplets by nonprofessionals, and the use of labeled triplets for training the domain transfer network.

2 RELATED WORK

2.1 Blendshape-based Representation

The blendshape is a prevalent model in the animation and movie industry, and it dates back to the facial action coding system (FACS) [8]. The blendshape model represents complex and varying facial expressions as a linear combination of a group of expressive shapes. It is often used as a basic parametric representation in applications such as retargeting [9], [13], [14], [15], [16]. Constructing a group of blendshapes is, however, labor-intensive and requires modeling experience and skills [6]. Recently, 3D facial performance capturing techniques have provided new ways to automatically generate the blendshape models, such as FaceWarehouse [17] and the 3D morphable model [18]. These models also benefit other tasks, for example, face reconstruction [3], [5], [19]. Despite the existence of several human facial expression blendshapes, there is currently no universal facial expression representation for stylized characters in the digital world, which shares the same semantics. Avatar blendshapes still have to be manually created by artists using professional 3D modeling software like Autodesk MAYA [20] and 3DS Max [21].

In order to alleviate the expensive cost of constructing avatar blendshapes, methods have been proposed to avoid manual processing. For example, blendshape refinement [2] was proposed to align the motion ranges of human and avatar on manifolds, and a deep learning approach was developed to apply GANs to translate parametric models between subjects [22]. Different from these blendshape-based approaches, our work trains an embedding network with randomly generated data, which represents facial expressions in a nonlinear manner.

2.2 Mesh Deformation Transfer

Transferring a deformation from one object to another is a classical geometric processing problem. The concept of deformation transfer is generalized to expression cloning [1]. Given a source face model and a target face model, the expression cloning process transforms the nonrigid deformation (expression) on the source face to the target face. In general, the source and target faces are represented by meshes that may have different connectives. [1] suggested an approach to establish dense correspondences and transfer the source deformations to the target via per-vertex displacements. The approach is improved by using deformation gradients [7] and radial basis functions [23], [24], [25]. Other geometric deformation techniques for facial performance transfer or animation have also been introduced, such as controllable interactive editing [26], contact-aware transfer [27], and dynamic modeling [28], [29], [30].
In example-based animation, traditionally, artists manually transfer the animation of a source character to a target character, which requires great effort [31]. Deformation transfer can reduce this effort by transferring a group of key poses to the target automatically, after which the linear combination of blendshapes can help to generate the inbetween frames [32]. In this process, the mesh deformation transfer requires a set of corresponding points in the source and target models. If the shapes of the source and target models are rather different (for example, in the situation where the source is a human face and the target is an avatar face), the geometrically and semantically consistent correspondences may fail, leading to bad transfer results [2].

2.3 Deep Learning for Face Analysis

Deep learning for face construction and analysis has attracted much attention in recent years. Previously 3D face shapes were often represented by linear models such as blendshapes [17] and PCA basis [18]. With deep learning tools, a nonlinear representation model can be trained for 3D faces by using a variational autoencoder [33]. Equipped with the graph convolutional operator [34] and the mesh deformation representation [35], learning-based methods [10, 11, 12] have been developed to represent the faces, which are shown to be more powerful and robust than the linear methods. As for expression analysis, methods have been developed to use either classified categories [36, 37] or labeled triplets [38, 39] to embed emotional facial expressions into a discrete or continuous space. There are, however, only a few works that consider stylized avatars or cartoon faces. In [40], a categorical cartoon expression dataset is created by facial expression artists, and the data in the dataset are labeled via Mechanical Turk (MT) [41]. In [42], an evolutionary algorithm is developed to generate plausible facial expressions for digital characters.

3 Overview

This section introduces the framework of our facial retargeting. As illustrated in Fig. 2, the framework consists of two processes: (1) expression embedding and (2) correspondence construction and domain translation network training. Specifically, let $M_{human}$ and $M_{avatar}$ represent the high-dimensional spaces consisting of the human expression meshes and the avatar expression meshes, respectively. Our approach is to map a given human facial expression in $M_{human}$ to an avatar expression in $M_{avatar}$. The first-stage process is to embed spaces $M_{human}$ and $M_{avatar}$ of the human and avatar expressions into low-dimensional latent spaces denoted by $S_{human}$ and $S_{avatar}$. The second stage is to establish a cross-domain translation function $F : S_{human} \rightarrow S_{avatar}$ that relates the two latent spaces. The details of these processes are explained in Section 4 and Section 5.

3.1 Facial Expression Embedding

Note that the blendshape model provides a simple way to embed a dense facial expression model into a low-dimensional parameter space. In fact, a 3D facial expression can be approximately represented as a neutral expression plus a linear combination of a set of blendshapes with the weights $w = (w_1, w_2, \ldots, w_N)^T \in \mathbb{R}^N$. Denote the neutral expression by $b^0$ and the blendshapes by $\{b_i\}_{i=1}^N$. Both $b^0$ and $b^i$ are matrices in $\mathbb{R}^{3 \times k}$, composed of mesh vertices, where $K$ is the number of vertices. The weights $w^*$ for an expression model $m$ are the solution to the following minimization problem:

$$
    w^* = \arg \min_{w \in \mathbb{R}^N} \| m - (b^0 + \sum_{i=1}^N w_i(b^i - b^0)) \|_2^2 + E_{reg}(w),
$$

where $\| \cdot \|_2$ is the $L_2$ norm. The regularization term $E_{reg}$ is introduced to avoid generating large weights, and thus artifacts, when the blendshapes are not orthogonal [6].

However, such an approach has two drawbacks. First, the blendshape-based representation has difficulty in representing expressions outside of the linear span of $\{b^i\}_{i=0}^N$. If some exaggerated or unseen expressions are omitted during the blendshape construction, the blendshape model may not be able to represent them well. Second, the construction of expression blendshapes is nontrivial. Although there are works [17, 32] that try to automate the blendshape construction by human facial performance capturing, creating the blendshapes for avatars still requires a tedious and time-consuming modeling process. Currently, this is usually done by experienced artists who manipulate digital character models with professional software such as Autodesk MAYA.

Inspired by the success of recent data-driven shape analysis methods [43, 44], we propose to construct a VAE for deformable facial expressions; using the VAE enhances the expression representation from linear to nonlinear. In particular, for each avatar character, we train a VAE network with randomly generated expressions and obtain the latent space for the avatar expression. The latent space of the VAE network can cover most valid expressions of the avatar. For human faces, we use disentangled 3D face representation learning [11] to decompose the faces into identity and expression components. In this way, the learned human expression representation is not affected by human identity differences.

3.2 Expression Domain Translation

After obtaining the embedding of human and avatar expressions, our next step is to construct a mapping function.
Given one human expression and two avatar expressions, which together form a triplet, we ask annotators to choose which of the two avatar expressions is more similar to the human expression. Then we utilize the choice to train the cross-domain translation network. Note that all the annotators are nonprofessionals, and the annotation tasks can be simultaneously distributed to them. In this way, we can avoid requiring professional skills and intensive efforts in creating corresponding avatar blendshapes.

To construct the training data, we propose a coarse-to-fine scheme to generate correspondences under both geometric and perceptual constraints. First, we apply the deformation transfer method [7] to compute an initial deformed avatar expression mesh. Second, we automatically retrieve many avatar expressions from the dataset, which are geometrically similar to the initial one. Last, we construct triplets from the retrieved avatar expressions and generate the perceptual correspondences based on user annotation. To accelerate the manual annotation process, we further design a tournament-based strategy to infer new triplet labeling from the annotated ones.

Fig. 5 shows the pipeline of our proposed facial retargeting approach. The top and bottom branches are separate graph convolutional VAE networks for human and avatar expression representation learning. Across the two latent spaces, a fully-connected network $\mathcal{F}$ is trained for domain translation. In the inference stage, our framework takes as input 3D human face shapes, and it outputs retargeted avatar expression shapes.

## 4 Nonlinear Expression Embedding

A powerful parametric model, which can cover most deformable facial expression shapes, is a crucial component of any retargeting system. To improve the representation ability of linear models, we employ a VAE network [11], [43] to learn a nonlinear latent representation. The generalization property of VAEs enables the embedded latent space to represent a wider range of expressions, which helps to improve the robustness of the facial retargeting process. Our approach is to train an individual VAE network for each avatar character and train a disentangled network for all human actors.

### 4.1 Avatar Expression Domain

#### 4.1.1 Data Collection

We obtained rig models of three characters: Mery, Chubby, and Conan. Each rig model has many controllers that are associated with specific muscle movements. For example, the eyebrow controller allows right/left movement, and the jaw controller allows up/down movement. We sample the rigging parameters in a feasible range and thus generate random expressions in 3D shapes.

In order to generate reasonable avatar expressions, we limit the number of controller parameters to be sampled. In each round, at most five controllers are chosen with random values of weights falling in $[0,1]$. In this way, we automatically generate 2000 valid expressions for each avatar. Some examples are shown in Fig. 6.
Fig. 5. The pipeline of our proposed algorithm. The network includes facial expression embedding and expression domain translation. For humans, we train only one VAE network to embed expressions from different people into an identity-invariant latent space. For avatars, we train an individual VAE network for each character. For human and avatar expression representations, a domain translation network is trained under both geometric and perceptual constraints.

©Face rigs: meryprojet.com, Tri Nguyen, www.highend3d.com

Fig. 6. Data collection process. The top-left image shows a facial rig of an avatar character. By randomly sampling valid rig controller parameters, we generate various expressions as shown on the right. Rand(i, j) represents a random sample of integers in interval [i, j], and U(0, 1) represents the uniform distribution over [0, 1]. ©Face rig: Tri Nguyen

4.1.2 Deformation Representation Feature
Given a collection of avatar expression meshes with the same topology, each mesh is converted into a representation using a neutral expression and Deformation Representation (DR) feature [11], [35], [47]. Specifically, consider an expression mesh \( m_r = (V_r, A) \) and denote the neutral expression mesh by \( m_0 = (V_0, A) \), where \( V_r \) and \( V_0 \) are the locations of vertices of the meshes and \( A \) is the adjacency matrix encoding the connectivity of the vertices.

The DR feature is computed as the local rotation and scale/shear transformations between \( m_r \) and \( m_0 \). The computed results are expressed as a 9-dimensional vector for each vertex, and then all these vectors are concatenated into a matrix of \( \mathbb{R}^{|V| \times 9} \). Compared to the traditional spatial feature (i.e., cartesian coordinates), the DR feature is invariant to global rigid transformations and can better capture the nonrigid deformation of face shapes. For more details of DR computation, please refer to [35].

4.1.3 Network Architecture and Loss Function
With the DR feature defined on mesh vertices, we use the spectral graph convolutional operator [34] to process the connectivity information. Because the three avatar characters have different mesh topologies, we train an individual VAE network for each of them. Both the input and output of the VAE network are DR features. The input data are embedded into a latent space by multiple fully connected layers with a bottle-neck architecture.

Following the vanilla loss definition in [48], we train our avatar expression embedding network with two objectives: distribution and reconstruction. That is, the VAE network training seeks to align the latent distribution to data prior and the reconstructed latent code to the original input as much as possible. Let \( G_a \) be the input feature extracted from an avatar expression model, \( z \) the latent code, and \( D_{avatar} \) the decoder. The loss functions are defined as:

\[
\begin{align*}
L_{rec} &= \| G_a - D_{avatar}(z) \|_1 \\
L_{kld} &= KL(N(0, 1)\|Q(z|G_a))
\end{align*}
\]

(2)

where \( \| \cdot \|_1 \) is the \( L_1 \) norm, and \( L_{rec} \) and \( L_{kld} \) are the reconstruction loss and the Kullback-Leibler (KL) divergence loss, respectively. The KL loss enforces a unit Gaussian prior...
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Fig. 7. Semantic correspondence construction. Given a human model as the reference, we first generate an initial avatar using Deformation Transfer [7]. Then a group of similar avatar expressions is retrieved from the avatar dataset. Finally, multiple users annotate the triplets generated from the groups according to perceptual similarity. The annotation results give the best matching avatar expression as well as the triplet data to train the domain translation network.
©Face rig: meryprojet.com

\[ N(0,1) \] with the zero mean on the distribution of latent vectors \( Q(z) \). Once the network is trained, we can take the latent code \( z \) as the avatar expression representation in \( S_{\text{avatar}} \).

### 4.2 Human Expression Domain

In order to allow different actors as the input to our system, we adopt the disentangled representation learning framework [11] to train a VAE network for human expression embedding. The learned latent space \( S_{\text{human}} \) is independent of identities and can easily handle different actors in the inference stage without additional refinement.

Following [11], we train a VAE network in a disentangled manner to exclude the influence of human identity. For 3D face models that come from different identities but have the same expressions, we average their shapes and compute the DR feature as a ground truth. The VAE network takes as input the DR feature of a face model and outputs a result reflecting the averaging shape. In this way, the identity information is removed from individual data, and the models of different human faces with the same expression are mapped to the same latent code. The loss functions for training such a human expression embedding network are similar to those for avatars except for the reconstruction target:

\[
L_{\text{rec}} = ||G_{\text{ref}} - D_{\text{human}}(z)||_1 \\
L_{\text{kld}} = KL(N(0,1)||Q(z|G_h)),
\]

where \( D_{\text{human}} \) is the decoder, \( G_h \) is the original input, and \( G_{\text{ref}} \) is the feature of the averaged shape.

## 5 Expression Domain Translation

This section describes how we construct the correspondences for the facial retargeting task and how we train the translation network to relate the human and avatar expression domains. We first introduce our novel correspondence construction and annotation design in Sec. 5.1 and Sec. 5.2, respectively, which take both geometric and perceptual constraints into consideration, as illustrated in Fig. 7. Then in Sec. 5.3, we propose a progressive training strategy that helps to stabilize the training process.

### 5.1 Geometric Consistency Constraint

To maintain the similarity of local geometric deformation between the source and target characters, we first use the deformation transfer algorithm [7] to deform the target avatar models according to the source human expressions. This generates an initial correspondence that can be viewed as the point-to-point correspondences between the human and avatar expressions. However, the geometric deformation often does not give good correspondences for stylized characters due to the large shape difference between the human face and the stylized character face. Therefore, we next relax such point-scale correspondences by retrieving other similar shapes from our avatar dataset based on the \( \ell_2 \) distance in the DR feature space.

Thus we obtain a group of avatar expressions that are all somehow similar to the source human expression. Due to the wide range of our collected avatar expressions, we can get various expressions that are similar in semantics but different in shape details. In this way, we create a group-scale correspondence, and the retrieved group contains more candidate models beyond the deformed mesh.

In the experiment, we used 46 human expressions in FaceWarehouse dataset [17] as human references. After going through the disentangled expression embedding network, they are embedded into the latent space and the latent codes are denoted by \( X = \{x_1, x_2, \ldots, x_{46}\} \subseteq S_{\text{human}} \). Corresponding to each code \( x_k \), the latent code of the deformed avatar expression is denoted by \( y_k^p \in S_{\text{avatar}} \) and the latent codes of the retrieved group of avatar expressions are denoted by \( Y_k = \{y_k^1, \ldots, y_k^P\} \subseteq S_{\text{avatar}} \), where \( P \) is the number of the avatar models we retrieve from \( M_{\text{avatar}} \). The retrieval is done by searching for the \( P \) avatar shapes that are nearest to \( y_k^p \) in the DR space based on the \( L_2 \) norm.

In the training stage, we let the expression translation network learn both the point-scale and group-scale correspondences. The translation network \( \mathcal{F} \) maps the latent code of the human expressions to the latent code of the avatar expressions.

First, we train the translation network \( \mathcal{F} \) with the point-to-point correspondences using the following paired loss
function:
\[
L_P = \frac{1}{K} \sum_{k=1}^{46} \| \mathcal{F}(x_k) - y_k \|_2^2.
\]
(4)

The \( L_P \) term aims to map the code \( x_k \) of a human reference expression accurately to the code \( y_k \) of the deformed avatar expression. Second, the point-to-group correspondences are added into the training with the group-wise loss function:

\[
L_G = \frac{1}{KP} \sum_{p=1}^{P} \sum_{k=1}^{46} \| \mathcal{F}(x_k) - y_k \|_2^2.
\]
(5)

Corresponding to the 46 human source expressions, we have 46 groups of avatar expressions. The \( L_G \) term tries to map each human expression code \( x_k \) to a point that is close to every avatar expression code \( y_k \) in \( Y_k \).

### 5.2 Perceptual Consistency Constraint

Once we have constructed the group-scale correspondences, we can further improve the domain translation network by fine-tuning the correspondences within groups. The idea is to utilize the human perceptual ability to find better avatar expressions in the same group. Specifically, a triplet comprises a human reference expression that is called an anchor, denoted by \( x_a \), and two different avatar expressions. The method automatically generates many triplets, and for each triplet, the users are asked to select the avatar expression that is visually more similar to the anchor point. The selected avatar expression is labeled as a positive point \( y_p \) and the other one is labeled as a negative point \( y_n \). The annotated triplet \( T(x_a, y_p, y_n) \) reflects the users’ preference and can be used to construct the triplet loss \[45\] to train the domain translation network.

The triplet loss is designed to enforce the anchor point to be mapped to a point close to the positive point and away from the negative point in the training stage, as depicted in Fig. 4. Thus the loss function is formulated as follows:

\[
L_T = \max\{0, m + D(x_a, y_p) - D(x_a, y_n)\},
\]
(6)

where \( m \) is the margin of the margin distance (empirically set to 0.2 in our work), and \( D(x_a, y_p) \) and \( D(x_a, y_n) \) represent the distances between the transferred human expression code \( \mathcal{F}(x_a) \) and the positive avatar expression code \( y_p \) and the negative avatar expression code \( y_n \), respectively:

\[
D(x_a, y_p) = \| \mathcal{F}(x_a) - y_p \|_2^2,
D(x_a, y_n) = \| \mathcal{F}(x_a) - y_n \|_2^2.
\]
(7)

We aim to minimize \( D(x_a, y_p) \) and maximize \( D(x_a, y_n) \).

To facilitate the annotation process, we build an easy-to-use interface that dynamically generates triplets for multiple users to annotate. We also select triplets that provide useful information or substantially contribute to the correspondence set. For example, given the same human reference expression \( x \), if avatar expression \( a \) is judged to be better than \( b \) and \( b \) is better than \( c \), then it is trivial to infer that \( a \) should be the positive point and \( c \) should be the negative point in the triplet \( T(x, a, c) \). Therefore, we design a tournament-based strategy that enables users to generate such inferences easily, and thus, we accelerate the annotation process.

We are now ready to describe the dynamic triplet generation procedure. As shown in Fig. 8, there are several rounds of elimination in the process. In the first round, the avatar expressions in the same group are randomly paired. For each pair of avatar expressions and the given human reference expression, the annotator chooses which avatar wins. The winner (positive one) will proceed to the next round while the loser is eliminated. If an annotator feels that the comparison is too difficult to decide, they can choose the “draw” option so that the triplet will be sent to other annotators. The tournament stops when the final “champion” is identified. Note that all the annotators use just their own visual perception to make the choices, and they are working in the same system. After the manual annotation process is done, the results are used automatically to augment the training dataset.

In practice, we set the group size to be 16, and we gathered 46 groups in total. With the tournament-based design, we only need to annotate \( 8+4+2+1=15 \) triplets for each group and 690 triplets for all 46 groups. We performed this process for three different avatars, so we constructed 2070 triplets. In our experiment, each annotator handled about 700 triplets, and the automatic augmentation generated another 1400 triplets. The annotation process took 10-20 minutes for each annotator and 30-60 minutes in total.

### 5.3 Progressive Training

We have introduced geometric and perceptual constraints in building correspondences. The total loss function can be constructed to include \( L_P, L_G \), and \( L_T \) to train the domain translation network as follows:

\[
L_{\text{total}} = \alpha_P L_P + \alpha_G L_G + \alpha_T L_T,
\]
(8)

where \( \alpha_P, \alpha_G \), and \( \alpha_T \) are trade-off weights balancing the importance of each loss term in different training stages.

Note that three types of correspondences (point-to-point correspondence, group-scale correspondence, and triplet correspondence) are constructed step by step. Their influences on the mapping function decline from the coarse level to the fine level. To achieve better training results,
we have to carefully arrange the order of different types of correspondences.

Our progressive network training involves three stages. We set $\alpha_P$ to 1.0 and $\alpha_G, \alpha_T$ to 1.0e-4 in the first stage to learn the coarse point-scale correspondence. Then we increase the value of $\alpha_G$ to 1.0 in the second stage to learn the group-scale correspondence. Once the coarse structure of the mapping function $F$ has been settled, the triplet loss is added to fine-tune the translation network. Therefore, in the third stage, we set $\alpha_T$ to 10.0 to make the user-guided perceptual correspondence play a major role.

6 Experiments

We first give the implementation details of our neural network structure and training settings in Section 6.1. Then in Section 6.2, we perform ablation studies to evaluate each component of our method. Next in Section 6.3 we compare our method with other three competitive approaches: the deep-learning-based method [44], blendshape-based retargeting [2], and the deformation transfer method [7]. Finally, we discuss two user studies and further experiments to demonstrate the advantages of our method in Section 6.4.

6.1 Implementation Details

Our trained network has two components: facial expression embedding and domain translation.

For facial expression embedding, two individual VAE networks are trained for the human and avatar, respectively. The human expression embedding network is adapted from [11], in which the disentanglement helps to eliminate the identity variances. We use the same training data as used in [11], which consists of the first 140 subjects and 47 expressions in the FaceWarehouse dataset [17]. The avatar expression embedding network is a typical graph convolutional VAE network [12]. We used three different avatar rigs: Mery (©meryproject.com), Conan (©Tri Nguyen), and Chubby (©www.highend3d.com), and trained three individual VAE networks for each of them. All the VAE networks were trained for 100 epochs with a learning rate of 1e-4 and a decay of 0.6 every ten epochs. We set the batch size to 30 and the dimension of the latent space to 25. The training takes about one to two hours, depending on the number of vertices.

The domain translation network is a 25-25 Multi-Layer Perceptron (MLP). The learning rate decays as 1e-4, 1e-5, and 1e-6 for three different training stages. Fig. 9 shows the network structure. For testing, we used the last ten subjects in FaceWarehouse [17] as source human expressions.

All the training frameworks are implemented in

---

*Fig. 9. Network structure. On the left is our graph convolutional VAE network which includes graph convolutional layers and fully connected layers. For different topological shapes, the size of input feature will be adjusted. On the right is our domain translation network consisting of FC layers, which relates the two latent spaces.*

*Fig. 10. Ablation study on multiple loss functions. On the left are six human expressions. On the right are the training results with different loss functions. It can be observed that by adding $L_G$ and $L_T$ losses, the retargeting results become more natural.*
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Its basic idea is to pose a shared parameterization. Its basic idea is to relate the source and target parametric representations given from top to bottom. The results show that our facial retargeting method is insensitive to identities.

To evaluate each component of our facial expression retargeting framework, we conducted three ablative studies. The first one was to examine the facial retargeting results at each progressive stage. The second one was to test the sensitivity of our method to the input of different human identities. The last one was to compare our domain translation network with the linear mapping solution.

### 6.2 Ablation Study

To train the translation function \( F \), we propose \( L_P \) loss for the point-to-point correspondence, \( L_G \) loss for the group-scale correspondence, and \( L_T \) loss for the triplet correspondence. Here we perform an ablative study on these three loss functions. Fig. 10 shows the retargeting results generated by the domain translation networks that are trained with (a) \( L_P \) loss only; (b) \( L_P \) and \( L_G \) losses; and (c) \( L_P \), \( L_G \), and \( L_T \) losses. It can be seen that the retargeting results are improved in fine detail by adding the \( L_G \) and \( L_T \) loss terms to the network training.

#### 6.2.1 Loss Functions

To train the face expression retargeting framework, we conducted three ablative studies. The first one was to examine the face retargeting results at each progressive stage. The second one was to test the sensitivity of our method to the input of different human identities. The last one was to compare our domain translation network with the linear mapping solution.

#### 6.2.2 Identity Independence

To show the effectiveness of the disentangled human expression representation, we tested the sensitivity of the proposed retargeting method on human identities. We chose subjects with the same facial expression in the testing set of FaceWarehouse dataset as input. The qualitative results, shown in Fig. 11, indicate that our generated retargeting expressions are independent of human identities, which implies that our method can be applied to different human actors without requiring additional refinement.

#### 6.2.3 Translation Network

In [6], the linear expression cloning (LEC) approach is proposed to relate the source and target parametric representations without a shared parameterization. Its basic idea is to find a retargeting matrix that specifies the correspondence between the two parameter spaces. In our case, let \( s_k \in \mathbb{R}^{25} \) be the source latent code and \( t_k \in \mathbb{R}^{25} \) be the target latent code. We chose 47 pairs of corresponding expressions, and constructed matrices \( S, T \) by collecting \( s_k \) and \( t_k \) as the columns of \( S \) and \( T \) so that \( S, T \in \mathbb{R}^{47 \times 25} \). Then the expression retargeting matrix \( E \in \mathbb{R}^{47 \times 47} \) can be computed as follows:

\[
S = ET \\
ST^T = ETT^T \\
E = ST^T(TT^T)^{-1}.
\]

To fairly compare our domain translation network with the simple LEC approach, we selected 47 human-avatar expression pairs that are best matched according to the user annotation. The LEC approach is regarded as the linear version of our domain translation network. It is capable of capturing the overall structure of the source and target domains, but it does not handle the fine-scale correspondences well. Moreover, if the provided expression pairs are not orthogonal, the linear mapping function may collapse and cause artifacts (see Conan’s case in Fig. 12).

### 6.3 Comparison

Now we compare our method with three competitive methods: deformation transfer with CycleGAN [44], blendshape-based animation [2], and gradient-based deformation transfer [7].

#### 6.3.1 CycleGAN+LFD

In [44], a deep learning based framework is proposed for shape analysis and deformation transfer. It trains VAE networks for shape embedding and a CycleGAN for latent space translation, which is similar to our approach. Different from our approach that uses carefully designed semantic correspondences of different characters, [44] adopts the lighting field distance (LFD) [51] as the metric to measure the similarities of models from different sets.

In the experiment, we replace our domain translation network with the CycleGAN+LFD network of [44]. We compute the LFD feature of human and avatar meshes in the same way as [44] and normalize the scores into \([0, 1]\). By comparing the training results of the two methods, it can be observed in Fig. 12 that the CycleGAN+LFD approach often generates undesired results, especially in the areas of eyes and mouth. This is because LFD is a coarse-level feature and incapable of capturing the deformation detail of 3D face shapes.

#### 6.3.2 Blendshape-based Animation

Blendshape-based animation is a common approach in commercial and high-end applications. It is also known as parallel parameterization [14], [15], [16]. With semantically equivalent blendshapes, the blendshape weights are directly copied from the source parameteric space to the target parameteric space. However, one problem with this approach is that constructing parallel blendshapes is labor-intensive and requires professional skills. Given the source blendshapes, modelers have to spend much time to create the corresponding target blendshapes. In our approach, we just need
Fig. 12. Comparison of retargeting human expressions to three avatars: Mery, Conan, and Chubby. We show the results generated by linear expression cloning (LEC) [8], the blendshape-based method (BS) [2], deformation transfer (DT) [7], CycleGAN+LFD (CG) [44], and our algorithm (Ours). The red rectangles highlight the areas of unfaithfully retargeted results or artifacts. More visualization results can be found in the supplementary video.
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triplets, which can be annotated even by nonprofessionals with their visual perception.

For fair comparison in the experiment, we asked an artist to construct a group of avatar blendshapes according to 46 human expressions chosen from the FaceWarehouse dataset [17]. In blendshape-based animation, weight regularization [24, 28, 31, 52] is important to avoid unnatural deformations. We adopted the expression regularization energy term $E_{\text{Retarget}}$ from [2] to compute the retargeted blendshape weights. Fig. 12 shows that our method gives better results than the blendshape-based method, especially for the details of eye-closing of Chubby and mouth corner movements of Mery.

### 6.3.3 Deformation Transfer

Deformation transfer (DT) [7] uses the deformation gradient to transfer the source deformation to a target. The DT algorithm requires a group of corresponding landmarks labeled on the source and target models. In the experiment, we manually labeled 42 landmarks on both the human and avatar neutral expression meshes. Then we applied the DT algorithm to generate the deformed avatar expressions according to the given human source expressions. Since the DT algorithm is purely based on geometric deformation, the semantics of transferred expressions may be incorrect, especially for stylized characters. As shown in Fig. 12, some retargeting results generated by the DT approach contain inaccurate details in the large deformation areas like eyelids and mouth.

### 6.4 Evaluation

This section discusses quantitative and qualitative evaluations. We first evaluate the capacity of expression embedding and translation networks. Next, the retargeting results are evaluated based on user preference. We further demonstrate the applicability of our triplet annotation method, also by a user study. Finally, we present animation results, which are driven by sequential video frames.

#### 6.4.1 Network Capacity

To evaluate the VAE networks, we visualize the embedding of training and testing data in Fig. 14 and calculate the reconstruction errors in Tab. 1. From the qualitative and quantitative results, it can be found that the trained model can be generalized to unseen data, and the learned latent space can cover the testing expressions well.

As for the translation network, because there is no ground-truth data (i.e., human-avatar expression pairs), we conducted an alternative experiment. We chose two subjects from the FaceWarehouse dataset [17] as the source and target characters, and then we trained a translation network following the same settings. We computed the positional errors of vertices between the transferred results and the ground-truth data. The last step was to compare our method with the blendshape-based method (BS) and the deformation transfer method (DT). Both qualitative and quantitative results are given in Fig. 15. The results show that our method gives smaller errors than BS but larger errors than DT. There are two reasons for DT to have smaller errors than our method in this experiment. First, the source and target human face models share the same topology, so the landmark correspondences are accurate. However, this is generally not true in the scenarios where the source is a human model and the target is an avatar model. Second, the shape difference between human subjects is relatively small, which makes it difficult for our annotators to discriminate the better expression from a triplet.

#### 6.4.2 Satisfaction Rate

To qualitatively evaluate the facial retargeting results, we invited 24 participants to vote for the five methods listed in Fig. 12. In each round, five retargeting expression results were shown to them in random order. The participants choose at most two results that they like most. We received
Fig. 14. Latent embedding spaces of three VAEs drawn by t-SNE. The green and red points represent training and testing data, respectively. The visualization shows that the learned latent distribution covers the testing data well.

Fig. 15. Evaluation of the domain translation network. The first and second columns are the source expressions and the target subject. The right side shows the ground-truth (GT). We compare our method with the deformation transfer method (DT) and the blendshape-based method (BS). The mean errors of vertices between transferred results and the ground-truth are given at the bottom.

Fig. 16. Results created by five participants. "User-designed" shows the avatar expression models created by using the Autodesk Maya rigging system. "Ours" shows the retargeting results created by using our triplet annotation and network training tool. P-1A and P-1B represent the results created by the 1st participant.

TABLE 2
Differences between our method and the blendshape-based method in four aspects.

| Method       | Blendshape                  | Ours                      |
|--------------|-----------------------------|---------------------------|
| Time         | Three to five hours         | Annotation: half to one hour Training: one hour |
| Operation    | Difficult                   | Easy                      |
| Expertise    | Required                    | Not Required              |
| Stability    | Not stable                  | Stable                    |
|              | Artist-specific             | User-independent          |

582 votes. Fig. 13 depicts the distribution of the votes each method received for 19 different expressions and the overall percentages. Our method received 53% of votes, and outperforms the others: blendshape-based retargeting [2] (23%), deformation transfer [7] (14%), linear expression cloning [6] (7%) and CycleGAN+LFD [44] (3%).

6.4.3 Applicability
One motivation of our work is to alleviate the intensive labor cost and the professional skills required in semantically equivalent blendshape construction. In this experiment, we conducted a user study to validate the applicability of our method. Specifically, we invited five participants to try our triplet annotation tool. The annotation results generated by each of them were used to train a domain translation network. Meanwhile, we taught the participants the basic usage of the Autodesk MAYA rigging system. Then they also used the system to model the avatar expressions corresponding to the given source expressions. They were asked to create only a few avatar blendshapes.

We observe that the participants were more pleased to use our triplet annotation tool than the 3D modeling software. The qualitative results, shown in Fig. 16, indicate that for people who do not have much 3D modeling experience, our method can help them to generate more consistent and faithful facial retargeting results.

The major differences between our method and the blendshape-based method in four aspects are listed in Tab. 2. Overall, our method is easy-to-use, time-saving, and user-independent. Moreover, it does not require any professional-level knowledge of 3D expression modeling.

6.4.4 Video Animation
To further demonstrate the performance of our method, we ran our method by taking video frames as input. In general, our method can be integrated into any facial performance capture system, as long as sequential 3D face shapes can be obtained. In this experiment, we employed the 3D face reconstruction method of [3] to reconstruct 3D face shapes from video frames. Fig. 17 displays a few selected frames of the output video animation. It can be observed that (a) compared to the deformation transfer method [7], our method generates more natural results reflecting eyelids and lip motions; (b) compared to the blendshape based method, our method conveys more accurate expressions (for example, closing eyes); and (c) compared to the linear
We propose a novel method for facial expression retargeting from humans to avatar characters. The method consists of facial expression embedding and expression domain translation. The two technical components are realized by training two advanced variational autoencoders and a domain translation network. By employing carefully designed loss functions as well as triplet annotation by nonprofessionals, our method is easy-to-use and does not require professional 3D modeling skills. Both qualitative and quantitative experimental results demonstrated that our method outperforms previous methods.
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