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ABSTRACT

The majority of current Text-to-Speech (TTS) datasets, which are collections of individual utterances, contain few conversational aspects. In this paper, we introduce DailyTalk, a high-quality conversational speech dataset designed for conversational TTS. We sampled, modified, and recorded 2,541 dialogues from the open-domain dialogue dataset DailyDialog inheriting its annotated attributes. On top of our dataset, we extend prior work as our baseline, where a non-autoregressive TTS is conditioned on historical information in a dialogue. From the baseline experiment with both general and our novel metrics, we show that DailyTalk can be used as a general TTS dataset, and more than that, our baseline can represent contextual information from DailyTalk. The DailyTalk dataset and baseline code are freely available for academic use with CC-BY-SA 4.0 license.

Index Terms— Text-to-Speech (TTS), conversational TTS, TTS dataset, dialogue

1. INTRODUCTION

Being a part of the conversation process, a TTS system needs to maintain and express the context related to the current dialogue. However, previous TTS models have limitations in context representation since they perceive each utterance separately regardless of the dialogue [1, 2]. Some recent studies proposed context-aware TTS models [3, 4, 5], but they trained the model with an internal dataset, which is not open to the public. Also, some corpora collected from real-world conversations or acts are publicly available as [6], but they have several limitations, including background noise or inconsistent record quality.

To resolve this, we introduce DailyTalk, a high-quality dialogue speech dataset for TTS. Deriving dialogues from DailyDialog dataset [7], we construct a new speech dataset by processing and recording selected dialogues. We design DailyTalk to ensure both general and conversational speech synthesis quality: studio-quality audio, simultaneous recording of two participants, and adding filling-gap words (uh, umm) in the part of the dataset. At the same time, we preserve valuable characteristics of the DailyDialog dataset: academically open license and various dialogue annotations.

Together, we show a baseline model for conversational TTS to investigate the effect of contextual information when synthesizing the speech. Based on FastSpeech2 [8] architecture, the baseline consumes dialogue history as an additional input following [3]. Using our baseline, we show training model with our dataset can synthesize natural speech in the scope of both single utterances and whole dialogue.

Our major contributions are as below.

1. We provide the first open dataset for conversational TTS with a working baseline.
2. We suggest the entire pipeline to build a conversational TTS system from the text dialogue dataset.
3. We suggest several evaluation criteria to evaluate conversational TTS.

In the following sections, we introduce our conversational TTS dataset with recording details, baseline, and experiments.

2. DAILYTALK

Construction pipeline of DailyTalk consists of pre-record processing, recording, and post-record processing while taking advantage of details suggested by [3]. To guarantee sufficient data size and preserve dialogue characteristics, we assume the conversation is dyadic between one male and one female speaker. Details are introduced in the following sections.

2.1. Pre-record Processing

Pre-record processing was the step for selecting and refining dialogues of [7] in two criteria: turn length and participant information. The selected dialogues have more than 5 turns because short dialogues are less likely to have context. Next, we only changed the characters’ names to minimize the gap from the original dataset. In some dialogues with two participants of the same gender, we attempted to change one participant to another gender unless the other annotations (emotion, speech act,
| feature               | Male  | Female | Total  |
|----------------------|-------|--------|--------|
| # clips              | 11,867| 11,906 | 23,773 |
| # words              | 124,624| 126,721| 251,345|
| total duration (s)   | 38902 | 39124  | 78026  |
| mean duration/clip (s)| 3.278 | 3.286  | 3.282  |
| mean # phone/clip    | 29.471| 29.884 | 29.678 |
| # distinct words     | 7,220 | 7,329  | 10,160 |
| # dialogues          | 2,541 | 2,541  | 2,541  |
| mean turns/dialogue  | 4.670 | 4.686  | 9.356  |
| # dialogues w/ fgs   | 962   | 689    | 1,652  |

Table 1: Detailed stats of DailyTalk. Filling gaps (fgs) indicates *uh* and *umm*.

2.2. Recording

In the recording step, we managed conditions to provide a clear, conversational audio dataset. Two English-fluent speakers were employed as voice actors, each having lived in the US for at least 3 years. The actors recorded actual conversations rather than just reading the script, and they were directed to follow each utterance’s emotion label. Additionally, we ordered them to add filling gaps (i.e., *uh*, *umm*) in approximately half of the dialogues. This direction enables the TTS model to express filling gaps as well. The entire recording is done in a studio.

2.3. Post-record Processing

Post-record processing is conducted to correct misalignment between speeches and scripts. Since we directed voice actors not to act exactly to script, recorded speech might differ from the script in aspects of filling gaps or some conversational words. For this task, 6 annotators fluent in English are hired to fix incorrect transcription for this task.

2.4. Statistics

Table 1 shows detailed statistics of DailyTalk, containing 2,541 dialogues which is 20 hours in total. We kept all script-related label distribution (e.g., emotion, dialog act, topic) derived from DailyDialog. ²

3. BASELINE

As shown in Figure 1, our baseline model for conversational TTS consists of a context encoder added to improved FastSpeech2 [8]. The FastSpeech2 backbone is augmented by replacing Montreal Forced Aligner [9] with a CTC-based aligner [10] so that duration is learned during training in an end-to-end manner. The conversational context encoder is from [3] to condition on historical information. The reason for dropping Tacotron2 [3] as a backbone is difficulty aligning when training data becomes expressive [11]. Our implementation is based on two open-sourced projects where the Transformer [12] encoder and decoder are connected by the unsupervised duration modeling ³, and where the conversational context encoder from [3] is applied to FastSpeech2 model ⁴.

4. EXPERIMENTS

We conduct two experiments to verify the efficacy of DailyTalk and provide the baseline. The first experiment compares our dataset with existing datasets, which proves the integrity of ours for neural TTS. Next, we show the performance of the context-aware TTS model trained with DailyTalk to prove the effectiveness in the aspect of context modeling. The models used in experiments are trained with 16 batch sizes using a single NVIDIA RTX 3090. Training hyperparameters such as optimizers are based on each model’s original configuration. We stopped the training when the validation loss was no longer dropped. When we trained a model on LJSpeech, we randomly selected 512 sentences as a validation set. For VCTK, we selected two sentences per speaker for validation. In DailyTalk, we set 128 dialogues for the validation set. We randomly sampled 260 utterances (of 15 dialogues) for all the following experiments. We measure all scores with a confidence interval of 95%.

²Detailed statistics are provided in https://github.com/keonlee9420/DailyTalk
³https://github.com/keonlee9420/Comprehensive-Transformer-TTS
⁴https://github.com/keonlee9420/Expressive-FastSpeech2
4.1. Integrity as a TTS dataset

Since the primary goal of DailyTalk is training TTS models, TTS models should be successfully trained on our dataset. To show this, we train three neural TTS models: Tacotron2 [13], FastSpeech2 [8] and our baseline. Tacotron2 and FastSpeech2 are selected as representative models of autoregressive TTS and non-autoregressive TTS. Note that our baseline can be trained on DailyTalk only since it requires chat history as an input. We randomly split the training set and test set and used only the training set for model training, where test sets are used for further experiments.

To measure the performance of each model trained on each dataset, we conducted a Mean Opinion Score (MOS) test for synthesized and reconstructed speeches. We asked people how natural each synthesized speech is by selecting in a range from 1 (Completely not Human-like) to 5 (Completely Human-like). Only people from the US participated in the test since English-fluent people are required for this evaluation. We used data in the test set to synthesize speech when conducting the MOS test. We asked 30 different people to measure the naturalness of each audio, then calculated the average score for each model-dataset pair.

| Model     | LJSpeech | VCTK       | DailyTalk    |
|-----------|----------|------------|--------------|
| GT-Recon  | 3.90 ± 0.07 | 3.81 ± 0.07 | 3.83 ± 0.06  |
| Tacotron2 | 3.71 ± 0.07 | 3.72 ± 0.08 | 3.70 ± 0.07  |
| FastSpeech2 | 3.85 ± 0.07 | 3.75 ± 0.07 | 3.82 ± 0.07  |
| Baseline  |          |            | 3.69 ± 0.08  |

Table 2: TTS integrity test result. GT-recon refers to the speeches reconstructed from ground truth mel-spectrogram. Baseline is a model suggested in section 3.

Table 2 shows the MOS result of each model-dataset pair. Overall, synthesized speeches from models trained on DailyTalk sound as natural as other datasets. In reconstructions, DailyTalk scores between LJSpeech and VCTK, which is coherent considering the number of speakers. Scores of the synthesized speeches from models (Tacotron2, FastSpeech2) show within the confidence interval for all three datasets. Although our baseline reports reasonable scores, it is still lower than the others as a result of increased complexity [11]. Note that the lower score does not imply the usefulness of the chat history, which we will explore on in the next section.

4.2. Conversational TTS

The major difference between our dataset from the others is the conversational information. Aiming to show how the conversational TTS model differs from general TTS models, we design several evaluation tasks that ask naturalness of dialogue in terms of context preservation. Our assumption throughout the evaluations is that people can be aware of context through the relation between adjacent utterances. We design the following four novel metrics for our experiments: Varying utterance groups given to evaluators.

- Dialogue-level MOS: A set of audio is an entire dialogue, where the TTS model synthesizes all utterances in the dialogue.
- Pairwise MOS (GT-synthesized): A set of audio is a pair of adjacent utterances, where the prior utterance is ground truth, and the latter is synthesized from the model.
- Pairwise MOS (Synthesized pair): A set of audio is a pair of adjacent utterances, where both utterances are synthesized from the model.
- User-System Simulation MOS: A set of audio is an entire dialogue, where utterances of one speaker are ground truth and of the other speaker are synthesized from the model.

In each evaluation, we asked people from the US how natural the spoken dialogue is in terms of context maintenance. We conduct both MOS and Comparative MOS (CMOS) throughout all evaluations. In the MOS test, people evaluate the naturalness in the 1-5 range. In the CMOS test, people listen to two sets of audio synthesized from different models with the same script, then select a preference score from -3 (A is much better) to 3 (B is much better). In all experiments, complete scripts of each dialogue are provided to participants to evoke the context of the given audio set during the test.

Table 3 reports the experiment results. Even FastSpeech2 obtains higher naturalness score in section 4.1, our baseline reports higher score than FastSpeech2 in three experiments: dialogue-level, User-System and Pairwise(synth pair) MOS tests. In other words, the audio quality is ranked a bit lower only when the output speech from two models is compared directly. But when it is evaluated under conversational conditions, our baseline beats the competitor for all metrics, showing the effectiveness of chat history, except the GT-synch pair.

| Experiment | MOS FS2 | MOS Ours | CMOS Ours-FS2 |
|------------|---------|----------|---------------|
| Dialogue   | 3.77 ± 0.05 | 3.79 ± 0.05 | -0.29 ± 0.15  |
| Pairwise   | 3.77 ± 0.04 | 3.74 ± 0.04 | -0.07 ± 0.07  |
| (GT-synth) |         |          |               |
| Pairwise   | 3.86 ± 0.04 | 3.90 ± 0.03 | -0.07 ± 0.07  |
| (synth pair)|        |          |               |
| User-Sys   | 3.67 ± 0.07 | 3.70 ± 0.07 | -0.22 ± 0.12  |

Table 3: Result of experiments in section 4.2. Positive CMOS score means that our baseline scores better than FastSpeech2, and negative score is vice versa.
| Model     | Experiment              | MOS            | CMOS           |
|-----------|-------------------------|----------------|---------------|
|           | Pairwise(GT-synth)      | Pairwise(synth pair) |
| FastSpeech2 | 3.817 ± 0.051 / 3.725 ± 0.049 | 3.842 ± 0.050 / 3.882 ± 0.047 |
| Ours      | 3.738 ± 0.051 / 3.737 ± 0.048 | 3.854 ± 0.048 / 3.937 ± 0.046 |
| Ours-FastSpeech2 | 0.003 ± 0.102 / -0.124 ± 0.097 | -0.145 ± 0.095 / 0.001 ± 0.089 |

Table 4: Separated MOS scores of Pairwise(GT-synth), Pairwise(synth pair) experiments. Note that we cannot conduct turn division experiments for dialogue-level and User-System evaluations, because those methods evaluate conversation in dialogue-unit. Since they are not evaluated by each turn, evaluation cannot be divided into turns.

Notably, Pairwise (GT-synth) shows a different tendency compared to other metrics, so we discuss it in section 4.3.

Pairwise (GT-synth) and pairwise CMOS tests also show decreased gap. Dialogue-level and User-System CMOS results still show a gap that FastSpeech2 synthesizes better than ours. We suspect that listeners are still affected by audio quality even with the guideline. Considering dialogue-level and user-system CMOS shows a similar gap, the gap tends to increase when people listen to a larger amount of audio. This gap may also come from a failure in a single utterance. Even a little mistake in a single utterance does not affect overall context-awareness much, and it may influence a lot compared to non-failure results. Therefore, we concluded that CMOS results would be said to be affected more by speech quality than MOS results, not context-awareness.

Summing up, Dialogue-level criteria can evaluate whether the model synthesizes the entire dialogue correctly. The pairwise criterion would assess the relationship between adjacent utterances, such as context preservation. In pairwise evaluation, the pairwise (GT-synth) metric can be used when synthesized speech needs to resemble ground truth recording. The pairwise (synth pair) test can be used to evaluate whether two synthesized speeches contain a shared context. User-System evaluation can be used at the application level, where the system replies user’s utterance, such as voice secretary.

4.3. Turn Division

Usually, contextual information piles up while the dialogue continues. Therefore, it is hard to represent the context in the beginning turns of the dialogue. To show context piling up and the apparent difference in context modeling, we divide the MOS result into half: before/after turn 5. We set the threshold to 5 since the average number of turns per dialogue is 9.3 (see Table 1) and turn 5 is the nearest half-point.

Table 4 shows the divided result of MOS test. In both experiments, the MOS result of our baseline remains consistent or increases after turn 5, while the score of FastSpeech2 decreases or increases but is lower than ours. Interestingly, following GT doesn’t guarantee that the model will output more conversationally natural speech. And still, we can assess the performance of the conversational TTS model independently from the similarity to GT. This is proved by several findings from the results as follows. First, the CMOS in GT-synth pairwise reveals that the baseline goes far from the GT after 5 turns, more than FastSpeech2. The CMOS in the synth pair, on the other hand, shows better performance in ours after 5 turns. And this also explains the result of Pairwise(GT-synth) in Table 3. Second, although the performance of ours doesn’t increase after turn 5 in Pairwise (GT-synth) and that of FastSpeech2 increases after turn 5, we would like to highlight that the performance degradation in GT-synth after turn 5 is lower, but the gain in synth pair is huge in ours.

5. CONCLUSION

In this paper, we introduce DailyTalk, the first public dataset for conversational TTS for modeling various features and situations in conversation. Together, we present a baseline with pretrained models provided. Throughout the experiment, we prove that our dataset can be used to train several types of models, including general TTS and conversational TTS. At the same time, we propose several evaluation methods for the context representation of conversational TTS so that people can choose appropriate metrics for their needs. Future works may focus on expanding dataset with more spontaneous features, speakers, and languages considering the cultural diversity.
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