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Abstract—We present a general framework for the characterization of the packet error probability achievable in cell-free Massive multiple-input multiple output (MIMO) architectures deployed to support ultra-reliable low-latency (URLLC) traffic. The framework is general and encompasses both centralized and distributed cell-free architectures, arbitrary fading channels and in both network and user equipment (UE) sides, as well as arbitrary combining and precoding schemes. The framework is used to perform numerical experiments on specific scenarios, which illustrate the superiority of cell-free architectures compared to cellular architectures in supporting URLLC traffic in uplink and downlink. Also, these numerical experiments provide the following insights into the design of cell-free architectures for URLLC: i) minimum mean square error (MMSE) spatial processing must be used to achieve the URLLC targets; ii) for a given total number of antennas per coverage area, centralized cell-free solutions involving single-antenna access points (APs) offer the best performance in the uplink, thereby highlighting the importance of reducing the average distance between APs and UEs in the URLLC regime; iii) this observation applies also to the downlink, provided that the APs transmit precoded pilots to allow the UEs to estimate accurately the precoded channel.

Index Terms—Cell-free massive MIMO, finite-blocklength regime, ultra-reliable low-latency communications, centralized and decentralized operation, uplink and downlink.

I. INTRODUCTION

One of the most challenging use cases in next-generation wireless communication systems (5G and beyond) is ultra-reliable low-latency communications (URLLC)—a novel use case aimed at providing connectivity to real-time mission-critical applications [2]. In some of the most challenging URLLC scenarios, such as factory automation, small information payloads, on the order of 100 bits, must be delivered within hundreds of microseconds and with a reliability no smaller than 99.9999%. Under the stringent latency requirements of URLLC services and applications, exploiting time diversity is not possible. Furthermore, the use of frequency diversity is problematic, especially in the uplink (UL), where current standardization rules do not allow user equipments (UEs) to spread a coded packet over noncontiguous frequency resources. Hence, exploiting space diversity becomes crucial to fulfill the high reliability constraints required in URLLC.

This can be achieved by the use of Massive multiple-input multiple-output (MIMO) [3], which is a key technology in 5G, owing to its ability to substantially increase the spectral efficiency [4], [5], [6] and the energy efficiency [7] of cellular networks. Massive MIMO refers to a wireless network where base stations (BSs), equipped with a very large number $M$ of antennas, serve a multitude of UEs via linear spatial signal processing [8]. Important challenges in Massive MIMO are the large pathloss variations and the inter-cell interference, in particular for the cell-edge UEs [9]. These two phenomena may limit the overall network performance and prevent the use of Massive MIMO to support URLLC services.

An alternative network structure, known as cell-free Massive MIMO, was recently proposed to overcome these issues [10], [11]. In this type of network, all the UEs in a large coverage area are jointly served by multiple distributed access points (APs). The fronthaul connections between the APs and a central processing unit (CPU) enable the division of the processing tasks needed to coherently serve all the active UEs.

The majority of existing literature on cell-free Massive MIMO has been so far focused on the ergodic regime, where the propagation channel evolves according to a block-fading model, and one focuses on the asymptotic limit in which, as the codeword length goes to infinity, the codeword spans an arbitrarily large number of fading blocks. Unfortunately, these assumptions are highly questionable in URLLC scenarios [12]. Hence, it is unclear whether the design guidelines obtained so...
far for cell-free Massive MIMO [13], [14] apply to URLLC traffic.

A similar issue, but for the case of Massive MIMO cellular networks, was recently addressed in [15], where the authors presented a general framework, built on rigorous finite-blocklength information-theoretic bounds and approximations [16], [17], [18], to characterize the performance attainable in URLLC scenarios.

The main goal of this paper is to extend the framework introduced in [15] to the case of cell-free Massive MIMO, and to use this framework to perform numerical experiments that shed light into the design of cell-free Massive MIMO architectures able to support URLLC traffic in UL and downlink (DL).

A. State of the Art

Several attempts to account for finite-blocklength effects when characterizing the performance of cellular and cell-free Massive MIMO networks can be found in the literature. For example, the authors of [19] and [20] assumed that the fading channel stays constant during the transmission of a codeword (the so-called quasi-static fading scenario) and used the outage capacity as asymptotic performance metric to characterize the performance of cellular Massive MIMO. As illustrated in [15], although the quasi-static fading scenario is relevant for URLLC, the infinite-blocklength assumption implicit in outage analyses may yield significantly incorrect estimates of the error probability. Another drawback resulting from the use of the outage-capacity framework is that it is generally not possible to account for the channel state information (CSI) acquisition overhead, which is, however, significant in the URLLC regime [21]. Indeed, quasi-static channels can be learned perfectly at the receiver in the asymptotic limit of large blocklength by simply transmitting a number of pilot symbols that grows sublinearly with the blocklength. The attempts made so far to include channel-estimation overhead in the outage setup [19], [20] are not convincing from a theoretical perspective, since they partly rely on results that hold only in the ergodic setting.

A theoretically satisfying framework that results in practically relevant information-theoretic upper bounds on the error probability was introduced in [15]. This framework encompasses the use of a mismatch receiver that treats the channel estimate, obtained using a fixed number of pilot symbols, as perfect, and it relies on the finite-blocklength tools developed in [16] and [17] and later extended to wireless fading channels in, e.g., [21], [22], and [23].

Finite-blocklength analyses have been recently conducted for both cellular Massive MIMO networks [24], [25], [26] and cell-free Massive MIMO networks [27]. The analysis in these papers relies on the so-called normal approximation [16, Eq. (291)] which, although capturing finite-blocklength effects, tends to suffer from low accuracy for the error probabilities that are of interest in URLLC [15]. Furthermore, the use of the normal approximation for the case of imperfect CSI in both [24] and [25] is not convincing, since the provided approximation does not depend on the instantaneous channel estimation error, but only on its variance. This is not compatible with a scenario in which the channel stays constant over the duration of each codeword. The analysis conducted in [27] is limited to the case in which perfect CSI is available at the receiver, which, as already mentioned, is not a reasonable assumption in the URLLC regime.

B. Contributions

We present a general framework for characterizing in a numerical efficient way the packet error probability achievable in cell-free Massive MIMO architectures supporting URLLC services. Our framework, which generalizes to cell-free Massive MIMO architectures the one presented in [15] for cellular Massive MIMO architectures, is applicable to both centralized and distributed cell-free networks, and for arbitrary fading distributions, channel estimation schemes, and spatial combining/precoding processing. We use the proposed framework to conduct numerical experiments pertaining an automated-factory deployment scenario, with the objective to compare the performance of cellular and cell-free Massive MIMO architectures and to draw guidelines for the design of cell-free architectures providing URLLC services. As performance metric, we use the network availability, which we define as the fraction of UE placements for which the per-link error probability, averaged over the small-scale fading and the additive noise, is below the URLLC target. The following conclusions can be drawn from our numerical experiments:

(i) Minimum mean-square error (MMSE) spatial processing is necessary to achieve the URLLC reliability requirements, independently of the chosen architecture.

(ii) For a fixed total number of antennas per coverage area, centralized cell-free architectures with single-antenna APs offer the best UL performance. Indeed, in the URLLC regime it is beneficial to minimize the average distance between UEs and APs by densifying the AP deployment. The use of multiple antennas at the APs is not beneficial, if it results in a reduction of the number of deployed APs.

(iii) For this observation to apply to the DL as well, precoded DL pilots need to be transmitted by the APs to allow the UE to acquire channel knowledge. Without DL pilots, the DL performance of the centralized cell-free architecture degrades significantly, and becomes inferior to that of a distributed cell-free architecture with multiple-antenna APs.

We notice that the above conclusions also hold true in the ergodic regime when the average sum spectral efficiency of cell-free networks is considered. In this context, the first and second observations have been previously reported in, e.g., [13] and [14] while the third one can be found in, e.g., [28]. Our numerical experiments not only confirm these previous findings but further reinforce them. For example, while in [13] and [14] the MMSE processing was shown to be the preferable option for cell-free networks, our analysis shows that it is mandatory to satisfy the stringent requirements of URLLC scenarios. The same is valid for the use of downlink pilots.
C. Paper Outline

In Section II, we present the proposed finite-blocklength framework, and we use it to illustrate, for a simple nonfading scenario, the benefits of cell-free architectures over cellular architectures for URLLC services. In Section III, we introduce a general finite-blocklength system model for cell-free Massive MIMO networks. This is used in Section IV to detail the UL and DL of different network architectures. The preliminary analysis reported in Section II is then extended to the more practically relevant fading networks considered in Section V. Some conclusions are drawn in Section VI.

D. Notation

Lower-case bold letters are used for vectors and upper-case bold letters are used for matrices. The circularly-symmetric Gaussian distribution is denoted by $\mathcal{CN}(0, \sigma^2)$, where $\sigma^2$ is its variance. We use $\mathbb{E} [\cdot]$ to indicate the expectation operator, $\nabla [\cdot]$ to indicate the variance operator, and $\mathbb{P} [\cdot]$ for the probability of an event. The natural logarithm is denoted by $\log(\cdot)$, and $Q(\cdot)$ stands for the Gaussian Q-function. The operators $(\cdot)^T$, $(\cdot)^*$, and $(\cdot)^H$ denote transpose, complex conjugate, and Hermitian transpose, respectively. The Euclidean norm is denoted by $\| \cdot \|$.

E. Reproducible Research

The Matlab code used to obtain the simulation results is available at: https://github.com/infotheorychalmers/URLLC_cell-free_Massive_MIMO.

II. Review of a Finite-Blocklength Upper-Bound on the Error Probability

A. Desirable Features

A finite-blocklength information-theoretic framework to characterize the performance achievable in multiuser Massive MIMO systems, be them cellular or cell-free, needs to capture the following aspects:

- It must allow for linear spatial processing, used to separate the signals generated by/expected for the different UEs.
- It must allow for pilot-based CSI acquisition and apply to the practically relevant scenario in which decoding is performed under the assumption that the acquired CSI is exact.
- It must apply to a scenario in which the additive noise term includes not only thermal noise, but also residual multiuser interference after spatial processing.

We proceed as in [15] and start by considering the simple case in which the received signal is the superposition of a scaled version of the desired signal and additive Gaussian noise. We present a finite-blocklength upper bound on the error probability for this simplified channel model (Section II-B), and describe an efficient method for its numerical evaluation (Section II-C), based on the saddlepoint approximation [24, Ch. XVI]. The simple channel model introduced in this section constitutes the building block for the analysis of the error probability achievable in cell-free Massive MIMO networks. In Section II-D, we use the finite-blocklength bound, suitably adapted to cell-free networks, to exemplify the potential gains provided by cell-free architectures over cellular architectures on a simplified nonfading setup. This will motivate the more thorough studies performed in Section V.

We emphasize that the finite-blocklength upper bound presented in Section II-B and its numerically efficient saddlepoint approximation presented in Section II-C coincide with the ones reported in [15]. However, their adaptation (see Sections III and IV) to both centralized and distributed cell-free architectures, as well as to the case of precoded DL pilot transmission, is novel. Indeed, the analysis in [15] is limited to cellular Massive MIMO networks. Furthermore, even though precoded DL pilots have been considered in the literature (see, e.g., [28]), to the best of our knowledge, this is the first time they are considered in the context of short-packet communications.

B. Random-Coding Union Bound

A framework satisfying the requirements listed in Section II-A can be obtained via the so-called random-coding union bound with parameter $s$ (RCUs) introduced in [17]. To introduce this bound, let us consider the following scalar input-output relation:

$$v[k] = gq[k] + z[k], \quad k = 1, \ldots, n. \quad (1)$$

Here, $q[k]$ denotes the $k$th entry of the length-$n$ codeword transmitted by a given user, $v[k]$ is the corresponding received signal after linear processing, $g$ denotes the effective channel after linear processing, which we assume to stay constant over the duration of the codeword, and $z[k]$ is the additive noise signal, which includes also the residual multiuser interference. Note that, in this paper, we use the packet length $n$ (also referred to as blocklength) as a proxy for the latency experienced in the access part of the wireless network. We do not model in our analysis delays due to user scheduling, nor the additional delays experienced in the transmission/processing of the information data over the fronthaul connecting the APs to the CPU.

To derive the bound, we shall assume that the receiver does not know $g$, but has access to an estimate $\hat{g}$ that is treated as perfect. This estimate may be obtained via pilot transmission, or may simply be based on the knowledge of first-order statistics of $g$. The first situation is relevant in the UL, whereas the second situation typically occurs in the DL (see, e.g., [8]).

To estimate the transmitted codeword, the decoder performs scaled nearest-neighbor (SNN) decoding, i.e., it seeks the codeword that, after being scaled by the estimated channel gain $\hat{g}$, is closest to the received vector. Mathematically, the decoder solves the following problem:

$$q = \arg \min_{\hat{q}} \| v - \hat{g}\hat{q} \|.$$  \hspace{1cm} (2)

Here, $v = [v[1], \ldots, v[n]]^T$, the vector $\hat{q}$ stands for the codeword chosen by the decoder, and $C$ denotes the set of length-$n$ codewords.

The RCUs provides a random coding bound on the packet error probability $\epsilon = \mathbb{P} [\hat{q} \neq q]$ achieved when the decoder
operates according to the rule (2). The following theorem provides such a bound for the case of Gaussian codebooks, i.e., codebooks with codeword entries generated independently from a \( \mathcal{CN}(0, \rho) \) distribution.

**Theorem 1** ([15, Th. 1]): Assume that \( g \in \mathbb{C} \) and \( \hat{g} \in \mathbb{C} \) in (1) are random variables drawn according to an arbitrary joint distribution. For all \( s > 0 \), there exists a coding scheme with \( m \) codewords of length \( n \) operating according to the mismatched SNN decoding rule (2), whose error probability \( \epsilon \) is upper-bounded by

\[
\epsilon = \mathbb{P}[\tilde{q} \neq q] 
\leq \mathbb{E}_{g, \hat{g}} \left[ \mathbb{P} \left( \sum_{k=1}^{n} \nu_s(q[k], v[k]) \leq \log \frac{m-1}{u} \right| g, \hat{g} \right].
\]  

(3)

Here, \( u \) is a random variable that is uniformly distributed over the interval \([0, 1]\) and \( \nu_s(q[k], v[k]) \) is the so-called *generalized information density*, which for the case of Gaussian codebooks, is given by

\[
\nu_s(q[k], v[k]) = -s |v[k] - \hat{g} q[k]|^2 + s |v[k]|^2 \frac{1}{1 + s \rho |\hat{g}|^2} + \log \left( 1 + s \rho |\hat{g}|^2 \right).
\]  

(4)

Finally, the average in (3) is taken over the joint distribution of \( g \) and \( \hat{g} \).

**Proof:** See [15, App. A].

**Remark 1:** Note that the bound is valid for all values of \( s > 0 \) and can be tightened by performing an optimization over this parameter. We also highlight that bound (3) holds for any channel law \( g \) and channel estimate \( \hat{g} \). The implications of this property will become clear in Section IV. In (3), we used the law of total probability to express the RCUs as an average, over the channel \( g \) and its estimate \( \hat{g} \) of a tail probability. This will turn out convenient in view of the application of the saddlepoint method, discussed in the next section. Note that, although the tail probability is conditioned with respect to \( g \), this does not mean that \( g \) is revealed to the receiver. Indeed, the operation performed by the receiver is fully specified by (2), which requires only knowledge of \( \hat{g} \).

**Remark 2:** Within the context of point-to-point single-antenna transmission, the penalty incurred by the choice of using pilot-aided transmission instead of more sophisticated noncoherent schemes that do not require channel estimates was characterized in [21] using information-theoretic bounds similar to the ones used in this paper. As shown in [21], one attractive feature of the SNN decoder is that information-theoretic bounds on its error probability can be approached in practice using good channel codes for the nonfading AWGN channel. In contrast, for the optimal noncoherent ML decoder considered in, e.g., [29], approaching information-theoretic error-probability bounds with low-complexity coding schemes is still an open problem (note, however, the recent progress reported in [30]).

### C. Saddlepoint Approximation

Unfortunately, the bound (3) is difficult to evaluate numerically. Indeed, the conditional probability inside the expectation in (3) is not known in closed form, and evaluating it accurately for the error-probabilities of interest in URLLC is time consuming. One common approach to simplify its evaluation is to invoke the Berry-Esseen central limit theorem [31, Ch. XVI.5] and replace the probability in (3) with a closed-form approximation that involves the Gaussian \( Q(\cdot) \) function and the first two moments of the generalized information density, which can be expressed in closed form.\(^1\) The resulting approximation is given as

\[
\mathbb{P} \left[ \sum_{k=1}^{n} \nu_s(q[k], v[k]) \leq \log \frac{m-1}{u} \right| g, \hat{g} \] 
\approx Q \left( \frac{n I_s - \log(m-1)}{\sqrt{n V_s}} \right) + \mathcal{O} \left( \frac{1}{\sqrt{n}} \right)
\]  

(5)

where \( I_s = \mathbb{E}[\nu_s(q[1], v[1])] \) is the so-called generalized mutual information [32, Sec. III],

\[
V_s = \mathbb{E}[\nu_s(q[1], v[1]) - I_s^2]
\]  

(6)

is the variance of the information density, typically referred to as channel dispersion [16, Sec. IV], and \( \mathcal{O}(1/\sqrt{n}) \) accounts for terms that decay no slower than \( 1/\sqrt{n} \) as \( n \to \infty \). Neglecting the \( \mathcal{O}(1/\sqrt{n}) \) term in (5), we obtain the so-called *normal approximation*. As shown in [15, Fig. 1], this approximation is accurate only when the rate \( R = \log(m)/n \) is close to \( I_s \) [29], as a consequence of the central limit theorem [33, Ch. 5.11]. Unfortunately, this is typically not the case for the low error-probabilities of interest in URLLC.

An alternative approximation, which turns out to be accurate for a much larger range of error-probability values, including the ones of interest in URLLC, can be obtained using the so-called *saddlepoint method* [31, Ch. XVI]. The resulting approximation for the conditional probability inside the expectation in (3) is also in closed form for the setup considered in the present paper. As a consequence, the resulting approximation, commonly referred to as saddlepoint approximation, has essentially the same computational complexity as the normal approximation. A detailed analysis of the complexity and the accuracy of various types of normal and saddlepoint approximations was recently reported in [34]. For the setup considered in this section, the saddlepoint approximation was previously derived in [15, Th. 2]. We provide it in Theorem 2 below for completeness and emphasize that this is not a novel contribution of this paper.

**Theorem 2:** Let \( m = e^{nR} \) for some \( R > 0 \), and define \( \kappa(\zeta), \kappa'(\zeta) \) and \( \kappa''(\zeta) \) as

\[
\kappa(\zeta) = -\zeta \log \left( 1 + s \rho |\hat{g}|^2 \right) + s |v[1]|^2 \frac{1}{1 + s \rho |\hat{g}|^2} + \log \left( 1 + s \rho |\hat{g}|^2 \right)
\]  

(7)

\[
\kappa'(\zeta) = -\log \left( 1 + s \rho |\hat{g}|^2 \right)
\]  

(8)

\[
\kappa''(\zeta) = \left[ \frac{(\beta B - \beta A) - 2 \beta A \beta_B (1 - \nu) \zeta}{1 + (\beta B - \beta A) \zeta - \beta A \beta_B (1 - \nu) \zeta^2} \right]^2
\]  

(9)

\(^1\) Although to apply the Berry-Esseen theorem one needs to verify that the third absolute central moment is bounded, to evaluate the normal approximation one needs only to compute the first two moments, since the term involving the third absolute central moment is hidden in the \( \mathcal{O}(1/\sqrt{n}) \) term in (5).
where
\[
\beta_A = s(\rho g - \tilde{g})^2 + \sigma^2
\]
\[
\beta_B = \frac{s}{1 + s \rho g^2} (\rho g^2 + \sigma^2)
\]
\[
\nu = \frac{s^2 |\rho g| \sigma + g^* \tilde{g} \rho^2}{\beta_A \beta_B (1 + s \rho g^2)}.
\]

One can show that \( I_s = -\kappa'(0) \). Let \( R^*_s = -\kappa'(1) \) and let \( \zeta \in (\zeta, \bar{\zeta}) \) be the solution to the equation \( R = -\kappa'(\zeta) \). If \( \zeta > 0 \), then
\[
\mathbb{P} \left[ \sum_{k=1}^n t_k(q[k], v[k]) \leq \log \frac{e^{nR} - 1}{u} \right] = e^{n[\kappa(1)] + \kappa R} \left[ \Psi_{n,\zeta}(1, 1) + \Psi_{n,\zeta}(0, 1) + O \left( \frac{1}{\sqrt{n}} \right) \right]
\]
and \( o(1/\sqrt{n}) \) comprises terms that vanish faster than \( 1/\sqrt{n} \) and are uniform in \( \zeta \). If \( \zeta > 1 \), then
\[
\mathbb{P} \left[ \sum_{k=1}^n t_k(q[k], v[k]) \leq \log \frac{e^{nR} - 1}{u} \right] = e^{n[\kappa(1)] + \kappa R} \left[ \tilde{\Psi}_{n,\zeta}(1, 1) + \tilde{\Psi}_{n,\zeta}(0, 1) + O \left( \frac{1}{\sqrt{n}} \right) \right]
\]
and \( O(1/\sqrt{n}) \) comprises terms that decay no slower than \( 1/\sqrt{n} \) and are uniform in \( \zeta \). If \( \zeta < 0 \), then
\[
\mathbb{P} \left[ \sum_{k=1}^n t_k(q[k], v[k]) \leq \log \frac{e^{nR} - 1}{u} \right] = 1 - e^{n[\kappa(\zeta)] + \kappa R} \left[ \Psi_{n,\zeta}(-\zeta) - \Psi_{n,\zeta}(1 - \zeta) + O \left( \frac{1}{\sqrt{n}} \right) \right].
\]

\[\begin{align*}
\frac{s^2 |\rho g| \sigma + g^* \tilde{g} \rho^2}{\beta_A \beta_B (1 + s \rho g^2)}
\end{align*}\]

\[\begin{align*}
\beta_A &= s(\rho g - \tilde{g})^2 + \sigma^2 \\
\beta_B &= \frac{s}{1 + s \rho g^2} (\rho g^2 + \sigma^2) \\
n &= \frac{s^2 |\rho g| \sigma + g^* \tilde{g} \rho^2}{\beta_A \beta_B (1 + s \rho g^2)}.
\end{align*}\]

to the AP providing the best performance. We focus on the UL and assume that \( K \) UEs are active in the coverage area. We denote by \( h_k = [h_{k_1}, \ldots, h_{k_M}]^T \in \mathbb{C}^M \) the channel between UE \( k \) and the \( M = 64 \) antennas or APs. The channel gain \( \beta(d_{ki}) \) (i.e., pathloss or large-scale fading coefficient) for a propagation distance \( d_{ki} \) is modelled as \[14, \text{Sec. I-C}\]
\[
\beta(d) \, [\text{dBm}] = -30.5 - 36.7 \log_{10} \left( \frac{d}{1 \text{m}} \right).
\]

All channels are deterministic (i.e., no fading) and perfectly known to the APs. Detection is performed by using MMSE and maximum ratio (MR) combiners in all the three setups. Since no fading is present, no averaging over \( g \) and \( g \) in (3) is required and the tail probability can be approximated efficiently using the saddlepoint approximations provided in Theorem 2.

We consider a total coverage area of \( 150 \, \text{m} \times 150 \, \text{m} \) and drop UEs uniformly at random in the area. We assume that the APs are deployed \( 10 \, \text{m} \) above the UEs. The noise power is \( 96 \, \text{dBm} \), which is a reasonable value when the bandwidth is \( 20 \, \text{MHz} \). We consider a codeword length \( n = 100 \) and a rate of \( R = 60/100 = 0.6 \) bits per channel use.

The three different network setups are compared in terms of network availability, \( \eta \). Following [15], this is defined as the probability, computed with respect to the random UEs' positions, that the error probability is below a given target \( \epsilon_{\text{target}} \), i.e.,
\[\begin{align*}
\eta &= \mathbb{P} \left[ \epsilon \leq \epsilon_{\text{target}} \right].
\end{align*}\]

Fig. 1 shows \( \eta \) for \( \epsilon_{\text{target}} = 10^{-5} \) as a function of the number of UEs \( K \in \{1, \ldots, 40\} \). The transmit power of each UE is \( \rho = -10 \, \text{dBm} \). We see that, with MMSE combiner (Fig. 1a), the cell-free network yields \( \eta = 1 \) irrespective of \( K \). This is not the case with small cells and Massive MIMO. Specifically, the small-cell network yields \( \eta = 1 \) only when \( K = 1 \). When \( K = 20 \), the network availability decreases to approximately 0.75, and it further decreases to 0.35 when \( K = 40 \). Assume now that we are interested in achieving a network availability of 0.95 (indicated in the figures by a dashed line). This value of \( \eta \) is achievable with small cells only when \( K \leq 7 \). The cell-free network performs better than small cells because of its superior ability in managing interference. Note that Massive MIMO cannot achieve \( \eta = 1 \) even when \( K = 1 \). This is due to the larger maximum distance between a randomly placed UE and the BS. Furthermore, the performance of Massive MIMO decreases, although only marginally, compared to the small-cell case, as \( K \) increases.

With the MR combiner (Fig. 1b), a network availability \( \eta \geq 0.95 \) is reached by the cell-free network and by the small-cell network when \( K \leq 7 \), and cannot be achieved by the Massive MIMO network even when \( K = 1 \). Perhaps surprisingly, the small-cell network slightly outperforms the cell-free network, which implies that cooperation is only beneficial when the interference is properly managed via the use of an MMSE combiner.

In Fig. 2, we plot \( \eta \) as a function of the transmit power \( \rho \in \{-20, \ldots, 20\} \, \text{dBm} \), \( \epsilon_{\text{target}} = 10^{-5} \) and \( K = 10 \). With the MMSE combiner (Fig. 2a), cell-free yields \( \eta \) close to 1...
irrespective of $\rho$. On the contrary, this is possible with Massive MIMO only when $\rho \geq -8$ dBm. A small-cell network performs better than Massive MIMO for $\rho \leq -11$ dBm, but its network availability vanishes as $\rho$ increases and does not achieve $\eta \geq 0.95$. Indeed, as the transmit power increases, so does the intercell interference, which rapidly prevents the network from achieving the target error probability. With the MR combiner (Fig. 2b), a network availability above 0.95 can be only achieved by the cell-free network when $\rho \leq -11$ dBm, and it cannot be achieved with Massive MIMO or small cells. Again, the small-cell network outperforms the cell-free network as the transmit power grows. This confirms once more the importance of effective interference management via the use of MMSE spatial processing in order to benefit from AP cooperation.

To summarize, from the above analysis, we can conclude that the cell-free architecture is vastly superior to Massive MIMO and small cells in providing high network availability for the packet error probabilities of interest in URLLC. However, some strong assumptions were made in the analysis: nonfading channels, perfect channel state information, and full cooperation among the APs. The question thus is: Can high network availability be achieved in the UL and DL of practical (centralized or decentralized) cell-free networks where these assumptions are typically not met?

III. CELL-FREE NETWORK MODEL

To answer the above question, we now present a more refined system model, which will allow us to generalize the observations reported in Section II-D to more practically relevant scenarios. Specifically, we consider a cell-free Massive MIMO network with $L$ APs, each equipped with $M$ antennas, which are geographically distributed over the coverage area. The APs serve jointly $K$ single-antenna UEs, and are connected via fronthaul links to the CPU. The standard time-division duplexing protocol of cellular Massive MIMO is used, where the $n$ available channel uses are divided as follows: $n_{ul}$ symbols for UL pilots; $n_{ul}$ symbols for UL data; $n_{dl}$ symbols for DL pilots; and $n_{dl}$ symbols for DL data. Note that we explicitly allow in our system model for the use of precoded downlink pilots. In URLLC scenarios, their presence will turn out critical to achieve high network availability in the DL.

The channel between AP $l$ and UE $i$ is denoted by $h_{il} \in \mathbb{C}^M$. We use a correlated Rayleigh fading model where $h_{il} \sim \mathcal{CN}(0_M, R_{il})$ remains constant for the duration of the $n$ channel uses. The normalized trace $\beta_{il} = \text{tr}(R_{il})/M$ determines the average large-scale fading between AP $l$ and UE $i$, while the eigenstructure of $R_{il}$ describes its spatial channel correlation [8, Sec. II-B]. We assume that the channel vectors of different APs are independently distributed; thus $\mathbb{E}\{h_{il}h_{il}^H\} = 0_{ML}$, for $l \neq l'$. This is a reasonable assumption because the APs are typically separated by tens of wavelengths or more. The collective channel vector $h_i = [h_{i1}^T \ldots h_{iL}^T]^T \in \mathbb{C}^{ML}$ follows a $\mathcal{CN}(0_{ML}, R_i)$ distribution, where $R_i = \text{diag}(R_{i1}, \ldots, R_{iL})$. We assume that the spatial
correlation matrices $R_{il}$ are known to the CPU in a centralized implementation, while each AP has access to its local spatial correlation matrices in a distributed implementation. See, e.g., [9, Sec. IV] for practical methods for estimating spatial correlation matrices.

A. Uplink and Downlink Data Transmission

In the UL, we denote by $x_{ul}^i[k]$ the signal transmitted by UE $i$ over channel use $k$. The received complex baseband signal $r_{ul}^i[k] \in \mathbb{C}^M$ at AP $l$ and channel use $k \in \{1, \ldots, n_{ul}\}$ is given by

$$r_{ul}^i[k] = \sum_{i=1}^K h_{il} x_{ul}^i[k] + z_{ul}^i[k]$$  \hspace{1cm} (20)

where $z_{ul}^i[k]$ denotes the noise vector at AP $l$, which contains i.i.d. entries, distributed according to $\mathcal{CN}(0, \sigma_{ul}^2)$.

Similarly, in the DL we denote by $x_{dl}^i[k]$ the signal intended for UE $i$ over channel use $k \in \{1, \ldots, n_{dl}\}$. Let $w_{il} \in \mathbb{C}^M \setminus \{0\}$ denote the precoder that AP $l$ assigns to UE $i$. In the DL, the received signal at UE $i$ over channel use $k$ is

$$y_{dl}^i[k] = \sum_{l=1}^L \sum_{j=1}^K w_{jl} x_{dl}^j[k] + z_{dl}^i[k]$$  \hspace{1cm} (21)

$$= h_{il}^H w_{il} x_{dl}^i[k] + h_{il}^H \sum_{j=1,j \neq i}^K w_{jl} x_{dl}^j[k] + z_{dl}^i[k]$$  \hspace{1cm} (22)

where $w_{il} = [w_{il}^T \ldots w_{il}^{K_T}]^T \in \mathbb{C}^{ML}$. $w_{il}$ is the collective precoding vector, and $z_{dl}^i[k] \sim \mathcal{CN}(0, \sigma_{dl}^2)$ is the noise at UE $i$. Note also that the precoded channel $h_{il}^H w_{il}$ is not Rayleigh distributed. As we remarked in Section II-B, this is not a problem since the bound (3) holds for any channel law $g$ and channel estimate $\hat{g}$.

B. Uplink Pilot Transmission and Channel Estimation

The UL pilot signature of UE $i$ is denoted by the vector $\phi_i \in \mathbb{C}^{n_{ul}}$ satisfying $||\phi_i||^2 = n_{ul}$. The elements of $\phi_i$ are scaled by the square-root of the pilot power $\sqrt{n_{ul}}$ and transmitted over $n_{ul}$ channel uses. At AP $l$, the received pilot signal $Y_{ul}^i \in \mathbb{C}^{M \times n_{ul}}$ is

$$Y_{ul}^i = \sqrt{n_{ul}} \sum_{i=1}^K h_{il} \phi_i^H + Z_{ul}^i$$  \hspace{1cm} (23)

where $Z_{ul}^i \in \mathbb{C}^{M \times n_{ul}}$ is noise with independent $\mathcal{CN}(0, \sigma_{ul}^2)$-distributed entries. Since the CPU has access to the covariance matrices $\{R_{il}\}$, it can compute the MMSE estimate of $h_{il}$ as [8, Sec. III-B]

$$\hat{h}_{il} = \sqrt{n_{ul}} R_{il} Q_{il}^{-1} (Y_{ul}^i \phi_i)$$  \hspace{1cm} (24)

where $Q_{il} = n_{ul} \sum_{i'=-1}^1 R_{il} \phi_{i'}^H \phi_i + \sigma_{ul}^2 I_M$. We let $\hat{h}_i = [\hat{h}_{i1}^T \ldots \hat{h}_{iL}^T]^T$. The estimation error is $\hat{h}_i - h_i \sim \mathcal{CN}(0, C_i)$ with $C_i = R_i - \Phi_i$ and $\Phi_i = \text{diag}(\Phi_{i1}, \ldots, \Phi_{iL})$, where $\Phi_i = \rho_{ul} n_{ul} R_i Q_{il}^{-1} R_{il}$. 

C. Downlink Pilot Transmission and Channel Estimation

As in the UL, we denote the DL pilot signature assigned to UE $i$ by the vector $\phi_i \in \mathbb{C}^{n_{dl}}$ satisfying $||\phi_i||^2 = n_{dl}$. The elements of $\phi_i$ are scaled by the square-root of the DL pilot power $\sqrt{n_{dl}}$ and transmitted over $n_{dl}$ channel uses. It follows from (22), that the received signal $y_{dl}^i \in \mathbb{C}^{1 \times n_{dl}}$ at UE $i$ is

$$y_{dl}^i = \sqrt{n_{dl}} h_{il}^H \sum_{j=1}^K w_{jl} \phi_j^H + z_{dl}^i$$  \hspace{1cm} (25)

where $\xi_{ij} = h_{il}^H w_{jl} \phi_j + z_{dl}^i$ denotes the effective precoded channel to UE $i$ and $z_{dl}^i \in \mathbb{C}^{1 \times n_{dl}}$ is noise with independent $\mathcal{CN}(0, \sigma_{dl}^2)$-distributed elements. The UE multiplies the received row vector $y_{dl}^i$ with its pilot signature to obtain

$$\hat{y}_i = y_{dl}^i \phi_i = \sqrt{n_{dl}} h_{il}^H \xi_{ii} + \hat{z}_i$$  \hspace{1cm} (26)

with

$$\hat{z}_i = \sqrt{n_{dl}} \sum_{j=1,j \neq i}^K \xi_{ij} \phi_j^H + z_{dl}^i$$  \hspace{1cm} (27)

Since $\xi_{ii}$ is in general not Gaussian distributed, the MMSE channel estimator cannot be expressed in closed form. If both the mean and the variance of $\xi_{ii}$ are known, one can utilize the LMMSE estimator, which is given by [8, App. B.4]

$$\hat{\xi}_{ii} = E[\xi_{ii}] + \frac{\sqrt{n_{dl}}}{\rho_{dl} n_{dl}} \sqrt{\mathbb{E}[\xi_{ii}]} \times \left( \hat{y}_i - \sqrt{n_{dl}} E[\xi_{ii}] - E[\hat{z}_i] \right).$$  \hspace{1cm} (28)

An alternative approach is to use the least-squares (LS) estimator, which yields

$$\hat{\xi}_{ii} = \frac{1}{\sqrt{n_{dl}} \rho_{dl}} \hat{y}_i.$$  \hspace{1cm} (29)

Unlike the LMMSE estimator, the LS estimator does not require the knowledge of the statistics (i.e., mean and variance) of the precoded channel $\xi_{ii}$, and thus is easier to implement. A similar precoded DL pilot scheme was considered in [28] in the context of spectral efficiency analyses of cell-free networks. Differently from our analysis, however, the one performed in [28] considers only distributed cell-free networks, MR precoding, and LMMSE channel estimation.

IV. UPLINK AND DOWNLINK OPERATION

We now detail the UL and DL of two different implementations of cell-free Massive MIMO, namely, centralized and distributed.

A. Uplink

1) Centralized Operation: In the UL of a fully centralized implementation, each AP $l$ acts only as a remote-radio head, i.e., as a relay that forwards its received baseband signal $r_{ul}^i[k]$ to the CPU, which performs channel estimation and
data detection after linear processing. Specifically, to decode the signal from UE \( i \), the CPU computes for \( k = 1, \ldots, n^{ul} \)
\[
y^{ul}_i[k] = u_i^H r^{ul}_i[k]
\]
where \( u_i = [u^{T}_i \ldots u^{T}_{il}]^T \in \mathbb{C}^{ML} \) is the centralized linear-combining vector and \( r^{ul}_i[k] \in \mathbb{C}^{ML} \) is the collective UL data signal, given by
\[
r^{ul}_i[k] = \begin{bmatrix} r^{ul}_{1i}[k] \\ \vdots \\ r^{ul}_{Li}[k] \end{bmatrix} = \sum_{i=1}^{K} h_i x^{ul}_i[k] + z^{ul}_i[k]
\]
with \( z^{ul}_i[k] = [z^{ul}_{1i}[k] \ldots z^{ul}_{Li}[k]]^T \in \mathbb{C}^{ML} \) being the collective noise vector. Substituting (30) into (31) we obtain
\[
y^{ul}_i[k] = u_i^H h_i x^{ul}_i[k] + \sum_{j=1, j \neq i}^{K} u_j^H h_i x^{ul}_j[k] + u_i^H z^{ul}_i[k]
\]
which can be expressed in the same form as (1) if we set \( v[k] = y^{ul}_i[k] \), \( q[k] = x^{ul}_i[k] \), \( g = u_i^H h_i \), and \( z[k] = \sum_{j=1, j \neq i}^{K} u_j^H h_i x^{ul}_j[k] + u_i^H z^{ul}_i[k] \). Given all channels and combining vectors, the random variables \( \{ z[k] : k = 1, \ldots, n^{ul} \} \) are conditionally i.i.d. and \( z[k] \sim \mathcal{CN}(0, \sigma^2) \) with \( \sigma^2 = \sigma^2_{dl} + \rho_{dl} \sum_{j=1, j \neq i}^{K} |u_j^H h_i|^2 \).

As we assume that the CPU treats the channel estimate \( \hat{h}_i \) as perfect and that the transmitted codeword is drawn from a codebook \( C^{ul} \). The estimated codeword \( \hat{x}^{ul}_i \) is thus obtained by performing mismatched SNN decoding with \( \tilde{g} = u_i^H \hat{h}_i \), i.e.,
\[
\hat{x}^{ul}_i = \arg \min_{x^{ul} \in C^{ul}} \| y^{ul}_i - \tilde{g} x^{ul}_i \|^2
\]
with \( y^{ul}_i = [y^{ul}_i[1], \ldots, y^{ul}_i[n^{ul}]]^T \) and \( \hat{x}^{ul}_i = [\hat{x}^{ul}_i[1], \ldots, \hat{x}^{ul}_i[n^{ul}]]^T \). An upper bound on the packet error probability then follows by applying (3). It is important to note that, although we assumed Rayleigh fading and MMSE channel estimation, the obtained bound is actually valid for any channel law and channel-estimation method, as well as any choice of the spatial combiner \( u_i \). For a detailed discussion on centralized combining schemes, we refer the interested reader to [14, Sec. 5.1.3, Sec. 5.1.4].

2) Distributed Operation: In a distributed cell-free network, the channel estimates are computed locally at the APs and are used to obtain local estimates of UE data. Hence, unlike a fully centralized network, AP \( l \) can only use its own local channel estimates for the design of the local combiner \( u_{il} \). The locally spatially-filtered signals at each AP are then sent to the CPU, which performs detection. We assume that the received signal at the CPU is the average of the locally filtered signals, i.e.,
\[
y^{ul}_i[k] = \sum_{i=1}^{L} u_{il}^H r^{ul}_i[k].
\]

In a distributed network, the CPU does not have knowledge of channel estimates and thus only the statistics can be utilized for data detection. Specifically, we assume that \( \hat{x}^{ul}_i \) is obtained as in (33) but then
\[
\hat{g} = \mathbb{E} \left[ u_i^H h_i \right] = \sum_{l=1}^{L} \mathbb{E} \left[ u_{il}^H h_{il} \right].
\]
As in the centralized case, the upper bound on the error probability, obtained from (3), is valid for any fading-channel distribution and any channel-estimation method as well as for any choice of local combiners \( \{ u_{il} : l = 1, \ldots, L \} \). For a detailed discussion on the choice of combiners, we refer the interested reader to [14, Sec. 6.1.2].

B. Downlink Operation

We now consider the DL counterparts of the two UL operations described above.

1) Centralized Operation: In a centralized network, the CPU exploits channel reciprocity to obtain estimates of the collective channel vectors, which are then used to compute the precoding vectors. We assume that
\[
w_i = \sqrt{\rho_{dl}^i} \tilde{w}_i
\]
where \( \| \tilde{w}_i \|^2 = 1 \) so that \( \rho_{dl}^i \) can be thought as the DL transmit power. Different precoders yield different tradeoffs between the error probability achievable at the UEs. A common heuristic comes from UL-DL duality [8, Sec. 4.3.2], which suggests to choose the precoding vectors \( w_i \) as the following function of the combining vectors: \( w_i = u_i / \mathbb{E} \| u_i \|^2 \).

As in UL, we can put (22) in the same form as (1) by setting \( v[k] = y^{dl}_i[k], q[k] = x^{dl}_i[k], g = h_i^H w_i, \) and \( z[k] = \sum_{j=1, j \neq i}^{K} h_i^H w_j x^{dl}_j[k] + e^{dl}_i[k] \). The random variables \( \{ z[k] : k = 1, \ldots, n^{dl} \} \) are i.i.d. and \( z[k] \sim \mathcal{CN}(0, \sigma^2) \) with \( \sigma^2 = \sigma^2_{dl} + \rho_{dl} \sum_{j=1, j \neq i}^{K} |h_j^H w_i|^2 \).

The estimated codeword is thus obtained by performing mismatched SNN decoding as
\[
\hat{x}^{dl}_i = \arg \min_{x^{dl} \in C^{dl}} \| y^{dl}_i - \tilde{g} x^{dl}_i \|^2
\]
with \( y^{dl}_i = [y^{dl}_i[1], \ldots, y^{dl}_i[n^{dl}]]^T \) and \( \hat{x}^{dl}_i = [\hat{x}^{dl}_i[1], \ldots, \hat{x}^{dl}_i[n^{dl}]]^T \). Note that without pilot transmission in the DL, the UE has no knowledge of the precoded channel \( \xi_{ii} = h_i^H w_i \) in (22). We assume, however, that the UE is aware of its expected value \( \mathbb{E}[h_i^H w_i] \) and uses this quantity to perform mismatched SNN decoding. Specifically, we set \( \tilde{g} = \mathbb{E}[h_i^H w_i] \) in (37). When pilots are transmitted in the DL, mismatched SNN decoding is performed with \( \tilde{g} = \xi_{ii} \) where \( \xi_{ii} \) is computed using, e.g., the LS estimator (29).

2) Distributed Operation: We assume that the CPU produces the downlink codewords \( \{ \hat{x}^{dl}_i : i = 1, \ldots, K \} \) and sends them to the serving APs. Each AP then performs spatial precoding on the basis of the available local channel estimates. For example the signal transmitted by AP \( l \) in channel use \( k \) is given by
\[
\sum_{i=1}^{K} w_{il} x^{dl}_i[k].
\]
As in the centralized case, UE \( i \) detects the transmitted codeword by performing the mismatched SNN decoding operation in (37). Specifically, if no DL pilots are transmitted, the UE \( i \) sets \( \hat{g} = \mathbb{E}[H_i^H w_i] \). If DL pilots are transmitted, UE \( i \) sets \( \hat{g} = \hat{\xi}_{ul} \).

V. NUMERICAL ANALYSIS

We present numerical simulations to characterize the UL and DL performance of the different cell-free Massive MIMO implementations in the URLLC regime. We consider an automated-factory propagation scenario with no wrap-around topology. The URLLC requirements for our numerical experiments, which are provided in Table I, have been selected according to the 3GPP technical specifications [2]. The number of UL and DL channel uses corresponds roughly to a resource block in 5G NR and yields a latency of around 100 \( \mu \)s. When multiple antennas are used at the APs, the spatial correlation matrices are generated using the local scattering model from [8, Sec. 2.6]. Specifically, we assume that the scatterers are uniformly distributed in the angular interval \( [\phi_i - \Delta, \phi_i + \Delta] \), where \( \phi_i \) is the nominal angle-of-arrival of UE \( i \), where \( i = 1, \ldots, K \), and \( \Delta \) is the angular spread. Hence, the \((m_1, m_2)\)th element of \( R_{ul} \) is equal to [8, Sec. 2.6]

\[
[R_{ul}]_{m_1,m_2} = \frac{\beta_{ul}}{2\Delta} \int_{-\Delta}^{\Delta} e^{i\pi(m_1-m_2)\sin(\phi_i+\bar{\phi})} d\bar{\phi}. \tag{39}
\]

In all subsequent simulations, we assume \( \Delta = 25^\circ \).

The analysis is carried out by using the network availability \( \eta \) defined in (19) as performance metric. Specifically, for fixed UE positions, we compute the average UL and DL error probabilities \( \epsilon_{ul} \) and \( \epsilon_{dl} \) for an arbitrary UE within the coverage area by averaging over the small-scale fading and the additive noise. Then, we evaluate the probability, computed with respect to the random user positions, that \( \epsilon_{ul} \) or \( \epsilon_{dl} \) are below \( \epsilon_{target} = 10^{-5} \). Similar to Section II-D, the use of MMSE combining and precoding in both the UL and the DL turns out to be mandatory to achieve high \( \eta \). Hence, we will focus on MMSE combining and precoding in the reminder of the section.

When considering network architectures involving multiple APs, we assume that the APs are located on a square grid within the coverage area. This implies that the number \( L \) of APs is chosen so that \( \sqrt{L} \) is an integer. When considering cell-free architectures, we will also assume that \( L \geq 16 \).

To perform a fair comparison, we use the same propagation model for cellular and cell-free simulations. Furthermore, the same UE locations and pilot assignments are used in both scenarios. We assume that the cellular BSs are equipped with half-wavelength-spaced uniform linear arrays. The spatial correlation follows the model in (39).

A. Uplink

We assume that orthogonal pilot sequences of length \( n_{dl}^{ul} = 40 \) are used in the UL for MMSE channel estimation. Since \( K = 40 \), pilot contamination is avoided. In the centralized case, we use the MMSE combiner [13]

\[
\mathbf{u}_i = \rho_{ul}^{-1} \left( \sum_{i=1}^{K} \rho_{ul}^{i} \left( \tilde{h}_i \tilde{g}_i^H + C_i \right) + \sigma_{ul}^2 I_{LM} \right)^{-1} \tilde{h}_i \tag{40}
\]

while the local MMSE combiner

\[
\mathbf{u}_{il} = \rho_{ul}^{-1} \left( \sum_{i=1}^{K} \rho_{ul}^{i} \left( \tilde{h}_i \tilde{h}_i^H + C_{il} \right) + \sigma_{ul}^2 I_{LM} \right)^{-1} \tilde{h}_{il} \tag{41}
\]

is used with decentralized operation. In (41), \( C_{il} = R_{il} - \Phi_{il} \) is the covariance matrix of the estimation error \( \tilde{h}_{il} = h_{il} - \tilde{h}_{il} \). MMSE channel estimation is used with both architectures.

1) Network Availability vs. Number of Antennas: In Fig. 3, we plot the network availability for \( \rho_{ul} = -10 \) dBm, as a function of the total number of antennas \( LM \in \{50, \ldots, 400\} \). We see from Fig. 3 that the centralized cell-free architectures allows one to achieve a network availability \( \eta \geq 0.95 \) when \( LM \geq 100 \). Using single-antenna APs (\( M = 1 \)) is optimal in the centralized case: the network availability obtainable for larger values of \( M \) is strictly smaller.\(^2\) This implies that, when providing URLLC services, it is advantageous to distribute as much as possible the available antennas over the coverage area to reduce the average distance between APs and UEs.

\(^2\)The network availability obtainable in the centralized cell-free setting when \( M \in \{2, \ldots, 15\} \) is indicated in Fig. 3 by the black dots, which are color-coded from darker (\( M = 2 \)) to lighter (\( M = 15 \)). The same convention is used also in Fig. 6.

| Parameter                          | Value          |
|------------------------------------|----------------|
| Network area                       | \( 150 \text{ m} \times 150 \text{ m} \) |
| Number of UEs                      | \( K = 40 \)   |
| Bandwidth                          | \( B = 20 \text{ MHz} \) |
| Receiver noise power               | \( \sigma_{ul}^2 = -69 \text{ dBm} \) |
| Number of information bits         | \( n = 300 \)  |
| Total number of channel uses       | \( n/2 = 150 \) |
| Number of UL/DL channel uses       | \( n^u_p = 40 \) |
| Number of UL pilots                | \( n^d_p = 0 \) |
| Number of DL pilots                | \( d_i = 40 \)  |
| Distance between UE i and AP l     | \( -30.5 - 37.6 \log_{10} \left( \frac{4h}{\pi} \right) \) |
| Large scale fading \( \beta_{ul} \) in dB | \( 10 \text{ m} \) |
| Height difference between AP and UE | \( \epsilon_{target} = 10^{-5} \) |
| Target error probability          | MMSE or MR     |

TABLE I: NETWORK PARAMETERS

- \( \Phi_{il} \) is the covariance matrix of the estimation error \( \tilde{h}_{il} = h_{il} - \tilde{h}_{il} \) in the centralized cell-free setting when \( M \in \{2, \ldots, 15\} \) is indicated in Fig. 3 by the black dots, which are color-coded from darker (\( M = 2 \)) to lighter (\( M = 15 \)). The same convention is used also in Fig. 6.

- \( \epsilon_{target} = 10^{-5} \) is a performance metric used in the analysis.

- The network availability obtainable in the centralized cell-free setting when \( M \in \{2, \ldots, 15\} \) is indicated in Fig. 3 by the black dots, which are color-coded from darker (\( M = 2 \)) to lighter (\( M = 15 \)). The same convention is used also in Fig. 6.
A cellular architecture with \( L = 4 \) BSs requires at least \( M = 64 \) antennas per BS (i.e., \( LM = 256 \)) to achieve \( \eta \geq 0.95 \). This value of network availability cannot be achieved when \( L = 1 \), even when \( LM = 400 \), confirming again the importance of reducing the average distance between BSs and UEs. For the values of \( LM \) considered in the figure, the distributed cell-free architecture, whose performance is optimized over \( M \in \{8, \ldots, 25\} \), does not achieve \( \eta \geq 0.95 \). Note that, in this architecture, \( M = 1 \) is not optimal. On the contrary, the number of antennas \( M \) per APs (indicated in the figure by the red labels) needs to be increased as \( LM \) is increased to maximize \( \eta \). This comes as no surprise since (35) provides an accurate channel estimate only when channel hardening occurs, which requires the APs to have sufficiently many antennas.

2) Network Availability vs. Transmit Power: In Fig. 4, we plot \( \eta \) as a function of the UL transmit power \( \rho_{ul} \) for \( LM \in \{100, 256\} \). For the case \( LM = 100 \), we consider two centralized cell-free architectures, one with \( L = 100 \) single-antenna APs and one with \( L = 25 \) APs with 4 antennas, as well as two cellular architectures, one with a single BS \( (L=1) \) and one with \( L = 4 \) BSs. The results of Fig. 4 show that the distributed cell-free architecture does not support positive \( \eta \). Indeed, the APs have too few antennas to make channel-hardening-based spatial processing work. Furthermore, the centralized cell-free architecture with single-antenna APs achieves \( \eta \geq 0.95 \) for \( \rho_{ul} \geq -17 \) dBm. The cellular architecture with \( L = 1 \) requires \( \rho \geq 0 \) dBm, whereas the cellular architecture with \( L = 4 \) is not able to achieve \( \eta \geq 0.95 \), since intercell interference causes a degradation of \( \eta \) when \( \rho_{ul} \) is increased beyond 10 dBm.

For the case \( LM = 256 \), the performance of both centralized cell-free and cellular improve, as expected. Unlike Fig. 4a, the cellular network with \( L = 4 \) outperforms the one with \( L = 1 \). This means that \( M = 64 \) antennas are sufficient at each of the 4 BS to provide accurate enough interference management, for the system to benefit from the lower average UE-BS distance. We also illustrate the performance of a distributed cell-free network with \( L = 16 \) APs: this architecture does not achieve \( \eta \geq 0.95 \).

B. Downlink

We analyze next the DL network availability, with and without DL pilots. When pilot sequences are transmitted, we assume that they are orthogonal and that \( \eta_{dl}^{ul} = 40 \), so that \( \eta_{dl}^{dl} = \eta_{dl}^{ul} = 110 \). Furthermore, we assume that the LS channel estimator (29) is used.

1) The Impact of DL Pilots: Before investigating the network availability, we study first the impact of DL pilots for a simple scenario. Specifically, we assume that a single UE is located in the center of the coverage area and analyze the downlink packet error probability achieved by a centralized network with single-antenna APs, with and without DL pilots. MR precoding is used and the transmit power is \( \rho_{dl} = -10 \) dBm. Fig. 5 shows the DL average error probability \( \epsilon_{dl} \) as a function of the number of APs \( L \). The case where a genie provides the UE with perfect knowledge of the precoded channel \( g = h^H w \) is also reported as benchmark. The figure clearly illustrates that DL pilots are beneficial in a centralized network. Indeed, to achieve an average error probability \( \epsilon_{dl} = 10^{-5} \), \( L = 25 \) APs are sufficient. To achieve the same average error probability without DL pilots, one needs \( L = 140 \) APs. This means that the penalty incurred by reducing the available channel uses for data transmission from 150 to 110 is much smaller than the benefit from having an accurate estimate of the precoded channel \( g = h^H w \) at the UE.

2) Network Availability vs. Number of Antennas: In Fig. 6a, we show \( \eta \) as a function of the total number \( LM \) of antennas
in the system, for the case of DL pilot transmission. For the centralized cell-free and the cellular system, the observations one can draw from the figure are similar to the ones reported for the UL in Section V-A.1: $M = 1$ is almost always optimal in the centralized cell-free case (larger values of $M$, which are represented by the other black dots, yield worse performance in general) and $L = 4$ is superior to $L = 1$ in the cellular case. The network availability achievable with the distributed cell-free system, optimized over $M \in \{8,\ldots,25\}$, is larger than the one achievable in the UL, and this system achieves $\eta \geq 0.95$ when $LM \geq 270$. With the centralized cell-free architecture, $LM \geq 125$ is sufficient.

When no DL pilots are transmitted (see Fig. 6b), the performance of the cellular network with $L = 1$ and of the distributed cell-free network actually improves slightly. Indeed, for these two architectures, the use of DL pilots is not beneficial, because the APs are equipped with a sufficiently large number of antennas for channel-hardening-based estimates to be accurate. So it is better to devote the channel uses spent on pilot symbols to data transmission. On the contrary, the performance of the centralized cell-free architecture deteriorates significantly and is inferior to that of the distributed cell-free system when $LM \geq 200$.

3) Network Availability vs. Transmit Power: Fig. 7 shows the DL network availability with and without DL pilots as a function of the DL transmit power. For this total number of antennas, the distributed cell-free architecture does not achieve a positive network availability. When DL pilots are transmitted, the performance are similar as the one reported for the UL in Section V-A.2: the centralized cell-free with $M = 1$ in the most performing architecture, and the cellular architecture with $L = 4$ suffers from multi-cell interference for $\rho_{dl}$ larger than around $8$ dBm.

When no DL pilots are transmitted, only the cellular architecture with $L = 1$ is capable of achieving $\eta \geq 0.95$. Centralized cell-free with $M = 4$ (which outperforms the $M = 1$ centralized architecture) and cellular with $L = 4$ yield $\eta \leq 0.1$.

4) Do Infinite-Blocklength Metrics Provide Accurate Performance Estimates?: In Fig. 8, we depict the DL network availability computed using as performance metric the outage probability:

$$P \left[ \log \left(1 + \frac{\rho g^2}{\sigma^2} \right) < R \right].$$  (42)

The setup is the same as the one considered in Fig. 6a. By comparing Fig. 6a and Fig. 8, we notice that outage probability analyses yield overly optimistic results that can lead to misleading insights. One can show that similar conclusions hold also for the UL.

VI. CONCLUSION

We analyzed the performance of cell-free Massive MIMO networks supporting the transmission of short packets under
the high reliability targets demanded in URLLC. The analysis was carried out using an accurate and easy to evaluate approximation on the per-user UL and DL packet error probability. This approximation relies on the saddlepoint expansion of a finite blocklength bound (see Theorem 1). We showed that the saddlepoint approximation provided in Theorem 2 applies to both cellular and cell-free Massive MIMO networks, thereby generalizing the results by Östman et al. [15]. Hence, while in the asymptotic regime of infinite blocklength, lower bounds on the ergodic capacity are the primary tools to investigate numerically the performance of both cellular and cell-free Massive MIMO systems and derive insights into their design, in this paper we show that, in the short-packet regime, one promising tool to achieve the same goals is the saddlepoint approximation on the RCUs error probability bound (1), computed for the scaled nearest-neighbor decoding rule (2). We used the packet size (blocklength) as a proxy for the latency in the access part of the network. We did not consider the contribution to the latency resulting from processing delay or from transmission of information data over the fronthaul connecting central-processing unit and access point. This is an important issue that is left for future work. It turned out that, in a typical automated-factory scenario, cell-free Massive MIMO with fully centralized processing and single-antenna APs outperforms cell-free Massive MIMO with distributed processing and cellular Massive MIMO. However, for the centralized cell-free Massive MIMO architecture to perform satisfactorily: (i) one must use MMSE linear processing. Indeed, MR processing is not able to guarantee the reliability required in URLLC. (ii) Furthermore, the APs need to transmit precoded pilot sequences in the DL, to allow the UEs to acquire a sufficiently accurate channel estimate. If DL pilots are not transmitted, one has to equip each AP with sufficiently many antennas to induce channel hardening. However, for a fixed total number of antennas per coverage area, this yields a reduction in the AP density, which affects performance negatively, because of the larger average distance between UEs and APs.
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