Research Status of Gesture Recognition Based on Vision: A Review
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Abstract. Gesture control, as a new type of interactive method, has the characteristics of rich expression, convenient control, and fast. It has huge application prospects in entertainment, home furnishing, and industry. Gesture recognition is the basis of gesture control. Gesture recognition technology based on visual detection acquires gesture information in a non-contact manner, which enables the operator to have a better operating experience and is favored by scholars at home and abroad. In order to fully understand the existing research methods of visual gesture recognition, firstly, the basic process of visual gesture recognition is explained. According to the principle of the gesture recognition method, it is divided into gesture recognition based on traditional methods and gesture recognition based on deep learning. And the specific methods are analyzed and summarized in detail. Finally, the technical difficulties of visual gesture recognition are analyzed and discussed, and the development trend of gesture recognition based on vision is prospected.

1. Introduction

Human-computer interaction technology is gradually changing from computer-centered to human-centered. As an important human-computer interaction method, gesture control provides people with a natural and intuitive communication mode. It has been initially applied in the entertainment industry and has strong practicality in robot control [1]. Gesture recognition is the basis of gesture control. At present, gesture recognition is mainly divided into gesture recognition based on the data glove as the input device and gesture recognition based on the visual device as the input device [2, 3]. Based on visual gesture recognition technology to obtain gesture information in a non-contact manner [4], so that the operator has a better operating experience, it is favored by scholars at home and abroad. In addition, the data glove device is expensive, making the gesture control method of the data glove gradually eliminated in recent years.

Early visual gesture recognition relied on smearing or pasting easy-to-recognize color or shape marks on the human hand, and realized gesture recognition through visual recognition marks [5]. This method is difficult to recognize rich gestures due to the limited quantity and quality of marks. With the development of visual technology, unmarked visual gesture recognition has become the current mainstream. The general sense of vision-based gesture recognition is unmarked visual gesture
recognition. The following description is unmarked visual gesture recognition unless otherwise specified.

The main process of visual gesture recognition includes: (1) Image acquisition: use a visual camera to collect gesture images; (2) Hand detection and segmentation: detect the position of the hand in the gesture image and segment the hand region; (3) Gesture recognition: extraction the image features of the hand area, and the gesture type is recognized based on the features. The process of visual gesture recognition is shown in Figure 1.

![Figure 1. The process of vision-based gesture recognition.](image)

Vision-based gesture recognition technology can be divided into static gesture recognition and dynamic gesture recognition [6]. Static gesture recognition takes the hand in a static state for recognition, and the posture, shape, position and other data information of the hand will not change [7]. It has the advantage of high recognition efficiency. However, static gesture recognition also has its own shortcomings. For example, static gestures can only express less information, which does not match the characteristics of actual human hand movement. Dynamic gestures are composed of static gestures frame by frame, that is, static gestures are a special state of dynamic gestures [8]. The advantage of dynamic gesture recognition is that constantly changing gestures can express more information and can be widely used in the field of human-computer interaction.

According to the principle and development process of gesture recognition, it can be divided into gesture recognition based on traditional methods and gesture recognition based on deep learning. This paper studies and analyzes the literature related to visual gesture recognition in recent years, and outlines the common methods of gesture recognition. Then, the main technologies involved in each process of gesture recognition are compared and analyzed. These processes include gesture detection and segmentation, gesture tracking, gesture feature extraction, and gesture classification. Finally, this article also discusses the challenges and limitations of gesture recognition, as well as possible future development directions to promote research in this field.

2. Gesture recognition based on traditional methods

Researchers of gesture recognition based on traditional methods mainly rely on traditional machine learning methods and image processing methods for gesture recognition related work. Most gesture recognition methods include two stages, namely detection and recognition.

2.1. Gesture detection

The first task of gesture recognition is the detection of hand location and the segmentation of the image area. In traditional methods, hand segmentation is crucial because it isolates task-related data from the complex image background, and then the segmented data is passed on to the subsequent recognition stage. References [9, 10] proposed several types of visual features and their combination methods in most cases. These characteristics include the skin color, shape, movement, and anatomical model of the hand.

The method of gesture detection based on skin color mainly selects a suitable color space (such as RGB, HSV, etc.) to establish a skin color model [11]. Because skin color-based detection will be interfered by illumination changes, in order to enhance the invariance of illumination changes, some
methods operate on color spaces such as HSV [12] and YUV [13]. Generally speaking, the method of hand region detection and segmentation by color has great limitations, and it is susceptible to interference from similar objects in the background.

The detection method based on the shape is mainly by capturing the shape characteristics of the hand in the image [14]. A large number of methods use edge detection to extract the contour of the hand. In general, the contour extraction method based on edge detection will also detect a large number of edges belonging to other objects, which requires a complicated post-processing process. Therefore, edge extraction is often combined with skin color and background separation. The local topological descriptor is used to match the model with the edges in the image. Argyros et al. [15] established the corresponding relationship based on the three-dimensional position information of multiple fingertips, obtained the three-dimensional information of the hand, and reconstructed the three-dimensional contour of the detected and tracked hand in real time.

2.2. Gesture recognition

The overall goal of gesture recognition is to interpret the position, posture, or semantics conveyed by the gesture. In order to detect static gestures, a classifier or template matcher is generally used. However, dynamic gestures have a time dimension, and it is necessary to use methods to deal with this dimension, such as Hidden Markov Model (HMM) [16], to model the time dimension through gesture representation.

In the recognition based on static gestures, methods such as random forest, support vector machine (SVM), neural network (NN), etc. are mainly used. Huang et al. [17] combined Gabor filter and SVM to classify 11 static gestures. Pugeaultp et al. [18] combined the hand shape features extracted from the RGB image with the depth image, and used the random forest method on the 24 gesture data set ASL (American Sign Language) to achieve a recognition rate of 75%.

In the recognition based on dynamic gestures, a large number of studies [19, 20] use hidden markov model (HMM) for recognition. The dynamic gesture is defined as a set of state sequences. In the process of gesture recognition, each state can represent a set of possible hand positions or postures. State transition means that a certain hand position or posture is transferred to another position or posture. The corresponding output symbol indicates a specific gesture.

3. Gesture recognition based on deep learning

Traditional machine learning methods have great limitations when dealing with unprocessed data [21]. Machine learning researchers need considerable professional domain knowledge, perform complex preprocessing of the task data that needs to be performed, design a corresponding feature extractor, and further convert the original data image information into feature vectors, and then input the resulting feature vectors The corresponding classifier to output the target category. Then the obtained feature vector is input into the corresponding classifier to output the target category. Deep learning can gradually express the original data as high-level features by combining simple and nonlinear modules [22]. In this way, deep learning can learn very complex feature representations.

At the same time, with the development of deep learning technology in recent years and the gradual maturity of deep convolutional neural network (CNN), especially the proposed convolutional network models [23, 24] such as VGG Net, Google Net, Res Net, Dense Net, etc., significant breakthroughs have been made in image classification and recognition tasks. Moreover, due to the powerful learning ability of deep learning when dealing with end-to-end problems, it can handle more complex tasks, such as various target detection, video intelligent monitoring, human body pose estimation, etc. In recent years, there has been a lot of work using deep learning methods for gesture recognition, which is also the current mainstream method.

3.1. Gesture recognition based on 2D-CNN

Two-dimensional convolutional neural networks (2D-CNN) are mostly used to process static gestures or process dynamic gesture sequences frame by frame, and its network structure is shown as in Figure 2. Kang et al. [25] used CNN to extract features from the fully connected layer for gesture recognition
of depth images. Oyedotun and Khashman et al. [26] used CNN and multi-layer noise reduction autoencoder (SDAE) to recognize 24 static gestures. Liang et al. [27] proposed a multi-view framework to recognize gestures from point cloud data, by projecting the point cloud model of the hand to different view planes, and then using CNN to extract features from these views. Koller et al. [28] extracted millions of weakly labeled data from sign language videos, and used Google Net's Inception-V1 model to train 60 gesture classifiers, then combined the CNN classifier with HMM to recognize gestures in the video sequence.

3.2. Gesture recognition based on 3D-CNN

Some three-dimensional convolutional neural network (3D-CNN) models have been proposed for gesture recognition. The common network structure of 3D-CNN model is shown in Figure 3. Molchanov et al. [29, 30] proposed a 3D-CNN model to recognize car driving gestures based on depth and intensity data, and combined multiple spatial scale information to make the final prediction, and used a loop mechanism to expand the 3D-CNN model to detect and classify dynamic gestures. Its network model includes 3D-CNN to extract spatio-temporal features and a loop layer for global timing modeling. Reference [31] improved the 3D-CNN model proposed by Tran et al. [32], using depth and RGB information for large-scale gesture recognition. Similarly, Camgoz et al. [33] also built an end-to-end 3D-CNN model based on the Tran model for large-scale gesture recognition. Miao et al. [34] combined 3D-CNN with Res Net and proposed the ResC3D model, which extracted features from time series RGB images, optical flow data, and depth data, and then classified them through SVM, and achieved 67.71% recognition rate on the Chalerm LAP IsoGD dataset.

![Figure 2. 2D-CNN gesture recognition network framework diagram.](image)

![Figure 3. 3D-CNN gesture recognition network framework diagram.](image)
The advantage of 3D-CNN is that it can dynamically recognize gestures, using the fusion momentum of normalized depth and image gradient values, and increase spatiotemporal data to avoid over-fitting. The combination of low-resolution and high-resolution sub-networks significantly improves classification accuracy. The disadvantage is that gestures are limited to specific scenarios, insufficient information processing for serialization, and insufficient robustness to complex environments.

3.3. Gesture recognition based on RNN-LSTM
Neverora et al. [35] first applied recurrent neural network (RNN) to gesture recognition, and its network structure is shown as in Figure 4. For depth, skeleton pose, and speech, a multi-modal gesture recognition system is proposed. Each mode is processed separately in a short time sequence. The features of each mode are manually extracted or learned, and then a long-term dependence model is established through RNN to use for data fusion and final classification. Eleni et al. [36] proposed convolutional long short-term memory recurrent neural network model (RNN-LSTM), which can successfully learn gesture features of different duration and complexity.

![Figure 4. RNN-LSTM gesture recognition network framework diagram.](image)

The advantage of using RNN-LSTM for gesture recognition is that it proposes a method of duration classification, which can continuously recognize dynamic gestures, and has a good processing process for sequence information such as video, making the classification of gestures more accurate and real-time. However, its disadvantage is that the construction model and pre-training are complicated, and it is still not robust to the recognition of complex environments.

4. Technical difficulties and development trends of gesture recognition

4.1. Technical difficulties of gesture recognition
Gesture recognition technology has developed rapidly in recent years. However, due to the interference of external environmental factors and various limitations of the gesture itself, it is easy to have various effects on the system, making gesture recognition still have insurmountable problems. In order to make the way of human-computer interaction using gesture recognition more perfect, this paper summarizes the following technical difficulties, which are used as reference for related scientific research workers.
(1) Gesture segmentation in complex background
   At present, most methods have achieved recognition in isolated scenes, but the complex background environment factors are changeable. When the illumination changes, the background has similar skin colors, etc., the detection, tracking and segmentation of gestures in the video will bring great difficulties.

(2) Gesture recognition for occlusion or blind spots
   When a human hand moves in space, there are often problems of objective occlusion or gesture recognition under blind spots. This situation brings great difficulties to gesture tracking and gesture recognition. BALLAN L et al. proposed to use differentiated learning on the fingers, and associate the distinguishing point features of the fingers with gestures [37], achieving extremely accurate recognition in the case of interaction between hands and hands, and hands and objects. However, due to the large number of conditions required for identification and the large amount of calculation of the model, it is not applicable in actual human-computer interaction applications.

(3) Variety of gestures
   The human hand has 27 degrees of freedom, which is equivalent to a highly flexible deformable body. The movement of the hand includes changes in position and rotation. Therefore, the human hand can make a variety of complex and different gestures, which greatly increases the difficulty of hand feature analysis.

(4) Real-time gesture recognition
   In the process of recognizing the gesture model, since the input is a video image sequence, when the image pixels are high and the amount of processed data is large, the system needs to be able to process a large amount of data quickly, which has high requirements for computer hardware Requirements. This has also become a difficult problem for real-time gesture recognition.

4.2. The development trend of gesture recognition
   With the expansion of the application range of gesture recognition, the requirements for the richness and real-time performance of gestures are getting higher and higher, making dynamic gesture recognition one of the research hotspots. And complex gesture recognition is another research direction of gesture recognition.

   With the rise of artificial intelligence, deep learning is undoubtedly a benign accelerator for gesture recognition. If gesture recognition based on deep learning can be fully integrated into the human-computer interaction system, then human-computer interaction will become more natural and efficient, while can also improve the intelligence of human-computer interaction to a large extent, this will definitely be the future development trend.

5. Conclusion
   Vision-based gesture recognition has an irreplaceable role in the field of human-computer interaction. After years of extensive research, vision-based gesture recognition has made great progress, but because gestures are usually in a complex environment, and complex background will cause the accuracy of gesture segmentation to decrease, it cannot be accurately extracted and recognized. Gesture. This paper investigates the main methods of vision-based gesture recognition in recent years, reviews several representative methods of gesture recognition based on traditional methods and gesture recognition based on deep learning, summarizes the advantages and disadvantages of various methods, and points out the current research technical difficulties and development trends. With the development of human-computer interaction and the maturity of research in deep learning and other fields, reliable, accurate, and effective gesture recognition systems will surely be developed to improve people's lives.
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