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Abstract

We prove that for $\beta < 6\pi$ the local extremal process of the massive sine-Gordon field on the unit torus in $d = 2$ converges to a Poisson point process with random intensity measure $Z_{SG}^\beta \otimes e^{-\alpha h} dh$ for some $\alpha > 0$. The proof combines existing methods for the extremal process associated with the Gaussian free field, which was introduced and studied by Biskup and Louidor, and a strong coupling between the sine-Gordon field and the Gaussian free field.

1 Introduction and main result

We consider the (continuum) sine-Gordon field on the two-dimensional torus $\Omega = \mathbb{T}^2$ with mass $m > 0$ and coupling constants $z \in \mathbb{R}$ and $0 < \beta < 6\pi$. Regularised using a lattice of mesh $\varepsilon$ such that $1/\varepsilon$ is an integer, its distribution is the probability measure on $\mathbb{R}^{\Omega_\varepsilon} = \{\varphi: \Omega_\varepsilon \to \mathbb{R}\}$ given by

$$\nu_{SG\varepsilon}(d\varphi) = \frac{1}{Z_\varepsilon} \exp \left[ -\varepsilon^2 \sum_{x \in \Omega_\varepsilon} \left( \frac{1}{2} \varphi_x (-\Delta^\varepsilon \varphi)_x + \frac{1}{2} m^2 \varphi^2_x + 2\varepsilon - \beta/4\pi \cos(\sqrt{\beta} \varphi_x) \right) \right] d\varphi, \quad (1.1)$$

where $\Omega_\varepsilon = \mathbb{T}^2 \cap \varepsilon\mathbb{Z}^2$ is the discretised unit torus and $\Delta^\varepsilon$ is the discretised Laplacian, i.e. $\Delta^\varepsilon f(x) = \varepsilon^{-2} \sum_{y \sim x} (f(y) - f(x))$ with $x \sim y$ denoting that $x$ and $y$ are neighbours in $\varepsilon\mathbb{Z}^2$.

For $z = 0$ the periodic terms in (1.1) disappears and the remaining density is that of a multivariate Gaussian random variable with mean 0 and covariance $(-\Delta^\varepsilon + m^2)^{-1}$, also known as the (massive) Gaussian free field (GFF) on $\mathbb{T}^2$. In what follows we use the notation $\nu_{GFF\varepsilon}$ for the law on $\mathbb{R}^{\Omega_\varepsilon}$ of this special case.

The sine-Gordon model is a well-studied model in Euclidean quantum field theory, where measures $\nu$ on the set of distributions $S'(\Omega)$ are studied that have a formal density with respect to the continuum Gaussian free field denoted as $\nu_{GFF}$, i.e.

$$d\nu(\varphi) \propto e^{-\int_\Omega V_0(\varphi(x))dx} d\nu_{GFF}(\varphi). \quad (1.2)$$

The choices of $V_0$ are restricted by a set of physically motivated axioms, see [40] and [35], which are satisfied by the periodic interaction $V_0(\varphi_x) = z \cos(\sqrt{\beta} \varphi_x)$. Other choices of physical relevance are the quartic interaction with $V_0(\varphi_x) = \lambda \varphi^4_x$, $\lambda > 0$ ($\varphi^4$-model) and the exponential interaction with $V_0(\varphi_x) = \lambda \cosh(\sqrt{\beta} \varphi_x)$ (Gordon model). Since the density $\nu$ as stated in (1.2) is ill-defined, a renormalisation and regularisation procedure is necessary to give a rigorous construction of this object. A common technique is to replace the continuum Gaussian free field $\nu_{GFF}$ by a suitable regularisation and interpret the non-linearity $V_0$ as a Wick-ordering denoted as $V_0 :$. For a rigorous definition of the Wick-ordering we refer to [31], Section 8.5]. If one regularises the continuum free field
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by the lattice $\Omega_\varepsilon$, that is replace it by the discrete GFF denoted as $\nu^{\text{GFF}_\varepsilon}$, then this leads precisely to (1.1). The continuum object corresponding to the formal definition in (1.2) can then be constructed as weak limit as $\varepsilon \to 0$. Under suitable assumptions on $z$ and $\beta$, it is known that the probability measures $\nu^{\text{SG}_\varepsilon}$ converge weakly as $\varepsilon \to 0$ to a non-Gaussian probability measure $\nu^{\text{SG}}$ on $H^{-\kappa}(\mathbb{T}^2)$ for any $\kappa > 0$.

Such a rigorous construction of the sine-Gordon model is non-trivial and was for instance achieved in [19] and [23], [24]. The sine-Gordon model in $d = 2$ on the full space $\mathbb{R}^2$ was constructed in [5] using stochastic control techniques, while the work [9] studies the massless theory $m \to 0$ at the free fermion point $\beta = 4\pi$. Moreover, dynamical aspects of the sine-Gordon field were studied in [32] and [21]. For more details on the sine-Gordon model, we refer to the introduction of [8].

Using a coupling between the sine-Gordon field and the Gaussian free field it was recently proved in [8] that the centred global maximum of the sine-Gordon field converges in distribution to a randomly shifted Gumbel distribution; see Section 2.3 for the precise statement. In this article we continue to investigate the extremal behaviour of the sine-Gordon field by capturing also the local maxima and their locations.

Let $\Phi^{\text{SG}_\varepsilon}$ be a realisation of the sine-Gordon field on $\Omega_\varepsilon$, i.e. a random variable with values in $\mathbb{R}^{\Omega_\varepsilon}$ and distribution $\nu^{\text{SG}_\varepsilon}$. Following [11] we call a point $x \in \Omega_\varepsilon$ an $r$-local maximum of $\Phi^{\text{SG}_\varepsilon}$, if
\begin{equation}
\Phi^{\text{SG}_\varepsilon}(x) = \max_{\Lambda_r(x)} \Phi^{\text{SG}_\varepsilon},
\end{equation}
where $\Lambda_r(x) = \{ y \in \Omega_\varepsilon : |x - y| \leq r \}$ and $| \cdot |$ is the Euclidean distance on the continuum torus $\Omega$. Let $\Theta^{\text{SG}_\varepsilon}_r$ be the set of $r$-local maxima of $\Phi^{\text{SG}_\varepsilon}$.

Our main object of interest is the local extremal process associated with the sine-Gordon field which encodes both the locations of the local extrema and their values. It is formally given as the $\varepsilon \to 0$ limit of the random measures $\eta^{\text{SG}_\varepsilon}_{r_\varepsilon}$ on $\Omega \times \mathbb{R}$ defined as
\begin{equation}
\eta^{\text{SG}_\varepsilon}_{r_\varepsilon} \equiv \sum_{x \in \Theta^{\text{SG}_\varepsilon}_{r_\varepsilon}} \delta_x \otimes \delta_{\Phi^{\text{SG}_\varepsilon}(x) - m_\varepsilon},
\end{equation}
where $\delta$ denotes the Dirac measure, $(x, \Phi^{\text{SG}_\varepsilon}(x) - m_\varepsilon) \in \Omega_\varepsilon \times \mathbb{R}$ are random and
\begin{equation}
m_\varepsilon = \frac{1}{\sqrt{2\pi}} \left( 2 \log \frac{1}{\varepsilon} - \frac{3}{4} \log \log \frac{1}{\varepsilon} \right).
\end{equation}
Throughout this work, we refer to $\eta^{\text{SG}_\varepsilon}_{r_\varepsilon}$ and related objects as extremal process. However, we emphasise that we do not attempt to study the full extremal process, which includes all local maxima as well as the shape of the field around each local maxima.

Studying the limiting behaviour of (1.4) when $\varepsilon \to 0$, one has to impose conditions on the sequence $(r_\varepsilon)_\varepsilon$, so that all extreme local maxima of the field are taken into account. The choice of this sequence is motivated by the typical shape of the extremal landscape of the field; see the remark below Theorem 2.7. The main result of this article is the following convergence of $\eta^{\text{SG}_\varepsilon}_{r_\varepsilon}$ to a Poisson point process (PPP) with random intensity measure, where convergence here and throughout this paper is understood with respect to the topology of vague convergence on the space of Radon measures on $\Omega \times \mathbb{R}$.

**Theorem 1.1.** There is a random measure $Z^{\text{SG}}(dx)$ on $\Omega$ with $Z^{\text{SG}}(\Omega) < \infty$ a.s. and $Z^{\text{SG}}(A) > 0$ a.s. for every non-empty open set $A \subseteq \Omega$, such that for any sequence $(r_\varepsilon)_\varepsilon$ with $r_\varepsilon \to 0$ and $r_\varepsilon/\varepsilon \to \infty$,
\begin{equation}
\eta^{\text{SG}_\varepsilon}_{r_\varepsilon} \to \text{PPP}(Z^{\text{SG}}(dx) \otimes e^{-\sqrt{8\pi h}}dh).
\end{equation}
A Poisson point process with random intensity measure $\lambda$, here denoted as $\text{PPP}(\lambda)$, is sometimes referred to as a Cox-Process. Such a process can be sampled by first sampling from the distribution of $\lambda$, and then sampling independently a usual Poisson point process with deterministic intensity measure given by the sample of $\lambda$.

Theorem 1.1 is known for the by now well-understood massless Gaussian free field (GFF) with Dirichlet boundary condition; see [11, Theorem 1.1]. The interpretation of the limiting Poisson process is that in the limit the heights of the local extrema become independent, while their spatial correlation is described by a random measure. It is remarkable that such a precise understanding is also obtained for the non-Gaussian sine-Gordon field. In fact, it is conjectured that analogous results hold for other log-correlated fields and that the limiting point process comes from the small scales of the field; see [20]. However, few results confirming this universality have been rigorously established so far.

The minor difference between the constant $\sqrt{8\pi}$ in (1.6) and the analogous result for the GFF comes from the different scaling: here the normalisation of the field is such that $\text{Var} \Phi_{\Omega_\varepsilon}^\text{SG}(0) \sim \frac{1}{2\varepsilon} \log \frac{1}{\varepsilon}$. We also emphasise that we consider the discretised fields on the discretised unit torus $\Omega_\varepsilon \subseteq \varepsilon \mathbb{Z}^2$ rather than on increasing boxes $(0, N)^2 \cap \mathbb{Z}^2$ as in [11]. In order to correctly scale the sequence $(r_N)_N$ from $(0, N)^2 \cap \mathbb{Z}^2$ to our setting, one has to multiply by $1/N$, which results in the seemingly different conditions for the sequence $(r_\varepsilon)_\varepsilon$ in Theorem 1.1 compared to [11, Theorem 1.1].

Finally, we remark that Theorem 1.1 extends [8, Theorem 1.1] on the convergence of the centred global maximum of the sine-Gordon field. Indeed, the distribution function of $\max_{\Omega_\varepsilon} \Phi_{\Omega_\varepsilon}^\text{SG} - m_\varepsilon$ at $x \in \mathbb{R}$ can be expressed in terms of $\eta_{r_\varepsilon,\varepsilon}$ as the probability that no points are seen above height $x \in \mathbb{R}$. The convergence of $(\eta_{r_\varepsilon,\varepsilon})_\varepsilon$ to a Poisson point process then implies that the distribution function of the centred maximum converges and that the limit is given by the avoidance probability of the set $\Omega \times (x, \infty)$. By a standard result for Poisson point process this probability is equal to the Laplace transform of $Z_{\text{SG}}^\text{G}(\Omega)$ with spectral parameter $\frac{1}{\sqrt{8\pi}} e^{-\sqrt{8\pi} z}$, where $Z_{\text{SG}}^\text{G}(\Omega)$ is the total mass of the measure $Z_{\text{SG}}(dx)$ from Theorem 1.1. Comparing this with [8, Theorem 1.1], it follows that the random shift therein, denoted as $Z_{\text{SG}}^\lambda$, is in fact equal to $Z_{\text{SG}}^\text{G}(\Omega)$. The main difference between the present work and the discussion of the maximum in [8, Section 4] is that the subdivision of the torus into boxes of macroscopic side length $1/K$ used in [8] is not needed here. Instead, we use the convergence of Laplace functionals to identify limiting objects as Poisson point point processes and, using the coupling between the GFF and the sine-Gordon field, show that the key results in [11] continue to hold when adding a continuous non-Gaussian and independent field. Difficulties arise when considering the joint convergence of the extremal process associated with the GFF and the continuous field, since both objects are not independent.

### 2 Existing results and related work

In this section we give a detailed literature review on results that are particularly relevant to the present article. The first part is devoted to extreme values for log-correlated Gaussian fields, while the second part focuses on results related to the sine-Gordon field.

#### 2.1. Extreme values of log-correlated fields.

In recent years there has been significant progress in the study of extreme values of log-correlated fields, in particular in that of the Gaussian free field. Generally speaking the main interest in this area is on understanding the limiting behaviour of extremal field values as the regularising parameter $\varepsilon > 0$ tends to 0. Since the limiting object of the random field takes values in the space of distributions, it is clear that the local and global extremes diverge when $\varepsilon \to 0$, and hence, a centring of the extremal field values has to be applied before addressing further questions. We remark that most results which we mention below were proved for
fields defined on a boxes \( ([0, N) \cap \mathbb{Z})^2 \) with Dirichlet boundary condition and with \( N \to \infty \). As for the space regularisation, this approach is completely equivalent to our lattice regularisation using a grid of width \( \varepsilon > 0 \). Thus, to be consistent in the notation, we state all results in this section for fields defined on \( ([0,1) \cap \varepsilon\mathbb{Z})^2 \) unless specified otherwise.

For the GFF the correct recentring was found to be \( m_\varepsilon \) as defined in (1.5), which equals the expectation value of the global maximum of the GFF up to order 1, i.e. for \( \Phi_{GFF,\varepsilon} \sim \nu^{GFF,\varepsilon} \), as \( \varepsilon \to 0 \),

\[
E[\max_{\Omega_\varepsilon} \Phi_{GFF,\varepsilon}] = m_\varepsilon + O(1). \tag{2.1}
\]

The first order logarithmic term was identified by Bolthausen, Deuschel and Giacomin in [14] using a multiscale analysis of the maximum to reduce the problem to a field with underlying tree structure. In particular, the first order divergence is the same as if the field values were independent, i.e. if \( (\Phi_\varepsilon(x))_{x \in \Omega_\varepsilon} \) was a collection of independent centred Gaussian random variables with variances \( \text{Var}(\Phi_\varepsilon(x)) = \frac{1}{2\pi} \log \frac{1}{\varepsilon} \). This means that even though the GFF is a correlated field, its maximum is in first order the same as if there was no correlation at all.

However, the correlations become apparent in the second order: for the GFF maximum the loglog-term comes with the prefactor \( -\frac{1}{\sqrt{2\pi}} \frac{3}{4} \), while in the iid case the corresponding prefactor is \( -\frac{1}{\sqrt{2\pi}} \frac{1}{4} \). Thus, the spatial correlations lead to a damping effect, for which the GFF maximum is typically smaller than that of independent random variables.

This correction in the second order was first identified by Bramson in [18] for branching Brownian motion and later for branching random walk by Addario-Berry and Reed in [1]. Using a comparison between the maximum of the GFF and the maximum of a (modified) branching random walk Bramson and Zeitouni proved in [17] that this correction also holds for the GFF maximum and that the sequence \( (\max_{\Omega_\varepsilon} \Phi_{GFF,\varepsilon} - m_\varepsilon)_\varepsilon \) is tight.

Finer properties of the GFF extremal values were revealed by Ding and Zeitouni in [27], where the authors studied the sets of near maxima, i.e. random sets of vertices of the form

\[
\Gamma_{GFF,\varepsilon}^\lambda = \{ x \in ([0,1) \cap \varepsilon\mathbb{Z})^2 : \Phi_{GFF,\varepsilon}(x) \geq m_\varepsilon - \lambda \}. \tag{2.2}
\]

We state two of their main results here, as they are particularly important later in this article. The first one is on the geometry of the set of near maxima and states that vertices where the field attains high values are typically either close to or far away from each other.

**Theorem 2.1 ([27 Theorem 1.1]).** There is a constant \( c > 0 \), such that we have

\[
\lim_{\lambda \to \infty} \liminf_{\varepsilon \to 0} \Pr(\exists u, v \in \Gamma_{GFF,\varepsilon}^\lambda(c \log \log r) : \varepsilon r < |u - v| < 1/r) = 0. \tag{2.3}
\]

This result was later generalised to all log-correlated Gaussian fields with the constant \( c > 0 \) being uniform for all such fields; see [26 Lemma 3.3] for the precise statement.

The second main result in [27] states that the size of the set of near maxima grows exponentially in \( \lambda \).

**Theorem 2.2 ([27 Theorem 1.2]).** There are constants \( 0 < c < C \) such that

\[
\lim_{\lambda \to \infty} \liminf_{\varepsilon \to 0} \Pr(ce^c\lambda \leq \Gamma_{GFF,\varepsilon}^\lambda \leq Ce^C\lambda) = 1. \tag{2.4}
\]

The key here is that the bounds on the size of the set do not depend on the regularisation parameter \( \varepsilon \). This allows us to record the following immediate consequence of Theorem 2.2 for the later use. For any fixed \( \lambda > 0 \) we have

\[
\lim_{M \to \infty} \limsup_{\varepsilon \to 0} \Pr(\Gamma_{GFF,\varepsilon}^\lambda > M) = 0. \tag{2.5}
\]
In this work we invoke these results for massive Gaussian free fields on the unit torus with periodic boundary conditions. We argue in Section A.3 that the statements continue to hold under these somewhat different assumptions.

After these results were established, the scope shifted to the distribution of the global maximum and related objects. In [16] Bramson, Ding and Zeitouni established convergence in law for the centred GFF maximum to a randomly shifted Gumbel distribution, i.e.

$$\max_{\Omega_\varepsilon} \Phi^{GFF}_\varepsilon - m_\varepsilon \to \frac{1}{\sqrt{8\pi}} X + \frac{1}{\sqrt{8\pi}} \log Z^{GFF} + b$$  \hspace{1cm} (2.6)$$

in distribution, where $X$ is a standard Gumbel variable, $Z^{GFF}$ is a positive random variable and $b$ is a constant. As a by-product of their proof, they obtain that the random shift $Z^{GFF}$ takes a similar form as the so-called derivative martingale in [33]. Finally, Ding, Roy and Zeitouni generalised in [26] the convergence (2.6) to general Gaussian log-correlated fields. In fact, it is conjectured that the growth of the maximum and the convergence to a randomly shifted Gumbel distribution are universal for a larger class of log-correlated fields, Gaussian or not. However, since many existing methods rely on the Gaussian nature of the field, only few results are available in the non-Gaussian regime; see for instance [11], [10] and [8]. There is also a substantial literature for the non-Gaussian field of the logarithm of the characteristic polynomial of random matrices; see for example [37], [22] and [3]. The surprising relation between the extrema of characteristic polynomials and log-correlated processes has been pointed out and explored for the first time in [29] and [30], thus laying the foundation for subsequent activity in this direction.

Parallel to the progress on the global maximum of the log-correlated Gaussian fields Biskup and Louidor studied the extremal process of the massless GFF with Dirichlet boundary condition in [11] and established convergence to a Poisson point process on $[0,1]^2 \times \mathbb{R}$. They found that as $\varepsilon \to 0$

$$\eta^{GFF}_{\varepsilon} \rightarrow PPP(Z^{GFF}_{\varepsilon}(dx) \otimes e^{-\alpha h} dh),$$  \hspace{1cm} (2.7)$$

where $\eta^{GFF}_{\varepsilon}$ is defined analogously to (1.4), but with $\Phi^{SG}_{\varepsilon}$ replaced by $\Phi^{GFF}_{\varepsilon}$, $Z^{GFF}(dx)$ is a random measure on $[0,1]^2$ and $\alpha = \sqrt{8\pi}$ with our scaling. A main step of this proof is to show that the limiting point process is invariant under the evolution of its points by independent Brownian motions with drift $-\frac{\alpha}{2} t$. Interestingly, this invariance property manifests itself in the deterministic Gumbel law $e^{-\alpha h} dh$ for the height component.

In this article we need a small generalisation of this convergence result to massive GFFs with periodic boundary condition on the unit torus $\Omega$. Let $X^{GFF}_{\varepsilon}$ be the centred Gaussian field on $\Omega_\varepsilon$ with covariance $(-\Delta_\varepsilon + m^2 + 1/s)$. The proof of the following statement is completely analogous to the one for the massless GFF with Dirichlet boundary condition given in [11]. We comment on the essential differences in Appendix A.

**Theorem 2.3.** (Analogue of [11] Theorem 1.1) Let $s \in (0,\infty]$, let $X^{GFF}_{s\varepsilon}$ be the discrete GFF on $\Omega_\varepsilon$ with mass $m^2 + 1/s$ and let $\eta^{GFF}_{s\varepsilon}$ be the associated extremal process. Then there is a random measure $Z^{GFF}_s$ on $\Omega$ with $Z^{GFF}_s(\Omega) < \infty$ a.s. and $Z^{GFF}_s(A) > 0$ a.s. for every non-empty open $A \subseteq \Omega$, such that for any sequence $(r_\varepsilon)_\varepsilon$ with $r_\varepsilon \to 0$ and $r_\varepsilon/\varepsilon \to \infty$,

$$\eta^{GFF}_{s\varepsilon} \rightarrow PPP(Z^{GFF}_s(dx) \otimes e^{-\sqrt{8\pi} h} dh).$$  \hspace{1cm} (2.8)$$

The intensity measure $Z^{GFF}(dx)$ in (2.7) has also drawn significant attention. By verifying that it satisfies a set of characterising properties, Biskup and Louidor showed in [13] that it is in fact (up to a multiplicative constant) equal to the critical Gaussian multiplicative chaos associated with the
field, i.e. the $\varepsilon \to 0$ limit of the random measures

$$
\mu^\varepsilon(A) = \varepsilon^2 \sum_{x \in A} \left( \frac{2}{\sqrt{2\pi}} \log \frac{1}{\varepsilon} - \Phi^{GFF}(x) \right) \varepsilon^{-2\log \frac{1}{\varepsilon} + \sqrt{8\pi} \Phi^{GFF}(x)} \quad A \subseteq [0,1]^2,
$$

(2.9)

where again the prefactors differ compared to other references due to our scaling of the field. Even though it is widely believed that the random shift of the Gumbel distribution or more generally the random part of the intensity measure of the Poisson point process are given by the critical multiplicative chaos associated with the field, a rigorous proof only exists for the massless GFF thanks to its conformal invariance property. A thorough discussion of the critical Gaussian multiplicative chaos and its basic properties can be found in [28] and [6]. Recent developments in this area are collected in the review [39] by Powell.

Following their work on the extremal process Biskup and Louidor went on to discuss the full extremal process of the massless GFF, which also takes into account the shape of the field around local maxima. Since each high value of the field typically comes with an entire cluster of comparable values, a natural extension of the local extremal process is

$$
\tilde{\eta}^{GFF}_{r,\varepsilon} = \sum_{x \in \Theta_{r,\varepsilon}^{GFF}} \delta_x \otimes \delta_{\Phi^{GFF}(x) - m_\varepsilon} \otimes \delta_{\{\Phi^{GFF}(x) - \Phi^{GFF}(x+z) : z \in \mathbb{Z}^2\}},
$$

(2.10)

which is a Radon measure on $[0,1]^2 \times \mathbb{R} \times \mathbb{R}^{\mathbb{Z}^2}$. In [12] they proved that there is a probability measure $\nu$ on $[0,\infty)^{\mathbb{Z}^2}$, such that under the same assumptions on the sequence $r_\varepsilon$,

$$
\tilde{\eta}^{GFF}_{r,\varepsilon} \to \text{PPP}(Z^{GFF}(dx) \otimes e^{-\alpha h} dh \otimes \nu(d\phi))
$$

(2.11)

as $\varepsilon \to 0$ with respect to the topology of vague convergence on the space of point measures on $[0,1]^2 \times \mathbb{R} \times \mathbb{R}^{\mathbb{Z}^2}$. This means that the correlation of the spatial positions of local maxima is described by the measure $Z^{GFF}(dx)$, while in the limit the configurations around each local maximum are independent samples from $\nu$. The limiting process in (2.11) is therefore often referred to as a randomly shifted Gumbel process decorated by independent and identically distributed clusters. A similar result is also known for Branching Brownian motion (BBM), see the works of Arguin, Bovier and Kistler [4], Aïdékon, Berestycki, Brunet and Shi [2], and Bovier and Hartung [15], but not for other log-correlated fields. It would be an interesting problem to understand how the measure $\nu$ depends on the underlying spatial structure. A collection of more open question in this area can be found in [12] Section 2.5.

### 2.2. Construction of the sine-Gordon field and coupling with the GFF.

In this section we recall the coupling between the sine-Gordon field and the Gaussian free field from [8]. This coupling provides an important tool to the analysis of the sine-Gordon field, which in particular allows to transfer results from the extremal process associated with the Gaussian free field to the one for the sine-Gordon field.

We first recall the notion of the decomposed GFF on $\Omega_\varepsilon$, which is defined as follows: let $(W^\varepsilon(x))_{x \in \Omega_\varepsilon}$ be independent Brownian motions $W^\varepsilon(x) = (W^\varepsilon_t(x))_{t \geq 0}$ with quadratic variations $t/\varepsilon^2$. In other words, $W^\varepsilon$ is a standard Brownian motion with values in $\mathbb{R}^{\Omega_\varepsilon}$ equipped with the inner product

$$
\langle f, g \rangle \equiv \langle f, g \rangle_{\Omega_\varepsilon} \equiv \sum_{x \in \Omega_\varepsilon} f(x)g(x).
$$

(2.12)

Moreover, we define the discrete heat kernel $\hat{c}^\varepsilon_t$ on $\Omega_\varepsilon$ with periodic boundary condition by

$$
\hat{c}^\varepsilon_t = e^{t\Delta^\varepsilon} e^{-m^2t}, \quad c^\varepsilon_t = \int_0^t \hat{c}^\varepsilon_s ds,
$$

(2.13)
where $\Delta^\varepsilon$ is the discretised Laplacian acting on $\mathbb{R}^\Omega_\varepsilon$ as defined below (1.1). The relation to its equivalent with Dirichlet boundary condition and its continuum version are summarised in [8, Appendix]. Then we define the decomposed GFF by

$$
\Phi_t^{GFF,\varepsilon} = \int_t^\infty q^\varepsilon_u \, dW^\varepsilon_u, \quad \text{where } q^\varepsilon_t = \dot{c}^\varepsilon_t/2. \tag{2.14}
$$

In particular, $\Phi_0^{GFF,\varepsilon}$ is a realisation of the massive Gaussian free field on $\Omega_\varepsilon$, i.e. a Gaussian field with covariance $\int_0^\infty \dot{c}^\varepsilon_t \, dt = (-\Delta^\varepsilon + m^2)^{-1}$. The parameter $t$ can be thought of as a scale parameter parameter: since the heat kernel $\tilde{c}^\varepsilon_t(x,y)$ is essentially supported on $x,y \in \Omega_\varepsilon$ with $|x-y|$ of order $L_t := \sqrt{t} \wedge 1/m$, the field $\Phi_t^{GFF,\varepsilon}$ is typically smooth on scale $L_t$. The construction as stochastic integral with respect to independent Brownian motions then naturally results in independence between small scales $\Phi_0^{GFF,\varepsilon} - \Phi_t^{GFF,\varepsilon}$ and large scales $\Phi_t^{GFF,\varepsilon}$.

A similar decomposition can be obtained for the sine-Gordon field from a stochastic differential equation; see Theorem 2.4 below. To this end, we define for $z \in \mathbb{R}$ the microscopic potential $v^\varepsilon_0$ of the sine-Gordon field for $\varphi = (\varphi(x))_{x \in \Omega_\varepsilon} \in \mathbb{R}^{\Omega_\varepsilon}$ by

$$
v^\varepsilon_0(\varphi) = \varepsilon^2 \sum_{x \in \Omega_\varepsilon} 2z \varepsilon^{-\beta/4\pi} \cos(\sqrt{\beta} \varphi(x)). \tag{2.15}
$$

Then, for $t > 0$, we define the renormalised potential $v^\varepsilon_t : \mathbb{R}^{\Omega_\varepsilon} \rightarrow \mathbb{R}$ via

$$
e^{-v^\varepsilon_t(\varphi)} = E_v^\varepsilon_t \left( e^{-v^\varepsilon_0(\varphi + \zeta)} \right), \tag{2.16}
$$

where $E_v^\varepsilon$ denotes the expectation of the centred Gaussian measure with covariance $c$ and the expectation is over the field $\zeta$. Equivalently to (2.16), $v^\varepsilon_t$ is the unique solution to the Polchinski equation

$$
\partial_t v^\varepsilon_t = \frac{1}{2} \Delta v^\varepsilon_t - \frac{1}{2} (\nabla v^\varepsilon_t)^2 = \frac{1}{2} \varepsilon^4 \sum_{x,y \in \Omega_\varepsilon} \dot{c}^\varepsilon_t(x,y) \left[ \frac{\partial^2 v^\varepsilon_t}{\partial \varphi(x) \partial \varphi(y)} - \frac{\partial v^\varepsilon_t}{\partial \varphi(x)} \cdot \frac{\partial v^\varepsilon_t}{\partial \varphi(y)} \right] \tag{2.17}
$$

with initial condition $v^\varepsilon_0$ where the matrix element $\dot{c}^\varepsilon_t(x,y)$ associated to $\dot{c}^\varepsilon_t$ is normalised such that

$$
\dot{c}^\varepsilon_t f(x) = \varepsilon^2 \sum_{y \in \Omega_\varepsilon} \dot{c}^\varepsilon_t(x,y) f(y). \quad (2.18)
$$

Both representations of $v^\varepsilon_t$, that as a solution to the Polchinski equation (2.17), and that in terms of Gaussian convolution (2.16), are useful and led to a number of remarkable results for the sine-Gordon field. In [7] Bauerschmidt and Bodineau used a multidimensional Fourier representation for $v^\varepsilon_t$, initially developed by Brydges and Kennedy in [19], to established bounds on the the renormalised potential and its derivatives and prove a log-Sobolev inequality for the continuum sine-Gordon field. In fact, these results also enter the proofs of the following four theorems; see also [8]. Here and henceforth, we assume that all fields $\Phi_t^{GFF,\varepsilon}$ are constructed with the same cylindrical Brownian motion $(W_t)_{t \geq 0}$ on $L^2(\Omega)$, which can be expressed as

$$
W_t = \sum_{k \in 2\pi \mathbb{Z}^2} e^{ik \cdot (-\dot{W}(k))} W_k, \quad \text{for } k \neq 0 \quad \text{and } \dot{W}(0) \text{ is a real standard Brownian motion}, \quad (2.19)
$$

where the $\dot{W}(k)$ are independent complex standard Brownian motions subject to $\dot{W}(k) = \overline{W(-k)}$ for $k \neq 0$ and $\dot{W}(0)$ is a real standard Brownian motion, and where the sum over $k \in 2\pi \mathbb{Z}^2$ converges in
$C([0, \infty), H^{-1-\kappa}(\Omega))$ for any $\kappa > 0$. This gives rise to a coupling of all fields $\Phi_t^{GFF_\varepsilon}$ (and therefore also of $\Phi_t^{SG_\varepsilon}$ below) simultaneously for all $t \geq 0$ and all $\varepsilon \geq 0$, which we use from now on. Note that we have for $\varepsilon = 0$

$$\Phi_t^{GFF_0} = \int_t^{\infty} q_u^0 dW_u \equiv \sum_{k \in 2\pi\mathbb{Z}^2} e^{ik(-)} \int_t^{\infty} \hat{q}_u^0(k) d\hat{W}_u(k), \quad q_u^0 = e^{-t(-\Delta + m^2)/2},$$

(2.20)

where $q_u^0(k)$ denotes the $k$-th Fourier coefficient of $q_u^0$. For more details on this construction, we refer to [8, Section 3.1].

In the following statements, $C_0([0, \infty), C(\Omega))$ denotes the space of continuous processes with values in the space of continuous functions $C(\Omega)$ that vanish at infinity. Moreover, we denote by $\Omega_\varepsilon^* = \{ k \in 2\pi\mathbb{Z}^2 : -\pi/\varepsilon < k_i \leq \pi/\varepsilon \}$ and $\Omega^* = 2\pi\mathbb{Z}^2$ the Fourier dual spaces of $\Omega_\varepsilon$ and $\Omega$.

**Theorem 2.4.** Let $(\mathcal{F}^t)_{t \geq 0}$ be the filtration generated by the Brownian motion $(W_t)_{t \geq 0}$ in (2.19). Then, for $\varepsilon > 0$, there is a unique $\mathcal{F}^t$-adapted process $\Phi_t^{SG_\varepsilon} \in C([0, \infty), \mathbb{R}^{\Omega_\varepsilon})$ such that for any $t \geq 0$

$$\Phi_t^{SG_\varepsilon} = -\int_t^{\infty} \tilde{c}_u^0 \nabla u^\varepsilon(\Phi_u^{SG_\varepsilon}) du + \Phi_t^{GFF_\varepsilon}. \quad (2.21)$$

Analogously, there is a unique $\mathcal{F}^t$-adapted process $\Phi_t^{SG_0}$ with $\Phi_t^{SG_0} - \Phi_t^{GFF_0} \in C_0([0, \infty), C(\Omega))$ such that

$$\Phi_t^{SG_0} = -\int_t^{\infty} \tilde{c}_u^0 \nabla u^0(\Phi_u^{SG_0}) du + \Phi_t^{GFF_0}. \quad (2.22)$$

In particular, for any $t > 0$, $\Phi_t^{GFF_\varepsilon} - \Phi_t^{GFF_0}$ is independent of $\Phi_t^{SG_\varepsilon}$ for both $\varepsilon > 0$ and $\varepsilon = 0$.

We refer to the process $\Phi_t^{SG}$ as the decomposed sine-Gordon field. Using Itô’s formula and the fact that the renormalised potential $v_t^\varepsilon$ satisfies (2.17), one can prove that the distribution of $\Phi_t^{SG_\varepsilon}$ is indeed given by (1.1).

**Theorem 2.5.** Let $\varepsilon > 0$. Then $\Phi_t^{SG_\varepsilon}$ is distributed as the sine-Gordon field on $\Omega_\varepsilon$ defined in (1.1).

These two results establish a coupling between the sine-Gordon field and the Gaussian free field simultaneously for all scales $t \geq 0$ and all regularisations $\varepsilon > 0$. This can even be extended to $\varepsilon = 0$ thanks to the convergence of the gradient of the renormalised potential $\tilde{c}_u^\varepsilon \nabla v_t^\varepsilon$ as $\varepsilon \to 0$; see [8, Section 2] for more details. Thus, when it is clear from the context, we drop from now on the regularisation parameter $\varepsilon$ from the notation.

Note that unlike as for the decomposed GFF, there is no exact independence for the decomposed sine-Gordon field. Instead, we have independence between the large scales of the sine-Gordon field $\Phi_t^{SG}$ and the small scales of the GFF $\Phi_t^{GFF} - \Phi_t^{GFF}$. For $\beta < 6\pi$ the bounds on the gradient of the renormalised potential in [7] allow to establish remarkable results for the difference field $\Phi_t^{\Delta} \equiv \Phi_t^{SG} - \Phi_t^{GFF}$ for $t \geq 0$, which are collected in the following statements.

**Theorem 2.6.** Under the coupling described above of Theorem 2.4, we have for any $t_0 > 0$

$$\mathbb{E} \sup_{t \geq t_0} \| \Phi_t^{\Delta_\varepsilon} - \Phi_t^{\Delta_0} \|_{L^\infty(\Omega_\varepsilon)} \to 0 \quad \text{as} \ \varepsilon \downarrow 0. \quad (2.23)$$

In particular, for any $t \geq 0$, the lattice field $\Phi_t^{SG_\varepsilon}$ converges weakly to $\Phi_t^{SG_0}$ in $H^{-\kappa}(\Omega)$ as $\varepsilon \downarrow 0$ when $\kappa > 0$, where we have identified $\Phi_t^{SG_\varepsilon}$ with the element of $C^\infty(\Omega)$ with the same Fourier coefficients for $k \in \Omega_\varepsilon^*$ and vanishing Fourier coefficients for $k \in \Omega^* \setminus \Omega_\varepsilon^*$. 
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Theorem 2.7. The following estimates hold for every field configuration $\Phi^\Delta \equiv \Phi^\Delta \varepsilon$ for $\varepsilon > 0$ or $\varepsilon = 0$ with all constants deterministic and independent of $\varepsilon$. For any $t \geq 0$, the difference field $\Phi^\Delta$ satisfies the bound
\[
\max_x |\Phi^\Delta_0(x) - \Phi^\Delta_t(x)| \leq O_\beta(|z| L_t^{2-\beta/4\pi}), \quad L_t = \sqrt{t} \wedge \frac{1}{m},
\]
as well as the following Hölder continuity estimates:
\[
\max_x |\Phi^\Delta_t(x)| + \max_x |\Phi^\Delta_t(x)| + \max_{x,y} \frac{|\delta \Phi^\Delta_t(x) - \delta \Phi^\Delta_t(y)|}{|x-y|^{1-\beta/4\pi}} \leq O_\beta(|z|), \quad (0 < \beta < 4\pi),
\]
\[
\max_x |\Phi^\Delta_t(x)| + \max_{x,y} \frac{|\delta \Phi^\Delta_t(x) - \delta \Phi^\Delta_t(y)|}{|x-y|(1 + |\log |x-y||)} \leq O_\beta(|z|), \quad (\beta = 4\pi),
\]
\[
\max_x |\Phi^\Delta_t(x)| + \max_{x,y} \frac{|\Phi^\Delta(x) - \Phi^\Delta_t(y)|}{|x-y|^{2-\beta/4\pi}} \leq O_\beta(|z|), \quad (4\pi \leq \beta < 6\pi).
\]

In addition, for any $t > 0$ and $k \in \mathbb{N}$, the following cruder bounds on all derivatives hold:
\[
L_t^k \|\partial^k \Phi^\Delta_t\|_{L^\infty(\Omega)} \leq O_{\beta,k}(|z|),
\]
and in particular $\Phi^\Delta_t \in C^\infty(\Omega)$ for any $t > 0$.

As an immediate consequence of the coupling between the sine-Gordon field and the Gaussian free field and the uniform $L^\infty$ bound on their difference, we obtain that Theorem 2.1 also applies to the sine-Gordon field, i.e. when $\Gamma^\text{GFF}(\lambda)$ in (2.3) is replaced by $\Gamma^\text{SG}(\lambda) = \{x \in \Omega_\varepsilon; \Phi^\text{SG}_\varepsilon \geq m_\varepsilon - \lambda\}$. This further implies that the correct conditions on the sequence $(r_\varepsilon)_\varepsilon$ in (1.4) are as in Theorem 1.1.

2.3. Maximum of sine-Gordon field. Finally, we comment on a recent result that has been obtained by the this author and Bauerschmidt; see [S Theorem 1.1]. Using the coupling from Section 2.2 and existing results for the GFF maximum it was proved that convergence in law to a randomly shifted Gumbel distribution also holds for the centred sine-Gordon maximum.

Theorem 2.8. Let $0 < \beta < 6\pi$ and $z \in \mathbb{R}$. Then the centred maximum of the $\varepsilon$-regularised sine-Gordon field $\Phi^\text{SG}_\varepsilon \sim \nu^\text{SG}_\varepsilon$ converges in law to a randomly shifted Gumbel distribution:
\[
\max_{\Omega_\varepsilon} \Phi^\text{SG}_\varepsilon - \frac{1}{\sqrt{2\pi}} \left(2 \log \frac{1}{\varepsilon} - \frac{3}{4} \log \log \frac{1}{\varepsilon} + b\right) \to \frac{1}{\sqrt{8\pi}} X + \frac{1}{\sqrt{8\pi}} \log Z^\text{SG},
\]
where $Z^\text{SG}$ is a non-trivial positive random variable (depending on $\beta$ and $z$), $X$ is an independent standard Gumbel random variable, and $b$ is a deterministic constant.

This result could only be established for $\beta < 6\pi$ for the lack of uniform estimates on the remainder term $\Phi^\Delta_0$ beyond that threshold; see Theorem 2.6. For the same reason the main result of this article is stated under the same assumption on $\beta$. It would be interesting to see, if similar bounds could be established for $\beta \geq 6\pi$ in order to extend Theorem 2.8 to the full range of $\beta$.

3 Proof of the main theorem

In this section we present the proof of Theorem 1.1 in full detail. The strategy is to use the coupling between the sine-Gordon field and the GFF and the existing results on the extremal process associated with the GFF in [11]. Since the difference term $\Phi^\Delta_0$ is not independent from $\Phi^\text{GFF}_0$, it is a priori not clear if the extremal process associated with the GFF conditional on $\Phi^\Delta_0$ also converges to a Poisson point process. In order to resolve this inconvenience, we use similar arguments as in [8 Section 4]
and pass to a new field $\tilde{\Phi}_s^{SG}$ by removing the scales of $\Phi^\Delta$ up to $s > 0$. This new field approximates the original sine-Gordon field sufficiently well and moreover admits an independent decomposition into a (massive) GFF and a well behaved continuous field. To identify the limit of the extremal process $\eta_{r,\varepsilon}^s$ associated with $\tilde{\Phi}_s^{SG}$ as a Poisson point process we calculate the limit of the Laplace functionals
\begin{equation}
L_s(f) = \mathbb{E}[e^{-(\eta_{r,\varepsilon}^s,f)}], \quad \langle \eta_{r,\varepsilon}^s, f \rangle = \sum_{x \in \Theta_{r\varepsilon}} f(x, \tilde{\Phi}_s^{SG}(x) - m_\varepsilon) \tag{3.1}
\end{equation}
as $\varepsilon \to 0$ for $f: \Omega \times \mathbb{R} \to [0, \infty)$ continuous and with compact support, which characterise the limiting point process uniquely; see Proposition 3.3. To this end, we condition on the independent continuous part of $\tilde{\Phi}_s^{SG}$ and use the known convergence of the Laplace functional of the extremal process associated with the (massive) GFF. Finally, sending the scale cut-off $s$ to 0, we recover the extremal process associated with the sine-Gordon field as shown in Lemma 3.2.

3.1. Independent scale decomposition. As highlighted below Theorem 2.5 there is no independence between the large and small scales of the sine-Gordon field. In order to circumvent this, we closely follow the exposition in [8, Sections 4.1–4.2] and pass to an auxiliary field $\Psi_s$ for which we can find an independent scale decomposition. Note that by Theorem 2.4 the sine-Gordon field can be written as
\begin{equation}
\Phi_0^{SG} = \Phi_0^{GFF} - \Phi_s^{GFF} + \Phi_s^{SG} + R_s, \quad R_s = -\int_0^s \partial_t \nabla v_t(\Phi_t^{SG}) \, dt. \tag{3.2}
\end{equation}
Using the independence between the short scales of the GFF and the large scales of the sine-Gordon field, see Theorem 2.4 it follows that
\begin{equation}
\tilde{\Phi}_s^{SG} \equiv (\Phi_0^{GFF} - \Phi_s^{GFF}) + \Phi_s^{SG} \tag{3.3}
\end{equation}
admits an independent decomposition for every $s > 0$. Moreover, the remainder field $R_s$ satisfies $\max_{\Omega_c} |R_s| \to 0$ as $s \to 0$ uniformly in $\varepsilon$ by Theorem 2.7. Therefore, instead of working with the sine-Gordon field directly, we first investigate the extremal process associated with $\tilde{\Phi}_s^{SG}$ and then take the limit $s \to 0$.

In order to connect to the results for the extremal process associated with the Gaussian free field in [11], it is useful to replace the short scale field $\Phi_0^{GFF} - \Phi_s^{GFF}$ in (3.3) by a massive GFF. To this end, let $g_s$ be defined as
\begin{equation}
g_s(\lambda) = \frac{1}{\lambda} \left( 1 - e^{-\lambda s} \right) - \frac{1}{\lambda + 1/s} \tag{3.4}
\end{equation}
for $\lambda > 0$. Since $g_s > 0$, we have in distribution
\begin{equation}
\Phi_0^{GFF} - \Phi_s^{GFF} \overset{d}{=} X_s^{GFF} + X_s^h, \tag{3.5}
\end{equation}
where the two fields on the right-hand side are independent Gaussian fields with covariances
\begin{align}
\text{Cov}(X_s^{GFF}) &= (-\Delta + m^2 + 1/s)^{-1} \tag{3.6} \\
\text{Cov}(X_s^h) &= g_s(-\Delta + m^2). \tag{3.7}
\end{align}
Note that $X_s^{GFF}$ is a Gaussian free field with mass $m^2 + 1/s$. Moreover, the field $X_s^h$ is a.s. Hölder continuous as stated in Lemma 3.1 below. For a proof of this result we refer the reader to [8, Section 4.1].

Lemma 3.1. Let $X_s^h$ be a Gaussian field with covariance 3.7. There is $\gamma > 0$ such that
\begin{equation}
\sup_{\varepsilon \geq 0} \mathbb{E} \left[ \sup_{x \in \Omega_c} |X_s^h(x)| + \sup_{x \neq y \in \Omega_c} \frac{|X_s^h(x) - X_s^h(y)|}{|x - y|^{\gamma}} \right] \leq O_{s,m}(1). \tag{3.8}
\end{equation}
Hence, we may focus on the extremal process $\eta_{r,s,\varepsilon}$ associated with the auxiliary field $\Psi_s$ defined by

$$\Psi_s \equiv X_s^{GFF} + X_s^c,$$

where the field $X_s^{GFF}$ is as above and

$$X_s^c = X_s^h + \Phi_s^{SG}$$

is independent of $X_s^{GFF}$ and converges to a continuous field as $\varepsilon \to 0$. The fields $\Psi_s$ and $\tilde{\Phi}_s^{SG}$ are only equal in distribution for which we choose to use a different notation. Note that while the sine-Gordon field $\Phi_0^{SG}$ is a non-Gaussian field, the non-Gaussian part of the auxiliary field $\Psi_s$ is only contained in the continuous field $X_s^c$. We also emphasise that the field $X_s^c$ is different from the so-called coarse field in [16] and [8] in that its regularity does not depend on the box decomposition used in these references. We therefore refrain from using the notion coarse field, but instead refer to it as continuous field.

The following result justifies that with regards to the convergence of the extremal process, it suffices to consider $\tilde{\Phi}_s^{SG}$ for a fixed $s > 0$ instead of $\Phi_0^{SG}$ and then take the limit $s \to 0$. Its proof is postponed to Section 3.5.

**Lemma 3.2.** Let $s > 0$ and let $\eta_{r,s,\varepsilon}$ be the extremal process associated with $\tilde{\Phi}_s^{SG}$ and assume that for every $s > 0$, there is a random measure $Z_s(dx)$ on $\Omega$ with $Z_s(\Omega) < \infty$, $Z_s(A) > 0$ a.s. for every non-empty open $A \subseteq \Omega$, such that as $\varepsilon \to 0$, for every continuous function $f : \Omega \times \mathbb{R} \to [0, \infty)$ with compact support

$$\lim_{\varepsilon \to 0} \mathbb{E}[e^{-\langle \eta_{r,s,\varepsilon}, f \rangle}] = \mathbb{E} \left[ \exp \left( - \int (1 - e^{-f(x,h)})Z_s(dx)e^{-\alpha h}dh \right) \right],$$

where $\alpha > 0$ is the same for all $s$. Then there is a random measure $Z^{SG}(dx)$ on $\Omega$ with $Z^{SG}(\Omega) < \infty$, $Z^{SG}(A) > 0$ a.s. for every non-empty open $A \subseteq \Omega$, such that as $s \to 0$

$$Z_s(dx) \to Z^{SG}(dx)$$

in distribution and moreover, as $\varepsilon \to 0$

$$\eta_{r,s,\varepsilon}^{SG} \to \text{PPP}(Z^{SG}(dx) \otimes e^{-\alpha h}dh).$$

We shall see below invoking standard results on the Laplace functionals of Poisson point processes that (3.11) actually implies that $\eta_{r,s,\varepsilon}$ converges to a point process $\eta^s \sim \text{PPP}(Z_s(dx) \otimes e^{-\alpha h}dh)$. Note that this result plays the same role as [8, Lemma 4.1] in the proof of convergence in distribution for the centred global maximum of the sine-Gordon field. The analogy between the random measures $Z_s(dx)$, $Z^{SG}(dx)$ in Lemma 3.2 and positive the random variables $Z_s$, $Z^{SG}$ in [8, Lemma 4.1] is evident, but the argument for the existence of $Z^{SG}(dx)$ is somewhat different.

While the result [8, Lemma 4.1] follows rather straightforwardly from the uniform convergence of $R_s$, the proof here is more delicate due to the lack of control of the event that new local extrema are generated by adding $R_s$. More precisely, having the definition of $\langle \eta_{r,s,\varepsilon}, f \rangle$ in mind, one would have to prove that with high probability every local maximum of $\tilde{\Phi}_s^{SG}$ can be mapped to precisely one local maximum of $\Phi_0^{SG}$, so that both sums in

$$\left| \sum_{\Theta_{r,s}} f(x, \tilde{\Phi}_s^{SG} - m_\varepsilon) - \sum_{\Theta_{r,s}^{SG}} f(x, \Phi_0^{SG} - m_\varepsilon) \right| > \delta$$

(3.14)
contain the same number of points with high probability. In (3.14) and henceforth, \( \Theta_{r_\varepsilon} \) denotes the set of \( r_\varepsilon \)-local maxima of the field \( \tilde{\Phi}_{s}^{SG} \) or \( \Psi_{s} \). However, it seems that even the uniform convergence is not strong enough to prove that the event in (3.14) has vanishing probability. To circumvent this issue, we introduce an additional limit \( r \to \infty \) and replace the \( r_\varepsilon \)-local maxima by \( r_- \)-local maxima. This intermediate step puts us in the situation to apply Theorem 2.1 on the non-occurrence of high points on intermediate scales and then find a one-to-one correspondence between the local maxima of \( \tilde{\Phi}_{s}^{SG} \) and \( \Phi_{0}^{SG} \) in a probabilistic sense. A similar procedure was used in [11, Section 4.2] and also appears in Section 3.3 when these results are generalised to our case.

### 3.2. Convergence of the continuous field.

In this section we discuss the convergence of the field \( X_{s}^{c} = X_{h}^{c} + \Phi_{s}^{SG} \) as \( \varepsilon \to 0 \). To emphasise the difference between the lattice and the continuum field, we shall use for now \( X_{s}^{c,\varepsilon} \) and \( X_{s}^{c,0} \) as well as \( X_{h}^{c,\varepsilon} \) and \( X_{h}^{c,0} \). For the field \( \Phi_{s}^{SG} \) we write \( \Phi_{s}^{SG_{\varepsilon}} \) and \( \Phi_{s}^{SG_{0}} \) in accordance with Theorem 2.1 and [8, Section 3.2], where this convergence is discussed.

To address the convergence we use the following Fourier representation which allows to couple all fields \( (X_{h}^{c,\varepsilon})_{\varepsilon>0} \) simultaneously. Let \( \Omega = 2\pi \mathbb{Z}^{2} \) and \( \Omega_{\varepsilon}^{*} = \{ k \in 2\pi \mathbb{Z}^{2} : \, -\pi/\varepsilon < k_{i} \leq \pi/\varepsilon \} \) be the Fourier duals of \( \Omega \) and \( \Omega_{\varepsilon} \). Let \( (X(k))_{k \in 2\pi \mathbb{Z}^{2}} \) be a collection of independent complex standard Gaussian random variables (all defined on a common probability space) subject to \( X(k) = \mathcal{X}(-k) \) for \( k \neq 0 \) and \( X(0) \sim \mathcal{N}(0,1) \).

Recall that \( \text{Cov}(X_{h}^{c,\varepsilon}, X_{s}^{c,\varepsilon}) = g_{s}(-\Delta^{c} + m^{2}) \equiv c^{\varepsilon} \), where \( g_{s} \) is as in (3.4). Since \( c^{\varepsilon} : \Omega_{\varepsilon} \times \Omega_{\varepsilon} \to \mathbb{R} \) is positive and symmetric, there is a function \( q^{\varepsilon} : \Omega_{\varepsilon} \to \mathbb{R} \) such that \( [q^{\varepsilon} * q^{\varepsilon}](x - y) = c^{\varepsilon}(x, y) \), where \* denotes the discrete convolution on the lattice \( \Omega_{\varepsilon} \). Let \( \hat{q}^{\varepsilon}(k) \) denote the \( k \)-th Fourier coefficient of \( q^{\varepsilon} \), so that

\[
\hat{q}^{\varepsilon}(x) = \sum_{k \in \Omega_{\varepsilon}} \hat{q}^{\varepsilon}(k) e^{ikx}, \quad x \in \Omega_{\varepsilon}.
\]

Note that \( \hat{q}^{\varepsilon}(k) = \sqrt{\hat{c}^{\varepsilon}(k)} \), where \( \hat{c}^{\varepsilon}(k) \) is the Fourier coefficient of \( c^{\varepsilon} \) when seen as a function \( \Omega_{\varepsilon} \to \mathbb{R} \) via translation invariance. Then the random variable \( \Phi^{c} \) with values in \( \mathbb{R}^{\Omega} \) defined by

\[
\Phi^{c}(x) = \sum_{k \in \Omega_{\varepsilon}^{*}} \hat{q}^{c}(k) e^{ikx} X(k)
\]

and restricted to \( x \in \Omega_{\varepsilon} \) is multivariate Gaussian with mean 0 and covariance \( c^{\varepsilon} \).

In what follows we compare lattice fields with continuum fields by extending functions on \( \Omega_{\varepsilon} \) to \( \Omega \) through the isometric embedding \( I_{\varepsilon} : L^{2}(\Omega_{\varepsilon}) \to L^{2}(\Omega) \), where \( I_{\varepsilon} \) has the same Fourier coefficients as \( f \) for \( k \in \Omega_{\varepsilon}^{*} \) and vanishing Fourier coefficients for \( k \in \Omega^{*} \setminus \Omega_{\varepsilon}^{*} \). When it is clear from the context, we omit \( I_{\varepsilon} \) from the notation.

To define the limit \( X_{h,0} \), we let \( \hat{c}^{0}(k) = g_{s}(|k|^{2} + m^{2}) \) be the \( k \)-th Fourier coefficient of \( c^{0} \) and set \( \hat{q}^{0}(k) = \sqrt{\hat{c}^{0}(k)} \). Then the random variable \( \Phi^{0} \) with values in \( \mathbb{R}^{\Omega} \) defined by

\[
\Phi^{0}(x) = \sum_{k \in \Omega^{*}} \hat{q}^{0}(k) e^{ikx} X(k), \quad x \in \Omega
\]

takes a.s. values in the space of continuous functions \( C^{0}(\Omega) \), since \( g_{s}(\lambda) = O(\frac{1}{1+\lambda^{2}}) \). Moreover, it is centred Gaussian with covariance \( c^{0} = g_{s}(-\Delta + m^{2}) \) in the sense that

\[
\mathbb{E}[\langle f, \Phi^{0} \rangle \langle g, \Phi^{0} \rangle] = \langle c^{0} f, g \rangle
\]

holds for all \( f, g \in L^{2}(\Omega) \). Hence, we assume from now on that \( X_{h}^{c,\varepsilon} \) is constructed by (3.16) and (3.17) for \( \varepsilon \geq 0 \). Note that all fields \( (X_{s}^{c,\varepsilon})_{\varepsilon>0} \) are now realised on the same probability space. The following lemma establishes convergence in \( H^{\alpha}(\Omega) \) for \( \alpha < 1 \) under this coupling as \( \varepsilon \to 0 \).
Lemma 3.3. Under the coupling described above, we have for every \( \alpha < 1 \) as \( \varepsilon \to 0 \)

\[
\sup_{x \in \Omega_\varepsilon} \mathbb{E}|X_s^{h, \varepsilon}(x) - X_s^{h, 0}(x)|^2 \to 0,
\]

\[
\mathbb{E}\|I_\varepsilon X_s^{h, \varepsilon} - X_s^{h, 0}\|_{H^\alpha(\Omega)}^2 \to 0.
\]

Proof. Let \( -\hat{\Delta}^0(k) = |k|^2 \) and \( -\hat{\Delta}^\varepsilon(k) = \varepsilon^{-2} \sum_{i=1}^2 (2 - 2 \cos(\varepsilon k_i)) \) be the Fourier multipliers of the continuum and lattice Laplacian, respectively. For \( k \in \Omega_\varepsilon^* \), we then have

\[
0 \leq -\hat{\Delta}^0(k) + \hat{\Delta}^\varepsilon(k) = \sum_{i=1}^2 (|k_i|^2 - \varepsilon^{-2} (2 - 2 \cos(\varepsilon k_i))) \leq |k|^2 h(\varepsilon k),
\]

where \( h(x) = \max_{i=1,2} (1 - x_i^{-2} (2 - 2 \cos(x_i))) \) satisfies \( h(x) \in [0, 1 - \kappa] \) with \( \kappa = 4/\pi^2 \) for \( |x| \leq \pi \) and \( h(x) = O(|x|^2) \). In particular, we have for \( k \in \Omega_\varepsilon^* \)

\[
\kappa |k|^2 \leq -\hat{\Delta}^\varepsilon(k) \leq |k|^2.
\]

Moreover, \( \hat{q}^\varepsilon(k) = \sqrt{g_s(-\hat{\Delta}^\varepsilon(k) + m^2)} \) for \( \varepsilon \gg 0 \), and hence, using (3.22) and the fact that \( g_s \) is decreasing

\[
\hat{q}^0(k) = \sqrt{g_s(|k|^2 + m^2)} \leq \hat{q}^\varepsilon(k) \leq \sqrt{g_s(|k|^2 + m^2)}.
\]

From the Fourier representations (3.16) and (3.17) we have for \( x \in \Omega_\varepsilon \)

\[
X_s^{h, \varepsilon}(x) - X_s^{h, 0}(x) = \sum_{k \in \Omega_\varepsilon^*} (\hat{q}^\varepsilon(k) - \hat{q}^0(k)) e^{ikx} X(k) - \sum_{k \in \Omega^* \setminus \Omega_\varepsilon^*} \hat{q}^0(k) e^{ikx} X(k).
\]

Squaring this equation, taking expectation and using orthogonality of the complex standard Gaussian random variables \((X(k))_{k \in \mathbb{Z}^2}\), we have for \( x \in \Omega_\varepsilon \)

\[
\mathbb{E}|X_s^{h, \varepsilon}(x) - X_s^{h, 0}(x)|^2 = \sum_{k \in \Omega_\varepsilon^*} |\hat{q}^\varepsilon(k) - \hat{q}^0(k)|^2 + \sum_{k \in \Omega^* \setminus \Omega_\varepsilon^*} |\hat{q}^0(k)|^2
\]

\[
= \sum_{k \in \Omega^*} |\hat{q}^\varepsilon(k)1_{k \in \Omega_\varepsilon^*} - \hat{q}^0(k)|^2,
\]

where the right hand side is uniform in \( x \in \Omega_\varepsilon \). Using (3.23) and the fact that \( g_s(\lambda) = O(\frac{1}{1 + \lambda^2}) \) as \( \lambda \to \infty \) we see that the sequence in the summation can be bounded by a summable sequence, and hence, by the convergence \( \hat{q}^\varepsilon(k) \to \hat{q}^0(k) \) as \( \varepsilon \to 0 \) and the dominated convergence theorem (applied to integration with respect to the counting measure on \( \Omega^* \)) we have that the right hand side in (3.25) vanishes when \( \varepsilon \to 0 \). This proves (3.19).

To prove (3.20), we first observe that by the definition of the Sobolev norm, we have

\[
\|I_\varepsilon X_s^{h, \varepsilon} - X_s^{h, 0}\|_{H^\alpha(\Omega)}^2 = \sum_{k \in \Omega_\varepsilon^*} (1 + |k|^2)^\alpha |(\hat{q}^\varepsilon(k) - \hat{q}^0(k))X(k)|^2 + \sum_{k \in \Omega^* \setminus \Omega_\varepsilon^*} (1 + |k|^2)^\alpha |\hat{q}^0(k)X(k)|^2.
\]

Taking expectation we obtain

\[
\mathbb{E}\|I_\varepsilon X_s^{h, \varepsilon} - X_s^{h, 0}\|_{H^\alpha(\Omega)}^2 = \sum_{k \in \Omega^*} (1 + |k|^2)^\alpha |\hat{q}^\varepsilon(k)1_{k \in \Omega_\varepsilon^*} - \hat{q}^0(k)|^2.
\]

Since \( |\hat{q}^0(k)|^2 \leq |\hat{q}^\varepsilon(k)|^2 \leq g_s(\kappa |k|^2 + m^2) = O(\frac{1}{1 + |k|^2}) \), the sum on the right hand side of (3.27) is finite for \( \alpha < 1 \) and therefore vanishes as \( \varepsilon \to 0 \) by the dominated convergence theorem similarly as above. \( \Box \)
A consequence of the convergence in Lemma 3.3 is the following result which is needed in the course of the proof of Theorem 1.1. It states that at the local extrema of $X^sGFF_\varepsilon$, we may replace the independent continuous field $X^s_\varepsilon$ by its limit $X^c_0$. In what follows $\Theta^GFF_\varepsilon$ denotes the set of $r_\varepsilon$-local maxima of the field $X^s_\varepsilon$.

**Proposition 3.4.** Let $s > 0$ and let $f : \Omega \times \mathbb{R} \to [0, \infty)$ be continuous and with compact support. Then we have for any $\delta > 0$

$$\lim_{\varepsilon \to 0} \mathbb{P}\left( \left| \sum_{\Theta^GFF_\varepsilon} f(x, X^sGFF_\varepsilon(x) + X^c_\varepsilon(x) - m_\varepsilon) - f(x, X^sGFF_\varepsilon(x) + X^c_0(x) - m_\varepsilon) \right| > \delta \right) = 0. \quad (3.28)$$

**Proof.** For $C > 0$ and $\varepsilon > 0$, let $B_{\varepsilon, C} = \{\max_{\Omega_\varepsilon} X^c_\varepsilon \leq C\}$. Since $f$ has compact support, there is $\lambda_0 > 0$ such that $\text{supp} f \subseteq \Omega \times [-\lambda_0, \infty)$. Hence, for $\lambda > \lambda_0 + C$, we can replace on the event $B_{\varepsilon, C} \cap B_{0, C}$ the summation over $\Theta^GFF_\varepsilon$ in (3.28) by a summation over $\Theta^GFF_\varepsilon \cap \Gamma^GFF(\lambda)$, where

$$\Gamma^GFF(\lambda) = \{x \in \Omega_\varepsilon : X^sGFF_\varepsilon(x) \geq m_\varepsilon - \lambda\}. \quad \text{Indeed, for } x \notin \Gamma^GFF(\lambda), \text{we have on } B_{\varepsilon, C} \cap B_{0, C}$$

$$X^sGFF_\varepsilon(x) + X^c_\varepsilon(x) - m_\varepsilon \leq -\lambda + C < -\lambda_0 \quad (3.29)$$

and similarly with $X^c_\varepsilon(x)$ replaced by $X^c_0(x)$. Thus, we have for $x \notin \Gamma^GFF(\lambda)$ on $B_{\varepsilon, C} \cap B_{0, C}$

$$f(x, X^sGFF_\varepsilon(x) + X^c_\varepsilon(x) - m_\varepsilon) = f(x, X^sGFF_\varepsilon(x) + X^c_0(x) - m_\varepsilon) = 0. \quad (3.30)$$

Next, define $A_M = \{\|\Gamma^GFF(\lambda)\| \leq M\}$ and $A_\kappa = \{\max_{x \in \Gamma^GFF(\lambda)} |X^s_\varepsilon(x) - X^c_\varepsilon(x)| < \kappa\}$. Since $f$ is uniformly continuous, we can choose $\kappa$ small enough such that

$$|h - h'| < \kappa \implies \sup_{x \in \Omega_\varepsilon} |f(x, h) - f(x, h')| \leq \delta/M. \quad (3.31)$$

Thus, for such a $\kappa$ we have on the event $A_M \cap A_\kappa$

$$\left| \sum_{\Theta^GFF_\varepsilon \cap \Gamma^GFF(\lambda)} \left( f(x, X^sGFF_\varepsilon + X^c_\varepsilon - m_\varepsilon) - f(x, X^sGFF_\varepsilon + X^c_0 - m_\varepsilon) \right) \right| \leq |\Gamma^GFF(\lambda)| \delta/M \leq \delta \quad (3.32)$$

which shows that the event in (3.28) is contained in $A^c_M \cup A^c_\kappa \cup B^c_{\varepsilon, C} \cup B^c_{0, C}$.

To conclude the proof we show that the probability of $A^c_M \cup A^c_\kappa \cup B^c_{\varepsilon, C} \cup B^c_{0, C}$ is arbitrarily close to 0 in the limit $\varepsilon \to 0$. To this end, we fix $\tilde{\kappa}$ and, using Lemma 3.1 [8, Lemma 4.5] and Markov’s inequality, choose $C$ large enough such that

$$\mathbb{P}(B^c_{\varepsilon, C} \cup B^c_{0, C}) < \tilde{\kappa}. \quad (3.33)$$

Moreover, using (2.5), we choose $M$ large enough such that $\mathbb{P}(A^c_M) \leq \tilde{\kappa}$ holds uniformly in $\varepsilon$. Then we have

$$\mathbb{P}(A^c_M \cup A^c_\kappa) \leq \tilde{\kappa} + \mathbb{P}(A^c_\kappa \cap A_M), \quad (3.34)$$

and hence, it suffices to prove that the probability on the right hand side in (3.34) converges to 0 as $\varepsilon \to 0$. To this end, we first observe that

$$\mathbb{P}\left( \max_{x \in \Gamma^GFF(\lambda)} |X^c_\varepsilon(x) - X^c_0(x)| > \kappa, A_M \right) \leq \mathbb{P}\left( \max_{x \in \Gamma^GFF(\lambda)} |X^{h, h}_\varepsilon(x) - X^{h, 0}_\varepsilon(x)| > \kappa/2, A_M \right) + \mathbb{P}\left( \max_{x \in \Gamma^GFF(\lambda)} |\Phi^{SG}_s(x) - \Phi^{SG}_s(x)| > \kappa/2 \right). \quad (3.35)$$
In the last display the second term vanishes when \( \varepsilon \to 0 \) by the convergence of the decomposed sine-Gordon field shown in [8, Theorem 3.1 and Lemma 3.5]. For the first term, conditioning on \( \Gamma^GFF(\lambda) \), a union bound and Chebychev’s inequality yield
\[
\mathbb{P}( \max_{x \in \Gamma^GFF(\lambda)} |X^h,\varepsilon_s(x) - X^h,0_s(x)| > \frac{\kappa}{2}, A_M )
= \mathbb{E}[\left( \mathbb{P}( \max_{x \in A} |X^h,\varepsilon_s(x) - X^h,0_s(x)| > \frac{\kappa}{2} ) 1_{A \subseteq M} \right)_{A=\Gamma^GFF(\lambda)}]
\leq \mathbb{E}\left( \left( |A| \max_{x \in \Omega} \mathbb{P}( |X^h,\varepsilon_s(x) - X^h,0_s(x)| > \frac{\kappa}{2} ) 1_{|A| \subseteq M} \right)_{A=\Gamma^GFF(\lambda)} \right)
\leq \frac{4}{\kappa^2} \mathbb{E}\left( \left( |A| \max_{x \in \Omega} \mathbb{E}|X^h,\varepsilon_s(x) - X^h,0_s(x)|^2 1_{|A| \subseteq M} \right)_{A=\Gamma^GFF(\lambda)} \right)
\leq \frac{4}{\kappa^2} \max_{x \in \Omega} \mathbb{E}|X^h,\varepsilon_s(x) - X^h,0_s(x)|^2.
\] (3.36)

Now the expectation converges to 0 as \( \varepsilon \to 0 \) by Lemma 3.3. In total, we have proved that the limit of the probability in (3.28) is less than \( \tilde{\kappa} \). Since \( \tilde{\kappa} \) was arbitrary, the statement follows. \( \square \)

3.3. Convergence to a Poisson point process: proof of Theorem 1.1. By Lemma 3.2 the proof of Theorem 1.1 has been reduced to proving that the extremal process \( \eta^s_{r,\varepsilon} \) associated with \( \tilde{\Phi}_s^{SG} \) converges in distribution to a Poisson point process for a fixed \( s > 0 \), which we fix throughout the following sections. Since \( \tilde{\Phi}_s^{SG} \equiv \Psi_s \), we may from now on assume that the extremal process \( \eta^s_{r,\varepsilon} \) corresponds to the field \( \Psi_s \). To this end, we consider the Laplace functionals

\[
\mathcal{L}_s(f) = \mathbb{E}[e^{-\langle \eta^s_{r,\varepsilon}, f \rangle}]
\] (3.37)

for \( f : \Omega \times \mathbb{R} \to \mathbb{R} \) non-negative, continuous and with compact support and prove convergence to the Laplace functional of a Poisson point process. Once this convergence is established we may invoke the following characterisation for Poisson point processes via their Laplace functionals; see for instance [34, Proposition 13.2].

**Proposition 3.5.** Let \((X, \mathcal{X})\) be a measurable space, let \( Z(dx) \) be an a.s. \( \sigma \)-finite random measure on \( X \), and let \( \eta \) be a point process on \( X \). Then \( \eta \) is a Poisson point process with intensity measure \( Z(dx) \), if and only if

\[
\mathbb{E}[e^{-\langle \eta, f \rangle}] = \mathbb{E}\left[ \exp\left( - \int_X (1 - e^{-f(x)})Z(dx) \right) \right]
\] (3.38)

holds for all measurable functions \( f : X \to [0, \infty) \).

Hence, in light of Lemma 3.2 the main result Theorem 1.1 follows from Theorem 3.6 below, which is the main task for the remainder of this section.

**Theorem 3.6.** Let \( s > 0 \) and let \( f : \Omega \times \mathbb{R} \to [0, \infty) \) be continuous and with compact support. Then, as \( \varepsilon \to 0 \),

\[
\mathbb{E}[e^{-\langle \eta^s_{r,\varepsilon}, f \rangle}] \to \mathbb{E}\left[ \exp\left( - \int (1 - e^{-f(x,h)})Z_s(dx)e^{-\alpha h}dh \right) \right],
\] (3.39)

where \( Z_s(dx) = e^{\alpha X^GFF_s(dx)} \) and \( Z^GFF_s \) is as in Theorem 2.3. In particular, there is a Poisson point process \( \eta^s \sim \text{PPP}(Z^s(dx) \otimes e^{-\alpha h}dh) \), such that as \( \varepsilon \to 0 \),

\[
\eta^s_{r,\varepsilon} \to \eta^s.
\] (3.40)
In the course of the proof of Theorem 3.6 we also make use of the following two lemmas that allow us to replace the sequence \((r_\varepsilon)_\varepsilon\) by \((r_\varepsilon)_\varepsilon\) by introducing an additional limit \(r \to \infty\). This approach seems to be more complicated at first glance, but it constitutes a setting in which Theorem 2.1 applies. A similar argument is used in the proof of Lemma 3.2 as explained in the comment below (3.14). These results are vastly analogous to the ones in [11, Section 4], with the main difference in the continuum field \(X_s^c\), which is non-Gaussian in our case. We present their proofs in Section 3.4 for completeness. Recall that \(\Psi_s \equiv X_s^{GFF} + X_s^c\) and that \(\eta_{r_\varepsilon, \varepsilon}^s\) is the extremal process associated with \(\Psi_s\).

**Lemma 3.7** (Analogue to [11, Lemma 4.4]). Let \(f : \Omega \times \mathbb{R} \to [0, \infty)\) be measurable and with compact support. Then, for any sequence \((r_\varepsilon)_\varepsilon\) satisfying \(r_\varepsilon / \varepsilon \to \infty\) and \(r_\varepsilon \to 0\),

\[
\lim_{r \to \infty} \limsup_{\varepsilon \to 0} \mathbb{P}\left( \langle \eta^s_{r_\varepsilon, \varepsilon} \rangle \neq \langle \eta^s_{r_\varepsilon, \varepsilon} \rangle \right) = 0, \tag{3.41}
\]

\[
\lim_{r \to \infty} \limsup_{\varepsilon \to 0} \mathbb{P}\left( \sum_{x \in \Theta_{r_\varepsilon}^{GFF}} f(x, \Psi_s - m_\varepsilon) \neq \sum_{x \in \Theta_{r_\varepsilon}^{GFF}} f(x, \Psi_s - m_\varepsilon) \right) = 0. \tag{3.42}
\]

The reduction to local maxima in neighbourhoods of linearly shrinking size allows to interchange the sets of local maxima of \(\Psi_s\) and \(X_s^{GFF}\) in the Laplace functionals of \(\eta_{r_\varepsilon, \varepsilon}^s\). Recalling the notation for the set of local maxima, we set \(\Theta_{r_\varepsilon}^s = \{x \in \Omega : \Psi_s(x) = \max_{\Lambda_{r_\varepsilon}(x)} \Psi_s\}\) and similarly \(\Theta_{r_\varepsilon}^{GFF} = \{x \in \Omega : X_s^{GFF}(x) = \max_{\Lambda_{r_\varepsilon}} X_s^{GFF}\}\).

**Lemma 3.8.** Let \(f : \Omega \times \mathbb{R} \to [0, \infty)\) be continuous and with compact support. Then

\[
\lim_{r \to \infty} \limsup_{\varepsilon \to 0} \left| \mathbb{E}[e^{-\sum_{x \in \Theta_{r_\varepsilon}^{GFF}} f(x, \Psi_s - m_\varepsilon)}] - \mathbb{E}[e^{-\sum_{x \in \Theta_{r_\varepsilon}^{GFF}} f(x, \Psi_s - m_\varepsilon)}] \right| = 0. \tag{3.43}
\]

Using these two results, we are ready to give the proof of Theorem 3.6.

**Proof of Theorem 3.6.** For an element \(\varphi \in \mathbb{R}^\Omega\), let \(\tau_\varphi\) denote the translation with respect to \(\varphi\), i.e.

\[
\tau_\varphi : \mathbb{R}^\Omega \to \mathbb{R}^\Omega, \Phi \mapsto \Phi + \varphi. \tag{3.44}
\]

To simplify notation we also set

\[
f \circ \tau_\varphi(x, h) = f(x, h + \varphi_x) \tag{3.45}
\]

for a function \(f : \Omega \times \mathbb{R} \to \mathbb{R}\). Note that if \(f : \Omega \times \mathbb{R} \to [0, \infty)\) is continuous and with compact support and \(\varphi\) is continuous, then \(f \circ \tau_\varphi : \Omega \times \mathbb{R} \to [0, \infty)\) is continuous and with compact support.

To prove (3.39), we first observe that that by (3.41) and the fact that \(f\) is non-negative we have that

\[
\lim_{\varepsilon \to 0} \mathbb{E}[e^{-\langle \eta_{r_\varepsilon, \varepsilon}^s \rangle}] = \lim_{r \to \infty} \limsup_{\varepsilon \to 0} \mathbb{E}[e^{-\langle \eta_{r_\varepsilon, \varepsilon}^s \rangle}] = \lim_{r \to \infty} \limsup_{\varepsilon \to 0} \mathbb{E}[e^{-\sum_{x \in \Theta_{r_\varepsilon}^{GFF}} f(x, X_s^{GFF} + X_s^c - m_\varepsilon)}]. \tag{3.46}
\]

By Lemma 3.8 the summation in the last display can be switched from \(x \in \Theta_{r_\varepsilon}^s\) to \(x \in \Theta_{r_\varepsilon}^{GFF}\), i.e.

\[
\lim_{\varepsilon \to 0} \mathbb{E}[e^{-\langle \eta_{r_\varepsilon, \varepsilon}^s \rangle}] = \lim_{r \to \infty} \limsup_{\varepsilon \to 0} \mathbb{E}[e^{-\sum_{x \in \Theta_{r_\varepsilon}^{GFF}} f(x, X_s^{GFF} + X_s^c - m_\varepsilon)}]. \tag{3.47}
\]

Using now (3.42), we have that

\[
\lim_{\varepsilon \to 0} \mathbb{E}[e^{-\langle \eta_{r_\varepsilon, \varepsilon}^s \rangle}] = \lim_{\varepsilon \to 0} \mathbb{E}[e^{-\sum_{x \in \Theta_{r_\varepsilon}^{GFF}} f(x, X_s^{GFF} + X_s^c - m_\varepsilon)}]. \tag{3.48}
\]
By Proposition 3.4, we can now replace the field \( X_s^c \) by its limit \( X_s^c,0 \), which yields
\[
\lim_{\varepsilon \to 0} \mathbb{E}[e^{-\langle \eta_{s,c,\varepsilon}^{c}, f \rangle}] = \lim_{\varepsilon \to 0} \mathbb{E}[e^{-\sum_{x \in \Theta_{s,\varepsilon}^{GFF}} f(x, X_{s,\varepsilon}^{GFF} + X_{s}^{c,0} - m_{c})}].
\] (3.49)

Conditioning on the field \( X_s^{c,0} \) and using the notation (3.45), this leads to
\[
\lim_{\varepsilon \to 0} \mathbb{E}[e^{-\langle \eta_{s,c,\varepsilon}^{c}, f \rangle}] = \lim_{\varepsilon \to 0} \mathbb{E}[e^{-\sum_{x \in \Theta_{s,\varepsilon}^{GFF}} f_{\gamma}(x, X_{s,\varepsilon}^{GFF} - m_{c})}] = \\
\lim_{\varepsilon \to 0} \mathbb{E}\left[\mathbb{E}[e^{-\sum_{x \in \Theta_{s,\varepsilon}^{GFF}} f_{\gamma}(x, X_{s,\varepsilon}^{GFF} - m_{c})} \mid \varphi = X_{s, \varepsilon}^{c,0}]\right] = \\
\lim_{\varepsilon \to 0} \mathbb{E}\left[\mathbb{E}[e^{-\langle \eta_{s,c,\varepsilon}^{GFF,s}, f_{\gamma}(\tau_{\varphi}) \rangle} \mid \varphi = X_{s, \varepsilon}^{c,0}]\right].
\] (3.50)

Note that the field \( X_s^{c,0} \) is bounded and continuous a.s. by Lemma 3.1 and Lemma 3.8], so that in the last display \( f \circ \tau_{\varphi} \) has a.s. compact support. Thus, using Theorem 2.3, we have a.s.
\[
\lim_{\varepsilon \to 0} \mathbb{E}[e^{-\langle \eta_{s,c,\varepsilon}^{GFF,s}, f_{\gamma}(\tau_{\varphi}) \rangle} \mid \varphi = X_{s, \varepsilon}^{c,0}] = \mathbb{E}[e^{-\langle \eta_{s,c}^{GFF,s}, f_{\gamma}(\tau_{\varphi}) \rangle} \mid \varphi = X_{s, \varepsilon}^{c,0}].
\] (3.51)

Therefore, we get by the dominated convergence theorem and (3.50)
\[
\lim_{\varepsilon \to 0} \mathbb{E}[e^{-\langle \eta_{s,c,\varepsilon}^{c}, f \rangle}] = \mathbb{E}\left[\mathbb{E}[e^{-\langle \eta_{s,c}^{GFF,s}, f_{\gamma}(\tau_{\varphi}) \rangle} \mid \varphi = X_{s, \varepsilon}^{c,0}]\right].
\] (3.52)

On the other hand, using the independence between \( \eta_{s,c}^{GFF,s} \) and \( X_{s, \varepsilon}^{c,0} \), Theorem 2.3 and a change of variables in the \( h \)-coordinate, we have
\[
\mathbb{E}\left[\mathbb{E}[e^{-\langle \eta_{s,c}^{GFF,s}, f_{\gamma}(\tau_{\varphi}) \rangle} \mid \varphi = X_{s, \varepsilon}^{c,0}]\right] = \mathbb{E}\left[\exp \left( - \int (1 - e^{-f(x,h)}) e^{\alpha X_{s, \varepsilon}^{c,0} + \alpha X_{s, \varepsilon}^{GFF}} (dx) e^{-\alpha h} dh \right) \right] = \\
\mathbb{E}\left[\exp \left( - \int (1 - e^{-f(x,h)}) e^{\alpha X_{s, \varepsilon}^{c,0} + \alpha X_{s, \varepsilon}^{GFF}} (dx) e^{-\alpha h} dh \right) \right].
\] (3.53)

which proves (3.39) and that the limit \( \eta_{s}^{c} \) is a Poisson point process with the stated intensity measure. It follows that \( \eta_{s,c,\varepsilon}^{c} \) converges as \( \varepsilon \to 0 \), since the Laplace functionals \( L_{s}(f) \) converge for every suitable \( f : \Omega \times \mathbb{R} \to [0, \infty) \).

\[\square\]

### 3.4. Continuous field at local extrema: proof of Lemma 3.7 and Lemma 3.8

In this section we follow closely the exposition in 11 Section 4. Examining the proofs of Lemma 4.4 and Proposition 4.5 therein we see that the main ingredients are the fact that the field \( \hat{h}^{c} \) is log-correlated and that \( \hat{h}^{c} \) is continuous and has variance of order unity. For a fixed \( s > 0 \) these assumption clearly hold in our case when the roles of \( \hat{h}^{c} \) is played by \( X_{s}^{GFF} \) and \( X_{s}^{c} \). Thus, the main purpose of this section is to show that these results continue to hold with our non-Gaussian field \( X_{s}^{c} \).

**Proof of Lemma 3.7.** We first prove (3.41). For \( \lambda > 0 \) let \( \Gamma_{s}^{c}(\lambda) \) be the random set that consists of all points where the field \( \Psi_{s} \) is at least \( m_{c} - \lambda \) high and \( \Theta_{s,c}^{s} \) the sets of \( r_{s} \)-local extrema and \( r_{s} \)-local extrema of \( \Psi_{s} \). We first prove that
\[
\lim_{r \to 0} \lim_{\varepsilon \to 0} \mathbb{P}(\Gamma_{s}^{c}(\lambda) \cap (\Theta_{r_{s}}^{s} \Delta \Theta_{r_{s}}^{s}) \neq \emptyset) = 0.
\] (3.54)

To this end, we first observe that by the properties of the sequence \( (r_{s})_{\varepsilon} \) we have \( r_{s} > r_{s} \) eventually, and hence, \( \Theta_{s}^{s} \subseteq \Theta_{r_{s}}^{s} \). Thus, \( \Theta_{r_{s}}^{s} \Delta \Theta_{r_{s}}^{s} = \Theta_{r_{s}}^{s} \setminus \Theta_{r_{s}}^{s} \) for \( \varepsilon > 0 \) small enough, which means that the random set in the probability in (3.54) contains all points that are \( r_{s} \)-local maxima, but not \( r_{s} \)-local maxima, and where the field is at least \( m_{c} - \lambda \) high.
If that set is non-empty, then there is a random point \( x \) that is an \( r\varepsilon \)-local maximum with \( \Psi_s(x) \geq m_\varepsilon - \lambda \). Since \( x \) is not an \( r\varepsilon \)-local maximum, there must be a point \( y \), for which we have \( \Psi_s(y) \geq \Psi_s(x) \geq m_\varepsilon - \lambda \) and

\[
 r\varepsilon \leq |x - y| \leq r\varepsilon \leq 1/r, \tag{3.55}
\]

where the last inequality holds for \( \varepsilon \) small enough. Now recall that \( \Psi_s = (\Phi_0^{GFF} - \Phi_s^{GFF}) + \Phi_s^{SG} = \Phi_0^{GFF} + \Phi_s^{\Delta} \), where in the last sum the fields are not independent. Since \( \max_{\Omega} |\Phi_s^{\Delta}| \leq C < \infty \) uniformly in \( \varepsilon \), the non-Gaussian field \( \Psi_s \) is equal to a log-correlated Gaussian field up to a constant. This means that Theorem 2.1 (or rather its generalisation [26, Lemma 3.3]) holds also for \( \Psi_s \) and thus, (3.54) follows.

To conclude the proof of (3.41) we take \( \lambda \) large enough such that \( f \) vanishes on \( \Omega \times (-\infty, -\lambda) \). Then, for \( \varepsilon \) small enough, the event

\[
 \{ \langle \eta^s_{r\varepsilon,\varepsilon} \rangle - \langle \eta^s_{r\varepsilon,\varepsilon} \rangle, f \neq 0 \} \tag{3.56}
\]

is contained in the event (3.54).

The proof of (3.42) is identical when the sets \( \Theta_{r\varepsilon}^s \) and \( \Theta_{r\varepsilon}^s \) are replaced by \( \Theta_{r\varepsilon}^{GFF} \) and \( \Theta_{r\varepsilon}^{GFF} \). \( \square \)

Throughout the rest of this subsection we gradually work towards the proof of Proposition 3.9 which readily implies Lemma 3.8.

**Proposition 3.9** ([Analogue to [11 Proposition 4.5]].) Let \( s > 0 \) and \( f : \Omega \times \mathbb{R} \to [0, \infty) \) be continuous and with compact support. Then, for any \( \delta > 0 \),

\[
 \lim_{r \to \infty} \limsup_{\varepsilon \to 0} \mathbb{P} \left( \left| \sum_{\Theta_{r\varepsilon}^x} f(x, \Psi_s(x) - m_\varepsilon) - \sum_{\Theta_{r\varepsilon}^{GFF}} f(x, \Psi_s(x) - m_\varepsilon) \right| > \delta \right) = 0. \tag{3.57}
\]

To this end, we proceed along similar steps as in the proof of [11 Proposition 4.5] with the roles of \( \hat{h}' \) and \( \hat{h}'' \) being played by \( X_s^{GFF} \) and \( X_s^\varepsilon \). We first show that the level sets of \( \Psi_s \) can be compared to the ones of \( X_s^{GFF} \).

**Lemma 3.10** ([Analogue to [11 Lemma 4.6]].) The following limits hold for the level sets \( \Gamma_s^\varepsilon(\lambda) \) and \( \Gamma_s^{GFF}(\lambda) \):

\[
 \lim_{\lambda \to \infty} \liminf_{\varepsilon \to 0} \mathbb{P}(\Gamma_s^{GFF}(\lambda) \subseteq \Gamma_s^\varepsilon(2\lambda)) = 1, \tag{3.58}
\]

\[
 \lim_{\lambda \to \infty} \liminf_{\varepsilon \to 0} \mathbb{P}(\Gamma_s^\varepsilon(\lambda) \subseteq \Gamma_s^{GFF}(2\lambda)) = 1. \tag{3.59}
\]

**Proof.** We show that in both cases the probability of the complement of the event of interest converges to 0 when taking the said limits. For the limit (3.58) we first observe that

\[
 \Gamma_s^{GFF}(\lambda) \setminus \Gamma_s^\varepsilon(2\lambda) = \{ x \in \Omega : X_s^{GFF}(x) \geq m_\varepsilon - \lambda, \Psi_s(x) < m_\varepsilon - 2\lambda \} \tag{3.60}
\]

\[
 \subseteq \{ x \in \Omega : X_s^{GFF}(x) \geq m_\varepsilon - \lambda, X_s^\varepsilon(x) < -\lambda \}. \tag{3.61}
\]

Decomposing the latter event by the size of the set \( \Gamma_s^{GFF}(\lambda) \), we obtain

\[
 \mathbb{P}(\Gamma_s^{GFF}(\lambda) \setminus \Gamma_s^\varepsilon(2\lambda) \neq \emptyset) \leq \mathbb{P}(\exists x \in \Gamma_s^{GFF}(\lambda) : X_s^\varepsilon(x) < -\lambda) \leq \mathbb{P}(|\Gamma_s^{GFF}| > e^{C\lambda}) + \mathbb{P}(\exists x \in \Gamma_s^{GFF}(\lambda) : X_s^\varepsilon(x) < -\lambda, |\Gamma_s^{GFF}| \leq e^{C\lambda}). \tag{3.62}
\]
The first probability converges to 0 by the lower bound in Theorem 2.2, see also Proposition A.7, when applied to $X^c_s$. Using independence of $X^c_s$ and $X^c_s$ together with a union bound, we have for the second term

$$
P \left( \exists x \in \Gamma^G \triangledown (\lambda) : X^c_s(x) < -\lambda, |\Gamma^G \triangledown (\lambda)| \leq e^{c\lambda} \right)$$

$$= \mathbb{E} \left[ P \left( x \in A: X^c_s(x) < -\lambda, |A| \leq e^{c\lambda} \right) |_{A=\Gamma^G \triangledown (\lambda)} \right]$$

$$\leq \mathbb{E} \left[ \left( \sum_{x \in A} P \left( X^c_s(x) < -\lambda \right) 1_{|A| \leq e^{c\lambda}} \right) |_{A=\Gamma^G \triangledown (\lambda)} \right]$$

$$\leq e^{c\lambda} \max_{x \in \Omega_e} P(X^c_s(x) < -\lambda).$$

(3.63)

For the term in last display to converge to 0, it suffices to prove that $X^c_s = X^h_s + \Phi^G \triangledown_s$ has Gaussian tails uniformly in $x \in \Omega_e$ and $\varepsilon > 0$. This is true for the field $X^h_s$, since it is a Gaussian field and the variances are bounded uniformly in $\varepsilon > 0$. Indeed, using (3.23) and the fact that $g_s(\lambda) = O(\frac{1}{1+\lambda^2})$, we have

$$\mathbb{E}|X^h_s(x)|^2 = \sum_{k \in \Omega^*} |q_s(k)|^2 \leq \sum_{k \in \Omega^*} g_s(|k|^2 + m^2) = \sum_{k \in \Omega^*} O\left( \frac{1}{|k|^4 + 1} \right) < \infty,$$

(3.64)

which is uniform in $x \in \Omega_e$ and $\varepsilon > 0$. The field $\Phi^G \triangledown_s$ is non-Gaussian, but is coupled to the Gaussian field $\Phi^G \triangledown_s$ up to a constant by Theorem 2.4 and Theorem 2.7. Hence, it suffices to prove that $\Phi^G \triangledown_s$ has Gaussian tails uniformly in $x \in \Omega_e$ and $\varepsilon > 0$. Note that

$$\text{Cov}(\Phi^G \triangledown_s) = \int_s^\infty c_{\Delta u} du = (-\Delta^e + m^2)^{-1} e^{-s(-\Delta^e+m^2)}.$$

(3.65)

Hence, we have for any $x \in \Omega_e$

$$\mathbb{E}|\Phi^G \triangledown_s(x)|^2 = \sum_{k \in \Omega^*} \frac{1}{-\Delta^e(k) + m^2} e^{-s(-\Delta^e(k)+m^2)} \leq \sum_{k \in \Omega^*} \frac{1}{k^2 + m^2} e^{-s(k^2 + m^2)},$$

(3.66)

where the bound on the right hand side is finite for $s > 0$ uniformly in $x \in \Omega_e$ and $\varepsilon > 0$. Hence, there is a constant $C > 0$, such that

$$\max_{\Omega_e} P(X^c_s(x) < -\lambda) \leq e^{-\lambda^2/2C},$$

(3.67)

from which the claimed convergence follows when taking $\varepsilon \to 0$ and then $\lambda \to \infty$.

To prove (3.59) we first observe that

$$\Gamma^G (\lambda) \triangledown \Gamma^G (2\lambda) = \{ x \in \Omega_e : \Psi^G_s(x) \geq m^e - \lambda, X^G_s < m^e - 2\lambda \}$$

$$= \bigcup_{n \geq 2} \{ x \in \Omega_e : \Psi^G_s(x) \geq m^e - \lambda, m^e - (n+1)\lambda \leq X^G_s < m^e - n\lambda \}$$

$$\subseteq \bigcup_{n \geq 2} \{ x \in \Omega_e : X^G_s(x) \geq m^e - (n+1)\lambda, X^c_s(x) > (n-1)\lambda \}.$$  

(3.68)

Denote by $A_n$ the event that the random set indexed by $n$ in the union (3.68) is empty, i.e.

$$A_n = \left\{ \{ x \in \Omega_e : X^G_s(x) \geq m^e - (n+1)\lambda, X^c_s(x) > (n-1)\lambda \} = \emptyset \right\}.$$  

(3.69)

We also set $B_n = \{ |\Gamma^G (n\lambda)| > e^{\kappa n\lambda} \}$ for some $\kappa > 0$. Then by [11] Proposition 4.1 there is $\beta > 0$, such that

$$P(B_n) \leq e^{-\beta n\lambda}.$$  

(3.70)
Using a union bound and a decomposition of the event $A_n$ by $B_{n+1}$, we obtain from (3.68)
\[ \mathbb{P}(\Gamma^c_\varepsilon(\lambda) \setminus \Gamma^GFF(2\lambda) \neq \emptyset) \leq \sum_{n \geq 2} \mathbb{P}(A_n) \leq \sum_{n \geq 2} \left( \mathbb{P}(B_{n+1}) + \mathbb{P}(A_n \cap B_{n+1}^c) \right). \tag{3.71} \]

To see that also the second term in the sum in (3.71) is exponentially small we write
\[ A_n \setminus B_{n+1} = \{ \exists x \in \Gamma^GFF((n+1)\lambda) : X^c_s(x) > (n-1)\lambda, |\Gamma^GFF((n+1)\lambda)| \leq e^{\kappa(n+1)\lambda} \} \tag{3.72} \]
and, using again a union bound and conditioning on $\Gamma^GFF((n+1)\lambda)$, bound its probability by
\[
\begin{aligned}
\mathbb{P}(A_n \setminus B_{n+1}) &= \mathbb{E}\left[ \mathbb{P}\left( \exists x \in C : X^c_s(x) > (n-1)\lambda, |C| \leq e^{\kappa(n+1)\lambda} \mid |\Gamma^GFF((n+1)\lambda)| \right) \right] \\
&\leq \mathbb{E}\left[ \left( \sum_{x \in C} \mathbb{P}(X^c_s(x) > (n-1)\lambda) \right) \mathbb{1}_{|C| \leq e^{\kappa(n+1)\lambda}} \mid |\Gamma^GFF((n+1)\lambda)| \right] \\
&\leq e^{\kappa(n+1)\lambda} \max_{x \in \Omega_c} \mathbb{P}(X^c_s(x) > (n+1)\lambda) \leq e^{\kappa(n+1)\lambda} e^{-((n-1)\lambda)^2/2C}. \tag{3.73}
\end{aligned}
\]

Hence, the sum in (3.71) converges uniformly in $n$, and thus, it converges to 0 when taking the limits $\varepsilon \to 0$ and then $\lambda \to \infty$.

The next result states that the continuous field $X^c_s$ does not fluctuate too much at points where the field $X^GFF_s$ is large. Recall that the oscillation of a function $g$ on a set $A$ is defined by
\[ \text{osc}_A g = \max_{x \in A} g(x) - \min_{x \in A} g(x). \tag{3.74} \]

**Lemma 3.11** (Analogue to [11, Lemma 4.7]). For any $\lambda > 0$, any $\kappa > 0$ and any $r \geq 1$,
\[ \lim_{\varepsilon \to 0} \sup \mathbb{P}\left( \max_{x \in \Gamma^GFF(\lambda)} \text{osc}_{\Lambda_{2r,\varepsilon}}(x) X^c_s(x) > \kappa \right) = 0 \tag{3.75} \]

**Proof.** Denote $F(x) = \{ \max_{z \in \Lambda_{2r,\varepsilon}(x)} |X^c_s(z) - X^c_s(x)| > \kappa/2 \}$ and note that the event in (3.75) is contained in $\bigcup_{\varepsilon \in \Gamma^GFF(\lambda)} F(x)$. For $\lambda > 0$ and $M > 0$ we define $A_M = \{|\Gamma^GFF(\lambda)| \leq M\}$. Then, by (2.5), we have for its complement
\[ \lim_{M \to \infty} \lim_{\varepsilon \to 0} \mathbb{P}(A_M^c) = 0. \tag{3.76} \]

On the other hand, conditioning on $\Gamma^GFF(\lambda)$, a union bound, Lemma 3.1 [8, Lemma 4.5] and Markov’s inequality yield
\[
\begin{aligned}
\mathbb{P}\left( \bigcup_{x \in \Gamma^GFF(\lambda)} F(x) \cap A_M \right) &= \mathbb{E}\left[ \mathbb{P}\left( \bigcup_{x \in A} F(x) \mid |A| \leq M \right) \mid |A| = \Gamma^GFF(\lambda) \right] \\
&\leq \mathbb{E}\left[ \left( \sum_{x \in A} \mathbb{P}(F(x) \mid |A| \leq M) \right) \mid |A| = \Gamma^GFF(\lambda) \right] \leq M \max_{x \in \Omega_c} \mathbb{P}(F(x)) \\
&\leq M \max_{x \in \Omega_c} \sum_{z \in \Lambda_{r,\varepsilon}(x)} \mathbb{P}(|X^c_s(x) - X^c_s(z)| > \kappa/2) \leq \frac{2M}{\kappa} \max_{x \in \Omega_c} \sum_{z \in \Lambda_{r,\varepsilon}(x)} \mathbb{E}[|X^c_s(x) - X^c_s(z)|] \\
&\leq \frac{2M}{\kappa} \max_{x \in \Omega_c} |\Lambda_{r,\varepsilon}(x)| \mathbb{E}[|r\varepsilon|^2] \leq \frac{2M}{\kappa} r^2 \mathbb{E}[|r\varepsilon|^2], \tag{3.77}
\end{aligned}
\]
which converges to 0 when sending $\varepsilon \to 0$. \qed
To state the next result we introduce the following notation to address the locations of maxima of $\Psi_s$ and $X_s^{\text{GFF}}$ around a point $x \in \Omega_\varepsilon$:

$$\Pi^s(x) := \arg\max_{\Lambda_{2r\varepsilon}(x)} \Psi_s \quad \text{and} \quad \Pi^{\text{GFF}}(x) := \arg\max_{\Lambda_{2r\varepsilon}(x)} X_s^{\text{GFF}}.$$  \hfill (3.78)

Note that since the maxima of the fields $\Psi_s$ and $X_s^{\text{GFF}}$ are a.s. unique, these are a.s. well-defined maps $\Omega_\varepsilon \rightarrow \Omega_\varepsilon$. Our goal is to prove that when restricting to appropriate level sets with high probability every $\Psi_s$ local maximum can be mapped to a $X_s^{\text{GFF}}$ local maximum nearby and vice versa. At this point we use the fundamental Theorem 2.1 which is now accessible thanks to the replacement of $r_\varepsilon$ by $r\varepsilon$ and the additional limit $r \rightarrow \infty$.

**Lemma 3.12 (Analogue to [11, Lemma 4.8]).** The following holds with probability tending to one in the limits $\varepsilon \rightarrow 0$, $\kappa \rightarrow 0$ and then $r \rightarrow \infty$:

$$x \in \Theta^s_{r\varepsilon} \cap \Gamma^s_\varepsilon(\lambda) \cap \Gamma^{\text{GFF}}_\varepsilon(\lambda) \implies \left\{ \begin{array}{l} \Pi^{\text{GFF}}(x) \in \Theta^{\text{GFF}}_{r\varepsilon}, |\Pi^{\text{GFF}}(x) - x| \leq r\varepsilon/2, \\
\text{and} \quad 0 \leq \Psi_s(x) - \Psi_s(\Pi^{\text{GFF}}(x)) \leq \kappa \end{array} \right.$$  \hfill (3.79)

$$x \in \Theta^{\text{GFF}}_{r\varepsilon} \cap \Gamma^s_\varepsilon(\lambda) \cap \Gamma^{\text{GFF}}_\varepsilon(\lambda) \implies \left\{ \begin{array}{l} \Pi^s(x) \in \Theta^s_{r\varepsilon}, |\Pi^s(x) - x| \leq r\varepsilon/2, \\
\text{and} \quad 0 \leq X_s^{\text{GFF}}(x) - X_s^{\text{GFF}}(\Pi^s(x)) \leq \kappa \end{array} \right.$$  \hfill (3.80)

**Proof.** For $\lambda > 0$ and $r > 0$ denote

$$A^s_{\varepsilon, \lambda, r} := \{u, v \in \Gamma^s_\varepsilon(\lambda) : |u - v| \leq r\varepsilon/2 \text{ or } |u - v| \geq 2/r\}$$  \hfill (3.81)

and similarly $A_{\varepsilon, \lambda, r}$ with $X_s^{\text{GFF}}$ in place of $\Psi_s$. Then by Theorem 2.1 the probabilities of the complements of these events tend to 0 when taking the said limits, so we may assume that the event $A^s_{\varepsilon, \lambda, r} \cap A_{\varepsilon, \lambda, r}^{\text{GFF}}$ occurs.

Let $x \in \Theta^s_{r\varepsilon} \cap \Gamma^s_\varepsilon(\lambda) \cap \Gamma^{\text{GFF}}_\varepsilon(\lambda)$. Then $\Psi_s(x), X_s^{\text{GFF}}(x) \geq m_\varepsilon - \lambda$ and hence, since $A^s_{\varepsilon, \lambda, r} \cap A_{\varepsilon, \lambda, r}^{\text{GFF}}$ occurs, we have

$$r\varepsilon/2 < |z - x| < 2/r \implies \Psi_s(z), X_s^{\text{GFF}}(z) < m_\varepsilon - \lambda.$$  \hfill (3.82)

Since $\Pi^{\text{GFF}}(x)$ is the maximum of $X_s^{\text{GFF}}$ on $\Lambda_{2r\varepsilon}(x)$, we have $X_s^{\text{GFF}}(\Pi^{\text{GFF}}(x)) \geq m_\varepsilon - \lambda$ and hence, $\Pi^{\text{GFF}}(x) \in \Lambda_{r\varepsilon/2}(x)$ by (3.82). Hence, $\Pi^{\text{GFF}}(x) = \max_{\Lambda_{r\varepsilon}(x)} X_s^{\text{GFF}}$, so $\Pi^{\text{GFF}}(x) \in \Theta^{\text{GFF}}_{r\varepsilon}$ as claimed. Moreover, we note that by the maximality of $\Pi^{\text{GFF}}(x)$ and the definition of the oscillation, we have

$$0 \leq \Psi_s(x) - \Psi_s(\Pi^{\text{GFF}}(x)) \leq X^c_s(x) - X^c_s(\Pi^{\text{GFF}}(x)) \leq \text{osc}_{\Lambda_{2r\varepsilon}(x)} X^c_s.$$  \hfill (3.83)

By Lemma 3.11 we have with probability one that $\text{osc}_{\Lambda_{2r\varepsilon}(x)} X^c_s < \kappa$ when $\varepsilon \rightarrow 0$. The proof of (3.80) is identical when exchanging the roles of $\Psi_s$ and $X_s^{\text{GFF}}$. \hfill \(\square\)

**Proof of Proposition 3.9** Fix $\delta > 0$ and let $f$ be as in the statement. Since $f$ has compact support, we can choose $\lambda_0 > 0$, so that $f$ vanishes outside of $\Omega \times [-\lambda_0/2, \infty)$. Since $f$ is uniformly continuous, we can find for each $M > 0$ and $r > 0$ some $\kappa > 0$ such that for all $\varepsilon > 0$ small enough and all $x, x' \in \Omega_\varepsilon$ and all $h, h' \in \mathbb{R}$, \hfill (3.84)

$$|x - x'| \leq \frac{r\varepsilon}{2} \quad \text{and} \quad |h - h'| \leq \kappa \implies |f(x, h) - f(x', h')| \leq \delta/M.$$
Now, for $\kappa > 0$ as in (3.84), let $A_{s,M,r,\lambda,\kappa}^s$ be the intersection of the event in (3.81) with the complement of the event in (3.75) and $\{G_{r}^{s treatment}\lambda/2 \subseteq \Gamma_{s}^{GFF}(\lambda)\}$ and $\{\Gamma_{s}^{GFF}(\lambda) \leq M\}$. Note that on $A_{s,M,r,\lambda,\kappa}^s$ the implication (3.79) holds as shown in Lemma 3.12. Thus, for $\lambda \geq \lambda_0$ we have on this event

$$\sum_{\Theta_{r}^{GFF}} f(x, \Psi_s(x) - m_{\varepsilon}) = \sum_{\Theta_{r}^{GFF} \cap \Gamma_{s}^{GFF}(\lambda) \cap \Gamma_{r}^{s}} f(x, \Psi_s(x) - m_{\varepsilon})$$

$$\leq |\Gamma_{s}^{GFF}(\lambda)| \cdot \frac{\delta}{M} + \sum_{\Theta_{r}^{GFF} \cap \Gamma_{s}^{GFF}(\lambda) \cap \Gamma_{r}^{s}} f(\Pi_{s}^{GFF}(x), \Psi_s(\Pi_{s}^{GFF}(x)) - m_{\varepsilon})$$

$$\leq \delta + \sum_{\Theta_{r}^{GFF} \cap \Gamma_{s}^{GFF}(\lambda) \cap \Gamma_{r}^{s}} f(x, \Psi_s(x) - m_{\varepsilon})$$

$$\leq \delta + \sum_{\Theta_{r}^{GFF}} f(x, \Psi_s(x) - m_{\varepsilon}).$$

(3.85)

On the equality we introduced the intersection with $\Gamma_{s}^{GFF}(\lambda)$ and $\Gamma_{r}^{GFF}(\lambda)$ under the summation, since $f$ has compact support and since the event $\{\Gamma_{s}^{GFF}(\lambda)/2 \subseteq \Gamma_{r}^{GFF}(\lambda)\}$ occurs. The inequality in the second line follows from (3.84) together with (3.79). Finally, we use the estimate $|\Gamma_{s}^{GFF}(\lambda)| \leq M$ and observe that on the event $A_{s,M,r,\lambda,\kappa}^s$ we have $\Pi_{s}^{GFF}(x) \in \Theta_{r}^{GFF}$ by (3.79). Hence, we may replace $\Theta_{r}^{GFF}$ by $\Theta_{r}^{GFF}$ under the summation. Note that we also rely on the positivity of $f$, since not every $X_{s}^{GFF}$ local maximum might arise from the map $\Pi_{s}^{GFF}$. The last inequality is immediate using again positivity of $f$.

The reverse inequality follows from exchanging the roles of $\Psi_s$ and $X_{s}^{GFF}$. Using identical arguments we have

$$\sum_{\Theta_{r}^{GFF}} f(x, \Psi_s(x) - m_{\varepsilon}) \leq \delta + \sum_{\Theta_{r}^{GFF}} f(x, \Psi_s(x) - m_{\varepsilon})$$

(3.86)

on $A_{s,M,r,\lambda,\kappa}^s$, where the event $A_{s,M,r,\lambda,\kappa}^s$ is defined as the intersection of $A_{s,M,r,\lambda,\kappa}^{GFF}$, the complement of the event in (3.75), $\{\Gamma_{r}^{GFF}(\lambda)/2 \subseteq \Gamma_{s}^{GFF}(\lambda)\}$ and $\{\Gamma_{s}^{GFF}(\lambda) \leq M\}$.

To finish the proof we note that the event in (3.57) is contained in $A_{s,M,r,\lambda,\kappa}^s \cap A_{s,M,r,\lambda,\kappa}^{GFF}$. Hence, the limit (3.57) follows, since Theorem 2.1, Lemma 3.11, Theorem 2.2 and Lemma 3.10 imply

$$\lim_{\lambda \to \infty} \lim_{r \to \infty} \lim_{M \to \infty} \lim_{\kappa \to 0} \lim_{\varepsilon \to 0} P((A_{s,M,r,\lambda,\kappa}^{GFF})^c) = 0$$

(3.87)

and analogously for $A_{s,M,r,\lambda,\kappa}^{GFF}$.

\[\square\]

Proof of Lemma 3.18 Let $A_{k,r,\varepsilon}$ be the complement of the event in (3.57) and denote

$$\Sigma_1 = \sum_{\Theta_{r}^{GFF}} f(x, \Psi_s(x) - m_{\varepsilon}), \quad \Sigma_2 = \sum_{\Theta_{r}^{GFF}} f(x, \Psi_s(x) - m_{\varepsilon}).$$

(3.88)

We need to estimate the expectation of the difference $e^{-\Sigma_1} - e^{-\Sigma_2} = e^{-\Sigma_1}(1 - e^{-(\Sigma_2 - \Sigma_1)})$. Using that $|\Sigma_1 - \Sigma_2| < \delta$ on $A_{k,r,\varepsilon}$, we have

$$e^{-\Sigma_1}(1 - e^{\delta})1_{A_{k,r,\varepsilon}} - e^{-\Sigma_2}1_{A_{k,r,\varepsilon}} = e^{-\Sigma_1} - e^{-\Sigma_2} \leq e^{-\Sigma_1}(1 - e^{\delta})1_{A_{k,r,\varepsilon}} + e^{-\Sigma_1}1_{A_{k,r,\varepsilon}}.$$

(3.89)

Since $\Sigma_1, \Sigma_2 \geq 0$, we further have

$$-(e^{\delta} - 1) - 1_{A_{k,r,\varepsilon}} \leq e^{-\Sigma_1} - e^{-\Sigma_2} \leq (1 - e^{-\delta}) + 1_{A_{k,r,\varepsilon}}.$$

(3.90)

Taking expectation and the limits $\varepsilon \to 0$ and then $r \to \infty$, we have by Proposition 3.9

$$\lim_{r \to \infty} \lim_{\varepsilon \to 0} \mathbb{E}[|e^{-\Sigma_1} - e^{-\Sigma_2}|] \leq (1 - e^{-\delta}) + (e^{\delta} - 1) = e^{\delta} - e^{-\delta}.$$

(3.91)

Since $\delta > 0$ was arbitrary, (3.43) follows.

\[\square\]
3.5. Reduction to the extremal process of \( \tilde{\Phi}_S^{SG} \): proof of Lemma 3.2

In this section we comment on the proof of the reduction step from \( \Phi_0^{SG} \) to \( \tilde{\Phi}_S^{SG} \) (and hence to \( \Psi_s \)). As indicated above this part shares the main ideas with Section 3.4, in particular the introduction of a limit \( r \to \infty \) in order to apply Theorem 2.1. The main difference is that while the fields \( X_s^{GFF} \) and \( X_s^c \) in Proposition 3.9 are independent, the fields \( \tilde{\Phi}_S^{SG} \) and \( R_s \) are not and hence, the main task here is to show that the uniform convergence of \( R_s \) allows to avoid the use of independence. In what follows we do not present the proofs of the intermediate results in full detail but rather comment on how to adjust the proofs of Section 3.4. In light of the convergence of Laplace functionals, see Proposition 3.5, and the proofs of Section 3.4. In light of the convergence of Laplace functionals, see Proposition 3.5, and the present the proofs of the intermediate results in full detail but rather comment on how to adjust the proofs of Section 3.4. In light of the convergence of Laplace functionals, see Proposition 3.5, and the

\[ \lim_{s \to 0} \limsup_{\varepsilon \to 0} \left| \mathbb{E}[e^{-\sum_{\varepsilon \geq \varepsilon} f(x, \Phi_0^{SG} - R_s - m_\varepsilon)}] - \mathbb{E}[e^{-\langle \eta^{SG}_{r_\varepsilon, \varepsilon}, \varepsilon \rangle}] \right| = 0. \]  \hspace{1cm} (3.92)

Hence, the main work below is devoted to the proof of Proposition 3.13 below, from which follows by similar arguments as in the proof of Lemma 3.8.

**Proposition 3.13.** Let \( f: \Omega \times \mathbb{R} \to [0, \infty) \) be continuous and with compact support. Then, for any \( \delta > 0 \), we have

\[ \lim_{s \to 0} \limsup_{\varepsilon \to 0} \mathbb{P}\left( \left| \sum_{\Theta_{r_\varepsilon}} f(x, \Phi_0^{SG} - R_s - m_\varepsilon) - \sum_{\Theta_{r_\varepsilon}} f(x, \Phi_0^{SG} - m_\varepsilon) \right| > \delta \right) = 0. \]  \hspace{1cm} (3.93)

Similarly as in the proof of Proposition 3.9 we first introduce a limit \( r \to \infty \) thanks to the Lemma 3.14 below.

**Lemma 3.14 (Analogue to Lemma 3.7).** Let \( f: \Omega \times \mathbb{R} \to [0, \infty) \) be measurable and with compact support. Then, for any sequence \( (r_\varepsilon) \) satisfying \( r_\varepsilon / \varepsilon \to \infty \) and \( r_\varepsilon \to 0 \),

\[ \lim_{r \to \infty} \limsup_{\varepsilon \to 0} \mathbb{P}\left( \langle \eta_{r_\varepsilon, \varepsilon}, f \rangle \neq \langle \xi_{r_\varepsilon, \varepsilon}, f \rangle \right) = 0, \]  \hspace{1cm} (3.94)

\[ \lim_{r \to \infty} \limsup_{\varepsilon \to 0} \mathbb{P}\left( \sum_{\Theta_{r_\varepsilon}} f(x, \Phi_0^{SG} - m_\varepsilon) \neq \sum_{\Theta_{r_\varepsilon}} f(x, \Phi_0^{SG} - m_\varepsilon) \right) = 0. \]  \hspace{1cm} (3.95)

**Proof.** The same arguments as in the proof of Lemma 3.7 can be used noting that independence of the fields involved does not enter. \( \square \)

This result allows us again to focus on the \( r_\varepsilon \)-maxima of the fields involved. The following Lemma is thus important in the proof of Proposition 3.13.

**Lemma 3.15.** Let \( f: \Omega \times \mathbb{R} \to [0, \infty) \) be continuous and with compact support. Then we have for any \( \delta > 0 \)

\[ \lim_{r \to \infty} \limsup_{\varepsilon \to 0} \mathbb{P}\left( \sum_{\Theta_{r_\varepsilon}} f(x, \Phi_0^{SG} - m_\varepsilon) - \sum_{\Theta_{r_\varepsilon}} f(x, \Phi_0^{SG} - m_\varepsilon) \right| > \delta \) = 0. \]  \hspace{1cm} (3.96)

**Proof.** We first observe that Lemma 3.10 and Lemma 3.11 also hold, when the fields \( (\Psi_s, X_s^{GFF}, X_s^c) \) are replaced by \( (\Phi_0^{SG}, \tilde{\Phi}_s^{SG}, R_s) \). Indeed, using the coupling from Theorem 2.4 we have for \( C \) large enough and uniformly in \( \varepsilon \)

\[ \tilde{\Phi}_s^{SG} - C \leq \Phi_0^{SG} \leq \tilde{\Phi}_s^{SG} + C. \]  \hspace{1cm} (3.97)

It follows that for \( \lambda \) large enough, we have for all \( \varepsilon > 0 \)

\[ \mathbb{P}(\tilde{\Gamma}_\varepsilon^c(\lambda) \subseteq \tilde{\Gamma}_\varepsilon^{SG}(2\lambda)) = 1 \]  \hspace{1cm} (3.98)

\[ \mathbb{P}(\tilde{\Gamma}_\varepsilon^{SG}(\lambda) \subseteq \tilde{\Gamma}_\varepsilon^{SG}(2\lambda)) = 1, \]  \hspace{1cm} (3.99)
which means the limit \( \lambda \to \infty \) is not even needed here. Moreover, we have for any \( \lambda > 0 \), any \( \kappa > 0 \) and any \( r \geq 1 \)

\[
\limsup_{\varepsilon \to 0} \mathbb{P}(\max_{x \in \Gamma_\varepsilon(\lambda)} \text{osc}_{\Delta_{\varepsilon \tau}(x)} R_s > \kappa) = 0 \tag{3.100}
\]

using the Hölder continuity of \( R_s \) and noting that independence is not used in the proof of Lemma 3.11. Thus, Lemma 3.15 follows, since Lemma 3.10 and Lemma 3.11 are the only results that enter the proof of Proposition 3.9. \( \square \)

**Proof of Proposition 3.11**. Let \( f \) be as in the statement. Using a triangle inequality we see that the event in (3.93) is contained in the union of

\[
\left\{ \left| \sum_{\Theta^*_\varepsilon} f(x, \Phi^{SG}_0 - R_s - m_\varepsilon) - \sum_{\Theta^*_\varepsilon} f(x, \Phi^{SG}_0 - m_\varepsilon) \right| > \delta/2 \right\}\]

and the sum in (3.101) is in fact over \( \Theta^*_\varepsilon \cap \Gamma_\varepsilon^{SG}(\lambda - C) \) with \( C > \max_{\Omega_\varepsilon} |R_s| \). Using that \( f \) is uniformly continuous and the fact that \( \max_{\Omega_\varepsilon} R_s \to 0 \) as \( s \to 0 \) uniformly in \( \varepsilon > 0 \), the left side in (3.101) can be estimated by

\[
\sum_{\Theta^*_\varepsilon \cap \Gamma_\varepsilon^{SG}(\lambda - C)} \left| f(x, \Phi^{SG}_0 - R_s - m_\varepsilon) - f(x, \Phi^{SG}_0 - m_\varepsilon) \right| \leq |\Gamma_\varepsilon^{SG}(\lambda - C)| o(1) \tag{3.104}
\]

with \( o(1) \to 0 \) uniformly in \( \varepsilon \) as \( s \to 0 \). But by (2.5) applied to the field \( \Phi^{SG}_0 \) the probability of the event on the right hand side of (3.104) converges to 0, since

\[
\mathbb{P}(\Gamma_\varepsilon^{SG}(\lambda)|o(1) > \delta/2) \leq o(1). \tag{3.105}
\]

To see that also the probability of the event in (3.102) converges to 0, we use Lemma 3.15 and Lemma 3.14 which allow us to cater the different sets of vertices in the summations. \( \square \)

Combining the results from this section, we can now give the proof of Lemma 3.2.

**Proof of Lemma 3.2**. We first prove the existence of the random measure \( Z^{SG}(dx) \) and the claimed convergence in distribution. To this end, we prove that for any continuous and non-negative function \( g: \Omega \to \mathbb{R} \), the sequence \( (Z_s(g))_s \) is tight, where we use the notation

\[
Z_s(g) \equiv \int_\Omega g(x)Z_s(dx). \tag{3.106}
\]

By linearity we may assume that \( 0 \leq g < 1 \) and define for \( h_0 \in \mathbb{R} \)

\[
f(x, h) = \begin{cases} 0 & h < h_0 - 1 \text{ and } h > 2h_0 + 1, \\
-\log(1 - g) & h_0 \leq h \leq 2h_0 
\end{cases} \tag{3.107}
\]
with a linear interpolation on \( h \in [h_0 - 1, h_0] \) and \( h \in [2h_0, 2h_0 + 1] \). Since \( f \) as defined in (3.107) is non-negative, continuous and with compact support, (3.111) holds for \( f \). Note that the expectation on the right hand side of (3.11) can be bounded from above by

\[
\mathbb{E}\left[ \exp \left(-Z_s(g)\alpha^{-1}(e^{-\alpha h_0} - e^{-\alpha 2h_0})\right) \right],
\]

while the expectation on the left hand side of (3.11) can be bounded from below by

\[
\mathbb{E}\left[ \sum_{x \in \Theta_{\varepsilon}} \log(1 - g(x))1_{\{2h_0 + 1 > \Phi^S_0(g(x) - R_s(x) - m_\varepsilon > h_0 - 1\}} \right] \\
\geq \mathbb{P}(\max_{\Omega_\varepsilon}(\Phi^S_0 - R_s) - m_\varepsilon \leq h_0 - 1) \\
\geq \mathbb{P}(\max_{\Omega_\varepsilon} \Phi^G_0 - m_\varepsilon \leq h_0 - 1 - C),
\]

where we used that on the event \( \{\max_{\Omega_\varepsilon}(\Phi^S_0 - R_s) - m_\varepsilon \leq h_0 - 1\} \) the random variable in the expectation is equal to 1 and that \( \max_{\Omega_\varepsilon}|\Phi^S_s| \leq C \) uniformly in \( \varepsilon > 0 \) and \( s \geq 0 \) by Theorem 2.7.

Thus, we have

\[
\limsup_{\varepsilon \to 0} \mathbb{P}(\max_{\Omega_\varepsilon} \Phi^G_0 - m_\varepsilon \leq h_0 - 1 - C) \leq \mathbb{E}\left[ \exp \left(-Z_s(g)\alpha^{-1}(e^{-\alpha h_0} - e^{-\alpha 2h_0})\right) \right].
\]

From here on, the same arguments involving the tightness of \( (\max_{\Omega_\varepsilon} \Phi^G_0 - m_\varepsilon) \) as in the proof of [8 Lemma 4.1] can be used to show tightness of \( (Z_s(g))_{s'} \).

Moreover, (3.92) implies that the Laplace transforms of \( Z_s(g) \) converge as \( s \to 0 \) and hence, Lévy’s continuity theorem for Laplace transforms implies that \( (Z_s(g))_{s} \) converges weakly. Since \( \Omega \) is a second countable locally compact Hausdorff space, Prohorov’s theorem for random measures as stated in [8] Theorem 4] implies the existence of a random measure \( Z^G(dx) \) such that as \( s \to 0 \)

\[
Z_s(dx) \to Z^G(dx)
\]

distribution.

We now prove that \( Z^G(A) > 0 \) a.s. for every non-empty open \( A \subseteq \Omega \). To this end, we first observe that by Theorem 3.6 we have for any Borel set \( A \subseteq \Omega \) and \( x \in \mathbb{R} \)

\[
\lim_{\varepsilon \to 0} \mathbb{P}\left( \max_{A' \cap \Omega_\varepsilon} \Psi_s - m_\varepsilon \leq x \right) = \mathbb{E}[e^{-Z_s(A)}\frac{1}{\alpha}e^{-\alpha x}].
\]

If \( A \) is non-empty and open, then we have by Theorem 3.6 that \( Z_s(A) > 0 \) a.s. Thus, for such \( A \), the right hand side in (3.112) is a distribution function, since we have by the dominated convergence theorem as \( x \to -\infty \)

\[
\mathbb{E}[e^{-Z_s(A)}\frac{1}{\alpha}e^{-\alpha x}] \to \mathbb{P}(Z_s(A) = 0) = 0.
\]

In particular, the sequence \( (\max_{A' \cap \Omega_\varepsilon} \Psi_s - m_\varepsilon) \) is tight, since the right hand side in (3.112) is a distribution function. By Theorem 2.7, we also have that the sequence \( (\max_{A' \cap \Omega_\varepsilon} \Phi^G_0 - m_\varepsilon) \) is tight. Thus, for a given \( \kappa > 0 \), we can choose \( x_0 \) small enough, such that we have for all \( x < x_0 \)

\[
\lim_{\varepsilon \to 0} \mathbb{P}\left( \max_{A' \cap \Omega_\varepsilon} \Psi_s - m_\varepsilon \leq x \right) \leq \limsup_{\varepsilon \to 0} \mathbb{P}(\max_{A' \cap \Omega_\varepsilon} \Phi^G_0 - m_\varepsilon \leq x + C) \leq \kappa
\]

Let now \( p = \mathbb{P}(Z^G(A) = 0) \). By the weak convergence \( Z_s(A) \to Z^G(A) \) and (3.112), we then have

\[
p + \mathbb{E}[e^{-Z^G(A)}\frac{1}{\alpha}e^{-\alpha x}1_{\{Z^G(A) > 0\}}] = \mathbb{E}[e^{-Z^G(A)}\frac{1}{\alpha}e^{-\alpha x}] = \lim_{s \to 0} \mathbb{P}\left( \max_{A' \cap \Omega_\varepsilon} \Psi_s - m_\varepsilon \leq x \right)
\]

\[
\leq \limsup_{\varepsilon \to 0} \mathbb{P}(\max_{A' \cap \Omega_\varepsilon} \Phi^G_0 - m_\varepsilon \leq x + C) \leq \kappa.
\]
By the dominated convergence theorem, the expectation on the left hand of (3.115) vanishes when taking \( x \to -\infty \), which proves that \( p < \kappa \). Since \( \kappa \) was arbitrary, it follows that \( p = 0 \).

Finally, the claimed convergence (3.13) follows from taking the limit \( s \to 0 \) in (3.39) together with (3.111) and (3.92).



\[ \text{A Extremal process associated Gaussian free fields on the torus} \]

In this section we comment on the proof of Theorem 2.3, which is nearly identical to [11, Theorem 1.1], except that the setting is slightly different: instead of a massless Gaussian field on the unit box \([0,1]^2\) with Dirichlet boundary condition, the field \( X^\text{GFF}_s \) has mass \( \sqrt{m^2 + 1/s} \) and periodic boundary condition. Recall that the regularised extremal process \( \eta^\text{GFF}_{r,\varepsilon} \) is given by

\[
\eta^\text{GFF}_{r,\varepsilon} = \sum_{x \in \Theta^\text{GFF}_{r,\varepsilon}} \delta(x, X^\text{GFF}_s(x) - m\varepsilon),
\]

where \( \Theta^\text{GFF}_{r,\varepsilon} \) is the set of \( r\varepsilon \)-local maxima defined analogously to (1.3), with \( r \) such that \( r\varepsilon \to 0 \) and \( r\varepsilon/\varepsilon \to \infty \).

In what follows we carefully examine the proof of [11, Theorem 1.1] and verify that all steps also work with the massless Gaussian free field with Dirichlet boundary condition replaced by \( X^\text{GFF}_s \).

For the GFF on the unit box \([0,1]^2\), the extreme values are with high probability attained in the bulk, i.e. away from the boundary. To make this rigorous, a somewhat technical analysis of field values close to the boundary is necessary. In our case, this discussion is not necessary and hence, the proof is expected to simplify in this regard.

Further, we note that the mass term \( \sqrt{m^2 + 1/s} \) changes the covariance of \( X^\text{GFF}_s \) compared to the massless GFF in two minor ways. Firstly, it adds a constant term depending on \( m, s \) to correlations on small scales. Secondly, the decomposition of \( X^\text{GFF}_s \) into a coarse and a fine field, which is used in [16], is slightly different. We record these properties of the field \( X^\text{GFF}_s \) in the following two lemmas.

**Lemma A.1** (Analogue to [11, Lemma 2.6]). Let \( c^\varepsilon_{m,s} = \text{Cov}(X^\text{GFF}_s) \). Then we have for \( x, y \in \Omega_{\varepsilon} \) with \( |x-y|\sqrt{m^2 + 1/s} \leq 1 \)

\[
c^\varepsilon_{m,s}(x,x) = \frac{1}{2\pi} \log \frac{1}{\varepsilon} + O_{m,s}(1),
\]

\[
c^\varepsilon_{m,s}(x,y) = -\frac{1}{2\pi} \log |x-y| + O_{m,s}(1).
\]

**Proof.** The first statement (A.2) is precisely [7, Lemma 3.3] with \( t = \infty \), rescaling \( x \to x/\varepsilon \) and replacing \( m \) by \( \sqrt{m^2 + 1/s} \), i.e.

\[
c^\varepsilon_{m,s}(x,x) = \frac{1}{2\pi} \log \frac{1}{\varepsilon \sqrt{m^2 + 1/s}} + O(1) = \frac{1}{2\pi} \log \frac{1}{\varepsilon} + O_{m,s}(1).
\]

The estimate (A.3) can be obtained from [7, Lemma A.2] with the same adjustments as before, i.e.

\[
c^\varepsilon_{m,s}(x,y) = -\frac{1}{2\pi} \log (|x-y|\sqrt{m^2 + 1/s} \land 1) + O(1) = -\frac{1}{2\pi} \log |x-y| + O_{m,s}(1).
\]
Lemma A.2. The field $X_s^{\text{GFF}}$ on $\Omega_\varepsilon$ admits a decomposition $X_s^{\text{GFF}} \overset{d}{=} \tilde{X}_s^{f,K} + \tilde{X}_s^{c,K}$, where $\tilde{X}_s^{f,K}$ is a collection of independent Gaussian free fields with mass $\sqrt{m^2 + 1/s}$ and zero boundary condition on $\partial V_i$ and $\tilde{X}_s^{c,K}$ is independent with
\[
\text{Cov}(\tilde{X}_s^{c,K}) = (-\Delta + m^2 + 1/s)^{-1} - (-\Delta_\Gamma + m^2 + 1/s)^{-1}.
\]

Proof. Let $\Delta_\Gamma$ be the Laplacian on $\Omega$ with Dirichlet boundary conditions on $\Gamma$, and let $\Delta$ be the Laplacian with periodic boundary conditions on $\Omega$. Then, as in [8, Section 4.2] we have $-\Delta_\Gamma \geq -\Delta$ and thus, $(-\Delta + m^2 + 1/s)^{-1} \geq (-\Delta_\Gamma + m^2 + 1/s)^{-1}$ as quadratic form inequalities. Hence, we can choose independent fields $\tilde{X}_s^{f,K}$ and $\tilde{X}_s^{c,K}$, with covariances
\[
\text{Cov}(\tilde{X}_s^{f,K}) = (-\Delta_\Gamma + m^2 + 1/s)^{-1}
\]
\[
\text{Cov}(\tilde{X}_s^{c,K}) = (-\Delta + m^2 + 1/s)^{-1} - (-\Delta_\Gamma + m^2 + 1/s)^{-1},
\]
such that $X_s^{\text{GFF}} \overset{d}{=} \tilde{X}_s^{f,K} + \tilde{X}_s^{c,K}$. Moreover, since $\Delta_\Gamma$ has Dirichlet boundary condition, the field $\tilde{X}_s^{f,K}$ has the claimed properties.

Since the mass term $\sqrt{m^2 + 1/s}$ only leads to an additive constant in Lemma A.1, it is clear that it becomes irrelevant for the small scale correlations for a fixed $s > 0$ when taking first $\varepsilon \to 0$. Likewise, when sending $K \to \infty$ with $m, s$ fixed, we may replace the massive Gaussian free fields on the boxes $V_i$ by true massless Gaussian free fields with Dirichlet boundary condition thanks to Lemma A.3 below. For a proof, we refer to [8, Lemma 4.2].

Lemma A.3. Let $G$ be a centred Gaussian field with covariance $(-\Delta_\Gamma)^{-1} - (-\Delta_\Gamma + m^2 + 1/s)^{-1}$. Then for $K^2 \geq m^2 + 1/s$,
\[
P\left(\max_{i \in \mathcal{E}} G_i > t\right) \lesssim K^2 \exp \left(-\frac{ct^2}{\sigma^2}\right), \quad \sigma^2 = \frac{m^2 + 1/s}{K^2} + e^{-cK^2s}.
\]
In particular, $P(\max G > u) \to 0$ for any $u > 0$ as $K \to \infty$ with $m$ and $s$ fixed.

The main steps in the proof of [11, Theorem 1.1] are [11, Theorem 3.1], which establishes a distributional invariance for the limiting points of the sequence $(\eta^{\text{GFF},f}_\varepsilon)_{\varepsilon}$, and [11, Theorem 3.4], which proves that all such limits have the same intensity measures.

In what follows we review the proofs of these results in detail, highlight the parts where the boundary condition and the covariance of the field enters and explain why these arguments also hold under our assumptions. We start with the distributional invariance.
A.1. Distributional invariance of limit points and convergence to a Poisson point process. Let $\eta$ be a subsequential limit of the sequence $(\eta_{r,\varepsilon}^{GFF, s})_{\varepsilon}$. Since the total mass of such a limit point is infinite almost surely, we may write $\eta = \sum_{i \in \mathbb{N}} \delta(x_i, h_i)$, where $\delta$ denotes the Dirac measure and $(x_i, h_i) \in \Omega \times \mathbb{R}$ are random. Analogously to [11, Section 3.1], we need to see that the law of $\eta$ is invariant under the addition of independent Brownian motions with drift $\frac{\alpha}{2} t$ for $\alpha = \sqrt{8 \pi}$ to the height component. More precisely, letting

$$\eta_t = \sum_{i \in \mathbb{N}} \delta(x_i, h_i + B^i_t - \frac{\alpha}{2} t),$$

(A.11)

where $(B^i_t)_{t \geq 0}$ are independent standard Brownian motions, our goal is to prove $\eta_t \overset{d}{=} \eta$ for $t \geq 0$.

To state the following theorem we define for any measurable function $f : \Omega \times \mathbb{R} \to [0, \infty)$

$$f_t(x, h) = -\log \mathbb{E}[e^{-f(x, h + B^i_t - \frac{\alpha}{2} t)}].$$

(A.12)

**Theorem A.4 (Analogue to [11 Theorem 3.1]).** Let $\eta$ be a subsequential distributional limit of the sequence $(\eta_{r,\varepsilon}^{GFF, s})_{\varepsilon}$. Then for any continuous function $f : \Omega \times \mathbb{R} \to [0, \infty)$ with compact support and all $t \geq 0$,

$$\mathbb{E}[e^{-(\eta_t,f)}] = \mathbb{E}[e^{-(\eta,f)}].$$

(A.13)

**Proof.** We verify that the arguments in [11 Section 4.2] are also valid under our assumptions. The main idea is to decompose the field of interest into a sum of independent fields $\hat{h}'$ and $\hat{h}''$, so that $\hat{h}'$ captures the extremal behaviour of the original field and $\hat{h}''$ has variance of order 1. For the massless GFF with Dirichlet boundary condition, this decomposition is given in [11 (4.29)]. In our case the analogous choices for $\hat{h}'$ and $\hat{h}''$ are

$$\hat{h}' = \sqrt{1 - \frac{t}{2 \pi \log \varepsilon}} h' \quad \text{and} \quad \hat{h}'' = \sqrt{\frac{t}{2 \pi \log \varepsilon}} h'',$$

(A.14)

where $h'$ and $h''$ are independent with $h', h'' \overset{d}{=} X_{s}^{GFF}$. Note that we have

$$X_{s}^{GFF} \overset{d}{=} \hat{h}' + \hat{h}''. $$

(A.15)

We denote the sets of $r_{\varepsilon}$-local extrema with respect to $X_{s}^{GFF}$ and $h'$ by $\Theta_{r_{\varepsilon}}$ and $\Theta'_{r_{\varepsilon}}$.

The first step is to introduce an additional limit $r \to \infty$ and replace the extremal process $\eta_{r,\varepsilon}^{GFF, s}$ by $\eta_{r,\varepsilon}^{GFF, s}$, see [11 Lemma 4.4]. This approach was also used in various parts of this work, e.g. in Lemma 8.7 and Lemma 3.14 in this argument the covariance of $X_{s}^{GFF}$ enters only through the application of [11 Theorem 2.4], which is Theorem 2.1 in our case. Note that the latter result holds for $X_{s}^{GFF}$ thanks to [26 Lemma 3.3], since the covariance of $X_{s}^{GFF}$ satisfies the assumption [26] (A1) by Lemma [A.11].

The next result to verify is [11 Proposition 4.5], which guarantees that in the definition of the extremal process $\eta_{r,\varepsilon}^{GFF, s}$ in [A.11], we may replace the random set $\Theta_{r_{\varepsilon}}$ by $\Theta'_{r_{\varepsilon}}$. Its proof relies on [11 Lemma 4.6, Lemma 4.7 and Lemma 4.8].

In the proof of [11 Lemma 4.6], the first part, which establishes [11 (4.35)], can be used without adjustment only noting that the bound in $\text{Var}(\hat{h}''(x)) < C$ now depends now on $m$ and $s$. For the proof of [11 (4.36)] in our case, we set

$$a_{\varepsilon} = \sqrt{1 - \frac{t}{2 \pi \log \varepsilon}} $$

(A.16)
and define the event $A_n$ analogously to our main reference, and let $B_n = \{ | \Gamma_{\varepsilon}(n \lambda) | > e^{\tau n \lambda} \}$. Here, $\Gamma_{\varepsilon}(n \lambda)$ denote the level sets of $h'$. To establish the bound

$$\sup_{\varepsilon > 0} \mathbb{P}(B_n) \leq e^{-c \tau n \lambda}, \quad (A.17)$$

we need to generalise [13 Prop. 4.1], which we postpone to Section A.3; see Proposition A.7. From this point on, the rest of the argument can be used without further adjustments.

Next, we argue that [13, Lemma 4.7] also holds for $X_{s, \text{GFF}}$. To this end, we define the event $A_{\varepsilon, M}^{'}$ as in [13, (4.45)]. The second event in [13, (4.45)] is not needed in our case, since the field $X_{s, \text{GFF}}$ has periodic boundary condition. By Proposition A.7, we then have that

$$\lim_{M \to \infty} \lim_{\varepsilon \to 0} \sup \mathbb{P}((A_{\varepsilon, M}^{'})^c) = 0. \quad (A.18)$$

To conclude, we use the same estimate as in [13, (4.47)] together with

$$\sup_{|x-y| \leq 2 \varepsilon} \mathbb{E}[(\hat{h}_x'' - \hat{h}_y'')^2] \lesssim_{m, s, r} \frac{1}{\log \frac{1}{\varepsilon}}, \quad (A.19)$$

which holds by Lemma A.1.

The proof of [13, Lemma 4.8] only uses properties of the field through Theorem 2.1, which, as we argued above, also holds with our assumptions.

Finally, the proof of [13, Prop. 4.5] can be used without changes, since the only additional step where properties of the field enter, is once again the application of Theorem 2.1.

We now move to the discussion of the proof of (A.13). As in the proof of [13, Thm. 3.1], we assume

$$\max_{\Omega_{\varepsilon}} |h'|, \max_{\Omega_{\varepsilon}} |h''| \leq \frac{3}{\sqrt{2\pi}} \log \frac{1}{\varepsilon}. \quad (A.20)$$

This event occurs with high probability thanks to the tightness of $\max_{\Omega_{\varepsilon}} (X_{s, \text{GFF}} - m_{\varepsilon})$, which holds by [26, Thm. 1.2]. Conditional on $|h'(x) - m_{\varepsilon}| \leq \lambda$ we then have by the Taylor expansion $\sqrt{1 - a} = 1 - \frac{1}{2}a + O(a^2)$ applied to the prefactor of $h'$ in (A.14), with $a = \frac{t}{g \log \frac{1}{\varepsilon}}, g = \frac{1}{2\pi}$,

$$X_{s, \text{GFF}}(x) = \left[ 1 - \frac{1}{2} \frac{t}{g \log \frac{1}{\varepsilon}} + O_t \left( \frac{1}{(\log \frac{1}{\varepsilon})^2} \right) \right] h'(x) + \sqrt{\frac{t}{g \log \frac{1}{\varepsilon}}} h''(x)$$

$$= h'(x) - \frac{1}{2} t \frac{m_{\varepsilon}}{g \log \frac{1}{\varepsilon}} + O_{t, \lambda} \left( \frac{1}{\log \frac{1}{\varepsilon}} \right) + \sqrt{\frac{t}{g \log \frac{1}{\varepsilon}}} h''(x)$$

$$= h'(x) - \frac{\alpha}{2} t + \sqrt{\frac{t}{g \log \frac{1}{\varepsilon}}} h''(x) + O_{t, \lambda} \left( \frac{1}{\log \frac{1}{\varepsilon}} \right). \quad (A.21)$$

On the last line we used $\alpha = \sqrt{8\pi}$ and

$$\frac{m_{\varepsilon}}{g \log \frac{1}{\varepsilon}} = 2 \frac{\sqrt{2\pi}}{2\pi} \log \frac{1}{\varepsilon} + O \left( \frac{\log \log \frac{1}{\varepsilon}}{\log \frac{1}{\varepsilon}} \right) = \alpha + O \left( \frac{1}{\sqrt{\log \frac{1}{\varepsilon}}} \right). \quad (A.22)$$

Thus, there is a constant $C_{t, \lambda}$, which does not depend on $\varepsilon$, such that

$$\left| X_{s, \text{GFF}}(x) - \left( h'(x) - \frac{\alpha}{2} t + \sqrt{\frac{t}{2\pi \log \frac{1}{\varepsilon}}} h''(x) \right) \right| \leq \frac{C_{t, \lambda}}{\log \frac{1}{\varepsilon}}. \quad (A.23)$$
Next, we define the random set of vertices $$\Delta'(\lambda) = \{ x \in \Omega_\varepsilon : |h'(x) - m_\varepsilon| \leq \lambda \}.$$ Compared to the proof of [11 Theorem 3.1] the restriction to vertices away from the boundary is not necessary. Then we have analogously to [16 (4.61)] for any $$\kappa > 0$$

$$\lim_{\lambda \to \infty} \lim_{r \to \infty} \limsup_{\varepsilon \to 0} \Pr \left( \sum_{\Theta_{r\varepsilon} \setminus \Delta'(\lambda)} f(x, X_{s,\varepsilon}^{\text{GFF}}(x) - m_\varepsilon) > \kappa \right) = 0, \tag{A.24}$$

where we also use the tightness of the centred maximum of $$h'$$.

The argument leading to [11 (4.62)] only uses the covariance of the field through Theorem 2.2 from which we only need the lower bound. Thanks to Proposition A.7 this also holds for $$X_{s,\varepsilon}^{\text{GFF}}$$.

In the rest of the proof, properties of the field $$X_{s,\varepsilon}^{\text{GFF}}$$ only enter through Proposition A.7 and Theorem 2.1 which applies to $$X_{s,\varepsilon}^{\text{GFF}}$$ by the arguments above. This concludes the proof of (A.13). \hfill \Box

The distributional invariance of the limit points is then used to prove that every such limit point is a Poisson point process; see [11 Theorem 3.2]. We need to verify that the same is true when the extremal process is constructed from $$X_{s,\varepsilon}^{\text{GFF}}$$. The corresponding statement is as follows.

**Theorem A.5** (Analog to [11 Theorem 3.2]). Suppose $$\eta$$ is a point process on $$\Omega \times R$$ such that (A.13) holds for $$f_t$$ as in (A.12) and some $$t > 0$$ and all continuous $$f : \Omega \times R \to [0, \infty)$$ with compact support. Further, assume that $$\eta(\Omega \times [0, \infty)) < \infty$$ and $$\eta(\Omega \times R) > 0$$ a.s. Then there is a random Borel measure $$Z$$ on $$\Omega$$ satisfying $$Z(\Omega) \in (0, \infty)$$ a.s., such that

$$\eta \overset{d}{=} \text{PPP}(Z(dx) \otimes e^{-\alpha h} dh). \tag{A.25}$$

**Proof.** The proof in [11 Section 3.2] can be used almost line by line, since only (A.13), and no particular property of the field $$X_{s,\varepsilon}^{\text{GFF}}$$ enters. The argument of the proof is not affected when replacing the square $$[0,1]^2$$ by $$\Omega$$. \hfill \Box

**A.2. Uniqueness of the intensity measure.** From Section A.1 we know that every distributional limit of the sequence $$(\eta_{r\varepsilon,\varepsilon}^{\text{GFF}})$$ is a Poisson point process on $$\Omega \times R$$ with an intensity measure of the form $$Z(dx) \otimes e^{-\alpha h} dh$$ for some random measure $$Z(dx)$$ on $$\Omega$$. The purpose of this section is to argue that the random measure $$Z(dx)$$ is the same for all subsequences, thereby establishing the existence of a unique process $$\eta^{\text{GFF}}$$ with $$\eta_{r\varepsilon,\varepsilon}^{\text{GFF}} \overset{d}{\to} \eta^{\text{GFF}}$$ weakly as $$\varepsilon \to 0$$. To this end, we establish the following result for multiple maxima of the field $$X_{s,\varepsilon}^{\text{GFF}}$$. As in [11 Section 3.4], this together with Theorem A.5 implies Theorem 2.3.

**Theorem A.6** (Analogue to [11 Theorem 3.4]). Let $$(A_1, \ldots, A_m)$$ be a collection of disjoint, non-empty and open subsets of $$\Omega$$. Then the law of $$(\max_{A_i \cap \Omega_\varepsilon} X_{s,\varepsilon}^{\text{GFF}} - m_\varepsilon)_{i=1,\ldots,m}$$ converges weakly as $$\varepsilon \to 0$$.

The proof follows closely the ideas of [11 Section 5], which establishes Theorem A.6 for the massless GFF with Dirichlet boundary condition as a generalisation of [16 Theorem 1.1]. As indicated at the beginning of this section, we use the decomposition of $$\Omega$$ into macroscopic boxes $$V_i$$, $$i = 1, \ldots, K^2$$ of sidelength $$1/K$$. Recall that by Lemma A.2 this induces a decomposition of the field $$X_{s,\varepsilon}^{\text{GFF}}$$ into a fine field $$\tilde{X}_{s,K}^{f}$$ and a coarse field $$\tilde{X}_{s,K}^{c}$$, with covariances (A.8) and (A.9). This is similar to the Gibbs-Markov decomposition in [16], and in fact, our coarse field $$\tilde{X}_{s,K}^{c}$$ satisfies the same covariance estimates as the coarse field in [16]; see for instance [8 Lemma 4.4]. While it is possible to run the same argument as in [11 Section 5] with the decomposition $$X_{s,\varepsilon}^{\text{GFF}} \overset{d}{=} \tilde{X}_{s,K}^{f} + \tilde{X}_{s,K}^{c}$$, we choose to replace the field $$\tilde{X}_{s,K}^{f}$$ by a collection of independent massless GFFs with zero boundary condition denoted as $$X_{s}^{f}$$.

Recall that

$$\text{Cov}(X_{s}^{f}) = (\Delta_f)^{-1}, \tag{A.26}$$
where $\Delta_{\Gamma}$ is the Laplacian on $\Omega$ with Dirichlet boundary condition on $\Gamma$. Thanks to Lemma A.3 the error to $\tilde{X}_{s,K}$ vanishes when taking $K \to \infty$. Hence, we continue to work with the field

$$\zeta_{s,K} = X_{s,K} + \tilde{X}_{s,K}. \quad (A.27)$$

Thus, the fine field is now exactly as in [16] and hence, we may invoke many results in this reference without having to worry about different covariances. Moreover, it is easy to see that it suffices to prove Theorem 2.3 with $\zeta_{s,K}$ instead of $X_{s}^{\text{GFF}}$ by Lemma A.3. From this point on, the proof in [11] can be used without major adjustments. We omit further details.

### A.3. Size of the level sets.

The aim of this section is to prove Proposition A.7 below for the size of the level sets

$$\Gamma_{\varepsilon}^{\text{GFF}}(\lambda) = \{x \in \Omega_{\varepsilon} : X_{s}^{\text{GFF}}(x) - m_{\varepsilon} \geq \lambda\}. \quad (A.28)$$

**Proposition A.7** (Generalisation of [27 Proposition 4.1]). There exists $c > 0$ such that for all $\lambda > 1$ and all large enough $\tau > 0$,

$$\sup_{\varepsilon > 0} \mathbb{P}(|\Gamma_{\varepsilon}^{\text{GFF}}(\lambda)| > e^{\tau \lambda}) \leq e^{-c \tau \lambda}. \quad (A.29)$$

We follow closely the proof of [27 Proposition 4.1], which uses two results of [27]. Since these were proved for the massless GFF with Dirichlet boundary condition, we need to generalise them accordingly. The proofs in [27] rely on a comparison with a branching random walk (BRW) and a modified branching random walk (MBRW). In our case it suffices to consider the modified branching random walk, introduced in [17], which is defined as follows.

Let $\varepsilon = \frac{1}{2^n}$, where $n > 0$ is an integer. For $k \in \{0, \ldots, n\}$ we let $B_k$ be the collection of squared boxes in $\varepsilon\mathbb{Z}^2$ of sidelength $\varepsilon^k = \frac{1}{2^n - n}$ with corners in $\varepsilon\mathbb{Z}^2$, and let $BD_k$ denote the subset of $B_k$, which consists of boxes of the form $[0, 2^{n-k}] \cap \varepsilon\mathbb{Z}^2 + (i2^{n-k}, j2^{n-k})$. Note that $BD_k$ is a partition of $\varepsilon\mathbb{Z}^2$ into boxes of sidelength $\varepsilon^k$. For $v \in \varepsilon\mathbb{Z}^2$, let $B_k(v)$ be the collection of boxes in $B_k$ that contain $v$ and define $BD_k(v)$ accordingly. Note that $B_k(v) = 2^k$ and $BD_k(v) = 1$. Moreover, denote by $\bar{B}_k$ the subset of $B_k$ consisting of boxes, whose lower left corner is in $[0, 1) \cap \varepsilon\mathbb{Z}^2$. For $k \in \{0, \ldots, n\}$ and $B \in \bar{B}_k$, let $b_{k,B}$ be independent centred Gaussian random variables with $\text{Var}(b_{k,B}) = 2^{-2k}$ and define for $B \in \bar{B}_k$

$$b_{k,B} = b_{k,B'} \quad \text{for} \quad B \sim_{\varepsilon} B' \in \bar{B}_k, \quad (A.30)$$

where $B \sim_{\varepsilon} B'$ if and only if $B = (i,j) + B'$ for some $i, j \in \mathbb{Z}$. Then the MBRW $\{\xi_{\varepsilon}^{v} : v \in \Omega_{\varepsilon}\}$ is defined by

$$\xi_{\varepsilon}^{v} = \sqrt{\frac{\log 2}{2\pi}} \sum_{k=0}^{n} \sum_{B \in \bar{B}_k(v)} b_{k,B}. \quad (A.31)$$

Compared to [17] and [27] we multiplied the MBRW by a suitable constant so that its variance matches the variance of $X_{s}^{\text{GFF}}$ in first order. Note that, unlike for the usual branching random walk, we have that $\xi_{\varepsilon}$ has periodic boundary condition on $\Omega_{\varepsilon}$.

For $u, v \in \varepsilon\mathbb{Z}^2$ let $d(u, v) = \min_{w \sim_{\varepsilon} v} |u - w|$ be the Euclidean distance between $u$ and $v$ when identifying $\Omega_{\varepsilon} \cong \varepsilon\mathbb{Z}^2 / \sim_{\varepsilon}$. Note that $d$ is the Euclidean distance on the torus $\Omega$, and thus, when $x, y \in \Omega_{\varepsilon}$, we continue to write $d(x, y) = |x - y|$. Then the covariance of the MBRW is given by Lemma A.3 below. In light of Lemma A.1 we see that it approximates the covariance of the torus GFF $X_{s}^{\text{GFF}}$ up to a constant depending on $m$ and $s$.

**Lemma A.8** (Exactly [27 Lemma 2.1]). Let $\varepsilon = \frac{1}{2^n}$ and let $\{\xi_{\varepsilon}^{v} : v \in \Omega_{\varepsilon}\}$ be defined as in (A.31). Then we have for all $x, y \in \Omega_{\varepsilon}$ as $n \to \infty$

$$\text{Cov}(\xi_{\varepsilon}^{x}, \xi_{\varepsilon}^{y}) = -\frac{1}{2\pi} \log |x - y| + O(1). \quad (A.32)$$
A key notion in the proof of Proposition \ref{lem:MBRW} is the maximal sum over vertices for the MBRW $\xi^\varepsilon$ and the torus GFF $X^\text{GFF}_s$ defined by

\begin{align}
Q_{\ell,\varepsilon} &= \max \left\{ \sum_{v \in A} \xi^\varepsilon(v) : |A| = \ell, A \subseteq \Omega_\varepsilon \right\}, \quad \text{(A.33)} \\
S_{\ell,\varepsilon} &= \max \left\{ \sum_{v \in A} X^\text{GFF}_s(v) : |A| = \ell, A \subseteq \Omega_\varepsilon \right\}. \quad \text{(A.34)}
\end{align}

Moreover, as in \cite{27}, we denote the set of pairs of points at intermediate scales by

$$\Xi_{\varepsilon,r} = \{(u,v) \in \Omega_\varepsilon \times \Omega_\varepsilon : r \leq |u-v| \leq 1/r \}. \quad \text{(A.35)}$$

**Lemma A.9** (Analogue of \cite{27} Lemma 4.6). There exist absolute constants $C, c > 0$, such that for all $\varepsilon > 0$ and $r, \lambda > C$,

$$\mathbb{P}(\exists A \subseteq \Xi_{\varepsilon,r} \text{ with } |A| \geq \log r : \forall u,v \in A: X^\text{GFF}_s(u) + X^\text{GFF}_s(v) \geq 2m_\varepsilon - 2\lambda \log \log r) \geq 1 - Ce^{-e^{\lambda \log \log r}}. \quad \text{(A.36)}$$

**Proof.** We follow closely the proof of \cite{27} Lemma 4.6 and use large parts of the notion therein. Let $R = (\log r)^{-1}$ and $\ell = (\log r)^{1/100}$. We implicitly assume that $R$ and $\ell$ are integer multiples of $\varepsilon$. Let $o = (0,0) \in \Omega_\varepsilon$ and define $o_i = (i\ell, 2R)$ for $1 \leq i \leq M = \lfloor 1/2\ell \rfloor = \lfloor (\log r)^{1/100}/2 \rfloor$.

Let $C_i$ be a discrete ball of radius $R$ around $o_i$ and let $B_i \subseteq C_i$ be a box of side length $R/8$ centred at $o_i$. Note that by construction the boxes are contained in the circles and the circles do not intersect.

Next, we regroup the $M$ circles and boxes into $m = (\log r)^{\lambda/200}$ blocks as follows. For $j = 1, \ldots, M/m$ define the $j$-th blocks by $C_j = \{ C_i : (j-1)m < i \leq jm \}$ and $\mathcal{B} = \{ B_i : (j-1)m < i \leq jm \}$. The goal is to find in each box a pair of points $(u,v) \in \Xi_{\varepsilon,r}$ that satisfies the condition in the probability in (A.36).

To this end, we consider the maximal sum over pairs of $X^\text{GFF}_s$ in each block of boxes $\mathcal{B}_j$. For concreteness, we carry out the argument for $j = 1$. To ease the notation we write $\mathcal{B} = \mathcal{B}_1$ and $\mathcal{C} = \mathcal{C}_1$. Moreover, we denote by $\partial \mathcal{C}$ the boundary of a circle $\mathcal{C}$ and set $\partial \mathcal{C} = \bigcup_{C \in \partial \mathcal{C}} \partial C$.

Let $\Delta_{\partial \mathcal{C}}$ be the Laplacian with zero boundary condition on $\partial \mathcal{C}$ defined analogously to $\Delta_\Gamma$. Then by the same arguments as in the proof of Lemma \ref{lem:MBRW}, we can write

$$X^\text{GFF}_s(v) = g^B_v + \phi_v \quad \text{for all } v \in B \subseteq C \subseteq \mathcal{C}, \quad \text{(A.37)}$$

where $g^B$ is a Gaussian free field on $\mathcal{C} \supseteq B$ with mass $\sqrt{m^2 + 1/s}$ and Dirichlet boundary condition on $\partial \mathcal{C}$ such that $\{g^B : B \in \mathcal{B}\}$ is a collection of independent fields, and the binding field $\phi$ is independent of everything with

$$\text{Cov}(\phi) = (-\Delta_{\partial \mathcal{C}} + m^2 + 1/s)^{-1} - (-\Delta + m^2 + 1/s)^{-1}. \quad \text{(A.38)}$$

For $B \in \mathcal{B}$ define $(\chi_{1,B}, \chi_{2,B}) \in B \times B \cap \Xi_{\varepsilon,r}$, such that

$$g^B_{\chi_{1,B}} + g^B_{\chi_{2,B}} = \max_{u,v \in B \times B \cap \Xi_{\varepsilon,r}} g^B_u + g^B_v. \quad \text{(A.39)}$$

Then we have similarly as in \cite{27} for $\lambda$ large enough

$$\mathbb{P}(g^B_{\chi_{1,B}} + g^B_{\chi_{2,B}} \geq 2m_\varepsilon - \lambda \log \log r) \geq 1/4. \quad \text{(A.40)}$$
Let $W = \{(\chi_{1,B} ,\chi_{2,B}) : g^B_{\chi_{1,B}} + g^B_{\chi_{2,B}} \geq 2m_\varepsilon - \lambda \log \log r, B \in B\}$. Then we have by independence for some constant $c > 0$

$$\mathbb{P}(|W| \leq \frac{1}{8}m) \leq e^{-cm}. \tag{A.41}$$

To conclude, we need to prove that the binding field $\phi$ satisfies $\phi_u + \phi_v \geq 0$ for $(u,v) \in W$ with high probability. To this end, we generalise [27 Lemma 4.7], which itself is a generalisation of [25 Lemma 2.3]. This estimate can be proved by using only the covariance estimates in [25 Lemma 2.2] as remarked below equation [25 (16)]. Since our covariance estimate only differs in the constants, which depend on $m$ and $s$, we have for some constants $c, C > 0$

$$\mathbb{P}(\phi_u + \phi_v \leq 0 \text{ for all } (u,v) \in W) \leq Ce^{-c(\log r)^c}. \tag{A.42}$$

Going back the the proof of the Lemma of [27 Lemma 4.6], we can conclude

$$\mathbb{P}(\max_{B \in B} \max_{u,v \in B \times B \cap \Xi_{e,r}} X^GFF_s(u) + X^GFF_s(v) \geq 2m_\varepsilon - 2\lambda \log \log r) \geq 1 - Ce^{-c(\log r)^c}. \tag{A.43}$$

We can apply the same argument to all $\mathcal{B}_j$. Thus, with probability $1 - Ce^{-c(\log r)^c}$ there is a pair of points $(\chi_{1,j},\chi_{2,j}) \in \Xi_{e,r}$, which satisfies

$$X^GFF_s(\chi_{1,j}) + X^GFF_s(\chi_{2,j}) \geq 2m_\varepsilon - 2\lambda \log \log r. \tag{A.44}$$

Now, define $A = \{(\chi_{1,j},\chi_{2,j}) : 1 \leq j \leq m\}$. Note that for $r$ large enough, we have $|A| = M/m = (\log r)^{200}/2 \geq \log r$. Moreover, a union bound yields for some constant $\tilde{C} > C$

$$\mathbb{P}(\min_{(u,v) \in A} X^GFF_s(u) + X^GFF_s(v) \leq 2m_\varepsilon - 2\lambda \log \log r) \leq \sum_{j=1}^{M/m} \mathbb{P}(X^GFF_s(\chi_{1,j}) + X^GFF_s(\chi_{2,j}) \leq 2m_\varepsilon - 2\lambda \log \log r)$$

$$\leq (\log r)^{\lambda/200}/2Ce^{-c(\log r)^c} \leq \tilde{C}e^{-c(\log r)^c}, \tag{A.45}$$

from which the estimate [A.36] follows. \hfill \square

**Lemma A.10** (Analogue to [27 eq. (59)]). There is a constant $c > 0$ such that for sufficiently large $\ell > 0$, we have

$$\mathbb{E}\Xi_{e,\varepsilon} \leq \ell(m_\varepsilon - c \log \ell). \tag{A.46}$$

**Proof.** We follow closely the first part in the proof of [27 Theorem 1.2], where the following argument was carried out for the usual BRW. We argue that it also holds for the MBRW. Let

$$\Xi_{e,x}^* = \bigcup_{i=m_\varepsilon - M_\varepsilon}^{x} \Xi_{e}(i), \tag{A.47}$$

where $M_\varepsilon$ is the maximum of the MBRW $\xi^e$ and

$$\Xi_{e}(x) = \{x \in \Omega_{\varepsilon} : \xi^e(x) \in [m_\varepsilon - x - 1, m_\varepsilon - x]\} \tag{A.48}$$

is the set of points in $\Omega_{\varepsilon}$ at distance roughly $x$ behind the maximum. Then we have for the maximal sum $Q_{e,\varepsilon}$ defined in [A.33]

$$Q_{e,\varepsilon} \leq \ell M_\varepsilon 1_{\{|\Xi_{e,\log \ell/2\alpha}| > \ell/2\}} + (\ell M_\varepsilon - \ell \log \ell/4\alpha) 1_{\{|\Xi_{e,\log \ell/4\alpha}| \leq \ell/2\}}$$

$$\leq \ell M_\varepsilon - 1_{\{|\Xi_{e,\log \ell/2\alpha}| \leq \ell/2\}} \ell \log \ell/4\alpha, \tag{A.49}$$
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where $\alpha = \sqrt{8\pi}$. Applying expectation, we may invoke [27, Lemma 3.7] and a generalisation of [27, Proposition 3.3] to the MBRW, from which the statement follows with $Q_{\ell,\varepsilon}$ in place of $S_{\ell,\varepsilon}$ for a suitable constant $c > 0$. Using the Sudakov-Fernique inequality as stated in [27, Lemma 2.2] together with [27, Lemma 2.7] and the ideas in the proof of [27, Lemma 2.9], it follows that

$$E[S_{\ell,\varepsilon}] \leq E[Q_{\ell,\varepsilon^2}]$$

for some $k \in \mathbb{N}$. This concludes the proof of Lemma A.10.

\[\square\]

**Proof of Proposition A.7.** The proof in [27] is based on [27, Lemma 4.2] and [27, Lemma 4.3]. To prove the analogues of these results for the torus GFF $X^\text{GFF}_s$ we use the same arguments as in [27], noting that all covariance dependencies are isolated in Lemma A.9 and Lemma A.10.

The rest of the argument in [27] can then be used without further adjustment. This concludes the proof of Proposition A.7.

\[\square\]

**Acknowledgements**

The author thanks Roland Bauerschmidt for the initial discussion of this topic and helpful comments on the first draft of this paper. The author also thanks Marek Biskup and Oren Louidor for essential comments that led to the approach of considering the joint convergence of the extremal process and the continuous field in Theorem 3.6 as well as Ofer Zeitouni for the discussion on the generalisation of Theorem 2.3. Finally, the author thanks the two referees for remarks and suggestions on the first draft, which significantly improved the quality of the exposition of the content. This work was partially supported by the UK EPSRC grant EP/L016516/1 for the Cambridge Centre for Analysis.

**References**

[1] L. Addario-Berry and B. Reed. Minima in branching random walks. *The Annals of Probability*, 37(3):1044–1079, 2009.

[2] E. Aïdékon, J. Berestycki, E. Brunet, and Z. Shi. Branching Brownian motion seen from its tip. *Probability Theory and Related Fields*, 157(1-2):405–451, 2013.

[3] L.-P. Arguin, D. Belius, and P. Bourgade. Maximum of the characteristic polynomial of random unitary matrices. *Communications in Mathematical Physics*, 349(2):703–751, 2017.

[4] L.-P. Arguin, A. Bovier, and N. Kistler. The extremal process of branching Brownian motion. *Probability Theory and Related Fields*, 157(3-4):535–574, 2013.

[5] N. Barashkov. A stochastic control approach to Sine-Gordon EQFT. 2022. Preprint, arXiv:2203.06626.

[6] J. Barral, A. Kupiainen, M. Nikula, E. Saksman, and C. Webb. Basic properties of critical lognormal multiplicative chaos. *The Annals of Probability*, 43(5):2205–2249, 2015.

[7] R. Bauerschmidt and T. Bodineau. Log-Sobolev inequality for the continuum sine-Gordon model. *Communications on Pure and Applied Mathematics*, 74(10):2064–2113, 2021.

[8] R. Bauerschmidt and M. Hofstetter. Maximum and coupling of the sine-Gordon field. *The Annals of Probability*, 50(2):455–508, 2022.
[9] R. Bauerschmidt and C. Webb. The Coleman correspondence at the free Fermion point. *Journal of the European Mathematical Society*, 2023.

[10] D. Belius and W. Wu. Maximum of the Ginzburg-Landau fields. *The Annals of Probability*, 48(6):2647–2679, 2020.

[11] M. Biskup and O. Louidor. Extreme local extrema of two-dimensional discrete Gaussian free field. *Communications in Mathematical Physics*, 345(1):271–304, 2016.

[12] M. Biskup and O. Louidor. Full extremal process, cluster law and freezing for the two-dimensional discrete Gaussian free field. *Advances in Mathematics*, 330:589–687, 2018.

[13] M. Biskup and O. Louidor. Conformal symmetries in the extremal process of two-dimensional discrete Gaussian free field. *Communications in Mathematical Physics*, 375(1):175–235, 2020.

[14] E. Bolthausen, J.-D. Deuschel, and G. Giacomin. Entropic repulsion and the maximum of the two-dimensional harmonic crystal. *The Annals of Probability*, 29(4):1670–1692, 2001.

[15] A. Bovier and L. Hartung. The extremal process of two-speed branching Brownian motion. *Electronic Journal of Probability*, 19:no. 18, 28, 2014.

[16] M. Bramson, J. Ding, and O. Zeitouni. Convergence in law of the maximum of the two-dimensional discrete Gaussian free field. *Communications on Pure and Applied Mathematics*, 69(1):62–123, 2016.

[17] M. Bramson and O. Zeitouni. Tightness of the recentered maximum of the two-dimensional discrete Gaussian free field. *Communications on Pure and Applied Mathematics*, 65(1):1–20, 2012.

[18] M. D. Bramson. Maximal displacement of branching Brownian motion. *Communications on Pure and Applied Mathematics*, 31(5):531–581, 1978.

[19] D. Brydges and T. Kennedy. Mayer expansions and the Hamilton-Jacobi equation. *Journal of Statistical Physics*, 48(1-2):19–49, 1987.

[20] D. Carpentier and P. Le Doussal. Glass transition of a particle in a random potential, front selection in nonlinear renormalization group, and entropic phenomena in Liouville and sinh-Gordon models. *Physical Review E*, 63:026110, Jan 2001.

[21] A. Chandra, M. Hairer, and H. Shen. The dynamical sine-Gordon model in the full subcritical regime. Preprint, arXiv:1808.02594.

[22] R. Chhaibi, T. Madaule, and J. Najnudel. On the maximum of the $C\beta E$ field. *Duke Mathematical Journal*, 167(12):2243–2345, 2018.

[23] J. Dimock and T. Hurd. Construction of the two-dimensional sine-Gordon model for $\beta < 8\pi$. *Commun. Math. Phys.*, 156(3):547–580, 1993.

[24] J. Dimock and T. Hurd. Sine-Gordon revisited. *Annales Henri Poincaré*, 1(3):499–541, 2000.

[25] J. Ding. Exponential and double exponential tails for maximum of two-dimensional discrete Gaussian free field. *Probability Theory and Related Fields*, 157(1-2):285–299, 2013.

[26] J. Ding, R. Roy, and O. Zeitouni. Convergence of the centered maximum of log-correlated Gaussian fields. *The Annals of Probability*, 45(6A):3886–3928, 2017.
[27] J. Ding and O. Zeitouni. Extreme values for two-dimensional discrete Gaussian free field. *The Annals of Probability*, 42(4):1480–1515, 2014.

[28] B. Duplantier, R. Rhodes, S. Sheffield, and V. Vargas. Critical Gaussian multiplicative chaos: convergence of the derivative martingale. *The Annals of Probability*, 42(5):1769–1808, 2014.

[29] Y. V. Fyodorov, G. A. Hiary, and J. P. Keating. Freezing transition, characteristic polynomials of random matrices, and the Riemann zeta function. *Physical review letters*, 108(17), 2012.

[30] Y. V. Fyodorov and J. P. Keating. Freezing transitions and extreme values: random matrix theory, and disordered landscapes. *Philosophical Transactions of the Royal Society of London. Series A. Mathematical, Physical and Engineering Sciences*, 372(2007):20120503, 32, 2014.

[31] J. Glimm and A. Jaffe. *Quantum physics*. Springer-Verlag, New York, second edition, 1987.

[32] M. Hairer and H. Shen. The dynamical sine-Gordon model. *Communications in Mathematical Physics*, 341(3):933–989, 2016.

[33] S. P. Lalley and T. Sellke. A conditional limit theorem for the frontier of a branching Brownian motion. *The Annals of Probability*, 15(3):1052–1061, 1987.

[34] G. Last and M. Penrose. *Lectures on the Poisson process*, volume 7 of *Institute of Mathematical Statistics Textbooks*. Cambridge University Press, Cambridge, 2018.

[35] K. Osterwalder and R. Schrader. Axioms for Euclidean Green’s functions. *Commun. Math. Phys.*, 31:83–112, 1973.

[36] K. Osterwalder and R. Schrader. Axioms for Euclidean Green’s functions. II. *Communications in Mathematical Physics*, 42:281–305, 1975. With an appendix by Stephen Summers.

[37] E. Paquette and O. Zeitouni. The maximum of the CUE field. *International Mathematics Research Notices IMRN*, (16):5028–5119, 2018.

[38] D. Pollard. Induced weak convergence and random measures. *Zeitschrift für Wahrscheinlichkeitstheorie und Verwandte Gebiete*, 37(4):321–328, 1976/77.

[39] E. Powell. Critical Gaussian multiplicative chaos: a review. *Markov Processes and Related Fields*, 27(4):557–506, 2021.

[40] R. Streater and A. Wightman. *PCT, spin and statistics, and all that*. W. A. Benjamin, Inc., New York-Amsterdam, 1964.

[41] W. Wu and O. Zeitouni. Subsequential tightness of the maximum of two dimensional Ginzburg-Landau fields. *Electronic Communications in Probability*, 24:Paper No. 19, 12, 2019.