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Abstract
The primary factor that contributes to the transmission of COVID-19 infection is human mobility. Positive instances added on a daily basis have a substantial positive association with the pace of human mobility, and the reverse is true. Thus, having the ability to predict human mobility trend during a pandemic is critical for policymakers to help in decreasing the rate of transmission in the future. In this regard, one approach that is commonly used for time-series data prediction is to build an ensemble with the aim of getting the best performance. However, building an ensemble often causes the performance of the model to decrease, due to the increasing number of parameters that are not being optimized properly. Consequently, the purpose of this study is to develop and evaluate a deep learning ensemble model, which is optimized using a genetic algorithm (GA) that incorporates a convolutional neural network (CNN) and a long short-term memory (LSTM). A CNN is used to conduct feature extraction from mobility time-series data, while an LSTM is used to do mobility prediction. The parameters of both layers are adjusted using GA. As a result of the experiments conducted with data from the Google Community Mobility Reports in Indonesia that ranges from the beginning of February 2020 to the end of December 2020, the GA-Optimized Multivariate CNN-LSTM ensemble outperforms stand-alone CNN and LSTM models, as well as the non-optimized CNN-LSTM model, in terms of predicting human movement in the future. This may be useful in assisting policymakers in anticipating future human mobility trends.
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1- Introduction
People are traveling more than ever before because to advancements in transportation technologies. Although the increased connectivity between distant nations has numerous advantages, it also presents a significant danger to disease management and prevention [1]. When sick people go to areas where their contagions aren't present, they may unintentionally spread their illnesses to locals, resulting in disease outbreaks [2]. This has happened many times in history; recent instances include the SARS epidemic in 2003, the H1N1 influenza pandemic in 2009, and, most significantly, the continuing Coronavirus disease (COVID-19) pandemic [3, 4]. COVID-19 is a recently identified coronavirus that causes an infectious illness. When an infected individual coughs or sneezes, the COVID-19 virus spreads mainly via saliva droplets or nasal discharge [4, 5]. As a result, being well-informed on the COVID-19 virus, the illness it causes, and how it transmits is the greatest approach to avoid and limit transmission [6, 7].

Respectively, over the last several decades, scientists have spent a lot of time looking at how human movement impacts disease transmission [8-10]. Previous research has shown that a disease has a propensity to travel to densely populated metropolitan regions before spreading to more rural places, and then to all nearby sites. The timing of the infection's initial entrance, which is related to the landscape of human movement defined by relative attraction, may
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capture the infection's diverse spread and therefore it is learnt that in the time and geographical transmission of infectious illnesses, human movement is critical [7, 9, 10]. Consequently, countries all across the globe reacted to the COVID-19 epidemic by imposing what may possibly be the most comprehensive set of state-led movement and activity restrictions in human history. In this regard, Lai et al. and Chang et al. conducted research to see how successful these strategies were in different nations. According to their findings, restricting societal movement in a seven-to-fourteen-day pattern was most successful in controlling the COVID-19 pandemic and should be regarded as important countermeasures to fight the pandemic effectively [11, 12].

Referring to the various facts that have been conveyed regarding the relationship between the movement of people in an area to the spread of COVID-19 infection which is very significant [8-12], it can be concluded that if the Government has the ability to predict trends in community movements, then this can be used to formulate policies for handling spread of COVID-19 infection. However, the challenge that arises is to be able to define a time-series data prediction model that has good performance and is reliable. As is well known, a stand-alone time-series data prediction model often has inconsistent performance, so building an ensemble which is a combination or integration of several models is often the main solution. Nevertheless, building an ensemble also often results in a decrease in overall model performance, due to the increased complexity of the model and the increasing number of parameters that are often not optimized. In addition, the time-series data prediction models that are commonly used often suitable only of the process of predicting univariate time-series. Therefore, these models are not suitable when the problem is to predict movement of multivariate time-series data such as data on community movements that occur not only in one regional group but are spread over several groups or locations.

The outlined problems above, namely the decrease in the performance of the ensemble model caused by un-optimized parameters and the need for a time-series data prediction model that is able to handle multivariate data, are the two main challenges solved in this study. Accordingly, this research presents a deep learning ensemble model architecture, whose parameters are fine-tuned, with prediction on multivariate time-series data as its major contribution. Furthermore, to confirm the performance of the proposed model, a performance test is carried out by utilizing real data on the movement of people in an area during the period of spreading COVID-19 infection in Asia by utilizing data published in Google Community Mobility Reports.

The first section of this article discusses the backdrop for conducting this study as well as the objectives that must be accomplished. Section 2 describes several outcomes from previous research that are connected to state-of-the-art time-series data prediction approaches, as well as their relevance to the proposed model. The idea and operation of the proposed multi-channel data mobility prediction model are explained in Section 3 of this work. In addition, Section 4 discusses data, parameter settings, and assessment techniques, followed by a discussion of the outcomes from the experiments in Section 5. Finally, Section 6 presents some findings as well as a plan for future study.

2- Related Works

This section reviews some of the past studies that have utilized deep learning models which have shown to be effective and are extensively used in time-series data prediction procedures. Convolutional Neural Networks and Long Short-Term Memory are two deep learning models that are frequently employed for time-series data prediction. Additionally, a description of the ensemble structure of the two models that are frequently utilized to take use of each model’s benefits is also included in this section. Eventually, discussion regarding the application of optimization techniques for performance enhancement, particularly in the ensemble model is also given in the final part of the section.

2-1- Convolutional Neural Network

The convolutional neural network (CNN) is a deep learning model that is widely used in computer vision work and has also been used to acoustic modeling for automatic voice recognition (ASR) [13]. Because the patterns of connections between neurons mirror the structure of an animal’s visual cortex, CNN are motivated by biological processes [14, 15]. Image and video recognition, recommendation systems, image classification, medical image analysis, and natural language processing are all areas where CNN is utilized [13-15].

However, prior research has shown that CNN is also excellent in processing time-based flowing data, such as time-series prediction. This is due to CNN's primary characteristic of processing multichannel input data, which makes it suitable for handling various time-series data with numerous inputs and outputs in this research [15-17]. Figure 1 depicts the basic structure of CNN when applied to the process of time-series prediction.

One of CNN’s major benefits is its local perception and weight sharing characteristics, which may drastically decrease the number of parameters and therefore improve the learning process' efficiency. The convolutional layer and the pooling layer are the two major components of CNN in terms of structure. Each convolution layer in this instance includes multiple convolutional kernels. The essential characteristics of the data are retrieved after the convolution process at the convolution layer, which is followed by an increase in the feature dimensions. A layer of integration is introduced to
address this issue and decrease the load on the training process, with the primary goal of decreasing the number of features extracted before ultimately delivering the final output.

As previously stated, CNN has been extensively investigated as a solution to the issue of time-series prediction, especially in financial contexts. For instance, Chong, Han and Park published a comprehensive review of the application of deep learning networks, such as CNN, for stock market forecasting and prediction in 2017 [18]. Deep neural networks will extract more information from the residuals of the autoregressive model and enhance prediction accuracy, according to the study's empirical findings. While CNN is most often used for image recognition and feature extraction, according to Shih, Sun and Lee experimental results from 2019, it may also be utilized for time-series prediction even though the forecasting accuracy is considerably uncompetitive [19]. Hoseinzade and Haratizadeh (2019) have suggested a CNN-based method in 2019 that can be used to extract characteristics from a range of data sources, including various marketplaces, in order to forecast their future [20].

![Figure 1](image1.png)

**Figure 1.** Illustration of feature extraction and prediction from time-series data by CNN when being applied on multivariate time-series data.

### 2-2-Long Short-Term Memory

The long short-term memory (LSTM) network is made up of layers of neurons, much like a multi-layer perceptron (MLP). To produce a forecast, input data is transmitted through the network. The LSTM, like recurrent neural network (RNN), contain recurrent connections, which means that the state from prior neuron activations from the preceding time step is utilized as background for forming an output. However, unlike traditional MLP or other RNN, the LSTM has a unique formulation that enables it to sidestep the issues that prohibit other RNN from being trained and scaled [21]. The technique's popularity stems from this, as well as the remarkable results that may be obtained.

![Figure 2](image2.png)

**Figure 2.** Basic flow of process of LSTM for time-series prediction [21].
The main technological issue with RNN in the past has been how to properly train them [21, 22]. Experiments have shown how difficult this was, with weight changes that soon either so tiny that they had no impact (vanishing gradients) or so big that they caused extremely significant changes or even overflow (exploding gradients). By design, LSTM circumvent this difficulty [21]. Generally, based on findings from previous works in the area of LSTM, the three main advantages of LSTM can be summarized as follows:

- Overcomes the technical issues associated with RNN training, such as disappearing and bursting gradients.
- To address the problems of long-term temporal dependence on input sequences, it has memory.
- Time step by time step, process input and output sequences, enabling variable length inputs and outputs.

The memory cell, memory block, or simply cell is the computational unit of the LSTM network. When discussing MLPs, the word neuron as a computational unit has become so entrenched that it is also often used to refer to the LSTM memory cell. Weights and gates are the components of LSTM cells and the logical structure of LSTM, is usually characterized as shown in Figure 2.

The LSTM method is excellent for classifying, sorting, and forecasting time-series dataset [14, 23, 24]. LSTM has also been proven to be capable of predicting time-series data in previous studies [23, 24]. For example, on the Tehran stock market in 2020, Nabipour et al. examined different time-series prediction methods and discovered that the LSTM delivers more accurate findings and has the greatest model fitting ability [24]. Kamalov used MLP, CNN, and LSTM to predict the stock values of four major US public companies in 2020. In terms of experimental results, these three methods outperformed comparable studies that predicted the trajectory of price change [25]. Liu and Long created a high-precision short-term forecasting model of financial market time-series in 2020, which they compared to the BP neural network, conventional RNN, and improved LSTM deep neural networks [26].

2-3- Ensemble of CNN and LSTM

Deep learning models that explore complex and unknown patterns in vast and diverse data sets may be created using both LSTM and CNN [27-29]. The aim was then to build an ensemble by combining various deep learning models, both CNN and LSTM-based in particular to overcome the problem of time-series prediction. Because prior research has shown that various models have varied capacities to detect hidden patterns in data, it is anticipated that the answers given by this ensemble approach would be stronger and more comprehensive.

A number of prior studies have been done to support the concept of creating an ensemble of CNN and LSTM to improve the performance of time-series prediction, and the results are encouraging. Lu et al., for example, presented an ensemble structure of CNN-LSTM and shown that it is successful when used to forecast the Shanghai Composite Index [29]. In addition, Mahmud and Mohammed conducted a study in 2021 on the use of deep learning algorithms for time-series forecasting, finding that deep learning methods such as CNN and LSTM provide better prediction results with lower error levels than other artificial neural network models [30]. Furthermore, their research found that combining several deep learning models significantly increased time-series prediction accuracy.

![Figure 3. Basic structure of the CNN and LSTM ensemble model for time-series prediction.](image)
However, Mahmud and Mohammed also mentioned that CNN and LSTM's performance isn't always constant, with CNN outperforming LSTM at times and vice versa [30]. When dealing with time-series data made up of a collection of pictures, CNN seems to have a better predictive ability than LSTM, but when dealing with numerical data, LSTM looks to be superior. In conclusion, prior research shows that utilizing deep learning models like CNN and LSTM for financial time-series prediction is effective. However, when applied to numerical time-series data, CNN has worse prediction accuracy than LSTM owing to its fundamental features, which include a high point in feature extraction. When compared to CNN, LSTM has a deficit in terms of its capacity to extract the most important characteristics from a data set.

As a result, it makes sense to build a composite or ensemble model that takes use of each combination model's strengths to overcome its shortcomings and improve time-series prediction accuracy. Consequently, Figure 3 depicts the fundamental structure of the CNN and LSTM ensemble models, with the LSTM layer layered on top of the CNN layer. In this case, the input will be sent first into the CNN layer, which will extract the features, and then into the LSTM layer, which will compute the final predictions.

2-4- Genetic Algorithm Optimized Ensemble

One of the main challenges that arise when building an ensemble which is an integration of several models is the increasing number of parameters that must be determined in order to give the best results. This condition is a logical consequence, because each model certainly has several parameters and when two or more models are combined in an ensemble there is an accumulation of the total number of parameters of the entire model.

The main purpose of building an ensemble is to be able to take benefit of the various advantages possessed by each model in order to provide the best results. However, the condition of increasing the number of parameters is a challenge because if optimization is not carried out properly, the presence of the ensemble will not be able to provide better results. This is confirmed from the findings of various studies that have been done previously. As an example: Monica, Melin and Sachze who exposed that optimization is an imperative process on the ensemble of neural network architectures they developed for prediction of COVID-19 confirmed and death cases [31]; Liu, Hara and Kita who in their study have found that optimized deep learning networks is giving higher accuracy when predicting wind speed [32]; and study by Vadicharla and Sharma that explores various optimization approach which also found that ensemble of models needs to be finely tuned in order to give the best result [33].

Accordingly, an optimization procedure that runs automatically and forms part of the structure of the constructed ensemble model is considered essential in the CNN and LSTM ensemble model presented in this research. Thus, an optimization method for CNN and LSTM parameters utilizing genetic algorithm (GA) was applied in the construction of CNN and LSTM models for prediction of multi-channel community movements in this study.

GA was chosen based on the findings of past research in the area of optimization, which show that GA has excellent performance, is light on computation, and is easy to use [34,35]. Several researches in the field of optimization using GA include the following: the study by Qu et al. that combined genetic optimization with AdaBoost ensemble model for anomaly detection in buildings electricity consumption [36]; a work by Dowes, Nair and Sharma in 2021 that build an ensemble of GA and machine learning classifier for blood sample classification to diagnose COVID-19 [37]; and a study by Gao, Gao and Li that has found the effectiveness of GA when being applied to ensemble of CNN to recognize defects in small sample data [38].

3- GA-Optimized Multivariate CNN-LSTM for Multi-channel Mobility Prediction

3-1- Research Methodology

The research methodology used in this study is a constructive research methodology. In this methodology, the main focus of research is to develop and build an artifact, which in this case is an ensemble architecture of deep learning models that are optimized for prediction of multivariate time-series data. In addition to building an artifact, the constructive research methodology also focuses on testing and evaluating the artifact in question by conducting trials using real data and comparing the results obtained from other techniques. In general, the research methodology used in this study is depicted in the flowchart in Figure 4.

As can be seen in Figure 4, the initial stage of this research was carried out by collecting real data, which in this case is community mobility data during the COVID-19 pandemic. Furthermore, pre-processing is carried out on the data obtained, namely the process of normalizing the value of the community mobility index and also dividing the data set into training data and test data. The next stage is the design and implementation of the proposed model, namely GA-Optimized Multivariate CNN-LSTM for Multi-channel Mobility Prediction. The proposed model is then tested using training data until the structure configuration that provides the best performance is found. After that, the performance of the proposed model was tested compared with the CNN and LSTM models used independently and the CNN-LSTM ensemble model whose parameters were not optimized. Based on the test results, then an evaluation of the performance comparison between the four models was carried out to confirm the performance of the GA-Optimized Multivariate CNN-LSTM for Multi-channel Mobility Prediction model. The final stage of this methodology is performance analysis and drawing conclusions based on the overall evaluation results and findings obtained.
3-2-Description of Proposed Model

When dealing with real-world variables, the value of one variable is often reliant on the past values of other variables as well. Factors such as income, interest rates, and investment expenditures, for example, may all have an impact on a household's spending costs. If all of these variables are related to consumer spending, it is logical to take their conditions into account when predicting consumer expenditure. In other terms, with \( x_{1,t}, x_{2,t}, \ldots, x_{k,t} \) representing the associated variables, the prediction of \( x_{1,t+h} \) at the end of time \( t \) may be expressed as follows:

\[
\hat{x}_{1,t+h} = f_{1}(x_{1,t}, x_{2,t}, \ldots, x_{k,t}, x_{1,t-1}, x_{2,t-1}, \ldots, x_{k,t-1}, x_{1,t-2}, x_{2,t-2}, \ldots, x_{k,t-2}, \ldots)
\]  

(1)

Similarly, a second component prediction may be based on the system's past data. This equation may represent a \( k^{th} \) variable projection more broadly:

\[
\hat{x}_{k,t+h} = f_{k}(x_{1,t}, \ldots, x_{k,t}, x_{1,t-1}, \ldots, x_{k,t-1}, \ldots)
\]  

(2)

A multivariate time-series has multiple time-dependent variables. Each variable is dependent on its previous value and other variables. Equation 2 represents the prediction of \( \hat{x}_{k,t+h} \) as a function of a multiple time-series \( x_{k,t}, k = \ldots, k \). 

Figure 4. Constructive research methodology applied in the study.
In univariate time-series analysis, finding suitable functions $f_1, \ldots, f_q$, i.e., the $q$-built functions are one of the most common primary goals. Nevertheless, finding out how variables interact is often a problem. For example, in a stock exchange setting with many markets, whether globally or locally, one may be interested in the effects of market interaction.

Accordingly, as stated before, this research focuses on people movement data in various areas during the COVID-19 epidemic since they are mostly multivariate time-series. Consequently, the effort in this research is focused on developing a trustworthy model capable of forecasting human movement trends in order to aid in the suppression of COVID-19 infection transmission. In this instance, CNN and LSTM may be used to construct deep learning models that can investigate complicated and hidden patterns in vast and varied data stacks, including time-series data, as previously described. Using the advantages of the two models, a time-series data forecasting model is created by combining CNN and LSTM, as well as including a multivariate time-series analysis method into the model to achieve the objectives of this study as presented in the Introduction, namely, to be able to predict patterns of human mobility in different localization during the COVID-19 pandemic.

The CNN-LSTM ensemble model would vary from commonly used time-series data forecasting methods, which typically use a univariate analytic strategy. The major distinction is that the CNN-LSTM model will make predictions based on correlation information between mobility channels as time-series. This is consistent with earlier research, which found that a collection of time-series data on the same topic has a tendency to have a connection and affect one another. Thus, while predicting future circumstances, information regarding the connection between series should be utilized.

As a result, the suggested and assessed model in this research is an ensemble of CNN and LSTM whose parameters will be further improved using GA to improve its performance. The multi-channel mobility data will be reshaped in this suggested architecture to match the input data structure that can be processed by the CNN structure and subsequently the LSTM. The GA-Optimized Multivariate CNN-LSTM model, named the GA CNN-LSTM in this paper, is made up of two main layers: the CNN layer, which is responsible for extracting the main features from the processed time-series data, and the LSTM layer, which is responsible for calculating the final prediction result and includes an optimization process to find the best parameter settings.

The GA CNN-LSTM model's structural diagram is shown in Figure 5, with CNN and LSTM as the main components, as well as an input layer, a 1-dimensional convolution layer (1D convolutional), a pooling layer, an LSTM hidden layer, and layer of fully connected hidden units, which will issue the prediction's final result. Accordingly, the size of kernel filters in the CNN layer and the number of hidden units in the LSTM layer are both optimized using GA in this architecture.

![Figure 5. Structure of proposed GA-Optimized Multivariate CNN-LSTM (GA CNN-LSTM) for prediction of multi-channel mobility data that origins from six different area of activities.](image)

As with other deep learning models, the GA CNN-LSTM model also has two main stages, namely the training or learning stage and the stage of utilizing trained models to perform predictive tasks. In the GA CNN-LSTM model, the proposed optimization process for the parameters is carried out at the learning stage. The sequence of the learning process is given as follows:

- The GA CNN-LSTM training stage starts with the input of training data. We now need to initialize each CNN and LSTM layer's settings, including weight and bias (if applicable). Then the process continues at the CNN layer, where the input data successively goes through the convolution and pooling layers, followed by the feature extraction procedure. The CNN layer extracts feature from the input time-series data.
The CNN layer's output value enters the LSTM layer. A multi-channel mobility series is predicted using the LSTM layer's output, which is then used as input by the complete connection layer to create the final predicted value. The prediction training procedure is now complete, and the outcomes are evaluated, with the error of the prediction results computed.

The assessment findings are used to determine whether the training stopping criteria are fulfilled. The training ends when the prediction error value falls below a threshold, or the number of training cycles (epochs) is achieved.

If not, the computed error is utilized to modify the weights and bias values at each layer (back propagation error), and the training procedure is repeated. To improve accuracy, the GA will increase the number of kernel filters in the CNN layer and the number of hidden units in the LSTM layer. If any of the stop criteria for training are satisfied, the training is finished, and the GA CNN-LSTM network configuration is stored.

After the learning process accompanied by the optimization process is complete, and the GA CNN-LSTM model has the ability to predict human movement with the expected degree of error, then the model can then be used to predict multi-channel mobility data. As a starting point of the prediction process, the test data used for prediction or testing data input is entered into the stored GA CNN-LSTM model, and the output value (prediction result) is then obtained as the final output of the CNN-LSTM training and prediction process. Following that, the degree of accuracy will be determined by calculating the Root Mean Square Error (RMSE) value to determine the amount of difference between the actual value and the predicted value.

4- Experiment Settings

This section describes the environmental settings used in the test to evaluate the performance of the proposed model that includes information about the data, architecture and configuration of the GA CNN-LSTM model as well as the evaluation process used to assess the performance of the tested model.

4-1- Mobility Data

As previously stated, human mobility has a significant impact on the transmission of COVID-19 infection. This is a frequent trend in situations where a disease has spread to the point of becoming a pandemic. As a result, the major emphasis of this work is human movement prediction, with the aim that the capacity to forecast patterns of community mobility may aid in anticipating the spread of illness. Accordingly, the data used in this study is data on human movement in an area which is collected and published by Google.

The Google Community Mobility Reports highlight mobility patterns by area and across various types of locations. Reports show changes in two ways for each category in a region: 1) a headline number that compares mobility for the report date to the baseline day, which is calculated for the report date (unless there are gaps) and reported as a positive or negative percentage; and 2) a trend graph that represents percent changes in the 6 weeks leading up to the report date.

As a result, the data indicates how visitors to (or time spent in) classified areas change over time in comparison to Google baseline days. A baseline day is the median value from the 5-week period from January 3 to February 6, 2020 and reflects a normal value for that day of the week. As a result, the baseline days do not change. Google Community Mobility Reports are publicly available and may be seen at https://www.google.com/covid19/mobility/.

The data in this research is restricted to Indonesian territory and covers the period from February 15 to December 31, 2020. The selection of data from Indonesia is based on the fact that Indonesia is one of Asia's most infected regions. Furthermore, Indonesia's vast population and extensive geographic coverage make it critical to be able to forecast and manage human movement. The first 120 days of data downloaded from Google Community Mobility Reports were utilized for training, while the following 102 days, from September 21 to December 31, 2020, were used for testing. The data utilized consists of six types of movement: retail and recreation, grocery and pharmacy, parks, transit stations, workplaces, and residential movements. Figure 6 shows the data plot, with the vertical line on the graph indicating the border region for training and test data. In this scenario, the test data is utilized as a reference for evaluating the performance of the assessed prediction model, while the training data is used for the learning process.

In addition to separating the data into training and test sets, the Google Community Mobility Reports data undergoes a normalization procedure, which involves mapping the index value of human movement to a range of 0.0 to 1.0. This is done in order to improve the learning process as well as the prediction model's performance. Table 1 shows some of the variables from the Google Community Mobility Reports data that were utilized, as well as the outcomes of normalization. Meanwhile, the following mathematical formula is used to carry out the normalizing process:

\[ z_i = \frac{(x_i - \text{min}(x))}{(\text{max}(x) - \text{min}(x))} \]  \hspace{1cm} (3)

where, \( z_i \) is the \( i^{th} \) normalized value in the dataset, \( x_i \) is the \( i^{th} \) value in the dataset, \( \text{min}(x) \) is the minimum value in the dataset, and \( \text{max}(x) \) is the maximum value in the dataset.
Table 1. Snapshots of daily mobility report data in the Indonesia region. The Act notation represent the actual mobility index while the Norm notation represent the normalized index calculated by Equation 3.

| Date      | Retail and Recreation | Grocery and Pharmacy | Parks | Transit Station | Workplaces | Residential |
|-----------|-----------------------|----------------------|-------|----------------|------------|-------------|
|           | Act | Norm | Act | Norm | Act | Norm | Act | Norm | Act | Norm | Act | Norm | Act | Norm |
| 15/02/2020 | -2.00 | 0.84 | -2.00 | 0.36 | -8.00 | 0.54 | 1.00 | 0.96 | 5.00 | 0.99 | 1.00 | 0.04 |
| 16/02/2020 | -3.00 | 0.82 | -3.00 | 0.35 | -7.00 | 0.55 | -1.00 | 0.93 | 3.00 | 0.96 | 1.00 | 0.04 |
| 17/02/2020 | -3.00 | 0.82 | -4.00 | 0.34 | -7.00 | 0.55 | -1.00 | 0.93 | 3.00 | 0.96 | 1.00 | 0.04 |
| 18/02/2020 | -1.00 | 0.82 | -2.00 | 0.36 | -4.00 | 0.59 | 1.00 | 0.96 | 2.00 | 0.95 | 1.00 | 0.04 |
| 19/02/2020 | -3.00 | 0.82 | -4.00 | 0.34 | -3.00 | 0.60 | 0.00 | 0.94 | 1.00 | 0.94 | 1.00 | 0.04 |
| 20/02/2020 | -2.00 | 0.84 | -1.00 | 0.37 | -1.00 | 0.62 | 4.00 | 1.00 | 1.00 | 0.94 | 1.00 | 0.04 |
| 21/02/2020 | -2.00 | 0.84 | -3.00 | 0.35 | -5.00 | 0.58 | 2.00 | 0.97 | 5.00 | 0.99 | 1.00 | 0.04 |
| 22/02/2020 | 0.00 | 0.87 | 0.00 | 0.38 | -5.00 | 0.58 | 1.00 | 0.96 | 5.00 | 0.99 | 0.00 | 0.00 |
| 23/02/2020 | -2.00 | 0.84 | -1.00 | 0.37 | -5.00 | 0.58 | -4.00 | 0.89 | 3.00 | 0.96 | 1.00 | 0.04 |
| 24/02/2020 | -2.00 | 0.84 | -3.00 | 0.35 | -4.00 | 0.59 | -1.00 | 0.93 | 4.00 | 0.97 | 1.00 | 0.04 |

Figure 6. Plots of The Google Community Mobility Reports ranging from February 15 to December 31, 2020, in Indonesia. The first 120 days is used as training set while the last 102 days is used as test set. The training and testing part is separated by the vertical line.
Brief observations of the movement graph plotted in Figure 6 reveal a shift in the normal movement pattern, particularly in the movement graph in the Workplaces and Residential regions, which began to spread considerably in Indonesia in March 2020. A reduction in the daily movement index in the work area and an increase in the movement index in the residential area were observed. Furthermore, the pattern appears to be repeated weekly and remains quite steady until the conclusion of the year. As a result, it's possible to infer that there's a significant link between workplace and residential mobility patterns, which must be considered when forecasting future movement indices.

4-2-Architecture of GA CNN-LSTM for Multi-channel Mobility Prediction

The structure utilized in both the CNN, LSTM, CNN-LSTM, and GA CNN-LSTM models is a version of the simplest to guarantee that the use of GA for parameter optimization in the CNN-LSTM ensemble offers enhanced performance and to evaluate the performance of the four models equitably. In this example, the CNN model only uses one convolution layer, the LSTM model only uses one hidden layer, the CNN-LSTM ensemble model uses one convolution layer and one hidden layer each, and the GA CNN-LSTM utilizes the same structure as the CNN-LSTM ensemble.

Table 2. Parameters configuration for the proposed GA CNN-LSTM model. The convolutional layer filters and number of LSTM layer hidden unit values are initially set to 64 and 100 and will be optimized by GA throughout learning process.

| Parameters                              | Values | Layer |
|-----------------------------------------|--------|-------|
| Convolutional layer filters             | 64 (initial) | CNN   |
| Convolutional layer kernel_size         | 2      | CNN   |
| Convolutional layer activation function | Relu   | CNN   |
| Convolutional layer padding             | Valid  | CNN   |
| Pooling layer pool_size                 | 2      | CNN   |
| Number of LSTM layer hidden unit        | 100 (initial) | LSTM |
| LSTM hidden layer activation function   | Relu   | LSTM  |
| Time step                               | 7      | LSTM  |
| Optimizer                               | Adam   | Model Fitting |
| Loss function                           | MAE    | Model Fitting |
| Epochs                                  | 1000   | Model Fitting |

Table 2 also shows the GA CNN-LSTM model's initial architectural setup (prior to GA's optimization procedure). It can be deduced that the basic model is designed as follows based on the CNN-LSTM ensemble network's parameter settings: the input training set data is a three-dimensional data vector (None, 7, 6), where the first number 7 represents the time step size and the other number 6 is the input dimensions of six movement indexes from six different area, which in this case are movement in the retail and recreation, grocery and pharmacy, parks, transit stations, workplaces, and residential area.

Figure 7. Architecture of the proposed GA CNN-LSTM model for multi-channel mobility prediction with 6 features and 7-time steps for the prediction process.
The data is initially sent through a one-dimensional convolution layer, which extracts additional features and generates a three-dimensional output vector (None, 7, 64), with 64 being the initial size of the convolution layer filters. The vector is then joined to the pooling layer and transformed into a three-dimensional output vector (None, 7, 64). The output vector is then sent to the LSTM hidden layer with shape (None, 100) for training; 100 is the initial number of hidden units in the LSTM hidden layer; after training, the output data is sent to the LSTM dense layer to produce output values, i.e., the prediction.

Parameter settings, as shown in Table 2, refers to the structure and configuration of parameter values used by [29] in their CNN-LSTM ensemble model for stock prices prediction in the Shanghai Composite Index. The main adjustments made in our proposed model are the initial value of the convolutional filters on CNN and the number of hidden units on the LSTM. In their conducted research, Lu et al. used 32 convolutional filters and 64 hidden units to predict univariate stock price movements. The change in the number of convolutional filters and hidden units in the model proposed in this study is due to the multivariate character of the mobility time-series data, so that more convolutional filters and hidden units are needed to be able to carry out the calculation process. Utilization of the parameter values configuration as used by [29] in their research, is based on the results of the research trials which indicate that the CNN-LSTM ensemble architecture built has good performance.

In this proposed model setting, the initial size of the convolution layer filters in the CNN, which is set to 64, and the initial number of hidden units in the LSTM, which is set to 100, is being optimized throughout the training process by GA until the best result i.e., the lowest error is achieved and therefore would change alternately. As a result, Figure 7 illustrates the suggested CNN-LSTM model's fundamental structure, where X represents the optimized size the convolution layer filters in CNN whilst Y represents the optimized number of hidden units in the LSTM.

4-3- Model Evaluation

Calculating the error value of the predictions made at each point in time is used to evaluate the performance of the proposed model and other models as a comparison. In addition, the statistical features of the prediction results obtained with the original data are compared in the assessment process. The descriptive statistical value between the original data and the projected outcomes was calculated in a comparative study of statistical features.

The purpose of evaluating the error value of the prediction is to be able to analyze the performance of the prediction model in terms of accuracy. The root mean square error (RMSE) of each projected mobility data group is utilized in this scenario. For each assessed model, namely CNN, LSTM, CNN-LSTM, and GA CNN-LSTM, RMSE values were computed. The following mathematical formula is used to determine the RMSE value:

\[
RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (\hat{y}_i - y_i)^2}
\] (4)

where \(\hat{y}_i\) is the predicted value at a particular time-point \(i\) and \(y_i\) is the actual value. Since the difference between the forecast and the original value is less, a lower RMSE value means higher prediction accuracy.

Additionally, descriptive statistics give easy-to-understand descriptions of the sample and the observations made. These summaries might be quantitative, such as summary statistics, or visual, such as simple graphics. These summaries may serve as the foundation for an initial description of the data as part of a larger statistical study, or they may be adequate for a specific research on their own. Therefore, two groups of data sets with similar descriptive statistical values can be considered to have similar characteristics and in the case of predictive data, it can be assumed that the prediction results have a high degree of similarity to the original value.

5- Results and Discussion

As previously stated, this research is based on data on people's mobility in Indonesia across six different areas: retail and leisure, supermarket and pharmacy, parks, transit stops, workplaces, and residential. The data utilized is based on 222 daily motions, with some of the data being used as training data and some being used as test data. The GA CNN-LSTM model presented in this research was used to train and evaluate the prediction outcomes on four deep learning models: CNN, LSTM, CNN and LSTM ensembles, and the GA CNN-LSTM model.

Figure 8 shows a visualization of each model’s predictions for people mobility in workplaces and residential regions compared to the original data. The solid line in the image shows the original value plot, while the dotted line indicates each model's projected plot. Furthermore, the same graph shows the size of the forecast inaccuracy with comparison to the original value, which is represented by the yellow region. In-depth analysis of the graph reveals that the performance of the CNN, LSTM, and CNN-LSTM ensemble models in forecasting people's movements in businesses and residential areas is almost identical. This condition is also present in the predictions for the other four types of community mobility, namely retail and recreation, supermarket and pharmacy, parks, and transit stops. Table 3, which shows information on the RMSE value of each model in each set of community mobility areas, confirms this finding.
As a result, it was discovered early on that the CNN and LSTM models had a significant capacity to anticipate people's movement in multi-channels. Furthermore, combining the two models into an ensemble model may enhance prediction outcomes at particular periods in time. The CNN-LSTM ensemble model, on the other hand, cannot be overall claimed to outperform the CNN and LSTM models consistently. This can be seen in Figure 7, where the yellow region on the comparison graph of each model's prediction results shows this. In general, the yellow area in the movement forecast of the CNN, LSTM, and CNN-LSTM ensemble models tends to be almost identical. In the workplace and in residential settings, there is a sense of community.

![Graph showing comparison of prediction results for CNN, LSTM, and CNN-LSTM models](image)

**Figure 8.** Plot of comparison between actual and prediction of mobility index for workplaces and residential area in Indonesia by CNN, LSTM, ensemble of CNN-LSTM and GA CNN-LSTM.

**Table 3.** Comparison of RMSE for each mobility area produced by CNN, LSTM, ensemble of CNN-LSTM and GA CNN-LSTM when predicting mobility index in Indonesia.

| Mobility Data          | CNN   | LSTM  | CNN-LSTM | GA CNN-LSTM |
|------------------------|-------|-------|----------|--------------|
| Retail and Recreation  | 0.0726| 0.0590| 0.0590   | 0.0353       |
| Grocery and Pharmacy   | 0.0695| 0.0429| 0.0732   | 0.0299       |
| Parks                  | 0.0538| 0.0730| 0.0689   | 0.0412       |
| Transit Station        | 0.0893| 0.0584| 0.0918   | 0.0485       |
| Workplaces             | 0.1035| 0.0945| 0.1087   | 0.0625       |
| Residential            | 0.0827| 0.0881| 0.0848   | 0.0555       |

However, the comparison plot of the GA CNN-LSTM model's prediction outcomes to the original value reveals a substantial difference. Figure 8 clearly indicates that the yellow area in the GA CNN-LSTM model in the workplaces and residential regions, which reflects the magnitude of the prediction error value, seems to be lower than the other three models. As can be seen from the RMSE values in Table 3, this finding is equally constant in the other four domains of community mobility. The RMSE values produced by the GA CNN-LSTM model is consistently lower in the six areas of community mobility than the other three models, as shown in Table 3.

If the root mean squared error (RMSE) values in Table 3 are examined in greater depth, it is frequently noted that the largest predictive salience value occurs in time-series data collected from workplaces and residential areas. This condition is present in all of the models that were evaluated in this study. When we look at the data on people's mobility in the six region categories depicted in Figure 6, we can see that individuals who likely to have pretty regular movement
patterns are those who work in offices and live-in residential areas. Figure 6 further demonstrates that there is little change in movement in the other four sections of the graph. This situation offers a clear evidence that people's travels, particularly in Indonesia, during the COVID-19 epidemic occur mostly in the vicinity of their residence or place of employment. At the same time, people's moves in other regions tend to be less volatile, which results in a low degree of prediction error.

The pattern of community mobility in the region of living and employment is also in the opposite direction of the previous pattern. Increasing activity in the residential area leads to a decrease in movement in the work area, as seen by Figure 6, whereas the opposite is true for the work area. People spend more time and carry out their activities in their neighborhoods and at work during the COVID-19 epidemic, but not in other places, according to these findings. Both locations have higher than average prediction error values, which shows that the more volatile time-series data will result in lower performance of the model that was used to forecast the time-series values in both areas.

Accordingly, Figure 9 compares the prediction results calculated by the CNN-LSTM ensemble model to the GA CNN-LSTM model, confirming previous findings that the GA CNN-LSTM model is consistently able to produce predictions of community movement indexes that are closer to the movement of the original values in all six areas. The figure of the prediction error rate supports the prior results, with Error-1 representing the prediction error produced by the CNN-LSTM ensemble model and Error-2 representing the prediction error created by the GA CNN-LSTM model. In this instance, the area of Error-2 is always lower than the area of Error-1 in the six series, as can be seen in Figure 9.

Figure 9. Comparison of actual values and prediction in six mobility area by ensemble of CNN-LSTM and GA CNN-LSTM. The Error-1 represents error in prediction produced by ensemble of CNN-LSTM while Error-2 represents error in prediction produced by GA CNN-LSTM.
Furthermore, as shown in Figure 10, the comparison graph of each model's RMSE values in each region of community movement indicates that the CNN, LSTM, and CNN-LSTM ensemble models have inconsistent performance and change from one set of movement areas to the next. Meanwhile, in each of the six movement regions, the GA CNN-LSTM model consistently produces the lowest RMSE value.

Based on the facts presented and the outcomes of the tests conducted, it can be concluded that putting up an ensemble by simply merging multiple models that have been shown to perform well, particularly in forecasting time-series data, does not guarantee excellent results. Better on a regular basis However, in order to accomplish the primary objective of the ensemble building, which is to enhance performance, particularly the accuracy of prediction outcomes, an optimization procedure on the parameters that exist in these models is required. The size of the kernel filters at the CNN layer, as well as the number of hidden units at the LSTM layer, are the parameters optimized by GA in this experiment, as previously stated. The most optimum kernel filter size value was 96 from an initial value of 64, and the number of hidden units was 120 from an initial value of 100 at the conclusion of the training procedure.

![Figure 10. RMSE produced by each evaluated model for each mobility area.](image)

Table 4 provides information on the descriptive statistical value of the predicted results compared to the original value, which complements the analysis of the prediction results measured by the RMSE quantity to assess the performance of the GA CNN-LSTM model in terms of prediction accuracy. In general, the descriptive statistical values of the two data sets are not significantly different, indicating that the GA CNN-LSTM model's projected data set has statistical features comparable to the original data. This demonstrates that the GA CNN-LSTM model is capable of generating high-accuracy predictions while still having features that are comparable to the original data.

| Descriptive Statistics | Mobility Data |
|------------------------|---------------|
|                        | Retail and Recreation | Grocery and Pharmacy | Parks | Transit Station | Workplaces | Residential |
| Mean                   | 0.5952         | 0.6000           | 0.3906 | 0.3797         | 0.5299     | 0.5322     | 0.4997     | 0.6357     | 0.6054     | 0.3744     | 0.3995     |
| Median                 | 0.5900         | 0.5988           | 0.3800 | 0.3823         | 0.5100     | 0.5299     | 0.5300     | 0.4904     | 0.6200     | 0.6011     | 0.3600     | 0.3918     |
| Standard Deviation     | 0.0564         | 0.0536           | 0.0505 | 0.0426         | 0.0848     | 0.0633     | 0.0689     | 0.0537     | 0.1240     | 0.1312     | 0.1055     | 0.0853     |
| Sample Variance        | 0.0032         | 0.0029           | 0.0025 | 0.0018         | 0.0072     | 0.0040     | 0.0048     | 0.0029     | 0.0154     | 0.0172     | 0.0111     | 0.0073     |
| Kurtosis               | 0.9368         | 1.4059           | 5.6540 | 1.3250         | 5.9676     | 1.7128     | -0.0642    | 0.0107     | 3.4630     | 3.0184     | 0.0054     | 0.0062     |
| Skewness               | 0.2256         | 0.1777           | 1.4897 | 0.2047         | 2.0121     | 1.1417     | 0.3526     | 0.2276     | -1.0851    | -0.9136    | 0.6608     | 0.1527     |
| Range                  | 0.3100         | 0.3149           | 0.3500 | 0.2507         | 0.5300     | 0.3109     | 0.3200     | 0.2562     | 0.6700     | 0.7962     | 0.5200     | 0.4340     |
| Minimum                | 0.4400         | 0.4442           | 0.2900 | 0.2547         | 0.4000     | 0.4363     | 0.4000     | 0.3712     | 0.1900     | 0.0533     | 0.2000     | 0.1964     |
| Maximum                | 0.7500         | 0.7591           | 0.6400 | 0.5054         | 0.9300     | 0.7472     | 0.7200     | 0.6274     | 0.8600     | 0.8495     | 0.7200     | 0.6304     |
| Conf. Level (95.0%)    | 0.0112         | 0.0106           | 0.0100 | 0.0085         | 0.0168     | 0.0126     | 0.0137     | 0.0107     | 0.0246     | 0.0260     | 0.0209     | 0.0169     |
The suggested model has potential performance based on the graph plot of the prediction results compared to the original value, the error rate calculation in RMSE, and the comparison of descriptive statistical values between the projected results and the original values. In this regard, a comparison of the findings obtained in this study with those obtained in prior studies using similar data sets can undoubtedly assist to corroborate the performance of the suggested model. However, research on predicting the spread of COVID-19 infection has so far concentrated on projecting the amount of dissemination or the impact of lockdown measures on community mobility, rather than forecasting the level of mobility itself. For example, research by [39] revealed that combining multiple factors, including the degree of mobility, may yield an accurate estimate of the spread of COVID-19 infection, while study by [40] assessed the influence of lock down regulations on the level of community mobility. As a result, the evaluation of the acquired experimental results at this time cannot be compared to prior research since no studies with similar circumstances, such as the same dataset, settings, and issues to be solved, have been discovered.

Nevertheless, various results obtained from the trials carried out in this study indicate that the GA CNN-LSTM model has the ability to recognize patterns of community movement in six different areas. Furthermore, the GA CNN-LSTM model is also able to provide prediction results with the smallest error rate compared to the CNN, LSTM and CNN-LSTM ensemble models. Therefore, this proposed model can be considered as an alternative technique for forecasting community movements during the COVID-19 pandemic, especially in Indonesia. Having the ability to predict trends in people’s movements in various areas during this pandemic will be able to help policymakers or governments plan more effective movement restrictions to reduce the rate of spread of COVID-19 infections.

6- Conclusion and Future Work

This research presents an architecture consisting of an ensemble of two deep learning models frequently used for time-series data prediction, namely CNN and LSTM, whose structures have been changed to learn patterns of movement of multivariate time-series data and predict future values. Referring to the current state of the spread of the COVID-19 pandemic, the performance of the proposed model was tested using data on community mobility in the Indonesian region. The selection of mobility data as time-series test data is based on the fact that community mobility is one of the main factors in the spread of COVID-19 infection. This study also conducted a comparative analysis of the performance of the CNN-LSTM ensemble whose parameters were optimized using GA to determine the importance of tuning the ensemble model that was built to solve a problem, such as predicting time-series data. Based on the results of the experiments conducted, it was determined that the prediction model of people’s movements during the COVID-19 epidemic, which was built using an ensemble of CNN and LSTM models optimized with GA, is capable of providing forecasts for multivariate time-series data with a high degree of precision. Additional to this, the evaluation of four different models (CNN, LSTM, CNN-LSTM, and GA CNN-LSTM) revealed that simply coupling CNN and LSTM models directly without optimizing the existing parameters does not guarantee that predictions will be generated with the highest level of accuracy at every time point. Consequently, based on piece of evidence presented above, it can be stated that the GA CNN-LSTM model may be used to anticipate community migrations, particularly during the COVID-19 epidemic. This can therefore be used as a reference to assist policymakers or the government in creating regulations to restrict people’s movements in order to aid in the suppression of the spread of COVID-19 infection. Additionally, to facilitate further development of the study, it is intended to expand the number of parameters to be optimized in the GA CNN-LSTM architecture, such as the number of hidden layers, the type of activation function, and other parameters’ setting.
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