High-resolution hard-x-ray photoelectron diffraction in a momentum microscope—the model case of graphite
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Abstract

Hard x-ray photoelectron diffraction (hXPD) patterns recorded with a momentum microscope with high \( k \)-resolution (0.025 Å\(^{-1} \) equivalent to an angular resolution of 0.034° at 7 keV) reveal unprecedented rich fine structure. We have studied hXPD of the C 1s core level in the prototypical low-Z material Graphite at 20 photon energies between 2.8 and 7.3 keV. Sharp bright and dark lines shift with energy; regions of Kikuchi band crossings near zone axis exhibit a filigree structure which varies rapidly with energy. Calculations based on the Bloch wave approach to electron diffraction from lattice planes show excellent agreement with the experimental results throughout the entire energy range. The main Kikuchi bands in the [001] zone axis appear fixed on the momentum scale with a width of the corresponding reciprocal lattice vector, allowing to reconstruct the size of the projected Brillouin zone. The newly developed high-energy \( k \)-microscope allows full-field imaging of \((k_x, k_y)\)-distributions in large \( k \)-fields (up to >22 Å\(^{-1} \) dia.) and time-of-flight energy recording.

1. Introduction

Launched by the pioneering work of Siegbahn, Fadley and others in the early 1970s [1, 2], x-ray photoelectron diffraction (XPD) has developed into a powerful method to gain information about the geometrical structure of the photo-emitting atomic layers, surface reconstruction and relaxation, as well as adsorbate geometries. The dynamic development of XPD over time is summarised in a sequence of excellent overviews [3–12]. More recently, the method was extended to the hard x-ray range ([11] and references therein); a comprehensive overview of hard x-ray photoemission in general is given in [12].

Core-level XPD is the result of a localised excitation at a given atomic site and the scattering of the resulting photoelectrons of neighbouring atoms. In early observations on single crystal surfaces, the angular distributions were interpreted as being caused by the reflection of the photoelectrons on lattice planes of the three-dimensionally periodic bulk crystal [1, 2, 13]. A two-beam dynamical theory was applied to explain the azimuthal variations of photoelectron intensities for single-crystal copper [14, 15]. However, at lower typical XPS energies of <1.5 keV, short-range order scattering in a cluster has become the dominant mode of analysing XPD data, e.g. [16]. The intensity variations, dominated by Kikuchi bands and single-atom forward scattering can be well reproduced using these models, but the two models are consistent with one another if fully converged [7]. As energy increases, the scattering becomes more forward peaked as a result of forward scattering at rows of atoms seen at typical energies of 1 keV. Cluster approaches [15, 16] have proven to reproduce the experimental diffraction patterns with good agreement for cluster sizes as small as few nm. A quantitative comparison [7] between the
XPD cluster picture and dynamical electron scattering from lattice planes showed that the latter is more appropriate for very high energies. Hence, for the present study of hard x-ray photoelectron diffraction (hXPD) the dynamical scattering approach for bulk crystals is expected to be the more efficient theoretical description. By exploiting exchange scattering and multiplet splittings, even antiferromagnetic short-range order has been probed by XPD [17, 18].

Experimentally, XPD is studied using angular-resolved photoelectron spectroscopy. Large polar angular ranges of typically 0°–60° can be observed, mostly by rotating the sample about its surface normal (e.g. [8, 10, 11]). But also display-type electron analysers were developed [19–21] which give direct 2D full-field angular distributions in a wide angular range [22–25]. One main emphasis was to observe the pronounced forward scattering along atom rows in off-normal directions [4, 8], hence the trend to observe a maximum polar angular range. Typical angular resolutions in both angular-scanning and display-type recording modes are ∼1°, but in some cases higher resolutions (<1° FWHM) have been reached [26–28].

Here we present the first study of XPD using the new technique of momentum microscopy. In this type of photoelectron analyser, a cathode-lens (usually with an electrostatic extractor field) yields a reciprocal image in its backfocal plane (BFP), which is magnified on the image detector. This recording mode bears several essential differences in comparison with previous approaches: The diffractograms are observed in reciprocal space (i.e. on a momentum scale) instead of real-space polar coordinates. The k-field of view in the present study is up to ∼14 Å⁻¹ at 7 keV, corresponding to a small polar angular range of 0°–9°. The k-resolution of ∼0.03 Å⁻¹ corresponds to an angular resolution of 0.03°. For the small angular range, full-field imaging works without sample rotation, similar to the display-type solutions. Larger off-normal observation angles are accessible by rotation of the sample using a mode with zero extractor field. The real-space observation mode (PEEM mode) facilitates checking of surface quality and easy selection of desired sample areas.

The aim of this first detailed momentum-microscopy XPD study was to explore the so far inaccessible regime of high-resolution, small-angle hXPD and to compare the measured diffractograms with state-of-the-art dynamical calculations using the Bloch-wave approach [7, 29]. We stress the complementarity of the present results with XPD work on much larger angular scales. High-resolution k-space mapping offers an increased sensitivity to the effects of long-range order, which can be revealed in the fine structure of bulk diffraction features. Wide-angular-range investigations are focussed on the local order around the photoemitter sites (even without long-range order), as manifested e.g. by the forward-focussing directions toward neighbour sites.

2. Photoelectron diffraction in the Kikuchi model

At kinetic energies in the range of several keV, the probing volume of hard x-ray photoemission is characteristic for the bulk structure of the sample, with severely reduced sensitivity to surface effects. This is why at high kinetic energies photoelectron diffraction effects in single crystals can be interpreted in terms of diffraction effects at the lattice planes of the crystal [1, 14].

Photoelectron diffraction is a special case of the general problem of electron emission from sources inside a crystal for which a general description can be given using the dynamical theory of electron diffraction [13, 30]. Just like in the diffraction of an incident plane wave beam, the geometrical key concept of diffraction patterns from internal sources is the Bragg reflection condition for the crystal lattice. For a specific lattice plane, the Bragg reflection condition with Bragg angle θ_B is fulfilled for incident and reflected wave vectors on cones with half opening angle of 90°−θ_B with the lattice plane normal as the symmetry axis of these so-called ‘Kossel cones’ [13]. Depending on the geometrical conditions of the measurement, the Kossel cones are imaged as conic sections. In the gnomonic projection corresponding to projection from a point source onto a detection plane, for example, the Kossel cones result in hyperbolic edges of the Kikuchi bands. With small Bragg angles and correspondingly large opening angles of the two Kossel cones on either side of a lattice plane, these hyperbolas will look almost linear. When measuring energy-dependent diffraction features in k_x,k_y-space, Kikuchi bands with their lattice plane normals (hkl) in the projection plane will show a constant width corresponding to the reciprocal lattice vectors g_{hkl}. Kikuchi bands of inclined planes will vary according to the respective z-component of the g_{hkl} in the projection k-space.

Figure 1 shows an example Kikuchi pattern calculated for Graphite when projected on a planar screen perpendicular to [001]. In figure 1, we look edge-on onto the lattice planes which contain the [001] direction in the centre. These planes are perpendicular to the (001) surface plane. The advantage of the gnomonic projection is the fact that the projections of all (t) lattice planes are straight lines, and the intersection of these lines mark a corresponding zone axis, i.e. the direction that is contained by both planes. As can be seen in the inset showing the graphite crystal structure, the (100) and (110) lattice planes correspond to Kikuchi bands at angles of 30°. Similarly, the width of these Kikuchi bands is determined by the lattice plane spacings d_{hkl} = 2π / |g_{hkl}|. From a calculation of the structure factors [31], the strongest Kikuchi bands can be expected for the reflections in the
order (110), (100), (300), (220) and their symmetry-equivalent reflections, which are considered in the intensity simulation of figure 1 (see below for the theoretical details). The respective Bragg angles \( \theta_B \) can be measured approximately by the angular separation of the Kikuchi band edges from the projection of the lattice planes \((hkl)\) shown as dashed blue lines in the band centres. In figure 1, the hyperbolic shape of the Kikuchi band edges is caused by the conic section of the projection plane with the Kossel cones with their symmetry axis along \( g_{hkl} \). The band edges \( K \) and \( K' \) mark directions on the two Kossel cones with their symmetry axis along \( g_{hkl} \) and the angle between the band edges is \( 2\beta \). In the \( k_x-k_y \) projection measured in the momentum microscope (bottom left), the size of the Brillouin zone in the projection plane can be calibrated from the width and orientation of the Kikuchi bands related to \( |g_{hkl}| \) (inner dark hexagon in bottom left inset is the projected BZ). In the experiment, for the small angular range of \(<20^\circ\) relative to [001], the geometry of the gnomonic projection and the \( k_x-k_y \)-plane is the same.

Concerning the quantitative simulation of the electron diffraction effects from atomic emitters, the Bloch wave model [32] is an efficient approach for simulations of photoelectron diffraction in the hard x-ray regime. Most importantly, the three-dimensional symmetry of the atomic arrangements around the photoemitters is explicitly included in the theoretical formulation. This is a simplification compared to multiple scattering cluster models, which allow arbitrary atomic arrangements to be handled, including surface effects. In the limit of bulk diffraction in single crystals, however, both types approaches deliver similar results [7, 29].

In brief, the Bloch wave model of high-energy electron diffraction considers the coherent scattering of an incoming plane wave beam by the crystal, which leads to a spatially modulated probability to find an electron at a specific point in the crystal unit cell. Application of the reciprocity principle [33] shows that this is equivalent to the time-reversed problem of calculating the intensity that is originating at a specific point in the unit cell and which is then diffracted into a plane wave that moves into a direction measured by the electron energy analyser. In the Bloch wave approach of the dynamical theory of electron diffraction in single crystals [34] the scattering potential is assumed to have the bulk symmetry, and the wave function \( \Psi(\mathbf{r}) \) inside the crystal is described as a

**Figure 1.** Theoretical Kikuchi pattern of Graphite near the [001] zone axis. Gnomonic projection in a plane perpendicular to [001] with viewing angles \( \pm 45^\circ \). The blue dashed lines indicate the projections of lattice planes \((hkl)\) shown by blue labels. The Kikuchi bands extend from the lattice plane projections by \( \pm \) the Bragg angle \( \theta_B \) of the reciprocal respective lattice vectors. In the chosen projection of the lattice planes with \( l = 0 \), the angles between the Kikuchi bands directly correspond to angles between lattice planes in the crystal structure (bottom right inset). The Kikuchi band edges \( K \) and \( K' \) mark directions on the two Kossel cones with their symmetry axis along \( g_{110} \), and the angle between the band edges is \( 2\beta \). In the \( k_x-k_y \) projection measured in the momentum microscope (bottom left), the size of the Brillouin zone in the projection plane can be calibrated from the width and orientation of the Kikuchi bands related to \( |g_{110}| \) (inner dark hexagon in bottom left inset is the projected BZ). In the experiment, for the small angular range of \(<20^\circ\) relative to [001], the geometry of the gnomonic projection and the \( k_x-k_y \)-plane is the same.
superposition of $j$ Bloch waves:
\[ \Psi(r) = \sum_j c_j \exp[i(k^{(j)} \cdot r)] \sum_g C^{(j)}_{g} \exp[i(g \cdot r)] \]  
(1)

with wave vectors $k^{(j)}$ and the reciprocal lattice vectors $g$. For a given incident beam with kinetic energy $E$, the Schrödinger equation is then solved for the expansion coefficients $c_j$ and $C^{(j)}_{g}$, as well as the wave vectors $k^{(j)}$ of the Bloch waves. The calculation of the $k^{(j)}$ for a given energy $E$ can also be called the ‘inverse band-structure problem’ [35], because in electronic band-structure calculations, the energy levels $E_j$ in a band $j$ are determined for a given Bloch wave vector $k$. For high-energy electron diffraction, the Schrödinger equation can be transformed into an eigenvalue problem for a general complex matrix by introducing the high-energy forward-scattering approximation [36]. The eigenvalue problem is solved by standard numerical procedures, where the matrix dimensions are determined by the number of the Fourier coefficients $V_{g}$, which are used to approximate the periodic scattering potential. These coefficients are related to the respective reciprocal space vectors or reflecting sets of lattice planes $g$. Since we measure core-level photoelectrons, we know that these electrons are produced at the positions of the crystal atoms. We thus calculate the respective overlaps of the diffracted wave function with point sources centred at the positions of the emitter atoms, broadened by thermal vibrations [32]. Considering low-energy photoemission and electron diffraction, a more general Bloch wave band-structure approach can be used to describe, for example, angle-resolved photoemission from valence bands [35].

One of the advantages of the Bloch wave approach is that reciprocal lattice vectors related to individual lattice planes are used to describe the effects of crystal symmetry. This allows a rather direct connection between the underlying building blocks of the theory, which are the Fourier coefficients of the crystal potential, and the experimentally observed Kikuchi band features, which are related to the projections of the lattice planes. In comparison, the real-space cluster approach is extremely effective at describing the local short-range order and is used to interpret the diffraction pattern in terms of changes in the nearest emitter environment because the individual scatterer potentials are the building blocks of the cluster approach. Such short-range effects, which break the long-range symmetry, are hard to handle in the Bloch wave approach for a bulk single crystal. On the other hand, the Bloch wave approach is very efficient for handling the connection of diffraction and internal inelastic excitations of the crystal, because the transition matrix elements can be formulated in a straightforward way based on plane-wave expansions of states, which are defined with well-defined crystal momentum $k$ from the outset.

3. Experimental and theoretical details

3.1. Experimental technique

Hard x-ray XPD patterns were taken in the geometry sketched in figure 2 for 20 different photon energies in the range of 2.840–7.283 keV. The signal from the C 1s core level was selected by setting the proper sample bias such that the point of best focussing coincides with the maximum of the C 1s peak (see spectrum in figure 2). Graphite turned out to be favourable as the first example of Kikuchi-band observation using the new method. C is the only core level; hence its signal appears prominent above a very low background. Moreover, due to its low Z the scattering factor is low [36] which leads to pronounced Kikuchi patterns with straight lines and bands clearly visible in real time (exposure 1 s) which makes adjustment of the optics very easy. We used a natural Graphite single crystal (origin: Ticonderoga mine, USA).

The experiment was carried out at the high-brilliance beamline P22 of PETRA III at DESY (Hamburg) providing up to $1.1 \times 10^{13}$ hard x-ray photons per second in a focal spot of $\sim 20 \times 15 \mu m^2$ [37]. For most measurements we used the Si(111) double crystal monochromator ($\Delta E/E \approx 1.3 \times 10^{-4}$, bandwidth 450 meV at $h\nu = 5$ keV), a few measurements were done with the Si(311) crystal ($\Delta E/E \approx 3 \times 10^{-5}$, flux $\sim 2 \times 10^{12}$ $h\nu/s$, bandwidth 155 meV at 5 keV). A bandwidth of $\sim 50$ meV is already available using a single Si(333) channel-cut crystal operating close to 6 keV [38]. A similar small bandwidth will be possible in the full energy range using an additional post-monochromator.

The present results have been obtained with a new design of time-of-flight (ToF) momentum microscope. The operation principle is the same as described in [39] but its electron optics has been optimised for maximum $k$-field acceptance. The key element is the objective lens, which can image diameters exceeding 22 Å$^{-1}$ with low aberration and image field distortion in the Fourier image in the BFP (figure 2). The subsequent ZOOM optics transfers this high-energy image to the low drift energy in the field-free drift tube (length 1 m) with well-shielded magnetic fields. Typical drift energies for sufficient energy/time dispersion in HAXPES experiments are in the range of 20–50 eV. The large transversal electron momentum causes a substantial angular divergence in the drift section. The electrons are recorded with respect to their $(x, y, t)$-coordinates by a delay-line detector [40] with 80 mm active diameter having 80 μm and 180 ps lateral and time resolution, respectively. For the present
geometry maximum $k$-fields of $14\to16$ Å$^{-1}$ are recorded, limited by the 80 mm diameter of the detector. For valence-band $k$-mapping this covers the central Brillouin zone (BZ) and two rings of repeated BZs (in total 19 BZs in parallel for the hcp metal Re [38]).

At this point, it is worthwhile considering which $k$-field-of-view is adequate for recording detail-rich hXPD patterns. Compared to the previous investigations which focussed on the local order around the photoemitter sites (as manifested e.g. by the forward-focussing directions toward neighbour sites), high-resolution $k$-space mapping offers an increased sensitivity to the effects of long range order, which can be revealed in the fine structure of bulk diffraction features. A $k$-microscope observes XPD patterns in coordinates of the parallel momentum $k_{||}$. Their interpretation and discussion relies on $k$-space coordinates as well (see below). It is well known that in the several-keV range Kikuchi bands dominate the photoelectron diffractograms [7]. Kikuchi diffraction [41] has been studied in much detail in scanning and transmission electron microscopy [42, 43], where it is an established method for structural microanalysis. In the present work we studied the inner region of the hXPD pattern, which looks practically structureless in most previous XPD studies, see, e.g. the patterns recorded with hard x-rays at comparable energies (5.4 keV) in [11]. The measured $k$-image of the C 1s core-level (signal A) in figure 2 shows a pronounced Kikuchi pattern with rich fine structure. The result of the Bloch-wave calculation ($A'$) is in perfect agreement with experiment.

The $k$-space metric of Kikuchi bands crossing the centre of the XPD pattern of a low-index crystal surface is simple and allows reconstructing the projected reciprocal lattice. As described in figure 1 the central bands originate from sets of lattice planes oriented perpendicular to the surface. In the case of graphite the dominating sixfold-symmetric Kikuchi pattern ($A$ and $A'$ in figure 2) originates from reflection at the lattice plane (110), see figure 1. The width of the prominent Kikuchi band is given by the corresponding reciprocal lattice vector $|\mathbf{g}_{10}| = 2\pi/1.228$ Å = 5.1166 Å$^{-1}$. In order to see the central crossing region and its surroundings in much detail, an imaged $k$-field diameter of about two times the bandwidth, i.e. $\sim 10$ Å$^{-1}$ should be sufficient. The electron optics resolves approx. 400 pixels along the image diagonal, corresponding to a $k$-resolution of 0.025 Å$^{-1}$. Translated to polar coordinates this value corresponds to an angular resolution of 0.034° (for 7 keV energy). We recall that the hXPD patterns have a fixed metric in $k$-space (fixed width of the Kikuchi bands) and due to the high momentum resolution the rich fine structure in the crossing region can be resolved. This high resolution comes at the expense of the size of the $k$-field. Diameters above 2 times the width of the Kikuchi band are sufficient for a detailed comparison with a calculated hXPD pattern (compare $A$ and $A'$).

Parallel energy recording via ToF yields energy bands of several eV width in parallel in a single acquisition. Hence, it is possible to extract several different diffractograms from a single 3D data array, as demonstrated in

---

**Figure 2.** Schematic view (strongly simplified) of the time-of-flight momentum microscope and recording scheme of core-level hard x-ray photoelectron diffraction (hXPD). The basic principle is the same as in all cathode-lens $k$-microscopes, i.e. a momentum image exists in the backfocal plane BFP of the objective lens and this $k$-image is magnified on the image detector. Energy discrimination is facilitated by a low-energy ToF section which converts the energy distribution to a time spectrum. This time spectrum is recorded by a delay-line detector (DLD). $A$ and $B$ are recorded diffractograms at the carbon 1s peak and in the inelastic-loss part of the spectrum (at $E_{\text{final}} = 7.015$ and 7.006 keV, respectively) as denoted by the arrows. $A'$ shows the calculated hXPD pattern corresponding to measurement $A$. In the present instrument the diameter of the imaged $k$-field can be zoomed between $\sim 2$ Å$^{-1}$ and $> 22$ Å$^{-1}$.
the lower part of figure 2. Integrating over a small energy interval close to the maximum of the C 1s signal (here at a kinetic energy of 7.015 keV) yields the core-level diffractogram (A). Integrating over an energy interval in the low-energy tail (here around a loss-energy of 8 eV) yields the ‘energy-loss hXPD diffractogram’ of the electrons that have been inelastically scattered (B). In the present case the diffractogram of the scattered electrons looks very similar to the C 1s diffractogram. This is different for compounds with several constituent atoms on different sites. The width of the usable energy interval is determined by the chromatic aberration of the lens optics, which depends on the size of the photon footprint on the sample surface. Given the footprint of $20 \times 30 \mu m^2$ in the present experiments, the usable interval is up to $\sim 8$ eV.

All results shown below have been obtained with a moderate extractor field of the order of 500 V mm$^{-1}$. The new objective lens allows operation at zero extractor field, thereby sacrificing about 20% of the size of the $k$-field. The zero-field mode opens the path to strongly off-normal emission, in principle until grazing takeoff angle. So, if certain angular intervals are particularly sensitive on structural changes, e.g. in phase transitions, these intervals can be selected using zero-field mode and off-normal emission [38]. An example of such an off-normal hXPD pattern is shown in the supplemental information available online at stacks.iop.org/NJP/21/113031/mmedia. The size of the momentum-space interval in this mode varies between 12 and 18 Å$^{-1}$ dia., depending on final-state energy.

3.2. Kikuchi diffraction simulations for graphite

The following parameters were used in the simulations discussed below. The lattice constants of Graphite were taken as $a = 2.459$ Å and $c = 6.969$ Å. For description of the observed region in $k$-space, we used a total set of about 3800 possible reciprocal lattice vectors $g_{hkl}$ with lattice spacings $d_{hkl} > 0.1$ Å, from which an average number of about 70 strong reflections was selected for exact matrix diagonalization of the Schrödinger equation at each $k$-vector of observation. The inelastic mean free path (IMFP) was assumed to be 9 nm in the whole energy region between 2.5 and 7 keV. The phenomenological effects of thermal vibrations at the measurement temperature of 30 K during the experiments and other types of remaining disorder were included via a Debye–Waller parameter of $B = 0.2 \, \bar{\Lambda}$, where $B$ for the reflection $g_{hkl}$ is related to the expression for the kinematic intensity $I(hkl) = f_{hkl}^2 \exp(-2M)$ with $M = B(\sin \theta_{hkl}/\lambda_e)$, taking $\theta_{hkl}$ as the Bragg angle and $\lambda_e$ as the electron wavelength [44].

In order to illustrate the effects of the considered number of lattice planes in the Kikuchi pattern simulation, in figures 3(a)–(d) we show simulations with a decreasing minimum lattice spacing $d_{hkl}$. It can be seen that the lattice planes with small spacings and correspondingly large Bragg angles are responsible for the formation of the fine structure in the Kikuchi pattern, including the dark features inside the central zone axis. We also note that circular features and other complex intensity distributions are all formed as envelopes of lines.

Figure 3(a) starts with the set of (1 0 0) lattice planes which have the largest spacing of $d_{100} = 2.13$ Å, leading to a very simple hexagonal pattern of crossing Kikuchi bands. The next step (b) includes additionally the set of
(110) with spacing $d_{110} = 1.23$ Å, causing a new set of wider Kikuchi bands being rotated by $30^\circ$ with respect to the narrower (100) bands. The (110) set causes the fundamental strongest bands seen in the experiment, whereas the (100) set appears much weaker as can be expected from a structure factor analysis [31]. As shown in the simplified pattern in figure 1, the strongest bands are expected for the reflections in the order (110), (100), (300), (220) and their symmetry-equivalents. The (110) bands are expected to be almost twice as strong as the (100), which is also seen in the dynamical simulations of figures 3(a) versus (b). Note that the central star of (a) shows up as fine structure in (b)–(d). This is an important principle: near strong zone axis, i.e. inside the crossings of strong Kikuchi bands, the fine structure can be a fingerprint of other sets of Kikuchi bands, which, for example, have a larger $d_{110}$ (smaller band width) or which are inclined to the planes of the main feature.

The Kikuchi patterns will also depend on the IMFP, as is shown in figures 2(e)–(h). Due to the reduced multiple scattering in thin crystal regions, the patterns for IMFPs below 5 nm look increasingly blurred for a decreasing IMFP. The Kikuchi patterns of Graphite converge for an IMFP near 9 nm in the energy range between 2.5 and 7 keV that is investigated here. In figure 2(e) the strong confinement of the IMFP to 0.5 nm (less than the lattice constant $c$) leads to a suppression of the long-range diffraction features. In turn, this pattern somewhat resembles a result of a calculation in the cluster model at low energies. The outer six bright spots in (e) reflect the forward-scattering at nearest neighbours in the next layer (averaged over all sites of the Graphite lattice).

We conclude that the Bloom-wave approach to electron diffraction from lattice planes is very useful to interpret diffraction features of hXPD patterns, which are caused by the bulk crystal structure. From the point of view of quantum mechanics, the Ansatz for the wave function $\Psi(r)$ inside the crystal as a superposition of Bloch waves with well-defined wave vectors $k$ and reciprocal lattice vectors $g$ (equation (1)) [34] is a proper description for fast electrons in a bulk crystal and hence adequate for deeply-bulk-sensitive photoemission. We will see that this model yields excellent agreement with the experimental results for Graphite throughout the entire energy range from 2.3 to 7 keV. In particular, we will discuss the fine structure near the [001] zone axis (see section 4.2), which is caused by Bragg reflection of electrons from lattice planes which do not contain the [001] directions. Such bulk effects on very small angular ranges would be extremely hard to handle in a spherical wave cluster approach, because of the necessary requirements on the degree of the spherical harmonics used for the scattering calculation, i.e. the angular frequencies of the spherical harmonics need to fit to the observed angular variations in the measured data.

### 4. Results and discussion

#### 4.1. Carbon 1s diffractograms

Figure 4 presents a collection of the C 1s core-level measurements at 18 photon energies between 2.8 and 7.3 keV. The whole sequence was measured within a few hours thanks to the parallel acquisition scheme and the high brilliance of beamline P22 at PETRA III. Recording hXPD patterns via full-field imaging instruments.

The quantity relevant for the diffraction dynamics is the photoelectron wavelength $\lambda_e$ inside of the material, related to the final-state momentum $k_{\text{final}}$ as $\lambda_e = 2\pi / |k_{\text{final}}|$. When deriving this quantity from the photon energy set by the monochromator and the tabulated binding energy of C 1s in Graphite ($E_{\text{bi}} = 284$ eV), two additional empirical quantities have to be taken into consideration. The effective mass $m_{\text{eff}}$ of the high-energy photoelectron can still differ from the free-electron mass $m_e$. In addition, the final-state energy $E_{\text{final}}$ inside of the material is higher than the vacuum kinetic energy $E_{\text{kin}}$ by the inner potential $V_0^*$. The final-state momentum is given by

$$|k_{\text{final}}| / \text{Å}^{-1} = (1/\hbar) \sqrt{(2m_{\text{eff}} E_{\text{final}} / eV) \approx 0.512 \sqrt{(m_{\text{eff}} / m_e) (E_{\text{final}} / eV)}}, \quad E_{\text{final}} = h\nu - E_{\text{bi}} + V_0^*,$$

where both $E_{\text{bi}}$ and $V_0^*$ are referenced to the Fermi energy and the work function does not show up since we consider the electrons inside of the crystal. $V_0^*$ and $m_{\text{eff}}$ are assumed to be energy dependent, i.e. there is no ‘universal’ final-state parabola that is valid throughout a large energy range. For Graphite we take the value $V_0^* = 13$ eV from [45] and assume $m_{\text{eff}} / m_e = 1$. Measurements for tungsten yielded $m_{\text{eff}} / m_e = 1.07$ at 1 keV [38] and 1 at 6 keV [46]. For Mo we found $m_{\text{eff}} / m_e = 1.03$ at 460 eV and $m_{\text{eff}} / m_e = 1$ already at 1.7 keV [47]. For these reasons, the panels list the final-state energies and not the photon energies.

For a large variation of several keV of the initial kinetic energy in vacuum $E_{\text{kin}}$ the $k$-field of view of the momentum microscope varies substantially. This is a general property of cathode lenses and a consequence of the rather small extractor voltage $U_{\text{ext}}$ in relation to the kinetic energy. The deviation from a constant field-of-view scales with the ‘immersion ratio’ $E_{\text{kin}} / (E_{\text{kin}} + e U_{\text{ext}})$ which varies from 0.23 to 0.38 in the series of figure 4.

For comparison, in a typical LEEM experiment this ratio is $<10^{-3}$, i.e. in LEEM the $k$-field of view is perfectly achromatic upon variation of the kinetic energy in the eV range [48, 49]. In order to compare diffractograms
taken at different kinetic energies with each other and with theory we have scaled all patterns to identical $k$-scales. Moreover, the patterns have been threefold symmetrized (as described in the supplement).

The eye-catching features in all images are the following.

(i) The bright central hexagon being the zone axis, i.e. the intersection region of all three (110) Kikuchi bands.
(ii) The adjacent triangles being the intersection region of two of the three bands, visible bright in (f).
(iii) The three (110)–bands being confined by a dark line on both sides (best visible at high energies, see (r)).
(iv) The outer tips of the triangles showing a pronounced intensity enhancement between 5 and 6.3 keV, see (k)–(p).

Closer inspection reveals many fine details.

(v) The filigree internal structure of the central hexagon.
(vi) The system of fine dark and bright lines across the entire field of view, and
(vii) Further spot-like intensity enhancements at crossing points of lines (e.g. in (q)).

Features (i)–(iv) are fixed on the k-scale, (iv) appears almost ‘reflex-like’ in (n)–(p). (v)–(vii) are different in all panels (a)–(r), most of the lines (vi) shift with varying energy and the reflex-like spots (vii) show a resonance-like spectral dependence.

At $E_{\text{final}} = 7015$ eV we have $|\mathbf{k}_{\text{final}}| = 42.9 \text{ Å}^{-1}$. The border of the Kikuchi band passes the centre of the pattern ($k_{||} = 0$) at a distance of 2.558 Å$^{-1}$, which corresponds to a polar angle of only 3.4° in panel (r). This underlines that a very high angular (or momentum) resolution is indispensable in order to observe the narrow lines and the fine structure in the diffractograms.

The sequence reveals the remarkably strong energy variation of the fine structure within the central hexagon. We have seen in figures 1 and 3 that this fine structure is partly connected with the (100)–type Kikuchi bands. At higher energies (bottom row of figure 4) there appear to be rings around the zone axis with diameter resembling the bright central feature in figure 1 with $g_{100} = 2.95 \text{ Å}^{-1}$.

In view of previous XPD results in literature the rich structure of fine details in a small angular range of a few degrees and their rapid variation with energy were surprising and rose the incentive to understand the structure of the patterns by means of a diffraction calculation. The second surprise was the excellent one-to-one agreement of the Bloch-wave model calculation with the experiment. Figure 5 shows a selection of five energies, the full sequence is shown as a movie in the Supplemental Material. The figure reveals that, without exception, all details contained in the measured diffractograms are found in the calculation as well. The only significant
differences are that the experimental patterns are slightly blurred and some details appear at different relative brightness. All above-mentioned features (i)–(vii) appear in theory as well. Compare, e.g. details of the fine-structure in the inner hexagon or the resonance like enhancement at the tips of the triangles in figures 5(d) and (j). In order to probe the agreement at a selected subtle detail we investigate the region close to 3.765 keV in the next section.

4.2. Zone axis fine structure due to inclined lattice planes
A particularly interesting feature appears in the region between 3.0 and 3.5 keV where it seems that narrow Kikuchi bands are running through the centre, changing their contrast at the crossing point 3.265 keV (see figures 6(a)–(c) for the experiment, (d)–(f) for the calculation). The appearance of such narrow bands which also change their width rapidly with energy is not expected from the crystal structure of Graphite, where the narrowest bands are caused by the (100) bands in the [001] zone axis (compare figure 1).

In order to analyse the geometrical situation at the investigated energies, we show in figures 6(g)–(i) the two groups of low-index lattice planes, which are responsible for the formation of the main hexagonal zone axis feature. The group with larger spacing is [(110), (2−10) and (1−20)], the one with narrower spacing [(100), (1−10) and (0−10)]; note that the widths of the corresponding Kikuchi bands reflect the reciprocal lattice. A comparison to the experimental data shows that the angular width of these bands is decreasing with increasing kinetic energy as expected. In addition to these wide bands, in the experiment (a)–(c) we see the narrow band-like features (marked by red lines and arrows), which cross the central [001] direction and result in a feature with higher intensity at 3.015 keV and a dark feature at 3.515 keV. These band-like features are perfectly reproduced by the calculation (d)–(f). The alignment of these features with the projected (110) lattice planes shown as dashed blue lines in figures 6(g)–(i) seemingly indicates a connection between these features and the (110) lattice planes.

This assumption does not need to be true, as can be seen by comparison to the schematic sketch in figures 6(p)–(r). If we consider the Kikuchi bands for the (111)-type planes, the geometrical positions of their band edges at the given kinetic energy agree very well with the features observed in the experiment. The (111)-type lattice planes give rise to so-called higher order Laue zone (HOLZ) reflections, which are characterised by a non-zero component of the relevant g-vectors parallel to a specific zone axis. In the present case, this correspond to all ghlk which have a non-zero l, in contrast to the (hk0) reflections in the zero-order Laue zone (ZOLZ) sketched in figures 6(g)–(i). The lattice planes with ghk0 have their normal perpendicular to [001], whereas the (111) planes are inclined at a different angle.

In order to prove our hypothesis about the role of the (111)-related HOLZ reflections, we use hXPD Bloch wave diffraction simulations as shown in figures 6(j)–(o). In the simulations of figures 6(j)–(l) we included only the main 12 reflections of the (100) and (110) types and we then switched on the additional 12 (222)-type reflections in figures 6(m)–(o). It can clearly be seen that the inclusion of these latter reflections (indicated in (q)) leads to the appearance of the features marked in red in figures 6(a)–(c). The effect of g_{222} is relatively strong because the absolute value of the structure factor of the (222) HOLZ reflections is still about 1/3 of the structure factor of the strongest (110) ZOLZ bands.

The calculation in figures 6(m)–(o) and geometrical analysis in (p)–(r) shows that the change from light to dark contrast in the centre is caused by the contraction of Kikuchi bands which correspond to different lattice
**Figure 6.** Analysis of the contrast reversal in the crossing region of two HOLZ (higher-order Laue zone) reflections in the vicinity of $E_{\text{final}} = 3265$ eV. (a)–(c) Experimental and (d)–(f) calculated diffractograms in this energy region; red lines and arrows denote the narrow ‘band’. (g)–(i) and (p)–(r) Lattice planes labelled (hkl) (blue dashed lines) in the zero-order Laue zone (ZOLZ) and higher-order Laue zone (HOLZ), respectively. The latter are responsible for the change of the features in the centre of the measured area. The lattice planes in (p)–(r) are inclined towards the surface, and the reflections correspond to (222) with $d_{222} = 1.014$ Å and corresponding Bragg angles near 10°. The change of the features near the central [001] zone axis is caused by the change in Bragg angles from 10.64° (3015 eV), 10.22° (3265 eV), to 9.84° (3515 eV). (j)–(l) and (m)–(o) Result of a 13- and 25-beam simulation, respectively.
planes, i.e. the band edges seen in the centre do not correspond to $\mathbf{g}_{\text{hkl}}$ and $\mathbf{g}_{-\mathbf{h}-\mathbf{k}-\mathbf{l}}$ for the same $h$, $k$, $l$. Instead, at the lower energy of 3.015 keV, the light region is contained inside two different overlapping Kikuchi bands with a Bragg angle of 10.6°, while at the higher energy of 3.515 eV the Bragg angle is only 9.8° and the regions are now slightly outside of both Kikuchi bands, so that the low-intensity part of the Kikuchi edge profile is causing the appearance of the dark features. One edge of the full Kikuchi band is $\sim 20°$ away from the other. We also note that in addition to the [001] direction which marks the hexagonal symmetry axis, additional lattice directions $[\mu\nu\sigma]$ can be derived as crossing points of the HOLZ lines as shown in figure 6(r). However, these lattice directions do not correspond to any easily observable features.

In summary of figure 6, we have illustrated the efficacy of the lattice plane interpretation for features in hXPD patterns. A crystallographic interpretation, of course, is also possible with diffraction simulations carried out in a cluster approach. The key advantage of the Bloch wave approach is, however, that the experimentally observed crystallographic features of lattice planes have one-to-one representatives in the theory (i.e. the Fourier coefficients of the scattering potential). In a practical analysis, this means that we can selectively switch on or off some specific lattice planes of interest as shown in figures 6(i)–(o). This would hardly be possible in a cluster approach, in which the concept of ‘lattice plane’ does not appear in the theoretical formulation. Instead, the cluster approach excels in a similar manner at explaining features, which are caused by scattering at atomic dimers etc, where the Bloch wave approach requires considerable effort [29].

5. Summary and conclusions

This paper presents the first photoelectron diffraction study with a momentum microscope at photon energies in the hard x-ray range. We have chosen a Graphite single crystal because it is prototypical for an elemental material with low scattering factor. The diffraction patterns recorded at 18 different photon energies between 2.5 and 7.3 keV (beamline P22, PETRA III, DESY, Hamburg) are dominated by the principal Kikuchi bands, originating from Bragg reflection at the (110)-set of lattice planes. The crossing region near the [001] zone axis of the sixfold-symmetric (110) Kikuchi bands exhibits a rich fine structure, which is partly originating from lattice planes that are inclined relative to the main (110) planes.

For interpreting the experimental results, we performed a series of calculations of Graphite diffraction patterns at identical kinetic energies using the Bloch-wave approach to electron diffraction from lattice planes. Making direct use of the translational symmetry of crystals, this model is expected to be more efficient at high photoelectron energies than the more common cluster-type calculations. One central question was at which minimum energy the Bloch–wave model is capable of describing the experimental diffractograms. Alongside with the experimental discovery of a filigree fine structure of the measured diffractograms, a similarly surprising result is the excellent one-to-one agreement of the Bloch–wave calculations with the experimental diffraction patterns throughout the entire energy range down to the lowest energy accessible at beamline P22.

The Bloch wave simulations were used to show that the (222) Bragg reflections govern the fine structure inside the [001] zone axis, despite the fact that these (222)-type Kikuchi bands are otherwise less visible due to their lower structure factor. The analysis explained a contrast reversal in the crossing region of two HOLZ (higher-order Laue zone) reflections in the vicinity of $E_{\text{final}} = 3265$ eV upon variation of the Bragg angle between 9.8° and 10.6°. The possibility to switch on or off specific lattice planes as reflectors turned out to be a valuable tool for disentangling the fine structure in the diffractograms. In view of such small Bragg angles a real-space description of the contrast reversal faces severe conceptual problems because of the necessity of long travelling distances of the photoelectrons. Moreover, the angular frequencies of the spherical harmonics must be very high in order to describe the observed rapid angular variations in the measured data. In turn, spherical harmonics up to high orders are required for a real-space scattering calculation, posing a severe numerical problem.

The advantage of the Bloch–wave model lies in the effective description of materials with perfect long-range order. The advantage of spherical-wave cluster calculations is their capability of treating non-3D-periodic systems like adsorbate structures. Both methods are thus equally powerful with complementary application scenarios.

The high-energy momentum microscope can record initial kinetic energies up to 8 keV and allows to perform full-field imaging of $(k_x-k_y)$ photoelectron distributions with a large field of view in k-space (up to $> 22$ Å$^{-1}$ diameter). In order to observe the zone fine structure with high resolution we have chosen a $k$-field-of-view of 14 Å$^{-1}$, about twice the width of the principal Kikuchi band. Translated to real-space (angular) coordinates this corresponds to a polar angular range of only 0°–9°, being much less than typical angular ranges in previous XPD experiments. However, our $k$-resolution of 0.025 Å$^{-1}$ is equivalent to an angular resolution of 0.034°, which is 1–2 orders of magnitude better than reported in previous work (all values for 7 keV kinetic energy).
A particularly intriguing advantage of the present approach is the possibility to combine high-resolution XPD, being sensitive on the geometric structure, with valence-band mapping, yielding the electronic structure. In the hard-x-ray regime the short photoelectron wavelength (<10% of the interatomic distances) ‘amplifies’ phase differences and turns hard-x-ray XPD into a very sensitive structural tool. Calculations for Si(001) revealed that changes of the lattice constant in the 1% range lead to clear changes in the zone axis phase differences and turns hard-x-ray XPD into a very sensitive structural tool. Calculations for Si

A practical aspect is the possibility to align the orientation of the sample very fast using pronounced Kikuchi bands as in the present work. Thanks to the high intensity of the core-level signals, patterns like the series in figure 4 are visible with good contrast in real-time with frame rates of 1 Hz. The straight lines can then be used to adjust the electron optics avoiding image-field distortions at large k-field diameters. The size of the projected BZ is immediately visible in the Kikuchi patterns, providing a metric in k-space.

Because of its bulk sensitivity, hXPD momentum microscopy also offers a way to investigate temperature-dependent phase transitions in crystals, possibly with time-resolution in pump-probe experiments. For example, in combination with fs x-ray pulses available at Free Electron Lasers, site-specific photoemitters in compounds will be used as ultrafast internal electron probes for chemically-resolved crystallographic investigations.

We thus expect hXPD to be a powerful tool to investigate the dynamic interplay between the state of the crystal structure and the electronic states of a material, which is important both for fundamental solid state physics as well as for materials science applications.
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