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Abstract: An efficient direction of arrival estimation method is proposed. The proposed algorithm accurately estimates the instantaneous frequency of signals received by multiple sensors (array of sensors/antennas). The estimated instantaneous frequency is then used to separate sources and estimate their direction of arrivals. Experimental results indicate that the proposed method achieves better performance than the existing methods both in terms of computational requirements and localization accuracy. It is also shown that the proposed method can work in under-determined situations.
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1. Introduction

Direction of arrival (DOA) estimation is an important problem in many real-life applications such as MIMO communication and radar signal processing. Multiple Signal Classification (MUSIC) is a well-known algorithm for DOA estimation that first computes the covariance matrix of the received signals and then performs Eigen decomposition of the covariance matrix to estimate the DOA [1–3]. Time–frequency (TF) MUSIC algorithm further enhances the MUSIC algorithm by employing spatial time–frequency distributions (STFDs) that allow the selection of high energy points in the TF domain thus improving the estimate of the covariance matrix [4–9]. Conventional time-domain MUSIC algorithm or its TF extension are only applicable in the over-determined scenario, i.e., when the number of sensors is higher than the number of sources.

STFDs can be employed to estimate DOA in under-determined scenarios, i.e., when the number of sensors is not higher than the number of sources. STFDs are used to extract the TF signatures of sources and then estimate their DOA separately thus enabling the Spatial TF approach to become applicable in the under-determined scenario [9,10]. TF filtering is another computational and memory-efficient approach that first separates sources and then employs MUSIC algorithm to estimate their DOAs [11–13]. In order to separate sources either through TF filtering or employing STFD based approach, we need to find out the TF signature of sources [13–17]. The TF signature of sources can be extracted using instantaneous frequency (IF) estimation methods like connected component linking [18] or blind source separation based methods [19,20]. However, these methods are not applicable to signals that intersect each other as the IF estimation method may switch to a wrong path after the intersection point e.g., Figure 1 illustrates a scenario when signal components intersect each other and when signal components do not intersect. For such signals, one approach can be to use morphological image processing techniques to extract TF signatures of sources [14,15]. However, morphological operations are sensitive to noise. DOA can be estimated in an under-determined scenario by using an orthogonal projection operator.
in combination with short-time Fourier transform [21]. This method assumes that at any given TF point number of sources is less than or equal to 2 [21]. Parametric methods like Hough transform are another option to estimate DOA for more than 2 signals intersecting each other but this approach is limited only for linear frequency modulated signals [22]. Matching pursuit has also been used to estimate the TF signature of sources but this method requires signals to follow some parametric model [23]. In our earlier studies [24,25], two DOA estimation methods have been developed for sources that intersect each other in the TF domain. One of these methods first enhances STFD with directional smoothing and then employs the Viterbi algorithm for IF estimation followed by source localization [24,26]. The major limitation of this method is the extensive computational cost due to both the computation of the STFD and the Viterbi algorithm [27]. The other method uses ridge detection and tracking-based IF estimation method for source separation followed by DOA estimation [25,28]. The method is thus computationally efficient as compared to the Viterbi algorithm, but it still requires the computation of adaptive directional time–frequency distribution (ADTFD), which is a computationally expensive step.

Figure 1. Time–frequency representations of (a) non-overlapping signal components and (b) intersecting components.

In short, the DOA estimation in an under-determined scenario at a low signal-to-noise ratio becomes a challenging problem when signal components cross each other because the existing methods are either too computationally expensive or they require signal IF laws to follow any particular signal model. In this study, we propose a computationally efficient method to estimate DOA in an under-determined scenario. The proposed method first estimates the IF of a multi-component signal by developing an efficient IF estimation algorithm for multi-sensor scenario (i.e., when the signal is received by multiple sensors). The estimated IFs are then used to separate sources. Finally, the DOA of each source is separately estimated by employing the MUSIC algorithm.

The salient features of the method are:

• The method can achieve good performance in low signal to noise ratios in both under-determined and over-determined scenarios.
• The method is applicable to a large class of signals and does not require signals to have a non-overlapping signature in the TF domain or follow a specific mathematical model.
• The method is computationally efficient as compared to the methods of similar performance.

The key contributions of this study are as follows:

• A computationally efficient and accurate multi-sensor IF estimation algorithm is developed that achieves better performance without requiring the computation of Adaptive directional time–frequency distributions [28] or Viterbi algorithm [26] thus both reducing computational cost and resulting in improved performance.
• A DOA estimation method, based on multi-sensor IF estimation, is developed that achieves better performance as compared to our existing methods, which are the Viterbi-based algorithm and ridge tracking approach, both in terms of computational cost and performance [24,25].

The remaining paper is organized as follows. The signal model is presented in Section 2. The proposed methodology is elaborated in Section 3. The computational
cost comparison with other related methods is given in Section 4. Numerical results are provided in Section 5 and work is concluded in Section 6.

2. Signal Model

Let us consider a uniform linear array with \( M \) elements that receives a total of \( V \) source signals from different directions as shown in Figure 2. The sources are assumed to be static points from which the signal energy is originated. For example, the received signals may be emission of electromagnetic energy from transmitters at different locations as in the case of passive RADAR systems (bistatic RADAR system). It is also assumed that the sources are in the far-field. For simplicity, the sources and antenna array are considered as co-planar. The received signals are modeled as:

\[
x(t) = As(t) + w(t) = \sum_{v=1}^{V} a(\theta_v)s_v(t) + n(t)
\]

In Equation (1), \( M \times 1 \) vector \( x(t) = [x_1(t), x_2(t), \ldots, x_M(t)]^T \) contains the received signals, \( V \times 1 \) sized vector \( s(t) = [s_1(t), s_2(t), \ldots, s_V(t)]^T \) contains \( V \) narrow band source signals, \( M \) elements of vector \( n(t) \) are additive white Gaussian noise (AWGN). Similarly, \( M \times V \) matrix \( A \) denotes a steering matrix which is modeled as:

\[
A = [a(\theta_1), a(\theta_2), \ldots, a(\theta_V)]
\]

The \( v \)-th column \( a(\theta_v) \) in the steering matrix \( A \) is called a steering vector that corresponds to the signal \( s_v(t) \) arrived from \( \theta_v \) direction:

\[
a(\theta_v) = \left[ e^{-j2\pi(\frac{d}{\lambda})\cos(\theta_v)}, e^{-j2\pi(\frac{2d}{\lambda})\cos(\theta_v)}, \ldots, e^{-j2\pi(\frac{(M-1)d}{\lambda})\cos(\theta_v)} \right]
\]

In Equation (3), the parameter \( \lambda \) represents the wavelength and parameter \( d \) denotes the distance between sensors. Similarly, the \( v \)-th source signal, i.e., \( s_v(t) \), is a frequency modulated (FM) signal, given as:

\[
s_v(t) = a_v(t)e^{j\phi_v(t)},
\]

where \( a_v(t) \) and \( \phi_v(t) \) are the instantaneous amplitude and the instantaneous phase of \( s_v(t) \). The IF of \( s_v(t) \) is given as:

\[
f_v(t) = \frac{1}{2\pi} \frac{d\phi_v(t)}{dt}
\]

Figure 2. Uniform linear array receiving signal from multiple sources.
3. Methodology

In this section, we present the details about the proposed DOA algorithm. In Section 3.1, an IF estimation scheme for signals received at multi-sensor is discussed. Then, in Section 3.2 we explain how the source signals are separated using the estimated IFs with the help of TF filtering. Finally, in Section 3.3 MUSIC algorithm is used to find the directions of the received source signals. For the facilitation of readers, the proposed methodology is illustrated in Figure 3.

Figure 3. The illustration of the proposed direction of arrival (DOA) estimation algorithm.

3.1. Multi-Sensor IF Estimation Algorithm

In this section, we develop a multi-sensor IF estimation algorithm by extending an existing mono-sensor IF estimation algorithm [27]. The proposed algorithm first estimates the IF of the strongest component, removes it from the given signal and this process is repeated till the IF of all the components has been estimated. To estimate the IF of the strongest component, the method first searches for the strongest energy TF point and then tracks the IF by exploiting the slow variation in IF curves. The details of the algorithm are given in the following subsections.

3.1.1. Finding out Highest Energy Time-Instant

The energy with in a short time $t + \Delta T$ to $t - \Delta T$ is found for the $k$-th sensor where $k = 1, 2, \ldots, M$, as:

$$\hat{e}_k(t) = \int_{t-\Delta T}^{t+\Delta T} |x_k(\tau)|^2 d\tau,$$

The short time energy is averaged across $M$ sensors to find $e_{avg}(t)$ as:

$$e_{avg}(t) = \frac{1}{M} \sum_{k=1}^{M} \hat{e}_k(t),$$

The highest energy time-instant is at the location where $e_{avg}(t)$ is maximum:

$$t_0 = \arg\max_t e_{avg}(t),$$

The obtained $t_0$ will be used to compute the windowed Fourier transform of the signals received at all the $M$ sensors for searching the location of the highest energy frequency bin.
### 3.1.2. Estimation of the Highest Energy Frequency Bin

Fractional Fourier Gaussian windows, i.e., $w_{\alpha_l}(t - t_0)$, are used to window all signals received at $M$-sensors. Then the Fourier transform of the windowed signal at $k$-th sensor $x_k(t)w_{\alpha_l}(t - t_0)$ is computed as [29]:

$$X_{k,\alpha_l}(f) = \int e^{-j2\pi ft}x_k(t)w_{\alpha_l}(t - t_0)dt,$$  \hspace{1cm} (9)

where $t_0$ represents the time shift, $k = 1, 2, \ldots, M$,

$$w_{\alpha_l}(t) = \frac{e^{j\alpha_l/2}}{\sqrt{j\sin(\alpha_l)}} \int_{-\infty}^{\infty} e^{-\frac{\mu^2}{2\sigma^2}} e^{j(\mu^2 + f^2)\cos(\alpha_l - 2\mu)/\sin(\alpha_l)}d\mu$$  \hspace{1cm} (10)

and $l = -L, -L + 1, \ldots, -1, 0, 1, \ldots, L$, $\alpha_l = \frac{l}{L}$ represents the rotation order and $L$ is the number of quantization levels for $\alpha_l$. In this study, $L = 100$. To reduce noise, the magnitude of the Fourier transform of the windowed signal is spatially averaged as:

$$\hat{X}_{\alpha_l}(f) = \sum_{k=1}^{M} |X_{k,\alpha_l}(f)|$$  \hspace{1cm} (11)

$\hat{X}_{\alpha_l}(f)$ is used to estimate both the peak frequency and rotation order:

$$(f_0, \alpha_0) = \arg \max_{f, \alpha_l} \hat{X}_{\alpha_l}(f)$$  \hspace{1cm} (12)

The IF at time-instant $t_0$ is given as: $\hat{f}_1(t_0) = f_0$.

### 3.1.3. IF Estimation

Starting from the time instant $t_0$ first the IF is estimated for the case $t > t_0$. Let us initialize $i = 1$ and $\hat{t} = t_0$. Then $\hat{t}$ is updated as: $\hat{t} = \hat{t} + T_s$, where $T_s$ is the sampling period. To estimate the IF at $\hat{t}$, we estimate $f_0$ and $\alpha$ that maximize the spatially averaged correlations of multi-sensor signals with the time-shifted and frequency modulated analysis window as:

$$(f_0, \alpha) = \arg \max_{f, \alpha} \sum_{k=1}^{M} \left| \int e^{-j2\pi ft}\hat{x}_k(t)w_{\alpha_l}((t - \hat{t}))dt \right|,$$  \hspace{1cm} (13)

The $\hat{f}_1(t)$ at $\hat{t}$ becomes: $\hat{f}_1(\hat{t}) = f_0$. Note that search for the maximum frequency is restricted around $f_0 - \Delta f \leq f \leq f_0 + \Delta f$ and search for the rotation order, i.e., $a$ is restricted around $a_0 - \Delta a_0, a_0, a_0 + \Delta a_0$ where $\Delta a_0 = \frac{1}{2\pi T_s}$. This restriction of the search space significantly reduces the computational cost. The process is repeated until $\hat{t} < T$, where $T$ is the duration of the signal. We can employ a similar approach for IF estimation at $t < t_0$.

### 3.2. TF Filtering Using IF and Covariance Matrix Estimation

Once the IF of a signal emitted by a source is estimated, a de-chirping based TF filter is applied to extract the source [30]. The de-chirping process using the IF $\hat{f}_v(t)$ for $v = 1, 2, \ldots, V$ is implemented as follow:

First, the phase of the signal, i.e., $\hat{\phi}_v(t)$ is estimated as:

$$\hat{\phi}_v(t) = 2\pi \int_0^t \hat{f}_v(\tau)d\tau.$$

$$v = 1, 2, \ldots, V$$  \hspace{1cm} (14)
Using \( \hat{\phi}_v(t) \), we de-chirp \( x_m(t) \) (signal received at \( m \)-th element of the antenna array) \([12,30]\):

\[
y_{v,m}(t) = x_m(t)e^{-j\hat{\phi}_v(t)}
\]

\[
y_{v,m}(t) = \left( \sum_{i=1}^{V} e^{-j2\pi \left( \left( \frac{(m-1)d}{\lambda} \right) \cos(\theta_i) \right) a^*_i(t) e^{j\phi_i(t)} \right) e^{-j\hat{\phi}_v(t)}
\]

\[
y_{v,m}(t) = e^{-j2\pi \left( \left( \frac{(m-1)d}{\lambda} \right) \cos(\theta_v) \right) a^*_v(t) e^{j\phi_v(t)}}
\]

\[
y_{v,m}(t) = \left( \sum_{i=1 \neq v}^{K} e^{-j2\pi \left( \left( \frac{(m-1)d}{\lambda} \right) \cos(\theta_i) \right) a^*_i(t) e^{j\phi_i(t)} \right) e^{-j\hat{\phi}_v(t)}
\]

Taking into account \( \phi_v(t) - \hat{\phi}_v(t) \approx 0 \), we have

\[
y_{v,m}(t) = e^{-j2\pi \left( \left( \frac{(m-1)d}{\lambda} \right) \cos(\theta_v) \right) a^*_v(t) e^{j\phi_v(t)}}
\]

We can extract instantaneous amplitude and phase information, i.e., \( e^{-j2\pi \left( \left( \frac{(m-1)d}{\lambda} \right) \cos(\theta_v) \right) a^*_v(t) e^{j\phi_v(t)} \), from \( y_{v,m}(t) \) by applying a low pass filter \([12]\). The source signal is obtained as:

\[
\hat{x}_{v,m}(t) = e^{-j2\pi \left( \left( \frac{(m-1)d}{\lambda} \right) \cos(\theta_v) \right) a^*_v(t) e^{j\phi_v(t)}
\]

The aforementioned procedure is utilized to extract signals received at all \( m \) sensors for the \( 'v \)-th source. The extracted signals are then stacked as:

\[
x_v(t) = [\hat{x}_{v,1}(t), \hat{x}_{v,2}(t), \ldots, \hat{x}_{v,M}(t)]^T.
\]

From \( x_v(t) \), the covariance matrix is estimated:

\[
D_v = \frac{1}{T} \int_0^T x_v(\tau)x_v^H(\tau)d\tau, \quad v = 1, 2, \ldots, V.
\]

### 3.3. Source Localization Using MUSIC Algorithm

The MUSIC algorithm is then employed as:

1. Both eigenvectors, i.e., \( \{\hat{\psi}_1, \hat{\psi}_2, \hat{\psi}_3, \ldots, \hat{\psi}_M\} \), and the corresponding eigenvalues, i.e., \( \{\varepsilon_1, \varepsilon_2, \ldots, \varepsilon_M\} \) are computed from \( D_v \).
2. The signal space is represented by the largest Eigen vector, i.e., \( \hat{\psi}_1 \), and noise space is represented by the remaining vectors as there is the only one source in \( D_v \). The DOA is estimated from the peak of the spatial spectrum \([1]\):

\[
P_{\text{MUSIC}}(\theta_v) = \frac{1}{\sum_{i=2}^{M} |\hat{\psi}_i(\theta_v)|^2},
\]

### 4. Computational Complexity

Each iteration of the multi-sensor IF estimation algorithm involves two major steps:

(a) searching the highest energy TF point and (b) IF-estimation at other time-instants. Time-instant with highest instantaneous signal energy is estimated with \( O(NWM) \), where \( W \) is the width of the window and \( N \) is the number of samples in the signal. The peak frequency bin is searched by using \( L \) Fourier transform operations for \( M \) sensors thus resulting in the computational cost of \( O(MLW\log W) \). The IF at other time-instant is estimated with the computational cost of \( O(3PMW) \) because the cost of computing Fourier
transform at a single bin is $O(W)$ and we compute FT using three different windows at $P$ number of bins for $M$ number of sensors. The IF is estimated at $N$ samples so the computational cost for all time-instants excluding the starting point becomes $O(3PMWN)$. The total computational cost of a single iteration thus becomes $O(3MPWN + MLW\log W + NWM)$. The algorithm is repeated for $V$ components so the total computational cost is $O(3VMPWN + VMLW\log W + NWMV)$. The computational cost of TF filtering and MUSIC algorithm can be ignored as these operations are $O(N)$, which is less than the order of the proposed algorithm.

5. Experimental Results

5.1. Two Sources

Let us consider two sources emitting the following signals that are received by three sensors.

\[ s_1(t) = e^{(0.1\pi t + a/\pi t^3)} \]
\[ s_2(t) = e^{(0.45\pi t - a/\pi t^3)}, \]

where $a = 1.8311 \times 10^{-5}$. The sources are placed at angles $-5^\circ$ and $5^\circ$. The signal duration is from 0 to 128 s with sampling frequency equal to 1 Hz. The signals are received by uniform linear array of 4 sensors such that spacing between two sensors is one half of the wavelength. The estimated IF of the signal using the proposed algorithm vs. the original IF is shown in Figure 4 and the estimated DOA vs. the original DOA are shown in Figure 5. The length of the Gaussian window used in this study is 63 with $\sigma = 1$ and $\Delta f = 2$.

![Figure 4. Estimated IF (solid line) vs. original instantaneous frequency (IF) (dashed line).](image-url)
Let us compare the proposed algorithm with the conventional TF-MUSIC algorithm, the ADTFD based ridge tracking algorithm [25], and spatial adaptive TFD based Viterbi algorithm [24], for the signal to noise ratios (SNR) ranging from $-10$ dB to 10 dB, using the mean square error (MSE) as a criterion. The MSE between the original angle, i.e., $\theta$ and estimated angle, i.e., $\hat{\theta}$ is computed as:

$$\text{MSE} = 10 \log_{10}(\theta - \hat{\theta})^2$$

(23)

To estimate MSE 100 simulations are performed. The estimated MSE curves are plotted in Figure 6. The results demonstrate that the lowest MSE is obtained by the proposed algorithm for majority SNR.

Figure 6. Mean square error (MSE) curves of DOA estimates for over-determined scenario.
Let us now repeat the experiment for an under-determined scenario, i.e., for the number of sensors is equal to 2. In this scenario, the conventional TF-MUSIC algorithm cannot be employed, so the performance comparison is only made with the ADTFD based ridge tracking algorithm [25] and spatial adaptive TFD based Viterbi algorithm [24]. Figure 7 illustrates that the proposed method has the lowest MSE for SNR greater than \(-5\) dB. The code to reproduce the aforementioned results can be downloaded from https://github.com/nabeelalikhan1/DOA-using-FAST-IF (accessed on 3 February 2021).

![MSE curves of DOA estimates for under-determined scenario.](image)

5.2. Three Source Signals

Let us consider a scenario when three sources placed at angles \(-5^\circ\), \(0^\circ\) and \(5^\circ\) emit the following signals.

\[
s_1(t) = e^{(0.05\pi jt + a/\pi t^3)}
\]
\[
s_2(t) = e^{(0.3\pi jt - a/\pi t^3)}
\]
\[
s_3(t) = e^{(0.9\pi jt - a/\pi t^3)},
\]

where \(a = 7.1208 \times 10^{-6}\). The signals are received by uniform linear array of four sensors such that spacing between two sensors in one half of the wavelength. Let us compare the accuracy of the proposed method with the state of art methods including the Viterbi algorithm, ridge tracking algorithm use MSE as criterion for SNR ranging from \(-10\) dB to \(10\) dB by performing 100 simulations as shown in Figure 8.

Let us now repeat the experiment for an under-determined scenario by assuming that we now have 2 sensors to receive the signal emitted by three sources. The MSE curves are shown in Figure 9.

5.3. Interpretation of Results

Experimental results indicate that the proposed method has higher accuracy when compared with other recent methods [24,31]. The superior performance is due to the computationally efficient and robust IF estimation algorithm that results in accurate separation of sources thus accurate source localization. Commonly used IF estimation methods compute TFDs as a first step so that the signal energy is concentrated along IF curves in the TF plane and noise is spread out.
However, these TFDs fail to achieve good performance for signals with intersecting components thus resulting in the poor performance of the IF estimation algorithms [32]. This problem is partially mitigated by employing the adaptive directional kernel-based TFDs [28] or Viterbi Algorithm based methods [26,32], but these algorithms are computationally expensive. The computational cost of ridge detection and tracking method is $O(VMN^2 \log N + VQ^2 N^2)$, where $Q$ is the size of the smoothing mask. The computational complexity of Viterbi based algorithms is $O(VM^2 N^2 \log N + VMN^3)$ [33]. The proposed multi-sensor IF estimation algorithm accurately estimates the IF by adapting the direction of the analysis window with the signal characteristics thus resulting in accurate source separation and DOA estimates. The computational cost of the proposed method is $O(3VMPWN + VMLW \log W + NWMV)$, which is much less than the ridge tracking and viterbrae-based algorithms.

6. Conclusions

A novel direction of arrival estimation algorithm has been developed. The proposed algorithm first separates sources by developing an efficient multi-sensor IF estimation and
source separation algorithm and then employs the MUSIC algorithm for source localization. The proposed algorithm outperforms conventional TF-based source localization methods both in terms of its performance as well as computational requirements. Moreover, the proposed algorithm is applicable in both over-determined and under-determined situations. The main performance gain is achieved due to the multi-sensor IF estimation algorithm that can extract complicated TF signatures of intersecting signal components with the reduced computational cost at low signal-to-noise ratios.
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