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Abstract—Optical wireless communication (OWC) using intensity-modulation and direct-detection (IM/DD) has a channel model which possesses unique features, due to the constraints imposed on the channel input. The aim of this tutorial is to overview results on the capacity of IM/DD channels with input-independent Gaussian noise as a model of OWC channels. It provides the reader with an entry point to the topic, and highlights some major contributions in this area. It begins with a discussion on channel models and how this IM/DD Gaussian channel model comes about, in addition to an explanation of input constraints. Then, it discusses the capacity of the single-input single-output channel, its computation, and capacity bounds and asymptotic capacity results. Then, it extends the discussion to the multiple-input multiple-output setup, and reviews capacity bounds for this channel model. Finally, it discusses multi-user channels modelled as a broadcast channel (downlink) or a multiple-access channel (uplink), with their associated capacity bounds.
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I. INTRODUCTION

As our daily lives become ever more dependent on data-connectivity, the load on wireless networks continues to grow. Future networks are expected to have a great increase in machine-to-machine communications and smartphone traffic, and it is expected that wireless and mobile traffic will constitute 71% of the total IP traffic by 2022 [1]. Consequently, wireless networks’ capabilities have to continuously improve in order to cope with the mounting pressure. To realize this goal, there is continuous need for more bandwidth, which has triggered the research on millimetre waves [2] and terahertz communications [3] recently, and has also revived the interest in optical wireless communications (OWC).

OWC has a vast unlicensed bandwidth spanning around 3PHz. It can be used to create point-to-point links using lasers in what is known as free-space optics (FSO), and to create point-to-multipoint links using LEDs. FSO links can be used for front-haul and back-haul links between base-stations or for front-haul links in cloud radio-access networks for instance. The advantage compared to optical-fibre links is that FSO is less demanding in terms of deployment and infrastructure. LEDs can be used to realize visible-light communications (VLC) [4] for LiFi (Light-Fidelity) access-points [5, 6], which is useful for indoor (house and office lights) and outdoor (street lights), combining illumination and communication for increased energy efficiency. This is in addition to other applications such as non-line-of-sight links using ultraviolet light for civilian and military applications requiring enhanced security [7]–[10], underwater communications for subsea monitoring applications [11], [12], car-to-car [13], and on-chip communications [14]. All these application benefit from the wide bandwidth and license-free nature of the optical spectrum, and have been the topic of investigation over the last decade. See [15]–[20] for excellent surveys on the topic.

While OWC can be realized using coherent communication techniques where one can modulate and detect the amplitude and phase of the optical carrier (heterodyne detection) [21], a more favoured operation mode is incoherent OWC using intensity-modulation and direct-detection (IM/DD) due to its simplicity and low-cost [22]. In IM/DD, the light intensity is modulated as an information bearing signal, and information is recovered at the receiver side by detecting the intensity of received light. As a consequence of this operation, the modulating signal (current) is real-valued and positive. This is a fundamental distinguishing factor from radio-frequency (RF) coherent communications, where the modulated signal is complex-valued. Moreover, in IM/DD, the modulated signal may be peak-constrained and/or average constrained due to operational, safety, and illumination considerations [23]. Several models exist for IM/DD OWC including the Poisson channel [24], the square-root Gaussian channel [25], [26], the Gaussian channel with input-independent noise [27], [30], and the Gaussian channel with input-independent noise [31, Ch. 7].

Due to this fundamental difference, the performance of IM/DD OWC is evaluated using different techniques than coherent RF communications. We focus on performance in terms of capacity in this tutorial, i.e., the highest rate of information transmission under which the error rate can be made vanishingly small by increasing the code length [32]. Capacity analysis of the aforementioned channel models for
IM/DD OWC can be found in [24], [27], [31], [33]–[39]. In this tutorial, we focus on the Gaussian channel with input-independent noise and with a real-valued, nonnegative, peak-and average-constrained input. This channel is suitable for modelling IM/DD OWC with strong ambient light and/or thermal noise [22]. For brevity, we call this channel an IM/DD Gaussian channel, where we use ‘IM/DD’ to emphasize the input constraints (real-valued, nonnegative, peak- and average-constrained) and to discern this channel from the popular Gaussian channel used for modelling coherent RF communications, and we use ‘Gaussian’ to emphasize the noise characteristics of the channel.

The IM/DD Gaussian channel has been the focus of many studies lately due to its applicability in the areas of VLC and FSO. In particular, an IM/DD Gaussian channel can be used to model static OWC channels, and is a building block in modelling time-varying OWC channels (due to turbulence and pointing errors e.g.) [40], [41]. For instance, an FSO channel can be modelled as a Gaussian channel during each coherence interval. This Gaussian channel model has been used to study many aspects of OWC including the performance of single-hop and multi-hop FSO systems was studied in [42]–[47] and the performance of various modulation schemes for VLC systems was studied in [48]–[56].

While the capacity of the IM/DD Gaussian channel is still unknown in closed-form, existing studies show properties of the capacity achieving distribution (discreteness) [53] in addition to capacity bounds and asymptotics [34], [36], [57], [58]. In [34], capacity lower bounds were derived using Exponential and truncated Exponential input distributions, and capacity upper bounds were derived using the dual-capacity expression studied in [59]. In [35], [36], capacity lower bounds were derived using Geometric and truncated Geometric input distributions, and capacity upper bounds were derived using sphere-packing and the Steiner-Minkowski formula for polytopes [60]–[62]. In [58], capacity lower bounds were derived using truncated Gaussian input distributions, and capacity upper bounds were derived using a new sphere-packing approach. Further bounds were given in [37], [38].

The advantage of these bounds is that they enable a better understanding of the performance limits of IM/DD systems beyond schemes which are commonly used in the literature. Such schemes include on-off keying (OOK) and binary pulse-position modulation (PPM) [42], [43], [45], [46], [63]–[66], pulse-amplitude modulation (PAM) and higher-order constellations [67]–[69], various types of unipolar orthogonal frequency-division multiplexing (OFDM) schemes [70]–[82], and PAM discrete multi-tone (PAM-DMT) [83]. The performance of these schemes has been extensively studied in the literature from difference perspective. For instance, performance in terms of error and outage probability has been studied in [40], [42], [43], [46], [63], [84]–[88]. Space-time block code (STBC) [89], [90] designs for IM/DD Gaussian channels was studied in [91]–[94], and in [95] which shows that space-only coding is quasi-optimal within the class of DC-offset STBC. While all are practical schemes, they generally fall short of achieving the channel capacity due to limitations in their construction (cf. [96] for an example on OFDM schemes).

This tutorial serves to shed light on existing bounds on the capacity of IM/DD Gaussian channels modelling OWC through the following steps:

- Describing various IM/DD channel models in detail;
- Defining capacity and describing how it is evaluated numerically;
- Reviewing capacity bounds and asymptotics for the single-input single-output (SISO) IM/DD Gaussian channel;
- Reviewing capacity bounds and asymptotics for the multiple-input multiple-output (MIMO) IM/DD Gaussian channel; and
- Reviewing capacity bounds for the IM/DD Gaussian broadcast channel and the multiple-access channel.

The tutorial starts with the single user channel for which the channel model is first discussed, and then channel capacity bounds are reviewed for a single-input single-output (SISO) system. Then, it covers multiple-input multiple-output (MIMO) system. A MIMO IM/DD OWC system can be realized by using an array of LEDs and detectors [97]–[99], or using multiple LED colors (e.g. color-shift keying or wave-division multiplexing) [48], [85], [100], [101]. Transmission schemes for MIMO IM/DD OWC systems have been studied in [40], [64], [87], [102]–[104]. In general, MIMO schemes have benefits in terms of error and outage probability compared to their SISO counterpart [84], [85], [97], [98], [102], [105]–[110]. We call the channel that models a MIMO IM/DD OWC system a MIMO IM/DD Gaussian channel. The capacity of this channel does not coincide with that of the standard MIMO Gaussian channel used to model multi-antenna coherent RF communications whose capacity is well-known [111]. Thus, the capacity of the MIMO IM/DD Gaussian channel deserves special attention. The capacity of the related MIMO Poisson channel was studied in [112], [113]. The capacity of the MIMO IM/DD Gaussian channel with no crosstalk, i.e., parallel IM/DD Gaussian channels, was studied in [114]–[116], relying on capacity bounds for the SISO channel in addition to intensity allocation algorithms. The capacity of the MIMO IM/DD Gaussian channel with crosstalk was studied in [117], [117]–[124]. Some capacity bounds and asymptotic capacity results for MIMO IM/DD Gaussian channels in these papers are reviewed in this tutorial.

Then, the tutorial discusses multi-user IM/DD Gaussian channels, in particular, broadcast channels (BC) and multiple-access channels (MAC). The BC and MAC model scenarios when an OWC access point communicates with multiple users and vice versa, respectively. Such scenarios have been studied from error rate and achievable data rate perspectives under various transmission schemes in [18], [125]–[137]. While several works study the performance of orthogonal codes in multi-user IM/DD OWC [53], [128], [129], such codes are generally suboptimal in terms of capacity. To assess the performance of such codes and other schemes compared to capacity, one needs to derive or bound the capacity of multi-user IM/DD Gaussian channels. The study of BC and MAC dates back to the 70’s with the seminal works in [138]–[140].
the basic physical aspects of a simple transmitter-receiver system with some idealized assumptions. Then, step-by-step, we develop the Gaussian channel model given above which will be the main focus of this tutorial. Along the way, we will arrive at various channel models that have been studied throughout the history of IM/DD OWC. A summary of various IM/DD channel models that have been studied in the literature along with some works that study their capacities is given in Table III for reference.

A. An Ideal Optical Channel

1) Geometric Loss: Consider a transmitter-receiver system consisting of a light source and a detector as shown in Fig. 1.

The light source (laser, LED) transmits a number \( n_t \) of photons with wavelength \( \lambda \). At the receiver side, a detector captures some of the transmitted photons. In a static and lossless propagation medium, the number of photons received at the detector will depend on the geometrical parameters of the system, such as propagation distance, beam profile (Gaussian, uniform, etc.), beam divergence, transmitter-receiver angle, detector area, and optical filters and concentrators. As far as the OWC channel model is concerned, all these parameters can be abstracted into a geometric loss coefficient which we will denote by \( g_\text{g} \). The received number of photons will be approximately equal to

\[
n_r = g_\text{g}n_t.
\]

This is an approximation because \( n_t \) may not be an integer, and actually represents an expectation of the number of received photons which is a random variable in general.

The geometric loss depends on the system. In an indoors system using VLC or IR, it is common to use the Lambertian model to calculate \( g_\text{g} \). In an FSO system, \( g_\text{g} \) is calculated by taking into account the propagation distance, beam divergence, beam profile, in addition to transmitter and receiver optics. The following example calculates \( g_\text{g} \) for a simple system.

**Example 1 (Geometric Loss):** Let the transmitter send \( n_t \) photons uniformly in directions that form a cone with apex angle \( \theta_0 \). At a distance \( d_p \) meters, the photon density will be \( \frac{n_t}{c} \text{photons/m}^2 \) since the cone’s solid angle is \( \phi = 2\pi(1 - \cos(\theta_0))\). The surface area of the spherical cap suspended by this cone is \( \phi d_p^2 \). Thus, a detector with

\[\text{TABLE I: A summary of paper notation.}\]

| Notation | Definition                                |
|----------|------------------------------------------|
| \( R \)  | Real, nonnegative real, and complex sets  |
| \( I \)  | Integer and nonnegative integer sets     |
| \( P \)  | Probability of an event                  |
| \( X \)  | Random variable \( X \) follows the distribution \( P_X \) |
| \( i.i.d. \) | Independent and identically distributed |
| \( \text{Bern}(\alpha) \) | Bernoulli distribution with parameter \( \alpha \) |
| \( N(\alpha, \beta) \) | Gaussian distribution with mean \( \alpha \) and variance \( \beta \) |
| \( Q(x) \) | Standard Gaussian tail function          |
| \( \log(x) \) | Natural logarithm of \( x \)             |
| \( \mathbb{P}\{\cdot\} \) | Fourier transform                        |
| \( H(X), H(X|Y) \) | Discrete entropy and conditional entropy (resp.) |
| \( h(X), h(X|Y) \) | Differential entropy and conditional entropy (resp.) |
| \( I(X;Y) \) | Mutual information between \( X \) and \( Y \) |
| \( D(P_X || P_Y) \) | Relative entropy between \( P_X \) and \( P_Y \) |
| \( \|\cdot\|_p \) | Vector norm of \( p \)-th order |
| \( \mathbb{E}[X] \) | Expectation with respect to \( X \) |

\[\text{TABLE II: Some IM/DD channel models and works that study their capacities.}\]

| Channel model                                      | Capacity-related works                          |
|----------------------------------------------------|-------------------------------------------------|
| Discrete-time Poisson channel                      | [141], [142], [155]–[158]                        |
| Continuous-time Poisson channel                    | [168], [169]                                   |
| Input-dependent Gaussian noise channel             | [27], [161], [162]                             |
| Input-independent Gaussian noise channel           | [34]–[37], [58], [166]                          |

Works on the IM/DD BC and MAC in the literature aim to derive capacity bounds and asymptotic capacity expressions which are specific to the IM/DD channel. The capacity of the Poisson BC and MAC have been studied in [141]–[144]. The capacity of the SISO IM/DD Gaussian BC and MAC has been studied in [145]–[147]. This tutorial overviews results on the capacity of the IM/DD Gaussian BC and MAC.

Note that in addition to the BC and MAC, the capacity of other multi-terminal IM/DD channels has been studied in the literature. This includes the IM/DD wiretap channel which has been studied in [148]–[153], and the IM/DD interference channel which has been studied in [154], for instance.

The rest of the tutorial is organized as follows. Sec. II discusses the IM/DD channel models. Then Sec. III discusses constraints of IM/DD channel inputs. Sec. IV and VI discuss the capacity of the IM/DD SISO Gaussian channel, its evaluation, and capacity bounds, respectively. Sec. VII discusses parallel and MIMO IM/DD Gaussian channels, and Sec. VIII discusses the IM/DD Gaussian BC and MAC, in addition to a brief overview of some works on other multi-terminal IM/DD channels such as the interference channel and the wiretap channel. Finally, Sec. IX summarizes the paper. To assist the reader, a summary of the paper notation is given in Table I.
2) Information Transmission: To convey information to the receiver, the transmitter discretizes the time axis to intervals of duration $\Delta t$, and varies the number of photons it sends in each time interval \([i-1] \Delta t, i \Delta t\), \(i = 1, 2, \ldots\). We denote the number of photons sent in interval \(i\) by \(n_t(i)\). The received signal in the same interval becomes

\[ n_t(i) = g_d n_t(i). \tag{3} \]

This ideal model is our entry point to a statistical channel model, the Poisson channel, which will then lead us to the Gaussian model of OWC channels. But before transitioning to these models, we discuss few aspects about the ideal system in (3).

In the ideal system described by (3), information can be conveyed from the transmitter to the receiver at an extremely high rate in bits per second (bps). The following OOK example illustrates this point.

Example 2 (Ideal OOK): Consider a binary source that generates i.i.d. bits \(B \sim \text{Bern}(1/2)\) denoted by \(b_i\), \(i = 1, 2, \ldots\). The transmitter sends \(n_t(i) = n \in \mathbb{N}_+\) photons if \(b_i = 1\) and \(n_t(i) = 0\) otherwise (OOK), subject to an optical power constraint \(\lim_{t \to \infty} \frac{1}{t} \sum_{i=1}^{t} p_t(i) \leq P_{t,\text{max}}\) where \(p_t(i) = \frac{n_t(i)}{\Delta t}\) and \(e_\lambda\) is the photon energy. Since \(B \sim \text{Bern}(1/2)\), we must have \(\frac{\Delta T}{\Delta t} \leq P_{t,\text{max}}\). Let the geometric loss be \(g_d \approx 0.01\) and let \(P_{t,\text{max}} = 1\) mW and \(\lambda = 850\) nm (infrared). The receiver declares \(b_i = 0\) if \(n_t(i) = 0\), and \(b_i = 1\) otherwise.

In the ideal model (3), if \(b_i = 1\), \(n_t(i)\) will be nonzero with high probability if \(n \gg 100\). Letting \(n = 2000\) and \(\Delta t = \frac{P_{t,\text{max}}}{10000 \lambda}\), the bit rate of the system will be close to \(\frac{1}{\Delta t} = 4.3 \times 10^3\) Tbps since \(e_\lambda = 2.34 \times 10^{-19}\) Joules.

The example above involves several idealistic assumptions which can be combined under two main categories:

1) Infinite amplitude resolution: In time interval \(i\), the source can send precisely \(n_t(i)\) photons and \(n_t(i)\) is equal to \(g_d n_t(i)\).  

2) Infinite temporal resolution: The source can switch from sending \(n_t(i)\) to \(n_t(i+1)\), and the detector can discern \(n_t(i)\) and \(n_t(i+1)\) no matter how small \(\Delta t\) is (note that \(\Delta t = \frac{1000\lambda}{P_{t,\text{max}}} \approx 233\) fs in Example 2).  

Both points do not hold in practice. We will start by discussing the amplitude resolution followed by the temporal resolution.

B. The Poisson Channel: A Noisy Optical Channel

In practice, we cannot adjust the number of photons \(n_t(i)\) transmitted by a laser or an LED with infinite resolution. Instead, what we can adjust is the photon transmission rate, i.e., the expected number of photons per second by modulating the optical power of the source. At a transmit optical power of \(p_t(i)\) Watts, the source sends \(\frac{g_d n_t(i)}{e_\lambda}\) photons/second. Thus, the expected number of photons that we will send in \(\Delta t\) seconds will be

\[ \bar{n}_t(i) = \frac{p_t(i)}{e_\lambda} \Delta t. \]

We connect this fact with Example 2 in the following example.

Example 3: In Example 2 instead of sending 2000 photons in a time interval when \(b_i = 1\), we send at a power \(p_t(i) = \frac{2000 \times \lambda}{\Delta t} = 2\) mW. Clearly, the average power constraint is satisfied since \(B \sim \text{Bern}(1/2)\).

Similarly, the average number of photons that reach the detector in \(\Delta t\) seconds is not \(n_t(i) = g_d n_t(i)\). Instead, \(\bar{n}_t(i) = g_d \bar{n}_t(i)\) photons in \(\Delta t\) seconds, or a power of \(p_t(i) = g_d p_t(i)\) Watts. Consequently, if we choose to transmit at a rate of \(\bar{n}_t(i)\) photons per \(\Delta t\) seconds, the number of detected photons will fluctuate around the mean \(\bar{n}_t(i) = g_d \bar{n}_t(i)\). But how exactly is this fluctuations described?

Let us focus on a specific interval \(i = 1\) and drop the time index for readability, and let us divide the corresponding interval \([0, \Delta t)\) into intervals \(J_j = [(j-1) \Delta t, j \Delta t]\), \(j = 1, \ldots, m\). If \(m\) is large enough, the detector will receive more than one photon per interval \(J_j\). Since \(\bar{n}_t\) is the average number of photons received in \([0, \Delta t)\), the probability of receiving a photon in \(J_j\) is \(e = \frac{\bar{n}_t}{m}\). Assuming that photon detection is independent through \(j = 1, \ldots, m\), the probability of receiving \(n_t\) photons in \([0, \Delta t)\) is given by

\[ P_{N_t}(n_t) = \binom{m}{n_t} e^{n_t} (1-e)^{m-n_t}, \tag{4} \]

which is the probability of receiving a photon in \(n_t\) intervals \(J_j\), and no photon in the remaining \(m - n_t\) intervals. Letting \(m \to \infty\), we obtain

\[ P_{N_t}(n_t) \to \frac{\bar{n}_t^n}{n_t!} e^{-\bar{n}_t} \quad \text{as} \quad m \to \infty. \tag{5} \]

Therefore, the number of received photons in \([0, \Delta t)\) is Poisson distributed with mean \(\bar{n}_t = g_d \bar{n}_t\).

But this is not the only effect that takes place in a practical system. In addition to this, some unwanted photons from background radiation (ambient light e.g.) will be received by the detector. This optical noise increases the average number of received photons to

\[ \bar{n}_t = g_d \bar{n}_t + \bar{n}_{bg}, \]
photons is distributed as

\[ \bar{\Delta} \text{photons received in} \]

\[ \bar{n}_t \text{in Example 2, and} \]

\[ \text{studied in} \ [141]–[144]. \]

The capacity of multi-user Poisson channels has been studied in [155], [159], [160] and considering a secrecy constraint in [168]. The previous discussion suggests that a Poisson model is important when the number of received photons per symbol duration is low (inter-satellite and ground-satellite communication), scattering non-line-of-sight UV communication), and a Gaussian model is sufficient for most other cases. For most terrestrial systems, the Gaussian approximation is acceptable.

C. The Input-Dependent Gaussian Noise Channel

We will split the discussion here into three parts. First, we will describe the input-dependent Gaussian noise channel model in the optical domain. Then, we will describe a continuous-time input-dependent Gaussian noise channel model in the electrical domain (in terms of electric currents). Finally, we will describe its discrete-time counterpart.

1) Optical Domain: Observing Fig. 3, we see that the number of received photons \( N_t \) follows a distribution which is \( \text{‘nearly’} \) Gaussian (clipped at zero). The reason is that a Poisson distribution with mean \( \mu \) approaches a Gaussian distribution with mean and variance \( \mu \) as \( \mu \) increases. The mean of \( N_t \) for a given mean number of transmitted photons \( \bar{n}_t = \bar{n}_t \) is

\[ \bar{n}_t = g_b \bar{n}_t + \bar{n}_{bg} \]

\[ = g_b \bar{n}_t + \frac{p_{bg} \Delta t}{e \lambda}, \]

where \( p_{bg} \) is the power of the background radiation. Thus, the mean is large if one or more of \( \bar{n}_t, \Delta t, \) and \( p_{bg} \) is relatively large. The following example shows that it is not a stretch to assume a large \( \bar{n}_t \).

Example 4: Suppose that \( \Delta t = 23 \text{ ps} \) and \( \lambda = 850 \text{ nm} \), and that we want to send \( b_t = 0 \) in Example 2. Thus, \( \bar{n}_t = 0 \). The solar radiation at \( \lambda = 850 \text{ nm} \) is in the order of hundreds of \( \text{W/m}^2 \) [169] which for the \( 1 \text{cm}^2 \) detector we assumed in this example induces a received noise power of tens of mW. This produces \( \bar{n}_t \) in the order of \( 10^5 \) for \( b_t = 0 \), and an even larger \( \bar{n}_t \) for \( b_t = 1 \).

This example demonstrates that background radiation can be large enough, and a Gaussian approximation is acceptable. Given that the solar background radiation power received by the detector is tens of mW at 850 nm, the approximation will be acceptable even for smaller values of \( \Delta t \) (femtoseconds), and more so when \( \Delta t \) is larger which is likely the case in practice given the current technology.

The previous discussion suggests that a Poisson model is important when the number of received photons per symbol duration is low (inter-satellite and ground-satellite communication), scattering non-line-of-sight UV communication), and a Gaussian model is sufficient for most other cases. For most terrestrial systems, the Gaussian approximation is acceptable.

Let us describe the number of received photons based on this model. Since \( N_t \) is Poisson distributed with mean \( \bar{n}_t \), then
The optical power is linearly related to the electrical signal, so that the relation between the electrical and optical signals is given by

\[ N_t = g_e \bar{n}_t + \bar{n}_{bg} + \sqrt{g_e \bar{n}_t + \bar{n}_{bg}} \tilde{Z}, \]

where \( \tilde{Z} \sim \mathcal{N}(0,1) \). Substituting \( \bar{n}_t \) from Eq. (8) leads to

\[ N_t = g_e \bar{n}_t + \bar{n}_{bg} + \sqrt{g_e \bar{n}_t + \bar{n}_{bg}} \tilde{Z}. \]

Note that the receiver can subtract \( \bar{n}_{bg} \) because this is a constant, and that \( \sqrt{g_e \bar{n}_t + \bar{n}_{bg}} \tilde{Z} \) can be written as the sum of two independent Gaussian random variables with zero mean and variances \( g_e \bar{n}_t \) and \( \bar{n}_{bg} \). This leads to the following signal at the receiver

\[ \tilde{N}_t = g_e \bar{n}_t + \sqrt{g_e \bar{n}_t + \bar{n}_{bg}} \tilde{Z}_1 + \sqrt{\bar{n}_{bg}} \tilde{Z}_2, \]

where both \( \tilde{Z}_1 \) and \( \tilde{Z}_2 \) are \( \mathcal{N}(0,1) \). The term \( \tilde{Z}_1 \) can be interpreted as noise induced by the fluctuation of the number of photons that reach the receiver from the transmitter due to the randomness of photon arrivals. The term \( \tilde{Z}_2 \) can be interpreted as shot-noise induced by photons from background radiation. This allows us to write the following definition.

**Definition 2 (Optical Input-Dependent Gaussian Channel):** The optical channel corresponding to IM/DD OWC can be modelled in the high received-photon-rate regime, as a channel with input \( \tilde{N}_t \) \( \geq 0 \) and output \( \tilde{N}_r \) given by

\[ \tilde{N}_r = g_e \tilde{N}_t + \sqrt{g_e \tilde{N}_t + \bar{n}_{bg}} \tilde{Z}_1 + \sqrt{\bar{n}_{bg}} \tilde{Z}_2, \]

where \( \tilde{Z}_1, \tilde{Z}_2 \) are independent \( \mathcal{N}(0,1) \).

2) **Electrical Domain – Continuous-Time:** So far, we have been discussing optical aspects of the transmitter-receiver system. The distribution in (9) and the relation in (12) describe a discrete-time optical-input optical-output channel.

But in IM/DD systems, the modulating signal is an electric signal, used as an input to an LED e.g., or as an input to an electro-optical modulator [170]. Also, receiver processing is done in the electrical domain after converting the received optical signal to an electric signal. Thus, it is important to represent the system in the electrical domain.

Modulation of \( \bar{n}_t(i) \) is achieved by modulating the emitted optical power \( p_t(i) \). This in turn is achieved by using an electrical signal, so that the relation between the electrical signal and the optical power is linear. For instance, the optical power–current characteristics of a solid-state light source has a linear range (cf. Fig. 4) which is used for modulation in practice. An electro-optical modulation is modulated similarly in a linear range [172]. Thus, we will write the emitted optical power as \( p_t(i) = \eta_{eo} \eta(i) \) where \( \eta_{eo} \) is the electrical-optical conversion efficiency (in Watts per Ampere) which is the slope in Fig. 4.

Photodetectors have a power-current characteristics similar to Fig. 4 [173]. Thus, the current generated by the detector follows a linear relation with the received optical power with slope \( \eta_{oe} \) (in Amperes per Watt).

Based on this description of electrical–optical conversion, we describe the following definition.

**Definition 3 (Electrical Input-Dependent Gaussian Channel):** The electrical channel from an electro-optical modulator to a photodetector can be modelled in the high received-photon-rate regime, as a channel with input \( \tilde{N}_r \) \( \geq 0 \) and output \( \tilde{N}_t \) given by

\[ \tilde{N}_t = g_e \tilde{N}_r + \sqrt{g_e \tilde{N}_r + \bar{n}_{bg}} \tilde{Z}_1 + \sqrt{\bar{n}_{bg}} \tilde{Z}_2, \]

where \( \tilde{Z}_1, \tilde{Z}_2 \) are independent \( \mathcal{N}(0,1) \).

Therefore, we have

\[ q_t(t_0) = g_e \eta_{eo} \eta_{oe} q_t(t_0) + \sqrt{g_e \eta_{eo} \eta_{oe}^2} \frac{e_{\lambda}}{\Delta t} \tilde{Z}_{1,t_0} + \frac{\eta_{oe}^2 e_{\lambda}}{\Delta t} p_{bg} \tilde{Z}_{2,t_0}. \]

Letting \( \Delta t \rightarrow 0 \), and denoting \( \lim_{\Delta t \rightarrow 0} \tilde{Z}_{1,t_0} \) by \( \tilde{Z}_{1,t_0} \), we obtain

\[ q_t(t_0) = g_e \eta_{eo} \eta_{oe} q_t(t_0) + \sqrt{g_e \eta_{eo} \eta_{oe}^2} e_{\lambda} \tilde{Z}_{1,t_0} + \frac{\eta_{oe}^2 e_{\lambda}}{\Delta t} p_{bg} \delta(t - t_0) \tilde{Z}_{2,t_0}. \]
We still need to account for thermal noise generated by the receiver electronics. This can be combined with the background noise. Assuming that thermal noise is white Gaussian with power spectral density $\gamma_{th}$ (in $A^2/s$), we can replace $\sqrt{\gamma_{eq}^2 + \lambda t}p_{bg}$ above with $\sqrt{\gamma_{eq}^2 + \gamma_{th}}$ to obtain

$$q_e(t_0) = g_\theta q_i(t_0) + \sqrt{\bar{\alpha}_1 q(t_0)}\bar{z}_1(t_0) + \sqrt{\bar{\alpha}_2}\bar{z}_2(t_0),$$

where we divided by $\sqrt{\gamma_{eq}}$, and where $\bar{\alpha}_1 = \frac{g_\theta \gamma_{eq}}{\gamma_{eq}}$ (in $A^2/s$) and $\bar{\alpha}_2 = \frac{\sigma_\theta^2}{\gamma_{eq}}$ (in $A^2/s$). This leads to the following continuous-time input-dependent Gaussian noise channel model.

**Definition 3 (Continuous-Time Electrical Input-Dependent Gaussian Channel):** An IM/DD OWC system can be modelled, in the high received optical power regime, as a continuous-time input-dependent Gaussian noise electrical channel with input current $q_i(t) \geq 0$ and output current $q_e(t)$ described as in [20].

Now we are ready to describe the discrete-time input-dependent Gaussian noise channel model.

3) **Electrical Domain – Discrete-Time:** Here, the channel described in (3) is used for digital transmission of $\kappa$ symbols $x_1, \ldots, x_\kappa$ for some $\kappa \in \mathbb{N}$, where $x_k \in \mathcal{X}$ is the $k$th transmit symbol chosen from an alphabet $\mathcal{X} \subset \mathbb{R}_+$. The transmitter modulates the current $q_i(t)$ as

$$q_k(t) = \sum_{k=1}^{\kappa} x_k \gamma (t - k t_s) + g_{dc},$$

where $\gamma(\cdot)$ is a pulse-shaping function which has finite energy, $t_s$ is the symbol duration (inverse of symbol rate), and $g_{dc}$ is a constant DC-offset applied, if necessary, to make the signal positive if we use optical intensity pulses, which are positive pulses then a DC-offset will not be necessary, i.e., $g_{dc} = 0$.

The received signal $q_e(t)$ is given by

$$q_e(t) = g_\theta \sum_{k=1}^{\kappa} x_k \gamma (t - k t_s) + g_{dc}$$

$$+ \sqrt{\bar{\alpha}_1} \sum_{k=1}^{\kappa} x_k \gamma (t - k t_s) + \bar{\alpha}_1 g_{dc} \bar{z}_1(t) + \sqrt{\bar{\alpha}_2}\bar{z}_2(t).$$

The receiver subtracts $g_{dc}$, filters $q_e(t)$ using a filter with impulse response $\gamma(t)$, and then samples at $i t_s$. Let

$$\zeta(t) = \gamma(t) \otimes \zeta(t),$$

where $\otimes$ denotes convolution. The filtered signal $\zeta(t)$ can thus be written as

$$\hat{q}_i(t) = g_\theta \sum_{k=1}^{\kappa} x_k \zeta(t - k t_s) + \hat{z}_1(t) + \hat{z}_2(t),$$

where the filtered noises $\hat{z}_1(t)$ and $\hat{z}_2(t)$ are given by

$$\hat{z}_1(t) = \gamma(t) \otimes \sqrt{\bar{\alpha}_1} \sum_{k=1}^{\kappa} x_k \gamma (t - k t_s) + \bar{\alpha}_1 g_{dc} \bar{z}_1(t)$$

$$\hat{z}_2(t) = \gamma(t) \otimes \sqrt{\bar{\alpha}_2}\bar{z}_2(t).$$

To avoid inter-symbol interference, we require that

$$\zeta(i t_s) = \begin{cases} g_\zeta, & i = 0, \\ 0, & \text{otherwise} \end{cases}$$

which is the first Nyquist criterion [174]. Under this condition, the sampled filtered signal $\hat{q}_i(t)$ can be written as

$$\hat{q}_i(t) = g_\theta g_{dc} x_\zeta(t) + \hat{z}_1(t) + \hat{z}_2(t).$$

It remains to characterize noise. Since $\hat{z}_2(t)$ is obtained by filtering the white Gaussian noise process $\bar{z}_2(t)$ with zero mean and unit power spectral density using a filter $\sqrt{\bar{\alpha}_2}\gamma(t)$, then $\hat{z}_2(t)$ is a zero mean Gaussian noise process with power spectral density $|\mathcal{F}\{\sqrt{\bar{\alpha}_2}\gamma(t)\}|^2$ where $\mathcal{F}\{\cdot\}$ is the Fourier transform. This implies that $\hat{z}_2(t)$ is i.i.d. (with respect to $\iota$) Gaussian with zero mean and variance

$$\hat{a}_2^2 = \bar{\alpha}_2 \int_{-\infty}^{\infty} \hat{\gamma}_2^2(t)dt.$$

On the other hand, we have

$$\hat{z}_1(t) = \int_{-\infty}^{\infty} \hat{\gamma}(\tau) \otimes \hat{a}_1 \sum_{i=1}^{\kappa} x_i \gamma((i - k) t_s - t) + \bar{\alpha}_1 g_{dc} \hat{z}_1(t) - \hat{z}_2(t)dt.$$

Thus, similar to $\hat{z}_2(t)$, we have that $\hat{z}_1(t)$ is a sample of filtered white Gaussian noise with filter $\sqrt{\bar{\alpha}_1} \sum_{i=1}^{\kappa} x_i \gamma((i - k) t_s - t) + \bar{\alpha}_1 g_{dc}$, and hence $\hat{z}_1(t)$ is i.i.d. Gaussian with zero mean and variance

$$\hat{\sigma}_1^2 = \int_{-\infty}^{\infty} \hat{\gamma}_1^2(t) \left( \int_{-\infty}^{\kappa} x_k \gamma((i - k) t_s - t) + \bar{\alpha}_1 g_{dc} \right) dt$$

$$= \bar{\alpha}_1 \sum_{i=1}^{\kappa} x_i \int_{-\infty}^{\kappa} \hat{\gamma}_1^2(t) \gamma((i - k) t_s - t)dt$$

$$+ \bar{\alpha}_1 g_{dc} \int_{-\infty}^{\kappa} \hat{\gamma}_1^2(t)dt$$

$$= x \bar{\alpha}_1 \int_{-\infty}^{\kappa} \hat{\gamma}_1^2(t) \gamma(-t)dt$$

$$\leq \frac{\sigma_0^2}{\delta_{\theta,ik}}$$

$$\hat{\sigma}_1^2$$

$$\hat{\sigma}_2^2$$

We assume that

$$\hat{\sigma}_{1,ik}^2 \ll \sigma_0^2, \forall k \neq i.$$
This assumption holds when the energy of $\gamma(t)$ and $\gamma(-t)$ is ‘concentrated’ within an interval around $t = 0$ of width $t_s$. This takes place for instance if we use time-disjoint pulses, which is common in practice due to the simplicity of implementation [35], [67]. As a result, if we write $\tilde{z}_1(it_i)$ as $\sqrt{\sigma_0^2}z_0(it_i) + \tilde{z}_2(it_i)$ with variances $\sigma_0^2$ and $\sigma_2^2$, respectively (corresponding to the first and last terms in (32)), we obtain

$$\tilde{q}_t(it_i) = g_s g_c x_i + \sqrt{\sigma_0^2}z_0(it_i) + \tilde{z}_2(it_i) + \tilde{z}_1(it_i)$$

(34)

$$= g x_i + \sqrt{\sigma_0^2}z_0(it_i) + z_i,$n

(35)

where $g = g_s g_c z_0, i$ is an i.i.d. Gaussian noise with zero mean and variance $\sigma_0^2$ and $z_i$ is an i.i.d. Gaussian noise with zero mean and variance $\sigma_i^2 = \sigma_0^2 + \sigma_2^2$, which combines contributions from $\tilde{z}_2(it_i)$ and $\tilde{z}_1(it_i)$. Now, we can write the following definition.

**Definition 4 (Discrete-Time Electrical Input-Dependent Gaussian Channel):** Under conditions (27) and (33), the discrete-time electrical channel corresponding to an IM/DD OWC system can be modelled as a channel with input $X$ and output $Y = gX + \sqrt{\sigma_0^2}Z_0 + Z$, where $Z_0 \sim N(0, \sigma_0^2)$ and $Z \sim N(0, \sigma_i^2)$.

In general, condition (33) is satisfied for any time-disjoint pulse-shaping scheme. The following example illustrates this statement.

**Example 5:** Suppose that we choose $\gamma(t) = \gamma(-t) = r_{\max}(t)$. In this case, $q_{dc} = 0$, $\zeta(t_i) = g x_i$, $\zeta(-t_i) = 0$ for all $i \neq 0$, $\sigma^2 = \tilde{z}_1(t_i)$, and $\sigma_i^2 = \tilde{z}_2(t_i)$. This satisfies the Nyquist criterion (27) and condition (33) and the channel can be described as in Definition 4.

The capacity of this channel has been studied in [27], [147], [150], [161]–[165]. In general, for channels with input-dependent noise and with peak-constrained inputs, [176] showed that the capacity-achieving distribution is discrete with a finite alphabet. However, when only an average intensity constraint is considered, the capacity achieving distribution turns out to have a countably infinite support [177].

**D. The Input-Independent Gaussian Noise Channel**

Finally, we arrive at what is perhaps the most common model in the recent OWC literature, which is the discrete-time Gaussian channel model where noise is input-independent. This can be obtained by imposing an additional constraint on the discrete-time input-independent Gaussian channel model in Definition 4. In particular, we require that

$$\sigma_0^2, \forall k \neq i,$n

(36)

instead of (33). In other words, we require that all input-dependent noise components in (28) are negligible with respect to the background-plus-thermal noise $z_i$ in (35). One way this can take place is if $\tilde{a}_1 \ll \tilde{a}_2$. The following example illustrates this possibility.

**Example 6:** Consider the parameters used in Example 2 in addition to $\eta_{\text{eo}} = 0.5 \text{ A/W}$, $\eta_{\text{eo}} = 0.5 \text{ W/A}$, $p_{\text{dc}} = 50 \text{ mW}$, and $s_i = 10^{-20} \text{ A}^2$. In this scenario, we have $\tilde{a}_1 = \frac{g_s g_c}{\eta_{\text{eo}}} = 4.6 \times 10^{-21}$, while $\tilde{a}_2 = \frac{\gamma s_i}{\eta_{\text{eo}}} \approx 2 \times 10^{-19}$ which is 2 orders of magnitude larger than $\tilde{a}_1$. Generally, the background-plus-thermal noise is stronger than the input dependent noise in most terrestrial OWC applications. This forms the basis of the above approximation, leading to the following model.

**Definition 5 (Input-Independent Gaussian Channel):** Under conditions (27) and (36), the discrete-time electrical channel corresponding to an IM/DD OWC system can be modelled as a channel with input $X$ and output $Y = g X + Z$, where $Z \sim N(0, \sigma_i^2)$.

For brevity, we call this channel model an IM/DD Gaussian channel henceforth. Its capacity has been studied in [34]–[37], [58], [166] among others.

**Remark 1:** The approximation given in Def. 5 loses its accuracy if the mean of the received number of photons is small, or if the power of input-dependent noise due to fluctuations of the number of photons that reach the receiver from the transmitter is large relative to background noise and thermal noise. While the former is uncommon in terrestrial applications, the latter may take place in some scenarios, and hence care must be taken when using this approximation.

Now that we have arrived at the final channel model, we are ready to introduce the input constraints.

**III. OPTICAL TRANSMISSION CONSTRAINTS**

We talked about the amplitude resolution of the system and how this is impaired by noise. Despite noise, the channel capacity can still be infinite if we do not have constraints on the transmit signal. However, this cannot happen in practice due to practical constraints. So what type of constraints apply in IM/DD OWC?

**A. Intensity Constraints**

We focus on the constraints of the IM/DD Gaussian channel model in Def. 5 since this is the main focus of this tutorial. For the above discussion, we have the following relation between the electric current and the optical power

$$\sum_{k=1}^{\kappa} x_k \gamma(t - k t_s) + q_{dc} = \frac{p(t)}{\eta_{eo}}.$$n

(37)

The optical power signal $p(t)$ has to satisfy two types of constraints due to practical considerations and safety standards: Average and/or peak constraints. We start by deriving the average constraint.

1) **Average Intensity Constraint:** Eye safety limitations are generally expressed in terms of exposure duration at a specific optical power [178, Table 6.1]. Illumination constraints which are relevant in VLC are expressed in terms of Lumens per square meter (Lux) (see [179], e.g.) which translates to a constraint on the optical power per unit area. Both constraints can be satisfied if we constrain the energy emitted over a given transmission duration, i.e.,

$$\int_{0}^{\tau} p(t)dt \leq \tau \tilde{p}_{t, \text{max}},$$

(38)
for some average power \( \bar{p}_t, \max \), and \( \tau > 0 \). Combining this with (37) leads to

\[
\int_0^\tau \sum_{k=1}^\kappa x_k \gamma(t-k t_s) dt + \tau q_{\text{dc}} \leq \frac{\tau \bar{p}_t, \max}{\eta_{\text{le}}}.
\]  

(39)

We shall assume that \( \tau = \kappa t_s \) in the following arguments by choosing \( \kappa \) accordingly. Note that \( \kappa \) can still be large since the symbol duration \( t_s \) can be made very small in nowadays’ technologies. Then we have

\[
\frac{1}{\kappa} \int_0^\tau \sum_{k=1}^\kappa x_k \gamma(t-k t_s) dt \leq \frac{t_s \bar{p}_t, \max}{\eta_{\text{le}}} - t_s q_{\text{dc}}.
\]  

(40)

Note that

\[
\int_0^\tau \sum_{k=1}^\kappa x_k \gamma(t-k t_s) dt \leq \int_{-\infty}^\infty \sum_{k=1}^\kappa x_k \gamma(t-k t_s) dt = \sum_{k=1}^\kappa x_k e_\gamma,
\]  

(42)

where \( e_\gamma = \int_{-\infty}^\infty \gamma(t) dt \), and where the inequality is fairly tight for large \( \tau \) and for functions \( \gamma(t) \) whose energy is concentrated around \( t = 0 \) (which is common in pulse-shaping). Consequently, the average constraint becomes

\[
\frac{1}{\kappa} \sum_{k=1}^\kappa x_k \leq \frac{t_s (p_t, \max - q_{\text{dc}})}{\eta_{\text{le}}} \triangleq \mathcal{E}.
\]  

(43)

2) Peak Intensity Constraint: A peak constraint also arises due to safety constraints \([180]\) which induce a constraint of the type

\[
p_t(t) \leq p_t, \max, \forall t.
\]  

(44)

Practical operation also induces peak constraints. Namely, the assumed linear optical power–current relationship (Fig. 4) holds true in an interval of driving currents \([q_{\min}, q_{\max}] \) where \( q_{\min} \) is the threshold current beyond which light emission starts and \( q_{\max} \) is the maximum current beyond which the optical power nearly saturates (or the device burns). This \( q_{\max} \) sets a peak constraints on \( q_t(t) \) and hence also \( p_t(t) \) for all \( t \).

To satisfy \( p_t(t) \leq p_t, \max \) for all \( t \), the symbols \( x_k \) have to be bounded. The maximum emitted optical power is given by

\[
\max_t p_t(t) = \eta_{\text{le}} \max_{t,x_k} \sum_{k=1}^\kappa x_k \gamma(t-k t_s) + \eta_{\text{le}} q_{\text{dc}}
\]  

(45)

\[
= \eta_{\text{le}} p_t, \max \max_t \sum_{k=1}^\kappa \gamma(t-k t_s) + \eta_{\text{le}} q_{\text{dc}},
\]  

(46)

where \( x_{\max} \) is the largest value \( x_k \) can take. Denoting \( \max_t \sum_{k=1}^\kappa \gamma(t-k t_s) \) by \( \gamma_{\Sigma, \max} \), and since \( p_t(t) \leq p_t, \max \) implies \( \max_t p_t(t) \leq p_t, \max \), we obtain

\[
x_{\max} \leq \frac{p_t, \max - q_{\text{dc}}}{\gamma_{\Sigma, \max} \eta_{\text{le}}}.
\]  

(47)

This leads to the peak constraint

\[
x_k \leq \frac{p_t, \max - q_{\text{dc}}}{\gamma_{\Sigma, \max} \eta_{\text{le}}} \triangleq \mathcal{A}, \forall k.
\]  

(48)

As a result, we have the following definition.

**Definition 6 (Average and Peak Constraints):** The input \((x_1, x_2, \ldots, x_n)\) of the IM/DD channels in Definitions 2 and 3 where \( x_k \) is the transmit symbol at time \( k \), is constrained by an average and/or a peak constraint given by

\[
\frac{1}{\kappa} \sum_{k=1}^\kappa x_k \leq \mathcal{E},
\]  

(49)

\[
x_k \leq \mathcal{A}, \forall k \in \{1, \ldots, \kappa\},
\]  

(50)

where \( \mathcal{E} \) and \( \mathcal{A} \) are as defined in (43) and (48), respectively.

**Remark 2:** We shall see in Sec. [IV] that constraint (49) is equivalent to

\[
\mathbb{E}(X) \leq \mathcal{E}
\]  

(51)

from a capacity perspective, where \( X \) is a random variable representing the input.

At this point, the model of the static discrete-time Gaussian channel is complete. Static here means that the channel gain \( g \) is constant. We will discuss time-variations of \( g \) in subsection III-C. Next, we will discuss the transmission bandwidth.

**B. Transmission Bandwidth**

In the above derivations of the discrete-time channel models, we have referred to a symbol duration \( t_s \). The capacity of these discrete-time channels in terms of bits/symbol is finite as long as the constraints \( \mathcal{E} \) and \( \mathcal{A} \) and the noise variances \( \sigma^2 \) and \( \sigma_0^2 \) are finite. Thus, they have finite ‘amplitude resolution’. However, we can still approach infinite capacity in bits/second by decreasing \( t_s \) to an arbitrarily small value. This infinite ‘temporal resolution’ is impossible in practice because devices set a limitation on \( t_s \).

Photonic devices have a limited bandwidth. Ideally, a photonic device can be seen as a filter with an optical/electrical input and an electrical/optical output. This filter has a bandwidth, know as its modulation bandwidth, which typically depends on the device and can be as large as tens or hundreds of MHz, and can even be above 1GHz for laser diodes \([181]\). Transmitter and receiver circuits also have limited bandwidth. The overall bandwidth of the channel is defined by the interplay of the transfer functions of its components. This channel bandwidth sets a minimum \( t_s \) that can be supported by the transmitter-receiver system.

For the purpose of this tutorial, since we deal with discrete-time systems, we will measure the bandwidth in terms of \( t_s \), as \( b = \frac{1}{t_s} \). In other words, a system with bandwidth \( b \) can send at most \( \frac{1}{t_s} \) symbols per second (Baud rate).

**Example 7:** Suppose that the light emitter and light detector have a response which can be assumed as an ideal low-pass filter with cut-off frequency \( \frac{1}{t_s} \) (or larger), and the receiver uses an ideal low-pass filter with impulse response \( \tilde{\gamma}(t) = \text{sinc}^2 \left( \frac{2t}{t_s} \right) \). In this case, the minimum-bandwidth optical intensity Nyquist pulse (satisfies [27]) is \( \gamma(t) = \text{sinc}^2 \left( \frac{2t}{t_s} \right) \).
where $\text{sinc}(x) = \frac{\sin(\pi x)}{\pi x}$ \cite{174}. This system can send $\frac{1}{t_s}$ symbols per second, and hence its bandwidth is $b = \frac{1}{t_s}$.

Remark 3: Note that this model accommodates all unipolar transmission schemes that send $b$ symbols per second, including unipolar PAM sending $b$ symbols per second \cite{34, 36, 58}, unipolar OFDM schemes with a sampling rate of $b$ samples per second \cite{70, 72, 74, 76}, and PPM with an ‘on’ pulse duration of $\frac{1}{5}$ seconds \cite{64, 84, 128, 182, 184}.

C. Constraints due to Channel Variations

We have assumed at the beginning of our analysis that the system is static. We have then described the optical channel response by a constant $g_k$ (Definition 3). These assumptions do not hold in general. The channel is generally time varying, and its variation can be represented using several statistical models. We will not delve deep into this topic, since this has been discussed thoroughly in \cite{16}, but we will focus on its impact on the channel model and coding.

Firstly, the optical channel response is in general a function of time $\gamma(t)$ which includes reflections due to multipath propagation \cite{185}. However, reflections are normally weak, and the channels delay spread (nanoseconds) is significantly smaller than the symbol duration (microseconds). Thus, the response $\gamma(t)$ can be assumed equal to $\delta(t)$, and $\mathcal{F}\{\gamma(t)\}$ is flat in the regime of operation \cite{22}. This allows abstracting the channel response as a constant $g_k$.

Secondly, the number of received photons will be affected by physical propagation phenomena such as scattering, absorption, and refraction. These effects are generally combined under an atmospheric turbulence coefficient $g_a$, which varies with time. In addition to this, the received number of photons will also depend on the alignment of the transmitter and receiver, or the lack thereof. This effect is captured by a pointing error term $g_p$. Thus, instead of the channel gain $g_k$, we would have an effective channel gain of $g = g_kg_ag_p$.

The variables $g_a$ and $g_p$ are random. Several distributions have been used to model their statistics. For instance, the atmospheric turbulence coefficient $g_a$ can follow a log-normal distribution under weak turbulence \cite{16}, a Gamma-Gamma distribution under moderate-to-strong turbulence \cite{45}, an exponential distribution or a K–distribution under strong turbulence \cite{87}, or a Málaga distribution in general \cite{186, 187}. The pointing error follows a Rayleigh distribution \cite{188}, \cite{189} or more generally a Hoyt distribution \cite{190, 191}.

Although the effective channel gain varies with time, this time variation is much slower than the symbol rate. For instance, while the symbol duration can be in the range of microseconds, the coherence time of the channel can be in the range of milliseconds \cite{16}. Thus, it is reasonable to assume that the channel remains constant throughout a transmission block \cite{63}. Consequently, to encode over this constant channel, the codewords have to be shorter than the coherence time of the channel. However, this is not a crucial constraint since the coherence time is orders of magnitude larger than the symbol duration.

Another constraint that arises due to channel variations is related to channel state information (CSI). CSI can be obtained at the receiver using a channel estimation mechanism to estimate $g$. The CSI at the transmitter (CSIT) can be available or unavailable. CSIT can be acquired using a feedback channel from the receiver to the transmitter \cite{16, 192}. Since the channel varies slowly, the CSIT acquisition overhead can be neglected in performance evaluation. In the absence of a feedback channel, the system is said to have no CSIT, in which case the performance is studied in terms of outage probability or the compound channel capacity.

In what follows, we assume the channel $g$ to be static and known globally. Next, we discuss the capacity of the single-user point-to-point (P2P) IM/DD Gaussian channel.

IV. CAPACITY OF THE SINGLE USER IM/DD GAUSSIAN CHANNEL

We focus on the IM/DD Gaussian channel described in Def. 5 whose input-output relation is given by (see Fig. 6)

$$Y_i = gX_i + Z_i, \quad (52)$$

where at time $i$, $Y_i$ is the output, $Z_i \sim \mathcal{N}(0, 1)$ is i.i.d. noise, $g \geq 0$ is the channel coefficient which is fixed and known at both nodes, and $X_i$ is the input. We choose the noise variance $\sigma^2 = 1$ without loss of generality since this can be absorbed into $g$ by normalization. For an input signal $(x_1, \ldots, x_n)$ where $n$ is the number of transmissions, the following constraint must be satisfied

$$0 \leq x_i \leq A, \quad \forall i \in \{1, \ldots, n\} \quad (53)$$

$$\frac{1}{n} \sum_{i=1}^{n} x_i \leq \mathcal{E}. \quad (54)$$

Before we discuss the capacity of this channel, we present some preliminaries

A. Information-Theoretic Preliminaries

This section relies heavily on some information-theoretic quantities which are introduced here. For a more comprehensive overview, the reader is referred to \cite{32}. Consider a discrete random variable $X \in \mathbb{X}$ with distribution $\mathbb{P}_X(x)$. The entropy $H(X)$ of this random variable is defined as

$$H(X) = - \sum_{x \in \mathbb{X}} \mathbb{P}_X(x) \log(\mathbb{P}_X(x)). \quad (55)$$

This quantity measures the uncertainty in $X$, and is maximum if $X$ is uniform over $\mathbb{X}$.

Example 8: Given $X \sim \text{Bern}(1/2)$ and $Y \sim \text{Bern}(1/10)$, then $H(X) = \log(2) = 0.6931$ nats (1 bit) whereas $H(Y) = 0.3251$ nats (0.469 bits). Thus, $X$ is more uncertain than $Y$.

Given another discrete random variable $Y \in \mathbb{Y}$, so that $(X, Y)$ is distributed according to $\mathbb{P}_{X,Y}(x, y) =$

\begin{align*}
\text{Note that if reflections are significant, then, assuming perfect equalization, the overall channel from } x_i \text{ to output after equalization can still be modelled as a constant } g_k.
\end{align*}
of uncertainty about \(X\) is \(Z\) in \(X\)

entropy and the uncertainty of the pair \((X, Y)\) is given by the joint entropy

\[
H(X, Y) = -\sum_{x \in X} \sum_{y \in Y} \mathbb{P}_{X,Y}(x,y) \log(\mathbb{P}_{X,Y}(x,y))
\]  

(57)

Also, the amount of information that \(Y\) contains about \(X\) can be measured by the mutual information defined as

\[
I(X; Y) = H(Y) - H(Y|X) = H(X) - H(X|Y)
\]  

(58)

This is the amount of reduction of uncertainty in \(Y\) when \(X\) is observed, or vice versa, the amount of reduction of uncertainty in \(X\) when \(Y\) is observed.

**Example 9:** Given \(X \sim \text{Bern}(1/2)\), \(Y_1 = X + Z \mod 2\) where \(Z \sim \text{Bern}(1/10)\), then \(Y_1 \sim \text{Bern}(1/2)\) and \(Y_1\) given \(X\) is \(\text{Bern}(1/10)\), thus \(I(X; Y_1) = H(Y_1) - H(Y_1|X) = \log(2) - 0.3251 = 0.368\) nats. Thus, \(Y_1\) ‘reveals’ 0.368 nats of uncertainty about \(X\). If on the other hand \(Y_2 = X\), then \(I(X; Y_2) = \log(2)\) since \(H(Y_2|X) = 0\),\(^{10}\) i.e., \(Y_2\) ‘reveals’ all uncertainty about \(X\). If \(Y_3\) is independent of \(X\), then \(I(X; Y_3) = 0\) because \(H(Y_3|X) = H(Y_3)\), i.e., \(Y_3\) does not tell us anything about \(X\).

Analogous quantities for continuous random variables \(X\) and \(Y\) are defined as the differential entropy, differential conditional entropy, and mutual information, given respectively as

\[
h(X) = - \int X \mathbb{P}_X(x) \log(\mathbb{P}_X(x)) \, dx,
\]  

(59)

\[
h(Y|X) = - \int Y \mathbb{P}_{Y|X}(y|x) \log(\mathbb{P}_{Y|X}(y|x)) \, dy,
\]  

(60)

\[
h(X, Y) = - \int X \mathbb{P}_{X,Y}(x,y) \log(\mathbb{P}_{X,Y}(x,y)) \, dx \, dy,
\]  

(61)

\[
I(X; Y) = h(Y) - h(Y|X) = h(X) - h(X|Y),
\]  

(62)

assuming the integrals exist.

The entropy and mutual information satisfy the following properties that will be needed in the sequel.

- **P1:** \(h(Y|X) = h(Y - f(X)|X)\) for any deterministic mapping \(f(\cdot)\) \([32\text{ Thm. 8.6.3}]\);
- **P2:** Conditioning does not increase entropy: \(h(X_1|X_2) \leq h(X_1)\) with equality if and only if \(X_1\) and \(X_2\) are independent \([32\text{ p. 253}]\);
- **P3:** Chain rule: \(h(X) = \sum_{i=1}^{n} h(X_i|X_1,\ldots,X_{i-1})\) \([32\text{ Thm. 8.6.2}]\);
- **P4:** Concavity of mutual information in the input distribution: \(I(X; Y)\) is concave in \(\mathbb{P}_X\) for a given \(\mathbb{P}_{Y|X}\) \([32\text{ Thm. 2.7.4}]\).

Next, we describe how communication is realized over the IM/DD Gaussian channel.

### B. The Communication Problem

After modelling an IM/DD OWC system (in the infra-red, visible-light, or ultra-violet ranges) as an IM/DD Gaussian channel, we describe communication over this channel. Communication over the IM/DD Gaussian channel can be generally described as follows. The transmitter wants to send a message of \(m\) bits to the receiver. The set of all possible messages has size \(2^m\). Without loss of generality, the messages can be labelled by integers from 1 to \(2^m\), and the set of all messages can be denoted \(\mathbb{W} = \{1, \ldots, 2^m\}\). Thus, the message can be represented by a random variable \(W \in \mathbb{W}\). The transmitter desires to ‘load’ \(W\) with the largest number of information bits. This is achieved when \(W\) is uniformly distributed on \(\mathbb{W}\), since a uniformly distributed random variable has the largest ‘information content’ measured by its entropy. For a uniform random variable \(W\) distributed on \(\mathbb{W}\), the information content

\(^{10}\) We use the convention 0 \(\log(0) = 0\).
is $H(W) = m$. Thus, we can assume that the transmitter picks a message $w$ uniformly at random from $W$.

To send a message $w$, the transmitter assigns a codeword $x(w)$ from a codebook of $2^m$ codewords, where $x(w) = (x_1(w), \ldots, x_n(w))$ and $n$ is the code length (Table III). For all $w \in W$, the codewords satisfy $x_i(w) \in \{0, A\}$ and $\frac{1}{n} \sum_{i=1}^n x_i(w) \leq E$, which satisfies the intensity constraints. Then, to send a message $w$, the transmitter sends $x(w)$ through the channel in $n$ transmissions (i.e., uses $x(w)$ to modulate the light source).

In this construction, the transmitter sends $m$ bits in $n$ transmissions, for a rate of $\frac{m}{n}$ bits per transmission. To send at rate $r$ bits per transmission, we require that $W$ has $2^{nr}$ elements, and hence $2^m$ must be an integer. We will assume that this is true henceforth, by proper choice of $n$ and $r$.

The receiver records the received signal $y_i$ over $n$ transmissions to obtain $y$. Then it uses a decoder to decide that message $\tilde{w}$ has been sent. This process incurs an error probability $p_{e,n} = P[w \neq \tilde{w}]$, which is required to be sufficiently small.

This description of message set $W = \{1, \ldots, 2^m\}$, encoder and decoder defines a channel code, which we denote as a $(2^m, n)$ code. We say that a rate r is achievable if there exists a sequence of $(2^m, n)$ codes so that $p_{e,n} \rightarrow 0$ as $n \rightarrow \infty$. Indeed, we seek to maximize the achievable rate $r$. The maximum $r$ is the channel capacity denoted $c_g(A, E)$, to indicate its dependence on $g$, $A$ and $E$ explicitly.

One can ask several questions at this point: First, if the input is constrained by $\frac{1}{n} \sum_{i=1}^n x_i \leq E$, then why does $\mathbb{E}[X] \leq E$? Second, what is the value of $c_g(A, E)$? Third, can we express $c_g(A, E)$ in a simple form? We discuss these questions next.

### C. Channel Capacity as Mutual Information Maximization

In his 1948 seminal paper [194], Shannon derived the capacity of a memoryless channel. The theory asserts that as long as $r$ is smaller than the channel capacity, no matter how noisy the channel is, one can send information at a rate of $r$ bits per transmission 'error free'. The key is to insert enough redundancy in the codewords so as to be able to correct errors at the receiver. Specifically, Shannon showed that there exists codes which allows 'error-free' transmission as long as the rate $r$ is smaller than capacity, and some such codes have been discovered over the past decades such as LDPC codes and Polar codes [195], [196]. This capacity is given in the following lemma.

**Lemma 1 (Capacity of a memoryless channel [194]):** For a memoryless channel with input $X \in \mathcal{X}$, output $Y \in \mathcal{Y}$, and channel law $P_{Y|X}$, the channel capacity is given by $\max_{P_X \in \mathcal{P}_X} I(X; Y)$.

Here, $P_X$ is the set of all $P_X$ defined on $X$. Thus, the capacity is the maximum (with respect to $P_X$) of the amount of information that $Y$ tells us about $X$. This capacity is achievable by a random i.i.d. code, where code symbols are chosen independently at random according to $P_X$, i.e., the error probability vanishes as $n \rightarrow \infty$.

**Example 10 (BSC Capacity):** To provide a simple (and rather crude) interpretation of Lemma 1, let us consider a binary-symmetric channel with input $X \in \{0, 1\}$, and output $Y = X + Z \mod 2$ where $Z \sim \text{Bern}(\epsilon)$. Here $\epsilon$ can be interpreted as the probability that the channel flips a bit. Let us consider coding over $n$ transmissions. A transmitted codeword $X(w) = (X_1, \ldots, X_n)$ will be corrupted by $n$ instances of noise $Z = (Z_1, \ldots, Z_n)$. Since $n$ is large, $Z$ will likely have around $n\epsilon$ ones and $n(1 - \epsilon)$ zeros. Such $Z$ is said to be 'typical' [197], and the number of typical $Z$ is around $e^{n (H(Z))}$.

Thus, $X(w)$ will be received as one of around $e^{n (H(Z))}$ possible corrupted versions of itself. On the other hand, the received signal $Y = (Y_1, \ldots, Y_n)$ can take any of $2^n = e^{n \log(2)}$ possible values. To make sure the decoder does not confuse corrupted versions of $X(w)$ with corrupted versions of another codeword $X(w')$, we should send less than $e^{n (H(Z))}$ codewords. Thus, the rate must be less than $\frac{1}{n} \log (e^{n (H(Z))}) = \log(2) - H(Z)$ bits per transmission, which is exactly $I(X; Y)$ when $Z \sim \text{Bern}(1/2)$. This can be achieved by using a random i.i.d. binary code, or a rather more structured LDPC or Polar code [196], [198].

**Lemma 1** presents the channel capacity in a 'single-letter' form where the time index is obsolete. However, in the channel under consideration, the time index is not obsolete since the constraint $\frac{1}{n} \sum_{i=1}^n x_i \leq \mathbb{E}[X]$ is a time average. In this case, instead of finding the best $P_X$, we have to find the best $P_X$ where $X = (X_1, \ldots, X_n)$. This seems to prevent using Lemma 1 directly to express the capacity of the channel under consideration. Nevertheless, we can still apply this lemma in a 'multi-letter' form as follows.

Consider the $n$-symbol extended channel $Y = gX + Z$ where $X = (X_1, \ldots, X_n)$, $Y_i = gX_i + Z_i$, and $Z_i$ is i.i.d. $\mathcal{N}(0, 1)$. The input alphabet of this channel is the set $\mathcal{X}^n = \{X \in \{0, A\}^n | \|X\|_1 \leq nE\}$, its output alphabet is $\mathbb{R}^n$, and its channel law $P_{Y|X} = \prod_{i=1}^n P_{Y_i|X_i}(y_i|x_i) = \prod_{i=1}^n \frac{1}{\sqrt{2\pi\epsilon}} e^{-\frac{(y_i - gx_i)^2}{2\epsilon}}$. This is a memoryless channel whose capacity is

$$c_g^n(A, E) = \max_{P_X \in \mathcal{P}_X} I(X; Y)$$

by Lemma 1. Here, $P_X$ is the distribution of $X$, and $P_X$ is the collection of all $P_X$ defined on $\mathcal{X}^n$. Since the resulting
vector channel is defined as $n$-uses of the scalar channel, its capacity is also equal to $c_{g}^{[n]}(A, \mathcal{E}) = nc_{g}(A, \mathcal{E})$.

Thus, we have

$$nc_{g}(A, \mathcal{E}) = \max_{\mathbb{P}_{X} \in \mathbb{P}_{X}} I(X; Y).$$

The maximization with respect to $\mathbb{P}_{X}$ is required to determine the distribution of codeword symbols from the alphabet $\mathbb{X}^{[n]}$.

To simplify this expression into a single letter form, we note the following. While the constraint $\|X\|_{1} \leq n\mathcal{E}$ permits $\mathbb{P}_{X}$ to be non i.i.d. in general (such as $X_i = n\mathcal{E}$ and $X_j = 0$ for all $j \neq i$), property P4 forces the optimal $P_{X}$ to be i.i.d., as shown next in Theorem 1, which allows us to replace the constraint $\|X\|_{1} \leq n\mathcal{E}$ with $\mathbb{E}[X_i] \leq \mathcal{E}$ for all $i$.

**Theorem 1:** The capacity of a channel with input $X = (X_1, \ldots, X_n)$ satisfying $X_i \in [0, \mathcal{A}]$ for all $i$ and $\|X\|_{1} \leq n\mathcal{E}$, and output $Y_i = gX_i + Z_i$, $i = 1, \ldots, n$, where $g$ is a constant and $Z_i$ is i.i.d. is given by

$$c_{g}(A, \mathcal{E}) = \max_{\mathbb{P}_{X} \in \mathbb{P}_{X}} I(X; gX + Z),$$

(65)

when $n$ is large enough, where $\mathbb{P}_{X}$ is the collection of all $\mathbb{P}_{X}$ defined on $[0, \mathcal{A}]$ with $\mathbb{E}[X] \leq \mathcal{E}$.

**Proof:** Starting from (64), we have

$$I(X; Y) = h(Y) - h(Y|X) = h(Y) - h(Z|X) + h(Z|X),$$

(66)

$$\stackrel{P1}{=} h(Y) - h(Z|X) + h(Z) - h(Z) = h(Y) - h(Z),$$

(67)

$$\leq h(Y_{i}) - h(Z_{i}),$$

(68)

$$\leq \sum_{i=1}^{n} I(X_{i}; Y_{i}),$$

(69)

for any distribution $\mathbb{P}_{X}$ with marginals $\mathbb{P}_{X_{i}}$. This leads to

$$c \leq \max_{\mathbb{P}_{X} \in \mathbb{P}_{X}} \frac{1}{n} \sum_{i=1}^{n} I(X_{i}; gX_{i} + Z_{i}).$$

(70)

Let the support of $\mathbb{P}_{X}$, be $\mathbb{X}$ and its mean $\mathbb{E}[X] = \mathcal{E}$. Then, using property P4, we have

$$\frac{1}{n} \sum_{i=1}^{n} I(X_{i}; gX_{i} + Z_{i}) \leq I(\hat{X}; g\hat{X} + \hat{Z}),$$

(71)

where $Z \sim \mathcal{N}(0, 1)$, and $\hat{X}$ is a random variable defined on $\mathbb{X} = \bigcup_{i=1}^{n} \bar{X}_i$ with distribution $\mathbb{P}_{\bar{X}}(x) = \frac{1}{n} \sum_{i=1}^{n} \mathbb{P}_{X_i}(x)$. Therefore, we obtain

$$c_{g}(A, \mathcal{E}) \leq \max_{\mathbb{P}_{X} \in \mathbb{P}_{X}} I(\hat{X}; g\hat{X} + \hat{Z}).$$

(72)

Note that $\hat{X} \subseteq [0, \mathcal{A}]$ since $X_i \subseteq [0, \mathcal{A}]$. Moreover, we have

$$\mathbb{E}[X] = \int_{\hat{X}} x \frac{1}{n} \sum_{i=1}^{n} \mathbb{P}_{X_i}(x) dx = \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}[X_i],$$

(73)

where the last step follows since $\|X\|_{1} \leq n\mathcal{E}$ implies that $\mathbb{E}[\|X\|_{1}] \leq n\mathcal{E}$ and hence $\frac{1}{n} \sum_{i=1}^{n} \mathbb{E}[X_i] \leq \mathcal{E}$. Let $\mathbb{P}_{\hat{X}}$ be the set of all $\mathbb{P}_{X}$ satisfying $\hat{X} \subseteq [0, \mathcal{A}]$ and $\mathbb{E}[\hat{X}] \leq \mathcal{E}$. Then, $\mathbb{P}_{X} \in \mathbb{P}_{X} \Rightarrow \mathbb{P}_{\hat{X}} \in \mathbb{P}_{\hat{X}}$. Hence,

$$c_{g}(A, \mathcal{E}) \leq \max_{\mathbb{P}_{X} \in \mathbb{P}_{X}} I(\hat{X}; g\hat{X} + \hat{Z}).$$

(74)

This upper bound is achievable as $n \to \infty$ using i.i.d. $X = \prod_{i=1}^{n} \mathbb{P}_{X}(x_i)$. The resulting codebook satisfies the constraints for large $n$, since for each codeword $(x_1, \ldots, x_n)$ we have $x_i \in [0, \mathcal{A}]$ for all $i$, and $\lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} x_i = \mathbb{E}[X] \leq \mathcal{E}$ by the law of large numbers. This concludes the proof.

This demonstrates that the constraint $\frac{1}{n} \sum_{i=1}^{n} x_i \leq \mathcal{E}$ is equivalent to $\mathbb{E}[X] \leq \mathcal{E}$ from a capacity perspective, and $c_{g}(A, \mathcal{E}) = \max_{\mathbb{P}_{X} \in \mathbb{P}_{X}} I(X; gX + Z)$.

Now some remarks about the constraints are due. One can show that the channel capacity under the constraint $\mathbb{E}[X] = \mathcal{E}$ is equal to that under the constraint $\mathbb{E}[X] = \mathcal{A} - \mathcal{E}$ by symmetry of the Gaussian noise distribution [34, 58]. By property P4, one can also show that capacity increases as $\mathbb{E}[X]$ increases from 0 to $\frac{\mathcal{A}}{2}$ [58]. Hence, the optimal input distribution satisfies $\mathbb{E}[X] = \mathcal{E}$ if $\mathcal{E} \leq \frac{\mathcal{A}}{2}$ and satisfies $\mathbb{E}[X] = \frac{\mathcal{A}}{2}$ otherwise [34, 58]. In the latter case, we can show using P4 that an input distribution symmetric with respect to $\frac{\mathcal{A}}{2}$ is optimal.

Due to this, it suffices to study the capacity when $\mathcal{E} \leq \frac{\mathcal{A}}{2}$, with the understanding that a channel with a peak constraint only has the same capacity as a channel with an average and a peak constraint with $\mathcal{E} = \frac{\mathcal{A}}{2}$.

To evaluate capacity, it remains to compute

$$c_{g}(A, \mathcal{E}) = \max_{\mathbb{P}_{X} \in \mathbb{P}_{X}} I(X; gX + Z),$$

(75)

where $\mathbb{P}_{X}$ is the set of distributions $\mathbb{P}_{X}$ on $[0, \mathcal{A}]$ satisfying $\mathbb{E}[X] = \mathcal{E} \leq \frac{\mathcal{A}}{2}$. Methods for evaluating this capacity are discussed next.

V. NUMERICAL EVALUATION OF THE CAPACITY OF A SINGLE USER IM/DD GAUSSIAN CHANNEL

While the objective of the maximization in (78) is the same as that in the standard AWGN channel [32, Ch. 9], the constraint set $\mathbb{P}_{X}$ is different. This alone makes this problem elusive contrary to the standard AWGN channel for which the optimal input is known to be Gaussian.

However, numerical methods can be used to solve this problem, due to the following result from [59].

**Theorem 2 (Discreteness of Optimal Distribution [39]):** The capacity-achieving input distribution $\mathbb{P}_{X}$ for the IM/DD Gaussian channel with a peak constraint is a discrete distribution with a finite number of probability mass points.

\footnote{This can be shown using standard steps as in [32, Ch. 7].}
Thus, one can restrict attention to distributions of the form
\[ P_X^k(x) = \sum_{i=1}^{k} a_i \delta(x - x_i) \]  
for some \( k, x_i \in [0, A] \), and \( a_i > 0 \) such that \( \sum a_i = 1 \), satisfying the constraints on \( X \). Thus, to find capacity, we have to solve
\[
\max_{k, x_i, a_i} \quad I(X; gX + Z) |_{X \sim P_X^k} \\
\text{subject to} \quad k \geq 2; \quad \sum_{i=1}^{k} a_i = 1; \quad \sum_{i=1}^{k} a_i x_i \leq \mathcal{E} \]  
where
\[
I(X; gX + Z) = -\int_{-\infty}^{\infty} \left[ \sum_{i=1}^{k} a_i e^{-\frac{(y-y_i)^2}{2\pi}} \right] dy - \frac{1}{2} \log(2\pi e). \]
This gives the capacity in nats/ transmission. To convert to bits/ transmission, we divide by \( \log(2) \), or we replace \( \log(\cdot) \) with \( \log_2(\cdot) \).

The problem of finding the optimal \( P_X \) involves the following three problems: (i) Finding the optimal \( k \), (ii) Finding the optimal \( x_i \), and (iii) Finding the optimal \( a_i \). The overall problem is nonlinear, but can be solved numerically. With currently existing numerical solvers, it is common to solve for \( a_i \) and \( x_i \) jointly for a given \( k \) \cite{39}. We shall describe this later, but first, let us study a method for finding the optimal \( a_i \) for a given \( x_i \) and \( k \) that dates back to 1972.

A. The Blahut-Arimoto Algorithm: Optimal \( a_i \) given \( k \) and \( x_i \)

If \( k \) and \( x_i \) are given, then the maximization with respect to \( a_i \) can be solved numerically due to property P4, i.e., the concavity of \( I(X; gX + Z) \) in \( P_X \). A famous elegant algorithm that solves this maximization is the Blahut-Arimoto algorithm \cite{199, 200}. It is based on a rewriting of the mutual information as follows
\[
I(X; Y) = \sum_{x \in X} \int_{\mathbb{R}} P_{X,Y}(x, y) \log \left( \frac{P_{X,Y}(x, y)}{P_X(x) P_Y(y)} \right) dy, \]
\[
= \sum_{x \in X} \int_{\mathbb{R}} P_X(x) P_{X|Y}(y|x) \log \left( \frac{P_{X,Y}(x, y)}{P_X(x)} \right) dy, \]
and recasting the maximization problem as
\[
\max_{P_{X|Y}} \max_{P_X} \sum_{x \in X} \int_{\mathbb{R}} P_X(x) P_{X|Y}(y|x) \log \left( \frac{P_{X,Y}(x, y)}{P_X(x)} \right) dy. \]  
(82)

Solving this double-maximization leads to the capacity achieving distribution as shown in \cite[Ch. 10]{32}. This problem is convex in \( P_X \) given \( P_{X|Y} \), and also in \( P_{X|Y} \) given \( P_X \), and hence can be solved by alternating maximization with respect to \( P_X \) and \( P_{X|Y} \).

To solve this maximization numerically, we discretize the interval \([y_l, y_u]\) where \( y_l < 0 \) and \( y_u > gA \) are chosen so that \( P\{y < y_l\} \) and \( P\{y > y_u\} \) are arbitrarily small for any \( P_X \) (typically \( y_l < -3\sigma \) and \( y_u > 3\sigma + gA \), recall that \( \sigma = 1 \)).

We define \( y = y_l + j\delta \) for \( 0 < \delta < 1 \) and \( \ell = \left\lfloor \frac{y - y_l}{\delta} \right\rfloor \). This way, we can discretize \( Y \) and describe \( P_{Y|X} \) as a matrix \((p_{ji}), \ i \in \{1, \ldots, k\} \) and \( j \in \{1, \ldots, \ell\} \), where
\[
p_{ji} = P\{Y = y_l + (j - 1)\delta, y_l + j\delta| x_i \text{ was sent}\}. \]  
(83)

This can be calculated numerically from the channel law \( P_{Y|X} \). Similarly, define
\[
q_{ij} = P\{x_i \text{ was sent}\|Y = y_l + (j - 1)\delta, y_l + j\delta\}. \]  
(84)

Now we can recast the optimization as
\[
\max_{q_{ij}} \max_{a_i} \sum_{i,j} a_i p_{ji} \log \left( \frac{q_{ij}}{a_i} \right) \]  
(85)

Fixing \( a_i \) and consequently also \( p_{ji} \), we need to solve
\[
\max_{q_{ij}} \sum_{i,j} a_i p_{ji} \log \left( \frac{q_{ij}}{a_i} \right) \]  
(86)

s.t. \( \sum_j q_{ij} = 1, \forall j \in \{1, \ldots, \ell\} \).

The problem is convex, its Lagrangian is \( \mathcal{L}(q_{ij}, \psi) = -\sum_{i,j} a_i p_{ji} \log \left( \frac{q_{ij}}{a_i} \right) + \sum_j \psi_j \sum_i q_{ij} - 1 \), and the optimal solution satisfies \( \frac{\partial \mathcal{L}(q_{ij}, \psi)}{\partial q_{ij}} = 0 \). Combined with \( \sum_{i=1}^{k} q_{ij} = 1 \), this yields
\[
q_{ij} = \frac{a_i p_{ji}}{\sum_{i'} a_{i'} p_{i'j}}. \]  
(87)

Note that this solution preserves the mean of \( X \), i.e., if \( \sum_i x_i a_i = \mu \) for some \( \mu \), then we also have \( \sum_i x_i \tilde{p}_{ij} = \mu \) where \( \tilde{p}_{ij} = \sum_i a_i p_{ji} \).

On the other hand, fixing \( q_{ij} \) and \( p_{ji} \), we need to solve
\[
\max_{a_i} \sum_{i,j} a_i p_{ji} \log \left( \frac{q_{ij}}{a_i} \right) \]  
(88)

s.t. \( \sum_{i=1}^{k} a_i = 1, \sum_{i=1}^{k} x_i a_i = \mathcal{E} \).

The sum in the objective function is with respect to \( i, j \) for which \( q_{ij} > 0 \) and \( p_{ji} > 0 \). This problem is also convex, its Lagrangian is \( \mathcal{L}(a_i, \psi, \nu) = -\sum_{i,j} a_i p_{ji} \log \left( \frac{a_i}{a_i} \right) + \psi \sum_i a_i - 1 + \nu \left( \sum_i x_i a_i - \mathcal{E} \right), \) and the optimal solution satisfies \( \frac{\partial \mathcal{L}(a_i, \psi, \nu)}{\partial a_i} = 0 \). Combined with the two constraints, this yields
\[
a_i = \frac{e^{-\nu x_i} \prod_j p_{ji}^{q_{ij}}}{\sum_{i'} e^{-\nu x_i} \prod_j p_{ji'}^{q_{ij}}} \]  
(89)

where the product is with respect to \( j \) for which \( p_{ji} > 0 \) and \( q_{ij} > 0 \), and \( \nu \) is the solution of
\[
\mathcal{E} = \sum_i x_i e^{-\nu x_i} \prod_j q_{ij}^{p_{ji}}, \]  
(90)
Algorithm 1 Blahut-Arimoto Algorithm for the IM/DD Gaussian channel

1. Inputs: $A$; $E$; $g$; $(x_1, \ldots, x_k)$; $\delta$; $y_i$; $y_a$;
2. $a_i \leftarrow \frac{1}{E}$; $\forall i \in \{1, \ldots, k\}$; $e \leftarrow \frac{y_i - y_a}{\delta}$; $r \leftarrow 0$
3. repeat
4. $p_{j,i} \leftarrow \mathbb{P}(Y \in [y_i + (j - 1)\delta, y_i + j\delta]) | x_i$ was sent
5. $q_{i,j} \leftarrow a_i p_{j,i} \left(\sum_{i'} a_i p_{j,i'}\right)^{-1}$
6. $\nu \leftarrow \text{Solution of } (90)$
7. $a_i \leftarrow \left(e^{-\psi \nu \nu x}; \Pi_j q_{i,j}^{p_{j,i}}\right) \left(\sum_{i'} e^{-\nu \nu x'} \Pi_j q_{i',j}^{p_{j,i'}}\right)^{-1}$
8. $r \leftarrow \sum_{i,j} a_i p_{j,i} \log\left(\frac{q_{i,j}^{p_{j,i}}}{a_i}\right)$
9. until $r$ converges
10. Outputs: $r$; $a_i$

TABLE IV: Evolution of $(a_i)$ for the channel in Example 11 until convergence. The solution of $\max_{a_i} I(X;Y)$ for this example using exhaustive (grid) search is 0.61 nats per transmission which matches the result of Algorithm 1

Based on this, the optimal $a_i$ for given $k$ and $x_i$ can be computed using the Blahut-Arimoto algorithm as described in the Algorithm 1. By discretizing the interval $[y_i, y_a]$ into infinitesimally small intervals ($\delta \ll 1$) and choosing $-y_i$ and $y_a - gA$ large enough, the rate $r$ in Algorithm 1 converges to $\max_{a_i} I(X;Y)$ where $X \in \{x_1, \ldots, x_k\}$.

Example 11: Consider an IM/DD Gaussian channel with $g = 1$, $A = 5$, and $E = 1.25$. Let $k = 3$, $(x_1, x_2, x_3) = (0, 2, 5)$, $y_1 = -10$, $y_a = gA + 10$, and $\delta = 10^{-3}$. With these parameters, the solution of $\max_{a_i} I(X;Y)$ using Algorithm 1 is 0.61 nats (0.88 bits) per transmission achieved when $(a_1, a_2, a_3) = (0.638, 0.1866, 0.1753)$. Table IV shows the evolution of $(a_i)$ for this channel until convergence.

Now that we have a method for finding $(a_i)$ for a given $k$ and $(x_i)$, we move to the maximization with respect to $(x_i)$.

B. Optimal $a_i$ and $x_i$ given $k$

To find the optimal $(x_i)$ for a given $k$, we rely on a statement that dates back to 1971 [201]. The statement provides a necessary and sufficient condition for a distribution $P_X$ to be optimal for a Gaussian channel with a peak constrained input without and with a power constraint. The statement has been generalized later on to different types of channels such as Poisson [156], quadrature Gaussian [202], Rayleigh-fading [203], and conditionally Gaussian channels [19]. The statement for the channel under consideration is given in [39], and is repeated next.

**Theorem 3 (Optimality Condition [29]):** Let $P_X$ be the capacity achieving distribution of the IM/DD Gaussian channel with support $X = \{x_1, \ldots, x_k\}$ for some $k$, and define

$$I(P_X) = I(X;Y)_{X \sim \mathbb{P}_X}$$

$$Q(x, \mathbb{P}_X) = - \int_{\mathbb{R}} \mathbb{P}_Y | x (y | x) \log(\mathbb{P}_Y (y)) dy$$

$$\psi = \frac{1}{E} \left( I(\mathbb{P}_X) + \frac{1}{2} \log(2\pi e) - Q(0, \mathbb{P}_X) \right)$$

Then the following statements hold:
1. $0 \in X$ and $P_X (0) > 0$;
2. $\psi > 0$; and
3. $J(x, P_X) \geq 0$ for all $x \in [0, A]$ with equality if $x \in X$.

This statement provides a necessary and sufficient condition for the optimality of an input distribution and can be used to check if an input distribution for a given $k$ is optimal. We apply this to the channel in Example 11.

Example 12: For the IM/DD Gaussian channel in Example 11 we have $P_X = \sum_{i=1}^{3} a_i \delta(x - x_i)$ where $(x_1, x_2, x_3) = (0, 2, 5)$ and $(a_1, a_2, a_3) = (0.638, 0.1866, 0.1753)$, and $I(P_X) = 0.61$ nats per transmission. Since $x_1 = 0$ and $a_1 > 0$, then the first condition in Theorem 3 is satisfied. To check the second and third conditions, we evaluate $\psi$ and $J(x, \mathbb{P}_X)$ numerically. We obtain $\psi = 0.2528$ which satisfies the second condition. However, $J(x, P_X)$ does not satisfy the third condition as shown in Fig. 7. Thus, this input distribution is not optimal.

To find out whether a distribution with $k$ mass points is optimal, one can fix $x_1 = 0$, vary $x_2, \ldots, x_k$, find $a_1, \ldots, a_k$ using Algorithm 1 and repeat until either the conditions in Theorem 3 are satisfied in which case we have the optimal distribution, or all (discretized) values of $x_2, \ldots, x_k$ are exhausted in which case $k$ is too small to achieve capacity. Alternatively, one can rely on the concavity of $I(X;Y)$ in $P_X$, and maximize jointly with respect to $(x_1, \ldots, x_k)$ and $(a_1, \ldots, a_k)$ using numerical solvers for a given $k$. Checking
Algorithm 2 Combined search for optimal $x_1, \ldots, x_k$ and $a_1, \ldots, a_k$ for the IM/DD Gaussian channel

1: Inputs: $\mathcal{A}$, $\mathcal{E}$; $g$; $k$
2: $\mathbb{P}_X = \emptyset$
3: $\mathbb{P}_X = \text{Solution of } \max_{\mathbb{P}_X:k \text{ mass points}} I(X;Y) \text{ using numerical solvers}
4: Compute $\psi$ and $J(x, \mathbb{P}_X)$ using (93) and (94)
5: if $\mathbb{P}_X(0) > 0$, $\psi > 0$; $J(x, \mathbb{P}_X) \geq 0 \forall x \in [0, \mathcal{A}]$ with equality if $\mathbb{P}_X(x) > 0$ then
6: $\mathbb{P}_X^* = \mathbb{P}_X$
7: end if
8: Output: $\mathbb{P}_X^*$

Algorithm 3 Search for the optimal $\mathbb{P}_X^*$ for an IM/DD Gaussian channel

1: Inputs: $\mathcal{A}$, $\mathcal{E}$; $g$;
2: $r_{\text{max}} \leftarrow 0$; $\mathbb{P}_X^* = \emptyset$; $k \leftarrow 1$
3: while $\mathbb{P}_X^* = \emptyset$ do
4: $k \leftarrow k + 1$
5: $\mathbb{P}_X^* \leftarrow \text{Output of Algorithm 2 given } k$
6: end while
7: Output: $\mathbb{P}_X^*$

whether the obtained distribution satisfies the conditions in Theorem 3 reveals if this distribution is optimal or not (in which case we conclude that $k$ is too small) [39], [203]. This is summarized in Algorithm 2.

To test this algorithm, we use the parameters in Example 13: For the channel in Example 11, Algorithm 2 yields $\mathbb{P}_X^* = \sum_{i=1}^{3} a_i \delta(x - x_i)$ where $(x_1, x_2, x_3) = (0, 2.7058, 5)$ and $(a_1, a_2, a_3) = (0.6643, 0.1869, 0.1489)$, and the rate is $r = 0.626$ nats (0.9031 bits) per transmission. Moreover, $\mathbb{P}_X(0) > 0$, $\psi = 0.2501 > 0$, and $J(x, \mathbb{P}_X) \geq 0$ for all $x$ with equality when $x = a_i$ as shown in Fig. 7 which satisfies the conditions in Theorem 3. Hence, $\mathbb{P}_X^*$ is optimal and the capacity of this channel is $c_1(5, 1.25) = 0.626$ nats/transmission.

If Algorithm 2 outputs $\mathbb{P}_X^* = \emptyset$, i.e., the conditions in Theorem 3 are not satisfied for any $\mathbb{P}_X$ with $k$ mass points. This indicates that the optimal input distribution has more than $k$ points. It remains to find the optimal $k$.

C. Optimal $k$

To find the optimal $k$, we also use the necessary conditions in Theorem 3. In particular, for a given channel, we start by setting $k = 2$ and using Algorithm 2 to find the optimal $\mathbb{P}_X$. If the output is $\mathbb{P}_X^* = \emptyset$, then we increment $k$. This is repeated until an optimal $\mathbb{P}_X^*$ is found as summarized in Algorithm 3.

Using Algorithm 3, we can find the optimal input distribution for the single-user IM/DD Gaussian channel. Fig. 8 shows the channel capacity obtained using Algorithm 3 for a channel with $\mathcal{E} = \frac{\mathcal{A}}{4}$ as a function of $\mathcal{A}$ when $g = 1$.

While Fig. 8 shows the behaviour of capacity as a function of the peak intensity, it does not provide an explicit relation between the two. Thus, the following question arises: Can we express capacity in a simple form? The following section discusses this issue.

VI. Capacity Bounds and Asymptotics

The capacity of the single-user IM/DD Gaussian channel can be obtained by solving problem (70) using Algorithm 3. While this does not have the elegance of $\log(1 + \text{SNR})$ (the capacity of a Gaussian memoryless channel with a power constraint, see Remark 4 below), this is still useful for evaluating the capacity of a static channel. Furthermore, the optimality of discrete inputs with a finite number of mass points as asserted by Theorem 2 is appealing from an engineering point of view.

Remark 4: For a Gaussian memoryless channel with input $X \in \mathbb{C}$ and output $Y = gX + Z$ where $g \in \mathbb{C}$, $\mathbb{E}[|X|^2] \leq 1$, and $Z \sim \mathcal{CN}(0, \sigma^2)$, the capacity equals $\log(1 + \text{SNR})$ where SNR is the signal-to-noise ratio $\text{SNR} = \frac{|g|^2}{\sigma^2}$. This is achieved by choosing $X \sim \mathcal{CN}(0, \sigma^2)$.

The simplicity of $\log(1 + \text{SNR})$ enabled a large body of literature on wireless communications focusing on capacity and power allocation for parallel channels, MIMO channels, and multi-user channels, in addition to ergodic and outage capacities of time-varying channels [111], [204]. However, the capacity of the IM/DD Gaussian channel obtained using Algorithm 3 is not amenable to similar analysis. This makes it important to derive capacity bounds and approximations that enable further analysis of IM/DD Gaussian channels based on information-theoretic fundamentals. Moreover, capacity bounds are important in cases where the capacity is not numerically computable, such as for the channel with an average intensity constraint only, whose capacity achieving distribution has an infinite number of mass points.

This section presents such results.

A. Capacity Lower Bounds – Achievable Rates

Two methods have been used in the literature to derive capacity lower bounds. One method focuses on continuous input distributions, and the other focuses on discrete input
distributions. The common factor between the two is that they both rely on the entropy-power inequality (EPI) stated next.

**Lemma 2 (EPI [32 Theorem 17.7.3]):** If $X$ and $Y$ are $n$-dimensional independent random vectors with densities, then $e^{\frac{1}{n}h(X+Y)} \geq e^{\frac{1}{n}h(X)} + e^{\frac{1}{n}h(Y)}$.

To derive a capacity lower bound using this lemma, we write

$$I(X;gX+Z) = h(gX+Z) - h(gX+Z|X)$$

(95)

$$\geq \frac{1}{2} \log \left( \frac{g^2 e^{2h(X)} + g^2 e^{2h(Z)}}{2\pi e} + 1 \right),$$

(96)

where in the last step we used $h(Z) = \frac{1}{2} \log(2\pi e)$ and $h(gX) = h(X) + \log(g)$ [32 (8.71)]. Let $\tilde{P}_X$ be a selected input distribution, then it holds that

$$c_g(A, E) = \max_{P_X \in \tilde{P}_X} I(X;gX+Z)$$

(97)

$$\geq I(X;gX+Z)_{|X \sim \tilde{P}_X}$$

(98)

Thus, the problem of deriving a capacity lower bound boils down to choosing a ‘good’ $\tilde{P}_X$, i.e., one which maximizes $h(X)$. Next, we apply this to a channel with average and a peak constraints, followed by one with an average constraint only.

1) Average and Peak Constraints: We distinguish between bounds using continuous input distributions and ones using discrete input distributions.

a) Continuous Input Distributions: The solution of $\max_{P_X} h(X)$ where $P_X$ is a continuous distribution satisfying $X \in [0, A]$ and $E[X] \leq \bar{E}$ was given in [34]. The results rely on finding the max-entropic distribution using [32 Thm. 12.1.1] which states the following.

**Lemma 3 ([32 Thm. 12.1.1]):** The solution of

$$\max_{P_X} h(X)$$

(100)

s.t. $X \in S$, $\int_S P_X(x)dx = 1$ (101)

$$E[r_i(X)] = m_i, \forall i = 1, ..., n$$

(102)

for some measurable functions $r_i : S \rightarrow \mathbb{R}$, is given by $P_X(x) = e^{a_0 + \sum_{i=1}^n a_i r_i(x)}$, where $a_0, a_1, ..., a_n$ are chosen to satisfy the constraints.

Using Lemma 3 with $S = [0, A]$, $n = 1$, $r_1(x) = x$, and $m_1 = \bar{E}$ leads to the following solution [34]

$$P_X(x) = \begin{cases} \frac{1}{A} \frac{\mu^*}{1-e^{\mu^*}} e^{-\mu^* x}, & \text{if } \frac{\bar{E}}{A} < \frac{1}{2} \\ \frac{1}{A}, & \text{if } \frac{\bar{E}}{A} = \frac{1}{2} \end{cases},$$

(103)

for $x \in [0, A]$, where $\mu^* > 0$ satisfies $\frac{\mu^*}{1-e^{\mu^*}} = \frac{\bar{E}}{A}$. These distributions are the ‘truncated-exponential’ distribution (Fig. 9a) and uniform distribution, respectively. The resulting maximum entropy is

$$h(X) = \begin{cases} \frac{1}{2} \log \left( A^2 e^{2\mu^*} \left( 1-e^{-\mu^*} \right)^2 \right), & \text{if } \frac{\bar{E}}{A} < \frac{1}{2} \\ \frac{1}{2} \log(A^2), & \text{if } \frac{\bar{E}}{A} = \frac{1}{2} \end{cases}$$

(104)

This leads to the following statement.

**Theorem 4 ([34]):** The capacity of the IM/DD Gaussian channel with a peak constraint $A$ and an average constraint $E \leq \frac{A}{2}$ satisfies $c_g(A, E) \geq c_{\text{lmw}}(A, E)$ where

$$r_{g, \text{lmw}}(A, E) = \begin{cases} \frac{1}{2} \log \left( 1 + \frac{A^2 \sigma^2}{2\pi e} e^{2\nu^*} \left( 1-e^{-\nu^*} \right)^2 \right), & \text{if } \frac{\bar{E}}{A} < \frac{1}{2}, \\ \frac{1}{2} \log \left( 1 + \frac{A^2 \nu^2}{2\pi e} \right), & \text{if } \frac{\bar{E}}{A} = \frac{1}{2} \end{cases}$$

(105)

In addition to this result, it is interesting to calculate the achievable rate using a ‘truncated-Gaussian’ distribution, especially since a Gaussian distribution achieves the capacity of the standard AWGN channel (Remark 4). This has been derived in [58]. Let the Gaussian distribution function with mean $\mu$ and variance $\nu^2$ be denoted $P^G_{\mu,\nu}(x) = \frac{1}{\sqrt{2\pi\nu^2}} e^{-\frac{(x-\mu)^2}{2\nu^2}}$.

We construct a truncated Gaussian distribution as

$$P^G_{\tilde{\mu},\nu}(x) = \eta P^G_{\mu,\nu}(x), \quad x \in [0, A],$$

(106)

where

$$\eta = \left( P^G_{\mu,\nu}(A) - P^G_{\mu,\nu}(0) \right)^{-1},$$

(107)

and $P^G_{\mu,\nu}(x)$ is the cumulative distribution function corresponding to $P^G_{\mu,\nu}(x)$. The mean of $P^G_{\mu,\nu}(x)$ is

$$\tilde{\mu} = \mu + \nu^2 \eta \left( P^G_{\mu,\nu}(0) - P^G_{\mu,\nu}(A) \right),$$

(108)

and its variance is

$$\tilde{\nu} = \nu^2 \left( 1 - A P^G_{\mu,\nu}(A) - \tilde{\nu} \left( P^G_{\mu,\nu}(0) - P^G_{\mu,\nu}(A) \right) \right).$$

(109)

By choosing $\mu \in \mathbb{R}$ and $\nu > 0$ so that $\tilde{\mu} \leq \bar{E}$, we can derive a feasible truncated-Gaussian input distribution. This leads to the following statement.

**Theorem 5 ([58]):** The capacity of the IM/DD Gaussian channel with a peak constraint $A$ and an average constraint $E \leq \frac{A}{2}$ satisfies $c_g(A, E) \geq c_{\text{cmn}}(A, E)$ where

$$r_{g, \text{cmn}}(A, E) = \max_{\mu,\nu} \frac{1}{2} \log \left( 1 + g^2 \nu^2 \right) - \log(\eta)$$

(110)

$$- \frac{\eta g^2 \nu^2}{2(g^2 \nu^2 + 1)} \left( (A - \mu) P^G_{\mu,\nu}(A) + \mu P^G_{\mu,\nu}(0) \right),$$

(111)

where $\mu \in \mathbb{R}$ and $\nu > 0$ are chosen such that $\tilde{\mu} \leq \bar{E}$.

In [58], specific choices of $\mu$ and $\nu$ are given that make $r_{g, \text{cmn}}$ approach capacity within a gap $< 0.164$ nats as $A$ and $\bar{E}$ increase (high SNR). It is also shown numerically that the gap nearly vanishes at asymptotically high SNR if we optimize $r_{g, \text{cmn}}$ with respect to $\mu$ and $\nu$. Note that the simple choice of $\nu = \frac{\bar{E}}{A}$ and $\mu$ slightly lower than $\bar{E}$ so that $\tilde{\mu} = \bar{E}$ leads to the achievable rate $\frac{1}{2} \log \left( 1 + g^2 \bar{E}^2 \right)$ which is a simple expression but is suboptimal.

16We only give a simplified version of the achievable rate of the Truncated-Gaussian distribution here. The achievable rate of this distribution is larger than that in Theorem 5. The reader is referred to [58] for details.
far from which leads to a numerical capacity lower bound instead of 5, the achievable rate in this case is evaluated numerically, however, contrary to the lower bounds in Theorems 4 and 5, the optimal solutions above.

Thus, it is relevant to derive a lower bound using a simple discrete input distribution. To this end, [35] maximizes the solution of the optimization

\[ \max_{A} H(X) \] subject to \[ \mathbb{E}[X] \leq \varepsilon \]. This can be solved using Lagrangian duality [205] to obtain the following.

Theorem 6 ([34]): The solution of the optimization \( \max_{A} H(X) \) subject to \( X \in [0, A] \), \( X \sim \tilde{p}^{(k)}_X \) given in (112), and \( \mathbb{E}[X] \leq \varepsilon \) is

\[ a_i = \begin{cases} \frac{1}{1 + t_0 + \cdots + t_0}, & \text{if } \frac{\varepsilon}{A} < \frac{1}{2}, \\ \frac{1}{t_0}, & \text{if } \frac{\varepsilon}{A} = \frac{1}{2}, \end{cases} \] (113)

where \( t_0 \) is the unique positive root of \( \sum_{i=0}^{k} (1 - \frac{iA}{k})^{t_i} \). The resulting achievable rate for the IM/DD Gaussian channel is \( r^{\text{th}}(A, \varepsilon) = \max_k I(X; Y) \) with \( X \) distributed according to the optimal solutions above.

These distributions are respectively a ‘truncated-geometric’ distribution (Fig. 9b) and a discrete uniform distribution, and have been shown to be capacity-approaching in [35]. However, contrary to the lower bounds in Theorems 4 and 5, the achievable rate in this case is evaluated numerically, which leads to a numerical capacity lower bound instead of an analytical expression.

Example 14: Consider an IM/DD Gaussian channel with \( A = 5 \), \( \varepsilon = 1.25 \) and \( g = 1 \). The lower bounds in Theorems 4-6 yield \( r^{\text{lmw}}_1(5, 1.25) = 0.3493 \), \( r^{\text{ma}}_1(5, 1.25) = 0.1242 \), and \( r^{\text{th}}_1(5, 1.25) = 0.6134 \) in nats/transmission. Recall from Example 13 that the capacity of this channel is \( c_1(5, 1.25) = 0.626 \) nats/transmission which is very close to \( r^{\text{th}}_1(5, 1.25) \) but far from \( r^{\text{lmw}}_1(5, 1.25) \) and \( r^{\text{ma}}_1(5, 1.25) \).

This example suggests that \( r^{\text{th}}_g(A, \varepsilon) \) is a good lower bound. While \( r^{\text{lmw}}_g(A, \varepsilon) \) and \( r^{\text{ma}}_g(A, \varepsilon) \) are away from capacity in this case, they both become closer to capacity as \( A \) increases with \( \varepsilon \) held proportional to \( A \) as we shall see later.

Fig. 10 shows these bounds graphically.

2) Average Constraint Only: Using the EPI to lower bound the channel capacity in this case requires finding an input distribution on \([0, \infty)\) satisfying \( \mathbb{E}[X] \leq \varepsilon \) which maximizes \( h(X) \) or \( H(X) \). We start with continuous distributions.

a) Continuous Input Distributions: The max-entropic continuous distribution which maximizes \( h(X) \) in this case is the exponential distribution \( \mathbb{P}_X(x) = \frac{1}{\varepsilon} e^{-\frac{x}{\varepsilon}} \) for \( x \geq 0 \) [32]. Example 12.2.5]. This leads to the following lower bound given in [34].

**Theorem 7 ([34]):** The capacity of the IM/DD Gaussian channel with only an average constraint \( \varepsilon \) satisfies

\[ c_g(\infty, \varepsilon) \geq r^{\text{lmw}, \text{a}}_g(\varepsilon) = \frac{1}{2} \log \left( 1 + \frac{\gamma g^2 \varepsilon^2}{2\pi} \right). \] (116)

The truncated-Gaussian lower bound given in Theorem 5 can be specialized for this case by setting \( A = \infty \) leading to the following statement.

**Corollary 1:** For \( A = \infty \), the truncated-Gaussian distribution capacity lower bound in Theorem 5 becomes

\[ r^{\text{ma}, \text{a}}_g(\varepsilon) = \max_{\mu, \nu} \frac{1}{2} \log \left( 1 + g^2 \nu^2 \right) - \log(\eta) - \frac{\eta g^2 \nu^2}{2(g^2 \nu^2 + 1)} \mu \mathbb{F}_X(0), \] (117)

where \( \eta = (1 - \mathbb{F}_X(0))^{-1} \), and where \( \mu \in \mathbb{R} \) and \( \nu > 0 \) are chosen such \( \mu + \nu \eta \mathbb{F}_X(0) \leq \varepsilon \). This is an achievable rate for an IM/DD Gaussian channel with only an average constraint.

Next, we consider discrete input distributions.

b) Discrete Input Distributions: We want to find the discrete input distribution which satisfies the constraints and maximizes \( H(X) \). To simplify the search, we restrict our attention to distributions of the form

\[ \tilde{p}^{(k)}_X(x) = \sum_{i=0}^{\infty} a_i \delta(x - i\ell) \] (118)
for some $\ell > 0$. The max-entropic $\hat{P}_{X}^{[\ell]}$ was derived in [36], as stated next.

Theorem 8 ([36]): The solution of the optimization $\max_{a_{\nu}} H(X)$ subject to $X \geq 0$, $X \sim \hat{P}_{X}^{[\ell]}$ given in [118], and $\mathbb{E}[X] \leq \mathcal{E}$ is the geometric distribution $a_{\nu} = \frac{P}{\mathcal{E} + \mu + \nu}$. The resulting achievable rate in an IM/DD Gaussian channel is $r_{g}^{\text{th},\text{a}}(\mathcal{E}) = \max_{X} I(X;Y)$ with $X$ distributed according to the geometric distribution above.

Generally, the achievable rate of this distribution is higher than $r_{g}^{\text{th},\text{a}}$ and $r_{g}^{\text{ema},\text{a}}$, but lacks an analytical expression. We shall see that analytical lower bounds are very useful for deriving asymptotic capacity results in Sec. VI-C. Next, we discuss capacity upper bounds.

B. Capacity Upper Bounds

Capacity upper bounds for the IM/DD Gaussian channel have been derived using one of three methods: Duality, sphere packing, or constraint relaxation. Duality bounds are derived using a dual expression of the channel capacity that has been given in [59], [206] as follows.

Lemma 4 ([24]): For a channel with input $X \in \mathcal{X}$ and output $Y \in Y$ described by the transition probability $P_{Y|X}$, the capacity is upper bounded by $\sup_{P_{X}} \mathbb{E}_{X} [D(P_{Y|X}||P_{Y})]$ for any distribution $P_{Y}$.

The sphere packing approach has been used earlier for the standard AWGN channel in [207] and will be detailed in Sec. VI-B2. Constraint relaxations refers to replacing the constraints of the capacity maximization problem by ones which simplify the maximization problem as we shall see in Sec. VI-B1. Upper bounds on the capacity of the IM/DD Gaussian channel which use these methods are discussed next.

1) Average and Peak Constraints: In this case, we have bounds based on the duality approach and bounds using constraint relaxation.

a) Duality Upper Bound: To apply Lemma 4 for the IM/DD Gaussian channel in this case, we restrict $P_{X}$ to satisfy $\mathcal{X} = [0,A]$ and $\mathbb{E}[X] \leq \mathcal{E}$, and we fix $P_{Y|X}$ to be the IM/DD channel law, i.e., Gaussian. The main difficulties in deriving an upper bound based on Lemma 4 are finding a good $P_{Y}$, calculating the expectation $\mathbb{E}_{X}$, and maximizing with respect to $P_{X}$. The last two challenges can be simplified by upper bounding $D(P_{Y|X}||P_{Y})$ by using bounds that simplify the expectation $\mathbb{E}_{X}$.

Determining a good $P_{Y}$ requires some intuition. Let us focus on high SNR first, and let us study an equivalent normalized channel where $Y = X + Z$ where $Z \sim N(0,\sigma^{2})$ and $\sigma = \frac{1}{\sqrt{T}}$. At high SNR, one expects the output distribution $P_{Y}$ to be ‘similar to’ the input distribution $P_{X}$ since the noise variance is negligible at high SNR relative to $A$. Thus, the maximum $h(Y)$ should be close to the maximum $h(X)$, which is achieved by the distribution in [105]. The maximum $h(Y)$ determines the channel capacity since $I(X;Y) = h(Y) - h(Z)$. Thus, one expects that choosing $P_{Y}$ as given in [105] is a good choice. To generalize this insight to any SNR, we choose $P_{Y}$ to be ‘similar to’ $P_{X}$ between 0 and $A$, and to have a Gaussian roll-off outside this interval. To quantify this statement, we can use a parameter $\delta > 0$, and choose $P_{Y}(\tilde{y})$ to be similar to $P_{X}(x)$ for $\tilde{y} \in [-\delta, A + \delta]$ and to have a Gaussian roll-off for $\tilde{y} < -\delta$ and $\tilde{y} > A + \delta$. With appropriate normalization, this leads to the following distribution [34]

$$
P_{Y}(\tilde{y}) = \begin{cases} 
\frac{1}{\sqrt{2\pi}\sigma} e^{-\frac{\tilde{y}^{2}}{2\sigma^{2}}} + Q(\nu) + \frac{\nu e^{-\frac{\tilde{y}^{2}}{2\sigma^{2}}}}{\nu \sqrt{2\pi}} + \frac{\mu}{\nu \sqrt{2\pi}} \left( e^{-\frac{\tilde{y}^{2}}{2\nu^{2}}} - e^{-\frac{(gA + \nu)^{2}}{2\nu^{2}}} \right) + \frac{\mu}{A} \left( 1 - 2Q(\nu) + \frac{gA + 2\nu}{\sqrt{2\pi}(1 - 2Q(\nu))} \right), & \tilde{y} < -\delta \\
\frac{1}{\sqrt{2\pi}\sigma} e^{-\frac{\tilde{y}^{2}}{2\sigma^{2}}} - e^{-\frac{\tilde{y}}{A}} & \delta \leq \tilde{y} \leq A + \delta \\
\frac{1}{\sqrt{2\pi}\sigma} e^{-\frac{\tilde{y}^{2}}{2\sigma^{2}}} + \nu e^{-\frac{\tilde{y}^{2}}{2\sigma^{2}}} \quad & \tilde{y} > A + \delta.
\end{cases}
$$

Plugging this distribution in Lemma 4, it remains to maximize the expectation with respect to $P_{X}$ on $[0,A]$ with $\mathbb{E}[X] \leq \mathcal{E}$. This has been bounded in [34], leading to the following.

Theorem 9 ([34]): The capacity of the IM/DD Gaussian channel with a peak constraint $A$ and an average constraint $\mathcal{E} \leq \frac{A}{2}$ satisfies $c_{g}(A, \mathcal{E}) \leq r_{g}^{\text{lmw}}(A, \mathcal{E})$ where

$$
r_{g}^{\text{lmw}}(A, \mathcal{E}) = \min_{\nu > 0, \mu > 0} b_{g}^{\text{lmw}}(\nu, \mu, A, \mathcal{E}), \quad \mathcal{E} \leq \frac{A}{2},
$$

and $b_{g}^{\text{lmw}}$ and $r_{g}^{\text{lmw}}$ are given in (114) and (115) given at the bottom of the page.

Note that in [208], McKellips derived a capacity upper bound for the additive Gaussian noise channel with peak constraints $|X| \leq \sqrt{\mathcal{P}}$. In [209], it was shown that McKellips’ bound can be obtained as a special case of the Duality bound in Lemma 4 with the distribution shown in Fig. (1). This bound can be easily modified to obtain a bound for the IM/DD Gaussian channel with a constraint $0 \leq X \leq A$, and also holds under a redundant average constraint $\mathcal{E} = \frac{A}{2}$, as stated next.

Theorem 10 ([208]): The capacity of the IM/DD Gaussian channel with a peak constraint $A$ satisfies $c_{g}(A, \frac{A}{2}) \leq r_{g}^{\text{lmw}}(A, \mathcal{E}) \overset{\triangle}{=} \log \left( 1 + \frac{gA}{\sqrt{2\pi}} \right)$.

The upper bounds in Theorems 9 and 10 are both asymptotically tight at high SNR for the respective cases where they hold, as we shall see later. An upper bound which is tight at low SNR can be derived using the constraint relaxation methods and also the Duality method, as discussed next.
As in the duality approach. Next, we turn our attention to cases with a peak constraint. Namely, for a random variable $X \in [0, A]$ with $E[X] \leq \epsilon \leq A$, the maximum variance is achieved by the binary distribution $P_X(x) = (1 - \epsilon \frac{A}{X}) \delta(x) + \frac{\epsilon}{X} \delta(x - A)$ [58]. Therefore, we can upper bound the maximization $\max_{P_X} I(X; Y)$ where $P_X$ is defined on $[0, A]$ with $E[X] \leq \epsilon$, by enlarging the feasible set to the set of all $P_X$ on $\mathbb{R}$ with $E[(X - E[X])^2] \leq E(A - \epsilon)$. The solution of this maximization is known to be achieved by the Gaussian distribution leading to the following statement.

**Theorem 11:** [34], [58] The capacity of the IM/DD Gaussian channel with a peak constraint $A$ and an average constraint $E \in [0, A]$ satisfies

$$c_g(A, E) \leq \tau^2_g(A, E) = \frac{1}{2} \log \left( 1 + g^2 E(A - \epsilon) \right). \quad (119)$$

Note that this upper bound was derived in [34] using the duality approach. Next, we turn our attention to cases with either an average or a peak constraint, where sphere packing bounds have been derived.

2) **Average or Peak Constraints:** Capacity upper bounds for the IM/DD Gaussian channel with either an average or a peak constraint have been derived in [34], [36], [58]. To complement the approaches presented above, we focus on the sphere-packing bounding approach which was studied in [36], [58].

a) **Sphere packing under an Average Constraint:** Again, we consider the equivalent channel $Y = X + \tilde{Z}$ where $\tilde{Z} \sim \mathcal{N}(0, \sigma^2)$ and $\tilde{\sigma} = \frac{1}{g}$. For a channel with an average constraint only, the capacity achieving distribution satisfies the average constraint with equality [58]. A codeword $(x_1, x_2, \ldots, x_n)$ generated using $P_X$ satisfying $E[X] = E$ almost certainly satisfies $\sum_{i=1}^{n} x_i = nE$ for large $n$ by the law of large numbers. Moreover, $x_i \geq 0$. This confines the codewords to a regular $(n-1)$-simplex defined by the set $S^n_{E} = \{ x \in \mathbb{R}_+^n \mid \sum_{i=1}^{n} x_i = nE \}$ with side-length $nE\sqrt{2}$ (Fig. 12a) shows an example with $n = 3$ taken from [58].

On the other hand, noise $(\tilde{z}_1, \ldots, \tilde{z}_n)$ is i.i.d. $\mathcal{N}(0, \sigma^2)$. For large $n$, this noise tuple will be confined almost certainly to points near the surface of an $n$-dimensional ball of radius $r_n = \sqrt{n\tilde{\sigma}^2}$ by the sphere hardening effect [207], [210]. Thus, the noise-perturbed codeword $(y_1, \ldots, y_n)$, where $y_i = x_i + \tilde{z}_i$, lies almost surely near the surface of a ball with radius $r_n$ about $(x_1, \ldots, x_n)$ as shown in Fig. 12b. This is called “decoding sphere” in [32]. An upper bound for the IM/DD channel capacity can be obtained by computing or upper bounding the maximum number of disjoint $n$-dimensional balls that can be packed centered in $S^{n-1}_{E}$, in the limit as $n \to \infty$. Equivalently, we can bound the number of $n - 1$ dimensional balls with radius $r_n$ that can be packed centered in $S^{n-1}_{E}$ (Fig. 12c) [7]. The following example shows a “back-of-the-envelope” calculation which explains this idea.

**Example 15:** Consider a channel with an average constraint $E$ over $n$ transmissions. Codewords are confined in a simplex $S^{n-1}_{E}$ whose volume is given by $\frac{\pi(nE)^{n-1}}{(n-1)!}$ [212]. On the other hand, noise is confined in an $n$-dimensional ball of radius $\sqrt{n\tilde{\sigma}}$, whose intersection with the simplex is an $(n-1)$-dimensional ball of volume $\frac{\pi(n-1)(n-2)!}{(n+1)!} \frac{2}{\Gamma(1+\frac{n}{2})}$. Thus, we can approximate the number of balls that can be packed in the simplex by the ratio of volumes, i.e., $n_{\text{balls}} \approx \frac{\pi(nE)^{n-1}}{(n-1)!} \frac{\pi(n-1)(n-2)!}{(n+1)!} \frac{2}{\Gamma(1+\frac{n}{2})} \approx \frac{\pi(nE)^{n-1}}{\sqrt{2\pi(n-1)(n-2)!} \frac{2}{\Gamma(1+\frac{n}{2})}}$ for $n$ large, where we used Stirling’s approximation [213]. With this number of balls, we can send at a rate of $\frac{1}{n} \log(n_{\text{balls}}) \approx \frac{1}{2} \log \left( \frac{c_g^2 \sigma^2}{2\pi} \right)$ nats/transmission, for $n$ large since $\tilde{\sigma} = \frac{1}{g}$.

We shall see that the rate calculated in this example is in fact the high-SNR capacity of this channel ($E \to \infty$). For a more careful calculation of a bound on the number of spheres that can be packed in the simplex, two approaches can be used. One can bound the ‘Minkowski sum’ of the simplex and the ball using the Steiner-Minkowski theorem for polytopes [60, Proposition 12.3.6] [61]. This approach has been used in [36]. The second approach bounds the volume of portions of spheres inside the simplex and the volume of portions outside the simplex in a recursive manner and has been used in [58]. The second approach leads to a tighter bound given next.

**Theorem 12:** [58] The capacity of the IM/DD Gaussian channel with only an average constraint $E$ satisfies $c_g(\infty, E) \leq \tau^2_g^{\text{ma}}(E)$ where

$$\tau^2_g^{\text{ma}}(E) = \sup_{\mu \in [0, 1]} \mu \log \left( \frac{\sqrt{\pi g E}}{\sqrt{2\pi}} \right) - \log \left( (1 - \mu)^{1-\mu} \frac{2}{\pi} \right).$$

This bound is tight at high SNR. Under a peak constraint, the problem becomes one of sphere-packing in a cube as discussed next.

b) **Sphere Packing under a Peak Constraint:** For a channel with a peak constraint only, a codeword $(x_1, x_2, \ldots, x_n)$
(a) A 2-simplex $S^n_2$ defined by $\sum_{i=1}^{n} x_i = 3\epsilon$. Codewords lie on this simplex.
(b) Noise-perturbed codewords form spheres centered on the 2-simplex $S^n_2$.
(c) A projection of the spheres in Fig. 12b onto the plane containing the 2-simplex $S^n_2$.

Fig. 12: A graphical illustration of sphere packing in a simplex (from [58]).

satisfying $x_i \in [0, A]$ lives in an $n$-dimensional cube with side-length $A$. In this case, a capacity upper bound can be derived by computing the maximum number of disjoint decoding spheres that can be packed centered in this cube, in the limit as $n \to \infty$. Again, let us start with a ‘back-of-the-envelope’ calculation.

**Example 16:** Consider a channel with a peak constraint $A$ over $n$ transmissions. Codewords are confined in a cube whose volume is $A^n$, while noise is confined in an $n$-dimensional ball of volume $\frac{\pi^{n/2}}{\Gamma(n/2+1)}$. Noise balls will not enlarge the cube by much when $A$ is large. Thus, we can approximate the number of balls that can be packed in the cube by the ratio of volumes, i.e., $n_{\text{balls}} \approx A^n \left( \frac{\pi^{n/2}}{\Gamma(n/2+1)} \right)^{-1} \approx \frac{\sqrt{\pi(nA^2)^{n/2}}}{(2\pi e)^{n/2}}$ for $n$ large, using Stirling’s approximation [213]. Thus, the rate is $\frac{1}{n} \log(n_{\text{balls}}) \approx \frac{1}{2} \log \left( \frac{\pi A^2}{2\pi e} \right)$ nats/transmission for $n$ large since $\sigma = \frac{1}{\sqrt{n}}$.

Again, the result of this example is exactly the high SNR capacity ($A \to \infty$) under a peak constraint only, and also under a peak constraint and an average constraint $E = \alpha A$ with $\alpha \geq \frac{1}{2}$. For a more careful analysis, we can bound the number of balls using either the Steiner-Minkowski theorem for polytopes [60, Proposition 12.3.6] [61] or the recursive approach in [58]. Both bounds have been derived in [58] and are summarized next.

**Theorem 13:** [58] The capacity of the IM/DD Gaussian channel with only a peak constraint $A$ satisfies $c_g(A, \infty) \leq \tau_{g}^{\text{ima}}(A) = \min \{ \sup_{\mu \in [0, 1]} b_{g}^{\text{ma}}(\mu, A), \sup_{\mu \in [0, 1]} b_{g}^{\text{ma}}(\mu, A) \}$ where

$$b_{g}^{\text{ma},1}(\mu, A) = \mu \log \left( \frac{gA}{\sqrt{2\pi e}} \right) - \log \left( \mu^{\mu}(1 - \mu^{1-\mu})^{\frac{3(1-\mu)}{2}} \right),$$

$$b_{g}^{\text{ma},2}(\mu, A) = \mu \log \left( \frac{gA}{\sqrt{2\pi e}} \right) - \log \left( \mu^{\frac{1}{2}}(1 - \mu)^{1-\mu}2^{\mu-1} \right).$$

Here, the bound $b_{g}^{\text{ma},1}$ is obtained using the Steiner-Minkowski theorem, and $b_{g}^{\text{ma},2}$ is obtained using the recursive approach of [58]. None of these two bounds is tighter than the other over the whole range of SNR, but they are both asymptotically tight at high SNR.

Note that both bounds $\tau_{g}^{\text{ima}}$ and $\tau_{g}^{\text{ma}}$ (Theorems 12 and 13) are also upper bounds on the capacity of a channel with both average and peak constraints, since omitting a constraint can only increase capacity.

**Example 17:** Consider an IM/DD Gaussian channel with $g = 1$, $A = 5$, and $E = 1.25$. For this channel, the upper bounds in Theorems 9[13] evaluate to $\tau_{g}^{\text{imw}}(5, 1.25) = 0.8394$, $\tau_{1}^{\text{imw}}(5, 1.25) = 0.8691$, $\tau_{1}^{\text{ima}}(1.25) = 0.7806$, $\tau_{1}^{\text{ima}}(5) = 0.9734$, in nats/transmission. Recall from Example 13 that the capacity of this channel is $c_{1}(5, 1.25) = 0.626$ nats/transmission, which shows that $\tau_{1}^{\text{ima}}(1.25)$ is the tightest in this example.

We shall see later that the bounds $\tau_{g}^{\text{imw}}(A, E)$ and $\tau_{g}^{\text{ma}}(A, E)$ are in fact tight at high and low SNR, i.e., $A \to \infty$ and $A \to 0$, respectively, with $E$ proportional to $A$. Moreover, the bounds $\tau_{g}^{\text{ima}}(A, E)$ and $\tau_{g}^{\text{ima}}(A, E)$ improve at high SNR.

At this point, we are ready to compare the bounds and develop asymptotic capacity results.

**C. Asymptotic Capacity Results**

We start by plotting the bounds presented so far. Fig. 13 shows the bounds for a channel with $E = \frac{A}{2}$. It shows that the lower bound (LB) $r_{g}^{\text{imw}}$ (Thm. 4) and the upper bound (UB) $\tau_{g}^{\text{imw}}$ (Thm. 9) converge at high SNR (large A). It also shows that the lower bound $r_{g}^{\text{fh}}$ (Thm. 6) and the upper bound $\tau_{g}^{\text{fh}}$ (Thm. 11) converge at low SNR. Fig. 14 shows a similar plot for a channel with $E = \frac{A}{2}$, where similar observations hold. The figures also show that the truncated-Geometric and discrete uniform distributions approaches capacity over the whole SNR range (LB $r_{g}^{\text{fh}}$), and that the truncated-Gaussian distribution is close to optimal at high SNR (LB $r_{g}^{\text{ima}}$, Thm. 5).

Moreover, the sphere-packing bounds $\tau_{g}^{\text{ima}}$ and $\tau_{g}^{\text{ima}}$ (Thms. 12 & 13) are fairly tight at high SNR, and close to the duality bound $\tau_{g}^{\text{imw}}$ over the whole SNR range.

**Remark 5:** Fig. 14 shows that a combinations of bounds $\tau_{g}^{\text{ma}}$ and $\tau_{g}^{\text{ma}}$ provides a fairly tight capacity approximation since their minimum nearly meets $r_{g}^{\text{fh}}$ over the whole range of $A$. Thus, one can use $\min\{\tau_{g}^{\text{ma}}, \tau_{g}^{\text{ma}}\}$ as a capacity approximation for a peak constrained channel or one with $E = \frac{A}{2}$.

Using these bounds, we can characterize the asymptotic capacity of the channel. The asymptotic capacity results are given next.
Fig. 13: Capacity bounds for an IM/DD Gaussian channel with $g = 1$ and $\xi = \frac{A}{2}$.

Fig. 14: Capacity bounds for an IM/DD Gaussian channel with $g = 1$ and $\xi = \frac{A}{4}$.

1) High-SNR Asymptotic Capacity: The asymptotic capacity of the IM/DD Gaussian channel at high SNR was characterized in [34], when $X$ is subject to both average and peak constraints, and also when $X$ is subject to an average constraint only. Note that the high SNR regime is of interest because it is the regime of operation of many OWC systems (cf. [49] e.g.). The following theorem presents asymptotic capacity results for the IM/DD Gaussian channel at high SNR.

Theorem 14 ([34]): The capacity of the IM/DD Gaussian channel with a peak constraint $A$ and an average constraint $\xi = \alpha A$ satisfies

$$\lim_{A \to \infty} \left( c_g(A, \alpha A) - \frac{1}{2} \log \left( \frac{g^2 A^2}{2\pi e} \right) \right) = 0, \quad (120)$$

for $\alpha = \frac{1}{2}$, and

$$\lim_{A \to \infty} \left( c_g(A, \alpha A) - \frac{1}{2} \log \left( \frac{g^2 A^2 e^{2\alpha \mu} (1 - e^{-\mu})^2}{2\pi e \mu^2} \right) \right) = 0, \quad (121)$$

for $\alpha < \frac{1}{2}$, where $\mu$ is the unique solution of $\alpha = \frac{1}{2} - \frac{\sigma^2}{2\pi} e^{-\mu}$.

This theorem proves that the truncated-exponential and the uniform input distributions are optimal at high SNR. Recall that a channel with a peak constraint only has the same capacity as one with both a peak and an average constraint with $\alpha = \frac{1}{2}$. Hence, the statement of Theorem 14 applies for this case as well. Note also that the statement for $\alpha = \frac{1}{2}$ also applies for $\alpha \geq \frac{1}{2}$ (since the average constraint can be replaced with $\frac{A}{2}$ in this case, cf. Sec. IV-C), and coincides with the calculation in Example 16.

A simplified asymptotic capacity expression was given in [58] by observing that upper bounds $\pi_g^{cma}(\xi)$ and $\pi_g^{cma}(A)$ (Theorems 12 and 13) are fairly tight at high SNR, with a gap to capacity $< 0.1$ nats/transmission. Thus, the high-SNR asymptotic capacity can be well approximated as

$$\lim_{A \to \infty} \left( c_g(A, \xi) - \frac{1}{2} \log \left( \frac{g^2 \xi^2}{2\pi} \right) \right) = 0. \quad (122)$$

Thus, the high-SNR capacity in this case is $\frac{1}{2} \log \left( \frac{g^2 \xi^2}{2\pi} \right)$, which coincides with the high-SNR asymptote of $\pi_g^{cma}(\xi)$ (Theorem 12) and $\pi_g^{cma}(A)$ (Theorem 7), and also with the calculation in Example 15. An exponential input distribution is optimal at high SNR in this case.

2) Low-SNR Asymptotic Capacity: At low SNR, the upper bound $\pi_g^0(A, \xi)$ obtained using constraint relaxation in Theorem 11 is tight if $X$ is subject to both average and peak constraints. It matches the achievable rate $\pi_g^A(A, \xi)$ (Theorem 9 in this regime. This is proved by using a result by Prelov and van der Meulen [214], dating back to 1993, which provides an asymptotic expression for the mutual information under weak input signals. The result states that, under some technical conditions which are all satisfied by the IM/DD Gaussian channel, $I(X; Y)$ in a peak constrained channel $Y = X + Z$ can be written as

$$I(X; Y) = \frac{\text{Var}(X)}{2\sigma^2} + o(A^2), \quad (123)$$

where $\sigma^2$ is the noise variance, the term $o(A^2)$ satisfies $\lim_{A \to 0} o(A^2) = 0$, and $\text{Var}(X)$ is the variance of $X$. The significant term in this expression, i.e., $\frac{\text{Var}(X)}{2\sigma^2}$, is achieved at low SNR ($A \to 0$) using coded OOK, which is a special case of the truncated-geometric and discrete uniform input distributions with 2 mass points.

Using (123) to express the low-SNR asymptotic behaviour of the lower bound $\pi_g^0(A, \xi)$ in Theorem 6 when $P_X$ has two mass points only leads to the following result.

Theorem 16 ([34]): The capacity of the IM/DD Gaussian channel with a peak constraint $A$ and an average constraint $\xi = \alpha A$ satisfies

$$\lim_{A \to 0} \frac{c_g(A, \alpha A)}{\alpha'(1 - \alpha') \frac{A^2}{2}} = 1, \quad (124)$$

where $\alpha' = \min(\alpha, \frac{1}{2})$. 

Thus, the low-SNR asymptotic capacity is \( \alpha'(1 - \alpha') \frac{2^R}{2} \). This shows that coded OOK is optimal in this regime. Unfortunately, such an expression for a channel with an average constraint only does not exit to-date. Bounds on the low-SNR asymptotic capacity for this case were given in [34].

The results discussed in this section have been used to study multi-aperture IM/DD OWC systems (MIMO) and multi-user IM/DD OWC systems. Results on the capacity of these systems are reviewed in the following two sections.

VII. Multi-Aperture Systems

For a MIMO system with \( n_t \) transmit apertures (LEDs or LED groups) and \( n_r \) receive apertures (photodetectors or photodetector groups), the transmit signal \( X \) becomes a vector \( X \) of dimension \( n_t \), and the received signal becomes (Fig. 15)

\[
Y = G X + Z,
\]

where \( G \) is an \( n_t \times n_t \) channel matrix whose component \( g_{i,j} \) represents the channel gain from transmit aperture \( j \) to receive aperture \( i \) and \( Z \) is \( n_t \)-dimensional noise with i.i.d. \( N(0,1) \) components. The transmit signal subject to the constraints

\[
X \in [0,A]^{n_t}, \quad \text{and} \quad \sum_{i=1}^{n_t} E[X_i] \leq \mathcal{E}.
\]

This channel model appears in various OWC applications including indoors VLC, color-multiplexing, or multi-user OWC systems employing TDMA [40], [48], [64], [86], [87], [98], [99], [102], [103], [215]. The capacity of this channel can be written as

\[
e_g^\text{mimo}(A, \mathcal{E}) = \max_{P_X \in \mathcal{P}_X} I(X, Y),
\]

where \( \mathcal{P}_X \) is the set of all distributions of \( X \) that satisfy (126). This maximization is achieved by a discrete input distribution (in the form of a sum of multi-dimensional Dirac delta functions), and can be solved using the algorithm in [39]. For analytical results, this problem has been studied in [114–124], [216]. Next, we review some main results and discuss them.

A. Parallel IM/DD Gaussian Channels

In this case, \( n_t = n_r \) and there is no crosstalk between transmit aperture \( i \) and receive aperture \( j \neq i \), i.e., the channel matrix \( G \) is a diagonal matrix, with diagonal \( g = (g_1, \ldots, g_{n_t}) \) (with \( g_i = g_{i,i} \)). The received signal becomes

\[
Y_i = g_i X_i + Z_i,
\]

and hence, the channel decomposes into a set of single-aperture (SISO) IM/DD Gaussian channels. This model arises...

with some notational abuse, we reuse \( X \) (which we used in Sec. IV-C to denote \( n \) scalar transmissions \( (X_1, \ldots, X_n) \) here to denote a single vector transmission \( X = (X_1, \ldots, X_n) \). We also reuse \( n_t \) and \( n_r \) (which we used in Sec. II to denote a number of photons) here to denote the number of transmit and receive apertures, respectively.

The matrix \( G \) is assumed to be known at the transmitter through estimation and feedback e.g., which can be achieved in OWC without major impact on performance since the coherence time of OWC is typically much larger than the symbol duration [16], [63].

Fig. 15: A MIMO IM/DD Gaussian channel with crosstalk. In a parallel channel, \( g_{1,2} = g_{2,1} = 0 \) (no crosstalk).

in MIMO channels with little or no cross-talk, such as some RGB-multiplexing systems, and in MIMO channels with a channel inversion receiver.20

The capacity of this model was studied in [114] under an average constraint only, and in [121] under both average and peak constraints. Generally, the capacity of this channel can be written as the sum of the capacities of the individual channels. The optimal input distribution is a product distribution, i.e., \( P^*_X = \prod_{i=1}^{n_t} P^*_X \). Thus, the parallel IM/DD Gaussian channel capacity can be expressed as

\[
ce_g^\parallel(A, \mathcal{E}) = \sum_{i=1}^{n_t} c_g(A, \mathcal{E}_i),
\]

where \( c_g(A, \mathcal{E}_i) = \max_{\mathcal{E}} I(X_i, Y_i) \) and \( \mathcal{E}_i = \mathbb{E}[X_i] \). One can bound this capacity using the bounds in Sec. VII. Since these bounds are functions of the average constraint, one has to maximize them with respect to the allocation \( \mathcal{E} \). The following statement.

Theorem 17 ([114]): The capacity of parallel IM/DD Gaussian channels with only an average constraint \( \mathcal{E} \) satisfies

\[
\begin{align*}
c_g^\parallel & \geq \max_{\mathcal{E}_i} \sum_{i=1}^{n_t} r_{\mathcal{E}_i}^{\text{cmia}}(\mathcal{E}_i), \quad \ell \in \{\text{lms}, \text{cmia}, \text{fl}\}, \\
c_g^\parallel & \leq \max_{\mathcal{E}_i} \sum_{i=1}^{n_t} r_{\mathcal{E}_i}^{\text{cmia}}(\mathcal{E}_i),
\end{align*}
\]

where \( r_{\mathcal{E}_i}^{\ell}(\mathcal{E}_i) \) and \( r_{\mathcal{E}_i}^{\text{cmia}}(\mathcal{E}_i) \) are given in Sec. VI-A2.

In practice, it is relevant to obtain a close-to-optimal intensity allocation \( \mathcal{E} \). To achieve this, 114 relies on the lower bound \( r_{\mathcal{E}_i}^{\text{lms}}(\mathcal{E}_i) = \frac{1}{2} \log \left( 1 + \frac{\gamma_i^2 \mathcal{E}_i^2}{2} \right) \) as a surrogate. The maximization problem becomes

\[
\begin{align*}
\max_{\mathcal{E}_i \geq 0} & \sum_{i=1}^{n_t} \frac{1}{2} \log \left( 1 + \frac{\gamma_i^2 \mathcal{E}_i^2}{2} \right) \\
\text{s.t.} & \sum_{i=1}^{n_t} \mathcal{E}_i \leq \mathcal{E}.
\end{align*}
\]

This problem is nonconvex and its solution differs from the standard water-filling solution [111], [217]. By describing its solution using the KKT conditions [205], one can describe the...

20Here, we assume that the MIMO channel matrix is invertible, which requires proper spacing between the transmitters and receivers. Generally, a smaller spacing is required in FSO due to the narrow beamwidth, whereas a larger spacing is required in VLC.
optimal solution of this problem. Based on this, [114] devised a simple algorithm which can approach this optimal solution. The obtained solution can then be used in the lower bounds \( r_{g_{i}}^{\text{low},a}, r_{g_{i}}^{\text{ma},a}, \) and \( r_{g_{i}}^{\text{th},a} \). Note that this can not be used for the upper bound \( r_{g_{i}}^{\text{ma},a} \), which only remains an upper bound if we find the optimal solution of \( \max_{\mathcal{E}, \sum_{i=1}^{n} r_{g_{i}}^{\text{ma},a}(\mathcal{E}_{i})} \). This can be found numerically for benchmarking purposes. Following this approach, the following high-SNR asymptotic capacity can be derived.

**Theorem 18** ([114]): The capacity of parallel IM/DD Gaussian channels with only an average constraint \( \mathcal{E} \) satisfies

\[
\lim_{\mathcal{E} \to \infty} \left( c_{g}(\infty, \mathcal{E}) - \frac{1}{1} \sum_{i=1}^{n} \log \left( \frac{g_{i}^{2} A_{i}^{2}}{2 \pi e} \right) \right) = 0. \quad (134)
\]

This statement indicates that the optimal solution at high SNR is to allocate \( \mathcal{E} \) equally over the channels, as expected, while this is not necessarily true for any SNR. The optimal input distribution for each channel at high SNR is the exponential distribution.

Under both average and peak constraints, [114] also provides capacity bounds in terms of \( r_{g_{i}}^{\text{low},a}, r_{g_{i}}^{\text{ma},a}, \) and \( r_{g_{i}}^{\text{ma},a} \) in addition to the following asymptotic capacity characterizations.

**Theorem 19** ([114]): The capacity of parallel IM/DD Gaussian channels with a peak constraint \( A \) and an average constraint \( \mathcal{E} = \alpha A \) satisfies

\[
\lim_{A \to \infty} \left( c_{g}(A, \alpha A) - \frac{1}{1} \sum_{i=1}^{n} \log \left( \frac{g_{i}^{2} A_{i}^{2}}{2 \pi e} \right) \right) = 0, \quad (135)
\]

if \( \alpha > \frac{1}{\mathcal{E}} \), and

\[
\lim_{A \to \infty} \left( c_{g}(A, \alpha A) - \frac{1}{1} \sum_{i=1}^{n} \log \left( \frac{g_{i}^{2} A_{i}^{2}}{2 \pi e} \right) \right) \leq 0.1n_{i}, \quad (136)
\]

if \( \alpha \leq \frac{1}{\mathcal{E}} \).

This is shown using a continuous uniform input distribution which is optimal at high SNR if \( \alpha > \frac{1}{\mathcal{E}} \), and a truncated-Gaussian distribution which is close-to-optimal at high SNR if \( \alpha \leq \frac{1}{\mathcal{E}} \). Note that the last asymptotic expression can be refined using bounds \( r_{g_{i}}^{\text{low},a} \) and \( r_{g_{i}}^{\text{ma},a} \) in Sec. VI-A1a and VI-B1a respectively.

The low-SNR asymptotic capacity was studied in [116] under both average and peak constraints. An optimal intensity allocation \( \mathcal{E}_{i} \) was derived, and was described as inverted water-filling. The following statement was proved in [116].

**Theorem 20** ([116]): The capacity of parallel IM/DD Gaussian channels with a peak constraint \( A \) and an average constraint \( \mathcal{E} \) satisfies

\[
r_{g_{i}}^{\parallel} \geq \sum_{i=1}^{n} r_{g_{i}}^{\text{th},a}(\mathcal{E}_{i}), \quad (137)
\]

\[
r_{g_{i}}^{\parallel} \leq \max_{\mathcal{E}_{i}} \sum_{i=1}^{n} \min_{\mathcal{E}_{i}} r_{g_{i}}^{0}(\mathcal{E}_{i}), \quad (138)
\]

and

\[
\lim_{\mathcal{E} \to 0} \left( c_{g}(A, \mathcal{E}) - \frac{1}{1} \sum_{i=1}^{n} \log \left( \frac{g_{i}^{2} A_{i}^{2}}{2 \pi e} \right) \right) = 1, \quad (139)
\]

where \( r_{g_{i}}^{\text{th},a} \) and \( r_{g_{i}}^{0} \) are defined in Theorems 6 and 11

\[
\mathcal{E}_{i}^{*} = \max \left\{ 0, \frac{A_{i}^{2}}{g_{i}^{2}} - \mu \right\}, \quad \text{and} \quad \mu \text{ is chosen so that } \sum_{i=1}^{n} \mathcal{E}_{i} = \min \{ \mathcal{E}, n_{A} \}.
\]

Note that the lower bound \( r_{g_{i}}^{0} \) will be the largest if only 2 mass points are used are low SNR, in which case the transmission scheme can be described as coded OOK. The asymptotic capacity statement of Theorem 20 applies both when \( A \) is held fixed, and when \( A \) vanishes proportional to \( \mathcal{E} \), i.e., \( \mathcal{E} = \alpha A \). In the former case, as \( \mathcal{E} \to 0 \), only the strongest channel (largest \( g_{i} \)) will be activated, and will be allocated the full \( \mathcal{E} \). The optimal scheme in this case is coded OOK over the strongest channel. For the latter case, interestingly, multiple channels may remain active as \( \mathcal{E} \to 0 \), and coded OOK over multiple channels (not only the strongest channel) is optimal.

Fig. 16 shows achievable rates and upper bounds for an exemplary parallel channel showing the asymptotic capacity. In Fig. 16a, only one channel is active when 10\log_{10}(\mathcal{E}) is 7.5 and lower, two channels are active when 10\log_{10}(\mathcal{E}) is between 10 and 12.5, three channels are active when 10\log_{10}(\mathcal{E}) is between 15 and 20, and all channels are active when 10\log_{10}(\mathcal{E}) is larger than 22.5. In Fig. 16b all channels are always active.

**B. MIMO IM/DD Gaussian Channels**

When there is cross-talk between the transmit and receiver apertures, the problem of finding the capacity becomes more complicated. Indeed, in this case one has to find the optimal \( P_{X} \) which is not a product distribution any more. The element of transmitter cooperation (by multiplexing) and receiver combining comes into play. The capacity in this case has been bounded and the asymptotic capacity derived in the literature. We split the discussion into three parts, where we discuss the SIMO, MISO, and MIMO channels.

1) **SIMO IM/DD Gaussian Channels**: The SIMO channel has \( n_{t} = 1 \) and \( n_{r} > 1 \), and hence \( G \) is a column vector. The capacity of the SIMO channel can be easily expressed in terms of the capacity of the SISO channel.

Let \( U \) be an orthogonal matrix defined as \( U = \left[ \begin{array}{cc} G & \tilde{G}^{\perp} \end{array} \right] \) where \( G^{\perp} \) is an \( n_{t} \times (n_{t} - 1) \) matrix orthogonal to \( G \) with orthogonal columns of unit norm. This matrix is invertible, and hence the channel

\[
U^{T} Y = \left[ \begin{array}{cc} G^{T} \| G \|_{2} X + \tilde{G}^{T} Z, & \tilde{G}^{T} Z \end{array} \right]^{T}
\]

has the same capacity as the original SIMO channel since this transformation from \( Y \) to \( U^{T} Y \) is information-lossless. Since the noise \( G^{T} Z \) is uncorrelated with \( \tilde{G}^{T} Z \) and independent of \( X \), it can be ignored. Thus, the capacity of the SIMO IM/DD Gaussian channel is equal to the capacity of the channel with input \( X \) and output \( \| G \|_{2} X + \| G \|_{2} Z \). Note that \( \| G \|_{2} \) is a scalar, and that \( \tilde{G}^{T} Z \sim N(0,1) \). This channel is a SISO IM/DD Gaussian channel, with channel gain \( \| G \|_{2} \). Thus, we can state the following.
The multiplication of $\mathbf{Y}$ by $\mathbf{U}$ is known as maximum-ratio combining (MRC). Thus, MRC is the optimal receiver combining in a SIMO IM/DD Gaussian channel. The choice of the input distribution then determines the achievable rate.

2) MISO IM/DD Gaussian Channels: In this case, $n_t > 1$ and $n_r = 1$, and hence $\mathbf{G}$ is a row vector, which we denote for convenience $(g_1, \ldots, g_n)$ (not to be confused with the diagonal channel in Sec. VII-A). We assume without loss of generality that $g_1 \geq g_2 \geq \cdots \geq g_n$, i.e., the first channel is the strongest channel, followed by the second channel, and so on.

Achievable rates for the MISO channel have been derived in [119], [121], [123]. In [123], the problem of finding the capacity of the MISO channel was approached from the perspective of finding the optimal distribution $\mathbf{G}\mathbf{X}$, which is a scalar in this case. The capacity of the MISO channel can be expressed as

$$c_{G\text{miso}}(A, E) = \max_{G \in \mathcal{G}} I(\mathbb{G}\mathbf{X}; Y),$$

where the maximization is with respect to feasible distributions of $\mathbb{G}\mathbf{X}$ given $\mathbb{G}$ and the constraints on $\mathbf{X}$. This enables expressing the capacity in terms of the capacity of an SISO IM/DD Gaussian channel. In [119], the problem was approached from a pre-/post-coding perspective, i.e., construction of $\mathbf{X}$ as $\mathbb{V}\mathbf{X}$ where $\mathbb{V}$ has independent components, and decoding from $\mathbb{U}\mathbf{Y}$ where $\mathbb{V}$ and $\mathbb{U}$ are pre- and post-coding matrices, respectively. The work in [121] focuses on low SNR.

a) Average Constraint Only: Under an average constraint only, it was shown that it is optimal to transmit through the strongest channel $g_1$, i.e., activate the first transmit aperture only. The intuition is that since the capacity of the SISO channel increases with the average of the input (under an average constraint only), then one needs to maximize the average of $\mathbb{G}\mathbf{X}$. This is achieved when $X_1 > 0$ with $E[X_1] = E$, and $X_2 = X_3 = \cdots = X_{n_t} = 0$. Thus the optimal pre-coder in this case is $(1, 0, 0, \ldots, 0)^T$, i.e., best aperture selection, since the transmit signal can be written as $\mathbf{X} = (1, 0, 0, \ldots, 0)^T\mathbf{X}$ where $\mathbf{X} \sim \mathbb{P}_X$ and satisfies the average constraint. This leads to the following statement.

**Theorem 22 (123):** The capacity of MISO IM/DD Gaussian channels with only an average constraint $E$ satisfies

$$c_{G\text{miso}}^{\text{avg}}(\infty, E) = c_{g_1}(\infty, E).$$

Generally, one can use statements in Sec. VII to bound this capacity expression or derive the asymptotic capacity at high SNR. This is stated next, and is easy to prove using Theorem 22 and Theorem 15.

**Theorem 23 (119):** The capacity of the MISO IM/DD Gaussian channel with only an average constraint $E$ satisfies

$$\lim_{E \to \infty} \left( c_{G\text{miso}}^{\text{avg}}(\infty, E) - \frac{1}{2} \log \left( \frac{c_{g_1}^2 E^2}{2\pi} \right) \right) = 0.$$
Theorem 24 ([123]): The capacity of MISO IM/DD Gaussian channels with a peak and an average constraint \( \mathcal{E} \geq \frac{\alpha A}{2} \) (or \( \mathcal{E} = \infty \)) satisfies
\[
C_{G}^{\text{miso}}(A, \mathcal{E}) = C_{G}^{\text{miso}}(A, \frac{\alpha A}{2}).
\] (144)

Note that this statement implies that it is optimal to use a repetition code in this case. By sending \( X = (1, 1, \ldots, 1)^T X \), where \( X \in [0, A] \) and \( E[X] = \frac{A}{2} \) over this MISO channel, we obtain an effective SISO IM/DD Gaussian channel with channel gain \( \|G\|_1 \), peak constraint \( A \), and average constraint \( \frac{A}{2} \), which has the capacity in Theorem 24.

One can develop capacity bounds and asymptotic capacity expressions for this case using statements in Sec. [V].

For \( \mathcal{E} < \frac{\alpha A}{2} \), the situation is more difficult. In this case, [123] derives some properties of the capacity achieving input distributions which aid in the analysis. Namely, the optimal distribution activates aperture \( i \) only if apertures \( 1, \ldots, i - 1 \) (which have stronger channels) are transmitting at peak intensity. Formally, this means that \( X_i > 0 \Rightarrow X_j = A \forall j < i \). This can be understood as a two-layer modulator, where the first layer modulates the number of active apertures \( i \in \{0, \ldots, n_t\} \), and the second layer modulates the intensity of \( i \)-th aperture according to some probability distribution. A similar behaviour has been identified in [121] for the MIMO channel at low SNR as described later.

Using the properties derived in [123], capacity lower bounds for the MISO IM/DD Gaussian channel with \( \mathcal{E} < \frac{\alpha A}{2} \) can be derived using the EPI. Recall that this requires finding the solution of \( \max_{h \in \mathbb{R}^{n_t \times n_t}} h(GX) \) over the set of feasible distributions subject to the input constraints. This problem was solved in [123] which led to a capacity lower bound which is tight at high SNR. Capacity upper bounds were also derived in [123] using the peak-only constrained channel, constraint relaxation (maximum variance) and using the dual capacity expression in Lemma 4. These bounds have rather sophisticated expressions, and are not repeated here. Instead, we focus on asymptotic capacity expressions. We start with high SNR.

Theorem 25: [123] The capacity of the MISO IM/DD Gaussian channel with a peak constraint \( A \) and an average constraint \( \mathcal{E} = \alpha A \) satisfies
\[
\lim_{A \to \infty} C_{G}^{\text{miso}}(A, \alpha A) - \frac{1}{2} \log \left( \frac{\|G\|_1^2 A^2}{2 \pi e} \right) = 0
\] (145)
if \( \alpha > \alpha_{th} \), and
\[
\lim_{A \to \infty} C_{G}^{\text{miso}}(A, \alpha A) - \frac{1}{2} \log \left( \frac{\|G\|_1^2 A^2}{2 \pi e} \right) - \nu = 0
\] (146)
if \( \alpha \leq \alpha_{th} \), where \( \alpha_{th} = \frac{1}{2} + \frac{1}{\|G\|_1} \sum_{i=1}^{n_t} g_i (i - 1) \),
\[
\nu = \sup_{\omega \in \max\{0, \frac{1}{2} + \alpha - \alpha_{th}\}, \min\{\frac{1}{2}, \alpha\}} \left( 1 - \log \frac{\mu(\omega)}{1 - e^{-\mu(\omega)}} \right) - D \left( p_{\|G\|_1^2} \right),
\] (147)
\( \mu(\omega) \) is the unique positive solution of \( \frac{1}{\mu} - \frac{e^{-\mu}}{1 - e^{-\mu}} = \omega \), \( p = (p_1, \ldots, p_{n_t}) \), \( p_k = \frac{g_k a_k}{\sum_{k=1}^{n_t} g_k a_k} \), and \( a \) is the unique positive solution of \( \sum_{k=1}^{n_t} g_k a_k = 1 - \omega + 1 \).

Thus, the asymptotic high-SNR capacity is \( \frac{1}{2} \log \left( \frac{\|G\|_1^2 A^2}{2 \pi e} \right) + \nu \) if \( \alpha > \alpha_{th} \) which is also the high-SNR capacity when there is no average constraint. The asymptotic high SNR capacity is \( \frac{1}{2} \log \left( \frac{\|G\|_1^2 A^2}{2 \pi e} \right) + \nu \) when \( \alpha \leq \alpha_{th} \).

At low SNR, the asymptotic capacity was given in [121] as follows.

Theorem 26 ([121], [123]): The capacity of the MISO IM/DD Gaussian channel with a peak constraint \( A \) and an average constraint \( \mathcal{E} = \alpha A \) satisfies
\[
\lim_{\mathcal{E} \to 0} \frac{C_{G}^{\text{miso}}(A, \alpha A)}{\gamma A^2} = 1,
\] (148)
where
\[\gamma = \max_{a_0, \ldots, a_{n_t}, \alpha \leq \alpha_{th}} \sum_{i=1}^{n_t} g_i g_j \min\{a_i, a_j\} (1 - \max\{a_i, a_j\}) \].

Here, the expression \( \gamma A^2 \) is in fact the maximum variance of \( GX \) when \( X \in [0, A]^{n_t} \) and \( \sum_{i=1}^{n_t} E[X_i] \leq \mathcal{E} \). It is achieved when \( X \) follows a maximally-correlated \( n_t \)-dimensional binary distribution as shown in [121]. In this case, \( X \) is distributed on \( \{0, A\}^{n_t} \) with \( P_{X_i}(A) = a_i \) for some \( a_i \) that satisfies \( \sum_{i=1}^{n_t} a_i = \frac{\mathcal{E}}{\|G\|_1^2} \) in order to satisfy the average constraint, with maximum correlation. Maximum correlation is achieved using the structure in Table [V]. The proof of this statement is based on the mutual-information expression for weak signals given in [124].

3) MIMO IM/DD Gaussian Channels: In the MIMO channel, we have that both \( n_t > 1 \) and \( n_r > 1 \). The channel gain matrix in this case is \( n_r \times n_t \) denoted \( G = (g_1, \ldots, g_{n_t}) \) where \( g_i \) is a column vector representing the channel gains from transmit aperture \( i \) to all receive apertures.

Recall that capacity in this case is given by
\[
C_{G}^{\text{mimo}}(A, \mathcal{E}) = \max_{P_X} I(X, Y).
\] (149)

This problem was studied in [117]–[122], where capacity bounds and asymptotic capacity characterizations were given.

The work in [119] focused on pre-coding and post-coding to convert the MIMO channel into a set of parallel channels. For the scenario with \( n_r \geq n_t \), three schemes were compared: Channel inversion post-coding; DC-biased singular-value decomposition pre-/post-coding; and QR-decomposition post-coding. These schemes allow converting the MIMO channel into a set of parallel channel where the intensity allocation in [114] is applied. It is shown that the QR-decomposition scheme outperforms the rest, so we describe it here.

Assume that \( G \) has full column rank, and \( n_r \geq n_t \). In a QR-decomposition scheme, the transmitter sends \( X \) consisting of independently coded symbols \( X_1, \ldots, X_n_t \), each of which is from an independent stream. The receiver computes the QR-decomposition of \( G \), i.e., a decomposition \( G = QU \) (we use \( U \) instead of \( R \) for convenience), where \( Q \) is an \( n_t \times n_t \) orthogonal matrix, and \( U \) is an \( n_t \times n_t \) upper triangular matrix. The receiver multiplies \( Y \) with \( Q \) to obtain the signal \( Y_\perp = UX + Z \), where \( Z \) is i.i.d. \( N(0, 1) \). Then the receiver starts decoding from \( Y_\perp \) which has an interference free observation of \( X_{\perp} \) due to the upper triangular structure of \( U \), i.e., \( Y_{\perp} = n_{\perp} X_{\perp} + Z_{\perp} \). Then, the receiver decodes the
TABLE V: The maximally-correlated $n_t$-dimensional distribution of $X \in \{0, A\}^{n_t}$ with $P_X(A) = a_i$ and $a_1 \geq a_2 \geq \cdots \geq a_{n_t}$. When optimized with respect to $a_i$ with $\sum_{i=1}^{n_t} a_i = \frac{\gamma}{T}$, this distribution achieves the low-SNR capacity of the MISO and MIMO IM/DD Gaussian channel.

| $x^T$          | (0, 0, 0, ..., 0, 0) | (A, 0, 0, ..., 0, 0) | (A, A, 0, ..., 0, 0) | \cdots | (A, A, A, ..., A, 0) | (A, A, A, ..., A, A) |
|----------------|---------------------|---------------------|---------------------|--------|---------------------|---------------------|
| $P_X(x)$       | 1 - $a_1$           | $a_1 - a_2$         | $a_2 - a_3$         | \cdots | $a_{n_t-1} - a_{n_t}$ | $a_{n_t}$           |

stream sent over $X_{n_t}$ (by considering $n$ observations of $\hat{Y}_{n_t}$, where $n$ is the code-length), subtracts its contribution from $\hat{Y}_{n_t-1}$ and proceeds by decoding $X_{n_t-1}$ interference free. The receiver can effectively do this if the rate of $X_{n_t}$ is smaller than $I(X_{n_t}; Y_{n_t})$, i.e., information is encoded in $X_{n_t}$ at any achievable rate described earlier. The receiver proceeds this way until all streams are decoded. The resulting achievable rate is the form

$$\max_{E_i} \sum_{i=1}^{n_t} r_{i, a_i}(E_i), \quad E_i \in \{\text{ima}, \text{cma}, \text{fh}\},$$

(150)

where $E_i$ satisfies $\sum_{i=1}^{n_t} E_i \leq E$, and $r_{i, a_i}(E_i)$ is as defined in Theorems 78. The intensity allocation $E_i$ is done using the algorithm in [114]. In addition to achievable rates, [119] also derives capacity upper bounds and asymptotic capacity results at high SNR. Asymptotic capacity results at low SNR are given in [121]. The case $n_t < n_t$ is also discussed.

The work in [122] focused on a novel approach, wherein the capacity is rewritten as

$$e_{\text{mimo}}^{\text{G}}(A, E) = \max_{P_{G}, X, Y} I(G; X, Y),$$

(151)

where $P_{G}$ is the set of all distributions $P_{G}$ over the zonotope $R(G) = \{\sum_{i=1}^{n_t} a_i g_i | (a_1, \ldots, a_{n_t}) \in [0, A]^{n_t}\}$ which satisfy the power constraints on $X$. This zonotope is the image of the hypercube $[0, A]^{n_t}$ after multiplying by $G$. Using this formulation, [122] derived a minimum energy signalling scheme, capacity bounds, and asymptotic capacity results.

We discuss some of the results of [114], [121], [122] in what follows.

a) Average Constraint Only: Capacity bounds for the average constrained MIMO channel were derived in [119] when $n_t \geq n_t$. Using the derived bounds, it is shown that the QR-scheme achieves the high-SNR asymptotic capacity for a MIMO IM/DD Gaussian channel with only an average constraint when $n_t \geq n_t$, given as follows.

**Theorem 27 (119):** The capacity of a MIMO IM/DD Gaussian channel with $n_t \geq n_t$, with only an average constraint $E$, satisfies

$$\lim_{E \to \infty} \left( e_{G}^{\text{mimo}}(\infty, E) - \frac{1}{2} \log \left( \frac{e \pi^2 A^2}{2 \pi e} G^T G \right) \right) = 0.$$  

(152)

If $n_t < n_t$, then [119] shows that the capacity per-log is $n_t$, i.e., capacity scales as $n_t \log (E)$ at high SNR ($E \to \infty$).

b) Peak and Average Constraints: The work in [119], [122] studies the MIMO channel with both average and peak constraints. Achievable rates, capacity upper bounds, and asymptotic high-SNR capacity expressions/approximations were given using different approaches. We only state asymptotic capacities next.

In [122], the asymptotic high-SNR capacity was characterized for a MIMO channel with both peak and average constraints, under $n_t > n_t$. The asymptotic capacity expression is a function of the volume of the zonotope $R(G)$ and related parameters, and is not reviewed here due to its complicated nature. The reader is referred to [122] for further details. For $n_t \geq n_t$, we review some asymptotic high SNR results from [119] which have simpler expressions.

**Theorem 28 (119):** The capacity of a MIMO IM/DD Gaussian channel with $n_t \geq n_t$, with a peak constraint $A$ and average constraint $E = \alpha A$ satisfies

$$\lim_{A \to \infty} \left( e_{G}^{\text{mimo}}(A, \alpha A) - \frac{1}{2} \log \left( \frac{A^2 e^2}{2 \pi e} G^T G \right) \right) = 0$$

(153)

if $\alpha \geq \frac{n_t}{2}$, and

$$\lim_{A \to \infty} \left( e_{G}^{\text{mimo}}(A, \alpha A) - \frac{1}{2} \log \left( \frac{e \min \{ \frac{a_i^2 A^2}{n_t}, \frac{A^2}{2\pi} \} G^T G \right) \right) \leq 0.1 n_t.$$  

(154)

if $\alpha < \frac{n_t}{2}$.

The asymptotic high-SNR results in Theorems 27 and 28 are achievable using the QR-decomposition scheme in combination with exponential or truncated-Gaussian distributions on each $X_i$. Achievable rates and upper bounds for the case $n_t < n_t$ are also given in [119]. While the high-SNR capacity is characterized/approximated in [119] for the case $n_t \geq n_t$, only the high-SNR capacity per-log is given for $n_t < n_t$. Namely, it is shown that capacity scales as $n_t \log (A)$ in this case.

In the low-SNR regime, the capacity of a MIMO IM/DD Gaussian channel was characterized in [121], [122] as follows.

**Theorem 29 (121), (122):** The capacity of a MIMO IM/DD Gaussian channel with a peak constraint $A$ and average constraint $E = \alpha A$ satisfies

$$\lim_{A \to 0} \frac{e_{G}^{\text{mimo}}(A, \alpha A)}{n_t A^2} = 1,$$

(155)

where

$$\eta = \max_{a_i, \sum_{i=1}^{n_t} a_i \leq \alpha} \sum_{i=1}^{n_t} \sum_{j=1}^{n_t} g_i^T g_j \min\{a_i, a_j\}(1 - \max\{a_i, a_j\}),$$

and $g_i$ is the $i$-th column of $G$.

This statement was proved using the result in [114] for the channel capacity with weak inputs, and using the result in [218] for the relation between mutual information and MMSE. Similar to the MISO case discussed in Theorem 26, the asymptotic capacity $\frac{\eta A^2}{2}$ in Theorem 29 is achievable using a maximally-correlated $n_t$-dimensional binary input distribution as shown in Table V.
VIII. MULTI-USER IM/DD GAUSSIAN CHANNELS

The statements in Sec. [145] on the capacity of the IM/DD Gaussian channel were used to develop results for a multi-
user OWC system modelled as an IM/DD Gaussian broadcast channel (BC) or an IM/DD Gaussian multiple-access channel
(MAC). In a k-user setting, the goal is to characterize the capacity region defined as the set of achievable rate tuples
\((r_1, \ldots, r_k)\), where \(r_i\) is the achievable rate of user \(i\). Here, we review some recent results on this front, while restricting
our attention to the 2-user case for simplicity.

A. IM/DD Gaussian BC

In a 2-user BC, we have a single transmitter and two
receivers. The transmit signal is \(X\) which satisfies \(X \in [0, A]\)
and \(E[X] \leq \mathcal{E}\). The received signal of user \(i\) is \(Y_i = g_i X + Z_i\), where \(Z_i \sim \mathcal{N}(0, 1)\). We assume without loss of
generality that \(g_1 \geq g_2\).

We define the capacity region as follows. Let the set of
message of user \(i\) be denoted \(W_i = \{1, \ldots, 2^m_i\}\). The
transmitter wants to send a pair of messages \((w_1, w_2)\), which
is uniformly distributed on \(W_1 \times W_2\). It uses an encoder
to encode the message pair into a codeword \(x(w_1, w_2)\) of
length \(n\) satisfying the peak and average constraints, and sends
it. Receiver \(i\) uses a decoder to decode \(\hat{w}_i\). This incurs a
probability of error \(p_{e,n} = \mathbb{P}\{w_1 \neq \hat{w}_1, w_2 \neq \hat{w}_2\}\). The
rate of user \(i\) is \(r_i = \frac{m_i}{n}\) (bits/transmission), and we call a rate
pair \((r_1, r_2)\) achievable if there exists a sequence of codes (message
sets, encoders, decoders) that satisfy \(p_{e,n} \rightarrow 0\) as
\(n \rightarrow \infty\). The capacity region is the closure of the set of all
achievable rate pairs \((r_1, r_2)\), and we denote it \(\mathcal{R}_{bc}(A, \mathcal{E})\).
We express the capacity henceforth in nats/transmission, which
can be converted to bits/transmission by dividing by \(\log(2)\).

This BC is a stochastically-degraded BC [197] since \(X \rightarrow
Y_1 \rightarrow Y_2\) forms a Markov chain. Note that the degradedness
of the current BC holds since the channel to user 1 is better
than that to user 2 (\(g_1 > g_2\)). Generally, the single-aperture
Gaussian BC is always degraded since we either have \(g_1 \geq g_2\),
i.e., \(X \rightarrow Y_1 \rightarrow Y_2\) form a Markov chain, or \(g_2 < g_1\), i.e.,
\(X \rightarrow Y_2 \rightarrow Y_1\) form a Markov chain. The capacity of a
degraded discrete-memoryless BC is known to be given by the
convex-hull of the closure of the set of rate pairs \((R_1, R_2) \in \mathbb{R}_+^2\) satisfying [138]

\[
R_2 \leq I(U; Y_2), \quad R_1 \leq I(U; Y_1 | U),
\]

for some distribution \(P_U(u)P_{X\mid U}(x|u)P_{Y_1\mid X}(y_1|y_2\mid x)\) over
the set \(U \times X \times Y_1 \times Y_2\), where the cardinality of the auxiliary
random variable \(U\) is bounded by \(|U| \leq \min\{|X|, |Y_1|, |Y_2|\}\).

This statement can be generalized to the IM/DD Gaussian
BC with continuous alphabets using the discretization procedure
explained in [197] Sec. 3.4. In this case, we replace \(X\) by
\(\mathbb{R}_+, Y_1, Y_2\) by \(\mathbb{R}\), and we define \(P_X(X)\) as a probability density
function that satisfies \(X \in [0, A]\) and \(E[X] \leq \mathcal{E}\). Describing
this capacity region in a simpler form is generally a difficult
problem, since one needs to specify a good choice of \((U, X)\). However, capacity bounds were derived in [145], [219]. These
bounds are presented next.

Using a method devised by Bergmans in [220], the following
capacity outer bound can be derived.

**Theorem 30 ([145]):** The capacity region of the 2-user
IM/DD Gaussian BC satisfies

\[
\mathcal{C}_{bc}^{\text{outer}}(A, \mathcal{E}) \subseteq \bigcup_{\rho \in [0,1]} \mathcal{R}_{bc}^{\text{outer}}(A, \mathcal{E}, \rho),
\]

where \(\mathcal{R}_{bc}^{\text{outer}}(A, \mathcal{E}, \rho)\) is the set of rate pairs \((r_1, r_2)\) satisfying

\[
0 \leq r_1 \leq \frac{1}{2} \log \left(1 + \frac{g_1^2}{g_2^2} \left(2 e^{2c_{bc}(\rho A, \rho \mathcal{E}} - 1\right)\right),
\]

\[
0 \leq r_2 \leq \frac{r_{bc}}{2} \rho(A, \rho \mathcal{E}),
\]

(157)

with \(r_{bc}\) as defined in (107) with peak \(A_i\). The resulting mean
\(\mu_{i,A_i}\), and variance \(\nu_{2,A_i}^2\) are as defined in (109) and (110),
respectively (where we indicate the dependence on \(A_i\) explicitly for clarity). Receiver 2 (the weaker receiver) decodes \(Y_2\), while receiver 1 (the stronger receiver) decodes both \(Y_2\) and \(X_1\).

Define \(q = (\mu_1, \mu_2, \nu_2, \nu_2)\), and \(Q\) as the set of \(q\) so that
\(\mu_{1,A_1} + \mu_{2,A_2} \leq \mathcal{E}\). Then, we can write the inner bound as follows.

**Theorem 31 ([145]):** The capacity region of the 2-user
IM/DD Gaussian BC satisfies \(\mathcal{C}_{bc}^{\text{inner}}(A, \mathcal{E}) \supseteq \mathcal{R}_{bc}^{\text{inner}}(A, \mathcal{E})\)
where

\[
\mathcal{R}_{bc}^{\text{inner}}(A, \mathcal{E}, \rho, q) \supseteq \mathcal{R}_{bc}^{\text{outer}}(A, \mathcal{E}, \rho, q) \cup Q,
\]

where co(\cdot) denotes the convex hull, and \(\mathcal{R}_{bc}^{\text{outer}}(A, \mathcal{E}, \rho, q)\) is the
set of rate pairs \((r_1, r_2)\) satisfying

\[
0 \leq r_1 \leq \frac{1}{2} \log \left(\frac{\nu_2^2}{\bar{v}_{1,A_1}^2} + g_1^2 \nu_1^2\right) - \phi(A_1, \mu_1, \nu_1),
\]

\[
0 \leq r_2 \leq \frac{1}{2} \log \left(\frac{\nu_2^2}{\bar{v}_{2,A_2}^2} + g_2^2 \nu_2^2\right) + \phi(A_2, \mu_2, \nu_2),
\]

(158)

where \(A_1 = \rho A, A_2 = (1 - \rho) A\), and \(\phi(A_1, \mu_1, \nu_1) = \log(\eta_{A_1}) + \frac{1}{2} \left((A_1 - \mu_1) \bar{v}_{1,A_1}^2 + \mu_1 \bar{v}_{1,A_1}^2(0)\right)\), and \(\eta_{A_1}\) is as
defined in (108) with \(\mu, \nu, A\) replaced with \(\mu_1, \nu_1, A_1\), respectively.

Using these theorems, [145] shows that outer bound
(157) is nearly tight at high SNR, where it nearly
meets the inner bound (158). This asymptotic capacity
region at high SNR can be approximated as given in the
following theorem.

**Theorem 32 ([145]):** The capacity region of the 2-user
IM/DD Gaussian BC with a peak constraint \(A\) and an average
constraint \(\mathcal{E} = \alpha A\) with \(\alpha \leq \frac{1}{2}\) is within a gap \(\delta\) of the
region $\bigcup_{\epsilon \in [0,1]} \mathcal{R}^{bc,h}_{g_1,g_2}(A, \mathcal{E}, \rho)$ asymptotically at high SNR, where $\mathcal{R}^{bc,h}_{g_1,g_2}(A, \mathcal{E}, \rho)$ is the set of rate pairs $(r_1, r_2)$ satisfying

$$0 \leq r_1 \leq \frac{1}{2} \log \left( 1 + c \rho^2 g_1^2 A^2 \right)$$

and

$$0 \leq r_2 \leq \frac{1}{2} \log \left( 1 + \frac{c(1-\rho)^2 g_2^2 A^2}{c^2 g_2^2 A^2 + 1} \right),$$

where $c = \min \left\{ \frac{1}{2\pi e}, \frac{\alpha^2}{2\pi} \right\}$, and $\delta = \log \left( \frac{3\sqrt{\pi} - 1}{\alpha} \right) \leq 0.68$ nats/transmission.

Note that this relation shows that receiver 2 decodes while treating $X_1$ as noise, and $\frac{c(1-\rho)^2 g_2^2 A^2}{c^2 g_2^2 A^2 + 1}$ can be thought of as a signal-to-interference-and-noise ratio (SINR). Fig. 17a shows the outer and inner bounds $\mathcal{R}^{bc,lmw}_{g_1,g_2}$ and $\mathcal{R}^{bc,lmw}_{g_1,g_2}$ along with the asymptotic region $\mathcal{R}^{bc,h}_{g_1,g_2}$ for a channel with $g_1 = 1$, and $g_2 = 0.5$ at high SNR. This figure demonstrates Theorem 33: Note that the convex-hull of $\mathcal{R}^{bc,h}_{g_1,g_2}$ provides a better approximation which nearly meets the outer bound $\mathcal{R}^{bc,lmw}_{g_1,g_2}$. However, the expression of $\mathcal{R}^{bc,h}_{g_1,g_2}$ is easier to work with.

For the low SNR regime, [145] shows that the outer bound $\mathcal{R}^{bc,0}_{g_1,g_2}(A, \mathcal{E})$ is tight, where it meets the achievable rate of TDMA combined with coded OOK. Namely, the low-SNR asymptotic capacity is given as follows.

**Theorem 33** ([145]): The capacity region of the 2-user IM/DD Gaussian BC with a peak constraint $A$ and an average constraint $\mathcal{E} = \alpha A$ with $\alpha \leq \frac{1}{2}$ is given by the set of $(r_1, r_2)$ satisfying $(162a)$ and

$$\frac{r_1}{g_1} + \frac{r_2}{g_2} \leq \frac{\alpha(1-\alpha)A^2}{2}.$$  

This result is shown in Fig. 17b. Note that [145] also extends the IM/DD Gaussian channel capacity lower bound in [35] given in Theorem 6 to the IM/DD Gaussian BC. The resulting inner bound is expressed as in (156) with $U = X_2 \in [0, A_1]$ and $X = X_1 + U$ with $X_1 \in [0, A_2]$, where $A_1 + A_2 = A$, and $X_1$ and $X_2$ follow optimized discrete distributions with uniform spacing as in Theorem 6.

**B. IM/DD Gaussian MAC**

Next, we consider an IM/DD Gaussian multiple access channel (MAC). In a 2-user MAC, we have two transmitters and one receiver. The transmit signals $X_i$, $i \in \{1, 2\}$, satisfy $X_i \in [0, A_i]$ and $\mathbb{E}[X_i] \leq \mathcal{E}_i$. The received signal is $Y = g_1 X_1 + g_2 X_2 + Z$ where $Z \sim N(0, 1)$. The capacity region is the set of achievable rate tuples $(R_1, R_2)$, defined similar to the BC. We denote the capacity region by $\mathcal{C}^{mac}_{g_1,g_2}(A, \mathcal{E})$, where $A = (A_1, A_2)$ and $\mathcal{E} = (\mathcal{E}_1, \mathcal{E}_2)$.

The capacity region of a discrete-memoryless MAC is known to be given by the closure of the convex-hull of the set of $(R_1, R_2) \in \mathbb{R}^2_+$ satisfying

$$R_1 \leq I(X_1; Y|X_2)$$

$$R_2 \leq I(X_2; Y|X_1)$$

$$R_1 + R_2 \leq I(X_1, X_2; Y),$$

for some input distributions $\mathbb{P}_{X_i}(x_i)$ on $X_i$. This region is achievable by jointly decoding the two messages at the receiver, or using successive decoding combined with time-sharing. This statement can be also generalized to the IM/DD Gaussian MAC with continuous alphabets. Again, the question is how to choose $\mathbb{P}_{X_i}(x_i)$, and how to represent this region in a simpler form. One way to realize this is to derive capacity region outer and inner bounds, that allow us to draw further insights into asymptotic capacity and approximations.

The following outer bounds was derived in [146] based on the IM/DD Gaussian channel capacity upper bounds.

**Theorem 34** ([146]): The capacity region $\mathcal{C}^{mac}_{g_1,g_2}(A, \mathcal{E})$ of the 2-user IM/DD Gaussian MAC satisfies $\mathcal{C}^{mac}_{g_1,g_2}(A, \mathcal{E}) \leq \mathcal{C}^{mac,\ell}_{g_1,g_2}(A, \mathcal{E})$, where $\ell \in \{lmw, 0\}$, and $\mathcal{C}^{mac,\ell}_{g_1,g_2}(A, \mathcal{E})$ is defined as the set of rate pairs $(r_1, r_2)$ satisfying

$$0 \leq r_i \leq r^{f}_{g_i}(A_i, \mathcal{E}_i), \; i \in \{1, 2\}$$

$$0 \leq r_1 + r_2 \leq r^{f}_{g_1}(g_1 A_1 + g_2 A_2, g_1 \mathcal{E}_1 + g_2 \mathcal{E}_2).$$

Here, the bound on $R_1 + R_2$ is obtained by treating $g_1 X_1 + g_2 X_2$ as a transmit signal with a peak constraint $g_1 A_1 + g_2 A_2$ and average constraint $g_1 \mathcal{E}_1 + g_2 \mathcal{E}_2$, and then using the single user bounds in Sec. VI. Asymptotic capacity expressions from Sec. VI-C can be used to approximate the
outer bound $\overline{R}_{g_1,g_2}^{\text{mac},0}(\mathcal{A},\mathcal{E})$, in closed-form at high and low SNR. A closed-form outer bound for the average-constrained case was given in [221] using an upper bounds for the single-user channel from [37] (20).

Capacity inner bounds were derived in [146] under both average and peak constraints, and in [221] under either an average or a peak constraint only. An inner bound was derived in [146] using a truncated-Gaussian (107), where $X_i \sim \mathcal{N}_{\mu_i,\sigma^2}(x)$ with peak $\mu_i$, mean $\mu_i$, as defined in (109) (again indicating explicit dependence on $\mathcal{A}$, for clarity) satisfying $\mu_i,\mu_i \leq \mathcal{E}_i$ and with variance $\sigma^2$, defined in (110). Define $q = (\mu_1,\nu_1,\mu_2,\nu_2)$ as the parameters of the truncated-Gaussian distribution of users 1 and 2, and $\Omega$ as the set of $q$ so that $\mu_i,\mu_i$. Then, the following theorem presents a capacity region inner bound achievable under a truncated-Gaussian input distribution.

**Theorem 35 ([146]):** The capacity region of the 2-user IM/DD Gaussian MAC satisfies

$$\mathcal{R}_{g_1,g_2}^{\text{mac}}(\mathcal{A},\mathcal{E},\nu) = \mathcal{R}_{g_1,g_2}^{\text{mac}}(\mathcal{A},\mathcal{E},q) \triangleq \co \bigg( \bigcup_{q \in \Omega} \mathcal{R}_{g_1,g_2}^{\text{mac}}(\mathcal{A},\mathcal{E},q) \bigg),$$

where $\mathcal{R}_{g_1,g_2}^{\text{mac}}(\mathcal{A},\mathcal{E},q)$ is the set of rate pairs $(r_1,r_2)$ satisfying

$$0 \leq r_1 \leq \frac{1}{2} \log \left( \frac{\nu^2}{\nu_i^2} + \frac{\nu_i^2}{\sigma^2} \right) - \phi(\mathcal{A},\mu_i,\nu_i), \; i \in \{1,2\},$$

$$0 \leq r_1 + r_2 \leq \frac{1}{2} \log \left( \frac{\nu^2}{\nu_i^2} + \frac{\nu_i^2}{\sigma^2} \right) - \phi(\mathcal{A},\mu_1,\nu_1) - \phi(\mathcal{A},\mu_2,\nu_2),$$

with $\phi_i(\cdot)$ as defined in Theorem 31.

In addition to this achievable lower bound, [146] provides an achievable inner bound based on uniformly-spaced discrete input distributions (112), and [221] provide an inner bound achievable using a combination of discrete and continuous distributions. For the purpose of this tutorial, we present two asymptotic capacity statements next. At high SNR, the bounds in Theorems 34 and 35 lead to the following statement at high SNR.

**Theorem 36 ([146]):** The capacity region of the 2-user IM/DD Gaussian MAC with $\mathcal{E}_i = \mathcal{A}_i = \alpha_i \leq \frac{1}{2}$ is within a gap $\delta \leq \frac{1}{2} \log \left( \frac{\nu_i}{\sigma^2} \right)$ of the region $\mathcal{R}_{g_1,g_2}^{\text{mac},h}(\mathcal{A},\mathcal{E})$ asymptotically at high SNR ($\mathcal{A}_1,\mathcal{A}_2 \rightarrow \infty$), where $\mathcal{R}_{g_1,g_2}^{\text{mac},h}(\mathcal{A},\mathcal{E})$ is the set of rate pairs $(r_1,r_2)$ satisfying

$$0 \leq r_1 \leq \frac{1}{2} \log \left( 1 + c_i g_i A_i^2 \right), \; i \in \{1,2\},$$

$$0 \leq r_1 + r_2 \leq \frac{1}{2} \log \left( 1 + c_{12} g_1 A_1 + g_2 A_2 \right),$$

where $c_i = \min \left\{ \frac{1}{4\pi \nu_i^2}, \frac{\cos^2 \theta}{2\pi} \right\}$ and $c_{12} = \min \left\{ \frac{1}{4\pi \nu_{12}^2}, \frac{\cos^2 \theta}{2\pi} \right\}$ with $\nu_{12} = \nu_i \nu_j g_i g_j$.

On the other hand, at low SNR, the outer bound $\overline{R}_{g_1,g_2}^{\text{mac},0}(\mathcal{A},\mathcal{E})$ is tight, where it matches the rate region achieved using coded OOK at both users (each user sends $X_i = A_i$ with probability $E_i/A_i$ and $X_i = 0$ with probability $1 - E_i/A_i$), and using successive-cancellation decoding (SCD) at the receiver. This leads to the following theorem.

**Theorem 37 ([146]):** The capacity region of the 2-user IM/DD Gaussian MAC with $\mathcal{E}_i = \mathcal{A}_i = \alpha_i \leq \frac{1}{2}$ coincides asymptotically at low SNR with the set of $(r_1,r_2)$ satisfying $r_1 \geq 0$ and $r_i \leq \alpha_i (1 - \alpha_i) g_i A_i^2$.

Figures 18a and 18b show the capacity bounds for an exemplary channel with $g_1 = 1$, $g_2 = 0.5$, under $\mathcal{A}_1 = \mathcal{A}_2 = \mathcal{A}$, $\mathcal{E}_1 = \mathcal{E}_2 = 0.5 \mathcal{A}$, and $\alpha = 1/3$. The bounds in Fig. 18a are within $0.08$ nats which confirms Theorem 35, and the bounds in Fig. 18b coincide which confirms the optimality of OOK/SCD at low SNR.

For moderate SNR, an inner bound based on discrete input distributions was given in [146]. Moreover, it was shown in [147], [222] that the IM/DD Gaussian MAC capacity-achieving distribution is discrete with a finite number of mass points.

**C. Other Multi-Terminal Channels**

Other multi-terminal IM/DD Gaussian channels were also studied in the literature. This includes the IM/DD Gaussian wiretap channel and the IM/DD Gaussian interference channel...
1) The IM/DD Gaussian Wiretap Channel: Due to the broadcast nature of OWC transmission (especially using LEDs), OWC remains susceptible to eavesdropping. This motivated several works that studied security in OWC [223–228]. The reader is referred to the following surveys for a more extensive overview of security aspects of OWC [152], [229], [230].

From an information theoretic perspective, there are several models that incorporate secure communications as an additional constraint to the classical reliability constraint, e.g., secure key agreement and the wiretap channel. A wiretap channel consists of a transmitter, a receiver, and an eavesdropper which aims to intercept the communication and extract some of the transmitted information. Studying its capacity dates back to the 1970s [231]. Recently, several works studied the capacity of the IM/DD Gaussian wiretap channel as a model of OWC with an eavesdropper, and proposed transmission schemes and analysed their achievable rates.

In an IM/DD Gaussian wiretap channel, the receiver and eavesdropper receive

\[ Y = gX + Z, \quad \text{and} \quad Y_e = g_e X + Z_e, \quad (165) \]

respectively, where \( X \) is the transmitted codeword symbol, \( g \) and \( g_e \) are channel gains, and \( Z \) and \( Z_e \) are Gaussian noises at the legitimate and the eavesdropper’s receivers, respectively. The transmitter wants to encode information into \( X \) while ensuring reliability, i.e., \( p_e,n \to 0 \) as \( n \to \infty \), and secrecy which requires the normalized mutual information between the message \( W \) and \( Y_e = (Y_{e,1}, \ldots, Y_{e,n}) \), i.e., \( \frac{1}{n} I(W; Y_e) \) to approach 0 as \( n \to \infty \). The secrecy capacity is defined as the largest rate \( r \) under which these objectives can be achieved.

The IM/DD Gaussian wiretap channel, being a scalar broadcast channel, is stochastically degraded [150]. Hence, its secrecy capacity can be written as [231]

\[ \max_{\mathcal{P}_X} I(X; Y) - I(X; Y_e), \quad (166) \]

where the maximization is with respect to all feasible input distributions. While this maximization is difficult to solve, [150] proved that the optical input distribution is discrete. Moreover, to aid in the analysis of the secrecy capacity, capacity bounds for the IM/DD Gaussian wiretap channel were presented in [152]. In general, imposing a security constraint reduces the capacity of the channel relative to the channel without a security constraint. However, as noted in [150], there are cases where the security constraint does not impact capacity. Transmission schemes and their achievable rates were also studied in [148], [149], [151], [153], [232].

2) The IM/DD Gaussian Interference Channel: In addition to the wiretap channel, the capacity of the IM/DD Gaussian interference channel (IC) was also studied in the literature. The IC consists of two transmitter-receiver pairs sharing the same transmission medium. The transmitters send \( X_1 \) and \( X_2 \), and the receivers receive

\[ Y_j = g_{jj} X_j + g_{kj} X_k + Z_j, \quad j, k \in \{1, 2\}, \quad j \neq k. \quad (167) \]

where \( g_{jj} \) and \( g_{kj} \) are channel gains, and \( Z_j \) is Gaussian noise.

Studying such a network is important for scenarios with multiple VLC cells [233]. However, the capacity of the IC remains an open problem to-date in general. Nonetheless, capacity inner and outer bounds can be derived to aid in studying the IC. To this end, the capacity of the IM/DD Gaussian IC was studied in [154], which derived capacity bounds and studied the Han-Kobayashi transmission scheme applied in the IM/DD context [234]. Transmission schemes were also studied in [235]. Note that there is still significant room for improving capacity bounds for this channel, such as by using methods from [221] which studies the IM/DD MAC, noting that MAC schemes are useful in an IC (cf. [236] for instance).

In addition to the aforementioned models, several other networks which combine RF and VLC links have been analysed in the literature [237]. The reader is referred to [230] for a survey on related works.

IX. Summary

We have discussed the capacity of IM/DD OWC systems modelled as Gaussian channels with real-valued, nonnegative, peak- and average-constrained inputs. We started with a discussion on the channel model, which motivates the Gaussian channel assumption. Then, we discussed the capacity of the single user IM/DD Gaussian channel in detail, by presenting the capacity and its numerical computation, capacity bounds, and asymptotic capacity expressions. Building on these results, we discussed the capacity of multi-aperture systems (SIMO, MISO, and MIMO) and also multi-user systems (broadcast and multiple access). It is important to note that this tutorial is by no means exhaustive. There has been a large amount of work on OWC in the past years, many of which are not covered here. However, we tried to cover some of the main advances that have been achieved in the information-theoretic direction of studying OWC systems.

This tutorial can be used for two purposes. First, it can be used as a reference that explains to the reader the main methods that are used in the literature for studying the capacity of the single-user IM/DD Gaussian channel. It also explains how the capacity of IM/DD Gaussian channel is different from the standard AWGN channel that is used to model RF systems. Second, it can be used as a guide for using these results to obtain capacity results for multi-terminal IM/DD Gaussian channels by building on the results for single-user channels.

The tutorial also shows that there is still room for additional contributions related to the capacity of IM/DD Gaussian channels. The capacity of the single-user channel is still unknown in closed-form and sometimes not even computable, and advances in this direction are important from an information-theoretic perspective. Moreover, existing results on multi-aperture and multi-user IM/DD Gaussian channels can be improved by considering tighter bounding techniques, and deriving simpler expressions that are amenable for further analysis of larger systems.
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