LOCAL EXTREMA FOR HYPERCUBE SECTIONS

LIONEL POURNIN

Université Paris 13, Villetaneuse, France
e-mail: lionel.pournin@univ-paris13.fr

ABSTRACT

Consider the hyperplanes at a fixed distance $t$ from the center of the hypercube $[0, 1]^d$. Significant attention has been given to determining the hyperplanes $H$ among these such that the $(d - 1)$-dimensional volume of $H \cap [0, 1]^d$ is maximal or minimal. In the spirit of a question by Vitali Milman, the corresponding local problem is considered here when $H$ is orthogonal to a diagonal or a sub-diagonal of the hypercube. It is proven in particular that this volume is strictly locally maximal at the diagonals in all dimensions greater than 3 within a range for $t$ that is asymptotic to $\sqrt{d}/\log d$. At lower order sub-diagonals, this volume is shown to be strictly locally maximal when $t$ is close to 0 and not locally extremal when $t$ is large. This relies on a characterisation of local extremality at the diagonals and sub-diagonals that allows to solve the problem over the whole possible range for $t$ in any fixed, reasonably low dimension.

1. Introduction

Given a fixed non-negative number $t$, consider the hyperplanes of $\mathbb{R}^d$ whose distance to the center of the hypercube $[0, 1]^d$ is equal to $t$. In other words, these hyperplanes are tangent to the sphere of radius $t$ whose center coincides with that of $[0, 1]^d$. Significant attention has been devoted to identifying, among these hyperplanes, the ones whose intersection with $[0, 1]^d$ has the largest or the smallest possible $(d - 1)$-dimensional volume. When $t$ is equal to 0 (and the hyperplanes contain the center of $[0, 1]^d$), this was solved by Keith Ball [1] who proved that the $(d - 1)$-dimensional volume of the intersection with the hypercube $[0, 1]^d$ of a hyperplane $H$ through its center is maximal precisely when $H$ is orthogonal to an order 2 sub-diagonal of that hypercube, thereby solving a problem posed by Douglas Hensley [7]. Here, an order $n$ sub-diagonal of $[0, 1]^d$...
means the line segment between the centers of two opposite \((d - n)\)-dimensional faces of \([0,1]^d\). The order \(d\) sub-diagonals of the hypercube are also simply referred to as its diagonals. The result from [11] relies on a formula for the \((d - 1)\)-dimensional volume of the intersection of an arbitrary hyperplane with the hypercube \([0,1]^d\) that takes the form of an improper integral. That formula, given below as Theorem 2.1, goes back to George Pólya’s work [15] and is discussed, for instance in [4, 6, 11, 18].

The case when \(t\) is positive (and less than \(\sqrt{d}/2\), the circumradius of the hypercube) was later considered by Vitali Milman who asked [10, 11] whether the minimal and the maximal \((d - 1)\)-dimensional volume of \(H \cap [0,1]^d\) is always achieved when \(H\) is orthogonal to a diagonal or a sub-diagonal of \([0,1]^d\)—here and in the remainder of the introduction, \(H\) denotes a generic hyperplane at distance \(t\) from the center of \([0,1]^d\). This question was solved, in dimensions 2 and 3 by Hermann König and Alexander Koldobsky [11]. In higher dimensions, it was shown by James Moody, Corey Stone, David Zach, and Artem Zvavitch [14] that, if \(t\) is greater than \(\sqrt{d - 1}/2\) (the distance between the center of the hypercube \([0,1]^d\)) and the midpoint of any of its edges), then the volume of \(H \cap [0,1]^d\) is maximal precisely when \(H\) is orthogonal to a diagonal of \([0,1]^d\).

It was further shown by Hermann König [9] that, if \(d\) is at least 5 and

\[
\frac{\sqrt{d}}{2} - \frac{1}{\sqrt{d}} < t < \frac{\sqrt{d}}{2},
\]

then that volume is strictly locally maximal when \(H\) is orthogonal to a diagonal of \([0,1]^d\). These higher dimensional results are based on an expression for the \((d - 1)\)-volume of \(H \cap [0,1]^d\) that holds when \(H\) separates a single vertex of the hypercube from all of its other vertices. A generalization of that expression to arbitrary hyperplanes is established in [16]. This formula, an alternative to the improper integral form, is a sum over the vertices of the hypercube on one side of \(H\) (see Theorem 2.2 below) that made it possible to extend the above mentioned result from [14] to when \(d \geq 5\) and \(t\) is greater than \(\sqrt{d - 2}/2\) (the distance from the center of \([0,1]^d\) to that of a square face) [16].

That problem has also been considered in the case of convex bodies other than the hypercube. The case of cross-polytopes is studied in [12, 9, 13] and the more general case of balls for the \(q\)-norms in [8, 13]. The corresponding problem for the regular simplices is considered in [9, 17]. Similar problems regarding the \(d\)-dimensional volume of the portion of the hypercube between
two parallel hyperplanes or for the \((d-2)\)-dimensional volume of the boundary of hypercube sections are studied, for instance in [3][9][11].

In the spirit of Vitali Milman’s question, the (strict) local extremality of the \((d-1)\)-dimensional volume of \(H \cap [0,1]^d\) is studied here when \(H\) is orthogonal to a diagonal or a sub-diagonal of \([0,1]^d\) for all dimensions greater than 3. The first result of the article deals with the case when \(t\) is close to 0.

**Theorem 1.1:** If \(d \geq 4\) and \(t\) is close enough to 0, then the \((d-1)\)-dimensional volume of \(H \cap [0,1]^d\) has strict local maxima when \(H\) is orthogonal to a diagonal of \([0,1]^d\) and to any of its sub-diagonals of order at least 4.

In this statement, close enough to 0 really means that \(t\) belongs to an interval of the form \([0, \varepsilon]\) where \(\varepsilon\) is a positive number (that depends on \(d\)). However, \(\varepsilon\) is not explicited as the theorem partly follows from a topological argument. The second result extends the local maximality theorem from [9]. Observe that each of the higher dimensional results mentioned above are stated for ranges of values of \(t\) that go to 0 when \(d\) goes to infinity. In the following theorem, the corresponding range is asymptotic to \(\sqrt{d}/\log d\).

**Theorem 1.2:** If \(d \geq 4\) and \(t\) satisfies
\[
\sqrt{\frac{d}{2}} - \frac{1}{\sqrt{d}} \min \left\{ \frac{d-1}{4}, \frac{d^{1/(d-3)}}{d^{1/(d-3)}-1} \right\} < t < \sqrt{\frac{d}{2}},
\]
then the \((d-1)\)-dimensional volume of \(H \cap [0,1]^d\) has a strict local maximum when \(H\) is orthogonal to a diagonal of \([0,1]^d\).

While Theorem 1.1 is stated indifferently for the diagonals of the hypercube and its lower order sub-diagonals, Theorem 1.2 does not give a hint of what happens at sub-diagonals. According to the third result of the article, they behave in a very different way than the diagonals.

**Theorem 1.3:** If \(4 \leq n < d\) and \(t\) satisfies
\[
\sqrt{\frac{n}{2}} - \frac{1}{\sqrt{n}} \min \left\{ \frac{n-1}{4}, \frac{n^{1/(n-3)}}{n^{1/(n-3)}-1} \right\} < t < \sqrt{\frac{n}{2}},
\]
then the \((d-1)\)-dimensional volume of \(H \cap [0,1]^d\) does not have a local extremum when \(H\) is orthogonal to an order \(n\) sub-diagonal of \([0,1]^d\).

In fact, Theorems 1.1, 1.2 and 1.3 are obtained as consequences of more general results, valid for all possible values of \(t\). While these results can be
stated in different ways (largely because of the different possible expressions for the volume of $H \cap [0,1]^d$), two statements are particularly noteworthy. In these statements, $p_{i,d}$ is the quadratic function of $z$ defined as

\begin{equation}
(2) \quad p_{i,d}(z) = \frac{i(d-i)}{d-1} - \left( \frac{d}{2} - i \right) \frac{z-i}{d-2} + \frac{2d(z-i)^2}{(d-1)(d-2)}.
\end{equation}

The local extremality for the $(d - 1)$-dimensional volume of $H \cap [0,1]^d$ when $H$ is orthogonal to the diagonals of $[0, 1]^d$ can be obtained as follows.

**Theorem 1.4:** Assume that $d \geq 4$. If

\begin{equation}
(3) \quad \sum_{i=0}^{\lfloor z \rfloor} (-1)^i \binom{d}{i} (z-i)^{d-3} p_{i,d}(z)
\end{equation}

is negative, where

\[ z = \frac{d}{2} - t\sqrt{d}, \]

then the $(d - 1)$-dimensional volume of $H \cap [0,1]^d$ has a strict local maximum when $H$ is orthogonal to a diagonal of the hypercube $[0,1]^d$. If, however, (3) is positive, then the $(d - 1)$-dimensional volume of $H \cap [0,1]^d$ has a strict local minimum when $H$ is orthogonal to a diagonal of $[0,1]^d$.

Because of its piecewise-polynomial nature, (3) can only possibly vanish at finitely-many values of $z$. Therefore, when $t$ ranges within the interval $[0, \sqrt{d}/2]$, the $(d - 1)$-dimensional volume of $H \cap [0,1]^d$ is almost always strictly locally extremal when $H$ is orthogonal to a diagonal of $[0,1]^d$.

In practice, for any fixed and reasonably low dimension $d$, Theorem 1.4 allows to completely determine how the local extremality of that volume varies when $H$ is orthogonal to a diagonal of $[0,1]^d$ over the whole interval $[0, \sqrt{d}/2]$ for $t$. It suffices to estimate the roots of $\lceil d/2 \rceil$ polynomials, each of degree $d-1$. This will be illustrated at the end of the article. A theorem similar to Theorem 1.4 is established for lower order sub-diagonals.

**Theorem 1.5:** Assume that $4 \leq n < d$. If

\begin{equation}
(4) \quad \sum_{i=0}^{\lfloor z \rfloor} (-1)^i \binom{n}{i} (z-i)^{n-3} p_{i,n}(z)
\end{equation}
and

\[
(5) \quad \sum_{i=0}^{\lfloor z \rfloor} (-1)^i \binom{n}{i} (z - i)^{n-3}
\]

are both negative, where

\[ z = \frac{n}{2} - t\sqrt{n}, \]

then the \((d-1)\)-dimensional volume of \(H \cap [0,1]^d\) has a strict local maximum when \(H\) is orthogonal to an order \(n\) sub-diagonal of \([0,1]^d\). If on the contrary, \((4)\) and \((5)\) are both positive, then that volume has a strict local minimum when \(H\) is orthogonal to an order \(n\) sub-diagonal of \([0,1]^d\).

Another theorem will be proven as well, providing a condition (roughly, that \((4)\) and \((5)\) have opposite signs) under which the considered volume is not strictly locally extremal at the sub-diagonals of the hypercube. Together with Theorem 1.5, it allows determine in practice how the local extremality of the \((d-1)\)-dimensional volume of \(H \cap [0,1]^d\) varies when \(H\) is orthogonal to a sub-diagonal of \([0,1]^d\) of fixed, reasonably low order \(n\) when \(t\) ranges within the whole interval \([0, \sqrt{n}/2]\). As for the diagonals of the hypercube, this will be done at the end of the article relying, in part on symbolic computations.

In Section 2, the above mentioned formulas for the \((d-1)\)-dimensional volume of \(H \cap [0,1]^d\) are recalled, and their partial derivatives with respect to the orientation of \(H\) expressed in the two possible forms of an improper integral and a discrete sum over the vertices of the hypercube. The regularity properties of this volume as a function of the orientation of \(H\) will be established using the improper integral form, which is the reason why most results in this article are given for dimensions at least 4 or sub-diagonals of order at least 4 (as is apparent from the statement of the above theorems). Theorem 1.1 is proven in Section 3 using the second order sufficiency conditions of the constrained Lagrange multipliers theorem and the improper integral form of the partial derivatives of the volume of \(H \cap [0,1]^d\). Theorems 1.2 and 1.4 are both established in Section 4 using the same Lagrange multipliers strategy, but with the discrete sum form of the partial derivatives. Section 5 is devoted to studying local extremality at the sub-diagonals of the hypercube when \(t\) is large or equivalently, when \(H\) is far away from the center of the hypercube. Theorems 1.3 and 1.5 are proven in that section using the second order necessary conditions of the constrained Lagrange multipliers theorem. Finally, the local extremality of the \((d-1)\)-dimensional
volume of $H \cap [0,1]^d$ is studied in Section 6 when $t$ ranges within the whole interval $[0,\sqrt{d}/2]$ at the diagonals of low-dimensional hypercubes and at low order sub-diagonals of hypercubes of arbitrary dimension. A simple, consistent behavior is observed in these cases that is likely to carry over to higher dimensions and sub-diagonal orders.

2. Partial derivatives of section volumes

From now on, $a$ denotes a non-zero vector from $\mathbb{R}^d$ and $b$ is a real number. Denote by $H$ the hyperplane of $\mathbb{R}^d$ made up of the points $x$ such that $a \cdot x = b$. The following well-known theorem (see, for instance [1, 4, 6, 11, 15, 18]) provides an expression for the $(d-1)$-dimensional volume of the intersection $H \cap [0,1]^d$ that takes the form of an improper integral. In the sequel, $\sigma(x)$ denotes the sum of the coordinates of a vector $x$ of $\mathbb{R}^d$.

**Theorem 2.1:** Assume that $a$ has at least two non-zero coordinates. In that case, the $(d-1)$-dimensional volume of $H \cap [0,1]^d$ is

$$\frac{\|a\|}{\pi} \int_{-\infty}^{+\infty} \left( \prod_{i=1}^{d} \frac{\sin(a_i u)}{a_i u} \right) \cos \left( 2 \left( b - \frac{\sigma(a)}{2} \right) u \right) du.$$

Note that terms of the form $\sin(x)/x$ appear in this expression that are indeterminate when $x$ is equal to 0. However, under the convention that

$$\frac{\sin(0)}{0} = 1,$$

which is adopted in the sequel, $\sin(x)/x$ becomes a twice continuously differentiable function of $x$ on $\mathbb{R}$. It will be useful to keep in mind that

$$\frac{d}{dx} \frac{\sin(x)}{x}$$

vanishes when $x = 0$ and that

$$\frac{d^2}{dx^2} \frac{\sin(x)}{x}$$

is equal to $-1/3$ when $x = 0$.

When all the coordinates of $a$ are non-zero, the $(d-1)$-dimensional volume of $H \cap [0,1]^d$ can alternatively be expressed as a sum over a subset of the vertices of the hypercube. This alternative expression, stated in the following theorem, is proven in [16] as a straightforward consequence of a result from [1]. From now
on, \( \pi(x) \) denotes the product of the non-zero coordinates of a vector \( x \) of \( \mathbb{R}^d \). This notation differs from the one used in [16], where \( \pi(x) \) denotes the product of all the coordinates of \( x \) and not only the non-zero ones. This distinction does not play a role in the following statement, but it will later on.

**Theorem 2.2:** If \( d \) is at least 2 and all the coordinates of \( a \) are non-zero, then the \((d-1)\)-dimensional volume of \( H \cap [0,1]^d \) is

\[
(6) \quad \sum (-1)^{\sigma(v)} \|a\|(b-a \cdot v)^{d-1} \frac{\pi(a)}{(d-1)!}.
\]

where the sum is over the vertices \( v \) of \([0,1]^d\) such that \( a \cdot v \leq b \).

While Theorems 2.1 and 2.2 are valid for arbitrary \( a \) and \( b \), it will be assumed from now on that \( a \) belongs to \([0, +\infty[^d\{0\}\) in order to simplify the analysis. Note that this is without loss of generality thanks to the symmetries of the hypercube. In addition, \( b \) will be expressed as

\[
(7) \quad b = \frac{\sigma(a)}{2} - t,
\]

where \( t \) is a fixed number satisfying

\[0 \leq t < \frac{\sqrt{d}}{2}.
\]

In particular, \( b \) will be thought of in the sequel as a function of \( a \). It will be important to keep in mind that, while \( t \) controls the distance between \( H \) and the center of \([0,1]^d\), it only coincides with that distance when \( \|a\| = 1 \). From now on, the \((d-1)\)-dimensional volume of \( H \cap [0,1]^d \) is denoted by \( V \) and, just as \( b \), this volume is thought of as a function of \( a \) on \([0, +\infty[^d\{0\}\). In [16], this function is shown to be continuous at every point of \([0, +\infty[^d\) with at least two non-zero coordinates and twice continuously differentiable on the open orthant \([0, +\infty[^d\). Here, the following stronger statement will be needed, that is obtained as a consequence of Theorem 2.1.

**Corollary 2.3:** If \( d \geq 3 \), then \( V \) is a continuously differentiable function of \( a \) at every point of \([0, +\infty[^d\) with at least three non-zero coordinates. Moreover, if \( j \) is an integer satisfying \( 1 \leq j \leq d \) then, at any such point,

\[
\frac{\partial}{\partial a_j} V \frac{1}{\|a\|} = \frac{1}{\pi} \int_{-\infty}^{+\infty} \frac{\partial}{\partial a_j} \left( \prod_{i=1}^{d} \sin(a_i u) a_i u \right) \cos(2tu) du.
\]
Proof. Since \( \|a\| \) is a continuously differentiable function of \( a \) on \( \mathbb{R}^d \), it suffices to show that the partial derivatives of \( V/\|a\| \) all exist and are continuous functions of \( a \) at the considered points. Thanks to the symmetries of the hypercube, one just needs to prove the slightly stronger statement that the partial derivative of \( V/\|a\| \) with respect to \( a_3 \) exists and is a continuous function of \( a \) at every point of \( \mathbb{R}^d \) whose first two coordinates are positive.

According to Theorem 2.1 and to (7), at any such point,
\[
\frac{V}{\|a\|} = \int_{-\infty}^{+\infty} \left( \prod_{i=1}^{d} \frac{\sin(a_i u)}{a_i u} \right) \cos(2tu) du.
\]

The result will be obtained as a consequence from Leibniz’s rule on differentiation under the integral, according to which
\[
\frac{\partial}{\partial a_3} \int_{-\infty}^{+\infty} \left( \prod_{i=1}^{d} \frac{\sin(a_i u)}{a_i u} \right) \cos(2tu) du = \int_{-\infty}^{+\infty} \frac{\partial}{\partial a_3} \left( \prod_{i=1}^{d} \frac{\sin(a_i u)}{a_i u} \right) \cos(2tu) du.
\]

However, this rule requires that
\[
\int_{-n}^{+n} \frac{\partial}{\partial a_3} \left( \prod_{i=1}^{d} \frac{\sin(a_i u)}{a_i u} \right) \cos(2tu) du
\]
converges uniformly when \( n \) goes to infinity in a neighborhood of the considered point from \([0, +\infty[^2 \times \mathbb{R}^{d-2}\). Before proceeding with the proof of this uniform convergence property, observe that this will not only provide the existence of the partial derivative but also its continuity. Consider a closed, \( d \)-dimensional ball \( B \) centered at a point contained in \([0, +\infty[^2 \times \mathbb{R}^{d-2}\). Pick the radius of \( B \) small enough so that it is entirely contained in \([0, +\infty[^2 \times \mathbb{R}^{d-2}\). As \( \sin(x)/x \) and its derivative with respect to \( x \) are bounded functions of \( x \) on \( \mathbb{R} \), there exists a positive number \( M \) such that, for all \( u \) in \( \mathbb{R} \) and all \( a \) in \( B \),
\[
\left| \frac{\partial}{\partial a_3} \left( \prod_{i=1}^{d} \frac{\sin(a_i u)}{a_i u} \right) \cos(2tu) \right| \leq M \left| \frac{\sin(a_1 u) \sin(a_2 u)}{a_1 a_2 u^2} \right|.
\]

In turn, for any \( u \) in \( \mathbb{R} \) and \( a \) in \( B \),
\[
\left| \frac{\sin(a_1 u) \sin(a_2 u)}{a_1 a_2 u^2} \right| \leq \min \left\{ 1, \frac{1}{mu^2} \right\},
\]
where \( m \) is the smallest possible value for the product of the first two coordinates of a point contained in \( B \). Therefore, by Cauchy’s criterion, (8) converges uniformly on \( B \) when \( n \) goes to infinity, as desired. 

By a similar argument as for the proof of Corollary 2.3, one can prove the following, also a consequence of Theorem 2.1.

Corollary 2.4: If \( d \geq 4 \), then \( V \) is a twice continuously differentiable function of \( a \) at every point of \([0, +\infty[^d\) with at least four non-zero coordinates. Moreover, if \( j \) and \( k \) are integers satisfying \( 1 \leq j \leq k \leq d \) then, at any such point,

\[
\frac{\partial^2}{\partial a_j \partial a_k} \frac{V}{\|a\|} = \frac{1}{\pi} \int_{-\infty}^{+\infty} \frac{\partial^2}{\partial a_j \partial a_k} \left( \prod_{i=1}^{d} \frac{\sin(a_i u)}{a_i u} \right) \cos(2tu) du.
\]

Proof. As in the proof of Corollary 2.3, by the symmetries of the hypercube, it suffices to show the slightly stronger statement that the partial derivative

\[
\frac{\partial^2}{\partial a_3 \partial a_k} \frac{V}{\|a\|}
\]

exists and is a continuous function of \( a \) when \( k \) is equal to 3 or to 4 at every point of \( \mathbb{R}^d \) whose first two coordinates are positive. This follows from the same argument than for Corollary 2.3, by the observation that \( \sin(x)/x \) and its first two derivatives with respect to \( x \) are bounded functions of \( x \) on \( \mathbb{R} \).

The remainder of the section is devoted to establishing alternative expressions for the partial derivatives of \( V/\|a\| \) using Theorem 2.2 instead of Theorem 2.1.

From now on, given a subset \( X \) of \( \mathbb{R} \) and an integer \( n \) such that \( 1 \leq n \leq d - 1 \), the cartesian product \( X^n \) is identified with the subset of \( X^n \times \mathbb{R}^{d-n} \) made up of the points whose last \( d-n \) coordinates are equal to 0.

Lemma 2.5: Consider an integer \( n \) satisfying \( 3 \leq n \leq d \) and an integer \( j \). If \( 1 \leq j \leq n \), then at any point \( a \) from \([0, +\infty[^n\),

\[
\frac{\partial}{\partial a_j} \frac{V}{\|a\|} = \sum \frac{(-1)^{\sigma(v)}}{(n-1)!} \frac{\partial}{\partial a_j} \frac{(b - a \cdot v)^{n-1}}{\pi(a)},
\]

where the sum is over the vertices \( v \) of \([0,1]^n\) that satisfy \( a \cdot v \leq b \). If, however \( n < j \leq d \) then, at any point \( a \) from \([0, +\infty[^n\),

\[
\frac{\partial}{\partial a_j} \frac{V}{\|a\|} = 0.
\]

Proof. Note that, when \( a \) is a point in \([0, +\infty[^n\), the \( n \)-dimensional volume of \( H \cap [0,1]^n \) coincides with \( V \). As the first \( n \) coordinates of \( a \) are non-zero, one
therefore obtains from Theorem 2.2 that

\[ V \|a\| = \sum \frac{(-1)^{\sigma(v)}(b - a \cdot v)^{n-1}}{(n-1)!\pi(a)} , \]

where the sum is over the vertices \(v\) of \([0, 1]^n\) satisfying \(a \cdot v \leq b\).

Assume that \(1 \leq j \leq n\) and observe that, if a vertex \(v\) of the hypercube \([0, 1]^n\) satisfies \(a \cdot v = b\), then the partial derivative

\[ \frac{\partial}{\partial a_j} \frac{(b - a \cdot v)^{n-1}}{\pi(a)} \]

vanishes at \(a\) because \(n \geq 3\). The desired expression for the partial derivative of \(V/\|a\|\) with respect to \(a_j\) therefore immediately follows from (9).

Now assume that \(n < j \leq d\) and recall that \(n \geq 3\). Hence, according to Corollary 2.3 at any point \(a\) of the orthant \([0, +\infty[^n\),

\[ \frac{\partial}{\partial a_j} V \|a\| = \frac{1}{\pi} \int_{-\infty}^{+\infty} \frac{\partial}{\partial a_j} \left( \prod_{i=1}^{d} \frac{\sin(a_i u)}{a_i u} \right) \cos(2tu) du. \]

Recall that, when \(x\) is equal to 0,

\[ \frac{d}{dx} \frac{\sin(x)}{x} \]

vanishes. As \(a_j = 0\), for any point \(a\) in \([0, +\infty[^n\),

\[ \frac{\partial}{\partial a_j} \left( \prod_{i=1}^{d} \frac{\sin(a_i u)}{a_i u} \right) = 0 \]

at this point and for any \(u\) in \(\mathbb{R}\). Hence, the partial derivative of \(V/\|a\|\) with respect to \(a_j\) vanishes at any point of \([0, +\infty[^n\), as desired.

The following lemma is proven using a similar argument.

**Lemma 2.6:** Consider an integer \(n\) satisfying \(4 \leq n \leq d\) and two integers \(j\) and \(k\). If \(1 \leq j \leq k \leq n\), then at any point \(a\) from \([0, +\infty[^n\),

\[ \frac{\partial^2}{\partial a_j \partial a_k} \frac{V}{\|a\|} = \sum \frac{(-1)^{\sigma(v)}(b - a \cdot v)^{n-1}}{(n-1)! \pi(a)} \]

where the sum is over the vertices \(v\) of \([0, 1]^n\) that satisfy \(a \cdot v \leq b\). If however, \(1 \leq j < k\) and \(n < k \leq d\) then, at any such point,

\[ \frac{\partial^2}{\partial a_j \partial a_k} \frac{V}{\|a\|} = 0. \]
Proof. As in the proof of Lemma 2.5, when $a$ is a point from $]0, +\infty[^n$, 

\begin{equation}
\frac{V}{\|a\|} = \sum (-1)^{\sigma(v)} (b - a \cdot v)^{n-1} \frac{\pi(a)}{(n-1)!},
\end{equation}

where the sum is over the vertices $v$ of $[0,1]^n$ satisfying $a \cdot v \leq b$. Moreover, when $1 \leq j \leq k \leq n$, and $v$ is a vertex of the hypercube $[0,1]^n$ such that $a \cdot v = b$,

\[ \frac{\partial^2}{\partial a_j \partial a_k} \left( \frac{(b - a \cdot v)^{n-1}}{\pi(a)} \right) \]

vanishes at $a$ because $n \geq 4$ and the result follows from (10).

Now assume that $1 \leq j < k$ and $n < k \leq d$. In that case,

\[ \frac{\partial^2}{\partial a_j \partial a_k} \left( \prod_{i=1}^d \frac{\sin(a_i u)}{a_i u} \right) \]

vanishes at any point $a$ contained in $[0, +\infty[^n$ and for any number $u$ in $\mathbb{R}$ because for any such point, $a_k = 0$ and, therefore

\[ \frac{\partial}{\partial a_k} \frac{\sin(a_k u)}{a_k u} = 0. \]

The result then immediately follows from Corollary 2.4.

Observe that Lemma 2.6 provides all the second order partial derivatives of $V/\|a\|$, except the ones with respect to $a_j$ in the case when $j$ is greater than $n$. An expression for them can be obtained from a different argument.

**Lemma 2.7:** If $n$ and $j$ are two integers satisfying $4 \leq n \leq d$ and $n < j \leq d$, then at any point $a$ contained in $]0, +\infty[^n$, 

\[ \frac{\partial^2}{\partial a_j^2} \frac{V}{\|a\|} = \sum (-1)^{\sigma(v)} (b - a \cdot v)^{n-3} \frac{\pi(a)}{12(n-3)!} \]

where the sum is over the vertices $v$ of $[0,1]^n$ that satisfy $a \cdot v \leq b$.

Proof. By symmetry, it suffices to prove the lemma in the case when $j = n+1$. Consider a point $a$ in $]0, +\infty[^n$. The vertex set of $[0,1]^{n+1}$ can be decomposed into the subset $V^-$ of the vertices $v$ such that $a \cdot v - b$ is negative, the subset $V^+$ of the vertices $v$ such that this quantity is positive, and the (possibly empty) subset of the remaining vertices, for which this quantity is equal to 0.

For any vertex $v$ of the $(n+1)$-dimensional hypercube $[0,1]^{n+1}$, consider the set $U^-_v$ of the points $x$ contained in $\mathbb{R}^{n+1}$ such that $h_v(x) < 0$ and the set $U^+_v$
of the points \( x \) in \( \mathbb{R}^{n+1} \) satisfying \( h_v(x) > 0 \) where
\[
h_v(x) = \frac{\sigma(x)}{2} - t - x \cdot v.
\]

Observe that both \( U_v^- \) and \( U_v^+ \) are open subsets of \( \mathbb{R}^{n+1} \). Therefore,
\[
U = \left[ \bigcap_{v \in V^-} U_v^- \right] \cap \left[ \bigcap_{v \in V^+} U_v^+ \right]
\]
is an open subset of \( \mathbb{R}^{n+1} \) as well. Note that by definition, \( a \) belongs to \( U \).

In the remainder of the proof, \( x \) denotes a point contained in \( U \cap [0, +\infty[^{n+1} \) that shares its first \( n \) coordinates with \( a \). In particular, \( \pi(x) = \pi(a)x_j \). As none of the first \( n + 1 \) coordinates of \( x \) is equal to 0 and as \( n \) is at least 4, it follows from Theorem 2.2 and Corollary 2.4 that
\[
\partial^2 V \|a\| = \lim_{x_j \to 0} \sum_{v \in V^+} \frac{(-1)^{\sigma(v)} [h_v(x)]^n}{n!\pi(x)} \frac{\partial^2 [h_v(x)]^n}{\partial x_j^2},
\]
where the sums are over the elements \( v \) of the union of \( V^+ \) with a (possibly empty) subset of \( V^\circ \). Note that, for any vertex \( v \) of \([0, 1]^{n+1}\),
\[
\partial^2 \frac{[h_v(x)]^n}{x_j^n} = 2 \frac{[h_v(x)]^n}{x_j^n} - 2n \left( \frac{1}{2} - v_j \right) \frac{[h_v(x)]^{n-1}}{x_j^n} + \frac{n(n-1)}{4} \frac{[h_v(x)]^{n-2}}{x_j^n}.
\]

However, one obtains from l’Hôpital’s rule that, when \( v \) belongs to \( V^\circ \),
\[
\lim_{x_j \to 0} \frac{[h_v(x)]^n}{x_j^n} = \lim_{x_j \to 0} \frac{[h_v(x)]^{n-1}}{x_j^{n-2}} = \lim_{x_j \to 0} \frac{[h_v(x)]^{n-3}}{x_j^{n-4}} = 0
\]
because \( n \geq 4 \) and \( h_v(a) = 0 \). As a consequence,
\[
\partial^2 V \|a\| = \lim_{x_j \to 0} \sum_{v \in V^+} \frac{(-1)^{\sigma(v)} \partial^2 [h_v(x)]^n}{n!\pi(a) \partial x_j^2} \frac{[h_v(x)]^n}{x_j^n}
\]

Now observe that, since \( a_j = 0 \), a vertex \( v \) of \([0, 1]^n\) belongs to \( V^+ \) if and only if the vertex \( w \) of \([0, 1]^{n+1}\) that shares its first \( n \) coordinates with \( v \) but such
that $w_j = 1$ also belongs to $\mathcal{V}^+$. Hence, gathering the terms corresponding to
each such pair of vertices $v$ and $w$, (12) can be rewritten into
\begin{equation}
\left(13\right) \frac{\partial^2}{\partial a_j^2} \norm{a} = \lim_{x_j \to 0} \sum (-1)^{\sigma(v)} \frac{\partial^2}{\partial x_j^2} \frac{[h_v(x)]^n - [h_v(x) - x_j]^n}{x_j}
\end{equation}
where the sum is over the vertices $v$ of $[0,1]^n$ satisfying $a \cdot v < b$. However, for
any vertex $v$ of $[0,1]^n$, one obtains from (11) that
\begin{equation}
\frac{\partial^2}{\partial x_j^2} \frac{[h_v(x)]^n - [h_v(x) - x_j]^n}{x_j} = r_v(x) + s_v(x)
\end{equation}
where
\begin{equation}
r_v(x) = \frac{2[h_v(x)]^n - 2[h_v(x) - x_j]^n - nx_j[h_v(x)]^{n-1} - nx_j[h_v(x) - x_j]^{n-1}}{x_j^3}
\end{equation}
and
\begin{equation}
s_v(x) = n(n - 1)\frac{[h_v(x)]^{n-2} - [h_v(x) - x_j]^{n-2}}{4x_j}.
\end{equation}

It turns out that $r_v(x)$ and $s_v(x)$ both admit limits when $x_j$ goes to 0. Observe
that, in the above expression of $r_v(x)$ as a ratio, both the numerator and the
denominator go to zero as $x_j$ goes to 0. By applying l'Hôpital’s rule twice,
\begin{equation}
\lim_{x_j \to 0} r_v(x) = \lim_{x_j \to 0} -n(n - 1)\frac{[h_v(x)]^{n-2} - [h_v(x) - x_j]^{n-2}}{6x_j} = -\frac{n(n - 1)(n - 2)}{12} \frac{(b - a \cdot v)^{n-3}}{6}.
\end{equation}
Similarly, the numerator and the denominator of the expression of $s_v(x)$ as a
ratio both go to zero as $x_j$ goes to 0. By l'Hôpital’s rule,
\begin{equation}
\lim_{x_j \to 0} s_v(x) = \lim_{x_j \to 0} n(n - 1)(n - 2)\frac{[h_v(x)]^{n-3} + [h_v(x) - x_j]^{n-3}}{8} = \frac{n(n - 1)(n - 2)}{4} \frac{(b - a \cdot v)^{n-3}}{4}.
\end{equation}
As a consequence, (13) yields
\begin{equation}
\left(13\right) \frac{\partial^2}{\partial a_j^2} \norm{a} = \sum (-1)^{\sigma(v)} \frac{(b - a \cdot v)^{n-3}}{12(n - 3)!\pi(a)}
\end{equation}
where the sum is over the vertices $v$ of $[0,1]^n$ such that $a \cdot v < b$. As $n \geq 4$, adding to this sum the terms that correspond to the vertices $v$ of $[0,1]^n$ such that $a \cdot v = b$ does not affect it, providing the desired equality. 

3. **Local maxima near the center of the hypercube**

The following general result will be used later in the section in order to establish the local maximality of $V$ when $t$ is close enough to 0, at the point $a$ whose first $n$ coordinates are $1/\sqrt{n}$ and whose other coordinates are 0. It will also be used to establish the local maximality results of Section 4.

**Theorem 3.1:** Consider an integer $n$ satisfying $2 \leq n \leq d$ and assume that $V$ is twice continuously differentiable at the point $a$ of $\mathbb{R}^n$ whose first $n$ coordinates are equal to $1/\sqrt{n}$. If at that point,

$$
\frac{\partial^2}{\partial a_1^2} V(a) - \sqrt{n} \frac{\partial}{\partial a_1} V(a) - \frac{\partial^2}{\partial a_1 \partial a_2} V(a)
$$

is negative and, when $n < d$,

$$
\frac{\partial^2}{\partial a_d^2} V(a) - \sqrt{n} \frac{\partial}{\partial a_1} V(a)
$$

is also negative, then $V$ has a strict local maximum on $S^{d-1} \cap [0, +\infty]^d$ at $a$. Similarly, if (14) is positive at $a$ and, when $n < d$, (15) is positive at $a$ as well, then $V$ admits a strict local minimum on $S^{d-1} \cap [0, +\infty]^d$ at that point.

**Proof.** Consider a number $\lambda$ and denote

$$
L_\lambda = \frac{V}{\|a\|} + \lambda(\|a\|^2 - 1).
$$

Throughout the proof $L_\lambda$ is treated as a function of $a$. Recall that $a$ is a critical point of $L_\lambda$ when, for all integers $j$ such that $1 \leq j \leq d$,

$$
\frac{\partial L_\lambda}{\partial a_j} = 0.
$$

From now on, $a$ denotes the point contained in $]0, +\infty[^n$ whose first $n$ coordinates are equal to $1/\sqrt{n}$ and all the (first or second order) partial derivatives are taken at that point. Pick $\lambda$ such that

$$
\lambda = -\frac{\sqrt{n}}{2} \frac{\partial}{\partial a_1} V(a).
$$
Note that this particular value of $\lambda$ satisfies (16) when $j$ is equal to 1. By symmetry, the partial derivatives of $L_\lambda$ with respect to $a_j$ all coincide at $a$ when $1 \leq j \leq n$. Hence (16) holds for these values of $j$. Recall that the last $d - n$ coordinates of $a$ are equal to 0. Therefore at the point $a$,

$$\frac{\partial L_\lambda}{\partial a_j} = \frac{\partial}{\partial a_j} \frac{V}{\|a\|}$$

when $n < j \leq d$ and it immediately follows from Lemma 2.5 that (16) also holds in that case. As a consequence, $a$ is a critical point of $L_\lambda$ and in turn, according to the second order sufficiency conditions of the Lagrange multipliers theorem (see for instance Proposition 3.2.1 in [5]), if at the point $a$,

$$\sum_{j=1}^{d} \sum_{k=1}^{d} x_j x_k \frac{\partial^2 L_\lambda}{\partial a_j \partial a_k} < 0$$

(17)

for every non-zero point $x$ in $\mathbb{R}^d$ whose first $n$ coordinates sum to 0, then $V$ has a strict local maximum on $S^{d-1} \cap [0, +\infty]^d$ at that point.

Now observe that, by symmetry, at point $a$,

$$\frac{\partial^2 L_\lambda}{\partial a_j^2} = \frac{\partial^2}{\partial a_j^2} \frac{V}{\|a\|} - \sqrt{n} \frac{\partial}{\partial a_1} \frac{V}{\|a\|}$$

when $1 \leq j \leq n$,

$$\frac{\partial^2 L_\lambda}{\partial a_j \partial a_k} = \frac{\partial^2}{\partial a_1 \partial a_2} \frac{V}{\|a\|}$$

when $1 \leq j < k \leq n$, and

$$\frac{\partial^2 L_\lambda}{\partial a_j^2} = \frac{\partial^2}{\partial a_2^2} \frac{V}{\|a\|}$$

when $n < j \leq d$. Moreover, according to Lemma 2.6 all the other second order partial derivatives vanish. As a consequence, at that point,

$$\sum_{j=1}^{d} \sum_{k=1}^{d} x_j x_k \frac{\partial^2 L_\lambda}{\partial a_j \partial a_k} = \left[ \frac{\partial^2}{\partial a_1^2} \frac{V}{\|a\|} - \sqrt{n} \frac{\partial}{\partial a_1} \frac{V}{\|a\|} - \frac{\partial}{\partial a_1} \frac{\partial}{\partial a_2} \frac{V}{\|a\|} \right] \sum_{i=1}^{n} x_i^2$$

$$+ \frac{\partial^2}{\partial a_1 \partial a_2} \frac{V}{\|a\|} \left[ \sum_{i=1}^{n} x_i \right]^2 + \frac{\partial^2}{\partial a_2^2} \frac{V}{\|a\|} \sum_{i=n+1}^{d} x_i^2.$$

Note that, if the first $n$ coordinates of $x$ sum to 0, then the second term in the right-hand side of this equality vanishes. It follows that, if (14) is negative at $a$ and, when $n < d$, (15) is also negative at that point, then (17) holds for
every non-zero point $x$ in $\mathbb{R}^d$ whose first $n$ coordinates sum to 0. Hence, $V$ has a strict local maximum on $\mathbb{S}^{d-1} \cap [0, +\infty]^d$ at $a$, as desired.

Finally, observe that repeating this proof, but with the second order sufficiency conditions of the Lagrange multipliers theorem for local minima (instead of local maxima), one obtains the desired local minimality result.

Using Corollaries 2.3 and 2.4 expressions for (14) and (15) can be obtained as follows in the form of improper integrals.

**Lemma 3.2:** Consider an integer $n$ satisfying $4 \leq n \leq d$. At the point $a$ of $\mathbb{R}^n$ whose first $n$ coordinates are all equal to $1/\sqrt{n}$,

\[
\frac{\partial^2}{\partial a_1^2} V \|a\| - \sqrt{n} \frac{\partial}{\partial a_1} \frac{V}{\|a\|} = \frac{1}{\pi} \int_{-\infty}^{+\infty} n \left[ 2 n u^2 \sin^2 \left( \frac{u}{\sqrt{n}} \right) - \frac{n}{u} \cos \left( \frac{u}{\sqrt{n}} \right) \sin \left( \frac{u}{\sqrt{n}} \right) - 1 \right] \left( \frac{\sqrt{n}}{u} \sin \left( \frac{u}{\sqrt{n}} \right) \right)^{n-2} \cos(2tu)du
\]

and, if $n < d$, then

\[
\frac{\partial^2}{\partial a_d^2} V \|a\| = -\frac{1}{3\pi} \int_{-\infty}^{+\infty} u^2 \left( \frac{\sqrt{n}}{u} \sin \left( \frac{u}{\sqrt{n}} \right) \right)^n \cos(2tu)du.
\]

**Proof.** First recall that, when $x$ is non-zero,

\[
\frac{\partial}{\partial x} \frac{\sin(x)}{x} = \frac{\cos(x)}{x} - \frac{\sin(x)}{x^2}.
\]

Moreover, this partial derivative vanishes when $x$ is equal to 0. Therefore, according to Corollary 2.3 when $a$ belongs to $]0, +\infty[^n$,

\[
\frac{\partial}{\partial a_1} \frac{V}{\|a\|} = \frac{1}{\pi} \int_{-\infty}^{+\infty} u \left[ \frac{\cos(a_1u)}{a_1u} - \frac{\sin(a_1u)}{a_1u^2} \right] \left( \prod_{i=2}^{n} \frac{\sin(a_iu)}{a_iu} \right) \cos(2tu)du.
\]

Hence, at the point $a$ of $\mathbb{R}^n$ whose first $n$ coordinates are $1/\sqrt{n}$,

\[
\frac{\partial}{\partial a_1} \frac{V}{\|a\|} = \frac{1}{\pi} \int_{-\infty}^{+\infty} u \left[ \frac{\sqrt{n}}{u} \cos \left( \frac{u}{\sqrt{n}} \right) - \frac{n}{u^2} \sin \left( \frac{u}{\sqrt{n}} \right) \right] \left( \frac{\sqrt{n}}{u} \sin \left( \frac{u}{\sqrt{n}} \right) \right)^{n-1} \cos(2tu)du.
\]
Further recall that, when \( x \) is not equal to 0
\[
\frac{\partial^2}{\partial x^2} \frac{\sin(x)}{x} = -\frac{\sin(x)}{x} - \frac{2 \cos(x)}{x^2} + \frac{2 \sin(x)}{x^3}
\]
and that this second order partial derivative is equal to \(-1/3\) when \( x \) is equal to 0. Hence, by Corollary 2.4 when \( a \in ]0, +\infty[^n \),
\[
\frac{\partial^2}{\partial a_1^2} \frac{V}{\|a\|} = \frac{1}{\pi} \int_{-\infty}^{+\infty} u^2 \left[ -\frac{\sin(a_1 u)}{a_1 u} - \frac{2 \cos(a_1 u)}{a_1^2 u^2} + \frac{2 \sin(a_1 u)}{a_1^3 u^3} \right] \left( \prod_{i=2}^{n} \frac{\sin(a_i u)}{a_i u} \right) \cos(2tu) \, du
\]
and
\[
\frac{\partial^2}{\partial a_1 \partial a_2} \frac{V}{\|a\|} = \frac{1}{\pi} \int_{-\infty}^{+\infty} u^2 \left[ \frac{\cos(a_1 u) \cos(a_2 u)}{a_1 a_2 u^2} - \frac{\cos(a_1 u) \sin(a_2 u)}{a_1 a_2^2 u^3} - \frac{\sin(a_1 u) \cos(a_2 u)}{a_1^2 a_2 u^3} + \frac{\sin(a_1 u) \sin(a_2 u)}{a_1^2 a_2^2 u^4} \right] \left( \prod_{i=3}^{n} \frac{\sin(a_i u)}{a_i u} \right) \cos(2tu) \, du.
\]
Therefore, at the point \( a \) of \( \mathbb{R}^n \) whose first \( n \) coordinates are \( 1/\sqrt{n} \),
\[
\frac{\partial^2}{\partial a_1^2} \frac{V}{\|a\|} = \frac{1}{\pi} \int_{-\infty}^{+\infty} u^2 \left[ -\frac{n}{u^2} \sin^2 \left( \frac{u}{\sqrt{n}} \right) - \frac{2n\sqrt{n}}{u^3} \cos \left( \frac{u}{\sqrt{n}} \right) \sin \left( \frac{u}{\sqrt{n}} \right) + \frac{2n^2}{u^4} \sin^2 \left( \frac{u}{\sqrt{n}} \right) \right] \left( \sqrt{n} \frac{\sin \left( u \frac{u}{\sqrt{n}} \right)}{u \sqrt{n}} \right)^{n-2} \cos(2tu) \, du
\]
and
\[
\frac{\partial^2}{\partial a_1 \partial a_2} \frac{V}{\|a\|} = \frac{1}{\pi} \int_{-\infty}^{+\infty} u^2 \left[ \frac{n}{u^2} \cos^2 \left( \frac{u}{\sqrt{n}} \right) - \frac{2n\sqrt{n}}{u^3} \cos \left( \frac{u}{\sqrt{n}} \right) \sin \left( \frac{u}{\sqrt{n}} \right) + \frac{n^2}{u^4} \sin^2 \left( \frac{u}{\sqrt{n}} \right) \right] \left( \sqrt{n} \frac{\sin \left( u \frac{u}{\sqrt{n}} \right)}{u \sqrt{n}} \right)^{n-2} \cos(2tu) \, du.
\]
Combining (20), (21), and (22) yields (18). Finally, assume that \( n < d \). As the second order derivative of \( \sin(x)/x \) is equal to \(-1/3\) when \( x \) is equal to 0, at the point \( a \) of \( \mathbb{R}^n \) whose first \( n \) coordinates are \( 1/\sqrt{n} \),
\[
\frac{\partial^2}{\partial a_i^2} \prod_{i=1}^{d} \frac{\sin(a_i u)}{a_i u} = -u^2 \left( \frac{\sqrt{n}}{u} \sin \left( \frac{u}{\sqrt{n}} \right) \right)^n
\]
and by Corollary 2.4, (19) holds at that point.

In order to estimate (18) when \( t \) is close to 0, the following three technical propositions will be needed. A proof of each is provided for completeness.

**Proposition 3.3:** The quantity
\[
\frac{1 - \cos(2s)}{s^2} - \frac{\sin(2s)}{2s} - 1
\]
is negative when \( s \) is positive.

**Proof.** Assume that \( s \) is positive and observe that
\[
\frac{1 - \cos(2s)}{s^2} - \frac{\sin(2s)}{2s} \leq \frac{2}{s^2} + \frac{1}{2s}.
\]
Hence, the result is immediate when \( s \) is greater than 2. Assume that \( s \) is at most 2. Expanding \( \cos(2s) \) and \( \sin(2s) \) into their power series yields
\[
\frac{1 - \cos(2s)}{s^2} - \frac{\sin(2s)}{2s} - 1 = -\sum_{i=2}^{+\infty} \left(\frac{-1}{2i-2}\right)\frac{(2i)!}{(2i+2)!} (2s)^{2i}.
\]
Note that in the right-hand side, any two consecutive terms of the sum have opposite signs. It is therefore sufficient to show that
\[
\frac{2i - 2}{(2i + 2)!} (2s)^{2i} - \frac{2i}{(2i + 4)!} (2s)^{2i+2}
\]
is positive when \( i \) is an even positive integer. Observe that
\[
\frac{2i - 2}{(2i + 2)!} (2s)^{2i} - \frac{2i}{(2i + 4)!} (2s)^{2i+2} = 2 \frac{(2s)^{2i}}{(2i + 2)!} (iR_i - 1),
\]
where
\[
R_i = 1 - \frac{4s^2}{(2i + 3)(2i + 4)}.
\]
As \( R_i \) is an increasing function of \( i \), one obtains that it is at least \( 1 - s^2/14 \) for every even positive integer \( i \). In turn, as \( s \) is at most 2 and \( i \) at least 2, this shows that \( iR_i - 1 \) is at least \( 1 - 4/7 \), which is also positive.

**Proposition 3.4:** If \( n \) is an integer greater than 5, then
\[
\frac{1 - \cos(2s)}{s^n} - \frac{\sin(2s)}{2s^{n-1}} - \frac{1}{s^{n-2}}
\]
is a strictly increasing function of \( s \) on \([0, +\infty[\) and if \( n \) is equal to 5, then it is a strictly increasing function of \( s \) on \([4, +\infty[\).
**Proof.** Observe that \((24)\) is a differentiable function of \(s\) on \([0, +\infty[\) and that its derivative with respect to \(s\) can be expressed as

\[
\frac{d}{ds} \left[ \frac{1 - \cos(2s)}{s^n} - \frac{\sin(2s)}{2s^{n-1}} - \frac{1}{s^{n-2}} \right] = \frac{An + B}{s^{n-1}}
\]

where

\[
A = \frac{\cos(2s) - 1}{s^2} + \frac{\sin(2s)}{2s} + 1
\]

and

\[
B = \frac{3\sin(2s)}{2s} - \cos(2s) - 2.
\]

According to Proposition 3.3, \(A\) is positive. Therefore, it suffices to show that \(6A + B\) is always positive and that \(5A + B\) is positive when \(s\) is greater than 4. The latter is immediate. Indeed, observe that

\[
5A + B \geq 5 \left( -\frac{2}{s^2} - \frac{1}{2s} + 1 \right) - \frac{3}{2s} - 3,
\]

\[
= 2 - \frac{10}{s^2} - \frac{4}{s}.
\]

It remains to show that \(6A + B\) is positive. Observe that

\[
6A + B = \left( \frac{6}{s^2} - 1 \right) \cos(2s) - \frac{6}{s^2} + \frac{9}{2s} + 4
\]

\[
\geq - \left| \frac{6}{s^2} - 1 \right| - \frac{6}{s^2} - \frac{9}{2s} + 4.
\]

As a consequence, \(6A + B\) is positive when \(s\) is at least \(\sqrt{6}\). It is assumed in the remainder of the proof that \(s\) is less than \(\sqrt{6}\). Expanding \(\sin(2s)\) and \(\cos(2s)\) into their power series, one obtains

\[
6A + B = 4 \sum_{i=2}^{\infty} \frac{(-1)^i(i - 1)i}{(2i + 4)!} (2s)^{2i+2}.
\]

Note that the terms in that sum have alternating signs. Rearranging the sum so that each positive term is summed with the next one yields

\[(25)\]

\[
6A + B = 8 \sum_{i=1}^{\infty} \frac{i(2s)^{4i+2}}{(4i + 4)!} (R_i - 2),
\]

where

\[
R_i = (2i + 1) \left( 1 - \frac{4s^2}{(4i + 5)(4i + 6)} \right).
\]
Note that $R_i$ is an increasing function of $i$. Hence, as $i$ is a positive integer,

$$R_i \geq 3 \left(1 - \frac{4s^2}{90}\right).$$

Now recall that $s$ is less than $\sqrt{6}$. It follows that $R_i$ is greater than $22/10$ for every positive integer $i$ and, by (25), that $6A + B$ is positive.  

**Proposition 3.5:**

$$\int_0^{2\pi} \left(2 \frac{\sin^5(s)}{s^5} - \cos(s) \frac{\sin^4(s)}{s^4} - \frac{\sin^3(s)}{s^3}\right) ds < 0.$$  

**Proof.** Denote

$$f(s) = 2 \frac{\sin^2(s)}{s^5} - \cos(s) \frac{\sin(s)}{s^4} - \frac{1}{s^3}.$$  

Recall that $2\sin^2(s) = 1 - \cos(2s)$ and $2\sin(s)\cos(s) = \sin(2s)$. Therefore, by Proposition 3.3, $f(s)$ is negative when $s$ belongs to $]0, 2\pi[$. Hence,

$$\int_0^{2\pi} f(s) \sin^3(s) ds < \sin^3(1) \left[ \int_1^{\pi-1} f(s) ds - \int_{\pi}^{\pi+1} f(s) ds \right] - \int_{\pi+1}^{2\pi} f(s) ds.$$  

As in addition,

$$f(s) = \frac{d}{ds} \frac{2s^2 + \cos(2s) - 1}{4s^4}$$  

one obtains the inequality

$$\int_0^{2\pi} f(s) \sin^3(s) ds < \sin^3(1) \left[ \frac{2(\pi - 1)^2 + \cos(2\pi - 2) - 1}{4(\pi - 1)^4} - \frac{1 + \cos(2)}{4} ight.$$  

$$\left. + \frac{1}{2\pi^2} \right] - \frac{1}{8\pi^2} + (1 - \sin^3(1)) \frac{2(\pi + 1)^2 + \cos(2\pi + 2) - 1}{4(\pi + 1)^4}$$  

whose right-hand side is negative.  

Theorem 1.1 can now be established.

**Proof of Theorem 1.1** Consider an integer $n$ satisfying $4 \leq n \leq d$. By the symmetries of the hypercube, it is only required to show that, if $t$ is small enough, then $V$ has a local maximum at the point $a$ of $\mathbb{R}^n$ whose first $n$ coordinates are equal to $1/\sqrt{n}$. Observe that the quantities

$$Q_1 = \int_{-\infty}^{+\infty} \left[ 2 \frac{n}{u^2} \sin^2 \left( \frac{u}{\sqrt{n}} \right) - \sqrt{n} \frac{u}{\sqrt{n}} \cos \left( \frac{u}{\sqrt{n}} \right) \sin \left( \frac{u}{\sqrt{n}} \right) - 1 \right] \left( \frac{\sqrt{n}}{u} \sin \left( \frac{u}{\sqrt{n}} \right) \right)^{n-2} \cos(2tu) du,$$  

\[\text{Proof of Theorem 1.1} \quad \text{Consider an integer } n \text{ satisfying } 4 \leq n \leq d. \text{ By the symmetries of the hypercube, it is only required to show that, if } t \text{ is small enough, then } V \text{ has a local maximum at the point } a \text{ of } \mathbb{R}^n \text{ whose first } n \text{ coordinates are equal to } 1/\sqrt{n}. \text{ Observe that the quantities}

\[Q_1 = \int_{-\infty}^{+\infty} \left[ 2 \frac{n}{u^2} \sin^2 \left( \frac{u}{\sqrt{n}} \right) - \sqrt{n} \frac{u}{\sqrt{n}} \cos \left( \frac{u}{\sqrt{n}} \right) \sin \left( \frac{u}{\sqrt{n}} \right) - 1 \right] \left( \frac{\sqrt{n}}{u} \sin \left( \frac{u}{\sqrt{n}} \right) \right)^{n-2} \cos(2tu) du,\]
and

\[ Q_2 = - \int_{-\infty}^{+\infty} u^2 \left( \frac{\sqrt{n}}{u} \sin \left( \frac{u}{\sqrt{n}} \right) \right)^n \cos(2tu) \, du \]

are continuous functions of \( t \) on \( \mathbb{R} \). Therefore, according to Theorem 3.1 and Lemma 3.2, it suffices to show that both of them are negative when \( t \) is equal to 0. Assume that \( t \) is equal to 0 and note that, under this assumption, the negativity of \( Q_2 \) is immediate when \( n \) is even.

By the change of variables \( s = u/\sqrt{n} \) and splitting the integral at 0,

\[ Q_1 = 2\sqrt{n} \int_{0}^{+\infty} \left[ 2 \frac{\sin^n(s)}{s^n} - \cos(s) \frac{\sin^{n-1}(s)}{s^{n-1}} - \frac{\sin^{n-2}(s)}{s^{n-2}} \right] ds \]

Now observe that since

(27) \[ 2 \frac{\sin^2(s)}{s^n} - \cos(s) \frac{\sin(s)}{s^{n-1}} - \frac{1}{s^{n-2}} = \frac{1 - \cos(2s)}{s^n} - \frac{\sin(2s)}{2s^{n-1}} - \frac{1}{s^{n-2}}, \]

the negativity of \( Q_1 \) is a consequence of Proposition 3.3 when \( n \) is even. It is therefore assumed for the remainder of the proof that \( n \) is odd.

Further splitting the integral at the integer multiples of \( \pi \) yields

\[ Q_1 = 2\sqrt{n} \sum_{i=0}^{+\infty} I_i \]

where for any non-negative integer \( i \),

\[ I_i = \int_{i\pi}^{(i+1)\pi} \left[ 2 \frac{\sin^n(s)}{s^n} - \cos(s) \frac{\sin^{n-1}(s)}{s^{n-1}} - \frac{\sin^{n-2}(s)}{s^{n-2}} \right] ds. \]

Hence, in order to show that \( Q_1 \) is negative, it is sufficient to prove that the sum \( I_i + I_{i+1} \) is negative for all even \( i \). When \( i \) is equal to 0 and \( n \) to 5, this follows from Proposition 3.3. Now observe that as \( n \) is odd,

\[ I_i + I_{i+1} = \int_{i\pi}^{(i+1)\pi} \left[ 2 \frac{\sin^2(s)}{s^n} - \cos(s) \frac{\sin(s)}{s^{n-1}} - \frac{1}{s^{n-2}} \right] \sin^{n-2}(s) \]

\[ - \left[ 2 \frac{\sin^2(s + \pi)}{(s + \pi)^n} - \cos(s + \pi) \frac{\sin(s + \pi)}{(s + \pi)^{n-1}} - \frac{1}{(s + \pi)^{n-2}} \right] \sin^{n-2}(s) \, ds. \]

Hence, according to (27) and to Proposition 3.4 \( I_i + I_{i+1} \) is negative when \( n \) is equal to 5 and \( i \) is a positive even number. It is also negative when \( n \) greater than 5 for any non-negative even integer \( i \). This shows that \( Q_1 \) is negative and it remains to show that \( Q_2 \) is also negative.
By the change of variables $s = u/\sqrt{n}$ in the expression of $Q_2$, 

$$Q_2 = -2n^{3/2} \sum_{i=0}^{+\infty} J_i$$

where, for any non-negative integer $i$,

$$J_i = \int_{i\pi}^{(i+1)\pi} \frac{\sin^n(s)}{s^{n-2}} ds.$$

In order to prove that $Q_2$ is negative, it is sufficient to show that the sum $J_i + J_{i+1}$ is positive when $i$ is even. Observe that

$$J_i + J_{i+1} = \int_{i\pi}^{(i+1)\pi} \frac{\sin^n(s)}{s^{n-2}} - \frac{\sin^n(s)}{(s+\pi)^{n-2}} ds.$$

If $i$ is even and $s$ belongs to $[i\pi, (i+1)\pi]$, then $\sin(s)$ is positive and, as an immediate consequence, $J_i + J_{i+1}$ is positive as well. 

4. Local maxima away from the center of the hypercube

Consider an integer $n$ satisfying $2 \leq n \leq d$ and recall that $]0, +\infty[^n$ denotes the subset of $]0, +\infty[^d$ made up of the points whose first $n$ coordinates are positive and whose last $d-n$ coordinates are equal to 0. In this section and the next, the local extremality of $V$ is investigated at the point $a$ of $S^{d-1} \cap ]0, +\infty[^n$ whose first $n$ coordinates coincide. The change of variables

$$z = \frac{n}{2} - t\sqrt{n}$$

is used throughout both section.

The local extremality of $V$ when $t$ is large (and $z$ small) will be studied via Theorem 3.1 as in Section 3, except that (14) and (15) will be expressed as discrete sums instead of improper integrals.

**Lemma 4.1:** If $n$ is greater than, or equal to 4, then at the point $a$ of $]0, +\infty[^n$ whose first $n$ coordinates are equal to $1/\sqrt{n}$,

$$\frac{\partial^2}{\partial a_1^2} \frac{V}{||a||} - \sqrt{n} \frac{\partial}{\partial a_1} \frac{V}{||a||} - \frac{\partial^2}{\partial a_1 \partial a_2} \frac{V}{||a||} = \sum_{i=0}^{[z]} \frac{(-1)^i \sqrt{n}}{(n-3)!} \binom{n}{i} (z-i)^{n-3} p_{i,n}(z).$$

**Proof.** Consider a vertex $v$ of $[0,1]^d$. At any point $a$ in $]0, +\infty[^n$,

$$\frac{\partial}{\partial a_1} \frac{(b-a \cdot v)^{n-1}}{\pi(a)} = \frac{(b-a \cdot v)^{n-2}}{\pi(a)} \left[ (n-1) \left( \frac{1}{2} - v_1 \right) - \frac{b-a \cdot v}{a_1} \right].$$
Differentiating again yields

$$\frac{\partial^2}{\partial a_1^2} \frac{(b - a \cdot v)^{n-1}}{\pi(a)} = \frac{(b - a \cdot v)^{n-3}}{\pi(a)} \left[ \frac{(n-1)(n-2)}{4} - 2(n-1) \left( \frac{1}{2} - v_1 \right) \frac{b - a \cdot v}{a_1} + 2 \left( \frac{b - a \cdot v}{a_1^2} \right)^2 \right]$$

and

$$\frac{\partial^2}{\partial a_1 \partial a_2} \frac{(b - a \cdot v)^{n-1}}{\pi(a)} = \frac{(b - a \cdot v)^{n-3}}{\pi(a)} \left[ (n-1)(n-2) \left( \frac{1}{2} - v_1 \right) \left( \frac{1}{2} - v_2 \right) - (n-1) \left( \frac{1}{2} - v_2 \right) \frac{b - a \cdot v}{a_1} - (n-1) \left( \frac{1}{2} - v_1 \right) \frac{b - a \cdot v}{a_2} + \left( \frac{b - a \cdot v}{a_1 a_2} \right)^2 \right].$$

Now denote by $\mathcal{L}_i$ the set of the vertices $v$ of the hypercube $[0,1]^n$ whose coordinates sum to some integer $i$. Recall that

$$|\mathcal{L}_i| = \binom{n}{i}.$$

Moreover, exactly

$$\binom{n-1}{i-1}$$

vertices $v$ in $\mathcal{L}_i$ satisfy $v_1 = 1$. In particular,

$$\sum_{v \in \mathcal{L}_i} \left( \frac{1}{2} - v_1 \right) = \frac{1}{2} \binom{n}{i} - \binom{n-1}{i-1},$$

$$= \binom{n}{i} \left( \frac{1}{2} - \frac{i}{n} \right).$$

Assume that $a$ is the point of $]0, +\infty[^n$ whose first $n$ coordinates are equal to $1/\sqrt{n}$. In that case, for any vertex $v$ in $\mathcal{L}_i$, (28) yields

$$b - a \cdot v = \frac{z - i}{\sqrt{n}}.$$

Therefore, $b - a \cdot v$ only depends on $i$ and, according to (29),

$$\sum_{v \in \mathcal{L}_i} \frac{\partial}{\partial a_1} \frac{(b - a \cdot v)^{n-1}}{\pi(a)} = \binom{n}{i} (z - i)^{n-2} \left[ (n-1) \left( \frac{1}{2} - \frac{i}{n} \right) - (z - i) \right].$$
Similarly, according to (30),

\[(33) \sum_{v \in L_i} \frac{\partial^2}{\partial a_1^2} \frac{(b - a \cdot v)^{n-1}}{\pi(a)} = n \sqrt{n} n \binom{n}{i} (z - i)^{n-3} \left[ \frac{(n-1)(n-2)}{4} 
\right.
\]
\[- 2(n-1) \left( \frac{1}{2} - \frac{i}{n} \right) (z - i) + 2(z - i)^2 \].

Observe that \(L_i\) contains exactly

\[\binom{n-2}{i}\]
vertices whose first two coordinates are both equal to 0,

\[2 \binom{n-2}{i-1}\]
vertices whose first two coordinates are different, and

\[\binom{n-2}{i-2}\]
vertices whose first two coordinates are both equal to 1. In particular,

\[\sum_{v \in L_i} \left( \frac{1}{2} - v_1 \right) \left( \frac{1}{2} - v_2 \right) = \frac{1}{4} \left[ \binom{n-2}{i} + \binom{n-2}{i-2} \right] - 2 \binom{n-2}{i-1},\]

\[= \binom{n}{i} \left( \frac{1}{4} - \frac{i(n-i)}{n(n-1)} \right).\]

Hence, it follows from (31) that

\[(34) \sum_{v \in L_i} \frac{\partial^2}{\partial a_1 \partial a_2} \frac{(b - a \cdot v)^{n-1}}{\pi(a)} = n \sqrt{n} n \binom{n}{i} (z - i)^{n-3} \left[ \frac{(n-1)(n-2)}{4} \right.
\]
\[- i(n-i)(n-2) - 2(n-1) \left( \frac{1}{2} - \frac{i}{n} \right) (z - i) + (z - i)^2 \].

Since the first \(n\) coordinates of \(a\) are equal, a vertex \(v\) of \([0, 1]^n\) satisfies \(a \cdot v \leq b\) if and only if its coordinates sum to at most \(z\). Hence, by Lemma 2.6

\[\frac{\partial^2}{\partial a_1^2} \frac{V}{\|a\|} - \sqrt{n} \frac{\partial}{\partial a_1} \frac{V}{\|a\|} - \frac{\partial^2}{\partial a_1 \partial a_2} \frac{V}{\|a\|} = \sum_{i=0}^{\lfloor z \rfloor} (-1)^i (n-1)! \sum_{v \in L_i} \frac{\partial^2}{\partial a_1^2} \frac{(b - a \cdot v)^{n-1}}{\pi(a)} \]
\[\left[ \sqrt{n} \frac{\partial}{\partial a_1} \frac{(b - a \cdot v)^{n-1}}{\pi(a)} - \frac{\partial^2}{\partial a_1 \partial a_2} \frac{(b - a \cdot v)^{n-1}}{\pi(a)} \right].\]
Combining this with (2), (32), (33), and (34) completes the proof.

Theorem 1.4 can now be proven.

Proof of Theorem 1.4. Assume that \( n \) is equal to \( d \). The theorem is obtained as a consequence of Theorem 3.1 and Lemma 4.1. Indeed, according to the latter, (3) and (14) are multiples of each other by a positive number.

Remark 4.2: Note that a statement equivalent to that of Theorem 1.4 can be obtained by replacing (3) with the right-hand side of (18).

In order to determine the signs of weighted alternating sum of binomial coefficients such as (3), the following technical statement will be used.

**Proposition 4.3:** Consider a non-negative integer \( l \) such that \( l < z \) and, for each integer \( i \) satisfying \( l \leq i \leq z \), a positive number \( f_i(z) \). Assume that \( f_i(z)/f_{i+1}(z) \) is monotonically increasing with \( i \). In this case, if

\[
z < l + \frac{1}{1 - \left(\frac{l + 1}{n - l} \frac{f_i(z)}{f_{i+1}(z)}\right)^{1/(n-3)}},
\]

then the sum

\[
\sum_{i=l}^{\lfloor z \rfloor} (-1)^i \binom{n}{i} (z - i)^{n-3} f_i(z)
\]

is positive when \( l \) is even and negative when \( l \) is odd.

**Proof.** First observe that, when \( l \) is equal to \( \lfloor z \rfloor \), the result is immediate. Therefore, it is assumed in this proof that \( l \) is less than \( \lfloor z \rfloor \). In that case, denote by \( m \) the largest integer less than or equal to \( z \), whose parity is different from the parity of \( l \). It is sufficient to show that

\[
\sum_{i=l}^{m} (-1)^i \binom{n}{i} (z - i)^{n-3} f_i(z)
\]

is positive when \( l \) is even and negative when \( l \) is odd. Indeed, that sum only possibly misses one term of (36), but that missing term (when there is one) necessarily has the desired sign. Now observe that there is an even number of terms in (37), whose signs alternate. Hence, it suffices to prove that

\[
\binom{n}{i} (z - i)^{n-3} f_i(z) - \binom{n}{i+1} (z - i - 1)^{n-3} f_{i+1}(z)
\]
is positive when \( l \leq i < m \). One can see that (38) is positive if and only if
\[
i + 1 \cdot \frac{f_i(z)}{d - i \cdot f_{i+1}(z)} > \left(1 - \frac{1}{z - i}\right)^{n-3}
\]
which in turn is equivalent to
\[
z < i + \frac{1}{1 - \left(\frac{i + 1}{n - i \cdot f_{i+1}(z)}\right)^{1/(n-3)}}.
\]
As \( f_i(z)/f_{i+1}(z) \) is monotonically increasing with \( i \), so is the right-hand side of this inequality and it is therefore implied by (35), as desired. 

The following can be proven using Proposition 4.3.

**Lemma 4.4:** Assume that \( 4 \leq n \leq d \). If in addition,
\[
0 < z < \min\left\{\frac{n - 1}{4}, \frac{n^{1/(n-3)}}{n^{1/(n-3)} - 1}\right\},
\]
then, at the point \( a \) of \([0, +\infty[^n\) whose first \( n \) coordinates are equal to \( 1/\sqrt{n}\),
\[
\sum_{i=0}^{\lfloor z \rfloor} (-1)^i \binom{n}{i} (z - i)^{n-3} p_{i,n}(z) < 0.
\]

**Proof.** Assume that \( z \) satisfies (39) and note that, when \( n = 4 \), this implies
\[
0 < z < \frac{3}{4}.
\]
As a consequence,
\[
\sum_{i=0}^{\lfloor z \rfloor} (-1)^i \binom{n}{i} (z - i)^{n-3} p_{i,n}(z) = z p_{0,4}(z).
\]
However, in turn,
\[
p_{0,4}(z) = \frac{4}{3} z \left(z - \frac{3}{4}\right),
\]
and the desired result immediately follows. Now assume that \( n \) is at least 5 and observe that \( p_{i,n}(z) \) can be rewritten as
\[
p_{i,n}(z) = \frac{-f_i(z) + g_i(z)}{(n-1)(n-2)}
\]
where
\[
f_i(z) = 2nz \left(\frac{n - 1}{4} - z\right)
\]
and
\[ g_i(z) = (3n + 1) \left( \frac{n}{2} - \frac{3n}{3n + 1} - z \right) i + 3i^2. \]

Further note that \( f_i(z) \) is positive when \( 0 \leq i \leq z \) because \( z \) is less than \((n - 1)/4\). As in addition, \( n \) is at least 4, \( g_i(z) \) is positive when \( 1 \leq i \leq z \). Moreover, since \( f_i(z) \) does not depend on \( i \), it is immediate that the ratio \( f_i(z)/f_{i+1}(z) \) is monotonically increasing with \( i \).

On the other hand, \( g_i(z)/g_{i+1}(z) \) can be written in the form
\[
\left( 1 - \frac{1}{i + 1} \right) \left( 1 - \frac{1}{\alpha + i + 1} \right)
\]
where
\[
\alpha = \frac{(3n + 1)}{3} \left( \frac{n}{2} - \frac{3n}{3n + 1} - z \right).
\]
Again, \( \alpha \) is positive because \( z \) is less than \((n - 1)/4\). As a consequence, the ratio \( g_i(z)/g_{i+1}(z) \) is also monotonically increasing with \( i \).

Now observe that \( g_0(z) \) is equal to 0. Hence, by (41),
\[
\sum_{i=0}^{\lfloor z \rfloor} (-1)^i \binom{n}{i} (z - i)^{n-3} p_{i,n}(z) = - \sum_{i=0}^{\lfloor z \rfloor} (-1)^i \binom{n}{i} \frac{f_i(z)(z - i)^{n-3}}{(n-1)(n-2)}
\]
\[
+ \sum_{i=1}^{\lfloor z \rfloor} (-1)^i \binom{n}{i} \frac{g_i(z)(z - i)^{n-3}}{(n-1)(n-2)}.
\]

According to Proposition 4.3, this is negative when
\[
0 < z < \min \left\{ \frac{n^{1/(n-3)}}{n^{1/(n-3)} - 1}, 1 + \frac{1}{1 - q^{1/(n-3)}} \right\}
\]
where
\[
q = \frac{2}{n-1} \frac{g_1(z)}{g_2(z)}.
\]

In order to complete the proof, it suffices to show that
\[
\frac{1}{1 - q^{1/(n-3)}} \geq \frac{n^{1/(n-3)}}{n^{1/(n-3)} - 1}
\]
or, equivalently, that \( q \geq 1/n \). Observe that
\[
q = \frac{1}{n-1} \frac{(3n + 1)(n - 2z) - 6n + 6}{(3n + 1)(n - 2z) - 6n + 12}
\]
\[
= \frac{1}{n-1} \left( 1 - \frac{6}{3n^2 - 5n + 12 - (2 + 6n)z} \right).
\]
Therefore, \( q \geq 1/n \) if and only if
\[
\frac{6}{3n^2 - 5n + 12 - (2 + 6n)z} \leq \frac{1}{n}
\]
Note that the denominator in the left-hand side of this inequality is positive. Hence, this is equivalent to the non-negativity of
\[
3n^2 - 11n + 12 - (2 + 6n)z
\]
However, since \( z < (n - 1)/4 \),
\[
3n^2 - 11n + 12 - (2 + 6n)z > \frac{3}{2}n^2 - 10n + \frac{25}{2}.
\]
As the right-hand side of this inequality is non-negative when \( n \geq 5 \), this shows that \( q \) is at least \( 1/n \), as desired. □

Theorem 1.2 can now be proven.

Proof of Theorem 1.2 By the symmetries of the hypercube, it suffices to show that \( V \) has a strict local maximum on \( S^{d-1} \cap [0, +\infty[^d \) at the point \( a \) whose coordinates are all equal to \( 1/\sqrt{d} \). Assume that \( n \) is equal to \( d \). In that case,
\[
z = \frac{d}{2} - t\sqrt{d}
\]
and the result follows from Theorem 1.4 and Lemma 4.4 □

5. The sub-diagonals of the hypercube

While Theorem 3.1 only requires the negativity of (14) to treat the diagonals of the hypercube, it further needs (15) to be negative as well in the case of lower order sub-diagonals. The following lemma gives an expression of the latter quantity. As in the previous section, \( n \) is an integer such that \( 4 \leq n \leq d \) and \( z \) is related to \( t \) via the change of variables (28).

Lemma 5.1: Assume that \( n \) is less than \( d \). In this case, at the point of \([0, +\infty[^n \) whose first \( n \) coordinates are \( 1/\sqrt{n} \),
\[
\frac{\partial^2 V}{\partial a_d \partial a_d \|a\|} = \sum_{i=0}^{\lfloor z \rfloor} \frac{(-1)^i n \sqrt{n}}{12(n-3)!} \binom{n}{i} (z - i)^{n-3}.
\]
Proof. According to Lemma 2.7

\[
\frac{\partial^2 V}{\partial a^2_j \|a\|} = \sum (-1)^{\sigma(v)}(b - a \cdot v)^{n-3} \frac{12(n-3)!\pi(a)}{12(n-3)!}
\]

where the sum is over the vertices \( v \) of \([0, 1]^n \) satisfying \( a \cdot v \leq b \). At the point \( a \) of \([0, +\infty[^n \) whose first \( n \) coordinates are equal to \( 1/\sqrt{n} \), these vertices are precisely the ones whose sum of coordinates is at most \( z \). Recall that, for any integer \( i \) such that \( 0 \leq i \leq z \), the hypercube \([0, 1]^n \) has exactly

\[
\binom{n}{i}
\]

vertices whose coordinates sum to \( i \). As, for any such vertex \( v \),

\[
\frac{(-1)^{\sigma(v)}(b - a \cdot v)^{n-3}}{12(n-3)!\pi(a)} = n\sqrt{n}\frac{(-1)^{i}(z - i)^{n-3}}{12(n-3)!}
\]

the desired expression follows from (42).

Theorem 1.5 can now be proven.

Proof of Theorem 1.5. Assume that \( n \) is less than \( d \). According to Lemma 4.1 (4) and (14) have the same sign. By Lemma 5.1 (5) and (15) also have the same sign and the result follows from Theorem 3.1.

Remark 5.2: Theorem 1.5 can be stated equivalently using the right-hand side of (18) instead of (4) and the right-hand side of (19) instead of (5).

The results established so far allow to prove the local extremality of \( V \) at certain points. The following theorem makes it possible to prove that, at these points, \( V \) is not locally extremal, even weakly so. Its proof is similar to that of Theorem 3.1 except that it relies on the necessary conditions of the Lagrange multipliers theorem instead of the sufficient conditions.

THEOREM 5.3: Consider an integer \( n \) satisfying \( 2 \leq n < d \) and assume that \( V \) is twice continuously differentiable at the point \( a \) of \( \mathbb{R}^n \) whose first \( n \) coordinates are equal to \( 1/\sqrt{n} \). If at that point,

\[
\frac{\partial^2 V}{\partial a_1^2 \|a\|} - \sqrt{n} \frac{\partial V}{\partial a_1 \|a\|} - \frac{\partial^2 V}{\partial a_1 \partial a_2 \|a\|}
\]

and

\[
\frac{\partial^2 V}{\partial a_2^2 \|a\|}
\]
are both non-zero and have opposite signs, then \( V \) does not have a local extremum (even a weak one) on \( \mathbb{S}^{d-1} \cap [0, +\infty]^d \) at \( a \).

**Proof.** As in the proof of Theorem 3.1 denote

\[
\lambda = -\frac{\sqrt{n}}{2} \frac{\partial}{\partial a_1} \frac{V}{\|a\|}.
\]

Here and in the remainder of the proof, all partial derivatives are taken at the point \( a \) of \( \mathbb{R}^n \) whose first \( n \) coordinates are equal to \( 1/\sqrt{n} \).

Further denote

\[
L_\lambda = \frac{V}{\|a\|} + \lambda(\|a\|^2 - 1).
\]

With the above choice for \( \lambda \), one obtains from the same argument as in the proof of Theorem 3.1 that \( a \) is a critical point of \( L_\lambda \). By the necessary conditions of the Lagrange multipliers theorem (see for instance Proposition 3.1.1 from [5]), if \( V \) has a local maximum on \( \mathbb{S}^{d-1} \cap [0, +\infty]^n \) at point \( a \) then, for every non-zero point \( x \) in \( \mathbb{R}^d \) whose first \( n \) coordinates sum to 0,

\[
\sum_{j=1}^d \sum_{k=1}^d x_j x_k \frac{\partial^2 L_\lambda}{\partial a_j \partial a_k} \leq 0.
\]

However, as shown in the proof of Theorem 3.1

\[
\sum_{j=1}^d \sum_{k=1}^d x_j x_k \frac{\partial^2 L_\lambda}{\partial a_j \partial a_k} = \left[ \frac{\partial^2}{\partial a_1^2} \frac{V}{\|a\|} - \sqrt{n} \frac{\partial}{\partial a_1} \frac{V}{\|a\|} - \frac{\partial^2}{\partial a_1 \partial a_2} \frac{V}{\|a\|} \right] \sum_{i=1}^n x_i^2
\]

\[+ \frac{\partial^2}{\partial a_1 \partial a_2} \frac{V}{\|a\|} \left[ \sum_{i=1}^n x_i \right]^2 + \frac{\partial^2}{\partial a_d^2} \frac{V}{\|a\|} \sum_{i=n+1}^d x_i^2.
\]

Hence, taking for \( x \) the point of \( \mathbb{R}^d \) whose first two coordinates are 1 and \(-1\) and whose all other coordinates are equal to 0 yields

\[
\sum_{j=1}^d \sum_{k=1}^d x_j x_k \frac{\partial^2 L_\lambda}{\partial a_j \partial a_k} = 2 \left[ \frac{\partial^2}{\partial a_1^2} \frac{V}{\|a\|} - \sqrt{n} \frac{\partial}{\partial a_1} \frac{V}{\|a\|} - \frac{\partial^2}{\partial a_1 \partial a_2} \frac{V}{\|a\|} \right],
\]

and taking, for \( x \) the point of \( \mathbb{R}^d \) whose first \( d - 1 \) coordinates are equal to 0 and whose last coordinate is equal to 1,

\[
\sum_{j=1}^d \sum_{k=1}^d x_j x_k \frac{\partial^2 L_\lambda}{\partial a_j \partial a_k} = \frac{\partial^2}{\partial a_d^2} \frac{V}{\|a\|}.
\]
Therefore, when (43) and (44) are non-zero and have opposite signs, then $V$ does not have a local maximum on $S^{d-1} \cap [0, +\infty]^d$ at $a$. By the same argument, but with the necessary conditions of the Lagrange multipliers theorem for local minima instead of maxima, one obtains that, under the same assumptions, $V$ cannot have a local minimum on $S^{d-1} \cap [0, +\infty]^d$ at $a$.

Theorem 1.3 is now proven as a consequence of Theorem 5.3.

Proof of Theorem 1.3 Assume that $4 \leq n < d$ and that $t$ satisfies (1). By the symmetries of the hypercube, it suffices to show that $V$ does not have a local extremum on $S^{d-1} \cap [0, +\infty]^d$ at the point $a$ of $\mathbb{R}^n$ whose first $n$ coordinates are equal to $1/\sqrt{n}$. Recall that $z$ and $t$ are linked via the change of variables (28). In particular, (1) is equivalent to the condition on $x$ in the statement of Lemma 4.4. Hence, according to that lemma and to Lemma 4.1

$$\frac{\partial^2}{\partial a_1^2} \frac{V}{\|a\|} - \sqrt{n} \frac{\partial}{\partial a_1} \frac{V}{\|a\|} - \frac{\partial^2}{\partial a_1 \partial a_2} \frac{V}{\|a\|}$$

is negative at the point $a$ of $\mathbb{R}^n$ whose first $n$ coordinates are equal to $1/\sqrt{n}$. Therefore, by Theorem 5.3, it suffices to show that

$$\frac{\partial^2}{\partial a_d^2} \frac{V}{\|a\|}$$

is positive at that point. Lemma 5.1 yields

$$\frac{\partial^2}{\partial a_d^2} \frac{V}{\|a\|} = \sum_{i=0}^{[z]} (-1)^i n \sqrt{n} \binom{n}{i} (z - i)^{n-3},$$

which, according to Proposition 4.3, is positive when

$$0 < z < \frac{n^{1/(n-3)}}{n^{1/(n-3)} - 1},$$

According to (28), this is implied by (1), as desired.

6. Low dimensional hypercubes

As observed in the proof of Lemma 4.4

$$\sum_{i=0}^{[z]} (-1)^i \binom{d}{i} (z - i)^{d-3} p_{i,d}(z) = \frac{4}{3} z^2 \left(z - \frac{3}{4}\right)$$
when \( d \) is equal to 4 and \( 0 < z < 1 \). This made it possible to show that if

\[
\frac{\sqrt{4}}{2} - \frac{3}{4\sqrt{4}} < t < \frac{\sqrt{4}}{2},
\]

then the 3-dimensional volume of \( H \cap [0,1]^4 \) is strictly locally maximal when \( H \) is orthogonal to a diagonal of the 4-dimensional hypercube \([0,1]^4\). By Theorem 1.4 this also immediately proves that, if

\[
\frac{\sqrt{4}}{2} - \frac{1}{\sqrt{4}} < t < \frac{\sqrt{4}}{2} - \frac{3}{4\sqrt{4}},
\]

then the 3-dimensional volume of \( H \cap [0,1]^4 \) is strictly locally minimal when \( H \) is orthogonal to a diagonal of \([0,1]^d\). The range for \( t \) when local minimality occurs can be completed. Indeed, when \( d = 4 \) and \( 1 \leq z \leq 2 \),

\[
\sum_{i=0}^{\lfloor z \rfloor} (-1)^i {d \choose i} (z - i)^{d-3} p_{i,d}(z) = z p_{0,4}(z) - 4(z - 1)p_{1,4}(z),
\]

\[
= -4z^3 + 17z^2 - 24z + \frac{34}{3}.
\]

This polynomial admits, as its unique real root

(46) \[ \rho_{d}^- = \frac{17 + (17 - 12\sqrt{2})^{1/3} + (17 + 12\sqrt{2})^{1/3}}{12} \]

which is about 1.71229. Moreover, it is positive when \( z < \rho_{d}^- \), and negative when \( z > \rho_{d}^- \). As a consequence, by Theorem 1.4 if

\[
\frac{\sqrt{4}}{2} - \frac{\rho_{d}^-}{\sqrt{4}} < t < \frac{\sqrt{4}}{2} - \frac{3}{4\sqrt{4}}
\]

then the 3-dimensional volume of \( H \cap [0,1]^4 \) is strictly locally minimal when \( H \) is orthogonal to a diagonal of \([0,1]^4\) and if

\[
0 < t < \frac{\sqrt{4}}{2} - \frac{\rho_{d}^-}{\sqrt{4}}
\]

then that volume becomes strictly locally maximal again when \( H \) is orthogonal to a diagonal of the 4-dimensional hypercube \([0,1]^4\). These observations carry over to (at least) the first few higher dimensions.

**Proposition 6.1:** Assume that \( 4 \leq d \leq 7 \). There exist two numbers \( \rho_{d}^- \) and \( \rho_{d}^+ \) such that \( 0 < \rho_{d}^- < \rho_{d}^+ < d/2 \) and, if

\[
t \in \left[ 0, \frac{\sqrt{d}}{2} - \frac{\rho_{d}^-}{\sqrt{d}} \right] \cup \left[ \frac{\sqrt{d}}{2} - \frac{\rho_{d}^+}{\sqrt{d}}, \frac{\sqrt{d}}{2} \right]
\]
then the \((d - 1)\)-dimensional volume of \(H \cap [0,1]^d\) is strictly locally maximal when \(H\) is orthogonal to a diagonal of \([0,1]^d\). However, if

\[
t \in \left[ \frac{\sqrt{d}}{2} - \frac{\rho^-}{\sqrt{4}}, \frac{\sqrt{d}}{2} - \frac{\rho^+}{\sqrt{4}} \right]
\]

then the \((d - 1)\)-dimensional volume of \(H \cap [0,1]^d\) is strictly locally minimal when \(H\) is orthogonal to a diagonal of \([0,1]^d\).

**Proof.** The proposition has been proven above when \(d\) is equal to 4. Assume that \(d \geq 5\) and recall that the desired result is proven in [9] when

\[
\sqrt{\frac{d}{2}} - \frac{1}{\sqrt{d}} < t < \sqrt{\frac{d}{2}}.
\]

Assume first that \(d\) is equal to 5. If in addition, \(1 \leq z \leq 2\), then

\[
\sum_{i=0}^{\lfloor z \rfloor} (-1)^i \binom{d}{i} (z-i)^{d-3} p_{i,d}(z) = -\frac{5}{6} (4z^2 - 10z + 7)(z-1)(z-2)
\]

and if \(2 < z \leq 5/2\), then

\[
\sum_{i=0}^{\lfloor z \rfloor} (-1)^i \binom{d}{i} (z-i)^{d-3} p_{i,d}(z) = \frac{5}{2} (2z^2 - 10z + 13)(z-2)(z-3).
\]

Since \(4z^2 - 10z + 7\) and \(2z^2 - 10z + 13\) are both always positive, the desired result follows from Theorem 1.4 with \(\rho^- = 2\) and \(\rho^+ = 1\). Now assume that \(d\) is equal to 6. In that case, when \(1 \leq z \leq 2\),

\[
\sum_{i=0}^{\lfloor z \rfloor} (-1)^i \binom{d}{i} (z-i)^{d-3} p_{i,d}(z) = -3z^5 + \frac{81}{4} z^4 + 54z^3 + 72z^2 - 48z + \frac{63}{5}.
\]

This polynomial is negative when \(z = 1\) and positive, when \(z = 2\). It is also increasing in the interval \([1,2]\) (this can be easily seen from its derivative, a degree 4 polynomial that admits 1 and 2 as its only real roots). Hence this polynomial has a unique root \(\rho^+_6\) in the interval \([1,2]\).

Further observe that, when \(2 < z \leq 3\),

\[
\sum_{i=0}^{\lfloor z \rfloor} (-1)^i \binom{d}{i} (z-i)^{d-3} p_{i,d}(z) = 6z^5 - \frac{147}{2} z^4 + 360z^3 - 882z^2 + 1080z - \frac{2637}{5}.
\]

This polynomial is decreasing in the interval \([2,3]\) (which, again can be easily seen from its derivative), positive when \(z = 2\), and negative when \(z = 3\).
Denoting by $\rho_{6}^{-}$ the only root of this polynomial contained in that interval, the desired result follows again from Theorem 1.4.

Finally, assume that $d$ is equal to 7. Using the same kind of straightforward arguments (but using the first two derivatives instead of just the first), one easily shows that, there exist two numbers $z_{1}$ and $z_{2}$, the first in $]1,2[$ and the other in $]2,3[$, such that the quantity

\[(47)\]

$$\sum_{i=0}^{\lfloor z \rfloor} (-1)^i \binom{d}{i} (z-i)^{d-3} p_{i,d}(z),$$

thought of as a function of $z$, is strictly decreasing in $[1, z_{1}[$, strictly increasing in $]z_{1}, z_{2}[$, and strictly decreasing again in $]z_{2}, 7/2[$. Moreover, (47) is negative when $z$ is equal to 1, 3, and $7/2$ and positive when $z = 2$.

Therefore, there exist two numbers $\rho_{7}^{+}$ and $\rho_{7}^{-}$, the first in $]2, 3[$ and the other in $]1, 2[$, such that (47) vanishes when $z$ is equal to either of them, is negative when $z$ belongs to $[1, \rho_{7}^{+} \cup \rho_{7}^{-}, 7/2]$, and positive when $z$ is in $]\rho_{7}^{+}, \rho_{7}^{-}[$. Hence, the proposition follows once more from Theorem 1.4.

Remark 6.2: As discussed above, $\rho_{4}^{+}$ is equal to 3/4 and $\rho_{4}^{-}$, given by (46), is about 1.71229. It is also explicit in the proof of Proposition 6.1 that $\rho_{5}^{+}$ is 1 and $\rho_{5}^{-}$ is 2. However, $\rho_{6}^{+}$ and $\rho_{6}^{-}$ do not have exact expressions. They are about 1.39766 and 2.46963, respectively. Likewise, $\rho_{7}^{+}$ and $\rho_{7}^{-}$ cannot be expressed exactly, but they are about 1.77221 and 2.9324, respectively.

A similar result can be obtained for low order sub-diagonals. This can be illustrated with order 4 sub-diagonals of higher dimensional hypercubes. Indeed, assume that $n = 4$ and $d > 4$. Observe that, if $0 < z < 1$ then

$$\sum_{i=0}^{\lfloor z \rfloor} (-1)^i \binom{n}{i} (z-i)^{n-3} = z.$$

Moreover, if $1 \leq z \leq 2$,

\[(48)\]

$$\sum_{i=0}^{\lfloor z \rfloor} (-1)^i \binom{n}{i} (z-i)^{n-3} = -3 \left(z - \frac{4}{3}\right).$$

Therefore, according to Theorem 1.5 and the discussion about $\rho_{4}^{+}$ and $\rho_{4}^{-}$ from the beginning of the section, if

$$0 < t < \frac{\sqrt{4}}{2} - \frac{\rho_{4}^{-}}{\sqrt{4}},$$
then the \((d - 1)\)-dimensional volume of \(H \cap [0, 1]^d\) is strictly locally maximal when \(H\) is orthogonal to an order 4 sub-diagonal of \([0, 1]^d\). Likewise, if

\[
\frac{\sqrt{4}}{2} - \frac{4}{3} \sqrt{4} < t < \frac{\sqrt{4}}{2} - \frac{\rho^+_4}{\sqrt{4}},
\]

where the \(4/3\) is the left-hand side is the value of \(z\) such that \(48\) vanishes, then that volume is strictly locally minimal when \(H\) is orthogonal to an order 4 sub-diagonal of \([0, 1]^d\). Moreover, by Theorem 5.3 (where \(43\) and \(44\) are expressed using Lemmas 4.1 and 5.1), if

\[
\frac{\sqrt{4}}{2} - \frac{\rho^-_4}{\sqrt{4}} < t < \frac{\sqrt{4}}{2} - \frac{4}{3} \sqrt{4}
\]

or

\[
\frac{\sqrt{4}}{2} - \frac{\rho^+_4}{\sqrt{4}} < t \leq \frac{\sqrt{4}}{2}
\]

then the \((d - 1)\)-dimensional volume of \(H \cap [0, 1]^d\) is not locally extremal when \(H\) is orthogonal to an order 4 sub-diagonal of \([0, 1]^d\). This observation carries over to the next few sub-diagonal orders.

**Proposition 6.3:** Assume that \(4 \leq n \leq 7\) and that \(n < d\). There exists a number \(\rho_n^o\) independent on \(d\) such that \(\rho_n^+ < \rho_n^o < \rho_n^-\) and, if

\[
t \in \left[0, \frac{\sqrt{n}}{2} - \frac{\rho_n^-}{\sqrt{n}}\right]
\]

then the \((d - 1)\)-dimensional volume of \(H \cap [0, 1]^d\) is strictly locally maximal when \(H\) is orthogonal to an order \(n\) sub-diagonal of \([0, 1]^d\). However, if

\[
t \in \left[\frac{\sqrt{n}}{2} - \frac{\rho_n^o}{\sqrt{n}}, \frac{\sqrt{n}}{2} - \frac{\rho_n^+}{\sqrt{n}}\right]
\]

then the \((d - 1)\)-dimensional volume of \(H \cap [0, 1]^d\) is strictly locally minimal when \(H\) is orthogonal to an order \(n\) sub-diagonal of \([0, 1]^d\). Finally, if

\[
t \in \left[\frac{\sqrt{n}}{2} - \frac{\rho_n^-}{\sqrt{n}}, \frac{\sqrt{n}}{2} - \frac{\rho_n^o}{\sqrt{n}}\right] \cup \left[\frac{\sqrt{n}}{2} - \frac{\rho_n^+}{\sqrt{n}}, \frac{\sqrt{n}}{2}\right]
\]

then that volume is not locally minimal or maximal (even weakly so) when \(H\) is orthogonal to an order \(n\) sub-diagonal of \([0, 1]^d\).
Proof. The proposition is already proven above when \( n \) is equal to 4 and it can be assumed that \( n \) is at least 5. Following the argument used for the 4-dimensional case, it suffices to show that

\[
\sum_{i=0}^{\lfloor z \rfloor} (-1)^i {n \choose i} (z - i)^{n-3}
\]

is positive when \( z \) belongs to \([0, \rho_n^c]\) and negative when \( z \) is in \([\rho_n^c, n/2]\), where \( \rho_n^c \) is a number satisfying \( \rho_n^+ < \rho_n^c < \rho_n^- \). First observe that (49) is equal to \( z^{n-3} \) when \( 0 < z < 1 \), and, therefore is always positive in that case.

If \( n \) is equal to 5, (49) is equal to \(-4z^2 + 10z - 5\) when \( 1 \leq z \leq 2 \) and to \(6z^2 - 30z + 35\) when \( 2 < z \leq 5/2 \). Hence, it is positive when \( z \) belongs to the interval \([0, \rho_5^c]\) and negative when \( z \) is in the interval \( [\rho_5^c, 5/2]\), where

\[
\rho_5^c = \frac{5 + \sqrt{5}}{4},
\]

which is about 1.80902. By Remark 6.2, \( \rho_5^+ < \rho_5^c < \rho_5^- \), as desired. Now assume that \( n \) is equal to 6. In that case, (49) is equal to

\[-5z^3 + 18z^2 - 18z + 6\]

when \( 1 \leq z \leq 2 \) and to

\[10z^3 - 72z^2 + 162z - 114\]

when \( 2 < z \leq 3 \). The former polynomial expression is positive when \( z \) belongs to \([1, 2]\), and the latter admits a single root \( \rho_6^c \) in \([2, 3]\) of about 2.2407. Moreover, the latter expression is positive when \( z \) belongs to \([2, \rho_6^c]\) and negative when \( z \) belongs to \( [\rho_6^c, 3] \). As in addition, \( \rho_6^c \) is strictly between \( \rho_6^+ \) and \( \rho_6^- \) (see Remark 6.2), the proposition holds in that case.

Finally assume that \( n \) is equal to 7. If \( 1 \leq z \leq 2 \), then (49) is equal to

\[-6z^4 + 28z^3 - 42z^2 + 28z - 7.\]

If \( 2 < z \leq 3 \), then (49) is equal to

\[15z^4 - 140z^3 + 462z^2 - 644z + 329.\]

If, however \( 3 < z \leq 7/2 \), then (49) is equal to

\[-20z^4 + 280z^3 - 1428z^2 + 3136z - 2506.\]

Note that the roots and positivity of these polynomial expressions can still be obtained exactly. In particular, it can be easily shown that (49) is positive.
when \( z \) belongs to \([1, \rho_7^\circ]\) and negative when \( z \) is in \([\rho_7^\circ, 7/2]\), where \( \rho_7^\circ \), a root of the second polynomial expression, is about 2.69068. Since, by Remark 6.2, \( \rho_7^+ \) is about 1.77221 and \( \rho_7^- \) about 2.9324, this proves the desired property.

\[ \text{Remark 6.4:} \] Recall that \( \rho_4^\circ \) is equal to \( 4/3 \) and \( \rho_5^\circ \) to

\[ \frac{5 + \sqrt{5}}{4}, \]

which is about 1.80902. In fact, \( \rho_6^\circ \) and \( \rho_7^\circ \) (that are about 2.2407 and 2.69068, respectively) can also be expressed exactly. However, while \( \rho_6^\circ \) can be expressed in a reasonably simple form as

\[ \rho_6^\circ = \frac{12}{5} - \frac{3}{5} \cos \left( \frac{1}{3} \arctan \left( \frac{5\sqrt{11}}{7} \right) \right) + \frac{3\sqrt{3}}{5} \sin \left( \frac{1}{3} \arctan \left( \frac{5\sqrt{11}}{7} \right) \right), \]

the exact expression of \( \rho_7^\circ \) is too long to be written here.

Interestingly, Propositions 6.1 and 6.3 still hold for dimensions and sub-diagonal orders much larger than 7: they have been verified up to dimension and sub-diagonal order 300 using symbolic computation, and can be expected to remain true beyond that. Approximate values of the corresponding \( \rho_d^- \), \( \rho_d^+ \), and \( \rho_d^0 \) are reported in the following table when \( 8 \leq d \leq 35 \).

| \( d \) | \( \rho_d^- \) | \( \rho_d^0 \) | \( \rho_d^+ \) | \( d \) | \( \rho_d^- \) | \( \rho_d^0 \) | \( \rho_d^+ \) |
|---|---|---|---|---|---|---|---|
| 8 | 3.38859 | 3.14086 | 2.13730 | 22 | 9.99303 | 9.62096 | 7.86693 |
| 9 | 3.85428 | 3.59394 | 2.52065 | 23 | 10.4705 | 10.0911 | 8.29529 |
| 10 | 4.31894 | 4.04931 | 2.90984 | 24 | 10.9485 | 10.5619 | 8.72522 |
| 11 | 4.78630 | 4.50661 | 3.30377 | 25 | 11.4269 | 11.0332 | 9.15661 |
| 12 | 5.25481 | 4.96566 | 3.70286 | 26 | 11.9057 | 11.5051 | 9.58938 |
| 13 | 5.72466 | 5.42625 | 4.10615 | 27 | 12.3849 | 11.9775 | 10.0234 |
| 14 | 6.19563 | 5.88821 | 4.51316 | 28 | 12.8646 | 12.4504 | 10.4587 |
| 15 | 6.66760 | 6.35143 | 4.92352 | 29 | 13.3445 | 12.9237 | 10.8952 |
| 16 | 7.14049 | 6.81577 | 5.33689 | 30 | 13.8249 | 13.3975 | 11.3328 |
| 17 | 7.61421 | 7.28115 | 5.75298 | 31 | 14.3055 | 13.8717 | 11.7714 |
| 18 | 8.08869 | 7.74749 | 6.17156 | 32 | 14.7864 | 14.3464 | 12.2110 |
| 19 | 8.56386 | 8.21469 | 6.59241 | 33 | 15.2677 | 14.8214 | 12.6515 |
| 20 | 9.03967 | 8.68271 | 7.01536 | 34 | 15.7492 | 15.2967 | 13.0930 |
| 21 | 9.51608 | 9.15149 | 7.44025 | 35 | 16.2310 | 15.7725 | 13.5353 |
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