Input-output theory for spin-photon coupling in Si double quantum dots
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The interaction of qubits via microwave frequency photons enables long-distance qubit-qubit coupling and facilitates the realization of a large-scale quantum processor. However, qubits based on electron spins in semiconductor quantum dots have proven challenging to couple to microwave photons. In this theoretical work we show that a sizable coupling for a single electron spin is possible via spin-charge hybridization using a magnetic field gradient in a silicon double quantum dot. Based on parameters already shown in recent experiments, we predict optimal working points to achieve a coherent spin-photon coupling, an essential ingredient for the generation of long-range entanglement. Furthermore, we employ input-output theory to identify observable signatures of spin-photon coupling in the cavity output field, which may provide guidance to the experimental search for strong coupling in such spin-photon systems and opens the way to cavity-based readout of the spin qubit.
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I. INTRODUCTION

Building a practical solid state quantum processor necessitates a flexible scheme of coupling individual qubits such that a 2D array of qubits, or even a network with connectivity between arbitrary pairs of qubits (“all-to-all” connectivity), may be achieved [1–3]. For superconducting qubits, entanglement of qubits separated by macroscopic distances has been demonstrated using the approach of circuit quantum electrodynamics (cQED) [4–7], whereby photons confined inside microwave frequency cavities serve as mobile carriers of quantum information that mediate long-range qubit interactions [8,9]. Compared to superconducting qubits, qubits based on spins of electrons in semiconductor quantum dots (QDs) have the virtue of long lifetimes (T1) that can be on the order of seconds for Si [10,11]. On the other hand, the coupling between electron spins is typically based on nearest neighbor exchange interactions [12]; therefore the coupling of spin qubits has remained limited to typical distances <100 nm [13–15]. The development of a spin-cQED architecture in which spin qubits are coherently coupled to microwave frequency photons is therefore a critical goal which would enable a spin-based quantum processor with full connectivity.

To transfer quantum states between a spin qubit and a cavity photon with high fidelity, it is necessary to achieve the strong-coupling regime in which the spin-photon coupling g_s exceeds both the cavity decay rate κ and the spin decoherence rate γ_s [4,16]. While demonstrations of strong coupling have already been made with superconducting qubits [17] and semiconductor charge qubits [18–20], such a task has proven challenging for a single spin due to its small magnetic dipole, which results in coupling rates that are less than 1 kHz and too slow compared to typical spin dephasing rates [16,21–23]. An alternative route toward strong spin-photon coupling involves hybridizing the spin and charge states of QD electrons [6,24–27]. The relatively large electric susceptibilities of the electron charge states lead to an effective spin-photon coupling rate g_s on the order of MHz, as recently demonstrated by a carbon nanotube double quantum dot (DQD) device [28]. However, spin-charge hybridization also renders spin qubits susceptible to charge noise, which has up to now prevented the strong coupling regime from being reached with a single spin [28]. Only recently, the achievement of strong coupling between single spins and microwave photons has been reported [29,30]. Coupling of three-electron spin states to photons has also been reported [31].

Here we analyze a scheme for strong spin-photon coupling using a semiconductor DQD placed in the inhomogeneous magnetic field of a micromagnet, first outlined in Ref. [26]. We extend this previous work by predicting a complete map of the effective spin-photon coupling rate g_s and spin decoherence rate γ_s. This allows us to find optimal working points for coherent spin-photon coupling. We further present detailed calculations of the cavity transmission and identify experimentally observable signatures of spin-photon coupling. Importantly, we predict that the strong-coupling regime between a single spin and a single photon is achievable in Si using values of the charge-cavity vacuum Rabi frequency g_c and charge decoherence rate γ_c from recent experiments [18,32].

The physical system consists of a gate-defined Si DQD that is embedded in a superconducting cavity, see Fig. 1. The electric-dipole interaction couples the electronic charge states in the DQD to the cavity electric field. The introduction of an inhomogeneous magnetic field, as sketched in Fig. 1, hybridizes the charge states of a DQD electron with its spin states, indirectly coupling the cavity electric field to the electron spin.

II. MODEL

We assume that the DQD is filled with a single electron and has two charge configurations, with the electron located either on the left (L) or right (R) dot, with on-site energy difference (detuning) ε and tunnel coupling t_c. If a homogeneous magnetic field B_z and a perpendicular spatial gradient field B_x are applied we can model the single electron DQD with the
Hamiltonian

\[ H_0 = \frac{1}{2}(\epsilon \tau_x + 2 t \tau_z + B_x \sigma_z + B_z \sigma_x \tau_z), \]

where \( \tau_x \) and \( \sigma_z \) are the Pauli operators in position (L,R) and spin space, respectively. Here, \( B_{x(1)} \) are the magnetic fields in energy units and \( \hbar = 1 \). The valley degree of freedom present in this type of DQDs has not been considered in this model. Low-lying valley states are expected to lead to additional resonances and be detected in the cavity transmission [33,34]. For the purposes concerning this work, spin-photon coupling via spin-charge hybridization, the ideal situation is to have quantum dots with a sufficiently large valley splitting, \( \gtrsim 40 \mu eV \), as the ones recently measured in similar devices [34–36]. We have therefore a four-level Hamiltonian with eigenenergies \( E_n \) and eigenstates \( |n\rangle \) for \( n = 0, \ldots, 3 \). The eigenenergies in the regime \( 2t > B \) (\( 2t < B \)) are shown in Fig. 2(a) [Fig. 2(b)]. The magnetic field gradient generates spin-charge hybridization, coupling the original (\( B_z = 0 \)) energy levels (dashed lines) and inducing anticrossings at \( \epsilon = \pm \sqrt{B_z^2 - 4t_z^2} \) if \( 2t_z < B \); see Fig. 2(b).

In the dipole approximation, the coupling of the DQD to the electric field of a microwave cavity can be described as

\[ H_1 = g_x(a + a^\dagger) \tau_z, \]

where \( a \) and \( a^\dagger \) are the bosonic cavity photon creation and annihilation operators. The Hamiltonian for the relevant cavity mode, with frequency \( \omega_c \), is \( H_c = \omega_c a^\dagger a \). In the eigenbasis of \( H_0 \), the interaction acquires nondiagonal elements,

\[ H_1 = g_x(a + a^\dagger) \sum_{n,m=0}^3 d_{nm} |n\rangle \langle m|. \]

As we will show below, the essential dynamics of this system can also be described in terms of a so-called A system, with two weakly coupled excited states and a ground state; see Figs. 2(c) and 2(d) [37–39].

### III. INPUT-OUTPUT THEORY

To treat the DQD and the cavity as an open system, we move into the Heisenberg picture and use the quantum Langevin equations (QLEs) for the system operators, including the photon operators \( a, a^\dagger \) and \( \sigma_{nm} = |n\rangle \langle m| \). This treatment enables the calculation of the output fields, \( a_{out,1} \) and \( a_{out,2} \), at the cavity ports given the incoming weak fields, \( a_{in,1} \) and \( a_{in,2} \) [40–42].

If the average population of the energy levels, \( p_n \equiv |\langle n | \rangle|^2 \), follows a thermal distribution, the linear response to a probe field is reflected in the dynamics of the nondiagonal operators \( \sigma_{nm} \). If the cavity is driven with a microwave field with a near-resonant frequency \( \omega_R \), the QLEs in a frame rotating with the driving frequency read

\[ \dot{a} = i \Delta a - \frac{\kappa}{2} a - \sum_{n,m=0}^3 d_{nm} \sigma_{nm} - \sum_{n,m} \gamma_{nm,n',m'} \sigma_{n,m'} + \sqrt{2} \gamma \mathcal{F}, \]

\[ \dot{\sigma}_{nm} = i(E_n - E_m) \sigma_{nm} - \sum_{n',m'} \gamma_{nm,n',m'} \sigma_{n',m'} + \sqrt{2} \gamma \mathcal{F}, \]

\[ -i g_x(e^{-i \omega_R t} a + a^\dagger e^{i \omega_R t}) d_{nm} (p_n - p_m), \]

\[ \dot{a}_{out,1} = -i g_x(e^{-i \omega_R t} a + a^\dagger e^{i \omega_R t}) d_{nm} (p_n - p_m), \]

\[ \dot{a}_{out,2} = -i g_x(e^{-i \omega_R t} a + a^\dagger e^{i \omega_R t}) d_{nm} (p_n - p_m), \]

\[ \dot{\sigma}_{nm} = i(E_n - E_m) \sigma_{nm} - \sum_{n',m'} \gamma_{nm,n',m'} \sigma_{n',m'} + \sqrt{2} \gamma \mathcal{F}, \]

\[ \dot{a}_{out,1} = -i g_x(e^{-i \omega_R t} a + a^\dagger e^{i \omega_R t}) d_{nm} (p_n - p_m), \]

\[ \dot{a}_{out,2} = -i g_x(e^{-i \omega_R t} a + a^\dagger e^{i \omega_R t}) d_{nm} (p_n - p_m), \]
where $\Delta_0 = \omega_R - \omega_C$ is the detuning of the driving field relative to the cavity frequency and $\kappa$ is the total cavity decay rate, with $\kappa_{1,2}$ the decay rates through the input and output ports. $\mathcal{F}$ is the quantum noise of the DQD and $\tilde{a}_{in,j}$ denote the incoming parts of the external field at the ports.

The outgoing fields can be calculated as $\tilde{a}_{out,i} = \sqrt{\kappa_i} \tilde{a} - \tilde{a}_{in,i}$.

The superoperator $\gamma$, with matrix elements $\gamma_{m,n}$, represents the decoherence processes which, in general, can couple the equations for the operators $\tilde{a}_{in,m}$. In this work, the decoherence superoperator $\gamma$ will capture charge relaxation and dephasing due to charge noise (see Appendix A), since these are the most relevant sources of decoherence.

This formalism allows us to compute the transmission through the microwave cavity. Within a rotating-wave approximation (RWA) (see Appendix B) we can eliminate the explicit time dependence in Eqs. (4) and (5) and solve the equations for the expected value of these operators in the stationary limit ($\tilde{a}, \tilde{a}_{in,n}$) to obtain the susceptibilities,

$$\tilde{a}_{n,n+j} = \chi_{n,n+j} \tilde{a} \quad (j = 1, \ldots, 3 - n),$$

and the transmission $A = \tilde{a}_{out,2}/\tilde{a}_{in,1}$,

$$A = \frac{-i\sqrt{\kappa_2}}{-\Delta_0 - i\kappa/2 + g_c \sum_{n=0}^{2} \sum_{j=1}^{3-n} \chi_{n,n+j} \chi_{n,n+j}},$$

which is in general a complex quantity. We have considered here $\langle \tilde{a}_{in,2} \rangle = 0$ and $\langle \mathcal{F} \rangle = 0$.

### IV. ORBITAL BASIS

In the product basis of antibonding and bonding orbitals $\pm$, with spin $\uparrow\downarrow$ in the $z$ direction, $\{\pm, \uparrow, \downarrow, \downarrow\}$, the Hamiltonian in Eq. (1) reads

$$H_{orb}^0 = \frac{1}{2} \begin{pmatrix} \Omega + B_z & 0 & B_x \sin \theta & -B_x \cos \theta \\ 0 & -\Omega + B_z & -B_x \cos \theta & B_x \sin \theta \\ B_x \sin \theta & -B_x \cos \theta & \Omega - B_z & 0 \\ -B_x \cos \theta & -B_x \sin \theta & 0 & -\Omega - B_z \end{pmatrix},$$

where $\Omega = \sqrt{\epsilon^2 + 4\epsilon^2}$ is the orbital energy and we introduce $\theta = \arctan \frac{\epsilon}{\sqrt{4\epsilon^2}}$ as the “orbital angle.” In this basis the dipole operator takes the form

$$d_{orb} = \begin{pmatrix} \sin \theta & -\cos \theta & 0 & 0 \\ -\cos \theta & -\sin \theta & 0 & 0 \\ 0 & 0 & \sin \theta & -\cos \theta \\ 0 & 0 & -\cos \theta & -\sin \theta \end{pmatrix}.$$ 

In the simplest case, $\epsilon = 0$, the orbital angle $\theta$ is zero, and we can rewrite the Hamiltonian as

$$H_{orb}^0(\epsilon = 0) = \frac{r}{2} \begin{pmatrix} \frac{2l_c + B_z}{r} & 0 & 0 & -\sin \Phi \\ 0 & -\cos \Phi - \sin \Phi & 0 \\ 0 & -\sin \Phi & \cos \Phi & 0 \\ -\sin \Phi & 0 & 0 & -\frac{2l_c - B_z}{r} \end{pmatrix},$$

with $r = \sqrt{(2l_c - B_z)^2 + B_z^2}$ and the spin-orbit mixing angle $\Phi = \arctan \frac{B_z}{2l_c - B_z}$. As the dipole operator couples the states $| -, \downarrow \rangle$ and $| +, \uparrow \rangle$ and the field gradient couples $| +, \downarrow \rangle$ to $| -, \uparrow \rangle$, the combination of these two effects leads to a coupling between the two different spin states $| -, \downarrow \rangle$ and $| +, \uparrow \rangle$. It is this coupling that can be harnessed to coherently hybridize a single electron spin with a single photon and achieve the strong-coupling regime.

### V. RESULTS

#### A. Effective coupling at zero detuning

The spin-charge hybridization created by the inhomogeneous magnetic field allows for the coupling of the spin to the cavity. This is visible in the form of the operator $d$ in the eigenbasis; see Eq. (3). In the simple case of zero DQD detuning, $\epsilon = 0$, the ordered energy levels are

$$E_{3,0} = \pm \frac{1}{2} \sqrt{(2l_c + B_z)^2 + B_z^2},$$

$$E_{2,1} = \pm \frac{1}{2} \sqrt{(2l_c - B_z)^2 + B_z^2}.$$ 

Using the spin-orbit mixing angle $\Phi$, the eigenstates $|1\rangle$ and $|2\rangle$ can be expressed as

$$|1\rangle = \cos \frac{\Phi}{2}|-, \uparrow \rangle + \sin \frac{\Phi}{2}|+, \downarrow \rangle,$$

$$|2\rangle = \sin \frac{\Phi}{2}|-, \downarrow \rangle - \cos \frac{\Phi}{2}|+, \uparrow \rangle,$$

while the other two can be approximated by

$$|0\rangle \approx |-, \downarrow \rangle,$$

$$|3\rangle \approx |+, \uparrow \rangle.$$ 

if $r \ll (2l_c + B_z)$, i.e., for small $|2l_c - B_z|$. In this limit, the dipole matrix elements,

$$d = \begin{pmatrix} 0 & d_{01} & d_{02} & 0 \\ d_{01} & 0 & 0 & d_{13} \\ d_{02} & 0 & 0 & d_{23} \\ 0 & d_{13} & d_{23} & 0 \end{pmatrix},$$

simplify to

$$d_{01} = d_{23} \approx -\sin \frac{\Phi}{2},$$

$$d_{02} = -d_{13} \approx \cos \frac{\Phi}{2}.$$ 

This means that the hybridization due to the weak magnetic field gradient generates an effective coupling between the levels $| -, \downarrow \rangle$ and $| +, \uparrow \rangle$, with opposite spin. The spin nature of the transitions $0 \leftrightarrow 1$ and $0 \leftrightarrow 2$ depends on the spin-orbit mixing angle $\Phi$; see Eqs. (13) to (15). Assuming that the cavity frequency is tuned to the predominantly spinlike transition, which is $0 \leftrightarrow 1$ ($0 \leftrightarrow 2$) for $\cos \Phi > 0$.
(cos Φ < 0), as indicated in the level structure of Fig. [2(c), 2(d)], the effective spin-cavity coupling strength will be given by $g_s = g_s |d_{012}|$.

**B. Effective coupling at $\epsilon \neq 0$**

For $\epsilon \neq 0$ the energy levels are

$$E_{3,0} = \pm \frac{1}{2} \left[ (\Omega + \sqrt{B_1^2 + B_2^2 \sin^2 \theta + B_2^2 \cos^2 \theta})^{1/2}, \right.$$

$$E_{2,1} = \pm \frac{1}{2} \left[ (\Omega - \sqrt{B_1^2 + B_2^2 \sin^2 \theta + B_2^2 \cos^2 \theta})^{1/2}. \right.$$  

(20)

(21)

Analogous to the previous section, if $\sqrt{(\Omega - B_1)^2 + B_2^2} \ll (\Omega + B_1)$ we can approximate the eigenstates by Eqs. (13) to (16) where the spin-orbit mixing angle is now $\Phi = \text{arctan} \frac{B_1 \cos \theta}{B_2}$. In Appendix A, the decoherence superoperator in the basis.

**C. Effective coupling map**

Before calculating the effect of the Si DQD on the cavity transmission $A$, let us estimate the magnitude of the coupling $g_s$. For $\Omega > B_1$, the $0 \leftrightarrow 1$ transition is predominantly a spin transition; therefore, we can obtain a map for the effective coupling by using $g_s = g_s |d_{012}|$; see Fig. 3(a). As the value of $\Omega$ approaches $B_1$, $\Phi$ tends to $\pi/2$ and the coupling is maximized. However, in this regime, due to strong spin-charge hybridization, the charge nature of the transition increases [see Eqs. (13) and (14)] and with it the decoherence rate increases, preventing the system from reaching strong coupling. In the following we show that the ratio of the coupling rate to the total decoherence rate can be optimized by working away from maximal coupling. In particular the strong-coupling regime for the spin can be achieved.

In Appendix C, we have generalized the model to a less symmetric situation, where the gradient of the magnetic field between the quantum dot positions is not perpendicular to the homogeneous magnetic field. This effect is not critical and we expect the strong-coupling regime to be accessible as well. For simplicity, we consider the symmetric case in the following.

**D. Cavity transmission**

In the following, we consider the DQD to be in its ground state, such that $p_n = \delta_{n,0}$ in Eq. (5). If the cavity frequency is close to the Zeeman energy, $\omega_c \approx B_1$, the transition $0 \leftrightarrow 3$ is off resonant and the relevant dynamics is contained in the level structure of Figs. 2(c) and 2(d) Moreover, this transition is not coupled to the others since $d_{03} = 0$ and $\gamma_{03,n,m} \sim \delta_{n0} \delta_{m0}$ (see Appendix A). To calculate the cavity response, it is sufficient to solve the QLEs for $\sigma_0$, $\sigma_0$, and $\sigma_2$ (in the following we omit the brackets) within the RWA (see Appendix B).

As explained above, the decoherence processes accounted for in Eq. (5) can result in a different decay rate for every transition and can also couple different transitions. As shown in Appendix A, the decoherence superoperator in the basis

\[
\gamma = \gamma_c \left( \sin^2 \frac{\Phi}{2} - \sin \Phi \cos^2 \frac{\Phi}{2} \right),
\]

(24)

where $\gamma_c$ is the total charge dephasing rate, which accounts for charge relaxation and dephasing due to charge noise. With this, the QLEs read

\[
\dot{a} = i \Delta_0 a - \frac{\kappa}{2} a + \sqrt{\kappa} t_{\text{ad}},
\]

(25)

\[
\dot{\sigma}_0 = -i \delta_1 \sigma_0 - \gamma_c \sin^2 \frac{\Phi}{2} \sigma_{01} + \gamma_c \sin \Phi \sigma_{02} - ig_c a \sigma_{01},
\]

(26)

\[
\dot{\sigma}_2 = -i \delta_2 \sigma_2 - \gamma_c \cos^2 \frac{\Phi}{2} \sigma_{02} + \gamma_c \sin \Phi \sigma_{01} - ig_c a \sigma_{02},
\]

(27)

FIG. 3. (a) Expected effective coupling $g_s/g_c = |d_{012}|$, according to Eqs. (22) and (23) as a function of $t_c$ and $\epsilon$. The black dashed line corresponds to $\Omega = B_1$, and separates the region where $g_s/g_c = |d_{012}|$ (above) from the region where $g_s/g_c = |d_{012}|$ (below). The most interesting region lies in between the two white dashed lines, where our approximations are accurate. (b) Spin-photon coupling strength $g_s/g_c$, and spin decoherence rate $\gamma_c$, as a function of $t_c$ for $\epsilon = 0$, $B_1 = B_1^{\text{res}}$, and $B_1 = 1.62 \mu$V. Between the two blue vertical lines, the resonance cannot be achieved by tuning $B_1$. Inset: ratio $g_s/\gamma_c = 100 \text{ MHz}$, $g_c/2\pi = 40 \text{ MHz}$, and $\epsilon/2\pi = 1.77 \text{ MHz}$.
with the detunings $\delta_n \equiv E_n - E_0 - \omega_{B}$ ($n = 1, 2$). The solution of these equations in the stationary limit allows us to compute the susceptibilities

$$
\chi^{(1)} = \frac{\delta_n}{a} = \frac{g_e \cos \theta \sin(\Phi/2)}{\delta_1 - i \gamma_{\text{eff}}^{(2)}},
$$

$$
\chi^{(2)} = \frac{\delta_n}{a} = \frac{g_e \cos \theta \cos(\Phi/2)}{\delta_2 - i \gamma_{\text{eff}}^{(1)}},
$$

where $\gamma_{\text{eff}}^{(n)} \equiv \gamma_c (\delta_2 \sin^2(\Phi/2) + \delta_1 \cos^2(\Phi/2)) / \delta_n$ and the transmission through the cavity

$$
A = \frac{-i \sqrt{\kappa_1 \kappa_2}}{-\Delta_0 - i \frac{\kappa}{\omega_c} + g_c (\chi^{(1)} d_1 + \chi^{(2)} d_2)},
$$

with $d_1$ and $d_2$ defined in Eqs. (22) and (23). If $0 \ll 1$ ($0 \ll 2$) is predominantly a spin transition and the corresponding transition energy is in resonance with the cavity frequency, we expect an effective spin decoherence rate $\gamma_s = \gamma_{\text{eff}}^{(2)}$ ($\gamma_s = \gamma_{\text{eff}}^{(1)}$). In Fig. 3(b) we show the ratio $\gamma_s / \gamma_c$, together with $g_s / g_c$, as a function of the tunnel coupling for $\epsilon = 0$. Here, we have set the external magnetic field to the resonant value $B_{\text{res}}$ such that $E_{1(2)} - E_0 = \omega_c$. This is

$$
B_{\text{res}} = \omega_c \sqrt{1 - \frac{B^2}{\omega_c^2 + 4 \kappa^2}},
$$

for $\epsilon = 0$. In a small region around $2 \epsilon, \approx \omega_c [\sqrt{\omega_c (\omega_c - B_s)} < 2 \kappa < \sqrt{\omega_c (\omega_c + B_s)}]$, indicated with the vertical lines in Fig. 3(b), it is not possible to achieve the desired resonance by tuning $B$. We observe that in the wings of the peak $g_s / g_c \gg \gamma_s / \gamma_c$, which may lead the spin-cavity system to be in the strong-coupling regime even when the charge-cavity system is not ($g_c < \gamma_c$). This is visible in the inset, where we show that the ratio $g_s / \sqrt{(\gamma_c^2 + (\kappa / 2)^2) / 2}$ exceeds one, signifying the strong-coupling regime (see Appendix D). For this calculation, and in the remainder of the text, we have assumed a gradient of the magnetic field between the two dots of $B_c \approx 15$ mT, one order of magnitude smaller than the external magnetic field, a charge-cavity coupling $g_c / 2 \pi = 40$ MHz, a cavity decay rate on the order of MHz, and a much larger charge dephasing rate on the order of 100 MHz.

According to the level structure, we expect to observe a signature of spin-photon coupling by driving the cavity near resonance ($\Delta_0 \approx 0$) and sweeping the external magnetic field through the cavity frequency. In Fig. 4 we show the calculated transmission through the cavity as a function of the external magnetic field $B_c$ and the DQD detuning $\epsilon$ when the driving frequency matches the cavity frequency. We have chosen $\kappa_1 = \kappa_2 = \kappa / 2$. When the cavity frequency is close to the transition energy $0 \ll 1$, the interaction between the electron and the cavity field results in a significantly reduced cavity transmission. Interestingly, close to $B_c \approx \omega_c$ the transmission approaches one due to an interference between the two energy levels. At this point, $\chi^{(1)} d_1 + \chi^{(2)} d_2 \approx 0$.

In the usual scenario of a two-level system coupled to a photonic cavity, strong coupling results in light-matter hybridization, as evidenced in the observation of vacuum Rabi splitting in the cavity transmission spectrum when the qubit transition frequency matches the cavity frequency. The two vacuum Rabi normal modes are separated by a frequency corresponding to the characteristic rate of the light-matter interaction, and the linewidth of each mode reflects the average decoherence rate of light and matter [43]. In Fig. 5(a), we show the absolute value of the transmission, $|A|$, as a function of the magnetic field $B_c$ and the driving frequency relative to $\omega_c$.

![Image](235434-5)
\[ \Delta_0, \text{at } \epsilon = 0. \]  The phase gives similar information (not shown). When the driving frequency is near the cavity frequency, \( \Delta_0 \approx 0 \), two peaks emerge in the cavity transmission, signifying the strong-coupling regime. In Figs. 5(b) and 5(c) we show the horizontal and vertical cuts of this figure at \( \Delta_0 = 0 \) and \( B_z = B_z^{\text{res}} \), respectively, where \( B_z^{\text{res}} \), given by Eq. (31), ensures \( E_1 - E_0 = \omega_c \). In Fig. 5(b) we observe the same interference effect seen in Fig. 4, and in Fig. 5(c) the vacuum Rabi splitting. As indicated with a red arrow, the effective coupling, related to the separation between the two peaks, corresponds to \( g_e/2\pi \approx 5 \text{ MHz} \) and the parameters under consideration can be readily achieved in Si QD architectures \([18,32]\).

In the present case, we are dealing with a three-level system, where the spin-photon coupling is mediated by the spin-charge hybridization \([6]\). The three-level system structure explains not only the interference but also why the width and position of the two resonance peaks in Fig. 5(c) is slightly asymmetric. As expected, this asymmetry is more apparent as \( g_e \) increases, which is shown in Fig. 6. In Sec. V F, we reduce the problem to an equivalent two-level system to be able to characterize the spin-photon coupling within the standard formalism utilized for the Jaynes-Cummings model.

### E. Broadening due to nuclear spins

The estimated value of the spin decoherence rate induced by the spin-charge hybridization is of the order \( \gamma_s/2\pi \approx (1-10) \text{ MHz} \). Another source of decoherence in Si QDs is the effect of the \( ^{29}\text{Si} \) nuclear spins which surround the electron spin. As their evolution is slow compared to the typical time scale of the electronic processes, the nuclear spins effectively produce a random magnetic field which slightly influences the total magnetic field on the QD. This small perturbation of the magnetic field, \( B_z^{\text{tot}} = B_z + B_z^{\text{nuc}} \), will modify the frequency \( \omega_c + \Delta_0 \) of the two vacuum Rabi normal modes, as can be extracted from Fig. 5(a). The nuclear magnetic field follows a Gaussian distribution with average zero and standard deviation \( \sigma^{\text{nuc}} \). In this way, a Gaussian profile is superimposed to the Lorentzian profile of the resonances and the final width also depends on \( \sigma^{\text{nuc}} \). At the point with maximum spin-charge hybridization (\( \Omega \approx B_z \)), this effect is negligible because the decoherence is dominated by charge decoherence. Away from this point, the two broadening mechanisms have to be combined, resulting in a Voigt profile \([44]\). The spin dephasing times in natural Si are \( \approx 1 \mu s \), which corresponds approximately to a standard deviation of \( \sigma^{\text{nuc}}/2\pi \approx 0.3 \text{ MHz} \) for the nuclear magnetic field distribution \([33]\). According to Eq. (30), the positions of the two vacuum Rabi modes are given by the solutions of the equation

\[
-\Delta_0 + g_e \Re(\chi_{01}d_{01} + \chi_{02}d_{02}) = 0,
\]

where the susceptibilities are a function of \( \Delta_0 \) via the detunings \( \delta_{1(2)} \equiv E_{1(2)} - E_0 - \omega_k \) and \( \omega_k = \omega_c + \Delta_0 \). As the magnetic field created by the nuclear spins is small, we can expand the solutions \( \Delta_0^\pm \) to first order to obtain

\[
\Delta_0^\pm \approx \Delta_0^{\text{res}} (B_z^{\text{nuc}} = 0) + \frac{\partial \Delta_0^\pm}{\partial B_z} \bigg|_{B_z^{\text{nuc}}=0} B_z^{\text{nuc}}.
\]

Therefore, the broadening of the vacuum Rabi modes due to the nuclear spins is given by \( \sigma = |\partial \Delta_0^\pm / \partial B_z| \sigma^{\text{nuc}} \) and the total spin decoherence rate is

\[
\gamma_s^{\text{tot}} = \gamma_s/2 + \sqrt{(\gamma_s/2)^2 + 8(\ln 2)\sigma^2}.
\]

The long spin dephasing times in Si allow the strong-coupling regime to be reached approximately at the same working points. For instance, for a tunnel coupling \( t_c \approx 15 \text{ eV} \), the estimated spin dephasing rate induced by charge hybridization is \( \gamma_s/2\pi \approx 2 \text{ MHz} \) and the broadening due to the nuclear spins is given by \( \sigma/2\pi \approx 0.14 \text{ MHz} \); therefore, \( \gamma_s^{\text{tot}}/2\pi \approx 2 \text{ MHz} \).

### F. Two-level equivalent system

To reduce the problem to a two-level system, it is more convenient to work in the orbital basis. Using the relations in Eqs. (A8) and (A9) we can rewrite the QLEs in terms of the operators \( a, \sigma_i = \downarrow, \downarrow \rangle \langle \downarrow, \downarrow | \) and \( \sigma_i = \uparrow, \uparrow \rangle \langle \uparrow, \uparrow | \). Neglecting input noise terms for the charge relaxation which will be irrelevant for our linear response theory, these equations read

\[
\dot{a} = i \Delta_0 a - \frac{\kappa}{2} a + \sqrt{\kappa} a n_{\text{in},1} + i g_e \cos \theta \sigma_z,
\]

\[
\dot{\sigma}_z = -i \Delta_\sigma \sigma_z - \gamma_s \sigma_z + i g_e \cos \theta a + \frac{i B_z \cos \theta}{2} \sigma_z,
\]

\[
\dot{\sigma}_\tau = -i \Delta_\tau \sigma_\tau + \frac{B_z \cos \theta}{2} \sigma_\tau,
\]

where \( \Delta_{\text{eff}} = \pm \Omega - B_z - E_0 - \omega_k \). As evident from these equations, although the electric field of the cavity only couples to the charge excitation, the spin-charge hybridization generates an effective spin-photon coupling.

Solving Eq. (36) for the steady state we can obtain the bright (\( B \)) mode that mediates this coupling,

\[
\sigma_B = \frac{-2 \cos \theta (\Delta_\tau - i \gamma_s \Delta_\sigma)}{\sqrt{4g_e^2 + B_z^2}} \sigma_\tau = \sin \alpha \sigma_\tau + \cos \alpha a,
\]
where we have introduced the angle $\alpha = \arctan \frac{B_i}{g_i}$. For the Eqs. (35) and (37), we obtain the reduced dynamics

$$\dot{a} = i(\Delta_0 + \Delta_\eta \cos^2 \alpha) a - \frac{\kappa'}{2} a + \sqrt{\gamma_1} a_{\text{in},1}$$

$$+ i \sin \alpha \cos \alpha (\gamma_\eta (\Delta_\zeta + i\gamma_\eta) a_\eta$$

$$\sigma_z = -i(\Delta_\zeta - \Delta_\eta \sin^2 \alpha) \sigma_z - \gamma_\eta \sigma_z$$

$$+ i \sin \alpha \cos \alpha (\gamma_\eta (\Delta_\zeta + i\gamma_\eta) a_\eta,$$

with

$$\eta = \frac{B_i^2/4 + g_i^2}{\Delta_\zeta^2 + \gamma_c^2} \cos^2 \theta,$$

and effective decay rates

$$\kappa' = \kappa + 2\gamma_\eta \cos^2 \alpha = \kappa + 2\gamma_\eta \frac{g_i^2 \cos^2 \theta}{\Delta_\zeta^2 + \gamma_c^2}$$

$$\gamma_\eta = \gamma_\eta \sin^2 \alpha = \frac{\gamma_\eta B_i^2 \cos^2 \theta}{4 \Delta_\zeta^2 + \gamma_c^2}.$$ (43)

According to the derivation in Appendix D, the resonance condition reads

$$(\Delta_\zeta + \Delta_0)^{\text{res}} = -\Delta_\eta \eta \frac{2\gamma_\eta \kappa + \kappa \cos 2\alpha}{\kappa + 2\gamma_\eta \cos 2\alpha},$$

and strong coupling is achieved for

$$g_s > \Gamma \equiv \frac{|\kappa + 2\gamma_\eta \eta \cos 2\alpha|}{2\sqrt{2} \sqrt{4\gamma_\eta^2 + 4\gamma_\eta B_i \cos 2\alpha + \gamma_c^2}$$

where we have defined

$$g_s = |\Delta_\zeta| \sin \alpha \cos \alpha = |\Delta_\zeta| \frac{B_i g_i \cos^2 \theta}{2(\Delta_\zeta^2 + \gamma_c^2)}.$$ (46)

In Fig. 7 we provide a map of the coupling strength via the quantity $g_s/\Gamma$, with the magnetic field adjusted to the resonance condition. This map indicates the optimum working points that create a strong spin-photon interaction that overcomes the decoherence.

**VI. CONCLUSIONS**

In conclusion, we detail the conditions for achieving strong coupling between a single electron spin and a microwave cavity photon, which eventually would allow long distance spin-spin coupling and long-range spin-qubit gates. Nonlocal quantum gates may also facilitate quantum error correction within a fault-tolerant architecture, and have already been used for this purpose in other systems [45–47].

Our analysis on the dynamics of the full hybrid silicon-cQED system confirms that, with the recent advances in Si QDQs fabrication and control, a spin-photon coupling of more than 10 MHz with a sufficiently low spin decoherence rate is achievable with this setup, potentially allowing the strong-coupling regime [18,48]. In such a regime, the cavity not only can act as a mediator of spin-spin coupling but also enables cavity-based readout of the spin qubit state [33,49]. Interestingly, the strong-coupling regime for the spin-cavity coupling may be attained even when the coupling strength of the charge-cavity coupling cannot overcome the charge decoherence rate.

Although here we have focused on the coupling of a single electron spin to a single photon, the implementation of proposals for other types of spin qubits with more than one electron [50–53] seems feasible with the present technology in Si QDs.
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**APPENDIX A: DECOHERENCE MODEL**

We assume that the charge relaxation processes dominate over direct spin relaxation. The most relevant sources of decoherence in the present system are charge relaxation effects due to the phonon environment ($\gamma_\phi$) and dephasing due to charge noise ($\gamma_\rho$); therefore, the Liouvillian can be written as

$$\mathcal{L}_{\text{ph}} \rho = \frac{\gamma_\eta}{2} (2\sigma_+ \rho \sigma_- - \sigma_- \sigma_+ \rho - \rho \sigma_+ \sigma_-)$$

$$+ \frac{\gamma_\rho}{4} (2\sigma_+ \rho \sigma_- - \sigma_- \sigma_+ \rho - \rho \sigma_+ \sigma_-).$$ (A1)

where $\sigma_\pm = |\pm\rangle\langle\mp|$ and $\sigma_\zeta = |+\rangle\langle+| - |\mp\rangle\langle\mp|$. (Note that in this appendix the Pauli operators $\sigma_\alpha$ are in the basis of bonding and antibonding states, $|\pm\rangle$, instead of left and right.)

The interaction Hamiltonian for charge decays can be written as

$$H_{\text{ph}} = \sum_k c_k (|+\rangle\langle-| b_k + |\mp\rangle\langle\mp| b_k^\dagger).$$ (A2)
where \( b_\downarrow \) annihilates a phonon in mode \( k \). Therefore, the relaxation rate at zero temperature can be obtained using Fermi’s golden rule, 
\[
\gamma_1 = \frac{2\pi}{\hbar} \sum_k |\langle f | (-|H_{ph}|+)|0\rangle|^2 \delta(\Omega - E_f),
\]
(A3)
where \(|0\rangle\) and \(|f\rangle\) are the initial phonon vacuum and single-phonon final states, \( \Omega \) is the orbital energy \((\Omega = \sqrt{\epsilon^2 + 4|f|^2})\), and \(E_f\) denotes the phonon energy. Substituting Eq. (A2) into Eq. (A3), we obtain 
\[
\gamma_1 = \frac{2\pi}{\hbar} \sum_k |c_k|^2 \delta(\Omega - E_k) = \frac{2\pi}{\hbar} |c_k|^2 D(\Omega),
\]
(A4)
where \(k\) is the modulus of the \(k\) vector evaluated at the energy \(\Omega\). Here, \(D(E)\) is the phonon density of states. In general, \(\gamma_1\) depends on the parameters \(t_1\) and \(\epsilon\) both via \(D(\Omega)\) and \(c_k\), since \(k = k(\Omega)\). We assume here a constant \(\gamma_1\) since we expect that this approximation will hold in a small transition energy window around the cavity frequency.

The pure dephasing term is due to charge noise in the environment. A contribution to the dephasing rate \(\gamma_0\) is proportional to the first derivative of the energy transition with respect to \(\epsilon\), i.e.,
\[
\gamma_0^{(1)} \sim \frac{\partial(E_+ - E_-)}{\partial \epsilon} = \sin \theta,
\]
(A5)
and therefore is zero at the “sweet spot” \(\epsilon = 0\). However, as observed in recent experiments, the charge noise at the sweet spot cannot be neglected [29,54,55]. To account for this observation, we have added an offset value to \(\gamma_0\), which we model then as \(\gamma_0 = \gamma_0^{(0)} + \gamma_0^{(1)}\).

Using the Liouvillian in Eq. (A1), we can calculate the decoherence dynamics for the mean value of any operator as \(\langle A \rangle = tr(A \rho_{ph})\). (In the following we omit the brackets for simplicity.) The coherences decay as
\[
\dot{\sigma}_{\downarrow\uparrow} = -\gamma_1 \sigma_{\downarrow\uparrow} = -\left(\frac{n_1}{2} + \gamma_0\right) \sigma_{\downarrow\uparrow}.
\]
(A6)

In this work we include the spin degree of freedom and here we assume spin-independent rates. In the main text we have defined \(\sigma_\uparrow = |\uparrow\rangle \langle + | + |\downarrow\rangle \langle - |\) and \(\sigma_\downarrow = |\downarrow\rangle \langle - | - |\uparrow\rangle \langle + |\). While \(\sigma_\downarrow\) decays as \(\sigma_\uparrow\), the same type of calculation taking into account the spin reveals \(\dot{\sigma}_\downarrow = 0\). The decoherence part of the dynamics entering in Eq. (5) is obtained via a rotation of the previous uncoupled equations into the eigenbasis of \(H_0\), which results in
\[
\dot{\sigma}_{nm} = -\sum_{n',m'} \gamma_{nm,n'm'} \sigma_{n'm'}. 
\]
(A7)

From the form of the eigenstates in the bonding-antibonding basis [Eqs. (13) to (16)], we can determine the effect of charge dephasing in the eigenbasis of \(H_0\). Since
\[
\sigma_{01} \simeq \cos \theta \sigma_\uparrow + \sin \theta \sigma_\downarrow,
\]
(A8)
\[
\sigma_{02} \simeq \sin \theta \sigma_\uparrow - \cos \theta \sigma_\downarrow,
\]
(A9)
the decoherence dynamics can be expressed as
\[
\left(\begin{array}{c}
\dot{\sigma}_{01} \\
\dot{\sigma}_{02}
\end{array}\right) \simeq -\gamma_0 \left(\begin{array}{c}
\sin \theta \Phi \frac{\gamma_1}{2} - \frac{\sin \theta}{2} \cos \Phi \\
\sin \theta \Phi \frac{\gamma_1}{2} + \frac{\sin \theta}{2} \cos \Phi
\end{array}\right) 
\left(\begin{array}{c}
\sigma_{01} \\
\sigma_{02}
\end{array}\right).
\]
(A10)
Note also that \(\sigma_{03} \simeq (-\gamma_1 + \gamma_0)\sigma_{03}/2\).

**APPENDIX B: MULTILEVEL RWA**

The time-dependent equations of motion, Eqs. (4) and (5), can be solved within a rotating-wave-approximation (RWA) if the driving frequency is close to the transition energies of the system. Defining \(\dot{\sigma}_{n,n+j} = \sigma_{n,n+j} e^{i\omega t}\) for \(j > 0\), these equations include both time-independent terms and terms which oscillate at frequency \(2\omega_{ph}\),
\[
\dot{a} = i \Delta_0 a - \frac{k}{2} a + \sqrt{k_1} a_{n,1} + \sqrt{k_2} a_{n,2}
\]
\[
-ig \sum_{n=0}^{3-n} \sum_{j=1}^{\infty} d_{n,n+j} \sigma_{n,n+j}
\]
\[
-ig \sum_{n=0}^{3-n} \sum_{j=1}^{\infty} d_{n,n-j} \sigma_{n,n-j} e^{2i\omega t},
\]
(B1)
\[
\dot{\sigma}_{n,n+j} = -i(E_{n+j} - E_n - \omega_R) \sigma_{n,n+j}
\]
\[
- \sum_{n',j'} \gamma_{n,n+j,n',j'} \sigma_{n',n'+j'}
\]
\[
- \sum_{n',j'} \gamma_{n,n+j,n',j'} e^{2i\omega t} \sigma_{n',n'-j'}
\]
\[
+ \sqrt{2} \gamma_F e^{i\omega t} - ig \sum_{j,n} (a + a^\dagger) e^{2i\omega_{ph} t} d_{n,j} \delta_{n,0}.
\]
(B2)
Here, \(j,n>0\). The RWA consists in neglecting the fast-oscillating, i.e., counter-rotating terms. For the mean value of the operators and using \(\sigma_{n,n+j}\) instead of \(\dot{\sigma}_{n,n+j}\) to simplify the notation, the equations in the RWA read
\[
\dot{a} = i \Delta_0 a - \frac{k}{2} a + \sqrt{k} i a_{n,1}
\]
\[
-ig \sum_{n=0}^{2-n} \sum_{j=1}^{\infty} d_{n,n+j} \sigma_{n,n+j},
\]
(B3)
\[
\dot{\sigma}_{n,n+j} = -i(E_{n+j} - E_n - \omega_R) \sigma_{n,n+j}
\]
\[
- \sum_{n',j'} \gamma_{n,n+j,n',j'} \sigma_{n',n'+j'}
\]
\[
- ig a d_{n+j,n} \delta_{n,0},
\]
(B4)
since \((a_{n,2} = 0)\) and \((\mathcal{F}) = 0\). In the equations, as in the main text, we have omitted the brackets for simplicity.

**APPENDIX C: GENERAL MAGNETIC FIELD GRADIENT DIRECTION**

In the main text we have assumed that the micromagnet in a given external magnetic field introduces a gradient of the magnetic field in a perpendicular direction between
the positions of the two quantum dots. In a more realistic situation, the micromagnet could also introduce a net magnetic field in this perpendicular direction or a gradient in the direction of the external magnetic field. These situations can be described in a general way with a model Hamiltonian like the one presented in the main text [Eq. (1)] plus a contribution corresponding to a magnetic field gradient in \( z \) direction between the two quantum dots, i.e., \( H_0' = H_0 + \Delta_z \sigma_z \tau_z / 2 \).

Analogous to Eq. (8), in the product basis of antibonding and bonding orbitals \( \pm \) with spin \( \uparrow \downarrow \) in the \( z \) direction, \( \{|+\uparrow, j = +\downarrow, j = -\downarrow\} \), the Hamiltonian reads

\[
H_0^\text{orb} = \frac{1}{2} \begin{pmatrix}
\Omega_+ + B_z & \Omega_+ \sin \alpha_+ & B_\uparrow \sin \theta & -B_\downarrow \cos \theta \\
-\Omega_+ \sin \alpha_+ & -\Omega_+ \cos \alpha_+ + B_z & -B_\uparrow \cos \theta & B_\downarrow \sin \theta \\
B_\uparrow \sin \theta & -B_\downarrow \cos \theta & \Omega_- \cos \alpha_+ - B_z & \Omega_- \sin \alpha_- \\
-B_\uparrow \cos \theta & -B_\downarrow \sin \theta & \Omega_- \sin \alpha_- & -\Omega_- \cos \alpha_- - B_z
\end{pmatrix},
\]

where we have defined the two different orbital energies \( \Omega_{\pm} = \sqrt{4t_1^2 + (\epsilon \pm \Delta_c)^2} \) and the angles

\[
\alpha_{\pm} = \arctan \frac{2t_1 \Delta_c}{4t_1^2 + (\epsilon \pm \Delta_c)^2}.
\]

As expected, the parallel gradient \( \Delta_c \) couples bonding and antibonding states with the same spin. Now, we can apply a rotation to the orbital states from \( \{|+\uparrow, \sigma\}, \{|-\downarrow, \sigma\}\} \) to the new \( \{|+\uparrow, \sigma\}, \{|-\downarrow, \sigma\}\} \) such that

\[
H_0^\text{orb}' = \frac{1}{2} \begin{pmatrix}
\Omega_+ + B_z & 0 & B_\uparrow \sin \theta + \frac{\alpha_+ - \alpha_-}{2} & -B_\downarrow \cos \theta + \frac{\alpha_+ - \alpha_-}{2} \\
0 & -\Omega_+ + B_z & -B_\uparrow \cos \theta + \frac{\alpha_+ - \alpha_-}{2} & B_\downarrow \sin \theta + \frac{\alpha_+ - \alpha_-}{2} \\
B_\uparrow \sin \theta + \frac{\alpha_+ - \alpha_-}{2} & B_\uparrow \cos \theta + \frac{\alpha_+ - \alpha_-}{2} & -\Omega_- - B_z & 0 \\
-B_\uparrow \cos \theta + \frac{\alpha_+ - \alpha_-}{2} & -B_\downarrow \sin \theta + \frac{\alpha_+ - \alpha_-}{2} & 0 & -\Omega_- - B_z
\end{pmatrix}.
\]

Therefore, under approximately the same conditions as in the main text case, the eigenstates can be approximated by

\[
|1\rangle \simeq \cos \frac{\Phi'}{2} |\uparrow, -\downarrow\rangle + \sin \frac{\Phi'}{2} |\uparrow, \downarrow\rangle,
\]

\[
|2\rangle \simeq \sin \frac{\Phi'}{2} |\uparrow, \uparrow\rangle - \cos \frac{\Phi'}{2} |\uparrow, \downarrow\rangle,
\]

\[
|0\rangle \simeq |\uparrow, \downarrow\rangle,
\]

\[
|3\rangle \simeq |\uparrow, \uparrow\rangle.
\]

with the spin-orbit mixing angle

\[
\Phi' = \arctan \frac{B_\uparrow \cos \theta + \frac{\alpha_+ - \alpha_-}{2}}{\Omega_+ + \frac{\alpha_+ - \alpha_-}{2} - B_z}.
\]

Finally, the relevant dipole matrix elements read

\[
d_{01} \simeq -\cos (\theta - \alpha_-) \sin \frac{\Phi'}{2},
\]

\[
d_{02} \simeq \cos (\theta - \alpha_-) \cos \frac{\Phi'}{2}.
\]

In Fig. 8, we have represented the expected spin-photon coupling strength as a function of the DQD detuning and the tunnel coupling. As compared to Fig. 3(a), the map in Fig. 8(a) is distorted due to the introduced asymmetry, but importantly a strong coupling can be also achieved, even for a large value of \( \Delta_z \).

APPENDIX D: CHARACTERIZATION OF THE SPIN-PHOTON COUPLING

In this appendix, we detail the calculation of the strong-coupling condition for our two-level equivalent system. For this, let us first analyze the simpler case of a Jaynes-Cummings model, often studied in the literature. This model describes the interaction of a two-level system (TLS) to a photon mode in a cavity in the RWA. The Hamiltonian reads

\[
H = -\Delta_0 a^\dagger a + \Delta_{1C} \sigma_z - g_{1C} (a^\dagger \alpha_- + a \alpha^+) - \kappa \sigma_z \text{cavity decay rate}
\]

where \( \Delta_0 \) is the detuning between the driving and the cavity and \( \Delta_{1C} \) the detuning between the TLS and the driving. The TLS decoherence rate is \( \gamma_{1C} \) and the cavity decay rate is \( \kappa \). If the transition energy of the two-level system is near the cavity frequency, one can probe the coherent light-matter interaction by driving the cavity close to resonance and observing resonances coming from the hybridized one-excitation light-matter states, superpositions of the excited states \( \{|0, n + 1\}, \{|1, n\}\} \), where \( n \) is the number of photons in the cavity and \( \Theta(1) \) the two-level state. However, this is only observable if the coupling is strong enough in comparison with the decay rates. To determine how strong the coupling should be in order to observe separate resonances, it is useful to diagonalize the non-Hermitian Hamiltonian in the one-excitation subspace containing the decay rates,

\[
H_{1C} = -\begin{pmatrix}
\Delta_0 + i \kappa / 2 & g_{1C} \\
g_{1C} & -\Delta_{1C} + i \gamma_{1C}
\end{pmatrix}.
\]

The eigenvalues are of the form

\[
\mu_{\pm} = A - i B / 2 \pm \sqrt{C + i D},
\]
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However, the frequency of the system, while the photon response (interaction such that two separated peaks are observable in the coupling condition is defined as having a sufficiently large 

g = |Δt\rangle = |d_{02}\rangle$, according to Eqs. (C9) and (C10) as a function of $t_c$ and $\epsilon$. The black dashed line corresponds to $\Delta_+ + \Delta_- = 2B$, and separates the region where $g_t/g_c = |d_{01}\rangle$ (above) from the region where $g_t/g_c = |d_{02}\rangle$ (below). In the one-excitation subspace, the effective non-Hermitian Hamiltonian reads 

$$H_{\text{eff}} = \left(-\left(\Delta_0 + i\kappa/2\right)\begin{array}{cc}0 & 0 \\ -\Delta_+ + i\gamma_+ & 0\end{array}\right) - \eta \left(\begin{array}{cc}\Delta_+ \cos^2 \alpha & (\Delta_+ + i\gamma_+ \sin \alpha \cos \alpha) \\ (\Delta_+ + i\gamma_+) \sin \alpha \cos \alpha & \Delta_+ \sin^2 \alpha\end{array}\right).$$

The eigenvalues of this Hamiltonian have the same form; therefore, we will define resonance as $\Delta = 0$ and strong coupling as $C > B^2/4$, as above. We first examine the one-resonance condition. The detuning for resonance is

$$\Delta_+ + \Delta_0 \cos = -\Delta_+ \eta \frac{2\gamma_+ \eta + \kappa}{\kappa + 2\gamma_\eta \cos 2\alpha}.$$ 

This value corresponds to setting the detuning to match the quantum “Stark shifted” response of the spin and the photon. If one does not choose the detunings such that $\Delta = 0$, then the two vacuum Rabi-split peaks will have different linewidths. We also find a modification of the strong-coupling condition. This arises for

$$g_s > \Gamma \equiv \left|\frac{\left|\kappa + 2\gamma_\eta \cos 2\alpha\right|}{2\sqrt{\frac{1}{4\gamma_\eta^2 + \kappa^2} + \frac{2\gamma_0^2 + \kappa^2}{4\gamma^2 + \kappa^2}}}\right|,$$

with the definition

$$g_s = |\Delta_+| \eta \sin \alpha \cos \alpha = |\Delta_+| \frac{B_s g_s c^2 \theta}{2(\Delta_+^2 + \gamma_+^2)}.$$ 
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