HYBRID DISCONTINUOUS GALERKIN METHODS WITH RELAXED H(DIV)-CONFORMITY FOR INCOMPRESSIBLE FLOWS. PART II
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Abstract. The present work is the second part of a pair of papers, considering Hybrid Discontinuous Galerkin methods with relaxed H(div)-conformity. The first part mainly dealt with presenting a robust analysis with respect to the mesh size $h$ and the introduction of a reconstruction operator to restore divergence-conformity and pressure robustness using a non conforming right hand side. The aim of this part is the presentation of a high order polynomial robust analysis for the relaxed $H$(div)-conforming Hybrid Discontinuous Galerkin discretization of the two dimensional Stokes problem. It is based on the recently proven polynomial robust LBB-condition for BDM elements [P. L. Lederer, J. Schöberl, IMA Journal of Numerical Analysis, 2017] and is derived by a direct approach instead of using a best approximation Céa like result. We further treat the impact of the reconstruction operator on the hp analysis and present a numerical investigation considering polynomial robustness. We conclude the paper presenting an efficient operator splitting time integration scheme for the Navier–Stokes equations which is based on the methods recently presented in [C. Lehrenfeld, J. Schöberl, Comp. Meth. Appl. Mech. Eng., 361 (2016)] and includes the ideas of the reconstruction operator.
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1. INTRODUCTION AND STRUCTURE OF THE PAPER

We consider the numerical solution of the unsteady incompressible Navier–Stokes equations in a velocity-pressure formulation:

\begin{equation}
\begin{aligned}
\frac{\partial}{\partial t} u + \text{div}( - \nu \nabla u + u \otimes u + p I ) &= f & \text{in } \Omega, \\
\text{div}(u) &= 0 & \text{in } \Omega,
\end{aligned}
\end{equation}

with boundary conditions $u = 0$ on $\Gamma_D \subset \partial \Omega$ and $(\nu \nabla u - p I) \cdot n = 0$ on $\Gamma_{\text{out}} = \partial \Omega \setminus \Gamma_D$. Here, $\nu = \text{const}$ is the kinematic viscosity, $u$ the velocity, $p$ the pressure, and $f$ is an external body force. For the spatial discretization of (1) we use a relaxed $H$(div)-conforming Hybrid Discontinuous Galerkin (HDG) finite element method which was introduced in part I, see [10]. The motivation to use only relaxed $H$(div)-conformity is the optimality of the method in terms of a superconvergence effect of HDG method that we want to briefly explain.
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For a superconvergent HDG method one would hope for an accurate order \(k_T\) polynomial approximation on the elements (possibly after a post-processing step) when order \(k_F = k_T - 1\) polynomials are involved in the inter-element communication. However, in \(H(\text{div})\)-conforming methods the order \(k_T\) on each element is directly determining the polynomial approximation \(k_F = k_T\) on the element interfaces (at least for the normal component). In [10] we analyzed an HDG method where the \(H(\text{div})\)-conformity is relaxed to allow for the HDG superconvergence property. Therein we analyzed the method with respect to the meshsize \(h\) and introduced a reconstruction operator to establish pressure robustness and re-establish \(H(\text{div})\)-conformity. For a detailed discussion on (relaxed) \(H(\text{div})\)-conformity, the impact of pressure robustness and the use of discontinuous Galerkin methods we want to refer to the literature debates in [10, Section 1] and [12, Section 1.2].

For the time discretization we use efficient operator splitting methods which are based on the methods presented in [12] and result in a sequence of different sub problems. The computationally most important part is the solution of a Stokes-type problem. The main contribution of this work is a detailed high order polynomial robust analysis of the relaxed \(H(\text{div})\)-conforming discretization for the Stokes problem. It is based on the recently proven polynomial robust LBB-condition for BDM elements, see [11]. As a byproduct of the analysis we prove that the \(H(\text{div})\)-conforming discretization [12] is also polynomial robust, cf. Remark 3. To the best of our knowledge this is the first HDG method which is proven to be \(hp\)-optimal for the Stokes problem. We also discuss the reconstruction operator presented in [10] with respect to its dependence on the polynomial degree \(k\). Together with the convection sub problem in the operator splitting this finally leads to several different discretizations for the Navier–Stokes equations using a relaxed \(H(\text{div})\)-conforming approach. In order to validate the qualitative and quantitative aspects of the varying methods we conclude this work with several different numerical examples.

Structure of the paper. After introducing some basic notation in Section 2, we present the finite element method for the Stokes problem introduced in [10] in Section 3 and provide a high order polynomial robust analysis in the following Section 4. Section 5 then treats reconstruction operators. Several assumptions are defined and again a high order error analysis for a pressure robust Stokes discretization is discussed. We continue with Section 6 and present the techniques for solving the unsteady Navier–Stokes equations. Finally we conclude the paper in Section 7 with several numerical examples.

2. Preliminaries and Notation

We begin by introducing some preliminary notation and assumptions. Let \(\mathcal{T}_h\) be a shape-regular triangulation of an open bounded two dimensional domain \(\Omega\) in \(\mathbb{R}^2\) with a Lipschitz boundary \(\Gamma\). By \(h\) we denote a characteristic mesh size. \(h\) can be understood as a local quantity, i.e. it can be different in different parts of the mesh due to a change in the local mesh size. The local character of \(h\) will, however, not be reflected in the notation. The element interfaces and element boundaries coinciding with the domain boundary are denoted as facets. The set of those facets \(F\) is denoted by \(\mathcal{F}_h\) and there holds \(\bigcup_{T \in \mathcal{T}_h} \partial T = \bigcup_{F \in \mathcal{F}_h} F\). We separate facets at the domain boundary, exterior facets and interior facets by the sets \(\mathcal{F}^\text{ext}_h\), \(\mathcal{F}^\text{int}_h\), respectively. For sufficiently smooth quantities we denote by \([·]\) and \(\{·\}\) the usual jump and averaging operators across the facet \(F \in \mathcal{F}^\text{int}_h\). For \(F \in \mathcal{F}^\text{ext}_h\) we define \([·]\) and \(\{·\}\) as the identity.

In this work we only consider triangulations which consists of straight triangular elements \(T\). Further, in the analysis we consider only the case of homogeneous Dirichlet boundary conditions to simplify the presentation. By \(\mathcal{P}^m(F)\) and \(\mathcal{P}^m(T)\) we denote the space of polynomials up to degree \(m\) on a facet \(F \in \mathcal{F}_h\) and an element \(T \in \mathcal{T}_h\), respectively. By \(H^m(\Omega)\) we denote the usual Sobolev space on \(\Omega\), whereas \(H^m(\mathcal{T}_h)\) denotes its broken version on the mesh, \(H^m(\mathcal{T}_h) := \{v \in L^2(\Omega) : v|_T \in H^m(T) \forall T \in \mathcal{T}_h\}\).

In the discretization we introduce element unknowns which are supported on elements (in the volume) and different unknowns which are supported only on facets. We indicate this relation with a subscript \(F\) for unknowns supported on facets and a subscript \(T\) for unknowns that are only supported on volume elements, thus we have \(u_h = (u_T, u_F)\). The local restrictions of the volume part on a given arbitrary element \(T \in \mathcal{T}_h\) is
then simply denoted by $u_T := u_T|_T$. In a similar manner we also introduce the local contribution of the facet variable on a given face $F \in F_h$ by $u_F := u|_F$.

At several occasions we further distinguish tangential and normal directions of vector-valued functions. We therefore introduce the notation with a superscript $t$ to denote the tangential projection on a facet, $v^t = v - (v \cdot n) \cdot n \in \mathbb{R}^2$, where $n$ is the normal vector to a facet. The index $k$ which describes the polynomial degree of the finite element approximation at many places throughout the paper is an arbitrary but fixed positive integer number.

3. Relaxed $H(\text{div})$-conforming HDG formulation of the Stokes problem

In this paper our main focus lies on the discretization of the viscous forces of the Navier–Stokes equations (1). The corresponding reduced model problem, the steady Stokes equations, reads as

$$\begin{cases}
-\nu \Delta u + \nabla p = f & \text{in } \Omega, \\
\text{div}(u) = 0 & \text{in } \Omega.
\end{cases} \tag{2}$$

The well-posed weak formulation of (2) is: Find $(u, p) \in [H^1_0(\Omega)]^2 \times L_0^2(\Omega)$, s.t.

$$\begin{align*}
\int_{\Omega} \nu \nabla u : \nabla v \, dx - \int_{\Omega} \text{div}(v)p \, dx &= \langle f, v \rangle \quad \forall \, v \in [H^1_0(\Omega)]^2, \\
- \int_{\Omega} \text{div}(u) q \, dx &= 0 \quad \forall \, q \in L_0^2(\Omega).
\end{align*} \tag{3}$$

Here, we have $L_0^2(\Omega) := \{q \in L^2(\Omega) : \int_{\Omega} q \, dx = 0\}$. In the discretization we take special care about the treatment of the incompressibility condition which is closely related to the choice of finite element spaces. In the sequel of this section we summarize the discretization and refer to [10] for more details. Later, in Section 6 we discuss the extension to discretizations of the Navier–Stokes equations based on operator splitting methods.

3.1. Finite element spaces

3.1.1. The velocity space

Although the velocity solution of the Stokes problem (2) will typically be at least $H^1(\Omega)$-regular, we do not consider $H^1(\Omega)$-conforming finite elements. Instead, we base our discretization on a “relaxed $H(\text{div})$-conforming space”, i.e., almost normal-continuous, finite elements. We recall the definition of $H(\text{div}, \Omega) := \{v \in [L^2(\Omega)]^2 : \text{div}(v) \in L^2(\Omega)\}$. We then have the well-known $BDM_k$ space and its relaxed counterpart given by

$$W_h := \{u_T \in \prod_{T \in T_h} [P^k(T)]^2 : [u_T \cdot n]|_F = 0, \, \forall \, F \in F_h\} \subset H(\text{div}, \Omega), \tag{4a}$$

$$W_h^- := \{u_T \in \prod_{T \in T_h} [P^k(T)]^2 : \Pi_F^{k-1}[u_T \cdot n]|_F = 0, \, \forall \, F \in F_h\} \subsetneq H(\text{div}, \Omega), \tag{4b}$$

where for $F \in F_h$, $\Pi_F^{k-1} : [L^2(F)]^2 \to [P^{k-1}(F)]^2$ is the $L^2(F)$ projection into $P^{k-1}(F)$:

$$\int_F (\Pi_F^{k-1} w) : v_h \, ds = \int_F w : v_h \, ds \quad \forall \, v_h \in [P^{k-1}(F)]^2. \tag{5}$$

Details on the construction of the finite element space $W_h^-$ are given in [10, Section 3]. As the space $W_h^-$ is not $H^1$-conforming, the tangential continuity has to be imposed weakly through a DG formulation for the viscosity terms, for instance as in [5]. We use a hybridized version to decouple element unknowns and decrease the costs.
for solving the linear systems as in the case of a DG formulation. To this end we introduce the space for the facet unknowns

\[ F_h := \{ u_F \in \prod_{F \in \mathcal{F}_h} [P^{k-1}(F)]^2 : u_F \cdot n = 0, \forall F \in \mathcal{F}_h^{\text{int}}, u_F = 0 \text{ on } \partial \Omega \}, \tag{6} \]

which is used for an approximation of the tangential trace of the velocity on the facets. Note that we only consider polynomials up to degree \( k - 1 \) in \( F_h \) whereas we have order \( k \) polynomials in \( W_h^- \). Further, functions in \( F_h \) have normal component zero and the tangential part of the Dirichlet boundary conditions are implemented through \( F_h \). For the discretization of the velocity field we use the composite space

\[ U_h := W_h^- \times F_h, \tag{7} \]

and define the tangential restriction \((\cdot)^t = (\cdot) - ((\cdot) \cdot n)n\) where \( n \) is the outer normal to a facet and further define the jump operator \([u_h^t]_F := u_{Ft}^t|_F - u_F^t, F \in \mathcal{F}_h^{\text{int}}, T \in \mathcal{T}_h\). We notice that the jump \([u_h^t]_F\) is element-sided that means that it can take different values for different sides of the same facet. Further, note that due to the homogeneous Dirichlet boundary condition imposed in \( F_h \) we have \([u_h^t]_F = u_{Ft}^t|_F \) on \( F \in \mathcal{F}_h^{\text{ext}} \).

### 3.1.2. The pressure space

For the pressure, the appropriate finite element space to the velocity space \( W_h^- \) is the space of piecewise polynomials which are discontinuous and of one degree less:

\[ Q_h := \prod_{T \in \mathcal{T}_h} P^{k-1}(T). \tag{8} \]

While the pair \( W_h/Q_h \) has the property \( Q_h = \text{div}(W_h) \), the pair \( W_h^-/Q_h \) only has the local property \( \text{div}(W_h^-|_T) = \text{div}(W_h|_T) = Q_h|_T \forall T \in \mathcal{T}_h \). Functions in \( W_h^- \) are only “almost normal-continuous”, but can be normal-discontinuous in the highest polynomial order modes. If a velocity \( u_T \in W_h^- \) is weakly incompressible, i.e.

\[ \int_{\Omega} \text{div}(u_T) q_h \, dx = 0 \forall q_h \in Q_h, \tag{9} \]

we have

\[ \text{div}(u_T) = 0 \text{ in } T \in \mathcal{T}_h \text{ and } \Pi^{k-1}[u_T]_F = 0, \forall T \in \mathcal{T}_h, \tag{10} \]

thus a missing normal continuity in the higher order moments. In order to obtain mass conservative velocity fields a reconstruction is presented in Section 5. We recall that the purpose of the relaxation of the \( H(\text{div}) \)-conformity is computational efficiency in view of arising linear systems. This has been elaborated on in [10].

### 3.2. Variational formulation

We recall the Hybrid DG formulation presented in [10] which leads to an order-optimal method with a reduced number of globally coupled unknowns. The (“basic”) discretization is as follows: Find \( u_h = (u_T, u_F) \in U_h \) and \( p_h \in Q_h \), s.t.

\[
\begin{align*}
\mathcal{A}_h(u_h, v_h) + \mathcal{B}_h(v_h, p_h) &= \langle f, v_h \rangle \quad \forall v_h \in U_h, \\
\mathcal{B}_h(u_h, q_h) &= 0 \quad \forall q_h \in Q_h,
\end{align*}
\tag{B}
\]

with the bilinear forms corresponding to viscosity (\( \mathcal{A}_h \)), pressure and incompressibility (\( \mathcal{B}_h \)) defined in the following. For the viscosity we introduce the bilinear form \( \mathcal{A}_h \) for \( u_h, v_h \in U_h \) as

\[
\mathcal{A}_h(u_h, v_h) := \sum_{T \in \mathcal{T}_h} \int_T \nu \nabla u_T : \nabla v_T \, dx - \int_{\partial T} \nu \frac{\partial u_T}{\partial n} \Pi^{k-1}_F [v_h^t]_F \, ds
\]

\[
- \int_{\partial T} \nu \frac{\partial u_T}{\partial n} \Pi^{k-1}_F [u_h^t]_F \, ds + \int_{\partial T} \nu \frac{\lambda k^2}{h} \Pi^{k-1}_F [u_h^t]_F \Pi^{k-1}_F [v_h^t]_F \, ds,
\tag{11}
\]

\[ \text{where } \lambda \text{ is } \lambda \geq 2. \]
where \( \lambda \) is chosen, such that the bilinearform is coercive w.r.t. to a discrete energy norm \( \| \cdot \|_1 \) on \( U_h \), introduced below. The \( L^2(F) \)-projection \( \Pi_F^{k-1} \), c.f. (5), realizes a reduced stabilization [12, Section 2.2.1], i.e. a sufficient stabilization with a reduced amount of global couplings. The bilinear form for the pressure part and the incompressibility constraint is

\[
\mathcal{B}_h(u_h, p_h) := \sum_{T \in \mathcal{T}_h} - \int_T p_h \text{div}(u_T) \, dx \quad \text{for } u_h \in U_h, \ p_h \in Q_h.
\]  

We notice that in (B) only tangential continuity is treated by an HDG formulation. Below, we will see that the highest order normal discontinuity that is neither directly controlled by the finite element spaces nor the DG formulation introduces a consistency error in (B) which has to be considered in the analysis.

4. POLYNOMIAL ROBUST ANALYSIS FOR THE STOKES EQUATIONS

In order to compare discrete velocity functions \( u_h = (u_T, u_F) \in U_h \) with functions \( u \in U_{\text{reg}} := [H_0^1(\Omega) \cap H^2(\mathcal{T}_h)]^2 \) we identify (with abuse of notation) \( u \) with the tuple \( (u|_T, u|_F) \) for every element \( T \in \mathcal{T}_h, \ F \in \partial T \) where \( u|_F \) is to be understood in the usual trace sense (which is unique due to the \( H^1(\Omega) \) regularity). For the purpose of the analysis it is convenient to introduce the big bilinearform for the saddle point problem in (B) for \( (u, p), (v, q) \in (U_h + U_{\text{reg}}) \times L^2(\Omega) \):

\[
K_h((u, p), (v, q)) := A_h(u, v) + \mathcal{B}_h(u, q) + \mathcal{B}_h(v, p).
\]  

A suitable discrete norm on \( U_h \) which mimics the \( H^1(\Omega) \) norm and a suitable norm for the velocity pressure space \( U_h \times Q_h \) are

\[
\|u_h\|^2_1 := \sum_{T \in \mathcal{T}_h} \left\{ \|\nabla u_T\|^2_T + \frac{k^2}{h} \|\Pi_F^{k-1}u|_F\|_{H^1(\partial T)}^2 \right\}, \quad \|(u_h, p_h)\|_1 := \sqrt{\sigma}\|u_h\|_1 + \frac{1}{\sqrt{\nu}}\|p_h\|_{L^2(\Omega)}.
\]  

At several occasions in the analysis we use the notation \( a \lesssim b \) for \( a, b \in \mathbb{R} \) to express \( a \leq c \cdot b \) for a constant \( c \) that is independent of \( h \) and \( k \).

Remark 1. In contrast to Definition 2.10 in [10] the norms in (14) use a proper scaling with respect to the polynomial order \( k \). This is important for the polynomial robustness proven in the following.

Where standard \( hp \)-error estimates for continuous finite element approximations normally use a Céa-like best approximation result this does not work in the case of discontinuous Galerkin approximations as the introduced bilinear forms are only continuous with respect to \( \| \cdot \|_1 \) on the discrete spaces. We follow a different approach which leads to optimal error estimates with respect to the meshsize \( h \) and the polynomial order \( k \). We start with the introduction of some appropriate interpolation operators and recall some interpolation estimates in the following lemma. Similar to (5), we define the element-wise \( L^2 \) projection \( \Pi_T^k : [L^2(T)]^2 \rightarrow [\mathcal{P}^k(T)]^2 \):

\[
\int_T \Pi_T^k u \cdot v_h \, dx = \int_T u \cdot v_h \, dx \quad \forall v_h \in [\mathcal{P}^k(T)]^2, \ T \in \mathcal{T}_h.
\]  

Lemma 1 (Interpolation error estimates). Let \( T \in \mathcal{T}_h \) and \( u \in [H^1(\Omega) \cap H^m(\mathcal{T}_h)]^2 \). Let \( \Pi_T^k \) be the interpolation operator defined by (15). There holds for \( s \leq \min(k, m-1) \)

\[
\|u - \Pi_T^k u\|_T + \frac{\sqrt{k}}{k} \|u - \Pi_T^k u\|_{\partial T} \lesssim \left( \frac{h}{k} \right)^s \|u\|_{H^s(\Omega)}.
\]  

(16a)
Further, there exists a continuous operator $\Pi^{C_T}$ in to the space $W_h^- \cap H^1(\Omega)$ with

$$\|\nabla(u - \Pi^{C_T}u)\|_T \lesssim \left( \frac{h}{k} \right)^s \|u\|_{H^{1+s}(T)}. \quad (16b)$$

**Proof.** The estimate of the volume term of (16a) can be found in [2] and [20, Remark 4.74]. The estimate of the boundary term follows from [14, Corollary 1.2] and [3] and a scaling argument. Estimate (16b) is given in [15, Theorem 3.32] and uses a standard scaling argument. Similar results have already been achieved using the techniques in [2] and proper lifting operators [1] in order to adapt results on quads for triangles. □

Note that by $\Pi^{C_T}$ we can further introduce a continuous interpolation into $U_h$ by $\Pi^C = (\Pi^{C_T}u, \Pi^{C_T}v)$ with $\Pi^{C_T}u := (\Pi^{C_T}u)^t$ on $F \in F_h$.

**Lemma 2 (Consistency).** Let $(u, p) \in [H^2(\Omega)]^2 \times H^1(\Omega)$ be the solution to the Stokes equation (2). There holds for $(v_h, q_h) \in U_h \times Q_h$

$$K_h((u, p), (v_h, q_h)) = \langle f, v_T \rangle - \mathcal{E}^c(u, p, v_h), \quad (17)$$

where

$$\mathcal{E}^c(u, p, v_h) := \sum_{T \in T_h} \int_{\partial T} (\nu - \Pi^{k-1}_F)(-\nu \frac{\partial u}{\partial n} + pm) \cdot (\nu - \Pi^{k-1}_F)v_T \, ds.$$

For $(u, p) \in [H^1(\Omega)]^2 \cap [H^1(\Omega)]^2 \times H^1(\Omega), l \geq 2$ and $m = \min(k, l - 1)$ we further get

$$\mathcal{E}^c(u, p, v_h) \leq \left( \frac{h}{k} \right)^m \nu \|u\|_{H^{m+1}(\Omega)} + \|p\|_{H^m(\Omega)} \|v_h\|_1. \quad (18)$$

**Proof.** With the same arguments as in the proof of Lemma 4.1 in [10] we arrive at

$$\int_{\partial T} (\nu - \Pi^{k-1}_F)(-\nu \frac{\partial u}{\partial n} + pm) \cdot (\nu - \Pi^{k-1}_F)v_T \, ds$$

$$\leq \nu \|u\|_{H^m(\Omega)} \|p\|_{H^m(\Omega)} \|v_T\|_{H^m(\Omega)} \left( \frac{h}{k} \right)^{m-1/2} \|\nabla u\|_{H^{m+1}(\Omega)} + \|p\|_{H^m(\Omega)} \|v_T\|_{H^{m+1}(\Omega)}.$$

**Remark 2 (Consistency analysis).** We notice that on $U_h$ the bilinear form $A_h(\cdot, \cdot)$ is unchanged if the projection $\Pi^{k-1}_F$ is removed in the second and the third integral. This has been exploited in the analysis for $H(\text{div})$-conforming HDG discretizations of Biot’s consolidation model and a coupled Darcy-Stokes problem in [7, 8].

For the relaxed $H(\text{div})$-conforming HDG method, one could similarly replace the bilinear form $K_h(\cdot, \cdot)$ with a different bilinear form $K^*_h(\cdot, \cdot)$ that is defined on $(U_h + U_{eq}) \times L^2(\Omega)$ with the following two properties. On the one hand it has – instead of (17) – the consistency property $K_h^*((u, p), (v_h, q_h)) = \langle f, v_T \rangle$ for all $(u, p) \in U_h \times Q_h$, where $(u, p) \in [H^2(\Omega)]^2 \times H^1(\Omega)$ is the solution to the Stokes equation (2). On the other hand the restriction of $K^*_h(\cdot, \cdot)$ to $U_h \times Q_h$ coincides with $K_h(\cdot, \cdot)$. We decided not to introduce this additional bilinear form $K^*_h(\cdot, \cdot)$ in the analysis here as it is rather artificial in view of the definition of the method and its implementation. We however mention that although the analysis with $K^*_h(\cdot, \cdot)$ results in an improved consistency property, the final error bound, cf. Theorem 1 below, would remain unaffected.

**Lemma 3 (Coercivity).** There exists a positive stabilization parameter $\lambda > 0$ such that

$$A_h(u_h, u_h) \geq c_{co} \nu \|u_h\|^2_1 \quad \forall u_h \in U_h,$$

where $c_{co} > 0$ with $c_{co} \neq c_{co}(h, k)$. 
Proof. The proof follows with the same steps as in [10] with the proper $k$ scaling of the inverse inequality. \square

Lemma 4 (LBB). There exists a constant $c_{LBB} > 0$ with $c_{LBB} \neq c_{LBB}(h,k)$ such that

$$
\sup_{u_h \in U_h} \frac{B_h(u_h, p_h)}{\|u_h\|_1} \geq \sup_{u_k \in W_h \times F_h} \frac{B_h(u_k, p_h)}{\|u_k\|_1} \geq c_{LBB} \|p_h\|_{L^2}, \quad \forall p_h \in Q_h. \quad (19)
$$

Proof. The proof is deduced from the key result in [11]. Due to that result we know that there exists a constant $c_{LBB}$ so that to every $p_h \in Q_h$ there is an $H(\text{div})$-conforming $u_T \in W_h$ which provides the estimate

$$
\int_{\Omega} \text{div}(u_T)p_h \, dx \geq c_{LBB} \|p\|_{L^2(\Omega)} \|u_T\|_{H^1}^{DG}
$$

with

$$
\|u_T\|_{H^1}^{DG} := \sum_{T \in T_h} \|
abla u_T\|^2 + \sum_{F \in F_{ext}^h} \frac{k^2}{h} \|u_T^F\|^2 + \sum_{F \in F_{ext}^h} \frac{k^2}{h} \|u_T^F\|^2.
$$

We now choose $u_T := \Pi^{-1}_F \{u_T\}_F$ on interior facets and $u_T = 0$ on exterior facets. Let $T(F)$ be the set of the two neighboring elements to an interior facet. Then, we have

$$
\sum_{F \in F_{ext}^h} \frac{k^2}{h} \|u_T^F\|^2 + \sum_{F \in F_{ext}^h} \frac{k^2}{h} \|u_T^F\|^2 \geq \sum_{F \in F_{ext}^h} \frac{k^2}{h} \|u_T^F\|^2 + \sum_{F \in F_{ext}^h} \frac{k^2}{h} \|u_T^F\|^2 \geq \sum_{T \in T_h} \frac{k^2}{h} \|u_T^\Omega\|^2 \geq \sum_{T \in T_h} \frac{k^2}{h} \|u_T^\Omega\|^2 \|u_T\|_{H^1}^{DG}
$$

and thus $\|u_T\|_{H^1}^{DG} \geq \|(u_T, u_T)\|_1 = \|u_h\|_1$. Note that $u_T \in W_h \subset W_h^\circ$. Hence, there holds

$$
\sup_{u_h \in U_h} \frac{B_h(u_h, p_h)}{\|u_h\|_1} \geq \sup_{u_k \in W_h \times F_h} \frac{B_h(u_k, p_h)}{\|u_k\|_1} \geq \sup_{u_T \in W_h} \int_{\Omega} \text{div}(u_T) p_h \, dx \geq \|u_T\|_{H^1}^{DG} \geq c_{LBB} \|p_h\|_{L^2}, \quad \forall p_h \in Q_h.
$$

□

Corollary 1 (inf-sup of $K_h$). There exists a constant $c_{IS} > 0$ with $c_{IS} \neq c_{IS}(h,k)$ such that

$$
\inf_{(u_k, p_k) \in U_h \times Q_h} \sup_{(v_h, q_h) \neq 0} \frac{K_h((u_k, p_k), (v_h, q_h))}{\|u_k\|_1 \|v_h\|_1 \|p_k\|_1 \|q_h\|_1} \geq c_{IS}.
$$

Proof. This follows from Lemma 3 and Lemma 4. \square

Theorem 1 (Error bound). Let $(u, p) \in [H^1(\Omega)]^2 \cap [H^1(\mathcal{T}_h)]^2 \times H^{l-1}(\mathcal{T}_h)$, $l \geq 2$ be the exact solution of (2) and $(u_h, p_h) \in U_h \times Q_h$ be the solution of the discrete problem (B). For $m = \min(k, l-1)$ there holds the error estimate

$$
\nu \|u - u_h\|_1 + \|p - p_h\|_0 \lesssim \nu \left( \frac{h}{k} \right)^m \|u\|_{H^{m+1}(\mathcal{T}_h)} + \left( \frac{h}{k} \right)^m \|p\|_{H^{m}(\mathcal{T}_h)}
$$

Proof. We start by inserting a continuous interpolation of the exact solution $\Pi^c u \in U_h$ and an element wise $L^2$ projection $\Pi^{-1}_T p \in Q_h$ and use the triangle inequality

$$
\nu \|u - u_h\|_1 + \|p - p_h\|_{L^2} \leq \nu \|u - \Pi^c u\|_1 + \|p - \Pi^{-1}_T p\|_{L^2} + \nu \|\Pi^c u - u_h\|_1 + \|\Pi^{-1}_T p - p_h\|_{L^2}.
$$
Using the properties of the interpolation operators, see Lemma 1, the first two terms can already be estimated with the proper order

\[ \nu \| \Pi^c u - u \|_1 + \| p - \Pi_T^{k-1} p \|_{L^2} \leq \nu \left( \frac{h}{k} \right)^m \| u \|_{H^{m+1}(\tau_h)} + \left( \frac{h}{k} \right)^m \| p \|_{H^m(\tau_h)}. \]  

(21)

For the other two terms we use (14)

\[ \nu \| \Pi^c u - u_h \|_1 + \| \Pi_T^{k-1} p - p_h \|_{L^2} = \sqrt{\nu} \| (\Pi^c u - u_h, \Pi_T^{k-1} p - p_h) \|_1. \]

Using Corollary 1 and (13) yields

\[ \left\| \left( \Pi^c u - u_h, \Pi_T^{k-1} p - p_h \right) \right\|_1 \lesssim \sup_{(v_h, q_h) \neq 0, (v_h, q_h) \neq 0} \frac{K_h((\Pi^c u - u_h, \Pi_T^{k-1} p - p_h), (v_h, q_h))}{\| (v_h, q_h) \|_1} \]

\[ = \sup_{(v_h, q_h) \neq 0, (v_h, q_h) \neq 0} \frac{K_h((\Pi^c u, \Pi_T^{k-1} p), (v_h, q_h)) - \{ f, v_h \}}{\| (v_h, q_h) \|_1}. \]

Using the consistency Lemma 2 and the definition of \( K_h \) we further get

\[ \left\| \left( \Pi^c u - u_h, \Pi_T^{k-1} p - p_h \right) \right\|_1 \leq \sup_{(v_h, q_h) \neq 0, (v_h, q_h) \neq 0} \frac{K_h((\Pi^c u - u_h, \Pi_T^{k-1} p - p_h), (v_h, q_h)) + \mathcal{E}^c(u, p, v_h)}{\| (v_h, q_h) \|_1} \]

\[ = \sup_{(v_h, q_h) \neq 0, (v_h, q_h) \neq 0} \frac{\mathcal{A}_h(\Pi^c u - u, v_h) + \mathcal{B}_h(\Pi^c u - u, q_h) + \mathcal{B}_h(v_h, \Pi_T^{k-1} p - p) + \mathcal{E}^c(u, p, v_h)}{\| (v_h, q_h) \|_1} \]

\[ = \sup_{(v_h, q_h) \neq 0, (v_h, q_h) \neq 0} \frac{\mathcal{A}_h(\Pi^c u - u, v_h) + \mathcal{B}_h(\Pi^c u - u, q_h) + \mathcal{E}^c(u, p, v_h)}{\| (v_h, q_h) \|_1}, \]

where we used \( \text{div}(W^h) \perp_{L^2(\Omega)} (\text{id} - \Pi_T^{k-1})L^2(\Omega) \) in the last step. We start with the estimate of the first term \( \mathcal{A}_h(\Pi^c u - u, v_h) \). Note that \( \Pi^c u \) is a continuous interpolation, thus we have \( [\Pi^c u]_F = [u']_F = 0 \), and by this

\[ \mathcal{A}_h(\Pi^c u - u, v_h) = \sum_{T \in \mathcal{N}_h} \int_T \nu \nabla (\Pi^c u - u) : \nabla v_T \ dx - \int_{\partial T} \nu \frac{\partial (\Pi^c u - u)}{\partial n} \Pi_T^{k-1} [v']_F \ ds. \]

Applying the Cauchy Schwarz inequality we get

\[ \mathcal{A}_h(\Pi^c u - u, v_h) \leq \sum_{T \in \mathcal{N}_h} \nu \| \nabla (\Pi^c u - u) \|_T \| \nabla v_T \|_T + \nu \frac{\sqrt{h}}{k} \| \nabla (\Pi^c u - u) \cdot n \|_{\partial T} \frac{k}{\sqrt{h}} \| \Pi_T^{k-1} [v']_F \|_{\partial T} \]

\[ \leq \sum_{T \in \mathcal{N}_h} \nu \| \nabla (\Pi^c u - u) \|_T^2 \| \nabla v_T \|_T^2 \]

\[ + \sum_{T \in \mathcal{N}_h} \nu \frac{h}{k^2} \| \nabla (\Pi^c u - u) \cdot n \|_{\partial T}^2 \sum_{T \in \mathcal{N}_h} \frac{k^2}{h} \| \Pi_T^{k-1} [v']_F \|_{\partial T}^2. \]
Using estimate (16b) we can bound the first term of the right sum by
\[
\sqrt{\sum_{T \in \mathcal{T}_h} \nu \|\nabla (\Pi^{C^r} u - u)\|^2_T} \leq \sqrt{\sum_{T \in \mathcal{T}_h} \nu \|\nabla v_T\|^2_T} \lesssim \nu \left( \frac{h}{k} \right)^m \|u\|_{H^{m+1}(T_h)} \|v_h\|_1.
\]

For the other term we proceed similar as in [21] by inserting an \(L^2\) interpolation of the gradient of the exact solution, thus we get
\[
\frac{\sqrt{h}}{k} \|\nabla (\Pi^{C^r} u - u) \cdot n\|_{\partial T} \leq \frac{\sqrt{h}}{k} \|\nabla (\Pi^{C^r} u - \Pi^k \nabla u) \cdot n\|_{\partial T} + k^{-\frac{1}{2}} \frac{\sqrt{h}}{k} \|\Pi^k \nabla u - \nabla u\|_{\partial T}.
\]
As \(\nabla \Pi^{C^r} u - \Pi^k \nabla u\) is a polynomial we can use an inverse inequality and with (16b) and (16a) we get
\[
\frac{\sqrt{h}}{k} \|\nabla (\Pi^{C^r} u - \Pi^k \nabla u) \cdot n\|_{\partial T} \leq \|\nabla \Pi^{C^r} u - \nabla u\|_{\partial T} + \|\nabla u - \Pi^k \nabla u\|_{\partial T} \leq \left( \frac{h}{k} \right)^m \|u\|_{H^{m+1}(T)}.
\]

For the other term we use \(k^{-\frac{1}{2}} \leq 1\) and equation (16a) to get \(\|\Pi^k \nabla u - \nabla u\|_{\partial T} \leq \left( \frac{h}{k} \right)^m \|u\|_{H^{m+1}(T)}\). Those two estimates lead to
\[
\sqrt{\sum_{T \in \mathcal{T}_h} \nu \frac{h}{k^2} \|\nabla (\Pi^{C^r} u - u) \cdot n\|_{\partial T}^2} \leq \sqrt{\sum_{T \in \mathcal{T}_h} \nu \frac{k^2}{h} \|\Pi^{k-1} v_h\|_T^2} \lesssim \nu \left( \frac{h}{k} \right)^m \|u\|_{H^{m+1}(T_h)} \|v_h\|_1.
\]

We finally conclude \(A_h(\Pi^C u - u, v_h) \lesssim \nu \left( \frac{h}{k} \right)^m \|u\|_{H^{m+1}(T_h)} \|v_h\|_1\). Using the Cauchy Schwarz inequality and (16b) we also get \(B_h(\Pi^C u - u, q_h) \lesssim \left( \frac{h}{k} \right)^m \|u\|_{H^{m+1}(T_h)} \|q_h\|_{L^2}\). Together with the estimate of the consistency error (18) and the estimate of the first part (21) we finally derive the result. \(\square\)

**Remark 3** (hp-optimal error bounds for the \(H(\text{div})\)-conforming HDG method). Let us comment on the \(H(\text{div})\)-conforming HDG method that is obtained when replacing \(U_h\) with \(W_h \times F_h\) in (B), cf. [12]. As a byproduct of our analysis, we can deduce the error estimate from Theorem 1 also for the \(H(\text{div})\)-conforming HDG method. We notice that the coercivity result in Lemma 3 and the LBB-stability in Lemma 4 already apply for the velocity space \(W_h \times F_h\) and thus also Corollary 1 holds on \(W_h \times F_h\). Finally, the proof of Theorem 1 goes through with only very minor changes.

5. A RECONSTRUCTION OPERATOR FOR RELAXED \(H(\text{div})\)-CONFORMING VELOCITIES

In Section 2.4 in [10] we introduced a velocity reconstruction operator to restore \(H(\text{div})\)-conformity. We denote such a reconstruction operator as \(R_W : W_h^- \to W_h\) and define the canonical extension to \(U_h^+ := W_h \times F_h\) as
\[
R_U : U_h \to U_h^+ ; \quad R_U u_h := (R_W u_T, u_x).
\]

The definition and implementation of such an operator highly depends on the basis of the finite element space. Where a DG-like BDM interpolation could be used in general, a simple averaging of the highest order face type basis functions could be used in the case of a proper \(L^2\) orthogonality on the faces. Both versions are discussed in [10]. Nevertheless we make the following assumptions on such a reconstruction operator.
Assumption 1. We assume that the reconstruction operators $\mathcal{R}_W$ and $\mathcal{R}_U$, respectively, fulfill the following conditions:

$$
\mathcal{R}_W \mathbf{v}_T \in W_h \quad \text{for all } \mathbf{v}_T \in W_h^-,
$$
$$
(\mathcal{R}_W \mathbf{v}_T \cdot n, \varphi)_{L^2(F)} = (\mathbf{v}_T \cdot n, \varphi)_{L^2(F)} \quad \text{for all } \varphi \in \mathcal{P}^{k-1}(F), \mathbf{v}_T \in W_h^-, \ F \in \mathcal{T}_h,
$$
$$
(\mathcal{R}_W \mathbf{v}_T, \varphi)_{L^2(T)} = (\mathbf{v}_T, \varphi)_{L^2(T)} \quad \text{for all } \varphi \in [\mathcal{P}^{k-2}(T)]^d, \mathbf{v}_T \in W_h^-, \ T \in \mathcal{T}_h,
$$
$$
\|\mathcal{R}_U \mathbf{v}_h\|_1 \lesssim \|\mathbf{v}_h\|_1 \quad \text{for all } \mathbf{v}_h \in U_h.
$$

We notice that this assumption has been (analytically) verified for the reconstruction operators discussed in [10] (except for the $k$-robustness of (23d)). Now we define the pressure robust method as

$$
\begin{cases}
\mathcal{A}_h(u_h, v_h) + \mathcal{B}_h(v_h, p_h) = \langle f, \mathcal{R}_U v_h \rangle & \forall \ v_h \in U_h, \\
\mathcal{B}_h(u_h, q_h) = 0 & \forall \ q_h \in Q_h.
\end{cases}
$$

(24)

There holds the following polynomial robust error estimate.

Theorem 2. Let $u \in [H^1_0(\Omega) \cap H^1(\mathcal{T}_h)]^2$, $l \geq 2$ be the velocity solution of (2) and $u_h \in U_h$ be the velocity solution of (PR) where $\mathcal{R}_U$ fulfills Assumption 1. Then there holds $\mathcal{R}_W u_h \in H(\text{div}, \Omega)$, $\text{div}(\mathcal{R}_W u_h) = 0$ and for $m = \min\{k, l - 1\}$ we have

$$
\|u - u_h\|_1 \leq \left(\frac{h}{k}\right)^m \|u\|_{H^{m+1}(\mathcal{T}_h)}.
$$

Proof. Let $u_h^+ \in U_h^+$ and $p^+_h \in Q_h$ be the solution of the pressure robust $H(\text{div})$-conforming HDG method as introduced in [12]. There holds

$$
\begin{align*}
\mathcal{A}_h(u_h^+, v_h) + \mathcal{B}_h(v_h, p^+_h) &= \langle f, v_h \rangle & \forall \ v_h \in U_h^+, \\
\mathcal{B}_h(u_h^+, q_h) &= 0 & \forall \ q_h \in Q_h
\end{align*}
$$

and with similar estimates as in the proof of [11, Theorem 2.3] also

$$
\|u - u_h^+\|_1 \leq \left(\frac{h}{k}\right)^m \|u\|_{H^{m+1}(\mathcal{T}_h)}.
$$

(26)

For an arbitrary $v_h \in U_h$ with $\mathcal{B}_h(v_h, q_h) = 0$ for all $q_h \in Q_h$ we have

$$
\begin{align*}
\mathcal{A}_h(u_h - u_h, v_h) &= \mathcal{A}_h(u_h^+, v_h) - \mathcal{A}_h(u_h, v_h) = \mathcal{A}_h(u_h^+, v_h) - \langle f, \mathcal{R}_U v_h \rangle \\
&= \mathcal{A}_h(u_h^+, v_h - \mathcal{R}_U v_h) + \mathcal{A}_h(u_h^+, \mathcal{R}_U v_h) - \langle f, \mathcal{R}_U v_h \rangle.
\end{align*}
$$

As $\mathcal{R}_U v_h \in U_h^+$ we have $\mathcal{A}_h(u_h^+, \mathcal{R}_U v_h) = \langle f, \mathcal{R}_U v_h \rangle$ and so

$$
\begin{align*}
\mathcal{A}_h(u_h - u_h^+, v_h) &= \mathcal{A}_h(u_h^+, v_h - \mathcal{R}_U v_h) \\
&= \sum_{T \in \mathcal{T}_h} \int_T \nu \nabla u_h^+ : \nabla (v_T - \mathcal{R}_W \mathbf{v}_T) \ dx - \int_{\partial T} \nu \frac{\partial u_h^+}{\partial n} \Pi_F^{k-1}[(v_h - \mathcal{R}_U v_h)^t]_F \ ds \\
&\quad - \int_{\partial T} \nu \frac{\partial (v_h - \mathcal{R}_U v_h)}{\partial n} \Pi_F^{k-1}[(u_h^+)^t]_F \ ds + \int_{\partial T} \nu \frac{\lambda}{h} \Pi_F^{k-1}[(u_h^+)^t]_F \Pi_F^{k-1}[(v_h - \mathcal{R}_U v_h)^t]_F \ ds.
\end{align*}
$$
Using integration by parts on each element we get
\[
\sum_{T \in \mathcal{T}_h} \int_T \nu \nabla u_h^+ \cdot \nabla (v_T - \mathcal{R}_W v_T) \, dx = \sum_{T \in \mathcal{T}_h} \int_T -\nu \Delta u_h^+(v_T - \mathcal{R}_W v_T) \, dx + \int_{\partial T} \nu \frac{\partial u_h^+}{\partial n} \Pi_{F}^{k-1}(v_T - \mathcal{R}_W v_T) \, ds
\]
On the element boundaries we split the difference in a tangential and a normal part
\[
(v_h - \mathcal{R}_U v_h) = (v_h - \mathcal{R}_U v_h)^t + ((v_h - \mathcal{R}_U v_h) \cdot n) \cdot n,
\]
and as \(v_h - \mathcal{R}_U v_h = (v_T - \mathcal{R}_W v_T, 0)\) we can write
\[
(v_h - \mathcal{R}_U v_h) = [(v_h - \mathcal{R}_U v_h)^t]_F + ((v_h - \mathcal{R}_U v_h) \cdot n) \cdot n.
\]
By this it follows
\[
\mathcal{A}_h(u_h^+ - u_h^-_h, v_h) = \sum_{T \in \mathcal{T}_h} \int_T -\nu \Delta u_h^+(v_T - \mathcal{R}_W v_T) \, dx - \int_{\partial T} \nu \frac{\partial u_h^+}{\partial n} \Pi_{F}^{k-1}((v_h - \mathcal{R}_U v_h) \cdot n) \cdot n \, ds
\]
\[
- \int_{\partial T} \nu \frac{\partial (v_h - \mathcal{R}_U v_h)}{\partial n} \Pi_{F}^{k-1}((u_h^+)^t)_F \, ds + \int_{\partial T} \nu \frac{\lambda k^2}{h} \Pi_{F}^{k-1}((u_h^+)^t)_F \Pi_{F}^{k-1}((v_h - \mathcal{R}_U v_h)^t)_F \, ds.
\]
Due to \((23c)\) the first term vanishes. Further note that the difference of the normal part \(((v_h - \mathcal{R}_U v_h) \cdot n) \cdot n\) is a polynomial of order \(k\) which is orthogonal on polynomials of order \(k - 1\), see Lemma 3.1 in [10] which implies that also the second term vanishes. Using the Cauchy-Schwarz inequality, an inverse trace inequality for polynomials and \(\Pi_{F}^{k-1}((u_h^+)^t)_F = \Pi_{F}^{k-1}((u_h^+ - u)^t)_F\) we bound the third term
\[
\sum_{T \in \mathcal{T}_h} \int_{\partial T} \nu \frac{\partial (v_h - \mathcal{R}_U v_h)}{\partial n} \Pi_{F}^{k-1}((u_h^+)^t)_F \, ds \leq \nu \left[ \sum_{T \in \mathcal{T}_h} \frac{k^2}{h} \|\Pi_{F}^{k-1}((u_h^+)^t)_F\|_F^2 \right]^{1/2} \left[ \sum_{T \in \mathcal{T}_h} \frac{h}{k^2} \|\nabla (v_h - \mathcal{R}_U v_h) \cdot n\|_{\partial T}^2 \right]^{1/2}
\]
and similarly the last term
\[
\sum_{T \in \mathcal{T}_h} \int_{\partial T} \nu \frac{\lambda k^2}{h} \Pi_{F}^{k-1}((u_h^+)^t)_F \Pi_{F}^{k-1}((v_h - \mathcal{R}_U v_h)^t)_F \, ds \leq \nu \|u - u_h^+\|_1 \|v_h - \mathcal{R}_U v_h\|_1.
\]
All together this leads to
\[
\nu \|u_h^+ - u_h\|_1 \leq \sup_{v_h \in U_h} \frac{\mathcal{A}_h(u_h^+ - u_h, v_h)}{\|v_h\|_1} \leq \sup_{v_h \in U_h} \frac{\mathcal{A}_h(u_h^+ - u_h, v_h)}{\|v_h\|_1} \leq \nu \|u - u_h^+\|_1.
\]
where we used \((23d)\) in the last step. We conclude the proof by using the triangle inequality and estimate \((26)\).

\[\square\]

**Remark 4.** The crucial part of the proof of Theorem 2 was the usage of the polynomial robust stability estimate of the reconstruction, equation \((23d)\), in the last steps. It is an open question if this assumption holds true. Nevertheless numerical evidence is given in Section 7.1.
6. Solving unsteady incompressible Navier–Stokes equations with operator splitting

We now turn over to the solution of the unsteady incompressible Navier–Stokes equations. As in [12] detailed described, we use operator splitting methods which treat the convection only explicit so that linear systems that need to be solved involve only (symmetric) Stokes-like operators. Thereby the benefits of the hybridization and the reduction of the facet unknowns have a full effect on the efficiency of the method.

6.1. Semi-discretization

As convection is only treated implicitly, there is no point in using a Hybrid (or hybridized) DG formulation for it. Instead we use a standard Upwind DG formulation. We therefore introduce the convection trilinear form

\[ C_h(u_T; w, z) := \sum_T -\int_T w \otimes u_T : \nabla z \ dx + \int_{\partial T} w_T \cdot n \ \hat{w} \ z \ ds, \quad u_T \in W_h, w, z \in V_h. \]  

(27)

where \( \hat{w} \) denotes the upwind value \( \hat{w} = \lim_{x \searrow 0} w(x - \varepsilon u_T(x)) \) and \( V_h \) is the standard DG space \( V_h := \{ w \in \prod_{T \in T_h} [P^k(T)]^2 \} \). Note that the first argument of \( C_h \) has to be in \( W_h \), so that \( u_T \cdot n \) is unique on every facet. Further, we have \( W_h \subset W_h^- \subset V_h \) so that \( C_h \) is well defined for functions in \( W_h^- \). For \( w, z \in U_h = W_h^- \times F_h \) we define, with abuse of notation, \( C_h(u_T; w, z) := C_h(w_T; u_T, z_T) \), i.e. we ignore the facet unknowns. Now, step-by-step we state different semi-discretizations for the unsteady Navier–Stokes equations. For simplicity of presentation we assume that the r.h.s. forcing term \( f \) is zero.

Basic semi-discretization. We start with a straight-forward version. Given initial values for the velocity \( u_0 \in [L^2(\Omega)]^2 \), find \( (u_h(t), p_h(t)) \in U_h \times Q_h, t \in [0,T] \) that solve

\[
\begin{align*}
\left\{ \begin{array}{ll}
\left( \frac{\partial}{\partial t} u_h, v_h \right)_\Omega + A_h(u_h, v_h) + D_h(v_h, p_h) & = C_h(u_T; u_h, v_h) \forall v_h \in U_h, t \in [0,T], \\
D_h(u_h, q_h) & = 0 \\
D_h(v_h, q_h) & = 0 \\
\forall q_h \in Q_h, t \in [0,T].
\end{array} \right.
\end{align*}

(28)

With the definition of the bilinear form \( K_h \), see (13), we can also write: Find \( (u_h(t), p_h(t)) \in U_h \times Q_h, t \in [0,T] \) with \( u_h(0) = \Pi u_0 \) so that for all \( v_h \in U_h, q_h \in Q_h \) and almost all \( t \in [0,T] \) there holds

\[
\left( \frac{\partial}{\partial t} u_h, v_h \right)_\Omega + K_h((u_h, p_h), (v_h, q_h)) = C_h(u_T; u_h, v_h).
\]

(29a)

Here, we moved the convection to the r.h.s. to emphasize the explicit treatment of this term in the full discretization below. The formulation in (29a) is neither pressure robust nor energy stable nor does it provide solenoidal solutions.

Pressure-robust semi-discretization. To obtain a pressure robust formulation, we proceed as in [10] and replace \( v_h \) with \( R_U(v_h) \) where \( R_U \) is the reconstruction operator introduced in Section 5. Hence, we replace (29a) with

\[
\left( \frac{\partial}{\partial t} u_h, v_h \right)_\Omega + K_h((u_h, p_h), (v_h, R_U(v_h))) = C_h(u_T; u_h, R_U(v_h)).
\]

(29b)

Note that the consistency error introduced by the reconstruction operator has been analyzed for the Stokes problem in [10].

Energy-stable semi-discretization. To obtain an energy-stable formulation we would like to have that the convection trilinear form is non-negative if the second and third argument coincide. For this to be true, it is mandatory that the advective velocity (first argument in the trilinear form) is pointwise divergence free, cf. [4]. To achieve this, we replace the \( u_T \) which can be normal-discontinuous (in the highest order moments) with its reconstructed counterpart \( R_U(u_T) \) which is pointwise divergence free. We notice that this perturbation has also been analyzed in [10] and has been found to be of higher order. Applying this modification to (29a) we
obtain the energy-stable formulation
\[
\left( \frac{\partial}{\partial t} \mathbf{u}_h, \mathbf{v}_h \right)_\Omega + \mathcal{K}_h((\mathbf{u}_h, p_h), (\mathbf{v}_h, q_h)) = \mathcal{C}_h(\mathcal{R}_W(u_T); \mathbf{u}_h, \mathbf{v}_h). \tag{29c}
\]

**Energy-stable and pressure-robust semi-discretization.** If we combine the pressure-robust and the energy-stable formulations, we apply the reconstruction operator on the advective velocity (first argument) and the arguments of \( \mathcal{C}_h \) in the reconstruction of the second and the third argument so that we finally apply the reconstruction on all arguments of \( \mathcal{C}_h \) which leads to
\[
\left( \frac{\partial}{\partial t} \mathbf{u}_h, \mathbf{v}_h \right)_\Omega + \mathcal{K}_h((\mathbf{u}_h, p_h), (\mathbf{v}_h, q_h)) = \mathcal{C}_h(\mathcal{R}_W(u_T); \mathcal{R}_U(\mathbf{u}_h), \mathcal{R}_U(v_h)). \tag{29d}
\]

**Pointwise divergence free solutions.** Solutions \( u_h \) obtained by any of the variants (29a)-(29d) can be post-processed by the reconstruction operator to obtain a pointwise divergence free solution at any time in \([0, T]\). If this is done after every time step in a time stepping method, see also next Section, the reconstruction steps for the first two arguments in (29c) and (29d) become unnecessary.

### 6.2. Full discretization with a first order IMEX scheme

To obtain a full discretization we combine the semi-discretization from the last Section with operator splitting type time integration. The operator splitting methods that we consider are of convection-diffusion type, i.e. that the Stokes operator is treated implicitly and the convection operator only explicitly. Different possibilities exist to derive time integration schemes of this type. Here, we only present a very simple prototype method, the first order IMEX scheme. For further details and different suitable schemes we refer to [12, Section 3].

The idea of the first order IMEX scheme is to apply an Euler discretization to any of the semi-discretizations (29a)-(29d) where we use an implicit treatment for the Stokes operator and an explicit treatment for the convection. Taking (29a) as a basis, setting \( \Delta t := t^{n+1} - t^n \) for \( t^n, t^{n+1} \in [0, T] \), this results in the following scheme:

Given \( u_h^n \approx u_h(t^n) \in U_h \) we define
\[
(u_h^{n+1}, p_h^{n+1}) = (\bar{u}_h^{n+1}, p_h^{n+1}) \approx (u_h(t^n), p_h(t^n)) \in U_h \times Q_h,
\]
where \((\bar{u}_h^{n+1}, p_h^{n+1})\) is the solution to
\[
\begin{align*}
(\bar{u}_h^{n+1}, v_h)_\Omega + \Delta t & \mathcal{K}_h((\bar{u}_h^{n+1}, p_h^{n+1}), (v_h, q_h)) \\
= (u_h^n, v_h)_\Omega + \Delta t & \mathcal{C}_h(u_T^n; u_h^n, v_h), \quad \forall (v_h, q_h) \in U_h \times Q_h.
\end{align*} \tag{30}
\]

Corresponding pressure-robust and/or energy-stable versions are easily obtained by introducing corresponding reconstruction operators in \( \mathcal{C}_h(u_T^n; u_h^n, v_h) \). If the solution to every time step should be divergence free, we can simply set \( u_h^{n+1} = \mathcal{R}_U(\bar{u}_h^{n+1}) \). The full-featured version which is energy-stable, pressure-robust and has pointwise divergence free solutions is the following:

Given \( u_h^n \approx u_h(t^n) \in U_h \) we define
\[
(u_h^{n+1}, p_h^{n+1}) := (\mathcal{R}_U(\bar{u}_h^{n+1}), p_h^{n+1}) \approx (u_h(t^n), p_h(t^n)) \in U_h \times Q_h,
\]
where \((\bar{u}_h^{n+1}, p_h^{n+1})\) is the solution to
\[
\begin{align*}
(\bar{u}_h^{n+1}, v_h)_\Omega + \Delta t & \mathcal{K}_h((\bar{u}_h^{n+1}, p_h^{n+1}), (v_h, q_h)) \\
= (u_h^n, v_h)_\Omega + \Delta t & \mathcal{C}_h(\mathcal{R}_W(u_T^n); \mathcal{R}_U(\bar{u}_h^n), \mathcal{R}_U(v_h)), \quad \forall (v_h, q_h) \in U_h \times Q_h.
\end{align*} \tag{31}
\]
We notice that with this version, we preserve all the desirable properties of an \(H(\text{div})\)-conforming method, i.e. energy-stability, pressure-robustness and solenoidal solutions while keeping the linear systems in a structure which allows for an efficient solution.

7. Numerical examples

In this section we present several numerical problems. Besides the different steady Stokes discretizations defined in this work we also consider the different semi-discretizations as defined in Section 6.1 to solve the unsteady Navier–Stokes equations. In order to make it easier to distinguish between the different versions (29a), (29b), (29c) and (29d) we denote solutions of the corresponding problems as \(u^a_h, u^b_h, u^c_h\) and \(u^d_h\) respectively.

Further we also consider the discretization presented in [12]. It is an \(H(\text{div})\)-conforming method with unknowns of order \(k\) (instead of \(k-1\) as for the relaxed methods) involved for the normal-continuity and also unknowns of order \(k\) for the (weak) tangential continuity. Solutions using this type of spatial discretization are denoted by \(u^{\text{PR}}_h\).

Note that we also used this discretization for a comparison of the computational costs in [10, Section 5.2]. All implementations of the numerical examples were performed within the finite element library Netgen/NGSolve, see [17,18].

7.1. Polynomial robustness of problem (PR)

In this section we study the convergence rate with respect to the polynomial order \(k\) on the Kovasznay flow as in [9]. Let \(\Omega = [-\frac{1}{2},1] \times [-\frac{1}{2},\frac{3}{2}]\) and \(\nu = 1/40\). The exact solution of the steady \((\partial u/\partial t = 0)\) Navier–Stokes flow is given by

\[
\begin{align*}
  u &= (1 - e^{\lambda x} \cos(2\pi y), \frac{\lambda}{2\pi} e^{\lambda x} \sin(2\pi y)) \quad \text{and} \quad p := -\frac{1}{2} e^{2\lambda x} + \bar{p}
\end{align*}
\]

with \(\lambda = \frac{1}{2
\nu} - \sqrt{\frac{1}{4\nu^2} + 4\pi^2}\) and \(\bar{p} \in \mathbb{R}\) such that \(p \in L^2_\Omega\), see also Figure 1. We solve a steady Stokes flow and choose \(f := -(u \cdot \nabla) u\) as right hand side such that (32) can be used as reference solution. We used a fixed mesh with \(|\mathcal{T}| = 20\) and the polynomial order \(k \in \{2, \ldots, 14\}\). There are several observations to make. In Table 1 we compare the broken \(H^1\) semi norm errors for several solutions of the given steady Stokes flow. The first column represents the error of the solution \(u_h\) of the variational formulation given by (B). The same error is also given in Figure 2. We can clearly see an exponential convergence of the error as proven in Theorem 1. The third column of Table 1 shows the error of the solution \(u_{h,\text{PR}}\) of the pressure robust variational formulation given by (PR). Theorem 2 predicts an exponential convergence if Assumption 23, especially equation (23d) holds true, see Remark 4. Comparing the error with the first column, we can clearly see no difference, so Theorem 2 seems to hold true. For a further investigation of the polynomial robustness of the reconstruction (23d), the errors of the solutions with a subsequent application of \(\mathcal{R}_\mathcal{T}\) are given in Figure 2 and columns two and four of Table 1. Again one can see no significant difference from which we conclude a numerical evidence of (23d). We want to mention that this problem was chosen such that the irrotational part and the divergence free part of the right hand side are of the same magnitude. By this the comparison of the velocity errors of \(u_h\) and \(u_{h,\text{PR}}\) is more reliable as we do not see the impact of such imbalance as discussed in [10, Section 5.1].

7.2. 2D Schäfer-Turek Navier–Stokes example (\(k\)-convergence)

We consider the two dimensional benchmark problem “2D-2Z” given in [16] where a laminar flow around a cylinder is described. The domain is given by

\[
\Omega := [0,2.2] \times [0,0.41] \setminus \{(x,y) - (0.2,0.2)\} \leq 0.05\}. 
\]
On \( \Gamma \) in our results we consider the convergence of the (maximal and minimal) drag and lift coefficients on the cylinder discretizations we use a fixed mesh with
\[
\frac{e}{h} \to 0
\]
The viscosity is fixed to \( \nu = 10^{-3} \) where we can observe the unsteady vortex street behind the cylinder. For the \( \Omega \) we prescribe natural boundary conditions in normal direction given by
\[
\frac{\partial u}{\partial n} = 0
\]
and on \( \Gamma_w := \partial \Omega' \setminus (\Gamma_{in} \cup \Gamma_{out}) \) homogeneous Dirichlet, thus no slip boundary conditions. The kinematic viscosity is fixed to \( \nu = 0.001 \) resulting in a moderate Reynolds number \( Re = 100 \). In Figure 3 we see a numerical solution at \( t = 8 \) where we can observe the unsteady vortex street behind the cylinder. For the discretizations we use a fixed mesh with \( |T| = 550 \) elements and different polynomial orders. In order to compare our results we consider the convergence of the (maximal and minimal) drag and lift coefficients on the cylinder

![Figure 1. Absolute value \(|u|\) (left) of the velocity and the pressure \( p \) (right) of the Kovasznay flow.](image)

| \( k \) | \( \| \nabla u - \nabla u_h \|_0 \) | \( \| \nabla u - \nabla R_u u_h \|_0 \) | \( \| \nabla u - \nabla u^{PR}_h \|_0 \) | \( \| \nabla u - \nabla R_u u^{PR}_h \|_0 \) |
|---|---|---|---|---|
| 2 | 2.658 | 2.830 | 2.698 | 2.936 |
| 3 | 8.074 \cdot 10^{-1} | 8.416 \cdot 10^{-1} | 8.209 \cdot 10^{-1} | 8.540 \cdot 10^{-1} |
| 4 | 2.002 \cdot 10^{-1} | 2.186 \cdot 10^{-1} | 2.024 \cdot 10^{-1} | 2.251 \cdot 10^{-1} |
| 5 | 4.093 \cdot 10^{-2} | 4.195 \cdot 10^{-2} | 4.120 \cdot 10^{-2} | 4.239 \cdot 10^{-2} |
| 6 | 6.614 \cdot 10^{-3} | 7.033 \cdot 10^{-3} | 6.654 \cdot 10^{-3} | 7.218 \cdot 10^{-3} |
| 7 | 1.016 \cdot 10^{-3} | 1.037 \cdot 10^{-3} | 1.018 \cdot 10^{-3} | 1.041 \cdot 10^{-3} |
| 8 | 1.204 \cdot 10^{-4} | 1.258 \cdot 10^{-4} | 1.207 \cdot 10^{-4} | 1.278 \cdot 10^{-4} |
| 9 | 1.477 \cdot 10^{-5} | 1.511 \cdot 10^{-5} | 1.478 \cdot 10^{-5} | 1.514 \cdot 10^{-5} |
| 10 | 1.385 \cdot 10^{-6} | 1.433 \cdot 10^{-6} | 1.386 \cdot 10^{-6} | 1.446 \cdot 10^{-6} |
| 11 | 1.411 \cdot 10^{-7} | 1.449 \cdot 10^{-7} | 1.411 \cdot 10^{-7} | 1.451 \cdot 10^{-7} |
| 12 | 1.097 \cdot 10^{-8} | 1.131 \cdot 10^{-8} | 1.097 \cdot 10^{-8} | 1.137 \cdot 10^{-8} |
| 13 | 9.706 \cdot 10^{-10} | 1.005 \cdot 10^{-9} | 9.711 \cdot 10^{-10} | 1.006 \cdot 10^{-9} |
| 14 | 2.849 \cdot 10^{-10} | 2.846 \cdot 10^{-10} | 2.843 \cdot 10^{-10} | 2.841 \cdot 10^{-10} |

Table 1. Comparison of the broken \( H^1 \) (semi) norm error for the Kovasznay flow and different orders \( k = 2, \ldots, 14 \).
Figure 2. The broken $H^1$ (semi) norm error for the Kovasznay flow and different orders $k = 2, \ldots, 14$.

$$\Gamma_o := \partial \{(x_1, x_2) - (0.2, 0.2)\| \leq 0.05\}$$

given by

$$c_D := \int_{\Gamma_o} \left( \nu \frac{\partial u}{\partial n} - pn \right) \cdot e_x \, ds, \quad c_L := \int_{\Gamma_o} \left( \nu \frac{\partial u}{\partial n} - pn \right) \cdot e_y \, ds.$$

For the time discretization we used a second order diagonal Runge Kutta IMEX scheme similar to the first order version described in Section 6.2 with a time step $\Delta t = 5 \cdot 10^{-4}$. Looking at Tables 2 and 3 we can make several observations. In the first two columns the drag and lift coefficients are given for a fully $H(div)$-conforming discretization $u_{n,t}$ (see introduction of Section 7). All values show a rapid convergence with respect to the polynomial order and are as accurate as the values presented in [6] (where a lot more degrees of freedom are used). In the third and fourth columns the values for the discretization (29a) are presented. In the lowest order case this method was not stable. However, increasing the polynomial order induces a proper convergence and a high accuracy is achieved. For the discretization (29c) we can make similar conclusions as with discretization (29a). The last two columns presents the values of discretization (29d). This method shows a similar behavior as the previous ones. When we compare for example max $c_D$ for $k = 4$ we only see a difference of $10^{-4}$, achieved with a method that was just as expensive, with respect to computational costs of the linear solver, as the $H(div)$-conforming method with order $k = 3$, see [10, Section 5.2]. Finally we want to mention that discretization (29b) was not stable. This might be due to the lost skew–symmetry

$$C_h(u_T; u_h, R_U(v_h)) \neq -C_h(u_T; R_U(u_h), v_h)$$

and the usage of only a discrete divergence free advection velocity $u_T$ with discontinuities in the highest order normal modes across edges.

7.3. A Navier–Stokes example: “Planar lattice flow”

In this example we want to make a qualitative comparison between different numerical solutions of a Navier–Stokes problem. We consider a “planar lattice flow” given by four vortices which are rotating in opposite directions on fixed positions on $\Omega = [0, 1]^2$. We assume periodic boundary conditions, a zero right hand side $f = 0$, and an initial velocity

$$u(x, y, t = 0) = u_0(x, y) = \begin{pmatrix} \sin(2\pi x) \sin(2\pi y) \\ \cos(2\pi x) \cos(2\pi y) \end{pmatrix}.$$
Two different meshes with mesh size \( \Delta h = 1 \) resulting flow fields for the discretizations (29a), (29b), (29c) and (29d) using the same second order diagonal \( L \) point character of the start values, see [13]. In Figure 5 we compare the time evolution of the small perturbations result in very chaotic flow fields due to the periodic boundary conditions and the saddle convective terms are dominating. In Figure 4 the initial velocity is plotted. This problem is interesting because the exact solution is given by \( u(x, y, t) = u_0(x, y)e^{-8s^2\rho t} \). We choose a small viscosity of \( \nu = 10^{-6} \) such that the convective terms are dominating. In Figure 4 the initial velocity is plotted. This problem is interesting because small perturbations result in very chaotic flow fields due to the periodic boundary conditions and the saddle point character of the start values, see [13]. In Figure 5 we compare the time evolution of the \( L^2 \) norm of the resulting flow fields for the discretizations (29a), (29b), (29c) and (29d) using the same second order diagonal Runge Kutta IMEX scheme as in Section 7.2 with a time step \( \Delta t = 1 \cdot 10^{-4} \), polynomial orders \( k = 4, 6 \) and two different meshes with mesh size \( h \approx 0.1 \) resulting in \( |T| = 212 \) and \( h \approx 0.05 \) resulting in \( |T| = 924 \).
that we have chosen such a small time step to neglect errors caused by the time discretization. To validate this behavior several tests with smaller time steps were performed and lead to (essentially) the same results. Further note that we used unstructured meshes, thus we do not exploit the saddle-point structure of the flow. Similar to Example 7.2, the semi-discrete method (29d) is the most accurate compared to the fully \( H(\text{div}) \)-conforming method. Methods (29a),(29b) and (29c) are stable but result in big errors quite early in time. The behavior of the error is consistent with the observations in [19].
$k = 4, h \approx 0.1$

$k = 4, h \approx 0.05$

$k = 6, h \approx 0.1$

$k = 6, h \approx 0.05$

$||u - u_{n,t}^h||_0$, $||u - u_d^h||_0$, $||u - u_a^h||_0$, $||u - u_b^h||_0$, $||u - u_c^h||_0$

Figure 5. Time evolution of the $L^2$ norm for the lattice flow problem.
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