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Abstract—Service composition is an important software development activity in the various phases of a service-oriented system. Developers would be keen to gauge the maintainability of the services they compose from the services available in a system. Complexity is widely acknowledged as a predictor of maintainability. McCabe’s cyclomatic complexity is accepted as a reliable metric for measuring complexity. This paper explains usefulness of a result from McCabe’s work in computing cyclomatic complexity of composite modules or components. It suggests improvements to an existing formal model of service-oriented system. It then applies the McCabe’s result to define recursively a cyclomatic complexity generalization for a composite service.
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I. INTRODUCTION

A Service-oriented system, SOA-based system or SOA solution is a distributed software system that is based on the architectural style service-oriented architecture (SOA), where systems consist of service users and service providers [1], [2]. The computing paradigm that utilizes SOA as the architectural style for developing service-oriented software is called service-oriented computing (SOC) [3]. An SOA ecosystem is an environment encompassing one or more social structure(s) and SOA-based system(s) that interact together to enable effective business solutions. A social structure is defined as a nexus of relationships amongst people brought together for a specific purpose.

SOA can be understood in terms of two basic concepts: layers and binding. Fig. 1 shows the SOA layers or the SOA stack [3]-[6]. In static binding (Fig. 2) the service requesters are bound to provided services at design time, whereas in the case of dynamic, run-time scenario (Fig. 3), service requesters dynamically discover, select the requisite services from a registry, and bind thereof to selected services.

Service composition is an important software development activity in the various phases of a service-oriented system [7]. Developers would be keen to gauge the maintainability of the services they compose from the services available in a system [8], [9]. Complexity can be seen as degree of difficulty in understanding the structure of design artifacts; or the amount of the internal work performed by a design artifact [10]-[12]. Complexity is an important structural or design characteristic besides size, coupling and cohesion. Structural properties represent internal quality and they are correlated to external quality characteristics such as maintainability, reliability, and performance. It has been widely accepted that high quality software should exhibit low complexity [13]-[17]. McCabe’s cyclomatic complexity (MCC) is widely accepted as a reliable design metric for measuring complexity [18], [19]. This paper explains usefulness of a result from McCabe’s work in computing cyclomatic complexity of composite modules or components. It suggests improvements to an existing formal model of service-oriented. It then applies McCabe’s result to define recursively a cyclomatic complexity generalization for a composite service.

The remaining paper is structured as follows. Section II discusses an important formal model for service-oriented system and the MCC metric in brief. Section III covers related work. Section IV suggests improvements to an existing SOS formal model. Section V presents our recursive metric for composite service. Section VI presents a brief discussion and Section VII concludes and discusses future research possibilities.

II. FORMAL MODELS AND METRICS

A. The Perepletchikov-Ryan-Frampton-Schmidt Model

We present here briefly the elements of the Perepletchikov-Ryan-Frampton-Schmidt model [16], [20]-[22]. There are many other models, metrics and measurement work [5], [13], [23]-[29]. In the general case, a service-oriented system, SOS, is formally defined as: $SOS = < SI, BPS, C, I, P, H, R >$, where $SI$ is the set of all service interfaces in the system; $BPS$ is the set of all business process scripts; $C$ is the set of all object-oriented (OO) classes; $I$ is the set of all OO interfaces; $P$ is the set of all procedural packages; and $H$ is the set of all package headers. Generally, the elements of these sets are called service implementation elements, each denoted as $e$.

Given a system, $SYS$, a service $s$ can be defined as: $s = < s_l, BPS_s, C_s, I_s, P_s, H_s, R_s >$ is a service of $SYS$ if and only if $s_l \in SI \land \{(BPS_s \subseteq BPS \land C_s \subseteq C \land I_s \subseteq I \land P_s \subseteq P \land H_s \subseteq H) \land (BPS_s \cup C_s \cup I_s \cup P_s \cup H_s <\rightarrow s) \land R_s \subseteq R\}$.

The $<\rightarrow$ symbol represents service membership. A service boundary is logical rather than physical. The model proposes that we need to examine the possible call paths in response to invocations of service operations via the service interface in order to determine whether an element is a member of a service.$s_l$, is a singleton set since a service $s$ will have just one service interface $s_l$. $R$ is the set of overall static coupling relationships (design-time and inter-modular) of $SYS$, i.e., $R \subseteq R_s \subseteq E \times E$, where $E$ is the set of all service implementation elements $e$’s, i.e., $E = SI \cup BPS \cup C \cup I \cup
\( P \cup H \) is the set of all common and possible relationships on \( E \times E \). The static coupling relationships of service \( s \), \( R_s \), can be categorized as:

**Interface to implementation relationships**, \( IIR(s) = \{(si, e): si = si \land e \in (BPS_s \cup C_s \cup P_s)\} \)  \hspace{1cm} (1)

**Internal service relationships**, \( ISR(s) = \{(e_1, e_2): e_1, e_2 \in (BPS_s \cup C_s \cup I_s \cup P_s \cup H_s)\} \)  \hspace{1cm} (2)

**Incoming relationships**, \( IR(s) = \{(e, e_2): e \in (BPS_s \cup C_s \cup I_s \cup P_s \cup H_s) \land e_2 \in (BPS_s \cup C_s \cup P_s \cup H_s)\} \)  \hspace{1cm} (3)

**Outgoing relationships**, \( OR(s) = \{(e_1, e): e_1 \in (BPS_s \cup C_s \cup I_s \cup P_s \cup H_s) \land e \in (BPS_s \cup C_s \cup I_s \cup P_s \cup H_s)\} \)  \hspace{1cm} (4)

**Service incoming relationships**, \( SIR(s) = \{(e, si): e \in (BPS_s \cup C_s \cup P_s) \land si = si\} \)  \hspace{1cm} (5)

**Service outgoing relationships**, \( SOR(s) = \{(e, si): e \in (BPS_s \cup C_s \cup P_s) \land si \neq si\} \)  \hspace{1cm} (6)

**Service outgoing relationships**, \( SOR(s) = \{(e, si): e \in (BPS_s \cup C_s \cup P_s) \land si \neq si\} \)  \hspace{1cm} (7)

---

**B. McCabe’s Cyclomatic Complexity**

MCC can be briefly explained as follows [15]. Control flow graph is a directed graph with unique entry and exit points. Each node in the graph corresponds to a block of code in the program where the flow is sequential, and the edges correspond to the branches taken in the program. It is assumed that each node can be reached by the entry node and each node can reach the exit node. The cyclomatic complexity of a control flow graph (CFG), whether structured or unstructured, with \( p \) connected components is

\[ C = e - n + 2p \]  \hspace{1cm} (8)

For a CFG with single connected component,

\[ C = e - n + 2 \]  \hspace{1cm} (9)

Alternatively, if there are \( \pi \) simple predicates (a decision node with either of two outcomes or a condition), the cyclomatic complexity of the CFG, whether structured or unstructured, is...
III. RELATED WORK

MCC has had many applications, having been adapted to parallel programs [19], concurrent module network model [14] and embedded software [30]. Vasconcelos et al. [31] have adapted MCC to derive a complexity metric for what they call ISA (Information System Architecture). The work by Perepletchikov et al. treats complexity for service-oriented systems as an amalgamation of cohesion and coupling [16]. Cardoso’s work for business process workflows borrows some ideas from McCabe’s cyclomatic complexity [32], [33]. However, Cardoso’s work seems to apply to generic business processes, not to those related to service compositions like BPEL workflows. Mao [26] describes MCC for composite services specified using Petri-Nets. Gruhn and Laue [13] discuss, besides Cardoso’s work, issues involved in defining MCC for a business process workflow in the classic fashion (edges-nodes+2). They do mention that nested structures (e.g., modules/composing-services) should contribute to greater overall complexity. However, none of Cardoso, Mao and Gruhn-Laue recursively take into account the underlying modules and components. McCabe does suggest a method to calculate the complexity of a collection of programs, particularly a hierarchical nest of subroutines [15]. It is this method that we employ to define a recursive definition of cyclomatic complexity for a composite service.

Hall and Preiser [14] argue that MCC as adapted to network of modules should take into account complexities of individual modules at nodes. Hall and Preiser do suggest a metric similar to ours but they do not refer to the McCabe’s result (MR, as discussed in the Section V) and as a result do not suggest an exact cyclomatic complexity metric for network of modules. We do not find any report on recursive generalization of cyclomatic complexity for a composite service. Though our previous work [34] did propose a cyclomatic complexity metric for a service that reflects a few ideas we present here, it does not directly treat composite service and presents no derivation as we do here. In particular, the work suggests that cyclomatic complexity of a service should be sum of cyclomatic complexities of all its, operations, treating the whole service as a graph of control flow graphs of operations as disconnected components. Our present work fulfills the needs explained here.

IV. FORMAL MODEL IMPROVEMENTS

Our metric is applicable to service compositions created using standard programming frameworks (e.g., Java Web Services). A typical scenario is shown in Fig. 4 [35]. Hansen [35] calls such applications “enterprise-quality SOA applications.” A typical service implementation element of the composition is shown in the Listing 1. Such compositions can be modeled as CFGs since control flow analysis (CFA) is suitable for analyzing structured and object-oriented programs [36]. However, it is even possible to apply, in a restricted manner, as explained in the Section VI, the metric to business process compositions obtained using service composition engines like BPEL.

\[
C = \pi + 1
\]  

(10)

1. public abstract class ShopperImp {
2. 
3. public static ShopperImp newShopperImp(Store src) {
4. if (src == null) {
5. throw new IllegalArgumentException("src may not be null.");
6. }
7. switch (src) {
8. case YAHOO:
9. return
10. newYahooShopperImp(ShopperCredentials.getYahooAccessKeyID());
11. case EBAY:
12. return
13. newEBayShopperImp(EBayShopperImp. EBAY_PRODUCTION_SERVER);
14. case AMAZON:
15. return
16. newAmazonShopperImp(ShopperCredentials.getAmazonAccessKeyID());
17. default:
18. throw new RuntimeException("Unknown source: " + src.getName());
19. }
20. }

Listing 1. The ShopperImp. newShopperImp() Factory Method

A composite service itself is a recursive composition of composing services (atomic, composite or both), components and standard programming nodes. Any metric for a composite service would need to take that into account. The complexity metric that we intend to generalize for a composite service, MCC, is essentially CFG-based. We needed an SOS model that is graph-based, structure- and behavior-based in terms of implementation elements and thus would allow us to delineate CFGs of implementation elements in a bottom-up manner. We found the Perepletchikov-Ryan-Frampton-Schmidt model (sub-section II.A) a suitable choice. However, some issues that we identify in relation to the model are:

a) The logical boundary of a service is not clearly defined. Given the graph union of sets CSes, where a CS itself is a graph union of all invocation/call sequences (each denoted as cs) possible for a service operation across elements (or modules, e’s), the model defines the set of elements across this graph union to be the logical boundary of the service. Symbolically, this set is BPS ∪ C ∪ I ∪ P ∪ H. The model restricts the elements of this set to “reachable” elements, excluding called/invoked elements participating in OR(s). The model excludes them for atomic services (SOR(s) ∪ OR(s) = ∅) but includes them for composite services (SOR(s) ∪ OR(s) ≠∅). This is inconsistent. It appears that the model has not clearly distinguished among the concepts of abstract
sequential control flow (as represented by a CFG) of an executable artifact, invocations/calls the artifact would make as function calls (e.g., recursive, static method calls etc.), invocations/calls on injected dependencies (also an e) like dynamic web components, the nested calls those calls might make in turn (again, on called/invoked elements participating in the respective OR(e)’s of those elements, whether functions or injected dependencies) and calls to composing-service operations.

b) An atomic service is not clearly defined. The definition given is: A service s with \( SOR(s) \cup OR(s) = \Phi \) is called an atomic service. It misses requiring that the set BPS, be a null set. BPSes are, as also assumed in this model, executable composite services. As another gap, consider a CDI-style bean that is defined as a JAX-RS root resource class as in the Listing 2 would be exposed as an atomic service. The element e1, the root resource class, shows dependency on another element e2, a container-managed component, MyOtherCdiBean. The element e2 is a reusable component and could be injected anywhere else as well in the global namespace of the web server. This dependency is clearly an outgoing relationship and thus an element of \( OR(s) \).

c) The standard definition of an atomic service, as follows, does not necessarily require \( OR(s) \) to be a null set: An atomic service is a well-defined, self-contained function that does not depend on the context or state of other services [37], [38]. Defining atomic services clearly would make the model more in line with the widely accepted layering shown in Fig. 1 and the ISO/IEC 18384-1-3 standard [1]; it is clear atomic services are basic blocks whereas composite services can appear in the higher business process layer of an SOS as well. The definition of \( SIR(s) \) does not include static incoming relationships from composite services other than BPS. For example, the kind of composite service we introduced in the beginning of this section (Fig. 4) is not a bps.

d) A composite service or an atomic service itself has not been included as an element of either a system SOS or a service s. If services are allowed to be composed from atomic and other composite services, those composing services themselves become elements of the SOS. The ISO/IEC 18384-1-3 standard [1] specifies that any service, whether atomic or composite, would itself be an element of SOS.

The above points analyzed together lead us to conclude:

i. The logical boundary of any public service operation should be the union of the CFG of its main thread of execution and CFGs of all its explicit child threads (if any). Each such CFG constitutes a separate connected component. Function- and injected-dependency calls (asynchronous, synchronous, global, static method calls, recursive or any valid combination thereof) and composing-service calls will each be represented as a node in the CFGs and thus be part of the logical boundary. The executions of such calls are not part of the logical boundary. All possible executions of a call constitute separate CFG. This concept is explained later in the Section V using McCabe’s result. The logical boundary of a service should be the graph union of all such logical boundaries of its operations. If there is a call c1 to an operation o1 of an element e and another call c2 to a different operation o2 of e, each such call is a node. If there is another call c3 to the same operation o1 of the same element e, it will also be a separate node.

ii. An SOS should be defined as \( SOS = \{ SIL, C, I, P, H, A, CPS, R \} \), where A denotes all atomic services and CPS denotes all composite services in the system. CPS will include composite services created on top of service composition engines as also those created on top of application programming frameworks.

We can now define a service recursively as follows.

Given a service-oriented system, SYS, a service s can be defined as:

\[
S = < s_1, C_1, I_1, P_1, H_1, f_1, R_1 >
\]

a) is a service of SYS if and only if \( s_1 \in SI \land \{ (C_1 \subseteq C \land I_1 \subseteq I \land P_1 \subseteq P \land H_1 \subseteq H) \land \{ C_1 \cup I_1 \cup P_1 \cup H_1 \} = D(f_1) \land (R_1 \subseteq R) \} \).

1. @Path("/cdibean")
2. public class CdiBeanResource {
3. @Path("/cdibean")
4. @Inject MyOtherCdiBean bean; // CDI injected bean
5. @GET
6. @Produces("text/plain")
7. public String getIt() {
8. return bean.getIt();
9. }

Listing 2. A JAX-RS root resource class.

\( f_i \) is the logical boundary of the service \( s_i \). Only elements that are either included (such as header files in C++) to the logical boundary of a service or used (such as OO interfaces) by elements that are in the logical boundary and not reused anywhere else except within a service can be said to exclusively belong to the service. These elements are extracted by \( D(f_i) \) as the set \( D(f_i) \). Such a service is called an atomic service.

\[
S = < s_1, C_1, I_1, P_1, H_1, f_1, R_1 >
\]

b) is also a service of SYS if and only if \( s_1 \in SI \land \{ (C_1 \subseteq C \land I_1 \subseteq I \land P_1 \subseteq P \land H_1 \subseteq H) \land \{ C_1 \cup I_1 \cup P_1 \cup H_1 \} = D(f_i) \land (R_1 \subseteq R) \} \). Such a service is called a composite service.

\[
R \subseteq E \times E \text{ where } E \text{ is the set of all service implementation elements } e_i \text{‘s, i.e., } E = SI \cup C \cup I \cup P \cup H \cup A \cup CPS. \text{ R is the set of all common and possible relationships of an SOS.}
\]
V. CYCLOMATIC COMPLEXITY FOR A COMPOSITE SERVICE

McCabe [15] argues that tracking the MCC of a program under development and keeping it low should help in modularization of the program and thus keep it testable and maintainable. More specifically, he explains that every structured program can be reduced to the CFG shown in the Fig. 5 by successively replacing its every control flow subgraph (that is, a subgraph with unique entry and exit nodes) with a single node. The CFG in the Fig. 5 has essential complexity (\( ec \)) of 1. Likewise, every unstructured CFG with \( m \) control subgraphs has essential complexity,

\[
ec = C - m
\]  

where \( C \) is its MCC.

If all its control subgraphs are successively removed, replacing each with a single node, we get a fully unstructured CFG with essential complexity equal to its MCC.

\[
ec = C - 0 = C
\]  

The essential complexity of a graph indicates the extent to which it can be reduced. Each removed control graph can be implemented as a separate module. In other words, whether it is a structured or unstructured graph, the process of modularization involves reducing its MCC to a suitable complexity. One might still be interested in computing the complexity of the overall program (main program and its modules). The process of composition is a related but slightly different process. One starts with a main program of suitable complexity and as more and more nodes are implemented as interface invocations/calls to reusable modules or components, either available off-the-shelf or developed from scratch, the complexity of the overall program (main program and its modules) might need to be tracked too. Significantly, to compute the cyclomatic complexity of the overall program, McCabe presents a result [15]. He provides justification using an example as reproduced in Fig. 6. Suppose there is a main routine \( M \) that calls subroutines \( A \) and \( B \). All three routines taken together are treated as one collection consisting of three connected components.

\[\text{Fig. 5. The CFG with unit essential complexity.}\]

\[\text{Fig. 6. McCabe’s example.}\]
The main routine maintains the abstract sequential control in the manner imposed by these CFGs. It does not transfer this control to any of the sub-routines. The main routine suspends (blocks) its abstract sequential control by storing the current program counter (PC) on a call stack. In other words, the main routine only transfers the machine control to a subroutine, which then starts its complete sequential flow till the end and then transfers back the machine control to the main routine. The main routine resumes its abstract sequential flow at the PC it blocked by retrieving it from the stack. If it is an asynchronous call, the main routine does not even suspend; the call is executed on a separate thread. This scenario applies to the situations where an operation of a service implementation element \( e \) or a composite service calls operations on some other composing components or services. Applying the formula (Eq. 8) for connected components to the example in Fig. 6 with \( p = 3 \), the complexity \( C \) is,

\[
C = e - n + 2p = 13 - 13 + 2 \times 3 = 6 \quad (13)
\]

Also,

\[
C = C(M) + C(A) + C(B) = 2 + 2 + 2 = 6 \quad (14)
\]

McCabe’s Result (MR): In general, the complexity of a collection of \( k \) control graphs is equal to the summation of their individual complexities,

\[
C(G) = e - n + 2p = \sum_{i} e_i - \sum_{i} n_i + 2k = \sum_{i} (e_i + n_i + 2) = \sum_{i} C_i \quad (15)
\]

McCabe clarifies that the above result can be used to calculate the complexity of a collection of programs, particularly, such as a hierarchical nest of subroutines. For example, to compute the overall complexity of an operation of a composite service or component, that, in turn, calls some operations on other services or components, the cyclomatic complexities of CFGs of individual invoked operations of composing services or components are simply added to the cyclomatic complexity of the operation. In general, McCabe’s result is applicable to a graph consisting of separate connected components.

We now recursively define a cyclomatic complexity generalization for composite services. For any thread of execution, for example, a thread of execution of a function-call or an injected dependency call, given that the nodes in its CFG are standard programming nodes, its cyclomatic complexity \( C_p \) is

\[
C_p = \text{edges} - \text{nodes} + 2 \quad (16)
\]

The CFG constitutes the logical boundary (as explained in the Section IV) of the thread of execution, \( p \).

Next, we describe computation of the cyclomatic complexity of a multi-thread concurrency program \( cp \). Developers might use such a concurrency in writing service implementation elements. We assume that developers use only standard programming nodes in writing these threads. The CFGs of the main thread and its explicit child threads are separate connected components. Applying MR,

\[
C_{cp} = C_{mt} + \sum_{i} C_{cit} \quad (17)
\]

where \( C_p \) is the complexity of the complete program \( cp \), \( C_{mt} \) is complexity of the main thread and \( C_{cit} \) is complexity of \( i^{th} \) child thread. \( C_{mt} \) and \( C_{cit} \) can be computed using the Eq. 16.

The union of the CFGs of the main thread and the explicit child threads constitute the logical boundary of the program \( cp \).

Next, let us treat a recursive function. We assume that the function is written using standard programming nodes only. For a recursive function, the cyclomatic complexity will just be the complexity of the CFG of the function. All nested recursive calls will be made to the same function.

\[
C_r = C_{cf} \quad (18)
\]

\( C_r \) can be computed using the Eq. 16. The CFG constitutes the logical boundary of the recursive function, \( r \).

Consider a generic software artifact encapsulating some functionality that is available via call/invocation: e.g., an operation of a service (e.g. an operation of a service endpoint class), an operation of an element \( e \) etc. Denote it as \( o \). Suppose \( o \), in turn, makes a number of dependency calls to other similar software artifacts. One or more calls to the same artifact will be treated as one outgoing static coupling. Each such coupling will be an element of \( OR(o) \). Any other elements called by calls nested further are also similar software artifacts. Denote \( p^{th} \) operation called by a dependency call as \( dop \). The cyclomatic complexity of the software artifact \( o \) is, applying MR,

\[
C_o = C_{of} + \sum_{p} C_{dop} \quad (19)
\]

where \( C_{of} \) is the complexity (computed using any combination applicable from the Eqs. 16-18) of the logical boundary of the operation \( o \) and \( C_{dop} \) is the complexity of the \( p^{th} \) dependency operation \( dop \) called from the logical boundary of \( o \).

Consider a service implementation element \( e \) such that \( e \) is in \( C \cup P \). The cyclomatic complexity of any of its public operations can be defined as follows. (Service interfaces SI and OO interfaces I do not have any control flow complexity; and package headers H do not have any stand-alone control flow complexity since they are supposed to contain only inline functions and a compiler will compile a package header along with some procedural package or class). For every operation \( eo \) of an implementation element \( e \), there will be a logical boundary \textit{across} standard programming nodes (e.g., if else) and dependency calls to \( i \) operations \( deo \) of some other similar elements \( e \in E \subset C \cup P \) and any other elements called by calls nested further are also \( e \in E \subset C \cup P \).

Each dependency call (e.g., a function-call, injected-dependency call etc.) to an \( e \)’s operation is treated as a node in the logical boundary. (The executions of such calls constitute separate logical boundaries.) One or more calls to the same operation will be treated as one outgoing static coupling. Each such coupling will be an element of \( OR(eo) \). The complexity of the logical boundary (we use \( f \) to denote it) can be calculated using any combination applicable from the Eqs. 16-18 as \( C_{of} \). Let the complexity of an operation of a dependency that is called be denoted with \( C_{deo} \). The total complexity of \( eo \) will be, applying Eq. 19,

\[
C_{eo} = C_{ef} + \sum_{f} C_{deo} \quad (20)
\]

Consider an atomic service \( as \). For each operation \( aso \) in the atomic service \( as \), there will be a logical boundary \textit{across}.
standard programming nodes (e.g. if else) and nested calls to operations deo’s of some other elements e. Each nested call (e.g., a function-call or injected-dependency call) to any other e’s operation is treated as a node. (As clarified earlier in this section, the executions of such calls constitute separate logical boundaries.) One or more calls to the same operation will be treated as one outgoing static coupling. Each such coupling will be an element of OR (aso). The complexity of the logical boundary is computed using any combination applicable from the Eqs. 16-18. Let this be denoted $C_{aso}$. Then, applying Eq. 19, the total complexity of each operation is computed as

$$C_{aso} = C_{aso} + \sum_{q} C_{deo}$$

(21)

where $deo$ (using Eq. 20) is the complexity of the $q^{th}$ element-operation called from the logical boundary of $as$.

For the atomic service $as$, each of the logical boundaries of its various operations form separate connected components. Applying MR,

$$C_{as} = \sum_{f} C_{asso}$$

(22)

As we mentioned in the Section III, our previous work [34] reports this metric.

Consider a composite service $cps$. For each operation $cpso$ of the service, there will be a logical boundary across composing-service operation calls (each treated as a node), dependency calls to operations deo’s on some $e$’s ($e$ is not a service but can make nested calls to services) and standard programming nodes (e.g. if else). Each call to an $e$’s operation is treated as a node. (The executions of such calls constitute separate logical boundaries.) One or more calls to the same operation will be treated as one outgoing static coupling. Each such coupling will be an element of OR ($cps$). The cyclomatic complexity of the logical boundary is computed using any combination applicable from the Eqs. 16-18 as $C_{cpso}$. Let the complexity of a $k^{th}$ operation invoked on a composing service (it can be either atomic or composite) be denoted by $C_{coso}$. Let the complexity a $u^{th}$ operation invoked via a dependency call be $C_{deo}$ (using Eq. 19). Applying Eq. 19, the total complexity of the composite service operation $cpso$ is

$$C_{cpso} = C_{cpso} + \sum_{k} C_{coso} + \sum_{u} C_{deo}$$

(23)

For the composite service $cps$, each of the logical boundaries of its various operations form separate connected components. Applying MR,

$$C_{cps} = \sum_{v} C_{cpsov}$$

(24)

$C_{cpsov}$ is the complexity of $v^{th}$ operation. $C_{cps}$ denotes the cyclomatic complexity of the composite service $cps$.

VI. DISCUSSION

It is even possible to apply, in a restricted manner, the metric to business process compositions as achieved using BPEL [39], [40] provided there are no concurrent/parallel elements (like $<flow>$, parallel $<for-each>$), synchronizing dependencies (defined by $<link>$ node) and external one-way events (the $<invoke>$ activity should not allow a business process to invoke a one-way call on a port Type offered by a partner and there should be no $<onAlarm>$ events). A $<scope>$ node should be treated as a single node in the logical boundary of the composition.

With these assumptions, the business process flow graph is the same as the logical boundary of the business process. Consider a business process graph for a composite service with a single operation as an example as in Fig. 7 [17]. Applying Eq. 23,

$$C_{cpsov} = C_{cpso} + \sum_{k} C_{coso}$$

(25)

Using Eq. 16, the cyclomatic complexity for the logical boundary is 2. There are six nodes and six edges. So,

$$C_{cpsof} = 6 - 6 + 2 = 2$$

(26)

Assume every operation corresponding to a service-operation invocation, $coso$, has complexity 2.

$$C_{cpso} = 2 + 2 + 2 = 8$$

(27)

VII. CONCLUSION

This paper identifies and explains an exact cyclomatic complexity metric for composite components. Further, it presents a recursive definition of cyclomatic complexity metric for a composite service. Complexity is an important design predictor of maintainability and a comprehensive complexity metric as cyclomatic complexity will help developers in gauging the maintainability of composite services they compose. Moreover, the method can be generally applied to any composite component or module. The paper also
demonstrates initial work toward making fundamental improvements to a prominent model. In our future work, we intend to take forward these improvements, develop a comprehensive model and suggest more metrics.
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