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Abstract. The well-known theorems of Stieltjes, Hamburger and Hausdorff establish conditions on infinite sequences of real numbers to be moment sequences. Further, works by Carathéodory, Schur and Nevanlinna connect moment problems to problems in function theory and functions belonging to various spaces. In many problems associated with realization of a signal or an image, data may be corrupt or missing. Reconstruction of a function from moment sequences with missing terms is an interesting problem leading to advances in image and/or signal reconstruction. It is easy to show that a subsequence of a moment sequence may not be a moment sequence. Conditions are obtained to show how rigid the space of sub-moment sequences is and necessary and sufficient conditions for a sequence to be a sub-moment sequence are established. A deep connection between the sub-moment measures and the moment measures is derived and the determinacy of the moment and sub-moment problems are related. This problem is further related to completion of positive Hankel matrices.

1. Introduction

While numerous applications of moment problems with a complete set of moments have been been identified, they are mostly limited to theoretical observations. For practical implementation of moment problems, it is vital to be able to deal with missing moment data since data obtained from physical experiments and phenomena are often corrupt or incomplete. We call a positive subsequence of a moment sequence a sub-moment sequence and the moment problem of sub-moment sequence a sub-moment problem. In this paper we give a complete characterization of the sub-moment problem and develop a deep connection between the measures arising from the sub-moment problem and the original moment problem. Further, we relate this to completion of positive Hankel matrices and arrive at a necessary and sufficient condition for the completion of such matrices. Recent advances in image reconstruction from sparse MRI data [6], partial data transmission and sparse signals, make this problem timely and of broad interest.

In his memoir "Recherches sur les Fractions Continues" [30] from 1894-95, Stieltjes introduced the "Problem of Moments" on $[0, \infty)$: find a bounded non-decreasing function $\sigma(u)$ in the interval $[0, \infty)$ such that its "moments", $s_n$, are given as

$$\int_0^\infty u^n d\sigma(u), \quad n \in \mathbb{N}_0 = \{0, 1, 2, \cdots\}$$

Stieltjes took the terminology "Problem of Moments" from Mechanics. He often used mechanical concepts of mass, density, stability, etc., in solving analytical problems. We can consider $d\sigma(u)$ to be mass distributed over the interval $[u, u + du]$ so that $\int_0^u d\sigma(t)$ gives the mass distributed over $[0, u]$. Accordingly, $\int_0^\infty u d\sigma(u)$ and $\int_0^\infty u^2 d\sigma(u)$ respectively represent the first moment and the second moment, also called moment of inertia.
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with respect to 0 of the total mass \( \int_0^\infty d\sigma(u) \) distributed over the interval \([0, \infty)\). Stieltjes generalizes this concept to call \( \int_0^\infty u^n d\sigma(u) \) the \( n \)-th moment of the given mass distribution characterized by the function \( \sigma(u) \). Stieltjes proves several results concerning solubility of the problem of moments and uniqueness of the solution. He shows that for a sequence \( \{s_n\} \) the moment problem is solvable if and only if the determinants of the matrices

\[
D_n = \begin{bmatrix}
    s_0 & s_1 & \cdots & s_n \\
    s_1 & s_2 & \cdots & s_{n+1} \\
    \vdots & \vdots & \ddots & \vdots \\
    s_n & s_{n+1} & \cdots & s_{2n}
\end{bmatrix}, \quad D_n^{(1)} = \begin{bmatrix}
    s_1 & s_2 & \cdots & s_{n+1} \\
    s_2 & s_3 & \cdots & s_{n+2} \\
    \vdots & \vdots & \ddots & \vdots \\
    s_{n+1} & s_{n+2} & \cdots & s_{2n+1}
\end{bmatrix}, \quad n \in \mathbb{N}_0
\]

are non-negative. There have been several sufficiency conditions established for uniqueness of the solution to the moment problem. While Stieltjes had mechanics in mind, Chebyshev and Markov had explicitly probability theory as aims of moment problems.

Hamburger continued the work of Stieltjes in his series of papers "Über eine Erweiterung des Stieltjes Momentenproblems [16]", from 1920-21. He treated the moment problems as a theory of its own. He extended the Stieltjes’ moment problem to the whole real axis. The Hamburger Moment Problem is stated as: find a non-decreasing function \( \sigma(u) \) in the interval \((-\infty, \infty)\) such that its moments, \( s_n \), are given by

\[
\int_{\mathbb{R}} u^n d\sigma(u), \quad n \in \mathbb{N}_0.
\]

He established that a necessary and sufficient condition for the moment solution to exist is the positivity of moment sequence. Later, mathematicians including R. Nevanlinna, M. Riesz, T. Carleman, F. Hausdorff, M. Stone, and C. Carathéodory further studied several moment problems.

A moment problem that is not well-posed may not be solvable. Criteria for existence of solution is studied to a great extent for every type of moment problem. Once the solubility criteria are determined, then comes the question of uniqueness of the solution since it is often the case that there is more than one solution. Two solutions of a moment problem are not considered to be distinct if their difference is a constant at all the points of continuity of the difference. Such a moment problem with no more than one distinct solution is called determinate, and indeterminate otherwise.

Hausdorff’s moment problem deals with finding a function \( \sigma(u) \) with support on the closed unit interval \([0, 1]\) such that a given sequence \( \{s_n\} \) satisfies

\[
s_n = \int_0^1 u^n \sigma(u), \quad n \in \mathbb{N}_0.
\]

Hausdorff establishes that there is a unique function \( \sigma(u) \) in \([0, 1]\) if and only if the sequence \( \{s_k\} \) is completely monotonic, that is, it satisfies

\[
(-1)^n \Delta^n s_k \geq 0, \quad \text{for all } n, k \geq 0,
\]

where \( \Delta \) is the difference operator defined as

\[
\Delta^n s_k = \sum_{i=0}^n \binom{n}{i} (-1)^{n-i} s_{i+k}.
\]

This condition for existence and uniqueness holds for the moment problem in any finite interval. In fact, the Hausdorff moment problem is often stated on the interval \([-1, 1]\) just for the sake of simplicity.
The problem of moments stands as a very important problem in analysis up to the present day. Results on moment problems have numerous applications in the areas of extremal problems, optimization theory and limit theorems in probability theory. Rather than the usual infinite moment sequence problem, the truncated moment problem is more applicable in mathematical and physical sciences. Further, multivariable moment problem is more applicable than a single variable one. Multivariate extension of moment problem is also largely studied (see [11] and [26] for instance).

Moments of a geometric object conveys a lot of its topological information such as how round it is, where it is located, what direction it is tapered, where its mass is centered, etc. For simple objects like an ellipsoid, just a few terms in the moment sequence are enough to identify it. However, only infinitely many terms can uniquely identify more complicated shapes like a polygon or a quadrature domain. The authors in [25] give an example of identifying a polygon from its given moments. They prove that the vertices of a nondegenerate, simply connected n-gon in the plane are uniquely determined by its moments up to order $2n - 3$. Theory of moments can also be applied to some modeling problems. An example of speech modeling can be found in [9]. Additional examples of data reconstruction with moments can be found in [10], [14], [15], [19], and [29].

Various generalizations and extensions of the problems of moments have been studied to deal with several applications. Some generalizations include replacing the sequence of functions $\{u^n\}$ with a more general sequence $f_n(u)$ such as $\{e^{inu}\}$, and replacing integrals with more general functionals in abstract spaces. Lasser [23], for example, studies moment problem by replacing $\{u^n\}$ with polynomials. However, we will not consider these generalizations in this paper. The important variation of the moment problem we look at is the moment problem with some of the moments missing. Moment data obtained from various experiments are often corrupt and incomplete. Such reconstruction of moments can be then applied in problems associated with realization of a signal or an image. Reconstruction of a function from moment sequences with missing terms is an interesting problem leading to several advances in image and/or signal reconstruction. In this paper we will work towards finding techniques for reconstructing the missing moment data.

Several authors have studied this problem by replacing the missing moments with an appropriate value, leading to a perturbation of the moment sequences followed by the question of sensitivity of the corresponding orthogonal polynomials. Because of necessary requirements for a sequence to be moments, this approach turns out to be very restrictive in choosing and replacing the missing moments. Thus, we look for ideas to extract a positive subsequence of a positive sequence and look for its moment solution.

We primarily have two questions to answer:

**Q1.** How do we characterize positive subsequences of a positive sequence?

**Q2.** How do we characterize the corresponding non-decreasing measures arising from the sub-moment data and what, if any, is the relationship of these measures to the original measures?

In this paper we establish several methods for extracting positive subsequences and look at solutions to the sub-moment problems. Unless stated otherwise, by moment problem we shall refer to the Hamburger moment problem throughout the paper. In the first section of this paper, we will thoroughly discuss some classical results and properties of positive sequences and corresponding polynomials. Then we will survey some of the prominent works in the field of moment problem in the next couple of sections. The results described here, mostly without proof and with reference to literature, are those that will play an essential role in the sub-moment problem. The second part of this paper is dedicated to the
study of the sub-moment sequences, sub-moment problems and positive Hankel matrix completion problem. We shall establish necessary and sufficient conditions for a sub-sequence of a moment sequence to be positive. We will also find conditions for determinacy of sub-moment problems. These results give a complete answer to the problem of Hankel matrix completion.

2. Positive Sequences

Positive sequences play an important role in the theory of orthogonal polynomials, positive functionals and moment problems. This section is concerned with an overview of some characteristics of positive sequences. In this section, we will describe many of the classical theorems and results that we will need in the ensuing sections of this paper. In most cases the proofs are not given and the reader is referred to one of the several papers or classical monographs on the theory. In a few instances, for later reference and for readers’ convenience, brief proofs are provided.

Definition 2.1. An infinite sequence \( \{s_k\} \) is positive if the quadratic form
\[
\sum_{i,j=0}^{m} x_i x_j s_{i+j}
\]
is positive for any \( m \) and \( x_0, x_1, \ldots, x_m \in \mathbb{R} \). This is equivalent to saying that the determinant
\[
D_m = \begin{vmatrix} s_0 & s_1 & \cdots & s_m \\ s_1 & s_2 & \cdots & s_{m+1} \\ \vdots & \vdots & \ddots & \vdots \\ s_m & s_{m+1} & \cdots & s_{2m} \end{vmatrix}
\]
is non-negative for \( m \in \mathbb{N}_0 \).

Proposition 2.2. Term-wise sum and product of two positive sequences is positive.

Proof. The claim that the term-wise sum is positive follows readily from the definition. The claim that the term-wise product is positive follows from the Schur product theorem [18, Theorem 7.5.3]. \( \square \)

Given a sequence \( \{s_k\} \), define a linear functional \( \Lambda \) such that
\[
\Lambda(P(u)) = p_0 s_0 + p_1 s_1 + \cdots + p_n s_n
\]
where
\[
P(u) = p_0 + p_1 u + \cdots + p_n u^n.
\]

Definition 2.3. A linear functional \( \Lambda \) is called positive if for any polynomial \( P : \mathbb{R} \rightarrow \mathbb{R} \), \( P(u) \geq 0 \) and \( P(u) \not\equiv 0 \), it follows that \( \Lambda(P(u)) > 0 \).

Theorem 2.4. For any sequence \( \{s_k\} \), the functional \( \Lambda \) defined above is positive if and only if \( \{s_k\} \) is positive.

Proof. Suppose \( \{s_k\} \) is positive. Any polynomial \( P(u) = p_0 + p_1 u + \cdots + p_n u^n \geq 0 \) and \( P(u) \not\equiv 0 \) can be written in the form
\[
P(u) = \left[A(u)^2 + [B(u)]^2 \right]
\]
where $A(u), B(u)$ are polynomials with real coefficients. Then we have

$$\Lambda(P(u)) = \sum_{i,j=0}^{m} x_{i}x_{j}s_{i+j} + \sum_{i,j=0}^{m} y_{i}y_{j}s_{i+j} \geq 0.$$  

Now suppose $\Lambda$ is positive. Then

$$\sum_{i,j=0}^{m} x_{i}x_{j}s_{i+j} = \Lambda([P(u)]^2),$$

where $P(u) = x_0 + x_1u + \cdots + x_mu^m$. Hence $\{s_k\}$ is positive. \hfill \Box

Given a positive sequence $\{s_k\}$, we can construct a set of polynomials $\{P_n(u)\}$ such that $P_n(u)$ is of degree $n$ with positive leading coefficient and they are orthonormal with respect to the functional $\Lambda$. These polynomials are explicitly given by the formula

$$P_n(u) = \frac{1}{\sqrt{D_{n-1}D_n}} \begin{vmatrix} s_0 & s_1 & \cdots & s_{n-1} & s_n \\ s_1 & s_2 & \cdots & s_n & s_{n+1} \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ s_{n-1} & s_n & \cdots & s_{2n} & s_{2n-1} \\ 1 & u & \cdots & u^{n-1} & u^n \end{vmatrix},$$

where

$$D_n = \begin{vmatrix} s_0 & s_1 & \cdots & s_n \\ s_1 & s_2 & \cdots & s_{n+1} \\ \vdots & \vdots & \ddots & \vdots \\ s_{n-1} & s_n & \cdots & s_{2n} \end{vmatrix}, \text{ and } D_{-1} = 1.$$

It is well known that this orthonormal set of polynomials $\{P_n(u)\}$ satisfy the three term recurrence relation

$$uP_n(u) = b_nP_{n+1}(u) + a_nP_n(u) + b_{n-1}P_{n-1}(u), \quad n = 1, 2, 3, \ldots,$$

where

$$a_n = \Lambda(u[P_n(u)]^2), \quad \text{and} \quad b_n = \frac{\sqrt{D_{k-1}D_{k+1}}}{D_k},$$

and

$$P_0(u) = 1, \quad \text{and} \quad P_1(u) = \frac{u-a_0}{b_0}.$$

Together with the orthonormal polynomials $\{P_n(u)\}$, the polynomials of the second kind $\{Q_n(u)\}$ are also generated from the same three-term recurrence relation (3) with initial conditions $Q_0(u) = 0, Q_1(u) = \frac{1}{b_0} \{P_n(u)\}$ and $\{Q_n(u)\}$ are linearly independent solutions to (3). In fact, $Q_n(u)$ is a polynomial of degree $n-1$ and can be expressed explicitly as

$$Q_n(u) = \Lambda\left(\frac{P_n(u) - P_n(v)}{u - v}\right).$$

Orthonormal sets of polynomials $\{P_n(u)\}$ and $\{Q_n(u)\}$ play an important role in the theory of moment problems. See [14] for further details on the polynomials and their recurrence relation. Several conditions on these polynomials have been established to determine the existence and uniqueness of solutions of moment problems. We will elaborate more on the concepts and usage of these polynomials in the later sections.
3. Classical Moment Problems & Determinacy

In this section we review some of the key results in the Hamburger’s moment problem, also called power moment problem, which is stated as: given an infinite sequence of numbers \( \{s_k\} \), find a non-decreasing function \( \sigma(u) \) such that

\[
s_k = \int_{\mathbb{R}} u^k \sigma(u) \, du.
\]

This problem was formulated and solved by Hamburger. Later works by mathematicians including Fischer, Akheizer and Krein establish conditions on the spectrum of the moment solutions. Some of these results are summarized in the theorems below. The reader is referred [1] and [28] for an extensive account of the principle results.

**Theorem 3.1** (Hamburger). There is a non-decreasing function \( \sigma(u) \) with an infinite number of points of increase such that equation (5) holds if and only if \( \{s_k\} \) is positive.

**Theorem 3.2.** For a non-decreasing function \( \sigma(u) \) with precisely \( k+1 \) distinct points of increase such that equation (5) holds, it is necessary and sufficient that

\[
D_0, D_1, \ldots, D_k > 0, \quad D_{k+1} = D_{k+2} = \cdots = 0,
\]

where \( D_i \) is the determinant of the Hankel matrix defined in (1).

For a proof of the Hamburger Theorem, refer to [1]. The proof uses the Helly’s Theorem extensively. In some instances, such as in [24] and [31], the properties of the determinants \( D_m \) have been studied to describe the moment solution.

The orthonormal set of polynomials \( \{P_n(u)\} \) and \( \{Q_n(u)\} \) are used to establish the conditions on determinacy of the moment problems. So before moving on to results on determinacy we will define the circle \( K_n(\lambda) \) as follows.

**Theorem 3.3** (Hellinger). Let \( \lambda \in \mathbb{C} \) be fixed with \( \Im \lambda > 0 \) (\( \Im \lambda < 0 \)) and let \( \tau \in \mathbb{R} \). Then

\[
w_n(\lambda, \tau) = \frac{Q_n(\lambda) - \tau Q_{n-1}(\lambda)}{P_n(\lambda) - \tau P_{n-1}(\lambda)} = \frac{Q_n(\lambda, \tau)}{P_n(\lambda, \tau)}
\]

describes a circular contour \( K_n(\lambda) \) in the open half plane \( \Im w > 0 \) (\( \Im w < 0 \)). The center of this circle is at the point

\[
-\frac{Q_n(\lambda)P_{n-1}(\lambda) - Q_{n-1}(\lambda)P_n(\lambda)}{P_n(\lambda)P_{n-1}(\lambda) - P_{n-1}(\lambda)P_n(\lambda)}
\]

with radius

\[
\frac{1}{|\lambda - A| \sum_{k=0}^{n-1} |P_k(\lambda)|^2}
\]

Furthermore, the equation of the circle can be written in the form

\[
\frac{w - w_0}{\lambda - A} - \sum_{k=0}^{n-1} |wP_k(\lambda) + Q_k(\lambda)|^2 = 0
\]

**Proof.** Refer to [17]. □

Note that \( K_{n+1}(\lambda) \subseteq K_n(\lambda) \). We call the limiting circle \( K_\infty(\lambda) \). It can be shown that the quantity

\[
w(\lambda) = \int_{\mathbb{R}} \frac{d\sigma(u)}{u - A}
\]
falls on the circumference of $K_\infty(\lambda)$, [1] p. 30-34.

Now we look at some results concerning determinacy of the Hamburger moment problem. Most of the determinacy theorems we talk about here deal with the nature of the limiting circle $K_\infty(\lambda)$. It is useful to present the following theorem and its proof on determinacy since we will be using it for the case of sub-moment problem in a later section.

**Theorem 3.4.** If $\{s_k\}$ is a positive sequence such that its corresponding limiting circles $K_\infty(\lambda)$ is a point, then the Hamburger moment problem of sequence $\{s_k\}$ is determinate.

**Proof.** Suppose the moment problem has two solutions $\sigma_1(u)$ and $\sigma_1(u)$. Consider the functions

$$f_1(u) = \int_R \frac{d\sigma_1(u)}{u-\lambda}, \text{ and } f_2(u) = \int_R \frac{d\sigma_2(u)}{u-\lambda},$$

for some $\lambda \in \mathbb{C}$ such that $\Im \lambda \neq 0$. Now for a fixed $\lambda$, each of $f_1(\lambda)$ and $f_2(\lambda)$ are in $K_\infty(\lambda)$ by Theorem 2.2.4 in [1]. But if $K_\infty(\lambda)$ is a point, then $f_1(\lambda)$ and $f_2(\lambda)$ coincide. Putting $\alpha(u) = \sigma_1(u) - \sigma_2(u)$,

we have

$$\int_R \frac{d\alpha(u)}{u-\lambda} = 0.$$ 

By the Stieltjes and Perron inversion formula,

$$\frac{\alpha(u-0) + \alpha(u+0)}{2} = c \text{ for some constant } c.$$ 

Therefore $\sigma_1(u)$ and $\sigma_2(u)$ represent the same solution of the moment problem. \qed

The converse of this theorem is also true. That is, if the limiting circle $K_\infty(\lambda)$ is not a point, then the Hamburger moment problem is indeterminate. Carleman[7] proved several striking results regarding determinacy of the Hamburger moment problem. We mention a couple of them here.

**Theorem 3.5** (Carleman). If for a positive sequence $\{s_k\}$,

$$\sum_{n=1}^{\infty} \frac{1}{b_n} = \infty,$$

where $b_n$ are constants as given in the three term recurrence relation 3, then the moment problem is determinate.

**Theorem 3.6** (Carleman). If for a positive sequence $\{s_k\}$,

$$\sum_{n=1}^{\infty} \frac{1}{s_{2n}} = \infty,$$

then the moment problem is determinate.

### 4. Function Theory and the Moment Problems

For a measure $\sigma(u)$ which arises as a moment solution to a positive sequence, we can define the $L^p$ space in the usual sense:

$$L^p_\sigma = \left\{ f : \mathbb{R} \to \mathbb{C} : f \text{ is } \sigma - \text{measurable and } \int_\mathbb{R} |f(u)|^p d\sigma(u) < \infty \right\}.$$
The space of functions $L^p_{\sigma}$ with the norm

\[
\|f(u)\|_{L^p_{\sigma}} = \left( \int_{\mathbb{R}} |f(u)|^p d\sigma(u) \right)^{\frac{1}{p}}
\]

is complete and is a Hilbert Space when $p = 2$ where inner product defined as

\[
(f(u), g(u))_{\sigma} = \int_{\mathbb{R}} f(u)g(u)d\sigma(u)
\]

for any functions $f, g \in L^p_{\sigma}$.

Use of the space $L^2_{\sigma}$ to study the properties such as determinacy of the solution(s) $\sigma(u)$ for the moment problem is very prevalent. This is done mostly in connection to the polynomials generated by the corresponding sequence $\{s_k\}$. Several theorems by M. Riesz characterize solutions of a moment problem and its determinacy [27]. Below is a very useful consequence of these theorems.

**Corollary 4.1.** If $\sigma$ is the solution of a determinate moment problem, then the set of all the polynomials is dense in $L^2_{\sigma}$.

The Nevanlinna formula relates all the solutions of an indeterminate moment problem to the functions in $N$–class. This formula establishes a one-to-one correspondence between the aggregate of all the solutions $\sigma$ of an indeterminate moment problem and the aggregate of all the functions $\phi$ in class $N$, which we will define below, augmented by the constant at $\infty$. Applying the Stieltjes-Perron inversion formula to the Nevanlinna formula one can determine $\sigma$ in terms of $\phi$.

**Definition 4.2.** Nevanlinna matrix is any matrix of the form

\[
\begin{bmatrix}
a(z) & b(z) \\
c(z) & d(z)
\end{bmatrix}
\]

where the elements $a(z), b(z), c(z)$ are entire transcendental functions, and the following two conditions are satisfied:

1. $a(z)d(z) - b(z)c(z) = 1$
2. For any fixed real number $\tau \in \mathbb{R}$ the function

\[
w(z) = \frac{\tau a(z) - c(z)}{\tau b(z) - d(z)}
\]

is regular in each open half plane and satisfies

\[
\frac{\Im w(z)}{\Im z} > 0.
\]
Now, let us consider the four families of polynomials given as

\[ A_n(z) = z \sum_{k=0}^{n-1} Q_k(0)Q_k(z) \]
\[ B_n(z) = -1 + z \sum_{k=0}^{n-1} Q_k(0)P_k(z) \]
\[ C_n(z) = 1 + z \sum_{k=0}^{n-1} P_k(0)Q_k(z) \]
\[ D_n(z) = z \sum_{k=0}^{n-1} P_k(0)P_k(z) \]

If the moment problem is indeterminate, then the sums

\[ \sum_{k=0}^{\infty} |P_k(z)|^2, \sum_{k=0}^{\infty} |Q_k(z)|^2 \]

are bounded and converge uniformly to respective limits on compact subsets of \( \mathbb{C} \). By the Cauchy-Bunyakovskii inequality, the polynomials \( A_n(z), B_n(z), C_n(z), D_n(z) \) converge uniformly to the entire transcendental functions

\[ A(z) = z \sum_{k=0}^{\infty} Q_k(0)Q_k(z) \]
\[ B(z) = -1 + z \sum_{k=0}^{\infty} Q_k(0)P_k(z) \]
\[ C(z) = 1 + z \sum_{k=0}^{\infty} P_k(0)Q_k(z) \]
\[ D(z) = z \sum_{k=0}^{\infty} P_k(0)P_k(z) \]

on compact subsets of \( \mathbb{C} \).

It has already been shown that the limit functions \( A(z), B(z), C(z), D(z) \) are entire transcendental. It can also be shown that the functions \( A(z), B(z), C(z), D(z) \) satisfy the requirements for elements of a Nevanlinna matrix. Thus the matrix

\[
\begin{bmatrix}
A(z) & B(z) \\
D(z) & D(z)
\end{bmatrix}
\]

is a Nevanlinna matrix.

Before we state the Nevanlinna formula, we define the Nevanlinna class, N-class, of functions.

**Definition 4.3 (N-class).** The Nevanlinna class (Class \( N \)) consists of all holomorphic functions \( w = f(z) \) on the upper half plane such that \( \text{Im} w > 0 \). By the Riesz-Herglotz integral representation formula, a function \( f \in N \) may be expressed as

\[ f(z) = \mu z + \nu + \int \frac{1 + wz}{u - z} d\tau(u) \]

where \( \mu, \nu \in \mathbb{R}, \mu \geq 0 \) and \( \tau(u) \) is a non-decreasing function with bounded variation.
Theorem 4.4. If $\Im z > 0$, for an indeterminate moment problem,

$$
\int \frac{d\sigma(u)}{u-z} = \frac{A(z)\phi(z) - C(z)}{B(z)\phi(z) - D(z)},
$$

where $A(z), B(z), C(z), D(z)$ form a Nevanlinna matrix, $\sigma$ is a solution to the concerned moment problem, and $\phi \in N$.

This theorem leads to the question of relation between the moment solutions of subsequences to the functions in the N-class. It is worthwhile to look for the moment solutions of subsequences in the same N-class.

5. Incomplete and Sparse Moment Sequence

There are two main methods for dealing with missing moments: (i) Perturbation/modification, and (ii) Subsequences. Perturbation or modification method is done by replacing the missing data with an appropriate value, whereas the method of subsequences is based on simply removing the missing moments. In some applications, people have tried replacing the lost moments with zero as well. Because of Hamburger’s theorem, in both cases the modified data has to be positive to guarantee a moment solution. Let us look at an example of a positive sequence and some of its perturbations and subsequences.

The sequence given by $s_k = \frac{1}{k+1}$ is a positive sequence since, for every $k$, determinant of Hankel matrix is simply given as

$$
D_k = \begin{vmatrix}
1 & 1 & 1 & 1 & \cdots & 1 \\
2 & 3 & 4 & 5 & \cdots & k+1 \\
3 & 4 & 5 & 6 & \cdots & k+2 \\
4 & 5 & 6 & 7 & \cdots & k+3 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
k+1 & k+2 & k+3 & k+4 & \cdots & 2k+1
\end{vmatrix} = \prod_{i=0}^{k} \left[ (2i+1) \binom{2i}{i}^2 \right].
$$

which is positive. So the sequence $\{s_k\}$ is positive and has a moment solution.

By setting $s_3 = 0$, the second Hankel matrix has determinant

$$
D_2 = \begin{vmatrix}
1 & 1 & 1 \\
2 & 2 & 0 \\
2 & 0 & 0
\end{vmatrix} < 0.
$$

This shows how easily we lose positivity of the sequence if perturbations of modifications is not done properly. Thus, perturbation is a very restrictive method because of the requirement of positivity. Due to this restriction and involvement of extensive matrix computations, the study of sensitivity of corresponding polynomials and moment solutions becomes computationally expensive, if not intractable. In this chapter we will mostly deal with the method of subsequences.
The subsequence given by \( s_k = \frac{1}{k!} \in \{s_k\} \) is not a positive sequence since the determinant of its second Hankel matrix is
\[
D_2 = \begin{vmatrix}
1 & \frac{1}{2} \\
\frac{1}{2} & \frac{1}{6}
\end{vmatrix} < 0
\]
and hence has no solution to its moment problem. This example shows that an arbitrary subsequence of a positive sequence is not necessarily positive. Thus we need to look for ideas to appropriately remove moments while preserving positivity of subsequences.

5.1. Perturbation of a Positive Sequence. In this section we will make a few notes regarding perturbations of terms in a positive sequence. Modification of a term in a moment sequence very significantly affects its moment solution and orthogonal polynomial it generates. Several people have studied the sensitivity of orthogonal polynomials to modifications of the moments. Gautschi [12], for example, studies sensitivity of orthogonal polynomials to perturbations in moments. Reader is advised to refer to [4] and [22] for some more examples on modified moments.

The fact that \( s_0 > |s_i|, \ i = 1, 2, 3, \cdots \), suggests that we can have a wide range of choices for \( s_0 \) keeping the rest of terms constant and maintaining positivity. However, we are not much interested in modifying \( s_0 \) since we can always scale this term. The theorem below shows how rigid positive sequences are with respect to a single term \( s_n, n \neq 0 \).

**Theorem 5.1.** Let \( \{s_k\}_{k \geq 0} \) be a positive sequence. If
\[
\tilde{s}_k \begin{cases}
  s_k & \text{if } k \neq n \\
  \tau & \text{if } k = n
\end{cases}
\]
is positive and \( \tilde{s}_k \leq s_k \), then \( \tau = s_n \).

**Proof.** Consider an arbitrary system of number \( x_0, x_1, x_2, \cdots, x_m \). Then we can write the sum
\[
\sum_{i,j=0}^{m} x_i x_j s_{i+j} = \sum_{i,j=0}^{m} x_i x_j s_n + \sum_{i,j=0}^{m} x_i x_j s_{i+j} \geq 0.
\]
(15)

Similarly, the positivity of \( \{\tilde{s}_k\}_{k \geq 0} \) gives
\[
\sum_{i,j=0}^{m} x_i x_j \tilde{s}_{i+j} = \sum_{i,j=0}^{m} x_i x_j \tau + \sum_{i,j=0}^{m} x_i x_j s_{i+j} \geq 0.
\]
(16)

Combining (15) and (16), and using \( \tilde{s}_k \leq s_k \),
\[
\sum_{i,j=0}^{m} x_i x_j \tau - \sum_{i,j=0}^{m} x_i x_j s_n + \sum_{i,j=0}^{m} x_i x_j s_{i+j} \geq 0,
\]
which implies
\[
\sum_{i,j=0}^{m} x_i x_j s_{i+j} \geq [s_n - \tau] \sum_{i,j=0}^{m} x_i x_j,
\]
(17)
Since \( \{s_k\}_{k \geq 0} \) is a positive sequence the left side of (17) should be positive for any system of numbers \( x_0, x_1, x_2, \ldots, x_m \). Now, let \( s_n > \tau \) and choose \( x_0, x_1, x_2, \ldots, x_m = 1 \). Then
\[
\sum_{i,j=0}^{m} x_i x_j = (n+1). \text{ Then (17) gives } \sum_{i,j=0}^{m} x_i x_j s_{i+j} \geq (n+1)(s_n - \tau) > 0. \text{ But this is not true since, scaling the sequence } \{s_k\} \text{ to have the first term as } s_0 = \frac{(n+1)(s_n - \tau)}{2(m+1)^2} \text{ and using the fact that } s_1 \leq s_0 \text{ for all } i, \text{ we have}
\]
\[
\sum_{i,j=0}^{m} x_i x_j s_{i+j} \leq \sum_{i,j=0}^{m} x_i x_j s_0 = (m+1)^2 s_0 = \frac{(n+1)(s_n - \tau)}{2} < (n+1)(s_n - \tau).
\]
Therefore \( s_n \leq \tau \).

Similarly using (15) and (16) again we can obtain
\[
(18) \quad \sum_{i,j=0}^{m} x_i x_j s_{i+j} \geq (\tau - s_n) \sum_{i,j=0}^{m} x_i x_j.
\]
Then using the same argument as above we see that \( s_n \geq \tau \). This completes the proof. \( \Box \)

It is noteworthy that if we perturb more than one term then we have more flexibility. The moment sequence tends to get less rigid as we replace more terms. If the moments \( s_1 \) and \( s_2 \) are replaced by \( x_1 \) and \( x_2 \) respectively, does imposing positivity imply \( s_1 = x_1, s_2 = x_2 \)? Suppose \( s_{p_i}, i = 1, 2, \ldots, n \) are replaced by \( \tau_{p_i} \). Then we can write the sum
\[
(19) \quad \sum_{i,j=0}^{m} x_i x_j s_{i+j} = \sum_{q=1}^{m} \sum_{i,j=0}^{m} x_i x_j s_{p_q} + \sum_{i,j=0}^{m} x_i x_j s_{i+j} \geq 0.
\]
Similarly, the positivity of \( \{s_k\}_{k \geq 0} \) gives
\[
(20) \quad \sum_{i,j=0}^{m} x_i x_j s_{i+j} = \sum_{q=1}^{m} \sum_{i,j=0}^{m} x_i x_j \tau_{p_q} + \sum_{i,j=0}^{m} x_i x_j s_{i+j} \geq 0.
\]
Combining (19) and (20), and using \( s_k \leq s_k \) gives
\[
(21) \quad \sum_{q=1}^{m} \left( \sum_{i,j=0}^{m} x_i x_j \right) \leq \sum_{i,j=0}^{m} x_i x_j s_{i+j}
\]
where \( \xi_{p_q} = s_{p_q} - \tau_{p_q} \). Now setting \( x_i = 1 \) for \( i = 0, 1, \ldots, m \) from (21) we have
\[
(22) \quad \sum_{q=1}^{m} \left( \xi_{p_q} (p_q + 1) \right) \leq (m+1)^2 s_0.
\]

Although very restrictive and not much revealing, perturbation can be useful in some cases. An example of an application of modified moments to harmonic solids is given in [5]. An important application of modification in \( s_0 \) is that it can lead to a determinate solution. It was proved in Stieltjes’ 1894-Memoir [30] that a determinate moment solution can be obtained from an indeterminate one with a modification in \( s_0 \).
The moment sequence 
\[ s_n = q^{-(n+1)^2} \]
gives the Stieltjes-Wigert polynomials \( P_n(u; q) \), which are orthogonal in a log-normal distribution, known to be indeterminate. The modified sequence \( \{\tilde{s}_k\}_{k \geq 0} \) defined as

\[ \tilde{s}_0 = s_0 - \frac{1}{\sum_{n=0}^{\infty} |P_n(0; q)|^2} \]
and \( \tilde{s}_n = s_n \) for all \( n \geq 1 \) has a determinate moment solution \( \tilde{\sigma}(u) \) given by

\[ \tilde{\sigma}(u) = \sum_{u \in U} c_u \delta_{u_n}, \]
where \( U \) is the zero set of the reproducing kernel

\[ K(0, w) = \sum_{n=0}^{\infty} P_n(0) P_n(w) \]
and

\[ c_u = \frac{1}{\sum_{k=0}^{\infty} |P_k(u; q)|^2} u \in U. \]

5.2. Positive Subsequences. As was seen in an above example, an arbitrary subsequence of a positive sequence is not necessarily positive. We will develop some methods to extract positive subsequences from a positive sequence.

First we give a simple construction of a positive sequence by the following theorem and proposition, which can then be used to generate positive subsequences.

**Theorem 5.2.** Let \( f_k : \mathbb{R} \to \mathbb{R} \) be a sequence of functions such that

\[ f_i(u)f_j(u) = f_{i+j}(u). \]

Then the sequence \( \{s_k\} \) given as

\[ s_k = \int f_k(u) d\sigma(u) \]
is positive for any non-decreasing function \( \sigma(u) \) with an infinite number of points of increase.

**Proof.** For any finite set of numbers \( x_0, x_1, \ldots, x_m \), we have

\[
\sum_{i,j=0}^{m} x_i x_j s_{i+j} = \sum_{i,j=0}^{m} x_i x_j \int f_{i+j}(u) d\sigma(u) \\
= \sum_{i,j=0}^{m} x_i x_j \int f_i(u) f_j(u) d\sigma(u) \\
= \int \left[ \sum_{i,j=0}^{m} x_i x_j f_i(u) f_j(u) \right] d\sigma(u) \\
= \int \left[ \sum_{i=0}^{m} x_i f_i(u) \right]^2 d\sigma(u) \geq 0.
\]
Note that the equality sign holds if the function $\sum_{i=0}^{m} x_i f_i(u)$ is zero at every point where $\sigma(u)$ increases. Since $\sigma(u)$ increases at infinitely many points then the function $\sum_{i=0}^{m} x_i f_i(u)$ is identically zero. Therefore we have the equality sign only if $x_i = 0$ for all $i$. □

**Proposition 5.3.** The sequence $f_k(u)$ satisfies the condition $f_i(u)f_j(u) = f_{i+j}(u)$ for $i, j \in \mathbb{N}_0$ if and only if $f_k(u) = (f_1(u))^k$.

**Proof.** Clearly the conclusion holds for $k = 1$. Assume $f_n(u) = (f_1(u))^n$ holds. Then $f_{n+1}(u) = f_n(u)f_1(u) = (f_1(u))^n f_1(u) = (f_1(u))^{n+1}$, inductively. Proof of the converse is trivial. □

Note that Theorem 5.2 and Proposition 5.3 allow many constructions of positive sequences. For example, letting $f_k(u) = u^k$ we obtain precisely the classical power moment sequence for any non-decreasing measure $\sigma(u)$. Similarly, letting $f_k(u)$ to be $a_k u$ for some constant $a$ or $(\phi(u))^k$ for any $\sigma-$measurable function $\phi$ gives us more positive sequences corresponding to a non-decreasing measure $\sigma(u)$.

Now we are interested in extracting positive subsequences from a moment sequence. Using Theorem 5.2 and Proposition 5.3, we can construct several positive subsequences from a moment sequence. For example, let $\{s_k\}$ be a moment sequence constructed from a non-decreasing measure $\sigma(u)$ defined as

$$s_k = \int (\phi(u))^k d\sigma(u)$$

for some function $\phi(u)$. Then for a fixed $\ell \in \mathbb{N}_0$ the sequence

$$s_{k\ell} := \int ((\phi(u))^\ell)^k d\sigma(u) = \int ((\phi(u))^{k\ell}) d\sigma(u) = s_{k\ell}$$

is a positive subsequence of $\{s_k\}$. But how can we characterize all the positive subsequences we can extract from a moment sequence? Given a positive sequence $\{s_k\}$, the problem of identifying all the positive subsequences requires finding all the sequences $\{\ell_k\} \subseteq \mathbb{N}_0$ such that the sequence given as

$$\tilde{s}_k = s_{k+\ell_k}$$

is positive.

**Theorem 5.4.** Let $\{s_k\}$ be a positive sequence. Then the sequence $\tilde{s}_k = s_{k+\ell_k}$ is a positive sequence if $\{u^{\ell_k}\}$ is a positive sequence for all $u \in \mathbb{R}$.

**Proof.** By Hamburger’s theorem $\{s_k\}$ is a positive sequence is equivalent to the fact that there is a non-decreasing function $\sigma(u)$ such that

$$s_k = \int_{\mathbb{R}} u^k d\sigma(u), \ k \in \mathbb{N}_0.$$
For $x_0, x_1, \cdots, x_m \in \mathbb{R}$ we have
\[
\sum_{i,j=0}^{m} x_i x_j \tilde{s}_{i+j} = \sum_{i,j=0}^{m} x_i x_j s_{i+j+\ell_j}
\]
\[
= \sum_{i,j=0}^{m} x_i x_j \int_{\mathbb{R}} u^{i+j+\ell_j} d\sigma(u)
\]
\[
= \int_{\mathbb{R}} \sum_{i,j=0}^{m} x_i x_j u^{i+j+\ell_j} d\sigma(u)
\]
(24)
\[
= \int_{\mathbb{R}} \left[ \sum_{i,j=0}^{m} u^{i+j}(x_i u')(x_j u') \right] d\sigma(u).
\]

But the integrand in (24) can be written as
\[
\sum_{i,j=0}^{m} u^{i+j}(x_i u')(x_j u') = \begin{bmatrix} x_0 & x_1 u & \cdots & x_m u^m \end{bmatrix} \begin{bmatrix} u^0 & u^1 & \cdots & u^m \\ u^1 & u^2 & \cdots & u^{m+1} \\ \vdots & \vdots & \ddots & \vdots \\ u^m & u^{m+1} & \cdots & u^{2m} \end{bmatrix} \begin{bmatrix} x_0 \\ x_1 u \\ \vdots \\ x_m u^m \end{bmatrix}.
\]
(25)

Thus, the integral (24) is positive if the Hankel matrix for the sequence $\{u^k\}$ is positive for all $u \in \mathbb{R}$. This is equivalent to the sequence $\{u^k\}$ being positive for all $u \in \mathbb{R}$. \qed

However, the following example due to David Kimsey (private correspondence) shows that the converse of this theorem does not hold in general. We gratefully acknowledge this contribution.

Consider the sequence $\{s_k\}$ where $s_k = \frac{1}{2^k}$. It is easy to verify that this sequence is positive. Notice that $\{\tilde{s}_k\}$, where
\[
\tilde{s}_k = s_{k+1} = \frac{1}{2^{k+1}} = \left(\frac{1}{2}\right) \frac{1}{2^k},
\]
is a positive sequence, but $\{u^k\}$, where $\ell_k = 1$, $k \in \mathbb{N}_0$, is not a positive sequence in general for $u \in \mathbb{R}$. Indeed, if we put $u = -1$ then we arrive at a negative sequence.

It is easy to see that the difficulty pointed out by this example is that $u$ can take negative values. Restricting $u$ to nonnegative values in $\mathbb{R}$ (i.e. the Stieltjes moment problem) would have made the converse of the above theorem to also hold. Therefore, it should not be surprising that for even powers of $u$ stronger results hold. Now we give the following corollaries which give further insights on the characteristics of the sequence $\{\ell_k\}$ for extracting a positive subsequence.

**Corollary 5.5.** Let $\{s_k\}$ be a positive sequence. Then the sequence $\{\tilde{s}_k\}$ defined by $\tilde{s}_k = s_{k+\ell}$ for any $\ell \in 2\mathbb{N}_0$ is a positive sequence.

**Proof.** Note that the constant sequence $\{u^\ell\}$ for $\ell \in 2\mathbb{N}_0$ is positive for any $u \in \mathbb{R}$. Apply Theorem 5.4 \qed

**Corollary 5.6.** If the sequence $\{u^k\}$ is positive then
\begin{enumerate}
\item $\ell_i \in 2\mathbb{N}_0$ for every $i \in 2\mathbb{N}_0$, and
\item for every odd positive integer $i$, $\ell_i = \frac{\ell_{i-1} + \ell_{i+1}}{2}$.
\end{enumerate}
Proof. By Corollary 5.5 since every tail of the sequence \( \{u^{\ell_k}\} \) with \( \ell_k \) starting from an even integer is positive, \( u^{\ell_i} \geq 0 \) for every \( u \in \mathbb{R} \).

Hence \( \ell_i \in 2\mathbb{N}_0 \) for every \( i \in 2\mathbb{N}_0 \).

Again using Corollary 5.5 for every \( (i-1) \in 2\mathbb{N}_0 \), the two by two matrix of the form

\[
\begin{pmatrix}
  u^{\ell_i} & u^{\ell_{i+1}} \\
  u^{\ell_i} & u^{\ell_{i+1}}
\end{pmatrix}
\]

must have nonnegative determinant. Then

\[
u^{\ell_{i-1}+\ell_{i+1}} - u^{2\ell_i} \geq 0.
\]

Since the inequality \( 26 \) is true for every \( u \in \mathbb{R} \), the statement (2) follows. \( \square \)

The converse of this corollary does not hold in general. To see this, consider the sequence \( \{u^{\ell_k}\} \) with \( \ell_k = \{0, 1, 2, 4, 6, \ldots\} \). The determinant of the corresponding 3 x 3 Hankel is \(-u^6(u-1)^2\), which is a negative function.

**Theorem 5.7.** Let \( \{s_k\} \) be a positive sequence. The subsequence \( \{\tilde{s}_k\} \) given as \( \tilde{s}_k = s_{k+\ell_k} \) is positive if \( \tilde{s}_k = kd + \ell_0 \) for any \( d \in \mathbb{N}_0 \), and \( \ell_0 \in 2\mathbb{N}_0 \).

Proof. Suppose \( \ell_k = kd + \ell_0 \) where \( d \in \mathbb{N}_0 \), and \( \ell_0 \in 2\mathbb{N}_0 \). Then for all real numbers \( x_0, x_1, x_2, \ldots, x_m \), we have

\[
\sum_{i,j=0}^{m} x_i x_j \tilde{s}_{i+j} = \sum_{i,j=0}^{m} x_i x_j (i+j)d+\ell_0
\]

\[
= \sum_{i,j=0}^{m} x_i x_j \int_0^\infty u^{(1+d)i+(1+d)j+d+\ell_0} d\sigma(u)
\]

\[
= \int_0^\infty \left[ \frac{u^2}{2} \sum_{i=0}^{m} x_i u^{(1+d)i} \right]^2 d\sigma(u) \geq 0.
\]

\( \square \)

The above results show that any subsequence of a positive sequence is positive if they are extracted in a certain periodic manner. A converse to these results will be proved in a later section using matrix completion method. Specifically, we will establish that extraction of a subsequence from a positive sequence must be in a periodic manner for the subsequence to be positive. Here we provide an example. Consider the sequence given by

\[
s_k = \frac{1}{(k+1)^{k+1}}.
\]

This sequence is positive since, for every \( m \), the determinant of the Hankel matrix given by

\[
D_m = \begin{pmatrix}
1 & 1 & \cdots & 1 \\
\frac{1}{e} & \frac{1}{2e^2} & \cdots & \frac{1}{(m+1)e^{m+1}} \\
\frac{1}{2e^2} & \frac{1}{3e^3} & \cdots & \frac{1}{(m+2)e^{m+2}} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{1}{(m+1)e^{m+1}} & \frac{1}{(m+2)e^{m+2}} & \cdots & \frac{1}{(2m+1)e^{2m+1}}
\end{pmatrix}
\]

is

\[
\frac{1}{e^{(m+1)^2}} \prod_{i=0}^{m} \frac{1}{(2i+1)^{2i+1}}.
\]
Proof. for (29)

sequence

Theorem 6.1. sequence \( P \) where is positive. But the subsequence given as

\[
\tilde{s}_k = \frac{1}{(k + 1)^2} \quad \text{is positive since the terms are not taken in a periodic manner as defined by the above theorem. We can easily verify this by looking at the determinant of the second Hankel matrix:}
\]

\[
D_2 = \begin{vmatrix}
\frac{1}{2} & \frac{1}{2e^2} \\
\frac{1}{2e^2} & \frac{1}{4e^4}
\end{vmatrix} < 0.
\]

6. Sub-Moment Problems

Given any two positive sequences \( \{s_k\} \) and \( \{\tilde{s}_k\} \) with moment solutions \( \sigma(u) \) and \( \tilde{\sigma}(u) \) respectively, \( \sigma(u) = \tilde{\sigma}(u) \) if and only if \( s_k = \tilde{s}_k \) for all \( k \). Therefore the moment solutions to any two distinct positive sequences can never be equal. If \( \{\tilde{s}_k\} \) is a positive subsequence of \( \{s_k\} \) with corresponding moment solutions \( \tilde{\sigma}(u) \) and \( \sigma(u) \) respectively, then these solutions can not be the same. In this section, we develop techniques to compare \( \sigma(u) \) and \( \tilde{\sigma}(u) \).

Consider a positive sequence \( \{s_k\} \) with its moment solution \( \sigma(u) \). If some of the terms from \( \{s_k\} \) are missing then we obtain a subsequence which, if positive, gives another moment solution. For an appropriately chosen \( \{\ell_k\} \subseteq \mathbb{N}_0 \), assume that \( \{\tilde{s}_k\} = \{s_{k+\ell}\} \) is positive and has the moment solution \( \tilde{\sigma}(u) \). Write

(27) \[
\int_{\mathbb{R}} u^k d\tilde{\sigma}(u) = \int_{\mathbb{R}} u^{k+\ell} d\sigma(u).
\]

Then for any polynomial \( P(u) = \sum_{k=0}^{n} a_k u^k \), we have

(28) \[
\int_{\mathbb{R}} P(u) d\tilde{\sigma}(u) = \int_{\mathbb{R}} P_{\ell_k}(u) d\sigma(u),
\]

where \( P_{\ell_k}(u) = \sum_{k=0}^{n} a_k u^{k+\ell_k} \).

Here, we present some results concerning moment solution to a shifted sequence \( \tilde{s}_k = s_{k+\ell}, \ell \in 2\mathbb{N}_0 \), which has already been proved to be a positive subsequence of a positive sequence \( s_k \).

Theorem 6.1. Let \( \{s_k\} \) be a positive sequence and \( \{\tilde{s}_k\} \) be its subsequence given as \( \tilde{s}_k = s_{k+\ell} \) for a fixed \( \ell \in 2\mathbb{N}_0 \). Let \( \sigma(u) \) and \( \tilde{\sigma}(u) \) respectively be the moment solutions of the sequences \( \{s_k\} \) and \( \{\tilde{s}_k\} \). If one of the moment problems is determinate, then

(29) \[
\int_{\mathbb{R}} f(u) u^{\ell} d\sigma(u) = \int_{\mathbb{R}} f(u) u^{\ell} d\tilde{\sigma}(u), \quad f \in L^2_{\sigma} \cap L^2_{\tilde{\sigma}}.
\]

Proof. To prove the first assertion, define the following two linear functionals:

\[
\Phi_1(f(u)) = \int_{\mathbb{R}} f(u) u^{\ell} d\sigma(u), \quad \Phi_2(g(u)) = \int_{\mathbb{R}} g(u) u^{\ell} d\tilde{\sigma}(u)
\]

for \( f \in L^2_{\sigma} \) and \( g \in L^2_{\tilde{\sigma}} \). To see \( \Phi_1 \) and \( \Phi_2 \) are bounded, we have

\[
\Phi_1(f(u)) \leq \int_{\mathbb{R}} |f(u) u^{\ell}| d\sigma(u) \leq \|f(u)\|_{L^2_{\sigma}} \sqrt{\sum_{\ell \in 2\mathbb{N}_0}} < \infty
\]
and
\[ \Phi_2(f(u)) \leq \int_{\mathbb{R}} |g(u)| \, d\tilde{\sigma}(u) \leq \|g(u)\|_{L^2_{\tilde{\sigma}}} \sqrt{5} < \infty. \]

Now for any function \( f \in L^2_{\sigma} \cap L^2_{\tilde{\sigma}} \),
\[ \Phi(f(u)) = \Phi_1(f(u)) - \Phi_2(f(u)) \]
is a bounded linear functional.

Observe that for any polynomial \( P(u) = a_m u^m + \cdots + a_1 u + a_0 \),
\[ \Phi(P(u)) = \int_{\mathbb{R}} P(u) u^\ell \, d\sigma(u) - \int_{\mathbb{R}} P(u) \, d\tilde{\sigma}(u) \]
\[ = \int_{\mathbb{R}} \left[ a_m u^{m+\ell} + \cdots + a_1 u^{1+\ell} + a_0 u^\ell \right] \, d\sigma(u) - \int_{\mathbb{R}} \left[ a_m u^m + \cdots + a_1 u + a_0 \right] \, d\tilde{\sigma}(u) \]
\[ = a_m(s_{m+\ell} - \bar{s}_m) + \cdots + a_1(s_{1+\ell} - \bar{s}_1) + a_0(s_\ell - \bar{s}_0) \]
\[ = 0. \]

By Corollary 4.1 and due to the determinacy condition of the moment problems, the set of polynomials is dense in \( L^2_{\sigma} \) or \( L^2_{\tilde{\sigma}} \). Hence the set of polynomials is dense in \( L^2_{\sigma} \cap L^2_{\tilde{\sigma}} \). Therefore, by the Hahn-Banach Theorem, \( \Phi \) is identically zero. Thus equation (29) holds.

The above theorem is particularly useful when the first finitely many moments are missing. It says that we can find the moment solution with the remaining data and reconstruct the missing moments by using formula (29). Whether the moment solution of a subsequence is determinate or not is to be studied more carefully in comparison with the determinacy of the moment solution of the original sequence. It is, however, known that the first term in the subsequence \( \{s_k\} \) can be modified to make the moment problem determinate, but the solution will not remain the same.

As a remark to \( L^2 \) space of sub-moment solutions, the following theorem gives us a relation between \( L^2 \) spaces related to a moment sequence and its sub-moment sequence. Here we require the evenness assumption on \( \ell \) to guarantee that \( \nu \) is a nondecreasing measure.

**Corollary 6.2.** Consider a positive sequence \( \{s_k\} \) and its subsequence \( \{\tilde{s}_k\} = \{s_{k+\ell}\} \) for \( \ell \in 2\mathbb{N}_0 \). Let \( \sigma(u) \) and \( \tilde{\sigma}(u) \) be the moment solutions of the sequence and the subsequence respectively. Then there is a measure \( \nu(u) \) absolutely continuous with respect to \( \sigma(u) \) such that
\[ (L^2_{\sigma} \cap L^2_{\tilde{\sigma}}) \subseteq L^2_{\nu}. \]

**Proof.** Let \( f \in L^2_{\sigma} \cap L^2_{\tilde{\sigma}} \). By equation (29) we have
\[ \int_{\mathbb{R}} f(u) u^\ell \, d\sigma(u) = \int_{\mathbb{R}} f(u) \, d\tilde{\sigma}(u), \quad f \in L^2_{\sigma} \cap L^2_{\tilde{\sigma}}. \]
Set \( dv = u^\ell \, d\sigma \). Then \( \nu \ll \sigma \) and
\[ \int_{\mathbb{R}} f(u) dv(u) = \int_{\mathbb{R}} f(u) d\tilde{\sigma}(u). \]
Hence \( f \in L^2_{\nu} \). \( \square \)

Now consider a general sub-moment sequence \( \{\tilde{s}_k\} \) given as \( \tilde{s}_k = s_{k+\ell_k} \) for an appropriate \( \{\ell_k\} \subseteq \mathbb{N}_0 \). It was shown in the previous section that for any \( k \),
\[ \ell_k = kd + \ell_0, \quad \text{where} \ d \in \mathbb{N}_0 \text{ and } \ell_0, \ell_1 \in 2\mathbb{N}_0. \]
Modifying the functional $\Phi_1$ in the proof of Theorem 6.1 gives the following result.

**Theorem 6.3.** Let $\{s_k\}$ be a positive sequence and $\{\tilde{s}_k\}$ be its subsequence given by $\tilde{s}_k = s_{kd+\ell_0}$. Let $\sigma(u)$ and $\tilde{\sigma}(u)$ respectively be the moment solutions of the sequences $\{s_k\}$ and $\{\tilde{s}_k\}$. If one of the moment problems is determinate, and $f(u^d) \in L^2_\sigma$ for any $f \in L^2_\tilde{\sigma}$, then

$$
\int_{\mathbb{R}} f(u^d)u^{\ell_0}d\sigma(u) = \int_{\mathbb{R}} f(u)d\tilde{\sigma}(u), \quad f \in L^2_\sigma \cap L^2_{\tilde{\sigma}}.
$$

A precise relation between $L^2$ spaces of moment solutions to the original sequence and that of one of its positive subsequences can be useful in characterizing the sub-moment solutions and hence approximating and/or reconstructing the missing data.

Exploring equation (32) a little further, for $\lambda \in \mathbb{C}, \gamma = \mathfrak{I}\lambda \neq 0$, define

$$f(u) = \frac{1}{u - \lambda}.
$$

Then we have

$$
\int_{\mathbb{R}} |f(u)|^2d\sigma(u) = \int_{\mathbb{R}} \frac{d\sigma(u)}{|u - \lambda|^2} \leq \int_{\mathbb{R}} \frac{d\sigma(u)}{y^2} = \frac{s_0}{y^2} < \infty.
$$

since $|u - \lambda| \geq |\gamma|$. Therefore, $f \in L^2_\sigma$. By the same argument, $f \in L^2_{\tilde{\sigma}}$. Similarly, it can be shown that $f(u^d) \in L^2_\sigma$. Then by Theorem 6.3

$$
\int_{\mathbb{R}} \frac{u^{\ell_0}d\sigma(u)}{u^d - \lambda} = \int_{\mathbb{R}} \frac{d\tilde{\sigma}(u)}{u^d - \lambda}.
$$

Applying Theorem 4.4 to the equation (33) yields the following result which connects a moment problem with the polynomials corresponding to its sub-moment problem.

**Theorem 6.4.** Let $\{s_k\}$ be a positive sequence and $\{\tilde{s}_k\}$ be its subsequence given as $\tilde{s}_k = s_{kd+\ell_0}$. Let $\sigma(u)$ and $\tilde{\sigma}(u)$ respectively be the moment solutions of the sequences $\{s_k\}$ and $\{\tilde{s}_k\}$. If the moment problem of $\{\tilde{s}_k\}$ is indeterminate, then

$$
\int_{\mathbb{R}} \frac{u^{\ell_0}d\sigma(u)}{u^d - \lambda} = \frac{\hat{A}(\lambda)\phi(\lambda) - \hat{C}(\lambda)}{B(\lambda)\phi(\lambda) - D(\lambda)},
$$

where $\hat{A}(\lambda), \hat{B}(\lambda), \hat{C}(\lambda), \hat{D}(\lambda)$ form a Nevanlinna matrix of the sub-moment problem, and $\phi \in \mathbb{C}$.

Next, for the shifted sub-sequence we discussed in Theorem 6.1 we want to investigate determinacy of its moment problem of a special sub-moment sequence in relation to determinacy of the original moment problem. Recall that the limit circles $K_{\psi}(\lambda), \lambda \in \mathbb{C}, \mathfrak{I}\lambda \neq 0$ defined in the Section 2 provide a fundamental concept for studying determinacy of moment problems.

**Theorem 6.5.** For the same moment sequences and conditions as in Theorem 6.1 for $\lambda \in \mathbb{C}, \mathfrak{I}\lambda \neq 0$ the following holds.

$$
\int_{\mathbb{R}} \frac{d\tilde{\sigma}(u)}{u - \lambda} = C + \lambda^\ell \int_{\mathbb{R}} \frac{d\sigma(u)}{u - \lambda}.
$$

where $C$ is a constant depending on $\lambda$.

**Proof.** It is already shown that, for

$$f(u) = \frac{1}{u - \lambda}, \quad \lambda \in \mathbb{C}, \mathfrak{I}\lambda \neq 0,$$
\( f \in L^2_{\alpha} \cap L^2_{\beta} \). Then by Theorem 6.1
\[
\int_R \frac{u^\ell \, d\sigma(u)}{u - \lambda} = \int_R \frac{d\sigma(u)}{u - \lambda}.
\]

But \( \frac{u^\ell}{u - \lambda} = R(u) + \frac{A^\ell}{u - \lambda} \) where \( R(u) = \sum_{i=0}^{\ell-1} \lambda^i u^{\ell-1-i} \). Therefore,
\[
\int_R \frac{d\sigma(u)}{u - z} = \int_R R(u) d\sigma(u) + A^\ell \int_R \frac{d\sigma(u)}{u - \lambda}.
\]

Hence
\[
\int_R \frac{d\sigma(u)}{u - \lambda} = C + A^\ell \int_R \frac{d\sigma(u)}{u - \lambda},
\]

where \( C = \sum_{i=0}^{\ell-1} \lambda^i s_{\ell-1-i} \). \( \square \)

Let
\[
w_{s}(\lambda) = \int_R \frac{d\sigma(u)}{u - \lambda} \quad \text{and} \quad w_{\tilde{s}}(\lambda) = \int_R \frac{d\tilde{\sigma}(u)}{u - \lambda}.
\]

Then Theorem 6.3 states that
\[
w_{s}(\lambda) = C + A^\ell w_{s}(\lambda).
\]

for \( s_k \) and \( \tilde{s}_k \) specified in that theorem.

Recall that points \( w_{s} \) and \( w_{\tilde{s}} \) lie on the circumferences of the circles \( K_{s}(\lambda) \) and \( \tilde{K}_{s}(\lambda) \) corresponding to the moment problems of \( \{s_k\} \) and \( \{\tilde{s}_k\} \) respectively. Equation (36) precisely describes the distortion of the circle corresponding to the original moment sequence in relation to its tail.

7. Completion of Positive Hankel Matrix

Recall from Definition 2.1 that the positivity of an infinite sequence \( \{s_k\} \) is equivalent to the positivity of Hankel matrices of the form
\[
H_m = \begin{bmatrix}
s_0 & s_1 & \cdots & s_m \\
s_1 & s_2 & \cdots & s_{m+1} \\
\vdots & \vdots & \ddots & \vdots \\
s_m & s_{m+1} & \cdots & s_{2m}
\end{bmatrix}
\]

Determining whether a subsequence of a positive sequence \( \{s_k\} \) is positive is then equivalent to a matrix completion problem. A partial Hankel matrix is a partial matrix that is Hankel to the extent to which it is specified. All the specified entries lie along certain skew-diagonals (positive sloping diagonals), and all the entries along a specified skew-diagonal have the same value. For example, for a moment sequence \( \{s_k\} \) with every \((2i+1)\)-th entry missing we have a corresponding Hankel matrix
\[
\tilde{H}_3 = \begin{bmatrix}
s_0 & * & s_2 & * & s_4 & * \\
* & s_2 & * & s_4 & * & s_6 \\
s_2 & * & s_4 & * & s_6 & * \\
* & s_4 & * & s_6 & * & s_8 \\
s_4 & * & s_6 & * & s_8 & * \\
* & s_6 & * & s_8 & * & s_{10}
\end{bmatrix}.
\]
Essentially, we want to determine whether a particular partial Hankel matrix can be completed to a positive Hankel matrix. Note that here we are interested in completing the partial Hankel matrices corresponding to a sparse moment sequence.

The problem of matrix completion has been studied in great detail (see [2], [3], [6], [20], for example). Most common matrices that are of interest in matrix completion are positive definite matrices, positive semi-definite matrices, co-positive matrices, totally positive matrices and Toeplitz matrices. Matrix completion properties have several applications in sparse moment problem. Some results on multidimensional trigonometric moment problem have been proved using moment completion in [2].

Most of the results in matrix completion deal with the case when the main diagonal entries are specified. This creates a problem in completing a partial Hankel matrix. Whenever a \((2i)\)-th term of a moment sequence is missing, the corresponding Hankel matrix has a diagonal entry missing.

**Definition 7.1.** Given an \(n \times n\) matrix \(A\), let \(w, v\) be subsets of \(\mathbb{N}_0\). A submatrix \(A[\{w\}, \{v\}]\) consists of the entries in rows \(w\) and columns \(v\). The principal submatrix is \(A[\{w\}] = A[\{w\}, \{w\}]\).

For example,

\[
A = \begin{bmatrix}
1 & 2 & 3 & 4 \\
5 & 6 & 7 & 8 \\
9 & 10 & 11 & 12 \\
13 & 14 & 15 & 16 \\
\end{bmatrix}, \quad A[\{2, 4\}] = A[\{2, 4\}, \{2, 4\}] = \begin{bmatrix}
6 & 8 \\
14 & 16 \\
\end{bmatrix}.
\]

Matrix completion encounters an important inheritance structure. If \(A\) is a matrix with property \(X\), then in most cases of matrix completion of interest, the fully specified principal submatrices of \(A\) inherit the property \(X\). Positive (semi) definite matrix completions have this inheritance structure. But the converse is not true for a general positive (semi) definite matrix. That is, a partial matrix with all of its fully specified principal submatrices positive (semi) definite does not necessarily have a positive (semi) definite completion, [20]. Similarly, if a partial matrix \(\tilde{A}\) admits a completion of rank \(\leq k\), then every specified submatrix of \(A\) has rank \(\leq k\).

With the inheritance structure of matrix completion, the matrix completion problem for positive Hankel matrices becomes equivalent to finding all the positive subsequences of a moment sequence. That is, the principle sub-Hankel matrices of a positive Hankel matrix are those corresponding to positive subsequences of a moment sequence.

Given a Hankel matrix \(H\) corresponding to a moment sequence \(\{s_k\}\) consider a fully specified principle submatrix \(H[\alpha]\), where \(\alpha = \{\alpha_0, \alpha_1, \alpha_2, \ldots, \alpha_n\} \subseteq \mathbb{N}_0\). For \(H[\alpha]\) to be also a Hankel matrix we require that

\[
\alpha_{i_1} + \alpha_{j_1} = \alpha_{i_2} + \alpha_{j_2} \text{ whenever } i_1 + i_2 = j_1 + j_2.
\]

Then for any \(k\), we have

\[
\alpha_k = \frac{\alpha_{k-1} + \alpha_{k+1}}{2}.
\]

Also note that every principal submatrix \(H[\alpha]\) has \((1, 1)\) entry \(s_{2i}\) for some \(i\). With this observation and Theorem 5.7, we have proved the following result:

**Theorem 7.2.** Let \(\{s_k\}\) be a positive sequence. A subsequence \(\{\tilde{s}_k\}\) given as \(\tilde{s}_k = s_{k+\ell_k}\), is positive if and only if \(\ell_k = kd + \ell_0\) for some \(d \in \mathbb{N}_0\) and \(\ell_0 \in 2\mathbb{N}_0\).

In terms of matrix completion the above theorem gives a necessary and sufficient condition for completion of a partial Hankel matrix. Interestingly, this result for Hankel matrices
seems to be similar with the result for Toeplitz matrices proved in [21]. The reader is referred to [3] for more on matrix completion problem for Hankel and Toeplitz matrices.

8. Remarks

The problem of identifying positive subsequences of moment sequences and the corresponding matrix completion problem is the forward problem associated with sparse sequences and sparse matrices. The corresponding inverse problem of extension of positive sequences as sparse subsets of moment sequences is closely related. The necessary and sufficient conditions obtained suggests that positive sparse sequences can be completed by extending the measures associated with these sequences by Theorem 6.4 and calculating the arising moments. This suggests that the moment sequence can be recovered to a great degree from its positive sparse subsequences. The entropy concept introduced by J. Chover [8] for extensions of positive definite functions was used to find a unique extension of positive definite functions which maximizes the entropy. In parallel to this classical and well-known theory, we anticipate that for each positive sequence arising from the Nevanlinna class there is a unique extension in the Nevanlinna class that maximizes the entropy. The corresponding phrasing of this problem for positive Hankel matrices gives a norm, induced by the entropy, which allows recovery of these structured matrices from their sparse positive submatrices. Relationship of this approach to finding the matrix with minimum nuclear norm that fits the data in Candès and Recht’s [6] is not clear to us at the present time, but is a subject of further investigation.
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