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Abstract

We formulated non-speech vocalization (NSV) modeling as a text-to-speech task and verified its viability. Specifically, we evaluated the phonetic expressivity of HUBERT speech units on NSVs and verified our model’s ability to control over speaker timbre even though the training data is speaker few-shot. In addition, we substantiated that the heterogeneity in recording conditions is the major obstacle for NSV modeling. Finally, we discussed five improvements over our method for future research. Audio samples of synthesized NSVs are available on our demo page: https://resemble-ai.github.io/reLaugh.

1. Introduction

Non-speech vocalizations (NSVs) play an important role in daily conversations, voice acting, and paralinguistic communication (Lima et al., 2013). Nonetheless, due to their diversity, spontaneity, and lack of non-verbal forms, NSV modeling has not been as successful as speech and remains a challenge to this day (Urbain et al., 2013; Afsar et al., 2021; Mansouri & Lachiri, 2021). One of the major challenges has been the lack of data.

In response to the needs, the ExVo Workshop 2022 (Baird et al., 2022) was hosted to provide the research community with a dataset and benchmarks. The ExVo dataset features a collection of over 1,500 speakers, 10 soft labels for emotions, and over 36 hours of speech in total duration. Three sub-challenges were set, aiming at solutions to multi-task learning, few-shot learning, and synthesis (ExVo Generate).

Despite the large volume, the ExVo dataset exhibits two properties which make NSV modeling challenging. First, each speaker has only a limited amount of data (slightly above 1 minute per speaker on average). As a consequence, building a model for a particular speaker become a difficult few-shot learning problem. The fact that the 10 types (emotions) of vocalizations in this dataset are highly different only makes the few-shot problem worse. Second, the recording conditions of these in-the-wild audio clips are heterogeneous: each speaker has a unique recording condition, which includes microphone characteristics, codec, dynamic range compression, sampling rates, room reverberations, and background noise (see Figure 1 for examples). A diverse dataset may improve the robustness of a classifier, but it puts synthesizer training at risk in the lack of sufficient labeling.

We propose to deal with the few-shot problem by leveraging the shared phonetic content in NSVs. The assumption we make is that, like speech, NSV can be decomposed into phonetic content and speaker timbre. Based on this assumption, we tackle NSV synthesis using a multi-speaker text-to-speech (TTS) system. The risks are are two-fold: First, how to obtain text for non-speech vocalizations? I the text we adopt sufficiently expressive? Second, can a TTS learn a meaningful speaker space from speaker few-
shot, in-the-wild NSV data? Our experiments show that we can synthesize from text-like inputs certain types of NSV. Moreover, our model can control over the speaker identity of synthesized NSVs. Finally, our model learns a speaker space characterized by recording conditions, manifesting the difficulty induced by heterogeneity.

2. Method

Our method can be divided into three modules. First, we will describe how to “transcribe” an audio clip into a “text-like” sequence using HUBERT (Hsu et al., 2021) in Sec. 2.1. Then we will describe in Sec. 2.2 an acoustic model predicts log-magnitude Mel-frequency spectrograms (later referred to as mels) from the aforementioned “text”. Lastly, we will describe our vocoder that converts mels into waveforms in Sec. 2.3.

2.1. Transcription

To get the “text” out of an NSV clip, we resort to a pre-trained HUBERT model and a pre-trained K-means module with 100 clusters. HUBERT first converts the input audio into a sequence of feature vectors, and then K-means discretizes each vector by representing it with the index of the the closest cluster centroid. We encode the index sequence (HUBERT speech units) by run-length, splitting it into two sequences of the same lengths: one is a sequence of speech units that are not repeating consecutively, and the other is the duration sequence recording the number of repetitions. Finally, we map the index to a character. As a result, we transcribed an NSV into “text” which is easier to read and to search from. We refer to final “text” as pseudo-phonemes because they serve the same purpose as text or phonemes in a TTS system. The procedures are illustrated in Figure 2a.

2.2. Acoustic Modeling

We convert pseudo-phonemes into mels using an architecture inspired from FastSpeech2 (Ren et al., 2021) which consists of an encoder, a variance adaptor, and a decoder. We made the following modifications: First, we replaced all feed-forward transformers with dilated convolution stacks. Second, we kept only the duration predictor in the variance adaptor. Third, we added a pitch decoder in parallel to the mel decoder; it outputs raw pitch values (scaled to [0, 1]) instead of wavelet transform coefficients.

The input to our acoustic model is a pseudo-phoneme sequence and a speaker label. During training, we up-sample the pseudo-phoneme sequence to the same length as the mels using the duration sequence we extracted in Sec. 2.1. During synthesis, we up-sample the pseudo-phoneme sequence using predicted duration. Finally, our acoustic model predicts the pitch contour and mels from the up-sampled pseudo-phoneme sequence. The procedures are illustrated in Figure 2b.

2.3. Vocoder

We synthesize waveforms from mels and pitch contour using HooliGAN (McCarthy & Ahmed, 2020), a neural vocoder based on harmonic-plus-noise model (HNM) (Stylianou et al., 1995). The HNM treats speech signal as the superposition of periodic and aperiodic components. HooliGAN inherits the idea of modeling the periodic signals (harmonics) using an oscillator and thus requires the pitch contour for driving the oscillator. The aperiodic components, on the other hand, are modeled by a convolutional network conditioned on mels. We are interested in whether HooliGAN is suitable for modeling NSVs whose periodic components are less consecutive compared to those in normal speech.

3. Experiments

3.1. Dataset and Processing

The ExVo dataset is split into three subsets: the training set (Train), the validation set (Val), and the test set. The Train and Val sets can be further divided into 10 subsets by treating the emotion class with the largest intensity as the exclusive emotion label for each audio clip. We restricted ourselves to using only the Train set for training, in accordance with the ExVo white paper (Baird et al., 2022).

The Train set covers 571 crowd-sourced speakers, each of which has a different recording environment with his or her own equipment. The total duration of the subset is 12 hours. We excluded silent clips and speakers whose clips all have an extremely low volume. Clips with Triumph
and Horror emotion labels were discarded due to their extreme scarcity (less than 1 and 2 clips per speaker on average, respectively). In the end, about 6% of the Train set were removed. After pruning, we converted webm into wav files and down-sampled the them from 48 to 32 kHz. We extracted pitch and mel using 10 ms frame rate, 25 ms frame length, and 256 Mel banks. We trained both our acoustic model and HooliGAN models from scratch solely on the pruned Train set for 50,000 and 100,000 steps, respectively.

3.2. Synthesis

To generate an NSV for evaluation, we first sample a pseudo-phoneme sequence from the training set and replace its speaker label with another randomly sampled speaker. The acoustic model first predicts the speaker-dependent duration of each pseudo-phoneme and then up-samples the pseudo-phoneme sequence using the predicted duration. Then, it predicts mel and pitch contour from the up-sampled pseudo-phoneme embeddings conditioned on the speaker label. Finally, the vocoder predicts the waveform from the mel and the pitch contour. Figure 3 showcases mels of the synthesized samples.

3.3. Evaluations

We submitted 100 synthesized NSV audio files for Amusement and Awe classes, respectively, to ExVo Generate. The Human-Evaluated Expression Precision (HEEP) we received from the ExVo organizer team is listed in Table 1. Our submission scores higher in Amusement compared to the baseline, indicating that our model is better at modeling laughter. To our surprise, our submission does not score high on Awe, which are highly speech-like (wow, whoa, woo) both in the training data and in the syntheses.

Following (Baird et al., 2022), we also evaluated our results using Fréchet Inception Distance (FID) (Heusel et al., 2017) presented in Table 2. The reference is the Val set, and we report only the emotion-specific FIDs where two input sets have the same emotion label so that the FID values are not affected by the discrepancy of phonetic content. We also report the FID between the Train and the Val sets which can be considered the performance upper-bound. Due to the stochasticity in our synthesis procedures, we repeated the valuation for 10 times and reported the mean and standard deviation. The results have two indications: First, FID can be highly inaccurate and biased when the sample size is small. Second, there is still large room for improvements.

3.4. Recording Condition Characterizes the Speaker Space

We found recording conditions characterized the speaker space our model learned. In our model, a speaker is represented by a randomly initialized vector and is updated by back-propagation. Notwithstanding the simplicity, our model learns to embed speakers whose characteristics are similar at the same neighborhood. In Figure 4, we compared two speaker spaces our model learned. For a standard TTS

---

Table 1: HEEP (Human-Evaluated Expression Precision ↑) of our submission to ExVo Generate.

| Emotion   | Ours     | (Baird et al., 2022) |
|-----------|----------|----------------------|
| Amusement | 0.79     | 0.49                 |
| Awe       | 0.51     | 0.46                 |

Table 2: Fréchet inception distance (FID ↓) from Val set. The prefix “Syn” denotes the synthesized outputs from our model, and the suffix denotes the number of utterance in the input set.

| Emotion   | Train    | Syn-1000  | Syn-100  |
|-----------|----------|-----------|----------|
| Amusement | 0.15     | 0.52 ± 0.03 | 0.81 ± 0.11 |
| Awe       | 0.18     | 0.69 ± 0.06 | 1.23 ± 0.16 |
| Awkward   | 0.27     | 0.76 ± 0.05 | 1.19 ± 0.07 |
| Distress  | 0.18     | 1.00 ± 0.06 | 1.43 ± 0.12 |
| Excitement| 0.20     | 1.02 ± 0.04 | 1.86 ± 0.11 |
| Fear      | 0.12     | 0.50 ± 0.05 | 1.06 ± 0.10 |
| Sadness   | 0.22     | 0.44 ± 0.03 | 0.94 ± 0.09 |
| Surprise  | 0.08     | 0.39 ± 0.03 | 0.86 ± 0.10 |
| Horror    | 0.41     | -          | -        |
| Triumph   | 1.37     | -          | -        |

---

1For internal consistency, we report FID based on the stats computed on the data we processed. For the competition, we computed FID of our submission using the stats in ExVo’s official repository, yielding 1.417 (Amusement) and 2.707 (Awe).
3.6. Future Work

Our method can be improved from five aspects. First, incorporating another large set of high-quality recordings into ExVo may help the model to learn a better template and generalize from it. Second, methods, such as (Hsu et al., 2019), that disentangle recording condition and speaker identity may allow us to remove the negative effects from recording conditions. Third, pre-training the TTS and vocoder models on large datasets (speech or non-speech) may get the models a better initialization and thus better quality. Fourth, the speech units from HUBERT might be suboptimal because HUBERT is trained on speech data only. Finally, building a “language model” over pseudo-phonemes will enable the model to do free generation.

4. Conclusions

We demonstrated a multi-speaker TTS method for synthesizing non-speech vocalizations from HUBERT’s discrete representations. Our experiments answered two questions about applying this method to NSV modeling. First, we found HUBERT speech units, which were treated as an alphabet of 100 letters in this work, capable of characterizing NSVs. Second, we found that our model learned a speaker space characterized by recording conditions. Our results also implied the viability of speaker modeling and voice conversion from NSV data. Finally, we proposed possible ways for improving the method for future research.
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