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Modelling Thermonuclear X-ray Bursts on Accreting Neutron Stars

by Zac Johnston

In low-mass X-ray binaries, the accretion of stellar material onto a neutron star can fuel unstable thermonuclear flashes known as Type I X-ray bursts. In a matter of seconds, the thin shell of hydrogen and/or helium is converted into heavier elements through nuclear fusion, heating the envelope to \( \sim 10^9 \) K. The burst of thermal emission, dominated by X-rays, lasts \( \approx 10 - 100 \) s and is observable with satellite-based X-ray telescopes. The properties of the burst reflect the local conditions of the neutron star surface. Simulating these events using computational models can provide valuable information about the nature of the accreting system. Measuring neutron star properties, especially the mass and radius, has been a longstanding objective in astrophysics because it can constrain the equation of state of dense nuclear matter. One-dimensional (1D) astrophysics codes with large nuclear reaction networks are the current state-of-the-art for simulating X-ray bursts. These codes can track the evolution of isotopes through thousands of nuclear reaction pathways, to predict the released nuclear energy and final composition of the ashes. In this thesis, I make extensive use of Kepлер, a 1D code at the forefront of these efforts. I first present improvements to the setup and analysis of Keppler burst models. By accounting for nuclear heating in the initial conditions, I shorten the thermal burn-in time, thereby reducing computational expense and producing more consistent burst trains. To model bursts fueled by transient accretion events, I perform the first such simulations with fully time-dependent accretion rates. Building upon previous efforts to model the “Clocked Burster”, GS 1826−238, I precompute a grid of 3840 simulations and sample the interpolated results using Markov Chain Monte Carlo (MCMC) methods. By comparing the predictions to multi-epoch observations, I obtain posterior probability distributions for the system parameters. I then extend these MCMC methods to the pure-helium burster, 4U 1820−30, using a grid of 168 simulations. Finally, I discuss potential improvements for future studies, to further develop the computational modelling of accreting neutron stars.
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Chapter 1

Introduction and Background

Type I X-ray bursts are recurring thermonuclear flashes on accreting neutron stars. They are distinct from Type II X-ray bursts, which are caused by sporadic accretion (Hoffman, Marshall, and Lewin, 1978).

Throughout this work, we will simply use “bursts” to refer to Type I X-ray bursts. Previous reviews have been provided by Lewin, Paradijs, and Taam (1993), Bildsten (1997), Strohmayer and Bildsten (2006), and Galloway and Keek (2017).

In this chapter, we provide a brief overview of Type I X-ray bursts. We describe the first detections and modelling efforts (Section 1.1), the catalogues of burst observations (Section 1.2), the mechanisms of burst ignition (Section 1.3), and previous works with computational burst modelling (Section 1.4).

In Chapter 2, we describe the astrophysical code used throughout this thesis, KEPLER, and the process of extracting burst properties from the models and predicting observable quantities. In Chapter 3, we present improvements to the setup of KEPLER burst models, and direct comparisons between KEPLER and MESA burst models. In Chapter 4, we present the first burst simulations with time-dependent accretion rates. In Chapter 5, we present the application of Markov chain Monte Carlo methods to large grids of KEPLER models. In Chapter 6, we present the extension of these MCMC methods to a hydrogen-poor system, 4U 1820–30. In Chapter 7, we summarise the work presented in this thesis, and discuss potential improvements for future work.

1.1 Early History

The thin shell instability was discovered by Schwarzschild and Härm (1965), in which thermonuclear burning restricted to a thin shell \((\Delta R \ll R)\) can undergo a thermal runaway due to its inability to expand and cool. Hansen and Horn (1975) modelled the thermonuclear stability of accreted hydrogen and helium on neutron stars, and found that most configurations were subject to the thin shell instability. Concurrent to this work, Type I X-ray bursts were discovered independently by Babushkina et al. (1975), Grindlay et al. (1976), and Belian, Conner, and Evans (1976), shortly followed with further detections by Lewin et al. (1976) and Clark et al. (1976).

Woosley and Taam (1976) and Maraschi and Cavaliere (1977) independently attributed the newly-discovered bursts to a thermonuclear origin – the unstable burning regime first uncovered by Hansen and Horn (1975). The thermonuclear model was further developed by Joss (1977), Lamb and
Lamb (1978), and Taam and Picklum (1978). Alongside these efforts, Sugimoto and Fujimoto (1978) and Fujimoto and Sugimoto (1979) examined the analogous phenomenon of helium shell flashes on accreting white dwarfs. Shortly thereafter, Fujimoto, Hanawa, and Miyaji (1981) presented a foundational work placing the various ignition conditions of hydrogen and helium under a consistent framework.

The first detailed numerical models were produced by Joss (1978), who simulated helium bursts using a modified one-dimensional stellar evolution code, ASTRA (Rakavy, Shaviv, and Zinamon, 1967). The characteristic properties of the observed bursts were successfully reproduced, including the onset and decay timescales, overall luminosities, and recurrence times. These models marked the beginning of the computational modelling of X-ray bursts (Section 1.4).

1.2 Observational Catalogues

New generations of X-ray telescopes were launched in the following decades, and the growing “zoo” of bursting behaviour offered multiple pathways into the study of thermonuclear burning on neutron stars. Large catalogues of these observations enable population studies of bursting systems, and the identification of global patterns in bursting behaviour. In particular, the collections of burst data serve as test beds for computational models.

An early collection was compiled from the literature by Paradijs, Penninx, and Lewin (1988), containing 45 bursts from ten systems. They found that the burst duration was anti-correlated with the persistent flux, hinting at a common relationship between systems.

Cornelisse et al. (2003) compiled 1823 bursts from nine systems observed with BeppoSAX, covering the years 1996 to 2002. Their analysis found global transitions between bursting regimes. When the persistent luminosity increased to $L_p \approx 2 \times 10^{37} \text{ erg s}^{-1}$, the sources transitioned from long, frequent, and quasi-periodic bursts, to short and infrequent bursts. Above this limit, the bursts grew more irregular until ceasing altogether above $L_p \approx 5.5 \times 10^{37} \text{ erg s}^{-1}$.

Galloway et al. (2008) provided another extensive catalogue, with observations from the X-ray telescope, RXTE. Bringing together 1187 individual bursts from 48 accreting neutron stars, this catalogue further enabled the study of diverse bursting patterns. The phenomena included burst oscillations, short-waiting time bursts, photospheric radius-expansion bursts, and the unexpected “turn over” in burst rate at high accretion rates. A successor to this catalogue, the Multi-INstrument Burst ARchive (MINBAR)\(^1\), extends the library to over 7000 bursts from 85 source, with data from multiple instruments, including RXTE, BeppoSAX, and INTEGRAL. Its unprecedented size makes MINBAR the most comprehensive burst catalogue to date, and we make use of its data throughout this thesis.

\(^1\)http://burst.sci.monash.edu/minbar
1.3 The Burst Mechanism

Thermonuclear X-ray bursts are the result of stellar material accreting onto neutron stars. In the idealised picture, the accreted material, rich in hydrogen and/or helium, spreads evenly over the surface and forms a shell only $\sim 1 \text{ m}$ thick. The base of this envelope is steadily buried deeper as new material is accreted on top, and is compressed to higher pressures and temperatures. Under hydrostatic equilibrium, the pressure at the base is given by the weight of the overlying fuel,

$$P = yg,$$

(1.1)

where $y \sim 10^7$–$10^8 \text{ g cm}^{-2}$ is the column depth and $g \sim 10^{14} \text{ cm s}^{-2}$ is the neutron star surface gravity.

When the base of the envelope reaches temperatures of $T \sim 10^8 \text{ K}$, nuclear burning can become thermally unstable. An increase in the rate of nuclear burning increases the temperature, in turn accelerating fusion in an unstable feedback loop. This thermal runaway occurs when the temperature sensitivity of nuclear heating exceeds that of radiative cooling. For a fixed pressure, this threshold is given by

$$\frac{d\epsilon_{\text{nuc}}}{dT} = \frac{d\epsilon_{\text{cool}}}{dT},$$

(1.2)

where $\epsilon_{\text{nuc}}$ is the specific nuclear heating rate, and $\epsilon_{\text{cool}}$ is the specific radiative cooling rate.

Thermonuclear burning spreads throughout the envelope as a convective “flame”, consuming most of the available fuel in $\lesssim 1$ s. The nuclear flash releases $\sim 10^{39} \text{ erg}$, heating the envelope to $\sim 10^9 \text{ K}$. Due to the extreme gravitational potential of $\approx 200 \text{ MeV nucleon}^{-1}$, in contrast to $\approx 5 \text{ MeV nucleon}^{-1}$ from nuclear burning, the vast bulk of the accreted material remains bound to the surface. As the outflowing thermal energy reaches the neutron star photosphere, it radiates strongly in X-rays. The surface luminosity peaks within $\approx 1$–$10$ s, and then decays to pre-burst levels as envelope cools over the following $\approx 10$–$100$ s. Examples of observed lightcurves are shown in Figure 1.1.

After a burst, the accreted envelope has been processed into “ashes” – the leftover products of nuclear fusion. Fresh material is accreted on top, burying the ashes and eventually incorporating them into the neutron star crust. The composition of these ashes impacts the thermal properties of the crust that is formed (e.g., Brown and Bildsten, 1998; Gupta et al., 2007).

1.3.1 Nuclear pathways

The dominant nuclear pathways on accreting neutron stars include the hot ($\beta$-limited) CNO cycle, the $3\alpha$ (triple-$\alpha$) process, the $\alpha$-process, the $\alpha p$-process, and the $rp$-process. Detailed descriptions of these pathways and their role in bursts can be found in Lewin, Paradijs, and Taam (1993), Woosley et al. (2004), Fisker, Schatz, and Thielemann (2008), and José et al. (2010). For temperatures of $T > 8 \times 10^7 \text{ K}$, hydrogen is converted to helium through the hot CNO cycle (e.g., Strohmayer and Bildsten, 2006; Wiescher
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Figure 1.1: The variety of lightcurves observed from four bursting sources (figure from Galloway, Goodwin, and Keek, 2017). 4U 1820−30 is an ultra-compact binary accreting almost pure helium, and exhibits short PRE bursts at relatively high accretion rates ($\dot{m} \approx 0.2 \dot{m}_{\text{Edd}}$). In SAX J1808.4−3658, the low accretion rates ($\dot{m} \lesssim 0.05 \dot{m}_{\text{Edd}}$) allow hydrogen to be depleted through hot CNO burning, leading to powerful PRE bursts with a characteristic “plateau” at the Eddington luminosity. GS 1826−238 accretes roughly solar material, $X_0 \approx 0.7$, where the hydrogen fuels rp-process burning and leads to long burst tails. The persistent accretor, 4U 1636−536, in addition to hydrogen-rich bursts similar to GS 1826−238, has exhibited four superbursts – extremely long bursts with recurrence times of $\Delta t \sim 1$ yr.
1.3. The Burst Mechanism

\[ 12\text{C}(p, \gamma)^{13}\text{N}(p, \gamma)^{14}\text{O}(\beta^+)^{14}\text{N}(p, \gamma)^{15}\text{O}(\beta^+)^{15}\text{N}(p, \alpha)^{12}\text{C}, \]  

(1.3)

where the net result is \(4p \rightarrow \alpha\). In this catalytic cycle, the rate is limited by slow \(\beta\)-decays, and the burning of hydrogen becomes independent of temperature. When active, steady CNO burning between bursts dominates the heating of the accreted layers. For a given parcel of accreted material, the time to deplete hydrogen (e.g., as derived in Lampe, Heger, and Galloway, 2016) is given by

\[ t_{\text{CNO}} \approx 20 \text{h} \left( \frac{X_0}{0.7} \right) \left( \frac{Z_{\text{CNO}}}{0.01} \right)^{-1}, \]  

(1.4)

where \(X_0\) is the initial hydrogen mass fraction and \(Z_{\text{CNO}}\) is the mass fraction of CNO isotopes. Equation 1.4 is only approximate because \(X_0\) and \(Z_{\text{CNO}}\) are mass fractions, not number fractions, and depend on the chosen distribution of CNO isotopes.

The \(3\alpha\)-process converts helium into carbon with a net reaction of \(3\alpha \rightarrow^{12}\text{C}\). Due to its strong temperature sensitivity, the \(3\alpha\)-process is thermally unstable across typical accretion rates, and serves as the ignition reaction for most burst regimes (described further in § 1.3.2).

For temperatures above \(T \gtrsim 1 \times 10^8\) K, successive alpha captures overtake \(3\alpha\) as the main source of energy (Fujimoto, Hanawa, and Miyaji, 1981), building progressively heavier elements,

\[ ^{12}\text{C}(\alpha, \gamma)^{16}\text{O}(\alpha, \gamma)^{20}\text{Ne}(\alpha, \gamma)^{24}\text{Mg}(\alpha, \gamma)^{28}\text{Si} \ldots \]  

(1.5)

If hydrogen is present in the accreted fuel, a complex network of reactions can build heavy isotopes to the iron-group and beyond (Wallace and Woosley, 1981; Hanawa and Fujimoto, 1984). For temperatures of \(T \gtrsim 4 \times 10^8\) K, the break-out reactions of \(^{14}\text{O}(\alpha, p)^{17}\text{F}\) and \(^{15}\text{O}(\alpha, \gamma)^{19}\text{Ne}\) destroy catalysts of the CNO cycle, and interrupt the burning of hydrogen to helium (Lewin, Paradijs, and Taam, 1993). This breakout paves the way for the \(\alpha p\)-process, whereby sequences of \((\alpha, p)\) and \((p, \gamma)\) reactions proceed to iron-group nuclei.

The presence of hydrogen at these high temperatures also allows the rapid proton (rp) process to occur. Successive proton-captures and \(\beta^+\)-decays proceed along the proton drip-line far from the valley of stability, and produce heavy nuclei with atomic mass numbers of \(A \approx 60–100\) (Wallace and Woosley, 1981; Schatz et al., 1998; Koike et al., 1999; Schatz et al., 2001; Koike et al., 2004) The rp-process is relatively slow in comparison to the \(\alpha\) reactions of the burst ignition. This delayed energy release results in extended burst tails which are characteristic of mixed hydrogen/helium bursts (e.g., GS 1826–238 in Figure 1.1).

The nuclear pathways described above span thousands of reactions, the vast majority of which have not been measured experimentally. When nuclear reaction rates are manually varied within their uncertainty, burst models predict altered lightcurves and ashes (Koike et al., 1999; Parikh et al., 2008; Parikh et al., 2009). Existing uncertainties in reaction rates thus contribute to burst model uncertainties, and limit their ability to constrain observed systems. Sensitivity studies are used to determine which reactions have the strongest influence on burst properties, and thus which nuclear
experiments to prioritise in future (Cyburt et al., 2016; Meisel, Merz, and Medvid, 2019).

1.3.2 Bursting regimes

Different regimes of bursting are predicted to occur depending on the local conditions. The composition of the accreted fuel, the accretion rate, and the thermal structure of the envelope all influence the thermonuclear path to ignition. The transitions between these regimes were first laid out by Fujimoto, Hanawa, and Miyaji (1981), and summarised again by Bildsten (1997). Most recently, Galloway, Goodwin, and Keek (2017) revised the list to a total of seven classifications.

We provide here a brief summary of these regimes as predicted by models, adapted from Galloway, Goodwin, and Keek (2017). The transitions assume an accreted composition of \(X_0 = 0.73\) and \(Z_{CNO} = 0.02\), and a crustal heating strength of \(Q_b = 0.1\) MeV nucleon\(^{-1}\). The accretion rates are given as a fraction of the canonical Eddington rate for solar composition, \(\dot{m}_{\text{Edd}} = 8.775 \times 10^4\) g cm\(^{-2}\) s\(^{-1}\) (equivalent to a global rate of \(\dot{M}_{\text{Edd}} = 1.75 \times 10^{-8} M_\odot \text{yr}^{-1}\) for a neutron star mass and radius of \(M = 1.4 M_\odot\) and \(R = 10\) km, and assuming spherically-symmetric accretion). Note that Cases I and II have not yet been observed, and that the transition to stable hydrogen/helium burning is observed to occur at roughly half the predicted accretion rate listed here.

I For \(\dot{m} \lesssim 0.001 \dot{m}_{\text{Edd}}\) \((T \lesssim 7 \times 10^8\) K), the CNO cycle is thermally unstable, and hydrogen ignition occurs. The hydrogen burst also triggers unstable helium burning.

II For \(0.001 \lesssim \dot{m} \lesssim 0.004 \dot{m}_{\text{Edd}}\), the hydrogen burst of Case I is too shallow to ignite helium, due to sedimentation of helium and the CNO isotopes (Peng, Brown, and Truran, 2007). The accreted helium continues to build a column of fuel below the hydrogen bursts, eventually reaching unstable helium ignition on its own.

III For \(0.004 \lesssim \dot{m} \lesssim 0.08 \dot{m}_{\text{Edd}}\) \((T \gtrsim 7 \times 10^8\) K), hydrogen burning is stable, and burns completely to helium via the hot CNO cycle. A pure helium layer accumulates below the hydrogen-burning region, and eventually reaches unstable helium ignition.

IV For \(\dot{m} \approx 0.1 \dot{m}_{\text{Edd}}\), no bursts occur because helium is stably burned to carbon before it can ignite, although this regime may lead to carbon-fuelled superbursts (Keek and Heger, 2016).

V For \(0.1 \lesssim \dot{m} \lesssim 1.0 \dot{m}_{\text{Edd}}\) hydrogen is steadily burned to helium, as in Case III, but the helium ignites before the hydrogen is depleted. The mixed hydrogen/helium burst can produce heavy ashes through a combination of \(3\alpha\), \(\alpha p\) and \(rp\)-processes (Wallace and Woosley, 1981).

VI For \(\dot{m} \approx 1.0 \dot{m}_{\text{Edd}}\) the accreted fuel undergoes oscillatory burning, producing a “marginally stable” burning regime (Heger, Cumming, and Woosley, 2007).
VII For $\dot{m} \gtrsim 1.0 \dot{m}_{\text{Edd}}$, both hydrogen and helium burning are stable, and no bursts occur. This model-predicted transition to stable hydrogen/helium burning occurs much later than inferred from observations, which stabilise around $0.1 \lesssim \dot{m} \lesssim 0.3 \dot{m}_{\text{Edd}}$ (Paradijs, Penninx, and Lewin, 1988; Cornelisse et al., 2003).

These regimes produce two broad categories of observed bursts: helium (He), and hydrogen/helium (H/He) bursts.

Helium bursts are typically characterised by short rise times ($< 1$ s), short overall durations ($\lesssim 10$ s), and photospheric radius-expansion (PRE; Tawara et al., 1984; Lewin, Vacca, and Basinska, 1984). During PRE, spectral fits to the bursts yield an expanded blackbody radius, a reduced effective temperature, and approximately constant bolometric luminosity. These features are thought to indicate that the bursts reach the Eddington luminosity – the limit at which radiation pressure balances gravitational pressure. Example lightcurves of observed PRE bursts are shown in the upper two panels of Figure 1.1.

In contrast, mixed hydrogen/helium bursts are characterised by relatively long rise times ($\approx 1–5$ s), broad sub-Eddington peaks, and long tails ($\sim 10^2$ s). Their burst profiles are understood to result from a more extended nuclear energy release than He bursts, leading to longer tails. Example lightcurves of H/He bursts are shown in the third panel of Figure 1.1, observed from the famous “clocked burster”, GS 1826–238.

1.4 Computational Models

Much of our current understanding of the bursting mechanism can be attributed to computational models. In the decades since the first efforts (Section 1.1), models of X-ray bursts have progressed from relatively simple sets of analytic equations to state-of-the-art astrophysics codes. These codes are now capable of simulating dozens of sequential bursts, while tracking the nuclear reactions of thousands of isotopes. We briefly summarise here previous modelling efforts, with a focus on one-dimensional burst codes, in particular KEPLER, which we make extensive use of in this thesis.

One-dimensional (1D) burst codes approximate the neutron star envelope as a spherically symmetric shell. While 1D models lack the inherently multi-dimensional (multi-D) effects of convection and flame spreading (e.g., Zingale et al., 2015; Cavecchi et al., 2016), multi-D models are constrained by computational expense to a simulation time of $\lesssim 1$ s. Computationally cheaper methods, such as semi-analytic models (e.g., Cumming, 2003) and one-zone models (e.g., Schatz et al., 2001), allow for extensive parameter explorations, but lack feedback from nuclear burning on the radial temperature and density profiles, and ultimately their influence on the burst lightcurves. 1D burst codes, therefore, remain the best tools currently available for performing parameter studies which self-consistently follow the mixing and burning of accreted material.

AGILE is an implicit 1D general relativistic code (Liebendörfer, Rosswog, and Thielemann, 2002). The code was used by Fisker et al. (2006) to model X-ray bursts and test the lower limit of the $^{15}\text{O}(\alpha, \gamma)^{19}\text{Ne}$ reaction rate, using a reaction network of 298 isotopes. AGILE was subsequently
used to model the extent of the rp-process in mixed H/He bursts, using a network with 304 isotopes (Fisker, Schatz, and Thielemann, 2008).

SHIVA is a 1D astrophysics code that was originally applied to classical novae on accreting white dwarfs (José and Hernanz, 1998). The code was used by to model X-ray bursts with a nuclear network of 324 isotopes (José et al., 2010), computing a simulation with a setup similar to the “ZM” KEPLER model from Woosley et al. (2004). SHIVA predicted recurrence times that were twice as long as KEPLER, which is likely at least partly due to the incorrect opacities previously used in the latter (see Section 3.1).

MESA is another 1D astrophysics code capable of simulating bursts (Paxton et al., 2015). Compositions of burst ashes predicted using MESA were used in Meisel and Deibel (2017) to examine their impact on crust cooling. MESA was not used for large-scale burst modelling until the multi-epoch models of GS 1826–238 by Meisel (2018, in Chapter 5 we present multi-epoch KEPLER models using the same reference dataset). A follow-up study also investigated the influence of reaction rate uncertainties on the inferred neutron star properties (Meisel, Merz, and Medvid, 2019).

1.4.1 KEPLER

KEPLER (Weaver, Zimmerman, and Woosley, 1978) is a 1D stellar astrophysics code which has been used to model multiple aspects of the bursting process. In Chapter 2, we discuss the setup and execution of these models.

KEPLER was first applied to bursts by Wallace, Woosley, and Weaver (1982), who produced four simulations of hydrogen/helium fuel, using only a 19-isotope nuclear network. The first use of KEPLER in its modern burst configuration was performed by Woosley et al. (2004). They introduced a fully adaptive nuclear network, which could simulate the extended nuclear reactions of the rp-process up to the proton drip line, for the first time in 1D.

Expanding on this work, Heger et al. (2007) performed seven models and compared the predictions with the system GS 1826–238 – the Clocked Burster. One of these models, labelled $A3$, matched the observed lightcurve morphology with surprising accuracy, and is now a common reference point for burst models.

Keek and Heger (2011) applied KEPLER to the superburst regime, modelling the ignition of deep carbon oceans and the resulting hours-long bursts. In a follow-up study, Keek, Heger, and Zand (2012) accreted helium-rich fuel onto a carbon ocean already close to ignition, to simulate a superburst during regular bursts. Keek and Heger (2016) discovered a stable helium burning regime (Case IV in Section 1.3.2), which only occurred for a narrow range of accretion rates around $\dot{m} \approx 0.1 \dot{m}_{\text{Edd}}$ and which could explain the production of carbon oceans as superburst fuel.

Lampe, Heger, and Galloway (2016) presented the largest grid of 1D models to date. They explored the dependence of burst properties on accretion rate and metallicity, and compared the results to observed trends.

Cyburt et al. (2016) used KEPLER to explore the sensitivity of burst models to uncertainties in nuclear reaction rates. By varying key reaction rates in the nuclear network, they ranked rates by their influence on the burst lightcurves and properties. They found that the CNO breakout reaction $^{15}\text{O}(\alpha, \gamma)^{19}\text{Ne}$ had the strongest sensitivity.
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For the research presented in this thesis, we use the KEPLER code to simulate X-ray bursts. In this chapter, we provide an overview of the KEPLER model for bursting (Section 2.1), the methods used to extract burst properties from the model output (Section 2.2), and the general relativity (GR) corrections applied to the Newtonian KEPLER quantities (Section 2.3).

2.1 KEPLER: A 1D Hydrodynamic Burst Code

KEPLER was developed in the 1970s for modelling the pre-supernova evolution of massive stars (Weaver, Zimmerman, and Woosley, 1978). In the decades since, the code has been applied to regimes of stellar evolution and explosive nucleosynthesis (e.g., Woosley, Heger, and Weaver, 2002; Rauscher et al., 2002; Heger et al., 2003; Woosley et al., 2004). In this thesis, we will focus on the application of KEPLER to thermonuclear X-ray bursts. A selection of previous burst studies are described in Section 1.4.1.

Previous descriptions of KEPLER for burst modelling can be found in Woosley et al. (2004) and Keek and Heger (2011). A KEPLER burst model consists of a Lagrangian grid of zones in the radial direction. The zones span a thin shell of material at the neutron star surface, extending down from column depths of \( y \sim 10^3 \text{ g cm}^{-2} \) to the deep ocean at \( y \sim 10^{12} \text{ g cm}^{-2} \). The neutron star crust is located below this lower boundary. Zones are added and removed according to zoning parameters, which can be tuned to control the grid resolution. Convection is parametrised in 1D using mixing length theory, where the diffusion coefficient is set by the estimated convective velocity. KEPLER uses an adaptive nuclear network which can simulate all the nuclear processes described in Section 1.3.1. Isotopes are dynamically added and removed from the network during the simulation as they are created and destroyed. A public reaction rate library has been maintained at REACLIB\(^1\) (Cyburt et al., 2010), and we use this library for the KEPLER models presented in Chapter 5 and Chapter 6.

2.1.1 Input Parameters

Parameters can be used to adjust the properties and behaviour of the modelled envelope. Resolution and zoning parameters control the numerical structure, and are tuned to ensure convergence of the results. The particular system being modelled is represented by physical parameters, such as

\(^1\text{https://reaclib.jinaweb.org/}\)
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the accretion rate and fuel composition. These variables can be explored and modified to determine the likely values which best reproduce the observed data. We can thus use these parameters to understand and constrain the physical characteristics of observed bursting systems.

Mass, Radius, and Gravity

The parameter for the neutron star mass, $M$, sets the gravitational mass interior to the base of the model. Along with the radius, $R$, this determines the gravitational acceleration, $g$, experienced by each zone. The thin shell of the envelope, $\Delta R < R$, results in a gravitational acceleration that differs by $\lesssim 1\%$ across the model domain.

Chemical Composition

The accreted composition is set with the parameters of the hydrogen mass fraction, $X_0$, and the CNO mass fraction (“metallicity”), $Z_{\text{CNO}}$. For simplicity, the CNO metallicity is accreted into KEPLER as $^{14}\text{N}$, which is the dominant isotope from stellar CNO burning. The remainder of the fuel is put into helium ($^{4}\text{He}$): $Y_0 = 1 - X_0 - Z_{\text{CNO}}$.

Accretion Rate

The mass accretion rate, $\dot{M}$, is the dominant parameter for modelling X-ray bursts. It sets the rate at which nuclear fuel is added to the envelope, and thus how quickly an explosive layer can be built up. It also determines the total rate of crustal heating, $Q_b$. The accretion rate of a KEPLER model can be constant to represent persistent accretors, or time-varying to represent transient accretors (see Chapter 4). The accretion rate is used during both model initialisation (Section 2.1.2) and execution (Section 2.1.3). It is typically expressed as a fraction of the Eddington-limited accretion rate for solar composition, $\dot{M}_{\text{Edd}} = 1.75 \times 10^{-8} \text{M}_\odot \text{yr}^{-1}$. Although the actual $\dot{M}_{\text{Edd}}$ depends on the composition and neutron star gravity, the canonical value serves as a common reference point between models and codes.

Crustal Heating

The crustal heating parameter, $Q_b$, controls the heat flowing into the envelope from the crust below. It is effectively a lower boundary condition, setting the heat flux at the innermost zone. During accretion, the weight of new material compresses the neutron star crust, inducing electron captures and pycnonuclear (density-driven) reactions (Haensel and Zdunik, 2008). The total energy yield from this process is 1–2 MeV nucleon$^{-1}$ (Haensel and Zdunik, 2008), but the net flux reaching the envelope is typically assumed to be $\approx 0.1$ MeV nucleon$^{-1}$ (e.g., Heger et al., 2007).

Assumptions

No model is without assumptions and limitations. KEPLER, being a 1D code, inherently assumes spherical symmetry. The only spatial degree of freedom is in the radial direction, meaning that energy, heat, and chemical composition can only move “up” or “down”, but not across the surface. To
2.2 Extracting Bursts from Models

For the extraction of burst properties from KEPLER models, we have developed software tools over the course of this project, which we have collected under PYBURST, a PYTHON library available on the open-source platform github\(^2\). We describe here the general procedure of the model analysis.

Given a model lightcurve (Figure 2.1), we identify each burst and extract its properties. We then average the properties over the burst sequence.

\(^2\)https://github.com/zacjohnston/pyburst
Figure 2.1: Example lightcurves from a Kepler simulation. An entire model is plotted in the upper panel, and the individual extracted bursts stacked in the lower panel. This figure also appears in Johnston, Heger, and Galloway (2019) (Chapter 5).
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(excluding some number of initial bursts, Section 2.2.2) to obtain summary properties for the model. The standard deviation of these quantities indicates the inherent burst-to-burst variation, which we take as the model uncertainty (note that this does not include systematic uncertainties, for example due to reaction rate uncertainties).

To analyse a model, PYBURST follows a pipeline that proceeds roughly as follows:

I Identify local maxima in the model lightcurve.

II Discard non-burst maxima, such as numerical spikes or bumps.

III Identify the start and end of each burst lightcurve.

IV Calculate the properties of each burst.

V Average the properties across all bursts.

From this procedure, we obtain a collection of bursts with their individual and averaged properties, along with associated uncertainties.

2.2.1 Calculating burst properties

The most common burst properties of interest are the recurrence time, $\Delta t$, the peak luminosity, $L_{\text{peak}}$, the burst energy (sometimes called fluence, see below), $E_b$, and the alpha ratio, $\alpha$.

Identifying bursts

Firstly, the maxima in the model lightcurve are found. We save computational time, and avoid false-positives from small bumps, by imposing a minimum luminosity threshold. If we are confident that the modelled bursts will always peak above $10^{37}$ erg s$^{-1}$, for example, we need only consider these sections of the lightcurve. Once we have identified the maxima in a lightcurve, we filter out any that are not deemed to be bursts. Once the candidate burst peaks, $L_{\text{peak}}$, have been verified, PYBURST proceeds to calculate the remaining burst properties.

Recurrence time and burst rate

The recurrence time, $\Delta t$, is the elapsed time since the previous burst. Specifically, PYBURST defines it as the time between burst peaks. Note that the recurrence time is (by definition) undefined for the first burst in the sequence. The burst rate is simply $\nu = 1/\Delta t$.

Ignition column

A burst ignites when the base of the accreted layer reaches unstable thermonuclear conditions. Given a burst with a recurrence time of $\Delta t$ and a constant accretion rate of $\dot{m}$, the mass of the accreted layer is then simply

$$M_{\text{acc}} = 4\pi R^2 \dot{m} \Delta t,$$

and the ignition depth is

$$y_{\text{ig}} = \dot{m} \Delta t.$$
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Figure 2.2: An example KEPLER burst lightcurve with key points as identified by PYBURST. The green circles indicate, from left to right, \( t_{\text{pre}} \), \( t_{\text{start}} \), and \( t_{\text{end}} \). The orange circle indicates the burst peak, \((t_{\text{peak}}, L_{\text{peak}})\).

Lightcurve points

To extract the burst energetics, we determine the start and end points of the burst lightcurve (Figure 2.2). We define a reference point \( t_{\text{pre}} \), that is a set time interval prior to the peak, chosen to ensure the entire burst rise is captured, 30 s, for example. The start of the burst rise, \( t_{\text{start}} \), is defined as the point where the lightcurve has reached some fraction of the peak luminosity, 25 %, for example. The burst end, \( t_{\text{end}} \), is defined as the point where the luminosity has decayed to a given fraction of the peak luminosity, 1 %, for example.

Burst energetics

The burst energetics are calculated using the above lightcurve reference points. The burst energy, \( E_b \), is obtained by integrating the luminosity between \( t_{\text{pre}} \) and \( t_{\text{end}} \), after subtracting a baseline luminosity, \( L_{\text{pre}} \), which is taken at \( t_{\text{pre}} \). Some emission prior to the burst may be included in this integration, but the contribution is negligible (<0.1 %) if \( L_{\text{pre}} \) is subtracted.

Note that the burst energy here is often called the burst fluence, which is used interchangeably with the observed quantity of time-integrated burst flux \( \int F_b \, dt \). Although these quantities are indeed related (Section 2.4.4), the term “fluence” specifically refers to time-integrated flux, and to avoid confusion we will here maintain the distinction between the burst energy, \( E_b \), and the fluence, \( f_b \).

\( \alpha \) (alpha) ratio

We then obtain \( \alpha \), the ratio between the persistent energy and burst energy:

\[
\alpha = \frac{-\phi \Delta t \dot{M}}{E_b},
\]  

(2.3)
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where $\phi = -zc^2/(1 + z)$ is the gravitational potential at the neutron star surface. This ratio represents the relative efficiency of accretion compared to thermonuclear burning, and can be used to infer the dominant composition of the accreted fuel. A small $\alpha$ ratio of $\approx 40$ corresponds to strong nuclear energy efficiency, indicating hydrogen-rich fuel. A large $\alpha$ ratio of $\gtrsim 100$ corresponds to relatively inefficient nuclear energy generation, indicating fuel that is hydrogen-deficient (i.e., helium-rich).

2.2.2 Average Model Properties

Having calculated the above properties for each burst in the sequence, we then calculate summary quantities for the model as a whole. Because the initial bursts are often much more energetic than the subsequent train (Woosley et al., 2004), they’re usually treated as a “burn-in” phase of the simulation, and excluded from analysis. In previous studies, only the first one or two bursts were excluded (e.g., Heger et al., 2007; Cyburt et al., 2010; Lampe, Heger, and Galloway, 2016). We discovered the presence of extended burn-in (Section 3.2).

We can also calculate average burst lightcurves for comparison to observations. The most common approach is to stack the burst lightcurves, aligned by peak, for example, and calculate the average and standard deviation of the luminosity along the curve. With this method, a mean burst lightcurve can be obtained and compared with observations.

2.3 Correcting for General Relativity

Due to its origin as a stellar evolution code, KEPLER uses Newtonian gravity, which is sufficiently accurate for regular stars. X-ray bursts, however, occur in a highly-relativistic environment. To accurately model bursts, it is crucial to account for the effects of General Relativity (GR) when comparing models with observations.

Fortunately, the results of Newtonian KEPLER models require only straightforward corrections, due to the thin-shell nature of the envelope. These corrections have been described in detail previously (Woosley et al., 2004; Keek and Heger, 2011; Lampe, Heger, and Galloway, 2016), and we will provide here a brief summary. This section largely follows the notation and conventions used in Appendix B of Keek and Heger (2011).

In this section we will signify Newtonian KEPLER quantities with the subscript ‘$k$’, GR quantities with the subscript ‘$g$’, and quantities in the frame of a distant observer with the subscript ‘$\infty$’. These corrections rely on the assumption of a thin shell at the surface of a neutron star.

2.3.1 Definitions

To resolve the discrepancy between the Newtonian gravity of KEPLER and the GR gravity of actual neutron stars, we first note that gravitational acceleration is approximately constant throughout the thin shell of an accreted neutron star, with mass $M = 1.4 M_{\odot}$ and radius $R = 10$ km, has a gravitational acceleration at the surface of $g \approx 2.4 \times 10^{14}$ cm s$^{-2}$ (i.e., $\approx 8000$ times the speed of light per second).
envelope. For a 10 m thick envelope on the surface of a canonical neutron star, the acceleration differs by only \( \approx 2\% \) from top to bottom.

Under the approximation that gravity is constant, a Newtonian Kepler model with a mass and radius \((M_k, R_k)\) is equivalent to an “actual” neutron star with a different mass and radius \((M_g, R_g)\) if it has the same acceleration under GR.

The acceleration under Newtonian gravity is given by

\[
g_k = \frac{GM}{R^2},
\]

where \( G \) is the gravitational constant. The acceleration under GR is instead given by

\[
g_g = \frac{GM(1 + z)}{R^2},
\]

where the gravitational redshift is given by

\[
1 + z = \frac{1}{\sqrt{1 - \frac{2GM}{c^2R}}}.
\]

In other words, \( g_g = (1 + z)g_k \) for a given mass and radius\(^4\). If we impose the requirement that the acceleration is equal under both the Newtonian and GR regimes, we obtain

\[
\frac{GM_k}{R_k^2} = \frac{GM_g(1 + z)}{R_g^2},
\]

\[
\left(\frac{R_g}{R_k}\right)^2 = \frac{M_g}{M_k}(1 + z).
\]

Note that from here on, \((1 + z)\) from Equation (2.6) is always calculated with the GR mass and radius. If we define the ratios\(^5\)

\[
\varphi = \frac{M_g}{M_k}, \quad \xi = \frac{R_g}{R_k},
\]

we can write Equation (2.7) as

\[
\xi^2 = \varphi(1 + z).
\]

If we define the gravitational radius for the Newtonian case

\[
\zeta = \frac{GM_k}{c^2R_k},
\]

we can also write Equation (2.6) as

\[
1 + z = \frac{1}{\sqrt{1 - \frac{2\zeta}{\xi}}},
\]

\(^4\)For a canonical neutron star, \(1 + z \approx 1.26\).

\(^5\)Note that the radius ratio \( \xi \) is unrelated to the anisotropy factors \( \xi_b \) and \( \xi_p \), which we will introduce later.
Substituting Equation (2.11) into Equation (2.9) we obtain

\[ \varphi^2 + 2 \varphi \xi^3 \zeta - \xi^4 = 0. \]

(2.12)

Thus, a Newtonian KEPLER model with a given mass and radius \((M_k, R_k)\) corresponds to any pair \((M_g, R_g)\) which satisfies Equation (2.12). Note that a given gravitational acceleration corresponds to a contour of mass-radius pairs. Depending on which quantities are already known, we can solve the above problem for the remaining variables.

**Solving for Mass**

If the actual neutron star radius \((R_g)\) is known, we can determine the mass \((M_g)\) by solving Equation (2.12) for the mass ratio:

\[ \varphi = \zeta \xi^3 \left( \sqrt{1 + \zeta^{-2} \xi^{-2}} - 1 \right), \]

(2.13)

and then using \(M_g = \varphi M_k\).

**Solving for Radius**

If instead the actual neutron star mass \((M_g)\) is known, we can find the radius \((R_g)\) by solving Equation (2.12) for the radius ratio:

\[ \xi = \frac{\zeta \varphi}{2} \left( 1 + \sqrt{1 - A} + \sqrt{2 + A + \frac{2}{\sqrt{1 - A}}} \right), \]

(2.14)

where we have defined

\[ A = \sqrt{\frac{2}{9} \left( \frac{B^2}{\xi^2} - 2 \sqrt{6} \right)} \]

(2.15)

\[ B = 3 \sqrt{9 \zeta^2 \varphi^4 + \sqrt{3} \varphi^3 \sqrt{16 + 27 \zeta^4 \varphi^2}}. \]

We can then simply use \(R_g = \xi R_k\).

**2.3.2 Correcting local Newtonian quantities**

In the previous section, we solved for the GR neutron star masses and radii \((M_g, R_g)\) which are equivalent to a Newtonian KEPLER model. The physical quantities predicted by the model are then corrected to be consistent with the actual mass and radius.

**Accretion rate**

The Newtonian KEPLER model is equivalent to a GR-corrected neutron star with the same local accretion rate, \(\dot{m}\). From Equation (2.8), the ratio of the GR-corrected neutron star surface area to the Newtonian surface area is equal to \(\xi^2\). The global accretion rate, \(\dot{M} = 4\pi R^2 \dot{m}\), is thus scaled according
\[ \dot{M}_g = \xi^2 \dot{M}_k \]
\[ = \varphi (1 + z) \dot{M}_k, \]  
(2.16)

where we have used the relation \( \xi^2 = \varphi (1 + z) \) from Equation (2.9).

**Luminosity**

Similarly, the Newtonian luminosities are scaled by the surface area,
\[ L_g = \xi^2 L_k \]
\[ = \varphi (1 + z) L_k. \]  
(2.17)

**Accretion luminosity**

The accretion luminosity \( (L_{\text{acc}}) \) originates from material accreting at a certain rate \( (\dot{M}) \) through a gravitational potential \( (\phi) \),
\[ L_{\text{acc}} = -\dot{M} \phi. \]  
(2.18)

The potentials for the Newtonian and GR regimes are given by
\[ \phi_k = -\frac{GM_k}{R_k}, \quad \phi_g = -\frac{c^2 z}{1 + z}. \]  
(2.19)

Using Equations (2.16) and (2.19), we obtain
\[ L_{\text{acc},g} = -\dot{M}_g \phi_g \]
\[ = -\varphi (1 + z) \dot{M}_k \phi_g \]
\[ = \varphi c^2 z \dot{M}_k. \]  
(2.20)

**Burst energy (fluence)**

The burst energy \( (E_b) \) is the total energy radiated during the burst, corresponding to the time-integrated burst luminosity \( (\int L_b \, dt) \). Using the area ratio \( (\xi^2) \), we obtain
\[ E_{b,g} = \xi^2 E_{b,k} \]
\[ = \varphi (1 + z) E_{b,k}. \]  
(2.21)

**Eddington luminosity**

The Eddington luminosity (for a spherically-symmetric object) is found by balancing the gravitational force with the radiation pressure, and is given by
\[ L_{\text{Edd}} = \frac{4\pi R^2 g c}{\kappa}, \]  
(2.22)

where \( \kappa \) is the opacity. Substituting \( g \) from Equations (2.4) and (2.5), we have
\[ L_{\text{Edd},g} = \frac{4\pi G \kappa (1 + z) M_g}{\kappa}, \quad L_{\text{Edd},k} = \frac{4\pi G \kappa M_k}{\kappa}. \]  
(2.23)
Noting that $M_g = \varphi M_k$ and $1 + z = \xi^2/\varphi$, we obtain

$$L_{\text{Edd}, g} = \frac{4\pi G c \xi^2 M_k}{\kappa} = \xi^2 L_{\text{Edd}, k} \quad (2.24)$$

We could also have noted that $g$ is equal in both cases (by definition), leaving a factor of $R_g^2/R_k^2 = \xi^2$.

### 2.3.3 Transforming to an observer frame

The GR-corrected quantities are then converted from the local reference frame of the neutron star surface to the frame of a distant observer, which we signify with the subscript “$\infty$”.

#### Timescales

Timescale quantities are time-dilated by

$$t_\infty = (1 + z)t_g = (1 + z)t_k. \quad (2.25)$$

#### Luminosity

Photons are redshifted to lower energies upon leaving the gravitational potential of the neutron star, in addition to their rate of arrival becoming time-dilated. Combined with Equation (2.17), the luminosity for an observer is given by

$$L_\infty = \frac{L_g}{(1 + z)^2} = \frac{\varphi L_k}{1 + z}. \quad (2.26)$$

#### Burst energy

Because the burst energy ($E_b$) is integrated over time, the time-dilation from Equation (2.25) is removed, giving

$$E_{b, \infty} = \frac{E_{b, g}}{1 + z} = \varphi E_{b, k}, \quad (2.27)$$

where we have used Equation (2.21), and $\xi^2 = \varphi(1 + z)$ from Equation (2.9).

### 2.4 Predicting Observable Burst Properties

The extracted burst properties (Section 2.2), once corrected to an equivalent neutron star surface under GR (Section 2.3), can then be used to calculate “observables” as measured with Earth-based instruments.

#### 2.4.1 Burst rate and recurrence time

The burst rate ($\nu$) is time-dilated according to Equation (2.25),

$$\nu_\infty = \frac{\nu_g}{1 + z} = \frac{\nu_k}{1 + z}. \quad (2.28)$$
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2.4.2 Flux – accounting for anisotropy

X-ray telescopes count photons within a given energy band, from which the incident bolometric flux ($F$) can be inferred. Assuming a uniform (i.e., isotropic) angular distribution for the source of radiation, the flux is given by

$$ F = \frac{L_\infty}{4\pi d^2}, \quad (2.30) $$

where $d$ is the distance to the source. Note that for visual clarity, from here on we assume that fluxes are always in the reference frame of an observer, and omit the subscript ‘$\infty$’.

**KEPLER** models predict the local bolometric luminosity ($L_k$), which is GR-corrected ($L_g$) and shifted to the frame of a distant observer ($L_\infty$) using Equation (2.26). If we assume the radiation is isotropic, this luminosity corresponds to the luminosity in Equation (2.30), and the observed flux can be directly predicted.

In reality, however, the neutron star is surrounded by an accretion disc, which can intercept, scatter, and obscure photons, resulting in a non-uniform (i.e., anisotropic) angular distribution of radiation (e.g. Lapidus and Sunyaev, 1985; Sztajno et al., 1987; Fujimoto, 1988; He and Keek, 2016). The apparent luminosity for an observer depends on the inclination, $i$, of the line of sight as measured from the rotation axis of the disc.

The angular distribution of radiation is dependent on the morphology and radiative properties of the accretion disc. These properties, including...
the inclination itself, are often highly uncertain. Anisotropic effects are thus typically represented with generalised factors, given by $\xi$ (introduced by Sztajno et al., 1987):

$$
F_b = \frac{L_{b,\infty}}{4\pi d^2 \xi_b}, \quad F_p = \frac{L_{p,\infty}}{4\pi d^2 \xi_p},
$$

(2.31)

where the burst (‘b’) and persistent (‘p’) emission are treated separately. Because $\xi_b$ and $\xi_p$ are degenerate with $d$, inferred distances are typically reported in the form $d\sqrt{\xi}$. Models which predict the dependence of $\xi_b$ and $\xi_p$ on the inclination (e.g. He and Keek, 2016, Figure 2.3) can then be used to constrain the absolute distance, $d$.

### 2.4.3 Persistent accretion flux

The persistent flux ($F_p$) is the steady emission observed between bursts. This quantity is thought to originate primarily from the luminosity generated by accretion ($L_{\text{acc}}$) given in Equation (2.18). Assuming that the contribution of steady nuclear burning is negligible (i.e., $L_p = L_{\text{acc}}$), we have, from Equation (2.31),

$$
F_p = \frac{L_{\text{acc,}\infty}}{4\pi d^2 \xi_p}.
$$

(2.32)

From Equations (2.20) and (2.26), we obtain

$$
L_{\text{acc,}\infty} = \frac{c^2 z M_g}{(1 + z)^2} = \frac{c^2 z \varphi \dot{M}_g}{(1 + z)^2}.
$$

(2.33)

Equation (2.32) then becomes

$$
F_p = \frac{c^2 z M_g}{4\pi d^2 \xi_p (1 + z)^3} = \frac{c^2 z \varphi \dot{M}_g}{4\pi d^2 \xi_p (1 + z)^2}.
$$

(2.34)

Thus, the persistent accretion flux can be predicted directly with the model parameters.

### 2.4.4 Burst fluence

The burst fluence ($f_b$) is the time-integrated burst flux ($\int F_b \, dt$), and is the observable equivalent of the burst energy ($E_b$). From Equation (2.31) we obtain

$$
f_b = \frac{E_{b,\infty}}{4\pi d^2 \xi_b}.
$$

(2.35)

Substituting Equation (2.27) gives

$$
f_b = \frac{E_{b,\varphi}}{4\pi d^2 \xi_b (1 + z)} = \varphi \frac{E_{b,k}}{4\pi d^2 \xi_b}.
$$

(2.36)

### 2.4.5 Persistent fluence

The persistent fluence ($f_p$) is the time-integrated persistent flux ($\int F_p \, dt$) since the previous burst. Assuming that $L_{\text{acc}}$ is constant between bursts,
the persistent fluence is given by

\[ f_p = \frac{L_{\text{acc,}\infty} \Delta t_\infty}{4\pi d^2 \xi_p}. \]  

(2.37)

From Equations (2.28) and (2.34), we obtain

\[ f_p = \frac{c^2 z \dot{M}_g \Delta t_g}{4\pi d^2 \xi_p (1 + z)^2} = \frac{c^2 z \varphi \dot{M}_k \Delta t_k}{4\pi d^2 \xi_p (1 + z)}. \]  

(2.38)

### 2.4.6 Alpha ratio

A common measure of burst energetics is the ratio of the persistent to burst fluence (Section 2.2.1),

\[ \alpha = \frac{f_p}{f_b}. \]  

(2.39)

From Equations (2.35) and (2.37), we obtain

\[ \alpha = \frac{\xi_b}{\xi_p} \cdot \frac{L_{\text{acc,}\infty} \Delta t_\infty}{E_{b,\infty}}. \]  

(2.40)

Thus, \( \alpha \) is independent of distance, and can also be used to infer the anisotropy ratio \( \xi_b/\xi_p \). Using Equations (2.29) and (2.33), we obtain

\[ \alpha = \frac{\xi_b c^2 z \dot{M}_g \Delta t_g}{\xi_p (1 + z) E_{b,g}} = \frac{\xi_b c^2 z \varphi \dot{M}_k \Delta t_k}{\xi_p \varphi (1 + z) E_{b,k}}. \]  

(2.41)

### 2.4.7 Eddington flux

The Eddington-limited flux (\( F_{\text{Edd}} \)) is typically inferred from the peak of PRE bursts, which are thought to reach the local Eddington luminosity (\( L_{\text{Edd}} \)). Once again, from Equation (2.31) we have

\[ F_{\text{Edd}} = \frac{L_{\text{Edd,}\infty}}{4\pi d^2 \xi_b}. \]  

(2.42)

Using Equations (2.23) and (2.26), we obtain

\[ L_{\text{Edd,}\infty} = \frac{4\pi G c M_g}{\kappa(1 + z)} = \frac{4\pi G c \varphi M_k}{\kappa(1 + z)}. \]  

(2.43)

Equation (2.42) then becomes

\[ F_{\text{Edd}} = \frac{G c M_g}{\kappa d^2 \xi_b (1 + z)} = \frac{G c \varphi M_k}{\kappa d^2 \xi_b (1 + z)}. \]  

(2.44)

For ionised material, the radiation pressure is exerted on electrons via Thomson scattering, whereas the mass is dominated by nucleons. For hydrogen, we can make the approximation that the opacity is given by \( \kappa = \sigma_T / m_p \), where \( \sigma_T \) is the Thomson scattering cross section, and \( m_p \) is the proton mass.

Additionally, if we assume that the accreted material is a mixture of hydrogen and helium, we can introduce a factor to account for the composition, \( 2/(1 + X_0) \), where \( X_0 \) is the hydrogen mass fraction. Compared to
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pure hydrogen ($X_0 = 1.0$), pure helium ($X_0 = 0.0$) has double the mass per charge, resulting in double the Eddington limit.

Applying both of these values, Equation (2.44) becomes

$$F_{\text{Edd}} = \frac{2Gm_p c M_g}{\sigma_T d^2 \xi_b (1 + z)(1 + X_0)} = \frac{2Gm_p c \varphi M_h}{\sigma_T d^2 \xi_b (1 + z)(1 + X_0)},$$  \hspace{1cm} (2.45)
Chapter 3

Results: Improvements to KEPLER Burst Models

In this chapter we outline the main improvements to KEPLER burst models used for this research.

In Section 3.1, we discuss a previous error in the opacities, which caused an artificially hot envelope and increased burst rate compared to other codes – a discrepancy already noticed by others in the literature. This correction is applied to all burst models presented in this thesis.

In Section 3.2, we describe the inclusion of a mock nuclear heat source during the model setup, which improved issues with thermal “burn-in” of the envelope. This treatment was applied to the models presented in Chapters 5 and 6, but was developed after the publication of Chapter 4.

Finally, in Section 3.3, we compare KEPLER models to another one-dimensional (1D) burst code, MESA, after including the above improvements. This test is the closest direct comparison of 1D burst codes to date, and we demonstrate that the improvements made to KEPLER reduce the discrepancy between the models.

3.1 Corrected Opacities

During the preparation of models for Johnston, Heger, and Galloway (2018) (Chapter 4), it was discovered\textsuperscript{1} that the KEPLER burst models mistakenly included an opacity multiplication factor of \( \approx 1.5 \).

The opacity modification originated from tests for an alternative to the GR-corrections described in Section 2.3. The boosted opacity was intended to slow heat transport such that the time dilation effects of GR would be replicated. The approach, however, was abandoned in favour of applying GR-corrections in post-processing. The multiplication factor, however, was mistakenly left in the model setup files, transmitting the error to all subsequent studies, including Woosley et al. (2004), Heger et al. (2007), Cyburt et al. (2016), Lampe, Heger, and Galloway (2016), and Galloway, Goodwin, and Keek (2017).

To test the effect of the corrected opacity, we computed two KEPLER models for comparison. We used the parameters from the popular reference model \( A3 \) from Heger et al. (2007). The parameters used were a hydrogen mass fraction of \( X_0 = 0.7048 \), CNO mass fraction of \( Z_{\text{CNO}} = 0.02 \), crustal heating rate of \( Q_b = 0.1 \text{MeV nucleon}^{-1} \), surface gravity of \( g = 1.858 \times 10^{14} \text{cm s}^{-2} \), and accretion rate of \( \dot{m} = 0.0903 \dot{m}_{\text{Edd}} \), where

\textsuperscript{1}by Adam Jacobs, Michigan State University, pers. comm.
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Figure 3.1: KEPLER temperature profiles, for a model with the erroneous opacity multiplier of $\approx 1.5$ (red curve), and with the multiplier removed (blue curve). The larger opacities reduce the efficiency of thermal transport, producing a hotter envelope and shorter burst recurrence times (see also Table 3.1). This error was corrected for the models in Johnston, Heger, and Galloway (2018, (Chapter 4)), and is present in all previously published KEPLER burst models.

$n_{\text{Edd}} = 8.775 \times 10^4 \text{ g cm}^{-2} \text{ s}^{-1}$. The opacity multiplier was left in place for the first model, and removed from the second. The models were run for $\approx 100$ h in the model rest frame, producing $\approx 30$ bursts each.

The temperature profiles are compared in Figure 3.1. The snapshots are taken near the end of each model, prior to the ignition of the next burst, to allow the envelopes sufficient time to settle into a steady bursting state. The larger opacity produces systematically higher temperatures, which alters the conditions for burst ignition. The average burst properties for each model, after excluding the first 10 bursts, are listed in Table 3.1. The predictions of the two models are inconsistent, and the original opacity multiplier results in recurrence times of $\Delta t = 2.71 \pm 0.06$ h, compared to $3.38 \pm 0.11$ h when it is removed.

Because the increased opacity produces an artificially hotter envelope, the conditions for burst ignition are reached at shallower depths, and thus earlier in time for a given accretion rate. The result is larger burst rates, $\nu$, and reduced energetics, such as the peak luminosity and burst energy.

Indeed, discrepancies between the burst codes had already been noticed. Using the 1D code SHIVA, José et al. (2010) found that their burst models predicted recurrence times a factor of $\approx 2$ longer than KEPLER models from Woosley et al. (2004). Similarly, with the 1D code MESA, Paxton et al. (2015) required accretion rates a factor of $\approx 2$ larger to achieve a similar $\Delta t$ to Heger et al. (2007). This inconsistency with MESA was reproduced by Meisel (2018), with comparisons to KEPLER models from Lampe, Heger, and Galloway (2016).

This systematic error in previous KEPLER models should be taken into account when comparing to the previous studies. Without directly recomputing the original models, however, it is difficult to apply a straightforward correction to the previous results. As a rule of thumb, the original
3.2 Nuclear Preheating and Model Burn-in

The thermal history of the neutron star envelope can shape its bursting behaviour (Taam, 1980). Bursts produce nuclear heating and leftover ashes, which determine the thermal and compositional state of the envelope for subsequent bursts. This thermal and compositional “inertia” necessitates the simulation of many consecutive bursts, in order to reach a quasi-periodic limit cycle (Woosley et al., 2004). Time-dependent burst models, therefore, are subject to an initial “burn-in” phase, which is then excluded from our analysis.

In previous KEPLER studies, typically only the first 1–2 bursts were discarded (e.g., Heger et al., 2007; Cyburt et al., 2010; Lampe, Heger, and Galloway, 2016). The models were assumed to have reached a steady state by that point, particularly because the first burst is such an energetic outlier by comparison (Woosley et al., 2004). During our model tests, however, we discovered systematic trends in the burst properties which can persist for tens of bursts. Because 10–30 bursts are usually simulated per model (e.g., Heger et al., 2007; Lampe, Heger, and Galloway, 2016), this extended burn-in can potentially impact the entire model sequence.

A possible contribution to model burn-in is that nuclear heating, $Q_{\text{nuc}}$, is not accounted for when setting up the envelope. The base flux from crustal heating, $Q_b$, is used as a lower boundary condition at $y \approx 10^{12} \text{ g cm}^{-2}$, and the envelope is relaxed to thermal equilibrium. Mass accretion and nuclear burning are then switched on, and the full simulation begins. Because the thermal profile is dominated by heat from the crust, only the crustal heating rate, $Q_b \approx 0.1 \text{ MeV nucleon}^{-1} \text{ s}^{-1}$, is included. Nuclear heating in the shallower layers of $y \sim 10^7–10^8 \text{ g cm}^{-2}$ was assumed to stabilise within the first few

---

**Table 3.1:** Burst properties from models with and without the erroneous multiplier on opacity. Each value is an average over the burst sequence, excluding the initial 10 bursts, where the uncertainties are 1σ standard deviations. The artificially-large opacity in the original model results in systematic differences in the burst predictions. All values are in the local Newtonian frame of the KEPLER model, i.e., not corrected for GR (see Section 2.3).

| Opacity Multiplier | Old      | Corrected |
|--------------------|----------|-----------|
| N bursts           | 38       | 30        |
| $\Delta t$ (h)     | 2.71 ± 0.06 | 3.38 ± 0.11 |
| $\nu$ (day$^{-1}$) | 8.9 ± 0.2  | 7.1 ± 0.2  |
| $L_{\text{peak}}$ (10$^{38}$ erg s$^{-1}$) | 1.25 ± 0.08 | 2.04 ± 0.17 |
| $E_b$ (10$^{39}$ erg) | 4.08 ± 0.10 | 4.92 ± 0.11 |

models can be considered equivalent to models with larger accretion rates or base heating.

We perform a more direct comparison of the updated KEPLER models with MESA in Section 3.3.
bursts, and have little impact on the overall thermal profile. If nuclear heating does significantly contribute to the long-term thermal structure of the envelope, then the existing models are out-of-equilibrium.

We tested the influence of nuclear heating on the model setup and subsequent simulation. In addition to $Q_b$, we include a heat source of $Q_{\text{nuc}} = 5 \text{ MeV nucleon}^{-1}$ at a depth of $y = 8 \times 10^7 \text{ g cm}^{-2}$, distributed with a Gaussian width of $\sigma = 8 \times 10^6 \text{ g cm}^{-2}$. The envelope is relaxed to equilibrium, and when the simulation begins, the $Q_{\text{nuc}}$ source is switched off and the full nuclear network calculations are enabled.

We tested this implementation with three sets of model parameters. The first set was for mixed hydrogen/helium (H/He) bursts, such as those observed from GS 1826–238 (as modelled by Heger et al., 2007). The second and third sets were for “pure” helium (He) bursts, such as those observed from 4U 1820–30 (as modelled by Cumming, 2003), which exhibit photospheric-radius expansion (PRE). For the H/He set, we used an accreted hydrogen mass fraction of $X_0 = 0.73$, a CNO mass fraction of $Z_{\text{CNO}} = 0.005$, a crustal heating of $Q_b = 0.05 \text{ MeV nucleon}^{-1}$, a surface gravity of $g = 2.654 \times 10^{14} \text{ cm s}^{-2}$, and an accretion rate of $\dot{m} = 0.2 \dot{m}_{\text{Edd}}$, where $\dot{m}_{\text{Edd}} = 8.775 \times 10^4 \text{ g cm}^{-2} \text{ s}^{-1}$. For the pure He sets, we used $X_0 = 0.0$, $Z_{\text{CNO}} = 0.015$, $Q_b = 0.1 \text{ MeV nucleon}^{-1}$, $g = 1.858 \times 10^{14} \text{ cm s}^{-2}$, and accretion rates of $\dot{m} = 0.2$ and $0.4 \dot{m}_{\text{Edd}}$, respectively. For each set, we computed one model with the original $Q_b$-only setup, and another with the nuclear “preheating” setup.

### 3.2.1 Mixed Hydrogen/Helium Models

In Figure 3.2, the resulting burst sequences (upper panel) and thermal profiles (lower panel) for the H/He models are shown. A clear trend of decreasing recurrence time, $\Delta t$, can be seen for the original setup without preheating (red points). This trend continues even up to $\approx 60$ bursts – roughly double the length of typical KEPLER simulations (e.g., Heger et al., 2007; Lampe, Heger, and Galloway, 2016). In contrast, when nuclear preheating is included, the simulation has reached a steady bursting state within the first few bursts. As indicated by the dashed lines, an average taken from the original setup would overestimate $\Delta t$ by $\approx 20\%$.

The burn-in is further illustrated by the temperature profiles (Figure 3.2, lower panel). Without accounting for nuclear heating, the envelope begins $\approx 50\%$ colder than equilibrium, and steadily heats up once the full nuclear calculations of bursts are included (red curves). After 58 bursts, the temperature of the deeper layers ($y \gtrsim 10^{10} \text{ g cm}^{-2}$) has increased by $\approx 50\%$. With nuclear preheating, the simulation begins much closer to equilibrium, and the temperature of the deeper layers has only increased by $\approx 2\%$ after 58 bursts. This small increase in temperature suggests that equilibrium has not yet been achieved, although a slight offset is expected given the relatively crude treatment for nuclear heating. Nevertheless, the effect of this leftover burn-in on $\Delta t$ appears to be smaller than the inherent burst-to-burst variation.
Figure 3.2: The effect of including mock nuclear heating during the setup of mixed hydrogen/helium models. (Upper panel): The recurrence times, $\Delta t$, of model burst sequences both with and without nuclear preheating. The horizontal dashed lines are the average values, after excluding the first 10 bursts. (Lower panel): The corresponding temperature profiles for the two models, at selected points along the burst sequence. The profiles are taken shortly before the following burst ignites. The coloured text associated with each curve indicates the number of bursts that have elapsed. The red dashed curve is at $t = 0$, and the adjacent red “0 bursts” curve is taken before the first burst ignites. A version of this figure appears in Johnston, Heger, and Galloway (2019, Chapter 5).
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$X_0 = 0.0, \dot{m} = 0.2 \dot{m}_{\text{Edd}}$

![Graph](image1)

$X_0 = 0.0, \dot{m} = 0.4 \dot{m}_{\text{Edd}}$

![Graph](image2)

Figure 3.3: The same as the upper panel of Figure 3.2, but for two pure helium models with $\dot{m} = 0.2$ (upper panel) and $0.4 \dot{m}_{\text{Edd}}$ (lower panel). The preheating implementation is identical to the H/He models, with a heat source of $Q_{\text{nuc}} = 5 \text{ MeV nucleon}^{-1}$ centred at a depth of $y = 8 \times 10^7 \text{ g cm}^{-2}$. 
3.2. Nuclear Preheating and Model Burn-in

3.2.2 Pure Helium Models

The burst sequences for the pure He models are shown in Figure 3.3, and the corresponding temperature profiles are shown in Figure 3.4. Similar to the mixed H/He case, the models without nuclear preheating exhibit systematic trends in $\Delta t$. The addition of preheating suppresses the time required for burn-in for $\dot{m} = 0.2 \dot{m}_{\text{Edd}}$, and the bursts stabilise after 10–20 bursts. For $\dot{m} = 0.4 \dot{m}_{\text{Edd}}$, however, the burn-in appears to continue even after 38 bursts, although at a reduced rate. The burst-to-burst variation in $\Delta t$ for the last 10 bursts is < 1%.

The temperature profiles for both $\dot{m} = 0.2$ and $0.4 \dot{m}_{\text{Edd}}$ begin colder without preheating, and systematically heat up over the course of 38 bursts. The models with preheating, however, behave differently to the H/He case. Whereas the shallow layers ($y \lesssim 10^9$ g cm$^{-2}$) start hotter than the original setup and slightly heat up, the deeper layers ($y \gtrsim 10^9$ g cm$^{-2}$) actually cool down after 38 bursts. The “kink” in each profile corresponds to the transition from the accreted material to the inert iron substrate, which represents the deep ocean of previous burst ashes (see Section 2.1.2). In the H/He models (Figure 3.2), this interface is smoothed out as the simulated ashes become closer in composition to the substrate. In the pure He models, however, this interface persists, suggesting that the iron substrate is not a good representation for the ashes of helium bursts.

3.2.3 Discussion

The addition of a nuclear heat source during the setup of KEPLER models significantly shortened the systematic model burn-in. For the mixed hydrogen/helium case tested here, the number of bursts required was reduced from $\gtrsim 60$ to $\lesssim 10$ (Figure 3.2). A small amount of heating persisted in the deeper envelope, although any slight trend in $\Delta t$ appears to be hidden by the burst-to-burst variation. For the two sets of pure helium bursts tested, some burn-in remained even after 30–40 bursts, particularly for the higher accretion rate of $\dot{m} = 0.4 \dot{m}_{\text{Edd}}$ (Figure 3.3). Nevertheless, the burst-to-burst variation dropped to < 1%, but longer simulations are still required to determine how long the downward trend in $\Delta t$ continues. Longer simulations could also test whether both treatments – with and without preheating – do eventually converge to the same burst properties.

Future work is still needed to investigate the optimal strength, location, and distribution of nuclear preheating, depending on the model parameters. In these tests, we used a heating strength of $Q_{\text{nuc}} = 5$ MeV nucleon$^{-1}$ located at $y = 8 \times 10^7$ g cm$^{-2}$, with a Gaussian distribution of width $\sigma = 8 \times 10^6$ g cm$^{-2}$. Whereas the model burn-in was essentially eliminated for H/He models, the ignition depth and total energy release could be refined for pure He models. Additionally, the persistence of a kink in the pure He temperature profiles (Figure 3.4) suggests that a lighter composition may be needed than the existing iron substrate. Despite its limitations, our preheating treatment can potentially save days of computation time, by reducing the number of bursts required to obtain reliable predictions.
Figure 3.4: The same as the lower panel of Figure 3.2, but for the corresponding pure He models in Figure 3.3. The coloured numbers next to each curve signify the number of bursts elapsed. The red dashed curve is $t = 0$. Note the inversion of heating/cooling in the deeper layers, at $y \gtrsim 10^9$ g cm$^{-2}$. The kink in each curve corresponds to the transition in composition from the accreted material to the inert iron substrate.
3.3 Updated Comparison to MESA Burst Models

Comparing the predictions of different codes is an important test of code verification and reproducibility. Although comparisons have been made in previous works (e.g., José et al., 2010; Paxton et al., 2015; Meisel, 2018), the model input parameters are typically slightly different, partly due to the limited number of published models available. No comparison yet exists for two burst codes using the same set of $X_0, Z_{\text{CNO}}, Q_b, \dot{m}$, and $g$.

Discrepancies between the predictions of KEPLER and other 1D burst codes have been noted in the literature (see Section 3.1). During the course of this research, we discovered that incorrect opacities were being used in KEPLER, which likely contributed to this inconsistency (Section 3.1). To test our updated model setup, and whether the corrected opacity improves code agreement, we have computed a set of simulations for direct comparison with existing MESA models.

3.3.1 Model setup

For our comparison, we used MESA burst models of the mixed hydrogen/helium burster, GS 1826–238, produced by Meisel (2018). We chose a subset of five models which were among the best fits to the observations, labelled as ma1–ma6 in the dataset (excluding ma3, which did not produce bursts).

All five models used a hydrogen mass fraction of $X_0 = 0.7$, a CNO mass fraction of $Z_{\text{CNO}} = 0.02$, a crustal heating of $Q_b = 0.1 \text{ MeV nucleon}^{-1}$, and a surface gravity of $g = 1.858 \times 10^{14} \text{ cm s}^{-2}$, corresponding to a gravitational mass of $M = 1.4 M_\odot$, and a radius of $R = 11.3 \text{ km}$. The models differed only by accretion rate, for $\dot{M} = 0.061, 0.079, 0.123, 0.164,$ and $0.185 \dot{M}_{\text{Edd}}$, where $\dot{M}_{\text{Edd}} = 1.75 \times 10^{-8} M_\odot \text{ yr}^{-1}$. These values differ slightly from those reported in Meisel (2018), because MESA “settles” into a target $\dot{M}$, and we have taken the accretion rate averaged over the whole model.

We computed a set of five KEPLER models using these same parameters, with some modifications to ensure consistency between the codes. Because in KEPLER Newtonian gravity, we used $M = 1.4 M_\odot$ and $R = 10 \text{ km}$ to reproduce the same $g$. With appropriate corrections for general relativity (GR), the KEPLER models are equivalent to a neutron star of $M = 1.4 M_\odot$ and $R = 11.3 \text{ km}$ (see Section 2.3). The radius ratio is then $\xi = R_g/R_k$, where the subscripts “g” and “k” correspond to MESA and KEPLER, respectively. For a given accretion rate in MESA, the equivalent accretion rate used in KEPLER is $\dot{M}_k = \xi^{-2} \dot{M}_g$. We used V2.2 of the nuclear reaction rate library, REACLIB (Cyburt et al., 2010), as used in the MESA models. To our knowledge, the nuclear preheating treatment we describe in Section 3.2 is not implemented in MESA, and so we disabled it for this comparison.

Sequences of $\approx 30$ bursts were computed for each model, and the average burst properties calculated using the methods described in Section 2.2. The $1\sigma$ standard deviations were taken as the model uncertainties. To avoid potential differences in analysis techniques, we used these same routines to extract the burst properties from MESA. The Newtonian quantities predicted by KEPLER were corrected to the equivalent GR neutron star frame of MESA, using the procedure described in Section 2.3.2.

Available at https://inpp.ohio.edu/~meisel/MESA/mesaresults.html
Figure 3.5: Comparison of burst properties predicted by KEPLER and MESA models, using the same input parameters. The KEPLER values, including $\dot{m}$, have been GR-corrected to the equivalent local frame of the MESA models. The points have been slightly offset horizontally for clarity.
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Figure 3.6: Comparison of the average burst lightcurves predicted by Kepler and MESA, for five accretion rates, aligned by peak. The shaded regions are the 1σ standard deviations in $L$. The Kepler luminosities have been corrected for the area ratio, $\xi^2$. Quantities are in the local frame of the neutron star surface, and are not redshifted.
3.3.2 Results

The predicted burst rate, $\nu$, burst energy, $E_b$, and peak luminosity, $L_{\text{peak}}$, are plotted for each model in Figure 3.5. Despite broad similarities for the predicted trends and values, disagreement remains between the codes.

For the burst rates, there is a persistent offset of $\approx 1$ burst per day, although the linear relationship with $\dot{M}$ itself is consistent. This relatively uniform offset suggests there may still be systematic issues affecting the codes.

The burst energies agree within uncertainties for the lowest accretion rates of $\dot{M} = 0.061$ and $0.079 \dot{M}_{\text{Edd}}$, but diverge for the higher rates of $0.123 - 0.185 \dot{M}_{\text{Edd}}$, for which KEPLER produces $\approx 10\%$ larger $E_b$. Similar to $E_b$, the peak luminosities agree for the two lowest $\dot{M}$ values, but the KEPLER values are $\approx 40\%$ larger.

The average burst lightcurves are compared in Figure 3.6, and further illustrate the pattern noted above for $E_b$ and $L_{\text{peak}}$. The two lowest $\dot{M}$ broadly agree, whereas above $0.123 \dot{M}_{\text{Edd}}$ the KEPLER models predict systematically stronger bursts. On the other hand, MESA yields longer lightcurve tails, which would normally indicate a larger hydrogen fraction and stronger $\nu p$-process burning. The longer recurrence times of the MESA bursts, however, should instead result in less hydrogen at ignition due to hot CNO burning. The MESA lightcurve for $\dot{M} = 0.061 \dot{M}$ exhibits erratic behaviour, suggesting an issue with the average lightcurve, perhaps from misaligned individual lightcurves.

This limited study represents the first direct comparison between 1D burst codes, using matched input parameters for $\dot{M}$, $X_0$, $Z_{\text{CNO}}$, $Q_b$, and $g$. Whereas the models generally agree within uncertainties at low accretion rates, KEPLER consistently predicts stronger bursts at higher $\dot{M}$. KEPLER also produces larger burst rates than MESA for all $\dot{M}$ considered here, although this result appears to be at odds with the expected behaviour for shorter recurrence times. Future studies are required to quantify these differences in detail, and their possible dependence on burst regime. Additional sets of composition, crustal heating, and gravity should be explored for parameter sensitivities. Closer inspection of the model profiles, thermal structure, and reaction networks will also help to understand the discrepancies between the codes.
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ABSTRACT
Modelling of thermonuclear X-ray bursts on accreting neutron stars has to date focused on stable accretion rates. However, bursts are also observed during episodes of transient accretion. During such events, the accretion rate can evolve significantly between bursts, and this regime provides a unique test for burst models. The accretion-powered millisecond pulsar SAX J1808.4-3658 exhibits accretion outbursts every 2–3 yr. During the well-sampled month-long outburst of 2002 October, four helium-rich X-ray bursts were observed. Using this event as a test case, we present the first multizone simulations of X-ray bursts under a time-dependent accretion rate. We investigate the effect of using a time-dependent accretion rate in comparison to constant, averaged rates. Initial results suggest that using a constant, average accretion rate between bursts may underestimate the recurrence time when the accretion rate is decreasing, and overestimate it when the accretion rate is increasing. Our model, with an accreted hydrogen fraction of $X \lesssim 0.44$ and a CNO metallicity of $Z_{\text{CNO}} \approx 0.02$, reproduces the observed burst arrival times and fluences with root mean square (rms) errors of 2.8 h, and $0.11 \times 10^{-6}$ erg cm$^{-2}$, respectively. Our results support previous modelling that predicted two unobserved bursts and indicate that additional bursts were also missed by observations.

Key words: methods: numerical – stars: neutron – pulsars: individual: (SAX J1808.4-3658) – X-rays: bursts.

1 INTRODUCTION

Type I X-ray bursts are thermonuclear flashes in the accreted envelopes of neutron stars (Belian, Conner & Evans 1976; Grindlay et al. 1976). In low-mass X-ray binaries (LMXBs), a mix of hydrogen and helium is transferred from a low-mass companion ($\lesssim 1 M_\odot$) to a neutron star via Roche lobe overflow, forming an accretion disc that feeds nuclear fuel to the neutron star surface. The base of the accreted layer is buried deeper under new material and heated to the point of thermonuclear runaway (Woosley & Taam 1976; Joss 1977). The heat released by the rapid fusion of the accreted layer is observable as a burst of X-rays, lasting approximately 10–100 s. Fresh fuel is then accreted on to the ashes, and bursts recur within hours to days (for reviews, refer to Lewin, Paradijs & Taam 1996; Strohmayer & Bildsten 2003; Galloway et al. 2008).

As each new layer of fuel is buried deeper, its hydrogen is steadily converted to helium via the beta-limited (hot) CNO cycle. If the burst recurrence time is longer than the time to deplete hydrogen, the burst will ignite in a deep helium layer (Case 2; Fujimoto, Hanawa & Miyaji 1981). This class of helium bursts reach Eddington luminosity ($L_{\text{Edd}}$) and exhibit photospheric radius expansion (PRE; Lewin, Vacca & Basinska 1984; Tawara et al. 1984). Their light-curves feature rapid onsets ($\lesssim 1$ s), broad plateaus ($\approx 10$ s), and short tails ($\lesssim 30$ s) due to the absence of extended rp-process burning.

Some X-ray burst systems, such as GS 1826-24 (Ubertini et al. 1999), accrete and produce bursts at a consistent rate. X-ray burst modelling to date has focused on stable accretion rates (e.g. Woosley et al. 2004; Heger et al. 2007; Keek & Heger 2011), and the dependence of burst properties on those rates (Lampe, Heger & Galloway 2016). Transient X-ray binaries, on the other hand, can remain dormant for years at a time and experience unstable surges of accretion known as outbursts. The addition of fresh material to the neutron star surface, as with stable accretors, can trigger series of X-ray bursts.

SAX J1808.4-3658 was the first accreting millisecond pulsar (AMXP) to be observed (Chakrabarty & Morgan 1998; ’t Zand et al. 1998; Wijnands & van der Klis 1998) and undergoes month-long outbursts every 2–3 yr (e.g. Wijnands 2004; Galloway 2006; Hartman et al. 2008; Hartman, Watts & Chakrabarty 2009; Patruno & Watts 2012; Patruno et al. 2012, 2017). During the well-sampled outburst of 2002 October, four thermonuclear X-ray bursts were
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observed (Chakrabarty et al. 2003). Subsequent modelling determined these to be helium bursts (Galloway & Cumming 2006, hereafter G06). The bursts from this event have been proposed as a standard test case for numerical modelling (Case 2, Galloway, Goodwin & Keek 2017).

Using a semi-analytic model with a one-zone ignition criterion (described in Cumming & Bildsten 2000), G06 matched models to the observed burst properties and constrained the distance of the system to 3.5 ± 0.1 kpc. In order to solve for the ignition conditions, the accretion rate was averaged between bursts. Because these models were computationally inexpensive, many thousands could efficiently explore parameter space. Despite these advantages, the semi-analytic nature of the model lacks chemical and thermal inertia from one burst to the next.

To improve upon this modelling of the 2002 October outburst, we present a multizone simulation produced with the KEPLER code, which tracks the composition and thermal state of the envelope as the outburst evolves (Woosley et al. 2004). This is the first application of time-dependent accretion rates to multizone burst simulations, allowing us to capture the thermal and chemical inertia of the envelope throughout an accretion episode.

In Section 2, we describe the X-ray data from the 2002 October outburst, the code we used to simulate the bursts, the system parameters chosen for the simulation, how we constructed the accretion rate curve, and how burst properties were extracted for comparison with observations. In Section 3, we examine the effect that a time-varying accretion rate has compared to a constant rate and compare with observations. In Section 4 and discuss planned improvements to the model.

2 METHOD

2.1 Observational data

We used data from the 2002 October outburst taken with the Proportional Counter Array (PCA; Jahoda et al. 1996) and the All Sky Monitor (ASM; Levine et al. 1996) of the Rossi X-ray Timing Explorer (RXTE). The PCA instrument is composed of five proportional counter units (PCUs) sensitive to photon energies of 2–60 keV. Two components of the PCA data were used: the persistent accretion flux, $F_p$ (Section 2.5), and the time-resolved burst light curves, $F_b$ (Section 3.2). The purpose of the ASM instrument is primarily to trigger alerts of transient events, and produces only low signal-to-noise data. It scans the sky every 90-min orbit, and scans a given object roughly 5–10 times each day in 90-s exposures, from which 1-d average count rates are calculated.

The burst data were taken from the catalogue of Galloway et al. (2008), which was since re-analysed for the Multi-Instrument Burst ARchive (MINBAR, in-development). This re-analysis consisted of fitting absorbed blackbody models over the range of 2.5–20 keV, with the neutral column density fixed at $n_H = 1.2 \times 10^{21}$ cm$^{-2}$ (Wang et al. 2001). Updated PCA response matrices (v11.7) were used, and the recommended systematic error of 0.5 per cent was adopted. Churazov weighting was employed to address the issue of low-count spectra in xspec (Dorman & Arnaud 2001). Deadtime was estimated using the Standard-1 mode data, and the exposure time was then reduced by the deadtime correction factor, contributing an additional 25–30 per cent to the photon flux at the burst peaks.

For the persistent flux ($F_p$), $n_H$ was fixed, and updated response matrices and deadtime correction used, as with the burst data. Additionally, spectra were averaged over each observation separately for each PCU, excluding the burst times. Each spectrum was then fitted with one of a family of models, including blackbody+power law or Comptonization, often adopting a Gaussian component to model Fe Kα emission around 6.4 keV. The models were then integrated over the range of 3–25 keV, and the bolometric flux estimated.

2.2 Numerical method

To simulate the neutron star envelope during an accretion outburst, we used the 1D stellar hydrodynamics code KEPLER, which models a grid of Lagrangian zones in the radial direction (Weaver, Zimmerman & Woosley 1978; Woosley et al. 2004). Each zone, representing a spherically symmetric shell of stellar material, has its own isotopic abundances and thermal properties. Convection of heat and nuclei between zones is modelled using mixing length theory, where a time-dependent diffusion coefficient is set by the convective velocity (implementation described in Heger, Langer & Woosley 2000).

KEPLER uses an adaptive nuclear network that can track the reactions between more than 1000 isotopes up to the proton drip line (Rauscher et al. 2002). Isotopes are automatically added and removed from the network as needed (Woosley et al. 2004). This allows us to efficiently model the β-limited CNO cycle, the Su-process, the ap-process, and the rp-process (Cyburt et al. 2010, 2016).

KEPLER also uses an adaptive spatial grid, in which zones are actively split or combined at each time-step in order to maintain resolution of thermodynamic gradients. Multiple criteria govern this rezoning; we impose a minimum zone thickness of 10 cm, a surface zone mass of 122 zones at the time of the simulation domain extends from the neutron star (NS) photosphere to the deep ocean near the crust, covering column depths of $10^{18}$ g cm$^{-2}$ (10$^4$ $\rho \lesssim 10^9$ g cm$^{-3}$). Accretion-driven heating in the crust from electron captures and pycnonuclear reactions is included as a luminosity at the base of the grid, $L_{\text{crust}}$. To set up the initial thermal state, the envelope is relaxed until thermal equilibrium is met between $L_{\text{crust}}$ and the luminosity at the surface.

Nuclear reactions in the envelope are then switched on, and accretion is simulated by adding mass to the zone with an exterior mass coordinate of 10$^{19}$ g (y $\sim 8 \times 10^8$ g cm$^{-2}$) at the rate $M$, which may evolve with time. This depth is chosen to avoid unnecessary re-zoning at the surface. Above this, the accreted composition is advected, and heating from accretion and compression is included (Keek & Heger 2011).

The accreted fuel is composed of $^1$H, $^4$He, and $^{14}$N, given by their mass fractions, $X_0$, $Y_0$, and $Z_{\text{CNO}}$, respectively. We choose $^{14}$N for simplicity, because it is the most abundant CNO metal in solar
Table 1. Summary of parameters used in the model. Please note that these should not yet be considered best-fitting values to the system.

| Quantity | Units | Description |
|----------|-------|-------------|
| \( g \) | \( 1.86 \times 10^{14} \text{ cm s}^{-2} \) | Surface gravity |
| \( M \) | \( 1.4^8 \text{ M}_{\odot} \) | NS mass |
| \( R \) | \( 11.2^9 \text{ km} \) | NS radius |
| \( Q_b \) | \( 0.3 \text{ MeV nucleon}^{-1} \) | Crustal heating |
| \( X_0 \) | \( 0.44 \) | Mass fraction Accreted hydrogen |
| \( Z \text{CNO} \) | \( 0.02 \) | Mass fraction Accreted metallicity |
| \( d \) | \( 3.5^8 \text{ kpc} \) | Distance |
| \( \xi_p \) | \( 1.1^4 \) | Persistent anisotropy |

Notes. aEffective GR-corrected values. Other combinations are still valid if they preserve \( g \), but will alter \((1 + z)\) and the conversion of model results to observable values (Section 2.3).

bAssumed values for inferring the accretion rate from persistent flux. Other combinations are still valid (Section 2.5).

2.3 General relativistic corrections

KEPLER performs calculations in the local NS frame using Newtonian gravity. This approximation is acceptable because the grid spans only a thin surface shell of the neutron star, over which the gravitational acceleration, \( g \), varies by \( \lesssim 2 \) per cent. However, in order to compare results with observations, general relativity (GR) must be accounted for. Given a model Newtonian NS mass and radius \((M, R)\), there are combinations of GR mass and radius \((M_{\text{GR}}, R_{\text{GR}})\) such that the surface gravity is equal under both regimes (refer to appendix B of Keek & Heger 2011). In other words, the model can be considered equivalent to a neutron star with an ‘actual’ mass and radius of \( M_{\text{GR}} \) and \( R_{\text{GR}} \). This is satisfied when

\[
\frac{GM}{R^2} = \frac{GM_{\text{GR}}}{R_{\text{GR}}} (1 + z),
\]

where the gravitational redshift factor is

\[
1 + z = \sqrt{1 - 2GM_{\text{GR}}/c^2 R_{\text{GR}}}. \tag{2}
\]

If we choose \( M_{\text{GR}} = M \), the solutions are simplified, and the luminosity and time can be converted from the model’s Newtonian frame \((L, t)\) to a distant observer frame \((L_{\infty}, t_{\infty})\) with

\[
L_{\infty} = \frac{L}{1 + z}, \quad t_{\infty} = t (1 + z). \tag{3}
\]

2.4 Model parameters

The model parameters are summarized in Table 1. We adopt a gravitational mass of \( M = M_{\text{GR}} = 1.4 \text{ M}_{\odot} \) and a Newtonian model radius of \( R = 10 \text{ km} \), equivalent to \( R_{\text{GR}} \approx 11.2 \text{ km} \) (equation 1). This gives a surface gravity of \( g \approx 1.858 \times 10^{14} \text{ cm s}^{-2} \) and redshift of \( 1 + z \approx 1.259 \). Note that the model can still be considered equivalent to any other pair of \( M_{\text{GR}} \) and \( R_{\text{GR}} \) that satisfy equation (1).

To set up the initial envelope, the inner portion is composed of an iron substrate between column depths of \( 10^4 \leq y \lesssim 10^5 \text{ g cm}^{-2} \) \((10^4 \leq \rho \lesssim 10^5 \text{ g cm}^{-3})\). Nuclear reactions are not calculated in the substrate, and it primarily acts as a thermal sink during bursts, representing the ocean of prior burst ashes. Above the substrate, between \( 10^4 \leq y \lesssim 10^8 \text{ g cm}^{-2} \) \((10^4 \leq \rho \lesssim 10^8 \text{ g cm}^{-3})\), we add

\[
\text{He} \text{ to represent leftover fuel from the tail of the previous outburst. The size of this fuel layer could be varied in future studies.}
\]

Crustal heating from the inner boundary evolves with accretion rate according to \( L_{\text{crust}} = Q_b M \), where \( Q_b \) is the specific energy yield from reactions in the crust. We adopt a value of \( Q_b = 0.3 \text{ MeV nucleon}^{-1} \), following the best-fitting model from G06. To initialize the envelope, we use this value with the long-term average accretion rate of \( 10^{-11} \text{ M}_{\odot} \text{ yr}^{-1} \) (G06), until the layer is in thermal equilibrium.

The observed burst energetics indicate an average hydrogen composition of \( X \approx 0.1 \) at the time of ignition (G06). The initial composition of the accreted fuel, however, is less well-constrained because there is a degeneracy between the \( X_0 \) and \( Z \text{CNO} \) that result in the above \( X \) due to stable hot-CNO burning. For the purposes of this study, we choose a metallicity of \( Z \text{CNO} = 0.02 \), following the best-fitting model from G06. Initial tests of \( X_0 \) in the range of 0.49-0.62 (from the best-fitting 1σ range of G06) indicated that our models required a lower value to reproduce the observed burst timings. The model presented here has \( X_0 = 0.44 \), with the remaining composition being \( Y_0 = 0.54 \).

Accretion discs can cause anisotropies by scattering and blocking X-ray emission from the NS surface, changing the apparent luminosity to an observer (Fujimoto 1988; He & Keek 2016). The strength of the anisotropy is dependent on \( i \), the inclination of the binary system to the observer’s line of sight. The inclination is typically poorly constrained in LMXBs, with the value for SAX J1808.4-3658 inferred to be \( 50^\circ \leq i \leq 60^\circ \) (Chakrabarty & Morgan 1998; Bildsten & Chakrabarty 2001; Wang et al. 2001; Ibragimov & Poutanen 2009). The effect is represented as a scaling factor, \( \xi \), which we include in the conversion between the model luminosity and the observed flux, given by

\[
L = 4\pi d^2 \xi F. \tag{4}
\]

Independent factors are used for the persistent emission (\( \xi_p \)) and the burst emission (\( \xi_b \)), because the emitting region is not necessarily the same for both mechanisms. We used \( \xi_p \) when calculating \( M \) from persistent flux, and \( \xi_b \) when calculating the burst flux from the model burst luminosity.

2.5 Accretion history

We inferred the accretion history of the 2002 October outburst from the observed persistent flux, \( F_p \). Accretion on to the surface generates a luminosity of

\[
L_{\text{acc}} = -M \phi \text{ erg s}^{-1}, \tag{5}
\]

where \( \phi = -c^2 z/(1 + z) \approx -0.2 c^2 \) is the gravitational potential at the NS surface. Using equations (3) and (4), the accretion rate in the model frame is then given by

\[
M = -4\pi d^2 \xi_p (1 + z) \frac{F_p}{\phi} \tag{6}
\]

We can rewrite this expression in terms of a conversion constant,

\[
M = -c_1 (1 + z) \frac{F_p}{\phi}, \quad c_1 = 4\pi d^2 \xi_p. \tag{7}
\]

For this model, we chose \( d = 3.5 \text{ kpc} \) (G06), and \( \xi_p = 1.1 \), which is the predicted anisotropy factor for an inclination of \( 55^\circ \leq i \leq 60^\circ \) (fig. 8 of He & Keek 2016). Thus, we have a conversion constant of \( c_1 \approx 1.612 \times 10^{39} \text{ cm}^2 \). Note that this model is still applicable to other combinations of \( d \) and \( \xi_p \) that preserve \( c_1 \).
PCA observations did not commence until the peak of the outburst, and so the precise onset of accretion is ambiguous. For reference, the rise of the subsequent 2005 June outburst was observed to last 5 d (Hartman et al. 2008). For the 2002 October outburst, only 1-d average count rates from the ASM are available, constraining the rise length to 4–5 d. With these considerations, we substituted a toy curve for the accretion rise with a length of approximately 4 d. We expect that differences in the chosen onset should primarily influence the first burst or two, which likely went unobserved (Section 3.2). Nevertheless, we plan to investigate the effect of rise length and shape in a future study.

Combined with the PCA data and equation (6), we thus obtained a continuous $M(t)$ curve for input to the model (Fig. 1).

### 2.6 Burst properties

We ran KEPLER with the above inputs, and obtained a sequence of bursts over the course of the outburst. We then extracted the burst light curves from the modelled NS surface luminosity, and calculated their properties in a process similar to Lampe et al. (2016).

The recurrence time, $\Delta t$, is the time from one burst to the next. The burst energy, $E_{\text{b}}$, is obtained by integrating over the light curve. This translates to the observed burst fluence, $E_b$, via

$$E_b = \frac{1}{4\pi d^2} E_{\text{b,obs}}.$$  

(8)

Similar to equation (7), this expression can also be written in terms of a scaling factor,

$$E_b = \frac{1}{c_z} E_{\text{b,obs}} \text{ with } c_z = 4\pi d^2 \xi_0.$$  

(9)

The profiles of PRE burst light curves in KEPLER noticeably deviate from observations, likely due to the simple atmosphere (see Model ZM in Woosley et al. 2004). In our model, the surface luminosity exceeded the Eddington limit by up to a factor of 2, followed by a steep drop (Fig. 2). Luminosity in excess of Eddington should drive further radius expansion, or even be converted into a wind, a mechanism that these models lack. In order to compare our results with observations, we manually truncated the light curves at the Eddington luminosity for pure helium, $L_{\text{Edd}} = 3.53 \times 10^{38} \text{ erg s}^{-1}$, the inferred limit reached for PRE bursts (Kuulkers et al. 2003).

### 3 RESULTS

We present here a model that closely reproduced the observed burst times. We must emphasize that we present this not as a best-fitting model to the observations, but to demonstrate the feasibility of modelling bursts under varying accretion rates. A more detailed and systematic exploration of model parameters is planned as a future study.

The model produced a sequence of 10 X-ray bursts over the course of the outburst (Table 2; Fig. 3). The bursts have been assigned labels to aid in discussion. Seven are labelled sequentially from B1 to B7,

| Burst | $t$ (h) | $\Delta t$ (h) | $E_b$ ($10^{36} \text{ erg cm}^{-2}$) |
|-------|--------|-------------|----------------------------------|
| P3    | 33.1 ± 0.3 | —           | 11.0 ± 0.3                      |
| P2    | 24.7 ± 0.3  | 8.4 ± 0.3  | 2.11 ± 0.06                    |
| P1    | 8.6 ± 0.5   | 16.1 ± 0.5 | 2.57 ± 0.08                    |
| B1    | 9.0 ± 0.8   | 17.6 ± 0.5 | 2.73 ± 0.08                    |
| O1    | 8.2*       | —           | 2.620 ± 0.021                  |
| B2    | 22.7 ± 0.9  | 13.6 ± 0.4 | 2.53 ± 0.08                    |
| B3    | 35.6 ± 0.9  | 12.9 ± 0.4 | 2.43 ± 0.07                    |
| B4    | 53.3 ± 1.1  | 44.3 ± 0.8* | 2.67 ± 0.08                    |
| O4    | 53.6       | 45.4       | 2.649 ± 0.018                  |
| B5    | 76.5 ± 1.3  | 23.2 ± 0.7 | 2.89 ± 0.09                    |
| O5    | 74.7       | 21.1       | 2.990 ± 0.017                  |
| B6    | 109.9 ± 1.6 | 33.4 ± 1.0 | 3.44 ± 0.10                    |
| O6    | 104.5      | 29.8       | 3.460 ± 0.022                  |
| B7    | 165 ± 2    | 54.6 ± 1.6 | 4.34 ± 0.13                    |

Notes. *Observational time uncertainties are < 1 s and are excluded for clarity.

*Total interval between B1 and B4 to compare with the observed value.
where B1 is the closest in time to the first observed burst. The observed bursts are labelled O1, O4, O5, and O6, to correspond with their closest model bursts. Three bursts occur prior to B1, and are labelled P1, P2, and P3, in reverse order from B1, in anticipation of future simulations that may produce more or fewer such bursts.

We have applied GR corrections to the modelled burst properties, such that they correspond to a distant observer (Section 2.3). Error bars for the observational data are 1σ uncertainties. We have set the model uncertainties to 3 per cent, which is the typical 1σ variation in modelled burst trains when all input parameters (including M) are held constant (Section 3.1). The uncertainties in the modelled burst arrival times were obtained by propagating the 3 per cent uncertainty in Δt along the burst train (the uncertainty for the first burst was simply taken to be that of the following recurrence interval). Additional model uncertainties due to the observational uncertainties in distance, inclination, etc. are not considered for the purpose of this paper, because we are not yet attempting parameter estimation.

### 3.1 Varying versus averaged accretion rates

We performed a comparison test in order to check for any difference in results between a varying and an averaged accretion rate. For each burst interval in the model, Δt, we calculated the average accretion rate, ⟨M⟩. We then independently restarted the simulation at the beginning of each interval, with M now fixed at ⟨M⟩. Once a sequence of 10–15 bursts were produced at each ⟨M⟩, we calculated the mean recurrence times, ⟨Δt⟩. We then compared these with the original recurrence times via the ratio ⟨Δt⟩/Δt, and calculated the average slope of M(t) for each interval, given by ΔM/Δt (Fig. 4). The standard deviation in burst properties for each ⟨Δt⟩ was typically ≲3 per cent, and we have adopted this as the standard model uncertainty. We have excluded the first burst interval (P3–P2) from this comparison because it is abnormally short, with a recurrence time almost half the length of the next, despite a lower accretion rate. We attribute this to extra heating from the very large preceding burst, P3.

The result of using a constant ⟨M⟩ in place of a varying M(t) is shown in Fig. 4. The vertical axis is the ratio of the recurrence time from a constant accretion rate (⟨Δt⟩) to the recurrence time from a varying accretion rate (Δt). On the horizontal axis is the average slope of M(t) for the interval. The trendline is a weighted least-squares regression that has been forced through the point (0,1), and has a slope of 0.195.

The variables (Δt)/Δt and ΔM/Δt have a Spearman’s rank correlation coefficient of r = 0.60, with a p-value of p = 0.12. A least-squares linear regression, weighted with the uncertainties and forced through the point (0,1), returns a slope of 0.195. The correlation appears to have a low significance, although it is somewhat inconclusive with such a small sample. The scatter may be due in part to the small-scale variations in M(t) within each interval, given that ΔM/Δt is itself an approximation to the slope. Nevertheless, this tentative suggests that using a constant ⟨M⟩ may systematically overestimate Δt when M(t) is increasing, and underestimate Δt when M(t) is decreasing. This discrepancy could have a significant effect on predictions, because burst properties are strongly dependent on the recurrence time. It’s possible that the relationship is dependent on other parameters such as Qc, Xo, and ZcNO. With further study, a correction factor could account for this systematic discrepancy when an averaged accretion rate cannot be avoided, as with the semi-analytic models of G06.

### 3.2 Comparison with observed bursts

The four observed burst times are matched to within 0.85, 0.27, 1.8, and 5.4 h, respectively. The rms error for the four bursts is 2.88 h, in comparison to their recurrence times of 18 ≤ Δt ≤ 33 h. An additional source of discrepancy here may be the gaps in PCA data. Because we have used linear interpolation in the PCA gaps, any unobserved variation in M is not captured in the model.

Six extra bursts were predicted in addition to the four observed. Three of these (P1–P3) were during the accretion rise, preceding O1. Two intervening bursts (B2, B3) fell between O1 and O4, and a final burst (B7) fell during the outburst tail, ~2.5 d after O6. All extra bursts fell within gaps in the PCA data, and so cannot immediately be ruled out by observations. The two intervening bursts, B2 and B3, agree with the predictions of G06, who concluded that two bursts likely occurred between O1 and O4. Our model also suggests that several other bursts may have been missed.

When converted from Eobs via equation (9), the burst fluences, Eb, have a minimized rms error with the observations when c2 ≈ 1.05 × 10^{45} cm^2. Following this scaling, the rms error of the four bursts is 0.11 × 10^{-6} erg cm^{-2}, in comparison to their fluence.
range of $2.7 \lesssim E_b \lesssim 3.4 \text{ erg cm}^{-2}$. Overall, the model reproduces the observed trend of increasing $E_b$ with recurrence time (Fig. 3). This is consistent with larger fuel layers accumulating due to a lowering accretion rate and a cooling envelope.

From equations (7) and (9), we have

$$d = \sqrt{\frac{c_1}{4 \pi \xi_b}} = \sqrt{\frac{c_2}{4 \pi \xi_b}},$$

(10)

where for this model $c_1/c_2 \approx 1.536$. According to the thin accretion disc model from He & Keek (2016, Model a), this anisotropy ratio occurs at an inclination of $i = 67.7^\circ$, with $\xi_p = 1.85$ and $\xi_b = 1.21$. Using equation (11), this corresponds to a distance of $d \approx 2.7$ kpc, which is outside the range proposed by G06 of $3.5 \pm 0.1$ kpc. This may be due to the inherent differences between the models, that the anisotropy was not considered in their study, or because our model is not yet a global best fit to the system. Additionally, a thin accretion disc may not be realistic for a transiently accreting LMXB, and other disc geometries produce different relationships between $\xi_p$ and $\xi_b$. For instance, a concave disc (model d of He & Keek 2016) predicts the same anisotropy ratio at $i = 62.6^\circ$, with $\xi_p = 1.34$ and $\xi_b = 1.10$, corresponding to a distance of $d = 3.1$ kpc, closer to the accepted value.

Following Eddington-truncation and scaling, the burst light curves broadly reproduce the observed profiles, featuring sharp rise times and gradual decays (Fig. 5). The plateau peak has been fixed at $L_{\text{Edd}}$, and after scaling $c_2$ to match the observed $E_b$, it approximately agrees with the observed peaks.

4 CONCLUSION

We performed simulations of a neutron star envelope during an accretion outburst, using the time-dependent $M(t)$ inferred from the 2002 October event of SAX J1808.4-3658. A composition of $Z_{\text{CNO}} = 0.02$ and $X_0 = 0.44$ reproduced the four observed burst arrival times with an rms error of 2.88 h, with recurrence times of $18 \lesssim \Delta t \lesssim 33$ h. The modelled sequence contained 10 bursts, six of which did not correspond to observed bursts: three during the accretion rise; two between the first and second observed bursts; and one during the tail, $\approx 2.5$ d after the fourth observed burst. These extra bursts fell during times when the source was not being observed by RXTE, which had a duty cycle of 38 per cent for the outburst.

Due to the limitations of Kepler when simulating PRE bursts, the model-predicted luminosities were manually truncated at $L_{\text{Edd}}$ in order to compare other light-curve features to observations. The light curves have rapid rise times ($<1$ s) and fast decays ($\approx 20$ s), in agreement with the observed characteristics of helium-rich bursts. The burst fluences were reproduced with an rms error of $0.11 \times 10^{-6}$ erg cm$^{-2}$ after scaling by $c_2 = 4 \pi d^2 \xi_b \approx 1.05 \times 10^{45}$ cm$^2$.

To obtain similar recurrence times to the best-fitting models of G06, we required a lower hydrogen fraction of $X_0 = 0.44$, in comparison to $X_0 = 0.54$. A difference is perhaps unsurprising given the degrees of complexity between the models. For example, the semi-analytic model of G06 solves for thermonuclear stability with a one-zone approximation, does not evolve bursts with time, and uses a simple expression for energy yield to calculate the total burst energy. Furthermore, our results suggest that using averaged accretion rates may overestimate the recurrence times for an increasing $M$, and underestimate recurrence times for a decreasing $M$. Efforts are currently underway to improve the semi-analytic model of G06 and its application to the 2002 October outburst.

As mentioned, the model presented here is not yet a global fit to the data, and so posterior constraints on the system parameters are not yet possible. In a future study, a more systematic matching could be performed by varying $Z_{\text{CNO}}, Q_b, M, R, c_1, c_2$, and the assumed accretion onset. The strength of the crustal heating, $Q_b$, may itself evolve with $M$. In addition to the burst times, other properties such as the peak luminosities, light-curve profiles, and $E_b$ could be incorporated into the fitting routine to obtain a global likelihood value.

Matching the properties of multiple bursts over a single accretion event provides a new test bed for multizone models. Our simulations are the first to adopt a time-dependent $M$ and demonstrate that existing burst models can be extended to transient accretion regimes. This may help to further constrain LMXB properties, including the NS mass and radius, the strength of crustal heating, and the distance and inclination of the system. Furthermore, constraining the fuel composition provides information about the composition of the companion star, and thus the evolutionary history of the binary. This could improve our understanding of the SAX J1808.4-3658 system, and more generally, the origin of AMXPs.
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ABSTRACT
Type-I X-ray bursts are recurring thermonuclear explosions on the surface of accreting neutron stars. Matching observed bursts to computational models can help to constrain system properties, such as the neutron star mass and radius, crustal heating rates, and the accreted fuel composition, but systematic parameter studies to date have been limited. We apply Markov chain Monte Carlo methods to 1D burst models for the first time, and obtain system parameter estimations for the ‘Clock[ed] Burster’, GS 1826–238, by fitting multiple observed epochs simultaneously. We explore multiple parameters which are often held constant, including the neutron star mass, crustal heating rate, and hydrogen composition. To improve the computational efficiency, we precompute a grid of 3840 Kepler models – the largest set of 1D burst simulations to date – and by interpolating over the model grid, we can rapidly sample burst predictions. We obtain estimates for a CNO metallicity of \( Z_{\text{CNO}} = 0.016^{+0.005}_{-0.004} \), a hydrogen fraction of \( X_0 = 0.74_{-0.03}^{+0.02} \), a distance of \( d\sqrt{\xi_b} = 6.5_{-0.6}^{+0.4} \), and a system inclination of \( i = 69.2_{-3}^{+2} \). 
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1 INTRODUCTION
Type-I thermonuclear X-ray bursts are recurring flashes observed from accreting neutron stars (for reviews, see Lewin et al. 1993; Strohmayer & Bildsten 2006; Galloway & Keek 2017). In the host low-mass X-ray binary (LMXB) systems, a neutron star accretes material from a companion star with a mass of \( M \lesssim 1 M_\odot \), which accumulates as a \( \sim 10 \) m envelope on the neutron star surface. Under the weight of accreting material, the base of the envelope is compressed by the extreme surface gravity of \( g \sim 10^{13} \) cm s\(^{-2}\) to the point of thermonuclear runaway. Within seconds, the layer is heated to \( \sim 10^9 \) K, generating a burst of X-rays before cooling to background levels over the following seconds to minutes. New fuel is accreted on top of the ‘ashes’, and the cycle repeats.

X-ray bursts have been the target of numerical calculations since the 1970s (e.g., Joss 1978; Taam & Picklum 1979), and their diverse behaviour has been studied with a variety of computational models (e.g., Fujimoto et al. 1987; Woosley et al. 2004; Keek et al. 2012). By exploring model parameters and comparing the predictions with observations, the neutron star system properties can be inferred (e.g., Cumming 2003; Galloway et al. 2004; Keek & Heger 2017; Johnston et al. 2018).

One-dimensional (1D) burst codes are the best tools currently available for this purpose. With adaptive nuclear reaction networks and treatments for convective transport (e.g., Woosley et al. 2004), they can produce detailed simulations of burst energetics not possible in semi-analytic or one-zone models. Multi-dimensional burst simulations are also under active development, but computational costs limit the calculations to \( \lesssim 1 \) s of simulation time (e.g., Zingale et al. 2015; Cavecchi et al. 2016).

Nevertheless, targeted parameter explorations using 1D models have been relatively limited. Small sets of models are typically used, and many parameters, such as the gravity, fuel composition, and crustal heating, are often held constant. Due to the relatively unexplored parameter space, obtaining robust constraints on system properties is difficult. To encourage more directed modelling efforts, Galloway et al. (2017, hereafter, G17) presented a set of standardised burst observations. Their reference data set included three
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epochs of bursts from GS 1826–238, famously dubbed the ‘clocked burster’ (e.g., Ubertini et al. 1999). The system’s reliability has made it a popular target for modelling (e.g., Galloway et al. 2004; Heger et al. 2007), and particularly for the study of the nuclear rp-process (e.g., Schatz et al. 1998; Fisker et al. 2008). The first study to make use of the G17 data set was Meisel (2018, hereafter, M18), who performed the first extended comparison of MESA burst models to GS 1826–238. M18 demonstrated the benefit of fitting multiple epochs by ruling out parameter combinations which otherwise agreed with individual epochs.

GS 1826–238 was discovered as a transient source with the Ginga X-ray telescope in 1988 (Makino 1988), and X-ray bursts were later discovered in 1997 (Ubertini et al. 1997, 1999). The system orbital period is not precisely known, but is thought to be roughly 2h (Homer et al. 1998), implying a hydrogen-rich mass donor, consistent with the long-tailed bursts observed (in’t Zand et al. 2009). Despite the popularity of GS 1826–238 for modelling, ambiguity persists regarding the system properties. For example, Galloway et al. (2004, hereafter, G04) modelled bursts observed between 1997 and 2002 using a semi-analytic ignition model (SETTLE, first used in Cumming & Bildsten 2000). They reported that an accreted CNO mass fraction of \( Z_{\text{CNO}} = 0.001 \) best reproduced the trend of recurrence time, \( \Delta t \), versus accretion rate, \( M \), but that the observed ratios were only consistent with a higher metallicity of \( Z_{\text{CNO}} = 0.02 \). Using Kepler, Heger et al. (2007, hereafter, H07) found good lightcurve agreement\(^1\) for \( Z_{\text{CNO}} = 0.02 \), and M18 found agreement for both \( Z_{\text{CNO}} = 0.01 \) and 0.02 using MESA. The accretion rates are typically inferred to be in the range \( M = 0.05–0.08 \, M_{\odot} \) yr\(^{-1}\) (where \( M_{\text{Edd}} = 1.75 \times 10^{-8} \, M_{\odot} \) yr\(^{-1}\); Heger et al. 2007; Galloway et al. 2008, 2017), but M18 reported improved model fits using twice as large accretion rates of \( M = 0.1–0.17 \, M_{\text{Edd}} \).

The inconclusive estimates are, we suggest, partly due to the limited parameter explorations to date, in addition to degeneracies between the model predictions. For example, the metallicity is often fixed at \( Z_{\text{CNO}} = 0.02 \), with an accreted hydrogen fraction of \( X_0 = 0.7 \). G04 and H07 used fixed crustal heating rates of \( Q_\text{c} = 0.1 \) and 0.15 MeV nucleon\(^{-1}\), respectively, whereas M18 considered \( Q_\text{c} = 0.1, 0.5, \) and 1.0 MeV nucleon\(^{-1}\). Both H07 and M18 assumed a fixed neutron star mass of \( M = 1.4 \, M_{\odot} \) and a radius of \( R = 11.2 \, \text{km} \), whereas G04 assumed \( M = 1.4 \, M_{\odot} \) and \( R = 10 \, \text{km} \). The earlier estimates for \( M \) did not account for the possible effect of anisotropic emission (§ 2.6), which is dependent on the system inclination and disc morphology (Fujimoto 1988). Using the disc models of He & Keek (2016), M18 inferred an approximate inclination of 65–80°, suggesting that the X-ray emission is preferentially beamed away from the line of sight, allowing for larger \( M \). To fully account for the complex dependencies between these model parameters and predictions, a more comprehensive analysis is required.

Markov chain Monte Carlo (MCMC) methods are algorithms capable of sampling complex probability distributions (for a comprehensive introduction, see MacKay 2003). The use of Bayesian statistics in astrophysics has seen a rapid expansion in recent years, but its application to X-ray burst modelling has been minimal. Most recently, Goodwin et al. (2019) applied MCMC methods to the semi-analytic burst code, SETTLE, to model bursts from the transient accretor, SAX J1808.4–3658. This system is also included in the G17 data set, as an example of helium bursts triggered during an accretion event. Pairing a semi-analytic model with MCMC is beneficial due to the computational speed required for drawing thousands of sequential samples. By contrast, 1D burst models can take several days to compute, and are, on their own, unsuitable for MCMC methods.

As we show here for the first time, this computational barrier can be overcome with the use of pre-compiled model grids. For burst properties that vary smoothly over the model parameters, interpolation can be used to sample bursts between existing models with little computational cost. We present the first application of MCMC methods to large grids of 1D burst models. By constructing a grid of 3840 Kepler simulations, we are able to rapidly sample burst properties across twelve parameters. Using the data set from G17, we fit three epochs of burst data simultaneously, and obtain probability distributions for the system parameters of GS 1826–238.

In Section 2, we describe the Kepler code and its recent updates, the epoch data used, the construction and interpolation of the model grid, and the setup of the MCMC model. In Section 3, we describe the model results, the posterior distributions, the predicted burst properties, and lightcurve comparisons. In Section 4, we discuss and compare the parameter estimates to previous works, discuss the limitations of the model, and describe potential improvements to the model. In Section 5, we provide concluding remarks and the future outlook.

2 METHODS

2.1 An update on Kepler

Kepler (Weaver et al. 1978) is a one-dimensional (1D) hydrodynamics code capable of simulating a variety of regimes in stellar evolution and explosive nucleosynthesis (e.g., Woosley et al. 2002; Menon & Heger 2017). It has prominently been used for modelling X-ray bursts, reproducing observed behaviour, including burst energetics, recurrence times, and lightcurves (Woosley et al. 2004; Heger et al. 2007; Keek et al. 2012; Lampe et al. 2016). Because Kepler has steadily been modified and improved over time, some descriptions in earlier works are now out of date. We here briefly summarise notable changes to the code and model setup.

To aid reproducibility and comparisons to other burst models, we used V2.2 of JINA REACLIB, the public database of nuclear reaction rates\(^2\) (Cyburt et al. 2010).

Kepler burst models published prior to Johnston et al. (2018) used a setup file which erroneously multiplied the opacities by a factor of \( \approx 5 \). The original intent was to approximate the time-dilation effects of general relativity (GR; Appendix B) by artificially slowing down thermal transport.

\(^1\) we note that these models were discovered to use inadvertently large opacities; see § 2.1

\(^2\) https://jinaweb.org/reaclib/db/
Table 1. The observed burst data from three epochs of GS 1826–238, adapted from the reference set of G17. As an additional system constraint, we have included the Eddington flux, $F_{\text{Edd}}$, taken from the peak of a PRE burst observed in 2014 June (Chenevez et al. 2016). To estimate the average recurrence time $\Delta t$, G17 collected multiple bursts from each epoch, from which we have obtained the burst rate $\nu$. They then extracted average lightcurves, from which the peak flux, $F_{\text{peak}}$, and fluence, $f_b$, could be determined. The persistent flux $F_p$ was averaged for each epoch, and the values listed here have incorporated the bolometric corrections estimated by G17.

| Epoch   | $\nu$ (day$^{-1}$) | $F_{\text{peak}}$ ($10^{-9}$ erg s$^{-1}$ cm$^{-2}$) | $f_b$ ($10^{-6}$ erg cm$^{-2}$) | $F_p$ ($10^{-9}$ erg s$^{-1}$ cm$^{-2}$) | $F_{\text{Edd}}$ ($10^{-9}$ erg s$^{-1}$ cm$^{-2}$) |
|---------|---------------------|-----------------------------------------------|--------------------------------|--------------------------------|-------------------|
| 1998 Jun| 4.67 ± 0.06         | 30.9 ± 1.0                                    | 1.102 ± 0.011                  | 2.108 ± 0.015                  | –                 |
| 2000 Sep| 5.746 ± 0.014       | 29.1 ± 0.5                                    | 1.126 ± 0.016                  | 2.85 ± 0.03                   | –                 |
| 2007 Mar| 6.799 ± 0.008       | 28.4 ± 0.4                                    | 1.18 ± 0.04                    | 3.27 ± 0.04                   | –                 |
| 2014 Jun| –                   | –                                             | –                             | –                             | 40 ± 3            |

During the setup phase of the model envelope, before accretion and nuclear reactions are switched on, the thermal profile is initialised near equilibrium, in order to minimise simulation ‘burn-in’. In previous Kepler studies (and to our knowledge, all other burst studies in the literature), the only heat source included was the crustal heating, $Q_b \approx 0.15$ MeV nucleon$^{-1}$, as a boundary condition at the base of the model, at a column depth of $y \approx 1 \times 10^{12}$ g cm$^{-2}$. Additional heat generated by nuclear reactions, $Q_{\text{nuc}} \approx 5$ MeV nucleon$^{-1}$, around $y \approx 10^8$ g cm$^{-2}$, was assumed to largely escape the surface, and was neglected from the setup calculations. Minor heating of the deeper ocean, once the full nuclear simulation began, was expected to stabilise after the initial few bursts. For example, Woosley et al. (2004) discarded the first three bursts from analysis to address this ‘thermal inertia’, in addition to the related effect of ‘chemical inertia’ (§ 2.4).

While the idea was soon abandoned and removal of the factor was intended, it mistakenly remained in the setup file which was adopted for subsequent studies. This error was discovered and amended for the models presented in Johnston et al. (2018). The boosted opacities reduced the thermal conductivity, resulting in an artificially hotter envelope and shorter burst recurrence times. This discrepancy likely explains why comparisons from other burst codes, for example MESA (M18) and SHIVA (José et al. 2010), reported longer recurrence times than the equivalent Kepler models. This issue should be kept in mind when making comparisons to previous Kepler models (e.g., Heger et al. 2007; Lampe et al. 2016).

During testing, however, we discovered that nuclear heating can indeed alter the thermal profile enough to influence burn ignition. Models which do not account for $Q_{\text{nuc}}$ during setup begin comparatively colder, producing a steadily-changing burst sequence as the envelope is heated by nuclear reactions towards a steady thermal state. This burn-in period can persist for dozens of bursts – much longer than previously assumed. To address this issue, we added during setup a heat source of $Q_{\text{nuc}} = 5$ MeV nucleon$^{-1}$ at a depth of $y \approx 8 \times 10^8$ g cm$^{-2}$ with a Gaussian spread of $y \approx 8 \times 10^7$ g cm$^{-2}$. This heat source is switched off once the full nuclear calculations begin (further detail is provided in Appendix A). The model burn-in was effectively eliminated, and the burst sequence was stabilised within the first few bursts, as was originally assumed. Further study is still required to explore the optimal configuration of this ‘pre-heating’, which is likely to depend on other model parameters, such as the composition, accretion rate, and crustal heating.

2.2 Observed data

We used observations of bursts from GS 1826–238 for three epochs: 1998 June, 2000 September, and 2007 March (Table 1). These observations were provided as part of a reference set for burst modelling by G17, using data from the MINBAR catalogue. The epochs were selected by G17 for their burst consistency and the availability of high-precision X-ray lightcurves from the RXTE satellite.

3 by Adam Jacobs, Michigan State University, pers. comm.

4 http://burst.sci.monash.edu/minbar
We also included the peak bolometric flux of \( F_{\text{peak}} = (40 \pm 3) \times 10^{-9} \text{ erg s}^{-1} \text{ cm}^{-2} \), observed from a photospheric radius expansion (PRE) burst in 2014 (Chenevez et al. 2016). We have assumed that \( F_{\text{peak}} \) corresponds to the local Eddington luminosity, \( F_{\text{Edd}} \), for a mixed hydrogen/helium envelope (§ 2.7), and that \( F_{\text{Edd}} \) is common to the 1998–2007 epochs.

### 2.3 Model grid

To model the bursts of GS 1826–238, we computed a regular grid of 3840 \textsc{Kepler} simulations over five model parameters: the accretion rate, \( \dot{m} \), the accreted hydrogen mass fraction \( X_0 \), the accreted CNO-metallicity mass fraction, \( Z_{\text{CNO}} \), the crustal heating rate, \( Q_\text{h} \), and the surface gravitational acceleration, \( g \). Note that for the \textsc{Kepler} model parameters, we give the local accretion rate per unit area, \( \dot{m} \), because the global accretion rate, \( M = 4 \pi R^2 \dot{m} \), depends on the choice of \( R \) (§ 2.6). The numerical parameters controlling zone resolution were held constant, following convergence tests to ensure consistent burst sequences. The grid points for each parameter are listed in Table 2.

Following a trial parameter exploration, we chose a grid that approximately covered the observed recurrence times of \( 3 \leq \Delta t \leq 6 \text{ h} \). The model grid represents over 100000 CPU hours, and is the largest collection of 1D burst models to date, with the previous largest containing 464 \textsc{Kepler} models (Lampe et al. 2016).

Each model generated a sequence of 30–40 bursts (Fig. 1). Simulating a long sequence ensures a consistent burst train, and reduces the effect of model burn-in (§ 2.1). The entire grid contained a total of approximately 138000 bursts. Modelling such large collections of bursts has been made possible by improved CPU speeds, which have reduced the computational cost from \( \approx 24 \text{ h} \) per burst in 2003 to \( \approx 1 \text{ h} \) per burst.

### 2.4 Extracting model bursts

Analysing bursts from \textsc{Kepler} models has been detailed previously (Woosley et al. 2004; Heger et al. 2007; Keek & Heger 2011; Lampe et al. 2016). We briefly summarise our analysis routine, for which we developed a new open source \textsc{python} package, \textsc{pyburst}\(^5\).

The procedure identified bursts from local maxima in the model lightcurve, from which the the individual lightcurves were extracted and analysed (Fig. 1). The peak luminosity, \( L_{\text{peak}} \), was taken from the lightcurve maximum. The burst energy, \( E_0 \), was the time-integrated luminosity over the lightcurve. The recurrence time, \( \Delta t \), was the time since the previous burst as measured peak-to-peak, giving a burst rate of \( \nu = 1/\Delta t \).

Our inclusion of a nuclear heat source during initialisation of the envelope had substantially reduced thermal burn-in (§ 2.1). Despite this improvement, the first burst still ignites in a chemically pristine envelope, which lacks the complex ashes later accumulated. Due to ‘chemical inertia’, the models typically also require a ‘chemical burn-in’ of several bursts to reach a quasi-stable bursting pattern.

\(^5\) https://github.com/zacjohnston/pyburst/

\begin{figure}
\centering
\includegraphics[width=\textwidth]{burst_rate.png}
\caption{A subset of 48 \textsc{Kepler} models, from a total grid of 3840, illustrating the dependence of the burst properties on accretion rate, \( \dot{m} \), and metallicity, \( Z_{\text{CNO}} \). The subset is a grid slice through \( X_0 = 0.64 \) and \( Q_\text{h} = 0.2 \text{ MeV nucleon}^{-1} \), and \( g = 2.256 \times 10^{14} \text{ cm s}^{-2} \). Each point was averaged from a sequence of 20–30 bursts (§ 2.4), and the error bars are 1\(\sigma\) standard deviations. The overall smooth and monotonic behaviour allows for the use of interpolation. The solid lines and shaded uncertainty regions were linearly interpolated between the models. Multivariate linear interpolation was used across all grid parameters for MCMC sampling.}
\end{figure}

To minimize these combined burn-in effects, we excluded the first 10 bursts of each model from analysis. In previous studies, only \( \approx 3 \) had typically been discarded (Woosley et al. 2004).

Modelled and observed X-ray bursts are occasionally followed by short waiting-time bursts (\( \Delta t \leq 45 \text{ min} \)), which are thought to be triggered by the ignition of unburned hydrogen (Keek & Heger 2017). These unusually weak bursts were not included in the data set of G17, and we excluded them from our analysis using the threshold of \( \Delta t < 45 \text{ min} \).

The extracted properties of the remaining 20–30 bursts of each model were averaged, and the 1\(\sigma\) standard deviations were adopted as the model uncertainties. This process produced tabulated burst properties across the model grid parameters (Fig. 2), which could be sampled with minimal computational cost.
Table 2. The parameters of the model grid. Every combination was simulated, forming a regular grid in 5 dimensions. All models used a preheating value of $Q_{\text{pre}} = 5 \text{MeV nucleon}^{-1}$ (§ 2.1). The accretion rate, $\dot{m}$, is the local rate per unit area, because the global accretion rate, $\dot{M}$, is dependent on the choice of $R$ (§ 2.6). The Eddington-limited accretion rate, $\dot{m}_{\text{Edd}} = 8.775 \times 10^4 \text{g cm}^{-2} \text{s}^{-1}$ (assuming $M = 1.4 \text{M}_\odot$, $R = 10 \text{km}$, and $X = 0.7$), is simply used as a common reference point between models, and was not corrected for the $g$ or $X_0$ of each model. The values of $g$ correspond to Newtonian surface gravities for masses of $M = 1.4$, 1.7, 2.0, and 2.6 $\text{M}_\odot$, for a reference radius of $R = 10 \text{km}$, but the actual mass and radius are free parameters (§ 2.6).

| Parameter | Name                        | Units                        | Grid Points N |  
|-----------|-----------------------------|-----------------------------|---------------|
| $\dot{m}$ | Local accretion rate        | $(\dot{m}_{\text{Edd}})$   | 0.06, 0.07, 0.08, 0.10, 0.12, 0.14, 0.16, 0.18 | 8  
| $X_0$     | H mass fraction             | -                           | 0.64, 0.67, 0.70, 0.73, 0.76 | 5  
| $Z_{\text{CNO}}$ | CNO mass fraction         | -                           | 0.0025, 0.005, 0.0075, 0.0125, 0.02, 0.03 | 6  
| $Q_{\text{b}}$  | Crustal heating            | (MeV nucleon$^{-1}$)        | 0.0, 0.2, 0.4, 0.6 | 4  
| $g$       | Surface gravity             | $(10^{14} \text{cm s}^{-2})$| 1.858, 2.256, 2.654, 3.451 | 4  
|           |                             |                             | Total 3840    |  

### 2.5 Grid interpolation

Computational speed is critical for the large-scale sampling used in MCMC methods. The smooth and monotonic behaviour of the burst properties (Fig. 2) allowed for the use of interpolation between model predictions. Using multivariate linear interpolation, we constructed a continuous function of interpolation between model predictions. Using multivariate linear interpolation, we constructed a continuous function of the burst properties across the five grid parameters, $\dot{m}$, $Q_{\text{b}}$, $X_0$, $Z_{\text{CNO}}$, and $g$.

Any point within the grid bounds of Table 2 could then be quickly ($\ll 1$ s) sampled to predict the burst properties of interest: $\nu$, $L_{\text{peak}}$, and $E_{\text{b}}$. In contrast to the roughly 40–90 h required for each Kepler simulation, this approach granted a considerable efficiency gain.

The interpolated burst properties were in the local neutron star frame of the Kepler models. In order to compare with the observed data (Table 1) we converted these values to observable quantities. These calculations first accounted for the fact that Kepler uses Newtonian gravity. A Kepler model with a given Newtonian surface gravity, $g$, can be considered equivalent to a neutron star with an equal $g$ under GR, but a different ‘true’ mass and radius (e.g., Woosley et al. 2004; Keek & Heger 2011). In the interest of clarity, we will use quantities that are already corrected for GR\(^6\). The basic corrections for Newtonian quantities are given in Appendix B.

### 2.6 Free parameters: mass, distance, and anisotropy

In addition to the grid parameters (Table 2), a set of ‘free’ parameters are used for calculating observables.

For a given surface gravity, $g$, we can freely choose the neutron star mass, $M$, which determines the corresponding radius, $R$. Both $M$ and $R$ then determine the gravitational redshift, $z$, which quantifies the neutron star compactness, given by

$$z = \frac{1}{\sqrt{1 - 2GM/(c^2R)}} - 1,$$

where $G$ is the gravitational constant and $c$ is the speed of light. The distance to the system, $d$, is freely chosen.

Finally, we can choose the anisotropy factors, $\xi_b$ and $\xi_p$. These parameters represent the deviation of the observed flux, $F$, from an isotropic neutron star luminosity, $L$, caused by the scattering and blocking of light by the accretion disc (e.g., Fujimoto 1988; He & Keek 2016). The anisotropy parameters are defined with

$$F_b = \frac{L_b}{4\pi d^2 \xi_b}, \quad F_p = \frac{L_p}{4\pi d^2 \xi_p},$$

where the subscripts ‘$b$’ and ‘$p$’ correspond to the burst and persistent emission, respectively.

Because $\xi_b$ and $\xi_p$ are degenerate with distance, we combined them into independent parameters: a modified distance, $d\sqrt{\xi_b}$, and the anisotropy ratio, $\xi_p/\xi_b$. We can later obtain the absolute values for $\xi_b$, $\xi_p$, and $d$ by choosing an accretion disc model which relates the anisotropy to the system inclination, $i$ (§ 3.3).

### 2.7 Transforming to observable quantities

The free parameters can then be used to calculate observables from the local burst properties. We here signify observed quantities with the subscript ‘$\infty$’.

The burst rate as seen by a distant observer is time-diluted with

$$\nu_{\infty} = \frac{\nu}{1 + z},$$

The observed peak flux is given by

$$F_{\text{peak, }\infty} = \frac{L_{\text{peak}}}{4\pi d^2 \xi_b (1 + z)^2},$$

The observed fluence is given by

$$f_{\infty} = \frac{E_b}{4\pi d^2 \xi_b (1 + z)^2},$$

where we use the redshift factor of $1 + z$ instead of $(1 + z)^2$, because fluence is time-integrated.

The two remaining observables, $F_{\text{Edd}}$ and $F_p$, are not predicted from the model grid, but are calculated analytically from the given parameters.

The observed Eddington flux is given by

$$F_{\text{Edd, }\infty} = \frac{L_{\text{Edd}}}{4\pi d^2 \xi_b (1 + z)^2},$$

where $L_{\text{Edd}}$ is the local Eddington luminosity, given by

$$L_{\text{Edd}} = \frac{8\pi Gm_p c (1 + z) M}{\sigma_T (X_0 + 1)},$$

where $m_p$ is the mass of the proton and $\sigma_T$ is the Thompson scattering cross section. This equation assumes that the

---

\(^6\) These corrections are not applicable to codes which already use GR surface gravity, for example, MESA.
radiation pressure is exerted on the electrons of an ionized plasma, and includes a scaling factor of $2/(X_p + 1)$ to account for the charge per mass for a given composition of hydrogen and helium.

The observed persistent flux is given by

$$F_{p, \infty} = \frac{L_p}{4\pi d^2 \xi_p (1 + z)^2},$$

where $L_p = -4\pi R^2 \dot{m} \phi$ is the local accretion luminosity, and $\phi = -c^2 z^2/(1 + z) \approx -0.2 c^2$ is the gravitational potential at the neutron star surface.

### 2.8 Multi-epoch model

To model bursts from multiple epochs, we used our interpolated grid (§ 2.5) to predict the observed burst properties (§ 2.7) of three separate epochs from GS 1826–238 (§ 2.2).

Our multi-epoch model contained both epoch-independent and epoch-dependent parameters.

The accreted composition and neutron star star properties, $X_0, Z_{\text{CNO}}, \xi$, and $M$, are expected to remain unchanged between the observed epochs, and so global parameters are used. Global parameters were also used for the distance and anisotropy, $d\sqrt{\xi}\xi$ and $\xi_p/\xi_0$, although the anisotropy factors $\xi_0$ and $\xi_p$ could feasibly evolve due to changes in the accretion disc. We leave the testing of epoch-dependent parameters of $\xi_0$ and $\xi_p$ for a future study. The six epoch-independent parameters are thus $X_0, Z_{\text{CNO}}, \xi, M, d\sqrt{\xi}$, and $\xi_p/\xi_0$.

Conversely, the accretion rate is expected to evolve between epochs, and so we used three parameters, $\dot{m}_1, \dot{m}_2$, and $\dot{m}_3$, where the subscripts 1–3 correspond to the 1998, 2000, and 2007 epochs, respectively. The crustal heating efficiency is predicted to depend on accretion rate (Cumming et al. 2006), and we similarly use three parameters, $Q_{b,1}, Q_{b,2}$, and $Q_{b,3}$.

These were the first burst models to vary between accretion epochs.

The 12 parameters could then be separated into the grid parameters, $\dot{m}_i, Q_{b,i}, X_0, Z_{\text{CNO}}, \xi$, and $\xi_p$, and the free parameters, $M, d\sqrt{\xi}$, and $\xi_p/\xi_0$. For a given point in parameter space, the former were used to interpolate the local burst properties from the grid, and the latter were used to transform these properties into observables.

We could then apply MCMC methods to draw samples from the multi-epoch model, and compare the predictions to observations to obtain probability distributions over the parameter space.

### 2.9 MCMC methods

A detailed description of MCMC algorithms is beyond the scope of this paper, but many introductions are available (e.g., MacKay 2003), and we provide here a brief summary.

The target distribution to be sampled – the posterior probability distribution, or simply the ‘posterior’ – represents the probabilities over model parameters, given a set of data we wish to model. The posterior sampled with MCMC is given by

$$p(\theta|D) = p(D|\theta)p(\theta),$$

where $\theta$ represents the model parameters and $D$ is the data to be modelled. The likelihood function, or simply the ‘likelihood’, $p(D|\theta)$, represents the probability of observing the data given the model predictions. The prior distribution, or simply the ‘prior’, $p(\theta)$, represents any existing beliefs or constraints on the parameters.

An MCMC simulation consists of an ensemble of ‘walkers’ in parameter space. For each walker, the likelihood is evaluated at its location, and a new step is randomly drawn from a proposal distribution, typically a Gaussian centred on the walker. The likelihood is then evaluated at the proposed step, which is either accepted or rejected based on the relative probability of the two points. Through this repeated process, the walkers ‘explore’ the parameter space of the posterior distribution. After a sufficiently large number of steps, each point in the chain of steps represents an independent sample drawn from the posterior distribution. The density of the walkers thus corresponds to the probability density.

A major advantage of MCMC methods is the ability to ‘marginalise’ over uninteresting parameters, by projecting the probability density onto a subset of dimensions. We used marginalisation to produce 1D and two-dimensional (2D) distributions for the parameters of interest.

For our MCMC calculations, we used the open-source PYTHON package emcee7 (V2.2.1), an affine-invariant ensemble sampler (Foreman-Mackey et al. 2013). We constructed the posterior function defined in Eq. (9), and used EMCEE to generate a chain of samples drawn from it. This function takes the 12 multi-epoch model parameters (§ 2.8) as input, and calculates a posterior likelihood using the prior, $p(\theta)$, and the model likelihood, $p(D|\theta)$.

For the grid parameters, the limits were set by the boundaries of the model grid (Table 2). For the free parameters, we imposed limits of $1.0 \leq M \leq 2.2 M_\odot$, $1 \leq d\sqrt{\xi} \leq 15$ kpc, and $0.1 \leq \xi_p/\xi_0 \leq 10$. The prior distribution for each parameter was set to $p(\theta) = 0$ outside these boundaries.

We used flat prior distributions for all parameters except $Z_{\text{CNO}}$, setting $p(\theta) = 1$ everywhere inside the boundaries. For $Z_{\text{CNO}}$, we estimated a prior distribution using a process similar to Goodwin et al. (2019). From a simulated catalogue of Milky Way stars, constructed to represent the underlying distributions of the Gaia DR2 catalogue (Rybizki et al. 2018), we took a sample of 100000 stars located within 15 arcmin of GS 1826–238, and between a distance of 5–9 kpc. We then fit a beta distribution to $[\text{Fe/H}]$, obtaining the values of $\alpha = 10.1$ and $\beta = 3.5$ after translating to the interval $[-3.5, 1]$, which contained the vast majority of star samples. We used this as the prior distribution for $\log_{10}(Z_{\text{CNO}}/0.01)$, where we have assumed a solar CNO metallicity of 0.01 (Lodders et al. 2009). This distribution was applied inside the grid bounds of 0.0025 $\leq Z_{\text{CNO}} \leq 0.03$, which roughly corresponds to $-0.6 \leq \log_{10}(Z_{\text{CNO}}/0.01) \leq 0.5$.

For a given sample point in parameter space, $\theta$, the local burst properties were interpolated from the model grid (§ 2.5), from which the observables were predicted (§ 2.7). The likelihood function, $p(D|\theta)$, from Equation (9), was then evaluated by comparing these predictions with the observed

7 https://emcee.readthedocs.io/en/v2.2.1/
data, $D$, using
\[ p(D|\theta) = \prod_{x} \frac{1}{2\pi(\sigma^2 + \sigma_0^2)} \exp \left[ -\frac{(x-x_0)^2}{2(\sigma^2 + \sigma_0^2)} \right], \] (10)
where $x$ is iterated over each observable of each epoch, $\sigma$ is the uncertainty, and the subscript ‘0’ signifies the corresponding observed value from Table 1.

The MCMC model used an ensemble of 1000 walkers, which were initialised in a small ‘hyperball’ in parameter space. The algorithm was run for 20,000 steps, resulting in a total of $2 \times 10^7$ individual samples. The average computation time for each sample was $\approx 0.012$ s, for a total of $\approx 560$ CPU hours split over 8 cores. For comparison, each Kepler simulation costs roughly 40–70 CPU hours.

We discarded the first 1000 steps as burn-in, after which the walkers had spread out across the domain of each parameter. To check convergence, we estimated the autocorrelation time ($\tau$) at multiple steps in the chain$^8$, to ensure the total chain length was longer than $10 \tau$.

### 3 RESULTS

We present here the distributions and estimates from the burst matching procedure, and discuss the implications for the system properties. The 2D marginalised posteriors for $\bar{m}_i$, $Q_b$, $X_b$, and $Z_{\text{CNO}}$, are shown in Fig. 3, with the 1D posteriors shown along the diagonal. The maximum likelihood estimates for the 1D posteriors are listed in Table 3. Unless otherwise stated, the uncertainties given for 1D parameter estimates are 68 per cent credible intervals, and the 2D contour levels are 38, 68, 87, and 95 per cent credible regions.

There is a strong correlation visible between the accretion rates of each epoch, and the crustal heating of each epoch. These correlations are expected, because for given ratios between the epoch burst properties, similar ratios are required between the epoch parameters. For example, the persistent flux, $F_p$, is calculated using Eq. (8), and is proportional to $\bar{m}$. The CNO mass fraction, $Z_{\text{CNO}}$, is correlated with the hydrogen fraction $X_b$ – a common feature of such model-observation comparisons (e.g., Galloway & Cumming 2006; Goodwin et al. 2019). The correlation arises because multiple pairs of $X_b$ and $Z_{\text{CNO}}$ result in the same reduced hydrogen fraction at ignition.

The distributions of some parameters, for example $Q_{b,1}$, $Q_{b,2}$, $X_0$, and $Z_{\text{CNO}}$, appear to be truncated by the prior boundaries. These limits could bias the results, potentially underestimating the full extent of the distributions. Some of these boundaries were chosen as expected natural limits, whereas others are simply limited by the model grid. For example, $X_b$ is truncated at the upper grid limit of $X_b = 0.76$. Although models with larger $X_b$ could be added, they would substantially exceed the primordial mass fraction from Big Bang nucleosynthesis (Makki et al. 2019).

On the other hand, $Q_{b,1}$ appears truncated at the upper grid limit of 0.6 MeV nucleon$^{-1}$. This value is larger than the typical assumed limit of $\approx 0.15$ MeV nucleon$^{-1}$ (e.g., Heger et al. 2007), although the amount of crustal heating emerging into the envelope is poorly constrained, and a total of 1–2 MeV nucleon$^{-1}$ is potentially available (Haensel & Zdunik 2008). The CNO metallicity, $Z_{\text{CNO}}$, is also slightly limited by the lower grid boundary of $Z_{\text{CNO}} = 0.0025$. A future study could extend the model grid in these parameters, and examine the effect on the posteriors.

#### 3.1 Predicted observables

The distribution of burst properties predicted over the MCMC simulation corresponds to the posterior predictive distribution. This distribution represents the expected observations according to our model, given the posteriors of the model parameters. A random sample of 20,000 points were selected from the chain, and the predicted triplets of observables were extracted for each point using the multi-epoch model (§ 2.8). The distribution peaks and 68 per cent credible intervals are plotted with the original observed data in Fig. 4. The predicted burst properties are consistent with

### Table 3. Maximum likelihood estimates for each 1D marginalised posterior. In addition to the twelve parameters explored directly by the MCMC routine (§ 2.8), we include the derived neutron star properties, $R$ and $z$ (§ 3.4), and the system properties predicted using a disc model of anisotropy, $i$, $\xi_b$, $\xi_p$, and $d$ (§ 3.3). The subscripts of 1–3 correspond to the 1998, 2000, and 2007 epochs, respectively. The accretion rates are given as fractions of fixed reference points, $\dot{m}_{\text{Edd}} = 7.875 \times 10^4$ g cm$^{-2}$ s$^{-1}$ and $M_{\text{Edd}} = 1.75 \times 10^{-8}$ $M_\odot$ yr$^{-1}$.

| Parameter | Units       | Estimate |
|-----------|-------------|----------|
| $m_1$   | ($\dot{m}_{\text{Edd}}$) | 0.083$^{+0.013}_{-0.011}$ |
| $m_2$   | ($\dot{m}_{\text{Edd}}$) | 0.114$^{+0.016}_{-0.017}$ |
| $m_3$   | ($\dot{m}_{\text{Edd}}$) | 0.139$^{+0.018}_{-0.02}$ |
| $Q_{b,1}$ | (MeV nucleon$^{-1}$) | 0.36$^{+0.1}_{-0.2}$ |
| $Q_{b,2}$ | (MeV nucleon$^{-1}$) | 0.17$^{+0.1}_{-0.14}$ |
| $Q_{b,3}$ | (MeV nucleon$^{-1}$) | 0.15$^{+0.1}_{-0.11}$ |
| $X_0$   | (Mass fraction) | 0.74$^{+0.02}_{-0.03}$ |
| $Z_{\text{CNO}}$ | (Mass fraction) | 0.010$^{+0.005}_{-0.004}$ |
| $\sigma_{\text{Edd}}$ | (kpc) | 6.5$^{+0.6}_{-0.6}$ |
| $\xi_p$ | – | 1.57$^{+0.15}_{-0.19}$ |
| $i$     | (deg) | 69$^{+2}_{-2}$ |
| $\xi_b$ | – | 1.22$^{+0.05}_{-0.04}$ |
| $d$     | (kpc) | 5.8$^{+0.3}_{-0.4}$ |
| $g$     | (10$^{10}$ cm s$^{-2}$) | 2.8$^{+0.4}_{-0.6}$ |
| $M$     | ($M_\odot$) | > 1.7 |
| $R$     | (km) | 11.3$^{+1.3}_{-1.3}$ |
| $z$     | – | 0.39$^{+0.07}_{-0.07}$ |
| $M_1$   | ($\dot{M}_{\text{Edd}}$) | 0.098$^{+0.012}_{-0.014}$ |
| $M_2$   | ($\dot{M}_{\text{Edd}}$) | 0.13$^{+0.016}_{-0.02}$ |
| $M_3$   | ($\dot{M}_{\text{Edd}}$) | 0.15$^{+0.017}_{-0.02}$ |
the observed data, within uncertainties. Note that this comparison should not be confused with the ‘best-fit’, which MCMC methods are ill-suited to finding.

### 3.2 Crustal heating and accretion rate

By using independent crustal heating rates between epochs, we can examine the constraints on \( Q_b \) as a function of \( \dot{m} \). Theoretical models predict that the effective crustal heating is stronger at low accretion rates, and weaker at higher accretion rates due to neutrino losses (Cumming et al. 2006).

The posteriors of \( Q_b \) and \( \dot{m} \) for each epoch are plotted in Fig. 5. There is significant overlap between the distributions, particularly between the 2000 and 2007 epochs, which have similar estimates for \( Q_b \). The 1998 epoch, with the lowest inferred \( \dot{m} \), covers similar \( Q_b \) but is overall consistent with larger values, with a 68 per cent 2D credible region extending...
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Figure 4. The distributions of the model-predicted observables from the MCMC chain (i.e., the posterior predictive distribution; orange points), plotted against the observed data (blue points). The central points are the distribution peaks, and the error bars are 68 per cent intervals. Each sample of the MCMC chain predicts these observables using the multi-epoch model (§ 2.8). The observed data are consistent with all predicted distributions, within uncertainties.

Figure 5. 2D posteriors for the crustal heating rate and accretion rate, for each epoch of the model. For clarity, only the 68 and 95 per cent contours are shown.

Figure 6. (a) The distance and anisotropy parameters from the MCMC simulation, and (b) the system inclination and absolute distance, predicted using the model Disc a from He & Keek (2016).

3.3 Distance and inclination

From $\xi_p/\xi_b$, we can derive constraints on the system inclination by adopting a disc model for anisotropy. Disc models have been presented by He & Keek (2016), which predicted the anisotropy according to the system inclination for multiple disc morphologies. We used their model of a thin, flat disc (Disc a) to predict the inclination, $i$, using $\xi_p/\xi_b$. The disc model also predicts $\xi_p$ and $\xi_b$, from which we could obtain the absolute distance, $d$. The posteriors for these quantities are plotted in Fig. 6, and the maximum likelihood estimates are listed in Table 3.

These estimates depend on the assumptions of the thin disc model, and only flat priors were used for $d/\sqrt{\xi_b}$ and $\xi_p/\xi_b$. Exploring other priors, and other disc models, could yield different constraints.

3.4 Neutron star properties

We extract distributions for the neutron star properties using the MCMC parameters of $M$ and $g$. The neutron star radius is calculated by solving

$$ g = \frac{GM}{R^2 \sqrt{1 - 2GM/(c^2R)}} $$

for $R$, given $M$ and $g$.

The gravitational redshift, $z$, is then calculated from $M$ and $R$ using Eq. (1). The posteriors for these quantities are plotted in Fig. 7, and the maximum likelihood estimates are listed in Table 3.

The highest probability density for $M$ is against the upper boundary of $M = 2.2 M_\odot$, indicating that the distribution is truncated. This upper limit was informed by the
largest known neutron star mass (Linares et al. 2018), suggesting a possible bias in our model towards large masses. Additionally, the distribution for $g$ is constrained by both the upper and lower model grid boundaries.

We note that only flat prior distributions were used for $M$ and $g$, and thus did not include any expectations from theoretical EOS predictions, or from mass estimates of similar bursting systems (e.g., Özel et al. 2012). Exploring additional prior distributions, and expanding the model grid in $g$, is required before drawing stronger conclusions.

Despite the limitations, these results represent a step towards constraining the neutron star mass and radius using 1D burst models.

### 3.5 Global accretion rate

The model grid uses the local accretion rate per unit area, $\dot{m}$. The global accretion rate, $M = 4\pi R^2 \dot{m}$, depends on the neutron star radius, which is determined by $g$ and the free parameter of $M$. Combining the posterior samples of $\dot{m}$ and $R$, we obtain estimates for $M_i$, which are listed in Table 3. We give $M_i$ as a fraction of the fixed Eddington rate, $M_{\text{Edd}} = 1.75 \times 10^{-8} M_{\odot} \text{yr}^{-1}$, which is the equivalent of $\dot{m}_{\text{Edd}} = 8.775 \times 10^4 \text{g cm}^{-2} \text{s}^{-1}$ for $R = 10 \text{km}$. We note again that this Eddington value is simply used as common reference points for convenience, and does not represent the ‘true’ Eddington limit.

### 3.6 Lightcurve sample

The burst data used by the MCMC model is an incomplete description of the full burst lightcurve. The two quantities extracted from the lightcurves were the fluence, $F_{\text{peak}}$, and the peak flux, $F_{\text{peak}}$. To test whether the full lightcurves of Kepler models remain consistent with the observations, we performed an additional set of simulations.

We took a random sample of 30 points from the MCMC chain, and for each point generated three new Kepler models using the sampled parameters $\dot{m}_i$, $Q_{b,i}$, $X_0$, $Z_{\text{CNO}}$, and $g$. The result was a set of 90 Kepler simulations, representing a sample of 30 epoch triplets from the posterior distribution.

The modelled bursts were extracted using the same procedure as the original grid (§ 2.4). We calculated average burst lightcurves for each model, and converted them to observable fluxes using the corresponding samples of $M$ and $d \sqrt{\xi}$ (§ 2.7). These lightcurves are plotted with the observed lightcurves in Fig. 8.

There is good agreement between the modelled and observed lightcurves, particularly considering that the MCMC model was fitting the fluence and peak flux, and not the full lightcurves. This comparison suggests that these scalar quantities may be sufficient proxies for the overall lightcurve – at least for bursts with similar lightcurve morphologies.

Nevertheless, some lightcurve information is still lost with this method. For example, the morphology of the decay tail is not considered, which encodes further information about the rp-process, cooling of the envelope layers in’t Zand et al. (2009), and possible interactions between the burst flux and the disc (Worpel et al. 2015). Fitting additional lightcurve data, or even the entire lightcurve itself (§ 4), should remain a goal for future model comparisons.

### 3.7 Modelling single epochs

To test the benefit of fitting multiple epochs simultaneously, we performed three additional MCMC models, each fitting the data of a single epoch. The posteriors for the single-epoch chains are shown in Fig. 9 (coloured histograms), along with the original multi-epoch posteriors (black histograms).

Compared to fitting the epochs separately, the posterior distributions were generally more constrained when all three epochs were fit simultaneously. An exception appears to be $g$, although all four distributions for this parameter are heavily truncated at the boundaries, potentially interfering with the results. The parameter constraints also remain overall consistent between the multi-epoch and single-epoch chains.

This comparison supports the approach that fitting multiple epochs simultaneously can help to improve the degeneracies between the system parameters (as tested by M18).

### 4 DISCUSSION

We constrained system parameters for GS 1826–238 by comparing multi-epoch observations to the most extensive set of 1D model predictions to date. All central values discussed here correspond to the maximum likelihood estimates.
of the 1D marginalised posteriors, with 68 per cent credible intervals (Table 3).

The global accretion rate estimates of $\dot{M} = 0.098^{+0.012}_{-0.014}$, $0.132^{+0.016}_{-0.012}$, and $0.153^{+0.017}_{-0.02}$, are roughly double those initially suggested by G17 of 0.0513, 0.0692, and 0.0796 $\dot{M}_{\text{Edd}}$, respectively, although these estimates did not account for anisotropy or different values of gravity. Conversely, our central values are only $\approx 10$ per cent smaller than those reported by M18 of $\dot{m} = 0.11, 0.15$, and 0.17 $\dot{m}_{\text{Edd}}$, and are consistent within 2$\sigma$. Planned comparisons of MESA and Kepler models could test whether their predictions are now more consistent, given the improvements to Kepler described in § 2.1.

The crustal heating estimates for the 2000 and 2007 epochs of $0.17^{+0.10}_{-0.14}$ and $0.15^{+0.11}_{-0.11}$ $\text{MeV nucleon}^{-1}$ are centred near the canonical value of $Q_b = 0.15 \text{ MeV nucleon}^{-1}$, though with broad credible intervals. On the other hand, the estimate for the 1998 epoch, with a lower accretion rate (§ 3.2), is roughly double, at $0.36^{+0.10}_{-0.2}$ $\text{MeV nucleon}^{-1}$, although 0.15 $\text{MeV nucleon}^{-1}$ still lies within 1$\sigma$. In agreement with M18, crustal heating above $Q_b \approx 0.5 \text{ MeV nucleon}^{-1}$ is disfavoured in all epochs, although the upper limit of our model grid is $Q_b = 0.6 \text{ MeV nucleon}^{-1}$, compared to the 1.0 $\text{MeV nucleon}^{-1}$ considered by M18.

The CNO metallicity of $Z_{\text{CNO}} = 0.01^{+0.005}_{-0.004}$ is centred on the assumed solar value of 0.01. The chosen prior distribution was also centred near 0.01 (§ 2.9). The result broadly supports a solar metallicity, whereas previous studies typically used higher values of $Z_{\text{CNO}} = 0.02$ (e.g., M18; H07). Values below $\approx 0.005$ are disfavoured, such as the low-metallicity of $Z_{\text{CNO}} = 0.001$ suggested by G04. Our model grid, however, only extends down to $Z_{\text{CNO}} = 0.0025$, and could be expanded in future studies.

The accreted hydrogen fraction of $X_0 = 0.74^{+0.02}_{-0.03}$ is larger than the commonly-estimated value of $X_0 = 0.7$, which lies slightly outside 1$\sigma$, but still within 2$\sigma$ of our estimate. The 1$\sigma$ credible interval extends up to $X_0 \approx 0.76$, at odds with M18, who reported poor model fits for $X_0 = 0.75$.

Studies which do not account for burst anisotropy in their distance estimates are implicitly reporting $d\sqrt{\xi_b}$. Our value of $d\sqrt{\xi_b} = 6.5^{+0.4}_{-0.6}$ kpc is consistent with the previous estimates of 6kpc (M18), 6.1 kpc (G17), and (6.07 $\pm$ 0.18) kpc (H07). Our distance is larger than the estimate of (5.7 $\pm$ 0.2) kpc from Chenevez et al. (2016), which was obtained using the same $2010 \dot{F}_{\text{Edd}}$, but assumed a fixed mass of $M = 1.4 \text{ M}_{\odot}$ and a radius of $R = 10 \text{ km}$. Our distance is also consistent with earlier upper limits of 8kpc.
(in ’t Zand et al. 1999) and 7.5 ±0.5 kpc (Kong et al. 2000), but is larger than the more recent upper limit of 4.0–5.5 kpc (Zamfir et al. 2012).

The anisotropy ratio of $\xi_p/\xi_\theta = 1.57_{-0.15}^{+0.10}$ agrees with the original estimate of $\xi_p/\xi_\theta = 1.55$ from H07, but not with the value of 3.3 from M18, although both of these studies explored fewer model parameters. Using a flat disc model from He & Keek (2016), we obtained from $\xi_p/\xi_\theta$ a system inclination of $i = 69_{-3}^{+5}$°. This inclination is consistent with the upper limit of $i \lesssim 70$° from low-amplitude optical modulations (Homer et al. 1998), and the range of 40–70° suggested by Mescheryakov et al. (2004) from models of the disc size.

The gravitational redshift of $z = 0.39 ± 0.07$ is larger than the commonly-assumed value of $z = 0.26$ from $M = 1.4 M_\odot$ and $R = 11.2$ km, and agrees with the value of 0.42 from M18, but is outside the inferred range of $z = 0.19-0.28$ for GS 1826–238 reported by Zamfir et al. (2012). The radius of $R = 11.3 ± 1.3$ km is consistent with the rough upper limit of 9.0–13.2 km suggested by Zamfir et al. (2012).

This study is the first application of MCMC methods to 1D burst models featuring adaptive nuclear networks. As such, simplifying assumptions have been made and some care should be taken when interpreting the results.

It should be emphasized that our posterior statistics are fully dependent on the assumptions contained in the KEPLER models and our interpolation between their predictions. Although it is currently among the most advanced codes for simulating X-ray bursts, KEPLER is still the subject of ongoing refinements (§2.1), and is inherently limited to spherical symmetry. Additionally, using linear interpolation to sample between the models (§2.5) may introduce artificial ‘kinks’ at the grid points, potentially affecting the resulting distributions. Our comparisons of the posterior predictive distribution to the observed data (§3.1), and a sample of full lightcurves (§3.6), however, suggest that the interpolated models are not behaving unexpectedly.

The posterior distributions were truncated by some of the model grid boundaries, notably $X_\theta$, $Z_{CNO}$, $Q_b$, and $g$ (Fig. 3). Some of these boundaries are physically-motivated, for example $X_\theta < 0.76$ and $Q_b > 0$ MeV nucleon$^{-1}$, whereas others could realistically be extended, for example below $Z_{CNO} = 0.0025$ and above $Q_b = 0.6$ MeV nucleon$^{-1}$. Large extensions of the five-dimensional model grid, however, are limited by computational costs.

The information we included in our prior distributions (§2.9) was relatively limited. All parameters except for $Z_{CNO}$ used flat priors. Aside from providing no additional constraints, flat priors could give undue weight to physically unrealistic regions of parameter space. For example, all combinations of $M$ and $g$ – and by extension, the corresponding $R$ and $z$ – were considered equally likely under the prior assumptions. This may have contributed to the possible bias towards large $M$ (§3.4).

The limitations discussed above can be investigated and improved upon in future work. Linear interpolation, while computationally fast, has limited accuracy. Other interpolation methods, such as cubic splines, could be explored, but care should be taken to avoid introducing artefacts. A parameter sensitivity study could also identify which grid parameters can afford fewer model points, reducing the total number of simulations required.

The observed values of $F_{\text{peak}}$ and $f_b$ were taken from observed lightcurves. The full burst lightcurves, however, encode additional information about the rates of heating and cooling, and the extent of rp-process burning in the tail. Fitting whole lightcurves could improve, or even significantly reshape, the posteriors. Implementing this approach, however, poses certain challenges. Whereas interpolating scalar quantities is straightforward, it is unclear how best to do so for lightcurves. If the lightcurves significantly change in morphology, interpolation could introduce nonphysical features. A possible alternative is to use machine learning to efficiently predict lightcurves between models, such as the methods recently applied to gravitational waveforms of neutron star mergers (Easter et al. 2019). Extra parametrizations of the lightcurve could also be used, by fitting curves to the burst tail (in’t Zand et al. 2009). Nevertheless, our test of a limited sample of full lightcurves (§3.6) suggests that $f_b$ and $F_{\text{peak}}$ may still serve as reasonable representations of the lightcurve.

A key benefit of MCMC methods is their ability to efficiently handle large numbers of parameters. Additional parameters not used in this work could also be explored. For example, using epoch-dependent anisotropy ratios, $\xi_p/\xi_\theta$, could test for possible changes in the accretion disc properties between epochs. When calculating the Eddington flux, $F_{\text{Edd}}$, we assumed that the hydrogen fraction was equal to the accreted fraction, $X_\theta$, but expansion of the outer layers during PRE may expose deeper hydrogen-poor layers, increasing $F_{\text{Edd}}$. This hypothesis could be tested by including the hydrogen composition for $F_{\text{Edd}}$ as an additional parameter.

5 CONCLUSION

We carried out Markov chain Monte Carlo (MCMC) simulations to model multi-epoch X-ray bursts from GS 1826–238. By precomputing a grid of 3840 KEPLER models, we interpolated the predicted burst properties and efficiently sampled the model parameter space. Applying the Bayesian framework of MCMC allowed us to systematically examine the relationships between the model parameters and the predicted burst properties. We obtained probability distributions for the properties of GS 1826–238, including the accretion rates, crustal heating rates, accreted composition, and surface gravity.

This work represents the most comprehensive use of 1D models on a burst source to date. We have explored model parameters which are often held constant in burst models, including the crustal heating, accreted hydrogen composition, surface gravity, the neutron star mass and radius, and the gravitational redshift. By using epoch-dependent parameters of $Q_b$, we have also tested the dependence of crustal heating on accretion rate (§3.2), suggesting a preference for stronger crustal heating at lower accretion rates.

Although we have focused on GS 1826–238, the methods presented here are applicable to other X-ray burst observations. Once the model grids are established, they can also be reused for similar systems. By incorporating new epoch data and expanding the grid parameters, we can analyse additional sources suggested by G17, such as the helium-burstar, 4U 1820–30. Preliminary work is already underway.
to model PRE bursts from 4U 1820–30 with a new model grid, which we plan to present in a future publication.

This work demonstrates the largely uncharted potential of using 1D burst models for the parameter estimation of neutron star systems.
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APPENDIX A: MODEL PRE-HEATING

Excessive burn-in can occur during simulations if nuclear heating, \( Q_{\text{nuc}} \), is neglected during the model setup phase (§ 2.1). Addressing the issue is not straightforward, however, because nuclear heating occurs throughout the envelope at difference rates, depending on the local conditions. By contrast, the flux from crustal heating, \( Q_b \), is simply implemented as a lower boundary condition. Predicting \( Q_{\text{nuc}} \) in advance is difficult prior to running the full simulation.

We added a heat source during the setup of the envelope before the full burst simulation begins. For a chosen \( Q_{\text{nuc}} \), the total heat flux is given by \( F_{\text{nuc}} = Q_{\text{nuc}} \dot{m} \), which we distributed throughout the envelope as a Gaussian function, centred at a column depth of \( y = 8 \times 10^8 \, \text{g cm}^{-2} \) with a spread of \( \sigma = 8 \times 10^7 \, \text{g cm}^{-2} \). For comparison, \( Q_b \) is implemented at the lower model boundary of \( y \approx 10^{12} \, \text{g cm}^{-2} \).

We tested this model setup with a heating of \( Q_{\text{nuc}} = 5 \, \text{MeV nucleon}^{-1} \), approximately the energy yield for hydrogen burning. We used model parameters of \( X_0 = 0.73 \), \( Z_{\text{CNO}} = 0.005 \), \( \dot{m} = 0.2 \), and \( Q_b = 0.05 \, \text{MeV nucleon}^{-1} \). The burn-in was largely eliminated from the resulting burst simulation (Fig. A1), in contrast to an identical model without preheating (effectively, \( Q_{\text{nuc}} = 0 \, \text{MeV nucleon}^{-1} \)). Previous studies typically discarded only the first \( \approx 3 \) bursts to account for model burn-in (e.g., Woosley et al. 2004). We demonstrate, however, that a 10–20 per cent discrepancy persists between the recurrence times even after 50 bursts. Nevertheless, further investigation is required into the sensitivity of models to preheating. Other bursting regimes, for example helium bursts, may require additional testing of the heating rates and depths.

APPENDIX B: GR CORRECTIONS

Kepler uses Newtonian gravity to calculate the gravitational acceleration, given by

\[
g = \frac{GM}{R^2}. \tag{B1}
\]

In the GR regime of a neutron star, however, the surface gravity is given by

\[
g = \frac{GM(1 + z)}{R^2}. \tag{B2}
\]

where \( z \) is the gravitational redshift given in Eq. (1).

Because the envelope is a thin shell (\( \Delta R \ll R \)), the surface gravity is approximately constant throughout the envelope. The Newtonian Kepler model is equivalent to neutron stars under GR with different \( M \) and \( R \), but with the same \( g \). There is a contour of \( M \) and \( R \) pairs which satisfy this constraint. For a chosen \( M \) and \( R \), the Newtonian Kepler quantities can be corrected to the equivalent GR values. A more detailed description of these corrections can be found in appendix B of Keek & Heger (2011).

Keek & Heger (2011) defined the mass and radius ratios between the two regimes,

\[
\varphi = \frac{M_k}{M_k}, \quad \xi = \frac{R_k}{R_k}, \tag{B3}
\]

where we here signify the Newtonian and GR quantities with the subscripts ‘\( k \)’, and ‘\( g \)’, respectively. Setting the requirement that \( g \) must be equal under the two regimes, the above ratios are related by

\[
\xi^2 = \varphi(1 + z), \tag{B4}
\]

where \( z \) is evaluated for \( M_k \) and \( R_k \).

The ratio of the neutron star surface areas is given by \( \xi^2 \), and so the GR-corrected luminosity is given by

\[
L_k = \xi^2 L_k = \varphi(1 + z)L_k. \tag{B5}
\]

For a given accretion rate per unit area, \( \dot{m} \), the global accretion rate, \( \dot{M} = 4\pi R^2 \dot{m} \), is also scaled by the area ratio,

\[
\dot{M}_k = \xi^2 \dot{M}_k = \varphi(1 + z)\dot{M}_k. \tag{B6}
\]

Both regimes are in the same local reference frame, and so \( \Delta t \) and \( \nu \) are not time-dilated. These GR-corrected quantities were used to calculate the predicted observables in § 2.6 and 2.7.
APPENDIX C: MODEL DATA

The data used in this work are publicly available at Mendeley Data\(^9\). Included is a data table of the analysed model grid, listing the input parameters and summary burst properties of each model as Newtonian Kepler quantities (i.e., not corrected for GR). Additionally, the full MCMC chains are included as 3D arrays, containing 1000 walkers × 12 parameters × 20000 steps (including the initial 1000 burn-in steps which were discarded from our analysis). Further information on how to load and use this data is provided in the data repository.

The software tools used to extract the model burst properties, analyse the model grid, and manage the MCMC models, have been collected under a Python package called pyburst, which can be downloaded from https://github.com/zacjohnston/pyburst/.

This paper has been typeset from a \TeX/\LaTeX file prepared by the author.

\(^9\) https://data.mendeley.com/datasets/nmb2z6jrp/draft?a=9896f6b8-5d98-4bd1-b448-222eb0fa59b [to be replaced with permanent DOI URL in final manuscript]
Chapter 6

Multi-epoch MCMC Models of a Helium Burster

In Chapter 5 we applied Markov Chain Monte Carlo (MCMC) methods to one-dimensional (1D) burst models, to match multi-epoch observations of the “Clocked Burster”, GS 1826$-$238. We demonstrated the potential for using precomputed model grids to efficiently obtain probability distributions over system parameters. We present here a provisional extension of these methods to 4U 1820$-$30, a helium-accreting system which exhibits photospheric radius-expansion (PRE) bursts. Modelling PRE bursts poses additional challenges to mixed hydrogen/helium (H/He) bursts, and for the scope of this project, the grid parameters were kept limited in comparison to our study of GS 1826$-$238. We therefore note that the resulting parameter estimates and model predictions should be considered provisional, and further work is needed to address the limitations discussed below.

6.1 4U 1820$-$30

4U 1820$-$30 is a low-mass X-ray binary (LMXB) in the globular cluster NGC 6624, and was the source in which X-ray bursts were discovered (Grindlay et al., 1976). The companion star is a white dwarf and has one of the shortest known orbital periods of 11 min (King and Watson, 1986; Stella, Priedhorsky, and White, 1987). This places the system in the class of ultra-compact binaries with periods of $\lesssim 1$ h. The compact orbit indicates that the material accreted onto the neutron star is hydrogen-poor, with previous estimates for a hydrogen mass fraction of $X_0 \lesssim 0.1$ (Cumming, 2003), and $X_0 = 0.0$ is often assumed (e.g., Suleimanov et al., 2017). The accreted fuel triggers helium bursts, in contrast to the mixed H/He bursts of GS 1826$-$238 we modelled in Chapter 5. Helium bursts are frequently characterised by photospheric radius-expansion (PRE), which is thought to occur when the burst luminosity reaches the local Eddington limit, $L_{\text{Edd}}$ (e.g., Kuulkers et al., 2003).

Because 4U 1820$-$30 resides in a globular cluster, we enjoy the benefit of independent distance measurements. With optical observations, Kuulkers et al. (2003) obtained a distance to NGC 6624 of $d = (7.6 \pm 0.4)$ kpc, and Valenti, Ferraro, and Origlia (2007) obtained $(8.4 \pm 0.6)$ kpc using near-infrared measurements.

A superburst was observed from 4U 1820$-$30 in September 1999 (Strohmayer and Brown, 2002). These rare, energetic ($\sim 10^{42}$ erg) bursts are thought to result from the ignition of a deep carbon ocean (Woosley and Taam, 1976). The occurrence of a superburst in 4U 1820$-$30 suggests
Table 6.1: The multi-epoch burst data from 4U 1820–30, used by our MCMC routine. The values are adapted from Table 2 of G17. We have assumed \( F_{\text{Edd}} \) corresponds to the observed bolometric peak flux, \( F_{\text{peak}} \). The \( F_p \) values include the bolometric corrections from G17. Because only two bursts were observed for 2009, we have assumed an instrument timing uncertainty of 1 s, although the burst-to-burst variation is likely larger (\( \approx 25 \) s for 1997).

| Epoch        | \( \nu \)      | \( F_{\text{Edd}} \) | \( F_p \)            |
|--------------|----------------|----------------------|----------------------|
| (day\(^{-1}\)) | (10\(^{-9}\) erg s\(^{-1}\) cm\(^{-2}\)) | (10\(^{-9}\) erg s\(^{-1}\) cm\(^{-2}\)) |
| 1997 May     | 8.95 ± 0.02    | 61 ± 2               | 5.4 ± 0.7            |
| 2009 June    | 12.6850 ± 0.0019 | 56.6 ± 1.4         | 8.54 ± 0.09         |

that carbon is steadily accumulated during the nuclear processing of the accreted fuel (Cumming and Bildsten, 2001).

Alongside GS 1826–238, a multi-epoch dataset for 4U 1820–30 was included in Galloway, Goodwin, and Keek (2017, hereafter G17) as a target for PRE burst modelling. The system is thus a natural choice for extending the methods from Chapter 5.

6.2 Methods

The methods for this study consist of the multi-epoch observed data (Section 6.2.1), the construction of the model grid (Section 6.2.2), the interpolated multi-epoch model (Section 6.2.3), and the MCMC methods (Section 6.2.4).

For ease of comparison between different models and studies, all accretion rates are given as a fraction of the “canonical” Eddington-limited rate for solar composition, \( \dot{m}_{\text{Edd}} = 8.775 \times 10^4 \text{ g cm}^{-2} \text{ s}^{-1} \). This value assumes \( X_0 = 0.7 \) and Newtonian gravity for \( M = 1.4 \text{ M}_{\odot} \) and \( R = 10 \text{ km} \). The “true” Eddington rate is a factor of 1.7 larger for pure helium, and depends on the neutron star mass and radius.

6.2.1 Multi-epoch Data

To model bursts from 4U 1820–30, we again used multi-epoch data from the reference set provided by G17. The burst data was from two accretion epochs, observed on 4 May 1997 and 12 June 2009 (Table 6.1). In this study we fit the observed burst rate, \( \nu \), Eddington-limited flux, \( F_{\text{Edd}} \), and persistent flux, \( F_p \). We assumed that \( F_{\text{Edd}} \) corresponds to the observed peak burst flux, \( F_{\text{peak}} \), and that \( F_p \) corresponds to the accretion luminosity, \( L_{\text{acc}} \).

For this initial study, we did not fit the observed fluence, \( f_b \), because the behaviour of the neutron star atmosphere near the Eddington luminosity remains poorly understood. It is unclear how the total burst energy, \( E_b \), translates to an observed \( f_b \), particularly because KEPLER lacks a detailed treatment of the photosphere, and exhibits anomalous super-Eddington luminosities during PRE (Woosley et al., 2004; Johnston, Heger, and Galloway, 2018). Because of this model limitation, we only used KEPLER models to predict \( \nu \), and calculated \( F_{\text{Edd}} \) and \( F_p \) analytically (Section 6.2.3).
Table 6.2: The parameters of the KEPLER model grid. Every combination was iterated, totalling 168 simulations. The $Q_b$ step size of 0.025 corresponds to the span between 0.025–0.15, and the step size of 0.05 corresponds to the span between 0.20–0.40. Parameters which were held constant are $X_0 = 0.0$, $Z_{\text{CNO}} = 0.015$, and $g = 1.858 \times 10^{14} \text{ cm s}^{-2}$. The accretion rates are given as a fraction of $\dot{m}_{\text{Edd}} = 8.775 \times 10^4 \text{ g cm}^{-2} \text{ s}^{-1}$ (assuming $M = 1.4 \text{ M}_\odot$, $R = 10 \text{ km}$, and $X = 0.7$), which is simply used as a common reference point to other models, and does not represent the “true” $\dot{m}_{\text{Edd}}$.

| Parameter | Units | Range            | Step size | N  |
|-----------|-------|------------------|-----------|----|
| $\dot{m}$ | ($\dot{m}_{\text{Edd}}$) | 0.175–0.500     | 0.025     | 14 |
| $Q_b$     | (MeV nucleon$^{-1}$) | 0.01, 0.025–0.15, 0.2–0.40 | 0.025, 0.05 | 12 |
|           |       | **Total**        |           | 168|

6.2.2 Model Grid

To obtain burst predictions that could be sampled quickly with MCMC methods, we precomputed a grid of KEPLER models. Because this study represents the first extension of our MCMC methods to a new bursting regime, we reduced the total number of models by using constant values for the accreted hydrogen fraction, $X_0$, the CNO metallicity, $Z_{\text{CNO}}$, and the surface gravity $g$. We set the hydrogen composition to $X_0 = 0.0$, which is commonly assumed for this source due to its ultra-compact orbit (Stella, Priedhorsky, and White, 1987). The CNO metallicity was set to $Z_{\text{CNO}} = 0.015$, between commonly-used values of 0.01 and 0.02 (e.g., Cumming, 2003; Heger et al., 2007; Meisel, 2018), although the influence of $Z_{\text{CNO}}$ will be reduced due to the absence of hydrogen. The remaining mass fraction of 0.985 was assigned to helium. The surface gravity was set to $g = 1.858 \times 10^{14} \text{ cm s}^{-2}$, corresponding to a gravitational neutron star mass of $M = 1.4 \text{ M}_\odot$ and a radius of $R = 11.2 \text{ km}$, although the final choice of $M$ and $R$ remains a free parameter (Section 6.2.3). Exploring variations of these parameters remains a goal for a future study (Section 6.4.1).

We varied two model parameters: the local accretion rate, $\dot{m}$, and the crustal heating rate, $Q_b$. Following a limited parameter exploration, using the observed recurrence times of $1 \lesssim \Delta t \lesssim 3 \text{ h}$ as a guide, we chose a regular grid of values between $0.01 \leq Q_b \leq 0.4 \text{ MeV nucleon}^{-1}$ and $0.175 \leq \dot{m} \leq 0.5 \dot{m}_{\text{Edd}}$, resulting in 168 KEPLER models (Table 6.2). Despite the reduced size of the 4U 1820–30 model grid compared to GS 1826–238 (Chapter 5), it is nevertheless the largest set of 1D models of hydrogen-poor bursts to date.

In order to minimise the effect of model burn-in (see Section 3.2), a sequence of 40–50 bursts were produced for each model, and the first 30 were excluded from analysis. The remaining 10–20 bursts were extracted using the same methods described in Section 2.2 and Chapter 5, using our PYTHON package PYBURST. The average burst properties were calculated, and the standard deviation was adopted as the uncertainty. We thus obtained a tabulated set of model predictions over the grid of $\dot{m}$ and $Q_b$ (Figure 6.1). Linear interpolation could then be used to rapidly ($\ll 1 \text{ s}$) sample burst properties anywhere across the grid.
Figure 6.1: Burst properties for a subset of the full grid of 168 models of pure-helium bursts. For clarity, only every second grid point in $Q_b$ is plotted. Each point corresponds to a KEPLER simulation of 40–50 bursts, from which the average burst properties were calculated for the final 10–20 bursts. In contrast to the model grid from Chapter 5, we fit only the burst rate to the observed data. The burst energy, $E_b$, is shown here simply for illustration, and was calculated after truncating the burst lightcurve at an assumed Eddington limit of $L_{Edd} = 3.5 \times 10^{38} \text{ erg s}^{-1}$. The error bars and interpolated shaded regions are 1σ standard deviations, but are generally too small to be visible here.
6.2. Methods

6.2.3 Multi-epoch Modelling

To predict the multi-epoch properties of the observed data (Table 6.1), we used an approach similar to the multi-epoch model for GS 1826−238 in Chapter 5. For the model grid parameters of accretion rate and crustal heating we used epoch-dependent parameters, \( \dot{m}_1, \dot{m}_2, Q_{b,1}, \) and \( Q_{b,2} \), where the subscripts 1 and 2 correspond to the 1997 and 2009 epochs, respectively. The remaining “free” parameters were epoch-independent: the neutron star mass, \( M \), the anisotropy-modified distance, \( d\sqrt{\xi_b} \), and the anisotropy ratio, \( \xi_p/\xi_b \). We note again that unlike our model for GS 1826−238, we used fixed values of \( X_0^0 = 0 \), \( Z_{CNO}^0 = 0.015 \), and \( g = 1.858 \times 10^{14} \text{ cm s}^{-2} \) (Section 6.2.2). Our multi-epoch model for 4U 1820−30 thus consisted of seven parameters: \( \dot{m}_1, \dot{m}_2, Q_{b,1}, Q_{b,2}, M, d\sqrt{\xi_b}, \) and \( \xi_p/\xi_b \).

For a given choice of these parameters, the three observed quantities were predicted for both epochs: the burst rate, \( \nu \), the Eddington flux, \( F_{\text{Edd}} \), and the persistent flux, \( F_p \). These observables were predicted using the same procedure described in Chapter 5. The burst rate was interpolated from the model grid for the given \( \dot{m}_i \) and \( Q_{b,i} \), for \( i = 1, 2 \), and \( F_{\text{Edd}} \) and \( F_p \) were again calculated directly. These calculations included GR-corrections to account for the Newtonian gravity used in KEPLER (Section 2.3).

6.2.4 MCMC Method

We used MCMC methods to sample the parameter space of our multi-epoch model (Section 6.2.3) and compare the predictions to the observed data (Section 6.2.1). The MCMC routine was adapted directly from the model applied to GS 1826−238 in Chapter 5, but with modified parameters, priors, and observed data. We again used the open-source PYTHON ensemble sampler, EMCEE\(^1\) (Foreman-Mackey et al., 2013).

The prior distribution was set to \( p(\theta) = 0 \) outside the parameter boundaries. For the parameters \( \dot{m}_i \) and \( Q_{b,i} \), the boundaries were those of the model grid (Table 6.2). For the free parameters, we set limits of \( 1.0 \leq M \leq 3.5 \, M_\odot \), \( 1 \leq d\sqrt{\xi_b} \leq 15 \, \text{kpc} \), and \( 0.1 \leq \xi_p/\xi_b \leq 10 \). We used a larger upper limit than \( M = 2.3 \, M_\odot \) used in Chapter 5, because the posterior distributions were found to be strongly truncated. Values above this limit exceed the most massive neutron stars observed to date (e.g., Linares, Shahbaz, and Casares, 2018; Cromartie et al., 2019), but for this initial study of 4U 1820−30, we wished to explore the possible extent of the model bias towards large masses.

We applied flat (i.e., uniform) prior distributions within these limits for all parameters except \( d\sqrt{\xi_b} \), for which we utilised two distance estimates for the globular cluster NGC 6624. These estimates were \( d = (7.6 \pm 0.4) \, \text{kpc} \) from optical measurements (Kuulkers et al., 2003) and \( d = (8.4 \pm 0.6) \, \text{kpc} \) from near-infrared measurements (Valenti, Ferraro, and Origlia, 2007). We used the joint distribution of these constraints with a flat prior for \( \xi_b \) to obtain a Gaussian prior of \( d\sqrt{\xi_b} = (7.85 \pm 0.33) \, \text{kpc} \).

Given a sample point in parameter space, the observables for \( \nu, F_{\text{Edd}}, \) and \( F_p \) were predicted with the multi-epoch model. The predictions were...

\(^1\)https://emcee.readthedocs.io/en/v2.2.1
compared with the observed data using the likelihood function given by

\[
\ln [p(D|\theta)] = -\frac{1}{2} \sum_x \left\{ \frac{(x - x_0)^2}{\sigma^2 + \sigma_0^2} + \ln \left[ 2\pi (\sigma^2 + \sigma_0^2) \right] \right\}, \quad (6.1)
\]

where \( x \) and its uncertainty, \( \sigma \), were iterated over the predicted values for each epoch, and the subscript ‘0’ signifies the corresponding observed values.

The MCMC chain consisted of 1000 walkers initialised in a small “hyper ball” in parameter space. The sampler was run for 50 thousand steps, producing 50 million samples in total. The first 1000 steps were discarded as burn-in.

To test the sampler convergence, the autocorrelation time \( \tau \) was estimated for each parameter at multiple steps along the chain\(^2\) (Figure 6.2). For large numbers of samples, \( N \gtrsim 10^4 \), the estimates for \( \tau \) begin to converge toward a final value. Although the chain is not long enough to obtain converged values for \( \tau \) itself, the estimates are consistently growing slower than the \( \tau = N/10 \) line, indicating that the total chain length is larger than 10 \( \tau \).

### 6.3 Results

The MCMC chain was analysed using the open source PYTHON package CHAINCONSUMER\(^3\) (Hinton, 2016). The marginalised one-dimensional (1D) and two-dimensional (2D) posterior distributions for all seven parameters are plotted in Figure 6.3. The maximum likelihood estimates for the 1D posteriors are listed in Table 6.3. We discuss here the general results

---

\(^2\)using a PYTHON routine adapted from [https://dfm.io/posts/autocorr](https://dfm.io/posts/autocorr)

\(^3\)[https://samreay.github.io/ChainConsumer]
Table 6.3: The maximum likelihood estimates for the 1D marginalised posteriors, with 68% credible intervals. The quantities of \(d\), \(i\), \(\xi_b\), and \(\xi_p\) were calculated using a disc anisotropy model. The neutron star properties of \(R\) and \(z\) were calculated from \(M\) and the fixed value of \(g = 1.858 \times 10^{14}\) cm s\(^{-2}\). The global accretion rates, \(\dot{M}_i\), were calculated from \(\dot{m}_i\) and \(R\). The accretion rates are given as fractions of the canonical Eddington rate, \(\dot{m}_{\text{Edd}} = 8.775 \times 10^4\) g cm\(^{-2}\) s\(^{-1}\) and \(\dot{M}_{\text{Edd}} = 1.75 \times 10^{-8}\) M\(_\odot\) yr\(^{-1}\).

| Parameter | Units | Estimate |
|-----------|-------|----------|
| \(\dot{m}_1\) | \((\dot{m}_{\text{Edd}})\) | \(0.208^{+0.05}_{-0.005}\) |
| \(\dot{m}_2\) | \((\dot{m}_{\text{Edd}})\) | \(0.37^{+0.06}_{-0.07}\) |
| \(Q_{b,1}\) | (MeV nucleon\(^{-1}\)) | \(0.36^{+0.04}_{-0.17}\) |
| \(Q_{b,2}\) | (MeV nucleon\(^{-1}\)) | \(0.04^{+0.11}_{-0.02}\) |
| \(M\) | \((M_\odot)\) | \(2.3^{+0.3}_{-0.2}\) |
| \(d\sqrt{\xi_b}\) | (kpc) | \(7.9 \pm 0.3\) |
| \(\xi_p/\xi_b\) | – | \(1.8^{+0.4}_{-0.3}\) |
| \(d\) | (kpc) | \(6.9 \pm 0.3\) |
| \(i\) | (deg) | \(74^{+2}_{-4}\) |
| \(\xi_b\) | – | \(1.33 \pm 0.09\) |
| \(\xi_p\) | – | \(2.4^{+0.7}_{-0.5}\) |
| \(R\) | (km) | \(15.1^{+0.9}_{-1}\) |
| \(z\) | – | \(0.36 \pm 0.03\) |
| \(\dot{M}_1\) | \((\dot{M}_{\text{Edd}})\) | \(0.34^{+0.06}_{-0.04}\) |
| \(\dot{M}_2\) | \((\dot{M}_{\text{Edd}})\) | \(0.54^{+0.13}_{-0.08}\) |
Figure 6.3: Marginalised posterior distributions for all seven MCMC parameters. The 1D posteriors are along the diagonal, with 68% credible intervals shaded. The 2D contour levels are 38, 68, 87, and 95% credible regions. The units for $\dot{m}$ are $\dot{m}_{\text{Edd}} = 8.775 \times 10^4 \text{g cm}^{-2} \text{s}^{-1}$, $Q_b$ are MeV nucleon$^{-1}$, $M$ are $M_\odot$, and $d\sqrt{\xi_b}$ are kpc. The maximum likelihood estimates for the 1D posteriors are listed in Table 6.3.
of the MCMC posteriors, and the additional system properties we can derive from them. We further discuss the specific parameter estimates and comparisons to previous works in Section 6.4.

In the H/He models of GS 1826–238 in Chapter 5, we found that some of the posteriors were limited by the parameter boundaries, and the same issue is evident for the 4U 1820–30 distributions here. Most of the 38% contours of the 2D posteriors for $Q_{b,1}$ reach the model grid upper limit of 0.4 MeV nucleon$^{-1}$, and all of the 87% contours for $\dot{m}_2$ are truncated at the upper limit of $\dot{m} = 0.5\dot{m}_{\text{Edd}}$. On the other hand, the 95% 2D contours between the free parameters of $M$, $d\sqrt{\xi_b}$, and $\xi_p/\xi_b$ lie completely within the boundaries, indicating that the distributions for these parameters are not artificially constrained.

In contrast to the GS 1826–238 models in Chapter 5, each epoch pair of $\dot{m}_i$ and $Q_{b,i}$ are tightly correlated. This difference may be partly due to the lack of hydrogen burning, reducing the burst-to-burst variability of the pure helium models. The typical standard deviation of $\Delta t$ for the helium burst models was $\approx 0.9\%$, in comparison to $\approx 4\%$ for the H/He models. The larger variability of the H/He bursts, and the additional influence of $X_0$ and $Z_{\text{CNO}}$ on burst ignition, possibly “washed out” the correlation.

The anti-correlation itself between the posteriors of $Q_{b,i}$ and $\dot{m}_i$ can be understood from their combined effect on the burst ignition depth, $y_{ig}$, and recurrence time, $\Delta t$. Increasing $Q_b$ decreases the depth at which nuclear burning is unstable, $y_{ig}$. The recurrence time is then determined by the time taken to accrete the column of material, $\Delta t = y_{ig}/\dot{m}$. For a given observed $\Delta t$ used by the MCMC model, an increase in $\dot{m}$ can be compensated by a decrease in $Q_b$.

### 6.3.1 Predicted Observables

The posterior predictive distribution is given by the distribution of observables predicted by the MCMC model. As a consistency check, we can compare these predicted distributions to the original observed data to ensure the model is behaving as expected. We took a random sample of 20000 points from the MCMC chain, and extracted the multi-epoch burst properties predicted by the model. The peaks and 68% intervals for the distributions are plotted against the observed data in Figure 6.4. The observed values are consistent with the prediction distributions within the uncertainties. This consistency indicates that the model predictions are behaving normally in the MCMC simulation.

### 6.3.2 Crustal heating and accretion rate

The epoch-dependant crustal heating parameters, $Q_{b,i}$, allow us to examine the relationship between $Q_b$ and $\dot{m}$. The 2D posteriors for each epoch are plotted in Figure 6.5. As discussed above, these narrow contours arise due to the degeneracy between $Q_b$ and $\dot{m}$ for a given $\Delta t$, and should not be confused with the underlying relationship between the two quantities.

There is some overlap between the tails of the 1D posteriors for $Q_{b,i}$, although the 1997 epoch favours larger values of $0.36^{+0.14}_{-0.17}$ MeV nucleon$^{-1}$, whereas 2009 is consistent with smaller values of $0.04^{+0.11}_{-0.02}$ MeV nucleon$^{-1}$. The 1D estimates are similarly separated in $\dot{m}$, with lower values for 1997...
Figure 6.4: Distributions of the predicted burst properties (i.e., the posterior predictive distribution; orange points), and the observed epoch data (blue points). The error bars are 68% credible intervals. The observed data are consistent with the predicted distributions to within uncertainties.
6.3. Results

Figure 6.5: The posteriors for $Q_b$ and $\dot{m}$ for each epoch. For clarity, only the 68 and 95% contour levels are shown. The distribution for each epoch is strongly degenerate, but the 1997 epoch is overall consistent with lower accretion rates and lower crustal heating than 2009.

of $0.20^{+0.05}_{-0.005} \dot{m}_{\text{Edd}}$, and higher values for 2009 of $0.37^{+0.06}_{-0.07} \dot{m}_{\text{Edd}}$. As with the GS 1826–238 models in Chapter 5, this comparison offers a tentative indication towards an underlying relationship between $Q_b$ and $\dot{m}$.

6.3.3 Distance and Inclination

Using the same approach as the GS 1826–238 models in Chapter 5, we obtained posteriors for the system inclination, $i$, and the absolute distance, $d$, by choosing a model for the disc anisotropy. We used the model Disc a for a thin flat disc from He and Keek (2016, see Figure 2.3 from Chapter 2) to calculate these quantities from the anisotropy ratio, $\xi_p/\xi_b$, and the modified distance, $d\sqrt{\xi_b}$. The posteriors for these quantities are plotted in Figure 6.6, and the 1D estimates are listed in Table 6.3, in addition to individual estimates for $\xi_b$ and $\xi_p$.

The burst anisotropy factor of $\xi_b = 1.33 \pm 0.09$ indicates that the burst emission is preferentially beamed away from the observer. This effect causes the source to appear dimmer, and at a larger inferred distance of $d\sqrt{\xi_b} = 7.9 \pm 0.3$ kpc when isotropic emission is assumed. Given this estimate of $\xi_b$, the actual distance is closer, at $d = 6.9 \pm 0.3$ kpc.

We note that these estimates are dependent on the disc model from He and Keek (2016), and using other models for anisotropy could produce different estimates.
6.3.4 Neutron Star Properties

Using the same procedure as Chapter 5, we calculate the neutron star radius, $R$, and the gravitational redshift, $z$, using the MCMC parameter of $M$ and the fixed value of $g = 1.858 \times 10^{14} \text{ cm s}^{-2}$. The 1D posteriors for these quantities are plotted in Figure 6.7, and the estimates are listed in Table 6.3.

Due to the larger upper boundary of $M = 3.5 \, \text{M}_\odot$, compared to $M = 2.2 \, \text{M}_\odot$ in Chapter 5, the model was free to explore larger masses, resulting in a posterior of $2.3^{+0.3}_{-0.2}$. This value is larger than the typical observed range of 1–2 $\text{M}_\odot$ (Özel, Gould, and Güver, 2012; Miller, 2013), and also exceeds both the largest observed mass of $2.14^{+0.10}_{-0.09} \, \text{M}_\odot$ (Cromartie et al., 2019) and the maximum mass of $2.17 \, \text{M}_\odot$ inferred from the neutron star merger GW170817 (Margalit and Metzger, 2017). We further discuss these results in Section 6.4.

6.3.5 Global Accretion Rate

We calculate the global accretion rates given by $\dot{M} = 4\pi R^2 \dot{m}$ for each sample of $R$ and $\dot{m}$. The 1D marginalised estimates for $\dot{M}$ are listed in Table 6.3, given as a fraction of the canonical Eddington-limited rate, $\dot{M}_{\text{Edd}} = 1.75 \times 10^{-8} \, \text{M}_\odot \, \text{yr}^{-1}$, which is equivalent to $\dot{m}_{\text{Edd}} = 1.492 \times 10^5 \, \text{g cm}^{-2} \, \text{s}^{-1}$ assuming $R = 10 \, \text{km}$. Once again, this Eddington rate is simply used as a common reference point, and is not adjusted for each sample of $M$ and $R$.

6.3.6 Lightcurve Sample

The MCMC routine only compared a single quantity extracted from the observed lightcurve: the peak flux, $F_{\text{peak}}$, which was assumed to be the Eddington flux, $F_{\text{Edd}}$. As with our models for GS 1826–238 in Chapter 5, we
produced a limited sample of full burst lightcurves to check for consistency with the observations.

We took a random sample of 30 points from the MCMC chain, and computed a new epoch pair of KEPLER models for each point of $\dot{m}_1$ and $Q_{b,i}$, resulting in a total of 60 models. The model luminosities were truncated at the corresponding Eddington limit, $L_{\text{Edd}}$, and the train of burst lightcurves was extracted. These lightcurves were then transformed to observable fluxes using the sampled parameters of $M$ and $d\sqrt{\xi_b}$. Instead of calculating an average burst lightcurve for each model sequence, we simply compare the last two bursts of each model. The total sample of 120 model lightcurves are shown in Figure 6.8 with the epoch observations.

The collective model lightcurves are broadly consistent with the observations, and the length of the PRE phase and the cooling of the tail are reproduced. KEPLER has limited atmosphere physics for modelling the PRE process, and with our simple truncation at $L_{\text{Edd}}$, the PRE phase itself is poorly reproduced. Nevertheless, this comparison suggests that the modelled bursts remain broadly consistent with observations, even given that $F_{\text{Edd}}$ is the only lightcurve quantity being matched by the MCMC routine.

### 6.4 Discussion

We compare here the parameter estimates obtained for 4U 1820–30 with previous studies and predictions. Our reported values are the maximum likelihoods for the 1D marginalised posteriors, listed in Table 6.3, where the uncertainties are the 68% credible intervals.

We obtain accretion rates of $\dot{m}_1 = 0.208^{+0.05}_{-0.005}$ and $\dot{m}_2 = 0.37^{+0.06}_{-0.07}\dot{m}_{\text{Edd}}$ for the 1997 and 2009 epochs, respectively. These values are larger than the initial 0.144 and 0.226 $\dot{m}_{\text{Edd}}$ suggested by Galloway, Goodwin, and Keek (2017), although their values did not include anisotropy and thus implicitly assumed $\xi_p = 1$. Our estimate for a persistent anisotropy of $\xi_p = 2.4^{+0.7}_{-0.5}$ implies larger local accretion rates, because the resulting emission is preferentially beamed away from the observer. On the other hand, $\dot{m}_1$ is consistent.
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Figure 6.8: The full burst lightcurves from an additional 30 epoch pairs of Kepler models (blue curves), and the observed lightcurves (black histograms). The model parameters were taken from a random sample of the MCMC chain, and the lightcurves were truncated at $L_{\text{Edd}}$, because Kepler has limited ability to model the PRE burst phase. Instead of the average lightcurves used in Chapter 5, only the last two bursts from each model are shown. There is good overall agreement, particularly for the burst tail. The only lightcurve quantity matched by the MCMC routine was $F_{\text{Edd}}$, which we assumed to correspond to $F_{\text{peak}}$. 
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with the range of $i_{\text{a}} \approx 0.2-0.26\,m_{\text{Edd}}$ reported by Cumming (2003), for models of an earlier epoch with a slightly longer recurrence time of $\Delta t = 3.2$ hr, compared to $\Delta t \approx 2.7$ hr for 1997.

Our estimates for crustal heating are $Q_{b,1} = 0.36^{+0.04}_{-0.17}$ and $Q_{b,2} = 0.04^{+0.11}_{-0.02}\,\text{MeV nucleon}^{-1}$. Although broad, these values are roughly consistent with the range of $0.1-0.2\,\text{MeV nucleon}^{-1}$ used by Cumming (2003), and the typical expected rate of $Q_b \approx 0.15\,\text{MeV nucleon}^{-1}$ (e.g., Cumming et al., 2006). The total heating in the crust is predicted to be approximately $1-2\,\text{MeV nucleon}^{-1}$ (Haensel and Zdunik, 2008), but the outflowing flux into the envelope depends on the thermal transport properties of the crust (e.g., Brown and Cumming, 2009), shallow heating (Deibel et al., 2015), and Urca neutrino cooling (Schatz et al., 2014).

Similar to the results for GS 1826–238 in Chapter 5, we again obtain an unusually large neutron star mass of $M = 2.3^{+0.3}_{-0.2}\,M_{\odot}$ and a very large radius of $R = 15.1^{+0.9}_{-1}\,\text{km}$. The mass is larger than the typical expected range of $1 \lesssim M \lesssim 2\,M_{\odot}$ (Miller, 2013), and exceeds all previous estimates for $4U\,1820–30$, including $M = 1.29^{+0.19}_{-0.07}\,M_{\odot}$ (Shaposhnikov and Titarchuk, 2004) and $M = 1.58 \pm 0.06\,M_{\odot}$ (Güver et al., 2010). It even exceeds the two largest observed neutron star masses of $2.27^{+0.17}_{-0.15}\,M_{\odot}$ (Linares, Shahbaz, and Casares, 2018), and $2.14^{+0.10}_{-0.09}\,M_{\odot}$ (Cromartie et al., 2019). The radius is unrealistically large when compared to typical values predicted from equation of state models (e.g., Özel and Freire, 2016), and in light of recent constraints from the first gravitational wave observations of a neutron star merger (Abbott et al., 2018; Most et al., 2018). We again emphasise the limitations of this initial study, and further investigation will be required before more robust estimates for the neutron star properties can be obtained.

Our gravitational redshift of $z = 0.36 \pm 0.03$ is similar to the redshift inferred for GS 1826–238 of $z = 0.39 \pm 0.07$ (Chapter 5), and is consistent with the fit of $z = 0.36$ assuming $d = 7.0\,\text{kpc}$ from Shaposhnikov and Titarchuk (2004). It is slightly smaller than the value of $z \approx 0.43$ from the mass and radius estimates of Güver et al. (2010).

Our distance estimate of $d\sqrt{\xi_{b}} = 7.9 \pm 0.3\,\text{kpc}$ is almost unchanged from the prior distribution of $d\sqrt{\xi_{b}} = 7.85 \pm 0.33\,\text{kpc}$, and is consistent with the posterior of $d\sqrt{\xi_{b}} = 7.47 \pm 0.38\,\text{kpc}$ reported by Özel et al. (2016), who also used a similar prior. It is larger, however, than the value of $d\sqrt{\xi_{b}} = 6.5 \pm 0.5\,\text{kpc}$ from Suleimanov et al. (2017).

Using a model for disc anisotropy from He and Keek (2016), we obtained estimates for an inclination of $i = 74^{+27}_{-4}$, and anisotropy factors of $\xi_{b} = 1.33 \pm 0.09$ and $\xi_{p} = 2.4^{+0.7}_{-0.6}$. The inclination is larger than the earlier estimate of $35-50^\circ$ inferred from ultraviolet modulations in the companion (Anderson et al., 1997), but is consistent with the value of $73-80^\circ$ inferred from radius expansion models with varied mass and radius (Shaposhnikov and Titarchuk, 2004). The persistent anisotropy is slightly larger than the range of $1.5-2$ from Cumming (2003).

### 6.4.1 Future Work

This study is the first extension of our multi-epoch MCMC models to a helium burster, $4U\,1820–30$. Because of the simplifications made, these results should be considered a proof-of-concept for future efforts.
To reduce the number of precomputed KEPLER simulations in the grid, we used fixed values for $X_0$, $Z_{CNO}$, and $g$ (Section 6.2.2). Although the short orbital period of 11 min indicates a hydrogen-poor accreted composition, semi-analytic models suggest a small hydrogen fraction of $X_0 \lesssim 0.10$ may still be possible (Cumming, 2003). Expanding our model grid beyond $X_0 = 0.0$ and $Z_{CNO} = 0.015$ could improve the constraints on the accreted composition.

The particularly large neutron star mass of $M = 2.3^{+0.3}_{-0.2} M_\odot$ and radius of $R = 15.1^{+0.9}_{-1.0}$ km, along with our results for GS 1826−238 (Chapter 5), suggests a possible bias in the model towards large masses and radii. A possible contributing factor is that we assumed a fixed surface gravity of $g = 1.858 \times 10^{14}$ cm s$^{-2}$, and so only a single contour of $M$ and $R$ was explored, potentially excluding more realistic values. Using a variable parameter for $g$ when modelling GS 1826−238 did not prevent large mass estimates, although a more typical radius of $R = 11.3 \pm 1.3$ km was obtained. Another possibility is that the flat priors used for $M$ and $g$ do not appropriately “penalise” unrealistic values. Future studies could incorporate existing mass constraints into the prior. For example, the mass distribution of observed neutron star populations of $M = 1.46 \pm 0.21 M_\odot$ (Özel, Gould, and Güver, 2012), or theoretical predictions from equation of state models, as used in Goodwin et al. (2019).

Only the burst recurrence time, $\Delta t$, was predicted with the model grid, while $F_{\text{Edd}}$ and $F_p$ were calculated analytically. The dataset from Galloway, Goodwin, and Keek (2017) does include burst fluences, and modelling these in future studies may help to break the degeneracy between $Q_b$ and $\dot{m}$ (Figure 6.3). However, the appropriate method to predict fluence remains unclear, because KEPLER can only crudely reproduce PRE lightcurves (Section 6.3.6). A simple cutoff at the Eddington luminosity could be adopted (Figure 6.8), but the value of $L_{\text{Edd}}$ relies on the choice of $M$ and $R$ during MCMC sampling. Integrating over the model lightcurves during the MCMC routine, instead of storing precomputed fluences in the grid, could severely impact computational efficiency.

Similar to our posteriors for GS 1826−238, some of the parameter distributions for 4U 1820−30 are truncated at the boundaries of the grid (Figure 6.3). For example, $Q_{b,1}$ is limited at 0.4 MeV nucleon$^{-1}$, and $\dot{m}_2$ at 0.5 $\dot{m}_{\text{Edd}}$. The model grid could simply be extended, but preliminary models with larger $Q_b$ and $\dot{m}$ transitioned to stable burning. Because of the rectangular structure of the model grid, regions of parameter space with low probability density must be simulated, for example large pairs of $Q_b$ and $\dot{m}$ (Figure 6.5). An irregular grid structure could instead be used for the parameter space of interest, but this approach may slow down interpolation calculations and reduce the efficiency of the MCMC routine. Alternatively, separate grids could be used to model each epoch, each covering a smaller suitable region of parameter space.

6.5 Conclusion

We have presented the application of MCMC methods to 1D models of hydrogen-poor PRE bursts. By comparing samples from a precomputed model grid with multi-epoch data, we obtained system parameters for the
ultra-compact helium accretor, 4U 1820–30. Our parameter estimates were generally consistent with previous works, although the anomalous neutron star mass of $M = 2.3^{+0.3}_{-0.2}\,\text{M}_\odot$ indicates that more robust priors should be explored. Future studies should also aim to include $X_0$, $Z_{\text{CNO}}$, and $g$ in the model grid, and extend the range of models in $Q_b$ and $\dot{m}$. Despite these limitations, the posterior distributions of the model predictions were consistent with the data (Figure 6.4), and our comparison of model lightcurves, truncated at $L_{\text{Edd}}$, also revealed broad agreement (Figure 6.8).

This study demonstrates that the MCMC models developed in Chapter 5 for GS 1826–238 can be extended to other systems and bursting regimes. With further refinement, these methods represent a promising avenue for constraining the properties of accreting neutron star systems.
Chapter 7

Conclusion

The results presented in this thesis represent valuable steps forward in the modelling of X-ray bursts. In this concluding chapter, we summarise the main results from Chapters 3, 4, 5, and 6, and discuss the possible directions of future work.

7.1 Summary

In Chapter 3, we presented improvements to the setup and analysis of KEPLER burst models. It was discovered that previous KEPLER burst models had inadvertently been using incorrect opacities (Section 3.1). An opacity multiplication factor of $\approx 1.5$ had mistakenly remained in the setup files, which led to artificially hotter thermal profiles and increased burst rates. This error likely contributed to discrepancies that had been noticed between the recurrence times predicted by KEPLER and other burst codes.

Another issue we uncovered was extended model burn-in (Section 3.2). Previously, models were assumed to reach a steady limit cycle within the first few bursts. We found, however, that systematic trends in the burst properties could persist for tens of bursts, potentially affecting the entire model sequence. To address this issue, we tested the addition of a nuclear heat source during the thermal setup of the envelope, which was previously neglected. We found that including this nuclear “preheating” helped the envelopes begin closer to thermal equilibrium, and largely removed the burn-in.

Following our improvements to the KEPLER burst models, we performed the first direct comparisons between 1D burst codes for the same input parameters (Section 3.3). Using an existing set of five MESA burst models, we compared the predicted burst rates, energetics, and lightcurves to KEPLER. Although we found generally consistent predictions for low accretion rates, at higher accretion rates KEPLER produced energetics that were $\approx 10$--$40\%$ larger. Additionally, there was a systematic offset of 1 burst per day between the predicted burst rates.

In Chapter 4, we presented the first burst simulations to use time-dependent accretion rates. By allowing the accretion rate to vary continuously with time, we modelled four observed bursts from a transient accretion episode of SAX J1808.4$-$3658. We successfully reproduced the observed burst timings and fluences, and predicted additional bursts during windows when the source was not being observed, in line with previous models. We also computed models using average accretion rates instead of continuously-varying rates, to compare with the method previously used for models of this system. The comparison suggested a possible
systematic bias when using averaged accretion rates, resulting in larger recurrence times when $\dot{M}$ is increasing, and smaller recurrence times when $\dot{M}$ is decreasing.

In Chapter 5, we presented the first application of Markov Chain Monte Carlo (MCMC) methods to large grids of burst models. We precomputed a grid of 3840 KEPLER simulations across five model parameters. This was the largest set of 1D burst models to date, and varied parameters that are often left fixed, including the crustal heating, $Q_b$, and the surface gravity, $g$. By interpolating the burst predictions over the grid, we could efficiently sample the parameter space using MCMC methods. Using multi-epoch observations of the Clocked Burster, GS 1826−238, we obtained posterior probability distributions for the system parameters. With epoch-dependent crustal heating, we could test for a dependence of $Q_b$ on $\dot{M}$, and found that lower accretion rates were consistent with larger $Q_b$, although there was significant overlap between the posteriors. This study demonstrated the possibility of constraining system properties using multi-epoch burst data.

In Chapter 6, we extended our MCMC methods from Chapter 5 to a helium bursting source, 4U 1820−30. We precomputed a grid of 168 hydrogen-poor simulations, and fit observed photospheric radius expansion (PRE) bursts from two epochs of 4U 1820−30. We thus obtained posterior distributions for the system parameters. The predicted distributions of the observables were consistent with the data, and the posterior constraints on the system parameters generally agreed with previous estimates. A sample comparison of the full burst lightcurves suggested that the overall morphology is reproduced, despite the known limitations of KEPLER for simulating PRE lightcurves. This initial extension of our multi-epoch MCMC routine to another system demonstrated its feasibility as a generalised approach to burst modelling.

### 7.2 Future Work and Outlook

Our improvements to the KEPLER model setup in Chapter 3 can still be developed further. The implementation of nuclear preheating largely reduced the model burn-in, but small systematic trends in $\Delta t$ remained for pure He models. The preheating setup was only tested for a depth of $y = 8 \times 10^7 \, \text{g cm}^{-2}$ and a strength of $Q_{\text{nuc}} = 5 \, \text{MeV nucleon}^{-1}$, and these values should ideally be adjusted depending on the burst conditions for each model. Predicting the nuclear energy production prior to actually computing the KEPLER simulation may prove difficult, and so an iterative approach may be needed.

Additional comparisons between KEPLER, MESA, and other burst codes should also be pursued. Our comparison focused on five MESA models of varying $\dot{m}$, with fixed values for $X_0$, $Z_{\text{CNO}}$, $Q_b$, and $g$. The discrepancies we found in Section 3.3 may behave differently for other input parameters. In-depth comparisons of the burst trains, thermal profiles, convective regions, and ashes composition will also help determine the fundamental differences between the burst codes.

Our simulation in Chapter 4 demonstrated the feasibility of modelling bursts during unstable accretion episodes. Only a single model matched to the observations was presented as a test case, but systematic parameter
studies (such as that carried out in Chapter 5) are needed to constrain the system properties. In particular, determining the accreted composition of $X_0$ and $Z_{\text{CNO}}$ could help to constrain the evolutionary history of the binary system. Extending these methods to other transient accretors could also further test the model capabilities for reproducing observed burst properties.

Our multi-epoch MCMC models in Chapter 5 pose promising avenues for future work. As this study was the first implementation of these methods, multiple simplifying assumptions were made. Flat prior distributions were used for all parameters except $Z_{\text{CNO}}$. Priors could be explored which are informed by theoretical expectations, such as distributions over the neutron star mass and radius based on equation of state models. This may help to address the unusually large posteriors for mass, which were truncated at our chosen upper limit of $M = 2.2 \, M_\odot$. Of the observables matched by the MCMC routine, the fluence and peak flux were derived from the burst lightcurve, but the full lightcurve itself was not compared with the models. A challenge with implementing such a comparison, however, is the question of how to interpolate lightcurves between the model grid points. Alternatively, additional parametrisations of the lightcurve could be used as further constraints, such as exponential or power law fits to the decay tail. Care should be taken that these quantities behave smoothly over the model grid. Finally, several posteriors were truncated by the boundaries of the model grid, for example $g$, $Z_{\text{CNO}}$, and $Q_b$. The existing model grid can be extended in these parameters, to better span the parameter space.

Most of the improvements proposed above also apply to our extension to 4U 1820–30 in Chapter 6. In comparison to the models of GS 1826–238, this study was kept to a limited scope, and lays the groundwork for an expanded project in future. Only $\dot{m}$ and $Q_b$ were varied for the model grid, to limit the total number of simulations. Expanding the grid to include the parameters explored for GS 1826–238 – $X_0$, $Z_{\text{CNO}}$, and $g$ – is a natural next step. Kepl er lightcurves exhibit super-Eddington luminosities during PRE. To avoid the ambiguity regarding how to correctly extract burst fluences, we interpolated only the burst rate from the model grid. Fitting the observed fluences may help to break the strong degeneracies between $\dot{m}$ and $Q_b$, seen in the posteriors. A possible first test is to simply calculate fluences after applying a flat truncation at the Eddington luminosity, as used for the sample lightcurve comparison.

In closing, we have presented multiple contributions to the modelling of thermonuclear X-ray bursts. The methods developed here serve as a step towards obtaining robust constraints for the properties of accreting neutron stars.
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