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Abstract

Establishing correspondences from image to 3D has been a key task of 6DoF object pose estimation for a long time. To predict pose more accurately, deeply learned dense maps replaced sparse templates. Dense methods also improved pose estimation in the presence of occlusion. More recently researchers have shown improvements by learning object fragments as segmentation. In this work, we present a discrete descriptor, which can represent the object surface densely. By incorporating a hierarchical binary grouping, we can encode the object surface very efficiently. Moreover, we propose a coarse to fine training strategy, which enables fine-grained correspondence prediction. Finally, by matching predicted codes with object surface and using a PnP solver, we estimate the 6DoF pose. Results on the public LM-O and YCB-V datasets show major improvement over the state of the art w.r.t. ADD(-S) metric, even surpassing RGB-D based methods in some cases.

1. Introduction

Augmented reality and robotics are two of the main application fields of 3D computer vision. In many augmented reality applications, the location and pose of an object of interest has to be determined at a high precision [45, 54]. Similarly, object grasping and manipulation is needed for many robotic applications (e.g. automatic manufacturing [50], cooperative assistance [9, 21]), and also demands accurate 6 Degree-of-Freedom (6DoF) object pose information. As the crucial element in both application domains, estimating the 6DoF object pose has received increasing attention from the computer vision research community.

The correspondence problem is a classical problem in computer vision. While finding correspondences across the same domain is more straightforward, estimating the 6DoF object pose requires 2D-3D correspondences. In earlier object pose estimation research, depth maps came to help to match image pixels to 3D surface points [28, 64]. Due to cost and setup complications, the detection of 6DoF pose without depth information can be advantageous. However, RGB approaches typically achieve a lower accuracy with respect to their depth-based counterparts [16, 26].

Driven by the recent developments in deep learning and Convolutional Neural Networks (CNNs), various methods were proposed, which make 6DoF pose estimation from a single RGB image feasible [10, 34, 53, 61, 69]. In a correspondence-based setting, to estimate the object pose, Perspective-n-Points (PnP) algorithms require at least 4 2D-3D point matches [38]. Therefore, sparse methods are ap-
plied to extract points of interest [47, 52]. However such methods might fail to find object landmarks under viewpoint changes, occlusion, or lack of texture. With the success of deep neural networks in image synthesis problems, researchers use such tools to generate dense correspondence maps. For instance, several methods learn UV [71] or UVW [48, 67] values in object local coordinates. Since the network produces dense smooth results, certain low-level geometry is lost. Moreover, neural networks tend to achieve a higher performance in classification tasks [34].

To this aim, we propose a dense correspondence pipeline that combines the concepts of handcrafted features and image segmentation in a hierarchical fashion for RGB-based 6DoF pose estimation. In order to design a descriptor that encodes surfaces efficiently, we use the binary numeral system. Binary-based descriptors are applied in ORB [56] and are still in use in robust SLAM applications [12]. In our work, we split the surface into halves in multiple iterations and define our vertex encoding by stacking the assigned group labels. By leveraging a hierarchical discrete representation, we guarantee a compact mapping and simple learning objective as a multi-label classification problem [29,34]. Moreover, learning how to encode a full sequence at once might be challenging for neural networks. Therefore, we propose a coarse to fine learning scheme. By design, our encodings on the coarse levels are continuously shared in wider object regions. As the network learns to differentiate coarse splits, we focus on finer encoding positions. With a coarse to fine loss and training strategy, we then manage to predict fine-grained surface correspondences.

In contrast to previous works where there is no guaranteed putative correspondence [48,49,67], our encoding promotes direct pixel-to-surface matching just by means of a look-up table. With a simple matching and PnP-RANSAC scheme of Progressive-X [2], we outperform the state of the art in 6DoF pose on the most commonly used benchmarks w.r.t. ADD(-S) metric.

In summary, we propose ZebraPose, a two-stage RGB-based approach that defines the matching of dense 2D-3D correspondence as a hierarchical classification task. We divide the general two-stage approach for 6DoF object pose estimation into three components: 1) assigning a unique descriptor to the 3D vertex; 2) predicting a dense correspondence between the 2D pixels and 3D vertices; 3) solving the object pose using the predicted correspondences. We can summarize our proposed contributions in this paper related to the first two components:

- A novel coarse to fine surface encoding method assigning the dense vertex descriptor in an efficient way, which also fully exploits traditional outlier filters used in computer vision task.
- A novel hierarchical training loss and strategy to automatically adjust the weights of each code position.

Extensive experiments on LM-O [3] and YCB-V [11] datasets show that our proposed approach achieves state of the art results.

2. Related Work

We limit our in-depth discussion of related work to the most relevant methods to our work, i.e. RGB-based 6DoF pose estimation, and object surface encoding techniques.

2.1. RGB-based 6DoF Pose Estimation

Traditional Methods. With the development of the feature descriptor [42], the object pose problem could be solved by feeding estimated 2D-3D correspondences into a RANSAC/PnP framework. However, dealing with texture-less objects remained a challenge. To overcome the lack of keypoints, Hinterstoisser et al. [25] proposed to utilize the image gradient information and formulate the pose estimation task within a template matching pipeline. Later advances [5] avoided the template searching time by applying a statistical learning-based framework to regress object coordinates and object labels jointly. However, the accuracy that handcrafted methods can achieve is far from that of deep learning methods nowadays.

End-to-End Methods. PoseNet [35] was the first work that attempted to regress the camera viewpoint with a CNN. Following works usually concatenated an object detector with the pose regression, making multi-object pose estimation possible [69]. Finding a suitable rotation representation for pose regression was a problem at that time and typical rotation parametrization did not populate Euclidean spaces [8]. SSD6D [34] avoided complex parameters by discretization of the rotation space thus treating the rotation estimation as a classification problem. Zhou et al. [73] proposed a continuous 6-dimensional rotation representation that shows advantages over quaternions [43,44] or Lie algebra [20,60] parametrization for neural network training. This representation is utilized in several direct regression works [19,37,66].

In parallel, several efforts have been made to integrate RANSAC and PnP modules to pose learning frameworks. [4,6,7] propose differentiable RANSAC variants, which are not applicable to object pose estimation as they require a good initialization and complex training strategy. [30] proposes a network to solve the PnP problem, with a loss function reflecting pose metrics. At the same time, a new branch of methods has been developed with the growth of neural renderers [15,33,41]. [32] is able to define the loss according to the texture colour on pixel level. [58,65] used a differentiable depth map and achieved self-supervised network fine-tuning with unlabeled RGB-D data. In an effort to combine correspondence-based methods with direct regression
of 6DoF parameters, [66] used correspondence maps as an intermediate geometric representation to regress the pose. [19] further enhances [66] by employing self-occlusion information that provides richer information to predict the object pose with the predicted 2D-3D correspondences.

Indirect Methods with Deep Learning. While end-to-end methods have evolved through time by integrating differentiable modules, the performance of such methods are normally below geometrical and indirect methods. Combining learning features and geometrical fitting, [68] uses metric learning to learn an implicit pose representation through triplet loss and finally looks for nearest neighbors in pose space. AAE [61] learns to generate a latent vector based on the visual information of the object in discrete viewpoints. At inference stage, the rotation is obtained by comparing the latent code with the pre-generated rotation-latent code lookup table. The rest of the indirect methods usually estimate the 2D-3D correspondence, and solve the object pose using RANSAC/PnP. BB8 [52] firstly defines the 3D object bounding box corners as the keypoints and PVNet [49] reaches high recall rate in LM [27] dataset by predicting the keypoints with a dense pixel-wise voting for sampled keypoints on the object. The main drawback of such sparse 2D-3D correspondence methods is that the prediction of keypoints in the occluded area lacks in accuracy. Hybrid-Pose [59] proposed to leverage multiple geometric information to tackle this issue while other methods [29, 48, 71] predict pixel-wise dense 2D-3D correspondences.

2.2. Surface Encoding

The binary surface encoding technique has been successfully used in the field of structured light reconstruction for many years [46, 51, 57, 63]. For this purpose, a video projector illuminates the scene with several successively refined binary fringe patterns. The composition of the different stripe patterns provides an encoding of the surface points. Surface coding using multiple classification problems has proven to be highly reliable and competitive [22]. Since neural networks are ideally suited for solving classification problems, a transfer of the approach as we presented in this work constitutes a logical step.

In pose estimation domain, to estimate the dense 2D-3D correspondence, each 3D corresponding point must be assigned a unique descriptor. Pix2Pose [48] simply treats the 3D vertex coordinates as this descriptor. DPOD [71] textures the object with a 2-channel UV-map with discrete values to learn the correspondences. EPOS [29] divides the object surface into multiple fragments, and estimates the corresponding points by combining fragment segmentation and local fragments coordinates prediction. Although most of these encodings are limited to local object coordinates, we propose a method that learns dense 2D-3D correspondence through a handcrafted code. Compared to methods that predict local coordinates space [67, 71] in 2D or 3D grid, we code the object surface in a coarse to fine manner. Moreover, unlike EPOS [29] that divides the object surface into multiple coarse bins at once, we divide the object surface iteratively until the fragments are fine enough to define the unique 3D corresponding point. This allows for gradual refinement of the correspondence through the hierarchical levels.

3. Method: ZebraPose

In this section, we present our approach for the problem of 6DoF object pose, which involves the entire process from our surface encoding to the final pose estimation.

3.1. Coarse to Fine Surface Encoding

Given a surface CAD model of an object and its vertices \( v_i \in \mathbb{R}^3 \), where \( i \) stands for the vertex id, we want to represent each \( v_i \) with vertex code \( c_i \in \mathbb{N}^d \), where \( d \) is the length of the vertex code. We need to define such encoding based on vertices’ position relative to the given 3D object surface to enable coarse to fine learning. To enable this, we construct our codes in a non-decimal numeral system.

Defining our encoding in a numeral system with lower radix makes the representation very efficient and provides easier grounds for coarse to fine grouping of the points. For a code of length \( d \), we perform \( d \) iterations of grouping of the vertices. The collection of groups \( G_j \) in the \( j \)-th iteration \( (j \in \{0, ..., d\} \subset \mathbb{N}) \) consist of \( r^j \) groups. \( G_0 \) defines the initial group, including only one group, i.e. the entire object vertices. \( G_j \) with \( j > 1 \) is obtained by splitting each group in \( G_{j-1} \) into \( r \) groups. In a grouping iteration, each vertex \( v_i \) is assigned with a class id \( m_{i,j} \), where \( m_{i,j} \in \{0, ..., r - 1\} \subset \mathbb{N} \) based on the group it belongs to in the \( j \)-th grouping. Finally, each vertex is assigned to a vertex code with \( d \) digits by stacking the class id of each grouping operation. This representation is stored and fixed for every 3D object. The vertices in each group share the same code. We build the lookup table to map a code to the centroid of the each group in \( G_d \), which is further used to build 2D-3D correspondence and solve the pose as described in Sec. 3.6. In this paper, we used k-means for the grouping, more details are in Sec. 4.1. We illustrate this process in Fig. 2 with \( r = 2 \) and break down the CAD model surface into discrete and equally sized groups.

3.2. Choice of the Radix for Vertex Code

Following our grouping described in Sec. 3.1, we would have \( K \) total number of classes, where \( K = r^d \). In a classification problem we learn these maps using \( o \) logits, where \( o = r \cdot d \). To minimize the number of outputs while learning the most number of classes we have:

\[
O_{\min} = \min_r r \cdot d = \min_r r \cdot \log_r K = 2 \cdot \log_2 K. \quad (1)
\]
The best positive integer choice of \( r \) to minimize the number of network layers are 2 and 4. Since a value is classified either as positive or negative, we do not need to use the cross entropy loss with 2 explicit output layers for the binary classification. So we can reach \( \log_2 K \) as the optimal number of output layers with \( r = 2 \).

Besides the advantages of reduced GPU memory requirement, we show later in the ablation study (see Sec. 4.2) that using the binary vertex code yields the most accurately predicted pose. Thus we choose a binary base for the vertex code.

### 3.3. Rendering the Training Labels

Each object pixel in the image corresponds to a 3D object vertex. The network predicts the class id that is assigned to this vertex in each grouping operation. Therefore, we still need to render the class id into the 2D image plane with a given pose for the training. For this purpose, we transfer the class id of vertices into the class id of the mesh faces using the following criteria: if two vertices of a face have the same class id, the face is assigned with this class id. Otherwise, the face has the class id of its first vertex. We repeat this rendering process for \( d \) times until the training label class id for each grouping is generated.

### 3.4. Network Architecture

In Sec. 3.2 we justify our choice of \( r = 2 \). In this regard, our goal is to classify \( 2^d \) regions with only \( d \) binary values.

During training, we use the object pose annotations to render the labels as layered black and white maps to image coordinates. This way, our objective learning maps are \( d + 1 \) binary labels (\( d \) for the binary vertex code and 1 for the object mask) for code and visible mask prediction. An encoder-decoder network generates \( d + 1 \) outputs with a single decoder. We round the final output probabilities to represent our discrete vertex codes.

The entire process from input images to the predicted pose is presented in Fig. 2. To predict the code per pixel in the frame with fine granularity, we process only a Region of Interest (ROI) around object pixels. Following the pipeline similar to [37, 40, 66], we focus on the object pose and use the available 2D detector predictions to find the ROIs. We crop and resize the ROI from the prediction to a fixed dimension \( H \times W \), and apply the exact process to the target vertex code maps during training. Our goal is to predict multiple labels per frame in the ROI.

### 3.5. Hierarchical Learning

Predicting correspondences directly from object pixels is a fine-grained task. On the other side, deep neural networks are commonly used for coarse level predictions. This means features predicted per pixel are very similar in a small vicinity. As our encoding is also hierarchical by design, we learn the codes in a coarse to fine manner. Therefore, the predictions are learned in different stages, from coarse groupings to fine ones. We use an error histogram for each position on hierarchical level and weight our Hamming-based loss given the error to design this.

**Mask loss.** Firstly, we predict the visible mask to segment the object area from the background. Here, we simply pass the predicted probability to the sigmoid function and use L1 loss as \( L_{mask} \). It is worth noting, for the binary vertex code prediction in the following, we only calculate loss of the pixels within the predicted object mask.

**Hamming distance:** The CNN outputs the binary vertex code probabilities \( \hat{p} \in \mathbb{R}^d \) for a pixel within a ROI, we
obtain the predicted discrete binary code $\hat{b}$ by rounding $\hat{p}$. Given $b$ and its known ground truth binary vertex code $b$, the Hamming distance $Hamm$ is defined by counting the number of bits $\hat{b}$ which are different from $b$. This formulation does not favor any of the positions and calculates the error without considering any hierarchical information explicitly. As a common practice in deep learning, we use binary cross-entropy as an activation function for the distance:

$$\text{Hamm}(b, \hat{p}) = \sum_{j=1}^{d} b_j \log \hat{p}_j + (1 - b_j) \log(1 - \hat{p}_j),$$

where $b_j$ stands for the $j$-th bit in $b$ (the $j$-th bit is generated in the $j$-th vertices grouping).

**Active bits.** Lower bits in binary vertex code $b$ hold coarse correspondences, and higher bits define finer estimates. During the initial training phase, the network focuses on learning the coarse splits and has a higher error on fine bits. Therefore we adaptively weight the coarse bits by looking at the histogram of error of all bits. As the training proceeds and coarser predictions become more robust, finer bits are induced with more weights. We define our histogram at training step $t$ by looking at the error at different bits:

$$H_j(t) = \text{avg}(\lambda(b_j^t - \hat{b}_j^t) + (1 - \lambda)(b_j^{t-1} - \hat{b}_j^{t-1})),$$

where $\hat{b}_j^t$ defines the predicted binary vertex code $\hat{b}_j$ at training step $t$, and $\lambda$ is a constant. With the $\text{avg}$ operator, we get the error ratio by calculating the average difference in $\hat{b}_j$ and $\hat{b}_j^t$ of all pixels within the predicted object mask in a mini-batch. During training we update the histogram given the previous histogram in training step $t - 1$ and the current error histogram. We show how to define a hierarchical loss based on the histogram in the following.

**Hierarchical loss.** We compute a weighting coefficient based on the error histogram, and use it on top of a Hamming distance to form our hierarchical loss with

$$w_j(t) = \exp(\sigma \cdot \text{min}\{H_j(t), 0.5 - H_j(t)\}),$$

where the function $w$ uses an exponential term to softly define a weight for $n$-th bit at training step $t$, $\sigma$ is a constant. All object pixels in the mini-batch share the same weighting coefficients. We normalize the weights across all bits. We then define our hierarchical loss based on the weighting function of active bits and Hamming distance as below:

$$L_{\text{hier}} = \sum_{j=1}^{d} w_j \cdot \text{Hamm}(b_j, \hat{p}_j).$$

With this loss we focus mainly on active bits which automatically change from coarse to fine during training.

**Total loss to train the CNN.** We weight the $L_{\text{mask}}$ and $L_{\text{hier}}$ with a hyper-parameter $\alpha$ ($\alpha$ set as 0 for pixels predicted as background), the total per pixel loss can be mathematically expressed as

$$L_{\text{total}} = L_{\text{mask}} + \alpha \cdot L_{\text{hier}}.$$

### 3.6. Pose estimation

In previous sections, we discussed how to generate our descriptor and learn to predict them using a fully convolutional neural network. Now we incorporate the predicted code and visible mask and the reference 3D model encoding to match correspondences. Different from common dense correspondences such as [48,66,67], this compact representation also enables a bijective correspondence between the surface vertices and the descriptor space. That means, unlike the regressed 3D point which can be off the object surface, our estimated 3D correspondences always refers to a vertex on the object model, which eases the matching stage for the pose solver. For the matching, we use a look-up table that extracts the corresponding 2D and 3D points. Following that, we use Progressive-X [2] solver to calculate the rotation $R$ and translation $t$.  

### 4. Experiments

In this section, we firstly introduce the implementation details, the datasets and metrics used for the evaluation. Subsequently, we present ablation study experiments on the LM-O [5] dataset. Finally, we compare our experimental results with state of the art methods on the LM-O [5] and YCB-V [69] datasets. Please refer to supplementary materials for more qualitative results.

#### 4.1. Experiments Setup

**Implementation Details.** In order to have the same number of classes as DPOD [71] ($K = 256^2$), we firstly upsample the mesh by subdivision of each face using the edge’s midpoint [14] until the mesh has more than $256^2$ vertices. Subsequently, we group the 3D vertices of the object model as we described in Sec. 3.1 with $r = 2$ and $d = 16$. After several iterations of the grouping operation, a group could contain fewer points than 2 and cannot be grouped further. To avoid this, we modified the k-means++ clustering algorithm [1], to force both output groups of points to have equal sizes.

We modified Deeplabv3 [13] by adding skip connections and used Resnet34 [23] as the backbone. The input ROI is resized to the shape of $256 \times 256 \times 3$, and the CNN output has a height and width of 128. We applied the same dynamic zoom-in strategy as CDPN [40] to generate the noisy ROI for the training. The parameter $\lambda$ used in the histogram is 0.05. The parameter $\sigma$ used in the hierarchical loss is 0.5, and $\alpha$ has been set as 3 to balance the training for mask and
vertex code prediction. The CNN has been trained 380k steps using the Adam optimizer [36] with a batch size of 32 and a fixed learning rate of 2e-4. During the inference stage, we utilize the detected bounding box with Faster R-CNN [55] and FCOS [62] provided by CDPNv2 [40]. If not specified, we used detected bounding box from Faster R-CNN in the ablation study.

Additionally, by changing any bit in the vertex code, the code refers to another 3D point, possibly even to a vertex on the other side of the object. To maintain the topology presented with the ground truth correspondence map, we disabled the interpolation during the rendering when we generated the ground truth. The resizing of ground truth is also done with nearest neighbourhood interpolation in the training stage.

Datasets. The reported recall rate in LM [28] dataset has lately been higher than 95% and quite saturated, therefore we focus on the more challenging LM-O [5] and YCB-V [69] dataset in this paper. LM-O consist of 1214 images and is only used as test images. LM-O annotated 8 objects poses in the images under partial occlusion, making pose estimation more challenging. About 1.2k images per object in LM are used as the real training images for LM-O. Compared to LM-O, YCB-V is a large dataset containing 21 objects. Although YCB-V provides more real training images, the objects are strongly occluded in the scene, and many of the objects are geometrically symmetric.

Since the LM-O dataset includes only a limited number of training images, [34, 49] additionally render a large number of synthetic images for training. However, due to the domain gap between the synthetic and real images, the performance of the methods also heavily depends on the domain randomization and domain adaptation technique [61, 70]. As the physically-based rendering (pbr) training images [18] for both datasets are publicly accessible now, using pbr images to support the training can help us focus on the pose estimation CNN itself. We use the pbr images together with the real images for the training in the same manner as [19, 29, 66].

Error Metrics. We selected the ADD(-S) error metric as the most commonly used metric for the 6DoF pose estimation task. This metric calculates the average distance of model points projected to the camera domain using the predicted pose to the same model points projected using the ground truth pose. For symmetric objects, the metric matches the closest model points projected with the ground truth pose instead of the same model point. In all the experiments in this paper, if ADD(-S) error is smaller than 10% (most commonly used threshold) of the object diameter, the predicted pose is considered to be correct. For YCB-V, we also reported the AUC (area under curve) of ADD(-S) with a maximum threshold of 10 cm [69].

4.2. Ablation Study on LM-O

In this section, we present the results of several ablation studies as follows:

Length of Binary Vertex Code. The object 3D surface is encoded through iterative k-means++ clustering until the size of the segmented cluster is small enough so that we can map the vertex code to the centroid of each cluster. We used the same total number of classes as DPOD [71], which means each binary vertex code has 16 bits. However, if the objects are small or the distance of the object to the camera is too large, different clusters in the fine level could be rendered into the same pixel when we generate the ground truth data. This makes the binary code in the fine levels (the last few bits) redundant. Due to the distance variation of the object to the camera, we can not determine which bits are redundant.

In this ablation study, we research which bits are the redundant bits. The models are trained without the hierarchical training strategy, and we use Progressive-X [2] to solve the pose. We ignore the last few bits of the predicted binary code in the inference stage. The new binary vertex code with fewer bits refers to a larger point cloud group (see Fig. 2 left). We calculated the new centroid of the group and reassigned the centroid as the corresponding 3D points for the binary vertex code with fewer bits. From Fig. 3 b) we can see that using 10-bit code is already sufficient to yield an accurate prediction for the objects in LM-O, indicating the last 6 bits are redundant for those objects. The results fluctuated a bit when we applied the redundant bits, which indicates that for some objects the best results is achieved by not using the full 16-bit code. However, in the following experiment, we always report the results with the full predicted vertex code.

Radix used in Vertex Code. The number of the clusters in each iteration decides the radix of the generated vertex code that describes the 3D vertex. Since our CNN predicts the vertex code, it is meaningful to compare which radix in vertex code suits the representation better. We do not need to generate all the vertex codes used in this ablation study from scratch. More specifically, by merging every $\log_2 r$ bit of a vertex code, we get a code with a radix $r$. For instance, a vertex with a binary code \{11111110,11111111\} can be transformed to \{254,255\} using 256 as the radix. We will get exactly the same code for this vertex if we split the object into 256 groups and split each group again into 256 groups. We use a fix $w_j = 1$ (see eq. 4) for all positions so the loss is essentially a binary cross entropy when $r = 2$, and cross-entropy loss for other radices.

We present the comparison results in Tab. 1. If RANSAC/PnP is used to solve the pose, the results with different radices are quite similar. There is no clear indication whether using the small or large radix is better. If we switch the pose solver to Progressive-X [2], the code
with small radix improves the most and yields the best accuracy. Progressive-X solver includes a spatial coherence filter that checks neighboring 3D points with respect to its assigned 2D correspondences based on label cost energy minimization as introduced in [17]. It can therefore deal particularly well with the type of outliers, from our method as we mentioned in Fig. 3. We show in the Fig. 3 a), if the CNN predicts the first few bits wrong for the yellow dot, the estimated corresponding 3D points is far away from the ground truth position and totally incoherent with its original neighbourhood. Assuming that most predictions are correct, most neighbourhood vertices are posed within the yellow circle in the figure. In this case, this false estimated 3D corresponding can be easily filtered by calculating the coherency with its neighbourhood. This spatial coherency filter can not detect outliers well if the wrong prediction is in the last few bits, and the same for 256 as radix, as divide the vertices into 256 groups is already a fine grouping. Nevertheless, the Fig. 3 b) already shows that the last few bits do not affect the solved pose. So we argue that the binary vertex code suits this task the best. Moreover, the prediction of binary codes requires the least RAM in GPU, as we discussed in Sec. 3.1.

**Effectiveness of Hierarchical Training.** According to the first ablation study, the last few bits are redundant and may not be trainable (see Fig. 3c)). During the training, we can recognize redundant bits based on the error histogram and focus on the decisive bits as described in Sec. 3.5. Tab. 2 shows that the results are further improved by our proposed hierarchical training.

**Influence of 2D detection.** The CNN estimates the pose with the cropped ROI from the detected bounding box. The object pose estimation is meaningless with a false-positive detection, also the pose is not even estimated in the case of false-negative detection. By leveraging the detected bounding box with FCOS [62] instead of the one from Faster R-CNN [55], the recall rate improved 1.05%.

### Table 1. Ablation study on LM-O [5].

| Method | RANSAC/ Pnp [38] | Progressive-X [2] |
|--------|------------------|-------------------|
| 2 as radix | 73.06 | 75.23 (+2.17) |
| 4 as radix | 72.94 | 74.59 (+1.65) |
| 16 as radix | 73.04 | 74.98 (+1.94) |
| 256 as radix | 73.25 | 74.52 (+1.27) |

### Table 2. Ablation study on LM-O [5].

| Method | ADD |
|--------|-----|
| 2 as radix | 75.23 |
| 2 as radix + Hierarchical Learning | 75.86 |
| + Faster R-CNN [55] → FCOS [62] | 76.91 |

### 4.3. Comparison to State of the Art

We use 2 as radix, i.e. binary vertex code and apply the hierarchical training strategy and Progressive-X pose solver [2] in our proposed ZebraPose to compare to state of the art on LM-O [5] and YCB-V [69] datasets. The detected bounding box of FCOS [62] detector are provided by CDPNv2 [40].

**Results on LM-O.** We report the recall of ADD(-S) met-
ric in Tab. 3. We ordered the methods according to the input modality. HybridPose [59] and RePose [32] have been trained with synthetic and real images. GDR-Net [66] also reported their recall of 53% when trained with synthetic and real images. Therefore, GDR-Net outperforms HybridPose and RePose. In our Tab.3, we report the best results that GDR-Net and SO-Pose [19] presented, which are also trained with pbr and real images. GDR-Net used faster R-CNN [55] as the detector. ZebraPose yields a recall of 75.86% with faster R-CNN (see Tab.2), which can be seen as a more fair comparison with GDR-Net.

To summarize, our ZebraPose outperforms state of the art RGB based methods with a large margin on this dataset. Additionally, we found that our ZebraPose also outperforms state of the art RGB-D based methods [24,72]. Most objects in the LM-O dataset are texture-less, meaning that RGB-D based methods should have more advantage in feature extraction on the objects with the help of depth image. Even in this case, our results still exceed theirs.

**Results on YCB-V.** We compare ZebraPose with other approaches in the YCB-V dataset in Tab. 4. The AUC reported in Tab. 4 has been calculated using all-points interpolation. Tab. 4 shows that ZebraPose is still better than state of the art w.r.t. ADD(-S) and AUC of ADD(-S) metrics and comparable to them w.r.t. the AUC of ADD-S metric.

### 4.4. Runtime Analysis

We tested the runtime on a desktop with an Intel 3.50GHz CPU and an Nvidia 2080Ti GPU. The CNN runtime plus the time to build the 2D-3D correspondence is about 52 ms. The FCOS detector [62] takes 55 ms. RANSAC/PnP [38] needs only 4 ms to solve the pose, while Progressive-X [2] requires 150 ms to obtain the pose. So for ZebraPose used in Sec.4.3, it totally needs about 250 ms to estimate the object pose. If we use RANSAC/PnP to solve the pose, the runtime reduces to 110 ms, while with about 2.6% recall drop on LM-O dataset.

| Method   | RGB Input | RGB-D Input |
|----------|-----------|-------------|
|          | HybridPose [59] | RePose [32] | GDR-Net [66] | SO-Pose [19] | Ours | PR-GCN [72] | FFB6D [24] |
| ape      | 20.9      | 31.1        | 46.8        | 48.4        | 57.9      | 40.2       | 47.2       |
| can      | 75.3      | 80.0        | 90.8        | 85.8        | 95.0      | 76.2       | 85.2       |
| cat      | 24.9      | 25.6        | 40.5        | 32.7        | 60.6      | 57.0       | 45.7       |
| driller  | 70.2      | 73.1        | 82.6        | 77.4        | 94.8      | 82.3       | 81.4       |
| duck     | 27.9      | 43.0        | 46.9        | 48.9        | 64.5      | 30.0       | 53.9       |
| eggbox*  | 52.4      | 51.7        | 54.2        | 52.4        | 70.9      | 68.2       | 70.2       |
| glue*    | 53.8      | 54.3        | 75.8        | 78.3        | 88.7      | 67.0       | 60.1       |
| holepuncher | 54.2    | 53.6        | 60.1        | 75.3        | 83.0      | 97.2       | 85.9       |
| mean     | 47.5      | 51.6        | 62.2        | 62.3        | 76.9      | 65         | 66.2       |

Table 3. **Comparison with State of the Art on LM-O [5]**. We report the Recall of ADD(-S) in % and compare with state of the art. (*) denotes symmetric objects.

| Method   | ADD(-S) | AUC of ADD-S | AUC of ADD(-S) |
|----------|---------|--------------|---------------|
| SegDriven [31] | 39.0   | -            | -             |
| SingleStage [30] | 53.9   | -            | -             |
| CosyPose [37] | -       | 89.8         | 84.5          |
| RePose [32] | 62.1    | 88.5         | 82.0          |
| GDR-Net [66] | 60.1    | 91.6         | 84.4          |
| SO-Pose [19] | 56.8    | 90.9         | 83.9          |
| Ours      | **80.5** | 90.1         | **85.3**      |

Table 4. **Comparison with State of the Art on YCB-V [69]**. We compare our ZebraPose with state of the art w.r.t ADD(-S), AUC of ADD(-S) and AUC of ADD-S in %. (-) denotes results missing from the original paper.

# 5. Conclusion

In this work, we proposed a novel coarse to fine surface encoding technique to provide 2D-3D correspondences for 6DoF object pose estimation. We also designed a specific hierarchical training strategy that maximizes the prediction accuracy for our proposed binary vertex code. Solving the object pose using a PnP solver based on our vertex code surpasses the state of the art on different benchmarks, proving our approach’s effectiveness. In the future, we would like to extend our vertex code solution to the problem of category-level object pose [39].
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