Abstract

This paper studies the empirical efficacy and benefits of using projection-free first-order methods in the form of Conditional Gradients, a.k.a. Frank–Wolfe methods, for training Neural Networks with constrained parameters. We draw comparisons both to current state-of-the-art stochastic Gradient Descent methods as well as across different variants of stochastic Conditional Gradients. In particular, we show the general feasibility of training Neural Networks whose parameters are constrained by a convex feasible region using Frank–Wolfe algorithms and compare different stochastic variants. We then show that, by choosing an appropriate region, one can achieve performance exceeding that of unconstrained stochastic Gradient Descent and matching state-of-the-art results relying on $L^2$-regularization. Lastly, we also demonstrate that, besides impacting performance, the particular choice of constraints can have a drastic impact on the learned representations.

1 Introduction

Despite its simplicity, stochastic Gradient Descent (SGD) is still the method of choice for training Neural Networks. A common assumption here is that the parameter space in which the weights $\theta$ of these networks lie is unconstrained. The standard SGD update can therefore simply be stated as

$$\theta_{t+1} = \theta_t - \alpha \nabla L(\theta_t),$$

where $L$ is some loss function to be minimized, $\nabla L(\theta_t)$ is the $t$-th batch or stochastic gradient, and $\alpha \geq 0$ the learning rate. In search of improved methods, the most notable modifications of this principle that have been proposed consist of adding momentum, see for example Qian (1999) and Nesterov (1983), or of automatically adapting the learning rate on a per-parameter level, as is for example done by Duchi et al. (2011) and Kingma and Ba (2014), see also Schmidt et al. (2020) for a recent large-scale comparison. It has however been suggested that adaptive methods, despite initial speed ups, do not generalize as well as standard stochastic Gradient Descent in a wide variety of deep learning task, see Wilson et al. (2017). In fact, for obtaining state-of-the-art test set performance on image classification datasets such as CIFAR-10 and ImageNet, a more significant contribution comes in the form of weight decay, see for example Hanson and Pratt (1989). This regularization technique consists of modifying the weight update as

$$\theta_{t+1} = (1 - \lambda) \theta_t - \alpha \nabla L(\theta_t),$$

where $\lambda$ is the weight decay rate.
where $\lambda \in [0, 1]$ defines the rate of the weight decay. For standard SGD this is equivalent to adding an $L^2$-regularization term to the loss function $L$, see for example Loshchilov and Hutter (2017).

Motivated by the utility of weight regularization, we explore the efficacy of constraining the parameter space of Neural Networks to a suitable convex and compact region $C$. The previously introduced methods would require a projection step during each update to maintain the feasibility of the parameters in this constrained setting. The standard SGD update would therefore become

$$\theta_{t+1} = \Pi_C (\theta_t - \alpha \tilde{\nabla} L(\theta_t)),$$

(3)

where the projection function $\Pi_C$ maps the input to its closest neighbor in the given feasible region $C$ as measured by the $L^2$-norm. Depending on the particular feasible region, each projection step can be very costly, as often no closed expression is known and a separate optimization problem needs to be solved. We will instead explore a more appropriate alternative in the form of the Frank–Wolfe algorithm (Frank et al., 1956), also referred to as the Conditional Gradient algorithm (Levitin and Polyak, 1966), a simple projection-free first-order algorithm for constrained optimization. In particular, we will be interested in applying stochastic variants of this algorithm. Rather than relying on a projection step like Gradient Descent methods, Frank–Wolfe algorithms instead call a linear minimization oracle (LMO) to determine

$$v_t = \arg\min_{v \in C} \langle \tilde{\nabla} L(\theta_t), v \rangle,$$

(4)

and move in the direction of $v_t$ through the update

$$\theta_{t+1} = \theta_t + \alpha (v_t - \theta_t),$$

(5)

where $\alpha \in [0, 1]$. Feasibility is maintained, assuming that $\theta_0$ was initialized to lie in $C$, since the update step consists of determining the convex combination of two points in the convex feasible region. Effectively, Frank–Wolfe algorithms minimize a linear first-order approximation of the loss function $L$ over the feasible region $C$ and update the parameters by moving them closer towards the result of that linear optimization problem. These algorithms are therefore able to avoid the projection step by relying on an often computationally much cheaper LMO over $C$.

We will demonstrate that Frank–Wolfe algorithms are viable candidates for training Neural Networks with constrained weights and that, in combination with an appropriately chosen region, the resulting networks achieve state-of-the-art test accuracy. We will also discuss the possibility of using specific constraints to achieve particular effects in the parameters of the networks, such as training sparse networks by using feasible regions spanned by sparse vectors. Lastly, we will show that different algorithms and feasible regions impact training and generalization behavior.

**Related Work.** Frank–Wolfe algorithms have been well studied in the setting of smooth convex functions. Here Hazan and Luo (2016) showed that the standard stochastic Frank–Wolfe algorithm (SFW) converges with a rate of $O(1/t)$, assuming that the batch-sizes grows like $\Theta(t^2)$. Many variants have been proposed to improve the practical efficiency of SFW, most of these rely on modifying how the (unbiased) gradient estimator $\tilde{\nabla} L(\theta_t)$ is obtained: the Stochastic Variance-Reduced Frank–Wolfe algorithm (SVRF) (Hazan and Luo, 2016) integrates variance reduction based on Johnson and Zhang (2013), the Stochastic Path-Integrated Differential EstimatoR Frank–Wolfe algorithm (SPIDER-FW) (Yurtsever et al., 2019; Shen et al., 2019) integrates a different type of variance reduction based on Fang et al. (2018) and the Online stochastic Recursive Gradient-based Frank–Wolfe algorithm (ORGFW) (Xie et al., 2019) uses a form of momentum inspired by Cutkosky and Orabona (2019). Related to these modifications of the gradient estimator, adding a momentum term to SFW has also been considered in several different settings and under many different names (Mokhtari et al., 2020, 2018; Chen et al., 2018). We will simply refer to this approach as SFW with momentum. For further related work regarding stochastic Frank–Wolfe methods, see Lan and Zhou (2016); Lan et al. (2017); Goldfarb et al. (2017); Négiar et al. (2020); Zhang et al. (2020); Combettes et al. (2020). So far however, little has been done to determine the *practical real-world implications* of using stochastic Frank–Wolfe methods for the training of deep Neural Networks. One exception are the computational results by Xie et al. (2019), which however are limited to fully connected Neural Networks with only a single hidden layer and therefore closer to more traditional setups.
Contributions. Our contribution is an inquiry into using projection-free methods for training Neural Networks and can be summarized as follows.

Achieving state-of-the-art test performance. We demonstrate that stochastic Frank–Wolfe methods can achieve state-of-the-art test accuracy results on several well-studied benchmark datasets, namely CIFAR-10, CIFAR-100, and ImageNet.

Constrained training affects learned features. We show that the chosen feasible region significantly affects the encoding of information into the networks both through a simple visualization and by studying the number of active weights of networks trained on MNIST with various types of constraints.

Comparison of stochastic variants. We compare different stochastic Frank–Wolfe algorithms and show that the standard SFW algorithm, as well as a variant that adds momentum, are both the most practical and best performing versions for training Neural Networks in terms of their generalization performance.

Outline. We start by summarizing the necessary theoretical preliminaries regarding stochastic Frank–Wolfe algorithms as well as several candidates for feasible regions in Section 2. In Section 3 we will cover relevant technical considerations when constraining the parameters of Neural Networks and using stochastic Frank–Wolfe algorithms for training. Finally, in Section 4 we provide computational results. We conclude the paper with some final remarks in Section 5. Due to space limitations, all proofs and extended computational results have been relegated to the Appendix.

2 Preliminaries

We work in $({\mathbb R}^n, \langle \cdot, \cdot \rangle)$, that is the Euclidean space with the standard inner product. We denote the $i$–th standard basis vector in $\mathbb R^n$ by $e_i$. The feasible regions $C \subset \mathbb R^n$ we are interested in will be compact convex sets. For all $p \in [1, +\infty]$, let $\| \cdot \|_p$ denote the usual $L^p$-norm and $D = D(C) := \max_{x, y \in C} \| y - x \|$ the $L^2$-diameter of $C$. For every $i, j \in \mathbb N$ the double brackets $[i, j]$ denote the set of integers between and including $i$ and $j$, assuming that $i \leq j$. For all $x \in \mathbb R^n$ and $i \in [1, n]$, $[x]_i$ denotes the $i$-th entry of $x$.

2.1 Stochastic Frank–Wolfe algorithms

We consider the constrained finite-sum optimization problem

$$\min_{\theta \in C} L(\theta) = \min_{\theta \in C} \frac{1}{m} \sum_{i=1}^{m} \ell_i(\theta), \quad (6)$$

where the $\ell_i$ and therefore $L$ are differentiable in $\theta$ but possibly non-convex. Problems like this are at the center of Machine Learning, assuming the usual conventions regarding ReLU activation functions. We will denote its globally optimal solution by $\theta^*$. The pseudo-code of the standard stochastic Frank–Wolfe algorithm for this problem is stated in Algorithm 1. The random sample in Line 3 ensures that $\tilde{\nabla} L(\theta_t)$ in Line 4 is an unbiased estimator of $\nabla L(\theta_t)$, that is $E \tilde{\nabla} L(\theta_t) = \nabla L(\theta_t)$. We have also included the option of applying a momentum term to the gradient estimate in Line 5 as is often done for SGD in Machine Learning. The algorithm also assumes access to a linear optimization oracle over the feasible region $C$ that allows one to efficiently determine $\text{arg min}_{v \in C} \langle \tilde{\nabla} L(\theta_t), v \rangle$ in Line 6. The update by convex combination in Line 7 ensures that $\theta_{t+1} \in C$.

Reddi et al. (2016) presented a convergence result for SFW (without the momentum term) in the non-convex setting. We denote the $L^2$-diameter of $C$ by $D$ and we further define the Frank–Wolfe Gap as

$$G(\theta) = \max_{v \in C} \langle v - \theta, -\nabla L(\theta) \rangle. \quad (7)$$

Note that $G(\theta) = 0$ if and only if $\theta$ is a first order criticality, so $G$ replaces the norm of the gradient as our metric for convergence in the constrained setting. A proof of the following statement will be included in Appendix A.
Algorithm 1 Stochastic Frank–Wolfe (SFW)

**Input:** Initial parameters \( \theta_0 \in \mathcal{C} \), learning rate \( \alpha_t \in [0, 1] \), momentum \( \rho_t \in [0, 1] \), batch size \( b_t \in [1, m] \), number of steps \( T \).

1: \( m_0 \leftarrow 0 \)
2: for \( t = 0 \) to \( T - 1 \) do
3: uniformly sample i.i.d. \( i_1, \ldots, i_{b_t} \) from \([1, m]\)
4: \( \tilde{\nabla} L(\theta_t) \leftarrow \frac{1}{b_t} \sum_{j=1}^{b_t} \nabla \ell_{i_j}(\theta_t) \)
5: \( m_t \leftarrow (1 - \rho_t) m_{t-1} + \rho_t \tilde{\nabla} L(\theta_t) \)
6: \( v_t \leftarrow \arg\min_{v \in \mathcal{C}} \langle m_t, v \rangle \)
7: \( \theta_{t+1} \leftarrow \theta_t + \alpha_t(v_t - \theta_t) \)
8: end for

**Theorem 2.1** (Reddi et al. (2016)). Consider the setting of Problem (6) and assume that the \( \ell_i \) are smooth. If \( \rho_t = 1, \alpha_t = T^{-1/2} \) and \( b_t = T \) for all \( 0 \leq t < T \) and if \( \theta_a \) is chosen uniformly at random from \( \{\theta_i : 0 \leq i < T\} \) as determined by Algorithm 1, then we have

\[
\mathbb{E} G(\theta_a) = \mathcal{O}\left( \frac{L(\theta_0) - L(\theta^*)}{T^{1/2}} \right),
\]

where \( \mathbb{E} \) denotes the expectation w.r.t. all the randomness present.

The main focus of this paper will be on using both SFW and its momentum version to train deep Neural Networks. They are both straightforward to implement, assuming access to an LMO, and the results in the later sections will demonstrate their efficacy in this setting. We will however also include comparisons to some previously mentioned variants of Algorithm 1, that is in particular SVRF, SPIDER-FW, and ORGFW. Their pseudocode is included in Appendix B and for convergence statements we refer to their respective papers.

### 2.2 Regularization via feasible regions

By imposing constraints on the parametrization of the Neural Network, we aim to control the structure of its weights and biases. In this part we will introduce relevant regions, discuss the associated linear minimization oracles, and also, for completeness, state the \( L^2 \)-projection methods \( \Pi_C \) where appropriate. Note that Euclidean projection is not always the correct choice for all Gradient Descent methods, in particular adaptive optimizers like Adagrad and Adam require a more complicated projection based on the norm associated with previously accumulated gradient information.

The actual effects and implications of constraining the parameters of a Neural Network with any of these particular regions will be discussed in the next section. Note that, if the convex region \( \mathcal{C} \) is a polytope, that is it is spanned by a finite set of vertices, the output of the LMO can always assumed to be one of these vertices. See also Section 3 for further remarks on both of these aspects. For a list containing further potential candidates for feasible regions, see for example Jaggi (2013).

**\( L^p \)-norm ball.** The \( L^p \)-norm ball \( \mathcal{B}_p(\tau) = \{x \in \mathbb{R}^n : \|x\|_p \leq \tau\} \) is convex for any \( p \in [1, +\infty] \) and radius \( \tau > 0 \). The \( L^2 \)-diameter of the \( L^1 \)-norm ball and the \( L^\infty \)-norm ball, more commonly referred to as the hypercube, are respectively given by \( D(\mathcal{B}_1(\tau)) = 2\tau \) and \( D(\mathcal{B}_\infty(\tau)) = 2\tau \sqrt{n} \). For general \( p \in (1, +\infty) \) we have \( D(\mathcal{B}_p(\tau)) = 2\tau n^{1/2-1/p} \).

**LMO.** When \( p \in (1, +\infty) \), the LMO over \( \mathcal{B}_p(\tau) \) is given by

\[
\arg\min_{v \in \mathcal{B}_p(\tau)} \langle v, x \rangle = -\tau \text{sgn}(x) |x|^{q/p} / \|x\|_q^{q/p},
\]

where \( q \) is the complementary order to \( p \) fulfilling \( 1/p + 1/q = 1 \). For \( p = 1 \) and \( p = \infty \) the oracle is given by the respective limits of this expression, i.e.,

\[
\arg\min_{v \in \mathcal{B}_\infty(\tau)} \langle v, x \rangle = -\tau \text{sgn}(x),
\]
and
\[
\arg\min_{v \in B_1(\tau)} \langle v, x \rangle_i = \begin{cases} -\tau \text{sgn}(x_i) & \text{if } i = \arg\max |x|, \\ 0 & \text{otherwise,} \end{cases}
\]
(10)
that is the vector with a single non-zero entry equal to \(-\tau \text{sgn}(x)\) at a point where \(|x|\) takes its maximum.

Note that \(\arg\min_{v \in B_1(\tau)} \langle v, x \rangle\) has a unique solution only if the entries of \(|x|\) have a unique maximum.

Projection. If \(x\) already lies in the feasible region, that is \(x \in B_p(\tau)\), then clearly \(\Pi_{C}(x) = x\). For \(x \in \mathbb{R}^n \setminus B_2(\tau)\), its \(L^2\)-projection into \(B_2(\tau)\) is given by
\[
\Pi_{B_2(\tau)}(x) = \arg\min_{v \in B_2(\tau)} \|v - x\|_2 = \tau x/\|x\|_2.
\]
(11)
The \(L^2\)-projection onto \(B_{\infty}(\tau)\) for some given \(x \in \mathbb{R}^n \setminus B_{\infty}(\tau)\) is given by clipping the individual entries of \(x\) to lie in \([-\tau, \tau]\), that is
\[
\arg\min_{v \in B_1(\tau)} \|v - x\|_2_i = \max(\min(|x_i|, \tau), -\tau),
\]
(12)
for all \(i \in [1, n]\). There are also algorithms capable of exact \(L^2\)-projections into \(B_1(\tau)\), see for example Duchi et al. (2008) for an algorithm of complexity \(O(n)\), but for general \(p\) the projection task, unlike the LMO, poses a non-trivial (sub)optimization problem of its own.

\(K\)-sparse polytope. For a fixed integer \(K \in \mathbb{Z}^+\), the \(K\)-sparse polytope of radius \(\tau > 0\) is obtained as the intersection of the \(L^1\)-ball \(B_1(\tau K)\) and the hypercube \(B_{\infty}(\tau)\). Equivalently, it can be defined as the convex hull spanned by all vectors in \(\mathbb{R}^n\) with exactly \(K\) non-zero entries, each of which is either \(-\tau\) or \(+\tau\). For \(K = 1\) one recovers the \(L^1\)-norm ball and for \(K = n\) the hypercube. The \(L^2\)-diameter of the \(K\)-sparse polytope of radius \(\tau\) is given by \(2\tau \sqrt{n}\) assuming \(n \geq K\).

LMO. A valid solution to Equation (4) for the \(K\)-sparse polytope is given by the vector with exactly \(K\) non-zero entries at the coordinates where \(|x|\) takes its \(K\) largest values, each of which is equal to \(-\tau \text{sgn}(x)\).

\(K\)-norm ball. For a fixed integer \(K \in \mathbb{Z}^+\), the \(K\)-norm ball of radius \(\tau\) can be defined as the convex hull of the union of the \(L^1\)-norm ball \(B_1(\tau K)\) and the hypercube \(B_{\infty}(\tau)\). The \(K\)-norm was introduced in Watson (1992). For \(K = 1\) one recovers the hypercube and for \(K = n\) the \(L^1\)-norm ball. It is also the norm ball induced by the \(K\)-norm which is defined as the sum of the largest \(K\) absolute entries in a vector. Its \(L^2\)-diameter is given by \(\max(2\tau, 2\tau \sqrt{n}/K)\).

LMO. A valid solution to Equation (4) for the \(K\)-norm ball is easily obtained by taking the minimum of the LMOs of the \(L^1\)-norm ball of radius \(\tau\) and the hypercube of radius \(\tau K\).

Unit simplex. The \(\tau\)-scaled unit simplex is defined by \(\{\theta : \theta_1 + \ldots + \theta_n \leq \tau, \theta_i \geq 0\}\). It can also be seen as the \(n\)-dimensional simplex spanned by all scaled standard basis vectors \(\tau e_i\) in \(\mathbb{R}^n\) as well as the zero vector. Its \(L^2\)-diameter is \(\tau \sqrt{2}\).

LMO. A valid solution to Equation (4) for the probability simplex is given by \(\tau e_{i_0}\) where \(i_0 = \arg\min |x_i|\) if \(x_{i_0} < 0\) and the zero vector otherwise.

Projection. See Chen and Ye (2011).

Probability simplex. The \(\tau\)-scaled probability simplex is defined as \(\{x : x_1 + \ldots + x_n = \tau, x_i \geq 0\}\), that is all probability vectors in \(\mathbb{R}^n\) multiplied by a factor of \(\tau\). It can equivalently as the \((n-1)\)-dimensional simplex spanned by all vectors \(\tau e_i\) in \(\mathbb{R}^n\). The \(L^2\)-diameter of the probability simplex is \(\tau \sqrt{2}\).

LMO. A valid solution to Equation (4) for the probability simplex is given by \(\tau e_{i_0}\) where \(i_0 = \arg\min x_i\).

Projection. See Yasutake et al. (2011) and Lim and Wright (2016).

Permutahedron. The permutahedron is the \((n-1)\)-dimensional polytope spanned by all permutations of the coordinates of the vector \((1, 2, \ldots, n)\). Its \(L^2\)-diameter is given by \((2k(k+1)(2k+1)/6)^{1/2}\) where \(k = |n/2|\).

LMO. A solution to Equation (4) for the permutahedron can be obtained in polynomial time through the Hungarian method.

Projection. See Yasutake et al. (2011) and Lim and Wright (2016).
3 Technical Considerations

3.1 Frank–Wolfe algorithms

In the previous sections we referenced several stochastic variants of the Frank–Wolfe algorithm, namely SFW with and without momentum, SVRF, SPIDER-FW and ORGFW. As previously already stated, assuming the existence of an LMO, SFW is straight-forward to implement, both with and without momentum. Implementing SVRF, SPIDER-FW, and ORGFW however requires more care, since due to their variance reduction techniques, they require storing and using two or three different sets of parameters for the model and re-running batches with them two or even three times in an epoch. As such, the same kind of considerations apply as for their Gradient Descent equivalents, most prominently the need to keep any kind of randomness, e.g., through data augmentation and dropouts, fixed within each reference period. In the context of Gradient Descent methods, it has been suggested that these same techniques as suggested by Johnson and Zhang (2013) and Cutkosky and Orabona (2019) are not well suited to the context of Deep Learning, that is they offer little to no benefit to make up for the increase in complexity, see Defazio and Bottou (2019). In Section 4 we will computationally explore and confirm that the same reasoning applies to Frank–Wolfe algorithms.

Another important aspect is that we will treat all hyperparameters of the Frank–Wolfe algorithms, most notably the batch size, learning rate, and momentum parameter, as constant within a given run (unless a scheduler is specifically added) and to be tuned manually. Batch sizes can be chosen as is commonly done for Gradient Descent methods and momentum can likewise be set to 0.9, that is $\rho = 0.1$. To make tuning of the learning rate easier, we have found it advantageous to at least partially decouple it from the size of the feasible region by dividing it by its $L^2$-diameter, that is Line 7 in Algorithm 1 becomes

$$\theta_{t+1} \leftarrow \theta_t + \min(\alpha/D(C), 1) (v_t - \theta_t).$$

(13)

This is similar to how the learning rate is commonly decoupled from the weight decay parameter for SGD (Loshchilov and Hutter, 2017).

Another option to achieve a similar effect is to rescale the update vector $v_t - \theta_t$ to be of equal length as the gradient, that is Line 7 in Algorithm 1 becomes

$$\theta_{t+1} \leftarrow \theta_t + \min \left( \frac{\alpha \|\nabla(\theta_t)\|_2}{\|v_t - \theta_t\|_2}, 1 \right) (v_t - \theta_t).$$

(14)

Not only does this equally decouple the learning rate from the size of the particular region, but it also makes direct comparisons between Frank–Wolfe algorithms and Gradient Descent methods easier. It experimentally also seems to have a stabilizing effect on the algorithm when training very deep Neural Networks.

3.2 Feasible regions

In the previous sections we have expressed the constraints posed on all parameters in a given Neural Network through a single feasible region $C$. In practice, one can probably limit oneself to the case of individual constraints placed on the parameters, or even just specific parts of those parameters, of individual layers of the network. Considering for example a simple, fully connected multilayer perceptron with $k$ layers, where the $i$-th layer $L_i$ consists of applying the operation $L_i(x) = a_i(W_i x + b_i)$ for some weight matrix $W_i$, a bias vector $b_i$ and a non-linear activation function $a_i$, one would require that $W_i$ lies in some feasible region $C_{i,0}$ and $b_i$ in another region $C_{i,1}$.

For the purposes of demonstrating the general feasibility of constrained optimization of Neural Networks through the Frank–Wolfe algorithm, we have limited ourselves to uniformly applying the same type of constraint, such as a bound on the $L^p$-norm, separately on the weight and bias parameters of each layer, varying only the diameter of that region. We have found that linking the diameter of each feasible region to the expected initialization values performs well in practice, both for initializations as suggested by Glorot and Bengio (2010) and He et al. (2015). More specifically, if some weight vector $x \in \mathbb{R}^n$ is randomly initialized according to a zero-mean normal distribution with standard deviation $\sigma$, its expected $L^2$-norm is given by

$$\mathbb{E}(\|x\|^2) = \frac{n \sigma^2 \Gamma(n/2 + 1/2)}{\sqrt{2} \Gamma(n/2 + 1)}.$$

(15)
and the diameter of a feasible region $C$ would be determined by some fixed width $w > 0$ times that value, e.g., its radius $\tau$ may be chosen such that its $L^2$-diameter satisfies

$$D(C) = 2w\mathbb{E}(|x|_2).$$

(16)

This adjusts the regularizing effect of the constraints to the particular diameter of the region.

Going forward, we believe however that using more tailor-made constraints chosen to suit the type and size of each layer can be of great interest and provide additional tools in the design and training of Neural Networks. To that extend, it should be noted that the particular choice of feasible region has a strong impact on the learned features that goes beyond the regularizing effect of constraining the features to not be ‘too large’, see also the computational results in the following section. This is independent of convergence guarantees such as Theorem 2.1. In particular, the solution given by the LMO impacts the update of the parameters in Algorithm 1.

As part of this observation, we also note that when stating LMOs in the previous section, we have implicitly assumed the existence of a unique solution. In particular, this means that the gradient was non-zero, though depending on the feasible region other gradients can also lead to non-unique solutions to Equation (4). We suggest settling these cases by randomly sampling a valid solution that lies on the boundary of the feasible region. In the particular case of polytopes, one can sample randomly among all vertices that pose a valid solution. While this remark might at first glance seem not relevant in practice, as the usual combination of randomly initialized weights and Gradient Descent based optimization generally avoids scenarios that might lead to non-unique solutions to Equation (4), we remark that the stochastic Frank–Wolfe algorithm is for example capable of training a zero-initialized layer that is constrained to a hypercube when the previous remarks are taken into account.

$L^2$-norm ball. Constraining the $L^2$-norm of weights and optimizing them using the Frank–Wolfe algorithm is most comparable, both in theory and in practice, to the well-established optimization of unconstrained parameters through SGD with an $L^2$-regularization term added to the cost function. Note that the output to the LMO is parallel to the gradient, so as long as the current iterate of the weights is not close to the boundary of the $L^2$-norm ball, the update of the SFW algorithm $\theta_{t+1} \leftarrow \theta_t + \alpha(v_t - \theta_t)$ is similar to that of SGD.

Hypercube. Requiring each individual weight of a network or a layer to lie within a certain range, say in $[-\tau, \tau]$, is possibly an even more natural type of constraint. Here the update step taken by the Frank–Wolfe algorithm however differs drastically from that taken by projected SGD: in the output of the LMO each parameter receives a value of equal magnitude, so to a degree all parameters are forced to receive a non-trivial update each step.

$L^1$-norm ball and $K$-sparse polytopes. On the other end of the spectrum from the dense updates forced by the LMO of the hypercube are feasible regions whose LMOs return very sparse vectors, e.g., the $L^1$-norm ball and its generalization, $K$-sparse polytopes. When for example constraining the $L^1$-norm of weights of a layer, only a single weight, that from which the most gain can be derived, will in fact increase in absolute value during the update step of the Frank–Wolfe algorithm while all other weights will decay and move towards zero. The $K$-sparse polytope generalizes that principle and increases the absolute value of the $K$ most important weights. This has the potential of resulting in very sparse weight matrices which have been of recent interest, see for example (Evci et al., 2019; Srinivas et al., 2017; Louizos et al., 2017).

4 Computational Results

4.1 Comparing Frank–Wolfe algorithms

We compare the performance of four different variants of the stochastic Frank–Wolfe algorithm introduced in Sections 1 and 2, namely SFW both with and without momentum (the latter will be abbreviated as MSFW in the graphs) as well as SVRF and ORGFW. Note that the pseudo-codes of SFRV and ORGFW are stated
in Appendix B and that SPIDER-FW was omitted from the results presented here as it was not competitive on these specific tasks.

For the first comparison, we train a fully connected Neural Network with two hidden layers of size 64 on the Fashion-MNIST dataset (Xiao et al., 2017) for 10 epochs. The parameters of each layer are constrained in their $L^1$-norm as suggested in Section 3 and all hyperparameters are tuned individually for each of the algorithms. The results, averaged over 10 runs, are presented in Figure 1.

![Figure 1: Comparing different stochastic Frank–Wolfe algorithms to train a fully connected Neural Network with two hidden layers on the Fashion-MNIST dataset.](image)

For the second comparison, we train a fully-connected Neural Network with one hidden layer of size 64 on the IMDB dataset of movie reviews (Maas et al., 2011) for 10 epochs. We use the 8185 subword representation from TensorFlow to generate sparse feature vectors for each datapoint. The parameters of each layer are constrained in their $L^\infty$-norm. The results, averaged over 10 runs per algorithm, are presented in Figure 2.

Considering these two comparisons, it can be observed that in some scenarios both SVRF and ORGFW can provide an increase in performance w.r.t. SFW both on the train and the test set when considering the relevant metrics vs. the number of epochs, i.e., passes through the complete dataset. However, SFW with momentum (MSFW), a significantly easier algorithm to implement and use in actual Deep Learning applications, provides a comparable boost in epoch performance and significantly improves upon it when considering the metrics vs. the number of stochastic gradient evaluations, a more accurate metric of the involved computational effort. This is due to the variance reduction techniques used in algorithms like SVRF and ORGFW requiring multiple passes over the same datapoint with different parameters for the model within one epoch. It was previously already suggested, e.g., by Wilson et al. (2017), that these techniques offer little benefit for Gradient Descent methods used to train large Neural Networks. Based on this and the computations presented here, we will focus on SFW, both with and without momentum, for the remainder of the computations in this section. For further results and complete setups, see Appendix C.

4.2 Visualizing the impact of constraints

We will next illustrate the impact that the choice of constraints has on the learned representations through a simple classifier trained on the MNIST dataset (LeCun et al., 2010), which consists of $28 \times 28$ pixel grayscale images of handwritten digits. The particular network chosen here, for the sake of exposition, represents a linear regression, i.e., it has no hidden layers and no bias terms and the flattened input layer of size 784 is fully connected to the output layer of size 10. The weights of the network are therefore represented by a single $784 \times 10$ matrix, where each of the ten columns corresponds to the weights learned to recognize the
Figure 2: Comparing different stochastic Frank–Wolfe algorithms to train a fully connected Neural Network with one hidden layers on sparse feature vectors generated from the IMDB dataset of movie reviews.

Table 1: Test accuracy attained by several deep Neural Networks trained on the CIFAR-10, CIFAR-100 and ImageNet datasets. Parameters trained with SGD were unconstrained. Full results can be found in Appendix C.

|                       | CIFAR-10 | CIFAR-100 | ImageNet |
|-----------------------|----------|-----------|----------|
|                       | DenseNet121 | WideResNet28x10 | GoogLeNet | DenseNet121 | ResNeXt50 |
| SGD without weight decay | 93.14\% ± 0.11 | 94.44\% ± 0.12 | 76.82\% ± 0.25 | 71.06\% | 70.15\% |
| SGD with weight decay | 94.01\% ± 0.09 | 95.13\% ± 0.11 | 77.50\% ± 0.13 | 74.89\% | 76.09\% |
| SFW with $L^2$-constraints | 94.46\% ± 0.13 | 95.58\% ± 0.18 | 78.88\% ± 0.10 | 73.46\% | 75.77\% |
| SFW with $L^\infty$-constraints | 94.20\% ± 0.19 | 94.03\% ± 0.35 | 76.54\% ± 0.50 | 72.22\% | 73.95\% |

4.3 Sparsity during training

Further demonstrating the impact that the choice of a feasible region has on the learned representations, we consider the sparsity of the weights of trained networks. To do so, we consider the parameter of a network to be inactive when it is smaller in absolute terms than its random initialization value. Using this notion, we can create sparse matrices from the weights of a trained network by setting all weights corresponding to inactive parameters to zero.

To study the effect of constraining the parameters, we trained two different types of networks, a fully connected network with two hidden layers with a total of 26,506 parameters and a convolutional network with 93,322, on the MNIST dataset. The weights of these networks were either unconstrained and updates performed through SGD, both with and without weight decay applied, or they were constrained to lie in a...
certain feasible region and trained using SFW. The results are shown in Figure 4.

We see that regions spanned by sparse vectors, such as $K$-sparse polytopes, result in noticeably fewer active parameters in the network over the course of training, whereas regions whose LMO forces larger updates in each parameter, such as the Hypercube, result in more active weights.

### 4.4 Training very deep Neural Networks

Finally, we demonstrate the feasibility of training even very deep Neural Networks using stochastic Frank-Wolfe algorithms. We have trained several state-of-the-art Neural Networks on the CIFAR-10, CIFAR-100 and ImageNet datasets (Krizhevsky, 2009; Deng et al., 2009). In Table 4.1 we show the top-1 test accuracy attained by networks based on the DenseNet, WideResNet, GoogLeNet and ResNeXt architecture on the test sets of these datasets. Here we compare networks with unconstrained parameters trained using SGD with momentum both with and without weight decay as well as networks whose parameters are constrained in their $L^2$-norm or $L^\infty$-norm, as laid out Section 3, and which were trained using SFW with momentum. Both the weight decay parameter and the size of the feasible region was tuned individually and we scaled the updates of SFW to be comparable with that of SGD, again as laid out Section 3. We can observe that, when constraining the $L^2$-norm of the parameters, SFW attains performance exceeding that of standard SGD and matching the state-of-the-art performance of SGD with weight decay. When constraining the $L^\infty$-norm of the parameters, SFW does not quite achieve the same performance as SGD with weight decay, but a
regularization effect through the constraints is nevertheless clearly present, as it still exceeds the performance of SGD without weight decay. We furthermore note that, due to the nature of the LMOs associated with these particular regions, runtimes were comparable.

5 Final remarks

The primary purpose of this paper is to promote the use of constraint sets to train Neural Networks even in state-of-the-art settings. We have developed implementations of the methods presented here both in TensorFlow (Abadi et al., 2015) and in PyTorch (Paszke et al., 2019) and have made the code publicly available on github.com/ZIB-IOL/StochasticFrankWolfe both for reproducibility and to encourage further research in this area.
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A Proof of Theorem 2.1

For a given probability space \( \Omega \), we consider the stochastic optimization problem of the form

\[
\min_{\theta \in C} L(\theta) = \min_{\theta \in C} \mathbb{E}_{\omega \in \Omega} \ell(\theta, \omega),
\]

where we assume that \( L \) and \( \ell \) are differentiable in \( \theta \) but possibly non-convex and \( C \) is convex and compact. We slightly reformulate Algorithm 1 (without momentum) for this stochastic problem formulation in Algorithm 2.

Algorithm 2 Stochastic Frank–Wolfe (SFW)

**Input:** Initial parameters \( \theta_0 \in C \), learning rate \( \alpha_t \in [0, 1] \), batch size \( b_t \), number of steps \( T \).

1. for \( t = 0 \) to \( T - 1 \) do
2. sample i.i.d. \( \omega_1^{(t)}, \ldots, \omega_{b_t}^{(t)} \in \Omega \)
3. \( \nabla L(\theta_t) \leftarrow \frac{1}{b_t} \sum_{j=1}^{b_t} \nabla \ell(\theta_t, \omega_j^{(t)}) \)
4. \( v_t \leftarrow \arg \min_{v \in C} \langle \nabla L(\theta_t), v \rangle \)
5. \( \theta_{t+1} \leftarrow \theta_t + \alpha_t (v_t - \theta_t) \)
6. end for

Let us recall some definitions. We denote the globally optimal solution to Equation 17 by \( \theta^* \) and the Frank–Wolfe Gap is defined as

\[
G(\theta) = \max_{v \in C} \langle v - \theta, -\nabla L(\theta) \rangle.
\]

Let us assume that \( \ell \) is \( M \)-smooth, that is

\[
\|\nabla \ell(x, \omega) - \nabla \ell(y, \omega)\| \leq M\|x - y\|,
\]

for any \( \omega \in \Omega \). We note that it follows that \( L \) is also \( M \)-smooth and furthermore

\[
G = \max_{x \in C} \sup_{\omega \in \Omega} \|\nabla \ell(x, \omega)\|
\]

exists, that is \( \ell \) is also \( G \)-Lipschitz. A well known consequence of \( L \) being \( M \)-smooth is that

\[
L(x) \leq L(y) + \langle \nabla L(y), x - y \rangle + \frac{M}{2}\|x - y\|^2.
\]

Denote the \( L^2 \)-diameter of \( C \) by \( D(C) = D \), that is \( \|x - y\| \leq D \) for all \( x, y \in C \). Let \( \beta \in \mathbb{R} \) satisfy

\[
\beta \geq \frac{2(L(\theta_0) - L(\theta^*))}{MD^2},
\]

for some given initialization \( \theta_0 \in C \) of the parameters. Under these assumptions, the following generalization of Theorem 2.1 holds. Note that the dependency of the learning rate on \( L(\theta_0) - L(\theta^*) \) can be removed by simply setting \( \beta \) equal to its lower bound.

**Theorem A.1** (Reddi et al. (2016)). Let \( b_t = b = T \) and

\[
\alpha_t = \alpha \left( \frac{L(\theta_0) - L(\theta^*)}{TMD^2 \beta} \right)^{1/2},
\]

for all \( 0 \leq t < T \). If \( \theta_a \) is chosen uniformly at random from \( \{\theta_i : 0 \leq i < T\} \) as determined by Algorithm 2 applied to Equation (17), then we have

\[
\mathbb{E} G(\theta_a) \leq \frac{D}{\sqrt{T}} \left( G + \left( \frac{2M(L(\theta_0) - L(\theta^*))}{M^2D^2 \beta} \right)^{1/2} (1 + \beta) \right),
\]

where \( \mathbb{E} \) denotes the expectation w.r.t. all the randomness present.
To state a proof, we will need the following well-established Lemma quantifying how closely \( \nabla \bar{L}(\theta) \) approximates \( \nabla (\theta_t) \). A proof can for example be found in Reddi et al. (2016).

**Lemma A.2.** Let \( \omega_1, \ldots, \omega_b \) be i.i.d. samples in \( \Omega \), \( \theta \in \mathcal{C} \) and \( \nabla \bar{L}(\theta) = \frac{1}{b} \sum_{j=1}^{b} \nabla \ell(\theta_t, \omega_j) \). If \( \ell \) is G-Lipschitz, then

\[
\mathbb{E}\|\nabla \bar{L}(\theta) - \nabla (\theta)\| \leq \frac{G}{b^{1/2}}.
\]  

(24)

**Proof of Theorem A.1.** By \( M \)-smoothness of \( L \) we have

\[
L(\theta_{t+1}) \leq L(\theta_t) + \langle \nabla L(\theta_t), \theta_{t+1} - \theta_t \rangle + \frac{M}{2} \| \theta_{t+1} - \theta_t \|^2.
\]

Using the fact that \( \theta_{t+1} = \theta_t + \alpha (v_t - \theta_t) \) in Algorithm 2 and that \( \| v_t - \theta_t \| \leq D \), it follows that

\[
L(\theta_{t+1}) \leq L(\theta_t) + \alpha \langle \nabla L(\theta_t), v_t - \theta_t \rangle + \frac{MD^2 \alpha^2}{2}.
\]

(25)

Now let

\[
\hat{v}_t = \arg \min_{v \in \mathcal{C}} \langle \nabla L(\theta_t), v \rangle
\]

(26)

for any \( t = 0, \ldots, T - 1 \). Note the difference to the definition of \( v_t \) in Line 4 in Algorithm 2 and also note that

\[
\mathcal{G}(\theta) = \max_{v \in \mathcal{C}} \langle v - \theta, -\nabla L(\theta) \rangle = \langle \hat{v}_t - \theta, -\nabla L(\theta) \rangle.
\]

(27)

Continuing from Equation (25), we therefore have

\[
L(\theta_{t+1}) \leq L(\theta_t) + \alpha \langle \nabla \bar{L}(\theta_t), v_t - \theta_t \rangle + \alpha \langle \nabla L(\theta_t), \hat{v}_t - \theta_t \rangle + \alpha \langle \nabla L(\theta_t), \hat{v}_t - \theta_t \rangle + \frac{MD^2 \alpha^2}{2}
\]

\[
= L(\theta_t) + \alpha \langle \nabla \bar{L}(\theta_t), \hat{v}_t - \theta_t \rangle + \alpha \langle \nabla L(\theta_t), \hat{v}_t - \theta_t \rangle + \frac{MD^2 \alpha^2}{2}
\]

\[
= L(\theta_t) - \alpha \mathcal{G}(\theta_t) + \alpha \langle \nabla \bar{L}(\theta_t), v_t - \theta_t \rangle + \frac{MD^2 \alpha^2}{2}
\]

Applying Cauchy–Schwarz and using the fact that the diameter of \( \mathcal{C} \) is \( D \), we therefore have

\[
L(\theta_{t+1}) \leq L(\theta_t) - \alpha \mathcal{G}(\theta_t) + \alpha D \| \nabla \bar{L}(\theta_t) - \hat{v}_t \| + \frac{MD^2 \alpha^2}{2}.
\]

(28)

Taking expectations and applying Lemma A.2, we get

\[
EL(\theta_{t+1}) \leq EL(\theta_t) - \alpha \mathbb{E} \mathcal{G}(\theta_t) + \frac{G D \alpha}{b^{1/2}} + \frac{MD^2 \alpha^2}{2}.
\]

(29)

By rearranging and summing over \( t = 0, \ldots, T - 1 \), we get the upper bound

\[
\sum_{t=0}^{T-1} \mathbb{E} \mathcal{G}(\theta_t) \leq \frac{L(\theta_0) - EL(\theta_T)}{\alpha} + \frac{G D}{b^{1/2}} + \frac{MD^2 \alpha}{2}
\]

\[
\leq \frac{L(\theta_0) - EL(\theta^*)}{\alpha} + \frac{G D}{b^{1/2}} + \frac{MD^2 \alpha}{2}.
\]

(30)

Using the definition of \( \theta_a \) as well as the specified values for \( \alpha \) and \( b \) and the bound for \( \beta \), we get the desired

\[
\mathbb{E} \mathcal{G}(\theta_a) \leq \frac{D}{\sqrt{T}} \left( G + \left( \frac{2M(L(\theta_0) - L(\theta^*))}{\beta} \right)^{1/2} \right)
\]

\( (1 + \beta) \).
B Further stochastic Frank–Wolfe algorithms

**Algorithm 3** SVRF (Hazan and Luo, 2016)

**Input:** Initial parameters $\theta_0 \in \mathcal{C}$, learning rate $\alpha_{t,k} \in [0, 1]$, batch size $b_{t,k} \in [1, m]$, number of steps $T$ and $K_t$.

1: for $t = 0$ to $T - 1$ do
2:   take snapshot $x_0 = \theta_t$ and compute $\nabla L(x_0)$
3:   for $k = 0$ to $K_t$ do
4:     uniformly sample i.i.d. $i_1, \ldots, i_{b_{t,k}}$ from $[1, m]$
5:     $\nabla L(x_k) \leftarrow \nabla L(x_0) + \frac{1}{b_{t,k}} \sum_{j=1}^{b_{t,k}} (\nabla \ell_i(x_k) - \ell_i(x_0))$
6:     $v_k \leftarrow \arg \min_{v \in \mathcal{C}} (\nabla L(x_k), v)$
7:     $x_{k+1} \leftarrow x_k + \alpha_{t,k}(v_k - x_k)$
8:   end for
9:   $\theta_{t+1} \leftarrow x_{K_t}$
10: end for

**Algorithm 4** SPIDER-FW (Yurtsever et al., 2019; Shen et al., 2019)

**Input:** Initial parameters $\theta_0 \in \mathcal{C}$, learning rate $\alpha_{t,k} \in [0, 1]$, batch size $b_{t,k} \in [1, m]$, number of steps $T$ and $K_t$.

1: for $t = 0$ to $T - 1$ do
2:   take snapshot $x_0 = \theta_t$ and compute $\nabla L(x_0) \leftarrow \nabla L(x_0)$
3:   for $k = 1$ to $K_t$ do
4:     uniformly sample i.i.d. $i_1, \ldots, i_{b_{t,k}}$ from $[1, m]$
5:     $\nabla L(x_k) \leftarrow \nabla L(x_{k-1}) + \frac{1}{b_{t,k}} \sum_{j=1}^{b_{t,k}} (\nabla \ell_i(x_k) - \ell_i(x_{\text{max}(k-1,0)}))$
6:     $v_k \leftarrow \arg \min_{v \in \mathcal{C}} (\nabla L(x_k), v)$
7:     $x_{k+1} \leftarrow x_k + \alpha_{t,k}(v_k - x_k)$
8:   end for
9:   $\theta_{t+1} \leftarrow x_{K_t}$
10: end for

**Algorithm 5** ORGFW (Xie et al., 2019)

**Input:** Initial parameters $\theta_0 \in \mathcal{C}$, learning rate $\alpha_t \in [0, 1]$, momentum $\rho_t \in [0, 1]$, batch size $b_t \in [1, m]$, number of steps $T$.

1: for $t = 0$ to $T - 1$ do
2:   uniformly sample i.i.d. $i_1, \ldots, i_{b_t}$ from $[1, m]$
3:   if $t = 0$ then
4:     $m_0 \leftarrow \frac{1}{b_t} \sum_{j=1}^{b_t} \nabla \ell_j(\theta_0)$
5:   else
6:     $m_t \leftarrow \frac{1}{b_t} \sum_{j=1}^{b_t} \nabla \ell_j(\theta_t) + (1 - \rho_t) \left( m_{t-1} - \frac{1}{b_{t-1}} \sum_{j=1}^{b_{t-1}} \nabla \ell_j(\theta_{t-1}) \right)$
7:   end if
8:   $\nu_t \leftarrow \arg \min_{v \in \mathcal{C}} (m_t, v)$
9:   $\theta_{t+1} \leftarrow \theta_t + \alpha_t(\nu_t - \theta_t)$
10: end for
C  Further computational results and complete setups

The setup in Figure 4 was as follows: the fully connected Neural Network consists of two hidden layers of size 32 with ReLU activations. The convolutional Neural Network consists of a $3 \times 3$ convolutional layer with 32 channels and ReLU activations, followed by a $2 \times 2$ max pooling layer, followed by a $3 \times 3$ convolutional layer with 64 channels and ReLU activations, followed by a $2 \times 2$ max pooling layer, followed by a $3 \times 3$ convolutional layer with 64 channels and ReLU activations, followed by a fully connected layer of size 64 with ReLU activations. Both networks were always trained for 10 epochs with a batch size of 64. All $L^p$-constraints were determined according to Equation (16) with $w = 100$. For the $K$-sparse polytope, a radius of 300 was used for each layer and $K$ was determined as the larger value of either 100 or 0.1 times the number of weights in the case of the fully connected network and the larger value of either 100 or 0.03 times the number of weights in the case of the convolutional network. Constrained networks were trained using SFW with momentum of 0.9, that is $\rho = 0.1$, and a learning rate of 0.3 using the modification suggested in Equation (14). Unconstrained networks were trained using SGD with momentum of 0.9 and a learning rate of 0.3. When using weight decay, the parameter was set to 0.0001. Results are averaged over 5 runs each.

|                          | training                      | test                            |
|--------------------------|-------------------------------|---------------------------------|
|                          | loss  | accuracy | loss  | accuracy |
| SGD without weight decay  | 0.0019 $\pm 0.0004$ | 99.94% $\pm 0.01$ | 0.4916 $\pm 0.0177$ | 93.32% $\pm 0.17$ |
| SGD with weight decay     | 0.0020 $\pm 0.0002$ | 99.97% $\pm 0.01$ | 0.2848 $\pm 0.0066$ | 94.20% $\pm 0.19$ |
| SFW with $L^2$-constraints | 0.0034 $\pm 0.0003$ | 99.96% $\pm 0.01$ | 0.2425 $\pm 0.0074$ | 94.46% $\pm 0.13$ |
| SFW with $L^\infty$-constraints | 0.0028 $\pm 0.0002$ | 99.95% $\pm 0.01$ | 0.2744 $\pm 0.0104$ | 94.20% $\pm 0.19$ |

Table 2: DenseNet121 trained for 200 epochs on the CIFAR-10 dataset with batch size 64. SGD was used with Nesterov momentum of 0.9. When using weight decay, the parameter was set to 0.0001. SFW was used with momentum of 0.9, that is $\rho = 0.1$, and the modification suggested in Equation (14). $L^2$-constraints were determined according to Equation (16) with $w = 13$. $L^\infty$-constraints were determined according to Equation (16) with $w = 30$. The learning rate was initialized to $\alpha = 0.1$ and decreased by a factor of 0.1 every 90 epochs. Additionally, it was automatically decreased by a factor of 0.7 if the 5-epoch average of the loss was strictly greater than the 10-epoch average and increased by a factor of by roughly 1.06 if the opposite was true. All results are based on at least three runs with the corresponding settings.
| training            | loss      | accuracy   | test          | loss      | accuracy   |
|---------------------|-----------|------------|---------------|-----------|------------|
| SGD without weight decay | 0.0007 ± 0.0011 | 99.98% ± 0.01 | 0.4446 ± 0.0107 | 94.44% ± 0.12 |
| SGD with weight decay  | 0.0008 ± 0.0011 | 100.00% ± 0.00 | 0.2226 ± 0.0127 | 95.13% ± 0.11 |
| SFW with $L^2$-constraints | 0.0010 ± 0.0011 | 99.99% ± 0.01 | 0.2843 ± 0.0101 | 94.58% ± 0.18 |
| SFW with $L^\infty$-constraints | 0.0006 ± 0.0001 | 99.99% ± 0.00 | 0.5246 ± 0.0798 | 94.03% ± 0.35 |

Table 3: WideResNet28x10 trained for 200 epochs on the CIFAR-10 dataset with batch size 128. SGD was used with Nesterov momentum of 0.9. When using weight decay, the parameter was set to 0.0001. SFW was used with momentum of 0.9, that is $\rho = 0.1$, and the modification suggested in Equation (14). $L^2$-constraints were determined according to Equation (16) with $w = 30$. $L^\infty$-constraints were determined according to Equation (16) with $w = 100$. The learning rate was initialized to $\alpha = 0.1$ and decreased by a factor of 0.2 at epoch 60, 120 and 160. Additionally, it was automatically decreased by a factor of 0.7 if the 5-epoch average of the loss was strictly greater than the 10-epoch average and increased by a factor of by roughly 1.06 if the opposite was true. All results are based on five runs with the corresponding settings.

| training            | loss      | accuracy   | test          | loss      | accuracy   |
|---------------------|-----------|------------|---------------|-----------|------------|
| SGD without weight decay | 0.0094 ± 0.0012 | 99.71% ± 0.04 | 1.9856 ± 0.0278 | 76.82% ± 0.25 |
| SGD with weight decay  | 0.0113 ± 0.0007 | 99.85% ± 0.02 | 1.0385 ± 0.0126 | 77.50% ± 0.13 |
| SFW with $L^2$-constraints | 0.0152 ± 0.0011 | 99.94% ± 0.01 | 0.8188 ± 0.0039 | 78.88% ± 0.10 |
| SFW with $L^\infty$-constraints | 0.0131 ± 0.0015 | 99.82% ± 0.02 | 1.0462 ± 0.0140 | 76.54% ± 0.50 |

Table 4: GoogLeNet trained for 200 epochs on the CIFAR-100 dataset with batch size 128. SGD was used with Nesterov momentum of 0.9. When using weight decay, the parameter was set to 0.0001. SFW was used with momentum of 0.9, that is $\rho = 0.1$, and the modification suggested in Equation (14). $L^2$-constraints were determined according to Equation (16) with $w = 10$. $L^\infty$-constraints were determined according to Equation (16) with $w = 30$. The learning rate was initialized to $\alpha = 0.1$ and decreased by a factor of 0.2 at epoch 60, 120 and 160. Additionally, it was automatically decreased by a factor of 0.7 if the 5-epoch average of the loss was strictly greater than the 10-epoch average and increased by a factor of by roughly 1.06 if the opposite was true. All results are based on three runs with the corresponding settings.
Figure 5: Comparing different stochastic Frank–Wolfe algorithms to train a fully connected Neural Network on the MNIST dataset. The fully connected Neural Network consists of two hidden layers of size 64 with ReLU activations. The $L^2$-constraints were determined according to Equation (16) with $w = 300$. For SFW batch size was 50 and learning rate was 0.3 set according to Equation (13). For MSFW batch size was 50, learning rate was 0.1 set according to Equation (13), and momentum was 0.9, that is $\rho = 0.1$. For SVRF batch size was 50 and learning rate was 0.1 set according to Equation (13), and the reference point was updated at the beginning of each epoch. For ORGFW batch size was 50, learning rate was 0.03 set according to Equation (13), and momentum was 0.9, that is $\rho = 0.1$. Results are averaged over 10 runs each.
Figure 6: Comparing different stochastic Frank–Wolfe algorithms to train a fully connected Neural Network on the Fashion-MNIST dataset. The fully connected Neural Network consists of two hidden layers of size 64 with ReLU activations. The $L^1$-constraints were determined according to Equation (16) with $w = 1000$. For SFW batch size was 50 and learning rate was 0.1 set according to Equation (13). For MSFW batch size was 50, learning rate was 0.1 set according to Equation (13), and momentum was 0.9, that is $\rho = 0.1$. For SVRF batch size was 50 and learning rate was 0.03 set according to Equation (13), and the reference point was updated at the beginning of each epoch. For ORGFW batch size was 50, learning rate was 0.1 set according to Equation (13), and momentum was 0.9, that is $\rho = 0.1$. Results are averaged over 10 runs each.
Figure 7: Comparing different stochastic Frank–Wolfe algorithms to train a fully connected Neural Network on sparse feature vectors generated from the IMDB dataset of movie reviews. The fully connected Neural Network consists of a single hidden layers of size 32 with ReLU activations. The $L_\infty$-constraints were determined according to Equation (16) with $w = 3$. For SFW batch size was 100 and learning rate was 0.1 set according to Equation (13). For MSFW batch size was 100, learning rate was 0.03 set according to Equation (13), and momentum was 0.9, that is $\rho = 0.1$. For SVRF batch size was 100 and learning rate was 0.1 set according to Equation (13), and the reference point was updated at the beginning of each epoch. For ORGFW batch size was 100, learning rate was 0.03 set according to Equation (13), and momentum was 0.9, that is $\rho = 0.1$. Results are averaged over 10 runs each.
Figure 8: Visualization of the weights in a fully connected no-hidden-layer classifier trained on the MNIST dataset for 10 epochs with a batch size of 64. Red corresponds to negative and green to positive weights. The parameters of the network in the first four columns, corresponding to the SGD, Adam, Adagrad and Adadelta optimizers, were unconstrained. The networks in the remaining columns were constrained as indicated and trained using SFW with the modification in Equation (13). All results are based on single runs with the corresponding settings. The hyperparameters for the constraints were $\tau = 10000$ for the $L^1$-norm ball, $\tau = 1000$ and $K = 1000$ for the $K$-sparse polytope, $\tau = 1000$ for the $L^2$-norm ball, $\tau = 100$ for the $L^5$-norm ball and $\tau = 1$ for the $L^\infty$-norm ball. The test set accuracies achieved were, from left to right, 92.15%, 92.65%, 92.42%, 92.55%, 86.96%, 91.92%, 92.17%, 92.09% and 90.07%. Learning rates were from left to right, 0.1, 0.001, 0.1, 1, 0.5, 0.3, 0.3, 0.1 and 0.03. Momentum was not used for any of the runs.
| Class       | SGD          | Adam         | Adagrad      | Adadelta     | $L^1$-norm ball | $K$-sparse p. | $L^2$-norm ball | $L^5$-norm ball | Hypercube |
|-------------|--------------|--------------|--------------|--------------|-----------------|---------------|-----------------|-----------------|-----------|
| T-shirt/top | ![Image](image1.png) | ![Image](image2.png) | ![Image](image3.png) | ![Image](image4.png) | ![Image](image5.png) | ![Image](image6.png) | ![Image](image7.png) | ![Image](image8.png) | ![Image](image9.png) |
| Trouser     | ![Image](image10.png) | ![Image](image11.png) | ![Image](image12.png) | ![Image](image13.png) | ![Image](image14.png) | ![Image](image15.png) | ![Image](image16.png) | ![Image](image17.png) | ![Image](image18.png) |
| Pullover    | ![Image](image19.png) | ![Image](image20.png) | ![Image](image21.png) | ![Image](image22.png) | ![Image](image23.png) | ![Image](image24.png) | ![Image](image25.png) | ![Image](image26.png) | ![Image](image27.png) |
| Dress       | ![Image](image28.png) | ![Image](image29.png) | ![Image](image30.png) | ![Image](image31.png) | ![Image](image32.png) | ![Image](image33.png) | ![Image](image34.png) | ![Image](image35.png) | ![Image](image36.png) |
| Coat        | ![Image](image37.png) | ![Image](image38.png) | ![Image](image39.png) | ![Image](image40.png) | ![Image](image41.png) | ![Image](image42.png) | ![Image](image43.png) | ![Image](image44.png) | ![Image](image45.png) |
| Sandal      | ![Image](image46.png) | ![Image](image47.png) | ![Image](image48.png) | ![Image](image49.png) | ![Image](image50.png) | ![Image](image51.png) | ![Image](image52.png) | ![Image](image53.png) | ![Image](image54.png) |
| Shirt       | ![Image](image55.png) | ![Image](image56.png) | ![Image](image57.png) | ![Image](image58.png) | ![Image](image59.png) | ![Image](image60.png) | ![Image](image61.png) | ![Image](image62.png) | ![Image](image63.png) |
| Sneaker     | ![Image](image64.png) | ![Image](image65.png) | ![Image](image66.png) | ![Image](image67.png) | ![Image](image68.png) | ![Image](image69.png) | ![Image](image70.png) | ![Image](image71.png) | ![Image](image72.png) |
| Bag         | ![Image](image73.png) | ![Image](image74.png) | ![Image](image75.png) | ![Image](image76.png) | ![Image](image77.png) | ![Image](image78.png) | ![Image](image79.png) | ![Image](image80.png) | ![Image](image81.png) |
| Ankle boot  | ![Image](image82.png) | ![Image](image83.png) | ![Image](image84.png) | ![Image](image85.png) | ![Image](image86.png) | ![Image](image87.png) | ![Image](image88.png) | ![Image](image89.png) | ![Image](image90.png) |

Figure 9: Visualization of the weights in a fully connected no-hidden-layer classifier trained on the Fashion-MNIST dataset for 10 epochs with a batch size of 64. Red corresponds to negative and green to positive weights. The parameters of the network in the first four columns, corresponding to the SGD, Adam, Adagrad and Adadelta optimizers, were unconstrained. The networks in the remaining columns were constrained as indicated and trained using SFW with the modification in Equation (13). All results are based on single runs with the corresponding settings. The hyperparameters for the constraints were $\tau = 10000$ for the $L^1$-norm ball, $\tau = 3000$ and $K = 1000$ for the $K$-sparse polytope, $\tau = 1000$ for the $L^2$-norm ball, $\tau = 100$ for the $L^5$-norm ball and $\tau = 1$ for the $L^\infty$-norm ball. The test set accuracies achieved were, from left to right, 82.96%, 84.22%, 83.63%, 83.46%, 77.62%, 82.17%, 83.43%, 81.97% and 80.55%. Learning rates were from left to right, 0.03, 0.001, 0.03, 0.3, 0.3, 0.1, 0.1 and 0.03. Momentum was not used for any of the runs.
Table 5: Results of a DenseNet121 network trained for 90 epochs on the ImageNet dataset with batch size 256. SGD was used with Nesterov momentum of 0.9. When using weight decay, the parameter was set to 0.0001. SFW was used with momentum of 0.9, that is \( \rho = 0.1 \), and the modification suggested in Equation (14). \( L^2 \)-constraints were determined according to Equation (16) with \( w = 30 \). \( L^\infty \)-constraints were determined according to Equation (16) with \( w = 100 \). The learning rate was initialized to \( \alpha = 0.1 \) and decreased by a factor of 0.1 every 30 epochs. Additionally, it was automatically decreased by a factor of 0.7 if the 5-epoch average of the loss was strictly greater than the 10-epoch average and increased by a factor of by roughly 1.06 if the opposite was true.

| Method                | loss       | training accuracy | top-5 accuracy | loss       | test accuracy | top-5 accuracy |
|-----------------------|------------|-------------------|----------------|------------|---------------|----------------|
| SGD without weight decay | 0.9409    | 76.95%            | 91.45%         | 1.2945     | 71.06%        | 89.77%         |
| SGD with weight decay  | 1.0107     | 75.57%            | 91.10%         | 0.9957     | 74.89%        | 92.30%         |
| SFW with \( L^2 \)-constraints | 1.1931     | 71.85%            | 89.04%         | 1.0542     | 73.46%        | 91.47%         |
| SFW with \( L^\infty \)-constraints | 1.1871     | 71.64%            | 88.89%         | 1.1111     | 72.22%        | 90.72%         |

Table 6: Results of a ResNeXt50 network trained for 90 epochs on the ImageNet dataset with batch size 256. SGD was used with Nesterov momentum of 0.9. When using weight decay, the parameter was set to 0.0001. SFW was used with momentum of 0.9, that is \( \rho = 0.1 \), and the modification suggested in Equation (14). \( L^2 \)-constraints were determined according to Equation (16) with \( w = 30 \). \( L^\infty \)-constraints were determined according to Equation (16) with \( w = 100 \). The learning rate was initialized to \( \alpha = 0.1 \) and decreased by a factor of 0.1 every 30 epochs. Additionally, it was automatically decreased by a factor of 0.7 if the 5-epoch average of the loss was strictly greater than the 10-epoch average and increased by a factor of by roughly 1.06 if the opposite was true.

| Method                | loss       | training accuracy | top-5 accuracy | loss       | test accuracy | top-5 accuracy |
|-----------------------|------------|-------------------|----------------|------------|---------------|----------------|
| SGD without weight decay | 0.5382    | 86.77%            | 95.31%         | 1.6467     | 70.15%        | 88.79%         |
| SGD with weight decay  | 0.6889     | 83.16%            | 94.37%         | 0.9810     | 76.09%        | 92.98%         |
| SFW with \( L^2 \)-constraints | 0.9257     | 78.12%            | 92.18%         | 0.9598     | 75.77%        | 92.64%         |
| SFW with \( L^\infty \)-constraints | 0.9476     | 76.92%            | 91.69%         | 1.057      | 73.95%        | 91.44%         |