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Abstract. This paper reports the results of an ongoing in-depth analysis of the classical trajectories of the class of non-Hermitian $\mathcal{PT}$-symmetric Hamiltonians $H = p^2 + x^2(ix)^\epsilon$ ($\epsilon \geq 0$). A variety of phenomena, heretofore overlooked, have been discovered such as the existence of infinitely many separatrix trajectories, sequences of critical initial values associated with limiting classical orbits, regions of broken $\mathcal{PT}$-symmetric classical trajectories, and a remarkable topological transition at $\epsilon = 2$. This investigation is a work in progress and it is not complete; many features of complex trajectories are still under study.

1. Introduction

The family of non-Hermitian $\mathcal{PT}$-symmetric quantum-mechanical Hamiltonians

$$\hat{H} = \hat{p}^2 + \hat{x}^2(i\hat{x})^\epsilon \quad (\epsilon \text{ real})$$

is a complex deformation in the parameter $\epsilon$ of the quantum harmonic-oscillator Hamiltonian $\hat{p}^2 + \hat{x}^2$. At $\epsilon = 0$ the spectrum of $\hat{H}$ consists of the harmonic-oscillator eigenvalues $E_n = 2n + 1$ ($n = 0, 1, 2, \ldots$). As $\epsilon$ varies away from 0, the eigenvalues exhibit several characteristic behaviors: For $\epsilon > 0$ the eigenvalues are all real, positive, and discrete, and the eigenvalues increase as $\epsilon$ increases; for $\epsilon < 0$ only a finite number of the eigenvalues are real and the infinite number of remaining complex eigenvalues occur as complex-conjugate pairs [1, 2, 3, 4, 5, 6].

The quartic case $\epsilon = 2$ is special because only for this value of $\epsilon$ can the transformation from $\hat{H}$ to $\hat{h}$ be carried out in closed form with $\hat{h}$ having the simple local structure $\hat{p}^2 + V(\hat{x})$, where the potential function $V$ is also quartic [7, 8, 9]. For other values of $\epsilon$ the corresponding isospectral Hermitian Hamiltonian $\hat{h}$ contains $\hat{p}^2$, $\hat{p}^4$, $\hat{p}^6$, $\ldots$, and thus is nonlocal [10].
This paper reports our study of the remarkable underlying classical properties of the quantum Hamiltonian (1). The classical trajectories are curves $x(t)$ that lie in the complex-$x$ plane. At the classical level there is a transition at $\varepsilon = 0$ that corresponds with the quantum transition described above. Specifically, in the region of unbroken $\mathcal{PT}$ symmetry the classical orbits tend to be closed but in the broken region the orbits are open [11]. This change of topology is shown in Fig. 1. The transition between regions of broken and unbroken $\mathcal{PT}$ symmetry has been observed repeatedly in laboratory experiments [12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22].
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**Figure 1.** [Color online] Complex classical trajectories for the Hamiltonian $H = p^2 + x^2(ix)^{\varepsilon}$ for $\varepsilon = -0.1$ and $\varepsilon = 0.1$. The energy (the value of $H$) for the classical orbits is 1 and the initial value in both cases is $-0.2i$. For negative $\varepsilon$ the orbits are open (left panel) and for positive $\varepsilon$ the orbits are usually closed (right panel).

There have already been many studies of complex classical mechanics [2, 23, 24, 25, 26, 27, 28] and studies of complex quantum-mechanical systems at the classical level [29, 30, 31] and at the semiclassical level [32, 33, 34, 35]. Here, we have undertaken a detailed re-examination of the classical trajectories of $H$ in (1) in the unbroken region $\varepsilon \geq 0$. We report here that the classical trajectories exhibit many surprising properties that to date have not been noticed. For example, there are sequences of critical initial values that give rise to separatrix trajectories; these separatrices serve as boundaries between regions of topologically distinct classes of orbits. A particularly interesting feature is that at $\varepsilon = 2$, the unique value of $\varepsilon$ at which there exists a simple transformation from a quantum $\mathcal{PT}$-symmetric non-Hermitian quantum Hamiltonian to a local Hermitian quantum Hamiltonian, there is a corresponding dramatic transition in the topology of the classical orbits. We give a detailed description of the current status of this work in this paper.

This presentation is organized as follows. Section 2 reviews the most well known features of the complex classical trajectories for the Hamiltonian (1). We examine the generic properties of complex classical trajectories in the parametric region $0 \leq \varepsilon < 2$ in Sec. 3 with a focus on the case of irrational $\varepsilon$. (The case of rational $\varepsilon$ is more complicated because when $\varepsilon$ is rational there are new discrete symmetries in addition to $\mathcal{PT}$ symmetry that one must consider, and this complicates the discussion. We will discuss the case of rational $\varepsilon$ at length in a future paper.) We discuss the properties of complex trajectories in region $0 \varepsilon \geq 2$ in Sec. 4. Some concluding remarks and conjectures about results of future investigations are given in Sec. 5.
2. General properties of complex classical trajectories

We begin by reviewing some of the properties of complex classical trajectories for the Hamiltonian (1). Hamilton’s classical equations of motion are

\[ \dot{x} = \frac{\partial}{\partial p} H = 2p, \]
\[ \dot{p} = -\frac{\partial}{\partial x} H = -(2 + \varepsilon)x(ix)^\varepsilon, \]  

where the dot indicates differentiation with respect to time \( t \). (The time variable \( t \) is treated as real.) As is the case with any Hamiltonian system, an immediate consequence of these equations is that the energy (that is, the value of \( H \)) is conserved in time. For any \( \varepsilon \) we may perform a scaling of \( x \) and \( p \) in the Hamiltonian (1) so that without loss of generality the dimensionless total energy of a classical particle can be taken to be 1:

\[ p^2 + x^2(ix)^\varepsilon = 1. \]  

The system of first-order equations (2) is equivalent to Newton’s equation of motion, which is a second-order differential equation, but the fact that energy is conserved allows us to use the first equation in (2) to rewrite (3) as a first-order differential equation for the motion of the classical particle:

\[ \dot{x}^2 + 4x^2(ix)^\varepsilon = 4. \]  

This equation emphasizes that if we know where the particle is, we know the velocity of the particle up to a sign, and therefore we can predict where the particle will go. (The choice in sign corresponds to whether the particle is moving forward or backward in time.) Furthermore, because this equation is complex, the path of the classical particle lies in the complex-\( x \) plane.

In order to understand the trajectory of a classical particle it is necessary to find the classical turning points of the Hamiltonian. At these points, the velocity of the particle vanishes. From (4) we see that the turning points of \( H \) in (1) are solutions to

\[ x^2(ix)^\varepsilon = 1, \]  

so the turning points all lie on the unit circle in the complex-\( x \) plane.

By solving (4) we find the classical particle trajectories \( x(t) \) and we can easily establish that the period \( T \) of any closed orbit \( C \) is given by [3]

\[ T = \frac{1}{2} \int_C \frac{dx}{\sqrt{1 - x^2(ix)^\varepsilon}}. \]  

Typically, a closed path \( C \) in the complex-\( x \) plane (or, more generally, the Riemann surface) encloses the square-root branch-cut singularity joining a \( \mathcal{PT} \)-symmetric pair of turning points, as we can see from (6). Cauchy’s theorem, which guarantees path independence of complex contour integrals, implies that for any value of \( \varepsilon \) the period of all closed orbits that enclose a given pair of turning points is the same.

For the elementary case \( \varepsilon = 0 \), where the classical trajectories are governed by the classical harmonic oscillator Hamiltonian \( H = p^2 + x^2 \), there are only two turning points, which are located at \( x = \pm 1 \). All classical trajectories for this Hamiltonian are closed and periodic and lie in a (one-sheeted) complex plane. Five such trajectories are shown in Fig. 2.

All but one of the trajectories in Fig. 2 belong to the continuous family of nested ellipses whose foci are the turning points; these ellipses fill the entire complex-\( x \) plane except for the real axis between the turning points. In addition, there is one classical trajectory for a particle that oscillates between the two turning points; this particle reaches a turning point in finite time, stops, and then retraces its path as it moves away from the turning point. We call this special
Figure 2. [Color online] Five closed complex trajectories of the classical harmonic oscillator $H = p^2 + x^2$, which is the $\varepsilon = 0$ case of $H$ in (1). The energy (the value of $H$) for all classical orbits is 1. Four orbits are nested ellipses whose foci are the turning points (black dots) located at $x = \pm 1$. These elliptical orbits pass through the points $-0.5i, -i, -1.5i,$ and $-2.0i$. A special singular orbit (bold red) lies on the real axis and terminates at the turning points. The period of every orbit has the same value $T = \pi$. Although the orbits are elliptical, they are unlike Galilean planetary orbits, which are also nested ellipses, because the periods of Galilean orbits increase as the size of the ellipses increases. (Jupiter’s year is longer than the Earth’s year.) The Hamiltonian $H = p^2 + x^2$ is both $P$ symmetric and $T$ symmetric, so all trajectories are left-right and also up-down symmetric.

The terminating trajectory is singular because both ends of the trajectory terminate at turning points while all other trajectories represent a particle that never stops or reverses its direction. Note that in the limit as the semiminor axis of an elliptical path approaches 0 we obtain a degenerate ellipse that represents a particle that travels parallel to and infinitesimally above (or below) the real axis, goes around a turning point infinitesimally close to the turning point, and continues on again parallel to and infinitesimally below (or above) the real axis. This limiting trajectory does not terminate. The singular terminating trajectory lies exactly on the real axis between the two turning points; the terminating trajectory is special because it does not encircle and enclose the turning points.

To summarize: All elliptical classical orbits enclose the branch cut on the real axis that joins the two turning points while the singular orbit that oscillates between the turning points terminates at the turning points and does not enclose the branch cut. All classical orbits, the elliptical orbits and the terminating orbit, have period $T = \pi$, which we calculate by evaluating the integral (6).

In general, the shape of a classical trajectory in the complex plane is determined by the turning points in the vicinity of the trajectory. Recall what happens in the neighborhood of a turning point on the real axis: The turning points in Fig. 2 mark the edges of the classically allowed region, which is the portion of the real axis between the turning points. A particle in the classically allowed region slows down as it approaches a turning point. The particle stops
Figure 3. [Color online] Schematic comparison of the behavior of trajectories of a complex one-degree-of-freedom Hamiltonian near a typical turning point (black dot) in the complex plane (left panel) and trajectories of a real two-degree-of-freedom dynamical system near a typical saddle point (black dot) (right panel). For the complex Hamiltonian there is a unique terminating path (bold red) along which the trajectory approaches the turning point, stops, and then moves away from the turning point. All other trajectories (blue) exhibit a sling-shot-like behavior in which they make a $360^\circ$ turn as they go around the turning point. For a saddle point there are two paths (bold red) along which particles approach this critical point, but these particles cannot reach the critical point in finite time. Along all other curves (blue) particles at first approach the saddle point and then veer away from it.

momentarily at the turning point and then speeds up as it goes back along the path and moves away from the turning point. This trajectory follows (and is parallel to) the real axis. However, in the classically forbidden regions on the real axis to the right of the right turning point and to the left of the left turning point, all classical trajectories are orthogonal to the real axis.

Let us extend this picture into the complex plane: In the neighborhood of a turning point in the complex plane there is just one direction towards and away from the turning point and there is a unique singular terminating curve along which the classical particle (i) slows down as it approaches the turning point; (ii) stops instantaneously at the turning point; and then (iii) speeds up as it retraces this path and moves away from the turning point [9]. Particles following other complex paths are flung around the turning point. The turning point acts as if it is pulling on the classical particle; paths near the terminating (in-and-out) trajectory make a sling-shot-like $360^\circ$ turn about the turning point. Some typical classical trajectories are illustrated schematically in Fig. 3 (left panel). Note that the behavior illustrated in this figure is specific to theories for which the kinetic-energy term in the Hamiltonian is quadratic in $p$.

For Hamiltonians whose kinetic-energy term is $p^3$ or $p^4$, for example, the behavior of classical trajectories near the turning points is significantly more complicated [9, 36]. We do not discuss this possibility here.

Note that we are discussing here a Hamiltonian dynamical system having one complex degree of freedom. Its classical trajectories are paths $x(t)$ in the complex-$x$ plane. This is not the same as a system having two real degrees of freedom. For the real system, the structure analogous to a complex turning point is a critical point called a simple saddle point. Near a typical (quadratic) saddle point [see Fig. 3 (right panel)] there are two terminating paths (red) directly towards the critical point. On these two special curves the particle slows down as it approaches the critical
point but does not reach the critical point in finite time. On all other curves the particle first slows down as it approaches the saddle point and then speeds up as it turns and moves away from the saddle point.

As we increase \( \varepsilon \) in \( H \) in (1) above 0, the right and left turning points shown on Fig. 2 rotate downward into the lower-half complex plane and are located at

\[
x_{\text{right}} = \exp \left( -\frac{i\pi \varepsilon}{2+\varepsilon} \right) \quad \text{and} \quad x_{\text{left}} = \exp \left( -i\pi + \frac{i\pi \varepsilon}{2+\varepsilon} \right),
\]

which are \( \mathcal{PT} \) reflections of one another. [Under a \( \mathcal{PT} \) reflection a point \( x \) in the complex-\( x \) plane goes into \( -x^* \) \( [6] \), and because \( H \) in (1) is \( \mathcal{PT} \)-symmetric, its turning points are symmetric with respect to reflection about the imaginary axis.] Because the potential becomes multivalued when \( \varepsilon > 0 \), the equations of motion (2) and (4) of the classical particle are defined on a Riemann surface. Thus, the complex-\( x \) plane in Fig. 2 extends onto a multisheeted Riemann surface with a branch cut emanating from the origin \( x = 0 \). To be consistent with \( \mathcal{PT} \) symmetry we take the branch cut to lie on the positive-imaginary axis (see Fig. 4).

We evaluate the integral (6) and find that the period of the closed orbits is [3]

\[
T = 2\sqrt{\pi} \cos \left( \frac{\pi \varepsilon}{1+\varepsilon} \right) \Gamma \left( \frac{3+\varepsilon}{2+\varepsilon} \right) / \Gamma \left( \frac{4+\varepsilon}{2+\varepsilon} \right).
\]

The derivation of (8) assumes that the contour \( C \) in (6) does not cross the branch cut on the positive-imaginary axis.

Figure 4 displays some classical trajectories for \( \varepsilon = 1/\pi \). Plotted are the terminating trajectory for a particle that oscillates between the turning points, which lie at \( t_0 = \pm 0.84496 - 0.53483 \text{i} \), and three more trajectories that enclose this pair of turning points. These trajectories are \( \varepsilon \)-deformed versions of the \( \varepsilon = 0 \) ellipses in Fig. 2. No trajectories shown in Fig. 4 cross the branch cut. The periods for all of the closed trajectories that do not cross the branch cut, as obtained from (8) (and verified numerically), are \( T = 2.93702 \).

The maximal trajectory (the largest trajectory in Fig. 4 that does not cross the branch cut on the positive-imaginary axis) begins at the critical point \( x_0 = -0.6438554 \text{i} \). This trajectory is a separatrix curve that serves as the boundary between (i) trajectories that begin above \( x_0 \) and remain on the principal sheet of the Riemann surface, and (ii) trajectories that begin below \( x_0 \), cross the branch cut, and enter other sheets of the Riemann surface. As \( \varepsilon \) increases, \( x_0 \) moves down the imaginary axis. As \( \varepsilon \) approaches 1.0, \( x_0 \) approaches \(-2.0 \text{i}\) and as \( \varepsilon \) approaches 2.0, \( x_0 \) approaches \(-i\infty \) (see Fig. 5). Thus, there is a critical topological transition in the classical theory at \( \varepsilon = 2 \). This is a new discovery.

Between the origin and the critical point \( x_0 \), where the separatrix trajectory crosses the negative-imaginary axis, is the special point \( s_0 \). The point \( s_0 \) lies on the negative imaginary axis and is the center of the terminating trajectory connecting the turning points \( t_0 \). Like the plot of \( x_0 \) in Fig. 5, Fig. 6 shows the value of \( s_0 \) as a function of \( \varepsilon \). Unlike \( x_0 \), \( s_0 \) remains finite for all \( \varepsilon \). Observe that \( s_0 \) attains the value \(-i\) when \( \varepsilon = 2 \). Then, as \( \varepsilon \) increases further, \( s_0 \) reaches a minimum value of about \(-1.21188 \text{i} \) at \( \varepsilon = 7.62547 \) and then rises to \(-i \) as \( \varepsilon \to \infty \).

It is easy to explain this asymptotic limit. We see from (7) that the turning points approach \(-i\) on the negative-imaginary axis as \( \varepsilon \to \infty \). Furthermore, we see from (2) that a trajectory that crosses the imaginary axis at the point \(-iL\), where \( L > 0 \), has a real velocity of \( \pm \sqrt{1+L^2} \), and thus the trajectory is perpendicular to this axis. (The reality of the velocity is a consequence of \( \mathcal{PT} \) symmetry.) We conclude that the terminating trajectory becomes infinitely short and crosses the imaginary axis at \(-i\) as \( \varepsilon \) approaches \( \infty \). The triviality of this trajectory at \( \varepsilon = \infty \) corresponds to a dramatic simplification in the corresponding quantum-mechanical theory, which becomes exactly solvable (the complex equivalent of a square-well potential) for infinite \( \varepsilon \) [37].

A feature of the terminating curve that one can calculate analytically is the slope of the terminating curve at a turning point. To determine this slope we use Newton’s law to find the
Figure 4. Four complex classical trajectories of $H$ in (1) for $\varepsilon = 1/\pi$. The energy is 1. A terminating singular trajectory (bold red) begins at $s_0 = -0.325235i$ (black diamond) and joins the two turning points (bold dots), which are located at $t_0 = \pm 0.88496 - 0.53483i$. Three more trajectories, which begin at $-0.4i$, $-0.5i$, and $-0.6438554i$ enclose the turning points. The point $x_0 = -0.679076i$ (black square) is a critical point because the trajectory that emerges from this point is the last trajectory that does not cross the branch cut (black line on the positive-imaginary axis); this trajectory is a separatrix. The periods for all closed periodic orbits shown in this figure is $T = 2.93702$. None of the trajectories shown cross the branch cut but, as we will see, trajectories that begin below $x_0$ on the imaginary axis cross the branch cut on the positive-imaginary axis at successively higher points.

acceleration $\ddot{x}$ of a classical particle at the turning point. To derive Newton’s law we take the time derivative of the first equation in (2) and use the second equation in (2) to eliminate $\dot{p}$:

$$\ddot{x} = -2(2 + \varepsilon)x(i\dot{x})^\varepsilon. \quad (9)$$

This equation gives the (complex) acceleration $\ddot{x}$ as a function of the position of the classical particle. If we substitute the location of the right turning point $x_{\text{right}}$ in (7) for $x$ in (9), we obtain

$$\ddot{x} = -(4 + 2\varepsilon) \exp \left(i \frac{\pi}{4 + 2\varepsilon}\right). \quad (10)$$

Thus, at the right turning point the particle accelerates downward and to the left and the terminating curve slopes upward at an angle of $\frac{\pi}{4 + 2\varepsilon}$. For example, in Fig. 4 the slope of the terminating curve is $\frac{\pi}{2 + 4\pi}$, which we have verified numerically.

3. Trajectories that leave the principal sheet

The class of nested trajectories shown in Fig. 4 densely fills the closed region in the complex plane that is bounded by the critical trajectory passing through the critical point $x_0$. We refer to his region as $R_0$, where the subscript 0 indicates that $R_0$ contains the 0th pair of turning points $t_0$ that the terminating trajectory $s_0$ connects.

A trajectory that begins slightly below the critical point $x_0 = -0.679076i$ in Fig. 4 is shown in Fig. 7. This trajectory wraps around the edge of the region of periodic trajectories in Fig. 4.
Figure 5. Plot of the critical point $x_0$ (the lower point at which a closed classical trajectory crosses the negative-imaginary axis for which the corresponding upper crossing point is the origin) as a function of $\varepsilon$. As $\varepsilon$ approaches 1.0, $x_0$ approaches $-2.0i$ and as $\varepsilon$ approaches 2.0, $x_0$ approaches $-i\infty$. The trajectory that originates from the critical point is a separatrix that serves as the boundary curve between orbits that remain on the principal sheet and orbits that cross the branch cut and visit other sheets of the Riemann surface.

Figure 6. Plot of the special initial value $s_0$ that gives rise to the terminating trajectory as a function of $\varepsilon$. Note that $s_0 = -i$ at $\varepsilon = 2$. As $\varepsilon$ continues to increase, $s_0$ passes through a minimum value of $-1.21188i$ at $\varepsilon = 7.62547$ and then approaches the limiting value $-i$ as $\varepsilon \to \infty$. 
that are confined to the principal sheet (sheet 0, where arg $z$ ranges from $-\frac{3}{2}\pi$ to $\frac{1}{2}\pi$), and then briefly dips into the sheet above sheet 0 (sheet 1, where arg $z$ ranges from $\frac{1}{2}\pi$ to $\frac{5}{2}\pi$) and also the sheet below sheet 0 (sheet $-1$, where arg $z$ ranges from $-\frac{7}{2}\pi$ to $-\frac{3}{2}\pi$).

The trajectory shown in Fig. 7 is a separatrix that bounds a new region that we call $R_1$. The subscript 1 indicates that this region contains the pair of turning points $t_1$, which are connected by the terminating trajectory $s_1$. The full set of turning points are located at

$$
\exp\left[\frac{(4N-\varepsilon)\pi i}{2\varepsilon+4}\right] \quad (N = 0, \pm 1, \pm 2, \ldots),
$$

where the 0th pair of turning points $t_0$ is given by $N = 0$, $-1$, the 1st pair of turning points $t_1$ is given by $N = 1$, $-2$, the 2nd pair of turning points $t_2$ is given by $N = 2$, $-3$, and so on.

To compute and plot trajectories like that in Fig. 7, which visit multiple sheets of the Riemann surface, we rewrite Hamilton’s equations in (2) in terms of polar variables. We introduce polar representations for $x(t)$ and $p(t)$:

$$
x(t) = r(t)e^{i\theta(t)}, \quad p(t) = a(t)e^{ia(t)},
$$

where $r$, $\theta$, $a$, $\alpha$ are real and $r$, $\alpha \geq 0$. We then take the real and imaginary parts of the equations of motion (2) to obtain four coupled real first-order differential equations:

$$
\dot{r}(t) = 2a(t)\cos[\alpha(t) - \theta(t)], \\
\dot{\theta}(t) = \frac{2a(t)}{r(t)}\sin[\alpha(t) - \theta(t)], \\
\dot{a}(t) = (2 + \varepsilon)r^{2+1}(t)\cos[(1 + \varepsilon)\theta(t) - \alpha(t) + (\varepsilon - 2)\pi/2], \\
\dot{\alpha}(t) = \frac{\varepsilon + 2}{a(t)}r^{2+1}(t)\sin[(\varepsilon + 1)\theta(t) - \alpha(t) + (\varepsilon - 2)\pi/2].
$$

The coupled system (11) is easy to solve numerically because it is first order and we can use Runge-Kutta methods to do so. An advantage of using this approach is that we can calculate the energy at each time step to verify that it is conserved. This is a crucial diagnostic that we use to verify the accuracy of our results.

The shape of a trajectory is controlled by turning points in the complex plane. In general, turning points tend to pull on trajectories [36]. We see in Fig. 4 that there are two turning points $t_0$ on the principal sheet, and from (7) we know that they are located in the lower-half plane at the angles $-\frac{\pi}{2+4\varepsilon}$ and at $-\pi + \frac{\pi}{2+4\varepsilon}$. The angular distance between these turning points is $\pi - \frac{\pi}{2+4\varepsilon}$, and if we rotate clockwise or anticlockwise by this angular amount from the turning points $t_0$ on the principal sheet we find the next pair of turning points $t_1$, one at $\frac{2\pi - 1}{2+4\varepsilon}$ on sheet 1 and one at $-\frac{1+8\pi}{2+4\varepsilon}$ on sheet $-1$.

In general, even though there are many turning points that influence the shape of a classical trajectory, a closed trajectory encloses (encircles) exactly two turning points; that is, if we think of the trajectory as a directed closed curve, then exactly two turning points lie in the interior of the region delimited by the trajectory. This is a key property of a classical Hamiltonian whose kinetic term is $p^2$, regardless of the number of Riemann sheets visited by the trajectory. (Closed trajectories for a $p^3$ or $p^4$ Hamiltonian may enclose more than two turning points.)

One surprising and nonintuitive result of the numerical study in Fig. 7 is that the trajectory that lies at the border but immediately outside the gray Region $R_0$ in Fig. 7 does not enclose the turning points $t_0$ in $R_0$. It is important to understand how a trajectory that follows the border of a region does not enclose that region. To assist in visualizing why this is so, we provide the schematic diagram in Fig. 8. This figure shows that a trajectory just outside the border of the gray region snaps and heads off in one direction, turns around, heads off in another direction, turns around, and then returns to its starting point without enclosing the gray region.
Figure 7. [Color online] A trajectory that begins at $-0.68i$, which is just below the critical point at $x_0 = -0.679076i$ (black square) for $\epsilon = 1/\pi$. The trajectory can go right or left, but if it goes to the right, it follows the edge of Region $R_0$ (gray) containing trajectories that lie entirely on the principal sheet (sheet 0) of the Riemann surface. It then crosses the branch cut (black line) on the positive-imaginary axis in the positive sense and enters the sheet above the principal sheet (sheet 1, where the trajectory is colored red). The trajectory then curves to the right and crosses back onto the principal sheet, where it is colored purple. After making a full $360^\circ$ clockwise turn in the principal sheet, it crosses the branch cut in the negative direction and enters the sheet below the principal sheet (sheet $-1$, where the trajectory is colored blue). It then turns around, crosses the branch cut in the positive direction, returns to the principal sheet, and follows the edge of the gray Region $R_0$ back to the starting point $-0.68i$ on the negative-imaginary axis. This trajectory is $\mathcal{PT}$ symmetric; that is, it is invariant under reflection through the imaginary axis on sheet 0. The trajectory also crosses the negative-imaginary axis just above the critical point $x_1 = -7.389098i$ (black square), which marks the boundary between curves in Region $R_1$ and curves in Region $R_2$. This closed trajectory encloses the next pair of turning points (black dots), which are located at $t_1 = \pm 0.81697 + 0.57668i$ in the upper-half complex planes on sheets 1 and $-1$, but does not enclose the turning points at $t_0 = \pm 0.97908 - 0.20346i$, which are also shown on Fig. 4.

Having seen the schematic diagram in Fig. 8, we display in Fig. 9 a three-dimensional view of the trajectory in Fig. 7. This figure emphasizes that the trajectory crosses from sheet 0 (the principal sheet) up onto sheet $+1$ and then down through sheet 0 and onto sheet $-1$ before returning back to sheet 0 of the Riemann surface.

Like the special trajectory in Fig. 4, which connects the two turning points on the principal sheet, there is also a special terminating trajectory that connects the two new turning points $t_1$ indicated in Fig. 7, which are located on sheets $+1$ and $-1$. This special trajectory is the complex generalization of real oscillatory classical motion: Rather than going around the turning points, the classical particle that follows this trajectory reaches a turning point, stops, and then retraces its path as it moves away from the turning point. This terminating trajectory, which is
Figure 8. Schematic diagram showing how a closed trajectory like that in Fig. 7, which follows the border of the gray region, does not enclose that region. The biggest trajectory inside the gray region is labeled a; a trajectory just outside the border of the gray region is labeled b. Note that a and b are different. Outside the the gray region the b trajectory snaps and turns around. It snakes in one direction on a new sheet of the Riemann surface and then snakes in the opposite direction on another sheet, and thus does not enclose any part of the gray region.

Figure 9. [Color online] The trajectory in Fig. 7 plotted in three-dimensional perspective to make precise the generic features of the curve b in the schematic diagram in Fig. 8. At the red dots the trajectory enters and leaves sheet 1 and at the blue dots the trajectory enters and leaves sheet −1 on the Riemann surface. The trajectory begins at −0.68 i.
Figure 10. [Color online] Same as Fig. 7 but with one additional trajectory that terminates at the two new turning points at $t_1 = \pm 0.81697 + 0.57668i$ in the upper-half complex planes on sheets $-1$ and $1$. This new trajectory begins lower down the imaginary-$x$ axis at $s_1 = -2.31061i$. As in Fig. 7, trajectories are colored purple on sheet 0, red on sheet 1, and blue on sheet $-1$.

shown in Fig. 10, begins at $s_1 = -2.31061i$.

All of the trajectories in Region $R_0$ are $\mathcal{PT}$ symmetric and cross the negative-imaginary axis on the principal sheet of the Riemann surface between the origin and $x_0$. Similarly, all of the trajectories in Region $R_1$ are $\mathcal{PT}$ symmetric and cross the negative-imaginary axis on the principal sheet of the Riemann surface between $x_0$ and $x_1$. This might lead us to conjecture that there is an infinite tower of regions $R_n$ ($n = 0, 1, 2, ...$, where $R_n$ contains the pair of turning points $t_n$ joined by the terminating trajectory $s_n$, and one might guess that these regions cover the negative-imaginary axis and that they are bounded by separatrices passing through the critical points $x_n$. While this is a very neat and simple picture, this hypothesis is completely wrong!

The actual situation is much more complicated. Only a finite number of regions cover the entire negative-imaginary axis, and this number decreases to 1 as $\varepsilon$ approaches 2 from below. The lower end of the lowest region extends to $-i\infty$. Indeed, we see in Fig. 5 that as $\varepsilon \to 2^-$, the critical point $x_0$ reaches $-i\infty$. For the case were are considering, namely, $\varepsilon = \frac{1}{2}$, the negative axis is completely covered by just four Regions: $R_0$, $R_1$, $R_2$, and $R_5$, where the lower end of Region $R_5$ is at $-i\infty$. Because the negative-imaginary axis is covered by these four regions, it is not possible for trajectories associated with any other regions to cross this axis, and thus all other trajectories are not $\mathcal{PT}$ symmetric.

It is possible that some of these broken $\mathcal{PT}$-symmetric paths might approach limit cycles in the complex plane, but we have not yet been found such a trajectory. It is much more likely that non-$\mathcal{PT}$-symmetric trajectories spiral outward towards infinity as we have seen in Fig. 1 (left panel).

We have found a particularly useful class of trajectories that help us to understand the topology of complex classical orbits, and these are asymptotically radial trajectories that
terminate at infinity. To find such trajectories we begin with (4), and study the asymptotic behavior of \(x(t)\) for large \(|x|\). We introduce radial coordinates via
\[
x(t) = r(t)e^{i\theta_0},
\]
where \(r(t)\) and \(\theta_0\) are real and \(r(t) > 0\). In general, the polar angle is a function of \(t\), as we see in Fig. 1 (left panel), but here we seek asymptotically radial paths so we are interested in the simple case for which \(\theta_0\) is a constant. Substituting (12) into (4), we obtain an ordinary differential equation for \(r(t)\):
\[
r'^2e^{2i\theta_0} + 4r^2 + \varepsilon e^{i\pi\varepsilon/2}e^{(2+\varepsilon)i\theta_0} = 4.
\]
(13)

If there is a solution for which \(r \gg 1\), we may neglect the 4 on the right side of (13). We therefore have a two-term differential equation,
\[
r'^2 \sim -4r^{2+\varepsilon}e^{i\pi\varepsilon/2}e^{i\varepsilon\theta_0} \quad (r \to \infty),
\]
(14)
which we can solve. Since the left side of (14) is real and positive, the right side must also be real and positive, so we obtain an algebraic equation for the phase
\[
1 = -e^{i\pi\varepsilon/2}e^{i\varepsilon\theta_0},
\]
(15)
and a separable asymptotic differential equation for the radial variable \(r(t)\):
\[
r'^2 \sim 4r^{2+\varepsilon} \quad (r \to \infty).
\]
(16)

First, we solve (16). Remembering that both sides are positive, we take the square root and get \(\dot{r} \sim \pm 2r^{1+\varepsilon/2} \quad (r \to \infty)\). We then separate the equation \(r^{-1-\varepsilon/2} \sim \pm 2 \quad (r \to \infty)\) and integrate both sides with respect to \(t\): \(r^{-\varepsilon/2} \sim \pm \varepsilon(C - t) \quad (r \to \infty)\), where we have divided by \(-2\) and \(C\) is a constant of integration. Finally, we square this equation, invert it, and raise it to the power \(1/\varepsilon\):
\[
r^\varepsilon \sim \left[\varepsilon^2(C - t)^{2-1/\varepsilon} \quad (r \to \infty)\right.
\]
(17)
This shows that for all \(\varepsilon > 0\) the particle reaches \(r = \infty\) in finite time. Also we verify that the asymptotic approximation of neglecting the 4 on the right side of (13) is consistent. Finally, we solve (15) to find the angular locations of the asymptotic rays. The result is
\[
\theta_0 = -\frac{\pi}{2} + (2N - 1)\frac{\pi}{\varepsilon},
\]
(18)
where \(N = 0, \pm 1, \pm 2, \ldots\) is an integer.

Here are a few simple cases: If \(\varepsilon = 1\), then for \(N = 1\) the escape path (the radial trajectory to infinity) is exactly at \(\pi/2\). (See Fig. 11.) This is a particularly interesting trajectory that terminates at one end. The trajectory runs straight up the positive-imaginary axis from the turning point at \(i\) and bounces off the point at \(i\infty\). If \(\varepsilon = 2\), then the escape path is located at \((N - 1)\pi\). Thus, for \(N = 1\) and \(N = 0\) the escape paths are at 0 and \(-\pi\) (that is, the positive-real and negative-real axes).

A more interesting and nontrivial asymptotically radial escape path for \(\varepsilon = \frac{1}{\pi}\) is shown in Fig. 12. This path, which corresponds to \(N = 0\) and \(N = 1\) in (18), lies on five sheets of the Riemann surface. The path is \(\mathcal{PT}\) symmetric and approaches \(\infty\) on sheets \(\pm 2\) of the Riemann surface. This path is a separatrix trajectory between Regions \(R_2\) and \(R_5\).
Figure 11. [Color online] Complex trajectories for the simple case $\varepsilon = 1$. There is only one sheet in the Riemann surface and three turning points (black dots). Five trajectories are shown: (i) A two-ended terminating trajectory connecting the $t_0$ pair of turning points in the lower-half plane; (ii) A single-ended (semi-terminating) trajectory that begins at the turning point at $i$ and runs off to $i\infty$ along the positive-imaginary axis; (iii) Three closed trajectories, one beginning at $-i$, a second beginning at $-2i$ and passing through the origin (as predicted in Fig. 5), and a third beginning at $-5i$ and dipping to avoid the semi-terminating trajectory that begins at $i$.

Figure 12. [Color online] A $\mathcal{PT}$-symmetric five-sheeted separatrix path for $\varepsilon = \frac{1}{\pi}$ corresponding the $N = 0$ and $N = 1$ cases in (18). The path becomes asymptotically straight on sheets $\pm 2$. The color scheme for the trajectory is as follows: lime green on sheet $+2$, red on sheet $+1$, purple on sheet 0, blue on sheet $-1$, and mint green on sheet $-2$. 
4. Behavior of complex trajectories for $\varepsilon > 2$

A strange remarkable change in the topology of the trajectories on Riemann surface occurs as $\varepsilon$ increases above 2. When $\varepsilon > 2$, the upper end of Region $R_0$ on the negative-imaginary axis lies below the origin; a narrow gap on the negative-imaginary axis opens up between the upper end of Region $R_0$ and the origin. This gap is illustrated in Fig. 13, where we have taken $\varepsilon = 1 + \sqrt{2}$.

A trajectory lying inside and very near the upper edge of Region $R_0$ and below the gap begins at $-0.25i$ (solid line). A second trajectory (dashed line) begins at $-0.2i$, which lies inside the gap. This $\mathcal{PT}$-symmetric trajectory lies inside Region $R_1$, which now lies above, and not below Region $R_0$, unlike the configuration of regions for the case $0 < \varepsilon < 2$. Both trajectories are closed.

The gap on the negative-imaginary axis has a truly remarkable substructure. The gap consists of many, and perhaps infinitely many, subintervals through which trajectories that originate on sheets $+1$, $+2$, $+3$, ... can pass in order to enter sheets $-1$, $-2$, $-3$, ... and thereby become $\mathcal{PT}$-symmetric. This means that the higher $\mathcal{PT}$-symmetric regions develop extremely narrow throats. To illustrate this substructure we have investigated the terminating trajectories for $\varepsilon = 1 + \sqrt{2}$ belonging to Regions $R_0, \ldots, R_8$ to determine the points at which these paths pass through the gap. These crossing points are listed in Table 1 and the terminating trajectories are plotted in Figs. 14 – 22. The trajectories that originate at the $n = 2$ and $n = 8$ turning points
Figure 14. [Color online] Terminating path on the principal sheet for $\varepsilon = \sqrt{2} + 1$. This path connects the $t_0$ pair of turning points and crosses the negative-imaginary axis at $-1.05872i$, which is consistent with Fig. 6. The color scheme is the same as that used in Fig. 12.

do not cross the negative imaginary axis on the principal sheet and instead spiral out to infinity. These trajectories are shown in Figs. 21 and 22. Note that the trajectories become increasingly complicated as the crossing point gets closer to the top of the gap (at the origin).

| $n$ | Crossing points $s_n$ on negative-imaginary axis |
|-----|-----------------------------------------------|
| 0   | $-1.05872i$                                    |
| 4   | $-0.191947i$                                   |
| 1   | $-0.0958837i$                                  |
| 7   | $-0.0469295i$                                  |
| 5   | $-0.0312037i$                                  |
| 3   | $-0.0167618i$                                  |
| 6   | $-0.00378715i$                                 |

Table 1. Points $s_n$ on the negative-imaginary axis on the principal sheet at which terminating trajectories (that is, trajectories that connect the $t_n$ pair of turning points $t_n$) for $\sqrt{2} + 1$ go from positive sheets to negative sheets on the Riemann surface. The terminating trajectory in Region $R_0$ passes through the point $s_0$, which is near $-i$, and this is consistent with the graph in Fig. 6. The remaining points $s_n$ lie inside the narrow gap that lies between the origin and $-0.25i$, but these points come in an unexpected order: 4, 1, 7, 5, 3, 6. There are no terminating trajectories for $n = 2$ and $n = 8$. For these cases the paths that begin at one of the turning points $t_2$ and $t_8$ are unable to pass through the gap; these paths are not $PT$ symmetric and instead spiral outward to infinity.
Figure 15. [Color online] Terminating path for $\varepsilon = \sqrt{2} + 1$ that connects the $t_4$ pair of turning points and crosses the negative-imaginary axis on the principal sheet at $-0.191947i$, which lies inside the gap. The color scheme is the same as that used in Fig. 12.

Figure 16. [Color online] Terminating path for $\varepsilon = \sqrt{2} + 1$ that connects the $t_1$ pair of turning points and crosses the negative-imaginary axis on the principal sheet at $-0.0958837i$ inside the gap. The color scheme is the same as that used in Fig. 12. This trajectory is slightly more complicated than that in Fig. 15.
Figure 17. [Color online] Terminating path for $\varepsilon = \sqrt{2} + 1$ that connects the $t_7$ pair of turning points and crosses the negative-imaginary axis on the principal sheet at $-0.0469295i$ in the gap. The color scheme is the same as that used in Fig. 12. This trajectory is much more complicated than that in Fig. 16 and visits 5 sheets in the Riemann surface.

Figure 18. [Color online] Terminating path for $\varepsilon = \sqrt{2} + 1$ that connects the $t_5$ pair of turning points and crosses the negative-imaginary axis on the principal sheet at $-0.0312037i$ in the gap. The color scheme is the same as that used in Fig. 12. This trajectory is much more complicated than that in Fig. 17. The trajectory winds back and forth repeatedly as it searches for the very tiny subgap through with it must pass in order to cross through the negative-imaginary axis on the principal sheet.

5. Conclusions and conjectures regarding future studies
We have opened a Pandora’s box; this study reveals the immense complexity of the classical paths for the quantum-mechanical Hamiltonian in (1), much of which had not been discovered in previous studies. Perhaps, the most surprising discovery is the narrow gap on the negative-imaginary axis on the principal sheet that opens up as $\varepsilon$ increases above 2. Evidently, the point $\varepsilon = 2$ is an elaborate and unexpected singularity in the classical-mechanical theory.

The presence of the narrow gap on the negative-imaginary axis of the principal sheet of the Riemann surface of complex trajectories suggests two possibilities. For those regions $R_n$ containing $\mathcal{PT}$-symmetric classical trajectories, all of these trajectories must pass through an extremely narrow subgap. Therefore, these regions must be barbell-shaped with an extremely
Figure 19. [Color online] Terminating path for $\varepsilon = \sqrt{2} + 1$ that connects the $t_3$ pair of turning points and crosses the negative-imaginary axis on the principal sheet at $-0.0167618i$ in the gap. The color scheme is the same as that used in Fig. 12. This trajectory is even more complicated than that in Fig. 18.

Figure 20. [Color online] Terminating path for $\varepsilon = \sqrt{2} + 1$ that connects the $t_6$ pair of turning points and crosses the negative-imaginary axis on the principal sheet at $-0.00378715i$ in the gap. The color scheme is the same as that used in Fig. 12. It is interesting that this terminating trajectory has a simpler structure than those in the previous figures. We do not have an explanation for this.

Most importantly, we believe that there may be more singular values of $\varepsilon$ at which additional gaps on the negative-imaginary axis appear. We conjecture that a new gap appears at $\varepsilon = 6$, $\varepsilon = 10$, $\varepsilon = 14$, and so on, and that these gaps have quantum-mechanical analogs that were...
Figure 21. [Color online] Complex trajectory for $\varepsilon = \sqrt{2} + 1$ that begins at one of the $t_2$ turning points, namely, the turning point on sheet $-1$. The path is unable to find a way to cross through the gap on the negative-imaginary axis on the principal sheet and thus it is not $\mathcal{PT}$ symmetric. The path has a remarkable structure in which it dips briefly onto sheet 0 and then oscillates between sheets $-2$ and $-3$ as it gradually spirals outward to complex infinity. The color scheme is the same as that used in Fig. 12 except that the trajectory is colored brown on sheet $-3$.

discovered in Ref. [38]. In the quantum theory these are the points at which new families of entirely real spectra appear as a consequence of the emergence of new $\mathcal{PT}$-symmetric pairs of Stokes sectors.
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