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ABSTRACT
This study examines the potential impacts of climate change on extreme precipitation. Rainfall analysis with stationary and nonstationary approach for observed and future conditions is performed for (1950-2015 period) observed data of 5, 10, 15, 30 minutes and 1, 2, 3, 6 hour and projections (2015-2098 period) of 10, 15 minutes and 1, 6 hour for Ankara province, Turkey. Daily projections are disaggregated to finer scales, 5 minutes storm durations, then five minutes time series aggregated to the storm durations that are subject of interest. Nonstationary Generalized Extreme Value (GEV) models and stationary GEV models for observed and future data are obtained. Nonstationary model results are in general exhibited smaller return level values with respect to stationary model results of each storm duration for observed data driven model results. Considering the projected data driven model results; on average nonstationary models produce mostly lower return levels for mid and longer return periods for all storm durations and return periods except one hour storm duration. Depending on the models and Representative Concentration Pathways (RCP), there are different results for the future extreme rainfall input; yet all results indicate a decreasing extreme trend.
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1. INTRODUCTION
According to Intergovernmental Panel on Climate Change (IPCC) reports [1,2,3], climate change is observed in all over the world: the atmosphere and oceans are warming, volume of snow and ice covers are diminishing, sea levels are rising and weather patterns are changing.
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Changes resulting from global warming may include an increase in occurrence and severity of storms and other severe weather events such as extreme rainfalls [1].

There are several studies that indicate the effect of climate change on the precipitation regimes and trends. It is a common agreement that climate change will have significant effects on the water cycle and precipitation patterns [4]. In some regions, these effects are expected to change precipitation regimes (e.g. increase in the frequency and intensity of precipitation extremes [5,6]. Extreme precipitation events (e.g. fewer rainy days and more extreme rainfalls) are expected by the end of the 21st century under climate change conditions [1,7,8,9]. Seneviratne et al. [10] implies that in South East Asia, North East Europe, tropical Africa, and South America the impact of floods will increase, however these impacts will reverse in central Asia, Eastern Europe, central North America, and Anatolia regions.

Furthermore, there are studies that analyze future climate projections, try to figure out their consequences and reveal the potential change for the current conditions. For instance, Özturk et al. [11] examine the changes in seasonal precipitation and temperature of CORDEX Middle East and North Africa (MENA) and found out that warmer and drier conditions than present climate conditions are projected to occur more intensely. Furthermore, annual average precipitation will increase over the equatorial regions and decrease over the subtropical regions [12]. Another study that used multi-model ensemble of regional climate projections to estimate the climate change signal in terms of temperature and precipitation for the city of Aachen, Germany [13]. The results of the study reveal that rainfall is likely to decrease over the century and the examinations indicate longer and more frequent dry periods in the future. The Norwegian white paper on climate adaptation [14] indicates a rise of 5-30% in annual mean precipitation by 2100 relative to the period 1961-90 and the number of days with heavy precipitation will also rise over this century.

Based on the evidence in the SREX (The Special Report on “Managing the Risks of Extreme Events and Disasters to Advance Climate Change Adaptation” of the IPCC report [15], one can say that there is significant increase in heavy precipitation events at present in more regions than there is significant decreases, but these increase and decrease show various regional and sub-regional trends [16]. Similar findings revealed by other studies; extreme weather events stated to occur more frequently and the areas that have not faced extreme events in the past started to encounter these events, both heavy rainfall increase and decrease is observed, but the areas with increasing rainfall getting larger [17, 18]. Moreover, it is found that neglecting the changing frequency may cause underestimation of extreme events [19]. Sarhadi et al. [20] show that stationary approach in frequency analyses may underestimate the magnitude (return level) of extreme precipitation events, and updated design assumption must be presented in the changing conditions.

Urban water infrastructure (e.g. sewer and stormwater management systems) and flood control structures (e.g. dams) are designed based on extreme rainfall properties and these properties are reflected as intensity-duration-frequency (IDF) curves [21,22]. The IDF curves quantify the frequency of occurrence of a storm with a specific intensity at different storm durations and it is used for many applications of urban water infrastructure design including stormwater [23]. The IDF curves are, in general, currently based on historical precipitation analysis and statistics. Infrastructure design concepts have considered stationary return levels for a long time, which assume no change to the frequency of extreme event over time however, the frequency of extremes has been changing and this change probably will
continue in the future [19]. Moreover, it is found that neglecting the changing frequency results in IDF curves that can underestimate extreme events [19,20]. Sarhadi et al. [20] introduced a fully time varying risk framework by Bayesian Markov chain Monte Carlo techniques to incorporate the effect of nonstationarities. The results demonstrate consistent results with those of Cheng and Aghakouchak [19] and show that stationary approach may underestimate the extreme precipitation events, updated design assumption must be presented in the changing conditions and nonstationary-based IDF curves must replace the stationary-based IDF curves. Hosseinzaadehlae et al. [22] point out the changing patterns of extreme precipitation and draw attention to the current design standards based on IDF curves that assumes no temporal change.

Climate variability affects the natural environment from two dimensions: the long-term trend of average climate variables may be altered or fluctuations may have a wider range which results in changes in the statistical characteristics of climate variables [1,24]. Studies support that the global hydrologic cycle will be intensified due to changing climate; wet and dry extremes will be increased which result in floods and droughts [25,26,27]. However, climate change projection results from GCM/RCM couplings cannot be directly used for the hydrological impact studies since they require finer temporal resolution at hourly or less particularly for extreme events [28]. Unfortunately, reliable records are available at coarse intervals such as yearly, monthly or daily and rainfall data is generally low quality. Short interval rainfall records are limited due to the high cost and insufficiency of reliable measurement and the monitoring systems [29]. In this context, disaggregation can be employed to take the advantage of using long term data which exist in low resolution or larger time scales such as daily or above [30].

Annual count of extreme events in Turkey shows an increasing trend in 1940-2019 period according to 2019 Climate Assessment Report of State Meteorological Service [31]. During 2019 most hazardous extreme events were heavy rain/floods (36%), wind storm (27%), hail (18%), lightning (7%) and heavy snow (5%). Climate change in Turkey has been evaluated in many different studies with its different aspects. Majority of analyses that are conducted with observed and future data were focused on temperature and precipitation changes. Sensoy et al. [32] investigated the extreme climate indices in Turkey for about 109 stations and for the period from 1960 to 2010. Except Aegean and Southeastern Anatolia parts, heavy precipitation days increase in most of the stations. Furthermore, in most of the stations maximum 1-day precipitation follow an increasing trend apart from Southeastern Anatolia. In a recent study for the Rize Province in Turkey, a catchment-scale analysis of extreme rainfall events of the reference (1961–1990) and three future climate periods (2013–2039, 2040–2070, and 2071–2100) is conducted and the results projected a 30% decrease in the median value of extreme rainfall over the study region for the near future [33]. Standard duration annual maximum rainfall series with various durations and length of 14 stations up to 2010 in Turkey are used in order to capture the statistical behavior of series and it is computed that 90% of all studied annual maximum rainfall series are trendless, independent, stationary, and homogeneous. Hence, it is concluded that Intensity-Duration-Frequency (IDF) curves can be computed in the conventional way for Turkey [34]. On the other hand statistically significant increasing trends were found in Antalya Region for at least one extreme rainfall index based on frequency analysis conducted by using Generalized Pareto Distribution (GPD) for current and future periods [35]. Rainfall intensities for different return periods increased up to 23% when compared with the current period [35]. Climate change
Investigation of the Effect of Climate Change on Extreme Precipitation: ... and its urban-induced bias in different cities of Turkey were studied considering the temperature and precipitation data of stations for the period of 1950–2004 [36]. Particularly, significant warming is found in almost all of the regions for minimum temperature series and significant decreases of precipitation amounts are identified in the western parts of Turkey [36]. According to Turunçoğlu et al. [37], for the twenty first century all simulations of CMIP3 and CMIP5 agreed on a temperature increase and a precipitation decrease in Turkey.

Ankara, the Capital of Turkey has a semi-arid climate and significant influence by climate change that also has a continuous population growth and is located within Sakarya and Kızılırmak Basins. According to the results of the projections carried out in ClimaHydro Project [38] for these basins, there is a decrease tendency in the total precipitation compared to the reference period (1971-2000), and it is predicted that the basins will receive 8% and 6% respectively less rainfall compared to the reference period in 2071-2100 [38]. It is expected that rainfall decreases for this period will predominate in the southwestern and north-eastern parts of the Sakarya basin. Also, climate projections for Sakarya Basin, where Ankara is located, indicate that number of extreme wet days decrease for future periods, which will have a possible consequence of intensified precipitation [38]. Furthermore, in the last 20 years’ flooding observations, heavy rainfall and flash flooding caused various damages to the property and even loss of life in the city. However, despite all these circumstances, the detailed studies that particularly focused on the status of intensity-duration and frequency of precipitation storms under changing climate have been lacking so far for Ankara, the Capital of Turkey.

In this study extreme precipitation properties through IDF curve analyses for Ankara are investigated by using observed (1950-2015) and future (2015-2098) precipitation data using 3 GCMs coupled with one RCM under two different carbon emission sceneries. Projected daily precipitation data is disaggregated to finer scales and Generalized Extreme Value (GEV) distribution is used to analyze observed and future data considering the stationary and nonstationary models, which assume changing frequency of extreme event over time. The projection results are directly used for the analyses due to the possible loss of nonstationary signal of the series. According to Aziz [39] and Aziz et al. [40], bias correction methods have a tendency to lose nonstationarity signals even though they improved the model performance substantially. After the bias-correction was applied he states that the impacts of nonstationarity were altered to opposite direction or lost. Maraun [41] also discussed the possibility of alteration of climate change trends and nonstationarity signals after bias correction. Moreover Willkofer [42] stated the poor performance of bias correction approaches with extreme values. Thus, in this study bias correction did not applied to the results of models in order to preserve nonstationary and trend directions.”

The objectives of this study are to disaggregate daily future projections to finer scales, to investigate superiority of nonstationary GEV models to stationary GEV models for observed and future precipitation data, and to calculate return level values for observed and future period rainfall with stationary and nonstationary GEV models.
2. DATA AND STUDY AREA

The annual maximum precipitation data of 5, 10, 15, 30 minutes and 1, 2, 3, 6 hours duration for 1950-2015 period for Ankara province is obtained to conduct data analysis for the observation period. This data is acquired from Turkish State Meteorological Service (SMS).

The grid based data representing Ankara province were received from Turkish State Meteorological Service (SMS) where these climate projections and their performance evaluations have already been done in detail by Demircan et al. [43]. Since our aim here in this study is to look climate change impact on IDF via nonstationarity we have not focused on performance of the models which are already available in the literature. Table 2.1 shows the location of meteorological stations and nearest projection grids to these stations as well as their altitudes. The data consists of daily projections covering 2015-2099 period however because of missing data for 2099, 2015-2098 period is used for the analyses. Also, 1971-2000 is chosen as model validation period. Daily projection results of three global climate models (GCM) coupled with regional climate model (RCM) (RegCM4) are used. These models are HadGEM2-ES, MPI-ESM-MR and GFDL-ESM2M and run under RCP 4.5 and RCP 8.5 emission scenarios. These model results were supplied by SMS.

Table 2.1 - Projection Data Stations & Grids

| No  | Station          | Grid | Latitude | Longitude | Altitude mt | Latitude | Longitude | Altitude mt |
|-----|------------------|------|----------|-----------|-------------|----------|-----------|-------------|
| 17129 | ETİMESGUT HAVALİMANI | 2733 | 39,9558  | 32,6854   | 806         | 39,9661  | 32,6608   | 1028        |
| 17131 | ANKARA GÜVERCİNLIK HAVALİMANI | 2733 | 39,9343  | 32,7387   | 820         | 39,9661  | 32,6608   | 1028        |

Rainfall/frequency analysis is conducted for daily projections of three model and two scenarios of grid no 2733 for the projection (2015-2098) period. However, daily temporal resolution from projection data is not well suited for the extreme value analysis. For instance, urban flash flooding is caused by heavy rainfalls over short durations such as in a few minutes to hours therefore it is essential to analyze extreme rainfalls for shorter durations such as sub-daily or sub-hourly. For this reason, daily RCM output data is disaggregated to finer time scales such as hourly and sub-hourly to use future projections for extreme value analysis [44]. For the disaggregation process, temporal stochastic simulation of rainfall process at high resolution, based on the Bartlett-Lewis rectangular pulse model is used [45,46].

Stationary and nonstationary rainfall return levels (in mm) for return periods 2, 5, 10, 25, 50, 100, 200 years are derived for observed (1950-2015) and projected data (2015-2098) for extreme rainfall time series of the sub-hourly and hourly annual maximum data.

Ankara is located in the northwest of Central Anatolia. The city is like a pot surrounded by four mountains of Anatolia Plateau with an altitude of 850-1000 meters. These mountains are: Karyağdı on the north, İdris on the east, Elmadağ on the south and southeast and Çal on the southwest (Figure 2.1).
Between these mountains three rivers flow. Çubuk creek between Karyağdı and İdris mountains, Bent Stream between Elmadağ and İdris Mountains and finally İncesu creek between Elmadağ and Çal mountains; these rivers come together between Karyağdı and Çal mountains and flow into Sakarya River as Ankara stream. A population of 5.3 million people (TÜİK, 2016) are living in the capital Ankara and 88% of the population lives in the city center [48]. Ankara is generally known for its twentieth century development as the designed capital of the newly born Turkish nation-state and the city’s growth at the beginning displayed a typical example of modernization efforts. The second half of the century compared to the first years, witnessed the uncontrollable expansion and transformation of the city with expanding squatter areas due to heavy migration [49].

According to Thornthwaite classification, the climate in Ankara is a second degree mesothermal semi-arid and less-humid climate with intensive water surplus in winter months. The mean temperature of Ankara and its surroundings is above 20.0°C in three months (June, July and August), it is between 10.0-20.0 °C in four months (April, May, September and October) and it is below 10.0°C in five months of the year (November, December, January, February and March). The values of some meteorological parameters for Ankara are as follow: the annual mean temperature is 11.9 °C, the mean temperature in January is 0.2 °C, the mean temperature in July is 23.5 °C, the mean annual precipitation is 387 mm, and the mean annual relative humidity is around 60. In Ankara and its surroundings, in the cold period, there are heavily cyclonic activities. As a result of this, frontal precipitation is effective in the cold period. However, in the warm period, anticyclonic conditions are
dominant. Because of this, convective precipitation occurs in the warm period, also there are big differences between day and night temperature and winter and summer temperature because of continental climate conditions [50,51].

3. METHODOLOGY

The methodology of precipitation analysis in this study consists of:

(1) Projected data is disaggregated into finest scale (5 minutes) and then it is aggregated to next analysis time scales (such as 10, 15, and 30 minutes) because each run generates rainfall depths that are independent from the other runs and subsequently the data at higher time scales may be inconsistent.

(2) Trend analysis is carried out for observed and projected data.

(3) Stationary GEV (St) models are developed; return levels are derived for desired return periods for observed and projected data.

(4) Non-stationary GEV (NS(t) models are developed; return levels are derived for desired return periods for observed and projected data.

A general framework for rainfall analyses used in this study can be seen in Figure 3.1.

![Figure 3.1 - Rainfall Data Analyses Framework](image)
3.1. Disaggregation

Daily projected precipitation data is first disaggregated to 5 minutes duration and then for the use of GEV analyses the 5-min data is aggregated to 10, 15 minutes and 1, 6 hours storm duration. A complete software package for the temporal stochastic simulation of rainfall process at fine time scales which is developed in the R programming environment, HyetosMinute, is used to prepare daily data for extreme value analysis and used for the disaggregation process in this study. Disaggregation is based on the Bartlett-Lewis rectangular pulse model which provides temporal stochastic simulation of rainfall process at fine time scales [30, 44, 45, 46, 52].

The Bartlett–Lewis Rectangular Pulses (BLRP) model is used in many studies to disaggregate daily observed rainfall to finer scales. A member of general category of Poisson-cluster models in which rectangular pulses occur in continuous time simulates rainfall events with clusters of these rectangular pulses [28, 46, 53, 54, 55].

The initially proposed model has 5 parameters [55,56] but Random Parameter Bartlett-Lewis Rectangular Pulse Model (BLRPR) which have 6 parameters: \( \lambda, \alpha, \nu, \kappa, \phi, \mu \), and is modified version of original model to enhance the model’s flexibility in generating a greater diversity of rainfalls, is the preferred model in this study [44, 45, 53].

In order to calculate model parameters in disaggregation method, an enhanced version of the evolutionary annealing-simplex optimization method is used [30,57,58]. Mean, variance, covariance and probability of dry days are used as historical statistics for the objective function of the desired time scale (in this case five minutes). It is stated that the distribution of the maximum rainfall depths/heights can be better derived if the inter-annual variability of monthly statistics is incorporated in the parameter estimation process of the model. Therefore, in this study only the historical daily parameters are used for the optimization process and to make an adequate estimation every month is calculated separately and then combined by year. In the end, a set of parameters (in this case six parameters) are obtained for implementation in disaggregation.

3.2. Trend analysis

The statistical tools that provide trend tests are generally divided into two fundamental groups: Parametric and non-parametric. The non-parametric tests are said to be more appropriate to conduct trend analysis for the non-normally distributed hydro-meteorological time series data [59]. Mann-Kendall (MK) trend test is one of the non-parametric tests for trend detection and is used to detect if there is a monotonic upward or downward trend over time for precipitation in this study [60, 61, 62]. MK test is a rank-based test which has been commonly applied to hydrometeorological time series data to detect trends [19,59,63,64].

3.3. Extreme value analysis: stationary & nonstationary

Extreme value theory (EVT) is concerned with the statistical properties of the tails of distributions and provides the necessary methods to estimate the distribution of the extremes of a time series [65]. By this way quantification of the return values and return periods of extreme events become possible. EVT uses probabilistic distribution functions such as
Generalized Extreme Value (GEV) or Generalized Logistic (GL) function to annual maximum (AM) series or Generalized Pareto Distribution (GPD) function which is fitted on peak-over-threshold (POT) series [66]. GEV distribution function is used in the present study to fit the observed and future precipitation data. The methodology is widely used in engineering applications that need an assessment of extreme environmental conditions [67].

The GEV distribution function has theoretical justification for fitting to block maxima (maxima of long blocks of data, e.g., annual maximum values of daily precipitation height) of data [65,68,69]. The GEV distribution function (df) is given by (2.1):

\[ G(z) = \exp \left\{ - \left( 1 + \xi \left( \frac{z - \mu}{\sigma} \right) \right)^{-\frac{1}{\xi}} \right\} \]  
\( \sigma > 0, -\infty < \mu, \xi < \infty \) [70].

The GEV distribution has three parameters including location (\( \mu \)), scale (\( \sigma \)) and shape (\( \xi \)) parameters.

Equation 2.1 covers three types of df’s depending on the sign of the shape parameter, \( \xi \). The Fréchet df results from \( \xi > 0 \), and the Weibull df when \( \xi < 0 \). The Gumbel type is obtained by taking the limit as \( \xi \to 0 \) [71].

Yilmaz and Perera [59] indicate that Maximum Likelihood Estimation (MLE) method is a preferred method for parameter estimation of nonstationary models due to its suitability for incorporating nonstationarity into the distribution parameters as covariates. In order to obtain nonstationary models, distribution parameters are set to be a function of covariates such as time, temperature, etc. and for every value of covariate, a unique return level value is calculated. Non-stationarity can occur either as a gradual trend or a sudden shift [72]. Time (and other covariates) variant/dependent parameters are used to capture the non-stationarity of the time series [73,74]. First for the stationary cases than for the non-stationary cases, extreme value analysis is applied by using GEV models. For non-stationary case, the location parameter and/or scale parameter are set to be a function of time or other variants such as annual precipitation or temperature. Different combinations for nonstationary cases are tested and compared to find out the best fitted model among stationary and nonstationary models. In the present study, all model parameters set constant for the stationary case, and location and/or scale parameters assumed to be a function of time and/or temperature for the nonstationary case. The non-stationary models that describe each of these cases with their developed parameters are explained in Table 3.1. Several variables such as temperature, time are incorporated into non-stationary models as covariates to capture the changes in extreme precipitation characteristics. (Table 3.1.). While there are other covariates such as NAO, AO, etc., time and annual average temperature were chosen because of the widespread application of time and data availability. The covariates were restricted with these ones since amount of calculations and results increase for each time series with 3 model and 2 RCPs.

Performance of fitted models is inspected by goodness-of-fit indicators such as, Akaike Information Criterion (AIC), Bayesian Information Criterion (BIC) and Negative Log-Likelihood (NLL) [65,75,76,77,78].
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Table 3.1 - Non-stationary models with time and covariate (average annual temperature) dependent location and scale parameters. The number 1 through 8 represents respectively storm duration for 5 min, 10 min, 15 min, 30 min, 1 hr, 2 hr, 3 hr, and 6 hr.

| Model   | Location       | Scale               | Shape     |
|---------|----------------|---------------------|-----------|
| NStGEV1 | $\mu = \beta_0 + \beta_1 t$ | $\sigma$ (constant) | $\xi$ (constant) |
| NStGEV2 | $\mu = \beta_0 + \beta_1 t$ | $\sigma = \beta_0 + \beta_1 t$ | $\xi$ (constant) |
| NStGEV3 | $\mu$ (constant) | $\sigma = \beta_0 + \beta_1 t$ | $\xi$ (constant) |
| NStGEV4 | $\mu = \beta_0 + \beta_1 \text{temperature}$ | $\sigma$ (constant) | $\xi$ (constant) |
| NStGEV5 | $\mu = \beta_0 + \beta_1 t$ | $\sigma = \beta_0 + \beta_1 \exp(\text{temperature})$ | $\xi$ (constant) |
| NStGEV6 | $\mu = \beta_0 + \beta_1 \exp(\text{temperature})$ | $\sigma = \beta_0 + \beta_1 \exp(\text{temperature})$ | $\xi$ (constant) |
| NStGEV7 | $\mu = \beta_0 + \beta_1 \exp(\text{temperature})$ | $\sigma = (\text{constant})$ | $\xi$ (constant) |
| NStGEV8 | $\mu$ (constant) | $\sigma = \beta_0 + \beta_1 \text{temperature}$ | $\xi$ (constant) |

4. RESULTS AND DISCUSSION

4.1. Climate Change and Alterations in the Precipitation Regime: Observations

4.1.1. Trend Analysis

Stationary and nonstationary models are applied to a 5-10-15-30 minutes and 1-2-3-6 hours observed (1950-2015) annual maximum storm durations for Ankara province. If a statistically significant trend in time series is detected, then it is accepted that the assumption of stationarity is violated. However, time series that did not present significant trend may also reveal superior results by nonstationary models. Visual inspection is an alternative to make rough inferences but for reliable determination, especially with complex variations and long-term series, statistical tests are needed. Figure 4.1 and Figure 4.2 demonstrate the trend for observed sub-hourly (5-10-15-30 minutes) and hourly (1-2-3-6 hours) time series of annual maximum rainfall intensities with a linear trend line between 1950-2015 period. A simple linear trend line visually indicates the downward (decreasing) trend for most of the time series.

MK trend test is applied to time series for all storm durations and results are shown in Table 4.1. Bold ones indicate significant trend for 0.05(**) and 0.10(*) significant levels. Trends particularly in sub-hourly durations and long storm durations are largely different in terms of statistical significance but not in direction. According to MK statistics; the null hypothesis that there is no trend is rejected for the 5-10-15-30 minutes and 1 hour time series. The results suggest that there is significantly a downward monotonic trend based on 5 and 10 percent significance between 1950-2015 period.
Table 4.1 - Mann-Kendall Results for the Storm Durations

| Storm Duration | MK Statistic | p-Value  |
|----------------|--------------|----------|
| 5 Minutes      | $\tau = -0.260$ | 0.0021616** |
| 10 Minutes     | $\tau = -0.187$ | 0.027951** |
| 15 Minutes     | $\tau = -0.143$ | 0.091372* |
| 30 Minutes     | $\tau = -0.148$ | 0.080262* |
| 1 Hour         | $\tau = -0.189$ | 0.025699** |
| 2 Hour         | $\tau = -0.136$ | 0.10726 |
| 3 Hour         | $\tau = -0.0565$ | 0.50656 |
| 6 Hour         | $\tau = -0.0266$ | 0.75662 |

** -0.05 significance level, *-0.1 significance level
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4.1.2. Stationarity vs Nonstationarity Analysis

Maximum precipitation and recurrence analysis rely on observation for at least 10 years of station precipitation data. SMS determines the annual maximum precipitation depths for storm durations of 5, 10, 15, 30 min, and 1, 2, 3, 4, 5, 6, 8, 12, 18, 24 hours. IDF analysis is performed for the 2, 5, 10, 25, 50 and 100-year repetition periods using the probability density functions namely; Log-Normal 2 Distribution (LN2), Log-Normal 3 Distribution (LN3), 2-parameter Gamma Distribution (G2P), Log-Pearson 3 Distribution (LP3), and Gumbel Distribution (G). The best fit among these functions is found by the Chi Square and Kolmogorov-Smirnov conformity tests. As a result, a stationary LP3 is selected as the preferred distribution for the selected station and it is based on the data from 1940-2015 period. In this study, SMS annual maximum precipitation statistics are used as reference to compare them with results obtained GEV based stationary and nonstationary analyses. This can enable us to see variations between the data officially in use and data acquired within this current study.

Table 4.2. presents the negative log-likelihood (NLL), AIC and BIC diagnostic values of stationary and best fit nonstationary models. Small negative log-likelihood and AIC/BIC values infer the superiority of the model to the other ones. Consistently, for all storm durations the proper nonstationary models provided the lower performance scores than stationary models. This implies the worthy of consideration of changing climate conditions in precipitation frequency analysis.

| Model          | NLL  | AIC  | BIC  | Model          | NLL  | AIC  | BIC  |
|----------------|------|------|------|----------------|------|------|------|
| StFiveMin      | 160  | 327  | 333  | StTenMin       | 182  | 369  | 376  |
| NStFiveMin     | 139  | 288  | 298  | NStTenMin      | 166  | 342  | 353  |
| StFifteenMin   | 194  | 394  | 401  | NStFifteenMin  | 173  | 356  | 367  |
| NStFifteenMin  | 173  | 356  | 367  | NStThirtyMin   | 210  | 426  | 432  |
| StOneHour      | 222  | 451  | 457  | NStOneHour     | 201  | 412  | 423  |
| NStOneHour     | 201  | 412  | 423  | NStTwoHours    | 205  | 420  | 431  |
| StThreeHours   | 231  | 468  | 474  | NStThreeHours  | 209  | 428  | 439  |
| NStThreeHours  | 209  | 428  | 439  | NStSixHours    | 216  | 442  | 452  |

The changes between return levels of best fit nonstationary model and stationary ones for each return period are shown in Table 4.3. Generally mean or median values are computed to simplify the results of nonstationary models because nonstationary return levels take different values for every single point of covariate.
Table 4.3 - Nonstationary GEV Best Fit Model Return Levels (mm) - Mean and Median Value Change with Respect to Stationary GEV Model Return Level Results - Observation Period

|            | 2 year | 5 year | 10 year | 25 year | 50 year | 100 year | 200 year |
|------------|--------|--------|---------|---------|---------|----------|----------|
| **Mean Value Change** |        |        |         |         |         |          |          |
| FiveMin    | -4%    | -4%    | -5%     | -9%     | -11%    | -15%     | -18%     |
| TenMin     | -14%   | -13%   | -12%    | -9%     | -7%     | -5%      | -3%      |
| FifteenMin | -1%    | -4%    | -6%     | -9%     | -12%    | -14%     | -17%     |
| ThirtyMin  | 0%     | -3%    | -6%     | -10%    | -13%    | -16%     | -19%     |
| OneHour    | -7%    | -5%    | -3%     | 0%      | 3%      | 6%       | 10%      |
| TwoHours   | 0%     | -3%    | -4%     | -5%     | -6%     | -7%      | -7%      |
| ThreeHours | 0%     | -3%    | -5%     | -8%     | -11%    | -13%     | -16%     |
| SixHours   | 1%     | -1%    | -2%     | -3%     | -4%     | -5%      | -5%      |

|            |        |        |         |         |         |          |          |
| **Median Value Change** |        |        |         |         |         |          |          |
| FiveMin    | -3%    | -2%    | -4%     | -7%     | -9%     | -12%     | -15%     |
| TenMin     | -13%   | -12%   | -10%    | -7%     | -4%     | -2%      | 0%       |
| FifteenMin | -1%    | -2%    | -4%     | -7%     | -9%     | -12%     | -14%     |
| ThirtyMin  | 1%     | -2%    | -5%     | -8%     | -10%    | -13%     | -16%     |
| OneHour    | -8%    | -5%    | -2%     | 2%      | 5%      | 8%       | 12%      |
| TwoHours   | -1%    | -2%    | -3%     | -4%     | -4%     | -5%      | -5%      |
| ThreeHours | -1%    | -2%    | -4%     | -7%     | -9%     | -11%     | -14%     |
| SixHours   | 0%     | -1%    | -2%     | -2%     | -3%     | -3%      | -4%      |

In addition, Figure 4.3 shows return levels of stationary model, nonstationary mean and median and SMS for each storm duration from 5 min to 6 hr, respectively. By examining storm durations, it is found that the shorter the duration the larger the differences between the non-stationary and stationary extremes. In the design of storm drainage systems short durations of maximum rainfall events are mostly considered. Therefore, the use of nonstationary approach in determining the design value should be more preferable depending on safety and economical scale. For an example, for the 100-year return period, the differences between stationary and nonstationary mean (median) return level of 5 minutes and 30 minutes events are 15% (12%) and 16% (13%), while for a 6 hours storm, the difference is 5% (3%). Also, among the storm durations, only one hour time series exhibit larger values (increase) for its nonstationary model return level values, however this is not the case for shorter return periods from 2 years to 10 years.
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Figure 4.3 - Stationary and best fit nonstationary model return level (mm) comparison - Return level (mm) vs. Return period (Year)
Differences in sub-hourly return levels between nonstationary and stationary models increase with the increasing return period, except the results from ten minutes data. While the mean (median) difference of 5-year return period is 4% (2%) for five and fifteen minutes durations, this difference reaches 11% (9%) and 12% (9%) for 50 years return period and 15% (12%) and 14% (12%) for 100 years return period. Exceptionally, ten minutes data follows the opposite direction for the alteration of nonstationary and stationary return level results with respect to storm duration, such as 14% (13%) and 12% (10%) mean (median) difference for 2 and 10 years return period and 5% (2%) for 100 years return period. It should be noted that usually the low return periods (2 to 10 years) are considered in design steps of storm drainage systems and this makes the nonstationarity more critical in controlling the uncertainty related to the determination of maximum precipitation value. The hourly time series demonstrate similar behavior to sub-hourly time series. While the negative differences from two, three- and six-hours time series are amplified with increasing return period, one-hour time series show increased return levels (positive difference) with nonstationarity after 25 years return period. SMS based stationary return levels also follow GEV based stationary levels closely and both of them provides higher return levels than nonstationary models (see Figure 4.3).

The difference between the stationary and nonstationary return levels is not following a linear trend but to make a general inference sub-hourly storm durations indicate larger difference than hourly storm durations and non-stationary estimates are smaller than their corresponding stationary values. In these circumstances for a worst-case scenario it is better to use stationary return level estimates for the safety issue of a hydraulic structure. However, it will increase the cost and result in overdesign when observed data is considered. Moreover, depending on the characteristics of a time series different results can be seen; even one value can change the calculation results since every time series are evaluated independently and have its own statistical attributes. The outlier effect, distribution, parameter estimation methods, etc., all have impacts over the return level results. For instance, while observed 3 hour rainfall exceed 1 hour rainfall height, according to statistical analyses, chosen distribution, etc. a 100 year-1 hour return level result can exceed the 100 year-3 hour result; at that case distribution may change and calculations can be repeated, parameter estimation method can be changed or the highest value is taken for the calculations. Therefore, analyses and interpretation of such results need expert judgement to avoid misinterpretation.

4.2. Climate Change and Alterations in the Maximum Precipitation Events: Projections

Daily precipitation values of projection period are disaggregated to 5 minutes storm durations, then five minutes time series aggregated to the storm durations that are subject of interest such as 10 min, 15 min, 1 hour and 6 hour. Stationary and nonstationary models are applied to these projected (2015-2098) annual maximum storm durations for Ankara province. Three GCM models (MPI-ESM-MR, HADGEM2-ES, and GFDL-ESM2M) and two RCP scenario (4.5 and 8.5) for storm durations of stationary and nonstationary models are used. These driving GCM model outputs are downscaled by using the RegCM4 regional model to produce daily precipitation at 10 km.
4.2.1. Disaggregation of Daily Precipitation

The performance of the aforementioned disaggregation method has been assessed by reproducing a set of standard statistics (mean, variance, proportion of dry day, skewness, standard error and maximum value) for one hour disaggregated precipitation intensity from 24 hours precipitation data. These statistics can be compared with the same statistics obtained from hourly observed precipitation data available at the model grid location. The hourly mean statistics for January, May, June and October representing winter, spring, summer, and fall seasons, respectively are calculated for hourly and disaggregated hourly observed data and they are shown in Table 4.4. The statistics results are close to each other particularly in spring, summer and fall seasons. The higher skewness and maximum precipitation depth are observed with disaggregated data in January. However, the results indicated a good performance of the methodology in producing hourly values with their mean statistical measures (Table 4.4.). On the other hand, it must be specified the larger bias of the disaggregated data with respect to observed data for finer durations such as five minutes or ten minutes are observed. The parameters developed with observed data are used in the model to disaggregate daily precipitation of climate model outputs.

|       | January | January | May    | May   | June   | June   | October | October |
|-------|---------|---------|--------|-------|--------|--------|---------|---------|
| Mean  | 0.04    | 0.04    | 0.11   | 0.11  | 0.09   | 0.09   | 0.07    | 0.07    |
| Variance | 0.30    | 0.11    | 0.37   | 0.37  | 0.26   | 0.29   | 0.23    | 0.16    |
| Dry Day | 0.98    | 0.95    | 0.90   | 0.90  | 0.91   | 0.93   | 0.95    | 0.93    |
| Skewness | 15.52   | 11.24   | 9.25   | 9.54  | 9.99   | 8.69   | 10.25   | 11.40   |
| Std Error | 0.55    | 0.34    | 0.61   | 0.61  | 0.51   | 0.54   | 0.47    | 0.40    |
| Maximum | 10.34   | 5.80    | 8.90   | 9.80  | 7.85   | 7.40   | 7.52    | 7.60    |

4.2.2. Trend Analysis

Figure 4.4 shows projected annual maximum rainfall intensities for storm duration of 10, 15 minutes and 1, 6 hours for three models and two RCP scenarios, between 2015-2098 periods with a linear trend line. All projections for 10 min, 15 min and 1-hr generally show decreasing tendency for their annual maximum precipitation depths according to linear regression lines. For sub-hourly durations, GFDL 8.5 and HG 8.5 are almost unresponsive to interannual changes in maximum precipitation. HG4.5, MPI4.5, and MPI8.5 are the most sensitive models to maximum precipitation changes between years for 15 min duration. Also, MPI8.5 shows higher fluctuations between years for 1-hr duration. As duration changes different responses from each model are observed.

Trend test results using MK are shown in Table 4.5. The null hypothesis that there is no trend is rejected is shown with bold. The directions of trends in projections regardless of storm durations are mostly downward. The significant decreasing trends are associated with GFDL and MPI models with 8.5 RCP scenario while RCP 8.5 produces the warmest environment.
Figure 4.4 - Projected Annual Maximum-Time Series in Ankara Province for 2015-2098 period: a) Ten Minutes, b) Fifteen Minutes, c) One Hour, d) Six Hours
Moreover, increasing trends occurred only with MPI4.5 for each of storm duration. The MPI model can be sensitive to the choice of RCP scenario as it produces trend at opposite directions with different RCP. Trends in short (in particular sub-hourly) and long storm durations are largely different in terms of statistical significance and directions for model and scenario combinations.

### Table 4.5 - Mann-Kendall Results for the Storm Durations of Projected Data Time Series

| Storm Duration   | MK Statistic | p-Value | Storm Duration   | MK Statistic | p-Value |
|------------------|--------------|---------|------------------|--------------|---------|
| TenMinutesMPI45  | 0.0947       | 0.20374 | OneHourMPI45     | 0.112        | 0.1339  |
| TenMinutesMPI85  | -0.14        | 0.05940 | OneHourMPI85     | -0.143       | 0.05535 |
| TenMinutesGFDL45 | -0.0175      | 0.8167  | OneHourGFDL45    | -0.0694      | 0.35185 |
| TenMinutesGFDL85 | -0.105       | 0.15966 | OneHourGFDL85    | -0.141       | 0.05888 |
| TenMinutesHG45   | -0.0967      | 0.19428 | OneHourHG45      | -0.0402      | 0.59128 |
| TenMinutesHG85   | -0.0531      | 0.47717 | OneHourHG85      | 0.0499       | 0.50392 |
| FifteenMinutesMPI45| 0.0895       | 0.22959 | SixHoursMPI45    | 0.0602       | 0.41944 |
| FifteenMinutesMPI85| -0.118       | 0.11235 | SixHoursMPI85    | -0.0115      | 0.88024 |
| FifteenMinutesGFDL45| -0.0459      | 0.53906 | SixHoursGFDL45   | -0.173       | 0.01983 |
| FifteenMinutesGFDL85| -0.122       | 0.10142 | SixHoursGFDL85   | -0.199       | 0.00759 |
| FifteenMinutesHG45| -0.0938      | 0.20789 | SixHoursHG45     | 0.0422       | 0.57274 |
| FifteenMinutesHG85| -0.0422      | 0.57273 | SixHoursHG85     | -0.0143      | 0.84986 |

### 4.2.3. Stationarity vs Nonstationarity Analysis

Stationary and nonstationary models are constructed for the future precipitation data and compared with each other. First nonstationary models are compared among themselves and then nonstationary model with the best fit diagnostic values is compared with stationary models. AIC, BIC and NLL values of stationary models and their corresponding best fit nonstationary ones are presented in Table 4.6. The results of best fit nonstationary models spread among the various model trials. More than 60% of constructed nonstationary models reveal best fit results for the models in which location parameter is set to a function of Temperature and exp(Temperature), and scale parameter is set to a function of exp(Temperature). Generally, best fit nonstationary models provide lower diagnostic values (at least one of three evaluation criteria) and hence they are superior comparing to stationary models.

For every model and its corresponding RCP scenarios, mean and median of best fit nonstationary return level estimate results are compared with stationary model results for all storm durations and their percent changes of these values are given in Table 4.7. For 10 min, 15 min and 1-hour durations the models with RCP 4.5 produced increased (positive change) return levels (up to 6 percent) with nonstationarity whereas the models with RCP 8.5 yielded
decreased (negative change) return levels (up to 4 percent). However, regardless of RCP scenarios almost all models (especially GFDL) released reduced (negative change) return levels with nonstationarity for 6-hour duration and such changes in return levels reached to 15 percent in maximum (based on median value). Magnitude of these changes increased with increasing return periods. The changes greater than 3 percent are highlighted in Table 4.7. GFDL and HG models with RCP 4.5 increased the return levels with nonstationarity particularly for 10 min, 15 min and 1-hour durations. The magnitude of future variations in extreme precipitation quantiles is dependent to the selection of GCMs and/or RCPs as it is also stated in Alam [79] who conducted the study of IDF curves analyses for Saskatoon, Canada, with possible climate change scenarios. Owing to semi-arid/arid climate conditions at the study location (Ankara province) Ankara is likely to encounter lower maximum precipitation depths at different frequencies in the future especially for the warmest condition (RCP 8.5) and longest duration (6-hour).

Table 4.6 - Diagnostic Values of Stationary and Best Fit Nonstationary Models of Projected Data

| Model       | Stationary |                      | Best Fit Nonstationary |                      |
|-------------|------------|----------------------|------------------------|----------------------|
|             | N L L      | AIC                  | BIC                    | N L L                | AIC                  | BIC                    |
| TenMinMPI45 | 160.49     | 329.98               | 334.27                 | 159.58               | 327.15               | 336.88                 |
| TenMinMPI85 | 132.92     | 271.84               | 279.13                 | 128.45               | 264.91               | 274.63                 |
| TenMinGFDL45| 124.99     | 255.97               | 263.26                 | 123.57               | 255.15               | 267.87                 |
| TenMinGFDL85| 2.65       | 11.31                | 18.60                  | -1.81                | 6.38                 | 18.53                  |
| TenMinHG45  | 181.79     | 369.57               | 376.86                 | 180.24               | 368.47               | 378.20                 |
| TenMinHG85  | 43.77      | 93.53                | 100.83                 | 43.21                | 94.42                | 104.15                 |
| FifteenMinMPI45 | 165.88   | 337.76               | 345.05                 | 164.76               | 337.52               | 347.24                 |
| FifteenMinMPI85 | 169.16  | 344.31               | 351.61                 | 166.22               | 340.43               | 350.16                 |
| FifteenMinGFDL45 | 151.40 | 308.81               | 316.10                 | 149.05               | 306.10               | 315.83                 |
| FifteenMinGFDL85 | 33.81  | 73.61                | 80.91                  | 31.63                | 71.25                | 80.98                  |
| FifteenMinHG45 | 203.40  | 412.81               | 420.10                 | 201.64               | 411.29               | 421.013                |
| FifteenMinHG85 | 74.74   | 155.48               | 162.78                 | 74.03                | 156.06               | 165.78                 |
| OneHourMPI45 | 205.35     | 416.71               | 424.00                 | 203.77               | 415.55               | 425.27                 |
| OneHourMPI85 | 258.91     | 523.82               | 531.11                 | 252.66               | 513.33               | 523.05                 |
| OneHourGFDL45 | 235.48   | 476.96               | 484.25                 | 234.06               | 476.13               | 485.85                 |
| OneHourGFDL85 | 142.67    | 291.34               | 298.63                 | 138.44               | 286.87               | 299.03                 |
| OneHourHG45  | 246.33     | 498.66               | 505.95                 | 244.51               | 497.02               | 506.74                 |
| OneHourHG85  | 181.81     | 369.61               | 376.91                 | 179.66               | 367.33               | 377.05                 |
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Table 4.6 - Diagnostic Values of Stationary and Best Fit Nonstationary Models of Projected Data (continue)

| Model        | Stationary |                           | Best Fit Nonstationary |                           |
|--------------|------------|---------------------------|-------------------------|---------------------------|
|              | N | L | L | AIC | BIC | N | L | L | AIC | BIC |
| SixHoursMPI45| 303.82      | 613.65                     | 620.94                  | 302.85                    | 613.71                     | 623.43    |
| SixHoursMPI85| 292.30      | 590.61                     | 597.90                  | 281.20                    | 572.41                     | 584.56    |
| SixHoursGFDL45| 262.57     | 531.13                     | 538.43                  | 258.63                    | 527.27                     | 539.42    |
| SixHoursGFDL85| 261.93     | 529.86                     | 537.15                  | 252.61                    | 515.21                     | 527.37    |
| SixHoursHG45  | 273.65      | 553.29                     | 560.59                  | 252.01                    | 514.01                     | 526.17    |
| SixHoursHG85  | 264.12      | 534.24                     | 541.53                  | 264.08                    | 536.17                     | 545.89    |

Table 4.7 - Nonstationary Model-Stationary Model Comparison - Mean and Median Return Value Change for 2-5-10-25-50-100-200 Years Return Period with Respect to Stationary Model - Projected Data for 10 min, 15 min, 1 hour and 6 hour durations

|          | 2 | 5 | 10 | 25 | 50 | 100 | Mean Value Change | Median Value Change |          | 2 | 5 | 10 | 25 | 50 | 100 | Mean Value Change | Median Value Change |
|----------|---|---|----|----|----|-----|-------------------|--------------------|----------|---|---|----|----|----|-----|-------------------|--------------------|
|          |   |   |    |    |    |     |                   |                    |          |   |   |    |    |    |     |                   |                    |
| 10 Min Model |   |   |    |    |    |     |                   |                    |          |   |   |    |    |    |     |                   |                    |
| MPI45    |   |   |    |    |    |     |                   |                    |          |   |   |    |    |    |     |                   |                    |
| MPI85    |   |   |    |    |    |     |                   |                    |          |   |   |    |    |    |     |                   |                    |
| GFDL45   |   |   |    |    |    |     |                   |                    |          |   |   |    |    |    |     |                   |                    |
| GFDL85   |   |   |    |    |    |     |                   |                    |          |   |   |    |    |    |     |                   |                    |
| HG45     |   |   |    |    |    |     |                   |                    |          |   |   |    |    |    |     |                   |                    |
| HG85     |   |   |    |    |    |     |                   |                    |          |   |   |    |    |    |     |                   |                    |
|          |   |   |    |    |    |     |                   |                    |          |   |   |    |    |    |     |                   |                    |
| 15 Min Model |   |   |    |    |    |     |                   |                    |          |   |   |    |    |    |     |                   |                    |
| MPI45    |   |   |    |    |    |     |                   |                    |          |   |   |    |    |    |     |                   |                    |
| MPI85    |   |   |    |    |    |     |                   |                    |          |   |   |    |    |    |     |                   |                    |
| GFDL45   |   |   |    |    |    |     |                   |                    |          |   |   |    |    |    |     |                   |                    |
| GFDL85   |   |   |    |    |    |     |                   |                    |          |   |   |    |    |    |     |                   |                    |
| HG45     |   |   |    |    |    |     |                   |                    |          |   |   |    |    |    |     |                   |                    |
| HG85     |   |   |    |    |    |     |                   |                    |          |   |   |    |    |    |     |                   |                    |
|          |   |   |    |    |    |     |                   |                    |          |   |   |    |    |    |     |                   |                    |
| 1 Hour Model |   |   |    |    |    |     |                   |                    |          |   |   |    |    |    |     |                   |                    |
| MPI45    |   |   |    |    |    |     |                   |                    |          |   |   |    |    |    |     |                   |                    |
| MPI85    |   |   |    |    |    |     |                   |                    |          |   |   |    |    |    |     |                   |                    |
| GFDL45   |   |   |    |    |    |     |                   |                    |          |   |   |    |    |    |     |                   |                    |
| GFDL85   |   |   |    |    |    |     |                   |                    |          |   |   |    |    |    |     |                   |                    |
| HG45     |   |   |    |    |    |     |                   |                    |          |   |   |    |    |    |     |                   |                    |
| HG85     |   |   |    |    |    |     |                   |                    |          |   |   |    |    |    |     |                   |                    |
|          |   |   |    |    |    |     |                   |                    |          |   |   |    |    |    |     |                   |                    |
| 6 Hours Model |   |   |    |    |    |     |                   |                    |          |   |   |    |    |    |     |                   |                    |
| MPI45    |   |   |    |    |    |     |                   |                    |          |   |   |    |    |    |     |                   |                    |
| MPI85    |   |   |    |    |    |     |                   |                    |          |   |   |    |    |    |     |                   |                    |
| GFDL45   |   |   |    |    |    |     |                   |                    |          |   |   |    |    |    |     |                   |                    |
| GFDL85   |   |   |    |    |    |     |                   |                    |          |   |   |    |    |    |     |                   |                    |
| HG45     |   |   |    |    |    |     |                   |                    |          |   |   |    |    |    |     |                   |                    |
| HG85     |   |   |    |    |    |     |                   |                    |          |   |   |    |    |    |     |                   |                    |
Further the average of stationary and nonstationary model-RCP combinations of each storm duration are computed. Stationary return level averages MPI, GFDL, HG models RCP 4.5 and 8.5 results and nonstationary return level means of MPI, GFDL, HG models RCP 4.5 and 8.5 results are compared. These results are given in Figure 4.5.

It can be concluded that on average nonstationary models produce mostly lower return levels for six-hour storm duration and closer return level values for the rest of the storm duration within the same RCP scenario. Moreover RCP 8.5 model averages for all storm durations exhibit smaller values when compared with the RCP 4.5 return level values however future projections can reveal different results for different regions. While it is found that stationary return level estimates for projections reveal higher values in this study, DeGaetano et al. [80] computed future precipitation recurrence probabilities for NY State to consider the future flood risk. The study reveals that at the end of the century, NYS will face a median change of between 20 and 30% increase in one-hundred-year recurrence interval precipitation amounts.

Furthermore, observation and projection period return level results are also compared in a single plot to capture and illustrate the potential temporal change. Stationary and
nonstationary return level plots of observed period, average stationary and nonstationary results of projected period and models that reveal the highest return level values among the model & RCP combinations (HG 4.5 for 10 and 15 minutes; MPI 8.5 for 1 hour and MPI 4.5 for 6 hours) of storm durations (10 minutes, 15 minutes, 1 hour, 6 hours) are presented in the Figures 4.6.

For 10 min and 15 min storm durations in observed period, stationary return levels are higher than nonstationary levels while they are lower for 1-hour duration. In addition, for these storm durations all projected return levels with and without nonstationarity are lower than return levels in observed period. Discrepancies in return levels of observed and projected periods for these storms are significantly high which can be seen from the differences between

Figure 4.6 - Model Comparison – Observed Stationary and nonstationary, SMS, projected average stationary and nonstationary model results and model results with highest return level values of storm durations (10 minutes, 15 minutes, 1 hour, 6 hours)
average values of projected period and the observed period values. However, with 6-hr duration these differences in between two periods are somewhat reduced. Even return levels of MPI with RCP 4.5 exceeded return levels calculated in historical period. Nevertheless, the maximum precipitation depths by the end of century will likely to occur with reduced magnitude comparing to the current time. In other words, the same precipitation depth in the future (by the end of century) can occur with longer return periods. With higher recurrence time and shorter storm duration this feature is more pronounced and therefore the severity of the extreme precipitation will probably be reduced in the future. Nonstationarity effect further decreases the return levels particularly for return periods greater than 10 year but it shows tendency to increase precipitation depths for sub-hourly durations even with return periods lower than 10 year. This aspect of the nonstationarity is effective in both periods.

In this study a general decrease in extreme rainfall return levels detected for the Ankara. However, for all return periods, six hours storm duration projected data driven model results do not fit the general trend. On the other hand, there are uncertainty caused by different aspects of the data and lack of practice as stated in the literature which complicate the analyses especially for future conditions. For instance Fadhel et al. [81] show that the use of different reference periods for the bias correction of RCM raise the uncertainty in the future IDF curves and emphasize the effect of the reference period on future climate projections, Kara [82] concluded that all RCMs may underestimate precipitation and Simonovic et al. [83] found that a reduction in extreme precipitation in central regions of Canada and increases in other regions based on CanESM2 results but also mentioned the GCM based uncertainty and the difference between ensemble and single model results. Moreover Arnbjerg Nielsen et al., [84] state the lack of understanding of how to quantify the impacts of climate change and the insufficiency of long-term rainfall statistics so the understanding of consequences of climate change stays limited. Haktanır and Çitakoğlu [34] indicated that Intensity-Duration-Frequency (IDF) curves can be computed in the conventional way for Turkey which supports the findings of this study. Moreover, the future results are in line with the observed trends which indicated significant decreasing trend. On the other hand, Almazroui et al. [85] stated an average 5% increase in the rainfall intensity for semi-arid region of Turkey while Şen and Aksu [86] divided two equal halves the 7 meteorological station data of annual maximum series in Istanbul and indicated an increase of up to 30% rainfall intensity for the second period. Nevertheless, the difference between highest model results and average results for the projected data in this study indicates the unavoidable uncertainty.

5. SUMMARY AND CONCLUSIONS

In the present study, intensity-duration-frequency analysis of precipitation for the reference (1950-2015) and the future (2015-2098) conditions, which enables us to incorporate climate change and variability into the design and management of storm water drainage systems, is performed and discussed under stationary and non-stationary conditions for the capital and semi-arid climate of Ankara province in Turkey. The precipitation records of SMS of Turkey for observation period and the results of regional climate model simulations based on the HadGEM2-ES, MPI-ESM-MR and GFDL-ESM2M models with RCP4.5 and RCP8.5 scenarios for future periods have been used. Daily future precipitation projections are disaggregated to 5 minute and used for the future period analysis. The GEV frequency models for stationary and nonstationary cases during observed and projected periods are developed.
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The maximum precipitation depths of all storm durations showed statistically significant decreasing trends during observed period while the models with RCP 8.5 released significant decreasing trends but the models with RCP 4.5 produced significantly increasing trends for all storm durations in projected period. Depending on the choice of emission scenarios the direction of the trend line changes from current to the future period. With more optimistic scenario (RCP 4.5) the severity of wetness increases in the future, however it is reduced and aligned with observed period when pessimistic scenario (RCP 8.5) is used. The statistical significance in precipitation change over time also inferred the existence of unavoidable nonstationarity. The stationary GEV models are capable of fitting the extreme precipitation time series of all storm durations, but the non-stationary GEV models showed advantage over the stationary models according to the diagnostic tests and values. Nonstationary model results exhibited smaller return level values with respect to stationary model results of each storm duration for the observed period. These changes reached to 15% especially for 10-15 min duration and 10-25 years return periods. These duration and frequencies are mostly considered in design of urban water drainage systems. Hence, the usage of nonstationarity approach becomes critical in application studies. Design magnitudes were lowered so that current structures do not consider nonstationarity would be overdesigned, however they will be safe for any failure. Similar reductions in return levels with nonstationarity were also obtained by models with RCP 8.5 in projected period. However, the nonstationarity models with RCP 4.5 increased the return levels in future. The negative effect of nonstationarity was the greatest for 6-hour duration regardless of any emission scenario and model.

In addition, return level values that are derived from observed data are greater than those from projected data almost for all storm duration and return period for 10-15 minutes and 1-6-hour storm duration. As the duration of storms increases projected return levels get closer to observed return levels. Future extreme precipitation depths for sub hourly storm durations are far lower than those in observed period. Therefore, the capacity of current operational storm drainage systems that were designed under stationarity will be safe enough and not create any operational difficulties in future based on the three model results used in this study. On the other hand, future projections, downscaling methods, disaggregation techniques host uncertainties that must be remembered in evaluation of the results.

Nevertheless, it should be noted that the differences in return level estimates of models support the need to update the current design parameters such as return level, return period with the most recent data and approaches. The differences also reveal the need to conduct analysis using future climate data.
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