GEOMETRY OF LOCALIZED EFFECTIVE THEORY, EXACT SEMI-CLASSICAL APPROXIMATION AND ALGEBRAIC INDEX
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ABSTRACT. In this paper we propose a general framework to study the quantum geometry of \( \sigma \)-models when they are effectively localized to small quantum fluctuations around constant maps. Such effective theories have surprising exact descriptions at all loops in terms of target geometry and can be rigorously formulated. We illustrate how to turn the physics idea of exact semi-classical approximation into a geometric set-up in this framework, using Gauss-Manin connection. We carry out this program by a detailed study of the example of topological quantum mechanics. The effective theory leads to an explicit construction of the universal trace map on periodic cyclic chains of matrix Weyl algebras. As an application, we explain how to implement the idea of exact semi-classical approximation into a proof of the algebraic index theorem. The proof resembles much of the physics derivation of Atiyah-Singer index theorem and clarifies the geometric face of many other mathematical constructions.
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1. INTRODUCTION

The art of using quantum field theory to derive mathematical results often lies in a mysterious transition between infinite dimensional geometry and finite dimensional geometry. Typically, one starts with a path integral in quantum field theory

$$\int_{E} e^{iS/\hbar}$$

which is usually an infinite dimensional monster and difficult to study rigorously. Despite the challenging problem in defining this integral, the simplicity and symmetric beauty of the action $S$ sometimes lead to exact formal computations that could be translated into meaningful and surprising mathematical results. This happens in the wonderland of many supersymmetric field theories. There the above path integral is often localized effectively to an equivalent integral on a finite dimensional moduli space $\mathcal{M} \subset E$

$$\int_{E} e^{iS/\hbar} = \int_{\mathcal{M}} (-)'.$$

We refer to [32] for a comprehensive review.

We will be mainly interested in $\sigma$-models, which study the space of maps

$$\varphi : \Sigma \to X.$$

For example, when $\Sigma$ is one-dimensional, this describes quantum mechanical models; when $\Sigma$ is two-dimensional, this falls into the regime of string theory. Physical models often ask for understanding the integral over the space of arbitrary maps, which is huge. Nevertheless, we expect to learn novel geometry of the target $X$ from the response to randomly throwing “stones” $\Sigma$ into it.

In versions of topological $\sigma$-models, the path integral over the space of arbitrary maps will be localized to a finite dimensional subspace. The extreme case is when it is localized to constant maps. The path integral will be captured exactly by an effective theory in the formal neighborhood of constant maps inside the full mapping space. Exact semi-classical approximation in $\hbar \to 0$ allows us to reduce the path integral into a meaningful integral on the moduli space of constant maps, i.e., $X$. For example, in topological quantum mechanics, we find a formal result (when $\Sigma = S^1$)

$$\int_{\text{Map}(S^1,X)} (-)^{b \to 0} \int_{X} (-)' .$$

The LHS usually gives a physics presentation of the analytic index of certain elliptic operator. The RHS will end up with integrals of various curvature forms representing the topological index. This is the physics “derivation” of Atiyah-Singer type index theorem [2, 19, 36, 39], where we only need to compute certain one-loop Feynman diagrams as the result of exact semi-classical approximation.

Another well-studied cousin is the two-dimensional topological A-model and B-model [38]. In the topological A-model, it is localized to holomorphic maps from a Riemann surface $\Sigma$ to a complex manifold $X$. Such localized geometry triggers the fascinating development of Gromov-Witten (GW) theory. In the topological B-model, it is localized to constant maps, again. Despite the simplicity of this localized data, its geometry is not very well understood. Nevertheless, throwing a sphere into a Calabi-Yau manifold in the B-model and feeling its response around the fluctuation of constant maps, we end up with period map and variation of Hodge structures (VHS). If we throw a higher genus curve, it is expected to give a certain quantization of VHS on Calabi-Yau manifolds. Instead,
this picture is fairly understood if we replace $\sigma$-model by a string field theory description for the B-model \[4, 13\]. Mirror symmetry links these two models by a version of infinite dimensional Fourier transformation \[26\]. After we translate such simple link of two monsters to localized geometry, we end up with the highly unexpected prediction on the mirror equivalence between GW and VHS.

\[
\begin{align*}
\hat{\mathcal{M}} & \subset E, \\
\text{Let } \hat{\mathcal{M}} & \text{ be the formal neighborhood of } \mathcal{M} \text{ inside } E. \\
\text{The main idea in this paper is to study the effective theory on } \hat{\mathcal{M}} \text{ that would sit in between the original physics and the localized integral} \\
\int_{E} e^{i S / \hbar} = \int_{\hat{\mathcal{M}}} e^{i S_{\text{eff}} / \hbar} = \int_{\mathcal{M}} (-) .
\end{align*}
\]

The pair $(\hat{\mathcal{M}}, S_{\text{eff}})$ will be called the localized effective theory.

In most physics applications, the effective theory in the small neighborhood of the localized geometry has complicated quantum corrections and its precise form is not much used. Once the exact semi-classical approximation is available, we can derive an explicit quantity on the localized moduli itself after integrating out the small quantum fluctuations around it, without knowing much detailed information. Miraculous cancellation happens along integration, usually by supersymmetry.

Q: How useful is the effective theory around the localized geometry? Can we actually use it to prove interesting mathematical results along this conceptually clean physics journey, in other words, to turn this beautiful “physics argument” of exact semi-classical approximation into actual theorems?

This question is the main motivation of the current work. Such effective theory sits in between the full infinite dimensional geometry and the localized finite dimensional geometry, like a bridge. To start with, we will present in this paper a geometric way to study the effective theory in the formal neighborhood of constant maps. Our main targets will be to understand index type problems (the usual Atiyah-Singer type index as well as many other unknown index from higher dimensional worldsheet), in terms of a rigorous formulation of the method of exact semi-classical approximation.

We show that this effective theory has an exact description in terms of geometry and captures many useful informations about the infinite dimensional monster. We illustrate this in this paper by a detailed study of the example of topological quantum mechanics. The effective interaction at all loops is exactly identified \[23\] with Fedosov’s flat connection \[14\] on the Weyl bundle. Using this, we explain how to implement the idea of exact semi-classical approximation into a proof of the algebraic index theorem. The proof resembles much of the physics derivation of Atiyah-Singer index theorem described above and clarifies the geometric face of many other mathematical constructions.
1.1. **The geometry of localized effective theory.** Let us now explain the basic idea/philosophy of our approach to the effective theory around the localized geometry of constant maps.

(1) **Local model.** Let us assume that $X$ is locally modeled by a geometry $T^{\text{Model}}$ that will be relevant for our $\sigma$-model. $X$ is built up from gluing pieces of $T^{\text{Model}}$ via its automorphism groups $\text{Aut}(T^{\text{Model}})$. For example, in quantum mechanics, $X$ is a symplectic manifold and locally modeled (via the choice of Darboux coordinates) by the standard linear symplectic structure $T^{\text{Model}} = (\mathbb{R}^{2n}, \omega)$.

Intuitively, a constant map specifies a point on the target $X$. Small quantum fluctuations around this map produce certain geometric structures that depend on $\Sigma$ and the local model $T^{\text{Model}}$ (and of course, on the $\sigma$-model itself). Let us vaguely call it $\mathcal{F}^h(\Sigma, T^{\text{Model}})$, where $h$ is the quantization parameter. It exists locally around any point in $X$.

Usually, the $\sigma$-model action has interaction terms that depend on the geometry of $X$. It often becomes free when $X$ is flat and we assume this is the case. The interplay between the interacting data and the gluing data on the target will play an important role later. In this case, $\mathcal{F}^h(\Sigma, T^{\text{Model}})$ captures structures of a free quantum field theory. A free theory is not trivial, it allows rich algebraic structures of observables that we can put on $\Sigma$. As developed systematically in [11, 12], they form a factorization algebra on $\Sigma$. This fully characterizes what is happening locally on $X$.

(2) **Gluing.** If the theory is consistent at the quantum level, then the existence of effective theory tells us that we can glue $\mathcal{F}^h(\Sigma, T^{\text{Model}})$ consistently to form a sheaf on $X$. The gluing is represented by how $\text{Aut}(T^{\text{Model}})$ acts on $\mathcal{F}^h(\Sigma, T^{\text{Model}})$. This can be implemented by the method of coupling with background symmetry, and is exactly how the interaction terms will be introduced.

Let us illustrate this by a concrete topological quantum mechanics example following [23]. It studies maps from $S^1$ to a symplectic manifold $(X, \omega)$. At each point $p \in X$, the tangent plane $T_pX$ is a linear symplectic space. Quantum fluctuations deform the algebra of functions on $T_pX$ to the associated Weyl algebra. These pointwise Weyl algebras form a vector bundle, the Weyl bundle $\mathcal{W}$ on $X$. Fedosov [14] shows $\mathcal{W}$ carries a flat connection of the form $D = \nabla + \frac{1}{\hbar}[\gamma, -]$ where $\nabla$ is a symplectic connection, and $\gamma$ is a $\mathcal{W}$-valued 1-form. As shown in [23], the connection $\gamma$ precisely produces the interaction term in the effective topological quantum mechanical model. The flatness of $D$ has the interpretation of quantum master equation, which is a quantum gauge consistency condition for gluing. Quantum observables are given by $D$-flat sections [14]. These are objects that can be consistently glued on $X$, leading to a deformation quantization of the Poisson algebra $C^\infty(X)$.

Typically, the gluing symmetry will be represented by a Harish-Chandra pair $(\mathfrak{g}, K)$. $K$ represents the linearized symmetry that allows us to talk about $K$-compatible connections. It sets the kind of geometry we study. $\mathfrak{g}$ is the Lie algebra of the full (formal) non-linear symmetries. In the topological quantum mechanics example above, $K$ is the symplectic group, and $\mathfrak{g}$ is the associated Lie algebra of the Weyl algebra. The geometry of $X$ itself that reflects the outcome of gluing local pieces will lead to (see Section 2 for a detailed discussion) a principal $K$-bundle $P$.

$$P \rightarrow X$$
together with a flat \((g, K)\)-connection \(A\). \((g, K)\)-connection generalizes the notation of connection on \(P\), by allowing it to take values in the bigger Lie algebra \(g\). Flatness means the curvature \(dA + \frac{1}{2}[A, A] = 0\) vanishes. Chern-Weil type formalism says we can transfer Lie algebraic constructions to geometric objects on \(X\). This leads to the descent map (see Section 2.1)

\[
\text{desc} : \mathcal{C}^\bullet(g, K; -) \to \Omega^\bullet(X, P \times K -)
\]

which sends the Lie algebra cochain complex for a \((g, K)\)-module to the de Rham complex of the associated flat vector bundle. It is compatible with differentials and descents to cohomologies.

The complex \(\mathcal{C}^\bullet(g, K; -)\) is our algebraic framework of describing how to glue objects under the local symmetry transformation. A consistent gluing will end up with a cocycle in this complex.

Let us explain this point. Let \((V, \delta)\) be some BRST complex constructed from the local model \(\mathcal{F}^b(\Sigma, T^{\text{Model}})\). Assume \(V\) carries a structure of \((g, K)\)-module, telling how it is transferred under a gluing symmetry. We are interested in constructing some element \(\alpha_0 \in V\) that is BRST closed \(\delta \alpha_0 = 0\) and can be glued globally on \(X\). This naive requirement is unrealistic unless \(\alpha_0\) is stable under the \(g\)-action. However, if the choice of \(\alpha_0\) is natural, the gluing transformation will modify it by BRST exact terms. Therefore we are led to look for \(\alpha_1 \in C^1(g, K; V)\) such that

\[
\partial_{\text{Lie}} \alpha_0 + \delta \alpha_1 = 0.
\]

Here \(\partial_{\text{Lie}}\) is the Chevalley–Eilenberg differential. This equation tells exactly how to correct \(\alpha_0\) by BRST exact term under the gluing transformation. Iterating this process, we need to find

\[
\alpha = \alpha_0 + \alpha_1 + \cdots, \quad \alpha_i \in C^i(g, K; V)
\]

satisfying

\[
(\partial_{\text{Lie}} + \delta) \alpha = 0.
\]

Such \(\alpha\) can be glued globally on \(X\), by the method of descent described above.

This set-up follows closely the philosophy of Gelfand-Kazhdan formal geometry. Our presentation here follows Costello’s idea [10] on using the factorization/BV machine to bridge the algebra and the path integral in the formal neighborhood of constant maps. This is used in [24] to study the effective theory of topological quantum mechanics when the target is a cotangent bundle, and generalized in [23] to arbitrary symplectic targets to understand quantum corrections at all loops. As another solid example, [21] studies the gluing of BV quantization of \(\beta - \gamma\) system in this framework. There the Witten genus appears as a universal object computed in the local model coupled with background symmetry, which descents to the geometric construction described in [10]. Such gluing can be viewed as the analogue of Fedosov connection for a vertex algebra bundle on the target, which is equivalent to the quantum master equation by the method described in [28].

\textbf{(3) Exact semi-classical approximation}. Armed with the above local story and gluing, we now come to the main message in this paper on the strategy to implement the method of exact semi-classical approximation from the viewpoint of localized effective theory. This will allow us to prove interesting results by exactly the same way as what physicists would do.

So far we have been talking about algebraic structures. Another important object is the expectation value map, or correlation function

\[
\langle - \rangle : (\text{Obs}^b, \delta) \to C((\hbar)).
\]
Here $\text{Obs}^\hbar$ is a suitable version of quantum observables, and $\delta$ plays the role of BRST differential. A consistent theory will imply that $\langle - \rangle$ is a cochain map, hence it descents to an evaluation map on $\delta$-cohomologies. Here we view the coefficient ring $\mathbb{C}((\hbar))$ as a complex with zero differential. In general, $\langle - \rangle$ could be valued in some differential graded algebra.

We are mainly interested in calculating expectation values of observables. This is usually very difficult. Physics principle tells us that we should explore its dependence on $\hbar$. Thinking about $\hbar$ as a deformation parameter for a family of algebraic structures, we expect to have a version of Gauss-Manin connection available to compute $\hbar$-variations. For example, for a family of (homotopy) associative algebras, we have Getzler’s Gauss-Manin connection [20] on the periodic cyclic homologies. In good situations, we can find nice quantities that are invariant under $\hbar$-variations. In this case, we can take $\hbar \to 0$ and the semi-classical approximation becomes exact. Standard technique in quantum field theory says that this can be computed by one-loop Feynman diagrams. As we will see by a concrete example, this turns intuitive physics reasoning into interesting mathematical proof.

In some special examples of field theory, the full quantization is one-loop exact by nature. BF theory is of this type, as well as its various chiral and homotopic generalizations, for example [10, 21, 23, 24, 34]. In such case, higher loops are forbidden and the above analysis is greatly simplified.

1.2. A case study of topological quantum mechanics. The main body of this paper is to carry out the above idea through the concrete example of topological quantum mechanics. An an application, we give an explicit construction of the universal trace map on periodic cyclic tensors of matrix Weyl algebras. This leads to a simple geometric proof of the universal algebraic index theorem via one-loop Feynman diagram computations, so physics works.

One way to formulate topological quantum mechanics is to apply AKSZ [11] construction to maps

$$S^1_{dR} \to (X, \omega).$$

Here $(X, \omega)$ is a symplectic manifold. $S^1_{dR}$ is the supermanifold with underlying topology $S^1$ and with structure ring the sheaf of de Rham complex $\Omega^*_S$ on $S^1$.

Motivated by the discussion above, we first study the local model

$$S^1_{dR} \to \mathbb{R}^{2n}, \quad \omega = \sum_{i=1}^{n} dp_i \wedge dq_i.$$

Here $p_1, ..., p_n, q^1, ..., q^n$ are linear coordinates on $\mathbb{R}^{2n}$. The fields can be organized into superfields

$$P_i(t) = p_i(t) + \eta_i(t) dt, \quad Q^i(t) = q^i(t) + \xi^i(t) dt.$$

Here $q^i(t), p_i(t)$ are bosons, and their anti-fields $\eta_i(t), \xi^i(t)$ are fermions. $t$ is the coordinate on $S^1$.

The action takes the form

$$S = \int_{S^1} P_i dQ^i = \int_{S^1} p_i dq^i.$$

The nontrivial BRST transformation is

$$\delta \eta_i = \partial_t p_i, \quad \delta \xi^i = \partial_t q^i.$$

The BRST cohomology of local observables at a point $t \in S^1$ is generated by $p_i(t), q_i(t)$. The theory is topological on $S^1$, since $t$-variation of $p_i(t), q_i(t)$’s are BRST exact. The fusion of local
observables at the quantum level turns out to be the Moyal-Weyl product. Therefore we can identify
local observables with the Weyl algebra $\mathcal{W}_n$ (we use a formally completed version, see Section 2.2.1). As a general feature of topological field theory [37], we can construct non-local observables
by topological descent. Let $O^{(0)}(t)$ be a local observable representing a BRST class. Its topological
descendent is a 1-form valued observable $O^{(1)}(t)dt$ such that
$$\partial_t O^{(0)}(t) + \delta O^{(1)}(t) = 0.$$ 

Explicitly in this example, given $O(p_i, q^j) \in \mathcal{W}_n$, we consider the following observable
$O(P_i, Q^j)$ which is valued in $\Omega^{•}(S^1)$. If we decompose it into 0-form and 1-form on $S^1$
$O(P_i, Q^j) = O^{(0)}(0) dt + O^{(1)}(1) dt$
then $O^{(1)}$ is the topological descent of $O^{(0)}$.

In applications, we are also interested in coupling this system with a rank $r$ vector bundle $E$ on $X$.
In the local model, this will allow local observables to be matrix valued. In this general setting, we
will be interested in the expectation value of the following observable in our free theory
$$\langle \int_{t_0 = 0 < t_1 < \cdots < t_m < 1} dt_1 \cdots dt_m O^{(0)}(t_0) O^{(1)}(t_1) \cdots O^{(1)}(t_m) \rangle_{\text{free}}, \quad O_i \in \mathfrak{gl}_r(\mathcal{W}_n).$$

We have put $O_0$ at a fixed point. This is related to the usual gauge fixing of the extra $S^1$-rotation
symmetry. For simplicity, we will just write the above expression as
$$\langle O_0 \otimes O_1 \otimes \cdots \otimes O_m \rangle_{\text{free}}.$$ 

This tensor notation is to match with cyclic chain convention below. This expectation value can be
rigorously defined, and we give the explicit formula in Definition 3.4.

We could also consider the more familiar expression $\langle O^{(0)}(t_0) \int_{S^1} dt_1 O^{(1)}(t_1) \cdots \int_{S^1} dt_m O^{(1)}(t_m) \rangle_{\text{free}}$. This is related to the above correlation by
$$\langle O^{(0)}(t_0) \int_{S^1} dt_1 O^{(1)}(t_1) \cdots \int_{S^1} dt_m O^{(1)}(t_m) \rangle_{\text{free}} = \sum_{\sigma \in S_m} \pm \langle O_0 \otimes O_{\sigma(1)} \otimes \cdots \otimes O_{\sigma(m)} \rangle_{\text{free}}.$$
The LHS is related to the study of Lie algebra chains, and terms in the RHS are related to the study of cyclic chains. We will focus on the cyclic case which is relevant for the universal trace and index.

This model has zero modes, given by
\[ H^\bullet(S^1) \otimes \mathbb{R}^{2n}. \]
These are the configurations when \( p_i, \eta_i, q^i, \xi^i \) are constants. The algebra of functions on \( H^\bullet(S^1) \otimes \mathbb{R}^{2n} \) is the de Rham forms on \( \mathbb{R}^{2n} \), denoted by \( \hat{\Delta}^{-\bullet}_{2n} \) (we work with a formal version, see definition 3.1). Our expectation \( \langle \mathcal{O}_0 \otimes \mathcal{O}_1 \otimes \cdots \otimes \mathcal{O}_m \rangle \) \( \text{free} \) should be viewed as valued in \( \hat{\Delta}^{-\bullet}_{2n} \). This gives
\[ \langle - \rangle_{\text{free}} : C_{\cdot \cdot \cdot} (\mathfrak{gl}_r(\mathcal{W}_{2n})) \to \hat{\Delta}^{-\bullet}_{2n} \]
from cyclic tensors of \( \mathfrak{gl}_r(\mathcal{W}_{2n}) \) to \( \hat{\Delta}^{-\bullet}_{2n} \). See Convention below for the definition of cyclic tensors and related homological operators.

This model comes from a BV theory, so the zero modes carry a BV structure. Let \( \Pi \) denote the Poisson tensor. Then the BV operator \( \Delta \) acting on \( \hat{\Delta}^{-\bullet}_{2n} \) is given by the Lie derivative \( \Delta = \mathcal{L}_\Pi \).

The crucial property of \( \langle - \rangle_{\text{free}} \) is that it intertwines the Connes operator \( B \) with the de Rham differential \( d_{2n} \) on \( \hat{\Delta}^{-\bullet}_{2n} \), and intertwines the Hochschild differential \( b \) with the BV operator \( \Delta \)
\[ \langle B(-) \rangle_{\text{free}} = d_{2n} \langle - \rangle_{\text{free}}, \quad \langle b(-) \rangle_{\text{free}} = \hbar \Delta \langle - \rangle_{\text{free}}. \]
This is nothing but an explicit construction of the deformed HKR map between the noncommutative differential forms of the Weyl algebra and the commutative counterpart.

We can further integrate out zero modes by performing Berezin integration over the fermionic BV lagrangian \( \mathcal{H}(S^1) \otimes \mathbb{R}^{2n} \leftrightarrow H^\bullet(S^1) \otimes \mathbb{R}^{2n} \). This will allow us to land on actual numbers \( \mathbb{C}((\hbar)) \).

This is most elegantly described by working with periodic cyclic tensors as follows. Let us \( \mathbb{C}[u, u^{-1}] \)-linearly extend the expectation map \( \langle - \rangle_{\text{free}} \) to
\[ \langle - \rangle_{\text{free}} : CC_{\cdot \cdot \cdot}^\text{per} (\mathfrak{gl}_r(\mathcal{W}_{2n})) \to \hat{\Delta}^{-\bullet}_{2n}[u, u^{-1}]. \]
Here \( u \) is a variable of degree 2 representing the cyclic parameter. Then \( \langle - \rangle_{\text{free}} \) intertwines
\[ \langle \hbar \Delta + ud_{2n} \rangle \langle - \rangle_{\text{free}} = \langle (b + uB)(-) \rangle_{\text{free}}. \]
The composition of \( \langle - \rangle_{\text{free}} \) with the Berezin integration (see Definition 3.10)
\[ \int_{\mathcal{BV}} : \hat{\Delta}^{-\bullet}_{2n}[u, u^{-1}] \to \mathbb{C}((\hbar))[u, u^{-1}] \]
leads to a trace map
\[ \text{Tr} = \int_{\mathcal{BV}} \circ \langle - \rangle_{\text{free}} : CC_{\cdot \cdot \cdot}^\text{per} (\mathfrak{gl}_r(\mathcal{W}_{2n})) \to \mathbb{C}((\hbar))[u, u^{-1}]. \]
By construction, \( \text{Tr}((b + uB)(-)) = 0 \) and descents to periodic cyclic homologies. This is basically the same trace map that Feigin-Felder-Shoikhet [17] used in their study of algebraic index.

This completes the description of our local model. The next step is to do gluing and our goal is to glue the trace map \( \text{Tr} \). The relevant Harish-Chandra pair \((\mathfrak{g}, K)\) turns out to be (see Section 2.3)
\[ \mathfrak{g} = \mathcal{W}^+_{2n} \cdot \text{Id} + \hbar \mathfrak{gl}_r(\mathcal{W}^+_{2n}), \quad K = \text{Sp}_{2n} \times \text{GL}_r. \]
\( \text{Sp}_{2n} \) indicates an underlying symplectic geometry, and \( \text{GL}_r \) indicates a rank \( r \) vector bundle.
Taking into account of the central extensions (see Section 2.3), it turns out that the relevant gluing construction is modeled by the following Lie algebra cochain complex

\[ C^\bullet (\mathfrak{g}, \mathfrak{h}; -) \]

Here \( \mathfrak{h} = \text{Lie}(K) + Z(\mathfrak{g}) \) and \( Z(\mathfrak{g}) \) is the center of \( \mathfrak{g} \).

As we briefly mentioned above, the gluing data can be equivalently described by turning on interactions. It turns out that the relevant interaction is very simple from this viewpoint: it is the identity map \( \mathfrak{g} \rightarrow \mathfrak{g} \), viewed as a 1-cochain \( \hat{\Theta} \in C^1_{\text{Lie}}(\mathfrak{g} \otimes M) \).

Intuitively, the interaction represents a flat connection that will be used for gluing in geometry. \( \hat{\Theta} \) indeed can be viewed as a universal flat connection as follows. Let \( (C^\bullet_{\text{Lie}}(\mathfrak{g}), \partial) \) be the Chevalley–Eilenberg complex and \( M \) be an arbitrary \( \mathfrak{g} \)-module. We consider the tensor product \( C^\bullet_{\text{Lie}}(\mathfrak{g}) \otimes M \).

It carries a differential \( \partial \) which acts on the \( C^\bullet_{\text{Lie}}(\mathfrak{g}) \)-factor. Let us view \( \hat{\Theta} \in C^1_{\text{Lie}}(\mathfrak{g} \otimes M) \), so it defines \( \hat{\Theta}: C^\bullet_{\text{Lie}}(\mathfrak{g}) \otimes M \rightarrow C^{\bullet+1}_{\text{Lie}}(\mathfrak{g}) \otimes M \) by combining the wedge product on the \( C^1_{\text{Lie}}(\mathfrak{g}) \)-factor and the application of \( \mathfrak{g} \)-factor to \( M \). Then \( \partial + \hat{\Theta} \) defines a differential, which is precisely the Chevalley–Eilenberg differential under the vector space identification \( C^\bullet_{\text{Lie}}(\mathfrak{g}; M) \cong C^\bullet_{\text{Lie}}(\mathfrak{g}) \otimes M \). In this sense, \( \hat{\Theta} \) is the universal flat connection.

Guided by this universal property, we can form an expectation map \( \langle - \rangle_{\text{int}} \) by inserting \( \hat{\Theta} \) as the interaction to our free theory. Here we further view \( \hat{\Theta} \) as an element of \( C^1_{\text{Lie}}(\mathfrak{g}; gl_r(\mathcal{W}_{2n})) \) using the embedding \( \mathfrak{g} \hookrightarrow gl_r(\mathcal{W}_{2n}) \), hence it is valued in local observables. We then add the following \((\mathfrak{g}^*\text{-valued})\) interaction term into our free theory

\[ \int_{S^1} \hat{\Theta}(P_i, Q_i) \]

Intuitively, the expectation map in our interacting theory would be

\[ \langle O_0 \otimes O_1 \otimes \cdots \otimes O_m \rangle_{\text{int}}'' = '' \int_{t_0 = 0 < t_1 < \cdots < t_m < 1} dt_1 \cdots dt_m O_0^{(0)}(t_0) O_1^{(1)}(t_1) \cdots O_m^{(1)}(t_m) e^{\bar{h} \int_{S^1} \hat{\Theta}} \] \]

However, since we work with matrices, we need to modify this formula to take care of the order of integration on \( S^1 \). The precise expression is Definition 3.7. This leads to the gluing of trace map

\[ \text{Tr}^L := \int_{BV} \circ \langle - \rangle_{\text{int}} \]

which turns out to lie in the correct Lie algebra cochain

\[ \text{Tr}^L \in C^\bullet (\mathfrak{g}, \mathfrak{h}; \text{Hom}_\mathbb{K}(\text{CC}^{\text{per}}_{\text{Lie}}(gl_r(\mathcal{W}_{2n})), \mathbb{K})), \quad \mathbb{K} = \mathbb{C}((\bar{h}))[[u, u^{-1}]] \]

and satisfies the cocycle condition

\[ (\partial_{\text{Lie}} + b + uB) \text{Tr}^L = 0. \]

This is our explicit construction of the universal trace map formulated in [5, 6].

The universal index arises by computing its value on the cyclic tensor 1 (i.e. the partition function)

\[ \text{Index} = \text{Tr}^L(1) \in H^\bullet (\mathfrak{g}, \mathfrak{h}; \mathbb{K}). \]
With the underlying topological field theory at hands, this index can be computed exactly as what physicists would do. It is invariant under $\hbar$-variation (up to a well-controlled central term), and so computed via one-loop Feynman diagrams by the exact semi-classical approximation $\hbar \to 0$. This proves the universal algebraic index theorem [18] (see Theorem 3.21 for a precise statement in our context), which expresses the universal partition function "$\text{Tr}^L(1)$" in terms of a universal Lie algebra cohomology. By the descent construction, this universal index implies the usual algebraic index theorem [15, 16, 31] for a rank $r$ bundle $E$ on $X$

$$\text{Tr}^L(1) = \int_X e^{-\omega_{\hbar}/\hbar} (\hat{A}(X) \cdot \text{Ch}(E)) \in H^\bullet(X, \mathbb{C}(\hbar)).$$

$\text{Tr}$ is now the normalized trace operator on the quantum deformation of the algebra $\Gamma(X, \text{End}(E))$, and $\omega_{\hbar}$ is the 2-form characteristic class of the deformation (see Section 2.2).

This topological quantum mechanics example presented along the idea of localized effective theory is closely related to the works of Nest-Tsygan [31], Feigin-Felder-Shoikhet [17], Willwacher [35], Cattaneo-Felder-Willwacher [9] and Pflaum-Posthuma-Tang [33]. It can be viewed as a quantum field theoretic interpretation of them. The propagator of this example is used in [17], and our expectation value map in the free theory coincides with their trace map. To derive the algebraic index, they use the relation between Lie algebra cohomology and Hochschild homology to reduce the computation to tree and one-loop diagram. In [35] the author extended the result [17] to cyclic complex, and use the method in [17] to reduce the computation of index to certain Lie subalgebra of the matrix valued Weyl algebra. In [33] the authors also work with cyclic complex and they use large N techniques to reduce the computations of Lie algebra cohomology to invariant polynomials. Our method is different since we directly work in periodic cyclic complex and show that the higher loop contribution in the Feynman diagram is exact with respect to the Connes’s operator $B$. The cochain map in [35, Section 5.2] can be recovered by our universal trace using the descent method. This leads to a simple calculation of the algebraic index and is closer to the physics argument. In particular, we do not need to compute the Lie algebra cohomology or use the large N technique, but in fact be able to compute the index manifestly from our explicit cocycle. An algebraic version of such semi-classical analysis of the periodic cyclic homology is implicitly formulated in [31] to compute the algebraic index. There is a closely related construction [9, 30] using 2d Poisson sigma model, where the Gauss-Manin connection is used to obtain algebraic index on Poisson manifold. Our localized effective theory could be applied to many other topological models. For example, it would be interesting to combine techniques in [9, 30] and our exact semi-classical method to construct topological B-models coupled with gravity, which are closely related [11] to Poisson sigma models.
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Convention. In this paper, we will work with various versions of cyclic tensors. We set up our notations here, which will be used throughout this paper.

Let $A$ be a $C$-algebra with unit, not necessarily commutative. Let $\overline{A} := A/C \cdot 1$. Let

$$C_{-p}(A) := A \otimes \overline{A}^{\otimes p}$$

be the cyclic $p$-chains. The Hochschild differential

$$b : C_{-p}(A) \to C_{-p+1}(A), \ p \geq 1$$

and Connes operator

$$B : C_{-p}(A) \to C_{-p-1}(A)$$

are defined by

$$b(a_0 \otimes \cdots \otimes a_p) = (-1)^p a_p a_0 \otimes \cdots \otimes a_{p-1} + \sum_{i=0}^{p-1} (-1)^i a_0 \otimes \cdots \otimes a_i a_{i+1} \otimes \cdots \otimes a_p.$$  

$$B(a_0 \otimes \cdots \otimes a_p) = \sum_{i=0}^{p} (-1)^{pi} 1 \otimes a_i \otimes \cdots \otimes a_p \otimes a_0 \otimes \cdots \otimes a_{i-1}.$$  

The periodic cyclic complex is defined by

$$CC_{-\bullet}^{per}(A) := (C_{-\bullet}(A)[u, u^{-1}], b + uB)$$

where $u$ is a formal variable of degree 2, and will be called the cyclic parameter.

2. Formal geometry and algebraic index

2.1. Harish-Chandra pair. In this section we review some basics on Gelfand-Kazhdan formal geometry, which can be viewed as a universal treatment of differential geometric manipulations in terms of symmetry. Our presentation follows [21, 22].

For our purpose, this will reduce the problem of establishing algebraic index to universal Lie algebra cohomology computations. In our later topological quantum mechanics interpretation, the Gelfand-Kazhdan formal geometry captures precisely the gauge consistency (under target coordinate transformations) of low energy effective theory on the formal loop space.

All Lie algebras and Lie groups will be defined over $\mathbb{C}$. For $G$ a Lie group, we use $\text{Lie}(G)$ to denote its associated Lie algebra.

Definition 2.1. A Harish-Chandra pair is a pair $(\mathfrak{g}, K)$ where $\mathfrak{g}$ is a Lie algebra and $K$ is a Lie group together with

- an action $\rho_K : K \to \text{Aut}(\mathfrak{g})$ of $K$ on $\mathfrak{g}$ and
- an injective Lie algebra map $i : \text{Lie}(K) \to \mathfrak{g}$

such that the action of $\text{Lie}(K)$ on $\mathfrak{g}$ induced by $\rho_K$

$$\text{Lie}(\rho_K) : \text{Lie}(K) \to \text{Der}(\mathfrak{g})$$

is the adjoint action induced by the embedding $i : \text{Lie}(K) \to \mathfrak{g}$. 

We have the notion of \( (g, K) \)-modules.

**Definition 2.2.** A \( (g, K) \)-module is a vector space \( V \) together with
- a Lie algebra map \( \rho_g : g \to \text{End}(V) \) and
- a Lie group map \( \rho_K : K \to \text{GL}(V) \)
such that the composition \( \text{Lie}(K) \overset{i}{\to} g \overset{\rho_g}{\to} \text{End}(V) \) equals \( \text{Lie}(\rho_K) \).

Notions of morphisms between Harish-Chandra pairs and Harish-Chandra modules are defined in the obvious way, forming into natural categories.

**Definition 2.3.** A flat \( (g, K) \)-principal bundle (or just flat \( (g, K) \)-bundle) over \( X \) is
- a principal \( K \) bundle \( \pi : P \to X \)
- a \( K \)-equivariant \( g \)-valued 1-form \( \gamma \in \Omega^1(P, g) \) on \( P \)
such that
  - for all \( a \in \text{Lie}(K) \) we have \( \gamma(\xi_a) = a \) where \( \xi_a \) denotes the vector field on \( P \) generated by \( a \)
  - \( \gamma \) satisfies the Maurer-Cartan equation
    \[
    d\gamma + \frac{1}{2} [\gamma, \gamma] = 0
    \]
    where \( d \) is the de Rham differential on \( P \) and the bracket is taken in \( g \).

**Remark 2.4.** If instead, we replace the last equation by requiring \( \gamma \) to satisfy
\[
 d\gamma + \frac{1}{2} [\gamma, \gamma] = \pi^* \omega
\]
where \( \omega \) is a \( Z(g) \)-valued 2-form on \( X \), then we say it is projective flat. Here \( Z(g) \) is the center of \( g \). Let \( H \) be a subgroup of the center of \( K \) such that \( \text{Lie}(H) = Z(g) \cap \text{Lie}(K) \), then we can form a Harish-Chandra pair \( (g/Z(g), K/H) \). \( P/H \) gives rise to a principal \( K/H \)-bundle, and \( \gamma \) induces a flat \( (g/Z(g), K/H) \)-principal bundle structure on \( P/H \).

Given a flat \( (g, K) \)-bundle \( P \to X \) and a \( (g, K) \)-module \( V \), let
\[
 \Omega^\bullet(P, V) := \Omega^\bullet(P) \otimes V
\]
denote differential forms on \( P \) valued in \( V \). It carries a flat connection by
\[
 \nabla^\gamma := d + \rho_g(\gamma) : \Omega^\bullet(P; V) \to \Omega^{\bullet+1}(P; V).
\]
The group \( K \) acts on \( \Omega^\bullet(P) \) and \( V \), hence inducing a natural action on \( \Omega^\bullet(P, V) \).

**Definition 2.5.** We define basic forms \( \Omega^\bullet(P; V)_{\text{bas}} \subset \Omega^\bullet(P, V) \) by
\[
 \Omega^\bullet(P; V)_{\text{bas}} = \{ \alpha \in \Omega^\bullet(P, V) | \iota_{\xi_a} \alpha = 0, \forall a \in \text{Lie}(K) \quad \text{and} \quad \alpha \text{ is } K \text{-invariant} \}.
\]
Here \( \iota_{\xi_a} \) is the contraction with the vector field \( \xi_a \) generated by \( a \).
It is standard to see that

\[ \nabla^\gamma : \Omega^\bullet (P; V)_{bas} \to \Omega^{\bullet + 1} (P; V)_{bas} \]

preserves basic forms. Therefore we obtain a cochain complex \((\Omega^\bullet (P; V)_{bas}, \nabla^\gamma)\).

Let

\[ V_p := P \times_K V \]

be the vector bundle on \(X\) associated to the \(K\)-representation \(V\). Let \(\Omega^\bullet (X; V_p)\) be differential forms on \(X\) valued in the bundle \(V_p\). There is a canonical identification

\[ \Omega^\bullet (P; V)_{bas} \simeq \Omega^\bullet (X; V_p). \]

The flat connection \(\nabla^\gamma\) induces a flat connection on \(V_p\), still denoted by \(\nabla^\gamma\). Equivalently, \(V_p\) carries a structure of \(D_X\)-module. Its de Rham cohomology is denoted by \(H^\bullet (X; V_p)\).

Next we discuss how to descent Lie algebra cohomologies to geometric objects on \(X\).

**Definition 2.6.** Let \((\mathfrak{g}, K)\) be a Harish-Chandra pair, and \(V\) be a Harish-Chandra module. The \((\mathfrak{g}, K)\) Lie algebra cochain complex \((C^\bullet_{\text{Lie}}(\mathfrak{g}, K; V), \partial_{\text{Lie}})\) is defined by

\[ C^p_{\text{Lie}}(\mathfrak{g}, K; V) = \text{Hom}_K (\wedge^p (\mathfrak{g} / \text{Lie}(K)), V). \]

Here \(\text{Hom}_K\) means \(K\)-equivariant linear maps. \(\partial_{\text{Lie}}\) is the Chevalley-Eilenberg differential if we view \(C^p_{\text{Lie}}(\mathfrak{g}, K; V)\) as a subspace of the Lie algebra cochains \(C^p_{\text{Lie}}(\mathfrak{g}; V)\). Explicitly, for \(\alpha \in C^p_{\text{Lie}}(\mathfrak{g}, K; V)\),

\[
(\partial_{\text{Lie}} \alpha) (a_1 \wedge \cdots \wedge a_{n+1}) := \sum_{i=1}^{n+1} (-1)^{i-1} \rho_{\mathfrak{g}} (a_i) \alpha (a_1 \wedge \cdots \hat{a}_i \cdots \wedge a_{n+1}) \\
+ \sum_{i<j} (-1)^{i+j} \alpha ([a_i, a_j] \wedge \cdots \hat{a}_i \cdots \hat{a}_j \cdots \wedge a_{n+1}).
\]

\(\partial_{\text{Lie}}\) preserves the \((\mathfrak{g}, K)\)-cochains, and we have a subcomplex

\[ (C^\bullet_{\text{Lie}}(\mathfrak{g}, K; V), \partial_{\text{Lie}}) \hookrightarrow (C^\bullet_{\text{Lie}}(\mathfrak{g}; V), \partial_{\text{Lie}}). \]

**Remark 2.7.** Note that we have an analogue definition of Lie algebra cochain \((C^\bullet_{\text{Lie}}(\mathfrak{g}, \mathfrak{t}; V), \partial_{\text{Lie}})\) for a Lie algebra \(\mathfrak{g}\) and a sub-algebra \(\mathfrak{t}\): we simply replace \(K\)-equivariance in the definition above by \(\mathfrak{t}\). When \(K\) is a connected, we can identify \(C^\bullet_{\text{Lie}}(\mathfrak{g}, K; V)\) with \(C^\bullet_{\text{Lie}}(\mathfrak{g}, \text{Lie}(K); V)\).

Note that an element of \(C^p_{\text{Lie}}(\mathfrak{g}, K; V)\) is the same as an element in \(C^p_{\text{Lie}}(\mathfrak{g}; V)\) satisfying two conditions: 1) contraction with a vector in \(\text{Lie}(K)\) is zero; 2) \(K\)-equivariance. It is in complete analogue with the definition of basic forms. This is precisely described by the following descent construction.

**Definition 2.8.** We define the descent map from the \((\mathfrak{g}, K)\) Lie algebra cochain complex to \(V\)-valued de Rham complex on \(P\) by

\[
\text{desc} : (C^\bullet_{\text{Lie}}(\mathfrak{g}, K; V), \partial_{\text{Lie}}) \to (\Omega^\bullet (P; V)_{bas}, \nabla^\gamma), \]

\[ \alpha \to \alpha (\gamma, \ldots, \gamma). \]

Here if view \(\alpha\) as an element in \(\text{Hom}(\wedge^k \mathfrak{g}, V)\) and multi-linearly extend it over \(\Omega^\bullet (P)\), then \(\alpha (\gamma, \ldots, \gamma)\) produces a \(V\)-valued \(k\)-form on \(P\).
It is straightforward to check desc is compatible with the differential and its image lies in basic forms. By abuse of notation, we will also write this map as
\[ \text{desc} : (C^*_{\text{Lie}}(g, K; V), \partial_{\text{Lie}}) \rightarrow (\Omega^* (X; V_P), \nabla^\gamma). \]
Passing to cohomology, we obtain a descent map (again denoted by desc)
\[ \text{desc} : H^*_{\text{Lie}}(g, K; V) \rightarrow H^*(X; V_P). \]

2.2. Fedosov connection. We review Fedosov’s geometric approach to deformation quantization. We explain Fedosov’s flat connection on quantized algebra as a projective flat Harish-Chandra bundle. This will play a fundamental role in the gluing of topological quantum mechanical models.

2.2.1. Weyl Algebra.

**Definition 2.9.** The polynomial Weyl algebra \( W_{2n}^{\text{pol}} \) over \( k = \mathbb{C}[\hbar, \hbar^{-1}] \) is the space of polynomials \( k[p^1, ..., p^n, q^1, ..., q^n] \) in \( 2n \) variables with the Moyal product associated to the bivector \( \hat{\Pi} = \frac{1}{2} \sum_{i=1}^{n} (\frac{\partial}{\partial p^i} \otimes \frac{\partial}{\partial q^i} - \frac{\partial}{\partial q^i} \otimes \frac{\partial}{\partial p^i}) \in \text{End}_k(W_{2n}^{\text{pol}} \otimes W_{2n}^{\text{pol}}). \)
The Moyal product is given by the formula
\[ f \star g = m(e^{\hbar}(f \otimes g)), \]
where \( m(f \otimes g) = fg \) is the standard commutative product on polynomials. The Weyl algebra is \( \mathbb{Z} \)-graded for the assignment of weights
\[ \text{wt}(p^i) = \text{wt}(q^i) = 1, \quad \text{wt}(\hbar) = 2. \]

**Definition 2.10.** We define the completed Weyl algebras \( W_{2n} \) and \( W_{2n}^+ \) by
\[ W_{2n} := \mathbb{C}[[p^i, q^i]]((\hbar)), \quad W_{2n}^+ := \mathbb{C}[[p^i, q^i]][[\hbar]]. \]
An element of \( W_{2n} \) is represented by a formal sum \( \alpha = \sum_{k \in \mathbb{Z}} \alpha_k \hbar^k \) where \( \alpha_k \in \mathbb{C}[[p^i, q^i]] \) and vanishes for \( k \ll 0 \). \( \alpha \) lies in \( W_{2n}^+ \) if \( \alpha_k = 0 \) for all \( k < 0 \). The Moyal product \( \star \) is well-defined on the completed Weyl algebras, and \( W_{2n}^{\text{pol}}, W_{2n}^+ \) are subalgebras of \( W_{2n} \). We use the same \( \mathbb{Z} \)-grading of weights as \( W_{2n}^{\text{pol}} \) when talking about homogenous elements.

\( W_{2n} \) has an induced Lie algebra structure with Lie bracket defined by
\[ [f, g] := \frac{1}{\hbar} [f, g]_\star := \frac{1}{\hbar} (f \star g - g \star f). \]
Let \( \text{Sp}_{2n} \) be the symplectic group of linear transformations preserving the tensor \( \Pi \). It acts on Weyl algebras by inner automorphisms. The Lie algebra \( \text{sp}_{2n} \) of \( \text{Sp}_{2n} \) can be identified with quadratic polynomials in \( \mathbb{C}[p^1, ..., p^n, q^1, ..., q^n] \). This defines a natural embedding
\[ \text{sp}_{2n} \hookrightarrow W_{2n}^{\text{pol}} \hookrightarrow W_{2n}. \]
It acts on \( W_{2n} \) by the corresponding inner derivations.
2.2.2. Fedosov’s connection and deformation quantization.

**Definition 2.11.** Let \((M, \omega)\) be a symplectic manifold and \(F_{\text{Sp}}(M)\) be its symplectic frame bundle. The Weyl bundles \(W^+_M, W_M\) of \(M\) are defined to be

\[
W^+_M := F_{\text{Sp}}(M) \times_{\text{Sp}2n} W^+_{2n}, \quad W_M := F_{\text{Sp}}(M) \times_{\text{Sp}2n} W_{2n}.
\]

They are both bundles of algebras, since the Moyal product is \(\text{Sp}_{2n}\)-equivariant. We denote Weyl-algebra valued differential forms by

\[
\Omega^*_M(W^+) := \Omega^*_M \otimes_{C^\infty(M)} \Gamma(M, W^+_M) = \Gamma(M, \wedge^* T^\vee_M \otimes W^+_M).
\]

Similarly for \(\Omega^*_M(W)\). We can also identify \(\Omega^*_M(W) = \Omega^*_M(W^+) [h^{-1}]\).

**Definition 2.12.** A symplectic connection on \(M\) is a torsion free connection \(\nabla\) on the tangent bundle \(T_M\) that is compatible with the symplectic form: \(\nabla \omega = 0\).

Symplectic connections exist on any symplectic manifold and are not unique. Such a connection \(\nabla\) induces a connection \(\nabla^W\) on \(W_M\). Let

\[
R^\nabla = \nabla^2 \in \Omega^2_M(\text{End}(T_M))
\]

denote the curvature of \(\nabla\). If we identify \(T_M \cong F_{\text{Sp}}(M) \times_{\text{Sp}2n} \mathbb{R}^{2n}\), then

\[
R^\nabla \in \Omega^2_M(F_{\text{Sp}}(M) \times_{\text{Sp}2n} \mathfrak{sp}_{2n}).
\]

Under the embedding \(\mathfrak{sp}_{2n} \hookrightarrow W^+_{2n}\), this curvature form is mapped to an element

\[
R^W \in \Omega^2_M(W^+).
\]

**Lemma 2.13.** The curvature of \(\nabla^W\) on the Weyl bundle \(W_M\) is given by

\[
(\nabla^W)^2 = \frac{1}{\hbar}[R^W, -]_*.
\]

Given a symplectic connection \(\nabla\) and any sequences \(\{\omega_k\}_{k \geq 1}\) of closed 2-forms on \(M\), Fedosov\[14\] proved that there exists a unique element \(\gamma \in \Omega^1_M(W)\) with certain prescribed gauge fixing condition such that the following equation holds

\[
\nabla^W \gamma + \frac{1}{2\hbar}[\gamma, \gamma]_* + R^W = \omega_h.
\]

Here \(\omega_h = -\omega + \sum_{k \geq 1} \hbar^k \omega_k\) is the characteristic class of the deformation quantization (the original proof in \[14\] is for \(\omega_h = -\omega\) but the same method works in this generality). Define the modified connection on \(W_M\) by \(D = \nabla^W + \frac{1}{\hbar}[\gamma, -]_*\). Then

\[
D^2 = \frac{1}{\hbar}[\omega_h, -]_* = 0
\]

since \(\omega_h\) is an central element in \(\Omega^1_M(W)\). \(D\) is Fedosov’s flat connection on the Weyl bundle. Moreover, if we consider flat sections

\[
W^+_D(M) := \{ s \in \Gamma(M, W^+_M) | Ds = 0 \},
\]

then \(W^+_D(M)\) is a subalgebra of \(\Gamma(M, W^+_M)\) which defines a deformation quantization on \((M, \omega)\) (under a natural isomorphism \(W^+_D(M) \cong C^\infty(M)[[\hbar]]\) via the symbol map \[14\]).
Fedosov connection can be generalized to the bundle case [16]. Let $E$ be a vector bundle equipped with a connection $\nabla^E$. We consider the following bundle of algebras

$$\mathcal{W}^+_M \otimes \text{End}(E)$$

which has an induced connection from $\nabla^\mathcal{W}$ and $\nabla^E$. Then similarly we can find

$$\gamma_E \in \Omega^1_M(\mathcal{W}^+_M \otimes \text{End}(E))$$

which satisfies Fedosov’s equation:

$$(F) \quad \nabla^\mathcal{W} \gamma_E + \frac{1}{2\hbar}\{\gamma_E, \gamma_E\}_\ast + R^\mathcal{W}_\gamma = \omega_{\hbar}.$$  

It follows that the following modified connection on $\mathcal{W}^+_M \otimes \text{End}(E)$ is flat

$$\nabla^\mathcal{W} \otimes 1 + 1 \otimes \nabla^E + \frac{1}{\hbar}\{\gamma_E, -\}_\ast.$$  

The flat sections give a quantum deformation of the algebra $\Gamma(M, \text{End}(E))$.

### 2.3. Gelfand-Fuks map.

#### 2.3.1. Fedosov connection and Gelfand-Fuks map.

Set $g = \mathcal{W}^+_n$, regarded as a Lie algebra with bracket $[-, -] = \frac{1}{\hbar}[-, -]_\ast$, and we have $\mathfrak{sp}_{2n} \subset g$. Then $(g, \text{Sp}_{2n})$ forms a Harish-Chandra pair. Later we will enlarge $g$ to include vector bundles.

The symplectic connection $\nabla$ can be equivalently described by a connection 1-form

$$A \in \Omega^1(F_{\text{Sp}}(M), \mathfrak{sp}_{2n})$$

on the principal $\text{Sp}_{2n}$-bundle $F_{\text{Sp}}(M)$. We view $A$ as an element

$$A \in \Omega^1(F_{\text{Sp}}(M), g)$$

under the natural embedding $\mathfrak{sp}_{2n} \hookrightarrow \mathcal{W}^+_n$. The correction term $\gamma$ in Fedosov’s connection can be viewed as a $\text{Sp}_{2n}$-invariant element of

$$\gamma \in \Omega^1(F_{\text{Sp}}(M), \mathcal{W}^+_n).$$

**Proposition 2.14.** $A + \gamma$ defines a projective-flat $(g, \text{Sp}_{2n})$-principal bundle structure on $F_{\text{Sp}}(M)$.

**Proof.** Fedosov’s equation is equivalent to

$$d(A + \gamma) + \frac{1}{2}[A + \gamma, A + \gamma] = \omega_{\hbar}.$$  

This says that $A + \gamma$ is a projective flat connection. $\square$

Now we apply the descent construction in Section [2.1] to the pair $(g', K) := (g/Z(g), \text{Sp}_{2n})$, where $Z(g)$ is the center of $g$. In our case $g = \mathcal{W}^+_n$, $Z(g) = \mathbb{C}[\hbar]$ and $Z(g) \cap \mathfrak{sp}_{2n} = 0$.

There is a natural isomorphism

$$C^\ast_{\text{Lie}}(g', \text{Sp}_{2n}; \mathbb{C}(\hbar)) \cong C^\ast_{\text{Lie}}(g, \mathfrak{sp}_{2n} \oplus Z(g); \mathbb{C}(\hbar)).$$

We get a map of cochain complexes via descent construction
the Moyal product. Define has a Lie subalgebra $g$

Note we do not insert $A$ since it lies in $sp_{2n}$. This is the Gelfand-Fuks map discussed in $[17, 29, 22, 18]$.

2.3.2. Twist by vector bundle. The Gelfand-Fuks map can be extended to the bundle case as well. Let $E$ be a vector bundle equipped with a connection $\nabla^E$. Let

$$\gamma_E \in \Omega^1_M(W^+_M \otimes \text{End}(E))$$

such that $\nabla^W \otimes 1 + 1 \otimes \nabla^E + \frac{1}{\hbar}[\gamma_E, -]$ defines a flat Fedosov connection on the bundle of algebras $W^+_M \otimes \text{End}(E)$. Let $Fr(E)$ be the frame bundle of $E$, which is a principal $GL_r$-bundle on $X$ and

$$E \cong Fr(E) \times_{GL_r} \mathbb{C}^r.$$ 

We can view $\nabla^E$ as coming from a connection on the principal $GL_r$-bundle $Fr(E)$. Then the symplectic connection together with $\nabla^E$ gives a connection 1-form

$$A \in \Omega^1(Fsp(M) \times_M Fr(E), sp_{2n} \oplus gl_r)$$

on the principal $Sp_{2n} \times GL_r$-bundle $Fsp(M) \times_M Fr(E)$.

We consider the following Harish-Chandra pair $(g, K)$. Let $gl_r(W_{2n})$ be the Lie algebra of $W_{2n}$-valued $r \times r$ matrices with bracket $[x, y] := \frac{1}{\hbar}(x \star y - y \star x)$. Here $\star$ is the matrix multiplication using the Moyal product. Define $g$ to be the Lie subalgebra spanned by

$$g := W^+_M \cdot \text{Id} + \hbar gl_r(W^+_M).$$

g has a Lie subalgebra $sp_{2n} \oplus h gl_r$, which is isomorphic to the direct sum $sp_{2n} \oplus gl_r$ under the usual bracket. This gives an embedding $sp_{2n} \oplus gl_r \hookrightarrow g$ that allows us to view

$$A \in \Omega^1(Fsp(M) \times_M Fr(E), g).$$

Again, $\gamma_E$ can be viewed as a $Sp_{2n} \times GL_r$-invariant element

$$\gamma_E \in \Omega^1(Fsp(M) \times_M Fr(E), g).$$

The analogue of Proposition $[2.14]$ is the following

**Proposition 2.15.** $A + \gamma_E$ defines a projective-flat $(g, Sp_{2n} \times GL_r)$-bundle structure on $Fsp(M) \times_M Fr(E)$.

In our case, the center $Z(g) = \mathbb{C}[\hbar] \text{Id} \cong \mathbb{C}[\hbar]$. By Remark $[2.4]$ we can form the Harish-Chandra pair $(g/Z(g), PGL_r)$ and $A + \gamma_E$ induces a flat $(g/Z(g), PGL_r)$-principal bundle structure on $Fsp(M) \times_M PFr(E)$. Here $PFr(E) = Fr(E)/\mathbb{C}^*$ is the projective frame bundle.

Note that there is a natural isomorphism

$$C^*_L \text{ie}(g, sp_{2n} + h gl_r + Z(g); \mathbb{C}((\hbar))) \cong C^*_L \text{ie}(g/Z(g), Sp_{2n} \times PGL_r; \mathbb{C}((\hbar))).$$

As a corollary, we obtain the Gelfand-Fuks map of cochain complexes by descent

$$\text{desc} : (C^*_L \text{ie}(g, sp_{2n} + h gl_r + Z(g); \mathbb{C}((\hbar))), \partial_L \text{ie}) \to (\Omega^*(\hbar), d)$$

$$\alpha \rightarrow \alpha(\gamma, \ldots, \gamma).$$
2.3.3. **Characteristic classes.** Now we introduce characteristic classes in Lie algebra cohomology which will descend to the usual characteristic forms via the Gelfand-Fuks map.

Let us first recall the construction of curvature form in Lie algebra cohomology. Let \( \mathfrak{g} \) be a Lie algebra and \( \mathfrak{h} \) be a Lie subalgebra. Suppose there exists an \( \mathfrak{h} \)-equivariant splitting
\[
\text{pr} : \mathfrak{g} \to \mathfrak{h}
\]
of the embedding \( \mathfrak{h} \hookrightarrow \mathfrak{g} \). It defines a linear map \( R \in \text{Hom}(\wedge^2 \mathfrak{g}, \mathfrak{h}) \) by
\[
R(\alpha, \beta) := [\text{pr}(\alpha), \text{pr}(\beta)]_{\mathfrak{h}} - \text{pr}[\alpha, \beta]_{\mathfrak{g}}, \quad \alpha, \beta \in \mathfrak{g}.
\]
\( \mathfrak{h} \)-equivariance implies that \( R(\alpha, -) = 0 \) if \( \alpha \in \mathfrak{h} \) and \( R \) is \( \mathfrak{h} \) equivariant. \( R \) is called the curvature form. Let \( \text{Sym}^m(\mathfrak{h}^\vee)^{\mathfrak{h}} \) be invariant polynomials on \( \mathfrak{h} \) of degree \( m \). Given \( P \in \text{Sym}^m(\mathfrak{h}^\vee) \), we can associate a cochain \( P(R) \) in \( C^{2m}(\mathfrak{g}, \mathfrak{h}; \mathbb{C}) \) given by the composition
\[
P(R) : \wedge^{2m} \mathfrak{g} \xrightarrow{\wedge^m R} \text{Sym}^m(\mathfrak{h}) \xrightarrow{P} \mathbb{C}.
\]
It can be checked that \( \partial_{\text{Lie}} P(R) = 0 \), defining a cohomology class \([P(R)]\) in \( H^{2m}(\mathfrak{g}, \mathfrak{h}; \mathbb{C}) \) which does not depend on the choice of \( \text{pr} \). Therefore we have the analogue of Chern-Weil characteristic map
\[
\chi : \text{Sym}^\bullet(\mathfrak{h}^\vee)^{\mathfrak{h}} \to H^\bullet(\mathfrak{g}, \mathfrak{h}; \mathbb{C})
\]
\[
P \to \chi(P) := [P(R)].
\]

Now we apply the above construction to our situation where
\[
\mathfrak{g} = \mathcal{W}_{2n}^+ \cdot \text{Id} + \mathfrak{h}(\mathfrak{gl}_r(\mathcal{W}_{2n}^+)), \quad \mathfrak{h} = \mathfrak{sp}_{2n} + \mathfrak{h} \mathfrak{gl}_r + \mathbb{Z}(\mathfrak{g}).
\]
Any element in \( \mathfrak{g} = \mathcal{W}_{2n}^+ \cdot \text{Id} + \mathfrak{h}(\mathfrak{gl}_r(\mathcal{W}_{2n}^+)) \) can be uniquely written as
\[
f \cdot \text{Id} + \mathfrak{h}A, \quad f \in \mathbb{C}[[y^1, \ldots, y^{2n}]], \quad A \in \mathfrak{gl}_r(\mathcal{W}_{2n}^+).
\]
Here we write uniformly \( y^1 = p^1, \ldots, y^n = p^n, y^{n+1} = q^1, \ldots, y^{2n} = q^n \). We also identify
\[
\mathfrak{h} = \mathfrak{sp}_{2n} \oplus \mathfrak{h} \mathfrak{gl}_r \oplus \mathbb{C} \oplus i > 1 h^i \mathbb{C}.
\]
We define the \( \mathfrak{h} \)-equivariant projection: \( \text{pr} : \mathfrak{g} \to \mathfrak{h} \) as follows
\[
\text{pr}(f \cdot \text{Id} + \mathfrak{h}A) := \left( \frac{1}{2} \partial_i \partial_j f(0) y^i y^j, \mathfrak{h}A_1(0), f(0), \bigoplus_{i > 1} \frac{1}{r} \text{tr}(h^i A_i(0)) \right).
\]
Here we write \( \mathfrak{h}A = \mathfrak{h}A_1 + \mathfrak{h}^2 \mathcal{A}_2 + \ldots \). We can write \( \text{pr} = \text{pr}_1 + \text{pr}_2 + \text{pr}_3 \) where
\[
\text{pr}_1 (f \cdot \text{Id} + \mathfrak{h}A) = \frac{1}{2} \partial_i \partial_j f(0) y^i y^j \in \mathfrak{sp}_{2n}
\]
\[
\text{pr}_2 (f \cdot \text{Id} + \mathfrak{h}A) = \mathfrak{h}A_1(0) \in \mathfrak{h} \mathfrak{gl}_r
\]
\[
\text{pr}_3 (f \cdot \text{Id} + \mathfrak{h}A) = f(0) + \sum_{i > 1} \frac{1}{r} \text{tr}(h^i A_i(0)) \in \mathbb{C} \oplus i > 1 h^i \mathbb{C}
\]
The corresponding curvature is given by
\[
R := [\text{pr}(-), \text{pr}(-)] - \text{pr}([(-), (-)]) \in \text{Hom}(\wedge^2 \mathfrak{g}, \mathfrak{h}).
\]
It can be decomposed into three terms \( R = R_1 + R_2 + R_3 \), where
\[
R_1 := [\text{pr}_1(-), \text{pr}_1(-)] - \text{pr}_1[-,-] \in \text{Hom}(\wedge^2 \mathfrak{g}, \mathfrak{sp}_{2n})
\]
\[
R_2 := [\text{pr}_2(-), \text{pr}_2(-)] - \text{pr}_2[-,-] \in \text{Hom}(\wedge^2 \mathfrak{g}, \mathfrak{gl}_r)
\]
\[
R_3 := - \text{pr}_3[-,-] \in \text{Hom}(\wedge^2 \mathfrak{g}, \mathbb{C} \oplus \oplus_{i>1} h^i \mathbb{C})
\]

**Remark 2.16.** It is worthwhile to point out that all the Hom’s here are only \( \mathbb{C} \)-linear map, but not \( \mathbb{C}[h] \)-linear, although \( \mathfrak{g} \) is a \( \mathbb{C}[h] \)-module.

We now define the \( \hat{A} \) genus
\[
\hat{A}(\mathfrak{sp}_{2n}) := \left[ \det \left( \frac{R_1/2}{\sinh(R_1/2)} \right)^{1/2} \right] \in H^*(\mathfrak{g}, h; \mathbb{C}),
\]
and the Chern Character:
\[
\text{Ch}(\mathfrak{gl}_r) := [\text{Tr}(e^{R_2})] \in H^*(\mathfrak{g}, h; \mathbb{C}).
\]

**Proposition 2.17.** Under the descent map \( \text{desc}: H^*(\mathfrak{g}, h; \mathbb{C}) \to H^*(M)((h)) \) via the Fedosov connection,
\[
\text{desc}(\hat{A}(\mathfrak{sp}_{2n})) = \hat{A}(M) \in H^*(M, \mathbb{C})
\]
\[
\text{desc}(\text{Ch}(\mathfrak{gl}_r)) = e^{\omega_1} \text{Ch}(E) \in H^*(M, \mathbb{C})
\]
\[
\text{desc}(R_3) = \omega_h - h\omega_1 \in H^*(M, \mathbb{C})[[h]].
\]

Here \( \omega_1 \) is the \( h^1 \) term of \( \omega_h \). \( \hat{A}(M) \) is the \( \hat{A} \)-genus of \( M \), and \( \text{Ch}(E) \) is the Chern character of the bundle \( E \).

**Proof.** For the first two identities, we write down the first few terms of Fedosov connection \( \gamma \) [16]:
\[
\gamma = \omega_{ij} y^i dx^j + \frac{1}{8} R_{ijkl} y^i y^j y^k dx^l + h((R_E)_{ij} y^i dx^j + (\omega_1)_{ij} y^i dx^j) + ...
\]
Here we omit the terms with weight bigger than 3. Those term will not appear in our computation of curvature, the Lie bracket of higher weight term will be projected out by \( \text{pr} \).

The descent of \( R_1 \) is given by
\[
R_1(\gamma, \gamma) = \frac{1}{4} R_{ijkl} y^i y^j dx^k \wedge dx^l.
\]
This is the curvature two form of our symplectic manifold. Applying the invariant \( \hat{A} \) polynomial, we get \( \hat{A} \)-genus of \( M \). The descent of \( R_2 \) is
\[
R_2(\gamma, \gamma) = h(R_E dx^k \wedge dx^l + \omega_1).
\]
Applying the invariant polynomial \( \text{Tr}(e^{R_2}) \), we get \( e^{\omega_1} \text{Ch}(E) \).

For the last identity we use the Fedosov equation [14] and apply \( \text{pr}_3 \) to both side
\[
\text{pr}_3(d(A + \gamma_E) + \frac{1}{2} [A + \gamma, A + \gamma]) = \text{pr}_3(\omega_h),
\]
we get \( \text{desc}(R_3) = -h\omega_1 + \omega_h \).
2.4. Universal Algebraic Index Theorem. Now we fix the Harish-Chandra pair \((g, K)\)
\[ g = W_{2n}^+ \cdot \text{Id} + h \cdot g \cdot (W_{2n}^+) \], \quad K = \text{Sp}_{2n} \times \text{GL}_r. 
Let \(C_{-\bullet}(\text{gl}_r(W_{2n}))\) denote the cyclic chains of the matrix algebra \(\text{gl}_r(W_{2n})\).

We can naturally write down a trace map (see [3.3],
\[ \text{Tr} : (CC_{-\bullet}^\text{per}(\text{gl}_r(W_{2n})), b + uB) \to (\mathbb{C}((h))[u, u^{-1}], 0), \]
which is basically a composition of trace matrices and the higher trace for Weyl algebras. This is indeed a cochain map, but not a morphism of \((g, K)\)-module. The observation is that the \(g\)-action on
\((CC_{-\bullet}^\text{per}(\text{gl}_r(W_{2n})), b + uB)\) is homotopy trivial. This suggests that \(\text{Tr}\) could be lifted to Lie algebra cochains. This is indeed the case.

**Theorem 2.18** (see Theorem [3.13]). There is a canonical cocycle in the Lie algebra cochain complex (of cohomology degree \(2n\))
\[ \text{Tr}^L \in C_{\text{Lie}}^\bullet(g, h; \text{Hom}_K(CC_{-\bullet}^\text{per}(\text{gl}_r(W_{2n})), \mathbb{K})) \]
whose restriction to
\[ C_{\text{Lie}}^0(g, h; \text{Hom}_K(CC_{-\bullet}^\text{per}(\text{gl}_r(W_{2n})), \mathbb{K})) \]
coincides with \(\text{Tr}\). Here \(\mathbb{K} := \mathbb{C}((h))[u, u^{-1}]\).

In the next section, we will give an explicit formula of \(\text{Tr}^L\) in terms of a topological quantum mechanical model. We will call \(\text{Tr}^L\) the universal trace map. When the bundle is not at present so \(g = W_{2n}^+\), this becomes the universal trace as studied in [31] [17].

One application of our topological quantum mechanical interpretation of \(\text{Tr}^L\) is that we can implement the analogue of exact semi-classical approximation to give a simple geometric proof of the following universal algebraic index theorem [18] [17].

**Theorem 2.19** (See Theorem [3.21]). Let \(\text{Tr}^L\) be the universal trace map, which induces a cohomology element
\[ \text{Tr}^L \in H_{\text{Lie}}^\bullet(g, h; \text{Hom}_K(CC_{-\bullet}^\text{per}(\text{gl}_r(W_{2n})), \mathbb{K})), \quad \mathbb{K} := \mathbb{C}((h))[u, u^{-1}] \]
Then we have the following index formula
\[ \text{Tr}^L(1) = u^n e^{-R_3 \text{th}} \cdot \hat{A}(sp_{2n}) \cdot \text{Ch}(\text{GL}_r) \in H_{\text{Lie}}^\bullet(g, h; \mathbb{K}). \]
Here for a cochain of even degrees \(A = \sum_p \text{even} A_p, A_p \in H^p(g, h; \mathbb{K})\), we denote \(A_u := \sum_p u^{-p/2} A_p\).

Now we explain why this formula leads to the usual algebraic index formula for vector bundles on manifolds, by descent construction. We explain the version in [16].

The quantum observables \(W_D\) is \((D\) is the Fedosov connection\)
\[ W_D = \{ s \in \Gamma(M, W^*_M \otimes \text{End}(E))|Ds = 0 \}. \]
We apply the Gelfand-Fuks descent to the universal trace map:
\[ \text{desc}(\text{Tr}^L(\cdot)) \in \Omega^\bullet(M, E^\text{per}). \]

Here
\[ E^\text{per} := (F_{\text{Sp}}(M) \times_M \text{Fr}(E)) \times (\text{Sp}_{2n} \times \text{GL}_r) \text{Hom}_K(CC_{-\bullet}^\text{per}(\text{gl}_r(W_{2n})), \mathbb{K})\].
\( \text{Tr}^{L} \) is \( D + b + uB \) closed by construction. Restrict to flat sections of \( D \), we get a cochain map
\[
\text{desc}(\text{Tr}^{L}) : (\text{CC}^{\text{per}}_{\bullet}(W_{D}), b + uB) \to (\Omega^{\bullet}(M)((\hbar))[u,u^{-1}], d_{dR})
\]
of degree \( 2n \). We can apply it to \( f \in W_{D} \) and integrate over \( M \), to get a trace
\[
\text{Tr}(f) = \int_{M} \text{desc}(\text{Tr}^{L}(f)) \in \mathbb{C}((\hbar)).
\]
The value does not depend on \( u \), by the degree reason. Using the explicit formula of \( \text{Tr}^{L} \) in Theorem 3.13, we can see that it satisfies the normalized property
\[
\text{Tr}(f) = \left( \frac{(-1)^{n}}{\hbar^{n}} \left( \int_{M} \text{tr}(f) \frac{\omega^{n}}{n!} + O(\hbar) \right) \right), \forall f \in \Gamma(M, \text{End}(E)).
\]
Therefore
\[
\text{Tr} : W_{D} \to \mathbb{C}((\hbar))
\]
is indeed the canonical trace in [16, 31], and the universal formula implies the geometric one by descent. See Section 3.4 for further details.

3. TOPOLOGICAL QUANTUM MECHANICS AND INDEX

Throughout this section we fix the notation
\[
\mathfrak{g} := \mathcal{W}_{2n} \cdot \text{Id} + \hbar \mathfrak{gl}_{r}(\mathcal{W}_{2n}^{\pm}), \quad \mathfrak{h} := \mathfrak{sp}_{2n} + \hbar \mathfrak{gl}_{r} \mathbb{C} \oplus \mathfrak{gl}_{r} \mathbb{C},
\]
\[
\mathbb{K} := \mathbb{C}((\hbar))[u,u^{-1}].
\]
The main goal of this section is to give a natural and explicit construction of the universal trace
\[
\text{Tr}^{L} \in \text{C}_{\text{Lie}}^{\bullet}(\mathfrak{g}, \mathfrak{h}; \text{Hom}_{\mathbb{K}}(\text{CC}^{\text{per}}_{\bullet}(\mathfrak{gl}_{r}(\mathcal{W}_{2n})), \mathbb{K})).
\]
This leads to a simple geometric proof of the universal algebraic index theorem (Theorem 2.19) by a one-loop Feynman diagram computation in terms of a version of exact semi-classical approximation.

3.1. Some Notations. We set-up some basic notations in this section and describe a simple BV algebra that will be used to construct the universal trace. We will write
\[
y^{1} = p^{1}, \ldots, y^{n} = p^{n}, y^{n+1} = q^{1}, \ldots, y^{2n} = q^{n}
\]
so that \( \mathbb{C}[p^{i}, q^{j}] = \mathbb{C}[y^{i}] \). The Poisson tensor is expressed in terms of the skew-symmetric matrix \( \hat{\omega}^{ij} \)
\[
\Pi = \frac{1}{2} \sum_{i=1}^{n} \left( \frac{\partial}{\partial p^{i}} \otimes \frac{\partial}{\partial q^{j}} - \frac{\partial}{\partial q^{i}} \otimes \frac{\partial}{\partial p^{j}} \right) = \frac{1}{2} \sum_{i,j=1}^{2n} \hat{\omega}^{ij} \partial y^{i} \partial y^{j}.
\]

Definition 3.1. We denote \( \hat{\Omega}_{2n}^{\bullet} \) to be the following formal de Rham algebra
\[
\hat{\Omega}_{2n}^{\bullet} := \mathbb{C}[[y^{i}, dy^{i}]((\hbar))].
\]
Here the 1-forms \( dy^{i} \) have cohomology degree \( -1 \) and anticommute \( dy^{i} \cdot dy^{j} = -dy^{j} \cdot dy^{i} \). We have put a \( \hbar \) coefficient for convenience. With respect to the natural decomposition
\[
\hat{\Omega}_{2n}^{\bullet} = \bigoplus_{p} \hat{\Omega}_{2n}^{-p},
\]
our degree assignment is such that \( p \)-forms \( \hat{\Omega}_{2n}^{-p} \) sits in degree \( -p \).
Let $d_{2n}$ be the de Rham differential of degree -1

\[ d_{2n} : \Omega_{2n}^\bullet \to \Omega_{2n}^{\bullet -1}. \]

The constant bivector $\Pi$ defines a map of degree 2 via the contraction

\[ \iota_\Pi : \Omega_{2n}^\bullet \to \Omega_{2n}^{\bullet +2}. \]

We define the BV operator $\Delta$ by the Lie derivative with respect to $\Pi$

\[ \Delta := \mathcal{L}_\Pi = [d_{2n}, \iota_\Pi] : \Omega_{2n}^\bullet \to \Omega_{2n}^{\bullet +1}. \]

In terms of $y^i$,

\[ \iota_\Pi = \frac{1}{2} \partial y^i \iota_{\partial y^i}, \quad \Delta = \partial y^i \mathcal{L}_{\partial y^i} \iota_{\partial y^i}. \]

We denote the k-th tensor product of $\hat{\Omega}_{2n}^\bullet$ by

\[ (\hat{\Omega}_{2n}^\bullet)^\otimes_k := \hat{\Omega}_{2n}^\bullet \otimes (\mathcal{C}((h)) \cdots \otimes (\mathcal{C}((h))) \hat{\Omega}_{2n}^\bullet. \]

We extend the definition of $d_{2n}$, $\iota_\Pi$, $\Delta$ to $(\hat{\Omega}_{2n}^\bullet)^\otimes_k$ by declaring

\[ d_{2n}(a_1 \otimes \cdots \otimes a_k) := \sum_{1 \leq \alpha \leq k} \pm a_1 \otimes \cdots \otimes d_{2n} a_\alpha \otimes \cdots \otimes a_k \]

\[ \iota_\Pi(a_1 \otimes \cdots \otimes a_k) := \frac{1}{2} \sum_{1 \leq \alpha, \beta \leq k} \pm \partial y^i a_1 \otimes \cdots \otimes \iota_{\partial y^i} a_\alpha \otimes \cdots \otimes \iota_{\partial y^i} a_\beta \otimes \cdots \otimes a_k \]

\[ \Delta(a_1 \otimes \cdots \otimes a_k) := \sum_{1 \leq \alpha, \beta \leq k} \pm \partial y^i a_1 \otimes \cdots \mathcal{L}_{\partial y^i} a_\alpha \otimes \cdots \otimes \iota_{\partial y^i} a_\beta \otimes \cdots \otimes a_k. \]

Here $\pm$ are Koszul signs by passing odd operators through the graded objects.

### 3.2. Expectation values

In this section, we construct versions of expectation value maps that allows us to evaluate tensors in $\mathfrak{gl}_r(\mathcal{W}_{2n})$. They arise naturally from topological quantum mechanics, which can be viewed as the process of integrating out massive modes in quantum field theory.

#### 3.2.1. Free expectation value map

Let

\[ \text{Conf}_{S^1}[m + 1] = \{ p_0, p_1, \ldots, p_m \in S^1| p_i \neq p_j \} \subset (S^1)^{m+1} \]

be the configuration space of $m$ ordered points on the circle $S^1$. Let

\[ \text{Cyc}_{S^1}[m + 1] = \{ (p_0, p_1, \ldots, p_m) \in \text{Conf}_{S^1}[m + 1]| p_0, \ldots, p_m \text{ are anti-clockwise cyclic ordered} \} \]

be the connected component of $\text{Conf}_{S^1}[m + 1]$ where points have the prescribed cyclic order.

$\text{Cyc}_{S^1}[m + 1]$ has a natural compactification as follows. Let us identify $S^1 = \mathbb{R}/\mathbb{Z}$ so that the total length of $S^1$ is 1. Given a cyclic ordered points $(p_0, \ldots, p_m)$ on $S^1$, let $u_{i,i+1}$ denote the oriented distance by traveling from $p_i$ to $p_{i+1}$ anti-clockwise ($p_{m+1} \equiv p_0$). Let $\Delta_m$ denote the standard simplex

\[ \Delta_m = \{ (\lambda_0, \ldots, \lambda_m) \in \mathbb{R}^{n+1}| \lambda_i \geq 0, \sum_{i=0}^{m} \lambda_i = 1 \}. \]

Let $\Delta_m^\circ$ be the interior of $\Delta_m$. Then we have a natural identification

\[ \text{Cyc}_{S^1}[m + 1] \cong S^1 \times \Delta_m^\circ \]

\[ (p_0, \ldots, p_m) \mapsto \{ p_0 \} \times (u_{0,1}, u_{1,2}, \ldots, u_{m,0}). \]
This allows us to compactify \( \text{Cyc}_{S^1}[m+1] \) by \( S^1 \times \Delta_m \), which will be denoted by \( S^1_{\text{cyc}}[m+1] \).

Similarly, we can compactify the whole space \( \text{Conf}_{S^1}[m] \), denoted by \( S^1[m] \). \( S^1[m] \) is a manifold with corners. Alternately, it could be constructed via successive real-oriented blow ups of diagonals in \((S^1)^m\) as described in [3, 27]. In particular, it carries a natural blow-down map

\[
\pi : S^1[m] \to (S^1)^m.
\]

For example, \( S^1[2] \) is parametrized as a cylinder

\[
S^1[2] = \{(e^{2\pi i \theta}, u) | 0 \leq \theta < 1, 0 \leq u \leq 1\}.
\]

With this parametrization, the blow down map is

\[
\pi : S^1[2] \to (S^1)^2,
\]

\[
(e^{2\pi i \theta}, u) \to (e^{2\pi i \theta}, e^{2\pi i \theta} + u).
\]

If we denote an element of \((S^1)^2\) by two ordered points \((p_0, p_1)\), then \(u\) is the oriented distance by traveling from \(p_0\) to \(p_1\) anti-clockwise.

**Definition 3.2.** We define the propagator \( P^{S^1} \) to be the following function on \( S^1[2] \):

\[
P^{S^1}(e^{2\pi i \theta}, u) = u - \frac{1}{2}.
\]

Geometrically, \( P^{S^1} \) represents the integral kernel of “\( d^{-1} \)” on the circle. It is precisely the propagator for the free topological quantum mechanics.

**Definition 3.3.** Let \( \Omega^*_{S^1[k]} \) be smooth differential forms on \( S^1[k] \). We define the \( \Omega^*_{S^1[k]} \)—linear operator

\[
\partial_p : \Omega^*_{S^1[k]} \otimes (\hat{\Omega}_{2n}^*)^\otimes k \to \Omega^*_{S^1[k]} \otimes (\hat{\Omega}_{2n}^*)^\otimes k
\]

by

\[
\partial_p(a_1 \otimes \cdots \otimes a_k) := \frac{1}{2} \sum_{1 \leq \alpha \neq \beta \leq k} \pi_{\alpha \beta}^*(P^{S^1}) \otimes (\hat{\omega}^{ij} a_1 \otimes \cdots \otimes L_{\partial y_i} a_\alpha \otimes \cdots \otimes L_{\partial y_j} a_\beta \otimes \cdots \otimes a_k)
\]
Here \( a_i \in \hat{\Omega}_{2n}^- \) and \( \pi_{\alpha \beta} : S^1[m] \to S^1[2] \) is the forgetful map to the two points indexed by \( \alpha, \beta \). \( \theta_\alpha \in [0, 1) \) is the parameter on the \( S^1 \) indexed by \( \alpha \) and \( d\theta_\alpha \) is viewed as a 1-form in \( S^1[k] \) via the pull-back \( \pi_\alpha : S^1[m] \to S^1 \).

We also denote
\[
\int_{S^1[k]} : \Omega^\bullet_{S^1[k]} \otimes (\hat{\Omega}^-_{2n})^\otimes k \to (\hat{\Omega}^-_{2n})^\otimes k
\]
by integrating out differential forms on \( S^1[k] \).

We define expectation value map for free topological quantum mechanics as follows.

**Definition 3.4.** We define the free expectation value map
\[
\langle - \rangle_{\text{free}} : C_\ast(g_l(W_{2n})) \to \hat{\Omega}^-_{2n}
\]
by
\[
\langle \hat{\mathcal{O}}_0 \otimes \hat{\mathcal{O}}_1 \otimes \cdots \otimes \hat{\mathcal{O}}_m \rangle_{\text{free}} = \text{tr} \int_{S^1[m+1]} d\theta_0 \cdots d\theta_m e^{h\hat{\mathcal{P}}} (\hat{\mathcal{O}}_0 \otimes d_{2n} \hat{\mathcal{O}}_1 \otimes d_{2n} \hat{\mathcal{O}}_2 \otimes \cdots \otimes d_{2n} \hat{\mathcal{O}}_m).
\]

Here \( \text{tr} \) is the composition
\[
\text{tr} : g_l(\hat{\Omega}^-_{2n}) \otimes \cdots \otimes g_l(\hat{\Omega}^-_{2n}) \rightarrow g_l(\hat{\Omega}^-_{2n}) \rightarrow \hat{\Omega}^-_{2n}
\]
of multiplying \( r \times r \) matrices valued in \( \hat{\Omega}^-_{2n} \) with an ordinary trace of the matrix.

**Lemma 3.5.** The expectation value map intertwines the de Rham differential \( d_{2n} \) with the Connes operator \( B \)
\[
d_{2n}(\hat{\mathcal{O}})_{\text{free}} = \langle B(\hat{\mathcal{O}}) \rangle_{\text{free}}, \quad \hat{\mathcal{O}} = \hat{\mathcal{O}}_0 \otimes \hat{\mathcal{O}}_1 \otimes \cdots \otimes \hat{\mathcal{O}}_m.
\]

**Proof.** We use the explicit formula of \( B : g_l(W_{2n})^\otimes m+1 \to g_l(W_{2n})^\otimes m+2 \)
\[
B(\hat{\mathcal{O}}_0 \otimes \hat{\mathcal{O}}_1 \otimes \cdots \otimes \hat{\mathcal{O}}_m) = \sum_{i=0}^m (-1)^{m_i} (1 \otimes \hat{\mathcal{O}}_i \otimes \cdots \otimes \hat{\mathcal{O}}_m \otimes \hat{\mathcal{O}}_0 \otimes \cdots \otimes \hat{\mathcal{O}}_{i-1}).
\]

Then
\[
\langle B(\hat{\mathcal{O}}) \rangle_{\text{free}} = \text{tr} \int_{S^1[m+2]} d\theta_0 \cdots d\theta_{m+1} e^{h\hat{\mathcal{P}}} \left( \sum_{i=0}^m (-1)^{m_i} (1 \otimes d_{2n} \hat{\mathcal{O}}_i \otimes \cdots \otimes d_{2n} \hat{\mathcal{O}}_m \otimes d_{2n} \hat{\mathcal{O}}_0 \otimes \cdots \otimes d_{2n} \hat{\mathcal{O}}_{i-1}) \right).
\]

Since the propagator \( \partial_{\mathcal{P}} \) can not be applied the the 1-factor, the integrand does not depend on \( \theta_0 \). Using the cyclic symmetry of the trace, the above arbitrary insertion of \( \hat{\mathcal{O}}_0 \) is equivalent to allowing \( \theta_0 \) to run over the whole \( S^1 \) while preserving the cyclic order of \( \hat{\mathcal{O}}_0, \hat{\mathcal{O}}_1, \cdots, \hat{\mathcal{O}}_m \). We can integrate out \( \theta_0 \), and it follows that
\[
\langle B(\hat{\mathcal{O}}) \rangle_{\text{free}} = \text{tr} \int_{S^1[m+1]} d\theta_0 \cdots d\theta_{m} e^{h\hat{\mathcal{P}}} (d_{2n} \hat{\mathcal{O}}_0 \otimes d_{2n} \hat{\mathcal{O}}_1 \otimes \cdots \otimes d_{2n} \hat{\mathcal{O}}_m) = d_{2n} \langle \hat{\mathcal{O}} \rangle_{\text{free}}.
\]

□
Lemma 3.6. The expectation value map intertwining the operator $h\Delta$ and the Hochschild boundary operator

$$h\Delta \langle \hat{O} \rangle_{\text{free}} = \langle b(\hat{O}) \rangle_{\text{free}}.$$  

Proof. Since $\Delta$ commutes with $\partial_P$, we have

$$h\Delta \langle \hat{O} \rangle_{\text{free}} = \text{tr} \int_{S^1_{\text{cyc}}[m+1]} d\vartheta_0 \cdots d\vartheta_m e^{h\partial_P} h\Delta (\hat{O}_0 \otimes d_{2n} \hat{O}_1 \otimes d_{2n} \hat{O}_2 \otimes \cdots \otimes d_{2n} \hat{O}_m).$$

The key observation is that the integrand is in fact an exact-form, leading to a boundary contribution. To see this, introduce the following $\Omega^*_{S^1[m+1]}$—linear operator on $\Omega^*_{S^1[m+1]} \otimes (\hat{p}_{2n})^{\otimes (m+1)}$

$$D(a_0 \otimes \cdots \otimes a_m) = \sum_{\alpha} \pm d\vartheta_\alpha \otimes (a_0 \otimes \cdots \otimes d_{2n} a_\alpha \otimes \cdots \otimes a_m), \quad a_\alpha \in \hat{p}_{2n}.$$  

Then the expectation value map can be written as

$$\langle \hat{O} \rangle_{\text{free}} = \text{tr} \int_{S^1_{\text{cyc}}[m+1]} e^{h\partial_P+D} (d\vartheta_0 \hat{O}_0 \otimes \hat{O}_1 \otimes \hat{O}_2 \otimes \cdots \otimes \hat{O}_m).$$

Let $d$ be the de Rham differential on $S^1_{\text{cyc}}[m+1]$. It is easy to check that $d - h\Delta$ anticommutes with $h\partial_P + D$ (this observation comes from [23, Lemma 2.33]). Since

$$(d - h\Delta)(d\vartheta_0 \hat{O}_0 \otimes \hat{O}_1 \otimes \hat{O}_2 \otimes \cdots \otimes \hat{O}_m) = 0,$$

if follows that

$$h\Delta \langle \hat{O} \rangle_{\text{free}} = \text{tr} \int_{S^1_{\text{cyc}}[m+1]} (d\vartheta_0 \hat{O}_0 \otimes \hat{O}_1 \otimes \hat{O}_2 \otimes \cdots \otimes \hat{O}_m) e^{h\partial_P+D} (d\vartheta_0 \hat{O}_0 \otimes \hat{O}_1 \otimes \hat{O}_2 \otimes \cdots \otimes \hat{O}_m) = \text{tr} \int_{S^1_{\text{cyc}}[m+1]} d\vartheta_0 \hat{O}_0 \otimes \hat{O}_1 \otimes \hat{O}_2 \otimes \cdots \otimes \hat{O}_m e^{h\partial_P+D} (d\vartheta_0 \hat{O}_0 \otimes \hat{O}_1 \otimes \hat{O}_2 \otimes \cdots \otimes \hat{O}_m).$$

The boundary $\partial S^1_{\text{cyc}}[m+1]$ has $m+1$ components, each one corresponding to the collision of two adjacent points. Summing all boundary components we get Hochschild differential (Fig.3). The fact that we get a Moyal product is due to the arbitrary distribution of the propagator $\partial_P$ and the property that $P S^1$ becomes $\pm \frac{1}{2}$ when points collide (the sign is the direction of the collision).

\[\Box\]

3.2.2. Interacting expectation map. Recall (Section 2.2) we are interested in the following Lie algebra

$$\mathfrak{g} := \mathcal{W}^+_2 \cdot \text{Id} + h \mathfrak{gl}_r(\mathcal{W}^+_2), \quad \langle -,- \rangle = \frac{1}{h} \langle -,- \rangle_{\text{free}}.$$

Here $\langle -,- \rangle_{\text{free}}$ is the commutator with respect to the Moyal product.

The free expectation value map is an element

$$\langle - \rangle_{\text{free}} \in \text{Hom}_{C((h))}(\mathcal{C}_-(\mathfrak{gl}_r(\mathcal{W}^+_2)), \Omega^*_{2n})$$

satisfying the following property

$$(b - h\Delta) \langle - \rangle_{\text{free}} = 0, \quad (B - d_{2n}) \langle - \rangle_{\text{free}} = 0.$$  

Now we are going to lift $\langle - \rangle_{\text{free}}$ to Lie algebra cochains of $\mathfrak{g}$ that will capture the interacting theory.
Let $\text{Id}: g \to g$ be the identity map, which is viewed as a 1-chain in $C^1_{\text{Lie}}(g; g)$ denoted by $\hat{\Theta}$. Let $(C^\bullet_{\text{Lie}}(g), \partial)$ be the dg algebra with $\partial$ the Chevalley–Eilenberg differential with respect to the trivial representation. We have an induced dg Lie algebra

$$(C^\bullet_{\text{Lie}}(g) \otimes g, \partial, [-, -])$$

where $[-, -]$ is the Lie bracket on the $g$-factor. Then $\hat{\Theta}$ solves the Maurer-Cartan equation

$$\partial \hat{\Theta} + \frac{1}{2} [\hat{\Theta}, \hat{\Theta}] = 0.$$ 

As vector spaces, we can identify

$$C^\bullet_{\text{Lie}}(g; g) \cong C^\bullet_{\text{Lie}}(g) \otimes g.$$ 

Under this identification, the usual Chevalley–Eilenberg differential $\partial_{\text{Lie}}$ on $C^\bullet_{\text{Lie}}(g; g)$ is

$$\partial_{\text{Lie}} = \partial + [\hat{\Theta}, -].$$

As explained in the introduction, $\hat{\Theta}$ can be viewed as a universal flat connection. Our goal is to turn this universal connection into an interaction added to our free theory.

Let us equip $\hat{\Omega}^{-n\bullet}_{2n}$ with a trivial $g$-module structure. Then $\text{Hom}_{C((b))}(C_{-\bullet}(\mathfrak{gl}_r(W_{2n})), \hat{\Omega}^{-n\bullet}_{2n})$ has an induced $g$-module structure from that on $\mathfrak{gl}_r(W_{2n})$ ($g$ is a Lie subalgebra of $\mathfrak{gl}_r(W_{2n})$).

Let us recall the shuffle product on tensors, which we denote by $\times_{\text{sh}}$. The shuffle product of a $p$-tensor with a $q$-tensor is a $(p+q)$-tensor defined by

$$(v_1 \otimes \cdots \otimes v_p) \times_{\text{sh}} (v_{p+1} \otimes \cdots \otimes v_{p+q}) = \sum_{\sigma \in Sh(p,q)} v_{\sigma^{-1}(1)} \otimes \cdots \otimes v_{\sigma^{-1}(p+q)}.$$ 

Here $Sh(p,q)$ is the subgroup of the permutation group $S_{p+q}$ given by $(p,q)$-shuffles

$$Sh(p,q) = \{\sigma \in S_{p+q} | \sigma(1) < \cdots < \sigma(p) \text{ and } \sigma(p+1) < \cdots < \sigma(p+q)\}.$$
\sum \hat{O}_0 \otimes \hat{O}_1 \otimes \cdots \otimes \hat{O}_m \rangle_{\text{int}} := \left\langle \sum_{k \geq 0} \hat{O}_0 \otimes \left( (\hat{O}_1 \otimes \cdots \otimes \hat{O}_m) \times_{sh} (\hat{\Theta}/h)^\otimes k \right) \right\rangle_{\text{free}} \\
= \sum_{k \geq 0} \sum_{i_0, \ldots, i_m \geq 0} \left\langle \hat{O}_0 \otimes (\hat{\Theta}/h)^\otimes i_0 \otimes \hat{O}_1 \otimes (\hat{\Theta}/h)^\otimes i_1 \otimes \cdots \otimes \hat{O}_m \otimes (\hat{\Theta}/h)^\otimes i_m \right\rangle_{\text{free}}.

See Fig. 4 for an illustration. In the above expression, we view $\hat{\Theta}$ as a Lie algebra 1-cochain valued in $gl_r(V_{2n})$, i.e., an element in $C^1(g, gl_r(V_{2n}))$, using the natural embedding $g \subset gl_r(V_{2n})$. Therefore the following component of $\langle - \rangle_{\text{int}}$

$\hat{O}_0 \otimes \hat{O}_1 \otimes \cdots \otimes \hat{O}_m \rightarrow \left\langle \hat{O}_0 \otimes \left( (\hat{O}_1 \otimes \cdots \otimes \hat{O}_m) \times_{sh} (\hat{\Theta}/h)^\otimes k \right) \right\rangle_{\text{free}}$

provides an element in $C^k_{\text{Lie}}(g; \text{Hom}_{C((h))}(C_{-m}(gl_r(V_{2n})), \hat{\Omega}_{-m}^{(m+k)}))$. Koszul sign convention is always assumed to organize such a map into a Lie algebra cochain.

**Theorem 3.8.** $\langle - \rangle_{\text{int}}$ is closed under the differential $\partial_{\text{Lie}} + b - h\Delta$ and $B - d_{2n}$. In other words

$\partial_{\text{Lie}} \langle - \rangle_{\text{int}} + \langle b(-) \rangle_{\text{int}} = h\Delta \langle - \rangle_{\text{int}}$, $d_{2n} \langle - \rangle_{\text{int}} = \langle B(-) \rangle_{\text{int}}$.

**Proof.** The equation $d_{2n} \langle - \rangle_{\text{int}} = \langle B(-) \rangle_{\text{int}}$ follows from the equation for $\langle - \rangle_{\text{free}}$. We next compute $h\Delta \langle - \rangle_{\text{int}}$. There will be three terms. The first is about collision inside $\hat{O}$'s which gives rise to

$\langle b(-) \rangle_{\text{int}}$.

The second term (Fig. 5) gives $[\hat{\Theta}/h, \hat{O}_k]$. The third term (Fig. 5) gives $-\frac{1}{2h} [\hat{\Theta}, \hat{\Theta}]$, which equals $\partial \hat{\Theta}$ by its Maurer-Cartan equation. Since $\partial_{\text{Lie}} = \partial + \frac{1}{2h} [\hat{\Theta}, -]$, the sum of these two terms gives

$\partial_{\text{Lie}} \langle - \rangle_{\text{int}}$. 

\[\square\]
For applications, it would be useful to $\mathbb{C}[u, u^{-1}]$-linearly extend $\langle - \rangle_{\text{int}}$ naturally to an element $\langle - \rangle_{\text{int}}^\ast \in C^\bullet_{\text{Lie}}(\mathfrak{g}; \text{Hom}_K(\mathbb{C}C^\text{per}_r(\mathbb{W}_{2n}), \hat{\Omega}^\ast_{2n}[u, u^{-1}]))$.

We will still call it $\langle - \rangle_{\text{int}}$. An an element of this cyclic extended object, we have the following.

**Theorem 3.9.** $\langle - \rangle_{\text{int}}$ is closed under the differential $\partial_{\text{Lie}} + b - h\Delta + u(B - d_{2n})$.

**Proof.** This follows from Theorem 3.8. □

3.3. **The Universal trace.** Now we use expectation value map to construct the universal trace.

**Definition 3.10.** We define the Berezin integration map by

$$\int_{BV} : \hat{\Omega}_{2n}^\ast[u, u^{-1}] \to K = \mathbb{C}((h))[u, u^{-1}]$$

$$a \to \sigma(u^n e^{h_{\text{int}}/u}a).$$

Here $\sigma$ is the symbol map which sets $y^i, dy^i$'s to zero. $\int_{BV}$ has cohomology degree $2n$.

**Remark 3.11.** The transformation $e^{h_{\text{int}}/u}(-)$ at the cohomology level is called the character map in [9].
\(f_{BV}\) can be viewed as an equivariant version of Berezin integral for BV algebras, where the super Lagrangian is the pure fermionic one. \(f_{BV}\) is a deg = 2n map of cochain complexes
\[
\int_{BV} : (\check{\Omega}_{2n}^*[u, u^{-1}], \hbar \Delta + ud_{2n}) \to (\mathbb{K}, 0).
\]

**Definition 3.12.** We define the universal trace map to be the element
\[
\text{Tr}^L := \int_{BV} \langle - \rangle_{\text{int}} \in C^*(\mathfrak{g}; \text{Hom}_{\mathbb{K}}(\text{CC}_{\per}^\bullet(\mathfrak{gl}(\mathcal{W}_2n)), \mathbb{K})).
\]

Given \(a_1, \ldots, a_k \in \mathfrak{g}\), we will write
\[
\text{Tr}^L[a_1, \ldots, a_k](-) \in \text{Hom}_{\mathbb{K}}(\text{CC}_{\per}^\bullet(\mathfrak{gl}(\mathcal{W}_2n)), \mathbb{K})
\]
for the corresponding evaluation map on cyclic tensors.

**Theorem 3.13.** The universal trace lies in the \((\mathfrak{g}, \hbar)\)-Lie algebra cochain complex
\[
\text{Tr}^L \in C^*(\mathfrak{g}, \hbar; \text{Hom}_{\mathbb{K}}(\text{CC}_{\per}^\bullet(\mathfrak{gl}(\mathcal{W}_2n)), \mathbb{K}))
\]
and is closed under the differential
\[
(\partial_{\text{Lie}} + b + uB) \text{Tr}^L = 0.
\]

**Proof.** The equation \((\partial_{\text{Lie}} + b + uB) \text{Tr}^L = 0\) follows from Theorem 3.9 and the fact that \(f_{BV}\) is a cochain map. We only need to show that \(\text{Tr}^L\) is \(\hbar\)-invariant and vanishes when there is some argument taking value in \(\hbar\).

Note that for \(f \in \hbar\), \(d_{2n}f\) is linear in \(y^i\) so \(\partial_P\) can be only applied once. It will contribute to the expectation value map \(\langle \ldots, f, \ldots \rangle_{\text{free}}\) a factor of
\[
\int_0^1 (u - \frac{1}{2}) du = 0.
\]
Thus
\[
\text{Tr}^L[\ldots, f, \ldots](-) = \int_{BV} \langle \ldots, f, \ldots \rangle_{\text{free}} = 0.
\]

Finally, \(\text{Tr}^L\) is \(\hbar\)-invariant since the operations \(\text{Tr}, \iota, \partial_P, \sigma\) are all \(\hbar\)-invariant. \(\square\)

### 3.4. Gauss-Manin connection and Index.

In this section, we use \(\text{Tr}^L\) to implement the idea of exact semi-classical approximation to prove the algebraic index theorem (Theorem 2.19).

As we mentioned in the introduction, we need to explore the \(\hbar\)-variation in terms of certain Gauss-Manin connection. In our case, the relevant one is Getzler’s Gauss-Manin connection [20] on periodic cyclic homologies. We briefly recall this construction.

Assume \(\hbar\) is the deformation parameter and we are given a family of unital (homotopic) associative multiplication \(m_\hbar\) on \(A_\hbar\) parametrized by \(\hbar\). Getzler’s Gauss-Manin connection is defined on the periodic cyclic chains \(\text{CC}_{\per}^\bullet(A_\hbar)\) by
\[
\nabla_{\delta_\hbar}^{\text{GM}} = \delta_\hbar + \frac{1}{\hbar} d_{2n}.
\]
Here $m_h$ is viewed as an element in the Hochschild cochain $C^\bullet(A,A)$, $\iota$ is the noncommutative analogue of contraction, and $L$ is the noncommutative analogue of Lie derivative. The following homotopic Cartan formula holds

$$[b + uB, \iota \phi] + \iota [m_h, \phi] = uL_\phi, \quad \forall \phi \in C^\bullet(A,A).$$

Note that the Hochschild differential $b$ depends on $\hbar$ through $m_\hbar$, but the Connes operator $B$ is independent of $\hbar$. We refer to [20] for detailed explanation.

For our application, we only need a simplified situation when the deformation is inner

$$\frac{\partial m_h}{\partial \hbar} = [m_h, \varphi_\hbar], \quad \text{for some } \varphi_\hbar \in C^\bullet(A,A).$$

Then the homotopy Cartan formula implies that

$$\nabla_{\hbar \partial_\hbar} = \hbar \partial_\hbar + L_E + (b + uB, \iota \varphi_\hbar) - \text{homotopy.}$$

In our case, we apply the above construction to the Weyl algebra $\mathcal{W}_{2n}$. It would be convenient to work with the logarithmic derivative $\hbar \partial_\hbar$. Observe that the following transformations

$$y^i \to \lambda y^i, \quad \hbar \to \lambda^2 \hbar, \quad \lambda \in \mathbb{C}^\times$$

are automorphism of $\mathcal{W}_{2n}$. This realizes the $\hbar \partial_\hbar$ variation by an explicit inner deformation.

Introduce the vector field

$$E = \frac{1}{2} \sum_i y^i \frac{\partial}{\partial y^i}$$

which gives a $\hbar$-linear map on $\mathcal{W}_{2n}$ and can be viewed as an element of $C^1(\mathcal{W}_{2n}, \mathcal{W}_{2n})$. Let $m_\hbar$ denote the Moyal product on $\mathcal{W}_{2n}$. Then the above automorphism implies

$$\hbar \partial_\hbar m_\hbar = [m_\hbar, E].$$

It follows that the Gauss-Manin connection has the form

$$\nabla_{\hbar \partial_\hbar} = \hbar \partial_\hbar + L_E + (b + uB) - \text{homotopy.}$$

This suggests that we should look at rescaling property under

$$\hbar \partial_\hbar + \frac{1}{2} \sum_i y^i \frac{\partial}{\partial y^i}.$$

This is indeed how index theorem was derived in [23]. In the rest of this section, we will basically show that the argument in [23] can be lifted to a universal calculation in Lie algebra cohomology.

Let us first set up some notations motivated from the above discussion.

**Definition 3.14.** We define the $\hbar$-connection $\nabla$ on the $\mathbb{C}((\hbar))$-module $\mathcal{W}_{2n}$ and $\hat{\Omega}_{2n}^{-\bullet}$ by

$$\nabla_{\hbar \partial_\hbar} = \hbar \partial_\hbar + E.$$

Here the action of $E$ on $\hat{\Omega}_{2n}^{-\bullet}$ is understood by Lie derivative with respect to the vector field $\frac{1}{2} \sum_i y^i \frac{\partial}{\partial y^i}$.

Note that we have induced $\hbar$-connections on tensors of $\mathfrak{gl}_r(\mathcal{W}_{2n})$, $\text{Hom}_{\mathbb{C}((\hbar))}(\mathbb{C}_-^\bullet(\mathfrak{gl}_r(\mathcal{W}_{2n})), \hat{\Omega}_{2n}^{-\bullet})$, $\text{Hom}_K(\mathbb{C}_-^\bullet(\mathfrak{gl}_r(\mathcal{W}_{2n})), \mathbb{K})$, etc. All of them will still be denoted by $\nabla$. 
Definition 3.15. Let \( V \) be a \( \mathbb{C}((\hbar)) \)-module where the connection \( \nabla_{h\hbar} \) is defined. Assume \( V \) carries a structure of \( \mathfrak{g} \)-module. We define the linear map
\[
\nabla_{h\hbar} : C^\bullet(\mathfrak{g}; V) \to C^\bullet(\mathfrak{g}; V)
\]
by extending that on \( V \). In other words, given \( \varphi \in C^k(\mathfrak{g}; V) \), the cochain \( \nabla_{h\hbar} \varphi \in C^k(\mathfrak{g}; V) \) is
\[
(\nabla_{h\hbar} \varphi)(a_1, \ldots, a_k) := \nabla_{h\hbar} (\varphi(a_1, \ldots, a_k)), \quad a_i \in \mathfrak{g}.
\]
Similarly we define \( \nabla_{h\hbar} \) on \( C^\bullet(\mathfrak{g}, \hbar; V) \).

Remark 3.16. Although \( \mathfrak{g} \) is a Lie algebra over \( \mathbb{C}[\hbar] \), we do not allow \( \nabla_{h\hbar} \) to act on the \( \mathfrak{g} \)-factor. The reason is that cochains in \( C^\bullet(\mathfrak{g}; V) \) is only \( \mathbb{C} \)-linear, but not \( \mathbb{C}[\hbar] \)-linear. For examples, the projections and curvatures defined in Section 2.3.3 are only \( \mathbb{C} \)-linear maps.

In particular, we have now a well-defined operator
\[
\nabla_{h\hbar} : C^\bullet(\mathfrak{g}, \hbar; \text{Hom}_{\mathbb{K}}(CC_{\per}(\mathfrak{g}_r(\mathcal{W}_{2n})), \mathbb{K}))) \to C^\bullet(\mathfrak{g}, \hbar; \text{Hom}_{\mathbb{K}}(CC^\per(\mathfrak{g}_r(\mathcal{W}_{2n})), \mathbb{K}))).
\]
Note that this operator does not commute with \( \partial_{\text{Lie}} \). In fact, using \( \partial_{\text{Lie}} = \partial + [\hat{\Theta}, -] \), we find
\[
[\nabla_{h\hbar}, \partial_{\text{Lie}}] = [\nabla_{h\hbar}, \partial + \frac{1}{\hbar} [\hat{\Theta}, -]] = [\nabla_{h\hbar}, (\hat{\Theta}/\hbar), -]_\star.
\]
Here \( \hat{\Theta} \) is viewed as an element in \( C^1(\mathfrak{g}; GL_r(\mathcal{W}_{2n})) \) so \( \nabla_{h\hbar} \) can be applied. To derive the last equality, we have used the fact that the Moyal commutator \( [\cdot, \cdot]_\star \) is compatible with \( \nabla_{h\hbar} \). The above commutator relation will play an important role in deriving the algebra index below.

Lemma 3.17. The free expectation value map \( \langle - \rangle_{\text{free}} \in \text{Hom}_{\mathbb{C}[[\hbar]]}(C_{-\bullet}(\mathfrak{g}_r(\mathcal{W}_{2n})), \Omega_{2n}^\bullet) \) is flat with respect to \( \nabla_{h\hbar} \). In other words, for any \( \mathcal{O} \in C_{-\bullet}(\mathfrak{g}_r(\mathcal{W}_{2n})) \),
\[
\nabla_{h\hbar} \langle \mathcal{O} \rangle_{\text{free}} = \langle \nabla_{h\hbar} (\mathcal{O}) \rangle_{\text{free}}.
\]
Similarly, \( f_{BV} \) is flat with respect to \( \nabla_{h\hbar} \).

This lemma follows from a direct check. This also implies that \( \langle - \rangle_{\text{free}} \) is homotopic flat with respect to Getzler’s Gauss-Manin connection.

With the above preparation, we now come to the computation of the index. We will adopt the same notations as in Section 2.3.3 in the rest of this section.

Recall the \( \hbar \)-equivariant projection \( \text{pr} \) in Section 2.3.3. Let
\[
\hat{\gamma} := \hat{\Theta} - \text{pr} \in C^1_{\text{Lie}}(\mathfrak{g}, \hbar; \mathfrak{g}).
\]

By Theorem 3.13, we can replace \( \hat{\Theta} \) by \( \hat{\gamma} \) in the expression of \( \text{Tr}^\perp \) since \( \text{pr} \) lies in \( \mathfrak{h} \). We always assume this replacement in the following discussions. As in Definition 3.7 when we insert \( \hat{\gamma} \) to define \( \text{Tr}^\perp \), it is viewed as a Lie algebra 1-cochain valued in \( \mathfrak{gl}_r(\mathcal{W}_{2n}) \), i.e. an element of \( C^1(\mathfrak{g}, \hbar; GL_r(\mathcal{W}_{2n})) \), using the natural embedding \( \mathfrak{g} \subset GL_r(\mathcal{W}_{2n}) \).

The next proposition is the crucial observation in computing the algebraic index.

Proposition 3.18. In the cochain complex \( C^\bullet(\mathfrak{g}, \hbar; \mathbb{K}) \)
\[
\nabla_{h\hbar}(e^{R_3/\hbar} \text{Tr}^\perp(1)) = \partial_{\text{Lie}}\text{-exact term}.
\]
Proof. Since \((-\rangle_{\text{free}}\) and \(\int_{BV}\) are \(\nabla_{\hbar}\) -flat, we have
\[
\begin{align*}
\nabla_{\hbar}(\text{Tr}^L(1)) &= \int_{BV} \nabla_{\hbar}(\text{Tr}^L(1))_{\text{int}} = \int_{BV} \langle 1 \otimes \nabla_{\hbar}(\tilde{\gamma}/\hbar) \rangle_{\text{int}} = \int_{BV} \langle B(\nabla_{\hbar}(\tilde{\gamma}/\hbar)) \rangle_{\text{int}} \\
&= \text{Tr}^L(B(\nabla_{\hbar}(\tilde{\gamma}/\hbar))) = u^{-1} \text{Tr}^L((b + uB)(\nabla_{\hbar}(\tilde{\gamma}/\hbar))) \\
&= u^{-1} \text{Tr}^L((\partial_{\text{Lie}} + uB + b)(\nabla_{\hbar}(\tilde{\gamma}/\hbar))) - u^{-1} \text{Tr}^L(\partial_{\text{Lie}}(\nabla_{\hbar}(\tilde{\gamma}/\hbar))).
\end{align*}
\]
By Theorem 3.13, the first term is
\[
\partial_{\text{Lie}} \left[ u^{-1} \text{Tr}^L((\nabla_{\hbar}(\tilde{\gamma}/\hbar))) \right]
\]
which is \(\partial_{\text{Lie}}\)-exact. To compute the second term, we observe
\[
\begin{align*}
\nabla_{\hbar}(\text{pr}/\hbar) &= \nabla_{\hbar}(\text{pr}_3/\hbar)
\end{align*}
\]
which is valued in the center of \(\mathfrak{gl}_r(W_{2n})\). This is because \(\text{pr}_1/\hbar, \text{pr}_2/\hbar\) are valued in \(\hbar^{-1}\mathfrak{sp}_{2n}, \mathfrak{gl}_r\), which are annihilated are \(\nabla_{\hbar}\). It follows that
\[
\begin{align*}
\partial_{\text{Lie}}(\nabla_{\hbar}(\tilde{\gamma}/\hbar)) &= \partial(\nabla_{\hbar}(\tilde{\gamma}/\hbar)) + [\tilde{\omega}/\hbar, \nabla_{\hbar}(\tilde{\gamma}/\hbar)] \\
&= \partial(\nabla_{\hbar}(\tilde{\omega}/\hbar)) + \left[\tilde{\omega}/\hbar, \nabla_{\hbar}(\tilde{\omega}/\hbar)\right] - \partial(\nabla_{\hbar}(\text{pr}_3/\hbar)) \\
&= \nabla_{\hbar}\left(\partial(\tilde{\omega}/\hbar) + \frac{1}{2} \left[\tilde{\omega}/\hbar, \tilde{\omega}/\hbar\right]\right) - \partial(\nabla_{\hbar}(\text{pr}_3/\hbar)) \\
&= -\nabla_{\hbar}(\partial(\text{pr}_3/\hbar)) = \nabla_{\hbar}(R_3/\hbar).
\end{align*}
\]
Combining the above computations, we find
\[
\nabla_{\hbar}(\text{Tr}^L(1)) = -\nabla_{\hbar}(R_3/\hbar) \text{Tr}^L(1) + \partial_{\text{Lie}} \left[ u^{-1} \text{Tr}^L(\nabla_{\hbar}(\tilde{\gamma}/\hbar)) \right].
\]
Since \(R_3\) is \(\partial_{\text{Lie}}\)-closed,
\[
\nabla_{\hbar}(e^{R_3/\hbar} \text{Tr}^L(1)) = \partial_{\text{Lie}} \left( e^{R_3/\hbar} \left[u^{-1} \text{Tr}^L(\nabla_{\hbar}(\tilde{\gamma}/\hbar))\right]\right).
\]

Remark 3.19. This argument is the major difference between [33, 35, 18] and our method. They use large \(N\) techniques or explicit evaluations on certain Lie subalgebra to reduce the computations to tree and one loop diagrams.

Semi-classical analysis and algebraic index. Recall that given an even cochain \(A = \Sigma_{p \text{ even}} A_p, A_p \in C_{Lie}^p(\mathfrak{g}, \hbar; \mathbb{K})\), we denote \(A_u := \Sigma_{p} u^{-p/2} A_p\).

The following proposition generalizes the semi-classical analysis of [23, Lemma 2.59].

Proposition 3.20. In the cochain complex \(C^*(\mathfrak{g}, \hbar; \mathbb{K})\)
\[
\text{Tr}^L(1) = u^n e^{-R_3/\hbar}(\hat{A}(\mathfrak{sp}_{2n})_u \cdot \text{Ch} (\mathfrak{gl}_r)_u + O(\hbar)).
\]
Precisely, this means that \(e^{R_3/\hbar} \text{Tr}^L(1)\) is a cochain in \(C^*(\mathfrak{g}, \hbar; \mathbb{K})\) whose value in \(\mathbb{K}\) has only non-negative powers in \(\hbar\) with leading \(\hbar\)-order \(u^n \hat{A}(\mathfrak{sp}_{2n})_u \cdot \text{Ch} (\mathfrak{gl}_r)_u\).
Proof. This lemma is proved by Feynman diagram computations (see e.g. [11]). Recall

$$\text{Tr}^L(1) = \sigma(u^n e^{h_{2n}/u} (\sum_{m=0}^{2n} \text{tr} \int_{S^1_{\gamma} \times [n+1]} d\theta_0 \cdots d\theta_m e^{h\partial P} (1 \otimes d_{2n} \gamma/h \otimes \cdots \otimes d_{2n} \gamma/h))).$$

By the standard technique of Feynman diagrams, this can be expressed as

$$\text{Tr}^L(1) = u^n \left( \sum_{\Gamma} \frac{h^{g(\Gamma)} - k(\Gamma) W_{\Gamma}}{\vert \text{Aut}(\Gamma) \vert} \right).$$

Let us explain the notation and terminology. The sum of $\Gamma$ is over all diagrams (possibly disconnected) where vertices are given by $\gamma$ and propagator is $u \gamma/h + P$. Precisely, let us view $\gamma \in C^1(g, h; gl_r(W_{2n}))$ and decompose

$$\gamma = \sum_{i \geq 0} \gamma_i h^i, \quad \gamma_i = \sum_{m \geq 0} \gamma_i^{(m)}.$$

$\gamma_i^{(m)}$ collects those terms in $\gamma$ whose value in $gl_r(W_{2n})$ is homogeneous of degree $m$ in $y$'s and degree $i$ in $h$. Then in the above Feynman diagram expansion, $d_{2n}(\gamma_i^{(m)})$ contributes a $m$-valency vertex of loop number $i$ (with coefficient valued in $C^1(g, h; gl_r(C))$). Since

$$d_{2n}(\gamma_i^{(m)}) = \sum_i dy^{i} \frac{\partial}{\partial y^{i}} (\gamma_i^{(m)}),$$

there will be two types of edges attached to the vertex, by $y$'s or $dy$'s. We use blue color to indicate the $y$-edge and use red color to indicate the $dy$-edge. Therefore the $m$-valency vertex $d_{2n}(\gamma_i^{(m)})$ contains 1 red edge and $m - 1$ blue edges. See the figure below.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{feynman_diagram.png}
\caption{This is the loop number $l$ vertex of valency $m$. Here $E_{ab}$ is the fundamental matrix in $gl_r(C)$, whose only nontrivial entry is 1 at the $a$-th row and $b$-th column.}
\end{figure}

Note that our vertices are matrix valued, therefore it is important to keep their orders. This is a subtle difference with the usual Feynman diagram technique. For each diagram $\Gamma$, let $V(\Gamma)$ be the set of ordered vertices of $\Gamma$. We use a bijection

$$\chi : \{1, \ldots, \vert V(\Gamma) \vert \} \rightarrow V(\Gamma),$$

where $\chi$ is a bijection that ensures the correct order of vertices.
to label the order. Let

\[ \ell : V(\Gamma) \to \mathbb{Z}_{\geq 0} \]

be the map which assigns the loop number of each vertex. Let \( b_1(\Gamma) \) be the first Betti number of \( \Gamma \). We say \( \Gamma \) is a \( g \)-loop diagram if

\[ g = g(\Gamma) = b_1(\Gamma) + \sum_{v \in V(\Gamma)} \ell(v). \]

A diagram \( \Gamma \) of loop number \( g = 0 \) is called a tree diagram. We denote

\[ k(\Gamma) = \# \{ \text{connected components of } \Gamma \}. \]

\[ \Gamma_1 \quad \Gamma_2 \quad \Gamma_3 \quad \Gamma_4 \]

\[ \ell = 1 \quad \ell = 1 \quad \ell = 1 \quad \ell = 1 \]

**Figure 8.** Here are some examples of graphs: \( \Gamma_1 \) is a tree diagram; \( \Gamma_2, \Gamma_3 \) are 1-loop diagrams; \( \Gamma_4 \) is a disconnected graph, where \( k(\Gamma_4) = 3, g(\Gamma_4) = 5 \).

There will be two types of edges connecting vertices in \( \Gamma \), which we call red and blue propagators. The red propagator connects the red \( dy \)-edges, while the blue propagator connects the blue \( y \)-edges. The Feynman rule of the red propagator is given by \( u_1/u \), and that of the blue propagator is given by \( \partial_p \). See Figure 9.
The Feynman integral $W_\Gamma \in \mathbb{C}^{|V(\Gamma)|}(g, h; \mathbb{C})$ is defined as follows. Given $\xi_i \in g/h$,

$$W_\Gamma(\xi_1 \wedge \cdots \wedge \xi_m) := \sum_{\epsilon \in S_m \text{ and } \chi} \text{sign}(\epsilon)W_{\Gamma^\chi}(\xi_{\epsilon(1)} \otimes \cdots \otimes \xi_{\epsilon(m)}), \quad m = |V(\Gamma)|.$$  

Here $\Gamma^\chi$ means the graph $\Gamma$ equipped with an ordering map $\chi$, and

$$W_{\Gamma^\chi}(\xi_1 \otimes \cdots \otimes \xi_m) :=$$

$$\sigma(\text{tr} \int_{S_+^{m+1}} d\theta_0 \cdots d\theta_m \prod_{e \in E(\Gamma)} ((\iota_{\nabla}/u)_e + (\partial_P)_e)(1 \otimes d_2 \gamma_{v(\chi(1))}(\xi_1) \otimes \cdots \otimes d_2 \gamma_{v(\chi(m))}(\xi_m))).$$

Here $(\iota_{\nabla}/u)_e$ means applying the operator $\iota_{\nabla}/u$ to the two vertices indexed by the two ends of the edge $e$. The definition of $(\partial_P)_e$ is similar.
This gives the precise meaning of the Feynman diagram expansion

$$\text{Tr}^L(1) = u^n \left( \sum_{\Gamma} \frac{h^{g(\Gamma) - k(\Gamma)} W_{\Gamma}}{|\text{Aut}(\Gamma)|} \right).$$

Note that by the symbol map $\sigma$ in the last step, all diagrams do not contain external edges. In other words, all edges of vertices should be contracted by propagators.

The vertices of a tree diagram has only loop number 0, and we observe that $\hat{\gamma}_0$ is valued in the scalar matrices $\mathbb{C}[y'] \cdot \text{Id}$. Since they are scalar matrices, we are free to move them around inside $\text{tr}$ so their orders are not relevant. By collecting all contributions from tree diagrams, we can write

$$\text{Tr}^L(1) = u^n e^{\left( \sum_{\text{con. tree}} \frac{W_{\hat{\gamma}_0}}{|\text{Aut}(\hat{\gamma}_0)|} \right)} \left( \sum_{\Gamma} \frac{h^{g(\Gamma) - k(\Gamma)} W_{\Gamma}}{|\text{Aut}(\Gamma)|} \right).$$

Here $\sum_{\text{con. tree}}$ is the sum of all connected tree diagrams, and $\sum_{\Gamma}$ is sum of all diagrams where the loop number of each connected component is at least 1.

Observe that for each $\Gamma$ in the sum $\sum_{\Gamma}$, we have $g(\Gamma) - k(\Gamma) \geq 0$. Equality holds if and if each connected component of $\Gamma$ has loop number 1. Therefore

$$\text{Tr}^L(1) = u^n e^{\left( \sum_{\text{con. tree}} \frac{W_{\hat{\gamma}_0}}{|\text{Aut}(\hat{\gamma}_0)|} \right)} \left( \sum_{\Gamma_1} \frac{W_{\Gamma_1}}{|\text{Aut}(\Gamma_1)|} + O(h) \right).$$
Here \( \sum_{\Gamma}^{1\text{-loop}} \) is sum of diagrams where the loop number of each connected component is precisely 1.

The proposition follows by computing the tree diagrams \((g = 0)\) and 1-loop diagrams \((g = 1)\).

We first collect some details on the vertices and the curvatures. Recall the projection map for \( f + \hbar A \in g \), where \( f \in \mathbb{C}[[y']] \), \( A \in \text{gl}_r(\mathcal{W}_{2n}^\times) \):

\[
\text{pr}_1((f + \hbar A)) = \frac{1}{2} \partial_y \partial_e f(0) y^j y^j, \quad \text{pr}_2((f + \hbar A)) = \hbar A_1(0).
\]

Here we write \( \bar{\hbar} A = \bar{\hbar} A_1 + \bar{\hbar} A_2 + \ldots \). The curvature has three parts:

\[
\begin{align*}
R_1((f + \hbar A), (g + \hbar B)) &= \frac{1}{6} \hat{\omega}^{ij}(\partial_i f(0) \partial_j g(0) + \partial_i g(0) \partial_j f(0)) y^p y^q \\
R_2((f + \hbar A), (g + \hbar B)) &= \hbar \hat{\omega}^{i j}(\partial_i f(0) \partial_j B_1(0) - \partial_i A_1(0) \partial_j g(0)) \\
R_3((f + \hbar A), (g + \hbar B)) &= \hat{\omega}^{i j}(\partial_i f(0) \partial_j g(0)) + O(\hbar^2).
\end{align*}
\]

Let us also write down a few leading terms in the expansion \( \hat{\gamma} = \sum_{i \geq 0} \hat{\gamma}_i \):

\[
\begin{align*}
\hat{\gamma}_0((f + \hbar A)) &= \hat{\gamma}(f) = \partial_i f(0) y^i + \frac{1}{6} \partial_i \partial_j \partial_k f(0) y^i y^j y^k + O(y^4) \\
\hat{\gamma}_1((f + \hbar A)) &= \hbar A_1 = \hbar \partial_i A_1(0) y^i + \hbar O(y^2) \\
\hat{\gamma}_2((f + \hbar A)) &= \hbar^2 A_2 \\
& \quad \ldots \\
\hat{\gamma}_l((f + \hbar A)) &= \hbar^l A_l, l > 0.
\end{align*}
\]

Now we are ready to compute tree and 1-loop diagrams.

**Tree computation**: The only connected tree without external edges contains two vertices with a red propagator, see Fig.[11] This term contributes \(-\hat{\omega}_0 / u\). Here \( \hat{\omega}_0 \in C^2(g, \hbar; \mathbb{C}) \) is the 2-cocycle

\[
\hat{\omega}_0((f + \hbar A), (g + \hbar B)) = \hat{\omega}^{i j}(\partial_i f(0) \partial_j g(0)).
\]

In other words, \( \hat{\omega}_0 = R_3|_{\hbar = 0} \) which descents to the symplectic 2-form under the Gelfand-Fuks map.

\[
d_{2n}(\hat{\gamma}_0^{(1)}) \quad \text{---} \quad d_{2n}(\hat{\gamma}_0^{(1)})
\]

**Figure 11.** This diagram gives \( \hat{\omega}_0 / \hbar u \)

**One-loop computation**: There are two types of 1-loop diagrams. Let us denote
• Type I: Each connected component of $\Gamma_1$ has $b_1 = 1$ with only vertices of loop number 0.
• Type II: Each connected component of $\Gamma_1$ is a tree with one vertex of loop number 1.

We have
\[
\sum_{\Gamma_1}^{\text{1-loop}} \frac{W_{\Gamma_1}}{|\text{Aut}(\Gamma_1)|} = \left( \sum_{\Gamma_1: \text{type I}}^{\text{1-loop}} \frac{W_{\Gamma_1}}{|\text{Aut}(\Gamma_1)|} \right) \left( \sum_{\Gamma_1: \text{type II}}^{\text{1-loop}} \frac{W_{\Gamma_1}}{|\text{Aut}(\Gamma_1)|} \right).
\]

The reason we can separate these two contributions is because all the vertices of type I diagrams are scalar valued so we are free to move them inside the trace. This is similar to our tree diagram discussion above. We can further express the type I contributions in terms of connected diagrams
\[
\sum_{\Gamma_1}^{\text{1-loop}} \frac{W_{\Gamma_1}}{|\text{Aut}(\Gamma_1)|} = e^{\left( \sum_{\Gamma_1: \text{type I}}^{\text{con. 1-loop}} \frac{W_{\Gamma_1}}{|\text{Aut}(\Gamma_1)|} \right)} \left( \sum_{\Gamma_1: \text{type II}}^{\text{1-loop}} \frac{W_{\Gamma_1}}{|\text{Aut}(\Gamma_1)|} \right).
\]

Here $\sum_{\Gamma_1}$ is the sum of all connected type I 1-loop diagrams.

\[\begin{align*}
\text{Figure 12. These diagrams give the } &A(s\mathfrak{p}_{2n}) \\
\text{A connected diagram of type I without external edges contains } &k \text{ vertices of valency 3 that are} \\
\text{connected by blue propagators to form a wheel, and they are further connected by red propagators to } &k \text{ vertices of valency 1. See Figure12. The 3-valency vertex on the wheel is represented by } &d_{2n}(\hat{\gamma}^{(3)}_0) \\
\text{and the 1-valency vertex is represented by } &d_{2n}(\hat{\gamma}^{(1)}_0).
\end{align*}\]
Such diagrams contribute

$$\frac{1}{k!} \sum_{\epsilon} \text{sign}(e) F(\xi(e(1)), \xi(e(2)), ..., \xi(e(2k-1)), \xi(e(2k)))$$

where $F = k! \text{ch}_k = \text{tr}(X^k) \in (\text{Sym}^k \text{sp}_{2n})^\text{sp}_{2n}$, and the prime means sum is over $\epsilon \in S_{2k}$ such that $\epsilon(2i-1) < \epsilon(2i)$. The coefficient of this factor can be computed by integrals over $S^1[k]

$$\frac{u^{-k}}{k} \int_{S^1[k]} \pi_1^* s^3(P^{S^1}) \pi_2^* s^3(P^{S^1}) \cdots \pi_k^* s^1(P^{S^1}) d\theta^1 \wedge \cdots \wedge d\theta^k$$

When $k$ is odd it is 0 and when $k$ is even it is $\frac{\zeta(k)^k}{2\pi i}$. Here $\zeta(k)$ is Riemann’s zeta function. The total contribution from connected type I 1-loop diagram is

$$\sum_{k \geq 0} u^{-2k} \frac{2\zeta(2k)}{(2\pi i)^2k} (2k)! \text{ch}_{2k} = \sum_{k \geq 0} \frac{2(2k-1)!\zeta(2k)}{(2\pi i)^{2k}} u^{-2k} \text{ch}_{2k}.$$

This is precisely log $\hat{A}(\text{sp}_{2n})_u$ [25]. This computation is similar to that in [24, 23, 7, 8].

A type II 1-loop diagram is computed by a trace of product of contributions from connected type II 1-loop diagrams. There is only one connected type II 1-loop diagram: it contains two 1-valency vertices, one with loop number 0 and one with loop number 1, and contributes $R_2/u$. See Figure 13.
The total contribution of type II 1-loop diagram is (see Figure 14)
\[ \text{tr}(e^{R_2/u}) \]

Putting all the computations together, we get
\[ \text{Tr}^L(1) = u^n e^{-R_3/\hbar} (\hat{A}(\mathfrak{sp}_2 n)_u \cdot \text{Ch}(\mathfrak{gl}_r)_u + O(\hbar)) \]

Now we can easily compute the index.

**Theorem 3.21.** As a cohomology class in \( H^\bullet(\mathfrak{g}, \hbar; \mathbb{K}) \),
\[ \text{Tr}^L(1) = u^n e^{-R_3/\hbar} (\hat{A}(\mathfrak{sp}_2 n)_u \cdot \text{Ch}(\mathfrak{gl}_r)_u + O(\hbar)) \in H^\bullet(\mathfrak{g}, \hbar; \mathbb{K}) \]

**Proof.** By Proposition 3.20, we can expand
\[ e^{R_3/\hbar} \text{Tr}^L(1) = u^n (\hat{A}(\mathfrak{sp}_2 n)_u \cdot \text{Ch}(\mathfrak{gl}_r)_u + O(\hbar)) \]

By Proposition 3.18 terms in \( O(\hbar) \) have nontrivial weights in \( \nabla_{h\partial_h} \) and hence are \( \partial_{\text{Lie}} \)-exact. Theorem follows by passing to cohomology. \( \square \)

Now we discuss how to descent the above index theorem to geometric situation.

**Definition 3.22.** Let \( W_D \) be the quantum algebra defined in Section 2.4, which is the space of flat sections of Fedosov connection. We define the trace map \( \text{Tr} : W_D \to \mathbb{C}((\hbar)) \) by
\[ \text{Tr}(\mathcal{O}) = \int_M \text{desc} \left( \text{Tr}^L(\mathcal{O}) \right) \]

It does not depend on \( u \) since \( \text{Tr}(\mathcal{O}) \) has cohomology degree 0.

It is easily to verify the following normalization property
Proposition 3.23. 
\[ \text{Tr}(f) = \frac{(-1)^n}{\hbar^n} \left( \int_M \text{tr}(f) \frac{\omega^n}{n!} + O(\hbar) \right), \quad \forall f \in \Gamma(M, \text{End}(E)). \]

Proof. It follows from the Feynman diagram computations. The \( \hbar \)-leading term of \( \text{Tr}(f) \) comes from the tree diagrams which only involves the vertex \( d^2_{2n}(\tilde{\omega}_{ij} y^i dx^j) \), and this gives 
\[ \int_M \int_B \text{tr}(f) e^{d^2_{2n}(\tilde{\omega}_{ij} y^i dx^j)/\hbar} = \frac{(-1)^n}{\hbar^n} \int_M \text{tr}(f) \frac{\omega^n}{n!}. \]

The index for the quantum algebra is given by 
\[ \text{Tr}(1) = \int_M \text{desc}(\text{Tr}^1(1)). \]

Then Theorem 3.21 and Proposition 2.17 imply the following algebraic index theorem (see [16]).

Theorem 3.24. Let \( M \) be a compact smooth symplectic manifold of dimension \( 2n \), \( E \) be a complex vector bundle over \( M \). Let \( \mathcal{W}_D \) is the quantum algebra associated to the deformation quantization class \( \omega_{\hbar} \). Let \( \text{Tr} \) be the trace map on \( \mathcal{W}_D \) obtained from the universal trace \( \text{Tr}^L \) by descent construction. Then 
\[ \text{Tr}(1) = \int_M e^{-\omega_{\hbar}/\hbar} \hat{A}(M) \text{Ch}(E). \]
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