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ABSTRACT Internet of Things (IoT) technology provides the basic infrastructure for a hyper connected society where all things are connected and exchange information through the Internet. IoT technology is fused with 5G and artificial intelligence (AI) technologies for use in various fields such as the smart city and smart factory. As the demand for IoT technology increases, security threats against IoT infrastructure, applications, and devices have also increased. A variety of studies have been conducted on the detection of IoT malware to avoid the threats posed by malicious code. While existing models may accurately detect malicious IoT code identified through static analysis, detecting the new and variant IoT malware quickly being generated may become challenging. This paper proposes a dynamic analysis for IoT malware detection (DAIMD) to reduce damage to IoT devices by detecting both well-known IoT malware and new and variant IoT malware evolved intelligently. The DAIMD scheme learns IoT malware using the convolution neural network (CNN) model and analyzes IoT malware dynamically in a nested cloud environment. DAIMD performs dynamic analysis on IoT malware in a nested cloud environment to extract behaviors related to memory, network, virtual file system, process, and system call. By converting the extracted and analyzed behavior data into images, the behavior images of IoT malware are classified and trained in the Convolution Neural Network (CNN). DAIMD can minimize the infection damage of IoT devices from malware by visualizing and learning the vast amount of behavior data generated through dynamic analysis.

INDEX TERMS Cloud-based malware detection, convolution neural network, dynamic analysis, IoT malware, malware detection.

I. INTRODUCTION

Recently, artificial intelligence (AI), virtual reality (VR), big data, 5G, and Internet of Things (IoT), which are the core technologies of the Fourth Industrial Revolution, have been used in various fields by integrating them across the industry. Especially, as IoT technologies and core technologies such as AI and 5G are converging, various IoT industries such as smart cars, smart factories, and smart cities are rapidly being activated. The scale of the IoT market continues to increase, and IoT devices, infrastructure, and applications significantly affect not only industrial fields but also daily living [1]–[7].

In the IoT environment, devices are connected with each other and exchange information. Because of this characteristic, the number of attacks such as distributed denial of service (DDoS), cryptocurrency malicious mining, and botnet activities are expanding at a fast pace [4]–[6], [8]–[14]. In addition, to cope with the rapidly increasing demand for IoT devices, some manufacturers are mass producing IoT devices that are vulnerable to security breaches and are providing them to users. If vulnerable IoT devices are distributed in the market, they will be a main target for malware makers. Malware could not only leak user information collected by IoT devices but also penetrate major networks, resulting in its rapid expansion to other networks [4], [9], [11], [12]. Kaspersky Lab, a cybersecurity product developer in Russia, collected 121,588 IoT malware samples in 2018, approximately quadruple the 32,614 samples it collected in 2017; more than 120,000 variant IoT malware samples whose attack methods were evolved intelligently were discovered [15].

To reduce damage from malware infection by protecting IoT devices from new and variant malware attacks, studies on the detection of IoT malware through feature learning and classification have been conducted [1]–[3], [5], [8], [16]–[27].
Generally, studies divide the malware detection phase into analysis and detection phases. In the analysis phase, to extract a malware feature, the following methods are available: static analysis, dynamic analysis, hybrid analysis, and memory analysis. Static analysis analyzes information about binary files without directly executing malware, whereas dynamic analysis executes malware in a controlled environment such as a virtual machine (VM) or sandbox to analyze how the malware operates [2], [3], [5], [16]–[27]. Hybrid analysis utilizes both static and dynamic analyses [3], [17], [18], [20], [22]–[26]. Memory analysis is a comprehensive analysis method for malware in memory [22], [23]. Once the malware analysis is complete, the detection phase is performed to detect malware in the analyzed content. The detection phase can be done using signature-based, heuristic-based, specification-based, and cloud-based malware detection techniques. The signature-based malware detection technique detects malware by comparing signatures, which are characteristics of malware [1], [17], [18], [20]–[22], [24], [25], [27]. The heuristic-based malware detection technique predicts new and variant malware in advance based on malware features and patterns [1], [17], [18], [20]–[22], [24], [25], [27]. The specification-based malware detection technique determines malware based on specific rules, whereas the cloud-based malware detection technique detects malware through a cloud-server mode [1], [2], [17], [18], [24], [25]. By detecting known and new and variant IoT malware through the utilization of malware analysis and detection techniques, the propagation of malware into other IoT devices can be prevented.

However, IoT devices have limited hardware resources with systems optimized to perform specific purposes. Detecting new and variant IoT malware that is evolved intelligently and at a rapidly increasing pace in such devices is difficult. In addition, many constraints are followed to analyze the vast amount of behavior data generated by IoT malware in IoT devices to detect them after training [2], [7], [11], [16], [23]. Thus, this paper proposes a dynamic analysis for IoT malware detection (DAIMD) that performs dynamic analysis on IoT malware in nested cloud-based VM environment and learns behavior images compressed with a vast amount of behavior data based on a convolution neural network (CNN) model. DAIMD performs dynamic analysis on malware in a nested virtual environment rather than an IoT device, so it is possible to accurately analyze and detect variant IoT malware that is obfuscated or whose code value is changed without limitation of hardware resources. In addition, various actions in memory, network, process, system call, and virtual file system are extracted to detect malware that perform malicious actions on embedded Linux-based IoT devices. Utilizing the vast amount of extracted action data to the maximum, it converts behavior data into images to analyze and detect malware. DAIMD, which detects IoT malware by training the generated behavior image on ZFNet, one of the CNN models, shows that it can accurately classify and detect IoT malware.

The remainder of this paper is organized as follows. Section 2 reviews existing research methods for analyzing and detecting IoT malware. Section 3 describes the DAIMD proposed in this paper. Section 4 builds a DAIMD model and Section 5 describes performance evaluation for the DAIMD model. Finally, Section 6 presents the conclusions of this paper and describes future research directions.

II. RELATED WORKS
Various studies utilizing static, dynamic, hybrid, and memory analysis methods have been conducted to analyze how malware works and how code flows prior to its detection. Most studies have employed a static analysis method that can check the overall malware structure without executing the malware. However, static analysis has difficulty detecting obfuscated malware using packing and identifying the overall functions of malware, which are drawbacks [16], [17], [19], [21]–[23], [26], [27].

To solve this, studies on dynamic analysis methods have been conducted to analyze overall functions of malware and to detect obfuscated malware as well as new and variant malware by executing it [28]–[30]. In addition, studies on techniques to transform feature data into images for malware detection by utilizing a large amount of feature data generated by malware have been conducted [31]–[34].

A. MALWARE DETECTION UTILIZING DYNAMIC ANALYSIS TECHNIQUE
Mohaisen et al. [28] proposed an automated and behavior-based malware analysis and labeling (AMAL) system to automatically analyze and classify malware behaviors. AMAL largely consists of AutoMal, which monitors behaviors of the file system, network, and registry, and MaLabel, which classifies similar malware by family based on the monitoring of extracted behaviors. MaLabel classifies specific malware families using the machine learning techniques support vector machine (SVM), decision tree (DT), and K-nearest neighbor (KNN) algorithms. However, the AMAL proposed by Mohaisen [28] has the difficulty of manually verifying by the malware analyst in the process of selecting and labeling the representative behavior of the malware.

Galal et al. [29] proposed a behavior analysis method of malware that collects information from application programming interface (API) calls and parameters used by malware through an API hooking technique. It infers unique malware behaviors in the API sequence generated from the extracted API calls and parameters. Although machine learning techniques such as DT, random forest (RF), and SVM algorithms were used to classify malware based on the inferred behaviors, the method had difficulty detecting malware, because the inference of malware behaviors involved the subjective intervention of analyzers.

Phode et al. [30] proposed a model to predict malware in execution files by setting the file execution time to a sec unit. The behavior data used to classify and detect malware were continuous data such as the total number of processes,
the maximum number of allocated process IDs, or memory usage; which were trained by a recurrent neural network (RNN) to determine the presence of malware before the malware executed the payload, thereby protecting the system from malicious attacks.

### B. MALWARE FEATURE DATA VISUALIZATION TECHNIQUE

Shaid et al. [31] proposed a malware behavior image technique that visualizes malware by mapping a color according to the malware intensity of API calls after capturing the calls from behavior data to emphasize the malicious acts of the variant malware. When the malware intensity of API calls is higher, warmer colors are used; cooler colors represent a lower malware intensity of calls.

Trinius et al. [32] proposed a treemaps and thread graphs to image malware behaviors to summarize and represent a large number of behavior record reports extracted from CWsandbox. The treemaps extract data about the frequency of API calls and operations performed by malware, conducting the visualization. By contrast, the thread graph converts the behavior data, where individual thread operations of processes are sequentially listed by time into images.

Han et al. [33] proposed a method to create images based on the opcode sequence extracted from the execution results of static and dynamic analyses on binary files. The method can measure the similarity between variant malware by comparing the RGB pixel information between the images generated from the binary files.

Cui [34] proposed a method to quickly detect variant malicious code by visualizing the malware through image processing technology. First, after converting the binary file for malware into a gray scale image, CNN was used to automatically extract the features of the generated image. In addition, a data equalization method was applied to the malware image by applying the bat algorithm to solve the overfitting problem caused by the number of different malware families. This malware detection method showed an excellent detection speed, and the accuracy was 94.5%.

The DAIMD proposed in this paper analyzes the overall functions of malware through dynamic analysis to detect well-known IoT malware as well as new and variant IoT malware and compresses and represents feature data by visualizing a large amount of this data. It selects representative features in images through a CNN model and trains them to analyze and detect malware, thereby avoiding the need for the subjective intervention of malware analyzers.

Table 1 summarizes the comparison of the proposed DAIMD with other models. The comparison items are set as follows: system environment constructed to detect malware, analysis technique used to extract behavior features, machine learning and deep learning used to classify malware, whether visualization is done to summarize and represent behavior features, and behavior feature type used to detect malware.

### III. SCHEME OF DAIMD

The DAIMD scheme dynamically analyzes malware, which is a threat to IoT devices equipped with limited hardware

---

**TABLE 1. Comparison between previous studies and DAIMD.**

| Related works | Environment | Analysis techniques | Machine learning / Deep learning | Visualization | Behavior features |
|---------------|-------------|---------------------|-----------------------------------|---------------|-------------------|
| Mohaisen et al. [28] | Windows | Dynamic analysis | Support Vector Machine (SVM), Decision Tree (DT), K-Nearest Neighbor (KNN) | X | System, network, registry |
| Galal et al. [29] | Windows | Dynamic analysis | DT, Random Forest (RF), SVM | X | No. of processes, maximum number of allocated process IDs, CPU usage, transmitted and received packet size, memory usage |
| Phode et al. [30] | Windows | Dynamic analysis | Recurrent Neural Network (RNN) | X | |
| Shaid et al. [31] | Windows | Dynamic analysis | - | O | API call |
| Trinius et al. [32] | Windows | Dynamic analysis, static analysis | - | O | API call, process |
| Han et al. [32] | Windows | Dynamic analysis | Convolution Neural Network (CNN) | O | Opcode |
| Cui et al. [34] | Windows | Static analysis | Convolution Neural Network (CNN) | O | Binary code |
| DAIMD | Embedded Linux | Dynamic analysis | CNN | O | Memory, network, system call, virtual file system, process |
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FIGURE 1. Comparison of the malware detection process in a general malware detection system and DAIMD.

resources, in a cloud-based nested virtual environment and trains them using the CNN model following specific analysis and detection processes similar to those used in general malware detection systems. The malware detection processes in a general malware detection system and DAIMD are shown in Fig. 1.

The process of a general malware detection system largely consists of debugging, feature extraction, feature selection, and classification. Debugging is performed with datasets consisting of malware and benign to generate a log file, from which behavior features are extracted. From among the extracted features, representative behaviors are selected; this is followed by a classification process based on representative behaviors. Then, malware features are trained to classify the files as containing malware or benign code [3], [17], [18], [20], [24].

By contrast, the process of DAIMD consists of debugging, feature extraction, feature pre-processing, feature selection, and classification, which are identical to the phase of debugging and feature extraction in a general malware detection system, but it also performs feature pre-processing to convert a vast amount of behavior features created after feature extraction into images. When the representative features are selected from the image generated through the feature pre-processing step and the learning process is performed individually, the subjective thinking of the malware analyst is involved. To prevent this, DAIMD uses the CNN model to perform feature selection and classification steps.

A. DEBUGGING
In a virtual environment where IoT malware and benign files are executed, code in assembly language is generated from binary files utilizing Interactive Disassembler (IDA) Pro analysis tools, and debugging is remotely performed on target files to identify how the code works and flows [35].

B. FEATURE EXTRACTION
The feature extraction phase extracts signatures, which are features of execution files from file behaviors and internal structures analyzed through debugging, from IoT malware
and benign files. The features extracted as signatures of files by DAIMD are memory, network, system call, virtual file system (VFS), and process, which are extracted as a .csv file format and stored in Excel. The feature data types and configuration that represent behaviors of execution files are presented in Table 2.

| Feature data type | Configuration | Description |
|-------------------|---------------|-------------|
| PID               | Process ID    |             |
| R/W               | Whether read/write is performed on memory | |
| Byte              | Memory size   |             |
| Address           | Memory address value | |
| Data              | Data stored in memory | |
| Index             | Called execution order | |
| PID               | Process ID    |             |
| S/R               | Whether data are transmitted or received through network | |
| Target IP         | Target IP address that receives data through network | |
| Local IP          | Local IP address that transmits data through network | |
| Protocol          | Network protocol used to transmit data | |
| Data              | Content to be delivered through network | |
| Index             | Called execution order | |
| PID               | Process ID    |             |
| Type              | Called system call type | |
| Name              | Called system call name | |
| Data type         | Data type stored in system call | |
| Data name         | Data name stored in system call | |
| Data value        | Data value stored in system call | |
| Index             | Called execution order | |
| PID               | Process ID    |             |
| UID               | User ID       |             |
| GID               | Group ID      |             |
| R/W               | Whether file read or write | |
| File name         | File name     |             |
| File size         | File size     |             |
| Path_data         | Path where file is stored | |
| Index             | Called execution order | |
| Process name      | Called process name | |
| PID               | Process ID    |             |
| PPID              | Parent process ID | |
| Child PID         | Child process ID |
C. FEATURE PRE-PROCESSING

To represent the vast amount of feature data extracted from IoT malware and benign files during the feature extraction phase, the feature pre-processing phase compresses the feature data and converts it into an image type as shown in Fig. 2, which largely consists of behavior features metadata and visualization.

The behavior feature metadata phase processes feature data that represent execution file behaviors prior to converting the extracted feature data into an image, in which network, system call, VFS, and process that have an index of called order among the feature data are integrated into a single behavior datum, and a behavior frequency table that records the frequency of malicious activities from memory, network, system call, VFS, and process is created. Here, malicious activity refers to nine typical malicious activities that occur in Linux: Executable and Linkable Format (ELF) header manipulation, persistence mechanism, deception, required privilege, packing and polymorphism, information gathering, process interaction, library, and evasion [36].

In the final phase, visualization is performed using memory feature data, integrated behavior feature data, and a behavior frequency table generated through digitization. The visualization phase is then divided into a digitization phase, in which strings in the behavior feature data are converted into vectors, and a channelization phase in which RGB channels are created based on the vectors. The digitization is performed in the following order: Integerization, which converts all strings in behavior feature data into integers; Rescaling, which adjusts the converted integer values into a value between 0 and 255, the range of the image; and Resizing, which generalizes a vector of behavior data whose size varies into a single size.

The rescaling process is adjusted to a value between 0 and 255 through (1). Here, \( V_k \) denotes a vector element in the kth behavior feature log data, and \( R_k \) denotes a vector element in the rescaled kth behavior feature log data.

\[
R_k = \text{Int} \left( \frac{V_k}{\max(V_1, V_2, \ldots, V_k)} \right) \times 255 \quad (1)
\]

Vectors of the memory, integrated behavior feature data, and behavior frequency table generated through digitization are matched to red, green, and blue channels, respectively, during the channelization phase, and the channels are combined into a single RGB channel, thereby creating images about behaviors that are then stored.

D. FEATURE SELECTION AND CLASSIFICATION

DAIMD detects IoT malware by integrating feature selection and classification phases into a single phase using ZFNet, a CNN model, to select and train representative features of behaviors without human intervention. ZFNet is the CNN model that won the ImageNet Large Scale Visual Recognition Challenge (ILSVRC) in 2013 with an image recognition error rate of 11.2% [37].

The input datum in the CNN model is an RGB image generated through feature pre-processing, from which behavior features are detected and calculated in a matrix called a feature map. It performs a feature selection phase that extracts only behavior feature values whose size are larger than that of neighbors' behavior feature values by applying the max pooling technique to reduce the generated feature
representative behavior features are trained through classification in the CNN model to perform classification and determination whether the dynamically analyzed execution file is malware or benign in nested virtual environment.

IV. DAIMD IMPLEMENTATION

To train and build the DAIMD model proposed in this paper to protect IoT devices from infection of IoT malware, we first built a cloud-based nested virtual environment equipped with Intel Core i7-9700K and GeForce RTX 2070. The analysis of execution files and malware detection were performed in a cloud environment to detect IoT malware that threaten intelligent attacks against IoT devices equipped with limited hardware resources. A VM was created in a cloud to prevent IoT malware from being propagated to major networks. An embedded Linux system with Advanced RISC Machines (ARM) processors was developed by utilizing the VM-based embedded software development verification solution (Imperas) in the VM.

A. DEBUGGING

The dataset was collected from IoT devices. 1,000 new and variant IoT malware samples and 401 benign files were run in the embedded system. From among them, a total of 840 files were used for a training dataset, to develop the DAIMD model by analyzing and training the behavior features of IoT malware. A total of 561 malware and benign files were used as a test dataset to test the DAIMD model.

To analyze and detect IoT malware based on 1,401 IoT malware and benign files (including both the training and test datasets), the files were executed for five min in nested cloud environment, and debugging on the executed files were conducted remotely.

B. FEATURE EXTRACTION

The feature data for memory, network, system call, VFS, and process were extracted as an Excel file format (Fig. 3) after monitoring the flow and how the code worked in the execution files through debugging.

C. FEATURE PRE-PROCESSING

To convert the vast amount of behavior feature data generated during the feature extraction phase into images, feature pre-processing phase processed feature data by integrating behavioral feature data feature data into one based on the index and recording frequency of malicious activities to create integrated behavioral feature data and behavior frequency table. To efficiently analyze IoT malware, feature data for network, system call, VFS, and process were integrated into one integrated data based on an index that represented the call order, read as an Excel file format with up to 500 records and stored as shown in Fig. 4.

Digitization and channelization were performed to convert integrated behavioral feature data and the behavior frequency
Table generated from behavior feature metadata and memory, previously feature data, into images. To convert all strings in the behavior data into integers without crossing the range of int representation, up to nine characters were read and converted into an integer in the integerization process. In addition, a size of behavior data converted into a vector whose value ranged between 0 and 255 was generalized to $512 \times 512$, the maximum allowable size of cloud-based nested virtual environment’s memory. To consider as many neighbor feature values in the vector as possible, bilinear interpolation was employed using a re-sampler.

Through the channelization process, a $512 \times 512$ sized vector created from the digitization of memory feature data, integrated behavioral feature data, and the behavior frequency table were matched to a red channel, green channel, and blue channel, respectively. Each channel, with its reduced dimensions of the feature data, was integrated into a single RGB image and stored. Fig. 5 shows the results when the feature pre-processing phase is complete, with the training and test datasets.

**D. FEATURE SELECTION AND CLASSIFICATION**

Table 3 below shows the ZFNet layer name, tensor size, and parameters used in this paper to train and build IoT malware detection model.

The DAIMD model detected IoT malware by training with feature images, using a total of 840 images in the training dataset using the ZFNet model. IoT malware detection accuracy was 99.87%, and the difference between actual data and output through the model was 0.0047.

To verify whether the trained DAIMD model could accurately detect IoT malware, tests were conducted using 561 files in the test dataset, and detection accuracy was 99.28%.

**V. PERFORMANCE EVALUATION**

A performance evaluation was conducted to check whether the DAIMD proposed in this paper could accurately analyze and detect both well-known IoT malware as well as intelligently evolving new and variant IoT malware. The indices used to evaluate the performance of the implemented model...
TABLE 3. Structure of ZFNet used to build IoT malware detection model.

| Layer name | Tensor size | Parameter |
|------------|-------------|-----------|
| Input Image | 512x512x3 | 0         |
| Conv2d     | 256x256x96 | 14208     |
| MaxPool-1  | 128x128x96 | 0         |
| Conv2d-2   | 32x32x256 | 614656    |
| MaxPool-2  | 15x15x256 | 0         |
| Conv2d-3   | 15x15x512 | 1180160   |
| Conv2d-4   | 15x15x1024 | 4719616   |
| Conv2d-5   | 15x15x512 | 4719104   |
| MaxPool-3  | 8x8x512 | 0         |
| Flatten    | 32768x1 | 0         |
| Dense-1    | 4096x1 | 134221824 |
| Dropout-1  | 4096x1 | 0         |
| Dense-2    | 4096x1 | 16781312  |
| Dropout-2  | 4096x1 | 0         |
| Dense-3    | 1x1 | 4097       |
| Activation | 1x1 | 0         |

FIGURE 6. Train accuracy and loss for various vector sizes.

were false positive rate (FPR), false negative rate (FNR), and accuracy (ACY).

FPR refers to the rate that IoT malware is falsely classified as benign. It can be calculated using (2). Here, false positive (FP) means the number of cases that are classified as benign files, even though they are IoT malware, and true negative (TN) means the number of cases correctly classified as benign.

\[
FPR = \frac{FP}{FP + TN}
\]
**FIGURE 7.** Validation accuracy and loss for various vector sizes.

$FNR$ refers to the rate that benign files are classified as malware. It can be calculated using (3). *False negative (FN)* means the number of cases that are incorrectly classified as IoT malware, even if they are benign files, and *true positive (TP)* means the number of cases correctly classified as malware.

$$FNR = \frac{FN}{TP + FN} \quad (3)$$

Finally, $ACY$ refers to how accurately malware and benign files are classified; it can be calculated using (4).

$$ACY = \frac{(TP + TN)}{(TP + TN + FP + FN)} \quad (4)$$

Fig. 6 shows the change in training accuracy and loss values of the DAIMD model, in which feature data of behaviors according to various vector sizes are trained. In training behavior images in the ZFNet model for detecting IoT malware based on feature vectors with optimum size, the Adam optimizer algorithm was used to perform optimization; training of the model was conducted by fixing the epoch to 40. Fig. 6 (a) shows the accuracy measured as a result of training on the DAIMD model. As the epoch increases, the accuracy gradually increases. When vector size is $224 \times 224$, it shows relatively low accuracy compared to other vector sizes. Fig. 6 (b) shows the loss value, and the loss curve decreases relatively slowly when it has a vector size of $512 \times 512$.

To conduct a validation of DAIMD, 84 records in the training dataset, which accounted for 10% of the total number of records, were used. Whether an implemented model can exhibit optimal performance can be verified through validation. Fig. 7 shows the accuracy and loss values when validation was performed on DAIMD models with various vector sizes. In Fig. 7 (a), as the epoch increases, the validation accuracy of a vector with a size of $512 \times 512$ is gradually increasing compared to other sized vectors, whereas a vector with a validation accuracy at a size of $224 \times 224$ is significantly lower than the field. In addition, overfitting occurred in a specific section of vectors with sizes of $224 \times 224$ and $256 \times 256$. Fig. 7 (b) shows the measured loss values when validation was performed for various vector sizes. While the loss curve is decreasing when the size is $512 \times 512$, the vector of $448 \times 448$ size vibrates greatly within a specific range, indicating that overfitting occurs.
TABLE 4. Comparison of test accuracy, FPR, and FNR results for various vector sizes.

| Vector size | Test accuracy (%) | FPR (%) | FNR (%) |
|-------------|------------------|---------|---------|
| 112×112     | 96.96            | 1.27    | 3.71    |
| 128×128     | 93.4             | 15.38   | 2.37    |
| 224×224     | 90.01            | 23.73   | 2.47    |
| 256×256     | 94.47            | 2.58    | 6.65    |
| 448×448     | 98.03            | 5.05    | 0.52    |
| 512×512     | 99.28            | 0.63    | 0.74    |

TABLE 5. Performance comparison between DAIMD and other malware detection models.

| Related works | Environment | Analysis techniques | Accuracy (ACY, %) | FPR (%) |
|---------------|-------------|---------------------|-------------------|---------|
| Shaid et al. [31] | Windows | Dynamic analysis | 98.4 | 3 |
| Yang et al. [38] | Android | Static analysis | 95.51 | 4.6 |
| Zhou [39] | Windows | Hybrid analysis | 97.3 | - |
| Kumar et al. [40] | Android | Android | 98 | 1.8 |
| DAIMD | Embedded Linux | Dynamic analysis | 99.28 | 0.63 |

When testing is performed on the optimal DAIMD model selected through training and validation, accuracy, FPR, and FNR can be represented as shown in Table 4. When testing the DAIMD model with a feature vector with a size of 512 × 512, the test accuracy was 99.28%, and it was confirmed that the accuracy was higher than when testing with a feature vector of another size. It can be seen that when the size of the vector is 512 × 512, the value of FPR, which is an IoT malicious code, but is classified as a file that is not malicious, is significantly lower than that of other sizes. On the other hand, FNR was 0.52% when the vector size was 448 × 448, lower than that with the 512 × 512 vector size. Because the most important index in detecting IoT malware is FPR, this paper also places great emphasis on the performance evaluation of the developed model with FPR.

In Fig. 6, 7, and Table 4, the performance and accuracy of FPR values when training, validation, and testing of the DAIMD model with 512 × 512 size vectors showed better performance than those performed with vectors of different sizes.

Table 5 presents a comparison between the proposed model and other malware detection models. To evaluate the performance of the models, the following comparative items were designated: under which environment malware was detected; what analysis technique was used; and test accuracy and FPR values. The FPR value for Zhou’s model [39] was not included, because it was not measured.

All five types of malware detection models analyzed and detected malware using various analysis techniques in different environments. Overall, the accuracy values of the models showed excellent detection performance above 95%. Among them, the accuracy of the DAIMD model (99.28%) was best, and the probability of it incorrectly classifying malware as benign (0.63%) was the lowest. This means that the DAIMD model can accurately detect variant malware that threatens IoT devices.

VI. CONCLUSION
IoT devices in embedded Linux environments configured with various architectures and libraries are particularly targeted by malware authors, because their attack points are wide, and many vulnerable products are distributed in the market. Most IoT devices are equipped with ARM processors, so the number of IoT malware samples targeting IoT devices with them has increased. To address this, numerous studies have been conducted to analyze and detect IoT malware. However, most studies have involved subjective intervention by malware analyzers to select and classify
representative malware behaviors. This approach makes it potentially difficult to accurately detect new and variant IoT malware as it is intelligently evolved. In addition, the vast amount of behavior data that must be extracted to detect IoT malware in embedded Linux-based IoT devices, equipped with limited hardware resources designed for specific purposes, are difficult to accumulate and store for long periods of time.

Thus, this paper proposed a dynamic analysis for IoT malware detection (DAIMD) scheme that analyzes IoT malware dynamically and trained for and classified IoT malware using the CNN model in a cloud environment under a virtual embedded system. First, cloud-based nested virtual environment was designed and implemented to analyze and detect IoT malware in a safe environment. Then, the DAIMD model was created by performing training, validation, and testing according to the following phases: debugging, feature extraction, feature pre-processing, feature selection, and classification in the cloud environment. Since the feature data of the behaviors extracted through the detection process were numerous, they were converted to images to prevent a communication in the cloud environment. Furthermore, because the features of IoT malware and benign files were comprehensively represented through the DAIMD visualization technique.

The infection of IoT devices or the propagation of IoT malware to other IoT devices connected through the Internet can be prevented using DAIMD. Furthermore, because the DAIMD selects and classifies behavior features using the CNN model without human subjective intervention, new and variant IoT malware with various intelligent attack techniques can be accurately detected.

The DAIMD proposed in this paper analyzed behavior features by executing IoT malware using a dynamic analysis technique. Because some IoT malware can easily recognize that they are executed in a limited environment such as a VM, they may avoid malware analysis and detection systems that use the dynamic analysis technique. Thus, a study on the implementation of a model that can detect IoT malware using the hybrid analysis technique, which analyzes malware by utilizing both static and dynamic techniques, will be conducted in the future.
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