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Figure 1: Illustration of text-driven counterfactual manipulation: The state-of-the-art StyleCLIP [23] often struggles to meet target counterfactual descriptions as it optimizes CLIP scores directly, which is susceptible to adversarial solutions. Our design achieves more accurate and robust counterfactual editing via effective text embedding mapping and a novel contrastive loss CLIP-NCE that comprehensively exploits semantic knowledge of CLIP.

ABSTRACT
Leveraging StyleGAN’s expressivity and its disentangled latent codes, existing methods can achieve realistic editing of different visual attributes such as age and gender of facial images. An intriguing yet challenging problem arises: Can generative models achieve counterfactual editing against their learnt priors? Due to the lack of counterfactual samples in natural datasets, we investigate this problem in a text-driven manner with Contrastive-Language-Image-Pretraining (CLIP), which can offer rich semantic knowledge even
for various counterfactual concepts. Different from in-domain manipulation, counterfactual manipulation requires more comprehensive exploitation of semantic knowledge encapsulated in CLIP as well as more delicate handling of editing directions for avoiding being stuck in local minimum or undesired editing. To this end, we design a novel contrastive loss that exploits predefined CLIP-space directions to guide the editing toward desired directions from different perspectives. In addition, we design a simple yet effective scheme that explicitly maps CLIP embeddings (of target text) to the latent space and fuses them with latent codes for effective latent code optimization and accurate editing. Extensive experiments show that our design achieves accurate and realistic editing while driving by target texts with various counterfactual concepts.
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1 INTRODUCTION
Empowered by Generative Adversarial Networks (GANs) [10], we have observed great advances in image manipulation in recent years [23, 32, 33, 35, 37, 42]. In particular, StyleGANs [14–16] keep extending the boundary of realistic image synthesis. Meanwhile, their learnt latent spaces possess disentanglement properties, enabling various image manipulations by directly editing the latent codes of pretrained StyleGAN [2, 11, 29, 34].

As StyleGAN is pretrained with images of a specific domain, most related manipulation methods are restricted to certain domain-specific editing, e.g., changing hair styles for facial dataset. The conventional way of moving beyond the domain is to retrain the model with task-specific samples, but it becomes infeasible in counterfactual concept generation where training sample are scarce. Eliminating the need of manual efforts or additional training data has recently been explored for StyleGAN-based image manipulation. For example, StyleCLIP [23] achieves text-guided image manipulation by editing StyleGAN latent codes under the sole supervision of CLIP. However, StyleCLIP optimizes CLIP scores directly, which is susceptible to adversarial solutions or get stuck in local minimum [19]. Thus, it’s typically restricted to in-domain manipulation. StyleGAN-NADA [9] enables out-of-domain generation with directional CLIP loss, which encourages generation diversity and avoids adversarial solutions by aligning CLIP-space directions between source and target text-image pairs. However, StyleGAN-NADA optimizes the entire generator for zero-shot domain adaptation, which often requires manual setting of optimization iterations for different cases to maintain manipulation accuracy and quality. Additionally, the directional CLIP loss guides the latent code optimization with only the identical CLIP-space directions (source to target text embedding), which does not explicitly regularize the editing strength. Thus, it is prone to allow the model to over-edit the latent codes, and consequently lead to inaccurate or excessive editing.

We design CF-CLIP, a CLIP-based text-guided image manipulation network that allows accurate CounterFactual editing without requiring additional training data or optimization of the entire generator. For counterfactual editing against the learnt prior, it is indispensable to extract semantic knowledge of CLIP for discovering the editing direction in the latent space of a pretrained GAN. To this end, we design a CLIP-based Noise Contrastive Estimation (CLIP-NCE) loss that explores the CLIP semantic knowledge comprehensively. Instead of only emphasizing the identical directions as in directional CLIP loss [9], CLIP-NCE maximizes the mutual information of selected positive pairs while minimizing it along other directions (i.e. negative pairs) in the CLIP space, which yields auxiliary information and facilitates latent code optimization toward desired editing directions.

In addition, editing accuracy is essential for manipulation tasks, which means that manipulations should only take place in the target edit regions and faithfully reflect the target description. In this paper, we enhance the editing accuracy in two different ways. First, we augment the target images with different perspective views before computing CLIP-NCE. This introduces two benefits: 1) the augmentations preserve semantic information and prevent the model from converging to adversarial solutions; 2) the consistent semantics across different perspective views encourage the model to discover the underneath geometry information in CLIP [18], which helps for better understanding of image semantics as well as precise editing locally or globally. Second, we design a simple yet effective text embedding mapping (TEM) module to explicitly utilize the semantic knowledge of CLIP embeddings. The CLIP-space embedding of target text is separately mapped into the StyleGAN latent space to disentangle the semantics of text embeddings. After fusing the disentangled text embeddings with input latent codes, the model could leverage the semantic information to highlight the target-related latent codes in relevant StyleGAN layers. The TEM thus enables the model to accurately locate the target editing regions and effectively suppress unwanted editing.

The contributions of this work can be summarized in three aspects. First, we design CF-CLIP, a CLIP-based image manipulation framework that enables accurate and high-fidelity counterfactual editing given target textual description. Second, we design a contrastive loss in the CLIP space, dubbed CLIP-NCE, which provides comprehensive guidance and enables faithful counterfactual editing. Third, we design a simple yet effective text embedding mapping module (TEM) that allows explicit exploitation of CLIP embeddings during latent code optimization to facilitate accurate editing.

2 RELATED WORK
2.1 Text-guided synthesis and manipulation
Most existing work in text-guided synthesis adopts conditional GAN [21] that treats text embedding as conditions [38]. For example, Reed et al. [26] extracts text embeddings from a pretrained encoder. Xu et al. [36] employs an attention mechanism to improve
the generation quality. Instead of training GANs from scratch, TediGAN [35] incorporates pretrained StyleGAN for text-guided image synthesis and manipulation by mapping the text to the latent space of StyleGAN. In addition, a large-scale pretrained CLIP model [24] for joint vision-language representation has recently been released. With powerful CLIP representations, StyleCLIP [23] achieves flexible and high-fidelity manipulation by exploring the latent space of StyleGAN. Instead of confining generated images to the trained domain, CLIPstyler [18] eliminates the necessity of StyleGAN and allows for text-guided style transfer with arbitrary source images. Beyond that, StyeGAN-NADA [9] optimizes the pretrained generative model with text conditions only, which enables out-of-domain manipulation via domain adaptation. As optimizing latent codes for counterfactual manipulation is more challenging compared to in-domain manipulation, the optimization of latent codes tends to get stuck in local minimal or excessive modification during training and lead to inaccurate editing or artifacts. Our model can mitigate this issue effectively by providing comprehensive guidance in the CLIP-space with the proposed CLIP-NCE loss.

2.2 Counterfactual image generation

The early study of counterfactual image generation serves as a tool for explaining image classifier. For example, Chang et al. [5] presents generative infilling to produce counterfactual contents within masked regions for aligning with the data distributions. For robust out-of-domain classification, Sauer and Geiger [28] enables counterfactual generation by disentangling object shape, texture, and background without direct supervision. However, these counterfactual generations often lack fidelity and consistency around the mask boundary. This situation is greatly alleviated with the appearance of Dall-E [25], which has billions of parameters and is trained with large-scale text-image pairs. With such powerful expressivity, Dall-E enables high-fidelity generation with a prompting text, even with novel counterfactual concepts. Leveraging the power of the large-scale pretrained model CLIP [24], Liu et al. [19] present a training-free, zero-shot framework that can generate counterfactual images. Similarly, Gal et al. [9] introduce a zero-shot domain adaptation method that enables out-of-domain generation even when the target domain is counterfactual. However, the aforementioned methods mainly focus on the global style or semantic changes when generating counterfactual images, while our proposed method could achieve more flexible and coherent counterfactual manipulation both locally and globally.

3 PRELIMINARIES

Similar to most existing CLIP-based manipulation methods [9, 23], our method also leverages StyleGAN and CLIP, where the former yields disentangled latent codes and high-fidelity generation, and the latter provides powerful semantic knowledge for guiding the editing direction. We therefore first briefly review the fundamentals of StyleGAN and CLIP and highlight their relevant properties that allow counterfactual image editing.

3.1 StyleGAN

StyleGANs [15, 16] are unconditional generative models that can synthesize high resolution images progressively from random noises. Specifically, random noise \( z \in \mathbb{R}^{512} \) is sampled from a Gaussian distribution and injected into a mapping network, which projects \( z \) into a learned latent space \( W \in \mathbb{R}^{512} \). Consequently, the latent codes \( w \) are injected into different layers of the synthesis network to control different semantics at different resolutions, which endows \( W \) space with good disentanglement properties during training [7, 29]. Recent GAN-inversion studies present \( W^+ \in \mathbb{R}^{n_{\text{latent}} \times 512} \) space for fine-grained control of image semantics [1, 3, 27, 30], where \( n_{\text{latent}} \) is the number of StyleGAN layers. Although the synthesis generator is typically constrained by the strong prior learned from the training domain, the disentanglement of the latent codes suggests the feasibility of recombining different attributes to achieve counterfactual or out-of-domain manipulation. However, discovering the proper editing directions remains a challenge. One promising solution is to incorporate the guidance from large-scale CLIP based on its powerful text-image representation.

3.2 CLIP

CLIP [24] is trained with over 400 million text-image pairs to learn a joint representation of vision-language through contrastive learning. It consists of two encoders that encode images and texts into 512-dimensional embedding, respectively. By minimizing the cosine distance between encoded embeddings of large-scale text-image pairs, CLIP learns a powerful multi-modal embedding space where the semantic similarity between texts and images can be well measured. Thanks to large-scale training, rich semantic knowledge is encapsulated in CLIP embedding, which could guide counterfactual or out-of-domain generation for pretrained generators. However, effective exploitation of such powerful representations remains an open research problem, which is also the focus of our study.

3.2.1 Global CLIP Loss. Recently, StyleCLIP [23] directly utilizes the CLIP-space cosine distance to guide image manipulation according to the semantic of target text, which can be formulated by a global CLIP loss:

\[
\mathcal{L}_{\text{global}} = 1 - \cos(E_I(\Delta I_{\text{edit}}), E_T(\Delta I_{\text{tgt}})),
\]

where \( \cos \) stands for cosine similarity, \( E_I \) and \( E_T \) denote the image encoder and text encoder of CLIP, respectively. \( I_{\text{edit}} \) is the manipulated image, and \( I_{\text{tgt}} \) is the target textual description.

3.2.2 Directional CLIP Loss. A known issue of global CLIP loss is adversarial solutions [19], which means that the model tends to fool the CLIP classifier by adding meaningless pixel-level perturbations to the image [9]. To mitigate such issue, a directional CLIP loss [9] is proposed to align the CLIP-space directions between the source and target text-image pairs, which is defined as:

\[
\begin{align*}
\Delta T &= E_T(t_{\text{tgt}}) - E_T(t_{\text{src}}), \\
\Delta I &= E_I(I_{\text{edit}}) - E_I(I_{\text{src}}), \\
\mathcal{L}_{\text{dir}} &= 1 - \cos(\Delta T, \Delta I),
\end{align*}
\]

where \( I_{\text{src}} = G(w) \) is the source image, and \( t_{\text{src}} \) denotes the source texts with neutral descriptions such as “Photo”, “Face”, and “Dog”.

4 METHOD

Given a text prompt that describes the target counterfactual manipulation together with a source image, our goal is to faithfully
produce manipulated images against the strong prior of the pre-trained generator. Due to the lack of counterfactual examples in natural dataset, we achieve this goal in a zero-shot manner by leveraging the semantic knowledge of the pretrained model CLIP as the sole supervision. Since manipulating the latent codes for counterfactual manipulation is typically more challenging than in-domain manipulation, how to comprehensively extract the semantic information encapsulated in CLIP and carefully guide the editing directions in the latent space are focal points of our approach.

4.1 Pipeline
The framework of our proposed approach is illustrated in Fig. 2. With the target text prompt \( t_{tgt} \), the text embeddings \( E_T(t_{tgt}) \) extracted by the text encoder of CLIP is firstly forwarded to the Text Embedding Mapping (TEM) module, which is trained to project the encoded text embeddings into the latent space for more explicit guidance from the CLIP model. Subsequently, the projected feature is concatenated with the latent code \( w \), which can be randomly generated or inverted from real images. The concatenated latent codes is then fed into a fully-connected layer for feature fusion. Similarly to StyleCLIP [23], we employ a mapper to obtain the residual \( \Delta w \) from the fused features. After summing it back to the source latent code \( w \), the resulting \( w' = w + \Delta w \) is passed to the synthesis network of StyleGAN to produce the manipulated images \( I_{src} \). Next, the manipulated images \( I_{src} \) are augmented with different perspective views, and the resulting images \( I_{aug} \) are used to calculate the proposed CLIP-NCE loss.

4.2 CLIP-NCE
Inspired by CLIPStyler [18], a random perspective augmentation is applied to the manipulated image \( I_{edit} \) before calculating the CLIP-NCE loss, and this augmentation scheme facilitates our framework in approaching its goal from two perspectives. First, it becomes harder for the model to fool the CLIP with adversarial solutions, because now it has to simultaneously produce appropriate perturbations across most of the randomly augmented images. Second, we conjecture that during the large-scale pretraining process, CLIP may learn to model the geometry information of the same object under different views. Hence, the multiple views provided by the perspective augmentation yield CLIP representations with geometry information for different views, which help the model explore semantic information of the CLIP model in a 3D-structure-aware manner.

Therefore, the augmented images can be formulated as:

\[
I_{aug} = aug(I_{edit}).
\]  

where \( aug() \) is the random perspective augmentation.

As mentioned in Section 3.2, StyleCLIP [23] adopted global CLIP loss for text-guided manipulation. Despite the adversarial solutions issue, global CLIP loss may also lead to a local minimal issue during optimization. Taking “Green Lipstick” as an example, the global CLIP loss could be stuck at a local minimum such that the model changes other more entangled areas into green (e.g., hair), other than the target “lipstick”. The directional CLIP loss [9] helps to mitigate this issue by aligning the CLIP-space directions between the text-image pairs of source and target. However, the CLIP-space directions from source to target texts are almost fixed, directional CLIP loss may over-emphasize the identical directions and neglect the other useful information encapsulated in the CLIP-space embeddings, which tends to allow the latent codes to travel too far and result in excessive or inaccurate editing.

Therefore, we propose a novel CLIP-based Noise Contrastive Estimation (CLIP-NCE) to maximize/minimize the mutual information between positive/negative pairs, which allows us to leverage
Figure 3: Illustration of CLIP-NCE: The contrastive loss is computed in the CLIP space, where the direction from the source to the manipulated embedding (blue arrow) forms the query for optimization. Two types of positive samples are used (orange arrows), where $K^+$ encourages the query to align with the direction from source to target texts and $K^-$ regularizes the latent codes from traveling too far. The purple arrow highlights negative samples from the source image to prompts of source text. By pulling positive pairs and pushing negative pairs, CLIP-NCE enables comprehensive exploitation of CLIP representations.

The semantic information of the CLIP model in a more comprehensive manner. In order to apply the CLIP-NCE loss, we need to define the query, positive and negative samples like common contrastive loss [31, 39–41]. The CLIP-NCE then pulls positive samples towards the query $Q$ and pushes negative samples far away from it, as illustrated in Fig. 3. Firstly, we define the query of the contrastive loss as follows:

$$Q = E_I(l_{aug}) - E_I(l_{src}).$$  \hspace{1cm} (4)

$Q$ represents the CLIP-space direction from augmented image to source image, and it is the only term that reflects the optimization of the network during training. Next, positive samples are formulated as follows, which consist of two components:

$$K^+ = E_T(t_{tgt}) - E_T(l_{src}),$$  \hspace{1cm} (5)

and

$$K^+ = E_T(l_{tgt}) - E_T(l_{src}).$$  \hspace{1cm} (6)

The first term $K^+$ represents the CLIP-space direction from target text to source text. Similarly to directional CLIP loss [9], it is used to regularize the editing direction to align with the text embedding direction from source text to target text. The second term $K^+$ is defined as the CLIP-space direction from source image to target text. Sharing the same minus term $-E_I(l_{src})$ with $Q$, the positive samples encourage the editing directions pointing to the target text embedding, which helps to regularize the editing strength of the latent codes when the model over-emphasizes the text embedding direction $K^+$.

To best distill the semantic information of CLIP model, leveraging as many as useful information in CLIP-space may help to provide more comprehensive guidance. Hence, we define negative samples $K^-$ as the CLIP-space directions from source image to various neural text descriptions, which may prevent the model from producing lazy manipulations that are classified as neutral descriptions like the source text.

Hence, we design the negative samples $K^-$ to avoid the editing toward the CLIP embeddings with neutral text descriptions:

$$K^- = E_T(l_{src}) - E_I(l_{src})$$  \hspace{1cm} (7)

To increase the diversity of source texts, we adopt prompt engineering [24] to fill $l_{src}$ in text templates such as "a photo of a [Dog]."

According to [4, 22], maximizing mutual information allows diverse yet plausible solutions and helps to avoid averaged solutions for different instances.

Therefore, we adopt InfoNCE loss [31] for the carefully defined terms. By maximizing the mutual information between the two selected positive pairs and minimizing the mutual information between negative pairs in the CLIP-space, CLIP-NCE loss provides a comprehensive guide of CLIP and significantly facilitates the optimization of latent codes. Specifically, the proposed CLIP-NCE loss can be formulated as follows:

$$\mathcal{L}_{NCE} = -\log \frac{e^{Q K^+/(\tau)} \prod_{{}_{<K^+}} e^{Q K^-/(\tau)}}{e^{Q K^+/(\tau)} \sum_{K} e^{Q K^-/(\tau)}},$$  \hspace{1cm} (8)

where $\tau$ is the temperature and and is set to 0.1 in our approach.

### 4.3 Text Embedding Mapping

To enhance editing accuracy by explicitly incorporating the semantic knowledge of CLIP embeddings, we design a simple yet effective text embedding mapping (TEM) module to map the CLIP-space embeddings of target text $t_{tgt}$ into the latent space and fuse them with the original latent code $w$. Given $t_{tgt}$, we first embed it into a 512-dim vector in CLIP space with the text encoder $E_T$ of CLIP, i.e. $e^T = E_T(t_{tgt})$. To disentangle text embeddings and allows key editing directions to be propagated to the corresponding generator layers, we employ a text mapper consisting of $n_{latent}$ mapping networks, each of which has 4 consecutive fully-connected layers and projects text embeddings into the latent space corresponding to its layer. The text mapper can be defined as:

$$M_{e}(e^T) = (M_{e}^1(e^T), M_{e}^2(e^T), \ldots, M_{e}^{n_{latent}}(e^T)),$$  \hspace{1cm} (9)

where $n_{latent}$ refers to the number of StyleGAN layers. Afterward, we concatenate the projected embedding with the original latent code $w$ and fuse it with a fully-connected layer $M_{f}$ to obtain the fused embedding that lies in the latent space of StyleGAN:

$$e^f = M_{f}(M_{e}(e^T) \oplus w),$$  \hspace{1cm} (10)

where $\oplus$ is the concatenate operation. Lastly, we apply the mapper of StyleCLIP [23] to obtain the modified latent code:

$$w' = w + M_{e}(e^f),$$  \hspace{1cm} (11)

where $M_{e}$ is the mapper that consists of 3 groups (coarse, medium, and fine) of mapping networks to yield the target latent codes.


Figure 4: Qualitative comparisons with the state-of-the-art over CelebA-HQ [13]: Rows 1-2 show target texts for counterfactual manipulation and input images respectively, and the rest rows show manipulations by different methods. The proposed CF-CLIP achieves clearly better visual photorealism and more faithful manipulation with respect to the target texts.

4.4 Loss Functions

In addition to the proposed CLIP-NCE loss, we follow StyleCLIP [23], to employ a latent norm loss and a identity loss for face-related manipulation to regularize the editing so that the identity could be persevered. The latent norm loss is the $L_2$ distance in latent space, i.e. $L_{L_2} = ||w - w'||_2$. Identity loss uses the pretrained face recognition model, ArcFace $R$ [8], which is defined as:

$$L_{ID} = 1 - \cos(R(I_{edit}), R(I_{src}))$$

As the identity loss does not work for non-facial datasets, We employ a perceptual loss [12] to penalize the semantic discrepancy:

$$L_{perc} = ||\Phi(I_{edit}) - \Phi(I_{src})||_1,$$

where $\Phi$ is the activation of the relu5_2 layer of the VGG-19 model. Therefore, the overall loss function of our approach is formulated as a weighted combination of the aforementioned losses.

$$L = \lambda_{NCE} L_{NCE} + \lambda_{L_2} L_{L_2} + \lambda_{ID} L_{ID} + \lambda_{perc} L_{perc}. \quad (13)$$

where $\lambda_{NCE}$, $\lambda_{L_2}$, $\lambda_{ID}$ and $\lambda_{perc}$ are empirically set at 0.3, 0.8, 0.2 and 0.01, respectively, in our implementation. Note that we set $\lambda_{ID}$ to 0 for non-facial datasets and $\lambda_{perc}$ to 0 for facial datasets.

5 EXPERIMENTS

5.1 Settings

5.1.1 Datasets.

- FFHQ [15]: It consists of 70,000 high-quality face images crawled from Flickr with considerable variations. We adopt a StyleGAN model pretrained over this dataset as our synthesis generator for facial image manipulation.
- CelebA-HQ [13]: It is a high-quality version of the human face dataset CelebA [20] with 30,000 aligned face images. We follow the StyleCLIP [23] to train and test our model on the inverted latent codes of CelebA-HQ face images with e4e [30] model.
- AFHQ [6]: It contains high quality aligned animal images. The dataset provides 3 domains of cat, dog, and wildlife, each yielding 5,000 images. We conduct experiments on cat and dog domains with the corresponding pretrained StyleGAN models.

5.1.2 Compared Methods.

- TediGAN [35] is the state-of-the-art text-driven face generation and manipulation method. It performs latent optimization for each latent code and target text. We set the number of optimization iterations at 200 based on official TediGAN implementation, and conduct comparisons on face-related manipulation only.
• StyleCLIP [23] is the first text-drive image manipulation method that leverages the power of CLIP. It presents 3 different techniques for image manipulation. We applied the StyleCLIP mapper to conduct comparisons with the official implementation.
• StyleGAN-NADA [9] enables text-driven, out-of-domain generator adaptation with CLIP. As it is almost impossible to find the optimal setting for each case, we empirically set the number of optimization iterations at 300 as the image quality becomes worse afterwards. A StyleCLIP mapper is trained for each case based on the shifted generator following the official implementation.

5.1.3 Implementation Details. We trained on inverted latent codes of CelebA-HQ [13] for facial-related manipulation and randomly sampled latent codes for other domains. We adopt Adam [17] optimizer with a learning rate of 0.5 as in [23]. The number of training iterations is uniformly set to 50,000 with a batch size of 2 for every case. All experiments were conducted on 4 NVIDIA(R) V100 GPUs.

5.2 Results
Figs. 4, 5 and 6 show qualitative results over CelebA-HQ [13], AFHQ [6] Dog & Cat, respectively. More illustrations and quantitative analysis are shared in Supplementary Materials.

We first compare CF-CLIP with TediGAN [35], StyleCLIP [23] and StyleGAN-NADA [9] on CelebA-HQ [13] with counterfactual manipulation on facial images. The driving texts are designed to cover both global (e.g., “Cyberpunk”) and local (e.g., “Elf Ears”) manipulations. As shown in Fig. 4, TediGAN [35] tends to produce artifacts instead of meaningful changes toward the target. StyleCLIP [23] struggles to yield promising counterfactual manipulation especially for local manipulations, e.g. it edits the background and cloth instead of the target regions for “Purple Eyebrows” and “Green Lipstick”. StyleGAN-NADA enables out-of-domain manipulation and its manipulations generally meet the target descriptions, but it often suffers from degradation in both identity and image quality even after fine-tuning with StyleCLIP mapper. CF-CLIP instead generates faithful and high-fidelity manipulations with minimal identity loss for various counterfactual text descriptions.

We also compare CF-CLIP with StyleCLIP [23] and StyleGAN-NADA [9] on AFHQ [6] Dog and Cat domains. As shown in Fig. 5, StyleCLIP [23] hardly meets any counterfactual descriptions and tends to produce unwanted semantic changes. StyleCLIP-NADA demonstrates promising editing directions toward target texts, but the image quality and object semantics are degraded. In contrast, CF-CLIP yields faithful and visually appealing manipulation aligning with the target texts, with great preservation of image quality and identity information. For the AFHQ Cat domain, Fig. 6 suggests that StyleCLIP [23] makes global changes disregarding the target editing regions. StyleGAN-NADA can produce reasonable manipulation towards the target descriptions, but suffers from excessive or inaccurate editing. Despite slight identity loss, CF-CLIP editing faithfully aligns with the target descriptions with fair realism.

5.3 User Study
We also performed subjective user studies to compare the proposed CF-CLIP with state-of-the-art text-guided manipulation methods. The studies were performed over datasets CelebA-HQ [13], AFHQ [6] Dog & Cat. For each dataset, we randomly sampled 3 manipulated images from each of 8 different counterfactual editing descriptions for each benchmarking method, and then shuffled their orders, which yields 24 groups of results for evaluation. The images are then presented to 30 recruited volunteers who are separately asked for two tasks. The first task is to measure Edit Accuracy, where the subjects need to provide the ranking for each method based on how well the manipulated images by different methods meet the target descriptions. The second task requires the subjects to rank the same images according to their Visual Realism, i.e., how naturally the counterfactual concepts fit with the manipulated images. For both tasks, 1 means the best and 4 the worst (3 for AFHQ Cat and Dog as TediGAN [35] is only for face-related manipulation). Table 1 shows experimental results. It can be observed that...
Table 1: User study results over CelebA-HQ [13], AFHQ [6] Dog and Cat. The Edit Accuracy refers to whether the manipulations faithfully reflect the target text descriptions, and Visual Realism denotes the photorealism of the manipulated image. The numbers in the table are average rankings of users’ preferences, the lower the better.

| Methods             | CelebA-HQ [13] | AFHQ Dog [6] | AFHQ Cat [6] |
|---------------------|----------------|--------------|--------------|
|                     | Edit Accuracy | Visual Realism | Edit Accuracy | Visual Realism | Edit Accuracy | Visual Realism |
| TediGAN [35]        | 3.23          | 2.99         | N/A          | N/A          | N/A          | N/A          |
| StyleCLIP [23]      | 2.73          | 2.51         | 2.40         | 2.29         | 2.46         | 2.28         |
| StyleGAN-NADA [9]   | 2.35          | 2.60         | 1.94         | 1.99         | 1.82         | 1.97         |
| Ours                | 1.69          | 1.89         | 1.66         | 1.71         | 1.71         | 1.74         |

Figure 7: Qualitative ablation studies of CF-CLIP over CelebA-HQ [13] and AFHQ Dog [6]: The part in the blue box shows the effectiveness of the proposed CLIP-NCE loss and TEM. The part in the orange box shows the effectiveness of our augmentation scheme. The last column shows the CF-CLIP manipulation.

CF-CLIP outperforms the state-of-the-art consistently in both tasks over different datasets.

5.4 Ablation Study

We study the individual contributions of our technical designs through several ablation studies as illustrated in Fig. 7. More ablation studies and analysis can be found in the Supplementary Materials.

5.4.1 CLIP-NCE and TEM. We trained three models to examine the proposed CLIP-NCE loss and TEM module: 1) w/ \( L_{global} \) that replaces CLIP-NCE loss with the global CLIP loss [23]; 2)w/ \( L_{dir} \) that replaces CLIP-NCE loss with the directional CLIP loss [9]; 3) w/o TEM that removes the proposed TEM module. As shown in Fig. 7, using global CLIP loss \( L_{global} \) tends to manipulate the color of eyes instead of the target eyebrows in the “Purple Eyebrows” case, and gets stuck in local minimum in the second case. The directional CLIP loss \( L_{dir} \) leads to excessive editing of all related areas in the first case, and fails to edit the tongue color in the second case. Without TEM, the model fails to locate target areas accurately, e.g., it edits the eye color instead of the eyebrows. The ablation studies show that both CLIP-NCE loss and TEM module are indispensable for achieving accurate and realistic counterfactual manipulation.

5.4.2 Augmentation. We also trained three models to examine the effect of perspective augmentation: 1) w/o aug that removes the augmentation scheme and calculates the loss directly on the generated images; 2) w/ Affine the replaces the random perspective augmentation with random affine augmentation; 3) w/ Crop that performs random crop augmentation and then resizes images back to their original resolution. The augmentation details are provided in the Supplementary Materials. Without perspective augmentation, the model loses certain understanding of the 3D structure of target object/face and fails to locate the target regions (e.g., eyeshadow in first case and dog mouth in second one). 2D affine transformations on the manipulated images cannot fully substitute the effects of perspective transformations as illustrated in both cases. We can also observe that the random cropping has very limited effects, which tends to lead to undesired editing (e.g., green eyes for the second case) due to the increased local views from random cropping.

6 CONCLUSION

This paper presents CF-CLIP, a novel text-guided image manipulation framework that achieves realistic and faithful counterfactual editing by leveraging the great potential of CLIP. To comprehensively explore the rich semantic information of CLIP for counterfactual concepts, we propose a novel contrastive loss, CLIP-NCE to guide the editing from different perspectives based on predefined CLIP-space directions. In addition, a simple yet effective text embedding mapping (TEM) module is designed to explicitly leverage the CLIP embeddings of target text for more precise editing on latent codes in relevant generator layers. Extensive experiments show that our approach could produce realistic and faithful editing given the target text with counterfactual concepts. Moving forward, more challenging counterfactual manipulations with drastic semantic changes will be explored to further unleash the user’s creativity.
