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We considered an expansion of real numbers $x = [a_0, a_1, a_2, \ldots, a_n, \ldots + 1/R_n]$ with $R_n = [a_{n+1}, a_{n+2}, \ldots]$ where $x \in (0, \theta)$ and $0 < \theta < 1$. This paper emphasizes the best approximations of $\theta$-expansions since we knew the best approximations of regular continued fraction (RCF) expansions has been generally proved as $C_n$. Regarding this purpose, we provided the numerical computations on the $\theta$-convergent based on a few samples by using a Maple software. This software helped us to compute the value of $\theta$-convergent briskly and efficiently instead of using the traditional method of computing the convergent of a small sample involving the Euclidean algorithm. We took various values of $\theta$ within the stated range including $\theta = 1$. This is because, we were eager to know how the value of $\theta$ influenced the value of convergent for both $\theta$ and RCF expansions. Hence, throughout the numerical experiment conducted, we revealed that in general, there was no specific $\theta$-convergent to be the best approximations of $x$ in each sample. The samples might give different best approximations and the results were depending on the values of their $\theta$. However, similar things that happened in every sample of $\theta$-expansions are their best approximations always occurred early in the sequence.
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I. **PRELIMINARIES**

Suppose that throughout our discussion, we referred our expansion as the continued fraction expansion of a number $x$ in $(0, \theta)$. One expansion discussed by (Chakraborty & Rao, 2003), which was studied in detail by (Sebe & Lascu, 2014), had raised a different type of continued fractions, namely $\theta$-expansions. (Chakraborty & Rao, 2003) defined this new expansion as follows:

**Definition 1** Let $x > 0$. Let $a_0 = \max \{n \geq 0; n\theta \leq x\}$. If $x$ already equals $a_0 \theta$, we write $x = [a_0 \theta]$. Otherwise, define $r_1$ by $x = a_0 \theta + 1/r_1$ where $0 < 1/r_1 < \theta$. Then, $r_1 > 1/\theta \geq \theta$ and let $a_1 = \max \{n \geq 0; n\theta \leq r_1\}$. If $r_1 = a_1 \theta$, then we write $x = [a_0 \theta, a_1 \theta]$, in other word, $x = a_0 \theta + 1/a_1 \theta$. If $a_1 \theta < r_1$, define $r_2$ by $r_1 = a_1 \theta + 1/r_2$ where $0 < 1/r_2 < \theta$. So, $r_2 > 1/\theta \geq \theta$ and let $a_2 = \max \{n \geq 0; n\theta \leq r_2\}$. To proceed this way, either the process terminates at, say, $n$ steps or it continues indefinitely. In the former case, we write $x = [a_0 \theta; a_1 \theta, \ldots, a_n \theta]$ and we call this the continued fraction expansion of $x$ with respect to $\theta$ terminating at the $n$-th stage. In the latter case, we write $x = [a_0 \theta; a_1 \theta, a_2 \theta, \ldots, a_n \theta + 1/R_n]$ where $R_n = [a_{n+1}, a_{n+2}, \ldots]$ and it is called the infinite or non-terminating continued fraction expansion of $x$ with respect to $\theta$.

When $x < \theta$, we will have $a_0 = 0$ and instead of writing $x = [0; a_1 \theta, a_2 \theta, \ldots, a_n \theta + 1/R_n]$, we can also write $x = [a_0 \theta; a_1 \theta, a_2 \theta, \ldots, a_n \theta + 1/R_n]$.
\[ a_1 \theta, a_2 \theta, \ldots, a_n \theta + 1/R_n \] which is the same as following expansion:

\[ x = \frac{1}{a_1 \theta + \frac{1}{a_2 \theta + \frac{1}{a_3 \theta + \ldots \frac{1}{a_n \theta + \frac{1}{a_{n+1} \theta + \ldots} \}}}} \tag{1} \]

where

\[ R_n = a_{n+1} \theta + \frac{1}{a_n \theta + \ldots} \tag{2} \]

From expansion in (1), Chakraborty & Rao (2003) also defined the following item:

**Definition 2** Define the n-th \( \theta \)-convergent of a number \( x \in (0, \theta) \) as

\[ C_n = \frac{p_n}{q_n} = [a_1 \theta, a_2 \theta, \ldots, a_n \theta] \tag{3} \]

for \( n \geq 0 \).

From Definition 2, in case \( x \) has terminating expansion, say, \( x = [a_1 \theta, a_2 \theta, \ldots, a_k \theta] \), then clearly \( p_k/q_k = x \). We make the usual convention that in this case,

\[ \frac{p_n}{q_n} = x \tag{4} \]

for \( n \geq k \).

Next, in this project, we let our \( 0 < x < \theta \) with \( x = [a_1 \theta, a_2 \theta, \ldots, a_n \theta + 1/R_n] \). In what follows \( a_n, p_n \) and \( q_n \) depends on \( x \). The stated identities hold for all \( n \) in case \( x \) has non-terminating expansion and they hold for \( n \leq k \) in case \( x \) has expansion terminating at the \( k \)-th stage. Then, following are the recurrence relations for \( n \geq 1 \), as follows:

\[ p_n = a_n \theta p_{n-1} + p_{n-2} \]
\[ q_n = a_n \theta q_{n-1} + q_{n-2} \tag{5} \]

Following the convention of the usual continued fraction expansions, namely, \( p_{-1} = 1, p_0 = 0, q_{-1} = 0, q_0 = 1 \), we obtain for the \( \theta \)-expansions,

\[ p_0 = a_0 \theta = 0; p_1 = a_0 \theta a_1 \theta + 1 \]
\[ q_0 = 1; q_1 = a_1 \theta \tag{6} \]

From (1), (2), (5) and (6), we obtain that

\[ x = \frac{p_n + \frac{1}{R_n} p_{n-1}}{q_n + \frac{1}{R_n} q_{n-1}} \tag{7} \]

(Chakraborty & Rao, 2003) have initiated this \( \theta \)-expansions motivated by problems in random continued fraction expansions including the RCF expansions as well. The motivation of this research focus on \( \theta \)-expansion is because we would like to critically examine the behaviors of \( \theta \)-expansions and observe how various values of \( \theta \) really affecting the result of their convergent if we compared to the result and convergent of RCF expansions.

In this paper, our concern was to observe and discuss the best approximations of \( \theta \)-expansions since we knew for RCF expansions, \( C_n \) will always be the best approximations. Recently, a few papers have discussed on the properties of the \( \theta \)-convergent as in the paper written by Muhammad & Kamarulhaili, (2018). They demonstrated a detailed study on the convergent properties for a family of \( \theta \)-expansions. In addition, they also observe the pattern and behaviors of those convergent besides provide the numerical computations on the \( \theta \)-convergent.

Actually, RCF expansions act as a pillar to the development of \( \theta \)-expansions. Hence, Muhammad & Kamarulhaili, (2016) have provided the properties of RCF-convergent which then helped to generate the behaviours of \( \theta \)-expansions. In that paper, they discussed the properties that are relevant to sequences of integer in RCF expansions which involved the concept of Euclidean algorithm, extended Euclidean algorithm, and continued fraction algorithm. Those properties are regarded as part and parcel of the building blocks of a new generation of an efficient cryptographic protocol. Also, continued fraction algorithm is widely used in cryptography such as in (Thirumalai et al., 2016).

From the convergent, we were likely to perceive how fast does a continued fraction converge and how fast it obtains the best approximations. With regard to this matter, for RCF-expansions have been answered and provided through the research made by Falbo (2018). On the other hand, there were a few theorems of a general character for the convergence of continued fraction with complex elements as discussed and obtained by Van Vleck, (1901).

Besides, continued fraction is also applied in graph theory. Bouttier & Guitter (2012) presented an unexpected connection between two map enumeration problems. They showed that in the general class of maps with controlled face degrees, the solution for both problems are actually encoded into the same quantity, respectively via its power.
series expansion and its continued fraction expansion.

This paper has been organized into 4 sections. In the first section, we introduced our preliminaries on the convergent for both θ and RCF expansions. Next, in Section 2, we provided the numerical results for both expansions. We discussed the mathematical programming, samples used, computation and the comparisons of the best approximations on both expansions. Then, we provided the behaviours of θ-expansions in Section 3 and last but not least, in Section 4, we summarized the overall research in this paper.

II. NUMERICAL RESULTS AND DISCUSSIONS

In this section, we discuss on the results of numerical computations for both θ-expansions and RCF-expansions based on our samples by using the mathematical programming. We then examine the pattern based on the convergent computed. Next, we observe and provide their best approximations and compare the best approximations between these both expansions.

A. Computation of Irrational Numbers and Mathematical Programming

This project focus on the infinite expansions which involving computation of the irrational numbers. Thus, Strayer (2001) provide us one proposition of constructing the infinite continued fraction.

**Proposition 1** Let \( x \in \mathbb{R} \). Then, \( x \in \mathbb{R} - \mathbb{Q} \) if and only if \( x \) is expressible as an infinite regular continued fraction.

Hence, through this proposition, we let \( x = x_0 \in \mathbb{R} - \mathbb{Q} \). We defined \( a_0, a_1, a_2, \ldots \) and \( x_1, x_2, \ldots \) by the following recurrence relations:

\[
a_i = \lfloor x_i \rfloor, i \geq 0
\]

\[
x_{i+1} = \frac{1}{x_i - a_i}, i \geq 0. \tag{8}
\]

Then, we used the Maple software to compute our samples based on Proposition 1 since this project involved the computation of large samples of irrational value, \( x \) for both θ and RCF expansions. First, we obtain its \( a_n \)'s which then, we substituted the value of various thetas in the range of \( 0 < \theta \leq 1 \) and lastly we obtain the value of their θ-convergent for each sample.

Throughout the project, we have analysed more than 50 samples of \( x \) and used various values of \( \theta \). The purpose was to observe the performance of different values of \( \theta \) on a fixed value of \( x \) towards the value of convergent. However, in this paper, we provided 2 samples of approximated value of \( x \) with iterations, \( n = 10 \) and used 10 different values of \( \theta \).

B. Convergent for Both Expansions

We provided two samples for computing the θ and RCF convergent with iteration, \( n = 10 \). For these two samples, we used ten different values of \( \theta \). They were \( \theta_1 = 0.1, \theta_2 = 0.2, \theta_3 = 0.3, \theta_4 = 0.4, \theta_5 = \sqrt{2}T \), \( \theta_6 = \sqrt{3}T \), \( \theta_7 = 0.7, \theta_8 = 0.8, \theta_9 = \sqrt{5} \). For the first sample, we let our approximated value, \( x = 0.242640686 \). By applying equation (3), (5), (6) and (8) on Maple, we obtained their \( a_n, \theta_n, p_n, q_n \) and \( C_n \). The convergent of both expansions are stated below:

| \( \theta_n \) | \( \theta_n \) | \( \theta_n \) | \( \theta_n \) | \( \theta_n \) | \( \theta_n \) |
|--------------|--------------|--------------|--------------|--------------|--------------|
| \( \theta_1 = \sqrt{3}T \) | \( \theta_2 = 0.1 \) | \( \theta_3 = 0.2 \) | \( \theta_4 = 0.3 \) | \( \theta_5 = 0.4 \) | \( \theta_6 = \sqrt{2}T \) |
| \( 2.500000000 \) | \( 1.250000000 \) | \( 0.625000000 \) | \( 0.312500000 \) | \( 0.156250000 \) | \( 0.078125000 \) |
| \( 0.706090606 \) | \( 0.353045303 \) | \( 0.176522656 \) | \( 0.088261328 \) | \( 0.044131640 \) | \( 0.022065820 \) |
| \( 1.422413793 \) | \( 0.611575147 \) | \( 0.244630559 \) | \( 0.122315290 \) | \( 0.061157515 \) | \( 0.030578758 \) |
| \( 0.899922421 \) | \( 0.449961109 \) | \( 0.224930555 \) | \( 0.112465278 \) | \( 0.056232639 \) | \( 0.028116349 \) |
| \( 1.175242279 \) | \( 0.587609119 \) | \( 0.293804559 \) | \( 0.146902279 \) | \( 0.073451140 \) | \( 0.036725570 \) |
| \( 0.993341147 \) | \( 0.496670568 \) | \( 0.248335284 \) | \( 0.124167642 \) | \( 0.062083811 \) | \( 0.031041906 \) |
| \( 1.148890591 \) | \( 0.574150700 \) | \( 0.287075353 \) | \( 0.143537677 \) | \( 0.071768835 \) | \( 0.035884287 \) |
| \( 1.019144000 \) | \( 0.495720000 \) | \( 0.247860000 \) | \( 0.123930000 \) | \( 0.061965000 \) | \( 0.030982500 \) |
| \( 1.129019300 \) | \( 0.571098000 \) | \( 0.285549000 \) | \( 0.142774000 \) | \( 0.071372000 \) | \( 0.035686000 \) |
| \( 1.000717467 \) | \( 0.490353743 \) | \( 0.245177447 \) | \( 0.122635693 \) | \( 0.061327846 \) | \( 0.030663829 \) |

For the second sample, we let our approximated value, \( x = \sqrt{18} \) with ten different values of \( \theta \) as

\( 2.5000000 \times 0.242640686 \).
stated earlier. Again, by applying the method in (3), (5), (6) and (8) on Maple, we obtained their \( a_n, \beta_n, \rho_n, \gamma_n \) and \( C_n \). The convergent of both expansions are shown in Table 2.

Table 2. The value of convergent, \( C_n \) for ten different values of \( \theta \), \( \beta_n \) for \( x = 0.539392014 \).

| \( n \) | \( C_n \) | \( \rho_1 \) | \( \rho_2 \) | \( \rho_3 \) | \( \rho_4 \) | \( \rho_5 \) |
|-------|--------|--------|--------|--------|--------|--------|
| \( 0 \) | \( 1.00 \times 00000 \) | \( 5.00 \times 00000 \) | \( 3.33 \times 00000 \) | \( 2.50 \times 00000 \) | \( 1.71 \times 00513 \) |
| \( 1 \) | \( 0.09 \times 05990 \) | \( 0.12 \times 07690 \) | \( 0.21 \times 29358 \) | \( 0.34 \times 92756 \) | \( 0.45 \times 05454 \) |
| \( 2 \) | \( 1.75 \times 57190 \) | \( 0.97 \times 74193 \) | \( 0.74 \times 55400 \) | \( 0.62 \times 74706 \) | \( 0.60 \times 45645 \) |
| \( 3 \) | \( 0.39 \times 69299 \) | \( 0.49 \times 14907 \) | \( 0.55 \times 43988 \) | \( 0.54 \times 92264 \) | \( 0.54 \times 02213 \) |
| \( 4 \) | \( 1.01 \times 47325 \) | \( 0.88 \times 31477 \) | \( 0.54 \times 79629 \) | \( 0.36 \times 58969 \) | \( 0.56 \times 84313 \) |
| \( 5 \) | \( 2.70 \times 61537 \) | \( 4.82 \times 19117 \) | \( 0.49 \times 78019 \) | \( 0.55 \times 87628 \) | \( 0.55 \times 61374 \) |
| \( 6 \) | \( 0.94 \times 08283 \) | \( 0.62 \times 32012 \) | \( 0.56 \times 24304 \) | \( 0.55 \times 88870 \) | \( 0.55 \times 30797 \) |
| \( 7 \) | \( 0.71 \times 80008 \) | \( 0.66 \times 50022 \) | \( 0.56 \times 26627 \) | \( 0.55 \times 92368 \) | \( 0.55 \times 14717 \) |
| \( 8 \) | \( 0.89 \times 29199 \) | \( 0.68 \times 14420 \) | \( 0.55 \times 87261 \) | \( 0.55 \times 92752 \) | \( 0.55 \times 87879 \) |
| \( 9 \) | \( 0.71 \times 83763 \) | \( 0.59 \times 48655 \) | \( 0.55 \times 65201 \) | \( 0.55 \times 94508 \) | \( 0.55 \times 15324 \) |

Next, we provide the graph for growth rate of convergent for these two samples. The graphs are plotted as follow:

Figure 1: Growth rate of convergent for approximated value, \( x = 0.242640686 \).

Figure 2: Growth rate of convergent for approximated value, \( x = 0.539392014 \).

C. Best Approximations on Both Expansions

Based on our samples, we are going to discuss their best approximations of \( \theta \)-expansions and RCF expansions. We aimed to investigate and observe the impact of different values of \( \theta \) on the values of convergent. Table I presents the convergent of the approximated value, \( x = \sqrt{18} = 0.242640686 \). For \( \theta \)-expansions with \( 0 < \theta < 1 \), we obtained that for each of \( x \), \( C_2 \) was the closest \( \theta \)-convergent values to the best decimal approximation of \( x \). In addition, through the graph in Figure 1, we can see that as \( n \to \infty \), \( C_2 \to x \). However, for RCF expansions when \( \theta = 1.00 \); starting from \( C_7 \), the value of RCF-convergent started to converge the closest and exactly the same as the approximated value of \( x \).

Next, Table II illustrates that for approximated value \( x = \sqrt{91} = 0.539392014 \), \( C_4 \) was the closest \( \theta \)-convergent. However, it was different for RCF expansions when \( \theta = 1.00 \); as \( n \to \infty \), \( C_n \to x \). Figure 2 shows the value of RCF-convergent was almost similar to the best decimal approximation of \( x \).

As a conclusion, From Table I, II, Figure 1 and 2, we can conclude that as the value of \( \theta \) approaches to 1, the closer the value of \( \theta \)-convergent to the approximated value of \( x \). We provide this theoretical prove in the next section. Apart from that, we found that there was no specific \( \theta \)-convergent to be the best approximations of \( x \) for \( \theta \)-expansions in general for each sample. Every sample might give different best approximations and the results are depending on the value of its theta, \( \theta \). However,
similar things that happen in every sample are the best approximations always occur early in the sequence.

D. Comparisons on the Best Approximations between Both Expansions

Following were similarities and differences effects on the convergent for both expansions:

Table 3. The similarities between \( \theta \)-expansions and RCF expansions.

| Expansion | \( \theta \)-Expansions | RCF Expansions |
|-----------|------------------------|---------------|
| Similariies | For \( n \geq 1 \), as \( \theta \rightarrow 1 \), each \( c_n \rightarrow x \) |

Table 4. The differences between \( \theta \)-expansions and RCF expansions.

| Expansions | \( \theta \)-Expansions | RCF Expansions |
|------------|------------------------|---------------|
| Convergent converge | \( \theta \)-convergent will converge close to the approximated value of \( x \) at the early iteration of convergent | As \( n \rightarrow \infty \), we will obtain the closest RCF-convergent and the value of their convergent is exactly the same with the approximated value of \( x \) |
| Range of Theta, \( \theta \) | \( 0 < \theta < 1 \) | \( \theta = 1.00 \) |
| Best approximations | No exact best approximations for \( \theta-C_n \). It is all depending on the value of \( \theta \) | \( C_n \) is always the best approximations for RCF expansions |

Based on the previous numerical computations, we provide these following theoretical behaviours to support the statement.

III. THEORETICAL BEHAVIORS OF \( \theta \)-EXPANSIONS

Lemma 1 Let \( x = [a_1 \theta, a_2 \theta, ..., a_n \theta + 1/R_n] \) where \( R_n = [a_{n+1} \theta, a_{n+2} \theta, ...] \) be an infinite \( \theta \)-expansion of continued fraction and let all notation be as in equation (5) and (6).

Then for \( n \geq 0 \),

\[
p_{n-1} q_n - p_n q_{n-1} = (-1)^n. \tag{9}
\]

Proof:

We used the method of induction on \( n \) to prove this property. If \( n = 1 \), we have

\[
p_0 q_1 - p_1 q_0 = a_0 \theta a_1 \theta - a_0 \theta a_1 \theta - 1 = -1 \tag{10}
\]

Now, we assumed that \( m \geq 1 \) and the desired result holds for \( n = m \), so that

\[
p_{m-1} q_m - p_{m-1} q_{m-1} = (-1)^m. \tag{11}
\]

We must show that

\[
p_m q_{m+1} - p_m q_m = (-1)^{m+1} \tag{12}
\]

so that the desired result holds for \( n = m + 1 \). We have

\[
p_m q_{m+1} - p_m q_m = p_m (a_m + \theta q_m + q_{m-1}) - (a_m + \theta q_m + q_{m-1}) q_m = -(p_{m-1} q_m - p_m q_{m-1}) = -(-1)^m = (-1)^{m+1}
\]

as desired.

Theorem 1 Let \( x = [a_1 \theta, a_2 \theta, ..., a_n \theta + 1/R_n] \) where \( R_n = [a_{n+1} \theta, a_{n+2} \theta, ...] \) be an infinite \( \theta \)-expansion of continued fraction with \( x \in (0, \theta) \) and fixed \( \theta \) within the range of \( 0 < \theta < 1 \). The \( \theta \)-convergent, \( p_n \) and \( q_n \) are as stated in recurrence relations (3), (5) and (6). If \( p_n/q_n \) satisfying

\[
| x - \frac{p_n}{q_n} | < | x - \frac{p_{n-1}}{q_{n-1}} |, \tag{14}
\]

then \( q_n \) form an increasing sequence with restriction

\[
(R_n + q_{n+1} q_n) > (R_n + q_n q_{n-1}).
\]

Proof:

From (7) and (9), we havex = \((p_n R_n + p_{n-1}) / (q_n R_n + q_{n-1}) \) and \( p_{n-1} q_n - p_n q_{n-1} = (-1)^n \). Then, we obtain

\[
|x - \frac{p_n}{q_n}| = \frac{(-1)^n}{|R_n q_n^2 + q_{n-1} q_n|} \tag{15}
\]

where \( R_n = [a_{n+1} \theta, a_{n+2} \theta, ...] \). Then,

\[
|x - \frac{p_{n-1}}{q_{n-1}}| = \frac{(-1)^{n-1}}{|R_n q_{n-1}^2 + q_{n-2} q_{n-1}|}. \tag{16}
\]

Hence, we compared (15) and (16), we obtained as follows:

\[
\frac{(-1)^n}{R_n q_n^2 + q_{n-1} q_n} < \frac{(-1)^{n-1}}{R_n q_{n-1}^2 + q_{n-2} q_{n-1}}.
\]

\[
\frac{1}{R_n q_n^2 + q_{n-1} q_n} < \frac{1}{R_n q_{n-1}^2 + q_{n-2} q_{n-1}}.
\]

\[
R_n q_n^2 + q_{n-1} q_n > R_{n-1} q_{n-1}^2 + q_{n-2} q_{n-2}
\]

\[
R_n q_n^2 + q_{n-1} q_n < R_{n-1} q_{n-1}^2 + q_{n-2} q_{n-2}
\]
\[ q_n(R_n q_n + q_{n-1}) > q_{n-1}(R_{n-1} q_{n-1} + q_{n-2}) \]
\[ \frac{q_n}{q_{n-1}} > \frac{(R_n q_{n-1} + q_{n-2})}{(R_n q_n + q_{n-1})} \]
\[ q_n > q_{n-1} \]  
(17)

with restriction \([y_n q_{n-1} + q_{n-2}] / (y_{n+1} q_n + q_{n-1}) > 1. \]

**Theorem 2**  
Let \( x = [a_1, a_2, ..., a_n + 1/R_n] \) where \( R_n = [a_n + 1/R_n] \) be an infinite \( \theta \)-expansion of continued fraction with \( x \) in \((0, \theta)\) and \( \theta \) is a fixed \( \theta \) with the range of \( 0 < \theta < 1 \). Every \( \theta \)-convergent, \( p_n/q_n \) are satisfied as in the recurrence relations (3), (5) and (6). As \( \theta \to 1 \), the \( \theta \)-convergent will tend to the best approximated value of \( x \).

**Proof:**
We have \( p_n \) and \( q_n \) satisfying the recurrence relations (5) and (6). From (15), we have \( |x - (p_n/q_n)| = |(-1)^n / (R_n q_n^2 + q_{n-1} q_n) \). We expanded equation (15), then we obtained

\[ |x - p_n/q_n| = R_n (a_n \theta q_{n-1} + q_{n-2})^2 + (a_n \theta q_{n-1} + q_{n-2} q_{n-1}) \]  
(18)

From (18), obviously, when the value of \( \theta \) increases, it will lead to the increase in value to the denominator of equation (18). Then, increase in the value of \( \theta \) will make the right-hand side of equation (18) tends to approach 0, where it automatically gives the smallest distance between its \( \theta \)-convergent to the best approximated value of \( x \), in which, we have \( |x - c_n| \to 0 \) as \( \theta \to 1 \). Thus, as the value of \( \theta \) increases, its \( \theta \)-convergent will tend to the best approximated value of \( x \).

**Definition 3**  
Given an infinite \( \theta \)-expansion \( x = [a_1, a_2, \ldots, a_n + 1/R_n] \) where \( R_n = [a_n + 1/R_n] \) of continued fraction with \( \theta \)-convergent, \( C_n = p_n/q_n \). \( C_n = p_n/q_n \) is the best approximate decimal number if the distance of \( |x - p_n/q_n| \) gives the smallest value and is the closest to the value of \( x \).

**IV. SUMMARY**
Throughout this paper, we have provided the theoretical properties of \( \theta \)-expansions to support their numerical evidence. Basically, the idea for this expansion was generated from RCF expansions. However, from our observations, the pattern of \( \theta \)-expansions was not likely the same as RCF expansions since the value of \( \theta \) gave a different view on the growth rate of convergent for both expansions. In our project, we applied the Maple software to compute the convergent of big samples of irrational number, \( x \).

Hence, from the numerical results, we were likely to perceive the best decimal approximations of both \( \theta \) and RCF expansions. The best decimal approximations of \( \theta \)-expansions was totally different from the best approximations of RCF expansions. For \( \theta \)-expansions, the best decimal approximations are depending on the value of \( \theta \) and there is no specific pattern to determine their best approximations since the value of \( \theta \) are varies. From our numerical calculations, we found that for \( \theta \)-expansions, in most of the cases, \( C_2 \) gave the best approximations within the range of \( 0 < \theta < 1 \). However, there are certain cases in which \( C_4 \) is the best approximations in the range of \( 0 < \theta < 1 \). Then, for RCF expansions, \( C_n \) is always their best approximations.
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