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ABSTRACT: The leading singularities encode important information of the scattering amplitudes and can be used in the construction of loop-level amplitudes. In this paper we study systematically the on-shell diagrams for the leading singularities of nonplanar amplitudes in \(\mathcal{N} = 4\) super Yang-Mills (SYM) theory. In particular we prove that a nonplanar leading singularity can be constructed by employing Britto–Cachazo–Feng–Witten (BCFW) bridges together with the \(U(1)\) decoupling relations of three and four point tree-level amplitudes. Accordingly we obtain the BCFW-bridge decomposition chain and permutation rules for any nonplanar leading singularities, leading in a straightforward way to the “dlog form.” The BCFW decomposition chain encodes the geometrical information in the Grassmannian submanifolds corresponding to each nonplanar on-shell diagram. The integrands of nonplanar “top-forms” can also be obtained from the BCFW data. To calculate the leading singularities explicitly, we introduce a canonical ordering of BCFW-bridge decompositions and obtain the recursion relations for all poles, arriving at the BCFW-constructed form for the amplitude. We, inspired by the BCFW recursion relation for the underlying tree-level diagrams, extend it to the loop level and non-planarity. Utilizing all three forms of nonplanar amplitudes constructed by us, one can fully decompose a nonplanar leading singularity, obtain the geometrical data, and explicitly calculate the amplitudes in an extremely efficient manner.
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1 Introduction

Scattering amplitudes are of profound importance in high energy physics describing the interactions of fundamental forces and elementary particles. The scattering ampli-
tudes are widely studied for $\mathcal{N} = 4$ super Yang-Mills theory and QCD. At tree level, BCFW recursion relations [1–4] can be used to calculate n-point amplitudes efficiently. Unitarity cuts [5–7] and generalized unitarity cuts [8–15] combined with BCFW for the rational terms work well at loop level [16–21].

Leading singularities [22] are closely related to the unitarity cuts of loop-level amplitudes. For planar diagrams in $\mathcal{N} = 4$ super Yang-Mills [23, 24], the leading singularities are invariant under Yangian symmetry [25–28], which is a symmetry combining conformal symmetry and dual conformal symmetry [29–33]. The leading singularity can also be used in constructing one-loop amplitudes by taking this as the rational coefficients of the scalar box integrals. Extending this idea to higher loop amplitudes are reported in [10, 34–36].

A leading singularity can be viewed as a contour integral over a Grassmannian manifold [37–42]. This expression of the leading singularity keeps many symmetries, in particular, the Yangian symmetry, cyclic and parity symmetries, manifest. On the one hand this new form makes the expression of amplitudes simple and hence easy to calculate. On the other hand it is related to the central ideas in algebraic geometry: Grassmannian, stratification, algebraic varieties, toric geometry, and intersection theory etc.. For leading singularities of the planar amplitudes in $\mathcal{N} = 4$ super Yang-Mills (SYM), Arkani-Hamed et al [43] proposed using positive Grassmannian to study them along with the constructions of the bipartite on-shell–all internal legs are put on shell–diagrams [44].

Top-forms and the d “log” forms of the Grassmannian integrals are systematically studied for planar diagrams. Each on-shell diagram corresponds to a Yangian invariant, as shown in [31] at tree level and [32, 33, 45] at loop level. (See also [46, 47] for earlier works and [48–62] for a sample of interesting developments thereafter, and [63–75] for a sample of reviews and a new book [76].)

We report, in this paper, our detailed and systematic studies of the nonplanar on-shell diagrams. We prove that a nonplanar on-shell diagram of the leading singularity of a given amplitude can be decomposed into an all-line disconnected diagram–the identity–by removing BCFW-bridges and applying U(1) decoupling relation of the four- and three-point amplitudes. We first construct the chain of BCFW-decompositions for general nonplanar on-shell diagrams. During this process we obtain the unglued diagram by cutting an internal line. We prove any unglued diagrams can be categorized into three distinct classes which can be subsequently turned into identity utilizing crucially the permutation relation of generalized Yangian Invariants [77]. Following the
BCFW decomposition chain, it is then straightforward to write down the \( \text{dlog} \) form for the leading singularity of an on-shell diagram. This construction is presented in Section 2.

We then proceed to study the geometry of the leading singularities. We are interested in the constraints encoded in the Grassmannian manifolds and how these constraints determine the integration contours in the top-forms. As the cyclic order is destroyed by non-planarity the integrand of Grassmannian integral also needs to be constructed from scratch. To achieve the above goals we attach non-adjacent BCFW-bridges to the planar diagrams and observe how the integrands and the C-matrices transform. Further we can construct the top-form including both integrand and integration contour of any nonplanar leading singularity by attaching BCFW-bridges to the identity diagram in the reverse order of the BCFW decomposition chain from the previous section. This construction is presented in Section 3.

Although the routes to arrive at the identity through BCFW decompositions can be found by our recipe described in Section 2 to facilitate the explicit computation of a leading singularity, we choose a particular integration parameter and fix an integration order to simplify the integrals. We define a canonical ordering such that, in general, a pole will emerge upon one step of BCFW-bridge removal, presented in Section 4. Our construction using the on-shell diagrams is inspired by tree-level BCFW recursion relation [1–4], but extending it to leading singularities arisen in loop level amplitudes, noticing that the poles we obtained in the canonical orders are analogous to the on-shell propagators and three-vertices in BCFW recursion relations of tree level Feynman diagrams.

2 Scattering amplitudes: BCFW decomposition and \( \text{dlog} \) form

Leading singularities refer to Yang-Mills scattering amplitudes in which all internal momentum integrations are fixed by delta functions. They occur upon gluing a chain of tree level amplitudes to form loops. As the tree-level amplitudes in \( \mathcal{N} = 4 \) can be casted into the on-shell bipartite diagrams, the on-shell diagrams for leading singularities—be it planar or nonplanar—can then be constructed directly by gluing the corresponding tree-level on-shell diagrams. On-shell diagrams are bipartite graphs with all internal lines on-shell. The advantage of studying on-shell diagrams as supposed to the conventional approach of computing Feynman diagrams is the elimination of gauge redundancies. [78] An equivalence class of planar on-shell diagrams are associated with
a certain permutation [43]. Permutations therefore encode all physical information of the associated on-shell graphs, and in particular the BCFW decompositions [1–4].

In non-planar cases the BCFW bridge decomposition is still a powerful way for calculating the scattering amplitudes and for analyzing the Grassmannian geometry as we shall see. To obtain the series of BCFW bridge decompositions on the one loop leading singularities, we cut an internal loop line of the on-shell nonplanar graph resulting in an unglued planar diagram with two marked points as shown in Fig. 1. The unglued diagram is specified by the order of their external legs, the “permutations.” Bridge decomposing the unglued diagram can lead to three different classes of irreducible skeleton graphs as depicted in Fig. 3. The crucial step then is to make use of the permutation relation of the general Yangian Invariants found in [77] to convert any nonplanar elements into planar ones and further reducing the skeleton graphs into the identity. With the chain of BCFW decomposition in hand it is then straightforward to write down the “dlog” form for the leading singularities of the nonplanar on-shell diagrams. In this section, we will introduce a systematic way of finding the BCFW bridge decomposition chain from the marked permutations of the unglued planar diagrams upon a single cut and construct the “dlog” form from the chain.

2.1 Unglued diagram and marked permutation

The series of BCFW bridge decompositions for planar diagrams are readily obtained from the permutations of the external legs. However, permutations of the external legs are not well defined in nonplanar cases, unless we can transform nonplanar leading singularities into planar ones. Fortunately, this can be realized in the on-shell diagrams with the newly discovered permutation relation of the generalized Yangians [77]. To this end we first define two key operations on the nonplanar graphs in order to obtain the unglued diagrams, and then proceed to describe how to obtain the permutations of the unglued diagrams from the tree-level subgraphs.

First we explain how to transform nonplanar leading singularities into planar ones. Since in on-shell diagrams all lines–be it internal or external–are on-shell, helicity and momentum can both be defined. There are no distinctions between these two types of lines. Thus we can define a “cut” operation on an internal loop line of the on-shell nonplanar graph resulting in an unglued planar diagram with two marked points as shown in Fig. 1. The contrary process is then defined as a “glue” operation. By

\[\text{Marked permutations refer to permutations with two end points treated specially–the two points are allowed to marked to themselves or to each other.}\]
applying a *cut*, we turn an unlabeled internal on-shell line into two labeled external on-shell lines. To retrieve the original nonplanar diagram, one only need to integrate the cut line momenta in the amplitude expression, which is a *glue*.

![Diagram](image)

**Figure 1.** Cutting a loop internal line of an 1-loop leading singularity converts it into an unglued graph with a pair of marked external lines

Second, the “*marked permutation*” of the unglued diagram can be obtained directly from the permutations of the four tree-level subgraphs by merging two subgraphs’ permutations one by one as follows.

\[
\begin{pmatrix}
  a_1 & \cdots & a_i & \cdots & a_{n-1} & a_n \\
  \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow \\
  \sigma(a_1) & \cdots & a_n & \cdots & \sigma(a_{n-1}) & \sigma(a_n)
\end{pmatrix}
\text{ and }
\begin{pmatrix}
  b_1 & b_2 & \cdots & b_j & \cdots & b_m \\
  \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow \\
  \sigma(b_1) & \sigma(b_2) & \cdots & b_1 & \cdots & \sigma(b_m)
\end{pmatrix}
\]

can be glued to form

\[
\begin{pmatrix}
  a_1 & \cdots & a_i & \cdots & a_{n-1} & b_2 & \cdots & b_j & \cdots & b_m \\
  \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow \\
  \sigma(a_1) & \cdots & \sigma(b_1) & \cdots & \sigma(a_{n-1}) & \sigma(b_2) & \cdots & \sigma(a_n) & \cdots & \sigma(b_m)
\end{pmatrix}
\]

according to \(\sigma^{-1}(a_1) \rightarrow \sigma(b_1), \sigma^{-1}(b_1) \rightarrow \sigma(a_1)\) where we take \(a_n\) and \(b_1\) as the gluing lines without loss of generality.

In the following discussions of this section, we set out from the unglued diagram’s marked permutation to construct the BCFW bridge decomposition chain for any one loop nonplanar leading singularity, keeping it in mind that we should *glue* back the *cut* line finally.

### 2.2 From permutations to BCFW decompositions

In this subsection, we derive the BCFW-bridge decomposition chain from the permutation of the unglued diagram. First we perform BCFW bridge decompositions on the
unglued diagram according to marked permutation, leaving the cut lines untouched. Upon the removal of all adjacent bridges, we will arrive at three categories of skeleton diagrams, noticing that the category type is invariant under the BCFW bridge decomposition. Next for each category of skeleton diagram we construct a specific recipe to decompose it to identity.

From unglued diagram to skeleton diagram All unglued diagrams can be categorized into three groups depending on the permutations of the two cut lines, denoted as \( A \) and \( \bar{A} \),

\[
\begin{align*}
(1) & \quad \sigma_1(A) \neq \bar{A} \text{ \&\& } \sigma_1(\bar{A}) \neq A; \\
(2) & \quad \sigma_2(A) = \bar{A} \text{ \&\& } \sigma_2(\bar{A}) \neq A, \text{ or } \sigma_2(A) = A \text{ \&\& } \sigma_2(\bar{A}) \neq \bar{A}; \\
(3) & \quad \sigma_3(A) = \bar{A} \text{ \&\& } \sigma_3(\bar{A}) = A.
\end{align*}
\]

To decompose an unglued diagram, the first step is the full removal of two types of adjacent bridges on the target diagram: the white-black bridge and the black-white bridge as shown in Fig. 2. The changes to the permutation after removing either of them are, respectively, \( \sigma \rightarrow \sigma' = Z_2(k, k+1) \cdot \sigma \) and \( \sigma \rightarrow \sigma' = Z_2(\sigma^{-1}(k), \sigma^{-1}(k+1)) \cdot \sigma \), where \( Z_2(k, k+1) \) is a \( Z_2 \) permutation between line \( k \) and \( k+1 \)[43]. For an unglued diagram arisen from a nonplanar leading singularity, the cut line should not be involved in BCFW bridge decompositions as the pair of marked lines are to be glued back eventually. Thus we should restrict the set of allowed BCFW bridge decompositions to those preserving the two marked legs. By following this restriction, the group our target unglued diagram originally belongs to will not alter during bridge decompositions.

Due to the existence of nonadjacent bridges, an unglued diagram cannot be fully decomposed and will pause at a certain diagram. We prove in Appendix A that after removing all BW- and WB- bridges the three groups of unglued diagrams will fall into External line pair, Black-White Chain and Box Chain respectively. The three
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\caption{white-black bridges and black-white bridges}
\end{figure}
categories are named after their general patterns as shown in Fig. 3. We refer to any diagram belonging to the above three categories as the “skeleton diagram”, naming after its skinny looks. As long as we can fully decompose all three skeleton diagrams, it is then direct to obtain the complete decomposition chain of any unglued diagram.

![Figure 3. Skeleton Diagrams](image)

**Figure 3.** Skeleton Diagrams

**Figure 4.** $U(1)$ decoupling relation of 3-point amplitudes.

**Figure 5.** $U(1)$ decoupling relation of 4-point amplitudes

### From skeleton diagram to identity

- **External Line Pair:** Most external lines are paired. The external lines next to the internal cut line may also attach to the black/white vertices or be paired with the internal cut line as shown in Fig 3(a). For this type of on-shell diagrams, gluing back the internal lines and removing all pairs will lead to the identity.

- **Black-White Chain:** In this case, white and black vertices are connected together recursively, as shown in Fig 3(b). To further decompose, we use the am-
plitudes relation $\mathcal{A}(a_1, a_2, a_3) = -\mathcal{A}(a_1, a_3, a_2)$ (see Fig 4) to twist one down-leg to up-leg. Then an adjacent bridge will appear. By removing the new appeared BCFW bridge, the diagram is unfolded into a planar diagram. The diagram can then be decomposed to identity according to its permutation [43].

**Box Chain:** In this case, the diagram is composed by boxes linked to a chain, as shown in Fig 3(c). Using the $U(1)$ decoupling relation [79] of the four point amplitudes (see Fig 5), this diagram turns into the sum of two diagrams with adjacent BCFW bridges. The non-adjacent legs of the box will become adjacent under this operation. Performing adjacent BCFW decompositions on both diagrams will unfold the loop and arrive at two planar diagrams, which can be decomposed to identity.

We have explained how to obtain the chain of BCFW-bridge decompositions for a general n-point nonplanar diagram. We now summarize the above strategy:

**Summary of the Strategy**

- For a non-planar 1-loop on-shell diagram, one cut a loop line and obtain an unglued loop diagram.

- Perform adjacent BCFW bridge decompositions on the unglued diagram, including both black-white and white-black bridges, until it arrives at a certain “skeleton diagram”.

- For the Black-White Chain, twist one non-planar external leg and remove one generated adjacent BCFW bridge to unfold the loop. For Box Chain, use $U(1)$ decoupling relation [79] of the four point amplitudes to turn the diagram into the sum of two diagrams with adjacent BCFW bridges. Remove two generated adjacent BCFW bridges to unfold the loop for each diagram.

- Glue back the cut line in the remaining graph and decompose the diagram to identity.

By now we have obtained the BCFW bridge decomposition chain for general one-loop nonplanar leading singularities. We would like to stress that our strategy can be extended in a straightforward way to the higher loops. We now explain how to obtain the $dlog$ form from the chain of BCFW-bridge decompositions. This is in exact analogy to the planar cases [43].
2.3 The dlog form

According to the BCFW-decomposition chains and $U(1)$ decoupling relations in the previous discussion, we are finally able to write down the dlog forms of nonplanar leading singularities.

Here we denote a complete BCFW bridge decomposition chain as $\mathcal{D}$ and the dlog form obtained from the chain as $\mathcal{A}(\mathcal{D})$.

- In the external line pair case, the on-shell diagram is turned into identity by subsequently removing BCFW-bridges. Thus the amplitude only depends on the decomposition chain:

$$\mathcal{A} = \mathcal{A}(\mathcal{D})$$  \hspace{1cm} (2.1)

- In the black-white pair case, we should apply the $U(1)$ decoupling relation of 3-point amplitude on the skeleton graph. This will attach a minus sign to the amplitude:

$$\mathcal{A} = -\mathcal{A}(\mathcal{D})$$  \hspace{1cm} (2.2)

- In the box chain case, we should add up the two terms resulting from the $U(1)$ decoupling relation of 4-point amplitude:

$$\mathcal{A} = -\mathcal{A}(\mathcal{D}_1) - \mathcal{A}(\mathcal{D}_2)$$  \hspace{1cm} (2.3)

The expression of $\mathcal{A}(\mathcal{D})$ has been studied in [43]. Here we present a short review of it:

After removing one BCFW bridge $\mathcal{B}(i_I, j_I; \alpha_I)$ with leg $i_I, j_I$ attached to white and black vertices respectively, the amplitudes will transform as

$$\mathcal{A}^k_n(\ldots i_I, \ldots j_I, \ldots) = \int \frac{d\alpha_I}{\alpha_I} \mathcal{A}^k_n(\ldots \hat{i}_I, \ldots \hat{j}_I, \ldots)$$  \hspace{1cm} (2.4)

Then $\mathcal{A}(\mathcal{D})$ is obtained by removing BCFW bridges subsequently.

$$\mathcal{A}(\mathcal{D}) = \mathcal{A}^k_n = \int_{C_s} \frac{d\alpha_1}{\alpha_1} \wedge \cdots \wedge \frac{d\alpha_d}{\alpha_d} \delta^{k \times 2} (C \cdot \bar{\lambda}) \delta^{(n-k) \times 2} (\lambda \cdot C^T \perp \delta^{k \times 4} (C \cdot \bar{\eta})$$  \hspace{1cm} (2.5)
The matrix \( C \) and \( C^\top_\perp \) can be obtained from
\[
C = C_0 B(i_1, j_1; \alpha_1) \cdots B(i_{2n-4}, j_{2n-4}; \alpha_{2n-4}) \\
C^\top_\perp = B(i_{2n-4}, j_{2n-4}; -\alpha_{2n-4}) \cdots B(i_1, j_1; -\alpha_1) C_0^\top_\perp
\]
where
\[
B(i_I, j_I; \alpha_I) = \begin{pmatrix}
1 & 0 & \cdots & 0 & \cdots & 0 & \cdots & 0 \\
0 & 1 & \cdots & 0 & \cdots & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots & \ddots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & 1 & \cdots & \alpha_I & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & 0 & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & 0 & 0 & 0 & \cdots & 1
\end{pmatrix}
\]
and the \( C_0 \) and \( C_{0\perp} \) are the Grassmannian matrices of the identity.

In the above discussions we show that any nonplanar leading singularity can be decomposed into identity by BCFW bridge decompositions and \( U(1) \) decoupling relation. We also construct the \( d\log \) form according to the decomposition chain. This finally enables us to analyze the geometry of the nonplanar leading singularities and to calculate any one-loop amplitudes explicitly. We shall discuss these aspects in the following sections.

3 Scattering amplitudes: the \textit{Top–form}

Through the BCFW bridge decompositions we obtain the \( d\log \) form characterized by the bridge parameters. The \( d\log \) form can be viewed as an explicit parameterization of a more general integration over the Grassmannian manifold, which is invariant under the \( GL(k) \) transformations. The invariant form, known as the “top-form,” for planar diagrams has been constructed in [43]. In this section, we construct the top-form for the nonplanar leading singularities.

For planar diagrams, the top-form manifests the Yangian symmetry: the leading singularities can be written as multidimensional residues in the Grassmannian manifold.
where $\Gamma$ is a sub-manifold of $\mathcal{G}(k, n)$. $\Gamma$ is constrained by a set of linear relations among the columns of $C$—certain minors of $C$ be zero. As any function of the minors of $C$, $f(C)$, has the scaling property $f(tC) = t^{k \times n}f(C)$, the $d\log$ form Eq. 2.5 can be obtained with an appropriate parametrization of $\Gamma$.

To construct the top-form for nonplanar leading singularities, we need to determine the integration contour $\Gamma$ and the integrand $f(C)$. Since the integration contour is constrained by a set of geometrical relations linear in $\alpha$’s, we make use of the BCFW chain we obtained in Section 2 to look for all geometric constraints, fixing $\Gamma$ in the process. Next we will see, with the BCFW approach extended to one-loop, the integrand of the top-form can be calculated by attaching BCFW bridges.

### 3.1 Geometry and the BCFW-Bridge Decomposition

In this subsection we shall introduce the method of searching for geometric constraints in the Grassmannian matrix. Geometric constraints are linear relations among columns of $C$ matrix; and each time we attach a bridge a constraint will be fixed and the linear relations change accordingly.

In the Grassmannian matrix, adding a white-black bridge on external lines $a, b$ yields a linear transformations of the two columns, $a, b \rightarrow \tilde{a} = \alpha a + b$; whereas adding a black-white bridge means $b \rightarrow \tilde{b} = \alpha b + a$. We can classify the minors into four sets according to the elements:

1. $(a, b, 1, 2...m_1)^{k_1}$
2. $(a, 1, 2...m_2)^{k_2}$
3. $(b, 1, 2...m_3)^{k_3}$
4. $(1, 2, ...m_4)^{k_4}$

where $k_1$ to $k_4$ are the ranks of the minors. Without loss of generality, we shall make $k_1 < m_1 + 2$, $k_2 < m_2 + 1$, $k_3 < m_3 + 1$ and $k_4 < m_4$. We call the minor complete if only if adding any other column to the matrix will make the rank increase by one. From now on we shall assume that all the minors in the above sets are complete in the following discussion. In fact, incomplete minors can always be transformed into the

---

\footnote{We also present another interesting method, in Appendix B, by gluing planar subgraphs to determine the geometric constraints in leading singularities.}
complete ones by adding to the bracket all the necessary elements while keeping the rank unaltered.

Attaching a white-black bridge does not change the rank of minors in set 1 since \( a \) and \( b \) are both in this set. The minors in set 2 and set 4 remain unaltered since \( b \) is excluded from these two sets. \((\alpha a + b) \notin \text{span}\{b, 1, 2...m_3\}\), thus after adding a white-black bridge the only set with its rank altered is set 3. The minors in set 2 and set 4 remain unaltered since \( b \) is excluded from these two sets. \((\alpha a + b) \notin \text{span}\{b, 1, 2...m_3\}\), thus after adding a white-black bridge the only set with its rank altered is set 3. The minors in set 3 can generate two new linear relations: \((a, b, 1, 2...m_3)^{k_3+1}\) and \((1, 2...m_3)^{k_3}\). Similarly, upon attaching a black-white bridge, the minors in set 2 will become \((a, b, 1, 2...m_2)^{k_2+1}\) and \((1, 2...m_2)^{k_2}\). We have completed the discussion of how constraints alter during each step of bridge decompositions.

Next we turn to attaching bridges starting from the identity with the identity diagram being a matrix with \( n - k \) columns of zero vectors. Each time we attach a BCFW bridge, the number of independent geometric constraints will decrease by one. This can be proved through the following procedure. Attaching the bridge \((a, b)\) affects the linear relation involving \( b \). The only exceptions are the relations containing both \( a \) and \( b \), which will not be affected by the bridge \((a, b)\).

\[
(b, 1, 2...m)^k \rightarrow \begin{cases} 
(a, b, 1, 2...m)^{k+1} \\
(1, 2...m)^k 
\end{cases}
\]

If \( k = m \), the linear relation \((1, 2...m)^k\) does not give rise to any constraint, thus \((a, b, 1, 2...m)^{k+1}\) has one higher rank than \((b, 1, 2...m)^k\). The constraints’ number is then diminished by one upon attaching the bridge. If \( k < m \), the linear relation \((b, 1, 2...m)^k\) can be decomposed to \((b, 1, 2...k)^k\) and \((1, 2...m)^k\). Consider the relations after attaching the bridge: \((a, b, 1, 2...m)^{k+1}\) and \((1, 2...m)^k\). These two relations are not independent and can be transformed to independent ones: \((a, b, 1, 2...k)^{k+1}\) and \((1, 2...m)^k\). Comparing the constraints between \((b, 1, 2...k)^k\) and \((a, b, 1, 2...k)^{k+1}\), the number of constraints is reduced by one upon adding the BCFW bridge.

As an explicit example, we work out \(A_3^3\)’s geometry shown in Fig. 6. This diagram becomes planar upon removal of a white-black bridge \((1,4)\). The remaining BCFW bridge decomposition is:

\[
(1, 2) \rightarrow (2, 3) \rightarrow (3, 4) \rightarrow (2, 3) \rightarrow (1, 2) \rightarrow (3, 5) \rightarrow (2, 6)
\]

Linear relations in identity are then:

\[
(4)^0, (5)^0, (6)^0
\]

In the Grassmannian matrix, all elements in the three columns are zero. We then
reconstruct the diagram through attaching BCFW bridges. There are eight bridges needed to construct the nonplanar diagram. Each step will diminish one linear relation. For instance, the first step is adding a white-black bridge on external line 2 and 6, leaving column 6 to become $c_6 + \alpha c_2$. The relation $(6)^0$ then becomes $(2, 6)^1$. Upon attaching bridge $(3, 4)$, relation $(4)^0$ becomes $(3, 4)^1$. To keep the minor complete, we should add 5 to the minor $(2, 3, 5)^2$ and the resulting complete one is $(2, 3, 4, 5)^2$. In the next step of attaching bridge $(2, 3)$, the relation $(3, 4)^1$ becomes $(2, 3, 4)^2$, which is already contained in $(2, 3, 4, 5)^2$.

For now we have obtained geometry constraints according to BCFW bridge decomposition chain. During the process, we introduced a method that the constraints are independently and completely represented. The constraints of any graph are almost immediately obtained using our method. Thus the top-form integrations’ contour $\Gamma$ is determined.

Figure 6. The BCFW bridge to open the loop of the diagram.

Table 1. The evolution of the geometry constraints under adding BCFW bridges. The first row is the linear relation in the identity diagram and the column on the left represents the bridge decomposition chain.

|       | $(4)^0$ | $(5)^0$ | $(6)^0$ |
|-------|---------|---------|---------|
| $(2, 6)$ | $(4)^0$ | $(5)^0$ | $(2, 6)^1$ |
| $(3, 5)$ | $(4)^0$ | $(3, 5)^1$ | $(2, 6)^1$ |
| $(1, 2)$ | $(4)^0$ | $(3, 5)^1$ | $(1, 2, 6)^2$ |
| $(2, 3)$ | $(4)^0$ | $(2, 3, 5)^2$ | $(1, 2, 6)^2$ |
| $(3, 4)$ | $(3, 4)^1$ | $(2, 3, 4, 5)^2$ | $(1, 2, 6)^2$ |
| $(2, 3)$ | $(2, 3, 4, 5)^2$ | $(1, 2, 6)^2$ |
| $(1, 2)$ | $(3, 4, 5)^2$ | $(1, 2, 6)^2$ |
| $(1, 4)$ | | $(1, 2, 6)^2$ |
3.2 The integrand of the top-form

For planar diagrams, we can use minors constituted by continuous columns of Grassmannain matrix to represent \( f(C) \) (we refer to them as continuous minors). But this does not hold for nonplanar diagrams. In this subsection, we will present the expression of \( f(C) \) in nonplanar on-shell diagrams. We shall write down the top-form through attaching BCFW bridges (both adjacent and nonadjacent) step by step. If the unglued diagram is a box-chain, U(1) decoupling relation of the four point amplitudes is needed to transform the diagram into the sum of two other diagrams.

A warmup example Consider the differences between planar and nonplanar diagrams. When we construct a planar diagram, BCFW bridges are attached merely on adjacent external lines, which does not alter \( f(C) \). However, in constructions of nonplanar diagrams attaching bridges will affect \( f(C) \) in the top-form in general. To better understand this, we take a nonplanar \( \mathcal{A}_4^2 \) shown in Fig. ?? as an example.

Before attaching the nonadjacent bridge \((1, 3)\), it is a planar diagram and the top-form is

\[
\mathcal{T}_4^2 = \oint_{C \subset \Gamma} \frac{d^{2\times4}C}{\text{vol}(GL(2))} \frac{\delta^{2\times4}(C \cdot \tilde{\eta})}{(12)(23)(34)(41)} \delta^{2\times4}(C \cdot \tilde{\lambda}) \delta^{2\times2}(\lambda \cdot C_\perp) .
\]

The contour \( \Gamma \) is around \((23) = 0\). We can choose the “gauge” of \( C \) matrix as

\[
\left(\begin{array}{ccc}
1 & 0 & t \\
0 & 1 & c_{14} \\
c_{23} & c_{24}
\end{array}\right).
\]

Then we get

\[
\oint_{(23) = 0} \frac{dt}{t} d_{c_{14}} d_{c_{23}} d_{c_{24}} \frac{\delta^{2\times4}(C \cdot \tilde{\eta})}{(12)(34)(41)} \delta^{2\times4}(C \cdot \tilde{\lambda}) \delta^{2\times2}(\lambda \cdot C_\perp) ,
\]

Figure 7. Nonplanar diagram \( \mathcal{A}_4^2 \)
Integrating over $t$ and attaching the nonadjacent bridge $(1, 3)$ yield

$$
\hat{\mathcal{T}}^2_4 = \int \frac{d\alpha}{\alpha} dc_{14} dc_{23} dc_{24} \left( \frac{\delta^{2\times4}(\hat{C} \cdot \tilde{\eta})}{((12)(34)(41))} \right)_{t=0} \delta^{2\times4}(\hat{C} \cdot \tilde{\lambda}) \delta^{2\times2}(\lambda \cdot \hat{C}_\perp),
$$

where

$$
\hat{C} = \begin{pmatrix} 1 & 0 & c_{14} \\ 0 & 1 & c_{23} \\ c_{24} & c_{24} & c_{24} \end{pmatrix}.
$$

Then we have $\alpha = -(2\hat{3})$, and the top-form becomes

$$
\hat{\mathcal{T}}^2_4 = \oint_{\hat{C} \subset \hat{\Gamma}} d^{2\times4} \hat{C} \frac{\text{vol}(GL(2))}{(12)(23)(34)(41)} \delta^{2\times4}(\hat{C} \cdot \tilde{\eta}) \delta^{2\times4}(\hat{C} \cdot \tilde{\lambda}) \delta^{2\times2}(\lambda \cdot \hat{C}_\perp).
$$

Since $c_3 = \hat{c}_3 - \alpha c_1$, we obtain

$$
(34) = \frac{(34)(12) + (23)(14) - (31)(24)}{12}.
$$

Finally, we rewrite the top-form as

$$
\hat{\mathcal{T}}^2_4 = \oint_{\hat{C} \subset \hat{\Gamma}} d^{2\times4} \hat{C} \frac{\text{vol}(GL(2))}{(23)(31)(24)(41)} \delta^{2\times4}(\hat{C} \cdot \tilde{\eta}) \delta^{2\times4}(\hat{C} \cdot \tilde{\lambda}) \delta^{2\times2}(\lambda \cdot \hat{C}_\perp).
$$

The difference between top-form of nonplanar diagram $\mathcal{A}^2_4$ and planar diagram $\mathcal{A}^2_4$ is simply a minus sign, which is consistent with the three-point $U(1)$ decoupling relation.

A general method in obtaining the top-form by attaching a nonadjacent bridge

In the above example we explicitly obtain the top-form of nonplanar $\mathcal{A}^2_4$ by attaching a nonadjacent BCFW bridge onto a planar diagram. We then move on to study the general cases.

When we attach a bridge $(a, b)$, the linear relation $(b, c_1, c_2, \cdots, c_s)^m$ become:

$$
(b, c_1, c_2, \cdots, c_s)^m \rightarrow \begin{cases} 
(a, b, c_1, c_2, \cdots, c_s)^{m+1} \\
(c_1, c_2, \cdots, c_s)^m
\end{cases}.
$$

The number of constraints is only reduced by one. We may think naively that among the vanishing minors that represent the linear relations, one is removed and the others remain the same—just like the $\mathcal{A}^2_4$ example. However, in general,
• If $m = s = k - 1$, $(b, c_1, c_2, \cdots, c_s)^m$ represents only one vanishing minor. There are no vanishing minors generated because $(a, b, c_1, c_2, \cdots, c_s)^k$ and $(c_1, c_2, \cdots, c_s)^s$ are trivial. This is exactly the case we encountered in the warmup example—only one vanishing minor is removed upon attaching a bridge;

• If we don’t have $m = s = k - 1$, new vanishing minors are generated after attaching a bridge. For example, in $\mathcal{A}_b^3$ case, if the linear relation is $(5, 6, 1) = 0$ and $(6, 1, 2) = 0$ and we attach a $(3, 1)$ bridge on it, the new constraints is neither $(5, 6, 1) = 0$ nor $(6, 1, 2) = 0$ but a new $(3, 6, 1) = 0$.

To see the transformation of top-form, we can write down the $C$ matrix explicitly:

$$
C = \begin{pmatrix}
1 & 0 & \cdots & 0 & * & t_{1,b} & \cdots & t_{1,s} & * & \cdots \\
0 & 1 & \cdots & 0 & : & 0 & : & \ddots & : & \vdots & \vdots \\
0 & 0 & \ddots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & \cdots & 1 & : & t_{k-m,b} & \cdots & t_{k-m,s} & : & \vdots & \vdots \\
0 & 0 & \cdots & 0 & : & 1 & * & \cdots & * & \vdots & \vdots \\
0 & 0 & \cdots & 0 & : & \ddots & : & \ddots & : & \vdots & \vdots \\
0 & 0 & \cdots & 0 & : & * & \cdots & * & * & \cdots & \cdots 
\end{pmatrix}
$$

(3.3)

Since the rank of matrix $(c_1 \cdots c_s)$ is $m$, we can choose a proper gauge to fix $C$ into Eq 3.3. Here, $t_{i,j}$ is chosen to be a set of parameters for contour integral around $\Gamma$ and $t_{i,j} = 0$ in $\Gamma$. Attaching the bridge $(a, b)$

$$
\widehat{T}_n^k = \int \frac{d\alpha}{\alpha} \wedge T_n^k = \int \frac{d\alpha}{\alpha} \int_{\Gamma} \frac{d^{k \times (n-k)}C}{f(C)} \delta(C),
$$

where $\delta(C)$ represent $\delta(C \cdot \eta)\delta^{k \times 2}(C \cdot \lambda)\delta^{2 \times (n-k)}(\lambda \cdot C^\perp)$, and $C$ is the matrix replacing $t_{1,b}$ by $\alpha + t_{1,b}$ in C. There is a pole at $t_{1,b} = (b, a_2 \cdots a_{k-m}, c_1 \cdots c_m) = 0$. Then, according to C in Eq. 3.3,

$$
\widehat{T}_n^k = \int \frac{d\alpha}{\alpha} \int_{t_{1,b}} \frac{d_t^{k \times (n-k)-1}C}{f(C)} \delta(C),
$$

where $f(C) = \frac{f(C)}{t_{1,b}}$. Integrating around the circle of $t_{1,b}$ yields

$$
\widehat{T}_n^k = \int \frac{d\alpha}{\alpha} \frac{d^{k \times (n-k)-1}C}{f(C)}\bigg|_{t_{1,b}=0} \delta(C)\bigg|_{t_{1,b}=0},
$$
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where \( \hat{\Gamma} \) is submanifold under the geometry constraints after attaching the BCFW bridge. We define \( \hat{\mathcal{C}} \equiv \mathcal{C}|_{t_1, b=0} \) and transform minors of \( C \) to those of \( \hat{\mathcal{C}} \) by

\[
(b \cdots) = (\hat{b} \cdots) - \alpha (a \cdots),
\]

where \((b \cdots)\) is any minor in \( C \) that includes column \( b \) and

\[
\alpha = \frac{(b, a_2 \cdots a_{k-m}, c_1 \cdots c_m)}{(a, a_2 \cdots a_{k-m}, c_1 \cdots c_m)}.
\]

Finally, we obtain the top form of the nonplanar diagram after attaching the bridge \((a, b)\):

\[
\hat{T}^k_n = \oint_{\hat{\Gamma}} \frac{d^{k \times (n-k)} \hat{\mathcal{C}}}{(b, a_2 \cdots a_{k-m}, c_1 \cdots c_m)} f(\hat{\mathcal{C}}) \delta(\hat{\mathcal{C}}).
\]

For general nonplanar leading singularities we construct the top-form by attaching BCFW bridges step by step.

**A more general example of attaching a nonadjacent bridge**

As an application, we take the nonplanar diagram in Fig. ?? as an example. According to the permutation of the planar diagrams before attaching the bridge \((1, 6)\),

![Figure 8](image-url)

*Figure 8. A nonplanar on-shell diagram of \( A_8^4 \)*

linear relations of the diagram are \((4, 5, 6, 7)^2\) and \((8, 1, 2, 3)^3\). Attaching bridge \((1, 6)\) does not affect \((8, 1, 2, 3)^3\) while \((4, 5, 6, 7)^2\) alters. And

\[
C = \begin{pmatrix}
1 & 0 & 0 & 0 & t_1 & t_3 & * \\
0 & 1 & 0 & 0 & t_2 & t_4 & *
\end{pmatrix}
\]

\[
0 & 0 & 1 & 0 & * & * & * \\
0 & 0 & 0 & 1 & * & * & *
\]

\( - 17 - \)
According to the discussion above (Eq. 3.3 – 3.6),

\[
\hat{T}_8^4 = \int \frac{d\alpha}{\Gamma} \frac{d^{16}C}{(1234)(2345)(3456)(14567)(5678)(6781)(7812)(8123)} \delta(C)
\]

\[
= \int \frac{d\alpha}{\Gamma} \frac{dt_1}{t_1(1234)(2345)(3456)(5678)(6789)(7891)|t_1=0} \frac{d^{15}C}{(1234)(2345)(3456)(45784)(5613)(6781)(7812)(8123)} \delta(C)\]

\[
= \frac{d\alpha}{\Gamma} \frac{d^{15}C}{\alpha(1234)(2345)(3456)(45784)(5613)(6781)(7812)(8123)} \delta(C)|_{t_1=0}
\]

where \(\alpha = \frac{3(456)}{(1345)}\). Finally we obtain top form of \(A_8^4\):

\[
\hat{T}_8^4 = \oint \frac{d^{16}C}{vol(GL(4))} \frac{d^{15}C}{(1234)(2345)(3456)(45784)(5613)(6781)(7812)(8123)} \delta(C)
\]

Therefore, we can always construct the top-from of nonplanar diagrams by attaching adjacent and nonadjacent bridges on identity diagram step by step.

**The simplification of the MHV top-form**

The MHV top-form can be further simplified. We can always transform any nonplanar MHV top-form into a summation of several top-forms. These generated top-forms share features that their numerators of the integrands equal 1 and the minors in \(f(C)\) are of cyclic orders, which are exactly those of planar MHV top-forms. This yields a strong proof that any nonplanar MHV amplitude is a summation of several planar amplitudes.

To see this, let us consider the top-form of \(A_8^2\). Attaching a nonadjacent bridge \((a, b)\) to a planar diagram yields

\[
\hat{T}_8^2 = \int \frac{d\alpha}{\Gamma} \frac{d^{2\times n}C}{vol(GL(2))} \frac{\delta(C)}{(12) \cdots (b - 1, b)(b, b + 1) \cdots (n1)}
\]

Without losing generality, we assume the pole at \((b - 1, b) = 0\). Following the same procedure illustrated in Eq. 3.3 – 3.6, we obtain

\[
\frac{1}{f(\hat{C})} = \frac{(a, b - 1)}{(12) \cdots (b - 2, b - 1)(b - 1, b)(a, b)(b + 1, b - 1)(b + 1, b + 2) \cdots (n1)}
\]

Since \(a < b - 1\), we define \(a + m = b - 1\) \((m \in \mathbb{Z}^+)\).
• If $m = 1$, the numerator is then $(b - 2, b - 1)$ and the integrand can be simplified to a term with its numerator equaling one and $f(C)$ of cyclic orders, i.e., a planar one.

• If $m > 1$, we can multiply the numerator and denominator by $(a + 1, \hat{b})$:

$$f(C) = \frac{(a,b-1)(a+1,\hat{b})}{(12)\cdot(b-2,b-1)(b-1,b)(b+1,b-1)(b+1,b+2)\cdots(n1)(a+1,b)} = \frac{(a,a+1)(\hat{b},b-1)+(a,\hat{b})(a+1,b-1)}{(12)\cdot(b-2,b-1)(b-1,b)(b+1,b-1)(b+1,b+2)\cdots(n1)(a+1,b)} + \frac{1}{(a+1,b-1)}$$

The first term is already planar, while the second is not obvious.

- If $m = 2$, the second term is planar.
- If $m > 2$, we multiply the integrand by $(a + 2, b), (a + 3, b), \cdots, (a + m - 1, b)$ one by one. For each step of multiplication, we utilize the Pluck relation to transform the nonplanar term into a summation of planar terms and a remaining term. The final term left after series of multiplication is

$$= \frac{(a + m - 1, b - 1)}{(12)\cdot(b - 2, b - 1)(b - 1, \hat{b})(a + m - 1, \hat{b})(b + 1, b - 1)(b + 1, b + 2)\cdots(n1)}$$

Since $a + m = b - 1$, this term is also planar.

Following these steps, we can finally simplify the top-forms of all nonplanar MHV amplitudes into the sum of planar ones. One can easily verify that the simplification process from nonplanar one to planar term’s summation is equivalent to applying KK relation to MHV amplitudes.

In this section, we construct the top-forms of the nonplanar on-shell graphs. The key step is attaching a nonadjacent BCFW bridge to a planar diagram. The cyclic order of $f(C)$ is then broken and we obtain a different integrand from the planar ones. Keep attaching bridges on the identity and we can arrive at the top-form of our target—the nonplanar leading singularity. We then break down the top-forms of the nonplanar MHV amplitudes into a summation of the planar top-forms. For the leading singularities of the one-loop amplitudes, this simplification is similar to the KK relation. For leading singularities of the general amplitudes, the relation between the top-form’s simplification and the KK relation will be discussed in our future work.
4 Scattering amplitude: the \textit{BCFW constructed form}

In the $d\log$ form and the top-form, we need to integrate the $\delta$ functions over the parameter space for the Grassmannian sub-manifold. This integration can be tedious as we need to solve all the $\alpha_I$’s at once—the array of constraint equations can be highly nonlinear. Recall that during the BCFW decompositions each parameter $\alpha_I$ is evaluated with respect to the external momenta upon removing one BCFW-bridge from the tree-level diagrams. Hence the $\delta$ functions can in fact be linearized for these resultant tree-level diagrams. For general leading singularities, the knowledge of BCFW recursion relations can still be used to linearize the $\delta$ functions to a convenient form—the BCFW constructed form.

A systematic way of constructing the BCFW constructed form follows the following steps.

- Choose a simplest partial graph from the leading singularity and cut it from the main diagram. Then we write down the marked permutations of the partial graph according to Section 2.

\begin{figure}[h]
\centering
\includegraphics[width=0.45\textwidth]{fig9.png}
\caption{Choosing a partial graph}
\end{figure}

- According to the marked permutations of the partial diagram, we obtain the pole types generated by each step of BCFW-bridge decomposition. Then we choose a canonical order of BCFW-bridge decomposition chain based on the pole types. This step will be discussed in Section 4.1.

- During the process $U(1)$ decoupling relations may be applied to the partial graph according to Section 2. Upon the partial graph being disconnected we glue back the partial graph and obtain a planar diagram. Then we proceed decomposition under the canonical order until the diagram is decomposed to identity.

- Write down the linearized delta functions for the poles upon removing all BCFW-bridges in the canonical order. This step will be discussed in Section 4.2.
Finally we arrive at the expression of the leading singularity. For each decomposition chain

$$A_n^k = \int \frac{d\alpha_1}{\alpha_1} \wedge \cdots \wedge \frac{d\alpha_{2n-4}}{\alpha_{2n-4}} \prod_{h=1}^{n_p} \delta(p^2_h) \delta^{2\times2}((\lambda \cdot \tilde{\lambda})) \delta^{2\times4}((\lambda \cdot \tilde{\eta}))$$

$$\times \prod_{i=1}^{n_w} \delta \left( [i \ I_w]^2 [i \ i - 1] \alpha_i - \frac{1}{\mathcal{A}_{W_i}} \right) [i - 1] i^4$$

$$\times \prod_{j=1}^{n_b} \delta \left( \langle j \ I_b \rangle^2 \langle j \ j + 1 \rangle \alpha_j - \frac{1}{\mathcal{A}_{B_j}} \right) \langle I_b \ j + 1 \rangle^4 \delta^{1\times4} \left( \tilde{\eta}_j + \frac{\langle I \ j \rangle}{\langle I \ j + 1 \rangle} \tilde{\eta}_{j+1} \right)$$

$$\times \delta (\alpha - 1)$$

(4.1)

where $\mathcal{A}_{W_i} = \frac{1}{[i - 1 \ i][I \ i - 1]}$ and $\mathcal{A}_{B_i} = \frac{1}{\langle j \ j + 1 \rangle \langle I \ j \rangle \langle I \ j + 1 \rangle}$. There are two types of poles.

- A $\delta(p^2_h)$ indicates the local pole after removing a BCFW-bridge.

- A $\delta(c\alpha - 1/A)$ indicates one type of non-local poles. It will form a three point amplitude, or an identity, upon integrating over $\frac{d\alpha}{\alpha}$. It emerges upon removing the BW-bridges $B(i - 1, i, \alpha_i)$ or $B(j, j + 1, \alpha_j)$ on white or black vertices with a pair of external legs $\{i - 1, i\}$ or $\{j, j + 1\}$. In general cases, non-local poles emerge upon the diagrams being disconnected through splitting into two subgraphs after a bridge removal.

**Figure 10.** A local pole as a factorization channel

**Figure 11.** two types of non-local poles as white or black vertices
4.1 Marked permutations, pole types and the canonical order

The marked permutations of the unglued graphs determine the BCFW decomposition chain. The chain is, however, not unique. In the BCFW constructed form, the BCFW-bridge decompositions are performed in a canonical order. In this subsection, first we utilize the marked permutation to determine the two types of poles generated by each step of bridge removal. To achieve this goal, we introduce the Exterior Permutations Number table (the EPN table). Next we introduce the canonical order to choose the best decomposition chain for computing the amplitude.

The EPN table

A useful tool to find the constraints on α variables and pole types of the amplitude from the permutations is using the EPN table. Consider a group of external line \( g_{ij} = \{i, i + 1, \ldots, j - 1, j\} \). The exterior permutations number \( P(g_{ij}) \) defined on this group \( g_{ij} \) is the number of legs \( w \) in the group whose \( \sigma(w) \) is not in the group. Table 4.1 is a general EPN table for \( m \) points graph.

Table 2. The EPN table

| \( P(\{1\}) \) | \( P(\{2\}) \) | \( P(\{3\}) \) | \( \ldots \) | \( P(\{m - 2\}) \) | \( P(\{m - 1\}) \) |
|----------------|----------------|----------------|----------|----------------|----------------|
| \( P(\{1,2\}) \) | \( P(\{2,3\}) \) | \( \ldots \) | \( P(\{m - 3, m - 2\}) \) | \( P(\{m - 2, m - 1\}) \) |
| \( P(\{1,2,3\}) \) | \( \ldots \) | \( P(\{m - 4, m - 3, m - 2\}) \) | \( P(\{m - 3, m - 2, m - 1\}) \) |
| \( \ddots \) | \( \vdots \) | \( \vdots \) | \( \vdots \) |
| \( P(\{1,\ldots, m - 2\}) \) | \( \vdots \) | \( P(\{2,\ldots, m - 1\}) \) | \( P(\{1,\ldots, m - 1\}) \) |

Each time we perform a BCFW-bridge decomposition, the EPN table changes accordingly: Upon removing the bridge \((w \ w + 1)\), only the groups containing one element of \( \{w, w + 1\} \) and one of \( \{\sigma(w), \sigma(w + 1)\} \) will have their exterior permutations’ quantities decrease by 1. We keep track of all the modifications in the EPN table during the chain of decompositions and pay special attention to the pole-contributing ones \( 2 \rightarrow 1 \) and \( 1 \rightarrow 0 \) in the process. For a certain set of external lines \( \{i \ldots j\} \) of an on-shell digarm, after removing one bridge the \( P(g_{ij}) \) modification

- \( 2 \rightarrow 1 \) represents separating the diagram into two subgraphs–one of which is the subgraph labeled by \( \{i \ldots j\} \)--connected by one internal line. The on-shell internal line is then a local pole as shown in Fig. 10, giving constraint \((p_i + p_{i+1} + \ldots + p_j)^2 = 0\).
1 \rightarrow 0 \text{ represents a subgraph labeled by } \{i \ldots j\} \text{ being entirely disconnected from the remaining diagram. It then produces a non-local pole in the amplitude, giving constraint } p_i + p_{i+1} + \ldots + p_j = 0. \text{ As an example, see Fig. 11.}

To better illustrate our approach, we shall see how the EPN table method works in } \mathcal{A}_6^3 \text{ with the permutation }

\sigma = \begin{pmatrix}
1 & 2 & 3 & 4 & 5 & 6 \\
\downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow \\
4 & 6 & 5 & 7 & 8 & 9
\end{pmatrix}.

As for } (3 \ 4 \ 5) \rightarrow (5 \ 7 \ 8), \text{ for instance, external lines 7, 8 do not belong to group } (3 \ 4 \ 5) \text{ while 5 is at the same time } \sigma(3) \text{ and one element of the group, thus } \mathcal{P}(\{3, 4, 5\}) = 2. \text{ Keep numerating until the complete EPN table is obtained. If we remove the (1, 2) bridge, the new permutation reads} (6, 4, 5, 7, 8, 9),

\text{The groups containing one line from } \{1, 2\} \text{ and one line from } \{3, 4\} \text{ have their EPN values altered in the process. In this example, the modification of } \mathcal{P}(\{2, 3, 4\}) = 3 \rightarrow 2 \text{ and that of } \mathcal{P}(\{2, 3, 4, 5\}) = 2 \rightarrow 1. \text{ Recall what we are interested in are those with modifications } 2 \rightarrow 1 \text{ and } 1 \rightarrow 0. \text{ The former case then yields the constraint imposed on } \alpha \text{ in this example, which is } (\hat{p}_2 + p_3 + p_4 + p_5)^2 = 0. \text{ The remaining deformation variables can be obtained in the same way.}

The modifications in the EPN table label two types of constraints and poles. According to these two pole types, we can define a canonical order of BCFW-bridge decompositions. \textit{Note} that if we are decomposing a partial graph utilizing the marked permutation, the “pole” and the constraint we obtain by the EPN modifications may not be the correct one. We shall discuss this case in next paragraph.

\textbf{The canonical order}

The canonical order consists of two rules:

- Bridge decompositions mustn’t cross any already-obtained local pole.
- Disconnected graph except for identity is forbidden.
As stated in the introduction of this section, we first perform bridge decompositions on the partial graph utilizing the marked permutation. Since the partial graph needs to be glued back, the "poles" obtained by the EPN table may not be the correct ones. Each time we obtain a "pole" in a partial graph, we should verify if it is a correct one by looking at the whole diagram. In order to illustrate the two rules of the canonical order, we list all possible conditions one may encounter during bridge removals. We categorize all situations according to $P$ and the pole types.

**2 → 1 as a local pole**

For the planar diagram after gluing back the partial graph, bridge decomposing and obtaining poles by the EPN always give the correct answer. Thus we write down the delta functions in the amplitude according to Section 4.2.

Next we consider the partial graph with two gluing lines $A$ and $\overline{A}$. Consider the group $g_{ij}$ that undergoes the $P(g_{ij}) : 2 \rightarrow 1$ modification. If both or neither of $\{A, \overline{A}\}$ are included in $g_{ij}$ then the "pole" is an 1-line reducible channel (1LR). Otherwise it is an 1-line irreducible channel (1LI).

- For 1LR shown in Fig. 12, one can verify that the 1LR always gives the correct pole in the partial graph. We write down the delta function in the amplitude according to Section 4.2. According to the first rule of the canonical order, once this local pole is obtained we cannot perform BCFW decompositions across it any more. Upon removing the bridge the whole diagram factorizes into $\mathcal{A}_L(p_A, p_{\overline{A}}) \cdot \mathcal{A}_R$. We shall first fully decompose $\mathcal{A}_R$ and then go back to $\mathcal{A}_L(p_A, p_{\overline{A}})$.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{1-line-reducible-channel.png}
\caption{1-line reducible channel}
\end{figure}
• For 1LI shown in Fig. 13, the “pole” we obtain from EPN is not correct, since after gluing back the partial graph the “pole” no longer exists. Since the “pole” is not a correct local pole, the first rule of the canonical order does not apply. Thus we do not write down the delta function in the amplitude but save it until we glue back the partial graph. After a bridge removal, the partial graph falls into \(A_L(p_A)\) and \(A_R(p_A)\). Then we choose the simpler diagram of \(A_L(p_A)\) and \(A_R(p_A)\) and redefine it as the new partial graph. Repeating the procedures above, the size of the partial graph drops rapidly as shown in Fig. 13(a). The advantage of this strategy is that it takes fewer steps to unfold the loop. The partial graph will finally arrive at a planar box or a nonplanar box. If the box is nonplanar as shown in Fig. 13(c) we shall apply \(U(1)\) decoupling relation to twist the box and arrive at Fig. 13(b). To unfold the loop in the planar box case we remove a WB- and a BW- bridge. After the loop is unfolded we glue back the partial graph. Then we refer to the EPN table of the whole diagram and write down all the delta functions of \(\mathcal{P}(g_{ij}) = 1\) according to Eq. 4.3.

![Diagram](image)

(a) the decomposition chain of 1LI

(b) a planar box as the final partial graph

(c) a nonplanar box as the final partial graph

**Figure 13.** 1-line irreducible channel

\[1 \to 0\] as a non-local pole

• If a white or a black three-point vertex becomes the identity, the pole is allowed by the canonical order. Then we write down the delta function in the amplitude according to Section 4.2.
• If there comes no identity, the result is a disconnected graph. The disconnected graph is forbidden by the canonical order. We should try another bridge.

For now we have discussed the canonical order of BCFW-bridge decomposition. First we label different bridge decompositions according to their EPN modifications. For each types of EPN modification, we obtain the corresponding pole types. Then we define the canonical order and select an explicit BCFW chain accordingly. With the canonical order, we can decompose the leading singularities in an extremely efficient manner. The only missing piece is the calculation result of the delta function of each pole, which we shall present in the next subsection.

4.2 Amplitude recursion relation under the canonical order

The BCFW-bridge will import an integration over \( \frac{d\alpha}{\alpha} \) into the amplitude which shall be fixed by the local poles and non-local poles. These two poles arise when some \( g_{ij} \to 1 \) and \( g'_{ij'} \to 0 \) appear in EPN table. Inspired by BCFW recursion relation in the tree-level diagram \([1-4]\), we can write down the poles in the leading singularities’ amplitudes in terms of on-shell propagators and three-vertexes. In this section, we calculate the delta functions of each type of poles and the supermomentum factors of the amplitudes.
Recursion relation of the local pole

When \( g_{ij} \to 1 \), the amplitude \( \mathcal{A} \) factorizes into \( \mathcal{A}_L \) and \( \mathcal{A}_R \):

\[
\mathcal{A} = \int \frac{d\alpha}{\alpha} \int \frac{d^2 \lambda_I d^2 \tilde{\lambda}_I d^4 \eta_I}{\text{vol}(GL(1))} \mathcal{A}_L(p_I(\alpha), \eta_I) \delta^{2 \times 2} \left( \sum p_{L,j} - p_I(\alpha) \right) \\
\times \mathcal{A}_R(p_I(\alpha), \eta_I) \delta^{2 \times 2} \left( \sum p_{R,j} + p_I(\alpha) \right) \\
= \int \frac{d\alpha}{\alpha} \int d^4 \eta_I \delta \left( p_I(\alpha)^2 \right) \mathcal{A}_L(p_I(\alpha), \eta_I) \mathcal{A}_R(p_I(\alpha), \eta_I) \\
\times \delta^{2 \times 2} \left( \sum p_{L,j} - p_I(\alpha) \right) \delta^{2 \times 2} \left( \sum p_{R,j} + p_I(\alpha) \right) \\
= \int \frac{d\alpha}{\alpha} \int d^4 \eta_I \delta \left( p_I(\alpha)^2 \right) \mathcal{A}_L(p_I(\alpha), \eta_I) \mathcal{A}_R(p_I(\alpha), \eta_I) \\
\times \delta^{2 \times 2} \left( \sum p_{L,j} + \sum p_{R,j} \right). \quad (4.2)
\]

Thus each time we obtain a local pole we write down a delta function \( \delta(\hat{p}_I^2) \) and keep in mind that the supermomentum integration is left to be evaluated later.

One-bridge-one-pole correspondence is not always true. Recall the 1LI case in Section 4.1. After removing the bridge we do not write down the delta function immediately. Upon gluing back the partial graph all local poles we missed before will jump out at once. Similar to the discussion above, we arrive at a set of several coupled equations of variables \( \alpha_h \) and the amplitude has the form:

\[
\mathcal{A} = \prod_{i=1}^{M-1} \int d^4 \eta_i \int \prod_{i=1}^{M-1} \frac{d\alpha_{h_i}}{\alpha_{h_i}} \mathcal{A}_1 \delta \left( \hat{p}_I^2 \right) \mathcal{A}_2 \delta \left( \hat{p}_{I_2}^2 \right) \cdots \mathcal{A}_{M-1} \delta \left( \hat{p}_{I_{M-1}}^2 \right) \mathcal{A}_M \delta^{2 \times 2} \left( \sum p_e \right) \quad (4.3)
\]

where the \( p_I \)'s are functions of \( \alpha_i \).

In the local pole cases, most of the delta functions are linear.

\[
\int \frac{d\alpha}{\alpha} \delta \left[ \left( p_{L,1} + p_{L,2} + \cdots + p_{L,i} - \alpha \lambda_a \tilde{\lambda}_b \right)^2 \right] \\
= \int \frac{d\alpha}{\alpha} \delta \left( s_{1,2,\ldots,i} - \alpha \langle a | p_{1,\ldots,i} | b \rangle \right) \\
= \frac{1}{s_{1,2,\ldots,i}}. \quad (4.4)
\]

The only exception is the final three \( \alpha \)'s fixed by delta functions on line \( I_a, I_b \) and \( I_c \) in Fig. 16. These three delta functions are usually quadratic and have two solutions.
The momentum $p_A$ of the loop line $A$ is determined by the three delta functions. We can substitute $p_A$ into other delta functions. As a result, all other delta functions on $\alpha$’s will become linear.

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure16}
\caption{The BCFW-bridge to open the loop of the diagram.}
\end{figure}

Recursion relations of the non-local pole

In the canonical order, the only allowed non-local poles are black and white three-point vertexes.

- After a BW-bridge on a white vertex is removed, the amplitudes transform as

$$
\begin{align*}
\mathcal{A}_{W}^{z} & = \int \frac{d\alpha}{\alpha} A_{3}^{(1)}(i - 1, i, I) \times A_{W}^{z} \\
& = \int \frac{d\alpha}{\alpha} \delta \left( [i I]^{2}[i i - 1] - \frac{1}{A_{3}^{(1)}(i - 1, i, I)} \right) \times A_{W}^{z} \\
& = \int \frac{d\alpha}{\alpha} \delta \left( [i I]^{2}[i i - 1] - \frac{1}{A_{3}^{(1)}(i i - 1)} \right) \times A_{W}^{z}
\end{align*}
$$

(4.5)
After a BW-bridge on a black vertex is removed, the amplitudes transform as

\[
\delta_{j+1}^i (i-1,i,I) = \int \frac{d\alpha}{\alpha} \delta_{\alpha} (\langle j I \rangle^2 \langle j j + 1 \rangle \alpha - \langle i - 1 \rangle \langle i I \rangle \langle I i - 1 \rangle) \times \left( \frac{1}{A_{3}^{(2)}(i-1,i,I)} \right) \times \left( \frac{1}{A_{3}^{(2)}(i,i,I)} \right) \]

Decompositions of two external lines is trivial.

\[
\int \frac{d\alpha}{\alpha} \delta(\alpha - 1) = 1. \quad (4.7)
\]

**Supermomentum factors**

Until now we have not mentioned the supersymmetry part. Since a BCFW-bridge does not contribute supermomentum factors, these factors originate merely from superparameter integration over internal lines between each two vertices.

According to Eq. 4.2, a local pole line contributes an integration over the single channel line \( \int d^4 \eta_I \). According to the definition in [43], a white vertex \( A_{3}^{w}(12I) \) contributes

\[
\delta^{1 \times 4} ([2I] \bar{\eta}_1 + [I1] \bar{\eta}_2 + [12] \bar{\eta}_I),
\]

and a black vertex \( A_{3}^{b}(12I) \) contributes

\[
\delta^{2 \times 4} (\lambda_1 \bar{\eta}_1 + \lambda_2 \bar{\eta}_2 + \lambda_I \bar{\eta}_I).
\]

The integration \( \int d^4 \eta_I \) could be done upon the evaluation of a white or black vertex. The factors are as follows:

\[
\int d^4 \bar{\eta}_I \delta^{1 \times 4} ([2I] \bar{\eta}_1 + [I1] \bar{\eta}_2 + [12] \bar{\eta}_I) = [12]^4 \quad (4.8)
\]
\[
\int d^4 \tilde{\eta}_I \delta^{2 \times 4} (\lambda_1 \tilde{\eta}_1 + \lambda_2 \tilde{\eta}_2 + \lambda_I \tilde{\eta}_I)
\]
\[
= \int d^4 \tilde{\eta}_I \left( \frac{1}{\langle 12 \rangle} \right)^4 \delta^{1 \times 4} (\langle 21 \rangle \tilde{\eta}_1 + \langle I1 \rangle \tilde{\eta}_I) \delta^{1 \times 4} (\langle 12 \rangle \tilde{\eta}_2 + \langle I2 \rangle \tilde{\eta}_I)
\]
\[
= \left( \frac{\langle I2 \rangle}{\langle 12 \rangle} \right)^4 \delta^{1 \times 4} \left( \langle 21 \rangle \tilde{\eta}_1 - \langle I1 \rangle \frac{\langle 12 \rangle}{\langle I2 \rangle} \tilde{\eta}_2 \right)
\]
\[
= \langle I2 \rangle^4 \delta^{1 \times 4} \left( \tilde{\eta}_1 + \frac{\langle I1 \rangle}{\langle I2 \rangle} \tilde{\eta}_2 \right). \tag{4.9}
\]

Now, with the final missing piece retrieved, we have the whole story of the BCFW constructed forms of one-loop leading singularities. We can obtain the explicit amplitude of an one-loop leading singularity—be it planar or nonplanar— almost as conveniently as we do for tree-level diagrams. In order to display the superiority of our methodology, we provide two examples as follows:

### 4.3 Examples

In this subsection, we will work out two examples in details. Recall that according to permutations, nonplanar leading singularities can be categorized into three groups. Our calculation, however, will not lose generality for the fact that after twisting one planar leg or twisting a nonplanar box, either case will fall into External line Pairs. Thus we calculate Black-White Chain $\mathcal{A}_6^3$ and Box Chain $\mathcal{A}_8^4$.

**Black-White Chain $\mathcal{A}_6^3$**

![Figure 17. Black-White Chain $\mathcal{A}_6^3$](image17.png)

![Figure 18. Black-White Chain $\mathcal{A}_6^3$ after twisting a leg](image18.png)
As an example of Black-white Chain, we calculate \( A_{0}^3 \). We extract the partial graph as shown in Fig. 17. The partial graph includes external legs 3 and 7 as well as two legs 4 and 8.

Obviously, the partial graph is already a “skeleton diagram”, specifically a black-white chain, which requires twisting the leg into planar one and multiply by \((-1)\). The partial graph the transforms into the \((7, 3)\) Go on to remove this White-Black bridge,

\[
\begin{align*}
\lambda_7 &\rightarrow \lambda_3 = \lambda_7 \\
\tilde{\lambda}_7 &\rightarrow \tilde{\lambda}_3 = \tilde{\lambda}_7 - \alpha \tilde{\lambda}_3 \\
\lambda_3 &\rightarrow \lambda_3 = \lambda_3 + \alpha \lambda_7 \\
\tilde{\lambda}_3 &\rightarrow \tilde{\lambda}_3 = \tilde{\lambda}_3
\end{align*}
\]

(4.10)

and the loop is unfolded. To obtain the corresponding constraint we should refer to the EPN table of the whole graph

\[
\begin{array}{cccccc}
1 & 2 & \tilde{3} & 5 & 6 \\
1 & 1 & 1 & 1 & 1 \\
2 & 2 & 2 & 2 \\
3 & 1 & 3 \\
2 & 2 \\
1
\end{array}
\]

As \(\mathcal{P}(\{2, \tilde{3}, 5\})\) becomes 1, we obtain a local pole:

\[
p_{I_1} = (p_2 + p_3 + p_5)^2 = 0, \quad (4.11)
\]

\[
\alpha = \frac{p_{235}^2}{\langle 7|p_{235}|3 \rangle}, \quad p_{I_2} = \frac{p_{235}|3 \otimes p_{235}|7}{\langle 7|p_{235}|3 \rangle}. \quad (4.12)
\]

We proceed to seek all remaining propagators and the graph is decomposed into bare three-point amplitudes, i.e.

\[
A_{0}^3 = \int \frac{d\alpha_1}{\alpha_1} \wedge \frac{d\alpha_2}{\alpha_2} \wedge \frac{d\alpha_3}{\alpha_3} \delta(p_{235}^2)\delta(p_{35}^2)\delta(p_{2356}^2) \times 7
\]

(4.13)

Then we further evaluate the non-local poles starting from one end of the chain. Each time when we send an external line to identity, a deformation variable will be extracted from the amplitude and the corresponding delta function is shown in Eq. 4.5 and 4.6.
We should also consider supermomentum factors in Eq. 4.8 and 4.9. Finally we can write down the amplitude in form of Eq. 4.1 as follows:

\[
\mathcal{A}_6^3 = \int \frac{d\alpha_1}{\alpha_1} \wedge \cdots \wedge \frac{d\alpha_8}{\alpha_8} \delta(p_{235}^2) \delta(p_{35}^2) \delta(p_{2356}^2) \delta^{2\times2}(\lambda \cdot \hat{\lambda}) \delta^{2\times4}(\lambda \cdot \tilde{\eta}) \\
\times \delta \left( \frac{[5I_1][53][\alpha_4 - 1]}{A_{35I_1}^{W}} \right) [3, 5]^4 \\
\times \delta \left( \langle 2I_2 \rangle^2 \langle 2I_1 \rangle \alpha_5 - \frac{1}{A_{2I_1I_2}^{W}} \right) \langle I_2 I_1 \rangle^4 \delta^{1\times4} \left( \tilde{\eta}_2 + \frac{\langle I_2, 2 \rangle}{\langle I_2 I_1 \rangle} \tilde{\eta}_1 \right) \\
\times \delta \left( \langle I_2 I_3 \rangle^2 \langle I_2 6 \rangle \alpha_6 - \frac{1}{A_{I_2I_3}^{W}} \right) \langle I_3 6 \rangle^4 \delta^{1\times4} \left( \tilde{\eta}_2 + \frac{\langle I_3, I_2 \rangle}{\langle I_3 6 \rangle} \tilde{\eta}_6 \right) \\
\times \delta \left( \frac{[1I_3][17][\alpha_7 - 1]}{A_{I_3I_5}^{W}} \right) \delta^{1\times4} \left( [6, I_3] \tilde{\eta}_2 + [I_3, I_2] \tilde{\eta}_6 + [I_2, 6] \tilde{\eta}_3 \right) \\
\times \delta (\alpha_8 - 1). 
\] (4.14)

A fast approach to work out the fat expression above is to recombine the three-point

**Figure 19.** The BCFW decomposition chain of $A_6^3$
amplitudes together to form larger amplitudes. It is easy to verify that the combination of the white point and black point in the left is $A(6, \tilde{7}, 1, I_2)$ and $A(I_2, 2, \tilde{3}, 5)$ in the right. The two $A^4_4$ can be further combined. Using a small technique to deal with $\lambda_3$,

$$
\langle \tilde{3} \rangle = \langle 3 \rangle + \frac{p^2_{235}}{\langle 7 | p_{235} | 3 \rangle} \langle 7 \rangle
$$

$$
= \frac{1}{\langle 7 | p_{235} | 3 \rangle} (\langle 3 | \langle 7 | p_{235} | 3 \rangle - \langle 3 | p_{235} | 3 \rangle + p^2_{25} | 7 \rangle)
$$

$$
= \frac{1}{\langle 7 | p_{235} | 3 \rangle} (\langle 73 | p_{235} | 3 \rangle + p^2_{25} | 7 \rangle).
$$

The final amplitude then yields

$$
\mathcal{A} = \int d^4 \tilde{\eta}_2 \mathcal{A}(6, \tilde{7}, 1, I_2) \frac{1}{s_{235}} \mathcal{A}(I_2, 2, \tilde{3}, 5)
$$

$$
= \frac{\langle 7 | p_{25} | 3 \rangle^2 | 35 \rangle^3}{\langle 67 \rangle \langle 71 \rangle \langle 1 | p_{25} | 3 \rangle \langle 6 | p_{25} | 3 \rangle s_{235} \langle 7 | p_{23} | 5 \rangle \langle 7 | p_{35} | 2 \rangle \langle 23 \rangle} \times \delta^{1 \times 4} (\tilde{\eta}_2 + \frac{\langle 7 | (p_3 \circ p_{25} + p^2_{25}) \circ p_{25} | 3 \rangle}{\langle 7 | p_{25} | 3 \rangle} \tilde{\eta}_3 + \frac{[23]}{[35]} \tilde{\eta}_5)
$$

$$
\times \delta^{2 \times 4} (\lambda_1 \tilde{\eta}_1 + \lambda_2 \tilde{\eta}_2 + \lambda_3 \tilde{\eta}_3 + \lambda_4 \tilde{\eta}_4 + \lambda_5 \tilde{\eta}_5 + \lambda_6 \tilde{\eta}_6).
$$

Remember this is the amplitude of the twisted diagram, i.e. a Black-White Pair case. And the corresponding Black-White Chain case’s amplitude should be the opposite.

**Box Chain $A^4_8$**

**Figure 20.** Box Chain $A^4_8$

**Figure 21.** Box Chain $A^4_8$ with one box twisted

Box Chain $A^4_8$ is a symmetrical diagram with four nonplanar boxes. In this diagram, we should choose any one nonplanar box as the partial graph. Since we cannot remove any bridge on a nonplanar box, we need to apply $U(1)$ decoupling relation to
twist at least one box. The corresponding scattering amplitude is the sum of two
diagrams. Following the canonical order, we can first remove a White-Black bridge (4, 5) on
the twisted partial graph, which does not produce an obvious propagator we usually
encounter in tree level amplitudes. In the meantime, the loop still exists. We now go
on the twisted partial graph, which does not produce an obvious propagator we usually
grams'. Following the canonical order, we can first remove a White-Black bridge (4
by at least one box. The corresponding scattering amplitude is the sum of two dia-
the final amplitude of the Fig. 21. The first two steps of BCFW-bridge decompositions
enable line 4 and 5 deformed by a scale,
\[\begin{aligned}
\lambda_4^4 &= \lambda_4 + \alpha_2(\lambda_5 + \alpha_1 \lambda_4) \\
\lambda_5^5 &= \lambda_5 - \alpha_2(\lambda_4 - \alpha_1 \lambda_5)
\end{aligned}\]  \quad (4.17)
\[\begin{aligned}
\alpha_1 \text{ and } \alpha_2 \text{ can be determined by sending internal momenta } I_1 \text{ and } I_2 \text{ on-shell, which yields,}
\begin{aligned}
(p_4^4 + p_3^3 + p_7)^2 &= 0 \\
(p_5^5 + p_1^1 + p_9)^2 &= 0.
\end{aligned}
\]  \quad (4.18)
If we replace \(p_5^5\) by \(p_4^4 + p_5^5 - p_4^4\) and denote \(\alpha_2\) by \(\alpha_1\),
\[\alpha_2 = \frac{(p_5^5 + p_3^3 + p_7)^2}{\langle 5 | p_{357} | 4 \rangle} = -\frac{(p_5^5 - p_1^1 - p_4^4 - p_5^5 - p_9)^2}{\langle 5 | p_{1459} | 4 \rangle}\]  \quad (4.19)
where \(p_{ij...k} = p_i + p_j + \cdots + p_k, |5\rangle = |5\rangle + \alpha_1 |4\rangle\) and \(|4\rangle = |4\rangle - \alpha_1 |5\rangle\). By eliminating
\(\alpha_2\), we can obtain \(\alpha_1\) by solving the equation
\[\frac{s_{457} - \langle 4 | p_{37} | 5 \rangle \alpha_1}{\langle 5 | p_{37} | 4 \rangle - (p_3 p_4 + p_4 p_7) \alpha_1 - \langle 4 | p_{37} | 5 \rangle \alpha_1^2} = -\frac{s_{149} - \langle 4 | p_{19} | 5 \rangle \alpha_1}{\langle 5 | p_{19} | 4 \rangle - (p_1 p_4 + p_4 p_9) \alpha_1 - \langle 4 | p_{19} | 5 \rangle \alpha_1^2}.\]  \quad (4.20)
This is a quadratic equation of \(\alpha_1\), which gives two solutions, namely \(\alpha_{1+}\) and \(\alpha_{1-}\).
With values of \(\alpha\) clear by now, we can immediately work out the other two internal
line momenta using
\[I_1 = \frac{p_{159} \langle 4 \rangle \otimes p_{159} \langle 5 \rangle}{\langle 5 | p_{159} | 4 \rangle}, \quad I_2 = \frac{p_{12589} \langle 4 \rangle \otimes p_{12589} \langle 5 \rangle}{\langle 5 | p_{12589} | 4 \rangle}.\]  \quad (4.21)
We now construct the full amplitude for twisted box chain \(A_8^4\), which is
\[\begin{aligned}
A^4_8 &= \int d^2 \lambda_1 d^2 \lambda_{\tilde{1}} d^2 \lambda_2 d^2 \lambda_{\tilde{2}} \frac{d\alpha_1 d\alpha_2}{\text{vol}(GL(1))} \delta(I_1 + p_1 + p_9 + \tilde{5}) \\
&\times \delta(I_1 + I_2 + p_2 + p_8) A_1^2 A_{\tilde{1}}^2 A_2^2 A_{\tilde{2}}^2,
\end{aligned}\]  \quad (4.22)
where $A_8^2 A_4^2 A_4^1$ represents integration

\[
\int d^4\bar{\eta}_1 d^4\bar{\eta}_2 A(9, 5, 1, I_1) A(I_1, 2, I_2, 8) A(I_2, 3, 4, 7)
\]

\[
= \frac{|4| p_{159} |1|^3}{\langle 95 | (15) | 4| p_{159} |9 | 4| p_{159} |8 | 4| p_{159} |2 \rangle}
\times \frac{|4| p_{159} |2|^3}{\langle 34 | + \alpha_2 (35) \rangle \langle 47 | + \alpha_2 (57) \rangle | 4| p_{12589} |8 | 4| p_{12589} |7 | 4| p_{12589} |3 \rangle}
\]

\[
\times \delta^{1 \times 4} \{ \bar{\eta}_1 + \frac{|4| p_{159} |9 |}{|4| p_{159} |1 |} \bar{\eta}_9 + \frac{|4| p_{159} |5 |}{|4| p_{159} |1 |} \bar{\eta}_5 - \alpha_2 (\bar{\eta}_4 - \alpha_1 \bar{\eta}_5) \} \times \delta^{1 \times 4} \{ \bar{\eta}_2 + \frac{|4| p_{12589} |1 |}{|4| p_{12589} |2 |} \bar{\eta}_1 + \frac{|4| p_{12589} |5 |}{|4| p_{12589} |2 |} \bar{\eta}_5 - \alpha_2 (\bar{\eta}_4 - \alpha_1 \bar{\eta}_5) \} \times \delta^{2 \times 4} (\Sigma \lambda, \bar{\eta}_l) \quad (4.23)
\]

Integrate over both $I$ in the amplitude’s expression, the amplitude becomes

\[
\int \frac{d\alpha_1}{\alpha_1} \frac{d\alpha_2}{\alpha_2} \delta[(I_1 + p_1 + p_9 + l)^2] \delta[(I_1 + I_2 + p_2 + p_8)^2] A_8^2 A_4^2 A_4^1 \quad (4.24)
\]

Notice that the Dirac delta functions are both quadratic equations, whose factorization give two first-order equations of $\alpha$. Since $\alpha_2$ can be obtained from $\alpha_1$, we can first integrate over $\alpha_2$ and then factorize the remaining quadratic equation before integrating over $\alpha_1$. The calculation result is then

\[
\frac{1}{S} = \int \frac{d\alpha_1}{\alpha_1} \frac{d\alpha_2}{\alpha_2} \delta[(I_1 + p_1 + p_9 + l)^2] \delta[(I_1 + I_2 + p_2 + p_8)^2] = \frac{1}{s_{159}}
\times \frac{\langle 5 | p_{19} |4 \rangle}{\langle 4 | p_{19} \circ (p_{28} \circ p_{19} - p_{28} \circ p_4 - p_4^2) |5 \rangle}
\times \frac{1}{|\alpha_{1+} - \alpha_{1-}|} \left( \frac{1}{\alpha_{1+}} + \frac{1}{\alpha_{1-}} \right) \quad (4.25)
\]

The amplitude of twisted $A_4^4$ is thus clear after substituting $\alpha_1$’s two values into the expression. The final amplitude of box chain requires two more operations. One is to add up both twisted $A_4^4$’s amplitude and the other is to relabel the diagram in cyclic order. The amplitude of box chain $A_8^4$ finally reads

\[
A_8^4 = -C (1 + r_{45}) \frac{A_8^2 A_4^2 A_4^1}{S}, \quad (4.26)
\]

where operator $r_{ij}$ switches label $i$ and $j$ in amplitudes and operator $C$ relabels the whole diagram to cyclic order.
We stress that for $A_k^n$ with large $n$, in particular, the calculation process can be greatly reduced based on the BCFW constructed form. The scattering amplitude of an one-loop leading singularity—be it planar or nonplanar—can be obtained almost as conveniently as in tree level diagrams.

5 conclusion and outlook

In this paper we study nonplanar leading singularities. We focus on the BCFW decomposition chain, the top-form and the explicit amplitudes of nonplanar leading singularities.

We construct the BCFW decomposition chain by introducing a cut on one internal line and write down the permutation of the unglued planar diagram. We name it the marked permutation. Like permutation working on planar graphs, marked permutation labels the BCFW decomposition chain in a remarkably simple way. The marked permutation of one-loop leading singularities falls into one of three categories: External Line Pair, Black-White Chain and Box Chain.

- In External Line Pair cases, the loop is unfolded and the graph becomes identity upon removing a series of BCFW-bridge.
- In Black-White Chain cases, the graph can be transformed into external line pair type by performing a $U(1)$ decoupling relation of three-point amplitudes on a vertex.
- In Box chain cases, the graph can also be transformed into external line pair type by performing a $U(1)$ decoupling relation of four-point amplitudes on a box.

Therefore we can reconstruct any one-loop leading singularity and its dlog form from identity, utilizing marked permutation, BCFW-bridges and $U(1)$ decoupling relation.

Marked permutation unveils the top-forms of nonplanar leading singularities. The integration contour in top-form integral is determined by the geometric constraints on the Grassmannian manifold. For general on-shell diagrams, BCFW decomposition chain can be utilized to determine all possible linear dependences among the columns of Grassmannian matrix $C$. This indicates the correlations between BCFW decomposition and “matroid stratification” [80], which will be further discussed in our future work. The integrand of nonplanar top-form also needs to be constructed from scratch.
We attach a non-adjacent bridge on a planar diagram to construct a non-planar diagram, and derive the new integrand as well as the integration contour. We can finally construct the top-form for any non-planar leading singularities by adding BCFW-bridges subsequently. For MHV diagrams, the top-form can be further simplified into the summation of several planar diagrams. This conclusion holds for all loop conditions. At one-loop level, the reduction process corresponds to the KK relations [79]. In one-loop NMHV and N^2MHV cases non-planar top-forms can also be obtained and there are clues that the integrands can be reduced to several planar-like diagrams. We shall resolve the simplifications of N^kMHV top-forms in our future work.

We then calculate non-planar one-loop leading singularities explicitly in the BCFW constructed form. We utilize the marked permutation to categorize the poles into two types: local poles and nonlocal poles. We then define the canonical order according to the pole types:

- Bridge decompositions mustn’t cross any already-obtained local pole;
- Disconnected graph except for identity is forbidden;

and obtained an explicit BCFW chain to decompose the one-loop leading singularities in an extremely efficient manner. We then calculate the delta functions of each type of poles and the supermomentum factors of the amplitudes. We prove that under canonical order the two type of poles are respectively analogous to on-shell propagators and three-point vertices in BCFW recursion relation of tree-level amplitudes. The BCFW constructed form of one decomposition chain is:

\[ \mathcal{A}_n^k = \int \frac{d\alpha_1}{\alpha_1} \wedge \cdots \wedge \frac{d\alpha_{2n-4}}{\alpha_{2n-4}} \prod_{h=1}^{n_p} \delta^2(p_h^2) \delta^2(\lambda \cdot \bar{\lambda}) \delta^4(\lambda \cdot \bar{\eta}) \]
\[ \times \prod_{i=1}^{n_w} \delta \left( [i W_i][i - 1] \alpha_i - \frac{1}{\mathcal{A}_W} \right) \delta^4(\bar{\alpha} - 1) \]
\[ \times \prod_{j=1}^{n_b} \delta \left( (j B_j)^2(\bar{j} + 1) \alpha_j - \frac{1}{\mathcal{A}_B} \right) \delta^4(\bar{\alpha} - 1) \]
\[ \times \delta^4(\bar{\alpha} - 1). \] (5.1)

The construction of non-planar amplitudes for leading singularities itself lends hope to finding the all loop integrands, as long as all propagators are obtained. More ideas and methods in topology are called for while dealing with higher-loop non-planar amplitudes. In the next paper we will provide a systematic method to solve the all loop
amplitudes utilizing bipartite on-shell diagrams. Besides, the top-form of the nonplanar leading singularity requires further studies in the level of $N^k$MHV amplitude. We will probably find that $N^k$MHV top-form can also be simplified to several planar-like top-forms, or it is the sum of several $N^k$MHV top-forms that can be finally reduced as we wish. These expected discoveries will dig a new path for constructing the all loop scattering amplitudes. Last but not the least we shall apply our methodology to $\mathcal{N} < 4$ SYM or gauge theories in other dimensions.
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A BCFW-bridge decomposition to three basic types of diagrams

As discussed in [43], any planar on-shell diagram can be decomposed to identities by adjacent BCFW-bridge decomposition. For nonplanar diagrams of leading singularities, BCFW-bridge decomposition still works well. We can cut a loop line or move a partial graph from the nonplanar leading singularity such that the unglued or partial graph is planar with two marked unglued lines $A, \bar{A}$. Then the graph can be characterized by the marked permutations \{\sigma(a_1)\cdots\sigma(a_i)\sigma(A)\sigma(b_1)\cdots\sigma(b_j)\sigma(\bar{A})\}. It can be classified to three types according to the marked permutation as follows

(1) $\sigma(A) \neq \bar{A} \&\& \sigma(\bar{A}) \neq A$;
(2) $\sigma(A) = \bar{A} \&\& \sigma(\bar{A}) \neq A$, or $\sigma(\bar{A}) = A \&\& \sigma(A) \neq \bar{A}$;
(3) $\sigma(A) = \bar{A} \&\& \sigma(\bar{A}) = A$. 
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**Theorem 1** The unglued or partial graph can be decomposed to three basic types of on-shell diagrams by removing adjacent BCFW-bridges, giving the corresponding permutations as

\[(1) \text{ External Line Pair} \]

\[
\sigma = \begin{pmatrix}
    a_1 & a_2 & \cdots & a_{m-1} & a_m & A & b_1 & b_2 & \cdots & b_{m-1} & b_m & \bar{A} \\
    \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \\
    \bar{A} & b_{m-1} & \cdots & b_2 & b_1 & A & a_{m-1} & \cdots & a_2 & a_1 & b_m \\
\end{pmatrix},
\]

\[
\sigma = \begin{pmatrix}
    a_1 & a_2 & \cdots & a_m & A & b_2 & b_1 & \cdots & b_{m-1} & b_m & \bar{A} \\
    \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \\
    \bar{A} & b_m & \cdots & b_2 & b_1 & A & a_{m-1} & \cdots & a_2 & a_1 \\
\end{pmatrix},
\]

\[
\sigma = \begin{pmatrix}
    a_1 & a_2 & \cdots & a_{m-1} & a_m & A & b_1 & b_2 & \cdots & b_{m-2} & b_{m-1} & \bar{A} \\
    \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \\
    \bar{A} & b_{m-2} & \cdots & b_1 & A & a_m & a_{m-1} & \cdots & a_2 & a_1 & b_{m-1} \\
\end{pmatrix},
\]

\[
\sigma = \begin{pmatrix}
    a_1 & a_2 & \cdots & a_{m-1} & a_m & A & b_1 & b_2 & \cdots & b_{m-1} & \bar{A} \\
    \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \\
    \bar{A} & b_{m-1} & \cdots & b_2 & b_1 & A & a_{m-1} & \cdots & a_2 & a_1 \\
\end{pmatrix}.
\]
\[ \sigma = \begin{pmatrix} a_1 & a_2 & \cdots & a_{m-1} & a_m & A & b_1 & \cdots & b_{m-2} & \bar{A} \\ \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow \\ \bar{A} & b_{m-2} & \cdots & b_1 & A & a_m & a_{m-1} & \cdots & a_2 & a_1 \end{pmatrix}. \]

- We can also replace the three point black vertexes in above cases by white ones.

(2) Black-White Chain

\[ \sigma = \begin{pmatrix} a_1 & a_2 & \cdots & a_{m-1} & a_m & A & b_1 & b_2 & \cdots & b_m & \bar{A} \\ \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow \\ b_m & b_{m-1} & \cdots & b_2 & b_1 & A & A & a_m & \cdots & a_2 & a_1 \end{pmatrix}. \]
\[ \sigma = \left( \begin{array}{cccc} a_1 & \cdots & a_{m-1} & a_m \ A \ b_1 & \cdots & b_m & \bar{A} \\ \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow \\ b_{m-1} & \cdots & b_1 & A & \bar{A} & a_m & \cdots & a_1 & b_m \end{array} \right) . \]
\begin{equation}
\sigma = \begin{pmatrix}
a_1 & a_2 & \cdots & a_m & A & b_1 & \cdots & b_{m-1} & \bar{A} \\
\downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow \\
\bar{A} & b_{m-1} & \cdots & b_1 & a_m & a_{m-1} & \cdots & a_1 & A \\
\end{pmatrix}.
\end{equation}

\textbf{(3) Box Chain}

\begin{equation}
\sigma = \begin{pmatrix}
a_1 & \cdots & a_m & A & b_1 & \cdots & b_m & \bar{A} \\
\downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow \\
b_m & \cdots & b_1 & \bar{A} & a_m & \cdots & a_1 & A \\
\end{pmatrix}.
\end{equation}

Proof: We can label the \(n\) external lines \(\{a_1, \cdots, a_i, A, b_1, \cdots, b_j, \bar{A}\}\) of the graph in the cyclic order as \(\{1 \cdots i, i + 1, i + 2 \cdots i + j + 1, i + j + 2\}\). We call the lines \(\{1 \cdots i\}\) and lines \(\{i + 2 \cdots i + j + 1\}\) as up-lines and down-lines respectively. As discussed in section ??, in the cyclic order the adjacent BCFW-bridges can be sorted into two types: WB-bridge and BW-bridge. After removing the WB-bridge \(B_{wb}(k, k+1)\) or BW-bridge \(B_{bw}(k, k+1)\), the modification on the permutation is \(\sigma \to \sigma' = Z_2(k, k+1) \cdot \sigma\) or \(\sigma \to \sigma' = Z_2(\sigma^{-1}(k), \sigma^{-1}(k+1)) \cdot \sigma\) respectively, where \(Z_2(k, k+1)\) is a \(Z_2\) permutation on line \(k\) and \(k+1\). It is obvious that the diagram will contain a WB-bridge \(B_{wb}(k, k+1)\) in the diagram if \(\sigma(k) < \sigma(k+1)\) or a BW-bridge \(B_{bw}(k, k+1)\) if \(\sigma^{-1}(k) < \sigma^{-1}(k+1)\).

Under WB-bridge decompositions, an up-line \(k\) with \(\sigma^{-1}(k) \in \{1, \cdots, i\}\) or a down-line \(k\) with \(\sigma^{-1}(k) \in \{i + 2, \cdots, i + j + 1\}\) can be transformed to identity. For two up-lines \(k_b = \sigma^{-1}(k_e), k_e,\) we only prove reductively for the case with \(k_e > k_b\) that the \(k_e\) can be transformed to identity by removing WB-bridges. The \(k_e < k_b\) case is similar.
First For the case \( k_e - k_b = 1 \). Since

\[
\sigma(k_e) = \begin{cases} 
  k_s \text{ (if } k_s > k_e \text{)} \\
  k_s + n \text{ (if } k_s < k_e \text{)} 
\end{cases}
\]

it is obvious that \( \sigma(k_b) < \sigma(k_e) \). After removing the BW-bridge on lines \((k_b, k_e)\), the resulting permutation is \( \sigma'(k_e) = k_e \) which means label \( k_e \) has become identity.

Second For the case \( k_e - k_b = 2 \). Due to the same reason we have \( \sigma(k_b) < \sigma(k_e) \) and \( \sigma(k_b) < \sigma(k_e - 1) \). Then we can remove both the \( B_{bw}(k_b, k_e - 1) \) bridge and the \( B_{bw}(k_e - 1, k_e) \) bridge. The resulting permutation is \( \sigma'(k_e) = k_e \).

Third For the case \( k_e - k_b = 3 \). We find \( \sigma(k_b) < \sigma(k_e) \), \( \sigma(k_b) < \sigma(k_e - 1) \) and

\[
\sigma(k_e - 2) = \begin{cases} 
  k_s \text{ (if } k_s > k_e \text{)} \\
  k_s + N \text{ (if } k_s < k_e - 2 \text{)} \\
  k_e - 1 \text{ (others)}
\end{cases}
\]

If \( \sigma(k_e - 2) \neq k_e - 1 \), we can remove the BW-bridges consecutively and transform \( k_e \) to identity. If \( \sigma(k_e - 2) = k_e - 1 \), we can set \( k'_b = k_e - 2 \) and \( k'_e = k_e - 1 \). Then according to the results in the first step, label \( k_e - 1 \) can be transformed to identity. Then we can remove the identity line from the diagram. According to the results in the second step, line \( k_e \) can be transformed to identity.

Fourth We assume that all the label \( k_e \) can be transformed to identity if \( \sigma(k'_b) = k'_e \) and \( k'_e - k'_b \leq n - 1 \). Then we discuss the case \( \sigma(k_b) = k_e \) and \( k_e - k_b = n \). For the lines \( k_i \in (k_b, k_e) \),

\[
\sigma(k_i) = \begin{cases} 
  k_s \text{ (if } k_s > k_e \text{)} \\
  k_s + N \text{ (if } k_s < k_i \text{)} \\
  k_s \text{ (if } k_i < k_s < k_e \text{)}
\end{cases}
\]

It is obvious that if there are some \( k_i \)'s such that \( \sigma(k_i) = k_s \in (k_i, k_s) \), line \( k_s \) can be removed from the whole diagram according to the reductive assumption. After removing all such lines, we can obtain a diagram with permutation \( \sigma(k'_b) = k'_e \) and \( k'_e - k'_b \leq n - 1 \). Hence label \( k_e \) can be transformed to identity in the remaining permutations. If all the lines \( k_i \) are permuted to \( k_s > k_e \) or \( k_s < k_i \). Then \( \sigma(k_b) < \sigma(k_i) \). We can remove the BW-bridges to transform label \( k_e \) to identity. Similar proofs are suitable for the down-set lines.

As a result, after removing adjacent WB-bridges, an up-line \( k \) with \( 1 < \sigma^{-1}(k) < i \) or a down-line \( k \) with \( i + 2 < \sigma^{-1}(k) < i + j + 1 \) can be separated from the other
parts for they are identity lines after decomposition. If we drop these external lines, we can relabel all the remaining external lines as \(\{1 \cdots m, m + 1, m + 2, \cdots, m + n + 1, m + n + 2\}\). And we label the resulting permutation as \(\bar{\sigma}\). Without losing generality, we can set \(n \leq m\). Since the remaining \(n\) up-lines will permute to down-lines or 2 gluing lines while the remaining \(m\) down-lines will permute to up-lines or 2 gluing lines, there are only three cases: \(n = m\), \(n = m - 1\) and \(n = m - 2\). Then, the three types can be characterized more finely:

1. \(\bar{\sigma}(A) \neq \bar{A} \land \bar{\sigma}(\bar{A}) \neq A\)
   - \(n = m - 2\);
   - \(n = m - 1\);
   - \(n = m\);

2. \(\bar{\sigma}(A) = \bar{A} \land \bar{\sigma}(\bar{A}) \neq A\) or \(\bar{\sigma}(\bar{A}) = A \land \bar{\sigma}(A) \neq \bar{A}\)
   - \(n = m - 1\);
   - \(n = m\);

3. \(\bar{\sigma}(A) = \bar{A} \land \bar{\sigma}(\bar{A}) = A\), \(n = m\).

Removing bridge does not change the fine types As discussed above, when removing a WB-bridge between external lines \(k_x\) and \(k_y\), we exchange \(\sigma(x)\) with \(\sigma(y)\). When removing a Black-White bridge between external lines \(x\) and \(y\), we exchange \(\sigma^{-1}(x)\) with \(\sigma^{-1}(y)\). Therefore, for a certain on-shell diagram, since the operation of removing bridges related with gluing lines is forbidden, the permutations of two gluing lines remain unchanged. Hence removing adjacent BCFW-bridges will not change the fine types.

After removing all the adjacent BCFW-bridges, we find that the final basic permutation \(\bar{\sigma}\) will have the properties as following:

- \(\{\bar{\sigma}(1), \cdots, \bar{\sigma}(m)\}\) and \(\{\bar{\sigma}(m + 2), \cdots, \bar{\sigma}(m + n + 1)\}\) are in the descending order respectively.

If the permutations above are not in a descending order, supposing \(x\) and \(y\) are two up-lines with \(x < y\) and \(\bar{\sigma}(x) < \bar{\sigma}(y)\), there must be adjacent BCFW-bridges between \(x\) and \(y\) that can be removed. Specifically, there must exist two adjacent external lines \(p\) and \(p + 1\) with \(\bar{\sigma}(p) < \bar{\sigma}(p + 1)\). So we can remove these bridges
until $\tilde{\sigma}(x) < \tilde{\sigma}(y)$ for every two up-lines $x$ and $y$. The same conclusion holds for down-lines.

• $\tilde{\sigma}(A) = \tilde{A}$ or $a_m$ or $b_1$, $\tilde{\sigma}(\tilde{A}) = A$ or $a_1$ or $b_n$.

If $\tilde{\sigma}(A) = a_x$ with $a_1 \leq a_x \leq a_{m-1}$, we can find $a_{x+1}$ in the set $\{\tilde{\sigma}(b_1), \ldots, \tilde{\sigma}(b_n), \tilde{\sigma}(\tilde{A})\}$. Then we can remove the adjacent BW-bridge on line $a_x, a_{x+1}$. It contradicts the precondition that we have already removed all the bridges. Similarly we can prove $\tilde{\sigma}(A)$ does not equal to $b_x$ with $b_2 \leq b_x \leq b_n$. Hence $\tilde{\sigma}(A) = \tilde{A}$ or $a_m$ or $b_1$. Similar proof holds for $\tilde{\sigma}(\tilde{A}) = A$ or $a_1$ or $b_n$.

Finally, we can obtain the allowed permutations for each type of $\tilde{\sigma}$. We can see that for basic type (1), the diagram is composed of Black-White pairs. It may also contain three-point amplitudes with one gluing lines, which can be separated by removing adjacent BCFW-bridges. For type (2) the diagram is composed of Black-White chain. As for type (3), the diagram is a box chain. Therefore, three basic types of permutations correspond to Black-White Pairs, Black-White Chain and Box Chain respectively. Their difference simply depends on the permutations of the gluing lines.

$\square$

## B Geometry and Permutation

In this section we discuss the linear relations among columns of $C$, which yields the submanifold $\Gamma$. General nonplanar on-shell diagrams can be built-up by gluing the non-neighboring line of a certain unglued diagram. Conversely, a nonplanar diagram can be transformed into a unglued diagram after cutting one internal on-shell line. We shall investigate in detail the relationship between the gluing process and the unglued grassmannian matrix using the unglued permutations. It will unveil the geometrical associations between nonplanar and planar diagrams.

The Grassmannian of a diagram encodes the linear relations among the external lines. If we glue two external lines in an on-shell diagram, the Grassmannian matrix $C \in G(k, n)$ become $\tilde{C} \in G(k - 1, n - 2)$. We use numbers $1, 2 \cdots n$ to mark the external line and label the glued line as “i” and “n”. In Grassmannian matrix, the
gluing process is
\[
C = \begin{pmatrix}
a_{1,1} & \ldots & a_{1,i} & \ldots & a_{1,n} \\
a_{2,1} & \ldots & a_{2,i} & \ldots & a_{2,n} \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
a_{k-1,1} & \ldots & a_{k-1,i} & \ldots & a_{k-1,n} \\
a_{k,1} & \ldots & a_{k,i} & \ldots & a_{k,n}
\end{pmatrix} \rightarrow \begin{pmatrix}
a_{1,1} & \ldots & a_{1,i} + a_{1,n} & \ldots & a_{1,n-1} \\
a_{2,1} & \ldots & a_{2,i} + a_{2,n} & \ldots & a_{2,n-1} \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
a_{k-1,1} & \ldots & a_{k-1,i} + a_{k-1,n} & \ldots & a_{k-1,n-1} \\
a_{k,1} & \ldots & a_{k,i} + a_{k,n} & \ldots & a_{k,n-1}
\end{pmatrix}
\] (B.1)

Without losing any generality, we can choose \(a_{1,i} + a_{1,n} \neq 0\). Under \(GL(k)\) transformation all other elements in the same column become zero.
\[
\begin{pmatrix}
a_{1,1} & \ldots & a_{1,i} + a_{1,n} & \ldots & a_{1,n-1} \\
b_{2,1} & \ldots & 0 & \ldots & b_{2,n-1} \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
b_{k-1,1} & \ldots & 0 & \ldots & b_{k-1,n-1} \\
b_{k,1} & \ldots & 0 & \ldots & b_{k,n-1}
\end{pmatrix}
\] (B.2)

The Grassmannian matrix of glued diagram can be obtained by deleting the first row and ith column:
\[
\hat{C} = \begin{pmatrix}
b_{2,1} & \ldots & b_{2,i-1} & b_{2,i+1} & \ldots & b_{2,n} \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
b_{k-1,1} & \ldots & b_{k-1,i-1} & b_{k-1,i+1} & \ldots & b_{k-1,n} \\
b_{k,1} & \ldots & b_{k,i-1} & b_{k,i+1} & \ldots & b_{k,n}
\end{pmatrix}
\] (B.3)

Combine Eq. B.1, B.2 and B.3, minors of \(\hat{C}\) can be given in terms of the minors of \(C\) according to:
\[
(b_{m_1}, b_{m_2}, \ldots, b_{m_k})|_{\hat{C}} = \frac{1}{(a_{1,i} + a_{1,n})} (a_i + a_n, a_{m_1}, a_{m_2}, \ldots, a_{m_k})|_C
\] (B.4)

Note that constraints in Grassmannian matrix are linear relations among several columns. These constraints are equivalent to zero minors. Thus according to Eq. B.4, we find \((b_{m_1}, b_{m_2}, \ldots, b_{m_k})|_{\hat{C}} = 0\) implies \((a_i, a_{m_1}, a_{m_2}, \ldots, a_{m_k})|_C + (a_i, a_{m_1}, a_{m_2}, \ldots, a_{m_k})|_C = 0\). With this relation, we can obtain the constraints in \(\hat{C}\) through studying the structure of \(C\). Further, we can prove
\[
(a_i, a_{m_1}, a_{m_2}, \ldots, a_{m_k})|_C = 0 \quad \Leftrightarrow \quad (b_{m_1}, b_{m_2}, \ldots, b_{m_k})|_{\hat{C}} = 0 \quad (B.5)
\]

To prove this relation, we write down the constraints \((a_i + a_n, a_{m_1}, a_{m_2}, \ldots, a_{m_k})|_C = 0\) explicitly:
\[
e_{i+n}(a_i + a_n) + e_{m_1}a_{m_1} + e_{m_2}a_{m_2} + \cdots + e_{m_k}a_{m_k} = 0
\] (B.6)
where $e_m$ are coefficients of column $a_m$ and they are not fixed before integration. If we assume that this relation can be generated by the linear combinations of other two linear relation for simply (for combinations of more than two linear relations can be analyzed step by step similarly):

\[
e_i a_i + e_n a_n + e_{m1} a_{m1} + \cdots + e_{mk} a_{mk} + e_{m_{k+1}} a_{m_{k+1}} + \cdots + e_{m_{k+p}} a_{m_{k+p}} = 0
\]

\[
e_i' a_i + e_n' a_n + e_{m1}' a_{m1} + \cdots + e_{mk}' a_{mk} + e_{m_{k+1}}' a_{m_{k+1}} + \cdots + e_{m_{k+p}}' a_{m_{k+p}} = 0 \quad (B.7)
\]

Multiply the first relation by coefficient $E$ and add it to the second relation, a new relation yields:

\[
(Ee_i + e_i')a_i + (Ee_n + e_n')a_n + \cdots + (Ee_{m_{k+1}} + e_{m_{k+1}}')a_{m_{k+1}} + \cdots + (Ee_{m_{k+p}} + e_{m_{k+p}}')a_{m_{k+p}} = 0
\]

(B.8)

Combining the coefficients in Eq. B.8 and Eq. B.6, we have

\[
(Ee_i + e_i') - (Ee_n + e_n') = 0
\]

\[
Ee_{m_{k+1}} + e_{m_{k+1}}' = 0
\]

\[
\vdots
\]

\[
Ee_{m_{k+p}} + e_{m_{k+p}}' = 0
\]

(B.9)

Each $e_m = 0$ in Eq. B.6, B.8 and B.9 means that the linear relation does not involve $a_m$. If the coefficient is not zero, it is not fixed and we cannot impose extra constraints on them to make all equations linearly dependent. Since all such coefficients are not fixed, the equations are linearly independent. There are $p + 1$ constraints but only one variable $E$. The only solution set to the equations is

\[
E = \frac{e_n' - e_i'}{e_i - e_n}
\]

\[
e_{m_{k+1}} = \cdots = e_{m_{k+p}} = 0
\]

\[
e_{m_{k+1}}' = \cdots = e_{m_{k+p}}' = 0.
\]

These two linear relations further simplify Eq. B.7 to

\[
\begin{pmatrix}
  e_i & e_n & e_{m1} & e_{m2} & \cdots & e_{mk} \\
  e_i' & e_n' & e_{m1}' & e_{m2}' & \cdots & e_{mk}'
\end{pmatrix}
\begin{pmatrix}
a_i \\
a_n \\
a_{m1} \\
a_{m2} \\
\vdots \\
a_{mk}
\end{pmatrix}
= 0
\]

(B.10)
Through linear transformations, the coefficient matrix turns into
\[
\begin{pmatrix}
1 & 0 & e_{*m_1} & e_{*m_2} & \cdots & e_{*m_k} \\
0 & 1 & e'_{*m_1} & e'_{*m_2} & \cdots & e'_{*m_k}
\end{pmatrix}
\]
which are equivalent to two zero minors:
\[
(a_i, a_{m_1}, a_{m_2}, \ldots, a_{m_k}) = 0
\]
\[
(a_n, a_{m_1}, a_{m_2}, \ldots, a_{m_k}) = 0
\]  \hspace{1cm} (B.11)

Thus in order to generate Eq. B.6, we should send the above two minors to zero. Since all the constraints in Grassmannian matrix should be represented by these linear relations or their equivalent forms, this procedure is the only way to generate Eq. B.6. In conclusion, we have \((a_i, a_{m_1}, a_{m_2}, \ldots, a_{m_k})|_C = 0\) and \((a_n, a_{m_1}, a_{m_2}, \ldots, a_{m_k})|_C = 0\) if \((b_{m_1}, b_{m_2}, \ldots, b_{m_k})|_C = 0\). It is an important relation and can be used to search and determine the complete geometry information in the glued diagram.

To illustrate this procedure, we use \(A^3_6\) one-loop nonplanar diagram as an example.

\[\sigma = \begin{pmatrix} 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 \\ \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow \\ 8 & 7 & 6 & 5 & 9 & 11 & 10 & 12 \end{pmatrix}\]

The corresponding linear relations are
\[
(2(3(4,5)^16)^27)^3|_C
\]
\[
(3(4,5)^16)^2|_C
\]
\[
(4,5)^1|_C
\]
\[
(7,8,1,2)^3|_C
\]
$(7, 8, 1, 2)^3|_C$ means the matrix constituted by column 7, 8, 1, 2 in grassmannian matrix is of rank 3. So as the other three relations. If we glue back external lines 5 and 8 to form an internal line, column 5 and 8 will be eliminated. Every two relations will generate a new relation in the process. For example, $(4, 5)^1|_C$ means $5 \in \text{span}\{4\}$, thus 5 can be used to eliminate 6 in relation $(3(4, 5)^1|_C)$. The resulting new relation is $(3, 4, 6)^2|_C$. If both 1 and 6 exist in the two relations, like $(4, 5)^1|_C$ and $(7, 8, 1, 2)^3|_C$, the new relation should eliminate not only 5, but also 8. In this example, the new relation is $(4, 7, 1, 2)^4|_C$. But what we really care are those relations in $\hat{C}$ instead of $C$.

$$(8, 4, 7, 1, 2)^4|_C \cap (5, 4, 7, 1, 2)^4|_C \implies (4, 7, 1, 2)^3|_{\hat{C}}$$

$$(8, 3, 4, 6)^3|_C \cap (5, 3, 4, 6)^2|_C \implies (3, 4, 6)^2|_{\hat{C}}$$

Sort out all nontrivial($\text{rank} < 3$) relations, the only one left is $(3, 4, 6)^2|_{\hat{C}}$.

For general one-loop nonplanar diagrams, the procedure of finding geometric constraints can be summarized as follows. First, choose an appropriate internal line to perform the “cut.” Second, write down the linear relations in the planar diagram by permutation. The final step is to combine every two relations to generate a new one through the equivalence relation Eq. B.5. Keep searching all new relations until all independent constraints are exhausted. As long as the constraints we find in the unglued diagram are complete, the constraints after gluing found using this method are complete as well.
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