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Abstract

Recently, with the advances made in continuous representation of words (word embeddings) and deep neural architectures, many research works are published in the area of relation extraction and it is very difficult to keep track of so many papers. To help future research, we present a comprehensive review of the recently published research works in relation extraction. We mostly focus on relation extraction using deep neural networks which have achieved state-of-the-art performance on publicly available datasets. In this survey, we cover sentence-level relation extraction to document-level relation extraction, pipeline-based approaches to joint extraction approaches, annotated datasets to distantly supervised datasets along with few very recent research directions such as zero-shot or few-shot relation extraction, noise mitigation in distantly supervised datasets. Regarding neural architectures, we cover convolutional models, recurrent network models, attention network models, and graph convolutional models in this survey.

1 Introduction

A relation triplet consists of two entities and a relation between them. We can find such triplets in a structured format in several publicly available knowledge bases (KBs) such as, Freebase (Bollacker et al., 2008), DBpedia (Bizer et al., 2009), Wikidata (Vrandečić and Krötzsch, 2014), etc. These triplets are very useful for many natural language processing tasks such as machine reading comprehension (Qiu et al., 2019), machine translation (Zhao et al., 2020), abstractive summarization (huang et al., 2020), etc. However, building such knowledge bases is a daunting task. The aforementioned KBs are built by crowdsourcing, which may not be scalable. Although these KBs contain a large number of triplets, they remain incomplete. On the other hand, relation triplets can be automatically distilled from the copious amount of free text on the Web. This can be leveraged for identifying missing links in the existing KBs or build a KB from scratch without human intervention.

There are two distinct research paradigms of relation extraction: open information extraction (Open IE) and supervised relation extraction. Banko et al. (2007), Christensen et al. (2011), Etzioni et al. (2011), and Mausam et al. (2012) use open information extraction (Open IE) to extract relation triplets from sentences where relations set is open. Open IE systems like KnowItAll (Etzioni et al., 2004), TExTRUNNER (Yates et al., 2007), REVERB (Etzioni et al., 2011), and OLLIE (Mausam et al., 2012) use rule-based methods to extract entities from the noun phrases and relations from the verb phrases present in sentences. These systems can extract a large number of triplets of diverse relations from text within a reasonable time frame. These models extract any verb phrase in the sentences as a relation thus yielding too many uninformative triplets. Also, a relation can be expressed in sentences with different surface forms (lives in relation can be expressed with ‘lives in’, ‘stays’, ‘settles’, ‘lodges’, ‘residents of’, etc) and Open IE treats them as different relations which leads to duplication of triplets.

The problems of the Open IE can be addressed using supervised relation extraction. In supervised relation extraction, we consider a fixed set of relations, thus there is no need to do any normalization of the extracted relations. This approach requires a large parallel corpus of text and relation triplets for training. There are some annotated and some distantly supervised parallel cor-
Joint-extraction approaches, in contrast, jointly find the entities and relations. Joint models extract only the valid relational triplets and they do not need to extract the None triplets. Relation triplets may share one or both entities among them and this overlapping of entities makes this task challenging. Based on the overlap of entities, we divide the sentences into three classes: (i) No Entity Overlap (NEO): A sentence in this class has one or more triplets, but they do not share any entities. (ii) Entity Pair Overlap (EPO): A sentence in this class has more than one triplet, and at least two triplets share both the entities in the same or reverse order. (iii) Single Entity Overlap (SEO): A sentence in this class has more than one triplet and at least two triplets share exactly one entity. It should be noted that a sentence can belong to both EPO and SEO classes. The goal is to extract all relation triplets present in a sentence.

3 Scope of this Survey

In this survey, we focus on the relation triplets concerning PERSON, ORGANIZATION, and LOCATION mainly. Many research works are published for domain-specific relation extraction such scientific articles (Luan et al., 2017; Jain et al., 2020), medical (Gu et al., 2016; Li et al., 2017; Choi, 2018; Thillaisundaram and Togia, 2019), legal (Andrew, 2018), finance (Vela and Declerck, 2009), etc. But in this survey, we do not include the research papers that only focus on a particular domain. Also, we only focus on relation extraction for the English language.

4 Challenges of Dataset Annotation

Existing KBs, such as Freebase, Wikidata, and DBpedia, are manually built which takes much effort and time. However, these KBs still have a large number of missing links. On the other hand, we can find evidence of a large number of relation triplets in free texts. We have included some examples of such triplets and texts in Table 2. If
we can extract relation triplets automatically from the text, we can build a KB from scratch or add new triplets to the existing KBs without any manual effort. But to achieve this goal, we need a large number of texts annotated with relation triplets, and creating such a corpus manually is a daunting task. One possible way to do the annotation is to identify the entities in the text and then for all possible pairs of entities, identify the relations from a pre-defined set of relations or None if none of the relations from this set holds in this text. The identification of the entities in a text is relatively easier, but the difficulty of identifying the relations from a set grows with the size of the relations set. For few relations such as 3/4/5, this may be easier, but when the number of relations grows to 20/30/40, it becomes very challenging. Marking the None relations in the case of large relations set is more difficult as the annotators have to make sure that none of the relations from the set holds between two entities in the text.

To overcome the dataset annotation problems, Mintz et al. (2009); Riedel et al. (2010); Hoffmann et al. (2011) proposed the idea of distant supervision to automatically obtain the text-triplet mapping without any human effort. In distant supervision, the triplets from an existing KB are mapped to a free text corpus such as Wikipedia articles or news articles (e.g., New York Times). The idea of distant supervision is that if a sentence contains two entities of a triplet from a KB, that sentence can be considered as a source of None triplet between the two entities. These None samples are useful as distantly supervised models consider only a limited set of positive relations. Any relation outside this set is considered as None relation. This method can give us a large number of triplet-to-text mappings which can be used to build supervised models for this task. This idea of distant supervision can be extended easily to single-document or multi-document relation extraction.

But the distantly supervised data may contain many noisy samples. Sometimes, a sentence may contain the two entities of a positive triplet, but the sentence may not express any relation between them. These kinds of sentences and entity pairs are considered as noisy positive samples. Another set of noisy samples comes from the way samples for None relation are created. If a sentence contains two entities from the KB and there is no relation between these two entities in the KB, that sentence is considered as a source of None triplet between the two entities. These None samples are useful as distantly supervised models consider only a limited set of positive relations. Any relation outside this set is considered as None relation. This method can give us a large number of triplet-to-text mappings which can be used to build supervised models for this task. This idea of distant supervision can be extended easily to single-document or multi-document relation extraction.

Table 2: Examples of relation triplets found in free texts. This table is taken from Nayak (2020).
Table 3: Examples of distantly supervised clean and noisy samples. This table is taken from Nayak (2020).

| Text                                      | Entity 1        | Entity 2        | Distantly Supervised Relation | Actual Relation | Status |
|-------------------------------------------|-----------------|-----------------|-------------------------------|-----------------|--------|
| Barack Obama was born in Hawaii.         | Barack Obama    | Hawaii          | birth_place                   | birth_place     | Clean  |
| Barack Obama visited Hawaii.             | Barack Obama    | Hawaii          | birth_place                   | None            | Noisy  |
| Suvendu Adhikari was born at Karkuli in Purba Medinipur in West Bengal. | Karkuli         | West Bengal     | None                          | located_in      | Noisy  |
| Suvendu Adhikari, transport minister of West Bengal, visited Karkuli. | Karkuli         | West Bengal     | None                          | None            | Clean  |

Despite the presence of noisy samples, relation extraction models trained on distantly supervised data have proven to be successful for relation extraction. These models can be used to fill the missing facts of a KB by automatically finding triplets from free texts. It can save much manual effort towards completing an existing KB.

5 Relation Extraction Datasets

Several datasets are available for the relation extraction task. Hendrickx et al. (2010) proposed a shared task on relation extraction in SemEval 2010 and released a dataset with 8,000 training sentences and 2,717 test instances across nine relations including None. The relations in this dataset are not taken from any knowledge base. They represent the relationship between two nominals in the sentences. Examples of such relations are Cause-Effect, Component-Whole, etc. Mintz et al. (2009) mapped Freebase (Bollacker et al., 2008) triplets to Wikipedia articles to obtain a dataset. Riedel et al. (2010) (NYT10) and Hoffmann et al. (2011) (NYT11) mapped Freebase triplets to the New York Times (NYT) articles to obtain a similar dataset. These two datasets are used extensively by researchers for their experiments. They have 52 and 24 valid relations respectively. The training and test data in NYT10 are distantly supervised, whereas in NYT11, the test data is annotated and training data is distantly supervised. Recently, Zhu et al. (2020) created an annotated test dataset for the NYT10 dataset with a subset of its relations set. This annotated test set contains 22 relations. They used a binary strategy to annotate each instance either the distantly supervised relation is present or not in the sentences. But this test dataset does not include any None samples which makes it unsuitable for the relation extraction task.

ACE04 (Doddington et al., 2004) and ACE05 (Walker et al., 2006) are two datasets containing 7 relations. These two datasets focus on both named entity recognition and relation extraction tasks. CoNLL04 (Roth and Yih, 2004) and GDS (Jat et al., 2017) are two other datasets with 5 and 4 valid relations respectively. ACE04, ACE05, CoNLL04, and GDS datasets are manually annotated but they contain few relations in comparison to distantly supervised datasets. TACRED (Zhang et al., 2017) is another dataset for relation extraction that has manually annotated training and test data. TACRED contains 41 relations similar
### Table 4: The details of relation extraction datasets.

| Dataset Name     | Level   | # Valid Relations | # Train  | # Test   | Manual Annotation |
|------------------|---------|-------------------|----------|----------|-------------------|
| CoNLL04 sentence | sentence| 5                 | 288      | Yes      |
| NYT29 sentence   | sentence| 335,843           | 4,006    | No       |
| NYT24 sentence   | sentence| 63,306            | 5,000    | No       |
| NYT10 sentence   | sentence| 2,717             | 172,415  | No       |
| NYT11 sentence   | sentence| 8,000             | 1,450    | Test     |
| WebNLG sentence  | sentence| 455,412           | 703      | Yes      |
| ACE05 sentence   | sentence| 9,038             | 1,535    | Yes      |
| CoNLL04 sentence | sentence| 1,153             | 288      | Yes      |
| GDS sentence     | sentence| 13,161            | 5,663    | Yes      |
| TACRED sentence  | sentence| 90,755            | 15,509   | Yes      |
| FewRel 2.0       | sentence| 5,519             | 73       | No       |
| WikiReading      | sentence| 14.85M            | 3.73M    | No       |
| DocRED           | document| 4,053             | 1,000    | Yes      |

Table 4: The details of relation extraction datasets.

to that of the distantly supervised datasets. So that makes this dataset very suitable for comparing models in this task. Automatic evaluation of the models can be carried out on this dataset easily. FewRel 2.0 (Gao et al., 2019) is a few-shot relation extraction dataset. WebNLG (Zeng et al., 2018) is another dataset that contains 216 relations. Recently, this dataset has been used for joint entity and relation extraction. It is curated from the original WebNLG dataset of Gardent et al. (2017). NYT24 (Zeng et al., 2018; Nayak and Ng, 2020) and NYT29 (Takanobu et al., 2019; Nayak and Ng, 2020) are two other popular datasets for joint extraction task. These two datasets are curated from the NYT11 and NYT10 datasets respectively after removing the sentences that do not contain any valid relation triplets. These datasets are created at the sentence level.

WikiReading (Hewlett et al., 2016) and DocRED (Yao et al., 2019) are two document-level relation extraction datasets created using Wikipedia articles and Wikidata items. WikiReading is a slot-filling dataset where a document of an entity and the name of a property (same as the relation) is given to the models as input to predict the second entity. This dataset does not have any None instances. Each document in the dataset corresponds to one instance of training or testing. DocRED, on the other hand, is a relation extraction dataset. Training data contains 4,053 documents and test data contains 1,000 documents. Each document contains multiple instances and test data is blind. Nayak (2020) proposed an idea of extending the relation extraction task to multi-documents. They created a 2-hop relation extraction dataset from a multi-hop question answering dataset WikiHop (Welbl et al., 2018) that contains more relations than the previous sentence-level or document-level datasets. Their idea can be extended to create an N-hop dataset to cover more relations. The details of these datasets are included in Table 4.

# 6 Evaluation Metrics

In the pipeline approach, the assumption is that entities are already identified and models need to classify the relation or no relation (None) between the pairs of entities. There are two ways in which the performance of models can be measured: (i) At sentence-level (ii) At bag-level. In the case of the sentence-level, each sentence with an entity pair is considered as a test instance. At the bag-level, a bag of sentences where each sentence must contain the same entity pair is considered as a test instance. In both ways, models are evaluated using precision, recall, and F1 scores after removing the None labels. A confidence threshold is used to decide if the relation of a test instance belongs to the set of relations $R$ or None. If the model predicts None for a test instance, then it is considered as None only. But if the network predicts a relation from the set $R$ and the corresponding softmax score is below the confidence threshold, then the final prediction label is changed to None. This confidence threshold is the one that achieves the highest F1 score on the validation dataset. Since most of the test datasets in this task are distantly supervised and they contain noisy samples, automatic evaluation metric such as the F1 score may not be suitable. The precision-recall curve is a popular automatic metric for the evaluation of distantly supervised test datasets. The area under the precision-recall curve (AUC) indicates the performance measure of the models. Precision@K is another metric used for evaluation on such test datasets, but it requires manual effort.
For the joint extraction approaches, models are evaluated based on the number of the correct triplets extracted from the sentences. The extracted triplets are considered as a set and duplicate triplets are removed. An extracted triplet is considered correct if the corresponding entity names are correct and the relation is also correct. Precision, recall, and F1 scores are measured based on that. There are two variants of matching the entity names. The first one is partial matching (P) where only the last token of the entity names is matched. The second one is exact matching (E) where the full entity names are matched.

7 Relation Extraction Models

Relation extraction models can be categorized into two sets: (i) pipeline extraction approaches (ii) joint extraction approaches. We have included several state-of-the-art models of both the categories below.

7.1 Pipeline Extraction Approaches

At the beginning of relation extraction research, pipeline approaches were quite popular. A pipeline approach has two steps: (i) First, a named entity recognizer is used to identify the named entities in a text. (ii) Next, a classification model is used to find the relation between a pair of entities. The named entities identified in the first step are mapped to the KB entities. There are several state-of-the-art NER models available as proposed by Huang et al. (2015); Ma and Hovy (2016); Lample et al. (2016); Chiu and Nichols (2016) can be used for this purpose. Contextualized word embeddings based model such as ELMo (Peters et al., 2018), BERT (Devlin et al., 2019), RoBERTa (Liu et al., 2019), and SpanBERT (Joshi et al., 2019) can also be used for named entity recognition. In the next step, different classification models are proposed to find the relations between entity pairs and we describe them in detail in the following subsections.

7.1.1 Feature-Based Models

Mintz et al. (2009) proposed a feature-based relation classification model for this task. They used lexical features such as the sequence of words between two entities and their part-of-speech (POS) tags, a flag indicating which entity appears first, \( k \) tokens to the left of entity 1 and \( k \) tokens to the right of entity 2, syntactic features such as dependency path between two entities, and named entity types of the two entities in their model. Riedel et al. (2010) proposed multi-instance learning for this task to mitigate the problem of noisy sentences obtained using the distant supervision method. They used a factor graph to explicitly model the decision of whether two entities are related and whether this relation is mentioned in a given sentence. Also, they applied constraint-driven semi-supervision to train their model without any knowledge about which sentences express the relations. Their multi-instance learning model significantly improves the performance over the model proposed by Mintz et al. (2009).

Hoffmann et al. (2011) and Surdeanu et al. (2012) proposed the idea of multi-instance multilabels (MIML) to solve the problem of overlapping relations. They used probabilistic graphical models that take a bag of sentences containing two entities as input and find all possible relations between them. Similarly, Ren et al. (2017) used a feature-based model to jointly predict the relation between two entities and their fine-grained types. They used features like the head tokens of two entities, tokens of two entities, tokens between the two entities, their POS tags, ordering of the two entities, the distance between them, and the Brown cluster\(^1\) of each token in their model. They proposed a joint optimization framework to learn the entity embeddings, relation embeddings, and fine-grained type embeddings of the entities together.

7.1.2 CNN-Based Neural Models

Distributed representations of words as word embeddings have transformed the way that natural language processing tasks like IE can be tackled. Word2Vec (Mikolov et al., 2013) and GloVe (Pennington et al., 2014) are two sets of large and publicly available word embeddings that are used for many NLP tasks. Most neural network-based models for information extraction have used the distributed representation of words as their core component. The high dimensional distributed representation of words can encode important semantic information about words, which is very helpful for identifying the relations among the entities present in a sentence. Initially, neural models also follow the pipeline approach to solve this task.

Zeng et al. (2014) used a convolutional neural network for relation extraction. They used the pre-trained word embeddings of Turian et al.\(^1\)
(2010) to represent the tokens in a sentence and used two distance embedding vectors to represent the distance of each word from the two entities. They used a convolutional neural network (CNN) and max-pooling operation to extract a sentence-level feature vector. This sentence representation is passed to a feed-forward neural network with a softmax activation layer to classify the relation.

Zeng et al. (2015) introduced a piecewise convolutional neural network (PCNN) to improve relation extraction. Zeng et al. (2014) applied the max-pooling operation across the entire sentence to get the single important feature from the entire sentence for a particular convolutional filter. In PCNN, the max-pooling operation is not performed for the entire sentence. Instead, the sentence is divided into three segments: from the beginning to the argument appearing first in the sentence, from the argument appearing first in the sentence to the argument appearing second in the sentence, and from the argument appearing second in the sentence to the end of the sentence. Max-pooling is performed in each of these three segments and for each convolutional filter to obtain three feature values. A sentence-level feature vector is obtained by concatenating all such feature values and is given to a feed-forward neural network with a softmax activation layer to classify the relation.

7.1.3 Attention-Based Neural Models

Recently, attention networks have proven very useful for different NLP tasks. Shen and Huang (2016), Wang et al. (2016), Zhang et al. (2017), and Jat et al. (2017) used word-level attention model for single-instance sentence-level relation extraction. Shen and Huang (2016) proposed a combination of a convolutional neural network model and an attention network. First, a convolution operation with max-pooling is used to extract the global features of the sentence. Next, attention is applied to the words of the sentence based on the two entities separately. The word embedding of the last token of an entity is concatenated with the embedding of every word. This concatenated representation is passed to a feed-forward layer with tanh activation and then another feed-forward layer with softmax to get a scalar attention score for every word of that entity. The word embeddings are averaged based on the attention scores to get the attentive feature vectors. The global feature vector and two attentive feature vectors for the two entities are concatenated and passed to a feed-forward layer with softmax to determine the relation.

Wang et al. (2016) used multi-level attention CNNs for this task. Their model achieved very high F1 score on the SemEval 2010 Task 8 dataset. Zhang et al. (2017) proposed a position-aware attention mechanism over the LSTM sequences for this task. Earlier Zeng et al. (2014) and Zeng et al. (2015) use the position information as dense embedding in the network for feature extraction, whereas Zhang et al. (2017) used it in attention modeling for the same task.

Jat et al. (2017) used a bidirectional gated recurrent unit (Bi-GRU) (Cho et al., 2014) to capture the long-term dependency among the words in the sentence. The tokens vectors $x_t$ are passed to a Bi-GRU layer. The hidden vectors of the Bi-GRU layer are passed to a bi-linear operator which is a combination of two feed-forward layers with softmax to compute a scalar attention score for each word. The hidden vectors of the Bi-GRU layer are multiplied by their corresponding attention scores for scaling up the hidden vectors. A piecewise convolution neural network (Zeng et al., 2015) is applied to the scaled hidden vectors to obtain the
feature vector. This feature vector is passed to a feed-forward layer with softmax to determine the relation. Nayak and Ng (2019) used dependency distance based multi-focused attention model for this task. Dependency distance helps to identify the important words in the sentences and multi-factor attention helps to focus on multiple pieces of evidence for a relation. Bowen et al. (2019) used segment-level attention in their model rather than using traditional token-level attention for this task. Zhang et al. (2019) proposed an attention-based capsule network for relation extraction. Lin et al. (2016) have used attention model for multi-instance relation extraction. They applied attention over a bag of independent sentences containing two entities to extract the relation between them. First, CNN-based models are used to encode the sentences in a bag. Then a bi-linear attention layer is used to determine the importance of each sentence in the bag. This attention helps to mitigate the problem of noisy samples obtained by distant supervision to some extent. The idea is that clean sentences get higher attention scores over the noisy ones. The sentence vectors in the bag are merged in a weighted average fashion based on their attention scores. The weighted average vector of the sentences is passed to a feed-forward neural network with softmax to determine the relation. This bag-level attention is used only for positive relations and not used for None relation. The reason is that the representations of the bags that express no relations are always diverse and it is difficult to calculate suitable weights for them.

Lin et al. (2016) have used attention model for multi-instance relation extraction. They applied attention over a bag of independent sentences containing two entities to extract the relation between them. First, CNN-based models are used to encode the sentences in a bag. Then a bi-linear attention layer is used to determine the importance of each sentence in the bag. This attention helps to mitigate the problem of noisy samples obtained by distant supervision to some extent. The idea is that clean sentences get higher attention scores over the noisy ones. The sentence vectors in the bag are merged in a weighted average fashion based on their attention scores. The weighted average vector of the sentences is passed to a feed-forward neural network with softmax to determine the relation. This bag-level attention is used only for positive relations and not used for None relation. The reason is that the representations of the bags that express no relations are always diverse and it is difficult to calculate suitable weights for them.

Ye and Ling (2019) used intra-bag and inter-bag attention networks in a multi-instance setting for relation extraction. Their intra-bag attention is similar to the attention used by Lin et al. (2016). Additionally, they used inter-bag attention to address the noisy bag problem. They divide the bags belonging to a relation into multiple groups. The attention score for each bag in a group is obtained based on the similarity of the bags to each other within the group. This inter-bag attention is used only during training as we do not know the relations during testing. Similarly Yuan et al. (2019) proposed a cross-relation and cross-bag attention for multi-instance relation extraction. Li et al. (2020b) proposed an entity-aware embeddings and self-attention (Vaswani et al., 2017) enhanced PCNN model for relation extraction.

### 7.1.4 Dependency-Based Neural Models

Some previous works have incorporated the dependency structure information of sentences in their neural models for relation extraction. Xu et al. (2015) used a long short-term memory network (LSTM) (Hochreiter and Schmidhuber, 1997) along the shortest dependency path (SDP) between two entities to find the relation between them. Each token along the SDP is represented using four embeddings – pre-trained word vector, POS tag embedding, embedding for the dependency relation between the token and its child in the SDP, and embedding for its WordNet (Fellbaum, 2000) hypernym. They divide the SDP into two sub-paths: (i) The left SDP which goes from entity 1 to the common ancestor node (ii) The right SDP which goes from entity 2 to the common ancestor node. This common ancestor node is the lowest common ancestor between the two entities in the dependency tree. The token vectors along the left SDP and right SDP are passed to an LSTM layer separately. A pooling layer is applied to the hidden vectors to extract the feature vector from the left SDP and right SDP. These two vectors are concatenated and passed to a classifier to find the relation.

Liu et al. (2015) exploited the shortest dependency path (SDP) between two entities and the sub-trees attached to that path (augmented dependency path) for relation extraction. Each token in the SDP is represented using its pre-trained embedding and its sub-tree representation. The sub-tree representation of a token is obtained from the sub-tree of the dependency tree where the token is the root node. The dependency relations are represented using trainable embeddings. Each node in the sub-tree of a token receives information from its children including the dependency relations. The sub-tree representation of the token is obtained by following the sub-tree rooted at the token from its leaf nodes to the root in a bottom-up fashion. Next, they use CNN with max-pooling on the vectors of the sequence of the tokens and dependency relations across the SDP. The output of the max-pooling operation is passed to a classifier to find the relation.

Miwa and Bansal (2016) used a tree LSTM network along the shortest dependency path (SDP) between two entities to find the relation between them. They used a bottom-up tree LSTM and top-down tree LSTM in their model. In the bottom-up
tree LSTM, each node receives information from all of its children. The hidden representation of the root node of this bottom-up tree LSTM is used as the final output. In the top-down tree LSTM, each node receives the information from its parent node. The hidden representations of the head token of two entities are the final output of this tree LSTM. The representations of the bottom-up tree LSTM and top-down tree LSTM are concatenated and passed to a classifier to find the relation. They showed that using the SDP tree over the full dependency tree is helpful as unimportant tokens for the relation are ignored in the process. Veyseh et al. (2020) proposed a ON-LSTM (Shen et al., 2019) based relation extraction model to preserve the syntax consistency in the model.

7.1.5 Graph-Based Neural Models

Graph-based models are popular for many NLP tasks as they work on non-linear structures. Quirk and Poon (2017) proposed a graph-based model for cross-sentence relation extraction. They built a graph from the sentences where every word is considered as a node in the graph. Edges are created based on the adjacency of the words, dependency tree relations, and discourse relations. They extract all the paths from the graph starting from entity 1 to entity 2. Each path is represented by features such as lexical tokens, the lemma of the tokens, POS tags, etc. They use all the path features to find the relation between the two entities.

Peng et al. (2017) and Song et al. (2018) used a similar graph for N-ary cross-sentence relation extraction. Rather than using explicit paths, they used an LSTM on a graph. A graph LSTM is a general structure for a linear LSTM or tree LSTM. If the graph contains only the word adjacency edges, then the graph LSTM becomes a linear LSTM. If the graph contains the edges from the dependency tree, it becomes a tree LSTM. A general graph structure may contain cycles. So Peng et al. (2017) divides this graph into two directed acyclic graphs (DAG), where the forward DAG contains only the forward edges among the tokens and the backward DAG contains only the backward edges among the tokens. Each node has a separate forget gate for each of its neighbors. It receives information from the neighbors and updates its hidden states using LSTM equations (Hochreiter and Schmidhuber, 1997). If we only consider the word adjacency edges, this graph LSTM becomes a bi-directional linear LSTM. Song et al. (2018) did not divide the graph into two DAGs, but directly used the graph structure to update the states of the nodes. At time step $t$, each node receives information from its neighbor from the previous time step and update its hidden states using LSTM equations. This process is repeated $k$ number of times where $k$ is a hyper-parameter.

Kipf and Welling (2017) and Veličković et al. (2018) proposed a graph convolutional network (GCN) model which used simple linear transformations to update the node states, unlike the graph LSTMs used by Peng et al. (2017) and Song et al. (2018). Kipf and Welling (2017) gave equal weights to the edges, whereas Veličković et al. (2018) used an attention mechanism to assign different weights to the edges. Vashishth et al. (2018), Zhang et al. (2018), and Guo et al. (2019) used graph convolutional networks for sentence-level relation extraction. They considered each token in a sentence as a node in the graph and used the syntactic dependency tree to create a graph structure among the nodes. Vashishth et al. (2018) used the GCN in a multi-instance setting. They used a Bi-GRU layer and a GCN layer over the full dependency tree of the sentences to encode them. The sentence representations in a bag were aggregated and passed to a classifier to find the relation. Following Miwa and Bansal (2016), Zhang et al. (2018) used only the shortest dependency path (SDP) tree to build the adjacency matrix for the graph. Along with the SDP tree, they included the edges that are distance $K$ away from the SDP where $K$ is a hyper-parameter. Guo et al. (2019) proposed a soft pruning strategy over the hard pruning strategy of Zhang et al. (2018) in their GCN model. They considered the full dependency tree to build the adjacency matrix but using a multi-head self attention-based soft pruning
strategy, they can identify the important and unimportant edges in the graph. Mandya et al. (2020) proposed GCN over multiple sub-graphs for this task. They created such sub-graphs based on the shortest dependency path between two entities and the tokens associated with the two entities.

Figure 4: The architecture of the attention guided graph convolutional network for relation extraction (Guo et al., 2019).

Sahu et al. (2019); Christopoulou et al. (2019); Nan et al. (2020) used GCN for document-level relation extraction. Sahu et al. (2019) considered each token in a document as a node in a graph. They used syntactic dependency tree edges, word adjacency edges, and coreference edges to create the connections among the nodes. Christopoulou et al. (2019) considered the entity mentions, entities, and sentences in a document as nodes of a graph. They used rule-based heuristics to create the edges among these nodes. In their graph, each node and each edge were represented by vectors. GCN was used to update the vectors of nodes and edges. Finally, the edge vector between the two concerned entities was passed to a classifier to find the relation. Nan et al. (2020) considered the entity mentions, entities, and tokens on the shortest dependency path between entity mentions as nodes in a graph. They used syntactic dependency tree edges, word adjacency edges, and coreference edges to create the connections among the nodes. Christopoulou et al. (2019) considered the entity mentions, entities, and sentences in a document as nodes of a graph. They used rule-based heuristics to create the edges among these nodes. In their graph, each node and each edge were represented by vectors. GCN was used to update the vectors of nodes and edges. Finally, the edge vector between the two concerned entities was passed to a classifier to find the relation.

7.1.6 Contextualized Embedding-Based Neural Models

Contextualized word embeddings such as ELMo (Peters et al., 2018), BERT (Devlin et al., 2019), and SpanBERT (Joshi et al., 2019) can be useful for relation extraction. These language models are trained on large corpora and can capture the contextual meaning of words in their vector representations. All neural models that are proposed for relation extraction use word representations such as Word2Vec (Mikolov et al., 2013) or GloVe (Pennington et al., 2014) in their word embedding layer. Contextualized embeddings can be added in the embedding layer of the relation extraction models to improve their performance further. The SpanBERT model shows significant improvement in performance on the TACRED dataset. Joshi et al. (2019) replaced the entity 1 token with its type and SUBJ such as PER-SUBJ and entity 2 token with its type and OBJ such as LOC-OBJ in the sentences to train the model. Finally, they used a linear classifier on top of the CLS token vector to find the relation. Baldini Soares et al. (2019) also proposed a BERT based model where they used special marker for entity 1 and entity 2 in the sentences. Then they used the vector of the start token of the entity 1 and entity 2 for relation classification.

Wang et al. (2019) proposed two-step fine-tuning of BERT for document-level relation extraction on the DocRED dataset. In the first step, they used BERT to identify whether or not there is a relation between two entities. In the second step, they used BERT to classify the relation. Nan et al. (2020) also used BERT in their model to show that it significantly improved the performance on the DocRED dataset compared to GloVe vectors. Han and Wang (2020) used BERT to identify all possible relations among the entity pairs in documents in a single pass. They used entity types and special tokens to mark all the entity mentions in documents. All entity mentions of an entity received the same special token. Documents were passed to a pre-trained BERT model. An entity mention vector was obtained by averaging the BERT out-
puts of the entity mention tokens. An entity vector was obtained by averaging all the entity mention vectors of that entity. A bilinear classifier was used to classify the relation between two entities. Tang et al. (2020) proposed a hierarchical inference network for document-level relation extraction. They also showed that using BERT in their model improved performance significantly.

7.2 Noise Mitigation for Distantly Supervised Data

The presence of noisy samples in distantly supervised data adversely affects the performance of models. Researchers have used different techniques in their models to mitigate the effects of noisy samples to make them more robust. Multi-instance relation extraction is one of the popular methods for noise mitigation. Riedel et al. (2010), Hoffmann et al. (2011), Surdeanu et al. (2012), Lin et al. (2016), Yaghoobzadeh et al. (2017), Vashisht et al. (2018), Wu et al. (2019), and Ye and Ling (2019) used this multi-instance learning concept in their proposed relation extraction models. For each entity pair, they used all the sentences that contained these two entities to find the relation between them. Their goal was to reduce the effect of noisy samples using this multi-instance setting. They used different types of sentence selection mechanisms to give importance to the sentences that contained relation-specific keywords and ignored the noisy sentences. Ren et al. (2017) and Yaghoobzadeh et al. (2017) used the multi-task learning approach for mitigating the influence of noisy samples. They used fine-grained entity typing as an extra task in their model.

Wu et al. (2017) used an adversarial training approach for the same purpose. They added noise to the word embeddings to make the model more robust for distantly supervised training. Qin et al. (2018a) used a generative adversarial network (GAN) to address the issue of noisy samples in relation extraction. They used a separate binary classifier as a generator in their model for each positive relation class to identify the true positives for that relation and filter out the noisy ones. Qin et al. (2018b) used reinforcement learning to identify the noisy samples for the positive relation classes. Jia et al. (2019) proposed an attention-based regularization mechanism to address the noisy samples issue in distantly supervised relation extraction. They used the attention to identify the relation patterns in the sentences and sentences which do not contain such patterns are considered as noisy samples. He et al. (2020) used reinforcement learning to identify the noisy samples for the positive relations and then used the identified noisy samples as unlabeled data in their model. Shang et al. (2020) used a clustering approach to identify the noisy samples. They assigned the correct relation label to these noisy samples and used them as additional training data in their model.

7.3 Zero-Shot and Few-Shot Relation Extraction

Distantly supervised datasets cover a small subset of relations from the KBs. Existing KBs such as Freebase, Wikidata, and DBpedia contain thousands of relations. Due to the mismatch of the surface form of entities in KBs and texts, distant supervision cannot find adequate training samples for most relations in KBs. It means that distantly supervised models cannot fill the missing links belonging to these uncovered relations. Zero-shot or few-shot relation extraction can address this problem. These models can be trained on a set of relations and can be used for inferring another set of relations.

Levy et al. (2017) and Li et al. (2019) converted the relation extraction task to a question-answering task and used the reading comprehension approach for zero-shot relation extraction. In this approach, entity 1 and the relation are used as questions, and entity 2 is the answer to the question. If entity 2 does not exist, the answer is NIL. Levy et al. (2017) used the BiDAF model.
Table 5: Current State-of-the-art on TACRED dataset.

| Model                                      | Prec. | Rec. | F1  |
|--------------------------------------------|-------|------|-----|
| SDP-LSTM (Xu et al., 2015)                 | 66.3  | 52.7 | 58.7|
| Tree-LSTM (Tai et al., 2015)               | 66.0  | 59.2 | 62.4|
| GCN (Zhang et al., 2018)                   | 69.8  | 59.0 | 64.0|
| PA-LSTM (Zhang et al., 2017)               | 65.7  | 64.5 | 65.1|
| AGGCN (Guo et al., 2019)                   | 69.9  | 60.9 | 65.1|
| C-GCN (Zhang et al., 2018)                 | 69.9  | 63.3 | 66.4|
| GCN + PA-LSTM (Zhang et al., 2018)         | 71.7  | 63.0 | 67.1|
| C-GCN + PA-LSTM (Zhang et al., 2018)       | 71.3  | 65.4 | 68.2|
| C-AGGCN (Guo et al., 2019)                 | 73.1  | 64.2 | 69.0|
| BERT (Devlin et al., 2019)                 | 69.1  | 63.9 | 66.4|
| BERT$_{EM}$ (Baldiini Soares et al., 2019) |       |      |     |
| SpanBERT (Joshi et al., 2019)              | 70.8  | 70.9 | 70.8|
| BERT$_{EM}$ + MTB (Baldiini Soares et al., 2019) |       |      |     |

Table 6: Current State-of-the-art on SemEval 2010 Task 8 dataset.

| Model                                      | F1  |
|--------------------------------------------|-----|
| SVM (Rink and Harabagiu, 2010)             | 82.2|
| CNN (Zeng et al., 2014)                    | 82.7|
| PA-LSTM (Zhang et al., 2017)               | 82.7|
| SDP-LSTM (Xu et al., 2015)                 | 83.7|
| SPTree (Miwa and Bansal, 2016)             | 84.4|
| C-GCN (Zhang et al., 2018)                 | 84.8|
| C-AGGCN (Guo et al., 2019)                 | 85.7|
| Att-Input-CNN (Wang et al., 2016)          | 87.5|
| Att-Pooling-CNN (Wang et al., 2016)        | 88.0|
| BERT$_{EM}$ (Baldiini Soares et al., 2019) | 89.2|
| BERT$_{EM}$ + MTB (Baldiini Soares et al., 2019) | 89.5|

These models depend on an external named entity recognition system to identify the entities in a text. Recently, some researchers (Katiyar and Cardie, 2016; Miwa and Bansal, 2016; Bekoulis et al., 2018; Nguyen and Verspoor, 2019) tried to remove this dependency. They tried to bring the entity recognition and relation identification tasks closer by sharing their parameters and optimizing them together. They first identify all the entities in a sentence and then find the relation among all the pairs of identified entities. Although they identify the entities and relations in the same network, they still identify the entities first and then determine the relation among all possible pairs in the same network. So these models miss the interaction among the relation triplets present in a sentence. These approaches resemble the pipeline approach to some extent.

Zheng et al. (2017) first proposed a truly joint extraction model for this task. They used a sequence tagging scheme to jointly extract the entities and relations. They created a set of tags derived from the Cartesian product of entity tags and relation tags. These new tags can encode the entity information and relation information together. But this strategy does not work when entities are shared among multiple triplets, as only one tag can be assigned to a token. Zeng et al. (2018) proposed an encoder-decoder model with a copy mechanism to extract relation triplets with overlapping entities. Their model has a copy network to copy the last token of two entities from the source sentence and a classification network to classify the relation between copied tokens. Their model cannot extract the full entity names of the triplets. Their best performing model uses a separate decoder to extract each triplet. During training, they need to fix the maximum number of decoders and dur-
| Model                        | Prec. | Rec. | F1  | Entity Matching Type |
|-----------------------------|-------|------|-----|----------------------|
| Tagging (Zheng et al., 2017) | 0.624 | 0.317 | 0.420 | P                    |
| CopyR (Zeng et al., 2018)    | 0.610 | 0.566 | 0.587 | P                    |
| GraphR (Fu et al., 2019)     | 0.639 | 0.600 | 0.619 | P                    |
| CopyMTL_M (Zeng et al., 2020a) | 0.757 | 0.687 | 0.720 | P                    |
| MrMep (Chen et al., 2019)    | 0.779 | 0.766 | 0.771 | E                    |
| HRL (Takanobu et al., 2019)  | 0.781 | 0.771 | 0.776 | E                    |
| ETLSpan (Bowen et al., 2020) | 0.855 | 0.717 | 0.780 | E                    |
| PNDc (Nayak and Ng, 2020)    | 0.806 | 0.773 | 0.789 | E                    |
| WDec (Nayak and Ng, 2020)    | 0.881 | 0.761 | 0.817 | E                    |
| CasRelLSTM (Wei et al., 2020)| 0.842 | 0.830 | 0.836 | P                    |
| TPLinkerLSTM (Wang et al., 2020b) | 0.860 | 0.820 | 0.840 | E                    |
| RSAN (Yuan et al., 2020)     | 0.857 | 0.836 | 0.846 | E                    |
| RIN (Sun et al., 2020)       | 0.839 | 0.855 | 0.847 | E                    |
| CGT_BERT (Ye et al., 2021)   | 0.947 | 0.842 | 0.891 | E                    |
| CasRelBERT (Wei et al., 2020)| 0.897 | 0.895 | 0.896 | P                    |
| TPLinkerBERT (Wang et al., 2020b) | 0.914 | 0.926 | 0.920 | E                    |
| SPN_BERT (Sui et al., 2021)  | 0.925 | 0.922 | 0.923 | E                    |

Table 7: Current state-of-the-art performance on NYT24 datasets for the joint extraction task. P=Partial entity matching, E=Exact entity matching.

| Model                        | Prec. | Rec. | F1  | Entity Matching Type |
|-----------------------------|-------|------|-----|----------------------|
| Tagging (Zheng et al., 2017) | 0.593 | 0.381 | 0.464 | E                    |
| CopyR (Zeng et al., 2018)    | 0.569 | 0.452 | 0.504 | P                    |
| SPTree (Miwa and Bansal, 2016) | 0.492 | 0.557 | 0.522 | E                    |
| HRL (Takanobu et al., 2019)  | 0.692 | 0.601 | 0.643 | E                    |
| MrMep (Chen et al., 2019)    | 0.717 | 0.635 | 0.673 | E                    |
| PNDc (Nayak and Ng, 2020)    | 0.732 | 0.624 | 0.673 | E                    |
| WDec (Nayak and Ng, 2020)    | 0.777 | 0.608 | 0.682 | E                    |

Table 8: Current state-of-the-art performance on NYT29 datasets for the joint extraction task.

Takanobu et al. (2019) proposed a hierarchical reinforcement learning-based (RL) deep neural model for joint entity and relation extraction. A high-level RL is used to identify the relation based on the relation-specific tokens in the sentences. After a relation is identified, a low-level RL is used to extract the two entities associated with the relation using a sequence labeling approach. This process is repeated multiple times to extract all the relation triplets present in the sentences. A special None relation is used to identify no relation situation in the sentences. Entities extracted associated with the None relations are ignored. Fu et al. (2019) used a graph convolutional network (GCN) where they treated each token in a sentence as a node in a graph and edges were considered as relations. Trisedya et al. (2019) used an N-gram attention mechanism with an encoder-decoder model for the completion of knowledge bases using distantly supervised data. Chen et al. (2019) used the encoder-decoder framework for this task where they used a CNN-based multi-label classifier to find all the relations first, then used multi-head attention (Vaswani et al., 2017) to extract the entities corresponding to each relation. Nayak and Ng (2020) used encoder-decoder network for this joint extraction task. They proposed a word-level decoding framework and a pointer network-based decoding framework for the same.

CopyMTL model (Zeng et al., 2020a) was proposed to address the issues of CopyR (Zeng et al., 2018) model. CopyR model can only extract
| Model                          | Prec. | Rec.  | F1   | Entity Matching Type |
|-------------------------------|-------|-------|------|----------------------|
| Tagging (Zheng et al., 2017)  | 0.525 | 0.193 | 0.283| P                    |
| CopyR (Zeng et al., 2018)     | 0.377 | 0.364 | 0.371| P                    |
| GraphR (Fu et al., 2019)      | 0.447 | 0.411 | 0.429| P                    |
| CopyMTL$_{One}$ (Zeng et al., 2020a) | 0.578 | 0.601 | 0.589| E                    |
| HRL (Takanobu et al., 2019)   | 0.695 | 0.629 | 0.660| E                    |
| MrMep (Chen et al., 2019)     | 0.694 | 0.770 | 0.730| E                    |
| RIN (Sun et al., 2020)        | 0.773 | 0.768 | 0.770| E                    |
| RSAN (Yuan et al., 2020)      | 0.805 | 0.838 | 0.821| E                    |
| ETLSpan (Bowen et al., 2020)  | 0.843 | 0.820 | 0.831| E                    |
| CasRel$_{LSTM}$ (Wei et al., 2020) | 0.869 | 0.806 | 0.837| P                    |
| TPLinker$_{LSTM}$ (Wang et al., 2020b) | 0.919 | 0.816 | 0.864| E                    |
| CGT$_{BERT}$ (Ye et al., 2021) | 0.929 | 0.756 | 0.834| E                    |
| TPLinker$_{BERT}$ (Wang et al., 2020b) | 0.889 | 0.845 | 0.867| E                    |
| CasRel$_{BERT}$ (Wei et al., 2020) | 0.934 | 0.901 | 0.918| P                    |
| SPN$_{BERT}$ (Sui et al., 2021) | 0.931 | 0.936 | 0.934| P                    |

Table 9: Current state-of-the-art performance on WebNLG datasets for the joint extraction task.

Figure 7: The statistics of the research articles published in year 2019 (CoNLL, ACL, EMNLP, AAAI, IJCAI) and 2020 (COLING, ACL, EMNLP, AAAI, IJCAI). The left one shows the pipeline vs joint extraction models, the middle one shows the sentence-level vs document-level extraction models, and the right one shows the use of distantly supervised datasets vs annotated datasets.

the last token of the entities, whereas CopyMTL model used a sequence tagging approach to extract the full entity names. Bowen et al. (2020) decomposed the joint extraction task into two sub-tasks: (i) head entity extraction (ii) tail entity and relation extraction. They used a sequence tagging approach to solve these two sub-tasks. Similarly, Wei et al. (2020) proposed a sequence tagging approach for this task. They first identified the head entities and then for each head entity and each relation, they identified the tail entities using a sequence tagging approach. They used pre-trained BERT (Devlin et al., 2019) in their model to improve the performance. Yuan et al. (2020) used a relation-specific attention mechanism with sequence labeling to jointly extract the entities and relations. Wang et al. (2020b) proposed a single-stage joint extraction model using entity-pair linking. They aligned the sentence tokens using the Cartesian product so that the boundary tokens of the subject and object entities are aligned. Then they used a classifier to tag each token-pair as entity head, entity tail, subject head, subject tail, object head, and object tail for each relation separately. This scheme can identify the multiple triplets with overlapping entities easily. Sui et al. (2021) proposed a bipartite matching loss in the encoder-decoder network which considers the group of relation triplets as a set, not as a sequence. Ye et al. (2021) transformer-based generative model for this task. They used negative triplets to train the transformer model in contrastive settings. Wang and Lu (2020) proposed a table-sequence encoder model where the sequence encoder captures the entity-related information and the table encoder captures the relation-specific
Sun et al. (2020) proposed a recurrent multi-task learning architecture to explicitly capture the interaction between entity recognition task and relation classification task. Ji et al. (2020) proposed a span-based multi-head attention network for joint extraction task. Each text span is a candidate entity and each text span pairs is a candidate for relation triplets.

8 Current State-of-the-art & Trends

NYT10 is the most popular dataset for experiments in pipeline-based relation extraction. Since the test dataset of NYT10 is not manually annotated, researchers mostly report a precision-recall curve to compare the models (Vashishth et al., 2018; Ye and Ling, 2019; Li et al., 2020b). TACRED and SemEval 2010 Task 8 datasets are manually annotated and can be used for automatic evaluation. We have included the current state-of-the-art on these two dataset in Table 5 and Table 6. DocRED[2] and FewRel[3] datasets have manually annotated testset and they have a leaderboard where current state-of-the-art can be found. For the joint extraction task researchers used NYT24, NYT29, and WebNLG datasets which have a considerably large number of relations. We have included the current state-of-the-art performance of the models on NYT24, NYT29, and WebNLG datasets in Table 7, Table 8, and Table 9 respectively.

![Figure 8: Publication trend of relation extraction research at ACL, EMNLP, AAAI, and IJCAI in 2016–2020.](https://competitions.codalab.org/competitions/20717)

We analyze the research articles published in 2019 (CoNLL, ACL, EMNLP, AAAI, IJCAI) and 2020 (COLING, ACL, EMNLP, AAAI, IJCAI) and include statistics in Figure 7. We see that majority of the research focuses on pipeline-based approaches on sentence-level relation extraction. We also see that the use of distantly supervised datasets and annotated datasets for experiments is evenly distributed among the published articles. We also show the increasing trends of yearly publications in relation extraction in Figure 8 over the last 5 years period (2016-2020).

9 Future Research Directions

With the progress of deep learning algorithms, significant advances have been made in the relation extraction task. However, many challenges remain in this area. In the pipeline approaches, since we need to find relations among all pairs of entities, there can be a very large number of None instances. This None class is challenging to identify as it is not a single relation but any relation outside the set of positive relations. Erroneous detection of None relation reduces the precision of the model and can add many wrong triplets to the KB. To build a cleaner KB, models have to perform very well to detect the None relation along with classifying the positive relations correctly.

Regarding the joint extraction approach, researchers do not include sentences with zero triplets in training or testing. NYT24 and NYT29 datasets are created after removing the sentences with zero triplets from the original NYT11 and NYT10 datasets. NYT11 and NYT10 datasets contain many sentences that do not have any relation triplets. So in the future, detecting sentences with no relation triplets must be handled in the joint extraction approaches.

Current relation extraction models deal with very few relations whereas existing knowledge bases have thousands of relations. In the future, we should focus more on document-level relation extraction or possibly relation extraction across documents. Following the idea proposed in Nayak (2020), we should extend the task of relation extraction to N-hop to cover more relations from the KB. However, it may not be easy to extend the task as the inclusion of more documents in the chain may make the data noisier. It will be challenging to create a clean dataset for N-hop relation extraction. Also, we need to explore zero-shot or few-
shot relation extraction to cover the relations for which we cannot obtain enough training data using distant supervision.

10 Conclusion

In this survey paper, we detail the recent progress in neural network-based relation extraction research that includes both pipeline-based and joint extraction-based relation extraction approaches. Furthermore, we describe different relation-extraction datasets and setup baselines to facilitate future research. Key issues with the current distantly-supervised datasets are also pointed out. We finally conclude with the possible future research directions to advance this field.
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