Abstract

Generative Adversarial Networks (GANs) have paved the path towards entirely new media generation capabilities at the forefront of image, video, and audio synthesis. However, they can also be misused and abused to fabricate elaborate lies, capable of stirring up the public debate. The threat posed by GANs has sparked the need to discern between genuine content and fabricated one. Previous studies have tackled this task by using classical machine learning techniques, such as k-nearest neighbours and eigenfaces, which unfortunately did not prove very effective. Subsequent methods have focused on leveraging on frequency decompositions, i.e., discrete cosine transform, wavelets, and wavelet packets, to preprocess the input features for classifiers. However, existing approaches only rely on isotropic transformations. We argue that, since GANs primarily utilize isotropic convolutions to generate their output, they leave clear traces, their fingerprint, in the coefficient distribution on sub-bands extracted by anisotropic transformations. We employ the fully separable wavelet transform and multiwavelets to obtain the anisotropic features to feed to standard CNN classifiers. Lastly, we find the fully separable transform capable of improving the state-of-the-art.

1 Introduction

Generative Adversarial Networks (GANs) have become a thriving topic in recent years after the initial work by Goodfellow et al. in [16]. Since then, GANs have quickly become a popular and rapidly changing field due to their ability to learn high-dimensional complex real image distributions. As a result, numerous GAN variants have emerged, like CramerGAN ([5]), MMDGAN ([26]), ProGAN ([14]), SNDCGAN ([33]), and the state-of-the-art StyleGAN, StyleGAN2, and StyleGAN3 ([22, 23, 21]). Among various primary applications of GANs is fake image and video generation, e.g., Deepfakes ([1]), FaceApp ([2]), and ZAO ([3]). In particular, Deepfakes is the first successful project taking advantages of deep learning, which was started in 2017 on Reddit by an account with the same name. Since then, deepfakes are regarded as falsified images and videos created by deep learning algorithms, see [39]. A major source of motivation for investigation into the automatic deep-
fake detection is the visual indistinguishability between fake images created by GANs and real ones. Moreover, the abuse of fake images potentially poses threats to personal and national security. Therefore, research on deepfake detection has become increasingly important with the rapid iteration of GANs.

There are two kinds of tasks in the detection of GAN-generated images. The easiest is identifying an image as real or fake. The harder one consists of attributing fake images to the corresponding GAN that generated them. In this paper, we mainly focus on the attribution task. Both tasks involve extracting features from images and feeding them to classifiers. For the classifiers, there are approaches based on traditional machine learning methods, which are relatively simple, but often reach relatively bad results, see [13, 24]. Approaches based on deep learning, especially convolutional neural networks (CNN), have proven powerful and are employed in many recent papers, see [38, 45, 42, 28, 47, 12, 43]. For feature extraction, the simplest method is just using raw pixels as input. The results are, however, not of high accuracy and the classifiers fed with raw pixels are not robust under common perturbations, see [28, 12]. Therefore, it is necessary to develop methods to better extract features. One stream is the learning-based method by Yu et al. in [45, 46, 47], which found unique fingerprints of each GAN. Another stream is based on the mismatches between real and fake in the frequency domain, see [48, 10, 12, 9, 28, 43]. Specifically, multiresolution methods, e.g., the wavelet packet transform, have recently been employed for deepfake detection, see Wolter et al. in [43]. Their work demonstrates the capabilities of multiresolution analyses for the task at hand and marks the starting point for our considerations. In contrast to the isotropic transformations considered there, we focus on anisotropic transformations, i.e., the fully separable wavelet transform ([40]) and samplets ([18]), which are a particular variant of multiwavelets.

Because the generators in all GAN architectures synthesize images in high resolution from low resolution images using deconvolution layers with square sliding windows, it is highly likely for the anisotropic multiwavelet transforms of fake images to leave artifacts on anisotropic sub-bands. In this paper, we show that features from anisotropic (multi)wavelet transforms are promising descriptors of images. This is due to remarkable mismatches between the anisotropic multiwavelet transforms of real and fake images, see Figure 3. To evaluate the anisotropic features, we set up a lightweight multi-class CNN classifier as in [12, 43] and compare our results on the datasets consisting of authentic images from one of the three commonly used image datasets: Large-scale Celeb Faces Attributes (CelebA, [27]), LSUN bedrooms ([44]), and Flickr-Faces-HQ (FFHQ, [22]), and synthesized images generated by Cramer-GAN, MMDGAN, ProGAN, and SN-DCGAN on the CelebA and LSUN bedroom, or the StyleGANs on the FFHQ. Finally, as in [12, 43], we test the sensitivity to the number of training samples and the robustness under the four common perturbations: Gaussian blurring, image crop, JPEG based compression, and addition of Gaussian noise.

2 Related work

Deepfake detection: A comprehensive statistical studying of natural images shows that regularities always exist in natural images due to the strong correlations among pixels, see [29]. However, such regularity does not exist in synthesized images. Besides, it is well-known that checkerboard artifacts exist in CNNs-generated images due to downsampling and upsampling layers, see examples in [37, 4]. The artifacts make identification of deepfakes possible. In [31, 38, 42], the authors show that GAN-generated fake images can be detected using CNNs fed by conventional image forses features, i.e., raw pixels. In order to improve the accuracy and generalization of classifier, several methods are proposed to address the problem of finding more discriminative features instead of raw pixels. Several non-learnable features are proposed, for example hand-crafted cooccurrence features in [35], color cues in [32], layer-wise neuron behavior in [41], and global texture in [28]. In [45], Yu et al. discover the possibility of uniquely fingerprinting each GAN model and characterize the corresponding output during the training procedure. With
this technique, responsible GAN developers could fingerprint their models and keep track of abnormal usage of their releases. In the follow-up paper ([47]), Yu et al. scale up the GAN fingerprinting mechanism. However, in [36], Neves et al. propose GANprintR to remove the fingerprints of GANs, which renders this identification method useless.

**Frequency artifacts:** It is found that artifacts are more visible in the frequency domain. State of the art results are achieved using features in the frequency domain, e.g., the coefficients of the discrete cosine transform ([48, 10, 12, 9, 28]) and the coefficients of the isotropic wavelet packet transform ([43]). In [12], Frank et al. found that the grid-like patterns in the frequency domain stem from the upsampling layers. Even though ProGAN and StyleGANs are equipped with improved upsampling methods, artifacts still exit in their frequency domain. Combination of the features in frequency domain and lightweight convolutional neural networks can outperform the complex heavyweight convolution neural networks using features based on the pixel values of images. In [43], features based on wave-packets are used, which outperforms all the other state-of-the-art methods with comparable lightweight CNN classifiers. The success of the isotropic wave-packets inspired us to further investigate this direction and to also take into account anisotropic multiresolution analyses, to extract more distinguishable features for the deepfake detection.

## 3 Proposed Method

### 3.1 Motivation

Images are often composed of two types of regions: mostly monochromatic patches, usually backgrounds, and areas with sharp color gradients, found in correspondence with borders that separate different objects. This construction is similar to a square wave in 1D, which is notoriously difficult to approximate with only cosine functions like the discrete cosine transform (DCT) does. This fact is known as the Gibbs phenomenon, see [15]. Similar to a square wave in 1D, images can be considered as piecewise constant functions in 2D, which makes using DCT methods challenging as their supports are not localized in space but only in frequency. This results in redundant representations of images in the frequency domain. One solution, proposed in [43], is to decompose an image into frequencies while also maintaining spatial information is using wavelets, which are localized in both domains and are thus less susceptible to discontinuities. In order to manifest the efficient representation of images using wavelets, we consider an isotropic pattern with discontinuities on the boundaries of square blocks, and an anisotropic pattern with discontinuities on the boundaries of rectangular blocks, see Figure 1. We then compute the DCT and four different kinds of wavelet transforms, i.e., the discrete wavelet transform (DWT), the discrete wavelet packet transform (DWPT), the fully separable wavelet transform (FSWT), and the samplet transform. From the bar plot in Figure 1, all wavelet transforms overcome the Gibbs phenomenon, in contrast to the DCT. However, anisotropic wavelet transforms, i.e., FSWT and samplets, perform much better than isotropic DWT and DWPT in the task of finding efficient representations for anisotropic patterns which commonly exist in real images.

The previous works [48, 12] have already analyzed the effectiveness of using the frequency domain instead of the direct pixel representation when detecting deepfakes. Moreover, the method in [43] has improved the state-of-the-art result using the isotropic wavelet, i.e., the DWPT. However, they usually result in redundant representations of images. Moreover, they rely on only isotropic decompositions. We are convinced that anisotropic transforms can add a new aspect to the challenge at hand. The intuition behind this reasoning comes from the fact that GAN architectures typically only use isotropic convolutions (square sliding windows) to synthesize new samples, thus being unaware of the fingerprint they are leaving in the hidden anisotropic coefficients’ distribution of the image.

We focus on two technologies that allow us to expose these fingerprints and obtain a spatio-frequency representation of the source image: the fully separable wavelet transform and samplets, which are a particular variant of multiwavelets.
Figure 1: The top left part shows a 256×256 blockwise constant grayscale image with 16 squares of equal size (black stands for 0, and white stands for 255). The bottom left part shows a 256×256 blockwise constant grayscale image with 40 rectangles (black stands for 0, and white stands for 255). The right part shows the numbers of nonzero coefficients under different transforms of the isotropic and anisotropic patterns respectively. Herein, we consider the wavelets and samplets with vanishing moments up to order 1.

3.2 Preliminaries

3.2.1 Isotropic wavelets

Discrete wavelet transform: Wavelets are localized waves that have a nonzero value around a certain point but then collapse to zero when moving further away. Examples for such wavelets are Haar- and Daubechies- wavelets, see [8]. The main idea behind wavelet-based analyses is the decomposition of a signal with respect to a hierarchical scales. The smaller the scales, the higher the corresponding frequency. Unlike the DCT, wavelets are localized in the spatial domain as well, due to their hierarchical nature. The fast wavelet transform (FWT), see [6], is an algorithm commonly used to apply a discrete wavelet transform onto an \( n \times n \) image and decompose it into approximation coefficients using convolutions of filter banks and downsampling operators, with a computational cost in the order of \( O(n^2) \), i.e., linear in the number of pixels. The results of one decomposition step of the FWT are four sets of coefficients usually referred to as \( a, h, v, d \) which stand for approximation, horizontal, vertical, and diagonal coefficients. To produce a decomposition up to level \( l \), the \( a \) coefficient of level \( l-1 \) is further decomposed into four components: \( aa, ah, av, ad \), giving rise to the structure in the leftmost side of Figure 2. This approach is also known as Mallat decomposition ([30]) and amounts to a 2D isotropic wavelet transform. All frequency-based methods like Fourier transformations and wavelets are usually tailored towards unbounded domains, while images are instead bounded. In the case of the Haar wavelet, the transition from unbounded to bounded is not a problem and no boundary modifications are required to obtain an orthonormal basis. However, higher-order wavelets require modifications at the boundary, which introduces the need for padding, usually accomplished either by appending zeros to a dimension or by repeating the data or reflecting it. To avoid changing the size of images, the Gram-Schmidt boundary filter is proposed in [20], which replaces the wavelet filters at the boundary with special shorter filters that preserve both the shape and the reconstruction property of the wavelet transform.

Wavelet packets: Following the assumption that information is mostly contained in the low-frequency approximation coefficient \( a \), the Mallat approach leaves the high frequency terms \( h, v, d \) untouched when moving up one level in the decomposition. Previous work ([11]) has instead shown that, especially when dealing with compressed and lower resolution images, information in the higher frequencies is usually affected more by the reduction processes than that in the lower part of the frequency spectrum. Therefore, the remaining three feature maps are likely to also contain relevant information for deepfake detection. Motivated by this reasoning, the authors of [43] employed wavelet packets as input features for their classifiers. A single level decomposition of a wavelet packet is essentially the same as that of the FWT, but when decomposing up to
level $l$, also the $h$, $v$, and $d$ of level $l-1$ are further decomposed into $(ha, hh, hv, hd)$, $(va, vh, vv, vd)$ and $(da, dh, dv, dd)$, at the total cost of $O(n^2 \log n)$ operations. The resulting quad-tree-like structure is depicted in the middle of Figure 2 for a complete decomposition. In [43], the authors used a Gram-Schmidt boundary filter such that coefficients of any image using the wavelet packet transform remain the same size as the transformed image. Afterwards, all packets are stacked together along the channel direction before feeding the CNN.

3.2.2 Anisotropic wavelets

Fully Separable Wavelet Transform: Previous work has focused on the isotropic discrete wavelet transform and its derivatives to extract features. For images, the isotropic decomposition from level 1 up to level $l$ consists of transforming each axis once for each level. As we have seen with the FWT and wavelet packets, first the $x$ axis is decomposed, then the $y$ axis, and only after the algorithm moves to the next level. Instead, the fully separable decomposition first decomposes completely one axis up to level $l$ and then decomposes the obtained features on the other axis (see the rightmost of Figure 2 for a sketch of the resulting pattern). This different approach gives rise to a more anisotropy-friendly feature extraction while only increasing the computational cost by a factor of two compared to the Mallat decomposition. Similarly to wavelet packets, a suitable boundary modification, e.g., by padding, is necessary for the fully separable wavelet transform with more than one vanishing moment. In this paper, we consider both the reflect-padding method and the boundary filter with QR orthogonalization.

Samplets: First presented in [18], samplets are a generalization of multiwavelets that produce a multiresolution analysis of a given signal in terms of discrete signed measures. Samplets can be constructed with an arbitrary number $m$ of vanishing moments for arbitrary data sets. For structured data, such as images, lowest order samplets $(m=1)$ correspond to Haar wavelets. The construction of the basis and the fast samplet transform can both be performed in linear time, i.e., the cost of transforming an $n \times n$ input image is $O(n^2)$. Different from the FSWT, samplets are a data-centric approach and can accommodate any data dimensions without the need for padding or special boundary treatment. In particular, they do not suffer from discontinuities at the boundaries and do not introduce artifacts in the decomposition, which allows using samplets directly without modifications and without increasing their computational cost.

3.3 Proof of concept

To illustrate how features are extracted by anisotropic multiresolution analyses, we visualize in Figure 3 the samplet- and FSTW- coefficients for the average of 1000 real images from the FFHQ (top row) and for 1000 images by the StyleGAN models from the photorealistic face generation website thisperson-doesnotexist.com (bottom row). As can be seen, the average images from the real sample and the one generated by StyleGAN in the first column are very similar. In particular, it is very difficult to tell which of the exemplary images in the second column is synthesized and which one is real. According to the experiments in [28], human performance in classification only leads to an accuracy of about 63.9% in the FFHQ vs StyleGAN case, which is only slightly higher than the probability of randomly guessing. The two anisotropic transforms lead to the sparse patterns on the right side of the figure. The patterns for the real images and the synthesized images are clearly distinguishable, especially by examining the high and anisotropic frequency parts. These observa-
Figure 3: A row by row comparison of real and synthesized images on sub-bands. The first row shows the average of 1000 real images from the FFHQ dataset. The second column shows the corresponding block-wise normalized samplet coefficients, while the last column shows the block-wise normalized coefficients of the FSWT. Herein, we employed samplets with vanishing moments up to order 3 and level $l = 3$, and the FSWT with the Daubechies 3 orthogonal wavelet, reflect-padding method, and $l = 3$. The second row shows the same information for a dataset of the same size generated by the StyleGAN model taken from thispersondoesnotexist.com. In the color map, white stands for zeros, red for positive numbers, and blue for negative numbers.

The scales of the wavelet transform coefficients decrease exponentially with respect to their underlying level $l$ if the underlying signal exhibits sufficient smoothness. However, the importance of the high frequency coefficients at high levels is large. Therefore, we employ a block-wise normalization, where we divide coefficients by the maximum absolute value on the corresponding block. This way, we can bring each block to the same range ($-1, 1$). Moreover, we keep the zero coefficients untouched to maintain the sparsity pattern. In the following experiments, this block-wise normalization is always applied before feeding the data into the CNN classifier.
Figure 4: The 3D scatter plots of 2000 samples consisting of 1k real and 1k fake images visualize the first three principle components of the raw pixels and the three different parts of the FSWT coefficients. The red nodes represent real images, and the green ones represent fake images.

4 Experiments

All experiments in this paper are performed on a compute server with two Intel Xeon (E5-2650 v3 @ 2.30GHz), one NVIDIA A100-PCle-40GB, two NVIDIA GeForce GTX 1080 Ti (Titan 11GB GDDR5X), and one NVIDIA GeForce GTX 1080 (Founders Edition 8GB GDDR5X).

4.1 Source Identification

Experimental Setup The experiments are conducted on three datasets: CelebA, LSUN bedroom, and FFHQ. The datasets CelebA and LSUN bedroom are generated by the pre-trained GAN models from [45], and contain 150k resized real images of resolution 128 × 128 and 150k fake images in the same size for each model. The models under consideration are CramerGAN, MMDGAN, ProGAN, and SN-DCGAN. Thus, the total dataset has a size of 750k. It is then partitioned into training, validation, and test datasets consisting of 500k, 100k, and 150k images respectively. On the other hand, the FFHQ dataset contains 70k real images resized to 128 × 128 and 70k fake images of the same size for each StyleGAN model, i.e., StyleGAN, StyleGAN2, and StyleGAN3. As in [43], we split the full dataset into training, validation, and test datasets with sizes of 252k, 8k, and 20k, respectively. The CelebA and LSUN bedroom samples are generated following the recommendations of the from the references [12, 43], which suggest using the pre-trained models from [45]. Analogously to [43], the fake dataset of FFHQ is instead generated using the pre-trained models provided by the authors of [22, 23, 21], using, in particular, the R configuration (translation and rotation equivalent) of StyleGAN3, a value of 1 for the truncation parameter, and image numbers from 1 to 70k as the random seeds.

Secondly, the fully separable wavelet transform is realized by using the GPU enabled fast wavelet transform library ptwt ([17, 34, 7]). The samplets, implemented in C++, are integrated into the toolchain by using pybind11 ([19]). The implementation is available at https://github.com/muchip/fmca.

In order to demonstrate the advantages of features extracted by anisotropic multiresolution analyses, we train the same shallow CNN proposed in [12], fed with the samplets and the fully separable decomposition to match the state of the art performance. In the architecture, a fully connected layer is added at the end of the convolution part as a classifier. Its output is the number of classes, and the input size is 32d^2, where d depends on the size of input features. Because the samplet transform does not involve any padding procedure, d for the samplets is the same number as for the raw pixels. However, the size of the fully separable decomposition coefficients depends on the padding methods, which is slightly larger than the size of the raw pixels and the samplets except when using boundary filters. Therefore, the fully connected layer for the FSWT without the boundary method is slightly larger than that for the raw pixels and samplets. With a specific size for the Daubechies 3 orthogonal wavelet (db3), and reflect-padding method the total number of parameters for
the FSWT increase to roughly 202k compared to the 170k parameters for the raw pixels, DCT, and sam-
plets. Even though the numbers of parameters for samplets and FSWT are the same as for DCT and,
thus, larger than for wavelet packets, their parameters are still only around 2% of the parameters in [45].
Besides, the training and evaluation procedures are faster using samplets or FSWT compared to wavelet
packets due to their linear time complexity.

In the training procedure, we set the batch size to
128 and train the model using the Adam algorithm
([25]) with a learning rate of 0.001 for 10 epochs. The
random seed values used are 0,1,2,3,4 for 5 repetitive
training procedures. The random seed is not only
used to initialize the network weights, but also shuffle
the entire datasets before splitting. This way, there
is no bias in the partitioning of the data into the
training, test, and validation datasets.

Results: The best result from [43] is obtained by
the db4-fuse architecture, where a much more com-
plex network than the one we use is fed with both
the wavelet packet representations, the Fourier trans-
form, and the raw pixels. We decided to ignore the
results of the fuse architecture because they rely more
on the underlying network architecture than the input
features. We rather compare our features to the
features in [12, 43] using the same simple CNN in
[12], focusing on the results solely obtained from a
single multiresolution analysis: wavelet packets db3
and db4. We also evaluate samplets with vanishing
moments up to order m = 7 to see how the accu-

racy changes when increasing drastically the num-
ber of vanishing moments. Afterwards, we represent
the block-wise normalized samplets with vanishing
moment up to order m, and level of l, denoted by
Samplets-BN-m-l.

To summarize, for our features, we consider:

- Samplets with vanishing moments up to order
  m = 7, and l = 3 as in [43];

- Fully separable db3 and db4 with the maximum
decomposition level of 3, to have a direct com-
  parison to the wavelet packet db3 and db4;

From Table 1, we see that on the datasets of
CelebA and LSUN bedroom the anisotropic trans-
forms performs better in terms of the maximum, the
mean, and the standard deviation. Among all fea-
tures, the fully separable db3 with the reflect-padding
method is the clear winner. On the another hand,
if we only consider the fully separable transforma-
tion without padding, samplets with the vanishing
moment 3 perform better than the FSWT with the
boundary method on all aspects. Samplets with a lot
of vanishing moments do not bring much improve-
ments compared to the ones with lower vanishing
moments. Thus, we will only focus on the samplets with
vanishing moment up to the orders 3 and 4 to have
a direct comparison to the the wavelet packet db3
and db4 in our following experiments. To visually
demonstrate why anisotropic features work better, in
Figure 5, we compare the average samplets, and the
fully separable decomposition coefficients of the ref-
rence CelebA dataset and synthetic data generated
from multiple GANs. As we can see, the anisotropic
analysis leads to different patterns for images from
different sources, which, we believe, could aid a neural
classifier in discerning the origin of each data point.

We also want to explore how well the different fea-
tures perform on more advanced GAN models. Since
the five GANs considered for the CelebA and the
LSUN bedrooms are not state-of-the-art anymore, we
shift our focus to StyleGAN, StyleGAN2 and Style-
GAN3, for which there also exist pre-trained models
on the FFHQ dataset. We repeat the classification
task for 5 times and report the results in Table 2 for
the six best methods identified before: Samplets-BN-
3-3 and Samplets-BN-4-3, fully separable db3 and db4
with the boundary and the reflect-padding methods,
plus the samplets with a larger level l, as well as
the benchmarks in [12, 43]. Even though samplets
perform not as good as on the CelebA and LSUN
bedroom datasets, the fully separable db3 and db3
with reflecting padding method consistently perform
better compared to the other features.

4.2 Training on 20% of the training
dataset

We also observe that anisotropic features can achieve
a higher accuracy than DCT and wavelet packets
when not much training data is available. To demon-
Table 1: Accuracy results for different features with max, mean and standard deviation on the CelebA and the LSUN bedroom datasets. We report our results in comparison to the results in [12, 43], which are obtained using seeds from 0 to 4.

| Method                      | complexity | parameters | CelebA% max  | µ ± σ | LSUN bedrooms% max  | µ ± σ |
|-----------------------------|------------|------------|--------------|-------|----------------------|-------|
| Pixels (Frank et al.[12])   | O(1)       | 170k       | 97.80        | -     | 98.95                | -     |
| DCT (Frank et al.[12])      | O(n^2 log n) | 170k       | 99.07        | -     | 99.64                | -     |
| Packet-ln-db3 (Wolter et al.[43]) | O(n^2 log n) | 109k       | 99.38        | 99.11 ± 0.49 | 99.19                | 99.01 ± 0.17 |
| Packet-ln-db4 (Wolter et al.[43]) | O(n^2 log n) | 109k       | 99.43        | 99.27 ± 0.15 | 99.02                | 98.46 ± 0.67 |
| Samplets-BN-2-3 (our)       | O(n^2)     | 170k       | 99.84        | 99.71 ± 0.12 | 99.49                | 99.31 ± 0.15 |
| Samplets-BN-3-3 (our)       | O(n^2)     | 170k       | 99.92        | 99.86 ± 0.06 | 99.44                | 99.36 ± 0.09 |
| Samplets-BN-4-3 (our)       | O(n^2)     | 170k       | 99.79        | 99.75 ± 0.06 | 99.2      | 98.96 ± 0.21 |
| Samplets-BN-5-3 (our)       | O(n^2)     | 170k       | 99.87        | 99.79 ± 0.05 | 99.52                | 99.34 ± 0.11 |
| Samplets-BN-6-3 (our)       | O(n^2)     | 170k       | 99.87        | 99.82 ± 0.04 | 99.55                | 99.42 ± 0.13 |
| Samplets-BN-7-3 (our)       | O(n^2)     | 170k       | 99.89        | 99.77 ± 0.12 | 99.62                | 99.38 ± 0.24 |
| FSWT-BN-db3-3-boundary (our) | O(n^2)     | 170k       | 99.88        | 99.84 ± 0.05 | 99.1      | 98.76 ± 0.35 |
| FSWT-BN-db4-3-boundary (our) | O(n^2)     | 170k       | 99.91        | 99.76 ± 0.11 | 99.33                | 99.13 ± 0.18 |
| FSWT-BN-db3-3-reflect (our) | O(n^2)     | 202k       | **99.97**    | 99.96 ± 0.01 | **99.9**              | 99.79 ± 0.06 |
| FSWT-BN-db4-3-reflect (our) | O(n^2)     | 225k       | 99.96        | 99.86 ± 0.14 | 99.86                | 99.79 ± 0.04 |

Figure 5: Average coefficients of each feature extraction method on the CelebA dataset. These visualizations are obtained by applying the block-wise normalization, then scaling them to the range (0, 255), and finally casting to unsigned int 8 bit. The first row corresponds Samplets-BN-3-3 and the second FSWT-BN-db3-3-reflect. We are using a diverging color map with white standing for zeros, red for positive numbers, and blue for negative numbers.
Table 2: Accuracy results for different features with max, mean and standard deviation on the FFHQ dataset and a fifth of the CelebA data. We report the results as stated in [43], which were obtained using seeds from 0 to 4.

| Method                                      | FFHQ%       | incomplete CelebA% |
|---------------------------------------------|-------------|--------------------|
| Pixels (Wolter et al.[43])                  | 93.71 ± 2.19| 96.33 ± 2.19       |
| DCT (Frank et al.[12])                      | -           | 98.47 ± -          |
| Packet-in-db4 (Wolter et al.[43])           | 96.28 ± 0.59| 99.01 ± 3.47       |
| Samplets-BN-3-3                             | 92.64 ± 0.73| 99.53 ± 0.12       |
| Samplets-BN-3-4                             | 94.45 ± 1.03| 99.5 ± 0.24        |
| Samplets-BN-4-3                             | 90.68 ± 0.98| 98.82 ± 0.42       |
| Samplets-BN-4-4                             | 90.24 ± 1.05| 98.65 ± 0.4        |
| FSWT-BN-db3-3-boundary                      | 95.72 ± 0.47| 99.18 ± 0.24       |
| FSWT-BN-db3-3-reflect                       | 94.35 ± 0.7 | 99.14 ± 0.23       |
| FSWT-BN-db3-3-reflect                       | 96.36 ± 1.63| 99.77 ± 0.3        |
| FSWT-BN-db4-3-reflect                       | **97.15** ± 0.55 | **99.89** ± 0.16   |

Table 2: Accuracy results for different features with max, mean and standard deviation on the FFHQ dataset and a fifth of the CelebA data. We report the results as stated in [43], which were obtained using seeds from 0 to 4.

4.3 Robustness to Perturbations

Finally, we test the resilience of different features against the 4 common image perturbations. We consider the same image perturbation configurations as in [12]: Gaussian blurring with a kernel size randomly sampled from (3, 5, 7, 9), image crop by a percentage randomly selected from $U(5, 20)$, JPEG based compression with a quality randomly selected from $U(10, 75)$, and addition of Gaussian noise whose variance is sampled from the uniform distribution $U(5, 20)$. The modified pixel values are clipped to the range of $(0,255)$, followed by being cast into 8-bit unsigned integers. In the experiment, we apply one of the mentioned perturbations with a probability of $\frac{1}{4}$. Here, we conduct the experiments on the LSUN bedroom dataset. Results are shown in Table 3. Most anisotropic transformations perform much better than the other features including pixels, DCT coefficients, and wavelet packets. Our features are very robust when images are exposed to the random crop. Instead the accuracy is reduced more dramatically under the blurring, JPEG-based compression, and noise addition. Especially in the case of noise addition, the accuracy is reduced by around 10%.

5 Conclusion

With the results for anisotropic multiresolution analyses presented, we have added a new aspect to the general understanding of how GANs truly operate and what traces they tend to leave in their output. Based on the experiments, the fully separable decomposition and samplets improved the accuracy results compared to the state-of-the-art on the CelebA and LSUN bedroom datasets. However, even though samplets and FSWT with the boundary method do not achieve the state-of the art on the FFHQ dataset, FSWT with the reflect-padding method perform consistently best among all features. In terms of training on incomplete datasets and robustness to perturbations, anisotropic transformations are better than wavelet packets. Moreover, samplets and FSWT
with the boundary method do not require padding. They are thus free from boundary artifacts, allowing them to transform any input signal while maintaining the same support size. Furthermore, this capability makes them perfect as a drop-in addition to any network architecture, which means that, for example, any pixel-based discriminator could instantly and effortlessly improve its classification performance by just adding a single preprocessing layer without modifying its architecture.
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