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1. Introduction

Machine learning and deep learning technologies have increasingly become a research topic in many fields, including computer vision, natural language processing, and other fields related to artificial intelligence. The study of these techniques requires large-scale, high-quality data (raw and/or labeled data) to train algorithms, and the quantity and quality of the data directly affect the performance of the trained algorithm. How to collect large-scale, high-quality data is an urgent problem to be solved.

Crowdsourcing [1] provides a distributed data collection solution. We call this solution “crowdsourcing data collection” and define it as “Crowdsourcing data collection is the scheme of undertaking collecting data tasks by an undefined, potentially large group of online workers in an open recruit format.”

There are many examples of crowdsourcing data collection. ImageNet (http://www.image-net.org/about-stats), a dataset of more than 14 million images, was labeled by 50,000 online users on Amazon Mechanical Turk (AMT) (https://deepmind.com/research/open-source/kinetics). Kinetics (https://deepmind.com/research/open-source/kinetics), a dataset of human behavior that includes 700 motion categories and nearly 650,000 video clips, was collected via YouTube. LibriSpeech (http://www.openslr.org/12/), a speech corpus containing about 1000 hours of English, is from the LibriVox project. The famous Yelp dataset, from the largest public comments on Yelp (https://www.yelp.com/dataset), contains more than 8 million user comments and more than 20 images of over 200,000 businesses in 10 cities.

Crowdsourcing helps enable the collection of rich and large-scale data, which promotes the development of researches driven by data. However, crowdsourcing data collection relies on the uncertain crowd; the differences in people’s ability and understanding of questions, as well as the motivation to participate in the task, will affect the effectiveness and efficiency of crowdsourcing, as well as harm the privacy of requesters and workers. Some technologies are applied to the crowdsourcing process to control the quality, cost, efficiency, and preserving privacy. These techniques focus on solving the following key issues: how to design a
the crowdsourcing data collection process, Sections 3 of the existing work and open problems.

This paper is organized as follows. Section 2 introduce the crowdsourcing data collection process, Sections 3–7 review the technologies adopted from five key aspects, respectively, including (1) task design, (2) task-worker matching, (3) response aggregation data, (4) incentive mechanism design, and (5) privacy-preserving. Section 8 discusses the limitations of the existing work and the future research direction. Section 9 concludes this paper.

2. Crowdsourcing Data Collection Process

Crowdsourcing data collection infrastructure comprises three major components: requester, worker, and crowdsourcing platform. A requester is a task owner, such as a person or an organization that requests a particular data collection task to be completed by workers (see Figure 1). A worker is an online user who potentially performs an assigned/selected task, motivated by interest or reward. A crowdsourcing platform is a server that manages requesters, workers, and tasks.

Figure 1 shows the process of crowdsourcing data collection. First, the requester submits the designed task and the corresponding reward to the platform (Step 1 in Figure 1). Then, the crowdsourcing platform publishes tasks (Step 2 in Figure 1). Then, the worker performs the assigned/selected tasks (Step 3 in Figure 1) and responds to the platform with collected data (Step 4 in Figure 1). Then, the platform aggregates the responses from workers and delegates them to the requester (Step 5 in Figure 1). Finally, the requester validates the task responses and determines whether to accept them, and once accepted, the reward is paid to the worker who has responded to the task (Step 6 in Figure 1).

Crowdsourcing data collection has the advantages of cheap price, fast collection speed, and large scale of data obtained. However, it still faces many challenges:

(1) Control of the Crowdsourcing Result’s Quality. The crowdsourcing result’s quality refers to the extent to which the data obtained meets and/or exceeds the requestor’s expectations. The quality is affected by two aspects: task and worker. First, the task design (including whether a task description is clear and whether a task design is reasonable) has a direct influence on the worker’s understanding of the task. If workers cannot accurately understand the task, it is difficult to provide high-quality data. Secondly, crowdsourcing mainly uses the online worker to collect data. Because the objective ability and subjective motivation of the worker may affect the reliability and/or the correctness of the collected data, it is certainly difficult to ensure the quality of their submitted data.

(2) Control of the Cost. From the task owner’s perspective, the costs of crowdsourcing refer to the payment required to accomplish the task. Most crowdsourced tasks require the task owner to pay rewards to workers who have completed the task. On the AMT platform, the reward is usually a few cents per task. However, the total payment is a considerable expense, if the scale of the task is large. For example, if the price to tag a single image is 5 cents, the price to tag 50,000 images is $2,500, so it is important to consider not only the quality of the crowdsourced data but also the cost of doing so. In contrast, from the worker’s point of view, since they need to expend the cost (including time, energy, and resources) to participate in tasks, they usually consider whether the reward is worthwhile compared with the cost.

(3) Efficiency, which Refers to the Time between Publishing the Task and Completing the Task. Efficiency is affected by the enthusiasm to participate in the task and the quality of the task completed by the workers. For example, 100 workers tag a set of photos faster than 10 workers. However, among the data submitted by workers, if the amount of qualified data is lower than the task requestor expects, a secondary publication task is required, increasing the overall time for the task to complete.

(4) Privacy Threat, which Is an Important Issue in Crowdsourcing. The data collected through crowdsourcing may contain a large amount of sensitive information, which is directly related to user privacy, such as the user’s geographical location, travel trajectory, and personal preferences. This would cause serious security threats. For example, based on the personal information collected and tracked, Egyptian government officials’ harassment and retaliation on Ushahidi reporters in 2011 can be seen as both physical intrusions to those protestors’ solitude and an interference against their ideas and public demonstrations.

To address the above challenges, recently, research on crowdsourcing data collection has sprung up, for example, controlling the quality of crowdsourcing results [2–4], balancing between budget and quality [5–7], and aggregating the responses generated by workers to produce accurate results [8–10].

These challenges exist in the entire crowdsourcing process. Next, according to the crowdsourcing process, a variety of studies are reviewed from 5 aspects, including (1) task design, (2) task-worker matching, (3) response aggregation, (4) incentive mechanism design, and (5) privacy-preserving.

3. Task Design

Crowdsourcing task design is to design a task with a clear description and appropriate size to improve the readability
of the task, to help workers complete the task quickly and correctly.

3.1. Task Description. Task description describes the task basic information (e.g., title, keywords, task content, task requirement, and task goal) and the task instructions of how to perform the task. The clarity of the task description affects the way workers perform the task and hence the quality of the crowdsourcing results [11–14].

Few task description studies have been conducted at this time. Gadiraju et al. [15] studied the quantification of task clarity. They published 71,000 microtasks on the CrowdFlower platform, including six task types: CC (Content Creation), IF (Information Finding), IA (Interpretation and Analysis), VV (Verification and Validation), CA (Content Access), and SU (Surveys). They collected workers’ ratings on task goal clarity, task role clarity, and task clarity, then used the features (e.g., task type and task content) and the acquired labels to train and validate a supervised machine learning model for task clarity prediction. Gillier et al. [16] studied the influence of task instruction orientation on the quality of task (i.e., crowdsourcing innovative ideas) completion. They compared the quality of task completion under three types of task instructions: unbound, suggestive, and prohibitive. Suggestive task instruction leads to lower quality of idea originality, probably because it limits people’s thinking. Wang et al. [17] believed that, if the samples in the suggestive instruction were highly original, it would motivate workers to produce high-quality original works. The research of Ipeirotis [18], on the AMT(Amazon Mechanical Turk) platform, suggests that task completion times were constrained by the way tasks were selected and followed a power-law distribution. Most tasks take 12 hours or 7 days to complete. Besides, graphic design [15] and gamification design [19, 20] not only make tasks more attractive to workers but also enhance workers’ understanding of the task.

3.2. Task Decomposition. The size of a task affects the speed and quality with which it is completed. Microtasks with low granularity, such as image tagging and text recognition, generally do not require much professional skill and can be completed quickly. Macrotasks with great granularity, such as editing an article and writing a travel guide, are complex, require specific professional skills, and are difficult to accomplish by one person alone. Macrotasks usually need to be decomposed into multiple subtasks to reduce the difficulty and granularity of tasks, so as to improve the quality of task results and shorten the completion time [21–23].

According to the participants involved in task decomposition, the task decomposition method is divided into independent task decomposition and cooperative task decomposition. Independent task decomposition means that the task decomposition is completed independently by the task requestor. Collaborative task decomposition means that task decomposition is accomplished collaboratively by task requesters and workers. For example, Kulkarni et al. [23] designed an editable visual tool Turkomatic to allow workers to participate in the decomposition of crowdsourced tasks.

From the content of task decomposition, the task decomposition method can be divided into vertical task decomposition and horizontal task decomposition. The vertical decomposition method decomposes the task into multiple subtasks in a sequential sequence. The output of the former subtask is taken as the input of the latter subtask, and the output of the last subtask is the final output of the original task. For example, Bernstein et al. [21] split the text editing task into three simple subtasks: (1) find, finding what needs to be fixed; (2) fix, fixing what needs to be fixed; and (3) verify, verifying the correctness of the fix. The horizontal method divides tasks into multiple subtasks that can be done in parallel. The final output of the original task is obtained by aggregating the output of all subtasks. For example, Kitur et al. [22], based on the MapReduce framework [24], studied the decomposition of complex tasks and the integration of responses to subtasks and split the task writing an article into three simple subtasks: Partition-Map-Reduction. The “Partition” subtask is to create an outline. The “Map” subtask is to collect materials required for a chapter. Multiple instances of a “Map” subtask can be done
in parallel. The “Reduction” subtask writes paragraphs based on the collected materials. Finally, the “Reduction” subtask merges all the outlines and chapters into a single article.

4. Task-Worker Matching

There are two ways of matching between tasks and workers: (1) worker selection task and (2) platform assignment task.

(i) Worker-selected tasks (WST): workers select data collection tasks of their interest from a given list published by the crowdsourcing platform.

(ii) Platform-assigned tasks (PAT): the crowdsourcing platform selects available appropriate workers for a given data collection task based on various parameters, such as the quality of the worker and the budget of the task, to ensure that certain goals are achieved.

4.1. Worker-Selected Tasks (WST). With regard to WST, a worker searches the list of tasks in some sort or by entering keywords. For example, AMT, the most popular crowdsourcing platform for microtasks, sorts tasks by “recently released,” “reward,” and “most HITS” [25] and allows inputting keywords for searching tasks [18]. WAT helps workers find tasks quickly, but it has some limitations:

(1) Workers generally focus on the first 1–2 pages of search results, which means some tasks will not be completed for a long time, i.e., hungry task

(2) The tasks found are likely not suitable for the worker. However, to save task search time, some workers choose tasks randomly from the search results, resulting in (i) the quality of the workers’ contribution being low and (ii) requestors losing contributions from other workers who are better suited to the task, and spend extra time dealing with suboptimal contributions.

To complement the above search methods, some researchers propose task recommendation algorithms [26–30] based on worker characteristics and task characteristics, in order to provide workers with more appropriate tasks to choose from. Ambati et al. [28], based on the historical interactions between workers and tasks, built a preference model for workers and learned workers’ preferences through “Bag-of-Words Approach” and “Classification Based Approach,” so as to recommend tasks that might be of interest to workers. However, Ambati et al. [28] cannot solve the cold-start problem of a lack of historical information on new workers and tasks. To address the cold-start problem, Yuen et al. [26] proposed a task recommendation framework TaskRec based on Unified Probability Matrix Factor Decomposition, which is aimed at recommending tasks for workers in dynamic scenarios. In the real world, the time spent on completing a crowdsourcing data collection task is usually short (several minutes or even seconds), so it is possible that a task has been completed by other workers before it has been recommended to the right one.

Safran et al. [30] proposed a real-time recommendation algorithm that recommends the task within milliseconds, including the following: (1) Top-K-T algorithm, recommending the most suitable K tasks for specific workers; (2) Top-K-W algorithm, recommending the most suitable K workers for a specific task.

4.2. Platform-Assigned Tasks (PAT). PAT involves assigning a given task to suitable workers based on various conditions, aimed at achieving optimization goals benefitting the requester, such as maximizing the number of tasks assigned, minimizing the cost currently, and improving the quality of task responses, or goals benefitting the worker, such as maximizing the reward received by the worker. These goals are related to the quality of workers; therefore, how to assess the quality of workers is vital. Section 4.2.1 reviews the factors influencing the quality of workers, Section 4.2.2 introduces the assessment of the quality of workers, and Section 4.2.3 introduces the assignment algorithms.

4.2.1. Factors Influencing the Quality of Workers. The quality of workers is influenced by both the workers and the tasks, specifically, including the worker’s ability, the human factor of the worker, and the difficulty of the task.

The quality of workers is affected by their professional ability [25]. Workers perform better on crowdsourced tasks in areas of expertise they excel at [31]. A worker’s professional ability refers to the knowledge and skills acquired by the worker through previous studies and work, which reflects the ability level of the worker in a certain field. In general, the worker’s professional ability is evaluated based on his/her credentials (such as academic certificates, language level, and professional qualifications) and experience.

The quality of workers is affected by human factors [32, 33]. Kazai et al. [33] investigated the influence of human factors on the accuracy of labeling from six aspects: workers’ participation motivation, familiarity with the subject involved in the task, awareness of the difficulty of the task, satisfaction with reward, and enjoyment of the task, and found that the accuracy of labeling was related to human factors.

The quality of workers is affected by task difficulty [33, 34]. Wei et al. [34] divided tasks into easy and difficult categories and learned the difficulty of tasks according to the workers’ scores on the difficulty of tasks. The results of the image tagging experiment show that compared with easy tasks, difficult tasks have higher tagging accuracy, but this is related to the workers’ perception of the difficulty of the task [33].

4.2.2. Assessment of Worker’s Quality. An accurate assessment of the quality of workers is required before task assignment. Specifically, it can be divided into the following three evaluation methods shown in Table 1:

(1) Evaluate the quality of workers according to their reputation (EQWR)

(2) Evaluate the quality of workers by using the gold standard (EQWG)
The quality of workers is evaluated by the correct completion of tasks, which might make both parties reluctant to add a gold standard to the task. However, the addition of a gold standard would improve the accuracy of data annotation, by filtering out inattentive workers using Attention Check Questions (ACQs). The quality of workers is usually modeled by the reputations based on the correctness of workers' contributions; however, no information was available on the new worker or new task; (2) EQWG adds an additional cost to the requester and time spent for completion. Besides, the rationale for the gold standard is worth considering. EQWA assumes that the platform has obtained worker's history of completion of the task. The reputation value of the new user cannot be obtained. The limitation of the first two methods is solved, but the problem of long computation time may exist.

Although the above two schemes realize the evaluation of worker quality, they both have some limitations: (1) EQWR assumes that the platform has obtained worker information; however, no information was available on the new worker or new task; (2) EQWG addresses these limitations. Reference [10] uses a truth inference algorithm [8] to aggregate the workers' responses, infer the ground truth of the task, and evaluate the quality of the workers based on the ground truth. See Section 5 for a detailed description of the various aggregation methods.

4.2.3. Task Assignment. Crowdsourcing workers vary in their professional ability, work motivation, etc., resulting in different quality of workers when completing specific tasks, which makes it difficult to ensure the quality of crowdsourcing results. Although task redundancy and other methods improve the quality of crowdsourcing results [3], it will also lead to an increase in the cost paid by the task requestor and the time spent in response aggregation. Therefore, how to reasonably assign tasks to suitable workers has become one of the hottest research issues in crowdsourcing research.

At present, a large number of researches have been conducted on specific task assignment methods from the perspective of task requesters. The main idea is to balance the quality of crowdsourcing results, the number of tasks completed, and the cost (such as time and budget), to achieve the reasonable assignment of tasks.

Karger et al. [5–7] took classifying tasks as an example, aimed at obtaining reliable data annotation with minimum redundancy (the number of repeated assignments per task). In [5–7], the quality of a worker is modeled as a probability; the random regular bipartite graph is used to assign tasks to workers in the offline scenario. Ho et al. [43] proposed the exploration-exploitation algorithm in online scenarios, aimed at minimizing the total number of tasks assigned while the quality of crowdsourcing results is higher than the preset thresholds. Fan et al. [44] assumed that the quality of workers might differ in the different tasks they are engaged in and proposed an adaptive allocation framework, iCROWD. According to the similarity between tasks, a task is assigned to the workers who have performed better on similar tasks, to improve the quality and number of tasks completed as much as possible. The iRowd framework...
includes a WarmUp component that is used to conduct qualification tests on new workers to assess their initial quality. Document [45] proposes an adaptive task allocation framework, Argo+, based on LDA (Latent Dirichlet Allocation) and Rocchio technology, to increase the success rate of task assignments. Reference [45] measures a worker’s quality based on the similarity, calculated based on the worker’s expertise and that required by a task. The new worker’s expertise is provided by himself or set to any initial value. Literature [46] uses a decision tree to classify workers according to their expertise, then picks tasks for the worker he/she is good at, aimed at improving the quality of crowdsourcing results.

The above task assignment algorithms assume that the task to be assigned is a single task, which does not apply to the assignment of a combination task. A combination task is a task composed of several different microtasks. For example, a combination task might include making a city tour plan, selecting a book for a reading club, or rating a movie. A major feature of combined tasks is the diversity of task features [47]. Literature [48] studied the influence of task diversity on task assignment goals and proposed a task assignment method matching workers’ professional abilities and hobbies.

Table 2 describes the factors considered and the metrics of various task assignments.

### Table 2: Factors considered and metrics of task assignments.

| Reference | Worker’s professional ability | Factors | Task’s budget constraint | Quality of crowdsourcing result | Metrics | Task assignment rate |
|-----------|-------------------------------|---------|--------------------------|--------------------------------|---------|---------------------|
| [5]       | ×                             | Worker’s hobbies | √                         | √                              |         | ×                   |
| [6]       | √                             | Worker’s hobbies | ×                         | ×                              |         | ×                   |
| [7]       | ×                             | Worker’s hobbies | ×                         | ×                              |         | ×                   |
| [43]      | ×                             | Worker’s hobbies | √                         | √                              |         | ×                   |
| [44]      | ×                             | Worker’s hobbies | ×                         | ×                              |         | ×                   |
| [45]      | ×                             | Worker’s hobbies | ×                         | ×                              |         | ×                   |
| [46]      | ×                             | Worker’s hobbies | ×                         | ×                              |         | ×                   |
| [47]      | ×                             | Worker’s hobbies | ×                         | ×                              |         | ×                   |
| [48]      | ×                             | Worker’s hobbies | ×                         | ×                              |         | ×                   |

MV, if (1) more than half of the workers voted unanimously and (2) the error rate of workers is uniformly distributed, can effectively improve the accuracy of the ground truth [49].

The typical MV method is only suitable for the discrete decision task. Mean and median are generally regarded as the truth of a numerical task [8]. These methods are simple to calculate and easy to implement in applications. However, if spammers are in the majority, the ground truth may seriously deviate from the real answer of the task [52]. In addition, these methods assumed there was no difference in response quality among all workers.

HP (Honeypot) [51], an advanced version of MV, is proposed. It first filters out low-quality workers based on the gold standard, then adopts MV to infer the truth based on the remainder of workers. Unlike the HP algorithm, ELICE (Expert Label Injected Crowd Estimation) [53] assumes that a worker’s response is related to the difficulty of the task. Using labels provided by experts as the gold standard, the ratio of the number of workers who responded correctly to the total number of workers who participated in the gold standard is used to measure the difficulty of the task. ELICE and HP solved the problem of excessive spammers, but the
accuracy of the aggregation results depends heavily on the rationality of the gold standard and threshold setting.

5.2. Iterative Algorithm. The iterative algorithm iterates in two steps until the algorithm converges. Each iteration is divided into two steps: (1) update the aggregation truth of the task; (2) update the quality of workers. There are several iteration algorithms such as EM (Expectation Maximization), SLME (Supervised Learning from Multiple Experts), GLAD (Generative Model of Labels, Abilities, and Difficulties), FaitCrowd [54], TEST (Topic-missile-similar Tasks) [31], and ZenCrowd [55].

EM [56] carries out Maximum Likelihood Estimation (MLE) through iteration of the E (Expectation) step and the M (Maximization) step.

(i) E step: infer the truth of a task based on the worker quality and labels provided by workers.

(ii) M step: the worker quality based on the truth inferred in the Exception step and labels provided by workers.

When the algorithm is stopped, the inferred ground truths of tasks and the confusion matrix representing the error rate of the worker’s response are returned.

EM algorithm improves the accuracy of task aggregation results since it considers the variation of worker quality. However, EM has a high computational cost and long-running time because of its iterative running characteristics, and the clustering results are closely related to the initial values of the parameters. Moreover, for a large number of label categories and a small number of labels, the confusion matrix obtained is a sparse matrix, which means that the inaccuracy of the estimated results is very high.

Similar to EM algorithm, SLME algorithm [51] also obtains aggregation results through the alternating calculation of the E step and the M step. It is assumed that the quality of workers is proportional to their professional ability, and the sensitivity and specificity of statistics are used to measure the professional ability of workers. Therefore, SLME algorithm is only applicable to binary-class tasks.

GLAD [57] takes extra consideration of the difficulty of the task based on EM algorithm and assumes the adversarial labeler can be reversed. Each iteration updates the aggregation label of the task, the professional ability of the worker, and the difficulty of the task. GLAD outperforms the commonly used “Majority Vote” heuristic for inferring image labels and is robust to both noisy and adversarial labelers.

FaitCrowd [54] uses the topic model LDA to model the professional ability of workers in different topics and assumes that a task belongs to only one topic. Different from FaitCrowd, TEST [31] assumes that a task may belong to multiple topics.

The above inference algorithms attempt to model the worker quality from multiple sides, including the expertise of a worker and the difficulty of a task. However, due to the sparsity of samples, the accuracy of the inferences is subject to certain risks. Demartini et al. [55] argued that a simple model would perform better than a complex model on a sparse dataset and therefore proposed the ZenCrowd algorithm [55]. Because the ZenCrowd algorithm uses fewer parameters, it avoids the problem of large deviation of variable estimation in the case of sparse data. Since the ZenCrowd algorithm uses maximum entropy to estimate the quality of a worker, its advantage is that it is suitable for a multiclass task that has more than two options.

Table 3 shows the main inference algorithms used in response aggregation. The factors considered by the algorithm, the suitable task type, and the efficiency are compared. Overall, the running time of the noniterative algorithm is lower than that of the iterative algorithm, but the accuracy of the aggregation result is related to the specific dataset.

6. Incentive Mechanism Design

Despite some workers being willing to work for free, most crowdsourcing workers want to be paid for their services. Hiring one person is cheap, but incentivizing extensive, reliable users to perform tasks is still crucial under a limited budget. Several studies have identified direct relations between incentives and workers’ response quality and/or task execution speed [35, 58, 59]. Incentives may come in two different forms: extrinsic incentives (e.g., monetary [60] and virtual currency [61]) and intrinsic incentives (e.g., gamification point/leaderboards [19, 20]). Extrinsic incentives accelerate task execution speed [58]. Intrinsic incentives influence quality more significantly than extrinsic ones [37]. Task design typically combines extrinsic incentives and intrinsic incentives, to attract enough workers and ensure the quality of the response.

The goal of rational workers motivated by extrinsic incentives is to maximize the payoffs. A worker’s payoff is the difference between the reward received by the worker and the cost incurred to complete the task. Maximizing payoffs implies minimizing the cost (e.g., effort to respond to tasks), which generally leads to the poor quality of responses. Much research on incentive mechanisms have been conducted, to design a payment rule trade-off between the number of tasks completed, the response’s quality, and the payment paid by requesters (or the reward received by workers). Existing crowdsourcing incentive mechanisms can be divided into two categories: non-game theory-based incentive mechanisms and game theory-based incentive mechanisms.

6.1. Non-Game Theory-Based Incentive Mechanisms. Few studies on non-game theory-based incentive mechanisms are proposed. The existing incentive mechanisms are mainly designed from the perspective of the task requester. Reference [62] proposes a payment mechanism that takes a multiplicative form, where the worker’s response to a golden question is evaluated using a score; the reward received by the worker is the sum of the minimum payment and bonus, which is the product of the score and unit bonus per task. This score is directly related to the quality of the workers’ response; workers with lower response quality are given a lower score and hence paid less and vice versa. Thus, this
payment mechanism, on the one hand, prevents spammers from participating in the task and, on the other hand, encourages high-quality workers to actively participate in the task and ultimately achieves the goal of improving the quality of the response received by the requester.

Reference [63] examines the problem: if the budget is not enough to support one response per task, is it to motivate more tasks to be completed or to motivate better quality acquisition of a single response? Requallo, a flexible budget allocation framework, is proposed based on the Markov decision process, to determine the number of annotation instances and payments, ultimately maximizing the number of annotation instances under a limited budget, while ensuring quality does not fall below a certain threshold.

The aforementioned non-game theory-based approach designs the incentive mechanism directly based on the task requestor’s estimate of the worker’s quality. The worker either accepts or rejects the task, and there is no negotiation with the task requestor over the quality or price of the task. To solve this problem, game theory was introduced into incentive mechanisms, and hence, a large number of incentive mechanisms based on game theory have been proposed.

6.2. Game Theory-Based Incentive Mechanisms. During the crowdsourcing process, the behavior and interests of task requesters and workers interact and constrain. Based on this, researchers have proposed a large number of incentive mechanisms based on game theory to solve the utility maximization problem of the parties involved. In economics, utility refers to the degree of satisfaction people get from a good or a service.

We will focus on two types of game theory-based incentives: auction-based incentives and Stackelberg-based incentives.

6.2.1. Auction-Based Incentive Mechanism. The auction-based incentive mechanism models the interaction between stakeholders as an auction process and examines the properties of auctions under the behavior of the stakeholders. An auction-based incentive mechanism is generally evaluated according to the following desirable auction properties.

| Algorithms | Worker quality model | Task model | Task type | Efficiency |
|------------|----------------------|------------|-----------|------------|
| MV [3]     | ×                    | ×          | Binary-class |            |
| HP [51]    | The probability of correctly responding to the gold standard | × | Binary-class |            |
| ELICE [53] | The probability of correctly responding to the gold standard | The task difficulty | Binary-class |            |

(1) *Individually Rational (IR).* The utility of all participants is nonnegative.

(2) *Budget Feasible (BF).* The payment paid by the requester/platform must be less than or equal to his budget.

(3) *Compute Efficiently (CE).* The computational complexity of the incentive mechanism algorithm is polynomial time.

(4) *Truthful (T).* During the game, players will not provide false personal information (such as the cost of participating in the task or the value they can bring to the other party) or manipulate strategically to gain more utility. In other words, the players maximize their utility only if they have truly reported their personal information.

The first three properties ensure the feasibility of the incentive mechanism. The fourth property eliminates the fear of market manipulation among participating users.

Reference [64] designs the incentive mechanism, MSensing auction, based on the antiauction model to determine the optimal time for users to participate in the task, so as to maximize users’ utility. MSensing auction is proved to be profitable (i.e., the platform should not incur a deficit) instead of the property BF. Literature [65] models the interaction between workers and task requestors as an antiauction model and proposes an incentive mechanism under budget constraints. Initially, the workers submit bids, each of which is a task-price pair, to the platform. The platform then greedily selects bidders to maximize its utility and determines how much to pay. Bayesian inference is used to estimate worker quality and selection, and Myerson’s lemma is used to determine the reward to be paid to the winner. Literature [66] considers the real-time arrival and departure of workers and proposes dynamic incentive mechanisms OMZ and OMG based on the online auction model. In the current period, workers first bid with the reserve price of accepting the task and the time of arrival and departure. The platform then decides whether to accept the service of the worker and the reward to be paid, under the remaining budget, so as to
maximize its utility. In addition to the four properties mentioned above, the incentive mechanisms also have the properties of consumer sovereignty, which guarantees that each participating user has a chance to win the auction, and constant competitiveness, which ensures that the mechanism has an approximate optimal solution in an offline scenario. Unlike the above work, literature [67] proposes a frugal auction-based mechanism (i.e., a nonuniform truthful mechanism, TM), which is committed to saving payment paid by the requester. Reference [68] considers that the worker quality may change over time and proposes a long-term, dynamic, quality-sensitive incentive mechanism, Melody, which models the interaction between requestors and workers as a reverse-auction model running continuously. Melody is proven to satisfy the competition property, which means that the ratio of this mechanism’s solution to the optimal solution (OPT) that is computed in the offline case is $O(1)$.

Table 4 compares auction-based incentive mechanisms.

| Reference | Quality | IR | BF | CE | T | Other properties | Goal | Scenario |
|-----------|---------|----|----|----|---|------------------|------|----------|
| MSensing [64] | × | √ | × | √ | √ | Profitability | Maximize the user’s utility | Offline |
| [65] | √ | √ | √ | √ | √ | No | Maximize platform’s utility | Offline |
| [66] | × | √ | √ | √ | √ | Consumer sovereignty, constant competitiveness | Maximize platform’s utility | Online |
| TM [67] | × | √ | × | √ | √ | Frugality | Minimize payment | Offline |
| [68] | √ | √ | √ | √ | √ | Competitiveness | Maximize the total number of satisfied tasks | Online |

6.2.2. Stackelberg-Based Incentive Mechanism. A Stackelberg game is used to model the competition between one player, called the leader, and a set of players, called the followers. A Stackelberg game consists of two stages: the leader first takes actions and knows the actions will be observed by the followers. The followers then take actions according to the actions observed. Both parties choose their own strategies according to the strategies of the other party, so as to maximize their utility under the strategies of the other party and, hence, achieve Stackelberg Equilibrium.

Literature [64] designed a truthful incentive mechanism based on the Stackelberg game, where the platform is a leader and each worker is a follower. First, the platform announces the total reward of the task. Next, each worker decides sensing time to maximize its utility. By solving the Stackelberg equilibrium of the utility function of the workers and the platform, the optimal strategy (i.e., the reward or the time) of both parties is obtained when the utility is maximum.

Reference [67] resolved the problem of minimizing payment in a scenario where both the cost of workers and the value they contribute are heterogeneous. CS-MECH, an incentive mechanism based on the Stackelberg game, was proposed. In the first stage, the requester, as a leader, announces the total payment that will be allocated to all participants. In the second stage, the workers, as followers, learn the task and other workers’ information then decide their participation level which maximizes their utility. Reference [67] compares the two incentive mechanisms proposed: CS-MECH and TM, and finds that CS-MECH performs better than TM in terms of reducing the payment.

Reference [69], highlighting the collaboration between requestors and workers, proposes a novel framework, in which workers and requestors observe each other’s strategies and share their information to maximize their benefit. First, the worker, as the leader, reports the optimal strategy maximizing its utility. The worker’s strategy is the number of tasks it plans to complete. Next, each requester, as a follower, identifies the optimal strategy (i.e., the unit price of the task) based on the observed strategy and the private information owned (i.e., the worker’s reputation) and then shares the information with the workers. Finally, based on the information observed, the worker adjusts the number of tasks to be accomplished, to maximize its utility.

Besides, privacy and security are the challenges of crowdsourcing. Given concerns about privacy disclosure and security threats, workers may be reluctant to participate in tasks [70]. Li and Cao [71] proposed two privacy-oriented incentive mechanisms, in which users are encouraged by credits to upload data without being disclosed. One scheme is implemented by a trusted third-party platform using a hashing verification equation; the other scheme is implemented by blind signature and delegate technology. Xiong et al. [72] have proposed a secure framework for reward-based spatial crowdsourcing (SECRSC), which uses homomorphism encryption technology to prevent the disclosure of information uploaded by workers.

7. Privacy-Preserving

Crowdsourced data collection faces three types of privacy threats:

1. Threat to Data Privacy of Workers. The data collected may relate to the privacy of workers, such as the social activities, travel trajectory, political views, and health. The disclosure of such information probably harms workers’ privacy.

2. Threats to Personal Information Privacy of Workers. The personal information of the worker is uploaded by the worker when he/she registers in the crowdsourcing platform, including the worker’s ID and
gender. Personal information can be stolen and used to commit crimes.

(3) Threats to Task Privacy. The task uploaded by the requester includes the information about the requester. An attacker may infer valuable requester information from the task description, thus endangering the requester’s privacy.

To protect crowdsourcing from privacy security threats, several methods have been applied to task allocation, data aggregation, and incentive mechanisms.

(1) Task Assignment with Privacy. To et al. [73] introduced a trusted third party to protect worker location privacy based on differential privacy. Shen [74] designed a secure task assignment protocol using additively homomorphic encryption with the introduction of a semi-honest third party. In contrast, [75–78] intend to protect both task privacy and worker privacy. References [76, 78] proposed the task assignment based on the encrypted locations of workers and requesters by homomorphic encryption. In [75, 77], a dual privacy-preserving algorithm based on anonymity is proposed in task matching in spatial crowdsourcing.

(2) Data Aggregation with Privacy. In the data aggregation stage, there are two common methods to protect privacy: homomorphic encryption [79, 80] and the addition of random noise perturbation data [81]. In [79], a data aggregation scheme based on additional homomorphic identity encryption (IBE) was proposed, in which data reported to SP should be encrypted using the worker’s private key. This ensures that workers’ data is not decrypted (except by the trusted third party). Zhuo et al. [80] proposed a data aggregation scheme that supports privacy protection and data integrity. Zhuo et al. [80], based on Brakerski–Gentry–Vaikuntanathan, proposed a verifiable homomorphic encryption scheme.

(3) Incentive Mechanism with Privacy. To protect personal information privacy, some incentive schemes try to support differential privacy by adding random disturbance to bidding information [82–84], which can protect workers’ personal information well. Meanwhile, it also ensures that no worker can gain more benefit by claiming false bids. In addition, [85] applied homomorphic cryptography to protect the privacy of personal information (bidding) and considered the verification of incentive results. Sun and Ma [86] proposed a verifiable incentive mechanism for privacy protection based on signature and homomorphic encryption.

8. Discussion
In this section, we discuss some important open problems in crowdsourcing data collection.

8.1. More Effective Incentive Mechanism. Crowdsourcing data collection tasks involve three entities, including task requesters, workers, and crowdsourcing platforms. One of the most fundamental questions is how to recruit extensive appropriate workers. Existing research focuses on how to design tasks to attract enough reliable workers to participate in tasks. One of the most important components of the task design is the incentive mechanism. However, existing work mainly designs the incentive mechanism from the requester’s perspective, in which the reward paid to workers is mainly based on the task requestor’s evaluation of worker responses; the drawback is that the evaluation may not be accurate, because the task requestor may be malicious and deceptive. How to design an incentive mechanism from the perspective of the system, with constraints on both workers and requestors, is worth further study.

8.2. More Accurate Selection of Workers. Worker quality is the key basis of task assignment. Some workers exclude low-quality workers through the gold standard. However, the gold standard hidden in a crowdsourced task can lead to an increase in the cost (e.g., the payment by the requester and the time to complete tasks) of the task. Besides, if the gold standard is too difficult or not relevant to the real task, honest, professional workers may be eliminated, thus wasting the requester’s resources. Therefore, further research is needed to ensure the elimination of spammers during task assignments and to ensure the accuracy of response aggregation.

8.3. Privacy-Preserving. Privacy is an important issue in crowdsourcing. The data collected through crowdsourcing may contain a large amount of sensitive information, which is directly related to user privacy, such as the user’s geographical location, travel trajectory, and personal preferences. This would cause serious security threats, although some studies have incorporated privacy-preserving techniques into task assignment [76, 77], response aggregation [87], and incentive mechanisms [83, 85]. However, in crowdsourcing, malicious participants or the platform may deceive other stakeholders. Hence, the privacy threat has the unique characteristic of deceptive practices [88]. Further, developing effective strategies for protecting user privacy remains an open research problem in crowdsourcing.

8.4. Practical Application. Finally, researches on crowdsourcing data collection have been mainly carried out theoretically or verified on the prototype system of researchers. Applying theoretical research to the real world is an aspect of the development of crowdsourcing platforms that remains to be explored.

9. Conclusion
This paper summarizes the key issues faced in the process of crowdsourcing data collection, reviews relevant technologies proposed over the past decade, and discusses the similarities and differences between these technologies. Then, the present situation of crowdsourcing research and the problems that can be further studied are discussed. Finally,
we hope that our work can provide a reference for relevant researchers.
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