THE FUJITA EXPONENT FOR A SEMILINEAR HEAT EQUATION WITH FORCING TERM ON HEISENBERG GROUP
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ABSTRACT. In this paper, we study a critical exponent to the semilinear heat equation with forcing term on Heisenberg group. Our technique of proof is based on methods of nonlinear capacity estimates specifically adapted to the nature of the Heisenberg group. Surprisingly, the critical exponent will be bounded for all dimensions of the Heisenberg group, in contrast to the Euclidean case which in the 1D and 2D cases will be infinite. In addition, we give an upper bound estimate on the lifespan of local solutions.
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1. INTRODUCTION

We consider the following semilinear heat equation with a forcing term \( f = f(\eta) \) depending on the space in the Heisenberg group

\[
\begin{align*}
  u_t - \Delta_H u &= |u|^p + f, \quad (t, \eta) \in (0, T) \times \mathbb{H}^N, \\
  u(0, \eta) &= u_0(\eta), \quad \eta \in \mathbb{H}^N,
\end{align*}
\]

(1.1)

where \( p > 1 \) and \( \Delta_H \) is the sub–Laplacian operator.

At first, the problem (1.1) for \( f \equiv 0 \) has studied by Pohozaev and Veron [17], Georgiev and Palmieri [9], and on nilpotent Lie groups by Pascucci in [15], and for general locally compact groups in [18].

Mainly, it is proven that:

(i) (see [15, 17]) if \( 1 < p \leq p_F = 1 + \frac{2}{Q} \), then the problem (1.1) admits no global positive solutions;
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(ii) (see [15, 9]) if \( p > p_F = 1 + \frac{2}{N} \), then for sufficiently small initial data, the problem (1.1) admits positive global solutions.

Here \( Q = 2N + 2 \) is the homogeneous dimension of Heisenberg group \( \mathbb{H}^N \).

The above results for the subcritical \((1 < p < p_F)\) and supercritical \((p > p_F)\) cases on Euclidean space \( \mathbb{R}^N \) were first obtained by Fujita in [7] and it is shown that the critical exponent is \( p_F = 1 + \frac{2}{N} \).

In the critical case, \( p = p_F \), this problem was studied by Hayakawa in [11] for \( N = 1, 2 \) and in [14, 20] for arbitrary \( N \). It was shown that there is no nonnegative global solution for any nontrivial nonnegative initial data.

The number
\[
p_F = 1 + \frac{2}{N},
\]
is called the critical Fujita exponent, which separates the nonexistence and existence of global in time solutions of semilinear heat equations.

We also note that the Fujita-type exponents to semilinear equations of type (1.1) on the Heisenberg groups were studied in [1, 2, 12, 5, 6].

Recently, the authors of [18] have studied the following Cauchy problem on a sub-Riemannian manifold \( M \)
\[
\begin{align*}
\begin{cases}
  u_t - L_M u = f(u), & t > 0, x \in M, \\
  u(0, x) = u_0, & x \in M,
\end{cases}
\end{align*}
\]
(1.2)

for \( u_0 \geq 0 \) and \( f(u) \simeq u^p \), where \( L_M \) is a sub-Laplacian on \( M \).

They showed that the Fujita critical exponent is
\[
p_F = 1 + \frac{2}{D},
\]
where \( D \) is the global dimension for \( M \) a connected unimodular Lie group.

In [3], Bandle et. al. have studied the problem (1.1) on \( \mathbb{R}^N \), i.e
\[
\begin{align*}
\begin{cases}
  u_t - \Delta u = |u|^p + f(x), & (t, x) \in (0, \infty) \times \mathbb{R}^N, \\
  u(0, x) = u_0(x), & x \in \mathbb{R}^N.
\end{cases}
\end{align*}
\]
(1.3)

They have obtained the following results:

(i) If \( 1 < p < p_S \) and \( \int_{\mathbb{R}^N} f(x)dx > 0 \), where
\[
p_S = \begin{cases}
  \infty & \text{if } N = 1, 2, \\
  \frac{N}{N-2} & \text{if } N \geq 3,
\end{cases}
\]
then (1.3) does not admit global in time solutions.

(ii) If \( N \geq 3 \) and \( p > p_S \), then for any \( \delta > 0 \), there exists \( \varepsilon > 0 \) such that (1.3) has global solutions provided that
\[
\max\{|f(x)|, |u_0(x)|\} \leq \frac{\varepsilon}{(1 + |x|^{N+\delta})}
\]
regardless of whether or not \( \int_{\mathbb{R}^N} f(x) dx > 0 \).

(iii) If \( N \geq 3, p = ps \), \( \int_{\mathbb{R}^N} f(x) dx > 0 \), \( f(x) = O(|x|^{-\varepsilon-N}) \) as \( |x| \to \infty \) for some \( \varepsilon > 0 \), and either \( u \geq 0 \) or

\[
\int_{|x| > R} \frac{f^-(y)}{|x-y|^{N-2}} dy = o(|x|^{-N+2}),
\]

when \( R \) is enough large, then (1.3) has no global solutions. Here, \( f^- = \max\{-f, 0\} \).

Then, Jleli et. al. in [13], have extended the results of [3], by studying a semilinear parabolic equation with forcing terms depending on time and space.

The main purpose of this paper is to extend the results from [3] to Heisenberg groups, that is, to determine the critical exponent of problem (1.1). In particular, we prove the critical case (iii) without additional conditions on \( f \). Our technique of proof is based on methods of nonlinear capacity estimates specifically adapted to the nature of the Heisenberg group. We will also give an upper bound estimate on the lifespan of local solutions.

2. Preliminaries

In this section let us briefly recall the necessary notions in the setting of the Heisenberg group.

The Heisenberg group \( \mathbb{H}^N \), whose elements are \( \eta = (x, y, \tau) \), where \( x, y \in \mathbb{R}^N \) and \( \tau \in \mathbb{R} \), is a two-step nilpotent Lie group \( (\mathbb{R}^{2N+1}, \circ) \) with the group multiplication defined by

\[
\eta \circ \eta' = (x + x', y + y', \tau + \tau' + 2(\langle x, y' \rangle - \langle x', y \rangle)),
\]

with \( \langle \cdot, \cdot \rangle \) the usual inner product in \( \mathbb{R}^N \).

The distance from \( \eta = (x, y, \tau) \in \mathbb{H}^N \) to the origin is given by

\[
|\eta|_H = \left( \left( \sum_{i=1}^{N} (x_i^2 + y_i^2) \right)^2 + \tau^2 \right)^{1/4} = \left( \left( |x|^2 + |y|^2 \right)^2 + \tau^2 \right)^{1/4} \quad (2.1)
\]

The dilation operation on the Heisenberg group with respect to the group law is

\[
\delta_\lambda(\eta) = (\lambda x, \lambda y, \lambda^2 \tau) \quad \text{for} \quad \lambda > 0,
\]

whose Jacobian determinant is \( \lambda^Q \), where \( Q = 2N + 2 \) is the homogeneous dimension of \( \mathbb{H}^N \).

The Lie algebra \( \mathfrak{h} \) of the left-invariant vector fields for \( 1 \leq i \leq N \) on the Heisenberg group \( \mathbb{H}^N \) is spanned by

\[
X_i := \frac{\partial}{\partial x_i} + 2y_i \frac{\partial}{\partial t}, \quad Y_i := \frac{\partial}{\partial y_i} - 2x_i \frac{\partial}{\partial t},
\]

with their (non-zero) commutator

\[
[X_i, Y_i] = -4 \frac{\partial}{\partial t}.
\]
The sub-Laplacian is defined by
\[ \Delta_{\mathbb{H}} = \sum_{i=1}^{N} (X_i^2 + Y_i^2). \]

An explicit computation gives the expression
\[
\Delta_{\mathbb{H}} = \sum_{i=1}^{N} \left( \partial_{x_i}^2 + \partial_{y_i}^2 + 4y_i \partial_{x_i} \partial_{\tau} - 4x_i \partial_{y_i} \partial_{\tau} + 4(x_i^2 + y_i^2) \partial_{\tau}^2 \right)
\]
\[ = \Delta_{(x,y)} + 4|\langle x, y \rangle|^2 \partial_{\tau}^2 + 4 \sum_{i=1}^{N} \left( y_i \partial_{x_i} - x_i \partial_{y_i} \right), \tag{2.2} \]

where \( \Delta_{(x,y)} \) and \(|\langle x, y \rangle|^2 \) denote the Laplace operator and the Euclidean norm of \((x, y)\) in \(\mathbb{R}^{2N}\), respectively.

The operator \( \Delta_{\mathbb{H}} \) satisfies:

(a): It is invariant with respect to the left multiplication in the group: for all \( \eta, \eta' \in \mathbb{H}^N \) we have
\[ \Delta_{\mathbb{H}}(u(\eta \circ \eta')) = \Delta_{\mathbb{H}}u(\eta \circ \eta'). \]

(b): It is homogeneous with respect to the dilation in the group: for all \( \lambda > 0 \) we have
\[ \Delta_{\mathbb{H}}(u(\lambda x, \lambda y, \lambda^2 \tau)) = \lambda^2 (\Delta_{\mathbb{H}}u)(\lambda x, \lambda y, \lambda^2 \tau). \]

(c): Let the function \( \varphi(\eta) \) have partial symmetry with respect to origin
\[ \varphi(\eta) = \varphi(x, y, \tau) = \tilde{\varphi}(|z|_{\mathbb{R}^{2N}}, \tau), \quad \eta \in \mathbb{H}^N, \]

then in view of [10]
\[ \Delta_{\mathbb{H}} \varphi(x, y, \tau) = \left( \frac{\partial^2}{\partial r^2} + \frac{2N - 1}{r} \frac{\partial}{\partial r} + 4r^2 \frac{\partial^2}{\partial \tau^2} \right) \tilde{\varphi}(r, \tau), \quad r = |z|_{\mathbb{R}^{2N}}. \tag{2.3} \]

(d): Moreover, if \( u(\eta) = \varphi(|\eta|_{\mathbb{H}}) \), then from [4], we have
\[ \Delta_{\mathbb{H}} \varphi(r) = \sum_{i=1}^{N} \left( \frac{x_i^2 + y_i^2}{r^2} \left( \frac{d^2 \varphi}{dr^2} + \frac{Q - 1}{r} \frac{d\varphi}{dr} \right) \right), \tag{2.4} \]

where \( r = |\eta|_{\mathbb{H}}, \quad Q = 2N + 2 \) is the homogeneous dimension of \( \mathbb{H}^N \).

Since \((-\Delta_{\mathbb{H}})\) is a self-adjoint operator, we have for all \( u, v \in H^2(\mathbb{H}^N) \)
\[ \int_{\mathbb{H}^N} \left[ (-\Delta_{\mathbb{H}})u(\eta) \right] v(\eta) d\eta = \int_{\mathbb{H}^N} u(\eta) \left[ (-\Delta_{\mathbb{H}})v(\eta) \right] d\eta. \tag{2.5} \]

**Lemma 2.1.** Let \( f \in L^1(\mathbb{H}^N) \) and \( \int_{\mathbb{H}^N} f d\eta > 0 \). Then there exists a test function \( 0 \leq \psi \leq 1 \) such that
\[ \int_{\mathbb{H}^N} f \psi d\eta > 0. \]
Proof of Lemma 2.1. The proof will be done using the same technique as in [16, Lemma 3.1] for the Heisenberg group. Here, we recall that \( \eta = (x, y, \tau) \in \mathbb{R}^{2N+1} \equiv \mathbb{H}^N \).

Define a function \( \psi_R = \psi \left( \frac{\eta}{R} \right) \), \( 0 \leq \psi_R \leq 1 \), such that \( \psi_R(\eta) \equiv 1 \) for \( |\eta| \leq R \). Consequently, we have an identity in the following form

\[
\int_{\mathbb{R}^{2N+1}} f \psi d\eta = \int_{|\eta| \leq R} f \psi d\eta + \int_{R \leq |\eta|} f \psi d\eta.
\]

Then, using the above property of the test function \( \psi_R \), we obtain

\[
\int_{\mathbb{R}^{2N+1}} f \psi_R d\eta = \int_{|\eta| \leq R} f d\eta + \int_{R \leq |\eta|} f \psi_R d\eta.
\]

In view of the convergence of the integral \( \int_{\mathbb{R}^{2N+1}} |f(\eta)| d\eta \), we have

\[
\left| \int_{R \leq |\eta|} f \psi_R d\eta \right| \leq \int_{R \leq |\eta|} |f| d\eta \to 0, \text{ as } R \to +\infty.
\]

Finally, passing to the limit \( R \to +\infty \) in (2.6), we deduce that

\[
\lim_{R \to +\infty} \int_{\mathbb{R}^{2N+1}} f \psi_R d\eta = \lim_{R \to +\infty} \int_{R \leq |\eta|} f d\eta = \int_{\mathbb{R}^{2N+1}} f d\eta > 0,
\]

which completes the proof, with the test function \( \psi_R \) for a sufficiently large \( R \). \( \square \)

3. Local existence of the solution

In this section we derive the local existence of the solution.

Definition 3.1 (Mild solution). A local mild solution of the problem (1.1) is a function \( u \in C([0, T]; L^\infty(\mathbb{H}^N)) \) such that

\[
u(t) = e^{-t\Delta_H} u_0 + \int_0^t e^{-(t-s)\Delta_H} (|u(s)|^p + f) ds,
\]

for any \( t \in [0, T) \). If \( T = +\infty \), then \( u \) is a global mild solution of (1.1).

Theorem 3.2 (Local existence). Let \( p > 1 \) and \( u_0 \in L^\infty(\mathbb{H}^N) \).

(i) There exists a time \( 0 < T < \infty \) such that the problem (1.1) has a unique mild solution \( u \in C([0, T]; L^\infty(\mathbb{H}^N)) \).

(ii) The solution \( u \) can be extended to a maximal interval \([0, T_{\text{max}}]\), where \( 0 < T_{\text{max}} \leq \infty \). Furthermore, if \( T_{\text{max}} < \infty \), then \( \lim_{t \to T_{\text{max}}^-} \|u(t)\|_{L^\infty(\mathbb{H}^N)} = \infty \).

(iii) If \( u_0, f \in L^r(\mathbb{H}^N), \text{ } r \in [1; \infty), \) then

\[
u \in C([0, T_{\text{max}}); L^\infty(\mathbb{H}^N)) \cap C([0, T_{\text{max}}); L^r(\mathbb{H}^N)).
\]
**Proof of Theorem 3.2.** The assertion (i). First, for an arbitrary $T > 0$, we define the Banach space $\Theta$ in the following form

$$\Theta = \{ u \in C([0, T]; L^\infty(\mathbb{H}^N)) : \|u\|_{L^\infty((0,T);L^\infty(\mathbb{H}^N))} \leq 2\delta(u_0, f) \},$$

where $\delta(u_0, f) = \max\{\|u_0\|_{L^\infty(\mathbb{H}^N)}; \|f\|_{L^\infty(\mathbb{H}^N)}\}$.

We endow $\Theta$ with the distance generated by the norm of $C([0, T]; L^\infty(\mathbb{H}^N))$, such that

$$d(u, v) = \|u - v\|_{L^\infty((0,T);L^\infty(\mathbb{H}^N))}, \ u, v \in \Theta.$$  

Next, for $u \in \Theta$ we define the map

$$(\Psi u)(t) = e^{-t\Delta_H}u_0 + \int_0^t e^{-(t-s)\Delta_H}(|u(s)|^p + f)ds, \ 0 \leq t \leq T.$$

We are going to prove the existence of a unique local mild solution as a fixed point of $\Psi$ using the Banach fixed point theorem.

- $\Psi : \Theta \rightarrow \Theta$. Let $u \in \Theta$, then in view of [9, Proposition 5], it implies that

$$\|(\Psi u)(t)\|_{\Theta} \leq \|e^{-t\Delta_H}u_0\|_{L^\infty(\mathbb{H}^N)} + \left\| \int_0^t e^{-(t-s)\Delta_H}(|u(s)|^p + f)ds \right\|_{L^\infty(\mathbb{H}^N)}$$

$$\leq \|u_0\|_{L^\infty(\mathbb{H}^N)} + T \|u\|_{L^\infty((0,T);L^\infty(\mathbb{H}^N))} + T \|f\|_{L^\infty(\mathbb{H}^N)}$$

$$\leq (1 + T)\delta(u_0, f) + 2^pT\delta^p(u_0, f),$$

for all $0 < t \leq T$. It follows that

$$\|(\Psi u)(t)\|_{\Theta} \leq (1 + T + 2^pT\delta^{p-1}(u_0, f))\delta(u_0, f). \quad (3.3)$$

Let $T > 0$ be sufficiently small so that

$$T + 2^pT\delta^{p-1}(u_0, f) \leq 1.$$}

Accordingly, by (3.3), one has

$$\|(\Psi u)(t)\|_{\Theta} \leq 2\delta(u_0, f),$$

which gives $\Psi(\Theta) \subset \Theta$.

- $\Psi$ is a contraction map. For $u, v \in \Theta$, we have

$$\|(\Psi u)(t) - (\Psi v)(t)\|_{\Theta} = \int_0^t e^{-(t-s)\Delta_H}(|u(s)|^p - |v(s)|^p)ds$$

$$\leq 2^{p-1}C(p)T\delta^{p-1}(u_0, f) \|u - v\|_{L^\infty((0,T);L^\infty(\mathbb{H}^N))}$$

$$\leq \|u - v\|_{L^\infty((0,T);L^\infty(\mathbb{H}^N))},$$

thanks to the following inequality

$$\|u|^p - |v|^p \leq C(p)|u - v| \left(|u|^{p-1} + |v|^{p-1}\right), \quad (3.4)$$

if $T$ is chosen such that

$$2^{p-1}C(p)T\delta^{p-1}(u_0, f) < 1.$$}

The Banach fixed point theorem now ensures the existence of a mild solution to (1.1).
• **Uniqueness of the solution.** If \( u, v \) are two mild solutions in \( \Theta \) for some \( T > 0 \), then using [9, Proposition 5] and (3.4), we obtain

\[
\| u(s) - v(s) \|_{L^\infty(\mathbb{H}^N)} = \int_0^t e^{-(t-s)\Delta_H}\|u(s)|^p - |v(s)|^p\|_{L^\infty(\mathbb{H}^N)} ds \\
\leq C(p) \int_0^t \| u(s) - v(s) \|_{L^\infty(\mathbb{H}^N)} ds.
\]

So the uniqueness follows from Gronwall’s inequality.

The assertion (ii). Next, due to the uniqueness of the mild solution, we conclude that the solution of problem (1.1) can be extended on a maximal interval \([0, T^*)\), where \( T^* \) is given by

\[
T^* = \sup \{ t > 0 : (3.1) \text{ admits a solution } u \in C([0, t]; L^\infty(\mathbb{H}^N)) \}.
\]

Assume that \( T^* < \infty \) and that there exists \( K > 0 \) which satisfies

\[
\| u(t) \|_{L^\infty(\mathbb{H}^N)} \leq K, \text{ for } 0 \leq t < T^*.
\]  

(3.5)

Let \( t_* \) be such that \( t_* \in (T^*/2; T^*) \), and we define for \( \tau \in (0; T^*) \) the set

\[
\Phi = \{ v \in C([0, \tau]; L^\infty(\mathbb{H}^N) : \| v \|_{L^\infty(0, \tau); L^\infty(\mathbb{H}^N)} \leq 2\delta(K, f) \},
\]

where \( \delta(K, f) = \max\{K, \| f \|_{L^\infty(\mathbb{H}^N)}\} \). For a given \( v \in \Phi \), let us define

\[
(\Lambda v)(t) = e^{-t\Delta_H}u(t_*) + \int_0^t e^{-(t-s)\Delta_H}\|v(s)|^p + f\| ds, \quad 0 \leq t \leq \tau.
\]

Similarly as above we endow \( \Phi \) with the distance (3.2), and we have \( \Lambda v \in C([0, \tau]; L^\infty(\mathbb{H}^N)) \). Moreover, from [9, Proposition 5] and (3.5), it follows that

\[
\| (\Lambda v)(t) \|_\Lambda \leq \| e^{-t\Delta_H}u(t_*) \|_{L^\infty(\mathbb{H}^N)} + \left\| \int_0^t e^{-(t-s)\Delta_H}\|v(s)|^p + f\| ds \right\|_{L^\infty(\mathbb{H}^N)} \\
\leq \| u(t_*) \|_{L^\infty(\mathbb{H}^N)} + \tau \| v \|_{L^\infty(0, \tau); L^\infty(\mathbb{H}^N)} + \tau \| f \|_{L^\infty(\mathbb{H}^N)} \\
\leq (1 + \tau)\delta(K, f) + 2^p\tau\delta^p(K, f),
\]

for all \( 0 \leq t \leq \tau \). Let \( \tau > 0 \) be a sufficiently small constant which satisfies

\[
\tau + 2^p\tau\delta^{p-1}(K, f) \leq 1.
\]  

(3.7)

Consequently, due to (3.6) we obtain

\[
\| (\Lambda v)(t) \|_\Lambda \leq 2\delta(K, f),
\]

which gives us \( \Lambda(\Phi) \subset \Phi \). In addition, similar to the argument before, under the condition (3.7), the mapping \( \Lambda : \Phi \to \Phi \) is a contraction. According to the Banach contraction principle, we can see that there exists a unique function \( v \in \Phi \) which satisfies

\[
v(t) = e^{-t\Delta_H}u(t_*) + \int_0^t e^{-(t-s)\Delta_H}\|v(s)|^p + f\| ds, \quad 0 \leq t \leq \tau.
\]

At this stage, for \( \max\{T_{\text{max}}/2; T_{\text{max}} - \tau\} < \bar{t} < T_{\text{max}} \), let

\[
\bar{u}(t) = \begin{cases} 
  u(t) & \text{if } 0 \leq t \leq \bar{t}, \\
  v(t - \bar{t}) & \text{if } \bar{t} \leq t \leq \bar{t} + \tau.
\end{cases}
\]
Then we observe that \( \overline{u} \in C([0, \overline{t} + \tau]; \mathcal{L}^\infty(\mathbb{H}^N)) \) is a solution to (3.1) and \( \overline{t} + \tau > T_{\text{max}} \), which contradicts the definition of \( T_{\text{max}} \). Therefore, we obtain that if \( T_{\text{max}} < \infty \) then \( \lim_{t \to T_{\text{max}}} \|u(t)\|_{L^\infty(\mathbb{H}^N)} = \infty \). It completes the proof.

The assertion (iii). If \( u_0, f \in L^r(\mathbb{H}^N) \) with \( 1 \leq r < \infty \), then we repeat the fixed point argument in the space

\[
\Theta_r = \{ u \in C([0, T]; L^\infty(\mathbb{H}^N)) \cap C([0, T_{\text{max}}); L^r(\mathbb{H}^N)) : \\
\|u\|_{L^\infty((0, T); L^\infty(\mathbb{H}^N))} \leq 2\delta(u_0, f), \|u\|_{L^\infty((0, T); L^r(\mathbb{H}^N))} \leq 2\delta_r(u_0, f) \},
\]

instead of \( \Theta \), where \( \delta_r(u_0, f) = \max\{\|u_0\|_{L^r(\mathbb{H}^N)}; \|f\|_{L^r(\mathbb{H}^N)}\} \).

In addition, we endow \( \Theta_r \) with the distance

\[
d(u, v) = \|u - v\|_{L^\infty((0, T); L^\infty(\mathbb{H}^N))} + \|u - v\|_{L^\infty((0, T); L^r(\mathbb{H}^N))}, \ u, v \in \Theta_r.
\]

Since

\[
\|u(t)\|^p_{L^r(\mathbb{H}^N)} \leq \|u(t)\|_{L^\infty(\mathbb{H}^N)}^{p-1}\|u(t)\|_{L^r(\mathbb{H}^N)}
\]

applying the same argument as in the proof of the assertion (i), we obtain a unique solution \( u \) in \( \Theta_r \). Therefore, we conclude that

\[
u \in C([0, T_{\text{max}}); L^\infty(\mathbb{H}^N)) \cap C([0, T_{\text{max}}); L^r(\mathbb{H}^N)),
\]

which completes the proof. \(\square\)

**Definition 3.3** (Weak solution). Let \( u_0 \in L^1_{\text{loc}}(\mathbb{H}^N) \). A locally integrable function \( u \in L^p_{\text{loc}}((0, T); L^p_{\text{loc}}(\mathbb{H}^N)) \) is called a local weak solution of (1.1), if the equality

\[
\int_0^T \int_{\mathbb{H}^N} |u|^p \psi d\eta dt + \int_0^T \int_{\mathbb{H}^N} u_0 \psi(\eta, 0) d\eta + \int_0^T \int_{\mathbb{H}^N} f \psi d\eta dt = - \int_0^T \int_{\mathbb{H}^N} w \psi_1 d\eta dt - \int_0^T \int_{\mathbb{H}^N} u \Delta_H \psi d\eta dt
\]

holds true for any function \( \psi \in C^1_0((0, T); C^2_0(\mathbb{H}^N)), \psi \geq 0 \) and \( \psi(T, \cdot) = 0 \). Here \( C^2_0(\mathbb{H}^N) \) is a space of two-times continuously differentiable functions with compact support on \( \mathbb{H}^N \).

If \( T = +\infty \), then \( u \) is called a global in time weak solution of (1.1).

**Lemma 3.4** (Mild \(\rightarrow\) Weak solution). Suppose that \( u_0 \in L^\infty(\mathbb{H}^N) \) and let \( u \in C([0, T]; L^\infty(\mathbb{H}^N)) \) be a mild solution of (1.1). Then \( u \) is also a weak solution to (1.1).

**Proof of Lemma 3.4.** Let \( T > 0 \) and \( f \in L^1(\mathbb{H}^N) \). Then, multiplying the identity (3.1) by \( \psi \in C^1_0((0, T); C^2_0(\mathbb{H}^N)), \psi(T, \cdot) = 0 \), and integrating over \( \mathbb{H}^N \), we obtain

\[
\int_{\mathbb{H}^N} u \psi d\eta = \int_{\mathbb{H}^N} e^{-t\Delta_H} u_0 \psi d\eta + \int_{\mathbb{H}^N} \left( \int_0^t e^{-(t-s)\Delta_H} (|u(s)|^p + f) ds \right) \psi d\eta.
\]

By differentiating the last equality with respect to the variable \( t \), it follows that

\[
\frac{d}{dt} \int_{\mathbb{H}^N} u \psi d\eta = \int_{\mathbb{H}^N} \frac{d}{dt} \left( e^{-t\Delta_H} u_0 \psi \right) d\eta \\
+ \int_{\mathbb{H}^N} \frac{d}{dt} \left[ \left( \int_0^t e^{-(t-s)\Delta_H} (|u(s)|^p + f) ds \right) \psi \right] d\eta.
\]

(3.9)
Next, using (2.5), we deduce that
\[
\int_{\mathbb{H}^N} \frac{d}{dt} \left( e^{-t\Delta_{\mathbb{H}}} u_0 \psi \right) d\eta = \int_{\mathbb{H}^N} (-\Delta_{\mathbb{H}}) e^{-t\Delta_{\mathbb{H}}} u_0 \psi d\eta + \int_{\mathbb{H}^N} e^{-t\Delta_{\mathbb{H}}} u_0 \psi_t d\eta
\]
\[
= \int_{\mathbb{H}^N} e^{-t\Delta_{\mathbb{H}}} u_0 (-\Delta_{\mathbb{H}} \psi) d\eta + \int_{\mathbb{H}^N} e^{-t\Delta_{\mathbb{H}}} u_0 \psi_t d\eta,
\]
and
\[
\int_{\mathbb{H}^N} \frac{d}{dt} \left[ \left( \int_0^t e^{-(t-s)\Delta_{\mathbb{H}}} (|u(s)|^p + f) ds \right) \psi \right] d\eta
\]
\[
= \int_{\mathbb{H}^N} |u(t)|^p \psi d\eta + \int_{\mathbb{H}^N} f \psi d\eta
\]
\[
+ \int_{\mathbb{H}^N} \left( \int_0^t e^{-(t-s)\Delta_{\mathbb{H}}} (|u(s)|^p + f) ds \right) (-\Delta_{\mathbb{H}} \psi) d\eta
\]
\[
+ \int_{\mathbb{H}^N} \left( \int_0^t e^{-(t-s)\Delta_{\mathbb{H}}} (|u(s)|^p + f) ds \right) \psi_t d\eta.
\]

Therefore, in view of (3.1) and the last identities, the equality (3.9) can be rewritten as
\[
\frac{d}{dt} \int_{\mathbb{H}^N} u \psi d\eta = \int_{\mathbb{H}^N} u (-\Delta_{\mathbb{H}} \psi) d\eta + \int_{\mathbb{H}^N} u \psi_t d\eta + \int_{\mathbb{H}^N} |u(t)|^p \psi d\eta + \int_{\mathbb{H}^N} f \psi d\eta.
\]

Finally, integrating in time over [0, T] and noting the fact that \( \psi(T, \cdot) = 0 \) we obtain the desired result, which completes the proof. \( \square \)

4. Critical exponent

In this section we investigate global properties of solutions.

**Theorem 4.1.** Let the initial data \( u_0 \in L^1_{\text{loc}}(\mathbb{H}^N) \) be nonnegative and let
\[
p_S = \frac{Q}{Q - 2}.
\]

Then we have the following properties:
\begin{itemize}
  \item if \( p \leq p_S \) and \( \int_{\mathbb{H}^N} f d\eta > 0 \), then (1.1) does not admit global in time solutions.
  \item if \( p > p_S \) and \( u_0 \geq 0, f > 0 \) for all \( \eta \in \mathbb{H}^N \), then problem (1.1) admits global stationary solutions.
\end{itemize}

**Proof of Theorem 4.1.** • **Subcritical case** \( p < p_S = \frac{Q}{Q - 2} \). The proof is done by contradiction. Assume that there exists a global in time weak solution \( u \) of the problem (1.1). We need to introduce two cut-off functions.

Let the functions \( \mu \in C^1(0, T) \) and \( \Phi \in C^2(\mathbb{R}^+) \) be such that
\[
\mu \geq 0; \ \mu \not\equiv 0; \ \text{supp}(\mu) \subset (0, 1) \quad (4.1)
\]
and
\[
0 \leq \Phi \leq 1, \ \Phi \equiv 1 \text{ in } [0, 1], \ \Phi \equiv 0 \text{ in } [2, \infty). \quad (4.2)
\]
For sufficiently large positive constant $T$, we take
\[ \psi = \xi(t) \varphi(\eta) = \mu \left( \frac{t}{T} \right) \Phi \left( \frac{|\eta|_H^2}{T^2} \right), \quad (t, \eta) \in [0, T] \times \mathbb{H}^N, \quad (4.3) \]
where $|\eta|_H$ is defined by (2.1).
In addition, let $\psi$ satisfy
\[ \int_{\Sigma} \psi^{-\frac{1}{p}} \frac{|\psi_t|}{p} d\eta dt < \infty, \quad (4.4) \]
where $\Sigma$ contains supp$(\psi_t)$ such that
\[ \Sigma = \{(t, \eta) \in \mathbb{R}_+ \times \mathbb{H}^N : 0 \leq t \leq T, \ 0 \leq |\eta|_H^4 \leq 2T^2 \} \]
and $\Omega$ contains supp$(\Delta_H \psi)$ which defined by
\[ \Omega = \{(t, \eta) \in \mathbb{R}_+ \times \mathbb{H}^N : 0 \leq t \leq T, \ T^2 \leq |\eta|_H^4 \leq 2T^2 \} , \]
respectively.
Hence, from Definition 3.3 we have
\[ \int_0^T \int_{\mathbb{H}^N} |u|^p \psi d\eta dt + \int_{\mathbb{H}^N} u_0 \psi(\eta, 0) d\eta + \int_0^T \int_{\mathbb{H}^N} f \psi d\eta dt \leq \int_0^T \int_{\mathbb{H}^N} |u| |\psi_t| d\eta dt + \int_0^T \int_{\mathbb{H}^N} |u| |\Delta_H \psi| d\eta dt. \quad (4.5) \]
Using the $\varepsilon$-Young inequality
\[ XY \leq \frac{\varepsilon}{p} X^p + \frac{1}{p' \varepsilon^{-1} + 1} Y^{p'}, \quad \frac{1}{p} + \frac{1}{p'} = 1, \quad X, Y, \varepsilon > 0, \]
in the right-side of (4.5), we obtain the following estimates
\[ \int_0^T \int_{\mathbb{H}^N} |u| |\psi_t| d\eta dt \leq \frac{\varepsilon}{p} \int_0^T \int_{\mathbb{H}^N} |u|^p \psi d\eta dt + \frac{1}{p' \varepsilon^{-1} - 1} \int_{\Sigma} \psi^{-\frac{1}{p-1}} |\psi_t|^{\frac{p}{p-1}} d\eta dt \]
and
\[ \int_0^T \int_{\mathbb{H}^N} |u| |\Delta_H \psi| d\eta dt \leq \frac{\varepsilon}{p} \int_0^T \int_{\mathbb{H}^N} |u|^p \psi d\eta dt + \frac{1}{p' \varepsilon^{-1} - 1} \int_{\Omega} \psi^{-\frac{1}{p-1}} |\Delta_H \psi|^{\frac{p}{p-1}} d\eta dt. \]
Since $u_0 \geq 0$ and taking $\varepsilon = \frac{p}{2}$ in the last inequalities, we get
\[ \int_0^T \int_{\mathbb{H}^N} f \psi d\eta dt \leq \frac{1}{p' (\frac{p}{2})^{-1}} \int_{\Sigma} \psi^{-\frac{1}{p-1}} |\psi_t|^{\frac{p}{p-1}} d\eta dt + \frac{1}{p' (\frac{p}{2})^{-1}} \int_{\Omega} \psi^{-\frac{1}{p-1}} |\Delta_H \psi|^{\frac{p}{p-1}} d\eta dt. \quad (4.6) \]
Noting that \( \varphi(\eta) \) is symmetric, in view of (2.3) and (4.2), we obtain
\[
|\Delta H \varphi(\eta)| = 16r^6 \frac{T^4}{T^4} \varphi'' \left( \frac{r^4 + \tau^2}{T^2} \right) + \frac{(2N + 8)r^2}{T^2} \varphi' \left( \frac{r^4 + \tau^2}{T^2} \right)
+ \frac{16r^2\tau^2}{T^4} \varphi'' \left( \frac{r^4 + \tau^2}{T^2} \right) + 8r^2 \frac{T^2}{T^2} \varphi' \left( \frac{r^4 + \tau^2}{T^2} \right)
+ \frac{16}{T^4} \left( \frac{4N + 8}{T^2} \right)
\leq C \frac{T}{T}.
\]
Accordingly, it yields that
\[
|\Delta H \psi(\eta, t)| \leq C T^{-1} \mu \left( \frac{t}{T} \right) \tag{4.7}
\]
and
\[
|\psi_t(\eta, t)| \leq C T^{-1} \mu_t \left( \frac{t}{T} \right) \Phi \left( \frac{|\eta|}{T} \right) \tag{4.8}
\]
At this stage, we will change the variables on \( \Sigma \) and \( \Omega \) as
\[
s = \frac{t}{T}, \quad \bar{x} = \frac{x}{T^{\frac{1}{2}}}, \quad \bar{y} = \frac{y}{T^{\frac{1}{2}}}, \quad \bar{\tau} = \frac{\tau}{T}, \quad \bar{\eta} = (\bar{x}, \bar{y}, \bar{\tau}) \tag{4.9}
\]
and define
\[
\tilde{\Omega} := \left\{ (s, \tilde{\eta}) \in \mathbb{R}^+ \times \mathbb{H}^N : 0 \leq s \leq 1, \ 1 \leq |\tilde{\eta}|_{\mathcal{H}} \leq 2 \right\}, \quad |\tilde{\eta}|_{\mathcal{H}} = (|\bar{x}|^2 + |\bar{y}|^2)^2 + \bar{\tau}^2.
\]
Using the inequalities (4.7) and (4.8) on the right-hand side of (4.6) we get
\[
\int_{\Sigma} \psi^{-\frac{1}{p+1}} \left| \psi_t \right|^{-\frac{p}{p+1}} d\eta dt \leq C T^{-\frac{p}{p+1} + \frac{Q}{2} + 1} \int_{\tilde{\Omega}} \Phi \left( |\tilde{\eta}|_{\mathcal{H}} \right) \mu^{-\frac{1}{p+1}} \left( |s| \right) |\mu(s)|^{-\frac{p}{p+1}} d\tilde{\eta} ds
\]
and
\[
\int_{\tilde{\Omega}} \psi^{-\frac{1}{p+1}} \left| \Delta H \psi \right|^{-\frac{p}{p+1}} d\eta dt \leq C T^{-\frac{p}{p+1} + \frac{Q}{2} + 1} \int_{\tilde{\Omega}} \Phi^{-\frac{1}{p+1}} \left( |\tilde{\eta}|_{\mathcal{H}} \right) |\mu(s)|^{p} d\tilde{\eta} ds.
\]
In addition, from (4.3) and (4.9) it follows that
\[
\int_0^T \int_{\mathbb{H}^N} f \psi d\eta dt = \left( \int_{\mathbb{H}^N} f \Phi d\eta \right) \left( \int_0^T \mu \left( \frac{t}{T} \right) dt \right)
= T \left( \int_{\mathbb{H}^N} f \Phi d\eta \right) \left( \int_0^1 \mu \left( s \right) ds \right)
= CT \int_{\mathbb{H}^N} f \Phi d\eta.
\]
Combining (4.6) with the last estimates we deduce that
\[
CT \int_{\mathbb{H}^N} f \varphi d\eta \leq C T^{-\frac{p}{p+1} + \frac{Q}{2} + 1}.
\]
Therefore, we have
\[
\int_{\mathbb{H}^N} f \varphi d\eta \leq C T^\lambda, \tag{4.10}
\]
where
\[ \lambda := -\frac{p}{p-1} + \frac{Q}{2}. \]

As \( p < \frac{Q}{Q-2} \) we have \( \lambda < 0 \).

Passing to the limit \( T \to \infty \) in (4.10), we arrive at
\[ \int_{\mathbb{H}^N} f \, d\eta \leq 0, \]
which is a contradiction.

- **Critical case** \( p = p_s = \frac{Q}{Q-2} \). We define the test function, for \( 0 < T, R < \infty \) sufficiently large, by
\[
\psi = \mu(t)\varphi(\eta) = \mu\left(\frac{t}{T}\right)\Psi\left(\frac{\ln(\sqrt{\eta})}{\ln(\sqrt{R})}\right), \quad t > 0, \eta \in \mathbb{H}^N. \tag{4.11}
\]

Let \( \Psi \in C^2(\mathbb{R}^+) \) be a function \( \Psi : \mathbb{R} \to [0,1] \), which is the standard cut-off function defined by
\[
\Psi(z) = \begin{cases} 
1 & \text{if } -\infty < z \leq 0, \\
\gamma & \text{if } 0 < z < 1, \\
0 & \text{if } z \geq 1,
\end{cases}
\]
and the function \( \mu(t) \) is the same as in the previous case (4.1).

Suppose that \( u \in L^p_{\text{loc}}((0,T); L^p_{\text{loc}}(\mathbb{H}^N)) \) is a global weak solution to (1.1).

Next, following the same technique as used in the proof of the previous case, we obtain
\[
\int_0^T \int_{\mathbb{H}^N} f \psi \, d\eta \, dt \leq C(\varepsilon) \int_{\Sigma} \psi^{-\frac{1}{p-1}} |\psi|^{\frac{p}{p-1}} \, d\eta \, dt \\
+ C(\varepsilon) \int_{\Omega} \psi^{-\frac{1}{p-1}} |\Delta_{\mathbb{H}} \psi|^{\frac{p}{p-1}} \, d\eta \, dt. \tag{4.12}
\]

The elementary calculations give us
\[
\int_{\Sigma} \psi^{-\frac{1}{p-1}} |\psi|^{\frac{p}{p-1}} \, d\eta \, dt \leq CT^{1-\frac{p}{p-1}} R^Q,
\]
\[
\int_{\Omega} \psi^{-\frac{1}{p-1}} |\Delta_{\mathbb{H}} \psi|^{\frac{p}{p-1}} \, d\eta \, dt \leq CT (\ln R)^{-\frac{Q}{2}}
\]
and
\[
\int_0^T \int_{\mathbb{H}^N} f \psi \, d\eta \, dt = \int_0^T \int_{\mathbb{H}^N} f \varphi(\eta) \mu\left(\frac{t}{T}\right) \, d\eta \, dt = CT \int_{\mathbb{H}^N} f \varphi \, d\eta.
\]

Combining the last results, we can rewrite the inequality (4.12) in the form
\[
\int_{\mathbb{H}^N} f \varphi \, d\eta \leq C \left( T^{-\frac{p}{p-1}} R^Q + (\ln R)^{-\frac{Q}{2}} \right).
\]
Since $p = \frac{Q}{Q - 2}$, it follows that

$$\int_{\mathbb{H}^N} f \varphi d\eta \leq C \left( T^{\frac{Q}{2}} R^Q + (\ln R)^{-\frac{Q}{2}} \right).$$

Next, for $T = R^j$, $j > 0$, we have

$$\int_{\mathbb{H}^N} f \varphi d\eta \leq C \left( R^{Q(1 - \frac{j}{2})} + (\ln R)^{-\frac{Q}{2}} \right). \quad (4.13)$$

Choosing $j > 3$ and passing to the limit as $R \to \infty$ in (4.13) we obtain

$$\int_{\mathbb{H}^N} f \varphi d\eta \leq 0,$$

which is a contradiction, in view of Lemma 2.1.

• The case $p > p_S = \frac{Q}{Q - 2}$. Suppose that $f(\eta) > 0$. Then the equation (1.1) can be rewritten as

$$u_t - \Delta_{\mathbb{H}} u - |u|^p > 0.$$

It is known that (see [4]), when $p > \frac{Q}{Q - 2}$ the equation

$$-\Delta_{\mathbb{H}} v(\eta) - |v(\eta)|^p > 0, \quad \eta \in \mathbb{H}^N,$$

has a positive solution. Finally, we see that $v$ is a stationary positive super solution to the problem (1.1). This completes the proof. \(\square\)

5. Life span of local in time solutions

In this section, we study the upper bound estimate for local in time solutions to the problem (1.1).

Assume that $f \in L^1(\mathbb{H}^N)$ satisfies

$$f(\eta) \geq \varepsilon |\eta|^{-2\lambda}, \quad \varepsilon > 0, \quad |\eta|_{\mathbb{H}} > 1, \quad \frac{Q}{2} < \lambda \leq \frac{p}{p - 1}, \quad (5.1)$$

where $|\eta|_{\mathbb{H}}$ is the distance given by (2.1).

**Theorem 5.1.** Suppose that (5.1) holds and $1 < p < \frac{Q}{Q - 2}$. Let $u_\varepsilon$ be a local in time mild solution of the problem (1.1) on $[0, T_\varepsilon)$. Then

$$T_\varepsilon \leq C \varepsilon^{-\frac{1}{p}}, \quad \text{with} \quad \mu = \lambda - \frac{p}{p - 1} < 0,$$

where $C$ is a positive constant.

**Proof.** We take for $T_\varepsilon > 0$ the test function in the following form

$$\psi = \mu(t) \varphi(\eta) = \mu \left( \frac{t}{T_\varepsilon} \right) \Phi \left( \frac{|\eta|_{\mathbb{H}}^2}{T_\varepsilon} \right),$$

where the functions $\Phi, \mu \in C^\infty(\mathbb{R}^+)$ is the same as Theorem 4.1. Therefore, instead of the estimate (4.10) we have on $[0, T_\varepsilon] \times \mathbb{H}^N$, that

$$\int_{\mathbb{H}^N} f \varphi d\eta \leq CT_\varepsilon^{-\frac{p}{p - 1} + \frac{Q}{2}}. \quad (5.2)$$
Next, recalling the condition (5.1) and changing the variables by

\[ \tilde{x} = \frac{x}{T_\varepsilon^2}, \tilde{y} = \frac{y}{T_\varepsilon^2}, \tilde{\tau} = \frac{\tau}{T_\varepsilon}, \]

and \( \tilde{\eta} = (\tilde{x}, \tilde{y}, \tilde{\tau}) \), we obtain

\[
\int_{\mathbb{H}^N} f \varphi d\eta = T_\varepsilon^{\frac{Q}{2}} \int_{\mathbb{H}^N} f(\tilde{\eta})\Phi(\tilde{\eta})d\tilde{\eta}
\geq \varepsilon T_\varepsilon^{\frac{Q}{2}-\lambda} \int_{|\tilde{\eta}|_{\mathbb{H}} \geq \frac{T_\varepsilon}{\varepsilon}} |\tilde{\eta}|^{-2\lambda} \Phi(\tilde{\eta})d\tilde{\eta}
\geq \varepsilon T_\varepsilon^{\frac{Q}{2}-\lambda} \int_{|\tilde{\eta}|_{\mathbb{H}} \geq \frac{T_\varepsilon}{\varepsilon}} |\tilde{\eta}|^{-2\lambda} \Phi(\tilde{\eta})d\tilde{\eta},
\]

where \( T_0 \in (0, T_\varepsilon] \) is a constant, independent of \( T_\varepsilon \) and \( \varepsilon \).

Therefore, using (5.3) and (5.2) we arrive at

\[
\varepsilon \leq C T_\varepsilon^{\frac{p}{p-1}+\lambda}.
\]

Since \( \lambda < \frac{p}{p-1} \), it follows that \( \mu = \lambda - \frac{p}{p-1} < 0 \).

Finally, we obtain \( T_\varepsilon \leq C \varepsilon^\frac{1}{\mu} \), with a constant \( C > 0 \).

\[\square\]
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