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We present and analyze high resolution near edge X-ray absorption fine structure (NEXAFS) spectra of CO$^+$ at the carbon and oxygen K-edges. The spectra show a wealth of features that appear very differently at the two K-edges. The analysis of these features can be divided into three parts: (i) repopulation transition to the open shell orbital – here the C(1s) or O(1s) to σ transition, where the normal core hole state is reached from a different initial state and different interaction than in X-ray photoelectron spectroscopy; (ii) spin coupled split valence bands corresponding to C(1s) or O(1s) to π transitions; (iii) remainder weak and long progressions towards the double ionization potentials containing a manifold of peaks. These parts, none of which has correspondence in NEXAFS spectra of neutral molecules, are dictated by the localization of the singly occupied σ orbital, adding a dimension of chemistry to the ionic NEXAFS technique.

1 Introduction

Near edge X-ray absorption fine structure (NEXAFS) is a prominent member of the family of X-ray spectroscopies that since long has been instrumental for studies of molecular electronic and conformational structures. Apart from in depth studies of the X-ray absorption process itself, effective and simplified rules have been proposed for the spectral analysis and applied for a wide range of species, like one-center rules, building block and bond length with ruler principles, and, for fixed in space species, orientational probing. Owing to recently improved techniques to trap molecular cations in sufficient amount and time to be measurable by X-ray synchrotron beams, high-resolution NEXAFS of such species has now become a realistic proposition.

Molecular ions have been the subject of analysis in a number of research contexts – in mass spectroscopic analysis, combustion chemistry, atmospheric chemistry, astrophysics for interstellar clouds and protoplanetary disks, photofragmentation and dissociative recombination in heavy-ion storage-cooler rings, to mention a few examples. Very recently, the possibility to use X-ray absorption on molecular ions raised the question on what kind of informational content this spectroscopy brings for our expanded understanding of these species. Herein, we address this question by studying a prototype example, the carbon monoxide cation, a simple species where the two K-edges are reachable in the soft X-ray region. Owing to the distinct localization of the carbon and oxygen core hole species, and the very different relaxation of the electronic clouds following their creation, neutral carbon monoxide has been the subject for numerous experimental and theoretical benchmark studies for NEXAFS.

As shown in the present work, the NEXAFS spectra of cationic CO$^+$ (ground state 1σ$^2$2σ$^2$3σ$^2$4σ$^2$1σ$^4$5σ$^1$) show widely different, and much richer, structures than neutral CO (Fig. 1). This raises the question not only of the informational content that NEXAFS may bring for molecular ions but also how we can address these novel features by theory and simulations.
We here show that the spectral analysis of these features can be divided into three parts. The first part, at lowest transition energy, corresponds to the repopulation of the orbital hole that was created in the ionization process – here the C(1s) or O(1s) to 5σ transition, thus creating a bare core hole state with concomitance with the X-ray photoelectron spectroscopy (XPS), but reached from a different initial state and with different interaction. The second part, which shows the highest intensities, contains spin-coupled split bands corresponding to C(1s) or O(1s) to valence π* transitions. The appearance of these states turns out unexpectedly and widely different at the two edges concerning splitting, intensity and vibrational fine structure. The third part of the spectrum shows a remaining weak and long progression containing a manifold of peaks with highly irregular appearance. None of these features have counterparts in NEXAFS spectra of neutral molecules and will here be analyzed by ab initio electron correlated wave function calculations. Each part will be discussed separately in the following.

2 Experiment

NEXAFS of molecular ions can be measured using different types of ion beams or ion traps. Here we have used the Nano Cluster Trap endstation at beamline UE52-PGM at BESSY II to measure NEXAFS in ion yield of CO+. The experimental setup has been described elsewhere. In brief, ionic species of CO were created by leaking CO gas into a He plasma created by a magnetron sputtering source. CO+ was selected using a quadrupole mass filter, and then guided into a linear, cryogenic radio frequency ion trap. Besides a dominant population of the vibrational ground state, Penning ionization of carbon monoxide also produces ions in vibrationally excited states with relative intensities of 3–8% and ≤1% for the ν = 1 and ν = 2 states, respectively, in agreement with our findings. These vibrationally excited states do not correspond to the buffer gas temperature of 10–20 K because they are not quenched efficiently by collisions with buffer gas in the ion trap.

X-rays were introduced into the ion trap, and after absorption, the core excited state of the molecule relaxes primarily via Auger decay followed by dissociation into C+ and O+. The fragments are also trapped, and the contents of the trap is rapidly analyzed using a reflectron time-of-flight mass spectrometer. The X-ray energy was scanned and an action spectrum of CO+ was created by analyzing the yield of the dissociation fragments, which is assumed to be proportional to the X-ray absorption spectrum of CO+. The photon energy was calibrated according to the procedure described in Weiss et al. The calibration was checked by measuring NEXAFS in total electron yield of neutral CO in an upstream gas-cell. The high resolution spectra of the lowest lying states of CO+ were measured with a monochromator exit slit of 100 μm for the carbon edge and 20 μm for the oxygen edge, with estimated bandwidths of 50 meV and 25 meV respectively. The only exception is the 540–560 eV region of the oxygen K-edge spectrum, where a larger slit of 40 μm was used, resulting in an estimated bandwidth of 53 meV. In the long oxygen spectrum, e.g., shown in Fig. 1, different parts are measured separately. The relative intensities of the different parts agree with a low resolution spectrum of the complete 527–559 eV region. Spectroscopic constants were obtained by a Franck–Condon analysis, using Voigt profiles and assuming Morse potentials. In the Franck–Condon analysis, spectroscopic constants from Dixon et al. were used for the initial state 5σ−1. Details of the experimental fitting procedure and comparison with previous studies can be found in the ESL.

3 Theory

3.1 Electronic structure

Due to the complexity of the NEXAFS spectrum of CO+, a few different computational techniques were applied in order to obtain accurate description of the experimental features. The electronic structure method chosen was the state-average restricted active space self-consistent field (SA-RASSCF), followed by a multi-state second-order perturbation (MS-RASPT2), implemented in the OpenMolcas software. The ANO-RCC-VQZP basis set along with the auxiliary (886ptd) Rydberg basis set were used (with a few exceptions as will be described below) and the simulations were performed in the Abelian point group C2V. Scalar relativistic effects have been included by using a second-order Douglas–Kroll–Hess Hamiltonian, in combination with the ANO-RCC basis. In the RASPT2 step, an imaginary shift of 0.3 Hartree and the default ionization-potential electron-affinity (IPEA) shift of 0.25 Hartree were in use. The core-excited states were obtained using the core-valence separation (CVS) method implemented in the OpenMolcas code and
the transition dipole moments in the velocity gauge were obtained by the RAS state-interaction approach.\textsuperscript{44,45}

In order to get the best modeling and description of the different features of CO\(^+\) NEXAFS, three different active space configurations were considered. The active space configuration on the RASSCF method is labeled RAS\((n, l, m; i, j, k)\), where \(i, j, k\) and \(k\) are the number of orbitals in RAS1, RAS2, and RAS3 spaces respectively, \(n\) is the total number of electrons in the active space, \(l\) the maximum number of holes allowed in RAS1, and \(m\) the maximum number of electrons in RAS3. In all simulations, the 1s orbital (1\(\sigma\) for oxygen and 2\(\sigma\) for carbon) is placed in the RAS1 space, which is frozen to avoid variational collapse.

For the analysis related to the 2\(\pi\) splitting presented in Section 4.2, we performed only a RASSCF calculation (and aug-cc-pVTZ basis set) with a minimal active space RAS\((2,1,0;1,3,0)\), with the 1s orbital in the RAS1 space and the 5\(\sigma\) and 2\(\pi\) orbitals in RAS2 space, with one electron each. The reason here is that we wanted to showcase that the 2\(\pi\) splitting is intrinsic to the coupling between the three open-shells and is independent of interaction with other molecular orbitals or dynamical correlation. The calculations of the potential energy curves (Fig. 2b) used in the wave packet dynamics (see Section 3.2) were done with an RAS\((9,1,0;1,14,0)\) space. For the simulation of the full spectrum presented in Fig. 1 and 5, an extended RASSCF calculation where all three RAS spaces were used in order to include more orbitals in the active space, leading to a RAS\((9,1,3;1,4,20)\) space, where the 1s orbital as placed as in RAS1, the occupied orbitals in RAS2 and unoccupied in RAS3. A maximum of three electrons was allowed in the RAS3 space. The state-average natural molecular orbitals obtained from these calculations are presented in Fig. S1 and S2 (ESI). To reach the wide range of transition states presented in the experimental NEXAFS, 35 and 30 core-excited states were computed for each of symmetries \(a_i, b_1\) and \(b_2\) (\(C_{2v}\) irreducible representation) at carbon and oxygen K-edge, respectively, leading to a total of 135 and 90 core-excited states. No excited states were computed at the \(a_1\) symmetry as these states are of delta character, which are dipole forbidden transitions in NEXAFS of CO\(^+\) studied here. Further analysis of the size of active space, number of electrons in RAS3, spin–orbit coupling and transition dipole moment gauge were made and are presented in the ESI.\textsuperscript{†}

### 3.2 Wave packet dynamics

For the vibrational spectrum simulation (Fig. 2a and 3), the quantum wave packet formalism was used. The X-ray absorption cross section in the time-dependent formalism can be defined as\textsuperscript{46}

\[
\sigma_{a\nu}(\omega) = -\frac{D_o}{\pi} \text{Re} \int_0^\infty e^{i(\omega t - \omega_0 t + \nu t)} \sigma_c(t) dt,
\]

where \(D_o\) is transition dipole moment between ground and core-excited states (obtained from MS-RASPT2 calculations).
ω the incident photon energy, \( \omega_{\infty} \) the vertical transition energy, \( \omega_s \) the energy of the ground state vibrational level \( \nu_s \), \( \Gamma \) the core-hole HWHM lifetime broadening (39.8 meV for carbon and 79 meV for oxygen). The autocorrelation function \( \sigma(t) \) is defined by the overlap between the ground state vibrational wave function \( \psi_s(\nu_s) \) and the core-excited wave packet defined as

\[
|\psi_c(t)\rangle = e^{-i\omega_c t}|\nu_2\rangle,
\]

with \( \hbar \) as the nuclear Hamiltonian of the core-excited state. The wave packet (2) is obtained by the numerical solution of the time-dependent Schrodinger equation with the ground state vibrational wave function \( |\psi_s\rangle \). The vibrational spectra shown in Fig. 2a and 3 were computed considering the lowest vibrational level of the ground state \( |\nu_0\rangle \), with exception of the hot bands presented in the carbon K-edge 2σ−1\( \cdot \)5σ−2π resonance, where the vibrational levels \( |\nu_1\rangle \) and \( |\nu_2\rangle \) were used. All wave packet simulations were performed employing the eSpec program.37-49

4 Results

4.1 Repopulation of 5σ orbital

Let us start with the lowest energy transition region of the NEXAFS spectrum of CO⁺ (Fig. 1). The repopulation transition from the 5σ−1 ground to the bare core-hole state, C(2σ−1) (at 282 eV) or O(1σ−1) (at 528 eV), shows vibrational fine structure. The wave packet dynamics calculations using the MS-RASPT2 potential energy curves (PEC) (see Section 3) catch nicely the frequency splitting and intensity of these structures (see Fig. 2a). For CO⁺ spectra, this has particular interest since the molecular orbital that is half filled in the initial state, the 5σ orbital, is of “tone-pair” character, being almost totally localized on the carbon atom with little interatomic overlap. This is also reflected by the small difference in equilibrium geometries, 1.13 versus 1.11 Å of the neutral ground and 5σ−1 states of CO and CO⁺, respectively. Thus we can expect the spectra to be similar to the corresponding XPS.50,51

While the vibrational progressions of the repopulation transition appear similar in the carbon and oxygen spectra, with a dominating 0–0 transition and two diminished 0–1 and 0–2 transitions, their origin is completely different. In the carbon case, it corresponds to a shortening of the bond length and in the oxygen case to a lengthening (see Fig. 2b). A rationalization of this phenomena was provided by considering the ESCA potential model for chemical shifts,52 where the shift for a core hole state in an atom depends on the ground state charging of that atom. Therefore, the charge gradient dictates the energy gradient upon core ionization, and as the charge gradients for 1σ−1 and 2σ−1 ionization of CO must be equal in magnitude but of opposite sign, the carbon and oxygen core-hole state bond length must change in opposite directions.53 The ESCA model is a ground state model, and relaxation modifies the geometry shifts (giving positive contributions in all cases), however, the qualitative conclusion still remains. Indeed, the effect is reproduced by the MS-RASPT2 optimization of the core-hole states, see Fig. 2b, indicating a reduction of the bond length of CO⁺ by 0.03 Å in the 2σ−1 case, and a lengthening of 0.05 Å in the 1σ−1 case, with respect that of the ground state. While the general trends in changes of molecular potentials following core ionization are known, we can expect that future studies of “repopulation transitions” in cationic NEXAFS can yield information about the states of core ionized molecules. The vibrational constants for the 1σ−1 and 2σ−1 states (Fig. 2a), extracted from both experiment and theory as presented in Table 1, are in good agreement.

4.2 The 2π splitting

The second part of the CO⁺ NEXAFS contains the most intense bands (Fig. 1), at 290 eV for carbon K-edge and between 533–538 eV for oxygen. These features are related to the core-excitation to the 2π (π*) orbital, with the open-shell 5σ orbital as spectator. First, let us focus on the carbon edge (Fig. 3 top panel). In the experimental spectrum, this band appears to be related to a single transition with a well defined vibrational progression. This is surprising since there are two independent spin coupled states that are expected from a three-open shell system, like in the oxygen K-edge spectrum (see Fig. 3 bottom panel). Only through our MS-RASPT2 and wave packet simulations we can predict the splitting and spectral intensities of the 2σ−1\( \cdot \)5σ−2π transition, which is related to the coupling between singlet and triplet open-shells, one with high and the other with exceedingly small intensity. However, with the current experimental accuracy, this cannot be observed. For clarity, these two 2π states are labeled low (L) and high (H), related to their energy. The presence of the 2σ−1\( \cdot \)5σ−2π (H) transition leads to

| State | Experiment | Theory |
|-------|------------|--------|
| \( 5\sigma^{-1} \) | 0 | 0 |
| \( 2\sigma^{-1} \) | 282.00 | 282.02 |
| \( 2\sigma^{-1}\cdot\sigma^{-1}\cdot\pi (L) \) | 289.85 | 289.83 |
| \( 2\sigma^{-1}\cdot\sigma^{-1}\cdot\pi (H) \) | 298.48 | 290.50 |
| \( 1\sigma^{-1} \) | 533.44 | 533.41 |
| \( 1\sigma^{-1}\cdot\sigma^{-1}\cdot\pi (L) \) | 536.55 | 536.55 |
| \( 1\sigma^{-1}\cdot\sigma^{-1}\cdot\pi (H) \) | 99.28 | 99.28 |

Table 1: Experimental spectroscopic constants of core-hole excited CO⁺ as obtained by a Franck–Condon analysis assuming Morse potentials for the initial and final state. \( T_e \) denotes the bottom of the potential curve, \( \omega_c \) the harmonic frequency, \( \omega_{\infty} \) the anharmonicity coefficient, and \( R_e \) the equilibrium bond length. Theoretical vibrational constants are associated with the calculated potential energy curves (Fig. 2) and the theoretical \( T_e \) values are shifted by −0.25 eV.
a predicted longer total vibrational progression, extending to 291.5 eV, which contrasts with the 2σ−15σ−12π (L) vibrational progression which fades at around 290.8 eV. In addition, transitions from vibrationally excited initial states, related to the gas-discharge ion source, are seen at 289.5 eV. Through our wave packet simulations, they can be assigned to the 2σ−15σ−12π (L) transition starting from the ground electronic state vibrational levels ν1 and ν2 (see Section 3.2 for details). At the oxygen edge this can also be seen at around 533 eV, but is less pronounced. Furthermore, a direct comparison of the experimental and total theoretical 2σ−15σ−12π spectrum at the carbon edge, shows a smaller vibrational frequency on the theory side, with a peak shift of 25 meV at ν = 5. This is related to the shape of the 2σ−15σ−12π PECs. In Fig. 2b, a point of avoided crossing is highlighted between the low and high 2σ−15σ−12π PECs, at around 1.5 Å, where the two 2π states become closer. This avoided crossing is associated with a non-adiabatic coupling between the two states. The possible vibronic coupling was tested through the approach described by Couto et al.54,55 but no significant changes in the spectral profile were seen, due to the crossing being above the vertical transition point (Franck-Condon region) from the ground state PEC (1.5 eV for 2σ−15σ−12π (L) and 0.7 eV for 2σ−15σ−12π (H)). At the oxygen edge (Fig. 3 bottom panel) the PECs of the 1σ−15σ−12π states are well separated (Fig. 2b) and the vibrational progressions of the theoretical spectrum overlaps well with the experimental ones. The carbon and oxygen K-edge vibrational constants were computed from both experimental and theoretical data, and are reported in Table 1. For the carbon edge, with well separated vibrational structure, there is a very good agreement between experimentally and theoretically obtained vibrational constants. One should notice that the transition to a 2σ−15σ−12π state at the carbon edge has earlier been reported in the photoelectron satellite spectra of CO,56–59 which appear differently from NEXAFS.

In order to shed light on the appearance and major differences between the carbon and oxygen 2π spectra (Fig. 3), let us consider a minimal open-shell RASSCF calculation with only three orbitals 1s (1σ or 2σ), 5σ and 2π, and one electron occupation in each (the one-particle basis set is described in Section 3). The two doublet electronic states that can be reached by a dipole transition from the doublet 5σ−1 ground state of CO, are projected (assuming m1 = 1/2 for both initial and final states) on only three determinants: |1s,5σ,2πp⟩, |1s,5σ,2πs⟩, and |1s,5σ,2πp⟩. Given the ground state of CO, the following linear combinations could be considered an obvious choice for the spin coupling

ϕS = +√1/2 |1s,5σ,2πp⟩ − √1/2 |1s,5σ,2πs⟩ (3)
ϕT = −√1/6 |1s,5σ,2πp⟩ − √1/6 |1s,5σ,2πs⟩
+ √2/3 |1s,5σ,2πs⟩ (4)

In fact they define configuration state functions where the indices S and T refer to the spin coupling (singlet and triplet, respectively) of the 1s → 2π excitation, followed by coupling to 5σ.

In first approximation we can assume that the transition dipole moment to ϕT is null, even if this is strictly true only in the frozen orbital approximation. However, we will see that a picture based on singlet/triplet excitations can be miss leading because the ϕS and ϕT configurations may strongly interact as they are eigenstates of S2 but not of the Hamiltonian. Focusing on the carbon K-edge NEXAFS (1s = 2σ), by diagonalizing the Hamiltonian over the three determinants, we get two (low (L) and high (H) eigenstates

ψL = +0.75[2σs,5σp,2πp] − 0.10[2σs,5σp,2πs] − 0.65[2σp,5σs,2πs] = +0.99ϕS − 0.12ϕT (5)
ψH = −0.32[2σs,5σs,2πp] + 0.81[2σs,5σp,2πs] − 0.49[2σp,5σs,2πs] = +0.12ϕS + 0.99ϕT

where the coefficients were obtained from the RASSCF calculations mentioned above. By the expressions in eqn (5), we can see that the eigenstates correspond to a limited mixing of the two configurations ϕS and ϕT. With the reasonable assumption that the transition dipole moment to ϕT is negligible in comparison to that to ϕS, the ratio of the intensities for the dipole transitions to the levels L and H can be roughly estimated from the values of the expansion coefficient on ϕS in eqn (5) as (0.99/0.12)2 = 68, in qualitative agreement with both experiment and our more accurate MS-RASPT2 results in Fig. 3. The situation is different at the oxygen K-edge. In fact, by the diagonalization of the Hamiltonian projected on the three considered determinants, we get

ψL = +0.38[1σs,5σs,2πp] + 0.43[1σs,5σp,2πs] − 0.81[1σp,5σs,2πs] = +0.85ϕS + 0.53ϕT (6)
ψH = −0.72[1σs,5σs,2πp] + 0.69[1σs,5σp,2πs] + 0.03[1σp,5σs,2πs] = −0.53ϕS + 0.85ϕT.

In this case, the mixing of the two configurations is much larger and the transition intensity is comparable for both lower and upper level. The estimated intensity ratio is (0.85/0.53)2 = 2.6, in qualitative agreement with both experiment and MS-RASPT2 results shown in Fig. 3. The configuration interaction seen is due to an (exchange) term proportional to [1σs,5σs,2πp] + [2πp,5σs,2πs] (Milliken notation), that can be comparable to the difference of the diagonal terms of the 2 × 2 Hamiltonian matrix. Such difference is relatively small in the case of spin split core-excitations from an open shell ground state. The redistribution of intensity between the two eigenstates ψ (eqn (5) and (6)) is well described by a simple diagonalization over the two “spin-coupled” configurations ϕ (eqn (3)), because such two excitations are energetically well separated from the other excitations in the NEXAFS spectrum. For higher excitations, where several diagonal terms can be closer to each other, the configuration space will in general be larger than two and the intensity redistribution more complex.
The 2\pi splitting effect appears differently in the carbon and oxygen K-edge of CO\(^+\) just because of different values of the exchange integrals that rule the energy splitting and the coupling of the two doublet configurations (see Table S1 from ESI†). These values are in turn dependent on the localization of the molecular orbitals (see Fig. 4). We can see that the molecular orbitals localize quite differently upon opening the 1\sigma and 2\sigma core holes. For instance, the value of the [2\pi,5\sigma|5\sigma,2\pi] exchange integral, which largely dictates the splitting of the two 2\pi states, is considerably larger for oxygen than for carbon. This is due to the co-localization of the 5\sigma and 2\pi orbitals (in fact on the carbon site) in the case of the oxygen core hole, while the two orbitals localize on different sites in the case of the carbon K-edge. A strong evidence of this localization effect is also highlighted by the singlet and triplet double-ionization potentials (1s\(^{\uparrow}\)5\sigma\(^{\downarrow}\)) represented by the dashed lines in Fig. 1. At the carbon K-edge, the splitting between singlet and triplet 2\sigma\(^{\downarrow}\)5\sigma\(^{\downarrow}\) ionization thresholds is about 3.5 eV, while at the oxygen K-edge they are almost degenerate. This reflects clearly that the exchange integral [1s,5\sigma|5\sigma,1s] is larger at the carbon K-edge, as both holes are localized on the carbon atom, leading to a bigger separation between the ionization potentials, while the opposite holds at the oxygen K-edge. Finally, although the intensity redistribution due to the interaction between the two 2\pi configurations defined above is considerable, it is questionable if this should be called “electron correlation” in the sense of Löwdin’s definition, as only configurations with different spin coupling and not orbital constitution are involved. However, the situation is very different in the remaining spectrum, where strong electron correlation appears.

### 4.3 High-energy region

The third and last part of the CO\(^+\) NEXAFS spectra, shows a wide and very irregular spectral structure evolve, from 294 to 312 eV at the carbon edge, and from 543 to 554 eV at the oxygen edge (see Fig. 1 and 5). These have seemingly no reminiscence at all of progressive mixed valence-Rydberg or Rydberg transitions converging to the edges as often observed in NEXAFS of neutral molecules. While in the neutral CO NEXAFS spectra two-electron two-hole transitions are observed as faint structures above the ionization threshold, in CO\(^+\) they are observed as being mixed with the Rydberg ones below the ionization edge (see Fig. 5 and Tables S3–S5 of ESI†). The MS-RASPT2 calculations assign a number of transitions to these regions, most of them of multiconfigurational character, but yet, quite a few have a dominating configuration with a one-electron excitation keeping the 5\sigma hole as a spectator.

It can be instructive to compare carbon and oxygen in this part of the spectrum, as they have exactly the same form of the MS-RASPT2 wave function and basis set. In both cases, the strongest peaks are related to the excitation to Rydberg-like orbitals (Fig. 5), namely the 3s\(^{\pi}\), 4s\(^{\pi}\), 3\pi\(^{\pi}\), and 4\pi\(^{\pi}\), being just a couple of cases where this configuration has strong CI dominance, i.e., above 70%. Higher Rydberg transitions are also populated but with much less intensity (see ESI†). This is also a token of strong correlation effects, as a one particle transition turns up in more than one state and prohibits a one-to-one mapping of states and orbitals. In the carbon spectrum, the 3\pi is stronger than 4\pi transition, as one normally expects the MS-RASPT2 wave function and basis set. In both cases, the three-hole transitions are only populated but with much less intensity (see ESI†). This is also a token of strong correlation effects, as a one particle transition turns up in more than one state and prohibits a one-to-one mapping of states and orbitals. In the carbon spectrum, the 3\pi is stronger than 4\pi transition, as one normally expects the MS-RASPT2 wave function and basis set.
are predicted between 532 and 542 eV (around 10 eV range). This difference is mostly due to the semi-internal transitions of which there are more at the carbon edge, and recalling that 5σ is a carbon orbital, we find it compelling that there seemingly is a local, one-center, selection operating also for these semi-internal transitions. It is notable that for neutral CO, the NEXAFS spectrum also has a richer profile at the carbon edge, something that also is deeply related to particular localization of molecular orbitals in this molecule. Some of the disagreement between theory and experiment can be related to the absence of vibrational fine structure in the simulation of the high energy region, which would result in many more peaks. Also, other factors related to the electronic structure modelling influences the accuracy of our results. This is addressed in the ESI.†

One last salient difference between the carbon and oxygen spectra is the strong split of the singlet and triplet double ionization potentials in the carbon case (2σ−15σ−1(S) = 311.53 and 2σ−15σ−1(T) = 307.92 eV), and the near degeneracy of these ionization potentials in the oxygen case (1σ−15σ−1(S) = 553.57 and 1σ−15σ−1(T) = 553.57 eV). This has the interesting consequence that fine structure is observed between the two thresholds in the carbon case. The computed discrete line spectrum is not a good representation of the continuum and requires a normalization which “smoothes out” transitions. However, in this particular and unique case, the discrete spectrum of one channel overlaps the continuum part of the other. Discrete continuum interaction leads generally to bands with Fano profiles. These features are too weak and too dense to be observed here, and the fact that the two channels are built from different spin parent couplings may indicate that the interaction is quite weak. This could be the subject for a further special investigation.

5 Conclusion

The NEXAFS spectra of CO+ display rich structures relating to vibrational and spin coupled highly excited electronic transitions, with no counterpart in NEXAFS of closed shell molecules. As shown in the present work, they call for a theoretical analysis that includes localization, relaxation, spin-coupling and correlation effects. The direct comparison between carbon and oxygen K-edges, computed with the same form of the wave function, shows distinct and salient differences. The repopulation of the open molecular orbital in the initial state provides additional and complementary information on the core hole state of the neutral molecule normally seen in XPS, which shows opposite trends in bond length changes for C(1s) and O(1s) ionization of CO. The spin split core-valence transitions were found surprisingly and delicately dependent on fundamental Coulomb and exchange interactions and orbital localization. The wide high energy part of the spectra exhibits exceedingly detailed and irregular structures for which a one-to-one mapping between orbitals and states cannot be made. It displays that the molecular orbital picture breaks down and is replaced by a situation where Rydberg one-electron and two-electron two-hole transitions coexist. We can conclude that the appearance of the spectra in all three parts are dictated by the localization of the singly occupied 5σ ground state orbital, proposing that the ionic NEXAFS technique has potential for chemical analysis. Our study indicates that NEXAFS of ions introduces a new field of X-ray spectroscopy of highly excited molecular systems, unravelling completely novel features that call for in depth understanding and theoretical analysis. It is our belief that the CO+ NEXAFS spectra presented here can serve as benchmark for further exploration of molecular ions of different character and size.
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