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Abstract

There are many algorithms used in Natural Language Processing (NLP) to achieve good results, such as Machine Learning (ML), Deep Learning (DL) and many other algorithms. In Natural Language Processing, the first challenge is to convert text to numbers for using by any algorithm that a researcher choose. So how can convert text to numbers? This is happen by using Word Embedding algorithms such as skip gram, bags of words, BERT and etc. Representing words as numerical vectors by relying on the contents has become one of the effective methods for analyzing texts in machine learning, so that each word is represented by a vector to determine its meaning or to know how close or distant this word from the rest of the other word.

BERT (Bidirectional Encoder Representation Transformer) is one of the embedding methods. It is designed to pre-trained form left and right in all layer deep training. It is a deep language model that is used for various tasks in natural language processing. In this paper we will review the different versions and types of BERT.
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1- Introduction

Natural Language Processing (NLP) is a sub-science of artificial intelligence. This science enables us to create software that can analyze and simulate an understanding of natural languages [1][2]. Main areas of natural language processing such as: machine reading of texts, speech discrimination automatic text or speech generation, machine translation, understand and answer questions need a model. Instead of building a model from scratch to solve a similar problem, you use the model trained on other problem as a beginning point. There are many types of pre-trained models, some types look to text from left to right such as ELMo [3], GPT [4], while BERT is a bidirectional look to text from the two sides from left and from right sides. BERT is a pre-trained model is used for tasks feature based and fine tuning. BERT depend on transformer, where the transformer consist of two part 1- encoder 2- decoder. BERT take only the part encoder and neglected the decoder. The encoder consist of two parts the first part is self attention, the second part is feed forward neural network. There are two sizes of BERT (BERT base and BERT large). The input to BERT are tokens that must convert to vectors of numbers, this is done by using embedding algorithms. In BERT using word to vector to convert tokens into vector, because the Transformer can not deal with string just with numerical vectors. Before enter texts must tokenize by word pieces method, that deal with words that not found in vocabulary by divide it. BERT using the first token is [cls] and the final token is [sep] to refer to the end of sentence. Each of embedding tokens are add to segment and position embedding. The final result will enter to transformer. The output of BERT is series of vectors. BERT model consist of two steps, pre-trained and fine tuning. The pre-training of...
BERT is done by two unsupervised tasks: masked LM and The next sentence prediction. The point of power of BERT is ability to self-attention from left and right from both sides. This property allows BERT to predict the masked word. Therefore to train BERT model must mask some input tokens randomly and predict these masked tokens, this method is called Masked LM. In this pre-training method using 15% of input word pieces of the token randomly. The result of this operation is a bidirectional pre-trained model. The next sentence prediction, where there are many downstream tasks like Question Answering (QA) and natural language inference (NLI) depend on understanding relation found between two sentences. Therefore to capture a model that understands the relations between sentences must be pre-trained model by using predict the next sentence from the corpus by using 50% sentence A and B where B follow A in corpus, and 50% random sentence from corpus. Fine tuning step is straightforward, where self-attention in Transformer will allow BERT to apply to many tasks either involve single text or pair of text [5]. In this paper, listed types of BERT that either used other type of data or enhanced the method used in BERT.

2- BERT types

After the original BERT, there are many types appear that explain in the following text:

2.1 BioBERT (Biomedical Bidirectional Encoding Representation Transformer)

Appear in 2019, as a result of increasing biomedical documents vastly, this lead to need to bio medical text mining. The need to specific model in biomedical field rather than general model like BERT that trained on general texts such as Wikipedia and general books. Therefore when use bert with biomedical will not give good result because the training data is general not specific. therefore appear the BioBERT. The data used in training process take from PubMed and PMC. Biobert use the bert base size as in left side table (1). The fine tuning step contain the three tasks, Named Entity Recognition, Relation Extraction and Question Answering [7][8][9][10].

2.2 Clinical BERT (Biomedical Bidirectional Encoding Representation Transformer)

Clinical BERT appear as a result of applying bert on clinical text. This is useful in disease prediction, relationship between treatments and outcomes or summarize to huge volume of text. The clinical text came from recording states patents during 30 days in hospital. It used the same architecture of original bert, where also use the Transformer and self-attention mechanism [6]. Clinical texts contain jargons, abbreviations and notes that may contain different syntax and grammar errors, comparing to common language in books that not contain errors. Therefore it hard to understand these notes without professional training. It use the same pre-trained tasks in bert that contain masked token and next sentence prediction [11][12][13][14][15].

2.3 AraBERT (Arabic Biomedical Bidirectional Encoding Representation Transformer)

The morphology of Arabic language is rich but less resources and less explored of syntax compared to English language, by using natural language processing, Question Answering (QA), Named Entity Recognition (NER) and Sentiment Analysis (SA) that are tasks of NLP formed a challenging tackle. These limitation lead to use bert model in Arabic language to encourage researcher to apply NLP to Arabic texts. So using bert with huge corpus and apply pre-trained. The result is very success when compare with the result of original bert. Arabert use the same architecture of bert. The fine tuning step contain Sequence Classification, Named Entity Recognition and Question Answering [16][17][18][19][20].

2.4 SCIBERT (Biomedical Bidirectional Encoding Representation Transformer)

SciBERT is pre-trained model has the same architecture of BERT [5] to handle a large database in science field. It is a new model to enhance the performance of many NLP tasks in scientific field. It trained on large corpus that collect from semantic scholar. when training the scibert use the full text for the collected paper rather than just abstracts. SCIBERT apply on many NLP tasks such as: Relation Classification (REL), Text Classification (CLS), Named Entity Recognition (NER), Dependency Parsing (DEP), and PICO Extraction (PICO). Where PICO is like NER where it is extracting task the spans. REL special case of classification of text, so the model able to predict type of relation between entities [21][22][23][24].
2.5 RoBERTa: A Robustly Biomedical Bidirectional Encoding Representation Transformer Approach

In 2019 Yinhan al. added an enhancement on BERT large. These enhancements include: the training data used longer than original BERT [5], the batches is bigger on most data, also omit the next sentence prediction, the training is done on longer sequences. The masking task changed dynamically when applied on training data. The corpus used is a new dataset that taken from (CC-News) [25].

2.6 DeBERTa: Decoding enhanced Biomedical Bidirectional Encoding Representation Transformer with Disentangled Attention

In 2020 Pengcheng He. suggest a new architecture to enhance BERT and RoBERTa models by using two innovative approaches. The first approach is disentangled attention mechanism, using two vectors to represent every word that encode its content and position. Disentangled matrices used to compute attention weight on their contents and positions. The second approach the output softmax layer were change by an enhanced mask decoder to find the masked tokens in the pre-training step. These two approaches enhanced the efficiency of this model and also enhanced the downstream tasks. When compare DeBERTa model with RoBERTa large, DeBERTa used half of training data produce better result on many types of NLP tasks [26][27][28][29].

2.7 AlphaBERT

In 2020, Yen-Pin Chen et al. Improved BERT summarization model by using the information of hospital systems built on character-level tokens. This model use as token unit the English alphabet (characters level). The alphaBERT used the same architecture of bert where use the transformer just encoder part. The size of corpus used in alphaBERT was smaller than the corpus of bert that used in pre-training step. By using the character level can reduce the model size without loss in performance, where the case of out of corpus not appear because depending on character level [30][31][32][33][34].

2.8 BERTje: A Dutch BERT model

In 2019, Wietse de Vries, et al. successfully concluded BERTje that also consist of pre-trained and fine tuning, but by using Dutch language, and applied successfully on NLP tasks for this language. This model is applied by using the same architecture of BERT [5][35].

2.9 DistILBERT: a Distilled version pf Biomedical Bidirectional Encoding Representation Transformer

In 2020 Victor et al. proposed an approach that are faster, smaller, lighter and cheaper than original bert model. This approach is called DistILBERT, where can obtain good performance on large numbers of tasks. The size of bert was reduced by 40% and become 60% faster when applying DistILBERT model that depend on distilled compression technique. This compressed models are small and can execute on the edge such as mobile devices. By using triple loss, this lead that the transformer become 40% smaller [36].

2.10 ALBERT (A Lite Biomedical Bidirectional Encoding Representation Transformer)

When increase the size of model this lead to increase performance on downstream tasks. But this increasing lead to become harder because the limitations of memory (GPU/TPU) and longer training times. To solve these problems, ALBERT introduce two parameter reduction techniques to reduce memory consumption and increase the speed of training for BERT [5]. ALBERT use two parameter reduction techniques lead to lift the main obstacles in scaling pre-trained models. The first technique is a factorized embedding parameterization. By dividing the big vocabulary embedding matrix into two small matrices, isolated the size of the hidden layers from the size of vocabulary embedding. This isolation makes it easier to grow the hidden size without increasing the size of parameters for the vocabulary embedding. The second technique is sharing the cross-layer parameter. This technique stops the parameter from rising with the depth of the network. Both techniques reduce the total of parameters for BERT without effect on performance, this lead to enhance parameter efficiency. An ALBERT architecture similar to BERT-large has 18x less parameters and can be trained about 1.7x quicker.

To more enhanced the performance of ALBERT use a self-supervised loss for sentence order prediction (SOP) [37].
2.11 BioALBERT: (Biomedical A Lite Biomedical Bidirectional Encoding Representation Transformer)

In 2020 usman etal. Proposed a pre-trained language model that it is simple and effective for biomedical Named Entity Recognition (NER). This model used a lite bert and apply with biomedical text, by using the same techniques used in 2-4-10 part that lead to increase the speed of training and decrease memory conception [38].

2.12 Mobile BERT (Mobile Bidirectional Encoding Representation Transformer)

NLP models have large model sizes and high latency cannot apply in mobile devices that have limited resource. Therefore MobileBERT is compressing and accelerating the original BERT model. Same the original BERT, MobileBERT is task-agnostic, it can use to many NLP tasks by simple fine-tuning. MobileBERT is a thin style of BERT large. In the train step of MobileBERT, must firstly train teacher model. After the training step, conduct knowledge transfer from the teacher model to MobileBERT. The studies display that MobileBERT is 5.5 faster and 4.3 smaller than BERT base [39].

2.13 FlauBERT

FlauBERT is a model that trained on a very large French corpus. The training phase used the CNRS news (French National Centre for Scientific Research) Jean Zay supercomputer. FlauBERT train to use in NLP tasks such as word sense disambiguation, text classification, natural language inference, paraphrasing and parsing. There are different versions of FlauBERT [40].

2.14 SqueezeBERT

The computation by BERT and RoBERTa are very costly, when using BERT-base will take 1.7 seconds to classify a text snippet on a Pixel 3 smartphone. So by using SqueezeBERT, many operation in self attention step replace with grouped convolutions. This model run x faster than bert on pixel3 with high accuracy [41].

2.15 Camem BERT (Biomedical Bidirectional Encoding Representation Transformer)

Most offered models trained by using English corpus. This lead to a limitation of using bert model in other languages. Therefore Camem BERT solve this problem, where training the transformer monolingual that represent based for other languages. CamemBERT enhanced the state of the art in all four downstream tasks [42].

The following table show the previous models:

| Model name      | characteristics                                      |
|-----------------|------------------------------------------------------|
| BIOBERT         | Used biomedical texts                                |
| Clinical BERT   | Used clinical notes                                  |
| AraBERT         | Used Arabic texts                                    |
| SCIBERT         | Used science texts                                   |
| RoBERTa         | Train on common text more than original BERT         |
| DeBERTa         | used half of training data of RoBERTa                |
| AlphaBERT       | The size of corpus used in alphaBERT was smaller than the corpus of bert that used in pre-training step. By using the character level |
| BERTje          | using Dutch language                                |
| DistlBERT       | depend on distilled compression technique             |
| AlBERT          | introduce two parameter reduction techniques to reduce memory consumption and increase the speed of training for BERT. |
| BioALBERT       | used a lite bert and apply with biomedical text       |
| MobileBERT      | compressing and accelerating the original BERT model  |
| FlauBERT        | trained on a very large French corpus                |
| SqueezeBERT     | many operation in self attention step replace with grouped convolutions |
| Camem BERT      | training the transformer monolingual that             |
Table (1) the characteristic of models.

3. Conclusions
This paper offers approximately all types of BERT model, that is used to perform word embedding. This work will easy to the researcher to know the types of bert and the enhancement done in the training time or in memory consumption, also using bert model with other types of data, more specific fields, rather than with general data that used in original bert, where bert consist of two steps: the first step is pre-training where the data enter to the layers of transformer and the result of this step are vectors for words. The second step is fine-tuning. The pre-training step consist of two steps: the masked LM and Next Sentence Prediction (NSP).
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