Automatic individual identification of Saimaa ringed seals
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Abstract: In order to monitor an animal population and to track individual animals in a non-invasive way, identification of individual animals based on certain distinctive characteristics is necessary. In this study, automatic image-based individual identification of the endangered Saimaa ringed seal (Phoca hispida saimensis) is considered. Ringed seals have a distinctive permanent pelage pattern that is unique to each individual. This can be used as a basis for the identification process. The authors propose a framework that starts with segmentation of the seal from the background and proceeds to various post-processing steps to make the pelage pattern more visible and the identification easier. Finally, two existing species independent individual identification methods are compared with a challenging data set of Saimaa ringed seal images. The results show that the segmentation and proposed post-processing steps increase the identification performance.

1 Introduction

Wildlife photo-identification (Photo-ID) provides a tool to study and to monitor animal populations over time based on captured images of individuals. It has various applications in studying key aspects of the populations such as survival, dispersal, site fidelity, reproduction, health, and population size and density. Due to its non-invasive nature, the Photo-ID is a great alternative to more invasive techniques such as tagging that requires catching the animal and may cause stress to it, as well as may change its behaviour or increase mortality. The identification of individuals is based on distinctive permanent characteristics, such as fur patterns, pigmentation, scars, or shape. Traditionally, the identification has been performed manually by researchers. However, due to the rapid increase in the amount of image data, there is a demand for automated methods. Computer vision techniques provide an attractive tool to replace the laborious and time-consuming manual work.

This work focuses on the Saimaa ringed seal (Phoca hispida saimensis) which is an endangered subspecies of ringed seal only found in Lake Saimaa in Finland. At present, around 360 seals inhabit the lake, and on the average 60–85 pups are born annually. This small and fragmented population is threatened by various anthropogenic factors, especially by-catch and climate change [1]. The long-term and accurate assessment of the population is needed for conservation purposes, and camera trapping has been recently launched as a new monitoring tool for the Saimaa ringed seal [2, 3]. Camera trapping is an especially effective method for the Saimaa ringed seal monitoring due to high site fidelity of the seals. The pelage of the ringed seal contains a distinctive patterning of dark spots surrounded by light grey rings (see Fig. 1). These patterns are unique to each seal, enabling the identification of individuals over their whole lifetime. Photo-ID data of the Saimaa ringed seal is mostly collected by game cameras during the moulting season in the spring [3]. The camera trapping produces a large number of seal images which have been identified manually until these days.

This work continues the study presented in [4] where the first steps towards automatic individual identification of the Saimaa ringed seal were taken. In the paper, a novel supervised segmentation method for the ringed seal and a simple identification method exploiting texture features were proposed. In this work, the segmentation method is further developed to decrease its computation time without sacrificing the performance. Moreover, a set of post-processing operations for segmented images are proposed to make the seals easier to identify. Finally, two animal identification methods are evaluated with a challenging data set of Saimaa ringed seal images to demonstrate the importance of the segmentation and post-processing operations.

2 Related work

Several approaches for automatic image-based animal identification can be found in the literature. Methods have been developed, for example, for polar bears [5], cattle [6], newts [7], giraffes [8], salamanders [9], snakes [10], insects [11], and marine mammals [12]. All of these methods use image processing and pattern recognition techniques to identify individuals. Most of the studies limit the individual identification to a certain animal species or species groups. For example, in [8], the effectiveness of wild-ID software in identifying individual Thornicroft's giraffes from a data set of 552 images was studied. The approach uses the scale-invariant feature transform (SIFT) algorithm [13] to extract and...
match distinctive image features regardless of scale and orientation.

In [14], a semi-automated method to match humpback whale flukes is presented. The method starts by detecting the fluke with the help of a user input and then computes various features such as spots, shape, texture, and damage areas that are used for the matching. In [15], another automatic method for matching of the humpback whale fluke patterns is presented. The method utilises morphological operators to obtain binary salient patterns that are matched using an iterative matching strategy and pattern similarity scores.

In [7], the suitability of biometric techniques for the identification of the great crested newts was investigated. Distinctive belly patterns were used to compare images of newts with an image database. Two different methods were used for the comparison: (i) the correlation coefficient of the greyscale pixel intensities, and (ii) the Hamming distance between the binary image segments.

All the above methods were developed for one species only and as such are not generalisable to Saimaa ringed seals. In [4], the first steps towards automatic individual identification of the Saimaa ringed seals were taken. The paper proposes a segmentation method for the Saimaa ringed seals using unsupervised segmentation and texture-based superpixel classification was proposed. Furthermore, a simple texture-based approach for the ringed seal identification was evaluated. However, the identification performance of the method is not good enough for most practical applications.

There have been also research efforts towards creating a unified approach applicable for identification purposes for several animal species. For example, in [16], the HotSpotter method to identify individual animals in a labelled database was presented. This algorithm is not species specific and has been applied to Grevy’s and plain zebras, giraffes, leopards, and lionfish. HotSpotter uses viewpoint invariant descriptors and a scoring mechanism that emphasises the most distinctiveness keypoints and descriptors. In [17], a species recognition algorithm based on sparse coding spatial pyramid matching was proposed. It was shown that the proposed object recognition techniques can be successfully used to identify animals on sequences of images captured using camera traps in nature. One of the problems with the species independent individual identification methods is that they do not provide an automatic method to detect the animals in images. Therefore, either a manual detection or development of a detection method for the studied animal is needed. Furthermore, typically a higher identification performance can be obtained by tuning the identification method for one species only.

3 Methodology

The proposed method for the identification of Saimaa ringed seals consists of three main parts: segmentation, post-processing, and identification (Fig. 2). First, the segmentation is applied to detect the seal and to eliminate the background that could complicate the identification process. Saimaa ringed seals tend to use same sites or areas inter-annually for moulting and hauling out, and the images are captured using static camera traps. Therefore, the same seal is often captured with the same background increasing the risk that a supervised identification algorithm learns to ‘identify’ the background instead of the actual seal if the full image or the bounding box around the seal is used. This may further lead to a system that is not able to identify the seal in a new environment making the separation of the animal from the background (segmentation) important. After the segmentation, the segmentation result is post-processed and the seal is identified based on a matching-based approach.

3.1 Segmentation phase

Automatic segmentation of animals is often difficult due to the camouflage colours of animals, i.e. the colouration and patterns are similar to the visual background of the animal. This makes it difficult to define a single criterion to distinguish the animal from the background. The proposed method to segment ringed seals starts with an unsupervised segmentation step to divide the image into segments or superpixels. After this, the superpixels are classified into two different classes: the seal or the background. A similar approach has been used, for example, to segment the optical disc in retinal images [18]. The first criterion is that ideally superpixels should be completely inside or outside the object, i.e. there should not be such superpixels that contain both seal and background pixels. Furthermore, the second criterion is that superpixels should be large enough to make the classification possible. Generally, the larger the superpixels are, the better, as long as they fulfil the first criterion.

In [4], the method proposed in [19, 20] was used for unsupervised segmentation of the Saimaa ringed seals. The method has been shown to produce the state-of-the-art performance in the

![Fig. 2 Proposed method](Image)
Berkeley Segmentation Dataset [21]. It combines the globalised probability of boundary (gPb) detector, oriented watershed transform, and ultrametric contour map (UCM) to produce a weighted contour image that can be thresholded to produce superpixels. The size of the superpixels can be controlled by varying the threshold value. By selecting a proper value, the both criteria mentioned above can be fulfilled. However, the problem with the method is that it requires solving of a large, sparse eigensystem which takes a lot of time and computational efforts.

To keep the computation time low, we use multiscale combinatorial grouping (MCG) [22] to produce the contour weighting. The method utilises an efficient normalised cuts algorithm to achieve a $20 \times$ speed improvement without loss in performance. In practice, due to the large memory requirements of the gPb detector, large images need to be processed in pieces which increases the difference between the computation times even more. In our experiments, the computation time with the method used in [4] was 193 s for a 640x480 image while with the MCG-based method the computation time was 4.5 s. The experiment was run with a PC with i7-4600U (2.10 GHz) CPU and 8 GB of memory.

After the unsupervised segmentation step, feature descriptors are computed from the superpixels and each superpixel is classified into the seal or background class in a supervised manner. For this purpose, we utilise colour features (means of intensities of each colour component), local variation features, and two different texture features: blur invariant local phase quantisation (LPO) [23] and local binary pattern histogram Fourier descriptors (LBP-HF) [24]. Local variation is computed from an intensity image as means of local range, local standard deviation, and local entropy of the segment with a $3 \times 3$ neighbourhood.

The LPO descriptor uses locally computed phase information and decorrelated low-frequency coefficients to create a code word histogram that can be used for the texture classification. Since the low-frequency phase components are ideally blur invariant and the phase information is invariant to uniform illumination changes, the LPO texture descriptor is a good choice for processing camera trap images which often are out of focus and suffer from large illumination changes between day and night time.

LBP-HF is a modified version of the well-known local binary pattern (LBP) descriptors [25]. The LBP descriptor is obtained by thresholding the neighbourhood of each pixel with the pixel value, presenting the result as a binary number, and computing histogram of binary numbers. LBP-HF is computed as a discrete Fourier transforms of the obtained non-invariant LBP histogram. One of the main advantages of this descriptor is that it is rotation invariant while it preserves the highly discriminative nature of LBP histograms.

Finally, the support vector machine (SVM) classifier is used to classify the superpixels. The comparison of different feature combinations and classifiers is presented in Section 4.2. After the superpixel classification step, all the superpixels that are classified to the seal class are combined to form the seal segment for identification purposes.

3.2 Segmentation post-processing

Due to errors in the segmentation process caused by non-uniform superpixels or classification errors, some pixels are incorrectly marked as background or seal causing holes inside the seal region and multiple seal segments. Such errors have a negative effect on the identification performance. To avoid this, we apply morphological operations on the mask obtained by image segmentation. First, the closing operation is applied to fill the holes inside the seal segment. Next, the opening operation is applied to remove small isolated segments that can be considered as noise.

3.3 Colour normalisation

The same seal in different illumination conditions captured with different cameras appears in different colours which is a problem for identification algorithms. Since the colour of Saimaa ringed seals does not vary considerably, the seal segment should always have approximately similar colour histograms if the illumination is constant. Therefore, we utilise histogram matching to remove the effect of varying illumination conditions and colour differences caused by different cameras. Fig. 3 shows an example result of the histogram matching.

3.4 Contrast enhancement

The next step is to increase the contrast between dark spots surrounded by light grey rings to make the patterns essential for the identification more visible. For this we use the well-known contrast-limited adaptive histogram equalisation [26] algorithm. Fig. 4 shows an example result of the contrast enhancement.

3.5 Identification phase

For identification, we utilise two existing generic identification methods: Wild-ID [8] and HotSpotter [17]. The Wild-ID method consists of three main steps. The first step is to extract the SIFT features [14] for each image in a database. In this step, potential interest points are identified from two images by locating gradients are measured at the selected scale in the regions near each interest point. In the second step, the candidate matched pairs of SIFT features are identified from two images by locating features of one image in the other image and minimising the Euclidean distance between the feature descriptors. In the third step, to choose reasonable matches among all potential matches the RANSAC algorithm [27] is employed to obtain a geometrically consistent subset of candidate matches.

HotSpotter [17] uses the Hessian-Hessian interest point detector, viewpoint invariant descriptors, and a scoring mechanism that emphasises the most distinctive keypoints and descriptors. For the identification, two matching algorithms are proposed: one-versus-one and one-versus-many matching. In the one-versus-one matching, the query image matches against each database image separately and it sorts out the database images by the similarity score to find the final rank of the result. In the one-versus-many matching, each descriptor is matched from the query image against all descriptors from the image database. In this method, a fast,
approximate nearest neighbour search data structure is utilised. The scores are generated for each image according to these matches using the local naive Bayes nearest neighbour methods [28], and finally the scores are aggregated to generate the final similarity scores for each image. Based on the similarity scores all the images in the database are ranked from the best to the worst match.

4 Experiments

4.1 Data

To evaluate the method, a unique Photo-ID database of Saimaa ringed seal images collected by University of Eastern Finland (UEF) was used. The database contained total of 892 images of 147 individual seals. Most of the images contain one individual Saimaa ringed seal, and only few images contain two or more individuals. Example images from the database are shown in Fig. 5.

The database contained images of individual seals from the right and left sides because both flanks of the ringed seal have different pelage patterns. In addition, the database contained images from belly and back sides of the seals. However, most of the individual seals in the database had only one or few images. The selected identification methods require that the database contains at least one image of the same individual captured from the same side as the query image. Therefore, the seals with only one image were omitted from the experiments. Also, images with multiple seals or too low quality for identification purposes were screened out from the data set. These images include underwater images, images with large obstacles, and images captured with low-end cameras from a long distance. It should be noted that, in practice, most of the image material collected for the monitoring purposes is obtained using automatic camera traps. These images have typically sufficient image quality for the identification purposes. The final data set contained 131 ringed seal individuals and total of 591 images with reasonable quality.

The seals were identified from the images by biologists from UEF to form the ground truth for identification. The segmentation ground truth was constructed by manually drawing the contour of the animals for 280 images (40 individuals). Moreover, to train and
The MCG segmentation algorithm [22] produces an UCM that is a
superpixels was performed for all 591 images.
performance measure was selected based on an observation that
measures were computed for all threshold values from 0.1 to 0.9
superpixels larger than 200 pixels. The third
criteria should be considered: (i) superpixels that contain both
the seal pixels and the background pixels should be minimised, and
(ii) the size of the superpixels should be as large as possible
without violating the first criteria to make the superpixels
classification as robust as possible.
The evaluation of the UCM thresholds was carried out using the
manually segmented 280 images. Three performance measures
were selected to compare the threshold values: (i) the percentage of
uniform superpixels, (ii) the mean size of superpixels, and (iii) the
percentage of superpixels larger than 200 pixels. The third
performance measure was selected based on an observation that
superpixels smaller than 200 pixels do not usually contain enough
texture information to be reliably classified. The performance
measures were computed for all threshold values from 0.1 to 0.9
with a step size of 0.01. The results are presented in Fig. 6. It
should be noted that the selection of the UCM threshold is always a
trade-off between the size of the superpixels (larger superpixels are
easier to classify) and the uniformity of the superpixels, and there is
no unambiguous way to select the threshold value. In order to
keep the number of non-uniform superpixels small while limiting the
amount of small superpixels, the threshold value of 0.7 was
selected for the further experiments.
In order to train and to test the superpixel classification
methods, the unsupervised segmentation was performed to all
images with the selected threshold value, and resulting superpixels
were manually labelled into two classes: the seal and the
background. The images were divided into the training set and the
test set randomly. Twenty images were selected for the test set and
the remaining 571 images were used as the training set. This was
repeated 11 times, so in total the segmentation performance was
tested with 220 images. Table 1 lists the evaluated features and
Fig. 7a shows the results for different feature combinations with
the SVM classifier with a quadratic kernel. The x-axis presents the
threshold value for how many per cent of pixels needs to be
correctly labelled (the seal or the background) that the image can
be considered as correctly segmented and the y-axis presents the
percentage of correctly segmented images. It can be seen that
colour-based features and LBP-HF are alone not enough to obtain
good superpixel classification accuracy, but both are useful when
combined with the LPQ features and the best classification result is
obtained by combining all the features. Fig. 7b presents the result
for different classifiers. For the k-NN classifier k was experimentally set to 9 and for the naive Bayes classifier Gaussian
distributions were used. The prior probabilities were obtained from
the relative frequencies of the two classes in the training data. For
each classifier, the best set of features was used. The results show
that SVM outperforms the k-NN and naive Bayes classifiers.

4.2 Segmentation experiments
The MCG segmentation algorithm [22] produces an UCM that is a
weighted contour image. UCM is thresholded to produce an edge
image that defines the superpixels. The size of the superpixels is
controlled by varying the threshold value. When the threshold
value is increased, similar neighbouring regions separated by an
edge with a low weight are combined, causing a smaller number of
larger superpixels. The success of the ringed seal segmentation
depends highly on the selected threshold value. To select the value,
two criteria should be considered: (i) superpixels that contain both
the seal pixels and the background pixels should be minimised, and
(ii) the size of the superpixels should be as large as possible

Table 1 Description of the features

| Feature      | Description                           | Length |
|--------------|---------------------------------------|--------|
| mean colours | mean intensity of R, G, B colour channels | 3      |
| local variation mean of local range, local standard deviation, and local entropy | 3      |
| LBP-HF       | discrete Fourier transforms of local binary pattern histograms | 38     |
| LPQ          | local phase quantisation               | 256    |

to evaluate the superpixel classifiers, manual labelling of
superpixels was performed for all 591 images.

4.3 Identification experiments
To evaluate the performance of the identification methods, 194
images were selected from the 220 images used to evaluate the
segmentation method by removing the individuals that had only
one image in the remaining set. Minimum of two images per
individual are needed for evaluation purposes. To evaluate the
performance of the identification methods, the database must
contain at least one image of the same individual as in the query
image. The remaining set contains 57 individuals with two to eight
e images per individual. On the average there are 3.4 images per
individual (the median is 3).
The performance of the identification algorithms was evaluated
separately for the original images, segmented images, and
segmented and post-processed images. The identification methods
were applied using the leave-one-out cross-validation, i.e. each of
the 194 images was considered as a query image one by one and
the remaining 193 images were used as a database.

With HotSpotter 44% of the segmented and post-processed images, 40% of segmented images, and 34% of the original images
were correctly identified. This shows that both segmenting and
post-processing of the images increase the performance compared
with the original unprocessed images. With Wild-ID 13% of the
segmented and post-processed images and 8% of the original images were correctly identified, which means that the HotSpotter
outperformed it by a large margin. The results obtained using the
HotSpotter are also better than the preliminary results reported in
[4] where only 10% of the seals were correctly identified, despite the fact that the number of seal individuals was smaller (40). Fig. 8
shows examples of correct and incorrect identifications with
HotSpotter.
The performance of the HotSpotter algorithm was further measured using the cumulative match score (CMS) histogram
commonly used in the face recognition research [29]. It measures
how well the identification system ranks the identities in the
database with respect to the input image. The 4th bin in the CMS
histograms tells the percentage of test images where the correct
individual seal was in the set of the N best matches proposed by the
identification algorithm. Fig. 9 presents the results for the
HotSpotter method.
As can be seen from Fig. 9, with the segmented and post-processed images in 66% of the cases, the correct seal was within the 20 best matches. For the original and segmented images, the correct seal was within the best 20 matches in 57 and 53% of the cases, respectively. The Wild-ID identification software [8] does not produce the rank for the matches and therefore it was not possible to generate the CMS histogram.

5 Conclusion

In this paper, a segmentation method for Saimaa ringed seals using unsupervised segmentation and texture-based superpixel classification was proposed. Moreover, post-processing steps including morphological processing of the segmentation mask, colour normalisation, and contrast enhancement procedures were proposed to make seal individuals easier to identify. Finally, two existing individual identification methods, HotSpotter and Wild-ID were evaluated. Both segmentation and post-processing were shown to improve the identification results. The HotSpotter outperformed the Wild-ID and provided promising results with the very challenging data set of the Saimaa ringed seals. The future work will include developing a species-specific method for identification of ringed seals that outperforms the generic methods. Moreover, experiments will be carried out on a larger image database.
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