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With the success of dynamical mean field theories, solvers for quantum-impurity problems have become an important tool for the numerical study of strongly correlated systems. Continuous-time Quantum Monte Carlo sampling of the expansion in powers of the hybridization between the “impurity” and the bath provides a powerful solver when interactions are strong. Here we show that the usual updates that add or remove a pair of creation-annihilation operators are rigorously not ergodic for several classes of broken-symmetries that involve spatial components. We show that updates with larger numbers of simultaneous updates of pairs of creation-annihilation operators remedy this problem. As an example, we apply the four operator updates that are necessary for ergodicity to the case of d-wave superconductivity in plaquette dynamical mean-field theory for the one-band Hubbard model. While the results are qualitatively similar to those previously published, they are quantitatively better than previous ones, being closer to those obtained by other approaches.

PACS numbers: 71.20.-b, 02.70.Ss, 71.27.+a

I. INTRODUCTION

Understanding and predicting the different phases of matter is one of the main goals of condensed matter physics. Some phases break symmetries of the underlying Hamiltonian. This can happen in an infinite system only. Mean field theories are an important tool for the study of broken symmetries since the infinite system limit is naturally taken into account. While ordinary mean field theories are sufficient for weakly correlated systems, they fail for strongly correlated systems such as doped Mott insulators\(^1\), high temperature superconductors\(^2, 3\) layered organic superconductors\(^4, 5\) and the like. Here dynamical mean field theories\(^7, 8\) are necessary for an adequate treatment. They self-consistently map the infinite lattice model on a quantum-impurity model consisting of a finite interacting system immersed in a non-interacting electronic bath.

A breakthrough in the solution of quantum-impurity problems has occurred with the advent of Continuous-Time Quantum Monte Carlo algorithms (CTQMC).\(^9\) These algorithms come in various guises: For example, the Rubtsov algorithm\(^11\), auxiliary-field algorithm\(^12\) and the hybridization expansion algorithm\(^13, 14\). Here we focus on the latter algorithm (CT-HYB) that is especially suited at strong coupling\(^16\) and for ab-initio codes that are combined with dynamical mean-field theory.\(^17\)

We show that for several classes of broken symmetries that involve spatial components, CT-HYB is not ergodic as a matter of principle if one follows the standard update procedure of adding or removing a single pair of creation-annihilation operators. This deficiency can be cured by updates that add more pairs of creation-annihilation operators. As an important example, we consider the case of d-wave superconductivity on the square lattice that breaks not only \(U(1)\) symmetry but also rotation by \(\pi/2\). The solution of the quantum-impurity problem consisting of the Hubbard model on a plaquette immersed in a bath is made self-consistent with the lattice problem through Cellular Dynamical-Mean-Field theory.\(^18\) The resulting phase diagram is qualitatively similar with the previously published one\(^19\) but quantitatively more reliable since in the zero-temperature limit the range of doping where superconductivity appears agrees with results obtained with the exact-diagonalization impurity solver\(^20\).

In Sec. II we introduce an effective quantum-impurity model for a correlated problem on an infinite lattice, along with the self-consistency condition for Cellular-Dynamical Mean-Field theory (CDMFT). All of our formal results on Monte Carlo updates apply to the hybridization expansion, whatever the self-consistency condition between impurity and lattice. We then recall in Sec. III the general formalism for the CT-QMC hybridization solver. The question of ergodicity is discussed in Sec. IV. After demonstrating in the first subsection why standard updates with pairs of creation-annihilation operators are not ergodic using the example of d-wave
superconductivity, we show how updates with two pairs of creation-annihilation operators solve the problem for this case. The phase diagram is discussed in the following subsection while the case of a general broken spatial symmetry is addressed in the last subsection. We conclude in Sec. V

II. EFFECTIVE IMPURITY MODEL

The effective quantum-impurity problems we are interested in consists of an interacting system, described by $H_{\text{loc}}(d_i^\dagger,d_i)$, immersed in a non-interacting bath. The Hamiltonian for the impurity plus bath takes the form

$$H_{\text{imp}} = H_{\text{loc}}(d_i^\dagger,d_i) + \sum_{i\mu} (V_{\mu\mu}a_i^\dagger a_i + V_{\mu i}d_i^\dagger a_\mu) + \sum_{\mu} \epsilon_\mu a_i^\dagger a_\mu,$$

with $\epsilon_\mu$ the bath dispersion and $V_{\mu i}$ the amplitude for a particle to hop from the system orbital $i$ to the bath orbital $\mu$. We include spin and position in the definition of impurity orbitals. The self-energy $\Sigma$ of this impurity problem is finite for the interacting system only, so that when the bath is integrated out, Dyson’s equation takes the form

$$G_{\text{loc}}^{-1} = G_{0,\text{loc}}^{-1} - \Delta - \Sigma,$$

where $G_{\text{loc}}^{-1}$ and $G_{0,\text{loc}}^{-1}$ are the interacting and non-interacting cluster Green’s functions respectively. The bath degrees of freedom are encapsulated in the hybridization function

$$\Delta_{ij}(i\omega_n) = \sum_{\mu} \frac{V_{\mu j}^* V_{\mu i}}{i\omega_n - \epsilon_\mu},$$

which plays the role of the dynamical mean field.

For the self-consistent mapping between the lattice and impurity, CDMFT \cite{Hettler97} starts with a periodic partitioning of the lattice system into disconnected clusters. Taking for $H_{\text{loc}}$ the restriction of the lattice Hamiltonian to one of these clusters and representing the rest of the lattice by a non-interacting bath, the hybridization function is self-consistently obtained from a restriction of the lattice Dyson equation

$$G_{\text{loc}}[\Delta] = (G_{0,\text{latt}}^{-1} - \Sigma_{\text{latt}}^{-1}[\Delta])^{-1}|_{\text{loc}}$$

to the cluster, with $G_{0,\text{latt}}$ the non-interacting lattice Green’s function. The approximate lattice self-energy $\Sigma_{\text{latt}}$ equals the impurity-model self-energy on everyone of the clusters.

This self-consistent mapping on an impurity problem conserves the symmetries of the lattice system compatible with the partitioning. In the normal phase, the dynamical mean field is constrained to satisfy these symmetries, while in a broken symmetry phase it is allowed to break some of them. The symmetry is thus broken in the dynamical mean fields and not on the cluster. This applies to the dynamical cluster approximation DCA as well. \cite{Aichhorn06}

In order to satisfy the self-consistency condition, CDMFT and DCA require an infinite number of bath orbitals. Only CTQMC impurity solvers give (statistically) exact solutions in this limit. The CT-HYB impurity solver of interest here is reviewed in the next section.

III. HYBRIDIZATION EXPANSION FOR CONTINUOUS-TIME QUANTUM MONTE CARLO

This summary of the CT-HYB algorithm \cite{Hettler99,Hafermann02,Hafermann07,Hafermann07a} focuses on the aspects relevant for the rest of the discussion on ergodicity. First, the impurity Hamiltonian is constrained to satisfy these symmetries of the lattice system compatible with the partitioning. In the normal phase, the symmetry is thus broken in the dynamical mean fields and not on the cluster. This applies to the dynamical cluster approximation DCA as well. \cite{Aichhorn06}

In order to satisfy the self-consistency condition, CDMFT and DCA require an infinite number of bath orbitals. Only CTQMC impurity solvers give (statistically) exact solutions in this limit. The CT-HYB impurity solver of interest here is reviewed in the next section.

$$Z = \text{Tr}_\tau e^{-\beta H_{\text{hyb}}} e^{-\int_{0}^{\beta} d\tau V_{\text{hyb}}(\tau)}$$

where $H_{\text{bath}} = \sum_{\mu} \epsilon_\mu a_\mu^\dagger a_\mu$ and $H_{\text{hyb}} = \sum_{i\mu} V_{\mu i}^* a_i^\dagger a_\mu$. Writing the impurity partition function $Z = \text{Tr}_\tau e^{-\beta H_{\text{imp}}}$ in the interaction representation and expanding in powers of the hybridization term yields

$$Z = \text{Tr}_\tau e^{-\beta H_0} e^{-\int_{0}^{\beta} d\tau (H_{\text{hyb}}(\tau) + H_{\text{hyb}}^\dagger(\tau))}$$

As $H_{\text{loc}}$ conserves the particle number, odd expansion orders vanish and there are $(2k)!/k^2$ finite terms when multiplying out the second line. Defining $\tilde{V}_i = \sum_{\mu} V_{\mu i}^* a_\mu$ and replacing the hybridization terms, the cluster and bath degrees of freedom are separated

$$Z = \sum_{k \geq 0} \sum_{i_1,i_2,\ldots,i_k} \frac{1}{k!} \int_{0}^{\beta} d\tau_1 \cdots d\tau_k \int_{0}^{\beta} d\tau_1' \cdots d\tau_k'$$

where $\langle O \rangle := \text{Tr}_\tau e^{-\beta H_{\text{bath}}} O$ and $Z_{\text{bath}}$ is the bath partition function.
The bath is quadratic, and with Wick’s theorem the average over the bath is expressed as a sum over all contractions, e.g. at second order

\begin{align}
\langle \hat{\Delta}_{i} & \hat{\Delta}_{\tau'} \rangle = \\
& \langle \hat{V}_{i}^{\dagger}(\tau) \hat{V}_{\tau'}^{\dagger}(\tau) \rangle \\
& \times \langle \hat{V}_{\tau}^{\dagger}(\tau_{2}) \hat{V}_{\tau_{2}}^{\dagger}(\tau_{2}) \rangle
\end{align}

(8)

where \( \langle \hat{V}_{i}^{\dagger}(\tau) \hat{V}_{\tau'}^{\dagger}(\tau') \rangle \) evaluates to the hybridization function \( \Delta_{\tau}(\tau' - \tau) \) in Eq. (3). The anomalous hybridization functions \( F_{\tau_{2i}}(\tau_{2} - \tau_{1}) := \langle \hat{V}_{\tau_{2i}}^{\dagger}(\tau_{1}) \hat{V}_{\tau_{2i}}^{\dagger}(\tau_{2}) \rangle \) and \( F_{i\tau_{2i}}(\tau_{2} - \tau_{1}) := \langle \hat{V}_{i\tau_{2i}}^{\dagger}(\tau_{1}) \hat{V}_{i\tau_{2i}}^{\dagger}(\tau_{2}) \rangle \) vanish for a particle number conserving bath as in Eq. (1). A contraction may be represented as shown in Fig. 1, and the sum over all finite contractions can in most cases be cast into a determinant.

In Quantum Monte Carlo one interprets the terms of the series (7), supposed positive here for simplicity, as weights \( w \) for a probability distribution \( w/Z \) over the configuration space \( \mathcal{C} := \{ (\tau_{1i1}, \tau_{2i2}) \cdots \tau_{kik} \tau_{kj} \} | k \geq 0 \}. \) Observables, such as the local Green’s function, can be expressed as random variables over \( \mathcal{C} \). To obtain estimates, the probability distribution is sampled by a Markov process \( c_{1} \rightarrow c_{2} \rightarrow \cdots \) in \( \mathcal{C} \), characterized by the transition probability \( P(c_{i+1} | c_{i}) \) of going from configuration \( c_{i} \) to configuration \( c_{i+1} \). The Markov process converges to \( w/Z \) if the transition probability satisfies detailed balance \( P(c_{i} | c_{i+1}) w(c_{i}) = P(c_{i+1} | c_{i}) w(c_{i+1}) \) and ergodicity.

The Metropolis-Hasting algorithm gives a possible choice for the transition probability. To start with a trial configuration \( c \) is chosen according to a trial probability \( q(c_{i} | c_{i}) \), and we set \( c_{i+1} := c \) with probability

\[ p = \min \left( \frac{q(c_{i} | c_{i}) w(c_{i})}{q(c_{i} | c_{i}) w(c_{i})} \right) \]

(9)

and \( c_{i+1} := c_{i} \) otherwise. This transition probability \( p \cdot q \) satisfies detailed balance.

IV. ERGODIC UPDATES IN THE PRESENCE OF BROKEN SYMMETRY

A. Standard updates

For an ergodic Metropolis-Hasting sampling, the transition probability should allow to explore all the configuration space. With respect to the trial probability, this sets two conditions.

First, the proposed updates should allow to go from any configuration to any configuration. A natural choice here is the insertion or the removal of two impurity operators \( d_{i}(\sigma) \) \( d_{i}^{\dagger}(\sigma') \). Second, the weights of the configurations along the proposed path have to be finite. For some configurations, the trace may vanish due to symmetry constraints. If this happens along all paths between two configurations, the two operator updates are not ergodic. This is illustrated in the next section.

B. Updates for ergodicity in the presence of superconductivity

Consider a CDMFT study of \( d \)-wave superconductivity in the 2D Hubbard model with a 2x2 cluster. As the cluster Hamiltonian conserves, beside charge and spin \( \sigma \), the cluster momentum \( \mathbf{K} \in \{ (0,0), (\pi,0), (0,\pi), (\pi,\pi) \} \), it is numerically advantageous to label the one particle basis by \( \mathbf{K} \).

In the normal phase only the diagonal hybridization entries \( \Delta_{\sigma\mathbf{K} \omega} \) are finite. In the superconducting phase charge conservation is broken, and the anomalous entries \( F_{\tau_{i} \downarrow} \mathbf{K} \downarrow \mathbf{K} \) as well as their conjugates \( F_{\tau_{i} \uparrow} \mathbf{K} \uparrow - \mathbf{K} \) may be finite. The \( d \)-wave order parameter changes sign under rotation by \( \pi/2 \) and hence \( F_{\tau_{i} \downarrow} \mathbf{K} \downarrow \mathbf{K} \) if \( \mathbf{K} \) is chosen according to a trial probability

\[ p = \min \left( \frac{q(c_{i} | c_{i}) w(c_{i})}{q(c_{i} | c_{i}) w(c_{i})} \right) \]

(9)

and \( c_{i+1} := c_{i} \) otherwise. This transition probability \( p \cdot q \) satisfies detailed balance.

in the superconducting phase does not meet this condition, and the two operator updates are not ergodic. Insert-
tion or removal of these four operators or their conjugates at once is thus a necessary condition for ergodicity.

To show that these four operator updates restore ergodicity in principle, it is sufficient to connect an arbitrary finite configuration to expansion order zero, as this allows to go from any configuration to any configuration by detailed balance. Consider any finite configuration. It can be decomposed into groups of two or four operators which transform as the identity. Groups of two operators come from finite contractions with normal hybridization functions \( \Delta_{\sigma K,\sigma K} \). In addition, by charge conservation on the impurity, all possible anomalous contractions can be grouped in pairs of the form \( F_{\uparrow K,\downarrow-K}F_{\uparrow K',\downarrow-K'} \), where \( K' \) and \( K \) can be different. The corresponding group of four operators transforms as the identity, and the four operator updates allows us to remove them. If \( K = K' \), they may also be removed by two times a two operator update. Hence every configuration can be reached from zero expansion order.

In the following section, we illustrate how the four operator updates reconcile results obtained with different methods.

C. Numerical results for the superconducting state

Consider the Hubbard model on a square lattice with on-site interaction \( U \) and nearest-neighbor hopping \( t \). We follow the notation of Ref. 19 and use CDMFT on a \( 2 \times 2 \) plaquette.

We begin with \( U = 9.0 \), which is above the Mott transition endpoint at half filling \( U_{\text{MIT}} \approx 5.95^{22,23} \). Figure 2 shows the \( d \)-wave superconducting order parameter \( \Phi \) at the low temperature \( T/t = 1/100 \) as a function of doping, with and without four operator updates (circles and squares, respectively). In both cases, \( \Phi = 0 \) in the Mott insulator at zero doping, then it increases upon hole doping, reaches a maximum around \( \delta \approx 0.09 \), and finally it decreases with further doping. Notice that the position of the maximum of \( \Phi \) remains approximately the same, and it occurs for a doping near the underlying normal state transition between a pseudogap and a correlated metal\(^{19,24} \).

The effect brought about by the four operator updates is twofold: the overall strength of \( \Phi \) is larger and \( \Phi \) extends over a larger range of dopings when the four operator updates are considered. The range of dopings where superconductivity occurs is now consistent with the results found at \( T = 0 \) in Ref. 20.

Figure 3 shows the superconducting order parameter \( \Phi \) at \( \delta = 0.04 \) as a function of temperature \( T \), with and without four operator updates (circles and squares, respectively). In both cases, \( \Phi = 0 \) in the Mott insulator at zero doping, then it increases upon hole doping, reaches a maximum around \( \approx 0.09 \), and finally it decreases with further doping. Notice that the position of the maximum of \( \Phi \) remains approximately the same, and it occurs for a doping near the underlying normal state transition between a pseudogap and a correlated metal\(^{19,24} \).

Physically, \( T_{\text{d}} \) is the temperature below which Cooper pairs form within the \( 2 \times 2 \) plaquette. In Ref. 19 we pointed out that \( T_{\text{d}} \) is distinct from the pseudogap temperature \( T^* \) and can be associated to local pair formation observed in tunnelling spectroscopy\(^{25,26} \).

Finally, it is important to evaluate the role of the four operator updates on the scenario for the interplay between superconductivity and Mott physics that we have
put forward in Refs. 19 and 27. Fig. 4 shows the temperature versus doping phase diagram considered in those references. The value of the interaction is $U = 6.2$ and both superconducting and normal state are shown.

First, let us focus on $T_c^d$, indicated by full and dashed blue line (with and without four operator updates, respectively). The effects brought about by the four operator updates are solely quantitative: the superconducting phase delimited by $T_c^d$ extends over a large range of doping and temperature. The main qualitative features of $T_c^d$ remain however unchanged: (i) at zero doping, $T_c^d$ is zero, (ii) at all numerically accessible small dopings $T_c^d$ has a finite value, which does not show large variations when a pseudogap appears in the underlying normal state, and (iii) with further doping beyond the pseudogap, $T_c^d$ decreases and eventually vanishes at large doping.

Second, the interplay between superconductivity and Mott physics discussed in earlier papers, is still valid. The first-order transition at finite doping separating a pseudogap from a correlated metal is continuously connected to the first-order Mott transition at half-filling. The crossovers lines emerging out of the finite-doping first-order transition signal the appearance of a Mott-driven pseudogap at along a line, $T^\ast$, at finite temperature. The crossovers intersect the superconducting state delimited by $T_c^d$, implying that pseudogap and superconductivity are distinct phenomena. Superconductivity can emerge either from a pseudogap phase or from a correlated metal, a result confirmed by large cluster studies.

A discussion of the general features of these theoretical results in the context of experiments appears in Ref. 33.

Note that since $T_c^d$ is largest for values of $U$ close to $U_{MIT}$, it is comforting that the four operator updates take $T_c^d$ well above 100 K, as shown in Fig. 4. Indeed, the cuprates are described by a larger $U$ than the one studied here, so calculations will lead to a smaller optimal $T_c^d$. This $T_c^d$ should nevertheless still be above the maximal $T_c$ since it is a mean-field result. Long-wavelength fluctuations and other non mean-field effects can only make the true $T_c$ smaller than $T_c^d$.

D. Updates for ergodicity in the presence of general broken symmetries

The lack of ergodicity of two-operator updates occurs more generally with broken symmetries. Before we discuss this, let us return to the case of superconductivity. In the normal phase, configurations which are problematic in the superconducting phase have vanishing weight because the corresponding hybridization functions vanish. The ergodicity of the two operator updates thus depends on the structure of the hybridization function.

To render this dependence more explicit, we begin by following the lines of Sec. (IV B), but considering an arbitrary abelian symmetry group $G$ instead of the translation symmetry that gave us conservation of $\mathbf{K}$. Replacing the momenta $\mathbf{K}$ by the characters $\chi$ of $G$, all $F_{\chi_1 \chi_2}$ with $\chi_1 \chi_2 = \chi_0$ and their conjugates are allowed to be finite. While the configuration

$$\text{Tr}[d^\dagger_{+\chi_1} d^\dagger_{-\chi_2} d^\dagger_{+\chi_1'} d^\dagger_{-\chi_2'}] F_{\chi_1 \chi_2} = 0$$

with $\chi_1 \chi_2 = \chi_0 \chi' = \chi_0$ has a finite trace, there is no normal phase contraction if $\chi_1 \neq \chi_1'$ and $\chi_2 \neq \chi_2'$. As another example, in addition to superconductivity on the square lattice treated in Sec. IV B, consider superconductivity on an anisotropic triangular lattice with a 2x2 cluster in CDMFT. This cluster has $C_{2v}$ symmetry, and entries in the hybridization function $F$ with $\chi_0 = A_2$ may be finite. Within the one particle basis, this happens with the irreducible representations $\chi_1 = \chi_2' = B_1$ and $\chi_2 = \chi_1' = B_2$ or $\chi_1 = \chi_2' = B_2$ and $\chi_2 = \chi_1' = B_1$.

The situation changes if only the spatial symmetry is broken, and entries in the hybridization function $\chi_{\chi_1 \chi_2}$ transforming as $\chi_0$ (i.e. $\chi_{\chi_1 \chi_2} = \chi_0$) are finite. Choose an $M > 1$ such that $\chi_0^M = 1$. Then

$$\text{Tr}[d^\dagger_{\sigma \chi} d^\dagger_{\sigma \chi} \cdots d^\dagger_{\sigma \chi} \Delta_{\sigma \chi} \Delta_{\sigma \chi} \cdots \Delta_{\sigma \chi} \Delta_{\sigma \chi}]$$

FIG. 4. (Color online) Revised temperature versus doping phase diagram of the two dimensional Hubbard model within plaquette CDMFT for $U = 6.2$. The only modification compared with Refs. 19 and 27 is for the superconducting region delineated by $T_c^d$ (blue/light grey area). With two-operator updates, superconductivity occurs below the dotted blue (light grey) line. With the four-operator updates, superconductivity extends to the end of the blue (light-grey) area. For completeness, we describe the rest of the phase diagram. The first-order transition (red/dark grey area) terminating at the critical endpoint $(\delta_p, T_p)$ (circle) separates a correlated metal from a pseudogap metal. $T_{\Delta} (\delta)$ is the temperature where $\sigma_{\chi} (\mu)$ has an inflection point. It follows $T^\ast$ and $T_{\omega_L}$, i.e. the dynamic and thermodynamic supercritical crossovers determined by the inflection in the local density of states $A (\omega = 0, T)$ and in the charge compressibility $\kappa (\mu)$ respectively. The pseudogap scale can be identified also as inflection points in the local spin susceptibility $\chi_0 (T)$, $T_{\chi_0}$. $T_{\rho_{\min}}$ is the temperature where $\rho_c (T)$ has a minimum. It scales with the temperature where $A (\omega = 0, T) [\chi_0 (T)]$ peaks, $T_{A_{\rho_{\max}}} [\chi_0_{\rho_{\max}}]$. 28
where $\Delta_{\chi_1, \sigma \chi_2}$ occurs $M$ times has finite weight but no normal phase contraction, since $\chi_1 \neq \chi_2$ by definition. This means that two operator updates can never reach this configuration. In addition, insertion of more than four operators are necessary for ergodicity if $m > 2$, where $m$ is defined by the smallest non-zero integer such that $\chi_0^m = 0$.

To restore ergodicity, we begin by insertion and removal of operators as in equation (12) with $M = m$. We have to include also all insertions and removals that come from other hybridization functions $\Delta$ that transform as $\chi_0$, e.g., with some spins flipped. If $m = 2$ this is sufficient. Otherwise $\chi_0 \neq \chi_0$, and there are two types of configurations which have to be considered. First, the configurations as in (12), but for $\chi_0^m$ as well. Second, configurations of the type $\chi_0 \chi_0^m$, analogue to equation (11).

An example of a broken spatial symmetry with $m = 2$ is anti-ferromagnetism. In the $K$ basis of Sec. (IVB), $\chi_0$ is the character corresponding to $(\pi, \pi)$. A possibility to avoid four operator updates here is to take the $C_{2v}$ group with mirror symmetry along the diagonals, as this symmetry is not broken.

Generalization to other broken symmetries and combinations of broken symmetries is straightforward, but may be tedious. Notice however, that the two operator updates are always ergodic whenever the cluster Hamiltonian is such that the trace can be evaluated in the segment representation. In that case creation and annihilation operators always come in pairs which transform as the identity. Otherwise the trace vanishes.

\section*{V. CONCLUSION}

While the use of symmetries of the cluster is a powerful tool to accelerate the evaluation of the trace over cluster states in the CTQMC hybridization solver, we have shown that the non-vanishing hybridization functions that arise in the presence of several classes of broken symmetries in the bath generally introduce configurations of creation-annihilation operators in the cluster trace that cannot be reached with the usual updates that add or remove a pair of creation-annihilation operators. This phenomenon occurs with broken symmetries that involve spatial components. Ergodicity can be recovered by introducing updates with simultaneous insertion-removal of a larger numbers of pairs of creation-annihilation operators. Hamiltonians that lead to traces that can be evaluated in the segment algorithm are however exempt from this difficulty.

As an example, we applied four operator updates that are necessary for ergodicity to the case of d-wave superconductivity in $2 \times 2$ plaquette dynamical mean-field theory for the one-band Hubbard model. The results are qualitatively similar to those previously published, leading in particular to the same physical conclusions on the interplay between pseudogap and d-wave superconductivity. The results are however quantitatively better than previous ones. In particular, the range of doping over which superconductivity occurs close to $T = 0$ is in better agreement with that found using the exact-diagonalization impurity solver. We thus expect that qualitative conclusions of previously published results using this algorithm for d-wave superconductivity will remain true, but the calculations should be revised for quantitative purposes. More importantly, one should keep in mind that in any new calculation in the presence of broken symmetries involving spatial components, one should include many-point updates in addition to the pair of creation-annihilation operator updates usually implemented.
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