Early detection of ovarian cancer by wavelet analysis of protein mass spectra
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Accurate and efficient detection of ovarian cancer at early stages is critical to ensure proper treatments for patients. Among the first-line modalities investigated in studies of early diagnosis are features distilled from protein mass spectra. This method, however, considers only a specific subset of spectral responses and ignores the interplay among protein expression levels, which can also contain diagnostic information. We propose a new modality that automatically searches protein mass spectra for discriminatory features by considering the self-similar nature of the spectra. Self-similarity is assessed by taking a wavelet decomposition of protein mass spectra and estimating the rate of level-wise decay in the energies of the resulting wavelet coefficients. Level-wise energies are estimated in a robust manner using distance variance, and rates are estimated locally via a rolling window approach. This results in a collection of rates that can be used to characterize the interplay among proteins, which can be indicative of cancer presence. Discriminatory descriptors are then selected from these evolutionary rates and used as classifying features. The proposed wavelet-based features are used in conjunction with features proposed in the existing literature for early stage diagnosis of ovarian cancer using two datasets published by the American National Cancer Institute. Including the wavelet-based features from the new modality results in improvements in diagnostic performance for early-stage ovarian cancer detection. This demonstrates the ability of the proposed modality to characterize new ovarian cancer diagnostic information.
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1 | INTRODUCTION

The American Cancer Society (ACS) estimates that 12,810 deaths due to ovarian cancer will occur in 2022, ranking fifth in cancer-related deaths among women in the United States. According to ACS statistics, a woman’s risk of getting ovarian cancer during her lifetime is about 1 in 78, and her risk of death from ovarian cancer is about 1 in 108. A key factor in reducing mortality risk is early detection, which carries a 5-year survival rate of about 89%. However, most instances of ovarian cancer are more advanced at the time of diagnosis because symptoms in early stages may not be apparent and are
similar to other, less serious conditions.\textsuperscript{1} Also, preventative screening has not been efficacious in prospective randomized controlled trials.\textsuperscript{2} Only 23\% of ovarian cancer diagnoses are detected early (Stage I) and the 5-year survival rates for advanced-stage diagnoses range from 71\% (Stage II) to 20\% (Stage IV). Thus, development of early-detection techniques for ovarian cancer is highly desirable.

Proteomic pattern analysis is one of the most promising early detection techniques investigated by medical researchers. This involves the collection of serum samples and analysis of serological proteomic patterns, which often reflect pathological changes in an organ or tissue. This is followed by the identification of diagnostic patterns within complex proteomic profiles to characterize normal, benign, and disease states of tissues and body fluids using mass spectrometry. At the proteomic level, such patterns can correspond to specific protein expressions indicative of cancer, helping to differentiate cancer cells from normal cells. For example, cancer antigen 125 (CA125) is a widely used protein biomarker in ovarian cancer diagnosis.\textsuperscript{3} Therefore, exploring expression levels of such proteins can aid in determining pathological stage of ovarian cancer.

Protein mass spectra are generally very spiky and highly complex (see Figure 1) due to the presence of particular ions associated with the serological proteomic profile. This complexity underscores the need for advanced data mining techniques to explore patterns in mass spectra to uncover pathological changes associated with ovarian cancer. Several studies have explored the diagnostic value of mass spectra using different feature extraction methods relying on genetic algorithms, decision trees, and neural networks. For example, Petricoin et al.\textsuperscript{3} demonstrated that a genetic algorithm-based feature selection and classification algorithm can detect ovarian cancer with 100\% sensitivity and 95\% specificity. Tang et al.\textsuperscript{4} selected the most informative features from mass spectra using three methods: decision trees, support vector machines, and neural networks, and then investigated differences between the cancer and non-cancer mass spectra. The classification performance reported in this study ranges from 82\% to 99\%. Similarly, a method using the wavelet transform (WT) to de-noise protein mass spectra combined with the use of neural networks and discriminant analysis techniques is reported by Vannucci et al.\textsuperscript{5} and achieves similar classification accuracy as the other studies mentioned herein. To summarize these developments, Li et al.\textsuperscript{6} compiled a review of different methods for feature selection and classification used for cancer detection across a variety of cancer types including ovarian cancer. In general, the features created from these studies are based on the magnitude of intensities of protein mass spectra at particular mass-to-charge ratios.

In all of these studies, extensive pre-processing of mass spectra is conducted comprising baseline correction, peak alignment, normalization, and denoising. Then, binning or clustering is used to identify ranges of mass-to-charge ratios that have significantly different intensities, and a single mass-to-charge ratio is selected from each bin or cluster. Finally, various feature selection and classification algorithms are applied to these features to develop the best model for ovarian cancer prediction. There are a variety of approaches to each of these preprocessing steps. Differences in data preprocessing may contribute to the different mass-to-charge ratios identified as predictive of ovarian cancer across these

\textbf{FIGURE 1} Examples of protein mass spectra from the normal and cancer group.
studies. Accordingly, a modality that requires less preprocessing would be a welcome development and would potentially lead to more consistent and reproducible findings. Additionally, existing studies discard many mass-to-charge ratios across the spectra, which may also contain valuable information. A modality that considers the full spectra for feature selection without initially clustering or binning is desirable and may lead to further improved diagnostic performance.

Also, existing studies do not consider differences in associations among mass-to-charge ratios that could also be indicative of ovarian cancer. One way to characterize such differences is through the self-similar characteristics of mass spectra, which can capture the interplay between protein expression levels effectively without requiring significant pre-processing. Self-similarity refers to the tendency of signals, in this case protein mass spectra, to exhibit similar properties and behaviors when inspected at different resolutions. These properties have been used often in modeling different natural processes such as landscapes, turbulent flows, and in diagnosing diseases for different areas of diagnostic medicine. For example, Jung et al reported that the self-similar properties of Nuclear Magnetic Resonance (NMR) spectra are able to effectively detect plasma cysteine deficiency in the human body. Similarly, Jeon et al use self-similarity in breast cancer images to effectively differentiate images of cancer tissue from healthy tissue. To the best of our knowledge, the value of self-similar properties of protein mass spectra for diagnosing ovarian cancer has not been explored.

This work comprises two important contributions. We first propose a new modality for characterizing self-similar behavior in a manner that is robust to outliers and noise typically present in protein mass spectra. Self-similarity in protein mass spectra is assessed in the wavelet domain. More specifically, wavelet spectra of the protein mass spectra are computed to characterize regularity of level-wise decay in the resulting scale-specific energies of the wavelet decomposition. The rate of the level-wise decay quantifies the degree of regularity in the mass spectra and can be used as a discriminatory feature. The energies at different levels are calculated as the level-wise variance of the wavelet coefficients. However, the traditional variance is known to be sensitive to outliers and noise, which are typically present in protein mass spectra and can negatively impact subsequent diagnostic performance. The primary contribution of the new proposed modality is in the use of the distance variance to estimate level-wise wavelet energies, which has been shown to be robust to outliers and additional noise, and has not been previously used for characterizing wavelet spectra. In this work, it is shown that the robustness of the new modality leads to improved ovarian cancer diagnostic performance compared to modalities based on traditional variance for characterizing self-similarity. Additionally, instead of relying on a single slope to characterize the entire mass spectra, we use a rolling window-based approach. The rolling window approach allows for exploring evolutionary slopes and selecting localized features that can be used for subsequent detection of ovarian cancer.

Another contribution of this work is to combine the features derived from the proposed modality with the features defined by existing methods to assess the diagnostic contribution of the new modality in detecting ovarian cancer. Classification performance is assessed using three different classification models, logistic regression (LR), support vector machine (SVM), and k-nearest neighbor (KNN), by reporting their sensitivity, specificity, and correct classification rate (accuracy). By combining the self-similar features from the proposed modality with the magnitude-based features introduced in previous works, we demonstrate improved diagnostic performance compared to the use of the magnitude-based features only. This reflects that, for protein mass spectra, not only the magnitude of expression levels for individual proteins are important, but the interplay among expression levels of proteins is also critical in detecting ovarian cancer.

The remainder of the paper is organized as follows: Section 2 gives an overview of the motivating study and datasets used for analysis. The techniques used in this study, fundamentals of WT, definition of distance variance, as well as of wavelet spectra, are presented in Section 3. Sections 4 and 5 contain classification results and discussion respectively, followed by some concluding remarks in Section 6.

2 MOTIVATING STUDY

This study analyzes two ovarian cancer datasets from American National Cancer Institute internet repository. These datasets consist of protein mass spectra generated from the surface-enhanced laser desorption-ionization time-of-flight (SELDI-TOF) mass spectrometer by using blood samples collected from ovarian cancer patients and healthy controls. The first dataset (designated Ovarian 4.3-02) was collected using the weak cation exchange (WCX2) protein chip and PBI SELDI-TOF mass spectrometer. This dataset consists of 216 protein mass spectra generated from 100 cancer, 100
noncancer, and 16 benign samples. In collecting the second dataset (designated Ovarian 8-7-02), the same WCX2 protein chip was used but with an upgraded version of the PBI SELDI-TOF mass spectrometer. Thus, Ovarian 8-7-02 significantly differs from Ovarian 4-3-02 in how protein mass spectra were recorded. In this case, the collected protein mass spectra are taken from 162 women diagnosed with cancer and 91 from women in which cancer has not been diagnosed. For both datasets, protein mass spectra consist of the intensities of 15,153 peptides defined by their mass-to-charge ratio (i.e., the ratio of molecular weight to electrical charge) \( M/z \). Figure 1 shows two sample protein mass spectra, one from the healthy control group and the other from the cancer group, selected from Ovarian 4-3-02. The x-axis represents the \( M/z \) values, and the y-axis displays the spectral intensity. Interested readers can find more details about these datasets and corresponding studies in References 3 and 10.

One particular challenge associated with these datasets is the possible presence of nonbiological experimental bias in the magnitude of intensities between cancer and control protein mass spectra. Sorace and Zhan\(^\text{11}\) analyzed the Ovarian 8-7-02 dataset and were able to obtain near-perfect classification accuracy using magnitudes of only two, very low, mass-to-charge ratio values (2.7921478 and 245.53704). The inclusion of five more mass-to-charge ratio values resulted in perfect classification accuracy in both training and test sets. The authors then note that very low mass-to-charge ratios are particularly susceptible to experimental bias due to variation in sample collection, processing, and preservation. For comparative purposes, the magnitudes for very low mass-to-charge ratios (below 500) are not included in subsequent analyses to mitigate the influence of differences between cases and controls unrelated to disease pathology.\(^\text{11}\) From a modeling perspective, this means that magnitude-based features are particularly sensitive to differences in scalings between protein mass spectra for cases and controls that may be produced by experimental bias. The proposed wavelet-based features are invariant to such scaling differences and thus provide features that are robust to this particular form of nonbiological experimental bias.

3 METHODS

In this section, we first describe the WT and wavelet spectra of a signal. Then, the proposed distance variance-based approach to computing the wavelet spectra is introduced, which represents the methodological novelty of this study, and to the best of our knowledge has not been previously proposed. Finally, a procedure for feature selection is presented.

3.1 WT and wavelet spectra

The WT is a standard data processing tool commonly used for analyzing complex signals, such as high-frequency time series. The WT decomposes a signal into contributions that are localized both in time and frequency, supporting localized analysis at different resolutions simultaneously. More precisely, wavelet transformed signals present a hierarchy of resolutions, or scales, which in turn help to identify and extract various scale-sensitive properties of signals, such as long memory, fractality, and self-similarity.\(^\text{12}\) Self-similarity is of particular interest in this work and refers to the similarity of the dynamics of a signal at different resolutions. For example, Figure 2 displays a self-similar signal at three different resolutions. Thus, by transforming the signal into the wavelet domain, certain intrinsic properties of the signal, which are difficult to identify in the original domain, are more readily apparent. As such, the WT is quickly becoming a standard tool for identifying and extracting finer systematic variabilities in complex signals that are difficult to capture. Readers can find more details about the WT and different applications of the WT in Vidakovic\(^\text{12}\) and Morettin.\(^\text{13}\)

The WT of a given signal results in a set of coefficients (numerical values), which represent the nature of the signal at different resolutions (scales) and locations. Technical details for computing these coefficients can be found in Appendix A. Using these coefficients to form the wavelet spectra allows for understanding and characterizing the degree of self-similarity of the signal. The wavelet spectrum is formed by taking the log average squared of WT detail wavelet coefficients, which are also referred to as log energies, at different scales. Since the WT details coefficients have zero mean, the wavelet spectra represent the log-variance of wavelet coefficients at different scales. Self-similar signals, such as the signal displayed in Figure 2, exhibit a particular behavior in their wavelet spectra such that the log energies decay linearly as resolution decreases (scale increases).\(^\text{7}\) To better illustrate this behavior, Figure 3 displays the wavelet spectra for the self-similar signal seen in Figure 2. The rate of energy decay (slope) characterizes the degree of self-similarity in the signal and is estimated by regressing the log energies on the scale indices \( j = 1, 2, \ldots, \log_2(T) − 1 \) where \( T \) is the number of observed time points. The traditional ordinary least squares (OLS) method was used to estimate the spectral slope
FIGURE 2 A sample high-frequency signal at three different resolutions. The signal exhibits similar properties and behaviors (e.g., mean, variance) when explored at different resolutions. The tendency of exhibiting such similar properties at different resolutions is identified as self-similar nature of the signal.

FIGURE 3 Wavelet spectra of the signal displayed in Figure 2. Slope of the wavelet spectra is estimated by fitting a straight line (green dashed) on the log energy of the wavelet coefficients (black) within the scale index \( j \) ranging from 1 to 10 (red line). The coordinate of the point at the level \( j \) is \( \log_2(\bar{d}_j^2) \), where \( \bar{d}_j^2 \) is the average-square of the wavelet coefficients at the level \( j \) (see Appendix A for more details on wavelet coefficients \( d_j \)).

(or \( H \)). According to Veitch and Abry, the weighted-least squares method is a better scheme for obtaining an unbiased estimator for \( H \) due to heteroscedasticity of regression. Nonetheless, OLS is also used frequently due to its simplicity and results that are negligibly different from those obtained by weighted-least squares method. More information about slope estimation (or \( H \)) procedures can be found in Veitch and Abry\textsuperscript{14} and Hamilton et al.\textsuperscript{15} For example, the estimated slope of the wavelet spectra shown in Figure 3 is \(-1.98653\). Larger slopes (\( > -2 \)) indicate a higher degree of self-similarity, and smaller slopes (\( < -2 \)) indicate a lesser degree of self-similarity.\textsuperscript{16} Technical details on self-similarity and computing the standard wavelet spectra can be found in Appendices B and C. Readers can find more details on wavelet spectra in Robert et al\textsuperscript{17} and Kong et al.\textsuperscript{18}
Precise estimation of the slope of wavelet spectra is critical for accurately characterizing the degree of self-similarity. In the context of analyzing protein mass spectra, the high peaks in the protein mass spectra hampers the ability to accurately estimate the slope of the wavelet spectra due to the sensitivity of the traditional mean and variance estimators to outliers. Therefore, we introduce a distance variance-based method in what follows to precisely estimate the log-variance of the energies that make up the wavelet spectra and the corresponding slope in the presence of high peaks typically seen in protein mass spectra.

3.2 Distance variance-based wavelet spectra

In computing distance variance-based wavelet spectra, the only difference from the standard variance-based method is that the distance variance is used to estimate the energies in the wavelet spectra instead of the traditional sample variance (average-square of the WT coefficients). The distance variance of the WT coefficients for each of the scales is computed as follows.

Consider the WT of the signal $Y$ and WT coefficients for the $j$th scale, $d_j = \{d_1, d_2, \ldots, d_n\}$, where $n$ is the number of WT coefficients for the $j$th scale. Let $a_{ik} = |d_i - d_k|$ for $i, k = 1, 2, \ldots, n$ denote the absolute difference between pairs of elements in $d_j$, and $A_{ik}$ denote the double-centered distances.

$$A_{ik} = a_{ik} - \frac{1}{n} \sum_{k=1}^{n} a_{ik} - \frac{1}{n} \sum_{i=1}^{n} a_{ik} + \frac{1}{n^2} \sum_{i=1}^{n} \sum_{k=1}^{n} a_{ik}, \quad \text{for } i, k = 1, 2, \ldots, n.$$  

Then, the distance variance of $d_j$ is

$$\nu_n^2(d_j) = \frac{1}{n^2} \sum_{i=1}^{n} \sum_{k=1}^{n} A_{ik}^2.$$  

In a more general setup, details about the distance covariance can be found in Székely and Rizzo.\textsuperscript{19,20} The distance variance of a vector is, of course, the distance covariance of the vector with itself.

As many studies reflect, the distance variance and distance covariance are robust counterparts to the traditional sample variance and sample covariance estimators. These measures are often used to robustify procedures that depend on traditional measures of data dispersion. For example, the study in Matteson et al\textsuperscript{21} introduces a distance covariance-based independent component analysis (ICA) approach that improves performance over several other computing methods, such as FastICA and kernel density ICA. Cowley et al\textsuperscript{22} propose a dimension reduction technique based on the distance covariance. This study showed that the distance covariance approach can achieve better performance compared to existing dimension reduction methods, such as principal component analysis and canonical component analysis. A more recent study by Emmanuel et al\textsuperscript{23} proposes the distance covariance based minimum dependence estimator and demonstrates that this estimator improves estimation accuracy compared to ordinary least squares in the context of instrumental variables regression. Similarly, the studies in Székely and Rizzo,\textsuperscript{24,20} and Li and Liping\textsuperscript{25} introduce improved robust techniques for measuring dependencies and screening features in complex data that are based on the notion of distance covariance.

To better illustrate the advantages of using the robust distance variance in this work, the following numerical example compares the traditional sample variance and distance variance estimators of the slope of the wavelet spectra for a Brownian motion signal contaminated with outliers. First, a sample signal of length $T = 1024$ is generated from a standard Brownian motion process, and then WTs are taken using the Daubechies-6 wavelet with a decomposition levels 9. Second, at each resolution level, a few wavelet coefficients are randomly selected and contaminated by adding standard Gaussian noise before computing the wavelet spectra. The sample variance and the distance variance are then used to estimate the slope. Finally, the distribution of estimated slopes was obtained from independent 1000 realizations of the contaminated Brownian motion process described above. The theoretical slope for a standard Brownian motion process is known to be $-2$. As can be seen in Figure 4, the slope estimated using the distance variance approach is much closer to the true value compared to the estimates using the traditional variance. That is, the distance variance-based method is significantly less biased in estimating the slope in the presence of outliers, which demonstrates the general robustness properties of this estimator.
FIGURE 4  Effectiveness of estimating slope in wavelet spectra using the standard and the distance variance-based methods for 1000 realizations of a contaminated Brownian motion process. For each realization, a signal of length 1024 is generated from a standard Brownian motion, and randomly selected WT coefficients are then contaminated by adding standard Gaussian noise. An example can be found in (A). Slopes of the wavelet spectra are then computed using the traditional variance and distance variance approaches. The dashed lines represent the averages of the estimated slopes using each approach, and the solid line at 2 represents the theoretical slope for a standard Brownian motion process (B).

A potential drawback for the use of distance variance is its high computational cost for large datasets. The computational cost of computing the sample distance variance as it is defined in (1) is \( O(n^2) \). If calculated as in (1), the quadratic computational complexity greatly limits the applicability of the distance covariance on large datasets. To alleviate this, fast algorithms have been proposed. For example, the study by Huo and Székely proposed an algorithm with computational complexity \( O(n \log n) \). Chaudhuri and Hu also proposed an algorithm with the same computational complexity \( O(n \log n) \) but significantly faster. For example, this algorithm takes around 4 seconds on a standard personal computer with Intel Xeon Gold CPU 2.40 GHz processor and 16 GB memory to calculate distance variance using one million data points. In this study, we use the fast distance covariance algorithm proposed by Chaudhuri and Hu.

3.3 Feature extraction

In addition to the more sophisticated binning and clustering approaches to feature extraction described in Section 1, a simpler direct feature extraction method has been used in many studies to analyze the aforementioned ovarian cancer datasets. This method uses the whole mass spectra to select discriminatory features with large differences in mean values between cases and controls characterized by Fisher's criterion.

\[
F = \frac{(\mu_{\text{case}} - \mu_{\text{control}})^2}{\sigma_{\text{case}}^2 + \sigma_{\text{control}}^2},
\]

where \( \mu_{\text{case}} \) and \( \mu_{\text{control}} \) are the arithmetic mean for the intensities at each mass-to-charge ratio in the mass spectra for the case and control groups, respectively, and \( \sigma_{\text{case}}^2 \) and \( \sigma_{\text{control}}^2 \) are the variances of the corresponding intensities over the mass-to-charge ratios in the mass spectra for the case and control groups. This measure is computed for all 15153 mass-to-charge ratios in the mass spectra. Then the mass-to-charge ratios with the highest \( F \) values are selected for subsequent classification purposes. Prior studies indicate that using 10 mass-to-charge ratios with the largest \( F \) values can achieve good classification performance.

This study, however, uses an evolutionary spectra-based approach for deriving discriminatory features from the mass spectra. The evolutionary spectra-based method uses a moving data window to select features. That is, discriminatory features are selected from a data window while moving the data window along the mass spectra with a specific step size. Thus, this approach enables capturing more localized features in the mass spectra while still accounting for intensities of mass-to-charge-ratios. Spectral slopes of the wavelet spectra of those data windows are extracted as discriminatory
The data window of length 1024 is selected and the discrete WT is computed for each of the protein mass spectra within this window with the Daubechies-6 wavelet with 6 decomposition levels. Spectral slopes calculated from shorter windows (256, 512) may exhibit computational instability since fewer points are used to estimate the slope of the wavelet spectra. Conversely, larger windows (2048, 4096) may cover areas with heterogeneous Hurst exponents, descriptors. Depending on the step size used to move the data window along the mass spectra, those descriptors could be extracted from overlapping (or nonoverlapping) data windows. This study uses overlapping data windows, aiming to extract as many discriminatory features as possible from the mass spectra. Fisher’s criterion (2) is then used to select a set of the most informative data windows in the mass spectra that well discriminate the cases and controls. To compute the $F$ value for each data window, the mean and variance ($\mu$ and $\sigma^2$) of slopes of each data window corresponding to the case and control groups are used. Then, a set of data windows that correspond to the highest $F$ values are selected as the most informative discriminatory features. To better understand the rolling window approach, Figure 5 provides an illustration of the overall feature selection and classification process used for ovarian cancer prediction in this work.

## 4 | OVARIAN CANCER SPECTRA CLASSIFICATION

This section evaluates the performance of the proposed modality in detecting ovarian cancer. First, we compare classification accuracy using the standard variance- and distance variance-based wavelet features. Second, we investigate the contribution of this modality in detecting ovarian cancer by integrating wavelet-based features derived from the proposed modality with the magnitude-based features derived from the direct method.

### 4.1 | Data preparation

The following data preparation process (Figure 5) was performed on Ovarian 4-3-02 and 8-7-02 to produce both the standard variance- and distance variance-based wavelet features.

1. A data window of length 1024 is selected and the discrete WT is computed for each of the protein mass spectra within this window with the Daubechies-6 wavelet with 6 decomposition levels. Spectral slopes calculated from shorter windows (256, 512) may exhibit computational instability since fewer points are used to estimate the slope of the wavelet spectra. Conversely, larger windows (2048, 4096) may cover areas with heterogeneous Hurst exponents,

---

**FIGURE 5** An overview of the ovarian mass spectra classification process using the wavelet spectra with a dataset which consists of $N_1$ and $N_2$ number of mass spectra in the control and case groups, respectively. Each spectrum in the case and control group is divided into a set of data windows of length 1024 (29 data windows in all) (1). Then, the estimated slope of the wavelet spectra for each data window is computed (2). Feature matrices ($X$) for the case and control groups are formed using the estimated slopes for the $p$ windows with the largest Fisher’s criteria (3); finally, slopes are used to fit classification models (4).
resulting in a potentially biased result. In this study we used the window size of 1024 as a compromise between the stability and heterogeneity of the slope estimator. This window size also provides the best classification accuracy. The choice of analyzing filter is motivated by the following consideration. In addition to good compromise between locality and smoothness, this wavelet is typically used for synthetic signals mimicking protein mass spectra. For example, signal “Bumps,” from the Donoho-Johnstone library of test signals, that mimics protein mass spectra time series, is analyzed by Daubechies 6 filter by many researchers in tasks of smoothing and function estimation.

(2) The wavelet-based spectrum is computed from the WT coefficients obtained in Step (1), and the slopes of the wavelet spectra are estimated.

(3) Wavelet-based features are selected in the following manner

(a) Steps (1) and (2) are repeated while shifting the data window by 500 data points along the protein mass spectra. To cover nearly all of the 15,153 mass-to-charge ratios, \((15153 - 1024)/500 + 1 = 29\) overlapping windows are required and cover 15024 mass-to-charge ratios (ie, 29 spectral slopes). The largest 129 mass-to-charge ratios are not included in the analysis. Two feature matrices are then formed using the estimated slopes, and they are denoted as \(X_{N_1 \times 29}^{\text{control}}\) and \(X_{N_2 \times 29}^{\text{case}}\), where \(N_1\) and \(N_2\) is the number of spectra in the control and case groups, respectively. Since the spectral runs are of the same length \(n = 15153\), the spectral outputs should be aligned so that the same \(M/2\) fall within the selected windows. Nevertheless, a rigorous alignment is not necessary since small shifts of a selected window would result in infinitesimal changes of spectral descriptors generating \(\mu\) and \(\sigma\) when computing Fisher’s criteria.

(b) To select most significant classifying features, Fisher’s criterion \((F)\) given in Equation (2) is computed, and the \(p\) features with the largest \(F\) values from the feature matrices are then selected for classification purposes. This results in smaller feature matrices \(X_{N_1 \times p}^{\text{control}}\) and \(X_{N_2 \times p}^{\text{case}}\), where \(p \leq 29\).

(c) Response matrices are created by assigning labels 1 and 0 for cases and controls respectively (\(y_{N_1 \times 1}^{\text{control}}\) and \(y_{N_2 \times 1}^{\text{case}}\)).

4.2 Model fitting

For model fitting, 67% of the rows from each of the feature matrices, \(X_{N_1 \times p}^{\text{control}}\) and \(X_{N_2 \times p}^{\text{case}}\), are randomly selected and used for training; the samples in the remaining rows are used for testing. Although Ovarian 4-3-02 has an equal number of cases and controls (ie, \(N_1 = 100\) controls and \(N_2 = 100\) cases), Ovarian 8-7-02 has \(N_1 = 91\) controls \(N_2 = 162\) cases. To avoid bias due to the imbalance in group sizes for Ovarian 8-7-02, 91 of the 162 cases are randomly selected to match the number of controls prior to randomly determining the training and test sets. We perform our experiment with three commonly used classification algorithms, LR, SVM, and KNN; their performance was assessed by computing sensitivity, specificity, and overall correct classification rate (accuracy). In the LR classifier, stochastic gradient descent was used as a solver, while in the SVM classifier, radial basis kernel was used with auto kernel scale. The KNN classifier was based on Euclidean distance and 10 nearest neighbors. Fisher’s Criteria were applied to the entire dataset in order to select the locations of significant features. Then each classifier was cross-validated to adjust the optimal number of classifying features. This model training and testing process is repeated 10,000 times, and reported performance measures are averaged over the number of repetitions.

When performing LR, it is essential to choose the best threshold on model predicted probabilities that separates cases and controls. We use the threshold that maximizes the Youden Index, \(\gamma = (1/\sqrt{2})(\text{sensitivity} + \text{specificity} - 1)\). This index is defined as the point on the receiver operating characteristic (ROC) curve which is most distant from the diagonal.

For instance, Figure 6 shows the ROC curves computed for Ovarian 4-3-02 and Ovarian 8-7-02 for a single repetition. Under the standard and distance variance methods, the best threshold values were 0.53 and 0.42 for Ovarian 4-3-02, and 0.38 and 0.42 for Ovarian 8-7-02, respectively. The sensitivity, specificity, and accuracy were reported corresponding to these thresholds.

4.3 Classification performance of the proposed wavelet-based features

We investigated classification performance using the five most significant features corresponding to five particular windows in the evolutionary spectra (Table 1). The use of only five features was determined by investigating classification performance for different numbers of features (Figure 7). For both the standard and distance variance approaches, classification accuracy on the test sets generally increases as the number of predictors increases, but there is not
much improvement in classification accuracy using more than five predictors. Thus, in a spirit of Occam’s razor compromising between accuracy and simplicity of the model, five most significant features with respect to Fisher’s criterion are used. Overall, the distance variance-based method shows better classification performance compared to the standard variance method (Table 1). Sensitivity analysis on the number of selected features (not shown) indicates that the improved performance offered by the distance variance-based method still holds for different numbers of selected features.

### 4.4 Classification performance using both traditional and wavelet-based features

First, classification performance using features derived from the direct method (discussed in Section 3.3) is assessed using Ovarian 4-3-02 and Ovarian 8-7-02 (Table 2). Irrespective of the classification algorithm, features from the direct method achieve better classification performance than using only the wavelet-based features from the proposed modality. To assess the contribution of the proposed modality in detecting ovarian cancer, we performed classification by combining the proposed wavelet-based features with the features selected from the direct feature extraction method. As we see in Table 2, using these features together improves test set classification performance compared to using each set of
features individually. Also, the classifiers using features derived from the direct method in conjunction with distance variance-based wavelet features offers better performance compared to classifiers using both direct method features and standard variance-based wavelet features. Thus, the proposed modality contributes to improving ovarian cancer detection performance over existing methods by incorporating new diagnostic information not present in existing features.

5 | DISCUSSION

This work introduces a new modality for ovarian cancer detection and shows that it can be used in combination with existing features to improve accuracy in detecting ovarian cancer. This performance improvement is due to the joint use of independently generated feature sets. That is, the proposed modality derives features in the wavelet domain, while the direct method derives features in the original data domain. Existing studies support the combined use of features from multiple domains to better characterize differences among groups leading to improved classification accuracy compared to individual feature extraction methods.29-31

FIGURE 7  Change in test set classification accuracy over 10,000 repetitions for different numbers of predictors (selected features) used to fit classification models. (A) Ovarian 4-3-02; (B) Ovarian 8-7-02.
### Table 2: Test set classification performance of the direct feature extraction method with ten features.

| Feature Selection | CL Method | Model | Sensitivity | Specificity | Accuracy | Ovarian 4-3-02 | Ovarian 8-7-02 |
|-------------------|-----------|-------|-------------|-------------|----------|----------------|----------------|
| Direct            | LR        | 96.44 | 97.90       | 97.17       | 96.83    | 97.95          | 97.50          |
|                   | SVM       | 96.35 | 97.52       | 96.93       | 96.37    | 97.90          | 97.41          |
|                   | KNN       | 84.50 | 93.74       | 89.12       | 95.75    | 94.50          | 97.09          |
| Standard          | Direct    | 96.95 | 97.85       | 97.40       | 99.06    | 99.33          | 99.19          |
|                   | SVM       | 97.20 | 98.05       | 97.63       | 98.78    | 99.39          | 99.08          |
|                   | KNN       | 86.45 | 94.10       | 90.27       | 95.28    | 98.61          | 96.94          |
| Variance          | Slope     | 86.55 | 94.50       | 90.52       | 95.78    | 98.72          | 97.25          |

Notes: A joint approach is achieved by combining the direct and spectral slope-based feature extraction methods. Bold values represent the larger value among the three approaches (direct, direct and standard variance slopes, direct and distance variance slopes).

Abbreviations: CL, classification; KNN, k-nearest neighbor; LR, logistic regression; SVM, support vector machine.

As reported in previous studies, there are interactions among different proteins in the presence of ovarian cancer. That is, the expression of some proteins are up-regulated, while some proteins are down-regulated in the presence of ovarian cancer. For instance, the study by Li et al.\(^{32}\) reported lower intensities for a mass-to-charge ratio of 3759, while the mass-to-charge ratios 4659 and 9318 exhibited higher intensities in the presence of cancer. This suggests the presence of interactions between different protein expression levels in the protein mass spectra. Although capturing such interactions is critical for the detection of ovarian cancer, existing features focus only on peaks in the protein mass spectra and differences in peaks between case and control groups, without directly considering interactions. While the proposed modality captures such interactions in protein mass spectra across mass-to-charge ratios in the wavelet domain and seeks to mitigate the influence of peaks by introducing a robust distance variance estimator of the scale-specific energies that make up the wavelet spectra. Thus, the existing features and the features defined through the proposed modality capture two different types of characteristics of the protein mass spectra. To better show the differences between the information captured by the two modalities, see Figure 8, which displays the windows of mass-to-charge ratios (colored regions) for which the wavelet-based features selected by the proposed method differ from those of the direct method (red dashed lines). The features derived using the direct method are concentrated in a narrow range of mass-to-charge ratios (1675 to 1685 and 2234 to 2238), while many other ranges are discovered using wavelet-based features. This indicates that different characteristics of the protein mass spectra are embedded within each of the two modalities. This is why combining these sets of features improves classification beyond using each individually.

The proposed modality also automatically considers the entire spectra and requires minimal preprocessing. While, the existing features rely heavily on preprocessing of the protein mass spectra (e.g., baseline correction, peak alignment, normalization, denoising, clustering), and there is currently no widely accepted standardized set of procedures for pre-processing mass spectra. As a result, this hampers the generalizability and reproducibility of important features due to differences in preprocessing procedures. The proposed modality overcomes such issues, as it can achieve comparable classification performance to the existing methods with only minimal preprocessing. This is one of the key advantages of the proposed modality compared to the ovarian cancer detection techniques that have been previously used.

Another advantage of the proposed modality is that it uncovers new sets of mass-to-charge ratios not previously identified as important, in addition to identifying significant mass-to-charge ratios previously discovered. As can be seen in Figure 8, the mass-to-charge ratio ranges 7000 to 8024, 12 500 to 13 524, and 13 500 to 14 524 are not previously found in the literature. This means that no specific biomarkers (as in significant mass-to-charge ratio values) have been identified in these mass-to-charge ratio ranges in previous studies. This is not surprising, since the proposed modality generates features based on a wavelet domain representation, which has not been used previously for analyzing protein mass spectra to detect ovarian cancer. These new ranges of mass-to-charge ratios represent preliminary findings that should be further investigated in future works.

Other mass-to-charge ratio regions contains at least one key potential biomarker which have been proposed in previous studies. For example, Petricoin et al.\(^{3}\) reported that based on Ovarian 4-3-02 and 8-3-02, the optimum
discriminatory patterns in the ovarian mass spectra are at the mass-to-charge ratio (M/z) values 534, 989, 2111, 2251, and 2465. A sensitivity of 100% and a specificity of 95% were reported with these features. The last three mass-to-charge ratio values 2111, 2251, and 2465 belong to the mass-to-charge ratio region 1500 to 2524 detected by our modality. Similarly, three potential peaks, 3759, 4659, and 9318, were reported to be the most important mass-to-charge ratio values in detecting ovarian cancer in Li et al. These values include in the mass-to-charge ratios 3000 to 4024, 4500 to 5525, and 8500 to 9524, respectively. Zang et al. detected serum protein markers at peak mass-to-charge ratio value 4475, 6195, 6311, 6366, and 11 498. In this case, our model can only detect 4475 (4500-5524) and 11 498 (10 500-10 524). The study by Fung et al. identified a significant biomarker, inter-alpha trypsin inhibitor heavy chain 4 (ITIH4), which peaks at a mass-to-charge ratio of 3272. This biomarker belongs to the mass-to-charge ratio region 3000 to 4024 detected as one of the most discriminatory features by the proposed modality. Overall, the proposed modality can automatically capture several previously identified and also new mass-to-charge ratios that can serve as biomarkers that are crucial for the detection of ovarian cancer.

It is important to note that the study by Sorace and Zhan emphasized that the selection of features below a mass-to-charge ratio of 500 may be the result of significant nonbiological experimental bias. As a result, the use of features within this range should be carefully assessed when using for ovarian cancer detection generally. As can be seen in Figure 8, the proposed modality does not detect any significant mass-to-charge ratios within this range for the detection of ovarian cancer. Thus, this demonstrates another advantage offered by the proposed modality, which is invariant to scale differences between groups that may be due to nonbiological experimental bias.

Overall, the proposed method is not significantly more effective than the existing direct method in the detection of ovarian cancer. More precisely, the proposed method achieves a classification accuracy of 99.47%, which represents approximately 2% improvement over the existing direct feature extraction method. Moreover, it automatically captures, with minimal pre-processing, several previously identified and also newly identified features (mass-to-charge ratios) that can serve as potential biomarkers for the detection of ovarian cancer. Thus, the proposed modality provides additional information with improved generalizability and scalability for the detection of ovarian cancer.

6 CONCLUSIONS

This paper proposes a new modality based on self-similarity in the protein mass spectra and demonstrates its performance in ovarian cancer diagnostics. Self-similar property in data signals is assessed in the wavelet domain by computing wavelet-based spectra of protein mass spectra. In the abstract we referred to “spectra of the spectra,” that is protein mass
spectra is analyzed by calculating its wavelet spectra. We hope that there are no confusions in the dual use of word *spectra*, and that the connotation is clear from the context.

The new modality introduced in this work uses a distance variance-based calculation of the wavelet spectra and investigates its performance of extracting discriminatory features. This is followed by exploring the contribution of the extracted features towards improving ovarian cancer detection by using these features together with existing features discovered previously. This study has shown that adding wavelet descriptors improves classification slightly over the direct approach. In light of the fact that early detection of ovarian cancer increases chances of survival, any improvement is highly significant.

Regardless of the classification algorithm used, the classifying features derived using the distance variance-based method have better classification performance compared to the method using the standard sample variance. For both datasets, the classification accuracy varies within the range 79% to 87% and 83% to 89% for the proposed modality based on the standard and distance variance-based methods, respectively. The joint use of features selected through the proposed modality with the features of existing methods contributes to overall improved detection (ie, classification accuracy 90%–99%), compared to the performance of individual feature extraction methods. The proposed modality captures, with minimal pre-processing, new significant mass-to-charge ratio ranges along with mass-to-charge ratio ranges covering the majority of biomarkers discovered previously.

However, there are some limitations of the proposed modality that could be addressed in future research. For instance, the distance variance approach minimizes the influence of peaks in the protein mass spectra but does not eliminate their influence entirely. Mixture models could be developed to simultaneously characterize peaks and dependencies (unrelated to these peaks) across the spectra in order to produce features based on differences in peaks, as well as wavelet-based features capturing dependencies.35 It is also important to account for machine effects and measurement noise in modeling efforts, which can negatively impact classification performance. This would require exploring models with careful fine-tuning to mitigate influence of such nuisance information. For instance, the study by McNamara et al36 reports possible machine learning methods to overcome these issues.

In the spirit of reproducible research, the software used in this paper is posted on https://github.com/DixonVim/OvarianCancer.
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APPENDIX A. WAVELET TRANSFORM

The discrete wavelet transform (DWT), a popular version of WTs, has emerged as an important tool for analyzing complex data signals in application domains where discrete data are analyzed. Simply, DWTs are linear transforms that can be represented by orthogonal matrices. Suppose a data signal \((Y)\) of size \(N \times 1\) (\(N\) must be a power of two, ie, \(N = 2^J, J \in \mathbb{Z}^+\)). The DWT of \(Y\), denoted as \(d\), is represented as

\[
d = WY, \tag{A1}
\]

where \(W\) is an orthogonal matrix of size \(N \times N\) the elements in \(W\) are determined by the selection of a particular wavelet basis, such as Haar, Daubechies, and Symmlet.

When \(N\) is large, a fast algorithm based on filtering proposed by Mallat is used for computational efficiency. The DWT with this algorithm is obtained by performing of a series of successive convolutions that involve a wavelet-specific
low-pass filter $h$ and its mirror counterpart, high-pass filter $g$. These repeated convolutions using the two filters accompanied with the operation of decimation (keeping every second coefficient of the convolution) generate a multiresolution representation of a signal, consisting of a smooth approximation ($c$-coefficients) and a hierarchy of detail coefficients $d_{jk}$ at different resolutions (denoted by a scale index $j$) and different locations within the same resolution, denoted by $k$. The convolutions with filters $h$ and $g$ are repeated until a desired decomposition level $j = J_0$ is reached ($1 \leq J_0 \leq J - 1$ and $J = \log_2 N$).

Thus, the vector $d$ in (A1) has a structure,

$$d = (c_{J_0}, d_{J_0}, \ldots, d_{J-2}, d_{J-1}),$$

(A2)

where $c_{J_0}$ is a vector of coefficient corresponding to a smooth trend in signal, and $d_j$ are detail coefficients at different resolutions $j$ where $J_0 \leq j \leq J - 1$. It is the logarithm of the variance of coefficients in $d_j$ that is used for definition of wavelet spectra.

**APPENDIX B. SELF-SIMILARITY**

A deterministic function $f(t)$ of $d$-dimensional argument $t$ is said to be self-similar, if $f(\lambda t) = \lambda^{-H}f(\lambda t)$, for some choice of the Hurst exponent $H$, and for all dilation factors $\lambda$. The notation of self-similarity has been extended to random processes. Specifically, a stochastic process $\{X(t), t \in \mathbb{R}^d\}$ is self-similar with a scaling parameter (or Hurst exponent $H$) if, for any $\lambda \in \mathbb{R}^+$,

$$X(\lambda t) \overset{d}{=} \lambda^H X(t),$$

(B1)

where the relation “$\overset{d}{=}$” denotes the equality in all finite-dimensional distributions.

The scaling exponent ($H$), is a statistical parameter in a well-defined statistical model when the signal follows stochastic behavior (e.g., Gaussianity and stationary increments).

WT-based methods have been proven to be suitable for modeling self-similar processes with stationary increments. For example, models such as fractional Brownian motion (fBm) in one dimension and fractional Brownian fields (fBf) in $d$ dimensions are frequently used to explain data that scale. For comprehensive description, see Veitch and Abry, Abry et al., and Vidakovic.12

**APPENDIX C. STANDARD WAVELET SPECTRA**

WTs have been also a tool of choice for estimating Hurst exponent in the data that scale. Several methods in the wavelet domain can be used but predominantly the estimation is based on properties of wavelet spectra. Theoretically, the standard wavelet spectrum is described as follows. Considering the self-similar process given in (B1), the detail wavelet coefficients satisfy

$$d_{jk} \overset{d}{=} 2^{-j[H+1/2]}d_{0k},$$

(C1)

for a fixed multiresolution level $j$ and under $L_2$ normalization. Also, if the process in (B1) is a zero-mean stochastic process and possesses stationary increments (i.e., $\mathbb{E}(X) = 0$ and $X(t + h) - X(t)$ is independent of $t$), then $\mathbb{E}(d_{0k}) = 0$ and $\mathbb{E}(d_{0k}^2) = \mathbb{E}(d_{00}^2)$. As a result,

$$\mathbb{E}(d_{jk}^2) \propto 2^{-j(2H+1)}.$$  

(C2)

Equation (C2) provides a basis for estimating the Hurst exponent $H$ by taking logarithms of both sides. The set of pairs $(j, S(j)) = (j, \log_2 \mathbb{E}(d_{jk}^2))$, is called the wavelet spectrum. For the processes that scale, the logarithms of detail wavelet coefficients at different resolution scales exhibit a linear relationship with respect to scale index, and this linear relationship, in particular the slope of the linear fit, is used to find an estimator for $H$. For more comprehensive information, see Veitch and Abry and Vidakovic.12
In practice, wavelet spectrum is computed as follows. Let \( d_j = \{d_1, d_2, \ldots, d_n\} \) represents detail wavelet coefficients in the \( j \)th multiresolution level of WT of a signal \( X \). Then, the wavelet spectrum of \( X \) is computed as

\[
S(j) = \log_2 \left( \bar{d}_j^2 \right), \quad J_0 \leq j \leq J - 1, \tag{C3}
\]

where \( \bar{d}_j^2 = \frac{1}{n} \sum_{i=1}^{n} d_i^2 \) is the average of squared wavelet coefficients (also known as log-energy) in level \( j \). \( J = \log_2(N) \), \( N \) is the signal length, and \( J_0 (1 \leq J_0 \leq J - 1) \) is the coarsest level of detail used to define the wavelet spectrum. Since \( \mathbb{E}(d_{jk}) = 0 \), it follows that \( \mathbb{E}(d_{jk}^2) = \text{Var}(d_{jk}) \). This motivates use of distance variances in proposing a robust estimator of Hurst exponent.

In order to estimate \( H \), wavelet log-energies (log-distance variances) are regressed on the scale indexes. Although this regression is heteroscedastic and generalized least squares method is appropriate, the practitioners are using the OLS method because the differences in estimator of the slope are negligible. Based on the slope of the estimated regression model, the estimated value of \( H \) is calculated as \( H = -(\text{slope} + 1)/2 \). For example, the standard Brownian motion will have a log spectra with slope \(-2\) producing \( H = 0.5 \). Signals with a Hurst exponent close to one (eg, \( H > 0.5 \)) are more regular and less erratic (smooth and characterized by a long memory). Contrary to this, signals with a small Hurst exponent (eg, \( H \leq 0.5 \)) tend to be highly irregular (characteristics of anti-correlations) Campbell et al.\(^{16} \)