Extremal statistics of entanglement eigenvalues can track the many-body localized to ergodic transition
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Some interacting disordered many-body systems are unable to thermalize when the quenched disorder becomes larger than a threshold value. Although several properties of nonzero energy density eigenstates (in the middle of the many-body spectrum) exhibit a qualitative change across this many-body localization (MBL) transition, many of the commonly-used diagnostics only do so over a broad transition regime. Here, we provide evidence that the transition can be located precisely even at modest system sizes by sharply-defined changes in the distribution of extremal eigenvalues of the reduced density matrix of subsystems. In particular, our results suggest that \( p^* = \lim_{L \to \infty} P_2(\lambda_2) \), where \( P_2(\lambda_2) \) is the probability distribution of the second lowest entanglement eigenvalue \( \lambda_2 \), behaves as an “order-parameter” for the MBL phase: \( p^* > 0 \) in the MBL phase, while \( p^* = 0 \) in the ergodic phase with thermalization. Thus, in the MBL phase, there is a nonzero probability that a subsystem is entangled with the rest of the system only via the entanglement of one subsystem qubit with degrees of freedom outside the region. In contrast, this probability vanishes in the thermal phase.

**Introduction:** Strongly disordered interacting many-body systems in one dimension have been predicted to exhibit the absence of transport at finite temperatures, a phenomenon known as many-body localization (MBL) [1, 2]. Contrary to thermal or ergodic systems, where basic tenets of equilibrium statistical mechanics hold, these systems cannot act as their own heat bath when initialized to arbitrary initial states out of thermal equilibrium [3, 4]. Several candidate experimental systems [5, 6] and theoretical models [4, 7, 8] have been argued to exhibit such a transition from ergodic behaviour to the MBL phase upon increasing the disorder strength [9, 10].

MBL and ergodic phases can be distinguished by the properties of many-body eigenstates in the middle of the spectrum, i.e. with nonzero energy density relative to the ground state [9, 10]. In the MBL phase, this eigenspectrum is characterized by energy gaps with a Poisson distribution, violation of the eigenvalue thermalization hypothesis (ETH) [11, 12], and short range (area law) entanglement entropy of subsystems even in eigenstates with nonzero energy density. In contrast, ergodic systems show Wigner-Dyson gap statistics, follow the eigenvalue thermalization hypothesis and have long range (volume law) entanglement entropy in the middle of the spectrum [13, 14]. MBL phases are also characterized by the bimodal nature of the density of entanglement eigenvalues [15], and by the logarithmic growth of entanglement entropy [16] at intermediate time scales upon evolving from an initial Fock state. While the MBL and ergodic phases are clearly distinguished by these contrasting properties, they do not provide a sharp distinction that can be used to precisely locate the transition between the two phases at accessible system sizes. The level statistics, for example, changes behaviour over a broad transition regime, and has strong finite size effects [4].

The MBL-ergodic transition has been interpreted earlier [1, 2] as an Anderson localization transition in Fock space: on the MBL side, the many-body eigenfunctions have support over a few basis states. Heuristically, this can be thought of as a fragmentation of Fock space into small “clusters” with weak connectivity between them. In contrast, in the thermal phase, many-body eigenfunctions have support over a more extensive set of Fock states. In this Letter, we explore how this distinction is encoded in the largest few eigenvalues of the reduced density matrix of a subsystem. We focus on the smallest few entanglement eigenvalues \( \lambda_2 \equiv -\ln(\rho_2) \), where \( \rho_2 \) are the largest few eigenvalues of the subsystem’s reduced density matrix corresponding to an eigenstate in the middle of the spectrum. Our key result is that the distribution of these extremal entanglement eigenvalues provides us new information about the nature of the MBL phase, as well as a way of locating the MBL-ergodic transition precisely, with weak finite-size corrections. Specifically, we propose that \( p^* = \lim_{L \to \infty} P_2(\lambda_2) \), where \( P_2(\lambda_2) \) is the probability distribution of the second lowest entanglement eigenvalue \( \lambda_2 \), behaves as an “order-
parameter” for the MBL phase: \( p^* > 0 \) in the MBL phase, while \( p^* = 0 \) in the ergodic phase with thermalization. Thus, in the MBL phase, there is a nonzero probability that a subsystem is entangled with the rest of the system only via the entanglement of one subsystem qubit with degrees of freedom outside the region, while this probability is essentially zero even in the ergodic phase. Indeed, we find that \( P_2 \to 0 \) exponentially quickly in the ergodic phase as \( \lambda_2 \) approaches its lowest possible value of \( \ln(2) \). Importantly, this discriminator is already sharp at relatively modest system sizes, and pinpoints the transition point within the somewhat broader transition regime identified by more well-known diagnostics of the transition.

Additionally, we study the functional form of \( P_1(\lambda_1) \), the probability distribution of the smallest entanglement eigenvalue \( \lambda_1 \). Although this is, by its very definition, identical in the range \( \lambda_1 \in [0, \ln(2)] \) to the density of entanglement eigenvalues studied earlier [15] as a probe of many-body localization, we show that in this range \( P_1 \) has a characteristic power law, whose exponent can also be used to track the MBL-ergodic transition. We note that this is different from the power law dependence of \( \langle \lambda_{\alpha} \rangle \) with \( \alpha \) seen in Ref [17]. Finally, we also study the distributions \( P_3 \) and \( P_4 \) of the next two lowest entanglement eigenvalues \( \lambda_3 \) and \( \lambda_4 \), finding that they too bear a discernible signature of the same MBL to ergodic transition, although lacking precision and clarity of the order parameter \( p^* \) obtained from \( P_2(\lambda_2) \).

**Model and methods:** We work with spin \( S = 1/2 \) degrees of freedom on a one-dimensional lattice of \( L \) sites. Our Hamiltonian is the canonical model for studying many body localization,

\[
H = \sum_{i=1}^{L} J \vec{S}_i \cdot \vec{S}_{i+1} + h_i S_i^z.
\]

(1)

Here \( \vec{S}_i = \frac{1}{2} \vec{\sigma}_i \) and \( \vec{\sigma}_i \) are Pauli matrices at each site \( i \). The Heisenberg coupling \( J \) is set to 1 throughout this paper. \( h_i \) is a random field, drawn independently for each site \( i \) from a Gaussian distribution of zero mean and standard deviation \( h \), which sets the strength of the disorder; i.e. \( P(h_i) = (1/\sqrt{2\pi h})e^{-h_i^2/2h^2} \). The \( z \) component of the total spin \( S_{tot}^z \) is a conserved quantity in this model. We numerically diagonalize the Hamiltonian in the \( S_{tot}^z = 0 \) sector to obtain the eigenvalues \( E_n \) and the eigenstates \( |\psi_n \rangle \) of the Hamiltonian.

This random field Heisenberg model has been studied before with a uniform distribution of the fields; i.e. \( P(h_i) = \Theta(h - h_i)\Theta(h_i)/h \), where it undergoes an ergodic to MBL transition at \( h \approx 3.8 \). To make a connection with our model, we define the gap between successive eigenstates \( \delta_n = E_{n+1} - E_n \). The ratio of successive gaps, \( r_n = \min(\delta_n, \delta_{n+1})/\max(\delta_n, \delta_{n+1}) \) is then averaged over eigenstates and disorder realizations to obtain \( \bar{r} \), which interpolates between its GOE value of 0.53 in the ergodic phase, to its Poissonian value of 0.39 in the MBL phase. In Fig. 1(a) and (b) we plot \( \bar{r} \) as a function of \( \tilde{h} \) and \( h \) for the uniform and the Gaussian distribution respectively. From the crossing of the curves at largest system sizes, the transition in the uniform distribution occurs at \( \tilde{h} \approx 3.5 \) in the uniform case and at \( h \approx 1.8 \) for the Gaussian distribution, although it shows significant variations with the system size. The factor of 2 between the uniform and Gaussian distribution is explained by the fact that the Gaussian distribution gives a finite probability for very large values of \( h \), whereas the uniform distribution cuts off the possible values of \( h \). From Fig. 1(b), one can clearly say that \( h = 0.5 \) is deep in the ergodic phase and \( h = 6.0 \) is deep in the MBL phase. These are the canonical values we will use to describe the two phases. The \( \bar{r} \) curve shows a region of \( h = 1 \) to \( h = 3 \) as the transition region for the Gaussian distribution.

We consider a subsystem of size \( L_A \) and construct the density matrix \( \rho^{(n)} \) for this subsystem from each of the eigenstates \( |\psi_n \rangle \) by tracing out degrees of freedom in the rest of the system. The eigenvalues of the density matrix \( \rho^{(n)} \) are related to the entanglement eigenvalues \( \lambda^{(n)}_\alpha = -\ln \rho^{(n)}_\alpha \), where \( \alpha = 1, 2, \ldots 2L_A \), and the eigenvalues \( \rho^{(n)}_\alpha \) are arranged in descending order of values, i.e. \( \rho^{(n)}_1 \) is the largest eigenvalue and so on, with the sum-rule \( \sum_\alpha \rho^{(n)}_\alpha = 1 \). Consequently the entanglement eigenvalues are arranged in ascending order, i.e. \( \lambda^{(n)}_1 \) is the lowest entanglement eigenvalue and so on. We tabulate the lowest four entanglement eigenvalues obtained from each of the eigenstates (in the middle one third of the spectrum) for different disorder realizations to construct the distributions \( P_\alpha(\lambda_n) \) for \( \alpha = 1, 2, 3, 4 \). As noted earlier, \( P_1 \) in the range \( \lambda_1 \in [0, \ln(2)] \) is identical to the density of entanglement eigenvalues, but contains new information for \( \lambda_1 \approx \ln(2) \).

Indeed, the overall density of entanglement eigenvalues constructed by averaging over states in the middle of the spectrum is affected by the trace constraint on \( \rho^{(n)}_\alpha \) in a manner that is hard to disentangle: This density has contributions from all the entanglement eigenvalues obtained from a single state \( n \), in addition to contributions from other states. Contributions from a single state are constrained by a sum rule since \( \sum_\alpha \rho^{(n)}_\alpha = 1 \), whereas \( \rho^{(n)}_\alpha \) for different \( n \) are not similarly constrained by each other’s values. This is one of our motivations for focusing on the distributions of the smallest few entanglement eigenvalues, which are therefore expected to have sharper signatures of the underlying localization phenomenon.

**The Ergodic phase:** We first consider the distribution of low-lying entanglement eigenvalues at a weak disorder of \( h = 0.5 \), where, as seen from Fig. 1(b), the system is deep in the ergodic phase. For the delocalized eigenstates with volume law entanglement entropy, one would expect the typical low lying entanglement eigenvalues to strongly depend on the system and subsystem size. In Fig. 2(a), we plot the distribution of the lowest four entanglement eigenvalues \( \lambda_1 \ldots \lambda_4 \) for system size \( L = 16 \) and subsystem size \( L_A = 8 \). The distribution \( P_\alpha(\lambda_n) \)
are characterized by a sharp peak at $\lambda^*_p$ with a skew symmetric tail, which is broader on the left than on the right. Empirically, the large deviation function on the right (i.e. $\lambda_\alpha > \lambda^*_p$) is given by $P_\alpha(\lambda_\alpha) \sim e^{-[\frac{\lambda_\alpha - \lambda^*_p}{\Delta_R}]^2}$, where as the tail on the left (i.e. $\lambda_\alpha < \lambda^*_p$) is given by $P_\alpha(\lambda_\alpha) \sim e^{-[\frac{\lambda_\alpha - \lambda^*_p}{\Delta_L}]^{3/2}}$. Fig. 2(b) shows the distribution of the lowest entanglement eigenvalue $P_\alpha(\lambda_1)$ for a fixed $L_A = 5$ for different system sizes $L = 10, 12, 14, 16$. The peak position scales linearly with the size of the system, while the distribution narrows with increasing system size in the ergodic phase of the system. Similar finite size effects are also seen in the distribution of other low lying entanglement eigenvalues [18].

**The MBL phase:** We now consider the distributions of low-lying entanglement eigenvalues at a strong disorder of $h = 6.0$, where the system is deep in the many body localized phase. The distributions show several distinctive features in this case.

We first focus on the distribution $P_1$ of the lowest entanglement eigenvalue $\lambda_1$. The distribution function $P_1(\lambda_1)$ is plotted in Fig. 2(c) on a log-log plot for a fixed subsystem size $L_A = 5$ and different system sizes $L = 10, 12, 14, 16$. As expected, deep in the localized phase, the distribution function is insensitive to system size. There is a large weight in the limit $\lambda_1 \to 0$, corresponding to the occurrence of product states in the MBL phase. The distribution has a power-law form for small $\lambda_1 \ll \ln(2)$. Close to $\lambda_1 = 0$, this power-law divergence is cutoff in a characteristic manner [18]. Beyond $\lambda_1 = \ln(2)$, the distribution decays exponentially, as seen in the semi-log plot in the inset of Fig. 2(c).

This leads to a distinctive kink in the distribution function at $\lambda_1 = \ln(2)$; i.e.

$$P_1[\lambda_1] \sim \begin{cases} \lambda_1^{-b} & \text{for } 0 < \lambda_1 < \ln(2) \\ e^{-\lambda_1/\lambda_0} & \text{for } \lambda_1 > \ln(2) \end{cases}$$

or equivalently for the eigenvalues of the density matrix,

$$P_1[\rho_1] \sim \begin{cases} \frac{1}{\rho_1^{b} \ln(\rho_1)^{b}} & \text{for } \frac{1}{2} \leq \rho_1 < 1 \\ \rho_1^{b-1} & \text{for } \rho_1 > 0 \end{cases}$$

Naturally, the power law behaviour we find for $\lambda_1 \to 0$ matches the known behaviour [15] of the density of entanglement eigenvalues in this range. As noted earlier, it can be understood in terms of presence of local integrals of motion (LIOM), whose weight decay exponentially with distance from its central location [17].

We now turn our attention to the distribution of $\lambda_2$. By definition, $\lambda_2 \in (\ln(2), L_A \ln(2))$. The distribution $P_2(\lambda_2)$ for $h = 6.0$ is plotted in Fig. 2(d) for a fixed $L_A = 5$ for $L = 10, 12, 14, 16$. At large $\lambda_2$ (not shown in figure), it decays exponentially. $\lambda_2 = \ln(2)$ is a special value which corresponds to $\rho_1 = \rho_2 = 1/2$, and $\rho_0 = 0$ for $\alpha > 2$. The many body eigenstate which gives rise to this can be decomposed as $|\psi\rangle = \frac{1}{\sqrt{2}}(|\psi^A\rangle|\psi^B\rangle + |\psi^A\rangle|\psi^A\rangle)$, where $|\psi^A(B)\rangle$ are respectively states in the Hilbert space of subsystems $A$ and the rest of the system $B$. In other words, exactly one subsystem qubit is maximally entangled with one degree of freedom from the environment.

We finally consider the distribution of the $3^{rd}$ and $4^{th}$ lowest entanglement eigenvalues. We note that $\ln(3) < \lambda_3 < L_A \ln(2)$ and $\ln(4) < \lambda_4 < L_A \ln(2)$ by their definitions.
The distributions of $\lambda_1$ and $\lambda_2$ are plotted in Fig. 2(e) and (f) respectively for $h = 4.0, 6.0, 8.0$. It is clear from the figure that $P_3[\lambda_3 = \ln(3)]$ and $P_4[\lambda_4 = \ln(4)]$ tend to zero: The distributions decrease with decreasing $\lambda_\alpha$, before a final sharp drop on the left edge. We note that even if one ignores the final drop and extrapolates the curve, these extrapolated values of $P_3(\ln(3))$ and $P_4(\ln(4))$ keep decreasing with increasing $h$, so that deep in the MBL phase these probabilities extrapolate to zero. Note that $\lambda_\alpha = \ln(\alpha)$ corresponds to a maximally entangled state in a space spanned by $\alpha$ basis states. Therefore, we conclude that such an entanglement structure for $\alpha = 3$ and $\alpha = 4$ arises with exponentially small probability in the MBL phase. This is consistent at a heuristic level with the area-law expected for the entanglement entropy, which essentially measures the number of such pairs of qubits entangled across the boundary of the system.

The distribution of the lowest four entanglement eigenvalues thus paints the following picture of the entanglement structure in the MBL phase: With nonzero probability, a subsystem is entangled with the surroundings only due to the maximal entanglement of one subsystem qubit with one degree of freedom from the surrounding, whereas higher order entanglement structures, in which the subsystem exchanges multiple bits of information, are exponentially suppressed.

**The MBL-Ergodic transition:** We now focus our attention on the transition between the MBL and ergodic phases. Let us first consider the distribution of $\lambda_2$ (for $L = 16$ and $L_A = 8$), which is plotted for different values of $h$ across the transition in Fig. 3(b). Clearly, $P_2[\lambda_2 = \ln(2)]$ saturates at large $h$ and vanishes below a critical disorder. The vanishing of $P_2[\lambda_2 = \ln(2)]$ can therefore serve as a precise indicator of the MBL-ergodic transition; i.e. $P_2[\lambda_2 = \ln(2)]$ can act as an “order-parameter” for the transition. In other words, the MBL phase is characterized by a finite probability of exactly 1 bit of information exchanged between the subsystem and the surrounding. In Fig. 3(d) we plot $P_2[\lambda_2 = \ln(2)]$ as a function of $h$ for different system size, which gives a critical disorder $h = 1.3 - 1.6$. This value is shown in Fig. 3(e) by a blue arrow. We note that the vanishing of $P_2[\lambda_2 = \ln(2)]$ gives a transition point in the center of the transition region defined by variation of $\alpha$. The shift of the transition point with system size is much smaller with our new criterion than with more traditional indicators of the transition. This is our key observation.

Next, we consider the distribution of $\lambda_1$. For $L = 16$ and $L_A = 8$, this is plotted for different values of $h$ across the transition in Fig. 3(a). As the system goes through the MBL-ergodic transition, the distribution at small $\lambda_1$ can still be fitted to a power law [18], but the exponent $b$ changes from positive at large disorder to negative at small disorder. The kink at $\ln(2)$ also vanishes as $b$ changes sign. The extracted value of the exponent $b$ (using $L_A = 5$) is plotted as a function of $h$ for different values of system size in Fig. 3(c). We note that the finite size variation in $b$ is small. One criterion that can be used to track the MBL-ergodic transition is the sign change in $b$. From Fig. 3(c), we get $h = 1.75$ as the critical disorder for the transition, where the distribution in Fig. 3(a) shows a horizontal part.

We note that a similar criterion of sign change of exponent...
of the power law in $\langle \lambda_\alpha \rangle$ vs $\alpha$ was proposed in Ref. [17]. However, the finite size variation of $h_c$ is much smaller if one uses the power law exponent of $P_1(\lambda_1)$. The critical value we obtain is indicated as a red arrow in Fig. 3(e), where the gap statistic $r$ is plotted as a function of $h$. The critical value lies in the center of the transition defined by the variation of $r$. The vanishing of $P_1(\lambda_1 = 0)$ can also be taken as an alternate definition for the transition, corresponding to the absence of product states among the eigenstates. However, from Fig. 3(a), this occurs at a much lower value of $h$ than the sign change of $h$. This value is indicated in Fig. 3(e) by a green arrow, and corresponds to the deviation from Poissonian statistics rather than the center of the transition region.

To gain further insight into the distribution of entanglement eigenvalues across the transition, we consider the conditional probability distribution $P(\lambda_2|\lambda_1 < \ln(2))$ (shown in Fig. 3(f) by solid lines) and $P(\lambda_2|\lambda_1 > \ln(2))$ (shown in Fig. 3(f) by dashed lines). In the MBL phase ($h = 3.0$), the solid line goes over the dashed line, since $P_1(\lambda_1)$ is decreasing around $\ln(2)$. In the ergodic phase $P_1(\lambda_1)$ is increasing around $\ln(2)$, and hence the dashed line overshoots the solid line. At $h = 1.8$, close to the transition, the two conditional probabilities come very close to each other.

Discussion: In summary, in this paper, we have shown a new way to characterize the MBL and ergodic phases, which can be used to pinpoint the MBL-ergodic transition. In particular, we have studied the distribution of the lowest two entanglement eigenvalues. The sign change of the power law exponent of the distribution of lowest entanglement eigenvalue tracks the critical disorder. This can also be obtained by considering the the disorder where the probability of the second lowest entanglement eigenvalue being $\ln(2)$ becomes finite. Thus the probability that a subsystem exchanges exactly one bit of information with the surroundings can be used as an “order parameter” for the MBL-ergodic transition.
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