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Abstract

Recent advances in knot polynomial calculus allowed us to obtain a huge variety of LMOV integers counting degeneracy of the BPS spectrum of topological theories on the resolved conifold and appearing in the genus expansion of the plethystic logarithm of the Ooguri-Vafa partition functions. Already the very first look at this data reveals that the LMOV numbers are randomly distributed in genus (!) and are very well parameterized by just three parameters depending on the representation, an integer and the knot. We present an accurate formulation and evidence in support of this new puzzling observation about the old puzzling quantities. It probably implies that the BPS states, counted by the LMOV numbers can actually be composites made from some still more elementary objects.

1 Introduction

The LMOV numbers \[N^K_{Q,g,n}\] which are constructed from knot polynomials are among the most mysterious objects in modern theoretical physics. So far they were at the top of the hierarchy of integrality properties in knot theory, though our new observations could imply that they are still an intermediate stage.

Anyhow, the beginning of the story is integrality of coefficients of the knot polynomials themselves, which is quite mysterious from the point of view of the underlying Yang-Mills (Chern-Simons) theory. Indeed, the knot polynomials are the Wilson loop averages in this theory \[5\], and, if expanded in powers of non-perturbative variables \(q\) and \(A\), they turn out to possess integer coefficients. Attempts to find a "physical reason" for this are still in progress and they involve counting of states in some artificially constructed higher-dimensional theories \[3\]. Another artificial way to overcome the problem was found in using alternative definitions of the knot polynomials: through \(R\)-matrices, skein relations (reflecting the Hecke algebra properties of the fundamental \(R\)-matrices) and building associated complexes, for which the knot polynomials are just the Euler characteristics (and the Poincare polynomials provide even more general integer-valued topological invariants, with no any Yang-Mills interpretation yet).

Another integrality was observed in the Ooguri-Vafa partition functions \(Z_{OV}\), which include sums over HOMFLY polynomials \[7,8\] over all representations \[4\]. The Ooguri-Vafa integers were then interpreted as those counting the numbers of BPS states (or, more precisely, their charges) in some dual theories (of topological strings on the resolved conifold). However, it was soon realized that these numerous numbers are not all algebraically independent, and this brought into the game a further genus expansion \(Z_{OV}\), which provided a decomposition of the Ooguri-Vafa integers into sums of "more fundamental" LMOV numbers \[2,4\]. No algebraic relations were so far found among the LMOV numbers, and they are often considered as counting the number of "independent BPS states".

The LMOV numbers characterize the genus expansion of the Hurwitz transform of the plethystic logarithm of the Ooguri-Vafa partition function for the knot \(K\) (not to be confused with the genus expansion of the Ooguri-Vafa partition function itself \[9\]), i.e. are defined by a somewhat complicated chain of transformations...
from the colored HOMFLY-PT polynomials:

\[
\sum_{\mathcal{R}} H_{\mathcal{R}}^{K}(A, q) \chi_{\mathcal{R}}(\hat{p}) = \exp \left\{ \sum_{d=1}^{\infty} \frac{1}{d} \tilde{A}_{d} \left( \sum_{Q,g,n} N_{Q,g,n}^{K} A^{n} (q - q^{-1})^{2g-2} \chi_{Q}(\hat{p}^{\nu}) \right) \right\}
\]

Here the (unreduced) HOMFLY-PT polynomials \( H_{\mathcal{R}}^{K}(A, q) = \langle \text{Tr}_{\mathcal{R}} P \exp \int_{CS}^{SL(N)} A \rangle \) at the l.h.s are Laurent polynomials in \( A \) and \( q \) with integer coefficients, "colored" by the Young diagrams \( \mathcal{R} \), the average is taken in the Chern-Simons theory with the gauge \( SU(N) \) and the coupling constant is \( \kappa \), then, \( q = \exp \frac{2\pi i}{\kappa N} \) and \( A = q^{N} \). \( \chi_{Q}(\hat{p}) \) are the characters of the linear group (Schur polynomials of the "time-variables" \( \hat{p}_{m} \)), where \( Q \) is the Young diagram \( Q = \{ Q_{1} \geq Q_{2} \geq \ldots \geq Q_{l_{Q}} > 0 \} \), and the shifted time variables are

\[
\hat{p}_{k}^{\nu} = (q^{k} - q^{-k}) \hat{p}_{k}
\]

The generalized Adams transform \( \tilde{A}_{d} \) raises each \( A \) and \( q \) to the power \( d \) and scales all time variable modes: \( \hat{p}_{m} \rightarrow \tilde{p}_{md} \). The pole in \( z = q - q^{-1} = 0 \) at the r.h.s. of (1) is actually of the first order because the empty Young diagram \( Q = \emptyset \) does not contribute and any other character contains at least one factor \( (q - q^{-1}) \) coming from shifted time variables. This expansion has certain parallels with the standard genus expansions (though not very precise yet), thus we denote the corresponding summation variable \( g \) and call it "genus".

The LMOV formula in the main line of (1) differs from the earlier Ooguri-Vafa (OV) expansion (1), written beneath it, by rescaling \( \bar{p}_{k} \) of auxiliary time-variables \( \bar{p}_{k} \). Because of the general transposition properties of characters \( \chi_{\nu}, \bar{p}_{k} = \chi_{\nu} \{ (-1)^{k+1} \bar{p}_{k} \} \) and the HOMFLY polynomials \( H_{\mathcal{R}}^{K}(g) = H_{\mathcal{R}}(-1/g) \), this rescaling makes the remaining coefficients invariant under the change \( q \rightarrow -q \) and they can re-expressed through the Toda-like (logarithmic) variable \( z = q - q^{-1} \). In result, the algebraically-dependent OV numbers \( \bar{N} \) are decomposed into independent LMOV integers \( N \). Moreover, in variance with the chaotically-looking set of \( N \), that of \( \bar{N} \) acquires a pronounced structure, which will be in the focus of the present Letter.

As already mentioned, \( N_{Q,g,n}^{K} \) are all integers and there are finitely many of them for each given \( Q \) and \( n \), which is an implication of the hypothetical Gopakumar-Vafa duality and its further refinements (10). Testing this integrality property is a biggest challenge for any efficient approach to knot calculations, and only few results were available on this. Recently, as an application of a new spectacular breakthrough (11), we performed a new attack on the problem (17), which provided quite large lists of the LMOV numbers so that now their properties can be analyzed in reasonable detail (see also some other attempts in (18)).

First of all, their integrality and finiteness were confirmed once again, now with a really big set of data.

Second, new features showed up, one of which we describe in the present letter: with a very high accuracy the LMOV numbers appeared to be distributed by a Gaussian law as functions of \( g \). In this paper we do not go into discussion of the reasons for this phenomenon, our goal at this stage is to present an evidence in support of this claim and to measure parameters of the distributions as functions of representations and knots.

Thus, it turns out that, with a very good accuracy for any given knot \( K \), the representation \( Q \) and the parameter \( n \), the LMOV numbers as a function of remaining variable \( g \) are described by the formula (its accuracy being illustrated in Fig[4])

\[
N_{Q,g,n}^{K} \approx G_{Q,n}^{K}(g) \equiv (\pm 1) \cdot \frac{1}{\sqrt{2\pi} \sigma_{Q,n}} \exp \left( -\frac{(g - \mu_{Q,n}^{K})^{2}}{2\sigma_{Q,n}^{2}} \right)
\]

with only three parameters \( \mu, \sigma \) and \( I \) which can depend on \( K, Q \) and \( n \), but not on the genus \( g \). Note that in most cases the signs of the LMOV numbers are the same in the whole column (only at the very ends they sometimes happen to be different, where they are very small as compared with typical numbers in the column), which one notable exception that we discuss in s.3.3. Thus, for the sake of uniformity, in all plots in the paper we choose the sign in such a way that the maximal LMOV numbers in the column are positive (see the issue of signs in (19)).

Figure 1 is a visualization of one particular column from one particular table in (17), \( N_{[4]} \):

---

1 For a much more accurate notion of genus expansion for the particular HOMFLY-PT polynomials and its interesting properties see (9), but its relation to the \( g \)-expansion of the Ooguri-Vafa plethystic free energy (1) is somewhat obscure.
Figure 1: **Red points:** The LMOV numbers $N^{g_{20}}_{N, q, 0}$ plotted as a function of $g$, the number of points is 27 (power in $z = (q - q^{-1})^2$ is 26). **Blue line:** The Gaussian curve $[4]$ with parameters $\mu = 3.71$, $\sigma = 1.46$, $I = 88053$. **Green line:** The binomial curve $I \cdot C_{\mu}^{N} : p^{\theta(1 - p)^{N - \theta}}$ with $I = 88053$, $N = 20$ and $p = 0.53$.

For a plot of the first column from this table see [17, Fig.1], for more plots, s.3 in the present paper. For a comparison, we show in Fig.2 a similar plot for the Ooguri-Vafa numbers $\tilde{N}_{\Delta, k, j}$.

If true, this observation could make a hint that the LMOV numbers are not fundamental, and their variety is nearly $3R$-dimensional for every $Q$ and $n$: \[
\{N_{Q, g, n}\} \rightarrow \{\mu_{Q, n}, I_{Q, n}, \sigma_{Q, n}\} \tag{4}
\]

In fact, the main natural source of Gaussian functions is the binomial distribution $C_{N + m}^{2N} p^m (1 - p)^{N - m}$ at large $N$, i.e. the emergence of the Gaussian distribution could be a clear sign that the LMOV numbers count not the "primary" BPS states, but "composites" of some many more elementary ones, this is what makes them randomly distributed. An identification and, to begin with, counting of these elementary excitations is the next immediate task of analysis of our data.
Of course, this type of compositeness does not make the LMOV numbers algebraically dependent, but definitely makes them unrelated to the "fundamental degrees of freedom".

The fact that some non-vanishing genera are distinguished (that distributions are located around non-vanishing $\mu$) can signal that there can be soliton- or instanton-like configurations, perhaps, winding non-trivially around the knot. Then, for entropy reasons, non-vanishing windings can dominate in the quasiclassical approximation, thus, making the genus expansion peaked around non-vanishing genera.

Whatever the reason, this peaking looks like a new and very interesting phenomenon in the emerging theory of the genus expansions and Hurwitz tau-functions. Among immediate questions is what are associated peculiarities of the spectral curves and AMM/EO topological recursion.

To complete these introductory remarks, let us make a few comments. First of all, the Gaussian curve is a limiting case of the binomial distribution at large enough $N$. In fact, $N$ should not be too large, and one can see in Fig.1 that one can fit the distribution of the LMOV numbers by the binomial distribution as well, with $N$ for the distribution being equal to 20. Hence, one may equally well think of the LMOV number distributions in binomial terms.

Second, with increase of the representation, the number of LMOV numbers also increases. One can easily see that the approximation to the Gaussian curve also becomes better with this increase. Hence, one could expect that the deviations from the Gaussian curve can be due to too little number of points and too small their numerical values, both increasing with the representation. Hence, the conjecture ultimately sounds:

**Conjecture.** The distribution of the LMOV numbers at different genera is described by the Gaussian curve (3) asymptotically at large representations with all three parameters $\mu$, $\sigma$ and $I$ increasing with the representation.

Though, as we shall see in examples below this distribution is typically very close to the Gaussian curve at very first representations.

In this letter, we present some typical pieces of the data, in the form of plots and also tables, which describe the dependence of parameters $\mu$, $\sigma$ and $I$ on their arguments. Among interesting general properties is the increase of dispersion $\sigma$ with the increase of the minimal number of strands needed to describe the knot.

We also provide some initial results about the distribution of LMOV numbers in $n$, which may look more like a superposition of Gaussian distributions which are better separated in well-structured knots and overlap to turn into a single Gaussian (i.e. the numbers get fully uncorrelated) for the knots without a visible structure. This demonstrates the ability to use the LMOV number distributions for quantitative description of the "true complexity" of knots, the option long looked for and not yet provided by any other type of knot invariants.

![Figure 2: Original Ooguri-numbers $\tilde{N}_\Delta^{[4], k, 0}$ plotted as a function of $k$. Note that these are coefficients in front of $q^k$, not $z^{2g} = (q - q^{-1})^{2g}$ as in Fig.1. Also the OV polynomial for representation $\Delta = [4]$ is a sum of LMOV polynomials over five representations $[4],[31],[22],[211],[1111]$ -- thus there is no way to directly compare this picture with Fig.1. It only illustrates the fact that not any relevant polynomial has Gaussian distribution of coefficients.](image-url)
2 Theoretical background

2.1 Counting states

The partition function usually counts the number of exited states $N_E$ as a function of the excitation level $E$:

$$Z(q) = \sum_E N_E \cdot q^E$$  \hspace{1cm} (5)

(one can of course add other characteristics of the microcanonical ensembles and get a function of several variables, not just the temperature $q = e^{-1/T}$). In quantum field theory, these states are elements of the Fock space, which is huge even for a single particle. This happens for two reasons: a particle can be treated as a collection of oscillators, and there are many oscillators (as many as momenta) and each oscillator has many states. The first kind of multiplicity is put under control when the space is compactified: then, the momenta become discrete and enumerable, and in the state counting we actually treat the fields with different discrete momenta as different particles (in particle phenomenology, this is because different momenta in compact dimensions provide different particles in 4d, in pure string theory considerations, all dimensions are compactified to make all momenta discrete). The second multiplicity is eliminated if we consider the number of oscillators instead of the number of states, i.e. count the states in the Hilbert space underlying the Fock space. Technically, this corresponds to replacing the partition function with its plethystic logarithm (see §2.2 below)

$$Z(q) = \text{Plexp} \left( F(q) \right)$$  \hspace{1cm} (6)

where

$$F(q) = \sum_\omega M_\omega q^\omega$$  \hspace{1cm} (7)

and $M_\omega$ is a number of oscillators with frequency $\omega$.

In string theory, each string field contains a well-ordered tower of oscillators, thus, the further appropriate modification of the free energy is

$$F(q) = \sum_\omega M_\omega \frac{q^\omega}{1 - q^2\omega} = -\sum_\omega \frac{M_\omega}{q^\omega - q^{-\omega}}$$  \hspace{1cm} (8)

where $M_\omega$ is now the number of string fields, i.e. of oscillator towers. For branes, the towers are bigger, then higher is also the pole in the denominator. For example, for the MacMahon modules (and/or with representations of DIM algebras, see [20]), we would get

$$F_{\text{MacM}}(q) = \sum_\omega \frac{m_\omega}{(q^\omega - q^{-\omega})^2}$$  \hspace{1cm} (9)

where $m_\omega$ is the number of MacMahon modules.

LMOV numbers parameterize the set $\{M_\omega\}$, i.e. the spectrum of $\omega$ for some particular string models, associated with knots. Since all stringy oscillator towers are already included into the definition of $M_\omega$, these numbers can be considered as counting the states in a topological string theory, i.e. the elements of the underlying chiral ring. Actually counted are bundles over $D2$-branes of genus $g$, thus the ”primary” numbers carry this index. There are also $l$ holes, what gives rise to Chan-Paton factors and additional resummation over representations $Q$ of symmetric group $S_l$. In result $M_\omega$ in [3] in the case Chern-Simons theory are decomposed into $N_{Q,g,n}$, and the rescaling of times in [2] are taking into account the knot-independent enumeration of bundles and boundary conditions, see [2] for details.

Before going back to interpretation of our results from the point of view of the state counting, we remind two pieces from textbooks: the basics of plethystic calculus and binomial origins of the Gaussian distributions.

2.2 Plethystic exponentials

For a function $f(A,q | p_n, \bar{p}_n)$ of $A$, $q$ and time variables $\{p_n\}$, $\{\bar{p}_n\}$, plethystic exponential is defined as

$$\text{Plexp}(f) = \exp \left\{ \sum_{d=1}^\infty \frac{1}{d} \hat{A}^d_{\hat{d}}(f) \right\} \equiv \exp \left( \sum_{d=1}^\infty \frac{f(A^d,q^d | p_{nd}, \bar{p}_{nd})}{d} \right)$$  \hspace{1cm} (10)
Thus, it incorporates the conventional Adams operation $\tilde{\text{Ad}}_d(p_n) = p_{nd}$ and preserves the topological locus $p^* = A^n - A^{-n}$ by changing all the ingredients of this formula in the same way. It also inherits the main property of the ordinary exponential:

$$\text{Plexp}(f_1 + f_2) = \text{Plexp}(f_1) \cdot \text{Plexp}(f_2)$$  \hspace{1cm} (11)

The two most important examples of plethystic exponentials are

$$\frac{1}{1-q} = \text{Plexp}(q)$$  \hspace{1cm} (12)

what provides the simple spectrum counting rules

$$\prod_i \frac{1}{1-q^k} = \text{Plexp} \left( \sum_i q^k \right)$$  \hspace{1cm} (13)

like

$$\prod_{k=1}^{\infty} \frac{1}{1-q^k} = \text{Plexp} \left( \sum_k q^k \right) = \text{Plexp} \left( \frac{q}{1-q} \right)$$  \hspace{1cm} (14)

or

$$\prod_{k=1}^{\infty} \frac{1}{(1-q^k)^k} = \text{Plexp} \left( \sum_k kq^k \right) = \text{Plexp} \left( \frac{q}{(1-q)^2} \right)$$  \hspace{1cm} (15)

and

$$\sum_R \chi_R(p) \chi_R(\bar{p}) = \exp \left( \sum_k \frac{p_k \bar{p}_k}{k} \right) = \text{Plexp} \left( p_1 \bar{p}_1 \right)$$  \hspace{1cm} (16)

As a consequence, the Ooguri-Vafa function for the unknot is

$$Z_{\text{OV}}^{\text{unknot}}(\bar{p}) = \sum_R D_R(A, q) \chi_R(\bar{p}) = \text{Plexp} \left( p_1 \bar{p}_1 \right) = \text{Plexp} \left( \frac{A - A^{-1}}{q - q^{-1}} \cdot \bar{p}_1 \right)$$  \hspace{1cm} (17)

From the special polynomial $[21,22,23,24]$, which is the specialization of the unreduced HOMFLY-PT polynomial at $q = 1$: $H^K_R(A, q = 1) = D_R \cdot \left( \sigma^K(A) \right)^{|R|}$, one can construct a quantity

$$\text{Plexp} \left( \frac{A - A^{-1}}{q - q^{-1}} \cdot \bar{p}_1 \sigma^K(A) \right) = \exp \left( \sum_{k=1}^{\infty} \frac{p_k \bar{p}_k}{k} \cdot \sigma^K(A^k) \right)$$  \hspace{1cm} (18)

which is different from the leading asymptotic of the Ooguri-Vafa function at $q = 1$,

$$\log \left( Z_{\text{OV}}^K(A, q) \right) \sim \log \left( \sum_R D_R(A q) \cdot \left( \sigma^K(A) \right)^{|R|} \cdot \chi_R(\bar{p}) \right) = \sum_{k=1}^{\infty} \frac{p_k \bar{p}_k}{k} \cdot \left( \sigma^K(A) \right)^k$$  \hspace{1cm} (19)

because $\left( \sigma^K(A) \right)^k \neq \sigma^K(A^k)$. This explains why the genus expansion of the plethystic logarithm of the Ooguri-Vafa partition function differs from the genus expansion of the Ooguri-Vafa partition function itself $[9]$.

### 2.3 Symmetric group calculus

To make our presentation technically complete we briefly repeat now some simple formulas from $[2]$. The OV and LMOV numbers are counting the maps of Riemann surfaces with boundaries (interpreted as BPS $D2$-branes ending on $M D4$-branes wrapping a Lagrangian submanifold $L_K$ in $T^*S^3$ which passes through the given knot or link $K \subset S^3$ so that $L_K$ is the conormal bundle of $K$). According to $[2]$, actually counted are elements of

$$\text{Sym} \left\{ F^n \otimes H^* \left( (S^1)^{2g+n-1} \right) \otimes H^*(M_{g,n}) \right\}$$  \hspace{1cm} (20)
where \( g \) and \( n \) are the genus and number of holes, \( \mathcal{M}_{g,n} \) is the moduli space of maps, while additional two factors are cohomologies of the Jacobian and the Chan-Paton factors at the boundary, \( F \) stands for the fundamental representation of auxiliary \( SU(M) \) with monodromies parameterized by the auxiliary times \( \bar{\rho}_k \). The symmetrization is over the \( n \) boundary components and it is handled with the help of the general rule:

\[
\text{Sym}\left\{ A_{i_1,...,i_n} \otimes B_{i_1,...,i_n} \otimes C_{i_1,...,i_n} \right\} = \sum_{P \in S_n} A_{P(i_1,...,i_n)} \otimes B_{P(i_1,...,i_n)} \otimes C_{P(i_1,...,i_n)} = \sum_{R',R''} A_{R' \circ R''} \otimes B_{R'} \otimes C_{R''} \quad (21)
\]

where the sum at the l.h.s. goes over all the permutations from \( S_n \), while that at the r.h.s., over all Young diagrams \( R' \) and \( R'' \) of the size \( n \) labelling the irreps of \( S_n \), their product being denoted by \( \circ \). The meaning of this simple combinatorial formula should be clear from a couple of examples at \( n = 2 \):

\[
\frac{1}{2} (A_{1,2} \otimes B_{1,2} + A_{2,1} \otimes B_{2,1}) = \frac{1}{2} (A_{1,2} + A_{2,1}) \otimes \frac{1}{2} (B_{1,2} + B_{2,1}) + \frac{1}{2} (A_{1,2} - A_{2,1}) \otimes \frac{1}{2} (B_{1,2} - B_{2,1}) = A_{[2]} \otimes B_{[2]} + A_{[1,1]} \otimes B_{[1,1]} \quad (22)
\]

and

\[
\frac{1}{2} (A_{1,2} \otimes B_{1,2} \otimes C_{1,2} + A_{1,2} \otimes B_{2,1} \otimes C_{2,1}) =
\]

\[
= \frac{1}{2} (A_{1,2} + A_{2,1}) \otimes \frac{1}{2} (B_{1,2} + B_{2,1}) \otimes \frac{1}{2} (C_{1,2} + C_{2,1}) + \frac{1}{2} (A_{1,2} + A_{2,1}) \otimes \frac{1}{2} (B_{1,2} - B_{2,1}) \otimes \frac{1}{2} (C_{1,2} - C_{2,1}) +
\]

\[
+ \frac{1}{2} (A_{1,2} - A_{2,1}) \otimes \frac{1}{2} (B_{1,2} + B_{2,1}) \otimes \frac{1}{2} (C_{1,2} - C_{2,1}) + \frac{1}{2} (A_{1,2} - A_{2,1}) \otimes \frac{1}{2} (B_{1,2} - B_{2,1}) \otimes \frac{1}{2} (C_{1,2} + C_{2,1}) =
\]

\[
= A_{[2]} \otimes B_{[2]} \otimes C_{[2]} + A_{[2]} \otimes B_{[1,1]} \otimes C_{[1,1]} + A_{[1,1]} \otimes B_{[2]} \otimes C_{[1,1]} + A_{[1,1]} \otimes B_{[1,1]} \otimes C_{[2]} \quad (23)
\]

associated with the composition rules (Clebsh-Gordon coefficients) \( [2] \circ [2] = [1,1] \circ [1,1] = [2] \), \( [2] \circ [1,1] = [1,1] \circ [2] = [1,1] \).

Generally, one can rewrite (21) in the form

\[
\text{Sym}\left\{ A_{i_1,...,i_n} \otimes B_{i_1,...,i_n} \otimes C_{i_1,...,i_n} \right\} = \sum_{R_1,R_2,R_3} C_{R_1,R_2,R_3} S_{R_1} A \otimes S_{R_2} B \otimes S_{R_3} C \quad (24)
\]

where \( S_R \) denotes the Schur functor and the Clebsh-Gordon coefficients \( C_{R_1,R_2,R_3} \) are manifestly given by the formula

\[
C_{R_1,R_2,R_3} = \sum_{\Delta} \frac{\psi_{R_1}(\Delta) \psi_{R_2}(\Delta) \psi_{R_3}(\Delta)}{z_{\Delta}} \quad (25)
\]

Here \( \psi_{Q}(\Delta) \) are the symmetric group characters, \( \Delta = \{ \delta_1 \geq \delta_2 \geq \ldots \geq \delta_{1\Delta} > 0 \} \) is the Young diagram and \( z_{\Delta} \) is the standard symmetric factor of the Young diagram (order of the automorphism) \( \Delta \).

Formula (21) is an immediate corollary of the formula (which particular example is given in (22))

\[
\text{Sym} \left( V_1 \otimes V_2 \right) = \sum_R S_R V_1 \otimes S_R V_2 \quad (26)
\]

and of the action of the Schur functor on the tensor product

\[
S_R \left( V_1 \otimes V_2 \right) = \sum_{R_1,R_2} C_{R_1,R_2,R_3} S_{R_1} V_1 \otimes S_{R_2} V_2 \quad (27)
\]

Using (27), one can further increase the number of factors in the tensor product (24).

The next step is to convert the spaces into generating functions. This includes converting the number \( n \) with degrees of a parameter \( A \), spins from \( H^*(S^1) \), with powers of \( \pm q^{\alpha} \) and representations from \( F^\otimes n \). With \( \bar{\rho}_{A} \)-dependent characters. Moreover, the contribution of circle cohomologies (from the \( B \)-factors) can be absorbed into a redefinition of the characters: for example, the last formula in (23) can be rewritten as

\[
\left( B_{[2]} C_{[2]} + B_{[1,1]} C_{[1,1]} \right) \chi_{[2]}(\bar{\rho}) + \left( B_{[2]} C_{[1,1]} + B_{[1,1]} C_{[2]} \right) \chi_{[1,1]}(\bar{\rho}) = C_{[2]} \chi_{[2]}(\bar{\rho}) + C_{[1,1]} \chi_{[1,1]}(\bar{\rho}) \quad (28)
\]

where

\[
\chi_{[2]} = B_{[2]} \chi_{[2]} + B_{[1,1]} \chi_{[1,1]} \\
\chi_{[1,1]} = B_{[1,1]} \chi_{[2]} + B_{[2]} \chi_{[1,1]} \quad (29)
\]
In general, the OV partition function is expected on the base of the open-closed-string duality arguments of [1–4,10] to be:

\[
Z^K_{OV} = \sum_R H^K_R(A,q) \chi_R(\hat{p}) = \text{Pexp} \left( \frac{1}{q - q^{-1}} \sum_{Q,g,n} C^K_Q(g,n) \cdot (q - q^{-1})^{2g} A^n \chi'_Q(\hat{p}) \right) \tag{30}
\]

where the quantities

\[
C^K_Q(g,n) = \text{Euler char} \left\{ S_n \left( H^*(M^K_{g,n}) \right) \right\} = N^K_{Q,g,n} \tag{31}
\]

are exactly the LMOV numbers, \((q - q^{-1})^{2g}\) is the power of \(n\)-independent contribution \(q - q^{-1}\) from \((H^*(S^1))^2\), and the above example [29] shows that the only thing to calculate are the quantities \(B_R\), which define the transformation from \(\chi(\hat{p})\) to \(\chi'(\hat{p})\). These \(B\)'s are cohomologies of the remaining \((S^1)^{n-1}\) weighted with the factors \(\pm q^{q_{\min}}\), and calculations are very simple. In the notation of [2], if the non-trivial 1-form on \(S^1\) is denoted by \(\psi\), then the basis in \(H^* \left((S^1)^{n-1}\right)\) is made from the external products \(\psi_{i_1} \wedge \cdots \wedge \psi_{i_k}\) subject to the additional constraint \(\sum_{i=1}^n \psi_i = 0\). Thus, the only non-vanishing are \(B_R\) with single-hook Young diagrams \(R\), and

\[
B_{[R,1^{n-r}]} = (-1)^r q^{2r-n-1} \tag{32}
\]

In particular, \(B_{[2]} = q, B_{[1,1]} = -q^{-1}\) and

\[
\begin{align*}
\chi'^2(\hat{p}) &= q \chi_2(\hat{p}) - q^{-1} \chi_{[1,1]}(\hat{p}) = \frac{1}{q - q^{-1}} \chi_2(\hat{p}), \\
\chi'_{[1,1]}(\hat{p}) &= -q^{-1} \chi_2(\hat{p}) + q \chi_{[1,1]}(\hat{p}) = \frac{1}{q - q^{-1}} \chi_{[1,1]}(\hat{p}) \tag{33}
\end{align*}
\]

with

\[
\hat{p}_k = (q^k - q^{-k}) \hat{p}_k, \tag{34}
\]

Eq. (2) is a generalization of this simple example.

Technically, conversion from the Schur characters of the time variables \(\{\hat{p}\}\) to those of the time variables \(\{\hat{p}'\}\) is done with a series of re-expansions using the symmetric group characters.

As the first step, one makes the plethystic transform of the OV partition function in terms of the same times \(\{\hat{p}\}\):

\[
Z^K_{OV} = \sum_R H^K_R(A,q) \chi_R(\hat{p}) = \text{Pexp} \left( \sum_R f^K_R(q,A) \chi_R(\hat{p}) \right) \tag{35}
\]

which is manifestly done with the inverse formula [4]

\[
f^K_R(A,q) = \sum_{d,m=1} (-1)^{m-1} \frac{\mu(d)}{md} \sum_{\Delta_1, \ldots, \Delta_m} \tilde{A}d \psi_{\mu} \left( \sum_{i=1}^m \Delta_i \right) \cdot \sum_{\Delta_1, \ldots, \Delta_m} \prod_{j=1}^m \frac{\psi_{\mu} (\Delta_j)}{z_{\Delta_j}} H^K_{\mu} (A^d, q^d) \tag{36}
\]

where the sum of two Young diagrams \(\Delta\) and \(\Delta'\) is the Young diagram with the lines \(\{\delta_i, \delta'_i\}\) with a proper reordering, \(\tilde{A}d\Delta = \tilde{A}d \{\delta_i\} = \{\delta_i\}\), and \(\mu(d)\) is the Möbius function defined as follows: if the prime decomposition of \(d\) consists of \(m\) multipliers and contains non-unit multiplicities, \(\mu(d) = 0\), otherwise \(\mu(d) = (-1)^m\).

At the second step, one needs to re-expand the r.h.s. of (35) in the characters of time variables \(\{\hat{p}'\}\). To this end, one has to use the expansion of the Schur characters into monomials

\[
\chi_R(\hat{p}) = \sum_{\Delta} \frac{\psi_R(\Delta)}{z_{\Delta}} \hat{p}_\Delta \tag{37}
\]

where \(\hat{p}_\Delta = \prod_i \hat{p}_i^{\mu_i}\), and the orthogonality relations for the symmetric group characters

\[
\sum_R \frac{1}{z_{\Delta}} \psi_R(\Delta) \psi_R(\Delta') = \delta_{\Delta\Delta'}, \quad \sum_{\Delta} \frac{1}{z_{\Delta}} \psi_R(\Delta) \psi_{R'}(\Delta) = \delta_{R,R'} \tag{38}
\]
Then, one can re-expand
\[ \chi_R \{ \bar{p} \} = \sum_Q C_{RQ} \chi_Q \{ \bar{p}^\vee \} \]  
(39)

with
\[ C_{RQ} = \sum_{\Delta} \frac{\psi_R(\Delta)\psi_Q(\Delta)}{z_\Delta} \prod_i \left( q^{\delta_i} - q^{\delta_i} \right)^{-1} \]  
(40)

and write at the r.h.s. of (35)
\[ \sum_R f_R(q, A) \chi_R \{ \bar{p} \} = \sum_{R,Q} f_R(q, A) C_{RQ} \chi_Q \{ \bar{p}^\vee \} \]  
(41)

In other words, in order to find the integers \( N_{Q,g,n}^K \) one has to expand, using (36) and (40) the combination
\[ \sum_R f_R C_{RQ} = \frac{1}{q - q^{-1}} \sum_{Q,g,n} N_{Q,g,n}^K \cdot (q - q^{-1})^{2g} A^n \]  
(42)

### 2.4 Gaussian distribution

The next point to remind is that the Gaussian distribution is actually an avatar of the binomial one for large \( N \): it describes the behavior near the maximum. It is important that large \( N \) does not need to be too large: the numbers of the order of tens are more than sufficient.

The binomial distribution
\[ C_{2Np^K}^K (1 - p)^{2N - K} = \frac{(2N)!}{(2N - K)!K!} p^K (1 - p)^{2N - K} \]  
(43)

is peaked at \( K = 2pN \), where
\[ C_{2N}^{N+k} p^{N+k} (1 - p)^{N-k} \approx \frac{1}{2\sqrt{\pi pqN}} \cdot \exp \left( -\frac{(k - (2p - 1)N)^2}{4pqN} \right) \]  
(44)

i.e. it looks like the Gaussian distribution
\[ e^{-\frac{(k - \mu)^2}{2\sigma^2}} \sqrt{2\pi\sigma} \]  
(45)

with
\[ \sigma = \sqrt{2pqN}, \quad \mu = (2p - 1)N \]  
(46)

The Poisson distribution arises from the binomial distribution when \( p \to 0, N \to \infty, a = 2pN \) fixed. Then, non-vanishing remain only the contributions with \( k \ll N \) and
\[ C_{2Np^K}^K (1 - p)^{2N - K} \sim \frac{(2Np^K)^K}{K!} \left( 1 - \frac{2pN}{2N} \right)^{2N} \sim a^K e^{-a} \frac{1}{K!} \]  
(47)

### 2.5 Gaussianity of LMOV numbers

We can now return to the LMOV free energy
\[ F^K = \frac{1}{q - q^{-1}} \sum_{Q,g,n} N_{Q,g,n}^K A^n C_Q \{ \bar{p} \} \cdot (q - q^{-1})^{2g} \]  
(48)

with
\[ C_Q \{ \bar{p} \} = \frac{1}{q - q^{-1}} \sum_{\Delta} \frac{\psi_Q(\Delta)}{z_\Delta} \prod_i^{l_\Delta} (q^{\delta_i} - q^{\delta_i}) \bar{p}_{\delta_i} = \sum_{\Delta} \frac{\psi_Q(\Delta)}{z_\Delta} (q - q^{-1})^{l_\Delta - 1} \prod_i^{l_\Delta} [\delta_i] \bar{p}_{\delta_i} \]  
(49)

and \( N_{Q,g,n} \) obeying the Gaussian distribution in \( g \). We now substitute them by the binomial distribution. Of course, this is badly justified because the relevant \( N \) are not too big and the discrete points are far from being
dense on the Gaussian curve. However, a more favorable statement about (3) is that the LMOV numbers are not just Gaussian, they are binomially (!) distributed:

$$N_{Q,n}^K \approx B_{Q,n}^K(p) \equiv I_{Q,n} \cdot \frac{N!}{g!(N-g)!} \cdot p^g(1-p)^{N-g}$$

with $I$, $N$ and $p$ depending on $K$, $n$ and $Q$. Note that $p = p_{Q,n}^K$ can slightly deviate from $1/2$, and $N = N_{Q,n}^K$, from the number of points (from the power of the polynomial in $q$ of the $A^n$-contribution to the LMOV polynomial).

Formally, substituting this distribution into (48), we obtain

$$F \approx \frac{1}{z} \sum_{Q,n} \tilde{I}_{Q,n} C_Q \{\tilde{p}\} A^n \cdot (1 + \eta_{Q,n} z^2)^{N_{Q,n}} = \frac{1}{z} \sum_{R,Q,n} C_R Q \{\tilde{p}\} A^n \chi_R \{\tilde{p}\} \cdot \tilde{I}_{Q,n} \cdot (1 + \eta_{Q,n} z^2)^{N_{Q,n}}$$

with $z = q - q^{-1}$, $\eta = \frac{p - \tilde{p}}{2}$ and $\tilde{I} = I \cdot (1 - p)^N$. We omit the knot label $K$ from $I$ and $\eta$ to simplify the formula, at least a little. Thus, at any $R$ and $n$, we describe the generating function for the Ooguri-Vafa numbers as a sum of a few powers of $(1 + \eta z^2)$: the number of terms is equal to the number of diagrams $Q$ of the size $|R|$. This describes the plot in Fig.2 as a sum of several Gaussians. Analytically, this provides an approximate formula for the multiplicities $M_\omega$ in (8) and their generating function as a sum of several powers of a peculiar variable surprisingly close to

$$(1 + z^2) = q^2 - 1 + q^{-2} = \frac{[6]}{[3][2]} = \frac{(q^2 - e^{2\pi i/3})(q^2 - e^{-2\pi i/3})}{q^2}$$

Unfortunately, it is not immediately clear how this observation can be rigorously formulated. In s.4, we treat the Gaussian/binomial distributions in a slightly more sophisticated way, which turns out to be surprisingly successful for interpretation of the experimental data surveyed in the next s.3.

3 Experimental evidence

In this section we provide a few more gaussian/binomial plots to better illustrate the phenomenon demonstrated in Fig.1. We also discuss various connected problems, in particular, dependencies of the numbers $N_{Q,n}^K$ not only on the genus $g$, but also on $n$ and on the knot $K$, the latter for the natural series of 2-strand and 3-strand torus knots and twist knots and for different representations. We realize an interesting universal behaviour for the dependence on the series of knots.

3.1 Gaussian $g$-dependence

First of all, we illustrate the phenomenon of the Gaussian distribution of the LMOV numbers already demonstrated in Fig.1 for knot $8_{20}$. Since the Gaussian and binomial curves are practically coincide in all the cases considered below, from now on, we cite as an example only the Gaussian curves, though indicating parameters of the binomial distribution in each case.

Our examples start with the simplest knot, trefoil, Fig.3. It is a typical picture, the figures for other representations and other values of $n$ look much similar, with a light variation of parameters (see the next subsection).

In order to illustrate that the concrete value of $n$ does not matter too much, we also give a distribution of the LMOV numbers at $n = -16$, Fig.4, which should be compared with Fig.1 corresponding to $n = 0$.

Figure 3: The LMOV numbers as a function of genus for the trefoil and the representation $Q = [4]$ and $n = 16$: $N_{[4],g,16}^3$. The blue curve is the Gaussian curve (3) with parameters $\mu = 6.14$, $\sigma = 1.85$, $I = 3.58 \cdot 10^7$, while the parameters of the binomial distribution are $p = 0.44$, $n = 14.0$. 
Figure 4: The LMOV numbers as a function of genus for knot 8_{20} and the representation \( Q = 4 \) and \( n = -16 \): \( N_{4,g,n}^{8_{20}} \). The blue curve is the Gaussian curve \( 3 \) with parameters \( \mu = 10.57, \sigma = 2.31, I = 5.50 \cdot 10^{11} \), while the parameters of the binomial distribution are \( p = 0.50, n = 21.3 \).

Figure 5: The LMOV numbers as a function of genus for the mutant pair of knots 11_{n41} (left) and 11_{n47} (right) and the representation \( Q = 3 \) and \( n = -15 \): \( N_{3,g,n}^{11_{n41}} \). The blue curves are the Gaussian curves \( 3 \) with parameters \( \mu = 11.34, \sigma = 2.40, I = 6.85 \cdot 10^{12} \), while the parameters of the binomial distributions are \( p = 0.494, n = 22.98 \) and \( p = 0.506, n = 22.64 \) correspondingly.

As our third example, we demonstrate the LMOV number distributions for more complicated knots: for the pair of mutants 11_{n41} and 11_{n47} (Fig.5). We deal with representations at the third level, where the HOMFLY polynomials of this pair first become to differ (for the representation \( R = [2,1] \) only). The difference of the LMOV numbers for these knots is also Gaussian distributed, which we discuss in s.5. 3.2 \( n \)-dependence

Instead of the genus-related variable \( g \) one can look at the charge-related \( n \) and at the distribution of LMOV numbers \( N_{Q,g,n}^{K} \) in \( n \) at fixed genus. We choose as examples the same knots \( 3_1 \) and \( 8_{20} \) and minimal possible degree of \( z \), since this is the case when the number of points is maximal. Unfortunately, this number is still quite little, nevertheless, one can see that the distribution is looking like a bell (Figs.6). This bell-like distribution typically happens for other knots too, with a notable exception: this is not the case for the twist knots (or just antiparallel braid, \[28\]) at first representations and the number of twists large enough (see Fig.4 for \( Tw_{15} \) and representation \( [3] \)).

Figure 6: The LMOV numbers for knots \( 3_1 \) (left) and \( 8_{20} \) (right) and the representation \( Q = 4 \) as functions of \( n \).

Indeed, the family of twist knots can be treated by the evolution method \[12,14,15,21,28,29\]. In this case, the evolution goes along the antiparallel braid \[28\] and the HOMFLY polynomial is generically given by the
Figure 7: Distribution of logarithm of the LMOV numbers $\log(N_{[3],0,n}^{Tw_{15}} + 1)$ for the twist knot $Tw_{15}$ and the representation $Q = [3]$ as a function of $n$ (for the sake of visualization).

Formula

$$H_{R}^{Tw_{k}}(A, q) = \sum_{Q \in R \times \bar{R}} (A^{\xi_{Q} q^{\zeta_{Q}}}) h_{Q}(A, q)$$

with some definite $\xi_{Q}$ and $\zeta_{Q}$ depending only on the representation $Q$. This formula means that, at fixed $|R|$ and, hence, $|Q| = 2|R|$ one can choose $k$ large enough in order to separate powers of $A$ and this separation is inherited by the plethystic free energy and by its LMOV counterpart. In other words, for large enough $k$ exceeding the $A$-powers of particular $h_{Q}(A, q)$, one can not have a single bell but several ones peaked around the mean-values $n_{Q} \sim l_{Q} \cdot k$. One can see this phenomenon of sliding apart with increasing $k$ at the plots $\log(I_{Q}, n + 1)$ for $Tw_{k}$ as functions of $n$ at $k = 1, 5, 10, 15$ (Fig. 8).

Figure 8: Plots of $\log(I_{Q} + 1)$ as functions of $n$ for the twist knots $Tw_{k}$ at $k = 1$ (first row, left), $k = 5$ (first row, center), $k = 10$ (first row, right) and $k = 15$ (second row). The curves correspond to representations: red, to $Q = [3]$, blue, to $Q = [2, 1]$, green, to $Q = [1, 1, 1]$.

This argument is, in fact, extended to other families of knots containing the antiparallel braid. However, if we now fix $k$ and let $|R|$ grow, the separate peaks begin to overlap (because the $A$-powers of $h_{Q}$ grow with $Q$), and finally form a single-bell distribution.

3.3 Deviations from Gaussianity at small representations $Q$: $g$-distributions

Moreover, the same argument as in the previous subsection, actually applies to distributions in $g$. This is because the evolution depends not only on $A$ but also on $q$ as can be seen in (53), and, hence, $k$ separates also the peaks in $g$. Strictly speaking, this time the switch from $q$ to $z$ obscures the splitting with increasing $k$, however, the effect survives in some form (in particular, the sign at different genera becomes to change, see Fig. 9) for some specific knots: for the pretzel knots with odd number of fingers and antiparallel braids [12, 13]. The knots of this kind also form mutant pairs [13] that should be presumably distinguished only by the HOMFLY polynomials in representation $[4, 2]$ [30], which is not accessible yet despite the recent progress [11, 15, 22, 31].
Hence, we illustrate the phenomenon only at the level 3 of representations, Fig.9. Nevertheless, we expect that
the same phenomenon as above will take place: with increase of the representation the distribution becomes
more and more Gaussian.

Figure 9: The antiparallel pretzel knot with 5 fingers: \((3, 3, 3, -3, -3)\) which forms a mutant pair with the pretzel knot
\((3, -3, 3, 3, -3)\) \(^{[13]}\). The LMOV numbers are given here as a function of genus for \(Q = [2, 1]\) and \(A^{-1}: N_{[2, 1], g, -1}\).

In other words, our observation of Gaussianity requires the limit of large representations:

\[ |R| \gg \text{regularity (typical evolution parameters) of substructures inside the knot} \]  \hspace{1cm} (54)

For well-structured knots, and even for those which have some pronounced sub-structure like a long braid, paral-
lel or antiparallel, one can need to go to high enough \( |R| \) to observe Gaussianity, it is not reached homogeneously
for all knots at once.

3.4 \( \mu, \sigma \) and \( I \) as functions of \( n \)

In this subsection, we illustrate how the parameters of the Gaussian distribution \( \mu, \sigma \) and \( I \) depend on \( n \).
The plots of dependence on \( n \) are drawn in Figs.10-11. We again cite as examples the trefoil and knot 8_{20}.

![Plot](image)

Figure 10: The plots of parameters of the Gaussian curve describing the LMOV numbers against \( n \) for the trefoil. The left plot
describes the dependence of the average \( \mu \), the central plot, of the dispersion \( \sigma \) and the right plot, of the integral \( I \). Different
levels of representations are drawn by different colors: red is for the first level (one representation \([1]\)), green, for the second level
(replications correspondingly \([1, 1]\) and \([2]\) upward), yellow, for the third level (replications correspondingly \([1, 1, 1]\), \([2, 1]\)
and \([3]\) upward) and blue, for the fourth level (replications correspondingly \([1, 1, 1, 1]\), \([2, 1, 1]\), \([2, 2]\), \([3, 1]\) and \([4]\) upward).

One can see again that, without special reasons that we discussed in s.3.2, the distributions are like a single
bell. One can compare these pictures with Fig.8 of s.3.2.

3.5 \( \mu \) and \( \sigma \) as functions of knots

In this subsection, we illustrate how the parameters of the Gaussian distribution \( \mu \) and \( \sigma \)depend on the type
of knot. To make this question sensible, more than just a chaotic list of values for particular knots one needs
a clever way to enumerate knots. This is a biggest classification problem, unsolved in knot theory for decades.
An approach we find most fruitful is based on consideration of the evolution families \([12, 14, 15, 21, 28, 29]\),
when the knot diagrams are made from elementary constituents like various sub-braids and "fingers" with their
own "evolution parameters". Dependence of knot polynomials on these parameters can be calculated in an
efficient way and this provides very clear control over the knot calculus. The only drawback of this approach is overcounting: a particular knot/link can be a member of different families (families overlap), but for many purposes (except for the rigorous classification theorems) this does not cause a problem. Embedding of more traditional lists like Rolfsen table and its extensions \[32\] into several simple families is described in \[15\]. In this paper, we consider only evolutions in particular directions, this is enough for our purposes here. However, generalizations are straightforward.

The most natural series of knot is given by a set of knots with a braid of changing length (this kind of series of knots has been studied in \[12\], \[14\], \[15\], \[28\], \[29\] by the evolution method). The simplest such series are torus knots (in the case of the parallel braid) and the twist knots (in the case of antiparallel braid), more complicated though still natural are double braid series \[28\] and pretzel knots and links \[12\]. Here we consider only the first two examples: the 2- and 3-strand torus knots, i.e. the torus knots \(T[2, 2k + 1]\) and \(T[3, 3k \pm 1]\), and the twist knots \(Tw_k\).

We start with the study of \(T[2, 2k + 1]\)-series of the torus knots. It appears that the parameters of the Gaussian curve as a function of \(k\) for the genus chosen in such a way that \(I_{Q,n}\) is maximal linearly depend on \(k\) with a very high accuracy. The corresponding value of \(n\) turns out to be given by a very simple linear function (note that one can instead choose \(n\) in such a way that \(n - n_{min}\) is fixed, where \(n_{min}\) is the minimal \(n\) when the LMOV coefficients are non-zero; the linear behaviour with such a choice still persists). For the representations at the third level, the values of \(n\) when \(I_{Q,n}\) is maximal are 6\(k + 2\), and the linear dependence is as follows

- For representation \(Q = [3]\)
  \[
  \mu_{[3],6k+2} = 4.02k - 1.47 \\
  \sigma_{[3],6k+2} = 1.62k + 0.36
  \]

- For representation \(Q = [2, 1]\)
  \[
  \mu_{[2, 1],6k+2} = 4.02k - 2.03 \\
  \sigma_{[2, 1],6k+2} = 1.62k + 0.16
  \]

- For representation \(Q = [1, 1, 1]\)
  \[
  \mu_{[1, 1, 1],6k+2} = 4.02k - 2.78 \\
  \sigma_{[1, 1, 1],6k+2} = 1.62k - 0.22
  \]

Similarly, for the representations at the fourth level the straight lines are:

- For representation \(Q = [4]\)
  \[
  \mu_{[4],8k+3} = 7.15k - 1.27 \\
  \sigma_{[4],8k+3} = 2.87k + 0.74
  \]

- For representation \(Q = [3, 1]\)
  \[
  \mu_{[3, 1],8k+3} = 7.15k - 2.22 \\
  \sigma_{[3, 1],8k+3} = 2.87k + 0.42
  \]
• For representation $Q = [2,2]$
  \[ \mu_{[2,2],8k+3} = 7.15k - 1.85 \]
  \[ \sigma^2_{[2,2],8k+3} = 2.87k + 0.57 \]

• For representation $Q = [2,1,1]$
  \[ \mu_{[2,1,1],8k+3} = 7.15k - 2.74 \]
  \[ \sigma^2_{[2,1,1],8k+3} = 2.87k + 0.20 \]

• For representation $Q = [1,1,1,1]$\[ \mu_{[1,1,1,1],8k+3} = 7.15k - 3.88 \]
  \[ \sigma^2_{[1,1,1,1],8k+3} = 2.87k + 0.36 \]

One can see that the slopes of the straight lines depend only on the level of the representation, in variance with the constant shifts. For illustrative purposes, we demonstrate the corresponding plots in Fig.12 for $\mu_{[4],8k+3}$ and $\sigma^2_{[4],8k+3}$.

Figure 12: The plots of parameters $\mu$ (the left figure) and $\sigma^2$ (the right figure) for the series of torus knots $T[2,2k+1]$ as a function of $k$. Plotted are $\mu_{[4],8k+3}$ and $\sigma^2_{[4],8k+3}$.

Similarly, linear is the dependence on the knot for the 3-strand torus knots: for the series $T[3,3k+1]$ the linear dependence is

\[
\begin{align*}
\mu_{[3],18k+9} &= 12.07k - 1.89, \\
\mu_{[2,1],18k+9} &= 12.07k - 2.46, \\
\mu_{[1,1,1],18k+9} &= 12.07k - 3.23, \\
\mu_{[4],24k+12} &= 21.46k - 1.36, \\
\mu_{[3,1],24k+12} &= 21.46k - 2.01, \\
\mu_{[2,2],24k+12} &= 21.46k - 2.37, \\
\mu_{[2,1,1],24k+12} &= 21.46k - 2.90, \\
\mu_{[1,1,1,1],24k+12} &= 21.46k - 4.05, \\
\sigma_{[3],18k+9} &= 4.84k + 0.59, \\
\sigma_{[2,1],18k+9} &= 4.84k + 0.40, \\
\sigma_{[1,1,1],18k+9} &= 4.84k + 0.05, \\
\sigma_{[4],24k+12} &= 8.60k + 1.17, \\
\sigma_{[3,1],24k+12} &= 8.60k + 1.00, \\
\sigma_{[2,2],24k+12} &= 8.60k + 0.85, \\
\sigma_{[2,1,1],24k+12} &= 8.60k + 0.64, \\
\sigma_{[1,1,1,1],24k+12} &= 8.60k + 0.09
\end{align*}
\]

(55)

One can again see that the slopes of the straight lines do not depend on the representations (only on its level), and only the shifts do. Moreover, the ratios of slopes at the levels 3 and 4, both for the average and for the dispersion, are equal to the same figure 0.56 for the both series of knots.

Thus, one can parametrize the average and the dispersion for the representations of level $p$ as

\[
\begin{align*}
\mu^{(m)}_p &= \alpha^{(m)}_p \cdot k + \gamma^{(Q),m,p}, \\
\left(\sigma^{(m)}_p\right)^2 &= \beta^{(m)}_p \cdot k + \gamma^{(Q),m,p}
\end{align*}
\]

(56)

In fact, this kind of behaviour is looking quite universal: we can consider other series of the knots with a growing braid, and the result will be the same. Let us consider two more examples: the example of the twist knots, where the braid is antiparallel \[ \boxed{28} \], and the 3-strand braids of the form \{1,1,1,\ldots,1,1,2,1,2,1\} and \{1,1,1,\ldots,1,1,-2,-1,-2,-1\}, where the braids are parallel \[ \boxed{28} \]. In the first case, the parameters are:

\[
\alpha_2^{tw} = 0.89, \quad \beta_2^{tw} = 0.36, \quad \alpha_3^{tw} = 2.68, \quad \beta_3^{tw} = 1.08
\]

(57)
while, in the second case, they coincide with the 2-strand torus case. Hence, we come to the conclusion that the parameters $\alpha_p(m)$, $\beta_p(m)$ depend only on the type of the increasing braid and conjecture their dependence of the form

$$\alpha_p(m) \sim m(m-1)p^2, \quad \beta_p(m) \sim m(m-1)p^2$$

for the parallel braid and

$$\alpha_p^{tw} \sim p(p-1), \quad \beta_p^{tw} \sim p(p-1)$$

for the antiparallel one. In order to check (58), we checked it for the 3-strand torus knots series $T[3, 3k+1]$ at the level 5 and realize that $\alpha_5^{(3)} = 33.53$ and $\beta_5^{(3)} = 13.43$, in full accordance with (58). In section 4.5 we give some theoretical arguments in favor of these formulas.

4 Abundance and origins of Gaussian curves

A natural question is how frequent are Gaussian distributions of coefficients, is it really an exotics among "realistic" large polynomials with positive coefficients? A suspicion can be that the Gaussian curve can be a good approximation for nearly any function near its maximum, and thus can seem to be a very general phenomenon. However, we are interested in the coefficients, not the function itself. In other words, what should have a sharp maximum, is a kind of a Fourier transform of the original function. Thus, what one can expect from the coefficients?

4.1 The role of polynomiality

On one hand, if the function is of a general type, it is bounded and has bounded derivatives, a typical example is something like $\sin x$. Then, by the Maclaurin formula, the coefficients are derivatives divided by factorials, i.e. typically they are small rather than large.

On another hand, if we, say, take a monomial $x^M$, i.e. a function just with a single non-vanishing coefficient, and then merely shift the argument, $x \rightarrow x+1$, the new function $(x+1)^M$ has binomially distributed coefficients with a sharp maximum at large $M$, and this also looks quite typical. The difference with the previous argument is that the $k$-the derivative is $\sim M^k x^{M-k}$. This is in fact very big for any non-vanishing $x$ (for $x \gg M^{-1}$, to be precise).

A possible resolution of the seeming contradiction between these two expectations is that the peaked coefficient distribution is a property of polynomials, for random polynomial of high degree the coefficients are typically large: even if they were not such for some particular ("initial") choice of $x$, they will get such after any shift of $x$.

If this new expectation is true, it looks like the question for polynomials should probably be inverted: how at all can it happen that a polynomial has high degree and moderate coefficients? At the same time, if for some choice of $x$ the coefficients were moderate, for the shifted $x$ they get binomially peaked and typically there will be one dominating peak, simply because different binomial terms have exponentially different heights, and just one will easily exceed all the others.

Thus, we are led to a conclusion that the Gaussianity of the LMOV numbers can be a natural corollary of just the polynomiality of the original HOMFLY invariant and so is $f_R$, and miraculous is just the opposite: that there is a peculiar variable $q$ in which they are polynomials with moderate coefficients. This last fact is easily understood for "regular" (well structured) knots, where polynomials in $q$ get high degree as a result of evolution along various braid lengths which basically contribute just a high power of $q$ without any non-trivial coefficient. To search for HOMFLY and $f_R$ with large coefficients one should look at very knotted (unstructured) knots which are realized as a closed braid with roughly the same large number of strands as the number of intersections, and not regular (like twist knots).

Still, even in this case one expects that increase in the representation $R$ would restore "the regularity" and simplicity of the HOMFLY polynomial in the variable $q$, and, thus, the Gaussianity of coefficient distributions in the variable $z$ occur at large enough $R$.

We will now provide some more technical illustrations to above arguments with the very simple example: quantum numbers, which, in a certain sense, can be considered as good models of characters in general and particularly of knot polynomials (which are also characters, though of huge loop algebras). This kind of language can also be useful to study the deviations from Gaussianity, which, according to our general reasoning should also be Gaussian: after subtraction of the main peak the sub-leading should start dominating and so on. We illustrate this by an example of difference between mutant knots, which is conceptually related to correction issue, while technically, to the quantum numbers.
4.2 A toy example: quantum numbers

First of all, a quantum number is a sharply-peaked function on the unit circle

\[ [M] \equiv \frac{q^M - q^{-M}}{q - q^{-1}} = q^{e^{i\phi}} \sin(M\phi) \sin\phi \]

(60)

This is because \([M]\) is a sum \(\sum_{l=-M}^{M} q^{2l-1}\) with unit coefficients, i.e. almost a Fourier transform of unity, which would be an infinitely-peaked \(\delta\)-function. Thus, it is clear that, in the variable \(\phi\), we should get a nearly Gaussian distribution. But what does it have to do with \((1 + z^2)^M = (1 - 4\sin^2\phi)^M\)?

The quantum number \([M]\) can be rewritten as a polynomial in \(z\) for any odd \(M = 2K + 1\):

\[ [M] = [2K + 1] = (2K + 1) \sum_{k=0}^{\infty} \frac{z^{2k}}{(2k + 1)!} \cdot \frac{(K + k)!}{(K - k)!} = \sum_{k=0}^{\infty} n_k z^{2k} \]

(61)

with \(z = q - q^{-1}\). The coefficient \(n_k\) in front of \(z^{2k}\) is a deformed binomial distribution with the average

\[ \mu = \frac{1}{2} \left[ \frac{M}{\sqrt{5}} \cdot q^M q^{-M} - 1 \right], \quad q_\ast = \frac{\sqrt{5} + 1}{2}, \quad z_\ast = 1 \]

(62)

It has the Gaussian form at large \(K\)

\[ n_k = \frac{2K + 1}{(2k + 1)!} \cdot \frac{(K + k)!}{(K - k)!} \sim I_K \exp \left[ -\frac{5\sqrt{5}}{4K} \left( k - K \right)^2 \right] \]

(63)

with

\[ \sigma = \sqrt{\frac{2K}{5\sqrt{5}}}, \quad \mu = \frac{K}{\sqrt{5}}, \quad I_K = \frac{1}{\sqrt{K}} \left( \frac{\sqrt{5} + 1}{\sqrt{5} - 1} \right)^K \]

(64)

4.3 More examples: ratios of quantum numbers

One can observe a similar behaviour not only for the quantum numbers, but also for their ratios that are still polynomials in \(q\) and can be expanded into series in \(z\). Consider two examples.

Numbers of the form \(\left[ \frac{4K}{2K} \right]\)

Similarly to the previous subsection, one can perform these ratios of quantum numbers as sums of the deformed binomial distribution of the form

\[ \frac{[4K]}{[2K]} = 2N \sum_{k=0}^{K} \frac{(2K - k - 1)!}{(2K - 2k)！} \cdot z^{2K - 2k} = 2K \cdot \sum_{k=0}^{K} C_{K+k}^{2k} \cdot \frac{z^{2k}}{K + k} = \sum_{k=0}^{K} \frac{z^{2k}}{(2k)!} \cdot \frac{(K + k)!}{(K - k)!} \cdot \frac{2K}{K + k} \]

(65)

This distribution is much similar to \([61]\) and, in the limit of large \(K\), has the average \(\mu = K/\sqrt{5}\) and approaches to the Gaussian distribution \([69]\) with the same parameters \([64]\).

Numbers of the form \(\left[ \frac{2(2K + 1)}{2(2K + 1)} \right]\)

Yet another example is given by the ratios of the form \(\left[ \frac{2(2K + 1)}{2(2K + 1)} \right]\), which also can be treated in the same way: these numbers are expanded into sums of the deformed binomial distribution of the form

\[ \frac{[2(2K + 1)]}{[2(2K + 1)]} = \sum_{k=0}^{K} \frac{(2K - k)!}{(2K - 2k)!} \cdot z^{2K - 2k} = \sum_{k=0}^{K} C_{K+k}^{2k} \cdot z^{2k} = \sum_{k=0}^{K} \frac{z^{2k}}{(2k)!} \cdot \frac{(K + k)!}{(K - k)!} \]

(66)

\[ = \sum_{l=0}^{K} \left( \begin{array}{l} 2K + 1 \nonumber \end{array} \right) \cdot z^{2l} = \sum_{l=0}^{K} \sum_{k=0}^{l} \left( \begin{array}{l} 2K + 1 \nonumber \end{array} \right) \left( \begin{array}{c} K - l \nonumber \end{array} \right) \left( \begin{array}{c} K - l \nonumber \end{array} \right) \left( z^2 \right)^k \]

\[ = \sum_{l=0}^{K} \left( \begin{array}{c} 2K + 1 \nonumber \end{array} \right) \left( \begin{array}{c} K - l \nonumber \end{array} \right) \]

and to use the identity

\[ \sum_{l=0}^{K} \left( \begin{array}{c} 2K + 1 \nonumber \end{array} \right) \left( \begin{array}{c} K - l \nonumber \end{array} \right) = \frac{4^{K}(2K + 1)(K + k)!}{(2k + 1)!} \]

(67)
This distribution is also very close to \(61\) and \(65\) thus, in the limit of large \(K\), it also has the average \(\mu = K/\sqrt{5}\) and approaches to the Gaussian distribution \(63\) with the same parameters \(64\).

Numbers of the form \(\frac{[2K]}{[2]}\). Similarly to the previous subsections, one can perform these ratios of quantum numbers as sums of the deformed binomial distribution of the form

\[
\frac{[2K]}{[2]} = \sum_{k=0}^{K} \frac{(K + k - 1)!}{(K - k)!(2k - 1)!} \cdot z^{2k} = \sum_{k=0}^{K} \frac{C_{2k-1}^{2k-1}}{K+k} \cdot z^{2k} = \sum_{k=0}^{K} \frac{2k!}{(2k)!(K-k)!} \cdot \frac{2k}{K+k} \quad (67)
\]

This distribution is much similar to \(61\) and, in the limit of large \(K\), has the average \(\mu = K/\sqrt{5}\) and approaches to the Gaussian distribution \(63\) with the same parameters \(64\).

4.4 Gaussianity of mutant difference

Amusing example directly follows from the previous one and the result of \([13, 33]\) for mutant knots. The difference between the two mutants is also Gaussian distributed (!). This is simply because this difference is made from the ratios of quantum numbers, at least in the simplest case, where it is already calculated:

1. \(H_{[2,1]}^{11a19} - H_{[2,1]}^{11a25} = A^{-7} \cdot f(A, q) \cdot \frac{[14]}{[2][7]} \cdot n\)
2. \(H_{[2,1]}^{11a24} - H_{[2,1]}^{11a26} = A^{-1} \cdot f(A, q) \cdot \frac{[14]}{[2][7]} \cdot n\)
3. \(H_{[2,1]}^{11a44} - H_{[2,1]}^{11a47} = A \cdot f(A, q) \cdot \frac{[8]}{[7]} \cdot n\)
4. \(H_{[2,1]}^{11a57} - H_{[2,1]}^{11a231} = A^{-5} \cdot f(A, q) \cdot \frac{[8]}{[2]} \cdot n\)
5. \(H_{[2,1]}^{11a251} - H_{[2,1]}^{11a253} = A^{-1} \cdot f(A, q) \cdot \frac{[14]}{[2][7]} \cdot n\)
6. \(H_{[2,1]}^{11a252} - H_{[2,1]}^{11a254} = A^{-5} \cdot f(A, q) \cdot \frac{[14]}{[2][7]} \cdot n\)
7. \(H_{[2,1]}^{11a34} - H_{[2,1]}^{11a42} = A^{3} \cdot f(A, q) \cdot \frac{[14]}{[2][7]} \cdot n\)
8. \(H_{[2,1]}^{11a35} - H_{[2,1]}^{11a43} = A^{19} \cdot f(A, q) \cdot n\)
9. \(H_{[2,1]}^{11a36} - H_{[2,1]}^{11a44} = A^{-9} \cdot f(A, q) \cdot n\)
10. \(H_{[2,1]}^{11a39} - H_{[2,1]}^{11a45} = A^{-3} \cdot f(A, q) \cdot \frac{[14]}{[2][7]} \cdot n\)
11. \(H_{[2,1]}^{11a40} - H_{[2,1]}^{11a46} = A^{13} \cdot f(A, q) \cdot n\)
12. \(H_{[2,1]}^{11a41} - H_{[2,1]}^{11a47} = A^{-15} \cdot f(A, q) \cdot n\)
13. \(H_{[2,1]}^{11a71} - H_{[2,1]}^{11a75} = A^{13} \cdot f(A, q) \cdot \frac{[7][8]}{[14]} \cdot n\)
14. \(H_{[2,1]}^{11a73} - H_{[2,1]}^{11a74} = A^{-3} \cdot f(A, q) \cdot \frac{[8]}{[2]} \cdot n\)
15. \(H_{[2,1]}^{11a76} - H_{[2,1]}^{11a78} = A^{-15} \cdot f(A, q) \cdot \frac{[7][8]}{[14]} \cdot n\)
16. \(H_{[2,1]}^{11a151} - H_{[2,1]}^{11a152} = A^{-9} \cdot f(A, q) \cdot \frac{[14]}{[2][7]} \cdot n\)

where, for the sake of brevity, we introduced standard factors \(n := \frac{[3][14]}{[2][7]}\) and \(f(A, q) := (q - q^{-1})^{11} \cdot D_{3}D_{2}D_{0}D_{-2}D_{-3}\) with \(D_{n} = (Aq^{n} - A^{-1}q^{-n})/(q - q^{-1})\). These differences are all ratios of the quantum numbers of the types considered in the previous subsection, which is not surprising since the Young diagram \([2,1]\) does not change under transposition, i.e. these HOMFLY polynomials are invariant w.r.t. \(q \rightarrow -1/q\) and are expanded into \(z\).

Figure 13: The differences of LMOV numbers \(N_{[2,1]}^{11a41} - N_{[2,1]}^{11a47}\) as a function of genus for the mutant pair 11a41 and 11a47 (12th in the list \(68\)). The blue curve is the Gaussian curve \(3\) with parameters \(\mu = 4.90, \sigma = 1.58, \delta = 3.21 \cdot 10^{3}\), while the parameters of the binomial distribution are \(p = 0.493, n = 9.94\).

Now we calculate the difference of the LMOV numbers for a pair of mutants at the third level. This difference is tiny at the level of each knot itself (coefficients in the difference are much smaller than those in the full polynomials, see Fig.5), but it is well defined by itself and it is itself Gaussian, see Fig.13. In fact, since the
HOMFLY polynomials of the mutant pair at the first three levels differs only for the representation \([2, 1]\), the difference of the LMOV numbers can be read of directly from the difference \((68)\), and the distribution of the numbers is read off from formulas of the previous subsection.

### 4.5 Theoretical explanation and estimate: Gaussian parameters against knot

Also, we can now provide a simple qualitative explanation for the dependence of the Gaussian average in the series of knots empirically discovered and described in s.3.5 which, despite being very rough, turns out to be surprisingly accurate.

Consider the torus knot \(T[m, n]\). It can be realized by an \(m\)-strand closed braid with \(mn\) crossings. The HOMFLY polynomial in the representation \(R\) in this case is given by \(34\)

\[
H_R^{(T[m, n])} = \sum_{Q \in R^{\otimes m}} A^{-n(m-1)|R|} q^{mnC_2(R) - r m(C_2(Q) - C_R Q D_Q)}
\]  

(69)

where are \(C_R Q D_Q\’s\) are numerical coefficients (describing the \(m\)-plethysm of the Schur functions), \(D_Q(q, A = q^N)\) are the quantum dimensions of \(SU(N)\) and \(C_2(R) = \sum r_i(r_i - 2l(R) + 2i - 1)\) is value of the second Casimir operator on \(R\). The transition to the LMOV numbers mixes various representations \(R\) of the given level, and the dominant contribution comes from the maximal value of the exponent of \(q\) in \(69\), which is given by the symmetric representation \(R = [r]\) and the representation \(Q = [r, r, \ldots, r]\). This contribution is proportional to \(q^{n(m-1)|R|^2}/A^{n(m-1)|R|}\) and, by the \(q \to -1/q\) symmetry of the LMOV numbers, is restored to the ratio of quantum numbers

\[
\sim \frac{[n(m-1)|R|^2]}{[2]q}
\]  

(70)

which can be expressed through the variable \(z = q - q^{-1}\). As we saw in s.4.3, the coefficients \(67\) of \(z\)-expansion of \([K]/[2]\) are well described by the Gaussian distribution with the average \(\mu = \frac{K}{2\sqrt{5}}\) and the dispersion \(\sigma^2 = 2/5 \cdot \mu\).

Now we can explain the results of s.3.5. For instance, choosing \(n = mk + i, i = 1..m - 1\), we obtain for the linear in \(k\) parts of the average and the dispersion: \(\mu \sim \alpha \cdot k, \sigma^2 \sim \beta \cdot k\) with

\[
\alpha_{(R)}^{(m)} \approx \frac{m(m-1)|R|^2}{2\sqrt{5}}
\]  

(71)

\[
\beta_{(R)}^{(m)} \approx \frac{m(m-1)|R|^2}{5\sqrt{5}} \approx \frac{2}{5} \alpha_{(R)}^{(m)}
\]  

(72)

and these \(\alpha, \beta\) depend only in the size of representation \(R\). We observed this phenomenon in s.3.5 for the torus knots \(T[2, 2k + 1]\) and \(T[3, 3k + 1]\).

This formula gives a very good estimates of \(\alpha\’s\) and \(\beta\’s\, the \(\text{concrete table of } “\text{predictions}”\ (71) and (72) is:

| \(m\) \(|R|\) | 1 | 2 | 3 | 4 | 5 | 6 | ... |
|---|---|---|---|---|---|---|---|
| 2 | 0.45 | 1.79 | 4.02 | 7.16 | 11.2 | 16.1 |
| 3 | 1.34 | 5.37 | 12.07 | 21.47 | 33.54 | 48.30 |
| 4 | 2.68 | 10.73 | 24.15 | 42.93 | 67.08 | 96.60 |
| 5 | 4.47 | 17.89 | 40.25 | 71.55 | 111.8 | 161.0 |
| 6 | 6.71 | 26.83 | 60.37 | 107.3 | 167.7 | 241.5 |
| ... | ... | ... | ... | ... | ... | ... | ... |

| \(m\) \(|R|\) | 1 | 2 | 3 | 4 | 5 | 6 | ... |
|---|---|---|---|---|---|---|---|
| 2 | 0.18 | 0.72 | 1.61 | 2.86 | 4.47 | 6.44 |
| 3 | 0.54 | 2.15 | 4.83 | 8.59 | 13.42 | 19.32 |
| 4 | 1.07 | 4.29 | 9.66 | 17.17 | 26.83 | 38.64 |
| 5 | 1.79 | 7.16 | 16.10 | 28.62 | 44.72 | 64.40 |
| 6 | 2.68 | 10.73 | 24.15 | 42.93 | 67.08 | 96.60 |
| ... | ... | ... | ... | ... | ... | ... | ... |

These figures are completely supported by the experimental results from s.3.5. Note also that from (71) - (72) it follows that the ratios:

\[
\frac{\alpha_{(R+1)}^{(m)}}{\alpha_{(R)}^{(m)}} \approx \frac{\beta_{(R+1)}^{(m)}}{\beta_{(R)}^{(m)}} \approx \frac{|R|^2}{(|R| + 1)^2}
\]  

(74)

do not depend on \(m\), which was also observed in s.3.5.

At last, we can notice that the \(A\)-dependence in \(69\) is determined by the factor \(A^{-n(m-1)|R|}\). This perfectly agrees with the values of \(n\) when the \(I_Q, n\) is maximal in s.3.5 - they are described by the linear dependence on
the evolution parameter $k$, and the slope is given by $2|R|$ for the $T[2,2k+1]$ torus knots and by $6|R|$ for the $T[3,3k+1]$ torus knots.

Now note that this our torus knot consideration can be literally repeated for any parallel two-strand braid of the length $k$ at any knot (see [28, Eq.(78)]). Hence, the results observed in s.3.5 for the non-torus knot.

Another example considered in s.4.5 is the evolution along an antiparallel 2-strand braid as an example realized in the twist knots. Then, the only change in above formulas is in the $k$ of the length

and reproduces the parameters of the Gaussian distributions ($\mu$ around numerous cycles, then, it should be demonstrated that this cycle-counting provides the right numbers

pretation of the Gaussian distribution in these terms. This can get natural if there were independent windings

convincing explanation for all cases.

(i.e. to forbid adjacent numbers). This argument, however, is yet not established well enough to provide a

often allows one to convert knot polynomials into combinations of parametrical-separated quantum numbers

by increasing parameters like the representation size, the evolution parameter and the number of strands: this

numbers, the Gaussianity breaks down: one can play with the combinations like

$\sum_{i=0}^{s} c_i [2K - 2i + 1]$ with large $K$ and small $s = 2, 3, 4, 5$ to see that the Gaussianity of $z$-coefficients can be easily violated. The reason for this is a rather weak $K$-dependence of the "amplitude" $I_K$ in [64]: it is enough for $c_{i+1}/c_i$ to exceed $\sqrt{5 + 1}/\sqrt{5 - 1} = 2.62\ldots$ to make the next term dominating over the previous one. In the previous subsection, we demonstrated how this problem can be eliminated by picking up the contributions with a given power of $A$ and by increasing parameters like the representation size, the evolution parameter and the number of strands: this often allows one to convert knot polynomials into combinations of parametrical-separated quantum numbers (i.e. to forbid adjacent numbers). This argument, however, is yet not established well enough to provide a convincing explanation for all cases.

Third, the LMOV numbers count the holomorphic maps of Riemann surfaces, and needed is also an interpretation of the Gaussian distribution in these terms. This can get natural if there were independent windings around numerous cycles, then, it should be demonstrated that this cycle-counting provides the right numbers and reproduces the parameters of the Gaussian distributions ($\mu$, $\sigma$, $I$) for various knots.

Each of these directions can be further split in many smaller questions, which all deserve careful investigation. What is important, now we have enough experimental information and appropriate theoretical setting (statistical properties of quantum numbers after a Toda-like transform $q \to z$) to begin a real study of the LMOV numbers and the structure of knot related topological theories.

5 Conclusion

From analysis of a large variety of the LMOV integers provided by recent advance in the arborescent knot calculus [11-15], we made an "experimental" observation leading to the following

Conjecture: Absolute values of the LMOV numbers $N^K_{Q,g,n}$ for big enough representations $Q$ approach a Gaussian/binomial distribution in $g$ with just three $Q,n$-dependent parameters. A similar bell-like behaviour is observed for the distribution in $n$. 
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This Gaussian-like asymptotics is achieved faster (in $|Q|$) for "irregular" knots $K$, while for knots with regular sub-structures one can first (at small $Q$) obtain a superposition of several Gaussian bells. This observation opens a way to counting the true fundamental degrees of freedom in the knot/link-associated Gopakumar-Ooguri-Vafa topological theories, which can be a first step towards understanding of what they really are.

Conceptual significance of the emergence and observation of distributions in exactly-solvable Chern-Simons theory is still to be appreciated. We just mention that it reflects the general expectations in non-linear algebra, see [35]. It would be quite interesting to relate the Gaussianity of the LMOV distributions with the attempt [36] to statistically characterize the entire variety of colored HOMFLY-PT polynomials in terms of the algebro-geometric approach to Mandelbrot-set theory [37, 38]. Another option is to make one step further and look at the distribution of the three parameters of the Gaussian bell in the space of knots. An experience from [39] (in the case of Vassiliev invariants) demonstrates that such “landscape” distributions can exhibit new (next-level) mysterious structures. In ss.3.5 and 4.5 we demonstrated a possibility and power of this approach, its development is one of the obvious tasks for the future.

Technically, the Gaussian/binomial distributions in $z$-variable appear typical for quantum numbers and their ratios, and this is inherited by knot polynomials. However, the real meaning of this phenomenon and its QFT/stringy interpretation still needs to be understood much better. What we demonstrated in this text is that after the achievements of [11–15, 22, 31], the experimental data is now sufficient to check and develop any hypothesis one can make about the LMOV numbers, and this opens a way to full understanding of this intriguing branch of science, a key one for developing a quantitative approach to the AdS/CFT correspondence and other avatars of the open-close string duality.
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