Including Urban Heat Island in Bioclimatic Early-Design Phases: A Simplified Methodology and Sample Applications
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Abstract: Urban heat island and urban-driven climate variations are recognized issues and may considerably affect the local climatic potential of free-running technologies. Nevertheless, green design and bioclimatic early-design analyses are generally based on typical rural climate data, without including urban effects. This paper aims to define a simple approach to considering urban shapes and expected effects on local bioclimatic potential indicators to support early-design choices. Furthermore, the proposed approach is based on simplifying urban shapes to simplify analyses in early-design phases. The proposed approach was applied to a sample location (Turin, temperate climate) and five other climate conditions representative of Eurasian climates. The results show that the inclusion of the urban climate dimension considerably reduced rural HDD (heating degree-days) from 10% to 30% and increased CDD (cooling degree-days) from 70% to 95%. The results reveal the importance of including the urban climate dimension in early-design phases, such as building programming in which specific design actions are not yet defined, to support the correct definition of early-design bioclimatic analyses.
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1. Introduction

According to the UN’s World Urbanization Prospects (2018) [1], the proportion of the global population living in urban areas is higher than that of rural areas, with a ratio of 55% in 2018. This ratio is growing continuously; it was only 30% in 1950 and is expected to reach 68% by 2050. Similarly, several research studies have underlined the impact that large cities have on local climate and local environmental parameters. For example, Oke et al. analyzed the urban impact on physical parameters, including temperature, humidity, precipitations, airflows, thermal and radiative exchanges, considering the whole energy balance at a local scale [2]. Similarly, Beckers et al. focused on radiative exchanges and radiative balances in urban contexts, introducing complex physical and geometrical models [3]. Moreover, Erell et al. focused on analyzing outdoor thermal comfort and environmental issues connected to urban spaces [4].

Hence, the urban heat island (UHI) effect is a phenomenon that impacts local urban conditions more so than rural climates, which affects local temperature profiles, as mentioned by Oke [5]. UHI has a significant impact on cooling energy consumptions of buildings located in urban areas compared to rural ones, as suggested by Santamouris and colleagues [6,7]. Additionally, Dong et al. underlined the impact of UHI on physical discomfort in summer due to changes in environmental parameters [8].

These effects are more evident in large dense urban areas impacting their inhabitants. Cities, especially larger ones, are characterized by specific microclimate conditions compared to rural sites, as detailed by the work of Yang and Chen [9], which was based on differences in boundary conditions. Furthermore, in megacities, such as Beijing, it was demonstrated that, in 2015, a main heat island effect occupied more than 79.85% of the total urban area, and this percentage was continuously expanding, such as recently
by UN [10]. According to the UN definition, there are 33 megacities globally, i.e., cities exceeding 10 million inhabitants, while another 10 are expected to become megacities by 2030 [11]. As the majority of humans live in an urban environment, the study of urban microclimate constitutes an essential challenge for guaranteeing the comfort of city inhabitants; the management and mitigation of climatic risks, especially at the urban level (e.g., urban heat islands); the reduction in energy needs by the building stock, including the urban-driven effects on buildings and outdoor open spaces. A need to consider urban effects in local climate is hence important for correctly defining bioclimatic choices.

Several studies have tried to investigate the correlation between urban morphology and UHI [12–15]. Jin et al. selected three urban morphological parameters to create a multilinear regression model to predict air temperature in Singapore [12]. In other research, specific parameters have been examined and proposed, e.g., the capacity and building-scale energy indicator suggested by Grifoni et al. [13], or building material properties and green infrastructure, such as those included in the analyses by Palme et al. [14,15]. These studies proved that urban morphologies—synthesized by averaged morphological parameters at urban or large district scales—have a high impact on simulated building performance. However, the urban effect considered in these studies was discussed concerning detailed buildings and advanced design stages. Detailed building models are designed to support simulations without focusing on the early-design phases, such as building programming in which early-bioclimatic analyses and choices are defined. It is, nevertheless, underlined that, in bioclimatic design approaches, early-design analyses based on local climate evaluations are an essential step for supporting appropriate design choices and improving further design stage climate performances [16,17].

Other researchers have developed abstract models to represent the real urban context for climate simulation, considering the UHI impact at the local climate scale rather than at the sub-site level [18,19]. Salvati et al. and Morganti et al. used normalized models to represent different urban textures to analyze potential relationships between urban morphological indicators with respect to building energy demands and solar availability [18,19]. The simplified urban models adopted in these studies were based on abstractions of the existing urban fabric and were further coupled with detailed simulations on specific buildings. Focusing on urban forms and their climate impact, archetypal build forms can be used to simplify and resemble actual complex urban environments and analyze the environmental performance of different urban morphologies. Ratti et al. studied the environmental variables of three different urban forms in a hot-arid climatic context. The urban forms were from traditional Arab courtyards and two potential modern urban variations; the results showed that courtyard configuration affected their performance in the specific climatic context [20].

Similarly, basic principles of energy and comfort performances in an urban environment have been proposed by several researchers; for example, Erell et al. discussed the principle of integration climate analysis in the urban planning process, underlining the large impact of changes in climate conditions at urban sites compared to rural ones [4]. The same research group correlated simple city-block diagrams—both simulated and modeled at a real site—to analyze the impact of bioclimatic strategies on outdoor urban contexts [21]. Similar simplified block-city models have been used to support several analyses in high-density cities considering thermal comfort, ventilation, and daylight, which are recognized as essential issues to be considered in sustainable city development at all design stages—for example, the design approach for high-density cities reported by Ng [22]. The pre-assessment of urban simplified block-city morphologies has been recognized as a useful tool in bioclimatic early-design stages. In particular, Chokhachian et al. suggested a generative approach to identify performative urban design solutions that give design suggestions on urban forms for determining urban densities to achieve higher performance in terms of UHI, solar access, and daylight [23]. Lima et al. analyzed the thermal loads between two architectural configurations of an office building in different environmental settings in a hot and humid climate [24].
Additionally, Salvati et al. explored the building energy demand in a Mediterranean climate with different urban compactness and showed that the compact urban textures with a site coverage ratio above 0.5 are more energy efficient on an annual basis [18]. Other studies have introduced models, tools, and approaches with different levels of complexity to define the urban impact on climate files. Beğüm Sakar and Olgu Çalışkan introduced parametric modeling of three typological urban form variations based on a transposition to cuboid forms of real urban fabrics; they adopted a Grasshopper and a simplified internal sky-view factor calculator to support correlations with UHI magnitude defined with the simple expression proposed by Oke [25]. Differently, the paper of Palme et al. supported the definition of a simplified methodology to downscale the urban climate to include UHI impacts at the building simulation level—detailed building design stage by adopting Urban Weather Generator (UWG) and TRNSYS simulations [26]. A consistent update of this approach was proposed by Salvati et al., defining a methodology to include the impact of UHI on detailed dynamic building simulations, considering the effects of urban morphologies on temperature, relative humidity, radiation exchanges, and wind velocities in urban canyons [27]. Both studies underline that it is important to use UHI-morphed weather files to correctly define advanced energy simulations of buildings at advanced design stages in urban contexts.

Although more studies are needed to underline the impacts of urban archetypal forms on local climate conditions defining simplified methodologies can be applied since early-design phases, including the urban-heat-island dimension in green and sustainable design from building programming. Building programming is the early-design phase in which it is possible to influence more building design processes at a lower cost. In this first early-design step, the specific building shape is not yet fully defined, allowing for high flexibility and the possibility of impacting the project definition when cumulative costs are limited, such as defined in several works on design instrument and approach maturity, e.g., BIM (Building Information Modelling) and green-design methodologies [28–32]. The possibility of including the UHI phenomenon in the local climate to support more coherent early-bioclimatic analyses is very important; even if simple methods, tools, and parameters are considered, it is not possible at this design stage to develop detailed building simulations. This paper aims to introduce a simple approach to connecting urban archetypal forms with bioclimatic KPIs (Key Performance Indicators), including urban shape influences on typical climatic conditions to support early-design phases.

**Paper’s Objectives and Structure**

The proposed paper introduces a simple methodology to consider the general impact of urban morphologies and urban heat islands (UHIs) on typical climate conditions to support early-design bioclimatic choices. The main objective considered was as follows:

- To introduce and describe an early-design methodology compatible with performance-driven design approaches [33–36], considering urban morphologies and connected impacts on local UHI phenomena to support bioclimatic early-design analyses.

Furthermore, the following specific objectives were also pursued:

- To underline the importance in considering, from early-design phases, the urban dimension in local typical weather conditions during climate analyses due to the high impact of urban morphologies with respect to rural sites via sample case studies;
- To analyze the influence of urban morphed climate on early-design bioclimatic key performance indicators (KPIs), i.e., local heating and cooling degree days/hours (HDD/H, CDD/H), bioclimatic comfort hour calculations using bioclimatic charts, solar analyses (the number of sun-exposed hours), and the local climatic potential of low-energy cooling techniques, adopting sample case studies;
- To compare urban morphological effects on six sample locations characterized by different climatic conditions.

Section 1 is devoted to the paper introduction (state of the art and objectives). The rest of the paper is as follows: Section 2 contains the methodology, which introduces
and details the proposed methodology for defining UHI impacts on local climate due to urban morphologies, including the description of adopted KPIs; Section 3 contains the results, from applying the given methodology to a sample case study (Turin, Italy—Cfa climate zone) in order to verify the impact of UHI on adopted KPIs and illustrate a sample application of the methodology; Section 4 contains a discussion of the ability of the assumed urban spatial configuration models to represent real urban spatial configurations when input data are defined for climate morphing, and comparing the impact of UHI on a set of different locations characterized by representative climatic conditions in EurAsian areas to demonstrate that the methodology may be applied in different contexts and that results are local-specific. Section 4 also includes a discussion of the main limitations of this study. Finally, Section 5 reports the paper’s conclusions.

2. Methodology

The adopted methodology can be subdivided into the following list of processes: i: the definition of urban morphological data (Section 2.1); ii: the calculation of UHI impact on local air temperature and humidity (Section 2.2) by morphing typical meteorological year (TMY) databases; iii: the calculation of early-design climatic KPIs assessing the urban-morphological impact on energy-climate indicators (Section 2.3) and the applicability potential of different bioclimatic and low-energy technologies (Section 2.4). Finally, the description of the chosen set of climate case studies is introduced Section 2.5).

2.1. Urban Morphological Data

This paper aims to introduce a simple methodology able to be adopted in the early-design phases by architects for supporting green design choices (e.g., bioclimatic ones, such as defined in historic [16,37] and recent publications [17]) before the detailed definition of a building and a fully defined model for advanced simulations. A simplified approach was developed to consider the effects of different urban compound shapes on local bioclimatic potential analyses. Urban shapes were approached adopting representative configurations able to translate real spaces into archetype forms, in line with previous studies of other authors, as mentioned in Section 1.

A set of four representative urban spatial configurations (district scale) (Figure 1) were adapted from the literature of urban morphologies, with special regard to the typological shapes introduced by Ratti et al. [20]. The four forms were derived in this study to represent real building compounds at a climate-influencing scale and were translated into the GrasshopperTM graphical algorithm able to generate a family of geometries for each form to variation domains. The four chosen urban morphologies represented: (i) a series of single block units located at the center of each plot; (ii) a series of linear buildings; (iii) a set of courtyard buildings; (iv) a series of buildings with four internal courtyards divided by two crossed inter-buildings. Figure 2 compares the chosen morphological types with potential real urban elements by elaborating aerial images. Figure 2 is purely representative to represent the potential relation between Ratti’s forms and potential original urban elements. Table 1 reports the variation parameters defined for each urban morphological family. An alphanumeric code is developed to refer to each case (Table 1).

As the adopted urban morphologies are an abstraction of representative existing urban tissues, in Section 4.1, we performed a comparison between the more complex abstracted urban morphology with real 3D-represented urban elements in four areas to verify the ability of the adopted geometrical morphologies to be adapted to real geometrical backgrounds and were able to abstract them for early-design purposes. Simplified morphological shapes were considered to input the adopted tool to morph rural to urban climate conditions to perform this task and support urban climate considerations from the early-design phase. The analysis performed in Section 4.1 was based on well-known statistical indicators and compared urban climate morphing results when real and simplified shapes were adopted. The used indicators are the mean squared error (MSE), root mean squared error (RMSE), the mean absolute error (MAE), the mean absolute percentage error (MAPE), and the coef-
ficient of determination ($R^2$). They were calculated in line with well-known expressions, such as those used in the formulas reported in other studies [38,39].

Figure 1. The four chosen representative urban spatial configurations (re-elaborated from [40]).

Figure 2. Aerial image of the real urban elements. From left to right: Oslo suburban area; Singapore Ang Mo Kio residential area; Oslo Majorstuen downtown area; Torino historical city center.

Table 1. Morphological parameters for each urban morphological family.

| Morphological Type | Plot Top View | Coverage | Canyon Width (m) | Building Size X (m) | w/x | Building Height (m) | w/h |
|--------------------|--------------|----------|------------------|---------------------|-----|---------------------|-----|
| Case 1             |              | 25%      | 50               | 50                  | 1   | 6                   | 8.33|
|                    |              | 50%      | 29.3             | 70.7                | 0.41| 15                  | 3.33|
|                    |              | 75%      | 13.4             | 86.6                | 0.15| 15                  | 0.89|
|                    |              | 25%      | 75               | 25                  | 3   | 15                  | 2.5 |
|                    |              | 50%      | 50               | 50                  | 1   | 30                  | 1.67|
|                    |              | 75%      | 25               | 75                  | 0.33| 15                  | 4.17|
| Case 2             |              | 50%      | 50               | 50                  | 1   | 30                  | 1.67|
|                    |              | 75%      | 25               | 75                  | 0.33| 15                  | 0.83|
Table 1. Cont.

| Morphological Type | Plot Top View | Coverage | Canyon Width (m) | Building Size X (m) | w/x | Building Height (m) | w/h |
|--------------------|---------------|----------|------------------|---------------------|-----|---------------------|-----|
| Case 3             |               | 25%      | 37.5             | 25                  | 1.5 | 6                   | 6.25|
|                    |               | 50%      | 25               | 50                  | 0.5 | 15                  | 1.67|
|                    |               | 75%      | 12.5             | 75                  | 0.17| 15                  | 0.83|
|                    |               | 25%      | 27.83            | /                   | /   | 15                  | 1.86|
| Case 4             |               | 50%      | 19.32            | /                   | /   | 15                  | 0.93|
|                    |               | 75%      | 11.61            | /                   | /   | 15                  | 0.78|

1 In case 3 and case 4, canyon width is the average value of canyon width and courtyard width.

2.2. UHI—Temperature and Humidity

In order to include the virtual effect (the word “virtual” means that the proposed approach refers to design stages and not to operational ones, that are conceived especially during early-design phases) of different geometrical configurations—see Section 2.1—on local climate conditions, the Urban Weather Generator (UWG) tool [41], developed by the Urban Microclimate group at MIT, was adopted. UWG is becoming a consolidated tool for supporting UHI analyses, such as underlined by numerous research papers. For example, Bueno et al. used UWG to calculate air temperatures in urban canyons and studied the UHI effect on energy uses [42,43]; Bueno also illustrated that the UWG model could consider site-specific weather conditions [44,45]. Furthermore, UWG results were validated over experimental data by both of the authors of the software [42] and by independent research teams [46,47]. This tool can morph the TMY (Typical Meteorological Year) of a rural location into an urban TMY acting on dry-bulb temperature values and humidity ones, i.e., RH%, on the base of given parameters describing the urban considered area. UWG is released under GNU general public license and is the sole GNU tool known by the authors allowing for this type of morphing.

For this paper, which focused on early-design stages, a specific list of inputs to support UWG calculations was defined (Table 2)—see also input and system parameters mentioned in other publications, e.g., [48].
Table 2. Input and system parameters used in the performed UWG morphing processes.

| Category                     | UWG Input Parameter                  | Value     | Unit     |
|------------------------------|--------------------------------------|-----------|----------|
| Pavement Parameters          | Road Albedo                          | 0.1       | -        |
|                              | Pavement Thickness                   | 0.5       | m        |
|                              | Thermal conductivity                 | 1         | W/(m·K)  |
|                              | Volumetric heat capacity             | 1,600,000 | J/m³·K   |
| Vegetation Parameters        | Veg Start Month                      | 3         | -        |
|                              | Veg End Month                        | 10        | -        |
|                              | Vegetation Albedo                    | 0.25      | -        |
|                              | Latent Fraction of Grass             | 0.5 (winter) | -    |
|                              | Latent Fraction of Tree              | 0.3 (summer) | -    |
|                              | Latent Fraction of Tree              | 0.5 (winter) | -    |
| Boundary-Layer               | Urban Boundary Layer Height—Day      | 1000      | m        |
|                              | Urban Boundary Layer Height—Night    | 50        | m        |
|                              | Inversion Height                     | 150       | m        |
|                              | Circulation Coefficient              | 1.2       | -        |
|                              | UCM–UBL Exchange Coefficient         | 0.3       | -        |
| Reference EPW Parameters     | Rural average obstacle height        | 0.1       | m        |
|                              | Rural road vegetation coverage       | 0.9       | -        |
|                              | RSM temperature reference height     | 2.6       | m        |
|                              | RSM wind reference height            | 10        | m        |

UWG: Urban weather generator.

Considering the seasonal variation in the Vegetation Parameters index, two TMYs were produced, one for each seasonal case, and after merging into a sole *.epw file by extracting from both the required data thanks to the development of a new devoted python component in Grasshopper. This component automatically generates a final TMY to be further elaborated for calculating bioclimatic and energy KPIs.

The obtained urban morphed TMY (*.epw) was sufficient to define the majority of early-design bioclimatic indicators; nevertheless, some limitations need to be mentioned. Firstly, it did not include urban wind effects, preventing consideration of the impact on bioclimatic technologies based on wind parameters, even if early studies, such as case studies by Salvati et al. [27], were devoted to defining a specific methodology to overcome this limitation. Nevertheless, the assumed early-design indicators—see further sub-sections—do not include specific wind-correlated aspects, although we are considering expanding on this in a future study. Furthermore, the potential influence on solar radiation of higher densities of pollutants and particles in urban environments is not considered for this study. A bioclimatic indicator assuming the different impact on direct solar radiation access due to density variations between urban and rural contents were included in the analysis (see Section 2.4) even if specific solar access studies also need to be performed in advanced design stages, including more detailed modeling of the specific building and single surrounding obstacles.

2.3. Energy-Climatic KPI

Considering the climatic nature of this study and referring to early-design purposes, the well-known degree-day/hour cumulative index was used to associate local typical hourly weather conditions with expected building energy needs. The heating degree-hour index (HDH) was calculated in line with related standards, i.e., UNI EN ISO 15297-6:2008, and based on the cumulative hourly positive differences between the reference balance setpoint temperature, assumed to be the value below which heating is needed to maintain comfort temperature conditions in a building, and the environmental temperature—see Equation (1):

\[
HDH = \sum_{h=1}^{8760} \left( \begin{array}{ll}
\theta_e < \theta_{b,h} & \Rightarrow \theta_{b,h} - \theta_e \\
\theta_e \geq \theta_{b,h} & \Rightarrow 0
\end{array} \right)
\] (1)
where \( n \) is the hour of the year, \( \vartheta_e \) is the environmental temperature given by the hourly-defined TMY, and \( \vartheta_{b,h} \) is the heating base set temperature. Only positive values were assumed.

Similarly, the cooling degree–hour index (CDH) was calculated in line with Equation (2).

\[
\text{CDH} = \sum_{n=1}^{8760} \left( \begin{array}{l}
\vartheta_e > \vartheta_{b,c} 
\Rightarrow \vartheta_e - \vartheta_{b,c} \\
\vartheta_e \leq \vartheta_{b,c} 
\Rightarrow 0
\end{array} \right)
\]  \hspace{1cm} (2)

where \( \vartheta_{b,c} \) is the cooling base set temperature. Only positive values were assumed.

The assumed winter base temperature was set to 18.3°C, in line with ASHRAE suggestions, and 22°C for the CDH, as suggested by the European Environment Agency (EEA) [49] and in other studies, such as Spinoni et al. [50,51]. Nevertheless, for summer, other base temperatures may be adopted considering different purposes, e.g., climate potential without building issues, i.e., 24°C, 25°C, or 26°C [52–54], or assuming a higher potential impact of thermal gains, i.e., 18.3°C [55]. In comparison, for winter, higher values may be adopted reporting the temperature to heat setpoint ones (e.g., 20°C [56]), or lower assuming higher impacts of internal gains or climate issues, e.g., 15°C [57,58].

These indicators are demonstrated to be linearly correlated with building energy needs for both heating and cooling and to define heating/cooling design loads by ISO and UNI standards [59,60]. Additionally, these indicators are adopted by several authors and studies. For example, Asimakopoulos and Santamouris introduced a simplified method to calculate building cooling loads basing on cooling degree hours [61]. These indices are also used, especially the heating-degree indicator HDD (heating degree-days), to classify national territories in climatic zones and defining minimal insulation levels and energy performance certification boundaries (such as the Italian DPR 412/93) and to make further improvements [56]. Similarly, this indicator is referred to in several recent IEA EBC Annex documents supporting early-design evaluations on bioclimatic technologies, such as ventilative cooling, for example, in Annex 62 [52] and the ongoing Annex 80 [62]. Additionally, Eurostat adopts these indices for climate severity. The same European Office defines HDD as “a weather-based technical index designed to describe the need for the heating energy requirements of building” and the CDD (cooling degree-days) as “a weather-based technical index designed to describe the need for the cooling (air-conditioning) requirements of buildings” [63].

In this study, HDH and CDH were calculated for the rural TMY and the urban morphed TMY\textsubscript{urb}, using the approach above. Rural TMYs were defined using METEONORM v7.1.11 [64], although they could also be derived from other databases such as Energy-Plus one [65] or national technical committee reports and standards [66], or by statistical elaborations on meteorological station data. A variation index (\%\text{HDH}_{\text{var}} and \%\text{CDH}_{\text{var}}) was hence defined in this paper by comparing the percentage variation between rural and urban cases, in line with other climate-variation studies [53,67]. Equation (3) shows the calculation expression \%\text{xDH}_{\text{var}} that is valid for both heating and cooling cases:

\[
\%\text{xDH}_{\text{var},b} = \frac{x\text{DH}_{\text{urb},b} - x\text{DH}_{\text{rural},b}}{x\text{DH}_{\text{rural},b}}
\]  \hspace{1cm} (3)

where \( b \) refers to the adopted calculation base set temperature, \( \text{urb} \) to the urban case, and \( \text{rural} \) to the existing TMY case, verified to be taken from a non-urban station.

2.4. Bioclimatic Technological Potential KPIs

This section introduces the adopted KPIs to analyze the UHI impact on the local climatic potential of different bioclimatic technologies, e.g., ventilative cooling. Different KPIs and connected tools and methods are reported in the literature to support early-design bioclimatic design choices. Focusing on ventilative cooling aspects, it is possible to refer to the recent reports of IEA EBC Annex 62 [68], introducing specific KPIs. Furthermore, other indicators supporting the climatic potential of low-energy cooling solutions in advanced-design steps are also reported, such as window-wall ratio [69], morphed cooling-degree-day [70],

Cooling Power (CP), and Seasonal Energy Efficiency Ratio (SEER) [71]. Furthermore, books on climatic and bioclimatic design aspects introduce a specific methodology for analyzing local climate conditions and supporting early-design technological choices, such as in the work of Watson and Labs [37], Givoni [72], and Olgyay et al. [16]. Similar approaches have also been underlined in recent work, e.g., connecting bioclimatic charts and building energy performance [73] and applying bioclimatic charts in different climates [74–76].

Nevertheless, even if the proposed approach may be adapted to other climatic KPIs, three different calculation approaches were assumed in this study to underline variations in early-design bioclimatic KPIs when urban morphologies were considered in respect to rural cases. The first calculation was based on the adoption of bioclimatic charts and aims at supporting early-design considerations; the second calculates the climatic ventilative cooling potential—a climate correlated KPI for early-design stages; while the third focuses on the number of hours of exposition to direct solar radiation detailing this KPI for building programming. Each of these approaches is detailed here below in a specific sub-section. Further studies are under development, including building dynamic simulations and adopting a larger set of indicators to analyze the urban impact in advanced design phases.

2.4.1. Bioclimatic Charts

The first early-design climate-analysis proposed in this paper is based on the well-known bioclimatic chart developed by Olgyay et al. [16], which is an early-design tool to analyze local climatic conditions and suggest a list of proper bioclimatic technologies and strategies, including evaporative cooling, ventilation for cooling, and the maximization of solar gains. In this specific bioclimatic chart, hourly environmental temperatures are plotted against relative humidity values. Other bioclimatic charts can be used for early-design purposes and do not include the effect of specific buildings or site-level single obstacles, working on local climatic conditions [16,37,72,77,78], and other bioclimatic chart calculation tools, e.g., Climate Consultant [77]. Bioclimatic charts report climatic comfort boundary limits, including the effects of different cooling and heating technologies on extending the basic comfort envelope to mitigate human discomfort. For example, evaporative systems may reduce the dry bulb temperature of an airflow near its wet bulb temperature and, consequently, if relative humidity is not excessively high, a discomfort condition into a comfort state [78,79]. Thanks to these charts, it is possible to define the number of hours in which thermal comfort is achieved without any equipment and the complementary number of discomfort hours. Furthermore, these charts define the number of hours in which a specific low-energy technology may turn discomfort into comfort, considering a specific climate. Such as already mentioned, these analyses refer to early-design purposes and do not include the specific effect of a building detailed configurations, aiming at suggestion-first design choices rather than validating or optimizing system dimensioning in advanced design steps. For the purpose of this paper, the original version of the Olgyay bioclimatic tool, which is available in the Grasshopper plug-in, Ladybug [80], was assumed. In particular, among the available bioclimatic strategies that may be evaluated with this tool, the following were assumed for this paper: the hours of comfort driven by passive solar heating, evaporative cooling, natural ventilation (ventilative cooling), and thermal mass plus night ventilation.

2.4.2. Climatic Ventilative Cooling Potential

The second climate analysis in this paper is a deeper analysis of the local climatic potential of one of the above-mentioned bioclimatic technologies. In particular, the ventilative cooling potential was assumed. This specific low-energy solution for space cooling is particularly important considering the continuous growth of space cooling energy needs for the built environment [81]. Here, ventilative cooling was defined by adopting the IEA EBC Annex 62 outcomes [52,68], considering the possibility of dissipating heat gains using air exchanges (naturally or fan-driven) by using environmental air as a heat sink. Different indicators are defined in the literature to identify the local climatic potential of ventilative
cooling techniques, including climate-based indicators—which are suitable for early-design studies and considerations—such as the residual cooling degree-day indices [82] or the dissipative natural-ventilation cooling potential [83], and building-based indicators, such as the ventilative cooling advantage [71], cooling requirement reduction [52,84], and the weighted discomfort temperature index [85].

For this study, we selected the CCPd (daily Climate Cooling Potential) [86], a climate-based indicator used to define the night-time ventilative cooling potential. This index also includes a simplified virtual building effect by varying the reference building internal temperature ($\theta_i$) on a 24 h cycle. Nevertheless, the CCPd indicator does not directly include airflow-specific issues. The KPI considers the cooling potential driven by air exchanges between internal and external air, based on hourly temperature differences using Equation (4) [68]:

\[
CCP_d = \sum_{h=h_i}^{t_f} m_{d,h} \left( \theta_i - \theta_{env} \right) \begin{cases} m_{d,h} = 1 & \iff \theta_i - \theta_{env} \geq \Delta \theta_{crit} \\ m_{d,h} = 0 & \iff \theta_i - \theta_{env} < \Delta \theta_{crit} \end{cases}
\]  

(4)

where $\theta_i - \theta_{env}$ is the difference between internal and external temperatures, $h$ is the hour of the day (0–24), $h_i$ and $h_f$ represents the daily interval in which night-ventilation potential is evaluated (e.g., from 19:00 to 07:00), and $\Delta \theta_{crit}$ is a threshold value of temperature difference (inside vs. environmental) below which ventilation is not effective. Furthermore, $m$ is the activation mode and depends on internal and external temperatures for the given hour and day of the year. Internal temperatures may be considered floating around 24.5 °C in a 24 h-cycle considering a semi-amplitude of 2.5 °C and the max at 19:00 [86].

2.4.3. Surface Exposure to Direct Solar Radiation (Hours)

The third climate analysis focused on solar radiation exposure, a general indicator for analyzing solar access of specific buildings. The sunlight hour analysis tool in Grasshopper plug-in Ladybug [80] can calculate the number of hours of direct sunlight received by a specific surface, i.e., a façade, using the apparent sun position defined by site geographic coordinates day of the year, and hour of the day. The tool also includes the effect of obstacles. Theoretical aspects connected to bioclimatic solar analyses are reported in the literature, for example, Olgyay and Olgyay [87] and Grosso [88]. This specific analysis is generally conducted at two levels, a first general check at early-design stages to support a general potential number of hours of direct solar radiation on a site and site analyses connected to more specific shadowing dynamics. The second level of analysis may be developed in advanced design stages, including specific building solar gains in dynamic simulations. For this paper, only the early-design stage was considered, focusing on the potential changes in the number of direct sunlight hours reaching a surface in standardized rural and urban contexts. The summer and winter solstice days, i.e., 21 June and 21 December, were selected to represent the largest and smallest hours of sunlight within a year in line with early-design analyses [16,89].

For this study, the average radiation hour of each façade was calculated in line with Equation (5):

\[
h_{rad, \text{avg}} = \frac{1}{n} \sum_{i=1}^{n} h_{rad, i}
\]  

(5)

where $h_{rad, \text{avg}}$ is the average number of radiation hours reaching a given surface; $n$ is the total area of the surface in m$^2$; $h_{rad, i}$ represents the number of hours of direct sunlight on each 1 × 1 m surface in the given day of the year.

Reductions in the average number of direct solar radiation hours are expected in dense urban areas considering the shading effect of buildings.
2.5. The Chosen Sample Set of Locations

The described methodology was applied to a sample location in Section 3. The city of Turin, north-west Italy, lat. 45°4′ N and long. 7°41′ E, was selected. Turin is characterized by a humid subtropical climate (Cfa in the Köppen–Geiger classification [90,91]), it is in national climate zone E (D.P.R. 412/93) based on its local heating degree day index, 2617, [92], and class C for climate severity on the cooling season [93].

Furthermore, another five locations were also considered in Section 4 and are discussed to contrast impacts in different climatic conditions of Eurasian areas. The six sites (including Turin) have different latitudes and climate conditions. They were selected to cover different groups of the Köppen–Geiger climate classification [90,91] to represent the most diffused climatic conditions in the extended European–Asian area. Locations were organized into two sets: three European locations (Oslo, Turin, and Sevilla) and the second composed of three Asian locations (Harbin, Canton, and Singapore). In this set, two continental (cold) locations were selected, one in Europe and one in Asia, followed by two temperate climates, one in Europe and one in Asia, and two hot locations, one Mediterranean, representing hot European conditions, and one Tropical, representing hot Asian conditions. The chosen locations are described below. Oslo data came from a nearby rural station of Ås, and Canton–Macau–Hong Kong from the nearby semi-rural station of Zhongshan. Specific meteorological station data were selected and extracted using the Meteonorm mapping system and database [64].

- Ås, Norway (59°39′36.0″ N 10°46′55.2″ E) is located at the Oslo Fjord and near Oslo. It has a humid continental climate (Köppen–Geiger: Dfb).
- Harbin, China (45°45′00.0″ N 126°45′36.0″ E) is located in northeast China. It features a monsoon-influenced, humid continental climate (Köppen–Geiger: Dwa).
- Turin, Italy (45°10′58.8″ N 7°39′00.0″ E) is located in northern Italy. It has a subtropical climate (Köppen–Geiger: Cfa)—the case of Section 3.
- Zhongshan, China (22°34′58.8″ N 113°21′00.0″ E) is located in southern China, near Macau, Canton, and Hong Kong. It has a monsoon-influenced humid subtropical climate (Köppen–Geiger: Cwa).
- Sevilla, Spain (37°24′36.0″ N 5°54′00.0″ W) is located in the southwest of the Iberian Peninsula. It has a Mediterranean climate (Köppen–Geiger: Csa).
- Singapore (1°22′01.2″ N 103°58′58.8″ E) is an island city state located near the equator. It has a tropical rainforest climate (Köppen–Geiger: Af).

3. Results

In this section, the described methodology was applied to the city of Turin, which was assumed to be a sample case study. In particular, assuming the adopted variation domains of urban morphological shapes are described in Section 2.1, Section 3.1 reports climate-energy KPI results (see Section 2.3), Sections 3.2–3.4 analyze, for a sample set of variation domains, the effect of morphological issues on bioclimatic parameters considering, respectively, bioclimatic charts (see Section 2.4.1) night-ventilative cooling potentials (Section 2.4.2), and solar exposures (Section 2.4.3).

3.1. Climate–Energy KPIs

Firstly, the HDD and CDD of the building are evaluated, comparing the set of morphological shapes with the rural case. To assess the yearly climate-driven energy performance, yearly urban HDD and CDD were calculated and compared with the rural case. In Figure 3a, regression lines show that less evident yearly HDD reductions (negative percentages) could be observed with a bigger w/h ratio, although in case 4, this trend was more substantial than in the other cases. For all w/h ratios, a more impactful yearly HDD variation was found in the set of linear buildings, while the lowest was found in the set of buildings with four internal courtyards. Considering CDD, Figure 3b shows a consistent rising trend in CDD concerning lower w/h ratios for all cases. Nevertheless, at higher w/h ratios, the lowest variation trends are underlined for case 1 (parallelepiped building
with squared base) and the highest ones for case 2 (linear buildings). Both HDD and CDD variation trends regarding w/h (Figure 3a,b) were characterized by consistent-to-high $R^2$ values.

Figure 3. Relationship between canyon width (w) and building height (h) and urban morphological shapes; yearly HDD (a) or CDD (b) variations (%).

Figure 4a shows the yearly HDD variations driven by different morphological urban shapes plotted as a function of the w/x ratio. At small w/x ratios, case 3 featured the smallest reduction for low building height (6 m) and the largest reduction for high building height (30 m). The latter was also the case in which the highest reductions were underlined at high w/x ratios. Considering w/x, Figure 4b showed that, at lower w/x, a higher growth in CDD was underlined. All regression lines in Figure 4 were characterized by high $R^2$ values, even if curves were limited in generation points with consequent overfitting.

Figure 4. Relationship between canyon width (w) and building width (x) and urban morphological shapes; yearly HDD (a) or CDD (b) variations (%).

Figures 3 and 4 illustrate that, in all cases, when w/h and w/x increase, yearly CDD and HDD variations become less evident in respect to the reference rural climate. Focusing on the coverage indicator, Figure 5 illustrates similar trends in HDD (Figure 5a) and CDD (Figure 5b) variations. Lines are present for increasing readability. In this case, giving the
effect of planar densities—to higher densities corresponding to higher reductions in HDD and higher increases in CDD—the same trend was more evident for high building heights. These analyses show that, as was expected, the higher the urban density, the higher the increase in environmental air temperature on an average yearly level. Nevertheless, additional analyses were here reported to detail the seasonal/monthly and daily basis of these trends. Additional timespan scenarios were considered, such as monthly-climate analyses well-consolidated in early-bioclimatic design steps, and 24 h analyses are also used to define day–night potentials of low-energy technologies [16,17,94].

Figure 5. Relationship between coverage and urban morphological shapes and yearly HDD (a) or CDD (b) variations (%). $R^2$ are not included; trend lines are based on a limited number of points (overfitting).

Figure 6 compares the monthly CDD and HDD variations between the rural reference case and different urban morphological shapes. Torino was characterized by a consistent heating demand from October to April—the official heating period was set from 15 October to 15 April. Within these months, urban HDD reductions were evident. This decrease was around 30–40 HDD in the less dense urban environments, while HDD showed a more significant reduction when the urban environment was characterized by a high density and building height. This phenomenon is especially underlined in the coldest months. Differently, CDD almost doubles in the summer period when urban environments are compared with rural ones. It is noteworthy that similar increases could be observed in different geometrical configurations, at a coverage of 25% and a height of 15 m, and 50% coverage and a 6 m height.

Figures 7 and 8 compare the daily average HDH and CDH in the coldest and hottest months, respectively. Urban cases have a lower HDH during the night and afternoon hours regarding rural reference climate, while urban scenarios have a higher HDH in the morning, except for 75% coverage and a 30 m height. Temperature differences between day and night were reduced in urban cases. In July, urban environments showed higher CDHs during the night and afternoon hours. The effect of sunrise could also be observed in the urban environment around 8 am in January and around 6 am in July. These results were in line with expectations, as the urban environments were characterized by high inertia and, in the rural case in winter especially, were more exposed to solar gains during the day due to lower obstructions.
Figure 6. (a) The monthly HDD and variation between rural and morphological shape case 1; (b) The monthly CDD and variation between rural morphological shape case 1.

Figure 7. Average HDH distribution of rural and morphological shape of case 1 in January. Each hourly value is the average of HDH values for the same hour considering all 31 days in January.
3.2. Morphological and Bioclimatic Applicability Parameters

The KPIs representing bioclimatic technological potential were analyzed to identify the most impactful low-energy technologies during the early-design phase. In this section, a bioclimatic chart was used to define bioclimatic applicability KPIs for the above-mentioned passive technologies (see Section 2).

Figure 9 and Table 3 show, respectively, the bioclimatic chart and data from rural Turin. In this reference scenario, less than 7% of hours within the year were in the comfort zone, while passive strategies were considered, most of the hours placed in the comfort zone. The most useful bioclimatic strategy is passive solar heating, accounting for 55% of a year. Nevertheless, natural ventilation also showed great potential for changing discomfort hours into comfortable conditions (more than 12% of hours). It was noted that, some hours, more than one strategy might potentially change discomfort conditions to comfortable conditions; by overlapping the results of different bioclimatic strategies, it was possible to increase the number of final hours to 8760.

Table 3. Hours of comfort and passive building strategies of comfort in rural Turin. CMF: Comfort; PSH: Passive Solar Heating; EC: Evaporative Cooling; HTM: Thermal Mass + Night Vent; NV: Natural Ventilation; DC: Discomfort in all strategies.

|                | CMF | PSH | EC  | HTM  | NV  | DC   |
|----------------|-----|-----|-----|------|-----|------|
| hours (h)      | 599 | 4897| 785 | 832  | 1107| 2155 |
| percentage (%) | 6.84| 55.90| 8.96| 9.53 | 12.64| 24.60|

Focusing on urban conditions, Figure 10 illustrates how the hours of bioclimatic comfort change when building density and height increase (morphological case 1).

The figure shows that the number of comfort hours increased in urban contexts, considering that the climate of Turin is characterized by a medium-to-cold winter and that increases in temperatures will move, especially on fall and spring days, some slightly colder hours to more comfortable conditions. Considering the evaporative cooling potential, the growth in dry-bulb temperatures (DBT) supports its potential for acting on expanding local wet-bulb depression, while ventilative-cooling potential increases. Nevertheless, this rise needs to be analyzed in more detail to consider seasonal variations (see Section 3.3). Considering passive solar heating, a slight increase was suggested for a high site coverage ratio; nevertheless, Figure 10 does not include the shading effect (see Section 3.4) dominant in denser cases. This limitation will be addressed in a future study.
3.3. Climatic Ventilative Cooling Potential

In order to study the daily frequency distribution of the CCPd indicator, four seasonal reference periods were analyzed: December, January, and February; March, April, and May; June, July, and August; September, October, November, in line with the analyses on ventilative cooling potentially described by IEA EBC, Annex 62 [68,95]. These periods, respectively, represent the cold, the intermediate-to-spring, the warm, and the intermediate-to-cold seasons. For the four reference periods, the daily CCPd were plotted from the highest to the lowest values (the x-axis reports the frequency distribution in the percentage of days in the period, while the y-axis shows the CCPd values). The analysis was conducted for the four cases and the three coverage percentages and eights. Figures 11–13 show all cases and site coverages, respectively, for height 30 m, 15 m, and 6 m. The graphs show that a general reduction in the CCPd was underlined in all urban morphological cases. This effect was less evident in the cold and in intermediate periods, in which reductions were underlined by the CCPd magnitude but not in the number of days in which CCPd is present. Considering the summer period June, July, and August, a high reduction in CCPd was evident in both the intensity and the number of days in which there was ventilative cooling potential. According to the local morphologies, the percentage of days in this period with a CCPd higher than zero decreased from about 90% to 50–60%.
The night ventilative cooling potential for heat gain dissipation was reduced in urban spaces in summer; the number of days with at least 50 K per day was reduced by about 50% of rural to about 20% of urban cases.

Comparing the three figures and morphologies, the higher impact of denser cases was highlighted, while higher building height mainly impacted the winter period, as highlighted by the dotted lines in Figures 12 and 13.

Figure 11. CCPd distribution in seasonal periods; all urban cases with a building height of 30 m.

Figure 12. CCPd distribution in seasonal periods; all urban cases with a building height of 15 m.
Figure 13. CCPd distribution in seasonal periods; all urban cases with a building height of 6 m.

3.4. Solar Exposure

The solar exposure of each facade is represented by the area-weighted mean solar radiated hours for reference seasonal days, i.e., on 21 June and 21 December, including the street facades and courtyard facades in cases 3 and 4. The adoption of solstice days as references for shading/sun access analyses was in line with early-design strategies for bioclimatic design issues [96,97].

Figure 14 compares the average number of radiation hours in all cases, including the rural one (without obstruction) for different orientations. Rural cases have the higher insulation hours since they are not exposed to external shading. While focusing on urban scenarios, case 2 had the largest average radiation hours on the south and north facades, followed by case 1; on the west or east facades, case 1 had larger average radiation hours compared to cases 3 and 4. In the two cases with courtyards, the average radiation hours of case 3 were slightly larger than case 4 in most cases. On 21 June, the whole south facades of case 1 and case 2 received direct sunlight for 9 h, the same as the rural case. On 21 December, the north facades of all cases were shaded, as expected, at this latitude.

Considering all cases, building height impacts solar radiation access, as expected, even compared to site density, particularly for the south winter façade. The analysis underlines the need to support site microclimate analyses to verify the effect of urban shapes on potential access to solar radiation, especially in winter, when the effect is negative, reducing the required heat gain. Clearly, specific real urban conditions may have local changes compared to these results, although the importance of performing this analysis as soon as possible during the design development stages is evident.
4. Discussion

This section includes two main discussion topics: the first focuses on the urban tissue simplification in morphological models, the second focuses on the expansion of Section 3, including additional locations and climate change aspects. The first issue is discussed in Section 4.1, which is devoted to comparing geometrical inputs used to run UWG when a real urban tissue is used with respect to its representative defined morphological type in order to verify the ability of the spatial configuration types of Figure 1 to be adopted in real situations for early-design purposes. Regarding the second issue, two sub-sections are included. Firstly, Section 4.2 contains the results of the sensitivity analysis of the proposed approach considering both morphological issues and bioclimatic and energy KPIs, which was applied in Section 3 to the Turin case, by extending the analysis to the other five different climate conditions, i.e., six in total (Turin plus the other five). Secondly, Section 4.3 expands on the climate analysis, including the effect of climate change scenarios, assuming produced climate data from Meteonorm for 2050 considering A1B scenarios [98].

4.1. Comparison Building Morphological Type with a Real Urban Tissue

Four real urban tissues are selected to be compared with the defined morphological type (Table 4). The four morphological types are adapted to follow the same morphological data as the real urban tissue, at the average level, to verify the possibility of using simple shapes to run UWG. A comparison between UWG results in temperatures (hourly data) is performed between the real urban tissue and the corresponding morphological types to verify, statistically, the ability of the seconds to represent the behaviors of the firsts, at least for early-design stages.

Table 5 shows the results of this statistical comparison. Five well-known statistical indicators were assumed. The results show that the mean squared error, the root mean squared error, the mean absolute error, and the mean absolute percentage error were all very small. Only for case 4 were the larger errors underlined, although, in this last case, the coefficient of determination was also very near to 1. It is possible to consider that real and morphological cases are highly connected when used to run UWG analyses and that the approach was able to simplify urban geometries, at least during early-design phases, to produce the morphed urban climate TMY.
### Table 4. Comparison between four selected urban tissues and morphological building types.

| Arial Image of the Selected Urban Tissue | Axonometric Representation of the Real Urban Tissue | Axonometric Representation of Morphological Types | Morphological Data |
|----------------------------------------|--------------------------------------------------|-----------------------------------------------|--------------------|
| Case 1: Oslo suburban area             | ![Axonometric Representation of the Real Urban Tissue](image1) | ![Axonometric Representation of Morphological Types](image2) | Avg. building height: 7.7 m Coverage: 20% |
| Case 2: Singapore Ang Mo Kio residential area | ![Axonometric Representation of the Real Urban Tissue](image3) | ![Axonometric Representation of Morphological Types](image4) | Avg. building height: 38 m Coverage: 21% |
| Case 3: Oslo downtown area             | ![Axonometric Representation of the Real Urban Tissue](image5) | ![Axonometric Representation of Morphological Types](image6) | Avg. building height: 18.4 m Coverage: 37% |
| Case 4: Torino historical city center  | ![Axonometric Representation of the Real Urban Tissue](image7) | ![Axonometric Representation of Morphological Types](image8) | Avg. building height: 18.2 m Coverage: 0.63% |

### Table 5. MSE: Mean squared error; RMSE: Root mean squared error; MAE: Mean absolute error; MAPE: Mean absolute percentage error. \( R^2 \) between the UWG results of the hourly air temperature of selected urban issues and morphological building types.

| Morphological Type | MSE   | RMSE  | MAE   | MAPE   | \( R^2 \) |
|--------------------|-------|-------|-------|--------|----------|
| Case 1             | 0.0002| 0.0147| 0.0021| 0.00%  | 1.0000   |
| Case 2             | 0.0028| 0.0528| 0.0278| 0.02%  | 0.9994   |
| Case 3             | 0.0100| 0.100 | 0.0692| 0.53%  | 0.9999   |
| Case 4             | 0.1671| 0.4088| 0.2367| 4.18%  | 0.9984   |

### 4.2. Climate Performance in Different Climate Conditions

The same set of morphological shape models used for the analysis described in Section 3 is adopted here for comparing results of the six different locations described in Section 2.5.

Figure 15 shows an overall decrease in yearly HDD compared to rural areas (Singapore is not included since its yearly HDD is equal to zero). Although Harbin had the largest absolute reduction, considering that it has the coldest climate, this only represents 5–15% of the reference values of the rural area. The selected reference case 3 (Turin) showed average results with respect to the selected set of locations. Nevertheless, in all cases, they underlined similar trends to those already described for Turin.
Figure 15. Yearly HDD variation between morphological shape case 1 and rural in different climates. (a) Absolute variation; (b) relative variation.

Figure 16 illustrates two different tendencies in CDD growth (urban in respect to rural) in different climate areas (Ås was not included since its yearly CDD was approximately equal to zero). Torino and Harbin urban CDD variations were lower in absolute values, but percentage variations were substantial, especially in Turin, while with respect to other cities in these two locations, differences among cases were less evident. In contrast, for the other cities, this absolute increase was higher. This may characterize a different effect between temperate-to-cold climates and temperate-to-hot ones. It is essential to mention that urban CDD values are higher in all cases concerning rural conditions.

Moreover, the urban CDD increase regarding rural conditions is more evident when the building height reaches 30 m in a densely built district. Among different climates, Singapore showed an increase in about 450-degree CDD per year in absolute values (denser and higher case), even if this represents only about 22% compared to the rural case, while Torino had nearly triple the percentage values. A deeper analysis will be considered in future studies to characterize with higher levels of details these discrepancies in CDD variation trends.
4.3. Climate Performance in Predicted Future

Further examination was performed to compare the climate performance between current and modeled future typical meteorological years in different climate zones. The database of future climate was derived by the commercial tool Meteonorm assuming the A1B scenarios and 2050 as a reference period and future model information was taken from the software manual [98]. Tables 6 and 7 report the HDD and CDD indices, respectively, for the same six locations considered above under current typical meteorological years and for the future-scenario climate conditions—rural cases. Reductions in HDD were underlined in almost all cases (with the exception of Harbin and Ås which were almost stable), while Singapore was confirmed to have a hot climate without HDD. Oppositely, for CDD, a considerable increase was underlined in all locations, even if local changes were not homogeneously distributed, such as was expected and partially evident in analyses on past year data variations [17].

Table 6. Comparison of yearly HDD in current and future-scenario conditions in six climates—rural cases.

| Location | Torino | Singapore | Harbin | Sevilla | Zhongshan | Ås |
|----------|--------|-----------|--------|---------|-----------|----|
| current  | 2469.49| 0.00      | 5061.61| 790.75  | 288.41    | 4006.80|
| future   | 2089.44| 0.00      | 5182.16| 699.34  | 213.71    | 3940.21|
| variation| −380.05| /         | 120.55 | −91.41  | −74.70    | −66.59 |
| %        | −15%   | /         | 2%     | −12%    | −26%      | −2%   |

Table 7. Comparison of yearly CDD in current and future-scenario conditions in six climates—rural cases.

| Location | Torino | Singapore | Harbin | Sevilla | Zhongshan | Ås |
|----------|--------|-----------|--------|---------|-----------|----|
| current  | 106.61 | 2056.22   | 130.15 | 714.47  | 1111.81   | 0.94|
| future   | 257.31 | 2269.32   | 158.74 | 826.02  | 1314.54   | 3.07|
| variation| 150.70 | 213.11    | 28.58  | 111.56  | 202.73    | 2.13 |
| %        | 141%   | 10%       | 22%    | 16%     | 18%       | 226% |

Urban HDD and CDD analyses were also conducted, and the results were plotted using graphical representations for case 1. Figure 17 clearly shows that the four locations were characterized by a future decrease in HDD, while Harbin’s HDD was shown to increase yearly for all heights. Urban conditions increased the magnitude of the rural effects mentioned above.

Considering CDD, Figure 18 illustrates that all five considered locations were characterized by growth in yearly CDD in the future. All regions except Seville had a similar tendency: CDD increased with higher building height but decreased with density; moreover, the specific influence of building height became more evident in a dense urban environment. Figure 18a,b is shown to represent the CDD variation phenomena better, while both y-axes are characterized by the same dimension step to allow comparison.
4.4. Study’s Limitations

As mentioned throughout this paper, the proposed study has several limitations. On the one hand, local specific impacting phenomena, such as a single shading system, local changes in surface materials, the presence of fountains, punctual vegetation, and greenery, and single obstacle effects, were not considered. This was due to the specific objective of the paper—support the usage of morphed urban TMY in early-design bioclimatic analyses—but it is recognized that the given results refer to this specific design stage while to be updated to advanced design analyses additional tools and considerations need to be performed. Furthermore, this paper does not specifically correlate outdoor–indoor conditions, while future studies are under development to analyze correlations between climate indicators and results from advanced simulations based on fully detailed buildings and single obstacles (advanced design stages). Concerning the TMY morphing, the paper
focused on averaged urban tissues, in line with early-stage bioclimatic approaches, while further studies will be performed in the future in order to include additional variables and considerations to compare system performance. For example, it would be important to consider the impact of urban shapes on wind canyon velocities to verify advanced-design variations in wind-driven ventilation airflows. This also needs to be performed for shading analyses, for example, a specific surface’s direct exposure to the sun influenced by local specific obstacles. Similarly, this work did not focus on analyzing the impact of vegetation or other counterbalancing UHI technologies.

Future development of this analysis is expected by correlating results with monitoring data and by performing whole parametric studies, increasing domain variations of geometries, and adding additional geometrical shapes. Furthermore, it would be important to advance this approach for proposing strategies for future refurbishments of urban elements to make them more affordable and easier to live with by evaluating the impact of changes at early-design stages.

5. Conclusions

This paper presents a simple methodology for including, from early-design phases, the urban morphological effect on local climate for a specific adaptation of well-known bioclimatic strategies and evaluation approaches. The adoption of morphological families simplifies urban shapes to types that reduce the time needed to morph rural TMY to urban ones, supporting early-stage analyses and easily including the urban context in the design flow. Statistical indicators in Section 4.1 showed that this simplification had a low impact on UWG outputs when simplifying local elements. Furthermore, considering the results of the study, it is possible to mention the following general outcomes:

- Higher densities and higher building heights correspond with higher increases in average air temperature, leading to a greater reduction in HDD and greater increase in CDD;
- For a given w/h, case 2 (linear buildings) had the largest reduction in yearly HDD, while case 1 (parallelepiped building with squared base) had the lowest increase in yearly CDD;
- With a w/x value around 1, case 3 with a building height of 30 m had the largest reduction in yearly HDD, while case 2 with a building height of 30 m had the lowest increase in yearly CDD;
- On south and north facades, case 2 showed higher solar exposure.

Hence, it can be stated that urban shapes will increase local temperatures (mainly DBT) and positively impact the number of discomfort hours in bioclimatic charts, mainly by acting on cold winter periods. That being said, specific analyses that consider the site and surrounding single obstacles, including the negative effect on the number of solar access hours, especially in winter, and the impact of ventilative cooling potential, are needed. A general reduction in CCPd was underlined in all seasons, but this decrease was especially highlighted in summer, with a consequent loss of seasonal ventilative cooling potential when higher cooling demand is expected. The climate sensitivity analysis reported in Section 4.2 supports the mentioned outcomes in different Eurasian climates, ranging from cold to hot.

Further studies are under development to include a deeper analysis of urban morphological effects on wind velocities and consequent heat gain dissipation through natural wind-driven ventilation and convection losses. Similarly, a deeper analysis is expected to consider winter solar gain balance and environmental temperature variations, including indoor/outdoor comfort correlations in urban morphological contexts, by adopting building energy dynamic simulation tools on building typological cases.
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