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Abstract—The performance of deep learning based image super-resolution (SR) methods depend on how accurately the paired low and high resolution images for training characterize the sampling process of real cameras. Low and high resolution (LR∼HR) image pairs synthesized by degradation models (e.g., bicubic downsampling) deviate from those in reality; thus the synthetically-trained DCNN SR models work disappointingly when being applied to real-world images. To address this issue, we propose a novel data acquisition process to shoot a large set of LR∼HR image pairs using real cameras. The images are displayed on an ultra-high quality screen and captured at different resolutions. The resulting LR∼HR image pairs can be aligned at very high sub-pixel precision by a novel spatial-frequency dual-domain registration method, and hence they provide more appropriate training data for the learning task of super-resolution. Moreover, the captured HR image and the original digital image offer dual references to strengthen supervised learning. Experimental results show that training a super-resolution DCNN by our LR∼HR dataset achieves higher image quality than training it by other datasets in the literature. Moreover, the proposed screen-capturing data collection process can be automated: it can be carried out for any target camera with ease and low cost, offering a practical way of tailoring the training of a DCNN SR model separately to each of the given cameras.

Index Terms—Image super-resolution, training data generation, dual-domain registration, dual-reference deep learning.

I. INTRODUCTION

SINGLE image super-resolution (SR), the task of increasing the spatial resolution and details of a given image, has attracted great attention from the computer vision research communities in the last few decades [1], [2]. In recent years, the state of the art of SR has been set and reset by various deep convolutional neural network (DCNN) based techniques [3]–[5]. In addition to the significant improvement in SR performance, these DCNN techniques also provide some important insights on the designs of DCNN architectures [6]–[9] and loss functions [4], [10]–[12]. However, for many real-world problems, the efficacy of a machine learning technique relies not only on the design of the technique itself but also, sometimes even more critically, on the quality and representativeness of the training data.

Low resolution is not only caused by covering a large field of view given the sensor array resolution. Other contributing factors could be out of focus, camera jittering, or sensor noises. Downsampling HR images by an artificial degradation function does not account for these real-world imperfections and hence it does not generate true LR images. However, due to the difficulties of obtaining real LR∼HR image pairs, existing SR techniques still resort to synthetically generated low-resolution (LR) images for training. The overly-simplistic downsampling operators commonly employed by these techniques, such as bicubic downsampling (BD) and Gaussian downsampling (GD), cannot accurately simulate the complex and compounded process of capturing a low-resolution image. When operating on real images, the DCNNs trained on these synthesized datasets generally cannot superresolve high-frequency details to the same level of clarity and sharpness as when operating on synthetic LR images. This weakness of synthetic training images is well known to practitioners.

It is very difficult to replace synthetic images with real ones in the training of SR networks. Ideally, the perfectly aligned LR and HR image pair should be obtained by shooting the same scene with the identical camera optics but with two 2D sensor arrays, one of low and the other of high resolutions. This could only be realized by using a beam splitter and two sensor arrays. But such a camera is complex, costly, and not readily available. There have been a few attempts to collect datasets of paired LR and HR images [13]–[15]. Their basic idea is to capture each natural scene twice with lenses of different scale factors (focal lengths). Then, they form an image pair by aligning the two images using image registration techniques, possibly patch by patch. However, this approach is inherently problematic and it can never achieve the perfect alignment as if we could only swap sensor arrays of low and high resolution. First of all, swapping lenses will inevitably perturb the camera position, causing disparity between the resulting LR and HR images and consequently changes in depth of field and perspective. The alignment of LR and HR images faces the problems of blurring and occlusion, which cannot be corrected by algorithms. In addition, as each scene is captured twice, a scene has to be absolutely static between the two shots to prevent mismatches of the paired images due to motions. Thus, any moving subjects, such as...
animals or humans, cannot be included in the datasets. The lack of alignment precision between LR and HR training images can throw off the deep learning process, hindering the reconstruction of sharp image details.

To circumvent the above difficulties, we propose to acquire SR training data by shooting images displayed on an ultra-high resolution monitor. An high quality image $Y_i$ is displayed and then captured twice by a camera, in high resolution via a long focal lens, and also in low resolution via a short focal lens, generating the captured HR image $Y_i$ and LR image $X_i$ in pair. Shooting an ultra-high resolution monitor to create paired LR and HR images avoid the issues when aligning $Y_i$ and $X_i$ as discussed in the previous paragraph. Indeed, now the registration problem can be modeled exactly by homography transform because the imaged scene is a 3D planar surface. The flatness of the screen eliminates the problems of occlusion and defocusing due to depth disparity in pairing. Even there is a small change of the camera position after lens swap, the perspective change can be easily compensated for by homography transform, which is not the case for existing methods [13]–[15]. In addition, as the scene of the captured image pairs is static, absolutely no object motions exist to cause the difficulties of occlusion and spatially varying alignment parameters. In summary, shooting screen can achieve a much higher registration accuracy between the captured LR image $X_i$ and the captured HR image $Y_i$; and in turn, between $X_i$ and $Y_i$.

To push the registration accuracy to the limit, we propose a novel dual-domain LR–HR registration method. In this method specially designed registration markers are displayed on the screen and imaged by the camera. They are used to align LR–HR image pairs to sub-pixel precision by the proposed joint spatial-frequency registration method.

The LR images $X_i$ for training the DCNN SR model are physically acquired rather than algorithmically downsampled from the corresponding HR image $Y_i$ (digital image file). Thus, the $(X_i, Y_i)$ image pair provides the deep learning algorithm with the information on pixel PSF, sensor noise statistics, lens characteristics, etc. These physical effects are very difficult to model analytically as they are complex and compounded to each other, and are best left to be implicitly modeled by a data-driven DCNN. But the captured HR screen image $Y_i$ by itself is not an ideal ground truth, because it is not an exact copy of the original $Y_i$. To compensate for this we also include $Y_i$ as a part of the ground truth, and introduce the dual references $(Y_i, \overline{Y_i})$ as a combined ground truth for the supervised learning of the SR task. The resulting monitor-induced dual-reference training image (DRTI) triplets $(X_i, Y_i, \overline{Y_i})$ are used to train DCNN SR models. The role of the original HR digital image $Y_i$ is to provide structural information on high frequency features that might be compromised by the analog operation of screen shooting. Fig. 1 illustrates the proposed DRTI acquisition process.

Except the aforementioned difficulties of the real SR datasets collection, another thorny issue is that the real SR datasets are not camera-agnostic. This problem is caused by varied specifications (e.g. pixel pitch, noise model, sensitivity and etc.) of different camera sensors. These differences make the statistics of collected LR images dependent on the camera used for shooting. The DCNN SR model trained with this camera-specific dataset thus inclines to overfit the camera and performs poorly outside the dataset. One simple way is to collect a large number of image pairs using all cameras for which the SR DCNN is designed. However, this is not practical, because collecting the diverse large dataset by shooting many scenes using different cameras is laborious, time consuming and costly. Moreover, the DCNN SR model trained by the mixed dataset will not yield the best results for a specific camera. The proposed LR–HR image data collection and preparation process can overcome the above weakness. Once the shooting environment is set up, the whole image acquisition process, including capturing and alignment, can be easily automated without manual intervention. The data throughput can reach 500 image pairs per hour. Moreover, the same procedure can be conveniently and quickly repeated for different cameras. This opens up the possibility to train a DCNN SR model for any target camera for the best possible performance.

The rest of this paper is organized as follows. After a brief review of related works in Section II, we present, in Section III, the laboratory setup and details of our data collection process. Section IV introduces and rationalizes the proposed spatial-frequency dual-domain registration method. Section V presents the dual-reference loss function for training a DCNN model with the DRTI triplets. Section VI reports our empirical results on laboratory datasets and real-world datasets. The experiments demonstrate the advantages of the DRTI datasets. Section VII concludes the paper.

II. RELATED WORK

A. Single Image Super-Resolution

In the past decade single image super-resolution has evolved from a topic of classical image processing [2], [16], [17] to a showcase of deep learning applications. The latter class of SR methods aim to learn nonlinear mappings from LR to HR images typically using large paired datasets. After the pioneering DCNN method SRCNN [3] a large number of DCNN models have been proposed to improve SR performance by adopting more crafted neural network architecture designs, such as residual block [4], [7], [9], attention mechanism,
including channel attention [7], non-local attention [18], [19], and adaptive patch aggregation [20]. Very recently, vision Transformer (ViT) [21], which was inspired by the success of Transformer in NLP, was proposed to better characterize correlations between different parts of an image. ViT showed great promise on the SR task, as demonstrated by the methods SwinIR [22] and Restormer [23].

In addition to works on suitable network architectures, some unsupervised SR methods have been studied, attempting to dispense with paired training data altogether. Ulyanov et al. [24] explored the low-level image statistics prior of a generator network and applied it to solving the super-resolution problem. Shocher et al. [25] investigated a zero-shot SR method which exploits the internal recurrence of information inside a single image, and only needs to train a small image-specific CNN at test time, without any predetermined training pairs. Extending their work, Gandelsman et al. [26] presented meta-transfer learning for zero-shot super-resolution, which adopts transfer learning to seek a good initial point for the zero-shot learning. However, these unsupervised methods cannot match the performance of the supervised counterparts.

B. Image Super-Resolution Datasets

There are several popular datasets that have been extensively used for training and testing in SR, such as Set5 [27], Set14 [28], Urban100 [1] and DIV2K [29]. In all of these datasets, the LR images were generated from the HR images via synthetic degradation like bicubic downsampling or Gaussian blurring followed by direct downsampling [30]. Xu et al. [31] proposed a method to generate approximate realistic training data by simulating the imaging process of digital cameras. Yoo et al. [32] proposed a CutBlur method to augment training data for super-resolution. Jeon et al. [33] and Wang et al. [34] tried to improve super-resolution performance by using stereo low resolution images. Besides, Generative adversarial networks (GANs) have also been applied to generate realistic degraded images [35]–[37]. Nevertheless, all these synthetic datasets are still far away from the real images.

Recently, some researchers have attempted to capture real-world image pairs for training DCNN SR models. Qu et al. [38] obtained paired LR~HR images by placing a beam splitter in the optical path of two identical camera sensors. But their dataset only includes face images. Köhler et al. [39] implemented hardware binning on the sensors to collect real data, but it only has 14 scenes. Zhang et al. [15] collected 500 scenes using multiple focal lengths. However, they cannot register the paired images precisely because of perspective misalignment. Chen et al. [13] printed 100 images to postcards and captured LR~HR image pairs, but the models trained on this dataset cannot generalize well to real-world scenes and they cannot register the image pairs precisely by only using SIFT [40] features. Cai et al. [14] collected 595 LR~HR image pairs using two digital single-lens reflex (DSLR) cameras. However, they meet the perspective misalignment as same as [15] and they cannot capture paired data from dynamic scenes. Different from them, our DRTI acquisition system can automatically generate enough precisely aligned LR~HR training data at a low cost.

III. DRTI IMAGE ACQUISITION SYSTEM

In this section, we present the details of the proposed process of generating SR training datasets of monitor-induced dual-reference paired images (DRTI).

A. System Hardware and Setup

We collect DRTI data by shooting natural images displayed on a 4K UHD (3840 × 2160) HDR10 monitor by digital cameras, and obtain LR images with short focal lens and HR images with long focal lens. To prevent blur caused by possible vibrations of the camera, we mount the camera on a track dolly slider and trigger the shutter using a WiFi remote controller. Three cameras, Sony Nex-6, Canon 5D-MarkIII and Sony Alpha-a7RII, are used to increase the variety of camera statistics in reality.

The screen shooting is carried out in a controlled dark room lab. environment to eliminate ambient lights. The camera sensor projection plane is calibrated to parallel with and have sufficient distance from the screen surface to prevent moiré interferences and geometric distortions. Denote the focal length of the camera, the object distance and the pixel pitch of the screen by \( f \), \( d \) and \( u_s \) respectively. The size of an imaged pixel on screen through the lens is

\[
u_i = u_s \frac{f}{d} \quad (1)
\]

Moiré patterns are caused by the interference between the screen image and the color filter array of the camera. By the Nyquist–Shannon sampling theorem, moiré patterns can be eliminated if the camera sensor sampling step size \( u_c > 2u_i \). Then it follows from Eq. 1 that the moiré-free distance between the camera and the screen is

\[
d > 2\frac{u_s}{u_c} \quad (2)
\]

As the focal length for capturing LR images is shorter than the focal length for HR images, eliminating moiré patterns in captured HR images will also ensure no moiré patterns in LR images. Therefore we determine the camera position by the long focal length for capturing HR images. In addition, to simplify the LR~HR registration, we set the focal plane (sensor array) of the camera parallel to the screen surface. To achieve this we display a square pattern on the screen, and make sure the pattern to remain a square in the captured screen image, by adjusting the universal angle plate on which the camera is mounted.

B. Data Collection Process

We conduct multiple shooting sessions using three cameras to ensure a sufficiently large data volume and diversity to facilitate deep learning. The camera specifications and settings for the data acquisition process are tabulated in Table I. To keep the consistency of each captured LR~HR image pair \((X_i, Y_i)\), we only change the focal length of the lens once for each camera. More specifically, we first capture all needed LR images with the same short focal length, then we adjust
the focal length and capture the corresponding HR images. This can reduce the registration error caused by the frequent mechanical changes.

To remove all unnecessary variations among acquired images, all camera parameters irrelevant to spatial resolution, such as white balance, aperture size and exposure time, should be fixed. We thus collect raw Bayer images rather than JPEG images produced by the camera built-in image processing pipeline. The LR and HR raw Bayer images are demosaiced into corresponding RGB images of linear scale without any tone mapping nor gamma correction. We correct the lens distortion with Zhang’s method [41]. To factor out the influences of monitor backlight, we display a black image on the monitor at the beginning of every shooting process and subtract it from every captured image afterwards. The ultra-high quality monitor and the DSLR camera are remotely operated in a dark room so as to prevent any interference of ambient light and any motions of the monitor and camera.

### IV. LR~HR REGISTRATION

In the DRTI acquisition system, the original images \( Y_i \) are displayed on a flat monitor to be captured into LR and HR pairs. This flatness eliminates the possibility of LR~HR misalignment due to depth disparity, which is inevitable when capturing real scenes [14], [15]. In addition, after the pre-calibration of making the camera image plane parallel to the monitor surface, the registration of the LR~HR image pair is simplified to an affine transformation.

#### A. Centroid Based Spatial Registration

To determine the affine transformation, at least three paired keypoints are required. The paired keypoints are typically determined by finding and matching unique feature points in the scene by the well-known methods such as SIFT [40] and SURF [42]. But distinctive sharp features are not always available. To ensure robust and highly accurate LR~HR registration, we design and display registration markers on screen margins as shown in the left of Fig. 2. These markers consist of a solid white square against black background. In this design, the centroid of the white square pattern is of subpixel precision and it is resistant to sensor noises in image acquisition. Moreover, the centroid is invariant to scaling, rotation and translation of the image. Thanks to these properties we can use the centroid of the white square marker to pursue high registration precision.

We use eight solid white square markers, four at the corners of the image, and the other four at the center of the four sides of the image. These eight markers are for LR~HR registration in spatial domain. To register the dual-reference training images, we align the captured LR image \( X_i \) and the captured HR image \( Y_i \) to the displayed digital image \( Y_i \), respectively. To keep the training images in the same resolution, we upsample \( X_i \) and downsample \( Y_i \) to the size of \( Y_i \). The registration process for \((X_i, Y_i)\) is the same for \((Y_i, Y_i)\).
Fig 2 illustrates the overall registration process for DRTI. For each white square marker, we calculate its centroid as an anchor point for image alignment. Denoting the image segment of the k-th square marker by $A_k(x, y)$, the k-th anchor point of the LR image is

$$\bar{x}_k, \bar{y}_k = \left(\frac{\sum x A_k(x, y)}{|A_k|}, \frac{\sum y A_k(x, y)}{|A_k|}\right)$$

where $|A_k|$ is sum of all pixel values in marker segment $A_k$.

Denote the alignment affine transformation matrix by $[S, b]$, where $S \in \mathbb{R}^{2 \times 2}$ is for rotation and scaling, and $b \in \mathbb{R}^{2 \times 1}$ is the translation vector. The eight anchor points $(\bar{x}_k, \bar{y}_k)$, $1 \leq k \leq 8$, of the LR image are aligned to the corresponding anchor points $(u_k, v_k)$ of the digital HR image $Y_i$ by minimizing the following objective function $f_1(S, b)$ in homogeneous coordinate representation:

$$\min_{S, b} ||[S, b] \begin{bmatrix} \bar{x}_1 & \cdots & \bar{x}_8 \\ \bar{y}_1 & \cdots & \bar{y}_8 \\ 1 & \cdots & 1 \end{bmatrix} - \begin{bmatrix} u_1 & \cdots & u_8 \\ v_1 & \cdots & v_8 \end{bmatrix}||_F$$

whose solution is $[S^*, b^*] = BA'(AA')^{-1}$.

**B. Dual-Domain Registration**

The precision of the above centroid based spatial LR-HR registration can be improved by the following process of joint alignment in both frequency and spatial domains. Specifically, we design a periodic bar pattern of a fixed frequency and display it along the four sides of the screen, as shown in the right of Fig 2. With its peak frequency and orientation known, the bar pattern offers a very strong prior, i.e., a singular point in the frequency domain. This known prior allows us to apply the affine theorem in frequency domain [43] to achieve very high registration precision even amidst noises in image acquisition.

However, as we will soon see, true alignment in frequency domain requires solving a non-convex optimization problem. The global optimal solution can be guaranteed only if the algorithm is launched from an initial point that is sufficiently close to the global optimum. The required initialization is the role of the centroid based affine transform. This is the rationale for our dual-domain approach to LR-HR registration.

For the dual-domain registration, we extract the four paired regular bar patterns from the initial spatially aligned image pair. Then we refine the affine transformation matrix $[S, b]$ jointly in both frequency and spatial domains. Let the captured bar pattern segment be $h_m$, $1 \leq m \leq 4$. Given a pixel position $x = (x_m, y_m)$ in the bar pattern segment, we have

$$z_m(x) = h_m(Sx + b)$$

According to the affine theorem of the frequency domain [43], we can rewrite Eq. 5 as

$$Z_m(w) = \frac{1}{|\det(S)|} e^{j2\pi b S \cdot w} \mathcal{H}_m(S^\dagger w)$$

where $\mathcal{H}_m(w)$ and $h_m(x)$ are the Fourier-transform pair of the captured bar pattern segment; $Z_m(w)$ and $z_m(x)$ are the Fourier-transform pair of the digital bar pattern segment; the symbol $\dagger$ stands for the inverse of a transposed matrix, $S^\dagger = (S')^{-1}$. As there is no flipping transformation between the image pair, we can have $\det(S) > 0$.

By design, the ground truth phase $\theta_m$ and the ground truth frequency $w_m$ of the periodic registration bar pattern are known. The difference $\Delta_m$ between $z_m$ and the ground truth signal in frequency domain is

$$\Delta_m = \frac{Z_m(w_m)}{\epsilon_{2\pi|b|w_m}} = \frac{1}{\det(S)} e^{j2\pi(b \cdot w_m - \theta_m)} \mathcal{H}_m(S^\dagger w_m)$$

In the frequency domain, if the phase difference of two identical periodic signals is made zero, then the two signals are perfectly aligned in phase in frequency domain or having no translation in spatial domain. Besides, if the two signals achieve the maximum magnitude of the frequency response at the designed frequency point $w_m$, then the two signals are perfectly aligned in frequency domain, or having no scaling nor rotation errors in spatial domain. To achieve both the phase difference minimization and the magnitude maximization, it amounts to maximizing the real part of $\Delta_m$ for each bar pattern segment. For robust global alignment, the phase registration process takes into account all four periodic registration bar patterns, two horizontal and two vertical, and calls for solving the following optimization problem:

$$\max_{S, b} f_2(S, b) = \max_{S, b} \sum_{m=1}^{4} \text{Re}(\Delta_m)$$

where $\text{Re}(\cdot)$ represents the real part of the complex number.

To ensure the optimal solution in both spatial and frequency domains, we carry out the following dual-domain joint optimization:

$$\min_{S, b} f_1(S, b) - \beta f_2(S, b)$$

where $\beta$ is the Lagrangian multiplier. Starting from the initial-ization by the centroid based spatial registration, a gradient descent algorithm can find the optimal alignment transform $[S^*, b^*]$. Using $[S^*, b^*]$, we align the captured LR image $X_i$ with the digital image $Y_i$. The same dual-domain registration algorithm is used to align the captured HR image $Y_i$ with the digital image $Y_i$. The proposed dual-domain registration method can achieve super-high precision, producing the shift error, on average, below 0.25 pixel, the scale and rotation errors below $1 \times 10^{-4}$ and $1 \times 10^{-3}$, respectively. Fig 3 presents six registered dual-reference samples of DRTI.

**V. DUAL-REFERENCE LEARNING**

After being aligned, the DRTI image triplets $(X_i, Y_i, \mathcal{Y}_i)$ are ready for use in the supervised learning of the DCNN SR models. The LR-HR pair $(X_i, Y_i)$ provides the information on camera physical attributes, such as pixel PSF, sensor noise statistics, lens characteristics, etc., while the original HR digital image $\mathcal{Y}_i$ provides structural information on high frequency features that might be compromised by the analog operation of screen shooting.

Whatever the DCNN architecture we choose for the SR task, we supervise the SR model training by both the captured $Y_i$...
and the digital file $Y_i$. This calls for a dual-reference loss function:

$$L(G(X_i), Y_i, \lambda) = \| G(X_i) - Y_i \|_1 + \lambda \| \nabla G(X_i) - \nabla Y_i \|_{\infty}$$

(10)

where $G(\cdot)$ represents an arbitrary SR CNN model, $\nabla$ is the differential operator and $\lambda$ is the trade-off weight. The former $\ell_1$-norm term minimizes the pixel-wise errors between the prediction $G(X_i)$ and the captured HR image $Y_i$.

In addition, we introduce a regulation term to enhance the gradient similarity [44]–[46] between the prediction $G(X_i)$ and the digital HR image $Y_i$, improving the high frequency textures of the prediction $G(X_i)$. To avoid producing over-smooth results, we adopt an infinite norm. By minimizing the dual-reference loss function $L(G(X_i), Y_i, \lambda)$, the pixel PSF between $X_i$ and $Y_i$ and the high frequency information of $Y_i$ can be jointly learned by the SR CNN model in an end-to-end manner, as illustrated in Fig 4.

VI. EXPERIMENTAL RESULTS

A. Design and Settings of Experiments

As listed in Table I, we use three cameras (Sony Nex-6, Canon 5D-Mark, Sony Alpha-a7R) to collect three DRTI datasets denoted by $S_1, S_2, S_3$, each containing 600 image triplets $(X_i, Y_i, \lambda)$. where the 600 displayed images are selected from the training set of DIV2K [29]. For comparison purposes, we also generate two synthetic datasets of LR $\sim$ HR pairs, denoted by $S_4$ and $S_5$; the LR images in $S_4$ (or $S_5$) are synthesized by bicubic (or Guassian) downsampling of the corresponding captured HR images. We use the paired dataset $S_j$ to train a CNN super-resolution model $M_j$, $1 \leq j \leq 5$.

Nine-tenth of image pairs in $S_j$ are used for training $M_j$ and validation, and the remaining one-tenth for inference tests.

In the training process, we randomly crop the training images into $256 \times 256$ patches to train all the models and the mini-batch size in all the experiments is set to 8. The trade-off weight $\lambda$ is set 0.1. Adam optimizer [48] is chosen to train all models by setting initial learning rate $10^{-4}$. The learning rate is fixed in first 10K iterations and linearly decay to $10^{-6}$ after 70K iterations. With same parameters setting, all the experiments are conducted on a PC with single NVIDIA TITAN XP GPU. Following the mainstream practice in the field [6], [7], quantitative metrics PSNR and SSIM are calculated on the Y channel in the YCbCr space for quantitative performance evaluations.

CNN methods are very sensitive to nuance differences between the training and inference data. Therefore, a CNN SR method will suffer performance losses if it is trained by images taken by one camera but is used to restore images taken by another. Needless to say, model $M_j$ performs the best on images in $S_j$. But we are more interested in the far harder task of using $M_j$ to infer on images in $S_k$, $k \neq j$; namely, we evaluate the generalization capabilities of the models trained by DRTI datasets in comparison with the models trained by the synthetic datasets and other captured datasets.

Because degradations produced by the camera lens and sensors vary from camera to camera, the DRTI-trained models are not device-free. To assess the impacts of the camera dependency, we also conduct cross-camera tests.

B. Results on Laboratory Datasets

The ultimate criterion of success for the proposed DRTI data collection procedure is whether the DRTI-trained DCNN model for super resolution can indeed outperform the counterpart trained by other LR $\sim$ HR datasets when both being applied to infer on real-world images. But for the sake of completeness and reference purpose, let us first evaluate the inference results on DRTI data. We compare how a given DCNN SR model performs when it is trained by different datasets, including both synthesized and DRTI. In the comparison study, two synthetic LR $\sim$ HR datasets, denoted by BD and GD, are generated by downsampling the captured HR images $Y_i$ of the DRTI dataset using bicubic and Gaussian kernels. To fairly evaluate the difference between the synthetic image pairs and the real image pairs of the captured DRTI
TABLE II
PSNR AND SSIM VALUES OF DIFFERENT DCNN SR MODELS TRAINED BY SYNTHETIC AND CAMERA-CAPTURED DRTI DATASETS

| Methods (x4) | Original | BD | GD | DRTI |
|--------------|----------|----|----|------|
|              | PSNR     | SSIM| PSNR | SSIM | PSNR | SSIM |
| Baseline     | 29.26    | 0.811| 29.26 | 0.811 | 29.26 | 0.811 |
| VDSR [9]     | 29.67    | 0.813| 30.41 | 0.838 | 30.64 | 0.841 |
| SRResNet [4] | 29.39    | 0.824| 30.51 | 0.837 | 30.59 | 0.836 |
| EDSR [6]     | 29.86    | 0.824| 30.68 | 0.838 | 30.65 | 0.838 |
| RCAN [7]     | 29.99    | 0.827| 30.78 | 0.842 | 30.71 | 0.839 |
| CRAN [47]    | 29.96    | 0.823| 30.85 | 0.844 | 30.77 | 0.840 |
| SwinIR [22]  | 30.01    | 0.832| 30.81 | 0.849 | 30.75 | 0.844 |

Table II reports the PSNR and SSIM values (with scaling factor ×4) of different SR models VDSR [9], SRResNet [4], EDSR [6], RCAN [7], CRAN [47] and SwinIR [22] after trained by different datasets. As a reference, we also report the performance of these models trained by the original DIV2K dataset (denoted by “Original” in Table II).

As reported in Table II, for each of the seven tested SR methods, the DRTI-trained model has significant improvement over the BD-trained model and the GD-trained model, with gains from 1.7dB to 2.4dB. The visual quality comparison is presented in Fig. 5. As shown, the SR results associated with the training datasets BD and GD have more artifacts and more blurred edges than with the DRTI dataset. It is expected that our DRTI dataset outperforms BD and GD, because it characterizes statistical relations between the LR and HR images more accurately for the camera.

C. Results of Superresolving Real-World Images

Our DRTI dataset distinguishes itself from previous camera-acquired training datasets (e.g. [14], [15]) for the SR task in that it has much higher sub-pixel precision of LR~HR registration and an extra high quality reference for model training. These advantages contribute to superior performance of DRTI-trained DCNN models when the inference is carried out on screen images in the DRTI dataset. A tantalizing question is whether the DRTI-trained model can still keep its competitive edge when being applied to real-world images. After all, images displayed on monitor are not the same as those captured in real-world. Can the monitor-induced dual-reference data offset the nuance differences between the screen-displayed and real-world images?

To answer the above question, now we compare how well a given DCNN SR model can superresolve real LR images, if trained by the DRTI dataset versus if trained by other competing datasets. The mainstream synthetic dataset of bicubic downsampling (BD) is used as a baseline. We choose two DCNN SR models (EDSR and RCAN) in this comparison study. Since for real LR images there are no ground truth images, we cannot compute PSNR and SSIM. Instead, let us visually compare, in Fig. 6, the output image qualities of EDSR and RCAN after the networks are trained by the DRTI dataset versus trained by the BD dataset. Experiments are carried out on superresolving real images captured by three different cameras. For all three cameras, both the DRTI-trained
Fig. 6. Results of $\times 4$ superresolving real-world images captured by three DSLR cameras. Note improvements in visual quality brought by training EDSR and RCAN with the DRTI datasets over training with synthetic BD datasets.
EDSR and the DRTI-trained RCAN reproduce sharper and cleaner edges and details than the models trained on the synthesized dataset, as being evident in Fig. 6. This provides empirical evidence for the generalization capability of the DRTI datasets from screen to real-world images.

In the above experiments of Fig. 6, the real-world images for inference and training are captured by the same camera. Next we investigate what if the inference and training images are captured by different cameras. To this end we add two camera-captured SR training datasets of Chen et al. [13] and Cai et al. [14]. In Chen et al.’s dataset, similar to our DRTI, the realistic LR~HR image pairs are collected under a controlled experimental environment. They printed 100 postcards and captured them twice with lenses of different focal lengths. Their image pairs are aligned by only using SIFT features. Cai et al.’s [14] collected LR~HR image pairs by capturing real-world static scenes.

We train the RCAN model by Chen et al.’s dataset (RCAN w/ Chen’s), by Cai et al.’s dataset (RCAN w/ Cai’s), and by our DRTI dataset (RCAN w/ DRTI) collected by the three cameras listed in Table I. These three versions of RCAN are applied to superresolve the LR images in Cai et al.’s dataset, and the results are presented in Fig. 7. As can be observed in Fig. 7, the DRTI-trained model super-resolves high frequency features better than the competitors, which is quite remarkable considering that our method is applied to real-world LR images of an unseen camera. Also somewhat surprisingly, the RCAN model trained by Cai et al.’s dataset is inferior to our DRTI method in visual quality, even though the images for training and inference are captured by the same camera used by Cai et al. This poor SR performance is due to the fact that the captured LR and HR images in [13] and [14] are not precisely aligned.

In the above experiments the training and inference images are all captured by DSLR cameras. Now we present, in Fig. 8, the experimental results for two smartphone cameras (iPhone 7 plus and iPhone 11). The three RCAN models are the same as in Fig. 7, but applied to superresolve images taken by smartphones. It is evident in Fig. 8 that the DRTI-trained SR model recovers sharper and cleaner details with less artifacts than the other two models, when they are applied to novel cameras whose images are unseen during the training. All these test images are outside of our DRTI-trained dataset. These experiments offer additional empirical evidence for the robustness of the DRTI training data generation strategy.

The above cross-camera SR performance evaluations can only be done visually for the lack of ground truth. However, as the LR and HR images in our DRTI datasets can be precisely aligned by the novel dual-domain registration algorithm, we can consider the captured HR images as ground truth so that quantitative evaluations become possible for real camera data. Specifically, we train three RCAN models by three camera-specific DRTI datasets respectively, and then test them on images drawn from all the three DRTI datasets that are unseen in the training. Table III reports the PSNR and SSIM values of the test results.

As expected, the SR performance deteriorates when the training and inference images are from two different cameras (see Table III). This is true if the two cameras are made by the same manufacturer (0.37 dB gap between Sony Nex-6 and Sony Alpha-a7RII). The performance gap between different
camera manufacturers becomes larger (e.g., 0.60 dB gap between Sony Nex-6 and Canon 5D-MarkIII). As illustrated in the last row of the Table. III, both models trained by Sony Nex-6 DRTI dataset and Canon 5D-MarkIII DRTI dataset are not nearly as good as the Sony Alpha-a7RII DRTI trained model.

The above observations suggest that for best performance the DCNN SR model trained by images captured by a camera should be applied to images of the same camera. Thanks to the high data collection throughput of the DRTI acquisition system, it can be easily employed to collect a large set of LR–HR image pairs for any given camera. It only takes 4 hours (including the time of the system installation and calibration) to collect 1800 image pairs for three cameras. Therefore, it is practical to collect training datasets for each of the intended cameras and build a camera-specific DCNN SR model for it.

### D. Ablation Study of Digital Files

To verify the advantages of the strategy by training SR models with digital HR images, we compare RCAN models trained on the proposed DRTI dataset with and without the digital HR reference $Y_i$. As shown in Fig. 9, the results of the model without $Y_i$ have some objectionable high-frequency
artifacts around the edges. In contrast, the digital HR images trained model can produce clear results meanwhile erasing the unintended high-frequency blemishes. These improvements demonstrate the effectiveness of the proposed dual references for SR model training. With the dual-reference strategy, the unintended artifacts of captured image pairs can be suppressed, while the super high quality reference $\gamma_1$ can boost the performance of the trained SR models.

E. Limitations

In pursuing of maximum registration precision of real-world LR and HR image pairs, we choose to shoot a ultra high definition planar monitor in a controlled laboratory setting. An obvious drawback of this approach is that the captured screen images may differ from those captured in the corresponding real scene. For instance, the captured screen images could have a narrower dynamic range than their counterparts captured in the wild. However, as we explained in the introduction in detail, capturing screen images brings the benefits of more precisely registered LR and HR image pairs, and the dual-reference strategy. On balance these benefits overweigh the limitations of screen-captured training images.

VII. Conclusion

The proposed DRTI training data generation process for deep learning based super-resolution achieves unprecedented alignment accuracy between LR and HR image pairs captured by cameras. This unique advantage contributes to superior performance of DRTI-trained DCNN SR models over the same models trained by other LR~HR datasets. In addition, it is easy to switch cameras in the DRTI acquisition system and collect a large number of paired LR and HR images for any target camera at low cost and high data throughput. This offers a practical way of training camera-specific DCNN SR models to eliminate the discrepancies between the training and inference data in pursuit of best possible SR results.
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