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Abstract: With the rapid development of statistics, information entropy is proposed as an important indicator used to quantify information uncertainty. In this paper, maximum likelihood and Bayesian methods are used to obtain the estimators of the entropy for a two-parameter Burr type XII distribution under progressive type-II censored data. In the part of maximum likelihood estimation, the asymptotic confidence intervals of entropy are calculated. In Bayesian estimation, we consider non-informative and informative priors respectively, and asymmetric and symmetric loss functions are both adopted. Meanwhile, the posterior risk is also calculated to evaluate the performances of the entropy estimators against different loss functions. In a numerical simulation, the Lindley approximation and the Markov chain Monte Carlo method were used to obtain the Bayesian estimates. In turn, the highest posterior density credible intervals of the entropy were derived. Finally, average absolute bias and mean square error were used to evaluate the estimators under different methods, and a real dataset was selected to illustrate the feasibility of the above estimation model.
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1. Introduction

Burr type XII distribution was first proposed in [1] by Burr along with thirteen other types of Burr distributions. In recent years, Burr type XII has been applied widely in industry, physics and survival analysis, as a more flexible alternative than the Weibull distribution. It is also called the Singh–Maddala distribution, which is one of the “generalized log logistic distributions.” The cumulative distribution function (cdf) and probability distribution function (pdf) of this distribution are, respectively, as follows:

$$F(x) = 1 - \left( x^\beta \right)^{-\alpha}, x > 0, \alpha > 0, \beta > 0,$$

and

$$f(x) = a \beta x^{\beta-1} (1 + x^\beta)^{-\alpha-1},$$

where $\beta$ and $\alpha$ are both shape parameters.

In recent years, many researchers have investigated the estimation based on Burr distribution. The probabilistic and statistical properties of Burr type XII and the relevance to other distributions are discussed in [2]. Jaheen and Okasha (2011) [3] used the E-Bayesian method to calculate estimates of the unknown parameter for a Burr type XII distribution with type-II censored data, and compared it with classical estimation method. Wu et al. (2010) [4] constructed the optimal confidence regions of two parameters and the confidence interval of one shape parameter ($\beta$ in (1)) in Burr type XII distribution using several pivotal quantities under progressive type-II censoring.
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Censoring is common in many fields, such as pharmacology, social economics and engineering, especially in terms of reliability and survival analysis. In actual production, it is difficult to observe the sample data completely due to time and cost constraints. Therefore, censoring data are more practical and efficient. Due to the various conditions of live experiments, different censoring types are suggested. For type-I censoring, the experimental stop time is a pre-determined time $T$, rather than the time when all items fail. For type-II censoring, the experimental stop time is the occurrence time of a fixed number of failures. At the experimental stop time, the remaining items are removed and the experiment does not continue. However, neither of them allows the items to be removed during the experiment. Therefore, progressive censoring is proposed as a more applicable scheme. Suppose that $n$ independent identically distributed items are tested in survival analysis, $(X_1, X_2, \ldots, X_m (1 \leq m \leq n))$ is the observed sample of failure and $(R_1, \cdots, R_{m-1}, R_m)$ represents the number of corresponding items removed from the test. Let $x_i$ represent the specific value of $X_i$. At the time of $X_1$ (the first failure) occurring, $R_1$ surviving items are randomly removed and no longer part of the experiment. At the second failure time $x_2$, $R_2$ surviving items are randomly removed out of the experiment. Repeat this action until the $m$th failure occurs. At this moment $R_m = n - m - \sum_{i=1}^{m-1} R_i$. Obviously, the censored sample size is $n - m$. As a general situation, progressive type-II contains the type-II censoring $(R_m = n - m, R_1 = \cdots = R_{m-2} = R_{m-1} = 0)$ and complete sampling case $(R_1 = \cdots = R_{m-1} = R_m = 0)$.

Up to now, many scholars have employed censored data to study the estimation of parameters for different distributions in different experimental situations. For example, Panahi and Sayyareh (2014) [5] employed a type-II censored sample to compute the maximum likelihood estimators via expectation-maximization algorithm, and obtained the Bayesian estimators for Burr type XII parameters. Qin and Gu (2020) [6] derived the maximum likelihood and Bayesian estimation of Burr type XII parameters based on the competing risks model, and proved the existence and uniqueness of the maximum likelihood estimators. Elsagheer (2016) [7] adopted the maximum likelihood, Bayesian, and bootstrap estimation methods for partially accelerated life experiments for the power hazard function with progressive type-II censoring schemes. Censored data have been widely studied because of their practicability and commonness. However, the use of censored data will inevitably cause loss of information (compared with the completed data), and the current research on information entropy with censored data is relatively lacking. Therefore, for the consideration of applicability and flexibility, we adopt progressive type-II censored data to estimate information entropy. For more discussion on different censoring schemes, refer to [8–10].

Information is an abstract concept. In the face of a large number of data, we can easily get the amount of data, but it is not clear how much information is contained in the data—that is, whether the data are valuable. Shannon put forward information entropy in 1948. In the definition, information entropy is used as an index to describe the uncertainty of information. The censoring samples inevitably lead to the loss of information, which in turn affects the estimates of information entropy. Therefore, quantifying the information entropy under different censoring cases is necessary. Additionally, due to the emergence of incomplete samples, the estimation of information entropy has also aroused interest of some authors in recent years. For example, Patra et al. [11] studied the problem of estimating the entropy of two exponential populations with scale and ordered location parameters under several censoring schemes. With the extensive application of Burr distribution in reliability, biology, economy, energy, meteorology, and other fields, its entropy is also of great help to many scholars. In [12], two entropy-based methods were used to apply the extended Burr XII distribution to six peak flow datasets, and quantiles (discharges) corresponding to different return periods were computed. Besides, in spectrum analysis, entropy and the maximum entropy principle (MEP) have many applications as the important subjects of signal processing. According to the MEP, it is helpful to select the probability law with maximum entropy before using probability law in the inference model. Ali et al. [13]...
presented this process comprehensively. Therefore, the estimation of information entropy is of practical significance to industrial production and experimental design.

Additionally, information entropy is of great research significance in other fields such as physics, communication, economics and so on. For the study of entropy, many researchers have made contributions. Sunoj et al. (2012) [14] introduced a Shannon entropy function based on quantiles and studied the properties of the residual entropy function. AboEleneen and Z.A (2011) [15] simplified the entropy and derived some recurrence relations under progressively type-II censored samples. Lee [16] employed the generalized progressive hybrid censored data to study the entropy estimation using ML and Bayesian methods under the inverse Weibull distribution. Zhao et al. [17] researched the empirical entropy method under type-II censored data and compared it with the empirical likelihood method using a simulation. The famous Shannon information entropy is defined as

$$H(X) = H(f) = - \int_{0}^{\infty} f(x) \ln f(x) dx,$$

where $X$ is a continuous random variable and its pdf is $f(x)$.

Bayesian estimation is a newer and more practical method than classical estimation. Its basic idea is to combine the prior and sample information to obtain the posterior information that we will use, which can not be accomplished by using classical estimation. That means the Bayesian method can utilize prior information besides likelihood information, which can make up for the loss of information caused by censoring to some extent. Based on this idea, we adopted the Bayesian method to derive and calculate the information entropy under different prior distributions. Many scholars have used the Bayesian method to make some statistical inferences based on the Burr distribution, and most of them are about parameter estimation. Qin and Gui (2020) [6] obtained Bayes estimators and associated credible intervals under different loss functions using Markov chain Monte Carlo (MCMC) method with progressive type-II censoring data. Additionally, their inference is based on the competing risks model. Maurya et al. (2017) [18] made use of the Tierney and Kadane (TK) method and importance sampling procedure to derive Bayes estimators under different loss functions under censoring. To the best of our knowledge, no work has been done in applying the Bayesian method to the entropy estimation of a Burr XII distribution with progressive censored data. Furthermore, in the Bayesian method, we chose an approximation called the Lindley method, which is a third-order expansion of the Taylor formula. Theoretically, it performs better than the TK method (second order expansion).

The remaining structure is as follows: Section 2 investigates the progressive type-II censoring and derives the maximum likelihood (ML) estimator for entropy with the progressive censored data. Meanwhile, the corresponding asymptotic confidence intervals (ACIs) of entropy are also given. In Section 3, we obtain the Bayesian estimators and corresponding posterior risks (PRs) against different loss functions with informative and non-informative priors. Further, we utilize the Lindley method and Markov chain Monte Carlo (MCMC) algorithm to calculate Bayesian estimates. Additionally, the highest posterior density (HPD) intervals of entropy that are credible are obtained. In Section 4, the Monte Carlo method’s application in the the simulation is described, and we compare the results under different prior distributions and loss functions. A set of real data is analyzed to illustrate the availability for the above methods. In Section 5 we draw some conclusions.

2. Maximum Likelihood Estimation

Suppose that $(X_1, X_2, \cdots, X_m)$ is the progressive type-II censored sample observed from the test with $n$ items. Every $X_i$ follows the distribution defined by (1) and $x_i$ represents
the specific value of $X_i$. Thus the likelihood function with $m$ progressive type-II censored samples is given by

$$L(\alpha, \beta | \mathbf{x}) = A \prod_{i=1}^{m} f(x_i) [F(x_i)]^{R_i} = A \alpha^m \beta^m \prod_{i=1}^{m} x_i^{\beta-1} (1 + x_i)^{-\alpha(R_i+1)-1},$$

(4)

where $x_1 \leq x_2 \leq \cdots \leq x_m$, $\mathbf{x} = (x_1, x_2, \cdots, x_m)$, $A$ is a constant and $F(x_i) = 1 - F(x_i)$. Additionally, the corresponding log-likelihood function is

$$l(\alpha, \beta) = \ln(L) = \ln(A) + m\ln(\alpha \beta) + \sum_{i=1}^{m} \ln(x_i^{\beta-1}) - \sum_{i=1}^{m} [\alpha(1 + R_i) \ln(1 + x_i^{\beta}) - \sum_{i=1}^{m} \ln(1 + x_i^{\beta})].$$

(5)

Then the likelihood equations of $\beta$ and $\alpha$ can be obtained as

$$\frac{\partial \ln L(\alpha, \beta)}{\partial \beta} = \frac{m}{\beta} + \sum_{i=1}^{m} \ln(x_i) - \sum_{i=1}^{m} [\alpha(1 + R_i) + 1] \frac{x_i^{\beta} \ln(x_i)}{1 + x_i^{\beta}} = 0,$$

(6)

and

$$\frac{\partial \ln L(\alpha, \beta)}{\partial \alpha} = \frac{m}{\alpha} - \sum_{i=1}^{m} (1 + R_i) \ln(1 + x_i^{\beta}) = 0.$$  

(7)

Obviously, the ML estimates of $\beta$ and $\alpha$ ($\hat{\beta}$ and $\hat{\alpha}$) are the solutions of (6) and (7), which can be achieved by a numerical method such as the Newton–Raphson method.

In line with the invariance property of the ML estimation, it is not different to obtain the estimator for a function of the parameters. If the entropy in (3) under Burr XII distribution can be simplified into a function of parameters $\beta$ and $\alpha$, the ML estimation of entropy can be carried out.

**Theorem 1.** Let $X$ be a random variable with cdf (1); then the entropy of $X$ is

$$\hat{H}(X) = \hat{H}(f) = -\ln(\alpha \beta) - \left(\frac{\beta - 1}{\beta}\right) [\psi(1) - \psi(\alpha)] + \frac{1}{\alpha} + 1,$$

(8)

where $\psi$ is defined by $\psi(z) = \frac{d}{dz} \ln(\Gamma(z))$, which is also called the digamma function. $\Gamma$ is the gamma function.

**Proof.** See Appendix A. \square

On the basis of Theorem 1, the ML estimator for entropy can be obtained as

$$\hat{H}(f) = -\ln(\hat{\alpha} \hat{\beta}) - \left(\frac{\hat{\beta} - 1}{\hat{\beta}}\right) [\psi(1) - \psi(\hat{\alpha})] + \frac{1}{\hat{\alpha}} + 1.$$ 

(9)

**Asymptotic Confidence Interval for Entropy**

In order to obtain the asymptotic confidence interval (ACI) of information entropy, the observed Fisher information matrix of $\alpha$ and $\beta$ is given first as

$$I(\hat{\alpha}, \hat{\beta}) = \left(\begin{array}{cc}
\frac{\partial^2 I(\alpha, \beta)}{\partial \alpha^2} & \frac{\partial^2 I(\alpha, \beta)}{\partial \alpha \beta} \\
\frac{\partial^2 I(\alpha, \beta)}{\partial \beta \alpha} & \frac{\partial^2 I(\alpha, \beta)}{\partial \beta^2}
\end{array}\right)_{\alpha=\hat{\alpha}, \beta=\hat{\beta}},$$

(10)
When the sample size is large, the asymptotic distribution of the parameter estimators is

\[ z = -\frac{m}{\alpha^2} \frac{\partial^2 I(\alpha, \beta)}{\partial \alpha^2} = -\sum_{i=1}^{m} (1 + R_i) \frac{x_i^\beta \ln x_i}{1 + x_i^\beta}, \]

\[ \frac{\partial^2 I(\alpha, \beta)}{\partial \beta^2} = \frac{m}{\beta^2} - \sum_{i=1}^{m} [\alpha (1 + R_i) + 1] \frac{x_i^\beta \ln x_i}{(1 + x_i^\beta)^2}. \]  

(11)

\[ I^{-1}(\hat{\alpha}, \hat{\beta}) \] is the inverse of \( I(\alpha, \beta) \), and also the variance–covariance matrix of \( \beta \) and \( \alpha \). When the sample size is large, the asymptotic distribution of the parameter estimators is

\[
\begin{pmatrix}
\hat{\alpha} \\
\hat{\beta}
\end{pmatrix} \xrightarrow{D} \mathcal{N}\left(0, I^{-1}(\hat{\beta}, \hat{\alpha})\right),
\]

(12)
in which the first and second elements on the diagonal of matrix \( I^{-1}(\hat{\beta}, \hat{\alpha}) \) are the estimated variances of \( \hat{\beta} \) and \( \hat{\alpha} \), respectively.

Since we want to get the asymptotic confidence interval of entropy in (8) which is a function of \( \hat{\beta} \) and \( \hat{\alpha} \), we shall use the delta method to calculate the variance of entropy. In the delta method, by creating a linear approximation of a function, the variance of a simpler linear function can be calculated. Note that

\[
C = \begin{pmatrix}
\frac{\partial H(f)}{\partial \alpha} & \frac{\partial H(f)}{\partial \beta}
\end{pmatrix},
\]

(13)

where \( \psi'(\alpha) \) is the derivative of \( \psi(\alpha) \) with respect to \( \alpha \) (also called the trigamma function). Then using the delta method, the variance of entropy can be given as

\[
\text{Var}(\hat{H}(f)) \simeq |C \Gamma^{-1}(\alpha, \beta) C^T|_{\beta = \hat{\beta}, \alpha = \hat{\alpha}},
\]

where \( C^T \) is transposed \( C \). Then, the 100(1−\( \gamma \))% ACI of entropy is

\[
\left(\hat{H}(f) - z_{\gamma/2} \sqrt{\text{Var}(\hat{H}(f))}, \hat{H}(f) + z_{\gamma/2} \sqrt{\text{Var}(\hat{H}(f))}\right),
\]

(14)

where \( z_{\gamma/2} \) is the upper (\( \gamma/2 \))th quantile of the standardized normal distribution.

3. Bayes Estimation

Bayesian estimation is a more practical method compared to classical estimation methods, and has attracted much interest from many researchers in recent years. Many people adopt the Bayesian method to estimate parameters and related functions for different distributions. Fu et al. (2012) [19] considered the Bayesian estimation for Pareto distribution under three non-informative priors. Musleh and Helu (2014) [20] used the ML, least squares, approximate ML, and Bayesian estimation to make statistical inferences of unknown parameters for inverse Weibull distributions using progressive type-II censoring schemes. Rastogi and Merovci (2017) [21] obtained Bayesian estimators of parameters for Weibull–Rayleigh distribution under asymmetric and symmetric loss functions. Singh and Tripathi [22] investigated the Bayesian estimation for the unknown parameters of an inverse Weibull distribution based on progressive type-I interval censored data, and obtained the optimal censoring scheme. For more studies on the Bayesian estimation, refer to [23–26].

In this paper, we use Bayesian estimation to get the estimates of entropy. Then, the parameters \( \beta \) and \( \alpha \) in (9) are treated as random variables which conform to the prior distributions. The parameters in the prior distribution are called hyper-parameters distinguished from the parameters \( \beta \) and \( \alpha \). The prior information combined with the
likelihood function can be used to derive the posterior information. By comparing the posterior risks under different prior distributions and loss functions, the relative validity of estimation can be evaluated.

3.1. Prior Distribution and Corresponding Posterior Distribution

In order to observe the influences of priors on Bayesian estimators, we adopt an informative prior and a non-informative prior respectively. For the informative prior, gamma distribution is adopted for its flexibility. Moreover, it was found that in the case of this paper, the gamma distribution is a conjugate with respect to the parameter $\alpha$, which is conducive to the implementation of the sample simulation algorithm later. Assume that $\alpha$ and $\beta$ are independent random variables, which obey $\Gamma(a, b)$ and $\Gamma(c, d)$, respectively. Therefore, the form of their joint prior distribution is

$$
\pi_1(\alpha, \beta) \propto \alpha^{a-1} \beta^{c-1} e^{-ba - db}, \quad c > 0, d > 0, a > 0, b > 0.
$$

Then the posterior distribution of $\beta$ and $\alpha$ is (using (4) and (15)).

$$
\pi_1(\alpha, \beta|x) = \frac{1}{g_1} \alpha^{a+m-1} \beta^{c+m-1} e^{-ba - db} \prod_{i=1}^{m} x^\beta - 1 (1 + x^\beta)^{-a(R_i + 1) - 1},
$$

where $x = (x_1, x_2, x_3, \cdots, x_m)$ and

$$
g_1 = \int_0^\infty \int_0^\infty \alpha^{a+m-1} \beta^{c+m-1} e^{-ba - db} \prod_{i=1}^{m} x^\beta - 1 (1 + x^\beta)^{-a(R_i + 1) - 1} d\alpha d\beta.
$$

when the prior distributions of $\beta$ and $\alpha$ are both taken as non-informative priors; the form of their joint prior distribution is

$$
\pi_2(\alpha, \beta) = \frac{1}{\alpha \beta}.
$$

Thus the posterior distribution of $\beta$ and $\alpha$ is (using (4) and (17))

$$
\pi_2(\alpha, \beta|x) = \frac{1}{g_2} \beta^{m-1} \alpha^{m-1} \prod_{i=1}^{m} x^\beta - 1 (1 + x^\beta)^{-a(R_i + 1) - 1},
$$

where

$$
g_2 = \int_0^\infty \int_0^\infty \beta^{m-1} \alpha^{m-1} \prod_{i=1}^{m} x^\beta - 1 (1 + x^\beta)^{-a(R_i + 1) - 1} d\alpha d\beta.
$$

3.2. Loss Function

In Bayesian estimation, the loss function is used as a way to evaluate the performances of estimators, and a penalty (the posterior risk) is assigned to each estimator. In fact, the loss function is used to measure the gap between the estimates and true values. Therefore, in order to minimize the posterior risk (PR), under different loss functions, we give Bayesian estimators for $H$ and corresponding posterior risks in Table 1. Different situations require different loss functions. With the purpose of acquiring Bayesian inference more comprehensively, we adopt asymmetric and symmetric loss functions. Besides the squared error loss function (SELF), the weighted squared error loss function (WSELF), the precautionary loss
function (PLF) and the K-Loss function (KLF) are also included (see [27,28]). The Bayesian estimators of entropy under different loss functions can be expressed as:

\[
\hat{H}(f)_{S} = E(H(f)|x) = \int_{0}^{\infty} \int_{0}^{\infty} H(f)(a, \beta|x) \, da \, d\beta,
\]

\[
\hat{H}(f)_{W} = E(H^{-1}(f)|x)^{-1} = (\int_{0}^{\infty} \int_{0}^{\infty} H^{-1}(f)(a, \beta|x) \, da \, d\beta)^{-1},
\]

\[
\hat{H}(f)_{K} = \sqrt{E(H(f)|x)} \sqrt{E(H^{-1}(f)|x)} = \left( \int_{0}^{\infty} \int_{0}^{\infty} H(f)(a, \beta|x) \, da \, d\beta \right)^{1/2},
\]

\[
\hat{H}(f)_{P} = \sqrt{E(H^{2}(f)|x)} = \sqrt{\int_{0}^{\infty} \int_{0}^{\infty} H^{2}(f)(a, \beta|x) \, da \, d\beta},
\]

where \( \hat{H}(f) \) represents the estimators of entropy \( H(f) \), and the lower notation represents different loss functions. For example, \( \hat{H}(f)_{S} \) stands for the Bayesian estimator of entropy against SELF.

In order to calculate the Bayesian estimators in (19), we need to obtain \( E(H(f)|x) \), \( E(H^{-1}(f)|x) \) and \( E(H^{2}(f)|x) \) first. However, one can observe that the entropy estimators we want to further calculate are in the form of a two-integral ratio, and it is not easy to simplify them to other closed integral forms. Hence, we consider two different methods, Lindley approximation and MCMC algorithm, to solve this problem.

**Table 1.** Bayesian estimators and corresponding posterior risks of different loss functions.

| Loss Function | Bayesian Estimator | Posterior Risk |
|---------------|--------------------|----------------|
| SELF: \((\hat{H} - H)^2\) | \(E(H|x)\) | \(V(H|x)\) |
| WSELF: \((\hat{H} - H)^2\) | \([E(H^{-1}|x)]^{-1}\) | \(E(H|x) - [E(H^{-1}|x)]^{-1}\) |
| KLF: \(\left(\frac{\hat{H}}{H} - \frac{1}{\pi}\right)^2\) | \(\sqrt{E(H)|x}/E(H^{-1}|x)\) | \(2[E(H|x)E(H^{-1}|x) - 1]\) |
| PLF: \((\hat{H} - H)^2\) | \(\sqrt{E(H^2|x)}\) | \(2\sqrt{E(H^2|x)} - 2E(H|x)\) |

### 3.3. Lindley Approximation

In this subsection, we employ an approximation method, which was proposed by Lindley in [29] to achieve the numerical calculation of entropy estimators. Referring to Lindley’s method, we can define \( I(x) \) as

\[
I(x) = \int_{0}^{\infty} \int_{0}^{\infty} P^{(a, \beta)} + 1(a, \beta|x) u(a, \beta) \, da \, d\beta,
\]

(20)

where \( u(a, \beta) \) is the function of \( \beta \) and \( a, l(a, \beta) \) is the logarithm of likelihood (defined by (5)), and \( P(a, \beta) = P_i(a, \beta) = \ln P_i(a, \beta) \) is the logarithm of the priors (defined by (15) and (17)), \( i = 1, 2 \). Further, use the Lindley method to approximate the Formula (20) as

\[
I(x) = u(\hat{a}, \hat{\beta}) + \frac{1}{2} \left[ \sigma_{aa}(2\hat{a}\hat{\beta} + \hat{\beta}) + \sigma_{\hat{a}\hat{a}} + \sigma_{\hat{\beta}\hat{\beta}}(2\hat{a}\hat{\beta} + 2\hat{a}^2\hat{\beta}) \right] + \frac{1}{2} \left[ \left( \frac{\sigma_{aa} \sigma_{\hat{a}\hat{a}} + \sigma_{\hat{a}\hat{a}} \sigma_{\hat{a}\hat{a}}}{\sigma_{\hat{a}\hat{a}} \sigma_{\hat{a}\hat{a}}} \right) + \left( \frac{\hat{a} \hat{\beta} + \hat{\beta} \sigma_{\hat{a}\hat{a}}}{\hat{\beta} \sigma_{\hat{a}\hat{a}}} \right) \right] \left[ \frac{\sigma_{\hat{a}\hat{a}} \sigma_{\hat{a}\hat{a}} + \sigma_{\hat{a}\hat{a}} \sigma_{\hat{a}\hat{a}}}{\sigma_{\hat{a}\hat{a}} \sigma_{\hat{a}\hat{a}}} \right],
\]

(21)

where \( \hat{a} \) and \( \hat{\beta} \) are the ML estimators of \( a \) and \( \beta \). We use the symbol with a hat to represent the estimator, and the subscript indicates the derivative of the variable. For instance, the second derivative of the \( u(a, \beta) \) with respect to \( a \) is expressed as \( u_{aa} \). Similarly, others are expressed as follows:
\[ \hat{I}_{\alpha} = \frac{\partial^2 l}{\partial \alpha^2} \bigg|_{\alpha = \hat{\alpha}} = -\frac{m}{\alpha^2}, \quad \hat{I}_{\beta\beta} = \frac{\partial^2 l}{\partial \beta^2} \bigg|_{\beta = \hat{\beta}} = \frac{m}{\beta^2} - \frac{m}{\beta^2} \sum_{i=1}^{m} \left[ \hat{\alpha}(R_i + 1) + 1 \right] \frac{\hat{\beta}(\ln x_i)^2}{1 + x_i^2}, \]

\[ l_{\alpha\beta} = \frac{\partial l}{\partial \alpha \partial \beta} \bigg|_{\beta = \hat{\beta}, \alpha = \hat{\alpha}} = -\sum_{i=1}^{m} (R_i + 1) \frac{\hat{\beta}(\ln x_i)^2}{1 + x_i^2} \hat{I}_{\alpha\beta}, \quad \hat{I}_{\alpha\alpha} = \frac{\partial^3 l}{\partial \alpha^3} \bigg|_{\alpha = \hat{\alpha}} = 2m \frac{\alpha^3}{\beta^3}, \]

\[ l_{\beta\beta\beta} = \frac{\partial^3 l}{\partial \beta^3} \bigg|_{\beta = \hat{\beta}} = 2m \frac{\alpha^3}{\beta^3} - \sum_{i=1}^{m} [k(R_i + 1) + 1] (\ln x_i)^3 \frac{\hat{\beta}(1 - x_i^2)}{(1 + x_i^2)^2}, \quad \hat{I}_{\beta\beta\beta} = 0 = \hat{I}_{\alpha\beta\alpha}, \]

\[ \hat{\rho}_{1\alpha} = \frac{\alpha - 1}{\hat{\alpha}}, \quad \hat{\rho}_{1\beta} = \frac{\beta - 1}{\hat{\beta}}, \quad \hat{\rho}_{2\alpha} = -\frac{1}{\hat{\alpha}}, \quad \hat{\rho}_{2\beta} = -\frac{1}{\hat{\beta}}, \quad (22) \]

\( \sigma_{\epsilon(i,j)} \) represents the \((i,j)\)th element of \( \left[ -\frac{\partial^4 l}{\partial \alpha \partial \beta^3} \right]^{-1}, i, j = 1, 2. \)

By using the above expression, the Bayesian estimator of entropy in (19) can be further expressed in a more specific form.

- **The Bayesian estimator of entropy in (19) under SELF.**
  When \( u(\alpha, \beta) = H(f) = -\ln(\alpha \beta) - (\frac{\beta - 1}{\beta}) [\psi(1) - \psi(\alpha)] + \frac{1}{\alpha} + 1, \)
  \( u_{\alpha} = -\frac{1}{\alpha} + (\frac{\beta - 1}{\beta}) \psi'(\alpha) - \frac{1}{\alpha^2}, \quad u_{\beta} = -\frac{1}{\beta} - \frac{1}{\beta^2} [\psi(1) - \psi(\alpha)], \)
  \( u_{\alpha \alpha} = \frac{1}{\alpha^2} + (\frac{\beta - 1}{\beta}) \psi''(\alpha) + \frac{2}{\alpha^3}, \quad u_{\beta \beta} = \frac{1}{\beta^2} + \frac{2}{\beta^3} [\psi(1) - \psi(\alpha)], \)
  the Bayesian estimator can be expressed as

  \[ \hat{H}(f)_{\text{S}} = E(H(f)|x) = u(\hat{\alpha}, \hat{\beta}) + \frac{1}{2} u_{\alpha \alpha} (2\hat{u}_{\alpha} \hat{\alpha} + u_{\alpha \alpha}) + \hat{\sigma}_{\beta\alpha} (2\hat{u}_{\beta} \hat{\beta} + u_{\beta \beta}) + \hat{\sigma}_{\epsilon(i,j)} (\hat{u}_{\alpha} \hat{\alpha} + \hat{u}_{\beta} \hat{\beta}), \]

  \[ + \hat{\sigma}_{\beta\beta} (u_{\beta \beta} + \hat{\sigma}_{\beta\beta}) (\hat{u}_{\alpha} \hat{\alpha} + \hat{u}_{\beta} \hat{\beta}) + (2\hat{u}_{\alpha} \hat{\alpha} \hat{\sigma}_{\epsilon(i,j)} + \hat{I}_{\beta\beta\beta} \hat{\sigma}_{\epsilon(i,j)} (\hat{u}_{\alpha} \hat{\alpha} + \hat{u}_{\beta} \hat{\beta}))^{-1}, \quad (23) \]

- **The Bayesian estimator of entropy in (19) under WSELF.**
  When \( u(\alpha, \beta) = H(f)^{-1} = \left( -\ln(\alpha \beta) - (\frac{\beta - 1}{\beta}) [\psi(1) - \psi(\alpha)] + \frac{1}{\alpha} + 1 \right)^{-1}, \)
  \( u_{\alpha} = (H(f))^{-2} \left( \frac{1}{\beta} - (\frac{\beta - 1}{\beta}) \psi'(\alpha) + \frac{1}{\alpha^2} \right), \quad u_{\beta} = (H(f))^{-2} \left( \frac{1}{\beta^2} + \frac{1}{\beta^3} [\psi(1) - \psi(\alpha)] \right), \)
  \( u_{\alpha \alpha} = 2H(f)^{-3} \left( \frac{1}{\beta^2} \psi''(\alpha) + \frac{2}{\beta^3} \right), \quad u_{\alpha \beta} = 2H(f)^{-3} \left( \frac{1}{\beta^2} \psi''(\alpha) + \frac{2}{\beta^3} \right), \)
  \( u_{\beta \beta} = 2H(f)^{-3} \left( \frac{1}{\beta^2} + \frac{1}{\beta^3} [\psi(1) - \psi(\alpha)] \right), \)
  the Bayesian estimator can be expressed as

  \[ \hat{H}(f)_{\text{W}} = E(H^{-1}(f)|x)^{-1} = u(\hat{\alpha}, \hat{\beta}) + \frac{1}{2} u_{\alpha \alpha} (2\hat{u}_{\alpha} \hat{\alpha} + u_{\alpha \alpha}) + \hat{\sigma}_{\beta\alpha} (2\hat{u}_{\beta} \hat{\beta} + u_{\beta \beta}) + \hat{\sigma}_{\epsilon(i,j)} (u_{\alpha \alpha} + \hat{u}_{\beta} \hat{\beta}), \]

  \[ + \hat{\sigma}_{\beta\beta} (u_{\beta \beta} + \hat{\sigma}_{\beta\beta}) (\hat{u}_{\alpha} \hat{\alpha} + \hat{u}_{\beta} \hat{\beta}) + (2\hat{u}_{\alpha} \hat{\alpha} \hat{\sigma}_{\epsilon(i,j)} + \hat{I}_{\beta\beta\beta} \hat{\sigma}_{\epsilon(i,j)} (\hat{u}_{\alpha} \hat{\alpha} + \hat{u}_{\beta} \hat{\beta}))^{-1}. \]

- **The Bayesian estimator of entropy in (19) under PLF.**
  When \( u(\alpha, \beta) = H(f)^2 = \left( -\ln(\alpha \beta) - (\frac{\beta - 1}{\beta}) [\psi(1) - \psi(\alpha)] + \frac{1}{\alpha} + 1 \right)^2, \)
  \( u_{\alpha} = 2H(f) \left( \frac{1}{\beta} \psi'(\alpha) - \frac{1}{\beta} + \frac{1}{\beta^2} \right), \quad u_{\beta} = 2H(f) \left( \frac{1}{\beta^2} + \frac{1}{\beta^3} [\psi(1) - \psi(\alpha)] \right), \)
  \( u_{\alpha \alpha} = 2H(f)^{-3} \left( \frac{1}{\beta^2} \psi''(\alpha) + \frac{2}{\beta^3} \right), \quad u_{\alpha \beta} = 2H(f)^{-3} \left( \frac{1}{\beta^2} \psi''(\alpha) + \frac{2}{\beta^3} \right), \)
  \( u_{\beta \beta} = 2H(f)^{-3} \left( \frac{1}{\beta^2} + \frac{1}{\beta^3} [\psi(1) - \psi(\alpha)] \right), \)
Algorithm 1

1. Set initial value \((a_0), (\beta_0)\) and \(k = 1\).
2. Generate \(a_{(k)}\) from \(\Gamma(a + m, b + \sum_{i=1}^{m} (R_i + 1) \ln(1 + x_i^{\beta_{(k-1)}}))\).
3. Generate \(\beta_{(k)}\) from \(\pi_1(\beta|a_{(k)}, \chi)\) with \(N(\hat{\beta}_{(k-1)}, Var(\hat{\beta}))\) proposal distribution.
4. Set \(k = k + 1\).
5. Repeat step 2–4, \(K\) times, then obtain \((a_{(k)}, \beta_{(k)})\), \(k = 1, 2, \cdots, K\).
6. Substitute by \((a_{(k)}, \beta_{(k)})\) into (9) to compute \(H_{(1)}(f), H_{(2)}(f), \cdots, H_{(K)}(f)\) and \(H_{(1)}^{-1}(f), H_{(2)}^{-1}(f), \cdots, H_{(K)}^{-1}(f)\) and \(H^2_{(1)}(f), H^2_{(2)}(f), \cdots, H^2_{(K)}(f)\).

The Bayesian estimator can be expressed as

\[
\hat{H}(f) = \sqrt{E(H^2(f)|x)} = [u(\alpha, \beta) + \frac{1}{2} (\hat{\sigma}_{a a} (2\hat{a}_{\alpha} + \hat{a}_{\alpha}) + \hat{\sigma}_{\alpha} (2\hat{\alpha}_{\beta} + \hat{\alpha}_{\beta}) + \hat{\sigma}_{\beta \beta} \hat{\beta} + 2\hat{\beta} \hat{\beta}_{\beta}) + (I_{\alpha a a} \hat{\sigma}_{a a} + I_{\alpha \beta} \hat{\sigma}_{\alpha \beta} + \hat{\alpha} \hat{\sigma}_{a a} + \hat{\alpha} \hat{\sigma}_{\alpha \beta} + \hat{\alpha} \hat{\sigma}_{\beta \beta} + \hat{\beta} \hat{\sigma}_{\alpha \beta} + \hat{\beta} \hat{\sigma}_{\beta \beta})]^{\frac{1}{2}}
\]

(25)

- The Bayesian estimator of entropy in (19) under KLF. In the light of the Bayesian estimators under SELF and WSELF, when \(u(a, \beta)\) is taken as \(H(f)\) and \(H(f)^{-1}, E(H|\chi)\) and \(E(H^{-1}|\chi)\) can be obtained respectively. Accordingly,

\[
\hat{H}(f)_K = \sqrt{\frac{E(H(f)|\chi)}{E(H^{-1}|\chi)}}
\]

can also be calculated.

Obviously, the exact values of the entropy estimators in (19) can be calculated using Lindley approximate method. Then the corresponding posterior risk values of different loss functions in Table 1 can also be obtained.

3.4. MCMC Method with Gibbs Sampling

Although it is easy to calculate Bayesian estimates by the Lindley method, it cannot provide an interval estimation. In consideration of this, we adopted the MCMC method to compute the Bayesian estimates of entropy and obtain the corresponding HPD credible intervals. As a special case of the MCMC method, Gibbs sampling requires a marginal distribution for each parameter to generate a set of Markov chain samples. Take the gamma prior, for example: the conditional posterior densities of \(\beta\) and \(a\) can be obtained respectively as

\[
\pi_1(a|\beta, \chi) \propto a^{a+m-1} e^{-a \left[ b + \sum_{i=1}^{m} (R_i + 1) \ln(1 + x_i^{\beta}) \right]}.
\]

(26)

\[
\pi_1(\beta|a, \chi) \propto \beta^{\beta+m-1} e^{-\beta \left[ \sum_{i=1}^{m} x_i^{\beta} + a(R_i + 1) \right]}. \]

(27)

Due to \(a + m > 0, \left[ b + \sum_{i=1}^{m} (R_i + 1) \ln(1 + x_i^{\beta}) \right] > 0\), it can be seen that \(\pi_1(a|\beta, \chi)\) is a gamma distribution. However, \(\pi_1(\beta|a, \chi)\) is not a well-known distribution, so we adopt the Metropolis–Hastings method with a normal proposal distribution to generate the sample \(\hat{\beta}_{(k)}\). Thus, the process of generating Markov chain samples can be described as in Algorithm 1.
Based on SELF, WSELF, KLF and PLF, the Bayesian estimates in (19) can be obtained as

\[
\hat{H}(f)_S = \frac{\sum_{k=M+1}^{K} H_k(f)}{K-M}, \quad \hat{H}(f)_W = \left[ \frac{\sum_{k=M+1}^{K} H_k^{-1}(f)}{K-M} \right]^{-1},
\]

\[
\hat{H}(f)_K = \left( \frac{\sum_{k=M+1}^{K} H_k(f) / H_k^{-1}(f)}{K-M} \right)^{1/2}, \quad \hat{H}(f)_P = \left[ \frac{\sum_{k=M+1}^{K} H_k^2(f)}{K-M} \right]^{1/2}, \quad (28)
\]

In the Markov chain algorithm, in order to avoid the influence caused by the initial value, some number of initial iteration results are discarded. This part is called burn-in period, and the number of the discarded iterations is denoted by M. Similarly, the corresponding posterior risks in Table 1 can also be calculated.

In the interest of getting the HPDs, arrange \(H_{(M+1)}(f), H_{(M+2)}(f), \ldots, H_{(K)}(f)\), and get \(H_{(1)}^*(f) < H_{(2)}^*(f) < \cdots < H_{(K-M)}^*(f)\). Thus, several 100(1-\(\gamma\))% credible intervals of \(H(f)\) can be obtained as

\[
\left( H_{(1)}^*, H_{[(K-M)(1-\gamma)]}^* \right), \cdots, \left( H_{[(K-M)(\gamma)]}^*, H_{(K)}^* \right)
\]

where \([ (K-M)(1-\gamma) ] \) represents the largest integer less than or equal to \((K-M)(1-\gamma)\). The HPD credible interval is the shortest length interval in (29).

4. Simulation Study and Real Data Analysis

4.1. Monte Carlo Simulation

In this subsection, the Monte Carlo simulation method is used to further calculate the entropy estimators obtained by the different methods. In order to demonstrate the performances of proposed methods more comprehensively, we chose different sample sizes and progressive censoring schemes. That is,

- **Scheme 1:** \(R_m = n - m, R_1 = R_2 = \cdots = R_{m-1} = 0\).
- **Scheme 2:** \(R_1 = n - m, R_2 = R_3 = \cdots = R_{m-1} = 0\).
- **Scheme 3:** \(R_i = 0 \text{ for } i \neq \frac{m+1}{2}, R_{(m+1)/2} = n - m, \text{ if } m \text{ is odd}, \quad R_i = 0 \text{ for } i \neq \frac{m}{2}, R_{m/2} = n - m, \text{ if } m \text{ is even}.\)
- **Scheme 4:** \(R_1 = R_2 = \cdots = R_{2m-n} = 0, R_{2m-n+1} = \cdots = R_m = 1 \) (assuming that censoring ratio is less than 50%).

The performance of point and interval estimation is evaluated by some different quantities. In order to compare the performance of ML and Bayesian estimates of entropy, average absolute bias (AB) and mean square error (MSE) are calculated respectively by

\[
\frac{1}{N} \sum_{j=1}^{N} |\hat{H}(f) - H(f)|, \quad \text{and} \quad \frac{1}{N} \sum_{j=1}^{N} (\hat{H}(f) - H(f))^2,
\]

with N times repetition. For showing the performances of ACIs and HPDs, average width (AW) and coverage probability (CV) of 100(1-\(\gamma\))% credible/confidence intervals of \(\hat{H}(f)\) were calculated. In particular, on account of various loss functions, the posterior risks (in Table 1) were used to evaluate the performance of Bayesian estimates. To show the results more visually, Figure 1 was drawn with censoring ratio 50% and Scheme 2, where the horizontal axis has different \(n\) values, and the vertical axis is ABs under different methods.

Given the censoring scheme \((R_1, R_2, \cdots, R_m)\), the values of \(n, m, \) the simulation steps are shown in Algorithm 2.
Algorithm 2 Monte Carlo simulation.

1. Generate \( m \) i.i.d observations \( U_1, U_2, \ldots, U_m \) from \( U(0, 1) \).

2. For given values \( R_1, R_2, \ldots, R_m \) of corresponding censoring scheme, set \( Z_i = U_i^{1/(i+\sum_{j=m-i+1}^{m} R_j)}, i = 1, 2, 3, \ldots, m \).

3. Then we set \( V_i = 1 - Z_m Z_{m-1} \cdots Z_{m-i+1} \), for \( i = 1, 2, 3, \ldots, m \). Hence \( V_1, V_2, \ldots, V_m \) is a progressive type-II censored data of size \( m \) from \( U(0, 1) \).

4. For given \( \alpha \) and \( \beta \), set \( x_i = F^{-1}(V_i) = \left[ \frac{1}{(1-V_i)^{1/\alpha}} - 1 \right]^{1/\beta}, i = 1, 2, 3, \ldots, m \). Finally \( x_1, x_2, \ldots, x_m \) is the desired progressive type-II censored data of size \( m \) from Pareto(\( \alpha, \beta \)) in (1).

5. Calculate the ML estimates of \( \alpha \) and \( \beta \) using (6), (7) and \( H(f) \) in (9). The ACI of \( \hat{H}(f) \) can also be calculated.

6. Choosing the hyperparameters \( a, b, c, d \). For different priors and loss functions (in Table 1), we use the Lindley method and Gibbs samples in Section 3.4 to calculate the exact estimates of the entropy in (19). The PRs and HPDs can also be obtained.

7. Repeat steps 1–6 above \( N \) times and calculate the MSEs, ABs, AWs, CPs and PRs. Then we can get Tables 2–5. In the following tables, Lindley0 indicates the Lindley method with non-informative prior. Accordingly, Lindley1 denotes the Lindley method using informative prior, that is gamma prior. Similarly, the symbols MCMC0 and MCMC1 are also used.

Similarly, we used the Lindley method and a Monte Carlo simulation to get a set of posterior risks of entropy under different true values of \( \beta \) in a simulation experiment, which is shown in the form of graphs. We used hyperparameters \( a = 0.8, b = 1, c = 0.8, d = 1, n = 50, m = 35 \), and the censoring scheme was \( R_1 = R_2 = \cdots = R_{34} = 0, R_{35} = 15 \). The results are shown in Figure 2.

Here are some observations regarding the performances of the estimators for entropy according to Tables 2–5 and Figure 2:

- Comparing the results in Table 2, for fixed \( n \) and increased \( m \), the MSEs and ABs of the entropy estimates decrease as expected regardless of censoring schemes. For the fixed censoring ratio (e.g., \( n = 30, m = 15 \) and \( n = 40, m = 20 \)), the MSEs and ABs also decrease distinctly with \( n \) increasing. The BOLD data in the Table 2 had the best performance under different methods respectively.

- In Tables 2–4, different censoring schemes do have impacts on the estimated results, among which Schemes 2 and 1 performed best and worst respectively, in terms of MSEs, ABs and PRs.

- According to Figure 1 and Table 2, the following conclusions can be drawn: In Bayesian estimation, the MSEs and ABs of entropy estimates with the informative prior are smaller than those with non-informative prior, which is obvious for both Lindley and MCMC methods. Meanwhile, under the same prior, MSEs and ABs under the Lindley method are close to those under MCMC, and even slightly smaller than that under MCMC. In Table 2, ML estimates are worse than Bayesian estimates, regardless of Lindley and MCMC methods, in terms of MSEs and ABs. The elementary reason is that Bayesian estimation combines data information with the priors of parameters, which ML estimation cannot achieve.

- As shown in Tables 3 and 4, the estimates performed best against KLF, and worst against SELF in terms of PRs with both Lindley and MCMC methods for all censoring schemes (except for some small sample sizes). In Figure 2, it can be observed more intuitively that the posterior risk against SELF is the largest for small parameter values, and that the PRs against WSELF and PLF are very close in most cases. For the convenience of comparison, several posterior values of risk are marked in the figure. It can be seen that the trends of PRs are very similar under two kinds of priors, but the PRs under non-informative prior are always strictly greater than the that under informative prior for the same parameters.
• In Table 5, it can be noted that the CVs of HPD credible intervals are quite close to the nominal level (95%) compared to ACIs. The AWs of ACIs and HPD intervals under non-informative prior are very close. However, with the informative prior, the HPD interval performs better than ACI for each censoring scheme.

Table 2. MSEs and ABs (in brackets) of ML and Bayesian estimates of entropy for Burr XII distribution with $\alpha = 3$ and $\beta = 2$ under different censoring schemes (CS). The hyperparameters for gamma prior are $a = 3, b = 1, c = 2$ and $d = 1$.

| n  | m  | CS | MLE         | Bayesian Estimates         |
|----|----|----|-------------|----------------------------|
|    |    |    |             | Lindley0 | Lindley1 | MCMC0 | MCMC1 |
| 15 | 1  | 30 | 0.1609 (0.3171) | 0.1556 (0.3122) | 4.6443 (0.3997) | 0.1547 (0.3114) | 0.0492 (0.1763) |
|    | 2  |    | 0.0614 (0.1954) | 0.0594 (0.1915) | 0.0283 (0.1345) | 0.0595 (0.1914) | 0.0353 (0.1490) |
|    | 3  |    | 0.0899 (0.2337) | 0.0812 (0.2226) | 0.0307 (0.1226) | 0.0811 (0.2230) | 0.0374 (0.1552) |
|    | 4  |    | 0.0913 (0.2394) | 0.0883 (0.2351) | 0.0803 (0.1383) | 0.0892 (0.2357) | 0.0390 (0.1588) |
| 30 | 1  | 21 | 0.0620 (0.1991) | 0.0601 (0.1983) | 0.0244 (0.1294) | 0.0599 (0.1976) | 0.0329 (0.1496) |
|    | 2  |    | 0.0359 (0.1457) | 0.0354 (0.1458) | 0.0224 (0.1182) | 0.0355 (0.1459) | 0.0247 (0.1236) |
|    | 3  |    | 0.0435 (0.1632) | 0.0418 (0.1610) | 0.0241 (0.1233) | 0.0420 (0.1606) | 0.0276 (0.1319) |
|    | 4  |    | 0.0613 (0.1981) | 0.0590 (0.1954) | 0.0260 (0.1324) | 0.0590 (0.1954) | 0.0341 (0.1506) |
| 20 | 1  | 20 | 0.1022 (0.2490) | 0.0971 (0.2442) | 0.5050 (0.1608) | 0.0973 (0.2443) | 0.0367 (0.1545) |
|    | 2  |    | 0.0429 (0.1668) | 0.0413 (0.1643) | 0.0253 (0.1304) | 0.0414 (0.1647) | 0.0280 (0.1364) |
|    | 3  |    | 0.0631 (0.1977) | 0.0602 (0.1950) | 0.0272 (0.1338) | 0.0605 (0.1954) | 0.0350 (0.1511) |
|    | 4  |    | 0.0724 (0.2168) | 0.0686 (0.2121) | 0.0259 (0.1303) | 0.0691 (0.2126) | 0.0363 (0.1565) |
| 40 | 1  | 28 | 0.0410 (0.1598) | 0.0401 (0.1582) | 0.0221 (0.1202) | 0.0403 (0.1586) | 0.0259 (0.1286) |
|    | 2  |    | 0.0290 (0.1351) | 0.0283 (0.1323) | 0.0205 (0.1139) | 0.0284 (0.1323) | 0.0216 (0.1167) |
|    | 3  |    | 0.0418 (0.1623) | 0.0406 (0.1615) | 0.0267 (0.1334) | 0.0407 (0.1617) | 0.0293 (0.1384) |
|    | 4  |    | 0.0398 (0.1594) | 0.0377 (0.1555) | 0.0220 (0.1210) | 0.0376 (0.1556) | 0.0251 (0.1281) |
| 25 | 1  | 35 | 0.0784 (0.2261) | 0.0782 (0.2266) | 0.0350 (0.1300) | 0.0787 (0.2278) | 0.0397 (0.1609) |
|    | 2  |    | 0.0291 (0.1379) | 0.0291 (0.1363) | 0.0205 (0.1155) | 0.0292 (0.1365) | 0.0216 (0.1182) |
|    | 3  |    | 0.0431 (0.1635) | 0.0425 (0.1629) | 0.0250 (0.1270) | 0.0423 (0.1623) | 0.0282 (0.1337) |
|    | 4  |    | 0.0480 (0.1699) | 0.0471 (0.1715) | 0.0313 (0.1285) | 0.0472 (0.1718) | 0.0286 (0.1367) |

Figure 1. ABs of estimators of entropy under different methods and $n$ values.
Table 3. Bayesian estimates and corresponding posterior risks (PRs) (in brackets) of entropy for Burr XII distribution with $\alpha = 0.8$ and $\beta = 0.8$ under different censoring schemes and loss functions using the Lindley method. The hyperparameters for gamma prior are $a = 0.8$, $b = 1$, $c = 0.8$ and $d = 1$. The true value of entropy is 2.793.

| n  | m  | CS  | SELF  | WSELF  | KLF  | PLF  | SELF  | WSELF  | KLF  | PLF  |
|----|----|-----|-------|--------|------|------|-------|--------|------|------|
| 15 | 1  | 2.8022  | 2.1462  | 2.4524  | 3.0063  | 2.8208  | 2.3003  | 2.5473  | 3.0097  | 3.0777  |
|    | 2  | 2.8638  | 2.4540  | 2.6510  | 3.0376  | 2.8704  | 2.4866  | 2.6716  | 3.0344  | 3.2821  |
|    | 3  | 2.8335  | 2.3643  | 2.5883  | 3.0253  | 2.8449  | 2.4157  | 2.6215  | 3.0254  | 3.3610  |
|    | 4  | 2.8145  | 2.3209  | 2.5558  | 3.0038  | 2.8264  | 2.3869  | 2.5974  | 3.0044  | 3.0360  |
|    | 21 | 2.8314  | 2.5503  | 2.6872  | 2.9542  | 2.8355  | 2.5669  | 2.6978  | 2.9092  | 2.3636  |
|    | 2  | 2.8515  | 2.5845  | 2.7147  | 2.9714  | 2.8535  | 2.5983  | 2.7229  | 2.1965  | 2.9687  |
|    | 3  | 2.8426  | 2.5560  | 2.6955  | 2.9691  | 2.8459  | 2.5718  | 2.7054  | 2.2132  | 2.9678  |
|    | 4  | 2.7593  | 2.4908  | 2.6217  | 2.8776  | 2.7650  | 2.5084  | 2.6363  | 2.2047  | 2.8787  |
| 30 | 1  | 2.7927  | 2.4480  | 2.6147  | 2.9420  | 2.8024  | 2.4765  | 2.6344  | 2.2631  | 2.9446  |
|    | 2  | 2.8165  | 2.5205  | 2.6644  | 2.9488  | 2.8220  | 2.5395  | 2.6770  | 2.2224  | 2.9487  |
|    | 3  | 2.8685  | 2.5337  | 2.6959  | 3.0156  | 2.8735  | 2.5551  | 2.7096  | 2.2492  | 3.0146  |
|    | 4  | 2.8304  | 2.4943  | 2.6571  | 2.9749  | 2.8366  | 2.5188  | 2.6730  | 2.2523  | 2.9750  |
| 40 | 1  | 2.7980  | 2.5854  | 2.6896  | 2.8954  | 2.8008  | 2.5949  | 2.6959  | 1.5878  | 2.8955  |
|    | 2  | 2.8414  | 2.6351  | 2.7363  | 2.9379  | 2.8424  | 2.6425  | 2.7406  | 1.5131  | 2.9361  |
|    | 3  | 2.8446  | 2.6299  | 2.7351  | 2.9407  | 2.8461  | 2.6384  | 2.7403  | 1.5757  | 2.9395  |
|    | 4  | 2.8529  | 2.6386  | 2.7437  | 2.9490  | 2.8541  | 2.6468  | 2.7485  | 1.5676  | 2.9477  |
| 28 | 1  | 2.7753  | 2.4931  | 2.6304  | 2.9031  | 2.7822  | 2.6531  | 2.4963  | 1.2149  | 2.9052  |
|    | 2  | 2.8070  | 2.5877  | 2.6951  | 2.9072  | 2.8100  | 2.5983  | 2.7021  | 1.3040  | 2.9070  |
|    | 3  | 2.8402  | 2.5848  | 2.7095  | 2.9549  | 2.8435  | 2.5976  | 2.7178  | 1.1893  | 2.9545  |
|    | 4  | 2.8524  | 2.5789  | 2.7122  | 2.9683  | 2.8554  | 2.5943  | 2.7217  | 1.3012  | 2.9675  |
| 35 | 1  | 2.8489  | 2.6890  | 2.7678  | 2.9239  | 2.8498  | 2.6934  | 2.7705  | 1.1611  | 2.9232  |
|    | 2  | 2.7824  | 2.6152  | 2.6975  | 2.8605  | 2.7842  | 2.6214  | 2.7016  | 1.1242  | 2.8604  |
|    | 3  | 2.8171  | 2.6553  | 2.7350  | 2.8940  | 2.8184  | 2.6602  | 2.7381  | 1.1189  | 2.8937  |
|    | 4  | 2.8035  | 2.6365  | 2.7817  | 2.8803  | 2.8049  | 2.6421  | 2.7223  | 1.1232  | 2.8803  |
Table 4. Bayesian estimates and corresponding PRs (in brackets) of entropy for Pareto distribution with $\alpha = 0.8$ and $\beta = 0.8$ under different censoring schemes and loss functions using MCMC method. The hyperparameters for gamma prior are $a = 0.8$, $b = 1$, $c = 0.8$ and $d = 1$.

| n   | m   | CS         | MCMC0         | MCMC1         |
|-----|-----|------------|---------------|---------------|
|     |     | SELF       | WSELF         | KLFP          | PLFP          |
|     |     | SELF       | WSELF         | KLFP          | PLFP          |
|-----|-----|------------|---------------|---------------|
| 15  | 1   | 2.7461 (1.4005) | 2.1244 (0.6217) | 2.4154 (0.5853) | 2.9903 (0.4883) | 2.7547 (1.2807) | 2.2748 (0.4799) | 2.5032 (0.4219) | 2.9780 (0.4468) |
|     | 2   | 2.8385 (1.1453) | 2.4020 (0.4365) | 2.6111 (0.3634) | 3.0335 (0.3901) | 2.8404 (1.0580) | 2.3656 (0.4748) | 2.5922 (0.4014) | 3.0209 (0.3610) |
|     | 3   | 2.9709 (1.2939) | 2.4918 (0.4791) | 2.7208 (0.3845) | 3.1812 (0.4206) | 2.9660 (1.1859) | 2.5657 (0.3949) | 2.7561 (0.3079) | 3.1345 (0.3879) |
|     | 4   | 2.8740 (1.2657) | 2.5723 (0.3017) | 2.7189 (0.2346) | 3.0863 (0.4247) | 2.6860 (1.1661) | 2.4526 (0.4152) | 2.6523 (0.3386) | 3.0645 (0.3931) |
|     | 21  | 2.8582 (0.8119) | 2.5773 (0.2809) | 2.7141 (0.2180) | 2.9968 (0.2774) | 2.8562 (0.7739) | 2.5846 (0.2716) | 2.7170 (0.2102) | 2.9886 (0.2648) |
|     | 35  | 2.8116 (1.0896) | 2.4004 (0.4111) | 2.5979 (0.3426) | 2.9991 (0.3750) | 2.8129 (1.0103) | 2.4340 (0.3789) | 2.6166 (0.3113) | 2.9871 (0.3484) |
|     | 50  | 2.8118 (0.8848) | 2.4865 (0.3253) | 2.6442 (0.2616) | 2.9650 (0.3063) | 2.8165 (0.8378) | 2.5143 (0.3022) | 2.6611 (0.2403) | 2.9615 (0.2900) |
|     | 30  | 2.8625 (0.9589) | 2.5229 (0.3423) | 2.6886 (0.2714) | 3.0279 (0.3254) | 2.8642 (0.8974) | 2.5468 (0.3173) | 2.7008 (0.2492) | 3.0167 (0.3052) |
|     | 40  | 2.8527 (0.5050) | 2.6577 (0.1950) | 2.7535 (0.1468) | 2.9476 (0.1898) | 2.8501 (0.5313) | 2.6631 (0.1870) | 2.7550 (0.1404) | 2.9418 (0.1835) |
|     | 28  | 2.8724 (0.7254) | 2.6055 (0.2668) | 2.7357 (0.2048) | 2.9960 (0.2472) | 2.8741 (0.6930) | 2.6235 (0.2506) | 2.7460 (0.1910) | 2.9922 (0.2363) |
|     | 50  | 2.8649 (0.5455) | 2.6712 (0.1937) | 2.7664 (0.1450) | 2.9586 (0.1874) | 2.8671 (0.5258) | 2.6820 (0.1851) | 2.7730 (0.1380) | 2.9573 (0.1805) |
|     | 35  | 2.8649 (0.6095) | 2.6815 (0.2134) | 2.7862 (0.1592) | 3.0279 (0.2069) | 2.8942 (0.5843) | 2.6903 (0.2039) | 2.7904 (0.1516) | 2.9935 (0.1985) |
|     | 25  | 2.9104 (0.8956) | 2.5571 (0.3532) | 2.7280 (0.2763) | 3.0604 (0.3000) | 2.9102 (0.8493) | 2.5902 (0.3200) | 2.7456 (0.2471) | 3.0527 (0.2849) |
|     | 30  | 2.8724 (0.7254) | 2.5033 (0.2743) | 2.6369 (0.2192) | 2.9021 (0.2488) | 2.7781 (0.6659) | 2.5238 (0.2543) | 2.6479 (0.2015) | 2.8955 (0.2347) |
|     | 40  | 2.8245 (0.7498) | 2.5478 (0.2767) | 2.6826 (0.2172) | 2.9542 (0.2595) | 2.8246 (0.7196) | 2.5614 (0.2632) | 2.6898 (0.2055) | 2.9492 (0.2493) |
|     | 50  | 2.8672 (0.7257) | 2.6103 (0.2569) | 2.7357 (0.1969) | 2.9911 (0.2477) | 2.8678 (0.6898) | 2.6249 (0.2429) | 2.7437 (0.1851) | 2.9857 (0.2357) |
|     | 35  | 2.8164 (0.4576) | 2.6491 (0.1672) | 2.7315 (0.1262) | 2.8965 (0.1602) | 2.8182 (0.4473) | 2.6557 (0.1626) | 2.7357 (0.1224) | 2.8965 (0.1565) |
|     | 40  | 2.8278 (0.4681) | 2.7126 (0.1602) | 2.7916 (0.1181) | 2.9518 (0.1580) | 2.8690 (0.4457) | 2.7143 (0.1547) | 2.7906 (0.1140) | 2.9457 (0.1533) |
|     | 50  | 2.8077 (0.4152) | 2.6620 (0.1456) | 2.7339 (0.1094) | 2.8806 (0.1460) | 2.8079 (0.4019) | 2.6669 (0.1410) | 2.7365 (0.1057) | 2.8786 (0.1414) |
|     | 40  | 2.8338 (0.4928) | 2.6556 (0.1782) | 2.7433 (0.1342) | 2.9195 (0.1713) | 2.8335 (0.4790) | 2.6613 (0.1722) | 2.7461 (0.1294) | 2.9168 (0.1666) |
Figure 2. Posterior risks of estimators of entropy under different $\beta$ ($\alpha = 0.5$).

Table 5. Average widths (AWs) (first column) and CVs (second column) of 95% confidence/credible intervals of entropy estimates for Burr XII distribution with $\alpha = 3$ and $\beta = 2$ under different censoring schemes ($\gamma = 0.05$).

| n   | m   | CS | ACI | HPD            | MCMC0 | MCMC1 |
|-----|-----|----|-----|----------------|-------|-------|
|     | 15  | 1  | 1.303 | 0.880 | 1.437 | 0.930 | 1.127 | 0.992 |
|     |     | 2  | 0.843 | 0.890 | 0.925 | 0.934 | 0.827 | 0.984 |
|     |     | 3  | 0.979 | 0.896 | 1.095 | 0.934 | 0.949 | 0.982 |
|     |     | 4  | 1.055 | 0.882 | 1.175 | 0.930 | 0.990 | 0.992 |
|     | 30  | 1  | 0.895 | 0.912 | 0.952 | 0.940 | 0.840 | 0.980 |
|     |     | 2  | 0.711 | 0.924 | 0.755 | 0.954 | 0.698 | 0.958 |
|     |     | 3  | 0.776 | 0.896 | 0.831 | 0.934 | 0.756 | 0.964 |
|     |     | 4  | 0.857 | 0.908 | 0.920 | 0.942 | 0.821 | 0.960 |
|     | 21  | 1  | 1.137 | 0.914 | 1.225 | 0.940 | 1.011 | 0.982 |
|     |     | 2  | 0.731 | 0.908 | 0.777 | 0.928 | 0.717 | 0.952 |
|     |     | 3  | 0.857 | 0.902 | 0.933 | 0.942 | 0.834 | 0.970 |
|     |     | 4  | 0.924 | 0.910 | 0.991 | 0.940 | 0.872 | 0.970 |
|     | 40  | 1  | 0.780 | 0.940 | 0.812 | 0.952 | 0.741 | 0.978 |
|     |     | 2  | 0.619 | 0.926 | 0.646 | 0.930 | 0.610 | 0.948 |
|     |     | 3  | 0.680 | 0.910 | 0.715 | 0.942 | 0.666 | 0.956 |
|     |     | 4  | 0.739 | 0.916 | 0.771 | 0.944 | 0.713 | 0.970 |
|     | 28  | 1  | 1.024 | 0.920 | 1.085 | 0.926 | 0.930 | 0.962 |
|     |     | 2  | 0.658 | 0.948 | 0.692 | 0.966 | 0.646 | 0.978 |
|     |     | 3  | 0.756 | 0.934 | 0.806 | 0.946 | 0.739 | 0.972 |
|     |     | 4  | 0.825 | 0.924 | 0.875 | 0.944 | 0.792 | 0.970 |
|     | 25  | 1  | 0.696 | 0.920 | 0.725 | 0.932 | 0.668 | 0.962 |
|     |     | 2  | 0.555 | 0.924 | 0.572 | 0.944 | 0.549 | 0.944 |
|     |     | 3  | 0.605 | 0.922 | 0.632 | 0.936 | 0.595 | 0.950 |
|     |     | 4  | 0.667 | 0.926 | 0.694 | 0.938 | 0.647 | 0.970 |
4.2. Real Data Analysis

In this section, a set of real data is analyzed to illustrate the feasibility of the above model. This dataset was used in [2], which was about the first failure time of small electric trolleys within large manufacturing plants for transportation and delivery. Meanwhile, Lio et al. [30] used the goodness of fit test to check whether the dataset was reasonably acknowledged by Burr XII, and gave the ML estimates of the parameters using the dataset, \( a = 0.08 \) and \( \beta = 5.47 \), respectively. Meanwhile, the Kolmogorov—Smirnov test has \( p = 0.1008 \) and \( AIC = 4.1757 \). These results prove that Burr XII distribution fits this set of data reasonably. For easy reference, these dataset is reproduced in Table 6.

Table 6. The dataset contains the first failure time (in months) of electric trolleys within large manufacturing plants for transportation and delivery.

|      | 0.9 | 1.5 | 2.3 | 3.2 | 3.9 | 5.0 | 6.2 | 7.5 | 8.3 | 10.4 |
|------|-----|-----|-----|-----|-----|-----|-----|-----|-----|------|
|      | 11.1| 12.6| 15.0| 16.3| 19.3| 22.6| 24.8| 31.5| 38.1| 53.0 |

The censoring scheme we chose was \( R_1 = R_2 = \cdots = R_{15} = 0, R_{16} = 4 \). Then we got Table 7. Additionally, the 95% credible intervals using MCMC0 and MCMC1 method are, respectively, (3.441,7.304) and (3.371,6.971). If the experimenter obtains an extreme value of entropy using the real data, and is not sure whether it should be discarded or recalculated, one can refer to the credible interval to process it. However, the widths of credible intervals here are relatively wide. The primary reason may be that there is not a large sample size of real data. Through the simulation experiment results in the column of AWs (first column) in Table 5, it can be concluded that a larger sample size can lead to a shorter interval length. Therefore, in practice, a larger sample size is helpful to get a shorter posterior interval.

Table 7. Bayesian estimates and corresponding PRs (second row) of entropy for different loss functions. For hyperparameters, \( a = 1, b = 1, c = 2, d = 1 \).

| MLE   | Lindley0 | Lindley1 | MCMC0 | MCMC1 |
|-------|----------|----------|-------|-------|
| 4.7447| 4.9564   | 4.7858   | 4.8704| 5.0331|
| 0.7661| 0.1706   | 0.0713   | 0.1534| 0.6989|

5. Conclusions

In this paper, we investigated the statistical inferences for the information entropy of Burr XII distribution using progressive type-II censored data. Based on point and interval estimation, frequentist and Bayesian estimations were developed. In the Bayesian section, we demonstrated the performances of estimators under different loss functions, prior distributions and censoring schemes, which is helpful for the selection of models with entropy, such as those using the maximum entropy principle.

We compared the ML and Bayesian estimators using Lindley and MCMC methods in terms of MSEs (ABs), and found that Bayesian estimators performed significantly better than ML estimators, and that Bayesian estimators with the informative prior performed better than those with the non-informative prior. Additionally, it was also found that different censoring schemes do have impacts on the estimated results, among which Scheme 2 performed best. If one want to estimate the entropy of the Burr XII distribution using progressive censored data, as in the case in this article, Bayesian estimation with the informative prior and censoring Scheme 2 may be the appropriate choices. Posterior risks are used to evaluate the performances of estimators against different loss functions, which provides a variety of comparative reference.
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**Abbreviations**

- **ML**  Maximum likehood
- **pdf**  Probability distribution function
- **cdf**  Cumulative distribution function
- **MCMC**  Markov chain Monte Carlo
- **ACI**  Asymptotic confidence interval
- **HPD**  Highest posterior density
- **MSE**  Mean square error
- **AB**  Average absolute bias
- **PR**  Posterior risk
- **AW**  Average width
- **CV**  Coverage probability
- **SELF**  squared error loss function
- **WSELF**  weighted squared error loss function
- **KLF**  K-loss function
- **PLF**  precautionary loss function

**Appendix A**

For \( f(x) = \alpha \beta x^{\beta-1}(1+x^\beta)^{-(\alpha+1)}, x > 0 \), the log-density is

\[
\ln f(x) = \ln(\alpha \beta) + (\beta - 1) \ln x - (1 + \alpha) \ln(1 + x^\beta);
\]  \hspace{1cm} (A1)

then the entropy can be expressed as

\[
H(f) = - \int_0^\infty f(x) \ln f(x) dx = - \int_0^\infty f(x) \left( \ln(\alpha \beta) + (\beta - 1) \ln x - (1 + \alpha) \ln(1 + x^\beta) \right) dx
\]
\[
= - \ln(\alpha \beta) - (\beta - 1) E[\ln X] - (1 + \alpha) E \left[ \ln(1 + X^\beta) \right]
\]  \hspace{1cm} (A2)

where \( X \) is a random variable with pdf \( f(x) \). Thus it is necessary to further deduce \( E[\ln X] \) and \( E[\ln(1 + X^\beta)] \).

1. Taking the derivative of \( \alpha \) on both sides of \( \int_0^\infty f(x) dx = 1 \) can lead to

\[
\int_0^\infty \beta x^{\beta-1} \left[ (1 + x^\beta)^{-(\alpha+1)} - \alpha(1 + x^\beta)^{-(\alpha+1)} \ln(1 + x^\beta) \right] dx = 0,
\]

and then

\[
E \left[ \ln(1 + X^\beta) \right] = \frac{1}{\alpha}
\]  \hspace{1cm} (A3)

2. Calculate

\[
E(X^\gamma) = \int_0^\infty x^\gamma f(x) dx = 0.
\]  \hspace{1cm} (A4)
Make the following variable substitution $1 + x^\beta = \frac{1}{t-1}, 0 < t < 1$. Then (A4) can be reduced to

$$E(X^r) = a \int_0^1 t^\beta (1-t)^{\alpha - r - 1} dt = a B \left( \frac{r}{\beta} + 1, \alpha - \frac{r}{\beta} \right) = \frac{\Gamma \left( \frac{r}{\beta} + 1 \right) \Gamma \left( \alpha - \frac{r}{\beta} \right)}{\Gamma (\alpha)},$$  \hspace{1cm} (A5)

where $\alpha - \frac{r}{\beta} > 0$. Taking the derivative of both sides of (A5) with respect to $r$, we obtain

$$\frac{dE(X^r)}{dr} = E(X^r \ln X) = \frac{1}{\beta \Gamma (\alpha)} \left[ \Gamma' \left( \frac{r}{\beta} + 1 \right) \Gamma \left( \alpha - \frac{r}{\beta} \right) - \Gamma \left( \frac{r}{\beta} + 1 \right) \Gamma' \left( \alpha - \frac{r}{\beta} \right) \right].$$

At $r = 0$,

$$E(\ln X) = \frac{1}{\beta} [\psi (1) - \psi (k)].$$  \hspace{1cm} (A6)

Substituting (A4) and (A6) into (A2), we get

$$H(f) = - \ln (a\beta) - \left( \frac{\beta - 1}{\beta} \right) [\psi (1) - \psi (\alpha)] + \frac{1}{\alpha} + 1.$$  \hspace{1cm} (A7)
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