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Abstract Data mining has been proven as a reliable technique to analyze road accidents and provide productive results. Most of the road accident data analysis use data mining techniques, focusing on identifying factors that affect the severity of an accident. However, any damage resulting from road accidents is always unacceptable in terms of health, property damage and other economic factors. Sometimes, it is found that road accident occurrences are more frequent at certain specific locations. The analysis of these locations can help in identifying certain road accident features that make a road accident to occur frequently in these locations. Association rule mining is one of the popular data mining techniques that identify the correlation in various attributes of road accident. In this paper, we first applied $k$-means algorithm to group the accident locations into three categories, high-frequency, moderate-frequency and low-frequency accident locations. $k$-means algorithm takes accident frequency count as a parameter to cluster the locations. Then we used association rule mining to characterize these locations. The rules revealed different factors associated with road accidents at different locations with varying accident frequencies. The association rules for high-frequency accident location disclosed that intersections on highways are more dangerous for every type of accidents. High-frequency accident locations mostly involved two-wheeler accidents at hilly regions. In moderate-frequency accident locations, colonies near local roads and intersection on highway roads are found dangerous for pedestrian hit accidents. Low-frequency accident locations are scattered throughout the district and the most of the accidents at these locations were not critical. Although the data set was limited to some selected attributes, our approach extracted some useful hidden information from the data which can be utilized to take some preventive efforts in these locations.
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1 Introduction

Road and traffic accidents (RTA) are one of the important problems in India. MORTH [1] mentioned in its report that every year there are 0.4 million accidents reported in India, which makes India a country with large accident rate. This report shows that there is a negative trend of accidents from 2012 to 2013; however, as accidents are unpredictable and can occur in any type of situation, there is no guarantee that this trend will sustain in future also. Therefore, the identification of different geographical locations where most of the accidents have occurred and determining the various characteristics related to road accidents at these locations will help to understand the different circumstances of accident occurrence. Kannov and Janson [2] stated that systematic relationship between accident frequency and other variables such as geometry of road, road side
features, traffic information and vehicle information can help to develop effective accident prevention measures.

Lee et al. [3] indicated that statistical models were a good choice in the past to analyze road accidents to identify the correlation between accident and other traffic and geometric factors. However, Chen and Jovanis [4] determined that analyzing large dimensional datasets using traditional statistical techniques may result in certain problems such as sparse data in large contingency tables. Also, statistical models have their own model specific assumptions and violation of these can lead to some erroneous results. Due to these limitations of statistical techniques, data mining techniques are being used to analyze road accidents. Data mining is a set of techniques to extract novel, implicit and hidden information from large data. Barai [5] discussed that there are various applications of data mining in transportation engineering such as road roughness analysis, pavement analysis and road accident analysis. Various data mining techniques such as association rule mining, classification and clustering are widely used for the analysis of road accidents.

Accident cases in India are usually recorded by police officer of the region in which the accident has occurred. Also, the area covered by a police station is limited and they keep record of accidents that have occurred in their regions only. Ponnaluri [7] discussed that the report prepared by police only contains the basic information that are not much useful for the research purpose. He suggests that data collection method used by police needs a lot of improvement. However, Indian researchers used these data and analyzed it for some highway portions using statistical methods [8, 9]. Data mining can be described as a novel technique to extract hidden and previously unknown information from the large amount of data. Several data mining techniques such as clustering, classification and association rule mining are widely used in the road accident analysis by researchers of other countries. Geurts et al. [10] used association rule mining technique to understand the various circumstances that occur at high-frequency accident locations on Belgium road networks. Tesema et al. [11] used adaptive regression tree model to build a decision support system for the road accidents in Ethiopia. Abellan et al. [12] developed various decision trees to extract different decision rules for different trees to analyze two-lane rural highway data of Spain. They found that bad light conditions and safety barriers badly affect the crash severity. Depaire et al. [13] used clustering technique to analyze road accident data of Belgium and suggest that cluster-based analysis of road accident data can extract better information rather analyzing data without clustering. Kashani et al. [14] used classification and regression tree (CART) to analyze road accidents data of Iran and found that not using seat belt, improper overtaking and speeding badly affect the severity of accidents. Kwon et al. [15] used Naïve Bayes and decision tree classification algorithm to analyze factor dependencies related to road safety. Severity of accident is directly concerned with the victim involved in accidents, and its analysis only targets the type of severity and shows the circumstances that affects the injury severity of accidents. Sometime accidents are also concerned with certain locations characteristics, which makes them to occur frequently at these locations. Hence identification of these locations where accident frequencies are high and further analyzing them is very much beneficial to identify the factors that affect the accident frequency at these locations.

In this paper, we are making use of data mining techniques to identify high-frequency accident locations and further analyzing them to identify various factors that affect road accidents at those locations. We first divide the accident locations into $k$ groups based on their accident frequency counts using $k$-means clustering algorithm. Then association rule mining algorithm is applied on these to reveal the correlation between different attributes in the accident data and understand the characteristics of these locations. Hence, our main emphasis will be the interpretation of the outcomes.

2 Methodology

2.1 $k$-Means clustering

Clustering is an unsupervised data mining technique whose main task is to group the data objects into different clusters such that objects within a group are more similar than the objects in other clusters. $k$-means algorithm [16] is very popular clustering technique for numerical data. It groups the data objects into $k$ clusters. There are various clustering algorithms existing but selection of suitable clustering algorithm depends on type and nature of data. Our prime motive of this paper is to discriminate the accident location based on their frequency count. We have two choices to do this: First, we can decide a threshold level for each of the category of accident locations and group them in some categories. The problem with this approach is that it is very difficult to identify the number of categories of accident locations and decide a threshold level for each category. The other way is to use $k$-means algorithm which can divide the accident locations into different groups. The number of groups can be identified using some cluster selection criteria such as gap statistic.

Initially, we have frequency counts of 87 locations with 7,027 road accidents. In order to divide the location into
2.2 Number of cluster selection

The major problem with a clustering algorithm is to identify the number of clusters to be made. The weakness of k-means clustering is that the user has to provide the value for k. An inappropriate value for k may lead to wrong clustering results. In this paper, we have used the gap statistics [17] in order to find the value of k that can be supplied to divide the accident locations into different groups based on their frequency counts. Gap statistics can be used with any type of clustering technique, but they have been scarcely used to determine the number of clusters in road accident analysis.

Consider a data set \( D_{ij}, \quad i = 1, 2, \ldots m, \quad j = 1, 2, \ldots n \), consisting of \( m \) data objects with values of \( n \) attributes. Assuming \( d_{xy} \) is the squared Euclidean distance between objects \( X \) and \( Y \) given by \( d_{xy} = \sum (X_j - Y_j)^2 \). If the data set has been clustered into \( k \) clusters, \( c_1, c_2, \ldots, c_k \), where \( c_i \) indicates the \( i \)th cluster, then \( n_i = |c_i| \).

Let \( D_i = \sum d_{xy}, \) (where \( x, y \in c_i \)) is the sum of pair-wise distances for all points in cluster \( i \) and \( W_k \) is the collective within cluster sum of squares around the cluster means and is given by Eq. (1). Gap\( _n (k) \) can be defined as the difference between expected and observed values of \( \log(W_k) \) and given in Eq. (2). \( K \) can be taken for the value maximizing Gap\( _n (k) \).

\[
W_k = \sum_{i=1}^{k} \left( \frac{1}{2n_i} \right) D_i, \quad (1)
\]

\[
\text{Gap}_n (K) = E_n^+ \{ \log(W_k) \} - \log(W_k), \quad (2)
\]

where \( E_n^+ \) denotes the expectation under a sample size \( n \) from the reference distribution.

2.3 Association rule mining

Association rule mining is a very popular data mining technique based on market basket analysis that extracts interesting rules between various attributes in a large data set [18]. Association rule mining produces a set of rules that define the underlying patterns in the data set. Given a data set \( D \) of \( n \) transactions where each transaction \( T \in D \). Let \( I = \{I_1, I_2, \ldots, I_n\} \) be a set of items. An item set \( A \) will occur in \( T \) if and only if \( A \subseteq T \). \( A \rightarrow B \) is an association rule, provided that \( A \subseteq I, \quad B \subseteq I \) and \( A \cap B = \emptyset \). In case of road accident data, an association rule can identify the various attribute values which are responsible for an accident occurrence.

In association rule mining, various interesting measures are there to assess the quality of a rule. These interesting measures for a rule \( A \rightarrow B \) are discussed as follows:

2.3.1 Support (\( S_p \))

The support of a rule \( A \rightarrow B \) defines the percentage how often \( A \) and \( B \) occur together in a data set and can be calculated using Eq. (3). Support is also known as frequency constraint. A set of items satisfying certain support threshold is known as frequent item set. These frequent item sets are further used to generate association rules based on other measures.

\[
S_p = \frac{|B \cap T|}{|T|}, \quad \text{(3)}
\]

2.3.2 Confidence (\( C_f \))

Confidence of a rule \( A \rightarrow B \) defines the ratio of the occurrence of \( A \) and \( B \) together to the occurrence of \( A \) only and can be calculated using Eq. (4). Higher the confidence values of a rule \( A \rightarrow B \), higher the chances of occurrence of \( B \) with the occurrence of \( A \). Sometimes, only confidence values are not sufficient enough to evaluate the descriptive interest of a rule.

\[
C_f = \frac{|B \cap T|}{|A \cap T|}, \quad \text{(4)}
\]

2.3.3 Lift (\( L_l \))

Lift for a rule \( A \rightarrow B \) measures the occurrence of \( A \) and \( B \) together than expected. In other words, lift is the ratio of the confidence and the expected confidence of a rule. Expected confidence can be defined as the occurrence of \( A \) and \( B \) together with the occurrence of \( A \). Lift measures co-occurrence only and is also symmetric with respect to \( A \) and \( B \). Lift can be calculated using Eq. (5).

\[
L_l = \frac{C_f}{E_n^*}, \quad \text{(5)}
\]

2.3.4 Leverage (\( L_v \))

Leverage for a rule \( A \rightarrow B \) measures the difference of \( A \) and \( B \) appearing together in the data set and the expectation if \( A \) and \( B \) are statistically dependent [19]. It can be calculated using Eq. (6). The values for leverage range
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from $[-0.25$ to $+0.25]$. A leverage value 0 indicates that the variables are statistically independent. It will increase towards $+1$ if the variables occur more often together and will decrease towards $-1$ if one of the variables alone occurs more often.

2.3.5 Conviction ($C_v$)

Conviction is another measure that undertakes some of the weaknesses of confidence and lift [20]. Conviction of a rule $A \rightarrow B$ compares the probability that $A$ occurs without $B$ if they are dependent with the actual frequency of the appearance of $A$ without $B$. Conviction is not symmetric i.e. conviction ($A \rightarrow B$) $\neq$ conviction ($B \rightarrow A$). Conviction is rather inspired in the logical definition of implication and attempts to calculate the degree of implication of any rule. The value for conviction ranges within $[0.5, \infty]$. The values which are distant from 1 indicate interesting rules. In conviction, the supports of both antecedent and consequent are taken into account. It can be calculated using Eq. (7):

$$S_p = \frac{P(A \cap B)}{N}, \quad (3)$$

where $N$ is the total number of accident records.

$$C_f = \frac{P(A \cap B)}{P(A)}, \quad (4)$$

$$L_f = \frac{P(A \cap B)}{P(A) \times P(B)}, \quad (5)$$

$$L_v = P(A \cap B) - P(A) \times P(B), \quad (6)$$

$$C_v = \frac{P(A) \times P(B)}{P(A \cap B)}, \quad (7)$$

For a better understanding of the above concept, consider the following short example in Table 1, from road accident domain in which the set of items is $I = \{\text{Fog, High Traffic, Speed} > 100, \text{Low Traffic, Fatal Accident}\}$. In Table 1, 1 shows the presence of the item and 0 indicates the absence of the item.

An example rule $\{\text{Fog, Speed} > 100\} \rightarrow \{\text{Fatal Accident}\}$ specifies that if Fog and Speed $> 100$ occur together, Fatal Accident will also take place. To select the interesting rules, minimum threshold value of support is provided.

In the above example, the support and confidence value for the item set $\{\text{Fog, Speed} > 100, \text{Fatal Accident}\}$ can be computed using Eqs. (3) and (4) as follows:

$$S_p = P(\text{Fog} \cap \text{Speed} > 100 \cap \text{Fatal Accident}) / \text{Total Number of Accidents} = 2/5 = 0.4.$$  

A support value of 0.4 indicates that in 40% of accident records, Fog, Speed $> 80$ and Fatal Accident take place together.

$$C_f = \frac{P(\text{Fog} \cap \text{Speed} > 100 \cap \text{Fatal Accident})}{P(\text{Fog} \cap \text{Speed} > 100)} = \frac{2/5}{3/5} = 0.66.$$  

The confidence value of 0.66 means that in 66% of accident cases when Fog and Speed $> 100$ occur together, then Fatal Accident also occurs. This value indicates that there are 66% chances of fatal accident if the weather is foggy and vehicle speed is greater than 100.

The lift of the above rule can be calculated using Eq. 5 as follows:

$$L_f(\{\text{Fog, Speed} > 100\} \rightarrow \{\text{Fatal Accident}\}) = \frac{P(\text{Fog} \cap \text{Speed} > 100 \cap \text{Fatal Accident})}{P(\text{Fog} \cap \text{Speed} > 100) \times P(\text{Fatal Accident})} = \frac{0.4}{0.144} = 2.77,$$

The above lift value indicates that fog, speed more than 100 and fatal accidents are strongly correlated with each other and this rule can be used to predict future accident with good accuracy.

The leverage for the above rule can be calculated using Eq. (6) as follows:

$$\text{Leverage } (\{\text{Fog, Speed} > 100\} \rightarrow \{\text{Fatal Accident}\}) = P(\text{Fog} \cap \text{Speed} > 100 \cap \text{Fatal Accident})$$

$$- P(\text{Fog}) \times P(\text{Speed} > 100) \times P(\text{Fatal Accident}) = 0.4 - 0.144 = 0.256.$$

The conviction for the above rule can be calculated using Eq. (7) as follows:

| Accident id | Fog | Speed > 100 | High traffic | Low traffic | Fatal accident |
|-------------|-----|-------------|--------------|-------------|---------------|
| 1           | 1   | 1           | 0            | 1           | 1             |
| 2           | 1   | 1           | 1            | 0           | 0             |
| 3           | 0   | 0           | 1            | 0           | 0             |
| 4           | 0   | 0           | 1            | 0           | 0             |
| 5           | 1   | 1           | 1            | 0           | 1             |
$$C_v(\{\text{Fog, Speed} > 100\}) \rightarrow \{\text{Fatal Accident}\}$$

$$= \frac{P(\text{Fog} \cap \text{Speed} > 100) \times P(\text{Fatal Accident})}{P(\text{Fog} \cap \text{Speed} > 100 \cap \text{Fatal Accident})} = \frac{4}{1} = 4.0.$$  

### 2.4 Data set

In India, 108 is an emergency ambulance service which provides help to the accident victims. This emergency service is being operated in several states of India. Uttarakhand is an Indian state where this service is running. This service is operated and handled by Emergency Management Research Institute (GVK-EMRI) [21], which provides emergency service to the accident victims and also keeps track of record of every accident served. Also, this information is stored at their central server located at one particular place in the state. Hence, these data provide information about accidents that have happened in the road network of entire city, district and state. The data for this study have been obtained from GVK-EMRI, Dehradun. The data set consists of 15,574 road accidents for 6 years period from 2009 to 2014, in Dehradun District of Uttarakhand State. After preprocessing, 9,640 accident records have been considered for this research.

The attributes of the data are mostly categorical in nature. A brief description of the data is given in Table 2 as follows:

### 3 Results and discussion

#### 3.1 Categorization of accident location

In order to categorize accident locations on the basis of their accident frequency count. We extracted the frequency count of accident locations from the data. In total there were around 158 locations found with 9,640 road accidents. In order to provide better analysis, we excluded those locations which have frequency count of less than 20 over 6 years of duration, which results in 87 locations with 7,327 road accidents. These locations are plotted with location id in the increasing number of frequency, as shown in Fig. 1.

Number of clusters to be made is identified using gap statistic as discussed in Sect. 2.3. The values obtained for $W_k$, $\log(W_k)$, $E_n(\log(W_k))$ and gap statistic are plotted against the number of clusters in Fig. 2a, b, c respectively. The graphs clearly indicate that there are three clusters for the accident locations. Figure 2a shows a knee curve at cluster 3, Fig. 2b plots the observed and expected values for $\log(W_k)$ and Fig. 2c shows that gap value at cluster 3 that maximizes the $\text{Gap}_n(k)$.

![Fig. 1 Accident frequency count of locations in ascending order](image)

**Table 2** Road accident attributes used for analysis

| Attribute name            | Type   | Values                                                                 |
|---------------------------|--------|------------------------------------------------------------------------|
| Number of victims         | Nominal| 1, 2, >2                                                               |
| Victim age group          | Nominal| Children, Young, Adult, Senior                                        |
| Victim gender             | Binary | Male/Female                                                            |
| Accident category         | Nominal| 2 wheeler, 3 wheeler, Vehicle_Fall_height, Pedestrian_hit, Mult_Vehicular_Incident (MVI), Vehicle_rollover/skid |
| Time of accident          | Nominal| 1,…..12                                                               |
| Day                       | Nominal| Monday, Tuesday, Wednesday, Thursday, Friday, Saturday, Sunday         |
| Month                     | Nominal| 1, 2,…..12                                                            |
| Location_No               | Ratio  | 1,……158                                                              |
| Lighting on road          | Binary | Daylight, street light, no light                                       |
| Roadway feature           | Nominal| intersection, curve, slope, other                                      |
| Accident severity         | Nominal| Critical/non-critical                                                  |
| Area around               | Nominal| Hospital, colony, market, forest, hills, agriculture land             |
| Road type                 | Nominal| Highway/non-highway                                                   |
Further, $k$-means clustering technique was applied on the accident frequency counts of accident locations to get three clusters of 87 locations as given in Table 3. We renamed three clusters as high-frequency accident location (HFAL), moderate-frequency accident locations (MFAL) and low-frequency accident locations (LFAL) based on their frequency count.

In LFAL cluster, there are 56 locations with a frequency count of less than 75, where a total of 2,646 (36.11%) accidents occurred. Similarly, 22 locations with accident count in the range of 75–150 are in MFAL cluster which consists of 35.06% of accidents. There are eight locations in HFAL cluster where around 28.82% of the total accidents have occurred.

3.2 Mining association rules

Initially, we divided the locations into three categories namely HFAL, MFAL and LFAL. We used Apriori [22] algorithm in Weka 3.6.12 in order to generate rules. In order to identify strong rules, a minimum support of 5% has been taken. The following tables show the association rules generated for each category.

Tables 4, 5 and 6 show the association rule generated for HFAL, MFAL and LFAL, respectively. Association rules provide an understanding of correlation between different attribute values that occur together when an accident occurs. Several rules are generated for each category but only some interesting rules (based on lift value) have been chosen to show in this paper. The rules for HFAL, MFAL and LFAL are discussed as follows:

3.3 Association rules for HFAL

The association rules reveal that HFAL locations are primarily hill roads towards hill stations with continuous traffic flow. Most of the accidents at these locations are severe accidents. These locations are highly sensitive for two-wheeler accidents. Other type of accidents such as pedestrian hit, multi-vehicular accidents are very less as compared to two-wheeler accidents. The major accidents have happened at curve and slope on hilly roads. The other locations with high-frequency accidents are markets with high traffic volume. Strong rules with high lift value disclose that intersections at market on highway roads are the main locations where accidents have occurred. The rules suggest that highways are the high-frequency accident locations, and intersections on highways which come across market locations are more prone to severe accidents.
3.4 Association rules for MFAL

In MFAL locations, colonies on non-highway roads and intersections in market on highway roads are dangerous for pedestrians. Curve or bends on roads surrounded with agriculture land on non-highway roads are dangerous for multi-vehicle accidents. Roads that pass through agriculture land are also found dangerous to vehicle rollover.
accidents but road feature are unknown. Fall height accidents are associated with curve on roads. Three-wheeler accidents have happened at day time but the road features are unknown. Two-wheeler accidents are scattered on non-highway roads where area around is mostly agriculture land and road feature is intersection.

3.5 Association rule for LFAL

In LFAL locations, rule shows that pedestrians are more prone to accidents at intersections on road. In these locations, most of the accidents have occurred after sunset and before sunrise. Two-wheeler accidents mostly occur in night time. In LFAL locations, October and November month have more accidents than any other month. In India, these months have more national festivals such as Vijaydashmi and Diwali, and these festival celebrations cause congested traffic and rush on roads. This congestion and rush could be a cause of more accident rate in these months. Monday and Saturday that are first day of working week and last day of working week have more two-wheeler accidents in comparison to other week days.

The association rules for HFAL, MFAL and LFAL are slightly similar but have different interesting measures. Hence we tried to identify the reasons why the accidents mostly occurred at HFAL locations and identified that most of the HFAL locations are on the highway towards the tourist hill stations where traffic movement are high every day of the week. Another HFAL location was found to be non-highway roads connecting two or more cities which contain all type of transport activities like highways and also non-highways features such as local colonies, markets. Hence these locations contain highway and non-highway traffic on these roads making them vulnerable to road accidents. MFAL locations are mainly highways that go through agriculture land, forest areas and non-tourist hill areas. Usually, these roads are free from side road traffic such as pedestrians on the road. So we can expect vehicles with high speed at these locations. LFAL locations consist of both highway and non-highway roads in the city premises and contain colonies, congested market, hospitals etc. As these locations are scattered throughout the city area and similarly city traffic, pedestrians are also distributed as per their localities in the city, there the accident counts are relatively low as compared to HFAL and MFAL. However, the association rule concludes the following information related to the circumstances of the accident occurrence:

The association rule reveals that curvy roads in hilly regions are more prone to accidents for every type of vehicles. So, one should carefully drive on these locations in order to prevent the chance of accidents. Government officials should also do some prevention work such as putting hoardings about sudden bend and slopes on road. The roads that pass through the agricultural land are risky at night as there are no road side lights. Various intersections are not visible on these roads at night time, which create the chances for an accident as intersection is a place where several vehicles can encounter with each other at the same time. Road lightning in these locations can help in overcoming the accident rates at night time.

Pedestrian hit cases are mostly found near intersections in the market and colonies. Market and colonies are highly congested areas where mostly pedestrians are found. The reason of pedestrian hit cases is attributed to the parked vehicles in the market roads, which makes the pedestrian walk difficult. Hence, there must be different vehicle

| Rule no. | Rule body | Conf. | Lift | Lev. | Conv. |
|----------|-----------|-------|------|------|-------|
| 31. | \{Intersection, Market\} \to \{Street Light\} | 0.8 | 5.53 | 0.03 | 4.06 |
| 32. | \{Curve, Highway\} \to \{Hills, 2 wheeler\} | 0.26 | 4.47 | 0.02 | 1.26 |
| 33. | \{Month = 10, Highway\} \to \{Market\} | 0.57 | 2.06 | 0.02 | 1.63 |
| 34. | \{Other, Daylight\} \to \{Colony\} | 0.43 | 2.04 | 0.03 | 1.15 |
| 35. | \{Agriculture Land\} \to \{Time = 10, Other, Non-highway, 2 wheeler\} | 0.34 | 1.85 | 0.01 | 1.02 |
| 36. | \{Intersection\} \to \{Pedestrian\} | 0.38 | 1.81 | 0.02 | 1.1 |
| 37. | \{Pedestrian_hit\} \to \{Hospital, Highway\} | 0.37 | 1.77 | 0.02 | 1.24 |
| 38. | \{Curve, Fall_height\} \to \{Highway\} | 0.97 | 1.73 | 0.01 | 8.96 |
| 39. | \{Day = Monday, Non-highway, 2 wheeler\} \to \{Agriculture Land\} | 0.67 | 1.38 | 0.01 | 1.49 |
| 40. | \{Daylight\} \to \{Curve, Hills, Highway, Fall_height\} | 0.54 | 1.12 | 0.2 | 1 |
| 41. | \{Agriculture Land, Non-highway\} \to \{Day = Saturday, 2 wheeler\} | 0.59 | 1.02 | 0 | 1 |
| 42. | \{Time = 11, Other, 2 wheeler\} \to \{Highway\} | 0.56 | 1.01 | 0 | 0.99 |
| 43. | \{Time = 9, Daylight, Agriculture Land\} \to \{Non-highway\} | 0.44 | 1.01 | 0 | 0.99 |
| 44. | \{Day = Wednesday\} \to \{Daylight, Agriculture Land, 2 wheeler\} | 0.45 | 1.01 | 0 | 1 |
| 45. | \{Month = 11, 2 wheeler\} \to \{Non-highway\} | 0.44 | 1.01 | 0 | 0.98 |
parking zones so that vehicles cannot enter the congested area and thereby pedestrian hit accidents can be prevented in these areas.

Vehicle rollover accidents are mainly found in roads through agriculture land. Although the road type feature is unknown for this type of accidents but based on authors personal knowledge, potholes and bad road conditions can be the reason for these accidents. Potholes are usually rare on highways but it can cause severe accidents when a high speed vehicle comes into its contact. So, government should periodically monitor the conditions on road and provide proper maintenance to overcome these accidents. Several other rules indicate that in the night time highways become more sensitive to road accidents for all type of accidents. Other road accident features such as the speed of the vehicle at the time of road accident, condition of the road, driver characteristics and weather information are very much helpful to extract other useful information which can better explain the circumstances of accident occurrence.

Figure 3 illustrates the time-wise distribution of road accidents in HFAL, MFAL and LFAL locations. It indicates that accident pattern in these locations are almost similar except that for MFAL locations there is a downfall at 14:00–16:00 h while an there is an increase in the LFAL and MFAL locations. Figure 4 illustrates the month-wise distribution of road accidents in HFAL, MFAL and LFAL locations.

---

**Fig. 3** Time-wise distribution of accidents

**Fig. 4** Month-wise distribution of accidents
locations. Month-wise illustration of accidents shows that there is a different pattern of road accidents. As mentioned that HFAL locations contain tourist hill stations, Fig. 4 illustrates that there is an increase in accident rate from April to July. The reason can be most of the people visit tourist places in summer duration. LFAL locations on September show the minimum peak of accident count. As most of the rainfall occurs in September month, the people are happier to stay at home and hence very few accidents are reported at that duration.

Though authors try to extract the best characteristics of accident occurrence in the available data through data mining techniques, other accident features such as speed of the vehicle at the time of accident, weather information, traffic volume information can surely strengthen our results, which are not available with the data.

4 Conclusion

Data mining has been proven as a reliable technique in analyzing road accident data. Various authors used data mining techniques to analyze road accident data of different countries. Various data mining techniques such as clustering, classification and association rule mining are widely used in the literature to identify reasons that affect the severity of road accidents. It is the first time that k-means algorithm is used to identify high- and low-frequency accident locations based on accident count as it provides some technical measures to divide the accident locations based on threshold values. Association rule mining is a very popular technique that can be used to identify the relationship among different sets of attributes that frequently occur together when an accident takes place. In our study, we applied association rule mining algorithm on different groups of accident locations. The rules generated for every group exposed the various factors associated with road accidents in these locations. Although certain rules are quite similar in each group, they have different interest scores for each cluster. The road accident dataset and its analysis using k-means clustering and association rule mining algorithm illustrate that this approach can be reused on other accident data with more attributes to identify various other factors associated with road accidents. Although this data mining approach is quite sufficient to uncover reasonable information from the selected data set, the results remain at very general level as source data does not contain other accident related information such as the speed of vehicle at the time of accident, weather information, road surface condition. The data with more number of attributes can reveal more information using our approach.
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