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ABSTRACT
With the continuous improvement of on-chip integrated voltage regulators (IVRs) and fast, adaptive frequency control, dynamic voltage-frequency scaling (DVFS) transition times have shrunken from the microsecond to the nanosecond regime, providing immense opportunity to improve energy efficiency. The key to unlocking the continued improvement in V/f circuit technology is the creation of new, smarter DVFS mechanisms that better adapt to rapid fluctuations in workload demand.

It is particularly important to optimize fine-grain DVFS mechanisms for graphics processing units (GPUs) as the chips become ever more important workhorses in the datacenter. However, GPU’s massive amount of thread-level parallelism makes it uniquely difficult to determine the optimal V/f state at run-time. Existing solutions—mostly designed for single-threaded CPUs and longer time scales—fail to consider the seemingly chaotic, highly varying nature of GPU workloads at short time scales.

This paper proposes a novel prediction mechanism, PCSTALL, that is tailored for emerging DVFS capabilities in GPUs and achieves near-optimal energy efficiency. Using the insights from our fine-grained workload analysis, we propose a wavefront-level program counter (PC) based DVFS mechanism that improves program behavior prediction accuracy by 32% on average as compared to the best performing prior predictor for a wide set of GPU applications at 1µs DVFS time epochs. Compared to the current state-of-art, our PC-based technique achieves 19% average improvement when optimized for Energy-Delay² Product (ED²P) at 50µs time epochs, reaching 32% when operated with 1µs DVFS technologies.

CCS CONCEPTS
• Hardware → Power and energy → Power estimation and optimization → Chip-level power issues; • Computer systems organization → Architectures → Parallel architectures → Single instruction, multiple data.
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1 Introduction
Dynamic Voltage Frequency Scaling (DVFS) techniques continue to improve the energy efficiency of modern computing architectures generation after generation [1]. The expansive benefits of DVFS come from the cubic relationship of voltage to power consumption owing to the basic dynamic power equation \( P = CV^2f \), where frequency \( f \) also reduces with voltage \( V \). The insight behind DVFS is that systems exhibit phased behavior where their performance has varying dependence on per-component operating frequencies, which in modern systems can be modified dynamically with supply voltage. Dynamically adjusting frequencies and voltages can minimize unnecessary power consumption, resulting in more power-efficient architectures when managed properly.

The recent advances in the design of on-chip voltage regulators [2, 3, 4, 5, 6] open new opportunities for finer frequency control and fundamentally push the power efficiency of future systems to higher limits [2]. Unlike earlier off-chip voltage regulator designs, modern circuit technology enables the integration of regulators within the chip. These integrated voltage regulators (IVR) were introduced just a few years ago [6] and continue to improve, providing ever-decreasing response latencies [7]. In particular, digital low dropout (LDO) regulators and switched regulators have emerged as an efficient new class of IVRs because of their low area footprints and small quiescent current requirements [8, 9, 10, 11]. Thus, they are increasingly being adopted in modern multicore DVFS systems [12, 13, 14, 15].

Complementary to IVR improvements, clock generation units have also undergone significant recent advances. IVRs can be combined with Phase-Locked Loops (PLLs) and digital frequency synthesizer (DFS) solutions where integer/fractional dividers are used to generate more traditional coarse-grain power/clock (V/f) domains. However, an alternative emerging clocking scheme gaining popularity is voltage-adaptive Frequency-Locked Loops (FLLs) [6, 7, 8]. With these FLLs, V/f domains can be created by providing a clock frequency proportionate to the domain’s supply voltage, which in turn is controlled by IVRs. When supply voltage is adjusted, these new FLLs facilitate frequency adjustment transition times within few nanoseconds [6, 7, 8, 16, 17, 18] primarily due to their shorter settling times, allowing for iso-frequency time epochs of only a few microseconds or less. As a result, these faster IVRs enable more energy efficiency and thereby...
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Figure 1: (a) Opportunity for improving GPU ED²P at different DVFS time epochs. (b) Program behavior prediction accuracy of the state-of-the-art sensitivity estimation model [20] compared to an even more accurate reactive (theoretical) estimation model and the predictive mechanism proposed in this paper.

Maximizing the efficiency improvement with fine-grain DVFS requires an accurate estimation of frequencies’ impact on program behavior of elapsed time epochs and prediction of future time epochs. Most of the prior DVFS techniques use analytical [24, 25] or machine learning estimation models [4, 31, 32] to determine a heuristic relationship between performance and the optimal operating frequency or phase. These models [1], designed for single-threaded CPUs, rely on estimating the execution time of any given workload or work segment at different frequencies before selecting an optimal frequency.

Such techniques have also been extended to GPU Compute Units (CUs) [20], but lead to lower accuracies because they do not account for the many threads simultaneously executing in the CU (more in Section 4.1). Figure 2(a) shows how models created for CPUs have been previously applied to CUs in GPUs leading to high inaccuracies in optimal frequency prediction of V/f domains for finer-grain time scales (more in Section 4.1).

Beyond the problem of estimation, existing mechanisms [10, 20, 24, 33, 34] use the estimation of the current epoch to set the frequencies of subsequent time epochs and are thus reactive in nature. To put it another way, they estimate a work segment's performance after it has been completed, and then they immediately apply that assessment to the subsequent work segment or time epoch. However, but even with the most accurate estimates in a loss of at least 16% loss of potential efficiency when used reactively at 50µs (Figure 1(b)). Furthermore, the inability of reactive policies to achieve maximum power savings amplifies as we approach finer-grain DVFS time epochs, as seen in Figure 1(a). Thus, leveraging the improvement in circuit voltage and frequency control technologies requires an understanding of workloads at these fine-grain time epochs as well as the development of a new mechanism which can provide better prediction accuracy than a traditional reactive system.

To that end, we analyze GPU workloads at these fine-grain time scales and observe that GPUs showcase varying phase behavior, thus reducing the predictability of the system. For this, we define a frequency sensitivity metric and adopt a methodology that measures it at fine-grain time epochs (Section 3.1). We then formally define the sensitivity metric (Section 3.2) and employ it to identify the fine-
grain phase patterns. We observe that GPUs show highly varying phase behavior (Section 3.3) during kernel execution. Further, we identify that the massive multithreading inherent to GPUs prevent the direct application of CPU-based models for determining phase behavior at fine-grain time scales (Section 4.1).

Based on these observations, we propose a novel prediction mechanism (as opposed to reaction), PCSTALL, that predicts the frequency sensitivity of future fine-grain time epochs in GPUs resulting in near optimal energy efficiency. PCSTALL (Section 4.4) adopts the simple models created for CPUs to wavefronts instead of CUs as shown in Figure 2(b). Further, we design a novel way to utilize Program Counter (PC) value of wavefronts (or warps) to predict the phase instead of reacting, thus delivering higher frequency sensitivity prediction accuracy (up to 81%). Consequently, our approach provides 19% average improvement in the ED-P compared to state-of-art techniques at 50µs time epochs and reaches up to 32% improvement with 1µs DVFS time epoch technology.

2 Related Work and Background

DVFS is a widely used technique for improving energy efficiency. The general idea of DVFS is to dynamically change the voltage and frequency of operation to match the current requirements of a processing element (or group of processing elements). While the classical objective of DVFS has been to improve power savings [1], recent works have also proposed DVFS for improving performance under a power constraint [25, 35, 36]. Exploiting DVFS requires a mechanism that can estimate performance at different frequencies and then adjusts the clock frequency and voltage supply to optimize an objective function. Several previous works have proposed a wide variety of mechanisms for estimating workload phase behavior and then adjusts the clock frequency and voltage supply to optimize an objective function. The following subsections summarize these works.

2.1 Technology Improvements in Fast-Fine-Grain DVFS

The voltage regulator transition latency significantly influences the overall efficiency achieved by a DVFS-enabled system. Thus, we first summarize the history of voltage regulator technology.

**Challenges in Traditional DVFS.** Traditional V/f scaling using off-chip regulators exhibited voltage transition latencies between V/f states in the order of hundreds of microseconds [37]. This allowed for DVFS management to be performed by a firmware [38, 39, 40]. In addition, traditional PLLs have long latency re-lock times on the order of multiple microseconds which creates a restrictive upper bound on efficient DVFS times for off-chip regulation. In contrast, the higher speed DVFS solutions targeted in this paper require a much lower latency frequency adjustment mechanism.

**Integrated Voltage Regulators.** With the advent of different types of integrated voltage regulators (IVRs) [2, 3, 4, 6, 41, 42, 43], it has now become possible to significantly reduce transition times between voltage-frequency states. This is mainly because they can provide a fast transient response to dynamically varying loads. There are multiple families of IVRs based on the methodology used for voltage regulation: linear resistive LDOs, switched capacitor regulators, and inductor-based buck converters.

Several efforts have been made to improve the design of these IVRs allowing transition times in the order of few nanoseconds. However, with the advancement of packaging technologies, such as using substrate layers for air core inductors [6] or embedding magnetic arrays inside package [44], die area is no longer a large concern and switched regulators have since been shown to provide fast responses [6, 16, 45]. LDOs on the other hand, operate on feedback-based resistive voltage division and thus can be implemented with entirely digital components. Recent works have shown LDOs provide fast settling times in the range of nanoseconds [8, 17, 18] and they have been proven to be beneficial in commercial designs [12, 13, 14, 23].

**Phase-Locked Loops.** Alternatively, high-speed digital frequency synthesis (DFS) techniques, developed for adaptive clock stretching [7, 13], can also be used to quickly select a derivative frequency relative to a locked maximum reference frequency generated from a PLL. Recent commercial products [13] have been shown to have a clocking system that can stretch a reference clock by a programmable amount in the nanosecond time frame. Several studies [2, 19, 46] have used the technology to show that fine-grain DVFS mechanisms can improve the overall energy efficiency of a system.

Earlier DVFS works from a decade ago proposed DVFS policies in the order of hundreds of milliseconds [25], which reduced to a single millisecond [47] policies a few years later. Recent works [20] on GPU DVFS techniques have described time epochs as low as tens of microseconds. While technology improvements have made commercial GPU products and prototypes showcase frequency transition times within nanoseconds [12, 15, 23], there has been minimal work done in supporting the reduced DVFS time epochs. The trend of technological improvement in IVRs, PLLs, and FLLs promises DVFS iso-frequency time epoch duration times to reduce from the current status of hundreds of microseconds to a few microseconds in the near future in commercial products.

Apart from the temporal aspect, on-chip regulators also impact the spatial effectiveness of a DVFS-based system by enabling multiple V/f islands within a chip [7]. With multi-core CPUs becoming commonplace, there has been a lot of CPU-related work managing multiple clock domains [48, 49]. Several studies have concluded that managing multiple separate clock domains provides improved energy efficiency as compared to a single time domain [35, 49, 50, 51]. Thus, our work focuses on fast as well as multiple clock domain support in GPUs. In the remainder of this paper, we use the word fine-grain to describe these targeted fast-transitioning, finely tunable domains.

2.2 DVFS Control Mechanisms

There has been extensive literature [24, 33, 34, 52, 53] on controlling DVFS systems for both CPUs and GPUs [20, 26, 27, 28, 54]. DVFS mechanisms have also been extended to work for memory subsystem and CPU + Memory combined management [32, 47, 55, 56]. Such control policies require monitoring dynamic system behavior, estimating performance at other possible V/f states, and adjusting the operating V/f states for future time epochs to meet power-performance targets. Thus, exploiting the DVFS mechanism to its maximum potential requires the ability to predict the future performance of a system at different operating V/f states. If we know the performance at each operating state, we can transition to an optimal frequency given an objective function. The general approach towards this challenge is to adopt heuristic methods to predict the performance of a future time epoch at different frequencies. Solutions usually involve two key challenges. First, when executing a work segment at one operating frequency for a time epoch, it is difficult to estimate the performance at other
frequencies for the same work segment. This is a major challenge because each workload scales differently at different frequencies. Second, even with accurate estimation of an elapsed time epoch, it is a challenge to predict what the workload behavior will be for a future time epoch, especially for workloads with highly varying behavior. Prior solutions to these two challenges are described next.

2.3 Estimating Frequency Sensitivity

Estimating frequency sensitivity to performance of an elapsed work segment has been studied in-depth by several previous works. While earlier works studied the estimation of frequency sensitivity using a linear scaling approach [57], performance counters [10, 24, 33, 34, 58] have been shown to be more accurate. These approaches mainly fall into two major categories: (a) sampling, and (b) analytical. The sampling models estimate a scaling factor (sensitivity) by executing a workload at different V/f points. The general idea is that the compute performance scales with frequency, while asynchronous memory phases remain constant. Most importantly, the intuition behind this generalization is that any CPU workloads (even multithreaded) can be approximated by a single in-order thread of execution. Although CPUs can execute out-of-order, memory stalls can still dominate portions of execution time by measuring the latency of leading loads.

Critical Path. The Critical Path [10] model was proposed to consider a realistic memory subsystem and DRAM. The model book-keeps the timestamps such that loads on the critical path of execution are taken into consideration. The latencies of these critical path loads are then combined for estimating the asynchronous time spent by the core.

CRISP. The CRISP model [20] extended the Critical Path model by considering the high number of store stalls observed in GPU, as well as the high memory-computation overlap. They calculate both core and memory time by selectively measuring store stalls and computation overlap. It is important to note that, CRISP assumes a CU to be equivalent to a CPU core and approximates execution within a CU to a single-threaded workload as shown in Figure 2(a).

To our knowledge, none of these prior CPU approach accounts for multiple threads executing on the same core, which is common in GPUs. The CRISP model extends the CPU model to GPU CU leading to low accuracies in estimation at fine-grain time scales as we will discuss later.

2.4 Predicting Sensitivity

The second part of the challenge, which has often been overlooked by previous works, is predicting the sensitivity of future time epochs. The performance modeling techniques discussed above mostly restrict themselves to reactive approaches. In other words, they estimate the performance of a work segment after executing it and then immediately apply the estimation to the next work segment or time epoch, as shown in Figure 3(a). Such reactive approaches are generally referred to as last-value predictors [25]. Longer-term value predictions, which predict the duration of a continuous phase, were also proposed [60]. Such reactive systems rely on the assumption that workloads exhibit similar behavior over consecutive work segments or time epochs [10, 20]. A few efforts that improve upon this assumption use a global phase history table to predict the variation across consecutive time epochs [25, 61]. A recent work [4] utilizes a Q-learning mechanism to predict V/f state directly using a set of attributes. As we will see later in Section 3.3, these reactive policies are not sufficient for obtaining maximum power efficiency gains in the case of fine-grain DVFS in GPUs.

3 Fine-Grain Voltage-Frequency Islands

To explore fine-grain DVFS, we consider an AMD MI200TM GPU [62] with multiple clock domains across the CUs as shown in Figure 4. Specifically, for most of our evaluations, we assume a fine-grain clock domain that comprises of one CU along with its L1 caches. Later, Section 6.5 shows our single-CU observations apply to systems with multiple CUs in a clock domain as well.

3.1 Fixed-Time Epoch

For DVFS domains tunable to different frequencies, even as low as 1 µs, it is imperative to manage the domains with a purely hardware-mechanism. A software-managed mechanism would be unable to react fast enough at such short timescales [32]. At these short time scales, we advocate for a fixed time-window-based approach for managing DVFS because the system can consistently adapt to the
minor changes in the workload behavior with minimal overhead to IVRs and PLLs. In contrast, a fixed-instruction-window approach could either miss productive transition possibilities or encounter frequent unproductive transitions leading to resonance noise [63]. This effect is especially magnified for GPUs where there is high variation in instructions committed over time (as discussed later in this section). Thus, a fixed-time epoch control ensures that transitions occur quickly while amortizing the transition power overhead.

3.2 Characterization of Fine-Grain Phases

DVFS requires a quantitative characterization of the phase so that an optimal frequency can be chosen. Earlier works characterized workloads based on the sensitivity of execution time to operating frequency [25, 64]. Such characterization helps optimize DVFS at a thread-granularity to meet performance deadlines and minimize EDP. Later works utilizing finer granularities of DVFS have focused on a fixed number of instructions [10, 20, 65, 66] and characterized execution time sensitivity in a similar manner. However, a different metric would be required to analyze the frequency sensitivity of fixed-time epochs. The general approach to measuring frequency sensitivity of different phases is to characterize them as compute-intensive—if the amount of work done increases substantially with frequency—or memory-bound—if otherwise.

To quantitatively measure the work done by a system, we consider the number of instructions committed for any given time epoch. For a sampled set of unique time epochs (Section 5.1) in the application coed, Figure 5 shows the number of instructions committed at different operating frequencies. As expected for the compute-intensive epochs, the number of instructions committed increases with increases in frequency (high slope). Meanwhile for the memory-bound epochs, the increase is low or negligible (low slope).

The key observation in Figure 5 is that the number of instructions committed has a mostly linear relationship to operating frequencies for the range most appealing to fine-grain DVFS. Performing linear regression over the limited value range obtained for different time epochs and workloads corroborated this observation with an average $R^2$ value of 0.82. This strong correlation lets us model the performance at the targeted frequency range using a linear model. In other words, we could model the number of instructions executed $I_f$ at frequency $f$ as:

$$I_f = I_0 + Sf$$

The term $I_0$ signifies the minimum number of instructions that would be executed. The term $S$ here quantifies the performance sensitivity of the fine-grain time epoch to the operating frequency. We define Sensitivity of a time epoch assuming a given starting condition. Sensitivity signifies the potential increase in committed instructions for an increase in unit frequency. This term, therefore, quantifies the phase of the fine-grain workload; higher sensitivity values indicate a more compute-intensive work segment, while a lower value signifies a memory-intensive work segment.

$$Sensitivity = Sens_x = \frac{\Delta \text{Instructions Committed in X domain}}{\text{Frequency of X domain}}$$

It is important to note that the linear model is empirical and is suitable for our targeted range of GPU DVFS frequencies (1.0-3.0 GHz), but not all frequencies. We observed that frequencies as low as 0.8 GHz and as high as 3.5 GHz exhibit a considerably similar
understand the phased behavior at the fine-grain time scales. The sensitivity frequencies (e.g., 200 MHz), we expect this empirical model to be insufficient.

Across a variety of workloads, Figure 7(a) quantifies the average sensitivity of future time epochs. Figure 8 shows how wavefront-level sensitivity to estimate the total sensitivity of the CU. the architecture involved. We take these challenges into account when designing our fine-grain DVFS prediction mechanism.

4 Fine-Grain Sensitivity Prediction for GPUs

4.1 GPU Execution Hierarchy

The underlying execution mechanism of a CU is, however, vastly different than the single-thread model assumed by prior GPU DVFS works. A CU executes many wavefronts (sometimes called warps) in a lock-step mechanism with individual program counters (PC). At any single point of time, the CU can host a fixed number of wavefront contexts which are called wavefront slots as shown in Figure 4 (black boxes). This results in an arbitrary mix of instructions being executed in any given time epoch. The mix of instructions is dependent on the individual progress of the wavefronts and could potentially be executed in any order (subject to individual wavefront ordering). This arbitrary mixture of instructions from different wavefronts thus determines the work segment of a CU in any given time epoch. Such an execution mechanism results in three levels of variation.

First, the exact sequence of instructions committed by the CU in any given time epoch can highly vary for different operating frequencies. Second, because individual wavefronts progress at different rates, there is a high variation in instruction mixture and frequency sensitivity across consecutive time epochs. Last, each wavefront goes through different phases depending on the nature of their instructions and other environmental factors (memory traffic). These characteristics pose a challenge to the prediction of sensitivity for future time epochs. Figure 8 shows how wavefront-level variations within the sampled application BwdBN affect a CU’s sensitivity across time epochs. Although some of these characteristics may exist in a hyper-threaded CPU core, their effect is considerably lower because of the relatively low degree of hyper-threading (~2 threads) compared to a CU (~40 wavefronts).

4.2 Wavefront-Level Estimation

We propose utilizing wavefront-level sensitivity to estimate the total sensitivity experienced by a clock domain. The execution of wavefronts is comparative to the execution of in-order CPU threads. Each wavefront has a PC denoting the next instruction to be executed and wavefronts execute and commit instructions in-order. Also, similar to multi-threaded CPU execution, when a wavefront stalls waiting for load dependencies, other ready wavefronts consume execution resources and progress. Due to their similarities
to CPU threads, we apply the prior CPU DVFS models described in Section 2.3, to estimate per-wavefront sensitivity for any time epoch.

The next step is to aggregate the sensitivity obtained at the wavefront-level to the clock-domain level. Because of the commutative nature of the sensitivity metric defined in Section 3.2, the sensitivity of a clock domain would just be the sum of the sensitivities of the constituent CUs. The sensitivity of a CU itself would involve the combined sensitivities of the constituent wavefronts. Formally, the previously stated equation can be generalized to a clock domain as:

$$\text{Sens}_{\text{domain}} = \frac{\Delta \text{Ins}}{\Delta \text{Freq}} = \frac{1}{\sum_{i=1}^{n \text{CU}_i} \sum_{j=1}^{n \text{WF}_{ij}} \Delta \text{Ins}_{WF_{ij}}} = \frac{1}{\sum_{i=1}^{n \text{CU}_i} \sum_{j=1}^{n \text{WF}_{ij}} \text{Sens}_{WF_{ij}}}$$

Thus, having a scalable sensitivity metric helps us determine the performance of a clock domain without losing detail from wavefront-level variations.

### 4.3 Wavefront-Level Prediction

The main challenge for predicting GPU frequency sensitivity assuming fine-grain DVFS is their high variation, as discussed in Section 3.3. Due to the high variability, it is not sufficient to utilize a simple reactive mechanism. Instead, the mechanism must anticipate the variation in sensitivity beforehand.

**Wavefront Phase.** One of the key reasons for the high variation in frequency sensitivity is the independent progress of each wavefront. Moreover, the wavefronts themselves exhibit phases depending on the nature of instructions and environmental conditions as shown in Figure 9. To observe the predictability of wavefronts, we measure the difference in wavefront-level sensitivity in consecutive iterations starting from the same starting PC address.

Figure 9: PC-based phased prediction model leverages the repetitive nature of kernel execution. This example shows how later iterations leverage information from prior iterations.

Figure 10: Average sensitivity change in CU sensitivity across consecutive iterations (1µs) starting from same respective wavefront PC address.

Figure 11: (a) Change in sensitivity (1 µs) observed for different wavefront slots in quickS (highest inter-wavefront variation). (b) Average relative change in sensitivity when different index offset values for PC-table with a CU-level granularity. (Epoch 0 vs Epoch 2 in Figure 9). This study was designed to identify whether wavefronts would exhibit similar sensitivity when executing the same sequence of instructions.

Figure 10 shows the change in sensitivity of wavefronts starting from any given PC over consecutive iterations. We observe that the change in sensitivity over consecutive iterations of the same sequence of instructions for a given wavefront (1WF) is only 25 ΔIns/ΔGHz on average. This is much lower than the 105 ΔIns/ΔGHz average change observed for consecutive time epochs (Figure 7) and shows that the inherent sensitivity of a time epoch in any wavefront is primarily determined by the nature and order of the instructions executed. The different granularities (64CU, CU, WF) represent the cases when iterations within the respective boundaries were considered. We observe that the variation does not change by a lot when sensitivities of different wavefronts executing within a single CU (1CU) or a single GPU (64CU) are compared to each other at identical starting PC addresses. This shows that a PC address can be used to predict sensitivity of a wavefront if the same wavefront or any other wavefront has reported its sensitivity starting from the same PC address.

**Contention Across Wavefronts.** To understand the effect of contention across wavefronts, we compared the change in sensitivity for a wavefront to the highest priority wavefront. Figure 11(a) shows the average relative difference in sensitivity observed for different wavefront slots for quickS application. This shows that most of the difference in performance is because of contention between wavefronts within a CU; with the highest priority wavefront experiencing no impact on sensitivity and the lower priority wavefronts experiencing an increased relative change in sensitivity. We attribute this variation to the GPU’s ‘oldest-first’ wavefront scheduling policy which prioritizes the execution of the oldest ready wavefront.

### 4.4 Novel PC-Based Phase Prediction Unit

The observations above motivated us to build PCSTALL, a wavefront-level PC-based sensitivity predictor as shown in Figure 13. The predictor leverages the repetitive behavior of instruction sequences across wavefronts or iterations to accurately predict sensitivity and is composed of two mechanisms: update and lookup. At the end of each epoch, each wavefront estimates their epoch’s sensitivity and stores the estimate in a table (update mechanism). For the next epoch, the predictor accesses the same table using each wavefront’s next PC to estimate the overall sensitivity (lookup mechanism). Such a PC-based predictor is more feasible in GPU kernels where the code size is often limited and iteratively executed by many wavefronts. These characteristics ensure that the table is quickly populated for successful retrievals.
The update (top dotted lines) and lookup (bottom solid lines) mechanisms are also depicted.}

Figure 13: PCSTALL: Microarchitecture of PC-indexed sensitivity table. PC of wavefronts are used to index into a table that stores the information about the sensitivity of the time epoch starting from the PC. The update (top dotted lines) and lookup (bottom solid lines) mechanisms are also depicted.}

workload, wavefront slot #7 with a 40% higher value of relative change in sensitivity would get a value of 1.40. A small subset of epochs from a single CU from each workload was used to determine this calibration value and then applied to all workloads in our evaluations.

Lookup Mechanism. Wavefronts index into a table using some bits of their current PC address to index and retrieve wavefront-level sensitivity of the upcoming time epoch. The individual sensitivities are then summed up to calculate the overall sensitivity of a CU. The CU sensitivity is then used to predict instructions committed at different frequencies. We model the table such that wavefronts index into them one by one at a fixed cycle before the start of a time epoch. Thus, some latency is incurred in the lookup mechanism. This can be improved by further optimizations.

Update Mechanism. After the execution of the time epoch, each wavefront’s sensitivity is calculated using the previously discussed estimation model. The estimated sensitivities are stored into the table for future reference. The update mechanism happens in a non-critical path and has no latency impact on future predictions.

Hardware Design. The PC-based predictor requires one or more tables per GPU to store the sensitivities and are shared by multiple wavefronts as shown in Figure 13. The negligible reduction in accuracy (inferred from Figure 10) when the table is shared across a different number of wavefronts provides flexibility on where the tables are placed. The table is initialized to 0 on boot up and after every epoch, the table is updated with the new values calculated by the estimation model for each wavefront.

Each wavefront needs to be lookup into the table by indexing the starting PC-address. The table is fixed in size and is indexed using bits from the PC-address. For tuning the offset bits, we calculated the relative change in consecutive iterations for different offsets as shown in Figure 11(b). We observe that the relative change starts increasing when the PC-address offset is greater than 4 bits (~ 4 instructions per entry). For tuning the number of entries in PC-table we calculated the hit ratio at different sizes and observed that 128 entries were sufficient for achieving 95%+ hit ratio. Because most workloads involve loops of a few hundred instructions we set the PC table to 128 entries (covering 512 instructions). The offset and the entries define the bits of PC table which will be used to index
respectively. The same PC addresses (0x2A, 0x3B, 0x4C) are then used to index into the table. For our assumptions of 4 bits offset and 128 entries, bits 10-4 of the PC will be used to index into the table.

Table 1 presents the hardware storage overhead of our PC-based predictor per instance. PCSTALL consumes less storage and thus less power compared to the state-of-art CRISP model. The PC table could either be instantiated one per CU or shared among many CUs.

Example Workflow of PCSTALL. Consider three wavefronts (WF0, WF1, WF2) within a CU0 executing instructions starting from PC addresses 0xAAA, 0xBBB, 0xCCD for time epoch t1 (1µs) optimizing for EDP. Also consider that WF0 > WF1 > WF2, in terms of scheduling age. At the beginning of time epoch t1, all wavefronts would use bits 10-4 of their PCs (0x2A, 0x3B, 0x4C) to index into the table and retrieve the sensitivity. The wavefront sensitivities would be summed up to predict the overall sensitivity of CU0 for the time epoch t1. This sensitivity is then utilized to choose a frequency depending on the objective function, for example 1GHz. At the end of time epoch t1, wavefront sensitivity is estimated using counters for total instructions that have been executed by each wavefront as well as the time spent waiting for memory. If the wavefronts executed, 100, 150, and 200 instructions and spent 500ns, 400ns, and 300ns respectively waiting for memory. Then their calculated sensitivities would be 50, 60, and 60 respectively. This is then scaled up relative to the age by multiplying it by the normalized factor for the wavefront slot (1.00, 1.05, 1.10) to result in 50, 63, and 66 respectively. The same PC addresses (0x2A, 0x3B, 0x4C) are then used to index into the table and update these values of sensitivity into the table before executing time epoch t2.

5 Evaluation Methodology

We utilize the publicly available AMD GCN3 based GPU simulation model [68] within the gem5 simulator [69] for evaluating the performance of the system. We assume a 64 CU GPU with 16 L2 banks shared among all CUs. The clock domain of the memory subsystem, along with L2 cache, is fixed at 1.6 GHz for all the evaluations. Clock synchronization across the CUs has been modeled using the clock domain crossing units available in HeteroGarnet [70]. For most of our evaluations, we assume a single clock domain for each CU, unless otherwise specified. Each clock domain is DVFS-enabled [15] with an integrated voltage regulator and frequency modulator capable of transitioning to a frequency between 1.3 GHz – 2.2 GHz at steps of 100 MHz (10 V/f states). The transition latency is assumed to be 4ns for 1µs time epochs, 40ns for 10µs, 200ns for 200µs, and 400ns for 100µs time epochs. At the end of each epoch, the local DVFS manager uses the associated control mechanism to assign an operating frequency for each clock domain for the next epoch subject to an objective function (EDP, EDP, etc.).

Power Model. We utilize an in-house power model based on detailed hardware measurements. The power model takes in performance counter data and estimates energy consumed for any given interval similar to previous works [71]. The model projects into the table. For our assumptions of 4 bits offset and 128 entries, bits 10-4 of the PC will be used to index into the table.

Table 1 presents the hardware storage overhead of our PC-based predictor per instance. PCSTALL consumes less storage and thus less power compared to the state-of-art CRISP model. The PC table could either be instantiated one per CU or shared among many CUs.

| PCSTALL | Sensitivity Table | 128 entries | 128 | 328 |
|---------|------------------|-------------|-----|-----|
| CRISP   |                  |             |     |     |
| CRIT    |                  |             |     |     |
| LEAD    |                  |             |     |     |
| STALL   |                  |             |     |     |

Figure 14: Fork-Pre-Execute Methodology: Simulator process is forked at each time epoch and sample processes are executed allotting a unique shuffled frequency (e.g. f0, f1, and f2) for each clock domain. Performance data is sent to the original process where optimal frequencies are then selected for each clock domain and the time epoch is re-executed.
Average CRISP ORACLE otherwise specified.

Some system-level objective functions include minimizing EDnP designs and then normalizing it over a static run of 1.7 GHz, unless summing up the energy consumed by each workload with different value (minimum for ED2P) is then selected. suitable frequency which enables an optimized objective function has been calculated by normalizing the runtime of all workloads, geometric mean (GeoMean) across the workloads. The GeoMean We present evaluations for individual workloads as well as a objective function (such as ED2P) of our fixed time epochs. A

solution reaches 97.6% accuracy with only 10 processes (one for each frequency state). We use this mechanism to generate near-accurate estimations of any time epoch for a given clock domain.

5.2 Objective Functions
The exact objective function, that DVFS optimizes for, varies depending on the product, use-case, workload, and environment. Some system-level objective functions include minimizing EDnP metrics or maintaining operation within certain power bounds. Our evaluations consider minimizing EDP and ED2P because EDP is often important for battery-constrained environments while ED2P is important for performance-oriented servers. Our DVFS prediction mechanism could easily be extended to other objective functions such as meeting per-job quality-of-service (QoS) deadlines.

Voltage/Frequency Selection. We require both a performance model and an energy model to make decisions about DVFS settings to improve EDP or related measures. The performance model is obtained from the sensitivity value using the PC-index. The energy model we use assumes that the phase of the next interval will be computationally similar to the current interval, which is typically a safe assumption for GPUs as has been shown in several previous works [10, 20]. We use the energy and the inverse of number of instructions committed per time epoch as a proxy for calculating the objective function (such as ED2P) of our fixed time epochs. A suitable frequency which enables an optimized objective function value (minimum for ED2P) is then selected.

We present evaluations for individual workloads as well as a geometric mean (GeoMean) across the workloads. The GeoMean has been calculated by normalizing the runtime of all workloads, summing up the energy consumed by each workload with different designs and then normalizing it over a static run of 1.7 GHz, unless otherwise specified.

5.3 Workloads and Baseline Models
We evaluate our approach using HPC and machine intelligence GPU workloads. Specifically, for HPC applications, we consider the ECP proxy applications [72] and for machine intelligence applications, we evaluate the DeepBench [73] and DNNMark [74] benchmark suites.

We compare our DVFS approach to the baseline models described in Section 2.3, three static frequencies, as well as the oracle discussed earlier in Section 5.1. TABLE II lists all evaluated designs including their estimation models and prediction mechanisms. We include three models that use accurate oracular estimates. The first uses the accurate estimates of the prior time epoch to create a reactive predictor (ACCREAC) and the second uses the accurate estimates to fill in a table for the accurate, but not practical, PC-based predictor (ACCPC). Finally, we directly use the accurate estimates for the next time epochs in the ORACLE model for near-optimal comparison. Our PC-based predictor could potentially be combined with any of the previously described wavefront-level estimation models, but we chose the STALL model because of its relatively simplicity.

5.4 Hierarchical Power Management
The hardware based DVFS system described in this paper has been designed with a commercial hierarchical power management system in mind. Within such a scheme, higher-level power management policies set power objectives at millisecond scales, which then impact the internal frequency range used by the hardware DVFS controller. The CUs may also need to coordinate with a global agent to ensure power delivery integrity is not compromised [43, 75]. For our evaluations, we chose a small range of frequencies (1.3GHz-2.2GHz) to simulate the power constraint set by a higher-level power manager above.

6 Evaluations
Measuring the advantages achieved by our DVFS prediction approach involves assessing the accuracy of the predictor as well as the overall power efficiency improvement. In this section, we first evaluate the accuracy of the predictor by comparing it to the oracle. Then we present results optimizing for minimal EDnP and EDP for individual workloads as well as the overall GeoMean.

6.1 Prediction Accuracy
We calculate prediction accuracy by comparing the number of predicted instructions committed to the number of actual instructions committed. Note that the prediction accuracy is a power-model-agnostic metric and only focuses on the prediction algorithm itself. Figure 15 shows the prediction accuracy of different models compared to an oracle reported sensitivity at 1µs. The hardware based DVFS system described in this paper has been designed with a commercial hierarchical power management system in mind. Within such a scheme, higher-level power management policies set power objectives at millisecond scales, which then impact the internal frequency range used by the hardware DVFS controller. The CUs may also need to coordinate with a global agent to ensure power delivery integrity is not compromised [43, 75]. For our evaluations, we chose a small range of frequencies (1.3GHz-2.2GHz) to simulate the power constraint set by a higher-level power manager above.

We observe that complex models such as CRIT and CRISP outperform simpler models such as STALL and LEAD yet still have a relatively low prediction accuracy of ~60%. Most of this

TABLE II. DVFS PREDICTION DESIGNS EVALUATED

| Name   | Estimation Model          | Control Mechanism |
|--------|---------------------------|-------------------|
| STALL  | Stall Model [24]          | Reactive          |
| LEAD   | Leading Load [24, 33, 34] | Reactive          |
| CRIT   | Critical Path [10]        | Reactive          |
| CRISP  | CRISP GPU Model [20]      | Reactive          |
| ACCREAC| Accurate Estimate         | Reactive          |
| PCSTALL| Stall – Wavefront         | PC-Based          |
| ACCPC  | Accurate Estimate         | PC-Based          |
| ORACLE | Accurate Estimate         | Oracle            |

Figure 15: Accuracy of prediction models compared to an ORACLE prediction (100% accurate) at 1µs time epochs. A practical implementation of a PC-based predictor (PCSTALL) outperforms even perfect reactive model (ACCREAC) in most models.
inaccuracy is due to the reactive nature of prior approaches. Even with an accurate sensitivity estimation, a reactive model (ACCREAC) is only able to reach 63% accuracy in prediction on an average. On the other hand, a PC predictor has the potential (ACCPC) of reaching 90% prediction accuracy. Even with a practical sensitivity estimation model, our PC-predictor (PCSTALL) can deliver up to 81% prediction accuracy, outperforming the accurately estimating reactive model (ACCREAC). The PC-based predictors show high improvements for memory-bound applications such as xsbench and FwdPool. These results show that high prediction accuracies can be achieved even with a simple prediction mechanism. These prediction accuracies directly translate into better frequency selection and result in improved power efficiencies as shown in the next subsections.

Figure 1(b) shows the trend of accuracy with different time epoch durations. Although PCSTALL delivers the best accuracies at finer time epochs, PCSTALL also results in improvement at longer time epochs. Our results show that PCSTALL can be beneficial even at 50µs time epochs, showing that our policy can be adopted in current generation hardware as well.

6.2 Minimizing ED²P

Next, we evaluate how the different models minimize overall ED²P. Figure 16 shows the ED²P values normalized to a static 1.7 GHz operation. The ORACLE improves power efficiency by up to 54%, whereas the reactive models provide just a 34% potential improvement with CRISP delivering 23% improvement in ED²P compared to 1.7 GHz operation. On the other hand, our PC-based predictive model showcases potential savings in ED²P of 48% while ACCPC can reach up to 51% improvement.

Figure 17 shows the trend of improvement in ED²P when the DVFS time epoch is reduced from 100 µs to 1 µs. We see that the advantage of PCSTALL improves as we approach finer time epochs. Even at a 50µs time epoch, PCSTALL delivers a 36% improvement compared to a 21% improvement by CRISP. However, for some workloads such as comd, hpgmg, pennant, BwdPool, FwdSoft CRISP performs better than PCSTALL at coarse time epochs such as 100µs. Further, a small subset of workloads such as hpgmg and lulesh do not see much benefit in going to the finer grain time scales offering only 10% improvement in ED²P. However, for other workloads the benefits outweigh the overhead of performing DVFS at finer time scales.

Figure 18 shows the improvement in normalized energy and delay from CRISP → PCSTALL (black border) for all the workloads when minimizing ED²P at 1µs. Note the x-axis and y-axis limits. Values have been normalized to Static-1.7 GHz operation. The data point at (1,1) reflects those normalized points.

Figure 16: ED²P of workloads normalized to a static 1.7GHz execution at 1µs time epochs.

Figure 17: ED²P of workloads comparing CRISP and PCSTALL against ORACLE designs at coarser time epochs (100µs, 50µs 10µs).

Figure 18: Scatter plot showing the improvement in normalized energy and delay from CRISP → PCSTALL (black border) for all the workloads when minimizing ED²P at 1µs. Note the x-axis and y-axis limits. Values have been normalized to Static-1.7 GHz operation. The data point at (1,1) reflects those normalized points.
These results reinforce the intuition that a future-looking EDP-based optimization will lead to more improvement in energy reduction in latency compared to the reduction in energy. Some workloads, such as CompM and hacc, improve performance by a large magnitude. The drop is more in the vertical direction for most workloads because of the higher weightage given to the delay value. EDP-based optimization will lead to more improvement in energy as well as some of the results will be shown in the next paragraphs.

Frequency Time Share. Figure 19 shows the percentage of time CUs spend at each frequency state using the PCSTALL mechanism for EDP optimization. As expected, the CUs frequently select the higher operating frequencies for the compute-intensive applications (like dgemm and hacc), while the CUs mostly stay within the lower frequency ranges for the memory-intensive applications. (like hpgmg and xsbench). Workload dgemm also has a highly heterogeneous behavior, leading to comparatively lower accuracies. BwdPool shows an interesting behavior where it adopts a single frequency (1.5 GHz) during its training period. This is mainly because of the constant rate of instruction executed by the CUs during its execution. FwdSoft behaves in a special way where a static operation at 1.7 GHz is beneficial over both 1.3GHz and 2.2GHz. Our detailed analysis showed that this is because of a second-order effect where higher frequency operation of multiple CUs leads to thrashing at L2 cache. This leads to performance degradation at 2.2 GHz.

Figure 19: Average time share of each frequency state in CUs while optimizing for EDP using PCSTALL at 1µs.

Figure 20: Geomean EDP of workloads normalized to a static 1.7 GHz execution at different time epoch durations.

6.3 Minimizing EDP

Figure 20 shows the trend in EDP improvement delivered by PCSTALL. The results show a similar trend as EDP. While PCSTALL is able to take advantage of the finer-grain time epochs, reactive policies fail to show a considerable advantage. However, the difference in reactive and predictive policies is lower compared to EDP optimizing executions.

6.4 Fixed-Performance Energy Savings

In addition to the EDP and EDP objective functions, we studied the overall energy savings within different performance degradation limits. Figure 21(a) shows the energy savings with 5% and 10% performance degradation limits. We see that PCSTALL can deliver up to 9.6% energy savings when restricted to 5% performance degradation compared to 2.1% savings from CRISP. The difference between PCSTALL and CRISP increases when the degradation limit is increased to 10% where PCSTALL results in 19.86% energy savings compared to a 4.7% energy saving from CRISP.

6.5 Scalability Study

In addition to the single CU clock domains, we study the scalability of PCSTALL for larger clock domains. Figure 21(b) shows the normalized EDP improvement delivered by PCSTALL at different clock domain granularity in comparison to CRISP and ORACLE. A 1CU clock domain granularity means that a single table (with 128 entries in our evaluation) is only shared by 40 workfronts (40 wavefronthash/4CU), 2CU clock domain would mean that a table (with the same 128 entries) is shared by 80 wavefronts, 40 each from 2 CUs.

In general, as the clock domain granularity increases, the opportunity in reducing the EDP via DVFS decreases because of the decrease in opportunities to customize V/f state for the instructions being executed. In comparison to ORACLE, CRISP does not extract much ED P improvement, resulting in only a 4% improvement over a static operation at 32CU granularity. On the other hand, PCSTALL delivers high improvement in EDP even at the 32CU clock domain granularity reaching 18% improvement compared to 24% improvement possible with ORACLE.

This shows that PCSTALL could be beneficial not just for smaller clock domains but for larger domains as well. The scalable nature of PCSTALL enables high power efficiency gains leveraging the continuous improvement in circuit technologies.
7 Conclusion

In this paper, we presented prediction-based techniques to unlock the fine-grain DVFS opportunities provided by the improving IVR technology. Our key observation was, at fine-grain time scales, GPU workloads exhibit high variation in sensitivity with respect to the operating clock frequency. Further, we observed that existing performance estimation models work more accurately at a wavefront level than at a CU or GPU level. Combining these observations, we advocated for a predictive model more suited to rapidly adjust to highly varying workload behavior and designed a scalable wavefront-level PC-based predictor. Our analysis showed that our prediction-based mechanism significantly outperforms previously proposed reactive techniques and comes close to achieving oracular prediction accuracies resulting in high energy efficiencies.
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