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Network-based representation and analysis is rapidly growing into an effective technique for data analysis for various applications. The development in the technology directly and tremendously influenced the area of social network analysis and mining by allowing the construction of comprehensive frameworks for social networking and by facilitating the automated analysis of social networks. This has recently attracted considerable attention in the society almost at all levels from practitioners, to researchers, to developers, to end users, etc. Indeed, the amount of research outcome and the number of research groups working on social networks have rapidly increased over the past decades due to the recognition of the social network methodology as an effective model to develop unique solutions for some vital problems. This edited book entitled *Social Networks: Analysis and Case Studies* by Şule Gündüz-Öğüdücü and Şima Etaner-Uyar addresses the need by including a number of chapters written by experts in the field. It aims at helping the reader whether researcher or practitioner to grasp the state of the art in this rapidly growing networking era.

The chapter entitled *Ranking Authors on the Web: A Semantic AuthorRank* by Lule Ahmedi, Lavdim Halilaj, Gëzim Sejdiu, and Labinot Bajraktari introduces the CO-AUTHORONTO as an extended FOAF ontology. The CO-AUTHORONTO is further extended with PageRank and AuthorRank metrics for ranking authors based on their co-author links. The chapter entitled *Detecting Neutral Nodes in a Network of Heterogeneous Agent Based System* by Fatemeh Hendijani Fard and Behrouz H. Far proposes a technique that can identify neutral nodes, i.e., nodes that can never be considered as violating or interesting nodes because they show similar behavior in all of their interactions. David B. Skillicorn and Quan Zheng wrote the chapter entitled *Global Structure in Social Networks with Directed Typed Edges*. The chapter entitled *Social Networks and Group Effectiveness: The Role of External Network Ties* by Fabiola Bertolotti and Maria Rita Tagliaventi explores the relationship between group effectiveness and social networks. Alessia Amelio and Clara Pizzuti wrote a survey about *Overlapping Community Discovery Methods*. Zehra Çataltepe and Abdullah Sönmez address *Classification in Social Networks*. The chapter entitled *Experiences Using BDS: A Crawler for Social Internetworking*
Scenarios by Francesco Buccafurri, Gianluca Lax, Antonino Nocera, and Domenico Ursino argues that a crawling strategy which is good for social networks cannot be expected to remain valid in a Social Internetworking scenario. Accordingly, the authors defined a new crawling strategy specifically conceived for SISs. Lei Chen and Mingxuan Yuan address *Privacy and Ethical Issues in Social Network Analysis*. Finally, the chapter entitled *Social Media: The Evolution of E-health Services* by Tiziana Guzzo, Alessia D’Andrea, Fernando Ferri, and Patrizia Grifoni analyzes e-health services provided by different Social Media and introduces a Hybrid Cloud E-health Services architecture able to provide open, interoperable, scalable, and extensible services for all the e-health activities.

At the end it is important to emphasize this book as a valuable source for people involved in various applications in security, health, multiagent systems, ranking, social network structure and community analysis, among others. The reader will benefit from the content to build a clear vision in the field.

Calgary, AB, Canada

March 2014

Reda Alhajj
Preface

With the increasing popularity of Web 2.0, social media has become a widely used communication platform. Parallel to this development, Social Network Analysis gained in importance as a research field, while opening up many opportunities in different application domains. The book is a comprehensive resource for practitioners and researchers alike, who are new to the field as well as those who have years of experience. The book consists of chapters on Social Network Analysis theory and methods with a focus on current applications and case studies applied in various domains such as mobile networks, security, machine learning, and e-health.

This book was conceived as a result of the TUBITAK-EEEAG project 110E027 titled “A Semantic Recommendation System for Social Bookmarking Sites” supported by the Scientific and Technological Research Council of Turkey. We would like to thank our authors for their valuable contributions, without whom this book would not have been possible. They have met our deadlines and then patiently awaited this book to appear in print. We would also like to thank Reda Alhajj for writing the foreword, Tansel Özyer for his continuous support, and Nagehan Ilhan for her help during the preparation of the final manuscript. Finally, special thanks go to the staff at Springer, in particular Annelies Kersbergen.

We hope that you enjoy reading this book.

Istanbul, Turkey
February 2014

Şule Gündüz-Ögüdücü
A. Şima Etaner-Uyar
Glossary

Adjacency matrix  A representation of a social network with \( n \) nodes using an \( n \times n \) matrix where a non-zero entry at position \( ij \) indicates the presence of an edge, possible directed, from node \( i \) to node \( j \). The magnitude of the entry may be used to represent the strength of the relationship between nodes \( i \) and \( j \).

Agent-based system or Multiagent system  A system consists of software agents.

AKT  A broad ontology, referred to as the AKT Reference Ontology, for describing an academic computer science community. It consists of several sub-ontologies: Support, Portal, etc.

Association for Computing Machinery  A premier membership organization for computing professionals. Unlike the IEEE, the ACM is solely dedicated to computing.

Assortativity index  A measure of how similar are the labels of connected nodes.

Assortative networks  The networks in which nodes with large degree connect to nodes with large degree.

AuthorRank  The PageRank algorithm adopted to rank authors.

Blog  Blog is an Internet discussion site that consists of discussion posts.

Bridge  In a Social Internetworking Scenario, a bridge is a user who has accounts in different social networks and explicitly has specified links among these accounts.

Cliques  A clique of a graph \( G \) is a complete subgraph of \( G \), and the clique of largest possible size is referred to as a maximum clique. A maximal clique is a clique that cannot be extended by including one more adjacent vertex, meaning it is not a subset of a larger clique. Maximum cliques are therefore maximal cliques (but not necessarily vice versa).

Cloud-Computing  Cloud-Computing is a term used to describe different types of computing concepts that involve various computers connected through Internet.

Co-authorOnto  An ontology which extends FOAF to support modeling co-authorship networks on the Web.

Co-authorship networks  An important class of social networks modeling co-author relations to, say, analyze the trends of research collaborations, or determine the status of individual researchers.
Collaboration diagram  Shows the possible interaction path between different types of agents and how they can communicate with each other.

Collaboration matrices  Matrix to show the relationships between different agent types containing agents as the nodes and weight of edges between them as the entries of the matrix.

Collective inference  Iterative procedures, which classify related instances simultaneously. The content and link information for both training and test data are available. First, based on the available training content, link and label information, models are trained. Then, those models are used to label the test data simultaneously and iteratively where each test sample is labeled based on its neighbors.

Communication Network  Network involving all the relationships through which organizational actors share resources such as information, help, and guide related to the execution of their work.

DBLP  An on-line repository of bibliographic data on major computer science publications well known to its community.

Degree distribution  The degree distribution is the probability distribution of node degrees over a network.

Degrees of nodes  The degree of a node is the number of edges connected to the node. In terms of the adjacency matrix $A$, the degree for a node indexed by $i$ in an undirected network is $k_i = \sum_j a_{i,j}$, where the sum is over all nodes in the network. In a directed network, each node has two degrees. The out-degree is the number of outgoing edges emanating from a node $k_{i}^{out} = \sum_j a_{j,i}$ and the in-degree is the number of incoming edges onto a node $k_{i}^{in} = \sum_j a_{i,j}$. The total degree of the node is the sum of its in- and out-degree $k_{i}^{tot} = k_{i}^{in} + k_{i}^{out}$.

Dendrogram  A dendrogram is a tree diagram frequently used to illustrate the arrangement of the clusters produced by hierarchical clustering. The top row of nodes represent data (individual observations), and the remaining nodes represent the clusters to which the data belong, with the arrows representing the distance (dissimilarity). The distance between merged clusters is monotone increasing with the level of the merger; the height of each node in the plot is proportional to the value of the intergroup dissimilarity between its two daughters (the top nodes representing individual observations are all plotted at zero height).

Disassortative networks  The networks in which large degree nodes tend to connect to small degree nodes.

E-health  E-health indicates healthcare practice supported by electronic communication and processes.

Edge prediction  Predicting when an edge ‘should’ be present in a graph, even though it is not, based on the entire structure of the graph.

Edge weight  A positive weight associated with the edge in a social network representing the intensity of the relationship between the nodes at its ends.

Edit distance  The edit distance between two strings is the number of single character manipulations (insertion, deletion, or replacement) that are needed to transform one string into the other. The edit distance thus describes how similar
or dissimilar two strings are by the number of steps it takes to turn from one into the other, where a step is defined as a single character change.

**Eigendecomposition** A way of transforming the representation of a matrix to use new axes that are aligned along directions of greatest uncorrelated variation. When applied to the representation of a graph, an eigendecomposition is the basis for an embedding into a geometry. This geometry can be used to draw the graph, or to measure the similarity of any pair of its nodes by their distance apart.

**Erdős number** An early example of co-authorship networks, in which a “collaborative distance,” i.e., the smallest number of co-authorship links between any individual author and the mathematician Paul Erdős is calculated.

**Friend of a Friend** An RDF schema for machine-readable modeling of homepage-like profiles and social networks.

**Generalization error** The expected test error of a model on any test set that come from the same input distribution as the training set.

**Greedy algorithm** A greedy algorithm is any algorithm that follows the problem solving metaheuristic of making the locally optimal choice at each stage with the hope of finding the global optimum.

**Group effectiveness** Multidimensional construct that entails how: groups must produce outputs considered as adequate by those who receive, or who are in charge of evaluating; group members are able to work together in successive tasks; group members derive satisfaction from the execution of their tasks in the group.

**Hamming** In information theory, the Hamming distance between two strings of equal length is the number of positions at which the corresponding symbols are different. Put another way, it measures the minimum number of substitutions required to change one string into the other, or the number of errors that transformed one string into the other.

**Healthcare** Healthcare is the prevention and treatment of illness, disease, injury, and other mental and physical impairments in human beings.

**Heterogeneous Agent-Based System** Agent-based system in which the agents are heterogeneous.

**Heterophily** The tendency of entities not to be related to other similar entities.

**Homophily** The tendency of entities to be related to other similar entities.

**Indegree** The number of times an actor is drawn into an interaction by others.

**Institute of Electrical and Electronics Engineers** The world’s largest professional association dedicated to advancing technological innovation and excellence for the benefit of humanity.

**Inter-type relationship** Shows the interactions of different agent types.

**Intra-type relationship** Considers the communications between instances of the same type.

**Laplacian matrix** A transformation of an adjacency matrix by negating the existing entries and placing the row sums on the diagonal. A Laplacian acts as a kind of normalization, centering the cloud of points corresponding to the nodes around the origin.
**Local model**  The traditional model which use local attributes (features) of the entities for classification.

**Me edge**  It is a link between two accounts of the same user in two different social networks.

**Neutral nodes**  The neutral agents that show the same behavior in all of the possible collaborations. It means that they have a single behavioral pattern when interacting with the other agent types. Therefore the relations between this neutral agent and other agent types may not cause any changes to the network.

**Ontology**  In computer science, it is a formal representation of knowledge in a given domain of interest through vocabulary definition of that domain: the concepts and their taxonomy, properties, constraints, and relationships among concepts.

**Outdegree**  The number of times an actor initiated an interaction.

**Outlier**  An outlier is an observation that lies outside the overall pattern of a distribution.

**PageRank**  An algorithm based on link analysis for ranking. It was initially used for ranking Web pages on the Web by Google, but is also nowadays used to rank authors (AuthorRank), detect spams, and similar. There is a metric named PageRank in social network analysis (SNA) as well, which measures the reputation of an individual in a network following the same rationale as when ranking Web pages.

**Random Graph**  A random graph is a graph in which properties such as the number of graph vertices, graph edges, and connections between them are determined in some random way.

**Random Walk matrix**  A transformation of an adjacency matrix obtained by dividing each entry by the corresponding row sum. The entries can then be regarded as the probabilities of leaving a node on each of its outgoing edges during a random walk of the graph.

**Random walk**  A random walk is a route consisting of successive and connected steps in which each step is chosen by a random mechanism uninfluenced by any previous step.

**Relational model**  The model that uses the relations in the network as well as the values of attributes of related entities for classification.

**Resource Description Framework**  The basic standard for the Semantic Web. It defines the building blocks of the Semantic Web, such as classes and properties, and how they interact to create meaning.

**Semantic Protocol and RDF Query Language**  The standard language for querying RDF data.

**Semantic Query-Enhanced Web Rule Language**  A SWRL-based language for querying OWL ontologies.

**Semantic Web Rule Language**  A widely used language to express rules in the Semantic Web.

**Semantic Web**  As opposed to the traditional Web, it represents the Web of data with meaning in such a way that a computer program can understand (make use of) that meaning of the data.
**Semi-supervised classification** A classification method which makes use of test nodes or some unlabeled nodes during training.

**Single-linkage** Single-linkage algorithm is an example of agglomerative hierarchical clustering method. We recall that is a bottom-up strategy: compare each point with each point. Each object is placed in a separate cluster, and at each step we merge the closest pair of clusters, until certain termination conditions are satisfied. This requires defining a notion of cluster proximity. For the single-linkage, the proximity of two clusters is defined as the minimum of the distance between any two points in the two clusters.

**Social Internetworking Scenario** It is a set of different social networks which, thanks to the presence of common users, allows users to interact with each other even if they join different social networks.

**Social Media** Refers to the means of interactions in which people share, create, and exchange information in virtual communities.

**Social Network Analysis** An interdisciplinary area of research in social sciences and the information technology. It provides theories and techniques that prove the effects of an individual or a group of individuals belonging to a given network into some outcomes related to that individual or group.

**Social Networking** Social Networking is group of people that discuss and share ideas and/or specific interests on the Internet.

**Software agents** Knowledgeable, autonomous, situated, and interactive software entities. They can have other characteristics as well.

**Spectral embedding** A family of techniques for embedding a graph in a geometry based on its eigenstructure.

**Transductive learning** Semi-supervised learning where the identity of the test nodes are known and therefore the learning method only needs to provide the outputs on the test nodes and not necessarily a learned function.

**Uniform Resources Identifiers** Initially used as a standard format to identify pages on the Web (a string usually starting with http://). Today it serves to identify simply any thing of interest, be it physical or conceptual, accessible by augmenting it to the Internet. Semantic Web also uses http URIs as identifiers for its resources.

**Web Ontology Language** The standard language to formally define and instantiate ontologies on the Web so that they can be used and understood in that certain domain.

**Work group** Bounded set of individuals, working interdependently towards a common goal.

**Workplace Social Networks** Ongoing social relationships in which organizational actors are embedded in the workplace.
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Introduction to Social Networks: Analysis and Case Studies

Nagehan İlhan, Şule Gündüz-Öğüdücü, and A. Şima Etaner-Uyar

Abstract  Social networks are platforms to share media, ideas, news, links or any kind of content between users and their neighbors, thus providing a perfect reflection of the structure and dynamics of the society. The recent advances in social media and the growing use of social networking tools have lead to explosive growth of information available over the Internet and created a need to better understand the underlying structure of the knowledge flow. Social Network Analysis focuses on analyzing the relationships within and between users/groups in order to model the interactions and includes assumptions about how best to describe and explain the social network. Social Network Analysis and understanding the dynamics of social networks have become popular research topics and a vast number of studies have been performed. This chapter provides definitions of the basic concepts of Social Network Analysis and briefly introduces the topics covered in the book.

1 Introduction

This chapter will provide an introduction to social networks and give a description of resources and principal topics covered by Social Network Analysis (SNA). A social network is a social structure made up of actors called nodes, which are connected by various types of relationships. SNA is used to analyze and measure these relationships between people, groups and other information/knowledge processing entities and provides both a structural and a mathematical analysis. Therefore, the objects under observation are not actors and their attributes, but the relationships between actors and their structure. Relationships show what kinds of information are exchanged between which actors. SNA techniques are used to identify the
characteristics of positions held by the actors in a social graph and the characteristics of the graph structure. With the advent of social network based applications, there has been more interest in computational techniques to discover the properties of networks. SNA has also attracted a significant interest in many fields such as sociology, epidemiology, anthropology, social psychology, communication studies, information sciences, etc.

Social networking has the ability to connect geographically dispersed users and provides social contact using the Internet. Social networks have become very popular in recent years due to the increasing usage of Internet enabled devices such as personal computers and mobile devices. The ever increasing popularity of many online social networks such as e.g. Facebook, Twitter, MySpace etc. is a good indicator for this observation. Figure 1 illustrates the history of online social networking sites in terms of when they were created. However, the social network concept is not restricted to internet based social networks.

Previous studies on SNA generally do not focus on online social interactions. In the last century, researchers in the behavioral sciences have stated studying social networks of offline interactions, such as person to person interactions, letters, telephone conversations, and so on. According to John Scott [42], there are three main research lines in SNA:

- Sociometric Analysts used graph theory and methods developed by Jacob Moreno who first introduced the concept of a sociogram [28]. A sociogram is

---

1 http://www.facebook.com/
2 http://www.twitter.com/
3 http://www.myspace.com/
a visual diagram of relationship networks in which individuals are represented as points and their links to others as lines.

- Harvard University researchers first studied clique formations in social groups to identify cohesive subgroups in social systems in 1930s [24, 46].

- A group of anthropologists in Manchester University studied relational structures characterizing a tribal community. They directed their attention to people’s informal social relationships rather than those associated with institutions and associations. Their work focused on the effective configuration of relationships deriving from conflicts between individuals and changes in these networks. John Barnes introduced the term ‘Social Networks’ and provided a remarkable advancement in the analysis of social structures [5].

Inspired by these studies, Harrison C. White and his colleagues focused on exploring the mathematical basis of social structures. They introduced important algebraic characteristics through the use of algebraic models of groups based on set theory, aiming to formalize different structural relations inside a group. The main idea of this study is that the search of structures in a network should be based on real interactions between the nodes and on how these interactions affect it, instead of on categories defined in advance. Later on, Mark Granovetter proposed a study on the importance of weak ties called “the strength of weak ties”. He claimed that weak ties can be important in seeking information and members of a clique should look beyond the clique to their other friends and acquaintances in order to find new information [17]. In addition, a novel theory known as the small world phenomenon was proposed by Stanley Milgram [26]. In his famous small world experiment, a sample of individuals were asked to reach a particular target person by passing a message along a chain of acquaintances. The median length of the successful chains turned out to be five intermediaries or six separation steps. These studies constituted the foundation of the methods in SNA today.

The rest of the chapter is organized as follows. In the next section, we provide general definitions in SNA. In Sect. 3, tools commonly used to manipulate social networks are given. In Sect. 4, we discuss the remaining chapters in this book. Section 5 concludes the chapter.

2 Definitions in Social Network Analysis

2.1 Graphs

Social networks are usually represented as graphs. A graph $G(V, E)$ consists of a set of nodes $V$ and a set of edges $E$.

- A graph may be directed or undirected: for instance, an e-mail may be from one person to another and will have a directed edge, or a mutual e-mailing event may be represented as an undirected edge.
Graphs may be weighted; there may be multiple edges between two nodes. In a weighted graph $G$, let $e_{i,j}$ be the edge between node $i$ and node $j$ and $w_{i,j}$ is the weight of $e_{i,j}$. The total weight $w_i$ of node $i$ is the sum of weights of all its neighboring edges:

$$w_i = \sum_{n=1}^{d_i} w_{i,n}$$

where $d_i$ represents its degree.

Graphs may be unipartite, bipartite or multipartite.

- A unipartite graph is a normal graph whose nodes are individuals and links. Nodes belong to the same class.
- Bipartite graphs are graphs where nodes belong to two classes with no edges between nodes of the same class.
- Multipartite graphs are graphs where nodes belong to more than one class, with no edges between the nodes of the same class.

A graph is generally described by an adjacency matrix $A$ which is a square matrix with as many rows and columns as the nodes in the graph. The $[i, j]$ element of the adjacency matrix corresponds to the information about the ties between nodes $i$ and $j$. An adjacency matrix may be symmetric (undirected graphs) or asymmetric (directed graphs). All entries of the adjacency matrix of an unweighted graph are 0 or 1 where a zero indicates that there is no tie and a one indicates that a tie is present between the nodes. For a weighted graph, the value of the $[i, j]$ entry in the matrix is the weight that labels the edge from node $i$ to node $j$.

### 2.2 Fundamental Metrics

The study of SNA involves the measurement of particular structural metrics in order to understand the fundamental concepts of social graphs. Metrics are used to characterize and analyze connections within a given social network. Some of these metrics represent the characteristics of individual nodes whereas others infer a pattern that belongs to the network as a whole. Here, we describe the fundamental metrics that are used in SNA.

**Centrality:** Centrality measures the relative importance of a node and gives an indication about how influential a node is within the network. Betweenness Centrality, Closeness Centrality, Degree Centrality and Eigenvector Centrality are all measures of centrality.

**Betweenness Centrality:** Betweenness counts the number of shortest paths in a network that passes through a node. It takes into account the connectivity of the node's neighbors by giving a higher value for nodes which bridge clusters.
The minimum number of edges that must be traversed to travel from a node to another node of a graph is called the shortest path length. Nodes having a high betweenness value play an important role in communication within the network [12]. Betweenness centrality \( C_B \) for a node \( i \) is calculated as:

\[
C_B(i) = \sum_{j<k} \frac{g_{jk}(i)}{g_{jk}}
\]  

(2)

where \( g_{jk}(i) \) is the number of shortest paths between \( j \) and \( k \) that pass through \( i \) and \( g_{jk} \) represents all paths between \( j \) and \( k \).

**Closeness Centrality:** Closeness centrality measures how close a node is to all the other nodes. A node is considered important if it is relatively close to all other nodes. Closeness is based on the inverse of the distance of each node to other nodes in the network [12]. Closeness centrality \( C_C \) for a node \( i \) is calculated as:

\[
C_C(i) = \left[ \sum_{j=1}^{N} d(i, j) \right]^{-1}
\]  

(3)

where \( d(i, j) \) is the geodesic distance between node \( i \) and \( j \). The geodesic distance is the length of the shortest path between two connected nodes.

**Degree Centrality:** Degree centrality of a node is the number of links to other nodes in the network. A node’s in or out degree is the number of links that lead into or out of the node, respectively. In an undirected graph they are identical. This measure can be used for evaluating which nodes are central with respect to transferring information and influencing others in their immediate neighborhood [31]. It can be calculated by using the adjacency matrix:

\[
C_D(i) = \sum_{j=1}^{n} a_{ji}
\]  

(4)

where \( a_{ji} \) is the \([j, i]\) entry of the matrix.

**Eigenvector Centrality:** A node’s eigenvector centrality is proportional to the sum of the eigenvector centralities of all nodes directly connected to it [6]. It is a useful measure in determining which node is connected to the most connected nodes. For a node \( i \), the Eigenvector Centrality is defined as:

\[
C_E(i) = v_i = 1/\lambda_{max}(A) \sum_{j=1}^{N} a_{ji}v_j
\]  

(5)

where \( v = (v_1, \ldots, v_n)^T \) is the eigenvector for the maximum eigenvalue \( \lambda_{max}(A) \) of the adjacency matrix \( A \).
**Clustering Coefficient:** Clustering coefficient is a measure of the degree to which the nodes in a graph tend to cluster together. The clustering coefficient of a node $i$ is the fraction of pairs of $i$’s neighbor nodes that are connected to each other by edges [48]. Clustering coefficient for node $i$ with degree $d(i) \geq 2$ is defined as:

$$C_{cc}(i) = \frac{\delta(i)}{\tau(i)}$$

(6)

where $\delta(i)$ is the number of three connected cliques defined as $\delta(i) = \{\{i, j\} \in E : \{\{j, k\} \in E : \{i, k\} \in E\}$ and $\tau(i)$ is the number of triples of node $i$. Triple of a node $i$ is a path of length two for which $i$ is the center node.

**Density:** Density is the ratio of the number of edges in the network over the total number of possible edges between all pairs of nodes. It is a useful measure in comparing networks against each other. Density of a graph is calculated as follows:

$$G_G = 2 \times |E|/(|V| \times (|V| - 1))$$

(7)

where $|V|$ is the number of nodes and $|E|$ is the number of edges in the network.

**Path Length:** Path length is a measure of the distances between pairs of nodes in the network. Average path length in a network is the average of these distances between all pairs of nodes. A shorter average path length means that the information will spread faster within the network.

**Radiality:** Radiality shows how far a node reaches into the network. It also measures the amount of novel information provided by the node and the influence it induces on the network. Nodes that have high radiality values usually have convenient positions to be innovators, thus they can relay the ideas in their neighborhood into other parts of the network.

**Structural Cohesion:** Structural cohesion is defined as the minimal number of nodes in a social network that need to be removed to disconnect the group [27]. It is used to identify cohesive subgroups in a network and reveals how such groups relate to one another.

### 3 Social Network Analysis Tools

SNA tools are used to represent, analyze and simulate a network by describing the features of the network either through a numerical or a visual representation. Network analysis tools enable researchers to examine different sizes of networks, from small to very large. Representation, visualization, characterization and community detection are expected functionalities of an analysis software. A software should be able to represent both the directed and the undirected structure of a network. Visualization of social networks is also important to understand the
network data and examine the result of the analysis. It allows to display nodes and edges in various layouts and distinct colors, size and other advanced properties of the network representation. Many quantitative measures have been defined to characterize networks. Computation of various measures provided at the node level or on the whole graph should be done by a software. Communities are groups of nodes, where nodes within the same community tend to be highly similar, sharing common features, while nodes of different communities have low similarity. Detecting and evaluating the community structure of graphs constitutes an essential task in SNA. Thus, community detection is one of the expected functionalities of an analysis software.

A wide variety of tools, each specialized on one or more of the expected functionalities, exist. Most prominent tools can be listed as follows:

1. **Gephi** Gephi provides an open source software package and a Java library for graph and network analysis [14]. It is a graph visualization tool that uses a 3D render engine to display large networks and works with huge datasets and graphs. Gephi is very convenient to explore dynamic networks. It supports graphs whose content changes over time, and has a timeline component where a timestamp of the network can be retrieved. From the time range of the timestamp, the software retrieves all nodes and edges that match and update the visualization module. Therefore, it allows to display a dynamic graph as a movie sequences. Gephi’s framework offers the most common metrics like betweenness, closeness, diameter, clustering coefficient, average shortest path, PageRank, HITS, community detection using modularity, random generators for SNA.

2. **Pajek** Pajek is a network analysis package that performs analysis and visualization of large networks. The main goals in the design of Pajek are decomposition of a large network into several smaller networks, providing powerful visualization tools and implementing subquadratic algorithms to analyze large networks. Pajek analysis and visualization are performed using different data types like graph, partition, vector, cluster, permutation and general tree structures.

3. **NetworkX** NetworkX is a Python library for network analysis [18]. It is used for the creation, manipulation, and study of the structure, dynamics, and functions of complex networks. The library includes support for reading and writing graphs in various file formats. It also includes functions to generate graphs according to a variety of well known graph generation models. NetworkX is well documented, but the clustering algorithms are missing. NetworkX is not primarily a graph drawing package but basic drawing with Matplotlib as well as an interface to use the open source Graphviz software package are included. For advanced visualization, other tools should be preferred.

4. **Igraph** Igraph is a library for network analysis which uses Python and the R environment. It is one of the most essential libraries and is used in large graphs, similar to NetworkX [19]. It also provides properties for graph statistics such as computing degree centrality, closeness centrality and betweenness centrality etc. Dyad and triad census are available in Igraph and Pajek. Igraph offers a
few community detection algorithms like Walktrap [36], Fast Greedy [16], Label Propagation [37], etc.

5. **JUNG** JUNG (the Java Universal Network/Graph Framework) is an open-source software JAVA library which is mainly developed for creating interactive graphs [32]. Main functionality of JUNG is network and graph manipulation, modeling, analysis, and visualization. It has built-in support for GraphML, Pajek, and some text formats. It presents customizable visualization, graph types and includes graph theory, data mining and SNA algorithms (random graph generation, clustering, decomposition, optimization, statistical analysis, distances, flows, and centrality measures). It supports a native sparse matrix format and a graphical user interface, which makes JUNG’s representations and algorithms both space and time efficient.

4 Topics in Social Network Analysis

The SNA field encapsulates a wide range of research topics and new methods and approaches are continuously being developed. Therefore, it is very hard to cover the entire network analysis literature. In this section, the topics are covered within the scope of the chapters in the book.

4.1 Node Analysis

The emergence of social networks has resulted in an exponential increase in the amount of the information about individuals, their activities, connections and features representing the characteristics of the individuals. These features may be of different types: demographic features like age, gender; features which represent political and religious beliefs; features representing hobbies, interests, affiliations etc. These features appear on the user’s profile within the network, or attached to other objects like photos or videos. There are many applications that can make use of these features and connections like suggesting new connections to individuals based on finding individuals with similar interests and relationships, recommendation systems to suggest movie, music or other products, advertising systems which show advertisements to individuals in which they will most likely be interested. Thus, analyzing the nodes from different perspectives such as how closely related individuals are, who is the connector or hub in the network, who has best visibility of what is happening in the network, what are the distances and similarities of individuals from each other is crucial.

Widely used measures to identify influential nodes within the network are the degree centrality, closeness centrality and betweenness centrality [12]. However, some other methods like PageRank is adopted to find effective nodes. PageRank
is a popular Google patented algorithm to examine the entire link structure of the Web and determine which pages are most important by viewing the hyperlinks as recommendations [33]. A page with more inlinks (recommendations) must be important than a page with a few inlinks. A Web page is important if it is hyperlinked by an important recommender. In chapter “Ranking Authors on the Web: A Semantic AuthorRank”, a model is proposed to rank authors on the Web like ranking Web pages by considering their co-author links. They have adopted FOAF (friend of friend ontology), the so-called CO-AUTHORONTO ontology, in order to represent authors and also their co-author links on the Web. CO-AUTHORONTO extended with PageRank and AuthorRank metrics for ranking authors is based on the co-author links of the authors. Their framework builds on top of several known ranking metrics and side parameters like the number of authors, co-authorship exclusivity, PageRank, and co-author weight.

In chapter Detecting Neutral Nodes in a Network of Heterogeneous Agent Based System, a method is proposed to detect neutral agents in a social network using multi agent systems. They aim to reduce the complexity of analysis in a network consisting of heterogeneous software agents as nodes. Their method suggests detecting neutral agents (the agents that behave with similar frequencies and have similar behaviour) with respect to inter-type and intra-type communications. Thus, the complexity of the network and the algorithms to analyze them will be decreased by identifying and eliminating these agents.

4.2 Edge Analysis

Social networks are usually modeled using graphs where an edge between two nodes represents a relationship between them. Every node and each of the corresponding edges belonging to the nodes carry certain characteristics. Each node represents an entity, while each edge carries attributes that describe the nature of the relationship. There exist two types of social networks: homogeneous and heterogeneous [7]. In homogeneous social networks, there is only one kind of relationship between nodes and the knowledge flow is through this relationship. Heterogeneous social networks have several kinds of relationships between nodes and are also known as multi-relational social networks. Thus, the knowledge flow is through different kinds of relationships and network elements exchange different types of knowledge according to the type of the relationship. In the real world, social networks are usually multi-relational and users establish a large number of relationships with varying edge strengths and types: friends, family, colleagues and so on. Each relation defines a single relational network. A multi-relational network can be defined as a merger of multiple single relational networks. An edge between two nodes consists of all relations and interactions between the two individuals [9]. The weight of an edge in a multi-relational social network should consider the weight of all relationship types between the two nodes. Analyzing multi-relational
networks is much more complex than a single network analysis. In single relational networks, nodes between different groups are assumed to be loosely connected but in multi-relational networks the edges between different groups may be as dense as the edges within the groups. The authors in chapter *Global Structure in Social Networks with Directed Typed Edges*, present a spectral approach to understanding and analyzing graphs with a finite number of edge types. Their contribution is to extend conventional spectral graph analysis to networks where edges have different types. In this manner, it is possible to combine features of different types of social networks into a single network framework by taking into account the qualitative differences in the functionality of edges. They construct a multi-layer graph and embed this multi-layer graph using a directed-graph spectral technique. Their technique enables to answer several edge prediction questions such as if there should be an edge between given two nodes and what type of edge is it likely to be.

In a social graph, the presence of an edge between any two nodes indicates the efficiency of communication between them. It also means that they may belong to the same social group and work together. Understanding the structure and dynamics of social groups is crucial for network analysis. From the organizational perspective, groups are core organizational work units. The effectiveness of a group can provide a large contribution to the organizational success. Social edges in work groups are informal links between group members. Group members have different skills and capabilities which are essential for the effectiveness of the group and thus for the organization as a whole. Interaction within a group or interaction between groups are also important factors in a group’s processes and outcomes. In literature, many studies exist that analyze the factors contributing to team effectiveness [20, 21, 41]. Unresolved empirical questions exist about the correlation between group density and group effectiveness. Studies show that social interactions and the communication frequency between members of a group are positively related with team effectiveness [4, 39]. They state that teams with densely configured interpersonal edges reach their goals better. In chapter *Social Networks and Group Effectiveness: The Role of External Network Ties*, the relationship between group effectiveness and social networks is examined. A communication network is formed using a 5-month ethnographic observation within three work groups employed in an Italian clothing company by recording all interactions occurring within the groups and between the groups. They show how qualitative information on the nature and dynamics of the ties between group members and other organizational actors can enhance comprehension of the impact of network relationships on organizational behaviors. They claim that the prolonged observation of group members’ interactions offers researchers a privileged, thorough perspective into a group’s social network. They emphasize that a high centrality degree in the request for information/advice network as opposed to the reporting of a problem or the communication of information/advice network can generate different effects on members’ behaviors and on the evaluation of groups’ effectiveness. In addition, they highlight the positive outcomes of team leaders who have also a high external prestige, in addition to internal prestige.
4.3 Community Detection and Classification

Extraction of social communities is one of the most important problems in today’s SNA. Community detection attempts to solve the identification of groups of vertices that are more densely connected to each other than to the rest of the network. Communities correspond to groups of nodes in a graph that share common properties or have a common role in the organization of the system [16]. The ability to find and analyze communities has proved invaluable in understanding the underlying structure of the network. A number of methods to address this problem have been proposed. They vary in the type of network they can handle (unpartite vs. bipartite, weighted vs. unweighted, etc.) and the type of community structure they can detect (disjoint, overlapping, hierarchical, etc.).

A comprehensive recent survey of community detection algorithms is proposed in [11]. The vast majority of the community detection algorithms find disjoint communities. However, in real networks, communities are usually overlapping which means that some nodes may belong to more than one community. Thinking about a person’s personal social network, it is naturally considerable that a person may belong to several communities: for example family, co-workers, college friends, and so on. These kinds of networks are usually defined as overlapping networks [34]. However, most of the community detection algorithms find discrete communities which do not capture the overlapping community structure. Thus, for a correct representation of real network communities, it is crucial to find overlapping community structures. In chapter Overlapping Community Discovery Methods: A Survey, a review of the most recent proposals in the topic of overlapping community detection is introduced.

Methods are classified by taking into account the underlying principles guiding them to obtain division of a network into groups sharing part of their nodes.

With the emergence of social networks, a large amount of information about individuals, their activities, connections has become available. A large part of these individuals which are represented as nodes in a graph structure may be labeled. This leads to a problem of providing correct and high quality labeling for every node, in other words, the node classification problem. In literature, there are a variety of node classification techniques. The simplest one is to use data about the labeled nodes and use a simple classifier in order to classify the unlabeled ones based on only those attributes that are local to these nodes. The techniques that work in this manner are called local classifiers. As in classical machine learning techniques, first, the features of the nodes should be identified. These features may be properties common to all nodes like age, gender, homeland, etc. But the existence of the connections and relationships makes the graph labeling problem different from the traditional machine learning classification techniques, where the classified nodes are assumed to be independent. The techniques that use the link information of the graph are called relational classifiers. Additional features such as the degree, centrality and so on based on adjacency in the graph can be defined in order to achieve a higher classification accuracy. Also, the labels of the neighbors constitute a useful feature. In social networks, the edges indicate some degree of similarity between the
connected nodes and constitute a useful input for the learning algorithm. Homophily and co-citation regularity are the two important phenomena used in the labeling process of the nodes. The labeling process can be iterative. Iterative algorithms use local neighborhood information to generate features that are used to learn local classifiers [30]. An iterative algorithm assumes that all of the neighbors’ attributes and labels of that node are already known in determining the label of a node. Then, it calculates the most likely label with a local classifier which uses node content and neighbors’ labels. In chapter Classification in Social Networks, the details of a method which uses content, link and label information on social network data for classification are given. Important properties of social network data which may be used to characterize a social network dataset and a list of aggregation operators which are used to aggregate the labels of neighbors are defined. A number of label aggregation methods are also experimented with. Different classifier accuracies with usage of only the content, only the link or both the content and the link information are evaluated. It is shown that homophily plays an important role in evaluating whether the network information would help in classification accuracy or not.

4.4 Graph Crawling

With the emergence and popularity of social networking sites, such as Facebook, Linkedin, MySpace, Twitter, etc., the number of users joining these sites has dramatically increased. Alexa [2], a well-known traffic analytics website, reported that Facebook is the second most visited website on the Internet, Linkedin ranked as the eighth and Twitter follows them with the tenth rank. Thus, online social networks have become an important phenomenon on the Internet. This global phenomenon has generated lots of interest in many disciplines to analyze human social behavior depending on observations of these networks. However, it is usually not possible to obtain datasets from the Online Social Network services due to privacy issues and it is hard to get such data directly from the service providers. Moreover, the huge size and access limitations of most of the services make it hard to completely cover the whole social graph. A widespread approach is crawling and sampling the network. It is desirable to crawl a small but representative sample of the network. In crawling, a user is randomly chosen and the friend list of the user is retrieved. Again one user is selected from out of the friend list and a new list of friends retrieved. In principle, the process repeats until every user in the network has been visited.

Several crawling strategies for single social networks have been proposed. These methods differ in the selection of the next friend. Breadth First Search (BFS) [50], Depth First Search (DFS) [47], Simple Random Walk (SRW) [23], Simple Random Walk with re-weighting (SRW-rw) [38, 40] and Metropolis-Hastings Random Walk (MHRW) [25] are the most popular ones among them. In BFS and DFS techniques, the graph is crawled node per node adding all discovered nodes to a list of nodes to visit. But, the difference between BFS and DFS techniques for graph crawling is the order in which the next node in the graph is selected. BFS selects the first node
of the list as the next node to visit and removes it from the list, while DFS selects the last node and marks it as visited. In Simple Random Walk technique, the next node is chosen uniformly at random among the neighbors of the current node. This algorithm is biased towards the high degree nodes. SWR-rw operates based upon a sequence of random nodes obtained by a Simple Random Walk with a proper re-weighting process to provide the unbiased sampling. MHRW is a crawling technique which applies the Markov Chain Monte Carlo (MCMC) method [15] for sampling from a probability distribution that is difficult to sample from directly. SWR-rw and MHRW ensure unbiased graph sampling. These crawling techniques are good for single social networks but they are not suitable for Social Internetworking Systems, where users are members of multiple social networks.

Recent studies show that users are often affiliated with different social network sites and in each one of them they exhibit different site-specific interaction patterns. This knowledge provides better understanding of the users’ tastes and improves the quality of service they can get. The authors in chapter Experiences Using BDS: A Crawler for Social Internetworking Scenarios, confirm that a crawling strategy which is good for single social networks should not be expected to be appropriate for SIS, due to their specific topological features. They also propose a new crawling strategy Bridge-Driven Search (BDS), specifically designed for SISs, which overcomes the drawbacks of other crawling strategies. BDS is based on the bridge concept, which represents the structural element that interconnects different social networks. Bridge nodes are described as the users who joined more than one social network and explicitly declared their different accounts. They conduct several experiments and show that BDS outperforms state-of-the-art techniques. In addition they perform a large number of experiments to derive detailed information about the bridge nodes and argue that most of the required information on the structural properties of SISs can be obtained through studying bridges in detail.

4.5 Privacy and Social Networking Ethics

Online social networks such as Facebook, MySpace, Twitter, Orkut, Linkedin and etc. are Web sites which are used widely to build connections and relationships. In principle, they allow their users to communicate with other people around the world, contact their closest friends, share experiences, photos, videos with them in real time. Users publish detailed personal information and information about their preferences and daily life. Social Web sites are also collecting a variety of data about their users, both to personalize the services for the users and to sell them to advertisers. However, some of the data revealed in these networks should remain private and not be published at all. Besides, scammers, identity thieves, stalkers, and companies looking for a market advantage are using social networks to gather information about customers.

In literature, some key concepts of privacy on online social networks are identified [35]. These concepts are network anonymization [22, 29], privacy preservation
Privacy issues of social networks include the disclosure of nodes’ identity information, relationship information, data information related to nodes, etc. Network anonymity graphs are obtained by removing the nodes’ identity information in social networks in order to preserve privacy. This makes node identification difficult for attackers. However, anonymization is not sufficient to protect privacy and the attackers still identify nodes’ identity from the features and the structure of the network. Privacy preservation focuses on protecting sensitive information of users through techniques based on hiding sensitive attributes, identities and modifying data. But hidden attributes of the users can still be inferred. For example, it is possible to predict the home address of the user by analyzing the geographical place of the most frequent updates posted or it is possible to predict the work address by analyzing the relationships, namely if the majority of the users’ friends are in the same institution, the user is most likely to work there. Access control mechanisms are used to reinforce access to users’ sensitive information without explicit authorization by performing appropriate access control mechanisms. Many existing social network owners offer access control mechanisms that are primitive, permitting coarse-grained visibility control to users to place restrictions on who may view their personal information. Indeed, even with current access control mechanisms, users loose their control over data after its very first publication in the network. From the service owner perspective, it is crucial to protect users privacy while providing useful data. In chapter Privacy and Ethical Issues in Social Network Analysis, privacy issues in social network data have been discussed. Different aspects of graph publication issues in graph publishing models have been introduced.

4.6 Cloud Computing with Social Media

Cloud computing is the delivery of computing services over a network such as the Internet. It allows individuals immediate access to a large number of supercomputers and their corresponding processing power that exist at remote locations. The cloud computing model allows users to access information and computer resources from anywhere with an available Internet connection. Social networking sites, online file storage, webmail, online software applications are examples of cloud services. Cloud computing service models can be divided into three main categories: Software as a Service, Platform as a Service and Infrastructure as a Service. Software as a Service (SaaS) provides running applications without installing on your hard drive and without any configuration requirements. Applications are hosted by a service provider and are made available to users over Internet. Platform as a Service (PaaS) model provides a development and production environment which consists of the operating system, the hardware and the network. Users install or develop their own software and applications.

The Infrastructure as a Service (IaaS) model provides the use of resources such as virtual machines, storage etc. It supplies the hardware and network resources; the
user installs or develops its own operating systems, software and applications.
Cloud computing services reduce the cost and complexity of owning hardware,
installing and configuring infrastructure. The other benefits to users are scalability
and reliability. Cloud computing services are scalable because they scale up and
down as needed without any cost and they offer processing and storage capacity.
They are reliable since applications, documents and data are accessible anywhere in
the world via the Internet [13].

Cloud computing services are integrated within online social networking sites
in a variety of forms. Typically, cloud platforms are used to host social networks
or scalable applications being created and hosted in the cloud. Cloud computing
drives many social networking sites that has been accessed virtually by millions of
users every day. When the user stores photographs to Flickr, posts them to Facebook
or uploads a video to YouTube, the corresponding media are stored in the cloud.
For instance, Facebook which is the most popular social networking site, provides
scalable cloud based applications hosted by Amazon Web Services (AWS) [3]. The
data related to a user is kept in a backend database and the user accesses the social
cloud by the access control mechanism [49]. Social network forms a dynamic social
cloud by enabling friends to share resources within the context of a social network.
Users share their opinions, experiences in various topics and also are able to learn
about other users’ thoughts and experiences on a particular topic such as health.
Social networks are substantial tools for healthcare. It helps patients to receive
information and social support, ask advice from other patients with similar disease
or medical experts. “e-health” term is used to describe the healthcare services and
information delivered through the Internet. The main role of an e-health social
network is to find other patients in similar situations and share information about
treatments, symptoms and conditions. Some e-health services provide emotional
support and some of them provide ability to ask questions to a medical expert [44].
The authors in chapter Social Media: The Evolution of E-health Services, analyze
the e-health services provided by different Social Media, give an overview of
different studies on Social Media in the healthcare sector and a description about the
different activities and relationships on Social Media among physicians and patients.
They introduce a Hybrid CLoud E-health Services architecture (HCLES) which is
capable of providing open, interoperable, scalable, and extensible services for all the
e-health activities. Their proposed architecture integrates the use of tele-consulting
service of Skype for a direct communication and synchronous data transmission
and the cloud platform. The cloud platform consists of Infrastructure as a Service
(IaaS) by providing a Web interface that allows patients and physicians accessing
virtual machines; Software as a Service (SaaS) by providing all the e-health services
offered by Social Media to patients and physicians; Platform as a Service (PaaS)
by offering an integrated set of Social Media that provides an online environment
for quick communication and collaboration between patients and physicians. The
proposed architecture provides the need of supporting existing communities and
facilitating their connection by Skype, and creating communities of interests of
patients, physicians or hybrid communities that provide/receive emotional and
psychological support, medical support, medical information, health care education, and tele-consulting.

5 Conclusion

Recently, SNA has attracted a significant interest in many fields such as sociology, epidemiology, anthropology, social psychology, communication studies, information sciences, etc. This chapter provides definitions of the basic concepts of SNA and briefly introduces the topics in the book. A vast number of topics exist in the SNA field, therefore it is not possible to cover all of them comprehensively. However, this book includes most of the significant works and achieves the following:

• presents background on social networks and SNA.
• reviews the related works and their outcomes obtained on the addressed topics.
• demonstrates various important applications and studies in the areas of social networks, social community mining, social behavior and network analysis.

Through these, the book aims to introduce readers to the area of SNA and to become a reference book for academicians and industrial practitioners.
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Ranking Authors on the Web: A Semantic AuthorRank
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Abstract Author ranking is growing in popularity since search engines are considering the author’s reputation of a Web page when generating search results. A question that naturally arises is whether we should rank authors on the Web as we rank Web pages by considering their links. In addition, over what links to actually calculate author ranking? We have adopted an extended FOAF ontology, the so-called CO-AUTHORONTO ontology, able to represent authors, but also their co-author links on the Web. We further extended CO-AUTHORONTO with PageRank and AuthorRank metrics for ranking authors based on their co-author links. Important to note is that both PageRank and AuthorRank are implemented in Semantic Web Rule Language (SWRL), which represents a novelty and fits well with the semantic modeling of authors and their co-author relationships within FOAF. Preliminary semantic ranking results are demonstrated, showcasing also the huge potential of this ranking approach for adopting it by search engines where our future work will focus.

1 Introduction

Given the “invasion” of social computing applications on the Web, Handler and Berners-Lee envision that we are just at the beginning of this growing and evolving age of “social machines” [1]. Social networks are mainly about linking people [2, 3], and the FOAF ontology has become a core model on the Web for describing
the profile data of people and their social links [4]. The focus on the Web has now shifted from the hypertext links (aka href) to people links (aka knows). Search engines are also shifting from ranking only pages, to ranking pages improved by considering the ranking of people authoring those pages. As Google and Bing announced, the reputation of authors of Web pages will influence the tops displayed in search results.

A question that naturally arises is whether we should rank authors on the Web as we rank Web pages by considering their links. In addition, over what links to actually calculate author ranking? We have adopted an extended FOAF ontology, the so-called CO-AUTHORONTO ontology [5], able to represent authors, but also their co-author links on the Web. It is turning into common practice to accompany publishing documents on the Web with publishing their co-authorship data as well on the Web. We therefore concentrate here in links connecting authors, namely co-author links, and propose a model which extends CO-AUTHORONTO with PageRank [6] and AuthorRank [7] metrics for ranking authors to gauge their reputation based on their co-author links. Both PageRank and AuthorRank are implemented in SWRL [8, 9]. According to [7], AuthorRank is an advanced version of PageRank which takes into account the weight of co-author links when ranking, i.e., it does not assume that all links have the same weight.

Referring to [1], the growing Semantic Web provides necessary support for social computing technologies. Our framework exactly utilizes the Semantic Web technologies to support ranking on the Web of authors, like in online co-authorship networks (DBLP, ACM, IEEE), or in social networks (FOAF), or in general when searching through search engines.

The rest of the paper is organized as follows: We first introduce related work, followed by the background knowledge required to understand the rest of the paper, where CO-AUTHORONTO, our earlier extension of FOAF to capture the semantics of weighted co-authorship networks is also covered. Further we detail our contribution: the extension of FOAF, namely of CO-AUTHORONTO, and rule definitions in SWRL, to rank authors by PageRank and AuthorRank. Then an evaluation of our ranking framework is presented. Finally we conclude by highlighting the main contribution of this work, and the future work to follow.

2 Related Work

In [10], a study to rank people based on FOAF data (referred to as AuthorRank there), and combining people ranking with co-citation analysis is presented. Ranking has been carried out by storing and querying in Yars [11], a Semantic Web platform. Another framework [12] deploys Semantic Web for the representation and people ranking by centrality measures of social network analysis (SNA) expressed in form of SPARQL queries. Applying SNA metrics to the co-authorship networks
on the Web has been investigated in [13, 14] in finding interesting facts about authors of scientific publications and relationships among them. Liu et al. [7] have introduced ranking of co-authorship networks including their ranking by PageRank and AuthorRank.

To the best of our knowledge, there is no approach to date which is based solely on the Semantic Web to rank people in social networks or co-authorship networks based on PageRank and AuthorRank. Nor is there an approach of considering (SWRL) rules of Semantic Web to express and reason over PageRank and AuthorRank for ranking people on the Web.

3 Background

Next, a set of preliminary knowledge required for the rest of the work is briefly introduced:

- Definition of ranking measures like PageRank and AuthorRank for authors in co-authorship networks.
- Modeling co-authorship networks on the Web using CO-AUTHOR ONTO, an extended FOAF ontology.
- SNA metrics like exclusivity, frequency, or weight, and their implementation for co-authorship networks.

3.1 Author Ranking via PageRank and AuthorRank

Let us first recall the definitions according to [7] for PageRank and its weighted version, AuthorRank, of the directed weighted co-authorship graph model we adopt to rank authors in co-authorship networks on the Web. Let $A = \{a_1, a_2, \ldots, a_n\}$ denote the set of n authors.

**Definition 1 (PageRank)** The PageRank of an author $a_i$ is given as follows:

$$PR(a_i) = \frac{(1-d)}{n} + d \sum_{j=1}^{n} \left( PR(a_j) \cdot \frac{1}{C(j)} \right)$$

**Definition 2 (AuthorRank)** The AuthorRank of an author $a_i$ is given as follows:

$$AR(a_i) = \frac{(1-d)}{n} + d \sum_{j=1}^{n} \left( AR(a_j) \cdot w_{j,i} \right)$$
where $AR(a_j)$ corresponds to AuthorRank of the backlinking co-author node, and $w_{ij}$ to the edge weight between co-authors $a_j$ and $a_i$. Analogous to the initial PageRank, the first initial iteration of the AuthorRank algorithm assumes $AR(a_j) = 1$ for $j = 1 \ldots n$.

One may think of AuthorRank as a generalization of PageRank by substituting $1/C(j)$ with $w_{ij}$. According to [7], AuthorRank better reveals status of actors than centrality SNA measures and PageRank.

**Example 1** The running example we will use throughout this paper consists of two publications and their respective authors as follows:

| Publication                      | Authors   |
|----------------------------------|-----------|
| First Course in Database Systems | Ullman    |
| Active Database Systems          | Widom     |
|                                   | Ceri      |

Figure 1 provides the metrics calculated following the definitions 1 and 2 for the example above.

### 3.2 CO-AUTHORONTO: A FOAF Extension to Model Co-authorship Networks on the Web

In our earlier work [5], we extended FOAF into CO-AUTHORONTO (Fig. 2) to model rich co-author relations with attributes such as weight, as well as other knowledge relevant to collaboration schemes in the scientific community, as suggested in [7]. In addition to FOAF, the CO-AUTHORONTO integrates the AKT Reference Ontology [15], its Portal and Support sub-ontologies describing people, publications, etc.

Two main classes in the CO-AUTHORONTO ontology are Person and Publication, with their respective subclasses, such as Researcher, or Student for the former, or, Serial-Publication, or Book for the later, all inherited either from the AKT ontologies, or FOAF.
Each Publication instance may have (multiple) values of type Person on the hasAuthor property. The hasExclusivity property stores the exclusivity degree on a given publication, as explained in Table 1. All co-author pairs of the same publication should share a common value for the exclusivity. The property nrAuthors, as its naming reveals, is designed to record data about the number of authors of a given publication. For hasExclusivity and nrAuthors, their values are inferred once their corresponding rule implementations in SWRL (Table 1) are evaluated.

Figure 3 illustrates the use of OWL n-ary relations [16] for representing the hasCo_author property of the Person class. It links an individual Person to another individual Person, as well as to another value, weight, which characterizes that hasCo_author relation.

### 3.3 SNA Metrics on Co-authorship Networks on the Web

Let again $A = \{a_1, a_2, \ldots, a_n\}$ denote the set of $n$ authors, whereas $P = \{p_1, p_2, \ldots, p_m\}$ the set of $m$ publications. Let $f(p_k)$ define the number of authors of publication $p_k$. Then in Table 1, definitions of SNA metrics, i.e., the exclusivity, co-authorship frequency, total frequency, and weight [7], as well as their respective rule definitions in SWRL according to our earlier work [5] are summarized. Once these metrics’ rules are evaluated by an inference engine, their inferred values are assigned to the CO-AUTHORONTO ontology.
| SNA metric                        | SWRL rule expression                                                                 |
|----------------------------------|---------------------------------------------------------------------------------------|
| **Co-author relation**           | Publication(?p)∧hasAuthor(?p,?a1)
  ∧ abox:hasURI(?a1,?a1URI)
  ∧ swrlb:substringAfter(?a1name, ?a1URI,"#")
  ∧ hasAuthor(?p,?a2)∧abox:hasURI(?a2,?a2URI)
  ∧ swrlb:substringAfter(?a2name,?a2URI,"#")
  ∧ swrlb:notEqual(?a1name,?a2name)
  ∧ swrlx:makeOWLThing(?rel,?a1,?a2)
  !Co-authorRelation(?rel)∧hasCo-author(?a1,?rel)
  ∧ hasCo-authorValue(?rel,?a1,?a2) |
| **Number of authors of a given publication** | $f(p_k)$                                                                                       |
| **Exclusivity per publication:** Degree to which authors $a_i$, $a_j$ have an exclusive co-authorship relation for a particular $p_k$ publication. This definition gives more weight to co-author relationships in publications with fewer total co-authors than publications with large numbers of co-authors, i.e., it weighs the co-author relation in terms of how exclusive it is | $g_{i,j,k} = \frac{1}{(f(p_k)-1)}$                                                                 |
Co-authorship frequency: Sums up the exclusivity values \( g_{i,j,k} \) for that same pair of authors across all publications \( k (k = 1 \ldots m) \) where they appear as co-authors \( a_i, a_j \). This gives more weight to authors who co-publish more publications together, and do so exclusively.

\[
c_{ij} = \sum_{k=1}^{m} g_{i,j,k}
\]

Total co-authorship frequency: The sum of all co-authorship frequency values \( c_{ik} \) over a particular author \( a_i \) and all of its co-authors \( a_k (k = 1 \ldots n) \) in whatever publications where \( a_i \) appears as author.

\[
c_i = \sum_{k=1}^{n} c_{ik}
\]

Co-author weight: Normalization by taking into account the total co-authorship frequency \( c_i \) of a given author \( a_i \) when calculating the co-authorship frequency \( c_{ij} \) between that author \( a_i \) and another author \( a_j \).

\[
w_{ij} = \frac{c_{ij}}{c_i}
\]

\[
\text{Publication}(?p) \land \text{nrAuthors}(?p, ?nr) \land \\
\text{swrlb:greaterThanOrEqual}(?nr, 2) \land \\
\text{hasAuthor}(?p, ?a1) \land \text{hasAuthor}(?p, ?a2) \land \\
\text{hasCo-author}(?a1, ?rel) \land \\
\text{hasCo-authorValue}(?rel, ?a2) \land \\
\text{abox:hasURI}(?a1, ?a1URI) \land \\
\text{abox:hasURI}(?a2, ?a2URI) \land \\
\text{swrlb:notEqual}(?a1URI, ?a2URI) \land \text{sameAs}(?a1, ?a1) \land \\
\text{sameAs}(?a2, ?a2) \land \text{hasExclusivity}(?p, ?e) \land \\
\text{sqwrl:makeSet}(?s, ?e) \land \text{sqwrl:groupBy(?s, ?a1, ?a2)} \land \\
\text{sqwrl:sum}(?f, ?s) \rightarrow \text{hasCo-authorFrequency}(?rel, ?f)
\]

\[
\text{Person}(?a1) \land \text{hasCo-author}(?a1, ?rel) \land \\
\text{hasCo-authorValue}(?rel, ?a2) \land \\
\text{hasCo-authorFrequency}(?rel, ?f) \land \\
\text{sqwrl:makeBag}(?s, ?f) \land \text{sqwrl:groupBy(?s, ?a1)} \land \\
\text{sqwrl:sum}(?totalFa1, ?s) \rightarrow \\
\text{hasTotalFrequency}(?a1, ?totalFa1)
\]

\[
\text{hasCo-author}(?a1, ?rel) \land \\
\text{hasCo-authorValue}(?rel, ?a2) \land \\
\text{hasTotalFrequency}(?a1, ?totalFa1) \land \\
\text{hasCo-authorFrequency}(?rel, ?a12f) \land \\
\text{swrlm:eval}(?w, "a12f/totalFa1", ?a12f, ?totalFa1) \land \\
\rightarrow \text{hasCo-authorWeight}(?rel, ?w)
\]
4 Rank Authors in Web Co-authorship Networks

Now we describe in detail our proposal to further extend FOAF, namely CO-AUTHORONTO [5] which is originally built on top of FOAF and AKT ontologies and supports SNA metrics [7] just introduced in the previous section, to support PageRank and AuthorRank for ranking authors. The main novelty of our proposal, i.e. the Semantic Web rule expressions for computing PageRank and AuthorRank are also introduced.

4.1 FOAF Extended with PageRank and AuthorRank

Let us next introduce our proposal to extend the CO-AUTHORONTO (Fig. 1) ontology [5] with new ontological constructs which enable ranking by PageRank and AuthorRank of authors in directed weighted co-authorship networks.

The Person class is among extended concepts to support ranking, and its extension is defined as following:

```owl
Person a owl:Class;
    rdfs:subClassOf
        [a owl:Restriction;
            owl:allValuesFrom: float;
            owl:onProperty: hasPR].
    rdfs:subClassOf
        [a owl:Restriction;
            owl:allValuesFrom: float;
            owl:onProperty: hasAR];
    rdfs:subClassOf
        [a owl:Restriction;
            owl:allValuesFrom: int;
            owl:onProperty: hasTotalNrCo-Authors].
```

Fig. 3 N-ary hasCo-author property in CO-AUTHORONTO (class view)
Some properties of the `Person` class introduced in our ontology

- Added new datatype properties, `hasPR` and `hasAR`, both of domain `Person`, and their range set to `float`.
- Added a new datatype property `hasTotalNrCo-Authors`, of domain `Person` and the `int` range.

Further, a new class `Constants` is introduced:

```
:Constants  a  owl:Class;
   rdfs:subClassOf
      [a  owl:Restriction;
       owl:allValuesFrom: int;
       owl:onProperty:totalNrAuthors].
```

- Defined the datatype property `totalNrAuthors`, of domain `Constants`, and its range set to `int`.
- Instantiated a new single `Constants` individual, the `Constant1` individual, to hold the sole expected value for the `totalNrAuthors` property in our ontology (aka assigning a value to a global variable in programming languages).

Notice in Fig. 4 (a snapshot of our ontology in Protégé [17], an open-source Semantic Web system in Java we used for modeling and development) the class `Person` in the class hierarchy on the left window, its definition as equivalent class to classes `portal:Person` of AKT ontology, and `foaf:Person` of FOAF ontology shown in the right bottom window, and a list of its properties and restrictions on them shown in the right top window.
Fig. 5 An instance view of the Person class and its ranking-related properties in our ontology: Example 1 excerpt: Ullman and Widom are co-authors with weight 1; Ullman has PageRank value 0.24 (hasPR), AuthorRank value 0.74 (hasAR), and in total shares publications with three other authors in the ontology (hasTotalNrCo-Authors)

The hasPR and hasAR properties store the PageRank and AuthorRank values, respectively, for a given author of type Person. The hasTotalNrCo-Authors holds the total number of authors acting as co-authors for a given author in whatever publication in the ontology. The property totalNrAuthors, as its naming reveals, is designed to record data about the number of (distinct) authors in total for the whole ontology. For all these four properties, hasPR, hasAR, hasTotalNrCo-Authors, and totalNrAuthors, their values are inferred by reasoning through SWRL rules over the ontology, as will be introduced in the next section.

Figure 5 illustrates an author, Ullman, and its values for the ranking-related properties. The SWRLInjected_1 acts somewhat as an abstract relation instance: It serves merely to link from the source instance (Ullman) to this relation instance (SWRLInjected_1), and from this relation instance (SWRLInjected_1), to the target instance (Widom).

4.2 SWRL Rules to Calculate PageRank and AuthorRank

Moving from ontologies upwards the Semantic Web layer architecture, we will encounter the logic layer with rules which may capture semantics that cannot be directly captured using description logic of OWL [18].

We have defined rules in SWRL to implement PageRank and AuthorRank metrics [7] in conformance with the related ontological constructs we defined in the extended CO-AUTHORONTO ontology. Next we detail each of these rules and the metrics of the weighted co-authorship graph model they implement.

The values of these metrics, once pre-calculated through an inference engine, are assigned to the existing ontology annotations.
Rule 1 (Total Number of Authors) This rule will find the overall number of Person individuals in the ontology.

```swrl
portal:Person(?a) : sqwrl:makeSet(?s, ?a) : sqwrl:size(?n, ?s) ← totalNrPersons(Constant1, ?n)
```

It will collect all persons ?a, i.e., authors of all existing publications, into a common set ?s (the makeSet built-in predicate), and then extract the total number of elements, ?n, in the set (the size built-in predicate). The number obtained will then be asserted to the single existing totalNrPersons property of the Constant1 individual in the ontology.

Rule 2 (Total Number of Co-authors of a Given Author) Next, the rule in SWRL to calculate the number of co-authors for each given person is presented.

```swrl
portal:Person(?a2) ∧ hasCo-author(?a2, ?rel) ∧ hasCo-authorValue(?rel, ?a1) ∧ abox:hasURI(?a1, ?a1URI) ∧ abox:hasURI(?a2, ?a2URI) ∧ swrlb:notEqual(?a1URI, ?a2URI) ∧ sameAs(?a1, ?a1) ∧ sameAs(?a2, ?a2) : sqwrl:makeBag(?s, ?a1) ∧ sqwrl:groupBy(?s, ?a2) : sqwrl:size(?allca, ?s) ← hasTotal-NrCo-Authors(?a2, ?allca)
```

Analogous to Rule 1, the collection built-ins makeBag (bags allow duplicate elements, sets do not) and groupBy are applied, but this time targeted to collect co-author pairs, group them per author (person), and finally calculate the number of elements (the size built-in predicate), i.e., of co-authors’ that belong to that given group. The result will assert a value on the hasTotal-NrCo-Authors property of the given author individual, ?a1, once per each such author (i.e., per group created). The notEqual built-in predicate does exclude a combination of an author with himself (?a1, ?a1) as a possible co-author pair.

Rule 3 (Initial PageRank) Following Definition 1, a rule to calculate the first iteration of the PageRank over authors, i.e., over a given author ?ai, is shown below, and proceeds as follows:

1. It considers all backlinking co-author relations to ?ai, e.g., that ?rel connecting author ?aj to author ?ai.
2. Applies the sum built-in predicate to sum up into ?ally the contributions of all backlinking co-authors to ?ai, e.g., the contribution ?yj = 1/?cj of co-author ?aj, where ?cj is the number of co-author relations going out of co-author ?aj.
3. Evaluates the PageRank formulae according to Definition 1 taking into account also the dumping factor which is set to 0.85, as well as the total number of authors in the ontology as provided by the totalNrPersons predicate (cf. Rule 2).
Rule 4 (PageRank) Once the initial PageRank SWRL rule as defined above is evaluated, the system further evaluates the actual PageRank rule for each (other) author recursively. The only difference of this rule to the initial PageRank rule (Rule 3) is in step 2:

- The contributions of all backlinking co-authors to the author under consideration, e.g., to author ?ai, involve also the actual PageRank values of backlinking co-authors, e.g., the PageRank of co-author ?aj. In other words, the contribution ?yj=prj/?cj, where prj is the actual PageRank value of that co-author ?aj, and ?cj is the nr. of co-author relations going out of co-author ?aj. At the first iteration of this rule, the PageRank values at the body of the rule are those inferred by the initial PageRank rule.

\[
\text{hasPR}(\text{ai}, \text{prj}) \land \text{hasCo-author}(\text{ai}, \text{rel}) \land \text{hasCo-authorValue}(\text{rel}, \text{ai}) \land \\
\text{abox:hasURI}(\text{ai}, \text{aiURI}) \land \text{swrlb:notEqual}(\text{aiURI}, \text{aiURI}) \land \text{sameAs}(\text{ai}, \text{aj}) \land \\
\text{sameAs}(\text{ai}, \text{ai}) \land \text{hasTotalNrCo-Authors}(\text{ai}, \text{cj}) \land \text{totalNr-People}(\text{Constanti}, ?n) \land \text{swrl:eval}(\text{yj}, "1/cj", ?cj) \\
' \text{sqwrl:makeBag}(?s, ?yj) \land \text{sqwrl:groupBy}(?s, ?ai) ' \\
\text{sqwrl:sum}(?ally, ?s) \land \text{swrl:eval}(\text{pri}, "(0.15 / n) + 0.85 * ally", ?n, ?ally) \land \text{hasPR}(\text{ai}, \text{pri})
\]

This rule will iterate once over all authors and their co-author pairs found in the ontology (the ?rel individuals of the Co-authorRelation class), compute their actual PageRank values, and accordingly augment them using the hasPR properties which represent PageRank.

Rule 5 (Initial AuthorRank) The SWRL rule which implements the initial AuthorRank is distinct from the SWRL rule which implements the initial PageRank in step 2 (cf. Rule 3), namely in:

- The contributions which it sums up into ?ally of all backlinking co-authors to ?ai. For instance, the contribution of co-author ?aj is ?yj=?wji, where
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?wji is the weight of the co-author relation between the author ?ai under consideration and its current co-author ?aj.

```
hasCo-author(?aj,?rel) ∧ hasCo-authorValue(?rel,?ai) ∧ hasCo-authorWeight(?rel,?wji) ∧ abox:hasURI(?aj,?pjURI) ∧ abox:hasURI(?ai,?piURI) ∧ swrlb:notEqual(?ajURI,?aiURI) ∧ sameAs(?aj,?aj) ∧ sameAs(?ai,?ai) ∧ sqwrl:makeBag(?s,?wji) ∧ sqwrl:groupBy(?s,?ai) ∧ sqwrl:sum(?sumj,?s) ∧ totalNrPersons(Constant1,?n) ∧ swrlm:eval(?ari,"(0.15 / n) + 0.85 * sumj",?n,?sumj) → hasAR(?ai,?ari)
```

This corresponds to exactly substituting what was 1/C(j) in initial PageRank with wj,i in initial AuthorRank.

**Rule 6 (AuthorRank)** Finally, the following rule calculates the AuthorRank (Definition 2) of every author in the ontology given: (1) the co-authorship network, and (2) the initial AuthorRank values of its co-authors calculated by Rule 5. It reasons over values assigned to the hasCo-authorWeight property of a particular ?rel co-author relationship between ?aj and ?ai, uses the makeBag built-in predicate to collect them into a bag rather than a set (bags allow duplicate values, whereas sets do not), groups the bag values by author ?ai, and calculates the sum of values on each group separately, yielding thus the value for AuthorRank of the respective author (bound to that respective author on his hasAR property in our ontology).

```
hasCo-author(?aj,?rel) ∧ hasCo-authorValue(?rel,?ai) ∧ hasCo-authorWeight(?rel,?wji) ∧ abox:hasURI(?aj,?pjURI) ∧ abox:hasURI(?ai,?piURI) ∧ swrlb:notEqual(?ajURI,?aiURI) ∧ sameAs(?aj,?aj) ∧ sameAs(?ai,?ai) ∧ hasPR(?aj,?arj) ∧ swrlm:eval(?yj, "arj*wji", ?arj,?wji) ∧ sqwrl:makeBag(?s,?yj) ∧ sqwrl:groupBy(?s,?ai) ∧ sqwrl:sum(?sumj,?s) ∧ totalNrPersons(Constant1, ?n) ∧ swrlm:eval(?ari,"(0.15)/n + 0.85 * sumj",?n,?sumj) → hasAR(?ai,?ari)
```

As one may notice, the only difference of this rule to the initial AuthorRank rule (cf. Rule 5) is following:

- The contributions of all backlinking co-authors to the author under consideration, e.g., to author ?ai, involve also the actual AuthorRank values of backlinking co-authors, e.g., the AuthorRank of co-author ?aj. In other words, the contribution ?yj=arj*wji, where arj is the actual AuthorRank value of that co-author ?aj, and ?wji is the weight of the co-authorship relation between co-authors ?aj and ?ai. At the first iteration of this rule, the AuthorRank values at the body of the rule are those inferred by the initial AuthorRank rule.
5 Evaluation Results

The analyses run by ORA [19], a SNA tool, demonstrates there is a dense 3D cloud of 12,482 nodes and 10,984 co-author edges in our test-bed of real-world data (Fig. 6) extracted from the library of the South East European University (SEEU). Evaluation results on these data will be introduced later in Sect. 5.2.

5.1 Evaluation Against a Simple Dataset

Our approach has first been tested on the small sample example, referred to as the running example (Example 1) in this work. The calculation within each iteration (five iterations as sufficient for illustration) of PageRank values according to the Definition 1 formulae (see Sect. 3.1) is detailed in Table 2.

Note that for each author $a_i$ in Table 2, columns $PR(a_{j1})$ and $C(j1)$, and $PR(a_{j2})$ and $C(j2)$ represent the corresponding jth members, $j1$ and $j2$, of the sum in Definition 1:

$$\text{sum} = \sum_{j \in (j1, j2)} \left( PR(a_j) \cdot \frac{1}{C(j)} \right)$$

For instance, in case of $a_1$: Ullman as author (see 1st row of iteration 1 in Table 2), the sum evaluates to:

$$\text{sum} = PR(a_2) \cdot \frac{1}{C(2)} + PR(a_3) \cdot \frac{1}{C(3)} = \frac{1.00}{2} + 0 = 0.50$$
Table 2 Calculation in five iterations of PageRank over co-author network of Example 1

| Author ai | d | n | PR(ai) | C(j1) | PR(a1) | C(j2) | sum | PR(ai) |
|-----------|---|---|--------|------|--------|------|-----|--------|
| Iteration 1 | a1: Ullman | 0.85 | 3 | 1.00 | 2 | No link | 0.50 | 0.48 |
|   | a2: Widom | 0.85 | 3 | 1.00 | 1 | 1.00 | 1 | 2.00 | 1.75 |
|   | a3: Ceri | 0.85 | 3 | 1.00 | 2 | No link | 0.50 | 0.48 |
| Iteration 2 | a1: Ullman | 0.85 | 3 | 1.75 | 2 | No link | 0.88 | 0.79 |
|   | a2: Widom | 0.85 | 3 | 0.48 | 1 | 0.48 | 1 | 0.95 | 0.86 |
|   | a3: Ceri | 0.85 | 3 | 1.75 | 2 | No link | 0.88 | 0.79 |
| Iteration 3 | a1: Ullman | 0.85 | 3 | 0.86 | 2 | No link | 0.43 | 0.41 |
|   | a2: Widom | 0.85 | 3 | 0.79 | 1 | 0.79 | 1 | 1.59 | 1.40 |
|   | a3: Ceri | 0.85 | 3 | 0.86 | 2 | No link | 0.43 | 0.41 |
| Iteration 4 | a1: Ullman | 0.85 | 3 | 1.40 | 2 | No link | 0.70 | 0.64 |
|   | a2: Widom | 0.85 | 3 | 0.41 | 1 | 0.41 | 1 | 0.83 | 0.75 |
|   | a3: Ceri | 0.85 | 3 | 1.40 | 2 | No link | 0.70 | 0.64 |
| Iteration 5 | a1: Ullman | 0.85 | 3 | 0.75 | 2 | No link | 0.38 | **0.37** |
|   | a2: Widom | 0.85 | 3 | 0.64 | 1 | 0.64 | 1 | 1.29 | **0.14** |
|   | a3: Ceri | 0.85 | 3 | 0.75 | 2 | No link | 0.38 | **0.37** |

where \( PR(a_3) \cdot \frac{1}{C(3)} \) equals to 0 since there is no co-author link of author a1 to author a3; the only co-author to a1 is author a2. Further, the PageRank value 0.48 of author a1 at this iteration is obtained as:

\[
PR(a_1) = \frac{(1 - d)}{n} + d \cdot sum = \frac{(1 - 0.85)}{3} + 0.85 \cdot 0.50 = 0.48
\]

In a similar way, for author a2: Widom, the sum is calculated (see Table 2, 2nd row of iteration 1) as follows:

\[
sum = PR(a_1) \cdot \frac{1}{C(1)} + PR(a_3) \cdot \frac{1}{C(3)} = \frac{1.00}{1} + \frac{1.00}{1} = 2.00
\]

where it is evident that both of its co-authors a1 and a3 contribute to the end result. Finally, the PageRank value \( PR(a_2) \) of author a2 yields the value 1.75.

The rest of PageRank values shown in Table 2 are analogously calculated for all three authors, a1, a2, and a3, and along all iterations.

We evaluated our semantic PageRank rules, Rules 3 and 4, against PageRank values shown in Table 2 and over the same data set (cf. Example 1), and it proved that our semantic PageRank framework performs correctly: compare the results of our semantic PageRank—its screenshot in Fig. 7, with the last iteration (5th iteration) results provided in Table 2 in bold.

**Query 1 (PageRank)** The expression displayed within the Rule field of Fig. 7: is a Semantic Query-Enhanced Web Rule Language (SQWRL) query used to retrieve
Fig. 7 Ranking according to our semantic PageRank over publications and their authors dataset of Example 1

\[
\text{Person}(a) \land \text{portal:full-name}(a, n) \land \text{hasPR}(a, pr) \rightarrow \\
\text{sqwr1:select}(a, n, pr) \land \text{sqwr1:orderByDescending}(pr)
\]

PageRank values of authors of Example 1 which are calculated by Rules 3 and 4 earlier in our system, and sort them in the descending order by PageRank. The result of this query (Fig. 7) are three rows of authors (column Result lists URIs of authors; column Result1 lists names of authors), and their PageRank values (column Result2). According to PageRank values, author Widom is ranked 1st—its PageRank is 1.14, whereas authors Ullman and Ceri are ranked in the 2nd place—they share the same value 0.3.

5.2 Real-World Preliminary Evaluation Results

Next we show the evaluation of our ranking SWRL rules over a real-world co-authorship network. Experiments have been conducted over the co-authorship data we generated from the library database of the South East European University (SEEU) which stores the bibliography of books and other publications available for loan from the university. It contains 12,774 Publication individuals, and 11,607 Person individuals acting as authors of publications. The experiment was run on a 2 × Quad Core 2.5 GHz machine with 16 GB RAM and Windows Server 2003 2R installed. Centrality measures generated with ORA of the same co-authorship network are given in Table 3.

The SWRL rules in our framework did infer that there are 12,732 co-author relationships (the total number of hasCo-authorValue properties in our ontology) as a special type of the FOAF knows relationship. Next we present results of our benchmarks on ranking metrics, PageRank and AuthorRank, calculated in our framework of SWRL rules over the extended CO-AUTHORONTO representation of the SEEU library.
### Table 3 Top ten ranked authors by their centrality measures

| Number | Betweenness centrality | Closeness centrality | Degree centrality |
|--------|------------------------|----------------------|-------------------|
| 1      | Baki Ymeri             | William Shakespeare  | Ilia Kristo       |
| 2      | Ralph Mowat            | Bardhyl Ceku         | William Shakespeare|
| 3      | William Shakespeare    | Arjan Abazi          | Theo Scherling    |
| 4      | David Cotton           | Artan Duka           | Miroslav Hadzic   |
| 5      | Kenneth E Clow         | Mustafa Ibrahim      | Clare West        |
| 6      | Ali Aliu               | Clare West           | Rebecca Hughes    |
| 7      | Anne Frank             | Miso Nikolov         | Ismail Kadare     |
| 8      | Richard M Hodgetts     | Gafar Rexhepi        | Emily Dickinson   |
| 9      | Gabriel Almond         | Ralph Mowat          | Erion Kristo      |
| 10     | Penelope Lively        | Theo Scherling       | Diane Mowat       |

### Table 4 Top ten ranked authors by four distinct ranking measures. Same ranked authors are highlighted in bold

| Number | Author name          | PageRank | Author name           | AuthorRank |
|--------|----------------------|----------|-----------------------|------------|
| 1      | William Shakespeare  | 5.513    | William Shakespeare   | 5.835      |
| 2      | Clare West           | 4.131    | Clare West            | 4.712      |
| 3      | Diane Mowat          | 3.610    | Ismail Kadare         | 3.899      |
| 4      | Ali Aliu             | 3.214    | Diane Mowat           | 3.802      |
| 5      | Ismail Kadare        | 3.065    | Ali Aliu              | 3.652      |
| 6      | Honoré de Balzac     | 2.945    | Honoré de Balzac      | 3.382      |
| 7      | Erion Kristo         | 2.943    | Erion Kristo          | 3.283      |
| 8      | John Escott          | 2.900    | John Escott           | 3.186      |
| 9      | Arbër Çeliku         | 2.891    | Noam Chomsky          | 3.033      |
| 10     | Rex Gibson           | 2.799    | Arbër Çeliku          | 2.998      |

| Number | Author name          | Nr co-authors | Author name | Total co-authorship frequency |
|--------|----------------------|---------------|-------------|-----------------------------|
| 1      | William Shakespeare  | 24            | William Shakespeare | 18.5                      |
| 2      | Clare West           | 19            | Clare West   | 18                          |
| 3      | Ismail Kadare        | 17            | Ismail Kadare | 14.5                      |
| 4      | Diane Mowat          | 14            | Diane Mowat  | 12                         |
| 5      | Noam Chomsky         | 13            | Ali Aliu     | 12                         |
| 6      | Honoré de Balzac     | 12            | John Escott  | 11                         |
| 7      | Ali Aliu             | 12            | Honoré de Balzac | 10                      |
| 8      | Erion Kristo         | 12            | Rex Gibson   | 9.5                        |
| 9      | John Escott          | 12            | Erion Kristo | 9                          |
| 10     | Rex Gibson           | 11            | Noam Chomsky | 8                          |

**PageRank over SEEU Library**  The same SQWRL query expression as defined in Query 1 is used to find the computed PageRank values of authors of publications in the SEEU library.

The result of this query is a table of cardinality 7,006. The top ten authors on their PageRank values are shown in Table 4.
Query 2 (AuthorRank) An SQWRL query expression similar to Query 1 is used to check AuthorRank values of authors in the SEEU library which have already been computed by Rules 5 and 6 we introduced in the previous section.

\[
\text{Person}(\text{?a}) \land \text{portal:full-name}(\text{?a}, \text{?n}) \land \text{hasAR}(\text{?ar}) \\
\rightarrow \text{sqwr1:select}(\text{?a}, \text{?n}, \text{?ar}) \land \text{sqwr1:orderByDescending}(\text{?ar})
\]

The top ten authors on their AuthorRank values are provided in Table 4 next to their PageRank values.

Comparing PageRank and AuthorRank In order to compare PageRank and AuthorRank values of authors in the SEEU library to each other, and how two other co-author metrics, i.e. total co-authorship frequency and total number of co-authors of each given author influence their corresponding PageRank and AuthorRank values, we pose additional two SQWRL queries over SEEU library data as follows:

\[
\text{Person}(\text{?a}) \land \text{portal:full-name}(\text{?a}, \text{?n}) \land \\
\text{hasTotalNrCoAuthors}(\text{?a}, \text{?tnc}) \rightarrow \\
\text{sqwr1:columnNames}(\text{"author"},\text{"name"},\text{"nr co-authors"}) \land \\
\text{sqwr1:select}(\text{?a}, \text{?n}, \text{?tnc}) \land \text{sqwr1:orderByDescending}(\text{?tnc}) \land \\
\text{Person}(\text{?a}) \land \text{portal:full-name}(\text{?a}, \text{?n}) \land \\
\text{hasTotalFrequency}(\text{?a}, \text{?tf}) \rightarrow \\
\text{sqwr1:columnNames}(\text{"author"},\text{"name"},\text{"total co-authorship frequency"}) \land \text{sqwr1:select}(\text{?a}, \text{?n}, \text{?tf}) \land \\
\text{sqwr1:orderByDescending}(\text{?tf})
\]

As one may also reason from the list in Table 4, there are cases when an author, e.g. Ismail Kadare, has more co-authors (might share diverse roles, like writer, editor, etc.), as well as more exclusive co-author relations (the higher total co-authorship frequency), but has lower PageRank and is hence ranked lower in our table (position 4) than is, e.g. Diane Mowat (position 3) with a higher score for PageRank. Thus, a sum of less but more powerful co-author relations (originating from powerful co-authors) may outperform a higher in number but weaker in power co-author relations.

In contrary, different from PageRank, ranking by AuthorRank is sensitive to the weight of co-author relations, and hence more close to ranking by the total co-authorship frequency in terms that the later (total co-authorship frequency) is sensitive to the exclusivity of its co-author relations (similar to weight). Observe in Table 4 in bold that five top ranked authors are exactly the same ones for both AuthorRank and total co-authorship frequency ranking algorithms.

What AuthorRank yet differentiates from the total co-authorship frequency is that it considers ranking of its co-authors taking into consideration also the weights
of their co-authors to their further co-authors, whether the former measure (total co-authorship frequency) relies on the weight of its direct co-author relations.

6 Conclusion and Future Work

Three are the main links one may consider when ranking authors on the Web, namely co-author relationships (AuthorRank aka PageRank), then co-citations which are being progressively provided by digital libraries like ACM or IEEE, as well as recommendations by users for a given article (e.g., through +1-s in Google+).

Alone FOAF social networks are also characterized of links (aka knows) connecting people that could potentially represent authors. Social computing is becoming an indispensible part of the Web including when searching and ranking on the Web.

FOAF has not been designed to support ranking of people. We extended the FOAF ontology with PageRank and AuthorRank metrics: the hasPR and hasAR properties for each Person (author) individual in the co-authorship network. What is an extreme contribution, we consider, is our innovative approach of designing and implementing the PageRank and AuthorRank algorithms using rules in Semantic Web. Although still work remains to advance this approach to further complex ranking scenarios, our preliminary evaluation results show that there is a promising future to apply that same approach over a wealth of social data on the WWW and their growing in number “social machines”.

Our framework may easily be adopted to support ranking social networks in general, given the SWRL rules are then applied to rank people using AuthorRank based on their weighted co-authorship or any other weighted relation, or the reputation gained following, e.g., their knows relationships, and the PageRank algorithm instead. The people ranking is growing in popularity since search engines are considering the author’s reputation of a Web page when generating search results. Think of Google+ and the FOAF mechanism “behind the scenes” to support author ranking. This is where our future work will concentrate: rank search result of Web pages by considering the reputation of authors of those pages, all supported solely by Semantic Web technologies.

We have developed a framework to support ranking of authors on the Web based on co-author links. As explained, our framework is a semantic AuthorRank algorithm which mimics PageRank. It builds on top of several know ranking metrics and side parameters like are the number of authors, co-authorship exclusivity, PageRank, and co-author weight.

We aim to continue our work on author ranking by considering two other relevant types of inter-author links:

- Co-citation networks (aka h-index, Erdős number, or similar).
- Recommendations by users through social networks (e.g., +1’s of Google+, or like’s of Facebook).
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Glossary

ACM (Association for Computing Machinery)  A premier membership organization for computing professionals. Unlike the IEEE, the ACM is solely dedicated to computing.

AKT  A broad ontology, referred to as the AKT Reference Ontology, for describing an academic computer science community. It consists of several sub-ontologies: Support, Portal, etc.

AuthorRank  The PageRank algorithm adopted to rank authors.

Co-authorship networks  An important class of social networks modeling co-author relations to, say, analyze the trends of research collaborations, or determine the status of individual researchers.

CO-AUTHORONTO  An ontology which extends FOAF to support modeling co-authorship networks on the Web.

DBLP  An on-line repository of bibliographic data on major computer science publications well known to its community.

Erdős number  An early example of co-authorship networks, in which a “collaborative distance”, i.e., the smallest number of co-authorship links between any individual author and the mathematician Paul Erdős is calculated.

FOAF (Friend of a Friend)  An RDF schema for machine-readable modeling of homepage-like profiles and social networks.

IEEE (Institute of Electrical and Electronics Engineers)  The world’s largest professional association dedicated to advancing technological innovation and excellence for the benefit of humanity.

Ontology  In computer science, it is a formal representation of knowledge in a given domain of interest through vocabulary definition of that domain: the concepts and their taxonomy, properties, constraints, and relationships among concepts.

OWL (Web Ontology Language)  The standard language to formally define and instantiate ontologies on the Web so that they can be used and understood in that certain domain.

PageRank  An algorithm based on link analysis for ranking. It was initially used for ranking Web pages on the Web by Google, but is also nowadays used to rank authors (AuthorRank), detect spams, and similar. There is a metric named PageRank in social network analysis (SNA) as well, which measures the reputation of an individual in a network following the same rationale as when ranking Web pages.
RDF (Resource Description Framework) The basic standard for the Semantic Web. It defines the building blocks of the Semantic Web, such as classes and properties, and how they interact to create meaning.

Semantic Web As opposed to the traditional Web, it represents the Web of data with meaning in such a way that a computer program can understand (make use of) that meaning of the data.

SNA (Social Network Analysis) An interdisciplinary area of research in social sciences and the information technology. It provides theories and techniques that prove the effects of an individual or a group of individuals belonging to a given network into some outcomes related to that individual or group.

SPARQL (Semantic Protocol and RDF Query Language) The standard language for querying RDF data.

SQWRL (Semantic Query-Enhanced Web Rule Language) A SWRL-based language for querying OWL ontologies.

SWRL (Semantic Web Rule Language) A widely used language to express rules in the Semantic Web.

URI (Uniform Resources Identifiers) Initially used as a standard format to identify pages on the Web (a string usually starting with http://). Today it serves to identify simply anything of interest, be it physical or conceptual, accessible by augmenting it to the Internet. Semantic Web also uses “http” URIs as identifiers for its resources.
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Detecting Neutral Nodes in a Network of Heterogeneous Agent Based System
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Abstract  Software agents with autonomous interaction, negotiation and learning capabilities can be considered as a social network. Central problems in these social networks are: (1) investigating the network to find hot spots (nodes that actively participate in the expansion of the net both physically and functionally); (2) detecting violating nodes, i.e. nodes that have violated certain network policies. Key difference between human and agent based social nets are heterogeneity of agents and having various instances for an agent type. In this paper we propose a technique that can identify neutral nodes, i.e. nodes that can never be considered as a violating or interesting node because it shows similar behavior in all of its interactions. Given the communication protocol and by extracting communication rules, the neutrality for the agent is found in two levels, namely, inter-type and intra-type interactions. The neutrality is found in two steps by giving the network topology and rules of negotiation among agents, and the communication protocol and the extracted communication rules. These two steps guarantee the similarity in frequencies and behaviors of the agents. A direct advantage of this method is reducing the computational complexity for applying analysis techniques and examining all agents to detect a certain property. The techniques are verified through a case study in online auctions. Two additional application areas which widely use agent-based systems are discussed for utilization of the proposed method: e-commerce and e-learning.
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1 Introduction and Related Works

Multi Agent Systems (MAS) and Social Networks (SN) serve each other in different ways. MAS can be used for agent-based modeling and simulation of social networks [1, 2]. Agent based modeling and simulation models systems with many constituent elements interacting with each other using defined interaction protocols [3]. This approach is required due to the increasing growth of size and complexity of systems [3, 4]. Agent based modeling is particularly useful when modeling systems without a centralized controller. In this case, one can consider the entities participating in a system as agents. The agents can have various types (e.g. dealers in e-commerce systems) and there may be several instances of the same type. There are protocols that govern the behavior by which agents interact with each other. The agent model can help investigate characteristics of the system, observe the changes, and detect emergent behaviors from the interactions. By emergent behavior we mean the unexpected behaviors of the entities which are also mentioned in the studying of emergent behavior in [5, 6].

There has been lots of research using agent based modeling in different application areas. A categorization of different applications of agent based modeling, such as economics and financial markets, crowds, transportation, society and social sciences, biology, etc., is given in [7]. Modeling systems to find the emergent behaviors in the networks regarding timing mechanisms [8], modeling social networks and web service selections in recommender systems [9], modeling migrations in social networks [10], modeling the spread of diseases [11, 12] and mining different measures on groups and teams in social networks [13] are among applications of agent based modeling and analysis.

The agent modeling in a social network context helps extract properties of the network or simulate the agents’ behavior in a certain situation. For example, in e-commerce applications, this modeling tries to find the emergent behavior of involved agents and detect possible frauds. In this analysis the agents play the role of members of the social network, their properties such as physical locations, etc. In summary, agent based modeling in this context consists of a set of software agents, their relationship, interaction protocols, network topology, and a framework to simulate the agents’ behaviors [7].

On the other hand, agents in a MAS can be viewed as a social network to serve different organizations or systems due to the main characteristics of agents: autonomy, proactivity, and ability to communicate [14]. In this case, the agents can collaboratively achieve an individualized or a group goal [15, 16]. The social network rules and algorithms can be applied on the participating agents to analyze MAS from the social network perspective [17, 18].

In this paper, the network of agents is investigated where there are agents that may violate the rules or develop an emergent behavior. For example, in e-commerce or e-learning systems, the agents can act on behalf of real individual or organizations. Therefore, the agents’ network and communication should be studied to detect fraud, identify trusted agents, find creative agents, etc. There has been
researches that detect the emergent behavior (or better known as anomalies in the social networks) using agent based simulation or proposing different criteria and algorithms [5, 19–22]. However, approaches developed specifically for networks of software agents considering the agents’ concepts are rarely found. A challenge in the study of social networks of agents is the large number of agents, heterogeneity of agents, having various instances of the same type, and complexity of the agents’ communications [23].

In this paper we focus on a technique to reduce the complexity of analysis in a network of heterogeneous software agents. The proposed method suggests detecting neutral agents, i.e. the agents that behave with similar frequencies and show the same behavior in their interactions with other agents. We argue that through identifying and eliminating these agents the complexity of the network and the algorithms to analyze them will be decreased.

For detecting neutral agents both inter and intra relationships of the agents are examined. The inter-type relationships show the interactions of different agent types, and the intra-type considers the communications between instances of the same type. The agents’ communications can be classified into inter- or intra-type communication and then be examined by each of the modules in the designed system. For example, in e-commerce online auctions, agents can be of Seller or Buyer types, while there are several sellers or buyers interacting in the system i.e. instances of Seller or Buyer type. The interaction between Seller and Buyer types are examined in one level and interactions of sellers or buyers in the other level.

We have developed a technique used for inter-type interactions and performed a case study on e-commerce, in which there are certain types of individuals collaborating with each other in specific roles. These roles can be considered as agent types. Then through an agent modeling we have investigated the agents that are neutral in relation with other types.

The other advantage of the proposed technique besides reducing analysis complexity, is considering the applied rules defined on the communication of different agents. This is also the originality of our technique. The detection of neutral agents cannot be done with the existing data mining techniques; since they mine data without considering the interaction protocols and the rules defined for each agent. However, these protocols are the basics of our technique to detect the neutral agents.

The structure of this paper is as follows: in Sect. 2 the proposed method is explained in detail. Section 3 describes the technique verified through a case study in a multi agent online auction system. Application areas are defined in Sect. 4 followed by discussions and conclusion parts in Sect. 5.

2 Proposed Method

We investigate the agents’ communication in two different levels: inter and intra relationship of agents. In each level, the neutral nodes are detected based on the analysis of agents’ communications and communication protocols.
The method is based on the interaction of agents through their roles and the assigned tasks to each role. In the methodologies used for developing agent based systems, each agent can have multiple roles and each role performs specific assigned tasks. For example in an irrigation system, a water control agent can have two different roles: analyzer role and balancing role. The analyzer communicates with water sensors, other agents, and databases to analyze how much water for each part of the greenhouse is needed. The balancing role on the other hand, performs the tasks related to balancing mist and moisturizing. For each of the assigned tasks, the agent interacts with different roles of other agents. Figure 1 is an illustrative example of three agents A1, A2, and A3 in a network. Each agent has three roles. The agents communicate with each other based on the tasks assigned to each role and protocols defined for communication.

The proposed method’s architecture is shown in Fig. 2. The inter-type relationship modules are shown in the left part of the figure and the modules for detecting neutral nodes in intra-type relationship are shown in the right. The inter-type component consists of two modules for inspecting interactions between various types of agents: detect similar frequencies and detect similar behaviors. Depending on the application and/or mining the agents’ network, one or both of them can be used for detecting neutral agents in this level; i.e. the agent types that show same or neutral behavior in their communication with other agent types. The intra-type relationship component searches interactions among instances of one type of agent. This component consists of two modules for detecting neutral nodes: matching roles and detect similarities.

Both components use repository of protocols and data logs of the agents’ network. Protocols show the rules defined for the interaction of agents to achieve individual or system (organization) goals for the agents. These interactions are defined for agents in agent based modeling and simulation, or can be in the form of UML’s Sequence Diagrams, scenarios specification languages, or other formats based on the methodology used for MAS design. The detailed explanations of the components are defined next.
2.1 Inter-Type Component

Two modules comprise the inter-type component. The first module detects the similar frequencies in the behaviors of the agent in its different communications. The second one considers the roles and tasks an agent performs in relation with other agents. The system has been designed in a modular way, and one or both of these modules can be used for the detection of neutral agents based on the user needs and problem types.

2.1.1 Detect Similar Frequencies

Software agents are autonomous software entities that interact with each other in a computing environment. Each agent has its own set of operations to perform. It also has a model of interactions with the other agents [24, 25]. The interaction rules are defined in the artifacts of an agent based software engineering methodology (AOSE) that is used to develop the agent-based system. The interaction rules are referred to as protocols in this paper. The “detect similar frequencies” module supports the case when each agent plays a single role to achieve its goals. This method has the following steps considering both cases:

Step 0: Agent types

In this step different agent types that correspond to different nodes of the social network are identified. Each agent type will be associated with a set of operations that each node can perform in the network. For example in the case study below, send a message and share are operations available to User agent types and delete message is action available to Moderator agent type.
Step 1: Protocols
For each social network there are defined rules of interactions that govern the social behavior of the nodes. In many networks the rules are given in declarative form. In this step, the rules are analyzed and converted to the procedural forms that are applicable to the different agent types. Each rule is modeled using UML’s collaboration diagram among agent types that represents implementation of the rule in the network. Apparently, agents of one type can have complex collaborations, although the collaboration of different types of agents may not have that much complexity. The rules defined here help us to illustrate the collaboration diagrams in Step 2.

Step 2: Collaboration diagrams
In this step the collaboration diagrams are illustrated based on the agents’ communication protocols. Based on the extracted information, the collaboration diagrams are created which show the possible interaction path between different types of agents and how they can communicate with each other. Definition related to this diagram is given in Definition 1.

The advantage of using collaboration diagrams is that the complex social network which shows the relationship between all the agents is reduced to a set of graphs. This shows the relationship between different types of agents and helps reduce the complexity of analyzing the social networks. Also the difference of the collaboration diagrams with protocols is that these diagrams just show the number of messages and unlike protocols they don’t contain the message contents.

Step 3: Collaboration matrices
In this step, the relationships between different agent types are transformed to collaboration matrices explained in Definition 2.

Step 4: Clustering the behaviors
After constructing the matrices the clustering algorithm with Manhattan Distance [23] is applied to find the behavior of an agent type in different collaboration diagrams.

Step 5: Detect neutral agents
In this step, the results from previous step are analyzed and the agents which are neutral are extracted. The neutral agents show the same behavior in all of the possible collaborations. It means that they have a single behavioral pattern when interacting with the other agent types. Therefore the relations between this neutral agent and other agent types may not cause any changes to the network. The algorithm and definitions are explained below.

Definitions and Algorithm

In this section, the related definitions are explained. Definitions for collaboration diagrams, collaboration matrices and vectors related to each agent are as follow:
**Definition 1** A collaboration diagram is a directed graph $G = (V, E, W)$ in which the vertices, denoted by $V(G)$, are agent types. In a collaboration diagram $|V(G)|$ equals to the total number of agent types. The edges, denoted by $E(G)$, are relationship between agent types. In graph $G$ there is an edge $e_{ij} = (v_i, v_j)$ from $v_i$ to $v_j$ if there is a message sent from $v_i$ to $v_j$. $W(G)$ shows the weights of the edges $E(G)$. For each edge $e_{ij}$, $w(e_{ij})$ is determined by the number of messages sent from node $i$ to node $j$. The messages correspond to allowable messages defined in the interaction protocols.

**Definition 2** A collaboration matrix $M$ for a collaboration diagram $G$ is a square matrix $M = [m_{ij}]_{n \times n}$ where $n$ is the number of vertices in graph $G$, i.e. $n = |V(G)|$. In matrix $M$, an entry $m_{ij}$ is non-zero if there is a corresponding edge $e_{ij} = (v_i, v_j)$ in the related graph and the value of $m_{ij}$ equals to the weight of that edge, $m_{ij} = w(e_{ij})$. Otherwise $m_{ij} = 0$.

**Definition 3** A vector $vec_{ak}$ related to an agent type $A_k$ in a collaboration diagram $G_a$ shows the whole incoming and outgoing edges of that agent in the related collaboration diagram. This vector can be derived from the collaboration matrix $M_a$. Therefore, a vector $vec_{ak}$ for an agent $A_k$ related to a collaboration matrix $M_a$ is defined as $vec_{ak} = [row_{ak}, (col_{ak})^T]$ where $row_{ak}$ is the entries of $k^{th}$ row of related matrix and $(col_{ak})^T$ is the transpose of the $k^{th}$ column of that matrix. The $k^{th}$ row in matrix $M$ shows the outgoing messages of agent $A_k$ of and the $k^{th}$ column shows the incoming messages from other agents to agent $A_k$ in the related collaboration diagram.

An example of a collaboration diagram composed of six agent types is shown in Fig. 3. The collaboration matrix for this diagram is shown in matrix M1. In this matrix, for example, agent A2 has sent messages to agents A1, A3, A4, A5, and A6. This is clarified by considering the entries in second row. Also, the incoming edges for agent A2 or the received messages can be defined, too. This is obtained by considering the second column. Therefore, for this agent the messages are received from agents A1, A3, A4, and A6.

For the diagram shown in Fig. 3 the vector which shows the relationships of agent A2 in matrix M1 is defined as $vec_{12} = [row_{12}, (col_{12})^T]$. The vector $row_{12} = \{2, 0, 6, 2, 1, 2\}$ and $(col_{12})^T = \{2, 0, 2, 5, 0, 7\}$. Therefore we have $vec_{12} = \{2, 0, 6,$
2, 1, 2, 2, 0, 2, 5, 0, 7}. This vector shows the whole relationships of agent A_2 in collaboration diagram G_1 with other agents (the incoming, outgoing and the number of messages in their communication).

The agent types and collaboration diagrams which are extracted based on the interaction protocols are the detection algorithm’s inputs.

**Algorithm 1** Detect Similar Frequencies

| Input: number of agent types (n), d collaboration diagrams in the form of $G= (V, E, W)$ |
| Output: list of neutral agents with similar frequencies in inter-type level |
| 1. Transform collaboration diagrams into d collaboration matrices $M_a = [m_{ao}]_{n \times n}$ where $1 \leq a \leq d$ |
| 2. For each agent type do the following |
| 3. Make all the related vectors of the d matrices in the form of $vec_{ak} = [row_{ak}, \{col_{ak}\}]$ where $1 \leq a \leq d$ and $1 \leq k \leq n$ |
| 4. End for |
| 5. For each of the n agent types do the following |
| 6. If vector $vec_{ak}$ equals to zero |
| 7. Eliminate that vector |
| 8. End if |
| 9. Cluster all nonzero vectors related to that agent with Manhattan Distance |
| 10. End for |
| 11. For each of the n agent types |
| 12. If the vectors remain in the same cluster |
| 13. Print that agent type as a neutral agent |
| 14. Else |
| 15. Print the number of clusters for each agent type and the cluster numbers for each collaboration diagram |
| 16. End for |

In the first step of the algorithm the collaboration matrices (Definition 2) are extracted from the collaboration diagrams. All the relationships shown on a collaboration diagram are transferred to the collaboration matrices. These matrices, as mentioned before, show all the incoming and outgoing messages from one agent to the other agents and vice-versa. Next, the agent types are clustered into different groups. Each agent type is clustered based on its relationship in different networks with other agents. For this purpose, all the vectors related to that agent are extracted from the matrices. Clustering is applied on the non-zero vectors related to each type of agent. Zero vectors should be omitted because they show that this agent is not participated in a collaboration diagram. In other words, the existing relationships are important and therefore zero vectors are omitted (steps 2–10 of the algorithm). By this clustering one can understand the changes that exist in the relations of one agent to other agents in different networks. If there is no change in this relationship, then the agent is neutral in communication with other types (steps
Therefore these neutral agents are omitted in the analysis of inter relational behavior of different roles in social networks and can be excluded from the analysis phase.

2.1.2 Detect Similar Behaviors

The second module for the inter type relationship component (see Fig. 2) is detecting similar behaviors in between the communications of different agent types. As mentioned before, each agent has specific tasks to perform which is assigned to different roles of the agent (see Fig. 1). Therefore, for detecting similar behaviors the agents’ network is investigated based on their assigned roles and tasks. Similar behaviors here are detected by the agent’s communications and tasks through its roles. This module investigates the real behavior of each agent type considering its roles, performing tasks, and the set of interacting agent types. The steps involved in this module are:

Step 1:
1. The instances of each agent type are clustered based on their roles and their agent types’ communication list. For example, for agent type Z the assigned roles are a set of roles = \{r_{zi}|z = agent type Z, i \in 1, \# of roles of agent type Z\}.
   
2. All instances of agent type Z are clustered to show each role is communicating with a set of agent types T = \{T_{|t \in 1, \# of Agents types}\} to perform a set of tasks = \{tasks_{zi}|z = agent type Z, i \in 1, \# tasks\}. This data is extracted from the log data which shows the real data communicated in the network.

Step 2:
1. Extract the communication rule based on the clustering from previous step in the form of a four-tuple (Az, rz, taskszi, T) where:
   - Az: shows the agent of type Z
   - rz: shows ith role of Az
   - taskszi: shows a set of tasks Az can perform through its ith role
   - T: shows a set of agent types Am, ..., Ap that Az communicates with its ith role to perform taskszi

Step 3:
1. For one agent type, the agent is reported as a neutral agent if:
   - The extracted rules of step 2 matches the protocols; and
   - The set of tasks each agent performs by a specific role remains the same in communication with a specific set of agent types T

If both conditions are satisfied, the agent has shown similar behavior based on its roles in its communication with other types. These agents may not be a point of emergence and can be reported as neutral agents. The algorithm for performing steps 1–3 is described in next.
In this section, the right part of Fig. 2 is explained. The agent instances of each type are studied to detect the neutral nodes in their intra network.

Each agent for performing specific tasks is in interaction with other agents through its roles. By identifying the communicating roles of two agents for a set of tasks, the agent behavior is identified. In Fig. 1 the specific roles of the three agents of one type are shown with different fill patterns. Each agent interacts with one or more of other agents’ roles through its roles. These interacting roles and the assigned tasks are defined in the protocols in the form of \((\text{role}_{i}, \text{task}_{j}, \text{role}_{k})\) where:

- \(\text{role}_{i}\): shows the \(i^{th}\) role of one agent
- \(\text{task}_{j}\): shows the set of tasks that the agent performs through its \(i^{th}\) role when interacting with \(\text{role}_{k}\) of another agent of its own type
- \(\text{role}_{k}\): shows the \(k^{th}\) role of another agent with the same type

Also, the communicating roles show the agent’s behavior in the network. By finding the behavior of each agent and match it with the protocols, one can find whether the agent is a neutral node or not. Likewise the previous module, if the agent shows the same behavior it is considered as a neutral node.

This module is similar to the “detect similar behaviors” module. So a brief algorithm showing the steps and not the implementation details is explained:

\[\text{Input: agent types, agents’ protocols for each agent type in the form of } (A_{t}, r_{t}, \text{tasks}_{t}, T)\text{, log data}
\]

\[\text{Output: list of neutral agents with similar behaviors in inter-type level}
\]

\begin{align*}
1. & \quad \text{For each type of agent do the following} \\
2. & \quad \text{Find the set of communication protocols for this type in} \\
& \quad \text{the form of } (A_{t}, r_{t}, \text{tasks}_{t}, T) \\
3. & \quad \text{For each role of the agent do the following} \\
4. & \quad \text{Extract the communication rules from its log data in} \\
& \quad \text{the form of } (A_{t}, r_{t}, \text{tasks}_{t}, T) \\
5. & \quad \text{If the communication rule match the protocol} \\
6. & \quad \text{If there is one communication rule for each set of role and tasks} \\
7. & \quad \text{Report the agent as neutral node} \\
8. & \quad \text{End if} \\
9. & \quad \text{End if} \\
10. & \quad \text{End for} \\
11. & \quad \text{End for}
\end{align*}
Algorithm 3 Detect Neutral Agents in Intra Type Level

| Input: agents’ communication protocols in the form of \((\text{role}_p, \text{tasks}_p, \text{role}_s)\), log data |
| Output: neutral agents in intra-relationship level |
| 12. For all agents of one type do the following |
| 13. For each agent do the following |
| 14. Consider the set of its protocols in the form of \((\text{role}_p, \text{tasks}_p, \text{role}_s)\) |
| 15. Find all of the communication roles for each agent from its log data in the form of \((\text{role}_p, \text{tasks}_p, \text{role}_s)\) |
| 16. If these communication roles match the protocols |
| 17. If the matched communication roles are the same in all its communications |
| 18. Report the agent as neutral node |
| 19. End if |
| 20. End if |
| 21. End for |
| 22. End for |

3 Case Study

As a case study, an e-business social network implementing an e-commerce system is considered. This is an open auction agent based system in which seller and buyer agents can participate and provide goods and/or bid on goods. In this system, learning or changing in the behavior can happen [24]. It is assumed that agents are rational, with defined objectives (e.g. maximizing their individual utility) and follow rules of behavior as decided by the auction hosting authority [7]. The agents, such as buyers and sellers, can show new behaviors based on their previous experiences and competition factors which exist for each of them [25]. An auction system consists of multiple agents with different types that communicate with each other autonomously, while most of the agents are of the same type.

Modeling and analysis of such a system is important regarding the fraud detection or other trust and security issues. In this case study it is shown how the proposed method can reduce the complexity related to analyzing such a network and analyze the relationship between different types of agents before analyzing the whole network.

For explanation simplicity six types of agents are considered here:

- Controllers or market place agents (C or A₁): These agents are responsible for keeping the auction types, the protocol for each auction, different protocols for each auction and other related rules.
- Auctioneers (A or A₂): Agents responsible for taking the auction actions. Declaring the protocol of auctions, declaring the sellers, buyers, and items in each auction, taking the time, accepting bids from the buyers, and deciding about the winner of an auction.
• Registrars (R or A3): Agents responsible for the communications between the sellers and buyer with the auctioneer. These agents introduce the sellers and buyers to the auctioneers, register new users, and take the log in functions. Also the search for each item or auction type is passed to these agents.

• Sellers (S or A4): Agents which have some items and decide to sell their items in each type of auction. Sellers should register first to the registrar auction for selling the items. These agents declare the items and their first price to the registrars.

• Buyers (B or A5): These agents look for items to buy and bid for each item they want. Buyers should register first and then log in each time they want to participate in an auction.

• Trust managers (T or A6): These agents assess and represent trust criteria for other agents taking part in online auctions. The trust managers help the other agents in decision making.

There are other agent types like the Credit Associate (CA) which are responsible for the payment options for sellers and buyers. The other types are not mentioned for simplicity.

The relationship between these agent types is defined with scenarios that indicate the behavioral protocols for participant agents. For example, for registering a new buyer into an auction system, a message is sent from the buyer to the registrar agent. The request contains the buyer’s information. A few messages are communicated between the two agents e.g. security question, and user name and password, and after a few messages the buyer is registered. The same procedure is followed when a new seller wants to register with the system. In either case, the information of auctions is passed from the auctioneer to registrar and shown on the website. This process is named scenario 1 for registering a new user into the auction system.

A few of these scenarios are named in the below list:

Scenario 1: As explained above, registering a new user (buyer or seller agent) into the auction system is done in this scenario.

Scenario 2: In this scenario the registered users (either sellers or buyers) try to sign in based on the information declared on the website about the auctions.

Scenario 3: The registrar agent registers seller and buyer agents into a certain auction. The registrar agent then introduces them to the auctioneer agent.

Scenario 4: The registered users in a certain type of auction take part in this scenario. The actions related to performing an auction e.g. bidding, declaring the winner, and introducing the sold items information are done in this scenario. The trust manager agent also participates and has an important role here. The protocols and criteria found and described to calculate the amount of trust to other agents are executed by the trust manager agents. The messages between different seller and buyer agents to the trust manager agents are defined in this scenario.

Scenario 5: In this scenario the rules on how the buyer agents can search for items are defined.

Scenario 6: In an auction system seller agents can search for certain types of auctions and get the related information and protocols of each auction. The related communication rules are defined in this scenario.
Scenario 7: In this scenario, the seller agents can declare the items they want to sell, prices of each of them, and the type of auction to the registrar. The registrar agent puts this information on the website.

This set of scenarios is open and expandable. In real world, there are more scenarios that can be defined for the communications between different types of agents. An advantage of the method proposed in this paper is that it allows seamless inclusion and integration of new scenarios and new agent types.

For better understanding the communications between agent types and the rules on the order of messages, sequence diagrams, as shown in Fig. 4, can be used. In this figure each vertical line represents an agent instance. The communications are presented in the form of messages and shown with arrows from one agent to another. The message labels are written above the arrows. The order of messages communicated between the agents is shown with order of arrows in the vertical line. It means that the first messages are upper than the other ones or the timeline starts from top of the vertical lines and ends at the bottom. Figure 4 shows the communications of agents related to Scenario 2.

The third scenario is shown in Fig. 5 where the registrar agent registers seller and buyer agents into a certain auction.
For applying the modules explained in the previous section, we start with the inter-type relationship module for detecting similar frequencies. Therefore, it is needed to extract the collaboration diagrams and matrices. The collaboration diagram of Scenario 2 is shown in Fig. 6. This diagram is produced using the Definition 1. The collaboration matrix made from the collaboration diagram of Scenario 2 is shown in matrix $M_2$.

Some of the collaboration diagrams for other scenarios are shown in Figs. 7 and 8 that together represent some possible interaction networks for this system.

By applying Algorithm 1, it is concluded that the controller and trust manager agents (Agents 1 and 6) remain in the same cluster. It means the communication
of these two agents with other agents in the given networks will show the same behavior. For controller agent (A₁) the vectors in the seven scenarios are extracted from the collaboration matrices of the diagrams by Definition 3. From this definition, the vectors related to this agent in all networks have the format: \( \text{vec}_{a₂} = \{0, 2, 0, 0, 0, 0, 2, 0, 0, 0\} \) where \( 1 \leq a \leq 7 \). The results of clustering the related vectors show that the seven vectors are in the same cluster.

For trust manager agent (A₆) again we have \( \text{vec}_{a₆} = \{0, 5, 0, 4, 0, 0, 3, 0, 2, 3, 0\} \) for \( a = 3, 4 \) and \( \text{vec}_{a₆} = \{0, 0, 0, 0, 0, 0, 0, 0, 0, 0\} \) for \( a = 1, 2, 5, 6, 7 \). Following the Algorithm 1, the non-zero vectors should be considered. Therefore again the results show that this agent remains in the same cluster and it shows the same behavior in all the networks it has communication with others.

### 3.2 Detecting Similar Behaviors Module for Inter-Type Relationship

The second module, detects similar behaviors in the inter-type relationship. For this case, two agent types Seller and Buyer are considered. To show the applicability of the proposed technique, the example here shows agent types that can’t be consider as a neutral agent. Agent types S, B, R, A, CA represent agent types Seller, Buyer, Registrar, Auctioneer, and Credit Associate respectively.

The communication rule or communication protocol of each type is defined as a 4 tuple \((A_z, r_z, \{\text{tasks}_z\}, T)\). The Seller type can have the following communications:

- \((S, \text{registrant}, \{\text{set info, set security options}\}, R)\)
- \((S, \text{signer}, \{\text{send info}\}, R)\)
– (S, decider, \{search auction types, decide auction type\}, R)
– (S, seller, \{declare items, choose auction, ask auction protocols\}, R)
– (S, seller, \{declare items and prices, selling items\}, A)
– (S, seller, \{send ad\}, B)
– (S, seller, \{send payment info\}, CA)

Similarly, the examples of communication protocols for agent type Buyer are:
– (B, registrant, \{set info, set security options\}, R)
– (B, signer, \{send info\}, R)
– (B, searcher, \{search auction types, search items\}, R)
– (B, buyer, \{choose items, bidding\}, A)
– (B, buyer, \{receive ad\}, S)
– (B, buyer, \{payment\}, CA)

Each agent type can have a specific role with its set of assigned tasks when communicating with another agent type. A simple communication that can happen as a fraud is that the Seller changes its role for the Buyer and asks its information. This can have a communication like (S, seller, \{send payment info\}, B). The other problem can be a communication like this: (S, buyer, \{choose items, bidding\}, A) when Seller tries to bid its own item or (B, seller, \{send payment info\}, CA) when the Buyer tries to fake its payment information as a Seller.

The proposed Algorithm 2 does not report these agents as neutral ones. Because in the “if” conditions they don’t satisfy either matching with their protocols, or showing the same rule in all of their interactions.

3.3 Detecting Similar Behaviors in Intra-Type Relationship

The allowed intra-type relationship of the agents can be in the form of \( (role_1, tasks_1, role_2, tasks_2, \ldots, role_k, tasks_k) \) which shows the legal tasks set to be performed between roles. Continuing the example, one of the protocols for agents of type Seller is (finder, \{ask selling items, seller info\}, representer), where the sellers can ask regular information from another seller.

One of the extracted rules for one seller can be (finder, \{selling items, seller info\}, representer) or (finder, \{price negotiation\}, representer). While the former matches the protocol, the latter doesn’t match any of the protocols and so is not reported as a neutral agent.

For another agent, if just the first rule is extracted, since it matches the protocol it satisfies the first condition of Algorithm 3. However, it should be examined if this rule remains the same in all of the agent’s communications. If this condition is satisfied too, the agent is reported as a neutral node.

This case study shows that two types of agents have similar frequencies in collaboration with other agent types based on Algorithm 1. For example, the trust manager agent’s communications with other five agent types is similar in the
diagrams that it appears in. In other words, it shows a neutral behavior in the networks and in communication with the other agents. Therefore, it is unlikely that this agent changes the model of network in future and show a new behavior. The reduction of two agent types means approximately 33% decrease of the size of different types in this example for further analysis. Note that this conclusion is dynamically evolvable when new agent types and scenarios are added to the system.

For Algorithms 2 and 3, we verified the correctness of the technique by focusing on the conditions in these algorithms. However, if the conditions are satisfied, the agents have shown similar behavior in their interactions and are reported as neutral agents.

The problems arising when communication rules changes can be further analyzed for security or fraud issues. The proposed technique in this article can be used as a preliminary technique for detecting such issues when analyzing a network of agents for the changes in the roles or tasks of each agent communicating with other types against its permitted protocols.

4 Application Areas

The techniques developed in this paper can be applied in various fields. Two of the main application areas, e-commerce and e-learning [26] application are discussed in this section. In both areas, heterogeneous and open agent based systems can be used.

One possible application of the technique presented here is e-learning. In e-learning two problems have taken a lot of attention in recent years: detecting experts, and finding creative people. For investigating such people, usually the characteristics of networks and the incoming and outgoing relations of one node are investigated. When agents play role in this area, the neutral nodes can be omitted to improve the complexity problem. Omitting such agents especially for detecting creativity can be helpful. Because neutral nodes detected with our technique, have same behavior in all their interactions and don’t show creativity behaviors based on the creativity characters mentioned in related works.

In e-commerce applications there is a broad demand on the security issues and detection of fraud. The technique proposed here can be considered as a filtering by detecting neutral agents in a network of software agents. Also, it can detect the possible fraudulent agents by modifying the proposed algorithms to detect the agents that violate communication protocols or show changes in their set of roles, and tasks each type performs. Furthermore, considering two levels for the agents’ interactions can focus on the details on interactions to detect the exact point of emerging new behaviors. In intra-type relationship, if the set of roles changes, or this set does not match the protocols, the agent can be a fraudulent agent showing unusual behavior. For example when a buyer interacts with other buyers as a seller or sellers negotiate on items’ prices known as phishing.
The other possible application is the detection of agents that change their role in their life cycle. For example, an agent in e-learning can change its role from a Learner to a Teacher after a learning period. Based on this role changing, the authorizations should be changed too. Applying the developed technique can avoid the unauthorized usage when agents play different roles in their life time.

5 Discussion and Conclusion

There are numerous communications in the social networks and a large number of them are the communications between instances of one agent type, while others are the communications between different types of agents. Although intra-type communications are possible in a generic social network, they are governed by rules of interaction in the network. For example, in the auction system, communication between individual buyers or sellers may be prohibited. However, mining the interactions between heterogeneous software agents can be complex due to different concepts, protocols, roles, and tasks each type perform. This analysis becomes more complex when mining all agents’ interactions and when the number of participating agents grows.

The method proposed in this paper detects neutral agents in a social network with respect to inter-type and intra-type communications. It suggests eliminating neutral agents from later stages of modeling and analysis since they don’t show new behavior in networks. Therefore, they are unlikely to change the topology of network or cause the whole network to change over time. Since these agents that are known as neutral agents show similar frequencies and similar behaviors in their interactions.

Consequently, by finding the neutral agents, we can have more focus on other agents and also reduce the complexity or time and cost of analyzing the networks. This reduction depends on the relationships and number of agent types in each network. The key point here is investigating the inter-type and intra-type communications separately. This classification can help having more focus on each level of interactions and identify the agent’s behavior in each level. One agent can be found as a neutral node either in its inter- or intra- relations or both. The other advantage of this classification is reducing complexity of the interaction analysis.

Also it should be mentioned that the results of clustering in Algorithm 1 can be helpful in next steps of analysis and modeling of the social networks. For example, in the case study the result of clustering shows same clusters for some agents such as agents 2, 4 and 5 (Auctioneers, Sellers and Buyers) in some of the participating networks. Results of such clustering can be helpful in analysis of networks since it shows in which possible networks the behavior of one type of agent is similar and they can be treated almost the same in the modeling. This can be pointed out as a future research to work on.
Also it is found that the agents that have more number of clusters have a higher possibility to show an emergent behavior in the network, since they have a new behavior in each possible network.

Other possible future directions include the improvement of algorithms by considering the agents with the messages in their collaborations. This can be helpful in modeling and analysis of social networks by their semantics.
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Global Structure in Social Networks with Directed Typed Edges

David B. Skillicorn and Quan Zheng

Abstract We address the problem of understanding social networks in which there are several qualitatively different edge types which capture different kinds of relationships between them. We also assume that edges may be directed since many relationships naturally have an associated direction, and properties such as influence flow asymmetrically between individuals. Our approach produces interpretable models, because we model the flow between the subgraphs of different edge types as passing only from an individual in one of her roles to another of her roles; is effective because it is based on spectral embedding techniques; and is mathematically well-motivated by analogy with lazy random walks. We illustrate the results on several real-world datasets and compare our results with the only other directed heterogeneous graph embedding technique.

1 Introduction

Social networks capture the pairwise relationships between individuals (or, in general, nodes of any kind), and induce emergent knowledge from the global structure implied by the totality of these pairwise connections. Direct algorithms for computing such emergent properties are often expensive and do not handle incremental settings well, since adding a single node to a graph can completely alter its path structure. It is common, therefore, to use spectral techniques to embed a graph in a geometric (usually Euclidean) space. Many of the desired properties can then be computed directly from the geometry.

The edges in a social network graph are allocated positive weights indicating the strength of the local similarity (or intensity of the relationships) between the
pair of nodes that each edge connects. For pairs of unconnected nodes, there is an implicit similarity derived both from the sum of the weights along each path from one to the other, and often from the number of such paths that exist. Given an embedding, these indirect similarities can be computed directly based on the reciprocal of the distances between the embedded nodes: close nodes are considered to be highly similar, even if they were not originally connected. This is the basis of edge prediction.

Spectral approaches to graphs, therefore, integrate local, pairwise similarity information over the entire graph, use the integrated information to embed the graph, and then determine improved local similarity information from the embedding. Even for a connected pairs of nodes, the distance between them (and so the implied similarity) may change from its original value, indicating that the global structure of the graph has implications for what at first appeared to be purely local information. The natural dimension of an embedding of a graph with $n$ nodes is $n - 1$, so it is usual to follow an embedding by a projection to a much lower dimensional space before calculating distances. Projection to a lower dimensionality can be a kind of ‘denoising’ of the graph and, of course, also makes visualization possible [10].

In most social network analysis models, edges are weighted, but are of a single type. This rules out several interesting kinds of analysis. The social network of each individual consists of different kinds of relationships, for example those associated with work (colleagues) and leisure (friends) with, of course, potential overlaps. If we want to model the way in which, say, influence works in such a social network, treating all of the edges the same seems inadequate. Presumably some kinds of influence flow better to (as it were) colleagues while other kinds flow better to friends. On the other hand, it also seems inadequate to treat the colleague and friend networks as entirely separate. For example, it is plausible that influence can flow from an individual to her colleagues, and from them on to their friends [2].

The contribution of this paper is to extend conventional spectral graph analysis to networks where the edges have (one of a fixed number of) types (and positive weights). This makes it possible to combine the features of, for example, Facebook and LinkedIn into a single network framework that takes into account the qualitative differences in the functionality of edges.

As a side-effect of the construction, it is possible to answer two kinds of edge prediction questions:

1. Should there be an edge between these two nodes?
2. If there will be a new edge between two nodes, what type of edge is it likely to be?

This enables, for example, a refinement of the suggestions made by social network systems from “this is someone you might know” to “this is a potential colleague” or “this is a potential friend”.

In Sect. 2, we introduce our strategy for modelling networks with multiple edge types. In Sect. 3 we explain the details of the embedding algorithm. In Sect. 4 we illustrate its application to several real-world datasets. Direct validation is, of course, not possible since there is no ‘right’ answer to this problem, so we justify our design
choices by the explanatory power of the results. In Sect. 5, we compare our work to other approaches, most of which can only model undirected graphs. Finally, in Sect. 6 we summarize our contribution.

2 Approach

Embeddings of undirected graphs attempt to place nodes that are well-connected close together so that the (plentiful and/or heavily weighted) edges that join them are short. The implicit circularity in this description is resolved, as it often is, by the use of an eigendecomposition whose result is a geometric fixed point. An alternate, but equivalent view, is that the length of each edge in the embedding should reflect the frequency with which it is traversed in a random walk on the graph—short edges are traversed most often, and nodes with many incident edges are visited most often. Long edges reflect connections between parts of the graph that are difficult to reach from one another, and so represent good places to cut the graph if the goal is to find communities or clusters.

Direct use of an eigendecomposition of an adjacency matrix fails because well-connected nodes in the graph correspond to rows with large entries in the matrix. An eigendecomposition embeds such nodes far from the origin when, from a graph perspective, they should be central. Similarly, poorly connected nodes have rows in the adjacency matrix with small entries, so an eigendecomposition will embed them close to the origin.

Adjacency matrices are therefore transformed into one of a number of Laplacian matrices [6]—the choices embodying decisions about how edges are integrated into paths, and whether differences in local degrees should affect the distance scale in the embedding—which turn the graph structure inside-out so that well-connected points are placed centrally (and sparsely connected points are placed peripherally).

For directed graphs, the intuition behind spectral techniques is less obvious. Approaches begin with the asymmetric adjacency matrix of a directed graph and turn it, in one of a number of ways, into a symmetric matrix which can then be embedded in the standard way [3]. However, this must be done with some care if it is not to effectively ignore the directed nature of the edges. For example, in a directed graph the frequency with which a random surfer traverses an edge no longer depends only on the weighted edges incident with the nodes at both of its ends, but also on the size of the “upstream” region of its tail node. This is a global property and therefore requires an extra global computation before the embedding.

We now turn to our approach to modelling graphs with directed edges of qualitatively different types, representing relationships of different kinds that are not necessarily symmetric. We model this as a set of n nodes connected by directed edges of c different types which, for convenience, we will consider to be colors. The set of edges of each particular type (color) forms a subgraph on the set of n nodes. There could, of course, be edges of more than one type between a particular pair of nodes, and there could be nodes connected by edges of only one type; in general,
nodes will have incident edges of several types. Edges are positively weighted with a value that represents the pairwise similarity between the nodes they connect and directed to indicate how properties such as influence flow.

The social-network intuition behind this model is as follows: Each individual plays a number of different roles, and in each role connects them to a set of other individuals with role-specific intensities or closeness. Properties such as influence flow along edges of a single color exactly as we assume they do in existing social-network modelling. However, paths that are made up of multiple colored edges encounter a kind of resistance that is proportional to how easily each individual can move among their roles. In other words, the cost associated with a path arises from the change from an incoming edge of one color to an outgoing edge of a different color. It is modelled as the cost of that individual “changing gear” to convey some property from one of the networks in which they participate to another. In practice, this cost might be associated with contexts: an individual has to remember something they learned at work in their home context in order to pass it on to a friend. Thus the edges of the combined network are of two kinds: ‘horizontal’ edges (all of a single color) within a single subgraph, and ‘vertical’ edges that connect the representations of the same individual in different subgraphs.

3 The Algorithm

We model a graph with $n$ nodes and $c$ different edge types by extracting $c$ subgraphs, each consisting of copies of all of the nodes and the edges of a particular color. We regard each subgraph as a horizontal layer. The $c$ copies of each node of the original graph, one in each layer, are connected by a directed clique of ‘vertical’ edges. Our strategy is to embed this multi-layer graph using a directed-graph spectral technique and, from this embedding, to draw conclusions about the graph’s overall properties.

Each subgraph in a layer contains only the edges of a single edge type from the original graph. Thus all of the edges of the original graph appear in exactly one of the ‘horizontal’ subgraphs.

But what weights should be allocated to the ‘vertical’ edges that connect the $c$ copies of each of the original nodes in a directed $c$-clique? The embedding of the entire graph depends both on the ‘horizontal’ pulls that affect the embedding of each layer and the orthogonal ‘vertical’ pulls of the vertical edges between copies—the final positions of each node in the embedding depends on the balance between these two. The vertical weights cannot therefore be chosen arbitrarily but must somehow by scaled by the strength of the horizontal similarities.

We motivate the choice of weights for the vertical edges from a random-walk perspective. One standard approach to spectral embedding begins by converting an adjacency matrix to a random-walk matrix, by dividing each row by the row sum. Such a random walk is more stable if it is made to be lazy: the probability associated with each node is divided so that half is allocated to the outgoing edges proportionally to their edge weights, and half is allocated to a self-loop at the node.
In other words, at every step there is probability 1/2 of leaving the current node via one of its edges, and probability 1/2 of remaining there for another turn. In each row of the resulting random-walk matrix, therefore, there is 1/2 on the diagonal, and the remaining entries sum to 1/2.

We take the lazy part of this approach and use it to weight the vertical edges: the total (outgoing) vertical weight associated with each colored node is the same as the sum of its total (outgoing) edge weight in its layer. This vertical edge weight is initially divided equally across the $c-1$ edges connecting this node to its versions the other colored layers.

We therefore create a $cn \times cn$ matrix to describe the entire graph. On the main diagonal are (non-lazy) random-walk submatrices derived from the adjacency matrices of each of the layer subgraphs. The off-diagonal matrices are themselves diagonal, with entries for the vertical edges. Hence, the row sum of the main diagonal submatrix is 1, and so is the row sum of the remaining entries of any row (although we normalize this in a later step).

The algorithm uses the following six steps.

**Step 1: Convert Each Layer to a Random-Walk Matrix**

For simplicity, we assume that the entire graph comprising all of the typed edges is connected. However, each layer subgraph need not necessarily be connected.

In particular, there may be isolated nodes in some of the subgraphs, and this requires a special adjustment. For such an isolated node, we put a 1 on the diagonal of its row to represent a self-loop.

The adjacency matrix for each subgraph is normalized by dividing each row by its row sum to convert it to a random-walk matrix, $rw$. Therefore, the row sum of every row in a subgraph random-walk matrix is equal to one.

A further modification is needed to deal with a situation that cannot arise in the undirected graph setting. In general, a directed graph is reducible, that is it contains regions that act as sinks for random walks (once a random walker enters such a region there is no outgoing edge that leaves it). This problem may occur in any of the layer subgraph random-walk matrices. In a later step, we need to compute the principal left eigenvector of a matrix that contains these subgraph matrices, and so we must deal with the reducibility problem. We use a standard technique, also used by Google’s PageRank: we define a small value $\varepsilon$, and convert each random-walk matrix to

$$rw_{new} = (1 - \varepsilon) \cdot rw + \frac{\varepsilon}{n} \cdot J$$

where $J$ is an $n \times n$ matrix of ones. This can be thought of as allowing a random walker, at any step, to ‘teleport’ with probability $\varepsilon$ from the current node to any other; or, with probability $1 - \varepsilon$ to act as before. The resulting matrices are
irreducible. Intuitively, it is now not possible for a random walker to be ‘trapped’ in a region because there is always some small probability of moving to node outside the region. In what follows we use a value of 0.15 for $\epsilon$, but the results are not very sensitive to this choice.

**Step 2: Connect the Layers Together to Build a Random-Walk Matrix $R$**

In this step, we represent the graph by a $cn \times cn$ random-walk matrix with, at each step, half the probability staying within the current layer, and half the probability being divided across the $c - 1$ outgoing vertical edges from each node.

The full matrix is made up of $n \times n$ submatrices. Those down the main diagonal represent the structure of the layer subgraphs; they are the matrices $r_{w_{\text{new}}}$ described in the previous step, but with their entries divided by 2, so that their row sums are all 1/2. The off-main-diagonal submatrices are $n \times n$ diagonal matrices with the value $1/(2(c - 1))$ along their diagonals. The row sum of each row of the $cn \times cn$ matrix is therefore 1.

**Step 3: Compute the Importance of Each Node in Each Subgraph**

We now modify the initial vertical edge weights to reflect the importance of the nodes that they connect. Intuitively, the vertical connections between a node that is important in one or more of its layers is also more important for understanding the relationships between layers. In a social networks, for example, a good strategy for finding a path to another person is to go via some well-connected intermediary. When the edges have different types, the desired intermediary is one who is well-connected in both subnetworks.

For an undirected graph, the importance of a node is simply the total incident edge weight at that node. However, for a directed graph, this is not sufficient—the importance of a node in its layer depends not only on its immediate environment (its incident edge weight) but also on how accessible its upstream environment is. For example, strong connections from $A$, $B$, and $C$ to a node $D$ do not automatically make $D$ a well-connected node. If, for example, $A$, $B$, and $C$ are only source nodes, no other node can exploit their access to reach $D$ and $D$ remains globally isolated. In other words, a random surfer will not spend much time at $D$. Conversely, a node whose local degree is low may actually be quite important because its upstream neighborhood is large, and it represents one of few exit points from that neighborhood.
The dominant left eigenvector of the $cn \times cn$ matrix integrates this information and provides a global importance vector—the larger the magnitude of the entries, the more important the corresponding node (the greater the fraction of time a random surfer spends there). We compute the absolute values of the dominant left eigenvector, and call its values $\pi$.

**Step 4: Construct the Laplacian Matrix $L$**

This matrix, $L$, is defined to be:

$$L = I - \frac{\Pi^{1/2} R \Pi^{-1/2} + \Pi^{-1/2} R' \Pi^{1/2}}{2}$$

where $\Pi$ is a diagonal matrix whose entries are $\pi$ [3]. The effect is to alter the edge weights of $R$ based on the relative importances (the ratios of the square roots) of the nodes at each end of the edges. In particular, the vertical edge weights change to reflect the importance of the nodes at their ‘tail’ end—so that more influence flows vertically from nodes that are also more influential in their layer.

$L$ is now a symmetric matrix that captures the similarity over the entire graph in a way that properly represents the underlying directed graph.

**Step 5: Eigendecomposition of Laplacian Matrix $L$**

The Laplacian matrix $L$ can be embedded in a $cn - 1$ dimensional space using an eigendecomposition

$$L \cdot g_i = \lambda_i \cdot g_i$$

where the $g_i$ are the columns of the matrix $G$ of eigenvectors.

**Step 6: Compensate for Variable Local Density**

We need to alter the embedding because the eigenvectors $G$ correspond, if this were an undirected graph, to the eigenvectors of a symmetric Laplacian. This does not represent the graph well when the nodes’ total edge weights are of substantially different magnitudes, that is, the ‘density’ is different in different regions of the graph. Nodes with low importance values tend to be embedded closer to the origin than similar nodes with slightly greater importance, but in the natural model they should be more peripheral.
To alter the embedding to one which corresponds with a random-walk Laplacian embedding, had the graph been undirected, we multiply the eigenvectors by $\Pi^{-1/2}$:

$$f = \Pi^{-1/2}g$$

Using the entries of $F$, the matrix of modified eigenvectors $f$, produces a more plausible embedding.

The $k$ eigenvectors corresponding to the $k$ smallest non-zero eigenvalues give the optimal embedding of the nodes of the graph in $k$ dimensions. Nodes are positioned so that the distance between each pair reflects, as faithfully as possible, their global similarity in the directed graph. A rendering of each of the subgraphs can be made by plotting the positions of the nodes of its color, and the edges of that color connecting them. Renderings of the relationships between subgraphs can be made by plotting subgraphs, and the ‘vertical’ edges between them. The lengths of a vertical edge represents how dissimilar the roles of the associated node are in the subnetworks. In a social network, a person who plays qualitatively similar roles in both a social and friendship subnetwork will have a short ‘vertical’ edge connecting the nodes that represent their position in each subnetwork.

In the embedding, the similarity between person $A$ and person $B$ taking edges of all color into account is the shortest distance between their representative points of the same color. A natural question is why the distances are only calculated within single layers. What about the distances from the red version of one node to the green version of another? How does a person in one role, say social, directly influence someone else in another role, say work-related? In our approach, the only way is to influence the other person in their social role, and have it affect their work-related role via their individual personal dynamic, captured by the length of the appropriate embedded blue edge. In other words, meaningful influence paths can only include an even number of blue edges. It is possible for nodes belonging to different people and of different colors to be close. This is meaningful: it means that their view of the rest of the graph is similar, despite their different roles. For example, one person’s relationships from a social perspective might be very similar to those of another person from a business perspective. This is a kind of higher-order similarity related to global positioning in a social network.

4 Examples

We cannot directly demonstrate that this embedding is better than other embeddings, because there is no ground truth for how a multi-typed social network should be modelled. We have argued that our approach is well motivated, and that the resulting embeddings are interpretable in reasonable ways. In particular, two copies of a monochrome graph embed as if they were a single graph, so there is no inherent distortion; each subgraph’s embedding can be interpreted independently; and the lengths of edges connecting copies of the same individual’s nodes show how the global differences in the subgraphs affect each individual’s multiple roles.
4.1 A Simple Example

Figure 1 shows the embedding of a graph whose red layer consists of a circle of eight nodes, all connected to two central nodes, and whose green layer consists of two cliques of size four, all of whose nodes are connected to the two central nodes. In the embedding, the distorting effect of the red layer on the green cliques pulls them into trapezoids, while the green layer pulls the red circle of points into an ellipse. The blue lines connect the two versions of each node of the graph in its embedded positions in each layer. The length of the blue edges indicates how much each node behaves differently in the domains implied by each color.

The figure shows the expected behavior: the positions in each layer are affected by those in the other layer. For example, adjacent nodes on the circumference of the circle now have differing distances because of the possibility of indirect flows via the green edges.

4.2 Florentine Families: An Undirected Graph

We now build the combined social network from two datasets describing Florentine families in the fifteenth century. This period has been extensively studied because of the rise of the Medici family, who rose from humble beginnings to dominate Tuscany and the Papacy over the ensuing two centuries.
One popular theory explaining the growth in Medici power at the beginning of the fifteenth century is that they developed two separated social networks. On the one hand, they built financial relationships with *nouveau riche* families; on the other, they built marriage ties with the “old money”, oligarch families [8]. By keeping these two kinds of ties distinct, they were able to act as gatekeepers between two communities, a role they parlayed into power broking.

The dataset describing connections among Florentine families was collected by Padgett ([www.casos.cs.cmu.edu/computational_tools/datasets/sets/padgett/index.html](http://www.casos.cs.cmu.edu/computational_tools/datasets/sets/padgett/index.html)). The undirected edges are labelled as either marriage or business ties. This dataset has been extensively analyzed from a social network perspective, but from the point of view of one of the link types at a time, or as a single network [12].

Although allegiances shifted from time to time, the families can be divided roughly into those affiliated with the Medicis, and the older, oligarch families as shown in Table 1.

Figure 2 shows the subgraph of marriage ties, embedded using two identical copies of the graph to illustrate the consistency of the method. The graph shows a division among the oligarchs between those with slightly closer ties to the Medicis (Albizzi, Lamberteschi, Guadagni) and those without (Castellani, Strozzi, Peruzzi, Bischeri).

Figure 3 shows the subgraph of financial ties. Here there is obvious structure; essentially there is a linear connection with the Medicis almost at one end, and the oligarchs at the other. The two groups of oligarchs visible in the marriage network are rearranged in the financial network so, for example, the Castellani have close financial connections to the Medici, but not close marriage connections.

The combined social network is shown in Fig. 4. Edges between the two versions of each individual node are drawn in blue. The length of these blue edges can be interpreted as an indication of how different the social and business roles of each family were in Florence at this time.

The combined graph shows that, when both kinds of relationships are taken into account, there are two different classes of families. The first include Salviati, Pazzi, Acciaiuoli, Ridolfi, and Albizzi who are all relatively close to the Medici; and the second include Guadagni, Lamberteschi, Bischeri, and Peruzzi, Strozzi, and Castellani. The combined network provides information about the network status of the two families considered to have divided loyalties. The Salviati family, on
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Fig. 2  Social network of marriages in the undirected data

Fig. 3  Social network of financial dealings in the undirected data (nodes that are totally unconnected are embedded at the origin)
this data, is clearly connected to the Medicis. The Barbadori family plays a strong intermediary role in both networks but they appear to be better associated with the Medici side.

This combined social network does not support a model in which the Medicis act as intermediaries between the newer families and the oligarchs, since the Medicis are at one extreme of this arrangement, rather than central to it. There are four different connections between the Medici group and the oligarchs: via Ridolfi, via Tornabuoni, via Ginori and Albizzi, and via Barbadori, this last being the most important (and most direct) because it involves both marriage and financial connections. The combined graph also makes it clear that the Strozzi family is the most isolated from the Medici family. Indeed, the relationship between these families became, over the next century, one of the great rivalries in Tuscany.

4.3 Florentine Families: A Directed Graph

Padgett also constructed, by hand, a larger social network [8]. This network has a much greater variety of edges, for example separating financial ties into those involving lending money, or acting as guarantor for a loan. Almost all of the edges in this network are directed.

As a second example, we analyze this larger network which requires the full power of the directed-graph embedding. We aggregate the edge types into two categories: those related to finance, and those related to personal relationships.
Financial connections include trade, bank employment, real estate, and being a guarantor; some of these edges are naturally directed and some are not. Personal relationships include personal loans, patronage, friendship, and marriage. When relationships are naturally directed, we orient them so that the more powerful actor is at the tail of the arrow and the less powerful at the head—so that properties such as influence flow along the arrow in the natural direction. Padgett orients marriage connections from the family of the wife to the family of the husband, and we preserve this—but an equally good, perhaps better, case could be made for orienting them the other way. The expanded set of families and their allegiances are shown in Table 2.

Figure 5 shows the social network based on personal ties. The network is actually completely connected via the edges added in Step 1 but we do not render these trivial edges.
Figure 6 shows the social network based on financial ties for the larger directed data.

Figure 7 shows the embedding of the combined social network. As expected, nodes with relatively poor connections are placed at the extremes, while well-connected nodes are placed centrally. While this rendering accurately reflects both the direct and indirect connections among the families, it becomes difficult to understand because of the density of nodes and edges.

Figure 8 shows the core families without the graph edges—distance is a surrogate for similarity between all pairs of points, there is an implicit clique connecting all of the points, and so there is no need to render the edges. This makes the figure much more intelligible.
In general, most families play similar roles in both the financial and personal domains, that is their red and green points are close to one another. This is not surprising, given the close-knit nature of the Florentine community and the fact that these families would not have considered the finance and personal domains as distinct in the way that a modern audience might. There are, however, two families with large differences between their two roles: Medici, and Ginori (the financial point for Ginori is below the personal point and partly obscured).

It is also noteworthy that the structure describing these families is essentially single-factored, with families such as Albizzi at one end, then Strozzi, then Benizzi, and finally smaller families associated primarily with the Medici. For Ginori and Medici, their financial placement is higher in the figure than their personal placement; while for families such as Strozzi and Peruzzi the reverse is true. The Albizzi and Velluti families seem, from this result, to be clearly aligned with the oligarchs, at least during this early period.

Once again this data provides little evidence for a middleman role for the Medici’s in Florentine society. There appears to be a central group of oligarchs, with the Medici and Ginori families as weak hangers-on; most other Medici-aligned families are much more isolated (and so not present in this view of the core).

4.4 Edge Prediction

An embedded combined social network allows us to do edge prediction because the distances between pairs of nodes in the embedding are a meaningful reflection
of their global similarity, even if they were not already connected in the given subgraphs.

The first form of edge prediction answers the question: should there be an edge between these two vertices? For example, in many datasets two unconnected nodes that have a short distance between them suggest either that there is a connection that failed to be collected in the dataset, or that there should be or might soon be an edge (for example, in collaboration networks).

In the first Florentine families dataset, we can, for example, ask the question: which unconnected families are likely to be connected? In a fifteenth century version of Facebook, we could suggest to both families that the other is one with which they might build an alliance.

We do this by computing the edge lengths for each edge that is not already connected in the given datasets using the five most significant dimensions in the embedding. (As a result, the distances do not necessarily match the apparent distances in the two-dimensional view of the embedding in Fig. 4.)

The shortest distance in this embedding is the financial distance between Medici and Castellani, suggesting that Barbadori’s role as middleman in financial dealings is at risk. The Medici family also has short potential marriage connections to the Peruzzi and Castellani families. The Strozzi and Medici families are quite remote from one another in this social network, but the data suggests that, if they make a connection, it is significantly more likely to be a marriage connection rather than a financial connection. And indeed that is what happened: the Strozzis married into the Medicis, but not until years later.

A second version of the edge prediction problem is this: suppose a new edge appears in the real world or because of updating the dataset. What color is it most likely to be? This question can be answered by comparing the distances between the relevant pairs of nodes in the red layer and in the green layer, and predicting the edge type will be whichever of these distances is the smaller. For example, the Bischeri and Castellani family are already fairly well connected by both marriage and financial links, but do not have a direct connection. If we learn that these two families have made a direct alliance, which mechanism is more likely to have been used? The marriage distance between them is 0.109 and the financial distance is 0.114 so we predict that a marriage relationship is slightly more likely.

5 Related Work

In general, there have been two different ways of framing the problem of networks with heterogeneous or typed edges, although the resulting algorithms often have some commonalities. In the first, the subgraphs are regarded as different (perhaps partial) views of the same underlying graph. This is particularly common in applications involving images, where different perspectives can produce views that appear different but are actually describing ‘the same thing’. In the second, the subgraphs are regarded as inherently different, and the goal is to find a consensus
or average graph that adequately represents the subgraph structures (by alignment, for example). Our approach differs from both of these because we maintain the subgraphs in their entirety in an embedding that represents them in a mutually consistent way. Any desired alignments, commonalities, or averaging can still be carried out, but as a subsequent step.

Technically, algorithms can be roughly separated into those that embed the subgraphs first, and then attempt to ‘paste’ these spaces together into a consistent whole; and those that construct a composite structure and then embed this composite directly.

As an example of the first kind, Kumar and Daumé [5] use iterative techniques, using each representation of the graph in turn to converge to a common representation. Cheng and Zhao [1] combine the distances in each separate embedding to create a single similarity matrix and then repeat the spectral clustering on this matrix to produce the final embedding. Tang et al. [11] use an approach they call Linked Matrix Factorization to decompose each graph and then combine pieces of the decompositions with weights to create a global fusion of the data. The problem with these strategies is deciding how the individual representations should be combined—there is not usually enough information to decide this in a principled way.

The second kind of algorithm connects the subgraphs representing each view of the data with edges whose weights are then determined using a regularization framework [4, 7]. Xia et al. [13] make a similar assumption to Kumar and Daumé that there is an underlying correct embedding (because they are interested in images). They use an alternating optimization algorithm to estimate a common embedding and weight each subgraph by its similarity to this common embedding. De Sa [9] considers the two subgraph case, models it as a bipartite graph and uses a spectral partition of the product matrices from the graph. Regularization is problematic because it is not clear whether to build a global regularizer that applies equally to edges of each type and to the edges that connect different subgraphs; or whether each subgraph should have its own regularizer and there should also be another regularizer for the connecting edges. There does not seem to be a compelling argument for either possibility, let along a way to relate them to one another.

All of this related work applies only to undirected graphs. The closest work to ours is by Zhou and Burges [14]. They construct random-walk matrices for each subgraph, but they then create a mixture of these random-walk matrices, use the Chung-style symmetrization [3] as we do, and embed this (combined) matrix. Their strategy therefore finds an embedding that reflect each of the subgraphs reasonably well, provided that the subgraphs are not too different.

Figure 9 shows the embedding of the second dataset using the Zhou and Burges algorithm. It resembles the embedding we obtain but loses available information because of the averaging. This is shown more clearly in the analogue of Fig. 8 shown in Fig. 10. The same single-factored structure is evident, but the distribution of points along it is more uniform and, of course, there is no information about the difference between financial and personal roles.
Fig. 9 The Zhou–Burges embedding of the larger dataset

Fig. 10 The core region using the Zhou–Burges embedding of the larger dataset
The Zhou–Burges algorithm does poorly when the structure represented by the subgraphs is substantially different. As an extreme case, consider a path of length 10, directed one way in one subgraph and the other way in the other. The resulting embeddings are shown in Fig. 11.

In the first subgraph, Node 1 has very little importance so its outgoing edge ends up with a low edge weight, and there is no incoming edge the other way. In the second subgraph, Node 1 has much importance so its incoming edge is heavily weighted but it has no outgoing edges. After the (admittedly complex) averaging that happens in the preparation and symmetrization of the Zhou–Burges algorithm, Node 1 appears to be weakly connected to the rest. In contrast, in our algorithm the importance calculation is done for the entire graph including vertical edges and this results in a much more homogeneous allocation of importance, and so a much more even spacing in the embedding. The nodes at the ends show the greatest separation between the two matching nodes as expected, because one color has high importance and the other low, but the effect is small.

Another example illustrating the differences between the Zhou and Burges algorithm and ours is shown in Fig. 12. The graph consists of a directed path from nodes 1–2–3–4, and a short-circuiting directed path from node 2 via the remaining nodes ending at node 3.

Although the embeddings seem quite similar, there are two differences. First, our algorithm makes it clear that nodes 1 and 2 are very similar and this is less clear in the Zhou–Burges embedding. Second, in our embedding the length of the embedded edge from 2 to 3 remains almost exactly the same length as the length of the loop grows, but its embedded length continues to grow in the Zhou–Burges embedding (not shown). In other words, the implicit averaging causes, for example, nodes 1 and 4 to seem further and further apart as the size of the graph (and so of the loop) grows. In contrast, our algorithm uses the presence of the green edge to keep the embedded distance between nodes 1 and 4 almost constant.
6 Discussion and Conclusions

Social networks that ignore the different possible kinds of relationships, as most do today, surely miss useful information about how properties such as influence work in heterogeneous networks. The flows along friendship and colleague edges are different because the contexts in which each takes place are usually different, geographically and mentally, and exacerbated by the amounts of time we spend in these different contexts. On the other hand, treating, say, friendship and business networks as distinct (Facebook and LinkedIn) also surely misses parts of the interactions among them.

We have developed a spectral approach to understanding and analyzing graphs with a finite number of edge types that provides well-motivated results, and a deeper intuition to help understand the resulting embedding. There is always a problem of validation in such approaches because ground truth is not well-defined; so we argue from practical examples that the promised understanding and results are consistent with the data. The edge-typed data provides a more nuanced understanding of how these real-world social networks are structured (and incidentally suggesting that a popular model of how Medici power was deployed through the fifteenth century is not supported by this data, at least during this (early) period of Florentine history).

Our use of a directed graph algorithm enables the approach to be generalized to more-realistic scenarios in which the individual typed edges are themselves directed. In the Florentine families, for example, marriage has very different implications from the point of view of the man’s family than from the woman’s; and a business relationship is very different from the point of view of the borrower than from that of the lender. These effects can be accounted for directly in the framework we have constructed.

The nominal size of the matrices describing the networks grows quadratically with the number of edge types, but the extra pieces are only diagonal matrices,

Fig. 12 Comparison of embeddings of a long directed path, shortcircuited by an edge of a different type. (a) Zhou–Burges embedding; (b) our embedding
so sparse matrix representations keep the actual growth linear. The embedding algorithms therefore scale well because sparse matrix techniques can be used, and only a few eigenvectors are needed.
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Social Networks and Group Effectiveness: The Role of External Network Ties

Fabiola Bertolotti and Maria Rita Tagliaventi

Abstract This research explores the relationship between group effectiveness and social networks. Through a 5-month ethnographic observation within three work groups employed in one of the major Italian fashion firm, we recorded all interactions occurring within the groups and outside the groups’ boundaries, thereby deriving the enacted communication network. Then, by means of structured interviews, we collected evaluations of group effectiveness. The evaluations given to the three groups differ and such difference cannot be traced back to the amount of communication network activated nor to the level of group members’ competencies, nor to their internal network structure. The field evidence suggests that the better evaluation received by one group relates to the quality of the relationships it sets up with external actors. This group assumes a coordinating role in the whole product development process: in particular, it spontaneously triggers, through reciprocal interactions, modalities of collaborative design, not formally required, which are rewarded by organizational members’ higher evaluations. The study has implications for social networks research by pointing to the importance to grasp the actual content of network relationships, thus going beyond the assessment of their presence and/or strength, in order to fully comprehend how network ties really influence organizational members’ perceptions and actions.
1 Introduction

Organizations intensively employ work teams to perform knowledge intensive and creative tasks, and coordinate their activities[1–3]. As a consequence, numerous studies have examined the factors and processes that relate positively to the various criteria of team effectiveness [2]. Teams’ effectiveness has been associated, for instance, to composition variables [4]: task characteristics and level of interdependence among members [5, 6]; leadership style [7–9]; internal states such as cohesion (e.g., [10]), shared mental models [11], cross-understanding [12], climate [13], and the presence of knowledge integration capabilities [14].

Recently, research on teams has started to pay growing attention to the network perspective [15] focusing on the ongoing social relationships in which organizational actors and teams are embedded. The research streams that concentrate on the dynamics related, respectively, to within-team networks and to between-team social networks can put forward comprehensive insights of social networks in team contexts, and can help us appreciate how teams work within the larger organizational contexts and what outcomes they generate (e.g. [16–21]). However, while at an individual level of analysis the positive relation between centrality in a network and performance has been well acknowledged [16, 22–24], at a group level of analysis empirical evidence is still controversial. Seminal studies focusing on boundaries management support the idea that work groups interpreting external activities—such as diagnosis of clients needs, feedback seeking, and selling services—as their primary goal are rewarded with supervisory higher appraisal [25, 26]. Later, the results of Baldwin et al. [24] and Sparrowe et al. [16] have questioned the existence of a strong relationship between work groups’ effectiveness and the characteristics of their internal and external communication networks. Other contributions problematize such issues suggesting that a large number of external ties could be either detrimental or favorable to group performance based on several factors like, for instance, autonomy and task overload [27].

The purpose of this study is to extend this stream of research in two ways. On one hand, we offer new insights on the literature on group effectiveness by bringing additional evidence on the relationship between groups’ communication network structures and groups’ effectiveness. On the other hand, we contribute to the network literature by supporting the importance to focus not only on the intensity and flow of relationships within a communication network (collected via self-reported data), but also on the relationship actual content as gathered through participant observations within groups.

This chapter is divided into several sections. In the first part we offer an overview of the theoretical background on group effectiveness and social networks, underlying research questions that need further exploration. We analyzed three groups working in a major Italian clothing company. We collected data on the enacted network structure through participant observations, and we collected performance information through structured interviews. Then we discuss the evidence from the field. Conclusions, limitations of the study, and a future research agenda constitute the last section of this chapter.
2 Theoretical Background on Team Effectiveness and Social Networks

Because of the widespread use of teams in organizations, scholars and practitioners have devoted considerable attention to exploring the predictors of team effectiveness in terms of both design factors, e.g., size, composition, diversity, and emerging social processes, e.g., conflict, trust, identification (for an extensive review see [2]). Hackman [28], in his seminal contribution dating back to 1987 and subsequent work [29], provides a definition that has become widely accepted. He defines effectiveness as being partially about performance (teams must produce outputs considered as adequate by those who receive, or who are in charge of evaluating, them), but also about the ability of group members to work together in successive tasks, and the satisfaction that group members derive from the execution of their tasks. Relatedly, Mathieu et al. [2], when explaining the Input-Mediator-Outcome (IMO) team effectiveness framework, advocate for the relevance of members’ affect and viability in addition to performance measures based on team outcomes and roles only.

Current theories highlight the importance of informal social interactions for exchanging information and knowledge, and enhancing collaboration [30]. Consequently, group relations with external parties, as well as the patterns of relations (both formal and informal) among group members, have been related to work teams’ performance lately [16–20, 25, 26, 31–33]. Understanding the social network in a team context, i.e., the social relations at a group level of analysis, is important because teams are inclined to enact these types of relationships within and outside their boundaries [24].

Baldwin et al. [24] analyzed the impact of centrality in friendship and communication networks of MBA team members upon the performance of the team, but found no support for the hypothesis that individual centrality indexes were positively related to team level performance. Likewise, communication between different teams was not significantly related to team performance, while within-team communication was. Sparrowe et al. [16] extended these previous studies by delving into both the relationship between individual network structure and individual performance, and the relationship between group performance and two structural characteristics of the informal advice network (namely, group density, and level of centralization). They hypothesize a positive relation between group density and performance because numerous mutual interactions increase interdependence among members, which, in turn, enhances cooperation and the subsequent performance. On the contrary, the authors posit that group centralization produces lower levels of group performance because the scarce involvement of all group members in the advice network reduces those interdependences and cooperation that are vital for the completion of the work. Their results support the hypothesis that individual centrality in a group network is positively related to individual performance, whereas group density and centralization are not significantly related to group performance as evaluated by supervisors. Conversely, Janhonen and Johanson [33]
account for a positive relationship between team communication network density and performance. Such evidence is consistent with the meta-analysis of studies investigating the relationship between team performance and within-team network structure performed by Balkundi and Harrison [20], who found that team viability and task performance increase in teams characterized by more dense interpersonal ties. Also Reagans and Zuckerman [17] testify to the positive consequences of frequent communication among members of corporate R&D teams (that is to say, high communication network density) for their performance. In addition, the authors also found that network heterogeneity, expressed as the extent to which group members spend a significant proportion of time interacting with team members having diverse organizational tenure, relates positively to team performance. These latter interactions supposedly bring knowledge from outside members into teams, thus boosting teams’ productivity. Mehra et al. [34], when investigating the relationship between friendship network’s structural characteristics and groups’ performance in 88 sales groups, found mixed results, however: friendship network density was positively related to one dimension of performance, i.e., customer loyalty, but not to sales amount.

Finally, in a recent contribution, Grund [35] confirms previous findings about the positive effect of within-team density and the negative effect of centralization on team performance through an analysis of longitudinal panel-data of 23 soccer teams, thus tackling the issue of causality between team network structure and performance.

Other research has devoted attention to the study of the type and amount of activities that work groups initiate with their environment to deal with external demands. Major contributions to this subject can be originally traced back to the empirical studies by Ancona [25] and Ancona and Caldwell [26] on the so-called ‘external perspective’. The basic assumption of this perspective is that work groups do not function as close systems, but they influence, and are influenced by, their environment. Consequently, different groups’ outcomes and internal processes stem from different approaches in handling external demands. Through a qualitative study conducted on five cross-functional groups, Ancona [25] explores the extent to which different interaction strategies, activated by the groups toward their clients, explain the variance in the performance evaluation expressed by group supervisors. Evidence collected during the first 5 months of life of these groups shows that low performing teams were the ones that set internal communications and a positive climate as their first priority, while limiting their relations with external actors. Conversely, the best performing groups engaged in two-way communications with the external environment and showed continuous efforts to diagnose clients’ needs, seek feedback, and increase selling services. In addition, these latter groups were led by directive leaders who did not consider internal dynamics as the groups’ first priority. Ancona and Caldwell [26] enriched the external perspective by claiming that it is not only the intensity of the flow, but mainly the content of the activities played out by groups toward their environment that makes a difference in terms of group performance. The groups examined, while somewhat similar in terms of the frequency of their interactions with the environment, performed
very differently due to the different types of boundary management activities they engaged in. In particular, the authors found that groups activating a large amount of ‘ambassador activities’ (aimed at protecting the group from outside pressure, persuading external actors to support the team, and lobbying for resources) or ‘task coordinator activities’ (aimed at coordinating specific technical tasks and seeking feedback on their development) gained better performance evaluations than groups involved in a large amount of ‘scouting activities’ (aimed at obtaining information and ideas about the competitors, the market and the technology) or groups that were mainly isolated. They studied 45 new product development teams: once again they were temporary groups, in charge of carrying out new and highly uncertain tasks. Wong [32] has lately corroborated the assumption that external ties are conduits of heterogeneous and novel knowledge by positing that a wide range of external advice network increases within-group task variety, thereby enhancing group effectiveness. Research on top management teams has been particularly interesting in tapping into the relevance of external ties for team and firm performance (e.g., [36]). Studies on this kind of teams have advocated for the positive effect that top managers’ relationships with members of other organizations within and outside the firm’s industry can exert on top management ability to foresee and interpret environmental changes and elaborate successful strategies [37, 38].

Recently, some scholars have advocated the need to investigate team internal and external social networks as not independent from each other, but to understand how they together can predict teams’ performance. Shan et al. [39] examine the friendship network: they advance the interesting idea that, in order to positively influence teams’ performance, teams’ internal and external networks should ‘match’ each other. More in detail, teams with strong internal friendship networks benefit from strong external networks because the internal ties enable team members to reflect and incorporate what they have learned from external parties. Conversely, teams characterized by weak internal networks of friendship would not be able to offset the costs and efforts that accessing external parties implies. A recent contribution by Chung and Jackson [40] links the effect of internal and external ties on team performance to task routines. Since performing non-routine tasks may require team members to process complex information, teams may benefit from work relationships that cut across the team boundaries. They argue that teams performing routine tasks can maximize their team performance by reducing internal work networking and external information networking as much as possible. On the contrary, teams performing non-routine tasks can maximize their team performance by increasing internal work and trust networking relationships up to a moderate level, following an inverted U-shaped relationship, and enhancing external informational networking as much as possible.

We aim at extending this stream of research by examining the impact of external network ties upon group effectiveness. As opposed to previous research, the groups that we analyze are intra-functional and stable over time, both in terms of team membership and life span. More specifically, we intend to explore if, in the specific setting of work groups that are part of a manufacturing process, but largely independent from other organizational units for resources allocation, centrality in
the organizational social networks acts as a meaningful variable in predicting group performance evaluation. We do so by analyzing not only the impact of the quantity of relations enacted by groups, but also their content and quality. To map the group networks in terms of extant relationships and their contents, we collected data mainly through a field study based on long-term participant observations within three work groups. This choice allowed us to catch the social networks actually enacted by the groups, whereas the studies cited above grasped the social networks through group members’ self-reported data.

3 Methods

3.1 The Research Site

We collected data both through qualitative techniques (observations) and quantitative techniques (structured interviews) within three groups operating in a major Italian clothing company located in central Italy.

The phases to develop a fashion collection are: prototyping (when the ideas of fashion designers turn into prototypes), sales campaign, production, and delivery of the clothes to the market. The whole cycle, which lasts approximately 6 months, is marked by the core deadline of the week-long fashion weeks held in Milan for the presentation of the new collection (one in the autumn/winter season and one in the spring/summer season). Being the fashion weeks’ dates strictly given, prototyping activities are hectic and oriented towards meeting those deadlines.

The groups observed, technically called ‘Collection development groups’, act as gatekeepers between the fashion firm and the fashion designers (usually external to the firm). Fashion designers, who are only in charge of the creative aspects of the collection, do not participate in sales and production phases. Collection development groups are pivotal in fashion firms because they play a key role in the industrialization of fashion collections. They receive the sketches from the fashion designers, need to understand and interpret the ‘imprint’ that fashion designers want to confer to the specific fashion collections, and search for all the materials (fabrics and accessories) necessary to carry out the different patterns. At the same time, they ‘pass’ the sketches on to the pattern-making groups in charge of creating the fabric prototype, thus providing technical and style support for these other groups. They also supervise the activities necessary to complete the prototyping phase, and schedule the official dates for prototype fitting together with the fashion designer and the pattern making groups’ supervisors.

The three groups that we have studied work for three different fashion designers respectively and, in order to ensure confidentiality to our informers, we will name the groups as J, M and A. The three groups show the same formal structure and are
composed by a group supervisor and three group members.\footnote{Occasionally, three trainees worked in the three groups throughout the observation time length.} Stable, well-defined, and full-time membership characterizes these groups, even though their products change from collection to collection. Major uncertainties are due to the fashion designers’ continuous requests for change, and to the suppliers’ ability to respect delivery time, which jointly make it complicated to respect the fashion week schedule and render the use of informal collaboration, above and beyond established roles and procedures, essential.

The 12 actors are all female, the average age is 31.4 years (S.D. = 5.6), the average tenure in the company is 5.8 years (S.D. = 3.6), while the average number of years spent in the collection development groups is 3.8 years (S.D. = 3.2). As for educational attainment, 11 group members hold a high school diploma and one has a bachelor degree in Arts. Members of each group share the same office that is laid out as an open space.

### 3.2 Data Collection

During the first phase of the research, we conducted observations within the three collection development groups for the period of time available for the creation of a whole fashion collection.\footnote{Group members were made aware of our identity as researchers interested in the study of the dynamics of work groups. From the beginning, we informed them that we would take notes on what was going on within the group. To reduce intrusion we worked with small note pads. At the end of the study, we briefed our informants about the main findings of our research.} The groups’ working hours were 8.30 a.m. to 12.30 p.m., and 2.30 p.m. to 6.30 p.m., from Monday to Friday. We planned observations to ensure appropriate time sampling: we spread them evenly over the 8 daily working hours and the 5 weekly working days. We each spent, on average, 5 h per day making observations, 3 days per week. The total number of observation hours amounts to 200 for J, 210 for M and 190 for A. During the observations, we took notes on the activities performed within the group, as well as on the interactions taking place among group members, and between group members and actors external to the group or to the organization, while respecting the actors’ original language. Sometimes, we took coffee breaks or a quick lunch with our informants. Additionally, we were invited to take part in company meetings. At the end of each day we transcribed field notes into files.

Field notes represented the basis for coding, i.e., for tracing back different phenomena to main categories. According to the guidelines suggested by Strauss and Corbin [41], we constantly reviewed the field notes and let new ideas emerge from them, following a process of continuous intertwining between data collection and data analysis, in an attempt to discover recurrent classes of phenomena in the data [42, p. 126].
We began the analysis of the field data with a general framework in mind: to disclose the relational profiles of the three groups to understand if differences in the groups’ communication networks led to differences in their effectiveness. Thus, the interactions taking place within the groups and between group members and actors external to the groups became our core category. Accordingly, we detailed properties and dimensions of interactions as follows: date, observer, active actor (who triggered the interaction), passive actor (the recipient of the interaction), communication means (e.g. face to face, telephone, or email), type of interdependence, and drivers. According to the type of interdependence, we classified interactions as sequential (specifying an input–output sequence of activities) or reciprocal (where one actor’s outputs become another actor’s inputs, and vice versa) interdependencies. As for the drivers, an initial briefing of the field notes highlighted that, while interactions appeared to be predominantly task-related, nonetheless social and emotional interactions were not marginal. We first coded every interaction as task-related (instrumental to the achievement of the group outcome, which is, in this case, the completion of all the prototypes) or social (instrumental to the life of the group, but not directly connected to the final outcome). We further identified the following drivers for each interaction:

- Information request
- Orientation request
- Advice request
- Information communication
- Orientation communication
- Advise communication
- Reporting problems
- Reporting solution to a problem
- Material requested
- Material provided
- Work assignment
- Taking charge of responsibilities
- Showing satisfaction/agreement
- Showing dissatisfaction/disagreement

As for the driver, it is worth underlining that many dimensions emerging from our coding are in common with coding systems already known in the literature. For instance, the first six dimensions represent the categories that Bales [43, 44] defines as task-oriented. The last two dimensions relate to interactions that affect the socio-emotional sphere. Unlike Bales’ view, the evidence from the field made us believe that the same drivers of interactions apply both to interactions aimed at task completion and to interactions bounded to the socio-emotional area.

To guarantee homogeneity of coding criteria, each researcher, after independently coding her own field notes, systematically coded a randomly chosen 30% of field notes recorded by the other researcher and compared the coding criteria at weekly meetings. We reconciled disagreements through discussion.
The coding applied to interactions enabled us to obtain a set of actor-by-actor adjacency matrices, in which the cell $a_{ij}$ reports the number of interactions activated by the actor $i$ that involve the actor $j$, in relation to different properties of interactions. We applied social network analysis techniques to matrices [45, 46]. For each matrix, we calculated the actors’ centrality in terms of their outdegree and indegree [46]. Outdegree represents the number of times an actor initiated an interaction, while indegree measures the number of times an actor was drawn into an interaction by others. Degrees allowed us to determine which actors were central in the group and which were peripheral [46–48]. Coding and analyzing interactions allowed us to derive the structure of the communication networks enacted by the three collection development groups. Accordingly, the system of roles and relations among roles emerged as the recurrent schemes of interaction processes between actors [49].

In a more specific attempt to analyze the relationship between group effectiveness and social networks, we integrated qualitative techniques with a quantitative technique such as structured interviews administered at the end of the observation period. While observations allowed us to grasp the enacted communication networks, the interviews provided us with information about effectiveness measures.

At the end of the observation period we conducted structured interviews with 57 actors including the collection development groups members, top management, and first and second-level managers belonging to all the organizational units. Interviews lasted between 40 and 100 min according to the interviewees’ degree of involvement. In the first part of the interviews we collected demographic data. In the second section, which we describe in detail in the next paragraphs, we grasped the group effectiveness evaluations.

### 3.3 Work Group Effectiveness

Regarding the appraisal of groups effectiveness, it is worth noting that the firm under study does not have a formal system of performance appraisal in place, neither for individuals, nor for groups or organizational units. Therefore we availed ourselves of the interviews to collect three measures of group effectiveness:

*Group members’ evaluation of effectiveness.* Members of the three groups rated the effectiveness of their own group along seven items including\(^3\): quality of work done, completing work on time, timeliness on problem solving, ability to provide innovative products, coping with uncertainty, fashion designer’ satisfaction, overall performance. We employed a seven-point scale ranging from ‘very poor’ (1) to ‘outstanding’ (7).

\(^3\)Five items were drawn from Campion et al. [50] and Sparrowe et al. [16], while the remaining two were specifically developed for this study.
Senior managers’ and peers’ evaluation of effectiveness. Consistent with the idea that effective groups produce outputs considered as adequate by those who receive or who are in charge of evaluating them, top management and all the middle managers and supervisors in different functional departments rated the collection development groups effectiveness on ten items, including the above seven items and three additional items relevant to the management view of group effectiveness: quality of the relations among group members, cooperation with other departments, and taking charge (ability to generate new ideas). The same seven-point scale was used.

Group members’ satisfaction. The questionnaire included 13 items on different topics such as satisfaction with work, colleagues and supervisors, satisfaction with wage, opportunity for growth, autonomy, trust in management. Again we used a seven-point scale ranging from ‘very dissatisfied’ (1), ‘neither satisfied nor dissatisfied’ (4), ‘very satisfied’ (7).

3.4 Group Composition Variables

The tasks carried out by the collection development groups do not require a specific background. For this reason, we assumed that group tenure would act as a good proxy for the ability to successfully carry out the work. Moreover, we used, as an additional measure of group members’ ability to succeed in their work, the evaluations that each group member gave to herself and to group mates in relation to six core competences: autonomy, flexibility, ability to cope with stress, relational capability, negotiation ability, and product knowledge. We derived the above competencies from pilot interviews conducted with four fashion experts employed in four competing fashion companies. Experts indicated ten competencies that they believed represented core competencies for people working in collection development offices: we chose the six ones that were quoted by all the four experts.

4 Evidence from the Field

In Table 1, we provide descriptive statistics of the effectiveness evaluations that the three collection development groups received by senior managers and peers. Differences in the average evaluation assigned to the three groups emerged from the survey and, specifically, the evaluations of group J are notably higher than those of groups A and M.

Differences in evaluations are not attributable to differences in group members’ abilities that would make them more or less effective in performing their job. In fact, group J’s members, with the only exception of the group leader, received the lowest rates in individual competencies as shown in Table 2.
Our subsequent analysis aimed to understand if networks variables were better predictors of differences in the evaluations of groups’ effectiveness given by peers and senior managers. We derived the three groups’ relational profiles from the large amount of interactions recorded during our presence in the field. Out of 9,172 interactions recorded, 23.11% (equal to 2,119) involved the top performer group J, 45.42% (equal to 4,165) comprised M’s group members, and 31.47% (corresponding to 2,886) involved group A. The analysis of the communication networks enacted within groups highlights that groups J and M, respectively the best and the worst performer, show similar patterns of interactions in terms of density and centralization, while group A displays a pretty different internal network structure. Table 3 reports degree centrality measures for task-oriented interactions and social interactions in the three groups.

Concerning task-related interactions, groups J and M are highly centralized in terms of their outdegree: leaders, as compared to team members, are the most active actors in initiating task-related interactions. Indegree values, conversely, suggest that all members of the teams are drawn into a comparable number of task-related interactions. In both groups, group leaders are the most central actors. They supervise the work performed by their coworkers, who do not have the freedom to take major decisions on the materials to buy or on the interpretation of the fashion designers’ sketches. We refer to this pattern of task communication as ‘manager-centered’. Group A shows different patterns of task-related interactions among group members because of the leader’s peculiar role, whose priority is to deal with...
Table 3 Degree centrality in within groups task-related interactions and socially-related interactions for J, M and A

| Groups’ members    | Task-related interactions | Socially-related interactions |
|--------------------|---------------------------|------------------------------|
|                    | Outdegree | Indegree | Outdegree | Indegree |
| J leader           | 352       | 185      | 40        | 29       |
| J member 1         | 120       | 189      | 22        | 36       |
| J member 2         | 52        | 99       | 24        | 18       |
| J member 3         | 96        | 136      | 39        | 24       |
| J (whole group)    | 0         | 13       | 0         | 18       |
| M leader           | 549       | 315      | 101       | 25       |
| M member 1         | 229       | 238      | 78        | 57       |
| M member 2         | 290       | 296      | 108       | 42       |
| M member 3         | 210       | 269      | 45        | 53       |
| M (whole group)    | 0         | 147      | 0         | 171      |
| A leader           | 72        | 85       | 17        | 2        |
| A member 1         | 123       | 102      | 58        | 38       |
| A member 2         | 127       | 158      | 78        | 54       |
| A member 3         | 143       | 92       | 62        | 46       |
| A (whole group)    | 0         | 30       | 0         | 75       |

the fashion designer: in this case, group members are given more responsibility to make decisions about the features of the collection without the leader’s continuous intervention. Consequently, group A’s interactions are almost homogeneously distributed among group members and the leader loses her centrality in task-related interactions. Such pattern of task communication can be labeled as ‘group member-centered’.

On the contrary, an analysis of interactions classified as social shows a similar pattern for the three groups. None of the actors in the three groups seems to play a major role in the interaction flow. However, generally speaking, group J activated less social interactions (16 %) than the other two groups (respectively 21 % for M and 31 % for A). These results are consistent with Ancona’s [25] external perspective: group J, which receives the highest performance rate by evaluators, is less concerned with engaging in interactions instrumental to the social life of the group, but is strongly focused on interactions instrumental to the achievement of the group goals. In addition, high levels of task interaction centralization do not seem to hamper cooperation and coordination within the group and across the group boundaries.

Interesting and counterintuitive insights derive from the analysis of the role that external communications between the three groups on one hand, and organizational actors belonging to different units on the other, play in influencing the performance evaluations that these latter give to the three groups.

In terms of the social structure that group members enacted with other organizational actors, we recorded a consistent amount of interactions taking place between the three groups and the organizational units that operate downstream the collection development process. In particular, in group A, 76 % of interactions
involve outsiders, and this percentage decreases to 65% for J and to about 58% for M. This implies that in terms of the sole amount of external communication, the best performer group J, with approximately 1,400 interactions, seems less connected with external parties than group M (approximately 2,400 interactions) and group A (2,200 interactions). Keeping in mind that extant research supports the importance of external network ties, these results call for further elucidation.

To explain these contrasting network effects, we went back to the content of field notes to explore more deeply the role that the enacted communication network structure had on its members. Our field evidence suggests that the higher evaluations received by group J can be traced back to modalities of collaborative design not formally required and spontaneously undertaken by the group. The group does not see itself as part of a sequential process, but it promotes co-design activities, thus involving different competences from the very beginning of the collection development on. Three elements support this explanation.

In the first place, looking at the temporal distribution of interactions, it emerges that group J actively involves downstream departments since the very beginning of the project, in phases where the intervention of these departments is not formally designed by management. Figure 1 reports the distribution of the interactions activated by the three groups with downstream departments, regarding respectively communication of information/advice and orientation, request for information/advice and orientation, and signaling of a problem (we measured such distributions by splitting the whole cycle of collection development into four different phases).

J’s interactions activities do not vary across the phases that compose the fashion collection. Mary, J’s group leader, acknowledged during the interview how much she perceives her role as a coordinating one, even if it is not formally prescribed. In her own words:

I realize that my work has a tremendous impact on the whole collection development process. I take decisions that will influence the whole profitability of the collection. You know, I am not sure that even top managers, like Joseph or Faust, fully grasp this aspect. We, as leaders of the collection development department, have to take decisions that are bigger than us, which have an impact that is not recognized by formal design, which doesn’t favor horizontal integration. Honestly, the organizational reward system does not recognize it, either.

On the contrary, groups M and A concentrate the larger amount of interactions in the last two product development stages, when problems have already arisen and touched on downstream departments. At that point of time, the need for coordination emerges as the only way out to solve difficult situations. The following excerpt from a field note shows how the Purchasing head complains about M group leader’s inability to anticipate problems and pave the way for their solution:

The manager of the Purchasing department, Robert, starts talking with Melissa, M’s group leader: ‘Ok, how are you doing? Are the others aware of this situation?’ Melissa: ‘Well, I talked to Joseph, the COO. This morning I also briefed the Sales director’.
Robert: ‘The delay with which you ordered the fabrics is crazy. It has never happened that, at the beginning of January, we still have to launch the orders for the first collection. This is a huge problem’.

Melissa: ‘It is not my fault, you know that the problem is in Milan [where the designer’s headquarter is located], sometimes they do not know what they want and they cause a delay’.

Robert: ‘Well, anyway, you should have told us about this delay; we could have managed to do something to anticipate a shortage of fabric. Problems cannot come to the surface only at the very last moment!’

Second, concerning the actual content of interactions, the analysis brings up that group J shows the lowest number of requests for information/advice/orientation, but it prompts numerous communications of information, advice, and orientation. Only few interactions have to do with signaling the presence of a problem in this group. In the majority of cases, while communicating information, J’s leader communicates also the solution of a problem or elicits joint problem-solving mechanisms that enable actors to coordinate work and solve problems upon their rise. Other organizational actors do not perceive the interactions triggered by this group as an annoyance, but as a way to collaborate in the development of the best fashion collection possible. Joint problem solving allows organizational actors to
work through problems while they are on the fly. As a consequence, downstream organizational actors do not have to engage in autonomous ‘patching problem-solving’ when issues have gone too far down the collection development process. The following excerpt from a field note tells us about a phone call from Mary to the chief of the Production department, Will, in which they jointly make decisions about flower decorations to put on an evening dress:

Will, I have just received the flowers [that you made]. How would you like the pistils to be? Light blue, [i.e.,] same color as the fabric? Wait a minute [She takes the designer’s sketches] The fabric is really, really pale blue and I think that she [the designer] meant flowers to be contrasting. Why don’t we try for skin-colored, leather flowers? I think that it would be a nice fit: a striking match, but not too provocative. [She listens to Will for a minute or so] I see, I see, leather flowers, but in a matching blue. I can have a sample easily made by Alexandra [one of her group’s members] by the end of today, and we can take a final step together early tomorrow morning.

Conversely, interactions touching on the other two groups A and M are perceived as a disturbance since they do not foster any cooperation (due to the time frame when they are enacted as well as to their actual content). M’s members raise a large number of problems in search for a solution to outsiders, mostly in the last and more chaotic stages of the collection development process.

Eventually, J is the only group activating a significant amount of reciprocal interactions, and not just sequential ones, with other organizational units. Interactions classified as reciprocal between the groups and other organizational units amount up to 27.11 % of the total for J, 15.46 % for M and 11.95 % for A. These interactions do not imply a one-way communication, but entail the generation of a continuous sharing of information and a steady intention to jointly solve problems that might arise, thus promoting learning and innovation.

The unavailability of enacted network data would have prevented us from accounting for the role that the social networks in which groups are embedded play in shaping their effectiveness evaluations. It was mainly the actual content of the social networks that we observed that helped us explain the network effects. Our groups were similar in terms of frequency of the interactions that they played out with their environment. The difference lied in the actual content of these interactions and in their consequences on group performance. In addition to the evaluations that we specifically asked of our informants, the excerpts from the field notes below exemplify the different evaluations that organizational members provide for the three groups. In the first one, the general director congratulates group J’s leader, Mary, on her group’s ability to make excellent garments.

Mary [group J’s leader] goes back to look at the outfits that are on the racks and there she meets Max [general director]. They comment on each and every outfit:

Max: ‘Are these the army dresses that were top secret up to a couple of days ago?’
Mary: ‘Yes, they are.’
Max: ‘You rendered the gist of army clothes beautifully. I’m impressed. Everybody here would have bet that it couldn’t have been done. They looked almost impossible to make. You and your group did succeed in a mission impossible-like task.’
In the second one, Joseph, the COO, complains about group A’s recurrent problems with meeting deadlines and underlines that the leader does not take into account the relevance of cooperation across units:

The COO tells Stefanie [group A’s leader] with an angry voice: ‘Listen, Allison [the internal designer] has told me once again that you are late with the collection delivery. That drives us all crazy. I wonder why it has always to be like that, every single collection we have to push you to work faster and to work more accurately. You aren’t alone in this company: you should try much harder to solve problems with coworkers [working in different units], but you tend to stick to your office and that’s it. You treat us just as firefighters.’

Eventually, the third excerpt shows how the chief of pattern makers, Florence, is dissatisfied with an output of Melissa’s M group and blames her for not making earlier contacts with significant coworkers:

Melissa: ‘Unfortunately, Florence, we were obliged to put silvery brown velvet in place of light brown because we don’t have that color in our storage.’

Florence: ‘But it makes me sick.’

Melissa: ‘What could I’ve done? That was the only fabric that we had.’

Florence: ‘How come, Melissa? You knew pretty well that Francine [the chief fashion designer] wanted that color badly, and you knew it ahead of time, how can you possibly not have made an order to our supplier? And then, if the right fabric was not in place, why didn’t you call me when you made this jacket and ask me what my opinion about light brown was. We’d have a much better frock now if only you had given me a simple call a month ago.’

An analysis of team members’ perceptions of their group’s effectiveness suggests the presence of a strong alignment between inside and outside evaluations as far as the performance dimension is concerned. Group J is considered the best performer also by its internal members (mean = 5.57; S.D. 0.52), followed respectively by group A (mean = 4.86; S.D. = 0.26) and group M (mean = 4.81; S.D. 0.78). Even though the company does not run a formal performance appraisal, the constant interactions between the groups and other organizational actors can represent a vehicle for conveying appraisals and communication of satisfaction with the group throughout the company, thus favoring the above described alignment.

Conversely, concerning the group members’ satisfaction with the group life, evidence shows a slightly different picture. Members of group A, that we defined as ‘group member-centered’, are the most satisfied (mean = 4.61, S.D. = 0.96), especially in relation to the items referred to autonomy and quality of the relationship with colleagues and supervisor. On the other hand, members of group J and group M—that we labeled as ‘manager-centered’—are satisfied, but to a lesser extent (respectively J mean = 4.36, S.D. = 0.77; M mean = 4.32, S.D. = 0.69).

5 Discussion and Conclusive Remarks

As organizational achievements depend more and more on the work of groups, the comprehension of the way they function and how to improve their performance is becoming increasingly important. Our study points to the importance, while
studying social networks and their effects on group performance, to consider tie content, that is to say the quality and nature of the relationship, thus going beyond the perception of the existence or lack of a particular relationship and/or its strength. Kilduff and Brass [51] have underlined lately that the research program on networks would profit from investigating more deeply the impact that different types of relations have on group functioning. Our findings suggest that it would be useful to develop a thoughtful comprehension of teams’ dynamics and of their relationships within the larger organizational context. Through an ethnography conducted within three groups engaged in the development of innovative products, we show how qualitative information on the nature and dynamics of the ties between group members and other organizational actors can enhance our comprehension of the impact of network relationships on organizational behaviors.

As a consequence, we claim that the prolonged observation of group members’ interactions offers researchers a privileged, thorough perspective into a group’s social network. A communication network, in fact, embraces all the different ties through which organizational actors share information and advice, search and provide guidance and help, to attain organizational goals [16]. Yet, a communication network can be ‘split’ according to the different properties of interactions to gain multiple views and account for different courses of organizational action. As we have highlighted, a high centrality degree in the request for information/advice network as opposed to the reporting of a problem or the communication of information/advice network can generate different effects on members’ behaviors and on the evaluation of groups’ effectiveness. Collapsing all these dimensions of the communication network into a unique number, such as the one typically used in self-reported network data, might limit the researchers’ comprehension of how network relationships really work and evolve in organizations. We believe this to be the main theoretical contribution of our study.

Our research also expands on the role of team leaders. Previous research by Balkundi et al. [9] has claimed that a formal leader’s high centrality (as a proxy for prestige) in the intrateam advice network generates lower team conflict and higher team viability, whereas opposite effects are posited when the leader acts as a broker between otherwise unconnected team members. Other studies underline the positive relationship between team leaders’ ties with external parties in the organizational network and team overall performance [33], team creative performance especially [52]. In particular, the latter authors suggest that leaders’ gatekeeping role should be coupled with a limited involvement in the intrateam communication and problem solving network. Our findings enrich this view by stressing the positive outcomes that team leaders who have also a high external prestige, in addition to internal prestige, can bring to their groups. Contrary to Kratzer and colleagues’ predictions, our data suggest the need for a ‘fit’ between leaders’ external and internal work-related networks. Group J leader couples her external network centrality with a similar centrality in the internal network, thus suggesting that this group would be more equipped from a relational point of view to bring in and incorporate within its daily activities external inputs and insights. Conversely, group A leader acts mainly as a gatekeeper, but her peripheral role in intrateam work-related network
does not allow the group to exploit the same opportunities. Group M leader’s enactment of external interactions, which concentrated mainly in the second half of the collection development process, makes it hard to actively exploit external advice and information. Our evidence seems therefore to apply the argument of contingency between internal and external network ties prompted by Shan et al. [39] also to team leaders’ behaviors.

In addition, our evidence brings to the fore that the experience of working with organizational actors who do not belong to the group represents an asset for the leader of the highest performing group that is not shared by other team members (who do not have equal access to external networks). An unequal spread of experience within a group adds up to the group performance: this finding is in line with Gardner et al.’s [14] argument that, when the tasks required of team members are uncertain, an uneven distribution of experiential resources increases knowledge integration capability since team members can easily detect, and make reliance on, those individuals who have more experience and competencies. Bringing these reflections together, we maintain that a team leader who is capable and willing to set and handle ties outside the team boundaries, as well as within the group, enhances the team effectiveness.

Our findings and future research should be considered in light of the study’s strengths and limitations. One of its major strengths is that the research was conducted in the field on real groups working on a production task. The long time spent in the field allowed us to understand how the groups’ specific tasks and networks of relationships impacted on group effectiveness. As underlined by Hansen [53] first, and by Cummings and Cross [18] later, one of the challenges in developing a deep comprehension of the relationship between groups’ social structure and performance lies in the ability of researchers to come to grips with the characteristics of the work itself. Our field study has two methodological contributions to do, then. First, we integrate qualitative and quantitative techniques both in data gathering and in data analysis, while the majority of qualitative and quantitative studies are based upon respectively qualitative or quantitative techniques only. By combining qualitative, typically field note excerpts and their coding, and quantitative, mostly social network analysis techniques, we achieve a more thorough and rich comprehension of the social setting under examination. Second, unlike the vast majority of studies on social networks (e.g., [16]), observing phenomena at the time and in the place where they occur allows us to grasp the actual interactions among group members and between group members and other organizational actors, and not only those intentionally declared during structured interviews.

However, the exploratory analysis of a single case does not allow us to make general statements; accordingly, our evidence cannot be generalized to other settings. We believe that the model that we built has theoretical significance [54], but more work is needed to understand if the relations that we observed can be applied to other organizations or whether they need further refinements. Moreover, in order to assess the viability of the processes that we observed, it would be worth observing again the same groups in the development of another collection. Replication of
the study in groups performing different tasks and operating in markets placing different demands on them might also help define better the interplay between social networks and group performance.

From a managerial viewpoint, the evidence of a design for manufacturing approach spontaneously activated by a group operating in a fashion industry raises important issues concerning that specific industry and has immediate practical implications for firms whose upstream activities substantially impact the ones downstream. In these cases, usually the effectiveness of first steps, which account for the product design phase, can be improved not only by developing specific design competencies, but also by linking competencies that are distributed downstream along the production chain and, sometimes, through the involvement of suppliers and final clients in the whole process as well.

According to the above description of a fashion collection development process, it clearly appears that the tasks performed by the groups under study have the biggest impact on the whole process in terms of product quality, schedule, and budget performance. Nonetheless, only rarely do fashion firms apply design for manufacturing modalities to their manufacturing processes. The fashion industry culture in fact fosters the assumption that organizational units like engineering, production, and quality control, have to give way to the choices taken by upstream creative departments: creativity stands in the first place, no matter how this assumption may hamper the attainment of efficiency goals, and create internal tensions and conflicts [55]. The absence of constraints upon creative choices is believed to be the way to achieve high-quality products. According to this view, the collection development process seldom conveys feedbacks and recycles from downstream up to upstream departments. Under such circumstances, top management may mistakenly perceive modalities of design for manufacturing, alongside the interdependencies that it generates, as a potential threat to the very strict timetable of a fashion collection.

Nevertheless, in the context that we observed, the opportunity to map the enacted networks informed managers and group members about particular needs for communication and coordination that would have been difficult to comprehend based on self-reported networks only.

Glossary

**Adjacency matrix**  Actor-by-actor matrix in which the cell \( a_{ij} \) reports the number of interactions activated by the actor \( i \) that involve the actor \( j \), in relation to different properties of interactions.

**Communication Network**  Network involving all the relationships through which organizational actors share resources such as information, help, and guide related to the execution of their work.

**Group effectiveness**  Multidimensional construct that entails how: groups must produce outputs considered as adequate by those who receive, or who are in charge of evaluating; group members are able to work together in successive
tasks; group members derive satisfaction from the execution of their tasks in the group.

**Indegree**  The number of times an actor is drawn into an interaction by others.

**Outdegree**  The number of times an actor initiated an interaction.

**Work group**  Bounded set of individuals, working interdependently towards a common goal.

**Workplace Social Networks**  Ongoing social relationships in which organizational actors are embedded in the workplace.
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Overlapping Community Discovery Methods: A Survey

Alessia Amelio and Clara Pizzuti

Abstract The detection of overlapping communities is a challenging problem which is gaining increasing interest in recent years because of the natural attitude of individuals, observed in real-world networks, to participate in multiple groups at the same time. This review gives a description of the main proposals in the field. Besides the methods designed for static networks, some new approaches that deal with the detection of overlapping communities in networks that change over time, are described. Methods are classified with respect to the underlying principles guiding them to obtain a network division in groups sharing part of their nodes. For each of them we also report, when available, computational complexity and web site address from which it is possible to download the software implementing the method.

1 Introduction

Complex networks constitute an efficacious formalism to represent the relationships among objects composing many real world systems. Collaboration networks, the Internet, the world-wide-web, biological networks, communication and transport networks, social networks are just some examples. Networks are modeled as graphs, where nodes represent objects and edges represent interactions among these objects. One of the main problems in the study of complex networks is the detection of community structure, i.e. the division of a network into groups (clusters or modules) of nodes having dense intra-connections, and sparse inter-connections. In the last few years many different approaches have been proposed to uncover community structure in networks.
Much of the effort in defining efficient and efficacious methods for community detection has been directed on finding disjoint communities. However, communities may overlap, i.e. some nodes may belong to more than one group. The membership of an entity to many groups is very common in real world networks. For example, in a social network, a person may participate in several interest groups, in collaboration networks a researcher may collaborate with many groups, in citation networks a paper could involve more than one topic, in biological networks proteins play different roles in the cell by taking part in several processes.

In this review a description of the most recent proposals for overlapping community detection is given, and a classification in different categories is provided. Algorithms have been classified by taking into account the underlying principles guiding the methods to obtain network division in groups sharing part of their nodes.

Many recent reviews describing community detection algorithms have been published [7,11,12,20,38]. However, our review differs from those of [7,11,12,20] since we focus only on overlapping approaches, and from [38] because also dynamic approaches are described.

The paper is organized as follows. The next section gives some preliminary definitions necessary for the description of the approaches. Section 3 introduces the method categorization proposed in this review. Section 3.1 describes node seeds and local expansion methods. Section 3.2 considers clique expansion methods. Section 3.3 describes link clustering algorithms. Section 3.4 presents label propagation approaches. Methods for which a categorization in one of the defined classes was not possible are reported in Sect. 3.5. Section 3.6 considers the more recent proposals for dynamic networks. Section 4 gives some information regarding benchmarks that can be used to test algorithm performance. Finally, Sect. 5 gives some final considerations on the described methods and concludes the paper.

2 Preliminaries

In this section some basic definitions, necessary for a clear understanding of the concepts described in the survey, are given.

A network \( \mathcal{N} \) can be modeled as a graph \( G = (V, E) \) where \( V \) is a set of \( n = |V| \) objects, called nodes or vertices, and \( E \) is a set of \( m = |E| \) links, called edges, that connect two elements of \( V \). A community in a network is a group of vertices (i.e. a subgraph) having a high density of edges among them, and a lower density of edges between groups. In [11] it is observed that a formal definition of community does not exist because this definition often depends on the application domain. Nevertheless, an impressive number of methods has been proposed to detect communities in complex networks. Before starting with the description of overlapping approaches, it is necessary to introduce the concept of modularity because of its popularity and large use among researchers.

The concept of modularity has been originally defined by Girvan and Newman [26] as quality function to evaluate the goodness of a partition. Along the years,
however, it has been accepted as one of the most meaningful measures to partition a network, that more closely agrees with the intuitive concept of community on a wide range of real world networks.

The idea underlying modularity is that a random graph has not a clustering structure, thus the edge density of a cluster should be higher than the expected density of a subgraph whose nodes are connected at random. This expected edge density depends on a chosen null model. Modularity can be written in the following way:

$$Q = \frac{1}{2m} \sum_{ij} (A_{ij} - P_{ij}) \delta(C_i, C_j)$$  \hspace{1cm} (1)

where $A$ is the adjacency matrix of the graph $G$, $m$ is the number of edges of $G$, and $P_{ij}$ is the expected number of edges between nodes $i$ and $j$ in the null model. $\delta$ is the Kronecker function and yields one if $i$ and $j$ are in the same community, zero otherwise. When it is assumed that the random graph has the same degree distribution of the original graph, $P_{ij} = \frac{k_i k_j}{2m}$, where $k_i$ and $k_j$ are the degrees of nodes $i$ and $j$ respectively. Thus the modularity expression becomes:

$$Q = \frac{1}{2m} \sum_{ij} (A_{ij} - \frac{k_i k_j}{2m}) \delta(C_i, C_j)$$  \hspace{1cm} (2)

Since only the pairs of vertices belonging to the same cluster contribute to the sum, modularity can be rewritten as

$$Q = \sum_{s=1}^{k} \left[ \frac{l_s}{m} - \left( \frac{d_s}{2m} \right)^2 \right]$$  \hspace{1cm} (3)

where $k$ is the number of modules found inside a network, $l_s$ is the total number of edges joining vertices inside the module $s$, and $d_s$ is the sum of the degrees of the nodes of $s$. Thus the first term of each summand is the fraction of edges inside a community, and the second one is the expected value of the fraction of edges that would be in the network if edges fell at random without regard to the community structure. Values approaching 1 indicate strong community structure.

3 Methods

In this section, methods for the detection of overlapping communities are described. They have been classified in six different categories on the base of the methodology employed to identify communities. The categories are the following:

- Node seeds and local expansion
- Clique expansion
• Link clustering
• Label propagation
• Other approaches
• Dynamic networks

For each category, a short description of the main common features among algorithms of that class is provided.

3.1 Node Seeds and Local Expansion

The idea underlying these approaches is that starting from a node or a small set of nodes, a community can be obtained by adding neighboring nodes that improve a quality function. The quality function characterizes the structure of the obtained clustering.

Baumes et al. [4] introduced the concept of density function and defined a community as a subgraph that is locally optimal with respect to this density function. The internal $p_{in}$ and external $p_{ex}$ edge intensities of a community $C$ are defined as

$$p_{in}(C) = \frac{E(C)}{|C|(|C|-1)}$$

$$p_{ex}(C) = \frac{E_{out}(C)}{2|C|(n-|C|)}$$

(4)

where $E(C)$ is the number of internal edges of $C$ and $E_{out}(C)$ is the number of edges from nodes of $C$ towards nodes not belonging to $C$. Three weight or metric functions are defined to assign a weight to a graph. The internal edge probability

$$W_p = p_{in}(C)$$

(5)

that coincides with the internal edge density, the edge ratio

$$W_e = \frac{E(C)}{E(C) + E_{out}(C)}$$

(6)

and the intensity ratio

$$W_i = \frac{p_{in}(C)}{p_{in}(C) + p_{ex}(C)}$$

(7)

These metrics measure the intensity of communication within the clusters, and can be efficiently updated when a new node is added or removed from the cluster. Finally, to measure the difference between two clusters, the Hamming, or edit distance, and the percentage of non-overlap are defined.

In order to find overlapped communities, the authors proposed two methods. The first algorithm, *Iterative Scan (IS)*, starts by choosing an edge at random, called *seed*,
and adds or removes one vertex at a time until the chosen density metric improves. When no more improvement can be obtained, the algorithm stops and it is restarted with a new seed. Overlapping is possible because the restart process can reassign nodes already present in a cluster to another new forming community.

The second algorithm, Rank Removal (RaRe), assumes that there are some high-ranking nodes which, when removed from the graph, disconnect the graph into smaller connected components, called cores. The deleted nodes are then added to one or more cores. This means that the overlapping between two clusters is possible only through these vertices.

To validate the methods, the Hamming distance between each cluster of the true clustering and the obtained clustering is computed, then the average of all these distances is considered.

The choice of a random edge can negatively influence the result of IS. Thus the same authors modified their Iterative Scan method and proposed a more efficient algorithm for finding overlapping communities [3], named IS², that combines IS and RaRe. IS² also relies on a new strategy for initializing seed clusters able to compute the ranking of each node only once. The strategy is based on the observation that the only nodes capable of increasing cluster density are either the members of the cluster itself or members of the immediate neighborhood clusters, where neighboring clusters are those containing nodes adjacent to a node inside the cluster. Thus, rather than visiting each node for each iteration, nodes not belonging to one of these two groups can be skipped over.

Another variation of the IS method, that ensures connectivity of the detected communities, is described in [15].

Lancichinetti et al. [21] proposed a method to detect overlapping and hierarchical community structure, in the following referred as LFM, based on the concept of fitness of nodes belonging to a community $S$. Let $k^\text{in}_i(S)$ and $k^\text{out}_i(S)$ be the internal and external degrees of the nodes belonging to a community $S$. The fitness of $S$ is then defined as

$$F_S = \frac{k^\text{in}_i(S)}{(k^\text{in}_i(S) + k^\text{out}_i(S))^\alpha} \quad (8)$$

where $\alpha$, called resolution parameter, is a positive real-valued parameter controlling the size of the communities. When $k^\text{out}_i(S) = 0 \ \forall i$, $F_S$ reaches its maximum value for a fixed $\alpha$. The community fitness has been used in [21] to find communities one at a time. Node fitness with respect to a community $S$ is defined as the variation of community fitness of $S$ with and without the node $i$, i.e.

$$\mathcal{F}_S^i = F_{S \cup \{i\}} - F_{S \setminus \{i\}} \quad (9)$$

The method starts by picking a node at random, and considering it as a community $S$. Then a loop over all the neighbor nodes of $S$, not included in $S$, is performed in order to choose the neighbor node to be added to $S$. The choice is done by
computing the node fitness for each node, and augmenting $S$ with the node having the highest value of fitness. At this point the fitness of each node is recomputed, and if a node turns out to have a negative fitness value it is removed from $S$. The process stops when all the not yet included neighboring nodes of the nodes in $S$ have a negative fitness. Once a community has been obtained, a new node is picked and the process restarts until all the nodes have been assigned to at least one group. The authors found that the divisions obtained for the resolution parameter $\alpha = 1$ are relevant. However, they introduce a criterion to choose a clustering based on the concept of stability. A clustering is considered stable if it is delivered for a range of values of $\alpha$. The length of this range determines the more stable division, which is deemed the best result.

A different approach is applied by Lancichinetti et al. in [23] to choose the neighbor of a node to add to a cluster $S$. In fact, a method called OSLOM uses a statistical test to grow a community $S$ by evaluating the statistical significance of a node. The intuition under the approach is that, if a vertex $v$ shares many more edges with the nodes of $S$ than expected in the null model, then the relationship between $v$ and $S$ is unexpectedly strong, thus $v$ can be included in $S$.

**DOCS (Detecting Overlapping Community Structures)** [36] is a method based on an approach of global division followed by local expansion. DOCS uses classical spectral graph partitioning and random walk techniques. It first applies a spectral bi-section method with multi-level recursion to generate seed groups, and then employs a process of local expansion to add a vertex to the current cluster. The local optimization process randomly walks over the network from the seeds. In particular, the locally-optimal expansion process is based on the concept of modularity $Q$. At each time step, the scanned vertices are sorted in descending order with the degree normalized probabilities. If a vertex brings better $Q$ change to the community candidates, it may be absorbed as a new member of the community structure. Furthermore, the algorithm, besides trying to achieve a good $Q$ value, takes also into account the overlapping rate of the discovered communities. The user must fix a threshold $t$, and the expansion is continued until the overlapping rate is beyond the $t$ value.

**Moses** [25] is a greedy algorithm that optimizes a global objective function based on a statistical network model. In this model a graph is represented by a random symmetric adjacency matrix. The objective function computes the maximum likelihood estimators from the observed likelihood. Moses selects an edge $(u, v)$ at random and the community $C = \{u, v\}$ constituted by the two corresponding nodes is built by expanding it with new nodes taken from the set of neighboring nodes not yet added to $C$. Nodes are selected such that the objective function is maximized, and expansion continues until the highest value of the objective is obtained. Since edges are chosen at random with replacement, the same edge could be selected many times, and expanded in different communities. The algorithm periodically checks for all the communities found so far if the removal of one community improves the objective function. Furthermore, a tuning phase at the end of the expansion is performed. In this phase each node is removed from all the communities it has been assigned, and added to the communities to which it is connected by an edge. The
change is accomplished only if the objective function increases. *Moses* has been compared with the methods *LFM* of Lancichinetti et al. [20], *COPRA* of Gregory [18], *Iterative Scan (IS)* of Baumes et al. [4], *GCE* of Lee et al. [24], *CFinder* of Palla et al. [29]. The authors performed experiments by varying the overlap to range from one to ten communities per node, i.e. a node can participate from one until ten communities. They found that when the average overlap increases, *Moses* is able to recover community structure better than the other methods.

### 3.2 Clique Expansion

Clique expansion methods are similar to the approaches described in the previous section. However, they consider as seed cores highly connected sets of nodes constituted by cliques, and then generate overlapping communities by merging these cliques, applying different criteria.

*CFinder* [1] is a system to identify and visualize overlapped, densely connected groups of nodes in undirected graphs. It also allows to navigate the original graph and the communities found. The search algorithm *CFinder* uses the *Clique Percolation Method* [29] to find *k*-clique percolation clusters. A *k*-clique is a complete subgraph constituted by *k* nodes. Two cliques are said adjacent if they share exactly *k* − 1 nodes. A *k*-clique percolation cluster is defined as the union of all *k*-cliques that can be reached from each other through a series of adjacent *k*-cliques. The parameter *k* has to be provided in input. The higher the value of *k*, the smaller the size of the highly dense groups. The authors suggest that a value between 4 and 6 gives the richest group structure. *CFinder* works as follows. First of all, the community finding algorithm extracts all the maximal complete subgraphs, i.e. the cliques. Then a clique-clique overlap matrix is prepared. In this matrix each row (and column) corresponds to a clique, the diagonal contains the size of the clique, while the value contained in the position (*i, j*) is the number of common nodes between the cliques *i* and *j*. *K*-clique communities are obtained by deleting every element on the diagonal smaller than *k*, and every element off the diagonal smaller than *k* − 1, replacing the remaining elements by one, and finally finding the connected components in the modified matrix.

Shen et al. [35] proposed a hierarchical agglomerative algorithm named *EAGLE* (agglomerativE HierarchicAL clusterinG based on maximaL cliquE) to uncover hierarchical and overlapping community structure in networks. The method is based on the concepts of *maximal cliques*, i.e. cliques that are not a subset of another clique, and *subordinate maximal cliques*, i.e. maximal cliques whose vertices are contained in some other larger maximal clique. Fixed a threshold *k*, all the subordinate maximal cliques with size smaller than *k* are discarded. The deletion of these cliques implies that some vertices do not belong to any maximal clique. These vertices are called *subordinate vertices*. The algorithm starts by considering as initial communities the maximal cliques and the subordinate vertices. Then, for each couple of communities, the similarity between them is computed and
the two groups with maximum similarity are merged. This process is repeated until only one community remains. The similarity $M$ between two communities is defined by specializing the concept of modularity, introduced by Newmann, for two communities $C_1$ and $C_2$:

$$M = \frac{1}{2m} \sum_{v \in C_1, w \in C_2, v \neq w} [A_{vw} - \frac{k_v k_w}{2m}]$$  \hspace{1cm} (10)$$

where $m$ is the total number of edges in the network, $A$ is the adjacency matrix of the network, $k_v$ is the degree of node $v$. The evaluation of the results obtained is performed by computing an extended modularity value $EQ$ that takes into account the number of communities a node belongs to. This value is computed as follows:

$$EQ = \frac{1}{2m} \sum_i \sum_{v \in C_i, w \in C_i} \frac{1}{O_v O_w} [A_{vw} - \frac{k_v k_w}{2m}]$$  \hspace{1cm} (11)$$

where $O_v$ is the number of communities to which $v$ belongs. The value of $EQ$ is used by the authors to cut the generated dendrogram and to select the community structure having the maximum extended modularity value. Experiments on two real life networks show that the results obtained are meaningful.

Greedy Clique Expansion (GCE) is a community detection algorithm proposed by Lee et al. [24] that assigns nodes to multiple groups by expanding cliques of small size. A clique is considered as the seed or core of a community $C$, and it is used as starting point to obtain $C$ by greedily adding nodes that maximize a fitness function. The fitness function adopted is that proposed by Lancichinetti et al. [20]. The algorithm first finds the maximal cliques contained in the graph $G$ representing the network, with at least $k$ nodes. Then it creates a candidate community $C'$ by selecting the largest unexpanded seed and adding the nodes contained in the frontier that maximize the fitness function. This expansion is continued until the inclusion of any node would lower the fitness. At this point GCE checks if the community $C'$ is near-duplicate, i.e. $C'$ is compared with all the already obtained communities, and it is accepted only if it is sufficiently different from these communities. All the steps are repeated until no seeds remain to be considered. In order to decide if a community is near-duplicate, a distance measure between communities, based on the percentage of uncommon nodes, is introduced. This measure is defined as follows. Given two communities $S$ and $S'$,

$$\delta_E(S, S') = 1 - \frac{|S \cap S'|}{\min(|S|, |S'|)}$$  \hspace{1cm} (12)$$

This measure can be interpreted as the proportion of nodes belonging to the smaller community that are not members of larger community. Fixed a parameter $\epsilon$ as the minimum community distance, and a set of communities $W$, the near-duplicates of $S$ are all the communities in $W$ that are within a distance $\epsilon$ from $S$. 

GCE has been compared with other state-of-the-art overlapping community detection methods, and, analogously to Moses, it performs better when the number of communities that a node can belong to increases from 1 to 5.

### 3.3 Link Clustering

Link clustering methods propose to detect overlapping communities by partitioning the set of links rather than the set of nodes. To this end, the line graph is used. The line graph $L(G)$ of an undirected graph $G$ is another graph $L(G)$ such that (1) each vertex of $L(G)$ represents an edge of $G$, and (2) two vertices of $L(G)$ are adjacent if and only if their corresponding edges share a common endpoint in $G$. Thus a line graph represents the adjacency between edges of $G$. The main advantage of applying clustering to the line graph is that it produces an overlapping graph division of the original interaction graph, thus allowing nodes to be present in multiple communities.

Pereira et al. [30] have been the first in using the line graph to find overlapping modules for protein–protein interaction networks. To this end they applied a well known method (MCL [8]) for protein interaction networks to the line graph.

Evans and Lambiotte [10] argued that any algorithm that partitions a network can be applied to partition links for discovering overlapping community structure. They first reviewed a definition of modularity which uses statistical properties of dynamical processes taking place on the edges of a graph, and then proposed link partitioning by applying the new modularity concept. In particular, the traditional modularity $Q$ is defined in terms of a random walker moving on the links of the network. Such a walker would therefore be located on the links instead of the nodes at each time $t$, and its movements are between adjacent edges, i.e. links having one node in common. Three quality functions for partitioning links of a network $G$ have been proposed. Each formalizes a different dynamical process and explores the structure of the original graph $G$ in a different way.

In the first dynamical process, Link-Link random walk, the walker jumps to any of the adjacent edges with equal probability. In the second process, Link-Node-Link random walk, the walker moves first to a neighboring node with equal probability, and then jumps to a new link, chosen with equal probability from those new edges incident at the node. In the last process, the dynamics are driven by the original random walk but are projected on the links of the network. The stabilities of the three processes have been defined by generalizing the concept of modularity to paths of arbitrary length, in order to tune the resolution of the optimal partitions. The optimal partitions of these quality functions can be discovered by applying standard modularity optimization algorithms to the corresponding line graphs. An extension to deal with weighted line graphs is reported in [9].

GA-NET+ is a method proposed by Pizzuti [31] that employs Genetic Algorithms [14]. A Genetic Algorithm (GA) evolves a constant-size population of elements (called chromosomes) by using the genetic operators of reproduction, crossover and
mutation. Each chromosome represents a candidate solution to a given problem and it is associated with a fitness value that reflects how good it is, with respect to the other solutions in the population. The method uses the concept of community score to measure the quality of the division in communities of a network. Community score is defined as follows.

Let $\mu_i$ denote the fraction of edges connecting node $i$ to the other nodes in a community $S$. More formally

$$\mu_i = \frac{1}{|S|} k^n_i(S)$$

where $|S|$ is the cardinality of $S$, and $k^n_i(S) = \sum_{j \in S} A_{ij}$ is the number of edges connecting $i$ to the other nodes in $S$.

The power mean of $S$ of order $r$, denoted as $M(S)$ is defined as

$$M(S) = \frac{\sum_{i \in S} (\mu_i)^r}{|S|}$$

The volume $v_S$ of a community $S$ is defined as the number of edges connecting vertices inside $S$, i.e the number of 1 entries in the adjacency sub-matrix of $A$ corresponding to $S$, $v_S = \sum_{i,j \in S} A_{ij}$.

The score of $S$ is defined as $\text{score}(S) = M(S) \times v_S$. The community score of a clustering $\{S_1, \ldots, S_k\}$ of a network is defined as

$$\mathcal{CS} = \sum_{i} \text{score}(S_i)$$

Community score gives a global measure of the network division in communities by summing up the local score of each module found. The problem of community identification can then be formulated as the problem of maximizing $\mathcal{CS}$.

The algorithm tries to maximize $\mathcal{CS}$ by running the genetic algorithm on the line graph $L(G)$ of the graph $G$ modeling the network. As already pointed out, a main advantage in using the line graph is that the partitioning of $L(G)$ obtained by $GA-NET+$ corresponds to an overlapping graph division of $G$. The method uses the locus-based adjacency representation. In this representation an individual of the population consists of $N$ genes $g_1, \ldots, g_N$ and each gene can assume allele values $j$ in the range $\{1, \ldots, N\}$. Genes and alleles represent nodes of the graph $G = (V, E)$ modelling a network $\mathcal{N}$, and a value $j$ assigned to the $i$th gene is interpreted as a link between the nodes $i$ and $j$ of $V$, thus in the clustering solution found $i$ and $j$ will be in the same cluster. $GA-NET+$ starts by generating a population initialized at random with individuals representing a partition in subgraphs of the line graph $L(G)$. After that, the fitness of the individuals from the original graph must be evaluated and a new population of individuals is created by applying uniform crossover and mutation. The dense communities present in the network structure
are obtained at the end of the algorithm, without the need to know in advance the exact number of groups. This number is automatically determined by the optimal value of the community score.

Ahn et al. [2] proposed a hierarchical agglomerative link clustering method to group links into topologically related clusters. The algorithm applies a hierarchical method to the line graph by defining two concepts: link similarity and partition density. Link similarity is used during the single-linkage hierarchical method to find the pair of links with the largest similarity in order to merge their respective communities. This similarity measure is defined as follows. Let a node $i$ be given, the inclusive neighbors of $i$ are

$$n_+(i) = \{x \mid d(i, x) \leq 1\}$$

where $d(i, x)$ is the length of the shortest path between nodes $i$ and $x$. Thus $n_+(i)$ contains the node itself and its neighbors. Then, the similarity $S$ between two links $e_{ik}$ and $e_{jk}$ can be defined by using the Jaccard index:

$$S(e_{ik}, e_{jk}) = \frac{|n_+(i) \cap n_+(j)|}{|n_+(i) \cup n_+(j)|} \quad (16)$$

The similarity between links is also extended to networks with weighted, directed, or signed links (without self-loops). The agglomerative process is repeated until all links belong to a single cluster. To find a meaningful community structure, it is necessary to decide where the built dendrogram must be cut. To this end, the authors introduce a new quantity, the partition density $D$, that measures the quality of a link partitioning.

Partition density is defined as follows. Let $m$ be the number of links of a given network, and $\{P_1, \ldots, P_C\}$ the partition of the links in $C$ subsets. Each subset $P_c$ has $m_c = |P_c|$ links and $n_c = \mid \cup_{e_{ij} \in P_c} \{i, j\} \mid$ nodes. Then

$$D_c = \frac{m_c - (n_c - 1)}{m_c - (n_c - 1) / 2 - (n_c - 1)} = 2 \frac{m_c - (n_c - 1)}{(n_c - 2)(n_c - 1)} \quad (17)$$

is the normalization of the number of links $m_c$ by the minimum and maximum number of possible links between $n_c$ connected nodes. It is assumed that $D_c = 0$ when $n_c = 2$. The partition density $D$ is the average of the $D_c$, weighted by the fraction of present links:

$$D = \frac{2}{m} \sum_c m_c \frac{m_c - (n_c - 1)}{(n_c - 2)(n_c - 1)} \quad (18)$$

The authors, in order to compare their approach with other state-of-the-art methods, introduce four measures. Two measures, community quality and overlap quality, are based on metadata known possessed by some networks studied in the literature. These metadata consist of a small set of annotations or tags attached to each node.
The other two measures, community coverage and overlap coverage, consider the amount of information extracted from the network. Community coverage counts the fraction of nodes that belong to at least one community of three or more nodes, called nontrivial communities. The authors state that this measure provides a sense of how much of the network is analyzed. Overlap coverage counts the average number of membership per nodes to nontrivial communities. When the communities are not overlapping, the two coverage measures give the same information.

### 3.4 Label Propagation

In label propagation approaches a community is considered a set of nodes which are grouped together by the propagation of the same property, action or information in the network.

Gregory in [19] proposed the algorithm COPRA (Community Overlap PRopagation Algorithm), as an extension of the label propagation technique of Raghavan et al. [32]. The main modification consists in assigning multiple community identifiers to each vertex. The method, thus, associates with each vertex $x$ a set of couples $(c,b)$, where $c$ is a community identifier and $b$ is a belonging coefficient expressing the strength of $x$ as member of community $c$. COPRA starts by giving to each vertex a single label with belonging coefficient set to 1. Then, repeatedly, each vertex $x$ updates its labels by summing and normalizing the belonging coefficients of its neighboring nodes. The new set of $x$’s labels is constituted by the union of its neighbor labels. However, in order to limit the number of communities a vertex can participate, a parameter $v$ must be given in input. In particular, the labels whose belonging coefficient is less that $1/v$ are deleted. COPRA has a nondeterministic behavior when all the belonging coefficients corresponding to the labels associated with a vertex are the same, but below the threshold. In such a case a randomly selected label is maintained, while the remaining are discarded. Finally, communities totally contained in others are removed, and disconnected communities that could be generated are split in connected ones.

Wu et al. in [37] pointed out that the input parameter $v$ makes COPRA unstable since it is a global vertex-independent parameter not taking into account that, often, most nodes are non-overlapping, while few nodes participate in many communities. Thus an appropriate choice of $v$ is difficult and it induces the non-determinism described above. To overcome this shortcoming, Wu et al. proposed BMLPA (Balanced Multi-Label Propagation Algorithm), a method based on a new label update strategy that computes balanced belonging coefficients, and does not limit the number of communities a node can belong to. A balanced belonging coefficient is computed by normalizing each coefficient by the maximum value a vertex has, and retaining it only if its normalized value is above a fixed threshold $p$. Another characteristic introduced by BMLPA is the initialization process of vertex labels based on the extraction of overlapping rough cores. Such cores allow BMLPA to efficiently assign labels to each node, and to effectively update labels since the
threshold $p$, independently the value chosen, would make the new update strategy not work well because each node would retain all the labels of its neighbors.

SLPA [39, 40] is another extension of the label propagation technique of Raghavan et al. [32] that adopts a speaker–listener based information propagation process. Each node is endowed with a memory to store the labels received. It can have both the role of listener and speaker. In the former case it takes labels from the neighbors and accepts only one following a listening rule, such as the most popular observed at the current step. If it is a speaker, it sends a label to the neighboring listener node by choosing a label with respect to a certain speaker rule, such as single out a label with probability proportional to its frequency in the memory. The algorithm stops when a fixed number $t$ of iterations has been reached.

### 3.5 Other Approaches

In this section methods which could not be categorized in one of the above classes are reported.

Zhang et al. [41] developed an algorithm for detecting overlapping community structure by combining modularity concept, spectral relaxation and fuzzy c-means. In particular, a new modularity function extending the Newman’s modularity concept is introduced to take into account soft assignments of nodes to communities. The problem of maximizing the modularity function is reformulated as an eigenvector problem. Fixed an upper bound to the number $k$ of communities, the top $k-1$ eigenvectors of a generalized eigen system are computed, and a mapping of the network nodes into a $d$-dimensional Euclidean space is performed, where $d \leq k-1$. After that, fuzzy c-means clustering is applied to group nodes by maximizing the modified modularity function.

In [16] Gregory presented a hierarchical, divisive approach, based on Girvan and Newman’s algorithm (GN) [13], but extended with a novel method of splitting vertices. CONGA (Cluster-Overlap Newman Girvan Algorithm ) adds to the GN algorithm the possibility to split vertices between communities, based on the concept of split betweenness. This concept allows to choose either to split a vertex or remove an edge. The edge betweenness of an edge $e$ is the number of shortest paths, between all pairs of vertices, that pass along $e$. A high betweenness indicates that the edge acts as a bottleneck between a large number of vertex pairs and suggests that it is an inter-cluster edge. The split betweenness of a vertex $v$ is the number of shortest paths that would pass between the two parts of $v$ if it were split. A vertex can be split in many ways; the best split is the one that maximizes the split betweenness. An approximate, efficient algorithm has been presented for computing split betweenness and edge betweenness at the same time. In CONGA, a network is initially considered as a single community, assuming it is connected. After one or more iterations, the network is subdivided into two components (communities). Communities are repeatedly split into two until only singleton communities remain.
If binary splits are represented as a dendrogram, the network can be divided into any desired number of communities.

CONGA has a complexity of $O(m^3)$, where $m$ is the number of edges, thus it is rather inefficient. A faster implementation of CONGA, named CONGO, that uses local betweenness and runs in $O(m \log m)$ is proposed by the same author in [17].

Chen et al. in [6] proposed an approach to find communities with overlaps and outlier nodes based on visual data mining. They consider a community as a network partition whose entities share some common features and a relationship metric is adopted to evaluate the proximity of the entities each other. Such metric is based on the notion of random connections useful to identify communities which are considered as non-random structures. Furthermore, it takes into account the neighborhood around any two nodes in order to evaluate their relationship. An algorithm that generates an ordering of the network nodes according to their relation scores is presented. From this ordered list of nodes, communities are obtained by considering a consecutive group of nodes with high relation score. A 2D visualization of these scores shows peaks and valleys, where a sharp drop of relation scores after a peak is interpreted as the end of a community, while the valleys between two peaks represent a set of hubs which belong to several communities. By this visualization a user is requested to fix a community threshold and an outlier threshold that allow the algorithm to decide whether a node should be considered an outlier or be added to the current community. The authors state that the main advantage of this visual mining approach is that a user can easily provide input parameters that allow the method to find communities, hub nodes, and outliers.

Rees and Gallagher [33] proposed an approach to discover communities based on the collective viewpoint of individuals. The base concept is that each node in the network knows, by way of its egonet, the members of its friendship group. An egonet is an induced subgraph composed of a central node, its neighbors, and all edges among nodes in the egonet that are also links in the main graph. Therefore, by merging each individual’s views of friendship groups, communities can be discovered. The friendship groups represent the small clusters, extracted from egonets, composed of the central node and connected neighbors. More friendship-groups can be combined to create a community. The algorithm consists of two steps; the first one is the detection of friendship groups, while the second step comprises the merging of friendship groups into communities. In step one, the algorithm iterates through every node in the graph, centering on the selected vertex and computing the egonet. After that, friendship groups are extracted from that egonet, and the central node is eliminated, since it is known to exist in multiple friendship groups. Consequently, the graph breaks into multiple connected components. The central vertex is then added back to each connected component obtained to create the friendship groups. The output of the first phase is a set of friendship groups, from an egocentric point of view. The second step consists in merging the groups into communities. This process is done by first merging all exact matches, i.e. groups that are complete or proper subsets of other groups. Finally, groups that are relatively close, i.e. groups that match all but one element from the smaller group, are merged. The process is repeated until no more merges can be performed.
The same authors, in [34] presented a swarm intelligence approach for overlapping community detection. A network is considered as a set of agents corresponding to nodes characterized by neighbors. Each agent interacts with its social groups. The agent knows the set of its friends and even which of their friends are also friends. Friends agree on a common community ID inside the different social groups or friendship groups. The algorithm consists of the following steps. First of all, each agent is assigned an identifier ID. It determines a complete map of its neighborhood and builds an egonet. Starting from the egonet, the friendship groups can be extracted by a union-find algorithm. Each friendship group is identified by a unique ID, composed by the base agent ID and a unique incrementing decimal value. Secondly, within each friendship group, the agent will ask to its neighbors their views of the friendship group (which can be various from different perspectives) in order to identify the non-propagating nodes (nodes whose views differ from the agent view and consequently their information is not further propagated). Finally, the assigned friendship groups IDs are propagated. In particular, if the ID value on one of the friendship groups has been modified, the new ID value will be spread to the nodes inside the friendship group. The process is repeated until the convergence in propagation has been reached. At the end of the process, each agent will have a list of assigned communities. Communities can be easily detected because they are groups of agents that share a common ID value.

3.6 Dynamic Networks

The methods described so far do not take into account an important aspect characterizing networks: i.e. the evolution they go through over time. The representation of many complex systems through a static graph, even when the temporal dimension describing the varying interconnections among nodes is available, does not allow to study the network dynamics and the changes it incurs over time.

Dynamic networks, instead, capture the modifications of interconnections over time, allowing to trace the changes of network structure at different time steps. Analyzing networks and their evolution is recently receiving an increasing interest from researchers. However, there have been few proposals for the detection of overlapping communities in dynamic social networks. In the following the more recent methods aiming to seek out dynamic communities are described.

Palla et al. [28] have been among the first researchers to introduce an approach that allows to analyze the time dependence of overlapping communities on a large scale and as such, to uncover basic relationships characterizing community evolution. Actually they argued that at each time step communities can be extracted by using the Clique Percolation Method (CPM) [29]. The events that characterize the life time of a community are growth or contraction, at each time step a new community can appear, while others can disappear. Furthermore groups can merge or split. In order to identify community evolution along time, the authors proposed to merge networks of two consecutive time steps \( t \) and \( t+1 \), and then apply the CPM.
method to extract the new community structure of the joint network. Since the joined graph contains the union of the links of the two graphs, any community from time step $t$ to $t+1$ can only grow, merge or remain unchanged, more than one community can be merged into a single community, but no community may lose members. Consequently, any community in one of the original networks can be contained in exactly one community of the joined network. Communities in the joint graph provide a way to match communities between time steps $t$ and $t+1$. If a community in the joint graph contains a single community from $t$ and a single community from $t+1$, then they are matched. If the joint group contains more than one community from either time steps, the communities are matched in descending order of their relative node overlap. Overlap is computed for every pair of communities from the two time steps as the fraction of the number of common nodes to the sum of number of nodes of both communities. Experiments on two real-life networks showed that large groups remain alive if they undergo dynamic changes. On the contrary, small groups survive if they are stable.

Cazabet et al. [5] introduced the concepts of intrinsic community and longitudinal detection, and proposed an algorithm named iLCD (intrinsic Longitudinal Community Detection) to discover highly overlapping groups of nodes. An intrinsic community is considered one that owns a characteristic deemed meaningful, such as for example being a 4-clique. Longitudinal detection means that, starting from an intrinsic community, new members join gradually like the snowball effect. iLCD considers the list of edges ordered with respect to the time they appeared, and, for each edge $\{u, v\}$ of the set of edges $E_t$ created at time $t$, it performs three steps. First, for each community $C$ which $u$ (resp. $v$) belongs to, it tries to add $v$ (resp. $u$), as explained below. Then, if $u$ and $v$ do not already belong to any community, it tries to create a new one; finally, similar communities are merged. The first step of updating existing communities by the addition of new nodes is realized by estimating, for each community, the mean number of second neighbors $EMSN$, i.e. nodes that can be reached with a path of length 2 or less, and the mean number of robust second neighbors $EMRSN$, i.e. nodes that can be reached with at least two paths of length 2 or less. A new node is accepted in the community if the number of its neighbors at rank 2 is greater than $EMSN$, or the number of its robust neighbors at rank 2 is greater than $EMRSN$. The second step of creating a new community checks whether the couple of nodes $(u, v)$ constitutes a minimal predefined pattern, like a 4-clique. This intrinsic property must be predetermined. Finally merging is executed by fixing an overlap threshold, and when two communities have an overlap above the threshold, the smaller is deleted and the greater is retained. This choice, as the authors point out, limits the use of uncertain heuristics. Comparison with other methods shows that this approach outperforms CPM only if the network is highly dense.

Another recent proposal to detect overlapping communities in dynamic networks is described in [27] by Nguyen et al. The method, named AFOCS (Adaptive Finding Overlapping Community Structure), consists of two phases. In the first phase local communities are obtained by searching for all the groups of nodes $C$ whose internal density
\[ \psi(C) = \frac{|C^{in}|}{|C| * (|C| - 1) / 2} \]  \hspace{1cm} (19)

where \( C^{in} \) is the number of internal connections of \( C \), i.e. the number of links having both endpoints in \( C \), is higher than a threshold \( \tau(C) \) defined as

\[ \tau(C) = \frac{\sigma(C)}{|C| * (|C| - 1) / 2} \]  \hspace{1cm} (20)

where

\[ \sigma(C) = (|C| * (|C| - 1) / 2)^{1 - \frac{1}{|C| * (|C| - 1) / 2}} \]  \hspace{1cm} (21)

The local communities are then merged provided that their overlapping score is higher than a value given as input parameter. The second phase adaptively updates the communities obtained in the first step, by considering how the network evolves over time. The authors individuate four major changes a network can incur: a new node and its adjacent edges are either added or removed to/from the network; a new edge connecting two existing nodes is added or an existing edge is removed. The algorithm is able to obtain the new community structure by adopting the more apt strategy to determine whether a community will split, or two communities will merge. A comparison with existing approaches showed that AFOCS performances are competitive with other methods, mainly as regards running time.

4 Benchmarks for Testing Algorithms

The capability of an algorithm in detecting community structure is usually validated by testing the method on artificial or real world networks for which the division in communities is known. Since the availability of ground-truth community structure for large real networks is rather difficult, synthetic benchmarks built by specifying parameters to characterize network structure are preferred.

One of the most known benchmarks for non-overlapping networks has been proposed by Girvan and Newman in [13]. The network consists of 128 nodes divided into four communities of 32 nodes each. Edges are placed between vertex pairs at random but such that \( z_{in} + z_{out} = 16 \), where \( z_{in} \) and \( z_{out} \) are the internal and external degree of a node with respect to its community. If \( z_{in} > z_{out} \) the neighbors of a node inside its group are more than the neighbors belonging to the other three groups, thus a good algorithm should discover them. This benchmark, as observed in [20], however, is rather simple since it is characterized by non-overlapping communities having all the same size and by nodes having the same expected degree. Thus, Lancichinetti et al. [22] proposed a new class of benchmarks that extends the Girvan and Newman’s benchmark by introducing power law degree distributions, different community size, and percentage of overlap between communities.
Table 1 A summarization of the reviewed methods. For EAGLE, $h$ is the number of pairs of maximal cliques which are neighbors, and $s$ is the number of maximal cliques; for GCE, $h$ is the number of cliques; for Ahn and AFOCS, $d_{\text{max}}$ is the maximum node degree; for GA-NET+, $t$ is the number of generations and $p$ the population size; for SLPA $t$ is the number of iterations performed by the algorithm.

| Approach                        | Method          | Reference                  | Complexity          |
|---------------------------------|-----------------|----------------------------|---------------------|
| Node seeds and local expansion  | IS, RaRe        | [3, 4, 15]                 | $O(mk + n)$         |
|                                 | $IS^2$, CIS     |                            |                     |
|                                 | LFM             | Lancichinetti al.          |                     |
|                                 | OSLOM           | [21, 23]                   | $O(n^2)$            |
|                                 | DOCS            | Wei et al. [36]            | –                   |
|                                 | Moses           | McDaid and Hurley [25]     | $O(n^2)$            |
|                                 | Clique CFinder  | Palla et al.               | $O(m \frac{\log m}{10})$ |
|                                 | CPM             | [1, 29]                    |                     |
|                                 | EAGLE           | Shen et al. [35]           | $O(n^2 + (n + h)s)$ |
|                                 | GCE             | Lee et al. [24]            | $O(mh)$             |
|                                 | Line graph      | Evans and Lambiotte [9, 10]|                     |
|                                 | GA-NET+         | Pizzuti [31]               | $O(tp(m + m \log m))$ |
|                                 | Ahn             | Ahn et al. [2]             | $O(n d_{\text{max}}^2)$ |
|                                 | COPRA           | Gregory [19]               | $O(vm \log(vm/n))$ |
|                                 | BMLPA           | Wu et al. [37]             | $O(n \log n)$      |
|                                 | SLPA            | Xie et al. [39, 40]        | $O(tm)$             |
|                                 | Dynamic methods | CPM           | Palla et al. [29]   |                     |
|                                 | iLCD            | Cazabet et al. [5]         | $O(nk^2)$           |
|                                 | AFOCS           | Nguyen et al. [27]         | $O(d_{\text{max}} m) + O(n^2)$ |
|                                 | Other methods   | FCM            | Zhang et al. [41]   | $O(nk^2)$           |
|                                 | CONGA           | Gregory [16]              | $O(m^3)$            |
|                                 | CONGO           | Gregory [17]              | $O(m \log m)$      |
|                                 | ONDOCS          | Chen et al. in [6]         | –                   |
|                                 | Egonet          | Rees and Gallagher [33]    | $O(n (\log n)^2 + n^2 \log n)$ |
|                                 | Swarm egonet    | Rees and Gallagher [34]    | $O(n \log^2 n)$     |

The benchmark is also characterized by the mixing parameter $\mu = \frac{z_{\text{out}}}{z_{\text{in}}+z_{\text{out}}}$ that gives the ratio between the external degree of a node and the total degree of the node. When $\mu < 0.5$ the communities are well defined, thus a good algorithm should discover them. The software is public and can be downloaded from [http://sites.google.com/site/andrealancichinetti/software](http://sites.google.com/site/andrealancichinetti/software).

5 Discussion and Conclusions

The paper reviewed state-of-the-art approaches for the detection of overlapped communities. Methods have been classified in different categories. Node seed and local expansion methods together with clique expansion approaches are characterized by
the same idea of starting with a node (in the former case), or a group of nodes (in the latter case) and then expanding the current cluster until the adopted quality function increases. Link clustering methods detect overlapping communities by partitioning the set of links rather than the set of nodes by using the line graph corresponding to the network under consideration. Since generally the number of edges is much higher than the number of nodes, these methods are computationally expensive. Label propagation approaches are among the most efficient since they start from a node and visit neighboring nodes to propagate class label. Approaches reported in Sect. 3.5 to find overlapping communities adopt strategies that substantially differ from the others. Thus Zhang et al. [41] use modularity, spectral relaxation and fuzzy c-means, Gregory [17] relies on the concept of split betweenness to duplicate a node, Chen et al. [6] propose an interactive approach based on visual data mining, Rees and Gallagher [33,34] use the concept of egonet and apply swarm intelligence. Dynamic approaches try to deal with the problem of network evolution and constitute a valid help in understanding changes a network might undergo over time.

A summarization of the described methods is reported in Table 1. For each method, when known, the computational complexity is reported. Furthermore, in Table 2, a link to the web site from which it is possible to download the software implementing the algorithm is given.

Though the number of approaches present in the literature is notably, the results obtained by each of them are substantially different, thus there is no a universal method that is competitive with respect to all the others for networks having different characteristics such as sparsity, degree distribution, overlap percentage among communities, and so on. As pointed out in [38], there are two questions that researchers should focus on: “when to apply overlapping methods and how significant the overlapping is”. Investigation on these issues and extensions to weighted networks constitute open problems for future research.
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Classification in Social Networks

Zehra Çataltepe and Abdullah Sönmez

Abstract Production of social network data in different kinds and huge amounts brings with it classification problems which need to be solved. In this chapter, we introduce a framework for classification in a social network. Aggregation of neighbor labels and sampling are two important aspects of classification in a social network. We give details of different aggregation methods and sampling methods. Then, we discuss different graph properties, especially homophily, which may be helpful in determining which type of classification algorithm should be used. We give details of a collective classification algorithm, ICA (Iterative Classification Algorithm), which can be used for semi-supervised learning in general and transductive learning in particular on a social network. We present classification results on three different datasets, using different aggregation and sampling methods and classifiers.

1 Introduction

In most machine learning applications, the observed and unobserved instances are assumed to be drawn independently from the same distribution. Classification problems are solved using instances’ features (content) and labels. Connections/dependencies/relations between instances are not taken into consideration. On the other hand, learning problems with network information, where for each node its features and relations with other nodes are available, become more common in our lives. Examples include social [39], semantic [36], financial [3], communication [10] and gene regulatory [2] networks. Classification of nodes or links in the
network, discovery of links or nodes which are not yet observed or identification of essential nodes or links, are some of the research areas in social networks.

In a social network, the class membership of one node may have an influence on the class membership of a related node. Networked data contain not only the features for each node, but also features and sometimes labels of neighbors and sometimes the features and links of the nodes for which labels need to be estimated. Classification in social networks have a number of challenges compared to classification of plain data:

- Design of classifiers which can make the best use of both content and link information available in the social network data is a challenge.
- One other issue that must be considered is the separation of data into training and test sets, because using traditional random sampling methods may not give healthy results [21].
- Even nodes connected through a chain of links may affect each other’s class. Classification algorithms may need to take this dependency into account.

In this chapter, we try to address these challenges. Section 4 describes random and snowball sampling which can be used to partition networked data into training and test sets so that different learning methods can be tested against each other. In Sect. 5 we show how neighbor labels may be used through different aggregation mechanisms. In Sect. 6 we discuss the classification methods for networked data and especially the collective classification algorithms, which allow test nodes to be labeled based on the actual labels of training nodes and the estimated labels of test nodes.

In addition to these, we give the notation used in Sect. 2. Details on graph properties, which are important in understanding social networks data and which algorithms to use for learning, are given in Sect. 3. Experimental results on three different datasets are in Sect. 7. The chapter is concluded with Sect. 8.

2 Notation

We assume that there is a networked dataset represented by a graph $G = (V, E)$ with nodes (vertices) $V$ and undirected links (edges) $E \subseteq \{\{u, v\} \mid u, v \in V\}$.

Each node $u \in V$ has a $C$ dimensional label vector $\mathbf{r}(u) \in \{0, 1\}^C$ which uses 1-of-K representation and shows the class of the node. Some of the vertices are in the training set $V_{\text{train}}$ whose labels are known, while the rest are in the test set $V_{\text{test}}$ whose labels will be predicted. Note that, $V_{\text{train}} \cap V_{\text{test}} = \emptyset$ and $V_{\text{train}} \cup V_{\text{test}} = V$. Note also that if the test set is unknown then $V_{\text{test}} = \emptyset$.

Each node $u \in V$ (whether it is in the training or test set) also has a $d$ dimensional node content feature vector $\mathbf{x}(u) \in \{0, 1\}^d$.

In the pattern recognition scenario that we are interested in, given feature vectors of the training nodes and their labels, $\mathbf{x}(u)$ and $\mathbf{r}(u)$, $u \in V_{\text{train}}$, we need to train a mapping (classifier) $g(\mathbf{x}(u)) : \{0, 1\}^d \rightarrow \{0, 1\}^C$. Since the classifier $g(\mathbf{x}(u))$
uses only the input features, we will call it the Content Only (CO) classifier $g(x(u)) = g_{CO}(x(u))$.

When not only the training node features, but also their links are given, the link information can also be used for classification. Usually link information of neighbors of a specific node are taken into account. The neighborhood function $N(u)$ returns a set of nodes which are neighbors of node $u$ according to the links $L$:

$$N(u) = \{v : \{u,v\} \in L\}. \quad (1)$$

Most classifiers need fixed dimensional inputs. So, we need to aggregate [29] labels of neighbors of a node into a fixed dimensional vector. Let $r_N(u)$ denote the aggregated neighbor labels for a node $u$. We will define $r_N(u)$ based on the aggregation method (Sect. 5) used.

Based on the labels of the neighbors only, a classifier, which we call the Link Only (LO) classifier $g_{LO}(r_N(u))$ can be trained on the training data. When a test node needs to be classified, if it has neighbors in test set, inputs to the classifier need to be determined iteratively, based on the current label assignment of the neighbors using a collective classification algorithm such as the Iterative Classification Algorithm (ICA) [21, 34].

When both node features and links are known, a classifier that uses both the content features of the node and labels of the neighbors have been used in [34]. We will call this classifier with $d + C$ features, the Content and Link classifier:

$$g_{CL}([x(u) \ r_N(u)]). \quad (2)$$

Evaluation of a classifier can be based on its accuracy on the test set:

$$acc(g, V_{test}) = \frac{1}{|V_{test}|} \sum_{v \in V_{test}} 1 - [g(x(v)) = r(v)]. \quad (3)$$

Here $[P]$ is the Iverson bracket and returns 1 if condition $P$ is true (i.e. vectors $g(x(v))$ and $r(v)$ are equal) and returns 0 if condition $P$ is false (i.e. $g(x(v))$ and $r(v)$ differ in at least one position). The test labels and sometimes the identities of the test inputs are not known during training. Since the actual labels are not known, test accuracy can not be evaluated. Instead, validation set(s) extracted from the labeled training set through sampling (Sect. 4) is(are) used to estimate the test accuracy of a classifier.

### 3 Graph Properties

Social network data consist of a graph with nodes, node features and labels and links between the nodes. Graph properties, such as homophily, degree distribution help us understand the data at hand. Graph properties can also be used as guidelines
in finding out if a sampling (Sect. 4) used for evaluation of algorithms is a good one or not, or which type of aggregation (Sect. 5) of neighbor labels should be used for classification. In this section, we define some of the important graph properties. Please see, for example [27] or [11], for more details on graph properties.

3.1 Homophily

A classification algorithm in a social network aims to use both content and link information. Whether the link information will be useful or not depends on whether linked objects have similar features and or labels. This similarity have been quantified using a number of different criteria.

Neville and Jensen defined two quantitative measures of two common characteristics of relational datasets: concentrated linkage and relational autocorrelation. Concentrated linkage occurs when many entities are linked to a common entity like the citation links to the key papers. Relational autocorrelation occurs when the features of the entities are similar among entities that share a common neighbor [17]. As pointed out by Neville and Jensen, most of the models (e.g., PRMs, RMNs) do not automatically identify which links are the most relevant to the classification task. In their method, they defined links which are most relevant to the classification task by using concentrated linkage and relational autocorrelation, and explored how to use these relational characteristics to improve feature selection in relational data [42].

Yang et al. identified five hypertext link regularities that might (or not) hold in a particular hypertext corpus [40, 42]. We list three of them here.

- **Encyclopedia regularity**: The class of a document is the same as the class of the majority of the linked documents.
- **Co-referencing regularity**: Documents with the same class tend to link to documents not of that class, but which are topically similar to each other.
- **Partial co-referencing regularity**: Documents with the same class tend to link to documents that are topically similar to each other, but also link to a wide variety of other documents without semantic reason. The presence (or absence) of these regularities may significantly influence the optimal design of a link-based classifier. Most of link analysis methods and link-based classification models are built upon the “encyclopedia” or “co-referencing” regularity. As a result, the models do not automatically identify which links are most relevant to the task [42].

Assortativity index defined by [27] is also a measure of how similar are the labels of connected nodes. Assortativity index is defined using the number of links which connect nodes of same and different classes and it is proportional to the number of links that connect nodes of the same class.

**Homophily** [21, 31] or label autocorrelation can be defined as the tendency of entities to be related to other similar entities, i.e. linked entities generally have a
tendency to belong to the same class. High homophily usually implies that using link information helps with classification while for low homophily datasets using a content only classifier could do a better job.

We define homophily of a node $u$ as the proportion of neighbor nodes of $u$ which have the same label as $u$:

$$H(u) = \frac{1}{N(u)} \sum_{v \in N(u)} [r(u) == r(v)]$$ \hspace{1cm} (4)$$

In this equation $[p]$ is the Iverson bracket and $[p]$ is equal to 1 if $p$ is true, it is 0 otherwise. The graph homophily is then:

$$H(G) = \frac{1}{|V|} \sum_{u \in V} H(u)$$ \hspace{1cm} (5)$$

Note that although homophily is defined as label “sameness”, labels could be related to each other, and for example could just be the opposite of each other for a binary classification problem (i.e. heterophily). The classifiers that we use would be able to take advantage of homophily, heterophily or any other correlation between the label of a node and labels its neighbors.

### 3.2 Degree Distribution

Degree, $k(u)$, of a node $u$ is the total number of its connections to the other nodes in the network. Although the degree of a node seems to be a local quantity, degree distribution of the network often may help to determine some important global characteristics of networks. A scale-free network is type of a network whose degree distribution follows a power law [11]. It was shown that whether an epidemic spreads in a scale-free network or stops can be computed based on the scale free exponent in [16].

### 3.3 Clustering Coefficient

Clustering coefficient is a measure of degree to which nodes tend to cluster together in a graph. Clustering coefficient property can give information, for example, on how close are two nodes in the graph, and therefore how much their predicted labels would affect each other during prediction of labels. Different types of clustering coefficients can be defined as follows.
3.3.1 Global Clustering Coefficient

The global clustering coefficient, which is a measure of indication of the clustering in the whole network is based on triplets of nodes. A triplet is called an open triplet when three nodes are connected with two links and it is called a closed triplet when all three nodes are tied together. Three closed triplets, one centered on each of the nodes, form triangle. The global clustering coefficient is defined as the ratio of the number of closed triplets to the total number of triplets (open and closed) [11]:

\[ CC_G(G) = \frac{\text{Number of closed triplets}}{\text{Number of connected triplets}} \]  

(6)

3.3.2 Local Clustering Coefficient

Local clustering coefficient is defined in [11] as the ratio of the actual number of edges between the neighbors of a node \( u \) to all the possible numbers of edges is the local clustering coefficient for node \( u \):

\[ CC_L(u) = \frac{\sum_{v_1, v_2 \in N(u), v_1 \neq v_2} [\{v_1, v_2\} \in E]}{|N(u)|(|N(u)| - 1)/2} \]  

(7)

Here \([\cdot]\) is the Iverson bracket. The number of all possible undirected links between neighbors \( N(u) \) of node \( u \) is \(|N(u)| * (|N(u)| - 1)/2 \).

3.3.3 Average Clustering Coefficient

The network average clustering coefficient is defined by Watts and Strogatz as the average of the local clustering coefficients of all the nodes in the graph[38]:

\[ CC_L(G) = \frac{1}{|V|} \sum_{u \in V} CC_L(u) \]  

(8)

If the average clustering coefficient is zero, then the graph is a tree. If the average clustering coefficient is higher than a random graph with the same degree distribution, then the network may show the small world phenomenon, i.e. any two random nodes can be connected using much smaller number of links than \( O(|V|) \). It should be noted that during calculation of the average clustering coefficient the nodes having less than two neighbours, which naturally have a clustering coefficient of zero, are not considered in the average clustering coefficient computation.
3.4 Rich Club Coefficients

Let \( V_k \subseteq V \) denote the nodes having degree higher than a given value \( k \) and \( E_{>k} \) denote the edges among nodes in \( V_k \). The rich-club coefficient is defined as:

\[
\phi_k(G) = \frac{|E_{>k}|}{|V_{>k}|(|V_{>k}| - 1)/2}
\]  

In Eq. (9) \( |V_{>k}|(|V_{>k}| - 1)/2 \) represents the maximum possible number of undirected links among the nodes in \( V_{>k} \). Thus, \( \phi(k) \) measures the fraction of edges actually exist between those nodes to the maximum number of edges they may have. The rich club coefficient helps to understand important information about the underlying architecture revealing the topological correlations in a complex network [7].

3.5 Degree-Degree Correlation

Degree-degree correlation is the correlation between the number of neighbors (minus 1) of neighboring nodes. Both homophily and degree-degree correlation can be considered as special case of assortativity [26], the correlation between a certain property (label, degree, etc.) of two neighboring nodes. Average degree of the neighbours’ of the nodes having degree k. Kahng et al. [19] found out that among scale-free networks authorship and actor networks are assortative (i.e. nodes with large degree connect to nodes with large degree) while protein-protein interaction and world wide web networks are disassortative (i.e. large degree nodes tend to connect to small degree nodes).

3.6 Graph Radius and Diameter

These two notions are related to each other. We use the definitions from [12].

Let \( d_G(u, v) \) be the distance (i.e. the minimum number of edges that connect \( u \) and \( v \)) between nodes \( u \) and \( v \). The eccentricity \( \epsilon(u) \) of a node \( u \) is defined as the greatest distance between \( u \) and any other node in the graph:

\[
\epsilon(u) = \max_{v \in V} d_G(u, v)
\]  

The diameter of a graph is defined as the length of the longest of the shortest paths between any two nodes or equivalently as the maximum eccentricity of any vertex:

\[
diam(G) = \max_{u,v \in V} d_G(u, v)
\]
The radius of the graph is defined as the minimum eccentricity among all the nodes in the graph:

\[
rad(G) = \min_{u \in V} \epsilon(u) = \min_{u \in V} \max_{v \in V} d_G(u, v)
\]  

(12)

### 3.7 Average Path Length

The Average Path Length of a graph is defined as the average of all shortest paths between nodes:

\[
APL(G) = \text{avg}_{u \in V} \max_{v \in V} d_G(u, v)
\]  

(13)

[13] has computed the average path length based on whether the graph is a scale free one or not and the scale free exponent.

### 3.8 Graph Density

The density of a graph is defined as the ratio of the number of edges to the number of possible edges:

\[
D(G) = \frac{|E|}{|V|(|V| - 1)/2}
\]  

(14)

### 3.9 Graph Properties of the Datasets

We used three datasets that have been used in network classification research [21, 23, 34]. We give their graph properties in Table 1.

#### 3.9.1 Cora Dataset

Cora [22] data set consists of information on 2708 Machine Learning papers. Every paper in Cora cites or is cited by at least one other paper in the data set. There are 1,433 unique words that are contained at least 10 times in these papers. There are also seven classes assigned to the papers according to their topics. For each paper, whether or not it contains a specific word, which class it belongs to, which papers it cites and which papers it is cited by are known. Citation connections and paper features (class and included words) are contained in two separate files. Total number of connections between the papers is 5,278. There are 3.898 links per paper.
Table 1  Summary information about the datasets (Cora, Citeseer, WebKB)

| DataSet | Cora | CiteSeer | WebKB |
|---------|------|----------|-------|
| Number of features | 1,433 | 3,703 | 1,703 |
| Number of nodes | 2,708 | 3,312 | 877 |
| Number of unique links | 5,278 | 4,536 | 1,388 |
| Number of classes | 7 | 6 | 5 |
| Average degree | 3.90 | 2.74 | 3.17 |
| Diameter | 19 | 28 | 8 |
| Average path length | 6.31 | 9.30 | 3.14 |
| Density | 0.0014 | 0.0008 | 0.0036 |
| Global clustering coefficient | 0.094 | 0.130 | 0.0362 |
| Average clustering coefficient | 0.293 | 0.243 | 0.294 |
| Alpha (power law) | 1.867 | 1.638 | 1.810 |
| Homophily | 0.83 | 0.71 | 0.13 |

3.9.2 Citeseer Dataset

Citeseer [14, 33] data set consists of information on 3,312 scientific papers. There are 3,703 unique words that are contained at least 10 times in these papers. There are six classes assigned to the papers according to their topics. Just as in the CoRA dataset, word, class and cites and cited by information are given in two separate files. Total number of connections between the papers is 4,536. There are 2.74 links per paper.

3.9.3 WebKB Dataset

WebKB [9] data set consists of sets of web pages from four computer science departments, with each page manually labeled into five categories: course, project, staff, student, or faculty.

Link structure of WebKB is different from Cora and Citeseer since co-citation links are useful for WebKB data set. The reason for that can be explained based on the observation that a student is more likely to have a hyperlink to her adviser or a group/project page rather than to one of her peers [21].

4 Sampling

The test data in social networks may contain a bunch of nodes that are connected to each other, in which case the training-validation partitioning process needs to take this dependency into account. It is also possible that the test data are randomly distributed among the training nodes. Two different sampling mechanisms, snowball sampling and random sampling, are used to handle these two situations.


4.1 Random Sampling

When random sampling is used, nodes in training, validation, and test sets are selected. It is important to preserve class distribution of the dataset as much as possible during selection of the nodes. One method to achieve this is to partition nodes from every class among themselves randomly proportional to the required train, validation and test set sizes and then combine the nodes from every class in the training set to produce the training set and do the same for validation and test sets. While random sampling is a simple method, even if care is taken to preserve the class ratios, the sampled graph is likely to have very different topological properties than the original graph [1], therefore, the classification algorithms trained/tested on the sampled graph may not perform similarly on the test set or the original dataset.

4.2 Snowball Sampling

When the usual k-fold cross-validation training and test sets are obtained on networked data, especially when the number of links per node is low, k-fold random sampling may generate almost disconnected graphs [34], making learning through the links in the networked data impossible. To overcome the issue of disconnected graphs in k-fold cross validation, snowball sampling is used. In snowball sampling, first of all, different starting nodes are selected. Then new nodes are selected among the nodes which are accessible through the selected nodes. Thus, the selected nodes grow like a snowball and as a result selected nodes are connected. It is important to preserve the class ratios in the selected set of nodes, therefore, at every point during sampling, if a class is underrepresented, it is given higher probability. This sampling procedure continues until there are enough nodes in the selected subset.

In Fig. 1, visualization of train/test partitions for Cora and Citeseer datasets are given for both random sampling and snowball sampling. Red nodes are nodes in the test partition while green ones are in the train partition. Nodes’ actual labels are also displayed in the circles representing the nodes. In order to be able to visualize these two sets a subsample of 4% of the actual data is used.

When random sampling is used, there is no order or dependency between the selection of training, validation and test sets. However, when snowball sampling is used, whether the snowball is selected and taken to be the test set or the training set may give different results. Taking the snowball to be the test set [34], generating k disjoint snowballs and using them for training-validation set formation [23], using temporal sampling and past data for training and generating snowball samples with some portion of provided labels for validation [24] are all different uses of snowball sampling for classification of networked data. While some authors mention that snowball sampling causes bias towards highly connected nodes and may be more suitable to infer about links than to infer about nodes in a social network [35], others suggest that since snowball is not guaranteed to reach individuals with
high connectivity and would not reach disconnected individuals, snowball’s starting nodes should be chosen carefully [15].

When random sampling is used to generate k-fold cross validation training and validation (and test) sets, there are no overlaps between different test sets. However, when snowball sampling is used to generate the k test sets, the test snowballs created may overlap. Since linked instances in a snowball are correlated, errors made on them may also be correlated. The statistical tests, such as the paired t-test, which is used for model selection, may not give reliable results when test sets are not independent [25]. Forest Fire Sampling (FFS) [20] method may be considered as an alternative to snowball sampling, in this algorithm, as in snowball sampling, a breadth first search technique is used but some of the followed links are burned according to a probability distribution.

**Fig. 1** Random sampling vs snowball sampling
4.3 Sampling on Streaming Graphs

When the network has many nodes or the nodes are observed as a stream (as in the case of twitter for example), it is not possible to consider all of the graph when sampling. For streaming or large graphs the sampling algorithm needs to be space and time efficient. In [1] a sampling algorithm for streaming graphs called Partially-Induced Edge Sampling (PIES) is introduced. PIES algorithm always keeps a constant number of nodes in the sample and drops old nodes and adds new observed ones as the network keeps being observed. Note that the same idea can also be used when the graph is too large to fit in the memory, as new nodes are explored, they can be considered as a stream. Ahmed et al. [1] considers sampling algorithms based on network nodes, edge, and topology-based sampling for three different types of networks, static-small, static-large and streaming. Snowball sampling is a topology based sampling method. In [1], the authors’ objective is to ensure that the sampled graph is a representative subgraph which matches the topological properties of the original graph.

5 Aggregation

Each node in a graph may have a different degree and therefore different number of neighbors. On the other hand, most classifiers need the input dimensionality for each instance to be the same. Therefore, in order to take advantage of neighbor link or feature information, a mechanism to make them the same dimensional, regardless of the identity of a node is needed. Aggregation methods (also called propositionalization methods or flattening methods) are often used for this purpose. In this section we give common aggregation methods used for aggregation of neighbor labels so that they can be used for classifier training.

The main objective of aggregation in relational modeling is to provide features which improve the generalization performance of the model [29]. However aggregation usually causes loss of information, therefore one needs to be careful about not losing predictive information. Perlich and Provost proposed general guidelines for designing aggregation operators, suggesting that aggregation should be performed keeping the class labels under consideration, aggregated features should cause instances of the same class to be similar to each other and different aggregation operators should be experimented with. Below, we will present performances of different aggregation methods on different datasets. In [29] authors considered both simple aggregators and new more complex aggregators in the context of the relational learning system ACORA (Automated Construction of Relational Attributes). ACORA computes class-conditional distributions of linked object identifiers, and for an instance that needs to be classified, it creates new features by computing distances from these distributions to the values linked to the instance [29]. Lu and Getoor considered various aggregation methods: existence(binary), mode and value counts. The count method performed best in their study [28].
In the following sections, the notation introduced in Sect. 2 is used. Note that, although the neighborhood function $N(u)$ is usually defined to include the immediate neighbors of a node, it could be extended to include neighbors which are at most a number of links away.

5.1 Neighbor Label Aggregation Methods

- **Count Method**: The count aggregation method [30] determines the frequency of the neighbors having the same class as the node:

$$r_{N}^{\text{count}}(u) = \sum_{v \in N(u)} r(v).$$  \hspace{1cm} (15)

The count method does not consider any uncertainty with the labels or links, neither does it consider the edge weights [30].

- **Mode Method**: This aggregation method considers the mode of the neighbor labels:

$$r_{N}^{\text{mode}}(u) = \text{mode}_{v \in N(u)} r(v).$$  \hspace{1cm} (16)

- **Binary Existence Method**: This aggregation method only considers whether a certain label exists among the neighbors or not, it does not take into account the number of occurrences, as count or mode aggregation do. For the $j$th class, the binary existence of neighbor labels’ aggregation is computed as:

$$r_{N}^{\text{exist}}(u, j) = [r_{N}^{\text{count}}(u, j) > 0]$$  \hspace{1cm} (17)

- **Weighted Average Method**: The weighted average aggregation method [30] sums the weights of the neighbors of the node belonging to each class and then normalizes it with the sum of the weights of all edges to the neighbors. Similar to the count method, it does not consider uncertainty.

$$r_{N}^{\text{avg}}(u) = \frac{1}{Z} \sum_{v \in N(u)} w(u, v)r(v).$$  \hspace{1cm} (18)

Here $w(u, v) \in \mathcal{R}$ is the weight of the link between nodes $u$ and $v$, $Z$ is a normalization constant:

$$Z = \sum_{v \in N(u)} w(u, v)$$  \hspace{1cm} (19)
Table 2  Accuracy comparison of aggregation methods (ICA, SS) (Cora, Citeseer, WebKB)

| Method                        | Cora       | Citeseer   | WebKB      |
|-------------------------------|------------|------------|------------|
| Count method                  | 75.39 ± 1.02 | 68.86 ± 1.22 | 84.75 ± 0.67 |
| Mode method                   | 75.42 ± 0.98 | 69.79 ± 1.00 | 81.68 ± 0.43 |
| Binary existence method       | 71.33 ± 1.65 | 68.58 ± 0.71 | 80.32 ± 0.86 |
| Proportion method             | 76.46 ± 1.31 | 66.81 ± 0.85 | 76.45 ± 0.93 |
| Pr. weighted average method   | 64.43 ± 1.15 | 66.81 ± 0.85 | 77.82 ± 0.99 |

Table 3  Accuracy comparison of aggregation methods (ICA,RS) (Cora, Citeseer, WebKB)

| Method                        | Cora       | Citeseer   | WebKB      |
|-------------------------------|------------|------------|------------|
| Count method                  | 87.78 ± 0.48 | 77.43 ± 0.67 | 87.01 ± 1.01 |
| Mode method                   | 87.78 ± 0.59 | 78.13 ± 0.66 | 85.17 ± 1.93 |
| Binary existence method       | 85.19 ± 0.61 | 77.58 ± 0.78 | 86.78 ± 1.11 |
| Proportion method             | 86.48 ± 0.63 | 77.76 ± 0.89 | 86.32 ± 1.17 |
| Pr. weighted average method   | 70.15 ± 0.74 | 70.76 ± 0.93 | 86.32 ± 1.04 |

- Probabilistic Weighted Average Method: This aggregation method is the probabilistic version of the Weighted Average method. It is based on the weighted arithmetic mean of class membership probabilities of neighbors of a node. This method was introduced by Macskassy and Provost and was used as a probabilistic Relational Classifier (PRN) classifier [30].

\[ r_{N}^{pwavg}(u, c) = \frac{1}{Z} \sum_{v \in N(u), c \in C} w(u, v). P(c|v) \]  \hspace{1cm} (20)

where \( Z \) is defined as in Eq. (19) and \( c \) denotes a certain class.

In Tables 2 and 3, we show the average test accuracies over ten folds, of using iterative classification algorithm (ICA), which is a method for transductive classification of networked data (see the next section). We used logistic regression as the base classifier, during these experiments. As it can be seen from both tables, the count method outperforms the other methods both in terms of its simplicity and the accuracies obtained.

6 Classification in Social Networks

We consider two types of classification in a social network. The content only classification can be used whether the test nodes are known or not. On the other hand, when the test nodes or some unlabeled nodes are known, then semi-supervised classification algorithms can be used.
6.1 Supervised, Content Only Classification

This model consists of a (learned) model, which uses only the local features of the nodes whose class label will be estimated. The local models can also be used to generate priors for the initial state for the relational learning and collective inference components. They also can be used as one source of evidence during collective inference. These models typically are produced by traditional machine learning methods [21].

6.2 Semi-supervised and Transductive Classification in Social Networks

Since social network data usually come in huge sizes, in addition to labeled instances, there are, usually, a huge number of unlabeled instances. In such cases, it could be possible to use the information other than labels that exist in the unlabeled data, which leads to use of semi-supervised learning algorithms. When the test nodes whose class will need to be predicted are known, then we have a transductive learning scenario.

In contrast to the non-relational (local) model, the relational model use the relations in the network as well as the values of attributes of related entities, even possibly long chains of relations. In relational models, a relational classifier determines the class label or estimates the class conditional probabilities. The relational classifier might combine local features and the labels of neighbors using a naive Bayes model or a logistic regression [21].

In semi-supervised learning [43], the unlabeled instances can be used to monitor the variance of the produced classifiers, to maximize the margin and hence to minimize the complexity [18], to place classifier boundaries around the low density regions between clusters in the data [6]. There are also co-training [5] type algorithms which need different classifiers that are obtained through the use of different type of classifiers, different feature subspaces [41] or set of instances. When the classifiers produced are diverse and accurate enough, co-training may improve the final test accuracy [37]. On the other hand, Cozman and Cohen [8] have shown that unlabeled data can degrade the classification performance when there are discrepancies between modeling assumptions used to build the classifier and the actual model that generates the data. Therefore, both for the general semi-supervised and the transductive learning, the use of unlabeled data is not guaranteed to improve performance.

6.3 Collective Classification

Collective classification methods, which are sometimes also called collective inference methods, are iterative procedures, which classify related instances
In collective classification, the content and link information for both training and test data are available. First, based on the available training content, link and label information, models are trained. Then, those models are used to label the test data simultaneously and iteratively where each test sample is labeled based on its neighbors.

Collective classification exploits relational autocorrelation. Relational autocorrelation is a very important property of relational data and is used as a measure of how an attribute for an instance is correlated with the same variable from a related instance [30].

However, sometimes, the advantage of exploiting the relationships can become a disadvantage since it is possible to make incorrect predictions about a particular node which propagates in the network and may lead to incorrect predictions about other nodes. Bilgic and Getoor proposed an acquisition method which learns the cases when a given collective classification algorithm makes mistakes, and suggests label acquisitions to correct those mistakes [4].

Iterative classification algorithm (ICA) and Gibbs sampling algorithm (GS), Mean field relaxation labeling (MF), Loopy belief propagation (LBP), are popular approximate inference algorithms used for collective classification [34]. In this book chapter, we explain the ICA algorithm and use it in our experiments. Iterative classification algorithm (ICA) is a popular and simple approximate collective inference algorithm [21, 34]. Despite its simplicity, ICA was shown to perform as well as the other algorithms such as Gibbs Sampling [33]. Please see [21, 34] for details on the other collective classification algorithms.

### 6.3.1 Iterative Classification Algorithm (ICA)

To determine the label of a node, Iterative Classification Algorithm (ICA) assumes that all of the neighbors’ attributes and labels of that node are already known. Then, it calculates the most likely label with a local classifier which uses node content and neighbors’ labels. However, most nodes have neighbors which are not in training data and hence are not labeled, therefore the label assignment on one test instance may affect the label assignment on a related test instance. ICA repeats the labeling process iteratively until all of the label assignments are stabilized. Neighbor label information is summarized using an aggregation operator (Sect. 5.1).

Pseudocode for the ICA algorithm (based on [34]) is given in Algorithm 1. In the pseudo code, \( \hat{r}(u) \) stands for temporary label assignment of instance \( u \) in the test set. \( g_{CL}(\{x(u), r_N(u)\}) \) is the base classifier which is first trained on training nodes and their neighbors from the training set. The base classifier uses the estimated labels of the neighbors if they are test nodes. \( O \) is a random ordering of test nodes.

As shown above, the ICA algorithm starts with a bootstrapping to assign initial temporary labels to all nodes by using only the content features of the nodes. Then, it starts iterating and updating labels according to the both relational and content features [32].
Algorithm 1: $\tilde{r}(V_{test}) = ICA(G, V_{train}, V_{test}, g_{CL})$

for all $u \in V_{test}$ do
    Compute $\tilde{r}_N(u)$ using only neighbors in $V_{train}$
    Set $\tilde{r}(u) \leftarrow g_{CL}([x(u) \tilde{r}_N(u)])$
end for
repeat
    Generate ordering $O$ over nodes in $V_{test}$
    for all $u \in O$ do
        Compute $\tilde{r}_N(u)$ using current label assignments to nodes in $N(u)$
        Set $\tilde{r}(u) \leftarrow g_{CL}([x(u) \tilde{r}_N(u)])$
    end for
until all labels are stabilized or threshold number of iterations

7 Experiments

In this section, we report classification results on three networked datasets. We evaluate content only (CO), ICA using only a link based classifier (LO), ICA using a content and link based classifier (ICA). We show that whether a method works on a dataset or not is highly dependent on the properties, especially homophily of the dataset. In the experiments, we report results using both snowball and random sampling methods to select the test set. We show that sampling may also affect the results.

7.1 Experimental Setup

We use Cora, Citeseer and WebKb datasets whose details are given in Table 1. Both Cora and Citeseer datasets consist of information on scientific papers. As features, the words that occur at least ten times are used. For each paper, whether or not it contains a specific word, which class it belongs to, which papers it cites and which papers it is cited by are known. The WebKB dataset contains web pages, instead of papers as content. The hyperlinks between web pages are used to produce links between nodes.

We experiment with different classification methods, namely, logistic regression (LR), Support Vector Machine (SVM), Naive Bayes (NB), Bayes Net (BN), k-Nearest Neighbor (kNN, $k = 3$) for the $g_{CO}$, $g_{LO}$ and $g_{CL}$ classifiers. For all of the methods Weka implementations with default parameters (unless otherwise noted) have been used.

7.2 Performance of Different Classifiers

First of all, we conducted experiments on datasets using Logistic Regression (LR), Support Vector Machine (SVM), Naive Bayes (NB), Bayes Net (BN), k-Nearest
Table 4 Accuracies on Cora dataset using different classifiers (snowball sampling)

| Classifier          | Acc(CO) | Acc(LO) | Acc(ICA) |
|---------------------|---------|---------|----------|
| Logistic regression | 0.61 ± 0.01 | 0.77 ± 0.01 | 0.72 ± 0.01 |
| SVM                 | 0.70 ± 0.01 | 0.64 ± 0.02 | 0.71 ± 0.01 |
| KNN(k = 1)          | 0.46 ± 0.01 | 0.66 ± 0.02 | 0.52 ± 0.01 |
| KNN(k = 3)          | 0.47 ± 0.01 | 0.65 ± 0.01 | 0.54 ± 0.01 |
| Naive Bayes         | 0.70 ± 0.01 | 0.60 ± 0.01 | 0.76 ± 0.01 |
| Bayes Net           | 0.70 ± 0.01 | 0.63 ± 0.02 | 0.78 ± 0.01 |
| Random forest       | 0.59 ± 0.01 | 0.61 ± 0.02 | 0.66 ± 0.01 |
| J48                 | 0.64 ± 0.01 | 0.52 ± 0.02 | 0.51 ± 0.03 |
| LibSVM              | 0.29 ± 0.01 | 0.61 ± 0.02 | 0.72 ± 0.01 |

Table 5 Accuracies on WebKb dataset using different classifiers (snowball sampling)

| Classifier          | A.(CO) | A.(LO) | A.(ICA) |
|---------------------|--------|--------|--------|
| Logistic regression | 0.67 ± 0.04 | 0.56 ± 0.02 | 0.59 ± 0.05 |
| SVM                 | 0.83 ± 0.02 | 0.52 ± 0.04 | 0.83 ± 0.02 |
| KNN1                | 0.63 ± 0.02 | 0.46 ± 0.03 | 0.64 ± 0.02 |
| KNN3                | 0.56 ± 0.02 | 0.45 ± 0.02 | 0.56 ± 0.02 |
| Naive Bayes         | 0.75 ± 0.02 | 0.47 ± 0.02 | 0.75 ± 0.02 |
| Bayes Net           | 0.78 ± 0.02 | 0.50 ± 0.02 | 0.79 ± 0.02 |
| Random forest       | 0.68 ± 0.02 | 0.48 ± 0.02 | 0.70 ± 0.01 |
| J48                 | 0.69 ± 0.02 | 0.43 ± 0.03 | 0.67 ± 0.03 |
| LibSVM              | 0.60 ± 0.02 | 0.51 ± 0.02 | 0.64 ± 0.02 |

Table 6 Accuracies on Citeseer dataset using different classifiers (snowball sampling)

| Classifier          | Acc(CO) | Acc(LO) | Acc(ICA) |
|---------------------|---------|---------|----------|
| Logistic regression | 0.55 ± 0.01 | 0.59 ± 0.02 | 0.57 ± 0.01 |
| SVM                 | 0.70 ± 0.01 | 0.56 ± 0.01 | 0.71 ± 0.01 |
| KNN(k = 1)          | 0.42 ± 0.01 | 0.54 ± 0.01 | 0.43 ± 0.01 |
| KNN(k = 3)          | 0.38 ± 0.01 | 0.54 ± 0.02 | 0.35 ± 0.01 |
| Naive Bayes         | 0.69 ± 0.01 | 0.54 ± 0.02 | 0.73 ± 0.01 |
| Bayes Net           | 0.70 ± 0.00 | 0.44 ± 0.03 | 0.72 ± 0.01 |
| Random forest       | 0.57 ± 0.01 | 0.45 ± 0.02 | 0.57 ± 0.02 |
| J48                 | 0.59 ± 0.00 | 0.38 ± 0.02 | 0.44 ± 0.02 |
| LibSVM              | 0.19 ± 0.00 | 0.49 ± 0.01 | 0.60 ± 0.02 |

Neighbor (kNN) classifiers. We evaluated the accuracies obtained when content only (CO), link only (LO) classifiers and ICA are used with a specific classification method for each dataset.

Tables 4, 5, and 6 show the accuracies obtained when different classifiers are used on Cora CiteSeer and WebKb datasets when Snowball Sampling is used.

Tables 7, 8, and 9 show the accuracies obtained when different classifiers are used on Cora CiteSeer, and WebKb datasets when Random Sampling is used.
| Table 7 | Accuracies on Citeseer dataset using different classifiers (random sampling) |
|---------|-----------------------------|
|         | Acc(CO) | Acc(LO) | Acc(ICA) |
| Logistic regression | 0.58 ± 0.02 | 0.68 ± 0.02 | 0.61 ± 0.02 |
| SVM     | 0.75 ± 0.01 | 0.66 ± 0.02 | 0.75 ± 0.01 |
| KNN(k = 1)  | 0.42 ± 0.02 | 0.66 ± 0.02 | 0.45 ± 0.02 |
| KNN(k = 3)  | 0.35 ± 0.02 | 0.65 ± 0.02 | 0.37 ± 0.02 |
| Naive Bayes | 0.71 ± 0.01 | 0.59 ± 0.03 | 0.74 ± 0.01 |
| Bayes Net | 0.71 ± 0.01 | 0.65 ± 0.02 | 0.77 ± 0.01 |
| Random forest | 0.60 ± 0.01 | 0.64 ± 0.02 | 0.65 ± 0.01 |
| J48     | 0.63 ± 0.01 | 0.61 ± 0.02 | 0.60 ± 0.02 |
| LibSVM | 0.16 ± 0.02 | 0.66 ± 0.02 | 0.62 ± 0.02 |

| Table 8 | Accuracies on Cora dataset evaluated using different classifiers (random sampling) |
|---------|-----------------------------|
|         | Acc(CO) | Acc(LO) | Acc(ICA) |
| Logistic regression | 0.63 ± 0.01 | 0.85 ± 0.01 | 0.72 ± 0.01 |
| SVM     | 0.73 ± 0.01 | 0.64 ± 0.02 | 0.76 ± 0.01 |
| KNN(k = 1)  | 0.48 ± 0.01 | 0.80 ± 0.01 | 0.55 ± 0.01 |
| KNN(k = 3)  | 0.50 ± 0.01 | 0.81 ± 0.01 | 0.57 ± 0.01 |
| Naive Bayes | 0.73 ± 0.01 | 0.70 ± 0.02 | 0.80 ± 0.01 |
| Bayes Net | 0.73 ± 0.01 | 0.78 ± 0.01 | 0.86 ± 0.01 |
| Random forest | 0.64 ± 0.01 | 0.77 ± 0.01 | 0.77 ± 0.01 |
| J48     | 0.65 ± 0.01 | 0.73 ± 0.01 | 0.70 ± 0.01 |
| LibSVM | 0.33 ± 0.01 | 0.80 ± 0.01 | 0.76 ± 0.01 |

| Table 9 | Test accuracy results of WebKb dataset evaluated using different classifiers (random sampling) |
|---------|---------------------|
|         | A.(CO) | A.(LO) | A.(ICA) |
| Logistic regression | 0.65 ± 0.05 | 0.52 ± 0.03 | 0.55 ± 0.05 |
| SVM     | 0.81 ± 0.03 | 0.50 ± 0.03 | 0.81 ± 0.03 |
| KNN1    | 0.52 ± 0.04 | 0.48 ± 0.03 | 0.52 ± 0.04 |
| KNN3    | 0.51 ± 0.05 | 0.47 ± 0.03 | 0.52 ± 0.05 |
| Naive Bayes | 0.74 ± 0.03 | 0.46 ± 0.05 | 0.74 ± 0.03 |
| Bayes Net | 0.77 ± 0.02 | 0.50 ± 0.03 | 0.80 ± 0.02 |
| Random forest | 0.67 ± 0.03 | 0.47 ± 0.03 | 0.69 ± 0.03 |
| J48     | 0.68 ± 0.03 | 0.46 ± 0.03 | 0.67 ± 0.03 |
| LibSVM | 0.58 ± 0.05 | 0.50 ± 0.03 | 0.62 ± 0.04 |

For CO classification, while LR, SVM, BN and NB give similar accuracies, kNN usually gives worse accuracies. On the other hand, for LO all classifiers perform similarly.

For the CO classification, SVM, NB and BN classifiers usually performed better than the others. We think that this is due to the high input dimensionality of the content features. On the other hand, for LO classification LR outperformed the other
methods. Since the LO homophily of Cora dataset is higher than the CiteSeer, the LO accuracies are also higher. For the Cora dataset, instead of using thousands of features in CO classifier, simply using the aggregated class neighbors in LO classifier results in a better accuracy. This is expected since both datasets have high homophily and LO (and ICA) benefits from homophily. For both Cora and CiteSeer datasets, BN method gives the best results for ICA and ICA performs better than CO methods. However, again due to high link graph homophily, ICA performs just a little better than LO accuracies.

8 Conclusion

In this chapter, we have given details on how content, link and label information on social network data can be used for classification. We defined important properties of social networked data, which may be used to characterize a networked dataset. We defined a list of aggregation operators, which are used to aggregate the labels of neighbors, so that the classifiers trained have the same number of inputs for each node. We evaluated the accuracies of different classifiers, using only the content, only the link or both the content and the link information.

We have shown that graph properties, especially homophily, play an important role on whether network information would help in classification accuracy or not. The Cora dataset which has high homophily benefits a lot from the use of network information. It is also worthwhile noting that when homophily is high, one can only use the link information and may not need the content information at all.

We experimented with a number of label aggregation methods and found out that the count method, which is one of the simplest aggregation methods, is as good as the other methods.

The networked data does not obey the i.i.d. assumptions which are mostly assumed to hold for content only datasets. The test dataset also may come either randomly among distributed in the network, or they may be concentrated on certain parts of the network. We used random and snowball sampling algorithms to separate the a portion of the all available data as test data. We have shown that, with random sampling, the test accuracies of classifiers that use network information are always better. This is due to the fact that with random partition the nodes in the test partition will naturally have more neighbors from train and validation partitions, which have the actual labels, as opposed to the labels estimated by the classifiers.

Depending on whether content only, link only or content and link information is used and depending on the dataset and the type of content information, we have shown that different types of classifiers, such as SVM, Naive Bayes, Logistic Regression classifier, may perform differently. All the datasets we used in our experiments contained text as content information, therefore, classifiers which were able to deal with high dimensional features, such as SVM, Naive Bayes and Bayes Net performed better for content only or content and link classification. On the other hand, when only link information was used, the logistic regression classifier
performed better. We suggest that using different type of classifiers and content only, link only and content and link classification should be experimented with for a networked dataset.
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Experiences Using BDS: A Crawler for Social Internetworking Scenarios
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Abstract   In new generation social networks, we expect that the paradigm of Social Internetworking Scenarios (SISs) will be more and more important. In this new scenario, the role of Social Network Analysis is of course still crucial but the preliminary step to do is designing a good way to crawl the underlying graph. While this aspect has been deeply investigated in the field of social networks, it is an open issue when moving towards SISs. Indeed, we cannot expect that a crawling strategy, good for social networks, is still valid in a Social Internetworking scenario, due to the specific topological features of this scenario. In this paper, we first confirm the above claim and then, define a new crawling strategy specifically conceived for SISs, which overcomes the drawbacks of the state-of-the-art crawling strategies. After this, we exploit this crawling strategy to investigate SISs to understand their main properties and features of their main actors (i.e., bridges).

1 Introduction

In recent years, (online) social networks (OSN, for short) have become one of the most popular communication media on the Internet [31]. The resulting universe is a constellation of several social networks, each forming a community with specific connotations, also reflecting multiple aspects of people personal life. Despite this inherent heterogeneity, the possible interaction among distinct social networks is the basis of a new emergent internetworking scenario enabling a lot of strategic applications whose main strength will be just the integration of possibly different communities yet preserving their diversity and autonomy. This concept is very recent and only a few commercial attempts to implement Social Internetworking
Scenarios (SISs, for short) have been proposed [9, 10, 21, 22, 24, 51]. In this new scenario, the role of Social Network Analysis [4, 15, 34, 44, 53, 57, 62] is of course still crucial in studying the evolution of structures, individuals, interactions, and so on, and in extracting powerful knowledge from them. But an important prerequisite is to have a good way to crawl the underlying graph. In the past, several crawling strategies for single social networks have been proposed. Among them, the most representative ones are Breadth First Search (BFS, for short) [62], Random Walk (RW, for short) [41] and Metropolis-Hastings Random Walk (MH, for short) [27]. They were largely investigated for single social networks highlighting their pros and cons [27, 36]. But, what happens when we move towards Social Internetworking Scenarios? In fact, the question opens a new issue that, to the best our knowledge, has not been investigated in the literature. Indeed, this issue is far from being trivial, because we cannot expect that a crawling strategy, good for social networks, is still valid in a Social Internetworking Scenario, due to the specific topological features of this scenario.

This paper gives a contribution in this setting. In particular, through a deep experimental analysis of the above existing crawling strategies, conducted in a multi-social-network setting, it reaches the conclusion that they are little adequate to this new context, enforcing the need of designing new crawling strategies specific for SISs. Starting from this result, this paper gives a second important contribution, consisting in the definition of a new crawling strategy, called Bridge-Driven Search (BDS, for short), which relies on a feature strongly characterizing a SIS. Indeed BDS is centered on the concept of bridge, which represents the structural element that interconnects different social networks. Bridges are those nodes of the graph corresponding to users who joined more than one social network and explicitly declared their different accounts. By an experimental analysis we show that BDS fits the desired features, overcoming the drawbacks of existing strategies.

As a third important contribution, with the support of such a crawler specifically designed for SISs, we extract data from SISs to detect the main properties of this new kind of scenario and, especially of its main actors, which are bridges. The analysis of bridges, aiming at estimating both classical Social Network Analysis parameters and new specific ones, is conducted in such a way as to discover the nature of bridges in a very deep fashion. For this purpose, a large number of experiments is performed, to derive knowledge about the following topics:

- distribution of the contact number of bridges (hereafter, bridge degree) and non-bridges;
- correlation between bridges and power users (i.e., nodes having a very high degree, generally higher than the average degree of the social network joined by them);
- existence of preferential ties among bridges;
- centrality of bridges in a SIS and in its single social networks.

The results of our analysis provide knowledge about these topics with a strong experimental support and discover even unexpected conclusions about bridges and,
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in general, a complete knowledge of these crucial elements of Social Internetworking Scenarios.

The plan of this paper is as follows: in Sect. 2, we present related literature. In Sect. 3, we illustrate and validate our Bridge Driven Search approach. In Sect. 4, we describe our experiences devoted to define the main features of SISs and of bridges. Finally, in Sect. 5, we draw our conclusions and we present possible future issues in this research field.

2 Related Literature

In this section, we survey the scientific literature related to our paper. In particular, we first describe the most known techniques proposed to crawl social networks and then we focus on the approaches proposed for Social Network Analysis.

Concerning the former issue, we observe that with the increase in both the number and the dimension of social networks, the development of approaches to sample social networks has become a very challenging issue. The problem of sampling from large graphs is discussed in [38]. In this paper, the authors aim at answering questions such as: (1) which sampling method to use; (2) how small can the sample size be; (3) how to scale up the measurements of the sample to get estimates for larger graphs; (4) how success can be measured. In their activity they consider several sampling methods and check the goodness of their sampling strategies on several datasets.

A technique based on both sampling and the randomized notion of focus is proposed in [52]. This method stores samples in a relational database and favors the visualization of massive networks. In this work, the authors specify features frequently characterizing massive networks and analyze the conditions allowing their preservation during the sampling task. An investigation of the statistical properties of sampled scale-free networks is proposed in [37]. In this paper, the authors present three sampling methods, analyze the topological properties of obtained samples, and compare them with those of the original network. Furthermore, they explain the reasons of some emerged biased estimations and provide suitable criteria to counterbalance them.

Methods to produce a small realistic sample from a large real network are presented in [33]. Here, the authors show that some of the proposed methods maintain the key properties of the initial graph even with a sample size down to 30%. In [62], the social network graph crawling problem is investigated in such a way as to answer questions such as: (1) how fast crawlers into consideration discover nodes/links; (2) how different social networks and the number of protected users affect crawlers; (3) how major graph properties are studied. All these investigations are performed by analyzing samples derived from four social networks, i.e. Flickr, LiveJournal, Orkut and YouTube.

A framework of parallel crawlers based on BFS and operating on eBay is described in [14]. This framework exploits a centralized queue. The crawlers operate
independently from each other so that the failure of one of them does not influence
the others. In spite of this, no redundant crawling occurs. In [36], the impact of
different graph traversal techniques (namely, BFS, DFS, Forest Fire and Snowball
Sampling) on the computation of the average node degree of a network is analyzed.
In particular, the authors quantify the bias of BFS in estimating the node degree
w.r.t. the fraction of sampled nodes. Furthermore, they show how this bias can be
corrected. An analysis of the Facebook friendship graph is proposed in [27]. In this
activity, the authors examine and compare several candidate crawling strategies,
namely BFS, Random Walk, Metropolis-Hastings Random Walk and Re-Weighted
Random Walk. They investigate also diagnostics to assess the quality of the samples
obtained during the data collection process.

Concerning the main difference between the new crawler BDS proposed in our
paper and the above crawling techniques, we highlight the fundamental difference
is that the above techniques are not specifically designed to operate effectively on a
SIS. This will be confirmed by the experimental analysis provided in Sect. 3.2.

As far as the latter issue dealt with in this section (i.e., Social Network
Analysis) is concerned, we observe that studies on Social Networks attracted mainly
sociologists. For instance, [58] introduced the six-degrees of separation and the
small-world theories. The effects of these theories are analyzed in [19]. Granovetter
[28] showed that a Social Network can be partitioned into “strong” and “weak” ties,
and that strong ties are tightly clustered. In a second time, with the development of
OSNs, Social Network Analysis attracted computer scientists and many studies have
been proposed, which investigate the features of one OSN or compare more OSNs.
Most of them collect data from one or more OSNs, map these data onto graphs and
analyze their structural properties. These approaches are based on the observation
that topological properties of graphs may be reliable indicators of the behaviors of
the corresponding users [31].

Studies about how an attacker discovers a social graph can be found in [7, 32].
The sole purpose of the attacker is to maximize the number of nodes/links that can
be discovered. As a consequence, these two papers do not examine other issues,
such as biases.

In [2], the authors compare the structures of Cyworld, MySpace and Orkut. In
particular, they analyze the degree distribution, the clustering property, the degree
correlation and the evolution over time of Cyworld. After this, they use Cyworld to
evaluate the snowball sampling method exploited to sample MySpace and Orkut.
Finally, they perform several interesting analyses on the three social networks.

Given a communication network, the approach of [26] aims at recognizing the
network topology and at identifying important nodes and links in it. Furthermore, it
proposes several compression schemes exploiting auxiliary and purely topological
information. Finally, it examines the properties of such schemes and analyzes what
structural graph properties they preserve when applied to both synthetic and real-
world networks.

In [43], the authors present a deep investigation of the structure of multiple OSNs.
For this purpose, they examine data derived from four popular OSNs, namely Flickr,
YouTube, LiveJournal and Orkut. Crawled data regard publicly accessible user links
on each site. Obtained results confirm the power law, small-world and scale-free properties of OSNs and show that these contain a densely connected core of high-degree nodes.

In [35], the authors focus on analyzing the giant component of a graph. Moreover, they define a generative model to describe the evolution of the network. Finally, they introduce techniques to verify the reliability of this model. In [3], the authors investigate the main features of groups in LiveJournal and propose models that represent the growth of user groups over time. In [40], data crawled from LiveJournal are examined to investigate the possible correlations between friendship and geographic location in OSNs. Moreover, the authors show that this correlation is strong. Carrington et al. [12] proposes a methodology to discover possible aggregations of nodes covering specific positions in a graph (e.g., central nodes), as well as very relevant clusters. Still on clustering, De Meo et al. [18] recently proposed an efficient community detection algorithm, particularly suited for OSNs, and tested its performance against a large sample of Facebook (among other OSN samples), observing the emergence of a strong community structure. In [50], the authors propose Social Action, a system based on attribute ranking and coordinated views to help users to systematically examine numerous Social Network Analysis measures. In [13], the authors present an analysis of Facebook devoted to investigate the friendship relationships in this OSN. To this purpose, they examine the topological properties of graphs representing data crawled from this OSN by exploiting two crawling strategies, namely BFS and Uniform Sampling. A further analysis of Facebook can be found in [59]. In this paper, the authors crawled Facebook by means of BFS and formalized some properties such as assortativity and interaction. These can be verified in small regions but cannot be generalized to the whole graph.

Monclar et al. [45], Ghosh and Lerman [23], Onnela and Reed-Tsochas [49], and Romero et al. [54] present approaches for the identification of influential users, i.e., users capable of stimulating others to join OSN activities and/or to actively operate in them. In [1,39,55], the authors suitably model the blogosphere to perform leader identification. In [42], the authors first introduce the concept of starters (i.e., users who generate information that catches the interest of fellow users/readers) and, then, adopt a Random Walk technique to find starters. The authors of [47] analyze the main properties of the nodes within a single OSN that connect the peripheral nodes and the peripheral groups with the rest of the network. The authors call these nodes bridging nodes or, simply, bridges. Clearly, here, the term “bridge” is used with a meaning totally different from that adopted in our paper. The authors base their analysis on the study of the theoretical properties of their model. In [25], the authors propose a predictive model that maps social media data to tie strength. This model is built on a dataset of social media ties and is capable of distinguishing between strong and weak ties with a high accuracy. Moreover, the authors illustrate how tie strength modeling can improve social media design elements, such as privacy controls, message routing, friend introductions and information prioritization. The authors of [60] present a model for predicting the closeness of professional and personal relationships of OSN users on the basis of their behavior in the OSNs
joined by them. In particular, they analyze how the behavior of users on an OSN reflects the strength of their relationships with other users w.r.t. several factors, such as profile commenting and mutual connections.

A preliminary study about SISs and bridges has been done in [11]. However, it has been carried out by investigating samples extracted through classical crawling techniques. Berlingerio et al. [5, 6], Dai et al. [17], Mucha et al. [46], and Kazienko et al. [30] present approaches in the field of multidimensional networks. These networks can be seen as a specific case of a SIS in which each social network is specific for one kind of relationship and social networks strongly overlap. Multidimensional social networks are known as multislice networks in the literature [46].

Concerning the originality of our paper w.r.t. the above literature, we note that none of the above studies analyzes the main features of SIS. By contrast, in our paper, we provide a deep analysis on bridges, which are the key concept of a SIS.

3 The Bridge Driven Search Crawler

As pointed out in the introduction, the first main purpose of this paper is to investigate crawling strategies for a SIS. These must be able to extract not only connections among the accounts of different users in the same social network but also interconnections among the accounts of the same user in different social networks. Several crawling strategies for single social networks have been proposed in the literature. Among these strategies, two very popular ones are BFS [62] and RW [41]. The former implements the classical Breadth First Search visit, the latter selects the next node to be visited uniformly at random among the neighbors of the current node. A more recent strategy is MH [27]. At each iteration it randomly selects a node \( w \) from the neighbors of the current node \( v \). Then, it randomly generates a number \( p \) belonging to the real interval \([0, 1]\). If \( p \leq \frac{\Gamma(v)}{\Gamma(w)} \), where \( \Gamma(v) \) (\( \Gamma(w) \), resp.) is the outdegree of \( v \) (\( w \), resp.), then it moves from \( v \) to \( w \). Otherwise, it stays in \( v \). The pseudocode of this algorithm is shown in Algorithm 1. Observe that the higher the degree of a node, the higher the probability that MH discards it.

In the past, these crawling strategies were deeply investigated when applied on a single social network. This analysis showed that none of them is always better than the others. Indeed, each of them can be the optimal one for a specific set of analyses. However, no investigation about the application of these strategies in a SIS has been carried out. Thus, we have no evidence that they are still valid in this new context. To reason about this, let us start by considering a structural peculiarity of a SIS, i.e. the existence of bridges, which, we recall, are those nodes of the graph corresponding to users who joined more than one social network and explicitly declared their different accounts. We expect that these nodes play a crucial role in the crawling of a SIS as they allow the crossing of different social networks, discovering the SIS intrinsic nature (related to interconnections). Bridges are not “standard” nodes, due to their role; thus, we cannot see a SIS just as a huge social network. Besides these intuitive considerations about bridges, we can help our reasoning also with two results obtained in [11], for which: Fact (i) the fraction of bridges in a social network
Algorithm 1: MH

Notation We denote by $\Gamma(x)$ the outdegree of the node $x$.

Input $s$: a seed node.

Output $\text{SeenNodes}$, $\text{VisitedNodes}$: a set of nodes.

Constant $n_{it}$ (The number of iterations).

Variable $v, w$: a node.

Variable $p$: a number in the real interval $(0, 1)$.

1: $\text{SeenNodes} := \emptyset$, $\text{VisitedNodes} := \emptyset$.
2: insert $s$ into $\text{SeenNodes}$ and $\text{VisitedNodes}$.
3: insert all the nodes adjacent to $s$ into $\text{SeenNodes}$.
4: $v = s$.
5: for $i := 1$ to $n_{it}$ do
6: let $w$ be one of the nodes adjacent to $v$ selected uniformly at random
7: generate uniformly at random a number $p$ in the real interval $(0, 1)$
8: if $(p \leq \frac{\Gamma(v)}{\Gamma(w)})$ then
9: $v := w$.
10: insert $w$ into $\text{VisitedNodes}$.
11: insert all the nodes adjacent to $w$ into $\text{SeenNodes}$.
12: end if.
13: end for.

is low, and Fact (ii) bridges have high degrees on average. This is confirmed by the experimental results presented in Table 8.

Now, the question is: What about the capability of existing crawling strategies of finding bridges? The deep knowledge about BFS, RW and MH, provided by the literature, allows us to draw the following conjectures:

- BFS tends to explore a local neighborhood of the seed it starts from. As a consequence, if bridges are not present in this neighborhood or their number is low (and this is highly probable due to Fact (i)), the crawled sample fails in covering many social networks. Furthermore, it is well known that BFS tends to favor power users and, therefore, presents bias in some network parameters (e.g., the average degree of the nodes of the crawled portions are overestimated [36]).

- Differently from BFS, RW does not consider only a local neighborhood of the seed. In fact, it selects the next node to be visited uniformly at random among the neighbors of the current node. Again, due to Fact (i), the probability that RW selects a bridge as the next node is low. As a consequence, the crawled sample does not cover many social networks and, if more than one social network is represented in it, the coupling degree of the crawled portions of social networks is low. Finally, analogously to BFS, RW tends to favor power users and, consequently, to present bias in some network parameters [36]. This feature only marginally influences the capability of RW to find bridges because, in any case, their number is very low.

- MH has been conceived to unfavor power users and, more in general, nodes having high degrees, which are, instead, favored by BFS and RW. It performs very well in a single social network [27] especially in the estimation of the average degree of nodes. However, due to Fact (ii), it will penalize bridges. As a consequence, the sample crawled by MH does not cover many social networks present in the SIS.
In sum, from the above reasoning, we expect that both BFS, RW and MH are substantially inadequate in the context of SISs. As it will be described in Sect. 3.2, this conclusion is fully confirmed by a deep experimental campaign, which clearly highlights the above drawbacks. Thus, we need to design a specific crawling strategy for SISs. This is a matter of the next section.

3.1 BDS Crawling Strategy

In the design of our new crawling strategy, we start from the analysis of some aspects limiting BFS, RW, and MH in a SIS, to overcome them. Recall that BFS performs a Breadth First Search on a local neighborhood of a seed. Now, the average distance between two nodes of a single social network is generally less than the one between two nodes of different social networks. Indeed, to pass from a social network to another, it is necessary to cross a bridge, and as bridges are few, it may be necessary to generate a long path before reaching one of them. As a consequence, the local neighborhood considered by BFS includes one or a small number of social networks. To overcome this problem, a Depth First Search, instead of a Breadth First Search, can be done. For this purpose, the way of proceeding of RW and MH may be included in our crawling strategy. However, because the number of bridges in a social network is low, the simple choice to go in-depth blindly does not favor the crossing from a social network to another. Even worse, because MH penalizes the nodes with a high degree, it tends to unfavor bridges, rather than to favor them. Again, in the above reasoning, we have exploited Facts (i) and (ii) introduced in the previous section.

A solution that overcomes the above problems consists in implementing a “non-blind” depth first search in such a way as to favor bridges in the choice of the next node to visit. This is the choice we do, and the name we give to our strategy, i.e., Bridge-Driven Search (BDS, for short), clearly reflects this approach. However, in this way, it becomes impossible to explore (at least partially) the neighborhood of the current node because the visit proceeds in-depth very quickly and, furthermore, as soon as a bridge is encountered, there is a cross to another social network. The overall result of this way of proceeding is an extremely fragmented crawled sample. To address this problem, given the current node, our crawling strategy explores a fraction of its neighbors before performing an in-depth search of the next node to visit.

To formalize our crawling strategy, we need to introduce the following parameters:

- $nf$ (node fraction). It represents the fraction of the non-bridge neighbors of the current node that should be visited. It ranges in the real interval (0,1]. For example, when $nf$ is equal to 1, our strategy selects all the neighbors of the current node except the bridge ones. This parameter is used to tune the portion of the current node neighborhood that has to be taken into account and, hence, it balances the breadth and depth of the visit.
Algorithm 2: BDS

Notation We denote by $N(x)$ the function returning the number of the non-bridge neighbors of the node $x$, and by $B(x)$ the function returning the number of the bridges belonging to the neighborhood of $x$.

Input $s$: the seed node

Output $\text{SeenNodes}$, $\text{VisitedNodes}$: a set of nodes

Constant $n_i$ [The number of iterations]

Constant $nf$ [The node fraction parameter]

Constant $bf$ [The bridge fraction parameter]

Constant $btf$ [The bridge tuning factor parameter]

Variable $v, w$: a node

Variable $p$: a number in the real interval $(0,1)$

Variable $c$: an integer number

Variable $\text{NodeQueue}$: a queue of nodes

Variable $\text{BridgeSet}$: a set of bridge nodes

1: $\text{SeenNodes} := \emptyset$, $\text{VisitedNodes} := \emptyset$, $\text{NodeQueue} := \emptyset$, $\text{BridgeSet} := \emptyset$

2: insert $s$ into $\text{NodeQueue}$

3: for $i := 1$ to $n_i$ do

4: poll $\text{NodeQueue}$ and extract a node $v$

5: insert $v$ into $\text{VisitedNodes}$

6: insert all the nodes adjacent to $v$ into $\text{SeenNodes}$

7: if $(B(v) \geq 1)$ then

8: clear $\text{NodeQueue}$

9: $c := 0$

10: while $(c < \lfloor bf \cdot B(v) \rfloor)$ do

11: let $w$ be one of the bridge nodes adjacent to $v$ not in $\text{BridgeSet}$ selected uniformly at random

12: generate uniformly at random a number $p$ in the real interval $(0,1)$

13: if $(p \cdot bf \leq \frac{N(x)}{N(v)})$ then

14: insert $w$ into $\text{NodeQueue}$ and $\text{BridgeSet}$

15: $c := c + 1$

16: end if

17: end while

18: else

19: $c := 0$

20: while $(c < \lfloor nf \cdot N(v) \rfloor)$ do

21: let $w$ be one of the nodes adjacent to $v$ selected uniformly at random

22: generate uniformly at random a number $p$ in the real interval $(0,1)$

23: if $(p \leq \frac{N(v)}{N(v)})$ then

24: insert $w$ into $\text{NodeQueue}$

25: $c := c + 1$

26: end if

27: end while

28: end if

29: end for

- $bf$ [bridge fraction]. It represents the fraction of the bridge neighbors of the current node that should be visited. Like $nf$, it ranges in the real interval $(0,1)$. Clearly, this parameter is greater than 0 to allow the visit of at least one bridge (if any), resulting in crossing to another social network.

- $btf$ [bridge tuning factor]. It is a real number belonging to $[0,1]$ that allows the filtering of the bridges to be visited among the available ones, on the basis of their degree. Its role will be better explained in the following.

For instance, in a configuration with $nf = 0.10$ and $bf = 0.25$, our strategy visits 10% of the non-bridge neighbors of the current node and 25% of the bridge neighbors of the current node.

We are now able to formalize our crawling strategy. Its pseudo-code is shown in Algorithm 2.
The algorithm exploits two data structures: a queue $\text{NodeQueue}$ of nodes and a set $\text{BridgeSet}$ of bridges. The former contains the nodes detected during the crawling task and that should be visited later; the latter contains the bridges that have been already met during the visit. BDS starts its visit from a seed node $s$ that is added into $\text{NodeQueue}$. At each iteration, a new node $v$ is extracted from $\text{NodeQueue}$; $v$ is inserted into $\text{VisitedNodes}$, whereas all the nodes adjacent to $v$ are put into $\text{SeenNodes}$ (Lines 4–6). After this, if $v$ has at least one bridge as neighbor, then the visit proceeds towards one or more of the bridge neighbors of $v$, thus switching the current social network. For this reason, $\text{NodeQueue}$ is cleared (Line 8). This is necessary because, if the next nodes are polled from $\text{NodeQueue}$, the visit is brought back to the old social network improperly.

Now, in Line 10, the algorithm computes how many bridges must be selected on the basis of its setting. After this, each of these bridges, say $w$, is selected uniformly at random among those not previously met in the visit; $w$ is added into $\text{NodeQueue}$ and into $\text{BridgeSet}$ if and only if the ratio between the $v$’s outdegree and $w$’s outdegree is greater than or equal to $p \cdot btf$, where $p$ is a real random number in $[0,1]$ (Line 13). Observe that this condition is similar to that adopted by MH to drive the selection of nodes on the basis of their degrees. In particular, when $btf = 1$, this condition coincides with the one of MH, disadvantaging high-degree bridges; when $btf = 0$, no filtering on the bridge degree is done. Clearly, values ranging from 0 to 1 result in an intermediate behavior. If no bridge has been discovered, then $\lfloor n_{f} \cdot N(v) \rfloor$ non-bridges adjacent to $v$ are randomly selected (Lines 20 and 21). Such nodes are selected according to the policy of MH. They are added into $\text{NodeQueue}$. The algorithm terminates after $n_{it}$ iterations.

As for Lines 20–27, it is worth pointing out that, differently from MH, which selects only one neighbor for each node (thus, performing an in-depth visit), BDS has also a component (i.e., $n_{f}$), which allows it to select more than just one neighbor in such a way as to make it able to take the neighborhood of the current node into account. In this way, it solves one of the problems of RW and MH discussed above.

### 3.2 Experiments

In this section, we present our experiment campaign conceived to determine the performances of BDS and to compare it with BFS, RW and MH when they operate in a SIS. As we wanted to analyze the behavior of these strategies on a SIS, we had to extract not only connections among the accounts of different users in the same social network but also connections among the accounts of the same user in different social networks. To encode these connections, two standards encoding human relationships are generally exploited. The former is XFN (XHTML Friends Network) [61]. XFN simply uses an attribute, called $\text{rel}$, to specify the kind of relationship between two users. Possible values of $\text{rel}$ are $\text{me}$, $\text{friend}$, $\text{contact}$, $\text{co-worker}$, $\text{parent}$, and so on. A (presumably) more complex alternative to XFN is FOAF (Friend-Of-A-Friend) [8]. A FOAF profile is essentially
an XML file describing people, their links to other people and their links to created objects. The technicalities concerning these two standards have not to be handled manually by the user. As a matter of fact, each social network has suitable mechanisms to automatically manage them in a way transparent to users, who have simply to specify their relationships in a friendly fashion.

In our experiments, we consider a SIS consisting of four social networks, namely Twitter, LiveJournal, YouTube and Flickr. They are compliant with the XFN and FOAF standards and have been largely analyzed in Social Network Analysis in the past [15, 34, 44, 62]. We argue that the relatively small number of involved social networks, as a first investigation, is adequate, expecting that the more this number, the higher the gap between standard and specific crawling strategies.

For our experiments, we exploited a server equipped with a 2 Quad-Core E5440 processor and 16 GB of RAM with the CentOS 6.0 Server operating system. Collected data can be found at the URL http://www.ursino.unirc.it/ebsnam.html. (The password to open the archive is “84593453”.)

3.2.1 Metrics

A first needed step was to define reasonable metrics able to evaluate the performances of crawlers operating on a SIS. Even though this point may appear very critical and prone to unfair choices, it is immediate to realize that the following chosen metrics are a good way to highlight the desired features of a crawling strategy operating in a SIS:

1. Bridge Ratio (BR): this is a real number in the interval [0,1] defined as the ratio of the number of the bridges discovered to the number of all the nodes in the sample.
2. Crossings (CR): this is a non-negative integer and measures how many times the crawler switches from one social network to another.
3. Covering (CV): this is a positive integer and measures how many different social networks are visited by the crawler.
4. Unbalancing (UB): this is a non-negative real number and is defined as the standard deviation of the percentages of nodes discovered for each social network w.r.t. the overall number of nodes discovered in the sample. Observe that Unbalancing ranges from 0, corresponding to the case in which each social network is sampled with an equal number of nodes, to a maximum value (for instance, 50 in case of 4 social networks), corresponding to the case in which all sampled nodes belong to a social network. For example, in a SIS consisting of four social networks, if the overall discovered nodes are 100 and the number of nodes belonging to each of the four social networks is 40, 11, 30, and 19, resp., then $UB$ is equal to 12.68.
5. Degree Bias (DB): this is a real number computed as the root mean squared error, for each social network of the SIS, of the average node degree estimated by the crawler and that estimated by MH, which is considered the best one in
estimating the node degree for a social network in the literature \cite{27, 36}. If the crawled sample does not cover one or more social networks, then these are not considered in the computation of the Degree Bias.

As for the first three metrics, the higher their value, the higher the performance of the crawling strategy. By contrast, as for the fourth and the fifth metric, the lower their values, the higher the performance of the crawling strategy. Observe that Covering is related to the crawler capability of covering many social networks. Unbalancing measures the crawler capability of uniformly sampling all the social networks. Furthermore, observe that, even though one may intuitively think that a fair sampling should sample different social networks proportionally to their respective overall size, a similar behavior of the crawler results in incomplete samples in case of high variance of these sizes. Indeed, it may happen that small social networks are not represented in the sample or represented in an insufficient way. Bridge Ratio and Crossing are related to the coupling degree, while Degree Bias to the average degree. Finally, we note that the defined metrics are not completely independent from each other. For instance, if \( BR = 0 \), then \( CR \) and \( CV \) are also 0. Analogously, the value of \( CR \) influences both \( CV \) and \( UB \).

Besides the evaluation of the crawling strategies on each of the above metrics, separately considered, it is certainly important to define a synthetic measure capable of capturing a sort of “overall” behavior of the strategies, possibly modulating the importance of each metric. A reasonable way to do this is to compute a linear combination of the five metrics, in which the coefficients reflect the importance associated with them. We call \textit{Average Crawling Quality (ACQ)} this measure and define it as:

\[
ACQ = w_{BR} \cdot \frac{BR}{BR_{\text{max}}} + w_{CR} \cdot \frac{CR}{CR_{\text{max}}} + w_{CV} \cdot \frac{CV}{CV_{\text{max}}} + w_{UB} \cdot \left(1 - \frac{UB}{UB_{\text{max}}} \right)
\]

\[
+ w_{DB} \cdot \left(1 - \frac{DB}{DB_{\text{max}}} \right)
\]

where \( BR_{\text{max}} \) (\( CR_{\text{max}}, CV_{\text{max}}, UB_{\text{max}}, DB_{\text{max}}, \) resp.) are upper bounds of Bridge Ratio (Crossings, Covering, Unbalancing, Degree Bias, resp.) that, in a comparative experiment, can be set to the maximum value obtained by the compared techniques, whereas \( w_{BR}, w_{CR}, w_{CV}, w_{UB}, \) and \( w_{DB} \) are positive real numbers belonging to \([0, 1]\) such that \( w_{BR} + w_{CR} + w_{CV} + w_{UB} + w_{DB} = 1 \). Below, we deal with the problem of setting the values of these parameters.

### 3.2.2 Analysis of BFS, RW and MH

In this section, we analyze the performances of BFS, RW and MH, when applied on a SIS. For this purpose, we randomly chose four seeds, each belonging to one of the social networks of our SIS, and, for each crawling strategy, we run the corresponding crawler one time for each of the four seeds. The number of iterations of each crawling run was 5,000. The overall numbers of seen nodes returned by MH,
Table 1 Performances of MH, BFS and RW

|     | Twitter | YouTube | Flickr | LiveJournal | Overall |
|-----|---------|---------|--------|-------------|---------|
| MH  | Bridge Ratio | 0.0028  | 0.0038 | 0.0024 | 0.0025 |
|     | Crossing | 5       | 3       | 0         | 4       | 3       |
|     | Covering | 2       | 2       | 1         | 3       | 2       |
|     | Unbalancing | 32.5503 | 40.6103 | 50     | 31.1253 | 38.5715 |
|     | Degree Bias | 0    |         |         |         |         |
|     | Twitter Avg. Deg. | 37.9189 | 37.0789 | –       | 38.2842 | 37.76067 |
|     | YouTube Avg. Deg. | 9.6064  | 10.0379 | –       | 10.4144 | 10.01957 |
|     | Flickr Avg. Deg. | –       | –       | 104.3497 | –       | 104.3497 |
|     | LiveJournal Avg. Deg. | –      | –       | –       | 40.5604 | 40.5604 |
| BFS | Bridge Ratio | 0.0008  | 0.0054 | 0.0000 | 0.0016 |
|     | Crossing | 7       | 43      | 0       | 0       | 12.5    |
|     | Covering | 2       | 3       | 1       | 1       | 1.75    |
|     | Unbalancing | 49.9350 | 42.0286 | 50     | 50     | 47.9909 |
|     | Degree Bias | 103.9339 |      |         |         |         |
|     | Twitter Avg. Deg. | 21.92   | –       | –       | –       | 21.92   |
|     | YouTube Avg. Deg. | –       | 9.5106  | –       | –       | 9.5106  |
|     | Flickr Avg. Deg. | –       | –       | 311.6118 | –       | 311.6118 |
|     | LiveJournal Avg. Deg. | –      | –       | –       | 40.0136 | 40.0136 |
| RW  | Bridge Ratio | 0.0     | 0.0067  | 0.0     | 0.0     | 0.0017  |
|     | Crossing | 0       | 4       | 0       | 0       | 1       |
|     | Covering | 1       | 3       | 1       | 1       | 1.5     |
|     | Unbalancing | 50      | 40.1363 | 50     | 50     | 47.5341 |
|     | Degree Bias | 180.8260 |      |         |         |         |
|     | Twitter Avg. Deg. | 39.0    | 41.9489 | –       | –       | 40.4745 |
|     | YouTube Avg. Deg. | –       | 12.5081 | –       | –       | 12.5081 |
|     | Flickr Avg. Deg. | 476.6446 | 455.3002 | –       | 465.9724 |
|     | LiveJournal Avg. Deg. | –      | –       | –       | 43.3333 | 43.3333 |

RW and BFS were 135,163, 941,303 and 726,743, respectively. The high variance of these numbers is not surprising because it is intrinsic in the way of proceeding of these algorithms.

In Table 1, we show the values of our metrics, along with the values of the other parameters we consider particularly significant (i.e., the average degree of the nodes of each social network), obtained for the four runs of MH, BFS and RW, respectively.

From the analysis of this table, we can draw the following conclusions:

- The value of BR is very low for all the crawling strategies. For MH there are on average 2.5 bridges for each 1,000 crawled nodes. BFS behaves worse than MH, and RW is the worst one. This behavior can be explained by the theoretical observations about BFS, MH and RW provided in Sect. 3.
- The value of CR is generally low for all the crawling strategies. RW shows again the worst value. This result is clearly related to the low value of BR, because the
few discovered bridges do not allow the crawlers to sufficiently cross different social networks.

- The value of $CV$ is quite low for all the strategies. On average only two of the social networks of the SIS are visited. Also this result is related to the low values of $BR$ and $CR$.

- Even though $BR$, $CR$ and $CV$ are generally low for all social networks, this trend is mitigated for YouTube when BFS and RW are adopted. This can be explained by the fact that the central concept in YouTube is *channel*, rather than profile. A channel has generally associated the links with the profiles of the corresponding owners present in the other social networks. As a consequence, YouTube tends to behave as a “hub” among the other social networks. This implies that the number of bridges in YouTube is higher than in the other social networks; in its turn, this implies an increase in $BR$, $CR$ and $CV$. This trend is not observed for MH because this crawling technique tends to unfavor high-degree nodes, and often bridges have this characteristic (see Fact (ii) in Sect. 3).

- The value of $UB$ is very high for all the strategies, very close to the maximum one (i.e., 50). This indicates that, as far as this metric is concerned, they behave very badly. Indeed, it happens that they often stay substantially bounded in the social network of the starting seed. This result can be explained (i) by the fact that $UB$ is influenced by $CR$, which, in turn, is influenced by $BR$, and (ii) by the previous conclusions about $BR$ and $CR$.

- As for the average degrees of nodes, it is well known that MH is the crawling strategy that best estimates them in a single social network [27, 36]. From the analysis of Table 1, we observe that when MH starts from a seed it generally stays for many iterations in the corresponding social network (this is witnessed by the high values of $UB$). As a consequence, we can assume that the average degrees are those of reference for the social networks of the SIS, provided that at least one run of MH starting from each social network is performed. This conclusion is further enforced by observing that (as shown in Table 1) MH is capable of estimating the average degree of nodes even for social networks different from that of the seed (whose number of nodes in the sample is quite low). Basing on these reference values, we detect that BFS presents a high value of $DB$. This is well known in the literature for a scenario consisting of a single social network [36], and we confirm this conclusion also in the context of SISs. The performance of RW is even worse than that of BFS.

In sum, we may conclude that the conjectures given above about the unsuitability of BFS, MH and RW to operate on a SIS are fully confirmed by our experiments. Now we have to see how our crawling strategy performs in this scenario. This is the matter of the next section.
Table 2 Performances of BDS for different values of \( nf \)

| \( bf = 0.25, \ btf = 0.25 \) | \( nf = 0.02 \) | \( nf = 0.10 \) | \( nf = 0.25 \) | \( nf = 0.50 \) |
|-------------------------------|----------------|----------------|----------------|----------------|
| Bridge Ratio                  | 0.0488         | 0.0965         | 0.1516         | 0.0814         |
| Crossing                      | 28             | 286            | 639            | 410            |
| Covering                      | 3              | 4              | 4              | 4              |
| Unbalancing                   | 26.1299        | 13.5103        | 12.2921        | 42.2080        |
| Degree Bias                   | N.A.           | 19.0145        | 68.7413        | 123.7054       |
| Twitter Avg. Deg.             | 40.5714        | 42.0383        | 41.0812        | 42.1161        |
| YouTube Avg. Deg.             | 12.079         | 11.9278        | 12.8508        | 14.3556        |
| Flickr Avg. Deg.              | 240.8333       | 129.5833       | 153.6764       | 331.5379       |
| LiveJournal Avg. Deg.         | N.A.           | 68.6234        | 168.8152       | 138.3333       |

3.2.3 Analysis of BDS

To analyze BDS we performed a large set of experiments. In this section, we present the most significant ones to evaluate the impact of \( nf \), \( bf \) and \( btf \). In the configurations considered in these experiments we performed 5,000 iterations. The number of obtained seen nodes ranges from 15,585 to 473,122.

Impact of \( nf \)

We first evaluate the role of \( nf \) on the behavior of BDS. For this purpose we have fixed the other two parameters \( bf \) and \( btf \) to 0.25, and we have assigned to \( nf \) the following values: 0.02, 0.10, 0.25 and 0.50 (the reasons underlying the choice of discarding lower or higher values will be clear below). The results of this experiment are shown in Table 2. From the analysis of this table we observe that very low values of \( nf \) (i.e., \( nf \) about 0.02) lead to a significant decrease in BR and CR. Furthermore not all the social networks of the SIS are sampled. This behavior can be explained by the fact that, when \( nf \) is very low, BDS behaves as RW. This has a very negative influence on UB, because BR and CR influence UB, and does not allow the computation of DB, because not all social networks of the SIS are covered. As a consequence, we have decided not to report values of \( nf \) lower than 0.02.

By contrast, for high values of \( nf \) (i.e., \( nf \) about 0.50) we observe that BR, CR and CV show satisfying values. However, in this case, we obtain the worst values of UB and DB, registering for these metrics a behavior of BDS similar to that of BFS (as a matter of fact, \( nf = 0.50 \) implies that 50% of the non-bridge neighbors of each node are visited). The high UB is explained by the fact that, even though the visit involved all the four social networks, this did not happen in a uniform fashion and some social networks have been sampled much more than the others. As for DB, in this case, BDS shows a behavior even worse than BFS because the presence of a high number of bridges in the sample causes the increase in the estimated average degree of the social networks (recall Fact (ii) introduced in Sect. 3). For this reason we do not report values of \( nf \) higher than 0.50.
Table 3 Performances of BDS for different values of \(bf\)

| \(nf = 0.10, \ btf = 0.25\) | \(bf = 0.25\) | \(bf = 0.50\) | \(bf = 0.75\) | \(bf = 1.00\) |
|-----------------------------|--------------|--------------|--------------|--------------|
| Bridge Ratio               | 0.0965       | 0.0875       | 0.0815       | 0.0824       |
| Crossing                   | 286          | 264          | 270          | 266          |
| Covering                   | 4            | 4            | 4            | 4            |
| Unbalancing                | 13.5103      | 18.4622      | 8.4756       | 16.1804      |
| Degree Bias                | 19.0145      | 21.8163      | 53.9505      | 50.8895      |
| Twitter Avg. Deg.          | 42.0383      | 40.76        | 40.4362      | 40.3348      |
| YouTube Avg. Deg.          | 11.9278      | 12.2291      | 11.9679      | 11.7807      |
| Flickr Avg. Deg.           | 129.5833     | 147.428      | 157.427      | 156.6471     |
| LiveJournal Avg. Deg.      | 68.6234      | 46.4071      | 134.4459     | 127.82       |

The reasoning above suggests that, to cover all the social networks of the SIS, \(nf\) should be higher than 0.02. However, to obtain acceptable \(DB\) values, it should be lower than 0.50. For this reason, we decided to fix \(nf\) to the intermediate value 0.10 in the study of \(bf\) and \(btf\). In fact, this value shows a good tradeoff w.r.t. all considered metrics.

Impact of \(bf\)

To evaluate the impact of \(bf\) on the behavior of BDS we fixed \(nf\) to 0.10 and \(btf\) to 0.25. We assigned to \(bf\) the following values: 0.25, 0.50, 0.75 and 1. We set 0.25 as the lower bound for \(bf\) because, by a direct analysis on the sample obtained by setting \(bf = 1\), we saw that the maximum number of bridges adjacent to a node was 4. The values of the metrics obtained in this case are reported in Table 3.

From the analysis of this table we can observe that, as for the first four metrics, the obtained results are satisfying and comparable for each value of \(bf\). This is a further confirmation that fixing \(nf = 0.10\) allows BDS to cover all the social networks of the SIS in a satisfactory way. The only discriminant for \(bf\) seems to be \(DB\) because the increase in \(bf\) leads to an increase in the average node degree. This trend can be explained as follows. When a user has more adjacent bridges (less than 4, in our sample), for \(bf = 0.25\), BDS selects only one of them. In this case, with the highest probability, the selected bridge will be the one with the lowest degree (see Line 13 in Algorithm 2). In the same case, if \(bf = 1\), then BDS selects all adjacent bridges and, therefore, also those having the highest degrees. From the assortativity property [48], it is well known that high-degree users are often connected with other high-degree users. All these facts imply that the average degree of the sampled nodes increases. This explains the seemingly “strange” decrease in \(BR\) observed when \(bf\) increases. In fact, because the number of adjacent bridges is very limited, when the number of adjacent nodes increases, the fraction of bridges present in it (i.e., \(BR\)) decreases. All these reasonings suggest that an increase in \(bf\) causes an increase in \(DB\) and a decrease in \(BR\). All the other metrics do not show significant variations. For this reason, in these experimental campaigns, we fixed \(bf\) to 0.25.
Table 4 Performances of BDS for different values of $btf$

| $nf = 0.10$, $bf = 0.25$, $btf$ | $bf = 0.00$ | $bf = 0.25$ | $bf = 0.50$ | $bf = 0.75$ | $bf = 1.00$ |
|-------------------------|-----------|-----------|-----------|-----------|-----------|
| Bridge Ratio            | 0.0771    | 0.0965    | 0.0715    | 0.07612   | 0.0705    |
| Crossing                | 245       | 286       | 226       | 258       | 183       |
| Covering                | 4         | 4         | 4         | 4         | 4         |
| Unbalancing             | 20.1134   | 13.5103   | 9.9273    | 11.8239   | 14.8959   |
| Degree Bias             | 140.4817  | 19.0145   | 32.8467   | 48.7946   | 29.8698   |
| Twitter Avg. Deg.       | 40.2287   | 42.0383   | 39.7203   | 39.0245   | 39.6141   |
| YouTube Avg. Deg.       | 11.8225   | 11.9278   | 11.1113   | 11.5115   | 11.3697   |
| Flickr Avg. Deg.        | 379.377   | 129.5833  | 118.1566  | 124.1844  | 133.0608  |
| LiveJournal Avg. Deg.   | 97.9286   | 68.6234   | 104.7473  | 136.0927  | 92.8981   |

Impact of $btf$

In this experimental campaign, we fixed $nf$ to 0.10 and $bf$ to 0.25. We considered the following values for $btf$: 0, 0.25, 0.50, 0.75, and 1. $btf$ can be seen as a filter on the bridge degrees. In particular, if $btf = 0$, then there is no constraint on the degrees of the bridges to select. If $btf = 1$, then BDS behaves as MH and, therefore, favors the selection of those bridges whose degree is lower than or equal to that of the current node. The other bridges are selected with a probability that decreases with the increase in their degree. The values of the metrics measured in this experimental campaign are reported in Table 4.

From the analysis of this table, it is evident that, when $btf = 0$, $DB$ is high. This can be explained by the fact that, in this case, all bridges (even those with very high degree) may be equally selected. For the other values of $btf$, the overall performances of BDS do not present significant differences because all these values allow high-degree bridges to be filtered out. From a direct analysis on our samples we verified that the average degree of bridges is at most four times that of non-bridges. Setting $btf = 0.25$ allows that, even in the worst case (i.e., $p = 1$ in Line 13 of Algorithm 2), the bridges having a degree lower than or equal to the average degree of non-bridges are generally selected. This way, high-degree bridges are unfavored whereas the others are highly favored. For this reason, in these experimental campaigns, we fixed $btf$ to 0.25.

3.2.4 Average Crawling Quality

So far we have analyzed the behavior of BDS w.r.t. the five metrics separately considered. To compare our strategy with the other three ones, it is more important to study their “overall” behavior by using the metric $ACQ$, which aggregates all the five metrics considered previously. Here, we have to deal with the problem of setting the coefficients of the linear combination, namely $w_{BR}$, $w_{CR}$, $w_{CV}$, $w_{UB}$, and $w_{DB}$, present in the definition of $ACQ$. 
Table 5 ACQ for the different parameter configurations of BDS

| Configuration          | ACQ (same weights) | ACQ (different weights) |
|------------------------|--------------------|-------------------------|
| nf = 0.02 bf = 0.25 btf = 0.25 | 0.42              | 0.36                    |
| nf = 0.10 bf = 0.25 btf = 0.00  | 0.48              | 0.42                    |
| nf = 0.10 bf = 0.25 btf = 0.25  | 0.84              | 0.86                    |
| nf = 0.10 bf = 0.25 btf = 0.50  | 0.67              | 0.57                    |
| nf = 0.10 bf = 0.25 btf = 0.75  | 0.66              | 0.57                    |
| nf = 0.10 bf = 0.25 btf = 1.00  | 0.64              | 0.55                    |
| nf = 0.10 bf = 0.50 btf = 0.25  | 0.68              | 0.63                    |
| nf = 0.10 bf = 0.75 btf = 0.25  | 0.68              | 0.59                    |
| nf = 0.10 bf = 1.00 btf = 0.25  | 0.64              | 0.57                    |
| nf = 0.25 bf = 0.25 btf = 0.25  | 0.73              | 0.67                    |
| nf = 0.50 bf = 0.25 btf = 0.25  | 0.46              | 0.44                    |

We start by assigning the same weight to all metrics, i.e., we set $w_{BR} = w_{CR} = w_{CV} = w_{UB} = w_{DB} = 0.2$. Then, we measure the value of ACQ for all the configurations of the parameters of BDS examined in Tables 2, 3 and 4. Obtained values are reported in the second column of Table 5. From the analysis of this column, we can verify that the configuration of BDS that guarantees the best tradeoff among the various metrics is $nf = 0.10, bf = 0.25, btf = 0.25$.

Observe that, at the beginning of Sect. 3.2 we showed that the defined metrics are not completely independent of each other. In fact, $BR$ influences $CR$ and $CV$, whereas $CR$ influences $CV$ and $UB$. As a consequence, it is reasonable to associate different weights with the various metrics by assigning the higher values to the most influential ones. To determine these values, we use an algorithm that takes inspiration from the Kahn’s approach for topological sorting of graphs [29]. In particular, we first construct the metric Dependency Graph. It has a node $n_{M_i}$ for each metric $M_i$. There is an edge from $n_{M_i}$ to $n_{M_j}$ if the metric $M_i$ influences the metric $M_j$. A weight is associated with each node. Initially, we set all the weights to 0.20 (Fig. 1). We start from a node having no outgoing edges and split its weight (in equal parts) among itself and the nodes it depends on. Then, we remove all the incoming edges. We repeat the previous tasks until all the nodes of the graph have been processed. By applying this approach we obtain the following configuration of weights: $w_{BR} = 0.45$, $w_{CR} = 0.18$, $w_{CV} = 0.07$, $w_{UB} = 0.10$, $w_{DB} = 0.20$. Observe that the node processing order is not unique because more than one node with no outgoing edge exists. However, it is easy to verify that the final metric weights returned by our algorithm do not depend on the adopted node processing order.

1Clearly, if a node has no incoming edges, it maintains its weight.
Now, we measure ACQ with this new weight setting. The obtained results are reported in the third column of Table 5. Also in this experiment, the setting \( nf = 0.10, bf = 0.25, btf = 0.25 \) of the parameters of BDS shows the best performance.

However, with regard to this result, there are applications in which some metrics are more important than the others. BDS is highly flexible and, in these cases, allows the choice of the configuration that favors those metrics. For instance, if a user performs link mining in a SIS, the most important metric is CR because it is an index of the number of links between different social networks present in the crawled sample. By contrast, DB does not appear particularly relevant. In this case, the configuration \( nf = 0.25, bf = 0.25, btf = 0.25 \), is chosen because it guarantees the maximum CR even though the corresponding Bias Degree is quite high (see Table 2). As a second example, if it is desired a crawled sample in which all the social networks of the SIS are represented in the most uniform way, it is suitable to adopt the configuration \( nf = 0.10, bf = 0.75, btf = 0.25 \) that guarantees the best UB (see Table 3).

We now compare BDS, BFS, RW, and MH when they operate on a SIS. In this comparison, as for BFS, RW and MH we selected the overall values (see the last column of Table 1). As for BDS we adopted the configuration \( nf = 0.10, bf = 0.25, btf = 0.25 \). The results of this comparison, obtained by computing ACQ with the two weight settings, are reported in Table 6.

Interestingly enough, even the lowest value of ACQ obtained for BDS (obtained with the configuration \( nf = 0.02, bf = 0.25, btf = 0.25 \)) is higher than that obtained for MH and much higher than those obtained for BFS and RW. This shows that BDS guarantees always the best performance.

From the analysis of these values and of those reported in Tables 1, 2, 3, and 4, it clearly emerges that, when operating on a SIS, BDS highly outperforms the other approaches. The only exception is MH for DB because, according to [27, 36], we have assumed that MH is the best method to estimate the average node
degree. However, also for this metric, BDS obtains very satisfactory results. As a final remark we highlight that, besides the capability shown by BDS of crossing through different social networks, overcoming the drawbacks of compared crawler strategies, BDS presents a good behavior also from an intra-social-network point of view. This claim is supported from both the results obtained for DB, and the consideration that our crawling strategy, in absence of bridges, can be located between BFS and MH, producing intra-social-network results that reasonably cannot differ significantly from the above strategies.

4 Experiences

As pointed out in the introduction, the second main purpose of this paper is to exploit BDS for investigating the main features of bridges and SISs. This section is devoted to this analysis and is organized in such a way that each subsection investigates a specific aspect of SISs, namely the degree of bridges and non-bridges, the relationships between bridges and power users, the possible existence of a bridge backbone and the analysis of bridge centrality.

To perform the analyses of this section, we collected ten samples using BDS. We performed each investigation described below on each sample and, then, we averaged the obtained values on all of them. Therefore, each measure reported below is the average of the values obtained on each sample.

4.1 Distributions of Bridge and Non-bridge Degrees

In this section, we analyze the distributions of node degrees. For this purpose, we compute the Cumulative Distribution Function (CDF) of the degree of bridges and non-bridges. This function describes the probability that the degree of a node is less than or equal to a given value \( x \). The CDFs for bridges and non-bridges are shown in Fig. 2.

By analyzing this figure, we can see that, fixed a degree \( d \), the probability that a bridge has more than \( d \) contacts is higher than that of a non-bridge, for any \( d \). As a consequence, we can state that a bridge has more contacts than a non-bridge, in average.

Again, observing the CDF trend for both bridges and non-bridges, it seems that the corresponding degrees follow a power law distribution. To verify this conjecture, in Fig. 3 we plot the Probability Distribution Function (PDF) of the degree of bridges and non-bridges. A visual analysis of the PDF trend already confirms our conjecture. To refine our analysis, we compute the best power law fit using the maximum likelihood method [16]. Table 7 shows the estimated power law coefficients, along with the Kolmogorov-Smirnov goodness-of-fit metrics, for the distributions into consideration. In particular, \( \alpha \) is the exponent of the theoretical power law function
that best approximates the real one, whereas $D$ is the maximum distance between the theoretical function and the real one. The shown results, and in particular the low value of the Kolmogorov-Smirnov goodness-of-fit metric, confirm that the degrees of bridges and non-bridges follow a power law distribution.

To deepen our analysis, we compute the average degrees of bridges and non-bridges, along with the corresponding standard deviations, for each social network of the SIS. The obtained results are presented in Table 8. From the analysis of this table we can observe that: (1) the standard deviations of bridges and non-bridges are generally high; this can be explained by the power law distribution of PDF; (2) both

|       | $\alpha$ | $D$  |
|-------|----------|------|
| Non-bridges | 2.18     | 0.09 |
| Bridges     | 2.31     | 0.15 |
the average degree and the degree standard deviation of bridges are higher than the corresponding ones of non-bridges for all the social networks of the SIS; in other words, this trend, valid for the SIS in the whole, is general and not specific for some social network.

In other words, BDS confirms the same results obtained in [11] with the other crawling techniques, and, in turn, this represents a further confirmation of Fact (ii) introduced in Sect. 3.

Continuing the analysis of Fig. 2, we can observe a relevant discontinuity of the CDF for both bridges and non-bridges around the degrees 35–40. Indeed, we have that the probability to find a bridge with less than 35 contacts is about 0.5, and that this probability becomes 0.75 for bridges with less than 40 contacts. The same trend occurs for non-bridges. This may be explained by considering that there exist two typologies of social network users. The former is composed by users who joined a social network for a short time, adding a limited (less than 40) number of friends. The latter refers to users who are active and, therefore, have an increasing number of contacts. The former typology raises the CDF values in the initial range (say 0–40), generating the observed discontinuity.

### 4.2 Bridges and Power Users

As seen in the previous section, bridges have an average degree higher than that of non-bridges. A question arises spontaneously: Are bridges power users? As a matter of fact, according to the definition given in [56], power users are nodes having a degree higher than the average degree of the other nodes. Indeed, if bridges were power users, for their detection it is possible to exploit the techniques for power user extraction already proposed in the literature. In the previous experiment, we measured that average degree of bridges is 66.69, whereas that of non-bridges is 26.82. The average degree of all nodes is 30.67, which is the reference value for classifying a node as power users. Looking at the average degrees, we may expect that bridges are actually power users. However, because degrees follow a power law distribution, this conjecture may be wrong.

To solve this question, we have to understand how much the set of power users and that of bridges overlap. Specifically, we denote by $P$ the set of power users and...
by $B$ the set of bridges. Then, we measure the fraction of bridges that are power users and the fraction of power users that are bridges. The obtained results are: $\frac{|P \cap B|}{|B|} = 0.49$ and $\frac{|P \cap B|}{|P|} = 0.14$. They show that half of bridges are power users, whereas only few power users are bridges.

To better understand this phenomenon, we extend the concept of power user by introducing the notion of the strength of a power user. In particular, we say that a power user is an $s$-strength power user if its degree is $s$ times higher than the average degree of nodes. Clearly, a standard power user corresponds to a 1-strength power user. Now, we compute $\frac{|P \cap B|}{|B|}$ and $\frac{|P \cap B|}{|P|}$ for increasing values of the strength of power user. The results of this experiment are shown in Fig. 4.

Here, it is possible to see that initially half of the bridges are power users. However, the percentage of bridges that are $s$-strength power users decreases as $s$ increases. This allows us to conclude that bridges are not “strong” power users. Viceversa, the percentage of power users that are bridges increases as $s$ increases. This allows us to conclude that the probability of finding a bridge among the strongest power users is higher than that of finding a bridge among the weak power users. However, this probability is never higher than 0.35.

In any case, both the (decreasing) trend of $\frac{|P \cap B|}{|B|}$ and the low values of $\frac{|P \cap B|}{|P|}$ allow us to conclude that there does not exist a meaningful correlation between bridges and power users.

### 4.3 Ties Among Bridges and Non-bridges

In this analysis, we aim at studying whether bridges have preferential ties among them, i.e., whether they are more likely to be connected to each other than to non-bridges. A possible way to carry out this verification is to compute the distribution of
the lengths of the shortest paths among bridges and among nodes in the SIS. Indeed, if these distributions are similar and the maximum lengths of the shortest paths connecting two nodes and two bridges are comparable, it is possible to conclude that no preferential tie exists among bridges. By contrast, if the maximum length of the shortest paths connecting two bridges is less than that of the shortest paths connecting two nodes and/or the distributions are dissimilar in the sense that the one of bridges raises much faster than the one of non-bridges, it is possible to conclude that bridges are likely to be connected to each other. The results of this experiment are shown in Fig. 5.

From the analysis of this figure, we can see that the distribution of bridge distance follows the same trend of that of node distance. Moreover, the effective diameter (90-th percentile of the distribution of the lengths of the shortest paths) measured for nodes and bridges is about 12 and 11, respectively. This allows us to conclude that no preferential connection favoring the link among bridges exists.

Interestingly enough, this experiment supplies us a further hint about the node to be used as seed in a crawling task for a SIS: Indeed, we cannot rely on a particular seed to enhance the percentage of bridges in a crawled sample, because a backbone among bridges does not exist.

### 4.4 Bridge Centrality

This experiment is devoted to analyze the centrality of bridges in a SIS. Centrality is one of the most important measures adopted in Social Network Analysis to investigate the features of nodes in a social network. Basically, there are four main centrality metrics, namely degree, betweenness, closeness and eigenvector [20]. In this experiment, we focus on betweenness because it computes the centrality of a
Table 9 Centrality of bridges and non-bridges

|       | Bridges | Non-bridges |
|-------|---------|-------------|
| Twitter | 2,404   | 2,758       |
| Flickr  | 643     | 652         |
| LiveJournal | 33     | 36          |
| YouTube | 3,779   | 5,685       |
| All     | 23,100  | 12,156      |

node by quantifying how much it is important in guaranteeing the communication among other nodes and, therefore, how much it acts as bridge along the shortest paths of other nodes.

We expect that bridges have a high betweenness value in the whole SIS. In this experiment, we aim at verifying this intuition and, in the affirmative case, at studying if they maintain this property in the single social networks they joined.

For this purpose, we compute the betweenness of each node in our samples by means of SNAP (Stanford Network Analysis Platform) [56] and we average the corresponding values for bridges and non-bridges. The results are reported in Table 9.

By analyzing this table, we can observe that the intuition about the high betweenness of bridges in the whole SIS is fully confirmed. By contrast, in the single social networks, the values of betweenness of bridges are comparable or less than those of non-bridges. At a first glance, this result is unexpected because it appears immediate to think that a bridge can maintain its role of connector also in the single social networks joined by it. Actually, a more refined reasoning leads us to conclude that often bridges, just for their role, are at the borders of their social networks, and this partially undermines their capability to be central.

5 Conclusion

In this paper, first we have investigated the problem of crawling Social Internetworking Scenarios. We have started from the consideration that existing crawling strategies are not suitable for this purpose. In particular, we have analyzed the state-of-the-art techniques, which are BFS, RW and MH, showing experimentally that the above claim is true. On the basis of this result, by analyzing the reasons of the drawbacks of existing crawling strategies, we have designed a new one, called BDS (Bridge-Driven Search), specifically conceived for a SIS. We have conducted several experiments showing that, when operating in a SIS, BDS highly outperforms BFS, RW and MH, and arguing that BDS presents a good behavior also in intra-social-network crawling. Besides the overall conclusion mentioned above, we have seen that BDS is highly flexible as it allows a metric to be privileged over another one. After having validated BDS, we have exploited it to explore the emergent scenario of Social Internetworking from the perspective of Social Network Analysis. Being aware that the complete investigation of all the aspects of SISs is an extremely large task, we have
identified the most basic structural peculiarity of these systems, i.e. bridges, and we have deeply studied it. We argue that most of the knowledge about the structural properties of SISs, and possibly about the behavioral aspects of users, starts from the adequate knowledge of bridges, which are the structural pillars of SISs.

We think that SIS analysis is a very promising research field and so we plan to perform further research efforts in the future. In particular, one of the most challenging issue is the improvement of the BDS crawling strategy in such a way that the values of $nf$, $bf$ and $btf$ dynamically change during the crawling activity to adapt themselves to the specificities of the crawled SIS. Moreover, we plan to investigate the possible connections of our approach with the information integration ones, as well as to deal with the privacy issue arising when crawling SISs. Another important future development regards the exploitation of BDS (or its evolutions) to perform a deeper investigation of SISs. In this context, it appears extremely promising to apply Data Warehousing, OLAP and Data Mining techniques on SIS samples derived by applying BDS to derive knowledge patterns about SISs.
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Privacy and Ethical Issues in Social Network Analysis

Lei Chen and Mingxuan Yuan

Abstract Nowadays, more and more people join social networks, such as Facebook, Linkedin, and Livespace, to share information and to monitor or participate in different activities. This gives people a great opportunity to obtain useful information from these social network data. Meanwhile, the information stored in these social networks are under high risk of attack by various malicious users, in other words, people’s privacy could be easily breached via some domain knowledge. Thus, for a service provider, such as Facebook and Linkedin, how to publish a privacy preserving graph becomes an important problem. It is essential to protect users’ privacy and at the same time provide “useful” data. Targeting the privacy preserving graph publication problem, in this chapter, we introduce graph publishing models, which cover different aspects of graph publication issues.

1 Introduction

1.1 What Is Social Network Data

With the rapid growth of Web 2.0, more and more users are joining social networks for information sharing. A social network could be modeled as a social graph where each node represents a user and the links represent the relationships between these
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users. Each node can have a unique identifier and a number of attributes, such as age, education background, income and so on.

It is a great opportunity to obtain useful information from these social network data since lots of information unavailable before is now searchable online [1–8]. However, social networks often contain the private information of individuals as well as the sensitive relationships between them. As a result, how to organize and manage the social networks (graphs) to make the data analysis not reveal private information has become a hot research topic.

1.2 What Is Privacy Preserving Graph Data Publishing

Figure 1 demonstrates the structure of privacy-aware data management in social networks. Users share their information through the interface provided by the social network owners. The owner holds the network data and provides the privacy preserving graph to the data mining parties to do further analysis. The privacy-aware data management in social networks involves two categories [9]:

- Privately Managing Enterprise Network Data:
  This category targets on how to publish a privacy preserving network to make sure no individual’s private information is released and at the same time, the data mining parties can still get useful information from the graph.

- Personal Privacy in Online Social Networks:
  This category targets on how to guide the individual to share information or set privacy preferences when using a social network in various places. The purpose is to make the sharing of information reliable and transparent.
1.2.1 Privately Managing Enterprise Network Data

The goal is to publish a privacy preserving graph which can be used for data analysis and at the meantime, no private data can be revealed. There are four key issues in privacy preserving graph publication:

What Is the Privacy Concern

One common practice [10–12] to protect privacy is to publish a naive node-anonymized version of the network, that is, by removing the identifiers of the nodes. However, simply removing the identifiers in social networks does not guarantee privacy. The unique patterns, such as node degree or subgraph to special nodes, can be used to re-identify the nodes/links [10, 13, 14]. For example, Fig. 2a is an example of a social network where each node has a name (identifier) and income as attributes. Figure 2b is the naive node-anonymized version of Fig. 2a. If an attacker knows Aron has three friends (the node corresponding to Aron has degree 3), he can uniquely locate node 1 as Aron (we also called the process re-identification). When a node is re-identified, the information around this node in the published graph as well as the position of the corresponding node in the whole network is released. So the identities of nodes should be protected [10, 13–21]. In some applications, if the nodes have sensitive attributes, the sensitive node attributes such as income also need to be protected [14,22,23]. Some applications [14,18,21] might further require the relationship between users to be sensitive. In this case, the published graph must also guarantee no link can be re-identified. Besides the above node and link re-identification, for some applications such as the business network, a weighted...
graph is published [24, 25] in which only the edge weights are required to be protected.

To summarize, the privacy breaches in social networks can be grouped into four categories [11, 12]:

- Identity disclosure: A node is uniquely re-identified.
- Link disclosure: The sensitive relationship between individuals is disclosed.
- Attribute disclosure: The sensitive attribute associated with each node is compromised.
- Edge weight disclosure: The weights on edges are disclosed.

The published privacy preserving graph must avoid one or more of the above privacy breaches according to different applications and different assumptions about an attacker.

What Is the Attack Model Used to Break Users’ Privacy

An attacker may obtain private information about some users using the published graph and some knowledge he already has about the users. The knowledge an attacker uses is called background knowledge. So the attack is also known as a “Background knowledge-based attack” [11]. The assumptions of the adversary’s background knowledge play a critical role in modeling attacks and developing methods to protect privacy in social network data [12]. There are different types of background knowledge: non-sensitive node attributes, degrees, link relationships, neighborhoods, and embedded subgraphs, and so on. [11]. For example, knowing that Aron has three friends (the node corresponding to Aron has degree 3) to re-identify Aron is the attack using the degree background knowledge.

The assumption of background knowledge is related to the applications and graph models. Each proposed graph protection model is based on a certain assumption of background knowledge that an attacker may use. The protection techniques rely heavily on background knowledge. It is very challenging [9, 11, 12] to model all types of adversary background knowledge and quantify their impact on privacy breaches under the scenario of privacy preserving social network data publishing.

What Utilities Should Be Preserved to Guarantee Data’s Usefulness

Since the main purpose of publishing a social network is to do analysis and data mining, it is important to preserve the utilities of the original graph in the published privacy preserving graph. How to measure the information loss in privacy preserving graphs is a key issue. Previous works considered three types of utilities [11, 12]:

- Graph topological properties
  Researchers used various graph topological properties as measures to indicate the structure and characteristics of social networks. These topological properties
include degree sequences, shortest connecting paths, and clustering coefficients and so on [10, 13–16].

- Aggregate queries on a network
  An aggregate network query calculates the aggregate on some paths or subgraphs satisfying some query conditions. For instance, how many users from the US are friends with users from Australia is one of the aggregate queries [21]. Some researchers used this utility to measure the labeled graphs [15, 21].

- The spectrum of a network
  Some researchers also used the spectrum of a graph to represent the structural information. The spectrum of a graph is defined as the set of eigenvalues of the graph’s adjacency matrix [17, 26, 27].

Owing to the complexity of graph data, so far, how to quantify the information loss for different applications well is still an open problem [11, 12].

What Are the Fundamental Protection Techniques

To prevent the node disclosure, link disclosure and attribute disclosure, similar to the protection of tabular data, the anonymization techniques such as k-anonymity, l-diversity models are designed for graph data by considering the new attack models and utilities. There are two basic methods to publish a privacy preserving graph:

- Graph Modifying: Graph modifying is also known as the edge editing based method. The structure of the original graph is changed to satisfy a certain privacy requirement by adding/deleting edges. For instance, Fig. 2c is a privacy preserving graph of Fig. 2a by adding two edges, in which each degree appears at least twice. An attacker with the node degrees as the background knowledge, always gets two candidates for each individual. This is an implementation of 2-anonymity on node degrees by edge editing.

- Graph Generalizing: Graph generalizing is also known as the clustering based method. Clustering is to cluster “similar” nodes and publish clusters instead of the original nodes. The published graph is called a clustered graph. For instance, Fig. 2d implements 2-anonymity of nodes for Fig. 2a by clustering. Since there are many graphs which are consistent with a clustered graph, when measuring the utilities of a clustered graph, researchers sample a group of graphs which are consistent with the clustered graph and use the average utility values of these sampling graphs.

Currently, all works evaluate utilities of the published graph by empirically comparing it to the original graph. No privacy preserving graph construction algorithms generate a published graph with a bounded utility. It is an open problem about how to generate privacy preserving graphs with better utilities [12].
1.2.2 Personal Privacy in Online Social Networks

Different to the private management of enterprise network data, the works about personal privacy in online social networks focus on how to provide assistance when users share information or do the privacy preference settings through the social network interface. These works include [9]:

- Understanding your privacy risk
  The works in this category try to help users develop intuition about his information safety in online social networks. Then a user can decide whether to share the information according to the current privacy estimation.

- Managing your privacy control
  The works in this category consider how to assist a user to configure his privacy preferences more efficiently and accurately.

1.3 Content of This Chapter

In this chapter, we focus on the private management of enterprise network data. The complexity of graph data makes privacy protection more challenging than tabular data. The new challenges in this area include:

1. In terms of utility preserving
   The challenges are how to improve the utilities of the published graph, or how to generate a utility preserving graph.

2. In terms of background knowledge
   The challenges are how to model the adversary’s background knowledge for different applications, how to publish a utility preserving graph against the corresponding attacks and so on.

3. In terms of attacks
   The challenges are to study whether there are additional attacks on existing privacy preserving models and so on.

After a brief introduction to related works in Sect. 2, each of the following sections tries to meet one or more challenges mentioned above.

1. Considering the utility preserving, a $k$-degree-$l$-diversity model is proposed and the corresponding utility preserving graph construction algorithm is designed in Sect. 3 [28].

2. Considering the modeling of background knowledge, a personalized protection framework for social networks is proposed in Sect. 4 [29].

3. Considering the protection against a new type of attack: analyzing attack using the label-structure relationship, a utility preserving protecting model is proposed in Sect. 5.

4. Considering the utility preserving and privacy protection, a fine-grained adjusting framework is constructed to publish the privacy protected and utility preserved graph in Sect. 6 [30].
2 Related Work

2.1 Privately Managing Enterprise Network Data

When publishing privacy preserving social networks, simply removing the identifiers does not guarantee privacy. Unique patterns, such as node degree or subgraph to special nodes, can be used to get individuals’ private information [10]. An attack is implemented by using some knowledge about the victims to analyze the published graph, which is called “Background knowledge-based attacks” [11]. If the “Background knowledge” includes the structural information, it is also called “structural attacks”.

If the background knowledge is the information that an attacker observed around victims, the corresponding attack is called a “passive attack”. There are two models proposed to publish a privacy preserved graph against “passive attacks”: the edge editing based model [13–17] and the clustering based model [10, 18–21]. The edge editing based model is to add or delete edges to make the graph satisfy certain properties according to the privacy requirements. The clustering based model is to cluster “similar” nodes together to form super nodes. Each super node represents several nodes which are also called a “cluster”. Then the links between nodes are represented as the edges between super nodes which are called “super edges”.

Most edge editing based graph protection models implement k-anonymity [31] of nodes on different assumptions of the background knowledge of the attacker. That is, when an attacker uses certain background knowledge to query the published graph, he should always get at least k candidates. By assuming that an attacker knows the degree of each node, Liu [13] did a pioneer work in this area. Liu [13] defined and implemented the k-degree-anonymous model on network structure, that is for a published network, for any node, there exists at least other $k - 1$ nodes to have the same degree as this node. The published graph is generated by changing the original graph with the minimum number of edges. Similarly, several other works propose different k-anonymous graph protection models with stronger assumption of the attacker’s background knowledge. Zhou [15] considered the k-neighborhood anonymous model: for every node, there exists at least other $k - 1$ nodes sharing isomorphic neighborhoods. They assume that an attacker knows the one hop neighborhood graph of each node. In paper [22], the k-neighborhood anonymity model is extended to k-neighborhood-l-diversity model to protect the sensitive node label. That is, the sensitive labels on the nodes who share the isomorphic neighborhoods also satisfies l-diversity [32]. Zou [16] made the strongest assumption where an attacker can know arbitrary subgraph around a node. Then they proposed a k-Automorphism protection model: A graph is k-Automorphism if and only if for every node there exist at least $k - 1$ other nodes which do not have any structural difference with it. Cheng [14] also assumed that an attacker can know arbitrary subgraph around a node. They implemented the k-anonymity on both nodes and links. The k-isomorphism model proposed by them to protect both nodes and links is: a graph is k-isomorphism if it consists of $k$ disjoint isomorphic subgraphs.
Besides k-anonymity, several other works published a randomly changed graph with edge editing. Since the published graph has been randomly changed, the connection information around users is protected through the random change. Ying [17] proposed a protection model which randomly changes the edges in the graph. They studied how randomly deleting and swapping edges changes graph properties and proposed an eigenvalues oriented random graph change algorithm. To show the privacy preserving effect of random edge change, Bonchi [33] proposed an entropy-based measure which can quantify random changed graph’s anonymity level. Xiao [34] proposed a randomization scheme, which obfuscates edge existence of graphs to protect both nodes and edges.

Besides edge editing, the other publication method is clustering. Since a clustered graph only contains super nodes and super edges, by making each cluster’s size at least \( k \), the probability of re-identifying a user can be bounded to \( \frac{1}{k} \). Hay [10] proposed a heuristic clustering algorithm to prevent privacy leakage using vertex refinement, subgraph, and hub-print attacks. Campan [19] discussed how to implement clustering when considering the loss of both node labels and structural information. Zheleva [18] developed a clustering method to prevent the sensitive link leakage. Cormode [20, 21] introduced \((k,l)\)-clusterings for bipartite graphs and interaction graphs respectively. Compan [23] implemented a \( p \)-sensitive-\( k \)-anonymity clustering model which requires each cluster to satisfy distinct \( l \)-diversity [32].

There are also two other works which focus on the edge weight protection in weighted graphs. They only protect the weights on edges instead of nodes, links and node attributes. The attacking scenario is that an attacker wants to learn the true values of edge weights or the relative order between two edge weights by observing the published weighted graph. The protection method is to replace all edge weights with new values. Then the true values of edge weights or the relative order between two edge weights are hidden. Liu [24] proposed a random edge weight assignment method to preserve the shortest paths between most pairs of nodes in the graph. Das [25] proposed a Linear Programming based edge weight assignment method to protect the edge weights while preserving certain linear properties of the graph.

Besides the “passive attack”, there’s another type of attack on social networks, which is called an “active attack”. An “active attack” is to actively embed special subgraphs into a social network when it is collecting data. An attacker can attack the users who are connected with the embedded subgraphs by re-identifying these special subgraphs in the published graph. The background knowledge an attacker uses is the subgraph he intentionally created instead of the information he observed. Backstrom [35] described active attacks based on randomness analysis and demonstrated that an attacker may plant some constructed substructures associated with the target entities. A “passive attack” only works on social networks which do not need double authentication to build a link (a link can only be built when both users agreed to build it), such as an email network. For a social network where links can be freely added by an attacker, the method used to prevent an active attack is to recognize the fake nodes added by attackers and remove them before publishing the data. Shrivastava [36] and Ying [27] focused on a special active attack named
Random Link Attack. Shrivastava [36] proposed an algorithm that can identify fake nodes based on the triangle probability difference between normal nodes and fake nodes. Ying [27] proposed another method, which uses spectrum analysis to find the fake nodes. To publish a graph that is potentially changed by an active attack, the publisher can use a two-step mechanism. Firstly, the graph is filtered by the methods introduced by Backstrom [35] or Shrivastava [36]. Then the published graph can be generated using protection models for the passive attack from the filtered graph.

Besides the “passive attack” and “active attack”, Arvind [37] studied the ability of an attacker to re-identify nodes in an anonymized graph $G_a$ when he knows a different graph $G_{aux}$ whose membership partially overlaps with $G_a$. The attacker knows the mapping of some “seed nodes” between $G_a$ and $G_{aux}$. Arvind [37] showed that from these “seed nodes”, a large portion of other nodes can be re-identified.

### 2.2 Personal Privacy in Online Social Networks

Supporting tools should be developed to guide the operations of users to avoid the leakage of private information when people share information or do the privacy preference settings in an online social network.

Liu [38] proposed a framework to compute a privacy score of a user, which indicates the potential privacy risk caused by his participation in the network. Some works analyzed the ability of an attacker to learn the unpublished attributes of users in an online social network when he uses the published attributes and relationships between users to do the data mining. They showed that individual’s private information can be inferred using majority voting [39, 40], community detection [41] and classification techniques [40, 42].

Fang [43] designed a wizard which helps a user to do the privacy preference setting using a limited amount of user input. A machine learning model, which uses the privacy settings on a small number of friends as a training set to automatically assign privileges to other users, is designed. Shehab [44] also proposed an approach that assists users in composing and managing their access control policies. They designed a supervised learning mechanism that leverages user provided example policy settings as training sets to build classifiers.

### 3 Protecting Sensitive Labels in Social Network Data Anonymization

#### 3.1 Motivation

Liu et al. [13] did pioneer work in privacy preserving graph publication. He defined a $k$-degree anonymity model to prevent degree attacks (Attacks use the degree
knowledge of a node). A graph is \( k \)-degree anonymous if and only if for any node in this graph, there exist at least \( k - 1 \) other nodes with the same degree. However, there are two shortcomings with this model. The first one is that if the nodes have sensitive labels, \( k \)-anonymity cannot protect these sensitive information well. In many applications, a social network where each node has sensitive attributes should be published [22, 23]. The advanced models such as \( l \)-diversity must be considered. Again, the \( l \)-diversity concept here has the same meaning as that defined over tabular data [32]. For example, if we choose the distinct \( l \)-diversity, for nodes with same degree, their associated sensitive labels must have \( l \) distinct values. Another shortcoming is that generating the \( k \)-degree anonymous graph by edge editing may largely destroy the properties of a graph. The edge editing method sometimes may change the distance properties substantially by connecting two faraway nodes together or deleting the bridge link between two communities. Mining over such data might get the wrong conclusion about, for example, how the salaries are distributed in the society.

To address these issues, we firstly extend the \( k \)-degree anonymous model to \( k \)-degree-\( l \)-diversity model to protect sensitive labels. Then, we propose a novel idea to preserve important graph properties, such as distances between nodes by adding certain “noise” nodes into a graph. This idea is based on the following key observation. Most social networks satisfy the Power Law distribution [45], there exist a large number of low degree vertices in the graph which could be used to hide added noise nodes from being re-identified. By carefully inserting noise nodes, some graph properties could be better preserved than a pure edge editing method.

In this section, we consider a graph model where each vertex in the graph is associated with a sensitive label. The privacy preserving goal is to prevent an attacker from finding the fact that a certain user has a specific sensitive value. To achieve this goal, we define a \( k \)-degree-\( l \)-diversity model for safely publishing a labeled graph, and then develop the corresponding graph anonymization algorithms with the least distortion to the properties of the original graph, such as degrees and distances between nodes. The discussion about how to adapt this technique into more complicated cases can be found in [28]

### 3.2 Problem Description

In this section, a social network graph is defined as:

**Definition 1.** Social Network Graph: a social network graph is a four tuple \( G(V, E, \sigma, \lambda) \), where \( V \) is a set of vertices, and each vertex represents a node in the social network. \( E \subseteq V \times V \) is the set of edges between vertices, \( \sigma \) is a set of labels that vertices have. \( \lambda : V \longrightarrow \sigma \) maps vertices to their labels.

In the rest part, we use the words “node” and “vertex” interchangeably. In a published (privacy preserving) social network graph, an attacker could re-identify a node by degree information [13] and further infer sensitive labels. To prevent
this possible leakage, we define the “$k$-degree-$l$-diversity” principle for published graphs, which have the same spirit of $k - l$ diversity in relational data [31, 32].

**Definition 2.** $k$-degree-$l$-diversity ($KLDL$): For each vertex in a graph, there exists at least $k - 1$ other vertices having the same degree in the graph. Moreover, the vertices with the same degree contain at least $l$ distinct sensitive labels.

Here, we use distinct $l$-diversity [32] to ensure that there exists at least $l$ distinct labels in each equivalent class (group), i.e., a group of nodes having the same degree. We use distinct $l$-diversity to demonstrate the basic working procedure of our method. The detailed discussion about how to handle more complex $l$-diversity such as recursive $(c, l)$-diversity can be found in [28]. We call a graph a KDLD graph if it satisfies the $k$-degree-$l$-diversity constraint. A KDLD graph protects two aspects of each user when an attacker uses degree information to attack: (1) The probability that an attacker can correctly re-identify this user is at most $1/k$; (2) The sensitive label of this user can at least be related with $l$ different values. Since each equivalent class contains at least $k$ nodes, when an attacker uses the degree to re-identify a node, the probability he correctly re-identifies this user is at most $1/k$. Furthermore, since there are at least $l$ distinct labels in each equivalent class, a user’s sensitive label is related with at least $l$ values. Our goal is to protect each user’s privacy by adding certain edges/nodes to transfer a social network graph to a KDLD graph. We call the added edges/nodes noise edges/nodes. To guarantee the correctness of information, for any user who appears in the published graph, we also preserve the sensitive label associated with this user’s node. In order to keep the utility of the published graph, when generating the KDLD graph, two key properties should be preserved [46]:

- **Low Overhead:** It is necessary to add as few noise edges as possible to reduce the additional overhead on the social infrastructure;
- **Social Distance:** The noise edges/nodes added should connect nodes that are close with respect to the social distance.

Since each noise node connects with at least one noise edge, “Low Overhead” also limits the number of noise nodes that can be added. The social distance between two nodes $u, v$ is the shortest path length between $u$ and $v$ in the original graph. The social distance between all node pairs of a graph is measured by **Average Shortest Path Length (APL)**. APL is a concept in network topology that is defined as the average of the distances between all pairs of nodes. It is a measure of the efficiency of information or mass transport on a network. Some queries like “the nearest node for a group of nodes” are related with APL. The APL of a graph $G$ is $APL_G = \frac{1}{N(N-1)} \sum_{n_i, n_j \in G} d(n_i, n_j)$. In it, $d(n_i, n_j)$ is the length of the shortest path between nodes $n_i$ and $n_j$, $N$ is the number of nodes in the graph.

---

1If nodes have other labels (quasi-identifiers) than the sensitive label, the quasi-identifiers of the nodes in each equivalent class will be adjusted to be the same.
We design a two step algorithm to generate the KDLD graph which tries to preserve the above two key properties. In the first step, we compute a target degree for each node so that it makes the original graph satisfy KDLD constraint with the minimum sum of degree change. Clearly smaller degree change needs fewer noise edges to implement the change. In the second step, we change each node’s degree to its target degree by adding noise edges/nodes. We utilize the noise nodes to make the change of APL as small as possible. Our proposed two step algorithm considers both the “Low Overhead” and the “Preserve Social Distance” requirements.

Next, we first introduce two data structures we use in the rest of this section, and then give the formal description the two steps in our algorithm. We borrow the concept of “degree sequence” used in [13] and define a sensitive degree sequence $P$ as follows:

**Definition 3.** Given a graph $G$, its sensitive degree sequence is a sequence of $n$ triples: $[P[1], \ldots, P[n]]$ where $P[1], d \geq P[2], d \geq \ldots \geq P[n], d$, $P[i]$ is a triple $(i, d, s)$ at position $i$ in $P$, $d$ is the degree, and $s$ is the sensitive label associated with $i.d$.

We use lowercase $p_u$ to represent node $u$’s corresponding triple in $P$. For a node $u$, we use $u.d$ to denote its degree and $u.s$ for its label. Now, we can define KDLD model of a graph based on its sensitive degree sequence:

**Definition 4.** KDLD sequence: A sensitive degree sequence $P$ is a KDLD sequence if $P$ satisfies the following constraint: $P$ can be divided into a group of subsequences $[[P[1], \ldots, P[i_1]], [P[i_1] + 1, \ldots, P[i_2]], [P[i_2] + 1, \ldots, P[i_3]], \ldots, [P[i_m] + 1, \ldots, P[j]]$ such that for any subsequence $P_x = [P[i_x], \ldots, P[i_{x+1}]], P_x$ satisfies three constraints: (1) All the elements in $P_x$ share the same degree $(P[i_x], d = P[i_x] + 1, d = \ldots = P[i_{x+1}], d)$; (2) $P_x$ has size at least $k (i_{x+1} - i_x + 1 \geq k)$; (3) $P_x$’s label set $\{P[t], s \mid i_x \leq t \leq i_{x+1}\}$ have at least $l$ distinct values.

For a KDLD sequence $P$, each its subsequence $[P[i_x], \ldots, P[i_{x+1}]]$ forms a same degree group $c_x$. Then from $P$, we can get same degree groups: $C = \{c_1, c_2, \ldots, c_m\}$. For each $c_i \in C$, we use $c_i.d$ to denote the degree of the corresponding group. It is obvious that a graph $G(V, E)$ is a KDLD graph if and only if the sensitive degree sequence of $G$ is a KDLD sequence.

- **KDLD sequence generation:** Given the sensitive degree sequence $P$ of graph $G$ and two integers $k$ and $l$, compute a KDLD sequence $P^{new}$ which contains the same set of nodes as $P$ with minimum $L(P, P^{new}) = \sum_{u} |P_u.d - P_u^{new}.d|$. This equation computes the degree change by comparing the same node $u$’s degree in these two sequences. The purpose is to obtain a new KDLD sequence from $G$ so that the degree change of all the nodes in $G$ is as small as possible. Clearly smaller degree change needs fewer noise edges to implement the change.
- **Graph Construction:** Given a graph $G(V, E, \sigma, \lambda)$ and a sensitive degree sequence $P^{new}$, construct a new graph $G'(V', E', \sigma', \lambda')$ with $V \subseteq V'$. The sensitive degree sequence $P'$ of $G'$ is a KDLD sequence and $P'$ has all the elements in $P^{new}$.
since $G'$ is constructed from $G$ by adding some noise nodes. Meanwhile $|APL_G - APL_{G'}|$ is minimized.

Next, we introduce how to implement these two steps.

### 3.3 KDLD Sequence Generation

To generate a KDLD sequence, the triples in $P$ should be divided into groups. All the corresponding nodes in the same group shall be adjusted to have the same degree. We employ two algorithms for this problem: Algorithm K-L-BASED and Algorithm L-K-BASED. The algorithms tend to put the nodes with similar degrees into the same group to reduce the degree changes. Given the degree sequence $P$ of the original graph, Algorithm K-L-BASED selects the first $k$ elements in $P$ as a group. We keep on merging the next element into the current group until the $l$-diversity constraint is satisfied. After a group satisfies $k$-degree and $l$-diversity constraints, we calculate two costs:

- $C_{\text{new}}$: the cost of creating a new group for the next $k$ elements (the total degree changes that make all the nodes in this group have the same degree).
- $C_{\text{merge}}$: the cost of merging the next element into the current group and creating a new group for the next $k$ elements by skipping the next element.

If $C_{\text{merge}}$ is smaller, we merge the next element into the current group and continue this comparison process. If $C_{\text{new}}$ is smaller, we create a new group with the next $k$ elements and continue checking the $l$-diversity constraints described above. When the remaining elements are less than $k$ or contain less than $l$ distinct sensitive label, they are merged into the last group. Since nodes are sorted by their degrees in $P$, building groups using the above method helps to group the nodes with similar degrees together.

Different from Algorithm K-L-BASED which checks the $k$-degree first, Algorithm L-K-BASED tries to satisfy the $l$-diversity first. If we use $t$ to represent the position number of each element in $P$. Each time Algorithm L-K-BASED picks $l$ non-grouped $P[t]$s in $P$ that do not share any common labels with the minimum $\sum t$. Minimum $\sum t$ guarantees the algorithm select $l$ nodes with most similar degrees in the non-grouped nodes. The algorithm then continues merging $P[t]$ with minimum $r$ in the remaining elements until we get $k$ items. Then similar to Algorithm K-L-BASED, we use the same cost function to determine if the next element should be merged or not.

All the nodes in the same group will be adjusted to have the same degree in the next graph construction step. We use the mean degree of a group as its target.

---

$^2$For the case that each node has some quasi-identifier labels, the generalization cost on quasi-identifier labels in each group can be combined into the cost function in the KDLD sequence generation algorithms.
degree. This target degree is also used to estimate the cost in Algorithm K-L-BASED and Algorithm L-K-BASED.

3.4 Graph Construction

3.4.1 Algorithm Skeleton

After getting the new sensitive degree sequence $P_{\text{new}}$, a new graph $G'$ should be constructed. Suppose $P'$ is the sensitive degree sequence of $G'$, $P'_o$ is the sensitive degree sequence of $G'$ that only contains the nodes in $G$. Our graph construction algorithm makes $P'_o = P_{\text{new}}$ and $P'$ as a KDLD sequence.

We use the following algorithm to construct the published graph which preserves the $APL$. The algorithm contains five steps:

- **Step 1: Neighborhood_Edge_Editing()**
  We add or delete some edges if the corresponding edge editing operation follows the neighborhood rule (The details can be found in Step 1). By doing this, the sensitive degree sequence $P$ of original graph $G$ is closer to $P_{\text{new}}$ in case $APL$ is preserved;

- **Step 2: Adding_Node_Decrease_Degree()**
  For any node whose degree is larger than its target degree in $P_{\text{new}}$, we decrease its degree to the target degree by making use of noise nodes;

- **Step 3: Adding_Node_Increase_Degree()**
  For any node whose degree is smaller than its target degree in $P_{\text{new}}$, we increase its degree to the target degree by making use of noise nodes;

- **Step 4: New_Node_Degree_Setting()**
  For any noise node, if its degree does not appear in $P_{\text{new}}$, we do some adjustment until it has a degree in $P_{\text{new}}$. Then the noise nodes are added into the same degree groups in $P_{\text{new}}$;

- **Step 5: New_Node_Label_Setting()**
  We assign sensitive labels to noise nodes to make sure all the same degree groups still satisfy the requirement of the distinct $l$-diversity. It is obvious that after Step 4 and Step 5, the sensitive degree sequence $P'$ of the published graph $G'$ is a KDLD sequence.

In Step 2, Step 3 and Step 4, we carefully connect the noise nodes into the graph to make as little change to $APL$ as possible. Next, we introduce these five steps in detail.

**Step 1**

We use Algorithm 1 to change some nodes’ degrees by adding/deleting edges first. In order to preserve $APL$, we force each change to follow the neighborhood rule described as follows:
**Algorithm 1: Neighborhood_Edge_Editing()**

1. **for each node** $u$ **to increase degree** do /* Case 1 */
2. $d = u$’s degree;
3. $d’ = u$’s target degree;
4. **for** $i = 0; i < d’ - d; i++$ **do**
5. Find $v,w$ has link $(u,v), (v,w)$ and $v$ needs to decrease degree;
6. **if** $Such v,w exist** then**
7. Remove link $(v,w)$;
8. Add link $(u,w)$;
9. **else**
10. break;
11. **for each node** $u$ **to increase degree** do /* Case 2 */
12. **for each node** $v$ **need to increase degree** do
13. **if** $u, v$ are 2 hop neighbor** then**
14. **if** $u, v$ do not have link** then**
15. Add link $(u,v)$;
16. **for each node** $u$ **to decrease degree** do /* Case 3 */
17. **for each node** $v$ **to decrease degree** do
18. **if** $u, v$ have link** then**
19. Remove link $(u,v)$;
20. **if** $\neg(u, v$ are 2 hop neighbor) **then**
21. Add link $(u,v)$;

- **Case 1**: Node $u$ needs to increase its degree, $v$ needs to decrease its degree and $u$ and $v$ are direct neighbors. In this case, we randomly select one direct neighbor $w$ of $v$ that does not connect to $u$. Remove the edge $(v,w)$ and add a new edge $(u,w)$. By doing this, $u$’s degree is increased by 1 and $v$’s degree is decreased by 1 while all the other nodes’ degrees are unchanged. This operation changes the distance between $u,w$ from 2 to 1 and the distance between $v,w$ from 1 to 2. Therefore, only the paths passing through $u,w$ or $v,w$ change their lengths at most by 1;
- **Case 2**: Two nodes $u, v$ are 2 hop neighbors and they both need to increase their degree. If no link $(u,v)$ exists, we add link $(u,v)$. The distance between $u,v$ is changed from 2 to 1. Only the lengths of the shortest paths passing through $u$, and $v$ change by 1;
- **Case 3**: Two nodes $u$ and $v$ that both need to decrease their degrees are direct neighbors. If after removing link $(u,v)$, $u$ and $v$ are still 2 hop neighbors, remove the link $(u,v)$. The distance between $u,v$ changes from 1 to 2. So it only changes the lengths of shortest paths passing through $u,v$ at most by 1.

A node’s degree could be either increased or decreased. So the above policies consider all the cases for two nodes $u$ and $v$ whose degrees need to be changed. It is easy to see that any edge editing operation between these two nodes may cause the
lengths of shortest paths passing through \( u \) and \( v \) change at least by 2 except in the above three situations.

**Step 2**

For any node \( u \) whose degree is still larger than its target degree after Step 1, we decrease its degree following the steps below (Algorithm 2):

**Algorithm 2: Adding_Node_Decrease_Degree()**

```plaintext
1 for every node \( u \) that need to decrease the degree do
2     \( d = u \)'s degree;
3     \( target = \) the target degree of \( u \);
4     while true do
5         Select a sensitive value \( s \) from \( u \)'s original one hop neighbor;
6         Create a new node \( n \) with sensitive value \( s \);
7         \( d' = 1; \)
8         \( target_{new} = \) Select_Closest_Degree_In_Group(\( d + 2 \) - (the target degree));
9         Connect node \( u \) with \( n \);
10        \( d = d + 1; \)
11        while true do
12            Random select a link (\( u, v \)) which is in \( G \);
13            Delete link (\( u, v \)), Create link(\( n, v \));
14            \( d' = d' + 1; \)
15            \( d = d - 1; \)
16            if \( d' == target_{new} \lor d == target \)
17                break;
18        end if
19    end while
20 end for
```

- Create a new node \( n \) and connect \( u \) with \( n \), now \( u.d = p_u.d + 1 \) and \( n.d = 1 \).
- Set \( n \)'s target degree \( target_{new} \) to a degree in \( P' \). If \( u.d + 2 - p'_u.d \) is less than the minimum degree in \( P' \), set \( target_{new} \) as this minimum degree. Otherwise, set \( target_{new} \) as a degree in \( P' \) which is less than and closest to \( u.d + 2 - p'_u.d \). We select \( u.d + 2 - p'_u.d \) because we change \( u \)'s degree through \( n \). As a consequence, \( n \)'s degree is changed to \( u.d + 2 - p'_u.d \).
- Randomly select an edge (\( u, v \)) from the original graph, delete this edge, then add a new edge (\( n, v \)). By doing this, \( v \) only changes from \( u \)'s 1 hop neighbor to its 2 hop neighbor. We repeat this random edge modification process until \( n.d = target_{new} \) or \( u.d = p'_u.d \). If \( n.d = target_{new} \) and \( u.d > p'_u.d \), go to the first step to create a new noise node. If \( u.d = p'_u.d \) but \( n.d < target_{new} \), node \( u \)'s degree has been successfully adjusted to \( p'_u.d \). We finish the adjustment of node \( u \), and leave node \( n \) to noise hiding step. Since each time, we reduce \( u \)'s degree.
by 1 to increase \( n \)'s degree by 1, and the creation of \( n \) (described in the previous step) adds degree 1 to both \( u \) and \( n \), \( u.d + 2 - p_u' d \) is \( n \)'s degree when \( u \) reaches its target degree.

**Step 3**

```
Algorithm 3: Adding_Node_Increase_Degree()
1 for every node \( u \) in \( G \) which needs to increase its degree do
2   for \( i=0; i < increase\_num; i++ \) do
3     Create a new node \( n \);
4     Connect node \( u \) with \( n \);
5     for every node \( v \) that is one or two hop neighbor of node \( u \) do
6        if \( v \) needs to increase its degree then
7           Connect node \( v \) with \( n \);
8     while \( n \)'s degree is not in \( P' \land n \)'s degree > min group degree do
9        Remove the last connection created to \( n \);
10       i=i-1;
```

For each vertex \( u \) in \( G \) which needs to increase its degree, we use Algorithm 3 to make its degree reach the target degree. We first check whether there exists a node \( v \) within 2 hops of \( u \), and \( v \) also needs to increase its degree (in Step 2, some noise nodes are added, such \( v \) may exist.), we connect \( n \) with \( v \). Since \( v \) is within 2 hops of \( u \), connecting \( v \) with \( n \) will not change the distance between \( u \) and \( v \). After this step, if \( n \)'s degree is bigger than the minimum degree in \( P^{new} \) but does not appear in \( P^{new} \), we recursively delete the last created link until the degree of \( n \) equals to a degree in \( P^{new} \). Otherwise, we leave \( n \) to Step 4 for processing and continue adding noise to \( u \) if \( u.d < p_u' d \). By doing this, \( u \)'s degree is increased to its target degree.

**Step 4**

In this step, we make sure each noise node has a degree in \( P^{new} \). By doing this, all the noise nodes are added into the existing same degree groups in \( P^{new} \). Furthermore, since we assume an attacker uses the degree information of some nodes to do the attack, if the noise nodes have degrees as the same as some original nodes, an attacker cannot distinguish them from the original nodes with the degree information. So, we need to make all the noise nodes’ degrees to be some degrees that already exist in \( P^{new} \). To keep the APL, during the process, we only change connections in the noise nodes’ neighborhoods to minimize the changes in distance.
The details of Step 4 are shown in Algorithm 4. We first select pairs of noise nodes (which need to increase their degrees) that each pair of nodes are within 3 hops to each other and build a link for each pair. If two noise nodes are within 3 hops, they are either connected to the same node in the original graph or they are respectively connected to two directly connected nodes in the original graph. If the two noise nodes are connected to the same original node, connecting them does not change any shortest path between the original nodes. If the two noise nodes are respectively connected to two original nodes which are direct neighbors, since connecting these two noise nodes does not change the distance between the two original nodes, the shortest path lengths between the nodes in the original graph do not change, either.

**Algorithm 4: New_Node_Degree_Setting()**

1. Select pairs of noise nodes that each pair of nodes are within 3 hops to each other;
2. Build a link for each pair;
3. for every node \( n \) has even degree do
   4. Select an even degree \( \text{target}_n \) \((n.d < \text{target}_n)\) in \( P_{\text{new}} \);
5. for every node \( n \) has odd degree do
6. Select an odd degree \( \text{target}_n \) \((n.d < \text{target}_n)\) in \( P_{\text{new}} \);
7. for each noise node \( n \) do
   8. while \( n.d \neq \text{target}_n \) do
      9. Find a link \((u, v)\) with the minimum \( \frac{\text{dis}(u) + \text{dis}(v)}{2} \) in current graph where \( u \) and \( v \) are not connected to \( n \);
   10. Remove link \((u, v)\);
   11. Add link \((n, u)\);
   12. Add link \((n, v)\);

Then, for each noise node whose degree is an even number, we select an even degree in \( P_{\text{new}} \) (a degree in \( P_{\text{new}} \) which is an even number) that is close to and bigger than this noise node’s current degree as its target degree. For example, if a noise node’s degree is 8 and the degrees appear in \( P_{\text{new}} \) are \{3, 4, 5, 6, 7, 9, 10, 12, 15, 16\}, we set its target degree as 10. We find all the nearest edges which do not directly connect with the current processing noise node. The “nearest” edge to a noise node means the average distance of the two points \((u, v)\) of an edge to this noise node \( \frac{\text{dis}(u, \text{noise}) + \text{dis}(v, \text{noise})}{2} \) is minimum among all edges. We select one edge within the nearest edge set randomly, remove the edge from the graph and connect the endpoints of this edge to the current processing noise node. After that, the degree of the noise node increases by 2, meanwhile all the other vertices’ degrees remain unchanged. We repeat this procedure until the noise node’s degree reaches the target degree. For each noise node of an odd degree, we select an odd target degree and conduct the same adjustment.
Since both endpoints of the removed edge are near to the noise node, directly connecting them to the noise node makes them stay in the neighborhood of the noise node. Moreover, since the distance between the two endpoints increases by 1 only, the lengths of the paths through the two endpoints are increased by 1 only as well. When only even or odd degree groups exist, it is easy to change the KDLD sequence generation algorithm to get a new sensitive degree sequence that contains both even and odd degrees by increasing some groups’ degrees by 1.

**Step 5**

The last step is to assign sensitive labels to the noise nodes to ensure the same degree groups still satisfy the requirements of distinct $l$-diversity. Since in each same degree group, there are already $l$ distinct sensitive labels, it is obvious the new added noise nodes can have any sensitive label. We use the following way to assign a sensitive label to a noise node $n$: suppose $u$ is the original node in $G$ for which $n$ is created. We randomly find a label from the direct neighbors of $u$ in the original graph $G$. Since there is a node with this label directly connected to $u$ in the original graph, the noise node $n$ with the same label connected to $u$ can help preserve the distances between this label and other labels in the graph.

### 3.5 Anonymization Utility Analysis

In Step 1, we add or delete some edges following the “neighborhood rule”. To show the effectiveness of the noise nodes adding strategies in Step 2, Step 3 and Step 4, we analyze the bound of the APL change when given the number of added noise nodes in the average case.

**Theorem 1.** Suppose $G_0$ is the graph generated after Step 1 with $N$ nodes, whose APL is $APL_{G_0}$. If $G_M$ is the KDLD graph generated by adding $M$ noise nodes. Our algorithm guarantees that the APL of $G_M$, $APL_{G_M}$ is bounded on average case:

\[
(1 - \frac{4}{N + 1})^M APL_{G_0} \leq APL_{G_M} \leq (1 + \frac{4}{N})^M APL_{G_0} + \frac{2}{N - 4}
\]

The detailed proof can be found in [28].

### 3.6 Summary

In this section, we propose a $k$-degree-$l$-diversity model for privacy preserving graph data publishing. We design a noise node adding algorithm to construct a new
graph from the original graph with the constraint of introducing fewer distortions to the original graph. We give a rigorous analysis of the theoretical bounds on the number of noise nodes added and their impacts on an important graph property.

4 Personalized Privacy Protection in Social Networks

4.1 Motivation

The previous works have overlooked a very important fact, that is, different users may have different privacy preferences. Therefore, providing the same level of privacy protection to all users may not be fair and may also render the published social network data useless.

To address the shortcomings of single level privacy protection, in this work, we define different levels of protection for users and incorporate them into the same published social network. In fact, current social network websites allow each user to decide how much personal information can be observed by others. For example, in Facebook, a user can set what part of his profile or his connection information can be viewed by others. A user can have a clear estimation of the knowledge that an attacker can know about him. The knowledge an attacker uses to find the privacy information of a user is called the background knowledge. To provide different levels of privacy protection, we allow users to set personalized privacy requirements based on their own assumptions about the attacker’s background knowledge. Specifically, for a node $u$ in a published labeled graph, starting from the weakest background knowledge that an attacker only knows $u$’s label information without any structural information, we define three levels of attacks to $u$ by gradually increasing the strength of the attacker’s background knowledge:

1. An attacker only knows $u$’s labels. For example, an attacker knows Bob is a 26-year old guy;
2. An attacker knows $u$’s labels and degree. For example, an attacker knows Bob is a 26-year old guy with degree 3;
3. An attacker knows $u$’s labels, degree and the labels on the edges adjacent to $u$. For example, an attacker knows Bob is a 26-year old guy with degree 3 and Bob’s three connections’ types are classmate, roommate, roommate;

We extract these three levels of background knowledge due to the fact that the three kinds of settings are also supported by Facebook. We noticed that there exist much stronger attacks such as knowing the neighborhood of $u$ [11] with label information. However, in this work, our focus is to demonstrate a framework which can publish a social network to satisfy different levels of privacy protection requirements, thus, we will not enumerate all the possible attacks. In the rest part of this section, we use “Level x’s background knowledge” to represent the corresponding background knowledge used in Level x’s attack.
To achieve personalized privacy protection in social networks, in this work, we design different methods for different privacy requirements. Specifically, for Level 1 protection, we use node label generalization. For Level 2 protection, we combine the noise node/edge adding methods based on the protection at Level 1. For Level 3 protection, we further use the edge label generalization to achieve the protection objectives.

4.2 Problem Definition

In this section, we focus on the privacy preserving problem for an un-weighted graph with labels on both nodes and edges. The graph model used in this section is defined as follows:

**Definition 5.** Published Graph: a published graph for a social network is defined as a six-tuple \( G(V, E, \sigma, \lambda, \beta, \lambda') \), where \( V \) is a set of nodes and each node represents a node in a social network. \( E \subseteq V \times V \) is a set of edges between nodes. \( \sigma \) is an array, each of its dimensions represents a set of labels that nodes have. \( \lambda \) is an array that \( \forall i, \lambda[i] : V \rightarrow \sigma[i] \) maps nodes to their labels. \( \beta \) is a set of labels that edges have. \( \lambda' : E \rightarrow \beta \) maps edges to their labels.

Each node in the graph has several labels, which represent the attributes of the node. Each edge in the graph has one label, which represents the type of the edge. Since one node may have several labels, we call the labels on node \( u \) \( u \)'s label list. We use \( G(V, E) \) to simply represent the original graph where \( V \) stands for the node set and \( E \) stands for the edge set. We design a framework that allows users to set three different privacy protection requirements introduced in Sect. 4.1. The protection objectives guaranteed by this framework are: Given a constant \( k \),

1. For each node \( u \), the probability that an attacker re-identifies \( u \) is at most \( \frac{1}{k} \).
2. For any edge \( e \) in the published graph, the probability that an attacker identifies a node \( u \) involved in \( e \) is at most \( \frac{1}{k} \).
3. For any two nodes \( u_x \) and \( u_y \), the probability that an attacker identifies these two nodes having a connection is at most \( \frac{1}{k} \).

Theorem 2. Suppose \( \text{cost} = \sum \text{node label generalization cost} + \sum \text{edge label generalization cost} \). For a graph \( G \), the problem to create a graph \( G_A \) that satisfies each user’s personal privacy requirement with minimum cost is a NP-hard problem.\(^3\)

\(^3\)Here the cost stands for the sum of label generalization levels. For example, in Fig. 3d, if let the labels in the group \{a, d\} to be the same, they become \{[(Africa, American), 2^*]\}, thus the node label generalization cost of this group is 4.
The proof of can be found in [29]. The three levels of background knowledge are defined from the weakest to the strongest, a user who needs a higher level protection by default needs the lower level protections. So, in our framework, we implement the personalized protections from the lowest level to the highest level. In the rest part, we use $set_{l1}$ to represent the set of nodes that needs Level 1 or stronger protection, $set_{l2}$ to represent the set of nodes that needs Level 2 or stronger protection, and $set_{l3}$ to denote the set of nodes that needs Level 3 protection.

4.3 Level 1 Protection

The Level 1’s background knowledge is about node label list, thus, we can use a generalization method to provide Level 1 protection. Simply speaking, generalization is to group nodes and make the nodes within each group have one generalized node label list. In order to keep the node labels distribution of each group in the published graph unchanged, we do not generalize all the label lists to be the same for a group of nodes. Instead, for each group, we publish all the label lists of the nodes in the group without the mapping. Figure 3b gives an example of the published graph

---

The generalization cost can still be computed as the sum of label generalization levels when making all the labels of the nodes in each group to be the same.
after generalization the graph in Fig. 3a. This method is the same as the Anatomy for tabular data proposed by Xiao et al. [47] and has the same effect as the full list pattern permutation proposed by Cormode et al. [21].

In order to achieve Level 1 protection, we need to divide all nodes into groups and these groups must guarantee the three privacy objectives are satisfied. As shown in [21], if each group’s size is at least \( k \), the first objective is achieved. To satisfy objectives (2) and (3), the following condition [21] must be satisfied:

**Theorem 3.** A division of nodes \( V \) into groups satisfies objectives (2) and (3) if for any node \( u \in V \) and any group \( g \subset V \):

- \( \forall (u, w), (u, z) \in E : w \in g \land z \in g \Rightarrow z = w. \)
- \( \forall (u, w) \in E : u \in g \land w \in g \Rightarrow u = w. \)

The first condition constrains that any two nodes in the same group do not connect to a same node. The second condition constrains that no edges within a group. Theorem 3 ensures that the two objectives (2) and (3) are satisfied, but it is too restrictive. The following Theorem states that we can obtain the groups that satisfy objectives (2) and (3) easily by relaxing the constraints.

**Theorem 4.** Objectives (2) and (3) in Level 1 can be guaranteed, if

- \( \forall (v, w) \in E : v \in g \land w \in g \Rightarrow v = w. \)
- \( \forall \text{ group } g_x, g_y, x \text{ is the number of edges between } g_x \text{ and } g_y, x \leq \frac{|g_x||g_y|}{k}. \)

The first condition constrains no edge within a group and the second condition constrains the number of edges between any two groups. The proof can be found in [29]. The conditions in Theorem 4 are less restrictive than those in Theorem 3, which depend on the sparse property of social networks. As a consequence, groups are easier to be found based on the conditions in Theorem 4. For example, for Fig. 3a, if using the conditions in Theorem 3, no solution can be found. If using the conditions in Theorem 4, Fig. 3b can be constructed. We call the two conditions in Theorem 4 “the Safety Grouping Condition (SGC)”.

Algorithm 5 computes the groups with size at least \( k \). The algorithm targets on generating the groups under SGC with the minimum cost defined in Theorem 2. This algorithm has a similar structure as the algorithms in [19,21] which also group a graph’s nodes with certain cost function. Each time, we select a node with the maximum degree that has not been grouped and create a new group for this node (line 2–5). Then in line 6–18, we repeatedly add nodes into the group with the minimum cost (estimated) under SGC until the group reaches size \( k \). For any group which cannot reach size \( k \), in line 19–23, we first delete this group. Then for each node in the group, we add it into a suitable group which has the minimum cost for the insertion operation.

Finally, Algorithm 5 gets the node group set \( C \). Then, based on \( C \), a graph like Fig. 3b can be generated, which offers Level 1 protection for all the nodes. We use \( G_{L1} \) to represent the generated graph at Level 1 protection.
Algorithm 5: Generate safe groups

1 while $|V| > 0$ do
2   $u^* =$ the node with maximum degree in $V$;
3   $V = V - u^*$;
4   group $g = \text{new group } \{u^*\}$;
5   $C = C \cup \{g\}$;
6   while $|g| < k$ do
7     Set $\text{candidates} = \{\}$;
8     for each node $u$ in $V$ do
9        if Adding $u$ into $g$ does not violate SGC then
10           $\text{candidates} = \text{candidates} \cup \{u\}$;
11     if $|\text{candidates}| > 0$ then
12        for each node $u$ in $\text{candidates}$ do
13           $u'.cost =$ the cost to add $u$ into $g$;
14           $u' = u$ in $\text{candidates}$ with minimum $u'.cost$;
15           $g = g \cup \{u'\}; V = V - \{u'\}$;
16     else
17        break;
18     for each $g$ in $C$ with $|g| < k$ do
19        $C = C - \{g\}$;
20     for each node $u$ in $g$ do
21        $g' = \text{the group in } C \text{ with the min. cost to add } u \text{ under SGC}$;
22        $g' = g' \cup \{u\}$;

4.4 Level 2 Protection

At Level 1, the label-node mapping is hidden by generalization. However, if an attacker knows both the label and the degree information of some nodes, he can still successfully re-identify some nodes in $G_A$. For example, if an attacker knows Bob’s degree is 3, he can immediately find that node $d$ is Bob in Fig. 3b. Therefore, in order to achieve the three protection objectives, the node re-identification using node label and degree information should be avoided for the nodes in $set_{l_2}$.

We generate a new published graph based on $G_{L_1}$. The target is to make sure that for each node in $set_{l_2}$, there are at least another $k-1$ nodes in $G_A$ identical to this node with respect to the attacker’s background knowledge. At Level 2, we assume that an attacker also uses degree information, thus, the $k$-degree anonymous model [13] is needed to prevent the attack. $k$-degree anonymous model guarantees that the degree of each node in $set_{l_2}$ appears at least $k$ times in the published graph. To implement $k$-degree anonymous model based on $G_{L_1}$, for any node $u$ in $set_{l_2}$, there should exist $k$ nodes with the same degree as $u$ and having $u$’s label list. In this section, we call a graph that satisfies the above property $k$-degree anonymous graph. We can construct a $k$-degree anonymous graph by making the nodes in the same group have the same degree if that group contains nodes in $set_{l_2}$.
In order to guarantee the privacy objectives (2) and (3), during the process of modifying $G_{L_1}$ to a $k$-degree anonymous graph, $SGC$ should be maintained. The $k$-degree anonymous graph generation method introduced in [13] does not satisfy the safe grouping constraint, thus we design a noise node/edge adding algorithm to construct the $k$-degree anonymous graph under $SGC$. Although the privacy protection problem in this section is different from Sect. 3, the adding noise node idea can still be adopted to construct the published graphs. The algorithm contains two steps:

- Generate a $k$-degree anonymous graph by adding nodes/edges under $SGC$;
- Since the new created nodes/edges do not have labels, assign labels to them.

We call the newly created nodes/edges “noise nodes/edges”, next we discuss the detailed steps of adding noise nodes/edges.

### 4.4.1 Adding Nodes/Edges into $G_{L_1}$

To construct a $k$-degree anonymous graph, we first make the nodes in the same group have the same degree if that group contains nodes in $set_{I_2}$ by adding nodes/edges. Specifically, we use the following three steps to perform the node/edge adding.

The first step is to set a target degree for each node. For a node $u$, if the group $g$ that $u$ belongs to contains at least one node in $set_{I_2}$, we set the target degree to be the largest degree in $g$. Otherwise, we set $u$’s target degree as its original degree. For a group $g$ that contains at least one node in $set_{I_2}$, since all the nodes in $g$ need to have the same target degree, we also call this target degree $g$’s target degree ($g:target$).

After each node has a target degree, the second step is to randomly create edges between the nodes which need to increase their degrees under $SGC$. If all the nodes reach their target degrees, we get a $k$-degree anonymous graph and finish the construction. Otherwise, we continue to construct the graph by adding some noise nodes, which is the next step.

In the third step, we add noise nodes to enable all the nodes in $G_{L_1}$ have their target degrees by connecting them with noise nodes under $SGC$. When we add noise nodes, these noise nodes should be involved in certain groups to make them indistinguishable from the original nodes in $G_{L_1}$. In order to achieve this, we can let the noise nodes form groups with size $k$ themselves, meanwhile, we need to hide the noise nodes by making their degree to a pre-selected value $degree_{target}$. $degree_{target}$ is the degree that the maximum number of groups of size $k$ in $G_{L_1}$ have.\(^5\)

---

\(^5\)If all the noise nodes have degree $degree_{target}$, they are hidden into those groups who have the maximum number of original groups with the same degree. This makes the noise nodes mixed with as many original nodes as possible to avoid the filtering.
Next, we first introduce Algorithm 6 which can make all the nodes in $G_{L_1}$ reach their target degrees using several groups of same degree noise nodes. Then we prove an important property of this algorithm about the number of added noise nodes and the target degrees. Based on this property, we finally show how to set input parameters of Algorithm 6 to make all noise nodes exactly have degree $\text{deg}_{\text{target}}$ without violating SGC. In this part, we’ll use two constants: $\text{Change}_{\text{total}}$ and $\text{Change}_{\text{max}}$. $\text{Change}_{\text{total}}$ represents the sum of degree needs to be increased for all the nodes in $G_{L_1}$. $\text{Change}_{\text{max}}$ stands for the maximum sum of degree needs to be increased in each group of $G_{L_1}$.

Algorithm 6 has four inputs: graph $G_{L_1}$, groups $C$, privacy parameter $k$ and $X$, where $X$ is the number of noise node groups that will be used to construct the new graph. In Algorithm 6, we create $X$ groups of noise nodes and arrange them as an $X \times k$ array $A$. Each row of this array is a group of noise nodes. We use $A[i][j]$ to represent the noise node at position $[i, j]$ in $A$. New edges are created between the noise nodes in $A$ and the nodes whose degrees need to be increased in $G_{L_1}$. Each time, we let all the nodes in one group reach their target degrees by creating edges from the nodes in this group to the noise nodes in $A$ in a column by column style (line 4–12). Column by column means if an edge is connected with the noise node $A[i][j]$, then the next edge created will connect to $A[i+1][j]$. If $A[i+1][j]$ does not exist ($i+1 == X$), the edge is connected to the first noise node in the next column ($A[0][(j + 1) \% k]$). The first created edge is linked to $A[0][0]$. After we complete these steps, all the nodes in $G_{L_1}$ reach their target degrees. It is easy to see all the noise nodes either have the degree $d = \left\lceil \frac{\text{Change}_{\text{total}}}{X \times k} \right\rceil + 1$ or $(d - 1)$ now. To let all the noise nodes have the same degree $d$, next we use the following method to build connections between noise nodes: (1) Select two rows with the maximum number of $(d - 1)$ degree nodes in $A$; (2) Randomly select two nodes with the degree $(d - 1)$ in each row and create an edge between them; (3) Repeat the above two steps until all the rows only contain nodes with degree $d$.

**Theorem 5.** Algorithm 6 constructs a $k$-degree anonymous graph without violating SGC and all the noise nodes have the degree $\text{deg}_{\text{target}}$, if

$$\text{deg}_{\text{target}} = \left\lceil \frac{\text{Change}_{\text{total}}}{X \times k} \right\rceil + 1 \quad (1)$$

$$X \geq \max\left( \left\lceil \frac{\text{Change}_{\text{max}}}{k} \right\rceil, 2 \right) \quad (2)$$

$$(\text{deg}_{\text{target}} \times k \times X + \text{Change}_{\text{total}}) \% 2 \equiv 0 \quad (3)$$

The detailed proof can be found in [29].

After the second step of the node/edge adding, $\text{Change}_{\text{total}}$ and $\text{Change}_{\text{max}}$ are both constants. As we introduced at the beginning of the third step, $\text{deg}_{\text{target}}$ is selected as the degree that the maximum number of groups of size $k$ in $G_{L_1}$
Algorithm 6: Degree anonymizing algorithm with X

1. Create X × k new nodes and store them in a X × k array A;
2. Set each line of nodes in A as a new group;
3. int i = 0, j = 0;
4. while ¬(each node in G_L1 reaches its target degree) do
   5. Random select a g ∈ C that ∃ u ∈ g, u.degree < g.target;
   6. while ¬(each node in g reaches its target degree) do
      7. Random select a u ∈ g with u.degree < g.target;
      8. Create an edge between u and A[i][j];
      9. if i == X then
         10. i = 0;
         11. j = (j + 1)%k;
   12. end while
   13. d = ⌊Change_total / X × k⌋ + 1;
5. while A contains node with degree d − 1 do
   6. Random select two rows l1 and l2 in A with maximum number of d − 1 degree nodes;
   7. Random select u1 ∈ l1, u2 ∈ l2 that u1.degree = u2.degree = d − 1;
   8. Create an edge between u1 and u2;

have, thus, degree_target is also a constant. By solving the formulas in Theorem 5, we can derive X for Algorithm 6. If an integer X does not exist for Eq. (1) or the Eq. (2)/(3) cannot be satisfied, we can get a proper X by increasing the value of Change_total. There are several methods to increase the value of Change_total. Increasing the target degree of a group that contains the odd number of nodes by 1 can increase Change_total by an odd number.\(^6\) Increasing the target degree of a group that contains the even number of nodes by 1 or a group that contains the odd number of nodes by 2 can increase Change_total by an even number. Delete one noise edge added in the previous step can also increase Change_total by 2.

After completing the three steps, for each node u in G_L1, that needs to increase its degree by x, we connect u with x nodes which belong to either G_L1 or newly added noise nodes. All the noise nodes connected with u are in different groups. Since the degree of the noise node groups is the same as the degree of some existing groups, the noise nodes are hidden into those original nodes.

4.4.2 Label Assignment

After adding the noise nodes/edges, we should assign labels to them. Suppose \(N_{con}(A_1, A_2, l)\) is the number of edges in the original graph that connect label \(A_1\) with \(A_2\) through an edge with label \(l\), for all \(A_1, A_2\) and \(l\), a node/edge label

\(^6\)We can force the grouping algorithm to generate at least one group with the odd number of nodes that contains nodes in set\(_i\).
assignment with less $No_{con}(A_1, A_2, l)$ changes is preferred. So we use the following heuristic method to do the assignment.

We first assign labels to the noise edges. For the edges that connect with at least one noise node, we randomly assign labels to them following the edge label distribution in the original graph. For an edge between two nodes $u_1$ and $u_2$ in $G_{L_1}$, denote $u_1$’s label list as $(A_{u_1,1}, A_{u_1,2}, \ldots, A_{u_1,t})$ and $u_2$’s label list as $(A_{u_2,1}, A_{u_2,2}, \ldots, A_{u_2,t})$, we select the edge label $l_x$ that satisfies $\max(\sum_{j=1}^{t} No_{con}(A_{u_1,j}, A_{u_2,j}, l_x))$. In it, $No_{con}(A_{u_1,j}, A_{u_2,j}, l_x)$ is the number of edges in the original graph that connect label $A_{u_1,j}$ with $A_{u_2,j}$ through an edge with label $l_x$. Since the new created connections between labels appear the maximum number of times in the original graph, selecting $l_x$ tends to change the connection between labels as less as possible.

After each noise edge obtains a label, we decide the labels of noise nodes according to the assigned edge labels and the original graph’s connectivity. For a noise node $u$, suppose the labels on the edges adjacent to $u$ are: $\{l_1, l_2, \ldots, l_d\}$, the selection rule of $u$’s label list $(A_{u,1}, A_{u,2}, \ldots, A_{u,t})$ is $\max(\sum_{i=1}^{d} \sum_{j=1}^{t} No_{con}(A_{u,j}, A_{u_i,j}, l_i))$. In it, $A_{u_i,j}$ is the node connecting with $u$ through edge $i$, $A_{u_i,j}$ is $u_i$’s label on dimension $j$, and $No_{con}(A_{u,j}, A_{u_i,j}, l_i)$ is the number of edges in the original graph that connect label $A_{u,j}$ with $A_{u_i,j}$ through an edge with label $l_i$. We use the above formula to select the node labels which make the new created connections between labels appear the maximum number of times in the original graph. When all the noise nodes have labels, the graph can be published by generalizing the node labels of each noise node group, which is denoted as $G_{L_2}$.

4.5 Level 3 Protection

At Level 3, an attacker also knows the labels on the edges adjacent to set $l_3$. Then, in this case, the anonymous graph generated at Level 2 cannot prevent the node from re-identification if the attacker also uses the edge label information. For example, in Fig. 3c, $c$ and $f$ are assigned to the same group and have the same degree. If an attacker knows that Tom is a 35 year-old man from Africa who has two neighbors both with type 1 (roommate), he can use this information to re-identify that $c$ is Tom. In order to prevent such an attack, at level 3, when an attacker uses node label list, degree and edge label information of any node in set $l_3$ to search the published graph, the real matching node should be mixed with at least $k - 1$ other nodes. We call a graph that satisfies the above property $k$-degree-label anonymous graph. We call the vector of labels on the edges adjacent to a node $u$’s degree label sequence. For example, Fig. 3d is a 2-degree-label anonymous graph. The degree label sequence of node $d$ is $[1, (0, 1), (0, 1)]$.

We can change a $k$-degree anonymous graph to be a $k$-degree-label anonymous graph by generalizing the labels on edges. That is, if a group contains at least one node that needs Level 3 protection, for any two nodes in it, change their degree label sequence to be the same by generalizing edge labels.
4.6 Summary

In this section, we design a comprehensive privacy protection framework for the labeled social networks. This framework allows different users to set different privacy protection requirements. This framework provides the possibility of offering different services to different users.

5 Protect You More Than Blank: Anti-learning Sensitive User Information in the Social Networks

5.1 Motivation

When a user registers an account on a social network (for example, Facebook), he is often required to fill in some personal information to create an online profile, including hobby, high school name, age, and so on. We call each input data item a label or an attribute of the user. For example, in Fig. 4 each user has two labels, the hobby and the purpose for joining the network. The weight between any two users represents the frequency they post on each other’s wall. The frequency is normalized to a number in \([0, 10]\).

Due to personal and cultural diversities, users have different concerns about sensitive labels. Some users may not mind others acquiring certain labels. Some may even want more people to know about them by publishing their labels. These are referred to as open users in the network. For example, in Fig. 4, Harry, Michelle, and so on, would like to share their hobbies with friends. However, some users treat this label as sensitive information, and do not want others to know. We call these users conservative users. For these conservative users, the websites normally leave their sensitive information blank to satisfy their privacy requirements. Ben in Fig. 4, for instance, is a very sensitive person and want to hide his own hobby information. As a result, we only obtained a graph as shown in Fig. 4, that is, Ben’s hobby is left blank.

However, simply leaving sensitive labels blank is not enough to protect users’ privacy. A group of learning algorithms have been introduced in [40, 48] to deduce the missing labels in the social networks with high accuracy. The attacks through links, groups and their combinations could detect the sensitive labels without any notice to users. These algorithms use the fact that users often have common social actions in a network, that is individuals who have similar labels tend to form a community. For example, although Ben in Fig. 4 does not want to publish his hobby, we could guess it as cooking since two friends of Ben (Harry and Bily) like cooking and only one friend (Aron) likes writing.\(^7\) If Ben indeed like cooking, then his

\(^7\)We can draw the same conclusion when considering the edge weights.
privacy is violated even when the website protects him by leaving his hobby blank. Therefore, to avoid users’ sensitive labels being learned through their neighborhood labels, we should break the association between his label and his neighborhood labels. In other words, we want to publish a social graph which does not disclose sensitive labels when learning algorithms are being applied. (It should be noted that the problem cannot simply be solved by replacing the blank attribute with a random label. When the associations between label and neighborhood are not broken, they can still be used to filter out the randomly filled labels.) Therefore, it is necessary to design a new model to protect sensitive information from being attacked by a learning algorithm and to meanwhile publish useful information for sharing.

In this section, we propose methods to break the label-neighborhood association based on user’s personalized settings before releasing the social network. For open users, their real labels are published without change. For each conservative user, we modify his neighborhood and make the probability that an attacker can correctly guess his sensitive labels is at most $p$. $p$ is published with the graph and attackers know the method we used to modify the graph. The modification is done by editing the edges. During the modification process, we first randomly select a set of labels $S$ from other possible labels. Then we edit the edges to make sure the selected labels have more impact than the real labels based on learning algorithms. For example, Ben in Fig. 4 is a conservative user and $p = 50\%$. Through our method, we can change his neighborhood and make “writing” impact Ben more as shown in Fig. 5 (deleting the edge between 2 and 3). Since $S$ is randomly selected, an attacker could not trust the learning result of any conservative node with confidence more than $p$.

In order to increase the utility of the published graph, we also preserve important characteristics of the social network, “the influential values” of nodes. As a common graph property, influential value is widely used in different applications, such as expert finding, the most valuable people searching, and so on [8, 49]. The value represents how important a user is in the whole network or to his neighbors. If each user has the same influential value in the published graph as in the original graph, he has the same “position” in the two graphs. Therefore, the influential value should be preserved in order to keep a graph as useful as before. We achieve the
influential value preserving objective by edge editing, too. An interesting result we observed is through preserving the influential values, the maximum eigenvalue of the graph’s adjacent matrix is also preserved. Eigenvalues have been shown intimately connected to many important topological features in [26]. Figure 4 is an influential preserved graph of Fig. 4 if Ben wants to protect his label. If using the propagation based expert computation model in [8, 50] to analyze Figs. 4 and 6, the corresponding nodes in these two figures have the same influential value.

5.2 Problem Description

The social network is represented as an un-directed weighted graph.

**Definition 6.** Social network graph: a social network graph is a six tuple \( G(V, E, W, \sigma, \sigma', \lambda) \), where \( V \) is a set of nodes, and each node represents an entity in the social network. \( E \subseteq V \times V \) is the set of edges between nodes. \( W : E \rightarrow \mathbb{R}^+ \) maps each edge to a positive real number. \( \sigma \) maps each node to
a group of non-sensitive labels. \( \sigma' : V \rightarrow s \mid s \in S \) maps each node to a sensitive label. \( \lambda : V \rightarrow boolean \) maps each node to a boolean value, indicating whether a node wants to protect its sensitive label.

We assume each node only has one sensitive label. If a node wants to protect its sensitive label, \( \lambda \) is set as true and vice versa. We call a node which needs to hide its label a conservative node and a node which does not care an open node. In the remaining part of this chapter, we also use \( G \) or \( G(V, E, W, \sigma, \sigma', \lambda) \) for simplicity.

For a weighted graph, one important data mining task is to analyze the node influential values (i.e. the expert finding [8, 49, 50]). We focus on the undirected weighted graph in which weights reflect the absolute cooperation between users. The node influential values in a weighted graph \( G \) are defined as:

**Definition 7.** The influential value \( f_i \) of each node \( u_i \) in a weighted graph \( G \) is defined as [8, 50]:

\[
\forall u_i \in V, f_i = f_i + \sum_j w_{i,j} \cdot f_j
\]

\[
T = \sum_{i=1}^{|V|} f_i
\]

\[
\forall u_i \in V, f_i = \frac{f_i}{T}
\]

Equation (4) [8, 50] is a typical propagation model to compute node influential value. All \( f_i \)'s can be calculated when the above formulas converge at the stable state.

The *label-structure attack* is the attack which learns the blank label of a conservative node \( u \) by analyzing its neighborhood. The label \( l \) which has the most impact on \( u \) in \( u \)'s neighborhood (\( l \) appears on at least one node in \( u \)'s neighborhood) is most likely to be \( u \)'s real label [40, 48, 51–53]. We call it *label-neighborhood relationship*. Specifically, we focus on the direct neighbors of each node, the attacks work as follows:

**Definition 8.** label-structure attack: the label \( l \) which has the most impact on \( u \) in \( u \)'s neighborhood is set as \( u \)'s real label. The impact value of \( l \) to \( u \) can be any of the following values:

- **Frequency:** the occurrence number of \( l \) in \( u \)'s neighborhood.
- **Weight:** the total weight of nodes whose label is \( l \) in \( u \)'s neighborhood:
  \[
  \sum_{e(u,y) \land y.label = l} w_e
  \]
- **Influence:** the related influential values of nodes whose label is \( l \) in \( u \)'s neighborhood:
  \[
  \sum_{e(u,y) \land y.label = l} w_e \cdot f_y
  \]
The problem we solve in this section is:

**Problem 1.** Given a graph $G(V, E, W)$ and a constant $p$, generate a new graph $G'(V', E', W')$ from $G$ that satisfies:

- $V \equiv V'$;
- The probability that an attacker could correctly identify the sensitive label of a conservative node through “label-structure attack” is at most $p$.
- The influential values of any node $u$ in $G$ and $G'$ are the same.

## 5.3 Algorithms

We generate a privacy preserved graph by edge editing. The operations include two parts: adding/deleting edges and adjusting the edge weights. Adding/deleting edges can be considered a special adjustment to edge weights. For a graph $G$, all edges have positive weights. A non-existence edge can be seen with weight 0. Adding one edge is to adjust the edge weight on an edge from zero to a positive value. Deleting one edge is to adjust the edge weight to zero.

For each conservative node, we make the association between its label and neighborhood uncertain by edge editing. Then we continue editing several edges to preserve the influential values of all the nodes. Therefore, our algorithm includes two parts:

- Breaking the label-neighborhood association.
- Preserving the influential values.

### 5.3.1 Edge Editing for Association Breaking

For a conservative node $u$, a learning algorithm can dig out $u$’s label correctly because the same label is prevalent in the neighborhood of $u$ in most cases. We break this association by reducing the edge weights.

Suppose there are totally $L$ different labels in the social network and the real label on $u$ is $l$. There are $b$ label types appearing in its neighbors. Our algorithm edits $u$’s neighborhood so that the probability an attacker trusts the learning result is at most $p$ even with a learning algorithm which can reach 100% accuracy. When we change $u$’s neighborhood, we reduce the impact of $l$ to $u$. We could either retain $l$ in $u$’s neighborhood or remove it.

We say label $l_1$ is ranking higher than label $l_2$ in $u$’s neighborhood if $l_1$’s impact value is larger than $l_2$. If we keep $l$ in $u$’s neighborhood, we should make sure that $l$.

---

In this section, we use the same $p$ for all conservative nodes to demonstrate our algorithms. Our algorithms can support different $p$s as well.
is not always ranked first. Our algorithm moves \( l \) from first to any possible position in those \( b \) labels in \( u \)'s neighborhood. The rank of \( l \) could be 1 to \( b \). The probability he selects any label appearing in the ranked list is \( \frac{1}{b} \), which should be less than \( p \). Thus if \( b \geq \left\lceil \frac{1}{p} \right\rceil \), we retain \( l \) in \( u \)'s neighborhood. We move \( l \) to at least the \( k^{th} \) (\( k \) is randomly selected) position in the ranked list by giving \( k \)s other labels larger impact values than \( l \).

On the other hand, if \( b < \left\lceil \frac{1}{p} \right\rceil \), the number of labels in \( u \)'s neighborhood is not enough to protect \( l \). Then we remove \( l \) out of \( u \)'s neighborhood. Suppose the number of labels that do not appear in \( u \)'s neighborhood is \( m \) after the adjustment. If an attacker observes that the number of labels in \( u \)'s neighborhood is less than \( \left\lceil \frac{1}{p} \right\rceil \), he knows our algorithm hides the real label in the labels that do not appear in \( u \)'s neighborhood. Thus \( m \) should satisfy \( \frac{1}{m} \leq p \). The remaining types of labels in \( u \)'s neighborhood after the adjusting must \( \leq (L - \left\lceil \frac{1}{p} \right\rceil) \). If only removing \( l \) cannot guarantee this condition, we randomly remove more connections until the number of labels in \( u \)'s neighborhood reaches \( (L - \left\lceil \frac{1}{p} \right\rceil) \).

To summarize, for any conservative node \( u \), our edge editing method does the following operations:

- If \( b \geq \left\lceil \frac{1}{p} \right\rceil \), we set the adjustment target to be \( k \) (\( 1 \leq k \leq \left\lceil \frac{1}{p} \right\rceil \)). We change the weights on the edges adjacent to \( u \) until there are \( k \) other labels which have larger impact values than its real label in the neighborhood;
- If \( b < \left\lceil \frac{1}{p} \right\rceil \), we remove all \( u \)'s adjacent nodes that have the same sensitive label out of its neighborhood. If the remaining label types are bigger than \( (L - \left\lceil \frac{1}{p} \right\rceil) \), we remove more edges until it reaches \( (L - \left\lceil \frac{1}{p} \right\rceil) \).

We adjust edge weights adjacent to \( u \) to make sure that there are at least \( k \) other labels whose impact values are bigger than \( l \). In order to change the graph as little as possible, we implement the adjustment with the minimum sum of edge weight changes.

If we set the total edge weight changes less than or equal to a constant \( c \), this adjustment problem can be modeled as a Satisfiability Modulo Theories (SMT) problem. Given a constant \( c \), we can use a SMT solver to find one adjustment solution with the total weight changes \( \leq c \). We can model the edge weights’ adjustment problem as a SMT problem to find an adjustment solution. Since the SMT problem support \( \neg \) and \( \land \), all the first-order predicates are supported. The SMT model is:

- Variables
  - The amount of reduced weight on each edge:
    \[ \forall e(u, y) \land y.label \equiv l, \Delta w_{(u, y)} : \text{real}[0, w_{(u, y)}] \]
– The variable that represents each changed edge:
\[ \forall e(u, y) \wedge y.label \equiv l, c_{(u,y)}: \text{integer} \in [0,1] \] (0: the edge still exists; 1: the edge is deleted)
– The number of nodes connected \( u \) with label \( l \): \( n_l \)
– Whether label \( l_i \)'s frequency based impact value is bigger than \( l \), 1 means bigger:
\[ \forall l_i, s_{1l_i} : \text{integer} \in [0,1] \]
– Whether label \( l_i \)'s weight based impact value is bigger than \( l \), 1 means bigger:
\[ \forall l_i, s_{2l_i} : \text{integer} \in [0,1] \]
– Whether label \( l_i \)'s influence based impact value is bigger than \( l \), 1 means bigger:
\[ \forall l_i, s_{3l_i} : \text{integer} \in [0,1] \]
– Whether label \( l_i \)'s impact value is bigger than \( l \) no matter based on frequency, weight or influence, 1 means bigger:
\[ \forall l_i, s_{l_i} : \text{integer} \in [0,1] \]

• Constants
– The maximum sum of edge weight changes: \( c \)
– The privacy parameter: \( k \)
– Number of nodes connected \( u \) with label \( l_i \): \( N_{l_i} \)
– Whether label \( l_i \)'s weight based impact value is determined by \( w_{l_i} \) and \( w_{l} \):
\[ \forall l_i, ((s_{2l_i} \equiv 1) \wedge (w_{l_i} \geq w_{l})) \vee ((s_{2l_i} \equiv 0) \wedge (w_{l_i} < w_{l})) \]
– The value of \( s_{3l_i} \) is determined by \( w_{l_i} \) and \( w_{l_i} \):
\[ \forall l_i, ((s_{3l_i} \equiv 1) \wedge (w_{l_i} \geq w_{l_i})) \vee ((s_{3l_i} \equiv 0) \wedge (w_{l_i} < w_{l_i})) \]
– The value of \( s_{l_i} \) is determined by \( s_{1l_i}, s_{2l_i} \) and \( s_{3l_i} \):
\[ \forall l_i, ((s_{1l_i} \equiv 1) \wedge (s_{1l_i} + s_{2l_i} + s_{3l_i} \equiv 3)) \vee ((s_{1l_i} \equiv 0) \wedge (s_{1l_i} + s_{2l_i} + s_{3l_i} < 3)) \]
– There are at least \( k \) labels which have a larger impact value than \( l \):
\[ \sum_{l_i} s_{l_i} \geq k \]
- Set \( c(u,y) \)'s value:
  \[
  \forall c_{u,y} . \left( (c_{u,y} = 1) \land (\Delta w_{u,y} < w_{u,y}) \right) \lor \left( (c_{u,y} = 0) \land (\Delta w_{u,y} = w_{u,y}) \right)
  \]
- Set \( n_l \)'s value:
  \[
  n_l = \sum c_{u,y}
  \]
- the total weight changes should be at most \( c \):
  \[
  c \geq \sum \Delta w_{u,y}
  \]

If \( c \) is too small to find an adjusting solution, the SMT solver returns “unsat”. If we set \( c_{\max} = \frac{\sum_{e(u,y), \text{label}=l}(w_{u,y})}{|\text{label}|} \) and \( c_{\min} = 0 \), we can do a binary search on \( c \) to find a solution. The original value of \( c_{\max} \) is the total weight changes when deleting all the edges that connect a node with the same label as \( u \). Then the optimal solution must have the total weight changes within the range of \([c_{\min}, c_{\max}]\). We set \( c = \frac{c_{\min} + c_{\max}}{2} \) and use SMT solver to solve the corresponding problem with this \( c \). If a solution is found, then the optimal solution must be in \([c_{\min}, c_{\max}]\). If the SMT solver returns “unsat”, the optimal solution must be in \([c_{\min}, \frac{c_{\min} + c_{\max}}{2}]\). We repeat the process until we get close enough to the optimal solution (We set the terminate condition as \( \frac{c_{\max} - c_{\min}}{c_{\min}} < 5 \% \)). The efficiency of SMT solver depends on the problem size and structure. Normally, modern SMT solvers can solve a problem with thousands of variables within 100 ms. Our problem contain tens or hundreds of variables, therefore, it can be solved very quickly. In our experiment, on average, each invocation of SMT solver takes 40 ms.

After we get the result from the SMT solver, we can set the new weights for the corresponding edges.

### 5.3.2 Edge Editing for Influential Value Preservation

After breaking the label-neighborhood relationship, some nodes’ influential values are changed. We use the following method to preserve the influential values:

- After processing several conservative nodes to achieve privacy protection, we try to build connections between all nodes whose neighborhoods are changed. If connections with positive edge weights which preserve the influential values are found, we add connections among these changed nodes only;
- If no solution is found, we do the adjustment for each edge whose weight is changed.

We first try to add connections among all the nodes whose influential values are changed. We want to preserve the influential values through the connections between the changed nodes while all the other nodes are not involved in. When we reduce the weight on the edge \( e(u,v) \), if we can maintain both \( f_{i,v} \), \( f_{v} \) and \( T \) in Eq. (4) unchanged, the influential value computation formulas still retain at the converging state. The influential values of all nodes are not changed either. We can
model the connection creation problem as a group of linear formulas and use a SMT solver to find a solution. The modeling of this problem is similar to edge weights adjustment problem in Sect. 5.3.1.

For a sensitive node \( u \), the change of its influential value is:

\[
\Delta w_{(u,y)} = \sum_{e(u,y)} \Delta w(e) \cdot f_y
\]

Suppose the graph before the adjustment is \( G_b(V_b, E_b, W_b) \), the weight on the edge \((i, j)\) in \( G_b \) is \( w_{(i,j)} \) and the edge weight after the adjustment is \( w'_{(i,j)} \). The connection creation problem should satisfy the following constraints:

- The reduced influential value of each node is added back by the new connections:

\[
\forall u, \sum_{e(u,y)} \Delta w_e \cdot f_y = \sum_{j, j \neq u} (w'_{(i,j)} - w_{(i,j)}) \cdot f_j
\]

- The connections just operated in the previous step should not be changed:

\[
\forall (i, j) \in \{w_{(i,j)} \text{ is just changed}\}, w'_{(i,j)} = w_{(i,j)}
\]

- The weight on the edges must be positive numbers:

\[
\forall (i, j), w'_{(i,j)} \geq 0
\]

In it, \( w'_{(i,j)} \) is the variable. For any two nodes \( i \) and \( j \) whose influential values are changed, we build a variable \( w'_{(i,j)} \) for them. If there’s no edge between \( i \) and \( j \) in \( G_b \), \( w_{(i,j)} = 0 \).

If the above SMT problem does not have a solution, we use an adjustment method to add the changes of influential values back for each modified edge. Suppose an edge \( e(u,v) \)’s weight is reduced. We try to find another edge \( e(x, y) \) that is the “closest” to \( u \) and \( v \) in the original graph. The “closest” means the average distance of \( e(u, v) \) and \( e(x, y) \):

\[
dist(x, u) + \frac{dist(x, v) + dist(x, y) + dist(y, v)}{4}
\]

is the minimum among all edges. \( e(x, u) \) should not be one of the edges changed while breaking the association. The influential value preservation is done through changing the weights on the links between \( x, y, u \) and \( v \). We change the weights on the edges \( e(u, x), e(v, y) \) (if they do not exist, we first create these edges with weight 0) and adjust the weight on the edge \( e(x, y) \). The operation is shown in Fig. 7: \( f_u, f_v, f_x \) and \( f_y \) should be preserved in order to retain \( f_u, f_v, f_x \) and \( f_y \). Suppose the weight on the
edge \( e(u, v) \) is reduced by \( a \). Before reducing the weight on edge \( e \), the \( f_u \), \( f_v \), \( f_x \) and \( f_y \) satisfy:

\[
\begin{align*}
\mathbf{f}_u &= f_u + \sum_{\forall e(u,j) \land j \neq v} w_e \cdot f_j + a \cdot f_v \\
\mathbf{f}_v &= f_v + \sum_{\forall e(v,j) \land j \neq u} w_e \cdot f_j + a \cdot f_u \\
\mathbf{f}_x &= f_x + \sum_{\forall e(x,j) \land j \neq v} w_e \cdot f_j + b \cdot f_y \\
\mathbf{f}_y &= f_y + \sum_{\forall e(y,j) \land j \neq v} w_e \cdot f_j + b \cdot f_x
\end{align*}
\]

After the reduction and adjustment operations, the \( f_u \), \( f_v \), \( f_x \) and \( f_y \) should satisfy:

\[
\begin{align*}
\mathbf{f}'_u &= f_u + \sum_{\forall e(u,j) \land j \neq v} w_e \cdot f_j + w_1 \cdot f_x \\
\mathbf{f}'_v &= f_v + \sum_{\forall e(v,j) \land j \neq u} w_e \cdot f_j + w_2 \cdot f_y \\
\mathbf{f}'_x &= f_x + \sum_{\forall e(x,j) \land j \neq v} w_e \cdot f_j + w_1 \cdot f_u + w_0 \cdot f_y \\
\mathbf{f}'_y &= f_y + \sum_{\forall e(y,j) \land j \neq v} w_e \cdot f_j + w_2 \cdot f_v + w_0 \cdot f_x
\end{align*}
\]

To keep \( f_u \), \( f_v \), \( f_x \), \( f_y \), \( f'_u \), \( f'_v \), \( f'_x \), \( f'_y \) and \( T \) unchanged:

\[
\begin{align*}
a \cdot f_v &= w_1 \cdot f_x \\
a \cdot f_u &= w_2 \cdot f_y \\
b \cdot f_y &= w_1 \cdot f_u + w_0 \cdot f_y \\
b \cdot f_x &= w_2 \cdot f_v + w_0 \cdot f_x
\end{align*}
\]

We can get the new weights:

\[
\begin{align*}
w_0 &= \frac{b \cdot f_x \cdot f_y - a \cdot f_u \cdot f_v}{f_x \cdot f_y} \\
w_1 &= \frac{a \cdot f_v}{f_x} \\
w_2 &= \frac{a \cdot f_u}{f_y}
\end{align*}
\]
We can see if there is an edge $e(x, y)$ with $b \cdot f_x \cdot f_y - a \cdot f_u \cdot f_v \geq 0$, we can always get a solution. For example, after deleting edge $e(2, 3)$ in Fig. 4, we select edge $e(4, 7)$ to keep the influential value unchanged.

In the case all $b \cdot f_x \cdot f_y - a \cdot f_u \cdot f_v < 0$, we use a group of edges to preserve the influential values. For each edge $e(x_j, y_j)$ in this group, we adjust the weights on edges $e(u, x_j)$, $e(v, y_j)$, and $e(x_j, y_j)$. Figure 8 shows an example of using two edges to do the adjustment.

When using a group of edges $e(x_i, y_i)$ to make up the influential values, the new weights should satisfy:

$$a \cdot f_v = \sum_i w_{1,i} \cdot f_{x,i}$$

$$a \cdot f_u = \sum_i w_{2,i} \cdot f_{y,i}$$

$$\forall i, b_i \cdot f_{x,i} = w_{1,i} \cdot f_u + w_{0,i} \cdot f_{y,i}$$

$$\forall i, b_i \cdot f_{y,i} = w_{2,i} \cdot f_v + w_{0,i} \cdot f_{x,i}$$

One sufficient condition that the above formulas have a non-negative solution is: $\sum_i b_i \cdot f_{x,i} \cdot f_{y,i} \geq a \cdot f_u \cdot f_v$. In a large social network, there are enough edges to hold the above condition. The adjustment algorithm can always find a solution to make up the changed influential values.

### 5.4 Summary

In this section, motivated by users’ different privacy preferences in social networks, we propose a new method to publish a graph for customized privacy protection. We found out that it is not secure after leaving users’ sensitive information blank. Through some simple label-structure analysis, it is possible for attackers to know users’ sensitive labels due to the label-structure association. Our method could
provide protection against this attack. More importantly, we preserve one important metric of the graph while applying privacy protection.

The learning techniques in this section are basic data analysis methods which analyze the direct neighbors of each node (1-hop neighborhood). More advanced data mining techniques could be used for learning blank labels. Suppose a mining algorithm uses a conservative node $u$’s $x$-hop neighborhood, a naive way to extend our approach is to ensure no node has the same label as $u$ in $u$’s $x$ hop neighborhoods during the association breaking and influential preservation (the number of labels that do not appear in $u$’s $x$ hop neighborhood is at least $\lceil \frac{1}{p^x} \rceil$). This naive extension can guarantee the privacy protection objective. However, the utility of the published graph may be low since all the nodes with the same label as $u$ will not appear in its $x$-hop neighborhood. In future works, we will consider better protection solutions for more complicated data analysis techniques.

6 A General Framework for Publishing Privacy Protected and Utility Preserved Graph

6.1 Motivation

The previous works [10, 13, 15, 16] prefer to publish a graph, which guarantees the protection of certain privacy with the smallest change to the original graph. However, there is no guarantee on how the utilities are preserved in the published graph. Only some empirical results are provided. While, preserving some utilities is the initial purpose to publish the graph. The utilities should be treated as important as privacy. Therefore, it becomes a challenge to quantify the utilities preserved in the published graph when we want to guarantee some privacy protection. Due to the conflicts between the privacy protecting and utility preserving, protecting privacy and preserving utilities normally cannot be achieved at the same time. It is preferred to have a general framework which can get a trade-off between the privacy and utility according to the data publisher’ customized preferences.

In this work, we propose a fine-grained adjusting framework to publish a privacy protected and utility preserved graph (Fig. 9). There are three parameters: (1) The privacy requirements which specify the privacy to be protected; (2) The utility requirements which state the utilities to be preserved; (3) The publisher’s preference on the trade-off. A “Conflict Extractor” is used to analyze the privacy and utility requirements to find the conflicting cores. These conflicting cores represent the conflictive points between privacy requirements and utility requirements. Then, an “Analyzer” is invoked to analyze the conflicting cores and find the best strategy, which provides the trade-off according to the publisher’s preferences. The privacy/utility requirements are relaxed according to this trade-off strategy. We repeat the above process until a satisfiable result is computed.
We use the privacy preserving weighted graph publication problem \cite{24, 25} as an example to demonstrate the implementation of our framework. The privacy preserving weighted graph publication problem aims at publishing a weighted graph in which the information about weights on edges are protected. Liu \cite{24} and Das \cite{25, 54} showed that many applications are modeled as weighted graphs. In these applications, the user connection information is public information and the weights on edges are the most important information to be protected. For a weighted graph, the magnitude of the weights as well as relative ordering of edge weights is the sensitive information to be protected \cite{25, 54}.

The basic method to protect edge weights is to set a new weight on each edge in the published graph. For example, Fig. 10b can be published for Fig. 10a. A lot of utility requirements in a weighted graph are linear inequations among edge weights \cite{25}. We consider more general forms: the utility requirements are the graph properties that can be represented as linear inequations among edge weights connected by any first-order logic operations (\(\land, \lor, \neg\) and any other derived operations such as XOR and \(\implies\) etc.). We protect both the magnitude of edge weights as well as the relative ordering of some edges. The data publisher can freely specify the ordering between certain edge weights should be protected. For example, he may want to protect \(\text{ordering}(w_1, w_4)\) and \(\text{ordering}(w_2, w_3)\), which are part of the privacy requirements. The privacy requirements and utility requirements may not be
satisfied at the same time since a utility or the combination of utilities may depend on some orderings of edge weights. For example, considering the following three utilities:

\[
\begin{align*}
    u_1 & \quad \text{Length}(1 \rightarrow 2 \rightarrow 4) < \text{Length}(1 \rightarrow 3 \rightarrow 4) \\
    u_2 & \quad \text{Length}(2 \rightarrow 3 \rightarrow 4) < \text{Length}(2 \rightarrow 4) \\
    u_3 & \quad \text{Length}(2 \rightarrow 4 \rightarrow 5) < \text{Length}(2 \rightarrow 3 \rightarrow 5)
\end{align*}
\]

They can be represented as: \(u_1(w_1 + w_2 < w_3 + w_4), u_2(w_3 + w_5 < w_2)\) and \(u_3(w_2 + w_6 < w_5 + w_7)\).

The utility \(u_2\) depends on the ordering \(w_3 < w_2\). (If \(u_2\) is preserved, \(w_3\) must be smaller than \(w_2\)). \(u_2\) and \(\text{ordering}(w_2, w_3)\) are conflicting. The combinations of utilities \(u_1\) and \(u_2\) depend on the ordering \(w_1 < w_4\). \(u_1\) and \(u_2\) are conflicting with \(\text{ordering}(w_1, w_4)\). To guarantee the privacy protection, we must relax the utility requirements to make sure that they do not restrict any specific orderings between edge weights to be protected. After doing this, we could use a solver with a random seed to assign new edge weights based on the relaxed utility requirements. Since the relaxed utility requirements do not depend on the actual magnitude of edge weights or the ordering information of edges which the publisher wants to protect, the magnitude and ordering are protected. Of course, we can also ignore the protecting of some orderings to preserve more utilities.

We implement our framework for the privacy preserving weighted graph publication by taking the advantage of the Satisfiability Modulo Theory (SMT) (shown in Fig. 11). SMT problem is a decision problem for logical formulas, which are combinations of certain background theories (e.g. linear arithmetic) expressed in first-order logic. A SMT solver checks whether a SMT problem is satisfiable and returns the “evidence” of the result. When a SMT problem is satisfiable, the solver assigns values to the variables in the model. When a SMT problem is unsatisfiable, a
conflicting core is returned to represent the reason why this problem is unsatisfiable. We model the utility/privacy requirements as SMT problems and use the SMT’s conflicting core extraction to find the conflicting cores between privacy and utility. Then the “Analyzer” is designed to decide which requirements in conflicting cores should be removed.

6.2 Analysis of Previous Works

All the previous works did not consider how to do the fine-grained adjustment between privacy and utility. There is no guarantee on how utilities can be preserved in the published graph. Li [55] considered the trade-off between privacy and utility for tabular data publication. They get the trade-off by selecting one model from different protection models instead of relaxing privacy/utility requirements. Moreover, they cannot guarantee the preserving of utilities. Ashwin [56] considered the privacy and utility trade-off in social network recommendation, which is different from the graph publication problem.

6.3 Works on Edge Weight Protection

Besides the protection of node/link, two works [24, 25, 54] considered the edge weight protection when publishing a weighted graph. The basic method to protect edge weights is setting new weights on edges [24, 25, 54]. Liu [24] proposed a gaussian randomization multiplication strategy to set new weights. The edge weights are changed by adding noises according to a gaussian distribution. By doing this, a certain portion of shortest path lengths is preserved. This method only protects the magnitude of edge weights. The orderings of edges are not considered. Furthermore, only the length instead of the shortest path itself is considered.

Das [25, 54] proposed a Linear Programming (LP) based method, which preserves certain graph properties such as the shortest path etc. They model certain graph properties as linear inequalities and use a LP solver to generate new weights. For example, to keep the shortest path from node 1 to node 3 in Fig. 12 unchanged, a group of linear constraints as shown in Eq. (6) can be built [25, 54].

\[
\begin{align*}
    w_2 &< w_1 & w_2 &< w_3 \\
    w_2 &< w_4 & w_2 + w_5 &< w_1 \\
    w_2 + w_6 &< w_3 & w_2 + w_5 &< w_4 \\
    w_2 + w_5 &< w_2 + w_6 & w_2 + w_5 + w_7 &< w_2 + w_6 \\
    w_2 + w_5 + w_7 &< w_4 & w_2 + w_5 + w_7 + w_8 &< w_4
\end{align*}
\] (6)
This method helps to keep the utilities in the published graph. Since the constraints are not based on the actual magnitudes of edge weights, the edge weight magnitude are protected when the values are randomly set by a solver [25]. However, the constraints are built on graph properties without considering the protection of edge weight orderings. At the end of their paper [54], they mentioned that, to protect edge weight orderings, the k-anonymity of edge weights can be forced to be satisfied by setting all the edge weights in each node’s edge neighborhood indistinguishable. Besides the overmuch implementation of k-anonymity, there are still two problems:

- The privacy protection may not be guaranteed because of the utility requirements themselves. For example, from the constraints in Eq. (6), we can find \( w_{1,2} < w_{1,5} \), \( w_{1,2} < w_{1,4} \) and \( w_{1,2} < w_{1,3} \). It is obvious that edge \((1, 2)\) cannot be anonymized with any \((1, v_i)\). While if we force \( w_{1,2} \) equal to some other \( w_{1,v_i} \)'s, LP solver cannot find any solution.

- The k-anonymity of edge weights cannot guarantee the protection of edge weight orderings. For example, if in the published graph, \( (w_{1,5} = w_{1,2}) < (w_{1,4} = w_{1,3}) \) (the edges next to node 1 satisfy 2-anonymity), the fact such that \( w_{1,5} < w_{1,4} \) and \( w_{1,2} < w_{1,4} \) etc., are still released.

Our framework protects both the edge weight magnitudes and orderings, which does not have the above shortcomings. We protect orderings by removing the dependency between the preserved utilities and protected orderings.

### 6.4 Framework and Case Study

#### 6.4.1 General Framework

We propose a fine-grained adjusting framework (Fig. 9) to publish the privacy protected and utility preserved graph. The algorithm for this framework is shown in Algorithm 7. Besides the privacy requirements \( Pry \) and utility requirements \( Utl \), the publisher can set his customized preference \( t \) on the trade-off. Whenever
the published data $G'$, which satisfies both $Pr_y$ and $Utl$, cannot be found, we do relaxation on $Pr_y$ and $Utl$ according to $t$. We use a “Conflict Extractor” to analyze the privacy and utility requirements. It extracts the conflicting cores $C$ between privacy and utility requirements. Then, we use an “Analyzer” to study $C$ and find the best strategy $sty$ which can get the trade-off according to $t$. We relax the corresponding privacy/utility requirements using $sty$ and repeat the above process until $G'$ can be generated. Finally, the framework generates $G'$ which satisfies the relaxed privacy/utility requirements. The challenges to implement Algorithm 7 are: (1) How to construct “Conflict Extractor” to get the conflicting cores; (2) How to construct “Analyzer” to generate the adjusting strategy on the conflicting cores.

Next, we demonstrate how to address these two challenges.

### 6.4.2 Privacy Preserving Weighted Graph Publication

The Privacy Preserving Weighted Graph Publication is to publish a graph with new edge weights under two requirements [25, 54]: Utility Requirements (the graph properties modeled as linear inequations connected by any first-order logic operations) and Privacy Requirements (magnitudes and Relative ordering between edge weights\(^9\)).

**Algorithm 7: Adjusting framework**

```
1 while ¬(G' satisfying both Pr_y and Utl can be constructed from G) do
2     Conflicting cores $C = Conflit_Extractor(Pry, Utl);$
3     Strategy $sty = Analyzer(C, t);$;
4     $Pr_y = relaxed Pry follows sty;$;
5     $Utl = relaxed Utl follows sty;$;
6     Generate $G'$ from $G$ which satisfies both $Pr_y$ and $Utl;$
7     return $G'$;
```

When using a solver to assign new edge weights based on the utility requirements, the linear constraints are not based on the actual magnitude of edge weights [25]. Therefore, the magnitudes of the edge weights are protected [25]. Similarly, to protect the orderings, given the utility requirement $U_{req}$, for any two edge weights $w_x$ and $w_y$ which the publisher does not want to release the ordering, we must guarantee the Free Ordering Rule defined as follows:

\(^9\)We use the ordering between two edge weights to demonstrate our framework. Each privacy requirement can be directly replaced by a general form such as any linear inequations connected by first-logic operations without any change.
**Definition 9.** Free Ordering Rule (Free($U_{req}$, $p$)): the utility requirements $U_{req}$ satisfy Free Ordering Rule on the edge weight pair $p(w_x, w_y)$ if $\neg(U_{req} \Rightarrow (w_x < w_y)) \land \neg(U_{req} \Rightarrow (w_x > w_y))$.

Then the problem solved in this section is:

**Problem 2.** Privacy preserving weighted graph publication:

- **Input:**
  - A weighted graph $G$
  - A group of utility requirements where each utility $u_i$ has a weight $u_i.w$ to represent its importance: $Utl = \{u_1(u_1.w), \ldots, u_m(u_m.w)\}$
  - A group of edge weight pairs where each pair $p_i$ has a weight $p_i.w$ to represent its importance: $Pry = \{p_1(w_1.a, w_1.b)(p_1.w), \ldots, p_n(w_n.a, w_n.b)(p_n.w)\}$
  - The privacy objective: threshold $t$, which represents the publisher’s preference on trade-off.

- **Output:** A weighted graph $G'$ with new edge weights: $Utl_{G'} = \{u_i | \forall u_i \in Utl \land u_i \in G'\}$ and the edge weights in $G'$ are assigned by a solver only based on $Utl_{G'}$, where:

  $$
  \text{minimize} \quad \sum_{\forall u_i \in Utl \land u_i \notin G'} u_i.w \\
  \text{subject to} \quad \sum_{\forall p_i \in Pry \land \text{Free}(Utl_{G'}, p_i)} p_i.w \geq t
  $$

The input of the problem includes a weighted graph, the utility/privacy requirements and a threshold $t$. Each utility requirement has a weight which represents how important the utility is. The privacy requirements contain edge weight pairs with importance. The threshold $t$ is the privacy objective, which represents the publisher’s preference on trade-off between the privacy and utility. Larger $t$ is preferred for higher privacy and smaller $t$ is preferred for higher utility. The publisher can freely set the utility/privacy requirements and their importance. For a utility which contains many inequations such as Eq. (6), the publisher can separate them into different parts and assign importance for these parts. The output graph $G'$ guarantees the sum of importance on the edge pairs whose orderings are protected is at least $t$ with the minimum sum of utility loss. For a utility $u_i$, if the published graph $G'$ preserves $u_i$, we represent it as $u_i \in G'$. Then, the utilities still preserved in $G'$ are $Utl_{G'} = \{u_i | \forall u_i \in Utl \land u_i \in G'\}$. The utility loss we want to minimize is $\sum_{\forall u_i \in Utl \land u_i \notin G'} u_i.w$ where $\sum_{\forall p_i \in Pry \land \text{Free}(Utl_{G'}, p_i)} p_i.w \geq t$. After getting $Utl_{G'}$, we use a solver to randomly (use the random seed parameter in a SMT solver) assign edge weights only based on $Utl_{G'}$. 
6.4.3 Framework for Weighted Graph Publication

Adjusting Framework (Fig. 11):

- Step 1: Firstly, we model the utility and privacy requirements as SMT problems and use a SMT solver to find the conflicting cores. We put these conflicting cores together as a summarized conflicting core \( C \).
- Step 2: If the privacy threshold \( t \) is reached, we go to next step. Otherwise, we analyze the summarized conflicting core to find the strategy to relax the utility requirements which minimize the utility loss when privacy protection is guaranteed to reach the threshold \( t \). Then, we go back to step 1.
- Step 3: We build a SMT model on the current relaxed utility requirements and use a SMT solver to assign new edge weights for the published graph.

The framework is implemented by Algorithm 8. When the summation of importance on the pairs (privacy requirements) which do not appear in the summarized conflicting core \( C \) reaches the threshold \( t \), the privacy objective is achieved (We represent a pair \( p_i \) appearing in \( C \) as \( p_i \in C \) and a utility \( u_i \) appearing in \( C \) as \( u_i \in C \)).

**Algorithm 8: Adjusting framework for Problem 2**

```plaintext
1 prygain = 0; UtlG = Utl; Premain = Pry;
2 while true do
3   Build SMT Models on Premain and UtlG; /* Step 1 */
4   ppraygain = \sum_{p_i\notin C} p_i.w; /* Step 2 */
5   if ppraygain < t then
6     Find the removing utility set Utrlm (Utrlm=Algorithm 9(C));
7     UtlG' = UtlG' - Utrlm;
8     Premain = Premain - \{p_i|p_i \notin C\};
9   else break;
10  Build a SMT model on the relaxed utilities UtlG'; /* Step 3 */
11  Use a SMT solver to find new edge weights and generate G';
12  return G';
```

**Conflict Extractor:** For a pair of edge weights \( p(w_x,w_y) \) whose ordering is preferred to be hidden by the publisher, without loss of the generality, we suppose the original ordering is \( w_x > w_y \). Suppose \( U_c \) is the group of constraints for the utility requirements, we use a SMT solver to check whether \( U_c \land w_x < w_y \) (when a privacy requirement has a general form \( P \), we check \( U_c \land \neg P \)) is satisfiable (\( U_c \land w_x > w_y \) must be satisfiable since \( U_c \) is extracted from the original graph). If \( U_c \land w_x < w_y \) is unsatisfiable, a conflicting core will be returned. Finally, we can get a summarized conflicting core.
Analyzer: For an edge weight pair, if we remove any utility from its corresponding conflicting core, this conflicting core is disabled. We use $\text{core}_i$ to represent the conflicting core of $p_i$ and $u_j \in \text{core}_i$ to represent the fact that $u_j$ appears in $\text{core}_i$. For an edge pair $p_i \notin C$, its ordering has been protected since the utility requirements do not limit any special ordering. Thus, we should make the summation of importance on the pairs in $C$ whose conflicting cores are disabled at least $t - \sum_{p_i \notin C} p_i \cdot w$. To find the best adjusting strategy according to the current summarized conflicting core, we should solve:

Problem 3. Finding the utility set $Utl_{rm}$ to remove:

\[
\begin{align*}
\text{minimize} & : \sum_{u_i \in Utl_{rm}} u_i \cdot w \\
\text{with} & : \sum_{p_i \in C \land (\exists u_j (u_j \notin \text{core}_i \land u_j \in Utl_{rm}))} p_i \cdot w \geq t - \sum_{p_i \notin C} p_i \cdot w
\end{align*}
\]

Theorem 6. Problem 3 is a NP-Hard Problem.

The Minimum Set-Cover problem can be transformed to this problem.

Algorithm 9: Finding removing utilities

1. $Utl_{rm} = \{\}$, $\text{pry}_{gain} = 0$, $t' = t - \sum_{p_i \notin C} p_i \cdot w$;
2. while $\text{pry}_{gain} < t'$ do
3.   for each $u_i \in C$ do
4.     $u_i \cdot \text{score} = \sum_{p_i \in C \land u_j \in \text{core}_i} u_i \cdot w$;
5.     $u_{\text{min}} = u_i$ with the minimum score where $u_i \in C$;
6.     $Utl_{rm} = Utl_{rm} \cup \{u_{\text{min}}\}$;
7.     $\text{pry}_{gain} = \text{pry}_{gain} + \sum_{p_i \in C \land u_{\text{min}} \in \text{core}_i} p_i \cdot w$;
8.     remove $u_{\text{min}}$ and $\{\text{core}_i \land (u_{\text{min}} \notin \text{core}_i)\}$ out of $C$;

We use Algorithm 9 to compute the best removing utility set $Utl_{rm}$. $\text{pry}_{gain}$ is a variable which records the sum of importance on the pairs whose conflicting cores are disabled by $Utl_{rm}$. We firstly compute the adjusting threshold of privacy $t' = t - \sum_{p_i \notin C} p_i \cdot w$. For each utility $u_i \in C$, we compute a score to represent the ratio between the loss of utility importance and the gain of privacy importance by removing $u_i$. We use the importance of $u_i$ $(u_i \cdot w)$ dividing the summation of importance on the pairs whose cores are broken in $C$ when removing $u_i$ as $u_i$’s score. Intuitively, deleting the utility with the minimum score will cause the minimum utility loss to gain the same privacy protection effect as deleting other utilities. So, we select the utility $u_{\text{min}}$, which has the minimum score in $C$, to delete. Deleting $u_{\text{min}}$ disables all the cores which contain $u_{\text{min}}$. Then we update the privacy gain as
 Prygain = Prygain + \sum_{P_i \in C \land u_{min} \in core_i} P_i \cdot w. We add u_{min} into Utl \_{rm} and delete all the cores that contain u_{min}. If the privacy threshold is not reached (Prygain < t'), we repeat the above process until Prygain \geq t'.

It is obvious that if the threshold t = 0, a graph that satisfies all utility requirements is published. And if t = \sum_{P_i \in Pry} P_i \cdot w, a graph that satisfies all privacy requirements is published. Our framework could find the solutions on the trade-off curve between these two cases.

7 Summary

In this section, we proposed a fine-grained adjusting framework which can get the trade-off between privacy and utility. We used the privacy preserving weighted graph publication problem to demonstrate the implementation of our framework.

8 Conclusion

In this chapter, we discussed the privacy issues in social network data. The future works may include the following directions,

- Large scale graph publication
  The numbers of nodes in social networks such as facebook, linkedin and so on. are becoming extremely large nowadays. For example, the statistics by facebook shows there were 750 million active users by 2011 July. It is difficult and impossible to analyze a network with millions of nodes [57, 58]. Current graph protection models did not consider large scale graphs. A lot of protection models [14–16, 22] need to determine the isomorphism between subgraphs. While the graph isomorphism checking problem is neither known to be NP-complete nor to be tractable [59]. How to publish a privacy preserving large scale graph becomes an essential problem.

- Personal privacy protection in online social networks
  New challenges appear for privacy protection in online social networks. With the popularity of new communication methods such as Microblog, the information sharing becomes easier in social networks. This brings new challenges since a user may easily publish information about his friends.

- Privacy preserving graph publication in a distributed environment
  Another interesting direction is to consider how to implement the protection models in a distributed environment, where different publishers publish their data independently and their data are overlapping. In a distributed environment, although the data published by each publisher satisfy certain privacy requirements, an attacker can still intrude upon a user’s privacy by combining the data
Background knowledge bounding by guiding user’s privacy preference
The main difficulty for privacy preserving graph publication is that it is hard to find a correct model to bound an adversary’s background knowledge. If the assumption of the attacker’s background knowledge is too strong, the utilities of the published graph are hard to preserve. If the assumption of the attacker’s background knowledge is too weak, the privacy of the published graph is not preserved for all users. The privacy preference setting of each user in the online social network can be used to correctly bound the attacker’s background knowledge. A standard model for an adversary’s background knowledge can be built by modifying the privacy preference rules. How to do this to improve the quality of the published graph is an interesting future work.
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Social Media: The Evolution of e-Health Services

Tiziana Guzzo, Alessia D’Andrea, Fernando Ferri, and Patrizia Grifoni

Abstract The chapter analyses e-health services provided by different Social Media (collaborative projects, blogs, content communities, social networking sites, virtual games and virtual social worlds and video-chat) and introduces a Hybrid Cloud E-health Services architecture (HCLES) able to provide open, interoperable, scalable, and extensible services for all the e-health activities. It integrates the potentialities of Skype for a direct communication and synchronous data transmission among people with the cloud perspective of Social Media services.

1 Introduction

In the last years, the professional use of Social Media is growing more and more in different fields such as: business [1], learning [2], scientific research [3], tourism [4], etc. In health field advances in Social Media are changing the way healthcare services are provided and the term “e-health” is broadly used to describe this evolution. There is not a consensus on the definition of e-Health concept. Eysenbach [5] provides the following: “e-health is an emerging field in the intersection of medical informatics, public health and business, referring to health services and information delivered or enhanced through the Internet and related technologies”. Marconi [6] defines e-health as “the application of Internet and other related technologies in the healthcare industry to improve the access, efficiency, effectiveness, and quality of clinical and business processes utilized by healthcare organizations, practitioners, patients, and consumers in an effort to improve the health status of patients”. A similar definition is given in [7] “e-health is the use of Internet technology by the public, health workers, and others to access
health and lifestyle information, services and support; it encompasses telemedicine, telecare, etc.” In Akeh and Morfaw [8] e-health is defined as “the ability to use Internet technology to provide health services and deliver care to individuals from geographically dispersed locations”.

Improving access to e-health has been receiving particular attention since the first World Telecommunication Development Conference (WTDC) in 1994. In 2005, the World Health Assembly recognized e-health as the way to achieve cost-effective and secure use of Social Media technologies for health.

The use of Social Media for e-health services can offer important benefits mainly in three different areas:

- **Productivity**: cost reduction and avoidance, increased productivity, reduced duplication of tests/procedures and impacts on success of reform or change initiative.
- **Access**: an easier access to health services mainly in remote areas and reduction in wait-times for medical procedures.
- **Quality**: improving the quality of life; privacy and security incidents and positive audit or operational review observations.

These benefits underline that today the use of the Social Media can be very important to improve the accurate delivery of e-health. Social Media can be used to achieve healthcare goals in four areas: communications, information sharing, clinical outcomes and speed innovation that are very important both for physicians and patients. Physicians have the opportunity of learning, professional development and collaboration among them. Patients can promote wellness and healthy lifestyles, share advice on treatments and provide motivational support among other healthcare consumers. In this context a great importance is having the Cloud computing that allows millions of Internet users that use Social Media platforms to exchange messages, upload and share images, videos and data and collaborate on-line. Cloud computing is a new model of delivering computing resources anytime from anywhere, based on on-demand self-service Internet infrastructure. According to Rosenthal et al. [9], the biomedical informatics community, can take advantage of the new computing paradigm, sharing data and applications. Informatics innovations showed that cloud computing can overcome health data management and analysis issues [10, 11]. It provides three new advantages: massive computing resources available on demand, elimination of an up-front commitment by users and payment for use on a short-term basis as needed [12].

Starting from these considerations, this chapter analyses the e-health services provided by different Social Media (collaborative projects, blogs, content communities, social networking sites, virtual games and virtual social worlds and video-chat) and introduces a Hybrid Cloud E-health Services architecture (HCLES) able to provide open, interoperable, scalable, and extensible services for all the e-health activities. It integrates the potentialities of Skype for a direct communication and synchronous data transmission among people with the cloud perspective of Social Media services.
The chapter is organised as follows. In Sect. 2 an overview of different studies on Social Media in healthcare sector is provided. Section 3 describes the different activities and relationships on Social Media among physicians and patients. In Sect. 4 an analysis of different e-health services provided by different Social Media is carried out. Section 5 introduces the Hybrid Cloud E-health Services architecture (HCLES) on health services. Finally Sect. 6 concludes the chapter.

2 Background

The Web has been transformed from a place with many users and few providers, into a space where everyone can have a voice by tools such as forums and blogs or communities of users that can collaboratively create a body of knowledge about some concrete topics. This evolution produced the development of Web 2.0 or Social Web [13]. The Web 2.0 promises to boost human collaboration capabilities on a worldwide scale, enabling individuals to organise themselves in Social Media in order to share information and services and to collaborate by means of read-write Web and user generated content. As Social Media and in particular Social Networks are becoming popular, many studies are performed to investigate their properties to understand their practices, implications, culture, and meaning. Therefore, many methods are developed to collect [14–15] and to visualise [16–17] network data in order to analyse relationships between people, groups, organisations and other knowledge processing entities on the network. The literature indicates Social Media in healthcare sector as “websites where consumers may be able to find health resources at a number of different levels. Services may range from a basic tier of emotional support and information sharing to questions and answers with physicians to quantified self-tracking to clinical trials access” [18].

This growing phenomenon is called Health 2.0 and is defined as: “the use of social software and its ability to promote collaboration between patients, their caregivers, medical professionals, and other stakeholders in health” [19]. Many studies have been developed in order to understand the reasons that lead people to join Social Media for health purposes.

According to Levy [20] people use Social Media to see what other people say about a medication or treatment, to research other people’ health knowledge and experiences, to learn skills or get education that helps to manage a condition and to get emotional support. Similarly, doctors join Social Media to share ideas and debate treatment options, and they can produce a collective decision to improve quality of cares [21].

D’Andrea et al. [22] analysed Italian doctors perceptions about advantages and disadvantage in using Social Media for relationships between patients and physicians, among patients and among physicians. For the first relationship, the main advantage consists in the possibility to share opinions and medical information every time. This sharing process improves the awareness of patient’s health conditions enhancing their satisfaction, especially for patients with chronic illnesses.
and patients living in rural or outlying areas. The main disadvantage underlined in using Social Media was the impossibility of the face to face presence that could sometimes improve the probability of an incorrect diagnosis with the risks of misunderstanding by patients. On considering the relationship among patients, using Social Media usually improves the capacity to provide information and moral support they can give each other, by sharing of diseases and experiences assuring online anonymity. Among risks, patients could increase each other panic toward a particular pathology, stimulating hypochondria, and pass information about the treatments between them, suggesting the administration of dangerous and wrong drugs. With respect to relationship among physicians, the use of Social Media improves their possibilities to participate in continuous medical education along with useful communication and collaboration and knowledge-sharing, accelerating the emergence of trends and new insights on medications, treatments and devices.

Among risks, the privacy issue related to patients data and the danger that multimedia files could be intercepted and used by unauthorized people for non-medical purposes was underlined.

According to a recent survey of 2013 [23] by the Pew Research Center’s Internet & American Life Project, 72% of internet users looked online for health information for minor and serious health problems and general information searches, they are called “online health seekers.” Seventy-seven percent of them started to search for health information on search engine such as Google, Bing, or Yahoo, 13% at a specialized site in health information, like WebMD, 2% started their research at a more general site like Wikipedia and 1% at a social network site like Facebook.

According to the research, Internet is used as a diagnostic tool, in fact 59% of U.S. adults searched online for health information in the past year. The survey found also that people want to have peer-to-peer support, they exchange stories about their own health issues to help each other understand what might lie ahead: 26% read or watched in the past year someone else’s experience about health or medical issues. Sixteen percentage of Internet users went online in the past year to find others who might share the same health concerns. Some studies have shown positive effects of supportive social networks on health and on preoperative pain and anxiety [24].

Kelly Barnes, U.S. Health Industries leader for PwC, said in a statement of 2012 that “the power of Social Media for health organizations is in listening and engaging with consumers on their terms. Social Media has created a new customer service access point where consumers expect an immediate response. Health organizations have an opportunity to use Social Media as a way to better listen, participate in discussions, and engage with consumers in ways that extend their interaction beyond a clinical encounter” (http://searchenginewatch.com/article/2169462/33-of-U.S.-Consumers-Use-Social-Media-for-Health-Care-Info-Survey).

A research of EPG Health Media [25] found that UK healthcare professionals use Social Media for healthcare purposes more than the other countries. France and Germany, instead have a biggest percentage of “never” in engaging in Social Media respect to the other countries. Figure 1 shows, in detail, how many time healthcare professionals engage in health-related discussions via online Social Media in big five European markets.
3 Social Media: Interactive Group Activities Between Patients and Physicians

Social Media in e-health sector are socially helpful because they allow people to easily establish contacts among them and to have a sounder mutual knowledge.

In Social Media people can be organised according to three main kinds of groups:

- Physicians who actively seek each other and share authentic information and knowledge;
- Patients that share common health problems (e.g. cancer, infertility, neurodegenerative diseases, etc.) giving and receiving emotional and psychological support;
- Physicians and patients that share opinions and medical information.

In this perspective, the widespread diffusion of Social Media allows physicians to participate in continuous medical education at a time and location convenient for them, along with:

- Useful communication and collaboration
- Knowledge-sharing

Physicians aggregate observations from their daily practice and challenge or collaborate each others’ opinions using a virtual space, accelerating the emergence of trends and new insights on medications, treatments and devices [26]. As consequence, it emerges the increasing number of skills, competencies and “knowledge profiles” of each physician involved in the Social Media. In this perspective, Social Media amplify openness, interoperability, scalability, and extensibility of a traditional community. At the same time, this does not mean that in Social Media face-to-face interactions are substituted by electronic communications. On the contrary, face-to-face interactions among physicians are enabled and supported.
by electronic communications that try to make easier, more immediate and less expensive the knowledge relations, amplifying their efficacy.

Social Media can also be used by patients to easily establish contacts among each other to have a mutual support. People with particular problems have the possibility to share their problems with other people or with physicians that can facilitate to overcome them. Emotional support in Social Media benefits from the absence of traditional barriers to access and the possibility to assure online anonymity that can be helpful for those who have stigmatising or embarrassing conditions. These forms of emotional support help to reduce members’ isolation and anonymity and, at the same time, they contribute in enhancing self-esteem and sustaining hope. People join Social Media to experience a sense of community with others like themselves. To obtain this benefit, members must stay involved long enough to feel a sense of connection with other members. They are more likely to have this experience if they begin exchanging messages with other members.

Social Media are rapidly changing also the physician–patient relationship by allowing them to share opinions and medical information every time and everywhere. Social Media offer to physicians an opportunity to improve the awareness of patient’s health conditions and enhance their satisfaction. They also give the opportunity to increase the involvement of patients in their treatments and they improve access to health care information and communication possibilities between patients and physicians. Through the use of Social Media physicians have the possibility to communicate with patients continuously allowing a more accurate data collection [27]. Social Media can be used by doctors to send instant messages to patients reminding them when they need to take their medication, reducing certain administrative costs associated with hospitalisation that are a consequence of incorrect patient’s behaviors in following the prescribed medication at the correct time. There are many potential benefits for patients and physicians who communicate in Social Media for instance patients may feel more comfortable in addressing sensitive, complex or personal issues; moreover Social Media can solve problems related to large distances or patients’ disability.

However Social Media does not have the capability to reproduce the traditional relationship because of the impossibility of the physical presence. In fact medical practice includes complex processes as diagnosis, treatment, prognosis and these processes require the presence of the patient for several activities. Social Media can modify and integrate the traditional physician–patient relationship but, at the moment, cannot replace this relationship. In order to incorporate virtual consultations into routine medical practice it is necessary to proceed on the basis of secure evidence. It is important to understand the following aspects related to the communication between physicians and patients: (1) how the communication by Social Media can be integrated with other modes to communicate; (2) which are the patient’s and physician’s preferences in using Social Media; (3) how to identify people that most likely can benefit from virtual communication.
4 Social Media e-Health Services

There are various types of Social Media used by patients and physicians. Kaplan and Haenlein [28] define Social Media as “groups of Internet-based applications that build on the ideological and technological foundations of Web 2.0 and that allow the creation and exchange of user-generated content”. In particular the authors provide six different classes of Social Media: collaborative projects, blogs, content communities, social networking sites, virtual games and virtual social worlds. To this classification we added also the video-chat as they are increasing their presence in e-health mainly for the on-line therapy. In Table 1 the different e-health services provided by the different Social Media are summarized.

On considering Blogs, these are diaries of text or pictures in chronological order (such as Blog spot) where contents are more static and includes every kind of multimedia items (such as MySpace) or every other thematic social contents (list of Web links, list of news, musical tastes, and so on). While initially blogs were personal and published under pseudonyms, today their development led to professional and expert blogs and they are become an accepted method of journalism. Blogs can be written by formal organizations like businesses, non-profits or even governments, or by individuals. A blog may be shared by two or more people with a common interest or can be an individual’s effort on thoughts, experiences and advices. A health blog is a blog that focuses on medical, preventive, experiential, political or other health-related topic. Blogs are used by the medical community, in particular by trainees or practicing physicians that write on clinical practice and suggestions on health [29]. This facilitates the access of patients to expert opinions, but at the same time this can cause some threats for the traditional doctor–patient relationship and for ethical issues such as breaches of patient confidentiality [30]. There are blogs both for patients and physicians. A typical example of blog for patients, is (http://patientadvocare.blogspot.it/) in which patients can build a community, helping someone else, teaching a lesson, bearing witness about patient safety, medical malpractice and preventing future errors. While examples of blogs for physicians, are (http://drmichellecleere.com/blog/) where medical professionals have the possibility to share opinions and (http://doc2doc.bmj.com/) where they can give medical support to patients.

Collaborative projects are the joint development of contents to be published on a website. The greatest example is Wiki, a web-based application that allows users to add content and also to edit content supporting collaborative writing, opening discussions, interaction and web-authoring [31]. At the same time it also allows to delete the content of a new page or another already written by others, to restore an old version, to avoid risks of damages by hackers or non-collaborative members. Thanks to wiki everybody can write everything about a topic and can read everything, or improve what is already written. Wiki is the most important example of collaborative online community, and applied to a healthcare site gives to every patient the chance to share their own experience and to collaborate with other members, activeness and loyalty to the site is guaranteed. An example of
| Social media                  | Usage         | E-health services                                      | Example                                                                 |
|------------------------------|---------------|--------------------------------------------------------|-------------------------------------------------------------------------|
| Blog                         | Patients      | Receive and give emotional and psychological support  | http://patientadvocare.blogspot.it/                                     |
|                              | Physicians    | Give medical support to patients                       | http://drmichellecleere.com/blog/                                       |
|                              |               | Share opinions with others physicians                 | http://doc2doc.bmj.com/                                                 |
| Collaborative projects       | Patients      | Access to medically-related information                | http://www.wikihealth.com/Main_Page                                     |
|                              | Physicians    | Provide medically-related information                  |                                                                         |
| Content communities          | Patients      | Share videos on health                                 | http://www.youtube.com/education?category=University/Medicine            |
|                              | Physicians    | Share experiences                                      | www.patientlikeme.com                                                   |
|                              |               | Offer advice about clinical questions to patients      | www.medgle.com                                                          |
|                              |               | Share knowledge with others physicians                | www.doctors.net.uk                                                      |
| Social networking sites      | Patients      | Improve healthcare behavior                           | Heartlands                                                              |
|                              | Physicians    | Transfer skill from virtual to real settings           |                                                                         |
| Virtual gaming worlds        | Patients      | Receive and give emotional and psychological support  | http://slurl.com/secondlife/SupportforHealing/111/166/53                |
|                              | Physicians    | Give healthcare education to patients and others physicians | http://slurl.com/secondlife/Eduisland%20II/203/21/22                     |
| Virtual social worlds        | Patients      | Receive on-line therapy and counseling                 | www.skype.it                                                            |
|                              | Physicians    | Give health consultation to patients and others physicians |                                                                         |

A collaborative and updated online health and wellness community is the website WikiHealth http://www.wikihealth.com/Main_Page. Its goal is to offer the most comprehensive, current and insightful information to help anyone and everyone achieves optimal health. People knowledge can help others by sharing what they know. Another example is http://en.wikipedia.org/wiki/Portal:Medicine, used both by patients to access to medically-related information and physicians to provide medically-related information. A feature of a wiki is to make changes with minimal
effort by any individual, it can cause some concerns about inaccurate information and, for this reason some wikis (with medical information) restrict content changes to registered users. Furthermore bad information is quickly identified and corrected.

*Content communities* are online databases of multimedia content where users can search contents for information about particular topics. The main objective of this Social Media is to provide content sharing among users. An increasing amount of content is disseminated on social video platforms, such as YouTube. More than one billion unique users visit YouTube each month and approximately 100 million users take social action on YouTube (such as, shares, likes, and comments) every week ([http://www.youtube.com/t/press_statistics](http://www.youtube.com/t/press_statistics)). YouTube is gaining popularity in different sectors; one of this is represented by the e-health. Different studies have been carried out to analyse health video on YouTube in particular on anorexia, rheumatoid arthritis, prostate cancer, cardial infarction, H1N1 virus, papillomavirus vaccine, immunization [32–38]. Results of these studies shown that among American and European physicians and patients YouTube is used “not just as a video repository, but also as a social network where users interact to build trust with comments and favorites” [39]. According to Chou et al. [40], patients mainly publish videos about their diseases whereas physicians collaborate with video sharing to increase the quality of health knowledge.

A *social networking* site is an online service, which focuses on facilitating the building of social relations among people who share interests, backgrounds, activities, or real-life connection. Social Networks have the great potential to serve ubiquitous information and communication needs. This applies especially to the healthcare sector where the need for information, communication and services is deeply felt. Social networks in e-health sectors allow patients to share health experiences and receive advices about clinical questions and physicians to share knowledge with others physicians. A typical example of Social Network community of patients is PatientsLikeMe ([www.patientlikeme.com](http://www.patientlikeme.com)). On PatientsLikeMe’s network, people connect with others who have the same disease or condition and track and share their own experiences. In the process, they generate data about the real-world nature of disease that help researchers, pharmaceutical companies, regulators, providers and nonprofits to develop more effective products, services and care. On considering physicians, an example of Social Network community used by them is Doctors.net.uk. This represents one of the largest and most active networks of medical professionals in the UK, it is available to UK-registered doctors in primary and secondary care, as source of medical education, research and communication. It offers a professional, secure e-mail facility, clinical and non-clinical data, the latest medical information and free accredited education allowing doctors to maintain Continuing Professional Development (CPD). While an example of Social network site used by physicians to offer advice about clinical questions to patients is MedHelp ([http://www.medhelp.org/](http://www.medhelp.org/)). Through MedHelp’s patients, doctors, experts, researchers, hospitals, and non-profit organizations, work together to find cures together. Every day, members come to MedHelp to receive the support they need from other patients like them, to research information on drugs and health topics, and to share their knowledge with others.
A *virtual game* is a three dimensional environment where users can interact using a personal avatar. The high popularity of this Social Media represents a focal topic in different research areas. There are a wider range of online games: casual games, serious games and advergames. Casual games are purely for entertainment while serious games are designed for improving specific aspects of learning. Finally advergames use the technique of persuasion to promote a brand, product or a political candidate. On considering the e-health sector, the most used games to educate patients on health topics are the serious games. According to Roubidoux et al. [41] “since 2002 many serious games in the e-health sector have been developed, dealing with a wide variety of aspects of surgeon training, radiology operation, Car-diopulmonary Resuscitation (CPR) and patient care, among others”. Serious games have had a big impact on the health sector because they help patients to improve their healthcare behavior and physicians to transfer skills from virtual to real settings. An example of a serious game in e-health sector is Heartlands. This virtual game allows to maps physical movement by using a GPS-equipped smartphone attached to a heart rate monitor. The game allows patients to achieve a personal best, sport activity with a personal gaming challenge and researchers to understand the little explored area of discontinuous exercise.

*Virtual social worlds* allow people to live a “virtual life” in parallel to their real life. The most famous example is Second Life, an online virtual world where users can interact with each other through avatars. In recent years, professionals and universities are using it as an educational platform to improve training in many different areas including the healthcare sector. An example of its use in healthcare education is at Imperial College London. They have built a virtual hospital where students can see patients, order X-rays, consult with colleagues and make diagnoses 24 h a day [42]. Another example is from the University of North Carolina’s (UNC) School of Pharmacy. Students can play the pharmacist and take a quiz inside of the virtual environment to become comfortable with the places that they will be going to in real life. It is possible also to organise medical conferences that in real world are very expansive. Physicians can also give some consultations to patients, for example the “Counseling Center”, provides counseling and consulting on health issues. Patients can also learn on Second Life, one example is the “Nutrition Game” where patients can learn more about nutrients and the negative effect of fast food on health. Second Life also provide patients with opportunities regarding support centers for people dealing with health problems. Examples are given by the American Cancer Society, Red Cross and Alcoholics Anonymous and the Heron Sanctuary, a support community that helps patients to find answers.

*Video-chats* are social media used for real time audio/video interactions between users at disparate locations [43]. They are typically conducted via computer, smart-phone device or tablet and may involve or one-to-one or one-to-many interactions. During a video/audio conferences, participants can see whatever is on the presenter’s screen, and simultaneously share applications and discuss matters of common topic. The combination of video data with voice interaction makes possible to (1) collaboratively perform activities in different parts of the world; (2) provide mentoring or homework help. One of the most used video-chat that
is having a particular relevance in the e-health sector is Skype. Skype is becoming increasingly popular mainly for online therapy and counseling. Skype creates an interactive environment that stimulates the collaboration and interaction between patients and physicians, and among physicians. Although it is unlikely to completely replace traditional face to face counseling many are the benefits of the Skype on-line therapy. First of all, Skype allows patients a greater sense of privacy while still offers a face-to-face interaction if desired. Moreover it allows physicians to reduce costs and to provide services to patients who could not normally receive for their physical impairment or their isolation.

The use of Social Media, jointly with on-line services both by patients and physicians in the emerging perspective of cloud computing provides a more flexible and scalable approach. In this perspective we propose an Hybrid Cloud E-health Services (HCLES) architecture, integrating the potentialities of Skype for a direct communication between people with the cloud perspective of Social Media services. In the following section this architecture is described in detail.

5 An Hybrid Cloud E-Health Services Architecture (HCLES)

Starting from the analysis of the different uses of Social Media for e-health and considering the need to provide open, interoperable, scalable, and extensible services for all the e-health activities, a Hybrid Cloud E-health Services architecture (HCLES) is proposed. The architecture integrates the potentialities of Skype for a direct communication between patients and physicians with the cloud perspective of Social Media services (as shown in Fig. 2).

The proposed architecture, with its hybrid solution, proposes to use Skype for services implying synchronous data transmission (for example tele-consulting), while the components of the cloud platform provide synchronous communication activities among the different actors of Social Media.

The Skype user directory is entirely decentralised and distributed among the nodes in the network. This implements scalability without a complex infrastructure. Each physician connects himself/herself with the others accessing, annotating or adding comments at the patient data using multimodal input/output channels. The telemedicine centre of Shanghai Hospital is the centre handling the second largest number of tele-consultations in the entire network. In Ping [44], the author examined the medical records from telemedicine cases dealt with this telemedicine centre. Authors underline that three aspects of the management of the medical records, with a particular attention on tele-consulting, are particularly important: multimedia collection, standardization of patient/record identification and classification, and information management. Multimedia collection is particularly important for Patient monitoring and Healthcare-learning too. In fact, during tele-consultation as well as Healthcare-learning activities the need to share multimedia data, and
facilities that can emerge by using multimodal interaction channels suggested us to define an architecture supporting multimodal interaction in social networking. This is the situation when general physicians and specialists organize themselves to exchange professional information and opinions, improving their personal and collective knowledge and sharing wide clinical occurrences. The Skype platform and peer-to-peer communication tools allow a wide sharing of data and knowledge, implementing services for tele-consulting, and an interactive and continuous learning of participants. Privacy data need to be managed. The registered physicians have privileges to access and interact with clinical data such as (RX, RMN, etc.).

On considering the cloud platform, this consists of:

- Infrastructure as a Service (IaaS): that involves hardware (servers, storage, network technologies,). It provides a Web interface that allows patients and physicians accessing virtual machines.
- Software as a Service (SaaS): includes business applications hosted and delivered as a service via the Web that do not require installation of additional computer programs. On this component there are all the e-health services offered by Social Media to patients and physicians.
- Platform as a Service (PaaS): offers an integrated set of Social Media that provides an online environment for a quick communication and collaboration between patients and physicians.

Integrating these two approaches (Skype and cloud platform) correspond to the need of supporting existing communities with services by Skype, facilitating their connection, and creating communities of interests of patients, physicians or hybrid
communities that, provide/receive emotional and psychological support, medical support, medical information, health care education, and tele-consulting.

With respect to security and privacy issues these involve information about people through spatial and temporal extension of data collection activities. Many studies in the literature are predominately focused on using different forms of access control mechanisms for prevention and protection. Juels [45] provided a technical solution on the problems of privacy and security through the cryptographic mechanisms and symmetric-key tags approaches.

According to these aims the platform will collect sensitive personal information about the users by providing the following technical solutions to increase their privacy and security:

- Authentication mechanisms: to verify the users which data is coming from. In order to provide the authentication mechanisms different authentication algorithms such as digital signatures, passwords and challenge response authentication protocols, will be used.
- Encryption: to guarantee the security of the data and to prevent skimming and eavesdropping. In order to provide encryption in software, symmetric and asymmetric key algorithms provided in [46] will be used.

6 Conclusion

The chapter described e-health services provided by different Social Media such as (collaborative projects, blogs, content communities, social networking sites, virtual games and virtual social worlds and video-chat) and introduced a Hybrid Cloud E-health Services architecture (HCLES) able to provide open, interoperable, scalable, and extensible services for all the e-health activities.

The proposed architecture integrated the use of Skype for services implying synchronous data transmission (for example tele-consulting) and the cloud platform that provides synchronous communication activities among the different actors of Social Media.

The Skype platform allows a wide sharing of data and knowledge, implementing services for tele-consulting, and an interactive and continuous learning of participants. While the cloud architecture consists of: Infrastructure as a Service (IaaS) that provides a Web interface that allows patients and physicians accessing virtual machines. Software as a Service (SaaS): that includes all the e-health services offered by Social Media to patients and physicians and Platform as a Service (PaaS): offers an integrated set of Social Media that provides an online environment for quick communication and collaboration between patients and physicians.

Future works will involve the validation of the architecture both in terms of interaction and clinical services. Moreover following the next technological evolution it could be possible to integrate also synchronous communication in the cloud architecture.
Glossary

Blog  Is an Internet discussion site that consist of discussion posts.
Cloud-Computing  Is a term used to describe different types of computing concepts that involve various computers connected through Internet.
E-health  Indicates healthcare practice supported by electronic communication and processes.
Healthcare  Is the prevention and treatment of illness, disease, injury, and other mental and physical impairments in human beings.
Social Media  Refers to the means of interactions in which people share, create and exchange information in virtual communities.
Social Networking  Is group of people that discuss and share ideas and/or specific interests on the Internet.
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