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Abstract

Multivariate time-series have become abundant in recent years, as many data-acquisition systems record information through multiple sensors simultaneously. In this paper, we assume the variables pertain to some geometry and present an operator-based approach for spatiotemporal analysis. Our approach combines three components that are often considered separately: (i) manifold learning for building operators representing the geometry of the variables, (ii) Riemannian geometry of symmetric positive-definite matrices for multiscale composition of operators corresponding to different time samples, and (iii) spectral analysis of the composite operators for extracting different dynamic modes. We propose a method that is analogous to the classical wavelet analysis, which we term Riemannian multi-resolution analysis (RMRA). We provide some theoretical results on the spectral analysis of the composite operators, and we demonstrate the proposed method on simulations and on real data.
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1 Introduction

Multivariate time-series (temporal signals) have been studied in the statistics and signal processing societies for many years (e.g., see \cite{29,71} for a non-exhaustive literature survey), and traditional analysis methods usually highly depend on some predefined models and do not consider the unknown nonlinear structure of the variables that often exists underlying the high-dimensional time samples. In order to accommodate contemporary data acquisitions and collections, large research activity has been devoted to developing spatiotemporal analysis that is specifically-designed to infer this underlying structure and/or take it explicitly into account. In the last decade, perhaps the most notable attempts to handle such signals with a geometry defined by graphs are graph signal processing \cite{49,54,55,60}, graph neural networks \cite{36,56}, and geometric deep learning \cite{11}. Another
prominent line of work is based on an operator-theoretic approach for dynamical systems analysis [12,37,57,72], where the time samples have a manifold structure. Still, despite these recent efforts, to the best of our knowledge, when there is a time-varying manifold structure underlying the time samples, only a few works are available, e.g. [2,25,26].

In this work, we propose a new multi-resolution spatiotemporal analysis of multivariate time-series. In contrast to standard multi-resolution analysis using wavelets defined on Euclidean space [17,44], we present an operator-based analysis approach combining manifold learning and Riemannian geometry, which we term Riemannian multi-resolution analysis (RMRA). Concretely, consider a multivariate time-series \{x_t\}. Suppose the temporal propagation of the time-series at time step \(t\) can be modelled by two diffeomorphic manifolds \(f_t : M_t \rightarrow M_{t+1}\), and suppose the corresponding pairs of time samples \((x_t, x_{t+1})\) are given by \(x_t[i] \in M_t\) and \(x_{t+1}[i] = f_t(x_t[i]) \in M_{t+1}\), where \(x_t[i]\) is the \(i\)th entry of the sample \(x_t\) for \(i = 1, \ldots, N\). Note that the entries of the samples \(x_t\) lie on a manifold, and therefore, each entry is typically high-dimensional. In other words, at each time \(t\), we have \(N\) high-dimensional points that are distributed on the manifold \(M_t\). Our RMRA consists of the following steps. First, we construct a diffusion operator for each time sample \(x_t\), characterizing its underlying manifold \(M_t\). This step is performed using a manifold learning technique, diffusion maps [14], that facilitates a finite-dimensional matrix approximation of the Laplacian operator of the manifold based on the time sample. This approximation is informative because the Laplacian operator is known to bear the geometric information of the manifold [6,33]. Then, for each pair of temporally consecutive time frames \((x_t, x_{t+1})\), we present two composite operators based on “Riemannian combinations” of the two respective diffusion operators. Typically, diffusion operators are not symmetric, but they are similar to symmetric positive-definite (SPD) matrices. We could thus define diffusion operators as SPD matrices, whose space is endowed with a Riemannian structure. Therefore, taking into account this Riemannian manifold structure for the composition of the operators is natural. Indeed, we show, both theoretically and in practice, that one operator enhances common components that are expressed similarly in \(M_t\) and \(M_{t+1}\), while the other enhances common components that are expressed differently. These properties could be viewed as analogous to low-pass and high-pass filters in this setting, leading to a spatiotemporal decomposition of the multivariate time series into “low frequency” and “high frequency” components, by considering the common components expressed similarly (resp. differently) as the slowly (resp. rapidly) varying components.

To facilitate the multi-resolution analysis of the entire temporal sequence, the construction of the composite operators is recursively repeated at different time scales. Since the composite operators are viewed as low-pass and high-pass filters, the proposed framework can be viewed as analogous to the wavelet decomposition for time-varying manifolds in the following sense. At each iteration, the two consecutive time samples are “fused” using the composite operators, “decomposing” the multivariate time-series into two components: one that varies slowly and one that varies rapidly. The fast varying component is viewed as the “spectral feature” of the “first layer”, and the slowly varying component is “downsampled”, decomposed again in the next iteration using the composite operators into a slow component and a fast component. Again, the fast component leads to the “spectral feature” of the “second layer”. By iterating this procedure, the multivariate time series is decomposed in multiple resolutions.

Broadly, the basic building block of our analysis, focusing on one time step, consists of two construction steps. First, given two consecutive time samples \((x_t, x_{t+1})\), we learn the underlying manifolds \(M_t\) and \(M_{t+1}\), and then, we study the (unknown) diffeomorphism \(f_t\). We posit that this building block can serve as an independent analysis module by itself. Indeed, the setting of one time step we consider can be recast as a related multiview data analysis problem (see Section 2). Consider
two diffeomorphic manifolds $\mathcal{M}_1$ and $\mathcal{M}_2$ and the diffeomorphism $f : \mathcal{M}_1 \to \mathcal{M}_2$. Let $x \in \mathcal{M}_1$ and $y = f(x) \in \mathcal{M}_2$. The pair $(x, y)$ could be considered as two views of some object of interest, providing distinct and complementary information. Applying the proposed two-step procedure to this case first learns the manifold of each view, and then, studies the diffeomorphism representing the relationship between the two views. In [58], the diffeomorphism was analyzed in terms of common and unique components, which were represented by the eigenvectors of the diffusion operators. Here, we further characterize these spectral common components. Roughly, the common components are classified into two kinds: components that are expressed similarly in the two manifolds in the sense that they have similar eigenvalues in both manifolds, and components that are expressed differently in the sense that they have different eigenvalues. Furthermore, we refine the analysis and in addition to considering strictly common components, i.e., the same eigenvectors in both manifolds, we also consider weakly common components, i.e., similar but not the same eigenvectors. In contrast to the local analysis presented in [58], we provide global and spectral analyses, showing that our method indeed extracts and identifies these different components.

We demonstrate the proposed RMRA on a dynamical system with a transitory double gyre configuration. We show that this framework is sensitive to the change rate of the dynamical system at different time-scales. Such a framework may be especially suitable for studying non-stationary multivariate time-series, particularly when there is a nontrivial geometric relationship among the multivariate coefficients. In addition, for the purpose of multimodal data analysis, we demonstrate that the proposed Riemannian composite operators enhance common structures in remote sensing data captured using hyperspectral and LiDAR sensors.

The remainder of this paper is organized as follows. In Section 2, we review related work. In Section 3, we present preliminaries. In Section 4, we present the proposed approach for multi-resolution spatiotemporal analysis using Riemannian composition of diffusion operators. Section 5 shows experimental results. In Section 6, we present spectral analysis of the proposed composite operators. Finally, in Section 7, we conclude the paper.

2 Related work

2.1 Manifold learning, diffusion maps, and diffusion wavelets

Manifold learning is a family of methods that consider data lying on some inaccessible manifold and provide a new low-dimensional representation of the data based on intrinsic patterns and similarities in the data [4,14,53,69]. From an algorithmic viewpoint, manifold learning techniques are broadly based on two stages. The first stage is the computation of a typically positive kernel that provides a notion of similarity between the data points. The second stage is the spectral analysis of the kernel, giving rise to an embedding of the data points into a low-dimensional space. Such a two-stage procedure results in aggregation of multiple pairwise similarities of data points, facilitating the extraction of the underlying manifold structure. This procedure was shown to be especially useful when there are limited high-dimensional data, plausibly circumventing the curse of dimensionality.

While the spectral analysis of the kernels has been the dominant approach and well investigated, recent work explores different directions as well. One prominent direction employs an operator-based analysis, which has led to the development of several key methods. Arguably the first and most influential is diffusion maps [14] where a transition matrix is constructed based on the kernel, forming a random walk on the dataset; such transition matrix is viewed as a diffusion operator on

\footnote{Laplacian eigenmaps could also be considered if the diffusion time is not taken into account [4].}
the data. There has been abundant theoretical support for diffusion maps. For example, it was shown in \cite{4,32,61} that the operator associated with diffusion maps converges point-wisely to the Laplace-Beltrami operator of the underlying manifold, which embodies the geometric properties of the manifold, and its eigenfunctions form a natural basis for square integrable functions on the manifold. The spectral convergence of the eigenvalues and eigenvectors of the operator associated with diffusion maps to the eigenvalues and eigenfunctions of the Laplace-Beltrami operator was first explored in \cite{5}, and recently, the $L^\infty$ spectral convergence with convergence rate was reported in \cite{21}. See \cite{21} and references therein for additional related work in this direction. The robustness of the diffusion maps operator was studied in \cite{22,23}, and recently, its behavior under different noise levels and kernel bandwidths was explored using random matrix theory \cite{19}.

The propagation rules associated with this diffusion operator are in turn used for defining a new distance, the so-called diffusion distance, which was shown to be useful and informative in many domains and applications \cite{38,40,66,74}. This notion of diffusion promoted the development of well-designed and controlled anisotropic diffusions for various purposes, e.g., nonlinear independent component analysis \cite{62}, intrinsic representations \cite{67}, reduction of stochastic dynamical systems \cite{20,63}, and time-series forecasting \cite{76} and filtering \cite{59}, to name but a few. In another line of work, the combination and composition of diffusion operators led to the development of new manifold learning techniques for learning multiple manifolds \cite{39,42,58} as well as for time-series analysis \cite{25}.

A related line of work that considers multivariate time-series (high-dimensional temporal signals) introduces ways to define wavelets on graphs and manifolds, e.g., \cite{15,30,52}. These techniques extend the classical wavelet analysis \cite{44} from one or two dimensional Euclidean space to high-dimensional non-Euclidean spaces represented by graphs and manifolds. Specifically, diffusion wavelets \cite{15} makes use of a hierarchy of diffusion operators with multiple well-designed diffusion scales organized in a dyadic tree. Importantly, none of these methods addresses an underlying manifold with a time-varying metric, but rather a fixed metric that exhibits different characteristics in different scales.

## 2.2 Manifold learning for sensor fusion

The basic building block of our RMRA is based on two diffeomorphic manifolds $\mathcal{M}_t$ and $\mathcal{M}_{t+1}$, which represent the temporal evolution at time $t$. A similar setting consisting of two diffeomorphic manifolds, say $\mathcal{M}_1$ and $\mathcal{M}_2$, has recently been investigate in the context of multimodal data analysis and sensor fusion.

The sensor fusion problem typically refers to the problem of harvesting useful information from data collected from multiple, often heterogeneous, sensors. Sensor fusion is a gigantic field. One line of work focuses on the extraction, analysis and comparison of the components expressed by the different sensors for the purpose of gaining understanding of the underlying scene \cite{16,48,65}. However, due to the complex nature of such data, finding informative representations and metrics of these components by combining the information from the different sensors is challenging. Recently, several papers propose data fusion methods relying on manifold learning techniques and operator-based data analysis \cite{18,24,35,39,42,52,68}. The basic idea is that data from different modalities or views are fused by constructing kernels that represent the data from each view and operators that combine those kernels. Different approaches are considered for the combination of kernels. Perhaps the most relevant to the present work is the alternating diffusion operator, which was introduced in \cite{39,68} and shown to recover the common latent variables from multiple modalities. This operator is defined based on a product of two diffusion operators and then used for extracting a low dimensional representation of the common components shared by the different sensors. Other related approaches include different combinations of graph Laplacians \cite{18,24}, product of kernel density estimators and
their transpose for nonparametric extension of canonical correlation analysis \cite{45}, and various other combinations of diffusion operators \cite{35,42,58}. For a more comprehensive review of the different approaches, see \cite{58} and references therein.

Largely, most existing sensor fusion algorithms, and particularly those based on kernel and manifold learning approaches, focus on the extraction and representation of the common components, in a broad sense. The sensor fusion framework proposed in \cite{58} extends this scope and considers both the common components and the unique components of each sensor. Therefore, in the context of the present work, it could be used for the analysis of the basic building block consisting of two diffeomorphic manifolds. However, similarly to the other methods described above, the kernel combination in \cite{58} is achieved through linear operations, thereby ignoring the prototypical geometry of the kernels. Conversely, in this work, by taking the Riemannian structure of SPD matrices into account, we propose a new geometry-driven combination of kernels and a systematic analysis. This aspect of our work could be viewed as an extension of \cite{58} for the purpose of sensor fusion and multimodal data analysis, in addition to the new utility for multivariate time-series analysis.

3 Preliminaries

In this section we briefly present the required background for our method. For further details on the theory and derivations we refer the readers to \cite{8} and \cite{14}.

3.1 Riemannian Structure of SPD Matrices

In many recent studies, representing the raw data using SPD matrices and taking into account their specific Riemannian geometry have shown promising results, e.g. in computer vision \cite{7,73}, for domain adaptation \cite{75}, on medical data \cite{3} and in recognition tasks \cite{31}. For example, Barachant et al. \cite{3} proposed a support-vector-machine (SVM) classifier that takes into account the Riemannian geometry of the features, which are SPD covariance matrices, representing Electroencephalogram (EEG) recordings. They showed that their “geometry-aware” classifier obtains significantly better results compared with a classifier that simply vectorizes the covariance matrices.

Here, we consider the space of SPD matrices endowed with the so-called affine-invariant metric \cite{50}. Using this particular Riemannian geometry results in closed-form expressions for useful properties and operations, such as the geodesic path connecting two points on the manifold \cite{8} and the logarithmic map and the exponential map \cite{50}, which locally project SPD matrices onto the tangent space and back. While the focus is on the affine-invariant metric, which is arguably the most widely used, we remark that other geometries of SPD matrices exist, e.g., the log-Euclidean \cite{1,51}, the log-det \cite{13,64}, the log-Cholesky \cite{41}, and the Bures-Wasserstein \cite{9,43}, which could be considered as well. In the context of this work, since diffusion operators are strictly positive in principal but in practice often have negligible eigenvalues, one particular advantage of the affine-invariant geometry is its existing extensions to symmetric positive semi-definite (SPSD) matrices (see Section 3.2).

Consider the set of symmetric matrices in $\mathbb{R}^{N \times N}$, denoted by $\mathcal{S}_N$. A symmetric matrix $W \in \mathcal{S}_N$ is an SPD matrix if it has strictly positive eigenvalues. Let $\mathcal{P}_N$ denote the set of all $N \times N$ SPD matrices. The tangent space at any point in this set is the space of symmetric matrices $\mathcal{S}_N$. We denote the tangent space at $W \in \mathcal{P}_N$ by $T_W \mathcal{P}_N$. In this work we consider the following affine-invariant metric in the tangent space at each matrix $W \in \mathcal{P}_N$, which forms a differentiable
where $V$ denotes matrices in the tangent space at $W \in P_N$ and $\langle \cdot, \cdot \rangle$ is given by the standard Frobenius inner product $\langle A, B \rangle = \text{Tr}(A^TB)$. Using this metric, there is a unique geodesic path connecting any two matrices $W_1, W_2 \in P_N$ [8], which is explicitly given by:

$$
\gamma_{W_1 \rightarrow W_2}(p) = W_1^{1/2} \left( W_1^{-1/2} W_2 W_1^{-1/2} \right)^p W_1^{1/2}, \quad p \in [0, 1],
$$

The arc-length of this geodesic path defines the Riemannian distance on the manifold,

$$
d^2_R(W_1, W_2) = \left\| \log \left( W_1^{-1/2} W_2 W_1^{-1/2} \right) \right\|_F^2.
$$

Using the Fréchet mean, we define the Riemannian mean of a set of matrices, $W_1, \ldots, W_n$, by

$$
\arg \min_{W \in P_N} \sum_{i=1}^n d^2_R(W, W_i).
$$

The mapping between the Riemannian manifold of SPD matrices and its tangent space is given by [46]:

$$
\text{Exp}_W(D) = W^{1/2} \exp \left( W^{-1/2} D W^{-1/2} \right) W^{1/2},
$$

where $\text{Exp}_W(D) \in P_N$ and $\exp(\cdot)$ is applied to the eigenvalues. The inverse of the exponential map is the logarithmic map, which is explicitly given by:

$$
\text{Log}_W(W) = W^{1/2} \log \left( W^{-1/2} W W^{-1/2} \right) W^{1/2},
$$

where $\log(\cdot)$ is applied to the eigenvalues, $W \in P_N$, and $\text{Log}_W(W) \in T_W P_N$.

### 3.2 An extension to SPSD Matrices

In practice, the matrices of interest are often not strictly positive, but rather symmetric positive semi-definite (SPSD) matrices, that is symmetric matrices with non-negative eigenvalues. Below is a summary of a Riemannian geometry introduced in [10] that extends the affine-invariant metric. We remark that the existence of such an extension serves as an additional motivation to particularly consider the affine-invariant metric over the alternatives.

Let $S^+(r, N)$ denote the set of $N \times N$ SPSD matrices of rank $r < N$, and let $V_{N,r}$ denote the set of $N \times r$ matrices with orthonormal columns, i.e. $V^T V = I_{r \times r}$, $\forall V \in V_{N,r}$. Given an SPSD matrix $W \in S^+(r, N)$, we consider the following decomposition:

$$
W = V \Lambda V^T,
$$

where $V \in V_{N,r}$ and $\Lambda \in P_r$. Consequently, the pair $(V, \Lambda) \in V_{N,r} \times P_r$ can be considered as a representation of the matrix $W$. Based on this representation, the authors of [10] proposed to
present vectors in the tangent space of $S^+(r, N)$ at $W$, denoted by $\mathcal{T}_W S^+(r, N)$, by the infinitesimal variation $(\Delta, D)$, where $\Delta = V \perp B$, $V \perp \in V_{N,N-r}, V \perp V = 0$, $B \in \mathbb{R}^{(N-r) \times r}$ and $D \in \mathcal{T}_\Lambda P_r = S_r$. Using these tangent vectors, the metric on the tangent space of the SPSD manifold can be defined as a generalization of the metric on the manifold of SPD matrices:

$$
(\langle (\Delta_1, D_1), (\Delta_2, D_2) \rangle_{(V, \Lambda)}) = \text{Tr}(\Delta_2^T \Delta_1) + k \langle D_1, D_2 \rangle_{\Lambda}
$$

(8)

for some $k > 0$, where $(\Delta_1, D_1), (\Delta_2, D_2) \in \mathcal{T}_W S^+(r, N)$ and $\langle \cdot, \cdot \rangle_{\Lambda}$ denotes the metric defined in [1] for SPD matrices.

Let $W_1 = V_1 \Lambda_1 V_1^T$ and $W_2 = V_2 \Lambda_2 V_2^T$ denote the decompositions of two SPSD matrices $W_1, W_2 \in S^+(r, N)$, where $V_1, V_2 \in V_{N,r}$ and $\Lambda_1, \Lambda_2 \in P_r$. The closed-form expression of the geodesic path connecting any two such matrices in $S^+(r, N)$ using the metric in [8] is unknown. However, the following approximation of it was proposed in [10]. Denote the singular value decomposition (SVD) of $V_i^T V_1$ by $O_1 \Sigma O_1^T$, where $O_1, O_2 \in \mathbb{R}^{r \times r}$ and $\text{diag}(\Sigma)$ are the cosines of the principal angles between $\text{range}(W_1)$ and $\text{range}(W_2)$, where $\text{range}(W)$ denotes the column space of $W$. Define $\Theta = \arccos(\Sigma)$, which is a diagonal matrix of size $r \times r$ with the principal angles between the two subspaces on its diagonal. The approximation of the geodesic path connecting two points in $S^+(r, N)$ is then given by:

$$
\hat{g}_{W_1 \rightarrow W_2}(p) = U_{W_1 \rightarrow W_2}(p) R_{W_1 \rightarrow W_2}(p) U_{W_1 \rightarrow W_2}^T(p), \ p \in [0, 1]
$$

(9)

where $R_{W_1 \rightarrow W_2}(p)$ is the geodesic path connecting SPD matrices as defined in [2] calculated between the matrices $R_1 = O_1^T \Lambda_1 O_1$ and $R_2 = O_2^T \Lambda_2 O_2$, i.e. $R_{W_1 \rightarrow W_2}(p) = \gamma_{R_1 \rightarrow R_2}(p)$, and $U_{W_1 \rightarrow W_2}(p)$ is the geodesic connecting range($W_1$) and range($W_2$) on the Grassman manifold (the set of $r$ dimensional subspaces of $\mathbb{R}^N$), defined by:

$$
U_{W_1 \rightarrow W_2}(p) = U_1 \cos(\Theta p) + X \sin(\Theta p)
$$

(10)

where $U_1 = V_1 O_1$, $U_2 = V_2 O_2$ and $X = (I - U_1 U_1^T) U_2 (\sin(\Theta))^T$, with $(\cdot)^T$ denoting the Moore-Penrose pseudo-inverse.

### 3.3 Diffusion Operator

As described in Section 2, most manifold learning methods, and particularly diffusion maps [14], are based on positive kernel matrices. Here, we briefly present the construction of such a kernel, which we term the diffusion operator, as proposed in [14]. In the sequel, we employ this diffusion operator in our framework to recover the geometry underlying each modality.

Given a set of $N$ points, $\{x[i]\}_{i=1}^N$, which are sampled from some hidden manifold $\mathcal{M}$ embedded in $\mathbb{R}^n$, consider the following affinity kernel matrix $K \in \mathbb{R}^{N \times N}$, whose $(i,j)$th entry is given by:

$$
K[i, j] = \exp(-\frac{\|x[i] - x[j]\|_2^2}{\sigma^2}),
$$

(11)

where $\|\cdot\|_2$ denotes the $\ell_2$ norm and $\sigma$ denotes the kernel scale, typically set to the median of the Euclidean distances between the sample points multiplied by some scalar. By Bochner’s theorem, $K$ is an SPD matrix. The kernel is normalized twice according to:

$$
\hat{W} = \hat{D}^{-1} K \hat{D}^{-1},
$$

$$
W = D^{-1/2} \hat{W} D^{-1/2},
$$

(12)
where $\hat{D}$ and $D$ are diagonal matrices with $\hat{D}[i,i] = \sum_{j=1}^{N} K[i,j]$ and $D[i,i] = \sum_{j=1}^{N} \hat{W}[i,j]$, respectively.

The matrix $W$ defined in (12) is similar to the diffusion operator considered in [14], which we call the diffusion maps operator for simplicity, with a normalization that removes the point density influence, given by $W_{DM} = D^{-1/2} \hat{W}$. Due to this similarity, the matrix $W$ and the diffusion maps operator $W_{DM}$ share the same eigenvalues and their eigenvectors are related by $\psi_{DM} = D^{-1/2} \psi$ and $\tilde{\psi}_{DM} = D^{1/2} \tilde{\psi}$, where $\psi$ denotes an eigenvector of $W$ and $\psi_{DM}$ and $\tilde{\psi}_{DM}$ denote the right and left eigenvectors of $W_{DM}$, respectively.

4 Riemannian Multi-resolution Analysis

We are ready to present our multi-resolution framework for multivariate time-series analysis from a manifold learning perspective. In this section, we focus on the algorithmic aspect, and in Section 6 we present the theoretical justification. We start by introducing the Riemannian composition of two operators that capture the relationship between two datasets sampled from two underlying diffeomorphic manifolds. Then, we generalize the setting to a sequence of datasets in time by presenting a wavelet-like analysis using the composite operators. Finally, we conclude this section with important implementation remarks.

4.1 Riemannian composition of two operators

Consider two datasets of $N$ points denoted by $\{x_1[i]\}_{i=1}^{N}, \{x_2[i]\}_{i=1}^{N}$. Suppose there is some correspondence between the datasets and that they are ordered according to this correspondence, i.e., the two points $x_1[i]$ and $x_2[i]$ correspond. Such a correspondence could be the result of simultaneous recording from two, possibly different, sensors. We aim to recover the common structures in these datasets and characterize their expression in each dataset. Specifically, we consider two types of common components: common components that are expressed similarly in the two datasets and common components that are expressed differently.

To this end, we propose a two-step method. First, we assume that each dataset lies on some manifold and we characterize its underlying geometry using a diffusion operator constructed according to (12). This results in two SPD matrices denoted by $W_1$ and $W_2$ (see Section 3.1). Then, we propose to “fuse” the two datasets by considering compositions of $W_1$ and $W_2$ based on Riemannian geometry. In contrast to previous studies that consider linear combinations involving addition, subtraction, and multiplication, e.g., [39, 42, 58], which often results in non-symmetric or non-positive matrices violating the fundamental geometric structure of diffusion operators, our Riemannian compositions yield symmetric and SPD matrices. Specifically, we define two new operators by:

$$
S_p = W_1 \#_p W_2 = W_1^{1/2} (W_1^{-1/2} W_2 W_1^{-1/2})^p W_1^{1/2},
$$

$$
F_p = \text{Log}_{S_p} (W_1) = S_p^{1/2} \log (S_p^{-1/2} W_1 S_p^{-1/2}) S_p^{1/2},
$$

where $0 \leq p \leq 1$ denotes the position along the geodesic path connecting $W_1$ and $W_2$ on the SPD manifold, $W_1 \#_p W_2$ with $p = 1/2$ denotes the midpoint on this geodesic, and $\text{Log}_{S_p} (W_1)$ denotes the logarithmic map, projecting the matrix $W_1$ onto the tangent space of the SPD manifold at point $S_p = W_1 \#_p W_2$. Figure 1 presents an illustration of the definitions of the operators on the Riemannian manifold of SPD matrices and its tangent space.
Intuitively, $\mathbf{S}$ describes the mean of the two matrices, so it enhances the components that are expressed similarly; that is, common eigenvectors with similar eigenvalues. Conversely, $\mathbf{F}_p$ can be seen as the difference of $\mathbf{S}_p$ and $\mathbf{W}_1$ along the geodesic connecting them, and therefore, it is related to the components expressed differently; that is, the common eigenvectors with different eigenvalues. In Section 6 we provide a theoretical justification for the above statements.

We remark that $\mathbf{F}_p$ is symmetric but not positive-definite, since it is defined as a projection of an SPD matrix onto the tangent space, and that using $\mathbf{W}_2$ instead of $\mathbf{W}_1$ in the projection leads only to a change of sign. In addition, given $\mathbf{S}_p$ and $\mathbf{F}_p$, both SPD matrices $\mathbf{W}_1$ and $\mathbf{W}_2$ can be reconstructed using the exponential map $\text{Exp}_{\mathbf{S}_p}(\pm \mathbf{F}_p)$ (as defined in (5)). For simplicity of notations, we focus in the following on $\mathbf{F}_p$ and $\mathbf{S}_p$ with $p = 0.5$ and omit the notation of $p$. The extension to other values of $p$ is straightforward.

In the second step, we propose new embeddings of the data points, representing the common components between the two datasets based on the operators $\mathbf{S}$ and $\mathbf{F}$. Since both operators are symmetric, their eigenvalues and eigenvectors are real, and the eigenvectors are orthogonal. Denote the eigenvalues and eigenvectors of the operator $\mathbf{S}$ by $\lambda_n^{(\mathbf{S})}$ and $\psi_n^{(\mathbf{S})}$, respectively, and the eigenvalues and eigenvectors of the operator $\mathbf{F}$ by $\lambda_n^{(\mathbf{F})}$ and $\psi_n^{(\mathbf{F})}$, respectively, where $n = 1, \ldots, N$. The new embeddings are constructed based on the eigenvectors of $\mathbf{S}$ and $\mathbf{F}$ by taking the $M \leq N$ leading eigenvectors, i.e. eigenvectors that correspond to the $M$ largest eigenvalues (in absolute value for $\mathbf{F}$), which are organized in decreasing order $\lambda_1^{(\mathbf{S})} \geq \lambda_2^{(\mathbf{S})} \geq \cdots \geq \lambda_M^{(\mathbf{S})}$ and $\lambda_1^{(\mathbf{F})} \geq \lambda_2^{(\mathbf{F})} \geq \cdots \geq \lambda_M^{(\mathbf{F})}$. The new embeddings are defined by:

\[
(x_1[i], x_2[i]) \mapsto \Psi^{(\mathbf{S})}[i] = \{\psi_1^{(\mathbf{S})}[i], \ldots, \psi_M^{(\mathbf{S})}[i]\}
\]

(15)

\[
(x_1[i], x_2[i]) \mapsto \Psi^{(\mathbf{F})}[i] = \{\psi_1^{(\mathbf{F})}[i], \ldots, \psi_M^{(\mathbf{F})}[i]\}
\]

(16)
Algorithm 1 summarizes the above two-step operator and embedding construction. In Section 5.1, we demonstrate the properties of the operators \( S \) and \( F \) and the proposed embeddings on an illustrative toy example. In Section 6, we present some analysis.

As a final remark, we note that other SPD kernels and matrices may be considered instead of the proposed diffusion operators, e.g., covariance or correlation matrices, which can simply substitute \( W_1 \) and \( W_2 \) in the above definitions.

**Algorithm 1** Operator composition and spectral embedding based on Riemannian geometry

**Input:** Two datasets \( \{x_1[i]\}_{i=1}^N \), \( \{x_2[i]\}_{i=1}^N \); the embedding dimension \( M \)

**Output:** Operators \( S \) and \( F \) and new embeddings \( \Psi(S) \) and \( \Psi(F) \)

1. Construct a diffusion operator for each dataset, \( W_\ell \in \mathbb{R}^{N \times N}, \ell = 1, 2 \), according to (11) and (12)

2. Build operators \( S \) and \( F \):
   
   \[ S = W_1^{1/2} \left( W_1^{-1/2} W_2 W_1^{-1/2} \right)^{1/2} W_1^{1/2} \]
   
   \[ F = S^{1/2} \log \left( S^{-1/2} W_1 S^{-1/2} \right) S^{1/2} \]

3. Compute the eigenvalue decomposition of the operators \( S \) and \( F \)

4. Take the \( M \) largest eigenvalues (in absolute value) and order them such that \( \lambda_1^{(S)} \geq \lambda_2^{(S)} \geq \cdots \geq \lambda_M^{(S)} \) and \( \lambda_1^{(F)} \geq \lambda_2^{(F)} \geq \cdots \geq \lambda_M^{(F)} \)

5. Take the corresponding \( M \) eigenvectors of \( S \) and define:
   
   \[ \Psi(S) = \left\{ \psi_1^{(S)}, \ldots, \psi_M^{(S)} \right\} \in \mathbb{R}^{N \times M} \quad \triangleright \text{Capture similarly expressed common components} \]

6. Take the corresponding \( M \) eigenvectors of \( F \) and define:
   
   \[ \Psi(F) = \left\{ \psi_1^{(F)}, \ldots, \psi_M^{(F)} \right\} \in \mathbb{R}^{N \times M} \quad \triangleright \text{Capture differently expressed common components} \]

### 4.2 Operator-based analysis of a sequence of datasets

Let \( \{x_t[i]\}_{i=1}^N \) denote a temporal sequence of datasets, where \( t = 1, \ldots, T = 2^m, m \in \mathbb{N} \), denotes time, and \( x_t[i] \in \mathbb{R}^d \) is the \( i \)-th point sampled at time \( t \). Considering first just two consecutive datasets \( \{x_t[i]\}_{i=1}^N \) and \( \{x_{t+1}[i]\}_{i=1}^N \) is analogous to the setting presented in Section 4.1. Applying the same analysis gives rise to the operators \( S \) and \( F \) corresponding to \( \{x_t[i]\}_{i=1}^N \) and \( \{x_{t+1}[i]\}_{i=1}^N \), which facilitate the extraction of the two types of underlying common components. Unlike the general setting in Section 4.1, the temporal order of the two datasets considered here allows us to view the common components that are expressed similarly and extracted by \( S \) as the slowly changing components. Similarly, the common components that are expressed differently and extracted by \( F \) are considered as rapidly changing components.

The above description constitutes the basic building block of our analysis. With that in mind, we proceed to the construction of the proposed multi-resolution analysis of the entire sequence. At the first step, we build a diffusion operator according to (12) for the dataset \( \{x_t[i]\}_{i=1}^N \) at each
time point $t$, resulting in $T$ kernels $W_t \in \mathbb{R}^{N \times N}$, $t = 1, \ldots, T$. Then, for every pair of consecutive time-points, $(2t - 1, 2t)$, $t = 1, \ldots, T/2$, we construct the two operators $S_t^{(1)}$ and $F_t^{(1)}$ according to (13) and (14) with $p = 0.5$. These $2 \times T/2$ operators represent the fine level, denoted $\ell = 1$, of the multi-resolution framework and recover components which are common to consecutive time-frames. At coarser (higher) levels, i.e. for $\ell > 1$, the operators are constructed according to (13) and (14) (with $p = 0.5$) using the operators from the previous level as input. Specifically, at level $\ell > 1$, the operators are given by

\begin{align}
S_t^{(\ell)} &= S_{2t-1}^{(\ell-1)} \# S_{2t}^{(\ell-1)} \\
F_t^{(\ell)} &= \log_{S_t^{(\ell)}} \left( S_{2t-1}^{(\ell-1)} \right),
\end{align}

where $t = 1, \ldots, T/2^\ell$ and $\ell = 2, \ldots, \log_2 T$. At each level, only the operator $S$ is used to construct the operators of the next level. The reason for this construction choice is that $S$ enhances similarly expressed common components. In the present setting, the similarly expressed common components of consecutive time frames are in fact components that change slowly in time. Therefore, using the operators $S_t^{(\ell-1)}$, $t = 1, \ldots, T/2^{\ell-1}$, to construct the operators of the coarser level, $\ell$, has a smoothing effect. This is analogous to the construction of the ordinary wavelet decomposition, where the outputs of the low-pass filters at each level are used as inputs to the coarser level. In this analogy, the operator $F_t^{(\ell)}$ can be viewed as a high-pass filter, since it enhances components that are expressed significantly different in consecutive time frames, i.e. rapidly changing components.

Similarly to the embedding defined based on $S$ and $F$ in Subsection 4.1, we define an embedding based on the eigenvectors of the operators $S_t^{(\ell)}$ and $F_t^{(\ell)}$ at different levels and time-frames. Denote the eigenvalues and eigenvectors of the operator $S_t^{(\ell)}$ by $\lambda_n^{(S_t^{(\ell)})}$ and $\psi_n^{(S_t^{(\ell)})}$, respectively, and the eigenvalues and eigenvectors of the operator $F_t^{(\ell)}$ by $\lambda_n^{(F_t^{(\ell)})}$ and $\psi_n^{(F_t^{(\ell)})}$, respectively, where $n = 1, \ldots, N$ and the eigenvalues are ordered in decreasing magnitude. The embedding at each level and each time frame is then defined by taking the $M \leq N$ leading eigenvectors of the operators as follows:

\begin{align}
\mathbf{x}_t[i] \rightarrow \Psi^{(S_t^{(\ell)})} &= \left\{ \psi_1^{(S_t^{(\ell)})}[i], \ldots, \psi_M^{(S_t^{(\ell)})}[i] \right\} \\
\mathbf{x}_t[i] \rightarrow \Psi^{(F_t^{(\ell)})} &= \left\{ \psi_1^{(F_t^{(\ell)})}[i], \ldots, \psi_M^{(F_t^{(\ell)})}[i] \right\},
\end{align}

where $t = 1, \ldots, T/2^\ell$ and $\ell = 2, \ldots, \log_2 T$. These embedding coordinates capture the slowly varying components ($\Psi^{(S_t^{(\ell)})}$) and fast varying components ($\Psi^{(F_t^{(\ell)})}$) at each time frame $t$ and each level $\ell$.

The proposed algorithm is summarized in Algorithm 2.

4.3 Implementation Remarks

The numerical implementation of the proposed algorithm, particularly the Riemannian composition of operators, needs some elaboration. While the diffusion operators we consider in (12) are SPD matrices by definition, in practice, some of their eigenvalues could be close to zero numerically, forming in effect SPSD matrices instead. In order to address this issue, we propose an equivalent

\footnotetext{Note that the operator underscore notation now denotes the time index rather than the geodesic curve parameter $p$ as in Section 4.1}
Next, evaluate matrices as follows. First, define the metric and mean that were introduced in [10]. Intuitively, this can be viewed as applying the operators \( S \) and \( F \) for SPSD matrices of fixed rank, based on the Riemannian metric and mean that were introduced in [10].

Based on the approximated geodesic path in [9], we define the operators \( S \) and \( F \) for SPSD matrices as follows. First, define

\[
S = \tilde{\gamma}_{W_1 \rightarrow W_2}(0.5) = U_{W_1 \rightarrow W_2}(0.5) \left( R_1 \#_{0.5} R_2 \right) U_{W_1 \rightarrow W_2}^T(0.5)
\]

Next, evaluate \( V_1^T V_S = O_S \tilde{\Sigma} \tilde{O}_1^T \) by SVD, where \( \Lambda_S \) and \( V_S \) denote the eigenvalues and eigenvectors of \( S \), respectively. Also, define \( R_S := O_S^T \Lambda_S O_S \). Then, define

\[
F = U_{S \rightarrow W_1}(1) \log_{R_S} \left( \tilde{O}_1^T \Lambda_1 \tilde{O}_1 \right) U_{S \rightarrow W_1}^T(1)
\]

where \( U_{S \rightarrow W_1}(p) \) is defined for matrices \( S \) and \( W_1 \) correspondingly to \([10]\) and the derivations leading to it. Intuitively, this can be viewed as applying the operators \( S \) and \( F \) to matrices expressed in the bases associated with the non-trivial SPD matrices of rank \( r \), and then projecting the resulting operators back to the original space of SPSD matrices by applying \( U_{W_1 \rightarrow W_2}(p) \).

---

**Algorithm 2 Riemannian multi-resolution analysis algorithm**

**Input:** A time-varying dataset \( \{x_t[i]\}_{i=1}^N \), \( x_t[i] \in \mathbb{R}^d \), \( t = 1, \ldots, T \).

**Output:** Operators \( \{S_t^{(\ell)}, F_t^{(\ell)}\}_{\ell=1}^{T/2^\ell} \) and new representations for each level \( \{\Psi(S_t^{(\ell)}), \Psi(F_t^{(\ell)})\}_{\ell=1}^{T/2^\ell} \), where \( \ell = 1, \ldots, \log_2 T \).

1: Construct an SPD kernel representing each time point \( t \), denoted by \( \{W_t\}_{t=1}^T \), according to \([12]\).

2: for \( t = 1 : T/2^\ell \) do \quad \triangleright \text{Construct the operators for level } \ell

3: \hspace{1em} \( S_t^{(1)} = W_{2t-1} \#_{0.5} W_{2t} \)

4: \hspace{1em} \( F_t^{(1)} = \log_{S_t^{(1)}} (W_{2t-1}) \)

5: end for

6: for \( \ell = 2 : \log_2 T \) do \quad \triangleright \text{Construct the operators for level } \ell

7: \hspace{1em} for \( t = 1 : T/2^\ell \) do

8: \hspace{2em} \( S_t^{(\ell)} = S_{2t-1}^{(\ell-1)} \#_{0.5} S_{2t}^{(\ell-1)} \)

9: \hspace{2em} \( F_t^{(\ell)} = \log_{S_t^{(\ell)}} (S_{2t-1}^{(\ell-1)}) \)

10: end for

11: end for

12: for \( \ell = 1 : \log_2 T \) do \quad \triangleright \text{Construct the new representations}

13: \hspace{1em} for \( t = 1 : T/2^\ell \) do

14: \hspace{2em} \( \Psi(S_t^{(\ell)}) = \left[ \psi_1(S_t^{(\ell)}), \ldots, \psi_M(S_t^{(\ell)}) \right] \)

15: \hspace{2em} \( \Psi(F_t^{(\ell)}) = \left[ \psi_1(F_t^{(\ell)}), \ldots, \psi_M(F_t^{(\ell)}) \right] \)

16: \hspace{2em} where \( \psi(S_t^{(\ell)}) \) and \( \psi(F_t^{(\ell)}) \) are the eigenvectors of \( S_t^{(\ell)} \) and \( F_t^{(\ell)} \).

17: end for

18: end for

---
A summary of this derivation is presented in Algorithm 3. A demonstration of the properties of these new operators for SPSD matrices using a simple simulation of $4 \times 4$ matrices, similar to the one presented in Subsection 5.1 but with matrices of rank 3, could be found in Section 5.2.

Algorithm 3 Implementation of the operators for SPSD matrices

**Input:** Two datasets with point correspondence $\{x_1[i], x_2[i]\}_{i=1}^N$

**Output:** Operators $S$ and $F$ and their eigenvectors: $\Psi(S)$, $\Psi(F)$

1: function SPSD-Geodesics($G_1, G_2, p$) ▶ As defined in [10]
2: Set $r = \min \{\text{rank}(G_1), \text{rank}(G_2)\}$.
3: for $i \in [1, 2]$ do
4: Set $G_i = V_i \Lambda_i V_i^T$ ▶ Eigenvalue decomposition
5: Set $V_i = V_i(:, 1 : r)$
6: Set $\Lambda_i = \Lambda_i(1 : r, 1 : r)$
7: end for
8: Set $[O_1, \Sigma, O_2] = \text{SVD} \left( \bar{V}_2^T \bar{V}_1 \right)$
9: Set $\Theta = \arccos(\Sigma)$
10: for $i \in [1, 2]$ do
11: Set $U_i = \bar{V}_i O_i$
12: Set $R_{G_i} = O_i^T \Lambda_i O_i$
13: end for
14: Compute $U_{G_1 \rightarrow G_2}(p)$ ▶ According to [10]
15: Compute $R_{G_1 \rightarrow G_2}(p) = R_1^{1/2} \left( R_1^{-1/2} R_2 R_1^{-1/2} \right)^p R_1^{1/2}$
16: return $U_{G_1 \rightarrow G_2}(p), R_{G_1 \rightarrow G_2}(p), R_{G_1}, R_{G_2}$
17: end function

18: function MAIN
19: Construct SPSD matrices for the two datasets $W_1$ and $W_2$ ▶ According to [12]
20: SPSD-Geodesics($W_1, W_2, 0.5$)
21: $S = U_{w_1 \rightarrow w_2}(0.5) R_{w_1 \rightarrow w_2}(0.5) U_{w_1 \rightarrow w_2}(0.5)^T$
22: SPSD-Geodesics($S, W_1, 1$)
23: $F = U_{s \rightarrow w_1}(1) \text{Log}_{Rs} (R_{W_1}) U_{S \rightarrow W_1}(1)$ ▶ $\text{Log}(\cdot)$ is defined as in [6]
24: end function

5 Experimental Results

5.1 Illustrative Toy Example: SPD Case

We demonstrate the properties of the composite operators $S$ and $F$, constructed in Algorithm 1, using a simple simulation of $4 \times 4$ matrices. Define two matrices, $M_1 = \Psi \Lambda^{(1)} \Psi^T$ and $M_2 =$
\[ \Psi \Lambda^{(2)} \Psi^T, \text{ with the following common eigenvectors:} \]

\[
\Psi = [\psi_1, \psi_2, \psi_3, \psi_4] = \frac{1}{2} \begin{bmatrix} 1, & 1, & 1, & 1 \\ 1, & 1, & -1, & -1 \\ 1, & -1, & -1, & 1 \\ -1, & -1, & 1, & 1 \end{bmatrix}
\]

and the following eigenvalues:

\[
\Lambda^{(1)} = \text{diag} \left( \left[ \lambda_1^{(1)}, \lambda_2^{(1)}, \lambda_3^{(1)}, \lambda_4^{(1)} \right] \right) = \text{diag}([0.5, 1, 0.01, 0.2]) \quad (24)
\]

\[
\Lambda^{(2)} = \text{diag} \left( \left[ \lambda_1^{(2)}, \lambda_2^{(2)}, \lambda_3^{(2)}, \lambda_4^{(2)} \right] \right) = \text{diag}([0.01, 1, 0.5, 0.2]) \quad (25)
\]

In this example, \( \psi_1 \) is a common eigenvector that is dominant in \( M_1 \) and weak in \( M_2 \), \( \psi_3 \) is a common eigenvector that is dominant in \( M_2 \) and weak in \( M_1 \) and \( \psi_2 \) and \( \psi_4 \) are common eigenvectors that are similarly expressed in both \( M_1 \) and \( M_2 \).

We construct the operators \( S = M_1 \# M_2 \) and \( F = \log_S (M_1) \) and compute their eigenvalues and eigenvectors. Figure 2 presents the 4 eigenvalues of \( M_1 \), \( M_2 \), \( S \) and \( F \), denoted by \( \{\lambda^{(1)}_n\}_{n=1}^{4} \), \( \{\lambda^{(2)}_n\}_{n=1}^{4} \), \( \{\lambda^{(S)}_n\}_{n=1}^{4} \) and \( \{\lambda^{(F)}_n\}_{n=1}^{4} \), respectively, in the left plots, and the corresponding eigenvectors in the right plots. This figure depicts that the two matrices \( M_1 \) and \( M_2 \) share the same 4 eigenvectors (as defined) and that the resulting eigenvectors of \( S \) and \( F \) are similar to these 4 eigenvectors. Note that eigenvectors 2 and 4 of operator \( F \) are not identical to the eigenvectors of \( M_1 \) and \( M_2 \) due to numerical issues, which arise since these eigenvectors in \( F \) correspond to negligible eigenvalues. The left plots show that the eigenvalues of \( S \) and \( F \) capture the similarities and differences in the expression of the spectral components of \( M_1 \) and \( M_2 \). Specifically, since \( \lambda^{(1)}_2 = \lambda^{(2)}_2 \) and \( \lambda^{(1)}_4 = \lambda^{(2)}_4 \), the corresponding eigenvalues of \( S \) assume the same magnitude. In contrast, due to this equality, these eigenvalues correspond to negligible eigenvalues of \( F \). The two other eigenvectors, \( \psi_1 \) and \( \psi_3 \), correspond to eigenvalues that differ by an order of magnitude in the two matrices and are therefore the most dominant components in \( F \). In addition, note the opposite sign of eigenvalues \( \lambda^{(F)}_1 \) and \( \lambda^{(F)}_3 \), which indicates the source of the more dominant component, i.e. \( \lambda^{(F)}_1 > \lambda^{(F)}_2 \) or \( \lambda^{(F)}_1 < \lambda^{(F)}_2 \). These properties are proved and explained in more detail in Section 6.

### 5.2 Illustrative Toy Example: SPSD case

Consider two matrices, \( M_1 = \Psi \Lambda^{(1)} \Psi^T \) and \( M_2 = \Psi \Lambda^{(2)} \Psi^T \), with \( \Psi \) defined in (23) and the following eigenvalues:

\[
\Lambda^{(1)} = \text{diag} \left( \left[ \lambda_1^{(1)}, \lambda_2^{(1)}, \lambda_3^{(1)}, \lambda_4^{(1)} \right] \right) = \text{diag}([0.5, 1, 0.01, 0]) \quad (26)
\]

\[
\Lambda^{(2)} = \text{diag} \left( \left[ \lambda_1^{(2)}, \lambda_2^{(2)}, \lambda_3^{(2)}, \lambda_4^{(2)} \right] \right) = \text{diag}([0.01, 1, 0.5, 0]) \quad (27)
\]

Note that the 4th eigenvalue is zero in both matrices resulting in SPSD matrices of rank 3.

We construct the operators \( S \) and \( F \) according to Algorithm 3 and compute their eigenvalues and eigenvectors. The results are presented in Figure 3. Same as Figure 2, Figure 3 presents in the left plots the 4 eigenvalues of \( M_1 \), \( M_2 \), \( S \) and \( F \), denoted by \( \{\lambda^{(1)}_n\}_{n=1}^{4} \), \( \{\lambda^{(2)}_n\}_{n=1}^{4} \), \( \{\lambda^{(S)}_n\}_{n=1}^{4} \) and \( \{\lambda^{(F)}_n\}_{n=1}^{4} \), respectively, and the corresponding eigenvectors in the right plots. Both matrices, \( M_1 \) and \( M_2 \), share the same 4 eigenvectors as depicted in the right plots, and the resulting eigenvectors
of $S$ and $F$ are similar to these 4 eigenvectors. In this example, $\psi_2$ is a dominant component in both $M_1$ and $M_2$ with the same large eigenvalue. Therefore, similarly to the SPD case, the eigenvalue of $S$ associated with this eigenvector remains large, whereas the eigenvalue of $F$ associated with this eigenvector is negligible, as expected. In contrast, $\psi_1$ and $\psi_3$ are eigenvectors that are differently expressed in the two matrices (corresponding to eigenvalues $0.5$ and $0.01$), and therefore, they correspond to dominant eigenvalues in $F$. The left plot demonstrates that this behavior is indeed captured by the operators $S$ and $F$ for SPSD matrices. Moreover, the eigenvalues of the operators $S$ and $F$ for SPSD matrices are equal to the eigenvalues that were obtained by the operators for SPD matrices in a corresponding toy example, presented in Figure 2. Note that all eigenvalues that correspond to $\psi_4$ are very close to zero, as expected due to the definition of the matrices $M_1$ and $M_2$.

5.3 Transitory Double Gyre Flow

To demonstrate the proposed Riemannian multi-resolution analysis described in Section 4, we consider a variation of the transitory double gyre flow presented in [27,47].

We simulate a 2D dynamical system with coordinates $(x_t, y_t)$ using the following equations:

$$\dot{x}_t = -\frac{\partial}{\partial y_t} H(x_t, y_t, t)$$  \hspace{1cm} (28)

$$\dot{y}_t = \frac{\partial}{\partial x_t} H(x_t, y_t, t)$$  \hspace{1cm} (29)

with the function:

$$H(x_t, y_t, t) = (1 - g(t))H_1(x_t, y_t) + g(t)H_2(x_t, y_t)$$  \hspace{1cm} (30)

$$H_1(x_t, y_t) = c_1 \sin(2\pi x_t) \sin(\pi y_t)$$  \hspace{1cm} (31)

$$H_2(x_t, y_t) = c_2 \sin(\pi x_t) \sin(2\pi y_t)$$  \hspace{1cm} (32)

$$g(t) = t^2(3 - 2t).$$  \hspace{1cm} (33)
where \( c_1 = 2, c_2 = 10, i = 1, \ldots, N \) and \( t \in [0, 1] \).

These equations describe a double gyre pattern, which is horizontal at \( t = 0 \) and transitions into a vertical double gyre pattern at \( t = 1 \). Note that in our simulations we add the parameters \( c_1 \) and \( c_2 \) to the dynamics, which lead to a change in rate between the (slower) horizontal and (faster) vertical double gyre patterns. These parameters are added in order to demonstrate the time-varying multi-resolution properties of our analysis.

We generate \( N = 2500 \) trajectories with initial values uniformly distributed in \((x_0, y_0) \in [0, 1] \times [0, 1] \), where each trajectory has \( T = 256 \) time points on a discrete uniform time-grid with a step size of \( \Delta t = 1/256 \). We denote each of these trajectories with an index \( i = 1, \ldots, N \) by a matrix \( x[i] \in \mathbb{R}^{2 \times T} \), whose columns are the pair of time samples \((x_t[i], y_t[i])^T\). A short GIF file demonstrating the resulting trajectories is available on GitHub, where each point is colored according to its initial location along the x-axis to illustrate the point movement in time. The point movement demonstrated in this GIF exhibits two main structures: (i) points that rotate in two circular structures (transitioning from a horizontal setting into a vertical setting), which can be described as almost-invariant (coherent) sets as defined and captured by [27], and (ii) points that are located on the boundary of these almost-invariant sets and their movement changes significantly over time. Our goal in this example is to analyze these two movement types and to recover their different trajectories over time.

For this purpose, we construct an SPD kernel for each time frame \( t \), denoted by \( W_t \in \mathbb{R}^{N \times N} \), according to (12) based on the distances between the points in that time frame, i.e., \( \| (x_t[i] - x_t[j], y_t[i] - y_t[j]) \|_2^2, i, j = 1, \ldots, N \), with \( r \) set to 0.5 times the median of these distances. We then apply Algorithm 2 and obtain the multi-resolution representation and \( \ell = \log_2(T) = 8 \) levels of operators. We denote the operators of different levels and different time frames by \( S_{\ell}^{(r)} \in \mathbb{R}^{N \times N} \) and \( F_{\ell}^{(r)} \in \mathbb{R}^{N \times N} \), where \( \ell = 1, \ldots, 8 \) and \( r = 1, \ldots, T/2^\ell \). Note that \( r \) is associated with the time-frame indices, e.g., at level \( \ell = 6, r = [t/2^\ell] = 3 \) corresponds to time points \( t = 129, \ldots, 192 \).

In the following, we focus on the second eigenvector of \( S_{\ell}^{(r)} \) and show that it indeed captures the common components and common trajectory behavior at the different operator levels. Figure
presents the data-points colored according to the second eigenvector of $S_{\ell r}^{(l)}$, denoted by $\psi_2(S_{\ell r}^{(l)})$ at levels $\ell = 8$, $\ell = 4$ and $\ell = 3$ and with $r$ values corresponding to different time frames. More specifically, the locations of all $N = 2500$ points are presented at 8 different time-instances along the trajectory. Each point is colored according to its value in: (a) $\psi_2(S_{8r}^{(8)})$, (b) $\psi_2(S_{4r}^{(4)})$, (c) $\psi_2(S_{10r}^{(4)})$, (d) $\psi_2(S_{7r}^{(3)})$ and (e) $\psi_2(S_{8r}^{(3)})$. Note that Figure 4 (d) and Figure 4 (e) present the preceding time frames of Figure 4 (b). We maintained a consistent color coding in all time-instances, i.e., each point has the same color throughout its trajectory in time, and the most significant values (largest in absolute value) are colored in either yellow or blue.
Figure 4: Data points colored according to the second eigenvector of the operator $S_\ell^{(k)}$ at different levels and time frames: (a) $S_1^{(8)}$, (b) $S_4^{(4)}$, (c) $S_{10}^{(4)}$, (d) $S_7^{(3)}$ and (e) $S_8^{(3)}$. Plots (d) and (e) present the same 8 time points as in plot (b), where the points are colored according to a different eigenvector in each plot.
In the figure we see the multi-resolution properties of the proposed framework. At the highest level, $\ell = 8$ in plot (a), the eigenvector of $S_1^{(8)}$ captures the coherent circular structures, i.e. the almost-invariant sets, which change from a horizontal orientation at the beginning of the trajectory to a vertical orientation at the end. These structures are consistent with the ones described by [27]. In contrast, in plots (b)-(c) (level $\ell = 4$), the effect of the velocity change over time is apparent, demonstrating that our framework is capable of detecting such properties. These plots present two equal-length sub-segments of the trajectory: $t \in \{49, \ldots, 64\}$ in plot (b) and $t \in \{145, \ldots, 160\}$ in plot (c). Plot (c), which corresponds to the faster regime closer to the end of the trajectory, depicts that the circular structures are captured by the eigenvector, whereas in plot (b), which corresponds to the slower regime, these structures are not visible. Due to the increase in point movement velocity over time, the components that are similarly expressed over time in the sub-segment that is closer to the end of the trajectory (plot (c)) are mainly the almost-invariant sets, as captured by the operator from the highest level in plot (a). Conversely, in the slower regime, there are other components that are similarly expressed over short sub-segments in time, as captured by the eigenvector presented in plot (b). Plots (d) and (e) correspond to the two sub-segments $t \in \{49, \ldots, 56\}$ and $t \in \{57, \ldots, 64\}$, respectively, whose union is the sub-segment presented in plot (b). Note the similarity between the captured point dynamics in the two sub-segments of plots (d) and (e). This similarity explains the component emphasized by the eigenvector in plot (b), which is constructed based on these two sub-segments.

Note that the leading eigenvector of the operator $S_r^{(\ell)}$ was omitted throughout this example since it mostly captures the common point distribution at the different time-frames. The point distribution is of less interest in this example since it provides a general geometric description of the problem setting rather than the common trajectory properties.

In the following we present the eigenvectors of the operators $F$ and show that they indeed capture the time-varying trajectory behavior in consecutive time-frames.

Figure 5 presents the data-points colored according to the leading eigenvectors of the respective operators $F$ corresponding to the largest positive and negative (in absolute value) eigenvalues. In this setting, the eigenvectors corresponding to negative eigenvalues describe the components that are significantly more dominant in the first half of the time segment and the eigenvectors corresponding to positive eigenvalues describe components that are significantly more dominant in the second half of the segment, as we will show in Section 6 (Theorem 2).

Figure 5 (a) and Figure 5 (b) present the eigenvectors of the operator $F_1^{(8)}$ corresponding to the smallest negative eigenvalue in plot (a) and to the largest positive eigenvalue in plot (b). These plots depict that $F_1^{(8)}$ captures the differences between the slower point movement in $t \in \{1, \ldots, 128\}$ and the faster point movement in $t \in \{129, \ldots, 256\}$. Due to the change in point movement velocity over time, the component describing the circular structures (the almost-invariant sets) is significantly more dominant in the sub-segment from the faster regime ($t \in \{129, \ldots, 256\}$) than the slower regime ($t \in \{1, \ldots, 128\}$), as captured by the eigenvector in plot (b). In contrast, in the slower regime other components are dominant (as demonstrated also by Figure 4 (b)), leading to different structures being emphasized in Figure 5 (a), which mostly captures the boundary points. Figure 5 (c) and Figure 5 (d) correspond to the time segment $t \in \{129, \ldots, 256\}$. Plot (c) presents the leading eigenvector of the operator $F_2^{(7)}$ with a negative eigenvalue, describing the components that are more dominant in the slower regime ($t \in \{129, \ldots, 192\}$) and plot (d) presents the leading eigenvector with a positive eigenvalue, describing the components that are more dominant in the faster regime ($t \in \{193, \ldots, 256\}$). Note that both plots (c) and (d) emphasize circular structures, however, the structures in plot (d) are smaller than the ones in plot (b) and are approximately complemented by the structures in plot (c). This behavior implies that our framework decomposes the almost-
invariant sets into smaller components in short sub-segments (at lower operator-tree levels), and therefore, indicates that the proposed method indeed captures meaningful dynamical information in different time-scales. Figure 5 (c) presents the eigenvector of $F_1^{(6)}$ (describing $t \in \{1, \ldots, 64\}$) with the largest negative eigenvalue. This plot depicts that in the slower regime (at the beginning of the trajectory) the operator $F$ highlights high-resolution fine components of the point movement dynamics.
Figure 5: Data points colored according to the eigenvector of (a-b) $F_1^{(8)}$ with the smallest negative and largest positive eigenvalues, (c-d) $F_2^{(7)}$ with the smallest negative and largest positive eigenvalues, and (e) $F_1^{(6)}$ with the smallest negative eigenvalue.
We remark that different choices of the kernel scale in (12) lead to different resolutions. For example, taking a smaller kernel scale leads to a slower “convergence” to the almost-invariant sets of the representations obtained at the different levels of the operator $S_{r^{(l)}}$, as well as an enhancement of finer structures captured by the operator $F_{r^{(l)}}$.

In order to evaluate our framework with respect to previous work, we compare the operators $S$ and $F$, which serve as the building blocks of our algorithm, with related operators: (i) the dynamic Laplacian [25], which was shown to recover coherent sets from multiple time-frames of dynamical systems, and (ii) symmetric and anti-symmetric diffusion operators that were shown to recover similar and different components in multimodal data [58]. In [25], with a slight abuse of notation and in analogy to (13), the dynamic Laplacian is defined by $L^\top L$, where $L = W_1 W_2$. The common and difference operators in [58] are defined by $\hat{S} = W_1 W_2^\top + W_2 W_1^\top$ and $\hat{A} = W_1 W_2^\top - W_2 W_1^\top$, respectively, which are analogous to the operators $S$ and $F$ in (13) and (14).

Figure 6 presents point clustering using k-means applied to the second eigenvector of the 3 operators used for recovering similarities: the proposed operator $S$ in plot (a), the operator $\hat{S}$ from [58] in plot (b) and the operator $L^\top L$ from [25] in plot (c). All 3 operators were constructed from time frames $t = 250$ and $t = 256$. We see in this figure that the proposed formulation of the operator is significantly better at capturing the almost-invariant sets (the circular structures). Note that the results presented here for $L^\top L$ are different than those in [25], since we take into account only two close time frames, whereas in [25] the operator is constructed using all the points along the trajectory.

In Figure 7, we present the point clustering obtained by applying k-means to the second eigenvector of the 2 operators used for recovering differences: the proposed operator $F$ in plot (a) and the operator $\hat{A}$ from [58] in plot (b). In contrast to plot (b), in plot (a) we clearly see the swirl of the flow from and to the invariant sets (outward and inward).

In addition to the differences demonstrated in Figure 6 and Figure 7, another crucial advantage of our formulation relates to the construction of the multi-resolution framework and its theoretical justification presented in Section 6. The operators in [58] and [25] do not have any theoretical guarantees in such an operator-tree construction and may not be suitable to such a setting. Indeed, we report that a similar operator-tree constructed using the operators from [58] did not exhibit the
(a) \( \psi_2^{(F)} \)

(b) \( \psi_2^{(\hat{A})} \)

Figure 7: Clustering of trajectory points based on eigenvectors of the proposed operator \( F \) in plot (a) and operator \( \hat{A} \) from [58] in plot (b).

expected behavior and no meaningful representations were obtained.

We conclude by noting that such a multi-resolution analysis of the dynamics may be especially useful in applications where the parameters of interest are inaccessible, e.g., for oceanic current analysis based on ocean drifters data [2, 28], since the data is represented using non-linear kernels.

5.4 Hyperspectral and LiDAR Imagery

In Section 4.1, we consider two datasets and present the two Riemannian composite operators \( S \) and \( F \). Later, in Section 4.2, these two datasets are considered as two consecutive sets in a temporal sequence of datasets, and the two Riemannian composite operators are used as a basic building block for our Riemannian multi-resolution analysis. Alternatively, similarly to the setting in [39, 58], the two datasets could arise from simultaneous observations from two views or modalities. Here, we demonstrate the properties of the Riemannian composite operators \( S \) and \( F \) on real remote sensing data obtained by two different modalities.

We focus on two \( 60 \times 90 \) image patches from the full dataset, in order to reduce computation time of the operators and their eigenvalue decomposition. We first preprocess the \( 60 \times 90 \) LiDAR image and each image in the \( 60 \times 90 \times 144 \) HSI data. The preprocessing stage includes dividing each \( 60 \times 90 \) image by its standard deviation and removing outliers: for the LiDAR image, pixel values larger than the 99th percentile were removed, and for the HSI data, in each image, pixel values larger than the 95th percentile or smaller than the 5th percentile were removed. In both modalities the outliers were replaced by their nearest non-outlier values. Figure 8 (a) and Figure 9 (a) present the two LiDAR image patches after preprocessing, and Figure 8 (b) and Figure 9 (b) present the
two average HSI image patches after preprocessing.

We apply the operators $S$ and $F$ to this data in order to analyze the scene properties captured by both the LiDAR and the HSI sensors and extract the similarities and differences between them. This can be viewed as a manifold-driven component analysis.

We construct the operators according to Algorithm 3, where the LiDAR image and the HSI images are defined as two datasets with point correspondence between them given by the pixel location. We reshape both datasets such that $x_1 \in \mathbb{R}^{N \times 1}$ is the reshaped LiDAR image and $x_2 \in \mathbb{R}^{N \times 144}$ is the reshaped HSI images, where $N = 5400$. The resulting kernels, $W_1$ and $W_2$, and operators, $S$ and $F$, are matrices of size $N \times N$.

We begin with an analysis of the first chosen image patch, shown in Figure 8 (a) and (b). To depict the advantages of applying the proposed operators, we visually compare the eigenvectors of the kernels, $W_1$ and $W_2$, with the eigenvectors of the operators $S$ and $F$.

Figure 8 (c-k) presents the absolute values of the leading eigenvectors of $S$ in (c), $W_1$ in (d-e), $W_2$ in (h-i), and of $F$ that correspond to the largest positive eigenvalues in (f-g) and largest negative (in absolute value) eigenvalues in (j-k). All eigenvectors are reshaped into images of size $60 \times 90$. The absolute value of the eigenvectors is presented in order to emphasize the dominant structures in the images and the differences between the leading eigenvectors of the two kernels and the leading eigenvectors of the operators $S$ and $F$.

Figure 8 (c) presents the absolute values of the leading eigenvector of $S$ and depicts that the operator $S$ indeed recovers common structures strongly expressed in both images. Specifically, this figure mostly highlights an ‘L’-shaped building at the top of the image, which is the most dominant structure (represented by the high pixel values) in both modalities. Figure 8 (d-k) depicts that the eigenvectors of the operator $F$ capture and enhance differently expressed common structures. Consider for example the most dominant structures (with highest absolute values) in the LiDAR image presented in Figure 8 (a). These structures include the ‘L’-shaped building at the top of the image and trees at the bottom. Both structures are represented by high values in the eigenvectors of $W_1$ in Figure 8 (d-e). However, in Figure 8 (f-g), which presents the leading eigenvectors of $F$ with positive eigenvalues, only the trees are significantly highlighted, whereas the ‘L’-shaped building is significantly attenuated. This is due to the differences between the two modalities, since the HSI image highlights this ‘L’ shaped building but not the trees. Other structures exhibiting such properties are marked by black arrows in Figure 8 (f-g). In addition, Figure 8 (h-k) depicts that the structures which are dominant only in the HSI images are emphasized by the eigenvectors of $F$ corresponding to negative eigenvalues, whereas structures that are dominant in both modalities are significantly attenuated. Examples for such structures are marked by black arrows in Figure 8 (j-k).

We repeat the presentation for the second image patch, shown in Figure 9 (a) and (b). Figure 9 (c-g) presents the absolute value of the leading eigenvector of $W_1$ in plot (c), of $W_2$ in plot (d), of $F$ with a positive eigenvalue in plot (e), of $F$ with a negative eigenvalue in plot (f) and of $S$ in plot (g).

Note the dominant structures (with high absolute values) in the leading eigenvectors of the two modalities in Figure 9 (c) and (d). The dominant structures of the eigenvector representing the LiDAR image in plot (c) include buildings and trees, whereas in plot (d), which relates to the HSI image, only some of the building appear with high intensities and the trees are not clearly visible. This corresponds to the data presented in Figure 9 (a) and (b). The leading eigenvector of $F$ with a positive eigenvalue, presented in Figure 9 (e), captures buildings and trees that are expressed more dominantly in the LiDAR image compared with the HSI image. In addition, the structures that are dominant in both modalities appear to be less dominant in this plot. For
Figure 8: The two chosen image patches of (a) the LiDAR image and (b) the HSI image after preprocessing, along with the leading eigenvectors of (c) $S$, (d-e) $W_1$ (LiDAR), (f-g) $F$ corresponding to its 2 largest positive eigenvalues, (h-i) $W_2$ (HSI), (j-k) $F$ corresponding to its two smallest negative eigenvalues.
Figure 9: The two chosen image patches of (a) the LiDAR image and (b) the HSI image after preprocessing along with the leading eigenvectors of (c) $W_1$ (LiDAR data), (d) $W_2$ (HSI data), (e) $F$ corresponding to the largest positive eigenvalue, (f) $F$ corresponding to the smallest negative eigenvalue and (g) $S$. 
example, the “attenuated” structures in plot (e) include the small rectangular roof part around pixels \((x, y) = (10, 25)\) (where \(x\) denotes the horizontal axis and \(y\) denotes the vertical axis) and the building around pixels \((x, y) = (80, 10)\). Conversely, the leading eigenvector of \(F\) with a negative eigenvalue, presented in Figure 9 (f), significantly enhances a specific location, marked by a black arrow in this plot, that is clearly visible in the HSI image presented in Figure 9 (b) but barely visible in Figure 9 plot (a). Note that this building is not represented by high pixel values in the raw HSI average image and therefore a simple subtraction between the two images will not lead to a similar emphasis of the building.

The leading eigenvector of \(S\), presented in Figure 9 (g), captures some combination of the structures that are dominant in both modalities.

To summarize this example, we showed that the operator \(F\) captures common components that are expressed strongly only by one of the modalities and that the sign of the eigenvalues of \(F\) indicates in which modality the component is stronger. In addition, we showed that the operator \(S\) captures some combination of the dominant components in both modalities.

6 Spectral Analysis

To provide theoretical justification to the proposed RMRA framework for spatiotemporal analysis presented in Section 4, we analyze the operators \(S\) and \(F\) defined in (13) and (14) and show that they admit the desired properties. Specifically, we show that the operator \(S\) enhances common eigenvectors that are expressed similarly in two consecutive time frames in the sense that they have similar eigenvalues. In addition, we show that the operator \(F\) enhances common eigenvectors that are expressed differently in two consecutive time frames in the sense that they have different eigenvalues.

In the following theoretical analysis we focus on two cases: (i) \(W_1\) and \(W_2\) have strictly common components, i.e., some of the eigenvectors of the two matrices are identical, and (ii) \(W_1\) and \(W_2\) have weakly common components, i.e. some of the eigenvectors of the two matrices differ by a small perturbation.

6.1 Strictly Common Components

Given that some of the eigenvectors of matrices \(W_1\) and \(W_2\) are identical, we show in the following that for these identical eigenvectors, the operator \(S\) enhances the eigenvectors that have similar dominant eigenvalues and the operator \(F\) enhances the eigenvectors that have significantly different eigenvalues.

We begin by reiterating a theorem from [34] along with its proof, which shows that the eigenvectors that are similarly expressed in both matrices, \(W_1\) and \(W_2\), correspond to the largest eigenvalues of \(S\).

**Theorem 1.** Consider a vector \(\psi\), which is an eigenvector of both \(W_1\) and \(W_2\) with possibly different eigenvalues: \(W_1 \psi = \lambda^{(1)} \psi\) and \(W_2 \psi = \lambda^{(2)} \psi\). Then, \(\psi\) is also an eigenvector of \(S\) with the corresponding eigenvalue:

\[
\lambda^{(S)} = \sqrt{\lambda^{(1)} \lambda^{(2)}}
\]  

(34)
Proof. From (13) we have:

$$S\psi = W_1^{1/2} \left( W_1^{-1/2} W_2 W_1^{-1/2} \right)^{1/2} W_1^{1/2} \psi,$$

$$= W_1^{1/2} \left( W_1^{-1/2} W_2 W_1^{-1/2} \right)^{1/2} \sqrt{\lambda(1)} \psi,$$

$$= W_1^{1/2} \sqrt{\lambda(2)/\lambda(1)} \sqrt{\lambda(1)} \psi,$$

$$= \sqrt{\lambda(1) \lambda(2)} \psi,$$

where the transition before last is due to $W_1^{-1/2} W_2 W_1^{-1/2} \psi = (\lambda(2)/\lambda(1)) \psi.$$

This result implies that strictly common components that are dominant and similarly expressed in both datasets (with similar large eigenvalues) are dominant in $S$ (have a large eigenvalue $\lambda(S)$), i.e. if $\lambda(1) \approx \lambda(2)$ then $\lambda(S) \approx \lambda(1), \lambda(2)$.

We derive a similar theoretical analysis for the operator $F$.

**Theorem 2.** Consider a vector $\psi$, which is an eigenvector of both $W_1$ and $W_2$ with possibly different eigenvalues: $W_1 \psi = \lambda(1) \psi$ and $W_2 \psi = \lambda(2) \psi$. Then $\psi$ is also an eigenvector of $F$ with the corresponding eigenvalue:

$$\lambda(F) = \frac{1}{2} \sqrt{\lambda(1) \lambda(2)} (\log(\lambda(1)) - \log(\lambda(2)))$$

Proof. From (14) we have:

$$F \psi = S^{1/2} \log \left( S^{-1/2} W_1 S^{-1/2} \right) S^{1/2} \psi,$$

$$= S^{1/2} \log \left( S^{-1/2} W_1 S^{-1/2} \right) (\lambda(1) \lambda(2))^{0.25} \psi,$$

$$= S^{1/2} (0.5 \log(\lambda(1)) - 0.5 \log(\lambda(2))) (\lambda(1) \lambda(2))^{0.25} \psi,$$

$$= \frac{1}{2} \sqrt{\lambda(1) \lambda(2)} (\log(\lambda(1)) - \log(\lambda(2))) \psi,$$

where the transition before last is due to $S^{-1/2} W_1 S^{-1/2} \psi = \sqrt{\lambda(1)/\lambda(2)} \psi$ and the application of log to the matrix multiplication, which is equivalent to applying log to its eigenvalues, leading to $\log(\sqrt{\lambda(1)/\lambda(2)}) = 0.5 \log(\lambda(1)) - 0.5 \log(\lambda(2))$. 

This result indicates that the strictly common components of the two datasets are also expressed by $F$ and that their order is determined by their relative expression in each dataset. For example, if $\psi$ is an eigenvector of both $W_1$ and $W_2$ and corresponds to equal eigenvalues, $\lambda(1) = \lambda(2)$, then this component is part of the null space of $F$; if $\lambda(1) \neq \lambda(2)$, then $\psi$ corresponds to a nonzero eigenvalue in $F$. Note that $\lambda(F)$ depends also on the multiplication by $\sqrt{\lambda(1) \lambda(2)}$.

Another notable result of Theorem 2 is that the sign of the eigenvalues of $F$ indicates in which dataset their corresponding eigenvector is more dominant. For example, if $\psi$ is an eigenvector of both $W_1$ and $W_2$ that has a large corresponding eigenvalue in $W_1$ but a small eigenvalue in $W_2$ ($\lambda(1) \gg \lambda(2)$), then the corresponding eigenvalue in $F$ is large and positive. Conversely, if $\psi$ is more dominant in $W_2$, then its corresponding eigenvalue in $F$ is large (in absolute value) and negative.

An example depicting these properties is presented in Subsection 5.1, which demonstrates that the eigenvalues of the operators $S$ and $F$ are indeed equal to the expected values based on Theorem 1 and Theorem 2.
6.2 Weakly Common Components

To further demonstrate the power of the operators $S$ and $F$, we provide stability analysis by investigating how a small variation of the common eigenvector affects the results. For this purpose, we make use of the concept of a pseudo-spectrum \cite{70}. While pseudo-spectra is typically used to provide an analytic framework for investigating non-normal matrices and operators, here we apply it to symmetric matrices for the purpose of analysis of nearly but non-common eigenvectors. We begin by recalling three equivalent definitions of the $\epsilon$-pseudo-spectrum as presented in \cite{70}.

**Definition 1 (Pseudo-spectrum).** Given a matrix $M \in \mathbb{R}^{N \times N}$, the following definitions of the $\epsilon$-pseudo-spectrum are equivalent for a small $\epsilon > 0$:

1. $\sigma_\epsilon(M) = \{ \lambda \in \mathbb{R} : \| (\lambda I - M)^{-1} \| \geq \epsilon^{-1} \}$
2. $\sigma_\epsilon(M) = \{ \lambda \in \mathbb{R} : \lambda \in \sigma(M + E) \text{ for a } E \text{ with } \|E\| \leq \epsilon \}$
3. $\sigma_\epsilon(M) = \{ \lambda \in \mathbb{R} : \exists v \in \mathbb{R}^N \text{ with } \|v\|_2 = 1 \text{ s.t. } \|(M - \lambda I)v\|_2 \leq \epsilon \}$

where $\sigma(M)$ denotes the set of eigenvalues of $M$, $I$ denotes the identity matrix, $\|\cdot\|_2$ denotes the $\ell_2$ norm, and $\|\cdot\|$ denotes the induced operator norm. Moreover, we term a vector $v$ that adheres to definition 3 an $\epsilon$-pseudo-eigenvector.

The following theorem is the counterpart of Theorem 1 for the case where the eigenvector is slightly perturbed.

**Theorem 3.** Suppose there exists an eigenpair $\lambda^{(k)}$ and $\psi^{(k)}$ of $W_k$ for $k = 1, 2$ so that $\psi^{(1)} = \psi^{(2)} + \epsilon_S$, where $\|\epsilon_S\|_2 \leq \frac{\sqrt{\lambda^{(2)}_1}}{\lambda^{(2)}_{\max}} \epsilon_S$ for a small $\epsilon_S > 0$, where $\lambda^{(2)}_{\max} = \|W_2 - \lambda^{(2)} I\|$. Then, we have

$$\sqrt{\lambda^{(1)}_1 \lambda^{(2)}_2} \in \sigma_{\epsilon_S}(S).$$

(36)

Specifically, we have

$$\left\| (S - \sqrt{\lambda^{(1)}_1 \lambda^{(2)}_2} I) \psi^{(1)} \right\|_2 \leq \epsilon_S.$$

and $\psi^{(1)}$ is a corresponding $\epsilon_S$-pseudo-eigenvector of $S$.

Informally, this theorem implies that when $\psi^{(1)}$ is a slight perturbation of $\psi^{(2)}$, then $\psi^{(1)}$ is “almost” an eigenvector of $S$ with a corresponding eigenvalue $\sqrt{\lambda^{(1)}_1 \lambda^{(2)}_2}$. Equivalently, $\psi^{(2)}$ can also be shown to be an $\epsilon_S$-pseudo-eigenvector of $S$ with the same corresponding eigenvalue, which suggests that the operator $S$ is “stable” to finite perturbations. We remark that since $\|W_2\| = 1$, we have that $\lambda^{(2)}_{\max} = \max(1 - \lambda^{(2)}_1, \lambda^{(2)}_2) \in [0.5, 1)$, guaranteeing that the perturbation of the eigenvector is small. We also remark that our numerical study shows that the bound for the $\epsilon$-pseudo-eigenvalues and $\epsilon$-pseudo-eigenvectors of $S$ is tight.

**Proof.** By Proposition 1 (see Appendix A), we have

$$S = W_1^{1/2} \left( W_1^{-1/2} W_2 W_1^{-1/2} \right)^{1/2} W_1^{1/2} = (W_2 W_1^{-1})^{1/2} W_1.$$

(37)

Since $\psi^{(1)}$ is an eigenvector of $W_1$ with an eigenvalue $\lambda^{(1)}$, we have

$$S \psi^{(1)} = (W_2 W_1^{-1})^{1/2} W_1 \psi^{(1)} = \lambda^{(1)} (W_2 W_1^{-1})^{1/2} \psi^{(1)}.$$

(38)
Therefore, it is sufficient to show that $\psi^{(1)}$ is an $\epsilon$-pseudo-eigenvector of $\left( W_2 W_1^{-1} \right)^{1/2}$. By a direct expansion, we have

$$ W_2 W_1^{-1} \psi^{(1)} = \frac{1}{\lambda^{(1)}} W_2 \psi^{(1)} = \frac{1}{\lambda^{(1)}} W_2 (\psi^{(2)} + \psi_{es}) $$

$$ = \frac{\lambda^{(2)}}{\lambda^{(1)}} \psi^{(2)} + \frac{1}{\lambda^{(1)}} W_2 \psi_{es} = \frac{\lambda^{(2)}}{\lambda^{(1)}} \psi^{(1)} + \frac{1}{\lambda^{(1)}} (W_2 - \lambda^{(2)} I) \psi_{es}, $$

where the last transition is obtained by replacing $\psi^{(2)}$ with $\psi^{(1)} - \psi_{es}$. By reorganizing the elements in (39), we have

$$ \left( W_2 W_1^{-1} - \frac{\lambda^{(2)}}{\lambda^{(1)}} I \right) \psi^{(1)} = \frac{1}{\lambda^{(1)}} (W_2 - \lambda^{(2)} I) \psi_{es}, $$

and applying the $\ell_2$ norm leads to:

$$ \left\| \left( W_2 W_1^{-1} - \frac{\lambda^{(2)}}{\lambda^{(1)}} I \right) \psi^{(1)} \right\|_2 = \frac{1}{\lambda^{(1)}} \left\| (W_2 - \lambda^{(2)} I) \psi_{es} \right\|_2 \leq \frac{1}{\lambda^{(1)}} \left\| W_2 - \lambda^{(2)} I \right\| \left\| \psi_{es} \right\|_2 $$

$$ \leq \frac{1}{\lambda^{(1)}} \left\| W_2 - \lambda^{(2)} I \right\| \sqrt{\frac{\lambda^{(2)}}{\lambda^{(1)}}} \epsilon_s = \frac{\lambda^{(2)}_{\max}}{\lambda^{(1)}_{\max}} \sqrt{\frac{\lambda^{(2)}}{\lambda^{(1)}}} \epsilon_s = \sqrt{\frac{\lambda^{(2)}_{\max}}{\lambda^{(1)}_{\max}}} \frac{\lambda^{(1)}}{\lambda^{(1)}} \epsilon_s. $$

This derivation shows that $\psi^{(1)}$ is a pseudo-eigenvector of $W_2 W_1^{-1}$ with a pseudo-eigenvalue $\frac{\lambda^{(2)}}{\lambda^{(1)}}$, i.e.

$$ \left\| \left( W_2 W_1^{-1} - \frac{\lambda^{(2)}}{\lambda^{(1)}} I \right) \psi^{(1)} \right\|_2 \leq \frac{\sqrt{\lambda^{(2)}_{\max}}}{\lambda^{(1)}_{\max}} \epsilon_s. $$

Thus, by definition (see Proposition 2 in Appendix A), there exists a matrix $E$ such that $(W_2 W_1^{-1} + E) \psi^{(1)} = \frac{\lambda^{(2)}}{\lambda^{(1)}} \psi^{(1)}$ and $\|E\| \leq \frac{\sqrt{\lambda^{(2)}_{\max}}}{\lambda^{(1)}_{\max}} \epsilon_s$. Therefore, we can write the following:

$$ E \psi^{(1)} = - \left( W_2 W_1^{-1} - \frac{\lambda^{(2)}}{\lambda^{(1)}} I \right) \psi^{(1)} $$

$$ = - \left( (W_2 W_1^{-1})^{1/2} + \sqrt{\frac{\lambda^{(2)}}{\lambda^{(1)}}} I \right) \left( (W_2 W_1^{-1})^{1/2} - \sqrt{\frac{\lambda^{(2)}}{\lambda^{(1)}}} I \right) \psi^{(1)}. $$

Since $(W_2 W_1^{-1})^{1/2} + \sqrt{\frac{\lambda^{(2)}}{\lambda^{(1)}}} I$ is positive definite, (42) leads to

$$ \left( (W_2 W_1^{-1})^{1/2} - \sqrt{\frac{\lambda^{(2)}}{\lambda^{(1)}}} I \right) \psi^{(1)} = - \left( (W_2 W_1^{-1})^{1/2} + \sqrt{\frac{\lambda^{(2)}}{\lambda^{(1)}}} I \right)^{-1} E \psi^{(1)}. $$

With the above preparation, we have

$$ \left( S - \sqrt{\lambda^{(1)}} \lambda^{(2)} I \right) \psi^{(1)} = \frac{\lambda^{(1)}}{\lambda^{(1)}} (W_2 W_1^{-1})^{1/2} \psi^{(1)} - \sqrt{\lambda^{(1)}} \lambda^{(2)} \psi^{(1)} $$

$$ = \lambda^{(1)} \left( (W_2 W_1^{-1})^{1/2} - \sqrt{\frac{\lambda^{(2)}}{\lambda^{(1)}}} I \right) \psi^{(1)} $$

$$ = - \lambda^{(1)} \left( (W_2 W_1^{-1})^{1/2} + \sqrt{\frac{\lambda^{(2)}}{\lambda^{(1)}}} I \right)^{-1} E \psi^{(1)}. $$

(44)
Taking the norm gives
\[
\left\| \left( \mathbf{S} - \sqrt{\lambda(1)\lambda(2)} \mathbf{I} \right) \psi^{(1)} \right\|_2 \leq \lambda(1) \left\| \left( \mathbf{W}_2 \mathbf{W}_1^{-1} + \sqrt{\frac{\lambda(2)}{\lambda(1)}} \mathbf{I} \right)^{-1} \right\| \mathbf{E} \right\|
\]
(45)
\[
\leq \frac{\sqrt{\lambda(2)/\lambda(1)}}{\sigma_{\min} \left( \left( \mathbf{W}_2 \mathbf{W}_1^{-1} \right)^{1/2} + \sqrt{\lambda(2)/\lambda(1)} \varepsilon \mathbf{S} \right)} \leq \frac{\sqrt{\lambda(2)/\lambda(1)}}{\sqrt{\lambda(2)/\lambda(1)} \varepsilon} = \varepsilon \mathbf{S},
\]
where \(\sigma_{\min}\) denotes the minimum eigenvalue. Thus, \(\sqrt{\lambda(1)\lambda(2)}\) is an \(\varepsilon \mathbf{S}\)-pseudo-eigenvalue of \(\mathbf{S}\), where \(\psi^{(1)}\) is a corresponding \(\varepsilon \mathbf{S}\)-pseudo-eigenvector.

Note that the above proof shows that \(\psi^{(1)}\) is a pseudo-eigenvector of \(\mathbf{S}\), when \(\mathbf{S}\) is defined as the midpoint of the geodesic curve connecting \(\mathbf{W}_1\) and \(\mathbf{W}_2\) (by setting \(p = 0.5\)). However, due to the decomposition in \([12]\), the proof is not compatible with definitions of \(\mathbf{S}\) at other points \(p \in (0, 1)\) along the geodesic path. For such cases, a different proof is required, specifically, without using the algebraic relationship in \([12]\) that leads to \([43]\). In the following statement, which is the counterpart of Theorem 2 for the case where the eigenvector is not strictly common, we control the “pseudo” part by a straightforward perturbation argument.

**Theorem 4.** For \(k = 1, 2\), consider the eigendecomposition \(\mathbf{W}_k = \mathbf{U}_k \mathbf{L}_k \mathbf{U}_k^\top \in \mathbb{R}^{N \times N}\), where \(\mathbf{L}_k := \text{diag}(\lambda_1^{(k)}, \ldots, \lambda_N^{(k)})\) so that \(\lambda_1^{(1)} \geq \ldots \geq \lambda_1^{(1)}\) and \(\mathbf{U}_k := \begin{bmatrix} \psi_1^{(k)} & \ldots & \psi_N^{(k)} \end{bmatrix} \in \mathcal{V}_{N,N}\). Assume the above eigendecomposition satisfies \(\mathbf{U}_2 = \mathbf{U}_1 + \epsilon \mathbf{A}\), where \(\|\mathbf{A}\| = 1\), \(\epsilon > 0\) is a small constant, and \(c^{-1} \leq \ell_i := \frac{\lambda_i^{(2)}}{\lambda_i^{(1)}} \leq c\) for some constant \(c \geq 1\) for all \(i = 1, \ldots, N\). For any \(i = 1, \ldots, N\), denote the spectral gap \(\gamma_i := \min_{k,\ell_k \neq \ell_i} |\ell_i - \ell_k|\).

Fix \(j\). Then, for the \(j\)-th eigenpair of \(\mathbf{W}_1\), when \(\epsilon\) is sufficiently small, we have
\[
\left\| \left( \mathbf{F} - 0.5\sqrt{\lambda_j^{(1)}\lambda_j^{(2)}} \log \left( \frac{\lambda_j^{(1)}}{\lambda_j^{(2)}} \right) \mathbf{I} \right) \psi_j^{(1)} \right\|_2 = O(\epsilon),
\]
where the implied constant depends on \(\frac{\sqrt{\epsilon \ln c}}{\min \left( \gamma_i \sqrt{\lambda_i^{(1)}} \right)}\).

**Proof.** By Proposition 1 (see Appendix A), we rewrite the operator \(\mathbf{F} = \mathbf{S}^{1/2} \log \left( \mathbf{S}^{-1/2} \mathbf{W}_1 \mathbf{S}^{-1/2} \right) \mathbf{S}^{1/2}\) as \(\mathbf{F} = \log \left( \mathbf{W}_1 \mathbf{S}^{-1} \right) \mathbf{S}\). Denote
\[
\hat{\lambda}_\mathbf{F} = 0.5\sqrt{\lambda_j^{(1)}\lambda_j^{(2)}} \log \left( \frac{\lambda_j^{(1)}}{\lambda_j^{(2)}} \right).
\]
By Theorem 3 there exists \(\mathbf{E}_\mathbf{S}\) with a sufficiently small norm, such that
\[
\mathbf{S} \psi_j^{(1)} = \left( \sqrt{\lambda_j^{(1)}\lambda_j^{(2)}} \mathbf{I} - \mathbf{E}_\mathbf{S} \right) \psi_j^{(1)},
\]
and therefore, we have
\[
\left( \mathbf{F} - \hat{\lambda}_\mathbf{F} \mathbf{I} \right) \psi_j^{(1)} = \left( \log \left( \mathbf{W}_1 \mathbf{S}^{-1} \right) \mathbf{S} - \hat{\lambda}_\mathbf{F} \mathbf{I} \right) \psi_j^{(1)}
\]
\[
= \sqrt{\lambda_j^{(1)}\lambda_j^{(2)}} \left( \log \left( \mathbf{W}_1 \mathbf{S}^{-1} \right) - \frac{\hat{\lambda}_\mathbf{F}}{\sqrt{\lambda_j^{(1)}\lambda_j^{(2)}}} \mathbf{I} \right) \psi_j^{(1)} - \log \left( \mathbf{W}_1 \mathbf{S}^{-1} \right) \mathbf{E}_\mathbf{S} \psi_j^{(1)}.
\]
(46)
Since both $W_1$ and $W_2$ are positive definite, they are invertible and also $(W_2W_1^{-1})^{1/2}$ is invertible. Therefore, by (37), $W_1S^{-1} = W_1W_1^{-1}(W_2W_1^{-1})^{-1/2} = (W_2W_1^{-1})^{-1/2}$. Substituting this relationship into (46) yields

$$\left(F - \hat{\lambda}_F I\right)\psi_j^{(1)} = -\frac{\sqrt{\lambda_j^{(1)}\lambda_j^{(2)}}}{2} \left(\log(W_2W_1^{-1}) - \log\left(\frac{\lambda_j^{(2)}}{\lambda_j^{(1)}}\right)I\right)\psi_j^{(1)} - \frac{1}{2} \log(W_2W_1^{-1})\mathbf{E}S\psi_j^{(1)}.$$

(47)

Now we control the right hand side term by term. Recall that for any analytic function $f$ over an open set in $\mathbb{R}$ that contains the spectrum of $W_2W_1^{-1}$, we can define $f(W_2W_1^{-1})$. Since $W_2W_1^{-1}$ and $W_1^{-1/2}W_2W_1^{-1/2}$ are similar, we have

$$f(W_2W_1^{-1}) = W_1^{1/2}f(W_1^{-1/2}W_2W_1^{-1/2})W_1^{-1/2},$$

and hence

$$f\left(W_1^{-1/2}W_2W_1^{-1/2}\right)\psi_j^{(1)} = W_1^{-1/2}f(W_2W_1^{-1})W_1^{1/2}\psi_j^{(1)} = \sqrt{\lambda_j^{(1)}}W_1^{-1/2}f(W_2W_1^{-1})\psi_j^{(1)}.$$  

(49)

Let $\mu_i$ and $v_i$ denote the eigenvalues and eigenvectors of the matrix $W_1^{-1/2}W_2W_1^{-1/2}$, respectively, for $i = 1, \ldots, N$. Since $\{\psi_j^{(1)}\}_{j=1}^N$ and $\{v_j\}_{j=1}^N$ are both orthonormal bases of $\mathbb{R}^N$, we have $\psi_j^{(1)} = \sum_i \alpha_{ji} v_i$, where $\alpha_{ji} \in \mathbb{R}$ and $\sum_i \alpha_{ji}^2 = 1$ for all $j$. By (49), we have

$$\frac{\sqrt{\lambda_j^{(1)}\lambda_j^{(2)}}}{2} \left(\log(W_2W_1^{-1}) - \log\left(\frac{\lambda_j^{(2)}}{\lambda_j^{(1)}}\right)I\right)\psi_j^{(1)} = \frac{\sqrt{\lambda_j^{(2)}}}{2} W_1^{1/2} \left(\log(W_1^{-1/2}W_2W_1^{-1/2}) - \log\left(\frac{\lambda_j^{(2)}}{\lambda_j^{(1)}}\right)I\right)\psi_j^{(1)} = \frac{\sqrt{\lambda_j^{(2)}}}{2} W_1^{1/2} \sum_{i=1}^N \left(\log(W_1^{-1/2}W_2W_1^{-1/2}) - \log\left(\frac{\lambda_j^{(2)}}{\lambda_j^{(1)}}\right)I\right)\alpha_{ji} v_i.$$  

(50)

Using the fact that

$$\left(\log(W_1^{-1/2}W_2W_1^{-1/2}) - \log\left(\frac{\lambda_j^{(2)}}{\lambda_j^{(1)}}\right)I\right) v_i = \left(\log \mu_i - \log \left(\frac{\lambda_j^{(2)}}{\lambda_j^{(1)}}\right)\right) v_i,$$

yields

$$\frac{\sqrt{\lambda_j^{(2)}}}{2} W_1^{1/2} \sum_{i=1}^N \left(\log(W_1^{-1/2}W_2W_1^{-1/2}) - \log\left(\frac{\lambda_j^{(2)}}{\lambda_j^{(1)}}\right)I\right)\alpha_{ji} v_i = \frac{\sqrt{\lambda_j^{(2)}}}{2} W_1^{1/2} \sum_{i=1}^N \left(\log \mu_i - \log \left(\frac{\lambda_j^{(2)}}{\lambda_j^{(1)}}\right)\right)\alpha_{ji} v_i.$$  

(52)
Therefore, the squared $L^2$ norm of the first term in the right hand side of (47) becomes

\[
\left\| \frac{\sqrt{\lambda_j^{(1)}} \lambda_j^{(2)}}{2} \left( \log(W_2 W_1^{-1}) - \log \left( \frac{\lambda_j^{(2)}}{\lambda_j^{(1)}} \right) I \right) \psi_j^{(1)} \right\|^2
\]

\[
= \left\| \frac{\sqrt{\lambda_j^{(2)}}}{2} W_1^{1/2} \sum_{i=1}^N \left( \log \mu_i - \log \left( \frac{\lambda_j^{(2)}}{\lambda_j^{(1)}} \right) \right) \alpha_{ji} v_i \right\|^2 \leq \frac{\lambda_j^{(2)}}{4} \left\| W_1^{1/2} \right\|^2 \left\| \sum_{i=1}^N \left( \log \mu_i - \log \left( \frac{\lambda_j^{(2)}}{\lambda_j^{(1)}} \right) \right) \alpha_{ji} v_i \right\|^2
\]

\[
= \frac{\lambda_j^{(2)}}{4} \sum_{i=1}^N \alpha_{ji}^2 \left( \log \mu_i - \log \left( \frac{\lambda_j^{(2)}}{\lambda_j^{(1)}} \right) \right)^2 ,
\]

(53)

where we use the fact that \{\psi_j\} form an orthonormal basis and that the operator norm $\left\| W_1^{1/2} \right\|^2 = 1$, since $W_1$ is normalized.

Next, as in (44), we set

\[
E_S \psi_j^{(1)} = \lambda_j^{(1)} \left( W_2 W_1^{-1} \right)^{1/2} + \sqrt{\frac{\lambda_j^{(2)}}{\lambda_j^{(1)}}} \right) \left( W_2 W_1^{-1} \right)^{-1} E \psi_j^{(1)} = -\lambda_j^{(1)} \left( W_2 W_1^{-1} \right)^{1/2} - \sqrt{\frac{\lambda_j^{(2)}}{\lambda_j^{(1)}}} \right) \psi_j^{(1)}
\]

(54)

for some $E$ with a sufficiently small norm. Since $f(x) = \log(x) \sqrt{x}$ is analytic over an open set that contains the spectrum of $W_1 W_2^{-1}$, by the same argument as that for (52), we have

\[
\log \left( W_2 W_1^{-1} \right) E_S \psi_j^{(1)} = -\lambda_j^{(1)} \log \left( W_2 W_1^{-1} \right) \left( W_2 W_1^{-1} \right)^{1/2} - \sqrt{\frac{\lambda_j^{(2)}}{\lambda_j^{(1)}}} \right) \psi_j^{(1)}
\]

\[
= -\sqrt{\lambda_j^{(1)}} W_1^{1/2} \sum_{i=1}^N \alpha_{ji} \log(\mu_i) \left( \sqrt{\mu_i} - \sqrt{\frac{\lambda_j^{(2)}}{\lambda_j^{(1)}}} \right) v_i ,
\]

and hence the squared $L^2$ norm of the second term in the right hand side of (47) becomes

\[
\left\| \log \left( W_2 W_1^{-1} \right) E_S \psi_j^{(1)} \right\|^2 \leq \lambda_j^{(1)} \sum_{i=1}^N \alpha_{ji}^2 \left( \log(\mu_i) \right)^2 \left( \sqrt{\mu_i} - \sqrt{\frac{\lambda_j^{(2)}}{\lambda_j^{(1)}}} \right)^2 ,
\]

(55)

where we again use the fact that \{\psi_j\} form an orthonormal basis and that the operator norm $\left\| W_1^{1/2} \right\|^2 = 1$. To finish the proof, we control $\alpha_{ji}$ and the relationship between $\mu_i$ and $\lambda_j^{(2)} / \lambda_j^{(1)}$ in (53) and (55) using matrix perturbation theory. By a direct expansion, we have

\[
W_1^{-1/2} W_2 W_1^{-1/2} = U_1 L_2 L_1^{-1} U_1^\top + \epsilon B ,
\]

(56)

where $B = U_1 L_1^{-1/2} U_1^\top (AL_2 U_1^\top + U_1 L_2 A^\top) U_1 L_1^{-1/2} U_1^\top + \epsilon U_1 L_1^{-1/2} U_1^\top A L_2 A^\top U_1 L_1^{-1/2} U_1^\top$. To simplify the notation, we assume that the diagonal entries of $L_2 L_1^{-1} = \text{diag} \left( \frac{\lambda_1^{(2)}}{\lambda_1^{(1)}}, \ldots, \frac{\lambda_N^{(2)}}{\lambda_N^{(1)}} \right) =$
\[
\begin{align*}
\text{diag}(\ell_1, \ldots, \ell_N) \text{ are all distinct, or the following argument could be carried out with eigenprojections. Thus, by a standard perturbation argument, when } \epsilon \text{ is sufficiently small, we have } \\
v_i = \psi^{(1)}_i + \epsilon \sum_{k \neq i} \frac{\langle \psi^{(1)}_k, B \psi^{(1)}_i \rangle}{\lambda^{(2)}_i / \lambda^{(1)}_k - \lambda^{(2)}_k / \lambda^{(1)}_k} \psi^{(1)}_k + O(\epsilon^2), \quad \mu_i = \frac{\lambda^{(2)}_i}{\lambda^{(1)}_i} + \epsilon \langle \psi^{(1)}_i, B \psi^{(1)}_i \rangle + O(\epsilon^2)
\end{align*}
\]
for each } i = 1, \ldots, N. \text{ Note that }
\[
I_N = U_2^T U_2 = (U_1 + \epsilon A)^T (U_1 + \epsilon A) = I_N + \epsilon (A^T U_1 + U_1^T A) + \epsilon^2 A^T A,
\]
so we have
\[
A^T U_1 = -U_1^T A - \epsilon A^T A.
\]
Thus, by a direct expansion with the definition of } B, \text{ we have
\[
\begin{align*}
\langle \psi^{(1)}_k, B \psi^{(1)}_i \rangle &= \langle \psi^{(1)}_k, (\lambda^{(1)}_k A_k^{-1})^{-1/2} \epsilon_k U_1^T (AL_2 U_2^T + U_1 L_2^T) U_1 e_i + O(\epsilon) \\
&= \langle \psi^{(1)}_k, (\lambda^{(1)}_k A_k^{-1})^{-1/2} (\lambda^{(2)}_k e_k U_1^T A e_i + \lambda^{(2)}_k e_k A^T U_1 e_i) + O(\epsilon) \\
&= \langle \psi^{(1)}_k, (\lambda^{(1)}_k A_k^{-1})^{-1/2} (\lambda^{(2)}_k - \lambda^{(2)}_k) e_k U_1^T A e_i + O(\epsilon) \\
&= \langle \psi^{(1)}_k, (\lambda^{(1)}_k A_k^{-1})^{-1/2} (\lambda^{(2)}_k - \lambda^{(2)}_k) e_k U_1^T A e_i + O(\epsilon),
\end{align*}
\]
where the equality before last comes from (58), the last equality is due to \(|e_k^T A U_1 e_i| \leq 1, \text{ since } \|A\| = 1, \text{ and the constant in this derivation depends on } (\lambda^{(1)}_i A_k^{-1})^{-1/2}. \text{ Thus, for the } j\text{-th eigenpair we are concerned with, we have } \mu_j = \frac{\lambda^{(2)}_j}{\lambda^{(1)}_j} + O(\epsilon^2), \text{ since } \langle \psi^{(1)}_j, B \psi^{(1)}_j \rangle = O(\epsilon). \text{ For the eigenvector, when } k \neq i, \text{ we have }
\[
\begin{align*}
\left| \frac{\langle \psi^{(1)}_k, B \psi^{(1)}_i \rangle}{\lambda^{(2)}_i / \lambda^{(1)}_k - \lambda^{(2)}_k / \lambda^{(1)}_i} \right| &\leq \left| \frac{(\lambda^{(1)}_k A_k^{-1})^{-1/2}}{\lambda^{(2)}_i / \lambda^{(1)}_k - \lambda^{(2)}_k / \lambda^{(1)}_i} \right| \left| e_k^T U_1^T A e_i \right| + O(\epsilon) \\
&\leq \frac{1}{\gamma_i} \sqrt{\lambda^{(1)}_i \lambda^{(1)}_k} \left| e_k^T U_1^T A e_i \right| + O(\epsilon),
\end{align*}
\]
where the constant depends on \( \frac{1}{\sqrt{\lambda^{(1)}_i \lambda^{(1)}_k}} \).

By (57) we have for } j \neq i:
\[
\alpha_{ji} = \langle \psi^{(1)}_j, v_i \rangle = \langle \psi^{(1)}_j, \psi^{(1)}_i \rangle + \epsilon \sum_{k \neq i} \frac{\langle \psi^{(1)}_k, B \psi^{(1)}_i \rangle}{\lambda^{(2)}_i / \lambda^{(1)}_k - \lambda^{(2)}_k / \lambda^{(1)}_k} \psi^{(1)}_k + O(\epsilon^2)
\]
\[
= \epsilon \sum_{k \neq i} \frac{\langle \psi^{(1)}_k, B \psi^{(1)}_i \rangle}{\lambda^{(2)}_i / \lambda^{(1)}_k - \lambda^{(2)}_k / \lambda^{(1)}_k} \langle \psi^{(1)}_j, \psi^{(1)}_k \rangle + O(\epsilon^2)
\]
\[
= \epsilon \frac{\langle \psi^{(1)}_j, B \psi^{(1)}_i \rangle}{\lambda^{(2)}_i / \lambda^{(1)}_k - \lambda^{(2)}_k / \lambda^{(1)}_k} + O(\epsilon^2).
\]
Combining this with the inequality above, we have for \( j \neq i \):

\[
|\alpha_{ji}| \leq \frac{\epsilon}{\gamma_i} \left| \frac{\lambda_i^{(2)}(e_j - \lambda_j^{(2)})}{\sqrt{\lambda_i^{(1)} \lambda_j^{(1)}}} \right| e_j^\top U^\top_1 A e_i + O(\epsilon^2),
\]

where the constant depends on \( \frac{1}{\sqrt{\lambda_i^{(1)} \lambda_j^{(1)} \gamma_i}} \).

We thus have for (53):

\[
\frac{\lambda_j^{(2)}}{4} \sum_{i=1}^{N} \alpha_{ji}^2 \left( \log \mu_i - \log \left( \frac{\lambda_j^{(2)}}{\lambda_j^{(1)}} \right) \right)^2
= \frac{\lambda_j^{(2)}}{4} \alpha_{jj}^2 \left( \log \mu_j - \log \left( \frac{\lambda_j^{(2)}}{\lambda_j^{(1)}} \right) \right)^2
+ \frac{\lambda_j^{(2)}}{4} \sum_{i \neq j} \alpha_{ji}^2 \left( \log \mu_i - \log \left( \frac{\lambda_j^{(2)}}{\lambda_j^{(1)}} \right) \right)^2
= O(\epsilon^2),
\]

where the constant depends on \( \frac{c(\ln c)^2}{\min_i \{\gamma_i^2 \lambda_i^{(1)} \}} \).

This is because the first term is \( O(\epsilon^2) \) by

\[
\alpha_{jj}^2 \left( \log \mu_j - \log \left( \frac{\lambda_j^{(2)}}{\lambda_j^{(1)}} \right) \right)^2
= \alpha_{jj}^2 \left( \epsilon \psi_j^{(1)} e_j^\top \psi_j^{(1)} \frac{\lambda_j^{(1)}}{\lambda_j^{(2)}} \right)^2
+ O(\epsilon^2)
\]

\[
= \epsilon^2 \alpha_{jj}^2 \left( \frac{\lambda_j^{(1)}}{\lambda_j^{(2)}} \right)^2 \left( \lambda_j^{(1)} \lambda_j^{(1)} \right)^{-1} \left( \left( \lambda_j^{(2)} - \lambda_j^{(1)} \right) e_j^\top U^\top_1 A e_j + O(\epsilon) \right)^2 + O(\epsilon^2)
\]

using Taylor expansion \( \log(x + h) = \log(x) + h/x + O(h^2) \) for \( x > 0 \) and sufficiently small \( h \). In addition, noting that \( \left( \log \mu_i - \log \left( \frac{\lambda_j^{(2)}}{\lambda_j^{(1)}} \right) \right)^2 \leq 5(\ln c)^2 \) we have that the second term is bounded by:

\[
\frac{\lambda_j^{(2)}}{4} \sum_{i \neq j} \alpha_{ji}^2 \left( \log \mu_i - \log \left( \frac{\lambda_j^{(2)}}{\lambda_j^{(1)}} \right) \right)^2
\leq \frac{\lambda_j^{(2)}}{4} 5(\ln c)^2 \sum_{i \neq j} \alpha_{ji}^2
\leq \frac{5\lambda_j^{(2)}}{4} (\ln c)^2 \sum_{i \neq j} \epsilon^2 \frac{1}{\gamma_i^2} \frac{(\lambda_i^{(2)} - \lambda_j^{(2)})^2}{\lambda_i^{(1)} \lambda_j^{(1)}} \left| e_j^\top U^\top_1 A e_i \right|^2
\leq \frac{5}{4} \epsilon^2 (\ln c)^2 \lambda_j^{(2)} \lambda_j^{(1)} \sum_{i \neq j} \frac{1}{\gamma_i^2} \frac{(\lambda_i^{(2)} - \lambda_j^{(2)})^2}{\lambda_i^{(1)}} \left| e_j^\top U^\top_1 A e_i \right|^2.
\]

Continuing with a few coarse steps:

\[
\frac{\lambda_j^{(2)}}{4} \sum_{i \neq j} \alpha_{ji}^2 \left( \log \mu_i - \log \left( \frac{\lambda_i^{(2)}}{\lambda_j^{(1)}} \right) \right)^2
\leq \frac{5}{4} \epsilon^2 \frac{c(\ln c)^2}{\min_i \{\gamma_i^2 \lambda_i^{(1)} \}} \sum_{i \neq j} \left| e_j^\top U^\top_1 A e_i \right|^2
\leq \frac{5}{2} \epsilon^2 \frac{c(\ln c)^2}{\min_i \{\gamma_i^2 \lambda_i^{(1)} \}}.
\]
where $|\lambda_i^{(2)} - \lambda_j^{(2)}|^2 \leq 1$ due to the normalization of $W_1$ and $W_2$ and $\sum_{i \neq j} |e_j^\top U_1^\top A e_i|^2 \leq 2\|A e_j\|^2 \leq 2$ due to $\|A\| = 1$.

Similarly, it can be shown for (55) that

$$\sum_{i=1}^N \alpha_{ji}^2 (\log \mu_i)^2 \left( \sqrt{\mu_i} - \sqrt{\lambda_i^{(2)}} \right)^2 = O(\epsilon^2),$$

and the proof is concluded.

**Remark 1.** Note that the implied constant $\frac{\sqrt{\ln c}}{\min_i (\gamma_i \sqrt{\lambda_i^{(1)}})}$ might be large, narrowing the scope of Theorem 4. Particularly in our context, the matrix $W_1$ (and $W_2$) tends to be close to low rank, for which $\min_i (\gamma_i \sqrt{\lambda_i^{(1)}})$ is small.

**Remark 2.** Empirically, we observe that $\psi_j^{(1)} = \sum_i \alpha_{ji} v_i \simeq \sum_{i \sim j} \alpha_{ji} v_i$, i.e., only a small number of expansion coefficients $\alpha_{ji}$ are non-negligible, for which $\lambda_i^{(1)}$ is close to $\lambda_j^{(1)}$. Therefore, in practice, the implied constant depends on $1/\min_{i \sim j} \left( \gamma_i \sqrt{\lambda_i^{(1)}} \right)$. Since we are usually interested in principal components $\psi_j^{(1)}$ (i.e., with large $\lambda_j^{(1)}$), the implied constant is typically sufficiently large.

7 Conclusions

In this work, we introduce a new multi-resolution analysis of temporal high-dimensional data with an underlying time-varying manifold structure. Our analysis is based on the definition of two new composite operators that represent the relation of two aligned datasets jointly sampled from two diffeomorphic manifolds in terms of their spectral components. Specifically, we showed that these operators not only recover but also distinguish different types of common spectral components of the underlying manifolds and that each operator emphasizes different properties. One operator was shown to emphasize common components that are similarly expressed in the two manifolds, and the other operator was shown to emphasize the common components that are expressed with significantly different eigenvalues. In the context of spatiotemporal data analysis, the application of the new operators is analogous to low-pass and high-pass filters. Therefore, by applying them in multiple resolutions, we devise a wavelet-like analysis framework. We demonstrated this framework on a dynamical system describing a transitory double-gyre flow, showing that such a framework can be used for the analysis of non-stationary multivariate time-series.

In addition to spatiotemporal analysis, we showed that the new composite operators may be useful for multimodal data analysis as well. Specifically, we showed application to remote sensing, demonstrating the recovery of meaningful properties expressed by different sensing modalities.

In the future, we plan to extend the definition of the operators $S$ and $F$ from two to more time frames (datasets). In addition, since our analysis results in a large number of vectors representing the common components at different scales and time-points, we plan to develop compact representations of these components, which may lead to improved, more conclusive results for highly non-stationary time-series.

Finally, we remark that in our model, we represent each sample by an undirected weighted graph, and then, analyze the temporal sequence of graphs. Another interesting future work would be to
investigate our Riemannian composite operators in the context of graph neural networks (GNNs) and graph convolutional networks (GCNs) \cite{11,36,56}.
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A Additional Statements

The following equivalent forms of operators $S$ and $F$ are used in proofs of the theorems.

**Proposition 1 (Equivalent Forms of the Operators $S$ and $F$).** We have

$$S = W^{1/2} \left( W^{-1/2} W_2 W_1^{-1/2} \right)^{1/2} W_1^{1/2} = (W_2 W_1^{-1})^{1/2} W_1$$

and

$$F = S^{1/2} \log \left( S^{-1/2} W_1 S^{-1/2} \right) S^{1/2} = \log \left( W_1 S^{-1} \right) S.$$

**Proof.** To show the claim for $S$, define the following:

$$\tilde{M} = W_1^{-1/2} W_2 W_1^{-1/2} \quad \text{and} \quad \tilde{M} = W_2 W_1^{-1}.$$  \hfill (65)

Since $W_1$ and $W_2$ are positive definite, the matrix $M$ is positive definite, and hence $M$ and $\tilde{M}$ are similar via $\tilde{M} = W_1^{-1/2} M W_1^{1/2}$. Denote the eigenvalue and eigenvector matrices of $M$ by $\Lambda^{(M)}$ and $V^{(M)}$ respectively. Therefore, the eigenvalue matrix of $\tilde{M}$ is $\Lambda^{(\tilde{M})} = \Lambda^{(M)}$, and the right and left eigenvectors are $V^{(M)}_R = W_1^{1/2} V^{(M)}$ and $V^{(M)}_L = W_1^{-1/2} V^{(M)}$ respectively. Thus, we have

$$M^{1/2} = V^{(M)} \left( \Lambda^{(M)} \right)^{1/2} \left( V^{(M)} \right)^T$$

$$\tilde{M}^{1/2} = W_1^{1/2} V^{(M)} \left( \Lambda^{(M)} \right)^{1/2} \left( V^{(M)} \right)^T W_1^{-1/2}$$

and hence $\tilde{M}^{1/2} = W_1^{1/2} M^{1/2} W_1^{-1/2}$. As a result, we have

$$S = W_1^{1/2} \tilde{M}^{1/2} W_1^{1/2} = W_1^{1/2} M^{1/2} W_1^{-1/2} W_1 = \tilde{M}^{1/2} W_1,$$

which shows the claim.

The proof for the claim for the operator $F$ is similar. Define

$$N := S^{-1/2} W_1 S^{-1/2} \quad \text{and} \quad \tilde{N} := W_1 S^{-1}.$$  \hfill (67)

Since $S$ is positive definite, $N$ and $\tilde{N}$ are similar and their eigenvalues and eigenvectors are related by $\Lambda^{(N)} = \Lambda^{(\tilde{N})}$, $V^{(N)}_R = S^{1/2} V^{(N)}$ and $V^{(N)}_L = S^{-1/2} V^{(N)}$. The matrix logarithm of $N$ and $\tilde{N}$ can then be expressed by:

$$\log(N) = V^{(N)} \log \left( \Lambda^{(N)} \right) \left( V^{(N)} \right)^T$$

$$\log(\tilde{N}) = S^{1/2} V^{(N)} \log \left( \Lambda^{(N)} \right) \left( V^{(N)} \right)^T S^{-1/2},$$  \hfill (68)

Based on these expressions the relationship between the logarithm of the two matrices is $\log(\tilde{N}) = S^{1/2} \log(N) S^{-1/2}$. The proof can now be concluded by

$$F = S^{1/2} \log(N) S^{1/2} = S^{1/2} \log(N) S^{-1/2} S = \log(\tilde{N}) S.$$  \hfill \blacksquare$$

Next, for completeness, we explicitly show that the equivalence between definitions 2 and 3 of the pseudo-spectrum in Definition 4 includes a shared pseudo-eigenvector.
Proposition 2. Consider $M \in \mathbb{R}^{N \times N}$ and a small $\epsilon > 0$. If $v \in \mathbb{R}^N$ with $\|v\|_2 = 1$ s.t. $\|(M - \lambda I)v\|_2 \leq \epsilon$ for $\lambda \in \mathbb{R}$, then there exists $E \in \mathbb{R}^{N \times N}$ with $\|E\| \leq \epsilon$ s.t. $(M + E)v = \lambda v$.

Proof. Define the following rank one operator:

$$Bu = -\langle u, v \rangle (M - \lambda I)v,$$

where $u \in \mathbb{R}^N$. Then, we have that $\|B\| \leq \epsilon$ and $(M + B)v = \lambda v$. \qed

B 3-Dimensional Tori Example

In this subsection we consider datasets of samples from two 3-dimensional tori. Using these datasets we demonstrate that the operators $S$ and $F$ indeed recover the similarly expressed common components and the differently expressed common components, respectively. In addition, in Subsection B.2 we demonstrate that these operators still recover the common components, even when modality-specific unique structures exist.

B.1 With Common Components Only

Consider two 3-dimensional tori in two observation spaces, denoted by $O_1$ and $O_2$. Both tori are obtained by sampling the product of three $S^1$ manifolds that differ in scaling, which are embedded into two ambient spaces:

$$O_1 = f_1^{(1)}(S^1) \times f_1^{(2)}(S^1) \times S^1 \mapsto X_1$$
$$O_2 = f_2^{(1)}(S^1) \times f_2^{(2)}(S^1) \times S^1 \mapsto X_2$$

where $f_\ell^{(k)} : S^1 \rightarrow S^1$, $\nabla f_\ell^{(k)}|_x = \alpha_\ell^{(k)} \forall x \in S^1$ and $\alpha_1^{(1)} = \alpha_2^{(2)}$, $\alpha_1^{(2)} = \alpha_2^{(1)}$. We assume that the embedding into the ambient space preserves the order of the $S^1$ manifolds and therefore, these scale differences can be represented by switching two of the main angles in the parameterization of the two tori. The samples in the ambient spaces can be explicitly described by the following embedding in 4D:

$$X_1 \ni x_1[i] = \begin{cases} x_1[i] = (\tilde{R} + (R + r \cos(\theta_2[i])) \cos(\theta_1[i])) \cos(\theta_3[i]), \\ y_1[i] = (\tilde{R} + (R + r \cos(\theta_2[i])) \cos(\theta_1[i])) \sin(\theta_3[i]), \\ z_1[i] = (R + r \cos(\theta_2[i])) \sin(\theta_1[i]) \\ w_1[i] = r \sin(\theta_2[i]) \end{cases}$$

$$X_2 \ni x_2[i] = \begin{cases} x_2[i] = (\tilde{R} + (R + r \cos(\theta_1[i])) \cos(\theta_2[i])) \cos(\theta_3[i]), \\ y_2[i] = (\tilde{R} + (R + r \cos(\theta_1[i])) \cos(\theta_2[i])) \sin(\theta_3[i]), \\ z_2[i] = (R + r \cos(\theta_1[i])) \sin(\theta_2[i]) \\ w_2[i] = r \sin(\theta_1[i]) \end{cases}$$

where $\theta_1[i], \theta_2[i], \theta_3[i] \in [0, 2\pi]$, $r = 2$, $R = 7$ and $\tilde{R} = 15$. In this setting, the radii $R$ and $r$ are related to the scale parameters $\alpha_1^{(1)} = \alpha_2^{(2)}$ and $\alpha_1^{(2)} = \alpha_2^{(1)}$ that define the diffeomorphisms $f_\ell^{(k)}$ in (69) and (70).

We sample $N = 2000$ points from each torus, $\{x_\ell[i] \}_{i=1}^N$, $x_\ell[i] \in \mathbb{R}^4$, $\ell = 1, 2$, with point correspondence between the two tori, which is obtained through correspondence of the samples of $\theta_1$, $\theta_2$ and $\theta_3$.  

43
Figure 10: Two 3D tori with angles $\theta_1$, $\theta_2$, $\theta_3$. Angles $\theta_1$ and $\theta_2$ are switched between the tori and angles $\theta_3$ is similar. Both tori are colored according to (a) $\cos(\theta_1)$, (b) $\cos(\theta_2)$ and (c) $\cos(\theta_3)$.

The data is visualized in Figure 10 where projections of the two tori are colored according to the 3 different angles, $\cos(\theta_1)$ in (a), $\cos(\theta_2)$ in (b) and $\cos(\theta_3)$ in (c). This figure presents projections of the tori to the following 3-dimensional spaces: ‘xyz’, ‘xyw’ and ‘yzw’. In this example, the two modalities, represented by $X_1$ and $X_2$, includes only common components, some of which are differently expressed and some are similarly expressed. Specifically, $\theta_3$ is related to the similarly expressed common components, as depicted by Figure 10 (c), and $\theta_1$ and $\theta_2$ are related to the differently expressed common components, as depicted by Figure 10 (a) and (b).

We apply Algorithm 3 to the samples of the two 3-dimensional tori with $\sigma_\ell = \text{median}(d(x_\ell[i], x_\ell[j]), i, j = 1, ..., N, \ell = 1, 2)$, and compute the eigenvectors of the kernels $W_1$, $W_2$, as well as the operators $S$ and $F$ and their eigenvectors. These eigenvectors compose the embedding of each operator. The eigenvectors are denoted in the following figures by $\psi^{(1)}_n$, $\psi^{(2)}_n$, $\psi^{(S)}_n$ and $\psi^{(F)}_n$, respectively, and are ordered according to a decreasing magnitude of their corresponding eigenvalues, denoted by $\lambda^{(1)}_n$, $\lambda^{(2)}_n$, $\lambda^{(S)}_n$ and $\lambda^{(F)}_n$, respectively.

To demonstrate that the operator $S$ indeed emphasizes the similarly expressed common components and that $F$ emphasizes the differently expressed common components, we compare their eigenvectors with the eigenvectors of $W_1$ and $W_2$ and with the angles $\theta_1$, $\theta_2$ and $\theta_3$ parameterizing the tori. Note that the sign of the eigenvalues of $F$ is meaningful and provides information on the source of the dominant difference components, as a demonstrated by Theorem 2. Therefore, in order to clearly distinguish between the largest positive and smallest negative eigenvalues, an eigenvector of $F$ that correspond to the $k$th largest (positive) eigenvalue is denoted by $\psi^{(F)}_k$ and an eigenvector that corresponds to the $\ell$th smallest negative eigenvalue is denoted by $\psi^{(A)}_{-\ell \mod N}$. Throughout this section.

Figure 11 presents the two tori, top and bottom in Figure 11 (a) and in Figure 11 (b), colored according to these eigenvectors and the torus angles. The vector that each torus was colored by is denoted in the title of each plot. In Figure 11 (a), the tori are colored according to the two leading eigenvectors of $S$, the leading eigenvector of $W_1$ (top) and $W_2$ (bottom) and the cosine of $\theta_3$, from left to right. In Figure 11 (b), the tori are colored according to two leading eigenvectors of $F$ (corresponding to positive and negative eigenvalues), eigenvector number 7 of $W_1$ (top) and $W_2$ (bottom), the cosine of $\theta_1$ and the cosine of $\theta_2$, from left to right.

Figure 11 (a) depicts that the operator $S$ captures the similarly expressed common component, i.e. $\theta_3$, the angle that is related to the $S^1$ manifold that does not undergo any transformation between the two observation spaces. This is indicated by similarity of the torus colors (up to some rotation), when comparing the coloring according to the eigenvectors of $S$ with the coloring according to $\cos(\theta_3)$. In addition, the torus colors are also very similar when colored according to the second eigenvectors of $W_1$ and $W_2$. This implies that $\theta_3$ is highly expressed by both kernels.
Figure 11: The two tori colored according to eigenvectors of the operators and kernels and according to the torus angles. (a) Eigenvectors and angle that are captured by the operator $S$, (b) eigenvectors and angles that are captured by the operator $F$. 
\( W_1 \) and \( W_2 \), meaning that it is a dominant component in both tori.

Note that the first eigenvectors of \( W_1 \) and \( W_2 \) (and in this example also of \( S \)) are related to the point density on each torus, which is of less interest in this example, and were omitted therefor.

In contrast, Figure 11 (b) depicts that the operator \( F \) captures the differently expressed common components, i.e. \( \theta_1 \) and \( \theta_2 \), the angles that are related to \( S^1 \) manifolds that undergo transformations between the two observation spaces. This is indicated by the similarity in the torus colors, when comparing the coloring according to the eigenvectors of \( F \) with the coloring according to \( \cos(\theta_1) \) and \( \cos(\theta_2) \). Note that this figure also nicely demonstrates the connection between the sign of the eigenvalues of \( F \) and the source of the dominant component. For example, the angle \( \theta_1 \) is a more dominant component in torus \( \mathcal{X}_1 \), i.e. its corresponding \( S^1 \) manifold has a larger radius compared with \( \mathcal{X}_2 \), and this angle is captured by an eigenvector of \( F \) that corresponds to a positive eigenvalue. In contrast, the eigenvector that corresponds to a negative eigenvalue of \( F \) captures the angle \( \theta_2 \), which is a more dominant component in torus \( \mathcal{X}_2 \).

Note that in kernels \( W_1 \) and \( W_2 \) the angles \( \theta_1 \) and \( \theta_2 \) are expressed only in less dominant eigenvectors (corresponding to much smaller eigenvalues). Specifically, \( \theta_1 \) and \( \theta_2 \) are first captured by \( W_1 \) only in eigenvector number 6 (and 7 as presented in the figure) and eigenvector number 17, respectively, and their location in \( W_2 \) is similar but reversed. Therefore, this demonstrates that the operator \( F \) significantly emphasized these differently expressed common components. We note in addition, that the eigenvectors of \( F \) that correspond to the first (largest) positive and negative eigenvalues were highly related to \( \theta_1 \) and \( \theta_2 \) as well, specifically, they captured \( \sin(\theta_1) \) and \( \sin(\theta_2) \), and were omitted for brevity.

### B.2 With Unique Components

Consider now a slightly different setting of the two 3D tori, in which the third \( S^1 \) manifold undergoes two different diffeomorphisms, which lead to a unique structure in each observation space. The formulation for this setting is given by:

\[
\mathcal{O}_1 = f_1^{(1)}(S^1) \times f_1^{(2)}(S^1) \times N_1 \mapsto \mathcal{X}_1 \tag{73}
\]

\[
\mathcal{O}_2 = f_2^{(1)}(S^1) \times f_2^{(2)}(S^1) \times N_2 \mapsto \mathcal{X}_2 \tag{74}
\]

where \( N_1 \) and \( N_2 \) denote two different unique structures, \( f_k^{(k)} : S^1 \rightarrow S^1 \), \( \nabla f_k^{(k)} |_x = \alpha_k^{(k)} \forall x \in S^1 \) and \( \alpha_1^{(1)} = \alpha_2^{(2)} , \alpha_1^{(2)} = \alpha_2^{(1)} \). We assume that the embedding into the ambient spaces express these unique structures as different permutations of the angle corresponding to this \( S^1 \) manifold. In addition, similarly to Subsection B.1, we assume that the scale differences between the first two manifolds can be represented by switching two of the main angles in the parameterization of the two tori. In this case, the samples in the ambient spaces can be explicitly described by the following embedding in 4D:

\[
\mathcal{X}_1 \ni \mathbf{x}_1[i] = \begin{cases} 
  x_{\ell}[i] &= (\tilde{R} + (R + r \cos(\theta_2[i])) \cos(\theta_3[i])) \cos(\theta_4[i]) \\
  y_{\ell}[i] &= (\tilde{R} + (R + r \cos(\theta_2[i])) \cos(\theta_3[i])) \sin(\theta_4[i]) \\
  z_{\ell}[i] &= (R + r \cos(\theta_2[i])) \sin(\theta_3[i]) \\
  w_{\ell}[i] &= r \sin(\theta_2[i]) 
\end{cases} \tag{75}
\]

\[
\mathcal{X}_2 \ni \mathbf{x}_2[i] = \begin{cases} 
  x_{\ell}[i] &= (\tilde{R} + (R + r \cos(\theta_1[i])) \cos(\theta_2[i])) \cos(\theta_4[i]) \\
  y_{\ell}[i] &= (\tilde{R} + (R + r \cos(\theta_1[i])) \cos(\theta_2[i])) \sin(\theta_4[i]) \\
  z_{\ell}[i] &= (R + r \cos(\theta_1[i])) \sin(\theta_2[i]) \\
  w_{\ell}[i] &= r \sin(\theta_1[i]) 
\end{cases} \tag{76}
\]
where \( \theta_1[i], \theta_2[i], \theta_3[i], \theta_4[i] \in [0, 2\pi], r = 2, R = 7 \) and \( \tilde{R} = 15 \). Note that the difference between the parameterization in this setting compared with the setting in Subsection B.1 is the angle \( \theta_4 \), which differs from \( \theta_3 \). These two angles are visualized in Figure 12, which presents projections of the tori to the following 3-dimensional spaces: ‘xyz’, ‘xyw’ and ‘yzw’. This figure demonstrate that

\[
\theta_3 \text{ is unique to } \mathcal{X}_1 \text{ and that } \theta_4 \text{ is unique to } \mathcal{X}_2, \text{ since coloring } \mathcal{X}_2 \text{ according to } \theta_3 \text{ and } \mathcal{X}_1 \text{ according to } \theta_4 \text{ leads to random coloring, as presented in the right plot of Figure 12 (a) and the left plot of Figure 12 (b), respectively.}
\]

In summary, the two modalities, represented by \( \mathcal{X}_1 \) and \( \mathcal{X}_2 \), include common components that are differently expressed, which are related to \( \theta_1 \) and \( \theta_2 \) (similarly to the previous setting), and a unique component, which is related to \( \theta_3 \) and \( \theta_4 \).

We sample \( N = 2000 \) points from each torus similarly to Subsection B.1 and apply Algorithm 3 with \( \sigma_{\ell} = \text{median}(d(\mathbf{x}_\ell[i], \mathbf{x}_\ell[j])), i, j = 1, \ldots, N, \ell = 1, 2 \). We then compute the eigenvectors of the operators \( S \) and \( F \).

Figure 13 presents the two tori (top and bottom) colored according to the two leading eigenvectors of \( F \) (corresponding to positive and negative eigenvalues), the leading eigenvector of \( S \), the sine of \( \theta_1 \) and the sine of \( \theta_2 \), from left to right. Note that this figure presents the sine of the angles compared with a different eigenvector of \( F \) as a complementary example to Figure 11 since the two leading eigenvectors of \( F \) (with either negative or positive eigenvalues) capture the sine and cosine of the differently expressed angles.

Figure 13 depicts that the operator \( F \) captures the differently expressed common components, i.e. \( \theta_1 \) and \( \theta_2 \). This is indicated by the similarity in the torus colors, when comparing the coloring according to the eigenvectors of \( F \) with the coloring according to \( \sin(\theta_1) \) and \( \sin(\theta_2) \). Note the connection between the sign of the eigenvalues of \( F \) and the source of the dominant component, as depicted by the two left-most and two right-most plots in this figure.

In addition, in this setting, the operator \( S \) recovers the same common components, \( \theta_1 \) and \( \theta_2 \), since there are no similarly expressed common components. However, the coloring of the middle plot in Figure 13 depicts that the leading eigenvector of \( S \) is not identical to either one of the angles. This is due to rotations of eigenvector subspaces of \( S \), which stem from the symmetry of the two tori problem. Due to the symmetry, the angles \( \theta_1 \) and \( \theta_2 \) are expressed by the eigenvectors of both kernels, \( W_1 \) and \( W_2 \), but in a different complementary order. For example, if \( \theta_1 \) appears in eigenvector number 6 of \( W_1 \) and eigenvector number 18 of \( W_2 \), then \( \theta_2 \) will appear in eigenvector number 18 of \( W_1 \) and eigenvector number 6 of \( W_2 \), and with similar complementary eigenvalues. Since according to Theorem 1 the eigenvalues of \( S \) are given by \( \sqrt{\lambda^{(1)}} \lambda^{(2)} \), where \( \lambda^{(1)} \) and \( \lambda^{(2)} \) correspond to common eigenvectors, the eigenvector of \( S \) that captures \( \theta_1 \) and the eigenvector of \( S \)
that captures $\theta_2$ have the same eigenvalue, with a multiplicity of 2. This may lead to rotation of the eigenvectors in the eigenspace of eigenvalue $\sqrt{\lambda^{(1)}\lambda^{(2)}}$. As a result, the computed eigenvectors correspond to a combination of $\theta_1$ and $\theta_2$, as depicted by the middle plot in Figure 13. Moreover, note that this explains why the middle-top and middle-bottom plots appear to be colored similarly.

Finally, note that in this example, the leading eigenvectors of $W_1$ and $W_2$ capture angles $\theta_3$ and $\theta_4$, respectively, and that angles $\theta_1$ and $\theta_2$ first appear only in eigenvectors number 6 and 18 of $W_1$, respectively, and similarly for $W_2$ but in reversed order. This demonstrates that even in the presence of unique structures in each torus, the operators $S$ and $F$ successfully recovers the common components, and that these common components are significantly enhanced compared with the other unique components.