1. Introduction

In computer vision we often train a different neural network for each task, while reuse of existing knowledge typically remains limited to ImageNet pre-training. However, human knowledge is composable and reusable (e.g. [16]). Therefore it seems prudent to give neural networks these properties too. For example, adding a new class should only require training parts of the network, as is done in incremental learning [6] and few-shot learning [14, 18]. Furthermore, when a network can recognize cars in daylight, this knowledge should help recognizing cars by night through domain adaptation [15].

We believe that a general way to achieve network reusability is to have a large set of compatible network components which are specialized for different tasks: Some would extract features from RGB images, depth images, or optical flow fields. Other components could use these features to classify animals, detect cars, or segment roads. The compatibility of the components makes it easy to mix and match them for the task at hand. Besides few-shot learning and domain adaptation, this would also enable training a single classifier which can be deployed on various devices, each with its own hardware-specific backbone network. To explore if it is feasible to obtain a set of compatible components, we ask: is it possible to train network components so that they are compatible directly after training?

This question is related to works which investigate whether different networks trained on the same data learn similar representations, even when they are trained independently [10, 11, 12, 17, 9, 7]. This would allow to recombine components of different networks by learning a simple mapping from the feature representation space of one network to the space of the other [9]. If this mapping is a simple permutation, it means that the networks learn exactly the same features but in different order. In practice, low-level features tend to be repeatedly learned [9], while high-level features learn feature spaces which cannot be mapped through a simple transformation [11, 17, 7, 9]. Instead of such a post-hoc analysis, we want to directly optimize networks to learn compatible features without the need for determining any mapping afterwards.

This paper makes a first step towards exploring whether we can train network components to be compatible. We do this in a constrained setting (Fig. 1). We train two networks on two classification tasks, where in this paper both tasks are CIFAR-10 [8]. We define components by splitting the network into two parts: a feature extractor and a classification head. The components of the two networks are compatible when we can recombine the feature extractor of one network with the classifier of the other while still producing good predictions. We propose three ways which modify training to make components compatible: (i) We add a shared supervised auxiliary task which discriminates between the common classes (Fig. 1). (ii) We add a shared self-supervised auxiliary task: rotation prediction [1] (Fig. 1). (iii) We initialize the networks using the same random weights. We also compare to a known but more restricted way to align features: knowledge distillation [5].

In controlled experiments on CIFAR-10 [8] we show: (i) we can train networks to produce compatible features, without degrading task accuracy compared to training the networks independently. (ii) the degree of compatibility is highly dependant on where we split the network into a feature extractor and a classification head; (iii) random initialization has a large effect on compatibility; (iv) we can train incrementally: given previously trained components, we can train new ones which are also compatible with them.
2. Method

We aim to make network components compatible. We define components by splitting a network at a predefined intermediate layer $k$. This results in a feature extractor $f(\cdot)$ and a target task head $h(\cdot)$, parameterized respectively by $\Phi$ and $\Theta$. In standard supervised learning, one trains a neural network on task $t$ by solving its task loss $\ell_t(h(f(x_i; \Phi_t); \Theta_t), y_i)$ over all examples $x_i$ with label $y_i$ in dataset $D_t$. In this paper, we train two networks on tasks $a$ and $b$ and explore various methods that adapt the standard training process to encourage compatibility. In particular, we optimize compatibility between the features produced by their feature extractors $f(x_i; \Phi_a)$ and $f(x_i; \Phi_b)$.

**Training scheme.** In order to make networks compatible we investigate two different schemes: In joint training, multiple networks are trained at once to be compatible with each other. Instead, in incremental training, an initial network is produced by training on task $a$ only. Then, the second network is trained to perform well on task $b$ and also be compatible with the network components trained for task $a$, i.e. it is aligned to them.

### 2.1. Alignment via Distillation

We explore knowledge distillation [5] to align the features on the example level. Specifically, we add an $\ell_2$ loss on the feature activations produced by different networks.

**Trade-offs.** This is a strong form of alignment, as it aligns the feature activation per example. However, it can only be used if we train on a single dataset (standard distillation), or if there is paired input data for each task we learn. For example, it was used in [2], which relied on pixel aligned RGB and depth images of the same scene.

### 2.2. Alignment using Common Classes

We propose to align features via an auxiliary task head $\Theta_c$, which uses the classes which the two target tasks have in common. This auxiliary task has its own head, but operates on the intermediate features produced by the respective target tasks (Fig. 1), i.e. its prediction function is $c(f(x; \Phi_t); \Theta_c)$, where $\Theta_c$ are the parameters of the auxiliary task head. During training, we minimize the target task losses and the auxiliary task loss over the set of training tasks $T = \{a, b\}$:

$$
\sum_{t \in T} \sum_{x_i, y_i \in D_t} \ell_t(x_i, y_i; \Phi_t, \Theta_t) + \lambda \ell_c(x_i, y_i; \Phi_t, \Theta_c)1[y_i \in S]
$$

(1)

where $\ell_c(\cdot)$ is the auxiliary task loss. It is computed only over examples that have a label coming from the set of common classes $S$ (1 is the indicator function). $\lambda$ is the weight of the auxiliary task loss. While the target task parameters $\Phi_t$ and $\Theta_t$ are optimized per task, we tie the auxiliary task parameters $\Theta_c$ across tasks. This forces the feature extractors $f(x_i; \Phi_t)$ of each task $t$ to produce features that are compatible with the same auxiliary task head.

**Trade-offs.** This method requires that the used tasks share a set of common classes. In this work, we always train on the same dataset, hence the classes are the same. Instead, in a practical setup where networks trained on different tasks should be made compatible, there might be few or no shared classes. We investigate the effect of the number of shared classes on alignment quality in Sec. 3.

### 2.3. Alignment via Self-Supervision

We also propose an auxiliary task using self-supervision. Unlike the method above, this avoids requiring common class labels. Thus, we minimize the following loss:

$$
\sum_{t \in T} \sum_{x_i, y_i \in D_t} \ell_t(x_i, y_i; \Phi_t, \Theta_t) + \lambda \ell_s(x_i; \Phi_t, \Theta_s)
$$

(2)

where the auxiliary task loss $\ell_s(\cdot)$ uses labels automatically created from the data itself. Typical self-supervision methods create labels by applying some transformation on the input $x$ and the task is to predict which transformation was applied [13, 1].

**Choice of self-supervision task.** Ideally, the auxiliary task needs all features produced by $f(x; \Theta_t)$ to solve the original task. In this work we use rotation prediction [1], which works well for feature learning [1, 18, 15]. The input image is randomly rotated with an angle in $\{0^\circ, 90^\circ, 180^\circ, 270^\circ\}$ and the task is to classify which rotation angle was applied.

**Trade-offs.** This alignment method is the most general. Its only requirement is that the shared self-supervised task is both meaningful and non-trivial [15]. While such a task can be defined on almost any dataset, the quality of the induced alignment depends on how much the target task and the auxiliary task rely on the same features. In theory, the auxiliary task could negatively affect the performance of the network on the target task. In practice, it instead typically improves performance, when the two tasks are related [18, 4].

### 2.4. Alignment via Initialization

Zhang et al. [19] demonstrated that for many layers in a trained network, resetting the weights of that layer to their initial values leads to a limited loss in accuracy. This suggests that the initialization defines a set of random projections which highly shape the trained feature space. Hence we propose to produce more aligned features simply by initialising networks with the same random weights.

**Trade-offs.** This method only works for identical network architectures and only enforces compatibility before any training is done. Nevertheless, we expect positive effects when used in combination with the methods above.
3. Experiments

We analyze how the different methods from Sec. 2 perform in producing compatible features. The experimental setup when using an auxiliary task head is visualized in Fig. 1. We always train two networks on CIFAR-10 [8], where each network gets examples in a different random order. As network architecture we adopt ResNet-56 [3], which consists of 3 stages with 9 ResNet blocks of two layers. We split this into a feature extractor and target task head after the second stage, unless stated otherwise. By default we train networks jointly, but there is one experiment in which we use incremental training (Sec. 2). When we discriminate between common task labels, we only use the first 5 classes (Sec. 2.2). We measure two metrics on the CIFAR-10 test set: (i) classification accuracy, when swapping task heads, i.e. using the target task head of one network with the feature extractor of the other; (ii) the correlation between the features produced by different networks, as in [10, 11].

Comparison of alignment methods. We compare the different methods to produce compatible features in Fig. 2. While the independently trained networks perform at chance level as expected (10%), the proposed methods enforce good levels of compatibility. Notably, we find that using self-supervised rotation prediction leads to strong performance, while also being simple and general. It even outperforms discriminating 5 common class labels (85.8% vs. 72.0%). Interestingly, even independently trained networks starting from the same initialization are reasonably compatible. Combining multiple methods offers performance close to the upper bound of using the feature extractor and task head from the same network. For example, combining rotation and same initialization yields 93.4%, which even slightly outperforms distillation. We note that this is partially because adding rotation prediction as an auxiliary task improves the target task accuracy itself from 93.5% to 94%, when not swapping task heads. To summarize, we have shown that strong compatibility can be achieved even when no paired data is available (as assumed in [2]).

Feature similarity. Fig. 3 shows the correlation of features for independently trained networks and when made compatible with self-supervised rotation prediction. Independently trained networks produce misaligned features. After aligning features with bi-partite graph matching [10], we measure 0.32 average correlation, in line with [10]. Instead, our method directly optimizes for compatible features, hence making such a post-hoc alignment unnecessary. Our method not only aligns features, it also makes them more similar, yielding 0.61 correlation. Interestingly, even though the correlation is still imperfect, there is only a limited effect on classification accuracy (Fig. 2). This demonstrates that perfect alignment is not a requirement for compatibility.

Joint vs. incremental training. All experiments so far were in a joint training regime. We also run some experiments incrementally: we first train one task, and freeze the feature extractor (for distillation) or the auxiliary task head (for discriminating common classes (Sec. 2.2) and self-supervised rotation prediction (Sec. 2.3)) Afterwards we train the second task. We found no significant difference between the two training regimes. This shows that we can train new components to be compatible with existing ones.

Where to align. We split the network into the feature extractor and the target task head at every possible layer. Depending on where we split, the correlation of the features of the two networks differs (Fig. 4). In particular, we find that (i) aligning on the last few layers before the classification layer performs poorly; (ii) aligning after the first block of a stage leads to the strongest alignment. This makes intuitive sense, as the first block of a stage not only learns the residual, but also linearly projects the features to match the dimensionality [3]. Thus, this block has more parameters and has the largest effect on the features, while the other blocks are truly residual and not as crucial [19].

Number of shared classes. We tried sharing 3, 5, and 10 classes. Accuracy of swapped classifier heads was respectively 24.1%, 72.0%, and 92.3%. This suggests that this strategy only works when tasks share many classes.

4. Conclusion

In this paper we demonstrated that we can train networks to produce compatible features. We observed that the degree of compatibility highly depends on where we split the network. Furthermore, self-supervised rotation is the most general method to achieve compatibility and works well. Additionally, we found that initializing components with the same random weights has a large positive effect on compatibility. Finally, through the incremental training regime we demonstrated that we can train new components to be compatible with existing ones.
Figure 3: Correlation of features with and without our self-supervised alignment method. We compare correlation of features with the same index, i.e. assuming the features are aligned, and after finding the best alignment via bi-parte graph matching.

Figure 4: Effects of alignment layer. We plot cross-correlation when splitting the network directly after the layer named in this barplot. Depending on what layer is used for alignment, the correlation of the features of the two networks differs. In particular, aligning after critical layers [19] leads to the strongest alignment (see text).
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