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ABSTRACT: Proteogenomics combines large-scale genomic and transcriptomic data with mass-spectrometry-based proteomic data to discover novel protein sequence variants and improve genome annotation. In contrast with conventional proteomic applications, proteogenomic analysis requires a number of additional data processing steps. Ideally, these required steps would be integrated and automated via a single software platform offering accessibility for wet-bench researchers as well as flexibility for user-specific customization and integration of new software tools as they emerge. Toward this end, we have extended the Galaxy bioinformatics framework to facilitate proteogenomic analysis. Using analysis of whole human saliva as an example, we demonstrate Galaxy’s flexibility through the creation of a modular workflow incorporating both established and customized software tools that improve depth and quality of proteogenomic results. Our customized Galaxy-based software includes automated, batch-mode BLASTP searching and a Peptide Sequence Match Evaluator tool, both useful for evaluating the veracity of putative novel peptide identifications. Our complex workflow (approximately 140 steps) can be easily shared using built-in Galaxy functions, enabling their use and customization by others. Our results provide a blueprint for the establishment of the Galaxy framework as an ideal solution for the emerging field of proteogenomics.
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INTRODUCTION

The rapidly emerging field of proteogenomics utilizes large-scale genomic or transcriptomic data combined with mass-spectrometry (MS)-based proteomics data to identify peptides corresponding to novel proteoforms arising from genome reorganization, mutations, or transcriptional splicing. Proteogenomic discoveries also lead to new insights into genome biology and improved annotation of genes. The convergence of high-throughput genomic/transcriptomic sequencing with more comprehensive proteome characterization via advances in MS instrumentation allows researchers to gather the large-scale data necessary for effective proteogenomic analysis. Consequently, the numbers of proteogenomic studies are increasing; a search of PubMed publications with the term “proteogenomics” shows an increase of over 400% between years 2010 and 2013. Applications of proteogenomics cover many fields. The discovery of novel peptides corresponding to proteoforms in bacteria and nonmodel organisms for which there is no available protein reference database is an emerging application area. Although only a modest number of reports exist on clinically relevant proteogenomic studies,
efforts such as the Clinical Proteomics Tumor Analysis Consortium (CPTAC)\textsuperscript{16} and the Chromosome-centric Human Proteome Project\textsuperscript{7} show increasing momentum for proteogenomic analysis as a means to gain new insights into disease mechanisms and biomarker discovery. Additionally, the recently completed drafts of the human proteome\textsuperscript{18,19} both employed an MS-based proteogenomics approach.

At the core of proteogenomics is integrated analysis of large-scale data sets, demanding complex workflows. A proteogenomics workflow can be generically broken down into the following modules, with each of these containing one or more subworkflows composed of multiple processing steps using one or more software programs: (1) Peaklist generation and protein sequence database generation from assembled DNA or RNA sequences; (2) sequence database searching; (3) data filtering and confidence assignment; and (4) visualization and interpretation of novel protein products with respect to genomic organization.

A number of laboratories have described algorithms and software for accomplishing at least a portion of these procedures to make up a proteogenomics workflow.\textsuperscript{7,16,20–24} For example, various algorithms have been used for generating protein sequence databases from genomic/transcriptomic data. These include six-frame translation from genomic DNA sequence data\textsuperscript{3,6,25,26} and three-frame translation from transcriptomic sequence data derived from cDNA\textsuperscript{27,28} or RNA-Seq data.\textsuperscript{7,22,29–31} Because the generated protein sequence databases are large, methods have been developed to reduce the database size and improve results when matching tandem mass spectrometry (MS/MS) to these sequences.\textsuperscript{3,27,32} A number of different programs have been used for matching of MS/MS data to these databases, including both publicly available programs such as X! Tandem,\textsuperscript{10,28,33} MyriMatch,\textsuperscript{10,28,33} and MS-GF\textsuperscript{4,3} and commercial programs such as Mascot,\textsuperscript{10} Sequest,\textsuperscript{33} and ProteinPilot.\textsuperscript{27} After identification of possible novel peptide sequences, a number of steps for filtering and assessing confidence have been used, including BLAST analysis to verify putatively novel peptide spectral matches (PSMs).\textsuperscript{27,28} Lastly, there are multiple tools to visualize peptide positions on the genome.\textsuperscript{23,24,34}

On the basis of this examination of the current practices, it is clear that there are a number of options available to accomplish many of the important aspects of proteogenomic data analysis. However, coupling these software programs together to create a comprehensive proteogenomic analysis workflow challenges even those with expertise in computer science and software development. Furthermore, these workflows require sample-and experiment-specific tuning in response to different experimental approaches,\textsuperscript{5,27} different input data types (e.g., genomic DNA data versus RNA-Seq data), and desired analysis outcomes (e.g., qualitative versus quantitative studies). Ideally, the platform would also contain functionality for assembling DNA or RNA sequencing data from which the protein database can be constructed. Although some effective software exists expressly for proteogenomic analysis,\textsuperscript{55} no platform currently available offers the flexibility to meet all of the above requirements.

How can this need for flexibility in proteogenomic analysis be met? Seeking an answer, we have turned to the Galaxy framework for bioinformatic workflow management and development. Designed initially to address computational bottlenecks in genomic and transcriptomic data analysis,\textsuperscript{36} the open-source, web-based Galaxy framework offers multiple benefits for complex analytical workflow development. We have extended the Galaxy framework (called Galaxy for Proteomics, or Galaxy-P) to run MS-based proteomics software (usegalaxyp.org), seeking to expand the use of the framework into new “omic” analysis areas.

Using the analysis of whole human saliva as a representative application, we demonstrate how Galaxy enables the generation of an integrated, modular proteogenomics workflow that can be customized to sample-specific needs, thereby improving results. We also highlight the additional benefits offered by proteogenomic analysis using the Galaxy framework, the ability to share complex workflows in their entirety, promoting access and use by others, and, if desired, customization to meet their own needs. Additionally, Galaxy already offers a suite of tools for assembling DNA and RNA sequencing data, making it a platform capable of all data-processing steps necessary for proteogenomics. Collectively, our results prove the utility of the Galaxy framework as an effective solution for proteogenomic analysis.

\section*{Materials and Methods}

Input and output files used and generated from Galaxy-P workflow modules (encapsulated in shareable “histories”; see “database generation” below as an example) as well as the analytical workflows themselves within each module have been provided as links (See Supplementary Table S1 in the Supporting Information and z.umn.edu/proteinpilotpage and z.umn.edu/xtandempage).

\subsection*{Salivary Supernatant Data Set}

Supernatant from saliva that was collected and pooled from six healthy subjects is used for this analysis. Proteins were treated with Proteominer (Bio-Rad Laboratories, Hercules, CA) for dynamic range compression and were subjected to multidimensional peptide fractionation after trypsin digestion. The data were generated using an LTQ-Orbitrap XL mass spectrometer as previously described.\textsuperscript{37} Additionally, 45 Thermo RAW files were generated from ProteoMiner Library-2-treated saliva and also analyzed.

The RAW files were grouped into four categories and used in Galaxy-P workflows: (a) 2D fractionated salivary supernatant with and without Proteominer treatment (40 RAW files); (b) 3D fractionated salivary supernatant without Proteominer treatment (41 RAW files); (c) 3D fractionated salivary supernatant with Proteominer treatment (52 RAW files); and (d) 3D fractionated salivary supernatant with Proteominer Lib-2 treatment (58 RAW files).

\subsection*{Generation of Three-Frame Translated cDNA and Microbial Database}

EnSEMBL cDNA database (version GRCh37.72; 192 628 cDNA sequences; http://z.umn.edu/ensemblbld) was downloaded and converted into a three-frame translated cDNA database (5 459 808 protein sequences; http://z.umn.edu/getorfensemb) using getORF, a tool from the EMBOSS suite of software. The translated cDNA database was merged with the Human UniProt database (88 378 protein sequences) and contaminant proteins (115 protein sequences) to eliminate redundant sequences and build a database (2 768 639 sequences) that was used for the first-step proteogenomic search. The data input (http://z.umn.edu/ensemblbld), workflow (http://z.umn.edu/3framecdna), and output (http://z.umn.edu/step1output) for database generation have been provided on the Galaxy-P public Web site (usegalaxyp.org).
The history for generation of the database can be accessed at http://z.umn.edu/dbgenhistory.

Additionally, the Human Oral Microbiome Database (HOMD) was used for searching the data set for microbial peptides. HOMD was employed to reduce the possibility of a microbial-peptide-associated spectrum being erroneously assigned to peptide derived from a novel human proteoform.

The oral microbiome dynamic protein database (dated 08/09/2013; 4 317 054 protein sequences) was downloaded from the HOMD Web site (http://www.homd.org/index.php?name=seqDownload&otype=G). The HOMD database was merged with the Human UniProt database (88 378 protein sequences) and contaminant proteins (115 protein sequences) to eliminate redundant sequences and generate a database (4 302 210 protein sequences) that was used for the first-step metaproteomic search. The input (http://z.umn.edu/inputhomd), workflow (http://z.umn.edu/homddf), and output (http://z.umn.edu/outputhomd) for the database generation have been provided on the Galaxy-P public Web site (usegalaxyp.org). The history for generation of the database can be accessed at http://z.umn.edu/homdbgenhistory.

Peaklist Generation

mzconvert and MGF formatter were used to convert RAW files into intermediate mzxml files and MGF files for ProteinPilot search using a multiframe data set approach28 (recently modified to “data set collection” method). In brief, multiple RAW files associated with the set of fractions were merged into a single file that was used for MS database searching within ProteinPilot and subsequent steps such as PSM evaluation. (See Peptide Spectrum Match Evaluation section.)

Database Search

The linked MGF files generated in the step above were searched using ProteinPilot (4.5.0.0, 1654 revision: 1656) using a modified version of the “Minnesota two-step” method, a strategy for identifying peptides from large databases.27 The MS searches were conducted as follows using several different “first-step” database searches:

(a) The first search was carried out against the target version of merged Human UniProt database, contaminant database, and three-frame translated cDNA database; (b) the second search was carried out against the target-decoy version of merged Human UniProt database, contaminant database, and three-frame translated cDNA database; (c) the third search was carried out against the target version of merged Human UniProt database, contaminant database, and HOMD database; and (d) the fourth search was carried out against the target-decoy version of merged Human UniProt database, contaminant database, and HOMD database.

Each search generated a peptide summary file, which listed an accession number associated with either the cDNA (ENST accession associated with the three-frame translated Ensembl database) or HOMD sequences to which the identified peptide matched. Accession numbers associated with the three-frame EnSEMBL database or HOMD database were parsed out.

All protein entries from the original three-frame translated EnSEMBL (cDNA) (a and b searches above) and HOMD database (c and d searches above), which contained one or more peptide identifications, were used to generate a subset FASTA file. The resulting subset FASTA file was merged with the Human UniProt database (88 378 protein sequences) and contaminant proteins (115 protein sequences). This eliminated redundant sequences and produced a smaller database. This “Human UniProt + contaminant + subset cDNA + subset HOMD database” was used for the “second step” for the combined metaproteomic and proteogenomic MS search using ProteinPilot.

The workflow for this step (http://z.umn.edu/mn2stepms) is available in Supplementary Table S1 in the Supporting Information, and outputs for all of the fractions mentioned in the Salivary Supernatant Data Set section are in Supplementary Sections S2, S3, S4, and S5 in the Supporting Information under the “Second-Step Peptide Summary” tab.

Identifying Peptides from Three-Frame Translated cDNA Database

The peptides identified from the modified two-step search were used to identify novel peptide sequences, those not present in the Human UniProt, HOMD (microbial), or contaminant database. Only peptides with a Conf score more than 95% were used for further analysis. Various text-formatting tools within Galaxy-P were used to generate a list of peptides corresponding to potential alternatively splice proteins.

The workflow for this step (http://z.umn.edu/pepsum23frame) is available in Supplementary Table S1 in the Supporting Information, and outputs for all the fractions mentioned in the Salivary Supernatant Data Set section are in the Supplementary Sections S2, S3, S4, and S5 in the Supporting Information under the “Peptides with ENST accession” tab.

BLAST-P Search

The distinct peptides that were identified exclusively with the three-frame translated cDNA database were searched against the human NCBI nr remote database (current database that enlists all proteins from human proteome) using a custom-built Galaxy tool. Using this tool, the peptides were divided into two groups depending on their peptide length. Shorter peptides (<30 aas) were searched using the short BLAST-P tool (version 2.2.28+), wherein the following parameters were used: set expectation value cutoff: 200 000; scoring matrix: PAM30; gap costs: Existence 9, Extension 1; word size for wordfinder algorithm: 2; multiple hits window size: 15; threshold: minimum score to add a word to the BLAST lookup table: 16; and use composition-based statistics: 0 or F. Longer peptides with length 31 aas and more were searched using BLAST-P tool (version 2.2.28+), wherein the following parameters were used: set expectation value cutoff: 10; scoring matrix: BLOSUM62; gap costs: existence 11, extension 1; word size for wordfinder algorithm: 3; multiple hits window size: 40; threshold: minimum score to add a word to the BLAST lookup table: 11; use composition-based statistics: 2,T or D. Both the short BLAST-P and BLAST-P searches were used to generate a BLAST XML output with maximum one hit per peptide as an output. The BLAST XML outputs were converted into tabular format with 25 various metric outputs including peptide sequence, percentage of identical matches (pIdent), alignment length, query sequence length, and total number of gaps.

Peptide matches with BLAST pIdent score less than 100, with at least one gap and a ratio of alignment length to query sequence length of <1, were selected along with those peptides that did not show any matches to the NCBI nr human database. This set of unmatched peptides was used for peptide—spectrum match evaluation.

The workflow for this step (http://z.umn.edu/blastpms) is available in Supplementary Table S1 in the Supporting Information, and outputs for all the fractions mentioned in...
the Salivary Supernatant Data Set section are in Supplementary Sections S2, S3, S4, and S5 in the Supporting Information under "BLAST-P Search Output" and "Peptides with mismatches" tab.

Peptide Spectrum Match Evaluation
To manually verify the quality of peptide spectrum matches (PSMs), we developed a Galaxy tool called the Peptide Spectrum Match Evaluator (PSME). PSME enables the evaluation of spectral features underlying each peptide identification, which allows more information to be used to discriminate true from false-peptide identifications. Spectra with the highest associated score for each such peptide sequence were used to generate a peptide summary. Given the list of peptide identifications and the original raw mass spectrometry files (mzml format), PSME generates a tabular file that lists, for each PSM, several spectral properties such as number of continuous b ions, number of continuous y ions, percent of peaks matched, number of peaks unmatched above 10% intensity of maximum intensity peak, total ion current, and other custom features as required. Furthermore, the tool identifies b and y ions matched, monoisotopic peaks, and losses of water and ammonium and internal ions within a predefined mass error based on rules defined by the ProteinProspector tool (http://prospector.ucsf.edu/prospector/mshome.htm). PSME allows filtering of peptide identifications using thresholds for spectral features. For this study, we filtered for spectral matches that had at least four continuous b and y ions; at least 50% of peaks matched with predicted ions had no more than one missed matching peak above 10% of highest intensity peak and had a total ion current of at least 20 000.

PSME also generates HTML links that are used to visualize spectral assignments. (See Figure 2.) Here interactive controls can be used to change ion assignments and other parameters. The filtered spectra in this study were manually examined using PSME-generated HTML links, and peptides with acceptable quality matches were subsequently mapped to the genome using the "Peptides to GFF" tool (see below).

The workflow for this step (http://z.umn.edu/psmems) is available in Supplementary Table S1 in the Supporting Information, and outputs for all the fractions mentioned in the Salivary Supernatant Data Set section are in Supplementary Sections S2, S3, S4, and S5 in the Supporting Information under the "PSME Metrics" and "Quality PSME peptides" tabs.

Genome Context Analysis
To visualize the location of identified peptides on the genome, we created a Galaxy tool, "Peptides to GFF", that finds where on the genome each peptide maps to and then generates a GTF (general transfer format) file containing coordinates of the peptide alignments. The "Peptides to GFF" uses a peptide summary file, the Ensembl GTF file, and raw cDNA sequences as an input to generate a GFF3 file. The GFF3 file can be viewed within most genome browsers, such as the Integrated Genomics Viewer (http://www.broadinstitute.org/igv/home) and displays a peptide "track". (See Figure 3.)
The workflow for this step (http://z.umn.edu/peptides2gtf) is available in Supplementary Table S1 in the Supporting Information, and outputs for all fractions mentioned in the Salivary Supernatant Data Set section are in Supplementary Sections S2, S3, S4, and S5 in the Supporting Information under the “GTF file for IGV” tab.

The methods, inputs, workflows, and outputs from each of the above modules have been shared and documented via an accessible Galaxy “page” using ProteinPilot (http://z.umn.edu/proteinpilotpage). Workflows using freely available software (e.g., X! Tandem) can be run on a public Galaxy instance at usegalaxyp.org after registering via the “User” tab. The raw data for the analyses of this representative data set have been deposited in PRIDE (Supplementary Section S6 in the Supporting Information).

### RESULTS

Data derived from whole human saliva were analyzed using Galaxy-based proteogenomics workflow, organized in four modules, with each module containing subworkflows (Figure 1). Supplementary Table S1 in the Supporting Information summarizes the subworkflows and provides Web links to each, as well as the entire workflow, available through our public Galaxy instance (usegalaxyp.org). We applied the analytical workflow to the analysis of large-scale, high-resolution MS-based proteomics data from whole saliva from a previously described study16 coupled to archived, publicly available large-scale human cDNA and metagenomic data. The Materials and Methods details the steps within the analytical workflows as well as analyzes the raw data sets. Here we highlight how aspects of each module enable and improve proteogenomic analysis.

The first module generates peaklists from raw tandem mass spectrometry (MS/MS) data and a protein sequence database from assembled nucleic acid sequences by using two separate subworkflows (Workflows A and B in Figure 1 and Supplementary Table S1 in the Supporting Information). We translated human cDNA, derived from expressed RNA, contained in the ENSEMBL database in three different frames (i.e., three-frame translation), to account for all amino acid coding possibilities. Unique cDNA-derived sequences were added to a database of known human protein sequences. Because whole saliva is known to contain a diverse microbiome contributing to expressed proteins in this fluid,38 we also included proteins translated from metagenomics data contained in the Human Oral Microbiome Database (HOMD).40 Using Galaxy’s tools for FASTA file manipulation and customized database generation, we added the microbial proteins to the human proteins database to generate a database of over 4 million protein sequences.

The next module contains a subworkflow (Workflow C in Figure 1) for matching MS/MS spectra to peptide sequences via database searching. Currently, the Galaxy-P framework contains a selection of popular sequence database searching programs (seeusegalaxyp.org), either freely available or commercial. For our proteogenomic workflow, we chose the popular and powerful program ProteinPilot41,42 as the main database search engine. We also took advantage of the diverse suite of software available in Galaxy-P by an accompanying database search engine. We also took advantage of the diverse suite of software available in Galaxy-P by an accompanying search of a portion of the MS/MS data using the freely available X! Tandem program,43 seeking to investigate the effectiveness of dual database searching to increase confidence in results. We incorporated a modified version of our previously described “Minnesota Two-Step” method27 to address the inherent challenge presented by large protein sequence databases in proteogenomic analysis.32 This method employs a first-step sequence database search using relaxed stringency to identify a smaller subset of proteins that are most likely to be present in the sample. A refined, smaller sequence database is generated from this first step and MS/MS was matched to this database in a second step, applying high stringency to these results to generate PSMs at acceptable FDR levels. We automated the two-step database searching method in our Galaxy-based workflow, enabling a first-step low-stringency sequence data-
base search to identify both possible human and microbial proteins present, and created a much smaller sequence database for the second-step high stringency sequence database search.

Our two-step database search resulted in 9333 PSMs to putatively novel human cDNA-derived peptide sequences along with 16,370 PSMs to microbial peptides. The PSMs to cDNA-derived sequences were further analyzed via subworkflows contained in the filtering module (Workflows E and F in Figure 1 and Supplementary Table S1 in the Supporting Information). This module provides critical filtering steps to ensure only PSMs to novel sequences of highest confidence are outputted from the workflow for further consideration. As a first filtering step, we developed a process in Galaxy-P to automatically submit large numbers of peptide sequences to the BLASTP software for sequence characterization. Analysis in BLASTP identifies those PSMs that do not perfectly match to any known sequences within the large NCBI database and are of most interest for further characterization as peptide sequences corresponding to novel proteoforms. The BLASTP analysis identified 1630 PSMs from the original 9333 PSMs as not matching known sequences using relatively strict criteria. (See the Materials and Methods.)

As a further filtering step to ensure high confidence, the PSMs to novel sequences determined via the BLASTP search were subjected to custom software implemented in Galaxy-P called the Peptide Spectrum Match Evaluation (PSME) tool. (See the description in the Materials and Methods.) Figure 2 shows a screen shot of the PSME tool. PSME provides a means to not only visualize MS/MS spectra against their putative sequence match but also to filter large numbers of spectra based on a variety of user-defined parameters relating to PSM quality. Using high-stringency PSM quality criteria (see the Materials and Methods) reduced the number of matches to novel peptide sequences to a total of 55.

The final module of the workflow incorporates steps for visualization and interpretation of the peptide sequences surviving the filtering steps. To achieve this, we developed a tool called “Peptides to GFF” for conversion of peptide amino acid sequences to a format compatible with the popular Integrated Genome Viewer (IGV).44 Once converted, novel peptide sequences can be viewed and characterized in the context of known genome structure. Figure 3 shows a representative screenshot of a novel peptide visualized in IGV. Using this visualization tool, we categorized the nature of the 55 novel peptides identified from our workflow. (See Supplementary Table S7 in the Supporting Information.) From this analysis, it was determined that two of the peptides matched to genomic regions already known to be translated, which were missed by the BLASTP filtering. Another peptide was identified as translated from a novel DNA junction, but the junction erroneously combined different DNA frames. This peptide was discarded. Table 1 summarizes the nature of remaining novel peptides mapping to 18 different human chromosomes. Supplementary Table S8 in the Supporting Information summarizes the results from the proteogenomic workflow.

With the analytical workflow in hand, we investigated how workflow customization in Galaxy improved proteogenomic results. First, we investigated the effect of including nonhost microbial proteins on the number of high-confidence matches to novel peptide sequences. Using a representative subset of the MS-based proteomics data and applying stringent filtering previously described, we found that including microbial proteins with the three-frame translated human proteins
increased novel peptide identifications by almost two-fold compared with using only the human proteins (35 versus 19 novel peptides, respectively). Supplemental Table S9 in the Supporting Information summarizes the results from this comparison.

We also investigated improvements offered by the use of a second sequence database-searching program (X! Tandem), available through the suite of tools incorporated into Galaxy-P. Using a representative subset of the large-scale MS/MS data and applying the filtering steps of our workflow, we confirmed the identification of a number of the novel peptides initially identified via the ProteinPilot analysis (z.umn.edu/xtandempage and Supplementary Tables S7 and S8 in the Supporting Information).

Examining high-confidence PSMs identified by both sequence database searching programs revealed interesting matches to the Proline Rich Protein (PRP) gene-coding region on chromosome 12. (See Figure 4.) This region codes for the expression of the basic proline-rich proteins (PRB1, PRB2, PRB3, and PRB4), which are highly abundant in human saliva. In total, 10 PSMs mapped to sequences expressed via a frameshift to the PRB1 (proline-rich protein BstN1 subfamily 1) coding region on chromosome 12 (Figure 4). Two of the novel peptide sequences from PRB1 also map to the PRB2 region, reflecting the close sequence similarity between this protein family. Notably, we also identified several peptides matching to the canonical sequences of the PRB1 and PRB2 proteins.

## DISCUSSION

Proteogenomic analysis is gaining momentum, driven by the convergence of high throughput nucleic acid sequencing technologies and high-resolution mass spectrometry-based proteomics technologies, making generation of the necessary large-scale data feasible. With the advent of new instrumentation, data outputs yield information with increasing depth. However, accessibility to effective informatics tools for its analysis has lagged behind, especially in analysis of outputs from "omics" technologies. The complexity presented by merging multomic data heightens this challenge for proteogenomic analysis. In addition to handling of large-scale and complex data, proteogenomics analysis also requires flexibility for tuning analysis to the specifics of any given sample or experimental context. The tools also must be adaptable to new algorithms and data types, which arise as new data-generating technologies emerge.

We address these current needs in proteogenomic analysis via extension of the Galaxy workflow framework. Our proteogenomics workflow consists of about 140 processing steps, grouped into four modules defined in Figure 1. Despite...
this complexity, the entire workflow can be run in “one-click” fashion after the parameters have been optimized, with little intervention needed from the user. Importantly, the subworkflows contained within each module can be run on their own if so desired. These workflows can be easily shared, through a weblink or through a saved Galaxy workflow file. Paired with the workflow file, a history file can also be shared, which contains all software and intermediate data inputs and outputs necessary for reproducing the analytical workflow.

Our results also demonstrate a key feature of Galaxy—its flexibility. We show how this flexibility enables development of workflows tuned to sample-specific characteristics, leading to improved results for proteogenomic analysis. Specifically, Galaxy enabled easy generation of a customized protein sequence database database merging both human cDNA three-frame translated protein sequences and microbial proteins derived from the HOMD database. The use of this more comprehensive database increased the number of quality PSMs to novel sequence variants in our whole saliva data by two-fold. An explanation for this is that omission of the microbial sequences means MS/MS spectra from nonhost peptides are forced to match against host proteins, increasing false-positives and forcing higher scoring thresholds for PSMs to achieve acceptable FDR, thereby decreasing the number of confident matches to novel peptide sequences. These findings are significant beyond the goals of this work, suggesting that proteogenomics in samples that may contain proteins expressed by nonhost organisms will suffer if using only the host protein sequences for database searching.

Galaxy also enables implementation of database reduction methods,57 which tackle the challenge of large sequence databases inherent to proteogenomic methods.52 We were able to automate our previously described “Minnesota Two-Step” method for database reduction, which increases confident PSMs from large-databases.57,59 To maximize the identification of variant peptide sequences, we used Paragon algorithm41 within ProteinPilot software, which has the ability to automatically detect multiple modifications. We could identify some variant peptides with common post-translational modifications (PTMs), many of which are introduced during sample handling (e.g., deamidation, oxidation). We have not elaborated on these PTMs and have focused only on the identified peptide sequences. We anticipate that for other studies, wherein researchers are seeking to detect biologically relevant PTMs (e.g., phosphorylation, acetylation, etc.), a comprehensive PTM analysis on variant peptides could add further depth to proteogenomic studies.

Galaxy’s flexibility to customized software implementation enabled the development of steps for rigorous filtering of data, a key to effective proteogenomic analysis. Unlike conventional MS-based proteomics where PSMs are used to infer protein level information, proteogenomic analysis results are usually based on single PSMs to putatively novel sequences. Given the potential for false-positives when considering single PSMs,40 a cautious approach employing rigorous filtering is warranted. Our Galaxy-based workflow supports such an approach, providing several levels of quality control and filtering.

For one, we complemented our main sequence database search via ProteinPilot with a search using X! Tandem. This second database search program provided confirmation of many of the matches to novel peptides identified by ProteinPilot, notably the peptides mapping to the PRP locus. Galaxy’s amenability to diverse software provides a platform for workflows utilizing multiple database search programs to improve confidence in results.

In addition, our automated BLASTP tool provides an essential filtering step postdatabase search, revealing both small and large peptides that are truly novel based on comparison with known sequences in the current NCBI database. Our PSME tool provides another valuable layer of evaluation of PSM quality on top of the scoring provided by the initial sequence database search program. We designed this tool with flexibility in mind, allowing the user to select desired parameters and level of stringency for filtering PSMs. The PSME tool provides users the ability to discern between PSMs identified with noisy spectra or due to chimeric spectra (although identified using FDR controlled threshold scores) by offering customizable parameters and visualization of PSMs. Collectively, these tools provide rigorous filtering of PSMs, such that PSMs outputted are of only the highest confidence for further consideration. Compatibility of these sequences with the IGV software via our “Peptide to GFF” tool provides the final, necessary ability of the user to view these results in the context of a reference genome. This output is also compatible with the recently described, Galaxy-based CAPER software for peptide to genome mapping.24

Application of our workflow to the proteogenomic analysis of whole human saliva yielded interesting results. Notably, we matched multiple, novel frameshifted peptide sequences that mapped to the basic proline-rich proteins (PRB1 and PRB2) located within the proline-rich protein (PRP) gene locus on chromosome 12.50,51 (Figure 4). The PRP proteins are thought to play a protective role in whole saliva, binding tannin toxins,52 and, when glycosylated, play a role in bacterial adherence and clearance within the oral cavity.53 The biological meaning of these frameshift proteins is unclear at this point. However, these genes are known to be susceptible to frequent mutation.45 Frameshifted variants may enable diversification of expressed PRBs, increasing the number of expressed forms of these structurally disordered proteins that some have speculated provide increased defensive functions in saliva.51 Because our sample consisted of saliva pooled from different individuals, it is also unclear if these PRB variants are expressed in every individual. More investigation will be necessary to answer these questions.

We readily acknowledge that our Galaxy-based approach is not the only way to accomplish proteogenomic data analysis. A number of software programs7,16,20–24 have emerged recently to support such analyses, offering tools for steps within one or more of the modules defined in Figure 1. Platforms expressly designed for proteogenomic analysis, such as the Peppy software,55 are also emerging. Although none of these software tools offer the combined flexibility, accessibility, and completeness of our Galaxy-based workflow, many of these programs are well-designed, offering innovative solutions for meeting challenges presented by proteogenomic analysis. We see these existing and emerging programs as opportunities for further implementation in Galaxy, enhancing its value for proteogenomic analysis. Some proteogenomic tools are already available in Galaxy, for example, a peptide mapping and viewer program,25 and workflows for the recently described HiREF proteogenomic method7 are being implemented in Galaxy (J. Lehtio, personal communication). Indeed, we are currently exploring the implementation of alternative approaches to proteogenomics analysis, and we have recently demonstrated the use of Galaxy for generating protein sequence databases.
from RNA-seq data,\textsuperscript{54} which, in part, utilizes Galaxy’s well-established suite of tools for sequence assembly and analysis using high-throughput DNA or RNA sequencing data.\textsuperscript{55–58} We have also recently started working on Galaxy implementation of SearchGUI\textsuperscript{59} that allows for the use of multiple search engines and PeptideShaker software (http://code.google.com/p/peptide-shaker/), which offers statistical validation along with a vibrant community of developers.\textsuperscript{60} As such, Galaxy’s amenability to new software implementation should only enhance its value for proteogenomic analysis, offering a centralized resource wherein the most valuable software can be accessed, combined, and evaluated.

To conclude, we have demonstrated the value of the Galaxy framework as a powerful and unique solution for proteogenomic analysis. Its flexibility improves proteogenomic results, via tuning of the proteogenomic workflow to different sample-type and experimental characteristics and implementation of processing steps and customized software ensuring high confidence results. Galaxy’s flexibility promotes new proteogenomic software developments and serves as a central resource to make these programs available to more researchers. Galaxy also simplifies complex proteogenomic analysis, creating workflows that are accessible and usable by noncomputer scientists as well as easily shared with others in their completeness, promoting reproducibility and transparency. We provide a blueprint for the continued development of Galaxy as an enabling tool for proteogenomics, whose value should only continue to grow as more researchers turn to proteogenomic analysis in their work. The upshot will be more impactful discoveries made via proteogenomics, achieving a better understanding of biological processes and diseases.
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