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ABSTRACT
Temporal relational data, perhaps the most commonly used data type in industrial machine learning applications, needs labor-intensive feature engineering and data analyzing for giving precise model predictions. An automatic machine learning framework is needed to ease the manual efforts in fine-tuning the models so that the experts can focus more on other problems that really need humans’ engagement such as problem definition, deployment, and business services. However, there are three main challenges for building automatic solutions for temporal relational data: 1) how to effectively and automatically mine useful information from the multiple tables and the relations from them? 2) how to be self-adjustable to control the time and memory consumption within a certain budget? and 3) how to give generic solutions to a wide range of tasks? In this work, we propose our solution that successfully addresses the above issues in an end-to-end automatic way. The proposed framework, AutoSmart, is the winning solution to the KDD Cup 2019 of the AutoML Track, which is one of the largest AutoML competition to date (860 teams with around 4,955 submissions). The framework includes automatic data processing, table merging, feature engineering, and model tuning, with a time&memory controller for efficiently and automatically formulating the models. The proposed framework outperforms the baseline solution significantly on several datasets in various domains. The source code is available at https://github.com/DeepBlueAI/AutoSmart.
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1 INTRODUCTION
As one of the most commonly used data types in the database, temporal relational data is widely distributed in real-world applications, such as online advertising, recommender systems, financial market analysis, medical treatment, fraud detection, etc [33]. Along with multi-perspective relational information through nested tables, chronological information contains rich information that can be exploited to improve machine learning performance. Currently, the analysis of temporal relational data is often carried out by experienced human experts with in-depth domain knowledge in a labor-intensive trial-and-error manner [15]. Therefore, a reliable automatic solution on temporal relational data is urgently needed. In recent years, academia and the industrial community have made promising progress on a few components of Automatic Machine Learning (AutoML) [35], such as automatic algorithm selection and hyper-parameter optimization [1]. Nonetheless, the challenge of building an end-to-end and fully unmanned pipeline is still far from being solved [12]. In addition, this progress is especially beneficial to neural architecture search [1] for automatic learning on deep methods; while temporal relational data, as a sub-type of tabular data, has less benefit from the trend of deep learning and its automation.

There are several challenges in building an automated machine learning framework for temporal relational data. First, conventional ways in analyzing temporal relational data requires task-specific domain knowledge for feature engineering; therefore, implementing a generic automated feature engineering strategy to extract useful patterns from the temporal relational data is challenging. An example for temporal relational data in a real-world context is illustrated in Figure 1. The challenges lie in: efficiently merging the information provided by multiple related tables into a concentrated format, automatically capturing meaningful interactions among the tables, effectively preserving the valuable, temporal, and cross-table information, and automatically avoiding data leak when the data is temporal. Second, computational resources to implement AutoML approaches still have expected limits in runtime and memory consumption even in the presence of ever-increasing
computing power. For the real-world task with complicated and scattered data sources, the performance of ML applications relies heavily on how to utilize the temporal relational data productively. Accurately controlling runtime and computational resources plays a vital role in evaluating the business value of the ML model. For example, to plug data from multiple data partnerships into a commercial analytical platform, data providers and vendors may come in hundreds and change monthly. There is a need for quick and efficient integration in such cases, where some parts can be automated. **Third**, Providing generic automated solutions for temporal relational data is challenging, especially when adapting automated models to unseen tasks in different domains. To the best of our knowledge, existing AutoML frameworks [35] for temporal relational data still require human assistance for providing a feasible solution. Therefore, an end-to-end AutoML solution that can automatically adapt to various situations is very much needed.

For solving the above challenges, we introduce our winning solution, AutoSmart, an efficient and automatic machine learning framework that supports temporal relational data. The proposed framework is composed of four automatic modules, including data preprocessing, table merging, feature engineering, and model tuning, along with a time/memory controller for controlling the time and memory usage of the model. The experiments are implemented on the competition data in KDD Cup 2019, which includes five public-available datasets and five unseen datasets in different application domains. The proposed framework shows consistent outstanding performance on all ten datasets while efficiently managing both time and memory consumption.

Specifically, we make the following contributions:

- The proposed framework performs well on time relational data in an end-to-end automatic way. Our automatic feature engineering strategy uses four sequential feature generation and feature selection modules, which can effectively learn valuable information from the input data regardless of the data domains.
- Data sampling, code optimization, and risk assessment are implemented for controlling and monitoring the time and memory usage of the framework thoroughly, leading to an excellent performance on the given data with fast adapt to the time and memory budget.
- Experiments on ten datasets from different domains suggest the effectiveness and the efficiency of the proposed framework. We further conduct experiments dealing with rare conditions, such as larger datasets, different types of missing values, and strictly restricted time limits, where the proposed framework can be smoothly adapted to other scenarios and retain stable performance. We make the code publicly available for easier reproduction: https://github.com/DeepBlueAI/AutoSmart.

## 2 RELATED WORK

Researches for automated machine learning (AutoML) has increasingly emerged in the last decade to ease the manual efforts in most aspects of machine learning, such as feature generation, feature selection, and model learning [5, 30]. A general target for AutoML is automatically learning a model to best fit the data in an end-to-end manner, which includes three sub-goals: good model performance, less assistance from human experts, and high computational efficiency. Two critical components in formulating an AutoML framework are feature engineering and model learning; a general strategy is to use the features generated by the former as the inputs for the latter. Many existing works focus on providing robust solutions to either automatic feature engineering or automatic model learning.

**Automatic feature engineering.** It is widely believed that data and features determine the upper bound of machine learning, and models and algorithms can only approach this limit [10] - this suggests that the performance of a machine learning algorithm heavily depends on the quality of input features and the effectiveness of feature engineering. While recent developments in automatic processing of images [31], texts [7], and signals [14] by deep learning methods, feature engineering for relational data remains iterative, human-intuition driven, and hence, time-consuming. Generally, feature engineering for relational data includes feature generation and feature selection. The former creates new features through a functional mapping of the original features or by discovering hidden relationships between the original features [28]. The latter tries to remove the redundant, irrelevant, or misleading features generated by the former [21, 28], which tends to simplify the model and avoid over-fitting caused by the ‘curse of dimensionality’ [13]. The two processes are typically iteratively combined to find the optimum feature subset efficiently. If we consider the generation process of one feature as the transformation through an operator, then the whole process of generating all features can be treated as a node selection problem in a transformation tree: the root node represents the original features; each edge applies one specific operator leading to a transformed feature set [19, 22]. Simple exhaustive approaches evaluate the performance through all nodes or randomly selected nodes from a fully expanded transformation tree [4]. However, the process for such feature engineering approaches may be highly resource-consuming because of the extensive and complex \(O(2^N)\) search space. Instead of iteratively exploring the transformation tree, improved exhaustive approaches stopped at a predefined depth [16, 17], in line with the idea that higher-order features are less likely to contain useful information. Greedy search [19, 24] is another approach to reduce the exponential time complexity but retaining an acceptable performance. For instance, Margaritis [24]
used a combination of forward and backward selection to select a feature subset. Recently, dedicated feature selection approaches are used in the middle of the feature generation process in helping the search for optimal features. Cognito [19] handles the scalability problem of feature selection on large datasets successfully by applying feature filtering on every feature node during traversal. As for relational data, Deep Feature Synthesis algorithm [16] spend more effort on extracting the valuable information based on the interactions between tables in a cascade manner, i.e. order-wise generating relational features from simple to complex.

Automatic model learning. Once chosen a model, hyper-parameter tuning strategies, such as grid search, random search, may significantly boost the performance [32]. However, the ample search space (especially for the complex model with many parameters) prevents these methods from simply applying to the AutoML with a limited resource budget. Therefore, an efficient hyperparameter searching method is required. Bayesian optimization [29, 32] is widely used in a sequential model-based algorithm configuration (SMAC) [27] to achieve a faster converging rate, from using standard Gaussian Process as the surrogate model to random forests or the Tree Parzen Estimator [2]. The result of the AutoML model can be further improved by combining the prediction from multiple models. Choosing the best model based on the metrics on the validation set or ensembling different types of models with multi-layer stacking model [6, 23, 26] are commonly used to raise the performance and the robustness of the final result.

AutoML frameworks. Many existing works have made great efforts on providing an end-to-end solution for AutoML from both academic and industrial communities. Some famous frameworks tackling tabular data include: Google AutoML tables [3], Azure Machine Learning [20], Auto-Sklearn [9], TPOT [25], and AutoGluon-tabular [6]. Although these frameworks achieve competitive results [34] on selected datasets, few of them support temporal relational data. In addition, they pay more attention to model selection than feature engineering; therefore, the model becomes inefficient in handling the datasets containing a large amount of concealed information.

3 METHOD
In this work, we propose a general AutoML framework that supports temporal relational data, including automatic data preprocessing, automatic table merging, automatic feature engineering, and automatic model tuning, along with a time & memory control unit. A systematic illustration of the proposed framework is shown in Figure 2.

3.1 Problem definition
Temporal relational data usually stands for multiple relational tables, i.e., a main table describing temporal information about the key IDs with several related tables containing auxiliary information about the key IDs. The key IDs are the connection columns between the main table and the related tables. An example of the temporal relational tables is shown in Figure 1, where the key IDs here are User ID and Item ID. Suppose the main table is denoted as
the \( K \) related tables are denoted as \( \{T_k | k \in (1, \ldots, K)\} \), then the problem can be defined as: given a main table \( T_0 \), the labels \( Y \) for the main table, and its related tables \( \{T_k | k \in (1, \ldots, K)\} \), the goal is predicting the labels for a new table in the same format as \( T_0 \). Each table contains several columns describing either numerical features, categorical features, multi-categorical features (e.g. the cast list for a movie), or temporal features (e.g. a specific time).

### 3.2 Automated Data Preprocessing

Figure 1 gives an example of the temporal relational data in a real-world context for easier understanding of our target. However, due to the privacy policy, the provided data may be encrypted, and the real meanings of the features are unavailable (refer to Figure 3 and 4, the data provided in the 2019 KDD Cup AutoML track). To provide a general AutoML solution to fit more scenarios, we focus on mining the information from the feature types and the relations between the features.

Among the above mentioned four basic types of features, we define three new types, namely ‘factor’, ‘key’, and ‘session’ features, as base features, which we found containing essential information about the multiple tables and is most helpful for the final prediction. Recall that each dataset has key IDs linking the main table with the related tables, we define those key IDs as ‘key’ features for each table. ‘Factor’ feature is selected from the ‘key’ features, where the ‘key’ feature with more unique values is identified as the ‘factor’ feature. The ‘session’ features are selected from the categorical features with rules that we hope each ‘session’ feature can efficiently depict each ‘factor’, e.g. a ‘factor’ may contain several values in the ‘session’ feature while those values are unique for this ‘factor’ and will not be used for describing other ‘factor’s.

**Example 3.1.** Suppose we are under a recommendation scenario, the ‘factor’ feature can be regarded as user ids. The main table may contain the basic information about the user and the item information such as the time of the user staying on the page and the price of the item; the label \( y \) here could be the user’s click behavior (click \( \rightarrow \) 1 or not \( \rightarrow \) 0) on the item. The ‘session’ feature behaves like the identical information of a particular period, such as the user IP addresses, where the user may buy many items at the same IP address. The ‘key’ features, in this case, may include the user ids and the item ids. Then the related tables may contain additional information describing the users or the items, such as the user profile and the item descriptions.

Besides defining those three features, we remove less informative features, e.g. the numerical features with very small variance, and the categorical features with single values or almost all different values. Then, we preprocess the features according to the feature type.

**Preprocessing for categorical and multi-categorical features.** Two common ways for preprocessing the categorical features are encoding the values (e.g. string) to integers and one-hot vectors. The latter strategy is not considered in our system due to the high computation cost. A traditional way for encoding the categorical values to integers is using a set of sequential integers like \( (0, 1, 2) \) to represent the set ('apple', 'banana', 'peach'). However, in case a value (e.g. 'apple') appears in both a categorical feature (a single 'apple' value) and a multi-categorical feature (e.g. the set ('apple', 'banana')), this encoding strategy may use different integers to represent the same value. For solving this issue, we design a recursion function to automatically allocate the related categorical and multi-categorical features into the same blocks. To be more specific, we initialize a feature pair diagonal matrix, denoted by \( M \), with each row and column represents a categorical feature or multi-categorical feature, where \( M_{i,j} = 1 \) if feature \( i \) and feature \( j \) have an overlap larger than a designed threshold (e.g. 10\%). Algorithm 1 gives the pseudo-code of how we separate the blocks recursively. Then, the encoding will be conducted within each block to preserve cross-feature information.

**Algorithm 1 Automated Feature Blocks Generating**

Require: \( N \) categorical features

Output: A block dictionary \( B \) with \( b \) features blocks

1: Initialize a zero matrix \( M \in \mathbb{R}^{N \times N} \) with diagonal values as 1
2: for \( i \in \text{range}(N) \) do
3:    for \( j \in \text{range}(N) \) do
4:        if \( M_{i,j} = 1 \) then
5:            Initialize a candidate set \( c \in \mathbb{R}^{N} \) with zero values
6:            Initialize a block dictionary, set the initial block id as \( b = 0 \)
7:        for Feature \( n \in \text{range}(N) \) do
8:            if Feature \( c_n = 1 \) then
9:                Continue
10:           Update candidate set with \( c_n = 1 \)
11:           Update block id \( b = b + 1 \)
12: Initialize block set \( B_b = \{ \} \)
13: SearchID(Feature \( n \), Block set \( B_b \), Candidate set \( c \))
14: function SearchID(Feature \( i \), Block set \( B_k \), Candidate set \( c \))
15: Append feature \( i \) to the current block set
16: for \( j \in \text{range}(N) \) do
17:    if \( c_j = 0 \) then
18:        if \( M_{i,j} = 1 \) then
19:            Update candidate set with \( c_j = 1 \)
20:            SearchID(Feature \( j \), Block set \( B_b \), Candidate set)

Preprocessing for numerical features and temporal features. We keep the raw values for those features in the tables and sort the table according to the temporal features. For saving the computation cost, we use smaller data type to represent the numerical values (e.g. float32 to float16) if possible.

### 3.3 Automated Table Merging

A typical structure for temporal relational data is shown in Figure 1, where there is a main table storing basic information about the key IDs and several related tables storing auxiliary information. The tables are linked with the key ids in either one of the four following situations:

- One-to-One (1-1): one row in table A may be linked with only one row in table B and vice versa.
3.4 Automated Feature Engineering

We divide feature engineering into four sequential modules to take full usage of table information and minimize the memory usage. For each module, we use LightGBM [18] to verify the effectiveness of the features and do feature selection. We will first introduce the details about the four feature modules and then our strategies for feature selection.

3.4.1 Feature Generation. In particular, we consider the following four groups of features generated step by step.

The first module generates statistical features ('first-order' features) based on the previous defined 'factor', 'key' and 'session' features, e.g. the number of unique values or the count of instances for a 'session' feature when grouped by the 'factor' feature. The first module can generate a small but effective group of new features, which show good performance in our experiments. We also call those generated features as baseline features. Then, a feature selector is applied to the generated features to select the essential features to pass them to the following modules.

The second module generates 'second-order' combined features, which tries to combine the baseline features with the other features. The operations vary in dealing with numerical or categorical features. For numerical features, we bin continuous data into intervals and calculate statistics on the data grouped by the 'key' values. For categorical features, various encoding methods, such as count/frequency encoding, are applied to the original columns to generate new features. The experiments suggest that the features generated by the second module show different impacts on different datasets.

The third module generates 'higher-order' features considering the temporal features. The temporal features are divided into several buckets, where new features are generated by operating on the previously generated features according to the time buckets. For example, the number of unique categories in a categorical feature is counted according to a specific period (seconds, minutes, hours, days, etc.). For the features generated by this module, we take similar approaches to select the essential features while choosing different numbers of features for different datasets according to the scale of the datasets. This is for saving memory usage while preserving favorable model performance.

### Table Merging Strategies

**Figure 3**: An illustration of table merging under the relationship of M-1. To merge the two tables, we directly join the column $f_{-1}$ from the related table to the main table according to the *key id* $c_{-01}$ in the two tables.

- **Many-to-One (M-1)**: one row in table A is linked to only one row in table B, but one row in table B may be linked to many rows in table A.
- **One-to-Many (1-M)**: one row in table A may be linked with many rows in table B, but one row in table B is linked to only one row in table A.
- **Many-to-Many (M-M)**: one row in table A may be linked with many rows in table B and vice versa.

Our target is merging all additional information in formulating a new informative main table for prediction.

For the cases the connection types are 1-1 and M-1, it is relatively easy to merge the related table with the main table: concatenate the single features in the related tables to the according *key IDs* in the main table. An example for the M-1 relationship is shown in Figure 3. The connection *key id* is $c_{-01}$. Taking the key value 14011 as an example, the value of feature $f_{-1}$ in the related table is 3.6. Then after table merging, the value for key value 14011 in new column $f_{-1}$ is 3.6.

For the cases the connection types are 1-M and M-M, we merge the related table according to the feature type, i.e. categorical or multi-categorical features, numerical features, or temporal features. For example, for numerical features and categorical features, we take mean values and mode values in the related table as the value for the *key ids* in the main table. As for the temporal features, we take the newest time as the merging value for the main table. An example is shown in Figure 4, where $c_{-01}$ is the *key id* and $f_{-2}$ is the merging feature. Taking the key-value 14011 as an example, the value for the key in the merging table is the mean value, i.e. 2.3, of the feature $f_{-2}$ in the related table.

**Figure 4**: An illustration of table merging under the relationship of M-M. To merge the two tables, we take the mean values (for numerical features) in related tables as the merged values to the main table, according to the *key id* $c_{-01}$.

**Figure 5**: An illustration of the iterative processes in the automatic feature engineering module.
The last module reviews all the categorical and multi-categorical features generated by previous steps and encodes them into learnable numerical values. A simple strategy for multi-categorical features is replacing the raw feature by taking the mean codes of the elements, e.g. replacing the set \(0, 1, 2\) by 1. For the categorical features, we record their label distribution over training samples. For example, for a binary classification problem, the categorical value is replaced by the ratio of the corresponding positive and negative labels. The feature values for the testing samples are directly mapped from the ones for training samples.

More details about the generated features can be found in our published GitHub repository.¹

3.4.2 Feature Selection. Feature engineering, when automated, can produce too many features causing extra time and memory computing cost, where feature selection is needed. Traditional ways include wrapper methods, e.g. recursive feature elimination (RFE)¹¹, which greedily extracts the best-performed feature subset. They perform feature selection on all generated features, and each feature will be evaluated by a predictive model – which causes external computation cost. We implement a multi-state feature pruning strategy to reduce the computation cost caused by feature generation and feature selection. As can be seen from Figure 5, feature engineering is conducted recursively through multiple modules. New features are generated from the main table at the beginning of each module, followed by a feature selection based on a down-sampled sub-dataset. The selected features are used to update the main table. Specifically, the information gain obtained from LightGBM is used to evaluate the feature importance in each feature selection part to remove irrelevant or partially irrelevant features. Besides, we keep the lower-order features that can generate important higher-order features, so that the reconstructed main table contains informative and multi-perspective information. This strategy prevents the feature generating modules from constructing useless high-order features in the early stages, thereby significantly reduce the generation time and memory usage. Furthermore, since we only do evaluations after each module, the time complexity of model training is reduced from \(O(\#\text{Features})\) to \(O(\#\text{Modules})\) compared with the RFE method.

3.5 Automated Model Tuning

We use LightGBM [18] as the prediction model for its lower memory usage, faster training speed, and higher efficiency. Two major hyper-parameters of the LightGBM model are the number of boosting modules and the learning rate for boosting modules. Most other teams used Bayesian Optimization [33] for hyper-parameter tuning. However, this type of method needs training multiple times over the full samples to get the performance distribution of the hyper-parameters, which is time inefficient, especially when dealing with a large-scale dataset. Differently, we implement a wrapper-like approach with prior knowledge to reduce the search space. For the number of boosting modules, we first implement two short trials with a small boost round number (we choose 15) and its double number. Then we could accurately calculate the real boost time by the time difference between these two trials, and further estimate the model preparation time and the max boost round according to the predefined time budget. For the learning rate of the gradient boosting modules, we use sampled data to get the best learning rate through grid search and implement a customized exponential decay scheduler to achieve better results. In summary, with the help of the sampled data or small boosting rounds, we successfully obtain necessary prior knowledge in a prior stage without training on the whole model. This strategy helps us achieve accurate results accompany the excellent time and resource control.

Besides, instead of using a single prediction model, we implement data-wise and feature-wise sampling methods to formulate an ensemble of prediction models to bring more randomness to the model. After testing the model performance by using bagging, blending, or stacking, we choose bagging as the ensemble strategy for its better performance and flexibility. A more accurate and robust final prediction is achieved by simply averaging the predictions from these ensemble models.

4 EXPERIMENTS

In the KDD CUP 2019 AutoML challenge, the target is developing AutoML solutions to binary classification problems for temporal relational data. The provided datasets are in the form of multiple related tables, with timestamped instances in real-world businesses. Five public datasets (without labels in the testing part) are provided for building the AutoML solutions. The solution will be further evaluated on five other unseen datasets without human intervention. The results of these five unseen datasets determine the final ranking. Each dataset is split into two subsets, namely the training set and the testing set. Both sets have: one main table file that stores the basic information; multiple related tables that store the auxiliary information; an info dictionary storing the feature types, the table relations, and a time budget (to run the whole framework); the training set has an additional label file that stores the labels associated with the main table. A basic description of the five public datasets is shown in Table 1. Besides, the allocated computational resources are a 4 Cores CPU with 16 GB memory for each submission. Thus, we need to provide the solution to the challenge by 1) effectively mining the useful information from the temporal relational data, 2) solving the class imbalance problem, and 3) minimizing the computation cost, all in an automatic way.

4.1 Experimental Performance

The evaluation metric used in the KDD Cup 2019 challenge is calculated as:

\[
\text{score} = \frac{\text{auc} - \text{auc}_{\text{base}}}{\text{auc}_{\text{max}} - \text{auc}_{\text{base}}}
\]

where \(\text{auc}\) is the resulting AUC (Area Under the Curve [8]) of the solution on the dataset, \(\text{auc}_{\text{base}}\) is the AUC of the baseline method (provided by the sponsor) on the dataset, and \(\text{auc}_{\text{max}}\) is the AUC of the best submitted solution on the dataset. The average score on all five datasets (either public or private) will be used as the final score of a team, which is calculated as:

\[
\text{average\_score} = \frac{1}{5} \sum_{i=1}^{5} \text{score}_i
\]

¹https://github.com/DeepBlueAI/AutoSmart
There are two phases, the feedback phase and the blind test phase, for evaluating the results. In the feedback phase, the participants can submit the solutions multiple times to get the test score on five public datasets (Set 1 to 5). The last code submission of the feedback phase will be taken as the training code for the five unseen private datasets (Set 6 to 10) during the blind test phase. The performance for the five private datasets will not be revealed until the end of the contest. Table 2 and 3 present the evaluation scores (calculated by Equation 1) of the top 10 teams during the two phases, where we received 7 first places, 1 second place, and 2 third places for the ten datasets. We can see that: 1) the average score of our work exceeds the one from the second place by 4.14% on the five public datasets, while this number increases to 30.31% on the five private datasets; 2) the results from most teams show unstable performance on different datasets; and 3) some lead teams (e.g. Deep_Wisdom and MingLive) who show good performance on the five public datasets do not succeed in obtaining similar performance on the five private datasets. All those findings strongly demonstrate the effectiveness and the robustness of our proposed AutoML framework for temporal relational data, where we show excellent and stable performance over all datasets.

### 4.2 Resource Control

The KDD challenge has a strict time and memory budget for each submission, which aims to provide fast AutoML solutions toward real-world applications. For building an efficient yet effective AutoML framework, we have taken time and memory control in nearly all processes in the framework. The core ideas lie in under-sampling, code optimization, and risk assessment. We will introduce our general strategies in controlling time and memory usage and their performance in the following.
Model learning is another part that spends most of the training time. In our framework, we leverage the power of ensemble learning in constructing the models. For saving the computation cost in ensemble learning, we firstly use a sample dataset to estimate the cost time in training the whole dataset by a single model, then calculate the remaining time to train other models. If the remaining time is not enough for building another single model, we early-stop the model training; if the remaining time is enough, we estimate the maximum number of models we can build to ensure the whole training process can successfully run within the time budget. Figure 6 gives an example of the model performance before and after memory control. We can see that the optimization in feature engineering reduces the processing time, where one more model is automatically added to the model ensembles to achieve better results.

4.2.1 Strategies in Time Control. The time budget for training each dataset is normally hundreds of seconds, which means we need to control the time for generating each new feature within seconds for a table may containing millions of samples. For automatic data preprocessing and feature engineering, we use Cython to accelerate the process. We found that the processing of multi-categorical features is the bottleneck of controlling the feature engineering time to an acceptable rate during the experiments. Figure 7 shows the run time differences of several processing strategies for generating an example feature, which tries to identify the location of the value from one categorical feature in the set of another multi-categorical feature, e.g. [2137, (134, 2137, 576, 816)] -> 2. The processing time by directly using Pandas API may take a few hours when a table contains millions of samples. The cost time can be decreased to minute level by using Numpy or Cython, with the help of multi-threading, static typing, and more feasible data structure. This time has been further optimized to seconds by using Cython with external arrays storing the value and length for the multi-categorical features.

Model learning is another part that spends most of the training time. In our framework, we leverage the power of ensemble learning in constructing the models. For saving the computation cost in ensemble learning, we firstly use a sample dataset to estimate the cost time in training the whole dataset by a single model, then calculate the remaining time to train other models. If the remaining time is not enough for building another single model, we early-stop the model training; if the remaining time is enough, we estimate the maximum number of models we can build to ensure the whole training process can successfully run within the time budget. Figure 6 gives an example of the model performance before and after memory control. We can see that the optimization in feature engineering reduces the processing time, where one more model is automatically added to the model ensembles to achieve better results.

4.2.2 Strategies in Memory Control. To locate the memory usage peaks in the framework on different datasets, we implement a monitor to record the memory usage of a complete round of the system in advance. We found the memory peaks often appear at the merging of tables, the generation of certain features, and the start of the model training. To avoid the memory explosion in the table merging and features generation, we adopt column-wise value assignment instead of using Pandas API, which may occupy twice the memory usage for the current data. Similar to the measures in controlling the time usage, we estimate the maximum number of samples the system can take to meet the memory budget, so that to adjust the sample size and the feature size in building the prediction model. The selections of the subset in training the single models are shuffled in order to enhance the generalization ability of the ensembled model. Another optimization is collecting the memory at the end of a variable life cycle, which can save the memory usage significantly. Figure 6 shows the memory usage of the whole process before and after our optimization strategies. Different parts of the framework are distinctly illustrated by the fluctuation of the monitored memory. The figure demonstrates that both peak memory and average memory are well controlled through the process, where the optimized peak memory consumption is capped by 8GB, a more than 30% reduction compared to the original setting.

---

Footnotes:

1. https://cython.org/
2. https://pandas.pydata.org/
3. https://numpy.org/
4.3 Discussion

4.3.1 The class imbalance problem. As shown in table 1, the label distribution of some of the datasets is highly imbalanced. For the case in SET3, the ratio of the label classes reaches as low as 0.06%. To solve this problem, we adjust the ratio of different labels according to the scale of the dataset to keep as much information as from the original data while alleviating the class imbalance problem. Specifically, for the case that the ratio of minority and majority samples is smaller than 1:3, we apply under-sampling to the majority samples and increase the weights of minority samples.

4.3.2 System Testing. We test the system performance under some extreme conditions to check the robustness and the flexibility of the proposed AutoML framework. First, the ability to handle rare conditions has been verified through a series of successful testings: missing values from different feature types; a column with all empty values; and a single table or many tables in a more complex structure. Secondly, we evaluate the scalability of the system by testing the performance on larger datasets. For example, even when we expand each data provided in this challenge by 2 times, 3 times, and 6 times, the system can still run smoothly. Lastly, to check if the system can self-adapt the running time, we limit the time budget to 1/2, 1/3, or even 1/4 of the original one, where the system can still successfully produce accurate predictions.

5 CONCLUSIONS

We propose an efficient and automatic machine learning framework, AutoSmart, for temporal relational data, which is the winning solution of the KDD Cup 2019 AutoML Track. The framework includes automatic data processing, table merging, feature engineering, and model tuning, integrated with a time&memory control unit. The experiments manifest that AutoSmart 1) can effectively mining useful information and provide consistent outstanding performance on different temporal relational datasets; 2) can efficiently self-tuning on the given datasets within the time and memory budget; 3) is extendable to datasets with larger scales or some extreme cases (e.g. too many missing values). In a nutshell, the proposed framework can achieve the best and stable performance over different scenarios. Our code is publicly available, which is easy to reproduce and applied to industrial applications. Future research investigating how to apply deep methods to this temporal automatic framework in a timely and effective manner, as well as how to utilize the semantic meaning of categorical and text features, will be crucial.
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