Improved Drug-target Interaction Prediction with Intermolecular Graph Transformer
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The identification of active binding drugs for target proteins (termed as drug-target interaction prediction) is the key challenge in virtual screening, which plays an essential role in drug discovery. Although recent deep learning-based approaches achieved better performance than molecular docking, existing models often neglect certain aspects of the intermolecular information, hindering the performance of prediction. We recognize this problem and propose a novel approach named Intermolecular Graph Transformer (IGT) that employs a dedicated attention mechanism to model intermolecular information with a three-way Transformer-based architecture. IGT outperforms state-of-the-art approaches by 9.1% and 20.5% over the second best for binding activity and binding pose prediction respectively, and shows superior generalization ability to unseen receptor proteins. Furthermore, IGT exhibits promising drug screening ability against SARS-CoV-2 by identifying 83.1% active drugs that have been validated by wet-lab experiments with near-native predicted binding poses.

Introduction

The war between diseases and human beings has never ended. When a new disease such as COVID-19 breaks out, de novo drug design is not always the best option due to the huge cost in both expense and time.¹²³ There are patients suffering every minute when no effective drug is available, while using unknown drugs might cause unpredictable consequences to the patients. In such circumstances, screening drugs from known chemical compounds, followed by cell experiments and clinical trials, is a better alternative.⁴–⁷

With the rapid development of computational power, in silico drug screening that predicts the drug-target interactions (DTI) to identify active binding drug candidates has become one of the most important techniques in drug discovery.¹²⁸ Among the DTI prediction techniques, molecular/quantum dynamics simulation achieves high accuracy by applying well-designed physical force fields.⁹–¹¹ However, such simulations are prohibitively expensive to be applied in the high-throughput screening of compound libraries.²⁵⁹¹¹ Therefore, an alternative approach called molecular docking is widely adopted to trade accuracy for higher throughput by applying heuristics and empirical scoring functions.²¹ Molecular docking achieves a much higher throughput, but with the cost of a lower accuracy compared to the molecular/quantum dynamics approaches.²¹

Recently, many neural network models have been proposed for DTI prediction, enabling high accuracy DTI predictions at affordable costs. These models can be roughly divided into two types. Given a pair of compound and receptor, the first type of models (termed as the type-I approaches) first dock the ligand in question to the receptor using molecular docking software, then extract the structure around the binding site from the resulting pose, and finally feed the structure into the neural network. For example, AtomNet encoder network modules. In this way, the prediction of binding

volutational neural network (CNN) to predict binding activity. Following AtomNet, Ragoza et al.¹³ also applies 3D CNN to voxelized binding sites to predict the binding activity and binding pose simultaneously. Different from the above CNN models, Lim et al.¹² represents the binding site as a graph, and uses a graph neural network (GNN) to predict the binding activity and the binding pose. Specifically, this model adopts a distance-aware attention to handle intermolecular information, which greatly improved its performance on the DUD-E benchmark dataset.¹⁵

The second type of models (termed as the type-II approaches)¹⁶–¹⁸, in contrast with the type-I approaches, first represent and process the receptor and ligand individually, and then combine the respective representations for binding activity prediction. For example, Torng and Altman¹⁸ employs two separate GNNs for representing the receptor pocket and the ligand, after which a prediction is made from the concatenation of the two representations. MONN¹⁶ uses a CNN to encode full-length protein sequences to represent receptors and a GNN to represent the ligand, and the inner product of the two representations is used for the prediction.

These two types of models can be seen as two different yet complementary ways towards modeling the interactions between receptors and ligands, which sits at the center of the DTI problem. The type-I approaches leverage the intermolecular information (i.e., coordinates and distances) from poses generated by molecular docking software. This information, albeit possibly inaccurate, reflects certain human knowledge about the physicochemical aspects of the DTI problem. However, these approaches usually treat the intramolecular edges independently as intramolecular edges, which in fact neglects the topology information (i.e., which edges are intermolecular). The type-II approaches choose not to use the generated poses, but instead learn the protein-ligand interactions with dedicated network modules. In this way, the prediction of binding...
activity is constrained to be a function of the learned interaction rather than the individual receptor and ligand, which also reflects human inductive bias of the problem. Nonetheless, these models effectively only use the topology aspects of the intermolecular interactions. In summary, in both these two types of models, certain information about the intermolecular interactions is neglected and left to be implicitly learned by the neural network.

In view of this, we argue that the receptor-ligand interactions can be better modeled using a combined approach. We validate this argument by proposing and experimenting with a novel deep learning model called “Intermolecular Graph Transformer” (IGT). IGT takes the same inputs as the type-I approaches, while bears an architectural resemblance to type-II approaches. In particular, the IGT has a three-way Transformer-based architecture. In each network block of the IGT, three graphs, namely the receptor graph, the ligand graph and the complex graph, are first individually processed and finally combined through a specially designed mechanism, termed as “intermolecular attention”. We show that this three-way design, as well as the intermolecular attention, can greatly improve IGT’s ability to learn the receptor-ligand interactions through an ablation study comparing the IGT with a one-way graph transformer counterpart.

We apply IGT to both binding activity prediction and binding pose prediction. For binding activity prediction, IGT was trained on two datasets, namely DUD-E and LIT-PCBA, respectively, and then evaluated on the test datasets. IGT surpassed the best of the state-of-the-art models on almost all metrics, with 9.1% and 8.7% improvements on AUPRC respectively for DUD-E and LIT-PCBA. These performance gains demonstrate that IGT is able to capture the true physical signals instead of simply fitting to the training samples. A notable finding from our experiments is that, training on unbiased samples makes the models better for generalization.

When evaluated on the independent test dataset MUV, a 5.3% increase of AUROC is witnessed, reflecting the better generalization capability of IGT. For pose prediction, IGT was trained and evaluated on PDBbind, which drastically outperformed molecular docking and achieved a 20.5% relative improvement to the second best. Finally, to test IGT on real-world DTI applications, we apply both the activity prediction model and the pose prediction model for drug virtual screening against SARS-CoV-2. When evaluated on Diamond SARS-CoV-2 drug dataset, IGT successfully identified the active drugs with near-native binding poses.

Although we proposed and evaluated IGT as a DTI prediction model, it is worth noting that IGT can serve as a general modeling framework for other research fields regarding two-body interactions, such as drug-drug interaction, protein-protein interaction, etc. We sincerely hope that the IGT, our solution to both binding activity prediction and pose prediction, could accelerate practical drug discovery applications and inspire new ideas in future research of related fields.

Results

2.1 Overview of Intermolecular Graph Transformer

Intermolecular Graph Transformer (IGT) is a novel graph transformer neural network for DTI task based on the famous Transformer architecture and its generalization, Graph Transformer. The original Transformer is currently the dominant model in natural language processing that has been shown transferable to and successful in other important fields, such as computer vision. We adopted a variant of the dot-product attention from Graph Transformer and applied it simultaneously to three graphs, i.e., the ligand graph, the receptor graph, and the graph for the complex structure. In addition, the graph dot-product attention layers are interleaved with an intermolecular attention, a dedicated graph-level operator we designed to better exploit the intermolecular edges in the graphs.

In brief, IGT consists of three modules, i.e., a feature extraction module, a message passing module, and a readout module (Figure 1a). The feature extraction module extracts the atom and bond features from the ligand, the receptor, and the complex structure, respectively. The extracted features are then fed into the corresponding graphs in the message passing module, which consists of tandem repeated IGT blocks. In each IGT block, we adopt a graph-aware dot-product attention for each graph (Figure 1b) and an intermolecular attention to aggregate all information to update the complex graph (Figure 1c). The node features of three graphs in the final block are then fed into the readout module. All messages are aggregated by the aggregation operation and the score of binding activity or the score of binding pose is predicted. For more details of IGT, please refer to the Methods section.

2.2 IGT achieves the best performance on binding activity prediction

To evaluate the performance of IGT for binding activity prediction, we first used the widely adopted DUD-E dataset as a benchmark. We randomly split the DUD-E dataset into training, validation, and test sets by the target proteins with the ratio of 0.70:0.15:0.15. All compounds were docked by Smina with the default parameters, which is an improved docking software based on Autodock Vina. For binding activity prediction, the docked pose with the lowest energy of each chemical compound was selected for model training. The IGT was trained on the training and validation sets with a learning rate of 1e-5 (see Methods for more details), and then evaluated on the test set. As shown in Figure 2, IGT achieved an remarkable AUROC of 0.981 on the DUD-E dataset and outperformed all type-I and type-II approaches. Compared to the poor performance of the vanilla molecular docking method, all the deep learning-based approaches achieved much higher AUROC. To eliminate the effect of data splitting schemes, we further selected the state-of-the-art type-II approach MONN and the state-of-the-art type-I approach Lim et al. (referred to as GNN-DTI in the following text for convenience) for reproduction with the same data splitting scheme during model training and evaluation.
Figure 1 | The overall model architecture of IGT. a. The flowchart of IGT. The feature extraction module, the message passing module and the readout module are shown in the orange, blue and pink panels, respectively. b. The architecture of graph model in the message passing module. Node features as well as positional encodings pass through a multi-head attention module while the edge features act as weights for each attention between two nodes. Then node features are updated by residual feed forward layers. c. The depiction of intermolecular attention. Attention weights are assigned to the ligand, receptor, and complex graphs. The node features of the complex graph are updated by the information of all the three graphs.
We also evaluated the performance on several metrics besides AUROC, i.e., AUPRC, adjusted LogAUC, ROC enrichment, and enrichment factor, to avoid the potential bias of a single metric. As shown in Table 1, IGT achieved the best performance in terms of all the six metrics, which shows its superior capability for DTI prediction.

![Figure 2 | Comparison of AUROC on the DUD-E dataset, among IGT and other approaches](image)

Although DUD-E is widely adopted as a benchmark dataset, it is reported to be biased\(^{21,27,28}\), which likely leads to poor generalization capability of the models. Xia et al.\(^{27}\) illustrated three types of biases, i.e., analogue bias, artificial enrichment, and false negatives. These biases are commonly existed in the virtual screening datasets and thus lead to over-optimistic estimates of model performance and poor generalization of the models. For instance, Chen et al.\(^{28}\) pointed out that, on the DUD-E dataset, the models trained without any information of target proteins can still achieve comparable performance of the state-of-the-art algorithms, showing that the models overfitted to dataset biases instead of learning the physical rules for the predictions. To alleviate the biases in the datasets, Tran-Nguyen et al.\(^{21}\) extracted experimentally validated protein-ligand binding pairs from PubChem\(^{29}\) and filtered the data with stringent criteria. The resultant dataset, LIT-PCBA, was reported to be unbiased, which is favored for training deep learning models for DTI prediction.

Therefore, we employed the LIT-PCBA dataset for model training and evaluation. Following the same procedures for DUD-E, we also split LIT-PCBA into training, validation, and test sets, and trained IGT with the identical hyper-parameters. In addition, MONN and GNN-DTI were also trained on the same dataset with their default hyper-parameters. As shown in Table 1, we compared the performance of IGT with that of MONN and GNN-DTI. The vanilla molecular docking method only achieved a 0.558 AUROC score on LIT-PCBA, significantly lower than that on DUD-E and the other three approaches on LIT-PCBA. Our IGT model performed the best in terms of five metrics out of the six.

### 2.3 IGT generalizes better to unseen receptors and compounds

IGT has achieved superior performance on both DUD-E and LIT-PCBA. However, those results do not necessarily reflect the performance of the models on real DTI applications since unseen receptors and/or compounds are often involved in the real-world scenarios, such as drug virtual screening for novel targets. Therefore, we further evaluated the models against MUV, a new test dataset that consists of different receptor proteins from DUD-E and LIT-PCBA. As demonstrated above, we trained IGT and reproduced MOON and GNN-DTI with their default hyper-parameters on DUD-E and LIT-PCBA, respectively, resulting in a total of six models for binding activity prediction. All these models were evaluated on the MUV test set, and their performance is compared in Table 2 and Fig. S1.

Two observations can be drawn from these results. First, for all these three approaches, the performance of a prediction model trained on LIT-PCBA dataset was better than that of the same model trained on DUD-E dataset, indicating that training on unbiased samples does increase the model performance on unseen receptors and compounds. Second, although performance gains were observed in all the three approaches when trained on LIT-PCBA, the improvement for MONN is only 0.014, which is relatively small compared with 0.087 for IGT and 0.062 for GNN-DTI. This implies that even if a DTI model is trained on unbiased data, its generalization capability still depends a lot on model design.

This result shows that IGT is much more ready for real-world DTI applications because of its superior generalization ability. However, one might question about what leads to IGT’s better performance. To answer this question, we conducted ablation studies as reported in the next section.

### 2.4 Ablation study

To better understand where the performance gains come from, we conducted an extensive ablation study on both the features used in IGT and the model architecture we designed. Different sets of features or model components were removed from the models, and the resulting models were trained on the LIT-PCBA dataset and evaluated on the validation set with AUROC.

**Features.** As shown in Table S1, we first removed all node features except the basic atom symbol, resulted in a 0.030 decrease of the AUROC score. This result indicates that the atom features do contribute to the model performance significantly as expected. We then tried to remove the feature of intermolecular distances, which also led to a large performance drop. In contrast, removing all edge features but the intermolecular distances resulted in only a small decrease of AUROC score. This indicates that the inter-atomic distances are probably much more important than the other edge features. Furthermore, performance drops were observed in all the three experiments, showing that both atom and edge features contribute to the DTI predictions. The ablation study on features shows that the IGT can learn from both the docked structure (e.g., the distance feature) and the physicochemical properties of the individual atoms.

**Modules.** We further conducted the ablation study on the neural network architecture of the model. We devised two experiments by modifying the model architecture to study how the model learns intermolecular information. When the intermolecular attentions were removed (i.e., resulting in a one-way graph transformer), a 0.016 performance drop was observed. For the complex graph in each building block, removing intramolecular edge features resulted in a similar performance drop. This result demonstrates that both the modelling of the separated components and that of their interactions are important to the DTI prediction.
### Table 1 | Performance evaluation of binding activity prediction on DUD-E and LIT-PCBA.

| Dataset   | Model   | AUROC | LogAUC | AUPRC | Bal. Acc. | ROC Enrich. | Enrich. Factor |
|-----------|---------|-------|--------|-------|-----------|-------------|----------------|
|           | IGT     | 0.981 | 0.754  | 0.730 | 0.875     | 75.9        | 36.6           |
| DUD-E     | MONN    | 0.969 | 0.705  | 0.669 | 0.768     | 66.2        | 32.8           |
|           | GNN-DTI | 0.960 | 0.668  | 0.581 | 0.864     | 58.7        | 29.7           |
|           | Docking | 0.707 | 0.156  | 0.139 | -         | 10.4        | 6.35           |
| LIT-PCBA  | IGT     | 0.942 | 0.586  | 0.311 | 0.871     | 40.1        | 23.3           |
|           | MONN    | 0.940 | 0.582  | 0.286 | 0.861     | 38.6        | 23.4           |
|           | GNN-DTI | 0.925 | 0.549  | 0.253 | 0.839     | 32.2        | 20.4           |
|           | Docking | 0.558 | 0.035  | 0.013 | -         | 2.36        | 1.83           |

**Figure 3** | The distributions of mean intermolecular attention scores.  

- **a.** Comparison between the distribution of the three-way model and that of the one-way model. The two models were both trained and evaluated on LIT-PCBA training and test sets.  
- **b.** Comparison between the distribution of the three-way models on MUV test set. The two models were trained on DUD-E and LIT-PCBA datasets, respectively.
where $A_{ij}$ can be seen as the contribution of node $j$ to node $i$. We calculate the attention scores $A$ right before the final prediction layers for both the three-way and one-way models, and then compute the mean of the entries of $A$ that correspond to intermolecular interactions (i.e., $A_{ij}$ such that $i$ belongs to ligand and $j$ belongs to receptor, and vice versa). This score, which we call the “mean intermolecular attention score”, reflects how much the intermolecular interactions contribute to the node representations. The procedure is repeated for all proteins in the test set to obtain a distribution. As shown in Fig. 3a, the distributions for the two models are significantly different. Concretely, the distribution for the three-way model is much more wider and right-shifted than that of the one-way model, indicating that the prediction in the three-way model relies more on intermolecular information. This confirms that the three-way design, as well as the intermolecular attention mechanism, greatly improves the modeling of intermolecular interactions, explaining the better performance of IGT.

**Three-way versus one-way.** We further investigate the effect of the intermolecular attention and the three-way design. To figure out whether such design can truly improve the model’s ability to capture intermolecular interactions, we compare the IGT with its one-way counterpart, using the “unsupervised dot-product attention scores”. The unsupervised dot-product attention scores are calculated as in Eq. 1.

$$ A = \text{softmax}(HH^T) $$

where $H \in \mathbb{R}^{N \times d}$ denotes the graph node embedding tensor. The entry $H_{ij}$ can be seen as the contribution of node $j$ to node $i$. We calculate the attention scores $A$ right before the final prediction layers for both the three-way and one-way models, and then compute the mean of the entries of $A$ that correspond to intermolecular interactions (i.e., $A_{ij}$ such that $i$ belongs to ligand and $j$ belongs to receptor, and vice versa). This score, which we call the “mean intermolecular attention score”, reflects how much the intermolecular interactions contribute to the node representations. The procedure is repeated for all proteins in the test set to obtain a distribution. As shown in Fig. 3a, the distributions for the two models are significantly different. Concretely, the distribution for the three-way model is much more wider and right-shifted than that of the one-way model, indicating that the prediction in the three-way model relies more on intermolecular information. This confirms that the three-way design, as well as the intermolecular attention mechanism, greatly improves the modeling of intermolecular interactions, explaining the better performance of IGT.

**DUD-E versus LIT-PCBA.** As mentioned in previous sections, it is well acknowledged that the DUD-E dataset contains various types of biases and is not suitable to serve as a training set for machine learning. In this section, we quantitatively analyze this problem by comparing the distributions of mean intermolecular attention scores for two IGT models, one trained on DUD-E and the other trained on LIT-PCBA. As shown in Fig. 3b, the distribution for the LIT-PCBA model is much more right-shifted than the one of the DUD-E model, meaning that the model trained on LIT-PCBA pays much more attention to the intermolecular interactions. This provides an explanation of IGT’s superb generalization ability over previous models: the correct choice of an unbiased training dataset and the reasonable model design of IGT jointly allow for the successful learning of intermolecular information, which is the key to generalization.

**2.5 IGT successfully identifies best poses in pose prediction**

Searching the binding pose for a given complex closest to the native conformation is essential to understanding intermolecular interactions. We evaluated the performance of IGT for binding pose prediction based on a refined set of the PDBbind database. We used Smina to generate multiple conformations of the same complex with exhaustiveness=50 and num modes=20. We then calculated the root-mean-square deviation (RMSD) for the candidates against its crystal structure. In this way, candidate poses are labeled either positive or negative according to their RMSDs with the crystal structure. Specifically, a positive pose has an RMSD less than 2 Å and a negative pose has an RMSD larger than 4 Å. We then randomly split the dataset into training, validation, and test sets with a ratio of 0.70:0.15:0.15. We used the identical model architecture as the one we used for binding activity prediction and trained IGT on the training set with a learning rate of 1e-5. We then evaluated the AUROC and the PRAUC scores of IGT on the test set. MONN is a type-II model and cannot be applied to this task, since all candidate poses share the same input representations. As shown in Table 3, the performance of both type-I models for binding pose prediction is much better than that of the vanilla molecular docking method. Compared with the best type-I approach GNN-DTI, the AUROC and PRAUC scores of our model are 0.024 and 0.046 higher, respectively. As mentioned in binding activity prediction, our IGT model is capable of modelling the structures of the complexes and therefore improves the performance on binding pose prediction.

Fig. S2 shows the percentages of poses whose RMSD are smaller than 2Å within the top-K poses ranked by IGT, GNN-DTI, and the docking method, respectively. Compared with the docking method and GNN-DTI, our model shows greater ability to identify near-native poses.

**2.6 Applying IGT to SARS-CoV-2**

To further validate the practical value of IGT, the Diamond SARS-CoV-2 drug dataset was used as a real-world evaluation. We prepared two models of IGT for this task, i.e., the binding activity prediction model (M1) and the binding pose prediction model (M2). The M1 model was trained on LIT-PCBA while M2 was trained on PDBbind. After molecular docking, Smina was run to generate binding poses. M1 was then used to predict the activity of ligands against SARS-CoV-2 main protease. As a result, the IGT M1 model successfully recalled 83.12% active ligands and achieved the AUROC score of 0.701. Then we selected the active binding ligands that were also predicted as the active ones by M1 model and identified the best binding pose for each such protein-ligand pair using the M2 model. As shown in Figure 4, the predicted binding pose selected by the M2 model is basically indistinguishable from the native structure with an RMSD of 1.456 Å, indicating that our IGT model successfully detects the near-native pose against SARS-CoV-2. Furthermore, the predicted binding pose formed similar interactions that can also be found in the native complex structure. In particular, in the predicted drug binding pose, a π-σ interaction and a hydrophobic interaction were formed between S81 and
Figure 4 | Case study for drug virtual screening against SARS-CoV-2 by IGT model. a. The docked poses of the drug-protein complex. The predicted binding pose and the ground truth are colored green and lilac, respectively. The RMSD value between the predicted binding pose and the ground truth is 1.456 Å. b. Interaction analysis between the ground truth ligand pose and the protein. c. Interaction analysis between the predicted binding pose and the receptor. In b and c, the ligands as well as interactive residues are shown as sticks and the remaining protein structures are shown as secondary structures.

Table 3 | Performance evaluation of binding pose prediction on PDBbind.

| Model     | AUROC | AUPRC |
|-----------|-------|-------|
| IGT       | 0.915 | 0.765 |
| GNN-DTI   | 0.854 | 0.635 |
| Docking   | 0.702 | 0.466 |

L58, respectively. Furthermore, a stronger hydrogen bond was formed with the residue I59 compared with that in the native pose, indicating a more stable binding to the pocket of the receptor protein.

The evaluation on SARS-CoV-2 drug dataset shows that our model not only performs well on the benchmark datasets like DUD-E, LIT-PCBA or MUV, but also has its practical value to be applied to real-world DTI scenarios.

Discussion and Conclusion

We have demonstrated the superior performance of IGT in terms of both fitting and generalization capabilities through the evaluations on the DUD-E, LIT-PCBA, MUV, and the SARS-CoV-2 main protease DTI datasets. The factors that contribute to the superior performance of IGT can be summarized as follows. First, the architecture of IGT assigns more weights to intermolecular information than intramolecular information, so it can better reflect the physical rules in drug-target interactions as well as avoid fitting to the biases in the data. Second, the design of IGT is more robust to the spatial relationship between the ligand and the receptor. For example, the predictions of IGT are invariant to translations and rotations of the inputs (translational and rotational equivariance) because it only leverages features invariant to such transformations. In contrast, this desired property is seldom found in the voxelization-based methods (e.g., 3D CNNs). Third, training on the unbiased LIT-PCBA dataset allows IGT to fit to the signal rather than the biases in the data.

Although IGT performs well on both binding activity prediction and pose prediction, it still has a few limitations. First, IGT requires the docking poses from molecular docking software as input. This may lead to error propagation since the molecular docking procedure itself is non-deterministic and inaccurate. Second, molecular docking slows down the execution of IGT, hindering its efficiency of virtually screening active drugs from millions to billions chemical compounds. Third, although IGT exhibits superior generalization ability to unseen receptors and compounds, the performance is still much lower than that evaluated on similar test sets. Designing a DTI prediction model with better generalization ability and lower resource consumption, still awaits future study.
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