Immersion and invariance based active disturbance rejection control for LCL grid-connected inverter
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Abstract. To improve the anti-disturbance ability of LCL grid-connected inverter system, a novel immersion and invariance based active disturbance rejection control (I&I-ADRC) scheme is proposed in this paper. First, the target system with stronger anti-disturbance ability is immersed into the ADRC standard model by using the target system mapping method of immersion and invariance control. Then, the disturbance estimated by extended state observer (ESO) is compensated, and the immersion and invariance (I&I) control law is adopted to design the state error feedback (SEF) control law, thus I&I-ADRC is built, which has improved anti-disturbance ability and dynamic response performance. The stability of grid-connected inverter system is proved by Lyapunov theory. Simulation results show that the proposed strategy can effectively suppress the disturbance and has better tracking performance.
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1 Introduction

Grid-connected inverter is the hub connecting distributed generation and public power grid, which plays a key role in the stability of the system. LCL grid-connected inverter is widely applied due to its stronger high frequency suppression ability and smaller volume than the traditional L grid-connected inverter [1]. However, LCL grid-connected inverter is high-order system [2], and the actual operation condition is complex. Inverter becomes an uncertain system that is subject to various kinds of disturbances, such as the harmonic generated in the modulation process of inverter and grid voltage disturbances. At present, how to improve the anti-disturbance ability and robustness of the control strategy has become a research hotspot of LCL inverter.

With the development of control theory, a variety of control strategies with strong anti-disturbance ability have appeared and widely employed in LCL inverter, such as sliding mode control, robust control, model predictive control, adaptive control and disturbance observer [3-8]. Active disturbance rejection control (ADRC) is a kind of control strategy
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which does not require an accurate mathematical model of the control target [9], which has strong robustness and anti-disturbance ability. The extended state observer (ESO) can not only estimate the state of the system, but also estimate the real-time effects of internal disturbances caused by model uncertainty and environment-induced external disturbances and compensate for them, the system is transformed into an integral series structure by compensation, and then the feedback control law is applied. Finally, the system can obtain good anti-disturbance ability and dynamic response ability. To solve the problems of complex calculation and difficult parameter tuning of ADRC, the linear active disturbance rejection control (LADRC) was proposed [10], which simplified many parameters into observation bandwidth and control bandwidth, making the tuning of control parameters easier.

Based on the third-order LADRC, the derivative observation signal obtained from the linear extended state observer (LESO) is used as the active damping feedback to suppress the resonance in LCL inverter system [11]. A direct pole placement controller is designed by ESO, which has good performance in suppressing external disturbances, internal coupling and parameter variations [12]. In [13] and [14], the time-varying gain observer is designed to ensure the convergence of observation error and effectively suppress the initial derivative peaking phenomenon of constant gain ESO, it has improved the observation accuracy. In [15], the third-order LCL model is reduced to the second-order model by using the concept of relative order, and the second-order LADRC is designed to realize decoupling control of grid-connected current. In [16], the third-order LCL inverter model is reduced to the first-order model by padé approximation, and the grid-connected current is controlled by the first-order LADRC. The existing literatures are from the level of ESO and system order to improve the anti-disturbance ability of the system, there are few literatures on the control law.

The paper proposes a novel immersion and invariance based active disturbance rejection control (I&I-ADRC) for LCL grid-connected inverter to improve the anti-disturbance ability. Its essence is to improve the traditional ADRC control law, the target system with sliding mode approach law is immersed into ADRC standard model by using the mapping method of immersion and invariance control, which enhances the anti-disturbance ability of the closed-loop system. The I&I-ADRC combines an immersion and invariance control law with a LESO, which obtains high anti-disturbance ability and better dynamic response performance. The stability of LCL grid-connected inverter with the proposed controller is proved by using the Lyapunov theory. The proposed strategy is applied to the current control of grid-connected inverter and verified by simulation. The results show that compared with the traditional LADRC, the proposed strategy has better interference suppression ability and tracking performance.

Fig.1. Block diagram of the LCL grid-connected inverter controlled by the ADRC strategy.
2 LCL model based on ADRC strategy

Figure 1 depicts a block diagram of the LCL grid-connected inverter controlled by the ADRC strategy. $\theta$ is the phase of the grid voltage obtained by the phase locked loop (PLL) here it is assumed that the PLL is always accurate. $v'_d$ and $v'_q$ are reference values of grid-connected current of d-q axis; $u_d$ and $u_q$ are the output signals of the d-q axis controller.

Combined with Figure 1, the third-order dynamic equation of grid-connected current $i_{2abc}$ in d-q coordinates can be expressed as [11]

$$
\begin{align*}
\frac{d^3 i_{2d}}{dt^3} &= \frac{K_{pwm}}{L_1L_2C_f} u_d + w_d \\
\frac{d^3 i_{2q}}{dt^3} &= \frac{K_{pwm}}{L_1L_2C_f} u_q + w_q
\end{align*}
$$

where $K_{pwm} = U_{dc} / 2$ is the gain of the inverter, and $w_d$ and $w_q$ are the internal dynamics and other external disturbances of the system, which are called the total disturbance. According to (1) to design ADRC controller, because of the dual relationship between d-axis and q-axis equation, only d-axis is analyzed in the following, and q-axis analysis is similar.

3 Traditional ADRC design

The active disturbance rejection controller is composed of a tracking differentiator (TD), an extended state observer and a state error feedback (SEF) control law, where TD plays a role in estimating the derivative of the reference signal, considering that the reference signal under the dq coordinate is a direct current Therefore, this structure is omitted.

Expanding $w_d$ in (1) into a new state, the following expanded state space equation can be established

$$
\begin{align*}
\dot{x}_1 &= x_2 \\
\dot{x}_2 &= x_3 \\
\dot{x}_3 &= b_0 u + x_4 \\
\dot{x}_4 &= h \\
y &= x_1
\end{align*}
$$

where $x_1 = y, x_2 = \dot{y}, x_3 = \ddot{y}, x_4 = w_d$, and $y = i_{2d}$ is the output of the system. $b_0 = K_{pwm} / (L_1L_2C_f)$ is the input gain, and $h = \dot{w}_d$ is the derivative of the unknown disturbance.

For (2), a linear extended state observer is established
\[
\begin{aligned}
\dot{x}_1 &= \dot{x}_2 - \beta_1 (\hat{y} - y) \\
\dot{x}_2 &= \dot{x}_3 - \beta_2 (\hat{y} - y) \\
\dot{x}_3 &= b_0 u + f_0 + \dot{x}_4 - \beta_3 (\hat{y} - y) \\
\dot{x}_4 &= -\beta_4 (\hat{y} - y)
\end{aligned}
\]

(3)

where $\beta_j > 0 (j = 1, 2, 3, 4)$ is the error feedback gain of the extended observer. According to [10], the value of $\beta_j$ can be selected as

\[
\beta_1 = 4\omega_o, \beta_2 = 6\omega_o^2, \beta_3 = 4\omega_o^3, \beta_4 = \omega_o^4,
\]

(4)

where $\omega_o$ is the observation bandwidth and the value of $\omega_o$ can be adjusted appropriately

\[
\dot{x}_1 \rightarrow x_1, \dot{x}_2 \rightarrow x_2, \dot{x}_3 \rightarrow x_3, \dot{x}_4 \rightarrow x_4
\]

(5)

At this time, the feedforward compensation can be set as

\[
u = \frac{u_0 - f_0 - \dot{x}_4}{b_0}
\]

(6)

Substitute (6) into (2)

\[
\begin{aligned}
\dot{x}_1 &= x_2 \\
\dot{x}_2 &= x_3 \\
\dot{x}_3 &= u_0 + x_4 - \dot{x}_4 \approx u_0 \\
y &= x_1
\end{aligned}
\]

(7)

When $\dot{x}_4$ estimates the total disturbance in the system accurately, the system (7) can be regarded as a pure integral series object. At this time, there is no disturbance in the system, so the control of the system can be realized by designing SEF with proportional-differential structure for $u_0$ [17]. When a strong disturbance occurs in the system, the traditional SEF has insufficient anti-disturbance ability. Therefore, in order to enhance the anti-disturbance performance, a method of using the immersion and invariance control law to replace the traditional SEF is proposed.

4 I&I-ADRC Controller

4.1 Basic Principles of I&I

Its main conclusion can be summarized as Theorem 1 [18].

Theorem 1: Consider the following nonlinear systems:

\[
\dot{X} = f(X) + g(X)u
\]

(8)
Among them, $X \in \mathbb{R}^n$ is the state variable, $u \in \mathbb{R}^m$ is the control input, and the equilibrium point $X^* \in \mathbb{R}^n$ is stable. Let $p < n$ and assume there is a mapping

$$
\begin{align*}
\alpha : \mathbb{R}^n &\to \mathbb{R}^n, \Gamma : \mathbb{R}^n &\to \mathbb{R}^n, c : \mathbb{R}^n &\to \mathbb{R}^m \\
\Phi : \mathbb{R}^n &\to \mathbb{R}^{n-p}, \Psi : \mathbb{R}^{n(n-p)} &\to \mathbb{R}^m
\end{align*}
$$

(9)

So that the following conditions are true:

H1) Target dynamic system

$$
\dot{\xi} = \alpha(\xi)
$$

(10)

Among them, $\xi \in \mathbb{R}^p$ is the target dynamic state quantity, and the equilibrium points $\xi^* \in \mathbb{R}^p$ and $X^* = \Gamma(\xi^*)$ are asymptotically stable.

Immersion conditions. For all $\xi R^n$:

$$
f(\Gamma(\xi)) + g(\Gamma(\xi))c(\Gamma(\xi)) = \frac{\partial \Gamma}{\partial \xi} \alpha(\xi)
$$

(11)

Implicit manifold. The following equation always holds

$$
\{ X \in \mathbb{R}^n | \Phi(X) = 0 \} = \{ X \in \mathbb{R}^n | X = \Gamma(\xi), \text{for some} \xi \in \mathbb{R}^p \}
$$

(12)

Manifold attractivity and trajectory boundedness. When the following formula holds:

$$
\lim_{t \to \infty} z(t) \to 0
$$

(13)

The following system

$$
\dot{z} = \frac{\partial \Phi}{\partial X} \left[ f(X) + g(X)\Psi(X,z) \right]
$$

(14)

$$
\begin{align*}
f(X) + g(X)\Psi(X,z) &
\end{align*}
$$

(15)

All trajectories are bounded. Then $X^*$ is the asymptotically stable equilibrium point of the following closed-loop system

$$
\dot{X} = f(X) + g(X)\Phi(X,z)
$$

(16)

The corresponding control law $u = \Phi(X,z)$ can make the offline coordinate $z$ converge to zero and the system trajectory is bounded.

4.2 Immersion and Invariance control law

Immersion and invariance can map the low-level target system to the high-level system, so that the entire system has the same response characteristics as the target system. Therefore, the target system with stronger anti-disturbance performance can be selected and mapped to
the system (7), so that the immersion and invariance control law can be designed to enhance the anti-disturbance ability of the active disturbance rejection controller.

The immersion target system of the designated system (7) is

\[ \dot{\xi} = \alpha(\xi) \] (17)

Assume that the system has the only equilibrium point that meets the H1 condition. Then select a suitable mapping \( \Gamma(\xi) \) to satisfy the H2 condition

\[
\begin{aligned}
\Gamma_1(\xi) &= \xi \\
\Gamma_2(\xi) &= \alpha(\xi) \\
\Gamma_3(\xi) &= \frac{\partial \alpha}{\partial \xi} \alpha(\xi)
\end{aligned}
\]

Then the following equation holds

\[
\begin{aligned}
\Gamma_2(\xi) &= \frac{\partial \Gamma_1}{\partial \xi} \alpha(\xi) \\
\Gamma_3(\xi) &= \frac{\partial \Gamma_2}{\partial \xi} \alpha(\xi) \\
c(\Gamma(\xi)) &= \frac{\partial \Gamma_3}{\partial \xi} \alpha(\xi)
\end{aligned}
\]

(18)

To ensure condition H3, select the following function

\[
\begin{aligned}
\Phi_1 &= x_2 - \alpha(x_1) \\
\Phi_2 &= x_3 - \alpha'(x_1)x_2 + k_x(x_2 - \alpha(x_1))
\end{aligned}
\]

(20)

It is easy to know that when the following relationship is satisfied

\[
\begin{aligned}
x_1 &= \Gamma_1(\xi) \\
x_2 &= \Gamma_2(\xi) \\
x_3 &= \Gamma_3(\xi)
\end{aligned}
\]

(21)

There is \( \Phi_1 = 0, \Phi_2 = 0 \), and the H3 condition is satisfied. Define the following equation

\[
\begin{aligned}
z_1 &= x_2 - \alpha(x_1) \\
z_2 &= x_3 - \alpha'(x_1)x_2 + k_x(x_2 - \alpha(x_1))
\end{aligned}
\]

(22)

Deriving it

\[
\begin{aligned}
\dot{z}_1 &= x_2 - \alpha'(x_1)x_2 = z_2 - k_xz_1 \\
\dot{z}_2 &= u_0 - \alpha''(x_1)x_2^2 - \alpha'(x_1)x_3 + k_x(x_3 - \alpha'(x_1)x_2)
\end{aligned}
\]

(23)
Define the following equation

\[ u_0 = -k_z z_2 + \alpha''(x_i)x_2^2 + \alpha'(x_i)x_3 - k_z (x_3 - \alpha'(x_i)x_2) \]  

(24)

Therefore, the following relationship is established

\[
\begin{align*}
\dot{z}_1 &= z_2 - k_z z_i \\
\dot{z}_2 &= -k_z z_2
\end{align*}
\]

(25)

It is easy to know that when parameter \( k_z > 0 \), all states of the system (25) are bounded and asymptotically stable, that is, there is

\[
\lim_{t \to \infty} z_i(t) \to 0, \lim_{t \to \infty} z_2(t) \to 0
\]

(26)

Condition H4 is satisfied. At this point, the above satisfies all the conditions of immersion and invariance H1 to H4, so the equilibrium point \( X^- \) of the original system (7) converges asymptotically and the trajectory is bounded.

In immersion and invariance control, the target system determines the response performance of the closed-loop system. Therefore, in order to improve the overall anti-disturbance ability, it is necessary to select the target system with strong anti-disturbance ability. Due to the excellent disturbance rejection ability of sliding mode control, the target system can be set as a system with sliding mode control law. Referring to the constant velocity reaching law \( \dot{s} = -k_y \text{sgn}(s) \), in order to ensure the smoothness of the function, the sign function is replaced by the smooth saturation function, and the hyperbolic tangent function meets this requirement. Since the reference signal is a DC signal, only the case that the reference value \( f \) is a constant is considered.

Finally, the feedback function of the target system can be set to

\[ \alpha(\xi) = -k_z \tanh(\frac{\xi - v_0}{\delta}) \]

(27)

where \( \delta > 0 \), and with \( \delta \to 0 \), the function \( \tanh \) gradually approximates the signed function \( \text{sgn} \).

Substitute (22) for (24)

\[
\begin{align*}
u_0 &= -k_z (x_3 - \alpha'(x_i)x_2 + k_z (x_2 - \alpha(x_i))) + \alpha''(x_i)x_2^2 + \alpha'(x_i)x_3 - k_z (x_3 - \alpha'(x_i)x_2) \\
&= -2k_z x_3 - k_z^2 x_2 + k_z^2 \alpha(x_i) + \alpha'(x_i)x_3 + 2k_z \alpha'(x_i)x_2 + \alpha''(x_i)x_2^2
\end{align*}
\]

(28)

Since the state variables \( x_2 \) and \( x_3 \) of the above formula can not be obtained directly, the estimated values \( \hat{x}_2 \) and \( \hat{x}_3 \) of the extended state observer (3) are used instead. The actual immersion and invariance control laws are obtained as follows

\[
\begin{align*}
u_0 &= -2k_z \hat{x}_3 - k_z^2 \hat{x}_2 + k_z^2 \alpha(x_i) + \alpha'(x_i)\hat{x}_3 + 2k_z \alpha'(x_i)\hat{x}_2 + \alpha''(x_i)\hat{x}_2^2
\end{align*}
\]

(29)

Then the overall structure of the I&I-ADRC is as follows
5 Proof of stability

**Theorem 2**: For system (2), construct LESO with expression (3), feed forward compensation (6), and satisfy the relationship of (4), then adopt the immersion and invariant control law (29) to make the closed-loop system stable.

Proof: select the lyapunov function as

\[ V = \frac{1}{2} z_1^2 + \frac{1}{2} z_2^2 \]  

(30)

Combining (22), (7) and (29) to obtain the derivative

\[ \dot{V} = z_1 \dot{z}_1 + z_2 \dot{z}_2 \]

\[ = z_1 (z_2 - k_x z_1) + z_2 \left[ u_0 - \alpha^*(x_1) x_2^2 - \alpha'(x_1) x_3 + k_y (x_1 - \alpha'(x_1) x_2) + \hat{x}_4 - x_4 \right] \]

\[ = z_1 (z_2 - k_z z_1) + z_2 (-k_z z_2 + \sigma) \]  

(31)

where

\[ \sigma = -2k_z \tilde{x}_3 - k_z^2 \tilde{x}_2 + k_z^2 \alpha(x_1) + \alpha'(x_1) \tilde{x}_3 + 2k_z \alpha'(x_1) \tilde{x}_2 + \alpha''(x_1)(\tilde{x}_3^2 - x_3^2) + \hat{x}_4 - x_4 \]  

(32)

And \( \tilde{x}_3 = \hat{x}_3 - x_3, \tilde{x}_2 = \hat{x}_2 - x_2 \), according to (27), it is easy to know that function \( \alpha \) and its first derivative \( \alpha' \) and second derivative \( \alpha'' \) are all bounded functions, and since [19] proves that the estimation error of LESO is bounded, it can be obtained

\[ |\sigma| \leq M < \infty \]  

(33)

There are

\[ \dot{V} \leq -k_z z_1^2 - k_z z_2^2 + \frac{1}{2} z_1^2 + \frac{1}{2} z_2^2 + \frac{1}{2} z_2^2 + \frac{1}{2} \sigma^2 \leq -(2k_z - 1)V + \frac{1}{2} M^2 \]

(34)

By multiplying both sides of the above formula by \( e^{-(2k_z-1)t} \) and seeking definite integral
\[ V \leq \frac{M^2}{2(2k_z - 1)} + \left[ V(0) - \frac{M^2}{2(2k_z - 1)} \right] e^{-(2k_z - 1)t} \]  

(35)

There are

\[ \lim_{t \to \infty} \left| z_1 \right| \leq \lim_{t \to \infty} \sqrt{2V(t)} \leq \sqrt{\frac{M^2}{(2k_z - 1)} = \xi_z} \]  

(36)

\[ \lim_{t \to \infty} \left| z_2 \right| \leq \lim_{t \to \infty} \sqrt{2V(t)} \leq \sqrt{\frac{M^2}{(2k_z - 1)} = \xi_z} \]  

(37)

Defining \( e_1 = x_1 - v_0 \), we can combine (22) and (2) to obtain the following equation

\[ \dot{e}_1 = -k_z \tanh \frac{e_1}{\delta} + z_i \]  

(38)

According to (36), \( z_1 \) is a bounded signal, so it can be regarded as the external disturbance of the system (38). Since (38) is designed according to the sliding mode reaching law, it is stable under the influence of bounded disturbance signal \( z_1 \). So far, both \( z_1 \) and \( z_2 \) are bounded and stable, so that the entire closed-loop system is stable.

6 Simulation

In order to verify the proposed strategy, the simulation models of the proposed controller and LCL inverter are built on MATLAB/Simulink simulation software. When harmonic voltage and unbalanced voltage exist in the power grid, it is compared with the traditional LADRC control strategy. The inverter parameters are \( L_1 = 1.4 \text{mH} \), \( C_1 = 50 \mu \text{F} \), \( L_2 = 1.2 \text{mH} \) and \( U_{dc} = 800 \text{V} \) carrier frequency is 10000hz, and I&I-ADRC parameters are \( k_z = 6000 \), \( \delta = 0.1 \) and \( \omega_a = 15000 \) The parameter of traditional LADRC are \( \omega_c = 6000, \omega_o = 15000 \).

6.1 Tracking of reference instructions

To investigate the tracking performance of I&I-ADRC to reference command current, the simulation settings are as follows: when 0.05s, the q-axis reference current steps from 0A to 20A; when 0.1s, the d-axis reference current steps from 25A to 15A. Figure 3 shows the reference and actual d-axis and q-axis currents in I&I-ADRC, as well as the corresponding three-phase grid-connected current. The test results show that the proposed control strategy has good tracking performance for reference instruction current, strong adaptability for reference instruction mutation, smooth tracking and no overshoot in mutation process, and stable state in less than half cycle of fundamental wave after instruction mutation. The proposed control strategy has good dynamic response ability.
6.2 Interference suppression

The LCL inverter system is continuously affected by the grid voltage disturbance. To investigate the disturbance suppression of the proposed strategy, the harmonic and unbalanced grid voltage are tested respectively. The odd harmonic component of fundamental frequency mainly exists in the power grid, so the 5th harmonic with 7% content and the 7th harmonic with 3% content are injected into the power grid in the test. It can be seen from Figure 4 that after adding harmonics to the grid voltage, the grid-connected current is also distorted due to the influence of grid voltage. The grid-connected current controlled by traditional LADRC in Figure 4 (a) is obviously distorted, and the harmonic distortion rate (THD) in Figure 4 (c) is 1.39%. However, the grid-connected current controlled by I&I-ADRC in Figure 4 (b) has almost no distortion, and Figure 4 (d) shows that its THD is only 0.39%. This shows that I&I-ADRC can more effectively suppress grid-connected current distortion caused by harmonic disturbance.
Fig. 4. Comparison of grid-connected current under the control of traditional LADRC and I&I-ADRC when the power grid contains harmonics.
The negative sequence voltage of 15% is injected into the grid voltage, the suppression ability of the two strategies to grid voltage imbalance is compared by analyzing the imbalance degree of grid-connected current, as shown in Figure 5. When the grid voltage is unbalanced, the grid-connected current controlled by the traditional LADRC strategy is obviously unbalanced. Through calculation, the unbalance degree of grid-connected current under traditional LADRC control is 2.30%, while the unbalance degree of grid-connected current under I&I-ADRC control is only 0.57%. Injecting different degrees of negative sequence voltage into the power grid will increase the voltage imbalance of the power grid. Figure 6 shows the line chart of unbalanced comparison of grid-connected current controlled by the two strategies under different voltage imbalance conditions. The grid-connected current under the proposed I&I-ADRC strategy keeps a low degree of imbalance, while the grid-connected current under the traditional LADRC strategy keeps a high degree of imbalance. This shows that the proposed I&I-ADRC control strategy has a better suppression effect on the disturbance caused by the grid voltage imbalance.

Fig. 5. Comparison of grid-connected current under the control of traditional LADRC and I&I-ADRC when the grid is unbalanced.

Fig. 6. Comparison of grid-connected current imbalance under different grid voltage imbalance conditions.
7 Conclusion

In this paper, I&I-ADRC control strategy for LCL inverter is proposed. the I&I control law is adopted to design the SEF control law in traditional LADRC, finally, I&I-ADRC is built. The target system with sliding mode reaching law is selected to enhance the anti-disturbance ability of the closed-loop system. The stability of the controller is proved by Lyapunov stability theory. The simulation results show that the proposed control strategy has better anti-disturbance performance than the traditional LADRC control strategy when the disturbance changes.
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