TriResNet: A Deep Triple-stream Residual Network for Histopathology Grading
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Abstract—While microscopic analysis of histopathological slides is generally considered as the gold standard method for performing cancer diagnosis and grading, the current method for analysis is extremely time consuming and labour intensive as it requires pathologists to visually inspect tissue samples in a detailed fashion for the presence of cancer. As such, there has been significant recent interest in computer aided diagnosis systems for analysing histopathological slides for cancer grading to aid pathologists to perform cancer diagnosis and grading in a more efficient, accurate, and consistent manner. In this work, we investigate and explore a deep triple-stream residual network (TriResNet) architecture for the purpose of tile-level histopathology grading, which is the critical first step to computer-aided whole-slide histopathology grading. In particular, the design mentality behind the proposed TriResNet network architecture is to facilitate for the learning of a more diverse set of quantitative features to better characterize the complex tissue characteristics found in histopathology samples. Experimental results on two widely-used computer-aided histopathology benchmark datasets (CAMELYON16 dataset and Invasive Ductal Carcinoma (IDC) dataset) demonstrated that the proposed TriResNet network architecture was able to achieve noticeably improved accuracies when compared with two other state-of-the-art deep convolutional neural network architectures. Based on these promising results, the hope is that the proposed TriResNet network architecture could become a useful tool to aiding pathologists increase the consistency, speed, and accuracy of the histopathology grading process.

I. INTRODUCTION

The microscopic analysis of hematoxylin and eosin (H&E) stained histopathological slides is generally considered as the gold standard method for diagnosing and grading cancers [18][10]. However, the current method for performing such an analysis requires the manual visual inspection of human pathologists, and as such can be limiting in several aspects. First of all, histopathological diagnosis and grading via manual visual inspection relies on the qualitative analysis of images from a microscope by a human pathologist, and as such can suffer from high inter-observer and intra-observer variability, particularly with the lack of standardization in the diagnosis and grading process. Second, the visual inspection of...
histopathological slides is an extremely time-consuming and labor intensive process, especially considering the large volume of slides that a typical pathologist must analyze, with each slide containing millions of cells [2], [27], [9]. These issues associated with the current method for performing histopathological diagnosis and grading are problematic in developed countries, but are far greater in developing countries where there is a severe lack of trained pathologists [5]. As such, there has been significant recent interest in computer aided diagnosis systems for analysing histopathological slides for cancer grading to aid pathologists to perform cancer diagnosis and grading in a more efficient, accurate, and consistent manner.

Amongst the different strategies proposed for the purpose of computer aided histopathology grading, one of the most promising recent developments has been the leveraging of machine learning for building computational predictive models learnt directly from the wealth of histopathological slides. Earlier methods that leveraged machine learning for computer aided histopathology grading utilized human-engineered quantitative features extracted from a histopathological image, followed by the application of a machine learning-driven classification model on these extracted features [23], [13], [3], [26], [8], [4]. For example, [26] utilized tissue texture features by performing cell segmentation and calculating nuclei density and position as extracted features to be fed into a quadratic classifier. Other approaches have utilized a heterogeneous mix of human-engineered features ranging from simple features such as hue, saturation, and intensity to more complex features such as texture-based features (e.g., Haralick features and Gabor features) as well as graph-based features, followed by the application of support vector machines on these extracted features [8]. However, such earlier methods that leverage human-engineered features have been limited in their performance due to the significant difficulties for human experts to manually design a comprehensive set of features that can comprehensively capture the complex tissue characteristics exhibited in histopathological slides. Therefore, methods that can learn a comprehensive set of important quantitative features for discriminating between benign and cancerous tissue directly from histopathological slides themselves is highly desired.

In recent years, the concept of deep learning [19] has revolutionized the area of computer-aided histopathology diagnosis and grading by automatically learning discriminative quantitative features from the wealth of available histopathological images in a direct manner, rather than being constrained by the limitations of human-engineered features. In particular, a type of deep neural network known as deep convolutional neural networks (CNN), which demonstrated state-of-the-art performance on visual perception compared to other machine learning algorithms [17], has been leveraged for computer-aided histopathology grading to great success [31], [28], [22], [21], [20]. These deep learning-driven computer-aided whole slide image (WSI) histopathology grading approaches tend to share the same general pipeline. More specifically, the vast size of whole slide image make them computational intractable to be processed by a deep convolutional neural network in a single inference pass, as is commonly performed in general image classification where the images are significantly smaller in size.

To handle this size and complexity issue, these approaches breaks the task of WSI histopathology grading into two main stages (an overview of this two-stage approach is illustrated in Fig. 1). In the first stage, tissue image tiles are extracted from the WSI after preprocessing is used to reduce the irrelevant white space in the slide. A CNN trained to perform tile-level tissue grading is then used to grade each of the individual tiles extracted over the entire WSI. In the second stage, the histopathology gradings for all tiles in the WSI are then combined together to create a malignancy probability heatmap, and from this heatmap a number of WSI-level geometrical and morphological features are then extracted. These extracted WSI-level features are then used by a machine learning classification model to generate the final WSI-level histopathology grading. As such, improvements to either of these two stages would yield benefits for the overall WSI histopathology grading processing. In this paper, we place our focus on improving the first stage of the computer-aided WSI histopathology grading pipeline by improving the performance of the tile-level tissue grading process through the introduction of an improved CNN network architecture.

The key contribution of this paper is the introduction of a novel deep triple-stream residual network (TriResNet) architecture for the purpose of improved tile-level histopathology grading. The proposed TriResNet architecture incorporates three different streams comprised of a deep stack of residual blocks, with the underlying motivation that, through careful training, each residual stream will learn a different set of quantitative features for better characterizing different aspects of the complex tissue characteristics captured in histopathology images than what can be achieved by a single-stream network. A multi-stage targeted training procedure is also introduced to overcome the difficulty of training such a large network architecture as well as better encouraging feature...
diversity within the network.

This paper is organized as follows. Section 2 provides a detailed description of the proposed TriResNet network architecture [2.2], as well as the multi-stage targeted training policy leveraged to train the network [2.3]. Section 3 presents the experiments conducted on two publicly available histopathology benchmark datasets (CAMELYON16 dataset and Invasive Ductal Carcinoma (ICD) dataset), including a description of datasets [3.1] as well as the experimental setup [3.2]. Finally, experimental results and discussion of the results are presented in Section 4, with conclusions drawn and future work discussed in Section 5.

II. DEEP TRIPLE-STREAM RESIDENTIAL NETWORK

The proposed deep triple-stream residual network (TriResNet) architecture is designed based on the idea of extracting a more diverse set of discriminative quantitative features for better characterizing the diverse and complex tissue characteristics exhibited in histopathological images. A more detailed description of the proposed network architecture as well as the multi-stage targeted training policy used to train this network is provided below.

A. Network Architecture

The underlying goal behind the design of the proposed TriResNet network architecture is to better learn a larger, more diverse set of quantitative features for characterizing complex and varied tissue characteristics exhibited in histopathology images. To achieve this goal, we leverage the notion of residual learning first proposed in [12], which has not only demonstrated state-of-the-art performance for a wide variety of applications such as general image recognition [12], but has been recognized in research literature for its terrific ability to perform well both for feature extraction and fine-tuning [16].

The strategy we leverage in the proposed TriResNet network to encourage greater feature diversity is to incorporate multiple streams of residual blocks, with the underlying premise being that each of these independent streams, when trained appropriately, will be able to capture different nuances within the tissue characteristics in histopathology images. More specifically, as shown in Fig. 2, the proposed TriResNet architecture comprises of three separate residual streams consisting of deep stacks of residual blocks for a total of 34 layers in each stream, with each stream made up of a different set of learned weights to capture diverse feature sets. To explicitly encourage feature diversity of individual residual streams and learn to capture different tissue nuances amongst the streams, each residual stream undergoes pre-training exposure to different data collections, which will be described in detail in Section [2.3] where the multi-stage targeted training policy is outlined.

The features of the last residual blocks in each of the three residual streams within the proposed TriResNet architecture are combined in a concatenation layer, which is then fed into a 16-neuron fully connected layer, followed by a ReLU layer, which then feeds into a final fully connected layer where the number of neurons is equal to the number tissue grades to provide the final prediction output.

B. Multi-stage Targeted Training Policy

One of the challenges with leveraging the proposed TriResNet architecture for tile-level histopathology grading is that training such a complex network is extremely difficult because of the large number of parameters...
within this network (which makes converging to an appropriate solution quite challenging given this large parameter size) as well as the dangers of over-fitting. In order to tackle the aforementioned problem, we leverage a multi-stage targeted training policy consisting of the following three main stages:

1) Targeted pre-training of individual residual streams.
2) Targeted training of fully connected network layers.
3) End-to-end fine-tuning of the full network.

Targeted pre-training of individual residual streams. As the first stage of the training policy, each of the three residual streams are pre-trained independently by freezing the weights of the other residual streams, and augmenting a proxy fully connected output layer to the particular residual stream we wish to pre-train. This ensures that only one particular residual stream will be pre-trained at a time, leaving the other residual streams unaffected during the individual pre-training processes. Given our goal is to encourage diverse feature learning to better model the diverse tissue characteristics in histopathology, we utilize a stochastic pre-training policy for each of the residual streams via their individual proxy fully connected output layers such that the individual streams are exposed to different random batches of tissue tiles during the pre-training process. This ensures that each residual stream will converge to a different set of weights, and thus will be capable of capturing a diverse set of quantitative features compared to the other residual streams during inference. To speed up the pre-training process, each residual stream was initialized with pre-trained weights based on the ImageNet Challenge Dataset [7]. This pre-training process is repeated for each of the residual streams, and the proxy layers are removed at the end of the pre-training processes.

Targeted training of fully connected network layers. After the targeted training of individual residual streams, we now focus on the targeted training of the fully connected network layers. The rationale behind this is that, because the random initialization of these layers, there is strong potential for convergence issues if the entire network architecture is trained end-to-end at this point. By freezing the weights of the individual residual streams while the fully connected layers begin to learn, we allow the fully connected layers to converge to a good set of weights without the convergence issues associated with training the entire network at this point. Furthermore, because backpropagation is performed only on the fully connected layers, the time to convergence is greatly accelerated.

End-to-end fine-tuning of the full network. After the fully-connected layers in the network have been trained using the targeted training process, the entire network undergoes an end-to-end fine-tuning process to further improve the performance of the full network architecture. In this part of the training process, we backpropagate the gradient through the entire network, including each of the three residual streams and the fully connected layers as a whole, thus optimizing the weights of the entire network. This is done at a lower learning rate that is a factor of 10 times lower than the initial learning rate. This end-to-end fine-tuning phase also encourages the individual residual streams to work cohesively together as a complete network architecture.

III. EXPERIMENTS

To study the efficacy of the proposed TriResNet network for the purpose of tile-level histopathology grading, we performed a series of experiments using two widely-used histopathological image benchmark datasets. The details of these datasets as well as the experimental setup are presented below.

A. Data

We investigate two publicly-available histopathological image benchmark datasets: i) CAMELYON16 dataset, and ii) Invasive Ductal Carcinoma (IDC) dataset.

1) CAMELYON16 Dataset: The CAMELYON16 dataset contains lymph node tissues of breast cancer patients, with the goal being to find metastasis of breast cancer. CAMELYON16 consists of 400 whole slide images (WSI) divided into 270 for training and 160 for testing. Ground truth is provided by a mask corresponding to each slide, which is an image with pixel level annotation indicating the cancerous regions. Both the mask and the WSI are very high resolution (100,000 x 200,000 pixels), with a single file being about 5 gigabytes. These are stored in a multi-resolution format, meaning that each file contains the high resolution image, as well as downsampled versions to a minimum size of about 512x1024. An example WSI from the CAMELYON16 dataset is shown in Fig. 3.

Due to the large size of the high resolution WSI slides making it difficult to handle and even perform simple operations on the slides in a direct manner,
OpenSlide\cite{11} is used to read in subsections of the WSI at a lower resolution.

2) Preprocessing: Because of the large size of the WSIs, the background is segmented from the actual tissue to greatly reduce the computational requirements in dealing with the histopathological images. This is accomplished in this paper using the preprocessing approach described in \cite{31}:

1) Read in WSI at resolution about 3072x7168 pixels, and convert from RGB to HSV.

2) Use Otsu’s algorithm \cite{24} to separate the background from foreground, then take the union of the result with the H and S channels to generate a tissue mask.

3) Dataset Generation: In many circumstances, 270 images would be considered too few data points to train a CNN. However, due to the fact that we have pixel-level annotations and very high resolution images, a much larger training dataset can be generated from subsections of the original WSI slides and the labels from the pixel-level annotations, using a similar approach as in previous research literature \cite{30}, \cite{31}. More specifically, we create a dataset of 224x224 sized tissue image tiles at the highest magnification available, as past research literature has shown that it is most useful to look at the WSIs at the highest magnification \cite{31}, \cite{22}. Example tissue image tiles obtained from the CAMELYON16 dataset are shown in Fig. 4.

4) Class Imbalance: Given that the WSIs contain far more benign than malignant tissue, this can lead to a significant data imbalance problem when training CNNs. Therefore, we oversample the malignant class to create a balanced dataset of half malignant and half benign tiles.

To generate the dataset, we alternate sampling between malignant and benign tissue. In the case of malignant tissue, we select a malignant slide and sample from the region indicated by the malignancy mask. In the case of benign tissue, because malignant slides also contain benign tissue, we select any slide, and make sure that the area we sample in is inside the tissue mask and but not in the malignancy mask.

In both cases the malignancy mask is down-sampled to be the same magnification as the tissue mask, and sampling is done at this magnification. These points are then converted to the highest magnification, and we read in the tile at this level. No color normalization is used because it proved to be ineffective in other research \cite{22}.

5) Invasive Ductal Carcinoma (IDC) Dataset: The Invasive Ductal Carcinoma (IDC) dataset \cite{14}, \cite{6} is generated from 162 whole slide images of breast cancer, scanned at 40x magnification. From these slides, 198,738 images were sampled of size 50x50 pixels, with 78,786 of these images containing IDC. Because of the small size of these images, they were resized to the minimum acceptable size for the network during training (197x197), as is done in previous literature. The dataset
Fig. 5. Examples of tissue image tiles from the Invasive Ductal Carcinoma (IDC) dataset showing benign and malignant tissues. These tissue image tiles are extracted at 40x magnification, with a size of 50x50 pixels.

is already in the format of a standard image classification dataset, so no special preprocessing is needed. Example tissue image tiles from the IDC dataset are shown in figure 5.

B. Experimental Setup

In this paper, we compare the proposed TriResNet network to two state-of-the-art deep convolutional neural networks in order to gauge its performance for the purpose of tile-level histopathology grading. Details of these experiments are shown below.

Test-Train-Validation Split

The CAMELYON16 dataset was split between by WSI into 80% for training and 20% for validation, and the independent test set given by the CAMELYON16 competition was used for testing and evaluation. For each of the WSIs we extracted malignant and benign tiles, balancing the number of benign and malignant samples, as described above. For the IDC dataset, a split of 70% training, 15% for validation, and 15% for test set was used.

Tested Deep Convolutional Neural Networks

To evaluate and compare the performance of the proposed TriResNet, we compare it to two state-of-the-art deep convolutional neural networks: i) Inception-v3 [29], and ii) ResNet-34 [12]. We optimized the performance for the two tested networks to the best of our abilities for high histopathology grading performance on the two datasets.

- **Inception-v3:** This state-of-the-art network architecture was shown to achieve state-of-the-art performance on the CAMELYON16 histopathology competition [22]. Because of this network’s demonstrated impressive performance in computer-aided histopathology diagnosis, this network is a good choice for comparing the overall performance of the proposed TriResNet network to.

- **ResNet-34:** This state-of-the-art network architecture is compared with the proposed TriResNet as it was shown to provide state-of-the-art performance on histopathology grading [28], [21]. Furthermore, it was compared with the proposed TriResNet also to get a clearer idea of the benefits of a triple-stream network architecture in capturing more diverse features for improved performance when compared to a single-stream network architecture. The ResNet-34 network has the same number of residual blocks and layers as a single residual stream of TriResNet, thus making the comparison more direct in terms of potential benefits.

All tested networks are implemented using PyTorch [25], and were initialized with pre-trained weights on the ImageNet Challenge Dataset [7] to improve the speed of convergence. The Adam optimizer [15] was used for training. Data augmentation was relatively standard, with random flips, rotations, and brightness transformations.

Performance Metrics

For both the CAMELYON16 and IDC datasets, we evaluated the performance of each tested network on their ability to grade tissue image tiles as either malignant or benign. For each network and dataset we evaluated the following three performance metrics on the test set:

1) \[ sensitivity = TP / (TP + FN) \]
2) \[ specificity = TN / (TN + FP) \]
3) \[ accuracy = (TP + TN) / (TP + TN + FP + FN) \]

IV. RESULTS AND DISCUSSION

Table I and Table II show the grading performance (in terms of accuracy, sensitivity, and specificity) of the
tested networks for the test sets of the CAMELYON16 dataset and the IDC dataset, respectively. A number of interesting observations can be made from the quantitative results. First of all, it can be clearly seen that for both benchmark datasets, the proposed TriResNet network achieved improved overall accuracy compared to both the tested Inception-v3 and ResNet-34 networks.

When compared to the Inception-v3 network, the proposed TriResNet achieves higher overall accuracy on both datasets, with an increase of 1.8% and 1.7% for the CAMELYON16 dataset and the IDC dataset, respectively. Since this network has been demonstrated to provide strong performance in histopathology image grading [22] as well as general image classification problems [29], this demonstrates that the proposed TriResNet can be a very effective network for histopathology grading.

The comparison with the ResNet-34 network demonstrates that a multi-stream network architecture clearly has merits compared to a single-stream network architecture for histopathology grading in terms of capturing a more diverse and discriminative set of quantitative features for characterizing tissue complexities in histopathology images, with the accuracy of the proposed TriResNet being higher by 3.6% and 1.2% on the CAMELYON16 and IDC datasets, respectively.

It can also be observed that the proposed TriResNet achieved higher sensitivity and specificity compared to the other tested networks for the IDC dataset, which illustrates the efficacy of the proposed network. Furthermore, what is particularly interesting to note is, while achieving lower specificity compared to the other tested networks, the increase in sensitivity achieved by the proposed TriResNet is quite pronounced for the CAMELYON16 dataset, where the sensitivity achieved by the proposed TriResNet network is 6.3% and 9.1% compared to Inception-v3 and ResNet-34, respectively. The higher sensitivity achieved by the proposed TriResNet network is particularly important for the case of histopathology grading, as it is more important to identify all instances of malignancy than to have a very low number of false positives, because of the risks associated with missed malignant tissues leading to patients not being treated for malignant cancer.

Rather than simply discuss the strengths of the proposed TriResNet network for the purpose of tile-level histopathology grading, we also study the limitations of its abilities by looking at some example tissue image tiles that are incorrectly graded by the proposed TriResNet, as shown in Fig. 6. It can be observed that both the proposed TriResNet as well as the ResNet-34 network have some systematic difficulties grading in certain circumstances. For example, one repeated issue experienced by both TriResNet and ResNet-34 was the difficulty associated with grading when there was a large amount of adipose tissue. In addition to this, the networks experienced difficulties when the color of the tissue is different from what is considered the norm; for example, as more malignant tissues tend to look more purple, the networks falsely used this as an indication of malignancy in some benign tissues. Greater diversity of tissues and stains used during training of the networks should alleviate these issues. Finally, it is important to note that while the proposed TriResNet network achieves very strong performance compared to the other tested networks, it is also noticeably larger in terms of network size compared to the other networks, although for clinical purposes accuracy is in general more important than inference speed.

### V. Conclusion and Future Work

In this paper, we introduced a deep triple-stream residual network (TriResNet) architecture designed to better learn more diverse and discriminative features for characterizing complex tissue characteristics, and thus provide improved tile-level histopathology grading. Experimental results across two widely-used benchmark datasets demonstrated the efficacy of the proposed TriResNet in achieving increased accuracy when compared to two state-of-the-art networks. The promising results achieved using the proposed TriResNet network indicate that such a network could be a useful tool to aid pathologists in improving the consistency, accuracy, and

| Network    | Accuracy | Sensitivity | Specificity |
|------------|----------|-------------|-------------|
| Inception-v3 | 85.3%    | 75.9%       | 95.9%       |
| ResNet-34  | 83.5%    | 73.1%       | 96.5%       |
| TriResNet  | 87.1%    | 82.2%       | 91.2%       |

| Network    | Accuracy | Sensitivity | Specificity |
|------------|----------|-------------|-------------|
| Inception-v3 | 89.2%    | 91.4%       | 83.1%       |
| ResNet-34  | 89.7%    | 92.3%       | 82.9%       |
| TriResNet  | 90.9%    | 93.1%       | 85.1%       |
speed of analyzing large volumes of whole histopathology slides containing millions of cells. In the future, we hope to leverage improved data augmentation strategies to handle some issues experienced by the proposed TriResNet network associated with staining diversity, as well as more comprehensive testing and evaluation with a larger variety of histopathology image data. Furthermore, a more comprehensive and fundamental trade-off analysis between the number of streams within the network and the level of performance achieved would be quite useful to better understand network design.

VI. ACKNOWLEDGEMENTS

The authors thank the Natural Sciences and Engineering Research Council of Canada, the Canada Research Chairs Program, and the Queen Elizabeth II Graduate Scholarship in Science & Technology for partially supporting this research. Furthermore, the authors thank Nvidia for the GPUs used in this study that were provided as part of a hardware grant.

REFERENCES

[1] Camelyon 2016. [https://camelyon16.grand-challenge.org/]. Accessed: 2018-02-01.

[2] D. Allende, M. Elmessiry, W. Hao, G. DaSilva, S. Wexner, P. Bejarano, and M. Berho. Inter-observer and intra-observer variability in the diagnosis of dysplasia in patients with inflammatory bowel disease: correlation of pathological and endoscopic findings. *Colorectal Disease*, 16(9):710–718, 2014.

[3] D. Altunbay, C. Cigir, C. Sokmensuer, and C. Gunduz-Demir. Color graphs for automated cancer diagnosis and grading. *IEEE Transactions on Biomedical Engineering*, 57(3):665–674, 2010.

[4] A. Basavanhally, S. Ganesan, M. Feldman, N. Shih, C. Mies, J. Tomaszewski, and A. Madabhushi. Multi-field-of-view framework for distinguishing tumor grade in er+ breast cancer from entire histopathology slides. *IEEE transactions on biomedical engineering*, 60(8):2089–2099, 2013.

[5] H. Benediktsson, J. Whitelaw, and I. Roy. Pathology services in developing countries: a challenge. *Archives of pathology & laboratory medicine*, 131(11):1636–1639, 2007.

[6] A. Cruz-Roa, A. Basavanhally, F. González, H. Gilmore, M. Feldman, S. Ganesan, N. Shih, J. Tomaszewski, and A. Madabhushi. Automatic detection of invasive ductal carcinoma in whole slide images with convolutional neural networks. In *Medical Imaging 2014: Digital Pathology*, volume 9041, page 904103. International Society for Optics and Photonics, 2014.

[7] J. Deng, W. Dong, R. Socher, L.-J. Li, K. Li, and L. Fei-Fei. *ImageNet: A Large-Scale Hierarchical Image Database*. In CVPR09, 2009.

[8] S. Doyle, S. Agner, A. Madabhushi, M. Feldman, and J. Tomaszewski. Automated grading of breast cancer histopathology using spectral clustering with textural and architectural image features. In *Biomedical Imaging: From Nano to Macro*, 2008. ISBI 2008. 5th IEEE International Symposium on, pages 496–499. IEEE, 2008.

[9] J. G. Elmore, G. M. Longton, P. A. Carney, B. M. Geller, T. Ogawa, A. N. Tosteson, H. D. Nelson, M. S. Pepe, K. H. Allison, S. J. Schnitt, et al. Diagnostic concordance among pathologists interpreting breast biopsy specimens. *Jama*, 313(11):1122–1132, 2015.

[10] A. H. Fischer, K. A. Jacobson, J. Rose, and R. Zeller. Hematoxylin and eosin staining of tissue and cell sections. *Cold Spring Harbor Protocols*, 2008(5):pdb–prot4986, 2008.

[11] A. Goode, B. Gilbert, J. Harkes, D. Jukic, and M. Sathyarayanan. OpenSlide: A vendor-neutral software foundation for digital pathology, 2013.

[12] K. He, X. Zhang, S. Ren, and J. Sun. Deep residual learning for image recognition. In *Proceedings of the IEEE conference on computer vision and pattern recognition*, pages 770–778, 2016.

[13] L. He, L. R. Long, S. Antani, and G. R. Thoma. Histology image analysis for carcinoma detection and grading. *Computer methods and programs in biomedicine*, 107(3):538–556, 2012.

[14] A. Janowczyk and A. Madabhushi. Deep learning for digital pathology image analysis: A comprehensive tutorial with selected use cases. *Journal of pathology informatics*, 7, 2016.

[15] D. P. Kingma and J. Ba. Adam: A method for stochastic optimization. *arXiv preprint arXiv:1412.6980*, 2014.

[16] S. Kornblith, J. Shlens, and Q. V. Le. Do better imagenet models transfer better? *arXiv preprint arXiv:1805.08974*, 2018.

[17] A. Krizhevsky, I. Sutskever, and G. E. Hinton. Imagenet classification with deep convolutional neural networks. In F. Pereira, C. J. C. Burges, L. Bottou, and K. Q. Weinberger, editors, *Advances in Neural Information Processing Systems 25*, pages 1097–1105. Curran Associates, Inc., 2012.

[18] V. Kumar, A. K. Abbas, N. Fausto, and J. C. Aster. *Robbins and Cotran pathologic basis of disease*, professional edition e-book. Elsevier health sciences, 2014.

[19] Y. LeCun, Y. Bengio, and G. Hinton. Deep learning. *nature*, 521(7553):436, 2015.

[20] B. Lee and K. Paeng. Breast cancer stage classification in histopathology images, 2017.

[21] Y. Li and W. Ping. Cancer metastasis detection with neural conditional random field. *International conference on Medical Imaging with Deep Learning*, 2018.

[22] Y. Liu, K. Gadepalli, M. Norouzi, G. E. Dahl, T. Kohlberger, A. Boyko, S. Venugopalan, A. Timofeev, P. Q. Nelson, G. S. Corrado, et al. Detecting cancer metastases on gigapixel pathology images. *arXiv preprint arXiv:1703.02442*, 2017.

[23] J. P. Monaco, J. E. Tomaszewski, M. D. Feldman, I. Hagemann,
M. Moradi, P. Mousavi, A. Boag, C. Davidson, P. Abolmaesumi, and A. Madabhushi. High-throughput detection of prostate cancer in histological sections using probabilistic pairwise markov models. *Medical image analysis*, 14(4):617–629, 2010.

[24] N. Otsu. A threshold selection method from gray-level histograms. *IEEE Transactions on Systems, Man, and Cybernetics*, 9(1):62–66, Jan 1979.

[25] A. Paszke, S. Gross, S. Chintala, G. Chanan, E. Yang, Z. DeVito, Z. Lin, A. Desmaison, L. Antiga, and A. Lerer. Automatic differentiation in pytorch. 2017.

[26] S. Petushi, F. U. Garcia, M. M. Haber, C. Katsinis, and A. Tozeren. Large-scale computations on histology images reveal grade-differentiating parameters for breast cancer. *BMC medical imaging*, 6(1):14, 2006.

[27] S. S. Raab, D. M. Grzybicki, J. E. Janosky, R. J. Zarbo, F. A. Meier, C. Jensen, and S. J. Geyer. Clinical impact and frequency of anatomic pathology errors in cancer diagnoses. *Cancer*, 104(10):2205–2213, 2005.

[28] M. Shah, D. Wang, C. Rubadue, D. Suster, and A. H. Beck. Deep learning assessment of tumor proliferation in breast cancer histological images. *IEEE International Conference on Bioinformatics and Biomedicine (BIBM)*, 2017.

[29] C. Szegedy, V. Vanhoucke, S. Ioffe, J. Shlens, and Z. Wojna. Rethinking the inception architecture for computer vision. In *Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition*, pages 2818–2826, 2016.

[30] Y. S. Vang, Z. Chen, and X. Xie. Deep learning framework for multi-class breast cancer histology image classification. *CoRR*, abs/1802.00931, 2018.

[31] D. Wang, A. Khosla, R. Gargeya, H. Irshad, and A. H. Beck. Deep learning for identifying metastatic breast cancer. *arXiv preprint arXiv:1606.05718*, 2016.