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Abstract
We study a stochastic differential game between two players, controlling a forward
stochastic Volterra integral equation (FSVIE). Each player has to optimize his own
performance functional which includes a backward stochastic differential equation
(BSDE). The dynamics considered are driven by time-changed Lévy noises, with abso-
lutely continuous time-change process. We prove a sufficient maximum principle
to characterize Nash equilibria and the related optimal strategies. For this we use
techniques of control under partial information, and the non-anticipating stochastic
derivative. The zero-sum game is presented as a particular case.
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1 Introduction
Hereafter we consider a type of stochastic games with memory. The goal of each one
of the two players \(i = 1, 2\) is to find an optimal control \(u_i\) that maximizes his personal
performance functional

\[
J_i(u) := \mathbb{E} \left[ \int_0^T F_i(t, u(t), X(t), Y_i(t)) dt + \varphi_i(X(T)) + \psi_i(Y_i(0)) \right],
\]

which includes profit rate \(F_i\), utility function \(\phi_i\) and \(\psi_i\), associated to recursive utility
or risk evaluation. Here \(u = (u_1, u_2)\), with \(u_i\) representing the control of player \(i\). The
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controlled process $X$ follows the forward dynamics of Volterra type:

$$X(t) = X_0 + \int_0^t b(t, s, \lambda_s, u(s), X(s^-))ds + \int_0^t \int_{\mathbb{R}} \kappa(t, s, z, \lambda_s, u(s), X(s^-))\mu(dsdz), \ t \in [0, T],$$  \hspace{1cm} (1.2)

while, for each $i = 1, 2$, $Y_i$ is a backward stochastic differential equation (BSDE) with dynamics given by:

$$Y_i(t) = h_i(X(T)) - \int_t^T g_i(s, \lambda_s, u(s), X(s^-), Y_i(s^-), \Theta_i(s, \cdot))ds$$
$$+ \int_t^T \int_{\mathbb{R}} \Theta_i(s, z)\mu(dsdz) + \int_t^T dM_i(s), \ t \in [0, T].$$  \hspace{1cm} (1.3)

The noise $\mu$, appearing in (1.2) and (1.3), is the mixture of a conditional Brownian motion and a conditional centred Poisson random measure. They can be regarded as a time-changed Lévy noises with rate $\lambda$. The inclusion of time-change allows to gain more flexibility in modelling than what is possible with the classical Lévy framework, as pointed out, e.g., in [4, 33]. Indeed, time change has been suggested in the study of volatility modelling [4, 8, 20, 37], energy models [8], default models [27] and also kinetic theory [28]. In this work, we deal with a time-change process of the form

$$\Lambda_t = \int_0^t \lambda_s ds, \ t \in [0, T],$$  \hspace{1cm} (1.4)

where $\lambda$ is the stochastic time-change rate. In this case, the noise $\mu$ may loose the independent increment structure proper of Lévy noise and the Markovianity, thus allowing for time dependencies. The above term $M_i$, $(i = 1, 2)$ is a martingale orthogonal to $\mu$ naturally appearing in the martingale representation theorem when working with noises and information flows that do not have the perfect stochastic integral representation property, see e.g. [24]. Indeed, we recall that Kunita-Watanabe result shows that, given a square integrable martingale $M$, as integrator, and its natural filtration

$$\mathbb{F}_t^M = \{F_t^M, \ t \in [0, T]\},$$

any square integrable $F_t^M$-measurable random variable $\xi$ admits representation

$$\xi = \xi^\perp + \int \varphi \ d\mathcal{M}$$  \hspace{1cm} (1.5)

by means of a unique stochastic integrand $\varphi$. Here $\xi^\perp$ is a stochastic remainder orthogonal to all the stochastic integrals with respect to $\mathcal{M}$. It is well known that $\xi^\perp$ is a constant (naturally equal to $E[\xi]$) whenever $\mathcal{M}$ is a Gaussian or a centered Poisson random measure, or a mixture of the two, and the reference filtration is generated by $\mathcal{M}$, see e.g. [10, 14, 16, 19]. We say that the representation (1.5) is perfect if $\xi^\perp$ is a constant. In this case, the
space of all stochastic integrals with respect to $\mathcal{M}$ coincides with $L^2(\Omega, \mathcal{F}, \mathbb{P})$ modulo constants. This is tightly connected with chaos expansions (see e.g. [16, 21]). The study of general BSDEs of type (1.3) can be found in e.g. [29].

Each BSDE in (1.3) corresponds to one of the players in the stochastic game and is connected to the FSVIE (1.2) in the sense that they depend on $X$ and are driven by the same kind of noise.

In view of the dynamics (1.2), this work deals with stochastic games with memory. Some examples of papers that consider games with memory are [12, 36, 38]. In both [12] and [38] though, the memory effect is obtained by means of a delay whereas in [36], similarly to what we do here, the authors consider a forward equation of Volterra type, but work with linear-quadratic stochastic integral games.

In terms of structure of the game studied, our work is in line with the stochastic differential games in as [12, 26, 27], where the authors consider games based on one forward stochastic differential equation and two backward stochastic differential equations. Other examples of stochastic games in the literature are the purely forward stochastic games (see, e.g., [3, 6, 34] to cite a few) where there are no backward equations such as (1.3) and the purely backward stochastic games (see [38]) where there is no forward equation such as (1.2). By considering a system of forward-backward stochastic differential equations we are able to have a setting that is comprehensive of both cases above. Notice that our setting is also more general than the one in the above mentioned [12, 26, 27] as we consider the forward equation (1.2) to be of Volterra type and deal with backward equations with an additional martingale term which is due to the more general nature of the noise considered. Lastly, we remark that the structure of the game presented here is different from e.g. [1, 36], where the authors consider systems of forward-backward stochastic differential equations, but exploit the backward equations as a tool to express conditions on the existence of Nash equilibria for the game.

The first element of novelty of this paper with respect to, e.g., [12, 26, 27, 38], is the introduction of the time-changed Lévy process $\mu$ as a driver for both the forward and backward dynamics. This allows us to go beyond the classical Brownian motion and pure Lévy framework, by considering some quite general, but still treatable martingales. Moreover, contrarily to [26, 27, 38] we consider forward dynamics with memory, introduced by means of Volterra coefficients, similarly to what is presented in [1, 37] and used there for describing coupled systems.

Another novelty introduced in the current work comes from considering the BSDEs under an enlargement of the filtration generated by $\mu$. Then we shall see how the different filtrations introduce different integral representations. This will be exploited in the definition of the adjoint backward equations associated to the maximum principle approach.

Last but not least, differently from [12] for instance, we do not make use of Malliavin derivatives. In fact, dealing with time-changed processes, we cannot directly apply the
standard Malliavin calculus nor its Hida-Malliavin extension, see e.g. [21], because the driving noise is not Brownian nor of Poisson type. Still one may think of applying a conditional form of the Malliavin calculus, as presented in [37], but this would require to impose some additional condition on the domain of our processes, conditions that would be difficult to characterize since they would depend on the control process itself. At the current time there is no Hida-Malliavin type extension for conditional Malliavin calculus available, hence we cannot use either this approach in our work as it was instead done in the framework of [1]. For this reason we make use of the non-anticipating derivative (NA-derivative) with Itô-type calculus. The NA-derivative, introduced in [15] for general martingales and then extended to martingale random fields in [17], is directly connected to the Itô integral and provides explicit stochastic integral representations. Moreover, being the domain of the NA-derivative the whole $L^2(dP)$, we are able to overcome the domain restriction issues that would emerge from using the (conditional) Malliavin calculus. See e.g. [15, 17] and also [18] where the NA-derivative is used in the context of optimal portfolios.

We also put notice that stochastic Volterra games are connected with forward-backward stochastic Volterra integral equations (FBSVIEs). Even though some authors provided some interesting results concerning FBSVIEs (see e.g. [1, 9, 35]), the results in this paper stand out from those in bibliography by providing a different setting. This is achieved both by considering equations driven by a time-changed Lévy noise and by working under different information flows.

In our work, we use partial information techniques. In fact, we work under a filtration $\mathcal{F} \subseteq \mathcal{G}$ regarded as partial with respect to a filtration $\mathcal{G}$, containing in addition the future values of the time-change process $\Lambda$. Also, similarly to e.g. [3, 26, 27], we assume that the individual information flows available to each players are different. This is represented by taking two sub-filtrations $\mathcal{E}_t^{(i)} \subseteq \mathcal{F}_t, i = 1, 2$.

We provide sufficient maximum principle for non-zero sum stochastic games and we present a zero-sum game reformulation of these results as a particular case.

This paper is organized as follows: in Section 2 we present the framework for the study of time-changed Lévy process and we recall the concept of NA-derivative. In Section 3 we describe the optimization problem and provide a sufficient maximum principle for non-zero sum games under both the information flow $\mathcal{F}$ and $\mathcal{G}$. As a particular case we also provide the zero-sum game reformulation of such theorem. In Section 4 we provide some utility consumption examples both for the zero and non zero-sum games and show that in some simple cases we can actually manage to derive the optimal control for our forward-backward game. Lastly, in Section 5, we make some conclusive remarks on the use of Volterra-type BSDEs in place of (1.3).
2 Time change and the framework

We adopt the framework introduced in [20] and also exploited in [18]. Hereafter we summarize the crucial points fundamental for this study. Let us consider a complete probability space \((\Omega, \mathcal{F}, P)\) and define

\[ X := [0, T] \times \mathbb{R} = \left( [0, T] \times \{0\} \right) \cup \left( [0, T] \times \mathbb{R}_0 \right), \]

where \(\mathbb{R}_0 := \mathbb{R} \setminus \{0\}\) and \(\mathcal{B}_X\) is the Borel \(\sigma\)-algebra on \(X\). We define \(L\), the set of stochastic processes \(\lambda = (\lambda^B, \lambda^H)\) such that each component \(l = B, H\) is a non-negative, stochastically continuous process in \(L^1(P \times dt)\). Let \(\nu\) be a \(\sigma\)-finite measure on the Borel sets \(\mathcal{B}_{\mathbb{R}_0}\) of \(\mathbb{R}_0\) satisfying \(\int_{\mathbb{R}_0} z^2 \nu(dz) < \infty\). We define the random measure \(\Lambda\) on \(\mathcal{B}_X\) by

\[ \Lambda(\Delta) := \int_0^T \mathbb{1}_{\{(t,\alpha)\in\Delta\}}(t) \lambda^B(t) dt + \int_0^T \int_{\mathbb{R}_0} \mathbb{1}_{\Delta}(t, z) \nu(dz) \lambda^H(t) dt, \quad \Delta \subseteq X, \]

and denote the \(\sigma\)-algebra generated by all the values of \(\Lambda\) by \(\mathcal{F}_\Lambda\). Also, we define the filtration \(\mathcal{F}_\Lambda := \{\mathcal{F}_\Lambda^t, t \in [0, T]\}\) with \(\mathcal{F}_\Lambda^t\) generated by the values \(\Lambda(\Delta \cap [0, t]), \Delta \subseteq X\). Set \(\mathcal{F}_\Lambda := \mathcal{F}_\Lambda^T\).

**Definition 2.1.** The signed random measure \(\mu\) on \(\mathcal{B}_X\) is defined as the mixture

\[ \mu(\Delta) := B(\Delta \cap [0, T] \times \{0\}) + \tilde{H}(\Delta \cap [0, T] \times \mathbb{R}_0), \quad \Delta \subseteq X, \quad (2.1) \]

of \(B\) and \(\tilde{H}\), which are a conditional Gaussian measure (given \(\mathcal{F}_\Lambda\)) and a doubly stochastic centered Poisson random measure (given \(\mathcal{F}_\Lambda\)), respectively. The random measures \(B\) and \(\tilde{H}\) are indeed connected to time-changed Lévy noises as shown in, e.g., [32], [23, Theorem 3.1].

In the sequel we consider two types of information flows. The control problem is naturally associated with the filtration generated by the values \(\mu(\Delta), \Delta \subset [0, t] \times \mathbb{R}, t \in [0, T]\), i.e. \(\mathcal{F}_\mu := \{\mathcal{F}_\mu^t, t \in [0, T]\}\). Since the filtration \(\mathcal{F}_\mu\) might not be right-continuous, we consider the information flow

\[ F := \{\mathcal{F}_t, t \in [0, T]\}, \quad \text{where } \mathcal{F}_t := \bigcap_{r > t} \mathcal{F}_r^t. \]

The second information flow of interest is

\[ \mathcal{G} := \{\mathcal{G}_t, t \in [0, T]\}, \quad \text{where } \mathcal{G}_t := \mathcal{F}_\mu^t \vee \mathcal{F}_\Lambda. \]

Notice that \(\mathcal{G}\) is right-continuous and that, while at the horizon \(T\) we have \(\mathcal{G}_T = \mathcal{F}_T\), the initial information is different in the two flows: \(\mathcal{G}_0 = \mathcal{F}_\Lambda\) and \(\mathcal{F}_0\) is trivial. Namely \(\mathcal{G}\) is enlarged of the information on the future values of \(\Lambda\). In the sequel we technically exploit
the interplay between the two filtrations regarding $F$ as partial with respect to $G$.

The random measure $\mu$ is a martingale random field with values in $L^2(dP)$ with respect to both filtration $G$ and $F$, see [17] and [20, Remark 2.6]. Given a predictable random field $\phi$ in $L^2(d\Lambda \times dP)$, we have that

$$
\mathbb{E} \left[ \left( \int_X \phi(s,z) \mu(ds)dz \right)^2 \right] = \mathbb{E} \left[ \int_X \phi(s,z)^2 \Lambda(ds)dz \right],
$$

(2.2)

under both the information flows $G$ and $F$. We denote $I^G$ (resp. $I^F$) the subspace of $L^2(d\Lambda \times dP)$ of the random fields admitting a $G$-predictable (resp. $F$-predictable) modification.

When considering the (Itô type) stochastic integration we have the following integral representation with an explicitly characterized integrand by means of the non-anticipating (NA) derivative. This result first appeared in [15] (for general $L^2$-valued martingales as integrators) and its extension to the random fields in [17]. In case of integration with respect to the information flow $G$, the statement reads as follows.

**Theorem 2.2.** For any $\xi \in L^2(dP)$ the NA-derivative $\mathcal{D}\xi$ is well defined in $I^G$ as the $L^2(d\Lambda \times dP)$ limit $\mathcal{D}\xi = \lim_{n \to \infty} \varphi_n$ of the simple predictable random fields $(\varphi_n)_{n \in \mathbb{N}}$ in the form

$$
\varphi_n(t,z) := \sum_{k=1}^{K_n} \mathbb{E} \left[ \xi \frac{\mu(\Delta_{nk})}{\mathbb{E}[\Lambda(\Delta_{nk})|G_{s_{nk}}]} | G_{s_{nk}} \right] 1_{\Delta_{nk}}(t,z), \quad (t,z) \in X.
$$

defined on some intersecting system $(\Delta_{nk})_{k=1}^{K_n, n \in \mathbb{N}}$ with $\Delta_{nk} = (s_{nk}, u_{nk}) \times B_{nk}$ and $B_{nk}$ belonging to a countable semiring generating $B_{\mathbb{R}}$. Furthermore, the following stochastic integral representation of $\xi$ holds

$$
\xi = \xi^0 + \int_X \mathcal{D}_{t,z} \xi \mu(dtdz),
$$

(2.3)

where the stochastic term $\xi^0 \in L^2(dP)$ is such that $\mathcal{D}\xi^0 \equiv 0$ and in particular $\xi^0 = \mathbb{E}[\xi|\mathcal{F}^\Lambda]$. The duality between the Itô stochastic integral and the NA-derivative is an immediate consequence.

**Corollary 2.3.** For all $\phi$ in $I^G$ and all $\xi$ in $L^2(dP)$, we have

$$
\mathbb{E} \left[ \xi \int_X \phi(t,z) \mu(dtdz) \right] = \mathbb{E} \left[ \int_X \phi(t,z) \mathcal{D}_{t,z} \xi \Lambda(dtdz) \right].
$$

(2.4)

We observe that representation (2.3) and the duality (2.4) would hold also for stochastic integration with respect to the filtration $F$. In that case, however, we would still have $\mathcal{D}\xi^0 = 0$, but no explicit representation for $\xi^0$. 

6
3 Maximum principles for time-changed Volterra games

Having in mind a financial context, the FSVIE (1.2) represents the market value, whereas each BSDE (1.3) is associated to some risk evaluation of the market as perceived by player \( i = 1, 2 \) or to a recursive utility in the stochastic game we consider. For this reason the BSDEs will depend on the values of \( X \), with dynamics

\[
X(t) = X_0 + \int_0^t b(t, s, \lambda_s, u(s), X(s-))ds + \int_0^t \int \kappa(t, s, z, \lambda_s, u(s), X(s-)) \mu(dsdz), \tag{3.1}
\]

where \( X(0) = X_0 \in \mathbb{R} \) and

\[
b : [0, T] \times [0, T] \times [0, \infty)^2 \times U \times \mathbb{R} \times \Omega \to \mathbb{R},
\]

\[
\kappa : [0, T] \times [0, T] \times \mathbb{R} \times [0, \infty)^2 \times U \times \mathbb{R} \times \Omega \to \mathbb{R},
\]

are given functions with \( U \) specified in Definition 3.2 below. We assume that \( b \) and \( \kappa \) are \( C^2 \) with respect to their first variable and, for all \( t \in [0, T] \), \( \lambda \in [0, \infty)^2 \), \( u \in U \), \( x \in \mathbb{R} \), the stochastic processes \( s \mapsto b(t, s, \lambda, u, x) \) and \( s \mapsto \kappa(t, s, z, \lambda, u, x) \), with \( s \leq t \), are \( F \)-predictable. We also assume that \( b \) and \( \kappa \) are \( C^2 \) with respect to \( u \) and \( x \), with partial derivatives in \( L^2(dt \times dP) \) and \( L^2(d\Lambda \times dP) \), respectively. Later on we consider the coefficients \( b \) and \( \kappa \) in a functional setup:

\[
b : [0, T] \times [0, T] \times \Xi_{R^2} \times \Xi_U \times \mathbb{R} \times \Omega \to \mathbb{R},
\]

\[
\kappa : [0, T] \times [0, T] \times \mathbb{R} \times \Xi_{R^2} \times \Xi_U \times \mathbb{R} \times \Omega \to \mathbb{R},
\]

where we denoted by \( \Xi_S \) the space of measurable function on \( [0, T] \) with values in \( S \). Then we can interpret the coefficients in (3.1) via the evaluation at the point \( s \in [0, T] \):

\[
b(t, s, \lambda, u(\cdot), X^u(\cdot))(s) = b(t, s, \lambda_s, u(s), X^u(s-))
\]

\[
\kappa(t, s, z, \lambda, u(\cdot), X^u(\cdot))(s) = \kappa(t, s, z, \lambda_s, u(s), X^u(s-)).
\]

We assume that \( b \) and \( \kappa \) are Fréchet differentiable (in the standard topology of càdlàg paths) with \( C^2 \) regularity in \( t \), \( x \) and \( u \) (with the corresponding derivatives). In general, throughout the paper, \( \partial_x \) denotes the appropriate partial derivative with respect to the variable \( x \).

Lastly, we assume that, for all \( z \in \mathbb{R} \), \( \lambda \in [0, \infty)^2 \), \( u \in U \), \( x \in \mathbb{R} \) the partial derivative of \( \kappa \) with respect to \( t \) (denoted with \( \partial_t \kappa(t, s, z, \lambda, u, x) \)) is locally bounded (uniformly in \( t \)) and satisfies

\[
|\partial_t \kappa(t_1, s, z, \lambda, u, x) - \partial_t \kappa(t_2, s, z, \lambda, u, x)| \leq K|t_1 - t_2|, \tag{3.2}
\]

for some \( K > 0 \) and for each fixed \( s \leq t \), \( \lambda \in [0, \infty)^2 \), \( u \in U \), \( x \in \mathbb{R} \). In this case, in fact, we are able to apply the Transformation Rule (see [31] for the original result and see [18]
Lemma 3.4 for its formulation in the context of time-change) and write $X$ in differential notation as

$$
dX(t) = \left[ b(t, t, \lambda_t, u(t), X(t)) + \int_0^t \partial_t b(t, s, \lambda_s, u(s), X(s))ds \right. \\
\quad + \left. \int_0^t \int_\mathbb{R} \partial_t \kappa(t, s, z, \lambda_s, u(s)X(s)\mu(dsdz)) dt + \int_{\mathbb{R}} \kappa(t, t, \lambda_t, u(t), X(t))\mu(dt) \right].
$$

(3.3)

The actions of the players $i = 1, 2$ are conveyed into the controls $u_i$, which form the stochastic process $u(s) = (u_1(s), u_2(s)), s \in [0, T]$.

Note that if $b$ and $\kappa$ are Lipschitz continuous in $x$ and have at most linear growth in $x$, uniformly in $t, s \in [0, T]^2, \lambda \in [0, \infty)^2, u \in U$, then $X$ admits an $\mathbb{F}$-adapted solution in $L^2(dt \times dP)$. For details concerning the existence and uniqueness of the solution of (3.1) we refer to Theorem 4.2 in [18].

**Remark 3.1.** We notice that by rewriting (3.1) in the differential form (3.3), we can link our Volterra optimization problem to a functional SDE optimization problem. As stated also in [18] Remark 3.3 some existence results for (3.3) are available (see e.g. [5, 11]) and could possibly be extended to the current framework. In that case some additional conditions on $b$ and $\kappa$ are expected since none of those deals with time-changed Lévy noises $\mu$ as driver.

For each player $i$, we consider the controlled BSDEs $(Y_i, \Theta_i, M_i)$, depending on (3.1) of the form:

$$
Y_i(t) = h_i(X(T)) - \int_t^T g_i(s, \lambda_s, u(s), X(s-), Y_i(s-), \Theta_i(s-))ds \\
+ \int_t^T \int_{\mathbb{R}} \Theta_i(s, z)\mu(dsdz) + \int_t^T dM_i(s), \quad t \in [0, T],
$$

(3.4)

where $M_i \in \mathcal{M}^+$, which is the space of the $\mathbb{F}$-martingales in $L^2(dt \times dP)$ orthogonal to $\mu$.

For all $i = 1, 2$,

$$
h_i : \mathbb{R} \rightarrow \mathbb{R} \\
g_i : [0, T] \times [0, \infty)^2 \times U \times \mathbb{R}^2 \times \mathcal{Z} \times \Omega \rightarrow \mathbb{R},
$$

where $\mathcal{Z}$ is the space of functions $\theta : \mathbb{R} \rightarrow \mathbb{R}$ such that

$$
|\theta(0)|^2 + \int_{\mathbb{R}_0} \theta(z)^2\nu(dz) < \infty.
$$

We assume that, for $i = 1, 2$, the processes $s \mapsto g_i(t, \lambda, u, x, y, \theta)$ is $\mathbb{F}$-adapted, integrable in $L^2(dt \times dP)$ for all $\lambda \in [0, \infty)^2, u \in U, x \in \mathbb{R}, y \in \mathbb{R}, \theta \in \mathcal{Z}, C^2$ with respect
Definition 3.3. A Nash equilibrium for the forward-backward stochastic game (3.1)-(3.4) is defined as continuous sub-filtrations of information and we thus assume that the filtration of player $i$, for all $u,x,y$ and that the integrals and expectations exist. We assume that the existence of a solution of (3.4) in $L^2(dt \times dP) \times \mathcal{I}^2 \times \mathcal{M}^\perp$ with respect to a general filtration have been studied in [29].

Throughout the paper we assume that for all $i = 1,2$, there exists a solution (under $\mathbb{F}$) to (3.1) $(Y_i, \Theta_i, M_i) \in L^2(dt \times dP) \times \mathcal{I}^2 \times \mathcal{M}^\perp$.

As for the coefficients of $X$ in (3.1), we will also consider $g_i$, $i = 1,2$ in a functional setting:

$$g_i : [0,T] \times \Xi_{\mathbb{R}^2} \times \Xi_{U} \times \Xi_{\mathbb{R}} \times \mathcal{R}^G \times \mathcal{Z} \times \Omega \longrightarrow \mathbb{R},$$

where $\mathcal{R}^G$ is the space of all $\mathcal{G}$-adapted stochastic processes in $L^2(dt \times dP)$. We also require $g_i$, $i = 1,2$ is Fréchet differentiable (in the standard topology of càdlàg paths) with $C^2$ regularity in $t$ and $u$ (with the corresponding derivatives). Sufficient conditions that ensure the existence of a solution of (3.4) in $L^2(dt \times dP) \times \mathcal{I}^2 \times \mathcal{M}^\perp$ with respect to $\mathbb{F}$ have been studied in [29].

Each player $i$ intends to optimize his position according to his own performance functional consisting of a utility evaluation and a risk assessment or recursive utility. Indeed, let $F_i : [0,T] \times \Xi \times \mathbb{R}^2 \longrightarrow \mathbb{R}$, $\varphi_i : \mathbb{R} \longrightarrow \mathbb{R}$ and $\psi_i : \mathbb{R} \longrightarrow \mathbb{R}$ be three functions that can be regarded as profit rates, utility function and recursive utility functions or risk evaluations of player $i$, respectively. We define the performance functional of each player $i = 1,2$ as

$$J_i(u) := \mathbb{E} \left[ \int_0^T F_i(t,u(t),X(t),Y_i(t))dt + \varphi_i(X(T)) + \psi_i(Y_i(0)) \right], \quad (3.5)$$

provided the integrals and expectations exist. We assume that $\varphi_i$ and $\psi_i$ are $C^1$ with respect to $x$, and that $F_i(\cdot,u,x,y)$ is $\mathbb{F}$-adapted for all $u,x,y$, and $C^1$ with respect to $u,x,y$, for all $t \in [0,T]$. In this study, we allow for players to access different levels of information and we thus assume that the filtration of player $i$ is given by the right-continuous sub-filtrations $\mathbb{E}^{(i)} = \{ \mathcal{E}_t^{(i)} \, , \, t \in [0,T] \}$, with $\mathcal{E}_t^{(i)} \subseteq \mathcal{F}_t$.

**Definition 3.2.** For each player $i = 1,2$, the set $\mathcal{A}^i_\mathbb{F}$ of admissible controls is given by the $\mathbb{E}^{(i)}$-predictable processes with values in $A_i \subseteq \mathbb{R}^d$, $d \geq 1$ such that (3.1) and (3.4) have a solution, $h_i(X(T)) \in L^2(dP)$ for all $i = 1,2$ and

$$\mathbb{E} \left[ \int_0^T |F_i(t,u(t),X(t),Y_i(t))|dt + |\varphi_i(X(T))| + |\psi_i(Y_i(0))| + |\partial_x \varphi_i(X(T))|^2 + |\partial_y \psi_i(Y_i(0))|^2 \right] < \infty.$$ 

We define $\mathbb{U} := A_1 \times A_2$.

**Definition 3.3.** A Nash equilibrium for the forward-backward stochastic game (3.1)-(3.4)
is a pair \((\hat{u}_1, \hat{u}_2) \in \mathcal{A}^\mathcal{E}_1 \times \mathcal{A}^\mathcal{E}_2\) such that
\[
J_1(u_1, \hat{u}_2) \leq J_1(\hat{u}_1, \hat{u}_2) \quad \text{for all } u_1 \in \mathcal{A}^\mathcal{E}_1,
\]
\[
J_2(\hat{u}_1, u_2) \leq J_2(\hat{u}_1, \hat{u}_2) \quad \text{for all } u_2 \in \mathcal{A}^\mathcal{E}_2.
\]

Intuitively this means that at equilibrium one player has no incentive in changing his strategy as long as the other player does not deviate from its own.

**Remark 3.4.** In the context of anticipated information, one could define a Nash equilibrium with respect to the enlarged filtration \(\mathcal{G}\). In particular, when working under \(\mathcal{G}\), we consider an initial enlargement also for the information available to each player, i.e. \(\mathcal{E}^{(i)} := \mathcal{F}^{(i)} \vee \mathcal{F}^\mathcal{A} = \{\mathcal{E}^{(i)}_t := \mathcal{F}^{(i)}_t \vee \mathcal{F}^\mathcal{A}, \ t \in [0, T]\}\). Correspondingly, we define the set of admissible control processes for player \(i\) for the stochastic game with anticipating information as \(\mathcal{A}^{\mathcal{E}}_i\) in line with Definition 3.2. Hence the Nash equilibrium of Definition 3.3 will be defined for \((\hat{u}_1, \hat{u}_2) \in \mathcal{A}^{\mathcal{E}}_1 \times \mathcal{A}^{\mathcal{E}}_2\). We summarize the relationship among information flows in the chart below:

\[
\mathcal{F}_1 \subset \mathcal{G}_i := \mathcal{F}_1 \vee \mathcal{F}^\mathcal{A}
\]
\[
\bigcup \mathcal{E}_i \subset \mathcal{E}^{(i)}_1 := \mathcal{E}_i \vee \mathcal{F}^\mathcal{A}.
\]

In the sequel we work under the assumption that a Nash equilibrium for the forward-backward stochastic game (3.1)-(3.4) with optimization functionals (3.5) exists. Our goal is to present results that allow us to find such equilibrium. In view of the non-Markovian nature of these systems and the general nature of the driving noise, we consider the maximum principle approach.

We start by defining the Hamiltonians functionals \(\mathcal{H}_i\) associated with the optimization problem of each player:

\[
\mathcal{H}_i : [0, T] \times \Xi_{\mathbb{R}^2} \times \Xi_{\mathbb{R}} \times \Xi_{\mathbb{R}} \times \Xi_{\mathbb{Z}} \times \Xi_U \times \mathbb{R} \times \mathcal{R}^\mathcal{G} \times \mathcal{R}^\mathcal{G} \times \mathcal{T}^\mathcal{G} \times \Omega \longrightarrow \mathbb{R}.
\]

The Hamiltonians functionals are defined as

\[
\mathcal{H}_i(t, \lambda, x, y_1, \theta_i, u, y^0_i, \zeta_i, p_i, q_i) := H^0_i(t, \lambda, x, y_1, \theta_i, u, y^0_i, \zeta_i, p_i, q_i) + H^1_i(t, \lambda, x, y_1, \theta_i, u, y^0_i, \zeta_i, p_i, q_i),
\]

where

\[
H^0_i(t, \lambda, x, y_1, \theta_i, u, y^0_i, \zeta_i, p_i, q_i) := F_1(t, u(t), x(t), y_1(t)) + b(t, t, \lambda, u(t), x(t))p_i(t) + \kappa(t, t, z, \lambda, u(t), x(t))q_i(t, 0)\lambda^B + \int_{\mathbb{R}_0} \kappa(t, z, \lambda, u(t), x(t))q_i(t, z)\lambda^B \nu(dz) + \gamma(t, \lambda, u(t), x(t), y_1(t), \theta_i)\zeta_i(t)
\]

\[
H^1_i(t, \lambda, x, y_1, \theta_i, u, y^0_i, \zeta_i, p_i, q_i)
\]
\[ \zeta(t) := \int_0^t \partial b(t, s, \lambda_s, u(s), x(s))ds \ \rho_i(t) + \int_0^t \partial \kappa(t, s, z, \lambda_s, u(s), x(s))D_{s,z} \rho_i(t) \Lambda (dsdz), \]

where \((\rho_i, q_i)\) and \(\zeta_i\) are the solution to a forward-backward system of adjoint equation which will be introduced in (3.7), (3.8) here below. For notational simplicity, from now we will write

\[ \mathcal{H}_i(t) := \mathcal{H}_i(t, \lambda, X, Y_i, \Theta_i(t,.), u, y_i^0, \zeta_i, p_i, q_i), \]

whenever we refer to the evaluation of \(\mathcal{H}_i(t, \lambda, x, y_i, \theta_i, u, y_i^0, \zeta_i, p_i, q_i)\) in \(t \in [0, T], \lambda \in \mathcal{L}, X \in (3.1), (Y_i, \Theta_i, M_i) \in (3.4), u \in A^2_{\mathcal{E}} \times A^2_{\mathcal{E}}, (p_i, q_i) \) in (3.7) and \(\zeta_i\) in (3.8), and analogously for \(\mathcal{H}_0(t), \mathcal{H}_1(t)\).

For \(\theta \in \mathbb{Z}\), we denote with \(\partial_{\theta_0}\) the partial derivative with respect to \(\theta(0)\) and \(\nabla_{\theta_z}\) denotes the Fréchet derivative with respect to \(\theta(z), z \neq 0\). We also denote with \(\frac{d}{d\nu} \nabla_{\theta_z} \mathcal{H}_i(t)\) the Radon-Nikodim derivative of \(\nabla_{\theta_z} \mathcal{H}_i(t)\) with respect to \(\nu(dz)\).

The couple \((p_i, q_i)\) in (3.6) satisfies the stochastic backward equation

\[
\begin{align*}
\frac{d}{dt} \rho_i(t) &= -\partial_x \mathcal{H}_i(t) + \int_{\mathbb{R}} q_i(t, s) \mu(ds), \quad t \in [0, T], \\
\rho_i(T) &= \partial_x \varphi_i(X(T)) + h_i(X(T)) \zeta_i(T),
\end{align*}
\]

and \(\zeta_i\) satisfies stochastic forward equation

\[
\begin{align*}
\frac{d}{dt} \zeta_i(t) &= \partial_y \mathcal{H}_i(t) + \partial_{\theta_0} \mathcal{H}_i(t) dB(t) + \int_{\mathbb{R}_0} \left( \frac{d}{d\nu} \nabla_{\theta_z} \mathcal{H}_i(t) \right) H(t, dz), \quad t \in [0, T], \\
\zeta_i(0) &= \partial_y \psi_i(y_i^0).
\end{align*}
\]

Also above, \(\varphi_{s,z} \rho_i(t)\) denotes the NA-derivative of \(\rho_i(t)\) as in Theorem 2.2.

From now on we make the following crucial assumptions for \(i = 1, 2\):

- For all \(i = 1, 2\), \(h_i(X(T)) \zeta_i(T) \in L^2(dP)\) (sufficient condition for this is to have \(h_i\) bounded).

- \(\mathcal{H}_i(t)\) is well defined, Fréchet differentiable with respect to \(x, y_i, \theta_i(0), \theta_i(z), z \neq 0\).

- \(\frac{d}{d\nu} \nabla_{\theta_z} \mathcal{H}_i(t)\) is well defined.

**Remark 3.5.** Notice that the system (3.7)-(3.8) is a partially coupled system of non Volterra forward-backward stochastic differential equations. Sufficient conditions that guarantee the existence of a solution of \(\zeta_i \in L^2(dt \times dP), (\rho_i, q_i) \in L^2(dt \times dP) \times \mathcal{I}^G\) are, for \(i = 1, 2\):

1. \(\mathbb{E}\left[ \int_0^T \partial_x \mathcal{H}_i(t, \lambda, x, \theta, u, 0, 0, 0)^2 dt \right] < \infty\).

2. \(\partial_x \mathcal{H}_i(t)\) is Lipschitz with respect to \(p\) and \(q\) uniformly with respect to the other variables,
3. \( \int_0^T \partial_0 H_i(t) \lambda^B dt < \infty \) \( \mathbb{P} \)-a.s. and \( \int_0^T \int_{\mathcal{F}_0} \frac{d}{dt} \nabla_0 H_i(t, z) \lambda^B(z) \nu(dz) dt < \infty \) \( \mathbb{P} \text{-a.s.} \),

4. \( \partial_0 H_i(t), \partial_0 H_i(t) \) and \( \frac{d}{dt} \nabla_0 H_i(t, z) \) are Lipschitz with respect to \( x \), uniformly with respect to the other variables.

Being the system only partially coupled, in fact, we can find \( \zeta_i \) that solves the forward equation (3.8), substitute it in (3.7) and then find the pair \((p_i, q_i)\) solution to the backward equation (3.7). For more details on the solution of both the forward and the backward SDE of this type we refer to [20].

**Remark 3.6.** Following up Remark 3.1 we notice that, when considering the forward equation (3.1) as a functional SDE [33], we would still obtain the Hamiltonian functional (3.6) (this is in line with e.g. [13]).

**Notation 1.** From now on whenever it is clear the dependence of the coefficients from the processes \( X, Y, \lambda, u, \ldots \), we will use the simplified notation \( b(t, s) = b(t, s, \lambda, u(s), X(s)) \), \( \hat{b}(t, s) = b(t, s, \lambda, \hat{u}(s), X(s)) \), \( \kappa(t, s, z) = \kappa(t, s, z, \lambda, u(s), X(s)) \), and also \( \hat{\kappa}(t, s, z) = \hat{\kappa}(t, s, z, \lambda, \hat{u}(s), X(s)) \). We proceed similarly for \( F_i, \hat{F}_i \) and \( g_i, \hat{g}_i \).

### 3.1 A sufficient maximum principle

The Nash equilibrium of the stochastic game is searched within the \( \mathcal{F} \)-adapted controls. In line with [18, 20], for what concerns the interplay of the various information flows, and of [1], for what concerns the treatment of Volterra structures, we introduce the \( \mathcal{F} \)-adapted processes \( H_i^F(t, \lambda, x, y_i, \theta_i, u, y_i^0, \zeta_i, p_i, q_i) \), \( t \in [0, T] \), \( \lambda \in \mathbb{R}_+^2 \), \( x, y_i \in \mathbb{R} \), \( \theta_i \in \mathbb{Z} \), \( u \in \mathbb{R} \), \( y_i^0 \in \mathbb{R} \), \( \zeta_i, p_i \in \mathcal{R}^G \), \( q_i \in \mathcal{T}^G \), as follows:

\[
\begin{align*}
H_i^F(t, \lambda, x, y_i, \theta_i, u, y_i^0, \zeta_i, p_i, q_i) &= \mathbb{E} \left[ H_i(t, \lambda, x, y_i, \theta_i, u, y_i^0, \zeta_i, p_i, q_i) | \mathcal{F}_i \right] \\
&= H_{i0}^F(t, \lambda, x, y_i, \theta_i, u, y_i^0, \zeta_i, p_i, q_i) + H_{i1}^F(t, \lambda, x, y_i, \theta_i, u, y_i^0, \zeta_i, p_i, q_i),
\end{align*}
\]

where

\[
H_{i0}^F(t, \lambda, x, y_i, \theta_i, u, y_i^0, \zeta_i, p_i, q_i) := \mathbb{E} \left[ F_i(t, u, x(t), y_i(t)) + b(t, t, \lambda_t, u(t), x(t)) \mathbb{E}[p_i(t) | \mathcal{F}_i] \right] \\
+ \int_{\mathcal{F}_0} \kappa(t, t, z, \lambda_t, u(t), x(t)) \mathbb{E}[q_i(t, z) | \mathcal{F}_i] \lambda^B(z) \nu(dz) + g_i(t, \lambda_t, u(t), x(t), y_i(t), \theta_i) \mathbb{E}[\zeta_i | \mathcal{F}_i]
\]

\[
H_{i1}^F(t, \lambda, x, y_i, \theta_i, u, y_i^0, \zeta_i, p_i, q_i) := \int_0^t \partial_0 b(t, \lambda_s, u(s), x(s)) ds \ \mathbb{E}[p_i(t) | \mathcal{F}_i] \\
+ \int_0^t \int_{\mathcal{F}_0} \partial_0 \kappa(t, z, \lambda_s, u(s), x(s)) \mathbb{E}[\mathcal{D}_{s,z} p_i(t) | \mathcal{F}_i] \lambda(dsdz)
\]
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With notation analogous to the case with information flow $G$, we will write $\mathcal{H}_i^G(t)$ to refer to the functional (3.9) evaluated in $t \in [0, T]$, $\lambda \in \mathcal{L}$, $X$ in (3.1), $(Y_i, \Theta_i(t, \cdot), M_i)$ in (3.4), $u \in \mathcal{A}_1^e \times \mathcal{A}_2^e$, $(p_i, q_i)$ in (3.7) and $\zeta_i$ in (3.8). Analogous notation is used for $H_{u_i}^{F, j}(t)$ and $H_{u_i}^{F, j}(t)$. We have the following:

**Theorem 3.7.** Let $\hat{u} = (\hat{u}_1, \hat{u}_2) \in \mathcal{A}_1^e \times \mathcal{A}_2^e$ and assume that the corresponding solutions $\hat{X}, (\hat{Y}_i, \hat{\Theta}_i, \hat{M}_i)$, $(\hat{p}_i, \hat{q}_i), \hat{\zeta}_i$ of equations (3.1), (3.4), (3.7), and (3.8) (with $y_0^i = \hat{Y}_i(0)$ in the initial value) exist for $i = 1, 2$. We assume that the functionals $h_i$ in (3.4) are concave. We also consider performance functionals (3.6) with concave $\varphi_i$ and $\psi_i$. Assume that $\mathcal{H}_i^F$ (3.9) satisfy the following conditions:

(i) The maps

$$x, y, \theta \mapsto \mathcal{H}_i^F(t, \lambda, x, y, \theta, u, y^0, \zeta, p, q)$$

are concave for all $t \in [0, T]$, $\lambda \in \mathcal{L}$, $u \in \mathcal{U}$, $y^0 \in \mathbb{R}$, $z, p \in \mathcal{R}^G$, $q \in \mathcal{G}$.

(ii) The following extremes are achieved:

$$\sup_{v \in \mathcal{A}_1^e} E \left[ \mathcal{H}_1^F(t, \lambda, \hat{X}, \hat{Y}_1, \hat{\Theta}_1(t, \cdot), v, \hat{u}_2, \hat{\zeta}_1, \hat{p}_1, \hat{q}_1) | E_t^{(1)} \right]$$

$$= E \left[ \mathcal{H}_1^F(t, \lambda, \hat{X}, \hat{Y}_1, \hat{\Theta}_1(t, \cdot), \hat{u}_1, \hat{u}_2, \hat{\zeta}_1, \hat{p}_1, \hat{q}_1) | E_t^{(1)} \right],$$

and

$$\sup_{v \in \mathcal{A}_2^e} E \left[ \mathcal{H}_2^F(t, \lambda, \hat{X}, \hat{Y}_2, \hat{\Theta}_2(t, \cdot), \hat{u}_1, \hat{v}, \hat{\zeta}_2, \hat{p}_2, \hat{q}_2) | E_t^{(2)} \right]$$

$$= E \left[ \mathcal{H}_2^F(t, \lambda, \hat{X}, \hat{Y}_2, \hat{\Theta}_2(t, \cdot), \hat{u}_1, \hat{u}_2, \hat{\zeta}_2, \hat{p}_2, \hat{q}_2) | E_t^{(2)} \right].$$

Then $\hat{u} = (\hat{u}_1, \hat{u}_2)$ is a Nash equilibrium with respect to the information flow $F$ for the stochastic game (3.1), (3.4), (3.8).

**Proof.** We consider $J_1$, we prove that $J_1(u_1, \hat{u}_2) \leq J_1(\hat{u}_1, \hat{u}_2)$, for all $u_1 \in \mathcal{A}_1^e$ and that $J_1(\hat{u}_1, u_2) \leq J_1(\hat{u}_1, \hat{u}_2)$, for all $u_2 \in \mathcal{A}_2^e$. We can then follow the same steps for $J_2$ and conclude. We start by the first inequality.

Let $u_1 \in \mathcal{A}_1^e$ and denote $X, (Y_i, \Theta_i, M_i)$ the solutions of (3.1), (3.4) with $u = (u_1, \hat{u}_2)$ and $\hat{X}, (\hat{Y}_i, \hat{\Theta}_i, \hat{M}_i)$ those with $\hat{u} = (\hat{u}_1, \hat{u}_2)$. Also let $(\hat{p}_1, \hat{q}_1, \hat{\zeta}_1)$ to be the solutions to the adjoint systems (3.7), (3.8) with $\hat{u}$ and initial value with $y^0_1 = \hat{Y}_1(0)$. Correspondingly, we shall consider (3.9) with

$$\mathcal{H}_i^F(t) := \mathcal{H}_i^F(t, \lambda, X, Y_1, \Theta_1(t, \cdot), (u_1, \hat{u}_2), Y_1(0), \hat{\zeta}_1, \hat{p}_1, \hat{q}_1),$$

$$\mathcal{H}_i^F(t) := \mathcal{H}_i^F(t, \lambda, X, Y_1, \Theta_1(t, \cdot), (\hat{u}_1, \hat{u}_2), \hat{Y}_1(0), \hat{\zeta}_1, \hat{p}_1, \hat{q}_1).$$
Correspondingly, we have $H_0(t), H_1(t), H_2(t), H_3(t)$. We study the difference

$$\Delta_1 := J_1(u_1, \hat{u}_2) - J_1(\hat{u}_1, \hat{u}_2) = I_1 + I_2 + I_3,$$

as sum of three elements:

$$I_1 := \mathbb{E} \left[ \int_0^T \left( F_1(t, u(t), X(t), Y(t)) - F_1(t, \hat{u}(t), \hat{X}(t), \hat{Y}(t)) \right) dt \right],$$
$$I_2 := \mathbb{E}[\varphi_1(X(T)) - \varphi_1(\hat{X}(T))],$$
$$I_3 := \mathbb{E}[\psi_1(Y(0)) - \psi_1(\hat{Y}(0))].$$

Note that by introducing a sequence of stopping times similarly to what has been done in Theorem 6.4, we can assume that all the local martingales appearing in the upcoming computations are martingales. In particular, the expectations of the terms with $\mu(t)\, dt$-integrals and $dM_i$-integrals are all 0.

Starting from $I_1$ we see that

$$I_1 = \mathbb{E} \left[ \int_0^T \left\{ H_0(t) - H_1(t) - \mathbb{E}[\hat{p}_1(t)|\mathcal{F}_t] \left( \hat{b}(t) - \hat{b}(t) \right) \right\} dt 
- \int_0^T \int_\mathbb{R} \mathbb{E}[\hat{q}_1(t, z)|\mathcal{F}_t] (\kappa(t, t, 0) - \hat{\kappa}(t, t, z)) \Lambda(dt, dz) 
- \int_0^T \mathbb{E}\left[\hat{\zeta}_1(t)|\mathcal{F}_t\right] (g_1(t) - \hat{g}_1(t)) dt \right].$$

To study $I_2$, we use the concavity condition of $\varphi_1$, the Transformation Rule ([18] Lemma 3.4) applied to $X(t)$ and Itô’s formula for the product. Hence we obtain

$$I_2 \leq \mathbb{E} \left[ \partial_x \varphi(\hat{X}(T))(X(T) - \hat{X}(T)) \right]$$

$$= \mathbb{E} \left[ \hat{p}_1(T)(X(T) - \hat{X}(T)) \right] - \mathbb{E} \left[ \hat{\zeta}_1(T) \partial_x h_1(\hat{X}(T))(X(T) - \hat{X}(T)) \right]$$

$$= \mathbb{E} \left[ \int_0^T \left\{ \hat{p}_1(t) \left( b(t) - \hat{b}(t) \right) + \int_0^t \left( \partial_t b(t, s) - \partial_t \hat{b}(t, s) \right) ds \right\} dt 
+ \int_0^T \int_\mathbb{R} \left( \partial_x \kappa(t, s, z) - \partial_x \hat{\kappa}(t, s, z) \right) \mu(ds, dz) \hat{p}_1(t) dt \right.$$

$$- \int_0^T \partial_x \hat{H}_1(t)(X(t) - \hat{X}(t)) dt + \int_0^T \int_\mathbb{R} \hat{q}_1(t, z) \left( \kappa(t, t, z) - \hat{\kappa}(t, t, z) \right) \Lambda(dt, dz)$$

$$- \mathbb{E} \left[ \hat{\zeta}_1(T) \partial_x h_1(\hat{X}(T))(X(T) - \hat{X}(T)) \right].$$

Exploiting the Fubini’s theorem together with the duality formula of Corollary [2.3] we have
that

\[ E \left[ \int_0^T \left( \int_0^T \partial_t \kappa(t, s, z) \mu(ds, dz) \right) \hat{p}_1(t) dt \right] = \int_0^T E \left[ \left( \int_0^T \partial_t \kappa(t, s, z) \mu(ds, dz) \right) \hat{p}_1(t) \right] dt \\
= \int_0^T E \left[ \int_0^T \partial_t \kappa(t, s, z) \rho_{s,z} \hat{p}_1(t) \Lambda(ds, dz) \right] dt \\
= E \left[ \int_0^T \int_0^T \partial_t \kappa(t, s, z) \rho_{s,z} \hat{p}_1(t) \Lambda(ds, dz) dt \right] \\
\]

Using now the concavity of \( \psi \) that

Hence, summing up the three estimates above, conditioning on \( I \)
get that

is non-negative by concavity of \( H \)

The inverse inequality can be proved by analogous arguments.

\[ I_3 \leq E \left[ \partial_y \psi_1(\hat{Y}(0)) \left( Y_1(0) - \hat{Y}_1(0) \right) \right] \]

\[ = E \left[ \hat{c}_1(0)(Y_1(0) - \hat{Y}_1(0)) \right] \]

\[ = E \left[ \hat{c}_1(T)(Y_1(T) - \hat{Y}_1(T)) \right] \]

\[ - E \left[ \int_0^T \left( Y_1(t) - \hat{Y}_1(t) \right) d\hat{c}_1(t) + \int_0^T \hat{c}_1(t) \left( dY_1(t) - d\hat{Y}_1(t) \right) \right] \]

\[ + \int_0^T \left\{ \partial_{\theta_0} \hat{H}_1^F(t) \left( \Theta_1(t, 0) - \hat{\Theta}_1(t, 0) \right) \lambda_t^B + \int_{R_0} d \nu \nabla_{\theta_x} \hat{H}_1^F(t) \left( \Theta_1(t, z) - \hat{\Theta}_1(t, z) \right) \nu(dz) \right\} dt \]

\[ \leq E \left[ \hat{c}_1(T) \partial_x h_1(X(T))(X(T) - \hat{X}(T)) \right] - E \left[ \int_0^T \left\{ \partial_y \hat{H}_1^F(t) \left( Y_1(t) - \hat{Y}_1(t) \right) + \partial_{\theta_0} \hat{H}_1^F(t) \left( \Theta_1(t, 0) - \hat{\Theta}_1(t, 0) \right) \right\} dt \right] \\
+ \hat{c}_1(t) \left( g(t) - \hat{g}(t) \right) \right\} dt \right] .

Hence, summing up the three estimates above, conditioning on \( \mathcal{F}_t \) and recalling (3.9), we get that

\[ \Delta = I_1 + I_2 + I_3 \]

\[ \leq E \left[ \int_0^T \left\{ \hat{H}_1^F(t) - \hat{H}_1^F(t) - \partial_x \hat{H}_1^F(t) \left( X(t) - \hat{X}(t) \right) \right\} dt \\
- \partial_y \hat{H}_1^F(t) \left( Y_1(t) - \hat{Y}_1(t) \right) - \partial_{\theta_0} \hat{H}_1^F(t) \left( \Theta_1(t, 0) - \hat{\Theta}_1(t, 0) \right) \right\} dt \right] .

is non-negative by concavity of \( H_1^F \), assumption (i). Thanks to (ii), after taking the conditional expectation under \( E_1^{(1)} \), we obtain that, for all \( u_1 \in A_1^F \),

\[ J_1(u_1, \hat{u}_2) \leq J_1(\hat{u}_1, \hat{u}_2). \]

The inverse inequality can be proved by analogous arguments. \( \square \)
Similarly to what we did for the information $\mathbb{E}^{(i)}$, we can also formulate a sufficient maximum principle with respect to the enlarged information $\tilde{\mathbb{E}}^{(i)} \subset \mathbb{G}$, see Remark 3.4. Even though the result is possibly not directly applicable, given the nature of the enlarged filtration $\mathbb{G}$, the study has mathematical validity. Recall the compact notation introduced in Notation 1.

**Proposition 3.8.** Let $\hat{u} = (\hat{u}_1, \hat{u}_2) \in \mathcal{A}^F_1 \times \mathcal{A}^F_2$ and assume that the corresponding solutions $\tilde{X}^i, (\tilde{Y}_i^i, \tilde{\Theta}_i^i), (\tilde{p}_i^i, \tilde{q}_i^i)$, $\tilde{\zeta}_i$ of equations (3.1), (3.4), (3.7) and (3.8) (with $y^0_i = \tilde{Y}_1^i(0)$ in the initial value) exist for $i = 1, 2$. Here we assume that the functionals $h_i$ in (3.4) are concave. We also consider performance functionals $F$ with concave $\varphi_i$ and $\psi_i$. Assume that $\mathcal{H}_i$ (3.6) satisfy the following conditions:

(i) The maps

$$x, y, \theta \mapsto \mathcal{H}_i(t, \lambda, x, y, \theta, y^0, \zeta, p, q)$$

are concave for all $t \in [0, T]$, $\lambda \in \mathcal{L}$, $y^0 \in \mathbb{R}$, $z, p \in \mathcal{R}^G$, $q \in \mathcal{I}^G$.

(ii) The extremes are achieved

$$\begin{align*}
\sup_{v \in \mathcal{A}_1^F} \mathbb{E} \left[ \mathcal{H}_1(t, \lambda, \tilde{X}, \tilde{Y}_1^i, \tilde{\Theta}_1^i(t, \cdot), v, \tilde{u}_2, \tilde{Y}_1^i(0), \tilde{\zeta}_1^i, \tilde{p}_1, \tilde{q}_1^i) \tilde{\mathcal{C}}^{(1)}_1(t) \right] \\
= \mathbb{E} \left[ \mathcal{H}_1(t, \lambda, \tilde{X}, \tilde{Y}_1^i, \tilde{\Theta}_1^i(t, \cdot), \tilde{u}_1, \tilde{u}_2, \tilde{Y}_1^i(0), \tilde{\zeta}_1^i, \tilde{p}_1, \tilde{q}_1^i) \tilde{\mathcal{C}}^{(1)}_1(t) \right],
\end{align*}$$

and

$$\begin{align*}
\sup_{v \in \mathcal{A}_2^F} \mathbb{E} \left[ \mathcal{H}_2(t, \lambda, \tilde{X}, \tilde{Y}_2^i, \tilde{\Theta}_2^i(t, \cdot), \tilde{u}_1, v, \tilde{Y}_2^i(0), \tilde{\zeta}_2^i, \tilde{p}_2, \tilde{q}_2^i) \tilde{\mathcal{C}}^{(2)}_1(t) \right] \\
= \mathbb{E} \left[ \mathcal{H}_2(t, \lambda, \tilde{X}, \tilde{Y}_2^i, \tilde{\Theta}_2^i(t, \cdot), \tilde{u}_1, \tilde{u}_2, \tilde{Y}_2^i(0), \tilde{\zeta}_2^i, \tilde{p}_2, \tilde{q}_2^i) \tilde{\mathcal{C}}^{(2)}_1(t) \right],
\end{align*}$$

Then $\hat{u} = (\hat{u}_1, \hat{u}_2)$ is a Nash equilibrium for (3.1)-(3.4) with respect to the information $\tilde{\mathbb{G}}$.

**Proof.** The arguments of Theorem 3.8 leading to

$$\begin{align*}
\Delta &= I_1 + I_2 + I_3 \\
&\leq \mathbb{E} \left[ \int_0^T \left\{ \mathcal{H}_1(t) - \mathcal{H}_1(t) - \partial_2 \mathcal{H}_1(t) \left( X(t) - \tilde{X}(t) \right) \\
- \partial_v \mathcal{H}_1(t) \left( Y_1(t) - \tilde{Y}_1(t) \right) - \partial_0 \mathcal{H}_1(t) \left( \Theta_1(t, 0) - \tilde{\Theta}_1(t, 0) \right) \\
- \int_{\mathbb{R}^2} \frac{d}{dz} \nabla_{\theta_1} \mathcal{H}_1(t) \left( \Theta_1(t, z) - \tilde{\Theta}_1(t, z) \right) \nu(dz) \right\} dt \right],
\end{align*}$$

hold. Then the conditioning with respect to $\tilde{\mathbb{E}}^{(i)}$ as a sub-filtration of $\mathbb{G}$ is taken. \qed
Remark 3.9. Notice that Theorem 3.7 and Proposition 3.8 still hold even without the hypothesis necessary for the Transformation rule to hold (see (3.2)) whenever it is possible to apply an Itô formula for the product $E[p(T)(X(T) - \hat{X}(T))]$. This is the case, e.g. when $\kappa$ is not of Volterra-type.

3.2 The zero-sum game case

In the zero-sum game, we recall that a player’s gain corresponds to the other player’s loss. This translates directly into having

$$J_1(u_1, u_2) = -J_2(u_1, u_2). \tag{3.14}$$

In this case one can regard the Nash equilibrium of the game $\hat{u} = (\hat{u}_1, \hat{u}_2)$ as a saddle point for the functional

$$J(u_1, u_2) := J_1(u_1, u_2), \tag{3.15}$$

and hence, for all $u_1, u_2$,

$$J(u_1, \hat{u}_2) \leq J(\hat{u}_1, \hat{u}_2) \leq J(\hat{u}_1, u_2).$$

As a consequence one has that

$$\inf_{u_2 \in A_2} \sup_{u_1 \in A_1} J(u_1, u_2) \leq J(\hat{u}_1, \hat{u}_2) \leq \sup_{u_1 \in A_1} \inf_{u_2 \in A_2} J(u_1, u_2),$$

and since it is always true that $\inf_{u} \sup_{v} f \geq \sup_{v} \inf_{u} f$ for a given function $f$, we get the desired result:

$$\inf_{u_2 \in A_2} \sup_{u_1 \in A_1} J(u_1, u_2) = J(\hat{u}_1, \hat{u}_2) = \sup_{u_1 \in A_1} \inf_{u_2 \in A_2} J(u_1, u_2). \tag{3.16}$$

The study of a zero-sum game (3.14)-(3.16) involves only one Hamiltonian and only one set of adjoint equations. In fact, by defining

$$g_1 = g_2 =: g, \ h_1 = h_2 =: h, \ F_1 = -F_2 =: F, \ \varphi_1 = -\varphi_2 =: \varphi, \ \text{and} \ \psi_1 = \psi_2 =: \psi, \tag{3.17}$$
we see that the Hamiltonian functionals \((3.6)\) become
\[
\mathcal{H}_1(t) = F(t, u(t), X(t), Y(t)) + b(t, t, \lambda_t, u(t), X(t))p_1 + \kappa(t, t, 0, \lambda_t, u(t), X(t))q_1(t, 0)\lambda^B_t \\
+ \int_{\mathbb{R}_0} \kappa(t, t, z, \lambda_t, u(t), X(t))q_1(t, z)\lambda^H_t \nu(dz) + g(t, \lambda_t, u(t), X(t), t, Y(t))\zeta_1(t) \\
+ \int_0^t \partial_t b(t, s, \lambda_s, u(s), X(s))ds \ p_1(t) \\
+ \int_0^t \partial_t \kappa(t, s, \lambda_s, u(s), X(s))d\zeta_1(t) \\
+ \int_0^t \partial_t \zeta_1(t, \lambda_s, u(s), X(s))d\zeta_1(t) \\
\mathcal{H}_2(t) = F(t, u(t), X(t), Y(t)) + b(t, t, \lambda_t, u(t), X(t))p_2 + \kappa(t, t, 0, \lambda_t, u(t), X(t))q_2(t, 0)\lambda^B_t \\
+ \int_{\mathbb{R}_0} \kappa(t, t, z, \lambda_t, u(t), X(t))q_2(t, z)\lambda^H_t \nu(dz) + g(t, \lambda_t, u(t), X(t), t, Y(t))\zeta_2(t) \\
+ \int_0^t \partial_t b(t, s, \lambda_s, u(s), X(s))ds \ p_2(t) \\
+ \int_0^t \partial_t \kappa(t, s, \lambda_s, u(s), X(s))d\zeta_2(t) \\
+ \int_0^t \partial_t \zeta_2(t, \lambda_s, u(s), X(s))d\zeta_2(t),
\]
where \(u = (u_1, u_2) \in \mathcal{A}_1 \times \mathcal{A}_2\), \(X\) is defined in \((3.1)\) and \((Y, \Theta, M)\) is given in \((3.4)\) with \((3.17)\) applied. From \((3.7)\) and \((3.8)\), with \((3.17)\), we have
\[
\zeta_2(t) = -\zeta_1(t), \quad \text{and} \quad (p_2(t), q_2(t, \cdot)) = -(p_1(t), q_1(t, \cdot)), \quad t \in [0, T]. \tag{3.18}
\]
Then we can write
\[
-\mathcal{H}_2(t, \lambda, X, Y, \Theta(t, \cdot), u_1, u_2, \zeta_2, p_2, q_2) \\
= \mathcal{H}_1(t, \lambda, X, Y, \Theta(t, \cdot), u_1, u_2, \zeta_1, p_1, q_1). \tag{3.19}
\]
Hence in the zero-sum game case, we also need only one Hamiltonian functional of type \((3.6)\) and one triple of adjoint processes. We denote such Hamiltonian functional
\[
\mathcal{H}(t) := -\mathcal{H}_2(t) = \mathcal{H}_1(t), \tag{3.20}
\]
and we define
\[
(\zeta, p, q) := (\zeta_1, p_1, q_1) = (-\zeta_2, -p_2, -q_2), \quad \text{for all } t \in [0, T].
\]
Also, we rewrite the performance functional \((3.15)\) as
\[
J(u_1, u_2) = \mathbb{E} \left[ \int_0^T F(t, u(t), X(t), Y(t))dt + \varphi(X(T)) + \psi(Y(0)) \right]. \tag{3.21}
\]
Analogously, when dealing with the information flow $F$, we can consider only one Hamiltonian functional of type (3.9)

$$H^F := -H^E_2 = H^E_1.$$ 

We can thus reformulate Theorems 3.7 for the zero-sum game cases:

**Theorem 3.10.** Let $\hat{u} = (\hat{u}_1, \hat{u}_2) \in A^E_1 \times A^E_2$ and assume that the corresponding solution $\hat{X}$ of (3.1) and $\hat{Y}, \hat{\Theta}, \hat{\rho}, \hat{q}$, $\hat{\zeta}$ corresponding to (3.4), (3.7) and (3.8) with (3.17) in the zero-sum context exist. Here the functional $h$ is assumed to be concave. We also consider the performance functional (3.21) with concave $\varphi$ and $\psi$. Assume that $H^F$ (3.22) satisfies the following conditions:

(i) The maps

$$x, y, \theta \mapsto H^F(t, \lambda, x, y, \theta, y_0, \zeta, p, q)$$

are concave for all $t \in [0, T]$, $\lambda \in \mathcal{L}$, $y_0 \in \mathbb{R}$, $z, p \in \mathbb{R}^G$, $q \in I^G$.

(ii) The extremes are achieved

$$\sup_{v \in \mathcal{A}^E_1} \mathbb{E} \left[ H^F(t, \lambda, \hat{X}, \hat{Y}, \hat{\Theta}(t, \cdot), v, \hat{u}_2, \hat{Y}(0), \hat{\zeta}, \hat{\rho}, \hat{q})|\mathcal{E}_t^{(1)} \right]$$

$$= \mathbb{E} \left[ H^F(t, \lambda, \hat{X}, \hat{Y}, \hat{\Theta}(t, \cdot), \hat{u}, \hat{u}_2, \hat{Y}(0), \hat{\zeta}, \hat{\rho}, \hat{q})|\mathcal{E}_t^{(1)} \right],$$

and similarly

$$\sup_{v \in \mathcal{A}^E_2} \mathbb{E} \left[ H^F(t, \lambda, \hat{X}, \hat{Y}, \hat{\Theta}(t, \cdot), \hat{u}_1, v, \hat{Y}(0), \hat{\zeta}, \hat{\rho}, \hat{q})|\mathcal{E}_t^{(2)} \right]$$

$$= \mathbb{E} \left[ H^F(t, \lambda, \hat{X}, \hat{Y}, \hat{\Theta}(t, \cdot), \hat{u}_1, \hat{u}_2, \hat{Y}(0), \hat{\zeta}, \hat{\rho}, \hat{q})|\mathcal{E}_t^{(2)} \right].$$

Then $\hat{u} = (\hat{u}_1, \hat{u}_2)$ is a saddle point for $J$.

An analogous result holds also for zero-sum games when the information flow is $G$ in line with Proposition 3.8 under (3.14)-(3.15), (3.17).

**4 Optimal consumption and recursive utility**

**4.1 About optimal recursive utility, an example**

Hereafter we present a game with optimal recursive utility consumption. This illustration is related to [1] and the references therein, with the main difference that we do consider a time-changed Lévy process as noise in the dynamics and two players competing against each other. In this case our forward dynamics (3.1) are given by a cash flow $X$ exposed to
a consumption rate $c_1(t) + c_2(t)$ with $c(t) = (c_1(t), c_2(t))$, $t \geq 0$ and $c_i(t) \geq 0$ for $i = 1, 2$: 

$$X(t) = X_0 + \int_0^t X(s)\alpha(t, s) - c_1(s) - c_2(s)ds + \int_0^t \int_\mathbb{R} \pi(t, s, z)\mu(dsdz), \quad t \in [0, T], \quad (4.1)$$

where we assume that $X_0 \in \mathbb{R}$, $\alpha : [0, T]^2 \rightarrow \mathbb{R}$ and $\pi : [0, T]^2 \times \mathbb{R} \rightarrow \mathbb{R}$ are such that $\alpha, \pi$ bounded and with derivatives $\partial_\alpha(t, s)$ and $\partial_\pi(t, s, \cdot)$ in $L^2(dt)$. We also assume that $\partial_\pi(t, s, z)$ is Lipschitz with respect to $t \in [0, T]$. Inspired by [22], for each player $i = 1, 2$ we intend the backward dynamics (3.4) as recursive utility processes $Y_i$, $i = 1, 2$ given by 

$$dY_i(t) = -[\gamma_i(t)Y_i(t) + \ln(c_i(t)X(t))] dt + \int_\mathbb{R} \Theta_i(t, z)\mu(dtdz) + dM_i(t), \quad t \in [0, T], \quad (4.2)$$

with $Y(T) = 0$. Above we assume that $\gamma_i$ is a $L^2(dt \times dP)$-integrable function. The goal of each player $i = 1, 2$ is to maximize 

$$J_i(c_i) = \mathbb{E}[Y_i(0)] \quad (4.3)$$

over the set of non-negative $\mathbb{E}^{(i)}$-predictable processes $c_i$, where $\mathbb{E}^{(i)}$ is the information available to each player. 

We are interested in solving explicitly (4.1). We start by defining inductively: 

$$\begin{cases} 
X^{(0)}(t) & = X_0 - \int_0^t c_1(s) + c_2(s)ds + \int_0^t \int_\mathbb{R} \pi(t, s, z)\mu(dsdz) \\
X^{(n+1)}(t) & = X_0 + \int_0^t \alpha(t, s)X^{(n)}(s)ds + \int_0^t c_1(s) + c_2(s)ds - \int_0^t \int_\mathbb{R} \pi(t, s, z)\mu(dsdz),
\end{cases}$$

for $n \geq 0$, and

$$\begin{cases} 
A^{(i)}(t, s) & = \alpha(t, s) \\
A^{(n+1)}(t, s) & = \int_s^t \alpha(t, v)A^{(n)}(v, s)dv, \quad n \geq 1.
\end{cases}$$

Applying the Fubini theorem we can rewrite the $n$-th term above as 

$$X^{(n)}(t) = \left(X_0 - \int_0^t c_1(s) + c_2(s)ds + \int_0^t \int_\mathbb{R} \pi(t, s, z)\mu(dsdz)\right) \left(1 + \int_0^t \sum_{k=0}^n A^{(k)}(t, s)ds\right).$$

Using a Picard iteration scheme we find that, by defining 

$$\mathcal{M}(t) := 1 + \int_0^t \sum_{k=1}^{\infty} A^{(k)}(t, s)ds, \quad t \in [0, T], \quad (4.4)$$

the solution to (5.13) is given by 

$$X(t) = \mathcal{M}(t) \left(X_0 - \int_0^t c_1(s) + c_2(s)ds + \int_0^t \int_\mathbb{R} \pi(t, s, z)\mu(dsdz)\right), \quad (4.5)$$
where we have that \( \sum_{k=1}^{\infty} A^{(k)}(t,s)ds \) is converging for a.a. \((t,s)\) due to the boundedness of \(\alpha\). In order to guarantee the well definition of \(Y\) in (4.2), we will assume that \(X(t) > 0\) for all \(t \in [0,T]\). To the best of our knowledge, currently there are no results that guarantee the positivity of a Volterra equation like (4.1).

Proceeding as in Section 3.1, we consider now the Hamiltonian functionals (3.6):

\[
\mathcal{H}_i(t) = (\alpha(t,t)X(t) - c_1(t) - c_2(t))p_i(t) + \pi(t,t,0)q_i(t,0)\lambda_i^B
+ \int_{\mathbb{R}_0} \pi(t,t,z)q_i(t,z)\lambda_i^H \nu(dz) + \int_0^t \partial_t \alpha(t,s)X(s)ds \, p_i(t)
+ \int_0^t \partial_t \pi(t,s,0)\mathcal{D}_{s,z}p_i(t)\Lambda(ds,dz) + [\gamma_i(t)Y_i(t) + \ln(c_i) + \ln(X(t))]\zeta_i(t),
\]

and the corresponding backward system of adjoint equations (3.7)-(3.8):

\[
dp_i(t) = -\left[\left(\alpha(t,t) + \int_0^t \partial_t \alpha(t,s)ds\right) p_i(t) + \frac{\zeta_i(t)}{X(t)}\right] dt + \int_\mathbb{R} q_i(t,z)\mu(dt,dz), \quad t \in [0,T]
\]

\[
p_i(T) = 0,
\]

and

\[
d\zeta_i(t) = \gamma_i(t)\zeta_i(t)dt, \quad t \in [0,T],
\]

with initial condition \(\zeta_i(0) = 1\). The solution of (4.8) is immediate:

\[
\zeta_i(t) = \exp\left\{-\int_0^t \gamma_i(s)ds\right\}.
\]

As for (4.7), we know from [20] Theorem 5.1 that a sufficient condition that ensure the existence of a solution is that

\[
\mathbb{E}\left[\int_0^T \left(\frac{\zeta_i(t)}{X(t)}\right)^2 dt\right] < \infty,
\]

and in this case \(p_i(t)\) has representation

\[
p_i(t) = \mathbb{E}\left[\int_t^T \exp\left\{-\int_t^s \left(\alpha(r,r) + \int_0^t \partial_r \alpha(r,v)dv\right) dr\right\} \frac{\zeta(s)}{X(s)}ds\right]
\]

If we now consider the problem under \((\mathbb{F}, \mathbb{E}^{(i)})\), our functionals (3.3) become

\[
\mathcal{H}_i^F(t) = (\alpha(t,t)X(t) - c_1(t) - c_2(t))\mathbb{E}[p_i(t)|\mathcal{F}_t] + \pi(t,t,0)\mathbb{E}[q_i(t,0)|\mathcal{F}_t]\lambda_i^B
+ \int_{\mathbb{R}_0} \pi(t,t,z)\mathbb{E}[q_i(t,z)|\mathcal{F}_t]\lambda_i^H \nu(dz) + [\gamma_i(t) + \ln(c_i(t)) + \ln(X(t))]\mathbb{E}[\zeta_i(t)|\mathcal{F}_t]
+ \int_0^t \partial_t \alpha(t,s)X(s)ds \mathbb{E}[p_i(t)|\mathcal{F}_t] + \int_0^t \partial_t \pi(t,s,0)\mathbb{E}[\mathcal{D}_{s,z}p_i(t)|\mathcal{F}_t]\Lambda(ds,dz).
\]
Thanks to Theorem 3.7, a sufficient optimality condition is given by

$$\partial_{\hat{c}_i} H^F_t = 0.$$  \tag{4.12}

We thus claim that a control of the form

$$\hat{c}_i(t) = \frac{E \left[ \mathcal{L}_i(t) \mathcal{F}_t \mid \mathcal{E}_t \right]}{E \left[ p_i(t) \mathcal{F}_t \mid \mathcal{E}_t \right]} = \frac{E \left[ \mathcal{L}_i(t) \mathcal{E}_t \right]}{E \left[ p_i(t) \mathcal{E}_t \right]},$$  \tag{4.13}

is optimal for the maximization problem (4.3) under $\mathcal{F}$ as we have that $\partial_{\hat{c}_i} H^F_t |_{\hat{c}_i=\hat{c}_i} = 0$. At this point, if condition (4.10) is satisfied, we are able to obtain an explicit representation for $\hat{c}_i(t)$ simply by substituting (4.5), (4.9) and (4.11) in (4.13).

### 4.2 A zero-sum utility consumption game

Inspired by the work done in \[28\] for stochastic delayed equations with constant delay, we consider an optimal consumption problem. However we depart from that work by considering the whole past history in the forward dynamics. Moreover, we take a zero-sum game between two players competing against each other, instead of a coupled delay equation.

We assume that $\alpha$ and $\gamma$ satisfy the necessary integrability conditions and take $\alpha$ to be a bounded deterministic function with $\partial_0 \alpha(t,s) \in L^2(dt)$ and $\gamma$ to be a bounded adapted process with $\int_{\mathbb{R}} \gamma^2(t,z) \nu(dz) < \infty$. Consider a cash flow $X$ with dynamics for $t \in [0,T]$ given by

$$X(t) = X_0 + \int_0^t X(s) \alpha(t,s) - c_1(s) - c_2(s) ds - \int_0^t \int_{\mathbb{R}} (c_1(s) + c_2(s)) \gamma(s,z) \mu(dsdz),$$  \tag{4.14}

and $X_0 \in \mathbb{R}$. We suppose that, at time $t \in [0,T]$, we consume at the rate $c_1(t) + c_2(t)$, for $c_i(t) \geq 0$, $i = 1, 2$ càdlàg adapted processes representing the consumption of each player. Assume also that a solution to (4.14) exists. For each $i = 1, 2$, we also consider the backward dynamics (3.4) given by

$$Y_i(t) = h_i(X(T)) - \int_t^T \eta_i(s) Y_i(s) ds + \int_t^T \Theta_i(s,z) \mu(dsdz) + \int_t^T dM_i(s), \quad t \in [0,T],$$  \tag{4.15}

for some functions $h_i : \mathbb{R} \to \mathbb{R}$ and $\eta_i : [0,T] \to \mathbb{R}$ satisfying the necessary integrability conditions that ensure us the existence of a solution $(Y_i, \Theta_i, M_i)$, $i = 1, 2$. We want to find the optimal consumption rate $\hat{c} = (\hat{c}_1, \hat{c}_2)$ in a zero-sum game such that, for each player $i = 1, 2$,

$$J_i(\hat{c}) = \sup_{c \in A^c} J_i(c),$$
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where

\[ J_i(c) := J_i(c_1, c_2) = \mathbb{E}\left[ \int_0^T F_i(t, c_1, c_2)dt + V_i(X(T)) \right]. \]

For \( i = 1, 2, \) \( F_i(t, c_1, c_2) : [0, T] \times (\mathbb{R}^+)^2 \times \Omega \rightarrow \mathbb{R} \) is a stochastic utility function such that \( t \mapsto F_i(t, c_1, c_2) \) is \( \mathbb{F} \)-adapted for each \( c \), and \( C^1 \) with respect to \( c_1, c_2 \) and \( V_i : \mathbb{R} \rightarrow \mathbb{R} \) is a given concave function \( C^1 \) in \( x \). We assume that at time \( t \in [0, T] \) both players access the same information \( \mathbb{E}(1) = \mathbb{E}(2) = \mathbb{F} \). In the zero-sum stochastic game setting we have that \( J_1(c_1, c_2) = -J_2(c_1, c_2) \). Hereafter we study the maximisation of \( J(c_1, c_2) := J_1(c_1, c_2) \) according to Section 3.2.

The Hamiltonian functional (3.22) takes the form

\[ \mathcal{H}^2(t) = F(t, c_1(t), c_2(t)) + (\alpha(t, t)X(t) - (c_1(t) + c_2(t)))\mathbb{E}[p(t)|\mathcal{F}_t] \]

\[ - \gamma(t, 0)\mathbb{E}[q(t, 0)](c_1(t) + c_2(t))\lambda^R - \int_{\mathbb{R}} \gamma(t, z)\mathbb{E}[q(t, z)|\mathcal{F}_t](c_1(t) + c_2(t))\nu(dz)\lambda^R \]

\[ + \eta(t)Y(t)\mathbb{E}[\zeta(t)|\mathcal{F}_t] + \int_0^t \partial_t \alpha(t, s)X(s)ds \mathbb{E}[p(t)|\mathcal{F}_t] \quad (4.16) \]

and the adjoint system (3.7)-(3.8) in the setting of (3.18) can be rewritten as

\[ dp(t) = \left[ \alpha(t, t) + \int_0^t \partial_t \alpha(t, s)ds \right] p(t)dt + \int_{\mathbb{R}} q(t, z)\mu(dt)dz, \quad t \in [0, T], \quad (4.17) \]

\[ p(T) = -\partial_x V(X(T)) + h(X(T))\zeta(t), \]

and

\[ d\zeta(t) = \eta(t)\zeta(t)dt, \quad \zeta(0) = 0, \quad (4.18) \]

from which we have \( \zeta(t) \equiv 0 \), which gives \( p(T) = -\partial_x V(X(T)) \) in (4.17). From Theorem 4.5 we see that

\[ (p, q) = \left( -\partial_x V(X(T)) \exp \left\{ \int_0^T \tilde{\alpha}(s)ds \right\}, 0 \right), \quad (4.19) \]

where \( \tilde{\alpha}(t) = \alpha(t, t) + \int_0^t \partial_t \alpha(t, s)ds \) is the solution to (4.17). As for the solution to (4.14) we can simply use the same approach we used for (4.15).

We claim now that a control \( c_1 \geq 0 \) satisfying

\[ \partial_{c_1} F(t, c_1, c_2) = \mathbb{E} \left[ \partial_x V(X(T)) \exp \left\{ \int_t^T \tilde{\alpha}(r, t)dr \right\} \bigg| \mathcal{F}_t \right] \]

\[ = \mathbb{E} \left[ \partial_x V(X(T)) \bigg| \mathcal{F}_t \right] \exp \left\{ \int_t^T \tilde{\alpha}(r, t)dr \right\} \]

is optimal and similarly for \( c_2 \). In this case, in fact, the conditions for the sufficient maximum principle are satisfied as, from Theorem 3.10 we have that \( \partial_{c_1} \mathcal{H}^2 \) has to be
equal to 0 for a control to be optimal. In particular, this means that we have to ask that
\[ \partial_{c_1} F(t, c_1, c_2) = \mathbb{E} [p_1(t) | \mathcal{F}_t], \]
which is exactly what we have above. Notice that in this case we did not make use of the
Transformation Rule, as \( dX(t) \) can simply be written as
\[
dX(t) = \left( \alpha(t, t)X(t) - (c_1(t) + c_2(t)) + \int_0^t \partial_t \alpha(t, s)X(s)ds \right) dt \\
+ \int_{\mathbb{R}} \gamma(t, z)(c_1(t) + c_2(t))\mu(dt, dz).
\]

5 Deterministic time-change and BSVIEs

Notice that, when the time-change rates \( \lambda^B \) and \( \lambda^H \) are deterministic, we could have
considered a wider class of backward equations for (3.4). In this case, in fact, one has that
\( F = G \). In this simpler framework, instead of considering a BSDE such as (3.4), we could
have a backward stochastic Volterra integral equation (BSVIE) of the form
\[
Y_i(t) = h_i(X(T)) - \int_t^T g_i(t, s, \lambda_s, u(s), X(s-), Y_i(s-), \Theta_i(t, s, \cdot))ds \\
+ \int_t^T \Theta_i(t, s, z)\mu(dsdz). \quad t \in [0, T], \tag{5.1}
\]
in the study of Nash equilibria with 3.5. The study of solutions of \( (Y_i, \Theta_i) \in L^2(dt \times dP) \times L^2(d\Lambda \times dt \times dP) \) has been carried out in the paper [30]. Working with \( \mathbb{F} = \mathbb{G} \), we do
not have the orthogonal martingale term \( M_i \) which appears in (3.4). We remind that,
even when \( \lambda^B_s \) and \( \lambda^H_s \) are deterministic, the time change (1.4) is not necessarily a Lévy
subordinator.

The first step in the direction of proving a sufficient maximum principle such as Theorem 3.7 would thus be to define new Hamiltonian functionals accommodating for the
specifics of the Volterra structure of (5.1). We then define the functionals:
\[
\mathcal{H}_i : [0, T] \times \Xi_{\mathbb{R}^2_+} \times \Xi_{\mathbb{R}} \times \Xi_{\mathbb{R}} \times \Xi_\mathbb{Z} \times \Xi_\mathbb{U} \times \mathbb{R} \times \mathcal{R}_G^G \times \mathcal{R}_G^G \times \mathcal{I}_G \times \Omega \rightarrow \mathbb{R},
\]
where
\[
\mathcal{H}_i(t, \lambda, x, y_i, \theta_i, u, y^0_i, \zeta_i, p_i, q_i) \\
:= H_0^i(t, \lambda, x, y_i, \theta_i, u, y^0_i, \zeta_i, p_i, q_i) + H_1^i(t, \lambda, x, y_i, \theta_i, u, y^0_i, \zeta_i, p_i, q_i),
\]
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and $H_0^i$ and $H_1^i$ are defined as

$$H_0^i(t, \lambda, x, y_i, \theta_i, u, y_0^i, \zeta_i, p_i, q_i) := F_i(t, u, x(t), y_i(t)) + b(t, t, \lambda, u(t), x(t))p_i + \kappa(t, t, 0, \lambda, u(t), x(t))q_i(t, 0)\lambda_1^B$$

$$+ \int_{\mathbb{R}_0^+} \kappa(t, t, z, \lambda, u(t), x(t))q_i(t, z)\lambda_1^B \nu(dz) + g_i(t, t, \lambda, u(t), x(t), y_i(t), \theta(t, s, \cdot))\zeta_i(t)$$

$$H_1^i(t, \lambda, x, y_i, \theta_i, u, y_0^i, \zeta_i, p_i, q_i) := \int_0^t \partial_t b(t, s, \lambda, u(s), x(s))ds \ p_i(t) + \int_0^t \int_{\mathbb{R}} \partial_t \kappa(t, s, z, \lambda, u(s), x(s))\partial_t z p_i(t) \Lambda(ds dz)$$

$$+ \left( \int_0^t \int_{\mathbb{R}} \partial_t y_i(t, s, \lambda, u(s), x(s))\partial_t z p_i(t) \Lambda(ds dz) \right)$$

$$+ \int_0^t \langle \nabla \theta, g_i(t, s, \lambda, u(s), x(s), y_i(s), \theta(t, s, \cdot))\partial_t z p_i(t), \lambda_1^H \rangle ds \right) \zeta_i(t),$$

where $(p_i, q_i)$ solve (3.7) and $\zeta_i$ is a solution to (3.8) and where we denoted the action of the operator $f$ on the function $g$ by $\langle f, g \rangle$.

For later application of a Transformation Rule similar to the one presented in [31] for forward Volterra integral equations, we need some regularity conditions. Hence we assume that, for all $z \in \mathbb{R}$ the partial derivative of $\Theta$ with respect to $t$ is locally bounded (uniformly in $t$) and satisfies

$$|\partial_t \Theta(t_1, s, z) - \partial_t \Theta(t_2, s, z)| \leq K|t_1 - t_2|,$$

for some $K > 0$ and for each fixed $s \leq t_1, t_2, z \in \mathbb{R}$. In this case we have the following:

**Lemma 5.1.** (Transformation Rule for backward Volterra integral equations) The backward equation (5.1) satisfying condition (5.5), can be rewritten in differential notation as

$$dY_i(t) = - \left( g_i(t, t, \lambda_t, u(t), X(t), Y_i(t), \Theta_i(t, t, \cdot)) \right. $$

$$+ \int_{t}^{T} \partial_t g_i(t, s, \lambda_s, u(s), X(s), Y_i(s), \Theta_i(t, s, \cdot))ds$$

$$+ \int_{t}^{T} \int_{\mathbb{R}} \partial_t \Theta_i(t, s, \cdot, \cdot) \mu(ds dz) dt + \int_{\mathbb{R}} \Theta_i(t, t, \cdot, \cdot) \mu(dt dz).$$

Proof. The proof of this statements follows the one presented in [31] for forward Volterra integral equations and in [18] in the context of time change. We report it here for completeness. We have that, using the shortened notation

$$g(t, s) := g(t, s, \lambda_s, u(s), X(s), Y(s), \Theta(t, s, \cdot))$$
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and dropping the superscript $i$,

$$Y(t) = -\int_t^T g(t,s)ds + \int_t^T \Theta(t,s,z)\mu(dsdz)$$

$$= -\int_t^T g(t,s)ds - \int_t^T \int_{\mathbb{R}} \Theta(t,s,z) - \Theta(s,s,z)\mu(dsdz) + \int_t^T \int_{\mathbb{R}} \Theta(s,s,z)\mu(dsdz)$$

Noticing now that $\Theta(t,s,z) - \Theta(s,s,z) = -\int_s^t \partial_r \Theta(r,s,z)dr = -\int_t^T 1_{[t,s]}(r)\partial_r \Theta(r,s,z)dr,$
$s > t$ we can apply the Fubini theorem for stochastic integration as in [25] and we obtain that

$$\int_t^T \int_{\mathbb{R}} \Theta(t,s,z)\mu(dsdz) = -\int_t^T \int_{\mathbb{R}} \int_t^T 1_{[t,s]}(r)\partial_r \Theta(r,s,z)dr\right) \mu(dsdz)$$

$$= -\int_t^T \left\{ \int_t^T \int_{\mathbb{R}} \partial_r \Theta(r,s,z)\mu(dsdz) dr \right\}.$$

The good definition and Lebesgue integrability of $\int_r^T \partial_r \Theta(r,s,z)\mu(dsdz)$ comes now from [31] Theorem 3.2. From here we conclude. \hfill \square

In the setting of the current section, a sufficient maximum principle along the lines of Theorem 3.7 but with Volterra dynamics for $Y$ and Hamiltonian $\mathcal{H}^F$ defined as $\mathcal{H}^F := \mathbb{E}[\mathcal{H}(t)|\mathcal{F}_t]$ for $\mathcal{H}$ in (5.4) holds. The statement would read as follows:

**Theorem 5.2.** Let $\dot{u} = (\dot{u}_1, \dot{u}_2) \in \mathcal{A}^F_1 \times \mathcal{A}^F_2 = \mathcal{A}^F_1 \times \mathcal{A}^F_2$ and assume that the corresponding solutions $\hat{X}$, $(\hat{Y}_1, \hat{\Theta}_1, \hat{\Phi}_1)$, $(\hat{\psi}_1, \hat{\phi}_1)$, $\hat{\zeta}_i$ of equations (3.1), (5.1), (5.2), and (3.8) (with $y_1^0 = \hat{Y}_1(0)$ in the initial value) exist for $i = 1, 2$. We assume that the functionals $h_i$ in (5.1) are concave. We also consider performance functionals (3.5) with concave $\varphi_i$ and $\psi_i$. Assume that, for all $i = 1, 2$, $\mathcal{H}^F_i$ in (3.9) satisfy the following conditions:

(i) The maps

$$x, y, \theta \mapsto \mathcal{H}^F_i(t, \lambda, x, y, \theta, u, y^0, \zeta, p, q)$$

are concave for all $t \in [0,T]$, $\lambda \in \mathcal{L}$, $u \in \mathcal{U}$, $y^0 \in \mathbb{R}$, $z, p \in \mathcal{R}^G$, $q \in \mathcal{I}^G$.

(ii) The following extremes are achieved:

$$\sup_{v \in A^F_1} \mathbb{E} \left[ \mathcal{H}^F_1(t, \lambda, \hat{X}, \hat{Y}_1, \hat{\Theta}_1(t, \cdot), \hat{\phi}_1, \hat{\psi}_1, \hat{\phi}_1) | \mathcal{E}_t^{(1)} \right]$$

$$= \mathbb{E} \left[ \mathcal{H}^F_1(t, \lambda, \hat{X}, \hat{Y}_1, \hat{\Theta}_1(t, \cdot), \hat{\phi}_1, \hat{\psi}_1, \hat{\phi}_1) | \mathcal{E}_t^{(1)} \right],$$

and

$$\sup_{v \in A^F_2} \mathbb{E} \left[ \mathcal{H}^F_2(t, \lambda, \hat{X}, \hat{Y}_2, \hat{\Theta}_2(t, \cdot), \hat{\psi}_1, \hat{\phi}_2, \hat{\psi}_2) | \mathcal{E}_t^{(2)} \right]$$
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Then \( \hat{u} = (\hat{u}_1, \hat{u}_2) \) is a Nash equilibrium with respect to the information flow \( \mathbb{F} = \mathcal{G} \) for the stochastic game (3.1), (3.4), (3.5).

The proof relies on writing \( Y \) in differential notation by applying the Transformation Rule above and then using the Itô formula for the product in (3.13) to compute \( \mathbb{E}[\hat{\zeta}_1(T)(Y_1(T) - \hat{Y}_1(T))] \).

It is not obvious to what extent condition (5.5) hold for the solution of general BSVIEs. Inspired by [2], where the authors prove that such smoothness conditions hold for a linear BSVIE with Lévy noise, we consider the case when when \( g_i(t, s, \lambda, u(s), X(s), Y_i(s), \Theta_i(t, s, \cdot)) \) is linear in \( Y_i \) and study explicit solutions for (5.1).

### 5.1 Explicit solution of a class of linear BSVIE

In this subsection we consider the BSVIE of the following type

\[
Y(t) = \xi(t) + \int_t^T \gamma(t, s, \lambda(s)) \phi(s) ds - \int_t^T \Theta(t, s, z) \mu(ds dz), \quad t \in [0, T],
\]

(5.6)

where the driver of (3.3) is reduced to

\[
g(t, s, \lambda(s), Y(s), \Theta(t, s, \cdot)) = \gamma(t, s, \lambda(s)) \phi(s),
\]

with \( \gamma(t, s, \lambda(s)), s \in [t, T] \), bounded \( \mathbb{F}^{\lambda} \)-adapted process, for all \( t \in [0, T] \) and \( \xi(t) : [0, T] \times \Omega \to \mathbb{R} \). For any \( t \in [0, T] \), we define recursively the process:

\[
\gamma^{(1)}(t, r, \lambda_r) := \gamma(t, r, \lambda_r), \quad r \in [t, T],
\]

\[
\gamma^{(n)}(t, r, \lambda_r) := \int_t^r \gamma^{(n-1)}(t, s, \lambda_s) \gamma(s, r, \lambda_r) ds, \quad r \in [t, T], \quad n \geq 2
\]

and we put

\[
\Psi(t, r, \lambda_r) := \sum_{n=1}^{\infty} \gamma^{(n)}(t, r, \lambda_r), \quad 0 \leq t \leq r \leq T.
\]

The series converges in \( L^2(dP) \) since \( |\gamma(t, r, \lambda_r)| \leq C \) for some constant \( C > 0 \). In fact, by induction we can see that this condition implies that \( |\gamma^{(n)}(t, r, \lambda_r)| \leq \frac{C^n}{n!} \), for all \( t, r, n \).

**Theorem 5.3.** Let \( \Psi \) in (5.7) be well defined in \( L^2(dP) \). The linear BSVIE (5.6) admits an explicit solution \((Y, \Theta) \in L^2(dt \times dP) \times \mathcal{G} \), where

(i) the component \( Y \) is given by

\[
Y(t) = \mathbb{E}[\xi(t)|\mathcal{G}_t] + \int_t^T \Psi(t, r, \lambda_r) \mathbb{E}[\xi(r)|\mathcal{G}_t] dr,
\]

(5.8)
(ii) the component $\Theta$ is given by the NA-derivative

$$
\Theta(t, s, z) = \mathcal{G}_{s, z} U(t), \quad 0 \leq t \leq s \leq T, \quad z \in \mathbb{R},
$$

of

$$
U(t) := \xi(t) + \int_t^T \gamma(t, r, \lambda_r) Y(r) dr - Y(t), \quad 0 \leq t \leq T.
$$

**Proof.** For $u \leq t$, we take the conditional expectation given $\mathcal{G}_u$ of $Y(t)$ in (5.6)

$$
E[Y(t)|\mathcal{G}_u] = E[\xi(t)|\mathcal{G}_u] + \int_t^T \gamma(t, s, \lambda_s) E[Y(s)|\mathcal{G}_u] ds.
$$

Denote $\bar{Y}(t, u) = E[Y(t)|\mathcal{G}_u]$ for $u \leq t$, and $\bar{\xi}(t, u) := E[\xi(t)|\mathcal{G}_u]$, then (5.11) can be rewritten as

$$
\bar{Y}(t, u) = \bar{\xi}(t, u) + \int_t^T \gamma(t, s, \lambda_s) \bar{Y}(s, u) ds, \quad u \leq t \leq T.
$$

By substituting $\bar{Y}(s, u) = \bar{\xi}(s, u) + \int_s^T \gamma(s, r, \lambda_r) \bar{Y}(r, u) dr$ in the previous equation, we obtain that

$$
\bar{Y}(t, u) = \bar{\xi}(t, u) + \int_t^T \gamma(t, s, \lambda_s) \left( \bar{\xi}(s, u) + \int_s^T \gamma(s, r, \lambda_r) \bar{Y}(r, u) dr \right) ds
$$

$$
= \bar{\xi}(t, u) + \int_t^T \gamma(t, s, \lambda_s) \bar{\xi}(s, u) ds + \int_t^T \gamma^{(2)}(t, r, \lambda_r) \bar{Y}(r, u) dr,
$$

by Fubini theorem. Hence, by iteration, we obtain

$$
\bar{Y}(t, u) = \bar{\xi}(t, u) + \int_t^T \sum_{n=1}^N \gamma^{(n)}(t, r, \lambda_r) \bar{\xi}(r, u) dr + \int_t^T \gamma^{(N+1)}(t, r, \lambda_r) \bar{Y}(r, u) dr.
$$

(5.12)

Thanks to the Hölder inequality, the bound on $\gamma^{(N+1)}$, and the Jensen inequality, we have

$$
E \left[ \left( \int_t^T \gamma^{(N+1)}(t, r, \lambda_r) \bar{Y}(r, u) dr \right)^2 \right] \leq E \left[ \int_t^T \gamma^{(N+1)}(t, r, \lambda_r)^2 dr \right] \int_t^T \bar{Y}(r, u)^2 dr
$$

$$
\leq T \left( C^{N+1} T^{N+1} \frac{(N+1)!}{(N+1)!} \right) E \left[ \int_t^T E \left[ Y(r)^2 | \mathcal{G}_u \right] dr \right]
$$

$$
\leq T \left( C^{N+1} T^{N+1} \frac{(N+1)!}{(N+1)!} \right) \int_t^T E[Y(r)^2] dr \to 0,
$$

as $N$ goes to infinity. Hence taking the limit in $L^2(dP)$ in (5.12), we obtain

$$
\bar{Y}(t, u) = \bar{\xi}(t, u) + \int_t^\infty \sum_{n=1}^\infty \gamma^{(n)}(t, r, \lambda_r) \bar{\xi}(r, u) dr
$$
\begin{align*}
&= \xi(t,u) + \int_t^T \Psi(t,r,\lambda_r)\tilde{Y}(r,u)dr
\end{align*}
where \(\Psi\) defined in (5.7). Let us now take \(u = t\) in the equation above and (5.11), then we have
\begin{equation*}
Y(t) = \mathbb{E}[Y(t)|\mathcal{G}_t] = \tilde{Y}(t,t),
\end{equation*}
which yields (i). Given (i), \(U(t), t \in [0,T]\) is well defined. Also observe that (5.6) yields
\begin{equation*}
U(t) = \int_t^T \int_{\mathbb{R}} \Theta(t,s,z)\mu(dsdz).
\end{equation*}
Hence, by Theorem 2.2 we have that, for all \(t \in [0,T]\), \(\Theta(t,s,z) = \mathcal{D}_{s,z}U(t), s \in [t,T], z \in \mathbb{R}\). □

We can now go back to look for conditions on \(\Theta(t,s,z) = \mathcal{D}_{s,z}U(t)\) that ensure us that \(\partial_t \Theta(t,s,z)\) exists and is Lipschitz. By substituting (5.9) and (5.8) in (5.10) we find that:
\begin{align*}
\partial_t \Theta(t,s,z) &= \partial_t \mathcal{D}_{sz} \left( \xi(t) + \int_t^T \gamma(t,r,\lambda_r)Y(r)dr - Y(t) \right) \\
&= \partial_t \mathcal{D}_{sz} \left( \xi(t) + \int_t^T \gamma(t,r,\lambda_r) \left\{ \mathbb{E}[\xi(r)|\mathcal{G}_r] + \int_r^T \Psi(r,s,\lambda_s)\mathbb{E}[\xi(s)|\mathcal{G}_s]ds \right\} dr \\
&\quad - \mathbb{E}[\xi(t)|\mathcal{G}_t] + \int_t^T \Psi(t,s,\lambda_s)\mathbb{E}[\xi(s)|\mathcal{G}_s]ds \right). \\
\end{align*}
From here we see that, if \(\xi\) and \(\gamma\) are \(C^1\) with respect to \(t \in [0,T]\) (uniformly for \(s \in [0,T]\), \(\lambda \in [0,\infty)^2\)) with derivatives Lipschitz with respect to \(t\), then the required condition on \(\Theta\) to apply the Transformation Rule hold.

### 5.2 A linear utility consumption example

Having ensured that the required conditions to apply the Transformation Rule hold, we can present an example similar to the one in subsection 4.1 but with Volterra dynamics for the backward (3.4). We take once again \(X(t)\) to have dynamics
\begin{equation*}
X(t) = X_0 + \int_0^t \alpha(t,s)X(s) - c_1(s) - c_2(s)ds - \int_0^t \int_{\mathbb{R}} \gamma(s,z)(c_1(s) + c_2(s))\mu(dsdz) \quad (5.13)
\end{equation*}
and \(Y_t(t)\) follows the dynamics
\begin{equation*}
Y_t(t) = X(T) + \int_t^T \eta_t(t,s,c_i(s))Y(s)ds - \int_t^T \Theta_t(t,s,z)\mu(dsdz), \quad t \in [0,T], \quad (5.14)
\end{equation*}
for $X_0 \in \mathbb{R}$ and some functions $\alpha : [0, T]^2 \rightarrow \mathbb{R}$, $\gamma : [0, T] \times \mathbb{R} \times \Omega \rightarrow \mathbb{R}$ and $\eta : [0, T]^2 \times \mathbb{R} \times \Omega \rightarrow \mathbb{R}$ satisfying the necessary integrability conditions, and such that $\alpha$ is a bounded deterministic function with $\partial_t \alpha(t, s) \in L^2(dt)$ and $\gamma$ is a bounded adapted process with $\int_{\mathbb{R}} \gamma^2(t, z) \nu(dz) < \infty$. As we saw in the previous section, we assume $\eta_i$ to be $C^2$ with respect to $t \in [0, T]$ and such that $\partial_t \eta_i$ is Lipschitz continuous with respect to $t$ for all $i = 1, 2$. We also assume that $\eta_i(t, s, c_i(s))$ is bounded with derivative $\partial_t \eta_i(t, s, c_i(s)) \in L^2(dt \times dP)$ for $i = 1, 2$. From the examples in the previous section we already know that in this case we do not need a Transformation Rule for $X$. Once again we suppose we are in the zero-sum case and we will drop the superscript $i$ whenever no confusion arises. We want to find the optimal consumption rate $\hat{c} = (\hat{c}_1, \hat{c}_2)$ such that

$$J(\hat{c}) = \sup_{c \in A^p} J(c),$$

where

$$J(c) := J(c_1, c_1) = \mathbb{E} \left[ \int_0^T F(t, c_1(t), c_2(t), \omega) dt + K(\langle X(T) + Y(0) \rangle) \right],$$

$F$ is $C^1$ with respect to $c$ and $K \in \mathbb{R}_0$. We start by rewriting the Hamiltonian functional (5.4):

$$\mathcal{H}_i(t) = F(t, c_1, c_2) + [\alpha(t, t)X(t) - c_1(t) - c_2(t)] p_i(t) + \int_0^t \partial_t \alpha(t, s) X(s) ds \ p_i(t)$$

$$- \gamma(t, 0)q_i(t, 0) \lambda_i^B(c_1(t) + c_2(t)) - \int_{\mathbb{R}} \gamma(t, z)q_i(t, z)(c_1(t) + c_2(t)) \lambda_i^H \nu(dz)$$

$$+ \left( \eta_i(t, t, c_i(t)) Y_i(t) + \int_t^T \partial_t \eta_i(t, s, c_i(s)) Y_i(s) ds \right) \zeta_i(t)$$

(5.15)

In this case we have that the forward adjoint equation (3.8) can be written as

$$d\zeta_i(t) = \left( \eta(t, t, c_i(t)) + \int_t^T \partial_t \eta(t, s, c_i(s)) ds \right) \zeta_i(t) dt, \quad \zeta_i(0) = K$$

(5.16)

whereas the backward adjoint equation (3.7) is

$$dp(t) = \left[ \alpha(t, t) + \int_0^t \partial_t \alpha(t, s) ds \right] p(t) dt \int_{\mathbb{R}} q(t, z) \mu(dtdz),$$

$$p(T) = K.$$ 

(5.17)
Analogously to (4.19) we have that the solution for (5.17) is given by

\[(p, q) = \left( K \exp \left\{ \int_0^t \tilde{\alpha}(s) ds \right\}, 0 \right) \] (5.18)

where \( \tilde{\alpha}(t) = \alpha(t, t) + \int_0^t \partial_t \alpha(t, s) ds. \)

Similarly for what we did in (4.5) we find that the explicit solution for (5.13) is given by

\[X(t) = M(t) \left( X_0 - \int_0^t c_1(s) + c_2(s) ds - \int_0^t \int_{\mathbb{R}} \gamma(s, z)(c_1(s) + c_2(s)) \mu(ds dz) \right), \] (5.19)

where \( M(t) \) is defined in (4.4).

As for the linear BSVIE, using Theorem 5.8 we have that a solution is given by

\[Y(t) = \mathbb{E}[X(T)|\mathcal{G}_t] + \int_t^T \Psi(t, r, c) \mathbb{E}[X(T)|\mathcal{G}_t], \]

\[\Theta(t, s, z) = D_{s, z} U(t), \] (5.20)

where \( \Psi \) is defined in (5.7) and \( U(t) \) in (5.10). Also, one can find that the solution to (5.16) is given by

\[\zeta_i(t) = K \exp \left\{ - \int_0^t \tilde{\eta}(s, c_i(s)) ds \right\} \] (5.21)

where \( \tilde{\eta}_i(t, c_i(t)) = \eta(t, t, c_i(t)) + \int_t^T \partial_t \eta(t, s, c_i(s)) ds. \) We now claim that a positive control \( c_i \) that satisfies

\[0 = \partial_{c_i} F(t, c_1, c_2) - p_i(t) \]

\[- \gamma(t, 0) q_i(t, 0) \lambda_i^B - \int_{\mathbb{R}_0} \gamma(t, z) q_i(t, z) \lambda_i^H \nu(dz) \]

\[+ \partial_{c_i} \left( \eta(t, t, c_i(t)) Y(t) + \int_t^T \partial_t \eta(t, s, c_i(s)) Y_i(s) ds \right) \zeta_i(t) \] (5.22)

is optimal, \( i = 1, 2. \) Having solved both the forward-backward Volterra integral equations system and the adjoint equations systems, we can substitute (5.18), (5.19), (5.20), (5.21), them into (5.22) and obtain our sufficient condition for optimality.
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