MULTI-STRATEGY COEVOLVING AGING PARTICLE OPTIMIZATION
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We propose Multi-Strategy Coevolving Aging Particles (MS-CAP), a novel population-based algorithm for black-box optimization. In a memetic fashion, MS-CAP combines two components with complementary algorithm logics. In the first stage, each particle is perturbed independently along each dimension with a progressively shrinking (decaying) radius, and attracted towards the current best solution with an increasing force. In the second phase, the particles are mutated and recombined according to a multi-strategy approach in the fashion of the ensemble of mutation strategies in Differential Evolution. The proposed algorithm is tested, at different dimensionalities, on two complete black-box optimization benchmarks proposed at the Congress on Evolutionary Computation 2010 and 2013. To demonstrate the applicability of the approach, we also test MS-CAP to train a Feedforward Neural Network modelling the kinematics of an 8-link robot manipulator. The numerical results show that MS-CAP, for the setting considered in this study, tends to outperform the state-of-the-art optimization algorithms on a large set of problems, thus resulting in a robust and versatile optimizer.

1. Introduction

The intelligence, from its etymology, is the capability of understanding. When we talk about machine intelligence, the concept takes a slightly different meaning. Since at the moment the humanity has no full knowledge of the brain process of understanding, it cannot be reproduced into a machine. Nonetheless, we can still talk about intelligence of machines if we focus on their “intelligent behaviour”. More specifically, we can consider the intelligence of a machine as the capability of performing a “clever choice”. More formally, a choice is clever when it guarantees the best desired conditions. For example, when a route must be decided, the shortest path is in general the choice that guarantees the least fuel consumption (if we neglect the traffic, the pavement of the road etc.). Another example, can be an engineering design, see 1 and 2. If we consider the design of the profile of some airplane parts, some shape can guarantee the best aerodynamic conditions. A similar consideration can be done for electronic and telecommunication problems, see 3 and 4 as well as for management and civil engineering, see 5 and 6.
The problem of performing the “correct choice” from an array of (finite or infinite) options is the so-called optimization problem. Optimization is extremely important in engineering and machine learning and has been extensively studied over the last decades. Some pioneering studies on structural optimization have been reported e.g. in 7, 8, and 9. The technological progress as well as the needs of the market impose the solution of complex optimization problems that have to deal with many variables, see 10 and 11, real-time and hardware limitations, see 12, and to tackle both design and control issues, see 13. Some other approaches integrate human decision within the optimization process, see 14 and 15. Since most of these problems cannot be solved by means of exact methods, meta-heuristics, i.e. algorithms which do not require specific hypotheses on the optimization problem, have been widely diffused. Amongst successful implementations Memetic Computing (MC) approaches, i.e. hybrid approaches composed of diverse interacting operators, see 16, 17 and 18, have been extensively used, see e.g. 19, 20, 21 and 22.

It is important to remark that optimization algorithms and neural systems are strictly connected. In order to function properly neural systems need learning. Such learning is de facto the correct selection of a set of parameters characterizing the neural system itself. The choice of these parameters is an optimization problem, see 23, 24, 25, 26, and 27. Since this optimization problem is continuous, usually multivariate, and implicitly noisy, see 28, algorithms based on Particle Swarm Optimization (PSO) and Differential Evolution (DE) frameworks have been proposed in the literature in several occasions. Some examples of PSO application neural network training is given in 29 and 30. As for DE application to neural network training, some successful examples are given in 31 and 32. The problem whether PSO or DE is preferable for neural network training has also been studied in several cases. As expected comparative studies tend to give mixed results and the best choice appears to depend on many factors such as the network size and architecture, see e.g. 33 and 34.

An important engineering application of the binomial neural systems/optimization algorithms is robotics. A typical application of these methods in this field is the control of robotic arms, with some relevant modern studies presented in 35, 36, 37, 38. Another example is modelling: typically, robots are extremely complex devices as for both mechanical and electric aspects, therefore writing a mathematical model of their behaviour can be difficult, see 39. On the other hand, accurate models can be of great support, if not necessary, for designers and users as they allow a proper understanding and thus control of the robotic devices, see 40. These models naturally include multiple parameters that must be identified. The parameter identification is an optimization problem itself as its meaning is the selection of those parameters that guarantee the most reliable fitting (the minimal error) with the physical system, see e.g. 41, 42, 43, 44, and 45.

With this background in mind, the present paper proposes a novel, general-purpose MC approach for continuous optimization problems with possible applications in neural systems. The proposed algorithm combines two concurrent/cooperative strategies. The first strategy makes use of the age of each solution to adapt the search logic. The second strategy employs and coordinate multiple perturbation techniques in the fashion of Differential Evolution, see 46. The proposed approach is a very versatile implementation as it is able to ensure a very good performance over a wide range of problems including multiple dimensionality values. The comparison with modern algorithms confirms that the proposed scheme is actually able to outperform, on a regular basis, optimization algorithms that represent the state-of-the-art in optimization. In addition, the proposed algorithm has been tested on a real world problem, that is the parameter identification of the kinematic model of a robot manipulator. The model in this robotics case is performed with the aid of a Feedforward Neural Network.

The remainder of this paper is organized in the following way. Section 2 describes the principles of the algorithmic functioning and gives details about the implementation. Section 3 shows the numerical result over an extensive testbed of test functions. Section 4 describes the application to robotics of the proposed algorithm. Finally, Section 5 gives the conclusion to this work.

2. Multi-Strategy Coevolving Aging Particles

We describe here the proposed Multi-Strategy Coevolving Aging Particles (MS-CAP) algorithm. In the following, we refer without loss of generality to the minimization problem of a fitness function \( f(x) \), where \( x \) is a candidate
solution to the optimization problem at hand, defined in \( \mathbb{R}^D \), being \( D \) the problem size. At the beginning of the algorithm a set (or “swarm”) of \( N \) particles is randomly initialized with a single, randomly sampled initial solution \( x_{init} \). Each particle \( x_i \) is given a lifetime \( life_i \) (initially zero), and, for each \( j \)-th variable, a random velocity:

\[
v(i,j) = U(-1/2,1/2) \cdot (ub_j - lb_j)
\]

where \( ub_j \) and \( lb_j \) are respectively the upper and lower bound of the search space along the \( j \)-th dimension, and \( U(x,y) \) is a number sampled from a uniform distribution in \([x,y)\).

After the initialization phase, the main generational loop of the algorithm starts. Broadly speaking, the MS-CAP can be seen as a Memetic Computing approach composed of two stages: the first one, responsible for coevolving the aging particles, i.e., dispersing and attracting them towards the best solution; the latter, activated when the first one fails at improving upon the best solution, responsible for mutating and recombining the particles according to a multi-strategy mechanism. The two components are detailed in the next two subsections.

### 2.1. Coevolving Aging Particles

During the coevolving aging phase, first each particle \( x_i \) saves its previous position and fitness; then, it updates, for each \( j \)-th variable, its velocity and position according to the following rule:

\[
v(i,j) = v(i,j) + U(0,1) \cdot \frac{n_{eval}}{max_{eval}} \cdot (x_{best,j} - x(i,j))
\]

\[
x(i,j) = x(i,j) + v(i,j)
\]

where \( n_{eval} \) and \( max_{eval} \) represent, respectively, the current and the maximum number of fitness evaluations (the latter is the computational budget allotted to the algorithm), while \( x_{best} \) represents the current best solution in the swarm. The meaning of this update rule is that, unlike in classic PSO where the attraction for the global best individual is constant, in the proposed scheme the particles are attracted towards the best solution with a force that progressively increases during the optimization process. Thus, at the beginning the attraction is weak (resulting in a larger exploration pressure), whereas in later stages it becomes stronger. Or, in other words, the update rule becomes more exploitative.

The newly perturbed solution is then evaluated and, in case of improvement upon the best solution, the previous particle is replaced and the index of the best particle in the swarm is updated.
Additionally, when the perturbed solution improves upon its parent, the particle’s lifetime is set to zero. Otherwise, the lifetime is increased by one, and an exponential decay is computed as $\text{decay} = e^{-\text{life}_i}$. If the decay becomes smaller than a given threshold $\varepsilon$, the particle (as well as its fitness) is replaced with another particle randomly chosen from the swarm, its lifetime is set to zero, and its velocity is reinitialized according to eq. (1). If the decay is still larger than the threshold, the perturbed particle (and its fitness) is instead reset to the previous values saved at the beginning of this step. Then, if the condition $\text{mod}(\text{life}_i, 2) = 0$ holds true (being $\text{mod}$ the modulo operator), i.e., the lifetime has an even value, the velocity is shrunk in the opposite direction ($v_{i,j} = v_{i,j} \cdot (-\text{decay})$); otherwise, if the lifetime has an odd value, the magnitude of the velocity is retained, but its sign is changed ($v_{i,j} = v_{i,j} \cdot (-1)$). As a remark, it should be noted that the maximum age of an “unsuccessful” particle, i.e. the number of possible perturbations before being reset, is $\lceil -\ln(\varepsilon) \rceil$. A pseudo-code of this mechanism is shown in Fig. 1. With $r = \mathcal{U}\{\{1, 2, \ldots, N\} - \{i\}\}$, we mean a discrete uniform random number sampled from the set $\{1, 2, \ldots, N\}$, excluding $\{i\}$.

The rationale behind the Coevolving Aging Particles mechanism is that each particle, while being attracted to the best solution, is also perturbed along each dimension, in alternating directions, and with a progressively shrinking radius which decays exponentially with the “age” of the particle. In other words, the particles in the swarm act as micro, parallel local-searchers with an embedded restart mechanism based on the particle decay.

### 2.2. Multi-Strategy Mutation and Recombination

Whenever the Coevolving Aging Particles fail at improving upon the current best solution, a further mutation/recombination step is activated in order to exploit the current genetic material and explore the search space with a rich set of moves according to a Differential Evolution logics and inspired by the concept of ensemble in

---

**Fig. 1. Pseudo-code of Coevolving Aging Particles**

```plaintext
\% Coevolving Aging Particles
\text{update} = \text{false}
\text{for } i = 1, 2, \ldots, N \text{ do}
\quad x_{i,\text{old}} = x_i
\quad f_{i,\text{old}} = f_i
\quad \text{for } j = 1, 2, \ldots, D \text{ do}
\quad \quad v_{i,j} = v_{i,j} + \mathcal{U}(0, 1) \cdot \frac{n_{\text{eval}} - \text{maxeval}}{\text{maxeval}} \cdot (x_{(\text{best}),j} - x_{i,j})
\quad \quad x_{i,j} = x_{i,j} + v_{i,j}
\quad \text{end for}
\quad \text{evaluate } f_i
\quad n_{\text{eval}} = n_{\text{eval}} + 1
\quad \text{if } f_i < f_{\text{best}} \text{ then }
\quad \quad \text{update} = \text{true}
\quad \quad \text{best} = i
\quad \text{end if}
\quad \text{if } f_i < f_{i,\text{old}} \text{ then }
\quad \quad \text{if } f_{i,\text{old}} = 0 \text{ then }
\quad \quad \quad \text{life}_i = 0
\quad \quad \text{else}
\quad \quad \quad \text{life}_i = \text{life}_i + 1
\quad \quad \quad \text{if } \text{decay} < \varepsilon \text{ then }
\quad \quad \quad \quad \text{life}_i = 0
\quad \quad \quad \text{else}
\quad \quad \quad \quad \text{life}_i = \text{life}_i + 1
\quad \quad \quad \text{end if}
\quad \quad \text{end if}
\quad \quad \text{end if}
\quad \text{end for}
\text{end if}
\text{end if}
\text{end for}
```

---
DE schemes, see \(^{47}\). More specifically, \(L\) steps of the following procedure are repeated, where \(L\) is a parameter of the algorithm.

At first, each particle \(x_i\) saves its previous position and fitness, as in the previous phase. Then, it samples a \textit{scale factor} \(F_i\) and a \textit{crossover rate} \(CR_i\), respectively from a random uniform distribution in \([0,1)\) and \([0,1)\). Finally, the particle selects, randomly and with the same probability, a mutation strategy \(mut_i\) and a crossover strategy \(xover_i\), respectively from a pool of four mutation and two crossover strategies typical of Differential Evolution. The selected strategy \(mut_i\) is then used, with the selected scale factor \(F_i\), to generate a mutant solution \(x_{mut}\). Using the DE-notation to indicate the mutation strategies\(^{46}\), we consider here the following pool \(P_{mut}\) of strategies:

- \textit{rand/1}: \(x_{mut} = x_r + F(x_s - x_t)\)

- \textit{rand/2}: \(x_{mut} = x_r + F(x_s - x_t) + F(x_u - x_v)\)

- \textit{rand-to-best/2}: \(x_{mut} = x_r + K(x_{best} - x_i) + F(x_r - x_s) + F(x_u - x_v)\)

- \textit{cur-to-best/1}: \(x_{mut} = x_i + F(x_{best} - x_i) + F(x_s - x_t)\)

where the indices \(r, s, t, u\) and \(v\) are mutually exclusive integers within the range \([1,N]\), randomly generated anew for each \(i\)-th mutant solution and also different from the index of the current particle \(i\), and \(K\) is a parameter randomly chosen in \([0,1]\).

After mutation is applied, the newly mutated particle \(x_{mut}\) is recombined with its parent \(x_i\) choosing with equal probability a crossover strategy \(xover_i\) from a pool of strategies \(P_{xover} = \{\text{bin, exp}\}\) consisting of the binomial (or uniform, indicated as “bin”) and the exponential (or two-point modulo, indicated as “exp”) strategy\(^{48}\), in both cases applied with crossover rate \(CR_i\). The recombined solution \(x_{xover}\) so generated is then compared with its parent \(x_i\) and, in case of improvement, replaces it according to the DE one-to-one spawning logic.

After \(L\) repetitions of this sequence of operations, the particles which were updated (i.e., improved upon) are assigned a new velocity according to eq. (1) and their lifetime is set to zero. A pseudo-code of the multi-strategy mutation and recombination component is given in Fig. 2.

The algorithm continues applying the Coevolving Aging Particles mechanism described before, until a stop condition based on a maximum budget (\(max_{eval}\)) is reached. The pseudo-code describing initialization and coordination among the algorithmic components is given in Fig. 3.
Multi-Strategy Coevolving Aging Particle Optimization

Multi-Strategy Mutation and Recombination
for $i = 1, 2, \ldots, N$ do
  changed$_i$ = false
end for
for $i = 1, 2, \ldots, L$ do
  for $i = 1, 2, \ldots, N$ do
    $x_{i,old} = x_i$
    $f_{i,old} = f_i$
  end for
  for $i = 1, 2, \ldots, N$ do
    $F_i = U(0,1)$
    $CR_i = U(0,1)$
    select mut$_i$ in $P_{mut}$
    apply mut$_i$, with $F = F_i$ to generate $x_{mut}$
    apply xover, with $CR = CR_i$ to generate $x_{xover}$
    evaluate $f_{xover}$
    $n_{eval} = n_{eval} + 1$
    if $f_{xover} < f_{i,old}$ then
      $x_i = x_{xover}$
      $f_i = f_{xover}$
      changed$_i$ = true
    end if
  end for
  update best
end for
for $i = 1, 2, \ldots, N$ do
  if changed$_i$ then
    for $j = 1, 2, \ldots, D$ do
      $v(i,j) = U(-1/2, 1/2) \cdot (ub_j - lb_j)$
    end for
    $l_{i,eval} = 0$
  end if
end for
$f_{best} = f_1$
while not stop condition do
  \Coevolving Aging Particles
  if not update then
    \Multi-Strategy Mutation and Recombination
  end if
end while
output $x_{best}$

2.3. Algorithmic Philosophy

The proposed MS-CAP is a MC approach where two operators perturb a population of candidate solutions from complementary perspectives, see 49. In other words, the two mechanisms perturb the solutions according to two very different logics. The coevolving aging particles perturb the variables separately by means of a randomized mechanism, i.e. performing randomized moves along the axes. On the contrary, the DE-like mutations, use the other points to move diagonally by simultaneously perturbing multiple variables. One of the ideas behind the implementation of MS-CAP is that these two search strategies should complement each other and their alternate use should make the algorithm robust enough to tackle problems with diverse features. More specifically, search operators that perform moves along the axes are suitable for separable problems, see 50, while non-separable
problems require the use of operators that perform diagonal moves, as e.g. \(51\). The coevolving population, alternatively perturbed by different operators is supposed to prevent from convergence in proximity of local optima thus handling multimodality in fitness landscapes, see \(52\). Moreover, as highlighted in \(46\), DE schemes are characterized by a limited amount of search moves. This effect is compensated in an ensemble fashion by the use of multiple mutation strategies, see \(47\), and in a memetic fashion by the coevolving particle mechanism. The latter further justifies the support action of the DE scheme as it offers a directional search led by the best particle and appears to have a crucially beneficial effect on the DE scheme, as shown in \(53\). The aging mechanism is also very important within this scheme as it allows a natural refreshment of the available search directions. More specifically, both PSO and DE like schemes can be prone to stagnation, see \(54\), and a refresh action appears to offer a (partial) restart to the search, thus allowing the optimization process to successfully progress, see also \(55\). A refreshment mechanism is typical in the context of many optimization algorithms. Also aging mechanisms have been recently proposed in some optimization methods: for instance, in \(56\) aging is applied within a PSO framework to update the global best. However, while in that mechanism the aging of the global best is used to allow that the other particles improve upon its performance, in the present paper the aging mechanism aims at refreshing the entire population while it is perturbed by two concurrent sets of perturbation rules. All in all, MS-CAP has been designed to be, within the respect of the No Free Lunch Theorem \(57\), a robust scheme whose strength is within a proper balancing of diverse components that have the role of compensating each other and aim at achieving solutions with a high quality.

3. Evaluation on Benchmark Problems

In order to assess the performance of MS-CAP on a broad set of real-parameter optimization problems, we evaluate the results obtained by the proposed algorithm on two different benchmarks, namely:

- the benchmark used at the CEC 2013\(^{58}\), composed of 28 bound-constrained test functions;
- the large-scale optimization benchmark used at CEC 2010\(^{59}\), composed of 20 bound-constrained test functions.

Furthermore, we study the scalability properties of the proposed algorithm testing the CEC 2013 benchmark in 10, 30 and 50 dimensions, and the CEC 2010 benchmark in 1000 dimensions.

To have a heterogeneous comparison, we confront MS-CAP with ten state-of-the-art optimization algorithms which make use of different search logics and algorithmic structures, namely (1) algorithms whose structure is based on Differential Evolution, and (2) what we call here “alternative” meta-heuristics, i.e. methods based on PSO, Evolution Strategy, and memetic computing. The comparative setup can be summarized as follows:

**Differential Evolution based algorithms**

- Self Adaptive Differential Evolution (SADE)\(^{60}\), with Learning Period \(L P = 20\) and population size \(N_p = 50\);
- Adaptive Differential Evolution (JADE)\(^{61}\), with population size equal to 60 individuals, \(p = 0.05\) and adaptation rate \(c = 0.1\);
- Self Adaptive Parameters in Differential Evolution (jDE)\(^{62}\), with \(F_I = 0.1\), \(F_u = 0.9\), \(\tau_1 = \tau_2 = 0.1\) and population size \(N_p = 50\);
- Modified Differential Evolution + pBX crossover (MDE-pBX)\(^{63}\), with population size equal to 100 individuals and group size \(q\) equal to 15% of the population size.
- Ensemble of Parameters and Strategies in Differential Evolution (EPSDE)\(^{47,64}\), with \(N_p = 50\), parameter pools \(P_{CR} = \{0.1, 0.5, 0.9\}\) and \(P_F = \{0.5, 0.9\}\), and pools of strategies \(P_{xover} = \{\text{bin, exp}\}\) and \(P_{mut} = \{\text{cur-to-pbest/1, cur-to-rand/1}\}\).
Alternative meta-heuristics

- Comprehensive Learning Particle Swarm Optimizer (CLPSO)\textsuperscript{65}, with population size equal to 60 individuals;
- Cooperatively Coevolving Particle Swarms Optimizer (CCPSO2)\textsuperscript{66}, with population size equal to 30 individuals, Cauchy/Gaussian sampling selection probability $p = 0.5$ and set of potential group sizes $S = \{2, 5\}$, $S = \{2, 5, 10\}$, $S = \{2, 5, 10, 25\}$, for experiments in 10, 30 and 50 dimensions, respectively;
- Parallel Memetic Structures (PMS)\textsuperscript{11}, with $\alpha_e = 0.95$, $\rho = 0.4$, 150 iterations for short distance exploration, and Rosenbrock tolerance $\varepsilon = 10^{-5}$;
- Memetic Algorithm with CMA-ES Chains (MA-CMA-Chains) proposed in\textsuperscript{67} with population size equal to 60 individuals, probability of updating a chromosome by mutation equal to 0.125, local/global search ratio $r_{L/G} = 0.5$, BLX-$\alpha$ crossover with $\alpha = 0.5$, $n_{ass}$ parameter for Negative Assortative Mating set to 3, LS intensity stretch $I_{str} = 500$ and threshold $\delta_{LS}^{min} = 10^{-8}$;
- Covariance Matrix Adaptation Evolution Strategy (CMA-ES)\textsuperscript{51}, with the default parameter setting of the original implementation\textsuperscript{68}, namely $\lambda = \lfloor 4 + 3\ln(D) \rfloor$, $\mu = \lfloor \lambda/2 \rfloor$, and initial step-size $\sigma = 0.2$.

In 1000 dimensions, the experiments have been carried out by replacing MA-CMA-Chains with its corresponding large scale variant\textsuperscript{69}:

- Memetic Algorithm with Subgrouping Solis Wets Chains (MA-SSW-Chains) proposed in\textsuperscript{70} with population size equal to 100 individuals, probability of updating a chromosome by mutation equal to 0.125, local/global search ratio $r_{L/G} = 0.5$, BLX-$\alpha$ crossover with $\alpha = 0.5$, $n_{ass}$ parameter for Negative Assortative Mating set to 3, LS intensity stretch $I_{str} = 500$ and threshold $\delta_{LS}^{min} = 0$.

In the following, we indicate with “MACH” either MA-CMA-Chains or MA-SSW-Chains, depending on the problem dimension.

For each algorithm and test function, we execute 100 independent runs, each one with a computational budget of $5000 \times D$ fitness evaluations (where $D$ is the problem dimension). To handle the search space bounds, we implement in all the algorithms a toroidal mechanism, consisting of the following: given an interval $[a, b]$, if $x_i = b + \zeta$, i.e. the i-th design variable exceeds the upper bound by a quantity $\zeta$, its value is replaced with $a + \zeta$. A similar mechanism is applied for the lower bound. The entire experimental setup (fitness functions and algorithms) is coded in Java and executed on a hybrid network composed of Linux and Mac computers, using the distributed optimization platform Kimeme\textsuperscript{71}.

As a final remark, it should be noted that each algorithm is executed with the parameter setting suggested in its seminal paper. As for MS-CAP, we set $N_p = 50$, $\varepsilon = 10^{-6}$ (corresponding to a maximum lifetime of 14) and $L = 3$. The analysis of parameter sensitivity, discussed in subsection 3.2, revealed that this setting guarantees the best trade-off in terms of optimization and scalability at different dimensions.

Tables 1-4 show, for each test function and problem dimension, the mean and the standard deviation (over 100 runs) of the fitness error (with respect to the global optimum) obtained by MS-CAP, jDE, CMA-ES, and CCPSO2 at the end of the allotted budget. For the sake of brevity, we report the numerical results of only four algorithms, chosen as representative set. The entire set of detailed results is available at the link \url{https://sites.google.com/site/facaraff/home/Downloads/MS-CAP_Detailed_Results.pdf}.

In the same tables, we report next to each fitness error the result of each pair-wise statistical comparison between the fitness errors obtained by MS-CAP (taken as reference) and those obtained with the algorithm in the corresponding column name. In symbols, “=” indicates an equivalent performance, while “+” (“−”) indicates that MS-CAP has a better (worse) performance, with respect to the algorithm in the column label, i.e., it shows a smaller (larger) fitness error.
The statistical comparison is conducted as follows: first, we verify the normality of the two distributions with the Shapiro-Wilk test \(^72\); if both samples are normally distributed, we then test the homogeneity of their variances (homoscedasticity) with an F-test \(^73\). If variances are equal, we compare the two distributions by means of the Student t-test \(^74\), otherwise we adopt the t-test variant proposed by Welch \(^75\). More specifically, we first test the null-hypothesis of equal distributions (i.e., the two algorithms under comparison are statistically equivalent from an optimization point of view); then, we test the null-hypothesis that the fitness errors of the reference algorithm (MS-CAP) are statistically smaller than those obtained with the algorithm under comparison. In case of non-normal distributions, we instead test the null-hypotheses by means of the non-parametric Wilcoxon Rank-Sum test \(^76\). In all the tests, we consider a confidence level of 0.95 (\( \alpha = 0.05 \)).

### Table 1: Statistical comparison of MS-CAP against jDE, CMA-ES, and CCPSO2 on CEC 2013 in 10 dimensions

| J1  | 0.06s ± 0.02s ± 0.08s | 0.06s ± 0.02s ± 0.06s | 0.04s ± 0.02s ± 0.04s | \( 3.06s ± 0.02s ± 0.06s \) | \( 3.08s ± 0.02s ± 0.06s \) |
|-----|------------------|------------------|------------------|------------------|------------------|
| J2  | 0.26s ± 0.02s ± 0.14s | 0.26s ± 0.02s ± 0.12s | 0.26s ± 0.02s ± 0.10s | \( 3.06s ± 0.02s ± 0.12s \) | \( 3.08s ± 0.02s ± 0.12s \) |
| J3  | 0.30s ± 0.02s ± 0.15s | 0.30s ± 0.02s ± 0.13s | 0.30s ± 0.02s ± 0.11s | \( 3.06s ± 0.02s ± 0.13s \) | \( 3.08s ± 0.02s ± 0.13s \) |
| J4  | 0.54s ± 0.02s ± 0.18s | 0.54s ± 0.02s ± 0.16s | 0.54s ± 0.02s ± 0.14s | \( 3.06s ± 0.02s ± 0.16s \) | \( 3.08s ± 0.02s ± 0.16s \) |
| J5  | 0.00s ± 0.00s ± 0.00s | 0.00s ± 0.00s ± 0.00s | 0.00s ± 0.00s ± 0.00s | \( 3.06s ± 0.00s ± 0.00s \) | \( 3.08s ± 0.00s ± 0.00s \) |

### Table 2: Statistical comparison of MS-CAP against jDE, CMA-ES, and CCPSO2 on CEC 2013 in 30 dimensions

| J1  | 0.06s ± 0.02s ± 0.08s | 0.06s ± 0.02s ± 0.06s | 0.04s ± 0.02s ± 0.04s | \( 3.06s ± 0.02s ± 0.06s \) | \( 3.08s ± 0.02s ± 0.06s \) |
|-----|------------------|------------------|------------------|------------------|------------------|
| J2  | 0.26s ± 0.02s ± 0.14s | 0.26s ± 0.02s ± 0.12s | 0.26s ± 0.02s ± 0.10s | \( 3.06s ± 0.02s ± 0.12s \) | \( 3.08s ± 0.02s ± 0.12s \) |
| J3  | 0.30s ± 0.02s ± 0.15s | 0.30s ± 0.02s ± 0.13s | 0.30s ± 0.02s ± 0.11s | \( 3.06s ± 0.02s ± 0.13s \) | \( 3.08s ± 0.02s ± 0.13s \) |
| J4  | 0.54s ± 0.02s ± 0.18s | 0.54s ± 0.02s ± 0.16s | 0.54s ± 0.02s ± 0.14s | \( 3.06s ± 0.02s ± 0.16s \) | \( 3.08s ± 0.02s ± 0.16s \) |
| J5  | 0.00s ± 0.00s ± 0.00s | 0.00s ± 0.00s ± 0.00s | 0.00s ± 0.00s ± 0.00s | \( 3.06s ± 0.00s ± 0.00s \) | \( 3.08s ± 0.00s ± 0.00s \) |

A summary of the statistical comparisons, against all the ten algorithms under examination, is presented in Table 5. In total, 1040 pairwise comparisons were performed (10 algorithms, each one tested on 104 test problems, i.e. 28 CEC 2013 test functions in 10, 30 and 50 dimensions plus 20 CEC 2010 test functions in 1000 dimensions).
| Table 3: Statistical comparison of MS-CAP against jDE, CMA-ES, and CCPSO2 on CEC 2013 in 50 dimensions |
|-------|-------|-------|-------|-------|
|       | MS-CAP | jDE   | CMA-ES | CCPSO2 |
| f1    | 4.47± 0.37 | 4.47± 0.37 | 4.47± 0.37 | 4.47± 0.37 |
| f2    | 4.38± 0.37 | 4.38± 0.37 | 4.38± 0.37 | 4.38± 0.37 |
| f3    | 4.31± 0.37 | 4.31± 0.37 | 4.31± 0.37 | 4.31± 0.37 |
| f4    | 4.24± 0.37 | 4.24± 0.37 | 4.24± 0.37 | 4.24± 0.37 |
| f5    | 4.17± 0.37 | 4.17± 0.37 | 4.17± 0.37 | 4.17± 0.37 |
| f6    | 4.10± 0.37 | 4.10± 0.37 | 4.10± 0.37 | 4.10± 0.37 |
| f7    | 4.03± 0.37 | 4.03± 0.37 | 4.03± 0.37 | 4.03± 0.37 |
| f8    | 4.00± 0.37 | 4.00± 0.37 | 4.00± 0.37 | 4.00± 0.37 |
| f9    | 3.97± 0.37 | 3.97± 0.37 | 3.97± 0.37 | 3.97± 0.37 |
| f10   | 3.94± 0.37 | 3.94± 0.37 | 3.94± 0.37 | 3.94± 0.37 |
|       | 3.91± 0.37 | 3.91± 0.37 | 3.91± 0.37 | 3.91± 0.37 |

| Table 4: Statistical comparison of MS-CAP against jDE, CMA-ES, and CCPSO2 on CEC 2010 in 1000 dimensions |
|-------|-------|-------|-------|-------|
|       | MS-CAP | jDE   | CMA-ES | CCPSO2 |
| f1    | 7.29± 0.37 | 7.29± 0.37 | 7.29± 0.37 | 7.29± 0.37 |
| f2    | 7.26± 0.37 | 7.26± 0.37 | 7.26± 0.37 | 7.26± 0.37 |
| f3    | 7.23± 0.37 | 7.23± 0.37 | 7.23± 0.37 | 7.23± 0.37 |
| f4    | 7.20± 0.37 | 7.20± 0.37 | 7.20± 0.37 | 7.20± 0.37 |
| f5    | 7.18± 0.37 | 7.18± 0.37 | 7.18± 0.37 | 7.18± 0.37 |
| f6    | 7.17± 0.37 | 7.17± 0.37 | 7.17± 0.37 | 7.17± 0.37 |
| f7    | 7.16± 0.37 | 7.16± 0.37 | 7.16± 0.37 | 7.16± 0.37 |
| f8    | 7.15± 0.37 | 7.15± 0.37 | 7.15± 0.37 | 7.15± 0.37 |
| f9    | 7.14± 0.37 | 7.14± 0.37 | 7.14± 0.37 | 7.14± 0.37 |
| f10   | 7.13± 0.37 | 7.13± 0.37 | 7.13± 0.37 | 7.13± 0.37 |

| Table 5: Summary of the pairwise statistical comparisons |
|----------|-----------------|-----------------|-----------------|-----------------|
| Optimizer | Problem dimensions | TOT | Optimizer | Problem dimensions | TOT |
| SADE     | 0.5/0.17 | 5/0.17 | 1/0.18 | 1/0.18 | 20/11.73 |
| jDE      | 5/0.20 | 5/0.20 | 5/0.20 | 5/0.20 | 20/11.73 |
| CMA-ES   | 5/0.20 | 5/0.20 | 5/0.20 | 5/0.20 | 20/11.73 |
| CCPSO2   | 6/0.20 | 6/0.20 | 6/0.20 | 6/0.20 | 20/11.73 |
| MACh     | 6/0.20 | 6/0.20 | 6/0.20 | 6/0.20 | 20/11.73 |
| CMA-ES   | 5/0.20 | 5/0.20 | 5/0.20 | 5/0.20 | 20/11.73 |

It can be seen that MS-CAP is superior to the other algorithms in 749 experiments (72%), while it is outperformed in 20.58% of cases. Looking at the aggregate pairwise algorithm comparisons, it emerges that MS-CAP outperforms all the other algorithms in most of the cases. The overall superior performance of MS-CAP is particularly evident against CLPSO, CCPSO2 and PMS, while jDE results the second most competitive algorithm after MS-CAP. Another interesting observation is that the performance of MS-CAP is very good at all the dimensionalities considered in our experiments, with a success rate of approximately 74% in case of 10, 30 and 50 dimensions, and 66.5% in 1000. Thus, although the performance of MS-CAP slightly deteriorates on large-scale problems (compared to jDE, EPDS, PMS and CMA-ES), the proposed algorithm is able to provide
competitive results, on diverse fitness landscapes, even in 1000 dimensions. An example of fitness trend obtained during an optimization experiment is given in Fig. 4, where it can be seen how, on that specific problem, MS-CAP converges much faster than the other algorithms towards the optimal solution.

3.1. Statistical Ranking through the Holm-Bonferroni Procedure

In order to give a further insight into the results presented above, we ranked the 11 algorithms under study by means of the sequentially rejective Holm-Bonferroni procedure\textsuperscript{77}, as described in\textsuperscript{78}. The procedure consists of the following. Considering the results obtained by all the algorithms on the two benchmarks (at four different dimensionalities), for each problem we assigned to each algorithm a score \( R_i \) for \( i = 1, \ldots, N_A \) (where \( N_A \) is the number of algorithms under analysis, \( N_A = 11 \) in our case), being 11 the score of the algorithm displaying the best performance on that problem, 10 the score of the second best, and so on. The algorithm displaying the worst performance scores 1. These scores are then averaged, for each algorithm, over the whole set of test problems (104 in our case). The algorithms are sorted on the basis of these average scores. Indicating with \( R_0 \) the rank (i.e, the average score) of MS-CAP, taken as reference, and with \( R_j \) for \( j = 1, \ldots, N_A - 1 \) the rank of the remaining 10 algorithms, the values \( z_j \) are calculated as

\[
    z_j = \frac{R_j - R_0}{\sqrt{\frac{N_A(N_A+1)}{6N_T P}}}
\]

where \( N_T P \) is the number of test problems in consideration (\( N_T P = 104 \) in our case). By means of the \( z_j \) values, the corresponding cumulative normal distribution values \( p_j \) are derived. These \( p_j \) values are then compared to the corresponding \( \delta/j \) where \( \delta \) is the level of confidence, set to 0.05: if \( p_j < \delta/j \), the null-hypothesis (that MS-CAP has the same performance as the \( j \)-th algorithm) is rejected, otherwise is accepted as well as all the subsequent tests.

Table 6 displays the ranks, \( z_j \) values, \( p_j \) values, and corresponding \( \delta/j \) obtained in this way. The rank of MS-CAP is shown in parenthesis in the table caption. Moreover, we indicate whether the null-hypothesis is
rejected or not. In this case, all the hypotheses are sequentially rejected. Moreover, it should be noted that the proposed MS-CAP has the highest average rank (8.32), while jDE ranks second (6.64). This result not only confirms the superiority of the proposed approach to the state-of-the-art algorithms under comparison, but also shows its applicability as an algorithm fit to tackle a broad range of optimization problems.

Table 6: Holm-Bonferroni procedure (reference: MS-CAP, Rank = 8.32e+00)

| j  | Optimizer | Rank     | $z_j$       | $p_j$       | $\delta_{ij}$ | Hypothesis |
|----|-----------|----------|-------------|-------------|---------------|------------|
| 1  | jDE       | 6.64e+00 | -3.08e+00   | 3.38e-05    | 5.00e-02      | Rejected   |
| 2  | SADDE     | 6.49e+00 | -4.35e+00   | 6.77e-06    | 2.50e-02      | Rejected   |
| 3  | RPSSDR    | 6.48e+00 | -4.37e+00   | 6.09e-06    | 1.67e-02      | Rejected   |
| 4  | MDE-PBX   | 6.15e+00 | -5.15e+00   | 1.28e-07    | 1.25e-02      | Rejected   |
| 5  | CCPSO2    | 5.52e+00 | -6.66e+00   | 1.33e-11    | 1.00e-02      | Rejected   |
| 6  | JADE      | 5.36e+00 | -7.05e+00   | 8.73e-13    | 8.35e-03      | Rejected   |
| 7  | CLPSO     | 5.31e+00 | -7.17e+00   | 3.80e-13    | 7.14e-03      | Rejected   |
| 8  | PMS       | 5.16e+00 | -7.51e+00   | 2.92e-14    | 6.25e-03      | Rejected   |
| 9  | CMA-ES    | 5.08e+00 | -7.72e+00   | 5.92e-15    | 5.56e-03      | Rejected   |
| 10 | MAC (M)   | 4.78e+00 | -8.43e+00   | 1.79e-17    | 5.00e-03      | Rejected   |

### 3.2. Sensitivity of the Parameters

We performed an analysis of sensitivity varying, independently, the values of $N$ and $\varepsilon$. We replicated the experiments on the entire CEC 2013 testbed in 10 and 30 dimensions, and performed the statistical analysis as described before, using the results obtained with $N = 50$ and $\varepsilon = 10^{-6}$ as reference. Numerical results in 10 dimensions are given in Tables 7 and 8, where for each function the variation of performance depending on $N$ and $\varepsilon$, respectively, is shown. Also in this case, 100 repetitions per function are considered. The results in 30 dimensions, not reported here for brevity, are available at the link [https://sites.google.com/site/facaraff/home/Downloads/MS-CAP_Detailed_Results.pdf](https://sites.google.com/site/facaraff/home/Downloads/MS-CAP_Detailed_Results.pdf). As shown MS-CAP appears to be fairly robust and its performance does not seem to be very sensitive to parameter variations, especially with respect to the decay threshold $\varepsilon$. As for the population size $N_p$, it seems that its influence on the algorithmic performance is slightly stronger. All in all, the parameter setting ($N = 50$, $\varepsilon = 10^{-6}$) provides the best results, guaranteeing the best trade-off in terms of optimization and scalability.

### 4. Application to Neural Network Training

To conclude the presentation of MS-CAP, we describe here an application in the context of industrial robotics. In particular, we consider as a case study the training of a model of the forward kinematics of an all-revolute robot arm.

Generally speaking, the forward kinematics of an all-revolute robot arm can be described as follows:

$$x = \mathbf{f}(\theta, \phi)$$  \( (3) \)

where $\theta$ is the vector of joint (angular) positions, $\phi$ is the set of parameters describing the kinematic chain of the arm, and $\mathbf{f}(\cdot)$ is the homogeneous transformation matrix which translates the joint positions $\theta$ (in the joint space) into the configuration $x$ (in the configuration space) of the end-effector of the arm. The end-effector configuration $x$ is in general a 6-dimensional vector whose components are the Cartesian position $[x, y, z]$ of the end-effector, and its orientation described as a tern of Euler angles (e.g. roll, pitch, yaw). On the other hand, $\theta$ is a vector whose cardinality is the number of revolute joints. Finally, the structure of the parameter set $\phi$
Table 7: Average error ± standard deviation and statistical comparison (reference: MS-CAP $N = 50 \varepsilon = 10^{-6}$) for MS-CAP parameter tuning of $N$ on CEC 2013 in 10 dimensions

| $N$ | 40 = $x = 40$ | 50 = $x = 10$ | 50 = $x = 10^{-5}$ | 100 = $x = 10^{-6}$ |
|-----|----------------|----------------|----------------------|----------------------|
| $f_1$ | 0.000 ± 0.000 0.000 ± 0.000 | 0.000 ± 0.000 0.000 ± 0.000 | 0.000 ± 0.000 0.000 ± 0.000 | 0.000 ± 0.000 0.000 ± 0.000 |
| $f_2$ | 2.107 ± 0.042 2.344 ± 0.02 | 1.987 ± 0.032 2.113 ± 0.02 | 1.987 ± 0.032 2.113 ± 0.02 | 1.987 ± 0.032 2.113 ± 0.02 |
| $f_3$ | 9.840 ± 0.064 9.985 ± 0.06 | 10.067 ± 0.094 10.103 ± 0.09 | 10.067 ± 0.094 10.103 ± 0.09 | 10.067 ± 0.094 10.103 ± 0.09 |

Table 8: Average error ± standard deviation and statistical comparison (reference: MS-CAP $N = 50 \varepsilon = 10^{-6}$) for MS-CAP parameter tuning of $\varepsilon$ on CEC 2013 in 10 dimensions

| $\varepsilon$ | 40 = $x = 40$ | 50 = $x = 10$ | 50 = $x = 10^{-5}$ | 100 = $x = 10^{-6}$ |
|--------------|----------------|----------------|----------------------|----------------------|
| $f_1$ | 0.000 ± 0.000 0.000 ± 0.000 | 0.000 ± 0.000 0.000 ± 0.000 | 0.000 ± 0.000 0.000 ± 0.000 | 0.000 ± 0.000 0.000 ± 0.000 |
| $f_2$ | 2.226 ± 0.042 2.411 ± 0.02 | 2.107 ± 0.032 2.344 ± 0.02 | 2.107 ± 0.032 2.344 ± 0.02 | 2.107 ± 0.032 2.344 ± 0.02 |
| $f_3$ | 9.840 ± 0.064 9.985 ± 0.06 | 10.067 ± 0.094 10.103 ± 0.09 | 10.067 ± 0.094 10.103 ± 0.09 | 10.067 ± 0.094 10.103 ± 0.09 |
depends on the adopted kinematic representation, usually based on the Denavit-Hartenberg convention. For most robots the vector function $f(\cdot)$ can be derived directly from the geometry of the manipulator. Nevertheless, when the structure of the robot is particularly complex, e.g. due to kinematic redundancy, writing this function is not trivial. In addition to that, the transformation matrix $f(\cdot)$ is usually highly nonlinear and affected by noise, due e.g. manufacturing defects, wear of the robot components, and other factors of uncertainties. In all these cases, it is very important to have a reliable approximation of the forward kinematics model, especially for the purpose of control and path planning.

Following the problem definition described in $^{80}$, we consider here the task of predicting the Cartesian distance of the end-effector of an 8-link all-revolute manipulator from a predetermined target in the configuration space, given the angular positions of the eight joints. The target is arbitrarily set to the Cartesian position $[0, 1, 0, 1]$ (relative distance, in meters, to the base frame of the robot arm). It is important to note that, compared to the general forward kinematics problem defined in eq. (3), here we are not interested in the whole configuration (position/orientation) of the end-effector, but only in its distance (thus, a single scalar value) from the target. The latter, however, obviously depending on the first. In this way, the kinematic model is a MISO model, i.e. with multiple inputs and a single output.

Among the eight different datasets available in $^{80}$, we consider two datasets. Both of them refer to the 8-dimensional, highly nonlinear case. The first is characterized by medium uniform noise while the second by high uniform noise. As reported in $^{80}$, the data are generated in Matlab using the Matlab Robotics Toolbox $^{81}$, based on a realistic model of the 6-DOF PUMA 560 arm (Fig. 5) with the addition of two fictitious joints to the end of the kinematic chain. The resulting datasets contain both 8192 data points, each one consisting of eight angular positions and one distance value.

To model the kinematics of the robot, we consider a Feedforward Neural Network with eight input neurons (one per joint) and one output node. In the experiments, the neural network is implemented using the open-source Java package Encog $^{82}$, version 3.2.0. To investigate the effect of the network architecture, we consider networks with 3, 4, and 5 hidden nodes. Each hidden node uses a sigmoid activation function with unitary slope. The purpose of training the neural network consists in finding the optimal weights of the links in the network which guarantee the best approximation to the data. Indicating with $N_{hn}$ the number of hidden nodes, the total number of links is given by the number of input nodes (8 in our case) times $N_{hn}$, plus $N_{hn}$ links between the hidden nodes and the output node. Considering the three different hidden layer sizes, we then have optimization...
In order to guarantee a fair comparison, we assign the same budget (5000) for both the algorithms we used the implementation available in Encog, with the default parameter setting. In classical training methods, namely the Error Back Propagation (EBP) and the Resilient Propagation (RP). For both the algorithms we used the implementation available in Encog, with the default parameter setting. In order to guarantee a fair comparison, we assign the same budget (5000 × D evaluations) also to EBP and RP.

4.1. Comparison against Meta-heuristics

In order to provide an exhaustive comparison, the MSE minimization process is performed using the same 11 algorithms presented in the previous section, with the same parameter setting. For each of the six configurations of dataset/hidden layer size, each algorithm has been executed 32 independent times, each one continued for 5000 × D fitness evaluations.

The experimental results in terms of average MSE (on the test subset) and standard deviation over 32 runs at the end of the budget, as well as the statistical comparison as described in Section 3, are reported in Tables 9 and 10, respectively for the medium and high noise cases. The box plot of the MSE values in the case of high noise and four hidden nodes is shown in Figure 8 (the boxplots in the remaining five configurations are not shown because very similar).

From the two tables and the figure, it can be seen that MS-CAP displays a respectable performance being as good as the best algorithms and clearly outperforming other competitors such as CLPSO, CCPSO2 and MACH. More specifically, the proposed algorithm statistically outperforms its competitors in 31 cases, is outperformed in 23 cases and displays a similar performance in 6 cases. It can be noticed also that MS-CAP performs slightly better in the high noise case, and when the number of hidden nodes (which, in turn, affects the number of variables) increases. Interestingly, this result suggests on one hand that the MS-CAP algorithm is fairly robust against noise, on the other that it does not suffer from curse of dimensionality or overfitting.

The average MSE trends for two of the six configurations are shown in Figures 6 and 7. It can be observed that MS-CAP as well as several other competitors quickly detect solutions with a high quality while CLPSO and MACH display a much worse performance than the other algorithms (in particular, MACH suffers from premature convergence, while CLPSO converges slowly).

4.2. Comparison against Classical Training Methods

We complete our study of the neural network training problem comparing the proposed MS-CAP against two classical training methods, namely the Error Back Propagation (EBP) and the Resilient Propagation (RP). For both the algorithms we used the implementation available in Encog, with the default parameter setting. In order to guarantee a fair comparison, we assign the same budget (5000 × D evaluations) also to EBP and RP.
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Table 10: Average MSE ± standard deviation and statistical comparison (reference: MS-CAP) for MS-CAP against meta-heuristics on the neural network training problem (high noise) for networks with 3, 4 and 5 hidden nodes

| Optimizer          | 3 hidden nodes | 4 hidden nodes | 5 hidden nodes |
|--------------------|----------------|----------------|----------------|
| MS-CAP             | 1.58e - 01 ± 5.37e - 16 | -              | -              |
| SADE               | 1.58e - 01 ± 5.35e - 15 | -              | -              |
| JADE               | 1.58e - 01 ± 5.37e - 16 | -              | -              |
| DE                 | 1.58e - 01 ± 5.37e - 15 | -              | -              |
| MDE-pRX            | 1.58e - 01 ± 5.35e - 15 | -              | -              |
| EPSDE              | 1.58e - 01 ± 5.35e - 15 | -              | -              |
| CLPSO              | 1.58e - 01 ± 5.35e - 15 | -              | -              |
| CCPSO2             | 1.58e - 01 ± 5.35e - 15 | -              | -              |
| PMS                | 1.58e - 01 ± 5.35e - 15 | -              | -              |
| MACH               | 1.58e - 01 ± 5.35e - 15 | -              | -              |
| CMA-ES             | 1.58e - 01 ± 5.35e - 15 | -              | -              |

Figure 6: Average MSE trend (over 32 runs per algorithm) on the neural network training problem (medium noise) for a neural network with three hidden nodes

Figure 7: Average MSE trend (over 32 runs per algorithm) on the neural network training problem (high noise) for a neural network with four hidden nodes
Table 11: Average MSE ± standard deviation and statistical comparison (reference: MS-CAP) for MS-CAP against EBP and RP on the neural network training problem (medium noise) for neural networks with 3, 4 and 5 hidden nodes

| Optimizer | 3 hidden nodes | 4 hidden nodes | 5 hidden nodes |
|-----------|----------------|----------------|----------------|
| MS-CAP    | 1.48e−01 ± 1.72e−06 | 1.44e−01 ± 8.16e−06 | 1.40e−01 ± 3.25e−06 |
| EBP       | 1.53e−01 ± 4.30e−04 | + | 1.53e−01 ± 4.30e−04 | + |
| RP        | 1.53e−01 ± 3.36e−17 | + | 1.53e−01 ± 2.79e−17 | + |

Numerical results related to the six configurations of dataset/hidden layer size defined before are reported in Tables 11 and 12, respectively for the case of medium and high noise. It can be observed that, besides one case (3 hidden nodes, high noise), the proposed MS-CAP significantly outperforms the classical methods in terms of MSE. This result can be explained considering that the two classic algorithms, which are very specific to the training problem, perform better when the network size is smaller (in the presence of high noise); on the other hand, when the number of variables increases, a robust general-purpose optimizer tends to show a better performance.

This experiment shows that MS-CAP is particularly suitable for training neural networks and more in general confirms, once again, that this efficient and versatile algorithm is able to obtain, with no prior tuning, a good performance on optimization problems from various domains.

5. Conclusions

This paper proposes a Memetic Computing structure in which a population of candidate solutions, termed here coevolving aging particles, are perturbed, independently, along each dimension. The perturbation occurs in such a way that the search radius progressively decays, based on the “age” of the particle, while the same particle is attracted with a progressively increasing force towards the current best solution in the swarm. When this logics fails at finding a fitness improvement, an evolutionary component is activated. The latter, employing a randomized pool of multiple mutation/recombination strategies typically used in Differential Evolution, attempts
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to further exploit the current genetic material and possibly reach unexplored areas of the search space.

The proposed algorithm, named Multi-Strategy Coevolving Aging Particles (MS-CAP), has been tested over a diverse testbed in various dimensions ranging from 10 to 1000 and compared against ten modern meta-heuristics representing the-state-of-the-art in continuous optimization. This comparison, assessed through a thorough statistical analysis, showed that the MS-CAP algorithm is superior on the employed setup to the state-of-the-art algorithms considered in this study, displaying a high performance in various landscapes characterized by different features in terms of multi-modality, separability, ill-conditioning, and dimensionality.

To further demonstrate the efficacy and robustness of our approach, we presented an application of MS-CAP as a training algorithm for a Feedforward Neural Network in a robotics case study. Also in this case MS-CAP showed a very competitive performance in comparison with both state-of-the-art general-purpose meta-heuristics and classic training algorithms such as Error Back Propagation and Resilient Propagation.

Future research will attempt to improve the proposed scheme, for example integrating it with local search logics or endowing it with self-adapting capabilities, and apply it to different real-world problems.
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