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Abstract: In this article, I will argue that many of the theoretical approaches to extraction from participle adjunct islands suffer from the fact that the focus of investigation lies on perceived grammaticality differences in interrogative structures. Following approaches which make an explicit connection between extraction asymmetries and properties of the underlying proposition, I will argue that there is good evidence for the existence of similar differences in declarative adjunct constructions which can explain most of the grammaticality patterns observed for interrogatives. A crucial distinction to the majority of previous theories is the focus on acceptability rather than grammaticality, and the assumption that acceptability in declaratives is determined by a variety of semantic and syntactic complexity factors which do not influence how strongly extraction degrades the structure. This line of argumentation is more compatible with approaches to island phenomena that explain the low acceptability of some extractions by independent effects such as processing complexity and discourse function instead of syntactic principles blocking the extraction. I will also discuss a partially weighted, multifactorial model for the acceptability of declarative and interrogative participle adjunct constructions, which explains the judgment patterns in the literature without the need for additional, complex licensing conditions for extraction.
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1. Introduction

Since the formulation of the Condition on Extraction Domain (CED, Huang 1982), more and more apparent counterexamples to this strict locality condition have surfaced, including extractions from subjects and adjuncts that are judged as grammatical. Compare the ungrammatical extraction from an adverbial clause in (1a) with the extraction from an adjunct headed by a present participle in (1b), which is considered grammatical; the (participial) adjunct predicate is shown in square brackets in most of the examples used in this article. An acceptable extraction from subject is shown in (2).

(1) a. *Who did Mary cry [after John hit t]?
   b. What did John arrive [whistling t]?
   (Borgonovo and Neeleman 2000, p. 200)

(2) What did [IP [NP the attempt to find __ ] end in failure]?
   (Hofmeister and Sag 2010, p. 370)

Attested examples of extraction from participle adjuncts, as in (1b), are often found in the form of relativization, as in (3) from Santorini (2019) and (4) from a news article; in these cases, it is a nominal element that is associated with a gap site in the complement position of a participle adjunct instead of a wh-pronoun.

(3) The horse that ran [after the cat] caught the mouse.
(4) The horse that ran [after the cat] caught the mouse.
(3)  a. The magazine I spend most of my days [reading __].
   b. “This is the game I grew up [watching __],” Wilson added.

(Santorini 2019)

(4) Already uncomfortable with the policy—the USD 1.3 trillion legislation includes massive spending hikes that contradict prior GOP complaints about the debt—many Republicans were left dumbfounded by [a process] that looked a lot like one they had won office [criticizing __].

(Washington Post, 22 March 2018)

I follow Truswell (2011, p. 30) in referring to adjunct constructions, such as (1b), (3), and (4) as Bare Present Participle Adjuncts (BPPA); they are characterized by an untensed present participle as the head of the adjunct predicate, as well as the absence of an explicitly encoded subject or subordinators.

However, not all BPPA constructions allow extraction as easily as (1b): minimally different examples, such as (5), are reported to block the extraction.

(5) *What did John dance [imagining tj]? (Borgonovo and Neeleman 2000, p. 199)

There are, thus, two problems to be addressed: (i) apparently grammatical extractions from adjuncts that should be excluded by the CED (1a vs. 1b), and (ii) variation within an adjunct type where some extractions are allowed while others are not (1b vs. 5). The first problem has been addressed in the Minimalist literature in two ways: first, abandoning or modifying the original formulation of the CED to accommodate such cases, and second, to reconsider the adjunct status of apparent counterexamples to the CED (e.g., Graf 2015). These approaches still assume that there is a syntactic principle at work which determines when extraction is possible. A major alternative to this syntactic perspective is taken by approaches which do not assume a syntactic principle behind extraction asymmetries, but rather more general principles. This includes approaches based on processing (e.g., Sag et al. 2008; Hofmeister and Sag 2010), information structure (Goldberg 2006, 2013), pragmatics (Chaves and Putnam 2020), and discourse functions (Abeillé et al. 2020). Such approaches line up with the Radical Unacceptability Hypothesis proposed in Culicover et al. (2022), to which I return at the end of this article.

I will focus on the second problem in the rest of this article. For reasons of space, the discussion focuses on examples with *wh*-extraction, but it should be kept in mind that there is growing evidence that different types of filler–gap dependencies yield different effects, so that so-called island constraints do not appear to be cross-constructively active (Liu et al. 2022); see also Sprouse et al. (2016) and Abeillé et al. (2020) for findings and discussion, as well as Kehl (2021, experiment 1) for a comparison between declarative, interrogative, and relativized BPPA constructions. Differences between types of extractions become all the more relevant since much of the existing literature focuses on *wh*-extraction, whereas many attested examples are instances of relativization (Chaves and Putnam 2020; Santorini 2019). I will briefly address other dependency types at the end of Section 5.

The variation in the extraction behavior of interrogative BPPA constructions has resulted in several approaches that try to find an explanation for such patterns; the influential theoretical approaches in Borgonovo and Neeleman (2000) and Truswell (2007, 2011) propose licensing conditions to accommodate this island-internal variation. In this article, I will follow the discussion in Brown (2017) and Kehl (2021), agreeing that the grammaticality patterns observed for extraction from BPPA constructions are actually a reflection of different degrees of acceptability which are already observable in the declarative counterparts and evoke the impression of grammaticality differences in interrogatives. Thus, I assume that the acceptability difference between (1b) and (5) is equal to that between the declaratives in (6):
(6)  a. John arrived [whistling the Blue Danube].
   b. John danced [imagining the Gobi Desert].

   \(\text{(Borgonovo and Neeleman 2000, pp. 199–200)}\)

By extension, I also assume that the same acceptability contrast between verbs such as *arrive* and *dance* is visible in other dependency types, such as the relative clauses in (7), which are more similar to the attested data in (3) and (4) above:

(7)  a. This is [the song], that John arrived [whistling \[____\]].
   b. This is [something], that John danced [imagining \[____\]].

The basic idea behind this assumption, which I will argue for in the remainder of this article, is that differences between the two main verbs *arrive* and *work* result in different degrees of acceptability independently of whether the sentence form is declarative, relativization, or interrogative. In other words, the relative acceptability of the declaratives are good predictors for relative acceptability in different sentence forms; see also Chaves and King (2019), who find a relation between judgments of relevance and acceptability of subextraction from subjects. This line of research shifts the focus of attention to the semantic and/or pragmatic factors which affect acceptability in the underlying declarative structures. This comparison of extraction from island constructions to possible differences in the underlying declaratives ties into the growing body of research that does not focus on extraction constructions alone (among others, Abeillé et al. 2020; Brown 2017; Chaves and King 2019; Chaves and Putnam 2020). The relevance of drawing on more subtle differences in declaratives to explain differences at the fringes of grammaticality in extraction structures goes back to at least Kuno (1987), an idea that is picked up prominently in the pragmatic approach to extraction asymmetries in Chaves and Putnam (2020), but also the discussion of complexity differences in Culicover and Winkler (2022).

The discussion in this article centers around the question whether extraction asymmetries observed for BPPAs need to be captured by a grammatical principle, as proposed in Borgonovo and Neeleman (2000) and Truswell (2007, 2011), or whether these asymmetries can be explained independently. I argue for the second position and discuss the possibility of capturing judgment differences, such as (1b) vs. (5); the underlying idea is that the semantic compatibility between the two predicates in this construction affects acceptability both in the presence and absence of a dependency such as *wh*-extraction. The discussion of this narrow set of examples is closely related to the more general proposal in Culicover and Winkler (2018, 2022) and Culicover et al. (2022) that many instances of such judgment differences in extraction phenomena can be accounted for without the need to introduce grammatical principles.

This article is structured as follows: I will first provide a short summary of the grammaticality patterns reported in Borgonovo and Neeleman (2000) as well as Truswell (2007) in Section 2 as a basis for the remainder of the discussion; in Section 3, I discuss the relations between the concepts of grammaticality and acceptability, as well as the potential mapping problems between gradient and binary judgments; I will then suggest a factorial design for the detection of island-internal variation that allows for an experimental validation of factors that are assumed to influence how strong extraction affects different types of declaratives; Section 4 examines previous experimental studies which compare declarative and interrogative BPPA constructions and whether their results speak for or against the conclusions in the theoretical literature; Section 5 then discusses factors which influence the acceptability of declarative BPPA constructions independently of extraction and combine these factors into an acceptability model for declarative and interrogative BPPA constructions; in Section 6, I take a brief look at evidence from related phenomena that also come to the conclusion that differences in declaratives have an impact on theory development; Section 7 concludes this article.
2. Reported Grammaticality Patterns

In this section, I will summarize the reported grammaticality patterns for extraction from participle adjuncts in two influential accounts: Borgonovo and Neeleman (2000) and Truswell (2007). Both accounts share the intuition that different grammaticality patterns exist in interrogatives which are not present in declaratives; this leads them to propose additional licensing mechanisms for extraction to accommodate these interrogative patterns. I will not go into the technical details of these accounts for reasons of space and because the focus of this article is on the relation between declaratives and interrogatives instead of the licensing mechanisms they propose. As I will show in Section 3, such a comparison uncovers problematic aspects of these accounts.

2.1. Transparency Depends on Verb Types

Borgonovo and Neeleman (2000) report on a grammaticality pattern that allows extraction from participial adjuncts modifying unaccusative and reflexive transitive main verbs, as in (8a) and (8b); in contrast, extraction from adjuncts modifying unergative and non-reflexive transitives, as in (8c) and (8d), results in ungrammaticality.

(8) a. What did John arrive [whistling t,]? [unaccusative]
   b. What did John hurt himself [trying to fix t,]? [reflexive transitive]
   c. *What did John dance [imagining t,]? [unergative]
   d. *What did John hurt Bill [trying to fix t,]? [non-reflexive transitive]

(Borgonovo and Neeleman 2000, pp. 199–200)

The main proposal resulting from this pattern is that some verb types are able to L-mark adjuncts by means of a syntactic reflexivity relation where the internal argument DP binds both the θ-roles of the adjunct predicate and the main verb. The adjunct will then count as L-marked and obeys the CED because it is properly governed. Only unaccusatives and reflexive transitives are able to L-mark the adjunct because the right structural configuration is only possible with an internal argument that is also the external argument of the adjunct predicate. Unergatives fail to L-mark the adjunct because they do not have an internal argument and do not project the necessary V′-layer (Borgonovo and Neeleman 2000, pp. 212–13); L-marking is not possible for non-reflexive transitives because the external argument of the adjunct is also the external argument of the main verb. In both cases, extraction is banned by the CED because the adjunct is not L-marked.

Crucially, L-marking is a condition that is specific to the licensing of extraction: it does not have an effect in declaratives because it is irrelevant there. Therefore, the declarative sentences in (9) underlying the interrogatives in (8c) and (8d) are completely unmarked.

(9) a. John danced [imagining the Gobi Desert].
   b. John hurt Bill [trying to fix the roof].

(Borgonovo and Neeleman 2000, pp. 199–200)

Because declarative BPPA constructions are unconstrained in terms of grammaticality differences, the source of ungrammaticality in interrogatives is caused by the extraction operation itself, which fails to be licensed if L-marking cannot be established for unergatives and non-reflexive transitives. The required adjustments to subadjacency-based locality theory are modest and can be expressed in core-syntactic terms, even if the theory requires ternary branching to establish syntactic reflexivity between the verb, its internal argument, and the adjunct predicate. Still, a major problem with this account is that it does not consider any potential variation in the declarative counterparts and exclusively relies on extraction-related factors to explain the pattern in interrogative BPPA constructions.
2.2. Transparency Depends on Telicity

A slightly different pattern is described in Truswell (2007), who focuses on the event structure of the BPPA construction. The key proposal is that extraction from an adjunct predicate is only licensed in the grammar if the adjunct fills an open or underspecified event position in the event structure of the matrix predicate. This means two things: (i) the matrix predicate needs to encode at least two subevents, and (ii) one of these is underspecified by the lexical semantics of the matrix predicate. The two event types that encode more than one subevent are achievements and accomplishments in terms of Vendler (1957); they are composed of a culmination point and a durative subevent leading up to this endpoint, which is optional for achievements; see Rothstein (2004). States and activities, on the other hand, either encode no event at all (states) or only a single subevent (activities). In case the adjunct can be interpreted as supplying more information about the underspecified subevent, the two predicates describe facets of a single event, mirroring the lexical semantics of a maximally complex verb (Truswell 2007, p. 1369). This amounts to the generalization that extraction from the adjunct is only possible if the matrix predicate is telic; this derives the predictions for the contrast in (10) with the atelic verb *work* (10a) and the telic *arrive* (10b):

(10) a. *What did John work whistling __ ?* [atelic matrix predicate]
    b. What did John arrive whistling __ ? [telic matrix predicate]
    (see Truswell 2007, p. 1369)

These predictions are similar to those in Borgonovo and Neeleman (2000), but formulated in event-semantic terms, which are not exclusively tied to extraction. In addition to achievement matrix predicates, such as (10b), extraction is also possible from structures with accomplishment main verbs, such as in (11), provided that the adjunct can describe the cause of the matrix predicate:

(11) What did John drive Mary crazy [trying to fix t]? (Truswell 2007, p. 1356)

Like Borgonovo and Neeleman (2000), Truswell (2007) concludes that the corresponding declaratives in (12) do not show a similar pattern and that the grammaticality pattern in interrogatives is the result of extraction. Both accounts do consider declarative counterparts with respect to their grammaticality, but do not observe significant differences in acceptability.4

(12) a. John worked [whistling a song].
    b. John arrived [whistling a song].
    (see Truswell 2007, pp. 1369, 1373)

This means that the syntactic extraction operation needs to be sensitive to the distinctions between different event types, but also to the lexical semantics of the two predicates, as well as potential causal chains between them. Unless information about the aspectual type and causality are directly encoded syntactically, as, for example, in Borer (2005) and Ramchand (2008), this extraction pattern is impossible to explain in core syntactic terms. It is not an immediate problem that Truswell (2007) considers both sentences in (12) grammatical, but this focus on grammaticality requires the formulation of extraction conditions in event-semantic terms (or a post-syntactic event-semantic output filter, as suggested in Truswell 2011).

Both accounts sketched in this section agree that declarative BPPA constructions are relatively unconstrained with respect to grammaticality differences and that the pattern in interrogatives is a direct result of failures in the licensing mechanism for extraction. I will argue in the following section that this perspective overestimates the reported grammaticality differences in interrogatives, and at the same time underestimates potential differences.
in the declarative counterparts. The main reason for these problematic aspects is rooted in the distinction between the concepts of grammaticality and acceptability, as well as the relation between gradient and binary judgments.

3. Grammaticality, Acceptability, and the Relation between Declaratives and Interrogatives

In this section, I will discuss problematic aspects of the exclusive focus on grammaticality differences in interrogatives without also considering potential acceptability differences in the declarative counterparts. The problem is one of mapping relations between binary grammaticality judgments and gradient acceptability judgments, because sentences that receive the same binary grammaticality marking may still show significant differences in acceptability that are not properly represented in all grammaticality judgments. For example, it is reasonable to consider both examples in (13) grammatical, but experimental evidence suggests that (13a) is less acceptable than (13b). Among others, the lower acceptability and negative impact on online sentence processing of additional arguments is shown in Jurka (2010, 2013), Polinsky et al. (2013), Brown (2017), and Culicover and Winkler (2022). An additional issue in (13a) is that there is a degree of ambiguity whether the adjunct refers to John or Bill. In connection with syntactic dependencies, the greater processing cost and, thus, reduced acceptability is predicted by Dependency Locality Theory (Gibson 1998, 2000); see also Section 4.5.

(13) a. John hurt Bill [trying to fix the roof].
   b. John arrived [whistling the Blue Danube].

(Borgonovo and Neeleman 2000, p. 200)

Subsection 3.1 describes the contrast between binary grammaticality and gradient acceptability judgments, as well as their relation in more detail; the focus here is on which conclusions can be drawn from these two measurements and the risk of not distinguishing between them properly. Subsection 3.2 proposes an adapted factorial experiment design that allows for the investigation of island-internal variation which includes a comparison to the declarative base position. Subsection 3.3 emphasizes the usefulness of including standardized reference fillers in acceptability judgment tasks for conceptual and methodological reasons.

3.1. Gradient and Binary Judgments

One of the core issues in the evaluation of the theoretical approaches in Borgonovo and Neeleman (2000) and Truswell (2007, 2011) lies in the distinction between the concepts of grammaticality and acceptability discussed in Chomsky (1965). Chomsky (1965) models this distinction as one between competence and performance: the former refers to those aspects of language that are part of a speaker’s grammar, whereas the latter reflects the use of language that is also affected by other factors. Grammaticality is seen as a measure of whether a sentence is licensed by the grammar; this evaluation has often been considered to be a categorical distinction, even though Chomsky (1965, p. 11) already notes that it is probably “a matter of degree”. Acceptability as a measure of naturalness and comprehensibility does not solely depend on grammaticality, but grammaticality is one of the factors that determine acceptability: a sentence that is considered grammatical can still show low acceptability because they are semantically or pragmatically anomalous, or because they are difficult to process (Chomsky 1965, p. 11). Ungrammaticality refers to the fact that a given structure cannot be computed by the grammar, or runs afoul at the interfaces, for example because not all uninterpretable features are checked and deleted during the derivation. Acceptability is partially fed by grammaticality, but also affected by additional factors that are independent of grammaticality: as is well known, there are sentences which can be generated by the grammar but can be anomalous semantically and/or pragmatically, or pose processing difficulties that impact acceptability judgments. On the other hand,
there are sentences which are grammatically ill-formed but appear intuitively acceptable, aphenomenon called ‘illusions of grammaticality’ in Phillips (2013, p. 106).

There is, thus, a mapping problem between grammaticality and acceptability because not all sentences that are considered grammatical are necessarily equally acceptable, also noted in Chomsky (1965, p. 11). Especially problematic are cases where acceptability is on the borderline or threshold of grammaticality: minimally different acceptable sentences run the risk of being assigned opposite grammaticality judgments, even if the relative distance in acceptability between them is smaller than the distance between two fully grammatical or ungrammatical sentences. I will elaborate on this problem in the remainder of this subsection.

Consider the two declarative BPPA constructions in (14), with an unaccusative (14a) and an unergative (14b) matrix predicate. The predictions of Truswell (2007) and Borgonovo and Neeleman (2000) agree on the fact that extraction from the adjunct in (14a) will be grammatical, whereas extraction from (14b) will not.

(14) a. John arrived whistling a funny song.
   b. John worked whistling a funny song.

Let us assume a gradient Likert-type judgment scale with seven discrete points, and a binary categorization into grammatical and ungrammatical sentences. Let us also assume that gradient judgments on or above the middle of the gradient scale, i.e., every gradient judgment \( \geq 4 \), will be mapped to the binary judgment ‘grammatical’, and that gradient judgments \(< 4 \) will be mapped to ‘ungrammatical’. Thus, if (14a) is assigned a gradient judgment of 7 and (14b) a judgment of 5, both will be mapped onto a grammatical binary judgment; this is shown in (15).

(15) a. (14a) \( \rightarrow \) gradient judgment: 7 \( \rightarrow \) binary judgment: grammatical
   b. (14b) \( \rightarrow \) gradient judgment: 5 \( \rightarrow \) binary judgment: grammatical

This is, in essence, what Borgonovo and Neeleman (2000) and Truswell (2007, 2011) assume about declarative BPPA constructions, with a focus on the outcome of the binary grammaticality judgment. For now, it is not immediately relevant why (14b) should be less acceptable on a gradient scale compared to (14a). The data reported in Brown (2017) and Kehl (2021) support the assumption that there is a statistically significant acceptability difference between the two, even if this difference might not be as pronounced as in this hypothetical example.

When extraction takes place from the adjunct, the gradient judgment will decrease for both structures because the formation and resolution of filler–gap dependencies is a cognitively costly operation and because interrogatives are semantically more complex than declaratives (Chaves and Putnam 2020; Hofmeister and Sag 2010; Wagers 2013). Since the extraction domain is an adjunct, this judgment decrease will probably be larger compared to extraction from a subcategorized complements, as predicted by the CED. The interrogative counterparts of (15) are shown in (16), without judgment marks.

(16) a. What did John arrive whistling?
   b. What did John work whistling?

A final assumption made here, again supported by the experimental evidence in Brown (2017) and Kehl (2021), is that both structures are affected to the same degree by extraction, meaning that the decrease in the gradient judgment is identical; the gradient judgment for (16b) will then fall below the threshold in the middle of the scale, resulting in an ungrammatical binary judgment. For (16a), the gradient judgment remains on or above the threshold, yielding a grammatical binary judgment; this is shown schematically in (17).
(17) a. (16a) → gradient judgment: 5 → binary judgment: grammatical
b. (16b) → gradient judgment: 3 → binary judgment: *ungrammatical

On the surface, this results in exactly the grammaticality patterns constructed in Borgonovo and Neeleman (2000) and Truswell (2007). However, what we are mostly interested in is whether the relative differences in gradient judgments between the two sentence pairs are identical or whether one is larger than the other. To check for this, we subtract the two declarative judgments from one another and compare this to the same difference between the interrogative counterparts. If the difference pairs are equal to each other (or at least not significantly different), then there is no need for additional licensing mechanisms for extraction because the gradient judgment differences in interrogatives can be predicted from the differences in declaratives in a linear additive way. This is shown in (18a) and is the simpler case because then the only explanation required is what causes the differences in declaratives plus the independent decrease caused by extraction. If, on the other hand, the relative differences are of different magnitudes, as shown in (18b) and (18c), then this requires an explanation for this additional difference that cannot be predicted from the gradient contrasts in declaratives. These patterns can be referred to as superadditive and subadditive. Depending on whether the difference between declaratives is smaller than that for interrogatives, as in (18b), or the other way round, as in (18c), this leads to the need either for additional licensing mechanisms or a repair mechanism, respectively.

(18) a. \( \frac{\text{differences between declaratives}}{\text{differences between interrogatives}} = 1 \) [no licensing mechanism required]
b. \( \frac{\text{differences between declaratives}}{\text{differences between interrogatives}} < 1 \) [licensing mechanism required]
c. \( \frac{\text{differences between declaratives}}{\text{differences between interrogatives}} > 1 \) [repair mechanism required]

This metric is similar to the differences-in-differences score employed in Sprouse et al. (2012, 2013), which isolates the effect sizes of individual factors and evaluates whether the combination of two factors negatively impact acceptability scores to a greater (or lesser) degree than the two individual factors.

Figure 1 illustrates the first two possibilities in (18): the left panel corresponds to (18a) where the gradient judgment differences are identical for both types of matrix predicate; the right panel shows the pattern where the decrease caused by extraction is larger for atelic matrix predicates than that for telic predicates (18b). I omit the case of (18c) for expository purposes. The shaded area in Figure 1 shows the range of the gradient scale that will be mapped onto an ungrammatical binary judgment. The experimental results in both Brown (2017) and Kehl (2021, experiment 2) correspond more closely to the pattern on the left rather than the one on the right, showing that the strength of the acceptability decrease in interrogatives is not influenced by the other factors they investigate. I will return to this discussion in Section 4 below.
The difference between these patterns is obscured if the sole focus is on the binary judgment because this ignores potential differences in gradient judgments for declaratives; in a sense, some information is lost in the mapping between gradient and binary judgments. On its own, this is not problematic, but it becomes so if used as a basis for the postulation of licensing mechanisms for extraction. One possibility to avoid the potential pitfalls of binary judgments is to broaden the data pool and gather binary judgments from multiple informants, which can then be converted to a gradient scale similar to Likert-scales by calculating the ratio of grammatical-to-ungrammatical responses (Bader and Häussler 2010, 2019). This method has been shown to result in similar patterns as judgments on discrete or continuous scales.

Taking a step back, the binary judgment differences in Borgonovo and Neeleman (2000) and Truswell (2007) can be converted to acceptability measures, meaning that the grammatical extractions are more acceptable than the ungrammatical ones. However, the formulation as grammaticality judgments runs the risk of leading to proposals about the architecture of the syntactic component and its interfaces with semantics and pragmatics. Therefore, I think that it is advisable to focus on acceptability first and then reason about the model of grammar that best fits with these results.

3.2. A Factorial Design for Island-Internal Variation

The procedure described in the previous section represents a modification of the factorial design for island effects in Sprouse et al. (2012, 2013) and Kush et al. (2018, 2019). The original design compares conditions in a way that allows to isolate the individual effects of two factors: the difference between extraction from matrix clauses vs. embedded domains and between extraction from non-island vs. island domains. See (19) for an illustration of the design:

(19) a. Who __ thinks that John bought a car? [NON-ISLAND/MATRIX]
b. What do you think that John bought __? [NON-ISLAND/EMBEDDED]
c. Who __ wonders whether John bought a car? [ISLAND/MATRIX]
d. *What do you wonder whether John bought __? [ISLAND/EMBEDDED] (Sprouse et al. 2013, p. 25)
This design allows quantifying three sets of contrasts and the respective effects they have on acceptability: (i) the contrast between (19a)–(19b) isolates a possible effect between extraction from the matrix clause vs. the embedded clause; (ii) the contrast between (19a)–(19c) detects whether the presence or absence of an island domain, in this case a \textit{wh}-island introduced by \textit{whether}, affects acceptability; and (iii) the contrast between (19b)–(19d) compares the cost of extraction from a non-island vs. from an island domain (see Sprouse et al. 2013, p. 25). Often, theoretical approaches will focus on the contrast between (19b) vs. (19d) and conclude that \textit{whether}-clauses are islands if this extraction feels less acceptable than the non-island. However, this leaves unaccounted the potential effect that the presence of a \textit{whether}-clause has on acceptability independently of extraction.

To solve this, Sprouse et al. (2012, 2013) include this effect in the calculation of potential island effects: if the acceptability judgment for the ‘worst’ condition (19d) compared to the unmarked reference condition (19a) cannot be predicted from the differences between (19a) and (19b) and (19a)–(19c), then this additional acceptability decrease is called an ‘island effect’ which needs to be accounted for theoretically.

The same reasoning can be applied to investigate the validity of theoretical approaches such as those in Borgonovo and Neeleman (2000) or Truswell (2007): instead of comparing an island construction with a non-island, two instances of the same island type are tested in declarative and interrogative conditions. They differ minimally in one of the factors isolated in the literature, such as event structure or the verb type of the matrix predicate. This allows to examine whether such factors determine how strongly extraction degrades acceptability, as well as whether there are acceptability differences in the declaratives that are the source of the reported differences in interrogatives. An example of such a design is given in (20), based on the example sentences discussed in the previous section. This relatively simple $2 \times 2$ design manipulates the matrix predicate as telic or atelic, as well as the difference between declarative and interrogative sentences. The manipulation of other factors, also ones with more levels, is of course also possible; for a more complex $2 \times 2 \times 2$ design that crosses the factors TELICITY, TRANSITIVITY, and EXTRACTION, see Brown (2017). For example, the simple comparison between declarative and interrogative sentence forms can be augmented to also include relative clauses and topicalization.

\begin{align*}
(20) \quad & a. \text{ John arrived whistling a funny song. [telic/−wh]} \\
& b. \text{ What did John arrive whistling? [telic/+wh]} \\
& c. \text{ John worked whistling a funny song. [atelic/−wh]} \\
& d. \text{ What did John work whistling? [atelic/+wh]}
\end{align*}

The statistical analysis will then compare the effects of the two factors, in this case telicity and extraction, as well as the interaction between them. The absence of a significant interaction indicates that the strength of extraction is not influenced by the factor that distinguishes the declarative conditions. If there is a significant interaction, additional licensing or repair mechanisms are called for, as explained in the previous section. Like the detection of island effects in the original factorial design in Sprouse et al. (2012, 2013), the question whether extraction from a ‘suboptimal’ adjunct island configuration leads to drops in acceptability that cannot be explained independently of extraction would lead to additional licensing requirements. Determining this need for licensing mechanisms should be at the core of investigations into island-internal variation and should be backed up with experimental data in addition to initial, intuitive judgments.

3.3. The Use of Standardized Fillers

The results of gradient judgment studies can sometimes be difficult to interpret. Typically, the experimental conditions are compared to each other in terms of significant differences between conditions in the data pool, or in terms of effect structures in the case of factorial designs. Although this is the main interest of an experimental study, i.e., to test hypotheses about acceptability contrasts and the influence of specific factors, it is also
of interest to compare where the experimental conditions are located on the continuum of gradient acceptability, regardless of whether this continuum is expressed in discrete Likert-type scales or truly continuous judgments as in Magnitude Estimation (Bard et al. 1996) or Thermometer judgments (Featherston 2020). One possibility is to add control conditions that are closely related to the construction under investigation, as implemented in Abeillé et al. (2020) with grammatical and ungrammatical controls. In her experiment on extraction from adjuncts in English that is closely related to the design in (20), Brown (2017) includes grammatical and ungrammatical controls as in (21); as extraction from tensed adjuncts as in (21b) is not always considered unacceptable, extraction from a conjunct as in (22a) can also be used for unacceptable controls because there is general agreement in the literature that such extractions are ungrammatical (Liu et al. 2022). A resumptive pronoun at the gap site, as shown in (22b), can also be used to construct ungrammatical control conditions that are close to the design implemented (Chaves and Putnam 2020, pp. 218–19).

(21) a. Which ice cream did Mary eat before she saw the celebrity?  
   [grammatical control]

b. *Which celebrity did Mary eat an ice cream before she saw?  
   [ungrammatical control]

(Brown 2017, p. 120)

(22) a. *What did Mary go to work and whistle?

b. *What did Mary arrive at the office whistling it?

The set of standardized reference fillers developed for English in Gerbrich et al. (2019) are designed to provide anchor points along gradient or discrete judgment scales, ranging from a high level of acceptability to a low level; the idea of providing a standardized scale for acceptability is also found in Featherston (2009), who develops a set of German reference fillers.

The goal of the standardized fillers is to provide anchor points on the extremes of the rating scale with highly acceptable and highly degraded sentences, as well as a range of acceptability in between; ideally, this results in a reference scale with equal distances between the individual levels, so that the experimental items can be assigned a relative level of normed acceptability. The choice of very general levels of well-formedness along the spectrum of acceptability which is not limited to control items that are related to the construction has the advantage that the fillers can be re-used across multiple experiments and, thus, allows a more grounded discussion of acceptability across experiments. It is of course possible to include both the standard fillers and construction-specific control conditions in an experiment. A sample of the reference fillers is given in (23); the assignment of more traditional graded grammaticality judgment marks, such as ‘?’ or ‘*’, are adapted from Gerbrich et al. (2019, p. 310).

(23) a. √√ A: The patient fooled the dentist by pretending to be in pain.

b. √ B: Before every lesson the teacher must prepare their materials.

c. ? C: Hannah hates but Linda loves eating popcorn in the cinema.

d. ?? D: Who did he whisper that had unfairly condemned the prisoner?

e. *E: Historians wondering what cause is disappear civilization.

(see Gerbrich et al. 2019, p. 315)

The two best levels A and B are usually not marked in such judgment schemes, and are both considered fully grammatical; still, Gerbrich et al. (2019) suggest that there are significant acceptability differences between these grammatical levels, which are difficult to detect in judgments with limited conventionalized markings. Judging from their experimental results with the standardized fillers, Gerbrich et al. (2019, p. 309) conclude that
there may be even more distinguishable levels of well-formedness. Note that the E-level is still interpretable, but highly unnatural; it is possible to add a further level with low interpretability, as for example in the adaptation of the standard fillers in Brown et al. (2021). Brown et al. (2021, p. 10) refer to this as a “clearly ungrammatical level” with examples such as *The ink was for spilled* that are considered both unacceptable and uninterpretable.

Figure 2 illustrates the expected distribution of the five sets of standardized fillers on a 7-point scale of acceptability; see also the discussion in Featherston (2020, pp. 168–72) showing a similar distribution in z-scores based on an actual experiment. The exact values may vary from experiment to experiment, and it may not always be the case that the distance between the levels is evenly distributed, especially if target conditions fall between two of the levels (Gerbrich et al. 2019, pp. 315–16). From these predicted values and the judgment marks in Gerbrich et al. (2019), it becomes apparent that the binary ungrammaticality marking may be limited to a rather small gradient acceptability area, unlike the assumption above that the threshold for binary grammaticality judgments lies in the middle of the gradient scale. I leave this point open for discussion here.
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*Figure 2.* Expected rating distribution for the A–E levels of the standard fillers in (23) on a gradient judgment scale.

By comparing the experimental items in declarative and interrogative conditions relative to their location on the gradient acceptability continuum established by the reference fillers, more reliable conclusions about the relative acceptability of BPPA constructions can be made. Since the fillers leave enough room in the upper half of the scale (A–C) for highly acceptable to slightly marked levels of acceptability, even subtle differences in declarative BPPA constructions that are obscured in binary intuitive judgments can be detected. With respect to interrogative BPPA constructions, it is of interest whether they decline all the way to the bottom of the scale in suboptimal conditions and how large the difference is to conditions that the literature considers to be grammatical.

The use of the standardized fillers in an experimental setting also has two more mundane, methodological benefits: (i) a plausibility check for the target items, and (ii) a plausibility check for participant responses.

In a typical experiment, it is advisable to construct target items that avoid the extreme points of a closed scale to prevent ceiling and floor effects. It is also advisable to exclude target items that have no unique structural representation (*word salad*) because the researcher cannot determine which structural parse is being judged (Gerbrich et al. 2019, pp. 310–11).
The E-standards are marked in several clearly determinable ways but still have a unique structural representation, whereas the A-standards contain no structural or semantic faults. This means that researchers should become skeptical if their target items fall outside the range of the standard fillers, i.e., if there are items averaging significantly better than the A-standards or significantly below the E-standards. There can be, of course, good reasons for such situations, but the results should be scrutinized closely. Target items that fall somewhere between the ranges of the standard fillers can be more clearly evaluated for their overall gradient acceptability.

The second point concerns the reliability of participant judgments. As these judgments are collected in an anonymous fashion and there are no negative consequences for incoherent or blatantly random judgments, data quality needs to be ensured at some point. Especially experiments that are carried out with compensation of some kind, be it monetary or for course credit, may create an environment where participants are not really engaged with the task and do the experiment half-heartedly. Large crowdsourcing platforms, such as Amazon’s Mechanical Turk or others, have on the one hand been shown to provide usable data (Gibson et al. 2011; Sprouse 2011), but on the other hand it can always happen that participants try to complete as many tasks as possible for maximum compensation. An ethical amount of payment is a first step to avoid this, but does not guarantee accurate data. To solve this issue, the standard fillers can be evaluated for individual participants to see whether they reproduce the expected decline in mean acceptability from the A-standards to the E-standards. If the E-level averages higher than the C-level, for instance, this is a good indication that the experiment was not carried out diligently, providing a principled reason to exclude this participant from the statistical evaluation. Although the judgments for the standard fillers may not always exactly follow the expected pattern, as shown in Featherston (2020, p. 170), it is still possible to distinguish completely random judgments from those that are slightly off.

These two methodological points have shown that the standardized fillers have a valid use in experimental judgment studies in addition to the better comparability with stable levels of acceptability. They provide a more fine-grained scale of well-formedness compared to binary judgments, and also allow for a more principled conversion to traditional judgment marks, such as the question mark or the asterisk.

3.4. Interim Conclusion

In this section, I have discussed three issues that should be considered in the analysis of island-internal variation, exemplified with an evaluation of theoretical approaches to BPPA constructions. First, the relation between grammaticality and acceptability and how this relation can become problematic for theoretical conclusions about locality operations, such as $wh$-extraction. I have argued that there is nothing wrong in considering the two declarative sentences in (14) grammatical; it is, however, problematic to ignore potentially interesting differences in acceptability. Second, I have described the use of a factorial design to better describe island-internal variation in relation to the variation that is independent of extraction from the island. This design avoids potential confounds that arise if too much emphasis is placed on variation in interrogatives. Third, I have discussed how acceptability judgment tasks can benefit from the use of the standardized fillers in Gerbrich et al. (2019), from both conceptual and methodological perspectives. In combination with a factorial design that includes declarative base-structures, this allows for a principled analysis of the effects operating in specific types of islands.

In the following section, I consider existing experimental work on the acceptability of declarative and interrogative BPPA constructions and how these results compare to the issue of gradient acceptability and ramifications for the construction of licensing mechanisms for extraction.
4. Previous Experimental Investigations

The idea that not all declarative BPPA constructions are equally acceptable because the adjunct predicate is not semantically licensed in all configurations was first proposed in Brown (2015, 2016, 2017). She argues that only low-merged VP adjuncts are in the right structural configuration to allow extraction, whereas high-merged vP adjuncts resist extraction. By hypothesis, not all types of participle adjunct predicates qualify as low-merging adjuncts to all types of matrix predicate. This means that some participle adjuncts fail to be licensed in the configuration that would allow extraction, which leads to reduced acceptability that is independent of whether extraction takes place or not. Brown (2017) formulates this as a distinction between the semantic licensing conditions on the low-merging adjunct and the syntactic licensing conditions for extraction. For the semantic licensing conditions of low-merging adjuncts, she suggests that the temporal interval of the matrix predicate should be properly included in that of the adjunct predicate, which works best if the adjunct predicate is atelic and the matrix predicate telic; this is essentially the generalization formulated in Truswell (2007). Kehl (2021) goes in a similar direction by proposing a set of semantic compatibility and syntactic complexity criteria that determine the acceptability level of the declarative BPPA construction, taking into account the properties of the host predicate. Both approaches share the common assumption that there is a principled relation between acceptability differences in interrogatives and the corresponding declaratives.

Brown (2017) shows experimentally that there are significant effects of transitivity in declarative BPPA constructions, and that this effect does not interact with the presence vs. absence of a gap: thus, the relative acceptability difference between the intransitive (24a) and the less acceptable transitive (24b) is the same as that between the corresponding declaratives in (25a) and (25b).

(24) a. Which tune did Monica arrive whistling? > more acceptable
    b. Which tune did Julia pick the candidates whistling? (Brown 2017, p. 119)

(25) a. Lucy arrived whistling the national anthem. > more acceptable
    b. Mary picked the candidates whistling the national anthem. (Brown 2017, p. 119)

What this means is that transitivity shows an effect on acceptability but does not determine how strongly extraction affects acceptability. This result is unexpected in the framework proposed by Borgonovo and Neeleman (2000).

In addition, Brown (2017) shows that telicity only has a significant effect for intransitive matrix predicates, i.e., for unergatives and unaccusatives. Transitive atelic activities and transitive telic accomplishments do not show a similar sensitivity. This is not predicted by the event-semantic account in Truswell (2007). For example, the telic transitive sentence in (26a) is equally acceptable as the atelic transitive in (26b), but the telic intransitive in (27a) is more acceptable than the atelic intransitive in (27b); the same obtains for the corresponding interrogatives. Similar observations are found in Kehl (2021).

(26) a. Mary picked the candidates whistling the national anthem.
    b. Sophie finished sketches whistling the national anthem. (Brown 2017, p. 119)

(27) a. Lucy arrived whistling the national anthem. > more acceptable
    b. Lucy shivered whistling the national anthem. (Brown 2017, p. 119)
Brown (2017) concludes that transitivity is a key factor in determining the acceptability of declarative and interrogative BPPA constructions; she also concludes that the relation between acceptability contrasts in declaratives and interrogatives should be taken seriously. These results fit her two-component model with independent licensing conditions for the adjunct and extraction operations. The complex acceptability pattern observed for interrogative BPPA constructions in the literature can be traced back to similar differences in declaratives, obviating the need for additional licensing mechanisms that are tied to extraction.

Similarly, Kehl (2021) reports that telic matrix predicates have an advantage over atelic ones (experiments 1 and 2) and that unaccusative matrix predicates are judged as more acceptable compared to unergatives and transitives (experiment 4); in none of the experiments, however, do these factors interact with extraction, so that the acceptability differences in interrogatives can be reliably predicted from identical contrasts in declaratives. These results obviate the requirement for additional syntactic or semantic licensing conditions for extraction as postulated in Borgonovo and Neeleman (2000) and Truswell (2007). For example, there are already significant differences between declarative conditions with telic and atelic matrix predicates, respectively, seen in (28). To be precise, the relative difference is exactly the same as in the interrogatives in (29), as the telicity of the matrix predicate does not interact with the presence or absence of extraction.

(28) a. John arrived whistling a funny song. [telic matrix predicate]
    b. John worked whistling a funny song. [atelic matrix predicate]

(29) a. What did John arrive whistling? [telic matrix predicate]
    b. What did John work whistling? [atelic matrix predicate]

Additionally, the same contrasts are obtained in relativizations such as (30), which are closer in form to the attested examples in Santorini (2019). A comparison of declarative, interrogative, and relativization BPPA constructions shows that the effect of telicity remains the same across these sentence types, but the overall acceptability is shifted: declarative BPPA constructions are generally more acceptable than relativizations, which, in turn, are more acceptable than interrogative BPPA constructions. This points towards the fact that different types of long-distance dependencies require different degrees of processing effort.

(30) a. This is the song that John arrived whistling. [telic matrix predicate]
    b. This is the song that John worked whistling. [atelic matrix predicate]

Similar results are obtained for the distinction between unaccusative, unergative, and transitive matrix predicates; this points towards the fact that the proposals in Borgonovo and Neeleman (2000) and Truswell (2007) are not related to extraction from the adjunct. From an architectural perspective, it is easier to include a condition on the possibility of L-marking along the lines of Borgonovo and Neeleman (2000) instead of making core syntactic operations sensitive to semantic factors; whether an event-semantic approach to acceptability differences in declaratives fares better than one based on the grammatical verb type of the matrix predicate remains to be seen, but both are most likely related to how complex the resulting BPPA construction is for the parser to interpret and how plausible the complex event described there is; see also Chaves and Putnam (2020) for similar points. It is probably the case that Truswell (2007) is on the right track concerning the influence of event structure, even if this factor does not seem to depend on the presence or absence of extraction.

Several experiments in Kehl (2021) also show that there are considerable differences between declarative conditions, which are not directly predicted in Borgonovo and Neeleman (2000) or Truswell (2007), again pointing to the importance of considering the relative acceptability of the underlying declaratives instead of only their grammaticality. These
differences in declaratives can be captured in the comparison with the standardized reference fillers from Gerbrich et al. (2019): in most of the reported experiments, there is a contrast between the more acceptable declarative conditions, which are located between the A- and the B-level of the reference fillers, and the less acceptable declarative conditions with judgments clearly below the B-level and sometimes closer to the C-level. This shows that these differences are not too subtle to be irrelevant, or “unremarkable” as Truswell (2007, p. 1373) puts it.

The declarative counterparts of BPPA constructions are also compared to interrogatives in Kohrt et al. (2018), who do not find evidence for the theoretical claims about the factor agentivity in Truswell (2011), but crucially also no interaction of their factor ±extractable with extraction (their experiment 1). Against the predictions from Truswell (2007) and Truswell (2011), they do not find significant effects of verb type distinctions between extractable arrive-type verbs and non-extractable work-type verbs; see the example items in (31a). The only significant effect they find is between declaratives (31a) and interrogatives (31b), which is the predicted negative effect of extraction on acceptability.

(31) a. John wondered whether his best friend [worked/arrived] at the office drinking some coffee late this afternoon.

b. John wondered which coffee his best friend [worked/arrived] at the office drinking ___ late this afternoon.

(Kohrt et al. 2018)

The lack of a significant effect of whether the matrix predicate is a suitable predicate for extraction may partially be caused by their assignment of event types to either extractable or non-extractable conditions: they include states in the extractable category and accomplishments in the non-extractable category, which is in line with the claims about agentivity in Truswell (2011), but is problematic from the observations about telicity in Truswell (2007) and the possibility for accomplishments to allow extraction when the adjunct specifies the causal component of the accomplishment, which is explicitly acknowledged in Truswell (2011).

The experimental evidence provided by Brown (2017) and Kehl (2021) supports the hypothesis that the factors identified in the literature do not influence the strength of extraction from the adjunct; there is no need to postulate additional licensing mechanisms to evade the CED. Both find that there are systematic acceptability differences in declaratives that are carried over to the interrogative structures without additional effects requiring an explanation.

5. A Model for the Acceptability of Participle Adjuncts

Once the focus of interest is shifted to a principled comparison between declarative base positions and wh-interrogatives, as well as the underlying acceptability differences in declaratives, the question is what causes these acceptability differences found in Brown (2017) and Kehl (2021). In this section, I will first discuss factors which influence the acceptability of (declarative) participle adjuncts; some, but not all of these factors have been discussed in the previous literature. At the end of this section, I will combine the factors into a partially weighted model for predicting the acceptability of declarative and interrogative participle adjunct constructions. This model will be conceptually based on graded and multifactorial models of acceptability such as the Decathlon Model (Featherston 2008, 2019) and the Cumulative Effect Hypothesis discussed in Haegeman et al. (2014) and Greco et al. (2017).10 In these types of model, the violation of individual constraints show negative effects on acceptability; these constraint violations are cumulative, so that the violation of each additional constraint further decreases acceptability. I will argue that extraction from the adjunct is simply one additional negative effect that is added to the combined effects of the factors which influence acceptability in declarative BPPA constructions; crucially, the size of the extraction effect does not depend on whether other effects apply in the
declarative or not. This is precisely the fundamental assumption made in Brown (2017) and Kehl (2021), which differentiates these accounts from previous approaches to extraction from adjuncts.

5.1. Transitivity: Multiple Referents Incur Independent Processing Costs

One of the factors that determines whether a BPPA construction is highly acceptable in declaratives is transitivity, i.e., whether the matrix predicate selects one or more arguments. Brown (2017) finds that transitivity is a relevant factor because it determines whether telicity has an effect at all, shown by an interaction of the two factors in her experiments. For transitive predicates, it is not important whether it is an atelic activity or a telic accomplishment, but intransitives are sensitive to the unergative–unaccusative distinction, with unaccusative achievements being more acceptable than unergative activities. This result is also found in Kehl (2021, experiment 4), where unaccusatives have a general advantage over unergatives and transitives, which are not differentiated between telic and atelic.

An additional observation made in Kehl (2021), based on the discussion in Borgonovo and Neellemann (2000), is that the nature of the second argument is important: reflexive objects as in (32a) and subjects of resultative constructions as in (32b) behave differently than prototypical transitive predicates with two distinct discourse referents, as in (32c).

(32) a. John hurt himself [trying to fix the roof]. [reflexive]
   b. John drove Mary crazy [talking about his sacking]. [resultative]
   c. John cut Bill [carving the turkey]. [transitive]

(Borgonovo and Neellemann 2000, p. 211)

Here I will not go into a detailed discussion why resultative constructions differ from transitives; see Winkler (1997), Rothstein (2017), and Hu (2018) for discussion of how the subject of the resultative is assigned its $\theta$-role. Incidentally, Borgonovo and Neellemann (2000, p. 212) observe that extraction from the adjunct in (32b) is ungrammatical, whereas Truswell (2007, 2011) considers this a prime example of transparent accomplishments; this emphasizes the need to investigate this type of matrix predicate in more detail.

In more general terms, a second argument increases complexity in the BPPA construction, also because potential control conflicts of the adjunct predicate need to be resolved: in a transitive sentence, the adjunct can be controlled by both the subject and the object of the matrix clause, which increases the amount of processing to resolve this ambiguity. Some event types show restrictions in their control possibilities (Rapoport 2019; Simpson 2005), but then the parsing of the wrong control orientation should lead to even lower acceptability.

The observation that transitivity in general incurs drops in acceptability independently of extraction operations is also made in Jurka (2010, 2013), Polinsky et al. (2013), and Konietzko (2021); they all find that predicates which select a second argument are slightly less acceptable than intransitives (unergatives and unaccusatives) in declarative structures. Polinsky et al. (2013, p. 296) refer to this as a ‘transitivity penalty’, which is probably caused by the processing effort to parse the second argument. Similar effects of transitivity are also discussed in relation to extraction in Dependency Locality Theory (Gibson 1998, 2000), which also offers an explanation for the behavior of transitives; I follow Polinsky et al. (2013) in assuming that the effects of transitivity are not exclusive to sentences with extraction.

The negative effects of transitivity make the prediction that the more arguments are selected by the matrix predicate, the higher the processing effort required of the parser, with at least some effect on acceptability. Thus, I predict a relative decline in the acceptability of the sentences in (33), even if all structures might receive a grammatical binary judgment:

(33) a. John arrived singing an obscene song. [intransitive]
   b. John offended Mary singing an obscene song. [transitive]
   c. John gave Mary a letter singing an obscene song. [ditransitive]
The full paradigm of transitivity thus ranges from purely intransitive to reflexive transitive, resultative, transitive, and, finally, ditransitive. It is also possible that not only the number of arguments, but also other factors play a role; this could be formulated in terms of the multi-faceted definition of the transitivity continuum in Hopper and Thompson (1980). An additional problem that arises in ditransitives is that there is a potential orientation ambiguity for the participle adjunct depending on its lexical content: the orientation can be shifted towards the direct object, as in (34), and is sometimes the preferred interpretation.

(34) John$_i$ gave Mary$_j$ a letter$_k$ [lying on the table].

In the interrogatives corresponding to (33), the contrast between the intransitive and the (di-)transitive structures is noticeable, but the ditransitive is even worse than the transitive. This is not directly reflected in the binary judgments in (35), but should be visible in a judgment study. The low acceptability of the ditransitive structure (35c) carries over to the alternative ordering in the double object construction in (35d).

(35) a. What did John arrive singing __ ? [intransitive]
b. *What did John offend Mary singing __ ? [transitive]
c. *What did John give Mary a letter singing __ ? [ditransitive I]
d. *What did John give a letter to Mary whistling __ ? [ditransitive II]

Chaves and Putnam (2020, p. 15) point to the fact that optional transitivity may confound the intended interpretation of interrogative BPPA constructions because the wh-phrase may be linked to a gap in complement position of an optionally transitive matrix predicate instead of the complement position of the adjunct; see also Staub (2007) and Ness and Meltzer-Asscher (2019).

This ambiguity is shown in (36), where potential optional gap sites are indicated by underscores in parentheses.

(36) What$_{i/j}$ did John walk (__$_i$) whistling (__$_j$)?
   a. John walked the dog whistling.
   b. John walked whistling a funny song.

An ambiguous parse with gap position after the matrix predicate can be avoided by restricting adjunct predicates to obligatorily transitive predicates, such as proclaiming, as in (37). Here the gap site after the main verb would trigger ungrammaticality because the gap after the adjunct is obligatory, here indicated by the lack of parentheses around the gap site following the adjunct predicate. This means that the wh-pronoun cannot associate with the optional potential gap site in the matrix clause. A parasitic gap reading is also possible here if the filler can be the object of both predicates; I do not discuss this possibility further here.

(37) What$_{i/j}$ did John walk (__$_i$) proclaiming __$_j$?
   a. *John walked the dog proclaiming.
   b. John walked proclaiming his love for Pam.

Yet another way to reduce gap site ambiguity is if a motion verb like walk is augmented with a directional phrase, as in (38); it is still possible that John walks his dog to the park, but this parse becomes less likely than in (37).

(38) What did John walk to the park whistling __ ?

To sum up, transitivity, even if it is optional, increases the overall complexity of the BPPA construction and thus gradually builds up hurdles for extraction. Unambiguously intransitive predicates are predicted to have an advantage over potentially transitive and
unambiguously transitive predicates; reflexive and resultative predicates occupy the middle ground because on the one hand they include a second argument, but this argument is either not directly selected by the main verb (resultatives) or is co-referential with the main verb’s subject (reflexives).

5.2. Event Structure: Durativity Instead of Telicity

Another factor which has an effect on the acceptability of declarative and interrogative BPPA constructions is based on the observation that not all types of matrix predicate can be felicitously modified by an adjunct predicate. The restrictions on BPPA constructions resemble those that operate in depictive secondary predication, where likewise not all types of main verb accept depictives to the same degree (Rapoport 2019; Simpson 2005). There is an ongoing discussion whether complex adjuncts, such as BPPAs, can be analyzed as depictives, but I will assume this for the present discussion; see also Rothstein (2017, p. 3874). For example, permanent statives, as in (39a), are odd with a BPPA, whereas temporary statives, as in (39b), are more acceptable.

(39) a. ?John was blond [wearing his new sunglasses]. [permanent state]
   b. John lay in bed [wearing his new sunglasses]. [temporary state]

The difference between these types of states is that temporary states have an event variable, which permanent states lack (Rapoport 1993, p. 173). Permanent states are property ascriptions whereas temporary states are predicated of the subject for a temporal interval that allows delimitation. This distinction also shows up in the corresponding interrogatives in (40):

(40) a. *What was John blond [wearing __ ]?
   b. What did John lie in bed [wearing __ ]?

Since both permanent and temporary states are atelic, these acceptability differences are problematic for the telicity-based account in Truswell (2007) and Brown (2017), as well as for the reflexivity account in Borgonovo and Neeleman (2000).

A telicity requirement is also problematic for purely punctual achievements like appear, which should be ideal candidates for a temporal inclusion relation in Brown (2017); still, these predicates are degraded in interrogatives, as seen in (41):

(41) a. John appeared wearing a beautiful bespoke suit.
   b. *What did John appear [wearing t]?

Similar observations can be made for verbs such as notice and other perception verbs. The question is whether this carries over to the declarative counterparts; as far as I am aware, this has not been directly tested in a controlled experiment. What permanent states and purely punctual achievements have in common is that both fail to felicitously appear in the progressive, as seen in (42a) and (42b). Crucially, temporary states are fine with the progressive, shown in (42c).

(42) a. ?John is being blond.
   b. ?John is appearing.
   c. John is lying in bed.

In terms of Rothstein (2004), punctual achievements and many perception verbs such as notice fail to appear in the progressive because the progressive cannot target an interval preceding the culmination point. The situation is different in cases similar to arrive, where the preceding interval can be conceptualized as the path component that leads up to the
arrival. With appear, the perspective is different: it is inherently external to the appearing entity, whereas arrive allows a conceptualization from the perspective of the arriving entity. This is a first indication that telicity alone makes the wrong predictions in these cases; rather, it seems that there is a certain correlation between the reported interrogative patterns and the ability to appear in the progressive.

Thus, the generalization about telicity in Truswell (2007) needs to be revised to exclude purely punctual achievements and to allow for temporary states. Instead of telicity, I argue that a first step towards a descriptive pattern is to consider the encoding of a durative subevent as relevant for acceptability, which is not the case for permanent states and punctual achievements.

5.3. Incrementality: Themes, Paths, and Properties

An exclusive focus on durativity leads to problems with the experimental results for activity main verbs in Brown (2017) and Kehl (2021): BPPA constructions with activity main verbs are less acceptable than achievements. To further constrain declarative BPPA constructions, a comparison with depictive secondary predicates shows that not all activity main verbs license a depictive, as shown in (43). The pattern is more difficult to capture than that of permanent and temporary states or punctual achievements, but if the BPPA construction can be analyzed as depictive secondary predication, similar effects can be expected there as well. It is also noteworthy that the addition of an object in (43c) ameliorates the modification of draw by a depictive.

(43) a. Jones danced/lectured drunk.
   b. *Jane laughed/drew drunk.
   c. Jane drew pictures drunk.

The distinction between draw and draw pictures in (43b) and (43c) also shows up in BPPA constructions, where the bare form in (44) is degraded in the interrogative; as noted above, the experimental evidence in Brown (2017) and Kehl (2021) suggest that the declarative counterparts are also less acceptable than sentences with achievement main verbs.

(44) a. I work listening to music.
   b. *What do you work [listening to t]?
Tenny (1995), and Borgonovo and Neeleman (2000), unergative manner of motion verbs like *walk* behave differently when they are followed by a directional PP like *to the station*; this PP introduces a path component that can be measured similar to incremental themes. The effect is shown in (46):

(46) a. *Mary walked whistling a funny song.*
   b. Mary walked to the station whistling a funny song.

Incrementality also extends to properties, which captures cases such as (47), where the degree of being scared increases with the progress through the movie (the gradual reading of this sentence probably comes from the durative character of the adjunct predicate, but this discussion is outside the scope of this paper).

(47) John got scared watching a horror movie.

Similar effects of incrementality are seen with semelfactive main verbs such as *jump* in (48), where a particle inducing iterativity and thus durativity has a positive effect in interrogatives. A possible factor in addition to transitivity and durativity could thus be the potential of the event described by the main verb to be measurable or quantifiable in some sense.

(48) What did she jump *(around) [singing t]??* (Truswell 2007, p. 1361)

Taken together, there is at least some evidence that purely temporal inclusion of the matrix interval within the interval of the adjunct predicate is not able to account for the full data pattern, which casts doubt on the scale amalgamation process suggested in Brown (2017). The overall picture emerging from this discussion is that it is unlikely that there is a single factor which determines whether a given main verb will be highly acceptable with a BPPA. This bears close similarity to the multiple factors which influence performance and acceptability along the lines of Chomsky (1965), suggesting that the acceptability of declarative BPPA constructions is a matter of syntactic and semantic complexity and compatibility criteria instead of strict syntactic licensing requirements.

5.4. Combining the Factors into an Acceptability Model

Based on the theoretical discussion of the relation between acceptability in declarative and interrogative BPPA constructions in Brown (2017) and the evidence supporting it, Kehl (2021) develops a model that captures this relation; this model includes factors that differ from those in Brown (2017) and other approaches. The main focus is on the fact that the factors which operate in interrogatives are also visible in declaratives. Extraction simply acts as an additional factor that is independent of the individual decreases in acceptability resulting from other factors, such as transitivity or durativity. The model can be summarized as follows:

(49) Model for the acceptability of BPPA constructions:

i. Determine the acceptability of the declarative sentence; factors: transitivity, durativity, incrementality

ii. Determine the acceptability of the interrogative sentence by adding the processing costs of extraction to the result of (i)

In the first stage of the model (49), the factors discussed above influence the acceptability of the BPPA construction: transitivity will decrease acceptability because more arguments require more processing effort. Durativity and incrementality work similarly: the absence of a durative subevent, i.e., for permanent states and purely punctual achievements, decreases acceptability, as does the absence of a delimited or incremental meaning component. Transitivity is most likely a result of increased processing effort, but durativity
and incrementality are semantic factors which seem more related to the conceptual felicity of the situation described in the sentence. Kehl (2021) collects durativity and incrementality under the term *semantic compatibility*.\(^{14}\) In contrast to these factors, transitivity can be captured in syntactic terms, but the reason that transitivity matters is more likely to be found in relation to ease of processing and the ambiguity between transitive and intransitive uses of the verb in question.

The second stage of the model (49ii) adds the cognitive cost of establishing a dependency (Wagers 2013); this cost is most likely higher than into other domains, such as subcategorized complements, in line with the CED.\(^{15}\) As this dependency formation is more demanding than a declarative sentence, this results in decreased acceptability. Crucially, the application of extraction and the resulting decreases in acceptability are independent of the factors which determine acceptability in the declarative: in a sense, extraction is blind to these factors. This is compatible with the independence of syntactic operations from purely semantic properties of the sentence (Brown 2017).

With respect to the relative weight of the factors that affect acceptability in declarative BPPA constructions, the previous experimental work on this construction in Brown (2017), Kohrt et al. (2018), and Kehl (2021) does not directly allow conclusions. The negative effect of transitivity is observed and isolated as a key factor in Brown (2017) and is in agreement with the transitivity penalty discussed in Polinsky et al. (2013). Scalar change and durativity are more complex to evaluate because the previous experimental work has focused on the telic–atelic distinction to check the predictions of Truswell (2007), but this distinction does not directly map to the factors discussed here. The complex interactions of these factors should be addressed in future experimental research. Based on the experimental results from Brown (2017) and Kehl (2021), it is possible to assign a preliminary weighting to this model: the effect of extraction is much stronger than that of durability, incrementality, or transitivity. This observation connects to the discussion above about the subtle acceptability differences in declarative BPPA constructions, which run the risk of being considered irrelevant, especially if the focus of the approach in question is in grammaticality rather than acceptability. The acceptability model can be graphically represented as in Figure 3, taken from Kehl (2021).

![Figure 3. Acceptability model for BPPA constructions from Kehl (2021, p. 284); the factor scalar change corresponds to incrementality in this paper. Upwards arrows indicate a positive effect on acceptability, (double) downward arrows a negative effect.](image)

This illustration shows the positive effects of durability and incrementality with upward arrows, as well as the negative effect of transitivity with downward arrows; double downward arrows on the factor extraction indicate that this effect is stronger than the others. The central characteristic of this model is that it incorporates the relation between declarative and interrogative acceptability as formulated in Brown (2017), which is stated in Kehl (2021) as the independence of extraction from the factors operating in declaratives.
This model accounts for the sometimes subtle acceptability differences in declarative BPPA constructions, as well as the central factors isolated for participle adjunct islands in Borgonovo and Neeleman (2000) and Truswell (2007). At the same time, however, this model is conceptually simpler because the extraction operation remains blind to semantic characteristics of the sentence in question.

The model captures the following judgment differences discussed in the literature:
(i) the advantage of telic over atelic matrix predicates due to scalarity (50i), (ii) the oddity of punctual matrix predicates because the latter do not satisfy durativity (50ii), (iii) the improvement with path scales and incremental themes for atelic matrix predicates because they introduce a scalar meaning component (50iii), and (iv) the effect of the number of arguments selected by the matrix predicate as a reflex of transitivity (50iv). If these contrasts can be shown to be observable in declaratives as well as interrogatives alike, this supports the predictions of the factorial acceptability model.

(50) i. What did John arrive/*work whistling __? [scalarity]
   ii. *What did John appear/notice whistling __? [durativity]
   iii. What did John work *(on his thesis) whistling __? [scalarity]
   iv. What did John hurt himself/*Bill trying to fix __? [transitivity]

Not all of these contrasts have been tested experimentally in the literature: the contrast in (50i) is the one that most of the existing literature focuses on, e.g., Brown (2017), Kohrt et al. (2018), and Kehl (2021). Likewise, transitivity effects as in (50iv) are to a certain extent explored in these studies, but further studies are required to see where reflexive and resultative matrix predicates lie in relation to intransitive and transitive sentences. The contrasts between purely punctual and extendable achievements in (50ii) as noted in Truswell (2007) and the precise effect of an added scalar meaning in cases like (50iii) also require additional work.

This acceptability model focuses on simple declarative and interrogative BPPA constructions, but it can also be modified to include other sentence forms, such as relativization or topicalization; these sentence forms also encode unbounded dependencies, but are not interrogative (Chaves and Putnam 2020). It can thus be expected that they do not show the same degree of decreased acceptability as the wh-interrogatives focused on in this article, which is also indicated in the data reported in Abeillé et al. (2020) and Liu et al. (2022). Compare the declarative BPPA construction in (51) with the different types of dependencies in (51a)–(51c).

(51) John arrived [whistling an annoying song]. [declarative]
   a. Which song did John arrived [whistling __]? [wh-interrogative]
   b. This annoying song, John arrived [whistling __]. [topicalization]
   c. I hated the song, (that/which) John arrived [whistling __]. [relativization]

Initial evidence that relativization leads to a generally smaller decrease in acceptability than bare wh-interrogatives is given in (Kehl (2021) [experiment 1]). This might be related to a better match between the information-structural status of the adjunct constituent from which extraction takes place and the discourse function of relativization, as proposed in Abeillé et al. (2020). The visualization of the acceptability model in Figure 3 can be generalized by adding more extraction types than just wh-extraction, and by linking these different types of dependency formation to separate acceptability levels; this is shown in Figure 4, where relativization and topicalization are allowed for negative effects on acceptability that are not necessarily identical to that of wh-extraction. I will have to leave the relative magnitude of these effects for future experimental research. The underlying hypothesis remains that the contrast between matrix verbs such as arrive and work can be observed equally across these different dependency types; this assumption follows the
argumentation in Chaves and Putnam (2020) that the pragmatic felicity of the underlying proposition has a strong role to play in island effects and extraction asymmetries.

![Diagram](image)

Figure 4. Adapted acceptability model for BPPA constructions in different sentence forms; the acceptability of a dependency construction is modeled as the acceptability of the underlying simple declarative plus the effect of establishing a dependency construction. Upwards arrows indicate a positive effect on acceptability, downward arrows a negative effect.

Another important issue is how strong the factors of the acceptability model are affected by variation in speaker judgments. So far, I am not aware of experimental studies that explicitly take this factor into account. There are studies on the related phenomenon subject islands investigating whether judgments improve depending on presentation order: Chaves and Dery (2019) report that judgments improved if the item was presented later in the experiment, suggesting that there is a satiation effect and that the initially low acceptability judgment improves with repeated exposure as a type of learning effect. If violations of the subject condition can improve over time, it seems plausible that the type of semantic mismatches resulting from scalarity and durativity can also improve with repeated exposure, but this requires further investigation.

In conclusion to the factors related to acceptability in the BPPA construction and the model proposed in Kehl (2021), it seems that Truswell (2007) is not right in his claim that declarative BPPA constructions which do not meet his extraction condition are unremarkable. The exact opposite holds: acceptability differences in declaratives resulting from a variety of different factors are the key determinants of acceptability in interrogative BPPA constructions, and it is not the extraction operation that triggers these differences in interrogatives.

6. Converging Evidence for the Relevance of Acceptability Differences in Declaratives

More recent work agrees about the relevance of potential acceptability differences in declaratives for the acceptability of movement constructions. The proposals diverge slightly in the source of such differences, but the focus has shifted from purely syntactic explanations towards more interface-based ones. Transitivity as a processing-related complexity criterion and event structure as a semantic notion have been the focus of this article.

Similar conclusions about extraction-independent effects of processing-related complexity on acceptability are drawn for the apparent licensing of island-violating extractions in so-called parasitic gap (PG) environments in Culicover and Winkler (2022); they trace back the ameliorating effect ascribed to parasitic gaps to complexity differences between (declarative) PG and non-PG constructions. The former are more acceptable because they are less complex for processing due to the fact that one less referentially distinct argument is encoded. In the contrast in (52), the additional gap in the matrix clause in (52b) leads to the fact that there is only one discourse referent in the sentence, whereas there are two
There is, thus, an underlying difference in complexity that pushes (52a) below a threshold for grammaticality, which is not the case in (52b). The parasitic gap is indicated by $pg$ in this example.

\[(52)\]

\[\text{a. *a person who [talking to } t_i \text{] about this would prove to the Mayor that there is a problem} \]
\[\text{b. a person who [talking to } pg_i \text{] about this would prove to } t_i \text{ that there is a problem} \]

(Culicover and Winkler 2022, p. 2)

Although the two corresponding non-extraction sentences in (53) are certainly both grammatical, (53a) is more complex than (53b) from a processing perspective because an additional discourse referent needs to be processed. Whether this results in noticeable acceptability differences is a question that is outside the scope of this paper, but can explain the strong judgment difference reported for (52) by Culicover and Winkler.

\[(53)\]

\[\text{a. Talking to person X about this would prove to person Y that there is a problem.} \]
\[\text{b. Talking to person X about this would prove to person X that there is a problem.} \]

The conclusions in Culicover and Winkler (2022) are very similar to that discussed in this article: there is no requirement for a dedicated licensing or repair mechanism associated with parasitic gaps; a sufficient description of the underlying complexity differences is sufficient to explain why PG constructions are more acceptable than the non-PG construction. Culicover and Winkler (2022) also discuss the important distinction between grammaticality and acceptability that can be used to provide a comprehensive explanation of the patterns detected for parasitic gaps in the literature.

Another set of factors comes from the interface of syntax with pragmatics: Chaves and Putnam (2020) point out that apparent grammaticality contrasts in syntactically marked constructions, such as \textit{wh}-questions, often have their origin in sometimes subtle pragmatic differences that are unrelated to the formation of the marked construction. They propose a largely pragmatic approach to most island domains by arguing that the low acceptability can often be traced back to issues of relevance and salience: if the island domain is not salient or relevant, acceptability contrasts in unmarked constructions can arise and evoke the impression of stronger grammaticality contrasts in marked constructions. This is captured in the Relevance Presupposition Condition (RPC):

\[(54)\]

\textbf{RELEVANCE PRESUPPOSITION CONDITION}: the referent that is singled out for extraction in a UDC must be highly relevant (e.g., part of the evoked conventionalized world knowledge) relative to the main action that the sentence describes. Otherwise, extraction makes no sense from a Gricean perspective, as there is no reason for the speaker to draw attention to a referent that is irrelevant for the main contribution of the sentence to the discourse. (Chaves and Putnam 2020, p. 206)

The contrast in (55) is given as an example of this, but the grammaticality difference is unrelated to extraction:

\[(55)\]

\[\text{a. What did you read a book about?} \]
\[\text{b. *What did you drop a book about?} \]

(Chaves and Putnam 2020, p. 207)

It has been noted as early as Kuno (1987) that the corresponding declaratives already show a noticeable acceptability difference; this is shown in (56):
(56)  a. Speaking of Napoleon, I just read a book about him.
     b. Speaking of Napoleon, I just dropped a book about him.

       (Chaves and Putnam 2020, p. 205)

The reasoning to explain these independent acceptability differences is along the
following lines: verbs evoke certain conceptualizations when they are encountered by the
parser, and some meaning components are more easily accessible than others. Reading
a book evokes the concept of a topic covered by the book, which is relevant informa-
tion. However, the topic is not as relevant and easily evoked when a book is dropped
(Chaves and Putnam 2020, p. 207). This has clear ramifications for acceptability in marked
constructions, but may not be as clear in unmarked ones.

For BPPA constructions, the predictions of the RPC predict that adjuncts which supply
relevant information invoked by the event described in the matrix predicate can be targeted
by extraction. This serves as an explanation for the relative acceptability of cases where the
adjunct describes the cause of the matrix predicate, as in (57a). The distinction between
non-causal adjuncts discussed in Truswell (2007, 2011), as in (57b) and (57c) is less clear,
but it could be argued that telic predicates like arrive are informationally light, so that
the adjunct can be analyzed as relevant in the sense of Chaves and Putnam (2020); atelic
predicates such as work, on the other hand, can be argued compete with the adjunct in
terms of which information is more relevant, so that the extraction is not licensed by the
RPC.

(57)  a. What did Peter drive Mary crazy whistling __ ?
     b. What did Peter arrive whistling __ ?
     c. *What did Peter work whistling __ ?

The acceptability model discussed in the previous section is not mutually exclusive
with the RPC; the generalizations in the model could be seen as factors that influence
the relevance of the adjunct compared to the matrix predicate and hence have an effect
on the acceptability of extraction. I agree with Chaves and Putnam (2020, p. 230) that
“extraction from such island environments is contingent on the proposition itself, rather
than strictly on its syntax”. This captures the idea in the model that the factors described
by the generalizations show effects that are independent of extraction.

There exists a number of experimental studies that test the relation between declara-
tives and interrogatives in related phenomena: for example, Chaves and King (2019) find
a strong correlation between plausibility ratings for declaratives and acceptability of subex-
traction from objects, indicating that plausibility ratings act as a predictor of acceptability
that is not modulated by extraction. However, Chaves and Putnam (2020) report on another
experiment investigating extraction from tensed adverbial clauses, where they do not find
a correlation between declarative and interrogative acceptability, meaning that the latter is
not reliably predicted by the former. In such cases, it is reasonable to assume that there is
another factor which distorts the relation, similar to the factorial definition of island effects
in Sprouse and Hornstein (2013). The effects of tensed adjuncts are also discussed from a
theoretical perspective in Truswell (2011, pp. 175–79) and experimentally investigated in
a cross-linguistic study in Müller (2019). Abeillé et al. (2020) examine relativization from
subjects and objects, with the result that extraction from subjects is actually better than
extraction from objects, contrary to the predictions of locality constraints such as the CED,
which do not discriminate between different types of extractions; this points towards the
conclusion that not all extractions function alike, and that the discourse functions of the
extraction operation and the extracted element should be included in an analysis.

These brief glances beyond the scope of this paper show that theory development
is well advised to take subtle acceptability differences in declaratives seriously in the
discussion of licensing mechanisms for movement. Differences in processing complexity,
semantic compatibility, and pragmatic characteristics can affect canonical word orders to
such a degree that the application of movement operations invokes the impression of strong grammaticality differences.

7. Conclusions

In this article, I have emphasized the importance of the underlying declarative sentences in the discussion of extraction from participial adjunct islands. Once the distinction between grammaticality and acceptability is taken seriously, it becomes possible to explain the acceptability differences in interrogatives by examining potential acceptability differences in the declarative counterparts. The result is an approach to extraction from adjunct islands that does not require additional and complicated licensing machinery as in the theories presented in Borgonovo and Neeleman (2000) or Truswell (2007, 2011). The approaches in Brown (2017) and Kehl (2021) both emphasize the relevance of acceptability differences in declarative BPPA constructions and propose factors to capture the acceptability variation independently of extraction. I have discussed three factors that are of interest in these accounts: the notion of transitivity, expressed in the number of arguments directly selected by the main verb, the event structure of the main verb, as well as the encoding of an incremental measure scale in the matrix predicate. The effect of transitivity can be described as a processing advantage of verbs with lower transitivity: more arguments to be processed incurs processing costs that can be reflected in acceptability. As far as event structure is concerned, I have argued that a simple telicity requirement, as postulated in Truswell (2007) and Brown (2017) is insufficient to explain the low judgments observed in the literature (e.g. Truswell 2007, p. 1370) for extraction from BPPA constructions with purely punctual matrix predicates, such as appear and the relatively acceptable judgments with temporary stative predicates, such as lie in bed (Truswell 2011, pp. 158–59). One of the key components isolated in the discussion is durativity instead of telicity, even if further factors need to be taken into account in order to explain the low acceptability with activity matrix predicates. The last factor is that of incrementality, where the progression of the matrix predicate can be measured against an incremental scale, formulated either as paths, incremental themes, or property values. Together, these factors provide a first set of tools to capture the acceptability differences in declarative and interrogative BPPA constructions without the need for additional, complex licensing mechanisms.

A final, more programmatic note about the nature of so-called ‘island constraints’ such as the CED: there is recent evidence that not all extraction types show the same effects in CED-violating operations, and that the magnitude of the extraction effect also depends on other factors of the island domain. For example, Abeillé et al. (2020) have shown that relativization has a different effect than wh-extraction in subject islands, which is hard to explain in pure syntactic terms such as the CED; similar observations are reported in Kehl (2021) for wh-extraction and relativization from BPPA constructions, who finds that relativization from BPPAs is more acceptable than wh-extraction, and that the aspectual classes of the matrix and adjunct predicates have identical effects, as in declaratives and interrogatives. Additionally, experimental work in Müller (2019) suggests that some adverbial clauses are harder to extract from than others, involving factors such as adverbial clause type and tense-marking. It would appear that the notion of categorical extraction constraints, such as the CED, should be critically evaluated: are such constraints really binary in core syntactic terms, meaning that the grammar can compute the extraction only in one but not in another configuration? Or is this the same type of overgeneralization that has been shown here to be problematic for accounts like Borgonovo and Neeleman (2000) and Truswell (2007)? This is a general problem faced by binary or categorical models of grammar because they are at risk of glossing over subtle acceptability differences in favor of broad general predictions; a graded model of grammar such as the Decathlon Model (Featherston 2008, 2019) has the flexibility of assigning individual decreases in acceptability to different operations from minimally different constructions, so that these effects can be individually quantified and summed up to predict acceptability in a wider range of configurations than the categorical predictions of the CED. The upshot from this brief
discussion is that there are good reasons to assume that extraction from some structural domains is harder than extraction from others, as captured in the original formulation of the CED; whether this is due to derivational or structural factors (competence-based) or the result of increased processing complexity (performance-based) is beyond the scope of this article. I leave the details of such an analysis of island constraints to future research and conclude here that BPPA constructions are an interesting showcase of island-internal variation that can be fruitfully employed to dive deeper into the nature of acceptability and its relation to intuitively observed grammatical patterns in island constructions.
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**Abbreviations**
The following abbreviations are used in this manuscript:

- **BPPA** Bare Present Participle Adjunct
- **CED** Condition on Extraction Domain
- **DP** Determiner Phrase
- **PG** Parasitic Gap
- **PP** Preposition Phrase
- **RPC** Relevance Presupposition Condition

**Notes**

1. See Stepanov 2007 for an overview of developments in the Minimalist tradition, many of which incorporate the concepts of phases (Chomsky 2001, 2008) and cyclicity (Abels 2012). There are by now several approaches which syntactically derive adjunct-internal gaps without violating syntactic principles, such as Narita (2014), den Dikken (2018), and Brown (2017).

2. I do not address in detail the questions whether the effects of the CED in its original formulation or later adaptations are the result of a grammatical constraint (competence-based in terms of Chomsky 1965) or of a conspiracy of other factors, such as complexity or plausibility (which are rooted in performance). The influence of performance-based factors on extraction operations reflects a growing body of research in this direction; see, among others, Sag et al. (2008), Hofmeister and Sag (2010), and Chaves and Putnam (2020).

3. Both accounts are based on intuitive author judgments without direct empirical validation; their predictions have since been experimentally tested with mixed results in Brown (2017), Kohrt et al. (2018), and Kehl (2021).

4. Experimental research on BPPA constructions in Brown (2017) and Kehl (2021) does not confirm this intuition because there are significant acceptability differences between different declarative conditions, which points to the imperfect alignment between grammaticality and acceptability, which I discuss in Section 3. I discuss previous experimental results on extraction from adjuncts in more detail in Section 4. The relevance of considering even small acceptability differences in declaratives and relate them to differences in non-canonical structures is now more prevalent in the literature.

5. A reviewer wonders whether working memory capacity impacts acceptability in these cases. Experimental studies on the relation of individual working memory and acceptability judgments in island phenomena, such as Sprouse et al. (2012, 2013), have so far not shown a significant correlation between these two measures; as noted by the authors, this is partially due to the method in which memory capacity is measured. Sprouse et al. (2012, p. 116) report on no interaction between the dependency length effect and participant groups with high and low working memory scores when using recall scores as a measure of memory capacity, but a significant interaction if three-back scores are used.
In other words, I assume that extraction from adjuncts, such as (16), always shows a superadditive island effect in terms of Sprouse and Hornstein (2013, p. 2); since I focus on a single adjunct construction, the question is whether semantic differences further influence how strong the island effect of extraction is.

If these control conditions are part of the experimental design, they can be directly included in the statistics; Abeillé et al. (2020) implement this with sub-models that isolate the effects and interactions of the different factors.

This distinction is explained in purely tree-geometric terms in Brown (2017), but it could also be argued that high vP adjuncts are inactive from a phase perspective, perhaps because they are introduced by late merger (Stepanov 2007) and are thus entirely opaque for syntactic operations that apply earlier in the derivational cycle.

An effect of transitivity is not surprising from the perspective of Dependency Locality Theory (Gibson 1998, 2000) because the dependency crosses over another discourse referent only in the transitive cases. The effect of transitivity is significant independently of extraction (Brown 2017, pp. 124–25), which is compatible with the findings in Jurka (2010, 2013) and Polinsky et al. (2013).

A crucial difference between constraint satisfaction models, such as the Cumulative Effect Hypothesis and the Decathlon Model, is that these models work with cross-constructionally active constraints that are part of a speaker’s competence; in contrast, the generalizations discussed in the model discussed here are conceived of as factors that contribute to semantic compatibility and syntactic complexity, both with ensuing effects on acceptability. These generalizations need not be part of a speaker’s competence grammar, but can be linked to how easily a given sentence is processed, considering that two events plus the temporal and semantic relations between them need to be processed.

To see whether there is a difference between extraction from the adjunct and extraction in general, a reviewer suggests that extraction from BPPAs should be compared with extraction from gerundive complements, which are very similar in their surface structure. For example, is the effect of extraction in What type of cigars did John stop smoking ___ last week? of the same magnitude as in What type of cigars did John arrive smoking ___ last week? and does the presence or absence of an adjunct have an effect in the corresponding declaratives?

A reviewer suggests that there could be a preference to have a simpler situation in the matrix predicate when the adjunct is complex; I agree that this could be a more general explanation for the effects of transitivity with complex adjuncts. The same reviewer also points out that sentences “tend to be subject–verb–complement or subject–verb–adjunct more than subject–verb–complement–adjunct”. A discussion of expectation and usage frequency goes beyond the scope of the present article, but provides a fruitful area for future research.

The ambiguity between transitive and intransitive alternates is also related to the relative frequency of the two forms: some ambiguous verbs occur primarily in their intransitive uses, others in combination with a prepositional complement, as transitives, and other constructions. This may influence whether a verb is preferably parsed as intransitive or transitive. Roland et al. (2007) analyze the frequencies of such occurrences in large corpus data; for example, the verb walk used in (36) has a frequency ordering of PP > intransitive > transitive, whereas the verb leave has the frequency ordering transitive > intransitive > PP (both verbs also occur in other configurations, this is just an expository selection). I thank an anonymous reviewer for pointing me towards this corpus data. For the role of frequency data in relation to acceptability from island domains, see for example Chaves and Richter (2020).

Whether these semantic factors are actually encoded in the grammar and, thus, part of a speaker’s competence is a question (raised by one of the reviewers) that goes beyond the scope of this article; it seems possible that there is a considerable degree of inter-speaker variation in the judgments of these factors, which should be explicitly tested in additional studies.

This means that a locality condition such as the CED still has a place in syntactic theory, but the question whether it is a categorical constraint or rather a gradual phenomenon should be investigated more closely. If it can be shown that dependencies into non-complement domains are computationally possible, i.e., locally well-formed (as exemplified for low VP-adjuncts in Brown 2017), the CED could be reduced to a processing phenomenon instead of a grammatical principle. Research in this direction is still ongoing, as in Culicover and Winkler (2018) and Culicover et al. (2022), but an interesting venue for future research.

I am grateful to one of the reviewers for pointing out these relevant studies on closely related issues.
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