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ABSTRACT
While graph-based collaborative filtering recommender systems have been introduced several years ago, there are still several shortcomings to deal with, the temporal information being one of the most important. The new link stream paradigm is aiming at extending graphs for correctly modelling the graph dynamics, without losing crucial information.

We investigate the impact of such link stream features for recommender systems. by designing link stream features, that capture the intrinsic structure and dynamics of the data. We show that such features encode a fine-grained and subtle description of the underlying recommender system. Focusing on a traditional recommender system context, the rating prediction on the MovieLens20M dataset, we input these features along with some content-based ones into a gradient boosting machine (XGBoost) and show that it outperforms significantly a sole content-based solution.

These encouraging results call for further exploration of this original modelling and its integration to complete state-of-the-art recommender systems algorithms. Link streams and graphs, as natural visualizations of recommender systems, can offer more interpretability in a time when algorithm transparency is an increasingly important topic of discussion. We also hope to spark interesting discussions in the community about the links between link streams and tensor factorization methods: indeed, they are two sides of the same object.

CCS CONCEPTS
- Information systems → Recommender systems;
- Theory of computation → Dynamic graph algorithms;
- Computing methodologies → Boosting;

KEYWORDS
Recommender systems, link streams, bipartite graphs, movielens

ACM Reference Format:
Tiphaine Viard and Raphaël Fournier-S’niehotta. 2018. Movie rating prediction using content-based and link stream features. In Proceedings of ACM RecSys conference (RecSys’18). ACM, New York, NY, USA, 5 pages. https://doi.org/10.1145/nnnnnnn.nnnnnnn

Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s).

RecSys’18, October 2018, Vancouver, BC, Canada © 2018 Copyright held by the owner/author(s).
ACM ISBN 978-x-xxxx-xxxx-x/YY/MM
https://doi.org/10.1145/nnnnnnn.nnnnnnn

1 INTRODUCTION
Collaborative filtering algorithms are at the core of recommender systems research. They rely on finding similar users to the user for whom the recommendation is intended, collecting previous opinions of these users to compute scores for the items the given user has not yet rated, and present the items with the best scores. The most widespread modelisation of recommender data is in the form of a matrix where the rows represent the users, the columns represent the items, and one element of the matrix indicates the rating the user has given to the item.

This ensemble of users and items may also be seen as a bipartite graph, where nodes represent users and items, and an edge between a user-node and an item-node represents a rating between the user and the item. Finding similar users in this context is naturally linked to the graph-theoretic notion of neighborhood, i.e. the user-nodes which share a subset of neighbour item-nodes with a given node.

While recommender systems initially discarded any notion of time, and two ratings given several years apart where considered equal, a body of research has emerged to take this into account. A common solution is to rely on sequences of user-item matrices, with a time step (Δ): one builds a sequence \( \{M^k\}_k \) such that for all \( k, M^k \) is a user-item matrix, and \( M^k_{ij} \neq 0 \) indicates that user \( i \) has interacted with item \( j \) at least once in \([k, k + \Delta]\).

Studying dynamic graphs traditionally relies on sequences of snapshot graphs, similar to the sequences of user-item matrices \( M^k \), with the same shortcomings. To overcome these issues, the complex network community has come up with link streams, also called temporal networks or time-varying graphs depending on the context. The link stream paradigm enables to study jointly the topological structure and the dynamics of interaction streams. A system where users interact with items over time, like a recommender system scenario, may then be efficiently modelled as a bipartite link stream.

In this paper, we show that modelling a recommender system as a link stream provide descriptors that are relevant to a recommendation task, including in the context of large-scale recommender systems. We use the interactions between movies and users from the MovieLens 20M dataset, describe it with content-based features as well as link stream-based features, and finally use state-of-the-art machine learning (XGBoost) to learn the recommendation task. We evaluate the relevance of such link stream features by comparing their performance to a content-based-only baseline, and to state-of-the-art results on this dataset.

The remainder of this paper is organized as follows: in Section 2, we present the recommending context we study ; the bipartite link stream model is formalised in Section 3. We detail the features we devised in Section 4. We present our experimental setup and results...
in Section 5. We discuss related works in Section 6, before concluding the paper with some stimulating perspectives in Section 7.

2 PROBLEM SETTING

Given a user and a movie, we focus on the task of predicting the rating assigned by to on the 0.5 scale from 0 to 5, i.e., a regression task. Let a set of users, and a set of movies, with the number of users and the number of movies, and a set of features such that . Our model inputs a matrix, and outputs a matrix , where each element is the predicted rating, between 0 and 5.

The feature set is composed of a mixture of numerical and categorical variables describing the dataset, and, for each user and movie, is comprised of three sets: , the set of user-based features, , the set of movie-based features, and , the set of interaction-based features. The contents of each of these sets is discussed below.

3 THE BIPARTITE LINK STREAM MODEL

Modelling a recommender system as a bipartite graph is rather natural: the sets of users and items represent the two sets of nodes and . The set of edges is composed of interactions between a user and an item, where is a shorthand notation for a pair of distinct elements. All those sets may be completed by weights, for example a rating, or labels, for example a list of timestamps. However, these solutions are limited by essence; not resorting to weighted or labeled graphs causes important losses of information, while weighted and labeled graphs are complex objects that currently lacks the vast array of algorithms required for social network analysis.

A bipartite link stream is defined by a time span , a set of users , a set of items , and a set of links , where is a shorthand notation for a pair of distinct elements. Nodes and are linked at time if , and is a link between and at all in . See Figure 1 for an illustration.

![Figure 1: A bipartite link stream with time and node labels](image)

Figure 1: A bipartite link stream with time and node labels

The usual properties of graphs (neighbourhoods, paths, clustering, etc.) have been generalized to link streams, enabling the study of interaction streams with a single modelling structure, and without resorting to snapshots. As with bipartite graphs, it is easy to see a recommender system as a bipartite link stream .

4 DATASET AND FEATURE ENGINEERING

4.1 Dataset

For our evaluation, we focus on the MovieLens 20M dataset, comprising 20,000,263 interactions of 138,493 users on 27,278 movies, over the course of 20 years (from January 19th, 1995 to March 31st, 2015). The datasets contains two types of interactions: a user gives a rating if to item (movie) at time , or a user assigns textual tags to item (movie) at time . Movies have limited information associated with them, only release year and genres. No demographic information about the users is present, contrary to other MovieLens datasets.

We do not use IMDB identifiers to extract more movie information, which would require NLP to come up with good features. Similarly, user-generated tags were only used to augment the number of connections between users and movies.

4.2 Content-based features

From the available information in the dataset, we obtained 39 content-based features. Among them, were the result of a -out-of-one strategy for the genre of the movies (18 possible genres and a "no genres listed" column). Fourteen features code the decade in which the movie was released – we unsuccessfully experimented with other binning strategies for the release year. The remaining 6 features are the rating mean, median and standard deviation, and the minimum, maximum and number of ratings (normalized). Those last 6 features are computed both for movies and users.

4.3 Graph and link stream features

Equipped with the link stream model, we devised 21 features, some of them being close to what can be found in other graphs models. Others being completely original. We detail them in the following, relying on two structures: a bipartite link stream and the bipartite graph it induces, .

Neighbourhood-based features. These features explore the relations between the users and the movies over time. We say that is a neighbour of if there exists at least one interaction between and in the dataset. The degree of a node in the graph is simply the number of neighbours of , i.e., . This, however, does not take into account the dynamics of a user’s neighbourhood: we focus on the neighbourhood of at each time .

We also computed the minimum degree and the standard deviation of , however these two features showed little relevance; we discard them.

We also compute the assortativity [14] of each link , which is the ratio between the degrees of the NLP: Natural Language Processing (tokenisation, lemmatisation)
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the nodes. In this context, low values of assortativity typically correspond to famous blockbusters that all users have likely seen.

**Inter contact time features.** To take into account the dynamics of the link stream, we use the sequence of durations between two links involving \( u \), defined as follows. For each user (resp. movie) \( u \in U \) (resp. \( i \)), let \( t(u) = (t : (t, ui) \in E_L \cap T \times I \cap \{u\}) \) be the ordered sequence of times at which there is a link involving \( u \). Then, the inter-event times sequence is the sequence of the differences between two consecutive elements of \( t(u) \), i.e. \( \tau(u) = (t_{i+1} - t_i)_{i=0}^{\infty} \).

We describe this sequence, for each user (resp. movie), by its maximum \( \max(\tau(u)) \), minimum \( \min(\tau(u)) \), mean \( \mu(\tau(u)) \) and standard deviation \( \sigma(\tau(u)) \).

**Clique-based features.** As an exploratory approach to find clusters of users and items in the bipartite link stream, we rely on cliques in the link stream model, for lack of an established clustering algorithm. However, enumerating all the maximal cliques is computationally intractable on large data. Plus, some cliques (like stars) do not capture relevant information for recommendation. We then use the methodology described in [19] to sample maximal balanced bipartite cliques, i.e. cliques involving approximately the same number of users and items. This kind of object is interesting in a prediction context.

We also report our results for the NDCG@k metric, the Normalized Discounted Cumulative Gain for a ranking of \( k \) elements. It is formulated as:

\[
NDCG(k) = N \sum_{i=1}^{k} \frac{2^{R(i)} - 1}{\log(2 + i)},
\]

where \( R(i) \) is the graded relevance of item \( i \), and \( N \) is a normalizing factor, such that a perfect ranking has a NDCG value of 1.

### 5 Results

We perform a 5-fold cross validation on the dataset, and report the results according to our evaluation metrics in Table 2. The experiment ran for 10 hours on a machine with 32 8-cores CPUs and 64 GB of RAM.

We tuned XgBoost using Bayesian optimization [16] on the hyperparameter space, and obtain optimal results with deep trees and a small learning rate. Optimality is reached after a few thousands boosting rounds.

We compare the performance of our algorithm using link streams features along with content-based ones in XgBoost in Table 2. We see that adding link stream features lead to significantly better learning performance than using only content-based features.

Our results outperform some of the recent literature [20]. To the best of our knowledge, the minimum RMSE obtained on the MovieLens 20M dataset was 0.7652 [17] with a deep learning approach. While we are not there yet, we detail some perspectives in Section 7 to close this gap.

### 5.3 Discussion of feature importance

In addition to the classical performance metrics presented above, we evaluate the descriptiveness of the link stream features we devise. Figure 3 shows the relative importance of features as selected by XgBoost, with the link stream features indicated in red.

We can see that the introduced link stream and graph features are commonly used as split points by the boosting algorithm, which supports the claim that such features are very descriptive of the structure and dynamics of the dataset. Out of 20 graph and link stream features, 14 of them have a non-zero feature importance. More importantly, the top-20 most important splitting features include 13 graph and link stream features.
This tends to show that link stream features are considered as very relevant descriptors of the underlying recommender system.

The use of bipartite networks in a recommending framework was first proposed in [21]: the recommendation problem was presented as a link prediction problem, a well-studied subject in the complex networks community. The approach consists in an adequate projection of the bipartite network to embed the information available into the weight of a unipartite graph. While there have been several attempts at defining and finding bipartite communities [2, 4, 13], several challenges remain before using them in a recommender system.

Temporal dynamics has a high impact on recommender system performance: rating mean may change individually or globally as time elapses [10]. However, before 2010 and Koren’s pioneering paper, it was mostly ignored as a research avenue. Since then, ACM RecSys challenge top-3 contestants have successfully incorporated time-based features into a prediction framework [15], and a dedicated workshop took place at the ACM RecSys 2017.

Several approaches have been proposed to understand the temporal dynamics of interactions between entities modelled by a graph, see [12] for a general survey. In addition to graph snapshots, it has also been proposed to add node and/or edge attributes to enclose temporal information [3]. While it leads to simple models with the ability to use traditional graph tools, some key concepts like density, centrality or neighborhood are rather overlooked.

Link streams were introduced recently to generalize all graph-related concepts into the weight of a unipartite graph. While there have been several attempts at defining and finding bipartite communities [2, 4, 13], several challenges remain before using them in a recommender system.
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We show that link streams-based algorithms may contribute to improving collaborative filtering performance, and that an intuitive underlying model can be called upon to explain why an item was proposed to a user, improving the justifiability. As a drawback, there is the newness of the concept, which still lacks some conceptual tools. We hope our experiment may prolong the fruitful exchanges of ideas between the recommender system and social network analysis communities.
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