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We consider energy-dispersive X-ray Fluorescence (EDXRF) applications where the fundamental parameters method is impractical such as when instrument parameters are unavailable. For example, on a mining shovel or conveyor belt, rocks are constantly moving (leading to varying angles of incidence and distances) and there may be other factors not accounted for (like dust). Neural networks do not require instrument and fundamental parameters but training neural networks requires XRF spectra labelled with elemental composition, which is often limited because of its expense. We develop a neural network model that learns from limited labelled data and also benefits from domain knowledge by learning to invert a forward model. The forward model uses transition energies and probabilities of all elements and parameterized distributions to approximate other fundamental and instrument parameters. We evaluate the model and baseline models on a rock dataset from a lithium mineral exploration project. Our model works particularly well for some low-Z elements (Li, Mg, Al, and K) as well as some high-Z elements (Sn and Pb) despite these elements being outside the suitable range for common spectrometers to directly measure, likely owing to the ability of neural networks to learn correlations and non-linear rela-
INTRODUCTION

The fundamental parameters method is often used to quantify elemental composition because the underlying physical principles are well-understood in X-ray fluorescence (XRF) [1, 2]. We consider XRF applications where the fundamental parameters method is impractical, typically because instrument parameters are unavailable or they vary from instance to instance. For example, in sensors out in the field, such as on a mining shovel or conveyor belt [3], rocks are constantly moving (leading to varying angles of incidence and distances). There may also be other factors not accounted for (such as dust) which are difficult to model. Neural networks have been used as an alternative [4, 5, 6] to the fundamental parameters method. However, neural networks require labelled data but obtaining spectra with corresponding elemental composition is often expensive. For example, in mining, geochemical assay requires grinding and crushing large rock samples which is an expensive process.

Aside from training with more data, performance of machine learning models can also be improved by incorporating domain knowledge; this is an attractive way to improve generalizability [7, 8]. Utilization of fundamental parameters within a neural network has only been achieved indirectly. For instance, early work [9] calculates theoretical relative intensities of each element using fundamental parameters (and instrument parameters). A small fully-connected neural network (with 1 hidden layer of size 10 and 1 output) maps these intensities to concentrations. This network does not benefit from machine learning advancements made in the last 20 years. Recent work [6] trains a convolutional neural network on simulated spectra generated using fundamental parameters before fine-tuning the model on real spectra. Our approach differs from both of these in that we incorporate a forward model, that simulates a spectrum given the elemental composition, directly in a neural network.

The proposed neural network learns the inverse of the fundamental parameters method alongside simulator parameters used to approximate the effects of the instrument and environment. Fundamental parameters, specifically transition energies and probabilities, are built into the simulator. The specific neural network architecture we use is an auto-encoder where the encoder transforms spectra to a lower-dimensional encoding representing properties of the rocks and the decoder translates properties of rocks back into spectra through a trainable simulator. This style of auto-encoder is an implementation of analysis-by-synthesis [10]. The model is tested on a rock dataset from a lithium mineral exploration project to demonstrate its potential.

We found that the analysis-by-synthesis model outperforms the baselines and other neural networks on 11 elements including several low-Z elements (Li, Mg, Al, and K) and high-Z elements (Sn and Pb) despite these elements being outside the suitable range for common spectrometers to directly measure, likely owing to the ability of neural networks to learn correlations and non-linear relationships combined with domain knowledge in the forward model.

DATASET

177 rock core samples (about 3 inches in length) obtained from a lithium mineral exploration project were analyzed by x-ray fluorescence and then sent for geochemical assay.
XRF Spectra:
Energy-dispersive X-ray fluorescence (EDXRF) is used to collect spectra from rock samples (which are not prepared or processed in any way). Each rock sample is analyzed under 4 orientations and the 4 spectra are averaged together. The XRF spectrometer used in this study produces a spectrum with 1024 channels. It uses a 50 kV X-ray tube with a silver (Ag) target. The detector uses a beryllium (Be) window. The spectrometer is automatically moved to be approximately 10 cm away from the rock sample using a laser distance sensor.

Geochemical Analysis:
Geochemical analysis is performed for each rock sample by an assay lab to determine the concentrations of 48 elements. The assays are destructive; the analysis uses 4-acid digestion followed by inductively coupled plasma mass spectrometry (ICP-MS). Analysis performed by ALS using their proprietary ME-MS61 method. This method provides gold-standard composition estimates.

3 | MODELS

Prediction models, such as linear regression or neural networks, require data for training. In this study, the training data set consists of a spectrum per rock labelled with corresponding composition provided by geochemical analysis. Labelled data is often limited because of the excessive cost and time, and destructive nature, of geochemical analysis. Limited labelled data is challenging because highly-parameterized models, such as neural networks, are prone to overfitting. We test a range of models with different numbers of parameters and different regularization schemes, explained below.

All models are evaluated by 10-fold cross-validation. That is, the dataset is randomly shuffled once then partitioned into 10 “folds”. For each fold, each model is tested on the samples in the fold and trained on the remaining 9 folds. The average prediction error (MSE) across the 10 folds is an estimate of generalization ability with standard error (SE) of this prediction estimated as: \( \frac{1}{\sqrt{k}} \times SD \{ CV_1, ..., CV_k \} \) where \( k \) is 10, \( SD \) is the standard deviation, and \( CV_i \) is the mean squared error (MSE) of the \( i^{th} \) fold.

3.1 | LR

Simple linear regression, which we abbreviate as LR, is a model with one input and one output variable. For each element, we build a linear model from the photon count at the K-L\( _3 \) (K\( \alpha \)) line for that element to that element’s concentration. This model has the fewest parameters of the models tested in this paper.

3.2 | LASSO

Least Absolute Shrinkage and Selection Operator (LASSO) is a linear regression model that optimizes squared error plus the sum of the absolute values of the model’s coefficients (L\( _1 \)-norm on the coefficients) times a constant. The inputs are the full spectrum. This model has been used in spectroscopy to induce sparsity on the large feature spaces exhibited by most spectra. The L\( _1 \) regularizer essentially selects which channels of the spectra should participate in the regression model. We train a LASSO model for each element.

---

1 Elements are Ag, Al, As, Ba, Be, Bi, Ca, Cd, Ce, Co, Cr, Cs, Cu, Fe, Ga, Ge, Hf, In, K, La, Li, Mg, Mn, Mo, Na, Nb, Ni, P, Pb, Rb, Re, S, Sb, Sc, Se, Sn, Sr, Ta, Te, Th, Ti, Ti, U, V, W, Y, Zn, and Zr.
Three neural networks are considered, of which the first is a single-layer Fully-Connected Neural Network (FCNN). The model’s input, a spectrum, is directly connected to 48 outputs representing element concentrations. A RELU [17] activation function is used on the output layer to clip negative values to zero. As per standard practice, early-stopping, dropout, and $L_1$ regularization are used to reduce over-fitting [18].

For all the neural networks tested in this paper, grid search found the following hyperparameters: learning rate is 0.001, early-stopping patience is 1000 epochs, $L_1$ regularization factor is 0.001, and dropout starts at 50% probability and gradually backs off until dropout is disabled at epoch 10000. Training is run until early-stopping criteria is met. FCNN trained for 16000 epochs on average. All the neural networks were programmed in Python version 3.6 using TensorFlow version 1.13.

### 3.4 CNN

The second neural network is a Convolutional Neural Network (CNN) [19]. This type of model is common in other spectroscopy domains [20, 21, 22, 23, 24, 25, 26, 27, 28] but not in XRF. Convolution layers incorporate some general domain knowledge about spectral data. Specifically, a convolution layer captures the notion that features are likely to be locally correlated. This is true for XRF spectra because neighbouring channels’ intensities are correlated within the background continuum, and within peaks due to limited detector resolution [29].

**FIGURE 1** Architecture of Analysis-by-XRF-Synthesis (AXS) model. The CNN architecture is equivalent to the Encoder and Output modules.

The CNN’s architecture, shown in Figure 1, is equivalent to the Encoder module followed by the Output module. All the layers use sigmoid [17] activation functions, including on the output, which allows the network to learn non-linearities. The fully-connected layers learn the dependencies between features that may be present in the data. Early-stopping, dropout, and $L_1$ regularization are used to reduce over-fitting. This model trained for 12000 epochs on average.
### 3.5 Analysis-by-Synthesis

The final model is an implementation of analysis-by-synthesis, which we call Analysis-by-XRF-Synthesis (AXS), using an auto-encoder neural network. Auto-encoders [30, 31] are commonly used to build low-dimensional informative representations [32, 33]. Analysis-by-synthesis has been used in computer vision, for instance, where a graphics engine generates images and the neural network learns the inverse process which translates images into properties of physical objects [34, 35]. **AXS** consists of 3 modules (shown in Figure 1): Encoder, XRF Simulator, and Output. The decoder of a typical auto-encoder is replaced by the XRF Simulator module (see below).

#### 3.5.1 XRF Simulator Module

The XRF Simulator module (shown in Figure 1) is a forward model using fundamental parameters. Using the TensorFlow software library, the XRF Simulator is programmed to be fully-differentiable; differentiation is a requirement of the backpropagation algorithm used to train neural networks.

The paths of individual photons are not simulated, but rather the expected histogram of photon counts for each energy (bin) using known X-ray transition energies and associated probabilities. X-ray transition energies were downloaded from NIST’s X-Ray Transition Database<sup>2</sup> and the probabilities of each transition are from the Evaluated Atomic Data Library<sup>3</sup>. All K, L1, L2, and L3 transition types are included in the model. We refer to the set of transitions for element \( e \) as \( T_e \) and the energy and probability for transition \( t \) as \( t_i \) and \( t_p \) respectively.

Firstly, a spectrum is modelled as a function<sup>4</sup> from energy, \( i \), to photon count (or intensity):

\[
\text{spectrum}: \, i \mapsto \text{photon count} \tag{1}
\]

The peak caused by a transition is modelled as a Lorentzian function<sup>5</sup>, \( L \), which outputs a spectrum:

\[
L: \, t_i, \, t_p, \, \Gamma \mapsto \text{spectrum} \tag{2}
\]

\[
L(t_i, t_p, \Gamma)(i) = \frac{t_p \left( \frac{1}{\Gamma^2} \right)^2}{(i - t_i)^2 + \left( \frac{1}{\Gamma} \right)^2} \tag{3}
\]

where \( t_i \) is the location of the center of the Lorentzian peak (given by the energy of transition \( t \)), \( t_p \) is the height of the peak (given by the probability of transition \( t \)), and \( \Gamma \) is the width of the peak.

A predicted spectrum, \( g \), for some sample with a given composition, \( \theta \), is generated by summing up the spectra,

---

<sup>2</sup>Directly measured experimental transition energies downloaded from the National Institute of Standards and Technology (NIST) X-Ray Transition Database (https://www.nist.gov/pml/x-ray-transition-energies-database) here.

<sup>3</sup>The 1997 release of the Evaluated Atomic Data Library (EADL97) is available from Nuclear Data Services of the International Atomic Energy Agency at https://www-nds.iaea.org/epdl97/libxall.htm.

<sup>4</sup>The notation "name: \( a, b, c \mapsto x \)" denotes a function named "name" with 3 arguments \( a, b, c \) that returns \( x \).

<sup>5</sup>A Lorentzian has a similar shape to a Gaussian but is more narrow around the peak with longer tails. Another profile may also fit well, such a Gaussian or Voigt function. Regardless, we only need an approximate fit because, ultimately, the Encoder will learn whatever form best explains the data.
channel-wise, produced by all the transitions of all the elements:

$$\theta = (\theta_{\text{Cu}}, \theta_{\text{Fe}}, \text{etc})$$ (4)

$$g: \theta \mapsto \text{spectrum}$$ (5)

$$g(\theta)(i) = \sum_{e \in E} \left( \theta_e \sum_{t \in T_e} L(t_i, t_p, \Gamma)(i) \right)$$ (6)

where $$\theta_e$$ is the amount of scaling needed to scale $$L$$ into photon counts.

The XRF Simulator obviates the need to specify instrument and environment properties by approximating instrument-specific and environment-specific effects (such as background continuum, attenuation, and efficiency). First, attenuation and efficiency curves are jointly represented by the product of two sigmoid curves, approximated by

$$S: a_1, c_1, a_2, c_2 \mapsto \text{spectrum}$$ (7)

$$S(a_1, c_1, a_2, c_2)(i) = \frac{1}{1 + a_2(1 - c_2 - i) + a_1(1 - c_1 - i)}$$ (8)

$$S$$ is used to automatically calibrate for the specific instrument based on the data and is parameterized by four global parameters ($$a_1, c_1, a_2, c_2$$) that are learned. The last piece is the background continuum which is added to the final spectrum. Background continuum is approximated as a Bézier curve, $$b$$, which is a function of two global parameters, $$p_1$$ and $$p_2$$, and $$\alpha$$ that depends on the rock sample:

$$b: p_1, p_2, \alpha \mapsto \text{spectrum}$$ (9)

$$b(p_1, p_2, \alpha)(i) = \alpha(3p_1i(1 - i)^2 + 3p_2i^2(1 - i))$$ (10)

Finally, the complete spectrum for a sample is produced from its composition, $$\theta$$, and amount of background, $$\alpha$$, by generating a theoretical spectrum, $$g$$, scaling it by $$S$$, and adding the background continuum, $$b$$:

$$f: \theta \mapsto \text{spectrum}$$ (11)

$$f(\theta, \alpha)(i) = g(\theta)(i) \times S(a_1, c_2, a_2, c_2)(i) + b(p_1, p_2, \alpha)(i)$$ (12)

This function, $$f$$, constitutes the XRF Simulator module and is depicted graphically in Figure 1. Note that $$t_i$$ and $$t_p$$ are known from fundamental parameters and $$\Gamma$$, $$a_1$$, $$c_1$$, $$a_2$$, $$c_2$$, $$p_1$$, $$p_2$$, and $$\alpha$$ are learned to fit data.

3.5.2 | Output Module

The intermediate representation ($$\theta$$, $$\alpha$$) is used as input to another learning module, the Output module (shown in Figure 1). It consists of a fully-connected layer with $$L_1$$ regularization, a sigmoid activation function, and dropout. The output is the proportion of each element (unlike $$\theta$$ in the intermediate representation which contains multipliers for each element). All 48 elements are predicted simultaneously, in the one model. AXS trained for 55000 epochs on average.
3.5.3 | Objective Function

As in an auto-encoder, a reconstruction error, $J_r$, is minimized causing the Encoder and XRF Simulator modules to learn to reconstruct the training spectra. $J_r(x_s, x'_s)$ is the mean squared error (MSE) between observed, $x_s$, and reconstructed, $x'_s$, spectra:

$$J_r(x_s, x'_s) = \sum_{i=1}^{m} \frac{(x_{si} - x'_{si})^2}{m}$$

(13)

where $x_{si}$ and $x'_{si}$ are the $i^{th}$ channel of the observed and reconstructed spectra of sample $s$ respectively, and $m = 1024$ is the number of channels in the spectrum (indexed by $i$). $x'_s$ is the reconstructed spectra produced by the XRF Simulator function, $f$.

Prediction error, $J_p$, penalizes the difference between predicted concentrations and ground truth (given by geochemical analysis):

$$J_p(y_s, y'_s) = \sum_{e \in E} \frac{(y_{se} - y'_{se})^2}{|E|}$$

(14)

where $y_{se}$ and $y'_{se}$ are the actual and predicted (respectively) concentrations of element $e$ and sample $s$, $E$ is the set of all elements in use, and $|E|$, the number of elements, is 48, $y'_s$ is produced by the Output module. Finally, a weighted sum of the reconstruction error and prediction error yields the loss function, $J(w)$, used to train the model:

$$J(w) = \sum_s J_p(y_s, y'_s) + \beta J_r(x_s, x'_s)$$

(15)

where $s$ is a sample, $w$ is the set of all tunable weights (which are the neural network weights from the Encoder and Output modules and the global parameters from the XRF Simulator) and $\beta$ is the weight of the reconstruction loss (which is a hyperparameter). Optimizing $J_r$ and $J_p$ together has been shown to be better than or equal to optimizing prediction error, $J_p$, alone [36].

4 | RESULTS

48 elements were included in geochemical analysis, 30 of these were removed from the results because none of the methods were able to do better than predicting the mean; these 30 elements have very low-abundance and little variation in the samples studied, making the results inconclusive for these elements. Of the remaining 18, AXS achieved the best MSE on 11 elements, summarized in Table 1. A full list of expected prediction errors and standard errors for all 18 elements are given in Appendix A.1. Note that LR is not applicable to low-Z elements, so no results are reported for these; low-Z elements are particularly challenging for several reasons including small excitation factors, high attenuation, and increased scattering ([2], page 204). Li is of particular interest in this project; AXS achieved the best prediction error on lithium (Li, $Z=3$) as shown in Figure 2. From the results (Appendix A.1 Figure 5) we see that AXS outperformed the baselines and other neural networks on several low-Z elements (Li, Mg, Al, and K) and high-Z elements (Sn and Pb) despite these elements being outside the suitable range for the spectrometer to directly measure. Gallium (Ga) is well within range for the spectrometer but did poorly when calibrating against the K-L\textsubscript{3} ($K\alpha$) peak directly (using LR), whereas the multivariate models (LASSO, FCNN, and CNN) do much better and AXS does the best. For the remaining elements (where AXS was not the best model), the results were roughly tied between the
competing models.

We might expect LR, FCNN, CNN, and AXS to improve upon each other. FCNN is expected to outperform LR because FCNN has more parameters and utilizes the whole spectrum (albeit, at the risk of overfitting); CNN is expected to outperform FCNN because of the regularization power of the convolution layer; and AXS is expected to outperform CNN because it incorporates domain knowledge. Such monotonic improvement is observed in 3 elements (Al, Ga, and Pb), similar to the one shown in Figure 3 (graphs for all elements are shown in Appendix Figure 5). 6 elements (Ca, Cs, Mo, S, Sb, and Sr) performed oppositely—with FCNN’s MSE less than all other neural networks—but standard error is large, suggesting performance could have gone either way. CNN did not have the best MSE on any elements, but it was the runner-up for 4 elements (Al, Ga, Pb, Sn) as can be seen in Appendix A.1.

**TABLE 1** Elements where each model achieved the best MSE.

| Model | Best on          |
|-------|------------------|
| LR    | S                |
| LASSO | Rb Sb            |
| FCNN  | Ca Cs Mo Sr      |
| CNN   | Al Be Fe Ga Hf K |
| AXS   | Li Mg Pb Sn Zr   |

**FIGURE 2** Example where AXS does well but CNN does not. Results for LR are absent because Li does not have a K-L3 (Kα) line.

**FIGURE 3** Example of monotonic improvement in MSE. Error bars are ±1 Standard Error.

5 | DISCUSSION

From looking at spectral reconstructions we can gain an insight into what the model does well. Example reconstructions from AXS’s auto-encoder is shown in Figure 4 (in red). Reconstruction RMSE for the majority of samples is around the median (2.58), such as examples B, C, and D in Figure 4; many of the peaks fit very well. Peaks below 5 keV rarely fit well, such as in examples A, B, and E. This may be due to interference and increased photon scattering from the rough rock surface. Improving the simulator to account for secondary fluorescence (as in a recently published XRF simulator [37]), sum peaks, diffraction peaks, escape peaks, and other artificial peaks [38] may help the poor-fitting regions of the spectra and improve the reconstructions, which may then lead to improved predictions too. Implementing this functionality in a differentiable manner, as required for the method described in this paper, would be a good way to improve upon AXS.

AXS has the benefit of not requiring instrument parameters because it learns to model the XRF spectra from data. Since it relies on data, AXS should be retrained if the instrument changes or if the distribution of distances, rock sizes, or mineralogy changes. Another benefit of AXS is that inference is fast, requiring only a single pass through the Encoder module to make a prediction and it does so for all 48 simultaneously. This is fast compared to peak-fitting routines that run an iterative optimization routine to fit each new observed spectrum. Lastly, a benefit of auto-encoder architectures, such as AXS, is the ability to train in a semi-supervised [39] fashion; the Encoder and XRF Simulator...
FIGURE 4  Example spectra and AXS reconstructions for 5 different samples. A has the lowest RMSE and E has the highest RMSE. B, C, and D have RMSE near the median (which is 2.58). The mean RMSE is 3.01.
can be trained on unlabelled spectra while the whole model is trained on spectra labelled with composition provided by geochemical analysis. For example, in a mining shovel or conveyor belt application, it is expected that few samples will be sent for geochemical analysis (because large samples are more expensive) but spectra alone will be relatively cheap to obtain. Therefore, much of AXS can be trained on unlabelled data thus reducing the need to obtain many geochemical analyses.

Other variants of neural network architectures may also improve performance, but remain to be investigated, such as using deconvolutional layers (in the decoder) [31], variational auto-encoders [40], and others. The analysis-by-synthesis method explored in this paper may also be applicable to other spectroscopy disciplines, assuming the XRF spectra simulator is replaced with an appropriate simulator.

6 | CONCLUSION

The problem of XRF spectroscopy quantification where labelled data is limited and the fundamental parameters method is not directly applicable was investigated. As a proof-of-concept, an analysis-by-synthesis style auto-encoder trained on rock core samples demonstrated the potential of this method. We combined (1) learning from limited labelled data with a neural network and (2) an XRF spectra simulator based on fundamental parameters. In experimental results, we observed improved predictions on 11 elements, 6 of which fall outside the ideal range of the XRF spectrometer. We are confident that this method can be further refined and will extend the reach of XRF to more difficult applications.
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APPENDIX

A.1 | Full Evaluation Results

48 elements have ground truth, 30 of these were removed from the results because none of the models were able to do better than predicting the average, likely due to low-abundance of these elements. The results from the remaining elements are shown in Table 2 and Figure 5. The removed elements are Ag, As, Ba, Bi, Cd, Ce, Co, Cr, Cu, Ge, In, La, Mn, Na, Nb, Ni, P, Re, Sc, Se, Ta, Te, Th, Ti, U, V, W, Y, and Zn.

| Element | Baselines | Neural Networks |
|---------|-----------|----------------|
| Al      | 3.29e+0.24e-1 | 2.65e+0.26e-1  |
| Be      | 1.26e-7.26e-8 | 1.36e-7.26e-8  |
| Ca      | 8.71e+0.27e+0 | 6.14e+0.26e+0  |
| Cu      | 1.43e+0.31e+0 | 2.09e+0.16e+0  |
| Ga      | 3.19e+0.72e-8 | 2.31e-7.13e+0  |
| Hf      | 1.56e-7.21e-8 | 1.52e-7.21e-8  |
| K       | 1.10e+0.15e-1 | 1.28e+0.14e-1  |
| Li      | 1.54e+1.28e-3 | 1.53e+1.28e-3  |
| Mg      | 2.74e-5.07e-6 | 2.68e-5.10e-6  |
| Mo      | 9.89e-7.03e-8 | 9.37e-7.03e-8  |
| Nb      | 1.17e+0.14e+0 | 2.22e+0.14e+0  |
| Sc      | 8.75e-1.21e-2 | 9.41e-1.21e-2  |
| Se      | 1.13e-6.07e-7 | 1.20e-6.07e-7  |
| Sn      | 1.51e-8.07e-9 | 1.61e-8.07e-9  |
| Sr      | 9.42e+0.36e-4 | 9.14e+0.36e-4  |

**TABLE 2** MSE (mean squared error) and standard error reported across cross-validation test sets. Best scores for each element across all models are highlighted.
**Figure 5**  MSE and standard error (error bars) for each model and each element.