Abstract—NEO is one of the top public chains worldwide. We focus on its backbone consensus protocol, called delegated Byzantine Fault Tolerance (dBFT). The dBFT protocol has been adopted by a variety of blockchain systems such as ONT. dBFT claims to guarantee the security when no more than $f = \left\lfloor \frac{n}{3} \right\rfloor$ nodes are Byzantine, where $n$ is the total number of consensus participants. However, we identify attacks to break the claimed security. In this paper, we show our results by providing a security analysis on its dBFT protocol. First, we evaluate NEO's source code and formally present the procedures of dBFT via the state machine replication (SMR) model. Next, we provide a theoretical analysis with two example attacks. These attacks break the security of dBFT with no more than $f$ nodes. Then, we provide recommendations on how to fix the system against the identified attacks. The suggested fixes have been accepted by the NEO official team. Finally, we further discuss the reasons causing such issues, the relationship with current permissioned blockchain systems, and the scope of potential influence.
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I. INTRODUCTION

NEO [2] [3] has become one of the famous blockchain platforms [4] [5] prevailing in the world since 2017. At the same time, NEO was the earliest and the longest everlasting public chain platform in China [4]. The market capitalization of NEO, at the time of writing, reached around 0.78 billion USD. As an open-source, community-driven platform, NEO provides a developer-friendly environment to realize digital projects. A matured ecology with varieties of decentralized applications (DApps) has been established, covering Games, Lotteries, Wallets, and Exchanges. Developers across the world are active, forming one of the largest communities following Ethereum [6]. Furthermore, aiming at providing a smart economy system on the top of distributed networks, NEO has developed a complete architecture from basic components including its consensus mechanism and P2P networks, to upper-layer components such as NeoX, NeoFS, NeoQS [2] [3].

In this paper, we focus on its underlying consensus protocol, the delegated Byzantine Failure Tolerance (dBFT).

Consensus protocols allow distributed participants to collectively reach an agreement, in a way that all honest participants agree on the same decision. This enables the immutability of blockchains and prevents double-spending attacks [7]. Traditional consensus mechanisms, such as Byzantine fault tolerance (BFT), can tolerate a number of Byzantine nodes who perform arbitrary actions. BFT systems are permissioned in which the consensus committee consists of a small fixed number of nodes. The participated nodes provide a deterministic consensus guarantee [8] [9] for the agreement. BFT protocols have been adopted as the foundations of many variants and applied to various projects for special needs. For instance, a variant of Practical Byzantine Fault Tolerance (PBFT) [10] has been implemented for Hyperledger Fabric v0.5/v0.6 [11] and Hyperledger Sawtooth v1.0 [12] [13]. The protocol enables systems to run efficiently (with polynomial complexity) and safely (tolerate participants with arbitrary faults).

Similarly, dBFT is also a variant of PBFT. Three types of modifications in dBFT are identified compared to PBFT, including the architect model (from Client/Server to P2P), permission rules (from fixed to dynamic), and consensus procedures (from three-phase to two-phase). Based on such a design, dBFT provides a balance between performance and scalability. However, security has not been seriously evaluated. Performing a comprehensive analysis on its security is absent from official documents such as the whitepaper [2], website [3], and GitHub [14]. In fact, after digging into the source code, we observed that the implemented dBFT is different from the descriptions presented in its whitepaper. For instance, only a part of messages should be signed in the document [2], however, all transferred messages are signed in the actual implementation. For deep and thoughtful analyses concerning its security, in this paper, we provide the following contributions.

Review of dBFT. We have analyzed the source code to review the entire dBFT protocol, which is based on the version of gitcommit 5df6c2f05220e57f4e3180dd23e58bb2f675457d. Generally speaking, three types of nodes are involved in dBFT, namely, speaker (leader), delegate (backups) and common node (client). The speaker plays the role of a leader and makes up a committee together with delegates to run the consensus algorithm. Common nodes do not participate in consensus processes but only synchronize messages. dBFT is a two-phase (2PC) protocol that contains the phases of PREPARE and RE-
SPONSE. A speaker among delegates is selected as the leader, and then the delegate replies to all participated members with his response on success or failure. After receiving more than threshold responses on proposals, the member decides the next step: move on, rollback, or change view. Additionally, we also examine other modifications, such as the network model, rule of permission, etc. We omit them to narrow the paper scope.

Establish Formal Model. We provide a formal treatment of dBFT with the security goals in a clear and accurate way. The formal presentation of dBFT is based on State Machine Replication (SMR) model [15] [16] [17]. A state of dBFT is transited into a new state under the triggering of actions. We provide the formalized network model, involved entities (client, speaker, backups), and major components (consensus, view change). This model assists in presenting the full view of the protocol from its source code. Based on that, we define the security model of dBFT adopted in BFT-style protocols, containing both safety and liveness. Typically, the safety is used to guarantee that the consensus cannot decide on two different values. The liveness ensures a decision would be eventually made. Only when these two properties are satisfied at the same time, we say that the dBFT protocol is secure. The formalization procedure provides a clear and convincible presentation for finding vulnerabilities, especially when the protocol specifications have not been fully released.

Security Analysis of dBFT. We provide a strict security analysis under our formal model of dBFT. Based on our formal analysis, the dBFT protocol confronts the safety issue. To briefly show the issue, we present the current dBFT protocol in the left column in Fig[1] and denote each phase with the symbol (A1, A2). Suppose a portion of nodes failed in phase A2, their states may not synchronize to peers due to certain reasons. In this situation, although each node knows his own decision, he still has no knowledge of others’ decisions. When more than one conflicting decision is spread in the network, the consensus fails if no restart mechanism exists. dBFT employs the Viewchange phase to reset the system. However, Viewchange cannot guarantee the consistency caused by malicious attacks. For instance, compromised nodes in phase A2 may delay the message to split the network, making half of the consensus nodes accept decisions and ready to move on, while others do not. This breaks both the safety and liveness of the system. The former is due to the reason where inconsistent agreements make a coin spent multiple times. The latter is a side effect of the former — if the situation of inconsistent states is not resolved, the system cannot proceed. A failed consensus will cause irrecoverable financial loss [13].

Attacks in dBFT. We have identified two types of attacks on dBFT. Both attacks are feasible with no more than \( \lfloor \frac{n}{3} \rfloor \) nodes. The first attack requires the speaker to be Byzantine, and the second attack requires the package delay in the network. We assume that there are a total of seven delegates in the system performing the consensus. Although the attacks can be launched with any number of delegates, we set seven committee nodes to stay aligned with the initial configurations of the NEO official team. According to the quorum theory [19], the system should be able to tolerate at most \( f = \lfloor \frac{n}{3} \rfloor \) Byzantine nodes under \( n = 7 \). However, we provide the attacks in the case of \( f = 2 \) (malicious speaker) and \( f = 1 \) (package delay), respectively. We also provide concrete analyses based on these instantiations to show why dBFT is vulnerable to two or fewer malicious nodes.

Apply Fixes. We further provide our recommended fixes for the identified problems and project has been practically fixed according to our support [20] [21]. The fix of the issue is straightforward. Adding the Commit phase to the protocol, aiming to check whether enough (at least \( 2f + 1 \)) delegates have responded to the request. If a node receives \( 2f + 1 \) signed responses from the delegates in the Response phase, it commits the block by signing the response message together with state information. If receiving \( 2f + 1 \) commits messages, the node updates the local state of the blockchain by packing the block and broadcast the committed blocks to the network. As shown in Fig[1], the fixed three-phase protocol splits the Response phase A2 into two independent phases B2 and B3. The added phase B3, called Commit, is used to decouple the task of A2. Specifically, in phase B2, the speaker and delegates can obtain the decisions from other consensus nodes with no need to publish the block immediately. After receiving enough signatures, they enter the Commit phase, B3. In this phase, consensus nodes are aware of whether other committee nodes are ready to execute the same decisions (synchronize the same transactions/blocks in the next step) or not. If enough signatures (over threshold) get confirmed, the nodes can execute the PUBLISH process. In fact, this is a well-studied problem. It is possible to have a secure two-phase protocol for crash fault tolerance protocols (CFT), where the nodes can only be crashed. However, if in a system contains a group of Byzantine nodes who can behave arbitrarily, the additional Commit phase becomes necessary [10] [22]. As a standard construction derived from classic BFT protocols, a three-phase solution is proved to be secure in [23].

Further Discussion. We present several related questions to extend the scope of the reported issue of this work. Correspondingly, we provide comprehensive answers based on sufficient existing studies. In the above context, we report the issue and perform a solution to repair it. However, it is not enough. The myths surrounding this reported issue needs to be theoretically answered, and further discussions on the similar issue are crucial and urgent, because dBFT has been widely
adopted by several high-valued projects such as the Ontology [24]. We list several related questions from a general view, to explore why the same issue happens in many industrial instances. The topics include: (1) How does the issue come from; (2) Will the issue be thoroughly solved; (3) How to mitigate the issue; (4) Will the issue impact other BFT-style permissioned blockchains; and (5) What is the lesson learned from this work. The corresponding answers are based on our formalized analysis and existing theories. We believe that this work is educational to the design and development of formalized analysis and existing theories. We believe that this work is educational to the design and development of consensus protocols, and can be used as a reminder to avoid the same type of issues. In a nutshell, based on previous explanations, a short version of contributions are:

- We provide the first clear and accurate presentation of the dBFT protocol (in particular, for the NEO project [3]) based on its source code 5df6c2f05220e57f4e3180dd23e58bb2f675457d.
- We provide a formal treatment of the dBFT protocol by employing the State Machine Replication model (SMR) [17]. The investigated source code version keeps pace with the version in [1].
- We conduct a rigorous analysis of the security of dBFT, and identify two attacks against the claimed security promise. We provide two concrete example attacks with visualized graphs derived from our formal analysis, to illustrate how they may work in practice.
- We have fully disclosed our results, covering both identified vulnerabilities and recommended fixes, to the NEO team. They acknowledge that the attacks are effective in their system, and the reported problems have been properly fixed with the help of our suggestions [20] [21].
- We discuss the origination of the issue and the relationship with current permissioned blockchain systems. We also discuss the potential impacts of such security issues.

The rest of our paper is structured as follows: A formal dBFT protocol based on the SMR model is presented in Section II. Formal security analysis is provided in Section III. Two example attacks with visualized workflow are shown in Section IV. The discussions on identified security issues are listed in Section V. Related studies surrounding this paper are presented in Section VII. Finally, the summary and future work are provided in Section VIII.

II. dBFT Formal Presentation

NEO system is a multi-participant flat topology system, containing the Byzantine nodes that can behave arbitrarily. Also, the network may fail to unconsciously or maliciously duplicate/deliver/delay the message, making the system out of order. Thus, the challenge is to guarantee that non-faulty nodes can execute the same operation with a consistent output. As a variant of PBFT, dBFT follows the same network assumption, where the nodes are not fully trusted and the network is partially synchronous. We provide an overview of the dBFT protocol in Fig.2 and the notations in Table I as the guideline.

A. dBFT as SMR model

In dBFT, states are replicated and broadcast across multiple nodes in a distributed environment. The dBFT consensus algorithm can be modelled as a state machine with replication. Each node that participates in the consensus acts as a replica to maintain the states for consistency. The delegates in the consensus group \(N\) are labelled by the indexes \(\{0, ..., |N| - 1\}\). To formally present the system, we abstract the NEO system based on State Machine Replication (SMR) model [15] [16].

The model presents the transition of states\(^2\) under specified actions. An old state moves to a new state (also known as the final state) according to the given sequence of inputs and actions at a discrete-time tick. The actions are marked with two notations containing pre-condition and effect, respectively, defining the achievability of inputs and the impact of the changes. Here we provide the definitions.

**Definition 1 (dBFT).** The dBFT is a state machine denoted as a tuple \(< V, V', N, C, O, O', f, v_0, net >\), and the dynamic transition state is defined as:

\[
f : V \otimes N \otimes C \otimes O \xrightarrow{\text{net}} O' \otimes V',
\]

where \(V\) represents a set of states or views with the initial state \(v_0\), \(V'\) is a group of new views after actions, \(N\) describes the consensus nodes while \(C\) represents non-consensus nodes or saying clients, \(O\) is a set of actions and \(O'\) indicates the operated actions under the transition function \(f\), \(\text{net}\) means the pair of messages targeting with its destination \((m, i)\) under multichannel network.

\(^2\)In this paper, we regard the term state and view as the same.
From the definition, dBFT can be regarded as a replicated state machine in an abstract presentation, in which the current view is transitioned into a new view under given actions among the participated consensus nodes. Each consensus node (delegates) in the system can be identified as \( i \in \mathcal{N} \) while non-consensus node (client/common nodes) as \( c \in \mathcal{C} \). The clients send requests to consensus nodes and wait for the replies after the consensus is completed. Since the speaker is selected in turns among delegates \( \mathcal{N} \), each node can play the role of both speaker role and delegate as it does in traditional distributed systems. The delegate, as a replica/backup, receives the state/view from the speaker and maintains the state to keep the consistency. Another important component is the network in the system, and it could be regarded as Multicast Channel (MC). A message \( m \) in the message space \( \mathcal{M} \), where \( m \in \mathcal{M} \), is transferred to its destination of a consensus node \( i \), where \( i \in \mathcal{N} \), which makes up a pair \((m, i)\). Each pair in the space forms the contents in MC, and we use \( \text{net} \) to describe it. For simplicity, we use PREPARE and RESPONSE to represent the PrepareRequest and PrepareResponse in the source code.

The procedures of dBFT are presented in a specific description through the SMR model. Each procedure, containing several processes executed by different roles of members, represents a specified time interval. For role, it contains three types of entities: client \((c \in \mathcal{C})\), delegate \((i \in \mathcal{N})\) and speaker \((p \in \mathcal{N})\). Note that the speaker is elected from the delegates, so they belong to the same set. For process, if a state gets updated under some actions with expected results, we regard it as a successful process. Each process consists of two elements, the initial state and the operational action. The state contains a serial descriptions on different events, such as Blocksent, ViewChanging, and RequestSent. The action, described in functionalities like SEND, REQUEST, etc, is made up by a set of actions to finish the specified target.

To highlight the key procedures of dBFT, we capture two important elements described in SMR, namely view and transition. We regard view as a collection of the messages, including proposals and responses in each process. We use message to describe the messages that are closely related to consensus. We emphasize several metrics such as the view \( v \), or the block height \( h \). The transition contains a series of actions in time sequence. Then, the messages are transferred under these actions to complete the transitions. Besides, some auxiliary functions are also provided in the following procedures. We introduce them in corresponding parts.

### B. Network Skeleton

The nodes in the distributed system communicate with each other through a partially synchronous network. \( m \), where \( m \in \mathcal{M} \), represents the messages sent in the channel. \( m \) includes the messages related to the transaction and block information. The message \( m \) and its destination \( i \), where \( i \in \mathcal{N} \), are mapping to the pair \((m, i)\), denoted with \( \text{net} \) as a component in the model. \(< m >_{\sigma} \) means the message \( m \) is signed by the delegate \( i \). It is assumed that the \( \text{net} \) records all messages exchanged in channels, providing a simulation environment for actions.

The MC network in the system provides SEND and RECEIVE actions for each direct channel between peers. SEND represents the actions executed at the origin, either by the client \( c \) or the delegate \( i \), and each of them is signed by the function \( \text{sig} \) before disseminating. RECEIVE describes the actions to be executed by the destination node, to record the transferred messages when arriving at the destination. MISBEHAVE represents the messages that might be lost or duplicated in the channel, and SMR allows it to simulate the misbehaviour in \( \text{net} \).

For a normal transition, the \( \text{SEND}(m, \mathcal{N})_i \) action means that node \( i \) broadcasts the messages to the destination set \( \mathcal{N} \), i.e., all delegates. The RECEIVE action, randomly executed by one of the nodes in the destination set, reads the message and stores it into the memory pool. Note that, although the message can be sent to both \( i \) and \( c \), we focus on the part of \( i \) in MC. Equivalently, we only consider the events that relate to the consensus process.

#### State

\[
\text{net} \subseteq \mathcal{M} \times 2^{\mathcal{N}}, \text{ initial}\{\}\n\]

\[
\text{net}_{\text{faulty}} \in \text{Bool}, \text{ initial false} \n\]

\[
< m >_{\sigma} = \text{sig}(m, i), \text{ initial}\{\}\n\]

#### Transitions

\[
\text{SEND}(m, \mathcal{N})_i \n\]

\[
\text{Eff} : \text{net} := \text{net} \cup (m, \mathcal{N}) \n\]
C. Communication with Clients

The communication with a client is modelled as a process, where the delegate \( d \) receives the requests (transactions) from the client \( c \) (lightweight/common nodes) and replies to the client after the corresponding execution. The request from the client \( out_c \) is the input to the delegate \( in_i \). The timestamp is remarked as \( t \) while the operation is as \( o \). The node failure in the equation represents the failure caused by nodes, including both malicious and unconscious ways. The failure leads to the retrans operation of the message. retrans represents re-broadcasting the messages. Here are the parameters \( o \in O, c \in C, i \in N, r \in O' \) and \( m \in M \).

For the normal transition without node faulty, the client \( c \) sends the requests to the delegate \( d \) by executing REQUEST and SEND. The request adds the needed messages in the request to the \( out_c \) and then invokes SEND to broadcast the request messages to all delegates. The delegate executes RECEIVE to add the request into its memory and executes the verification process to check the correctness of format, signature, hash value, etc. After that, the client obtains the replied messages signed by the delegates via REPLY, which includes the current view number \( v \), timestamp \( t \), delegate \( i \), and client \( c \). If the client is failed due to some reason, the retrans will be set true to repeatedly invoke SEND.

State

\[
\begin{align*}
v_c & \in V, \text{ initial } 0 \\
in_c & \subseteq M, \text{ initial } \{\} \\
out_c & \subseteq M, \text{ initial } \{\} \\
\text{retrans}_c & \in Boole, \text{ initial false} \\
\text{node-faulty}_c & \in Boole, \text{ initial false} \\
\text{verify}(m) & \in Boole, \text{ where } \{\forall i \in m, i = true\}
\end{align*}
\]

Transitions

REQUEST\((o)_c\)

\[
\text{Eff : } out_c = \{<\text{REQUEST}, o, c, t, m_{\sigma_c}, >\} \\
in_c := \{\} \\
\text{retrans}_c := false
\]

SEND\((m, N)_c\)

\[
\text{Pre : } m \in out_c \land \text{retrans}_c \\
\text{Eff : } out_c := out_c \cup \{<\text{REQUEST}, o, c, t, m_{\sigma_c}, >\} \\
\text{RECEIVE}(<\text{REQUEST}, v, t, i, c, m_{\sigma_c}, >) \\
\text{Eff : } \text{verify}(<\text{REQUEST}, v, t, i, c, m_{\sigma_c}, >) \\
\text{if true} \\
in_i := in_i \cup \{<\text{REQUEST}, v, t, i, c, m_{\sigma_c}, >\}
\]

SEND\((m, N)_c\)

\[
\text{Pre : } m \in out_c \land \text{retrans}_c \\
\text{Eff : } \text{verify}(<\text{REQUEST}, v, t, i, c, m_{\sigma_c}, >) \\
\text{Eff : } \text{in}_i := \text{in}_i \cup \{<\text{REQUEST}, o, c, t, m_{\sigma_c}, >\}
\]

D. Speaker and Delegates

The delegates reply to the request from clients according to the consensus process. When the consensus starts, the nodes that participate in the consensus process decide their roles first by a deterministic formula \( p = (h - v) \mod n \) to simulate a round-robin algorithm. The elected speaker executes and sends the \(<\text{prepare}>\) message in the current round, and collects the \(<\text{response}>\) messages from delegates. Both messages contain the information of view number \( v \), block height \( h \), node index \( i \), and block payload. Note that, all the messages are signed by the sender. When receiving messages, the receiver first verifies their validity. For the speaker and delegates, if the received message passes, the consensus proceeds as normal; if it fails or times out, the Viewchange is launched to restart the consensus. A timer is embedded inside the node to avoid being blocked. The detailed mechanism of Viewchange will be discussed later.

The parameters are set as follows. State records and stores the initial parameters. Action defines the behaviour of nodes. Auxiliary function defines the functions used in consensus procedure, and each of them will be invoked for several times. Transition refers to the state transition during the consensus. Three SEND actions separately represent the outputs towards the speaker \( p \), delegates \( i \) and clients \( c \). \((v, t, h) \in V, (i, j, p) \in N, c \in C, m \in M, V \subseteq V'\). The new view and current view will satisfy the equation as \( V' = V \times (N' \rightarrow O) \times (N \rightarrow V)\). The auxiliary function provides inter-generated functions used in the system. primary\((i)\) specifies the rules of speaker selection. count describes the number of received signatures is more than certain threshold like \((2f + 1)\). The notation eql\((v, i)\) means that the current view number of node \( i \) is \( v \), while oper\((m, \text{FUNCTION})\) represents the operations executed on \( m \) by certain methods \text{FUNC} where \text{FUNC} = \{\text{REQUEST,REPLY,VIEWCHANGE,}\ldots\}.

State

\[
\begin{align*}
v_0 & \in V, \text{ initial } v_0 \\
out_i & \subseteq M, \text{ initial } \{\} \\
v_i & \in V, \text{ initial } 0 \\
\text{node-faulty}_i & \in Boole, \text{ initial false}
\end{align*}
\]
Action
RECEIVE(<REQUEST, o, t, c, mσa >i)
RECEIVE(<PREPARE, v, h, p, mσp >i)
RECEIVE(<RESPONSE, v, h, j, mσj >i)
RECEIVE(<VIEWCHANGE, v, h, j, mσj >)
NODE-FAILURE;
SEND-PREPARE(m, v, h)i
SEND-VIEWCHANGE(v)i
SEND(m, N)i

Auxiliary Function

primary(i) ≡ p = (h − v) mod N
count() ≥ (2f + 1)
eql((v, i) ≡ vi = v
oper(m, FUNC) ≡ m =< FUNC>

Transitions

CONSENSUS(<REQUEST, mσa >, <PREPARE, mσa >)
SEND(m, N − {i}),
Pre : m ∈ outi ∧ ¬oper(m, REQUEST) ∧ ¬oper(m, PREPARE)
Eff : outi := outi − {m}
SEND(m, {primary(i)}),
Pre : m ∈ outi ∧ oper(m, REQUEST)
Eff : outi := outi − {m}
SEND(<PREPARE, v, t, c, i, r, mσr >, {c})i
Pre : <PREPARE, v, t, c, i, r, mσr > ∈ outi
Eff : outi := outi − {<PREPARE, v, t, i, c, r, mσr >}

E. View Change

View change provides liveness in protocols when the current view fails or the consensus is temporarily blocked. It guarantees the system continuously proceeds. In dBFT, the Viewchange is triggered by <Timeout> from consensus nodes when states are inconsistent. View change effectively prevents the participated nodes from indefinitely waiting. When times out, the node i will terminate accepting messages and restart the view with an increased index v + 1. After receiving at least 2f + 1 <viewchange> signatures, the nodes reset the parameters and launch a new view.

There is a timer in the system to calculate the time since a new view starts. If the agreement cannot be reached, probably due to the configured time slot, or the illegal transactions, the delegate nodes will broadcast <viewchange>. Each of them has a counter. When receiving more than \( \lceil \frac{2f}{n} \rceil \) signed messages, the consensus restarts to enter the next round and re-selects a speaker. Initially, the delegates enter the view with the number v = 0, and it increases along with the proceeding rounds. If view change is successfully triggered, the protocol enters a new round with the view number v + 1. The lifetime of a view is configured as \( F(t) = 2^{t+1} t^* \) [2], where \( t^* \) is the default time interval of the block generation and v is the current view number. Note that with iterated rounds, the waiting time will exponentially increase, thus frequent <viewchange> is avoided which makes nodes obtain enough time to reach the agreement. The view v remains valid until the agreement is achieved or the system is crashed. View change mitigates the influence of network delay.

F. Consensus

Without malicious nodes or frustrating delays, the algorithm will proceed with the normal operations. Note that no matter whether receiving the <REQUEST> message or not, the agreement can always be achieved. When the consensus launches, the participated consensus nodes first decide their roles via \( p = (h − v) \) mod n. Each node has the opportunity to be selected as the speaker. The probability is equivalent for every node. The selected speaker executes the PREPARE and invokes the SEND to broadcast the <PREPARE> message to all other delegates. When the delegate j receives the messages, s/he verifies their correctness. If passed, the delegate j executes RESPONSE and invokes SEND to broadcast the <RESPONSE> message to peers (including the speaker). The consensus nodes collect the <RESPONSE> messages and verify them while waiting for sufficient (more than the threshold) messages. Once the agreement is reached on the current state, the system publishes the block. For simplicity, we employ the functions of REQUEST, PREPARE and PUBLISH to separately represent the PrepareRequest, PrepareResponse and tell (block) in source code.

Normal Case Consensus

RECEIVE(<REQUEST, o, c, t, mσr >i)
Eff : if t = ti then
outi := outi ∪ {<REPLY, v, t, i, c, mσr >}
else if t > ti then
inj := inj ∪ {<REQUEST, o, c, t, mσr >}
if i ≠ p then
outi := outi ∪ {<REQUEST, o, c, t, mσr >}
PREPARE(h, v, m)i
Pre : primary(i) = i
Eff : outi := {<PREPARE, h, v, i, mσr >}
SEND-PREPARE(m, v, h)i
Pre : i = p ∧ V(vi, i) ∧
∃ o, c, t : (<REQUEST, o, c, t, mσr > ∧ m ∈ ninj) ∧
\( \not\exists (\not< \text{PREPARE}, h, v, mσr , ∈ ninj) \)
Eff : outi := outi ∪ {<PREPARE, h, v, i, mσr >}
RECEIVE(<PREPARE, h, v, mσr >ji) (i ≠ j)
Pre : j ≠ p ∧ \( \not\exists o, t : (<\text{PREPARE}, o, i, t, mσr , \notin inj) \)
Eff : verify(\( < \text{PREPARE}, h, v, i, mσr > \)) if true
inj := inj ∪ {<REQUEST, h, v, mσr >}
RESPONSE(h, v, m)i
Pre : primary(j) ≠ i
Eff : outj := {<RESPONSE, h, v, i, mσr >}
SEND-RESPONSE
Eff : outj := {<RESPONSE, h, v, i, mσr >}
RECEIVE <RESPONSE, h, v, m>
Pre : \( \not\exists a, i, t : (<\text{RESPONSE}, a, i, t, mσr , \notin inj) \)
Eff : verify(<RESPONSE, h, v, mσr >)
if true
inj := inj ∪ {<RESPONSE, h, v, mσr >}
PUBLISH(m, v, h)i
Pre : count(RESPONSE) ≥ 2f + 1
Eff : vi = v0
outj := outj ∪ {<PUBLISH, h, v, i, mσr >}
G. Security Goals

Safe Behaviour. The safe behaviors, denoted as $S$, are used to define the actions that ensure the BFT-style protocols normally operating. In contrast, the failure of the system means the agreement cannot be achieved. It might be caused by different ways, such as network failure or node destruction. It is well known that the threshold of the BFT system is $f \leq \lfloor \frac{n}{3} \rfloor$, where $n$ is the committee size [10]. dBFT follows this assumption.

State

$v \in V$, initial $v_0$

$in \subseteq O \times N$

$out \subseteq O' \times N$

$\exists i \in N$, $\text{node} \_ \text{faulty}_i \in \text{Bool}$, initial false

$\exists i \in N$, $\text{net} \_ \text{faulty}_i \in \text{Bool}$, initial false

$n \_ \text{faulty} \equiv \{ i | \text{node} \_ \text{faulty}_i = \text{true} \}$

where $\text{count}(i) = f$

Transitions$(f \leq \lfloor \frac{n}{3} \rfloor)$

NODE-FAILURE

$\text{Eff} : \text{node} \_ \text{faulty}_i = \text{true}$

NETWORK-FAILURE

$\text{Eff} : \text{net} \_ \text{faulty} = \text{true}$

Execute

$\text{Pre} : < o, t, i > \exists i$

$\text{Eff} : in \leftarrow in - \{ o, t, i \}$

$out \leftarrow out \cup \{ r, t, i \}$

Based on the safe behavior $S$, we then define the liveness and safety, and the consensus security of dBFT. The definition of liveness and safety [26] can be formally established through a predicate $P(t)$, where $t$ represents time, and $t_0$ refers to the starting time. Set $x$ to be a process that is deadlock-free.

Liveness. Liveness stipulates that all processes eventually decide on a value, and the definition is stated as:

Definition 2 (Liveness). $\forall t_1 \geq t_0$, $\exists t : t_1 > t < \infty : P(t) = \text{True}$, where $P(t)$ represents $x$ stops waiting at the time $t$.

More specifically, the system will never be blocked for an endless loop, which means the Timer $T = 2^{n+k}t$ in the Viewchange phase cannot be infinite, where $t << \infty$. It is important to ensure that there always exists at least one agreement (process) to be achieved in a finite round before the timeout. Therefore, there exists one certain round which makes enough delegates receive sufficient (more than the threshold) signatures within the specified time. Consequently, we conclude the lemma of liveness in dBFT as follows:

Lemma 1 (Liveness). The consensus achieves the liveness property under $S$ whenever it satisfies: For all states $v \in V$, there always exists at least one state $v_i$ at a certain round in which the delegates could receive enough signatures (over the threshold $\lfloor \frac{2n}{3} \rfloor$) to reach the agreement. Formally, $\forall v \in V$, $\exists v_i \in V$, satisfying

$$\{ T | T = 2^{v+k}t^* << \infty \land \text{count}(S_{v_i}) > \lfloor \frac{2n}{3} \rfloor \},$$

where $v_i$ is the state $i$ identified by a value, $t^*$ is the timespan at a fixed value, $T$ is an accumulated timer along with the increased round $k$, following the equation $T = 2^{v_i+k}t^*$. $S_{v_i}$ represents the received signatures on the state $v_i$ from others, $\text{count}()$ is a counter to calculate the specific number, and $\text{count}(S_{v_i})$ represents the number of received signatures on state $v_i$ from other consensus nodes.

Safety stipulates that no processes decide on different values, and the definition is defined as:

Definition 3 (Safety). $\forall t \geq t_0 : P(t) = \text{False}$, where $P(t)$ represents $x$ is in STOP or a deadlock state at the time $t$.

More specifically, this definition indicates the state can never be deadlocked on bad processes. Equivalently, the consensus cannot be blocked or forked by faulty nodes. In dBFT, it is required that the number of accumulated signatures from faulty nodes should be no more than $\lfloor \frac{f}{3} \rfloor$ out of total nodes, so that the safety can be achieved in a correct state. Consequently, we conduct the lemma of safety as follows:

Lemma 2 (Safety). The consensus achieves the safety property under $S$ whenever it satisfies

$$\text{count}(S_{v_i} \_ f) \leq \lfloor \frac{\text{count}(S_{v_i} \_ n)}{3} \rfloor,$$

where $f$ means the faulty node and $n$ is the whole consensus node, $\text{count}(S_{v_i} \_ f)$ defines the signatures’ origination, $S_{v_i} \_ f$ are the received signatures on state $v_i$ from faulty nodes, $S_{v_i} \_ n$ are the received signatures from the whole consensus nodes. count is the counter of accumulated signatures. $\text{count}(S_{v_i} \_ f)$ means the number of received signatures on state $v_i$ from faulty nodes while $\text{count}(S_{v_i} \_ n)$ on state $v_j$ from the whole consensus nodes.

Security. Based on above definitions, we further define the security of the dBFT protocol as:

Definition 4. The dBFT protocol is secure when it satisfies the liveness and safety property in the actual implementation.

More specifically, we can assume that there exists a set of cases, which contains all types of faults: $\text{FAULTY} = \{ s \in (1, 2, \ldots) | F_s \}$. We conduct the lemma of security as follows:

Lemma 3. The dBFT protocol is secure, when satisfying that

$$\text{liveness} \land \text{safety} = \text{false},$$

under the case $s$, where the case $F_s$ is defined as

$$\text{FAULTY} = \{ s \in (0, 1, 2, \ldots) | F_s \} = \varnothing.$$

III. Security Analysis

Assume that there exists a case of faulty $F_0 \subseteq \text{FAULTY}$ under $S$. The state of $F_0$ contains the $f$ faulty that is caused by either malicious nodes $f_s \in N$ or network failure $f_{\text{net}} \subseteq \text{net}$. We can obtain that:

$$\begin{cases} 
\text{node} \_ \text{faulty}_i \ | \text{net} \_ \text{faulty} \equiv \text{true} \\
\text{count} \_ \text{faulty} = f \\
\text{count} \_ \text{net} = 3f + 1 \\
\text{count} \_ \text{honest} = n - f
\end{cases}$$
In initial, one of the faulty (or malicious) nodes $f_1$ is selected to be the speaker, and it spreads two conflicting blocks as messages $m_L$ and $m_R$, where the number of each type is equal to the other. After the Prepare phase, half of the delegates receive $m_L$ while the others receive $m_R$.

SEND-PREPARE($m_L, m_R, v, h_i$)
Pre : $f_1 = p, m_L \in Q_L, m_L \in Q_R, Q_L \subseteq M$
$Q_R \subseteq M, Q_L \cup Q_R = M, Q_L \cap Q_R = \emptyset$
node faulty $y_i \mid net \_faulty = true$

count($m_L$) = count($m_R$)
Eff : out$_i$ := out$_i$ $\cup$ {< PREPARE, h, v, p, ($m_L$)$_{\sigma_p}$} 
out$_i$ := out$_i$ $\cup$ {< PREPARE, h, v, p, ($m_R$)$_{\sigma_p}$}

RECEIVE(< PREPARE, h, v, ($m_L$)$_{\sigma_p}$, i$_i$)
Pre : $i = \{1, 2, ..., n/2\}$

Eff : in$_i$ := in$_i$ $\cup$ {< PREPARE, h, v, ($m_L$)$_{\sigma_p}$} 
RECEIVE(< PREPARE, h, v, ($m_R$)$_{\sigma_p}$, j$_j$)
Pre : $j = \{n/2 + 1, ..., n\}$

Eff : in$_j$ := in$_j$ $\cup$ {< PREPARE, h, v, ($m_R$)$_{\sigma_p}$} 

Each delegate verifies the received messages and makes the <RESPONSE> message. Since these messages are half to half between two blocks, it results in the numbers of signatures on, respectively, $m_L$ and $m_R$ are equal to each other.

SEND-RESPONSE(h, v, m$_L$, i$_{i_l}$), $i_l \in N$

Eff : out$_{i_l}$ := out$_{i_l}$ $\cup$ {< RESPONSE, h, v, i, ($m_L$)$_{\sigma_i}$} 

SEND-RESPONSE(h, v, m$_L$, i$_{i_l'}$), $i_l' \in N$

Eff : out$_{i_l'}$ := out$_{i_l'}$ $\cup$ {< RESPONSE, h, v, j, ($m_L$)$_{\sigma_j}$} 

RECEIVE < RESPONSE, h, v, m$_L$ >
Eff : $S_L$ := in$_L$ := in$_L$ $\cup$ < RESPONSE, h, v, ($m_L$)$_{\sigma_i}$>

RECEIVE < RESPONSE, h, v, m$_R$ >
Eff : $S_R$ := in$_R$ := in$_R$ $\cup$ < RESPONSE, h, v, ($m_R$)$_{\sigma_j}$>

Since the signatures on different messages are equal, the consensus cannot be reached in the current round. When it times out, each node will disseminate <VIEWCHANGE> messages to restart the next round. A new round gets started when the node receives enough messages over threshold.

SEND-VIEWCHANGE(h, v, m$_L$, l$_{l'}$), $l' \in N$

Pre : count($S_L$) = count($S_R$), $v = k + 1$ ($k = 1$)

$\{ m_L \in M \subseteq l' \}$

Eff : out$_{i_l'}$ := out$_{i_l'}$ $\cup$ {< VIEWCHANGE, h, v, k, m$_N$, i$_{i_l'}$} 

RECEIVE < VIEWCHANGE, h, v, k, ($m_N$)$_{\sigma_i}$ >
Eff : $V = v_0$

$S_N$ := in$_{i_l'}$ $\cup$ {< VIEWCHANGE, h, v, ($m_N$)$_{\sigma_i}$} 

At the new round, a new speaker is selected to disseminate <PREPARE> messages $m_N$. The honest nodes will accept $m_n$ while the faulty nodes abandon it.

SEND-PREPARE(m$_N$, v, h$_i$)$_{l'}$, $i_l' \in N$

Pre : count(VIEWCHANGE) $\geq 2f + 1$, primary($i_l'$) = $p$

Eff : out$_i$ := out$_i$ $\cup$ {< PREPARE, h, v, p, ($m_N$)$_{\sigma_p}$} 

RECEIVE (< PREPARE, h, v, m$_N$, i$_{i_l'}$)$_{l'}$
Pre : $i_l' \in N \cap i \in N' = \emptyset$

Eff : in$_{i_l'}$ := in$_{i_l'}$ $\cup$ {< PREPARE, h, v, m$_{\sigma_i}$, >}

The faulty nodes refuse to accept $m_N$. Meanwhile, they fake the signatures on $m_R$ (denoted as $S_R'$) that they had not signed at the last round. The total number of newly faked $S_R'$ in the current round and already received $S_R$ in the last round is equal to the signatures $S_N$ on $m_N$ signed by honest nodes. Note that, the faulty nodes can be instantiated as different roles in different cases. Probably, one is the malicious node with fake, while the other one is the network delay with delay.

SEND-RESPONSE(m$_L$, v, h$_i$)$_{l'}$, $i_l' \in N$

: node faulty = true

Eff : $S_R' = fake_{f_i}(m_R)$ 

out$_{i_l'}$ := out$_{i_l'}$ $\cup$ {< RESPONSE, h, v, p, ($m_N$)$_{\sigma_p}$} 

out$_{i_l'}$ := $S_R \cup S_R'$ 

SEND-RESPONSE(m$_L$, v, h$_i$)$_{l'}$, $i_l' \in N$

: net faulty = true

Eff : $S_R' = delay_{f_i}(m_R)$ 

out$_{i_l'}$ := out$_{i_l'}$ $\cup$ {< RESPONSE, h, v, ($m_N$)$_{\sigma_p}$} 

out$_{i_l'}$ := $S_R \cup S_R'$ 

According to these failures, two exemplifications will be described in detail in the following section. Here, we can calculate the signatures on each different messages. The signatures on message $m_N$ is calculated as

$\text{count}(S_{N+(n-f)}) = n - f = 3f + 1 - f = 2f + 1$, 

while the signatures on message $m_R$ (including valid $S_R$ and faked $S_R'$, totally denote as $S_R'$) is as

$\text{count}(S_{R-f}) = \text{count}(S_R + S_R')$

$= n + f + 1 = 4f + 2 = 2f + 1$. 

Therefore, we can see that

$\text{count}(S_{R-f}) = 2f + 1 = \text{count}(S_{N-(n-f)})$. 

From the above, the signatures of the new block $S_N$ signed by honest nodes is equal to $S_f$ by faulty nodes. Thus, the consensus is still being blocked. When times out by Timer$=2^{k+t_0}$, the nodes turn to the Viewchange phase. Due to the configuration of protocol tolerance time, the parameter $t$ is close to failure within its settings. Based on such processes, we can induct the following theorems.

Theorem 1. The case $F_0$ cannot provide liveness under the safe behaviors $\mathbb{S}$ in the dBFT consensus mechanism.

Proof This can be proved by the contradiction. From the case $F_0$, we can see that

$\text{count}(S_L) = \text{count}(S_R)$. 

The equation means the signatures on state $L$ from the malicious nodes $f$ are equal to that on state $R$ from the honest nodes $n - f$. Therefore, the consensus turns into the Viewchange. At the next round, we can see that

$\text{count}(S_{R-f}) = \text{count}(S_{N-(n-f)})$. 

The consensus is still being blocked at the new round because the malicious nodes hold the $2f + 1$ signatures in
total. It causes another conflict in the following round. The accumulated time \( T \) by timer in the Viewchange will roundly increase, which may lead to two results:

- the system crash due to exceeding the pre-configured tolerance time \( T_0 \), where \( T > T_0 \); or
- being blocked for an endless loop if there are no constraints on the tolerance time, where \( \lim_{k \to \infty} T = \infty \).

Intuitively, both cases contradict to the conditions defined in Lemma 1. Therefore, the dBFT protocol cannot satisfy the liveness, and it is consequently contradicts to liveness in Definition 2. Therefore, Theorem 1 is proved.

**Theorem 2.** The case \( F_0 \) cannot provide safety under the safe behavior \( S \) in the dBFT protocol.

**Proof.** The theorem of safety can be proved by the contradiction. From the case \( F_0 \), we can see that:

\[
\text{count}(S_{R\leftarrow f}) = \text{count}(S_{N\leftarrow n-f}) < \left\lfloor \frac{\text{count}(S_{N\leftarrow n})}{3} \right\rfloor.
\]

The equation means the number of received signatures on state \( R \) from the malicious nodes \( f \) are equal to that on state \( N \) from the honest nodes \( n-f \). Since no malicious nodes sign on state \( N \), the number of signatures on \( N \) from the honest nodes \( n-f \) is equal to signatures from the total nodes \( n \). Thus, it is no more than the threshold, which cannot satisfy the condition of safety in Lemma 2, and it is consequently contradicted to the definition of safety in definition 3. Thus, Theorem 2 is proved.

**Theorem 3.** The dBFT consensus is not secure under the safe behavior \( S \) in the NEO system.

**Proof.** This theorem can be proved in the contradiction. From Theorem 1 and Theorem 2, we can observe that \( \{F_0 \mid \text{Liveness} = \text{false}\} \) and \( \{F_0 \mid \text{Safety} = \text{false}\} \). As a result, it can be concluded that \( \{F_0 \mid \text{Liveness} \wedge \text{Safety} = \text{false}\} \). As \( F_0 \subseteq \text{FAULTY} \), from Lemma 5 we obtain that:

\[
\text{FAULTY} = \{ i \in \{0, 1, 2, \ldots\} \mid F_i \} \neq \emptyset.
\]

This indicates that the dBFT protocol is not secure under the safe behavior \( S \), and it is contradicted to the security in Definition 3. Thus, Theorem 3 is proved.

**IV. Vulnerability In Attacks**

In this section, we provide two types of attacks as examples to demonstrate the correctness of our formal analysis for better understanding. We focus on the attack logic and corresponding security analysis. There are a total of seven nodes (align with the number of nodes set by the NEO foundation team), and the system is supposed to tolerate \( f = (n-1)/3 = 2 \) Byzantine nodes. However, we show that we can break the consensus safety with no more than two Byzantine nodes.

**A. Breaking safety when \( f = 2 \)**

In this part, we focus on the attack model, implementation, and security analysis under the case of Byzantine behavior. The system is supposed to tolerate \( f = (n-1)/3 = 2 \) Byzantine nodes when \( n = 7 \). We provide the details to break the consensus safety, and thus perform the double-spending attack, with two Byzantine nodes.

1) **Attack Model:** Byzantine behavior means a node can conduct arbitrary actions, including both malicious or honest actions. The vulnerability is due to malicious behaviors controlled by Byzantine nodes. We give the definition of this case.

**Definition 5** (\( f = 2 \)), Assuming that there are totally 7 delegates in the committee, and two of them (including the speaker) are Byzantine nodes, i.e., \( f = 2 \). The attack under such condition is denoted as \( f = 2 \).

2) **Attack Logic:** The protocol of Logic \( f = 2 \) holds five phases in each round. At the end of each round, the algorithms trigger the Viewchange to re-launch the view. There are totally two Byzantine nodes, one is elected as the speaker, denotes as \( A_1 \), and the other one becomes one of the delegates, denotes as \( A_2 \). We capture one slot to how the rounds process. Here is the implementation logic.

**Round i**

- **step1:** The first step is to select the speaker among delegates. The principle is based on the rule of \( p = (h-v) \mod n \) to rotate the authority.

- **step2:** We assume that the speaker \( A_1 \) is the Byzantine node, with the action: simultaneously send two proposals \(<\text{PrepareRequest}>\) on block1 to half of the delegates, and block2 to the other half of the delegates.

- **step3:** After a short time, the delegates in the network receive the proposal from the speaker. Half of the delegates receive signatures on block1, whereas the other half on block2 (the number is \( n/3 = 2 \)). All of them make and send the \(<\text{PrepareResponse}>\) according to their received proposals. Assuming that there exists another Byzantine node \( A_2 \) among the delegates. S/he makes the response on block1, but still collects signatures on block2 at the same time.

- **step4:** The delegate receives the responses from peers: half on block1 while the other half on block2 (the number is \( n/3 \)).

- **step5:** We can see that two views have an equivalent number of signatures, and the system confronts the conflict between two different views (we call this situation as tie). The system traps in tie until times out. The Viewchange is triggered and starts to proceed.

**Round i + 1**

- **step1:** After the Viewchange, the speaker is re-elected through the rotation. If the new speaker turns to another Byzantine node, the round follows the same steps as the previous round. If the new speaker turns to an honest node, the steps continue as follows.
- **step2:** The honest speaker broadcasts a new proposal `<PrepareRequest>` on block3 to other delegates.

- **step3:** The delegates in the network receive the signatures on block3 and accordingly make the `<PrepareResponse>`. At that time, the Byzantine node A2 has already retained a half number of signatures on block2 in the previous round. Based on that, s/he fakes one more response on block2 with his own signature (now the number is \( n + 3 \)).

- **step4:** The delegate receives the responses from peer delegates, but \( n + 3 \) on block2 while \((n - f)\) on block3. Here, we can see that \((n - f) = \frac{n+3}{2} \) when \( n = 2 \) as an initial configuration.

- **step5:** The state still turns to `tie` until times out. The `Viewchange` is triggered and starts to proceed again.

Note that **Logic f = 2** gives two **step sets** separately shown in Round \( i \) and Round \( i + 1 \). The algorithm following this paradigm falls into the conflict.

3) **Security Analysis:** We provide a detailed security analysis to show why this case cannot satisfy the safety.

**Claim 1** (Breaking safety when \( f = 2 \)). The dBFT consensus cannot guarantee safety under the case of \( f = 2 \).

**Proof** \( [f = 2] \): Let \( f = 2 \), and \( A_1 \) and \( A_2 \) are malicious, where \( A_1 \) is the speaker in the current round. The attack is presented in Fig[3]. In particular, \( A_1 \) generates two conflicting blocks, namely block1 and block2. Then, \( A_1 \) sends `<PrepareRequest>` to block1 to \((A_2, A_3, A_4)\), and `<PrepareRequest>` to block2 to \((A_5, A_6, A_7)\). \((A_2, A_3, A_4)\) will return the `<PrepareResponse>` message and \((A_5, A_6, A_7)\) return `<PrepareResponse>`.

Now, there are four responses with signatures on both block1 and block2 in the network. The consensus cannot be reached, as at least \( 2f + 1 = 5 \) signed responses are required to make an agreement. In this case, the Viewchange will be triggered, and every delegate resets their local states. In the new view, \( A_1 \) and \( A_2 \) behave normally, and the consensus on a block block3 prepared by another speaker can be reached. However, if the malicious node \( A_2 \) generates a newly signed response w.r.t. block2, there will be five valid signed responses on this block, from \( A_1, A_2, A_5, A_6, \) and \( A_7 \). Thus, the condition to reach an agreement is achieved. In this way, there will be two agreements on the same round at the same height of the blockchain. It creates a fork in the system and breaks the safety. \( \square \)

B. **Breaking safety when \( f = 1 \)**

In this part, we focus on the attack model, implementation, and security analysis in the case of package delay. Normally, the system is supposed to tolerate \( f = (n - 1)/3 = 2 \)
Byzantine nodes when $n = 7$. But we show that we can break the consensus safety with only one Byzantine node.

1) **Attack Model:** Package delay means the proposals spread in the network are arbitrarily delayed for some reason. The vulnerability of dBFT, in this case, is caused by malicious nodes and package delays. We define it as follows.

**Definition 6 ($f = 1$).** Assuming that there are a total of seven delegates in the committee, and one of them (the speaker) is a Byzantine node, i.e., $f = 1$. The package is unpredictably delayed when sending the proposals. The attack under such a condition is denoted as $f = 1$

2) **Attack Logic:** The protocol of Logic $f = 1$ holds five phases in each round. There is only one Byzantine node, denoted as $A_2$. We assume that the package delay infects the transferred proposals, which leads to inconsistency as follows.

**Round $i$**
- **step1:** Select the speaker among delegates by the principle $p = (h - v) \mod n$.
- **step2:** The honest speaker sends the proposal $\text{<PrepareRequest>}$ on block1 to peers.
- **step3:** Due to the package delay, only half of the delegates (except $A_2$) receive the proposal in time, while the other half times out. The delegates who receive the proposal start to make and send the $\text{<PrepareResponse>}$. 
- **step4:** Each delegate receives the responses from peers, and counts the number of received responses (the number is $\frac{n+1}{2} = \frac{n+1}{2} + 1$, including the speaker).
- **step5:** The state fails due to unsatisfying the threshold $[\frac{2}{3}n]$. The **Viewchange** is triggered and starts to proceed.

**Round $i + 1$**
- **step1:** After the **Viewchange**, the speaker is re-elected through rotation.
- **step2:** The speaker sends a proposal on block2 to peers.
- **step3:** The delegates make the $\text{<PrepareResponse>}'$ according to block2. At that time, the delayed proposal on block1 from the speaker is arrived. Normally the honest nodes will reject it, but the Byzantine node accept it and s/he fakes one more response on block1 with her/his own signature. The Byzantine node $A_2$ has already received a half number of responses on block1 in the previous round (the number is $\frac{n+1}{2}$). Now the responses owned by $A_2$ on block1 is $\frac{n+3}{2} = \frac{n+3}{2} + 1$.
- **step4:** The delegate receives responses from peers, but $\frac{n+3}{2}$ of responses base on block1 while $(n - 2)$ on block2.
- **step5:** As $\frac{n+3}{2} = (n - 2)$ when $n = 7$ is our initial configuration, the state still turns to tie until times out.

The **Viewchange** is triggered and starts to proceed again.

We noticed that although this case may not deterministically happen due to the unpredictable package delay. Once happen, it still leads to a serious monetary loss in the real life.

3) **Security Analysis:** We provide the analysis as follows.

**Claim 2** (Breaking safety when $f = 1$). The dBFT consensus cannot guarantee safety under the case of $f = 1$.

**Proof** [case($f=1$)]: Let $A_2$ be the only malicious node, i.e. $f = 1$. The attack is presented in Fig 4. In particular, assuming that $A_1$ is elected as the speaker in the current round, but the request on block1 sent by $A_1$ is delayed due to the package delay or network failure. As a result, ($A_5, A_6, A_7$) have successfully received this request, and responded to $A_1$ with signed responses, whereas ($A_2, A_3, A_4$) have not received block1 before the agreed time and no action has proceeded.

At this point, according to the dBFT protocol, the view will be changed when times out. The nodes start to run the Viewchange algorithm, while ($A_2, A_3, A_4$) still have not received neither the request on block1, nor the signed responses from ($A_5, A_6, A_7$). After the view has been changed and a new block is proposed by a delegate, say $A_2$, an agreement on this new block is reached. Now, after the consensus on block2 is reached, the malicious $A_2$ receives the signed responses from ($A_1, A_5, A_6, A_7$) on block1. Then, $A_2$ can create her/his signed response on block1. A valid agreement on block1 has been accordingly achieved, as five valid signed responses are collected. As a result, $A_2$ creates a fork in the blockchain, where two agreements are reached in the same round at the same height of the blockchain. Thus, it breaks the safety. □

V. RECOMMENDED FIX

As shown in the previous section, dBFT may confront a single-point of failure, i.e., trapping in conflicting states or inconsistent agreements even when $f = 1$. This breaks both safety and liveness. The former is due to the fact that two inconsistent agreements are reached. It is possible to spend a coin multiple times in this case. The latter is a side effect of the former — when inconsistent states exist in the system and there is no way to resolve them, such a situation will lead to a non-progression of the system.

Once the dBFT protocol is formally presented and fully understood by readers, the fix of the issue is straightforward. In particular, the most important observation is that, the absence of the Commit phase after Response in dBFT causes the problem. This is, in fact, a well-studied problem, such that it is possible to have a secure two-phase protocol for crash fault tolerance protocols, where the nodes can only be crashed. However, if several Byzantine nodes (with abilities to arbitrarily behave) are involved in a system, the Commit phase becomes necessary [10] [22].

The Commit phase is used to check whether the received responded messages (w.r.t. PREPARE message) from delegates exceeds the threshold (at least $2f + 1$). If a node receives $2f + 1$ signed responses from the delegates in the Response phase, it commits the block by signing it together with the state information. If $2f + 1$ COMMIT messages are received, the delegates will update the local state of the blockchain by including the block into it and broadcast the committed blocks to the network. In fact, this is a standard construction in classic BFT protocols, and it is proved to be secure in [23]. However, due to the wrong adoption, dBFT fails in poor security. We have reported the issue to NEO [20] and the corresponding fix (see Fig 5) is recommended on Github [21] [27].
VI. DISCUSSIONS

In this section, we conclude several related questions to extend the scope of our work from a thoughtful view and provide solid answers based on existing studies.

Q1. How does the issue come from?

The dilemma confronted by dBFT, in fact, has been well studied for years. Back to the early research on such issues, the Two Generals Problem was proposed by Akkoyunlu et al. [28] in the computer science field. The problem has been proved to be unsolvable in communication protocols [29]. Moreover, the most prevailing Byzantine problem is also unsolvable in the case of network failure. VR [30], Paxos [31], and two-phase-commit (2PC) protocols are proposed to realize the multi-participants communications in distributed systems, but it can only solve the crash problems by non-human behaviors instead of the Byzantine problem by arbitrary human behaviors [32]. Other similar algorithms, including Zab, Zyzzyva, Kafka, and three-phase-commit (3PC) protocols [9], cannot satisfy the requirements for practical applications, either. As analyzed before, dBFT is inherently a 2PC protocol, facing the same Byzantine problems regarding the consistency of consensus.

Q2. Will the issue be thoroughly solved?

The intuitive answer would be “NO”. Generally, the Byzantine problem emphasizes unpredictable behaviours of distributed networks due to hardware errors, network congestion, and malicious attacks. The problem assists in blueprinting how non-fault nodes reach a consensus under unreliable networks. As discussed in Q1, Byzantine problems confront theoretical limitations.

The FLP Impossibility theorem, proposed by Fisher et al. [22], demonstrates the limitations of distributed processes. It proves that in an asynchronous system with multiple deterministic processes (where only one processor might crash), no solution exists for all processes to reach the agreement within a limited time. The FLP theorem proves the limits of finite time theoretical solution and as a result, researchers can only balance different factors in distributed systems to obtain a better trade-off, such as sacrificing certainty or increasing the processing time. Several blockchain systems evade FLP by setting weak network synchronization or variable confirmation periods, but still sacrifice one or more properties.

The CAP theorem was proposed by Brewer et al. and proved by Gilbert et al. [34]. CAP represents the capital initial words of consistency, availability and partition tolerance. Consistency means that all backups in a distributed system maintain the same data view at the same time. Availability refers to whether the cluster can handle or update the requests of clients when some nodes fail. Partition tolerance refers to the nodes in different partitions that can communicate with each other. The theorem implies that distributed systems cannot satisfy all three properties. Instead, it can only satisfy two of them at the same time. The CAP theorem makes researchers no longer pursue the perfect design with three characteristics at one time. A better trade-off among these properties becomes the target of the system design.

Q3. How to mitigate the issue?

Since the BFT-style protocols have limitations with an upper bound (both security and performance), two technical routes are proposed when applied to blockchain systems. One is to follow the BFT design, but it requires taking careful consideration of configurations and edge conditions. Another is to leverage newly designed consensus mechanisms, such as PoX (Proof of something). This type of consensus transfers the selection process from the human to the substance such as work [35], stake [36], elapsed time [37], etc. But it needs a strong network assumption to ensure that most blocks can be received. We conclude these two methods as follows.

Through BFT Consensus. Various blockchain systems employ the BFT-style consensus, but instead, weaken the strict synchronous network assumption when adapting to Nakamoto’s consensus. The nodes need to know the latest blocks to avoid forks (the same as in the BFT assumption) but without setting an upper bound of the message delivery time (partial synchronous network assumption). The solutions include the dBFT of NEO, the BFT of Mir-BFT [38], the BFT of Hotstuff [39], the PoS+PBFT of Tendermint [40], the vote-based BFT of Algorand [41], the Raft+PBFT of Tangaroa [43], the variant PBFT of Thunderella [44], PeerConsensus [45], ByzCoin [46], and Solida [47]. All these solutions partially modify the original BFT protocols (mostly from PBFT [10]) to fit their systems. dBFT, as one of the typical modifications, provides a warning example for the following project. The modification and combination of BFT-style protocols must primarily guarantee safety and liveness, and then consider the performance and other related properties.

Through PoX Consensus. Put forward by Dwork et al. [48] and applied by Adam et al. [49], PoW (Proof of Work) was officially used in the Bitcoin system [35]. PoW requires the sender to work out the answer to a mathematical problem to prove that s/he has performed a certain degree of computational work. PoW ensures the decentralization and security of the system while perfectly integrating the currency issuance, circulation, and exchange. However, the increasing difficulty target of PoW causes useless power consumption.
and reduces the TPS of processing. PoS (Proof of Stake) was proposed by Quantum Mechanic at the Bitcoin Forum and implemented in the project Peercoin [36]. The highest stakeholder will obtain the right of packaging, where stakes are evaluated by the time or the number of coins. It solves the problem of wasting computing power and decreases the confirmation time to reach an agreement. But the Matthew effect becomes significant with its negative influence. DPoS (Delegated Proof-of-Stake), applied in Bitshares [50] and EOS [51], is intrinsically a combination of the concept of PoS and BFT. The delegates of DPoS are selected according to their votes. Shareholders grant the rights to a certain number of delegates, and the selected ones are responsible for maintaining the chain. However, although PoX-based protocols possess the advantages of simplicity for decisions, they sacrifice the properties of efficiency and consistency [52].

Q4. What is the scope of the issue's impact?

The most severe security problem in consensus mechanisms is the forks. We are going to clarify which types of the mechanisms might be vulnerable when confronting similar issues as dBFT. From one side, we observe that both BFT protocols and PoX protocols confront the threats by their centralized nodes, separately denoted as leader in BFT and miner in PoX. Inevitably, the authority of proposing blocks and the power of computing values are converged to a small group of supernodes in the real network. Therefore, the attacks targeting these nodes would be feasible. On the other side, we find differences between them. PoX protocols focus on how to avoid the centralization of a single miner, aiming to make the power distributed to multiple parties. Therefore, attacks like [53], [54] that utilize the advantages of miners are feasible. BFT protocols leverage deterministic mechanisms to elect the leader, and the selected leader can decide the final proposed blocks. The problem may happen [55] during the procedure of informing other delegates for the message synchronization. Therefore, it is critical to guarantee the liveness and safety of the process. The issue of dBFT is caused by the removal of an essential phase. In contrast, the protocol with complete phases would not be influenced by such types of vulnerabilities. Therefore, 2PC protocols, either BFT-style or hybrid systems, need to carefully consider their designed protocols.

Q5. What is the lesson learned from the issue?

We summarize three major reasons to explain the issues of dBFT. Firstly, the issue is caused by the misusage of a mature protocol (PBFT) for a new project without thoughtful consideration. Simplifying a three-phase protocol to a two-phase protocol without any compensated solutions and auxiliary functions provides an educationally negative example for other projects when designing the protocol. The second reason is caused by the inappropriate changes in membership selection. Selecting the committee of delegates without any cost may lead to a high probability of corruption or bribe. Expanding the quorum size [56] and improving the cost of doing evil are beneficial to the trust of delegates. Thirdly, the network delay will impact multiple phases in a consensus protocol. Most of the systems lack a detailed description of the network assumption. We suggest taking related factors into consideration when configuring the protocol.

VII. RELATED WORK

In this section, we provide several concepts surrounding this work, covering insecurities in permissioned blockchains and formal treatment in blockchains.

Insecurities in Permissioned Blockchains. Existing attacks against blockchain consensus protocols are well-studied [57] [58] [59] [60]. We focus on the attacks and vulnerabilities in permissioned consensus mechanisms, which is the core idea of this paper. Permissioned blockchain is different from permissionless ones in its committee configurations. A permissionless blockchain has a dynamic unlimited committee in which a normal user can arbitrarily join and leave (e.g. PoW [7]). A permissioned blockchain requires a static and fixed-sized committee, just as it in BFT-style consensus [56]. This brings the risk of being attacked by such a committee. Zhang et al. [61] explored a frontrunning attack in PoA (proof of authority, [62]) protocols to break the legal turn of participated block proposers. Parinya et al. [63] discovered the Clone attack to double-spend the victim transaction in PoA. Similarly, attacks in Hyperledger Fabric [13] are severe due to the system’s partially centralized committee [64]. In this work, we explored the vulnerability in dBFT, which follows the same principle of permissioned blockchains. The insecurity in this work is caused by both incautious code errors in implementations and intrinsic principles of permissioned BFT settings.

Formalization in Blockchain. The blockchain contains a suite of components that cover from lightweight clients to the underlying network. Defining a formal treatment for the entire blockchain system is difficult, so many researchers started from single components or simplified protocols. Garay et al. [65] presented the earliest formal model of Bitcoin backbone protocol by summarizing its functional protocol and security properties (liveness and persistence). Later, they extended the research from underpinned protocol to embedded (PoW) difficulty adjustment mechanism [66], bounded-delay communication model [67], and adaptive dynamic participation model [68]. Besides, Fitzi et al. [69] studied the formal model for parallel chains. They explored the basic properties of throughput and security, as well as their balance off. Myro et al. [70] and Poulami et al. [71] formally discussed the securities of digital wallets. They analyzed the state-of-the-art wallet solutions as well as related properties. Thomas et al. [72] dived into the security model of private smart contracts, thanks to the Universal Composition (UC) model. Li et al. [73] formally analyzed the usage of smart contract towards security protocols. Mike et al. [74] extended the study from permissionless blockchains (e.g., Bitcoin, Ethereum) to permissioned systems, especially for Hyperledger Fabric, by formally discussing their accountability. Our formal treatment differs from them by focusing on a long-lasting issue at the
We leverage the SMR model to simulate each procedure and accordingly induct the result of its insecurity.

**VIII. CONCLUSION**

NEO, as the pioneer of public blockchain projects around the world, confronts severe security threats. Our security analysis focuses on the core component of NEO, i.e., its dBFT consensus protocol. As a variant of PBFT, the dBFT protocol removes an essential Commit process compared to the original protocol (PBFT), leading to deterministic forks under specified conditions. In this paper, we provide a comprehensive security analysis on such issues. Based on its source code, we employ the state machine replica model to formally present the protocol for better understanding. Then, we theoretically analyze the security of dBFT in terms of liveness and safety. The results prove the insecurity of the system under some special cases (when the Byzantine delegates are less than \( \left\lfloor \frac{3}{n+1} \right\rfloor \)). We provide two instantiated attacks to show how the issues happen. In fact, the insecurity of removing the Commit phase in BFT protocols is well known. This paper provides a study to revisit this issue, as a lesson learned from the already deployed and widely adapted consensus algorithm. Furthermore, we give a comprehensive discussion on the origin and impact of the issue to provide inspiration for future consensus designs.
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