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ABSTRACT The paper proposes a joint blind iterative Self-Interference (SI) cancellation, propagation channel estimation and decoding algorithm in Full-Duplex (FD) transmissions via feedback of channel estimates and decoded messages combined with the process of Digital Self-Interference Cancellation (DSIC). Different from the conventional algorithm, the proposed blind algorithm simultaneously estimates the self-interference and propagation channels and decodes messages in each decoding iteration of 5G Quasi-Cyclic Low Density Parity Check (QC-LDPC) codes. The temporary propagation channel estimate and decoded message are fed back to improve the self-interference cancellation and also the channel estimation as well as decoding in the next iteration. The results show that the proposed algorithm outperforms the conventional algorithm, especially at high signal to noise ratio (SNR) and small number of symbols, and requires much less processing time and computational complexity while achieving the convergence performance. The results also show that the proposed algorithm is less sensitive to SI level than the conventional algorithm. The paper further proposes a partial feedback scheme, which only use few feedback symbols for channel estimation, to significantly reduce the processing time and computational complexity while maintaining the performance. These good properties seem quite suitable for a use of this proposed blind iterative algorithm for short-length packet FD transmissions in Internet-of-Things (IoT) applications and green communications.

INDEX TERMS Full-Duplex; Digital Self-Interference Cancellation; 5G QC-LDPC Codes; Short-packet transmission; Blind Channel Estimation; Iterative Channel Estimation and Decoding.

I. INTRODUCTION

In the era of 5G wireless communications, associated with Internet-of-Things (IoT) support, in order to enable many new devices to communicate and to be able to make autonomous decision by deploying diverse technologies and connecting massive devices [1]–[3]: two main services are targeting which are ultra-Reliable Low-Latency communications (uRLLC) and massive Machine-Type Communications (mMTC) [4]. The uRLLC strictly requires reliability and latency, since it concentrates on supporting mission-critical applications such as intelligent transportation and industry automation [2], [5]. The mMTC brings advantages on energy efficiency, since it concentrates on supporting massive machine-type applications which can be up to thousands of devices such as wearable or smart applications and sensors in IoT [6]. In order to be efficient, both uRLLC and
mMTC require the use of short-length information frame, and certainly provide short-packet transmissions in their applications. Moreover, the implementation of physical-layer security for both uRLLC and mMTC lead to promote even more the use of short-length packets transmissions [1]. Short-length packet transmission is considered as a fundamental of security in 5G and IoT applications compared to the normal packet transmission system in order to ensure robustness with respect to interception (eavesdropper) or jamming [7].

An increasing number of IoT devices leads to an issue of spectrum shortages, which requires emerging techniques to share the spectrum efficiently. Full-Duplex (FD), simultaneously transmitting and receiving information through the same channel, is a promising technique for 5G & Beyond wireless networks as it can double "theoretically" the spectral efficiency, compared to the traditional Half-Duplex (HD) [8]. Unfortunately, in practice for this FD transmission scheme, a Self-Interference (SI) problem appears caused by the significant difference between the power of the useful signal received and the power of the signal emitted by the transmitting antennas very close to that of reception and which then strongly disturbs the reception [9]. So, SI cancellation would play the most important role in implementing FD communication systems in both academia [10], [11] and industry [12], [13]. Therefore, this SI must be suppressed close to the noise floor level, otherwise the spectral efficiency will be impaired due to the high level of interference. Nevertheless, it is indisputable that FD transmission schemes can bring many advantages to modern wireless communications systems, both in terms of spectral efficiency but also security through the use of self-jamming techniques (covert communications). To overcome the SI problem, various approaches have been proposed such as passive technique with Radio Frequency (RF) cancellation (beamforming, antenna decoupling or isolation, cross-polarization, ...) [14]–[16], or active techniques with analog cancellation [17], [18] (analog filter, ...) and digital cancellation [19].

Assuming that interference cancellation steps are already implemented at the RF and analog level with acceptable performance (what is outside the scope of this study, but essential in practice), the residual SI channel can be estimated by using Digital Self-Interference Cancellation (DSIC) process based on Least Mean Square (LMS), Normalized Least Squared (NLMS) or Recursive Least Square (RLS) algorithms [19]. Since the SI component is created by the transmitter itself, it can be used to successfully cancel the residual SI from the received signal to retrieve the signal of interest. Then, an equalizer (Decision Feedback Equalizer (DFE), linear equalizer, ...) is applied to estimate the channel of interest and detect the desired data. Traditionally, these processes work independently and thus, the problem of time consumption and quality of transmission have not been adapted in case of short-frame transmission.

The DSIC requires more processing steps at the receiver and assumption on the signal knowledge and SI channels have to be done to perform the blind or semi blind estimations [20]–[23]. Particularly, joint algorithms channel estimation are proposed, for instance, as in [24]. With an iterative Maximum Likelihood (ML) channel estimator for both SI and intended (propagation) channels can be estimated by taking into account the known SI, the pilots and unknown data symbols of the signal. However, the performance is significantly degraded in short-frame communication because of the consecutive pilot transmission for a long period. In [25], the joint estimate coefficients of both SI, intended channels and transceiver impairments have been proposed by using subspace algorithm. Nevertheless, the results in short-frame communication are still in expectation because it needs more data symbols to obtain a good second-order statistics of received signal. So, it is still not a satisfying solution for time, bandwidth and power efficient approaches for short-frame transmission in FD transmission. This issue is a constraint since it requires a large number of pilot symbols to obtain the saturation of channel estimation. Therefore, the short length of pilot symbols for channel estimation in short-frame communications receives a lot of concerns. Furthermore, the use of FD short-packet transmission has also been faced with some drawbacks such as high estimation error of the SI channel [26] as well as the high latency of decoding process, i.e. in 5G Quasi-Cyclic Low Density Parity Check (QC-LDPC) decoder [27], [28], because the decoder uses a lot of iterations to achieve the convergence or saturation level. These challenges of the FD short-frame transmission still receive a lot of interests of researchers in recent years.

In this paper, we investigate joint iterative channel estimation and decoding algorithms in FD transmissions in the digital domain via feedback of channel estimates and decoded messages combined with the process of DSIC. The first algorithm is a blind version. The idea is to repeat the simultaneous process of channel estimation and decoding with the DSIC process via feedback to minimize the error of channel estimates and decoded messages. The intended message is temporarily decoded from the received signal and later is re-encoded, re-modulated, re-interleaved and fed back to the process per each 5G QC-LDPC decoding iteration. After some iterations for a sufficient saturation, the channel estimates and decoded messages can be achieved with the minimum error. The channel estimation processes for both SI channel and intended channel are based on the RLS algorithm as its best performance with faster convergence compared to others [29]–[31]. It is used to monitor the change in time of the SI channel per each iteration to get a better estimation and reconstruction of the interference and intended signals. Firstly, we illustrate the influence of the proposed algorithm in both SI and intended channel estimations. Then, the system performance such as mean square error, bit-error-rate and processing time will be illustrated for the proposed and conventional algorithms. Furthermore, a partial feedback scheme is considered to reduce the processing time of the proposed blind algorithm.

Throughout the paper, the performance evaluation of the proposed algorithms is based on three metrics: Mean Square
Error (MSE), Bit-Error-Rate (BER), processing time and computational complexity. The contributions of this paper can be summarized as follows:

- We propose a joint iterative blind channel estimation and decoding for short-frame transmissions;
- We characterize the out-performance of the system with feedback using the proposed algorithm compared to that without feedback;
- We point out that the number of joint iterations in the proposed algorithms with the use of 5G QC-LDPC codes is required only four iterations to achieve the convergence performance;
- We further propose a partial feedback scheme which only use a partial number of modulated symbols in feedback loop for channel estimation processes and it can significantly reduce the processing time and computational complexity while maintaining the convergence performance;

The remaining of this paper is organized as follows. Section II describes briefly the system model of FD transmissions, the 5G QC-LDPC codes and the conventional DSIC algorithm. Section III proposes the joint iterative blind channel estimation and decoding algorithm with numerical results and comparisons with the conventional algorithm. Section IV introduces the partial feedback scheme and compares the processing time and computational complexity of all schemes. Finally, some highlights and conclusions will be discussed in section V. The notations in this paper are summarized in Table 1.

### Table 1. List of Notations

| Notations | Meaning |
|-----------|---------|
| $K$       | Information length |
| $N$       | Code word length |
| $R$       | Code rate |
| $M$       | Modulation order |
| $E$       | Frame length after modulation |
| $\alpha$  | Partial feedback coefficient |
| $h_{XY}$  | Channel gain vector between $X$ and $Y$ |
| $v[k]$    | $k$-th bit of signal vector $v$ in bit domain |
| $v[n]$    | $n$-th symbols of signal vector $v$ in discrete time domain |
| $v(t)$    | Signal $v$ in continuous time domain |
| $\bar{V}$ | Estimation value of $v$ |
| $\tilde{V}$ | Residual value of $v$ |
| $*$       | Convolution operator |
| $\lambda$ | Forgetting factor of RLS algorithm |
| $i$       | Index of joint iterative iterations |
| $j$       | Index of 5G QC-LDPC decoding iterations |
| $\overline{(dc)}$ | Average degree of the variable nodes |
| $\overline{(dc)}$ | Average degree of the check nodes |

### II. SYSTEM MODEL

We consider a Single Input Single Output (SISO) short-packet transmissions between two nodes, A and B, which are equipped with two antennas for simultaneously transmitting and receiving messages in FD modes as showed in Fig. 1. Assuming that 5G QC-LDPC codes for both uplink and downlink short-packet transmissions [32], are used at transceivers. We also assume that the channel gains between two nodes and the SI channel gains at each node itself are denoted $h_{XY}$ and $h_{XX}$, respectively, where $X, Y \in \{A, B\}$, and $h_{XY}$ and $h_{XX}$ are i.i.d complex Gaussian random variables with mean 0 and variance 1. In general, the SI channel of FD transmissions consists of two components: Line-of-Sight (LoS) and Non Line-of-Sight (NLoS). By using passive suppression techniques, the LoS component can be mitigated significantly while the reflections is mitigated slightly [19]. This leads to the interference channel reasonably modeled as Rayleigh fading in digital domain.

Due to the symmetric property at each node in FD transmissions, the channel estimation and decoding performance will be the same at each node. Without loss of generality, we consider signal at node A side and its received signal in time domain can be given by:

$$y(t) = y_{SI}(t) + y_{BA}(t) + w(t), \quad (1)$$

where $y_{SI}(t)$ is the self-interference component consisting of the SI signal $x_{SI}$ passing through the SI channel $h_{AA}$ and $y_{BA}(t)$ is the received intending component consisting of the intended signal $x_{B}$ passing through the propagation channel $h_{BA}$. Therefore, Equation (1) can be expressed as:

$$y(t) = (h_{AA} \ast x_{SI})(t) + (h_{BA} * x_B)(t) + w(t). \quad (2)$$

The operator ($\ast$) denotes the convolution and $w(t)$ is the complex Gaussian noise with mean 0 and variance $\sigma_w^2$.

Next, we will briefly mention 5G QC-LDPC codes for $x_{SI}[k]$ and $x_{B}[k]$, and the conventional algorithm, named the DSICED3_W/OF scheme, for Digital Self-Interference Cancellation, Equalization, Demodulation, De-interleaving and Decoding Without Feedback scheme.

### A. 5G QC-LDPC CODES

The classical LDPC codes was first proposed by Gallager in 1962 [33] and rediscovered again by MacKay in the late 1990s [34]. Based on the properties and characteristics of classical LDPC codes, a new version named QC-LDPC has been considered by the 3GPP for 5G networks and applications. It is considered as the standard codes of 5G for the control information in uplink and downlink because they support a number of lifting size and different code rate with high throughput and low latency [32]. It can be also considered as a candidate in 5G channel coding scheme for short length frame with lower processing throughput for the mMTC or massive Machine to Machine (mM2M) [27]. Furthermore, 5G QC-LDPC codes is also an optimized design for short-packet transmission with low error floor and high speed transmission [35]–[37]. The Base Graph (BG) matrix and exponent parity check matrix $H$ are the basic fundamental to construct the 5G QC-LDPC codes, which are

\[1\] The transmitted signal at node A is denoted by $x_{SI}$ rather than $x_A$ in order to distinguish the SI and the intended signal.
described in detail in [32], [38], [39]. At the transmitting side, the \( (N, K) \) 5G LDPC encoding process, between the exponent parity check matrix \( \mathbf{H} \) and the information bit sequence is based on Gauss-Jordan elimination algorithm [40], where \( N \) and \( K \) denote the code word length and information length, respectively. While at the receiving side, the Sum Product Algorithm (SPA) decoding algorithm with an efficient message passing schedule will be implemented in the 5G LDPC decoding process [41], [42], where the check node and the symbol node do the iterative decoding by sending message that carry their guesses of code word bits to each other for each decoding iteration \( j \), until it achieved the maximum number of interactions \( j_{\text{max}} \). The Log Likelihood Ratio (LLR) is used to reduce the complexity of computation because the SPA involves a lot of multiplications and using LLR results in the replacement of these by summations in log-domain. At the end of each iteration, a hard decision is applied to obtain the estimated input bit sequence.

**B. CONVENTIONAL DSICED3_W/OF SCHEME**

In this subsection, we describe the Digital Self-Interference Cancellation, Equalization, Demodulation, De-interleaving and Decoding Without Feedback scheme and the signal processing of both transmitting and receiving side. The general SISO FD transmission model between two nodes A and B in the presence of channel coding scheme, DAC/ADC process is described in Fig. 1. At the transmitting side, the input information message sequence \( x_{SI}[k] \) in bit domain, where \( k \in [1, K] \), will be encoded by using \( (N, K) \) 5G QC-LDPC codes, to form a codeword with length \( N \). Then, this codeword sequence is interleaved, modulated with QPSK modulator by modulation order \( M = 4 \) to form a complex symbol sequence \( x_{SI}[n] \), where \( n \in [1, E] \) and \( E = N/\log_2(M) \). After that, it is converted to continuous time domain by DAC process to form the transmitted signal \( y_{SI}(t) \) and to be passed to RF for being transmitted to node B. The same process is applied at node B for \( x_{B}(t) \).

At the receiving side, node A receives summation signal and then passes it to the ADC process for being converted to the discrete time domain signal, \( y[n] \). Here, the bit resolution and voltage dynamic range of DAC/ADC architecture should be chosen highly enough to avoid the residual quantization noise error, which has been studied in [43]. In this paper, the impacts of DAC/ADC, other hardware impairments on the SI cancellation and the synchronization problem between the signals are not considered (which is outside of this study but essential for practice). Then, DSIC process is applied to obtain the estimated SI channel \( h_{AA} \) by using an adaptive filter with RLS algorithm. Here, the forgetting factor \( \lambda \) of RLS algorithm should be chosen between 0.9 and 1 [44]. Since node A knows its transmitted signal \( x_{SI}[n] \), a copy version of \( x_{SI}[n] \) can be used to eliminate the SI component to obtain:

\[
y[n] = y[n] - \hat{y}_{SI}[n] = y[n] - (h_{AA} \ast x_{SI})[n]. \tag{3}
\]

Then, the binary output \( \hat{y}_{SoI}[k] \) of the signal of interest can be obtained from \( y[n] \) via equalization, demodulation, de-interleaving and decoding processes. In the decoding, the LLR belief sequence will be used for decisions and the SPA decoding algorithm is performed [41], [42]. To reconstruct the intended binary input signal \( \hat{x}_{SoI}[k] \) of node B, we use the SPA at node A, i.e., the message passing between the check nodes and the symbol nodes for guessing the transmitted bits from each other at each iteration \( j \) until it reaches the maximum number of interactions \( j_{\text{max}} \).
j performing the iteration decoding in the system without feedback in Section II-B, the iteration i in the proposed algorithm is for the joint channel estimation and decoding via feedback. We also emphasize that including many j iterations decoding into each of i iterations in the JIB_DSICED3 scheme will increase latency and complexity because the SPA decoding process between the check node and variable nodes is an optimal iterative decoding algorithm, but with high computational complexity [45]. Hence, the proposed scheme will only consider one iteration decoding (j = 1) for each joint iteration i, called temporary decoding, and later, it will be proved that the proposed scheme requires only a few iterations to achieve a saturation performance. The proposed iterative algorithm are presented in the following four main steps:

**Step 1:** SI channel estimation and DSIC process

First of all, a copy version of the transmitted signal \( x_{SI}[n] \) in digital domain and the received signal at the receiver of node A after ADC process \( y[n] \) are used to calculate the error signal in DSIC process. Then based on this error, we can control and modify the unknown SI channel vector \( \hat{h}_{AA} \) by using adaptive filter with RLS algorithm. As a result, we can effectively obtain the estimation of the SI channel and achieve the interference component \( \hat{y}_{SI}[n] \). The output signal after this step can be express as:

\[
\hat{y}^{(i)}[n] = y[n] - \hat{y}_{SI}^{(i)}[n] = y[n] - (\hat{h}_{AA}^{(i)} * x_{SI})[n].
\]  
(4)

**Step 2:** Intended channel estimation

The residual signal \( \hat{y}^{(i)}[n] \) received from Step 1 will pass through an equalizer with RLS algorithm to firstly estimate the intended multi-path fading channel \( \hat{h}_{BA} \) and then obtain the equalized signal with reducing of the effects of multi-path fading channel and AWGN noise. Here, a blind channel estimation method with RLS algorithm is applied with no knowledge from the transmitting signal from node B, where the initial value of \( x_{BA}^{(0)} = 0 \) when starting the iterative process. Then, the equalized signal continues to go to the QPSK demodulator and de-interleaver process to get the LLR belief information sequence for decoding.

**Step 3:** Decoding of the intended signal

Then, the temporary estimation of binary intended signal of node B \( \hat{x}_{BA}^{(i)}[k] \) is achieved by using 5G QC-LDPC decoding process with the exchange belief information between the variable nodes and check nodes as Section II-A for each iteration. In this step, only one SPA decoding iteration is used (\( j_{max} = 1 \)).

**Step 4:** Feedback loop

When the temporary binary data of the intended signal is estimated and the maximum number of joint iteration \( i_{max} \) is not reached, it goes to the feedback loop with re-encoding, re-interleaving, and re-modulation processes to obtain the feedback signal \( \hat{x}_{B}^{(i)}[n] \). This signal will take a convolution process with the estimation version of the intended channel \( \hat{h}_{BA}^{(i)} \), which is obtained in Step 2, to form the feedback intended signal as \( \hat{y}_{BA}^{(i)}[n] = (\hat{h}_{BA}^{(i)} * \hat{x}_{B}^{(i)})[n] \). As can be seen from Equation (1), the received signal is the combination of the SI signal, intended signal and AWGN. Consequently, the feedback intended signal \( \hat{y}_{BA}^{(i)}[n] \) is used to temporarily the intended component in order to optimize the SI channel estimation process for the next decoding iteration. It is given by:

\[
\hat{y}_{DSIC}^{(i+1)}[n] = y[n] - \hat{y}_{BA}^{(i)}[n].
\]  
(5)

The proposed algorithm can be summarized in Algorithm 1.

**Algorithm 1:** Proposed Joint Iterative Blind SI Cancellation, Propagation Channel Estimation and Decoding Processes in FD transmissions

The most important metrics in channel estimation performance, MSE and BER under the two cases with and without feedback will be computed by using Monte Carlo simulations on MATLAB. For 5G QC-LDPC codes, the base graph matrix \( BG2 \) is implemented for all simulations. The number of joint iteration with feedback and 5G LDPC codes decoding are denoted as \( i \) and \( j \), respectively. Many simulation tests have been implemented with different channel
models and number of channel taps (range from 3 to 8 taps). The changing of channel does not change the performance results very significantly. Because of the limitation and not to overload the paper, all of the configurations and figures are not provided for reasons of readability of the paper and better understanding. Therefore, the SI channel is fixed with 3 taps while the intended channel is fixed with 4 taps according to the ITU–R Pedestrian test environment channel model [46]. These channels are generated independently in each transmission frame. The simulation parameters are summarized in Table 2.

### TABLE 2. Simulation Specifications

| Parameter                  | Value  |
|----------------------------|--------|
| Codeword length \( N \)    | 256    |
| Information length \( K \) | 128    |
| Code rate \( R \)          | 1/2    |
| Number of transmission frames | 1000000 |
| Modulation scheme \( M \)  | QPSK \((M = 4)\) |
| SI channel taps            | 3      |
| Intended channel taps      | 4      |
| Forget factor \( \lambda \) | 0.999 |

Next, we will characterize the performance of the proposed scheme JIB_DSICED3 and compared to that of the conventional scheme DSICED3_W/OF in terms of MSE, BER and processing time.

### A. MSE PERFORMANCES: JIB_DSICED3 VS DSICED3_W/OF

In this subsection, we also introduce a particular scheme called Best Performance Scheme (BPS), corresponding to a lower bound (but not realistic in practice) using the proposed JIB_DSICED3 scheme with considering that all of intended \( E \) symbols from user B are known, as a benchmark to characterize the optimality of the proposed JIB_DSICED3 scheme in terms of MSE and for performance comparison. Indeed, in this limit case, the system does not need to perform the temporary decoding in step 3 and re-encoding, re-interleaving and re-modulation processes in step 4. Instead, in step 4, it only considers using all known \( E \) symbols to do a filter process with the estimation version of intended channel \( \hat{h}_{BA} \) in step 2 to obtain the estimation version of intended signal \( \hat{y}_{BA} \) for subtraction in the next iterations.

The MSE of the SI channel and the intended channel are respectively given by, [24].

\[
MSE_{SI} = |h_{AA} - \hat{h}_{AA}^{(i)}|^2, \tag{6}
\]
\[
MSE_{BA} = |h_{BA} - \hat{h}_{BA}^{(i)}|^2. \tag{7}
\]

Fig. 3 and Fig. 4 show the MSE in decibel (dB) scale of the SI signal and the intended channel versus number of modulated symbols \( E \) for various values of number of decoding iterations, respectively. Based on the background noise as the reference, the self-interference to noise ratio, \( p_{SI}/\sigma_w^2 \) and the SNR, \( p_B/\sigma_w^2 \) are set up at 30 dB and 20
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dB, respectively. It can be seen that the MSE decreases significantly as the number of joint iterations increases and converge to -25 dB as the number of transmitted symbols increases.

It can also be seen that the MSE of the proposed scheme converges to -25 dB (the critical or saturation value) much faster than that of the conventional scheme. More specifically, the JIB_DSICED3 scheme requires only 4 iterations to achieve saturation performance even for a few transmitted symbols while the DSICED3_W/OF scheme remains high error in channel estimation process, e.g. 0 dB for about 10 transmitted symbols in Figures. 3 and 4. Therefore, the proposed JIB_DSICED3 scheme shows its robustness and practical applications in 5G & beyond and IoT transmissions, in which strict requirements of extremely short-packet transmissions and low latency are considered.

FIGURE 3. $MSE_B$ (dB) after the $i$-th decoding iteration versus $E$ symbols; $p_B/\sigma_w^2 = 30$ dB and $p_B/\sigma_w^2 = 20$ dB.

FIGURE 4. $MSE_{BA}$ (dB) after the $i$-th decoding iteration versus $E$ symbols; $p_B/\sigma_w^2 = 30$ dB and $p_B/\sigma_w^2 = 20$ dB.

FIGURE 5. $MSE_{SI}$ versus the SNR, $p_B/\sigma_w^2$; $p_{SI}/\sigma_w^2 = 30$ dB and $E = 128$ symbols.

FIGURE 6. $MSE_{BA}$ versus the SNR, $p_B/\sigma_w^2$; $p_{SI}/\sigma_w^2 = 30$ dB and $E = 128$ symbols.

B. BER PERFORMANCES: JIB_DSICED3 VS DSICED3_W/OF

Fig. 7 shows BER of the JIB_DSICED3 scheme after $i$ iterations versus the SNR, $p_B/\sigma_w^2$. It can be seen clearly that the MSE decreases as the SNR increases. It can also be observed that the proposed JIB_DSICED3 scheme outperforms the conventional DSICED3_W/OF scheme, especially for high SNR ($\geq 0$ dB). The JIB_DSICED3 curves can converge quickly to saturation error floor while the DSICED3_W/OF curves only reach around $10^{-2}$ to $10^{-3}$, although the JIB_DSICED3 scheme needs less iterations than the conventional scheme. The results also show that the blind scheme JIB_DSICED3 is nearly optimal as its performance is approximately reached to that of the lower bound (the BPS scheme), especially in high region of ($\geq 0$ dB), which is the range of interest in FD transmissions [47].
BER decreases significantly as the SNR increases and that the gain of JIB_DSICED3 over DSICED3_W/OF is bigger for larger SNR. At low SNR (≤ 0 dB), the conventional DSICED3_W/OF scheme seems to have slightly better in BER than JIB_DSICED3 scheme. Because the high error of decoding at the first iteration of JIB_DSICED3 scheme in low region of SNR leads to consequence of higher error in next iterations.

However, at high SNR (≥ 0 dB), which is the range of interest in FD transmissions [47], the proposed JIB_DSICED3 scheme outperforms the conventional DSICED3_W/OF scheme even when only 2 iterations are required. Moreover, BER of the proposed JIB_DSICED3 scheme when \( i = 4 \) is quite close to that when \( i = 10 \) and thus, it again confirms the convergence performance when \( i = 4 \). Moreover, the BER of the proposed JIB_DSICED3 scheme is also closed to that of the lower bound (the BPS scheme), which is obtained by using the best channel estimation of SI channel and intended channel in Fig. 5 and Fig. 6, respectively, for performing SI cancellation and SPA decoding processes with one iterations \( (j_{\text{max}} = 1) \).

![Figure 7: BER of JIB_DSICED3 scheme versus the SNR after \( i \) iterations, \( p_B/\sigma^2_w \) for different values of \( \alpha E/p_{SI}/\sigma^2_w \) = 30 dB and \( E = 128 \) symbols.](image)

Fig. 8 shows BER of the proposed JIB_DSICED3 scheme after \( i \) iterations versus the SNR, \( p_B/\sigma^2_w \), for different values of self-interference to noise ratio, \( p_{SI}/\sigma^2_w \). It can be seen that BER increases as the SI power increases and the increase of BER is bigger for larger SNR, \( p_B/\sigma^2_w \). Moreover, the result indicates that the increase of SI power has less effects on the proposed JIB_DSICED3 scheme; for example, to maintaining BER at \( 10^{-4} \), it is needed to increase roughly 0.5 dB in the SNR, \( p_B/\sigma^2_w \), in order to compensate the increasing of 10 dB of self-interference to noise ratio, \( p_{SI}/\sigma^2_w \). This result is critical in practical applications since the proposed JIB_DSICED3 scheme is less sensitive to the SI level, which is useful for 5G FD transmission.

![Figure 8: BER of JIB_DSICED3 scheme versus the SNR after \( i \) iterations, \( p_B/\sigma^2_w \), for different value of \( p_{SI}/\sigma^2_w \) dB; \( E = 128 \) symbols.](image)

IV. PROPOSED JOINT ITERATIVE BLIND PARTIAL FEEDBACK SCHEME VERSION

Although the joint iterative blind scheme JIB_DSICED3 shows its robustness compared to the conventional without feedback scheme DSICED3_W/OF; its processing time still can be improved. In this section, we further introduce a partial feedback scheme version and name it JIB_DSICED3_PF as Joint Iterative Blind Digital Self-Interference, Equalization, Demodulation, De-interleaving and Decoding with Partial Feedback. Instead of using all modulated symbols for SI channel and intended channel estimation processes in feedback loop, a partial number of modulated symbols \( \alpha E \) (with \( 0 < \alpha \leq 1 \), where \( \alpha \) is called partial feedback coefficient, will be used to construct the estimation of intended signal and doing subtraction and estimation processes after the first iteration. The partial feedback scheme is illustrated in Fig. 9.

Here, the algorithm also performs \( i_{\text{max}} \) iterations indexed by \( i \) for the channel estimation and message decoding. It should be noted that for \( i = 1 \) (first iteration), a first channel estimation and message decoding is performed to obtain all \( K \) bits, which is used to avoid a significant number of errors when starting the process of iterative algorithm. In step 4 of the first iteration, the system perform re-encoded, re-interleaved and re-modulated processes to form \( E \) modulated symbols in feedback loop, and only \( \alpha E = \alpha N/(\log_2(M)) \) symbols is used to form the estimation intended channel and perform updating subtraction and estimation process. From the second iteration \( i \geq 2 \), the system will perform the channel estimations with partial \( \alpha E \) symbols instead of using all symbols, while the decoding process still perform the temporary decoding and feedback loop for all \( E \) modulated symbols to get \( K \) bits message. When the system reaches the maximum number of iteration \( i_{\text{max}} \), the feedback loop is stopped and all symbols are decoded to obtain the estimated binary sequence \( \hat{x}_{\text{est}} \) of node B. The partial feedback algorithm can be summarized in Algorithm 2. Next, we will
characterize the performance of the partial feedback scheme JIB_DSICED3_PF in terms of MSE and BER.

**Algorithm 2: Proposed Joint Iterative Blind Partial Feedback Scheme Version**

| Inputs | Outputs | Initialization | for i = 1 to \(i_{\text{max}}\) do |
|--------|---------|---------------|----------------------------------|
| \(y, x_{SI}, i_{\text{max}}, \alpha, K, N, M;\) | \(\hat{h}_{AA}, \hat{h}_{BA}, \hat{x}_{SI};\) | \(\hat{h}_{AA}^{(0)} = 0, \hat{h}_{BA}^{(0)} = 0, \hat{x}_{SI}^{(0)} = 0;\) |

for \(i = 1\) then

/* Perform Step 1 and Step 2 for all \(E = N/\log_2(M)\) symbols */

for \(n = 1\) to \(E\) do

Step 1: SI channel estimation and DSIC process

Estimate: \(\hat{h}_{AA}^{(i)}\);

Calculate: \(\tilde{y}^{(i)}[n] = y[n] - (\hat{h}_{AA}^{(i)} \times x_{SI})[n];\)

Step 2: Intended channel estimation

Estimate: \(\hat{h}_{BA}\) and LLR belief sequence of \(x_{SI}^{(i)};\)

end for

/* Decoding for all \(K\) bits */

for \(k = 1\) to \(K\) do

Step 3: Decoding of the intended signal

Decoding: \(x_{SI}^{(i)}[k];\)

end for

end if

else

/* Perform Step 1 and Step 2 for only \(\alpha E = \alpha N/\log_2(M)\) symbols */

for \(n = 1\) to \(\alpha E\) do

Step 1: SI channel estimation and DSIC process

Estimate: \(\hat{h}_{AA}^{(i)};\)

Calculate: \(\tilde{y}^{(i)}[n] = y[n] - (\hat{h}_{AA}^{(i)} \times x_{SI})[n];\)

Step 2: Intended channel estimation

Estimate: \(\hat{h}_{BA};\)

end for

/* Decoding for all \(K\) bits */

for \(k = 1\) to \(K\) do

Step 3: Decoding of the intended signal

Decoding: \(x_{SI}^{(i)}[k];\)

end for

end if

end if

end if

end if

end for

end for

end if

end if

end for

end for

end for

end for

end for

Algorithm .2: Proposed Joint Iterative Blind Partial Feedback Scheme Version

**B. MSE PERFORMANCES: JIB_DSICED3_PF VS JIB_DSICED3**

Fig. 10 and Fig. 11 show the MSE of the SI channel and the intended channel versus number of iterations \(i\) for different values of \(\alpha\), respectively and the SNR, \(p_{B}/\sigma_{w}^{2} = 10\) dB, \(p_{SI}/\sigma_{w}^{2} = 30\) dB, \(E = 128\) symbols. It can be seen that the MSE of the partial feedback scheme JIB_DSICED3_PF converges fast and, when \(\alpha K = 32\) symbols or \(\alpha = 1/4\), it reaches the saturation performance closed to that of the JIB_DSICED3 scheme. It can also be observed that, when \(\alpha E = 32\) symbols or \(\alpha = 1/4\), the JIB_DSICED3_PF scheme requires 4 iterations to achieve the saturation performance, similar to the JIB_DSICED3 scheme. Thus, these results indicate the efficient use of partial feedback in both SI and intended channel estimation processes.

**B. BER PERFORMANCES: JIB_DSICED3_PF VS JIB_DSICED3**

Fig. 12 shows BER of the partial feedback scheme JIB_DSICED3_PF versus \(\alpha\) for different value of the SNR, \(p_{B}/\sigma_{w}^{2}\). Similar with MSE performances, the BER of

**FIGURE 9.** Graphical presentation for joint iterative blind partial feedback scheme version.

**FIGURE 10.** \(MSE_{SI}\) versus \(i\); SNR, \(p_{B}/\sigma_{w}^{2} = 10\) dB, \(p_{SI}/\sigma_{w}^{2} = 30\) dB and \(E = 128\) symbols.
JIB_DSICED3_PF scheme also achieves the saturation performance when $\alpha E = 32$ symbols or $\alpha = 1/4$. Furthermore, the comparison of the three schemes such as without feedback DSICED3_W/OF, with feedback JIB_DSICED3 and with partial feedback JIB_DSICED3_PF, versus total number of modulated symbols, $E$, is illustrated in Fig. 13. In this case, the different number of information bits $K \in \{32, 64, 128, 256, 512\}$ are used, which correspond to the length of codeword $N \in \{64, 128, 256, 512, 1024\}$ and the length of modulated symbols $E \in \{32, 64, 128, 256, 512\}$, respectively, and the partial feedback coefficient $\alpha = 1/4$. The result shows that the BER performance of JIB_DSICED3 and JIB_DSICED3_PF is nearly the same regardless of total number of symbols. Moreover, in low value of SNR, i.e, $SNR = 5\ dB$, the two feedback schemes JIB_DSICED3 and JIB_DSICED3_PF also have better performance than the DSICED3_W/OF scheme for small value of $E$, i.e, $E \leq 128$ symbols and the performance of three schemes converges closed to each other as $E$ is sufficiently large. Furthermore, for larger SNR, i.e, $SNR = 10\ dB$, the gap between the two feedback schemes JIB_DSICED3 and JIB_DSICED3_PF compared with the DSICED3_W/OF scheme is also bigger. Therefore, these results again confirm the efficient use of partial feedback to significantly reduce the computation complexity and processing time, which will be illustrated in Section IV-C, in feedback loop while guaranteeing the close performance of the original with feedback scheme. It also indicates that the two feedback schemes JIB_DSICED3 and JIB_DSICED3_PF are useful for not only short-packet transmission but also for high region of SNR.

C. COMPARISON OF PROCESSING TIME AND COMPUTATIONAL COMPLEXITY

In this section, we compare the processing time and the computational complexity of the with feedback scheme JIB_DSICED3, partial feedback scheme JIB_DSICED3_PF and the conventional without feedback scheme DSICED3_W/OF. The processing time is a crucial metric for performance evaluation of latency since it quantifies the effectiveness of the algorithm, especially in 5G short-packet transmissions and IoT applications.

A computer with the hardware configuration of Intel (R) Core (TM) i5-10500 CPU @ 3.10 GHz (12 CPUs), memory 16 GB of RAM is used with MATLAB version 2020b. It is used to calculate the processing time to obtain the MSE and BER at the particular SNR level, $p_B/\sigma_w^2 = 10\ dB$. For the simulation parameters, we set $E = 128$ symbols, $\alpha = 1/4$, $p_{SI}/\sigma_w^2 = 30\ dB$, $10^6$ transmission frames, $i_{max} = 4$ and $j_{max} = 20$ for without feedback scheme DSICED3_W/OF. Based on the results in the Table 3, it can be seen that the with feedback scheme JIB_DSICED3 takes less roughly three times than the without feedback scheme.
scheme DSICED3_W/OF. This is mainly because of the decreased number of iterations in the SPA decoding, which takes up most of the processing time of the decoder process in 5G QC-LDPC encoded FD short-packet transmissions [27], [28]. Indeed, when \( j_{\text{max}} = 1 \) in two feedback schemes compared with \( j_{\text{max}} = 20 \) in without feedback scheme and these schemes are using the same algorithms for channel estimation (with RLS algorithm) and decoding process (with SPA algorithm).

Furthermore, it is obvious that the processing time is improved in the partial feedback scheme JIB_DSICED3_PF compared to the with feedback scheme JIB_DSICED3 due to a significant reduce of feedback number of symbols for channel estimation processes (see Figs. 10 and 11 where the partial feedback scheme with \( \alpha E = 32 \) symbols or \( \alpha = 1/4 \) requires 4 iterations \( (i_{\text{max}} = 4) \) to achieve the same saturation performance to the with feedback scheme JIB_DSICED3). Thus, nearly two-third or \( \sim 0.65 \) times reduce in processing time of the partial feedback scheme JIB_DSICED3_PF is shown in the Table 3.

**TABLE 3. Processing Time**

| Algorithm                  | Processing time (in minute) | Ratio respects to \( \alpha = 1/4 \) |
|----------------------------|----------------------------|-------------------------------------|
| DSICED3_W/OF scheme        | 615.6                      | 1                                   |
| JIB_DSICED3 scheme         | 181.2                      | 0.294                               |
| JIB_DSICED3_PF scheme      | 116.8                      | 0.189                               |

Moreover, the computational complexity of three schemes are analyzed based on the summation of the number of computation in operations including additions/subtractions, multiplications/divisions, XOR operation based on [31], [48]–[52]. Because of the identity and symmetric at the transmitter side, this paper only considers to calculate the total number of computations at the receiver side. The formulas for calculating the relative number of computations for each operation are summarized in details in Table. 4, where \( d_v, d_c \) are denoted the average degree of the variable nodes and average degree of the check nodes of parity check matrix \( \mathbf{H} \), respectively.

**TABLE 4. Summary of number of computations**

| Operation                  | Number of computations |
|----------------------------|------------------------|
| Modulation/ Demodulation   | \( O(N) \)             |
| Interleaver/ De-Interleaver| \( O(N) \)             |
| Encoding                  | \( O(N) \)             |
| SPA decoding               | \( j_{\text{max}},((2.N.d_v + (N-K)(3.d_c - 1))) \) |
| RLS algorithm              | \( O(E^2) \)           |

Fig. 14 shows the number of computations for different values of symbols \( E \), which is used to calculate the total number of computations to obtain the MSE and BER at the particular SNR level, \( p_B/\sigma_w^2 = 10 \) dB. For the simulation parameters, we set \( \alpha = 1/4, p_{SI}/\sigma_w^2 = 30 \) dB, \( 10^6 \) transmission frames, \( i_{\text{max}} = 4 \) and \( j_{\text{max}} = 1 \) for two feedback schemes JIB_DSICED3 and JIB_DSICED3_PF and \( j_{\text{max}} = 20 \) for without feedback scheme DSICED3_W/OF. It can be seen that the proposed two feedback schemes JIB_DSICED3 and JIB_DSICED3_PF have less cost for completing the computation than the conventional without feedback scheme DSICED3_W/OF.

![Number of computations versus E](image)

Therefore, this significant reduce in processing time and computational complexity of the two feedback schemes JIB_DSICED3 and JIB_DSICED3_PF emphasizes the practical implementation of the scheme in 5G short-packet transmissions, especially in IoT transmissions and green communications with low power consumption and low latency.

**V. CONCLUSION**

The paper proposed a joint iterative blind channel estimation and decoding algorithm in FD transmissions via feedback of channel estimate and decoded message with DSIC process, named JIB_DSICED3 scheme. The beauty-of-art of the proposed algorithm is taking advantage of iterative algorithms of 5G LDPC at the decoding process to design simultaneous channel estimation and decoding in each iteration in order to efficiently cancel the SI component and improve the simultaneous channel estimation and decoding in the next iteration. To reduce the processing time and computational complexity, the paper further proposed a partial feedback scheme where only a partial number of modulated symbols in feed back loop are used for channel estimations process, named JIB_DSICED3_PF scheme. Numerical results showed that the proposed algorithm outperforms the conventional algorithm DSICED3_W/OF in terms of MSE, BER, processing time and SI sensitivity. More specifically, the proposed algorithm requires only four iterations to achieve the saturation performance and achieve a significant reduce of BER, e.g. about \( 10^{-1} \) decrease in BER of the proposed algorithm over the conventional one for the intended SNR of 10 dB. When the self-interference to noise ratio increases 10 dB, the proposed algorithm tends to less sensitive to...
level of SI as it requires an increasing of 0.5 dB of the intended SNR to maintain the same BER. All these results indicate the practical use of the proposed algorithm in short-packet FD transmissions for IoT applications and green communications with strict requirements of low-latency and energy efficiency. In the near future, a Software Defined Radio (SDR) implementation of the proposed algorithm will be developed in realistic transmission scenarios in order to evaluate its performance on real signals, especially for the error propagation of the channels should be considered and discussed.
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