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Abstract—Due to the broad range of applications of stochastic multi-armed bandit model, understanding the effects of adversarial attacks and designing bandit algorithms robust to attacks are essential for the safe applications of this model. In this paper, we introduce a new class of attacks named action-manipulation attacks. In this class of attacks, an adversary can change the action signal selected by the user. We show that without knowledge of mean rewards of arms, our proposed attack can manipulate Upper Confidence Bound (UCB) algorithm, a widely used bandit algorithm, into pulling a target arm very frequently by spending only logarithmic cost. To defend against this class of attacks, we introduce a novel algorithm that is robust to action-manipulation attacks when an upper bound for the total attack cost is given. We prove that our algorithm has a pseudo-regret upper bounded by $O(\max\{\log T, A\})$ with a high probability, where $T$ is the total number of rounds and $A$ is the upper bound of the total attack cost.

Index Terms—Stochastic bandits, action-manipulation attack, UCB.

I. INTRODUCTION

In order to develop trustworthy machine learning systems, understanding adversarial attacks on learning systems and correspondingly building robust defense mechanisms have attracted significant recent research interests [2]–[9]. In this paper, we focus on multiple armed bandits (MABs), a simple but very powerful framework of online learning that makes decisions over time under uncertainty. MABs problems have been widely investigated in machine learning and signal processing [10]–[16], and has many applicants in a variety of scenarios such as displaying advertisements [17], articles recommendation [18], cognitive radios [19], [20] and search engines [21], to name a few. In the modern industry-scale applications of MABs models, action decisions, reward signal collection, and policy iterations are normally implemented in a distributed network. When data packets containing the reward signals and action decisions etc are transmitted through the network, an attacker can intercept and modify these data packets to implement adversarial attacks.

Of particular relevance to our work is a line of interesting recent work on online reward-manipulation attacks on stochastic MABs [22]–[24]. In the reward-manipulation attacks, there is an adversary who can change the reward signal from the environment, and hence the reward signal received by the user is not the true reward signal from the environment. In particular, [22] proposes an interesting attack strategy that can force a user, who runs either $\epsilon$-Greedy or Upper Confidence Bound (UCB) algorithm, to select a target arm while only spending effort that grows in logarithmic order. [23] proposes an optimization based framework for offline reward-manipulation attacks. Furthermore, it studies a form of online attack strategy that is effective in attacking any bandit algorithm that has a regret scaling in logarithm order, without knowing what particular algorithm the user is using. [2] considers an attack model where an adversary attacks with a certain probability at each round but its attack value can be arbitrary and unbounded. The paper proposes algorithms that are robust to these types of attacks. [24] considers how to defend against reward-manipulation attacks, a complementary problem to [22], [23]. In particular, [24] introduces a bandit algorithm that is robust to reward-manipulation attacks under certain attack cost, by using a multi-layer approach. [25] introduces another model of adversary setting where each arm is able to manipulate its own reward and seeks to maximize its own expected number of pull count. Under this setting, [25] analyzes the robustness of Thompson Sampling, UCB, and $\epsilon$-greedy under attacks, and proves that all three algorithms achieve a regret upper bound that increases over rounds in a logarithmic order or increases with attack cost in a linear order. This line of reward-manipulation attack has also recently been investigated for contextual bandits in [26], which develops an attack algorithm that can force the bandit algorithm to pull a target arm for a target contextual vector by slightly manipulating rewards in the data.

In this paper, we introduce a new class of attacks on MABs named action-manipulation attack. In the action-manipulation attack, an attacker, sitting between the environment and the user, can change the action selected by the user to another action. The user will then receive a reward from the environment corresponding to the action chosen by the attacker. Compared with the reward-manipulation attacks discussed above, the action-manipulation attack is more difficult to carry out. In particular, as the action-manipulation attack only changes the action, it can impact but does not have direct control of the reward signal, because the reward signal will be a random variable drawn from a distribution depending on the action chosen by the attacker. This is in contrast to reward-manipulation attacks where an attacker has direct control and can change the reward signal to any value.

In order to demonstrate the significant security threat of action-manipulation attacks to stochastic bandits, we propose...
an action-manipulation attack strategy against the widely used UCB algorithm. We choose to attack the UCB algorithm as it is widely used in practice and has been extensively studied in the literature. The proposed attack strategy aims to force the user to frequently pull a target arm chosen by the attacker. We assume that the attacker does not know the true mean reward of each arm. The assumption that the attacker does not know the mean rewards of arms is necessary for the design of attack strategies, as otherwise the attacker can perform the attack trivially. To see this, with the knowledge of the mean rewards, the attacker knows which arm has the worst mean reward and can perform the following oracle attack: when the user pulls a non-target arm, the attacker changes the arm to the worst arm. This oracle attack makes all non-target arms have expected rewards less than that of the target arm, if the target arm selected by the attacker is not the worst arm. In addition, under this attack, all sublinear-regret bandit algorithms will pull the target arm \(O(T)\) times. However, the oracle attack is not practical. The goal of our work is to develop an attack strategy that has similar performance of the oracle attack strategy without requiring the knowledge of the true mean rewards. When the user pulls a non-target arm, the attacker could decide to attack by changing the action to the possible worst arm. As the attacker does not know the true value of arms, our attack scheme relies on lower confidence bounds (LCB) of the value of each arm in making attack decisions. Correspondingly, we name our attack scheme as LCB attack strategy. Our analysis shows that, if the target arm selected by the attacker is not the worst arm, the LCB attack strategy can successfully manipulate the user to select the target arm almost all the time with an only logarithmic cost. In particular, LCB attack strategy can force the user to pull the target arm \(T - O(\log(T))\) times over \(T\) rounds, with the total attack cost being only \(O(\log(T))\). On the other hand, we also show that, if the target arm is the worst arm and the attacker can only incur logarithmic costs, no attack algorithm can force the user to pull the worst arm more than \(T - O(T^{\alpha})\) times. In addition, we study an oracle attack to illustrate the challenges arise for the case where the target arm is the worst arm.

Motivated by the analysis of the action-manipulation attacks and the significant security threat to MABs, we then design a bandit algorithm which can defend against the action-manipulation attacks and still is able to achieve a small regret. The main idea of the proposed algorithm is to bound the maximum amount of offset, in terms of user’s estimate of the mean rewards, that can be introduced by the action-manipulation attacks. We then use this estimate of maximum offset to properly modify the UCB algorithm and build specially designed high-probability upper bounds of the mean rewards so as to decide which arm to pull. We name our bandit algorithm as maximum offset upper confidence bound (MOUCB). In particular, our algorithm first pulls every arm a certain of times and then pulls the arm whose modified upper confidence bound is the largest. Furthermore, we prove that MOUCB bandit algorithm has a pseudo-regret upper bounded by \(O(\max\{\log T, A\})\), where \(T\) is the total number of rounds and \(A\) is an upper bound for the total attack cost. In particular, if \(A\) scales as \(\log(T)\), MOUCB archives a logarithm pseudo-regret which is same as the regret of UCB algorithm.

Compared with our conference paper [1], this journal paper provides several new contributions: 1) In [1], only attacks are considered. In this journal paper, we also consider how to defend against attacks. In particular, we design a new bandit algorithm MOUCB that is robust to action-manipulation attacks and analyze its regret; 2) We provide detailed discussions of the reason why LCB strategy fails when the target arm is the worst; 3) We introduce a class of oracle attacks on UCB algorithm when the target arm is the worst and analyze the bound of target arm pull count and attack cost; 4) We conduct more comprehensive numerical simulations to illustrate the results obtained in our study.

The remainder of the paper is organized as follows. In Section II, we describe the model. In Section III, we describe the LCB attack strategy and analyze its accumulative attack cost. In Section IV, we propose MOUCB and analyze its regret. In Section V, we provide numerical examples to validate the theoretic analysis. Finally, we offer several concluding remarks in Section VI. The proofs are collected in Appendix.

II. Model

In this section, we introduce our model. We consider the standard multi-armed stochastic bandit problems setting. The environment consists of \(K\) arms, with each arm corresponds to a fixed but unknown reward distribution. The bandit algorithm, which is also called “user” in this paper, proceeds in discrete time \(t = 1, 2, \ldots, T\), in which \(T\) is the total number of rounds. At each round \(t\), the user pulls an arm and receives a random reward \(r_t\) drawn from the reward distribution of arm \(I_t\). Denote \(\tau_i(t) := \{s : s \leq t, I_s = i\}\) as the set of rounds up to \(t\) where the user chooses arm \(i\), \(N_i(t) := |\tau_i(t)|\) as the number of rounds that arm \(i\) was pulled by the user up to time \(t\) and

\[
\mu_i(t) := N_i(t)^{-1} \sum_{s \in \tau_i(t)} r_s
\]

as the empirical mean reward of arm \(i\). The pseudo-regret \(\bar{R}(T)\) is defined as

\[
\bar{R}(T) = T \max_{\mu \in \mathbb{R}^K} \mu - \mathbb{E}\left[\sum_{t=1}^{T} r_t\right].
\]

The goal of the user is to minimize \(\bar{R}(T)\).

In this paper, we introduce a novel adversary setting, in which the attacker sits between the user and the environment. The attacker can monitor the actions of the user and the reward signals from the environment. Furthermore, the attacker can introduce action-manipulation attacks on stochastic bandits. In particular, at each round \(t\), after the user chooses an arm \(I_t\), the attacker can manipulate the user’s action by changing \(I_t\) to another arm \(I'_t \in \{1, \ldots, K\}\). If the attacker decides not to attack, \(I'_t = I_t\). Then the environment generates a random reward \(r_t\).
from the reward distribution of post-attack arm $I^0_t$. The user and the attacker receive reward $r_i$ from the environment.

![Fig. 1. Action-manipulation attack model](image)

Without loss of generality and for notation convenience, we assume arm $K$ is the “attack target” arm or the target arm. The attacker’s goal is to manipulate the user into pulling the target arm very frequently but by making attacks as rarely as possible. Define the set of rounds when the attacker decides to attack as $C := \{ t : t \leq T, I^0_t \neq I_1 \}$. The cumulative attack cost is the total number of rounds where the attacker decides to attack, i.e., $|C|$.

In this paper, we assume that the reward distribution of arm $i$ follows $\sigma^2$-sub-Gaussian distributions with mean $\mu_i$. Denote the true reward vector as $\mu = [\mu_1, \cdots, \mu_K]$. Neither the user nor the attacker knows $\mu$, but $\sigma^2$ is known to both the user and the attacker. We note that the assumption that the attacker does not know $\mu$ is only necessary for Section III, in which we design attack strategies. We do not use this assumption in Section IV where we design defense strategies. Define the difference of mean value of arm $i$ and $j$ as $\Delta_{i,j} = \mu_i - \mu_j$. Furthermore, we refer to the best arm as $i_O = \arg \max_i \mu_i$ and the worst arm as $i_W = \arg \min_i \mu_i$.

In Section III, the assumption that the attacker does not know $\mu$ is important. If the attacker knows these values, the attacker can adopt a trivial oracle attack scheme: whenever the user pulls a non-target arm $I_t$, the attacker changes $I_t$ to the worst arm $i_W$. Assuming that the target arm is not the worst, it is easy to show that, if the user uses a bandit algorithm that has a regret upper bounded of $O(\log(T))$ when there is no attack, the oracle attack scheme can force the user to pull the target arm $T = O(\log(T))$ times, using a cumulative cost $|C| = O(\log(T))$. However, the oracle attack scheme is not practical when the true reward vector is unknown. In this paper, we will first design an effective attack scheme, which does not assume the knowledge of true reward vector and nearly matches the performance of the oracle attack scheme, to attack the UCB algorithm. We will then design a new bandit algorithm that is robust against the action-manipulation attack.

The action-manipulation attack considered here is different from reward-manipulation attacks introduced by interesting recent work [22], [23], where the attacker can change the reward signal from the environment. In the setting considered in [22], [23], the attacker can change the reward signal $r_i$ from the environment to an arbitrary value chosen by the attacker. Correspondingly, the cumulative attack cost in [22], [23] is defined to be the sum of the absolute value of the changes on the reward. Compared with the reward-manipulation attacks discussed above, the action-manipulation attack is more difficult to carry out. In particular, as the action-manipulation attack only changes the action, it can impact but does not have direct control of the reward signal, which will be a random variable drawn from a distribution depending on the action chosen by the attacker. This is in contrast to reward-manipulation attacks where an attacker can change the reward to any value.

III. ATTACK ON UCB AND COST ANALYSIS

In this section, we use UCB algorithm as an example to illustrate the effects of action-manipulation attack. We will introduce LCB attack strategy on the UCB bandit algorithm and analyze the cost.

A. Attack strategy

UCB algorithm [27] is one of the most popular bandit algorithm. In UCB algorithm, the user initially pulls each of the $K$ arms once in the first $K$ rounds. After that, the user chooses arms according to

$$I_t = \arg \max_i \left\{ \hat{\mu}_i(t-1) + 3\sigma \sqrt{\frac{\log t}{N_i(t-1)}} \right\}. \quad (3)$$

Under the action-manipulation attack, as the user does not know that $r_i$ is generated from arm $I^0_t$ instead of $I_1$, the empirical mean $\hat{\mu}_i(t)$ computed using (1) is not a proper estimate of the true mean reward of arm $i$ anymore. On the other hand, the attack is able to obtain a good estimate of $\mu_i$ by

$$\hat{\mu}_i(t) := N_i^0(t)^{-1} \sum_{s \in T_i^0(t)} r_s, \quad (4)$$

where $T_i^0(t) := \{ s : s \leq t, I^0_s = i \}$ is the set of rounds up to $t$ when the attacker changes an arm to arm $i$, and $N_i^0(t) = |T_i^0(t)|$ is the number of pulls of post-attack arm $i$ up to round $t$. This information gap provides a chance for attack. In this section, we assume that the target arm is not the worst arm, i.e., $\mu_K > \mu_{i_W}$. We will discuss the case where the target arm is the worst arm in Section III-C.

The proposed attack strategy works as follows. In the first $K$ rounds, the attacker does not attack. After that, at round $t$, if the user chooses a non-target arm $I_t$, the attacker changes it to arm $I^0_t$ that has the smallest lower confidence bound (LCB):

$$I^*_t = \arg \min_i \left\{ \hat{\mu}_i(t-1) - CB \left( N_i^0(t-1), \delta \right) \right\}, \quad (5)$$

where

$$CB(N, \delta) = \frac{2\sigma^2}{N} \log \frac{\pi^2 KN^2}{3\delta}. \quad (6)$$
Here $\delta \in (0, 1)$ is a parameter that is related to the probability statements in the analytical results presented in Section III-B. We call our scheme as LCB attack strategy. Note that the form of (6) is slightly different from typical form used in UCB algorithms. We choose to use this form for the simplicity of proofs. If at round $t$ the user chooses the target arm, the attacker does not attack. Thus the cumulative attack cost of our LCB attack scheme is equal to the total of times when the non-target arms are selected by the user. The algorithm is summarized in Algorithm 1.

**Algorithm 1: LCB attack strategy on UCB algorithm**

**Input:**
- The user’s bandit algorithm namely UCB algorithm,
- target arm $K$

1: **for** $t = 1, 2, \ldots$ **do**
2: The user chooses arm $I_t$ to pull according to UCB algorithm (3).
3: **if** $I_t = K$ **then**
4: The attacker does not attack, and $I^0_t = I_t$.
5: **else**
6: The attacker attacks and changes arm $I_t$ to $I_t^0$, chosen according to (5).
7: **end if**
8: The environment generates reward $r_t$ from arm $I_t^0$.
9: The attacker and the user receive $r_t$.
10: **end for**

Here, we highlight the main idea why LCB attack strategy works. As discussed in Section II, if the attacker knows which arm is the worst, the attacker can simply change the action to the worst arm when the user pulls the non-target arm. The main idea of the attack scheme is to estimate the mean of each arm, and change the non-target arm to the arm whose lower confidence bound is the smallest. Effectively, this will almost always change the non-target arm to the worst arm. More formally, for $i \neq K$, we will show that this attack strategy will ensure that $\hat{\mu}_i$ computed using (1) by the user converges to $\mu_{iw}$. On the other hand, as the attacker does not attack when the user selects $K$, $\hat{\mu}_K$ computed by the user will still converge to the true mean $\mu_K$ with $N_K$ increasing. Because the assumption that the target arm is the worst, which implies that $\mu_K > \mu_{iw}$, $\hat{\mu}_K$ could be smaller than $\mu_K$. Then the user will rarely pull the non-target arms as $\hat{\mu}_i$ is smaller than $\mu_K$. Hence, the attack cost would also be small. The rigorous analysis of the cost will be provided in Section III-B.

**B. Cost analysis**

To analyze the cost of the proposed scheme, we need to track $\tilde{\mu}_i(t)$, the estimate obtained by the attacker using (4), and $\hat{\mu}_i(t)$, the estimate obtained by the user using (1).

The analysis of $\tilde{\mu}_i(t)$ is relatively simple, as the attacker knows which arm is truly pulled and hence $\tilde{\mu}_i(t)$ is the true estimate of the mean of arm $i$. Define event

$$E_1 := \{ \forall i, \forall t > K : |\tilde{\mu}_i(t) - \mu_i| < CB(N^0_i(t), \delta) \}. \quad (7)$$

Roughly speaking, event $E_1$ is the event that the empirical mean computed by the attacker using (4) is close to the true mean. The following lemma, proved in [22], shows that the attacker can accurately estimate the mean of each arm.

**Lemma 1.** (Lemma 1 in [22]) For $\delta \in (0, 1)$, $P(E_1) > 1 - \delta$.

The analysis of $\hat{\mu}_i(t)$ computed by the user is more complicated. When the user pulls arm $i$, because of the action-manipulation attacks, the random rewards may be drawn from different reward distributions. Define $\tau_{i,t}(j) := \{ s : s \leq t, I_s = i \text{ and } I_s = j \}$ as the set of rounds up to $t$ when the user chooses arm $i$ and the attacker changes it to arm $j$. Lemma 2 shows a high-probability confidence bounds of $\hat{\mu}_{i,j}(t) := N_{i,j}(t)^{-1} \sum_{s \in \tau_{i,j}(t)} r_s$, the empirical mean rewards of a part of arm $i$ whose post-attack arm is $j$, where $N_{i,j}(t) := |\tau_{i,j}(t)|$. Define event

$$E_2 := \{ \forall i, \forall j, \forall t > K : |\hat{\mu}_{i,j}(t) - \mu_j| < CB \left( N_{i,j}(t), \frac{\delta}{K} \right) \}. \quad (8)$$

**Lemma 2.** For $\delta \in (0, 1)$, $P(E_2) > 1 - \delta$.

**Proof.** Please refer to Appendix A.

Although $r_s$ in (1), used to calculate $\hat{\mu}_i(t)$, may be drawn from different reward distributions, we can build a high-probability bound of $\hat{\mu}_i(t)$ with the help of Lemma 2.

**Lemma 3.** Under event $E_2$, for all arm $i$ and all $t > K$, we have

$$\left| \hat{\mu}_i(t) - \frac{1}{N_i(t)} \sum_{s \in \tau(t)} \mu_{i,s} \right| < CB \left( N_i(t), \frac{\delta}{K} \right). \quad (9)$$

**Proof.** Please refer to Appendix B.

Under events $E_1$ and $E_2$, we can build a connection between $\hat{\mu}_i(t)$ and $\mu_{iw}$. In the proposed LCB attack strategy, the attacker explores and exploits the worst arm by a lower confidence bound method. Thus, when the user pulls a non-target arm, the attacker changes it to the worst arm at most of rounds, which means that for all $i \neq K$, $\hat{\mu}_i(t)$ will converge to $\mu_{iw}$ as $N_i(t)$ increases. Lemma 4 shows the relationship between $\hat{\mu}_i(t)$ and $\mu_{iw}$.

**Lemma 4.** Under events $E_1$ and $E_2$, using LCB attack strategy I, we have

$$\hat{\mu}_i(t) \leq \mu_{iw} + \frac{1}{N_i(t)} \sum_{j \neq iw} 8\sigma^2 \delta \log \frac{\pi^2 K t^2}{3\delta} + \frac{2\sigma^2 K \log \frac{\pi^2 (N_i(t))^2}{3\delta}}{N_i(t)}, \forall i, t. \quad (10)$$

**Proof.** Please refer to Appendix C.

Lemma 4 shows an upper bound of the empirical mean reward of pre-attack arm $i$, for all arm $i \neq K$. Our main result is the following upper bound on the attack cost $|C|$.
Theorem 1. With probability at least $1 - 2\delta$, when $T \geq \left(\frac{\pi^2K^2}{12\delta}\right)^{\frac{5}{2}}$, using LCB attack strategy specified in Algorithm 1, the attacker can manipulate the user into pulling the target arm in at least $T - |C|$ rounds, with an attack cost

$$|C| \leq \frac{K - 1}{4\Delta_{K,iw}} \left(3\sigma\sqrt{\log T} + \sqrt{2\sigma^2K\log \frac{\pi^2T^2}{3\delta}}\right) + \left(3\sigma\sqrt{\log T} + \sqrt{2\sigma^2K\log \frac{\pi^2T^2}{3\delta}}\right)^2 + 4\Delta_{K,iw} \sum_{j \neq iw} \frac{8\sigma^2}{\Delta_{j,iw}} \log \frac{\pi^2K^2T^2}{3\delta}$$

(11)

Proof. Please refer to Appendix D.

The expression of the cost bound in Theorem 1 is complicated. The following corollary provides a simpler bound that is more explicit and interpretable.

Corollary 1. Under the same assumptions in Theorem 1, the total attack cost $|C|$ of Algorithm 1 is upper bounded by

$$O\left(\frac{K\sigma^2\log T}{\Delta_{K,iw}} \left(K + \sum_{j \neq iw} \frac{\Delta_{K,iw}}{\Delta_{j,iw}} + \sqrt{K \sum_{j \neq iw} \frac{\Delta_{K,iw}}{\Delta_{j,iw}}}\right)\right),$$

(12)

and the total number of target arm pulls is $T - |C|$.

From Corollary 1, we can see that the attack cost scales as $\log T$. Two important constants $\frac{\sigma}{\Delta_{K,iw}}$ and $\sum_{j \neq iw} \frac{\Delta_{K,iw}}{\Delta_{j,iw}}$ have impact on the prelog factor. In Section V, we provide some numerical examples to illustrate the effects of these two constants on the attack cost.

In the above analysis, the attacker has only one target arm and aims to force the user to pull it. We can extend our algorithm to the scenario where there is a set of target arms and the attacker aims to manipulate the user into pulling any one of them very frequently. For this case, we need an assumption that the worst arm is not in the target set. When the user pulls a target arm, the adversary does not attack. When the user pulls a non-target arm, the LCB attack strategy can change it to the worst arm at most of rounds. In this way, the estimate of any non-target arm could be smaller than the estimate of any target arm. As the result, the user will rarely pull the non-target arms and pull arms in the target set very frequently. The attack cost also scales as $\log(T)$.

C. Attacks fail when the target arm is the worst arm

One weakness of our LCB attack strategy is that the attack target arm is necessarily a non-worst arm. In the LCB attack strategy, the attacker can not force the user to pull the worst arm very frequently by spending only logarithmic cost. The main reason is that, when the target arm is the worst, the average reward of each arm is larger or equal to that of the target arm. As the result, our attack scheme is not able to ensure that the target arm has a higher expected reward than the user’s estimate of the rewards of other arms. In fact, the following theorem shows that all action-manipulation attack can not manipulate the UCB algorithm into pulling the worst arm more than $T - O(\log(T))$ times with probability at least $1 - \delta$, in which $\alpha \leq 1$.

This theorem shows a contrast between the case where the target arm is not the worst arm and the case where the target arm is the worst arm. If the target arm is not the worst arm, our scheme is able to force the user to pick the target arm $T - O(\log(T))$ times with only logarithmic cost. On the other hand, if the target arm is the worst, Theorem 2 shows that there is no attack strategy that can force the user to pick the worst arm more than $T - O(T^\alpha)$ times while incurring only logarithmic cost.

In the proof of Theorem 2, we do not use the assumption on whether the attacker knows the true underlying mean vector or not. Hence this theorem is also valid even when the attacker knows the true underlying mean vector and can carry out an oracle attack. To further illustrate the challenges arise for the case where the target arm is the worst arm, we now study the oracle attack for this case. Even though the attacker knows the true underlying mean vector, it is difficult for him to carry out the attack. The main reason is that, since the target arm is the worst arm, in order to make this arm appears to be better to the user, the attacker now needs to attack even when the user pulls the target arm, i.e., to change it to the best arm. Hence the attack has two parts: 1) when the user pulls a non-target arm, the attacker changes the arm to the worst arm; 2) when the user pulls the target arm, the attacker changes the arm to the best arm sometimes. We set the number of rounds that the attacker change the target arm to the best arm as $C_K$. So the attack cost has two parts: the number of rounds where the user pulls a non-target arm and $C_K$. The following proposition analyze the cost of this oracle attack.

Proposition 1. With probability at least $1 - \delta$, when $T > \left(\frac{\pi^2K^2}{12\delta}\right)^{\frac{5}{2}}$, given the number of rounds that the attacker change the target arm to the best arm as $C_K$, the oracle attack can manipulate the user into pulling the target arm that is the worst arm in at most

$$T - \min\left(\frac{1}{4}(K - 1)\sigma^2T^2 \log \frac{T}{K}, \frac{T(K - 1)}{KC_K \Delta_{io,K} + 6\sigma \sqrt{KT\log \frac{T}{K}}}\right)$$

(13)
Proof. Please refer to Appendix F.

Compared with the performance of LCB attacks for the cases when the target arm is the worst arm, the oracle attack for the case when the target arm is the worst arm requires significantly more attack cost to achieve the similar performance. According to Proposition 1, in order to manipulate the user into pulling the target arm in \( m \) rounds, with an attack cost \(|C|\) at least

\[
C_K + \min \left( \frac{1}{K} (K - 1) \sigma^2 T^2 \log \frac{T}{K} \left( \frac{T(K - 1)}{K} \right)^{\frac{1}{2}} \right) \right.
\]

which scales as \( \Omega \left( T^{\frac{5}{4}} \log T \right) \). Hence, for the case where the target arm is the worst arm, the minimal attack cost of the oracle attack is large. There is no effective attacks when the target arm is the worst arm.

IV. ROBUST ALGORITHM AND REGRET ANALYSIS

The results in Section III expose a significant security threat of the action-manipulation attacks on MABs. Under only \( O(\log(T)) \) times of attacks carried out using the proposed LCB strategy, the UCB algorithm will almost always pull the target arm selected by the attacker. Although there are some defense algorithms [24] and universal best arm identification schemes [28] for stochastic or adversarial bandit, they do not apply to the action-manipulation attack setting. This motivates us to design a new bandit algorithm that is robust against action-manipulation attacks. In this section, we propose such a robust bandit algorithm and analyze its regret.

A. Robust Bandit algorithm

In this section, we assume that a valid upper bound \( A \) for the cumulative attack cost \(|C|\) is known for the user, although the user does not have to know the exact cumulative attack cost \(|C|\). \( A \) does not need to be constant, it can scale with \( T \). In other words, for a given \( A \), our proposed algorithm is robust to all action-manipulation attacks with a cumulative attack cost \(|C| < A\). This assumption is reasonable, as if the cost is unbounded, it will not be possible to design a robust scheme.

We first introduce some notation. Denote \( N(t - 1) := (N_1(t - 1), \ldots, N_K(t - 1)) \) as the vector counting how many times each action has been taken by the user, and \( \hat{\mu}(t - 1) = (\hat{\mu}_1(t - 1), \ldots, \hat{\mu}_K(t - 1)) \) as the vector of the sample means computed by the user. The proposed algorithm is a modified UCB method by taking the maximum possible mean estimate offset due to attack into consideration. We name our scheme as maximum offset UCB (MOUCB).

The proposed MOUCB works as follows. In the first \( 2AK \) rounds, MOUCB algorithm pulls each arm \( 2A \) times. After that, at round \( t \), the user chooses an arm \( I_t \) by a modified UCB method:

\[
I_t = \arg \max_a \left\{ \hat{\mu}_a(t - 1) + \beta(N_a(t - 1)) \right. \\
\left. + \gamma(\hat{\mu}(t - 1), N(t - 1)) \right\},
\]

where

\[
\gamma(\hat{\mu}(t - 1), N(t - 1)) = \frac{2A}{N_a(t - 1)},
\]

\[
\max_{i,j} \{ \hat{\mu}_i(t - 1) - \hat{\mu}_j(t - 1) + \beta(N_i(t - 1)) + \beta(N_j(t - 1)) \},
\]

and

\[
\beta(N) = \text{CB} \left( \frac{N}{K}, \delta \right) = \sqrt{\frac{2\sigma^2 K}{N} \frac{\pi^2 N^2}{3\delta}}.
\]

The algorithm is summarized in Algorithm 2.

---

**Algorithm 2:** Proposed MOUCB bandit algorithm

**Input:**

A valid upper bound \( A \) for the cumulative attack cost.

1: for \( t = 1, 2, \ldots \) do
2: if \( t \leq 2AK \) then
3: The user pulls the arm whose pull count is the smallest, i.e. \( I_t = \arg \min_i N_i(t - 1) \).
4: else
5: The user chooses arm \( I_t \) to pull according (16).
6: end if
7: if The attacker decides to attack then
8: The attacker attacks and changes \( I_t \) to \( I_t^0 \).
9: else
10: The attacker does not attack and \( I_t^0 = I_t \).
11: end if
12: The environment generates reward \( r_t \) from arm \( I_t^0 \).
13: The attacker and the user receive \( r_t \).
14: end for

---

Compared with the original UCB algorithm in (3), the main difference is the additional term \( \gamma(\hat{\mu}(t - 1), N(t - 1)) \) in (16). We now highlight the main idea why our bandit algorithm works and the role of this additional term. In particular, in the standard multi-armed stochastic bandit problem, \( \hat{\mu}_i(t) \) is a proper estimation of \( \mu_i \), the true mean reward of arm \( i \). However, under the action-manipulation attacks, as the user does not know which arm is used to generate \( r_t \), \( \hat{\mu}_i(t) \) is not a proper estimate of the true mean reward anymore. However, we can try to find a good bound of the true mean reward. If we know \( \Delta_{1:K} \), the reward difference between the optimal arm and the worst arm, we can describe the maximum offset
of the mean rewards caused by the attack. In particular, we have
\[ \mu_i - \frac{A}{N_i(t)} \Delta_{i,o,i,w} \leq \frac{1}{N_i(t)} \sum_{s \in \tau_i(t)} \mu_{i,s}^{(t)} \leq \mu_i + \frac{A}{N_i(t)} \Delta_{i,o,i,w}, \]
which implies
\[ \mu_i \leq \frac{A}{N_i(t)} \Delta_{i,o,i,w} + \frac{1}{N_i(t)} \sum_{s \in \tau_i(t)} \mu_{i,s}^{(t)}. \]  
(18)

In (19), the first term in the right hand side is the maximum offset that an attacker can introduce regardless of the attack strategy. The second term in the right hand side is related to the mean estimated by the user. In particular, under event \( E_2 \), as shown in Lemma 3, we have
\[ \frac{1}{N_i(t)} \sum_{s \in \tau_i(t)} \mu_{i,s}^{(t)} < \hat{\mu}_i(t). \]  
(20)

Hence, regardless the attack strategy, we have a upper confidence bound on \( \mu_i \):
\[ \mu_i \leq \hat{\mu}_i(t) + \frac{A}{N_i(t)} \Delta_{i,o,i,w} + \beta(N_i(t)). \]  
(21)

In our case, however, \( \Delta_{i,o,i,w} \) is also unknown. In our algorithm, we obtain a high-probability bound on \( \Delta_{i,o,i,w} \):
\[ \Delta_{i,o,i,w} \leq 2 \max_{i,j} \{ \hat{\mu}_i - \hat{\mu}_j + \beta(N_i(t)) + \beta(N_j(t)) \}, \]  
(22)

which will proved in Lemma 5 below. Now, the second term of (21) becomes \( \gamma(\hat{\mu}(t - 1), N(t - 1)) \) if we replace \( \Delta_{i,o,i,w} \) with the bound (22), and we obtain our final algorithm.

The design of robust algorithms under the adversarial setup can be alternatively viewed as a MABs problem with limited number of mean changes. When the user pulls a single arm, the rewards he receives are drawn from different reward distributions with different means. The means are varying with time because of the manipulation of the attacker. The means change between only \( K \) fixed values. In our setting, if the attacker does not decide to attack, the arm chosen by the user does not change and the mean does not change. In this sense, the attack cost is the number of rounds when the mean is different from the initial value. In most rounds, each arm corresponds to a fixed but unknown reward distribution. However, in at most \( A \) rounds, the mean of each arm is varying between \( K - 1 \) fixed values.

B. Regret analysis

Lemma 5 shows a bound of \( \Delta_{i,o,i,w} \), the maximum reward difference between any two arms, under event \( E_2 \).

**Lemma 5.** For \( \delta \leq \frac{1}{3} \), \( t > 2AK \) and under event \( E_2 \), MOUCB algorithm have
\[ \Delta_{i,o,i,w} \leq 2 \max_{i,j} \{ \hat{\mu}_i - \hat{\mu}_j + \beta(N_i(t)) + \beta(N_j(t)) \} \]
\[ \leq 2\Delta_{i,o,i,w} + 8\sqrt{\frac{\sigma^2 K}{A} \log \frac{4\pi^2 A^2}{3\delta}}, \]  
(23)

**Proof.** Please refer to Appendix G.

Using Lemma 5, we now bound the regret of Algorithm 2.

**Theorem 3.** Let \( A \) be an upper bound on the total attack cost \( |C| \). For \( \delta \leq \frac{1}{3} \) and \( T \geq 2AK \), MOUCB algorithm has pseudo-regret \( \bar{R}(T) \)
\[ \bar{R}(T) \leq \sum_{a \neq i_o} \max \left\{ \frac{8\sigma^2 K}{\Delta_{i_o,a}} \log \frac{\pi^2 T^2}{3\delta} A (\Delta_{i_o,a} + 2\Delta_{i_o,i,w} + 8\sqrt{\frac{\sigma^2 K}{A} \log \frac{4\pi^2 A^2}{3\delta}}) \right\}, \]  
(24)

with probability at least \( 1 - \delta \).

**Proof.** Please refer to Appendix H.

Theorem 3 reveals that our bandit algorithm is robust to the action-manipulation attacks. If the total attack cost is bounded by \( O(\log T) \), the pseudo-regret of MOUCB bandit algorithm is still bounded by \( O(\log T) \). This is in contrast with UCB, for which we have shown that the pseudo-regret is \( O(T) \) with attack cost \( O(\log T) \) in Section III. If the total attack cost is up to \( \Omega(\log T) \), the pseudo-regret of MOUCB bandit algorithm is bounded by \( O(A) \), which is linear in \( A \). Note that in the design of defense strategy, we do not assume what the attack strategy is. MOUCB can defend against both LCB attacks and oracle attacks. In fact, MOUCB is robust to all action-manipulation attacks, as long as the total attack cost is smaller than \( A \). In a sense, \( A \) can be viewed as a parameter chosen by the user to strike a balance between performance and robustness against attacks: the larger the value \( A \) is, the larger class of attacks the user can defend against, but with the cost of a larger regret.

V. Numerical results

In this section, we provide numerical examples to illustrate the analytical results obtained. In our simulation, the bandit has 10 arms. The rewards distribution of arm \( i \) is \( \mathcal{N}(\mu_i, \sigma) \). The attacker’s target arm is \( K \). We let \( \delta = 0.05 \). We then run the experiment for 20 trials and in each trial we run \( T = 10^7 \) rounds.

A. LCB attack strategy

We first illustrate the impact of the proposed LCB attack strategy on UCB algorithm.

In Figure 2, we fix \( \sigma = 0.1 \) and \( \Delta_{K,i,w} = 0.1 \) and compare the number of rounds at which the target arm is pulled with and without attack. In this experiment, the mean rewards of all arms are 1.0, 0.9, 0.8, 0.7, 0.6, 0.5, 0.4, 0.3, 0.1, and 0.2 respectively. Arm \( K \) is not the worst arm, but its average reward is lower than most arms. The results are averaged over 20 trials. The attacker successfully manipulates the user into pulling the target arm very frequently.

In Figure 3, in order to study how \( \Delta_{K,i,w} \) affects the attack cost, we fix \( \Delta_{K,i,w} = 0.1 \) and set \( \sigma \) as 0.1, 0.3 and 0.5 respectively. The mean rewards of all arms are the same as above. From the figure, we can see that as \( \Delta_{K,i,w} \) increases, the attack cost increases. In addition, as predicted in our analysis,
the attack cost increases with $T$, the total number of rounds, in a logarithmic order.

Figure 4 illustrates how $\sum_{j \neq i} \Delta_{K,i} / \Delta_{j,i}$ affects the attack cost. In this experiment, we fix $\sum_{j \neq i} \Delta_{K,i} / \Delta_{j,i} = 1$ and set $\Delta_{K,i}$ as 0.2, 0.6 and 0.9 respectively. The mean rewards of all arms are the same as above. The figure illustrates that, as $\sum_{j \neq i} \Delta_{K,i} / \Delta_{j,i}$ increases, the attack cost also increases. This is consistent with our analysis in Corollary 1.

B. MOUCB bandit algorithm

We now illustrate the effectiveness of MOUCB bandit algorithm.

In this experiment, we use the similar setting as in the simulation of the LCB attack scheme. The mean rewards of all arms are set to be 1.0, 0.8, 0.9, 0.5, 0.2, 0.3, 0.1, 0.4, 0.7, and 0.6 respectively. The total attack cost $|C|$ is limited by 2000. A given valid upper bound for total attack cost is $A = 3000$. The results are averaged over 20 trials.

In Figure 5, we simulate MOUCB algorithm with two different attacks, and compare the numbers of rounds when the optimal arm is pulled under these attacks. The first attack is the LCB attack discussed in Section III. The second attack is the oracle attack, in which the attacker knows the true mean reward of arms and implements the oracle attacks that change any non-target arm to a worst arm (see the discussion in Section II). For comparison purposes, we also add the curve for MOUCB under no attack, and the curve for UCB under no attack. The results show that, even under the oracle attack, the proposed MOUCB bandit algorithm achieves almost the same performance as the UCB without attack.
To further compare the performance of UCB and MOUCB, in Figure 6, we illustrate the performance of UCB algorithm for the three scenarios discussed above: under LCB attack, under oracle attack and under no attack. The results show that both LCB and oracle attacks can successfully manipulates the UCB algorithm into pulling a non-optimal arm very frequently, as the curves for the LCB attack and oracle attack are far away from the curve for no attack. This is in sharp contrast with the situation for MOUCB algorithm shown in Figure 5, where the all curves are almost identical.

![Figure 7. Pseudo-regret of MOUCB algorithm](image)

![Figure 8. Pseudo-regret of UCB algorithm](image)

Figure 7 and Figure 8 illustrate the pseudo-regret of MOUCB bandit algorithm and UCB bandit algorithm respectively. In Figure 7, as predicted in our analysis, MOUCB algorithm archives logarithmic pseudo-regrets under both LCB attacks and the oracle attacks. Furthermore, the curves under both attacks are very close to that of the case without attacks. However, as shown in Figure 8, the pseudo-regret of UCB grows linearly under both attacks, while grows logarithmically under no attack. The figures again show that UCB is vulnerable to action-manipulation attacks while the proposed MOUCB is robust to the attacks (even for oracle attacks).

VI. CONCLUSION

In this paper, we have introduced a new class of attacks on stochastic bandits: action-manipulation attacks. We have analyzed the attack against the UCB algorithm and proved that the proposed LCB attack scheme can force the user to almost always pull a non-worst arm with only logarithm effort. To defend against this type of attacks, we have further designed a new bandit algorithm MOUCB that is robust to action-manipulation attacks. We have analyzed the regret of MOUCB under any attack with bounded cost, and have showed that the proposed algorithm is robust to the action-manipulation attacks.

In terms of future work, it is of interest to investigate robustness of bandit algorithms that are designed under the Bayesian framework may render the algorithms more resistant to attacks.

APPENDIX A

PROOF OF LEMMA 2

The proof is similar with the proof of Lemma 1 that was proved in [22]. Let \( \{X_j\}_{j=1}^{\infty} \) be a sequence of i.i.d \( \sigma^2 \)-sub-Gaussian random variables with mean \( \mu \). Let \( \hat{\mu}^0(t) = \frac{1}{N(t)} \sum_{j=1}^{N(t)} X_j \). By Hoeffding’s inequality,

\[
\Pr(|\hat{\mu}^0(t) - \mu| \geq \eta) \leq 2 \exp\left(-\frac{N(t) \eta^2}{2\sigma^2}\right). \tag{25}
\]

In order to ensure that \( \mathcal{E}_2 \) holds for all arm \( i \), all arm \( j \) and all pull counts \( N = N_{i,j}(t) \), we set \( \delta_{i,j,N} := \frac{6\eta}{\pi K \sqrt{2N}} \). We have

\[
\Pr\left( \exists i, \exists j, \exists N : |\hat{\mu}_{i,j}(t) - \mu_j| \geq \sqrt{\frac{2\sigma^2}{N} \log \frac{\pi^2 K^2 N^2}{3\delta}} \right) \\
\leq \sum_{i=1}^{K} \sum_{j=1}^{K} \sum_{N=1}^{\infty} \delta_{i,j,N} = \delta. \tag{26}
\]

APPENDIX B

PROOF OF LEMMA 3

According to event \( \mathcal{E}_2 \), we have

\[
\left| \hat{\mu}_i(t) - \frac{1}{N_i(t)} \sum_{s \in \tau_i(t)} \mu_{I_s} \right| \\
= \left| \sum_{j=1}^{K} \frac{N_{i,j}(t)}{N_i(t)} (\hat{\mu}_{i,j}(t) - \mu_j) \right| \\
\leq \sum_{j=1}^{K} \frac{N_{i,j}(t)}{N_i(t)} |\hat{\mu}_{i,j}(t) - \mu_j| \\
< \frac{1}{N_i(t)} \sum_{j=1}^{K} \sqrt{2\sigma^2 N_{i,j}(t) \log \frac{\pi^2 K^2 (N_{i,j}(t))^2}{3\delta}}. \tag{27}
\]
Define a function \( f(N) = \sqrt{2\sigma^2 N \log \frac{\pi^2 K^2 N^2}{3\delta}} \) \((0, +\infty) \to \mathbb{R}\), and we have
\[
f''(N) = \frac{\partial^2}{\partial N^2} \sqrt{2\sigma^2 N \log \frac{\pi^2 K^2 N^2}{3\delta}} = -\left( \frac{2\sigma^2 \log \frac{\pi^2 K^2 N^2}{3\delta} }{4 (2\sigma^2 N \log \frac{\pi^2 K^2 N^2}{3\delta})^\frac{3}{2}} \right) \leq 0,
\]
when \( N \geq 1 \).

Hence \( f \) is strictly concave when \( N \geq 1 \), and according to the property of the concave function,
\[
\sum_{j=1}^{K} f(N_{i,j}(t)) < K f \left( \frac{1}{K} \sum_{j=1}^{K} N_{i,j}(t) \right) = K f \left( \frac{N_i(t)}{K} \right).
\]
(29)

Thus,
\[
\hat{\mu}_i(t) - \frac{1}{N_i(t)} \sum_{s \in \tau_i(t)} \mu_{t_0} \leq \frac{1}{N_i(t)} K \sqrt{2\sigma^2 N_i(t) \log \frac{\pi^2 K^2 (N_i(t))^2}{3\delta}} \leq \sqrt{2\sigma^2 K \log \frac{\pi^2 (N_i(t))^2}{3\delta}}.
\]
(30)

APPENDIX C

PROOF OF LEMMA 4

The LCB attack scheme uses lower confidence bound to exploit the worst arm, so we need to prove that the attacker’s pull counts of all non-worst arms should be limited at round \( t \).

Consider the case that in round \( t + 1 \), the user chooses a non-target arm \( I_{t+1} = i \neq K \) and the attacker changes it to a non-worst arm \( I_{t+1} = i \neq i_W \). On one hand, under event \( \mathcal{E}_1 \), we have
\[
\hat{\mu}_{i_W}(t) - \mu_{i_W} < \text{CB}(N_{i_W}(t), \delta),
\]
and 
\[
\hat{\mu}_{i}(t) - \mu_{i} > -\text{CB}(N_{i}(t), \delta).
\]
(31)

On the other hand, according to the attack scheme, it must be the case that
\[
\hat{\mu}_{i_W}(t) - \text{CB}(N_{i_W}(t), \delta) > \hat{\mu}_{j}(t) - \text{CB}(N_{j}(t), \delta),
\]
(32)
which is equivalent to
\[
\text{CB}(N_{i_W}(t), \delta) > \hat{\mu}_{j}(t) - (\hat{\mu}_{i_W}(t) - \text{CB}(N_{i_W}(t), \delta)).
\]
(33)

Combining (33) with (31), we have
\[
\text{CB}(N_{i_W}(t), \delta) > \mu_{j} - \text{CB}(N_{i_W}(t), \delta) - \mu_{i_W}
\]
and 
\[
\text{CB}(N_{j}(t), \delta) > \frac{\Delta_{j,i_W}}{2}.
\]

Using the fact that \( N_{j}(t) \leq t \) and \( N_{i,j}(t) \leq N_{j}(t) \), we have
\[
\frac{\Delta_{j,i_W}}{2} < \text{CB}(N_{j}(t), \delta)
\]
(35)
\[
= \sqrt{\frac{2\sigma^2}{N_{j}(t) \log \frac{\pi^2 K(N_{j}(t))^2}{3\delta}}}
\]
\[
\leq \frac{2\sigma^2}{N_{j}(t) \log \frac{\pi^2 K t^2}{3\delta}},
\]
(36)
which is equivalent to
\[
N_{i,j}(t) < \frac{8\sigma^2}{\Delta_{j,i_W}^2} \log \frac{\pi^2 K t^2}{3\delta}.
\]
Hence, under event \( \mathcal{E}_2 \), we have
\[
\hat{\mu}_{i}(t) < \frac{1}{N_i(t)} \sum_{s \in \tau_i(t)} \mu_{t_0} + \sqrt{\frac{2\sigma^2 K \log \frac{\pi^2 (N_i(t))^2}{3\delta}}{N_i(t)}}
\]
\[
= \frac{1}{N_i(t)} \sum_{j} N_{i,j}(t) \mu_j + \sqrt{\frac{2\sigma^2 K \log \frac{\pi^2 (N_i(t))^2}{3\delta}}{N_i(t)}}
\]
\[
= \sum_{j} \frac{N_{i,j}(t)}{N_i(t)} \left( \Delta_{j,i_W} + \mu_{i_W} \right) + \sqrt{\frac{2\sigma^2 K \log \frac{\pi^2 (N_i(t))^2}{3\delta}}{N_i(t)}}
\]
\[
< \mu_{i_W} + \frac{2\sigma^2 K \log \frac{\pi^2 (N_i(t))^2}{3\delta}}{N_i(t)} + \frac{8\sigma^2}{\Delta_{j,i_W}^2} \log \frac{\pi^2 K t^2}{3\delta}.
\]
(37)
The lemma is proved.

APPENDIX D

PROOF OF THEOREM 1

By inferring from Lemma 1, we have that with probability \( 1 - \frac{\delta}{K}, \forall t > K : |\hat{\mu}_K(t) - \mu_K| < \text{CB}(N_K(t), \delta) \).

Because the LCB attack scheme does not attack the target arm, we can also conclude that with probability \( 1 - \frac{\delta}{K}, \forall t > K : |\hat{\mu}_K(t) - \mu_K| < \text{CB}(N_K(t), \delta) \).

The user relies on the UCB algorithm to choose arms. If at round \( t \), the user chooses an arm \( I_t = i \neq K \), which is not the target arm, we have
\[
\hat{\mu}_i(t-1) + 3\sigma \sqrt{\frac{\log t}{N_i(t-1)}} > \hat{\mu}_K(t-1) + 3\sigma \sqrt{\frac{\log t}{N_K(t-1)}},
\]
(38)
which is equivalent to
\[
3\sqrt{\frac{\log t}{N_i(t-1)}} > -\bar{\mu}_i(t-1) + \bar{\mu}_K(t-1) + 3\sigma \sqrt{\frac{\log t}{N_K(t-1)}}.
\]

We need to connect the estimate of arms to the true means. Under event \( E_1 \), we have
\[
\bar{\mu}_K(t) > \mu_K - CB(N_K(t), \delta).
\]

Under event \( E_1 \cap E_2 \), according to Lemma 4, we have
\[
\bar{\mu}_i(t) \leq \mu_{iw} + \sqrt{\frac{2\sigma^2 K}{N_i(t)}} \log \frac{\pi^2(N_i(t))}{3\delta} + \frac{1}{N_i(t)} \sum_{j \neq iw} \frac{8\sigma^2}{\Delta_{j,iw}} \log \frac{\pi^2 K^2}{3\delta}.
\]

Combing the inequalities above,
\[
3\sqrt{\frac{\log t}{N_i(t-1)}} > -\mu_{iw} - \sqrt{\frac{2\sigma^2 K}{N_i(t-1)}} \log \frac{\pi^2(N_i(t-1))}{3\delta} - \frac{1}{N_i(t-1)} \sum_{j \neq iw} \frac{8\sigma^2}{\Delta_{j,iw}} \log \frac{\pi^2 K(t-1)^2}{3\delta} + \\
\mu_K - CB(N_K(t-1), \delta) + 3\sigma \sqrt{\frac{\log t}{N_K(t-1)}}.
\]

The sum of the last two terms in the RHS of (42) is equal or larger than zero. We show it by further bounding the last term as follows: when \( t \geq \left( \frac{7}{33} \right)^2 \),
\[
3\sigma \sqrt{\frac{\log t}{N_K(t-1)}} \geq \frac{4\sigma^2}{N_K(t-1)} \log t + 5\sigma^2 \log \frac{\pi^2 K}{33} + \\
\geq \frac{2\sigma^2}{N_K(t-1)} \log \frac{\pi^2 K}{33} + \\
\geq \frac{2\sigma^2}{N_K(t-1)} \log \frac{\pi^2 K(N(t-1))}{33} + \\
= CB(N_K(t-1), \delta).
\]

Now the inequality only depends on \( N_i(t-1) \) and some constants:
\[
3\sigma \sqrt{\frac{\log t}{N_i(t-1)}} > \Delta_{K,iw} - \sqrt{\frac{2\sigma^2 K}{N_i(t-1)}} \log \frac{\pi^2(N_i(t-1))}{3\delta} - \\
- \frac{1}{N_i(t-1)} \sum_{j \neq iw} \frac{8\sigma^2}{\Delta_{j,iw}} \log \frac{\pi^2 K(t-1)^2}{3\delta} + \\
\Delta_{K,iw} - \sqrt{\frac{2\sigma^2 K}{N_i(t-1)}} \log \frac{\pi^2 K^2}{3\delta}.
\]

The last inequality is based on the fact that \( N_i(t-1) < t \). By solving the inequality above, we have:
\[
N_i(t-1) < \frac{1}{4\Delta_{K,iw}} \left( 3\sigma \sqrt{\log t} + \sqrt{\frac{2\sigma^2 K}{3\delta}} \right)^2 + \\
+ \left( \left( 3\sigma \sqrt{\log t} + \sqrt{\frac{2\sigma^2 K}{3\delta}} \right) \right)^2.
\]

Since event \( E_1 \cap E_2 \) occurs with probability at least \( 1 - 2\delta \), we have that (45) holds with probability at least \( 1 - 2\delta \). Theorem 1 follows immediately from the definition of the attack cost and (45).

\[\text{Appendix E} \]
\[\text{Proof of Theorem 2} \]

Because the target arm is the worst arm, the mean rewards of all arms are larger than or equal to that of the target arm. Thus, for any attack scheme, we have
\[
\frac{1}{N_i(t)} \sum_{s \in \tau_i(t)} \mu_s(t) \geq \mu_K.
\]

If the user pulls arm \( K \) at round \( t \), according to UCB algorithm, we have for the optimal arm \( i_O \neq K \),
\[
\bar{\mu}_{iO}(t-1) + 3\sigma \sqrt{\frac{\log t}{N_{iO}(t-1)}} < \bar{\mu}_K(t-1) + 3\sigma \sqrt{\frac{\log t}{N_K(t-1)}}.
\]

Under event \( E_2 \), we have Lemma 3 and (30) holds for all arm \( i \), which implies
\[
\bar{\mu}_{iO}(t-1) > \frac{1}{N_{iO}(t-1)} \sum_{s \in \tau_{iO}(t-1)} \mu_s(t) - \sqrt{\frac{2\sigma^2 K}{N_{iO}(t-1)}} \log \frac{\pi^2(N_{iO}(t-1))^2}{3\delta},
\]
and
\[
\hat{\mu}_K(t-1) \leq \frac{1}{N_K(t-1)} \sum_{s \in \tau_K(t-1)} \mu_{i_0} + \frac{\sqrt{2\sigma^2K N_K(t-1) \log \frac{\pi^2(N_K(t-1))^2}{3\delta}}}{N_K(t-1)}. \tag{49}
\]

Noted that for $\delta > \frac{1}{2}$, when $\delta$ is fixed, $\text{CB} \left( \frac{N}{K}, \frac{\delta}{K} \right) = \sqrt{2\sigma^2 \frac{N}{K} \log \frac{\pi^2N^2}{3\delta}} : (0, +\infty) \to \mathbb{R}$ is monotonically decreasing in $N \geq 1$.

We aim to prove that the total number of non-target arms pull scales as $T$. We divide the problem into three different cases.

Firstly, if $N_i(t-1) \geq \frac{1}{16}N_K(t-1)$, Theorem 2 holds.

Secondly, if $N_{i_0}(t-1) < \frac{1}{16}N_K(t-1)$ and $N_{i_0}(t-1) < \frac{\sqrt{3\pi}}{\pi} t^{\frac{3}{16}}$ hold for the optimal arm $i_0$, we have
\[
3\sqrt{\frac{\log t}{N_K(t-1)}} < \frac{3}{4} \sqrt{\frac{\log t}{N_{i_0}(t-1)}}, \tag{50}
\]

and
\[
\sqrt{\frac{2\sigma^2K N_K(t-1) \log \left( \frac{\pi^2(N_K(t-1))^2}{3\delta} \right)}{N_{i_0}(t-1)}} \leq \frac{3\sigma}{4} \sqrt{\frac{\log t}{N_{i_0}(t-1)}}. \tag{51}
\]

Combining the inequalities above, we find
\[
\frac{1}{N_K(t-1)} \sum_{s \in \tau_K(t-1)} \mu_{i_0} - \mu_K \geq \frac{3}{4} \sqrt{\frac{\log t}{N_{i_0}(t-1)}}, \tag{52}
\]

The RHS of (52) is monotonically decreasing in $t \geq 3$, so
\[
\frac{3}{4} \sqrt{\frac{\log t}{N_{i_0}(t-1)}} > \frac{3}{4} \sqrt{\frac{\log t}{N_{i_0}(t-1)}}. \tag{53}
\]

so
\[
N_K(t-1) = O \left( \sqrt{T \log T} \right), \tag{54}
\]

in which Theorem 2 holds.

Thirdly, if $N_{i_0}(t-1) < \frac{1}{16}N_K(t-1)$ and $N_{i_0}(t-1) \geq \frac{\sqrt{3\pi}}{\pi} t^{\frac{3}{16}}$ hold for the optimal arm $i_0$, we have
\[
3\sqrt{\frac{\log t}{N_K(t-1)}} < 3\sqrt{\frac{\log t}{N_{i_0}(t-1)}}, \tag{55}
\]

and (47) is equivalent to
\[
\hat{\mu}_o(t-1) < \hat{\mu}_K(t-1). \tag{56}
\]

Setting the number of attacks on the optimal arm as $C_{i_0}$ and the number of attacks on the target arm as $C_K$, we have
\[
\frac{1}{N_{i_0}(t-1)} \sum_{s \in \tau_{i_0}(t-1)} \mu_{i_0} \geq \frac{C_{i_0}}{N_{i_0}(t-1)} \Delta_i, K, \tag{57}
\]

and
\[
\frac{1}{N_K(t-1)} \sum_{s \in \tau_K(t-1)} \mu_{i_0} \leq \mu_K + \frac{C_K}{N_K(t-1)} \Delta_i, K. \tag{58}
\]

Thus, the inequality (56) becomes
\[
\mu_{i_0} - \frac{C_{i_0}}{N_{i_0}(t-1)} \Delta_i, K = \text{CB} \left( \frac{N_{i_0}(t-1)}{K}, \frac{\delta}{K} \right) \tag{59}
\]

\[
< \mu_K + \frac{C_K}{N_K(t-1)} \Delta_i, K + \text{CB} \left( \frac{N_{i_0}(t-1)}{K}, \frac{\delta}{K} \right). \tag{60}
\]

Here, based on $N_{i_0}(t-1) \geq \frac{\sqrt{3\pi}}{\pi} t^{\frac{3}{16}}$ and the fact $t \geq N_K(t-1)$,
\[
\frac{C_K}{N_K(t-1)} \Delta_i, K
\]

\[
> \Delta_i, K - \frac{C_{i_0}}{N_{i_0}(t-1)} \Delta_i, K - 2\text{CB} \left( \frac{N_{i_0}(t-1)}{K}, \frac{\delta}{K} \right), \tag{61}
\]

so
\[
N_K(t-1) = O \left( \sqrt{T \log T} \right), \tag{62}
\]

and Theorem 2 holds.
In summary, all cases show that the user pulls the non-target arm more than $O(T^\alpha)$ times, in which $\alpha \leq 1$. Since event $\bar{E}_2$ holds with probability at least $1 - \delta$, the conclusion in the theorem holds with probability at least $1 - \delta$.

**APPENDIX F**

**PROOF OF PROPOSITION 1**

The oracle attack needs to occasionally change the action to the best arm when the user pulls the target arm. Similar to Lemma 3, under event $\bar{E}_2$, for arm $K$ and all $t > K$, we have

$$\left| \hat{\mu}_K(t) - \frac{1}{N_K(t)} \sum_{s \in \tau_K(t)} \mu_{P} \right| < CB \left( \frac{N_K(t)}{2}, \delta \right),$$

(63)

because when the user pulls the target arm, the rewards the user observes are only drawn from two distributions.

The user relies on the UCB algorithm to choose arms. We denote the last round when the user chooses the target arm in which the equality holds when $\mu$ user observes are only drawn from two distributions.

Thus, the RHS of (65) can be further bounded as:

$$\leq \mu_K + \frac{C_K}{N_K(t-1)} \Delta_{IO,K} + 6\sigma \sqrt{\frac{\log t}{N_K(t-1)}},$$

(67)

Similar to (66), when $t \geq \frac{\pi^2K^2}{12\delta}$,

$$\frac{5}{2} \frac{\log t}{N_i(t)} > \sqrt{\frac{2\sigma^2}{N_i(t)}} \log \frac{\pi^2K^2}{3\delta} \geq CB \left( N_i(t), \frac{\delta}{K} \right).$$

(68)

The oracle attack changes every non-target arm to the worst arm. Using Lemma 1, we have that with probability $1 - \frac{1}{\delta(K-1)^\delta}$, $t \geq K$ and $i \neq K : |\hat{\mu}_i(t) - \mu_i| < CB(N_i(t), \delta)$.

Then, by combing (67) and (68), (65) is equivalent to:

$$\mu_K + \frac{1}{2} \sigma \sqrt{\frac{\log t}{N_i(t-1)}} \leq \mu_K + \frac{C_K}{N_K(t-1)} \Delta_{IO,K} + 6\sigma \sqrt{\frac{\log t}{N_K(t-1)}},$$

(69)

If the attacker does not attack the target arm, all arms are changed to the worst arm. Thus, at round $t$, the expectation of the target arm pull counts would be $\frac{T}{K}$. Here, we divide the problem into two cases: $N_K(t-1) \geq \frac{T}{K}$ and $N_K(t-1) < \frac{T}{K}$.

If $N_K(t-1) \geq \frac{T}{K}$, from (69), we have

$$\frac{1}{2} \sigma \sqrt{\frac{\log t}{N_i(t-1)}} \leq \frac{C_K}{T} \Delta_{IO,K} + 6\sigma \sqrt{\frac{K \log t}{T}}.$$

(70)

which is equivalent to

$$N_i(t-1) > \frac{\sigma^2T^2 \log T}{4 \left( KC_K \Delta_{IO,K} + 6\sigma \sqrt{KT \log T} \right)^2}.$$  

(71)

Since equation (71) is monotonically increasing in $t \geq 1$ and the fact that $t > \frac{T}{K}$.

If $N_K(t-1) < \frac{T}{K}$, the attack cost $|C| > \frac{TK}{K} + C_K$ and

$$\sum_{i \neq K} N_i(t-1) = \frac{TK}{K} - C_K.$$

Combining the two cases, the proof is completed.

**APPENDIX G**

**PROOF OF LEMMA 5**

Note that for $\delta \leq \frac{1}{2}$, $\beta(N) = \sqrt{\frac{2\sigma^2 K}{N} \log \frac{\pi^2N^2}{3\delta}}$ is monotonically decreasing in $N$, as

$$\frac{\partial}{\partial N} \beta^2(N) = \frac{2\sigma^2 K}{N^2} \left( 2 - \log \frac{\pi^2N^2}{3\delta} \right) \leq \frac{2\sigma^2 K}{N^2} \left( 2 - 2 \log \frac{\pi^2}{3\delta} \right) < 0.$$  

(73)

We first prove the first inequality in Lemma 5. Consider the optimal arm $i_o$ and the worst arm $i_w$. Define $C_i := \{|t : t \leq T, I^o_t \neq I_t = i\}$. In the action-manipulation setting, when $t > 2AK$, MOUCB algorithm has

$$\frac{1}{N_{i_o}(t)} \sum_{s \in \tau_{i_o}(t)} \mu_{P} \geq \frac{N_{i_o}(t) - C_{i_o}}{N_{i_o}(t)} \mu_{i_o} + \frac{C_{i_o}}{N_{i_o}(t) \mu_{i_w}} \mu_{i_w}$$

$$= \mu_{i_o} - \Delta_{i_o,i_w} \frac{C_{i_o}}{N_{i_o}(t)} \mu_{i_w} \geq \mu_{i_o} - \Delta_{i_o,i_w} \frac{C_{i_o}}{2A},$$

(74)
and
\[
\frac{1}{N_{iw}(t)} \sum_{s \in \tau_{iw}(t)} \mu_{P_0} \leq \frac{N_{iw}(t) - C_{iw}}{N_{iw}(t)} \mu_{iw} + \frac{C_{iw}}{N_{iw}(t)} \mu_{io} = \mu_{iw} + \Delta_{io,iw} \frac{C_{iw}}{N_{iw}(t)} \leq \mu_{iw} + \Delta_{io,iw} \frac{C_{iw}}{2A}. \tag{75}
\]

Combining (74) and (75), we have
\[
\frac{1}{N_{io}(t)} \sum_{s \in \tau_{io}(t)} \mu_{P_0} - \frac{1}{N_{iw}(t)} \sum_{s \in \tau_{iw}(t)} \mu_{P_0} \geq \mu_{io} - \mu_{iw} - \Delta_{io,iw} \frac{C_{iw}}{2A} - \Delta_{io,iw} \frac{C_{io}}{2A} \geq \mu_{io} - \mu_{iw} - \Delta_{io,iw} \frac{C_{io}}{2A} \geq \frac{\Delta_{io,iw}}{2}. \tag{76}
\]

From (30), we could find
\[
\frac{1}{N_{io}(t)} \sum_{s \in \tau_{io}(t)} \mu_{P_0} - \frac{1}{N_{iw}(t)} \sum_{s \in \tau_{iw}(t)} \mu_{P_0} \leq \hat{\mu}_{io}(t) + \beta(N_{io}(t)) - (\hat{\mu}_{iw}(t) - \beta(N_{iw}(t))) \leq \max_{i,j} \{\hat{\mu}_{i}(t) + \beta(N_{i}(t)) - (\hat{\mu}_{j}(t) - \beta(N_{j}(t)))\}. \tag{77}
\]

We now prove the second inequality in Lemma 5:
\[
\max_{i,j} \{\hat{\mu}_{i}(t) + \beta(N_{i}(t)) - (\hat{\mu}_{j}(t) - \beta(N_{j}(t)))\} \leq \max_{i,j} \left\{ \frac{1}{N_{i}(t)} \sum_{s \in \tau_{i}(t)} \mu_{P_0} - 2\beta(N_{i}(t)) \right\} - \left( \frac{1}{N_{j}(t)} \sum_{s \in \tau_{j}(t)} \mu_{P_0} - 2\beta(N_{j}(t)) \right) \leq \Delta_{io,iw} + \max_{i,j} \{2\beta(N_{i}(t)) + 2\beta(N_{j}(t))\}. \tag{78}
\]

Recall that for $\delta \leq \frac{1}{3}$, $\beta(N) = \sqrt{\frac{2\sigma^2 K}{N} \log \frac{2N^2}{3\delta}}$ is monotonically decreasing in $N$. Therefore,
\[
\max_{i,j} \{2\beta(N_{i}(t)) + 2\beta(N_{j}(t))\} \leq 4\beta(2A). \tag{79}
\]

**APPENDIX H**

**PROOF OF THEOREM 3**

MOUCB algorithm first pulls each arm $2A$ times. Then for $t > 2AK$ and under event $\mathcal{E}_2$, if at round $t+1$, MOUCB algorithm choose a non-optimal arm $I_{t+1} = a \neq i_O$, we have
\[
\hat{\mu}_a + \beta(N_a(t)) + 2A \frac{A}{N_a(t)} \max_{i,j} \{\hat{\mu}_i - \hat{\mu}_j + \beta(N_i(t)) + \beta(N_j(t))\} \\
\geq \hat{\mu}_{io} + \beta(N_{io}(t)) + 2A \frac{A}{N_{io}(t)} \max_{i,j} \{\hat{\mu}_i - \hat{\mu}_j + \beta(N_i(t)) + \beta(N_j(t))\},
\]

which implies
\[
\hat{\mu}_a + \frac{A}{N_a(t)} \left(2\Delta_{io,iw} + 8\sqrt{\frac{\sigma^2 K}{A} \log \frac{4\pi^2 A^2}{3\delta}}\right) + \beta(N_a(t)) \geq \hat{\mu}_{io} + \frac{A}{N_{io}(t)} \Delta_{io,iw} + \beta(N_{io}(t)),
\]

according to Lemma 5.

From equation (30), we could find
\[
\hat{\mu}_a \leq \frac{1}{N_a(t)} \sum_{s \in \tau_{a}(t)} \mu_{P_0} + \beta(N_a(t)) \leq \hat{\mu}_a + \Delta_{io,a} \frac{C_{a}}{N_a(t)} + \beta(N_a(t)) \leq \hat{\mu}_a + \Delta_{io,a} \frac{A}{N_a(t)} + \beta(N_a(t)),
\]

and
\[
\hat{\mu}_{io} \geq \frac{1}{N_{io}(t)} \sum_{s \in \tau_{io}(t)} \mu_{P_0} - \beta(N_{io}(t)) \geq \hat{\mu}_{io} - \Delta_{io,iw} \frac{C_{io}}{N_{io}(t)} - \beta(N_{io}(t)) \geq \hat{\mu}_{io} - \Delta_{io,iw} \frac{A}{N_{io}(t)} - \beta(N_{io}(t)).
\]

By combining the inequalities above, we have
\[
\mu_{io} \leq \mu_a + \Delta_{io,a} \frac{A}{N_a(t)} + 2\beta(N_a(t)) + 2A \frac{A}{N_a(t)} \left(2\Delta_{io,iw} + 8\sqrt{\frac{\sigma^2 K}{A} \log \frac{4\pi^2 A^2}{3\delta}}\right),
\]

which is equivalent to
\[
\Delta_{io,a} \leq \Delta_{io,a} \frac{A}{N_a(t)} + 2\sqrt{\frac{2\sigma^2 K}{A} \log \frac{\pi^2 (N_a(t))^2}{3\delta}} + 2A \frac{A}{N_a(t)} \left(2\Delta_{io,iw} + 8\sqrt{\frac{\sigma^2 K}{A} \log \frac{\pi^2 A^2}{3\delta}}\right).
\]

Therefore,
\[
N_a(t) \leq 8\frac{\sigma^2 K}{\Delta_{io,a}^2} \log \frac{\pi^2 t}{3\delta}, \frac{A}{\Delta_{io,a}} \left(\Delta_{io,a} + 2\Delta_{io,iw} + 8\sqrt{\frac{\sigma^2 K}{A} \log \frac{4\pi^2 A^2}{3\delta}}\right), \tag{80}
\]

As event $\mathcal{E}_2$ holds with probability at least $1 - \delta$, (45) holds with probability at least $1 - \delta$. Then Theorem 3 follows immediately from the definition of the pseudo-regret in (2) and equation (80).
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