Identification of the Source for Full Parabolic Equations
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Abstract: In this work, we consider the problem of identifying the time independent source for full parabolic equations in $\mathbb{R}^n$ from noisy data. This is an ill-posed problem in the sense of Hadamard. To compensate the factor that causes the instability, a family of parametric regularization operators is introduced, where the rule to select the value of the regularization parameter is included. This rule, known as regularization parameter choice rule, depends on the data noise level and the degree of smoothness that it is assumed for the source. The proof for the stability and convergence of the regularization criteria is presented and a Hölder type bound is obtained for the estimation error. Numerical examples are included to illustrate the effectiveness of this regularization approach.
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1 Introduction

The problem of source identification has been studied and analyzed in different areas of applied mathematics for the last decades. It has also received considerable attention from many current researchers in science and engineering. Applications can be found in problems related to heat conduction [8, 50], fissure identification [47], geophysical prospecting [2], contaminant detection [22] and tumor cell detection [24], to mention some.

The determination of sources turns out to be an ill-posed problem in the sense of Hadamard [13] since the solution does not depend continuously on the data.

Among the most significant tools used to determine a source, one can find in the literature the potential logarithmic method [28], the projective method [26], the Green function [15], dual reciprocity boundary element methods [10], the dual reciprocity method [34], the fundamental MFS solution method [16] and method by using the curve L [14].

Regarding the transport term in parabolic differential equations, there are no many articles published for the general case, most of the papers available in the literature focused on the heat equation. Sources of the heat equation are recovered using different methods and strategies, see for instance [11, 17]. There are many articles that analyze particular cases with simplifications or restrictions on the mathematical models, the type of source, the border conditions or the chosen domain, like [11, 23, 32, 3, 42, 1, 17]. The most commonly used methods are limit element method [11, 23, 32, 3, 42, 1, 17], MFS fundamental solution method [42, 1], Ritz-Galerkin method [31], differences method finite [44], non-mesh method [43], conditional stability method [37] and the firing method [23].

On the other hand, regularization methods [9, 19, 25] play an important role in the estimation of unstable solutions. The most widely used approaches are the iterative regularization method [19], the simplified method of regularization Tikhonov [12, 38, 4, 5], the modified regularization method [39, 45, 48], Fourier truncation [39], the method of mollification [41]. In particular for the determination of the source for a parabolic equation, certain regularization techniques are applied to specific transport equation. In [33] the authors focused on a convection-diffusion equation, while in [6, 7, 8, 35, 36, 45, 44, 48] only diffusion is considered.

Recently, the problem to find the source term as in this manuscript was solved by the quasi-reversibility method, see [27]. This method can be used to solve inverse source problem for nonlinear parabolic equations, the difference of this manuscript and that paper is the observation data [21].
This work aims to the determination, from noisy measurements taken at an arbitrary fixed time, of the real-valued function of \( n \) real variables, independent of time, in an evolutionary equation of transport in an unbounded domain. This is an ill-posed problem because the high frequency components of arbitrarily small data errors can lead to arbitrarily large errors in the solution \([9, 19]\).

Here, a family of regularization operators is designed to compensate the factor that causes the instability of the inverse operator. The parametric regularization operators lead to a family of well-posed problems that approximates the given ill-posed problem. The regularization operator family proposed here turns out to be an \( n \)-dimensional inverse operator. The parametric regularization operators lead to a family of well-posed problems that approximates the given ill-posed problem. The stability and convergence of this regularization method are analyzed and a H"older type bound is derived by adding a penalizing term and the parameter choice rule depends on the norm of the unknown function. In contrast, this paper analyzes the general \( n \)-dimensional parabolic equation while relaxing the conditions on the assumptions for the regularization process.

The stability and convergence of this regularization method are analyzed and a H"older type bound is derived for the estimation error. In order to illustrate the regularization performance, some numerical examples for the 1D, 2D and 3D cases are included.

### 2 The ill-posed mathematical framework

We consider the problem of determining the source \( f \) for the following parabolic equation

\[
\begin{aligned}
\begin{cases}
    u_t(x, t) &= \alpha^2 \Delta u(x, t) - \beta \cdot \nabla (u(x, t)) - \nu u(x, t) + f(x), & x \in \mathbb{R}^n, \ t > 0, \\
    u(x, 0) &= 0, & x \in \mathbb{R}^n, \\
    u(x, t_0) &= y(x), & x \in \mathbb{R}^n, \ t_0 > 0,
\end{cases}
\end{aligned}
\tag{1}
\]

where \( \alpha^2, \nu > 0, \ \beta \in \mathbb{R}^n \) are given, \( \Delta \) denotes the Laplacian operator, \( \nabla \) denotes the Nabla operator and " \( \cdot \) " is the usual inner product in \( \mathbb{R}^n \). Note that this is a linear parabolic equations with constant coefficients. The existence and uniqueness of the solution to (1) is discussed in \([49]\). It is assumed that \( u(\cdot, t), f(\cdot) \in L^2(\mathbb{R}^n) \) are unknown functions and that \( y \in L^2(\mathbb{R}^n) \) can be measured with certain noise level \( \delta \), i.e., the data function \( y_\delta \in L^2(\mathbb{R}^n) \) satisfies

\[
||y - y_\delta||_{L^2(\mathbb{R}^n)} \leq \delta, \quad 0 < \delta \leq \delta_M,
\tag{2}
\]

where \( \delta_M \in \mathbb{R}_{>0} \) represents the maximum level of noise. In practice, \( \delta_M \) may be estimated from the error committed by the measuring instruments.

The analysis of the equation with boundary values and initial conditions in (1) is perform in the frequency space.

**Definition 1.** Let \( g \in L^2(\mathbb{R}^n) \). The Fourier \( n \)-dimensional transform is defined

\[
\hat{g}(\xi) := \left( \frac{1}{\sqrt{2\pi}} \right)^n \int_{\mathbb{R}^n} e^{-i\xi \cdot x} g(x) \, dx, \quad \xi, x \in \mathbb{R}^n.
\tag{3}
\]

By using the above definition (3), the system (1) can be written in the frequency space as

\[
\begin{aligned}
\begin{cases}
    \hat{u}_t(\xi, t) &= -z(\xi) \hat{u}(\xi, t) + \hat{f}(\xi), & \xi \in \mathbb{R}^n, \ t > 0, \\
    \hat{u}(\xi, 0) &= 0, & \xi \in \mathbb{R}^n, \\
    \hat{u}(\xi, t_0) &= \hat{y}(\xi), & \xi \in \mathbb{R}^n, \ t_0 > 0,
\end{cases}
\end{aligned}
\tag{4}
\]

where

\[
z(\xi) = \alpha^2 ||\xi||^2 + i\beta \cdot \xi + \nu \in \mathbb{C}.
\]
Denoting $\hat{u}(\xi, t) = \frac{1 - e^{-z(\xi) t}}{z(\xi)} \hat{f}(\xi)$, where \( \hat{\cdot} \) denotes the Fourier transform, we obtain the solution

\[ \hat{u}(\xi, t) = \frac{1 - e^{-z(\xi) t}}{z(\xi)} \hat{f}(\xi). \]

Since $\hat{u}(\xi, t_0) = \hat{y}(\xi)$, an expression for the source in the frequency space is obtained by evaluating the equation \[2\] in $t = t_0$, that is,

\[ \hat{f}(\xi) = \Lambda(\xi) \hat{y}(\xi), \]

where

\[ \Lambda(\xi) = \frac{z(\xi)}{1 - e^{-z(\xi) t_0}}. \]

Denoting $\hat{f}_\delta(\xi) = \Lambda(\xi) \hat{y}_\delta(\xi)$, we have

\[ \| \hat{f} - \hat{f}_\delta \|_{L^2(\mathbb{R}^n)} = \| \Lambda(\xi)(\hat{y}(\xi) - \hat{y}_\delta(\xi)) \|_{L^2(\mathbb{R}^n)} = \| \Lambda(\xi) \|_{L^2(\mathbb{R}^n)} \| \hat{y}(\xi) - \hat{y}_\delta(\xi) \|_{L^2(\mathbb{R}^n)}. \]

Since

\[ |\Lambda(\xi)| = \left| \frac{z(\xi)}{1 - e^{-z(\xi) t_0}} \right| \geq \frac{|z(\xi)|}{1 + e^{-\alpha^2|\xi|^2 + \nu + i \beta \cdot \xi|_t_0}} \]

\[ \geq \frac{|\alpha^2|\xi|^2 + \nu + i \beta \cdot \xi|}{1 + e^{-\alpha^2|\xi|^2 + \nu} t_0}, \]

\[ (8) \]

$\Lambda(\xi)$ increases without bound as $|\xi| \to \infty$ amplifying the high frequency components of the observation error $\hat{y}(\xi) - \hat{y}_\delta(\xi)$. This fact might lead to a large estimation error $\| \hat{f} - \hat{f}_\delta \|_{L^2(\mathbb{R}^n)}$ even for small observation errors, hence one of the Hadamard conditions is not satisfied [13].

3 Regularization operators

In this section we propose a regularization operator taking into account the instability factor in the inverse operator. We notice that the resulting operator is equivalent to the one that is obtained by using the quasi-reversibility method [20]. Basic theoretical issues related to regularization operators are included, more information can be found in [9] [19].

Definition 2. Let $T : Y \to X$, $X$ and $Y$ be Hilbert spaces and $T$ be an unbounded operator. A regularization strategy for $T$ is a family of linear and bounded operators

\[ R_\mu : Y \to X, \quad \mu > 0, \quad \lim_{\mu \to 0^+} R_\mu y = Ty, \quad \forall y \in Y. \]

(9)

Let us define the parametric family of linear operators $R_\mu : L^2(\mathbb{R}^n) \to L^2(\mathbb{R}^n)$ for $\mu \in \mathbb{R}_{\geq 0}$, by

\[ R_\mu \hat{y}(\xi) := \frac{\Lambda(\xi)}{1 + \mu^2|\xi|^2} \hat{y}(\xi), \]

(10)

where $\Lambda(\xi)$ is given in \[7\] and $\mu$ is the regularization parameter. Note that the denominator in \[10\] was introduced for stabilization purposes. The properties for the operator family $\{ R_\mu, \mu > 0 \}$ are stated in the following theorem.

Theorem 1. Let us consider the problem of identifying $f$ from noisy data $y_\delta(x)$ measured at a given time instant $t_0 > 0$, where $\delta$ is the noise level defined in \[2\]. Let the functions $u$ and $f$ satisfy the following differential equation with initial condition

\[ \begin{cases} u_t(x, t) = \alpha^2 \Delta u(x, t) - \beta \cdot \nabla (u(x, t)) - \nu u(x, t) + f(x), & x \in \mathbb{R}^n, \quad t > 0, \\ u(x, 0) = 0, & x \in \mathbb{R}^n. \end{cases} \]

(11)
Lemma 1. Then, for every \( y(x) = u(x, t_0) \) there exists an a-priori parameter choice rule for \( \mu > 0 \) such that the pair \( (R_{\mu}, \mu) \) is a convergent regularization method for solving the identification problem \( [11] \).

Proof. The factor \( \frac{\Lambda(\xi)}{1 + \mu^2\|\xi\|^2} \) is bounded for all \( \xi \) since it is continuous for all \( \xi \in \mathbb{R}^n \) and

\[
\lim_{\|\xi\| \to \infty} \left| \frac{\Lambda(\xi)}{1 + \mu^2\|\xi\|^2} \right| = \lim_{\|\xi\| \to \infty} \left| \frac{\alpha^2\|\xi\|^2 + i\beta \cdot \xi + \nu}{(1 - e^{-\alpha^2\|\xi\|^2 + i\beta \cdot \xi + \nu} t_0)(1 + \mu^2\|\xi\|^2)} \right| = \frac{\alpha^2}{\mu^2} < \infty.
\]

Hence, for \( \mu > 0 \), \( R_{\mu} \) is a linear continuous operator and we have that

\[
\lim_{\mu \to 0^+} R_{\mu}\hat{y} = \Lambda\hat{y},
\]

for \( \hat{y} \in L^2(\mathbb{R}^n) \), then \( R_{\mu} \) is a regularization strategy for \( \Lambda \). Therefore, by Proposition 3.4 in \([9]\), for \( y(x) = u(x, t_0) \) there exists an a-priori parameter choice rule \( \mu \) such that \( (R_{\omega}, \mu) \) is a convergent regularization method for solving \([6]\). The regularized solution to the inverse problem in the frequency space is given by

\[
\hat{f}_{\delta, \mu} = \frac{\Lambda(\xi)}{1 + \mu^2\|\xi\|^2} \hat{y}_\delta(\xi).
\]

Therefore, an estimated function to \( f \) in \([11]\) is given by the expression

\[
f_{\delta, \mu} = \left( \frac{1}{\sqrt{2\pi}} \right)^n \int_{\mathbb{R}^n} e^{i\xi \cdot x} R_{\mu}\hat{y}_\delta(\xi) \, d\xi = \left( \frac{1}{\sqrt{2\pi}} \right)^n \int_{\mathbb{R}^n} e^{i\xi \cdot x} \frac{\Lambda(\xi)}{1 + \mu^2\|\xi\|^2} \hat{y}_\delta(\xi) \, d\xi.
\]

4 Error analysis

In order to analyze the regularization performance, we first introduce some results that will be used later to obtain a bound for the error between the source \( f(x) \) and its estimate \( \hat{f}_{\delta, \mu}(x) \), that we will be referred to as the regularization error.

Lemma 1. For \( \omega \in \mathbb{C} \) with \( \text{Re}(\omega) > 0 \) holds

\[
\left| \frac{1}{1 - e^{-\omega}} \right| \leq \frac{1}{1 - e^{-\text{Re}(\omega)}}.
\]

Proof. Euler’s formula for a complex number \( \omega = a + bi \), and the parity for sine and cosine yields \( e^{-(a+bi)} = e^{-a}\cos(b) - ie^{-a}\sin(b) \). Then, adding and subtracting \( 2e^{-a} = 2e^{-\text{Re}(\omega)} \), after algebraic operations one gets

\[
|1 - e^{-\omega}|^2 = (1 - e^{-\text{Re}(\omega)})^2 + 2e^{-\text{Re}(\omega)}(1 - \cos(Im(\omega))) \geq (1 - e^{-\text{Re}(\omega)})^2.
\]

Hence

\[
|1 - e^{-\omega}| \geq 1 - e^{-\text{Re}(\omega)} \implies \left| \frac{1}{1 - e^{-\omega}} \right| \leq \frac{1}{1 - e^{-\text{Re}(\omega)}},
\]

and the proof is completed.

Lemma 2. The function \( f : \mathbb{R}_{>0} \to \mathbb{R} \) given by \( f(x) = \begin{cases} \frac{x}{1 - e^{-x}}, & 0 < x < 1, \\ \frac{1}{1 - e^{-x}}, & 1 \leq x, \end{cases} \) satisfies \( f(x) \leq 2. \)
Proof. First, let us consider the function \( f \) in \((0, 1)\). Differentiating, in this case, we have \( f'(x) = \left(\frac{x}{1 - e^{-x}}\right)' = \frac{1 + e^{-x}(-1 + x)}{(1 - e^{-x})^2} > 0 \). Then the function \( f \) is increasing in \((0, 1)\) and \( \frac{x}{1 - e^{-x}} \leq \frac{1}{1 - e^{-1}} \).

On the other hand, for \( x > 1 \), \( f'(x) = \left(\frac{1}{1 - e^{-x}}\right)' = \frac{-e^{-x}}{(1 - e^{-x})^2} < 0 \), then \( f \) is decreasing \( \forall x > 1 \) and \( \frac{1}{1 - e^{-x}} \leq \frac{1}{1 - e^{-1}} \).

Therefore we have that \( f(x) < \frac{1}{1 - e^{-1}} \) \( \forall x > 0 \) and since \( \frac{1}{1 - e^{-1}} \leq 2 \) the proof is completed.

Lemma 3. Let \( \rho \in \mathbb{R} \). If \( 0 < \mu < 1 \) we have \( \frac{|\rho|}{1 + \rho^2 \mu^2} \leq \frac{1}{2\mu} \). Moreover, for \( \alpha^2, \nu > 0 \) the following inequality holds \( \frac{\alpha^2 \rho^2 + \nu}{1 + \rho^2 \mu^2} \leq \max \left\{ \nu, \frac{\alpha^2}{\mu^2} \right\} \).

Proof. Since \( \alpha^2 + \beta^2 \geq 2ab \) for all \( a, b \in \mathbb{R} \), we have that

\[
1 + |\rho|^2 \mu^2 \geq 2|\rho|\mu \implies \frac{|\rho|}{1 + \rho^2 \mu^2} \leq \frac{1}{2\mu}.
\]

Now, let \( k(\rho) = \frac{\alpha^2 \rho^2 + \nu}{1 + \rho^2 \mu^2} \), then \( k'(\rho) = \frac{2\rho(\alpha^2 - \nu \mu^2)}{(1 + \rho^2 \mu^2)^2} \) and \( k \) has only one critical point at \( \rho = 0 \). Consider three cases:

- \( \alpha^2 = \nu \mu^2 \): we have \( k(\rho) = \nu \), constant \( \forall \rho \in \mathbb{R} \).
- \( \alpha^2 < \nu \mu^2 \): then the function \( k \) reaches its global maximum value \( \nu \) at \( \rho = 0 \).
- \( \alpha^2 > \nu \mu^2 \): since \( k \) is an even function and it is increasing for \( \rho > 0 \) with \( \lim_{\rho \to \pm \infty} k(\rho) = \frac{\alpha^2}{\mu^2} \) we have \( k(\rho) \leq \frac{\alpha^2}{\mu^2} \).

and the proof is completed.

Lemma 4. For \( \alpha^2, \nu, t_0 > 0, \beta \in \mathbb{R}^n \) and \( 0 < \mu < 1 \) we have that

\[
\left| \frac{\Lambda(\xi)}{1 + \mu^2 \|\xi\|^2} \right| \leq \frac{2}{\mu^2} M.
\]

where \( M = \max \left\{ \frac{1}{t_0} + \sqrt{n} \|\beta\|_\infty, \nu \alpha^2 + \sqrt{n} \|\beta\|_\infty \right\} \) and \( \|\beta\|_\infty = \max_{1 \leq j \leq n} |\beta_j| \).

Proof. From equation (7) and Lemma 7 we have

\[
\left| \frac{\Lambda(\xi)}{1 + \mu^2 \|\xi\|^2} \right| \leq \frac{\alpha^2 \|\xi\|^2 + i\beta \cdot \xi + \nu \mu^2}{(1 - e^{-(\alpha^2 \|\xi\|^2 + \nu)t_0})(1 + \mu^2 \|\xi\|^2)}.
\]  

(14)

If \( (\alpha^2 \|\xi\|^2 + \nu) t_0 \geq 1 \) : Using the triangular inequality, Lemmas 2 and 3
\[ \frac{\alpha^2 \|\xi\|^2 + \nu + |\beta \cdot \xi|}{(1 - e^{-(\alpha^2 \|\xi\|^2 + \nu) t_0})(1 + \|\xi\|^2 \mu^2)} \leq 2 \left( \frac{\alpha^2 \|\xi\|^2 + \nu}{1 + \|\xi\|^2 \mu^2} + \frac{\sqrt{n} \|\beta\|_\infty \|\xi\|}{1 + \|\xi\|^2 \mu^2} \right) \\
\leq 2 \max \left\{ \nu, \frac{\alpha^2}{\mu^2} \right\} + \frac{\sqrt{n} \|\beta\|_\infty}{\mu} \\
\leq \frac{2}{\mu^2} \left( \nu + \frac{\alpha^2 + \sqrt{n} \|\beta\|_\infty}{2} \right). \]  
(15)

If \((\alpha^2 \|\xi\|^2 + \nu) t_0 \in (0, 1)\): Observe that

\[ \frac{\alpha^2 \|\xi\|^2 + \nu + |\beta \cdot \xi|}{(1 - e^{-(\alpha^2 \|\xi\|^2 + \nu) t_0})(1 + \|\xi\|^2 \mu^2)} = \frac{(\alpha^2 \|\xi\|^2 + \nu) t_0}{(1 - e^{-(\alpha^2 \|\xi\|^2 + \nu) t_0})(1 + \|\xi\|^2 \mu^2) t_0} \\
+ \frac{|\beta \cdot \xi| (\alpha^2 \|\xi\|^2 + \nu) t_0}{(1 - e^{-(\alpha^2 \|\xi\|^2 + \nu) t_0})(1 + \|\xi\|^2 \mu^2) (\alpha^2 \|\xi\|^2 + \nu) t_0}. \]

Using Lemmas 2 and 3

\[ \frac{\alpha^2 \|\xi\|^2 + \nu + |\beta \cdot \xi|}{(1 - e^{-(\alpha^2 \|\xi\|^2 + \nu) t_0})(1 + \|\xi\|^2 \mu^2)} \\
\leq 2 \left( \frac{1}{(1 + \|\xi\|^2 \mu^2) t_0} + \frac{|\xi \cdot \beta|}{(1 + \|\xi\|^2 \mu^2)(\alpha^2 \|\xi\|^2 + \nu) t_0} \right) \\
\leq 2 \left( \frac{1}{(1 + \|\xi\|^2 \mu^2) t_0} + \frac{\sqrt{n} \|\beta\|_\infty}{2\mu(\alpha^2 \|\xi\|^2 + \nu) t_0} \right) \\
\leq 2 \left( \frac{1}{t_0} + \frac{\sqrt{n} \|\beta\|_\infty}{2\mu t_0} \right) \leq \frac{2}{\mu^2 t_0} \left( 1 + \frac{\sqrt{n} \|\beta\|_\infty}{2\nu} \right). \]  
(16)

**Definition 3.** The norm in the Sobolev space \(H^p(\mathbb{R}^n)\), \(p > 0\) is defined as follows

\[ \|f\|_{H^p(\mathbb{R}^n)} := \left( \int_{\mathbb{R}^n} |\hat{f}|^2 (1 + \|\xi\|^2)^p \, d\xi \right)^{1/2}. \]  
(17)

**Theorem 2.** Consider the inverse problem of determining the source \(f(x)\) in (1)-(2). Let \(f_{\delta,\mu}(x)\) be the regularization solution given in (13) and assume that \(\|f\|_{H^p(\mathbb{R}^n)} < C\) (\(f\) is bounded in \(H^p(\mathbb{R}^n)\) for some \(0 < p < \infty\)) (17). Then choosing

\[ \mu^2 = \left( \frac{\delta}{C} \right)^{\frac{2}{p+2}}, \]  
(18)

we have

\[ \|f - f_{\delta,\mu}\|_{L^2(\mathbb{R}^n)} \leq 2\delta^{\frac{p}{p+2}} C^{\frac{2}{p+2}} \left[ M + \frac{1}{2} \max \left\{ 1; \left( \frac{\delta}{C} \right)^{\frac{2-p}{p+2}} \right\} \right]. \]  
(19)
Proof. From now on we denote \( \| \cdot \| = \| \cdot \|_{L^2(\mathbb{R}^n)} \).

Defining \( \hat{f}_\mu(\xi) := \frac{\Lambda(\xi)}{1 + \mu^2 \|\xi\|^2} \hat{y}(\xi) \), by (6) it follows that

\[
\left| \hat{f}(\xi) - \hat{f}_\mu(\xi) \right| = \left| \hat{f}(\xi) \left( 1 - \frac{1}{1 + \|\xi\|^2 / \mu^2} \right) \left( 1 + \frac{\|\xi\|^2}{\mu^2} \right) \right| \\
\leq \sup_{\|\xi\| \in \mathbb{R}} \left| (1 + \|\xi\|^2)^{-\frac{\mu}{2}} \left( 1 - \frac{1}{1 + \|\xi\|^2 / \mu^2} \right) \right| \| \hat{f}(\xi)(1 + \|\xi\|^2)^{\frac{\mu}{2}} \|,
\]

(20)

and by the definition of the \( H^p(\mathbb{R}^n) \)-norm given in (17), we have

\[
\| \hat{f}(\xi) - \hat{f}_\mu(\xi) \| \leq \sup_{\|\xi\| \in \mathbb{R}} \left| (1 + \|\xi\|^2)^{-\frac{\mu}{2}} \left( 1 - \frac{1}{1 + \|\xi\|^2 / \mu^2} \right) \right| \| f \|_{H^p(\mathbb{R}^n)}.
\]

(21)

From the triangle inequality,

\[
\| \hat{f} - \hat{f}_{\delta,\mu} \| \leq \| \hat{f} - \hat{f}_\mu \| + \| \hat{f}_\mu - \hat{f}_{\delta,\mu} \|,
\]

(22)

and the definition of the regularized source (12) yield to

\[
\| \hat{f} - \hat{f}_{\delta,\mu} \| \leq \sup_{\|\xi\| \in \mathbb{R}} \left| (1 + \|\xi\|^2)^{-\frac{\mu}{2}} \left( 1 - \frac{1}{1 + \|\xi\|^2 / \mu^2} \right) \right| \| f \|_{H^p(\mathbb{R}^n)}
\]

\[
+ \sup_{\|\xi\| \in \mathbb{R}} \left| \frac{\Lambda(\xi)}{1 + \|\xi\|^2 / \mu^2} \right| \| \hat{\gamma} - \hat{\gamma}_{\delta} \|.
\]

From (45), \( \sup_{\|\xi\| \in \mathbb{R}} \left| (1 + \|\xi\|^2)^{-\frac{\mu}{2}} \left( 1 - \frac{1}{1 + \|\xi\|^2 / \mu^2} \right) \right| \leq \max \{ \mu^p, \mu^2 \} \), this result together with Lemma 4 and the assumption \( \| \hat{\gamma} - \hat{\gamma}_{\delta} \| \leq \delta \) lead to

\[
\| \hat{f} - \hat{f}_{\delta,\mu} \| \leq \max \{ \mu^p, \mu^2 \} \| f \|_{H^p(\mathbb{R}^n)} + \frac{2\delta}{\mu^2} M.
\]

Choosing \( \mu^2 = \left( \frac{\delta}{C} \right)^{\frac{\mu}{p+2}} \), by Parseval’s identity and the linearity of the Fourier transform,

\[
\| f - f_{\delta,\mu} \| = \| \hat{f} - \hat{f}_{\delta,\mu} \| \leq \max \left\{ \delta^{\frac{p}{p+2}} C^{\frac{1}{p+2}}; \delta^{\frac{2}{p+2}} C^{\frac{p}{p+2}} \right\} + 2M \delta^{\frac{p}{p+2}} C^{\frac{2}{p+2}},
\]

equivalently

\[
\| f - f_{\delta,\mu} \|_{L^2(\mathbb{R}^n)} \leq 2\delta^{\frac{p}{p+2}} C^{\frac{2}{p+2}} \left[ M + \frac{1}{2} \max \left\{ 1; \left( \frac{\delta}{C} \right)^{\frac{2-p}{p+2}} \right\} \right].
\]

(23)

A-priori regularization parameter is usually chosen to be dependent on a-prior bound for the \( H^p \) norm of the source and data noise. For the numerical examples the bound is generally assumed to be 1 \([29, 30, 46, 40, 48]\) which can lead to erroneous estimates when \( \| f \|_{H^p(\mathbb{R}^n)} > 1 \).

Here, we include a rule of choice for the regularization parameter that only depends on data noise. The following theorem is aimed to the estimate error for this case.
Theorem 3. Consider the inverse problem of determining the source $f(x)$ in (1)-(2). Let $f_{\delta,\mu}(x)$ be the regularization solution given in (13) and assume that $\|f\|_{H^p(\mathbb{R}^n)}$ is bounded in $H^p(\mathbb{R}^n)$ for some $0 < p < \infty$. Then choosing

$$\mu^2 = \delta^{\frac{2}{p+2}},$$  

there exists a constant $K$ independent of $\delta$ such that

$$\|f - f_{\delta,\mu}\|_{L^2(\mathbb{R}^n)} \leq K \max \left\{ \delta^{\frac{2}{p+2}}; \delta^{\frac{\mu}{p+2}} \right\}.$$  

Proof. From now on we denote $\| \cdot \| = \| \cdot \|_{L^2(\mathbb{R}^n)}$. From the proof of Theorem 2 we have that $\|f - \hat{f}_{\delta,\mu}\| \leq \max \{\mu^p, \mu^2\} \|f\|_{H^p(\mathbb{R}^n)} + \frac{2\delta}{\mu^2} M$. Choosing $\mu^2 = \delta^{\frac{2}{p+2}}$, by Parseval’s identity and the linearity of the Fourier transform,

$$\|f - f_{\delta,\mu}\| = \|\hat{f} - \hat{f}_{\delta,\mu}\| \leq K \max \left\{ \delta^{\frac{2}{p+2}}, \delta^{\frac{\mu}{p+2}} \right\},$$  

where $K = C + 2M = C + 2\max \left\{ \frac{1}{1 + \sqrt{\frac{\mu}{2\nu t_0}}}; \nu + \alpha^2 + \frac{\sqrt{\frac{\mu}{2\nu}}}{} \right\}$ and $C$ is the bound for the $H^p(\mathbb{R}^n)$-norm of $f$, i.e., $\|f\|_{H^p(\mathbb{R}^n)} \leq C$.

Remark 1. Note $p = \infty$ is excluded since and the error bound in that case the error bound is $K$. A particular case of mathematical interest is for $p = 2$, where we obtain

$$\|f - f_{\delta,\mu}\| \leq K \sqrt{\delta}.$$  

Remark 2. If a bound $\delta_M > 1$ is allowed for noise in measurements, in order to keep $0 < \mu < 1$ one can take

$$\mu^2 = \left( \frac{\delta}{\delta_M} \right)^{\frac{2}{p+2}}.$$  

In that case, for $K = C + 2\delta_M^{\frac{4}{p+2}} \max \left\{ \frac{1}{1 + \sqrt{\frac{\mu}{2\nu t_0}}}; \nu + \alpha^2 + \frac{\sqrt{\frac{\mu}{2\nu}}}{} \right\}$ we have $\|f - f_{\delta,\mu}\| = \|\hat{f} - \hat{f}_{\delta,\mu}\| \leq K \max \left\{ \left( \frac{\delta}{\delta_M} \right)^{\frac{2}{p+2}}; \left( \frac{\delta}{\delta_M} \right)^{\frac{\mu}{p+2}} \right\}.$

5 Numerical examples

In this section we consider few examples with a source $f \in \mathbb{R}^n, n = 1, 2, 3$ to illustrate the performance of the regularization operator. For each of them we have chosen different values for the parameters $\alpha^2, \beta, \nu, t_0$ and a set of standard deviation values $\{\epsilon_1, \ldots, \epsilon_k\}$ for the data noise. The space is uniformly discretized and a data set $\{y_{\delta_1}, \ldots, y_{\delta_N}\}$ is obtained by evaluating the solution $u(x, t)$ at a fixed time instant $t_0$ and adding noise, that is,

$$y_{\delta_i} = y(x_i) + \epsilon_i, \quad i = 1, \ldots, N, \quad x_i \in \mathcal{G},$$  

where $\mathcal{G}$ is the uniform grid defined on $\mathbb{R}^n$ and $\epsilon_i, i = 1, \ldots, N$ are realizations of the normally distributed random variable $\eta$ with mean 0 and standard deviation $\epsilon$.

By denoting $y_i = y(x_i), i = 1, \ldots, N$, since the noise level $\delta$ satisfies (2), the error

$$y - y_{\delta} = (y_1 - y_{\delta_1}, \ldots, y_N - y_{\delta_N}) = (\epsilon_1, \ldots, \epsilon_N),$$  

is numerically integrated using the Simpson’s method to obtained an approximated value for $\delta = \delta(\epsilon)$. Then $\delta_M$ in (2) is chosen to be an upper bound for $\delta$. In practice, $\delta_M$ can be estimated based on the measuring instruments used in data collection.
Afterwards, \( \{\hat{y}_{\delta_1}, \ldots, \hat{y}_{\delta_N}\} \) is calculated by means of the FFT (Fast Fourier Transform) and the regularized solution \( f_{\delta,\mu} \) is calculated as defined in (13) using the inverse FFT [8] where the regularization parameter \( \mu \) is chosen according to (27).

The results of the estimated sources (non-regularized and the regularized one) are plotted. A table of errors is included for each example which shows the absolute and relative errors. For comparison purposes, the errors for all the examples are calculated taking (29) \( \{\epsilon_1, \ldots, \epsilon_5\} = \{0.01, 0.03, 0.05, 0.08, 0.1\} \).

**Remark 3.** Notice that in some examples a good estimation is obtained even when the parameter value \( p \) does not correspond to the \( H^p \) space where the source belongs.

### 5.1 Examples 1D

Two examples are considered for the one-dimensional inverse source problem defined in (1).

**Example 1.** For this example the source \( f \) is defined by

\[
 f(x) = \begin{cases} 
 -1, & -20 \leq x < -10, \\
 1, & -10 \leq x < 0, \\
 -1, & 0 \leq x < 10, \\
 1, & 10 \leq x \leq 20, \\
 0, & \text{in another case}. 
\end{cases}
\]

With modeling parameter values \( \alpha^2 = 2.10^{-5}, \beta = 1.10^{-5}, \nu = 1, t_0 = 5, p = 1 \) and \( \epsilon \in \{0.2, 0.15, 0.1, 0.05\} \).

![Figure 1: Sources for example 1. Unregularized (a) and regularized (b) assuming \( \alpha^2 = 2.10^{-5}, \beta = 1.10^{-5}, \nu = 1, t_0 = 5, p = 1 \) and \( \epsilon \in \{0.2, 0.15, 0.1, 0.05\} \).](image)
Table 1: Example 1 Errors assuming $\alpha^2 = 2.10^{-5}, \beta = 1.10^{-5}, \nu = 1, t_0 = 1, p = 1$.  

| $\epsilon$ | $\|f - f_\delta\|$ | $\|f - f_{\delta,\psi}\|$ | $\|f - f_\delta\|/\|f\|$ | $\|f - f_{\delta,\psi}\|/\|f\|$ |
|-----|-----------------|-----------------|-----------------|-----------------|
| 0.01 | 0.4610          | 0.0998          | 0.0729          | 0.0158          |
| 0.03 | 0.5750          | 0.2985          | 0.0909          | 0.0472          |
| 0.05 | 0.6430          | 0.4853          | 0.1017          | 0.0767          |
| 0.08 | 0.8268          | 0.7000          | 0.1307          | 0.1107          |
| 0.1  | 0.9512          | 0.7445          | 0.1504          | 0.1177          |

Example 2. For this example the source $f$ is defined by

$$f(x) = \begin{cases} 
  x + 1, & -1 \leq x < 0, \\
  -x + 1, & 0 \leq x \leq 1, \\
  0, & \text{in another case}. 
\end{cases}$$

With modeling parameter values $\alpha^2 = 2, \beta = 0, \nu = 1, t_0 = 0.2, p = 2$ and $\epsilon \in \{0.004, 0.003, 0.002, 0.001\}$.

![Figure 2](image.png)  
Figure 2: Sources for example 2, unregularized (a) and regularized (b) assuming $\alpha^2 = 2, \beta = 0, \nu = 1, t_0 = 0.2, p = 2$ and $\epsilon \in \{0.004, 0.003, 0.002, 0.001\}$.

5.2 Examples 2D

Two examples are considered for the two-dimensional inverse source problem defined in (1).

Example 3. For this example the source $f$ is defined by

$$f(x) = \begin{cases} 
  \cos \left( \frac{x_1}{20} \right) \cos \left( \frac{x_2}{20} \right), & -40 \leq x_1, x_2 \leq 40, \\
  0, & \text{in another case}. 
\end{cases}$$
Table 2: Example 2 Errors assuming $\alpha^2 = 2, \beta = 0, \nu = 1, t_0 = 1, p = 1$.

| $\epsilon$ | $\|f - f_\delta\|$ | $\|f - f_{\delta,\mu}\|$ | Relative errors |
|------------|-------------------|------------------|-----------------|
| 0.01       | 2.5927            | 0.1698           | 3.1728          | 0.2077          |
| 0.03       | 9.4906            | 0.2559           | 11.6143         | 0.3131          |
| 0.05       | 12.9565           | 0.2878           | 15.8558         | 0.3522          |
| 0.08       | 23.9564           | 0.3579           | 29.7091         | 0.4380          |
| 0.1        | 25.1220           | 0.3713           | 30.7802         | 0.4512          |

Figure 3: Sources for example 3, original (a), unregularized (b) and regularized (c) assuming $\alpha^2 = 0.2, \beta = (0, 0), \nu = 0.999, t_0 = 1, p = 1$ and $\epsilon = 0.025$.

Table 3: Example 3 Errors assuming $\alpha^2 = 0.2, \beta = (0, 0), \nu = 0.999, t_0 = 1, p = 1$.

| $\epsilon$ | $\|f - f_\delta\|$ | $\|f - f_{\delta,\mu}\|$ | Relative errors |
|------------|-------------------|------------------|-----------------|
| 0.01       | 5.6563            | 0.2599           | 0.1744          | 0.0008          |
| 0.03       | 16.9395           | 0.7778           | 0.5221          | 0.0240          |
| 0.05       | 28.2357           | 1.3021           | 0.8706          | 0.0401          |
| 0.08       | 45.1974           | 2.0774           | 1.3936          | 0.0641          |
| 0.1        | 56.3882           | 5.5962           | 1.7387          | 0.0800          |

**With modeling parameter values $\alpha^2 = 0.2, \beta = (0, 0), \nu = 0.999, t_0 = 1, p = 1$ and $\epsilon = 0.025$.**
Example 4. For this example the source $f$ is defined by

$$f(x_1, x_2) = \begin{cases} 
10 + x_1 - x_2, & -10 \leq x_1 \leq 0, \quad 0 \leq x_2 \leq 10 + x_1, \\
10 + x_1 + x_2, & -10 \leq x_1 \leq 0, \quad -10 - x_1 \leq x_2 \leq 0, \\
10 - x_1 - x_2, & 0 \leq x_1 \leq 10, \quad 0 \leq x_2 \leq 10 - x_1, \\
10 - x_1 + x_2, & 10 \leq x_1 \leq 10, \quad -10 + x_1 \leq x_2 \leq 0, \\
0, & \text{in another case.}
\end{cases}$$

With modeling parameter values $\alpha^2 = 1, \beta = (0, 0), \nu = 1, t_0 = 0.4, p = 0.6$ and $\epsilon = 0.05$.

![Figure 4: Sources for example 4: original (a), unregularized (b) and regularized (c) assuming $\alpha^2 = 1, \beta = (0, 0), \nu = 1, t_0 = 0.4, p = 0.6$ and $\epsilon = 0.05$.](image)

| $\epsilon$ | $\|f - f_0\|$ | $\|f - f_{\delta,\mu}\|$ | $\|f - f_0\|/\|f\|$ | $\|f - f_{\delta,\mu}\|/\|f\|$ |
|---|---|---|---|---|
| 0.01 | 6.5149 | 0.3527 | 0.1128 | 0.0061 |
| 0.03 | 19.2785 | 0.6748 | 0.3339 | 0.0117 |
| 0.05 | 31.7283 | 1.0502 | 0.5496 | 0.0182 |
| 0.08 | 50.7739 | 1.6429 | 0.8796 | 0.0285 |
| 0.1  | 63.9207 | 2.0451 | 1.1071 | 0.0354 |
5.3 Examples 3D

One example are considered for the three-dimensional inverse source problem defined in (1).

Example 5. For this example the source \( f \) is defined by

\[
f(x) = \begin{cases} 
\sin \left( \frac{x_1 + x_2 + x_3}{20} \right), & -2\pi \leq x_1, x_2, x_3 \leq 2\pi, \\
0, & \text{in another case.}
\end{cases}
\]

With modeling parameter values \( \alpha^2 = 0.4, \beta = (1, -0.5, -0.5), \nu = 0.997, t_0 = 3, p = 3 \) and \( \epsilon = 0.035 \). For this case, we consider either \( x = 0, y = 0 \) or \( z = 0 \) to plot the resulting estimated sources, the non-regularized and the regularized one.

![Sources for example 5](image)

(a) (b) (c)

Figure 5: Sources for example 5 original (a), unregularized (b) and regularized (c) for \( x = 0 \) assuming \( \alpha^2 = 0.4, \beta = (1, -0.5, -0.5), \nu = 0.997, t_0 = 3, p = 3 \) and \( \epsilon = 0.035 \).

| \( \epsilon \) | \( \|f - f_\delta\| \) | \( \|f - f_{\delta,M}\| \) | \( \|f - f_\delta\|/\|f\| \) | \( \|f - f_{\delta,M}\|/\|f\| \) |
|---|---|---|---|---|
| 0.01 | 2.7377 | 0.3890 | 0.0842 | 0.0120 |
| 0.03 | 8.2057 | 0.7947 | 0.2522 | 0.0244 |
| 0.05 | 13.6597 | 1.2621 | 0.4149 | 0.0388 |
| 0.08 | 21.9170 | 1.9791 | 0.6737 | 0.0608 |
| 0.1 | 27.3875 | 2.4679 | 0.8419 | 0.0759 |

Table 5: Example 5 Errors assuming \( \alpha^2 = 0.4, \beta = (1, -0.5, -0.5), \nu = 0.997, t_0 = 1, p = 1 \).
Figure 6: Sources for example 5, original (a), unregularized (b) and regularized (c) for $y = 0$ assuming $\alpha^2 = 0.4, \beta = (1, -0.5, -0.5), \nu = 0.997, t_0 = 3, p = 3$ and $\epsilon = 0.035$.

Figure 7: Sources for example 5, original (a), unregularized (b) and regularized (c) for $z = 0$ assuming $\alpha^2 = 0.4, \beta = (1, -0.5, -0.5), \nu = 0.997, t_0 = 3, p = 3$ and $\epsilon = 0.035$. 
6 Conclusion

This work focuses on the problem of the inverse source for full parabolic equations in $\mathbb{R}^n$. A family of regularization operators is defined in order to deal with the ill-posedness of the problem. It was designed to compensate the instability factor in the inverse operator. A rule of choice for the regularization parameters is also included which is based on the noise level assumed in the data set and the smoothness of the source to be identified. We demonstrate that for the parameter choice rule proposed here, the method is stable and a bound of H"older type is obtained for the regularization error.

The numerical examples show good estimates for the different $n$-variables sources, $n = 1, 2, 3$, determined from data with different noise levels. Moreover, the sources used for the numerical examples belong to different Hilbert spaces and all of them show a good performance of the regularization approach adopted.
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