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Abstract. We establish a central limit theorem for the central values of Dirichlet $L$-functions with respect to a weighted measure on the set of primitive characters modulo $q$ as $q \to \infty$. Under the Generalized Riemann Hypothesis (GRH), we also prove a weighted central limit theorem for the joint distribution of the central $L$-values corresponding to twists of two distinct primitive Hecke eigenforms. As applications, we obtain (under GRH) positive proportions of twists for which the central $L$-values simultaneously grow or shrink with $q$ as well as a positive proportion of twists for which linear combinations of the central $L$-values are nonzero.

1. Introduction

Understanding the behavior of central $L$-values is an important topic of study in number theory, with profound connections to problems in arithmetic as well as other areas of mathematics. Since central $L$-values are often difficult to study individually, a fruitful approach is to embed the $L$-values within a wider family and examine their statistical properties. A fundamental example of a family of $L$-functions is those attached to primitive Dirichlet characters modulo $q$, and one may ask how the central values of these $L$-functions are distributed when varying over such characters as $q \to \infty$.

Selberg’s central limit theorem [38, 39] for the Riemann zeta function states that

$$\frac{1}{T} \text{meas} \left\{ t \in [T, 2T] : \frac{\log |\zeta(\frac{1}{2} + it)|}{\sqrt{\frac{1}{2} \log \log T}} \in (a, b) \right\} = \frac{1}{\sqrt{2\pi}} \int_a^b e^{-u^2/2} \, du + O \left( \frac{(\log \log \log T)^2}{\sqrt{\log \log T}} \right)$$

as $T \to \infty$ and is emblematic of what one might expect to be true for a family of $L$-functions. Similarly, a folklore conjecture predicts that as $\chi$ ranges over primitive Dirichlet characters modulo $q$, the value $\log |L(\frac{1}{2}, \chi)|$ has a Gaussian limiting distribution with mean 0 and variance $\frac{1}{2} \log \log q$ as $q \to \infty$ (see [27, 37] for related discussions). Proving such a result remains completely out of reach, as it would imply 100% of these central $L$-values are non-zero, which is a well-known open conjecture. The problem becomes even more difficult when considering central values of higher degree $L$-functions such as $L$-functions associated to twists of automorphic forms.

In this article we overcome the barrier of the vanishing of the central value by introducing a weight which accounts for when this value is zero. Our main results establish central limit theorems with respect to this weighted measure on the set of primitive characters modulo $q$ for the central values of Dirichlet $L$-functions as $q \to \infty$, as well as for the joint distribution of the central $L$-values corresponding to twists of two distinct primitive Hecke eigenforms as $q \to \infty$. The latter result is conditional on the assumption of GRH.
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1.1. **Main Results.** Let \( \varphi^*(q) \) denote the number of primitive characters modulo \( q \); we always work with prime \( q \) for technical simplicity. Throughout, we write \( \sum_{\chi \pmod{q}}^* \) to indicate that the summation is restricted to primitive characters, \( \chi \neq \chi_0 \). Given a complex-valued function \( F \) on the set of primitive characters modulo \( q \), we define

\[
\varphi_F^*(q) = \sum_{\chi \pmod{q}}^* F(\chi).
\]

Let \( \mu_F \) be the complex measure on the set of primitive characters modulo \( q \) given by

\[
\mu_F(S) = \frac{1}{\varphi_F^*(q)} \sum_{\chi \in S}^* F(\chi), \quad S \subset \{\chi \pmod{q}\}.
\]

For example, if \( F = 1 \) then \( \varphi_F^*(q) = \varphi^*(q) \) and \( \mu_F \) is the usual counting measure. To account for the vanishing of the central \( L \)-value we will choose our weight \( F \) so that \( F(\chi) = 0 \) whenever the central value vanishes. Moreover, to capture the typical behavior of the \( L \)-function we would like that \( F \approx 1 \) as to not bias our measure. Our approach takes \( F \) to be the central \( L \)-value multiplied by a mollifier, which dampens the extreme behavior of the central \( L \)-values.

Let us now introduce our mollifier. The precise definition is technical, but mainly the technicalities arise to ensure the mollifier behaves, on average, like an Euler product. Let \( \lambda(n) = (-1)^{\Omega(n)} \) be the Liouville function, where \( \Omega(n) = \sum_{p^n \mid n} a \) and \( p^a \mid n \) means that \( p^a \mid n \) and \( p^{a+1} \nmid n \). Define the multiplicative function \( \nu(n) \) by \( \nu(p^a) = \frac{1}{al} \). Also, let \( \eta > 0 \) be a sufficiently small constant. For each \( 0 \leq j \leq J \) let \( \theta_j = \eta \frac{e^j}{(\log \log q)^{\ell_j}}, \ell_j = 2[\theta_j^{-3/4}] \), where \( J \) is chosen so that \( \eta \leq \theta_j \) for \( \eta \leq \theta_j \leq e \eta \) (so \( J \approx \log \log \log q \)). Let \( y = q^{\theta_0} \) and \( x = q^{\theta_j} \). Set \( I_0 = (c_0, y] \), where \( c_0 \) is fixed and sufficiently large, and for \( 1 \leq j \leq J \) let \( I_j = (q^{\theta_{j-1}}, q^{\theta_j}] \). We then define

\[
\mathcal{M}_j(\chi) = \sum_{\substack{p|n \Rightarrow p \in I_j \\Omega(n) \leq \ell_j}} \frac{\lambda(n)\nu(n)\chi(n)}{\sqrt{n}}, \quad \mathcal{M}(\chi) = \prod_{j=0}^J \mathcal{M}_j(\chi).
\]

The Dirichlet polynomial \( \mathcal{M}(\chi) \) will be our mollifier.

We investigate the distribution of \( \log |L(\frac{1}{2}, \chi)| \) as \( \chi \) varies over primitive characters modulo \( q \) with respect to \( \mu_{\mathcal{W}} \), where \( \mathcal{W}(\chi) = L(\frac{1}{2}, \chi)\mathcal{M}(\chi) \). The weight function \( \mathcal{W}(\chi) \) can be interpreted as a truncated Hadamard product over the low-lying zeros of \( L(s, \chi) \) with ordinates \( \leq 1/\log x \) in magnitude times \( L(1, \chi^2)^{1/2} \), which we will justify later; so while the weight knows about the central value its knowledge should typically be restricted to a bounded number of low-lying zeros, such as a possible zero at the central point. Additionally, we will see that \( \varphi_{\mathcal{W}}^*(q) \approx q \), and will also prove the following proposition, which shows that our weight is typically not very large.

**Proposition 1.1.** Uniformly for \( \alpha, \beta \in \mathbb{C} \) with \( |\alpha|, |\beta| \ll (\log q)^{-1} \) we have that

\[
\sum_{\chi \pmod{q}}^* L(\frac{1}{2} + \alpha, \chi)L(\frac{1}{2} + \beta, \overline{\chi})|\mathcal{M}(\chi)|^2 \ll q.
\]

Our first main result establishes a central limit theorem for the logarithm of the central values of Dirichlet \( L \)-functions with respect to \( \mu_{\mathcal{W}} \).
Theorem 1.2. Let \(a, b \in \mathbb{R}\) with \(a < b\). We have as \(q \to \infty\) that

\[
\mu_W \left( \left\{ \chi \pmod{q}, \chi \neq \chi_0 : \frac{\log |L(\frac{1}{2}, \chi)|}{\sqrt{2 \log \log q}} \in (a, b) \right\} \right) = \frac{1}{\sqrt{2\pi}} \int_a^b e^{-u^2/2} \, du + o(1).
\]

The proof we give yields an upper bound \(O(\log \log q)^{-1/(4+\varepsilon)}\) on the rate of convergence, and it is possible to improve this to \(O(\log \log q)^{-1/2+\varepsilon})\). There is also some flexibility in the choice of the weighted measure. For example, the analogue of Theorem 1.2 with \(W(\chi)\) replaced by \(L(\frac{1}{2}, \chi)M_0(\chi)\) holds (however the conclusion of the analogue of Proposition 1.1 no longer holds). Using results on the fourth moment of Dirichlet \(L\)-functions \([44, 23, 45]\), it would be possible to prove an analogue of this result with \(|W(\chi)|^2\) in place of \(W(\chi)\).

Our next result establishes a weighted central limit theorem for the joint distribution of central \(L\)-values of twists of two distinct automorphic forms. Let \(f\) and \(g\) be fixed, distinct weight \(\kappa\) newforms on \(\Gamma_0(N)\) and write

\[
L(s, f) = \sum_{n=1}^{\infty} \frac{\lambda_f(n)}{n^s} = \prod_p \left( 1 - \frac{\alpha_{f,1}(p)}{p^s} \right)^{-1} \left( 1 - \frac{\alpha_{f,2}(p)}{p^s} \right)^{-1}, \quad \text{Re}(s) > 1,
\]

where \(\lambda_f(n)\) denotes the \(n\)th Hecke eigenvalue of \(f\) and \(\alpha_{f,1}(p), \alpha_{f,2}(p)\) are the Satake parameters of \(f\); that is, they are complex numbers which satisfy \(\alpha_{f,1}(p)\alpha_{f,2}(p) = 1\) and \(\alpha_{f,1}(p) + \alpha_{f,2}(p) = \lambda_f(p)\). Also define \(L_\infty(s, f) = (2\pi)^{-s} \Gamma(s + \frac{\kappa - 1}{2})\) and \(\Lambda(s, f) = N^{s/2} L_\infty(s, f) L(s, f)\). The functional equation is

\[
\Lambda(s, f) = \varepsilon(f) \Lambda(1 - s, f),
\]

where \(\varepsilon(f) \in \{\pm 1\}\) is the root number.

As before, we choose our weight to be the product of the central \(L\)-values and a mollifier. Define the completely multiplicative functions \(w_j(n)\) and \(a_{f,j}(n)\) by

\[
w_j(p) = \frac{1}{p^{\varepsilon_j \log q}} \left( 1 - \frac{\log p}{\theta_j \log q} \right), \quad a_{f,j}(p) = \lambda_f(p) w_j(p). \tag{1.1}
\]

Let

\[
M_{f,j}(\chi) = \sum_{p | n \Rightarrow p \in I_j} \frac{a_{f,j}(n) \lambda(n) \nu(n) \chi(n)}{\sqrt{n}}, \quad M_f(\chi) = \prod_{j=0}^{J} M_{f,j}(\chi), \quad \text{and} \quad M(\chi) = M_f(\chi) M_g(\chi), \tag{1.2}
\]

where \(M_g\) is defined completely analogously to \(M_f\). We take our weight to be \(W(\chi) = L(\frac{1}{2}, f \otimes \chi) L(\frac{1}{2}, g \otimes \chi) M(\chi)\). We prove in Section 4 that \(\varphi_W(q) \asymp q\). Additionally, we can bound the moments of \(W(\chi)\) under GRH.

Proposition 1.3. Assume GRH. Let \(k > 0\) and suppose \(\eta[k]\) is sufficiently small. Then we have

\[
\sum_{\chi \pmod{q}} |W(\chi)|^{2k} \ll_{f,g,k} q. \tag{1.3}
\]

Here we assume that GRH holds for \(L(s, f \otimes \chi), L(s, g \otimes \chi), L(s, \text{Sym}^2 f \otimes \chi), L(s, \text{Sym}^2 g \otimes \chi)\) and \(L(s, \chi)\) for all characters \(\chi\) modulo \(q\). We now state our second main result.
Theorem 1.4. Assume GRH. Let $\varepsilon > 0$ and suppose that $\eta = \eta(\varepsilon)$ is sufficiently small. Then for any intervals $I_1, I_2 \subset \mathbb{R}$ we have that

$$
\mu_W \left( \left\{ \chi \pmod{q}, \chi \neq \chi_0 : \left( \frac{\log |L(\frac{1}{2}, f \otimes \chi)|}{\sqrt{\frac{1}{2} \log \log q}}, \frac{\log |L(\frac{1}{2}, g \otimes \chi)|}{\sqrt{\frac{1}{2} \log \log q}} \right) \in I_1 \times I_2 \right\} \right) = \frac{1}{2\pi} \int_{I_1 \times I_2} e^{-\frac{1}{2}(u^2 + v^2)} \, du \, dv + O_{\varepsilon, f, g} \left( (\log \log q)^{-1/2+\varepsilon} \right).
$$

In the proof of Theorem 1.4 the only place GRH is required is to bound the moments of $W(\chi)$. If we instead assume the conclusion of Proposition 1.3 with $k = 1$ holds, then we can obtain (with some additional work) the same conclusion as in Theorem 1.4 except with an error term of size $O_{f, g}(\sqrt{\log \log q / \log \log \log q})$.

1.2. Applications. Since our weight does not bias our measure to a great extent we can gain insight into the typical behavior of the central $L$-values. Building on methods of Rohrlich [36, 35], Chinta [10] has shown that $L(\frac{1}{2}, f \otimes \chi) \neq 0$ for 100% of primitive characters $\chi \pmod{q}$. Our first application goes beyond non-vanishing of twists, and shows that a positive proportion of $\chi$ give rise to simultaneous values that either grow or shrink with $q$.

Corollary 1.5. Assume GRH. Let $c > 0$ be fixed. There are $\gg_{f,g,c} q$ characters $\chi \pmod{q}$ such that, for each such $\chi$, we simultaneously have

$$
|L(\frac{1}{2}, f \otimes \chi)| > \exp(c\sqrt{\log \log q}) \quad \text{and} \quad |L(\frac{1}{2}, g \otimes \chi)| > \exp(c\sqrt{\log \log q}).
$$

Additionally, there are $\gg_{f,g,c} q$ characters $\chi \pmod{q}$ such that, for each such $\chi$, we simultaneously have

$$
0 < |L(\frac{1}{2}, f \otimes \chi)| < \exp(-c\sqrt{\log \log q}) \quad \text{and} \quad 0 < |L(\frac{1}{2}, g \otimes \chi)| < \exp(-c\sqrt{\log \log q}).
$$

Corollary 1.5 follows from combining Proposition 1.3 and Theorem 1.4 and shows that the twists $|L(\frac{1}{2}, f \otimes \chi)|$ and $|L(\frac{1}{2}, g \otimes \chi)|$ simultaneously obtain somewhat large values for a positive proportion of twists, and it is best possible. It is possible to obtain larger central values, but these large values do not appear for a positive proportion of twists. For instance, there are values of $|L(\frac{1}{2}, f \otimes \chi)|$ as large as $\exp(c\sqrt{\log q / \log \log q})$, which can be proved via the resonance method (see [31 Theorem 1.11]), and it is even possible for the angle of the central value to be constrained. Blomer et. al. also used the resonance method [31 Theorem 1.12] to show that there exist non-trivial characters $\chi \pmod{q}$ such that

$$
|L(\frac{1}{2}, f \otimes \chi)L(\frac{1}{2}, g \otimes \chi)| > \exp \left( c\sqrt{\frac{\log q}{\log \log q}} \right),
$$

but again these large values do not appear for a positive proportion of twists.

Famously, a conjecture of Lehmer predicts the Ramanujan $\tau$-function never vanishes and more generally one may wonder how often the Fourier coefficients of automorphic forms vanish (for non co-compact spaces). For fundamental Fourier coefficients of half-integral weight cusp forms this question is directly related to understanding nonvanishing of linear
combinations of central $L$-values by Waldspurger’s Theorem 1.4. Furthermore, fundamental Fourier coefficients of Siegel cusp forms can also be expressed in terms of linear combinations of central $L$-values by a classical construction of Eichler and Zagier in certain cases (see [26, Lemma 5.1]) and more generally by the refined Gan–Gross–Prasad Conjecture [13] (see Theorem 1.13). Motivated by these relationships, it is natural to wonder how often linear combinations of central $L$-values vanish.

Since combining Theorem 1.4 and Proposition 1.3 yields a positive proportion of characters for which one central $L$-value is large while the other is small, under GRH we obtain a positive proportion of twists for which $aL(\frac{1}{2}, f \otimes \chi) + bL(\frac{1}{2}, g \otimes \chi) \neq 0$, for $a, b \in \mathbb{C}$. Moreover, this argument gives the following result.

**Corollary 1.6.** Assume GRH. Then there exist $\gg_{f,g} q$ characters $\chi \pmod{q}$ such that for any $\{a_\chi\}_{\chi \pmod{q}}, \{b_\chi\}_{\chi \pmod{q}} \subset \mathbb{C}$ with $|a_\chi|, |b_\chi| > 1$ and any fixed $r_1, r_2 > 0$ we have

$$a_\chi |L(\frac{1}{2}, f \otimes \chi)|^{r_1} + b_\chi |L(\frac{1}{2}, g \otimes \chi)|^{r_2} \neq 0.$$ 

Our last application shows that there exists a sparse set of characters $\chi \pmod{q}$ for which the the central $L$-values are relatively close together in magnitude.

**Corollary 1.7.** Assume GRH. Let $\varepsilon > 0$. Then for $(\log \log q)^\varepsilon \leq \Lambda \leq \sqrt{\log \log q}$ we have

$$\#\left\{\chi \pmod{q}, \chi \neq \chi_0 : L(\frac{1}{2}, g \otimes \chi) \neq 0, e^{-\Lambda} \leq \frac{|L(\frac{1}{2}, f \otimes \chi)|}{|L(\frac{1}{2}, g \otimes \chi)|} \leq e^\Lambda\right\} \gg_{f,g,\varepsilon} q \left(\frac{\Lambda}{(\log \log q)^{1/2}}\right)^{1+\varepsilon}.$$ 

We expect that the above bound should be optimal up to the factor of $\Lambda^\varepsilon (\log \log q)^{-\varepsilon/2}$. It would be interesting to determine the smallest $\Lambda$ for which the set above is nonempty and by analogy with the conjecture that the set $\{\zeta(\frac{1}{2} + it)\}_{t \in \mathbb{R}}$ is dense in $\mathbb{C}$ one might wonder whether this persists even for $\Lambda = o(1)$, thereby balancing the size of the central $L$-values and potentially allowing for linear combinations to vanish.

Finally let us mention that if in addition to GRH we also assume the Ramanujan-Petersson Conjecture our arguments carry over with only a few modifications needed to the case of GL(2) Maass cusp forms. Let $\phi_1, \phi_2$ be distinct Maass newforms of level $N$. Assuming GRH for $L(s, \phi_1 \otimes \chi), L(s, \phi_2 \otimes \chi), L(s, \text{Sym}^2 \phi_1 \otimes \chi), L(s, \text{Sym}^2 \phi_2 \otimes \chi), L(s, \chi)$ for all characters $\chi$ modulo $q$ and $|\lambda_{\phi_j}(p)| \leq 2$ for $j = 1, 2$ we obtain analogues of all of the above corollaries for central values of $L$-functions attached to twists of $\phi_1, \phi_2$. In particular, this shows that under these hypotheses that $L(\frac{1}{2}, \phi_1 \otimes \chi) \neq 0$ and $L(\frac{1}{2}, \phi_2 \otimes \chi) \neq 0$ simultaneously for $\gg_{\phi_1,\phi_2} q$ characters $\chi \pmod{q}$.

1.3. Discussion of past work. Selberg’s [39] work extends in great generality. For instance, he was able to prove a central limit theorem for the joint distribution of $\log L(\frac{1}{2} + it, \chi_1), \ldots, \log L(\frac{1}{2} + it, \chi_N)$ with $t \in [T, 2T]$ and $\chi_1, \ldots, \chi_N$ distinct primitive characters $\pmod{q}$, where the limit is taken as $T \to \infty$. Furthermore, Bombieri and Hejhal [5] showed that this method extends to higher degree $L$-functions under plausible hypotheses, such as a sufficiently strong zero density estimate.

---

1. Here one expands the cusp form in terms of a Hecke basis and applies Waldspurger’s Theorem for each Hecke eigenform. It is an open problem, even under GRH, to establish a positive proportion of nonvanishing for fundamental Fourier coefficients of half-integral weight forms, whereas this is known under GRH for Hecke eigenforms of level 4 (see [29]).

2. A proof of the conjecture has been announced by Furusawa and Morimoto (RIMS conference “Analytic, geometric and $p$-adic aspects of automorphic forms and $L$-functions”, January 2020)
Hough \[22\] adapted Selberg’s method to study the distribution of central values of families of $L$-functions (see also \[11\]). For the family of quadratic Dirichlet characters, he established a one-sided central limit theorem; that is, he bounded the proportion of fundamental discriminants, in magnitude $< X$, for which the logarithm of the normalized central $L$-value is larger than a given $V > 0$ by $\leq (1 + o(1)) \frac{1}{\sqrt{2\pi}} \int_V^\infty e^{-u^2/2} du$ as $X \to \infty$. Similar to Selberg’s work, a major ingredient in Hough’s argument is an analogous zero density estimate. Accounting for the possible vanishing of the central $L$-value remains, however, a major obstacle. Hough was able to prove a central limit theorem for these central $L$-values under a certain spacing hypothesis on the distribution of the low-lying zeros of the $L$-functions, which follows from GRH and the Density Conjecture (see \[24\]). Further progress towards proving a central limit theorem for central $L$-values using Selberg’s approach appears dependent upon improving our knowledge on the low-lying zeros of the family. For example, even though Chinta’s result \[10\] shows that $L(\frac{1}{2}, f \otimes \chi) \neq 0$ for $100\%$ of characters $\chi$ modulo $q$ it does not provide sufficient bounds to control the effect of possible extremely low-lying zeros on the distribution of the central $L$-values.

In breakthrough work, Radziwiłł and Soundararajan \[33\] found a new method to study central $L$-values of families. They constructed a mollifier which has roughly the shape of an Euler product, yet still controls the extreme values at the central point. Using this approach, they proved a one-sided central limit theorem for central $L$-values for the family of quadratic twists of an elliptic curve. In comparison to Hough’s work, Radziwiłł and Soundararajan required only a first moment, whereas Hough used a second moment. Their work has sparked many recent innovations such as a new proof of Selberg’s central limit theorem \[34\], bounds for moments of $L$-functions \[20, 21, 6\] with applications to non-vanishing at the central point \[12, 29\], and progress towards the Fyodorov-Hiary-Keating Conjecture \[16, 17, 31, 1, 19, 2\]. Radziwiłł and Soundararajan \[32\] have also made further progress towards establishing a central limit theorem for central $L$-values. For quadratic Dirichlet characters, they showed that the proportion of fundamental discriminants $< X$ in absolute values for which the logarithm of the normalized central $L$-values lies in an interval $I$ is $\geq \frac{7}{8}(1 + o(1)) \frac{1}{\sqrt{2\pi}} \int_I e^{-u^2/2} du$. A remarkable feature of their work is that the leading constant in the lower bound matches the best known proportion of non-vanishing \[40\]. Recently, Fazzarri \[14, 15\] has proved several weighted central limit theorems for the Riemann zeta function. Under RH, he proved central limit theorems for $\log |\zeta(\frac{1}{2} + it)|$ with respect to the measures on $[T, 2T]$ given by $|\zeta(\frac{1}{2} + it)|^{2k} dt$ for $k = 1, 2$, and for $k \geq 3$ under RH and an additional assumption on moments of the zeta function. In contrast to the prior work of Soundararajan and Radziwiłł \[32\], the main objective in this paper is establishing an asymptotic for the weighted distribution of the central values whereas they focus on removing the weight and optimizing the constant in the lower bound by using a more refined mollifier. One additional difference in our work is that by assuming GRH we only require a first moment, however this is at the cost of obtaining a rather small constant in the lower bound.

1.4. Outline of the proof. We discuss the proof of Theorem 1.4, since the proof of Theorem 1.2 is easier. In both cases the main inputs into our argument are estimates for twisted first moment and upper bound for a mollified second moment. The proof of Theorem 1.4 also uses some well-known analytic properties of Rankin-Selberg $L$-functions to handle the joint distribution.
Recall that for intervals $I_1, I_2$ we wish to prove an asymptotic formula for

$$
\sum_{\chi \equiv 1 (\text{mod } q)}^* W(\chi) 1_{I_1 \times I_2} \left( \frac{\log |L(\frac{1}{2}, f \otimes \chi)|}{\sqrt{\frac{1}{2} \log \log q}}, \frac{\log |L(\frac{1}{2}, g \otimes \chi)|}{\sqrt{\frac{1}{2} \log \log q}} \right),
$$

where $1_S$ denotes the indicator function of the set $S$. The primary complications arise from the presence of $\log |L(\frac{1}{2}, f \otimes \chi)|$ and $\log |L(\frac{1}{2}, g \otimes \chi)|$; these are difficult to control due to the possible existence of very low-lying zeros, which we cannot rule out. We would like to replace the logarithms of the $L$-functions by more tractable expressions. The basic strategy we follow is due to Radziwiłł and Soundararajan [34], who were the first to use this kind of Euler product-like mollifier at the central point. Since $M(\chi) = M_f(\chi)M_g(\chi)$ is a mollifier we expect

$$L(\frac{1}{2}, f \otimes \chi)M_f(\chi) \approx 1 \quad \text{and} \quad W(\chi) = L(\frac{1}{2}, f \otimes \chi)L(\frac{1}{2}, g \otimes \chi)M(\chi) \approx 1$$

for most characters $\chi$. The mollifier is constructed so that

$$M_f(\chi) \approx \prod_{p \leq x} \left( 1 - \frac{\lambda_f(p)\chi(p)}{p^{1/2}} \right),$$

for most characters $\chi$, where $x$ is a small power of $q$. Taking these two approximations together implies

$$\log |L(\frac{1}{2}, f \otimes \chi)| \approx \text{Re} \left( \sum_{p \leq x} \frac{\lambda_f(p)}{p^{1/2}} \chi(p) \right),$$

and similarly for $\log |L(\frac{1}{2}, g \otimes \chi)|$, so that the logarithms of the $L$-functions may be approximated by finite sums over primes. Using the structure of the mollifier in this way, we reduce the proof of Theorem 1.4 to computing

$$
\sum_{\chi \equiv 1 (\text{mod } q)}^* W(\chi) 1_{I_1 \times I_2} \left( \frac{\text{Re} \left( \sum_{p \leq x} \frac{\lambda_f(p)}{p^{1/2}} \chi(p) \right)}{\sqrt{\frac{1}{2} \log \log q}}, \frac{\text{Re} \left( \sum_{p \leq x} \frac{\lambda_g(p)}{p^{1/2}} \chi(p) \right)}{\sqrt{\frac{1}{2} \log \log q}} \right).
$$

This in turn leads to expressions that are in terms of a twisted first moment of $L(\frac{1}{2}, f \otimes \chi)L(\frac{1}{2}, g \otimes \chi)$. Such a twisted first moment has been computed in work of Blomer et. al. [4] and we apply this result.

There are a number of difficulties involved in making the above strategy rigorous and quantitatively strong. There are two principal issues.

First, after applying the formula for the twisted first moment we are left with an unwieldy expression for the main term. To evaluate this expression we introduce a random $L$-function in which the Dirichlet characters $\chi(n)$ are modelled by random variables $X(n)$, and then match our expression with the random analogue. Here $X(n) = \prod_{p^e \mid n} X(p)^{a_e}$, and $\{X(p)\}_p$ is a sequence of i.i.d. uniformly distributed random variables on the unit circle. Comparison with a random model allows us to sidestep a number of technical points that would otherwise require involved effort to resolve. In particular, using the independence of the random variables $\{X(p)\}_p$ reduces many of the computations to “local” ones evaluated at each prime.

Second, we need to restrict ourselves to “typical” sets $S$ of characters modulo $q$, where the complement $S^c$ has size $O(q/\log \log q)$, say. One such set, for example, is the set of
characters with \( |W(\chi)| \leq \log \log q \). In order to control the error involved in restricting to such sets we require an estimate for

\[
\sum_{\chi \in \mathcal{S}^c} |W(\chi)|.
\]

Using Cauchy-Schwarz’s inequality we obtain

\[
\sum_{\chi \in \mathcal{S}^c} |W(\chi)| \leq \left( \#\mathcal{S}^c \right)^{1/2} \left( \sum_{\chi \pmod{q}} |W(\chi)|^2 \right)^{1/2}.
\]

The saving comes from the small size of \( \mathcal{S}^c \), so it suffices to show that

\[
\sum_{\chi \pmod{q}} |W(\chi)|^2 \ll q.
\]

Establishing this result is roughly on the level of difficulty of proving an upper bound of the correct order of magnitude for a mollified eighth moment of Dirichlet \( L \)-functions. Such a feat is well beyond the range of unconditional techniques, and it is here that we require GRH in order to make progress. Our arguments follow along the lines of [29], which builds on the key works of Soundararajan [41], Radziwiłł and Soundararajan [33], and Harper [19].

It is desirable to prove weighted central limit theorems with nonnegative weights instead of our complex-valued weights \( W(\chi) \). For instance, if \( W(\chi) \) were nonnegative, then the measure \( \mu_W(S) \) would be a genuine probability measure. As mentioned above, it would be possible to carry out such a program in the case of Dirichlet \( L \)-functions, in which case one has access to unconditional results on the twisted fourth moment. Assuming GRH, it is also possible to achieve this for twists of holomorphic newforms, where GRH is required to obtain an upper bound for the mollified fourth moment of \( L(\frac{1}{2}, f \otimes \chi) \). But we do not know how to do this for the twists \( L(\frac{1}{2}, f \otimes \chi)L(\frac{1}{2}, g \otimes \chi) \), since this seems to require asymptotic evaluation of a second moment, which is well beyond what is currently possible.

If we were working with a nonnegative weight \( W(\chi) \geq 0 \) we could control \( \mu_W(S^c) \) in many places using Chebyshev’s inequality and a twisted first moment, and one could prove a weighted central limit theorem for the approximating Dirichlet polynomial. However, to pass to the \( L \)-function we need to bound the weighted measure of the set of characters with \( W(\chi) \geq \log \log q \), and this requires input beyond a first moment of \( W(\chi) \). This is because if the bulk of the contribution to the first moment of \( W(\chi) \) were to come from the set of characters with \( W(\chi) \geq \log \log q \) (which cannot be ruled out by a first moment alone) then the weighted measure of this set would be \( \gg \varphi^*_W(q) \).

1.5. The structure of \( W(\chi) \). As we mentioned earlier our mollifier is constructed so that it mimics an Euler product and it is not too hard to prove that for all primitive characters \( \chi \pmod{q} \) outside a set of size \( \ll qe^{-1/(3\eta)} \) that

\[
\mathcal{M}(\chi) = \exp \left( - \sum_{\alpha_0 < p \leq x} \frac{\chi(p)}{\sqrt{p}} \right) (1 + O(e^{-(3\eta)^{-3/4}})).
\]

By the explicit formula, we can transform the sum over primes into a sum over zeros of \( L(s, \chi) \). Using the formula above along with the hybrid Euler-Hadamard product for \( L(s, \chi) \) [7, Theorem 1] it is not hard to see that outside a set of \( \ll qe^{-1/(3\eta)} \) non-principal characters
\( \chi \pmod{q} \) with \( \chi^2 \neq \chi_0 \) we have

\[
|\mathcal{W}(\chi)| \asymp |L(1, \chi^2)|^{1/2} \exp \left( - \Re \sum_{\rho} U((\frac{1}{2} - \rho) \log x) \right),
\]

where the sum is over the nontrivial zeros of \( L(s, \chi) \), \( U(z) = \int_{0}^{\infty} u(t) E_1(z \log t) \, dt \), \( E_1(z) = \int_{-\infty}^{\infty} e^{-w \frac{dz}{w}} \) and \( u(t) \) is an arbitrary nonnegative Schwartz function with compact support on \([e^{1-1/x}, e]\) with unit mass. Here the term \( L(1, \chi^2)^{1/2} \) arises from the contribution of the squares of primes in \([7, \text{Theorem 1}]\). Following the discussion in \([18]\) one can interpret the second factor on the right hand side as a truncated Hadamard product over zeros with ordinates \( \leq 1/\log x \) in magnitude. Additionally, since \( x \) is a power of \( q \), in view of the Density Conjecture and the rapid decay of \( U \) we expect that typically the sum above will be effectively restricted to a bounded number of zeros none of which is exceptionally close to the central point, so that for most \( \chi \) we expect that \(|\mathcal{W}(\chi)| \asymp |L(1, \chi^2)|\).

1.6. Organization of the paper. In Section 2 we match the characteristic function of \( \left( \Re \left( \sum_{p \leq x} \frac{\lambda_p(\chi)}{p^{1/2}} \right), \Re \left( \sum_{p \leq x} \frac{\lambda_p(\chi^2)}{p^{1/2}} \right) \right) \) with that of a random model, the latter of which is evaluated in Section 3. The proofs of Theorem 1.2 and Corollary 1.7 are given in Section 4. Proposition 1.3 is proved in Section 5. We prove Theorem 1.4 and Corollary 1.7 in Section 6 and Proposition 1.1 in Section 7.

2. Joint distribution - Reduction to a random model

We first recall the twisted first moment of the product of twists of automorphic \( L \)-functions \([14, \text{Theorem 5.1}]\). Write

\[
L_f(\chi) = L(\frac{1}{2}, f \otimes \chi), \quad L(\chi) = L_f(\chi)L_g(\overline{\chi}).
\]

Lemma 2.1. Suppose \( 1 \leq n_1, n_2 \leq L \) and \( (n_1n_2/(n_1, n_2))^2, N = 1 \). Then

\[
\frac{1}{\varphi(q)} \sum_{\chi (\mod{q})}^* L(\chi) \chi(n_1)\chi(n_2) = \frac{1}{2} \sum_{m_1m_2} \frac{\lambda_f(m_1)\lambda_g(m_2)}{\sqrt{m_1m_2}} V \left( \frac{m_1m_2}{q^2N^2} \right) + \frac{\varepsilon(f)\varepsilon(g)}{2} \sum_{m_1m_2} \frac{\lambda_f(m_1)\lambda_g(m_2)}{\sqrt{m_1m_2}} V \left( \frac{m_1m_2}{q^2N^2} \right) + O_{\varepsilon}(L^{3/2}q^{-1/44+\varepsilon}),
\]

where

\[
V(\xi) = \frac{1}{2\pi i} \int_{(2)} \frac{L_\infty(s + \frac{1}{2}, f)L_\infty(s + \frac{1}{2}, g) (\cos(\frac{\pi s}{2})^4)^{-48}}{s} \xi^{-s} ds.
\]

Remark 2.2. The function \( V(\xi) \) is approximately 1 for small values of \( \xi \), and decays like \( \xi^{-3} \) as \( \xi \to \infty \) (see \([14, \text{Lemma 2.19}]\)).

2.1. The random model. Let \( \{X(p)\}_p \) be i.i.d. uniformly distributed random variables on the unit circle. Define

\[
X(n) = \prod_{p \nmid |n} X(p)^a.
\]

Observe that if \( m, n \leq q \) then by orthogonality of characters

\[
\frac{1}{\varphi(q)} \sum_{\chi (\mod{q})} \chi(m)\overline{\chi(n)} = \mathbb{E} \left(X(m)\overline{X(n)}\right). \tag{2.1}
\]
Let
\[ L(X) = \frac{1}{2} \left( L^{f,g}(X) + \varepsilon(f)\varepsilon(g) L^{g,f}(X) \right), \]
where
\[ L^{f,g}(X) = \sum_{m_1, m_2 \geq 1} \frac{\lambda_f(m_1)\lambda_g(m_2)}{\sqrt{m_1 m_2}} X(m_1)X(m_2) V \left( \frac{m_1 m_2}{q^2 N^2} \right). \]

Then by Lemma 2.1, (2.1), and bounding the contribution from \( \chi = \chi_0 \) trivially, we get
\[ \frac{1}{\varphi^*(q)} \sum_{\chi \mod q}^* L(\chi)\chi(n_1)\overline{\chi(n_2)} = \mathbb{E} \left[ L(X)X(n_1)\overline{X(n_2)} \right] + O_{\varepsilon} \left( L^{3/2}q^{-1/44+\varepsilon} \right). \tag{2.2} \]

Let
\[ P_f(\chi) = \text{Re} \left( \sum_{c_0 < p \leq y} \frac{\lambda_f(p)w_J(p)}{\sqrt{p}} \chi(p) \right) \quad \text{and} \quad P_f(X) = \text{Re} \left( \sum_{c_0 < p \leq y} \frac{\lambda_f(p)w_J(p)}{\sqrt{p}} X(p) \right). \]

We also define
\[ M_{f,j}(X) = \sum_{p \mid n \Rightarrow p \in I_j \atop \Omega(n) \leq \ell_j} a_{f,J}(n)\lambda(n)\nu(n)X(n), \quad M_f(X) = \prod_{j=0}^J M_{f,j}(X), \quad M(X) = M_f(X)M_g(X) \]
and \( W(X) = L(X)M(X). \)

**Lemma 2.3.** Let \( j, k \) be nonnegative integers. Suppose \( y^j, y^k \leq q^{1/1000} \). Then there exists \( \delta > 0 \) such that
\[ \frac{1}{\varphi^*(q)} \sum_{\chi \mod q}^* W(\chi)P_f(\chi)^jP_g(\chi)^k = \mathbb{E} \left( W(X)P_f(X)^jP_g(X)^k \right) + O(q^{-\delta}). \tag{2.3} \]
Additionally, for \( y^k \leq q^{1/3} \) we have
\[ \frac{1}{\varphi(q)} \sum_{\chi \mod q} P_f(\chi)^{2k} = \mathbb{E} \left( P_f(X)^{2k} \right) \leq k! \left( \sum_{c_0 < p \leq y} \frac{\lambda_f(p)^2}{p} \right)^k. \tag{2.4} \]

**Proof.** Each of \( P_f(\chi), P_g(\chi) \) is a Dirichlet polynomial of length \( y \) having coefficients \( \leq 1 \) in magnitude (since \( c_0 \) is sufficiently large). Therefore, we derive the bounds \( |P_f(\chi)^j| \leq y^j \) and \( |P_g(\chi)^k| \leq y^k \). Similarly, since \( \eta > 0 \) is sufficiently small, \( M(\chi) \) is a Dirichlet polynomial of length \( q^{1/1000} \) with bounded coefficients. Using (2.1) and (2.2) we obtain (2.3) with an error term of size \( \ll q^{-\delta} \).

For (2.4), first observe that since \( y^k \leq q^{1/3} \) we have by (2.1) that
\[ \frac{1}{\varphi(q)} \sum_{\chi \mod q} P_f(\chi)^{2k} = \mathbb{E} \left( P_f(X)^{2k} \right). \]

Let \( a(p) = \lambda_f(p)w_J(p) \) and \( a(n) = \prod_{p \mid n} a(p)^r \). Using the fact that \( |\text{Re}(z)| \leq |z| \) it follows that
\[ \mathbb{E} \left( P_f(X)^{2k} \right) \leq \sum_{c_0 < p_1, \ldots, p_k \leq y \atop c_0 < q_1, \ldots, q_k \leq y} \frac{a(p_1) \cdots a(p_k)a(q_1) \cdots a(q_k)}{\sqrt{p_1 \cdots p_k q_1 \cdots q_k}} \mathbb{E} \left( X(p_1) \cdots X(p_k)X(q_1) \cdots X(q_k) \right). \]
Observe for \( n \) with \( \Omega(n) = k \) we have that \( \sum_{p_1 \cdots p_k = n} 1 = k! \nu(n) \). Consequently, the sum on the right hand side above equals
\[
(k!)^2 \sum_{p|n \Rightarrow c_0 < p \leq y \atop \Omega(n) = k} \frac{a(n)^2 \nu(n)^2}{n} \leq (k!)^2 \sum_{p|n \Rightarrow c_0 < p \leq y \atop \Omega(n) = k} \frac{a(n)^2 \nu(n)}{n} \leq k! \left( \sum_{c_0 < p \leq y} \frac{\lambda_f(p)^2}{p} \right)^k.
\]
Combining the two estimates above completes the proof of (2.4). \( \square \)

Before proceeding to the next lemma let us introduce some further notation. Recall that \( \nu(n) \) denotes the multiplicative function with \( \nu(p^a) = \frac{1}{a!} \). We write \( \nu_j(n) = (\nu \ast \cdots \ast \nu)(n) \) for the \( j \)-fold convolution of \( \nu \). Observe that \( \nu_j(p^a) = \frac{p^a}{a!} \), which follows from a simple induction argument. Also, for a positive integer \( \ell \) let
\[
\nu_{j;\ell}(n) = \sum_{n_1 \cdots n_j = n \atop \Omega(n_1), \ldots, \Omega(n_j) \leq \ell} \nu(n_1) \cdots \nu(n_j).
\]

**Lemma 2.4.** Let \( k \in \mathbb{N} \) be fixed. We have for each \( 0 \leq j \leq J \) that
\[
\mathbb{E}\left( |M_{f,j}(X)|^{2k} \right) = \prod_{p \in I_j} \left( 1 + O\left( \frac{1}{p} \right) \right).
\]

**Proof.** We have
\[
M_{f,j}(X)^k = \sum_{p|n \Rightarrow p \in I_j} \frac{a_{f,j}(n) \lambda(n) \nu_{k;\ell}(n) X(n)}{\sqrt{n}}.
\]
Consequently, since \( \nu_{k;\ell}(n) \leq \nu_k(n) \), using the fact that \( \nu_k(p^a) = k^a/a! \) we obtain
\[
\mathbb{E}\left( |M_{f,j}(X)|^{2k} \right) = \sum_{p|n \Rightarrow p \in I_j} \frac{|a_{f,j}(n)\nu_{k;\ell}(n)|^2}{n} \leq \prod_{p \in I_j} \left( \sum_{a \geq 0} \frac{\lambda_f(p)^{2a} w_f(p)^{2a} k^{2a}}{(a!)^2 p^a} \right),
\]
and the lemma follows. \( \square \)

**Lemma 2.5.** We have
\[
\mathbb{E}\left( |L(X)|^4 \right) \ll (\log q)^{O(1)}.
\]

**Remark 2.6.** By applying Cauchy-Schwarz’s inequality twice, Lemmas 2.4 and 2.5 give that \( \mathbb{E}(|L(X)M(X)|^2) \ll (\log q)^{O(1)} \).

**Proof.** Define \( V^\dagger(m_1, \ldots, m_8) = \prod_{i=1}^4 V\left( \frac{m_{2i-1} m_{2i}}{q^2 N^2} \right) \). Then, expanding the power, we have that
\[
\mathbb{E}\left( |L(X)|^4 \right) \ll \sum_{m_1, \ldots, m_8 \geq 1} \prod_{i=1}^8 \frac{\tau(m_i)}{\sqrt{m_i}} \mathbb{E}\left( X(m_1 m_3 m_5 m_7) X(m_2 m_4 m_6 m_8) \right) V^\dagger(m_1, \ldots, m_8)
\]
\[
\ll \sum_{n \leq q^{4+\varepsilon}} \frac{\tau(n)^2}{n} \ll (\log q)^{O(1)},
\]
where \( \tau_\ell(n) \) denotes the \( \ell \)-fold divisor function. \( \square \)
Lemma 2.7. Let $V \geq 1$. Suppose $y^{V^2/9} \leq q^{1/3}$. Then
\[
\# \left\{ \chi \pmod{q} : |P_f(\chi)| \geq V \sqrt{\frac{1}{2} \log \log y} \right\} \ll q e^{-V^2/9}.
\]

Remark 2.8. By a similar argument that we will omit, we obtain for any $V \geq 1$ that
\[
\mathbb{P} \left( |P_f(X)| \geq V \sqrt{\frac{1}{2} \log \log y} \right) \ll e^{-V^2/9}.
\]

Proof. For $y^k \leq q^{1/3}$, using Lemma 2.3 and Chebyshev’s inequality we have that
\[
\# \left\{ \chi \pmod{q} : |P_f(\chi)| \geq V \sqrt{\frac{1}{2} \log \log y} \right\} \leq \frac{1}{V^{2k} (\frac{1}{2} \log \log y)^k} \sum_{\chi \pmod{q}} P_f(\chi)^{2k} \ll \frac{q^k k!}{V^{2k}} \ll q \left( \frac{9k}{eV^2} \right)^k,
\]
by Stirling’s formula. Now take $k = \lfloor V^2/9 \rfloor$. \hfill \Box

Let $C > 0$ be fixed and sufficiently large. Given $Z \geq 1$ let
\[
S = \{ \chi \pmod{q} : |P_f(\chi)|, |P_g(\chi)| \leq CZ \log \log y \}. \tag{2.7}
\]

Lemma 2.9. Assume GRH. Suppose $y^{\frac{10\log y}{\log 2}} \leq q^{1/3}$. For $u, v \in \mathbb{R}$ with $|u|, |v| \leq Z$ we have that
\[
\frac{1}{\varphi^*(q)} \sum_{\chi \in S}^* L(\chi) M(\chi) \exp \left( iuP_f(\chi) + ivP_g(\chi) \right) = \mathbb{E} \left( L(X) M(X) \exp \left( iuP_f(X) + ivP_g(X) \right) \right) + O \left( (\log q)^{-10} \right).
\]

Remark 2.10. We assume GRH so that we may apply Proposition 1.3 with $k = 1$.

Proof. For $s \in \mathbb{C}$ with $|s| \leq S/e^2$ we have that
\[
e^s = \sum_{0 \leq j \leq S} \frac{s^j}{j!} + O \left( e^{-S} \right). \tag{2.8}
\]

Take $S = 15CZ^2 \log \log y$. Then for $\chi \in S$ we get
\[
\exp \left( iu P_f(\chi) + iv P_g(\chi) \right) = \sum_{0 \leq j \leq S} \sum_{j \geq 0} \frac{j^i}{j!} \binom{j}{k} u^k v^{j-k} P_f(\chi)^k P_g(\chi)^{j-k} + O \left( e^{-S} \right). \tag{2.9}
\]

Also, for $k \leq j \leq S$, we have
\[
\sum_{\chi \in S^c} L(\chi) M(\chi) P_f(\chi)^k P_g(\chi)^{j-k}
\ll \left( \sum_{\chi \pmod{q}} |L(\chi) M(\chi)|^2 \right)^{1/2} \left( \sum_{\chi \in S^c} |P_f(\chi)^k P_g(\chi)^{j-k}|^2 \right)^{1/2}
\ll q^{1/2} (\#S^c)^{1/4} \left( \sum_{\chi \pmod{q}} |P_f(\chi)|^{8k} \right)^{1/8} \left( \sum_{\chi \pmod{q}} |P_g(\chi)|^{8(j-k)} \right)^{1/8},
\]
where we have applied Cauchy-Schwarz’s inequality and Proposition 1.3. Therefore, by Lemma 2.3 and Stirling’s formula

\[
\sum_{\chi \in \mathcal{S}^c} L(\chi) M(\chi) P_f(\chi)^k P_g(\chi)^{j-k} \ll q^{3/4}(\#\mathcal{S}^c)^{1/4}(4 \log \log y)^{j/2}(4k!(4(j-k)!))^{1/8}
\]

\[
\ll q^{3/4}(\#\mathcal{S}^c)^{1/4}(16 \log \log y)^{j/2}\sqrt{k!(j-k)!}.
\]

Hence, for \( k \leq j \leq S \) we obtain that

\[
\sum_{\chi \in \mathcal{S}} L(\chi) M(\chi) P_f(\chi)^k P_g(\chi)^{j-k} = \sum_{\chi \mod q}^* L(\chi) M(\chi) P_f(\chi)^k P_g(\chi)^{j-k}
\]

\[
+ O\left(q^{3/4}(\#\mathcal{S}^c)^{1/4}(16 \log \log y)^{j/2}\sqrt{k!(j-k)!}\right).
\]

It follows from (2.9) and (2.10) that

\[
\sum_{\chi \in \mathcal{S}}^* L(\chi) M(\chi) \exp\left( iu P_f(\chi) + iv P_g(\chi) \right)
\]

\[
= \sum_{0 \leq j \leq S} \frac{j^j}{j!} \sum_{k=0}^{j} \left( \frac{j}{k} \right) u^k v^{j-k} \sum_{\chi \mod q}^* L(\chi) M(\chi) P_f(\chi)^k P_g(\chi)^{j-k}
\]

\[
+ O\left(q e^{-S} + q^{3/4}(\#\mathcal{S}^c)^{1/4} \sum_{0 \leq j \leq S} (4Z \sqrt{\log \log y})^{j} \sum_{k=0}^{j} \frac{1}{\sqrt{k!(j-k)!}}\right).
\]

Using Lemma 2.7 with \( V = CZ \sqrt{2 \log \log y} \) we have that

\[
\#\mathcal{S}^c \ll q e^{-2cz^2z^2/c \log \log y}.
\]

Observe that by Cauchy-Schwarz’s inequality \( \sum_{k=0}^{j} \sqrt{\frac{j}{k}} \leq 2^{j/2} \sqrt{j+1} \), where \( \frac{j}{k} \) denotes the binomial coefficient. Using this estimate, along with Stirling’s formula we see that the sum in the error term in (2.11) is

\[
\ll \sum_{0 \leq j \leq S} \frac{(4Z \sqrt{\log \log y})^{j}}{\sqrt{j!}} 2^{j/2} \sqrt{j} \ll \exp\left(17Z^2 \log \log y\right).
\]

Hence using the two above estimates in (2.11) and applying Lemma 2.3 leads to

\[
\frac{1}{\varphi^*(q)} \sum_{\chi \in \mathcal{S}} L(\chi) M(\chi) \exp\left( iu P_f(\chi) + iv P_g(\chi) \right)
\]

\[
= \sum_{0 \leq j \leq S} \frac{j^j}{j!} \sum_{k=0}^{j} \left( \frac{j}{k} \right) u^k v^{j-k} \mathbb{E}\left( L(X) M(X) P_f(X)^k P_g(X)^{j-k} \right) + O\left((\log q)^{-10}\right).
\]

Let \( \mathcal{S}(X) \) denote the event corresponding to

\[
|P_f(X)|, |P_g(X)| \leq CZ \log \log y
\]
and let $S^c(X)$ denote its complement. By Remark 2.8 with $V = CZ\sqrt{2\log\log y}$ we obtain $\mathbb{P}(S^c(X)) \ll e^{-\frac{2CZ^2}{9}\log\log y}$. Also, analogously to (2.10), applying Lemma 2.3 we get

$$
\sum_{0 \leq j \leq S} \sum_{k=0}^{j} \binom{j}{k} u^{k}v^{j-k}E(\text{Exp}(\text{L}(X)M(X)\mathbb{P}_f(X)^k\mathbb{P}_g(X)^{-k}))
$$

$$
= \sum_{0 \leq j \leq S} \sum_{k=0}^{j} \binom{j}{k} u^{k}v^{j-k}E(\mathbb{1}_{S(X)}\text{Exp}(\text{L}(X)M(X)\mathbb{P}_f(X)^k\mathbb{P}_g(X)^{-k}))
$$

$$
+ O \left((\log q)^O(1)\mathbb{P}(S^c(X))^{1/4}\sum_{0 \leq j \leq S} (4Z\sqrt{\log\log y})^j \sum_{k=0}^{j} \frac{1}{\sqrt{k!(j-k)!}}\right)
$$

$$
= \sum_{0 \leq j \leq S} \sum_{k=0}^{j} \binom{j}{k} u^{k}v^{j-k}E(\mathbb{1}_{S(X)}\text{Exp}(\text{L}(X)M(X)\mathbb{P}_f(X)^k\mathbb{P}_g(X)^{-k})) + O((\log q)^{-10}).
$$

In all outcomes in $S(X)$, the analogue of (2.9) holds,

$$
\text{Exp} \left(\text{i}u\text{Exp}_f(X) + \text{i}v\text{Exp}_g(X)\right) = \sum_{0 \leq j \leq S} \sum_{k=0}^{j} \binom{j}{k} u^{k}v^{j-k}\text{Exp}_f(X)^k\text{Exp}_g(X)^{-k} + O(\text{e}^{-S}),
$$

and therefore

$$
\sum_{0 \leq j \leq S} \sum_{k=0}^{j} \binom{j}{k} u^{k}v^{j-k}E(\mathbb{1}_{S(X)}\text{Exp}(\text{L}(X)M(X)\mathbb{P}_f(X)^k\mathbb{P}_g(X)^{-k}))
$$

$$
= E(\mathbb{1}_{S(X)}\text{Exp}(\text{L}(X)M(X)\text{Exp}(\text{i}u\text{Exp}_f(X) + \text{i}v\text{Exp}_g(X)))) + O((\log q)^{-10}).
$$

By Cauchy-Schwarz's inequality and Remark 2.6 we have that

$$
E(\mathbb{1}_{S^c(X)}\text{Exp}(\text{L}(X)M(X)\text{Exp}(\text{i}u\text{Exp}_f(X) + \text{i}v\text{Exp}_g(X)))) \ll E(\text{Exp}(\text{L}(X)M(X))^2)^{1/2}\mathbb{P}(S^c(X))^{1/4}
$$

$$
\ll (\log q)^{-10}.
$$

Combining the estimates above we have that

$$
\sum_{0 \leq j \leq S} \sum_{k=0}^{j} \binom{j}{k} u^{k}v^{j-k}E(\text{Exp}(\text{L}(X)M(X)\mathbb{P}_f(X)^k\mathbb{P}_g(X)^{-k}))
$$

$$
= E(\text{Exp}(\text{L}(X)M(X)\text{Exp}(\text{i}u\text{Exp}_f(X) + \text{i}v\text{Exp}_g(X)))) + O((\log q)^{-10}).
$$

Using this in (2.12) completes the proof.
3. A random computation

For $\text{Re}(s) > 1$ let
\[
L^f, g(s, X) = \sum_{m_1, m_2 \geq 1} \frac{\lambda_f(m_1) \lambda_g(m_2)}{(m_1 m_2)^s} X(m_1) X(m_2) = \prod_p \prod_{j=1,2} (1 - \frac{\alpha_{f,j}(p) X(p)}{p^s})^{-1} (1 - \frac{\alpha_{g,j}(p) X(p)}{p^s})^{-1} = \prod_p L_{p}^f(s, X). \]

Also, define
\[
L(s, X) = \frac{1}{2} \left( L^f, g(s, X) + \varepsilon(f) \varepsilon(g) L^g, f(s, X) \right). \]

Our main results of this section are the following propositions.

**Proposition 3.1.** The function $\mathbb{E}(L(s, X) M(X))$ can be analytically continued to $\text{Re}(s) > 0$. Moreover, for $|u|, |v| \ll 1$ we have that
\[
\mathbb{E}(L(X) M(X) \exp(itP_f(X) + ivP_g(X))) = \mathbb{E}(L(\frac{1}{2}, X) M(X)) \exp \left(-\frac{(u^2 + v^2)}{4} \log \log y \right) \left(1 + O(|u| + |v|)\right) + 0 \left( (\log q)^{-10}\right). \]

**Proposition 3.2.** We have that
\[
\mathbb{E}(L(\frac{1}{2}, X) M(X)) \asymp 1. \]

**Remark 3.3.** As a consequence of Lemma 2.3 with $j = k = 0$, Proposition 3.1 with $u = v = 0$ and Proposition 3.2 we have that
\[
\varphi_W^*(q) = \sum_{\chi \mod q}^* W(\chi) = \varphi^*(q) \mathbb{E}(L(\frac{1}{2}, X) M(X)) + O(q (\log q)^{-10}) \asymp q. \tag{3.1} \]

Before proceeding to the proofs let us define the Rankin-Selberg $L$-function
\[
L(s, f \otimes g) = \zeta_N(2s) \sum_{n \geq 1} \frac{\lambda_f(n) \lambda_g(n)}{n^s}, \quad \text{Re}(s) > 1, \]
where $\zeta_N(s) = \prod_p (1 - \frac{\psi_0(n)}{p^s})^{-1}$ and $\psi_0$ denotes the principal character modulo $N$. We write $L(s, f \otimes g) = \prod_p L_p(s, f \otimes g)$. Let
\[
\mathfrak{c} = N^2(|s + \kappa| + 1)^2(|s| + 1)^2
\]
denote the analytic conductor of $f \otimes g$.

3.1. **Estimates for primes** $p > x$. The primes $p > x$ do not interact with our mollifier and their contribution is easy to understand. Estimating these terms precisely allows us to analytically continue $\mathbb{E}(L(s, X) M(X))$, since $M(X)$ is a Dirichlet polynomial with coefficients supported on integers with prime factors $\leq x$.

**Lemma 3.4.** For $\text{Re}(s) > -\frac{1}{2}$ and $(f_1, f_2) = (f, g)$ or $(f_1, f_2) = (g, f)$ we have that
\[
\mathbb{E}(L_{p}^{f_1, f_2}(s + \frac{1}{2}, X)) = \left(1 - \frac{\psi_0(p)}{p^{4s+2}}\right) L_p(2s + 1, f \otimes g). \]
Remark 3.5. Using the dominated convergence theorem, we have for \( \text{Re}(s) > \frac{1}{2} \) and any \( z \geq 2 \) that
\[
\mathbb{E}\left( \prod_{p > z} L_p^{f,g}(s + \frac{1}{2}, X) \right) = \prod_{p > z} \mathbb{E}\left( L_p^{f,g}(s + \frac{1}{2}, X) \right).
\]
In particular, for \( \text{Re}(s) > \frac{1}{2} \) Lemma 3.4 gives that
\[
\mathbb{E}\left( \prod_{p > z} L_p^{f,g}(s + \frac{1}{2}, X) \right) = \frac{L(2s + 1, f \otimes g)}{\zeta_N(4s + 2)} \prod_{p \leq z} \left( 1 - \frac{\psi_0(p)}{p^{4s+2}} \right)^{-1} L_p(2s + 1, f \otimes g)^{-1}. \tag{3.2}
\]
This provides an analytic continuation of the left hand side to \( \text{Re}(s) > -\frac{1}{2} \). Clearly, the same applies to \( \prod_{p > z} \mathbb{E}(L_p^{f,g}(s + \frac{1}{2}, X)) \). Therefore, by choosing \( z = x \) we can analytically continue the function
\[
F(s; u, v) := \mathbb{E}\left( L(s + \frac{1}{2}, X)M(X) \exp \left( iuP_f(X) + ivP_g(X) \right) \right)
\]
to the half-plane \( \text{Re}(s) > -\frac{1}{2} \).

Proof of Lemma 3.4. We will only give the proof in the case \( (f_1, f_2) = (f, g) \) since the argument in the other case is similar. For \( \text{Re}(s) > -\frac{1}{2} \) we have that
\[
\mathbb{E}\left( L_p^{f,g}(s + \frac{1}{2}, X) \right) = \sum_{j,k \geq 0} \frac{\lambda_f(p^j)\lambda_g(p^k)}{p^{(s+\frac{1}{2})(j+k)}} \mathbb{E}\left( X(p)^jX(p)^k \right)
\]
\[
= \sum_{j \geq 0} \frac{\lambda_f(p^j)\lambda_g(p^j)}{p^{(2s+1)j}}.
\]
The right hand side equals \( (1 - \frac{\psi_0(p)}{p^{2s+2}})L_p(2s + 1, f \otimes g) \).

In the next two lemmas we accomplish the main goal of this subsection and precisely estimate the contribution of the large primes \( p > x \). The first result is a fairly standard lemma, which uses the zero-free region of Rankin-Selberg \( L \)-functions. We use the notation \( \Lambda_{f \otimes g}(n) \) to denote the \( n \)th coefficient of the Dirichlet series of \( -L'/L(s, f \otimes g) \), that is,
\[
\Lambda_{f \otimes g}(p^m) = (\alpha_{f,1}(p)^m + \alpha_{f,2}(p)^m)(\alpha_{g,1}(p)^m + \alpha_{g,2}(p)^m) \log p. \tag{3.3}
\]

Lemma 3.6. There exists \( 0 < c_1 < \frac{1}{3} \) such that for \( \text{Re}(s) > 1 - \frac{c_1}{\log \varepsilon} \) and \( \log z \geq \log \log \varepsilon \) we have that
\[
\log L(s, f \otimes g) = \sum_{n \leq z} \frac{\Lambda_{f \otimes g}(n)}{n^s \log n} + O \left( z^{c_1/\log \varepsilon - 1} \log z + z^{1-2c_1/\log \varepsilon - \text{Re}(s)} (\log z)^2 \right).
\]

Proof. By Perron’s formula (see [12, Lemma 3.12]) we have that
\[
\sum_{n \leq z} \frac{\Lambda_{f \otimes g}(n)}{n^s \log n} = \frac{1}{2\pi i} \int_{\sigma_1 - iz}^{\sigma_1 + iz} \log L(s + w, f \otimes g) \frac{dw}{w} + O \left( z^{c_1/\log \varepsilon - 1} \log z \right),
\]
where we define \( \sigma_1 := c_1/\log \varepsilon + 1/\log z > 0 \) and using the standard zero free region (see [11, Proposition 2.11]) we choose \( c_1 \) so that \( L(s, f \otimes g) \neq 0 \) for \( \text{Re}(s) \geq 1 - 3c_1/\log \varepsilon \). Shift
Lemma 3.7. There exists $c_2 > 0$ such that for $-c_2 \frac{\log \zeta}{\log \zeta} \leq \text{Re}(s) \leq 2$ and $z \geq \exp(\log \zeta \log \log \zeta)$ we have for $(f_1, f_2) = (f, g)$ or $(f_1, f_2) = (g, f)$ that

$$
\mathbb{E}\left( \prod_{p > z} L_p^{f_1, f_2}(s + \frac{1}{2}, X) \right) = 1 + O\left( z^{-c_2/\log \zeta} (\log z)^2 \right).
$$

Proof. Using Lemma 3.6 setting $c_2 = 2c_1/3$, and applying Deligne’s bound in (3.3) we have that

$$
\sum_{p \leq z} \log L_p(2s + 1, f \otimes g) = \sum_{n \leq z} \frac{\Lambda_{f \otimes g}(n)}{n^{2s+1} \log n} + O\left( \sum_{p \leq z} \sum_{j > \log z / \log p} \frac{1}{p^{2 \text{Re}(s)+1} j} \right)
$$

$$
= \log L(2s + 1, f \otimes g) + O\left( z^{-1/2-2 \text{Re}(s)} \right) + O\left( z^{-c_2/\log \zeta} (\log z)^2 \right),
$$

where we have estimated the first error term above by separately considering the contribution of the primes $\sqrt{z} < p \leq z$ (so $j \geq 2$) and $p \leq \sqrt{z}$. Hence, using (3.2), (3.4) and the elementary estimate $\prod_{p > z} \left( 1 - \frac{\varphi(p)}{p^{s+1}} \right) = 1 + O\left( z^{-1-4 \text{Re}(s)} \right)$ we obtain the lemma. 

3.2. Estimates for primes $y < p \leq x$. We now analyze the case $y < p \leq x$. For primes in this range we need to understand the interaction between the random $L$-series $L(s, X)$ and the mollifier $M(X)$. In this section we bound the contribution of these primes, which is needed when shifting contours in the proof of Proposition 3.1.

Lemma 3.8. Let $c_1$ be as in Lemma 3.6. For $-c_1 \frac{\log \epsilon}{\log \zeta} \leq \text{Re}(s) \leq 2$ and $|\text{Im}(s)| \leq e^{\text{log} q}$ we have that

$$
\mathbb{E}\left( \prod_{y < p \leq x} L_p^{f, g}(s + \frac{1}{2}, X) \prod_{j=1}^J M_j(X) \right) \ll (\log \log q)^{O(1)}.
$$

Proof. Let $\beta_f(n) = \lambda_f(n)n^{-s}$ and $\gamma_f(n) = \lambda(n)\mu_f(n)\nu(n)$. Clearly, $\beta_f, \gamma_f$ are multiplicative functions. Also, a direct calculation gives for each $0 \leq j \leq J$ that

$$
\mathbb{E}\left( \prod_{p \in I_j} L_p^{f, g}(s + \frac{1}{2}, X) \right)
$$

$$
= \mathbb{E}\left( \sum_{p | n_1 n_2 \Rightarrow p \in I_j} \frac{\gamma_f(n_1)\gamma_g(n_2)X(n_1)X(n_2)}{\sqrt{n_1 n_2}} \sum_{p | m_1 m_2 \Rightarrow p \in I_j} \frac{\beta_f(m_1)\beta_g(m_2)X(m_1)X(m_2)}{\sqrt{m_1 m_2}} \right).
$$
\[
\sum_{m_1, m_2, n_1, n_2 \atop p \mid m_1n_1 \Rightarrow p \in I_j \atop m_1n_1 = m_2n_2 \atop \Omega(n_1), \Omega(n_2) \leq \ell_j} \frac{\beta_f(m_1) \beta_g(m_2) \gamma_f(n_1) \gamma_g(n_2)}{m_1n_1}.
\] (3.6)

For any \( r > 0 \) and \( n, \ell \in \mathbb{N} \),

\[
1_{\Omega(n) = \ell} = \frac{1}{2\pi i} \int_{|z|=r} z^{\Omega(n) - \ell} \frac{dz}{z},
\]

so that for \( r \neq 1 \)

\[
1_{\Omega(n) \leq \ell_j} = \frac{1}{2\pi i} \int_{|z|=r} z^{\Omega(n)} \frac{1 - z^{-\ell_j - 1}}{1 - z^{-1}} \frac{dz}{z}.
\]

Therefore, for \( 1 < r \leq 2 \) the right hand side of (3.6) equals

\[
\frac{1}{(2\pi i)^2} \int_{|z|=r} \int_{|w|=r} \frac{1 - z^{-\ell_j - 1}}{1 - z^{-1}} \frac{1 - w^{-\ell_j - 1}}{1 - w^{-1}} \Sigma(z, w) \frac{dz \, dw}{zw},
\] (3.7)

where

\[
\Sigma(z, w) = \sum_{m_1, m_2, n_1, n_2 \atop p \mid m_1n_1 \Rightarrow p \in I_j \atop m_1n_1 = m_2n_2} \frac{z^{\Omega(n_1) w^{\Omega(n_2)} \beta_f(m_1) \beta_g(m_2) \gamma_f(n_1) \gamma_g(n_2)}}{m_1n_1},
\]

which can be seen to be absolutely convergent from the analysis below.

Write \( \gamma_{z, f}(n) = z^{\Omega(n)} \gamma_f(n) \) and \( m = m_1n_1 \) to see that

\[
\Sigma(z, w) = \sum_{p \mid m = m \Rightarrow p \in I_j} \frac{(\beta_f * \gamma_{z, f})(m)(\beta_g * \gamma_{w, g})(m)}{m}
\]

\[
= \prod_{p \in I_j} \sum_{k \geq 0} \frac{(\beta_f * \gamma_{z, f})(p^k)(\beta_g * \gamma_{w, g})(p^k)}{p^k}
\]

\[
= \prod_{p \in I_j} \left( 1 + \frac{(p^{-s} - w f(p) z)(p^{-s} - w f(p) w) \lambda_f(p) \lambda_g(p)}{p} + O \left( \frac{1 + p^{-4 \text{Re}(s)}}{p^2} \right) \right).
\]

By Lemma 3.6 we have for \(-c_1 / \log \mathfrak{c} \leq \text{Re}(s) \leq 2 \) and \( |\text{Im}(s)| \leq e^{\sqrt{\log q}} \) that \( \sum_{p \in I_j} \frac{\lambda_f(p) \lambda_g(p)}{p^{s+1}} = O(1) \), and arguing similarly, using partial summation, we have that \( \sum_{p \in I_j} \frac{w f(p) \lambda_f(p) \lambda_g(p)}{p^{s+1}} = O(1) \) and \( \sum_{p \in I_j} \frac{w f(p)^2 \lambda_f(p) \lambda_g(p)}{p} = O(1) \). Consequently, we have that \( |\Sigma(z, w)| \ll 1 \) uniformly for \( |z|, |w| \leq 2 \). Applying this bound in (3.7) we have that the left hand side of (3.6) is \( O(1) \), so the result follows upon applying this bound for each \( 1 \leq j \leq J \) and noting that \( J \asymp \log \log \log q \).

Bounding the contribution of primes \( y < p \leq x \) to \( \mathbb{E}(L^{g,f}(s, X)M(X)) \) requires a more subtle argument. Before proceeding to the proof let us recall from the definition of our mollifier that \( \eta > 0 \) is sufficiently small and \( \eta \leq \theta_J \leq c \eta \).
Lemma 3.9. Let $\sigma_0 = \max\{-\operatorname{Re}(s), \frac{1}{\log q}\}$ and $c_1$ be as in Lemma 3.6. For $\frac{c_1}{\log q} \leq \operatorname{Re}(s) \leq 2$ and $|\operatorname{Im}(s)| \leq e^{\sqrt{\log q}}$ we have that

$$
\mathbb{E}\left( \prod_{y < p \leq x} L_p^{g,f}(s + \frac{1}{2}, X) \prod_{j=1}^{J} M_j(X) \right) \ll (\log \log q)^{O(1)} q^{21 \eta/4 \sigma_0}. \quad (3.8)
$$

Proof. We argue as in the previous proof and as before write $\beta_f(n) = \lambda_f(n) n^{-s}$, $\gamma_f(n) = \lambda(n) a_{f,j}(n) \nu(n)$ and $\gamma_{z,f}(n) = z^{\Omega(n)} \gamma_f(n)$. Repeating the argument leading up through (3.7) we get for each $j = 1, \ldots, J$

$$
\mathbb{E}\left( M_j(X) \prod_{p \in I_j} L_p^{g,f}(s + \frac{1}{2}, X) \right) = \frac{1}{(2\pi i)^2} \int_{|z| = 2} \int_{|w| = 2} \frac{1 - z^{-\ell_j-1} - w^{-\ell_j-1}}{1 - z^{-1} - w^{-1}} \tilde{\Sigma}(z, w) \frac{dz dw}{zw}, \quad (3.9)
$$

where

$$
\tilde{\Sigma}(z, w) = \sum_{\substack{p \mid m_1, m_2, n_1, n_2 \atop m_1 m_2 \mid p \in I_j \atop m_1 n_1 m_2 n_2}} \frac{z^{\Omega(n_1)} w^{\Omega(n_2)} \beta_g(m_1) \beta_f(m_2) \gamma_f(n_1) \gamma_g(n_2)}{m_1 n_1}
$$

$$
\quad = \prod_{p \in I_j} \sum_{k \geq 0} \frac{(\beta_g * \gamma_{z,f})(p^k)(\beta_f * \gamma_{w,g})(p^k)}{p^k}
$$

$$
\quad = \prod_{p \in I_j} \left( 1 + \frac{(p^{-s} \lambda_g(p) - w_f(p) z \lambda_f(p))(p^{-s} \lambda_f(p) - w_f(p) w \lambda_g(p))}{p} \right) + O\left( \frac{1 + p^{-4 \operatorname{Re}(s)}}{p^2} \right).
$$

Again, arguing as in the proof of Lemma 3.8 using Lemma 3.6 we can write

$$
\tilde{\Sigma}(z, w) = \exp\left( -z \sum_{p \in I_j} \frac{\lambda_f(p)^2 w_f(p)}{p^{1+s}} - w \sum_{p \in I_j} \frac{\lambda_g(p)^2 w_f(p)}{p^{1+s}} \right) H(z, w)
$$

where $H(z, w)$ is an analytic function for $|z|, |w| \leq 2$ with $|H(z, w)| \ll 1$ uniformly for $s$ satisfying the hypotheses of the lemma.

We now split the proof into two cases. First consider the case, $\theta_j < \frac{1}{\sigma_0 \log q}$. Then we have by Deligne’s bound that

$$
\sum_{p \in I_j} \frac{\lambda_f(p)^2 w_f(p)}{p^{1+s}} \ll e^{\sigma_0 \theta_j \log q} \sum_{p \in I_j} \frac{1}{p} \ll 1, \quad (3.10)
$$

so that $\tilde{\Sigma}(z, w) \ll 1$ in this case and the left hand side of (3.8) is $\ll 1$.

It remains to consider the case that $\theta_j \geq \frac{1}{\sigma_0 \log q}$. Using that $\tilde{\Sigma}(z, w)$ is analytic in each variable, expanding $(1 - z^{-\ell_j-1})/(1 - z), (1 - w^{-\ell_j-1})/(1 - w)$ as geometric series and using Cauchy’s integral formula we get that the left hand side of (3.9) equals

$$
\sum_{0 \leq k_1, k_2 \leq \ell_j} \frac{1}{k_1! k_2!} \frac{\partial^{k_1 + k_2}}{\partial z^{k_1} \partial w^{k_2}} \tilde{\Sigma}(z, w) \bigg|_{(z, w) = (0, 0)}.
$$
Using Cauchy’s integral formula once again we see that
\[ \frac{\partial^{k_1+k_2}}{\partial z^{k_1} \partial w^{k_2}} H(z, w)|_{(z,w) = (0,0)} \ll k_1! k_2! 2^{-k_1-k_2}, \]
hence we can bound the above expression by
\[ \ll 2^{2\ell_j} \left( \sum_{p \in I_j} \frac{\lambda(p)^2 w_j(p)}{p^{1-\sigma_0}} \right)^{\ell_j} \left( \sum_{p \in I_j} \frac{\lambda(p)^2 w_j(p)}{p^{1-\sigma_0}} \right)^{\ell_j}, \]
where the term \( 2^{2\ell_j} \) comes from applying the product rule. Using Deligne’s bound and that \( \ell_j \leq 2\theta_j^{-3/4} \) we conclude that the left hand side of \((3.9)\) is
\[ \ll \left( 8 \sum_{p \in I_j} \frac{1}{p^{1-\sigma_0}} \right)^{2\ell_j} \leq 3^{4\ell_j} e^{4\theta_j^{1/4} \sigma_0 \log q}. \tag{3.11} \]

Write \( J_1 \) for the smallest \( j = 1, \ldots, J \) such that \( \theta_j < \frac{1}{\sigma_0 \log q} \). Using \((3.10), (3.11)\) and that in this case \( \ell_j \leq 2(\sigma_0 \log q)^{3/4} \) we have that the left hand side of \((3.8)\) is
\[ (\log \log q)^{O(1)} \prod_{J_1 \leq j \leq J} 3^{4\ell_j} e^{4\theta_j^{1/4} \sigma_0 \log q} \ll (\log \log q)^{O(1)} e^{O((\sigma_0 \log q)^{3/4})} e^{20\eta^{1/4} \sigma_0 \log q}. \]

\[ \square \]

### 3.3. The contribution of the small primes

It remains to understand the contribution of the primes with \( p \leq y \). This involves understanding the interaction between \( L^{f,g}(s, X), M_0(X) \) and \( e^{iuP_{f}(X) + ivP_{g}(X)} \). A key point is that since \( M_0(X) \) consists of relatively small primes we can express it in terms of an Euler product with negligible loss since \( \ell_0 \) is large. This allows us to simplify our later analysis by reducing the problem to understanding the contribution from each prime \( p \in I_0 \) individually. Let
\[ \widetilde{M}_0(X) = \sum_{p | n \Rightarrow p \in I_0} \frac{\lambda(n)}{\sqrt{n}} (Xa_{f,j} \ast \chi_{a_{g,j}})(n) = \prod_{p \in I_0} \widetilde{M}_p(X), \]
where
\[ \widetilde{M}_p(X) = \widetilde{M}_{p,f}(X) \widetilde{M}_{p,g}(X), \quad \widetilde{M}_{p,f}(X) = \sum_{k \geq 0} \frac{(-1)^k a_{f,j}(p)^k}{k! p^{k/2}} X(p)^k. \]

**Lemma 3.10.** For \( \text{Re}(s) \geq -\frac{(\log \log q)^2}{\log q} \), uniformly for \( u, v \in \mathbb{R} \) we have for \( (f_1, f_2) = (f, g) \) or \( (f_1, f_2) = (g, f) \) that
\[ \mathbb{E} \left( M_0(X) \exp \left( iuP_{f}(X) + ivP_{g}(X) \right) \prod_{p \in I_0} L^{f_1,f_2}_p(s + \frac{1}{2}, X) \right) \]
\[ = \mathbb{E} \left( \widetilde{M}_0(X) \exp \left( iuP_{f}(X) + ivP_{g}(X) \right) \prod_{p \in I_0} L^{f_1,f_2}_p(s + \frac{1}{2}, X) \right) + O\left( (\log q)^{-10} \right). \]

**Proof.** We will only give the proof in the case \((f_1, f_2) = (f, g)\) since the arguments in both cases are similar. Recall that \( \beta_f(n) = \lambda_f(n)n^{-s}, \gamma_f(n) = \lambda(n)a_{f,j}(n)v(n) \) and define
\[ R(X) := \widetilde{M}_0(X) - M_0(X) = \sum_{p | mn \Rightarrow p \in I_0 \ , \ \max\{\Omega(m), \Omega(n)\} > \ell_0} \frac{\gamma_f(m) \gamma_g(n)}{\sqrt{mn}} X(m)X(n). \]
Also, write \( L_{f,g}^0(s, X) = \prod_{p \leq t_0} L^f_{p,g}(s, X) \). Since \( L_{f,g}^0(s, X) \) is a finite product this function is analytic for \( \text{Re}(s) > 0 \). Applying Cauchy-Schwarz’s inequality we have
\[
\mathbb{E}\left( \left| L_{f,g}^0(s + \frac{1}{2}, X) R(X) \right| \right)^2 \leq \mathbb{E}\left( |L_{f,g}^0(s + \frac{1}{2}, X)|^2 \right) \mathbb{E}\left( |R(X)|^2 \right).
\]

Let us first analyze \( \mathbb{E}(|L_{f,g}^0(s + \frac{1}{2}, X)|^2) \). Write \( (\beta_f X)(n) := \beta_f(n)X(n) \). We have that
\[
\mathbb{E}(|L_{f,g}^0(s + \frac{1}{2}, X)|^2) = \prod_{p \in I_0} \mathbb{E}\left( \left| \sum_{a \geq 0} \lambda_f(p^a) X(p^a) \right|^2 \mathbb{E}\left( \left| \sum_{a \geq 0} \lambda_g(p^a) X(p^a) \right|^2 \right) \right) = \prod_{p \in I_0} \mathbb{E}\left( \sum_{a \geq 0} (\beta_f X \ast \beta_g X \ast \beta_f X \ast \beta_g X)(p^a) \right).
\]

Let \( g(X; p^a) = (\beta_f X \ast \beta_g X \ast \beta_f X \ast \beta_g X)(p^a) \) and observe that
\[
\mathbb{E}(g(X; p)) = 0 \quad \text{and} \quad \mathbb{E}(g(X; p^2)) = O(p^{-2 \text{Re}(s)}).
\]

We conclude that the left hand side of (3.12) equals
\[
= \prod_{p \in I_0} \left( 1 + O \left( \frac{1}{p^{1+2 \text{Re}(s)}} \right) \right).
\]

Using that \( \text{Re}(s) \geq -\frac{(\log \log q)^2}{\log q} \) we have \( \frac{1}{p^{1+2 \text{Re}(s)}} \ll \frac{1}{p} \) for \( p \in I_0 \), so that the right hand side is \( \ll (\log q)^{O(1)} \).

We next estimate \( \mathbb{E}(|R(X)|^2) \), which equals
\[
\sum_{p \mid m_1 m_2 n_1 n_2 \Rightarrow p \in I_0} \frac{\gamma_f(m_1) \gamma_f(m_2) \gamma_g(n_1) \gamma_g(n_2)}{\sqrt{m_1 m_2 n_1 n_2}} \mathbb{E}(X(m_1 n_1) X(m_2 n_2))
\]

Therefore, using that \( \max\{\Omega(m_1), \Omega(n_1)\} > \ell_0 \) implies \( 2^{\Omega(m_1 n_1) - \ell_0} \geq 1 \), writing \( r = m_1 n_1 = m_2 n_2 \), we get upon applying Deligne’s bound \( |a_{f,j}(n)| \leq 2^{\Omega(n)} \) that there exists \( C > 0 \) such that
\[
\mathbb{E}(|R(X)|^2) \leq \frac{1}{2^{\ell_0}} \sum_{p \mid r \Rightarrow p \in I_0} \frac{2^{\Omega(r)} (2^{\Omega} + 2^{\Omega})(r)^2}{r} \leq \frac{1}{2^{\ell_0}} \sum_{p \mid r \Rightarrow p \in I_0} \frac{C^{\Omega(r)}}{r} \ll \frac{(\log q)^{O(1)}}{2^{\ell_0}}.
\]

where we have used that \( c_0 \) is sufficiently large so that the sum converges. Combining the two estimates above completes the proof. \( \square \)

Now that we have replaced \( M_0(X) \) with the Euler product \( \widetilde{M}_0(X) \) our analysis reduces to estimates for each prime \( p \in I_0 \). Before continuing further let us introduce some notation. Let
\[
G_{p}^{f,g}(s) = \mathbb{E}\left( L_{p}^{f,g}(s + \frac{1}{2}, X) \widetilde{M}_p(X) \right)
\]

and
\[
F_{p}^{f,g}(s) = \mathbb{E}\left( L_{p}^{f,g}(s + \frac{1}{2}, X) \widetilde{M}_p(X) \text{Re}(X(p)) \right).
\]

**Lemma 3.11.** Let \( a \in \mathbb{Z} \). Suppose that \( p^{-\text{Re}(s)} \leq 2 \). Then the following statements hold:
Observe that

\[ G_p^{f,g}(s) = 1 + \frac{(p^{-s} - w_f(p))^2 \lambda_f(p) \lambda_g(p)}{p} + O \left( \frac{1}{p^2} \right); \]

\[ G_p^{g,f}(s) = 1 + \frac{(p^{-s} \lambda_f(p) - w_f(p) \lambda_g(p)) (p^{-s} \lambda_g(p) - w_f(p) \lambda_f(p))}{p} + O \left( \frac{1}{p^2} \right). \]

Additionally, for \((f_1, f_2) = (f, g)\) or \((f_1, f_2) = (g, f)\) we have each of the following:

\[ F_p^{f_1,f_2}(s) = \frac{(p^{-s} - w_f(p)) (\lambda_f(p) + \lambda_g(p))}{2 \sqrt{p}} + O \left( \frac{1}{p} \right); \]

\[ \mathbb{E} \left( L_{p}^{f_1,f_2}(s + \frac{1}{2}, X) \widetilde{M}_p(X) X(p)^a \right) \ll \frac{5|\alpha|}{p^{a/2}}. \]

**Proof.** Let \(h_1, h_2\) be level \(N\) newforms (not necessarily distinct). For \(\text{Re}(s) > 0\) and \(k\) an integer let

\[ n_{p}^{h_1,h_2}(s, k) = \sum_{k_1 + k_2 = k} \frac{\lambda_{h_1}(p^{k_1}) a_{h_2,f}(p)^{k_2} (-1)^{k_2}}{p^{k_1 s + k_2/2} k_2!}. \]

Observe that \(n_{p}^{h_1,h_2}(s, k) = 0\) if \(k < 0\) and

\[ \left( \sum_{k \geq 0} \frac{\lambda_{h_1}(p^k) X(p)^k}{p^{ks}} \right) \widetilde{M}_{p,h_2}(X) = \sum_{k \geq 0} n_{p}^{h_1,h_2}(s, k) X(p)^k. \]

For any integer \(a\) we have that

\[ \mathbb{E} \left( L_{p}^{f,g}(s + \frac{1}{2}, X) \widetilde{M}_p(X) X(p)^a \right) = \sum_{k_1,k_2 \geq 0} n_{p}^{f,g}(s + \frac{1}{2}, k_1) n_{p}^{g,f}(s + \frac{1}{2}, k_2) \mathbb{E} \left( X(p)^{k_1+a} \overline{X(p)^{k_2}} \right) \]

\[ = \sum_{k \geq 0} n_{p}^{f,g}(s + \frac{1}{2}, k) n_{p}^{g,f}(s + \frac{1}{2}, k + a). \quad (3.15) \]

Additionally,

\[ \mathbb{E} \left( L_{p}^{g,f}(s + \frac{1}{2}, X) \widetilde{M}_p(X) X(p)^a \right) = \sum_{k_1,k_2 \geq 0} n_{p}^{g,f}(s + \frac{1}{2}, k_1) n_{p}^{f,g}(s + \frac{1}{2}, k_2) \mathbb{E} \left( X(p)^{k_1+a} \overline{X(p)^{k_2}} \right) \]

\[ = \sum_{k \geq 0} n_{p}^{g,f}(s + \frac{1}{2}, k) n_{p}^{f,g}(s + \frac{1}{2}, k + a). \quad (3.16) \]

Clearly, \(n_{p}^{h_1,h_2}(s + \frac{1}{2}, 0) = 1\) and

\[ n_{p}^{h_1,h_2}(s + \frac{1}{2}, 1) = \frac{(p^{-s} \lambda_{h_1}(p) - w_f(p) \lambda_{h_2}(p))}{\sqrt{p}}. \]

Additionally, for each \(k \geq 1\) using Deligne’s bound we get that

\[ n_{p}^{h_1,h_2}(s + \frac{1}{2}, k) \ll \frac{(k + 1)^{2k}}{p^{k/2}} \max \{ 1, p^{-\text{Re}(s) k} \}. \]

Using the above two estimates in (3.15) and (3.16) all the claims follow (here we have also used that for a complex number \(w\) with \(w \bar{w} = 1\) that \(\bar{w}^a = w^{-a}\)).
Lemma 3.12. Let \( u, v \in \mathbb{R} \) with \(|u|, |v| \ll 1\). For \( \text{Re}(s) \geq -\left(\frac{\log q}{\log q}\right)^2 \) and \( p \in I_0 \) we have for \((f_1, f_2) = (f, g)\) or \((f_1, f_2) = (g, f)\) that

\[
\mathbb{E}\left(L_p^{f_1,f_2}(s + \frac{1}{2}, X)\widehat{M}_p(X) \exp\left(iu\frac{\lambda_f(p)w_f(p)}{\sqrt{p}} \text{Re}(X(p)) + iv\frac{\lambda_g(p)w_f(p)}{\sqrt{p}} \text{Re}(X(p))\right)\right) \\
= \mathcal{G}_p^{f_1,f_2}(s) \left(1 - \frac{u\lambda_f(p) + v\lambda_g(p)^2w_f(p)^2}{4p}\right) + i\mathcal{F}_p^{f_1,f_2}(s)\frac{u\lambda_f(p) + v\lambda_g(p)w_f(p)}{\sqrt{p}} + O\left(\frac{|u|^3 + |v|^3}{p^{3/2}}\right). \tag{3.17}
\]

Remark 3.13. Combining Lemmas 3.11 and 3.12 we get for \( \text{Re}(s) \geq -\left(\frac{\log q}{\log q}\right)^2 \) and \( p \in I_0 \) for \(|u|, |v| \ll 1\) that the left hand side of (3.17) is \( 1 + O\left(\frac{1}{p}\right) \), for \((f_1, f_2) = (f, g)\) or \((f_1, f_2) = (g, f)\). Hence, combining this with Lemma 3.10 we have for \((f_1, f_2) = (f, g)\) or \((f_1, f_2) = (g, f)\) that

\[
\mathbb{E}\left(M_0(X) \exp\left(iuP_f(X) + ivP_g(X)\right) \prod_{p \in I_0} L_p^{f_1,f_2}(s + \frac{1}{2}, X)\right) \ll (\log q)^{O(1)},
\]

for \( \text{Re}(s) \geq -\left(\frac{\log q}{\log q}\right)^2 \). Hence, for \(-\left(\frac{\log q}{\log q}\right)^2 \leq \text{Re}(s) \leq 2\) using this estimate with Lemmas 3.7, 3.8, 3.9 gives

\[
\mathbb{E}\left(L(s + \frac{1}{2}, X)M(X) \exp\left(iuP_f(X) + ivP_g(X)\right)\right) \ll (\log q)^{O(1)} + (\log q)^{O(1)}e^{21\eta^{1/4}(\log \log q)^2}. \tag{3.18}
\]

Proof of Lemma 3.12. Taylor expanding gives that the exponential on the left hand side of (3.17) equals

\[
\sum_{k \geq 0} \frac{i^k(u\lambda_f(p) + v\lambda_g(p)^kw_f(p)^k)}{k!p^{k/2}} \text{Re}(X(p))^k.
\]

The terms with \( k = 0, 1, 2 \) account for the main terms upon noting that Lemma 3.11 implies

\[
\mathbb{E}\left(L_p^{f_1,f_2}(s + \frac{1}{2}, X)\widehat{M}_p(X) \text{Re}(X(p))^2\right) = \frac{\mathcal{G}_p^{f_1,f_2}(s)}{2} + O\left(\frac{1}{p}\right),
\]

for \( p \in I_0 \). To complete the proof, use Lemma 3.11 to bound the contribution to the left hand side of (3.17) from the terms with \( k \geq 3 \) in the Taylor expansion above, since \( c_0 \) is sufficiently large.

\[\square\]

3.4. Proof of Proposition 3.1. We are now ready to complete the proof of Proposition 3.1

Proof of Proposition 3.1. For \( u, v \in \mathbb{R} \) and \( \text{Re}(s) > \frac{1}{2} \) define

\[
F(s; u, v) = \mathbb{E}\left(L(s + \frac{1}{2}, X)M(X) \exp\left(iuP_f(X) + ivP_g(X)\right)\right).
\]

Recall that in Remark 3.15 we saw that \( F(s; u, v) \) admits an analytic continuation to \( \text{Re}(s) > -\frac{1}{2} \). Moreover, by (3.18) we have that

\[
|F(s; u, v)| \ll e^{22\eta^{1/4}(\log \log q)^2} \tag{3.19}
\]
uniformly for $|u|, |v| \leq 1$, $-\frac{(\log \log q)^2}{\log q} \leq \text{Re}(s) \leq 2$, $|\text{Im}(s)| \leq B \log q$ for any fixed $B > 0$. Additionally, in (3.13) we showed that $E(|L_{p,q}^f(s, X)|^2) = 1 + O(p^{-2}\text{Re}(s))$ hence it is not hard to see that for $\text{Re}(s) \geq \frac{1}{2} + \varepsilon$ we have $E(|L_{p,q}^f(s, X)|^2) = O_{\varepsilon}(1)$ and by repeating this argument we also have that $E(|L_{p,q}^g(s, X)|^2) = O_{\varepsilon}(1)$ in the same range. Also, by Lemma 2.3 we have $E(|M(X)|^2) \ll (\log q)^{O(1)}$. Applying these estimates along with Cauchy-Schwarz's inequality we have that

$$|F(s; u, v)| \ll (\log q)^{O(1)} \quad (3.20)$$

in the region $\text{Re}(s) \geq \frac{1}{2} + \varepsilon$.

Applying Mellin inversion we see that

$$E\left(L(X)M(X) \exp \left(iuP_f(X) + ivP_g(X)\right)\right) = \frac{1}{2\pi i} \int_{(2)} \frac{L(\frac{1}{2}, f)L(\frac{1}{2}, g)}{L(\frac{1}{2}, f)L(\frac{1}{2}, g)} (q^2N^2)^s F(s; u, v) \frac{(\cos(\frac{\pi q}{12}))^{-48}}{s} ds. \quad (3.21)$$

Since for fixed $\sigma > 0$ Stirling’s formula gives that $|\Gamma(\sigma + it)| \ll (|t| + 1)^{-\frac{1}{2}} e^{-\pi|t|}$, by (3.20) we may truncate the integral in (3.21) to $|\text{Im}(s)| \leq B \log q$ at the cost of an error term of size $O(q^{-1})$ where $B$ is a sufficiently large absolute constant. We now shift contours to $\text{Re}(s) = -\frac{(\log \log q)^2}{\log q}$, pick up a simple pole at $s = 0$, estimate the horizontal and left contours using the bound (3.19) to get that

$$E\left(L(X)M(X) \exp \left(iuP_f(X) + ivP_g(X)\right)\right) = E\left(L(\frac{1}{2}, X)M(X) \exp \left(iuP_f(X) + ivP_g(X)\right)\right) + O\left((\log q)^{-10}\right),$$

since $\eta > 0$ is sufficiently small.

For $(f_1, f_2) = (f, g)$ or $(f_1, f_2) = (g, f)$ by Lemma 3.11, $|\mathcal{F}_{p}^{f_1,f_2}(0)| \ll \frac{\log p}{\sqrt{p} \log x} + \frac{1}{p}$ and $G_{p}^{f_1,f_2}(0) = 1 + O(1/p)$. Hence, using Lemmas 3.7, 3.10 and 3.12 we have that

$$E\left(L^{f_1,f_2}(\frac{1}{2}, X)M(X) \exp \left(iuP_f(X) + ivP_g(X)\right)\right) = \prod_{p \in I_0} \left(G_{p}^{f_1,f_2}(0) \left(1 - \frac{(u\lambda_f(p) + v\lambda_g(p))^2w_f(p)^2}{4p}\right) + O\left(|u| + |v|\left(\frac{\log p}{p \log x} + \frac{1}{p^{3/2}}\right)\right)\right)$$

$$\times \prod_{j=1}^{J} E(M_j(X) \prod_{p \in I_j} L^{f_1,f_2}(\frac{1}{2}, X) \prod_{p \leq c_0} E(L^{f_1,f_2}(\frac{1}{2}, X)) + O\left((\log q)^{-10}\right)$$

$$= E\left(L^{f_1,f_2}(\frac{1}{2}, X)M(X)\right) \exp \left(-\sum_{p \in I_0} \frac{(u\lambda_f(p) + v\lambda_g(p))^2w_f(p)^2}{4p}\right) \left(1 + O(|u| + |v|)\right)$$

$$+ O\left((\log q)^{-10}\right),$$
where we also used Lemmas 3.8 and 3.9 to estimate the error terms. By the Prime Number
Theorem for Rankin-Selberg $L$-functions (see [4, Corollary 2.15])
\[
\sum_{p \leq x} \frac{(u \lambda_f(p) + v \lambda_g(p))^2 w_f(p)^2}{4 p} = \frac{u^2 + v^2}{4} \log \log y + O(|u|^2 + |v|^2), \tag{3.22}
\]
which completes the proof.

\section*{3.5. Proof of Proposition 3.2.}

We are now ready to prove Proposition 3.2.

\textit{Proof of Proposition 3.2.} Using (3.6) with $s = 0$ and recalling $\gamma_f(n) = \lambda(n) a_f, f(n) \nu(n)$, we have for each $0 \leq j \leq J$ that
\[
\mathbb{E}\left( M_j(X) \prod_{p \leq I_j} L_p^{f,g}(\frac{1}{2}, X) \right) = \sum_{m_1, m_2, n_1, n_2 \atop \Omega(m_1) \Omega(m_2) \leq \ell_j} \frac{\lambda_f(m_1) \lambda_g(m_2) \gamma_f(n_1) \gamma_g(n_2)}{m_1 n_1}.
\]

We now wish to remove the condition $\Omega(n_1), \Omega(n_2) \leq \ell_j$ so that we can express the sum as an Euler product. Arguing as in (3.14) we see that there exists $C > 0$ such that the sum on the right hand side is
\[
= \sum_{p | m \Rightarrow p \leq I_j} \frac{(\lambda_f \ast \gamma_f)(m)(\lambda_g \ast \gamma_g)(m)}{m} + O\left( \frac{1}{2 \ell_j} \sum_{p | m \Rightarrow p \leq I_j} \frac{C^{\Omega(m)}}{m} \right)
\]
\[
= \prod_{p \leq I_j} \left( 1 + \frac{(1 - w_f(p))^2 \lambda_f(p) \lambda_g(p)}{p} + O\left( \frac{1}{p^2} \right) \right) + O\left( \frac{1 + (\log q)^O(1) + 1}{2 \ell_j} \right). \tag{3.23}
\]

Since the product on the right hand side above is $\asymp 1$, the product over $1 \leq j \leq J$ is
\[
= \left( 1 + O\left( y^{-1} \right) + O\left( \sum_{j=1}^J \frac{1}{2 \ell_j} \right) \right) \prod_{j=1}^J \prod_{p \leq I_j} \left( 1 + \frac{(1 - w_f(p))^2 \lambda_f(p) \lambda_g(p)}{p} \right) \tag{3.24}
\]
Using that $2^{-\ell_j} \ll \ell_j \ll \theta_j^{3/4}$, and summing the geometric sum the error term is $\ll \theta_j^{3/4} \ll \eta^{3/4}$. Hence, combining (3.23), (3.24), and Lemmas 3.3 3.7 we get that
\[
\mathbb{E}\left( L^{f,g}(1, X) M(X) \right) = \left( 1 + O\left( \frac{1}{c_0} \right) + O(\eta^{3/4}) \right) \prod_{p \leq c_0} \left( 1 - \frac{\psi_0(p)}{p^2} \right) L_p(1, f \otimes g)
\times \prod_{c_0 < p \leq x} \left( 1 + \frac{(1 - w_f(p))^2 \lambda_f(p) \lambda_g(p)}{p} \right).
\]

Since $w_f(p) = 1 + O(\log p / \log x)$, using Mertens’ Theorem and the bound $|\lambda_f(p)\lambda_g(p)| \leq 4$ the product over $c_0 < p \leq x$ is $\asymp 1$, hence the right hand side above is $\ll 1$. To get a lower bound, note that by using Deligne’s bound we have $|L_p(1, f \otimes g)| \geq |1 + \frac{1}{p}|^{-4}$, so the product over $p \leq c_0$ is $\gg (\log c_0)^{-4}$, by Mertens’ Theorem, which shows that the right hand side above is $\gg 1$ by choosing $\eta$ to be sufficiently small in terms of $c_0$. 

We are now ready to prove Proposition 3.2.
Using Lemma 3.4 to estimate the contribution of the primes $p > x$ and Lemmas 3.10 and 3.11 to estimate that of the primes $c_0 < p \leq y$ gives
\[
\mathbb{E} \left( L^{q,f}_{\frac{1}{2},X} M(X) \right) = (1 + o(1)) \prod_{p \leq c_0} \mathbb{E} \left( L^{q,f}_{p} \left( \frac{1}{2}, X \right) \right) \times \prod_{y < p \leq x} \mathbb{E} \left( L^{q,f}_{p} \left( \frac{1}{2}, X \right) \prod_{j=1}^{f} M_j(X) \right) \times \left( \prod_{c_0 < p \leq y} \left( 1 + \frac{\lambda_f(p) \lambda_g(p)}{p} (\lambda_f(p) - w_f(p) \lambda_f(p)) \right) \right) + O \left( \frac{1}{p^2} \right) + O((\log q)^{-1}) \right).
\]

The product over $p \leq c_0$ on the right hand side above is $\ll 1$ by Lemma 3.4. Using Lemma 3.9 the product over $y < p \leq x$ is $\ll (\log q)^{O(1)}$. To estimate the product over $c_0 < p \leq y$ we again use the Prime Number Theorem for Rankin-Selberg $L$-functions, which implies
\[
\sum_{c_0 < p \leq y} \frac{\lambda_f(p) \lambda_g(p)}{p} = O(1) \quad \text{and} \quad \sum_{c_0 < p \leq y} \frac{\lambda_f(p)^2}{p} = \log \log y + O(1),
\]
to see that this product is $\ll (\log y)^{-2}$. Hence, we have that
\[
\mathbb{E} \left( L^{q,f}_{\frac{1}{2},X} M(X) \right) = O_{\varepsilon}((\log q)^{-2+\varepsilon})
\]
for any $\varepsilon > 0$. Combining the above result along with our previous estimate that $\mathbb{E}(L^{q,f}_{\frac{1}{2},X} M(X)) \asymp 1$ completes the proof.

4. Proof of Theorem 1.4 and Corollary 1.7

We will first prove Theorem 1.4. Let
\[
\Phi_q(u, v) = \frac{1}{\varphi^*_{W}(q)} \sum_{\chi \pmod{q}}^* W(\chi) e \left( -iu \frac{P_f(\chi)}{\sqrt{1/2 \log \log q}} - iv \frac{P_g(\chi)}{\sqrt{1/2 \log \log q}} \right).
\]
Using the the main results from the previous sections, Lemma 2.9 and Proposition 3.1, we get that by rescaling $(u, v) \rightarrow \left( \frac{-2\pi u}{\sqrt{2 \log \log q}}, \frac{-2\pi v}{\sqrt{2 \log \log q}} \right)$ that
\[
\Phi_q(u, v) = e^{-2\pi^2(u^2 + v^2)} \left( 1 + O \left( \left( |u| + |v| \right) (\log \log q)^{1/2} \right) \right) + O \left( \left( \log q \right)^{-10} \right) \quad (4.1)
\]
for $u, v \in \mathbb{R}$ with $|u|, |v| \ll \sqrt{\log \log q \log \log q}$. The expression above for the characteristic function is the key input into the proof of Theorem 1.4. Before proceeding to the proof we require some additional results.

Lemma 4.1. Assume GRH. Let $\Lambda \geq 1$. Also, let $B > 0$ be sufficiently large. Then for all primitive characters $\chi$ modulo $q$ outside an exceptional set of size $\ll \frac{q}{\Lambda^2} + \frac{q}{(\log q)^{10}}$ the following statements hold:

1. $|L_f(\chi)M_f(\chi)| \leq \Lambda$;

2. $\prod_{j=1}^{f} |M_{f,j}(\chi)| \leq (\log \log q)^B$;

3. \[
\frac{1}{\sqrt{1/2 \log \log q}} \left| \sum_{c_0 < p \leq y} \frac{\lambda_f(p) w_f(p) \chi(p)}{\sqrt{p}} \right| \leq \log \log q.
\]
Remark 4.2. In the proof we use GRH when applying Proposition 5.1 to bound
\[ \sum_{\chi (\text{mod } q)}^{*} |L_f(\chi)M_f(\chi)|^2. \]

Using work of Blomer et. al. [4] such an estimate can be proved unconditionally so the assumption of GRH can be removed at the cost of a longer argument.

Proof of Lemma 4.1. By Chebyshev’s inequality and Proposition 5.1
\[ \sum_{\chi (\text{mod } q)}^{*} |L_f(\chi)M_f(\chi)| \geq \Lambda \leq \frac{1}{\Lambda^2} \sum_{\chi (\text{mod } q)}^{*} |L_f(\chi)M_f(\chi)|^2 \ll \frac{q}{\Lambda^2}. \]

Similarly,
\[ \sum_{\chi (\text{mod } q)}^{*} \prod_{j=1}^{J} |M_{f,j}(\chi)| \ll \frac{q}{\Lambda^2} \prod_{y<p \leq x} \left( 1 + O \left( \frac{1}{p} \right) \right) \ll \frac{q}{\Lambda^2 \log \log q}, \]

where the second step follows by using (2.1) and Lemma 2.4 since \( B \) is sufficiently large.

Finally, we note that the argument given in the proofs of Lemmas 2.3 and 2.7 shows that the conclusion of Lemma 2.7 holds with \( P_f(\chi) \) replaced by \( \sum_{\chi (\text{mod } q)}^{*} \frac{\lambda_f(p)w_f(p)\chi(p)}{\sqrt{p}} \) (this follows immediately since in the proof of Lemma 2.3 we used that \( |\text{Re}(z)| \leq |z| \)), so that using this result with \( V = \log \log q \frac{\log \log q}{\log \log y} \frac{1}{2} \) gives that
\[ \# \left\{ \chi (\text{mod } q) : \left| \sum_{\chi (\text{mod } q)}^{*} \frac{\lambda_f(p)w_f(p)\chi(p)}{\sqrt{p}} \right| \geq \log \log q \sqrt{\frac{1}{2} \log \log q} \right\} \ll \frac{q}{\Lambda^2 \log \log q}. \]

\[ \square \]

For \( f \in L^1(\mathbb{R}) \) we denote by \( \hat{f} \) the Fourier transform of \( f \),
\[ \hat{f}(\xi) = \int_{\mathbb{R}} f(x)e(-\xi x) \, dx. \]

Let us quote the following result due independently to Beurling and Selberg (see [28, Section 7] and Vaaler [43]).

Lemma 4.3. Let \( \Delta > 0 \) and \( I = [a, b] \subset \mathbb{R} \) be an interval. Then there exists an entire function \( F_{I,\Delta}(z) \) such that each of the following holds:

1. \( 0 \leq 1_I(x) - F_{I,\Delta}(x) \leq \left( \frac{\sin(\pi \Delta(x - a))}{\pi \Delta(x - a)} \right)^2 + \left( \frac{\sin(\pi \Delta(b - x))}{\pi \Delta(b - x)} \right)^2, \forall x \in \mathbb{R}; \)

2. \( \hat{F}_{I,\Delta}(\xi) = \begin{cases} \hat{1}_I(\xi) + O \left( \frac{1}{\Delta} \right) & \text{if } |\xi| < \Delta, \xi \in \mathbb{R}, \\ 0 & \text{if } |\xi| \geq \Delta, \xi \in \mathbb{R}. \end{cases} \)

We also need to establish an unweighted analogue of (4.1), which is much easier to prove.
Lemma 4.4. For $u, v \in \mathbb{R}$ with $|u|, |v| \ll \sqrt{\frac{\log \log q}{\log \log \log q}}$ we have that

$$
\Psi_q(u, v) := \frac{1}{\varphi(q)} \sum_{\chi \pmod{q}}^* \exp \left( -2\pi iu \frac{P_f(\chi)}{\sqrt{\frac{1}{2} \log \log q}} - 2\pi iv \frac{P_g(\chi)}{\sqrt{\frac{1}{2} \log \log q}} \right) = e^{-2\pi (u^2 + v^2)} \left( 1 + O \left( \frac{|u| + |v|}{(\log \log q)^{1/2}} \right) \right) + O \left( (\log q)^{-10} \right).
$$

Proof. A straightforward line-by-line modification of the proof of Lemma 2.9 gives that

$$
\frac{1}{\varphi(q)} \sum_{\chi \pmod{q}}^* \exp \left( iu P_f(\chi) + iv P_g(\chi) \right) = \mathbb{E} \left( \exp \left( iu P_f(X) + iv P_g(X) \right) \right) + O \left( (\log q)^{-10} \right),
$$

for $|u|, |v| \ll 1$. Taylor expanding and using (3.22), the main term equals

$$
\prod_{p \leq y} \mathbb{E} \left( \exp \left( iu \lambda_f(p) w_f(p) \operatorname{Re}(X(p)) \sqrt{p} + iv \lambda_g(p) w_f(p) \operatorname{Re}(X(p)) \sqrt{p} \right) \right) = \prod_{p \leq y} \left( 1 - \frac{(u\lambda_f(p) + v\lambda_g(p))^2 w_f(p)^2}{4p} + O \left( \frac{|u|^3 + |v|^3}{p^{3/2}} \right) \right)
$$

$$
= (\log y)^{-\left(\frac{u^2 + v^2}{4}\right)} \left( 1 + O \left( |u| + |v| \right) \right),
$$

and the lemma follows upon rescaling as in (4.1). 

\[ \square \]

Proof of Theorem 1.4. Let $S_f$ denote the set of primitive characters $\chi \pmod{q}$ satisfying the properties in Lemma 4.1 as well as

$$
|L_f(\chi) M_f(\chi)| \geq \frac{1}{\Lambda}
$$

with $\Lambda = \log \log q$. Then for $\chi \in S_f$ we have that

$$
\log |L_f(\chi)| = -\log |M_f(\chi)| + O(\log \Lambda) = -\log |M_{f,0}(\chi)| + O(\log \log \log q).
$$

Also, for any complex number $|s| \leq S/e^2$ we have from (2.8) that

$$
\sum_{j=0}^{S} \frac{s^j}{j!} = e^s \left( 1 + O \left( e^{-s/2} \right) \right),
$$

which implies for $\chi \in S_f$ that

$$
M_{f,0}(\chi) = \exp \left( - \sum_{c_0 < p \leq y} \frac{\lambda_f(p) w_f(p)}{\sqrt{p}} \chi(p) \right) \left( 1 + O \left( (\log \log q)^{-10} \right) \right).
$$

We conclude that for $\chi \in S_f$,

$$
P_f(\chi) = \log |L_f(\chi)| + O(\log \log \log q). \quad (4.2)
$$

In particular, this implies that for $\chi \in S_f$,

$$
\frac{\log |L_f(\chi)|}{\sqrt{\frac{1}{2} \log \log q}} \ll \log \log q. \quad (4.3)
$$
Let $\mathcal{L}_f(\chi) = \frac{\log |L_f(\chi)|}{\sqrt{\frac{1}{2} \log \log q}}$, $\mathcal{P}_f(\chi) = \frac{P_f(\chi)}{\sqrt{\frac{1}{2} \log \log q}}$, and $I_1, I_2 \subset \mathbb{R}$ be intervals. Let us first consider the case $I_1, I_2$ are closed. By (4.3), for $\chi \in S_f$ we have that $\mathcal{L}_f(\chi) \in I_1$ if and only if $\mathcal{L}_f(\chi) \in I_1$ where $I_1 = I_1 \cap [-A \log \log q, A \log \log q]$, where $A > 0$ is sufficiently large. Write $I_1 = [a_1, b_1]$. Using (4.2) we have for all $\chi \in S_f$ that there exists $C > 0$ sufficiently large such that for $\delta$ large such that

$$|1_{I_1}(\mathcal{L}_f(\chi)) - 1_{I_1}(\mathcal{P}_f(\chi))| \leq 1_{[a_1 - \delta, a_1 + \delta]}(\mathcal{P}_f(\chi)) + 1_{[b_1 - \delta, b_1 + \delta]}(\mathcal{P}_f(\chi)).$$

For $\chi \in S_g$ we arrive at a similar inequality and can replace $I_2$ with $I_2$, which is defined analogously to $I_1$, with $I_2 = [a_2, b_2]$ and $|b_2 - a_2| \ll \log \log q$. Write $I_{\delta,j} = [a_j - \delta, a_j + \delta] \cup [b_j - \delta, b_j + \delta]$ for $j = 1, 2$. Consequently, using the above inequality for $f$ and $g$, Hölder’s inequality with exponents $\frac{1}{e_1} + \frac{1}{e_2} = 1$ where $e_1 = 1 + \varepsilon$, so $e_2 = \frac{1}{\varepsilon}$, and applying Proposition 1.3 we have that

$$\frac{1}{\varphi_W(q)} \sum_{\chi \in S_f \cap S_g}^* W(\chi) 1_{I_1}(\mathcal{L}_f(\chi)) 1_{I_2}(\mathcal{L}_g(\chi)) = \frac{1}{\varphi_W(q)} \sum_{\chi \in S_f \cap S_g}^* W(\chi) 1_{I_1}(\mathcal{P}_f(\chi)) 1_{I_2}(\mathcal{P}_g(\chi))$$

$$+ O\left(q^{1/e_2 - 1} \left( \sum_{\chi \pmod{q}}^* \left( 1_{I_{\delta,1}}(\mathcal{P}_f(\chi)) + 1_{I_{\delta,2}}(\mathcal{P}_g(\chi)) \right) \right)^{1/e_1} \right),$$

(4.4)

where we have also used that $(1_{I_{\delta,1}}(\mathcal{P}_f(\chi)) + 1_{I_{\delta,2}}(\mathcal{P}_g(\chi)))^{e_1} \leq 2^e(1_{I_{\delta,1}}(\mathcal{P}_f(\chi)) + 1_{I_{\delta,2}}(\mathcal{P}_g(\chi)))$ and $1_{[a_1 - \delta, a_1 + \delta]}(\mathcal{P}_f(\chi)) + 1_{[b_1 - \delta, b_1 + \delta]}(\mathcal{P}_g(\chi)) \leq 21_{I_{\delta,1}}(\mathcal{P}_f(\chi))$. Using Cauchy-Schwarz’s inequality, the sum on the left hand side as well as the sum in the main term on the right hand side can be extended to all primitive characters modulo $q$ at the cost of an error term of size $O(1/\log \log q)$.

Let $K(x) = \left( \frac{\sin \pi x}{\pi x} \right)^2$ and note that $\hat{K}(u) = \max\{0, 1 - |u|\}$. By Lemma 4.3 for $I = [a, b]$ and $\Delta > 0$ we have $|1_I(x) - F_{I,\Delta}(x)| \leq 2$, so $|1_I(x) - F_{I,\Delta}(x)|^{e_1} \leq 2^e(K(\Delta(x - a)) + K(\Delta(b - x)))$. We now take $\Delta = \sqrt{\frac{\log \log \log q}{Q}}$. By Hölder’s inequality and Proposition 4.3 we get that

$$\sum_{\chi \pmod{q}}^* |W(\chi)||1_{I_1}(\mathcal{P}_f(\chi)) - F_{I_1,\Delta}(\mathcal{P}_f(\chi))|$$

$$\ll \varepsilon q^{1/e_2} \left( \sum_{\chi \pmod{q}}^* \left( K(\Delta(\mathcal{P}_f(\chi) - a_1)) + K(\Delta(b_1 - \mathcal{P}_f(\chi))) \right) \right)^{1/e_1}.$$  (4.5)

By Fourier inversion and Lemma 4.4 we find uniformly for any $\alpha \in \mathbb{R}$ that

$$\frac{1}{\varphi^*(q)} \sum_{\chi \pmod{q}}^* K(\Delta(\mathcal{P}_f(\chi) - \alpha)) = \frac{1}{\Delta} \int_{-\Delta}^{\Delta} \left( 1 - \left| \frac{u}{\Delta} \right| \right) e(-\alpha u) \Psi_q(u, 0) du \ll \frac{1}{\Delta}.  (4.6)$$

Hence, using (3.1), (4.5), and (4.6) we can replace $1_{I_1}(\mathcal{P}_f(\chi))$ by $F_{I_1,\Delta}(\mathcal{P}_f(\chi))$ in the main term in (4.4) at the cost of an error term of size $O_\varepsilon((\log \log q)^{-1/2 + \varepsilon})$. Similarly, we can replace $1_{I_2}(\mathcal{P}_g(\chi))$ with $F_{I_2,\Delta}(\mathcal{P}_g(\chi))$ at the cost of an error term of the same size. Using Fourier inversion, (4.1) and Lemma 4.3 we get that up to an error term of size $O_\varepsilon((\log \log q)^{-1/2 + \varepsilon})$
Applying Proposition 1.3 gives that
\[
\frac{1}{\varphi^*(q)} \sum_{\chi \pmod{q}}^* \left( \varphi W(q) F_{T_1, \Delta}(\mathcal{P}_f(\chi)) F_{T_2, \Delta}(\mathcal{P}_g(\chi)) \right) = \int_{\mathbb{R}^2} \hat{F}_{T_1, \Delta} (u) \hat{F}_{T_2, \Delta} (v) \Phi_q(u, v) \, du \, dv
\]
\[
= \int_{\mathbb{R}^2} \hat{F}_{T_1, \Delta} (u) \hat{F}_{T_2, \Delta} (v) e^{-2\pi^2 (u^2 + v^2)} \, du \, dv + O_\varepsilon \left( |I_1||I_2| \left( (\log \log q)^{-1/2+\varepsilon} + \Delta^2 (\log q)^{-10} \right) \right).
\]
Applying Plancherel and then using Lemma 4.3 the main term above equals
\[
\frac{1}{2\pi} \int_{\mathbb{R}^2} F_{T_1, \Delta}(x) F_{T_2, \Delta}(y) e^{-(x^2 + y^2)/2} \, dx \, dy = \frac{1}{2\pi} \int_{I_1 \times I_2} e^{-(x^2 + y^2)/2} \, dx \, dy + O_\varepsilon \left( (\log \log q)^{-1/2+\varepsilon} \right),
\]
(4.7)
where we have also used the rapid decay of the Gaussian to bound the portion of the integral with \((I_1 \times I_2) \setminus (I_1 \times I_2)\) by \(\ll (\log \log q)^{-10}\).

To estimate the error term in (4.7), we see that by arguing as above we have
\[
\frac{1}{\varphi^*(q)} \sum_{\chi \pmod{q}}^* \left( \varphi W(q) \mathbf{1}_{I_{5,1}}(\mathcal{P}_f(\chi)) \right) = \frac{1}{\sqrt{2\pi}} \int_{I_{5,1}} e^{-x^2/2} \, dx + O_\varepsilon \left( (\log \log q)^{-1/2+\varepsilon} \right) \ll_{\varepsilon} (\log \log q)^{-1/2+\varepsilon}.
\]
Applying this with (4.7) in (4.4) completes the proof in the case \(I_1, I_2\) are closed. The other cases follow in the exact same way since the conclusions of Lemma 4.3 hold for any finite interval, since \(F_{T, \Delta}\) is continuous.

**Proof of Corollary 1.7.** Let \(\omega = \frac{\Lambda}{\sqrt{\log \log q}}\). By a similar yet slightly easier argument to the one given in the proof of Theorem 1.4, which we will omit, we have that
\[
\frac{1}{\varphi^*(q)} \sum_{\chi \pmod{q}}^* W(\chi) \mathbf{1}_{[-\omega, \omega]} \left( \frac{\log |L(\frac{1}{2}, f \otimes \chi)|}{\sqrt{\frac{1}{2} \log \log q}} - \frac{\log |L(\frac{1}{2}, g \otimes \chi)|}{\sqrt{\frac{1}{2} \log \log q}} \right) = \frac{1}{2\sqrt{\pi}} \int_{-\omega}^{\omega} e^{-u^2/4} \, du + O_\varepsilon (\log \log q)^{-1/2+\varepsilon}
\]
with the main difference in the proof being that after applying Fourier inversion in place of \(\Phi_q(u, v) = e^{-2\pi^2 (u^2 + v^2)} + o(1)\) we will have \(\Phi_q(u, -u) = e^{-4\pi^2 u^2} + o(1)\) and the Fourier transform of the Gaussian \(g(u) = e^{-4\pi^2 u^2}\) is \(\widehat{g}(u) = \frac{1}{2\sqrt{\pi}} e^{-u^2/4}\). Hence, by Hölder’s inequality with exponents \(\frac{1}{e_1} + \frac{1}{e_2} = 1\) the formula above yields
\[
q \omega \ll \left( \sum_{\chi \pmod{q}}^* |W(\chi)|^{e_1} \right)^{1/e_1} \left( \# \left\{ \chi \neq \chi_0 : L(\frac{1}{2}, f \otimes \chi) \neq 0, e^{-\Lambda} \leq \left| L(\frac{1}{2}, f \otimes \chi) \right| \right\} \right)^{1/e_2} \leq e^{\Lambda},
\]
where for brevity we wrote \(\chi \neq \chi_0\) to mean that \(\chi\) is a nonprincipal character modulo \(q\). Applying Proposition 1.3 gives that
\[
\# \left\{ \chi \neq \chi_0 : L(\frac{1}{2}, g \otimes \chi) \neq 0, e^{-\Lambda} \leq \left| L(\frac{1}{2}, g \otimes \chi) \right| \right\} \geq \omega^{e_2} q
\]
taking \(e_2 = 1 + \varepsilon\) gives the claim. \(\square\)
5. Upper bounds for mollified moments

In this section we prove Proposition 5.3, which follows immediately from the following proposition and an application of Cauchy-Schwarz’s inequality.

**Proposition 5.1.** Assume GRH. Let \( k > 0 \) and suppose that \( \eta[k] \) is sufficiently small. Then

\[
\sum_{\chi \mod q}^* |L(\frac{1}{2}, f \otimes \chi)M_f(\chi)|^{2k} \ll f,k q.
\]

We assume GRH for \( L(s, f \otimes \chi), L(s, \text{Sym}^2 f \otimes \chi^2) \) and \( L(s, \chi^2) \) for all characters \( \chi \mod q \).

5.1. Preliminaries. Note that by using the inequality \( t^{2k} \leq 1 + t^{2[k]} \), which holds for \( t \geq 0 \) and \( k > 0 \), it suffices to prove the result for \( k \in \mathbb{N} \). For an interval \( I \) and a completely multiplicative function \( a(n) \) we define

\[
P_I(\chi; a) = \sum_{p \in I} a(p)\chi(p).
\]

Recalling that \( \sum_{p_1 \cdots p_\ell} 1 = \ell!\nu(n) \) we have

\[
P_I(\chi; a) = \ell! \sum_{p|n \Rightarrow p \in I, \Omega(n) = \ell} \frac{a(n)\nu(n)\chi(n)}{\sqrt{n}}.
\]

For \( \ell \) a positive even integer and \( t \in \mathbb{R} \), let

\[
E_\ell(t) = \sum_{j \leq \ell} \frac{t^j}{j!}.
\]

By [33, Lemma 1] we see that \( E_\ell(t) > 0 \) for any \( t \in \mathbb{R} \) if \( \ell \) is even and for \( t \leq \ell/e^2 \) that

\[
e^{t} \leq (1 + e^{-t})E_\ell(t).
\]

By [33, Lemma 1] we see that \( E_\ell(t) > 0 \) for any \( t \in \mathbb{R} \) if \( \ell \) is even and for \( t \leq \ell/e^2 \) that

\[
e^{t} \leq (1 + e^{-t})E_\ell(t).
\]

By [33, Lemma 1] we see that \( E_\ell(t) > 0 \) for any \( t \in \mathbb{R} \) if \( \ell \) is even and for \( t \leq \ell/e^2 \) that

\[
e^{t} \leq (1 + e^{-t})E_\ell(t).
\]

For any real number \( k \neq 0 \) we have

\[
E_\ell(2k \Re(P_I(\chi; a))) = \sum_{j \leq \ell} \frac{k^j}{j!} (P_I(\chi; a) + \overline{P_I(\chi; a)})^j
\]

\[
= \sum_{j \leq \ell} k^j \sum_{r=0}^{j} \sum_{p|n \Rightarrow p \in I, \Omega(m) = r} \frac{a(m)\nu(m)\chi(m)}{\sqrt{m}} \sum_{p|n \Rightarrow p \in I, \Omega(n) = j-r} \frac{a(n)\nu(n)\overline{\chi}(n)}{\sqrt{n}}
\]

\[
= \sum_{p|n \Rightarrow p \in I, \Omega(n) \leq \ell} \frac{k^\Omega(n)a(n)}{\sqrt{n}} (\nu \chi * \nu \overline{\chi})(n).
\]

Additionally, for each \( 0 \leq j \leq J \) let

\[
D_j(\chi; k) = \prod_{r=0}^{j} (1 + e^{-t_r})E_{t_r}(2k \Re(P_{I_r}(\chi; a_{f,j})))
\]
and note that $D_j(\chi; k) > 0$.

5.2. **The random model.** As in Subsection 2.1 let \( \{X(p)\}_p \) be i.i.d. random variables that are uniformly distributed on the unit circle and let $X(n) = \prod_{p \mid |n|} X(p)$. Define

$$P_t(X; a) = \sum_{p \in I} \frac{a(p)}{\sqrt{p}} X(p)$$

and just as in (5.3) we have that

$$E_t(2k \text{Re}(P_t(X; a))) = \sum_{\substack{p \mid n \Rightarrow p \notin I \\Omega(n) \leq \ell}} \frac{k^{\Omega(n)} a(n)}{\sqrt{n}} (\nu X * \nu X)(n). \quad (5.5)$$

We also let

$$D_j(X; k) = \prod_{r=0}^{J} (1 + e^{-t r}) E_t(2k \text{Re}(P_t(X; a_J)))$$

5.3. **Preliminary lemmas.** We use the conventions that $D_{-1} = 1$ and $P_{I_{J+1}} = 1$, $\theta_{J+1} = 1$.

**Lemma 5.2.** Let $0 \leq j \leq J + 1$ and let $b(n)$ be a completely multiplicative function. For $t \in \mathbb{Z}$ with $0 \leq t \leq \frac{2}{3\theta_{J+1}}$ we have that

$$\frac{1}{\varphi(q)} \sum_{\chi \pmod{q}}^{*} D_{j-1}(\chi; k) \left( \text{Re}(P_{I_{j}}(\chi; b)) \right)^{2t} |M_f(\chi)|^{2k}$$

$$= \mathbb{E} \left( D_{j-1}(X; k) \left( \text{Re}(P_{I_{j}}(X, b)) \right)^{2t} |M_f(X)|^{2k} \right) + O(q^{-1/10}).$$

**Remark 5.3.** Since $\{X(p)\}_p$ are independent random variables and the intervals $I_j$ are disjoint, we have that

$$\mathbb{E} \left( D_{j}(X; k) |M_f(X)|^{2k} \right) = \prod_{0 \leq j \leq J} (1 + e^{-t_j}) \mathbb{E} \left( E_{t_j} \left( 2k \text{Re}(P_{I_{j}}(X; a_{f,J})) \right) |M_{f,J}(X)|^{2k} \right).$$

**Proof.** The error term arises from pointwise bounding the principal character contribution (this is why the formula is not an identity). By (2.1) the two expressions are equal when the sum is over all $\chi$ modulo $q$. The contribution from the term with $\chi = \chi_0$ is bounded by $\ll q^{-1} q^{1/10} (q^{\theta_j})^{\frac{1}{2\theta_j}} \ll q^{-1/10}$.

**Lemma 5.4.** Let $0 \leq j \leq J$ and let $b(n)$ be a completely multiplicative function with $b(p) \ll 1$. Then

$$\mathbb{E} \left( E_{t_j} \left( 2k \text{Re}(P_{I_{j}}(X; b)) \right) |M_{f,j}(X)|^{2k} \right)$$

$$= \left( 1 + O \left( \frac{1_{j=0}(\log q)^{O(1)}}{2^{\ell_j}} + 1 \right) \right) \prod_{p \in I_j} \left( 1 + \frac{k^2(a_{f,j}(p) - b(p))^2}{p} + O \left( \frac{1}{p^2} \right) \right) \quad (5.6)$$

and for $t \in \mathbb{Z}$ with $t \geq 4k\ell_j$ we have that

$$\mathbb{E} \left( \left( \text{Re}(P_{I_{j}}(X; b)) \right)^{2t} |M_{f,j}(X)|^{2k} \right) \ll \left( 1_{j=0}(\log q)^{O(1)} + 1 \right) \frac{(2t)!}{2^{2t} \left[ \frac{2t}{4} \right]!} \left( \sum_{p \in I_j} \frac{b(p)^2}{p} \right)^t.$$
Proof. Using (5.5) we have that
\[
\mathbb{E}\left( E_{\ell_j}(2k \text{Re}(P_{\ell_j}(X; b))) | M_{f,\ell_j}(X) |^{2k} \right)
\]
\[= \sum_{p|mn \Rightarrow p \in I_j \atop \Omega(m) \leq \ell_j, \Omega(n) \leq 2k\ell_j} k^{\Omega(m)}b(m)\lambda(n)a_{f,\ell_j}(n) \quad \mathbb{E}\left( \left( \nu X * \nu X \right)(m) \left( \nu_{k;\ell_j}X * \nu_{k;\ell_j}X \right)(n) \right) \]
\[
= \sum_{p|mn \Rightarrow p \in I_j \atop \Omega(m) \leq \ell_j, \Omega(n) \leq 2k\ell_j} k^{\Omega(m)}b(m)\lambda(n)a_{f,\ell_j}(n) \quad \mathbb{E}\left( \left( \nu X * \nu X \right)(m) \left( \nu_{k;\ell_j}X * \nu_{k;\ell_j}X \right)(n) \right) \]
\[
\sum_{c_1d_1=n \atop c_1c_2=d_1d_2} \nu(c_1)\nu(d_1)\nu_{k;\ell_j}(c_2)\nu_{k;\ell_j}(d_2). \tag{5.7}
\]
Since \(\max\{\Omega(m), \Omega(n)\} > \ell_j\) implies \(2^{\Omega(mn)}/2^{\ell_j} > 1\), there exists fixed \(C > 0\) sufficiently large such that
\[
\mathbb{E}\left( E_{\ell_j}(2k \text{Re}(P_{\ell_j}(X; b))) | M_{f,\ell_j}(X) |^{2k} \right)
\]
\[= \sum_{p|mn \Rightarrow p \in I_j \atop \Omega(m) \leq \ell_j, \Omega(n) \leq 2k\ell_j} k^{\Omega(m)}b(m)\lambda(n)a_{f,\ell_j}(n) \quad \mathbb{E}\left( \left( \nu X * \nu X \right)(m) \left( \nu_{k;\ell_j}X * \nu_{k;\ell_j}X \right)(n) \right) \]
\[
\sum_{c_1d_1=n \atop c_1c_2=d_1d_2} \nu(c_1)\nu(d_1)\nu_{k;\ell_j}(c_2)\nu_{k;\ell_j}(d_2) \tag{5.8}
\]
\[+ O\left( \frac{1}{2^{\ell_j}} \sum_{p|r_1r_2 \Rightarrow p \in I_j} \frac{C^{\Omega(r_1r_2)}}{r_1r_2} \right). \tag{5.8}
\]
Here we also used that \(\nu_{k;\ell_j}(n) = \nu_k(n)\) if \(\Omega(n) \leq \ell\). The error term in (5.8) is
\[
\ll \frac{1_{j=0}(\log q)^O(1)}{2^{\ell_j}}, \tag{5.9}
\]
where we have used that \(c_0\) is sufficiently large. Define the multiplicative functions \(h_1, h_2\) and \(h\) by
\[
h_1(n) = k^{\Omega(n)}b(n)\nu(n), \quad h_2(n) = \lambda(n)a_{f,\ell_j}(n)\nu_k(n), \quad \text{and} \quad h(n) = (h_1 * h_2)(n),
\]
and note that
\[
h(p) = b(p)k - a_{f,\ell_j}(p)\nu_k(p) = k(b(p) - a_{f,\ell_j}(p)),
\]
\[
|h(p)| \leq \left( \frac{Ck}{a!} \right)^a,
\]
for some constant \(C > 0\). Therefore, writing \(mn = r, c_1c_2 = r_1, d_1d_2 = r_2\), grouping terms appropriately and using that \(a_{f,\ell_j}(n), k^{\Omega(n)}, b(n), \lambda(n)\) are completely multiplicative the main term in (5.8) is
\[
\sum_{p|r \Rightarrow p \in I_j} \frac{1}{\sqrt{r}} \sum_{r_1r_2=r \atop r_1=r_2} h(r_1)h(r_2) = \sum_{p|n \Rightarrow p \in I_j} \frac{h(n)^2}{n} = \prod_{p \in I_j} \left( 1 + \frac{k^2(b(p) - a_{f,\ell_j}(p))^2}{p} + O\left( \frac{1}{p^2} \right) \right). \tag{5.10}
\]
Hence, using (5.9) and (5.10) in (5.8) completes the proof of (5.6).
For the second statement, we note that by using (5.1) we have that

\[(\text{Re}(P_j(X;b)))^{2t} = 2^{-2t} \sum_{s=0}^{2t} \binom{2t}{s} P_j(X;b)^s P_j(\overline{X};b)^{2t-s}\]

\[= 2^{-2t}(2t)! \sum_{s=0}^{2t} \frac{b(m)\nu(m)}{\sqrt{m}} X(m) \sum_{p|m=p \in I_j \atop \Omega(m)=s} \frac{b(n)\nu(n)}{\sqrt{n}} X(n)\]

\[= 2^{-2t}(2t)! \sum_{p|m=p \in I_j \atop \Omega(n)=2t} \frac{b(n)\nu(n)}{\sqrt{n}} (\nu X \ast \nu \overline{X})(n).\]

Therefore, similarly to (5.7) we have that

\[\frac{2^{2t}}{(2t)!} E\left(\left(\text{Re}(P_j(X;b))\right)^{2t} |M_{f,j}(X)|^{2k}\right)\]

\[= \sum_{p|m=p \in I_j \atop \Omega(m)=2t, \Omega(n) \leq 2kt_j} \frac{b(m)\lambda(n) a_{f,j}(n)}{\sqrt{mn}} \sum_{c_1d_1=m \atop c_2d_2=n \atop c_1c_2=d_1d_2} \nu(c_1)\nu(d_1)\nu_k(c_2)\nu_k(d_2).\]

Taking absolute values inside the sum and recalling that \(\nu_{k;\ell}(n) \leq \nu_k(n)\), we have the bound

\[\ll \sum_{p|c_1d_1,c_2d_2=p \in I_j \atop \Omega(c_1d_1)=2t, \Omega(c_2d_2) \leq 2kt_j \atop c_1c_2=d_1d_2} \frac{|b(c_1d_1)a_{f,j}(c_2d_2)|}{\sqrt{c_1d_1c_2d_2}} \nu(c_1)\nu(d_1)\nu_k(c_2)\nu_k(d_2).\]

We now write \(c_i = g_1c'_i\) and \(d_i = g_id'_i\) with \(g_i := (c_i,d_i)\) and \((c'_i,d'_i) = 1\) for \(i = 1,2\). Then, since \(c_1d_2 = d_1d_2\), we have that \(c'_1c'_2 = d'_1d'_2\) and therefore \(c'_1 = d'_2\) and \(d'_1 = c'_2\). Relabelling \(c'_i\) as \(c_i\) and writing \(\gamma_k(n) := a_{f,j}(n)\nu_k(n)\), the above is bounded by

\[\sum_{p|g_1g_2c_1c_2=p \in I_j \atop \Omega(c_1c_2g^2)=2t, \Omega(c_1c_2) \leq 2kt_j} \frac{b(g_1)\gamma_k^2(g_2)|b(c_1c_2)\gamma_k(c_1)\gamma_k(c_2)|}{g_1g_2c_1c_2} \nu(g_1)^2, \quad (5.11)\]

where we have used that \(\nu(n) \leq 1\) and \(\nu_k(mn) \leq \nu_k(m)\nu_k(n)\).

We now bound the sum over \(g_2\). Using that \(|\lambda_f(p)| \leq 2\), we have

\[\sum_{p|g_2=p \in I_j} \frac{\gamma_k^2(g_2)}{g_2} \ll \prod_{p \in I_j} \left(1 + \frac{\nu_f(p)^2 \nu_k(p)^2}{p}\right) \ll \begin{cases} \left(\frac{\theta j}{g_{j-1}}\right)^{4k^2} \approx_k 1, & \text{if } j \neq 0, \\ (\log q)^{O_k(1)}, & \text{if } j = 0. \end{cases}\]
Hence we may bound (5.11) by
\[
\ll \left( 1 + \log q \right)^{O(1)} \sum_{p \mid c_1c_2 \Rightarrow p \in I_j} |b(c_1c_2)\gamma_k(c_1)\gamma_k(c_2)| + \sum_{p \mid g \Rightarrow p \in I_j} \frac{b(g)^2 \nu(g)^2}{g}
\]
\[
= \left( 1 + \log q \right)^{O(1)} \sum_{p \mid c_1c_2 \Rightarrow p \in I_j} \frac{|b(c_1c_2)\gamma_k(c_1)\gamma_k(c_2)|}{c_1c_2} \left( \frac{1}{t} \right)^{\Omega(c_1c_2)}/2 \left( \sum_{p \in I_j} \frac{b(p)^2}{p} \right)^{t}. \]

Since by assumption \( t \geq 4k\ell_j \) and \( \Omega(c_1c_2) \leq 2k\ell_j \), we have that \( \frac{3}{4} t \leq t - \Omega(c_1c_2)/2 \). Thus the final bracketed term above is bounded by
\[
\frac{1}{[\frac{3}{4} t]!} \left( \sum_{p \in I_j} \frac{b(p)^2}{p} \right)^t.
\]

For the remaining sum over \( c_1, c_2 \), there exists some \( C > 0 \) such that this sum is bounded by \( \sum_{p \mid n \Rightarrow p \in I_j} c_{\Omega(n)} \ll 1 + \log q \). Therefore, we have that
\[
\mathbb{E} \left( \left( \text{Re}(P_{f, j}(X; b)) \right)^{2k} |M_{f, j}(X)\right)^{2k} \ll \left( 1 + \log q \right)^{O(1)} \left( \sum_{p \mid I_j} \frac{b(p)^2}{p} \right)^{t},
\]
as claimed. \( \square \)

**Lemma 5.5.** Assume GRH. Suppose \( Y \geq (\log q)^3 \). Then the following statements hold:

1. \( \log L(1, \text{Sym}^2 f \otimes \chi^2) = \sum_{p \leq Y} \frac{\lambda_f(p^2)\chi(p)^2}{p} + O(1); \)
2. \( \log L(1, \chi^2) = \sum_{p \leq Y} \frac{\chi(p)^2}{p} + O(1), \) for \( \chi^2 \neq \chi_0; \)
3. \( \frac{1}{\varphi^*(q)} \sum_{\chi \equiv (mod \ q)^*}^* \frac{\left| L(1, \text{Sym}^2 f \otimes \chi^2) \right|^2}{L(1, \chi^2)} \ll 1. \)

**Proof.** Applying [3, Lemma 5] gives (1) and (2). The last claim can be shown to follow unconditionally, however it is easy to prove using GRH and we give a sketch below. Using (1) and (2) we have
\[
\left| \frac{L(1, \text{Sym}^2 f \otimes \chi^2)}{L(1, \chi^2)} \right|^{2k} \ll \exp \left( 2k \text{Re} \sum_{p \leq (\log q)^3} \frac{\lambda_f(p^2) - 1}{p} \chi^2(p) \right).
\]
Since \( \sum_{p \leq (\log q)^3} \frac{\lambda_f(p^2) - 1}{p} \chi^2(p) \ll \log \log \log q \), we can apply [5,2] to the right hand side above with \( \ell = 2[(\log \log \log q)^2] \). Using the non-negativity of \( E_{\ell}(\cdot) \) we extend the sum to all \( \chi \) modulo \( q \) to bound the left hand side of (3) by
\[
\ll \sum_{j=0}^{\ell} \frac{(2k)^j}{j!} \frac{1}{\varphi^*(q)} \sum_{\chi \equiv (mod \ q)} \left( \text{Re} \left( \sum_{p \leq (\log q)^3} \frac{\lambda_f(p^2) - 1}{p} \chi^2(p) \right) \right)^j.
\]
Arguing as in the proof of [24], the sum over $\chi \bmod q$ can be seen to be $\ll q(Cj)^j$ for each $1 \leq j \leq \ell$ and $C > 0$ sufficiently large. This gives that the right hand side above is
\[ \ll \sum_{j=1}^{\ell} \left( \frac{C}{j} \right)^{j/2} \ll 1, \]
where $C = C(k) > 0$ is sufficiently large.

Lemma 5.6. Assume GRH. Suppose $\chi^2 \neq \chi_0$. Then either
\[ \text{Re}(P_{t_0}(\chi; a_{f,j})) \geq \frac{\ell_0}{ke^2} \]
for some $0 \leq j \leq J$ or
\[ |L(\frac{1}{2}, f \otimes \chi)|^{2k} L(1, \text{Sym}^2 f \otimes \chi^2)^{-k} L(1, \chi^2)^k \ll D_J(\chi; k) + \sum_{\substack{0 \leq j < J-1 \leq j+1 \leq J \leq \ell}} \text{exp(} \frac{6k}{\theta_j} \text{)} D_j(\chi; k) \left( e^{2k \text{Re}(P_{t_{j+1}}(\chi; a_{f,u}))} \frac{\ell_{j+1}}{\ell_j} \right)^{t_{j+1}} \]
for any sequence of nonnegative integers $(t_j)$.

Proof. By [9] Theorem 2.1 we have that for $Y \geq 8$
\[ |L(\frac{1}{2}, f \otimes \chi)|^{2k} \leq \exp \left( 2k \text{Re} \sum_{p^n \leq Y} \frac{(\alpha_{f,1}(p^n) + \alpha_{f,2}(p^n))\chi(p^n) \log Y/p^n}{np^{n(\frac{1}{2} + \frac{1}{\log Y})}} + 6k \frac{\log q}{\log Y} + O(1) \right). \]

In the sum over prime powers, the contribution of the powers $n \geq 3$ is $O(1)$. For the prime squares, we note that $\alpha_{f,1}(p^2) + \alpha_{f,2}(p^2) = \lambda_f(p^2) - 1$ and therefore the contribution is
\[ k \sum_{p \leq \sqrt{Y}} \frac{(\lambda_f(p^2) - 1)\chi(p^2) \log Y/p^2}{p^2/\log Y} \log Y} = k \sum_{p \leq \sqrt{Y}} \frac{(\lambda_f(p^2) - 1)\chi(p^2)}{p} + O(1), \]
where in the error term we used that $\sum_{p \leq \sqrt{Y}} \frac{\log p}{p \log Y} \ll 1$. Applying Lemma 5.5 (1) and (2) we see that (5.13) equals
\[ k \log L(1, \text{Sym}^2 f \otimes \chi^2) - k \log L(1, \chi^2) + O(1), \]
provided $Y \geq (\log q)^6$.

For $0 \leq j \leq J$ let $\mathcal{S}_j$ be the set of characters $\chi$ modulo $q$ such that $\chi^2 \neq \chi_0$ and
\[ \max_{j \leq r \leq j} \text{Re} P_r(\chi; a_{f,r}) < \frac{\ell_j}{ke^2}. \]
For each such $\chi$ we must have either (i) $\chi \notin \mathcal{S}_0$; (ii) $\chi \in \mathcal{S}_j$ for all $0 \leq j \leq J$; (iii) there exists $0 \leq j \leq J - 1$ such that $\chi \in \mathcal{S}_r$ for $0 \leq r \leq j$ and $\chi \notin \mathcal{S}_{j+1}$. In particular, for each $\chi^2 \neq \chi_0$ we have either
\[ \max_{0 \leq r \leq J} \text{Re} P_{t_0}(\chi; a_{f,r}) \geq \frac{\ell_0}{ke^2}, \]
\[ \max_{j \leq r \leq j} \text{Re} P_r(\chi; a_{f,r}) < \frac{\ell_j}{ke^2} \text{ for each } 0 \leq j \leq J; \]
or for some $0 \leq j \leq J - 1$

$$\max_{r \leq u \leq j} \Re P_{r}(\chi; a_{f,u}) < \frac{\ell_{r}}{ke^{2}} \text{ for each } 0 \leq r \leq j$$

and

$$\max_{j+1 \leq u \leq J} \Re P_{j+1}(\chi; a_{f,u}) \geq \frac{\ell_{j+1}}{ke^{2}},$$

with (5.15) corresponding to (i), (5.16) to (ii) and (5.17) to (iii).

If we have (5.15), then we can conclude. If (5.16) holds, then we set $Y = q^{\theta_{j}}$ in (5.12) so that $\frac{\log q}{\log Y} \ll 1$. Also applying (5.14) to handle the contribution of the squares of primes, we have that

$$|L\left(\frac{1}{2}, f \otimes \chi\right)|^{2k} L(1, \operatorname{Sym}^{2} f \otimes \chi^{2})^{-k} L(1, \chi^{2})^{k} \ll \exp \left(2k \sum_{p \leq q^{\theta_{j}}} \frac{a_{f,J}(p)\chi(p)}{\sqrt{p}}\right)$$

$$\leq \prod_{j=0}^{J}(1 + e^{-\ell_{j}})E_{\ell_{j}} \left(2k\Re(P_{j}(\chi; a_{f,J}))\right) = D_{j}(\chi; k),$$

by the definition (5.4). Lastly, if we are in the case (5.17), then we take $Y = q^{\theta_{j}}$ in (5.12) so that $\frac{\log q}{\log Y} = \frac{1}{\theta_{j}}$. For $0 \leq r \leq j$ we argue as in the previous case to bound the contribution of the primes by $D_{j}(\chi; k)$ and use (5.14) to estimate the contribution from the prime squares. Therefore we have

$$|L\left(\frac{1}{2}, f \otimes \chi\right)|^{2k} L(1, \operatorname{Sym}^{2} f \otimes \chi^{2})^{-k} L(1, \chi^{2})^{k}$$

$$\ll \exp \left(\frac{6k}{\theta_{j}}\right) D_{j}(\chi; k)$$

$$\ll \exp \left(\frac{6k}{\theta_{j}}\right) D_{j}(\chi; k) \max_{j+1 \leq u \leq J} \left(\frac{e^{2k} \Re(P_{j+1}(\chi; a_{f,u}))}{\ell_{j+1}}\right)^{t_{j+1}},$$

where in the last step we have trivially applied

$$\max_{j+1 \leq u \leq J} \left(\frac{e^{2k} \Re(P_{j+1}(\chi; a_{f,u}))}{\ell_{j+1}}\right)^{t_{j+1}} \geq 1.$$

\[\square\]

**Lemma 5.7.** For $0 \leq j \leq J$ let $t_{j} \in \mathbb{Z}$ such that $4k\ell_{j} \leq t_{j} \leq \frac{2}{\theta_{j}}$. Let $b(n)$ be a completely multiplicative function with $b(p) \ll 1$. Then

$$\sum_{\chi \pmod{q}}^{*} D_{j}(\chi; k) \left(\Re(P_{j+1}(\chi; b))\right)^{2t_{j+1}} |M_{f}(\chi)|^{2k} \ll q e^{4k^{2}(J-j)} \frac{(2t_{j+1})!}{2^{2t_{j+1}}[t_{j+1}]!} \left(\sum_{p \in I_{j+1}} \frac{b(p)^{2}}{p}\right)^{t_{j+1}}$$

for each $0 \leq j \leq J - 1$ and

$$\sum_{\chi \pmod{q}}^{*} \left(\Re(P_{t_{0}}(\chi; b))\right)^{2t_{0}} |M_{f}(\chi)|^{2k} \ll q (\log q)^{O(1)} \frac{(2t_{0})!}{2^{2t_{0}}[t_{0}]!} \left(\sum_{p \in I_{t_{0}}} \frac{b(p)^{2}}{p}\right)^{t_{0}}.$$
Proof. First, by Lemma 5.2 and arguing as in Remark 5.3 we have that
\[
\frac{1}{\varphi(q)} \sum_{\chi \mod q}^* D_j(\chi; k) \left( \text{Re}(P_{I_j+1}(\chi; b)) \right)^{2t_j+1} |M_f(\chi)|^{2k}
\]
\[
= \prod_{0 \leq r_1 \leq j} (1 + e^{-\ell_{r_1}}/2) \mathbb{E} \left( E_{r_1}(2k \text{Re}(P_{I_{r_1}}(X; a_{f,j}))) |M_{f,r_1}(X)|^{2k} \right)
\times \prod_{j+1 \leq r_2 \leq J} \mathbb{E} \left( \left( \text{Re}(P_{I_{r_2}}(X, b)) \right)^{2t_{r_2}+1} |M_{f,r_2}(X)|^{2k} \right) + O \left( q^{-1/10} \right).
\]
(5.18)

For the product over \(0 \leq r_1 \leq j\), we apply Lemma 5.4 to get the bound
\[
\ll \prod_{0 \leq r_1 \leq j} \left( 1 + O \left( \frac{1}{2^{\ell_{r_1}}} + 1 \right) \right) \prod_{c_0 < p \leq q^{\theta_j}} \left( 1 + \frac{k^2(a_{f,j}(p) - a_{f,j}(p))^2}{p} + O \left( \frac{1}{p^2} \right) \right).
\]
(5.19)

We have that
\[
\sum_{c_0 < p \leq q^{\theta_j}} \frac{(a_{f,j}(p) - a_{f,j}(p))^2}{p} \ll \sum_{c_0 < p \leq q^{\theta_j}} \frac{\log p}{\theta_j p \log q} \ll 1,
\]
hence the product above is bounded by \(\ll 1\).

In the case \(r_2 = j + 1\), we apply Lemma 5.3 to obtain the bound
\[
\ll \frac{(2t_{j+1})!}{2^{2t_{j+1}} \left( \frac{3}{4} t_{j+1} \right)!} \left( \sum_{p \in I_{j+1}} b(p)^2 \right)^{t_{j+1}}.
\]

It remains to bound the product over \(j + 1 < r_2 \leq J\) in (5.18). Using (2.6) we have
\[
\prod_{j+1 < r_2 \leq J} \mathbb{E} \left( |M_{f,r_2}(X)|^{2k} \right) \ll \prod_{q^{\theta_j} < p \leq q^{\theta_j}} \left( 1 + \frac{k^2 \lambda_f(p)}{p} \right) \ll e^{4k^2(J-j)},
\]
(5.20)

where we have used that \(|\lambda_f(p)| \leq 2\). Combining these estimates, we obtain the first statement.

For the second statement, by Lemma 5.2 we need to bound
\[
\prod_{0 \leq j \leq J} \mathbb{E} \left( \left( \text{Re}(P_{I_0}(X; b)) \right)^{2t_0} |M_{f,j}(X)|^{2k} \right).
\]

For the \(j = 0\) term, by Lemma 5.4 we have the bound
\[
\ll (\log q)^{O(1)} \frac{(2t_0)!}{2^{2t_0} \left( \frac{3}{4} t_0 \right)!} \left( \sum_{p \in I_0} b(p)^2 \right)^{t_0}.
\]

For the remaining terms \(1 \leq j \leq J\), by (5.20) we have the bound \(e^{4k^2J} \ll (\log q)^{O(1)} \ll (\log q)^{O(1)}\), completing the proof. \(\square\)

5.4. The Proof of Proposition 5.1. First, note that
\[
\sum_{\chi \mod q}^* |L(\frac{1}{2}, f \otimes \chi) M_f(\chi)|^{2k} = \sum_{\chi \mod q}^* |L(\frac{1}{2}, f \otimes \chi) M_f(\chi)|^{2k} + |L(\frac{1}{2}, f \otimes \chi_1) M_f(\chi_1)|^{2k},
\]
where \(\chi_0 \equiv 1\).
where $\chi_1$ is the non-principal character mod $q$ satisfying $\chi_1^2 = \chi_0$. The $\chi_1$ term is negligible using bounds on GRH for the $L$-functions and a pointwise bound for the mollifier. Defining

$$A(\chi) = \frac{L(1, \chi^2)}{L(1, \text{Sym}^2 f \otimes \chi^2)}.$$

It suffices to show that

$$\sum'_{\chi \pmod{q}} |L(\frac{1}{2}, f \otimes \chi) M_f(\chi)|^{2k} |A(\chi)|^k \ll q, \quad (5.21)$$

where $\sum'$ denotes a sum over primitive characters $\chi^2 \neq \chi_0$. Applying Cauchy-Schwarz’s inequality followed by (5.21) and Lemma 5.5 establishes Proposition 5.1.

We now prove (5.21). We split the sum over $\chi$ modulo $q$ according to whether or not

$$\Re(P_{I_0}(\chi; a_{f,j})) \geq \ell_0 k e^2 \quad (5.22)$$

for some $0 \leq j \leq J$. In the case that (5.22) holds, we apply Chebyshev’s inequality and Cauchy-Schwarz’s inequality to see that

$$\sum'_{\chi \pmod{q}} |L(\frac{1}{2}, f \otimes \chi) M_f(\chi)|^{2k} |A(\chi)|^k \ll \sum'_{\chi \pmod{q}} (\Re(P_{I_0}(\chi; a_{f,j})))^{4\ell_0} |M_f(\chi)|^{4k}.$$

(5.23)

The argument given by Soundararajan [41] carries over to give that

$$\sum'_{\chi \pmod{q}} |L(\frac{1}{2}, f \otimes \chi)|^{2k} \ll q (\log q)^{k^2 + \varepsilon}$$

for any $k > 0$. Using Cauchy-Schwarz’s inequality, this estimate and Lemma 5.5 the first sum on the right hand side of (5.23) is $\ll q (\log q)^{O(1)}$. Applying Lemma 5.7 with $t_0 = \lfloor \frac{1}{5} \theta_0 \rfloor$ followed by Stirling’s formula, the second sum on the right hand side of (5.23) is bounded by

$$\ll q (\log q)^{O(1)} \left( \frac{k^2 e^{4\ell_0}}{\ell_0^2} \right)^{2t_0} \left( \frac{(4t_0)!}{2^{4t_0} \left[ \frac{3}{2} t_0 \right]!} \right) \left( 5 \log \log q \right)^{2t_0}$$

noting we can extend the summation to all primitive $\chi$ modulo $q$ using non-negativity. Combining these estimates, the contribution of the $\chi$ modulo $q$ satisfying (5.22) to (5.21) is $\ll qJ (\log q)^{-10}$. 
For the remaining characters $\chi$ modulo $q$, we apply Lemma 5.6 to see that these characters contribute

$$
\ll \sum_{\chi \pmod{q}}^* D_j(\chi; k)|M_j(\chi)|^{2k}
$$

and

$$
+ \sum_{\substack{0 \leq j \leq J-1 \atop j+1 \leq r \leq J}} \exp \left( \frac{6k}{\theta_j} \right) \sum_{\chi \pmod{q}}^* D_j(\chi; k) \left( \frac{\theta_j^2}{\ell_{j+1}} \right)^{2t_{j+1}} |M_j(\chi)|^{2k}.
$$

Again we have extended the sum to all primitive characters using non-negativity. By Lemma 5.2 and Lemma 5.4 we have that

$$
\frac{1}{\varphi(q)} \sum_{\chi \pmod{q}}^* D_j(\chi; k)|M_j(\chi)|^{2k} \ll \mathbb{E}\left( D_j(X; k)|M_j(X)|^{2k} \right)
$$

$$
\ll \prod_{0 \leq j \leq J} \left( 1 + O \left( \frac{1}{2^t_j} \right) \right) \prod_{p \in I_j} \left( 1 + \frac{k^2(a_{f,J}(p) - a_{f,J}(p))^2}{p} + O \left( \frac{1}{p^2} \right) \right)
$$

$$
\ll 1,
$$

where the last bound follows by (5.19). It remains to show that the second term of (5.24) is $\ll q$. By Lemma 5.7 with $t_j = \lfloor \frac{2}{\theta_j} \rfloor$, the second term is bounded by

$$
\ll q \sum_{\substack{0 \leq j \leq J-1 \atop j+1 \leq r \leq J}} \exp \left( \frac{6k}{\theta_j} \right) e^{4k^2(J-j)} \left( \frac{k^2}{\ell_{j+1}} \right)^{2t_{j+1}} \frac{(2t_{j+1})!}{2^{2t_{j+1} \lfloor \frac{2}{\theta_j} \rfloor}} \left( \sum_{p \in I_j} \frac{a_{f,J}(p)^2}{p} \right)^{t_{j+1}}.
$$

We estimate the inner sum over primes trivially as $\leq 5 \log(\frac{\theta_{j+1}}{\theta_j}) = 5$. The sum over $r$ then trivially contributes $J - j$, so that the above is bounded by

$$
\ll q \sum_{0 \leq j \leq J-1} (J - j) \exp \left( \frac{6k}{\theta_j} \right) e^{4k^2(J-j)} \left( \frac{3ke^2}{\ell_{j+1}} \right)^{2t_{j+1}} \frac{(2t_{j+1})!}{2^{2t_{j+1} \lfloor \frac{2}{\theta_j} \rfloor}}.
$$

We now apply Stirling’s formula and use that $\ell_{j+1}^5 / \ell_{j+1} \ll \theta_{j+1}^{5/8}$ to get the bound

$$
\ll q \sum_{0 \leq j \leq J-1} (J - j) e^{4k^2(J-j)} \exp \left( -\frac{c}{\theta_j} \log \frac{1}{\theta_j} + O \left( \frac{1}{\theta_j} \right) \right)
$$

for some $c > 0$. Noting that $\theta_j = e^{j-1} \theta J$ and relabelling, this is

$$
\ll q \sum_{1 \leq j \leq J} j e^{4k^2j} \exp \left( -\frac{cj e^j}{2\theta_j} \right) \ll q,
$$

as claimed. As both terms of (5.24) are $\ll q$ this completes the proof. \hfill \square

6. Weighted central limit theorem for Dirichlet $L$-functions

In this section we sketch a proof of Theorem 1.2. Recall that

$$
\mathcal{M}_j(\chi) = \sum_{\substack{p \nmid n \Rightarrow p \in I_j \atop \Omega(n) \leq \ell_j}} \frac{\lambda(n)\nu(n)\chi(n)}{\sqrt{n}}
$$
and
\[ \mathcal{M}(\chi) = \prod_{j=0}^{J} \mathcal{M}_j(\chi). \]  

(6.1)

We can write
\[ \mathcal{M}(\chi) = \sum_{\gamma \leq q^\theta} \frac{\gamma(n)\chi(n)}{\sqrt{n}} \]
with \( \theta = 1/1000 \), \( \gamma(1) = 1 \) and \( |\gamma(n)| \leq 1 \) otherwise. It is not difficult to check that
\[ \varphi_W(q) = \sum_{\chi \pmod{q}}^* \mathcal{W}(\chi) = \varphi(q)(1 + O(q^{-\delta})) \]
for some absolute constant \( \delta > 0 \). Additionally, let
\[ \mathcal{P}(\chi) = \sum_{c_0 < p \leq y} \frac{\chi(p)}{\sqrt{p}}. \]

The proof is similar in many respects to the proof of Theorem 1.4. As in the proof of Theorem 1.4, we consider a set \( \mathcal{S} \) of characters \( \chi \) such that
\begin{enumerate}
  \item \( \Lambda^{-1} \leq |L(\frac{1}{2}, \chi)\mathcal{M}(\chi)| \leq \Lambda; \)
  \item \( \prod_{j=1}^{J} |\mathcal{M}_j(\chi)| \leq (\log \log q)^B; \)
  \item \( \left| \mathcal{P}(\chi) \right| \leq \log \log \log q, \)
\end{enumerate}
where \( \Lambda = \log \log q. \) Like (4.2) we obtain
\[ \text{Re}(\mathcal{P}(\chi)) = \log |L(\frac{1}{2}, \chi)| + O(\log \log \log q) \]
for \( \chi \in \mathcal{S}. \)

Write \( \mathcal{L}(\chi) = \frac{\log |L(\frac{1}{2}, \chi)|}{\sqrt{\frac{1}{2} \log \log q}} \) and \( \mathcal{P}(\chi) = \frac{\text{Re}(\mathcal{P}(\chi))}{\sqrt{\frac{1}{2} \log \log q}}. \) Taking \( \delta = C \frac{\log \log \log q}{\sqrt{\log \log q}} \) for \( C \) sufficiently large it follows for \( \chi \in \mathcal{S} \) and \( I = [a, b] \) that
\[ |\mathbf{1}_I(\mathcal{L}(\chi)) - \mathbf{1}_I(\mathcal{P}(\chi))| \leq 1_{[a-\delta, a+\delta]}(\mathcal{P}(\chi)) + 1_{[b-\delta, b+\delta]}(\mathcal{P}(\chi)). \]

Setting \( I_\delta = [a - \delta, a + \delta] \cup [b - \delta, b + \delta] \), an application of Cauchy-Schwarz’s inequality and Proposition 1.1 gives
\[ \frac{1}{\varphi(q)} \sum_{\chi \in \mathcal{S}}^* \mathcal{W}(\chi) \mathbf{1}_I(\mathcal{L}(\chi)) = \frac{1}{\varphi(q)} \sum_{\chi \in \mathcal{S}}^* \mathcal{W}(\chi) \mathbf{1}_I(\mathcal{P}(\chi)) + O \left( \frac{1}{\sqrt{q}} \left( \sum_{\chi \pmod{q}}^* 1_{I_\delta}(\mathcal{P}(\chi)) \right)^{1/2} \right). \]

(6.2)

By another application of Cauchy-Schwarz’s inequality and Proposition 1.1 the sums can be extended to all primitive characters modulo \( q \) at the cost of an error term of size \( O((\log \log q)^{-1}). \) Following the proof of Theorem 1.4, an analogous argument shows that the error term is \( \ll \frac{(\log \log \log q)^{1/2}}{(\log \log q)^{1/4}}. \)

It remains to estimate
\[ \frac{1}{\varphi_W(q)} \sum_{\chi \pmod{q}}^* \mathcal{W}(\chi) \mathbf{1}_I(\mathcal{P}(\chi)). \]
Following the argument from the proof of Theorem 1.4 using Proposition 1.1 in place of Proposition 1.3 we see that Theorem 1.2 follows once we have shown that

\[
\frac{1}{\varphi^*(q)} \sum_{\chi \pmod{q}} \mathcal{W}(\chi)e^{iu\text{Re}(P(\chi))} = e^{\frac{iu^2}{4}\log\log y \left(1 + O(u^2)\right) + O((\log q)^{-10})},
\]

which is analogous to (4.1). Now we want to relate everything to a random setup. It is helpful to normalize by \(\varphi^*(q)\). Recalling that \(\varphi^*_r(q) = \varphi^r(q)(1 + O(q^{-\delta}))\), we see that

\[
\frac{1}{\varphi^*_r(q)} \sum_{\chi \pmod{q}} \mathcal{W}(\chi)e^{iu\text{Re}(P(\chi))} = \frac{1}{\varphi^*(q)} \sum_{\chi \pmod{q}} \mathcal{W}(\chi)e^{iu\text{Re}(P(\chi))} + O\left(q^{-1-\delta} \sum_{\chi \pmod{q}} |\mathcal{W}(\chi)|\right).
\]

We bound the error term using Cauchy-Schwarz’s inequality and Proposition 1.11 and see that it is acceptably small.

We argue as in Lemma 2.9 to get

\[
\frac{1}{\varphi^*(q)} \sum_{\chi \pmod{q}} \mathcal{W}(\chi)e^{iu\text{Re}(P(\chi))} = \sum_{0 \leq j \leq \ell} \frac{(iu/2)^j}{j!} \sum_{k=0}^j \left(\begin{array}{c} j \\ k \end{array}\right) \frac{1}{\varphi^*(q)} \sum_{\chi \pmod{q}} \mathcal{W}(\chi)\overline{\mathcal{W}(\chi)} P(\chi)^k P(\overline{\chi})^{j-k} + O((\log q)^{-10}),
\]

where we have used the binomial theorem and the fact that \(\text{Re}(z) = \frac{1}{2}(z + \overline{z})\). We open everything up to see the sum over \(\chi\) is equal to

\[
\sum_{n \leq q^\theta} \gamma(n) \sum_{\substack{c_0 \leq \cdots \leq c_k \leq y \\ \text{gcd}(c_0, \cdots, c_k) \neq 1}} \frac{1}{\sqrt{p_1 \cdots p_k q_1 \cdots q_{j-k}}} \frac{1}{\varphi^*(q)} \sum_{\chi \pmod{q}} L\left(\frac{1}{2}, \chi\right)\overline{\chi}(np_1 \cdots p_k)\overline{\chi}(q_1 \cdots q_{j-k}).
\]

Since \(np_1 \cdots p_k, q_1 \cdots q_{j-k}\) are small we may show that

\[
\frac{1}{\varphi^*(q)} \sum_{\chi \pmod{q}} L\left(\frac{1}{2}, \chi\right)\overline{\chi}(np_1 \cdots p_k)\overline{\chi}(q_1 \cdots q_{j-k}) = \frac{1}{\sqrt{m}} \sum_{\text{gcd}(c_0, \cdots, c_k = 1)} L\left(\frac{1}{2}, \chi\right)\overline{\chi}(n \nu) + O(q^{-\delta}),
\]

for some absolute \(\delta > 0\). Since \(q_i \leq y\) we note that \(m, n\) can only be composed of primes \(\leq y\), i.e. only \(M_0(\chi)\) contributes anything here in the mollifier. It follows that, by rewinding everything as in the proof of Lemma 2.9 we have

\[
\frac{1}{\varphi^*(q)} \sum_{\chi \pmod{q}} \mathcal{W}(\chi)e^{iu\text{Re}(P(\chi))} = \mathbb{E}\left(L(X) M_0(X) \exp\left(iu\text{Re}(P(X))\right)\right) + O((\log q)^{-10}),
\]

where

\[
\begin{align*}
L(X) & = \sum_{p|m \Rightarrow p \leq y} \frac{1}{\sqrt{m}} X(m), \\
M_0(X) & = \sum_{p|n \Rightarrow \text{gcd}(c_0, \cdots, c_k \leq y)} \frac{\lambda(n)\nu(n)}{\sqrt{n}} X(n), \\
P(X) & = \sum_{c_0 \leq p \leq y} \frac{1}{\sqrt{p}} X(p).
\end{align*}
\]
We can replace $M_0(X)$ by

$$\tilde{M}_0(X) = \sum_{p|n \Rightarrow c_0 \leq \nu(n) \leq \nu(n)} \frac{\lambda(n)\nu(n)}{\sqrt{n}} X(n)$$

via Cauchy-Schwarz’s inequality and trivial estimations as in Lemma 3.1. We then wish to compute

$$\mathbb{E}\left( L(X)\tilde{M}_0(X) \exp \left( iu \text{Re}(P(X)) \right) \right),$$

and by independence this is equal to

$$\prod_{c_0 < p \leq y} \mathbb{E}\left( \left( \sum_{a \geq 0} \frac{X(p)^a}{p^{a/2}} \right) \left( \sum_{b \geq 0} \frac{(-1)^b X(p)^b}{b!p^{b/2}} \right) \exp \left( iu \frac{\text{Re}(X(p))}{p^{1/2}} \right) \right). \quad (6.4)$$

We work with each local factor individually. We write

$$\text{Re}(X(p)) = \frac{1}{2} (X(p) + \overline{X(p)})$$

and then use Taylor expansion and the binomial theorem to see that

$$\left( \sum_{a \geq 0} \frac{X(p)^a}{p^{a/2}} \right) \left( \sum_{b \geq 0} \frac{(-1)^b X(p)^b}{b!p^{b/2}} \right) \exp \left( iu \frac{\text{Re}(X(p))}{p^{1/2}} \right)$$

$$= \sum_{a,b,c \geq 0, 0 < d \leq c} \frac{(-1)^b(u/2)^c}{b!c!p^{(a+b+c)/2}} \binom{c}{d} X(p)^{a+b+d} \overline{X(p)}^{c-d}.$$

Taking expectations, we see we have no contribution unless $a + b + d = c - d$. We add $c + d$ to both sides to get $a + b + c + 2d = 2c$. Writing $2k = a + b + c$ so that $c = k + d$, and then $a = k - b - d$. After some simplification we see that

$$\mathbb{E}\left( \left( \sum_{a \geq 0} \frac{X(p)^a}{p^{a/2}} \right) \left( \sum_{b \geq 0} \frac{(-1)^b X(p)^b}{b!p^{b/2}} \right) \exp \left( iu \frac{\text{Re}(X(p))}{p^{1/2}} \right) \right)$$

$$= \sum_{k \geq 0} \frac{(iu/2)^k}{p^k} \sum_{b,d \geq 0, b+d \leq k} \frac{(-1)^b (iu/2)^d}{b!(k+d)!} \binom{k+d}{d}.$$

The contribution from $k = 0$ is obviously 1. The contribution from $k = 1$ is, after some work, seen to be

$$\frac{(iu/2)^2}{p} = -\frac{u^2}{4p}.$$

The contribution from $k \geq 2$ is $O(u^2/p^2)$. Therefore $(6.4)$ is equal to

$$\prod_{c_0 < p \leq y} \left( 1 - \frac{u^2}{4p} + O\left( \frac{u^2}{p^2} \right) \right) = \prod_{c_0 < p \leq y} \left( 1 - \frac{u^2}{4p} \right) \left( 1 + O\left( \frac{u^2}{p^2} \right) \right)$$

$$= \exp \left( -\frac{u^2}{4} \log \log y \right) \left( 1 + O(u^2) \right),$$
where in the last step we have used Taylor series expansions and Mertens’ theorem. Collecting everything together establishes (6.3). Hence, following the argument of Theorem 1.4 we get that

\[
\frac{1}{\varphi^*(q)} \sum_{x \pmod{q}}^* \mathcal{W}(\chi) 1_I \left( \frac{\log |L(1/2, \chi)|}{\sqrt{\frac{1}{2} \log \log q}} \right) = \frac{1}{\sqrt{2\pi}} \int_I e^{-u^2/2} \, du + O \left( \frac{(\log \log q)^{1/2}}{(\log q)^{1/4}} \right),
\]

which finishes the proof.

7. UPPER BOUND FOR THE MOLLIFIED SECOND MOMENT

In this section we prove Proposition 1.1 for the family of even characters. The estimate for the odd characters follows from a similar argument. We quote the following twisted second moment of Dirichlet $L$-functions (see [25] and [8, Theorem 1.1]).

**Lemma 7.1.** Let $(x_n)$ be a sequence of real numbers supported on $1 \leq n \leq L$ such that $x_n \ll n^\varepsilon$. Then we have

\[
\frac{1}{\varphi^+(q)} \sum_{m,n \leq L} x_m x_n \sum_{\chi \pmod{q}}^* L(\frac{1}{2} + \alpha, \chi) L(\frac{1}{2} + \beta, \chi) \chi(m) \chi(n) = \zeta (1 + \alpha + \beta) \sum_{hm,hn \leq L} \frac{x_{hm} x_{hn}}{hm^{1+\alpha} n^{1+\beta}} \]

\[
+ \left( \frac{q}{\pi} \right)^{-(\alpha+\beta)} \frac{\Gamma (\frac{1}{2} - \alpha)}{\Gamma (\frac{1}{2} + \alpha)} \frac{\Gamma (\frac{1}{2} - \beta)}{\Gamma (\frac{1}{2} + \beta)} \zeta (1 - \alpha - \beta) \sum_{hm,hn \leq L} \frac{x_{hm} x_{hn}}{hm^{1-\beta} n^{1-\alpha}} + O_{\varepsilon} (q^{-1/2+\varepsilon} L)
\]

uniformly for $|\alpha|, |\beta| \ll (\log q)^{-1}$, where $\varphi^+(q)$ is the number of even primitive characters modulo $q$.

**Proof of Proposition 1.1.** Since the expression in Proposition 1.1 is holomorphic in $\alpha$ and $\beta$, it suffices by the maximum modulus principle to prove the proposition uniformly over any fixed annuli such that $|\alpha|, |\beta| \asymp (\log q)^{-1}$, $|\alpha + \beta| \gg (\log q)^{-1}$. Applying Lemma 7.1 we get

\[
\frac{1}{\varphi^+(q)} \sum_{\chi \pmod{q}}^* L(\frac{1}{2} + \alpha, \chi) L(\frac{1}{2} + \beta, \chi) |\mathcal{M}(\chi)|^2 = \zeta (1 + \alpha + \beta) \mathcal{M}(\alpha, \beta)
\]

\[
+ \left( \frac{q}{\pi} \right)^{-(\alpha+\beta)} \frac{\Gamma (\frac{1}{2} - \alpha)}{\Gamma (\frac{1}{2} + \alpha)} \frac{\Gamma (\frac{1}{2} - \beta)}{\Gamma (\frac{1}{2} + \beta)} \zeta (1 - \alpha - \beta) \mathcal{M}(-\beta, -\alpha) + O_{\varepsilon} (q^{-1/2+\theta+\varepsilon}),
\]

where

\[
\mathcal{M}(\alpha, \beta) = \sum_{hm,hn \leq \lambda^\alpha} \frac{\gamma(hm) \gamma(hn)}{hm^{1+\alpha} n^{1+\beta}} = \sum_{hd,m,n \leq \lambda^\alpha} \frac{\mu(d) \gamma(hdm) \gamma(hdn)}{hd^{2+\alpha+\beta} m^{1+\alpha} n^{1+\beta}}.
\]

By multiplicativity and the definition of the mollifier in (6.1) we have

\[
\mathcal{M}(\alpha, \beta) = \prod_{0 \leq j \leq L} \sum_{p | hd,m,n : p \in I_j} \frac{\mu(d) \lambda(mn) \nu(hdm) \nu(hdn)}{hd^{2+\alpha+\beta} m^{1+\alpha} n^{1+\beta}}.
\]

(7.2)
We now estimate the inner sum on the right hand side of (7.2). This is
\[
\sum_{p | hdmn \Rightarrow p \in I_j} \frac{\mu(d)\lambda(mn)\nu(hdm)\nu(hdn)}{hd^{2+\alpha+\beta}m^{1+\alpha}n^{1+\beta}} + O\left(\frac{1}{2^{\ell_j}} \sum_{p | hdmn \Rightarrow p \in I_j} \nu(hdm)\nu(hdn)\right).
\]
The error term is
\[
\ll \frac{1}{2^{\ell_j}} \prod_{p \in I_j} \left(1 + O\left(\frac{1}{p}\right)\right) \ll \sum_{j=0}^{1} (\log q)^{O(1)} + 1. \tag{7.3}
\]

For the main term we write it as an Euler product
\[
\prod_{p \in I_j} \sum_{h,d,m,n=0}^{\infty} \frac{\mu(p^j)\lambda(p^{m+n})\nu(p^{h+d+m})\nu(p^{h+d+n})}{p^{h+(2+\alpha+\beta)d+(1+\alpha)m+(1+\beta)n}} = \prod_{p \in I_j} \left(1 + \frac{1}{p} - \frac{1}{p^{1+\alpha}} - \frac{1}{p^{1+\beta}} + O\left(\frac{1}{p^2}\right)\right)
\]
\[
= \prod_{p \in I_j} \left(1 - \frac{1}{p} + O\left(\frac{\log p}{p \log q}\right) + O\left(\frac{1}{p^2}\right)\right).
\]
As
\[
\prod_{p \in I_j} \left(1 - \frac{1}{p} + O\left(\frac{\log p}{p \log q}\right) + O\left(\frac{1}{p^2}\right)\right)^{-1} \ll \sum_{j=0}^{1} (\log q)^{O(1)} + 1,
\]
combining with (7.3) we obtain that
\[
M(\alpha, \beta) = \prod_{c_0 < p \leq x} \left(1 - \frac{1}{p} + O\left(\frac{\log p}{p \log q}\right) + O\left(\frac{1}{p^2}\right)\right) \prod_{0 \leq j \leq J} \left(1 + O\left(\frac{1}{2^{\ell_j}} (\log q)^{O(1)} + 1\right)\right).
\]
Note that the first product is \(\asymp (\log q)^{-1}\) and the second product is \(\asymp 1\), and hence
\[
M(\alpha, \beta) \asymp (\log q)^{-1}.
\]
In view of (7.1) we obtain the proposition. \(\square\)
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