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SUMMARY

Disaster risk management (DRM) seeks to help societies prepare for, mitigate, or recover from the adverse impacts of disasters and climate change. Core to DRM are disaster risk models that rely heavily on geospatial data about the natural and built environments. Developers are increasingly turning to artificial intelligence (AI) algorithms to rapidly and accurately process data, and to improve the quality of these models. Yet, there is still little understanding of how the extent of hidden geospatial biases affects disaster risk models and how accountability relationships are affected by these emerging actors and methods. In many cases, there is also a disconnect between the algorithm designers and the communities where the research is conducted or algorithms are implemented. This perspective highlights emerging concerns about the use of AI in DRM. We discuss potential concerns and illustrate what must be considered from a data science, ethical, and social perspective to ensure the responsible usage of AI in this field.

INTRODUCTION

Climate change and population growth in urban areas are increasing the risk of persons and infrastructure to disasters. In 2021 alone, disasters affected more than 98.4 million people, including more than 15,000 deaths and an estimated economic loss of USD 171.3 billion.1 Disaster risk management (DRM) aims to help societies recover from disasters and prepare for and mitigate the impact of future disasters. Geospatial data play a key role in DRM by mapping populations and infrastructure exposed to disasters, identifying areas at risk, and planning emergency responses.2 Remotely sensed imagery from satellites or drones can extract proxies to analyze pre-disaster vulnerability and resilience and post-disaster damage and recovery.3 As with other domains, DRM has recognized the potential of artificial intelligence (AI) algorithms to rapidly and accurately process data, and is now using AI to develop more accurate risk models and prioritize the distribution of disaster aid.4

Despite the great potential of AI to support DRM processes, practitioners express concerns regarding the ethical and responsible usage of these algorithms. How can a practitioner be certain that their risk model is not biased against the most...
vulnerable societal groups in a city? How are accountability relationships in disaster aid influenced by the introduction of AI when algorithm developers are far from the disaster and unfamiliar with the local context? A plethora of guidelines on ethical or responsible usage of AI is emerging, each promoting slightly different values and definitions. See, for example, the extensive comparison of leading guidelines for “principled” AI by Fjeld et al. The ethical or responsible usage of AI often circles around a handful of important concepts, including fairness, accountability, and transparency (FAccT). **Fairness or non-discrimination** generally refer to the absence of bias in datasets and algorithms. Research shows that algorithms trained on biased datasets fail to recognize historically excluded groups in society (e.g., Barocas and Selbst\(^*\)). **Accountability** relates to the mechanism or process through which a forum can hold an actor to justify their actions (see Olson et al., pp. 60–61). In an AI context accountability then turns to discussions on who is the actor (the developer of the algorithm? the organization deploying the algorithm?), and how their actions can be justified. The latter requires **transparency or explicability**, and much research is focused on exactly how we can shed light on the inner workings of complex AI algorithms to enable this justification. Such concerns regarding FAccT are being thoroughly investigated by social and data scientists for applications of AI in domains such as criminal justice and education, but not yet in the field of DRM and geospatial sciences.

The objective of this perspective is to call researchers interested in FAccT and other ethical considerations of AI to look toward the field of DRM. The perspective first provides a brief introduction to FAccT research and then delineates potential concerns observed by DRM experts to emphasize the demand for FAccT research and solutions in the DRM community. We then continue to describe the technical aspects of geospatial data, which is prominent in DRM applications, and how its peculiarities require tinkering with the technical tools to audit data and preserve FAccT principles in DRM workflows. Thirdly, we emphasize how DRM applications highlight the need for inclusivity, including vulnerable populations in holding distant, big data algorithms, and international corporations to account, and inclusivity in the way that FAccT research is conducted and values are defined. Finally, we provide recommendations on how to start integrating these two fields more closely.

**FAIRNESS, ACCOUNTABILITY, AND TRANSPARENCY**

The rise of AI has galvanized the integration of automated algorithms into decision-making systems. However, there is also an increasing concern regarding the ethical implications of these systems. Research into the ethical aspects of AI systems is known as ethical AI, FAT, FAT/ML, FAT*, or FAccT. **FAT** refers to the three concepts: FAccT. The addition of ML refers to applications related to machine learning, and \(^*\) is a type of wildcard emphasizing that other ethical components, such as inclusivity, power, and justice are also considered in this field of research. FAccT is the latest denomination adopted by one of the most influential conferences in the field: the ACM Conference on Fairness, Accountability, and Transparency (ACM FAccT).

Research in the field of FAccT is slightly paradoxical as it aims to develop technical solutions to audit and ensure ethical values in AI workflows, although the values themselves are ambiguous by nature. For example, **fairness generally** refers to a lack of bias in an AI system against a certain individual or group, but there are multiple definitions of fairness utilized in the FAccT literature. Some adopt a statistical approach based on similar performance in classification metrics, e.g., that different cultural groups should have the same chances of achieving a defined algorithmic output. Other approaches test whether a predefined sensitive variable (e.g., gender) influences the output of an algorithm. To complicate matters even further, although many definitions of fairness achieve similar results, they are sensitive to data variability and some definitions may achieve conflicting outputs. Indeed, Kleinberg et al. go so far as to prove theoretically that some commonly accepted definitions of fairness are incompatible. It is not the purpose of this perspective to give an extensive comparison of different fairness metrics or other ethical values researched in the FAccT field. For this, the curious reader is encouraged to consult excellent reviews on fairness (e.g., Verma and Rubin, accountability (e.g., Wieringa), and transparency (e.g., Mittelstadt et al.) in the literature. However, for the context of this perspective it is important to recognize why research in the field of FAccT requires such close collaboration between data science and humanities, as well as knowledge of the context in which the algorithm will operate.

The FAccT community is made up of researchers from machine learning, statistics, data science, law, and social sciences, as well as interested industry bodies, such as Google, IBM, and Microsoft, as illustrated by the participants in the annual ACM FAccT conference. Nevertheless, a significant critique of FAccT research in general is that, even if perfect technical solutions for FAccT values could be embedded into AI systems, there is generally a lack of understanding regarding the social, cultural, and political environment in which these systems are deployed. Indeed, FAccT conferences remain dominated by American institutes and mainly white male authors, although there are strong efforts to increase diversity. These concerns highlight the timeliness of our call for FAccT researchers to consider investigations in the DRM domain. This manuscript emphasizes rich opportunities provided by DRM to develop the theoretical framework of FAccT, new technical solutions, and boost inclusivity.

**POTENTIAL CONCERNS ARTICULATED BY THE DRM COMMUNITY**

Several broad categories of concern arise when introducing AI into DRM. Drawing on recent work in the DRM community, we can highlight three of them here.

Firstly, **bias** is a recurring topic of discussion among responsible AI practitioners. Given the global scope of DRM activities, and wide variations in quality and coverage of geospatial data, bias is indeed a significant risk. For example, call detail records generated by mobile phones may be used to estimate population sizes before and after a disaster, but may underestimate vulnerable populations who have no access to cell phones. Often conceived of as statistical error driven by choices around sampling data by data scientists and technical experts, bias in the responsible AI literature is often viewed more broadly. Thus, bias can also be the result of algorithm design or decisions...
around metrics used to evaluate a particular phenomenon. While some technical approaches to addressing bias exist, completely eliminating bias in algorithms is impossible, and, as some have argued,22,23 exclusive focus on reducing bias in AI systems may distract from other, more important, interventions.

A second concern relates to transparency and accountability. The introduction of AI techniques and their associated complexity into disaster risk modeling processes may reduce the ability of government, the public, and other important stakeholders to meaningfully participate in DRM. Even modelers themselves have reported that, in some circumstances, their ability to understand and evaluate the outputs of AI models has decreased in comparison with traditional approaches to disaster risk modeling.16,24 Indeed, the field of explainable AI was created largely to address this issue. For example, Behl et al.25 used explainable AI to investigate the potential limitations of an algorithm trained to process Twitter data to identify people’s needs after a disaster. However, in general the “explanations” provided by explainable AI are dissonant from how human beings typically construct explanations.26 With reduced transparency of complex AI models comes increased challenges in ensuring that experts and decision-makers involved in DRM are accountable to the communities that they serve.27

Finally, the hype and inflated expectations that surround AI at the moment may lead to one or more interrelated problems. Most directly, untested or immature AI tools may be used in safety-critical situations for which they are not yet ready. This may in turn draw needed resources and attention away from more suitable approaches or encourage over-reliance on tools that are not fit for purpose. Disasters are often viewed as opportunities for innovation, but in the hands of uncaring or unscrupulous developers this can be a recipe for harm.29 A good example of avoiding hype is given by forecast-based financing, introduced by the Red Cross Red Crescent movement to release disaster response funding before the impact of a disaster. The release of funds is contingent on the predicted impact of a pending disaster, which can be modeled by AI. However, a validation committee not only checks the validity of the proposed AI model, but also whether simpler, expert-based systems would be more appropriate.27

**ADAPTATIONS OF TECHNICAL SOLUTIONS TO GEOSPATIAL DATA**

Taking bias as an example, we can show how DRM applications can benefit from the technical solutions developed by FAccT researchers and how DRM applications provide opportunities for FAccT researchers to develop new solutions. DRM applications often depend on geospatial data. Satellite and drone imagery provide snapshots of the world below and can be used to generate maps of buildings and important infrastructure. Mobility and social media data can provide insights into the movement of citizens. Hazard models, such as flood models, show the spatial extent of the area at risk. Unfortunately, both the DRM and FAccT communities pay little attention to biases that are embedded in geospatial data.

There is a well-known lack of up-to-date (geospatial) data in low- to middle-income countries (LMICs) compared with high-income countries (HICs) (e.g., the Center for Humanitarian Data26), OpenStreetMap (OSM) in conjunction with humanitarian mapping efforts have aimed to improve the disparity in data availability of HICs versus LMICs, and yet a significant gap remains as humanitarian mapping efforts seem to focus on areas of past disasters, areas containing local mapping communities, and areas of interest for specific stakeholders, such as development agencies.30 Little information is available for rural or unprioritized areas. Similarly, mobility and social media data excludes those without a digital footprint, such as disadvantaged communities with limited access to digital technology.

Many AI algorithms are used to process this kind of geospatial data. Back in the 1950s, methods consisted of spatial interpolation through kriging (more recently, Gaussian processes) or simple decision trees. Expert-based machine-learning systems became popular in the 1980s and this shifted to data-driven machine-learning techniques such as support vector machines in the 1990s and random forests at the turn of the millennium. The last ten years have been heavily influenced by developments in computer vision, and deep learning techniques are now being widely applied to geospatial data.31 These techniques and algorithms are leading to unprecedented classification accuracies and show much promise for DRM applications. However, they also suffer the same vulnerabilities identified in other domains using these algorithms, such as susceptibility to bias.

FAccT researchers are developing technical tools to identify and mitigate bias in such AI algorithms. Some of these solutions can directly be applied to DRM applications. For example, Suress and Guttag32 illustrate the role of historical bias, representation bias, measurement bias, aggregation bias, evaluation bias, and deployment bias in machine-learning algorithms. These same biases can easily be identified in DRM workflows. Historical data used to train hazard models may not take the impacts of climate change into account (i.e., historical bias) and conflicting definitions used to identify vulnerable populations may grossly underestimate the population living in poverty (i.e., measurement bias).

In other cases, adaptations are needed when applying developed techniques to geospatial data and DRM applications. Auditing for biases often depends on the identification of sensitive attributes. Well-known examples of representation bias and evaluation bias include the underrepresentation of races or gender in training and evaluation data. However, it is not clear which types of groups may be underrepresented in geospatial data and thus how these data should be audited to check for potential biases.

Sometimes such sensitive attributes can be directly identified in DRM applications. For example, household surveys or other demographic data that contain sensitive data may be utilized. The use of social media for disaster warnings and post-disaster damage assessment may contain biases on gender, income level, and minority groups.35

In other cases, the geospatial data used for DRM does not directly specify sensitive attributes but can indirectly capture information that is related to socio-economic or cultural groups. For example, the body of research on informal settlement mapping often relates the physical characteristics of buildings to the socio-economic status of its inhabitants. Characteristics identifiable in remotely sensed imagery, such as small buildings, low-quality roofing materials, irregular street patterns, and narrow
streets are strongly related to impoverished living conditions. Maps produced through machine learning could therefore be audited regarding which types of objects (such as building types) may be underrepresented in addition to the geographical distribution of the training data. Close communication with stakeholders and the DRM application would define which physical characteristics or objects should be considered as possibly sensitive.

Another important factor relates to the distance of the remote mapper from the local context and the power bias in deciding what is to be mapped. Research by LMICs is grossly underrepresented in addition to the geographical distribution of the training data. Close communication with stakeholders and the DRM application would define which physical characteristics or objects should be considered as possibly sensitive.

Another important factor relates to the distance of the remote mapper from the local context and the power bias in deciding what is to be mapped. Research by LMICs is grossly underrepresented in addition to the geographical distribution of the training data. Close communication with stakeholders and the DRM application would define which physical characteristics or objects should be considered as possibly sensitive.

Another important factor relates to the distance of the remote mapper from the local context and the power bias in deciding what is to be mapped. Research by LMICs is grossly underrepresented in addition to the geographical distribution of the training data. Close communication with stakeholders and the DRM application would define which physical characteristics or objects should be considered as possibly sensitive.

Another important factor relates to the distance of the remote mapper from the local context and the power bias in deciding what is to be mapped. Research by LMICs is grossly underrepresented in addition to the geographical distribution of the training data. Close communication with stakeholders and the DRM application would define which physical characteristics or objects should be considered as possibly sensitive.

Another important factor relates to the distance of the remote mapper from the local context and the power bias in deciding what is to be mapped. Research by LMICs is grossly underrepresented in addition to the geographical distribution of the training data. Close communication with stakeholders and the DRM application would define which physical characteristics or objects should be considered as possibly sensitive.
way that created extreme vulnerabilities. Port au Prince was not legible to the state; there was no record of land-use planning. There was no record of an enforced building code. Development “actors” in Haiti felt no obligation:

to pass any of their siting or building plans by any ‘forum’ (which in effect did not exist anyway), nor were there any negative formal or informal consequences for their not doing so. This complete lack of public accountability was a recipe for the massive urban human vulnerability that only required a major (not even a great) earthquake to become a national catastrophe. (p. 64).

In digital humanitarianism (cell 3) machine learning generates predictive models and early action and accountability becomes algorithmic. For instance, cash transfers to flood victims may result in faster, more secure aid before the flood event but also give access to vast amounts of data to actors with non-humanitarian intentions. Disasters complexity algorithmic accountability, especially when human rights or data protection legislation is absent or weakly enforced. Largely untested and non-consented humanitarian interventions are deployed with inferior standards to analyze the need and evaluate the effectiveness of interventions, while the power asymmetry between humanitarian actors and beneficiaries is radically increased.

This brings us to what we may tentatively call neocolonial humanitarianism (cell 4) and the open question “How to reinterpret proximity in the age of machine learning?” or “Whether we can salvage the principle of ‘caring for the whole person, all of him or her’ with machine learning and, if yes, how?” Machine learning may be used to make important decisions about humanitarian subjects without their being able to observe, understand, participate in, or respond to information gathered or assumptions made about them. One possible answer is to reduce, even eliminate, epistemic injustice. Epistemic injustice has both an ethical and an epistemic significance—one is wronged in their capacity as a knower, as an epistemic subject. Imagine a flood victim or a refugee accused of concocting stories to improve their chances for aid or asylum. Imagine a flood victim or a refugee unable to process let alone communicate her traumatic experiences coherently between other people. Getting swept up in the hype of the potential uses of AI could mean that algorithmic predictions may be given a higher weight than the subject’s own version of events, assuming that the subject was asked in the first place. Aiming for epistemic justice in DRM research and practice could lead to a new understanding of (a hybrid?) accountability in the machine-learning era.

DIVERSE VALUES: ENSURING INCLUSIVITY AT ALL LEVELS

At the end of the previous section, we asked whether we can salvage the principle of humanity, of “caring for the whole person, all of him or her,” with machine learning and, if yes, how. Another possible answer is to promote inclusivity not just at the level of reducing epistemic injustice by recognizing others as knowers, but at the level of incorporating diverse systems of values by recognizing others as values. At this level, we are not necessarily looking specifically at issues of bias, accountability, and fairness arising within the operations of AI and machine learning but rather at the ethical development and implementation of such technologies, where inclusivity arises in how objectives are framed and priorities are balanced (see Carman and Rosman). This is an area where DRM throws certain values, such as autonomy and privacy, into stark relief for researchers of FAccT principles to engage with, as we discuss in this penultimate section before moving on to some recommendations.

As already discussed, there is (1) an underrepresentation of research by LMICs in the DRM research community, (2) a need to incorporate local norms and context, and (3) the perception of which type of information is important is often defined by HICs. Similar points can be made at the level of ethical frameworks for ethical AI more generally.

With the first, there is again an underrepresentation of ethical research by LMICs in the development of international frameworks and guidelines for ethical AI, even though ethical research in other applied fields, such as bioethics, is thriving. For instance, even though discussions for ethical AI within African contexts typically draw on international frameworks (see, for instance, Microsoft), there are very few African voices contributing to the development of these frameworks in the first place.

With the second, overlooking the local norms and contexts even at the level of what ethical values we prioritize can have an impact. The former director of Médecins Sans Frontiers, Roy Braumann, for instance, narrates a story of how medical workers involved in an emergency food supply in famine-stricken Uganda prioritized giving food to women and children as the most vulnerable. However, it transpired that food was in fact being redistributed to the elderly, in line with local customs and values that promote respecting social order (see Hellsten, p. 73). By overlooking local customs and values, the program risked being ineffective, but in terms of “caring for the whole person,” it also raises challenges about imposing outside values on others. Within a context of many LMICs where DRM interventions are focused, countries frequently with turbulent histories of colonialism, the further imposition of outside values risks being a form of neo-colonialism. As Cletus Andoh writes with regard to another area of practical implementation where values may be imposed uncritically, bioethics within Africa, “assimilating Western values and ideologies into Africa can give rise to a situation of self-dehumanisation and outright self-subversion both in terms of dignity and self-esteem” (Andoh, p. 69).

With the third, we can draw attention to how the type of information deemed important is often defined by HICs. Take, for instance, a recurring principle that is prioritized in frameworks for ethical AI and which is often drawn on to frame objectives is a principle of respecting autonomy: the principle that “individuals have a right to make decisions for themselves” (Floridi et al., p. 697). Such a principle is critical in the field of geospatial data, where questions regarding privacy and what counts as personal information over which one has decision-making power are central. Yet, this is a principle that has been widely challenged in other areas of research as not being representative of more communitarian values, such as those held by many cultures across Africa. In such contexts, community-oriented decision-making processes may in fact be promoted and valued, rather than individualistic ones. This is a case of a principle and its associated values being deemed important from an
imported context, where in fact critical reflection and application is required.

For instance, even on a highly personal topic such as reproductive health, research has shown that many women in developing countries, largely in communalistic contexts, prefer to involve their partners in making decisions regarding involvement oping countries, largely in communalistic contexts, prefer to involve their partners in making decisions regarding involvement. In a similar fashion, communication about important topics, such as climate change, may need to adopt participatory methods,

a consideration that can be extended to communications about drone usage. Recognizing that such a principle may not have universal relevance, “caring for the whole person” would require not treating diversions from an individualistic conception and valuing of autonomy as a rule with exceptions, at risk of ostracizing alternative cultural values.

As the use of geospatial data throws issues of privacy into tangible relief, the emerging space of the use of this data and AI systems within DRM creates an exciting field where diverse ethical values can be tackled head on, hopefully providing input and guidance for the FAccT community at large. This is yet another area where we need to be cautious of being swept up in the hype generated by the potentials of AI, at risk of causing harder to measure harms, such as those arising from epistemic injustice or failing to care for the “whole person.”

CONCLUSIONS AND OUTLOOK

In this perspective, we emphasize the opportunities of turning researchers interested in FAccT and other ethical considerations of AI toward DRM and geospatial data. There is a clear call from DRM specialists for expertise on how to deal with bias, transparency, accountability, hype, and inflated expectations.

Bias in geospatial settings can be partially addressed through the technical workflows that are being developed to audit algorithms for bias. However, it is not clear which potential biases to audit for and the consideration of bias in geospatial applications has, until now, mainly limited to considering the geographic distribution of data. Further research is required to carefully consider how the way geospatial data are obtained and deployed, because DRM applications may induce biases. Furthermore, identifying biases requires a detailed understanding of the local context to identify which sensitive groups the algorithm should be audited for and which values the algorithm should prioritize. Including experts of the local context, both community members affected by natural disasters or academic experts capable of elucidating local values and understandings for algorithm designers, is needed as a starting point to reduce epistemic injustice, promote humanitarian values, and to increase accountability of machine-learning algorithms toward local actors. Governments could play a significant role in facilitating these interactions and leveraging community voices in international dialogues. These interactions should focus on concretizing key algorithmic decision moments where social values are embedded in algorithms, identifying sensitive groups that the algorithm should be audited for bias, and how to clearly communicate the results and uncertainties of DRM algorithms to reduce inflated expectations.

At a fundamental level, we also need to examine conceptually how differing sets of values can inform how we define problems. Such considerations regarding diverse ethical worldviews and values are not new and we can draw on existing literature from other fields as a starting point. Having a better understanding of context can inform how best to proceed with framing problems and objectives. For example, Gevaert et al. investigated how the understanding of the value of something like privacy and what counts as personal data may change depending on background values. Okoliko and de Wits demonstrated how communicating about climate change in African contexts effectively, recognizing communitarian values, may require participatory methods, a good example of how respecting and incorporating values on the ground may impact communication.

The field of DRM can draw on discussions and research on issues such as FAccT within AI at large but, as we have hoped to show, it also can cast a new light on familiar but also new aspects of ensuring ethical and inclusive AI.
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