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In different video streaming services and applications in mobile wireless networks, the QoS may not satisfy the users’ desire if the one-way transmission delay (end-to-end delay) and delay variations between hosts are large relative to some threshold values. In this paper, we develop a new module for measuring and investigating a one-way transmission delay, as well as delay jitter for the application layer automatic repeat-request (AL-ARQ) algorithm based on UDP by adapting the protocol header for delay metrics and updating receiver’s playback buffer. We created a standalone network where a microcomputer (Raspberry Pi) sends video streaming to a destination node (HP laptop) using the 802.11g standard. We used the NTP server for time synchronization between end-devices to provide a frame of time reference for delay metrics as well as delay variation (Jitter).

The results showed the importance of the module proposed and its effectiveness in measuring AL-ARQ transmission delay and delay jitter at a high level of accuracy during the requesting and the retransmission of lost packets. It showed that the retransmission mechanism of AL-ARQ algorithm affects both maximum and average values of one-way transmission delay, which increases by increasing in mean packet loss rate and burst length. Moreover, it also showed that the jitter of lost packets is spread more widely than non-lost packs. Although AL-ARQ is still under the requirements of a good video streaming provider for small standalone networks. However, using the results of the module proposed, an adaptive jitter buffer could be implemented to refine the dynamics of the AL-ARQ buffering mechanism and enhance its QoS in more complicated scenarios.
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such as mobile ad-hoc networks makes UDP suffer to outcome the best QoS.

There are proposals in the literature for refinement and amelioration of UDP QoS for video streaming by injection of one of the methods for packet loss recovery on the application layer. One of the most effective algorithms is AL-ARQ [4] which showed a good performance in different scenarios [5] for handling burst losses since it’s based on a lightweight automatic repeat request mechanism to feedback loss-packet events and packet retransmission. Another good feature for AL-ARQ is its ability to reorder the out-of-sequence arriving packets on destination node by integrating the buffering mechanism before presenting the data as an incoming stream for displaying.

However, those improvements on the application layer have a number of drawbacks, one of which is the impact on the QoS performances’ metrics such as end-to-end delay and delay jitter. To solve this problem, a measurement and investigation of one-way transmission delay and delay jitter will be handled in this paper to check whether AL-ARQ algorithm meet the needs for a good real-time applications’ provider in standalone networks.

Therefore, since AL-ARQ is based on UDP transmission protocol, an important scientific task is to develop a metric model for measurement of one-way transmission delay and delay jitter for AL-ARQ during the detection and retransmission of lost packets.

We consider a test bed with: source-node and destination-node. Both nodes have ad-hoc connection between each other and exchange video data using 802.11g transmission standard. Source-node A will provide HD video stream, while destination-node B will be considered as a base station. Mobile ad-hoc networks are characterized by high mobility and unreliable transmission channels. Such characteristics influence on the QoS parameters such as packet loss rate (PLR) and burst length distribution (BL). Because of this, an artificial packet loss schema with a variable burst length distribution was implemented to simulate the packet-loss event during the experimentations to better investigate the behaviour of one-way delay as a function over burst length and, Jitter as a function of variation in delay time. Moreover, since our scenario is considered as a standalone network, we used Network Time Protocol (NTP) for clock synchronization between end devices to provide a frame of time reference for measuring delay.

The rest of this paper is organized as follows. Section 2 contains a preview about delay and jitter in real-time applications. Section 3 contains description of AL-ARQ transmission algorithm and packet delay calculation. In section 4 we evaluate the performance of the mechanism proposed for calculating the one-way transmission delay and in section 5 we present our conclusions.

Delay and Jitter in Real-time applications

Real-time traffic requires strong bounds on packet delay and Jitter, the effect of those components appears at different stages of packet transmission. An analysis of those different components is essential to understand the overall cause of the irregular arriving interval of packets and determining a better QoS performances [6, 7]. The different types of delays encountered in a packet-switched network are shown in (Fig. 1).

![Fig. 1. Types of network Delay](image)

- **Propagation delay**: defined as the flight time of packets over the transmission link and is limited by speed of light. The value of propagation delay represents the physical limits and cannot be reduced.
- **Transmission delay**: is the time taken to transmit the packet over the link, this delay depends on multiple factors including: the number of active sessions, transmission capacity of the link, medium access control (MAC) access delay and context switch in the OS. Reduction in this delay requires supporting the operating system with real-time scheduling algorithms, increasing transmission capacity of the link, choosing a suitable MAC protocol for accessing the link, enhancing the device drivers, and increasing the operating speed of the device [8].
- **Processing delay**: is the amount of delay faced at both the source and the destination. This
Delay presents the time taken to packetize data through different layers of protocols; it may include also the time to convert analogue data to digital form. This delay depends on the characteristics of multimedia application and the OS, and it is independent of the network model. Any reduction in this delay will require software enhancements and improvements on the application level or to the OS Kernel [9].

- Queuing delay: The queuing delay depends on several system specifications like, the arrival process, the service time distribution, the available number of links, and the queue’s maximum allowed length. It is random because when the packet arrives at a queue, it has to wait for a random time before it gets processed and hence, it is considered as the major contributor to jitter in the traffic stream [10]. In sensitive traffic, when queuing delay reaches a defined threshold, the sender (or receiver) application times out and resends (or ask for) the packet again which can lead to a flood effect that increases the delay [11].

For our case, AL-ARQ which is considered as a lightweight reliable transmission protocol UDP based algorithm, implements a selective repeat approach of automatic repeat request (ARQ) algorithm for flow control on the application layer [12, 13]. The destination detects loss events by the sequence number (SN) which is included in the header of each sent packet, and forms a negative acknowledgment (NACK) that includes SNs of lost packets, the destination node will keep asking for the packet every period of time called retransmission time out (RTO), while the packet is still relevant to the application. The relevance of the packet is determined by the buffer size and the delay; this buffer is used to maintain the packets’ order in a given amount of time, after this, the packet’s payload will be processed and sent to be displayed. Due to this mechanism, if a packet is lost in the network, it would suffer additional delay and this will affect the delay jitter [14]. To evaluate how much additional packet delay is caused by in-order delivery in AL-ARQ algorithm, a full description scheme of AL-ARQ will be presented in the following section.

AL-ARQ: transmission algorithm and packet delay calculation

Transmission algorithm

As mentioned in the previous section, AL-ARQ is based on selective repeat ARQ approach. The pseudo algorithm in (Fig. 2) shows two important parts of AL-ARQ source-node, where the application distinguishes when the data coming through the UDP socket is data coming from a video provider (video player, video camera) or a Negative acknowledgment (NACK) from the destination node. The application gets the first byte of received data as an identifier (ID), thus, if this ID is equal to the ID of NACK (ID_ARQ_NACK_AL), the algorithm will check if the requested packet (using the sequence number SN fed back in the NACK) still in the playback buffer to retransmit it again. If no, the source will send a cancellation message to inform the destination node to delete requested packet from the waiting list.

The second part of the algorithm’s pseudo code shown in (Fig. 2) handles the case where the application listens to data coming from the video provider. In this case a new packet will be generated as shown in (Fig. 3). The first 17 bytes of data will be reserved for the header (AL-ARQ uses a 13-byte header size and 4 additional bytes for timestamp value). The header contains different information like Global Sequence Number (SNg) which is used to detect loss-event in tree and mesh topologies, and Video Quality Priority (VQP) which defines the priority of the cadre according to the video quality [15].

The additional field in AL-ARQ header is the timestamp (T_S). This option consumes 4 bytes and it contains the time in microsecond when the packet was generated. The T_S uses the format of network time protocol (NTP) [16], but it takes only 1 byte for seconds and 3 bytes for the fractional second. After generating the header, the application adds the data payload to the packet and saves the packet in the playback buffer then sends it to the destination node.

The (Fig. 4) shows the AL-ARQ behaviour on the destination node when the data received on UDP socket is a video packet, which will be distinguished by the value of the first data byte marked as the packet’s ID.

The video packet received could be a lost requested packet during the in-order buffering. The application gets the timestamp value from the header and subtracts it from the current clock time value (in microseconds). Subsequently, it will check if this packet exists in the display buffer since the NACK combines few burst losses together. If so, the packet will be dropped, else, it will be set in order in the display buffer.
Радиотехника и связь

Fig. 2. Псевдо алгоритм для отправки данных пакета или повторного отправления утерянного пакета

```
Begin
Initialize buffer_in [], buffer_out [];
buffer_in [] = receive_data (UDP_socket);
bytes_in = buffer_in[].length;
While (bytes_in > 0) {
    Id = buffer_in [0];
    If (Id = ID_ARQ_NACK_AL) {
        If (get_packet_from_playbackBuffer == exit_suces) {
            send_packet () ;
        }
        Else send_cancellation_msg () ;
    //end If (Id = ID_ARQ_NACK_AL)
    If (bytes_in >= VIDEO_CHUNK_SIZE) {
        Add_ARQ_header (ID, NR, SN, SNq, VQP);
        Timestamp = get_current_time ();
        Add_ARQ_header (Timestamp);
        Add_ARQ_header to buffer_out;
        Add data from buffer_in to buffer_out;
        New packet (buffer_out);
        Copy packet in playbackBuffer ();
        send_packet ();
    //end If (bytes_in >= VIDEO_CHUNK_SIZE)
    bytes_in = 0;
}
End
```

Fig. 3. AL-ARQ пакетный формат

| ID | RN | TN | SNG | SN | VQP | T_S | Payload |
|----|----|----|-----|----|-----|-----|---------|
| 1  | 1  | 1  | 4   | 4  | 2   | 4   | N bytes |

Fig. 4. Псевдо алгоритм для приема данных пакета

```
Begin
Initialize buffer_in [], buffer_out [];
buffer_in [] = receive_data (UDP_socket);
bytes_in = buffer_in[].length;
While (bytes_in > 0) {
    Id = buffer_in [0];
    If (Id = ID_ARQ_VIDEO || Id = ID_ARQ_VIDEO_R) {
        Get_current_time ();
        Get timestamp from packet header;
        Dckt_delay = current_time - timestamp;
        If (SN packet exist in buffer) {
            delete packet ;
        }
        Else Copy packet to display buffer;
            Write packet in log-file for statistics;
    // end if
    }// end while
End
```
Delay measurement

As noted in the previous section, measurement of one-way delay requires clock synchronization between the involved nodes; the measurement accuracy will be limited by the quality of the synchronization. The NTP synchronization format used in our scheme has the advantages of wide use and long deployment in the Internet [17]. However, for an accurate measurement of one-way delay in standalone networks, our approach implements the following features.

- In some cases, one-way delay can be as low as 100µsec [18] which is not the case in some NTP synchronization periods between end systems because of NTP offset. Testing the NTP synchronization before the transmission will give us the exact value of offset which is used to correct clock synchronization on source node by subtracting it from the timestamp value:

$$\text{TimeStamp} = \text{TimeStamp} - \text{offset},$$  \hspace{1cm} (1)

where TimeStamp – current time when the packet was formed; offset – difference in time between nodes using NTP server.

- The burst length causes duplicate retransmission of lost packets. A multiple copies arrive at the destination and the packet is counted as received, however, only the first copy arrived will determine the packet's one-way delay.

- The approach is intended to investigate the one-way transmission delay and delay jitter caused by packet loss. However, the global application delay is measured as the sum of all delay components contributed in different stages:

$$\text{App}_{\text{del}} = \text{Propagation}_{\text{del}} + \text{Processing}_{\text{del}} + \text{Queuing}_{\text{del}} + \text{Transmission}_{\text{del}},$$ \hspace{1cm} (2)

where Propagation_{del} – propagation delay; Processing_{del} – processing delay; Queuing_{del} – queuing delay; Transmission_{del} – transmission delay.

Delay Jitter measurement

Jitter is considered as one of the key statistics for characterizing the temporal performance on a network, it is defined as the absolute value of the difference between the forwarding delays of two consecutive packets [19]. Excessive jitter could cause the end node buffer to overflow or underflow. However, AL-ARQ used a statistic destination node buffer to manage the data received, this buffer introduces the queuing delay and it doesn't depend on delay deviation since it is implemented independently.

In more complicated scenarios using AL-ARQ, the static buffers introduce decreasing in QoS delivering; an injection of an accurate measurement of Jitter helps to develop a dynamic buffer mechanism to manage the received data and reduces application delay (Fig. 5) presents true real-time jitter measurement flowchart which takes into account lost or corrupt packets [20].

![Fig. 5. Jitter calculation flowchart](image-url)
The measurement is defined by two types of delay calculation, if the packet received is the first packet in the stream then packet transmission delay (Delay\_init) is calculated and stored, if not, a check will be performed to make sure that the packet is in sequence. If the packet is out of order then the jitter calculation will be discarded and the current packet will be marked as the first packet in stream, else, the jitter will be calculated by taking the difference of two consecutive measured delays:

\[
\text{Delay} = \text{Delay}_{\text{init}} - \text{Delay}_{\text{curr}},
\]

where \(\text{Delay}_{\text{init}}\) – Packet delay for first or non-in-order packet; \(\text{Delay}_{\text{curr}}\) – Packet delay for in-order packets.

**Experimental Scenario**

**Test bed**

We conduct experiments to investigate the QoS of AL-ARQ using a raspberry Pi running on Ubuntu Mate 16.04 operating system as a data source-node and an HP laptop running on Ubuntu Mate 16.04 as a destination-node. Both are connecting using 802.11g. We created a stand-alone network topology where the two devices are connected on an ad-hoc regime. The results of the experiments are represented in figures 6 to 8.

We used the artificial network packet loss for measuring and investigating the delay and the delay jitter. The author in explained the relationship between PLR metrics and distance in real experiments and showed that the PLR = 0.075 indicate the maximum value in which the quality of the video transmitted still considered satisfactory, we based on these measurements of PLR to set the artificial network packet loss.

**Experimental parameters**

| Parameter Name       | Value           |
|----------------------|-----------------|
| Operating system     | Ubuntu mate 16.04 |
| Application layer    | AL-ARQ          |
| Video Coding         | H.264           |
| Transport layer      | UDP             |
| Wireless standard    | 802.11          |
| Video packet size    | 1.5 Mb          |
| NTP Offset (ms)      | [0.1 ; 0.8]     |

**Discussion**

Figure 6 shows the difference between variations of one-way transmission delay with packet loss and without packet loss for 1000 consecutive packets. It shows that additional packet transmission delay was occurred because of retransmission of lost packets. The results show maximum delay of 93 ms in packet loss scenario and 15 ms in non-packet loss. The average of one-way transmission delay without packet loss was around ±2 ms and the average for QoS metrics (PLR = 0.07 and BL = 10) was ±6 ms which doesn’t rise excessively. This shows that the retransmission mechanism affects both maximum and average values of one-way transmission delay.

*Fig. 6. One-way packet delay values during experimental runs of AL-ARQ algorithm with packet loss (PLR = 0.07, burst length is 10 packets) and without it*
Figure 7 represents the measurement of the average one-way packet transmission delay for 1000 consecutive packets as a function of burst length for different packet loss rates. The figure shows the increasing in average delay caused by the increasing in mean packet loss rate and burst length. This is introduced by the retransmission of a lost packet because the sender needs extra time to detect and resend it. AL-ARQ recorded maximum one-way transmission delay for PLR = 0.01 and BL = 20 was equal to 27 ms. In the worst case of packet loss events (PLR = 0.07 and BL = 20), the maximum average transmission delay was equal to 43 ms. These values are very acceptable since AL-ARQ one-way transmission delay has to go through the application layer which requires more processing delay. We denote that the global application delay is determined by the four delay components represented in section II, in which, the queuing delay is considered as the main component since the application layer buffer has fixed length.

Figure 8 shows the variation of Jitter and transmission delay for 1000 consecutive packets for QoS metrics of PLR = 0.07 and BL = 10. The results are showing that jitter of lost packets is spread a little bit more widely than that of non-lost packets. AL-ARQ recorded an interval of jitter between [–0.006; 0.009] (values are in seconds). These results are providing a simple overview on the jitter values since the emulated scenario is a simple P2P network, which doesn’t implement any relay nodes or central servers; however, these measurements will provide AL-ARQ in future work with accurate jitter metrics to implement dynamic jitter buffer on the destination node to reduce the application delay [21].

**Fig. 7.** Average one-way transmission delay during the experimental run of AL-ARQ algorithm with packet loss, PLR = {0.01,0.07}

**Fig. 8.** One-way and jitter values during the experimental run of AL-ARQ algorithm with packet loss (PLR = 0.07, burst length is 10 packets)
Conclusion

We have analysed the performance of a lightweight reliable protocol AL-ARQ algorithm on the application layer by investigating the one-way transmission delay and delay jitter. The results showed the importance of the model proposed and its effectiveness to measure AL-ARQ transmission delay and delay jitter at a high level of accuracy during the requesting and the retransmission of lost packets. These results are also considered as key factors to improve the QoS of AL-ARQ algorithm in further complicated scenarios where relay nodes should be implemented. Moreover, the results showed that AL-ARQ still requires a good real-time applications' provider, although an adaptive jitter buffer should be implemented which will be considered in a future work, to refine the dynamics of AL-ARQ and enhance its QoS.
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Разработка программного модуля AL-ARQ для автоматического измерения задержки односторонней передачи данных
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В мобильных самоорганизующихся сетях часто наблюдаются задержки при передаче потоковых данных и снижение QoS. В статье представлен разработанный модуль для измерения задержки и джиттера. Модуль встроен в программу автоматического запроса повторной передачи прикладного уровня (AL-ARQ). Для оценки эффективности работы модуля была собрана сеть, состоящая из узла-источника (микрокомпьютер RaspberryPi) и узла-получателя (ноутбук HP). С узла-источника отправлялось потоковое видео к узлу-получателю с использованием беспроводного стандарта 802.11g. Для синхронизации времени между устройствами применялся NTP-сервер.

Результаты эксперимента показали эффективность предложенного модуля для измерения задержки и джиттера при передаче потоковых данных. При исследовании работы модуля было выявлено, что механизмы повторной передачи AL-ARQ влияют как на максимальное значение задержек при передаче, так и на среднее значение за время всей передачи. Был сделан вывод, что снижению уровня задержек и общему улучшению QoS может способствовать адаптивный буфер.

Ключевые слова: самоорганизующаяся сеть, AL-ARQ, задержка, джиттер, UDP, потоковая передача данных, QoS.
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