A Machine Learning-Based Approach for Spatial Estimation Using the Spatial Features of Coordinate Information
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Abstract: With the development of machine learning technology, research cases for spatial estimation through machine learning approach (MLA) in addition to the traditional geostatistical techniques are increasing. MLA has the advantage that spatial estimation is possible without stationary hypotheses of data, but it is possible for the prediction results to ignore spatial autocorrelation. In recent studies, it was considered by using a distance matrix instead of raw coordinates. Although, the performance of spatial estimation could be improved through this approach, the computational complexity of MLA increased rapidly as the number of sample points increased. In this study, we developed a method to reduce the computational complexity of MLA while considering spatial autocorrelation. Principal component analysis is applied to it for extracting spatial features and reducing dimension of inputs. To verify the proposed approach, indicator Kriging was used as a benchmark model, and each performance of MLA was compared when using raw coordinates, distance vector, and spatial features extracted from distance vector as inputs. The proposed approach improved the performance compared to previous MLA and showed similar performance compared with Kriging. We confirmed that extracted features have characteristics of rigid classification in spatial estimation; on this basis, we conclude that the model could improve performance.
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1. Introduction

The Kriging technique [1] is a method of estimating attribute data for unknown locations using known data. It has been established as a mathematical model by many scientists and has emerged as a representative methodology for geostatistics [2–5].

Recently, spatial estimation methodologies using a machine-learning approach (MLA) have been actively proposed. In particular, the random forest algorithm [6], which makes it relatively simple to control hyper-parameters and is easy to access through the development of packages [7,8], has been used as a representative technique for spatial estimation [9–11]. Initially, spatial coordinates were used in MLA to reflect the location information necessary for spatial estimation. However, when they were used only in the form of coordinates to learn location information, the results ignored spatial pattern appearing at the sample point. For this reason, the predicted attribute values in the model had a tendency to be overestimated or underestimated.

To overcome these problems with using the coordinate form, Hengl et al. [12] used the distances between all observation points, instead of the coordinate form, as the input of the
algorithm so that the model could reflect the spatial relationship. The performances of spatial estimation were improved, and more stable estimations were obtained than before, when spatial correlation was considered. Nevertheless, if the sample data are small, these approaches have the disadvantage that performance may be lower than that of using Kriging owing to a lack of training data. Conversely, even if there are thousands or more items of sample data, there the input variable obtained by calculating the distance increases rapidly such that computing costs soar. This can lead to the curse of dimensionality—a common problem in machine learning. Moreover, the spatial dependence of data should be considered when applying the MLA for spatial estimation properly.

In general, training and test datasets are divided through a random splitting technique to verify the training performance in machine learning. However, as spatial data mostly have a local bias, if the data set is separated without considering spatial dependency, the estimation model may be suitable only for a specific local region of the entire dataset or significant error may occur in the verification of prediction performances [13,14]. Therefore, it is essential that partitioned spatial data should be composed evenly over the entire region [15,16].

In this study, we developed an MLA framework that considers the characteristics of spatial data based on what has been studied so far. In this framework, to consider issues that can occur when training spatial data using distance variables, the process of extracting spatial features from distance variables is included. In addition, we selected the random forest algorithm, which previous studies have found to have a robust performance in spatial estimation among various ML techniques [9–11,17], as a representative algorithm to focus on improving performance through training of spatial features extracted from input coordinate data. We expect that the extracted spatial features improve the performance of MLA for spatial estimation because they have characteristics of spatial correlation represented by distances. To verify the expected effect of the proposed approach, the Meuse dataset, which is publicly available, was used. A borehole dataset from Seoul, South Korea, was also used to verify the field applicability of the framework. In addition, instead of using other covariate variables in the spatial model, only coordinates were used as input variables in order to focus on comparing the effects of their transformation on the performance of estimation.

2. Theory and Background

2.1. Indicator Kriging (IK)

Among the geostatistical techniques for spatial estimation, indicator Kriging (IK) [18] is a non-parametric approach that can be applied when the sample dataset is skewed or when it does not have a normal distribution. In addition, the IK does not directly predict the unknown target value but yields a set of K probability estimates [18,19] given by:

\[ i(x;z_k) = F_{ik}(x;z_k|n) = \text{Prob}(Z(x) \leq z_k|n) \quad k = 1, ..., K \]  

where \( n \) represents the number of available observations for displaying some degree of spatial correlation at location \( x \), \( z_k \) is the \( k \)th threshold discretizing the range of variation of the attribute value \( z \), and \( F_{ik} \) is the conditional cumulative distribution function for IK.

To apply IK to spatial estimation, target attribute values should be converted to indicators according to a certain number of threshold values. The indicators are coded as binary functions and are transformed into continuous or categorical indicators according to the data type. Equation (2) shows the indicator transformation for continuous data:

\[ i(x_a;z_k) = \begin{cases} 1 & \text{if } z(x_a) \leq z_k \\
0 & \text{otherwise} \end{cases} \quad k = 1, ..., K \]  

where \( x_a \) is the observation location.

As with the ordinary Kriging process, variogram modelling should be conducted using the transformed indicators. The calculated indicator values are converted to the spatial attribute values using the conditional cumulative probability distribution based on each threshold value. Values between the threshold values are mainly calculated using linear interpolation; another approximation method can be used when the differences between threshold values are large [4,5,20].
2.2. Random Forest (RF)

The random forest (RF) [6,21] approach, which solves a problem by learning multiple decision trees, is a representative ensemble technique and data-based statistical method. The decision tree technique is an unreliable solution because the performance of prediction varies greatly depending on the training data; furthermore, it is also prone to overfitting its training data. To overcome these issues, bagging and boosting methods, which are ensemble techniques that consider multiple decision trees to train data, have been developed and studied. Bagging is a method of aggregating basic trees; it is trained for each dataset and is created through the bootstrap process to develop a dataset of the same size while allowing redundancy in the sample dataset. Therefore, it can be said to be a parallel ensemble model that learns each model independently, and has the characteristics of reducing the variance and avoiding overfitting of the predicted model. RF uses almost the same framework as bagging, but the one difference is that it randomly selects and uses the feature at the split branch of the node [6,21,22]. The values predicted through bagging can be expressed as the average values of the predicted values of individual trees as:

\[
\hat{\theta}(x) = \frac{1}{B} \sum_{b=1}^{B} t_b^*(x)
\]  

where \( b \) is the individual bootstrap sample, \( B \) is the total number of \( b \), \( t_b^* \) is the individual decision tree for sample \( b \), and:

\[
t_b^*(x) = t(x; c_{b1}^*, ..., c_{bk}^*) \quad k = 1, ..., K
\]

where \( c_{bk}^* \) is the \( k \)th training sample with pairs of values for the response \( y \) and predictors \( x \):

\[
c_{bk}^* = (x_k, y_k)
\]

As the RF can train data without complicated adjustment of the hyper-parameters and can be applied to multiple class problems without restriction, it is used for various regression and classification problems in geoscience fields.

2.3. Principal Component Analysis (PCA)

PCA [23,24] is a multivariate analysis method that uses the relationships between variance and covariance of quantitative variables to find the principal components (PCs) and to roughly describe the overall variation of the original data. As PCA finds a basis orthogonal to each other, while preserving the variance as much as possible, it is possible to transform a high-dimensional space into a low-dimensional space without linear correlation. Each PC is calculated to minimize the loss of information of original data [25]. When PCA is applied to the data, a weight vector for \( k \)th PC is obtained as:

\[
w_k = \arg\max_{||w||=1} E\{(w^T\tilde{X}_k)^2\}
\]

where \( w \) is the unit weight vector and \( \tilde{X}_k \) is the dataset subtracting \( k \)-th PC from the original dataset \( X \); \( \tilde{X}_k \) is given by:

\[
\tilde{X}_k = X - \sum_{i=1}^{k-1} w_i w_i^T X
\]

where \( \tilde{X}_1 \) is the same as the original dataset \( X \).

As PCA can be applied for pre-processing and visualization of high-dimensional data sets, it is used as a representative dimensional reduction method in various research fields. In regression problems where explanatory variables with strong correlation exist, PCA can reduce the number of variables and improve the regression performance [26]. In addition, it is used for the extraction of the main separation variables in cluster analysis [27,28] or in the processing of data with high noise [29,30].
3. Methodology

In general, estimators based on second-order moments, such as Kriging, need assumptions for second-order and intrinsic stationarity, which should be predefined in a two points statistics model. In the process of the variogram modelling that reflects these stationary hypotheses, specialized knowledge that can involve the subjectivity of experts is necessary to set parameters of a variogram. In contrast, the MLA as a proposed method in this study for spatial estimation does not require and assumption for stationary hypotheses of data and variogram modelling. However, if the spatial data is trained without additional pre-processing and consideration spatial bias, it is possible for the prediction results to ignore spatial autocorrelation. Figure 1 shows the process of Kriging and that of the proposed methodology for spatial estimation. When applying Kriging to spatial problems, it is essential to find the normality of target attribute data. If the distribution of it is not normal distribution and skewed, it should be transformed because the Kriging estimator is sensitive to large data values. There are two typical methods for applying Kriging to spatial data with such skewness. The first is to apply ordinary Kriging after data transformation. In this case, Box–Cox transformation including logarithmic transformation is typically used to transform the data. However, problematically, Kriging results are biased when the data is back-transformed through application of the inverse of the original transformation to the Kriging estimates of the transformed data. The second is to use IK without considering back-transformation. However, to apply IK, the data must be transformed into separate indicators based on specific thresholds, and variograms for each indicator should be modeled separately. After considering these points, variogram modelling using the converted data was conducted, and spatial estimation was performed by applying the theoretical variogram model to the Kriging calculation. During this process, the results of data transformation and variogram modelling are different, according to expert knowledge, which affects performances of spatial estimation. In contrast, Figure 1(b) shows the process of spatial estimation through the MLA, which is divided into four main steps: (i) data preparation and processing; (ii) data partitioning; (iii) selecting the machine-learning algorithm and hyper-parameter optimization, and (iv) training and estimating spatial data.

Figure 1. Comparison of spatial estimation approaches. Schematic difference between (a) Kriging and (b) the machine-learning approach (MLA) for spatial estimation.
3.1. Data Preparation & Processing

Spatial estimation based on the MLA is also a coordinate-based data-inference process similar to Kriging. The target attribute value (e.g., the concentration of pollutants, deposits of minerals and the thickness of layers) is set as the output of the MLA. For input, location information (e.g., coordinates, altitude) are used. Although other covariates affecting estimation of the target values can be included, we used coordinates as inputs to compare the performances of spatial prediction according for different methodologies under the same data conditions. Conventionally, when using the MLA for spatial estimation, coordinates are used without deformation. However, recently, to mimic the spatial correlation used in Kriging, a distance vector that calculates distances between the point to be predicted and all sample points have been used [12,17]. Although there are various types of distance calculation algorithm, we used Euclidean distance for considering spatial correlation. Conversely, when transforming raw coordinates into a distance vector, the number of input variables increases by the number of sample points. For example, if there are 10 sample points, a 10x10 distance matrix is calculated, and each sample point has distance vector which includes 10 distance variables. However, if there are 1000 sample points, the distance vector to be used as an input will have 1000 variables. In this case, the computational complexity of the MLA increases exponentially, which can increase computation time and reduce performance. Therefore, the dimension of the input variable was reduced by applying PCA to reduce the computational complexity of the MLA.

3.2. Data Partitioning

For training and evaluating the performances of MLA, sample data should be divided into a training dataset and a test dataset. To address issues with a large amount of sample data, it is common to divide training and test datasets according to a certain ratio, the so-called hold-out validation method. However, when there are a small number of sample data points, training performance can be significantly reduced depending on the data separation ratio; hence, the k-fold validation method is generally used. As the method consists of k data partitions and performs training and validation k number of times, this method has the advantage of evaluating the prediction performance of the algorithm for the entire data set even with a small amount of data. When applying this method to spatial data, the individual fold partition should be composed in such a way so as to consider the entire area that needs to be estimated [15].

3.3. Machine Learning Algorithm and Hyper-parameter Optimization

Various machine-learning algorithms have been used to solve regression and classification problems of spatial data. For example, RF algorithms have many variants that can be used for spatial regression problems. We used quantile RFs [31] that can calculate the variance of prediction error as well as the target attribute values of a spatial region. In the MLA, as the training performance of the algorithm varies depending on the hyper-parameters, parameter optimization is necessary. In RF, the number of trees, the size of minimum leaf and the number of features for the split node are the typical hyper-parameters. In the case of the number of trees, the RF becomes more robust to overfitting when it increases, but the increase in performance becomes very small above a certain number. Therefore, it is recommended to set it to a large number within the limit that can be calculated in the researcher’s computer environment [32]. Meanwhile, hyper-parameter optimization was performed through the grid search method for setting the size of minimum leaf and the number of features for the split node in this study.

3.4. Training and Estimation of Spatial Data

When the processing of the spatial data and the overall setting of the machine-learning algorithm were completed, training and estimation of the data were performed using the spatial MLA. In this study, the k-fold validation method was performed on a sample dataset to evaluate the
prediction performance, and the spatial estimation of unknown locations was then conducted using the trained model.

4. Experiment

This section describes the experiment conducted to compare the results of spatial estimation using the Kriging and the MLA. The distributions of target attribute values in datasets to be estimated, which is described in more detail in Section 4.1, have high positive skewness and even have an attribute value of zero. In consideration of the characteristics of these data, IK, which does not require back-transformation, was used for conventional spatial estimation. For modelling the indicator variogram and applying IK, an auto-IK software package [19] was used. For the MLA, the ‘TreeBagger’ library that is included in the statistics and machine learning toolbox of MATLAB 2018 was used. In addition, the experiment was conducted on an Intel Core i7-9700K 3.60 GHz processor and 64 GB RAM specification.

4.1. Dataset

The Meuse dataset [33], which is publicly available, was used to evaluate the performance of spatial prediction, and the Seoul borehole dataset was used to verify the field applicability of the proposed method. The borehole dataset contains information related to the thickness of the deposited soil, in Seoul, South Korea (37°41′33″-37°71′51″N, 126°73′41″-127°26′93″E), surveyed for the development of underground infrastructure. It was acquired from the open geotechnical survey information provided by the Korean Geotechnical Information DB system. It consisted of borehole code, location information (coordinate and altitude), stratum code, stratum start depth, stratum end depth, stratum thickness and stratum name. The stratum was classified according to the standard ground classification of the Seoul. In this study, information on the thickness data of deposit soil in 400 boreholes was used as a dataset for spatial estimation. Figure 2 shows a Meuse dataset with 155 sample points. Figure 2(a) shows the distribution of zinc concentrations and Figure 2(b) shows the histogram and basic statistics of the zinc concentrations. Figure 3(a) shows the distribution of deposit soil thickness included in 400 borehole data. Figure 3(b) shows the histogram and basic statistics of the thicknesses. When analyzing the histograms and statistics, both datasets are similar. The distributions of the attribute values have high positive skewness, which means that they do not have a normal distribution. In addition, most sampled points have low attribute values, and a few points have extremely high values.

![Figure 2. Information about Meuse dataset: (a) a spatial distribution of zinc concentrations and (b) a histogram with basic statistics.](image-url)
4.2. Experimental Setup

To compare the performances of spatial estimation, the algorithms and characteristics of each method are presented in Table 1. As the datasets used for spatial estimation are not normally distributed, the spatial attribute values should be converted to a Box–Cox transformation or indicators to apply the Kriging. In this study, IK was selected as a comparative reference method considering the data distribution and the characteristics, including the zero value in the borehole dataset. The RF was applied for the spatial estimation based on the MLA. In addition, the MLA was divided into three methods depending on the type of transformed input and by applying the PCA.

Table 1. List of the method used in the experiment.

| Algorithms              | Input Type | Applying PCA | Abbreviation |
|-------------------------|------------|--------------|--------------|
| Indicator Kriging       | Coordinate | No           | IK           |
| Random Forest           | Coordinate | No           | RF-Coord     |
| Random Forest           | Distance   | No           | RF-Dist      |
| Random Forest           | Distance   | Yes          | RF-PCA       |

In general, hyper-parameters that require optimization of the RF are the size of the minimum leaf, the number of features for the split node, and the number of trees. A detailed description of the fine-tuning of hyper-parameters is given in Kuhn and Johnson [34]. In this study, the number of trees was set to 500 so that the RF algorithm can be robust against overfitting through trial and error. In the case of the size of minimum leaf and the number of features for the split node, optimization was performed through the grid search method. The minimum leaf size is set to five as a general default setting for the RF for regression. In this study, the intervals from one to five are set as intervals for grid search of the variable. Meanwhile, the number of features for the split node is set to one third of the total number of input variables for the default setting. We used spatial features extracted from the distance vector as an input variable for MLA spatial estimation. Therefore, in the process of reducing the dimension of the input variable by applying PCA, the optimal number of extracted components varies depending on the dataset. Due to this, the grid search interval to optimize the number of features for the split node was set differently for each case. For example, in the case of the number of dimensions reduced to PCA is fifteen in the Meuse Dataset, the interval of the number of feature for the split node is set to 1, 3, 6, 9, 12 and 15, and the interval of the minimum leaf size is set from one to five as a grid search interval. Therefore, the optimal hyper-parameters
were set by comparing the results for a total of thirty cases. In addition, the results of a hundred iterations per grid search case were compared to ensure reliability for performance.

4.3. Cross-Validation Method

In this study, k-fold cross-validation was used because the number of sample data in both datasets was not large enough to perform hold-out validation. The datasets were divided into five folds, and the data of each fold were not biased in a specific area to avoid extrapolation issue in spatial prediction as much as possible (Figure 4).

![Figure 4](image)

**Figure 4.** Results of dividing sample data into five folds considering unbiased spatial distribution for (a) Meuse and (b) Seoul borehole datasets.

4.4. Model Performance Criteria

To compare the performances of the IK and the MLA, R-squared (Eq. 7) and root mean squared error (RMSE) (Eq. 8) were used for performance criteria, along with basic statistics such as average, minimum, and maximum values. Each method was compared through the performances based on predicted attribute values from all sample points generated by five-fold cross-validation. R-squared is given by:

\[
R^2 = 1 - \frac{SS_{residuals}}{SS_{total}} \tag{7}
\]

where \( SS_{residuals} \) is the sum of squared errors at cross-validation points and \( SS_{total} \) is the total sum of squares (i.e., the sum of squared differences between the sample point and their mean).

\[
RMSE = \sqrt{\frac{1}{n} \sum_{a} (\hat{y}(x_a) - y(x_a))^2} \tag{8}
\]

where \( \hat{y}(x_a) \) is the predicted value of \( y \) at cross-validation point \( x_a \) and \( n \) is the total number of cross-validation points.
5. Results and Discussion

5.1. Variogram Modelling for IK

Variogram modelling was performed for IK, a benchmark model that provides a standard for comparing the performance of the methodologies. An indicator transformation was conducted on both datasets to perform the variogram modelling. Nine percentiles, separated according to nine thresholds, were applied for the indicator transform. Figures 5 and 6 show the calculated experimental variograms and the modeled theoretical variogram for the Meuse and Seoul borehole datasets, respectively. Exponential, spherical, and Gaussian models were used to compute the theoretical variograms. The parameters of each theoretical variogram are presented in Table 2. In the case of indicator variogram modelling for the Seoul borehole dataset, the same variogram from threshold one to threshold four is calculated, as shown in Figure 4, because forty percent of the target attribute value is zero.

Figure 5. Experimental (dot) and theoretical (line) variograms calculated for thresholds (a) one to (i) nine of the Meuse dataset.
Figure 6. Experimental (dot) and theoretical (line) variograms calculated for thresholds (a) one to (i) nine of the Seoul borehole dataset.

Table 2. Parameters of theoretical variogram models for each dataset

| Dataset | Threshold Value | Semi-Variogram Model | Nugget (m²) | Sill (m²) | Range (m) |
|---------|----------------|----------------------|-------------|-----------|-----------|
| Meuse   |                |                      |             |           |           |
| 1 (152 ppm) | Spherical | 0.1485               | 1.4499      | 1392.74   |           |
| 2 (187 ppm) | Spherical | 0.2503               | 0.9350      | 832.44    |           |
| 3 (207 ppm) | Spherical | 0.4520               | 0.6623      | 817.70    |           |
| 4 (246 ppm) | Spherical | 0.2586               | 0.8617      | 778.85    |           |
| 5 (326 ppm) | Spherical | 0.4520               | 0.6623      | 817.70    |           |
| 6 (442 ppm) | Spherical | 0.2586               | 0.8617      | 778.85    |           |
| 7 (593 ppm) | Spherical | 0.4520               | 0.6623      | 817.70    |           |
| 8 (741 ppm) | Spherical | 0.2586               | 0.8617      | 778.85    |           |
| 9 (1022 ppm) | Exponential | 0.7566               | 0.1560      | 5282.20   |           |
| Seoul   |                |                      |             |           |           |
| 1-4 (0 m) | Spherical (1st) | 0.7566               | 0.1560      | 5282.20   |           |
| 5 (2.6 m) | Spherical (1st) | 0.6459               | 0.2365      | 4214.28   |           |
| 6 (4.8 m) | Exponential (1st) | 0.3343               | 0.2603      | 3685.97   |           |
| 7 (7.3 m) | Exponential (2nd) | 0.4127               | 0.3280      | 3343.64   |           |
| 8 (11.1 m) | Exponential (1st) | 0.3410               | 0.5919      | 3107.19   |           |
| 9 (15.6 m) | Spherical (2nd) | 0.2364               | 0.7443      | 2580.06   |           |
5.2. Optimization of the Number of PCs

Before comparing the performance of each method, the process of selecting the optimal number of PCs was conducted by evaluating the prediction performance according to the number of PCs. Each performance was evaluated through five-fold cross-validation. R-squared and RMSE were used as performance criteria. Figure 7 shows the results of evaluating the R-squared and RMSE according to the number of PCs in the Meuse and Seoul datasets. As the results predicted from each tree are random in the RF, the prediction can be different even though the algorithm consists of five hundred trees. Therefore, a hundred RFs were performed according to the number of PCs, and each performance was shown in a box-plot. As a result, the best performance was obtained when the number of PCs was fifteen and twelve for the Meuse and Seoul borehole datasets, respectively. Finally, the performance of the proposed method, using the optimal number of PCs, was compared with the performance of other methods.

Figure 7. Results of the performances of spatial estimation according to the number of principal components (PCs): (a) R-squared and (b) RMSE for the Meuse dataset; (c) R-squared and (d) RMSE for the Seoul dataset.

5.3. Validation of Prediction Performances

The prediction performances of each method are specified in Table 3. Figure 8 shows a box-plot comparing the R-squared values of each method. For the RF spatial predictions, the performances are shown as a box-plot because different performances were calculated according to one hundred iterations. On the contrary, for the IK, a line in the box-plot is shown because the same result is obtained regardless of the number of iterations. Overall, when comparing the spatial prediction results of each method for both datasets, the range of target values (i.e., the difference between the maximum and minimum values) predicted by the IK was narrower than the range of true data, and the standard deviation was low. The reason for this is that IK applies ordinary Kriging for each indicator; therefore, the target values of the regions within each indicator are predicted to approximate the average of the individual thresholds.
Due to this local smoothing effect, the range of predicted values tends to appear narrow. On the contrary, the range of target attribute values and standard deviation predicted by applying RF were relatively higher than IK. In addition, the RF spatial estimations were superior to IK in predicting the local high values. The reason for this is that the RF can reflect stochastic uncertainty by predicting target values differently for each tree. The accuracy of spatial prediction, evaluated by R-squared, showed IK was relatively higher compared to RF. However, RF-PCA had the same or better accuracy than IK. As shown in Figure 8 and Table 3, the spatial prediction accuracy of RF-PCA was close to that of IK, 0.46, for the Seoul dataset. In addition, RF-PCA had a higher accuracy than IK with a spatial prediction accuracy of 0.62 for the Meuse dataset. The reason the accuracy of the spatial prediction of RF-PCA was higher than other RF methods is that the regression performance of RF was improved by using a certain number of PCs that had characteristics to explain the spatial relationship between observations. The effect of applying PCA to RF is described in detail in a later discussion section.

**Figure 8.** Prediction performance results: (a) Meuse dataset and (b) Seoul dataset.

**Table 3.** Summary of the results for prediction performance of each methodology with basic statistics.

| Dataset | Parameters | RF-Coo | RF-Dist | RF-PCA | IK | True |
|---------|------------|--------|---------|--------|----|------|
| Meuse   | Mean       | 457.9  | 457.5   | 452.8  | 459.7 | 469.7 |
|         | Max        | 1510.0 | 1416.5  | 1425.3 | 958.4 | 1839.0 |
|         | Min        | 145.1  | 132.0   | 144.7  | 133.0 | 113.0 |
|         | Std.       | 250.1  | 256.2   | 251.2  | 227.8 | 367.1 |
|         | RMSE       | 251.4  | 251.8   | 230.4  | 247.8 | -    |
|         | R-squared  | 0.53   | 0.53    | 0.62   | 0.57 | -    |
|         | Mean       | 5.31   | 5.03    | 5.25   | 5.21 | 5.34 |
|         | Max        | 21.02  | 21.26   | 21.20  | 19.35 | 30.34 |
|         | Median     | 4.10   | 3.68    | 3.82   | 4.03 | 2.60 |
|         | Std.       | 4.38   | 4.46    | 4.28   | 3.92 | 6.89 |
|         | RMSE       | 5.16   | 5.09    | 4.96   | 4.93 | -    |
|         | R-squared  | 0.40   | 0.42    | 0.45   | 0.46 | -    |

5.4. Results of Mapping on Spatial Grids

To compare the performance of estimation for spatial uncertainty, the predicted attribute values were mapped to grids, with a certain distance, for both datasets. The spatial prediction was
performed on 3103 grids spaced 40 m apart for the Meuse dataset and on 58,074 grids spaced 100 m apart for the Seoul dataset. Figures 9 and 10 show the spatial prediction results and the standard deviations of the prediction errors for the Meuse and Seoul datasets, respectively. Overall, correlations between maps applying IK and RF methods were high (each correlation coefficient was higher than 0.9).

The attribute values of RF methods were predicted high near the local outliers, and the standard deviation of the prediction error was extremely high for both datasets, as shown in Figures 9 and 10. The influence of local outliers was largely reflected in the spatial prediction of the RF methods. However, among RF methods, it is difficult to say that RF-Coord is an appropriate spatial estimation technique because it had not only relatively low prediction performance in validation but also had blocky artifacts. On the contrary, RF-Dist estimated spatial patterns smoothly, similar to IK. This can be inferred from the results of bagging, which averages the predicted results of individual trees while taking into account all distances of each observation point as predictor variables [12]. RF-PCA has a weaker smoothing effect in spatial pattern than RF-Dist but is a locally separated trend. As shown in Figure 9 (e), the local trend appearing in the RF-PCA result is confirmed by the diagonal artifact crossing over the entire map for the Meuse dataset.

![Comparison of predictions based on each methodology for the Meuse dataset](image)

**Figure 9.** Comparison of predictions based on each methodology for the Meuse dataset: predicted zinc concentrations ((a) random forest with coordinate input (RF-Coord); (b) RF with distance input (RF-Dist); (c) RF with principal component analysis (RF-PCA); (d) indicator kriging (IK)) and standard deviation of prediction error ((e) RF-Coord; (f) RF-Dist; (g) RF-PCA; (h) IK).
The RF-PCA showed higher prediction performances in validation compared to other methods. However, it was found that artifacts might occur depending on the distribution trend of the target attribute values, as shown in the Meuse dataset (Figure 9(e)). The reason for these artifacts is that each PC extracted by applying PCA to spatial data has a rigid spatial classification characteristic. To support this, it was confirmed that the diagonal direction artifact disappeared when spatial attribute values were estimated, excluding the third PC in the Meuse dataset, as shown in Figure 11.

Figure 11(a) is the RF result of setting the fifteen PCs, including the third PC as input, and Figure 11(b) is the RF result of setting the input after excluding the third PC in the fifteen PCs. With mapping results, R-squared was 0.61 when the third PC was included, but if it was excluded, the performance was lowered to 0.54. In conclusion, the third PC has a classification characteristic about the distribution of zinc concentrations, which improves the prediction performance of the RF. However, its rigorous classification characteristic creates artifacts in spatial mapping. This can also be seen as a problem that can occur when learning variables with strong discrimination for predicting values are in a tree-based approach. Therefore, it is necessary to figure out whether visible artifacts are generated when an MLA that is not tree-based is applied in future works.

On the contrary, as the number of PCs used in the RF excessively increases, the accuracy of spatial prediction decreases, and therefore the target values were underestimated. Figure 12 shows
the prediction results in a scatter plot after five-fold cross-validation for both datasets according to the number of PCs. As the number of PCs increased, the slope of the trend line with zero intercept decreased. Through this, it was assumed that the RF was underestimated. In addition, the underestimated prediction trend was confirmed by the gradual decrease of the average and maximum values of the predicted results, as described in Table 4.

![Figure 12](image-url). Results of five-fold cross-validation of RF-PCA according to the number of PCs increasing for the (a) Meuse dataset and (b) Seoul dataset.

**Table 4.** Summary of the prediction performances of RF-PCA according to the number of the PCs with basic statistics.

| Dataset | Parameters | RF-PCA 15 | RF-PCA 30 | RF-PCA 50 | RF-PCA 100 | True  |
|---------|------------|-----------|-----------|-----------|------------|-------|
| Meuse   | Mean       | 452.8     | 445.5     | 438.2     | 426.3      | 469.7 |
|         | Max        | 1425.3    | 1227.2    | 1123.9    | 1010.7     | 1839.0|
|         | Median     | 383.7     | 386.8     | 388.8     | 373.6      | 326.0 |
|         | Min        | 144.7     | 147.7     | 158.9     | 168.8      | 113.0 |
|         | Std.       | 251.2     | 235.6     | 223.7     | 208.2      | 367.1 |
|         | RMSE       | 230.4     | 243.5     | 246.7     | 257.4      | -     |
|         | R-squared  | 0.62      | 0.58      | 0.57      | 0.55       | -     |
| Seoul   | Mean       | 5.25      | 5.02      | 4.81      | 4.22       | 5.34  |
|         | Max        | 21.20     | 19.87     | 19.78     | 18.28      | 30.34 |
|         | Median     | 3.82      | 3.74      | 3.72      | 3.20       | 2.60  |
|         | Min        | 0.13      | 0.07      | 0.21      | 0.34       | 0.00  |
|         | Std.       | 4.28      | 4.04      | 3.84      | 3.36       | 6.89  |
|         | RMSE       | 4.96      | 5.01      | 5.06      | 5.26       | -     |
|         | R-squared  | 0.45      | 0.44      | 0.44      | 0.43       | -     |

It is assumed that this effect occurs because the PCs extracted in a late order have the low explainable ability for the original data. PCs have characteristics only for regions with low attribute values that make up the majority of the data in both datasets. Accurately adding components for spatial estimation can increase the performances to classify and predict the target values of the dataset, such as fine-tuning effects. However, if PCs are added excessively, the variable that can explain low attribute values in the algorithm becomes dominant. This reduces the explainable ability for local outliers with high attribute values in the algorithm and causes the trained model to underestimate.
6. Conclusions

Recently, research cases for spatial estimation through application of MLA in addition to the traditional geostatistical techniques are increasing. For the purpose of improving the spatial estimation performance of MLA, this study focused on comparing the difference in performance according to the transformation type of coordinates, which can be considered as basic inputs in spatial estimation. We proposed a methodology that uses spatial features extracted from the distance vector. As a result, MLA showed prediction performances and the results of spatial mapping similar to those of Kriging. It is worth noting that the spatial estimation performance can be improved while solving the problem of increasing complexity for spatial estimation of MLA due to the use of the distance vector proposed in the previous study. A summary of the strengths of the proposed methodology are as follows:

1. Spatial estimation through MLA does not require assumptions about stationarity and variogram modelling. Moreover, additional transformation and back transformation for target variables are not required.
2. Spatial correlation of data could be considered by using the distance vector as an input in the MLA. By applying PCA to the distance vector, it was possible to reduce the complexity of the input variable. Due to this, the computational cost of MLA is reduced, and the spatial estimation performance could increase.
3. These results were obtained using only the coordinates for spatial estimation, without the addition of other covariates. Therefore, the proposed methodology can be used as a method for improving the performance of estimation in problems where there is no information available other than location information of sample data when using MLA.

The proposed method has the above-mentioned advantages, but suffers from issues relating to spatial mapping, which need to be addressed through additional research, to improve the method into a more robust methodology. The issues are as follows:

1. As a result of the application of the proposed methodology, the spatial estimation performance has improved, but artifacts have occurred according to the characteristics of the tree-based algorithm during the mapping process, which may vary depending on the spatial distribution of the target data. In future works, we should compare the results of applying the proposed method to MLA techniques other than RF, or study how to mitigate these effects in other ways.
2. The computational cost of RF was reduced by applying PCA, but a direct comparison of computation cost was not conducted because a large dataset was not used. In future studies, we will apply the proposed method for a large point dataset and study the cost-effectiveness.
3. The future studies can include the exploration of the application and effects of various techniques that can be used as a tool to extract spatial features other than PCA.
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