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Abstract. Digitalization is one of the key distinctive features of modern environment and social life. Nowadays more and more functions are transferred to the artificial mind. How effective is the replacement of human activity with computer activity? In the given article, this problem is solved by an example of integration of digital technologies into translation activities. It this paper, emphasis is placed on the quality of machine translation (MT) output of legal texts in the language pair English – Slovak. It studies a Criminal Code formulated in the Slovak language which was translated by a human translator into English and consequently via machine translation system Google Translate (GT) back into Slovak. The back-translation – translation of a translated text back into its original language – as a quality assessment tool to detect discrepancies, mistranslations and inevitable differences between the source text and the target text was used. The quality of MT output was evaluated according to Multidimensional Quality Metrics (MQM) standards with the focus on the dimension of ‘Fluency’. The multiple comparisons were applied to determine which issues (errors) in ‘Fluency’ dimension differ from the others. A statistically significant difference is noticed between ‘Agreement’ and other issues, as well as between ‘Ambiguity’ and other issues. The errors in ‘Agreement’ are related to the differences between the languages: English is considered mostly an analytic language, Slovak represents a synthetic language. The issues in the ‘Ambiguity’ dimension correlate with the type of the text being examined, since legal texts are characterized by relatively complicated wording and numerous terms; moreover, accuracy and unambiguity need to be preserved. Generally, the MT output is able to provide users with basic information about the text. On the other hand, most of the segments need revision and/or correction; in such cases, human intervention and post-editing is necessary.
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Introduction

Since contemporary translation industry is limited by various factors, i.e. fast-moving society, time-saving strategies and financial costs, the use of printed dictionaries is now deemed obsolete. Translators are adopting effective devices such as Computer-Assisted Translation (CAT) tools (e.g. Translation memory software, Linguistic search engines or Terminology management software) or Machine Translation (MT) systems. Machine translation outputs can convey basic information or meaning of the translation; on the contrary, they do not provide a user with flawless texts. To get correct and logically organized texts, MT outputs need to be subsequently post-edited by human. Considering both, human and machine translation, it is necessary to discuss the main principle of translation which is decoding of the meaning of source text into target text. Apart from grammatical – i.e. syntactic and semantic rules characteristic for both languages – translator needs to have a command of exceptions, idiomatic expressions, dialectal and slang words. The situation with machine translation is much complicated. Despite its broad vocabulary, grammatical rules and ability to translate comprehensibly, MT system is still not enough trained to convey the meaning of the text. In order to ensure successful transfer, it is important to evaluate the application of machine translation for particular type of text. Present systems of machine translation are able to provide a user with translated outputs of acceptable quality, e.g. technical documents, sports summaries, weather forecasts, instruction manuals since their vocabulary is limited. According to Munkova and Munk (2016. P. 21), MT systems try to cover all language aspects and to obtain MT output of higher quality.

Source text and its translation need to fulfill the same criteria of text. Moreover, the translation needs to meet requirements of equivalence between source and target text. Munkova and Munk (2016. P. 63) claim that the demand of equivalence or concordance differs from secondary translated texts (indirect translations) in source language; equivalence is comprehended as correspondence of source text with text in a different language. A principal factor of quality evaluation is ‘raw’ MT output. They also suppose that in order to gain translation of standard quality, the quality of machine-translated output is given by a number of required corrections. The method directly evaluates translated output from the point of view of the time needed for its revision (post-editing).

Melby et al. (2014. P. 279) claim that:

[the proposed framework consists of a new and universal definition of translation quality, a recently published systematic way to construct the translation specifications that are crucial to this definition, and two types of translation-quality metrics based on this definition and specification system: a rubric approach to assessing the result of a post-editing task, and an error-category approach to assessment of translation quality, whether it is human, machine, or post-edited translation.

Related work

Svoboda (2015. P. 247) claims that the issue of machine translation can be discussed from the aspect of the process, product, user, purpose, and correspondence with norms.
According to Munkova (2013. P. 22), other significant factors influencing a number of corrections of MT output are the following: editing time, readability, comprehensibility, the meaningfulness of MT text and comprehension of source text. To eliminate ambiguous words and polysemy and to simplify sentence structures, translator edits text before translation process (pre-editing), after translation process (post-editing), or during quality checking. Post-editing represents a key part of MT process. In this phase, professional translators or linguists review MT output and correct semantic and grammatical errors in the text. The aim of pre-editing and post-editing is to obtain maximum effectiveness and high quality of MT.

**Post-editing and machine translation**

Čulo et al. (2014. P. 201) claim that

[a] special type of translation revision is the case of post-editing MT output. Machine translation output is still quite error-prone, and poses very specific problems, as it sometimes may ‘hit the nail on the head,’ but in other cases may completely fail the translation of a simple word.

The role of post-editing of MT output is the following:
– to assure the same meaning in both MT output and human translation;
– to achieve the same comprehensibility in both translations – machine and human;
– to assure clear punctuation – sentences starting with capital letters and finish with full stops, to capture the meaning with minimum corrections (there is no need to adjust words and word expressions in MT output when they are acceptable).

Munkova and Munk (2016. P. 86) assert that the translator’s task is to correct MT output to the level of acceptability in terms of quality. Time of post-editing is given by factors such as working place, concentration, and tolerance of error rate.

Prunč (2007. P. 31) states that

[t]he most rudimentary MT output created in the early years helped to develop translation as a science because it proved that the transfer between two languages is much more complex than assumed. Post-editing has moved into focus as a more efficient and cost-effective method of translation, while globalization trend reflects an increasing demand for translational services. Post-editing of machine translation (PEMT) is likely to become generally accepted, a separate part of the translational landscape.

There are two main types of post-editing distinguished: ‘light post-editing’ and ‘full post-editing’ (with the emphasis on stylistics). Within light post-editing, the aim of a translator is to provide a simple and comprehensible MT output with minimal corrections. This kind of translation is mostly used for personal purposes, and also when quick translation is required. Full post-editing requires more corrections, and it provides translation of a higher quality. Full post-edited MT output is a highly-comprehensible and stylistically neat translated text which can be used for external purposes as it is of publishable quality (TAUS, 2010a, 2010b).

There are many studies dealing with the effectiveness of post-editing (Koponen, Salmi, 2015; Aranberri et al., 2014; Guerberof, 2014; Zhechev, 2014; Carl, Kay, 2011; García, 2010; Popović et al., 2014). Many of them prove that post-editing is a generally faster process than human translation. The question is, how time-saving post-editing is in a real situation. Some translation agencies suggest
that it saves up to 40 per cent; scientists argue it is only 20 per cent. Nevertheless opinions differ, clients mostly prefer post-editing to human translation due to low costs (Plitt, Masselot, 2010).

The rising demand for post-editing services increases the demand for trained post-editors, too. Machine translation represents an effective and cheaper tool when translating a great volume of texts. MT is being adopted and used by more translators and translation agencies which are via MT becoming more effective, quicker and required. Machine translation has no ambitions to substitute human translation; it represents more effective process combining editing, modification, and correction of MT output (Munkova, Munk, 2016; O’Brien et al., 2014).

**Typological characteristics of English and Slovak language**

According to Dolník (2013. Pp. 88–89), typology classification is based on common structures of language features regardless their genetic, historic and areal relationships. The features occur in particular languages in various extent. The most common scheme concerning morphological patterns in languages (devised and developed by W. Schlegel, A. Schleicher, W. Humboldt, H. Steinithal, E. Sapir and V. Skalička) is as the following: (1) analytical/isolating type; (2) synthetic type – a) agglutinative and b) flexive; (3) introflexive, and (4) polysynthetic.

English and Slovak, the languages examined in the research, can be generally characterized like this: English is mainly considered an analytic language, and Slovak as a synthetic language (also flexive, or flective) (Vaňko, 2015. P. 24).

According to Vaňko (2015), grammatical meaning in analytic languages is reflected analytically – i.e. by specific verbs – one carrying a lexical meaning and other auxiliary or grammatical meaning. The English form ‘he did not write’ has its Slovak equivalent ‘nepísal’ and the English form ‘they will not go’ the Slovak form ‘nepôjdu’. A low degree of inflection of main verbs in English correlates with a relatively high number of multiple-word verbs. Analytic languages do not e.g. reflect the differences between nominative and accusative case by forms; word order in such languages is firmly fixed. In English, there is only one way to express the meaning ‘Peter loves Eve’, whereas in Slovak there are two possibilities: ‘Peter ľúbí Evu.’ and ‘Evu ľúbí Peter.’ Suffixes ‘-0’ (zero, no suffix) and ‘-u’ of the proper nouns ‘Peter-0’, ‘Ev-u’ indicate which person takes the role of the subject (‘Peter’) and the object (‘Ev-u’). Personal pronouns used in the positions of subjects are obligatory as they indicate grammatical meaning of person (due to the low degree of verb’s inflection): ‘I go’ (English), ‘chodím’ not ‘ja chodím’ (Slovak) (Dolník, 2013. P. 92).

According to Ondruš and Sabol (1984. P. 186), the Slovak language is preferably characterized by synthetic morphology. It is given by numerous forms and morphemes, or derivational affixes which express different grammatical categories (e.g. gender, number, case) preferably by one formal feature. For example, the morpheme -u in the form ‘žen-u’ (‘woman’) reflects feminine gender, singular number and accusative case. Synthetic languages are characterized by synonymy and homonymy of case affixes.

Vaňko (2015. P. 27) explains that grammatical meaning is expressed by inflection, i.e. suffixes (e.g. ‘knih-a’, ‘knih-y’ – ‘a book’, ‘of a book’/‘books’). A suffix can distinguish grammatical meanings of the given word, e.g. the form
‘ruk-e’ – ‘to a hand’ or ‘about a hand’ – as dative or locative case. Further, Slovak is characterized by numerous verb patterns (14) and identical suffixes for expressing person and number in present indicative form by (e. g. suffix ‘-m’: čita-m, robi-m – ‘I am reading, I am making’). For more details see Welnitzová (2020).

Legal texts

Administrative style is distinguishable in the texts of official communication, exemplified in the Criminal Code of the National Council of the Slovak Republic. The text and its translations are discussed in the first part of our research.

Based on Koller’s theory of translation based on adequacy, equivalency, and linguistic approach, legal texts belong to a group of factual texts. The function of the source text being studied is preferably informative; it aims to transfer information between professionals in the same field (Ďuricová, 2013. P. 34)

Schneiderová (2013. P. 97) claims that the translation of legal texts belongs to the oldest and most important translations worldwide. Such texts are characterized by specific wording, and terminology. In translation, the most important task is to convey the meaning from source language into target language with the emphasis on the text as a whole. Gromová and Müglová (2005. Pp. 90–91) suggest that in translation of legal texts, translators need to take into consideration the concept of unified legal system. When legal terminology of target language does not provide translator with an adequate term, they search for other translation solutions, mostly word-to-word equivalents.

The examined text has primarily informative function, i.e. it highlights content and information. Müglová (2009. P. 218) claims that texts with predominantly informative function are structured at semo-syntactic level. The aim of the translation is to convey overall and complete content, considering dominant standards of reader’s culture (Azizi et al., 2020; Khonamri et al., 2020).

Some translatologists suppose that the texts of laws and agreements do not fully apply to informative function (Ďuricová, 2013). Newmark (1982. Pp. 13–15) considers regulations and laws conative, i. e. vocative texts.

In terms of legal language, there are two functions of language: informative and regulatory, i. e. descriptive and prescriptive in terms of legal terminology. Laws, codes, agreements, and legal regulations are legal texts with predominantly prescriptive function (Bocquet, 1994. P. 2).

Back translation

Back translation – translation of a translated text back into its original language – has been used primarily as a translation quality assessment tool and standard translation procedure (Dept et al., 2017; Harkness et al., 2010). It has been widely used to allow researchers to make inferences about the quality of the translation (Brislin, 1970, 1984) or to show the extent of equivalency between the source text and the target text (Chidlow et al., 2014). Its purpose is to evaluate the quality of translation by comparing the back translation with the source text (Harkness, Schoua-Glusberg, 1998).

Son (2018) suggests to use back translation not as a translation quality assessment tool, but as a documentation tool. Back translation can then support explanatory prose justifying translation decisions and show the differences between
the source text and the translation or between the different translated versions of the same text. The approach is not intended to check the quality of the translation but instead to enhance the documentation of translation decisions, and also to promote harmonizing translations between languages.

**Translation quality assessment and machine translation**

According to Munkova and Munk (2016, P. 75), evaluation of the quality of machine translation regards both the quality of machine translation and user’s satisfaction. Nowadays, there are various models and approaches to MT evaluation. The most popular is White’s model (2003) which focuses on feasibility, internal evaluation, declarative evaluation, usability, operational evaluation, and comparison. Melby et al. (2014, P. 287) introduces two basic approaches: ‘error-count approach’ (or analytical approach since it expresses quantity and frequency in percentage) working on the determination of errors and quantity, and ‘rubric approach’ in which post-editors evaluate translation on the scale 1–5 (1 meaning that translation does not meet requirements; 5 meaning it meets requirements in all categories).

**Multidimensional quality metrics and machine translation**

Since there is no special error typology for evaluating and measuring translation quality for languages like Slovak (synthetic language with many inflectional morphemes), and other existing evaluation methods do not provide a complex error typology according to which adequate evaluation could be carried out, we decided to use a general framework MQM (Multidimensional Quality Metrics). MQM is a framework for the description of translation quality, regarding the aspect of logic and coherence of the text. Although MQM is used to evaluate various aspects of translation, in our paper we will study and discuss the dimension (category) of ‘Fluency’ in more details.

MQM framework was proposed by the German Research Center for Artificial Intelligence (DFKI) in 2015 (http://qt21.eu/mqm-definition).

It defines the quality as the 'adherence of the text to appropriate specifications'. The quality of translation reflects the accuracy and fluency of the text designated for users for their specific purposes. Specifications are characterized as a 'description of the requirements for the translation' (MQM, 2016).

MQM helps to achieve fast, high-quality and holistic evaluation with a focus on text as a whole. At the same time, it analyses specific issues of a particular text. It can be used for automatic or manual evaluation of any type of text. The German institution dealing with evaluation of translation's quality claims that MQM 'allows quality to be evaluated along multiple dimensions, allowing you to identify specific problems and understand the strengths and weaknesses of specific translations' (MQM, 2016).

The given metrics do not track the mentioned dimensions in each type of text; it focuses on a particular, the most distinctive dimension of the text. In a case of different translations of one source text (original), it provides an overview of specific features and qualities of each translation. By their comparison and evaluation, an evaluator can choose the most adequate solution for a particular situation.

MQM represents a descriptive list discussing more than 100 metrics to assess the quality of translation and to identify specific issues in given texts.
The issues are hierarchically structured, proceeding from marginal to the detailed ones. The framework is a wide-ranging scheme covering clear and unambiguous translation issues like e.g. ‘Mistranslation’, or more complex ones, e.g. ‘Design’. Obviously, the most intricate issue is the adequacy of translation from source language into the target language, regarding cultural specifics. As all the issues are defined clearly, evaluator is able to define the quality of translation with its specifics in objective and clear way. For these purposes, the standards applying translation specifications according to ASTM F2575 can be helpful (Standard Guide for Quality Assurance in Translation).

The metrics represent the issues which can be found in the text. The eight main dimensions of MQM framework are the following: ‘Accuracy, Design, Fluency, Internationalization, Locale convention, Style, Terminology, and Verity’. The dimension ‘Other’ covers the issues which cannot be classified in other dimensions of MQM; the dimension ‘Compatibility’ includes issues taken from legacy metrics that are not considered appropriate for general use in MQM. The most addressed dimensions of metrics are ‘Accuracy’ and ‘Fluency’. The main dimensions are further divided into several sub-dimensions, thus the MQM core contains 20 categories covering the most frequent issues. The dimensions ‘Accuracy, Fluency, and Verity’ are the most wide-ranging. In our study, we deal with the dimension of ‘Fluency’ with its sub-dimensions, as designed in MQM.

MQM defines ‘Fluency’ as the category which ‘includes those issues about the linguistic 'well-formedness' of the text that can be assessed without regard to whether the text is a translation or not. Most Fluency issues apply equally to source and target texts’ (MQM, 2016). Fluency is highly dependant on the grammar of the language and since Slovak is considered a synthetic language (with numerous morphemes and inflections), fluency affects the comprehensibility of the text most.

The dimension ‘Fluency’ includes the sub-dimensions of ‘grammar, grammatical register, inconsistency, spelling, typography, and unintelligible’.

Research objective

The idea of back-translation in statistical machine translation appears in various contexts, using it for semi-supervised learning (Bojar, Tamchyna, 2011), or in self-training (Goutte et al., 2009). Generally, back-translation approach still improves translation accuracy in all language pairs with a low-resource setting (Hoang et al., 2018. P. 18).

The aim of the research is to examine the quality of machine translation (MT) output of legal texts (a Criminal Code formulated in the Slovak language) which was translated by a human translator into English and consequently via machine translation system Google Translate (GT) back into Slovak. Using back-translation method (translation of a translated text back into its original language), we carried out the assessment based on Multidimensional Quality Metrics MQM framework to detect discrepancies, mistranslations and inevitable differences between the source text and the target text. We evaluated the quality of MT output according to Multidimensional Quality Metrics (MQM) standards with the focus on the dimension of ‘Fluency’.
Following the aim of the research, we defined the assumptions:

1) we assume that the occurrence of the issues defined in MQM correlates with the style (type) of studied text. It would be reflected in the occurrence of particular issues, and some issues may not even occur in the examined text;

2) we assume a certain extent of relationship among the ‘Fluency’ issues. On the other hand, we assume there are statistically significant differences in the occurrence of ‘Fluency’ issues in text of administrative style;

3) we assume that the number of ‘Fluency’ issues (according to MQM) correlates with the number of words in MT output in particular segments;

4) we assume that the number of ‘Fluency’ issues (according to MQM) correlates with the number of final corrections (edited times) of particular segments.

In other words, using correlation analysis and multiple comparisons, we analyze the occurrence and relationships of error in the category of ‘Fluency’ defined by MQM.

**Methods**

Our research was carried out on the principals of back-translation; it means the original document was translated by a human translator from Slovak into English and consequently translated by Google Translate (commonly used MT system) from English into Slovak (ST_SK=>HT_EN=>MT_SK).

We examined a legal text, containing relatively complicated and structured wording with numerous terms. The source text represented the ‘Criminal Code’ in the Slovak language (the extent of 16 standard pages), proposed by the National Council of the Slovak Republic and translated by a human translator (the certified translator Mária Šurcová) into English language. Since the original of ‘Criminal Code of the National Council of the Slovak Republic’ established for Slovak legal system is the official document written in the mother tongue, we considered this text flawless and natural.

In the MT output, we identified the issues related to ‘Fluency’ dimension of MQM: 1. ambiguity, 2. character-encoding, 3. coherence, 4. cohesion, 5. corpus-conformance, 6. duplication, 7. grammar, 8. grammatical-register, 9. inconsistency, 10. index-toc, 11. broken-link, 12. nonallowed-characters, 13. offensive, 14. pattern-problem, 15. sorting, 16. spelling, 17. typography, and 18. unintelligible. Due to the character of the examined text, we assumed that some errors would not be identified in the text.

After the identification and analysis of errors (sample see in Table 1), we evaluated the MT output. We calculated the frequency of the errors and numbered the segments which needed post-editing. Consequently, we post-edited the MT output segment by segment (1 sentence representing 1 segment). Then we compared the MT output with the human translation (HT_EN), and in the incomprehensible segments with the original ST_SK text. The MT output was post-edited in a virtual environment OSTEPERE (a system for translation, post-editing and evaluation of machine translation (Munková et al., 2016; Benko and Munková, 2016), in which post-editing, classification of errors, even keyboard time, thinking time and edited-time was recorded.
Table 1

| ID | ST_SK       | HT_EN            | MT_SK             | Type of error         |
|----|-------------|------------------|-------------------|-----------------------|
| 11 | PRVÁ ČASŤ  | PART ONE         | ČASŤ PRVÁ         | Word-order            |
| 12 | VŠEOBECNÁ ČASŤ | GENERAL PART    | GENERAL PART      | Untranslated          |
| 13 | § 1         | Section 1        | Sekcia 1          | Terminology           |
| 14 | Predmet zákona | Purpose of the Act | účel zákona      | Terminology capitalization |

Note: ST_SK (original text for translation in Slovak), HT_EN (human translation from Slovak into English), MT_SK (machine translation from English into Slovak).

To test the differences between the dependent samples (‘Fluency’ MQM errors) and to determine the degree of agreement, we used nonparametric methods – Kendall coefficient of agreement and Cochrane Q test, since the examined variables are binary.

For multiple comparisons, we used parametric but sufficient Tukey’s HSD test, in which the average error rate represents the proportion of errors (relative error rate), given the binary character of the examined variables.

When discussing the error rate of individual spheres of errors, we used the interpretation of dependence rate according to Cohen (1988) <10 meaning trivial incidence, 10–30 low, 30–50 medium, 55–70 high, > 70 very high incidence.

Results

After the identification of the errors, we found out that some issues from ‘Fluency’ dimension of MQM were not identified, thus we did not consider them in the further analysis: 5. corpus conformance, 9.1 inconsistent abbreviations, 9.2 images vs. text, 9.3 inconsistent link, 9.4 external inconsistency, 10.1 index/toc format, 10.2 missing/incorrect toc item, 10.3 page references, 11.1 document external link, 11.2 document internal link, 12. nonallowed characters, 13. offensive, 14. pattern problem, 15. sorting, 16.2 diacritics, 17.2 unpaired marks and 17.3 whitespaces.

To determine the extent of the significance of ‘Fluency’ issues occurrence, some variables needed to be transformed (binarized) to 0/1. To meet the criteria of Cochran’s Q test, we transformed the issues with occurrence more than one to one (0/1) in particular segment; e.g. the issue ‘coherence’ could occur only once in a segment. The issues such as ‘function words’ could occur more than once in a segment. Such errors were transformed into 1 (0/1). We restricted the occurrence of errors to 0/1, and we did not record the frequency of the given issue in the segment, i.e. the issues were represented by binary quantity.

We stated the null hypothesis:

H0: ‘There are no statistically significant differences in occurrence among ‘Fluency’ issues in the text of administrative style’.

Based on the results of Cochran’s Q Test ($Q = 476.3583$, df = 14, $p < 0.000000$), we reject the null hypothesis at a 99.9% level of significance, i.e. there are statistically significant differences in the occurrence of the given ‘Fluency’ issues.
After the null hypothesis was rejected, we were interested in statistically significant differences among categorized errors. Based on multiple comparisons (Tukey HSD test), we identified 7 homogeneous groups, i.e. groups of issues with approximately equal (statistically no significant differences) proportion of occurrence of ‘Fluency’ issues in the examined text (Table 2).

The minimal occurrence was noticed in the issue 8. to the issue 1.1: grammatical-register, character-encoding, duplication, part-of-speech, tense-mood-aspect, word-order, and unclear-reference – they were related to maximum 16% of sentences; the highest occurrence (more than 20%) was identified in issue 7.1 to the issue 1.: function-words, punctuation, unintelligible, coherence, cohesion, capitalization, agreement (46.4%) and ambiguity (49%).

A statistically significant difference was noticed between ‘Agreement’ and other issues, as well as between ‘Ambiguity’ and other issues. The most frequent issue was ‘Ambiguity’ (in 96 from 196 segments). This type of issue is related to both source and target text. ‘Ambiguity’ in the process of translation needs to be replaced by the issue ‘ambiguous-translation’, which is related to terminology and standard language typical for a given type of the text.

The second most frequently occurring issue was ‘Agreement’ (in 91 from 196 segments); ‘Agreement’ and ‘Ambiguity’. Mostly, the errors in the category of ‘Agreement’ refer to the issues of inflection in the Slovak language: in the segment 11, the issue ‘Agreement’ was identified 6 times, in some segments, it occurred just once; maximum occurrence was 21 times in one segment.
Since the variables (‘Fluency’ issues) have no normal distribution, for the last two assumptions we used nonparametric correlations – Kendall Tau Correlations.

We tested the null hypothesis H0: ‘Occurrence of ‘Fluency’ issues does not correlate with the number of words in MT output in the given segment’. Since the transformation was not needed in this case, we used the original simple frequency of occurrence of the issues found in the segments.

### Table 3

| Fluency issues | Valid N | Kendall Tau | Z     | p-value   |
|---------------|---------|-------------|-------|-----------|
| 1. ambiguity  | 196     | 0.329420    | 6.85656 | 0.000000  |
| 1.1 unclear-reference | 196 | 0.186820 | 3.88849 | 0.000101  |
| 2. character-encoding | 196 | -0.043948 | -0.91473 | 0.360331  |
| 3. coherence  | 196     | 0.504738    | 10.50563 | 0.000000  |
| 4. cohesion   | 196     | 0.507195    | 10.55677 | 0.000000  |
| 6. duplication | 196     | 0.189394    | 3.94206 | 0.000081  |
| 7.1. function-words | 196 | 0.349012 | 7.26435 | 0.000000  |
| 7.2.1 agreement | 196 | 0.614185 | 12.78366 | 0.000000  |
| 7.2.2. part-of-speech | 196 | 0.152336 | 3.17072 | 0.001521  |
| 7.2.3. tense-mood-aspect | 196 | 0.300947 | 6.26392 | 0.000000  |
| 7.3. word-order | 196 | 0.295293 | 6.14624 | 0.000000  |
| 8. grammatical-register | 196 | 0.102148 | 2.12610 | 0.033495  |
| 16.1. capitalization | 196 | -0.378451 | -7.87710 | 0.000000  |
| 17.1. punctuation | 196 | 0.445918 | 9.28135 | 0.000000  |
| 18. unintelligible | 196 | 0.476232 | 9.91232 | 0.000000  |

Except for ‘character-encoding’ issue (coefficient Kendall Tau is statistically insignificant), all identified ‘Fluency’ issues correlate with the number of words in MT output in the given segment (Table 3). This dimension does not contain any other sub-dimensions and it is related to both source and target texts. Characters are garbled due to incorrect coding. The issue ‘Capitalization’ also associates with the number of words in MT output, but the values are changed together in the opposite direction, i.e. with an increasing number of words, the occurrence of ‘Capitalization’ is decreasing. This seems to be quite natural for the type of the examined text (‘Criminal Code’), where names of sections and definitions of terms consisting of one or more words (maximum 3) are capitalized.

Similarly, the last null hypothesis was tested H0: ‘The occurrence of ‘Fluency’ issues does not correlate with the number of final corrections (edited times) in a segment’.

The results (Table 4) show that the issues ‘Ambiguity, Coherence, Cohesion, Agreement, Tense-mood-aspect, and Unintelligible’ do not correlate with the number of corrections.

Some segments (e.g. segment 88 or 89) were post-edited by the post-editor again. The issue ‘Coherence’ has no sub-dimensions, and it is related to both texts: source text and target text. It reflects the relationship between two and more
semantic features in the text, where one feature anticipates another feature and their interpretation is mutually dependent. ‘Cohesion’ is connected with ‘Coherence’. ‘Cohesion’ applies to incorrect or missing elements which are needed for the intended meaning of the text, ‘Coherence’ considers the text as a whole. The dimension ‘Unintelligible’ represents an issue in both source and target language, and it is often connected with spelling and grammar.

### Table 4

| Fluency issues                         | Valid N | Kendall Tau | Z         | p-value |
|----------------------------------------|---------|-------------|-----------|---------|
| 1. ambiguity                           | 196     | 0.152155    | 3.16696   | 0.001540|
| 1.1 unclear-reference                  | 196     | 0.075037    | 1.56182   | 0.118331|
| 2. character-encoding                  | 196     | –0.048238   | –1.00403  | 0.315362|
| 3. coherence                           | 196     | 0.181856    | 3.78517   | 0.000154|
| 4. cohesion & edited-times             | 196     | 0.221285    | 4.60584   | 0.000004|
| 6. duplication & edited-times          | 196     | 0.042425    | 0.88303   | 0.377220|
| 7.1. function-words                    | 196     | 0.057085    | 1.18816   | 0.234768|
| 7.2.1 agreement                        | 196     | 0.199313    | 4.14852   | 0.000033|
| 7.2.2. part-of-speech                  | 196     | 0.035882    | 0.74684   | 0.455159|
| 7.2.3. tense-mood-aspect               | 196     | 0.252333    | 5.25208   | 0.000000|
| 7.3. word-order & edited-times         | 196     | –0.011034   | –0.22967  | 0.818352|
| 8. grammatical-register                | 196     | –0.021350   | –0.44439  | 0.656762|
| 16.1. capitalization                   | 196     | –0.084354   | –1.75574  | 0.079132|
| 17.1. punctuation                      | 196     | 0.054714    | 1.13883   | 0.254776|
| 18. unintelligible                     | 196     | 0.181856    | 3.78517   | 0.000154|

### Discussion and Conclusion

The given article introduces the issue of machine translation, a relatively new topic in our academic and professional environment. Its task was to present the most serious errors of machine translation in the direction English – Slovak language, based on typological characteristics of languages according to MQM. Using correlation analysis and multiple comparison, we aimed to analyze the occurrence and relationships of error categories in the sphere of ‘Fluency’ defined by MQM.

We found out that 17 sub-dimensions of MQM were not applicable in the examined text. They are mostly connected with additional text information (e.g. web links and references) which is not typical for legal texts.

We can generally state that the MT output is comprehensible and a reader can get the meaning of the text. However, most of the segments require revisions since legal texts are characterized by unambiguity and accuracy. The discrepancies between the human translation and the MT output were caused by inadequate machine translation transfer; the errors mainly concern inflection, conjunction, and terminology.

Comparing the ST_SK text (source text in Slovak) and the MT_SK text (MT output in the source language) we can say that in the MT_SK text, there were
numerous errors in the category of ‘Fluency’. The most errors were related to the dimension of ‘Agreement’ (237 errors in 91 out of 196 segments) which were highly related to the incorrect use of suffixes. They primarily did not affect the meaning of the words but instead overall comprehensibility of the output.

The post-editing process primarily concerned the correction of errors related to grammar. Basically, Google Translate managed to convey the basic meaning of the source text into the MT output with relatively significant differences, ambiguities and difficulties when tracking logical connections in the text. Thus, ‘Ambiguity’ (98 errors in 96 segments) is considered the most frequent issue in the MT output. The incorrect terms, vague references or expressions, and unclear contexts, needed human intervention. Since legal texts are characterized by unambiguity and accuracy, post-editing of the given text from both points of view would be needed. Otherwise, incorrect translation could lead to misunderstanding of the text. For example, the segment of the ST_SK text containing the term ‘zákon’ (law) was translated as ‘law’ by the human translator, but as ‘zákonník’ (code) by Google Translate. According to Cambridge online dictionary, ‘law’ is ‘a rule made by a government that states how people may and may not behave in society and in business, and that often orders particular punishments if they do not obey, or a system of such rules’ (e.g. civil/criminal law), ‘code’ is ‘a set of rules and laws’ (e.g. the state's legal code). The shift in the meaning (law – code) would cause misunderstanding of the term and an error in accuracy.

The MT’s suggestion ‘trest odňatia pokutu’ in segment 77 represents another incorrect term translation. First it seems that it refers to the term ‘trest odňatia slobody’ (custodial penalty). The incorrect translation is used in four cases (out of six), the correct term ‘trest odňatia slobody’ is used in two translations. It is obvious that these segments need to be post-edited; otherwise, the correct translation can lead to misunderstanding of the translation.

A similar problem can be noticed in the segment 96 ‘dôstojník Zboru väzenskej a justičnej stráže SR’ (an officer of the Corps of Prison and Court Guard of the Slovak Republic). The source text refers to the ‘príslušník Zboru väzenskej a justičnej stráže SR’ (a member of the Corps of Prison and Court Guard of the Slovak Republic). As there is a significant difference between the term ‘officer’ and ‘member’ in this context; we can identify a serious terminology error which is being repeated in the whole MT output.

Nowadays, machine translation represents an effective tool for many translators and translation agencies. The reasons are numerous: the amount of translations to be translated, computers are more consistent in translating terms than human translators, reduction of costs for translations, or good enough quality of MT outputs. After examining the legal text in our research we can state that although the comprehensibility of the MT output was adequate, it numbered errors in the category of ‘Agreement’ and ‘Ambiguity’. If the output aims to be applicable in practice, it would need a detailed post-editing in terms of the mentioned categories and, of course, in terms of terminology and accuracy.
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Исследовательская статья

Взаимодействие «человек – компьютер» в переводческой деятельности: проблемы беглости машинного перевода

К. Велницова¹, Б. Якубицкова¹, Р. Кралик²,³

¹Университет Константина Философа в Нитре, Словацкая Республика, 949 01, Нитра, ул. Стефаниковá, д. 67
²Общество Кьеркегора в Словакии, Словацкая Республика, 927 01, Салá, ул. Гурбанова, д. 18
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Аннотация. Цифровизация – один из важнейших отличительных признаков современного общества, где все большее количество функций делегируется искусственному интеллекту. Насколько эффективна компьютерная замена человеческой деятельности в разных сферах? В статье эта проблема раскрывается на примере интеграции компьютерных технологий в переводческую деятельность. В центре внимания исследо-
вание качества машинного перевода (МП) юридических текстов в языковой паре англійский – словацкий. Материалом исследования послужил Уголовный кодекс на словацком языке, переведенный человеком-переводчиком на английский язык, а затем с помощью системы машинного перевода Google Translate (GT) обратно на словацкий. Для оценки качества МП, то есть выявления расхождений, неправильных переводов и неизбежных различий между исходным и целевым (переведенным) текстом, используется метод обратного перевода – перевод уже переведенного текста на исходный язык. Качество МП оценивается в соответствии со стандартами многомерных показателей качества (Multidimensional Quality Metrics, MQM), при этом особое внимание уделяется параметру «Беглость перевода». Для определения ошибок МП, относящихся согласно MQM к параметру «Беглость перевода», частота которых значимо отличается друг от друга, применяется статистический метод множественных сравнений. В результате установлено, что ошибки, связанные с согласованием и неоднозначностью слов, статистически значимо чаще встречаются в МП по сравнению с другими ошибками (например, ошибки, связанные с нарушением порядка слов, пунктуацией, связностью и др.). Большое количество ошибок МП в согласовании слов вызвано межъязыковыми различиями: английский принадлежит к числу аналитических языков, а словацкий – синтетических. Ошибки МП, вызванные многозначностью слов, скорее всего, связаны с типом переводимого текста: для юридических текстов типичны сложные формулировки, обилие специальных терминов; кроме того, к основным требованиям юридического стиля относятся точность и однозначность. Таким образом, машинный перевод может передать пользователю основную информацию, содержащуюся в тексте. В то же время большинство фрагментов текстов, переведенных компьютером, нуждается в доработке и/или исправлении, в таких случаях обязательно вмешательство человека для последующего редактирования.

Ключевые слова: машинный перевод, качество перевода, взаимодействие человека с компьютером, беглость перевода, английский язык, словацкий язык
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