Optimization algorithms for the conditions of complex catalytic reactions
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Abstract. A procedure was developed for the investigation of complex catalytic reactions using optimization algorithms. The first stage is a solution of the inverse problem of chemical kinetics involving the recovery of unknown parameters by single-objective optimization algorithms. In the second stage, based on the kinetic model, we solved the problem of determining the optimal conditions for the reaction resorting to multi-objective optimization algorithms. Parallelization models of computing for solving the multi-objective optimization problem are considered.

1. Introduction
Studies of complex catalytic reactions are faced with problems of optimization. For example, to develop the mathematical model of a chemical reaction, it is necessary to derive kinetic parameters proceeding from the correspondence between the calculated reactant concentrations and experimental data. The developed mathematical model is used to solve the problem of optimization of reaction conditions by the specified objective functions.

2. Study of complex catalytic reactions by mathematical methods
Figure 1 shows the scheme of studying complex catalytic reactions by mathematical methods. First, it is necessary to develop the mathematical model for a catalytic reaction. The homogeneous catalytic reactions and reactions proceeding at moderate pressures are assumed to follow the Arrhenius kinetics \textsuperscript{[1]}. When closed systems are considered, the state in the stationary points obeys the law of mass action \textsuperscript{[2]}. Hence, system components (reactants) obey equations (1).

\[
\frac{dx_j}{dt} = \sum_{i=1}^{J} v_{ij} w_j (k_j, x_i), \quad i = 1, ..., I
\]

starting conditions: \( x_i(t = 0) = x^0_i \). Where \( t \) is a time, min; \( v_{ij} \) are stoichiometric coefficients; \( J \) is a number of steps; \( x_i \) is a concentration of a reactant, mol/l; \( I \) is a number of compounds; \( w_j \) is a rate of j-
The $k_j$ is a rate constant of steps (reduced), 1/min; $E_j$ is an activation energy of reactions, kcal/mol; $T$ is a temperature, K; $k_j^0$ are pre-exponential factors, 1/min.

System (1) represents the Cauchy problem [3]. By forwarding, the problem is meant determination of the unknown concentrations of substances as functions of time, with the rate constants being specified. The inverse problem implies the derivation of rate constants such that the solution of system (1) with these rate constants would give $x_i$ values as close as possible to experimental results. Every inverse problem is a set of forwarding problems with specified rate constants [4-6].

The parameters of kinetic equations, that is, rate constants and activation energies, should be found from the minimization conditions of functional (2) [7].

$$\min, \sum_{p=1}^{P} \sum_{i=1}^{I} \gamma_i (x_i^p - x_i^{0}) \rightarrow \text{min},$$

where $x_i^p$ and $x_i^{0}$ are the experimental and calculated values of the concentrations of the components, $\gamma_i$ is weighting factor, $I$ is a number of substances, $P$ is a number of measuring points.

The developed mathematical model can be used to determine the optimal reaction conditions. Depending on the specified objective functions of optimization, one of the optimization problems is solved (Fig. 1):

a) If one objective function has been defined, a single-objective optimization problem is solved.

b) If there is more than one mutually independent objective function of optimization, a multi-objective optimization (MOO) problem is solved.

c) If it is possible to control the reaction of interest with time and influence the considered criteria, the optimal control problem is solved.

The solution to the above optimization problems represents the optimal reaction conditions.

3. Single-objective optimization algorithms

The optimization problems are solved using the following single-objective optimization algorithms: global search, Hooke-Jeeves method, genetic algorithm, simulated annealing, and others [8]. These
algorithms may be both local and global. The global search algorithm is based on gradient calculation methods. The genetic algorithm mimics the principles of biological evolution. The simulated annealing algorithm mimics the physical annealing process, aiming at improving the current minimum, with the search volume being gradually reduced.

In solving the optimization problem in chemistry, the key difficulty is that all theoretical optimization studies have separately addressed a particular criterion (product yield). Then the next criterion was optimized (such as the consumed amount of reactants) and so on. Two different conditions of a chemical reaction were selected (or more conditions, if there were more than two optimized parameters). These states provided an answer to the optimization issue [9, 10]. It is noteworthy that reaction conditions were different in these states; in a sense, they were extremal, which indicated the impossibility of the chemical reaction in industry. Therefore, subsequently, in the design of the reactor and the production process as a whole, these conditions were neglected. Some average characteristic was chosen as a compromise for the quality criteria. The situation was even more complicated during practical implementation where the experimental integrity condition is virtually unattainable in a laboratory. Thus, the benefit of optimization nearly vanished for laboratory conditions. Therefore, it is relevant to formulate and solve the multi-objective optimization problem.

4. Multi-objective optimization algorithms

The mathematical optimization methods in chemical engineering have been developed by quite some Russian and foreign researchers such as R. Aris [11], V. V. Kafarov, A. I. Boyarinov [9], V. I. Bykov [12], M. G. Slinko [13], and others. These researchers consider and utilize various optimization approaches: 1) investigation methods of the functions of classical analysis; 2) methods based on the use of Lagrange undetermined multipliers; 3) variational calculus; 4) dynamic programming; 5) maximum principle; 6) linear programming; 7) non-linear programming; and 8) geometric programming. The optimization methods in chemical engineering are mainly devoted to single-objective optimization against the product yield criterion. Meanwhile, multi-objective optimization is faced with the need to attain a compromise between the optimization criteria. These approaches are addressed by both Russian and foreign authors. The authors of [14] consider a method for solving the Pareto approximation problem using a genetic algorithm (NSGA-II), which provides a plausible accuracy for complicated problems. Modifications of the predator-prey algorithm were considered [14]. Several known test and practically significant multi-objective optimization problems were used to compare the efficacy of Pareto approximations using a genetic algorithm and particle swarm, ant colony, and bee colony optimizations in combination with various fitness function generation methods.

The multi-objective optimization problem implies the solution domain located among the Pareto solutions [15]. The decision-maker is interested in a compromise solution, but it should be the best one according to mathematical calculations. The points that belong to the solution should be unimprovable, in other words, non-dominated [16].

The essence of solving the MOO problem using probing algorithms (e.g., the network algorithm) is to split the domain of definition into small cells, find the solution of objective functions for each cell, and identify the non-dominated points (Pareto front) and the related Pareto set [17]. A drawback of the algorithm is that it requires high computing power and long computing time. As the number of parameters increases, the network algorithm is hardly applicable, as the expenses considerably increase. This difficulty can be resolved by using evolutionary multi-objective optimization algorithms.

Vector estimation is one of the early evolutionary algorithms for solving multi-objective optimization problems [16]. Here the use of vector fitness function is proposed to choose the solution points (individuals). The step of selection of individuals is implemented as a cycle in which the appropriate part (a fraction of population or subpopulations) is selected every time considering each of the q criteria. Then the whole population is completely mixed and crossover and mutation operators are applied. The vector method shown in Fig. 2 ensures the survival of the best individuals for each criterion and simultaneously increases the probability of the multiple selections of the best individuals.
The evolutionary algorithms were developed towards the procedure of ranking of individuals [18-20]. The non-dominated sorting genetic algorithm is considered to be the most efficient ranking-based method of the late 20th century (NSGA) (Srinivas и Deb, 1994 г.) [21, 22]. The first non-dominated points (front) are considered and are matched by some value of fitness function. Then these points are decomposed over these values and are excluded from further analogous procedures. After each stage, every current non-dominated point is associated with the minimum decomposed value of the fitness function (Fig. 3).

The a priori algorithms reduce the multi-objective optimization problem to the single-objective optimization problem by specifying weighting coefficients for partial objective functions (3)

$$F(X) = \sum_{i=1}^{\ell} \eta_i f_i(X),$$

where $\eta_i$ is a the specified weighting coefficient, $f_i$ are partial objective functions, $F$ is a vector of objective functions, $X$ is a vector of control parameters.

The further development of multi-objective optimization algorithms was focused on the upgrading of the previously developed algorithm. The algorithms SPEA2 [23], PESA-II [24], and Non-dominated Sorting Genetic Algorithm II NSGA-II [25, 26] were developed. The attention was concentrated on increasing the diversity of individuals and applying elitism for the preservation of the best solutions. As compared with other methods, NSGA-II proved to be most accurate for the determination of the Pareto dominant points. This algorithm also has drawbacks in the case of an increasing number of criteria.

At the beginning of the algorithm, each individual is assigned a rank according to ranking principles. The non-dominated points have the first rank, the points that are dominated only by first-rank points have the second rank, and so on. The crowding of the obtained individuals is evaluated;
the greater the distance between them, the higher the population diversity. In every iteration, the offsprings are selected considering the rank and crowding (proximity) of individuals. Subsequently, in the iteration, the best points are chosen based on crossover and mutation, thus ensuring the diversity of the next population. The parents and offsprings are combined into one population corresponding to the best solutions, and so on.

The efficacy of Pareto approximation is evaluated considering the quality of the obtained Pareto approximation and the time expenditure [16, 27-29]. The quality of Pareto approximation can be assessed using the following characteristics:

1) Uniformity of distribution of solutions (the average distance between the solutions). This is defined as the Euclidean distance of all pairs of solutions from the obtained crowds.

$$\bar{d}(A) = \frac{1}{|C_1| \times |C_2|} \sum_{i \in C_1, j \in C_2} d(i, j),$$ (4)

where \(i \in C_1, j \in C_2\) pairs of solutions are aggregations, agglomerations, \(C_1, C_2\) - clusters and \(d(i, j)\) is the Euclidean distance between solutions \(i\) and \(j\).

2) Average spread as a measure of evenness of the distribution of solutions.

$$I_s(A) = \sqrt{\frac{1}{|A|-1} \sum_{j=1}^{|A|} \left( d - \bar{d} \right)^2},$$ (5)

where \(|A| = |C_1| + |C_2|\) is the size of the solution set.

3) Size of the found solution set (number of the set elements). The size of the resulting set of solutions should be maximized.

$$|A| \rightarrow \max.$$ (6)

4) Length of the solution. This criterion defines the length of the Pareto approximation in the space of objective functions over the whole set of optimization criteria.

$$I_{de}(A) = \left\{ \sum_{k=1}^{j} \max_{j \in [k,A]} \left| f_j(X^A_k) - f_j(X^A_i) \right| \right\} \rightarrow \max$$ (7)

where \(f\) are objective functions; \(F\) is the set of objective functions.

These characteristics are applicable for evaluation of the Pareto set (genotype) – optimal values in the set of variable parameters and Pareto front (phenotype) – optimized values in the set of objective functions.

5. Parallelization of the computational process for multi-objective optimization

During the last decades, numerous effective evolutionary algorithms have been proposed for multi-objective optimization, taking into account all scientific advances in the Pareto dominance and genetic algorithms; furthermore, the computing resources have considerably enhanced, which allows conduction of high-performance computations in acceptable periods [30-32].

The parallelization of algorithms for multi-objective optimization is based on decomposition and structuring of the population (the set of possible solutions). That is, splitting of the initial population into several subsets (subpopulations). Decomposition can be accomplished by various procedures. The parallelization procedures depend on the parallelization model. The most popular parallelization models are as follows: the island model, global client/server type model, and cellular model.

The island model is most popular for parallelization of the multi-objective optimization computing (Fig. 4).

$$|S| = \bigcup_{i=1}^{\left| P \right|} |S_i|,$$ (8)

$$S = \bigcup_{i=1}^{\left| P \right|} S_i,$$ (9)
where $S$ is a multipopulation, $S_i$ are subpopulations (islands), $|P|$ is the number of processors used.

![Figure 4. Island model of parallelization.](image)

The multi-population of the variable parameters is split into subpopulations based on the number of available processors according to (8). (9). According to Fig. 4, the individuals are distributed over several isolated islands. These subpopulations will develop independently, with the subsequent synchronization of the results.

The global model is presented according to the client/server type (Fig. 5). The server implements the optimization algorithm, while clients solve the direct problem and estimate the minimization functional, which requires a lot of computing resources.

![Figure 5. Global model of parallelization.](image)

In the cellular model, subpopulations consist of single individuals. In each time instant, a subpopulation can interact only with the neighboring individuals. The neighborhood is defined as a regular network, which is shown in Fig. 6.

![Figure 6. Cellular model of parallelization.](image)

### 6. Conclusion

Thus, studies of complex catalytic reactions by mathematical methods are faced with optimization problems, which require the use of appropriate algorithms. An optimization problem is involved both in a solution of the inverse problem of chemical kinetics (recovery of unknown parameters) and in the
elucidation of the optimal reaction conditions based on the kinetic model. The application of optimization algorithms is also relevant to the problems of chemical kinetics. The optimization is especially valuable for the analysis of new chemical reactions.
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