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Abstract: Sign Languages (SLs) are visual–gestural languages that have developed naturally in deaf communities. They are based on the use of lexical signs, that is, conventionalized units, as well as highly iconic structures, i.e., when the form of an utterance and the meaning it carries are not independent. Although most research in automatic Sign Language Recognition (SLR) has focused on lexical signs, we wish to broaden this perspective and consider the recognition of non-conventionalized iconic and syntactic elements. We propose the use of corpora made by linguists like the finely and consistently annotated dialogue corpus Dicta-Sign–LSF–v2. We then redefined the problem of automatic SLR as the recognition of linguistic descriptors, with carefully thought out performance metrics. Moreover, we developed a compact and generalizable representation of signers in videos by parallel processing of the hands, face and upper body, then an adapted learning architecture based on a Recurrent Convolutional Neural Network (RCNN). Through a study focused on the recognition of four linguistic descriptors, we show the soundness of the proposed approach and pave the way for a wider understanding of Continuous Sign Language Recognition (CSLR).
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1. Introduction

Sign Languages (SLs) constitute one the most elaborate kind of human gestures. Originating in the communication between deaf people, they can be considered as a form of natural oral language, in the sense that they include both expressive and receptive channels. However, because of the very specific visual–gestural modality, SLs hardly fall into the linguistic frameworks used to describe vocal languages. Perhaps partly because of misconceptions about SLs and the fact that SLs are poorly endowed languages, the field of Sign Language Recognition (SLR) has mostly focused on the recognition of lexical signs, which are conventionalized units that could loosely be compared to words. Yet, this approach is bound to be ineffective if SLR is considered as a step towards Sign Language Translation (SLT). Indeed, SLs are much more than sequences of signed words: they are iconic languages, which use space to organize discourse benefiting from the use of multiple simultaneous language articulators.

In this introduction, we develop on the linguistic descriptions of SLs (Section 1.1), then, we summarize past and recent works on SLR (Section 1.2), highlighting the main limitations (Section 1.3). In Section 2, three major improvements are subsequently proposed: more relevant SL corpora made by linguists (Section 2.1), with the special case of Dicta-Sign–LSF–v2, that includes fine and consistent annotation;
in Section 2.2, a broader formulation of Continuous Sign Language Recognition (CSLR) is formally introduced (Section 2.2.1), then relevant performance metrics are proposed (Section 2.2.2); in Section 2.3, a complete pipeline including a generalizable signer representation (Section 2.3.1) and compact learning framework (Section 2.3.2) is laid out. Experiments of this broader definition of CSLR were carried out on Dicta-Sign–LSF–v2, with results and further discussion in Section 3.

1.1. Sign Language Linguistics

Although early works [1] have consisted of applying traditional phonologic models to SL, more recent research has indeed insisted on the importance of iconicity [2,3], i.e., the direct form-meaning association in which the linguistic sign resembles the denoted referent in form. Put another way, SLs make use of very conventional units (lexical signs) with little or no iconic properties, as well as much more complex non-conventionalized illustrative structures.

These structures are often referred to as classifier constructions [4], Depicting Signs (DSs), transfers and Highly Iconic Structures ( Structures de Grande Iconicité, SGIs) in the linguistic model developed by [2]. They make use of classifiers, or proforms, which are conventional hand shapes representing classes of entities. Two examples are presented in Figure 1. On another equally important level, iconicity is also used at the syntactic level. Indeed, discourse is organized thanks to the use of space, with Pointing Signs (PTSs) and directional verbs (see Figure 2), for instance.

**Figure 1.** Examples of transfers in Highly Iconic Structures ( Structures de Grande Iconicité), according to the typology of [2], most commonly referred to as Depicting Signs. (a) Transfer of Form and Size. The signer draws a sketch in space, representing the surface of an object with her hands. The shape of her lips and cheeks, her partially closed eyes and her lowered head emphasize the imposing character of this object. (b) Transfer of Persons (bored person) mixed with a Situational Transfer in frames 3 and 4 (going round and round in circles). The signer enacts a bored person, which is particularly visible on her face expression (cheeks and lips), her gaze looking away and her head moving side to side. In frames 3 and 4, the weak (left) hand depicts a reference point (corner of a room), while the dominant (right) hand uses a specific proform to represent a person, which illustrates a person going round and round in circles.
Johnston and De Beuzeville [6] proposed the following categories, which they used for the annotation of the Auslan Corpus [7]. It classifies the units based on the degree of lexicalization:

- **Fully Lexical Signs (FLSs):** they correspond to the core of popular annotation systems. They are conventionalized units; a FLS may either be a content sign or a function sign (which roughly correspond to nouns and verbs in English). FLSs are identified by ID-glosses (Glossing is the practice of writing down a sign-by-sign equivalent using words (glosses) in English (or another written language). ID-glosses are more robust than simple glosses, as they are unique identifiers for the root morpheme of signs, which are unique identifiers, related to the form of the sign only, without consideration for meaning.

- **Partially Lexical Signs (PLSs):** they are formed by the combination of conventional and non-conventional elements, the latter being highly context-dependent. Thus, they can not be listed in a dictionary. They include:
  - Depicting Signs (DSs) or illustrative structures.
  - Pointing Signs (PTSs) or indexing signs.
  - Fragment Buoys (FBuoys) for the holding of a fragment or the final posture of a two-handed lexical sign, usually on the weak hand (i.e., the left hand for a right-handed person and vice versa).

- **Non Lexical Signs (NLSs), including Fingerspelled Signs (FSs) for proper names or when the sign is unknown, Gestures (Gs) for non-lexicalized gestures, which may be culturally shared or idiosyncratic, and Numbering Signs (NSs).**

In the illustration sequence of Figure 3 from the Dicta-Sign–LSF–v2 corpus [8], three FLSs are produced (thumbnails 1, 2–3, 9), while thumbnails 4–8 correspond to a Highly Iconic Structure (Structure de Grande Iconicité). According to the typology of [2], thumbnails 4 and 5 correspond to a Situational
Transfer—representing someone climbing up to the middle of the tower, while thumbnails 6 and 7 would be accurately described by a Transfer of Form and Size—representing the shape of a restaurant.

"In Paris, when you climb the Eiffel Tower, you will find a square-shaped restaurant on the middle floor."

Figure 3. LSF sequence from Dicta-Sign–LSF–v2 (video reference: S7_T2_A10). Expert annotations for right-handed (RH), two-handed (2H) and left-handed (LH) Fully Lexical Signs (FLSs) and Partially Lexical Signs (PLSs) are given.

In a more general way, Sallandre et al. [9] have shown that taking PLSs into account is crucial for Sign Language Understanding (SLU): indeed, depending on the discourse type, the PLS:FLS ratio ranges from 1:4 to 4:1.

Based on this discussion about SL linguistics, it appears that various types of manual units should be dealt with by SLR systems. In the next section, we review the state-of-the-art in CSLR, which is in fact almost exclusively focused on recognizing FLSs.

1.2. Automatic Continuous Sign Language Recognition: State of the Art

In this article, we focus on Continuous Sign Language (CSL) only, leaving out the case of isolated signs, which does not involve any language processing. As a matter of fact, it appears that the vast majority of research experiments on CSL have focused on the recognition of lexical signs within a signed utterance, hence we refer to this approach as Continuous Lexical Sign Recognition (CLexSR).

Very specific corpora have become popular, which is detailed in Section 1.2.1. Then, we give an overview on the evolution of frameworks to tackle this research problem, along with associated results (Section 1.2.2). Experiments outside CLexSR are also discussed (Section 1.2.3).

1.2.1. Specific corpora used for Continuous Lexical Sign Recognition

Specific annotated SL corpora are used for this task, with lexical annotations only, with three of them standing out:

The German Sign Language (DGS) SIGNUM Database [10] contains 780 elicited sentences, based on 450 lexical signs. In total, there is approximately five hours of video. Because of the rigorous elicitation procedure, it is safe to say that the level of spontaneity as well as the interpersonal variability in the observed SL are very low. Signers indeed repeat the original reference sentences with no initiative. The elicited gloss sequences have lengths ranging from two to eleven glosses.

The RWTH-Phœnix-Weather (RWTH-PW) corpus [11–13] is made from 11 h of live DGS interpretation of weather forecast on German television, with nine interpreters. Conversely to many corpora produced
in laboratory conditions and/or strong elicitation rules, RWTH-PW has been described by its authors as real-life data [11]. However, because of the specific topic, the language variability is necessarily limited. Furthermore, it is crucial to note that interpreted SL is a specific type of SL, quite different from spontaneous SL. There is a good chance that the translation will be strongly influenced by the original speech (in German), especially in terms of syntax, and make little use of the structures typical of SL [14].

The Continuous SLR100 (CSLR100) dataset [15] is a continuous Chinese Sign Language (ChSL) corpus, with more than 100 h of recordings. However, the level of variability and spontaneity in the produced language is very low: the corpus is based on 100 pre-defined sentences, that are repeated five times by 50 signers. In total, 25,000 sentences are thus recorded. The lexicon only amounts to 178 different lexical signs.

1.2.2. Continuous Lexical Sign Recognition Experiments: Frameworks and Results

Formally, starting from a SL video utterance, the problem of CLexSR consists in outputting a sequence of recognized lexical signs, as close as possible to the expected (annotated) sequence. The commonly associated performance metric is the Word Error Rate (WER), which measures the minimal number of insertions $I$, substitutions $S$ and deletions $D$ to turn the recognized sequence into the expected sequence of length $N$:

$$\text{WER} = \frac{I + S + D}{N}. \quad (1)$$

The first identified challenge for CSLR—a fortiori for CLexSR—is the movement epenthesis, also called co-articulation: in a comparable way to what happens in natural speech, i.e., the transition between signs in natural SL is continuous, with a modification of the beginning and end of signs with respect to their standard form. Hidden Markov Models (HMMs) enable us to explicitly model the transition between signs in CSL. This is demonstrated first by [16], using data gloves, then by [17], with RGB video input.

An ongoing competition for the best CLexSR results on the RWTH-Phoenix-Weather corpus was then initiated by a sophisticated model presented by [13], with dynamic programming to track hands, HOG-3D features and inter-hand and facial features. They tested their model on both RWTH-PW and SIGNUM.

Thereafter, Convolutional Neural Networks (CNNs) have become more and more popular and predominantly used as an effective way to derive visual features. Koller et al. [18] embedded a CNN into an iterative Expectation Maximization (EM) algorithm in order to train Deep Hand, a powerful hand shape classifier, on weak labels. Training is realized on data from three SLs, namely DGS, New Zealand Sign Language (NZSL) and Danish Sign Language (DTS). Finally, the authors used Deep Hand instead of the HOG-3D for hand features in the model of [13], with improved results. Later, the authors built a unified CNN-HMM model, trained in an end-to-end fashion [19].

Similarly to [18, 20] trained SubUNets, a CNN-BLSTM network trained for hand shape recognition and CLexSR, in an end-to-end fashion. The same kind of model is proposed by [21]. Koller et al. [22] then released a new model, consisting of embedding a CNN-BLSTM into a HMM, and treat the annotations as weak labels. Thanks to several EM re-alignments, the performance improves significantly, both on RWTH-PW and on SIGNUM, with WER of 26.8% and 4.8% on the respective signer-dependent test sets. Moreover, they also tested their model on the signer-independent version of RWTH-PW and obtained a WER of 44.1%, which is a relative 65% higher, showing that the signer-independence is a challenge that should not be overlooked.

Using two CNN streams—one for the hands and a global one—for feature extraction, [15] used a combination of Long Short-Term Memory (LSTM) and Attention [23] to tackle the temporal modality, with an encoder–decoder architecture, along with a Dynamic Time Warping (DTW) algorithm. They published results on RWTH-PW and the signer-independent version of the Continuous SLR100 dataset.
Recently, 3DCNNs have proven effective for action recognition, and have progressively replaced traditional 2D convolutions. The LSTM encoder–decoder architecture with Attention is used by [24,25], and Connectionist Temporal Classification (CTC) decoding by [25–29]. Guo et al. [26,27] also compute temporal convolutions.

Lastly, [30] used different sources of data to train a sophisticated multi-stream CNN-LSTM embedded into a HMM framework. They indeed trained the network to recognize lexical sign glosses, mouth shapes and hand shapes, in a weakly supervised fashion, with the three HMMs having to synchronize at the end of each sign.

Table 1 summarizes most CLexSR results on RWTH-PW, SIGNUM and CSLR100. From this table, it appears that most experiments are conducted in a signer-dependent fashion. Signer independence appears to be quite a challenge, with a best result of 44.1% WER on RWTH-PW. This table confirms that RWTH-PW corresponds to the most difficult CLexSR task, whereas some models yield WERs lower than 5% on SIGNUM and CSLR100.

Table 1. Reported Word Error Rate (WER) (%) of methods detailed in Section 1.2.2 applied to Continuous Lexical Sign Recognition on the corpora presented in Section 1.2.1. SD and SI stand for Signer-Dependent and Signer-Independent. * The exact same annotated sentences are present in training and test sets. † It is unclear whether the training/test splits of the different papers are comparable.

| Paper                  | RWTH-Phœnix-Weather | SIGNUM       | Continuous SLR100 † |
|------------------------|---------------------|--------------|---------------------|
|                        | SD | SI | SD | SI | SD | SI | SD | SI | SD | SI | SD | SI |
| Von Agris et al. [31]  | -  | -  | -  | -  | -  | -  | -  | -  | -  | -  | -  | -  |
| Koller et al. [13]     | 53.0 | -  | 10.0 | -  | -  | -  | -  | -  | -  | -  | -  | -  |
| Koller et al. [18]     | 45.1 | -  | 7.6  | -  | -  | -  | -  | -  | -  | -  | -  | -  |
| Koller et al. [19]     | 38.8 | -  | 7.4  | -  | -  | -  | -  | -  | -  | -  | -  | -  |
| Camgoz et al. [20]     | 40.7 | -  | -  | -  | -  | -  | -  | -  | -  | -  | -  | -  |
| Cui et al. [21]        | 38.7 | -  | -  | -  | -  | -  | -  | -  | -  | -  | -  | -  |
| Koller et al. [22]     | 26.8 | 44.1 | 4.8  | -  | -  | -  | -  | -  | -  | -  | -  | -  |
| Koller et al. [32]     | 32.5 | -  | 7.4  | -  | -  | -  | -  | -  | -  | -  | -  | -  |
| Huang et al. [15]      | 38.3 | -  | -  | -  | -  | -  | -  | -  | -  | 17.3 | -  | -  |
| Guo et al. [24]        | -  | -  | -  | -  | 63.0 | 10.2 | -  | -  | -  | -  | -  | -  |
| Pu et al. [25]         | 36.7 | -  | -  | -  | -  | 32.7 | -  | -  | -  | -  | -  | -  |
| Guo et al. [26]        | 38.7 | -  | -  | -  | -  | 61.9 | -  | -  | -  | -  | -  | -  |
| Guo et al. [27]        | 36.5 | -  | -  | -  | -  | 44.7 | 14.3 | -  | -  | -  | 4.5  | -  |
| Zhou et al. [29]       | 34.5 | -  | -  | -  | -  | -  | -  | -  | -  | -  | -  | 3.8  |
| Yang et al. [28]       | 34.9 | -  | -  | -  | -  | -  | -  | -  | -  | -  | -  | -  |
| Koller et al. [30]     | 26.0 | -  | -  | -  | -  | -  | -  | -  | -  | -  | -  | -  |
| Camgoz et al. [33]     | 24.5 | -  | -  | -  | -  | -  | -  | -  | -  | -  | -  | -  |

1.2.3. Experiments Outside the Field of Continuous Lexical Sign Recognition

As exemplified by Table 1, competition in the field of SLR is highly focused on the task of CLexSR, especially on the RWTH-PW corpus. However, it is notable that a few works have tried to explore the task of end-to-end Sign Language Translation, using the Neural Machine Translation (NMT) encoder–decoder architecture. However, the associated models are trained with a full [34] or partial [33] gloss supervision, on the quite linguistically restricted corpus RWTH-PW (see Section 1.2.1). Such models are thus ill-equipped to tackle natural SL utterances that include non-conventionalized illustrative structures.

While acceptable SLT performance is not nearly achieved, other SLR works have opted for more realistic goals and tackling some complex linguistics processes of SL. Very early on, [16] made use of data gloves to build a SLR system for the recognition of standard lexical signs, proforms and directional verbs. This HMM-based model was tested on a small self-made corpus, with encouraging results, although
scaling up to bigger corpora with coarser annotation schemes is not straightforward. More recently, on the NCSLGR corpus (see below) [35] trained a HMM-SVM model to recognize five non-manual markers—in this case, face expressions—on a subset of the NCSLGR corpus, which are relevant at the syntactic level, namely: Negation, Wh-questions, Yes/no questions, Topic or focus and Conditional or ‘when’ clauses. Related to this, [36] trained and tested a sign type classifier. Their model, based on optical flow and a Conditional Random Field (CRF) architecture, classifies any frame into one of three main sign types: Lexical sign, Fingerspelled sign and Classifier sign. The advertised accuracy is high (91.3% at the frame level), but it is computed on frames that belong to the three categories only.

1.3. Limitations of the Current Acceptation of Continuous Sign Language Recognition

In the previous discussion, we show that the current acceptation of CSLR is what we refer to as CLexSR, which is the recognition of lexical sign glosses within continuous signing. On the basis of strong linguistic arguments, it appears that this direction is strongly biased, and will not make it possible to go towards SLU and a fortiori to SLT. Indeed, the gloss sequence description misses main SL characteristics: the multilinearity, which makes it possible to convey several types of information at once; the prevalent use of space, which structures SL discourse; the iconicity, which enables us to show while saying.

Our point is hardly new, and has been put forward early on by a few researchers in the field of SLR. For instance, [16] insisted on the importance of space as a grammar component of French Sign Language (LSF). In another work, [37] mentioned complementary arguments, observing that the focus had been on conventional signs—gestures—leaving out the grammar of SL—primarily referring to the iconic characteristic of SLs, and the multilinear aspects of SL, like facial expression or body posture.

Related to the fact that CLexSR has been the main concern of researchers, leaving out the three linguistic characteristics we just mentioned, specific types of SL corpora have become popular. Many of them consist of artificial elicited sentences, repeated several times, with eliciting material—and annotation schemes—consisting of sequences of glosses. This is, for instance, the case of the SIGNUM Database and the CSLR100 corpus. Probably the most popular corpus, RWTH-PW is more spontaneous although the interpreted SL lacks generalizability and the topic—weather forecasts—is quite restricted.

Another limitation of using glosses as the training objective of SLR systems that should be noted, is the fact that glosses do not necessarily represent the meaning of signs they are associated to. This is highlighted by [6], warning that “used alone like this, glosses almost invariably distort face-to-face SL data”.

Independently, we appreciate that a few leads have been initiated towards different directions than CLexSR. SLT is one of them, although it has been mostly driven by gloss supervision, on the limitative RWTH-PW corpus. On the other hand, focusing on SLT or on the recognition of lexical signs only, with black box architectures, may prevent developments in the linguistic description and automatic analysis of SL. A few approaches have actually chosen to deal with linguistic matters, yet on very small corpora or only superficially.

In the next section, we propose a broader and more relevant acceptation of CSLR that deals with the aforementioned issues.

2. Materials and Methods

In this section, we introduce better corpora for CSLR (Section 2.1), a redefinition of CSLR (Section 2.2.1) with adapted metrics (Section 2.2.2) and a proposal for a generalizable and compact signer representation (Section 2.3.1) and learning framework (Section 2.3.2).
2.1. Better Corpora for Continuous Sign Language Recognition

2.1.1. A Few Corpora Made by Linguists

Conversely to SIGNUM, RWTH-PW and CSLR100, many SL corpora have been made by linguists. We introduce six of them: the Auslan Corpus [7], the BSL Corpus (BSLCP) [38], the DGS Korpus [39], the LSFB Corpus [40], the NCSLGR corpus [41] and Corpus NGT [42,43]. An overview of these corpora, along with those presented in Section 1.2.1, is given in Table 2. In this table, we include the number of signers, total duration, discourse type, and whether a written translation is included in the annotation as well as the annotation categories (besides lexical sign glosses).

Table 2. Continuous Sign Language datasets. The top corpora have been developed and used by the SLR community, but they are either artificial or not representative of natural Sign Language. Others have been built by linguists, with natural discourse and detailed annotation, although they are not always consistent. To the best of our knowledge, Dicta-Sign–LSF–v2 and NCSLGR are the only two corpora built by linguists that have been used for beyond gloss-level CSLR experiments.

| Corpus (SL) | Signers | Hrs. | Discourse Type | Translation | Annotation Outside Lexicon | Used for |
|------------|---------|------|----------------|-------------|---------------------------|----------|
| [15] CSLR100 (ChSL) | 50 | 100 | Artificial | - | - | SLR |
| [11] RWTH-PW (DGS) | 9 | 11 | Interpreted | German | - | SLR |
| [10] SIGNUM (DGS) | 25 | 5 | Artificial | Ger./Eng. | - | SLR |
| [41] NCSLGR (ASL) | 7 | 2 | Mixed | - | PTSs, DSs, FSs | Yes | SLR & linguistics |
| [7] Auslan Corpus | 100 | 150 | Natural | - | PTSs, DSs, Constructed action | No | Linguistics |
| [38] BSLCP | 249 | 180 | Natural | English | PTSs, DSs, FBuoys | No | Linguistics |
| [39] DGS Korpus | 330 | 50-300 | Natural | Ger./Eng. | Mouthing | No | Linguistics |
| [40] LSFB Corpus | 100 | 150 | Natural | French | DSs | No | Linguistics |
| [42] Corpus NGT | 92 | 72 | Natural | Dutch | DSs, Mouthing | No | Linguistics |
| [8] Dicta-Sign–LSF–v2 | 16 | 11 | Natural | French | PTSs, DSs, FSs, FBuoys, NSs, Gs | Yes | SLR & linguistics |

Except for NCSLGR, these corpora are large in terms of duration, they include many signers and are made of dialogues, narratives and conversations. Undoubtedly, they can be considered very representative of natural SL. These corpora contain very interesting annotation information outside lexicon: PTSs for the Auslan Corpus, BSLCP and NCSLGR; DSs for the Auslan Corpus, BSLCP, the LSFB Corpus, Corpus NGT and NCSLGR; Constructed action for the Auslan Corpus; FBuoys for BSLCP; Mouthing for the DGS Korpus and Corpus NGT; FSs for NCSLGR. However, because these corpora have been made by linguists and intended for linguistic analysis, using them for SLR tasks is not straightforward. The main reason for this is the lack of consistency in the annotations across the corpora: most of them are still ongoing work, with annotations being updated continuously.
On the other hand, NCSLGR has consistent annotation across the corpus. However, this is not a dialogue corpus. Most utterances are artificial, furthermore the size of the corpus is small, with only two hours of recordings.

2.1.2. Dicta-Sign–LSF–v2: A Linguistic-Driven Corpus with Fine and Consistent Annotation

Mixing the best of both worlds, Dicta-Sign–LSF–v2 [44] is a very natural dialogue corpus made by linguists, with fine and consistent annotation across the 11 h of recordings of the corpus. It features annotation data for PTSs, DSs, FSs, FBuoy, NSs and Gs. Furthermore, the corpus is publicly available on the language platform Ortolang (https://hdl.handle.net/11403/dicta-sign-lsf-v2 [44]) (Ortolang is a platform for language, which aims at constructing an online infrastructure for storing and sharing language data (corpora, lexicons, dictionaries, etc.) and associated tools for its processing). The recording setup can be seen in Figure 4. The elicitation guidelines consisted in having the participants discuss about nine different topics about travel in Europe, i.e., nine different tasks.

The annotation categories are strongly influenced by the guidelines of [6] that are detailed in Section 1.1. All annotations are binary, except for FLS, which are annotated as a categorical variable. Annotations include: FLSs, PLSs (DSs, PTSs, FBuoy), NLSs (NSs, FSs and Gs). These categories are considered mutually exclusive, although one should note that ambiguity is often present. This is the case for some very iconic units that can be categorized as lexical signs but also as illustrative structures. Sign count distribution—for the FLSs—is shown in Table 3, while detailed statistics for all annotation categories are presented in Table 4.

![Figure 4. Recording setup in Dicta-Sign–LSF–v2, with two frontal cameras and a side one.](image)

**Table 3.** Numbers derived from the cumulative distribution of the number of occurrences for the Fully Lexical Signs of Dicta-Sign–LSF–v2. The way this table can be read is, for instance: 1789 signs have less than or exactly 20 occurrences, while 292 signs have more than 20 occurrences.

| # of Occurrences | # of Signs with a Smaller or Equal # of Occurrences | # of Signs with a Greater # of Occurrences |
|------------------|-----------------------------------------------|------------------------------------------|
| 0                | 0                                             | 2081                                     |
| 1                | 585                                           | 1496                                     |
| 10               | 1556                                          | 525                                      |
| 20               | 1789                                          | 292                                      |
| 50               | 1997                                          | 84                                       |
| 100              | 2051                                          | 30                                       |
| 200              | 2072                                          | 9                                        |
| 400              | 2080                                          | 1                                        |
Table 4. Frame count and sign count (manual unit) statistics for the main annotation categories of Dicta-Sign–LSF–v2.

|                | FLS | PLS | NLS | Total |
|----------------|-----|-----|-----|-------|
| Non blank frames | 205530 | 60794 | 23045 | 14359 | 3830 | 1941 | 309,499 |
| %               | 66.4% | 19.7% | 7.5%  | 4.6%  | 1.2%  | 0.6%  |       |
| Cumulative %    | 66.4% | 86.1% | 93.6% | 98.2% | 99.4% | 100.0% |       |
| Manual units    | 24565 | 3606 | 3651 | 589 | 155 | 118 | 32,684 |
| %               | 75.2% | 11.0% | 11.2% | 1.7%  | 0.5%  | 0.4%  |       |
| Cumulative %    | 75.2% | 86.2% | 97.4% | 99.1% | 99.6% | 100.0% |       |
| Avg. frames/unit | 8.4 | 16.8 | 6.3 | 24.4 | 24.7 | 16.4 |       |
| Avg. duration (ms) | 335 | 674 | 252 | 975 | 988 | 658 |       |

2.2. Redefining Continuous Sign Language Recognition

2.2.1. Formalization

In order to formalize the general problem of SLR, let:

- \( X = [f_1, \ldots, f_T] \) a SL video sequence of \( T \) frames.
- \( R \) an intermediate representation of \( X \), often called features.
- \( M \) a learning and prediction model.
- \( Y \) the element(s) of interest from \( X \), that are to be recognized.
- \( \tilde{Y} \) an estimation of \( Y \).
- \( G = \{g^{(1)}, \ldots, g^{(G)}\} \) a dictionary of \( G \) lexical sign glosses.

The process of SLR can be seen as a function, or model, using \( R \) and \( M \) to estimate \( Y \):

\[
X \xrightarrow{R, M} \tilde{Y} \tag{2}
\]

The performance of such a model is then evaluated through a function \( \mathcal{P} \), which measures the discrepancy between \( Y \) and \( \tilde{Y} \), the objective being of course that \( \tilde{Y} \) is as close as possible to \( Y \):

\[
\mathcal{P}(Y, \tilde{Y}) \tag{3}
\]

Obviously, the performance is always evaluated on videos unseen during training of both \( R \) and \( M \).

A crucial setting is the choice of signer-dependency: a signer-independent setting, in which tested signers are excluded from training videos, which makes learning a much harder task than a signer-dependent training, but also drastically increases the generalizability of the trained model.

The different categories of SLR rely on the form and content of \( X \) and \( Y \). Within each category, different options can be considered for \( R \), \( M \) and \( \mathcal{P} \). It is important to note that \( R \) and \( M \), which is the representation of data and the learning-prediction model, are usually chosen in conjunction. Some learning architectures are indeed better adapted to some representations than others. Also, \( R \) and \( M \) are sometimes one and the same, for instance in the case of CNNs.
Case of CLexSR

The common acceptation of CSLR, which we refer to as CLexSR, corresponds to the recognition of the lexical sign glosses within the input video sequence $X$. Let us assume that $X$ contains $N$ consecutive lexical signs ($N \geq 1$). We assume $\hat{N}$ lexical signs are recognized, such that:

$$
\begin{align*}
Y_{\text{CLexSR}} &= [g_1 \cdots g_N], g_i \in \mathcal{G} \\
\hat{Y}_{\text{CLexSR}} &= [\hat{g}_1 \cdots \hat{g}_{\hat{N}}], \hat{g}_i \in \mathcal{G}.
\end{align*}
$$

(4)

Note than in general, $N \neq \hat{N}$, so $Y_{\text{CLexSR}}$ and $\hat{Y}_{\text{CLexSR}}$ have different lengths. Then, the usual sequence-wise recognition performance $P_{\text{CLexSR}}$ is usually defined as the WER, also referred to as Levenshtein Distance, applied to the expected sequences of lexical sign glosses (cf. Equation (1)).

Our Proposed Approach of General CSLR

Generally speaking, we propose interpreting CSLR as the continuous recognition of several linguistic descriptors. Let us consider such a CSLR acceptation with $M$ different linguistic descriptors $d^m, m \in \{1, \ldots, M\}$, so that $Y_{\text{CSLR}}$ can be written as:

$$
Y_{\text{CSLR}} = \begin{bmatrix}
    d^1 \\
    \vdots \\
    d^M
\end{bmatrix}
$$

(5)

with performance metric as a vector of size $M$, each descriptor having its own metric—or its set of metrics:

$$
P(Y, \hat{Y}) = \begin{bmatrix}
    P^1 \\
    \vdots \\
    P^M
\end{bmatrix}.
$$

(6)

One may notice that CLexSR, as formalized previously, corresponds to the continuous recognition of one linguistic descriptor ($M = 1$). The form of the unique descriptor $d^1$ is detailed in Equation (4).

Because we are considering continuous recognition, and without loss of generality, we suppose that all descriptors $d^m, m \in \{1, \ldots, M\}$ have a temporal dimension of length $T$, that is the original number of video frames (going from a frame-wise labeling of glosses to the usual gloss sequence $Y_{\text{CLexSR}}$ is straightforward, as it consists in removing duplicates and frames with no label). With this assumption, we can write:

$$
Y_{\text{CSLR}} = \begin{bmatrix}
    d^1_1 & \cdots & \cdots & d^1_T \\
    \vdots & \ddots & \vdots \\
    d^M_1 & \cdots & \cdots & d^M_T
\end{bmatrix}.
$$

(7)

As SLs are four-dimensional languages [45] (Sallandre, p. 103), with signs and realizations located not only in time but also in the three dimensions of space, each $d^m_t (m \in \{1, \ldots, M\}, t \in \{1, \ldots, T\})$ could also include spatial information—for instance they could be described by a vector of size 3, indicating the location of each sign realization. However, for sake of simplicity, and because we have no knowledge of a CSL corpus that would be annotated both in space and time, we consider each $d^m_t$ as a scalar. Each of these scalars can be binary, categorical or continuous, depending on the associated information.
In Table 5, we give an example of fine CSLR, with \( d^1 \) encoding recognized FLSs —categorical—\( d^2 \) the presence/absence of DSs—binary—\( d^2 \) the presence/absence of PTSs—binary—and \( d^4 \) the presence/absence of FBuoys—binary.

Table 5. Illustration of common Continuous Lexical Sign Recognition (CLexSR) on the sequence example from Figure 5, as well as a proposal for Continuous Sign Language Recognition (CSLR), including Fully Lexical Signs (FLSs), and binary prediction for the presence or absence of Depicting Signs (DSs), Pointing Signs (PTSs) and Fragment Buoys (FBuoys). Here, the lexicon is \( G = \{ (g^0 : \text{NULL}), g^1 : \text{ABSURD}, \ldots, g^{312} : \text{CENTER}, \ldots, g^{1243} : \text{RESTAURANT}, \ldots \} \).

| SLR Type | Recognition Objective Y | Metrics \( \mathcal{P} \) |
|----------|-------------------------|------------------|
| Usual CLexSR | \( \begin{bmatrix} g^{312} \\ g^{1243} \end{bmatrix} \) | WER |
| CSLR: \( d^1 \) : FLSs | \( \begin{bmatrix} g^0 \\ g^0 \\ g^0 \\ g^{312} \\ g^0 \\ g^{1243} \\ g^0 \\ g^0 \end{bmatrix} \) | \( \mathcal{P}^1 : \text{Acc} \) |
| \( d^2 \) : DSs | \( \begin{bmatrix} 1 \\ 1 \\ 1 \\ 0 \\ 1 \\ 0 \\ 1 \\ 0 \end{bmatrix} \) | \( \mathcal{P}^2 : \text{F1} \) |
| \( d^3 \) : PTSs | \( \begin{bmatrix} 0 \\ 0 \\ 1 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \end{bmatrix} \) | \( \mathcal{P}^3 : \text{F1} \) |
| \( d^4 \) : FBuoys | \( \begin{bmatrix} 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 1 \\ 1 \\ 1 \end{bmatrix} \) | \( \mathcal{P}^4 : \text{F1} \) |

\[
\text{Acc}^m = \frac{1}{T} \sum_{t=1}^{T} \mathbb{1}(d_t^m = \hat{d}_t^m) = \frac{\# \text{correctly labeled frames}}{T}
\]  

where \( \mathbb{1} \) is the identity function. Of course, accuracy can also be used for binary descriptors, which is a specific case of categorical descriptor with two categories.

Binary descriptors, which can be seen as categorical with two possible values, often correspond—in our case—to relatively rare events, such that predicting the value “0” for all frames may correspond to

Figure 5. French Sign Language sequence from Dicta-Sign–LSF–v2 (video reference: S7_T2_A10). Expert annotations for right-handed (RH), two-handed (2H) and left-handed (LH) Fully Lexical Signs (FLSs) and Partially Lexical Signs (PLSs) are given.

2.2.2. Relevant Metrics

Frame-Wise

Each categorical descriptor \( d^m \), like the continuous—aligned—recognition of FLS glosses, can be analyzed with a simple accuracy metric \( \text{Acc}^m \):

\[
\text{Acc}^m = \frac{1}{T} \sum_{t=1}^{T} \mathbb{1}(d_t^m = \hat{d}_t^m) = \frac{\# \text{correctly labeled frames}}{T}
\]
a very high accuracy. In order to address this issue, one may resort to the calculation of precision $P$ and recall $R$:

$$
\begin{align*}
P^m &= \frac{TP}{TP + FP} = \frac{\sum_t d^m_t \hat{d}^m_t}{\sum_t \hat{d}^m_t}
\end{align*}
$$

(9)

$$
\begin{align*}
R^m &= \frac{TP}{TP + FN} = \frac{\sum_t d^m_t \hat{d}^m_t}{\sum_t \hat{d}^m_t}
\end{align*}
$$

(10)

where TP, FP and FN stand for true positives, false positives and false negatives, respectively. These formulas can actually be generalized to non-binary values, with the following definitions:

$$
\begin{align*}
P^m &= \frac{\sum_t 1 (d^m_t = \hat{d}^m_t \text{ and } d^m_t \neq 0)}{\sum_t 1 (\hat{d}^m_t \neq 0)}
\end{align*}
$$

(11)

$$
\begin{align*}
R^m &= \frac{\sum_t 1 (d^m_t = \hat{d}^m_t \text{ and } d^m_t \neq 0)}{\sum_t 1 (\hat{d}^m_t \neq 0)}
\end{align*}
$$

(12)

The F1-score, defined as the harmonic mean of precision and recall, is then used as a trade-off metric for binary classification:

$$
F1^m = 2 \left( \left( P^m \right)^{-1} + \left( R^m \right)^{-1} \right)^{-1}
$$

(13)

One advantage of F1-score is that the minimum of the two performance values is emphasized.

Unit-Wise

Although accurate temporal localization is aimed for, frame-wise performance metrics may not be perfectly informative. Indeed, because the start and end of each unit can be quite subjective, even a good recognition model can get poor frame-wise Acc, P, R, F1 etc., especially if the units are short, like in the case of PTSs (cf. Table 4). Unit-level metrics are then needed to get a better perspective on a system performance.

Let $U_G$ be the set of all ground-truth annotated units and $U_D$ that of all detected units. The notion of precision and recall for categorical values in a temporal sequence format can then be extended to units. True and false positives and negatives are counted with respect to two points of view: either analyzing each annotated unit—and deciding whether it is sufficiently close to any detected unit (or each detected unit) and deciding whether it is sufficiently close to any annotated unit, i.e., precision matches each unit of the detected list to one of the units in the ground truth list, whereas recall matches each unit of the ground truth to one of the units in the detection list. Modified versions of precision and recall are defined as follows:

$$
\begin{align*}
P^* &= \frac{\text{# of correctly detected units w.r.t. } U_D}{\text{# of detected units}} = \frac{1}{|U_D|} \sum_{u_d \in U_D} \text{IsCorrectlyPredicted}(u_d, U_G)
\end{align*}
$$

(14)

$$
\begin{align*}
R^* &= \frac{\text{# of correctly detected units w.r.t. } U_G}{\text{# of annotated units}} = \frac{1}{|U_G|} \sum_{u_g \in U_G} \text{IsCorrectlyPredicted}(u_g, U_D)
\end{align*}
$$

(15)

where IsCorrectlyPredicted is a counting function (values are 0 or 1). The F1-score is defined as in Equation (13). Then, we propose two ways of counting correct predictions:

1. **Counting units within a certain temporal window $t_w$:** $P^*_w(t_w)$, $R^*_w(t_w)$ and $F1^*_w(t_w)$

   First, we propose a rather straightforward counting function that consists of positively counting a unit $u_d \in U_D$ if and only if there exists a unit of the same class in $U_G$, within a certain margin (temporal window) $t_w$—respectively, a unit $u_g \in U_G$ is counted positively if and only if there exists a
unit of the same class in $U_D$, within a certain margin $t_w$.
In this configuration, precision, recall and F1-score are named $P^*_w(t_w)$, $R^*_w(t_w)$ and $F1^*_w(t_w)$.

2. Counting units with thresholds $\overline{t}_p$ and $\overline{t}_r$ on their normalized temporal intersection: $P^*_{pr}(\overline{t}_p, \overline{t}_r)$, $R^*_{pr}(\overline{t}_p, \overline{t}_r)$ and $F1^*_{pr}(\overline{t}_p, \overline{t}_r)$.

The authors of [46] proposed and applied a similar but refined set of metrics, adapted for human action recognition and localization, both in space and time. Because our data are only labeled in time, we set aside the space metrics, although they would definitely be useful with adapted annotations. In this setting, $P^*_{pr}(\overline{t}_p, \overline{t}_r)$ and $R^*_{pr}(\overline{t}_p, \overline{t}_r)$ are calculated by finding the best matching units. For each unit $u_d$ in the list $U_D$, one can define the best match unit in $U_G$ as the one maximizing the normalized temporal overlap between units (and a symmetric formula for the best match in $U_D$ of a unit $u_g$). The counting function between two units then returns a positive value if:

- The number of frames that are part of both units is sufficiently large with respect to the number of frames in the detected set, i.e., the detected excess duration is sufficiently small.
- The number of frames that are part of both units is sufficiently large with respect to the number frames in the ground truth set, i.e., a sufficiently long duration of the unit has been found.

The main integrated metric can finally be defined as follows:

$$I_{pr} = \frac{1}{2} (I_p + I_r) = \frac{1}{2} \left( \int_0^1 F1^*(\overline{t}_p, 0) \, d\overline{t}_p + \int_0^1 F1^*(0, \overline{t}_r) \, d\overline{t}_r \right). \tag{16}$$

Other interesting values include $P^*_{pr}(0, 0)$, $R^*_{pr}(0, 0)$ and $F1^*_{pr}(0, 0)$, which correspond to counting matches as units with at least one intersecting frame.

All equations and a complete derivation of both metrics are given in Appendix A, with an example in the case of binary classification.

2.3. Proposal for a Generalizable and Compact Continuous Sign Language Recognition Framework

While end-to-end frameworks are easier to set up and do not require any prior knowledge on the signer representation, they require more data and may not be easily generalizable. When signer representation and learning model are decoupled, the generalizability with respect to new types of videos are introduced, and one does not need to retrain the whole network in case new linguistic descriptors are added to the model. The reduced demand on training data is also an important benefit of such models, as annotated SL corpora are not that large. Also, the black box architecture of end-to-end models does not enable one to get a straightforward feedback on which signer features are linguistically relevant for recognition. We have thus chosen to resort to a separate approach. Section 2.3.1 details our proposal for a relevant, light and generalizable signer representation, then Section 2.3.2 outlines how such a signer representation can be coupled to a Recurrent Neural Network (RNN) for general CSLR.

2.3.1. Signer Representation

Since available training data are limited in quantity, we have decided to partly rely on pre-trained models for signer representation, with a separate processing of upper body, face and hands—which are usually dealt with in very specific ways, whether in SL-specific or non-SL-specific models.

Upper Body: Image $\rightarrow$ 2D, Image $\rightarrow$ 3D, Image $\rightarrow$ 2D $\rightarrow$ 3D

CNNs have emerged as a very effective tool to get relevant features from images. OpenPose (OP) [47,48] is a powerful open source library, with real-time capability for estimating 2D body pose.
Widely used in the gesture recognition community, its Image → 2D body pose estimation module is fast—close to real-time for 25 frames per second (fps) videos on a modestly powerful desktop computer—is easy to use and works well even when part of the body is missing from the image—we only kept the 14 upper body keypoints and leave out the leg keypoints. This is a great benefit, as most SLs videos only show the upper body. Many other pose estimation models we have experimented on do not offer this feature.

Although direct Image → 3D models do exist (for instance \[49\]), we were not able to find one fitting our requirements. Indeed, as for Image → 2D models, prediction usually fails when part of the body is missing from the image, or when the person is not centered with respect to the image. Another type of issue is related to the training data of these models. As they were not trained with SL data, our experience is that they do not perform well when fed with SL images. Fortunately, the 2D OP estimates have proven robust even on SL videos. Therefore, we decided to rely on OP in order to get good 2D estimates, then train a 2D → 3D Deep Neural Network (DNN), reproducing the architecture from \[50\]. In the end, a Image → 2D → 3D model was thus obtained, aiming to learn the function \(f\) that estimates the third coordinate for each landmark of the signer in frame \(t\), that is, with \(n\) as the number of landmarks (\(n = 14\) in our case):

\[
\begin{align*}
\mathbf{f} : & \mathbb{R}^{2n} \quad \rightarrow \quad \mathbb{R}^n \\
\left[ (\hat{x}_{1t}, \hat{y}_{1t}), (\hat{x}_{2t}, \hat{y}_{2t}), \ldots, (\hat{x}_{nt}, \hat{y}_{nt}) \right] & \quad \rightarrow \quad \left[ \hat{z}_{1t}, \hat{z}_{2t}, \ldots, \hat{z}_{nt} \right]
\end{align*}
\]

where \(\hat{x}_{it}, \hat{y}_{it}\) and \(\hat{z}_{it}\) are a standardized version of the original coordinates \(x_{it}, y_{it}\) and \(z_{it}\), with respect to the whole training dataset. The training loss is defined as the Euclidean distance between predictions and ground-truth data. The training data we decided to use for training consisted of motion capture data from the LSF corpus MOCAP1 \[51\]. These data have been particularly valuable since it contains high precision 3D landmarks recording of LSF, from four different signers. In order to increase model generalizability, data augmentation techniques were used during training. In detail, the 3D data from MOCAP1 were randomly rotated at each training epoch, with added pan \(\Delta \theta_p \in [-45^\circ, 45^\circ]\), added tilt \(\Delta \theta_t \in [-20^\circ, 20^\circ]\) and added roll \(\Delta \theta_r \in [-5^\circ, 5^\circ]\). The proposed DNN is implemented with Keras \[52\] on top of TensorFlow \[53\]. All hidden layers use Rectified Linear Unit activation \[54\], with Dropout to prevent overfitting \[55\]. RMSProp was used as the gradient optimizer \[56\]. Six neuron layers were stacked, with sizes \([28, 28, 28, 28, 28, 14]\). The proposed Image → 2D → 3D pipeline for processing the 3D upper body pose from signers in RGB frames is shown in Figure 6.
Hands

Hands are obviously one of the main articulators in SL. Although linguists do not all share a common ground for the description and linguistic role of sub-units for the hands, three important parameters have been identified. More specifically—at least from an articulatory point of view—the location, shape and orientation of both hands are known to be critical, along with the dynamics of these three variables, that is: hand trajectory, shape deformation and hand rotation.

In addition to the body pose feature, the OP library also includes a Image $\rightarrow$ 2D hand pose estimation module, with RGB images as input [58]. From our experience, this module is quite sensitive to the image resolution, and even more to the video frame rate. Indeed, very poor results are obtained on blurred images, which is often the case for the hands with 25–30 fps videos in standard resolution. This is mostly due to the fact that hands can move fast in SL production, causing motion blur around the hands and forearms. Moreover, the hand shapes used in SL can be very sophisticated, and somehow never used in the daily life of non-signing people. Therefore, in all likelihood, the data that were used to train the OP models did not include such hand configurations, which sometimes makes predictions unreliable. That being said, the OP hand module can still be seen as a good and light proxy for hand representation. Let us note that although Image $\rightarrow$ 3D hand pose models have been developed (see for instance [49]), we have not found any that was able to provide a reliable estimate on hand pose on real-life 25 fps SL videos. Indeed, these models are even more sensitive to the issues encountered by the Image $\rightarrow$ 2D estimators.

An alternative direction is to extract global features from hand crops. Focusing on hand shape—thus setting aside location and orientation—a SL-specific model was developed in [18]. This CNN model classifies cropped hand images into 61 predefined hand shapes classes and was trained on more than a million frames, including motion blurred images. Three SL corpora of different types were compiled (Danish Sign Language (DTS), New Zealand Sign Language (NZSL), German Sign Language (DGS)). Even though the hand shapes frequency of occurrence is very likely to vary between different SLs, we have made the assumption that SLs other than DTS, NZSL and DGS could still be dealt with without retraining the model. Indeed, many hand shapes are obviously shared across most SLs, since they are used to depict salient and/or primary forms (flat, round, square, etc.). The trained prediction model 1-miohands-v2 is publicly available (https://www-i6.informatik.rwth-aachen.de/~koller/1miohands/), under the Caffe architecture [59]. A simplified scheme is presented in Figure 7. The input of the model is a cropped hand.
image, which was processed by several CNN layers. The final layer is of Fully Connected (FC) type, with 61 neurons, one for each class. The model outputs the most probable class with a softmax operation. However, we chose to extract the output of the last fully-connected layer and thus get a much more informative representation vector of size 61, for each hand, instead of the unique value corresponding to the most probable class.

![Synoptic architecture for the 1-miohands-v2 model from [18]. Hand crop images are processed by several Convolutional Neural Network (CNN) layers, then a final Fully Connected (FC) layer enables to estimate probabilities for each of the 61 classes, with a softmax operation.](image)

**Figure 7.** Synoptic architecture for the 1-miohands-v2 model from [18]. Hand crop images are processed by several Convolutional Neural Network (CNN) layers, then a final Fully Connected (FC) layer enables to estimate probabilities for each of the 61 classes, with a softmax operation.

Face and Head Pose

Similarly to body pose and to hand pose, the OP library makes it possible to get a 70-keypoint Image \(\rightarrow\) 2D face pose estimate. Alternatively, a reliable 68-keypoint Image \(\rightarrow\) 3D estimate is directly obtained from video frames thanks to a CNN model [60] trained on 230,000 images.

Final Signer Representation: From Raw Data to Relevant Features

With X as video frames, the final signer representation \(x = \mathcal{R}(X)\) that we propose is simply a combination of:

1. the previously introduced raw data:
   - \(x_{\text{shapes}}^{\text{hand}}\): vector of hand shapes probabilities for both hands, with size 122 (2 \(\times\) 61 scalars per hand).
   - \(x_{\text{raw2D}}^{\text{hand}}\): 2D raw hand pose vector, size 126 (2 \(\times\) [21 2D landmarks plus 21 confidence scores]).
   - \(x_{\text{raw2D}}^{b}\): 2D raw body pose vector, size 28 (14 2D landmarks).
   - \(x_{\text{raw3D}}^{b}\): 3D raw body pose vector, size 42 (14 3D landmarks).
   - \(x_{\text{raw2D}}^{f h}\): 2D raw face/head pose vector, size 140 (70 2D landmarks).
   - \(x_{\text{raw3D}}^{f h}\): 3D raw face/head pose vector, size 204 (68 3D landmarks).

2. a relevant preprocessed body/face/head feature vector that can be used in combination with or as an alternative to raw data. Indeed, raw values are highly correlated, with a lot of redundancy, they can be difficult to interpret and are not always meaningful for SLR. We take inspiration from previous work in gesture recognition [61,62] and first compute pairwise positions and distances, as well as joint angles and orientations (wrist, elbow and shoulder), plus first and second order derivatives. In order to reduce the dimensionality of the face/head feature vector, the following components are computed: three Euler angles for the rotation of the head, plus first and second-order derivatives, mouth size (horizontal and vertical distances), relative motion of each eyebrow to parent eye center and position of nose landmark with respect to body center. The detection of contacts between hands and specific locations of the body is known to increase recognition accuracy [63]. Therefore, the feature vector also includes the relative position between each wrist and the nose, plus first and second-order derivatives. Moreover, because SLs make intensive use of hands, their relative arrangement is crucial...
Therefore, we also compute the relative position and distance of one wrist to the other, plus first and second order derivatives. We also derived a relevant 2D feature vector, in the same manner as the 3D one. In this case, positions, distances and angles are actually projected positions, distances and angles on the 2D plane. Finally, we get:

- \( x_{\text{feat2D}}^{bfh} \): 2D feature vector, size 96.
- \( x_{\text{feat3D}}^{bfh} \): 3D feature vector, size 176.

2.3.2. Learning Model

With a signer representation \( x = \mathcal{R}(X) \), setting up a learning and prediction model consists in defining \( \mathcal{M} \) such that \( \mathcal{M}(x) = \hat{Y}_{\text{CSLR}} \) and \( \hat{Y}_{\text{CSLR}} \approx Y \).

In Section 1.2.2, we present different types of learning frameworks taking one-dimensional time-series as input, which is our case. The most effective architectures used HMMs, CRFs and RNNs. In our experiments, we chose to use RNNs, mainly for the following reasons: they are good to build complex features from not always meaningful input, they are very modular and straightforward to train and they exhibit the best results in the field of Gesture Recognition (GR) and SLR. We used LSTMs units [65] that include a cell state \( c \) in addition to the usual hidden state \( h \) of RNNs. When real-time predictions are not needed, forward and backward LSTM units can be paired to form Bidirectional LSTMs (BLSTMs). Several layers of BLSTMs can then be stacked, as shown on Figure 8 detailing a two-layer BLSTM. Our experiments usually include one to four BLSTM layers.

An interesting addition for helping the network build relevant features is to set up the first layer as a one-dimensional temporal convolution. Temporal convolutions can help with noisy high-frequency data like ours, and are good to learn temporal dependencies [66]. A convolution layer with a kernel width of three frames is included on Figure 8.

Using the Keras library [52] on top of TensorFlow [53], we then built a modular architecture (https://github.com/vbelissen/cslr_limsi/) with a convolutional layer (with as parameters the number of filters and the kernel size), one or multiple LSTM or BLSTM layers (with as parameters the number of units), a FC layer and a final softmax operation for classification. Finally, the training phase is associated to many parameters as well, including the learning rate and optimizer, batch size, sequence length, dropout rate, data imbalance correction and the choice of metric.

In the next section, we aim to validate this proposal.
Figure 8. Unrolled representation of a two-layer Bidirectional LSTM (BLSTM) network for temporal classification, with input $x$ and output $y$. The cell state $c$ is omitted, for sake of clarity. Upstream of the LSTM layers, the input is first convolved, with a convolution kernel width of three frames on this scheme.

3. Results and Discussion

This section details our results in a series of CSLR experiments on the Dicta-Sign–LSF–v2 corpus. We decided to focus on the binary recognition of four manual unit types: FLSs, DSs, PTSs and FBuys. These
categories are representative of the variety of SL linguistic structures, with conventional and illustrative units, as well as elements highly used within the syntactic iconicity of SL. Other types show a too small number of instances for the results to be significant, or even for the network to converge (see detail in Table 4). First, we start with a quantitative assessment in Section 3.1, then, a more qualitative analysis on two test sequences of Dicta-Sign–LSF–v2 is outlined in Section 3.2.

3.1. Quantitative Assessment

In this first study, we present quantitative results of the proposed model. The chosen performance metrics and learning architecture parameters are detailed in Section 3.1.1, along with sixteen different signer representations. Baseline results for the most advanced representation are subsequently outlined in Section 3.1.2, enabling a fair comparison between the performance of the four proposed descriptors. Then, we end this study with more detailed results with respect to the influence of different signer representations (Section 3.1.3) and signer or task-independence (Section 3.1.4) on the recognition performance.

3.1.1. General Settings

Following the discussion of Section 2.2.2, the chosen performance metrics for validation include frame-wise and unit-wise measures, with detail, are presented below:

- Frame-wise accuracy (not necessarily informative, as detailed in Section 2.2.2).
- Frame-wise F1-score.
- Unit-wise margin-based F1-score $F_{1w}^*(t_w)$, with margin $t_w = 12$ frames (half a second).
- Unit-wise normalized intersection-based F1-score $F_{1pr}^*(\bar{t}_p, \bar{t}_r)$, with $\bar{t}_p = 0, \bar{t}_r = 0$ (counting positive recognition for units with at least one intersecting frame), as well as the associated integral value $I_{pr}$.

All training sessions, unless otherwise specified, are conducted with the following common settings:

- Network parameters: One BLSTM layer; 50 units in each LSTM cell; 200 convolutional filters as a first neural layer, with a kernel width of size 3.
- Training hyperparameters: A batch size of 200 sequences; A dropout rate of 0.5; No weight penalty in the learning loss; Samples arranged with a sequence length of 100 frames.
- The training loss is the weighted binary/categorical cross-entropy.
- The gradient descent optimizer is RMSProp [56].
- A cross-validation split of the data is realized in a signer-independent fashion, with 12 signers in the training set, 2 in the validation set and 2 in the test set.
- Each run consists of 150 epochs. Only the best model was retained, in terms of performance on the validation set. During training, only the frame-wise F1-score was used to make this decision.

Furthermore, we defined 16 combinations of the feature vectors presented in Section 2.3.1. The detail of these configurations is given in Table 6, in which we also indicate the final representation vector size (for each frame), ranging from 218 for combination 5 to 494 for combination 9. Body and face data were either 2D or 3D, raw or made of preprocessed features, while hand data were made of OpenPose estimates, Deep Hand predictions or both.

In the following, we analyze the results for the signer representation #16, which usually gives best or close to best results. Then, we analyze the impact of varying the signer representation on the recognition results.
Table 6. Detail of the 16 signer representations that are compared in Section 2.3.1.

| #  | Configuration | Corresponding Feature Vectors and Size (Section 2.3.1) | Total Size |
|----|---------------|--------------------------------------------------------|------------|
|    | Body and Face | Hands        | OP | HS | braw2D | braw3D | fhraw2D | fhraw3D | handraw2D | handshapes | bfh | bfh | feat2D | bfh | feat3D |
| 1  | Raw           |              | ✓  | ✓  | ✓      | ✓      | ✓      | ✓      | ✓      | ✓          | ✓   | ✓   |       | ✓   | ✓      |
| 2  | Features      |              | ✓  | ✓  | ✓      | ✓      | ✓      | ✓      | ✓      | ✓          | ✓   | ✓   |       | ✓   | ✓      |
| 3  | Raw           |              | ✓  | ✓  | ✓      | ✓      | ✓      | ✓      | ✓      | ✓          | ✓   | ✓   |       | ✓   | ✓      |
| 4  | Features      |              | ✓  | ✓  | ✓      | ✓      | ✓      | ✓      | ✓      | ✓          | ✓   | ✓   |       | ✓   | ✓      |
| 5  | Raw           |              | ✓  | ✓  | ✓      | ✓      | ✓      | ✓      | ✓      | ✓          | ✓   | ✓   |       | ✓   | ✓      |
| 6  | Features      |              | ✓  | ✓  | ✓      | ✓      | ✓      | ✓      | ✓      | ✓          | ✓   | ✓   |       | ✓   | ✓      |
| 7  | Raw           |              | ✓  | ✓  | ✓      | ✓      | ✓      | ✓      | ✓      | ✓          | ✓   | ✓   |       | ✓   | ✓      |
| 8  | Features      |              | ✓  | ✓  | ✓      | ✓      | ✓      | ✓      | ✓      | ✓          | ✓   | ✓   |       | ✓   | ✓      |
| 9  | Raw           |              | ✓  | ✓  | ✓      | ✓      | ✓      | ✓      | ✓      | ✓          | ✓   | ✓   |       | ✓   | ✓      |
| 10 | Features      |              | ✓  | ✓  | ✓      | ✓      | ✓      | ✓      | ✓      | ✓          | ✓   | ✓   |       | ✓   | ✓      |
| 11 | Raw           |              | ✓  | ✓  | ✓      | ✓      | ✓      | ✓      | ✓      | ✓          | ✓   | ✓   |       | ✓   | ✓      |
| 12 | Features      |              | ✓  | ✓  | ✓      | ✓      | ✓      | ✓      | ✓      | ✓          | ✓   | ✓   |       | ✓   | ✓      |
| 13 | Raw           |              | ✓  | ✓  | ✓      | ✓      | ✓      | ✓      | ✓      | ✓          | ✓   | ✓   |       | ✓   | ✓      |
| 14 | Features      |              | ✓  | ✓  | ✓      | ✓      | ✓      | ✓      | ✓      | ✓          | ✓   | ✓   |       | ✓   | ✓      |
| 15 | Raw           |              | ✓  | ✓  | ✓      | ✓      | ✓      | ✓      | ✓      | ✓          | ✓   | ✓   |       | ✓   | ✓      |
| 16 | Features      |              | ✓  | ✓  | ✓      | ✓      | ✓      | ✓      | ✓      | ✓          | ✓   | ✓   |       | ✓   | ✓      |

3.1.2. Baseline Results for Signer Representation #16

The results are summarized in Table 7, in which we report average values and standard deviation after seven identical simulations, for the binary recognition of FLSs, DSs, PTSs and FBuoys.

Table 7. Average (µ) and standard deviation (σ) values from seven identical simulations for the binary recognition of Fully Lexical Signs, Depicting Signs, Pointing Signs and Fragment Buoys, for the signer representation #16, on the validation set of Dicta-Sign–LSF–v2. Metrics displayed are frame-wise accuracy and F1-score, as well as unit-wise margin-based F1-score F1∗w(tw), with margin tw = 12 frames (half a second) and normalized intersection-based F1-score F1∗pr(0, 0) (counting positive recognition for units with at least one intersecting frame).

|                | Frame-Wise | Unit-Wise |
|----------------|------------|-----------|
|                | Acc        | F1(tw)    | F1∗w(tw = 12) | F1∗pr(0, 0) | Ipr |
| FLS            | µ          | 0.83      | 0.64 (0.56/0.74) | 0.86 (0.76/0.98) | 0.78 (0.65/0.98) | 0.52 |
|                | σ          | 0.01      | 0.01 (0.02/0.02) | 0.02 (0.02/0.03) | 0.04 (0.05/0.01) | 0.03 |
| DS             | µ          | 0.95      | 0.40 (0.35/0.49) | 0.48 (0.36/0.74) | 0.44 (0.32/0.72) | 0.31 |
|                | σ          | 0.01      | 0.04 (0.07/0.06) | 0.06 (0.07/0.06) | 0.06 (0.07/0.06) | 0.04 |
| PTS            | µ          | 0.97      | 0.31 (0.41/0.26) | 0.46 (0.40/0.56) | 0.45 (0.39/0.55) | 0.33 |
|                | σ          | 0.01      | 0.02 (0.07/0.04) | 0.04 (0.06/0.10) | 0.05 (0.06/0.11) | 0.03 |
| FBuoy          | µ          | 0.98      | 0.14 (0.25/0.10) | 0.13 (0.12/0.15) | 0.19 (0.22/0.19) | 0.11 |
|                | σ          | 0.01      | 0.04 (0.07/0.04) | 0.03 (0.02/0.05) | 0.04 (0.05/0.05) | 0.03 |

From this table, it appears that the best results are obtained for the recognition of FLSs, with a 64% frame-wise F1-score and a 52% Ipr. DSs and PTSs get comparable performance values, while FBuoys are not very well recognized—14% frame-wise F1-score and 11% Ipr. Except for FBuoys, one can note that the recall is usually higher than the precision, which means that there are more false positives than false negatives.
The differences in terms of performance can be explained first by the discrepancy with respect to the number of training instances: as can be seen in Table 4, FLSs account for about 75% of the manual units, while this drops to 11% for DSs and for PTSs. Only 589 FBuoy instances are annotated in Dicta-Sign–LSF–v2, that is about 2% of the total number of manual units.

However, other reasons can be proposed. DSs are a very broad category of units—many sub-categories can be listed—with a lot of inner variability. Also, the role of eye gaze is known to be crucial in DSs, however our signer representations include no gaze information. PTSs are very short, sometimes they last only one or two frames in 25 fps videos. As for FBuoys, they correspond to a maintained hand shape at the end of a bimanual sign, when it bears a linguistic function, which is not easy to detect (sometimes the hand shape is held for other reasons, and is not annotated as a FBuoy).

3.1.3. Influence of Signer Representation

Tables 8 and 9 present the model performance metrics on the validation set, for each of the 16 combinations and each of the four different annotation types. In each table, one line corresponds to a particular combination, i.e., a certain signer representation. For each metric (except accuracy), the best setting is in bold. Not all metrics yield the same conclusion with respect to the best settings: in case of disagreement, we have used the integrated unit-wise metric \( I_{pr} \) as decision rule, which is highlighted in the two tables. For instance, for the binary recognition of Fully Lexical Signs, the best combination—with an \( I_{pr} \) of 0.60—is #15: 3D features, with hand shapes from the Deep Hand model. For Depicting Signs, best performance is reached by 2D features, with both OpenPose and hand shape data. Pointing Signs are better recognized with 3D features and both OpenPose and hand shape data. Last, Fragment Buoys should be recognized with 2D or 3D features, with OpenPose data alone.

A few general insights can be drawn from these results:

- Using preprocessed data instead of raw values is always beneficial to the model performance, whatever the linguistic category. For linguistic annotations with few training instances like PTSs or FBuoys, the model is not even able to converge with raw data.

- In the end, it appears that 3D estimates do not always improve the model performance, compared to 2D data. FLSs and FBuoys are better recognized when using 3D, while DSs and PTSs should be predicted using 2D data. However, this surprising result might stem from the limited quality of the 3D estimates that we used. True 3D data (instead of estimates trained on motion capture recordings) might indeed be more reliable thus beneficial in any case.

- In terms of hand representation, it appears that the Deep Hand model is beneficial when recognizing FLSs, while OpenPose estimates alone correspond to the best choice—or very close to it—for the other linguistic categories. The fact that Deep Hand alone performs quite well for the recognition of FLSs and not for the other types of units could be explained by the fact that FLSs use a large variety of hand shapes, whereas other units like DSs use few hand shapes, but are rather very determined by the hand orientation, that is not captured by Deep Hand. In other words, it is likely that DSs give a more balanced importance to all hand parameters than FLSs.
Table 8. Performance assessment on the validation set of Dicta-Sign–LSF-v2, for different signer representations, applied to the recognition of FLSs and DSs. Each line corresponds to a particular signer representation, see Table 6. Bold values correspond to the best value for each setting category. In the end, \( I_{pr} \) is used to decide the best representation.

| Body and Face | Hands | Frame-Wise | Unit-Wise |
|---------------|-------|------------|-----------|
|               | OP HS | Acc F1 \((99)\) | F1\(_w\)\((t_w = 12)\) \((99)\) | F1\(_{pr}\)\((0, 0)\) \((99)\) | \( I_{pr} \) |
| 2D Raw        | ✓     | 0.80 0.58 \((0.51/0.68)\) | 0.57 \((0.75/0.46)\) | 0.75 \((0.76/0.73)\) | 0.42 |
|               | ✓     | 0.79 0.16 \((0.44/0.10)\) | 0.45 \((0.67/0.30)\) | 0.34 \((0.64/0.23)\) | 0.19 |
|               | ✓ ✓   | 0.82 0.55 \((0.56/0.35)\) | 0.83 \((0.85/0.40)\) | 0.75 \((0.76/0.74)\) | 0.45 |
|               | ✓ ✓   | 0.80 0.19 \((0.52/0.12)\) | 0.60 \((0.86/0.46)\) | 0.42 \((0.64/0.32)\) | 0.26 |
| 2D Features   | ✓     | 0.86 0.68 \((0.65/0.71)\) | 0.88 \((0.81/0.97)\) | 0.78 \((0.66/0.94)\) | 0.56 |
|               | ✓ ✓   | 0.85 0.66 \((0.64/0.73)\) | 0.85 \((0.75/0.99)\) | 0.79 \((0.67/0.98)\) | 0.57 |
|               | ✓ ✓   | 0.84 0.63 \((0.60/0.66)\) | 0.87 \((0.78/0.99)\) | 0.75 \((0.64/0.96)\) | 0.49 |
|               | ✓ ✓   | 0.85 0.69 \((0.60/0.82)\) | 0.87 \((0.78/0.98)\) | 0.81 \((0.69/0.98)\) | 0.59 |
| 3D Raw        | ✓     | 0.81 0.42 \((0.56/0.34)\) | 0.68 \((0.81/0.59)\) | 0.57 \((0.64/0.52)\) | 0.32 |
|               | ✓ ✓   | 0.82 0.47 \((0.59/0.40)\) | 0.82 \((0.82/0.62)\) | 0.64 \((0.65/0.64)\) | 0.40 |
|               | ✓ ✓   | 0.83 0.45 \((0.64/0.34)\) | 0.73 \((0.87/0.62)\) | 0.62 \((0.78/0.52)\) | 0.38 |
|               | ✓ ✓   | 0.80 0.37 \((0.51/0.29)\) | 0.73 \((0.83/0.66)\) | 0.58 \((0.66/0.51)\) | 0.34 |
| 3D Features   | ✓     | 0.83 0.65 \((0.55/0.78)\) | 0.84 \((0.73/0.99)\) | 0.73 \((0.59/0.97)\) | 0.51 |
|               | ✓ ✓   | 0.87 0.69 \((0.66/0.73)\) | 0.89 \((0.81/0.98)\) | 0.80 \((0.69/0.95)\) | 0.57 |
|               | ✓ ✓   | 0.86 0.69 \((0.64/0.75)\) | 0.90 \((0.82/0.99)\) | 0.83 \((0.73/0.97)\) | 0.60 |
|               | ✓ ✓   | 0.83 0.64 \((0.56/0.74)\) | 0.86 \((0.76/0.98)\) | 0.78 \((0.65/0.98)\) | 0.52 |
| 2D Raw        | ✓     | 0.92 0.24 \((0.18/0.36)\) | 0.20 \((0.14/0.34)\) | 0.22 \((0.16/0.37)\) | 0.15 |
|               | ✓     | 0.94 0.30 \((0.24/0.40)\) | 0.35 \((0.24/0.62)\) | 0.34 \((0.23/0.59)\) | 0.21 |
|               | ✓ ✓   | 0.92 0.10 \((0.08/0.13)\) | 0.28 \((0.19/0.56)\) | 0.28 \((0.18/0.55)\) | 0.16 |
|               | ✓ ✓   | 0.93 0.36 \((0.27/0.53)\) | 0.40 \((0.27/0.77)\) | 0.42 \((0.28/0.61)\) | 0.27 |
| 2D Features   | ✓     | 0.95 0.41 \((0.37/0.46)\) | 0.33 \((0.25/0.48)\) | 0.32 \((0.24/0.47)\) | 0.25 |
|               | ✓ ✓   | 0.97 0.55 \((0.54/0.56)\) | 0.67 \((0.58/0.78)\) | 0.68 \((0.60/0.78)\) | 0.44 |
|               | ✓ ✓   | 0.95 0.43 \((0.37/0.52)\) | 0.40 \((0.29/0.64)\) | 0.37 \((0.26/0.62)\) | 0.26 |
|               | ✓ ✓   | 0.97 0.59 \((0.53/0.66)\) | 0.61 \((0.50/0.81)\) | 0.64 \((0.53/0.81)\) | 0.46 |
| 3D Raw        | ✓     | 0.97 0.24 \((0.68/0.14)\) | 0.32 \((0.66/0.21)\) | 0.32 \((0.65/0.21)\) | 0.23 |
|               | ✓     | 0.90 0.28 \((0.18/0.60)\) | 0.39 \((0.28/0.75)\) | 0.41 \((0.27/0.80)\) | 0.24 |
|               | ✓ ✓   | 0.94 0.14 \((0.13/0.16)\) | 0.31 \((0.25/0.43)\) | 0.24 \((0.18/0.34)\) | 0.15 |
|               | ✓ ✓   | 0.88 0.25 \((0.16/0.62)\) | 0.32 \((0.20/0.60)\) | 0.25 \((0.15/0.61)\) | 0.17 |
| 3D Features   | ✓     | 0.93 0.36 \((0.27/0.53)\) | 0.25 \((0.18/0.55)\) | 0.22 \((0.14/0.50)\) | 0.17 |
|               | ✓ ✓   | 0.97 0.50 \((0.52/0.49)\) | 0.52 \((0.44/0.63)\) | 0.55 \((0.46/0.70)\) | 0.37 |
|               | ✓ ✓   | 0.92 0.34 \((0.24/0.57)\) | 0.29 \((0.18/0.72)\) | 0.25 \((0.16/0.60)\) | 0.17 |
|               | ✓ ✓   | 0.95 0.40 \((0.35/0.49)\) | 0.48 \((0.38/0.74)\) | 0.44 \((0.32/0.72)\) | 0.31 |
Table 9. Performance assessment on the validation set of Dicta-Sign–LSF–v2, for different signer representations, applied to the recognition of PTSs and FBuoys. Each line corresponds to a particular signer representation, see Table 6. Bold values correspond to the best value for each setting category. In the end, \( I_{pr} \) is used to decide the best representation.

|                | Frame-Wise       | Unit-Wise       |
|----------------|------------------|-----------------|
|                | Hands            | \( F^*_w(t_w = 12) \) | \( F^*_w(0, 0) \) | \( I_{pr} \) |
| **Body and Face** | **OP HS**        | **Acc**         | **F1** | **F1** |
| **Raw**        |                  | 0.97            | 0.23 (0.25/0.21) | 0.28 (0.24/0.34) | 0.24 (0.18/0.33) | 0.21 |
| **2D**         |                  | 0.97            | 0.14 (0.22/0.10) | 0.22 (0.26/0.11) | 0.22 (0.34/0.18) | 0.18 |
| **Features**   |                  | 0.97            | 0.30 (0.14/0.24) | 0.46 (0.38/0.59) | 0.45 (0.37/0.59) | 0.29 |
| **2D**         |                  | 0.97            | 0.14 (0.17/0.12) | 0.51 (0.41/0.67) | 0.28 (0.21/0.41) | 0.17 |
| **Features**   |                  | 0.97            | 0.32 (0.14/0.27) | 0.48 (0.42/0.30) | 0.43 (0.35/0.56) | 0.32 |

3.1.4. Signer-Independence and Task-Independence

Because we are considering both the problem of signer-independence and that of task-independence, four cases are to be analyzed. We only consider tasks 1 to 8, as task 9 of Dicta-Sign–LSF–v2 corresponds to isolated signs.

**Signer-dependent and task-dependent (SD-TD):** we randomly pick 60\% of the videos for training, 20\% for validation and 20\% for testing. Some signers and tasks are shared across the three sets.

**Signer-independent and task-dependent (SI-TD):** we randomly pick 10 signers for training, 3 signers for validation and 3 signers for testing. All tasks are shared across the three sets.
Signer-dependent and task-independent (SD-TI): we randomly pick five tasks for training, two tasks for validation and one task for testing. All signers are shared across the three sets.

Signer-independent and task-independent (SI-TI): we randomly pick eight signers for training, four signers for validation and four signers for testing; three tasks for training, three tasks for validation and two tasks for testing. This roughly corresponds to a 55%-27%-18% training–validation–testing split in terms of video count. Notably in this setting, a fraction of the videos has to be left out—videos that correspond to signers in the training set, and tasks in the other sets, etc. In the end, it is thus expected that the amount of training data is more likely to be a limiting factor than for the three previously described configurations.

The results—averaged out values from seven repeats—are summarized in Table 10, using the same performance metrics as before. Surprisingly, it appears that results for the configurations SD-TD, SI-TD and SD-TI perform relatively close, which supports the idea that the proposed signer representation and learning framework are good at generalizing to unseen signers and unseen tasks. The fact that performance is much lower in the SI-TI configuration thus suggests that the amount of training data is indeed a limiting factor in our case.

Table 10. Performance assessment with respect to signer-independence (SI) and task-independence (TI) on the test set of Dicta-Sign–LSF–v2, for the binary recognition of four linguistic descriptors (FLSs, DSs, PTSs and FBuoy).

|        | Frame-Wise | Unit-Wise |
|--------|------------|-----------|
|        | SI | TI | Acc | F1 (τ=0) | F1\_w (τ_w=12) (τ=0) | F1\_p\_r (0, 0) (τ=0) | I_\_pr |
| FLS    | ✓  |   | 0.78 | 0.57 (0.48/0.71) | 0.77 (0.49/0.88) | 0.72 (0.41/0.90) | 0.47 |
|        | ✓  | ✓ | 0.79 | 0.56 (0.52/0.62) | 0.83 (0.77/0.91) | 0.73 (0.65/0.85) | 0.48 |
|        | ✓  | ✓ | 0.65 | 0.45 (0.34/0.72) | 0.67 (0.60/0.90) | 0.65 (0.53/0.90) | 0.39 |
| DS     | ✓  |   | 0.94 | 0.26 (0.41/0.20) | 0.30 (0.35/0.28) | 0.31 (0.39/0.28) | 0.20 |
|        | ✓  | ✓ | 0.92 | 0.30 (0.43/0.26) | 0.33 (0.39/0.30) | 0.35 (0.43/0.33) | 0.22 |
|        | ✓  | ✓ | 0.92 | 0.24 (0.38/0.21) | 0.33 (0.37/0.38) | 0.32 (0.37/0.35) | 0.19 |
| PTS    | ✓  |   | 0.96 | 0.20 (0.22/0.25) | 0.35 (0.28/0.52) | 0.26 (0.21/0.41) | 0.18 |
|        | ✓  | ✓ | 0.97 | 0.15 (0.20/0.12) | 0.30 (0.37/0.30) | 0.23 (0.29/0.23) | 0.15 |
|        | ✓  | ✓ | 0.96 | 0.20 (0.26/0.19) | 0.40 (0.38/0.42) | 0.30 (0.29/0.33) | 0.20 |
|        | ✓  | ✓ | 0.94 | 0.07 (0.09/0.11) | 0.20 (0.21/0.31) | 0.11 (0.11/0.20) | 0.07 |
| FBuoy  | ✓  |   | 0.97 | 0.19 (0.22/0.20) | 0.12 (0.11/0.26) | 0.21 (0.19/0.36) | 0.12 |
|        | ✓  | ✓ | 0.94 | 0.10 (0.20/0.07) | 0.11 (0.15/0.19) | 0.11 (0.15/0.14) | 0.08 |
|        | ✓  | ✓ | 0.93 | 0.07 (0.07/0.07) | 0.06 (0.05/0.09) | 0.08 (0.06/0.10) | 0.05 |
|        | ✓  | ✓ | 0.98 | 0.01 (0.01/0.01) | 0.02 (0.01/0.09) | 0.02 (0.01/0.09) | 0.01 |

3.2. Qualitative Analysis on Test Set

Although performance metrics provide interesting insights on the results of the proposed model, a more qualitative analysis is needed. In this section, we analyze the prediction results of the proposed model, on two test sequences of Dicta-Sign–LSF–v2 (Video clips are visible at https://github.com/vbelissen/cslr_limsi/blob/master/Clips.md.). The signer representation is decided from the optimization Tables 8 and 9. The chosen setup is signer-independent and task-dependent (SI-TD). The test signers are then unknown.
both from the training and validation sets. These results complement preliminary analyses focused on DSs and developed in [67].

In this analysis, we have trained four binary descriptors, corresponding to FLSs, DSs, PTSs and FBUoys. In Figures 9 and 10 we show, from top to bottom: a few key thumbnails, a proposed English translation, expert annotations for FLSs and PLs—is each on three tracks, corresponding to right-handed, two-handed or left-handed units—and model predictions. Because all descriptors are binary, a positive prediction is equivalent to a probability greater than 0.5.

Video S7_T2_A10, Frames 660–790 (Figure 9)

This is a longer and much more complex sequence with all four types of annotations—ten FLSs, two DSs, three PTSs and one FBUoy. We propose the following translation: “For you to decide between those two [touristic] options, I will present them one after the other, then we will also discuss prices.”. This sequence makes extensive use of space at the syntactic level. Indeed, the lexical sign HESITATE is used in context in quite an iconic fashion, with one hand corresponding to an option A and the other hand to another option B. Using pointing signs and a visible tilt in the upper body, as well as localized signs like EXPLAIN, the two options are sequentially referred to in a very spatial and visual way. FLSs are detected quite correctly, with an $I_{pr}$ of 0.60. Two pointing signs are detected, while one is missed. The two successive DSs are correctly detected, even though they are not segmented like the annotations. In the end of the sequence—and to a lesser extent the beginning—DSs are predicted by the model although they are not annotated. However, they do include a form of iconicity—as mentioned earlier, it is spatial iconicity used at the syntactic level. The unique FBUoy is not detected, resulting in $I_{pr} = 0$.

---

"For you to decide between those two [touristic] options, I will present them one after the other, then we will also discuss prices."

![Figure 9. LSF sequence from Dicta-Sign–LSF–v2 (video reference: S7_T2_A10). Expert annotations for right-handed (RH), two-handed (2H) and left-handed (LH) Fully Lexical Signs (FLSs) and Partially Lexical Signs (PLSs) are given.](image-url)
Video S7_T2_A10, Frames 885–990 (Figure 10)

This sequence is rather sequential and includes an illustrative structure around frame 920, with the left hand of the lexical sign PARIS iconically reactivated into a FBuoy, while the right hand performs a DS-Size&Shape (DS-SS). We propose the simple translation “You will need some time to explore Paris!”’. All FLSs are detected correctly, but two false positives are observed in the vicinity of the illustrative structure. The unique PTS is perfectly recognized. The DS unit is very well detected too, while the simultaneous FBuoy is detected but much shorter than it is annotated. Interestingly, the FLS VISIT is also detected as a DS. This makes some sense as it is produced in quite an iconic way, in a form of Transfer of Persons (T-P), emphasized by the gaze moving away from the addressee and the crinkled eyes.

Figure 10. LSF sequence from Dicta-Sign–LSF–v2 (video reference: S7_T2_A10). Expert annotations for right-handed (RH), two-handed (2H) and left-handed (LH) Fully Lexical Signs (FLSs) and Partially Lexical Signs (PLSs) are given.

In conclusion to this qualitative assessment, it seems that the predictions of the four descriptors are generally well in line with the annotations, and could be used to describe a much broader part of SL discourse than the pure CLexSR approach. Moreover, many of the observed discrepancies can actually be explained by the subjectivity in the annotation, some annotation mistakes or even the unclear boundary between certain categories, in terms of linguistic definition—the FLS versus DS opposition may not always make sense, for instance; it may have been more appropriate to allow for both unit types to be positively annotated at the same time in the original corpus. More generally, the predictions of the proposed model could help question the exclusivity and relevance of certain linguistic categories. This will however require an even more thorough analysis of the results in order to ensure that no erroneous conclusions are drawn due to shortcomings in the signer representation or learning model.
4. Conclusions

In this work, we have first focused on improving the input data for CSLR systems, proposing Dicta-Sign–LSF–v2, a LSF corpus previously made by linguists. We then developed a general description of the problem of CSLR with adapted metrics. In order to realize a first series of experiments with this broader definition of CSLR, we have introduced and implemented an original combination of signer representation and learning model, using a mix of publicly available and self-developed models and a convolutional and recurrent neural network.

Finally, we have conducted a thorough analysis of the recognition performance of the proposed model for four very different linguistic descriptors—FLSs, DSs, PTSs and Fbuys—on Dicta-Sign–LSF–v2. We have shown that promising performance values are met. A qualitative analysis on the test set then illustrates the merits of the proposed approach.

As regards perspectives of this work, signer representation—in particular with respect to hand modeling—shows a lot of room for improvement. Independently, gathering quality annotated SL data is a major challenge, as the amount of training data appears to be a bottleneck for the performance of CSLR models.
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Abbreviations

The following abbreviations are used in this manuscript:

Machine Learning and Image Processing
BLSTM Bidirectional LSTM
CNN Convolutional Neural Network
CRF Conditional Random Field
CTC Connectionist Temporal Classification
DNN Deep Neural Network
DTW Dynamic Time Warping
EM Expectation Maximization
FC Fully Connected
fps frames per second
HMM Hidden Markov Model
HOG Histogram of Oriented Gradients
LSTM Long Short-Term Memory
NMT Neural Machine Translation
OP OpenPose [47]
RCNN Recurrent Convolutional Neural Network
RGB Red-Green-Blue
RNN Recurrent Neural Network
SVM Support Vector Machine
WER Word Error Rate

Sign Language
ASL American Sign Language
ChSL Chinese Sign Language
CLexSR Continuous Lexical Sign Recognition
CSL Continuous Sign Language
CSLR Continuous Sign Language Recognition
Appendix A. Performance Metrics for Temporal Data: Details and Illustration

In this appendix, we give more detailed equations and illustrate the performance metrics presented in Section 2.2.2. We choose the case of binary classification, with a dummy sequence for which fictitious annotated and predicted data are given in Figure A1.

Figure A1. Annotated (top, blue) and predicted (bottom, red) data in a dummy binary classification problem. Four units are annotated, while three are detected.
Appendix A.1. Frame-Wise Metrics

The frame-wise metrics are easily computed. We remind that \( U_G \) corresponds to the set of all ground-truth annotated units and \( U_D \) to that of all detected units. First, the accuracy is the rate of correctly predicted frames, including class 0: \( \text{Acc} = 0.61 \).

Frame-wise precision and recall are computed from the count of true positives, false positives and false negatives frames (see Equations (9) and (10)): \( P = \frac{15}{15+11} \simeq 0.58 \) and \( R = \frac{15}{15+28} \simeq 0.35 \) which yield \( \text{F1} \simeq 0.44 \).

Appendix A.2. Unit-Wise Metrics

Appendix A.2.1. \( P^*_w \), \( R^*_w \), \( \text{F1}^*_w \)

For these metrics, the time gap between the middle of \( u_d \) and the middle of the closest unit of the same class in \( U_G \) is compared to \( t_w \), in order to decide whether \( u_d \) is a correct detection – respectively, the time gap between the middle of \( u_g \) and the middle of the closest unit of the same class in \( U_D \) is compared to \( t_w \), in order to decide whether \( u_g \) is correctly detected. Let us first note that:

- The closest unit from \( u_1^D \) is unit \( u_1^G \), with 4 frames of shift between their respective centers.
- The closest unit from \( u_2^D \) is unit \( u_2^G \), with 14 frames of shift between their respective centers.
- The closest unit from \( u_3^D \) is unit \( u_3^G \), with 0.5 frame of shift between their respective centers.

Also:

- The closest unit from \( u_1^G \) is unit \( u_1^D \), with 4 frames of shift between their respective centers.
- The closest unit from \( u_2^G \) is unit \( u_2^D \), with 0.5 frame of shift between their respective centers.
- The closest unit from \( u_3^G \) is unit \( u_3^D \), with 21 frames of shift between their respective centers.
- The closest unit from \( u_4^G \) is unit \( u_4^D \), with 32.5 frames of shift between their respective centers.

From Equations (14) and (15), unit-wise precision and recall as a function of a margin \( t_w \) can be written as:

\[
P^*_w(t_w) = \frac{1}{3} (\mathbb{I}_{t_w>4} + \mathbb{I}_{t_w>14} + \mathbb{I}_{t_w>0.5})
\]

\[
R^*_w(t_w) = \frac{1}{4} (\mathbb{I}_{t_w>4} + \mathbb{I}_{t_w>0.5} + \mathbb{I}_{t_w>21} + \mathbb{I}_{t_w>32.5})
\]

With margins of half a second (12 frames) or one second (25 frames), numerical values are:

\( P^*_w(12) \simeq 0.67 ; R^*_w(12) = 0.5 ; \text{F1}^*_w(12) \simeq 0.57 \)

and

\( P^*_w(25) = 1 ; R^*_w(25) = 0.75 ; \text{F1}^*_w(25) \simeq 0.86 \).

Appendix A.2.2. \( P^*_{pr} \), \( R^*_{pr} \), \( \text{F1}^*_{pr} \)

\( P^*_{pr}(\hat{t}_p, \hat{t}_r) \) and \( R^*_{pr}(\hat{t}_p, \hat{t}_r) \) can be expressed as:

\[
P^*_{pr}(\hat{t}_p, \hat{t}_r) = \frac{1}{|U_D|} \sum_{u_d \in U_D} \text{IsMatched} (\text{BestMatch} (u_d, U_G), u_d, \hat{t}_p, \hat{t}_r)) \quad \text{(A1)}
\]

\[
R^*_{pr}(\hat{t}_p, \hat{t}_r) = \frac{1}{|U_G|} \sum_{u_g \in U_G} \text{IsMatched} (u_g, \text{BestMatch} (u_g, U_D), \hat{t}_p, \hat{t}_r)) \quad \text{(A2)}
\]
For each unit $u_d$ in the list $U_D$, one can define the best match unit in $U_G$ as the one maximizing the normalized temporal overlap between units (and a symmetric formula for the best match of a unit $u_g$ in $U_D$):

$$\text{BestMatch} (u_d, U_G) = \arg\max_{u_g \in U_G} \begin{cases} \frac{2 \# \text{frames} (u_g \cap u_d)}{\# \text{frames} (u_g) + \# \text{frames} (u_d)} & \text{if Class}(u_g) = \text{Class}(u_d) \\ 0 & \text{otherwise} \end{cases} \quad (A3)$$

IsMatched decides whether two units are sufficiently similar, which can be written down as follows:

$$\text{IsMatched} (u_g, u_d, \bar{t}_p, \bar{t}_r) = \begin{cases} 1 & \text{if } \frac{\# \text{frames} (u_g \cap u_d)}{\# \text{frames} (u_d)} > \bar{t}_p \\ \frac{\# \text{frames} (u_g \cap u_d)}{\# \text{frames} (u_g)} > \bar{t}_r \\ \text{Class}(u_g) = \text{Class}(u_d) & \text{otherwise.} \end{cases} \quad (A4)$$

From Equations (A3) and its symmetric, one can note that:

- The best match for unit $u_1^D$ is unit $u_4^G$, with 7 intersecting frames over the 7 frames of $u_1^D$.
- The best match for unit $u_2^D$ is unit $u_1^G$, with 3 intersecting frames over the 11 frames of $u_2^D$.
- The best match for unit $u_3^D$ is unit $u_2^G$, with 5 intersecting frames over the 8 frames of $u_3^D$.

Also:

- The best match for unit $u_1^G$ is unit $u_4^D$, with 10 intersecting frames over the 23 frames of $u_1^G$.
- The best match for unit $u_2^G$ is unit $u_3^D$, with 5 intersecting frames over the 5 frames of $u_2^G$.
- The best match for unit $u_3^G$ is any unit $u_1^D$, because there is no intersection.
- The best match for unit $u_4^G$ is any unit $u_1^D$, because there is no intersection.

Then, with IM standing for IsMatch, $P^*_pr$ and $R^*_pr$ of Equations (A1) and (A2) can be simply expressed as:

$$P^*_pr(\bar{t}_p, \bar{t}_r) = \frac{1}{3} \left( \text{IM}(u_1^D, u_1^G, \bar{t}_p, \bar{t}_r) + \text{IM}(u_2^D, u_1^G, \bar{t}_p, \bar{t}_r) + \text{IM}(u_3^D, u_1^G, \bar{t}_p, \bar{t}_r) \right)$$

$$= \frac{1}{3} \left( \mathbb{I}_{\{ \frac{2}{7} > \bar{t}_p, \frac{5}{7} > \bar{t}_r \}} + \mathbb{I}_{\{ \frac{3}{7} > \bar{t}_p, \frac{2}{7} > \bar{t}_r \}} + \mathbb{I}_{\{ \frac{5}{7} > \bar{t}_p, \frac{3}{7} > \bar{t}_r \}} \right)$$

$$R^*_pr(\bar{t}_p, \bar{t}_r) = \frac{1}{4} \left( \text{IM}(u_1^D, u_1^G, \bar{t}_p, \bar{t}_r) + \text{IM}(u_2^D, u_2^G, \bar{t}_p, \bar{t}_r) + \text{IM}(u_3^D, u_3^G, \bar{t}_p, \bar{t}_r) + \text{IM}(u_4^D, u_4^G, \bar{t}_p, \bar{t}_r) \right)$$

$$= \frac{1}{4} \left( \mathbb{I}_{\{ \frac{2}{7} > \bar{t}_p, \frac{5}{7} > \bar{t}_r \}} + \mathbb{I}_{\{ \frac{3}{7} > \bar{t}_p, \frac{3}{7} > \bar{t}_r \}} + 0 + 0 \right).$$

These formula make it possible to draw curves for $P^*_pr$, $R^*_pr$ and F1*, either with fixed $\bar{t}_r = 0$ or fixed $\bar{t}_p = 0$. This is shown in Figure A2. The calculation of area under curves (Equation (16)) then yields:

$$I_{pr} \simeq 0.438.$$
Figure A2. Unit-wise $P_{pr}^*$, $R_{pr}^*$ and $F1_{pr}^*$ values, in the case of the dummy sequences of Figure A1, as a function of $\bar{t}_p$ ($\bar{t}_r = 0$), or as a function of $\bar{t}_r$ ($\bar{t}_p = 0$).
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