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Abstract

We give a simple formula for finding the spectral norm of a $d$-mode symmetric tensor in two variables over the complex or real numbers in terms of the complex or real roots of a corresponding polynomial in one complex variable. This result implies that the geometric measure of entanglement of symmetric $d$-qubits is polynomial-time computable. We discuss a generalization to $d$-mode symmetric tensors in more than two variables.
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1 Introduction

The spectral norm of a matrix has numerous applications in pure and applied mathematics. One of the fundamental reasons for the tremendous use of this norm is that it is polynomial-time computable and the software for its computation is easily available on MAPLE, MATHEMATICA, MATLAB and other platforms.

Multiarrays, or $d$-mode tensors, are starting to gain popularity due to data explosion and other applications. Usually, these problems deal with tensors with real numbers. Since the creation of quantum mechanics, $d$-mode tensors over complex numbers became the basic tool in treating the $d$-partite states. Furthermore, the special case of $d$-partite qubits, viewed as $\otimes^d \mathbb{C}^2$, the tensor product of $d$ copies of $\mathbb{C}^2$, is the basic ingredient in building the quantum computer.

The spectral norm of tensors is a well defined quantity for tensors over the real or complex numbers denoted as $\mathbb{R}$ and $\mathbb{C}$ respectively. (In this paper we let $\mathbb{F}$ be either $\mathbb{R}$ or $\mathbb{C}$.) For complex valued tensors $\mathcal{T}$ of Hilbert-Schmidt norm one, the spectral norm measures the geometric measure of entanglement of $\mathcal{T}$, the most important feature in quantum information theory. (See §2.) Unlike in the matrix case, the computation of the spectral norm in general can be NP-hard [17, 23]. However, there is a need to compute these norms in special cases of interesting applications. Even the simplest case of $d$-partite qubits poses theoretical and numerical challenges [22]. This can be partly explained by the fact that the space $\otimes^d \mathbb{C}^2$ has dimension $2^d$.
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In this paper we mostly restrict ourselves to \(d\)-symmetric tensors over \(\mathbb{F}^n\), denoted as \(S^d\mathbb{F}^n\). The dimension of this space is 
\[
\binom{n+d-1}{d} = \binom{n+d-1}{n-1}
\]
Hence for fixed \(n\) this dimension is \(O(d^{n-1})\). In particular, the dimension of \(S^d\mathbb{C}^2\), the space of symmetric \(d\)-qubits, is \(d+1\). A symmetric tensor \(S \in S^d\mathbb{F}^n\) can be identified with a homogeneous polynomial of degree \(d\) in \(n\) variables over \(\mathbb{F}\). It was already observed by J. J. Sylvester [33] that binary forms, i.e., \(n = 2\), posses very special properties related to polynomials of one complex variable.

Chen, Xu and Zhu observed in [7] that the spectral norm of a symmetric \(d\)-qubit with nonnegative entries can be computed by finding the corresponding maximal real root of a certain real polynomial. In [1] the authors computed numerically the spectral norm of symmetric qubits using Majorana representation combined with analytical and numerical results.

The main purpose of this paper is to give an analytic expression for the spectral norm of a \(d\)-symmetric qubit, i.e. \(S \in S^d\mathbb{C}^2\), in terms of the roots of the corresponding polynomial of one complex variable of degree at most \((d-1)^2 + 1\), provided that this symmetric qubit is not in the exceptional family. For the exceptional family of \(d\)-symmetric qubits, we give a polynomial time approximation algorithm. If \(S\) is real valued then its real spectral norm depends only on the real roots of this polynomial, or actually, on the real root of another polynomial of degree at most \(d + 1\).

Recall that the problem of finding all complex valued roots of univariate polynomials with precision \(\varepsilon\) is polynomial-time computable [29]. In particular, we deduce that the geometric measure of entanglement of symmetric \(d\)-qubits is polynomial-time computable.

In principle we can extend these results to tensors in \(S^d\mathbb{C}^n\) for \(n > 2\). This will require solving a system of polynomial equations in \(n\) complex variables, which is a much harder task [4]. We conjecture in §7 that for a fixed \(n \geq 3\), for most symmetric \(d\)-qudits, the spectral norm of \(S \in S^d\mathbb{C}^n\) is polynomial-time computable in \(d \in \mathbb{N}\).

We now survey briefly the contents of our paper. In §2 we state our notations for tensors. We recall the definition of the spectral norm of a tensor \(T\). We state the well known connection between the notion of the geometric measure of entanglement and the spectral norm of the \(d\)-partite state. In §3 we discuss the spectral norm of \(d\)-symmetric tensors on \(\mathbb{F}^n\). We consider a standard orthonormal basis in \(S^d\mathbb{C}^n\), the analog of Dicke states in \(S^d\mathbb{C}^2\) [11], and the entanglement of each element in the basis. We give an upper bound on the entanglement of symmetric states in \(S^d\mathbb{C}^n\). In §4 we recall the remarkable theorem of Banach [2] that characterizes the spectral norm of a symmetric tensor, which was rediscovered a number of times in the mathematical and physical literature [6, 14, 25]. Let \(f(x)\) be a homogeneous polynomial of degree \(d\), whose maximum and minimum on the corresponding unit sphere in \(\mathbb{F}^n\) gives the spectral norm of the corresponding symmetric tensor. We show that the critical points of the real part of \(f(x)\) are anti-fixed and fixed points of the corresponding polynomial maps in \(\mathbb{F}^n\). Using the degree theory we give lower and upper bounds on the number of complex anti-fixed points for nonsingular \(S \in S^d\mathbb{C}^n\). (The set of singular \(S \in S^d\mathbb{C}^n\) is a variety [20],) §5 is the most important section of this paper. Here we give a formula to compute the spectral norm of a symmetric tensor \(S \in S^d\mathbb{F}^2\). This formula depends on the complex or real zeros of a corresponding polynomial of degree at most \((d-1)^2 + 1\). In particular, we give a formula to compute the geometric measure of entanglement of symmetric \(d\)-qubits
obtained by the contraction on the indices coordinates by deleting some coordinates of tensors respectively. Note that the dimension of \( \varepsilon > 0 \) is polynomial in \( S \in \mathbb{R}^{n \times m} \) for a nonsingular \( S \). The computation of the spectral norm of \( S \) for a nonsingular \( S \) is given as \( \| S \| = \max_{\| \cdot \| = 1} \langle S, T \rangle \). Furthermore, \( \| T \| = \sqrt{\langle T, T \rangle} \) is the Hilbert-Schmidt norm of \( T \). Assume that \( T \in \mathbb{F}^n \) is a tensor in \( \mathbb{F}^n \), with the entries \( \otimes_{i=1}^d x_i \). \( \otimes_{i=1}^d x_i \) is called a rank one tensor if all \( x_i \neq 0 \).

Denote the unit sphere in \( \mathbb{F}^n \) by \( S(n, \mathbb{F}) = \{ x \in \mathbb{F}^n, \| x \| = 1 \} \). Recall that the spectral norm of \( T \in \mathbb{F}^n \) is given as

\[
\| T \|_{\sigma, \mathbb{F}} = \max \{ |T \times \otimes_{i=1}^d x_i|, x_i \in S(n_i, \mathbb{F}) \text{ for } i \in [d] \}. \tag{2.1}
\]

Unlike in the matrix case, for a real tensor \( T \in \mathbb{R}^n \) it is possible that \( \| T \|_{\sigma, \mathbb{R}} < \| T \|_{\sigma, \mathbb{C}} \) [17]. For simplicity of notation we will let \( \| T \|_\sigma \) denote \( \| T \|_{\sigma, \mathbb{F}} \), and no ambiguity will arise.

A standard way to compute the spectral norm of \( T \) is an alternating maximization in (2.1) by maximizing each time with respect to a different variable [8]. Other variants of this method is maximization on two variables using the SVD algorithms [19], or the Newton method [21, 35]. These methods in the best case yield a convergence to a local maximum, which provide a lower bound to \( \| T \|_{\sigma, \mathbb{F}} \). Semidefinite relaxation methods, as in [30], will yield an upper bound to \( \| T \|_{\sigma, \mathbb{F}} \), which will converge in some cases to \( \| T \|_{\sigma, \mathbb{F}} \).

Recall that in quantum physics \( T \in \mathbb{C}^n \) is called a state if \( \| T \| = 1 \). Furthermore, all tensors of the form \( \zeta T \), where \( \| T \| = 1 \) and \( \zeta \in \mathbb{C}, |\zeta| = 1 \) are viewed as the same...
state. That is, the space of the states in $C_n$ is the quotient space $S(N(n), \mathbb{C})/S(1, \mathbb{C})$. Denote by $\Pi^n$ the product states in $\mathbb{C}^n$:

$$\Pi^n = \{ \otimes_{i=1}^d x_i, \ x_i \in S(n_i, \mathbb{C}), i \in [d] \}.$$ 

The geometric measure of entanglement of a state $T \in \mathbb{C}^n$ is 

$$\text{dist}(T, \Pi^n) = \min_{Y \in \Pi^n} \|T - Y\|.$$ 

As $\|T\| = \|Y\| = 1$ it follows that $\text{dist}(T, \Pi^n) = \sqrt{2(1 - \|T\|_\sigma)}$. Hence an equivalent measurement of entanglement is 

$$\eta(T) = - \log_2 \|T\|_\sigma^2. \quad (2.2)$$

The maximal entanglement is 

$$\eta(n) = \max_{T \in \mathbb{C}^n, \|T\|=1} - \log_2 \|T\|_\sigma^2. \quad (2.3)$$

See [10] for other measurements of entanglement using the nuclear norm of $T$. Lemma 9.1 in [17] implies 

$$\eta(n) \leq \log_2 N(n).$$

Let $n^{\times d} = (n, \ldots, n) \in \mathbb{N}^d$. For $n = 2$ we get that $\eta(2^{\times d}) \leq d$. In [26] it is shown that $\eta(2^{\times d}) \leq d - 1$. On the other hand, it is shown in [22] that $\eta(T) \geq d - 2 \log_2 d - 2$ for the set of states of Haar measure at least $1 - e^{-d^2}$ on the sphere $\|T\| = 1$ in $\otimes^d \mathbb{C}^2$.

A tensor $S = [S_{i_1, \ldots, i_d}] \in \otimes^d \mathbb{F}^n$ is called symmetric if $S{i_1, \ldots, i_d} = S{i_{\omega(1), \ldots, i_{\omega(d)}}}$ for every permutation $\omega : [d] \to [d]$. Denote by $S^d \mathbb{F}^n \subset \otimes^d \mathbb{F}^n$ the vector space of $d$-mode symmetric tensors on $\mathbb{F}^n$. In what follows we assume that $S$ is a symmetric tensor and $d \geq 2$, unless stated otherwise. A tensor $S \in S^d \mathbb{F}^n$ defines a unique homogeneous polynomial of degree $d$ in $n$ variables

$$f(x) = S \times \otimes^d x = \sum_{0 \leq j_k \leq d, k \in [n], j_1 + \cdots + j_n = d} \frac{d!}{j_1! \cdots j_n!} f_{j_1, \ldots, j_n} x_1^{j_1} \cdots x_n^{j_n}. \quad (2.4)$$

Conversely, a homogeneous polynomial $f(x)$ of degree $d$ in $n$ variables defines a unique symmetric $S \in S^d \mathbb{F}^n$ by the following relation. Consider the multiset $\{i_1, \ldots, i_d\}$, where each $i_i \in [n]$. Let $j_k$ be the number of times the integer $k \in [n]$ appears in the multiset $\{i_1, \ldots, i_d\}$. Then $S_{i_1, \ldots, i_d} = f_{j_1, \ldots, j_n}$. Furthermore 

$$\|S\|^2 = \sum_{0 \leq j_k \leq d, k \in [n], j_1 + \cdots + j_n = d} \frac{d!}{j_1! \cdots j_n!} |f_{j_1, \ldots, j_n}|^2, \quad (2.5)$$

where $S_{i_1, \ldots, i_d} = f_{j_1, \ldots, j_n}$.

### 3 Standard basis of symmetric tensors and their entanglement

**Definition 3.1**
Denote by $J(d,n)$ be the set of all $n$-tuples $\{j_1, \ldots, j_n\}$ appearing in (2.4):

$$J(d,n) = \{\{j_1, \ldots, j_n\}, \, j_k \in \{0, 1, \ldots, d\} \text{ for } k \in [n], \, j_1 + \cdots + j_n = d\}. \quad (3.1)$$

1. For each $\{j_1, \ldots, j_n\} \in J(d,n)$ let $S(j_1, \ldots, j_n) \in S^d \mathbb{C}^n$ be the following symmetric tensor with entries $S_{i_1, \ldots, i_d}$ for $i_1, \ldots, i_d \in [n]$: The entry $S_{i_1, \ldots, i_d} = \sqrt{\frac{n!}{d!}}$ if $k$ appears $j_k$ times in the multiset $\{i_1, \ldots, i_d\}$ for each $k \in [n]$. Otherwise $S_{i_1, \ldots, i_d} = 0$.

2. Let

$$S(d,n) = S(j_1, \ldots, j_n), \quad \text{where}$$

$$j_1 = \cdots = j_l = \left\lceil \frac{d}{n} \right\rceil, \quad j_{l+1} = \cdots = j_n = \left\lfloor \frac{d}{n} \right\rfloor, \quad l = n \left\lfloor \frac{d}{n} \right\rfloor - d. \quad (3.3)$$

In the following lemma we show that the set of the above vectors $S(j_1, \ldots, j_n)$ is an orthonormal basis for $S^d \mathbb{F}^n$. We call this basis a standard basis of symmetric tensors. For $n = 2$ the standard basis of symmetric tensors is called the Dick basis [11].

**Lemma 3.2** Assume that $n,d \geq 2$ are two positive integers.

1. Denote by $|J(d,n)|$ the cardinality of the set $J(d,n)$. Then $|J(d,n)| = \binom{n+d-1}{n-1}$.

Furthermore, $\dim S^d \mathbb{F}^n = |J(d,n)|$.

2. The set $S(j_1, \ldots, j_n), \{j_1, \ldots, j_d\} \in J(d,n)$ is an orthonormal basis for $S^d \mathbb{F}^n$.

**Proof.** 1. Consider the homogeneous function $f(x)$ given by (2.4). Each monomial in $f(x)$ corresponds exactly to the $n$-tuple $\{j_1, \ldots, j_n\} \in J(d,n)$. As pointed out at the beginning of this section each $\{j_1, \ldots, j_n\}$ corresponds to a unique multiset $\{i_1, \ldots, i_d\}$ in the product set $[n]^{\times d}$. Without loss of generality we can assume that $1 \leq i_1 \leq \cdots \leq i_d \leq n$. Let $i_p = i_p + p - 1$ for $p \in [d]$. Then $\{i'_1, \ldots, i'_d\}$ is a set of $d$ distinct integers in $[n + d - 1]$. The number of such sets is $\binom{n+d-1}{d} = \binom{n+d-1}{n-1}$. Hence $|J(d,n)| = \binom{n+d-1}{n-1}$. Clearly $\dim S^d \mathbb{F}^n = \binom{n+d-1}{n-1}$.

2. The equality (2.5) yields that $S(j_1, \ldots, j_n)$ has norm one. Clearly the set of symmetric tensors $S(j_1, \ldots, j_n), \{j_1, \ldots, j_n\} \in J(d,n)$ is a basis in $S^d \mathbb{F}^n$. Let $\mathcal{T} \in S^d \mathbb{F}^n$ and assume that

$$\mathcal{T} \times \otimes^d x = \sum_{j_k+1 \in [d+1], \, k \in [n], \, j_1 + \cdots + j_k = d} \frac{d!}{j_1! \cdots j_n!} g_{j_1, \ldots, j_n} x_1^{j_1} \cdots x_n^{j_n}.$$  

Then

$$\langle S, \mathcal{T} \rangle = \sum_{j_k+1 \in [d+1], \, k \in [n], \, j_1 + \cdots + j_k = d} \frac{d!}{j_1! \cdots j_n!} f_{j_1, \ldots, j_n} y_{j_1, \ldots, j_n},$$

Hence $S(j_1, \ldots, j_n): \{j_1, \ldots, j_n\} \in J(d,n)$ is an orthonormal basis for $S^d \mathbb{F}^n$. \qed

In the following lemma we find the entanglement of each $S(j_1, \ldots, j_n)$ and the maximum entanglement of these states.

**Lemma 3.3** Assume that $n,d \geq 2$ are two positive integers. Then
1. For each \( \{j_1, \ldots, j_n\} \in J(d, n) \) the following equality holds

\[
\eta(S(j_1, \ldots, j_n)) = \log_2 d^d - \log_2 d! + \sum_{k=1}^{n} (\log_2 j_k! - \log_2 j_k^{j_k}).
\] (3.4)

2.

\[
\|S(j_1, \ldots, j_n)\|_\sigma \geq \|S(d, n)\|_\sigma = \sqrt{\frac{d^d(\frac{d}{n})^d((\frac{d}{n})^{d(n-1)}\frac{d}{n})}{d^d(\frac{d}{n})^d((\frac{d}{n})^{d(n-1)}\frac{d}{n})}},
\] (3.5)

\[
\eta(S(j_1, \ldots, j_n)) \leq \eta(S(d, n)) = \log_2 \frac{d^d(\frac{d}{n})^d((\frac{d}{n})^{d(n-1)}\frac{d}{n})}{d^d(\frac{d}{n})^d((\frac{d}{n})^{d(n-1)}\frac{d}{n})},
\] (3.6)

for each \( \{j_1, \ldots, j_n\} \in J(d, n) \).

3. Assume that the integer \( n \geq 2 \) is fixed and \( d \gg 1 \). Then

\[
\eta(S(d, n)) = \frac{1}{2}((n-1)\log_2 d - n \log_2 n) + O\left(\frac{1}{d}\right).
\] (3.7)

Proof. 1. Clearly

\[
\|S(j_1, \ldots, j_n)\|_\sigma = \sum_{j_1=1}^{d} \cdots \sum_{j_n=1}^{d} \prod_{k=1}^{n} \|x_k\|^2.
\]

Using Lagrange multipliers to deduce that the maximum of the above function for \( \|x\| = 1 \) is achieved at the points \( |x_k|^2 = \frac{j_k}{j_1 + \cdots + j_n} = \frac{j_k}{d} \) for \( k \in [n] \). Hence

\[
\|S(j_1, \ldots, j_n)\|_\sigma^2 = \|S(j_1, \ldots, j_n)\|_\sigma^2 = \frac{d! \prod_{k=1}^{n} j_k^2}{d! \prod_{k=1}^{n} j_k^2}.
\] (3.8)

This establishes (3.4).

2. Let \( a, b \) be nonnegative integers such that \( a \leq b - 2 \). We claim that

\[
\frac{a!b!}{a^a b^b} \leq \frac{(a+1)! (b-1)!}{(a+1)^{a+1} (b-1)^{b-1}}.
\]

Indeed, the above inequality is equivalent to

\[
\frac{a!(a+1)^{a+1}}{a^a(a+1)!} \leq \frac{(b-1)!b^b}{(b-1)^{b-1}b!} \iff \left(\frac{a+1}{a}\right)^a < \left(\frac{b}{b-1}\right)^{b-1}.
\]

As \( 0^0 = 1 \) we deduce that the above inequalities hold for \( a = 0 \) and \( b \geq 2 \). Assume that \( a \geq 1 \). Then the last inequality in the above displayed inequality is equivalent to the well known statement that the sequence \( (1 + \frac{1}{m})^m \) is a strictly increasing.

Consider \( \|S(j_1, \ldots, j_n)\|^{-2} \). Suppose that there exists \( j_p, j_q \) such that \( |j_p - j_q| \geq 2 \). Without loss of generality we may assume that \( j_p \leq j_q - 2 \). Let \( j'_l = j_l \) for \( l \in [n] \setminus \{p,q\} \), and \( j'_p = j_p + 1, j'_q = j_q - 1 \). Then the above inequality yields that \( \|S(j_1, \ldots, j_n)\|^{-2} < \|S(j_1', \ldots, j_n')\|^{-2} \). Hence the maximum value of \( \|S(j_1, \ldots, j_n)\|^{-2} \), where \( \{j_1, \ldots, j_n\} \in J(d, n) \), is achieved for \( \{j_1, \ldots, j_n\} \) satisfying

"
\(|j_p - j_q| \leq 1\) for all \(p, q \in [n]\). Without loss of generality we can assume that \(j_1, \ldots, j_n\) are given by (3.3). Hence (3.6) holds.

3. The equality (3.7) follows from Sterling’s formula \([12, p. 52]\). The equality (3.7) follows from Sterling’s formula \([12, p. 52]\)

\[ k! = \sqrt{2\pi} k^k e^{-k} e^{\theta_k/12k}, \quad 0 < \theta_k < 1. \]

\[ \square \]

We now comments on the results given in Lemma 3.2. Parts 1 and 2 are well known. For \(n = 2\) Lemma 3.2 is well known in physics community \([1]\). The states \(S(j_1, j_2)\) are called Dicke states. Note that

\[ \|S(3, 2)\|_\sigma = \frac{2}{3} \approx 0.6667, \quad \|S(4, 2)\|_\sigma = \frac{\sqrt{6}}{4} \approx 0.61237, \quad \|S(5, 2)\|_\sigma = \frac{6\sqrt{6}}{25} \approx 0.5879. \]

It is known that the most entangled 3-qubit state with respect to geometric measure is \(S(3, 2)\) \([34, 7]\). That is, the spectral norm of a nonsymmetric 3-qubit is not less than the spectral norm of \(S(3, 2)\), which is equivalent to the equality \(\eta((2, 2, 2)) = \eta(S(3, 2))\), see (2.3). However for \(d > 3\), Lemma 3.2 shows that the states \(S(d, 2)\) are not the most entangled states in \(S^d \mathbb{C}^2\). See examples in \([1]\), which are also discussed in Appendix A.

Lemma 4.3.1 in \([31]\) yields that

\[ \eta(S) \leq \log_2 \binom{n + d - 1}{n - 1}, \quad \mathcal{S} \in S^d \mathbb{C}^n, \|\mathcal{S}\| = 1. \quad (3.9) \]

(See also \([27]\).) In particular, for \(n = 2\) we have the inequality:

\[ \eta(S) \leq \log_2 (d + 1) \quad \mathcal{S} \in S^d \mathbb{C}^2, \|\mathcal{S}\| = 1. \quad (3.10) \]

Note that for a fixed \(n\) and large \(d\) we have the complexity expression

\[ \log_2 \left( \frac{n + d - 1}{n - 1} \right) = (n - 1) \log_2 (d + 1) + \frac{(n - 1)(n - 2)}{2 \ln 2} - \log_2 (n - 1)! + O \left( \frac{1}{d} \right). \quad (3.11) \]

Let

\[ \eta_{sym}(d, n) = \max \{ \eta(S), \mathcal{S} \in S^d \mathbb{C}^n, \|\mathcal{S}\| = 1 \}. \quad (3.12) \]

Combining the inequality (3.9) with (3.6) we obtain

\[ \log_2 \frac{d^l \left( \binom{d}{n} \right)^l \left( \binom{d}{n} \right)^{n-l}}{d! \left( \binom{d}{2} \right)^{l \left( \binom{d}{2} \right)} \left( \binom{d}{2} \right)^{n(l - \binom{d}{2})}} \leq \eta_{sym}(d, n) \leq \log_2 \binom{n + d - 1}{n - 1}, \quad l = n \left[ \frac{d}{n} \right] - d. \quad (3.13) \]

In particular

\[ \log_2 \frac{d^l \left( \binom{d}{2} \right) \left( \binom{d}{2} \right) \left( \binom{d}{2} \right)}{d! \left( \binom{d}{2} \right)^{l \left( \binom{d}{2} \right)} \left( \binom{d}{2} \right)^{n(l - \binom{d}{2})}} \leq \eta_{sym}(d, 2) \leq \log_2 (d + 1). \quad (3.14) \]

There is a gap of factor 2 between the lower and the upper bounds in (3.13) and (3.14) for fixed \(n\) and \(d \gg 1\). In \([18]\) it is shown that the following inequality holds with respect to the corresponding Haar measure on the unit ball \(\|\mathcal{S}\| = 1\) in \(S^d \mathbb{C}^2\):

\[ \Pr(\eta(S) \leq \log_2 d - \log_2 (\log_2 d) + \log_2 4 - \log_2 5) \leq \frac{1}{d^6}. \quad (3.15) \]
Table 1: Computational results for Example 3.1.

| \(d\) | \(\eta(S)\) | \(\eta_{rel}(S)\) | \(d\) | \(\eta(S)\) | \(\eta_{rel}(S)\) |
|---|---|---|---|---|---|
| 3  | 1.1699 | -0.8301 | 8  | 2.45 | -0.7199 |
| 4  | 1.5850 | -0.7370 | 9  | 2.554 | -0.7679 |
| 5  | 1.74  | -0.8450 | 10 | 2.7374 | -0.7220 |
| 6  | 2.1699 | -0.6374 | 11 | 2.83 | -0.7550 |
| 7  | 2.299 | -0.701  | 12 | 3.1175 | -0.5829 |

This shows that the upper bounds in (3.14) have the correct order. In particular, (3.15) is the analog of the inequality \(\eta(T) \geq d - 2 \log_2 d - 2\) for most \(d\)-qubit states in [22].

We now define a relative entanglement of a symmetric state \(S \in S^d\mathbb{C}^n\), denoted as \(\eta_{rel}(S)\). The value of \(\eta_{rel}(S)\) for small values of \(d\) should give an idea how entangled is \(S\), independently of the value of \(d\).

Let \(\eta_{rel}(S) = -\log_2 \|S\|_\sigma - \log_2 \left(\frac{d + 1}{n - 1}\right),\quad S \in S^d\mathbb{C}^n, \|S\| = 1\). (3.16)

In particular,

\[\eta_{rel}(S) = -\log_2 \|S\|_\sigma - \log_2 (d + 1), \quad S \in S^d\mathbb{C}^2, \|S\| = 1.\] (3.17)

Thus \(\eta_{rel}(S) \leq 0\). The inequality (3.15) shows that \(\eta_{rel}(S) \geq -\log_2 (\log_2 d)\) for most of \(S\) for \(d \gg 1\) and \(n = 2\). For large values of \(d\) we can’t rule out that \(-\eta_{rel}(S)\) can be quite large for most of \(S\).

**Example 3.1** In this example we give the table of \(\eta(S)\) and \(\eta_{rel}(S)\) for \(d\) from 3 to 12 for the most entangled \(S \in S^d\mathbb{C}^2\), which are known to us. For \(d = 3\) we let \(S = S(3, 2)\). For \(d = 4\) to 12 we choose the states from [1, §6].

This table shows that the relative entanglement of the most entangled symmetric states known to us for \(d\) from 3 to 12 has relatively small variation, to compare with the variation of the entanglement of these states.

4 Critical points of \(\mathbb{R}(S \times \otimes^d x)\) on \(S(n, F)\)

Recall that \(S \in S^d\mathbb{C}^n\) is called nonsingular [20] if

\(S \times \otimes^{d-1} x = 0 \Rightarrow x = 0\).

Otherwise \(S\) is called singular. A nonzero homogeneous polynomial \(f(x)\) defines a hypersurface \(H(f) := \{x \in \mathbb{C}^n \setminus \{0\}; f(x) = 0\}\) in the \(n - 1\) projective space \(\mathbb{P}\mathbb{C}^n\). \(H(f)\) is called a smooth hypersurface if \(\nabla f(x) \neq 0\) for each \(x \neq 0\) that satisfies \(f(x) = 0\). The following lemma is probably well known to the experts.

**Lemma 4.1** Assume that \(S \in S^d\mathbb{C}^n\). Let \(f(x) = S \times \otimes^d x\). Then

\[F(x) = \frac{1}{d} \sum_{i=1}^{d} \frac{\partial f}{\partial x_i}(x),\] 

\[\sum_{i=1}^{d} x_i F_i(x) = f(x) = S \times \otimes^d x.\]

\(S\) is nonsingular if and only if \(H(f)\) is a smooth hypersurface in \(\mathbb{P}\mathbb{C}^n\).
Proof. Assume that \( S = [S_{i_1, \ldots, i_d}] \in S^{dF^n} \). Then
\[
f(x) = \sum_{i_1, \ldots, i_d} S_{i_1, \ldots, i_d} x_i \cdots x_{i_d}.
\]
Hence
\[
\frac{\partial f}{\partial x_l} = \sum_{l=1}^{d} \left( \sum_{i_1, \ldots, i_d} \frac{x_i \cdots x_{i_d}}{x_l} \right).
\]
As \( S \) is symmetric we can interchange in the above formula \( i_k = l \) with \( i_1 \) for each \( k \in [d] \). Hence \( dF_l = \frac{\partial f}{\partial x_l} \). This proves (4.1). The equality (4.2) is Euler’s identity. The equality (4.1) implies that \( S \) is nonsingular if and only if \( H(f) \) is a smooth hypersurface.

The remarkable result of Banach [2] claims that the spectral norm of a symmetric tensor can be computed as a maximum on the set of rank one symmetric tensors:
\[
\|S\|_{\sigma,F} = \max\{\|S \otimes^d x\|, \ x \in S(n,F), \ \text{for} \ S \in S^{dF^n}\}.
\] (4.3)
This result was rediscovered several times since 1938. In quantum information theory (QIT), for the case \( F = \mathbb{C} \), it appeared in [25]. In mathematical literature, for the case \( F = \mathbb{R} \), it appeared in [6, 14]. (Observe that a natural generalization of Banach’s theorem to partially symmetric tensors is given in [14].)

Fix \( x \in \mathbb{C}^n \) and let \( \zeta \in \mathbb{C} \). Then \( S \otimes^d (\zeta x) = \zeta^d (S \otimes^d x) \). Hence there exists \( \zeta \in \mathbb{C}, |\zeta| = 1 \) such that \( |S \otimes^d x| = \Re (S \otimes^d (\zeta x)) \). Therefore for \( F = \mathbb{C} \) we can replace the characterization (2.1) with:
\[
\|S\|_{\sigma} = \max_{x \in S(n,\mathbb{C})} \Re(S \otimes^d x), \ \text{for} \ S \in S^{d\mathbb{C}^n}.
\] (4.4)

Lemma 4.2 Assume that \( S \in S^{dF^n}, d \geq 2 \). A point \( x \in S(n,F) \) is a critical point of \( \Re f(x) \) on \( S(n,F) \) if and only if
\[
S \otimes^d x = \lambda x, \ x \in S(n,F), \lambda \in \mathbb{R},
\] (4.5)
where \( \overline{x} \) denote the complex conjugate of \( x \). The number of critical values \( \lambda \) satisfying (4.5) is finite.

Proof. Assume first that \( F = \mathbb{R} \). Let \( x \in S(n,\mathbb{R}) \). Suppose first that \( x \) is a critical point of \( f(z) = S \otimes^d z \) for \( z \in S(n,\mathbb{R}) \). Let \( y \in \mathbb{R}^n \) be orthogonal to \( x \): \( y^T x = 0 \). Then \( \|x + ty\| = \sqrt{1 + t^2\|y\|^2} = 1 + O(t^2) \) for \( t \in \mathbb{R} \). Clearly
\[
S \otimes^d (x + ty) = S \otimes^d x + tdy^T (S \otimes^d x) + O(t^2).
\]
As \( x \) is a critical point of \( S \otimes^d z \) for \( z \in S(n,\mathbb{R}) \) it follows that \( y^T (S \otimes^d x) = 0 \) for each \( y \) orthogonal to \( x \). Hence \( S \otimes^d x \) is colinear with \( x \). As \( x = x \) for each \( x \in \mathbb{R}^n \) we deduce (4.5). Similar arguments show that if (4.5) holds for \( x \in S(n,\mathbb{R}) \) then \( x \) is a critical point.

As \( f(x) \) is a polynomial on \( \mathbb{R}^n \) it follows that its restriction on \( S(n,\mathbb{R}) \) has a finite number of critical points [28]. This proves 3 for \( F = \mathbb{R} \).
Assume second that \( F = \mathbb{C} \). View \( \mathbb{C}^n \) as \( 2n \)-dimensional real vector space \( \mathbb{R}^{2n} \) with the standard inner product \( \Re(y^*x) \), where \( y^* = \overline{y}^\top \). Hence \( \|x\| = \sqrt{\Re(x^*x)} \).

Assume that \( x \in S(n, \mathbb{C}) \) is a critical point of \( \Re(S \times \otimes^d z) \) on \( S(n, \mathbb{C}) \). Let \( y \in \mathbb{C}^n \) be orthogonal to \( x \): \( \Re(y^*x) = \Re(\overline{y}^\top x) = 0 \). Then \( \|x + ty\| = \sqrt{1 + t^2\|y\|^2} = 1 + O(t^2) \) for \( t \in \mathbb{R} \). Hence

\[
\Re(S \times \otimes^d (x + ty)) = \Re(S \times \otimes^d x) + td\Re(y^\top (S \times \otimes^{d-1} x)) + O(t^2).
\]

As \( x \) is a critical point we deduce that

\[
0 = \Re(y^\top (S \times \otimes^{d-1} x)) = \Re(y^*(S \times \otimes^{d-1} x)).
\]

Hence \( S \times \otimes^{d-1} x \) is \( \mathbb{R} \)-colinear with \( x \). Thus (4.5) holds. As \( q(x) := \Re(S \times \otimes^d x) \) is a polynomial on \( \mathbb{C}^n \sim \mathbb{R}^{2n} \) it follows that its restriction on \( S(n, \mathbb{C}) \) has a finite number of critical points [28]. This proves \( \exists \) for \( F = \mathbb{C} \).

Clearly, a maximum point of \( |S \times \otimes^d x| \) on \( S(n, F) \) is a critical point of \( \Re(S \times \otimes^d z) \) on \( S(n, \mathbb{F}) \). Hence

**Corollary 4.3** Let the assumptions and results of Lemma 4.2 hold. Then

1. Assume that \( S \in S^d \mathbb{R}^n \). Then there exists \( x \in S(n, \mathbb{R}) \) satisfying (4.5) such that \( |\lambda| = \|S\|_{\sigma, \mathbb{R}} \). Furthermore, \( \|S\|_{\sigma, \mathbb{R}} \) is the maximum of all \( |\lambda| \) satisfying (4.5).

2. Assume that \( S \in S^d \mathbb{C}^n \). Then there exists \( x \in S(n, \mathbb{C}) \) satisfying (4.5) such that \( \lambda = \|S\|_{\sigma} \). Furthermore, \( \|S\|_{\sigma} \) is the maximum of all \( |\lambda| \) satisfying (4.5).

We call \( x \in S(n, F) \) and \( \lambda \in F \) an eigenvector and an eigenvalue of \( S \in S^d \mathbb{F}^n \) if the following conditions hold [5]:

\[
S \times \otimes^{d-1} x = \lambda x, \quad x \in S(n, \mathbb{F}), \quad \lambda \in F, \quad S \in S^d \mathbb{F}^n.
\]  

(4.6)

Assume that \( F = \mathbb{R} \). Then (4.6) is equivalent to (4.5). Assume first that \( d \) is odd and \( x \) is an eigenvector of \( S \). Then \( -x \) is an eigenvector of \( S \) corresponding to \( -\lambda \). Hence without loss of generality we can consider only nonnegative eigenvalues of (4.6). Assume second that \( d \) is even and \( x \) is an eigenvector of \( S \). Then \( -x \) is also eigenvector of \( S \) corresponding to \( \lambda \).

Suppose that \( F = \mathbb{C} \). Assume that \( x \in S(n, \mathbb{C}) \) and \( \lambda \in \mathbb{C} \) are an eigenvector and the corresponding eigenvalue of \( S \in S^d \mathbb{C}^n \). Let \( \zeta \in \mathbb{C}, |\zeta| = 1 \). Then \( \zeta x \) is an eigenvector of \( S \) with the corresponding eigenvalue \( \zeta^{d-2} \lambda \). Assume that \( \lambda \neq 0 \). For \( d > 2 \) we can choose \( \zeta, |\zeta| = 1 \) such that \( \zeta^{d-2} \lambda = |\lambda| > 0 \). Furthermore, the number of such choices of \( \zeta \) is \( d - 2 \). In this context it is natural to consider the eigenspace \( \text{span}(x) \), to which correspond a unique eigenvector \( \lambda \geq 0 \). It is shown in [5] that the number of different eigenspaces of generic \( S \in S^d \mathbb{C}^n \) is

\[
c(2, n) = n, \quad c(d, n) = \frac{(d - 1)^n - 1}{d - 2} \quad \text{for } d \geq 3.
\]

(4.7)

Hence for generic \( S \in S^d \mathbb{R}^n \) one has the above number of eigenspaces \( \text{span}(x), x \in S(n, \mathbb{C}) \). The obvious question is what is the maximal number of eigenspaces \( \text{span}(x) \)
corresponding to \( x \in S(n, \mathbb{R}) \) for generic \( S \in S^d \mathbb{R}^n \). Since \( S \times \otimes^d x \) has at least two critical points on \( S(n, \mathbb{R}) \) for \( S \neq 0 \) it follows that \( S \neq 0 \) has at least one real eigenspace.

A vector \( x \in S(n, \mathbb{C}) \) and a scalar \( \lambda \in \mathbb{R} \) that satisfy (4.5) are called the anti-eigenvector and anti-eigenvalue of \( S \in S^d \mathbb{C}^n \). Note that if \( x \) is an anti-eigenvector and \( \lambda \) a corresponding anti-eigenvalue then \( \zeta x \) is also anti-eigenvector with a corresponding anti-eigenvalue \( \varepsilon \lambda \), where \( \varepsilon = \pm 1 \) and \( \zeta^d = \varepsilon \). Hence, we can always assume that each nonzero anti-eigenvalue is positive, and there are \( d \) different choices of \( \zeta \) such that \( \zeta x \in \text{span}(x) \) is an anti-eigenvector corresponding to a given positive anti-eigenvalue \( \lambda \).

The above result for symmetric complex valued matrices is a particular case of Schur’s theorem. Namely, assume that \( T \in S^2 \mathbb{C} \), i.e. \( T \) is a complex symmetric matrix. Then there exists a unitary matrix \( U \in \mathbb{C}^{n \times n} \) such that \( U^\top AU = \text{diag}(a_1, \ldots, a_n), a_1 \geq \cdots \geq a_n \geq 0 \). Here \( a_i = \sigma_i(T), i \in [n] \) are the singular values of \( T \). Let \( U = [u_1, \ldots, u_n] \). Then \( AU = U \text{diag}(a_1, \ldots, a_n) \) which is equivalent to \( Au_i = a_iu_i, i \in [n] \), which is a special case of (4.5).

We now give an estimate of the number of different positive anti-eigenvalues for a generic \( S \in S^d \mathbb{C}^n \).

**Theorem 4.1** Assume that \( S \in S^d \mathbb{C}^n \) is nonsingular. Then the number of positive anti-eigenvalues with corresponding anti-eigenspaces is finite. This number \( \mu(S) \), counting with multiplicities, satisfies the inequalities

\[
\frac{(d - 1)^n - 1}{d} \leq \mu(S) \leq \frac{(d - 1)^{2n} - 1}{(d - 1)^2 - 1}. \tag{4.8}
\]

**Proof.** Assume that \( S \in S^d \mathbb{C}^n \) is nonsingular. Suppose first that \( d = 2 \). Schur’s theorem implies that the number of different positive anti-eigenvalues of a complex symmetric matrix, which are the singular values of \( S \), is at most \( n \). Hence (4.8) holds.

Suppose second that \( d > 2 \). Assume that \( x \in S(n, \mathbb{C}) \) is an anti-eigenvector with corresponding anti-eigenvalue \( \lambda > 0 \). Choose \( y = (\lambda)^{-\frac{1}{d-1}} x \) to obtain:

\[
S \times \otimes^{d-1} y = F(y) = \bar{y}. \tag{4.9}
\]

Consider the system (4.9). It can be viewed as a system of \( 2n \) polynomial equations with \( 2n \) real variables when we identify \( \mathbb{C}^n \) with \( \mathbb{R}^{2n} \). Then it has a trivial solution \( y = 0 \) with multiplicity one since the linear term of \( G(y) := S \times \otimes^{d-1} y - \bar{y} \) is \( -\bar{y} \). Hence the Jacobian of \( G(x) \) at \( y = 0 \) is invertible. Let \( y \neq 0 \) be a solution of (4.9). Then \( x = \frac{1}{\|y\|} y \) is an anti-eigenvector corresponding to the anti-eigenvalue \( \|y\|^{-\frac{1}{d-1}} \).

We now show that (4.9) has a finite number of solutions. Denote

\[
\bar{F} : \mathbb{C}^n \to \mathbb{C}^n, \bar{F}(y) := \bar{S} \times \otimes^{d-1} y. \tag{4.10}
\]

Hence (4.9) is equivalent to \( y = \bar{F}(y) = \bar{y} \). Let

\[
H : \mathbb{C}^n \to \mathbb{C}^n, \quad H = \bar{F} \circ F. \tag{4.11}
\]
Observe first that $\mathcal{S}$ is nonsingular if and only if $\tilde{\mathcal{S}}$ is nonsingular. The assumption that $\mathcal{S}$ is nonsingular yields

$$H(y) = \bar{F}(F(y)) = 0 \Rightarrow F(y) = 0 \Rightarrow y = 0.$$ \hfill (4.12)

Let $H(y) = (H_1(y), \ldots, H_n(y))^\top$. Then each $H_i(y)$ is a nonzero homogeneous polynomial of degree $(d-1)^2$.

Observe next that each $y \in \mathbb{C}^n$ that satisfies (4.9) is a fixed point of $H$:

$$H(y) = y.$$ \hfill (4.13)

Let $K(y) := H(y) - y$. As the principle homogeneous part of $K$ is $H$ it follows that the map $K : \mathbb{C}^n \to \mathbb{C}^n$ is a proper map [13], i.e. $\lim_{\|y\| \to \infty} \|K(y)\| = \infty$. Hence $K$ is a branched cover of $\mathbb{C}^n$ of degree $\deg(K) = (d-1)^{2n}$. In particular, $K^{-1}(0)$ consists of at most $(d-1)^{2n}$ distinct points. If we count these points with multiplicities then their number is exactly $(d-1)^{2n}$. Clearly, $K(0) = 0$. As the Jacobian of $K$ at $0$ is nonsingular it follows that $0$ is a simple solution of $K(y) = 0$. Hence the number of nonzero roots in $K^{-1}(0)$ is exactly $(d-1)^{2n} - 1$, if we count each nonzero point with its multiplicity. As we explained above if $K(y) = 0, y \neq 0$ then $K(\zeta y) = 0$ for each $\zeta$ satisfying $\zeta^{(d-1)^2-1} = 1$. This observation yields the second inequality in (4.8).

We now prove the first inequality in (4.8) using the degree theory as in [13]. For $t \in \mathbb{R}$ let $G_t(y) = F(y) - t\bar{y}$. As the principle homogeneous part of $G_t$ is $F$ for each $t \in \mathbb{R}$ it follows that $G_t : \mathbb{C}^n \to \mathbb{C}^n$ is a proper map. View the $2n$-dimensional sphere $S^{2n} \subset \mathbb{R}^{2n+1}$ as the one point compactification of $\mathbb{C}^n$: $S^{2n-1} \sim \mathbb{C}^n \cup \{\infty\}$. Extend $G_t$ to the map $\hat{G}_t : \mathbb{C}^n \cup \{\infty\} \to \mathbb{C}^n \cup \{\infty\}$ by letting $\hat{G}_t(\infty) = \infty$. As $G_t$ is proper it follows that $\hat{G}_t$ is continuous on $\mathbb{C}^n \cup \{\infty\}$. Hence we can define the topological degree of the map $\hat{G}_t$, denoted $\deg \hat{G}_t$. It is straightforward to show that the map $\hat{G}_t$ is continuous in the parameter $t$. Hence $\deg \hat{G}_t$ does not depend on $t$. In particular $\deg \hat{G}_t = \deg \hat{G}_0 = \deg \bar{F}$, $F$ is a proper polynomial map in $n$-complex variables on $\mathbb{C}^n$. Hence its degree is $(d-1)^n > 0$. Therefore $\deg \hat{G}_1 = \deg \hat{G} = (d-1)^n$. As $G$ is a real polynomial map in $2n$ real variables it follows that $G^{-1}(w)$ is a finite set $\{z_1(w), \ldots, z_{N(w)}(w)\}$, for most of the points $w \in \mathbb{C}^n$, where the Jacobian of $G$ is invertible. Let $\varepsilon(z_i(w)) \in \{1, -1\}$ be the sign of the determinant of the Jacobian of $G$ at $z_i(w)$, viewed as a real matrix of order $2n$. Then

$$(d-1)^n = \deg \hat{G} = \sum_{i=1}^{N(w)} \varepsilon(z_i(w)).$$

Therefore the number of preimages of most of $w$ is at least $(d-1)^n$. Recall that we showed that the set $G^{-1}(0)$ is a finite set. Hence counting with multiplicities, i.e. the minimum number of preimages of $G^{-1}(w)$ for small $\|w\|$, we deduce that this number is at least $(d-1)^n$. Recall that $y = 0$ is a simple root of $G(y) = 0$. Hence the number of nonzero roots of $G(y) = 0$, counted with their multiplicities is at least $(d-1)^n - 1$. Each nonzero root $y$ gives rise to $d$ distinct solutions $\zeta y$, where $\zeta^d = 1$. These arguments give the lower bound in (4.8). \hfill $\Box$

**Remark 4.4** In [24] the authors consider the dynamics of a special anti-holomorphic map of $\mathbb{C}$ of the form $z \mapsto \bar{z}^d + c$. They also note that the dynamics of the “squared” map is given by the holomorphic map $z \mapsto (z^d + \bar{c})^d + c$. 
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Thus the dynamics of the maps $F$ and $H$ are generalizations of the dynamics studied in [24].

In what follows we will need the following observation:

**Lemma 4.5** Assume that $S ∈ S^d ℝ^n$. Let $F$ and $H$ be defined as in (4.10) and (4.11) respectively. Then

$$||F(y)|| ≤ ||S||_{σ,F} ||y||^{d-1}, \quad ||H(y)|| ≤ ||S||_{σ,F} ||y||^{(d−1)^2}. \quad (4.14)$$

For $y ∈ S(n, ℝ)$ satisfying $|S × ⊗^d y| = ||S||_{σ,F}$ equality holds in the above inequalities. Suppose furthermore that $d > 2$ and $y ≠ 0$ is a fixed point of $H$. Then

$$||y||^{−(d−2)} ≤ ||S||_{σ,F}. \quad (4.15)$$

**Proof.** Since $F$ and $H$ are homogeneous maps of degree $d − 1$ and $(d − 1)^2$ respectively, it is enough to prove the inequalities (4.14) for $y ∈ S(n, ℝ)$. Assume that $y ∈ S(n, ℝ)$. Let $w = S × ⊗^d y$. Assume first that $w = 0$. Then $F(y) = H(y) = 0$ and (4.14) trivially holds. Assume second that $w ≠ 0$. Let $z = \frac{1}{||w||}w$. Hence

$$||F(y)|| = |S × (z ⊗ (⊗^d y))| ≤ ||S||_{σ,F}. \quad (4.14)$$

This establishes the first inequality in (4.14). Clearly, $||S||_{σ,F} = ||S||_{σ,F}$. Hence

$$||H(y)|| = ||\overline{F}(F(y))|| ≤ ||S||_{σ,F} ||F(y)||^{d-1} ≤ ||S||_{σ,F} ||S||_{σ,F}^{d-1} = ||S||_{σ,F}^{d}. \quad (4.14)$$

This establishes the second inequality in (4.14).

Suppose that $|S × ⊗^d y| = ||S||_{σ,F}$ for $y ∈ S(n, ℝ)$. Assume first that $F = ℝ$. Hence there exists $ζ ∈ C, |ζ| = 1$ such that $x = ζ y$ satisfies (4.5) with $λ = ||S||_{σ}$. Clearly $||F(x)|| = λ = ||S||_{σ}$. Moreover

$$H(x) = \overline{F}(λx) = λ^{d-1} \overline{F}(x) = λ^d x = ||S||_{σ}^d x.$$ 

Hence $||H(x)|| = ||S||_{σ}^d$. Since $F$ and $H$ are homogeneous it follows that $||F(y)|| = ||S||_{σ}$ and $||H(y)|| = ||S||_{σ}^d$.

Assume second that $F = ℝ$. Then $y ∈ S(n, ℝ)$ is a critical point of $S × ⊗^d x$ on $S(n, ℝ)$. Corollary 4.3 yields that $S × ⊗^d y = ± ||S||_{σ,ℝ} y$. Hence $||F(y)|| = ||S||_{σ,ℝ}$ and $||H(y)|| = ||S||_{σ,ℝ}^d$.

Assume finally that $H(y) = y, y ≠ 0$. The second inequality of (4.14) yields

$$||y|| = ||H(y)|| ≤ ||S||_{σ,F} ||y||^{(d−1)^2}. \quad (4.14)$$

Hence $||S||_{σ,F} ≥ ||y||^{−(d−1)^2} = ||y||^{−d(d−2)}$ which implies (4.15). \qed

## 5 Polynomial-time computability of spectral norm of symmetric $d$-qubits

In this section we slightly change our notations as follows. First, the vectors in $ℝ^2$ are denoted as $x = [x_0, x_1]^T$. Second, as common in physics, we assume that the $S ∈ S^d ℝ^2$ has entries $s_{i_1,...,i_d}$ where $i_1, ..., i_d ∈ \{0, 1\}$. (That is, $s_{i_1,...,i_d} = S_{i_1+1,...,i_d+1}$.) Thus $S$ is parametrized by a vector $s = (s_0, ..., s_d)$ where $s_{i_1,...,i_d} = s_k$ if exactly $k$
indices from the multiset \( \{i_1, \ldots, i_d\} \) are equal to 1. Note that exactly \( \binom{d}{j} \) entries of \( S \) are equal to \( s_k \). Hence

\[
\|S\| = \sqrt{\sum_{k=0}^{d} \binom{d}{k}|s_k|^2}.
\]  

(5.1)

Recall that a qubit state is identified with the class of all vectors

\[
\{\zeta \mathbf{x} : \mathbf{x} = (x_0, x_1)^\top \in \mathbb{C}^2, \|\mathbf{x}\| = 1, \zeta \in \mathbb{C}, |\zeta| = 1\}.
\]

Denote by \( \Gamma \) the set of all qubits. Then \( \Gamma \) can be identified with the Riemann sphere \( \mathbb{C} \cup \{\infty\} \). Indeed associate with a qubit \( \mathbf{x} = (x_0, x_1)^\top, x_0 \neq 0 \) a unique complex number \( z = \frac{x_1}{x_0} \in \mathbb{C} \). The qubit \( \mathbf{x} = (0, x_1), |x_1| = 1 \) corresponds to \( z = \infty \).

The following lemma is a preparation result to state the main theorem of this section.

**Lemma 5.1** Let \( S \in S^d \mathbb{C}^2 \) and associate with \( S \) the vector \( \mathbf{s} = (s_0, \ldots, s_d)^\top \in \mathbb{C}^{d+1} \). Then

1. Let \( f(\mathbf{x}) = S \times \otimes^d \mathbf{x} \) and \( S \times \otimes^{d-1} \mathbf{x} = \mathbf{F}(\mathbf{x}) = (F_0(\mathbf{x}), F_1(\mathbf{x}))^\top, \) where \( \mathbf{x} = (x_0, x_1)^\top \). Then

\[
f(\mathbf{x}) = \sum_{j=0}^{d} \binom{d}{j} s_j x_0^{d-j} x_1^j = x_0^d \phi\left(\frac{x_1}{x_0}\right), \text{ where } \phi(z) = \sum_{j=0}^{d} \binom{d}{j} s_j z^j.
\]

(5.2)

\[
F_0(\mathbf{x}) = \sum_{j=0}^{d-1} \binom{d-1}{j} s_j x_0^{d-1-j} x_1^j = \frac{1}{d} \frac{\partial f}{\partial x_0},
\]

(5.3)

\[
F_1(\mathbf{x}) = \sum_{j=0}^{d-1} \binom{d-1}{j} s_{j+1} x_0^{d-1-j} x_1^j = \frac{1}{d} \frac{\partial f}{\partial x_1}.
\]

(5.4)

2. \( x_0 F_0(\mathbf{x}) + x_1 F_1(\mathbf{x}) = f(\mathbf{x}) = S \times \otimes^d \mathbf{x} \).

3. The system (4.9) is

\[
F_0(\mathbf{x}) = \bar{x}_0, \quad F_1(\mathbf{x}) = \bar{x}_1.
\]

(5.5)

4. For \( \mathbf{s} = (0, \ldots, 0, s_d)^\top \) we have \( \|S\|_{\sigma, F} = |s_d| \).

**Proof.** 1. The formula for \( f(\mathbf{x}) = \sum_{j=0}^{d} \binom{d}{j} s_j x_0^{d-j} x_1^j \) follows from the observation that there exactly \( \binom{d}{j} \) entries \( S \in S^d \mathbb{F}^2 \) that are equal to \( s_k \). Define \( \phi(z) = \sum_{j=0}^{d} \binom{d}{j} s_j z^j \in \mathbb{F}[z] \). Then \( f(\mathbf{x}) = x_0^d \phi\left(\frac{x_1}{x_0}\right) \). This proves (5.2).

By definition \( F_l(x_0, x_1) = \sum_{i_2, \ldots, i_d \in \{0, 1\}} s_{i_2, \ldots, i_d} x_{i_2} \cdots x_{i_d} \) for \( l = 0, 1 \). Assume that exactly \( j \) indices in the set \( \{i_2, \ldots, i_d\} \) equal to 1. (Hence the other \( d - 1 - j \) indices equal to 0.) Then \( x_{i_2} \cdots x_{i_d} = x_0^{d-1-j} x_1^j \). The number of choices to have exactly \( j \) indices in the set \( \{i_2, \ldots, i_d\} \) equal to 1 is \( \binom{d-1}{j} \). Note that in this case \( s_{0, i_1, \ldots, i_d} = s_j \) and \( s_{1, i_1, \ldots, i_d} = s_{j+1} \). These arguments prove the first part of (5.3) and (5.4) respectively.
The equalities \( F_l = \frac{1}{d} \frac{\partial f}{\partial x_l} \) for \( l = 0, 1 \) follow from the binomial identities
\[
\binom{d}{j}(d-j) = d \binom{d-1}{j}, \quad \binom{d}{j} j = d \binom{d-1}{j-1}.
\]

2 is Euler’s identity.
3 is straightforward.
4. Assume that \( s = (0, \ldots, 0, s_d)^\top \). Then \( S \times \otimes^d x = s_d x_1^d \). Hence \( \|S\|_{\sigma_F} = |s_d| \). \( \square \)

The following theorem enables us to conclude that the geometric entanglement of qubits is polynomially computable.

**Theorem 5.1** Let \( S \in S^d \mathbb{C}^2 \) and associate with \( S \) the vector \( s = (s_0, \ldots, s_d)^\top \in \mathbb{C}^{d+1} \). Assume that
\[
s \neq (0, \ldots, 0, s_d)^\top.
\]
Let \( \phi(z) = \sum_{j=0}^s \binom{d}{j} s_j z^j \). Then

1. Define polynomials \( p(z), q(z) \) and the rational rational function \( r(z) \) as follows
\[
p(z) = \sum_{j=0}^{d-1} \binom{d-1}{j} s_{j+1} z^j, \quad q(z) = \sum_{j=0}^{d-1} \binom{d-1}{j} s_j z^j, \quad r(z) = \frac{p(z)}{q(z)}, \]
Then
\[
p(z) = \frac{1}{d} \phi'(z), \quad q(z) = \phi(z) - \frac{1}{d} z \phi'(z), \quad r(z) = \frac{\phi'(z)}{d \phi(z) - z \phi'(z)}.
\]

The system (5.5) for \((x_0, x_1)^\top \neq 0\) is equivalent to either
\[
\bar{z} q(z) - p(z) = 0,
\]
and \( q(z) \neq 0 \), i.e., \((x_0, x_1)^\top \neq (0, x_1)^\top\), or
\[
s_{d-1} = 0 \text{ and } s_d \neq 0 \text{ (} z = \infty). \quad (5.10)
\]

2. Let
\[
\bar{p}(z) = \sum_{j=0}^{d-1} \binom{d-1}{j} \bar{s}_{j+1} z^j, \quad \bar{q}(z) = \sum_{j=0}^{d-1} \binom{d-1}{j} \bar{s}_j z^j, \quad \bar{r}(z) = \frac{\bar{p}(z)}{\bar{q}(z)}, \quad g(z) = \bar{r}(r(z)).
\]

Then \( g(z) = \frac{u(z)}{v(z)} \), where
\[
u(z) = \sum_{j=0}^{d-1} \binom{d-1}{j} s_j \left( \sum_{k=0}^{d-1} \frac{d-1}{k} s_{k+1} z^k \right) \left( \sum_{k=0}^{d-1} \frac{d-1}{k} s_k z^k \right)^{d-1-j} \quad (5.12)
\]
\[
v(z) = \sum_{j=0}^{d-1} \binom{d-1}{j} \bar{s}_j \left( \sum_{k=0}^{d-1} \frac{d-1}{k} \bar{s}_{k+1} z^k \right) \left( \sum_{k=0}^{d-1} \frac{d-1}{k} \bar{s}_k z^k \right)^{d-1-j}. \quad (5.13)
\]

Furthermore, the system (4.13) for \((x_0, x_1)^\top \neq (0, x_1)^\top\) is equivalent to
\[
z v(z) - u(z) = 0, \quad (5.14)
\]
and \( v(z) \neq 0 \). This is a polynomial equation of degree \( (d-1)^2 + 1 \) at most.
3. Let
\[ R = \{ z \in \mathbb{C}, \bar{z}q(z) - p(z) = 0 \}, \quad R' = R \cap \mathbb{R}, \] (5.15)
\[ R_1 = \{ z \in \mathbb{C}, zv(z) - u(z) = 0 \}, \quad R'_1 = R_1 \cap \mathbb{R}. \] (5.16)

Then \( R' \) is the set of the real zeros of \( zq(z) - p(z) = 0 \). Furthermore, \( R \subseteq R_1 \).

In particular, if \( z \in R \) and \( q(z) = 0 \) then \( z \in R_1 \) and \( v(z) = 0 \).

4. The polynomial \( zv(z) - u(z) \) is a zero polynomial if and only if one of the following conditions hold. Either
\[ s = A(\delta_{1(k+1)}, \ldots, \delta_{(d+1)(k+1)}) \text{ for } k \in [d - 1], \] (5.17)
where \( A \) is a nonzero scalar constant. For this \( S \in S^d \mathbb{R}^2 \) we have
\[ ||S||_{\sigma, \mathbb{R}} = |A| \left( \frac{d}{k} \right) \left( 1 - \frac{k}{d} \right) \frac{1}{\delta_k^{1/2}}. \] (5.18)

Or \( S \) has corresponding \( \phi \) given by
\[ \phi(z) = A(z + a)^p(z + b)^{d-p}, \quad A \neq 0, \]
\[ a = e^{-s_i}c, \quad b = -e^{-s_i}c^{-1}, \quad c \in \mathbb{R} \setminus \{0\}, \quad s \in \mathbb{R}, \quad p \in [d - 1]. \] (5.19)

Assume that \( S \in S^d \mathbb{R}^2 \) of the form (5.19), i.e., \( A \in \mathbb{R} \) and \( s = 0 \). Then \( ||S||_{\sigma, \mathbb{R}} \) is given by (5.22), where \( R' \) is the set real solutions, (consisting of one or two real roots), of the quadratic equation \( r(t) = t \).

Assume that \( S \in S^d \mathbb{C}^2 \) is of the form (5.19). Then \( ||S||_\sigma \) can be computed to an arbitrary precision as explained in §6.

5. Assume that \( d > 2 \) and \( S \in S^d \mathbb{C}^2 \) is not of the form given in 4. Then
\[ ||S||_\sigma = \max \left\{ |s_d|, \max \left\{ \frac{|q(z)|}{(1 + |z|^2)^{(d-2)/2}}, z \in R \right\} \right\}. \] (5.20)

6. Assume that \( d > 2 \) and \( S \in S^d \mathbb{C}^2 \) is not of the form given in 4. Then
\[ ||S||_\sigma = \max \left\{ |s_d|, \max \left\{ \frac{|v(z)|^{1/2}}{(1 + |z|^2)^{(d-2)/2}}, z \in R_1 \right\} \right\}. \] (5.21)

7. Assume that \( S \in S^d \mathbb{R}^2, d > 2 \) and \( S \) is not of the form given in 4. Then
\[ ||S||_{\sigma, \mathbb{R}} = \max \left\{ |s_d|, \max \left\{ \frac{|q(t)|}{(1 + |t|^2)^{(d-2)/2}}, t \in R' \right\} \right\}. \] (5.22)

8. Assume that \( S \in S^d \mathbb{R}^2, d > 2 \) and \( S \) is not of the form given in 4. Then
\[ ||S||_{\sigma, \mathbb{R}} = \max \left\{ |s_d|, \max \left\{ \frac{|v(t)|^{1/2}}{(1 + |t|^2)^{(d-2)/2}}, t \in R'_1 \right\} \right\}. \] (5.23)
Proof. We use the notations and the results of Lemma 5.1. 
1. The assumption $s \neq (0, \ldots, 0, s_d)^T$ is equivalent to the assumption that the polynomial $q(z)$ is not zero identically. Observe next that if $x_0 \neq 0$ then

$$z = \frac{x_1}{x_0}, \quad \tilde{z} = \frac{x_1}{x_0}, \quad F_1(x_0, x_1) = p(z), \quad F_0(x_0, x_1) = q(z).$$

Recall that

$$dF_1 = \frac{\partial f}{\partial x_1} = \frac{\partial (x_0^d \phi (\frac{x_1}{x_0}))}{\partial x_1} = x_0^{d-1} \phi'(\frac{x_1}{x_0}),$$

$$dF_0 = \frac{\partial f}{\partial x_0} = \frac{\partial (x_0^d \phi (\frac{x_1}{x_0}))}{\partial x_0} = dx_0^{d-1} \phi'(\frac{x_1}{x_0}) - x_1 x_0^{d-2} \phi'(\frac{x_1}{x_0}).$$

These equalities yield (5.8).

Suppose first that (5.5) holds. Assume that $(x_0, x_1)^T \neq 0$. Suppose first that $x_0 \neq 0$. Then $q(z) = \frac{F_0(x_0, x_1)}{x_0^{d-1}} = \frac{x_0}{x_0^{d-1}} \neq 0$. Furthermore

$$\tilde{z} = \frac{F_1(x_0, x_1)}{F_0(x_0, x_1)} = \frac{F_1(x_0, x_1)x_0^{d+1}}{F_0(x_0, x_1)x_0^{d+1}} = r(z).$$

This shows the conditions (5.9). Assume now that $x_0 = 0$. So $0 = F_0(0, x_1) = s_{d-1}x_1^{d-1}$. As $x = (0, x_1)^T$ it follows that $x_1 \neq 0$. Hence $s_{d-1} = 0$. Furthermore

$$\tilde{x}_1 = F_1(0, x_1) = s_{d}x_1^{d-1}. \quad \text{Hence} \quad s_{d} \neq 0. \quad \text{This shows (5.10).} \quad \text{Conversely, suppose first that (5.10) holds. Let} \quad x = (0, x_1)^T. \quad \text{Then} \quad F_0(x) = 0 \quad \text{and} \quad F_1(x) = s_{d}x_1^{d-1}. \quad \text{Then choose} \quad x_1 \quad \text{to be a nonzero solution of} \quad s_{d}x_1^{d-1} = \tilde{x}_1. \quad \text{That is} \quad |x_1| = |s_{d}|^{\frac{1}{d-2}} \quad \text{and} \quad \arg x_1 = -\frac{\arg s_{d}}{d}. \quad \text{Thus} \quad (0, x_1)^T \neq 0 \quad \text{is a solution of (5.5).} \quad \text{Assume second that (5.9) holds and} \quad q(z) \neq 0. \quad \text{The above arguments show that there exists a nonzero solution to the equation} \quad x_0^{d-1} q(z) = \tilde{x}_0. \quad \text{Let} \quad x_1 = x_0 z, \quad x = (x_0, x_1)^T. \quad \text{Then} \quad F_0(x_0, x_1) = x_0^{d-1} q(z) = \tilde{x}_0. \quad \text{Observe next}

$$F_1(x_0, x_1) = x_0^{d-1} p(z) = x_0^{d-1} q(z) \tilde{z} = F_0(x_0, x_1) \tilde{z} = \tilde{x}_0 \tilde{z} = \tilde{x}_1.$$

Hence (5.5) holds for

$$x = x_0 (1, z)^T, \quad |x_0| = |q(z)|^{\frac{1}{d-2}}, \quad \arg x_0 = -\frac{\arg q(z)}{d}. \quad (5.24)$$

2. Assume that $\tilde{p}(z), \tilde{q}(z), \tilde{r}(z)$ and $g(z)$ are defined in (5.11). The definitions of $p(z), q(z)$ given by (5.7) yield the identities (5.12) and (5.13). Let

$$u(z) = \sum_{k=0}^{(d-1)^2} u_k z^k, \quad v(z) = \sum_{k=0}^{(d-1)^2} v_k z^k.$$

Then

$$u_{(d-1)^2} = \sum_{j=0}^{d-1} \binom{d-1}{j} \tilde{s}_j s_{d-1}^{d-1-j}; \quad v_{(d-1)^2} = \sum_{j=0}^{d-1} \binom{d-1}{j} \tilde{s}_j s_{d-1}^{d-1-j}. \quad (5.25)$$
Hence the polynomial \( zv(z) - u(z) \) is of at most degree \( (d - 1)^2 + 1 \). Suppose \( x = (x_0, x_1)^\top, x_0 \neq 0 \) satisfies (4.13): \[
\bar{F}(F(x)) = x. \tag{5.26}
\]

Since we assumed that \( x_0 \neq 0 \) it follows that \[
u(z) = \frac{\bar{F}_1(F(x))}{x_0^{(d-1)^2}}, \quad v(z) = \frac{\bar{F}_0(F(x))}{x_0^{(d-1)^2}} = x_0^{-(d-1)^2+1} \neq 0.
\]

Hence the system (5.26) implies \[
\bar{r}(r(z)) = \frac{\bar{F}_1(F(x))x_0^{-(d-1)^2}}{\bar{F}_0(F(x))x_0^{(d-1)^2}} = \frac{x_1}{x_0} = z.
\]

This yields (5.14), which is a polynomial equation of degree at most \( (d - 1)^2 + 1 \).

3. As \( z \) for \( z \in \mathbb{R} \) we deduce that \( R' \) is the set of the real zeros of \( zq(z) - p(z) = 0 \). Assume that \( z \in \mathbb{R} \). Suppose first that \( q(z) \neq 0 \). Part 1 yields that there exists \( (x_0, x_1)^\top, x_0 \neq 0 \) which satisfies (5.5). Hence \( (x_0, x_1)^\top \) is a fixed point of \( H \). Thus \( z = \frac{x_1}{x_0} \in R_1 \) and \( v(z) \neq 0 \). Suppose second that \( q(z) = 0 \). The equality \( zq(z) - p(z) = 0 \) yields that \( p(z) = 0 \). The equalities (5.12) and (5.13) show that \( u(z) \) and \( v(z) \) are homogeneous polynomials in variables \( p(z), q(z) \). Hence \( u(z) = v(z) = 0 \). In particular, \( z \in R_1 \).

4. The analysis of the exceptional cases is given in \( \S 6 \).

5. Assume that \( d > 2 \), and \( s = (s_0, \ldots, s_d)^\top \in \mathbb{C}^{d+1} \) is the corresponding vector to \( S = [S_1, \ldots, s_d] \in \mathbb{S}^{d,2} \mathbb{C}^2 \). Clearly, \( \|S\|_\sigma \geq \|S \times \bigotimes^d e_1\| = |s_1, \ldots, 1| = |s_d| \).

Without loss of generality we may assume that \( S \neq 0 \). Hence \( \|S\|_\sigma > 0 \). Suppose first \( s = (0, \ldots, 0, s_d)^\top \). Then \( q(z) \equiv 0 \) and \( R = \emptyset \). Hence (5.20) is equivalent to part 4 of Lemma 5.1.

Let \( R_0 = \{ z \in R, q(z) = 0 \} \). Clearly \( |s_d| \geq \frac{|q(z)|}{(1 + |z|^2)^{\frac{d-2}{2}}} \) for \( z \in R_0 \). Thus it suffices to show that \( \|S\|_\sigma = \max \left\{ |s_d|, \max \left\{ \frac{|q(z)|}{(1 + |z|^2)^{\frac{d-2}{2}}}, z \in R \setminus R_0 \right\} \right\} \).

The proof of Theorem 4.1 yields that \( (x_0, x_1)^\top \) is a critical point of \( f(x) := R(S \times \bigotimes^d x) \) on \( S(2, \mathbb{C}) \) if and only if it satisfies (5.5). Part 1 yields that \( (x_0, x_1)^\top \in S(2, \mathbb{C}) \) satisfies (5.5) if and only if either \( z = \frac{x_1}{x_0} \in R \setminus R_0 \) or (5.10) holds. Clearly \( \|S\|_\sigma \) is a critical value of \( f|S(2, \mathbb{C}) \).

Suppose first that (5.10) holds. Then the critical point of \( f \) is \( y = (0, y_1)^\top, |y_1| = 1 \). The corresponding critical value of \( f \) is \( \pm |s_d| \), and \( |s_d| \leq \|S\|_\sigma \).

Assume second that \( z \in R \setminus R_0 \). Then \( x = (x_0, x_1)^\top \) is given by (5.24) and satisfies (5.5). Clearly, \( |x| = |q(z)|^{\frac{1}{d-2}} \sqrt{1 + |z|^2} \). (We do not assume that \( |x| = 1 \).)

Let \( y = \frac{1}{|x|} x \in S(2, \mathbb{C}) \). Then \( y \) is a critical point of \( f|S(2, \mathbb{C}) \) which corresponds to the positive critical value \[
\lambda_q(z) = \frac{1}{|x|^{d-2}} = \frac{|q(z)|}{(\sqrt{1 + |z|^2})^{d-2}}. \tag{5.27}
\]
6. We now repeat the arguments of 5 with corresponding modifications. Let $R_{1,0} = \{z \in R_1, v(z) = 0\}$. Suppose that $z \in R_1 \setminus R_{1,0}$. Let $x = (x_0, x_1)^{T}$ and assume that $x_0 \neq 0$ and $x_1 = x_0z$. The assumption that $H(x) = (H_0(x), H_1(x)) = (x_0, x_1)$ yields that $H_0(x) = x_0^{(d-1)}v(z) = x_0$. Hence

$$|x_0| = |v(z)|\frac{1}{(d-1)^2-1}, \quad \arg x_0 = -\frac{\arg v(z)}{(d-1)^2-1}. $$

Clearly $H_1(x) = x_0^{(d-1)}u(z) = x_0^{(d-1)}v(z)z = x_0z = x_1$. Thus $H(x) = x$. Let

$$\lambda_v(z) = \frac{1}{\|x\|^{d-2}} = \frac{|v(z)|^{(d-1)^2-1}}{\sqrt{1 + |z|^2}}^{d-2} = \frac{|v(z)|^{\frac{1}{d}}}{\sqrt{1 + |z|^2}}^{d-2}. \quad (5.28)$$

The inequality (4.15) yields that $\lambda_v(z) \leq \|S\|_{\sigma}$. It follows from the arguments of the proof of Theorem 5.1 that for $d > 1$ or $d = 2$, then there exists $x = (x_0, x_1)^T, x_0 \neq 0$ such that $F(x) = x$ and $\|S\|_{\sigma} = \|x\|^{-(d-2)}$. Clearly, $H(x) = x$. Hence (5.21) holds.

7. Assume that $d > 2$, and $s = (s_0, \ldots, s_d)^{T} \in \mathbb{R}^{d+1}$ is the corresponding vector to $S = [s_{i_1}, \ldots, s_{i_d}] \in S^{d, \mathbb{R}}$. We now follow the notations and the arguments of 5. It is easy to see the case (5.6). Then either $\|S\|_{\sigma}$ or $-\|S\|_{\sigma}$ is a nonzero critical point of $\phi$ restricted to $S(2, \mathbb{R})$. Consider first a positive critical value of $\phi$. The arguments of the proof of Theorem 4.1 yields that such a critical point induces a nonzero solution to (4.9), which is equal to $F(x) = x$ since $x = (x_0, x_1)^T \in \mathbb{R}^{2}$. For $x_0 \neq 0$ we obtain that $t = z = \frac{x_1}{x_0} \in \mathbb{R}$. In this case $t$ is a real solution of $p(t) - tq(t) = 0, q(t) \neq 0$. Consider second a negative critical values of $\phi$ restricted to $S(2, \mathbb{R})$. The arguments of the proof of Theorem 4.1 yields that such a critical value induces a nonzero solution to $F(x) = -x$. For $x_0 \neq 0$ we obtain that $t = z = \frac{-x_1}{x_0} \in \mathbb{R}$ satisfies the same equation $tq(t) - p(t) = 0$.

Vice versa, suppose, that $t \in \mathbb{R}$ satisfies the equation $p(t) - tq(t) = 0$ and $q(t) \neq 0$. We claim that such $t$ induces a real solution to $F(x) = \varepsilon x$ for $\varepsilon \in \{-1, 1\}$. As in 1 we need to find $x_0 \in \mathbb{R}$ such that the equation $x_0^{d-1}q(t) = \varepsilon x_0$ has a nonzero real solution $x_0$. Choosing $\varepsilon$ to be the sign of $q(t)$ we always have a positive solution $x_0$ to this equation. Then we let $x = x_0(1, t)^T$. Hence (5.22) holds.

8 follows from the arguments of 6 and 7.

**Remark 5.2** It is straightforward to show using the arguments of the proof of Theorem 5.1 that for $d > 2$ every root of $zq(z) - p(z) = 0, q(z) \neq 0$ corresponds to an eigenvector

$$S \otimes S^{d-1} y = y, \quad S \in S^{d, \mathbb{C}^2}, y = (y_0, y_1)^T \in \mathbb{C}^2, y_0 \neq 0. \quad (5.29)$$

Furthermore the inequality (4.15) holds.

**6 The exceptional cases**

In this section we discuss part 4 of Theorem 5.1. Assume that $g(z) = \tilde{r}(r(z)) = z$ identically. Recall that $r(z)$ can be viewed as a holomorphic map of the Riemann
sphere. The degree of this map is \( \delta \in \mathbb{N} \) since \( g \) is not a constant map. Hence the degree of the map \( g \) is \( \delta^2 \). Since \( g \) is the identity map and its degree is 1. Hence \( \delta = 1 \) and \( r(z) \) is a Möbius map:

\[
r(z) = \frac{az + b}{cz + d}, \quad ad - bc \neq 0.
\]

Use the formula for \( r(z) \) in (5.8) to deduce

\[
\frac{1}{d} (\log \phi(z))' = \frac{1}{d} \phi'(z) = \frac{az + b}{cz + d + z(az + b)}.
\]

Let \( l \) be the number of distinct roots of \( \phi(z) \). Then the logarithmic derivative of \( \phi(z) \) has exactly \( l \) distinct poles. Compare that with the above formula of the logarithmic derivative of \( \phi \) we deduce that \( \phi \) has either one (possibly) multiple root or two distinct roots.

Assume first that \( \phi(z) \) has one root of multiplicity \( k \): \( \phi(z) = A(z + a)^k \) for \( k \in \{d\} \). Then

\[
r(z) = \frac{k}{(d - k)z + da}, \quad \tilde{r}(z) = \frac{k}{(d - k)z + da}.
\]

In this case \( g(z) \equiv z \) if and only if \( k \in \{d - 1\} \) and \( \alpha = 0 \). Clearly, if \( \phi(z) = A z^k \), where \( A \neq 0 \), then \( g(z) \equiv z \). In this case \( S \times \otimes^d x = A_{(d)} x_0^{d-k} x_1^k \). To find \( ||S||_{\sigma,F} \) we need to maximize \( |A_{(d)}| x_0^{d-k} x_1^k \) subject to \( |x_0|^2 + |x_1|^2 = 1 \). The maximum is obtained for \( |x_0|^2 = 1 - \frac{k}{d}, |x_1|^2 = \frac{k}{d} \). This proves (5.18).

Assume now that \( \phi(z) \) has two distinct zeros: \( \phi(z) = A(z + a)^p(z + b)^q \), where \( a \neq b, p, q \in \mathbb{N} \) and \( p + q \leq d \). Then

\[
r(z) = \frac{(z + a)^{p-1}(z + b)^{q-1}((p + q)z + pb + qa)}{(z + a)^{p-1}(z + b)^{q-1}(d(z + a)(z + b) - z((p + q)z + pb + qa))}.
\]

Suppose first that \( p + q < d \). In order that \( r(z) \) will be a Möbius transformation we need to assume that \( (p + q)z + pb + qa \) divides \( (z + a)(z + b) \). This is impossible, since \( \phi' \) has exactly \( p + q - 2 \) common roots with \( \phi \). Hence we are left with the case \( p + q = d \). In this case

\[
r(z) = \frac{dz + \alpha}{\beta z + dab}, \quad \alpha = pb + qa, \beta = d(a + b) - \alpha, p + q = d. \quad (6.1)
\]

The assumption that \( g(z) \equiv z \) is equivalent to the following matrix equality

\[
\overline{A} A = \gamma^2 I_2, \quad A = \begin{bmatrix} d & \alpha \\ \beta & dab \end{bmatrix}, \quad \gamma \neq 0. \quad (6.2)
\]

Taking the determinant of the above identity we deduce that \( \gamma^4 = |\det A|^2 > 0 \). So \( \gamma^2 = \pm \tau^{-2} \) for some \( \tau > 0 \). Let \( B = \tau A \). Suppose first that \( \gamma^2 = \tau^{-2} \). Then \( B \) is the inverse of \( B \). So \( \det B = \delta, |\delta| = 1 \). Then

\[
dab = \delta d, \quad d = \delta dab, -\alpha = \delta \alpha, -\beta = \delta \beta. \quad (6.3)
\]

Hence \( ab = \delta \).
We next observe that if we replace \( \phi(z) \) with \( \phi_s(z) := \phi(e^{si}z) \) for any \( s \in \mathbb{R} \) we will obtain the following relations

\[
p_s(z) = e^{si}p(e^{si}z), \quad q_s(z) = q(e^{si}z), \quad \overline{p_s}(z) = e^{-si}p(e^{-si}z), \quad \overline{q_s}(z) = \bar{q}(e^{-si}z).
\]

Let

\[
r_s(z) = \frac{p_s(z)}{q_s(z)}, \quad \overline{r_s}(z) = \frac{\overline{p_s}(z)}{\overline{q_s}(z)}, \quad g_s(z) = \overline{r_s}(r_s(z)).
\]

A straightforward calculation shows that \( g_s(z) = z \) for all \( s \in \mathbb{R} \). Note the two roots of \( \phi_s(z) \) are \( -ae^{-si}, -be^{-si} \). Hence we can choose \( s \) such that \( \delta = -1 \). Assume for simplicity of the exposition this condition holds for \( s = 0 \), i.e., for \( \phi \). So \( \alpha \) and \( \beta \) are real. In particular \( a + b \) is real. So \( b = -a^{-1} \) and \( a - a^{-1} \) is real. Hence \( a \) is real and also \( b \) is real.

Suppose now that \( \gamma^2 = -\tau^2 \). Then \( \tilde{B} = -B^{-1} \). So \( \det B = \delta, |\delta| = 1 \). Then

\[
dab = -\delta d, \quad d = -\delta d \bar{a}b, \quad \alpha = \delta \bar{a}, \quad \beta = \delta b. \tag{6.4}
\]

By considering \( \phi_t \) as above we may assume that \( \delta = 1 \) which gives again that \( a \in \mathbb{R} \setminus \{0\} \) and \( b = -a^{-1} \). This proves (5.19).

Vice versa, assume that \( \phi(z) \) is of the form (5.19), where \( a \in \mathbb{R} \setminus \{0\} \) and \( b = -\frac{1}{a} \). We claim that \( \tilde{r}(r(z)) \equiv z \). The above arguments show that (6.1) holds. Furthermore

\[
ab = -1, \quad \alpha = (d - p)a - \frac{p}{a}, \quad \beta = pa - \frac{d - p}{a}, \quad p \in [d - 1]. \tag{6.5}
\]

Consider the matrix \( A \) given by (6.2). Note the trace of this matrix is zero. We claim that \( A \) is not singular. Indeed

\[
\det A = -(d^2 + \alpha \beta) = -(d^2 - (d - p)^2 - p^2 + p(d - p)(a^2 + a^{-2})) = -p(d - p)(a + a^{-1})^2. \tag{6.6}
\]

Hence \( A \) has two distinct eigenvalues \( \{\gamma, -\gamma\} \) and is diagonalizable. As \( A \) is a real matrix we get that \( AA = A^2 = \gamma^2I_2 \). Therefore \( \tilde{r}(r(z)) \equiv z \). As \( \tilde{r}_s(r_s(z)) \equiv z \) for each \( s \in \mathbb{R} \) we deduce that for each \( \phi \) of the form (5.19) \( zq(z) - p(z) \) is a zero polynomial.

We now give an algorithm to compute \( \|S\|_{\sigma, \mathcal{F}} \) corresponding to \( \phi \) of the form (5.19). Clearly

\[
S \times \otimes^d x = A(x_1 + ce^{-si}x_0)^p(x_1 - c^{-1}e^{-si}x_0)^{d-p}, \quad c \in \mathbb{R} \setminus \{0\}, \quad p \in [d - 1], \quad x = (x_0, x_1)\top. \tag{6.7}
\]

Assume first that \( S \in S^d\mathbb{R}^2 \). It is straightforward to show that \( A \in \mathbb{R} \) and \( e^{si} = \pm 1 \) unless \( c \neq \pm 1 \) and \( d = 2p \). These two cases are equivalent to the assumption that

\[
S \times \otimes^d x = A(x_1 + cx_0)^p(x_1 - c^{-1}x_0)^{d-p}, \quad c \in \mathbb{R} \setminus \{0\}, \quad d \in [d - 1], \quad x = (x_0, x_1)\top. \tag{6.8}
\]

In the case that \( c = \pm 1 \) and \( d = 2p \) we have another possibility

\[
S \times \otimes^d x = A(x_1^2 + x_0^2)^p, \quad p \in \mathbb{N}. \tag{6.9}
\]

We first consider the case (6.9). A straightforward calculation shows that \( r(z) \equiv z \). Clearly \( \tilde{r}(z) = r(z) \). Thus the polynomials \( zq(z) - z \) and \( zv(z) - z \) are zero polynomials. In that case \( \|S\|_{\sigma, \mathcal{F}} = |A| \) and \( S \times \otimes^{2p} x \) has value \( A \) for all \( x \in S(2, \mathbb{R}) \).
Next we consider the case (6.8). Then \( r(z) \) is given by
\[
\frac{dz + \alpha}{\beta z - d}, \quad \alpha = (d - p)c - pc^{-1}, \beta = pc - (d - p)c^{-1}.
\]
(6.10)

Hence the equation \( r(z) = z \) boils down to the quadratic equation
\[
\beta z^2 - 2dz - \alpha = 0.
\]
(6.11)

The equality (6.6) yields that \( d^2 + \alpha \beta > 0 \). Hence the above quadratic equation has two or one real roots. Let \( R' \) the set of the roots of (6.11). Then part \( 6 \) of Theorem 5.1 implies the equality (5.23).

Assume now that \( S_s \in S^d \mathbb{C}^2 \) is induced by \( \phi \) of the form (5.19). The equality (6.7) yields that \( ||S_s||_\sigma = ||S_0||_\sigma \). Thus it is enough to find \( ||S_0||_\sigma \). For simplicity of notation we let \( S = S_0 \). In this case \( r(z) \) is of the form (6.10). The equation \( r(z) = z = x - yi \) boils down to one equation in two variables \( x, y \in \mathbb{R} \):
\[
\beta(x^2 + y^2) - 2dx - \alpha = 0, \quad z = x + yi.
\]
(6.12)

Suppose first that \( \beta = 0 \). Then \( x = -\frac{\alpha}{2d} \) and \( y \) is a free variable. For \( \beta \neq 0 \) the pair \((x, y)\) lie on a circle
\[
\left( x - \frac{d}{\beta} \right)^2 + y^2 = \frac{d^2 + \alpha \beta}{\beta^2}.
\]
This means that we replaced the problem of finding the maximum of \( |S \times \otimes^d x| \) over the three dimensional sphere \( S(2, \mathbb{C}) \) with another problem with three (or two) real parameters \( |x_0|, x, y \) satisfying the condition \( |x_0|^2(1 + x^2 + y^2) = 1 \).

We now suggest following simple approximations to find \( ||S||_\sigma \) using the case 4 (or 5) of Theorem 5.1. Assume first that \( A = 1 \), i.e., \( S \) corresponds to \( \phi(z) = (z + c)^p(z - c^{-1})^{d-p} \). Choose \( \varepsilon > 0 \) such that our desired approximation should be not more than \( 2\varepsilon \). Let \( \phi(z, \varepsilon) = \phi(z) + \varepsilon \). Let \( S(\varepsilon) \in S^d \mathbb{R}^2 \) be the symmetric tensor corresponding to \( \phi(z, \varepsilon) \). It is straightforward to show that
\[
||S(\varepsilon) - S||_\sigma = ||S(\varepsilon) - S|| = \varepsilon.
\]
Hence \( ||S||_\sigma \in [||S(\varepsilon)||_\sigma - \varepsilon, ||S(\varepsilon)||_\sigma + \varepsilon] \).

Observe next that \( \phi'(z, \varepsilon) = \phi'(z) \). Hence a common root of \( \phi(z, \varepsilon) \) and \( \phi'(z) \) can not be a common root of \( \phi(z) \) and \( \phi'(z) \). Hence \( \phi(z, \varepsilon) \) and \( \phi'(z, \varepsilon) \) can have at most one common root. As \( d \geq 3 \) we deduce that \( S(\varepsilon) \) does not satisfy the assumptions of part \( 3 \) of Theorem 5.1. Apply the case 4 (or 5) of Theorem 5.1 to compute \( ||S(\varepsilon)||_\sigma \) within precision \( \varepsilon \). The value of \( ||S(\varepsilon)||_\sigma \) gives the value of \( ||S||_\sigma \) with precision \( 2\varepsilon \).

A disadvantage of this approximation that \( ||S(\varepsilon)|| \) depends on \( \varepsilon \). We now consider the case where \( \phi(z) = \frac{1}{A}(z + c)^p(z - c^{-1})^{d-p} \), where \( A > 0 \) and \( ||S|| = 1 \). Let \( T = [T_{11,...,d}] \in S^d \mathbb{R}^2 \) corresponding to \( \phi(z) = 1 \). That is \( T_{11,...,1} = 1 \) and all other entries of \( T \) are zero. Then we let
\[
S(\varepsilon) = \frac{1}{||S + \varepsilon T||}(S + \varepsilon T).
\]

It is not difficult to show that \( ||S(\varepsilon) - S|| \leq \varepsilon \). Hence \( ||S(\varepsilon) - S||_\sigma \leq \varepsilon \) and \( ||S||_\sigma \in [||S(\varepsilon)||_\sigma - \varepsilon, ||S(\varepsilon)||_\sigma + \varepsilon] \).
In the following three examples below we consider $S(m) \in S^d \mathbb{R}^2$ corresponding to
\[
\phi(z, m) = \frac{1}{A(m)}(z + 1)^m(z - 1)^m = \frac{1}{A(m)}(z^2 - 1)^m, \quad \|S(m)\| = 1, \quad d = 2m, \quad (6.13)
\]
where $A(m) > 0$. Note that $S(m) \times \otimes^{2m} x = \frac{1}{A(m)}(x - x_0)^2$, and $|x^2 - x_0^2| \leq |x_1|^2 + |x_0|^2$, and equality holds if $x_1$ and $ix_0$ have the same argument. Hence $\|S\|_\sigma = \frac{1}{A(m)}$. Note that $|x^2 - x_0^2| = x_1^2 + x_0^2$ for $x = (x_0, x_1)^\top \in \mathbb{R}^2$ and $x_0x_1 = 0$. Hence $\|S(m)\|_{\sigma, R} = \|S(m)\|_\sigma = \frac{1}{A(m)}$.

Let $S^\varepsilon(m)$ be the perturbation of $S(m)$ given by
\[
\frac{1}{A(m)}((z^2 - 1)^m - (z^{2m} + (-1)^m)) + \frac{1}{A(m)}(\sqrt{1 - \varepsilon}z^{2m} + (-1)^m\sqrt{1 + \varepsilon}).
\]
Note that $\|S^\varepsilon(m)\| = 1$. Furthermore
\[
\|S(m) - S^\varepsilon(m)\| = \frac{1}{A(m)}\sqrt{(\sqrt{1 - \varepsilon} - 1)^2 + (\sqrt{1 + \varepsilon} - 1)^2} \approx \frac{\varepsilon}{\sqrt{2A(m)}}.
\]

**Example 6.1**
\[
d = 2m = 4, \quad A(2) = \sqrt{\frac{8}{3}}, \quad \|S(2)\|_\sigma = \sqrt{\frac{3}{8}} \approx 0.61237243569.
\]
For $\varepsilon = \{0.5, 0.1, 0.05, 0.01, 0.005, 0.001, 0.0005, 0.0001\}$, we calculate the real and complex spectral norms for $S^\varepsilon(2)$, the computational results are shown in Table 2.

**Example 6.2**
\[
d = 2m = 6, \quad A(3) = \sqrt[4]{\frac{4}{\sqrt{5}}}, \quad \|S(3)\|_\sigma = \sqrt[4]{\frac{5}{4}} \approx 0.55901699437.
\]
For $\varepsilon = \{0.5, 0.1, 0.05, 0.01, 0.005, 0.001, 0.0005, 0.0001\}$, we calculate the real and complex spectral norms for $S^\varepsilon(3)$, the computational results are shown in Table 3.

**Example 6.3**
\[
d = 2m = 8, \quad A(4) = \sqrt[8]{\frac{128}{35}}, \quad \|S(4)\|_\sigma = \sqrt[8]{\frac{35}{128}} \approx 0.52291251658.
\]
For $\varepsilon = \{0.5, 0.1, 0.05, 0.01, 0.005, 0.001, 0.0005, 0.0001\}$, we calculate the real and complex spectral norms for $S^\varepsilon(4)$, the computational results are shown in Table 4.
Table 4: Computational results for Example 6.3.

| $\varepsilon$ | $||S^2(4)||_{\varepsilon,R}$ | $||S^2(4)||_{\varepsilon}$ | $||S^2(4)||_{\varepsilon,\frac{1}{2}}$ | $||S^2(4)||_{\varepsilon}$ |
|---------------|-----------------------------|-----------------------------|---------------------------------|-----------------------------|
| 0.5           | 0.64934                    | 0.64934                     | 0.64844                         | 0.64844                     |
| 0.05          | 0.53583                    | 0.53583                     | 0.52294                         | 0.52294                     |
| 0.005         | 0.52422                    | 0.52422                     | 0.52317                         | 0.52317                     |
| 0.0005        | 0.52304                    | 0.52304                     | 0.52294                         | 0.52294                     |

7 The case $n > 2$

We now discuss briefly the complexity of finding $||S||_{\varepsilon}$, where $S \in S^d \mathbb{C}^n$, for a fixed $n > 2$ and $d \in \mathbb{N}$. Recall that $S^d \mathbb{C}^n$ is a vector space of dimension $\binom{n+d-1}{n-1} = O(d^{n-1})$. As discussed in §4 we need to find the nonzero solutions of (4.9). To use algebraic geometry it is more convenient to consider the system (4.13). The proof of Theorem 4.1 that the number of different solutions of the system (4.13) counted with algebraic geometry it is more convenient to consider the system (4.13). The proof of Theorem 4.1 that the number of different solutions of the system (4.13) counted with algebraic geometry it is more convenient to consider the system (4.13). The proof of Theorem 4.1 that the number of different solutions of the system (4.13) counted with algebraic geometry it is more convenient to consider the system (4.13). The proof of Theorem 4.1 that the number of different solutions of the system (4.13) counted with algebraic geometry it is more convenient to consider the system (4.13).

Clearly $A$ is nonsingular. Then $H(y) = A_{d-2} 2 + 1 \times \sigma (d-1)^2 y$. Hence the system $H(y) = y$ has exactly $(d-1)^2$ distinct solutions. Assume that $S(t) \in S^d \mathbb{C}^n$ is a continuous function in $t \in [0,1]$ such that $S(0) = A_d$ and $S(1) = S$. Assume that $S$ is nonsingular. Since the variety of the singular symmetric tensors in $S^d \mathbb{C}^n$ is of codimension at least 1 [20], with probability 1 each $S(t), t \in (0,1)$ is nonsingular.

Thus we can apply the homotopy method of finding all $(d-1)^n$ fixed points of $H(y, t) := S(t) \times \sigma (d-1) y$ [3, 4]. On the other hand, if $S \in S^d \mathbb{C}^n$ is singular then while carrying out the homotopy method we either have that for some $S(t)$ the set of fixed points of $H(y, t)$ is infinite, or some of the fixed points “escape to infinity”. (This follows from the fact that homogenizing the system $H(y) - y = 0$ to $H(y) - y_0 (d-1)^2 y = 0$, where $(y_0, y^T)^T \in \mathbb{C}^{n+1}$, we get a solution $(0, y^T)^T \in \mathbb{C}^{n+1}$.

This corresponds to a solution of $H(y) - y = 0$ at infinity.) That is, the homotopy method fails.

In particular we conjecture:

**Conjecture 7.1** Assume that $2 < n \in \mathbb{N}$ is fixed. Suppose that $S \in S^d \mathbb{C}^n$ is not singular. Then with probability 1 we can find in polynomial time in $d$ all fixed points of $H$ within $\varepsilon$ approximation. In particular, we can compute $||S||_{\varepsilon}$ within $\varepsilon$ approximation in polynomial time in $d$ with probability 1.

We now discuss briefly the computational aspect of the problem if a given $S \in S^d \mathbb{C}^n$ is nonsingular. This problem is equivalent to the problem if the homogeneous system $F(y) = 0$ has only the trivial solution. As we discussed above, this is equivalent to the statement that the system $F(y) - y = 0$ has $(d-1)^n$ distinct isolated solutions counting with multiplicities. Let $S(t) \in S^d \mathbb{C}^n, t \in [0,1]$ be defined as above. Then, as explained above, $S(t)$ is nonsingular for $t \in [0,1)$ with probability 1. Thus we can apply the homotopy method of finding all $(d-1)^n$ fixed points of $F(y, t) := S(t) \times \sigma (d-1) y$ [3, 4]. If we can carry out the homotopy method for $t \in [0,1]$ then $S$ is nonsingular. On the other hand, if $S \in S^d \mathbb{C}^n$ is singular then while carrying out the homotopy method we either have that for some $S(t)$ the set of fixed points of $F(y, t)$ is infinite, or some of the fixed points “escape to infinity”. Thus we conjecture that with probability 1 we can decide if $S$ is nonsingular in polynomial time.
A Examples

In this section, we give some numerical examples of applications of Theorem 5.1. All the examples are real symmetric $d$-qubits since we expect to compute both the complex and real spectral norms of a given tensor $S$. In Theorem 5.1, we showed that the spectral norm of a given $d$-qubit can be found by solving the polynomial equation $zv(z) - u(z) = 0$ (see (5.14)), which is of degree $(d-1)^2 + 1$ at most. In what follows that we assume that the polynomial $zv(z) - u(z)$ is not a zero polynomial. (That is, we are not dealing with the exceptional cases that are discussed in §6.)

In this paper we use Bertini [3] (version 1.5, released in 2015), which is a well developed software to find the set $R_1$ and its real subset $R'_1$, which are given by (5.16). We also find the subsets $R$ and $R'$, which are given by (5.15). We calculate the parameters $\lambda_q$ and $\lambda_v$ which are given in (5.27) and (5.28) respectively. We use formulas (5.20), (5.21) to find $\|S\|_\sigma$, and formulas (5.22), (5.23) to find $\|S\|_{\sigma, R}$.

All the computation are implemented with Matlab R2012a on a MacBook Pro 64-bit OS X (10.9.5) system with 16GB memory and 2.3 GHz Intel Core i7 CPU. In the display of the computational results, only four decimal digits are shown. The default parameters in Bertini are used to solve the polynomial equation $zv(z) - u(z) = 0$.

Since all examples only take few seconds we will not show the computing time.

In the following examples we specify only the nonzero entries of the symmetric tensor $S$. We also assume that the symmetric tensor $S \in S^d_{dR^2}$ is a state, i.e., $\|S\| = 1$.  

Example A.1 [30] Given tensor $S \in S^3_{dR^2}$ with:

$$S_{1,1,1} = 0.3104, \quad S_{2,2,2} = 0.2235, \quad S_{1,1,2} = -0.4866, \quad S_{1,2,2} = -0.2186.$$  

The polynomial $zv(z) - u(z)$ has degree 5. It has 5 roots, 3 of them are real and the other 2 are complex. The computational results are shown in Table 5. Clearly $|s_3| = |S_{2,2,2}| = 0.2235$, and we have $R = R_1$, $R' = R'_1$. By using formulas (5.20), (5.21), (5.22), (5.23), we get:

$$\begin{align*}
\|S\|_\sigma &= \max\{|s_3|, \lambda_q(z), z \in R\} = \max\{|s_3|, \lambda_v(z), z \in R_1\} = 0.7027, \\
\|S\|_{\sigma, R} &= \max\{|s_3|, \lambda_q(z), z \in R'\} = \max\{|s_3|, \lambda_v(z), z \in R'_1\} = 0.6205.
\end{align*}$$

Example A.2 [17] Given tensor $S \in S^3_{dR^2}$ with:

$$S_{1,1,2} = \frac{1}{2}, \quad S_{2,2,2} = -\frac{1}{2}.$$  

The polynomial $zv(z) - u(z)$ has degree 4. It has 4 roots, 2 of them are real and the other 2 are complex. The computational results are shown in Table 6. Clearly

\begin{table}[ht]
\caption{Computational results for Example A.1.}
\label{tab:example1}
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline
No. & $z$ & $F$ & $\lambda_q(z)$ & $\lambda_v(z)$ & No. & $z$ & $F$ & $\lambda_q(z)$ & $\lambda_v(z)$ \\
\hline
1 & 0.9157 & R & 0.5635 & 0.5635 & 4 & -0.0240 + 0.7928i & C & 0.7027 & 0.7027 \\
\hline
2 & -5.9838 & R & 0.2791 & 0.2791 & 5 & -0.0240 - 0.7928i & C & 0.7027 & 0.7027 \\
\hline
3 & -0.4063 & R & 0.6205 & 0.6205 & 6 & -0.0240 + 0.7928i & C & 0.7027 & 0.7027 \\
\hline
\end{tabular}
\end{table}
Table 6: Computational results for Example A.2.

| No. | $z$ | $\Re z$ | $\Im z$ | $\lambda_{p}(z)$ | $\lambda_{v}(z)$ |
|-----|-----|---------|---------|-------------------|------------------|
| 1   | 0.5774 | 0.0000 | 0.5000 | 0.7071            | 0.5000           |
| 2   | 1.2413 | 0.0000 | 0.5000 | 0.7071            | 0.5000           |
| 3   | -0.5774 | 0.0000 | 0.5000 | 0.7071            | 0.5000           |

Table 7: Computational results for Example A.3.

| No. | $z$ | $\Re z$ | $\Im z$ | $\lambda_{p}(z)$ | $\lambda_{v}(z)$ |
|-----|-----|---------|---------|-------------------|------------------|
| 1   | 1.2413 | 0.5000  | 0.5000  | 0.7071            | 0.5000           |
| 2   | -0.5774 | 0.5000  | 0.5000  | 0.7071            | 0.5000           |
| 3   | -2.5855 | 0.5000  | 0.5000  | 0.7071            | 0.5000           |

$|s_{3}| = |S_{2,2,2}| = 0.5$, and we have $R = R_1$, $R' = R'_1$. By using formulas (5.20), (5.21), (5.22), (5.23), we get:

$$||S||_{\sigma} = \max \{|s_{3}|, \lambda_{q}(z), z \in R\} = \max \{|s_{3}|, \lambda_{v}(z), z \in R_1\} = 0.7071,$$

$$||S||_{\sigma,R} = \max \{|s_{3}|, \lambda_{q}(z), z \in R'\} = \max \{|s_{3}|, \lambda_{v}(z), z \in R'_1\} = 0.5.$$

**Example A.3** Given tensor $S \in S^3 \mathbb{R}^2$ with:

$$S_{1,1,1} = \frac{1}{\sqrt{5}}; \quad S_{2,2,2} = \frac{1}{2\sqrt{5}}; \quad S_{1,1,2} = -\frac{1}{2\sqrt{5}}; \quad S_{1,2,2} = -\frac{1}{\sqrt{5}}; \quad S_{2,2,1} = \frac{1}{\sqrt{5}}; \quad S_{2,2,2} = \frac{1}{\sqrt{5}}.$$

The polynomial $zv(z) - u(z)$ has degree 5. It has 5 roots, 3 of them are real and the other 2 are complex. The computational results are shown in Table 7. Clearly $|s_{3}| = |S_{2,2,2}| = 0.5$, and we have $R = R_1$, $R' = R'_1$. By using formulas (5.20), (5.21), (5.22), (5.23), we get:

$$||S||_{\sigma} = \max \{|s_{3}|, \lambda_{q}(z), z \in R\} = \max \{|s_{3}|, \lambda_{v}(z), z \in R_1\} = 0.7071,$$

$$||S||_{\sigma,R} = \max \{|s_{3}|, \lambda_{q}(z), z \in R'\} = \max \{|s_{3}|, \lambda_{v}(z), z \in R'_1\} = 0.5000.$$

**Example A.4** Given tensor $S \in S^4 \mathbb{R}^2$ with:

$$S_{1,1,1,1} = \frac{2}{11}; S_{1,1,1,2} = \frac{1}{11}; S_{2,2,2,1,1} = \frac{2}{11}; S_{2,2,2,1,2} = \frac{1}{11}; S_{2,2,2,2,1} = \frac{1}{11}; S_{2,2,2,2,2} = \frac{1}{11}.$$

The polynomial $zv(z) - u(z)$ has degree 10. It has 10 roots, 4 of them are real and the other 6 are complex. The computational results are shown in Table 8. Clearly $|s_{4}| = |S_{2,2,2,2}| = 0.5$. For the 10 roots $z$, (5.9) fails to satisfy for $z_i$, $i \in \{3, 4, 8, 9\}$, so we have $R = \{z_i, i \in \{1, 2, 5, 6, 7, 10\}\}$. The four real roots all satisfy $zq(z) - p(z) = 0$, so we have $R' = R'_1$. By using formulas (5.20), (5.21), (5.22), (5.23), we get:

$$||S||_{\sigma} = \max \{|s_{4}|, \lambda_{q}(z), z \in R\} = \max \{|s_{4}|, \lambda_{v}(z), z \in R_1\} = 0.8872,$$

$$||S||_{\sigma,R} = \max \{|s_{4}|, \lambda_{q}(z), z \in R'\} = \max \{|s_{4}|, \lambda_{v}(z), z \in R'_1\} = 0.8872.$$

**Example A.5** [1, Example 6.1] Given tensor $S \in S^4 \mathbb{R}^2$ with:

$$S_{1,1,1,1} = \sqrt{\frac{1}{3}}; \quad S_{1,2,2,2} = \frac{1}{2}\sqrt{\frac{2}{3}}.$$
The polynomial \(z v(z) - u(z)\) has degree 10. It 10 roots, 4 of them are real and the other 6 are complex. The computational results are shown in Table 9. Clearly, |\(s_4\)| = |\(S_{2,2,2,2}\)| = 0 and we have \(R = R_1, R' = R_1'\). By using formulas (5.20), (5.21), (5.22), (5.23), we get:

\[
\|S\|_\sigma = \max\{|s_4|, \lambda_v(z), z \in R_1\} = \max\{|s_4|, \lambda_v(z), z \in R_1\} = 0.5774,
\]

\[
\|S\|_{\sigma, R} = \max\{|s_4|, \lambda_v(z), z \in R'\} = \max\{|s_4|, \lambda_v(z), z \in R_1\} = 0.5774.
\]

According to [1], \(\|S\|_\sigma = \frac{1}{\sqrt{3}}\).

**Example A.6** Given tensor \(S \in S^5\mathbb{R}^2\) with:

\[
S_{1,1,1,1,1} = \frac{2}{\sqrt{574}}; \quad S_{1,1,1,1,2} = -\frac{1}{\sqrt{574}}; \quad S_{1,1,1,2,2} = \frac{4}{\sqrt{574}};
\]

\[
S_{1,1,2,2,2} = -\frac{6}{\sqrt{574}}; \quad S_{1,2,2,2,2} = \frac{-2}{\sqrt{574}}; \quad S_{2,2,2,2,2} = \frac{5}{\sqrt{574}}.
\]

The polynomial \(z v(z) - u(z)\) has degree 17. It has 17 roots, 9 of them are real and the other 8 are complex. The computational results are shown in Table 10. Clearly |\(s_5\)| = |\(S_{2,2,2,2,2}\)| = 5/\(\sqrt{574}\). For the 17 roots \(z\), (5.9) fails to hold for 12 roots, so we have \(R = \{z_i, i \in \{1, 6, 9, 10, 16\}\}\). These five roots are also real, so we have \(R' = R\). By using formulas (5.20), (5.21), (5.22), (5.23), we get:

\[
\|S\|_\sigma = \max\{|s_5|, \lambda_v(z), z \in R_1\} = \max\{|s_5|, \lambda_v(z), z \in R_1\} = 0.6930,
\]

\[
\|S\|_{\sigma, R} = \max\{|s_5|, \lambda_v(z), z \in R'\} = \max\{|s_5|, \lambda_v(z), z \in R_1\} = 0.6930.
\]

**Example A.7** [1, Example 6.2(b)] Given tensor \(S \in S^5\mathbb{R}^2\) with:

\[
S_{1,1,1,1,1} = \frac{1}{\sqrt{1 + A^2}}; \quad S_{1,2,2,2,2} = \frac{A}{\sqrt{5(1 + A^2)}}; \quad A \approx 1.53154.
\]

The polynomial \(z v(z) - u(z)\) has degree 17. It has 17 roots, 5 of them are real and the other 12 are complex. The computational results are shown in Table 11. Clearly |\(s_5\)| = |\(S_{2,2,2,2,2}\)| = 0. For the 17 roots \(z\), (5.9) fails to hold for 4 roots \(z_i, i \in \{1, 6, 9, 10, 16\}\).
The polynomial \( z^6 \) = |S| is given by:

\[
\|S\|_\sigma = \max\{|s_5|, \lambda_\sigma(z), z \in R\} = \max\{|s_5|, \lambda_\sigma(z), z \in R_1\} = 0.5492,
\]

\[
\|S\|_{\sigma, R} = \max\{|s_5|, \lambda_\sigma(z), z \in R'\} = \max\{|s_5|, \lambda_\sigma(z), z \in R'_1\} = 0.5492.
\]

According to [1], \( \|S\|_\sigma = \frac{1}{\sqrt{1+A}} \).

**Example A.8** Given tensor \( S \in S^6\mathbb{R}^2 \) with:

\[
S_{1,1,1,1,1,1} = \frac{1}{\sqrt{641}}; \quad S_{1,1,1,1,1,2} = \frac{-1}{\sqrt{641}}; \quad S_{1,1,1,1,2,2} = \frac{2}{\sqrt{641}};
\]

\[
S_{1,1,1,2,2,2} = \frac{-3}{\sqrt{641}}; \quad S_{1,1,2,2,2,2} = \frac{4}{\sqrt{641}}; \quad S_{1,2,2,2,2,2} = \frac{5}{\sqrt{641}}; \quad S_{2,2,2,2,2} = \frac{-2}{\sqrt{641}}.
\]

The polynomial \( zv(z) - u(z) \) has degree 26. It has 26 roots, 6 of them are real and the other 20 are complex. The computational results are shown in Table 12. Clearly \( |s_6| = |S_{2,2,2,2,2}| = \frac{2}{\sqrt{641}} \). For the 26 roots, (5.9) fails to hold for 20 roots, so we have \( R = \{z_i, i \in [17]\} \). 4 of the 6 real roots satisfy \( zv(z) = p(z) = 0 \), so we have \( R' = \{z_i, i \in [8, 14, 26]\} \). By using formulas (5.20), (5.21), (5.22), (5.23), we get:

\[
\|S\|_\sigma = \max\{|s_6|, \lambda_\sigma(z), z \in R\} = \max\{|s_6|, \lambda_\sigma(z), z \in R_1\} = 0.6336;
\]

\[
\|S\|_{\sigma, R} = \max\{|s_6|, \lambda_\sigma(z), z \in R'\} = \max\{|s_6|, \lambda_\sigma(z), z \in R'_1\} = 0.6336.
\]

**Example A.9** [1, Example 6.3] Given tensor \( S \in S^6\mathbb{R}^2 \) with:

\[
S_{1,1,1,1,1,2} = \frac{1}{2\sqrt{3}}; \quad S_{1,2,2,2,2,2} = \frac{1}{2\sqrt{3}}.
\]
Table 12: Computational results for Example A.8.

| No. | \( z \) | \( \| S \| \) | \( \lambda_0(z) \) | \( \lambda_v(z) \) |
|-----|------|-------------|--------------|-------------|
| 1   | 1.8097 | R         | 0.3890       | 0.4004      |
| 2   | 0.7256 | R         | 0.0505       | 0.1951      |
| 3   | 0.2341 + 0.2263i | C    | 0.0130       | 0.0136      |
| 4   | 0.2284 + 0.2266i | C    | 0.0130       | 0.0136      |
| 5   | 7.5466 + 4.4315i | C    | 2.3011       | 0.1821      |
| 6   | 0.2460 + 0.3647i | C    | 0.0193       | 0.0215      |
| 7   | 0.2179 + 0.2468i | C    | 0.0112       | 0.0121      |
| 8   | -0.6779 | R         | 0.1831       | 0.1831      |
| 9   | 0.1379 + 0.2571i | C    | 0.0029       | 0.0029      |
| 10  | -0.3753 + 0.5248i | C    | -0.4714      | -0.4714     |
| 11  | -1.8636 + 0.7210i | R    | 0.0803       | 0.0807      |
| 12  | 0.1920 + 0.3939i | C    | 0.0213       | 0.0213      |
| 13  | -2.3666 + 0.5059i | C    | 0.1105       | 0.1105      |

Table 13: Computational results for Example A.9.

| No. | \( z \) | \( \| S \| \) | \( \lambda_0(z) \) | \( \lambda_v(z) \) |
|-----|------|-------------|--------------|-------------|
| 1   | 1.8097 | R         | 0.4330       | 0.4330      |
| 2   | 1.8097 | R         | 0.4330       | 0.4330      |
| 3   | 0.2929 + 0.2929i | C    | 0.4330       | 0.4330      |
| 4   | 0.7071 + 0.7071i | C    | 0.4330       | 0.4330      |
| 5   | 0.7071 + 0.7071i | C    | 0.4330       | 0.4330      |
| 6   | 0.5176 | C         | 0.4714       | 0.4714      |
| 7   | 0.5176 | C         | 0.4330       | 0.4330      |
| 8   | 1.8319 | C         | 0.4714       | 0.4714      |
| 9   | -0.2929 + 0.2929i | C    | 0.4330       | 0.4330      |
| 10  | 0.7071 + 0.7071i | C    | 0.4330       | 0.4330      |
| 11  | 1.8319 | C         | 0.4330       | 0.4330      |
| 12  | 0.5176 | C         | 0.4714       | 0.4714      |
| 13  | -1.0 | R         | 0.4330       | 0.4330      |

The polynomial \( zv(z) - u(z) \) has degree 25. It has 25 roots, 7 of them are real and the other 18 are complex. The computational results are shown in Table 13. Clearly \( |s_6| = |S_{1,2,2,2,2,2}| = 0. \) For the 25 roots \( z, \) \( (5.9) \) fails to hold for 5 roots \( z_i; i \in \{4,10,12,16,22\}, \) so we have \( R = \{z_i; i \in \{1,2,13,14,15,25\}\}. \) 6 of the 7 real roots satisfy \( zv(z) - p(z) = 0, \) so we have \( R' = R \cap \mathbb{R} = \{z_i; i \in \{1,2,13,14,15,25\}\}. \) By using formulas \( (5.20), (5.21), (5.22), (5.23), \) we get:

\[
\|S\|_\sigma = \max\{|s_6|, \lambda_0(z), z \in R\}, \quad \|S\|_{\sigma, R} = \max\{|s_6|, \lambda_0(z), z \in R'\} = 0.4714.
\]

According to \([1]\), \( \|S\|_\sigma = \frac{\sqrt{2}}{3}. \)

**Example A.10** Given tensor \( S \in S^7 \mathbb{R}^2 \) with:

\[
S_{1,1,1,1,1,1,1,1} = \frac{1}{\sqrt{37}}; S_{1,1,1,1,1,1,1,2} = \frac{-1}{\sqrt{74}}; S_{1,1,1,1,1,2,2,2} = \frac{1}{\sqrt{111}}; S_{1,1,1,1,2,2,2,2} = \frac{1}{\sqrt{185}}; \\
S_{1,1,2,2,2,2,2} = \frac{1}{\sqrt{185}}; S_{1,2,2,2,2,2,2} = \frac{1}{\sqrt{111}}; S_{2,2,2,2,2,2,2} = \frac{1}{\sqrt{74}}; S_{2,2,2,2,2,2,2} = \frac{1}{\sqrt{37}};
\]

The polynomial \( zv(z) - u(z) \) has degree 37. It has 37 roots, 3 of them are real and the other 34 are complex. The computational results are shown in Table 14. Clearly \( |s_7| = |S_{2,2,2,2,2,2,2}| = \frac{1}{\sqrt{37}}. \) For the 37 roots \( z, \) \( (5.9) \) fails to hold for 28 roots, so we have \( R = \{z_i; i \in \{1,2,7,13,17,21,23,30,32\}\}. \) 3 real roots all satisfy
Table 14: Computational results for Example A.10.

| No. | $z$ | $\#$ | $\lambda_1(z)$ | $\lambda_2(z)$ | No. | $z$ | $\#$ | $\lambda_1(z)$ | $\lambda_2(z)$ |
|-----|-----|-----|----------------|----------------|-----|-----|-----|----------------|----------------|
| 1   | 1.2248 | K | 0.8741 | 0.9414 | 20 | -1.4583 - 0.2619i | (K) | 0.1131 | 0.0760 |
| 2   | 0.1655 | K | 0.8931 | 0.8934 | 21 | -0.3919 | (K) | 0.4121 | 0.4121 |
| 3   | -2.2667 + 1.2253i | C | 0.4049 | 0.0310 | 22 | -2.0392 - 0.5786i | (C) | 0.0292 | 0.0229 |
| 4   | 0.1412 + 0.1391i | C | 0.0681 | 0.1150 | 23 | -2.1260 - 0.7952i | (C) | 0.0218 | 0.0218 |
| 5   | 0.1046 + 0.2732i | C | 0.1120 | 0.1851 | 24 | -1.5868 - 1.4793i | (C) | 0.0982 | 0.0496 |
| 6   | -1.5868 + 1.4793i | C | 0.0982 | 0.0496 | 25 | 0.0713 - 0.1854i | (C) | 0.1062 | 0.1601 |
| 7   | 0.0208 + 0.5582i | C | 0.3209 | 0.3209 | 26 | -1.1085 - 1.4166i | (C) | 0.1252 | 0.0758 |
| 8   | -0.2315 + 1.5262i | C | 0.0482 | 0.0629 | 27 | -0.3237 - 1.5213i | (C) | 0.0533 | 0.0579 |
| 9   | -0.0557 + 1.4844i | C | 0.0955 | 0.0955 | 28 | -0.2315 - 1.5252i | (C) | 0.0482 | 0.0629 |
| 10  | 0.0368 + 1.0175i | C | 0.2890 | 0.1871 | 29 | 0.0590 - 1.0175i | (C) | 0.2890 | 0.1871 |
| 11  | 0.0713 + 0.1854i | C | 0.1062 | 0.1601 | 30 | 0.0208 - 0.5582i | (C) | 0.3209 | 0.3209 |
| 12  | -0.3327 + 1.5213i | C | 0.0533 | 0.0570 | 31 | -0.0557 - 1.4844i | (C) | 0.0955 | 0.0955 |
| 13  | -0.4344 + 1.6068i | C | 0.0562 | 0.0562 | 32 | -0.4344 - 1.6068i | (C) | 0.0662 | 0.0662 |
| 14  | -1.1085 + 1.4166i | C | 0.1252 | 0.0759 | 33 | 0.1046 - 0.2732i | (C) | 0.1120 | 0.1851 |
| 15  | -2.1908 + 0.9311i | C | 0.0224 | 0.0224 | 34 | 0.1442 - 0.1391i | (C) | 0.0581 | 0.1150 |
| 16  | 0.1761 + 0.0760i | C | 0.0760 | 0.1158 | 35 | -2.2667 - 1.2252i | (C) | 0.0491 | 0.0310 |
| 17  | -2.1260 + 0.7952i | C | 0.0218 | 0.0218 | 36 | 0.1701 - 0.0760i | (C) | 0.0750 | 0.1158 |
| 18  | -1.4583 + 0.2619i | C | 0.1131 | 0.0750 | 37 | -2.1908 - 0.9311i | (C) | 0.0224 | 0.0224 |
| 19  | -0.0392 + 0.5786i | C | 0.0292 | 0.0269 | 38 | -0.0392 - 0.5786i | (C) | 0.0292 | 0.0269 |

$z(q) - p(z) = 0$, so we have $R' = R \cap \mathbb{R} = \{z_i, i \in \{1, 2, 21\}\}$. By using formulas (5.20), (5.21), (5.22), (5.23), we get:

$$
\|S\|_\sigma = \max\{|s_7|, \lambda_7(z), z \in R\} = \max\{|s_7|, \lambda_7(z), z \in R_1\} = 0.8741,
\|S\|_{\sigma, R} = \max\{|s_7|, \lambda_7(z), z \in R'\} = \max\{|s_7|, \lambda_7(z), z \in R_1'\} = 0.8741.
$$

Example A.11 [1, Example 6.4] Given tensor $S \in S^2 \mathbb{R}^2$ with:

$$
S_{1,1,1,1,1,1,1,2} = \frac{1}{\sqrt{14}}; \quad S_{1,2,2,2,2,2,2} = \frac{1}{\sqrt{14}}.
$$

The polynomial $z(v(z) - u(z)$ has degree 36. It has 36 roots, 6 of them are real and the other 30 are complex. The computational results are shown in Table 15. Clearly $|s_7| = |S_{2,2,2,2,2,2,2}| = 0$. For the 36 roots $z$, (5.9) fails to hold for 11 roots $z_i, i \in I$, so we have $R = \{z_i, i \in \{36\}\backslash I\}$, where $I = \{3, 4, 5, 11, 12, 18, 20, 25, 27, 33, 34\}$. 5 of the 6 real roots satisfy $z(q(z) - p(z) = 0$, so we have $R' = R \cap \mathbb{R} = \{z_i, i \in \{1, 2, 19, 21, 36\}\}$. By using formulas (5.20), (5.21), (5.22), (5.23), we get:

$$
\|S\|_\sigma = \max\{|s_7|, \lambda_7(z), z \in R\} = \max\{|s_7|, \lambda_7(z), z \in R_1\} = 0.4508,
\|S\|_{\sigma, R} = \max\{|s_7|, \lambda_7(z), z \in R'\} = \max\{|s_7|, \lambda_7(z), z \in R_1'\} = 0.4508.
$$

Example A.12 Given tensor $S \in S^8 \mathbb{R}^2$ with:

$$
S_{1,1,1,1,1,1,1,1} = \frac{1}{\sqrt{52}}; \quad S_{1,1,1,1,1,1,1,2} = \frac{1}{2\sqrt{26}}; \quad S_{1,1,1,1,1,1,2,2} = \frac{1}{\sqrt{182}}; \quad S_{1,1,1,1,1,2,2,2} = \frac{-1}{2\sqrt{52}};
S_{1,1,1,2,2,2,2,2} = \frac{-1}{2\sqrt{52}}; \quad S_{1,1,2,2,2,2,2,2} = \frac{1}{\sqrt{182}}; \quad S_{1,2,2,2,2,2,2,2} = \frac{-1}{2\sqrt{52}}; \quad S_{2,2,2,2,2,2,2,2,2} = \frac{1}{\sqrt{52}}.
$$

The polynomial $z(v(z) - u(z)$ has degree 50. It has 50 roots, 6 of them are real and the other 44 are complex. The computational results are shown in Table 16. Clearly
Table 15: Computational results for Example A.11.

| No. | z          | s | $\lambda_1(z)$ | $\lambda_2(z)$ | No. | z          | s | $\lambda_1(z)$ | $\lambda_2(z)$ |
|-----|------------|---|-----------------|-----------------|-----|------------|---|-----------------|-----------------|
| 1   | 2.3570     | R | 0.3909          | 0.4307          | 19 | -0.9914 - 0.1312i | R | 0.4406          | 0.4406          |
| 2   | 0.3207     | C | 0.2478          | 0.2478          | 20 | -2.5227     | R | 0.4406          | 0.4406          |
| 3   | 0.8791 + 0.4766i | C | 0.2478          | 0.2478          | 21 | -2.4323 - 0.2494i | C | 0.4508          | 0.4508          |
| 4   | 0.7249 + 0.6888i | C | 0.2478          | 0.2478          | 22 | -0.8900 - 0.5878i | C | 0.4307          | 0.3307          |
| 5   | 2.0409 + 1.4828i | C | 0.4406          | 0.4406          | 23 | -1.9069 - 1.3854i | C | 0.4508          | 0.4508          |
| 6   | 0.3207 + 0.2330i | C | 0.4406          | 0.4406          | 24 | -0.4311 - 0.9023i | C | 0.2478          | 0.2478          |
| 7   | 0.3090 + 0.9511i | C | 0.3307          | 0.3307          | 25 | -0.1225 - 0.3760i | C | 0.4406          | 0.4406          |
| 8   | 0.1311 + 0.4035i | C | 0.4508          | 0.4508          | 26 | -0.1816 - 0.9834i | C | 0.2478          | 0.2478          |
| 9   | 0.7284 + 2.2417i | C | 0.4508          | 0.4508          | 27 | -0.7796 - 2.3992i | C | 0.4406          | 0.4406          |
| 10  | -0.1816 + 0.9834i | C | 0.2478          | 0.2478          | 28 | -0.1311 - 0.4035i | C | 0.4508          | 0.4508          |
| 11  | -0.4311 + 0.9023i | C | 0.2478          | 0.2478          | 29 | 0.3090 - 0.5878i  | C | 0.3307          | 0.3307          |
| 12  | -0.1225 + 0.3770i | C | 0.4406          | 0.4406          | 30 | -0.1230 - 0.8830i | C | 0.4406          | 0.4406          |
| 13  | 0.3090 + 1.4592i  | C | 0.4406          | 0.4406          | 31 | 0.7249 - 0.6888i  | C | 0.2478          | 0.2478          |
| 14  | -0.3452 + 0.2494i | C | 0.4406          | 0.4406          | 32 | 0.8791 - 0.1476i  | C | 0.2478          | 0.2478          |
| 15  | 0.8791 + 1.3854i | C | 0.4406          | 0.4406          | 33 | 2.0409 - 1.4828i  | C | 0.4406          | 0.4406          |
| 16  | -0.9914 + 0.1312i | C | 0.2478          | 0.2478          | 34 | 0.4243         | R | 0.4508          | 0.4508          |

$|s_8| = |S_{2,2,2,2,2,2}| = \frac{1}{\sqrt{2}}$. For the 50 roots $z$, (5.9) fails to hold for 38 roots, so we have $R = \{z_{i}, i \in \{1, 7, 10, 13, 16, 26, 32, 33, 42, 44, 45, 46\}\}$. 4 of the 6 real roots satisfy $z_{a}(z) - p(z) = 0$, so we have $R' = R \cap \mathbb{R} = \{z_{i}, i \in \{1, 26, 44, 46\}\}$. By using formulas (5.20), (5.21), (5.22), (5.23), we get:

\[
\|S\|_\sigma = \max\{|s_8|, \lambda_v(z), z \in R\} = \max\{|s_8|, \lambda_v(z), z \in R_1\} = 0.7713,
\]
\[
\|S\|_{\sigma,R} = \max\{|s_8|, \lambda_v(z), z \in R'\} = \max\{|s_8|, \lambda_v(z), z \in R'_1\} = 0.7713.
\]

Example A.13 [1, Example 6.5] Given tensor $S \in S^8\mathbb{R}^2$ with:

\[
S_{1,1,1,1,1,1,1,1} = \frac{0.336}{\sqrt{2}}; S_{1,1,1,2,2,2,2,2} = \frac{0.741}{\sqrt{2}}.
\]

The polynomial $v(z) - u(z)$ has degree 42, which has 41 roots, 7 of them are real and the other 34 are complex. One of the real roots $z = 0$ has multiplicity 2. The computational results are shown in Table 17. Clearly, $|s_8| = |S_{2,2,2,2,2,2}| = 0$. For the 41 roots $z$, (5.9) fails to hold for 10 roots, so we have $R = \{z_{i}, i \in \{41\}\}$, where $I = \{5, 6, 11, 13, 21, 22, 28, 30, 36, 39\}$ and $R' = R \cap \mathbb{R}$. By using formulas (5.20), (5.21), (5.22), (5.23), we get:

\[
\|S\|_\sigma = \max\{|s_8|, \lambda_v(z), z \in R\} = \max\{|s_8|, \lambda_v(z), z \in R_1\} = 0.4288,
\]
\[
\|S\|_{\sigma,R} = \max\{|s_8|, \lambda_v(z), z \in R'\} = \max\{|s_8|, \lambda_v(z), z \in R'_1\} = 0.4288.
\]

Example A.14 [1, Example 6.6] Given tensor $S \in S^9\mathbb{R}^2$ with:

\[
S_{1,1,1,1,1,1,1,2,2} = \frac{1}{6\sqrt{2}}; S_{1,1,1,2,2,2,2,2,2} = \frac{1}{6\sqrt{2}}.
\]

The polynomial $v(z) - u(z)$ has degree 55. It has 46 roots, 8 of them are real and the other 38 are complex. One of the real roots $z = 0$ has multiplicity 10. The computational results are shown in Table 18. Clearly $|s_9| = |S_{2,2,2,2,2,2,2,2}| = 0$. 31
Table 16: Computational results for Example A.12.

| No. | z  | P  | \( \lambda(z) \) | \( \lambda_n(z) \) | No. | z  | P  | \( \lambda(z) \) | \( \lambda_n(z) \) |
|-----|----|----|----------------|----------------|-----|----|----|----------------|----------------|
| 1   | 0.8378 | R  | 0.3514 | 0.3514 | 22  | -0.8187 - 0.0937 | C  | 0.2375 | 0.2375 |
| 2   | 1.6093 | R  | 0.4286 | 0.4286 | 23  | -1.8094 | R  | 0.4021 | 0.4021 |
| 3   | 0.2941 + 0.2137i | C  | 0.4151 | 0.4151 | 24  | -0.3266 - 0.2354i | C  | 0.4288 | 0.4288 |
| 4   | 0.8992 + 0.6334i | C  | 1.36-16 | 0.0940 | 25  | -1.6775 - 0.4934i | C  | 0.3514 | 0.3514 |
| 5   | 0.7174 + 0.4055i | C  | 0.2375 | 0.2375 | 26  | -1.3101 - 0.9518i | C  | 0.4286 | 0.4286 |
| 6   | 0.6073 + 0.5570i | C  | 0.2375 | 0.2375 | 27  | 0.0000 | - | 0 | 0 |
| 7   | 1.4684 + 1.0055i | C  | 0.4021 | 0.4021 | 28  | -0.3421 - 0.7497i | C  | 0.2375 | 0.2375 |
| 8   | 0.2589 + 0.7998i | C  | 0.3514 | 0.3514 | 29  | -0.3345 - 1.0671i | C  | 3.6e-16 | 0.0045 |
| 9   | 0.5004 + 1.5401i | C  | 0.4286 | 0.4286 | 30  | -0.1639 - 0.8076i | C  | 0.2375 | 0.2375 |
| 10  | 0.1236 + 0.3804i | C  | 0.4288 | 0.4288 | 31  | -0.5591 - 1.7208i | C  | 0.4021 | 0.4021 |
| 11  | -0.1639 + 0.8076i | C  | 0.2375 | 0.2375 | 32  | -0.1123 - 0.3457i | C  | 0.4151 | 0.4151 |
| 12  | -0.3435 + 1.0571i | C  | 3.6e-16 | 0.0045 | 33  | 0.2589 - 0.7968i | C  | 0.3514 | 0.3514 |
| 13  | -0.3421 + 0.7497i | C  | 0.2375 | 0.2375 | 34  | 0.5004 - 1.5401i | C  | 0.4286 | 0.4286 |
| 14  | -0.5591 + 1.7208i | C  | 0.4021 | 0.4021 | 35  | 0.1236 - 0.3804i | C  | 0.4288 | 0.4288 |
| 15  | -0.1123 + 0.3457i | C  | 0.4151 | 0.4151 | 36  | 0.6073 - 0.5570i | C  | 0.2375 | 0.2375 |
| 16  | -0.6778 + 0.4924i | C  | 0.3514 | 0.3514 | 37  | 0.8992 - 0.6334i | C  | 1.3e-16 | 0.0040 |
| 17  | -1.3101 + 0.9518i | C  | 0.4286 | 0.4286 | 38  | 0.2941 - 0.2137i | C  | 0.4151 | 0.4151 |
| 18  | -0.3236 + 0.2361i | C  | 0.4288 | 0.4288 | 39  | -0.7174 - 0.4056i | C  | 0.2375 | 0.2375 |
| 19  | -0.4470 + 1.9430i | C  | 0.4021 | 0.4021 | 40  | 1.6865 - 1.0636i | C  | 0.4021 | 0.4021 |
| 20  | -1.1115 | R  | 1.36-16 | 0.0040 | 41  | 0.4 | R  | 0.4288 | 0.4288 |
| 21  | -0.8187 + 0.0937i | C  | 0.2375 | 0.2375 | 42  | 0.2375 | 0.2375 |
Table 18: Computational results for Example A.14.

| No. | z          | ℓ | λ₁(z) | λ₂(z) | No. | z          | ℓ | λ₁(z) | λ₂(z) |
|-----|------------|---|-------|-------|-----|------------|---|-------|-------|
| 1   | 1          | R | 0.376 | 0.376 | 24  | -0.9966   | C | 0.3999 | 0.2207 |
| 2   | 1.6862     | R | 0.4127| 0.4127| 25  | -1.1077   | R | 0.3765 | 0.2207 |
| 3   | 0.4087 + 0.2969i | C | 0.3765 | 0.3765 | 26  | -1.9756   | R | 0.3765 | 0.2207 |
| 4   | 1.0394 + 0.7552i | C | 0.9e-17 | 0.0007 | 27  | -4.7958 - 0.3486i | C | 0.4127 | 0.2417 |
| 5   | 0.8068 + 0.5689i | C | 0.2207 | 0.2207 | 28  | -0.8990 - 0.5878i | C | 0.375 | 0.2417 |
| 6   | 0.7500 + 0.6614i | C | 0.2207 | 0.2207 | 29  | -1.3642 - 0.9911i | C | 0.4127 | 0.2417 |
| 7   | 0.6207 + 0.4575i | C | 0.3499 | 0.0001 | 30  | -1.1561 - 0.4805i | C | 0.3765 | 0.2417 |
| 8   | 1.6014 + 1.1635i | C | 0.3765 | 0.3765 | 31  | -0.3970 - 1.2221i | C | 3.5e-17 | 0.0004 |
| 9   | 0.1833 + 0.5640i | C | 0.4127 | 0.4127 | 32  | -0.3973 - 0.9171i | C | 0.2207 | 0.2207 |
| 10  | 0.3090 + 0.9511i | C | 0.375 | 0.375 | 33  | -0.2180 - 0.9760i | C | 0.2207 | 0.2207 |
| 11  | 0.5211 + 1.6037i | C | 0.4127 | 0.4127 | 34  | -0.2405 - 0.7403i | C | 0.3499 | 0.0001 |
| 12  | -0.1561 + 0.4805i | C | 0.3765 | 0.3765 | 35  | -0.6111 - 1.8826i | C | 0.375 | 0.375 |
| 13  | -0.3000 + 0.6547i | C | 0.2207 | 0.2207 | 36  | -0.2537 - 0.3604i | C | 0.2417 | 0.2207 |
| 14  | -0.2180 + 0.9170i | C | 0.2207 | 0.2207 | 37  | -0.4900 + 0.9511i | C | 0.375 | 0.375 |
| 15  | -0.3973 + 0.9171i | C | 0.2207 | 0.2207 | 38  | 0.5211 - 1.6037i | C | 0.4127 | 0.2417 |
| 16  | -0.2405 + 0.7403i | C | 0.4127 | 0.4127 | 39  | 0.375 | 0.375 |
| 17  | -0.6111 + 1.6037i | C | 0.2207 | 0.2207 | 40  | 0.4900 - 0.9511i | C | 0.375 | 0.375 |
| 18  | -0.4798 + 0.3486i | C | 0.4127 | 0.4127 | 41  | 0.5000 - 0.6141i | C | 0.2417 | 0.2207 |
| 19  | -0.8000 + 0.5878i | C | 0.375 | 0.375 | 42  | 0.5868 - 0.5089i | C | 0.2207 | 0.2207 |
| 20  | -1.3642 + 0.9911i | C | 0.4127 | 0.4127 | 43  | 0.6297 - 0.4576i | C | 0.3499 | 0.0001 |
| 21  | -0.5052 | R | 0.3765 | 0.3765 | 44  | 1.6014 - 1.1635i | C | 0.375 | 0.375 |
| 22  | -1.2847 | R | 4.3e-30 | 0.0002 | 45  | 0.5930 | R | 0.4127 | 0.2417 |
| 23  | -0.9956 + 0.0943i | C | 0.2207 | 0.2207 | 46  | 0 | R | 0 | 0 |

For the 46 roots $z$, (5.9) fails to hold for 14 roots, so we have $R = \{z_i, i \in [46]\setminus I\}$, where $I = \{4, 5, 6, 13, 14, 15, 23, 24, 31, 32, 33, 40, 41, 42\}$, and $R' = R \cap \mathbb{R}$ by using formulas (5.20), (5.21), (5.22), (5.23), we get:

$$
\|S\|_{\sigma} = \max\{|s_9|, \lambda_{q}(z), z \in R\} = \max\{|s_9|, \lambda_{v}(z), z \in R_1\} = 0.4127,
\|S\|_{\sigma,R} = \max\{|s_9|, \lambda_{q}(z), z \in R'\} = \max\{|s_9|, \lambda_{v}(z), z \in R'_1\} = 0.4127.
$$

Example A.15 [1, Example 6.7(b)] Given tensor $S \in S^{10}\mathbb{R}^2$ with:

$$
S_{1,1,1,1,1,1,1,1,2,2} = \frac{1}{3\sqrt{10}}, S_{1,1,1,1,1,1,1,2,2,2} = \frac{1}{3\sqrt{10}}.
$$

The polynomial $zv(z) - u(z)$ has degree 71. It has 64 roots, 7 of them are real and the other 54 are complex. One of the real roots $z = 0$ has multiplicity 11. For cleanness of the paper, we will not list all the roots. Clearly $|s_{10}| = 0$. By using formulas (5.20), (5.21), (5.22), (5.23), we get:

$$
\|S\|_{\sigma} = \max\{|s_{10}|, \lambda_{q}(z), z \in R\} = \max\{|s_{10}|, \lambda_{v}(z), z \in R_1\} = 0.3953,
\|S\|_{\sigma,R} = \max\{|s_{10}|, \lambda_{q}(z), z \in R'\} = \max\{|s_{10}|, \lambda_{v}(z), z \in R'_1\} = 0.3953.
$$

According to [1], $\|S\|_{\sigma} = \sqrt{\frac{5}{32}}$.

Example A.16 Given tensor $S \in S^{11}\mathbb{R}^2$ with:

$$
S_{1,1,1,1,1,1,1,1,1,1,2} = \frac{\sqrt{7}}{5\sqrt{11}}, S_{1,1,1,1,1,1,1,1,2,2,2} = \frac{1}{5\sqrt{42}}, S_{1,1,1,1,1,1,1,2,2,2,2,2} = \frac{\sqrt{7}}{5\sqrt{11}}.
$$
The polynomial \( z^v - u(z) \) has degree 100. It has 100 roots, 8 of them are real and the other 92 are complex. For cleanness of the paper, we will not list all the roots. Clearly, \(|s_{11}| = 0\). By using formulas (5.20), (5.21), (5.22), (5.23), we get:

\[
\|S\|_\sigma = \max \{|s_{11}|, \lambda_v(z), z \in R\} = \max \{|s_{11}|, \lambda_v(z), z \in R_1\} = 0.4125,
\]

\[
\|S\|_{\sigma, \mathbb{R}} = \max \{|s_{11}|, \lambda_v(z), z \in R'\} = \max \{|s_{11}|, \lambda_v(z), z \in R'_1\} = 0.4125.
\]

**Example A.17** [1, Example 6.9(b)] Given tensor \( S \in \mathbb{S}^{12}_1 \mathbb{R}^2 \) with:

\[
S_{1,1,1,1,1,1,1,1,1,1,2} = \frac{\sqrt{7}}{10\sqrt{3}}; S_{1,1,1,1,1,1,2,2,2,2,2} = -\frac{1}{10\sqrt{21}}; S_{1,2,2,2,2,2,2,2,2,2} = -\frac{\sqrt{7}}{10\sqrt{3}}.
\]

The polynomial \( z^v - u(z) \) has degree 121. It has 121 roots, 13 of them are real and the other 108 are complex. For cleanness of the paper, we will not list all the roots. Clearly \(|s_{12}| = 0\). By using formulas (5.20), (5.21), (5.22), (5.23), we get:

\[
\|S\|_\sigma = \max \{|s_{12}|, \lambda_v(z), z \in R\} = \max \{|s_{12}|, \lambda_v(z), z \in R_1\} = 0.3395,
\]

\[
\|S\|_{\sigma, \mathbb{R}} = \max \{|s_{12}|, \lambda_v(z), z \in R'\} = \max \{|s_{12}|, \lambda_v(z), z \in R'_1\} = 0.3395.
\]

According to [1], \( \|S\|_\sigma = \sqrt{\frac{28}{243}} \).
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