An exploratory study of CT radiomics using differential network feature selection for WHO/ISUP grading and progression-free survival prediction of clear cell renal cell carcinoma
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Objectives: To explore the feasibility of predicting the World Health Organization/International Society of Urological Pathology (WHO/ISUP) grade and progression-free survival (PFS) of clear cell renal cell cancer (ccRCC) using the radiomics features (RFs) based on the differential network feature selection (FS) method using the maximum-entropy probability model (MEPM).

Methods: 175 ccRCC patients were divided into a training set (125) and a test set (50). The non-contrast phase (NCP), cortico-medullary phase, nephrographic phase, excretory phase phases, and all-phase WHO/ISUP grade prediction models were constructed based on a new differential network FS method using the MEPM. The diagnostic performance of the best phase model was compared with the other state-of-the-art machine learning models and the clinical models. The RFs of the best phase model were used for survival analysis and visualized using risk scores and nomograms. The performance of the above models was tested in both cross-validated and independent validation and checked by the Hosmer-Lemeshow test.

Results: The NCP RFs model was the best phase model, with an AUC of 0.89 in the test set, and performed superior to other machine learning models and the clinical models (all p <0.05). Kaplan-Meier survival analysis, univariate and multivariate cox regression results, and risk score analyses showed the NCP
RFs could predict PFS well (almost all $p < 0.05$). The nomogram model incorporated the best two RFs and showed good discrimination, a C-index of 0.71 and 0.69 in the training and test set, and good calibration.

**Conclusion:** The NCP CT-based RFs selected by differential network FS could predict the WHO/ISUP grade and PFS of RCC.
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**Introduction**

The nuclear grade of clear cell renal cell carcinoma (ccRCC) is strongly related to 5-year survival time, with higher grades associated with shorter survival (1, 2) and higher risk for recurrence after partial nephrectomy (3). The World Health Organization/International Society of Urological Pathology (WHO/ISUP) (4) grading system is a new four-level system commonly used in clinical which has improved the interobserver reproducibility, and is easier to apply and more clinically relevant, as well as a better independent prognostic factor (5), compared to the former Fuhrman grading system. However, earlier studies have shown no significant difference in the survival rate between grade 1 and grade 2 RCC (6, 7) and between grade 3 and grade 4 RCC (1, 2). Therefore, some scholars tend to simplify it into low-grade and high-grade lesions. In terms of clinical decision-making, patients with low-grade RCC may be treated relatively conservatively, such as through nephron-saving surgery, radiofrequency ablation, or active surveillance. In contrast, patients with high-grade RCC may receive more radical interventions and closer follow-up (8). Therefore, preoperative WHO/ISUP grading is very helpful in guiding clinical decision-making (8, 9).

Histopathological examination is the standard method to determine the WHO/ISUP grade of ccRCC. However, needle biopsy accuracy remains controversial (10, 11), and tumor grade is often underestimated (12–14). At the same time, the biopsy is invasive, associated with complications, and may be limited by tumor location and timely status. Therefore, a new noninvasive method to preoperatively predict the pathological grade of ccRCC would be of clinical merit. Studies have shown that radiomics can be used noninvasively to predict the presence of oncogenes, prognosis, and the effectiveness of different treatments (15, 16). Accumulating evidence has shown that radiomics features (RFs) are useful for predicting the pathological grade of RCC (17).

In radiomics, the number of features is usually larger than the experiment samples, which is easy to overfit and hinders the model’s prediction. Therefore, feature selection (FS) methods are necessary. Traditional FS methods pick up a subset of features based on specific criteria, removing redundant, irrelevant, and noisy data. Based on a reasonable assumption, the RFs used to predict grade very well could also perform well on progression free survival (PFS) prediction, as the grade is strongly related to the prognosis. However, unfortunately, we are unsure about that, as most studies only focus on a single experiment objective: predicting the grade or the PFS, which causes the support for the assumption not enough and the interpretability of RFs poor. Therefore, designing a suitable FS method should make the selected RFs that can not only make accurate grade predictions but may also decipher the survival mechanisms associated with prognosis remains a significant challenging problem (18).

Several machine learning FS methods have been used in earlier studies to analyze image data, including Lasso regression (LR), decision tree (DT), support vector machine (SVM), convolution neural network (CNN), and random forest. Although the above methods have been successfully used to select RFs and build prediction models, they have a few limitations. For example, some methods select at most $n$ variables before it saturates (19). However, the most number 'n' is not easy to decide. For example, the sparsity ratio $\lambda$ in LR and penalty coefficient $C$ in SVM should be chosen based on the prior empirical knowledge of the researchers or complicated cross-validation, which is not easy and very time-consuming.
Moreover, suppose there is a group of features among which the pairwise correlations are very high. In that case, they tend to arbitrarily select only one feature from the group, which means some important RFs will be lost. It could work to improve the model prediction performance. However, the interpretability of the RFs should be selected was not good enough, as choosing only one from the redundant features and removing the rest could lose much helpful information about the RFs. At last, most machine learning FS methods were wrapped-based; improving the model’s performance in the training sets was their priority. Thus, the generalization performance of the models was easy to overfit. In the meantime, the performance of the existing machine learning FS methods is not stable when dealing with small and unbalanced sample size problems. Therefore, a more reliable FS method is urgently needed. The ideal RFs should not only have an accurate WHO/ISUP grade classification but also have some interpretable biological characteristics, such as PFS.

Differential network analysis based on network theory and related methodologies has shown outstanding robustness in analyzing various forms of large-scale data, which is evident in its ability to identify biomarkers (20). Most of the existing machine learning FS methods are a feature-centric analytic approach that assesses changes in individual features to a target. In contrast, differential network FS is a network-centric analytical approach that focuses on detecting the changes in a feature’s associations with other features—comparing the difference between two different populations or groups’ networks to select features. It is especially effective in detecting essential features that have less dramatic changes for specific experiments and show outstanding performance in dealing with small and unbalanced sample problems.

The correlation networks are widely used in constructing the networks, such as Pearson correlation, Euclidean distance, Spearman rank correlation, and so on. It should be noted that this correlation is between features, unlike in some filter FS methods between features and target labels. However, the biggest problem of such network constructing methods is that they could be misleading in reflecting the correlation of two features as it ignores the influence of the rest ones. The maximum-entropy probability model (MEPM) (21) is proposed to solve such a problem. It finds that inverting the matrix of covariances (Pearson correlation) could describe the correlations that remain once the indirect effects are removed, thereby providing a more robust description of the interactions between features.

However, there was no literature report on its application in the search for imaging RFs. For these reasons, this study aimed to investigate the feasibility of predicting the WHO/ISUP grade and PFS of ccRCC from the RFs based on the differential network FS using the MEPM. Furthermore, this paper expected to find evidence that the selected RFs of the WHO/ISUP grade prediction model were related to PFS of ccRCC to make the radiomics prediction models with more interpretable biological information through our new FS method.

Material and methods

Patients

This retrospective study was approved by the Ethics Committee of Southern Medical University, and because of the retrospective nature of the analysis, the requirement of informed patient consent was waived.

Medical records and picture archiving and communication systems were searched for patients with RCC treated at our hospital from March 2011 to March 2016. The age, gender, maximum tumor size, clinical stage, symptom, growth pattern, histological subtype, WHO/ISUP nuclear grade, and PFS were collected.

There were 434 patients with ccRCC confirmed by two pathologists who were preliminarily enrolled. Exclusion criteria: 1) Patients lacking histopathological material for WHO/ISUP re-grading (98 cases); 2) Patients who were treated for RCC before CT examination (29 cases); 3) Patients without compete non-contrast phase (NCP), cortico-medullary phase (CMP), nephrographic phase (NP), and excretory phase (EP) phases CT scan (74 cases) and patients with inadequate quality images (38 cases); 4) Patients with 2 or more lesions in unilateral (2 cases) or bilateral (3 cases) kidneys; 5) Patients with tumors with mixed features (8 cases) and cystic RCC (75% or more cystic components) (7 cases). Finally, 175 Patients were enrolled and randomly divided into a training set (125 cases) and a test set (50 cases). Patient enrollment and experimental flow charts are shown in Figures 1A, E.

In performing survival analysis, the follow-up information is selected based on the criteria as follows: 1) survival information was obtained by telephone follow-up visits for all patients for at least 5 years after surgery; 2) tumor recurrence included in situ recurrence and distant metastasis; 3) diagnosis was mainly based on imaging examination comparison, and the follow-up deadline was June 2021; 4) PFS was selected as the clinical endpoint.

CT parameters

A 64 multiprobe spiral CT scanner (Siemens, Somatom Definition CT scanner, 121 patients) and a 256 multiprobe spiral CT scanner (Philips, Brilliance ICT, 54 patients) were performed with patients. The range included both kidneys and masses in the supine position and a breath-holding scan. The scanning parameters were: tube voltage = 120 kV; tube current = 150-320 mA; slice thickness = 5 mm; layer spacing = 5 mm; field
of view (FOV) = 360 mm; matrix = 512×512. Spiral scanning and thin-layer reconstructions were performed for all 4 stages. After the NCP scan, the contrast agent was injected into the anterior cubital vein with a high-pressure syringe at a dose of 2 ml/kg and an injection rate of 2.5 ml/s. CMP, NP, and EP scanning were started at 30-35 s, 60-70 s, and 190-200 s, respectively.

Images segmentation and radiomics feature extraction

The tumor volume region of interest (VOI) was segmented by 2 radiologists with 10-year and 15-year experience using ITK-snap software (www.itk-snap.org). Four phases (NCP, CMP, NP, and EP) VOI segmented images were obtained for each patient, and its boundary was kept about 2 mm away from the tumor edge to reduce interference from adjacent tissues (22). When the boundary of the tumor was not clear, the boundary of the CMP image was compared for segmentation. Images segmentation examples are shown in Figure 1B.

The segmented images were first preprocessed, including resampling, normalization, and filtering to remove noise. Then the RFs were extracted from segmented images using the PyRadiomics computing platform. Features extraction is shown in Figure 1C. The initial setting of the Pyradiomics are as follows: binWidth = 25, label= 1, interpolator r= ’sitkBSpline’, resampledPixelSpacing = ‘None’, weightingNorm = ‘None’.

To assess feature robustness, we conducted a test-retest study. Two physicians (Doctor A 10 years, and Doctor B 9 years experience) individually contoured the ROIs in the random 30 images. Intraclass correlation coefficient (ICC) was used to test the stability between Doctor A and Doctor B groups, and the results showed that ICC was > 0.75 between groups. One week later, Doctor A repeated the same procedure to assess the reproducibility, and the results showed that ICC > 0.75 within the group (Doctor A). The results between groups and within the group suggest the segmentation was consistent, and the remaining image segmentation was performed by Doctor A.

Features selection

A differential network FS using MEPM was proposed in this study. The flow chart is shown in Figure 2. At first, five control groups were constructed based on different phases of RFs (NCP, CMP, EP, MP, ALL). i.e., the NCP group consists of all the samples with only NCP RFs, and the ALL group consists of all the samples with all 4 phase RFs. All samples in each group were marked based on their WHO/ISUP grade (high-grade or low-grade). Then, high-grade and low-grade networks of each group were constructed using MEPM based on the corresponding
samples (Figure 2A). i.e., NCP high-grade network was constructed only using the samples in the NCP group marked high grade. After that, each phase’s differential network of the high-low grade was constructed after comparing the differential topology structure between their high-grade network and low-grade network, i.e., network2 - network1 (Figure 2B). To be more specific, for example, features A and F were linked in both high-grade and low-grade networks, which means the structure of feature A to feature F in these two networks was no different. So there was no link between feature A and feature F in its high-low differential network. At last, the RFs for each control group were selected based on the node degree histogram in their high-low differential network (Figure 2C), i.e., the nodes (RFs) which had the highest degree in the network were considered the critical RFs (marked in red in Figure 1D and Figure 2C); in this case, the number of selected features was set to less than 15.

**MEPM networks construction**

Let the state vector $x = (x_1, ..., x_N)$ denote the expression levels of the $N$ features in an experiment, and a series of $T$ measurements then has associated with its $T$ distinct state vectors. Let $\rho(x)$ denote the probability that the genome is in the arbitrary state $x$. We determine $\rho(x)$ by maximizing the Shannon entropy

$$S = -\rho(x) \ln(\rho(x))$$

subject to the $\rho(x)$ is normalized

$$\sum_i \rho(x) = 1$$

first moment, $\langle x_i \rangle$, and second moment, $\langle x_i, x_j \rangle$

$$\langle x_i \rangle := \sum_i \rho(x) x_i = \frac{1}{T} \sum_{t=1}^{T} x_i$$

$$\langle x_i, x_j \rangle := \sum_i \sum_j \rho(x) x_i x_j = \frac{1}{T} \sum_{t=1}^{T} x_i x_j$$

Eq. (2) provides the normalization condition that the probabilities of all observable states sum to 1. Eqs. (3) and (4) ensure that the distribution $\rho(x)$ preserves the mean expression level of each gene and the correlations between genes. This procedure leads to a Boltzmann-like distribution:
\[ \rho(x) = e^{-H} \]

where

\[ H = \frac{1}{2} \sum_{i,j} \rho_{ij} M_{ij} \]

The elements of the matrix M are the effective pairwise gene interactions that reproduce the gene profile covariances exactly while maximizing the entropy of the system. The matrix of M can be obtained by inverting the matrix of their covariances C. This makes a substantial difference. The covariance matrix C reflects the unconditional correlation between features and, therefore, contains indirect effects. On the other hand, its inverse, i.e., M, describes the correlations that remain once the indirect effects are removed and thereby provides a more robust description of the interactions between features.

However, in the high dimensional setting where the number of features \( p \) is larger than the number of observations \( n \), the empirical covariance matrix C is singular and so can't be inverted to yield an estimate of M. Many MEPM-based methods have been proposed for inferring networks, including partial-correlation-based, likelihood-based, and mutual-information-based approaches.

In our case, we chose a multi-objective memetic algorithm to infer the MEPM networks (23, 24) and some other method like Glasso could get the similar results (25).

### Prediction model construction and performance comparison

The performance of all experiment models was explored and verified by 5 times hierarchical 5-fold cross-validation in the training set and independently valid in the test set. To be more specific, the training set was divided into an internal training set and validation set (4:1) in each 5-fold cross-validation. The data split is using the python package sklearn: ‘train_test_split’ and set the ‘stratify’ = result, which makes the classification ratio of data in the training set and the test set will be the same.

In this study, the NCP, CMP, NP, EP, and ALL models were constructed using Logistic regression based on the corresponding RFs. At first, each experiment model was constructed based on the corresponding selected RFs using the proposed differential network FS in the internal training set. For example, the selected RFs of the NCP model was taken in the internal training set and then constructed using Logistic regression. Then, the average performance of the experiment model in 5 times cross-validation in the internal training and validation sets was considered the final performance in the training and validation sets. At last, the best selected RFs of each model in cross-validation were tested in the test set.

According to the performance results in all data sets, the best of the above five models was selected as our WHO/ISUP grade prediction model. After that, the LASSO, SVM, and Random Forest models were constructed based on all four phase RFs as control models and compared with our model on the same dataset. More specifically, model training and performance testing follow the same processing mentioned above (Figure 1F). Lasso is implemented using the python package sklearn: ‘lassocv’, which could select penalty parameter adaptively; SVM is using the python package sklearn: ‘RFE’ and ‘SVM’; Random Forest is using the python package sklearn: ‘RandomForestClassifier’. We keep the default parameter values for all these methods. Then, the conventional image and clinical features mode (CICFs) is constructed using Logistic regression based on the clinic features. The CICFs-RFs model combined clinic features, and RFs were constructed as control models and compared with our model following the performance mentioned above test processing. Finally, the receiver operating characteristic (ROC), the area under curve ROC curve (AUC), precision, sensitivity, and accuracy were determined to estimate the performance of the above models. At last, the best prediction model was refit on the complete training set as the final WHO/ISUP grade prediction model.

### Survival analysis and performance comparison

Survival analysis was performed to explore more biological information about the selected RFs in the final WHO/ISUP grade prediction model and find whether they were related to PFS. At first, Kaplan-Meier analysis by converting the RFs into a dichotomous variable (high and low group) was used to estimate the selected RFs. Then, the univariate and multivariate Cox proportional hazard regression models were used to investigate the factors of RFs associated with PFS (Figure 1G). Independent variables with \( p < 0.05 \) in univariate results and multivariate were selected. After that, risk score analyses of ccRCC patients were used to describe the selected RFs. Finally, the selected RFs were used to build the final multivariate Cox regression model and visualized using nomograms (Figure 1H). The C-index of the final model was determined. The Hosmer-Lemeshow test was used to check the calibration.

### Statistical analysis

Continuous data were presented as mean ± standard deviation, and categorical data were presented as numbers and percentages (%). For comparisons of means between groups, Student’s independent t-test or Mann-Whitney U test was used, depending on the normality assumption. Categorical data were tested using the chi-square test or Fisher’s exact test (if an expected value ≤ 5 was found). In all analyses, a 2-tailed value of \( p < 0.05 \) was considered to
indicate statistical significance. The surv_cutpoint function in the surviminer package finds the best cutoff value for a continuous variable and is used to predict PFS. Statistical analyses and mapping were performed by R software (version 4.2) with the ‘rms’, ‘proc’, ‘survival’, ‘rmda’, and ‘ggplot’ package.

Result

Patient and tumor characteristics

175 patients were included in the analysis, including 125 cases in the training set and 50 cases in the test set. Table 1 summarizes the characteristics of the patients. 122 cases were diagnosed with low-grade ccRCC (WHO/ISUP grades 1 and 2) and 53 cases with high-grade ccRCC (WHO/ISUP grades 3 and 4). All characteristics of patients in the training set and the test set were no statistical difference ($p > 0.05$).

Features extraction and selection

A total of 107 RFs were extracted from the 3D multiphase CT images of each phase of each patient: 18 first-order statistics features, 14 shape-based features, 24 gray level co-occurrence matrix (GLCM) features, 16 gray level size zone matrix (GLSZM) features, 16 gray level run length matrix (GLRLM) features, 14 gray level dependence matrix (GLDM) features, and 5 neighboring gray-tone difference matrix (NGTDM) features. A total of 428 ($4 \times 107$) RFs were extracted from the 4-phase CT images.

Differences in scanner models should be verified as the dataset collected comes from two scanners. Thus, principal component analysis (PCA) was performed on the extracted features to plot data in the space of reduced dimensions (26). Visual inspection of Supplement Figure 1 suggests the absence of batch effects. Furthermore the Kruskal–Wallis test, carried out on both the first and second main component scores, also confirmed the absence of clusters (PC 1 scores: p-value = 0.526 > 0.05 and PC 2 scores: p-value = 0.174 > 0.05).

Through the differential network FS, there were 10, 10, 8, 8, and 10 RFs were selected from NCP, CMP, NP, EP, and ALL-P in the complete training set, respectively. The differential networks of different phases are shown in Figure 2C where the red nodes represent the selected RFs. The designation, phase, abbreviation, classification, and description of RFs are shown in Table 2.

WHO/ISUP grade prediction model construction and performance comparison

The ROC analysis of different phase models in the training set, validation set, and test set are shown in Figures 3A–C, respectively. DeLong test was used to compare the AUCs of the

| Levels | Training set (N=125) | Test set (N=50) | $p$ |
|--------|---------------------|----------------|-----|
| Age (year, mean ± SD) | 52.31 ± 14.51 | 52.06 ± 13.19 | 0.915 |
| Gender | Male | 84 (67.2%) | 31 (62.0%) | 0.632 |
| | Female | 41 (32.8%) | 19 (38.0%) |
| Diameter (mm, median) | 43.98 | 43.9 | 0.589* |
| WHO/ISUP | low | 91 (72.8%) | 31 (62.0%) | 0.221 |
| | high | 34 (27.2%) | 19 (38.0%) |
| T | T1 | 97 (77.6%) | 38 (76.0%) | 0.541 |
| | T2 | 16 (12.8%) | 9 (18.0%) |
| | T3 | 12 (9.6%) | 3 (6.0%) |
| N | N0 | 115 (92.0%) | 47 (94.0%) | 0.891 |
| | N1 | 10 (8.0%) | 3 (6.0%) |
| TNM | Stage I | 90 (72.0%) | 37 (74.0%) | 0.439 |
| | Stage II | 17 (13.6%) | 9 (18.0%) |
| | Stage III | 18 (14.4%) | 4 (8.0%) |
| Symptom | no | 65 (52.0%) | 25 (50.0%) | 0.943 |
| | yes | 60 (48.0%) | 25 (50.0%) |
| Grow pattern | Exophytic | 40 (32.0%) | 20 (40.0%) | 0.241 |
| | Mixed | 60 (48.0%) | 17 (34.0%) |
| | Endophytic | 25 (20.0%) | 13 (26.0%) |
| PFS (month, median) | 56 | 66.5 | 0.122* |

*p values were calculated by the Kruskal-Wallis test.
different models. The best two models were the NP and the NCP models in the training set (AUC = 0.75 and 0.74, respectively). They were significantly better than the rest models (p < 0.05), and there was no subtle difference between them (p = 0.087). The NCP model was still the best in the validation set (AUC = 0.71), significantly better than the other models (all p < 0.05). Finally, the NCP model (AUC = 0.84) remained one of the best two models in the test set; the other one was the ALL-P model.
(AUC = 0.89). Their performance was significantly better than the rest models (all \( p < 0.05 \), and no significant difference (\( p = 0.062 \)) was found between them. Taking all the results together, the NCP model performed robustly and showed a good capability of predicting WHO/ISUP grade.

This result indicated that the NCP features selected by our method contain more helpful information than the enhanced scan features in terms of ccRCC grading prediction. This could provide a new basis for reducing the use of contrast media and reducing patients' radiation in the future. The model formula constructed in the training set (125 cases) is

\[
NCP_\text{Y} = 0.56 \times PX107 + 0.40 \times PX77 - 0.35 \times PX59 + 0.11 \times PX74 + 0.25 \times PX2 + 0.84 \times PX11 + 0.11 \times PX90 - 0.33 \times PX32 + 0.11 \times PX33 - 0.37 \times PX38.
\]

The performance of the NCP model is shown in Table 3.

After that, the NCP model was compared with the machine learning control models (LASSO, SVM, and the Random Forest model). The ROC analysis of the above models in the training set, validation set, and test set are shown in Figures 3D–F, respectively. The control models performed significantly better (all \( p < 0.05 \)) than the NCP model (AUC = 0.74) in the training set. However, their performance sharply deteriorated in the validation set, which made the NCP model become the best (AUC = 0.71), and no significant difference was found among them (all \( p > 0.05 \)). What’s more, the NCP model (AUC = 0.84) significantly outperformed other models (all \( p < 0.05 \)) in the test set. Compared with the traditional FS methods, experimental results show that our FS method was more effective. Moreover, unlike the other methods, i.e., the validation and test set performance sharply deteriorated from the training set, our approach performed stably in all data sets with good prediction capability and outstanding robustness.

Finally, the NCP model was compared with the clinic control models (CICFs and CICFs-NCP model). The ROC analysis of the above models in the training set, validation set, and test set are shown in Figures 3G–I, respectively. The performance of the NCP model (AUC = 0.74, 0.71, and 0.84) was significantly better than the CICFs (\( p < 0.001 \)) and the CICFs-NCP model (\( p < 0.001 \)) in all data sets.

### Kaplan–Meier survival analysis

The Kaplan–Meier survival analysis results of the RFs of the NCP model in the training set are shown in Figure 4. All RFs were significant differences between their high and low groups (all \( p < 0.05 \), except PX32 (\( p = 0.091 \)). The correlation circle diagram of the RFs of the NCP model is shown in Figure 2D.

### Univariate and multivariate Cox regression analyses

The univariate and multivariate Cox regression analyses results of the relations of independent variables of the RFs to PFS in the training set are shown in Table 4. Univariate results showed that PX2, PX11, PX38, and PX107 were significant (\( p < 0.05 \)), and were entered into the multivariate model. Similarly, RFs were substantial in the multivariate model: PX2 and PX11 (\( p < 0.05 \)) were established as the final NCP model for PFS.

### Risk score analyses

Risk score analyses of ccRCC patients in the training set based on the NCP model are shown in Figure 5. The risk scores of the NCP model where the rank of patients was set into the high-low risk group are shown in Figure 5A.

Risk scores ranked the relationships between survival status and survival times of RCC patients are shown in Figure 5B. In addition, the heatmap of the two RFs of the final NCP model is shown in Figure 5C. The PX2 was a risk factor as its expression distribution was like to the risk scores; conversely, PX11 was a protective factor. Thus, these two NCP RFs could accurately predict patient prognosis and potentially impact the occurrence and development of tumors.

### Nomogram

The nomogram of the final NCP model for clinical visualization was established in Figure 6A. The final NCP model for PFS was established using the PX2 and PX11, including risk estimations of PFS and 1-, 3-, and 5-year survival. It was found that the C-index of the final NCP model was 0.71 (\( p = 0.038 \)) and 0.69 (\( p = 0.066 \)) in the training set and test set. The calibration curve of the nomogram of 60 months is shown in Figure 6B, indicating that the final model fits the real predicted value.
FIGURE 4
Kaplan-Meier analysis of the RFs of the NCP model.

TABLE 4 The univariate and multivariate Cox regression analysis of the independent RFS of the NCP model to PFS in the training set.

| RFS   | Levels     | HR (univariable)       | HR (multivariable)          |
|-------|------------|------------------------|----------------------------|
| PX2   | 0.7 ± 0.1  | 299.26 (6.88-14724.37, p = .004) | 3828.42 (39.13-37458.02, p < .001) |
| PX11  | 0.7 ± 0.0  | 0.00 (0.00-0.06, p = .006) | 0.00 (0.00-0.00, p < .001) |
| PX32  | 41.0 ± 160.1 | 1.00 (1.00-1.00, p = .687) | 1.00 (1.00-1.00, p = .598) |
| PX33  | 287.0 ± 618.4 | 1.00 (1.00-1.00, p = .687) | 1.00 (1.00-1.00, p = .598) |
| PX38  | 0.3 ± 0.1  | 19.94.00 (1.02-389.01, p = .046) | 13.32 (0.65-272.58, p = .093) |
| PX59  | 0.1 ± 0.0  | 0.00 (0.00-5764.93, p = .097) | 0.00 (0.00-1202.86, p = .402) |
| PX74  | 40.2 ± 158.8 | 1.00 (1.00-1.00, p = .687) | 1.00 (1.00-1.00, p = .687) |
| PX77  | 0.7 ± 0.7  | 0.68 (0.36-1.28, p = .228) | 0.68 (0.36-1.28, p = .228) |
| PX90  | 38.6 ± 156.5 | 1.00 (1.00-1.00, p = .695) | 1.00 (1.00-1.00, p = .695) |
| PX107 | 0.0 ± 0.2  | 0.00 (1.00-0.18, p = .027) | 0.00 (1.00-1.00, p = .027) |
Discussion

In this retrospective analysis, we developed a new RFs FS method based on differential network analysis using MEPM. According to the Radiomics Quality Score (RQS) (27), this paper received 22 points for self-evaluation, with a total score of 36 points, indicating the high quality of this paper. Five WHO/ISUP grade prediction models with different phase RFs were constructed based on this method. According to their performance in all data sets, the NCP model was set as the final WHO/ISUP grade prediction model. This model was very competitive with three classical machine learning models and the clinical models in terms of good prediction capability and outstanding robustness. Survival analysis was performed to further explore the biology of the selected RFs. The results showed that almost all selected RFs could effectively
distinguish PFS. In the meantime, PX2 (NCP-Flatness) was a risk factor, and PX11 (NCP-Sphericity) was a protective factor for PFS. The results showed that the newly selected NCP RFs were significant for WHO/ISUP classification and survival prediction. Thus, the competitiveness and the interpretability of our new FS method were verified.

The one main difference between this study and prior similar studies is that we first used a new FS method based on differential network analysis using MEPM to select RFs. It focused on the inherent topology of the network of RFs that could reflect the high-low WHO/ISUP grades of RCC very well. It should be noticed that different network inference methods could lead to vastly different results in differential network analysis. The most common association measure was the well-known Pearson correlation coefficient. However, the Pearson correlation could be misleading in reflecting the correlation of two features as it ignores the influence of the rest ones (28). The MEPMs were proposed to solve this problem which relied on Boltzmann’s concept of entropy maximization to support statistical inference with minimal reliance on the form of missing information (21). An example of applications of MEPM to infer gene networks is shown in Figure 2A. The elements of the matrix $M_i$ reflect the pairwise gene interactions between gene $i$ and gene $j$. The matrix $M$ can be obtained by inverting the matrix of their covariances $C$ by using Pearson correlation (21). The covariance matrix $C$ reflects the unconditional correlation between features and contains indirect effects. On the other hand, its inverse, i.e., $M$, describes the correlations that remain once the indirect effects are removed, thereby providing a more robust description of the interactions between genes. For the above reasons, MEPM was used to construct the high-low WHO/ISUP grade networks.

In our study, the NCP model performed better than the other phase model based on our FS method. It is a promising noninvasive radiomics model even without a tri-phase enhancement scan for predicting the grade of ccRCC. It can preoperatively predict the tumor’s aggressiveness and provide a reference for predicting the prognosis. What’s more, it can also provide a reference for selecting surgical plans and follow-up plans and can help guide to make more accurate treatment decisions for ccRCC. Our conclusion is consistent with the study of Kocak et al. (29) who reported that using an artificial neural network is a promising noninvasive method for predicting the grade of ccRCC. Using the traditional machine learning methods, most other research groups suggested that RFs from the CMP or NP, or combined phases, produced more accurate results. For example, Shu et al. (30) found that a combined CMP and NP model provided a diagnostic accuracy. Our method is different from the traditional machine learning method, and it could have advantages in exploring more potential significant information of NCP RFs in predicting WHO/ISUP grade.

The existing machine learning FS methods can generally be classified into two categories: 1) filter-based and 2) wrapper-based methods. Filter-based FS methods use feature relevance criteria, such as mutual information or the Pearson correlation coefficient, to select the feature subset. Wrapper-based methods utilize a classification algorithm to estimate the importance of the selected features. Although the filter-based methods are computationally less expensive than the wrapper ones, they ignore the performance of the selected features on the prediction performance, the selected features by the filter methods are often worse than those achieved by the wrapper-based FS methods (31). Therefore, this study mainly focuses on comparing wrapper-based FS methods. However, it should be noted that it does not mean the filter-based FS method does not work for the radiomics study. Parmar C et al. (32) mRMR showed the highest prognostic performance in head and neck cancer. Stefano Barone et al. (33) showed promising results on prostate cancer radiomics.

In the meantime, unlike the other FS methods, i.e., the validation and test set performance sharply deteriorated from the training set, our approach performed stably in all data sets with good prediction capability and outstanding robustness. One reason for that could be our FS method paid more attention to the differences topological of high-low grade network of the RFs, rather than the prediction performance in the training set, avoiding the overfitting of the model. On the other hand, our method used MEPM to construct the GRN, which could remove the variational effect due to the influence of the remaining RFs to ensure the selected RFs were more robust with good generalization performance. Finally, the differential network analyses have proved to have strong and stable performance in finding biomarkers in bioinformatics studies nowadays when the dataset is small and unbalanced (34), and the results in our study confirm these advantages.

Another contribution of this paper is that we first explore the relationship between the RFs of the WHO/ISUP grade prediction model and the PFS of the ccRCC. According to survival analysis, the biological association of the selected RFs with the PFS of ccRCC was proved. The results showed that almost all the selected NCP RFs of the WHO/ISUP grade prediction model could effectively distinguish PFS. This could suggest that the RFs may be related to some intrinsic biologic behavior. Most previous studies had either explored the grading or survival prediction abilities of RFs alone rather than combining them. Feng et al. (35) reported that entropy was the most critical imaging marker for predicting the Fuhrman grade of ccRCC. Bektas et al. (36) reported that the SVM method provided the best model for predicting Fuhrman low-grade or high-grade ccRCCs using ML-based portal-phase contrast-enhanced CT texture data. In another study, Shu et al. (37)
reported that a model combined k-nearest neighbor, logistic regression, multilayer perceptron, random forest, and SVM methods exhibited better performance than a CMP or NP model. Beyond an accurate classification, learning an interpretable model with features biologically relevant to the target could be more meaningful in understanding the mechanism of a radiomics model. This study further explored the underlying molecular basis of the identified RFs of the WHO/ISUP grade prediction model by assessing the possible biological association with the PFS. The results showed that our differential network FS method is applicable.

In this experiment, the image segmentation method is manual, unlike the other semi-automatic or automatic segmentation methods, which are most widely used in the lung and brain. However, the existing general semi-automatic segmentation method seems to have low accuracy in renal tumors. For example, separating tumors from normal tissues during the NCP is impossible because most tumors are of equal or slightly low density. In the EP, due to the highly enhanced tumor, which may infiltrate the renal pelvis and encroach renal veins, it is difficult to exclude these non-tumor normal tissues using semi-automatic segmentation of regional growth. Though it could cause problems with repetition and consistency (38, 39), manual segmentation is still used in most renal radiomics studies (40, 41). In response to the lack of automated segmentation, the Medical Imaging Computing and Computer Assisted Intervention (MICCAI) society developed the KiTS19 (Kidney Tumor Segmentation) Grand Challenge, where scientists compete using algorithms to automate the segmentation of kidney tumors. Although the effect is good in the arterial phase, there is still a lack of studies on the effectiveness of the NCP. To make the experiment more rigorous, we selected senior doctors for image segmentation and trained two doctors to standardize the segmentation process. In addition, our experiments aim to propose a new FS method, and we prefer to let the feature selection part mainly decide which RFs should be retained to test the performance of FS methods. Thereby we are relatively relaxed in RFs estimation before the feature selection, choosing ICC >0.75 instead of ICC >0.8 or 0.9 to ensure more features could be involved in the feature selection while avoiding eliminating potentially valuable features to improve the repeatability (30). Fortunately, all features were retained.

There are still some limitations to this study. First, as our work was a single-center and retrospective study, the dataset was relatively small. In the meantime, comparing with the other network construction methods and filter-based FS methods are necessary to verify the effectiveness of the model developed in this study. Furthermore, we know that only using the protective or risk factor for PFS to prove the biological meaning of the RFs is not enough. Therefore, future research will study the relationship between the RFs and the genomic or pathology information in the RCC patterns (42).
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PCA results, PC 1: First Principal Component, PC 2: Second Principal Component.
