Effects of Auxiliary Knowledge on Continual Learning
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Abstract—In Continual Learning (CL), a neural network is trained on a stream of data whose distribution changes over time. In this context, the main problem is how to learn new information without forgetting old knowledge (i.e., Catastrophic Forgetting). Most existing CL approaches focus on finding solutions to preserve acquired knowledge, so working on the “past” of the model. However, we argue that as the model has to continually learn new tasks, it is also important to put focus on the “present” knowledge that could improve following tasks learning. In this paper we propose a new, simple, CL algorithm that focuses on solving the current task in a way that might facilitate the learning of the next ones. More specifically, our approach combines the main data stream with a secondary, diverse and uncorrelated stream, from which the network can draw auxiliary knowledge. This helps the model from different perspectives, since auxiliary data may contain useful features for the current and the next tasks and incoming task classes can be mapped onto auxiliary classes. Furthermore, the addition of data to the current task is implicitly making the classifier more robust as we are forcing the extraction of more discriminative features. Our method can outperform existing state-of-the-art models on the most common CL Image Classification benchmarks.

I. INTRODUCTION

Human beings and animals are naturally able to memorize information presented in a sequence [1]; on the contrary, Artificial Neural Networks (ANNs) learning from a non-i.i.d. stream of data incur in Catastrophic Forgetting [2], [3]. Continual Learning (CL) [4], [5] aims at designing methods that compensate for this issue and facilitate the retention of previous knowledge either by means of regularization [6], [7], architectural designs [8], [9] or (pseudo-)replay of past data [3], [10], [11].

The insurgence of catastrophic forgetting is ascribed to the tendency of models to rewrite their hidden representations as they adjust their parameters to best fit an input distribution that changes in time [12]. However, McRae & Hetherington highlight a meaningful difference in the way humans and ML models learn from a sequence of data: whenever human subjects are evaluated on their ability to memorize a sequence of concepts, they start out possessing an already-large body of knowledge [13]. In other words, humans are generalists that can anchor novel data in the context of previous knowledge, while ANNs must specialize on a limited pool of data at each time without any additional reference.

An obvious choice to bridge this gap is pre-training the models on a large amount of available off-the-shelf i.i.d. data, leading to a better initialization for the learning procedure [13], [14]. However, we observe that pre-training is not always rewarding in a CL setting, especially in case of small-size replay memories: the ever-changing stream of data entails large changes in model parameters, leading to the forgetting of the pre-training.

We instead propose a learning strategy to limit catastrophic forgetting by providing an additional data stream (uncorrelated from the target data), from which the network can draw auxiliary knowledge. The role of this data stream is to provide models with a more stable representation of the world that can be re-used for incrementally learning new classes or categories leveraging the already-learned low-level features. Indeed, it appears that the human brain can adapt and rewire itself more easily when learning new things related to familiar skills because pre-existing neuronal structure constrains what one can learn [15]. We attempt to enforce this concept into CL through the definition of an associative rule that helps learning new classes by measuring the simultaneous firing of neurons between past knowledge and the current data stream. This is implemented through a simple yet effective strategy named MAH, that, during a new task, assigns new classes to model’s corresponding most activated heads.

Experimental results carried out on standard CL settings, involving CIFAR-10 and (a subset of) Tiny-ImageNet benchmarks, demonstrate that using a separate auxiliary data stream is mostly beneficial with limited size buffer leading to a performance gain of several percent points w.r.t. state-of-the-art methods. Analogously, the MAH strategy reveals to be more effective than the standard class mapping procedure independently from the buffer size. We also investigate the role of model pre-training as compared to sustained auxiliary data employment highlighting that, for small-size buffers, auxiliary data is to be preferred to pre-training.

In conclusion, our strategy is beneficial in Continual Learning from multiple perspectives: the model avoids overfitting current examples, learns more general features and – as auxiliary data-points stand in for future examples – better prepares to learn future classes by suitably associating past knowledge to the new acquired one. All these aspects are
mainly observed with reduced buffer size, thus contributing to the efforts that aim at generalizing CL approaches to real-world scenarios.

II. RELATED WORK

The seminal study by McCloskey and Cohen first drew attention to the tendency of ANNs to forget previously learned knowledge catastrophically [2]. In spite of the outstanding results achieved by deep learning models in recent years [16], [17], this problem still persists and prevents ANNs from learning flexibly from non-i.i.d. data-streams. To tackle this issue, researchers and practitioners design CL methods, i.e., strategies that make machine learning models retain high accuracy on previously seen data when trained on an ever-changing input distribution [4], [5]. While many distinct strategies have been applied for this purpose, CL approaches can be broadly categorized into two families: structuring or generalization.

A. Structuring approaches to Continual Learning

Methods in the first class aim at making interference between distinct concepts less likely by endowing the stored knowledge with a disentangled structure. [18] first pioneered the idea to reduce forgetting by orthogonalizing feature representations. A similar approach was recently taken by [19]. Alternatively, structuring can be pursued at an architectural level, by explicitly allocating distinct subsets of model parameters to distinct tasks [8], [20], [21], encouraging non-overlapping activation patterns for different data [9], [22], or by simply applying dropout [23], [24]. Finally, several approaches regularize back-propagation by projecting the gradient to minimize the interference between tasks learned at different times [25], [26], [27]. While structuring approaches are usually characterized by a simpler training procedure, they typically require the availability of a task-identifier at test time.

B. Generalization approaches to Continual Learning

At the opposite end of the spectrum, generalization methods prevent forgetting by encouraging the model to compare and contrast input data encountered throughout the sequence, thus recovering the i.i.d. property of training [13]. Most notably, rehearsal-based approaches do so by maintaining a working memory of previously seen examples and interleaving them with the input data [3], [10], [28], [29], [30], while pseudo-rehearsal methods approximate this procedure with a generative model [31], [11]. Other works prioritize the learning of high-level representations either by adopting learning objectives designed not to disrupt the performance on previous tasks [32], [33], [7], [34], or by making use of semi-supervised learning techniques to learn general features [35], [36], [37]. The generalization approach is taken to an extreme by [38], which shows satisfactory results on CL benchmarks by training
Generalization strategies naturally blend knowledge gathered at different times to build a unified predictor, making them more reliable than their structuring counterparts in the realistic settings where no task-identifier is given at testing-time [39], [40]. The approach proposed in this paper aligns with the former group of methods; indeed, we argue that generalization should be extended beyond already-seen data and embrace yet-unseen knowledge as well.

### III. Method

Most CL methods use current and, if the method implies a rehearsal strategy, past task classification heads during the training of the current task. Future heads, that will be mapped to classes from following tasks, are not involved in the process at all. This poses a potentially dangerous situation due to the model minimizing its prediction scores for future heads, which results in a high loss peak when these heads are used at the beginning of new tasks.

We propose to leverage an auxiliary data stream, not correlated with the main task stream, in order to keep these future heads activated since the beginning of training. The proposed strategy is also beneficial to learn more distinguishing and reusable features, as the model cannot focus on simply discriminating between the classes from the task at hand. Furthermore, since auxiliary training leads future task heads to learn to recognize their own specific patterns, we exploit this property to devise a “most activated heads” (MAH) assignment strategy for future classes, that minimizes the loss peak that the model typically incurs at the beginning of a new task. Hence, the use of an auxiliary stream favors the current task and improves forward transfer to future tasks. The proposed approach is illustrated in Fig. 1.

Formally, a typical CL classification problem requires solving several tasks sequentially, where each task \( T_t \), with \( t \in \{1, ..., T\} \) and \( T \) being the number of tasks, consists in learning to classify a set of classes \( C_t \). In this work, we follow the common Class-IL and Task-IL settings [40], which assume no overlap between classes from different tasks.

Each task is associated with an i.i.d. distribution \( D_t \) of \((x, y)\) pairs of a data point with the corresponding class label from \( C_t \). In practice, the distribution is approximated by a finite set of samples, i.e., \( D_t = \{(x_1, y_1), (x_2, y_2), ..., (x_{N_t}, y_{N_t})\} \), where \( N_t \) is the number of examples for task \( t \).

The objective of CL is to find a function \( f_\theta \), depending on a set of learnable parameters \( \theta \), that minimizes a classification objective over the entire task sequence, such as:

\[
\arg \min_{\theta} \sum_{t=1}^{T} \sum_{(x_i, y_i) \in D_t} L_C (f_\theta(x_i), y_i),
\]

where \( L_C \) is the classification loss (e.g., cross-entropy).

While training for the current task, most recent CL approaches [6], [7], [10], [28] attempt to reduce forgetting by adding an additional loss term that attempts to retain accuracy on previously-seen tasks. The in-task objective at task \( t \) then becomes:

\[
\arg \min_{\theta} \sum_{(x_i, y_i) \in D_t} L_C (f_\theta(x_i), y_i) + L_{CL},
\]

where \( L_{CL} \) is a generic additional loss term that implements countermeasures to catastrophic forgetting (e.g., experience replay from a buffer of samples from previous tasks).

In the proposed scenario, an additional distribution of i.i.d. auxiliary data \( A \), where \( A \neq D_t \forall t \), is available to the model at training time. Again, the distribution is represented by a set of sample/label pairs \( A = \{(x_1, y_1), (x_2, y_2), ..., (x_{N_A}, y_{N_A})\} \), where labels belong to the class set \( C_A \).

In the following, we explain the two key aspects of the proposed approach: head pre-activation and “most activated heads” class mapping.

#### A. Head pre-activation

To ensure that the model employs all of its classification heads from the start, we use classes from the auxiliary dataset as “place-holders” for classes from future tasks.

The basic requirement of an auxiliary dataset \( A \) is related to the cardinality of its set of classes, \( |C_A| \), which should satisfy the following condition:

\[
|C_A| \geq \sum_{t=2}^{T} |C_t|.
\]

In other words, the number of auxiliary classes should be at least equal to the total number of classes in the sequence of continual learning tasks, minus the number of classes from the first task. This guarantees that, when training on the first task, the auxiliary dataset provides enough classes for the classification heads reserved to future tasks.

Before starting to train on the first task \( t = 1 \), we randomly choose a subset \( C_{A,t} \subseteq C_A \), with cardinality \( |C_{A,t}| = \sum_{t=2}^{T} |C_t| \). Samples from the selected classes are included in the auxiliary sub-dataset \( A_t \) and class indexes from \( C_{A,t} \) are re-mapped to the indexes of classes in \( \bigcup_{t=2}^{T} C_t \) corresponding to future tasks.

At task \( t \), we merge the corresponding dataset \( D_t \) and the auxiliary sub-dataset \( A_t \) and train on the joint set of classes, in order to minimize the following new in-task objective:

\[
\arg \min_{\theta} \sum_{(x_i, y_i) \in D_t \cup A_t} L_C (f_\theta(x_i), y_i) + L_{CL}.
\]

As a result, we ensure that all classification heads are employed, reducing the risk of loss peaks on new tasks, and encourage the model to learn more complex, discriminative and stable features.

#### B. “Most activated heads” (MAH) class mapping

At the beginning of each task \( t > 1 \), it is necessary to update the set of auxiliary classes in \( A_t \), since \( |C_t| \) classes must be removed to make room for classes from the new task.

Moreover, in this scenario, it also makes sense to assign the specific heads that will correspond to classes in the new
task, rather than simply associating them to the next available heads. An appropriate class mapping can make better (re)use of features learned by the model for classification of auxiliary classes, and reduce high losses that may lead to forgetting previously-learned features.

Our head assignment approach, named MAH from “most activated heads”, acts before beginning to train on task $t > 1$, by first computing the average logits $l_c$, i.e., pre-softmax head activations, for each task class $c \in C_t$; to this aim, we select the subset $D_{t,c} \subseteq D_t$ which only contains elements of class $c$, and average the corresponding logit vectors as returned by model $f_D$:

$$l_c = \frac{1}{N_{t,c}} \sum_{(x_i,y_i) \in D_{t,c}} f_D(x_i),$$

where $N_{t,c}$ is the number of elements of class $c$ in $D_t$.

Then, each new class in $C_t$ is simply associated to the classification head that maximizes its predicted score, i.e., $\text{arg max}_c l_c$. In case of index collisions, largest values are given priority. Finally, the new auxiliary sub-dataset $A_t$ is updated by removing from $A_{t-1}$ the set of classes corresponding to selected indexes, i.e., $\text{arg max}_c l_c \in C_{t-1}$, and training proceeds as previously described.

IV. EXPERIMENTAL SETTINGS

A. Datasets

We focus our experiments on two common evaluation protocols [40]: class-incremental (Class-IL), where the model is asked to gradually solve the complete problem but classes become available at different times; task-incremental (Task-IL), where the model is guided by the task-identity and can only focus to solve each task independently. Specifically, we leverage Split-CIFAR-10 [44], a widely-used image classification dataset obtained by splitting the $32 \times 32$ images of CIFAR-10 into 5 binary tasks. For a more comprehensive evaluation, we also test on the larger $64 \times 64$ Split-Micro-ImageNet: a novel benchmark composed of a 20-class subset of Tiny-ImageNet [45], split into 5 tasks of 4 classes each.

As for the choice of the auxiliary data, we pair the original data with similar-sized datasets. In particular, the auxiliary dataset for Split-CIFAR-10 consists of a subset of 10 super-classes from CIFAR-100, selected among those which are not semantic-related to those contained in CIFAR-10. For Split-Micro-ImageNet, we select a subset of 20 classes from ILSVRC-2012, making sure that the chosen data is unrelated as possible with the original Tiny-ImageNet classes. In detail, we first remove Tiny-ImageNet classes from the entire label set; then, we group the remaining 800 classes into 293 super-classes, corresponding to synsets found at distance 8 from the entity root node. Finally, we apply Spectral Clustering to select the 20 classes which are most representative of the super-classes.

B. Training procedure

We apply the approach described in Section III by adapting the DER++ [28] method, a recent rehearsal-based approach inspired by knowledge distillation principles. For a fair comparison among different models, in our experiments we follow [28] and adopt the same training settings. As backbone, we use ResNet-18 [46] (not pretrained). We optimize our model with SGD, for 50 epochs on Split-CIFAR-10 and 100 on Split-Micro-ImageNet. During training, samples from the current task and from auxiliary classes are combined so that each mini-batch contains data from both domains. We apply random crops and horizontal flips as data augmentation. All hyperparameters are as defined in [28].

C. Results

To validate the effectiveness of our approach using auxiliary data during training, we compare our method with other CL methods based on rehearsal strategies: ER [41], GEM [25], A-GEM [26], iCaRL [32], FDR [42], GSS [29], HAL [43], DER [28] and vanilla DER++ [28]. Performance for these methods is reported from [28], except for the setup with buffer size equal to 50$^1$.

As performance metrics, we report classification accuracy in the Class-IL setting as the average of per-task classification accuracy computed after the final task, and in the Task-IL setting as the average of per-task classification accuracy computed at the end of each task. Table I and Table II report results on Split-CIFAR-10 and Split-Micro-ImageNet, respectively. Our method yields the best Class-IL performance when tested with small/medium buffer size. It is also noteworthy that as the performance gain of our approach increases as the size of the buffer decreases. When buffer size becomes significantly

---

$^1$In this case, results were computed using the Mammoth framework for PyTorch: https://github.com/aimagelab/mammoth
larger, vanilla DER++ still achieves the best results, showing that retaining and replaying enough data (5,120 samples represent more than 10% of the entire training set of CIFAR-10) is still the best option to alleviate catastrophic forgetting, although this goes in stark contrast to generalizing continual learning methods to real-world problems. A similar behavior can be observed on the simpler Task-IL setting, where our method yields better Class-IL performance than training from scratch, showing that pre-training is not always a reliable alternative to continuously training with auxiliary data.

We also compare our approach to Co²L [35], that recently achieved state-the-art performance in both settings. Nevertheless, on Split-CIFAR-10, our method yields better Class-IL performance than Co²L [35], that reaches 65.57±1.37 with buffer size of 500 and 74.26±0.77 with buffer size of 200, respectively compared to 70.86±0.95 and 75.07±0.41 by our method. The lower standard deviation also shows that our approach tends to be more stable across tasks.

Finally, we monitor the loss over consecutive tasks in order to evaluate the impact of auxiliary data during training. Fig. 2 shows the average training loss for vanilla DER++ and our method on Split-Micro-ImageNet. It can be observed that, as new tasks come in (every 100 epochs), the proposed approach shows a smoother loss surface, conversely to the vanilla counterpart that, instead, exhibits more noticeable peaks. Thus, the proposed strategy also improves forward transfer and prevents disrupting gradient peaks when the model switches to new tasks, resembling non-continual learning scenarios.

### D. Ablation study

In order to substantiate our design choices, we perform an ablation study to quantify the contribution of a) using the auxiliary data stream and b) the MAH strategy. The obtained results are reported in Table III and compared to vanilla DER++ and DER++ with auxiliary data but without MAH. When the MAH strategy is not used, the classification heads are selected in a sequential order without making use of neural activation mapping between past (auxiliary) and current classes.

Results show that training with auxiliary data yields significant performance gains for all buffer sizes but 5,120, where replayed knowledge becomes prevalent. In all cases, MAH outperforms sequential head mapping.

### E. Effect of Pre-training

We further investigate whether it is better to employ a backbone pre-trained on auxiliary data or to train it from scratch using the proposed strategy. The results of this analysis are reported in Table IV: pre-training on auxiliary data appears to be always beneficial compared to training from scratch in DER++ and as the buffer size increases. On the contrary, on small buffers, using auxiliary data with our approach on a model trained from scratch yields better performance than pre-training. Furthermore, with our method, pre-training on auxiliary data leads instead to lower performance than training from scratch, showing that pre-training is not always a reliable alternative to continuously training with auxiliary data.

---

**Table II**

| Buffer | Method | Class-IL (50) | Task-IL (50) | Class-IL (200) | Task-IL (200) | Class-IL (500) | Task-IL (500) | Class-IL (5120) | Task-IL (5120) |
|--------|--------|---------------|--------------|---------------|--------------|---------------|--------------|---------------|--------------|
| 50     | ER     | 22.58 ± 0.71  | 66.28 ± 1.83 | 29.35 ± 2.16  | 70.88 ± 0.83 | 31.92 ± 2.15  | 69.86 ± 1.96 | 37.24 ± 0.83  | 71.84 ± 1.82  |
|        | DER    | 36.22 ± 1.06  | 77.82 ± 1.24 | 46.18 ± 1.44  | 81.12 ± 1.59 | 51.84 ± 1.32  | 82.66 ± 1.60 | 52.83 ± 0.83  | 78.48 ± 1.42  |
| 200    | ER     | 49.70 ± 0.71  | 84.35 ± 0.79 | 56.58 ± 2.44  | 84.56 ± 1.19 | 60.28 ± 2.31  | 85.10 ± 0.93 | 59.36 ± 0.81  | 79.95 ± 0.61  |
|        | DER    | 70.40 ± 1.30  | 89.20 ± 0.01 | 68.75 ± 0.25  | 89.35 ± 0.85 | 74.98 ± 0.66  | 90.72 ± 0.65 | 71.65 ± 0.82  | 85.93 ± 1.29  |
| 5120   | ER     | 49.28 ± 3.16  | 86.14 ± 2.56 | 52.74 ± 1.02  | 88.51 ± 2.01 | 56.33 ± 0.95  | 89.57 ± 2.47 | 56.33 ± 0.95  | 89.57 ± 2.47  |
|        | DER    | 64.88 ± 1.17  | 91.92 ± 0.60 | 69.91 ± 1.48  | 92.57 ± 1.02 | 70.86 ± 0.95  | 93.30 ± 0.64 | 70.86 ± 0.95  | 93.30 ± 0.64  |
| 500    | ER     | 72.70 ± 1.36  | 93.88 ± 0.50 | 74.24 ± 0.61  | 93.93 ± 0.47 | 75.07 ± 0.41  | 93.62 ± 0.58 | 75.07 ± 0.41  | 93.62 ± 0.58  |
|        | DER    | 85.24 ± 0.49  | 96.12 ± 0.21 | 84.26 ± 0.22  | 95.84 ± 0.42 | 84.56 ± 0.55  | 95.84 ± 0.42 | 84.56 ± 0.55  | 95.84 ± 0.42  |

---

2Co²L is not reported in Tables I and II, as its training strategies are significantly different from the methods shown in those tables.
TABLE IV
EFFECT OF PRE-TRAINING. RESULTS OBTAINED BY THE VANILLA DER++ (FIRST ROW OF EACH BLOCK), DER++ PRE-TRAINED WITH AUXILIARY DATA (SECOND ROW), THE PROPOSED METHOD TRAINED FROM SCRATCH (THIRD ROW), AND THE PROPOSED MODEL PRE-TRAINED WITH AUXILIARY DATA (FOURTH ROW), FOR DIFFERENT BUFFER SIZES.

| Buffer | Method       | Class-IL | Task-IL |
|--------|--------------|----------|---------|
| 50     | DER++        | 49.28 ± 3.16 | 86.14 ± 2.56 |
|        | DER++ with pre-training | 50.82 ± 3.34 | 84.02 ± 2.98 |
|        | Ours         | 56.33 ± 0.95 | 89.57 ± 2.47 |
|        | Ours with pre-training | 53.52 ± 3.60 | 89.52 ± 0.88 |
| 200    | DER++        | 64.88 ± 1.17 | 91.92 ± 0.60 |
|        | DER++ with pre-training | 68.71 ± 1.01 | 92.43 ± 0.53 |
|        | Ours         | 70.86 ± 0.95 | 93.30 ± 0.64 |
|        | Ours with pre-training | 65.17 ± 2.67 | 91.35 ± 1.71 |
| 500    | DER++        | 72.70 ± 1.36 | 93.88 ± 0.50 |
|        | DER++ with pre-training | 75.91 ± 0.26 | 94.39 ± 0.29 |
|        | Ours         | 75.07 ± 0.41 | 93.62 ± 0.58 |
|        | Ours with pre-training | 71.39 ± 2.77 | 91.77 ± 0.76 |
| 5120   | DER++        | 85.24 ± 0.49 | 96.12 ± 0.21 |
|        | DER++ with pre-training | 86.60 ± 0.42 | 96.29 ± 0.09 |
|        | Ours         | 84.96 ± 0.55 | 95.84 ± 0.42 |
|        | Ours with pre-training | 82.20 ± 1.37 | 94.65 ± 0.36 |

F. Generative Auxiliary Model

In the previous sections, we have consistently observed that using auxiliary data helps retaining knowledge of previous tasks, especially with limited buffer size. However, it is not efficient to maintain the auxiliary data in memory, as in that case it is still preferable to simply use a larger buffer.

A viable alternative would be to replace the auxiliary stream with a generative replay model and use generated samples during task training. In order to investigate the feasibility of this option, we use a generative adversarial network (GAN) [47] to learn the distribution of auxiliary data, and employ synthetic images in place of real ones in Eq. 4 in our method.

We then replicate the experiments carried out on Split-CIFAR-10 by pre-training a BigGAN model [48] on super-classes of CIFAR-100 used as auxiliary data, and compare the results with those obtained when using real images. As it can be seen in Table V, performance achieved when using generated images follow the same behavior observed with real data, i.e., performance increase in settings with small buffer size, while the approach is less beneficial when the replay memory increases.

V. CONCLUSION

In this work, we propose a novel approach for improving continual learning accuracy by leveraging external data. Our experiments show that providing the model with an additional auxiliary stream leads to an increase in performance, especially when the employed memory buffer is small, and to more stable training at the beginning of each task. We also observe that our approach works consistently better, on small buffer settings, than alternative knowledge transfer strategies such as direct pre-training on auxiliary data. The approximation of the auxiliary data distribution through the use of generative models also outperforms state-of-the-art models, thus indicating the future direction of this work, i.e., a more effective modeling of previous real-world knowledge as it seems to happen in the human hippocampus [49].
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TABLE V
EFFECT OF REPLACING AUXILIARY DATA WITH A GAN. RESULTS OBTAINED ON SPLIT-CIFAR-10 WHEN USING NO AUXILIARY DATA (VANILLA DER++), REAL AUXILIARY DATA (THE PROPOSED METHOD) AND SYNTHETIC DATA.

| Buffer | Aux. data | Class-IL | Task-IL |
|--------|-----------|----------|---------|
| 50     | none      | 49.28 ± 3.16 | 86.14 ± 2.56 |
|        | real      | 56.33 ± 0.95 | 89.57 ± 2.47 |
|        | synthetic | 54.47 ± 3.05 | 89.23 ± 1.83 |
| 200    | none      | 64.88 ± 1.17 | 91.92 ± 0.60 |
|        | real      | 70.86 ± 0.95 | 93.30 ± 0.64 |
|        | synthetic | 68.4 ± 0.77  | 92.85 ± 0.24 |
| 500    | none      | 72.70 ± 1.36 | 93.88 ± 0.50 |
|        | real      | 75.07 ± 0.41 | 93.62 ± 0.58 |
|        | synthetic | 74.35 ± 1.04 | 93.42 ± 0.40 |
| 5120   | none      | 85.24 ± 0.49 | 96.12 ± 0.21 |
|        | real      | 84.56 ± 0.55 | 95.84 ± 0.42 |
|        | synthetic | 84.14 ± 0.45 | 95.65 ± 0.23 |
