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Abstract
This paper is a continuation of a previous paper by the first two authors to appear in the same IWR Special Issue for Scientific Computing. We are concerned with an optimal regional control problem for spatially structured vector borne epidemic system, considering malaria as a case study. A conceptual reduced mathematical model of malaria had been presented consisting of a two-component reaction-diffusion system. Three actions (controls) had been included: killing mosquitoes, treating the infected humans and reducing the contact rate mosquitoes-humans. The problem which is faced concerns the optimal choice of the region of intervention, by introducing a cost functional which takes into account the total cost of the damages produced by the disease, of the controls and of the intervention in a certain subdomain, for a finite time horizon case. A gradient algorithm had been proposed for the search of a minimal value of the cost functional, with respect to both the control parameters and the region of intervention. The scope of the present paper concerns the numerical implementation of such an algorithm. The level set method has played a major role for the mathematical description of the subregion of intervention. The outcomes of a series of numerical simulations are reported, under a variety of parameter scenarios.
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1 Introduction

This paper contains a continuation of [2] in which an optimal control problem had been considered for a reaction diffusion system modelling vector borne epidemics, with malaria as a working example.

By considering a spatially structured system, we refer to an habitat \( \Omega \subset \mathbb{R}^2 \) (a nonempty bounded domain with a sufficiently smooth boundary \( \partial \Omega \)).

The two populations of humans and mosquitoes are described in terms of their spatial densities. Specifically, \( u_1(x, t) \) denotes the spatial density of the population of infected mosquitoes at a spatial location \( x \in \Omega \) and a time \( t \geq 0 \); while \( u_2(x, t) \) denotes the spatial distribution of the human infective population. The spatial density \( C(x) \) of the total human population has been assumed constant in time, so that \( C(x) - u_2(x, t) \) provides the spatial distribution of susceptible humans, at a spatial location \( x \in \Omega \) and a time \( t \geq 0 \). It has been assumed that the total susceptible mosquito population is so large that it can be considered time and space independent.

The proposal by the authors, going back to a series of papers [1, 3], consists of reducing the area of intervention to an optimally chosen subregion \( \omega \) of the entire habitat \( \Omega \).

As anticipated in [3] and [2], the controlled system is the following one.

Let \( \omega \subset \Omega \) be a nonempty open subset; we denote by \( \chi_\omega \) the characteristic function of \( \omega \) and use the convention

\[
\chi_\omega(x)w(x) = 0, \quad x \in \mathbb{R}^2 \setminus \bar{\omega},
\]
even if the function \( w \) is not defined on the whole set \( \mathbb{R}^2 \setminus \bar{\omega} \).

Our goal is to study the controlled system

\[
\begin{aligned}
\partial_t u_1(x, t) - d \Delta u_1(x, t) &= \eta(x)u_1(x, t) + \int_\Omega k(x, x')u_2(x', t)dx', \\
\partial_t u_2(x, t) &= -\left( a_{22} + \gamma_2(t)\chi_\omega(x) \right) u_2(x, t) \\
&\quad + \left( 1 - \gamma_3(t)\chi_\omega(x) \right) g(x, u_1(x, t), u_2(x, t)), \\
\partial_n u_1(x, t) &= 0, \\
u_1(x, 0) &= u_0^1(x), \quad u_2(x, 0) = u_0^2(x),
\end{aligned}
\]

where \( Q = \Omega \times (0, +\infty), \Sigma = \partial\Omega \times (0, +\infty) \).

We remind that this system is subject to the following analytical assumptions:

**H1** \( \eta \in L^\infty(\Omega), k \in L^\infty(\Omega \times \Omega), k(x, x') \geq 0 \) a.e. in \( \Omega \times \Omega \),

\[
\int_\Omega k(x, x')dx > 0 \quad \text{a.e. } x' \in \Omega;
\]

**H2** \( C \in L^\infty(\Omega), C(x) \geq \tau > 0 \) a.e. in \( \Omega \), where \( \tau \) is a positive constant;

**H3** \( h : \mathbb{R} \rightarrow [0, +\infty), \) and
\[
h|_{[0, +\infty)} \text{ is continuously differentiable and increasing},
\]
\[
h(x) = 0 \text{ for } x \in (-\infty, 0),
\]
\[
h(x) \leq a_{21}x \text{ for any } x \in [0, +\infty), \text{ where } a_{21} \text{ is a positive constant};
\]
(H4) \( u_1^0, u_2^0 \in L^\infty(\Omega), 0 \leq u_1^0(x), 0 \leq u_2^0(x) \leq C(x) \; \text{a.e.} \; x \in \Omega. \)

As far as the epidemiological significance of the various control terms, \( \gamma_1(t) \) may be interpreted as a harvesting rate of infective mosquitoes, by the use of chemical-physical devices such as insecticides and treated nets, so that \( \gamma_1(t)u_1(x, t)\chi_{\omega}(x) \) represents the corresponding rate of additional killing of mosquitoes at location \( x \in \omega \), and time \( t > 0 \).

The control \( \gamma_2(t) \) represents the healing rate due to the medical treatment at time \( t > 0 \), so that \( \gamma_2(t)u_2(x, t)\chi_{\omega}(x) \) describes the treatment of the infected population in the subregion \( \omega \).

Finally, the control \( \gamma_3(t) \) gives the additional segregation rate for the population of infective mosquitoes and for the human susceptible population at time \( t > 0 \), due to the use of the treated bed nets, so that \( \gamma_3(t)\chi_{\omega}(x) \) is the reduction of the contact rate mosquitoes-humans by means of treated nets (see e.g. [11, 12], and the references therein).

As a consequence of the above, we shall assume that

\[
0 \leq \gamma_1(t) < \Gamma_1, \quad 0 \leq \gamma_2(t), \quad 0 \leq \gamma_3(t) < \Gamma_3 \; \text{a.e.} \; t > 0,
\]

where \( \Gamma_1 \in \mathbb{R}, \Gamma_3 \in (0, 1] \).

Since we are going to face a finite time horizon for the control, we will refer to the following set for the control parameters

\[
\mathcal{G}_T = \{ \gamma = (\gamma_1, \gamma_2, \gamma_3) \in L^\infty([0, T])^3; \quad 0 \leq \gamma_1(t) < \Gamma_1, 0 \leq \gamma_2(t), \quad 0 \leq \gamma_3(t) < \Gamma_3 \; \text{a.e.} \; t \in [0, T] \},
\]

for \( T > 0 \).

As concerns the costs for the controls, in [3] we have proposed specific models in order to take into account realistic situations concerning specific epidemic cases. For malaria control specific cost functions \( \zeta_1, \zeta_2, \zeta_3 \) have been assumed satisfying the following assumptions.

(H5) \( \zeta_1 : [0, \Gamma_1) \rightarrow [0, +\infty) \) is a continuously differentiable function, bijective, strictly increasing and \( \zeta_1' \) is strictly increasing, \( \zeta_3 : [0, \Gamma_3) \rightarrow [0, +\infty) \) is a continuously differentiable function, bijective, strictly increasing and \( \zeta_3' \) is strictly increasing;

(H6) \( \zeta_2 : [0, +\infty) \rightarrow ([\Gamma_2, \tilde{\Gamma}_2] \) is a continuous differentiable function, bijective, and strictly decreasing, and \( \tilde{\zeta}_2 : [0, +\infty) \rightarrow [0, +\infty), \) given by \( \tilde{\zeta}_2(s) = \zeta_2(s)s, \) \( s \geq 0, \)

has a strictly decreasing derivative \( \tilde{\zeta}_2'. \)

Here is the plan of the paper. In Section 2 the regional control problem is presented, paying attention to the mathematical description of the relevant subregion by the level set method. The gradient of the cost functional obtained in [2] with respect to both the controls and the subregion of intervention has been reported. This has driven the computational issues reported in Section 3 together with results from numerical simulations within a variety of parameter scenarios.

\section{2 The Optimal Control Problem}

For the sake of technical simplification, the case in which the controls are spatially homogeneous has been considered. When the costs of the controls to reduce the epidemic, of the
damages produced by the disease and of the intervention in the subset \( \omega \) in the time interval \([0, T]\) are considered, then we get the total cost function:

\[
J(\gamma, \omega) = \int_0^T \int_{\Omega} C(x) \xi_1(\gamma_1(t)) \chi_\omega(x) dx \, dt \\
+ \int_0^T \int_{\Omega} \xi_2(\gamma_2(t)u_2(x, t)) \gamma_2(t)u_2(x, t) \chi_\omega(x) dx \, dt \\
+ \int_0^T \int_{\Omega} C(x) \xi_3(\gamma_3(t)) \chi_\omega(x) dx \, dt \\
+ \int_0^T \int_{\Omega} l(u_2(x, t)) dx \, dt + \alpha \text{area}(\omega) + \beta \text{perimeter}(\omega). \tag{1}
\]

Here \( \gamma \in \mathcal{G}_T \) and \( \omega \) is a subset of \( \Omega \).

As far as the last three terms in (1) are concerned, the term \( \int_0^T \int_{\Omega} l(u_2(x, t)) dx \, dt \) is meant to take into account the costs, over the whole domain and the total observation/control period, deriving from loss of work hours, hospitalization, drugs, etc.; while the terms \( \alpha \text{area}(\omega) + \beta \text{perimeter}(\omega) \) take into account costs of transport of intervention devices (nets, chemicals, personnel, etc.) which may depend on the geometry of the subregion of intervention \( \omega \). For our scopes, the geometry of a planar set is indeed characterized by its area and perimeter; the coefficients \( \alpha, \beta \) take into account the specific logistic structure of the habitat; we may assume \( \alpha, \beta \geq 0 \).

We shall treat the problem of reducing the value of \( J \) with respect to \( \gamma \) and \( \omega \). From a computational point of view a convenient way to handle the shape and position of the subregion \( \omega \) is the level set method (see [9], and the references therein). This is carried out by the implicit representation of \( \omega \). A convenient way to handle the shape and position of \( \omega \) is to use the implicit representation according to which there exists a smooth function \( \varphi: \overline{\Omega} \to \mathbb{R} \) such that

\[
\omega = \{ x \in \Omega; \varphi(x) > 0 \} \quad \text{and} \quad \partial \omega = \{ x \in \Omega; \varphi(x) = 0 \}.
\]

Hence, instead of investigating the total cost function \( J \) defined above, we shall deal with

\[
\tilde{J}(\gamma, \varphi) = \int_0^T \int_{\Omega} C(x) \xi_1(\gamma_1(t)) H(\varphi(x)) dx \, dt \\
+ \int_0^T \int_{\Omega} \xi_2(\gamma_2(t)u_2(x, t)) \gamma_2(t)u_2(x, t) H(\varphi(x)) dx \, dt \\
+ \int_0^T \int_{\Omega} C(x) \xi_3(\gamma_3(t)) H(\varphi(x)) dx \, dt \\
+ \int_0^T \int_{\Omega} l(u_2(x, t)) dx \, dt + \alpha \int_{\Omega} H(\varphi(x)) dx \\
+ \beta \left[ \epsilon \int_{\Omega} \| \nabla H(\varphi(x)) \|^2 dx + \frac{1}{\epsilon} \int_{\Omega} (H(\varphi(x)))^2 (1 - H(\varphi(x)))^2 dx \right],
\]
where $\gamma \in \mathcal{G}_T$, $\varphi : \overline{\Omega} \to \mathbb{R}$ is twice continuously differentiable, and $(u_1, u_2)$ is the solution to

$$
\begin{aligned}
\begin{cases}
\partial_t u_1(x, t) - d \Delta u_1(x, t) = \eta(x)u_1(x, t) + \int_{\Omega} k \left( x, x' \right) u_2(x', t) dx' \\
- \gamma_1(t)H(\varphi(x))u_1(x, t),
\end{cases}
(x, t) \in Q_T,
\begin{cases}
\partial_t u_2(x, t) = - \left( a_{22} + \gamma_2(t)H(\varphi(x)) \right) u_2(x, t) \\
+ (1 - \gamma_3(t)H(\varphi(x)))g(x, u_1(x, t), u_2(x, t)),
\end{cases}
(x, t) \in Q_T,
\begin{cases}
\partial_\nu u_1(x, t) = 0, \quad (x, t) \in \Sigma_T,
\end{cases}
\begin{cases}
u_1(x, 0) = u_0^1(x), \quad u_2(x, 0) = u_0^2(x), \quad x \in \Omega.
\end{cases}
\end{aligned}
$$

Here $H$ is the Heaviside function. To describe the perimeter of the region $\omega$, we have referred to the Modica–Mortola formula [7] ($\varepsilon$ is a sufficiently small parameter).

We shall approximate this cost function by the following one, where $H$ is replaced by its mollified version $H_\sigma = \frac{1}{\pi} \left( 1 + \frac{2}{\pi} \arctan \frac{s}{\sigma} \right)$ ($\sigma > 0$ is a sufficiently small number)

$$
\Phi(\gamma, \varphi) = \int_0^T \int_{\Omega} C(x) \xi_1(\gamma_1(t))H_\sigma(\varphi(x))dx dt + \int_0^T \int_{\Omega} \xi_2(\gamma_2(t))u_2^\gamma(\varphi, t)H_\sigma(\varphi(x)) dx dt + \int_0^T \int_{\Omega} C(x) \xi_3(\gamma_3(t))H_\sigma(\varphi(x)) dx dt + \int_0^T \int_{\Omega} l(u_2^\gamma, \varphi, x, t) dx dt + \alpha \int_{\Omega} H_\sigma(\varphi(x)) dx + \varepsilon \int_{\Omega} |\nabla H_\sigma(\varphi(x))|^2 dx + \frac{1}{\varepsilon} \int_{\Omega} (H_\sigma(\varphi(x)))^2 (1 - H_\sigma(\varphi(x)))^2 dx.
\]

Here $(u_1^\gamma, u_2^\gamma)$ is the solution to

$$
\begin{aligned}
\begin{cases}
\partial_t u_1(x, t) - d \Delta u_1(x, t) = \eta(x)u_1(x, t) + \int_{\Omega} k \left( x, x' \right) u_2(x', t) dx' \\
- \gamma_1(t)H(\varphi(x))u_1(x, t),
\end{cases}
(x, t) \in Q_T,
\begin{cases}
\partial_t u_2(x, t) = - \left( a_{22} + \gamma_2(t)H(\varphi(x)) \right) u_2(x, t) \\
+ (1 - \gamma_3(t)H(\varphi(x)))g(x, u_1(x, t), u_2(x, t)),
\end{cases}
(x, t) \in Q_T,
\begin{cases}
\partial_\nu u_1(x, t) = 0, \quad (x, t) \in \Sigma_T,
\end{cases}
\begin{cases}
u_1(x, 0) = u_0^1(x), \quad u_2(x, 0) = u_0^2(x), \quad x \in \Omega.
\end{cases}
\end{aligned}
$$

(2)

A rigorous proof of the existence of a global optimum of the above cost functional is a very hard task. A usual search algorithm is based on the gradient method. The following theorem provides the gradient with respect to both $\gamma$ and $\varphi$; its proof can be found in [2].

**Theorem 1** For any $\gamma \in \mathcal{G}_T$ and $w \in L^\infty(0, T) \times L^\infty(0, T) \times L^\infty(0, T)$ such that $\gamma + \theta w \in \mathcal{G}_T$ for any $\theta > 0$ sufficiently small, and for any smooth functions $\varphi, \psi : \overline{\Omega} \to \mathbb{R}$ we have that

$$
\begin{aligned}
d\Phi(\gamma, \varphi)(w, \psi) &= \int_0^T w_1(t) F_1(t) dt + \int_0^T w_2(t) F_2(t) dt + \int_0^T w_3(t) F_3(t) dt \quad + \int_\Omega \psi(x) F(x) H'_\sigma(\varphi(x)) dx + \int_{\partial\Omega} \psi(x) \mathcal{G}(x) H'_\sigma(\varphi(x)) d\sigma,
\end{aligned}
$$

 Springer
where

\[
\mathcal{F}_1(t) = \int_{\Omega} H_{\sigma}(\varphi(x)) \left[ u_{1}^{y,\varphi}(x, t) q_{1}^{y,\varphi}(x, t) + C(x) \zeta_{1}'(\gamma_1(t)) \right] dx,
\]

\[
\mathcal{F}_2(t) = \int_{\Omega} H_{\sigma}(\varphi(x)) \left[ u_{2}^{y,\varphi}(x, t) q_{2}^{y,\varphi}(x, t) + u_{2}^{y,\varphi}(x, t) \tilde{\zeta}_{2}(\gamma_2(t) u_{2}^{y,\varphi}(x, t)) \right] dx,
\]

\[
\mathcal{F}_3(t) = \int_{\Omega} H_{\sigma}(\varphi(x)) \left[ (C(x) - u_{2}^{y,\varphi}(x, t)) h \left( \frac{u_{1}^{y,\varphi}(x, t)}{C(x)} \right) q_{2}^{y,\varphi}(x, t) + C(x) \zeta_{3}'(\gamma_3(t)) \right] dx,
\]

\[
\mathcal{F}(x) = \int_{0}^{T} \left[ C(x) \zeta_{1}(\gamma_1(t)) + \tilde{\zeta}_{2}(\gamma_2(t) u_{2}^{y,\varphi}(x, t)) + C(x) \zeta_{3}(\gamma_3(t)) 
\right.
\]

\[
+ \gamma_1(t) u_{1}^{y,\varphi}(x, t) q_{1}^{y,\varphi}(x, t) + \gamma_2(t) u_{2}^{y,\varphi}(x, t) q_{2}^{y,\varphi}(x, t) + \gamma_3(t) (C(x) - u_{2}^{y,\varphi}(x, t)) \right. 
\]

\[
\left. h \left( \frac{u_{1}^{y,\varphi}(x, t)}{C(x)} \right) q_{2}^{y,\varphi}(x, t) + \alpha \right] dt 
\]

\[-2\beta \varepsilon \Delta [H_{\sigma}(\varphi(x))] - \frac{\beta}{\varepsilon} \left[ 4 (H_{\sigma}(\varphi(x)))^3 - 6 (H_{\sigma}(\varphi(x)))^2 + 2 H_{\sigma}(\varphi(x)) \right]
\]

and

\[
\mathcal{G}(x) = \frac{2\beta}{\varepsilon} \partial_{\nu}(H_{\sigma}(\varphi(x))).
\]

Here \((q_{1}^{y,\varphi}, q_{2}^{y,\varphi})\) is the solution to

\[
\begin{cases}
\partial_{t} q_{1}(x, t) + d \Delta q_{1}(x, t) = -\eta(x) q_{1}(x, t) + \gamma_1(t) H_{\sigma}'(\varphi(x)) q_{1}(x, t) \\
- [1 - \gamma_3(t) H_{\sigma}(\varphi(x))] h \left( \frac{u_{1}^{y,\varphi}(x, t)}{C(x)} \right) q_{2}(x, t), \quad (x, t) \in Q_T,
\end{cases}
\]

\[
\partial_{t} q_{2}(x, t) = - \int_{\Omega} k \left( x', x \right) q_{1}(x', t) dx' \\
+ [a_{22} + \gamma_2(t) H_{\sigma}(\varphi(x))] q_{2}(x, t) \\
+ [1 - \gamma_3(t) H_{\sigma}(\varphi(x))] h \left( \frac{u_{1}^{y,\varphi}(x, t)}{C(x)} \right) q_{2}(x, t) \\
+ \tilde{\zeta}_{2}(\gamma_2(t) u_{2}^{y,\varphi}(x, t)) \gamma_2(t) H_{\sigma}(\varphi(x)) + l'(u_{2}^{y,\varphi}(x, t)), \quad (x, t) \in Q_T,
\]

\[
\partial_{\nu} q_{1}(x, t) = 0, \quad (x, t) \in \Sigma_T,
\]

\[
q_{1}(x, T) = q_{2}(x, T) = 0, \quad x \in \Omega.
\]

(3)

Based on the above theorem, the descent towards an optimal \(\gamma\) can be obtained by considering \(\gamma_{new} = \gamma_{old} + sw\), where

\[
w_{j}(t) = -\mathcal{F}_{j}(t), \quad j = 1, 2, 3,
\]

and truncating if necessary.

The descent towards an optimal \(\varphi\) can be obtained by introducing an artificial time \(\theta\). We introduce a function \(\tilde{\varphi}(x, \theta)\) such that, given an initial guess \(\varphi_{old}(x)\), we take \(\tilde{\varphi}(x, 0) = \varphi_{old}(x)\). At each iteration as \(\varphi_{new}(x)\), we take

\[
\varphi_{new}(x) = \tilde{\varphi}(x, s),
\]

the solution to the following PDE

\[
\partial_{\theta} \tilde{\varphi}(x, \theta) = -\mathcal{F}, \quad x \in \Omega, \theta \in (0, s),
\]
subject to the boundary condition
\[
\frac{\partial}{\partial \nu} H_\sigma (\tilde{\phi}(x, \theta)) = 0, \quad x \in \partial \Omega, \theta \in (0, s),
\]
and the initial condition
\[
\tilde{\phi}(x, 0) = \varphi_{old}(x).
\]

Since
\[
\frac{\partial}{\partial \nu} (H_\sigma (\tilde{\phi}(x, \theta))) = H'_\sigma (\tilde{\phi}(x, \theta)) \frac{\partial}{\partial \nu} \tilde{\phi}(x, \theta),
\]
we may take, as boundary condition, instead of (4),
\[
\frac{\partial}{\partial \nu} \tilde{\phi}(x, \theta) = 0, \quad x \in \partial \Omega, \theta \in (0, s).
\]

3 Computational Issues

In the first paragraph, we describe the numerical methods adopted for the solution of systems (2) and (3). In the second paragraph, we provide the values of all parameters used in the numerical tests. In the last paragraph, we report and discuss the computational results. The optimal control procedure implemented here is based on the gradient method presented in Section 2 and the consequent conceptual algorithm described in [2]. The reported numerical simulations have been performed with an in-house MATLAB code.

We wish to stress here that the search of the optimal subregion \(\omega\) is a very hard computational problem; mathematically the search should explore a very highly dimensional space of shapes. This is a well known issue in the realm of statistical shape analysis [5]. Such an intrinsic complexity has been reduced via the choice of the initial function \(\phi\) within a parameterized family of shapes (e.g. ellipses), hence in a finite dimensional space; then the search goes on by looking for the parameters of the chosen shape that optimize the relevant cost functional. This may explain why in the reported numerical simulations the final optimal subset \(\omega\) keeps the same shape as the one given via the initial function \(\phi\). From a purely mathematical point of view the search is supposed to move among all possible shape classes, which is clearly unaffordable from a computational point of view.

![Fig. 1 Initial distribution of infected mosquitos and humans, used in all numerical simulations](image)
Fig. 2  Plots of functions $\zeta_1$, $\zeta_2$, $\zeta_3$
3.1 Numerical Methods

Systems (2) and (3) are discretized by finite elements in space and finite differences in time.

**Space Discretization** We first apply a standard Galerkin procedure to the weak formulations of systems (2) and (3). The unit square domain $\Omega$ is discretized by a uniform grid of $80 \times 80$ bi-linear finite elements ($Q_1$), yielding a total amount of 6561 discretization nodes. The stiffness matrix is computed exactly, whereas the mass matrix is obtained by applying the mass lumping technique.

**Time Discretization** After space discretization by finite elements, we obtain the semi-discrete problem that consists of a system of ordinary differential equations (ODEs). We solve these ODEs by employing a first order semi-implicit finite difference scheme, where the linear diffusion and reaction terms are approximated by Backward Euler, whereas the non-linear reaction terms are approximated by Forward Euler. As a result, at each time step it is required the solution of a linear system of algebraic equations of dimension $2 \times 6561$ degrees of freedom. The linear system is solved by the Gaussian elimination with the built-in function of Matlab. The time step size is $\Delta t = 0.05$.

For further details on the numerical approximation of parabolic equations we refer e.g. to [10].

3.2 Parameter Calibration

Except otherwise stated, the values of the parameters are given as detailed here below.

Functions $\eta(x_1, x_2)$ and $C(x_1, x_2)$, representing the growth rate of the infected mosquitoes and the spatial density of the total human population, respectively, are given by

$$\eta(x_1, x_2) = -10$$

| $\gamma_1$ | $\gamma_2$ | $\gamma_3$ | cost     | # mosq | # hum |
|------------|------------|------------|----------|--------|-------|
| 0          | 0          | 0          | 6899     | 68     | 671   |
| 100        | 0          | 0          | 6045     | 34     | 534   |
| 200        | 0          | 0          | 5965     | 28     | 508   |
| 300        | 0          | 0          | 6043     | 24     | 491   |
| 0          | 50         | 0          | 7092     | 22     | 199   |
| 0          | 100        | 0          | 8088     | 14     | 120   |
| 0          | 200        | 0          | 10185    | 7      | 52    |
| 0          | 0          | 0.2        | 6691     | 66     | 642   |
| 0          | 0          | 0.4        | 6493     | 63     | 614   |
| 0          | 0          | 0.6        | 6321     | 60     | 588   |
| 100        | 50         | 0.2        | 6483     | 18     | 185   |
| 200        | 100        | 0.4        | 7425     | 10     | 105   |
| 300        | 200        | 0.6        | 9650     | 4      | 43    |

Table 1 Test 1, reduction of the infected mosquitoes/humans distributions. Number of infected mosquitoes (# mosq) and humans (# hum) at final simulation time $T = 1$ as a function of control parameters $\gamma_1, \gamma_2, \gamma_3$. 
Test 1, reduction of the infected mosquitoes/humans distributions. Distributions of infected mosquitoes and humans at final simulation time $T = 1$ for different choices of control parameters ($\gamma_1, \gamma_2, \gamma_3$). Panel a (0,0,0), i.e. no control; panel b (200,0,0); panel c (0,50,0); panel d (0,0,0.4); panel e (100,50,0.2); panel f (300,200,0.6)

$C(x_1, x_2) = 10^4 \exp\left( -5 \frac{(x_1 - 0.45)^2}{30} - 5 \frac{(x_2 - 0.55)^2}{30} \right)$.

Functions $\zeta_1, \zeta_2$ and $\zeta_3$ are given by (see also Fig. 2):

$\zeta_1(s) = \frac{\alpha_1}{b_1(\Gamma_1 - s)} s$,

with $\alpha_1 = 0.1$, $\Gamma_1 = 500$ and $b_1 = 1$;

$\zeta_2(s) = \frac{\Gamma_2 a_2 s + c_2}{1 + a_2 s}$. 
Table 2 Test 2, optimal control, Case 1. Evolution of cost functional, control parameters $\gamma_1$, $\gamma_2$, $\gamma_3$ and number of infected mosquitos (# mosq) and humans (# hum) at final simulation time $T = 1$ as a function of the iterations (iter) of the optimal control procedure

| iter | $\gamma_1$ | $\gamma_2$ | $\gamma_3$ | cost | # mosq | # hum |
|------|------------|------------|------------|------|--------|-------|
| Case 1: ($\gamma_1$, $\gamma_2$, $\gamma_3$) control |
| 0    | 25.4       | 182.7      | 0.4        | 9059 | 1      | 42    |
| 1    | 400.0      | 23.6       | 0.8        | 6452 | 2      | 185   |
| 2    | 369.3      | 20.2       | 0.8        | 6136 | 2      | 196   |
| 3    | 328.1      | 15.2       | 0.8        | 5864 | 2      | 214   |
| 4    | 265.2      | 6.1        | 0.8        | 5660 | 3      | 256   |
| 5    | 264.0      | 5.8        | 0.6        | 5415 | 3      | 258   |
| 6    | 262.7      | 5.5        | 0.5        | 5414 | 3      | 261   |
| Case 1: ($\gamma_1$, $\gamma_2$, $\gamma_3$, $\phi$) control |
| 0    | 25.4       | 182.7      | 0.4        | 9059 | 1      | 42    |
| 1    | 400.0      | 23.6       | 0.8        | 6531 | 8      | 421   |
| 2    | 200.9      | 11.9       | 0.8        | 6068 | 9      | 449   |
| 3    | 181.6      | 10.2       | 0.8        | 6068 | 10     | 458   |

with $\alpha_2 = 0.01$, $\Gamma_2 = 500$, $a_2 = 0.02$ and $c_2 = 600$;

$$
\zeta_3(s) = \alpha_3 \frac{s}{b_3(\Gamma_3 - s)},
$$

with $\alpha_3 = 0.01$, $\Gamma_3 = 0.85$ and $b_3 = 1$.

Table 3 Test 2, optimal control, Case 2. Evolution of cost functional, control parameters $\gamma_1$, $\gamma_2$, $\gamma_3$ and number of infected mosquitos (# mosq) and humans (# hum) at final simulation time $T = 1$ as a function of the iterations (iter) of the optimal control procedure

| iter | $\gamma_1$ | $\gamma_2$ | $\gamma_3$ | cost | # mosq | # hum |
|------|------------|------------|------------|------|--------|-------|
| Case 2: ($\gamma_1$, $\gamma_2$, $\gamma_3$) control |
| 0    | 0.0        | 76.0       | 0.1        | 7950 | 1      | 56    |
| 1    | 268.7      | 66.6       | 0.8        | 7735 | 0      | 56    |
| 2    | 272.5      | 66.5       | 0.7        | 7284 | 0      | 56    |
| 3    | 278.5      | 66.4       | 0.6        | 7242 | 0      | 56    |
| 4    | 278.5      | 66.4       | 0.6        | 7242 | 0      | 56    |
| Case 2: ($\gamma_1$, $\gamma_2$, $\gamma_3$, $\phi$) control |
| 0    | 158.4      | 191.9      | 0.39       | 11853| 0      | 16    |
| 1    | 400.0      | 143.3      | 0.8        | 10772| 4      | 269   |
| 2    | 400.0      | 121.0      | 0.8        | 9450 | 5      | 309   |
| 3    | 400.0      | 92.9       | 0.8        | 8354 | 6      | 339   |
| 4    | 400.0      | 55.8       | 0.8        | 7370 | 6      | 359   |
| 5    | 191.4      | 49.7       | 0.8        | 6583 | 7      | 368   |
| 6    | 170.1      | 49.0       | 0.2        | 6372 | 7      | 368   |
| 7    | 170.1      | 49.0       | 0.2        | 6372 | 7      | 368   |
Table 4  Test 2, optimal control, Case 3. Evolution of cost functional, control parameters $\gamma_1$, $\gamma_2$, $\gamma_3$ and number of infected mosquitos (# mosq) and humans (# hum) at final simulation time $T = 1$ as a function of the iterations (iter) of the optimal control procedure.

| iter | $\gamma_1$ | $\gamma_2$ | $\gamma_3$ | cost | # mosq | # hum |
|------|------------|-------------|-------------|------|--------|-------|
| Case 3: ($\gamma_1$, $\gamma_2$, $\gamma_3$) control 0 | 0.0 | 76.0 | 0.01 | 8586 | 3 | 27 |
| 1 | 69.8 | 75.7 | 0.1 | 7719 | 3 | 25 |
| 2 | 91.8 | 75.8 | 0.2 | 7696 | 2 | 24 |
| 3 | 108.8 | 75.8 | 0.2 | 7690 | 2 | 24 |
| Case 3: ($\gamma_1$, $\gamma_2$, $\gamma_3$, $\phi$) control 0 | 0.0 | 76.0 | 0.01 | 8586 | 3 | 27 |
| 1 | 69.8 | 75.7 | 0.1 | 7971 | 13 | 133 |
| 2 | 181.3 | 75.4 | 0.5 | 7931 | 19 | 190 |
| 3 | 400.0 | 12.4 | 0.8 | 7517 | 26 | 254 |
| 4 | 186.5 | 8.5 | 0.8 | 5968 | 28 | 278 |
| 5 | 163.0 | 7.9 | 0.4 | 5478 | 29 | 283 |
| 6 | 163.0 | 7.9 | 0.4 | 5478 | 29 | 283 |

Functions $h$ and $l$ are taken as $h(s) = 4s$ and $l(s) = s$, whereas constants $\alpha$, $\beta$, $d$ and $a_{22}$ are set to $\alpha = 100$, $\beta = 0.01$, $d = 1e - 4$ and $a_{22} = 0.5$. We recall that $\alpha$ is the coefficient in front of the cost functional term $\int_{\Omega} H(\phi)$, which penalizes large values of the area of the control region. Regarding the diffusion coefficient $d$, its small value ($1e - 4$) yields a reaction-diffusion problem with dominant reaction. However, using higher diffusion

Table 5  Test 2, optimal control, Case 4. Evolution of cost functional, control parameters $\gamma_1$, $\gamma_2$, $\gamma_3$ and number of infected mosquitos (# mosq) and humans (# hum) at final simulation time $T = 1$ as a function of the iterations (iter) of the optimal control procedure.

| iter | $\gamma_1$ | $\gamma_2$ | $\gamma_3$ | cost | # mosq | # hum |
|------|------------|-------------|-------------|------|--------|-------|
| Case 4: ($\gamma_1$, $\gamma_2$, $\gamma_3$) control 0 | 0.0 | 182.7 | 0.0 | 11314 | 14 | 114 |
| 1 | 400.0 | 61.0 | 0.8 | 8442 | 17 | 202 |
| 2 | 141.1 | 47.9 | 0.8 | 6984 | 23 | 237 |
| 3 | 118.2 | 47.0 | 0.1 | 6636 | 24 | 241 |
| 4 | 118.2 | 47.0 | 0.1 | 6636 | 24 | 241 |
| Case 4: ($\gamma_1$, $\gamma_2$, $\gamma_3$, $\phi$) control 0 | 0.0 | 182.7 | 0.0 | 11314 | 14 | 114 |
| 1 | 400.0 | 61.0 | 0.8 | 8441 | 38 | 377 |
| 2 | 400.0 | 47.5 | 0.8 | 7671 | 47 | 460 |
| 3 | 400.0 | 28.9 | 0.8 | 7128 | 54 | 529 |
| 4 | 121.1 | 26.0 | 0.8 | 6693 | 59 | 576 |
| 5 | 92.7 | 25.7 | 0.6 | 6621 | 60 | 588 |
| 6 | 92.4 | 25.7 | 0.6 | 6621 | 60 | 588 |
coefficients values, we believe that non-realistic diffusion effects might occur, with a too fast spread of the outbreak.

The initial distributions of infected mosquitoes and humans, used in all next numerical simulations, are plotted in Fig. 1 and are set as follows (Fig. 2):

\[
\begin{cases}
    u_0^0(x_1, x_2) = 10^3 \exp \left( -4(x_1 - 0.5)^2 - 4(x_2 - 0.5)^2 \right), \\
    u_2^0(x_1, x_2) = 10^3 \exp \left( -5(x_1 - 0.5)^2 - 5(x_2 - 0.5)^2 \right). 
\end{cases}
\]

### 3.3 Test 1: Reduction of the Infected Mosquitoes/Humans Distributions

In this first test, we keep fixed the control region \( \omega \) with

\[
\varphi(x_1, x_2) = \exp \left( -4(x - 0.5)^2 - 4(y - 0.5)^2 \right) - 0.75,
\]

and we investigate the influence of the control parameters \( \gamma_1, \gamma_2 \) and \( \gamma_3 \) on the cost functional and on the evolution of the infected mosquitoes and humans distributions. The kernel function \( k(x, x') \) is the Dirac function centered in \( x \), thus

\[
k(x, x') = \delta(x' - x).
\]

The results reported in Table 1 and Fig. 3 show that the most sensitive parameter is \( \gamma_2 \), whose increase yields a significant decay of the number of infected mosquitoes and humans, with respect to non-controlled system.

![Fig. 4](image-url)  
**Fig. 4** Test 2, optimal control, Case 1. Optimal distributions of infected mosquitoes and humans at final simulation time \( T = 1 \) (left panel) and control region (right panel) for \( (\gamma_1, \gamma_2, \gamma_3) \) control (first row) and \( (\gamma_1, \gamma_2, \gamma_3, \varphi) \) control (second row)
3.4 Test 2: Optimal Control

In this test, we apply the optimal control procedure in four different scenarios (Cases 1–4), detailed here below, depending on the choice of the kernel function \( k(x, x') \) and initial shape of function \( \varphi \).

- **Case 1**:
  \[
  \begin{align*}
  k(x, x') &= \exp \left( -\frac{(x_1 - x'_1)^2 + (x_2 - x'_2)^2}{0.1} \right), \\
  \varphi(x_1, x_2) &= \exp \left( -4(x - 0.5)^2 - 4(y - 0.5)^2 \right) - 0.75;
  \end{align*}
  \]

- **Case 2**:
  \[
  \begin{align*}
  k(x, x') &= \exp \left( -\frac{(x_1 - x'_1)^2 + (x_2 - x'_2)^2}{0.1} \right), \\
  \varphi(x_1, x_2) &= \sin(\pi x_1) \sin(\pi x_2) - 0.4;
  \end{align*}
  \]

- **Case 3**:
  \[
  \begin{align*}
  k(x, x') &= \delta(x' - x), \\
  \varphi(x_1, x_2) &= \sin(\pi(x_1 + 0.05)) \sin(\pi(x_2 + 0.09)) - 0.38 (1 - 0.89 x_2);
  \end{align*}
  \]

- **Case 4**: \( \varphi(x_1, x_2) = 0 \) has the quasi-elliptical shape reported in Fig. 7 (first row, second columns) and
  \[
  k(x, x') = \delta(x' - x).
  \]

![Fig. 5 Test 2, optimal control, Case 2. Optimal distributions of infected mosquitoes and humans at final simulation time \( T = 1 \) (left panel) and control region (right panel) for \( (\gamma_1, \gamma_2, \gamma_3) \) control (first row) and \( (\gamma_1, \gamma_2, \gamma_3, \varphi) \) control (second row)]
For each of the four cases, we perform two optimal control procedures: one minimizing the cost functional only with respect to the parameters $\gamma_1$, $\gamma_2$ and $\gamma_3$ (called in the following $(\gamma_1, \gamma_2, \gamma_3)$ control strategy); and one minimizing the cost functional both with respect to the parameters $\gamma_1$, $\gamma_2$ and $\gamma_3$ and to the function $\varphi$ (called in the following $(\gamma_1, \gamma_2, \gamma_3, \varphi)$ control strategy).

The results reported in Tables 2, 3, 4, 5 and Figs. 4, 5, 6, 7 show that:

- except Case 1, the minimal cost is achieved by performing the $(\gamma_1, \gamma_2, \gamma_3, \varphi)$ control strategy;
- in all four cases, the area of the optimal control region is significantly reduced with respect to the initial control region.

We observe that the optimization process is highly sensitive with respect to the area of the control region, which is always significantly reduced in the optimal configuration with respect to the initial one, whereas the shape and location of the optimal region remain similar to the initial one. Thus, the simulations and the optimal control procedures show that acting only on a subregion, with a significantly smaller area than the entire domain, might control successfully the epidemics.

Moreover, the results show that, when the control region is located at the center of the domain (Cases 1, 2, 4), where the epidemics is stronger, the optimal configuration has a much smaller area than in Case 3, where the control region is shifted with respect to the center of the epidemics.

![Fig. 6 Test 2, optimal control, Case 3. Optimal distributions of infected mosquitos and humans at final simulation time $T = 1$ (left panel) and control region (right panel) for $(\gamma_1, \gamma_2, \gamma_3)$ control (first row) and $(\gamma_1, \gamma_2, \gamma_3, \varphi)$ control (second row)
4 Future Directions

A difficult task which has emerged during the current research on malaria has been the identification of parameters for a real epidemic. For the case of malaria, some parameters have been identified in the literature, as reported in [4, 8]. In a near future, we would like to implement the algorithms as from the above, with a full set of required parameters.

5 Concluding Remarks

As in our previous literature, first of all we have shown, supported by numerical simulations in a variety of parameter scenarios, that it is indeed possible to eventually eradicate a man-environment epidemic, by acting only on the environment, while anyhow medically treating the human infected population. As stressed in [2], we do not claim that the simplified model presented here as a working example contains all details which might be required to act on a real epidemic system; still our hope is that our simulations may convince the public health authorities that it is possible, and it can be affordable, to control the full system by implementing the control strategies only in a suitably chosen subregion of the relevant habitat.
It is worth reporting here a statement (abridged) taken from [6] concerning the possible role of our investigations:

“a model is only an approximate interpretation of reality and it is always wrong in some small or relevant elements. The destiny of the model presented here is to be rapidly improved thanks to novel knowledge coming from new observations and better assumptions. The Authors hope that many and more brilliant minds will read the present pages, will identify and highlight putative mistakes, will get inspiration for their research, and will produce better, more complete, and useful models. If the speculations presented here on implications for surveillance, control, and therapy of [malaria] will contribute, even only minimally, to save human life, then the Authors have accomplished their small mission.”
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