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ABSTRACT
To alleviate the severe impact of the substrate and product inhibitions leads to the design of the semi-batch bio-reactors, which aims at finding the optimal control of substrate feed rate through time. The consequence of this problem is challenging, which highlights the numerical difficulties arising from the non-linear, constrained and often discontinuous nature of these dynamic systems. In this work, following the control vector parameterization, a profile generator algorithm is utilized to produce functions in an exponential form that can represent path of the control space comprising elements of both linearity and curvature. A novel method of stochastic dynamic optimization using Simulated Annealing incorporating direct search through a specialized model predictive controller is used to tackle final volume point state constraints. A case study of glucose to acetone–butanol–ethanol production, in terms of structured kinetics model, with in situ pervaporation will be illustrated. Prior to optimization, we proposed revised models based on model identification for the published experimental data in the literature of batch bio-reactor system. Modeling of the pervaporation membrane separations for the system have also been presented.

1. Introduction
Dynamic optimization (often called open loop optimal control) of semi-continuous bioprocesses is mainly aimed at finding the optimal control of process conditions (such as feed rate, temperature, pH, etc.). To identify the process, understanding insights of modeling general bioprocesses is essential. The impact of the substrate and product inhibitions, as well as the degradation of bio-substance due to metabolism inside the living cells, results in highly nonlinear dynamics with constraints present on both the control and state variables coupled with the often discontinuous nature. The consequence of this problem is challenging in terms of two issues: the construction of a profile and the development of an algorithm for dynamic optimization for the constrained model [1,2].

Clostridium acetobutylicum is a commercially applicable bacterium to produce acetone, butanol and ethanol for a century so that a fermentation process using species of Clostridium is called acetone–butanol–ethanol (ABE) fermentation [3,4]. ABE fermentation process was firstly...
patented by the chemist Chaim (Charles) Weizmann in 1916 [5] and was the primary process used to make acetone during the World War I. Thereafter, it quickly expended over the world during the early twentieth century and faded out later due to its high cost compared to petrochemicals [6]. The ABE fermentation processes using clostridia begin to regain popularity as the growing realization of bio-based fuel and chemicals on the environmental protection. Considerable researches on metabolism in species of clostridium have been carried out to realize of bio-based fuel and chemicals on the environmental protection. Considerable researches on metabolism in species of clostridium have been carried out to develop a model describing the metabolic behaviors [7–9]. Clostridium acetobutylicum is considered to have two typical phases of product formation: acidogenesis and solventogenesis [8]. ABE cultivation comprises substrate inhibition by glucose and product inhibition by acetate and butyrate in the acidogenesis phase and butanol in the solventogenesis phase [8]. For a better comprehension of Clostridium acetobutylicum metabolism, the genome-scale model was utilized to analyze the acidogenic and solventogenic phases [8,9]. Recently, Lee et al. proposed to convert acetone to isopropanol by metabolic engineering and examine the effect of the secondary alcohol dehydrogenase on its conversion [3]. To alleviate the severe impact of the substrate and product inhibitions, fundamental researches have been proposed on fed-batch fermentation [10,11] and that with gas stripping [12] and pervaporation [4,13]; as well as, on batch and continuous fermentation [14]. Control and optimization strategies of fed-batch fermentation processes have also been demonstrated [15,16].

This article is organized as follows. Modeling of ABE metabolic pathway will be introduced first. Then a revised kinetic structured model will be discussed. In the meantime, modeling of pervaporation process and semi-batch ABE with in situ pervaporation will be demonstrated. Techniques on the estimation of control vector parameterization (CVP) and associated six parameters profile will be subsequently addressed. A case study on the incorporation of the CVP and model predictive controller into the Simulated Annealing (SA) optimization framework will be given afterward, to which most of the paper is devoted. Optimization results will be presented in the final section.

2. Model Development

2.1. Modeling of ABE Metabolic Pathway

The metabolic pathways of ABE-producing clostridia are recognized to consist of two diverse indicative phases [8]: acidogenesis and solventogenesis. Typically, acidogenesis occurs when a cell grows exponentially, in which acetic acid (or acetate) and butyric acid (or butyrate) are produced with ATP formation. The acetate and butyrate are toxic to the cell at high concentrations. Subsequently, solventogenesis is in the stationary phase of cell growth; organic acids are reassimilated to form acetone, butanol, and ethanol. Thus, ABE cultivation possess complicated metabolic function resulting from substrate and product inhibitions [8]; experimentally, butanol at the level of 13.0 g/L, whereas butyric acid at a concentration of 8.7 g/L were shown completely inhibitory to the growth of cells, which lead to low productivity and yield of solvents. On the other hand, it has been shown that the specific butanol production rate could increase from 0.10 g-butanol/g-cells/h with no feeding of butyric acid to 0.42 g-butanol/g-cells/h with 5.0 g/L butyric acid (with substrate); the maximum butanol production was 16 g/L and the residual glucose concentration in broth was very low at the feeding ratio of butyric acid to glucose (B/G ratio) of 1.4.

A diagrammatic illustration of the metabolic pathways of Clostridium acetobutylicum ATCC824T by Jones and Woods is capsuled in Figure 1 [6,8]. The reaction balance of target metabolites based on the structure kinetic models can be formulated as follows:

\[
\frac{d[Glucose]}{dt} = -r1 \tag{1}
\]

\[
\frac{d[F6P]}{dt} = r1 - r2 \tag{2}
\]

\[
\frac{d[G3P]}{dt} = r2 - r3 \tag{3}
\]

\[
\frac{d[Pyruvate]}{dt} = r3 + r4 - r5 - r6 \tag{4}
\]

\[
\frac{d[Lactate]}{dt} = r5 - r4 \tag{5}
\]

\[
\frac{d[ACoA]}{dt} = r6 + r7 + r8 - r9 - r10 - r11 - r12 \tag{6}
\]

\[
\frac{d[Biomass]}{dt} = r12 - r13 \tag{7}
\]

\[
\frac{d[Acetate]}{dt} = r9 - r7 - r8 \tag{8}
\]

\[
\frac{d[Ethanol]}{dt} = r11 \tag{9}
\]

\[
\frac{d[AACoA]}{dt} = r10 - r8 - r14 - r15 \tag{10}
\]
Since many metabolic reactions in ABE production occur in the presence of ATP or NADH, these reactions may terminate in case of insufficient energy, i.e. after the exhaustion of glucose. In regard to the cessation of metabolic reactions after glucose exhaustion, an on–off mechanism was introduced into the rate equations of specific metabolic reactions (r1 to r19) in Figure 1. Introduction of on–off mechanism can be referred to Model III in the reference by Shinto et al., whose kinetic parameters were estimated to capture the experimental time-course data, where the r1 and r19 are shown in the paper as follows [8]:

\[
\frac{d[\text{Acetoacetate}]}{dt} = r8 + r15 - r16
\]  
\[
\frac{d[\text{BCoA}]}{dt} = r14 + r15 + r17 - r18 - r19
\]  
\[
\frac{d[\text{Butyrate}]}{dt} = r18 - r15 - r17
\]  
\[
\frac{d[\text{Acetone}]}{dt} = r16
\]  
\[
\frac{d[\text{CO}_2]}{dt} = r6 + r16
\]  
\[
\frac{d[\text{Butanol}]}{dt} = r19
\]  

Figure 1. Metabolic pathways in \textit{C. acetobutylicum ATCC824T.}  
Notes: Enzymes are indicated in bold and abbreviated as follows: Pta, phosphotransacetylase; AK, acetate kinase; CoAT, CoA transferase; PTB, phosphotransbutyrylase; BK, butyrate kinase; BDH, butyraldehyde dehydrogenase; BDH, butanol dehydrogenase [6,8].

\[
r1 = \frac{V_{\text{max}1}[\text{Glucose}][\text{Biomass}]}{K_{m1}\left(1 + \frac{[\text{Glucose}]}{K_{i1}}\right)} \cdot F_s
\]  
\[
r19 = \frac{V_{\text{max}19}[\text{BCoA}][\text{Biomass}]}{K_{m19}\left(1 + \frac{[\text{Butanol}]}{K_{i19}}\right)} \cdot F_s
\]  

where $F_s$ is value 1 or 0; its value is assumed to be 1 if glucose concentration is over 1.00 mM and 0 if it is under 1.00 mM. Here, we further clarify the r1 and r19 based on the simulation results shown in the paper:
The rate equation \(-r_{13}\) in Equation (7) indicating the death reaction of the cell is formulated in the reference [8] as follow:

\[
r_{13} = k_{13}[\text{Biomass}] \cdot \frac{d_1[\text{Butanol}]}{d_3[\text{Butanol}]} + d_4 + f_1[\text{Glucose}] + f_2 + f_3[\text{Glucose}] + f_4
\]  

(21)

We further propose to modify the rate equation \(r_{13}\) as in Equation (22), in addition to original model whose values of all the kinetic parameters of 70.6 mM of initial glucose was used [8]:

\[
r_{13} = k_{13}[\text{Biomass}] \cdot \frac{d_1[\text{Butanol}]}{d_3[\text{Butanol}]} + d_4 + f_1[\text{Glucose}] + f_2 + f_3[\text{Glucose}] + f_4
\]  

(22)

It should be mentioned that when glucose concentration is high compared to constant \(f_1\) and \(f_1\), the glucose inhibition term \(f_1[\text{Glucose}] + f_2\) will be reduced to \(\frac{d_1}{d_3}\); similarly, butanol concentration is high compared to constant \(d_1\) and \(d_3\), the butanol inhibition term \(\frac{d_1[\text{Glucose}]}{d_3[\text{Glucose}]} = \frac{f_3}{f_4}\) will be reduced to \(\frac{d_1}{d_3}\). Note also that the four parameters \(d_1 - d_4\) or \(f_1 - f_4\) can be further reduced to three parameters in case of all of the four parameters divided by selecting one parameter for \(d_i\) or \(f_i\) (where \(i = 1 \sim 4\)), respectively.

The optimization is implemented using SA Algorithm [17], which is a derivative-free stochastic method capable of approaching the global optimum. This assumption of modified model in Equation (22) is valid to minimize the sum of square error (SSE), as the objective function (G) formulated generally in (23), between experimental data \(X_{hik}^{\text{exp}}\) and simulation results \(X_{hik}^{\text{pred}}\).

\[
\text{min} G(p) = \sum_{i=1}^{nh} \sum_{j=1}^{ni} \sum_{k=1}^{nk} \left( W_{hik}(X_{hik}^{\text{pred}} - X_{hik}^{\text{exp}}) \right)^2 \times W_{hik} = 1/X_{hik}^{\text{exp}}
\]  

(23)

where

\[
\frac{dX_{hik}^{\text{pred}}(t)}{dt} = f(X_{hik}^{\text{pred}}(t), p)
\]  

(24)

where \(X^{\text{pred}}\) is the vector of predict state variables of the ordinary differential equations (ODEs) as expressed in Equation (24) and \(p\) is the vector of independent or decision parameters. In addition, \(nh, ni, nk\) are the number of the experiments, the state variables and the sample time points of the experimental data, respectively. It is solved by the ‘simulannealbnd’ solver in Matlab R2010a software package, which aims to find unconstrained or bound-constrained minimum of function of several variables using SA algorithm. Figure 2 demonstrates the diagram of incorporating the model identification into the SA optimization framework. To solve initial value problems for ODEs, the algorithms in the ode45 solvers is used for ‘nonstiff’ problem type in the medium order of accuracy. Here, the possible range of decision parameters \(d_1 - d_4\) and \(f_1 - f_4\) are all \([0, 600]\); however, if the number of the parameters in each inhibition terms in Equation (22) being further reduced to three parameters, then the upper bounds of the possible range can be estimated to be smaller. Optimal kinetic parameters are illustrated in Table 1 by fitting Equation (22) to experimental data of 70.6 mM of initial glucose with the value of SSE reduced from 4.4708 (original model as in Equation (21)) to 2.2955 (new model as in Equation (22)). As shown in Figures 3 and 4 (with the same kinetic parameters in Table 1 but 122 mM of initial concentration of glucose), the simulation results showed much more qualitative consistency with the experimental time-course data.

2.2. Modeling of Pervaporation Process

The mathematical model of Wenchang and Sikdar was utilized to simulate the pervaporation process [18]. The overall resistance is constructed by the three phases, namely, ‘the bulk, the membrane and the vapor’ as illustrated in Figure 5.

It is assumed that the mechanism describing the mass transfer of the solute consists of five steps [13]. This includes: (i) diffusion from the bulk feed stream to the feed–membrane interface, (ii) absorption into the membrane, (iii) diffusion through the membrane to the downstream, (iv) desorption into vapor at the permeate side, (v) diffusion from vapor–membrane interface to the bulk of the vapor phase.

Thus, the permeation flux through the boundary layer on the feed side of the membrane is formulated as:

\[
J_i = k_i \cdot \rho_L \cdot (X_{ib} - X_i^*)
\]  

(25)

where \(k_i\) is the liquid boundary layer mass transfer coefficient; \(\rho_L\) is the total molar volume concentration in liquid at the feed side; \(X_{ib}\) and \(X_i^*\) are the mole fractions of the component \(i\) at the bulk feed stream and the membrane interface, respectively. In this pervaporation model, superscript ‘*’ and subscript ‘b’ denote interface and bulk, respectively. If \(P_i^{\text{em}}\) is the partial pressure at the membrane interface at the permeate side and \(Q_i^m\) is the vapor permeability of the component \(i\) through the membrane (mol m/m² kPa s), the flux through the membrane may be expressed as:

\[
J_i = \frac{Q_i^m}{I}(P_i^a - P_i^*)
\]  

(26)
phase boundary layer, where $k_v$ is the mass transfer coefficient in the vapor boundary layer and $P_{ib}$ is the partial vapor pressure at the permeate side, may be defined as:

$$J_i = k_v(P_i^* - P_{ib})$$  \hspace{1cm} (27)
At steady state conditions, the molar flux has the same value at any location in the membrane. This may lead to a simple flux expression of Equation (26), by combining Equations (23)–(25), in which it is related directly to the downstream pressure.

\[ J_i = K_{OV,i} \left( P_i^o \cdot \gamma_i \cdot X_{ib} - P_{ib} \right) \; ; \; K_{OV,i} = Q_i / l \]  

(28)

where \( Q_i \) is the overall permeability [18] and \( K_{OV,i} \) is the overall mass transfer coefficient across the membrane:

\[ \frac{1}{K_{OV,i}} = \frac{P_i^o \cdot \gamma_i}{k_L \cdot \rho_L} + \frac{l}{Q_i^m} + \frac{1}{k_V} \]  

(29)

To further simplify the molar flux for the modeling of the unknown parameters, Equation (26) becomes as follows:

\[ J_i = K_i \left( C_{ib} - P_{ib} \right) \; ; \; \beta_i \frac{P_{ib}}{\alpha_i} = \frac{P_i^o \cdot \gamma_i}{\rho_L} \]  

(30)

where \( K_i \) is overall mass transfer coefficient (m/s), which is equal to \( K_{OV,i} \); \( \alpha_i \) here, \( K_i \) is revised from El-Zanati et al. [13]; \( C_{ib} \) and \( \rho_L \) are concentration of the component \( i \) and total component, respectively, at the bulk feed stream. Therefore, \( \rho_L = \sum C_{ib} \) such that \( C_{ib} = \rho_L \cdot X_{ib} \). The concentration \( C_{ib} \) is calculated as the mean value between the start and the end feed concentration, which is also written as \( C_{bm} \) [11,13]. In case downstream pressure is very small, ‘\( P_{ib} \rightarrow 0\)’, (28) can be simplified as \( J_i = K_i C_{bm} \). If the change of the concentration with time is linear, the arithmetic mean concentration is used, while logarithmic mean concentration can be used if it is nonlinear [19].

The change of mass of the contents of the feed tank is actually equivalent to the amount permeated by the total molar flux \( J_{tot} = \sum J_i \) or the total flux \( g/cm^2 \cdot s \) via the pervaporation cell. Therefore, the change of volume inside the tank \( V \) with time can be formulated as follows:

\[ \frac{dV}{dt} = -J_{tot} \frac{A_m}{\rho_L} \]  

(31)

where \( A_m \) is the membrane area (cm²). The change of the component \( (i) \) molar mass with time will be:

\[ \frac{d(C_{ib} \cdot V)}{dt} = V \frac{dC_{ib}}{dt} + C_{ib} \frac{dV}{dt} = -J_i A_m \]  

(32)

By substituting Equation (29) in (30), the change of the tank concentration with time can be described by:

\[ \frac{dC_{ib}}{dt} = -J_i A_m - C_{ib} \left( -J_{tot} \frac{A_m}{\rho_L} \right) \]  

(33)

The experimental results, as shown in Figure 6 where the acetate and butyrate concentration are not measured, for poly(ether-block-amide) (PEBA) membrane in the reference [20,21] are used to verify the developed model as Equations (28) and (31). The change of end-products concentrations in the feed tank during the pervaporation process was predicted using the developed model. The pervaporation membranes PEBA were synthesized with a total active area of 0.08 m² and an average thickness of 50 µm. To investigate the pervaporation performance, a model solution consisting of 4 g/L of acetone, 8 g/L of butanol, 1.33 g/L of ethanol, 3.5 g/L of acetic acid and 3.5 g/L of butyric acid was prepared to imitate the supernatant of cultivation broth. To decide the optimal parameters \( (K_i \) and \( \beta_i) \) in Equation (28), SA Algorithm is implemented to minimize the SSE between experimental data and simulation results. Here, the objective function is the value of SSE and the possible ranges of all the...
As indicated in Figure 4, the five end products of the metabolic pathways include: butanol, ethanol, lactate, acetate, butyrate, and acetone, which can be removed by membrane of PEBA. Therefore, batch models in Equations (8), (9), (13), (14), and (16) can be modified by the generation described in Equation (35). In addition, the only state constraint considered is for the final volume as follows:

Here, \( V_T \) is the volume of the tank, which is equal to 300 mL.

### 3. Dynamic Optimization of Semi-Batch ABE Fermentation with In Situ Pervaporation

#### 3.1. Modeling of Semi-Batch ABE with In-situ Pervaporation

To develop models for semi-batch ABE fermentation with in situ pervaporation, the volumetric feeding rate \((F)\) of glucose is introduced into the batch process formulations. Thus, the change of glucose and biomass concentration with time in Equations (1) and (7) become as follows:

\[
\frac{d[\text{Glucose}]}{dt} = -r_1 + \frac{F \times (S_0 - [\text{Glucose}])}{V} \tag{34}
\]

\[
\frac{d[\text{Biomass}]}{dt} = r_{12} - r_{13} - \frac{F}{V} \times [\text{Biomass}] \tag{35}
\]

For the end products of metabolic pathways in batch mode, the change of end products concentration with time can be generalized as:

\[
\frac{d[\text{Product}]}{dt} = r_p \tag{36}
\]

where \(r_p\) is the lump of bio-kinetics rate equations contributing to products formation. As mentioned in the pervaporation by membrane of PEBA, the permeate flux results in the loss of product concentrations as illustrated in Equation (31). Therefore, we reconstruct the general model for the change of products concentration with time as the following:

\[
\frac{d[\text{Product}]}{dt} = r_p - \frac{F}{V} \times [\text{Product}]
\]

\[
- J_p A_m - \frac{[\text{Product}]}{V} \left( - J_{tot} A_m \right)
\]

As indicated in Figure 4, the five end products of the metabolic pathways include: butanol, ethanol, lactate, acetate, butyrate, and acetone, which can be removed by membrane of PEBA. Therefore, batch models in Equations (8), (9), (13), (14), and (16) can be modified by the generation described in Equation (35). In addition, the only state constraint considered is for the final volume as follows:

\[
\frac{dV}{dt} = F - J_{tot} \frac{A_m}{\rho}; \quad V(t) \leq V^T \tag{38}
\]

Here, \( V^T \) is the volume of the tank, which is equal to 300 mL.

#### 3.2. Dynamic Optimization of Semi-Batch ABE with In-situ Pervaporation

##### 3.2.1. The Six-parameter Profile Generator Algorithm

Dynamic optimization of the semi-batch process is intended to find the optimal feeding profiles through time. In order to apply the SA algorithm to dynamic optimization of semi-continuous bioprocesses successfully, the construction of a control profile is required that mirrors subtle nature of biological kinetics. An appropriate methodology must allow discontinuous operations and nonlinear curves. In view of the complexity of CVP [22,23], an efficient mechanism of generating various control profiles that approximates the basis of the optimal control space is vitally important. The profile generator algorithm proposed by Choong [24] has shown to capture the comprehensive features of different curves comprising concavity, convexity and linearity by using six parameters. Basically, the mathematical formulation of six-parameter profile is

| Optimal results | \( K_{\text{Butanol}} \) | \( K_{\text{Acetone}} \) | \( K_{\text{Ethanol}} \) | \( K_{\text{Acetate}} \) | \( K_{\text{Butyrate}} \) | \( \beta_{\text{Butanol}} \) | \( \beta_{\text{Acetone}} \) | \( \beta_{\text{Ethanol}} \) | \( \beta_{\text{Acetate}} \) | \( \beta_{\text{Butyrate}} \) | \( G \) |
|----------------|------------------|-----------------|--------------------|------------------|-----------------|----------------|----------------|----------------|----------------|----------------|------|
| 1              | 1.4571           | 1.2621          | 2.4377             | 0.3208           | 1.0630          | 3.8997         | 4.1482         | 4.9391         | 3.8381         | 2.4496         | 0.9728 |
| 2              | 1.4556           | 1.2355          | 2.3428             | 0.3205           | 0.9823          | 1.7998         | 1.9103         | 4.6736         | 4.3014         | 4.6421         | 0.9218 |
| 3              | 1.5812           | 1.3468          | 2.0463             | 0.3227           | 1.0970          | 4.1488         | 3.3315         | 4.9658         | 2.7925         | 2.6824         | 0.8963 |
| 4              | 1.5176           | 1.2121          | 2.0964             | 0.3302           | 1.2675          | 1.4146         | 1.1580         | 4.6335         | 3.8812         | 1.9061         | 0.8901 |
| 5              | 1.6388           | 1.2324          | 2.3759             | 0.3537           | 0.9647          | 3.9004         | 2.7998         | 4.9218         | 1.5313         | 0.0201         | 0.8119 |
| 6              | 1.5503           | 1.2376          | 2.0586             | 0.3258           | 0.9001          | 0.8824         | 2.2050         | 4.0268         | 0.7576         | 0.4042         | 0.8662 |
| 7              | 1.5725           | 1.3060          | 2.1115             | 0.3438           | 1.2898          | 2.6674         | 2.0714         | 4.0000         | 0.6331         | 1.1433         | 0.9684 |
| 8              | 1.5428           | 1.3092          | 1.8569             | 0.3243           | 0.7666          | 1.5920         | 4.8434         | 2.5793         | 3.0180         | 0.0218         | 0.9959 |
| 9              | 1.7340           | 1.1301          | 2.0974             | 0.2671           | 1.2014          | 4.6061         | 1.4679         | 3.3050         | 1.8835         | 4.5259         | 1.0833 |
| 10             | 1.5693           | 1.3246          | 2.4243             | 0.3195           | 0.9588          | 4.9727         | 2.5634         | 4.8588         | 1.0249         | 0.9514         | 0.9035 |
composed of two distinct types of exponential function in the form of:

Type 1:

\[ X(t) = X_0 - (X_F - X_0) \cdot \left[ 1 - \frac{t}{t_{\text{total}}} \right]^{a_1} \] (39)

Type 2:

\[ X(t) = X_0 - (X_F - X_0) \cdot \left[ \frac{t}{t_{\text{total}}} \right]^{a_2} \] (40)

where the function \( X(t) \) is defined in the interval of operating time \( t \in [0, t_{\text{total}}] \) and the subscript 0 and F denote the initial (at \( t = 0 \)) and final values (at \( t = t_{\text{total}} \)), respectively. In addition, the power of the exponential function \( a_1 \) and \( a_2 \) are supposed to be positive numbers and greater than one. It is obvious that the difference between these two types of exponential function lies in its base variables, such that the power \( a_1 \) and \( a_2 \) represent convexity and concavity of the curves relatively. In addition to the above four parameters, the profiles can be controlled by connection of the two curves: the conjunction value (\( X_{\text{inter}} \)) and the scaling time location (\( t_{b_1} \)). The value of \( X_{\text{inter}} \) indicates the conjunction point of the two functions. The absolute value of \( t_{b_1} \) denotes the division of subinterval where the two curves join, while the sign of the value of \( t_{b_1} \) implies the arrangement of the type sequence. The positive intermediate peak location refers to the Type 1 function being used in the first sub-interval of \( 0 < t < \text{abs}(t_{b_1}) \) and the Type 2 in interval of \( \text{abs}(t_{b_1}) < t < 1 \). The negative intermediate peak location generates the opposite profiles [25]. Figure 7 illustrates the shape of profiles of the (I) Type1 + Type2 and (II) Type2 + Type1 corresponding to positive and negative intermediate point location.

### 3.2.2. The Integration of the Six-parameter Profile

In order to predict the liquid volume accumulated in the bio-reactors, the feeding flowrate constructed by the six-parameter profile is integrated mathematically. The analytical formulation of the integration of the six-parameter profile comprises the integral of Equations (37) and (38), respectively, as follows [24]:

Type 1:

\[
\int_{0}^{t} X(t) \, dt = X_F \cdot t - (X_0 - X_F) \cdot \left\{ -\frac{t_{\text{total}}}{A_1 + 1} \right\} \\
\times \left\{ 1 - \frac{t}{t_{\text{total}}} \right\}^{A_1+1} \] (41)

Type 2:

\[
\int_{0}^{t} X(t) \, dt = X_0 \cdot t - (X_0 - X_F) \cdot \left\{ \frac{t_{\text{total}}}{A_2 + 1} \right\} \\
\times \left\{ 1 - \frac{t}{t_{\text{total}}} \right\}^{A_2+1} \] (42)

where the initial conditions of both integrals is assumed to be zero and the solution of the integration constant in Equation (39) can be derived. If the rate of the feed is described by a six-parameter profile, the constraints imposed on the total volume charged into the bioreactor will be related to the integration of the six-parameter profile. This may incur feasibility problems where the constraints imposed on the control and state variables cannot be applied explicitly, and the solutions can only be directly controlled by implicitly the estimated feasible bounds of decision parameters.

### 3.2.3. Dynamic Optimization using SA

Dynamic optimization using SA is in fact the combination of simulation of processes models coupled with optimization framework in two separate domains [1]. The framework of SA involves the transition of objective value or performance index generated by randomly perturbing states or control variables based on processes of the Markov chain. As shown in Figure 8, the only interface between optimization and simulation processes is the evaluation of objective function. Here, the decision parameter for perturbation including the following:

\[
[X_0, X_F, X_{\text{inter}}, t_{b_1}, a_1, a_2, t_{\text{total}}, T_{\text{on}}, T_{\text{off}}, A_m]
\]

where \( X_0, X_F, X_{\text{inter}} \geq 0 \); \( t_{b_1} \in [-1, 1] \); \( \text{abs}(t_{b_1}) = t_{\text{max}} \); \( a_1 \) and \( a_2 \geq 1 \), \( t_{\text{total}} \in [0, 200] \); \( T_{\text{on}} \) and \( T_{\text{off}} \) are the time when the in situ pervaporation starts and terminates, respectively. Here, the practice of turning on and off of the pervaporation is by adding the relationship of \( A_m = 0 \) if \( t \) is outside the period of \([T_{\text{on}}, T_{\text{off}}]\). During the course of the optimization, the various profiles in an individual unit are governed by the above decision parameters; in each loop, a random number generator is used to produce a real number between the between 0 and 1. This real number is then compared against various perturbation probabilities. The choice of the control variable for perturbation is random and dictated by its perturbation probability. If the perturbation probabilities for the control variables are equal, then the total perturbations implemented at the end of the optimization are the same for each control variable. The perturbations of the chosen control variable are used to produce a real number between the user-specified lower and upper bounds.
control the feasible range for decision parameters within the range between two extreme bounds. However, the extreme bounds of the decision parameters that satisfy the optimization constraints relating to state variables may not be known explicitly. In addition, it is often the case that the global optimum exists at the boundaries of the constraints. Therefore, an alternative technique of MPC can be employed to solve the kind of indirect bounds for decision parameters subject to dependent infeasibility constraints.

The MPC is incorporated in order to predict the next feasible control corresponding to controls and state trajectories constraints, respectively. As can be observed in Figure 9, the MPC controller is employed in terms of two coordinates: the iteration of the new profile generation in the optimization framework (vertical iteration axis) and time domain in simulation processes (horizon time axis). At every entry of a new iteration point \( i_k \) in the SA optimization algorithm, one of the decision variables is selected according to the probability. The chosen decision variable is then randomly perturbed between the predefined upper bound and the lower bound. Thus,

3.2.4. Incorporation of Direct Search via Model Predictive Controller

The model predictive controller (MPC) is incorporated in order to predict the next feasible control corresponding to controls and state trajectories constraints, respectively. In addition to trial and error, several controlled search strategies can be exerted on the profile during the course of the optimization to tackle the feasibility constraints on both controls and state variables. One class of the major controlled search methodologies is the use of search region reduction and direct search methodology. In the former, the search region reduction can be implemented by reducing the sampling distribution according to the distance moved away from current value. The objective of the direct search methodology is to predict and control the feasible range for decision parameters within the range between two extreme bounds. However, the extreme bounds of the decision parameters that satisfy the optimization constraints relating to state variables may not be known explicitly. In addition, it is often the case that the global optimum exists at the boundaries of the constraints. Therefore, an alternative technique of MPC can be employed to solve the kind of indirect bounds for decision parameters subject to dependent infeasibility constraints.

The MPC is incorporated in order to predict the next feasible control corresponding to controls and state trajectories constraints, respectively. As can be observed in Figure 9, the MPC controller is employed in terms of two coordinates: the iteration of the new profile generation in the optimization framework (vertical iteration axis) and time domain in simulation processes (horizon time axis). At every entry of a new iteration point \( i_k \) in the SA optimization algorithm, one of the decision variables is selected according to the probability. The chosen decision variable is then randomly perturbed between the predefined upper bound and the lower bound. Thus,

### Table 3. Initial concentrations of each metabolite in the semi-batch ABE fermenter with \textit{in situ} pervaporation.

| Glucose (mM) | Biomass (mM) | Acetate (mM) | Butyrate (mM) | Butanol (mM) |
|--------------|--------------|--------------|---------------|--------------|
| 0 | 1.53 | 40.0 | 2.00 | 1.95 | 3.83 |

### Table 4. Optimal decision parameters for the semi-batch ABE with \textit{in situ} pervaporation (\( S_0 = 70.6 \text{ mM} \)).

| Optimal results | \( X_g \) | \( X_f \) | \( X_{inter} \) | \( t_b \) | \( a_1 \) | \( a_2 \) | \( T_{total} \) (h) | \( T_{on} \) (h) | \( T_{off} \) (h) | \( \Delta m \) (m²) | \( G \) = total butanol (mmole) |
|-----------------|-----------|-----------|---------------|--------|--------|--------|----------------|------------|-----------|----------------|------------------|
| 1               | 0.0701    | 25.8774   | 16.1431       | -0.9962 | 4.0589 | 6.2296 | 60.2989        | 2.3056     | 7.2103    | 0.0010         | 18.2135          |
| 2               | 0.0611    | 36.0730   | 12.2165       | -0.9473 | 12.8132 | 19.9996 | 137.0131       | 35.7303    | 39.4707    | 0.0021         | 22.2082          |
| 3               | 0.1028    | 34.3337   | 2.0364        | -0.8346 | 11.2832 | 16.8550 | 112.1297       | 43.3098    | 50.7228    | 0.0029         | 21.7890          |
| 4               | 0.0801    | 19.0101   | 17.0589       | -0.8217 | 4.8757  | 12.5361 | 163.4556       | 34.4358    | 73.8415    | 0.0010         | 21.9434          |
| 5               | 0.0990    | 7.8875    | 10.1297       | -0.9917 | 8.7600  | 9.8220  | 195.8500       | 107.8069   | 146.4110   | 0.0583         | 22.8001          |
| 6               | 0.0934    | 6.1442    | 36.3200       | -0.8080 | 17.7059 | 9.3425  | 176.4307       | 86.9055    | 93.6229    | 0.8211         | 21.8539          |
| 7               | 0.0610    | 38.6559   | 9.1883        | -0.9984 | 12.0490 | 11.7532 | 192.0147       | 178.5962   | 182.2896   | 0.0238         | 22.5897          |
| 8               | 0.1119    | 20.5076   | 1.5185        | -0.8917 | 5.7721  | 8.0572  | 154.5678       | 73.5032    | 77.5513    | 0.2446         | 21.7484          |
| Lower – upper bounds | 0 to 40 | 0 to 40 | 0 to 40 | -1 to 1 | 0 to 20 | 0 to 20 | 0 to 200 | 0 to 200 | 0 to 200 | 0 to 1 |
the controller is employed to predict the clear-cut feasible bounds of the decision variables corresponding to the constraints of both the control and state variables. In the simulation process, the continuous time horizon is divided into a finite number of sampling intervals where

the control profile is regarded as a piece-wise constant in each interval. The corresponding values of the state trajectories are then evaluated through the numerical integration in sequence. As illustrated in Figure 9 the evaluation is implemented based on the current time

Table 5. Optimal decision parameters for the semi-batch ABE with *in situ* pervaporation ($S_0 = 150$ mM).

| Optimal results | $X_0$       | $X_f$     | $X_{inter}$ | $\theta_1$ | $a_1$ | $a_2$ | $T_{total}$ (h) | $T_{on}$ (h) | $T_{off}$ (h) | $A_m$ (m²) | $G =$ total butanol (mmole) |
|-----------------|-------------|-----------|-------------|------------|-------|-------|-----------------|-------------|-------------|------------|--------------------------------|
| 1               | 0.0887      | 23.2618   | 24.9292     | -0.9872    | 9.0178 | 4.4132 | 181.0835        | 3.9783      | 58.6544     | 0.0003     | 39.3679                       |
| 2               | 0.2447      | 27.7401   | 34.2989     | -0.9034    | 6.6745 | 12.8167| 139.4982        | 70.6952     | 92.1952     | 0.4759     | 40.5546                       |
| 3               | 0.2871      | 7.8615    | 20.9092     | -0.6468    | 14.0410| 88.6351| 4.3926          | 66.5454     | 0.0000      | 39.3411    |                               |
| 4               | 0.1323      | 24.1843   | 0.1079      | 0.7351     | 3.8722 | 1.5651| 179.6663        | 132.4463    | 135.4117    | 0.0045     | 40.4852                       |
| 5               | 0.2685      | 20.1765   | 18.8124     | -0.8048    | 9.6960 | 9.9817| 93.9196         | 40.0318     | 46.0258     | 0.0010     | 39.5618                       |
| 6               | 0.2343      | 39.2129   | 21.9534     | -0.8623    | 4.9946 | 8.6187| 131.5264        | 71.1270     | 78.6639     | 0.9310     | 40.4211                       |
| 7               | 0.1528      | 14.8975   | 19.3788     | -0.7450    | 6.3726 | 17.0204| 181.5568        | 69.3259     | 91.0307     | 0.0012     | 41.3989                       |
| 8               | 0.1972      | 18.5473   | 3.9573      | -0.9997    | 1.8544 | 8.7603| 99.4000         | 80.3480     | 94.6917     | 0.6947     | 40.7042                       |
| Lower – upper bounds | 0 to 40    | 0 to 40   | 0 to 40     | -1 to 1    | 0 to 20| 0 to 20| 0 to 200        | 0 to 200    | 0 to 200    | 0 to 1     |                                |

Figure 6. Experimental data and simulation results of the component concentrations in the tank using the pervaporation membrane of PEBA.

Figure 7. The shape of profiles of the (I) Type1 + Type2 and (II) Type2 + Type1 corresponding to positive and negative intermediate point location.
3.2.5. Numerical Study

The problem formulated in the previous section results in a dynamic optimization using SA problem. It is also solved by the 'simulannealbnd' solver in Matlab R2010a software package, to solve initial value problems for ODEs, the ode45 solvers is used; however, we do notice that when the choice of the different ODE solvers can tackle 'stiff'

\[ t^k, \] which starts from the initial point, and moves into next sampling instant in the direction of the end of operating time. The model predictive controller works in the same manner as the integrator but the controller is designed to minimize error due to the bias between processes outputs (i.e. state trajectories) and the desired set points.

**Figure 8.** The incorporation of the control vector parameterization and model predictive controller into the Simulated Annealing optimization framework.

**Figure 9.** Two coordinates of the predictive control approach.
The glucose concentration of the feeding substrate is set to be 500 g/L and thus, with density of glucose 0.18 g/mmole, the total volume of the feed can be calculated. Table 3 lists the initial concentrations of each metabolite in the semi-batch ABE fermenter with in situ pervaporation. Tables 4 and 5 show the optimal decision parameters results for the semi-batch ABE fermenter with in situ pervaporation problems when the control profiles appear to be discontinuous. Here, the objective function is the equivalent total moles of butanol production, which includes the butanol remained in the bioreactor and the butanol separated by the pervaporation membrane. The design of the fed-batch cases are structured to compare to the batch experiments using the equivalent quantity of substrate. Here, the glucose concentration of the feeding substrate is set to be 500 g/L and thus, with density of glucose 0.18 g/mmole, the total volume of the feed can be calculated. Table 3 lists the initial concentrations of each metabolite in the semi-batch ABE fermenter with in situ pervaporation. Tables 4 and 5 show the optimal decision parameters results for the semi-batch ABE fermenter with in situ pervaporation.

Figure 10. Simulation results of the best optimized control using six-parameter fed-batch profile with in situ pervaporation ($S_0 = 70.6$ mM). (a) The feeding rate and working volume. (b) State trajectories. (c) Products separated by pervaporation.
The dynamic optimization results indicate that, with the same quantity of glucose used in batch processes, the optimized substrate feeding profile coupled with in situ pervaporation could improve the total butanol production to be equal to 22.59 mmole and 41.8452 mmole comparing to simulated batch results of 15.75 and 31.81 mmole in 70.6 and 150 mM batch processes respectively.

The latter case is compared to 122 mM batch experimental results referred to reference [8], which is equal to 28.5 mmole.

corresponding to initial glucose concentration ($S_0$) used in 70.6 mM and 150 mM batch bioreactors, respectively. The best optimized fed-batch with pervaporation is illustrated Figures 10 and 11, which are equivalent to glucose used in 70.6 and 150 mM batch bioreactor, respectively. The latter case is compared to 122 mM batch experimental results referred to reference [8], which is equal to 28.5 mmole.

Figure 11. Simulation results of the best optimized control using six-parameter fed-batch profile with in situ pervaporation ($S_0 = 150$ mM). (a) The feeding rate and working volume. (b) State trajectories. (c) Products separated by pervaporation.
It should be mentioned that Figure 10 illustrates the best performance index of total butanol 22.5897 (mmole) in Table 4, where the total reaction time ($T_{\text{total}}$) is 192.0147 (h) and the time when the in situ pervaporation starts ($T_{\text{on}}$) and terminates ($T_{\text{off}}$) are 178.5962 (h) and 182.2896 (h) with $Am$ being 0.0238 (m²). As shown in Figure 10, the flow rate terminates due to the full reactor volume at about 120 (h), and afterward the butanol concentration reach its highest concentration and therefore the pervaporation starts. In addition, Figure 11 represents the best performance index of total butanol 41.8452 (mmole) in Table 5, where the total reaction time ($T_{\text{total}}$) is 179.6663 (h) and the time when the in situ pervaporation starts ($T_{\text{on}}$) and terminates ($T_{\text{off}}$) are 132.4463 (h) and 135.4117 (h) with $Am$ being 0.0045 (m²). As shown in Figure 11, the flow rate terminates due to the full reactor volume at about 136 (h), however the butanol concentration reach high concentration so as to activate pervaporation before terminal feeding. In the above-mentioned two cases, the duration of the pervaporation time are very short compared to total reaction periods, where perhaps the low flowrate and long period of reaction have compensated the inhibitions of products.

4. Conclusion

In this study, we propose the modified rate equation indicating the death reaction of the cell by introducing glucose and butanol inhibition terms. Secondly, the model identification of the modified kinetic and pervaporation model parameters using the SA algorithm. Finally, dynamic optimization incorporating into the SA using direct search by the specified model predictive controller is demonstrated. A case study of glucose to ABE semi-batch production with in situ pervaporation has been illustrated to improve final butanol produced comparing to batch processes. In the future, if the simulation results could further be validated by the experimental data, the intensification on specific region of process design would be possible by reconstructing the precise models to enhance the practical applications.
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