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Abstract—This paper proposes an analytical framework for modelling resource contention in multi-robot systems, where the travel times and task durations are uncertain. It uses several approximation methods to quickly and accurately calculate the probability distributions describing the times at which the tasks start and finish. Specific contributions include exact and fast approximation methods for calculating the probability of a set of independent normally distributed random events occurring in a given order, a method for calculating the most likely and n-th most likely orders of occurrence for a set of independent normally distributed random events that have equal standard deviations, and a method for approximating the conditional probability distributions of the events given a specific order of the events. The complete framework is shown to be faster than a Monte Carlo approach for the same accuracy in two multi-robot task allocation problems. In addition, the importance of incorporating uncertainty is demonstrated through a comparison with a deterministic method. This is a general framework that is agnostic to the optimisation method and objective function used, and is applicable to a wide range of problems.

I. INTRODUCTION

Multi-Robot Task Allocation (MRTA) problems arise in many scenarios, and involve assigning a set of robots to a set of tasks. Much of the existing solution methods assume deterministic robot dynamics, and ignore the effects of resource contention. This paper explicitly models uncertainty in the travel times and task durations of the robots, and the effects that result from multiple robots using mutually exclusive resources. An analytical framework for calculating the cost of a set of task assignments is developed, and it is shown to outperform deterministic and Monte Carlo approaches.

This work is motivated by multi-robot scenarios where there is a shared resource that cannot be used by all of the robots at once, such as an intersection or a recharging point, as well as situations where the robots cannot perform their tasks in parallel and must wait for previous robots to finish before commencing their task, such as construction and maintenance tasks. The techniques developed in this paper for modelling these effects are applicable to a wide range of robotics scenarios such as multi-robot path planning [1] and planning for recharging robots [2], as well as other scenarios such as machine shop scheduling [3]. While there is literature on MRTA problems that incorporate either uncertainty [4], [5], [6], [7] or resource contention [8], [9], to the best of the authors’ knowledge this is the first work to combine the two. The framework developed in this paper analytically calculates the probability distributions describing the times at which the tasks are started and completed. This framework is independent of the choice of optimisation method used, facilitates the use of any objective function, and can also be used in conjunction with chance constraints. In addition to the framework, specific contributions of this paper include:

• exact and fast approximation methods for calculating the probability of a set of independent normally distributed random events occurring in a given order;
• a method for calculating the most likely and n-th most likely orders of independent normally distributed random events, when the standard deviations of the occurrence times for each event are equal; and
• a normal approximation to the conditional probability distribution describing a random event given a specific order of events.

In the following sections, Section II presents an overview of related literature, and Section III develops the analytical framework. Section IV then evaluates the utility of the framework in two simulation examples, and Section V concludes the paper with suggestions for future research.

II. RELATED LITERATURE AND BACKGROUND

MRTA problems have been extensively studied in the literature—a recent review of the state-of-the-art solution methods for MRTA problems is presented in [10]. The authors note that solving MRTA problems with complex constraints, including uncertainty and resource contention, is still an open question. Uncertainty has been considered by several papers, but has been dealt with by each in different ways. The interval Hungarian algorithm was developed in [4] to deal with problems that have uncertainty in the utility estimate of a given assignment. This method relies on knowing the Probability Density Function (PDF) describing the utility. The interval Hungarian algorithm can be applied to problems with resource contention, using the framework developed in this paper to calculate the PDFs of the utility. Task allocation in teams consisting of both robots and humans was considered by [5], where humans have the option of rejecting a task assignment. They developed a replanning algorithm using a multi-agent Markov decision process that incorporated the probability that a human will reject the task. Finally, sensitivity analysis approaches were used in [6], [7] to quantify when a task assignment should be recomputed in response to changes in the environment. The effect of resource contention was not included in any of the above papers.
Resource contention was considered in [8], where a team of robots operating in an office building frequently encountered areas where only one robot could operate at a time, such as doorways and cluttered corridors. The authors introduced a decentralised method that used aggression signalling to resolve interactions during task execution. A method for calculating the optimal task assignment in scenarios with resource contention was developed in [9]. The costs associated with the resource contention were modelled using a penalisation function, and they showed that the problem is NP-hard when the penalisation function is polynomial-time computable. Their approach used Murty’s ranking algorithm to find next best assignments when ignoring contention costs, and then evaluated these assignments with the contention costs included. The above approach could be used in conjunction with the framework developed in this paper for scenarios where uncertainty is also considered.

The proposed framework developed in this paper uses a number of approximations for performing operations on normal distributions. Two existing approximations that are used in the framework are introduced in the following subsections.

A. Maximum of normally distributed random variables

This subsection presents an approximation for the mean and variance of the maximum of two independent normally distributed variables, originally presented in [11]. Consider $X \sim \mathcal{N}(\mu_X, \sigma_X^2)$ and $Y \sim \mathcal{N}(\mu_Y, \sigma_Y^2)$. Let

$$\alpha = \sqrt{\sigma_X^2 + \sigma_Y^2}, \quad \beta = \frac{\mu_X - \mu_Y}{\alpha}.$$  

(1)

Using the following notation:

$$\phi(x) = \frac{\exp(-x^2/2)}{\sqrt{2\pi}}, $$

(2)

$$\Phi(x) = \int_{-\infty}^{x} \phi(t) \, dt = \frac{1}{2} \left( 1 + \text{erf}\left( \frac{x}{\sqrt{2}} \right) \right), $$

(3)

where erf(.) is the error function, defined as

$$\text{erf}(t) = \frac{2}{\sqrt{\pi}} \int_{0}^{t} \exp(-\tau^2) \, d\tau, $$

(4)

$\max(X, Y)$ is approximated by a normal distribution, $Z \sim \mathcal{N}(\mu_Z, \sigma_Z^2)$, where

$$\mu_Z = \mu_X \Phi(\beta) + \mu_Y \Phi(-\beta) + \alpha \phi(\beta), $$

(5)

$$\sigma_Z^2 = (\mu_X^2 + \sigma_X^2) \Phi(\beta) + (\mu_Y^2 + \sigma_Y^2) \Phi(-\beta) + (\mu_X + \mu_Y) \alpha \phi(\beta) - \mu_Z^2.$$  

(6)

For more than two variables, the author suggests recursively applying the above approximation to pairs of variables.

B. Conditioning normally distributed random variables

This subsection summarises a method presented in [12] for calculating the mean and variance of a normally distributed random variable, $B$, that is conditioned on other independent normally distributed random variables, $A$ and $C$, to satisfy the inequality $A < B < C$. This method can be used to calculate $(B|B < C)$ and $(B|A < B)$ by using $\mu_A = -\infty$ and $\mu_C = \infty$ respectively. The mean and variance of the conditional probability distribution are denoted as $\mu_B$ and $\sigma_B^2$ respectively. First, the random variables are transformed such that $B$ is described by a standard normal distribution. This yields transformations of $A$ and $C$ to $D$ and $E$ respectively:

$$D \sim \mathcal{N}(\mu_D, \sigma_D^2), \quad E \sim \mathcal{N}(\mu_E, \sigma_E^2), $$

(7)

where:

$$\mu_D = \frac{\mu_A - \mu_B}{\sigma_B}, \quad \sigma_D^2 = \frac{\sigma_A^2}{\sigma_B^2} $$

$$\mu_E = \frac{\mu_C - \mu_B}{\sigma_B}, \quad \sigma_E^2 = \frac{\sigma_C^2}{\sigma_B^2}. $$

(8)

(9)

Then, the mean of the conditional probability distribution is given by

$$\mu_N = \frac{1}{\sqrt{2\pi}} \left[ \frac{\exp\left( -\frac{\mu_D^2}{2(\sigma_D^2 + 1)} \right)}{\sqrt{\sigma_D^2 + 1}} \right] - \frac{1}{\sqrt{2\pi}} \left[ \frac{\exp\left( -\frac{\mu_E^2}{2(\sigma_E^2 + 1)} \right)}{\sqrt{\sigma_E^2 + 1}} \right], $$

(10)

and the variance is given by

$$\sigma_N^2 = \frac{1}{\sqrt{2\pi}} \left[ \frac{2}{\sqrt{\sigma_D^2 + 1}} \left( \frac{\mu_D}{\sigma_D^2 + 1} - \mu_N \right) \exp\left( -\frac{\mu_D^2}{2(\sigma_D^2 + 1)} \right) \right] + \frac{2}{\sqrt{2\pi}} \left[ \frac{2}{\sqrt{\sigma_E^2 + 1}} \left( \frac{\mu_E}{\sigma_E^2 + 1} - \mu_N \right) \exp\left( -\frac{\mu_E^2}{2(\sigma_E^2 + 1)} \right) \right]. $$

(11)

(12)

The new mean and standard deviation are then transformed back to the original reference frame to give $\hat{\mu}_B$ and $\hat{\sigma}_B^2$:

$$\hat{\mu}_B = \mu_N \sigma_B + \mu_B, \quad \hat{\sigma}_B^2 = \sigma_N^2 \sigma_B^2.$$  

(13)

The approach used to derive the above method is reliant on the condition that $\mu_A < \mu_C$, and the assumption that the probability distributions describing $A$ and $C$ have limited overlap.
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III. Framework

This section develops the analytical framework for modelling resource contention when uncertainty is considered. Two cases are examined—in the first, the order in which the robots must use the resource is specified, while in the second, the order is simply the order in which they arrive. The robots have a time that they arrive at and begin queuing for the resource, $T^a_X$, and a duration for using the resource, $D_X$, that are independent normally distributed random variables, where $X$ identifies the robot.

For the first case, consider a simple example of two robots, $A$ and $B$, that both need to perform an action at the same location. Only one robot can perform their action at the location at a time, so the second robot may have to wait for the first robot to complete its action before commencing its own action. If robot $A$ must perform its action before $B$, then the time that robot $A$ starts its action, $T^a_A$, is simply the time that it arrives at the location, $T^a_X$. The time that it finishes the action at, $T^f_A$, is given by:

$$T^f_A = T^a_A + D_A,$$

where the mean and variance of $T^f_A$ are the sum of the means and variances respectively of $T^a_A$ and $D_A$. Since robot $B$ can only commence its action after $A$ has finished, the time that robot $B$ starts its action, $T^b_B$, is given by:

$$T^b_B = \max(T^f_A, T^b_B),$$

where the max is calculated using the approximation described in Section II-A. The time that robot $B$ completes its action, $T^f_B$, is then given by:

$$T^f_B = T^b_B + D_B.$$

For 3 or more robots, the start and finish times of their actions are calculated by iteratively applying Eqs. (15) and (16) with respect to the previous robot to perform its task.

The second case, where the order in which the robots use the resource is not specified but is instead determined by when the robot begins queuing for the resource, exhibits a First-In First-Out (FIFO) property. Consider a similar multi-robot scenario to the first case where two robots, $A$ and $B$, travel to a location and perform a task. In contrast to the first case, the first robot to arrive at the location is the first to perform its task. For two robots, there are two possible orders in which the tasks can be performed—$A$ followed by $B$, and $B$ followed by $A$. To calculate the completion time for each robot, both orders must be considered. Consider the case where $A$ arrives before $B$. The time that $A$ starts its task is first conditioned on the order in which the robots arrive:

$$T^a_A | T^a_A < T^b_B) = (T^a_A | T^a_A < T^b_B).$$

The time that $A$ completes its task is given by:

$$T^f_A | T^a_A < T^b_B) = (T^a_A | T^a_A < T^b_B) + D_A.$$

The time that $B$ starts its task is then calculated as:

$$T^b_B | T^a_A < T^b_B) = \max \left( (T^f_A | T^a_A < T^b_B), (T^b_B | T^a_A < T^b_B) \right),$$

and the time that $B$ completes its task is given by:

$$(T^f_B | T^a_A < T^b_B) = (T^b_B | T^a_A < T^b_B) + D_B.$$

The completion time for each robot, considering all orders of arrival, is calculated by summing the probability weighted completion times for each order of arrival. For robot $A$:

$$T^f_A = P(T^a_A < T^b_B)(T^f_A | T^a_A < T^b_B) + P(T^b_B < T^a_A)(T^f_A | T^b_B < T^a_A),$$

where $P(T^a_X < T^b_Y)$ is the probability that $X$ arrives before $Y$. This process extends to $n$ robots, with the downside that there are $n!$ orders of arrival that have to be considered.

The following subsections present methods for calculating the arrival times conditioned on the order of arrival (Section III-A) and the probability of an order of arrival (Section III-B). A method for reducing the number of orders of arrival that are considered based on Mutry’s ranking algorithm is developed in Section III-C.

A. Conditioning the arrival times on the order of arrival

A method for calculating the mean and variance of the random variable $T^a_B$ conditioned on the arrival order $ABC$, $(T^a_B | T^a_A < T^b_B < T^c_B)$, was presented in Section II-B.

1) Extension to general conditions: For cases where the conditions listed in Section II-B are not met, the method is a poor approximation of the mean and variance. To apply this approach in such situations, it is proposed that $T^a_A$ and $T^c_B$ be applied one at a time. Applying these conditions one at a time involves using the procedure from Eq. (7) to Eq. (13) with one of the distributions set to either $-\infty$ or $\infty$, and then using the result of that procedure as the distribution for $T^a_B$ when applying the remaining condition.

The order in which the conditions are applied can impact the resultant distribution. In order to determine the order in which the conditions should be applied, a decision tree was learnt using the scikit-learn [13] module for Python. The three choices of method are:

1) apply $T^a_A$ and $T^c_B$ together;
2) apply $T^a_A$ followed by $T^c_B$; and
3) apply $T^c_B$ followed by $T^a_A$.

The decision tree to determine which method to use is presented in Figure 1. The parameters $\gamma$ and $\delta$ are an overlap metric and shape metric respectively, as defined in [12]:

$$\gamma = \frac{\mu_C - \mu_A}{\sigma_C + \sigma_A}, \quad \delta = \log \left( \frac{\sigma_A}{\sigma_C} \right).$$

The decision tree was trained on over 200,000 different combinations of values for $T^a_A$ and $T^c_B$, and a separate set of 10,000 combinations of randomly sampled values was used for evaluation. Kullback-Leibler (KL) divergence was used as a measure of error between the method selected by the decision tree and the best method. The best method was selected in 84.8% of cases. For all cases, the average and Root Mean Squared (RMS) KL divergences were 3.1E–3 and 9.4E–2 respectively, and for cases where the incorrect decision was made they were 2.0E–2 and 2.4E–1.
respectively. The majority of the error was accrued in a few cases where the distributions \(T_A^a\) and \(T_B^a\) have a very low probability of satisfying \(T_A^a < T_B^a\), resulting in a very high KL divergence (> 1). Thus, even though this is a poor approximation in a small number of cases, it will have a negligible impact on the result when it is multiplied by the probability of that order occurring.

2) Iteratively applying conditions: So far, only the second robot to arrive in a group of three robots has been considered. Analytically calculating the mean and variance for the conditional arrival time of the other robots is a challenging problem. Instead, it is proposed that the conditions be applied iteratively, thus enabling any number of robots to be considered. For example, the conditional arrival time of the first robot, \((T_A^a|T_B^a < T_C^a\)), can be calculated as:

\[
(T_A^a|T_B^a < T_C^a) = (T_A^a|T_B^a < T_C^a|T_B^a < T_C^a|T_B^a < T_C^a). \tag{23}
\]

B. Calculating the probability of an order of arrival

First, consider two robots with arrival times \(T_A^a\) and \(T_B^a\). The probability that \(A\) arrives before \(B\) is given by:

\[
P(T_A^a < T_B^a) = \int_{-\infty}^{0} p_{T_A^a - T_B^a}(t)dt, \tag{24}
\]

where \(t\) is time, and \(p_{X}(t)\) denotes the PDF of the random variable \(X\). If \(T_A^a \sim N(\mu_A, \sigma_A^2)\) and \(T_B^a \sim N(\mu_B, \sigma_B^2)\), then:

\[
P(T_A^a < T_B^a) = \frac{1}{2} \left[ 1 + \text{erf} \left( \frac{\mu_B - \mu_A}{\sqrt{2(\sigma_A^2 + \sigma_B^2)}} \right) \right]. \tag{25}
\]

Extending to three robots, \(A, B, \) and \(C\), the probability that \(A\) arrives before \(B\), and that \(B\) arrives before \(C\), is:

\[
P((T_A^a < T_B^a) \cap (T_B^a < T_C^a)) = P(T_A^a < T_B^a) \times P(T_B^a < T_C^a|T_A^a < T_B^a). \tag{26}
\]

It is possible to formula this as a multivariate normal distribution through a linear transformation. Let \(X = T_A^a - T_B^a\) and \(Y = T_B^a - T_C^a\), then:

\[
M = \begin{bmatrix} X \\ Y \end{bmatrix} = \begin{bmatrix} 1 & -1 \\ 0 & 1 \end{bmatrix} \begin{bmatrix} T_A^a \\ T_B^a \end{bmatrix}, \tag{27}
\]

\[
\mu = \begin{bmatrix} \mu_A \\ \mu_B \\ \mu_C \end{bmatrix}, \quad \Sigma = \begin{bmatrix} \sigma_A^2 & 0 & 0 \\ 0 & \sigma_B^2 & 0 \\ 0 & 0 & \sigma_C^2 \end{bmatrix}. \tag{28}
\]

The multivariate normal distribution, \(M\), then has mean, \(\mu_M\) and covariance, \(\Sigma_M\), calculated using a linear transformation:

\[
\mu_M = S\mu, \tag{29}
\]

and:

\[
\Sigma_M = S\Sigma S^T. \tag{30}
\]

The probability \(P((T_A^a < T_B^a) \cap (T_B^a < T_C^a))\) is calculated by evaluating the Cumulative Distribution Function (CDF) of \(M\) at \(X = 0\) and \(Y = 0\). Unfortunately, no analytical solution exists for the CDF of a multivariate normal distribution [14]. However, a numerical approximation approach based on [15] is readily available as the \textsf{mvnun} function in the \texttt{stats.mvn} module of the Scipy package for Python.

The \textsf{mvnun} function is computationally expensive, especially for high-dimensional multivariate distributions. If there are independent parts of the distribution (e.g., \(P((T_A^a < T_B^a) \cap (T_B^a < T_C^a) \cap (T_B^a < T_E) \cap (T_B^a < T_F))\) where \(ABC\) are independent from \(DEF\), then, in practice when using \textsf{mvnun}, it is significantly faster to calculate the probabilities of each independent part separately and simply multiply the probabilities together, than to compute the probability using the entire multivariate distribution.

1) Estimating the probability: Due to the large number of possible orders of arrival when considering multiple robots, calculating the probability of every order of arrival using \textsf{mvnun} can result in long computation times. For example, with 8 robots, there are over 40,000 possible orders of arrival. In this case, \textsf{mvnun} takes 3ms to compute the probability of one arrival order, requiring a total of 120s to calculate the probability of every order. It is therefore desirable to have a fast method of estimating the probability to use either in place of \textsf{mvnun} or to allow unlikely arrival orders to be discarded before \textsf{mvnun} is called. Using conditional probabilities, the probability of a given arrival order of \(n\) robots is:

\[
\tilde{P} \left( (T_i^a < T_j^a) \cap \cdots \cap (T_{n-1}^a < T_i^a) \right) = \prod_{i=n}^{i=n} P \left( (T_{i-1}^a < T_j^a \forall j \in \{3, \ldots, i\}) \right). \tag{31}
\]
To estimate this probability, the conditional probability distributions are approximated as normal distributions using the approach presented in Section III-A, and the probability of each pair of distributions is then calculated using Eq. (25).

C. Finding the n-th most likely order of arrival

Another method of reducing the computational requirements of the framework is to only consider likely orders of arrival. Thus, it is desirable to be able to determine what the most likely orders of arrival are. In the general case, this requires an exhaustive search over all orders of arrival. This section considers the special case where the standard deviations of the arrival time for each robot are equal. In this case, the n-th most likely order of arrival can be found using a similar approach to Murty’s ranking algorithm for efficiently ranking assignments by their cost [16].

**Theorem 1:** The most likely order of arrival is the order in which the mean arrival times are ascending.

**Proof:** See Appendix I for full proof.

Summary: The proof presented in Appendix I shows that ordering any pair of neighbouring robots in a sequence of arriving robots by their mean arrival times will result in a higher probability order of arrival than the opposite ordering. Applying this to all pairs of robots leads to the conclusion that the most likely order of arrival is obtained by sorting the robots by their mean arrival times. □

**Corollary 1:** The second most likely order of arrival can be found by swapping one pair of neighbouring robots in the most likely order of arrival.

**Corollary 2:** The n-th most likely order of arrival can be found by swapping at most n−1 pairs of neighbouring robots when starting with the most likely order.

**Corollary 3:** The (n + 1)-th most likely order of arrival can be found by swapping one pair of neighbouring robots in one of the n most likely orders.

Together, Corollaries 2 and 3 enable the application of an approach similar to Murty’s ranking algorithm, detailed in Algorithm 1. The algorithm takes as input the list of arrival time distributions and a probability threshold, and returns a list of orders of arrival that has a sum probability greater than the input threshold. It first finds the most likely order of arrival on Line 1. While the sum probability is less than the threshold (Line 3), neighbouring orders of the most likely order found up to that point are considered. The i-th most likely order is then found on Line 7. While this approach is only guaranteed to search through the orders of arrival in the order of their likelihood for cases where the distributions describing the arrival times have equal standard deviations, it can be applied to cases where the standard deviations are not equal with the loss of this guarantee.

### Algorithm 1: Calculate the most likely orders of arrival

| Input | List of arrival time distributions, T, probability threshold, φ |
|-------|---------------------------------------------------------|
| Output| List of orders of arrival, L |

1. $O \leftarrow $ T sorted by mean values
2. $L \leftarrow $ list($O$), i $\leftarrow$ 2
3. while $\sum (p(Q) \forall Q \in L) < φ$ do
4.   for $Y \in$ unvisited neighbours of $O$ do
5.     Append $Y$ to $L$
6.   Sort $L$ by probability
7.   $O \leftarrow$ i-th entry in $L$
8.   i $\leftarrow$ i + 1

A. Scenario 1: Task order is specified

The first scenario consisted of a heterogeneous fleet of 4 different types of robots performing assembly tasks at four locations. There were 4 robots of each type, giving a total of 16 robots. As the tasks must be executed in a specific order, some robots may have to wait for others to complete their tasks before commencing its own task. The problem was to allocate one robot of each type to each location. 100 random instances were considered. In each instance, the means and standard deviations of the distributions describing the uncertain travel times and uncertain task durations of each robot were randomly selected. The optimisation objective was to minimise the expected cost of the construction, where cost is incurred if the construction takes longer than a specified deadline, $\kappa$. The analytical framework presented in this paper enables the calculation of the random variable describing the time at which the construction is completed, $T$. From this, the expected tardiness, $\pi$, is calculated as:

$$\pi = E(\max(0, T - \kappa)) = \frac{\mu_T - \kappa}{2} \left(1 + \text{erf} \left(\frac{\mu_T - \kappa}{\sigma^2 \sqrt{2}}\right)\right) + \frac{\sigma}{\sqrt{2\pi}} \exp \left(-\frac{(\mu_T - \kappa)^2}{2\sigma^2}\right),$$

where $E(X)$ is the expected value of the $X$.

Deterministic (D) and Monte Carlo (M) approaches were used as benchmarks for the analytical method (A), with the number of samples used in the Monte Carlo method varied between 5 and 80. An exhaustive search over all possible allocations was used for testing each method, and ground truth costs were evaluated using a Monte Carlo method with 100,000 samples. Figure 2 shows the performance of each method versus its calculation time. For each random instance, the cost of the lowest cost assignment found by any method was subtracted from the cost for each method and then
calculate the probability of an order of arrival (A), and the estimation presented in Section III-B.1 (A_Est). Algorithm 1 was also used in conjunction with A to limit the number of orders considered, and values of 80%, 90%, 95%, 99% and 100% were used for the probability threshold. These approaches were benchmarked against a deterministic approach (D), and a Monte Carlo approach (M). The number of samples used in M was varied between 10 and 10,000 for the cases where \( n \leq 5 \), and between 10 and 100,000 for the case where \( n = 6 \). As only one controlled robot goes to each collection location, the cost incurred by one of the controlled robots does not depend on the assignments of the other controlled robots. Therefore, the cost associated with each robot being assigned to each task can be calculated prior to the optimisation and the Hungarian algorithm [17] can then be used to calculate the optimal allocation. Ground truth costs were evaluated using a Monte Carlo method with 100,000 samples when \( n \leq 5 \), and 1,000,000 samples when \( n = 6 \).

Figure 3 shows the results for each method versus the calculation time for \( n \in \{1, 3, 6\} \). As can be seen, the A method consistently achieved the lowest cost solutions when using a probability threshold of 100%. This came at the expense of calculation time as the number of external robots was increased. Lowering the probability threshold resulted in lower calculation times at the expense of solution cost. This highlights the necessity of considering as many of the orders of arrival as possible in order to calculate an accurate representation of the cost of an assignment. The A_Est approach gave a reduction in calculation time of a factor of approximately 5 over the A approach with a probability threshold of 100%, with only a marginal increase in the solution cost. In the case where \( n = 6 \), the proposed approaches produced similar results to the M approach using 100,000 samples. However, the proposed approaches had the benefit of higher consistency in this case. Similar to the previous scenario, the D results were several orders of magnitude higher than the approaches incorporating uncertainty.

The number of orders of arrival considered by the A method suffers from factorial growth as the number of external robots is increased. These results suggest that, for cases where \( n > 6 \) and the robots arrive at similar times, the M approach will outperform the A and A_Est approaches. However, if it is possible to separate the robots into multiple groups where the probability that any of the robots in an earlier group will arrive after any of the robots in a later group is negligible, then the proposed approaches are potentially more suitable. The computationally expensive parts of the approaches were calculating the probability of an order of arrival (81% of calculation time for A, 18% of calculation time for A_Est) and conditioning the arrival times on the order of arrival (14% of calculation time for A, 58% of calculation time for A_Est).

V. CONCLUSION

This paper presented an analytical framework for modelling timing uncertainty and resource contention in multi-
robot scenarios. The framework was shown to significantly outperform deterministic approaches, and produce more accurate results than Monte Carlo methods with similar run-times. A key advantage of this approach over numerical methods is that it produces an accurate probability distribution of the result that can then be exploited in optimisation methods through approaches such as chance constrained programming. Certain aspects of the framework suffer from factorial computational complexity with the number of robots considered. Thus, the most promising avenues for future work focus on developing methods of segmenting the problem so that the number of robots considered by the framework at each resource is minimised. For example, splitting the robots into different arrival groups such that the arrival orders of each group can be considered separately. Other suggestions for future work include integrating this framework with an optimisation method such as branch and bound that considers partial solutions to further reduce the number of orders of arrival considered, and more accurately modelling other effects resulting from interactions between robot such as local collision avoidance.

**Appendix I**

**Proof of Theorem 1**

This section proves the claim of Theorem 1 that the most likely order of arrival in the case where the variances of the arrival times are equal is the order in which the mean arrival times are ascending. This can be restated as, for any number of independent normally distributed random variables with equal variances, the most likely sequence of the random variables resulting from sorting using their actual values is the sequence in which the random variables are sorted by their mean values.

Consider two neighbouring random variables, $X$ and $Y$, in a sequence of random variables, where $X$ and $Y$ are independent and normally distributed, $X \sim \mathcal{N}(\mu_X, \sigma^2)$ and $Y \sim \mathcal{N}(\mu_Y, \sigma^2)$, with $\mu_X < \mu_Y$ and equal variances. This section will show that, regardless of the random variables before and after $X$ and $Y$, the probability that $X$ occurs before $Y$ is higher than the probability that $Y$ occurs before $X$. Let $a$ and $b$ be constants representing the values taken by the random variables immediately before and after $X$ and $Y$. Then this can be stated mathematically as:

$$P(X < Y | a < X < b, a < Y < b) > P(Y < X | a < X < b, a < Y < b).$$

(33)

**Lemma 1:** $p_{X|a<X<b}(x) = p_{Y|a<Y<b}(x)$ for one and only one value of $x$.

**Proof:** The probability distribution function $p_{X|a<X<b}(x)$ is a normal distribution that is truncated between $a$ and $b$. The PDF of a truncated normal distribution is given by:

$$p_{X|a<X<b}(x) = \frac{1}{\sigma} \phi \left( \frac{x - \mu_x}{\sigma} \right) - \Phi \left( \frac{b - \mu_x}{\sigma} \right),$$

(34)
for \( a \leq x \leq b \), and 0 otherwise, where \( \phi(.) \) and \( \Phi(.) \) are defined in Eqs. (2) and (3) respectively. As the integrals of \( p_{X|a<X<b}(x) \) and \( p_{Y|a<Y<b}(x) \) are both 1, it follows that they must intersect at least once in the range \( a < x < b \). The following proof shows that they intersect at most once:

\[
\Phi \left( \frac{b-\mu_X}{\sigma} \right) - \Phi \left( \frac{a-\mu_Y}{\sigma} \right) = \Phi \left( \frac{b-\mu_Y}{\sigma} \right) - \Phi \left( \frac{a-\mu_X}{\sigma} \right)
\]

(36)

\[
\phi \left( \frac{x-\mu_X}{\sigma} \right) - \phi \left( \frac{x-\mu_Y}{\sigma} \right) = \phi \left( \frac{x-\mu_Y}{\sigma} \right) - \phi \left( \frac{x-\mu_X}{\sigma} \right).
\]

(37)

Let:

\[
c = \frac{\Phi \left( \frac{b-\mu_X}{\sigma} \right) - \Phi \left( \frac{a-\mu_Y}{\sigma} \right)}{\Phi \left( \frac{b-\mu_Y}{\sigma} \right) - \Phi \left( \frac{a-\mu_X}{\sigma} \right)}.
\]

(38)

Substituting Eq. (2) into Eq. (37), taking the natural logarithm, and rearranging for \( x \) gives:

\[
x = \frac{2\sigma^2 \ln(c) + \mu_Y^2 - 2\mu_X^2}{2(\mu_X - \mu_Y)}. \tag{39}
\]

**Lemma 2:** \( p_{X|a<X<b}(a) > p_{Y|a<Y<b}(a) \) and \( p_{X|a<X<b}(b) < p_{Y|a<Y<b}(b) \).

**Proof:** By Lemma 1, \( p_{X|a<X<b} \) and \( p_{Y|a<Y<b} \) are probability distributions, they must be positive and have an integral of 1. Thus, it is sufficient to show that

\[
\frac{p_{X|a<X<b}(b)}{p_{X|a<X<b}(a)} < \frac{p_{Y|a<Y<b}(b)}{p_{Y|a<Y<b}(a)}.
\]

(40)

to prove the Lemma. Substituting in Eq. (34) gives:

\[
\frac{\phi \left( \frac{b-\mu_X}{\sigma} \right)}{\phi \left( \frac{b-\mu_Y}{\sigma} \right)} < \frac{\phi \left( \frac{a-\mu_X}{\sigma} \right)}{\phi \left( \frac{a-\mu_Y}{\sigma} \right)}.
\]

(41)

Substituting in Eq. (2), taking the natural logarithm, and simplifying gives:

\[
\mu_X < \mu_Y. \tag{42}
\]

**Lemma 3:** \( E(X\mid a < X < b) < E(Y\mid a < Y < b) \).

**Proof:** Let \( \lambda \) satisfy \( p_{X|a<X<b}(\lambda) = p_{Y|a<Y<b}(\lambda) \).

Then:

\[
E(X\mid a < X < b) = \int_a^b p_{X|a<X<b}(x)dx = \int_{a-\lambda}^{b-\lambda} (x+\lambda) p_{X|a<X<b}(x+\lambda)dx \tag{43}
\]

\[
= \lambda + \int_{a-\lambda}^{b-\lambda} x p_{X|a<X<b}(x+\lambda)dx. \tag{44}
\]

By Lemmas 1 and 2:

\[
p_{X|a<X<b}(x+\lambda) > p_{Y|a<Y<b}(x+\lambda) \quad \forall x < 0. \tag{45}
\]

\[
p_{X|a<X<b}(x+\lambda) < p_{Y|a<Y<b}(x+\lambda) \quad \forall x > 0. \tag{47}
\]

Therefore:

\[
\int_{a-\lambda}^{b-\lambda} x p_{X|a<X<b}(x+\lambda)dx < \int_{a-\lambda}^{b-\lambda} x p_{Y|a<Y<b}(x+\lambda)dx. \tag{48}
\]

It is sufficient to show that \( E(X\mid a < X < b) < E(Y\mid a < Y < b) \) to prove that \( X\mid a < X < b \) is more likely to occur before \( Y\mid a < Y < b \) than the opposite order. Thus, Lemma 3 proves Eq. (33). Applying Eq. (33) to all pairs of random variables leads to the conclusion that the most likely sequence will be the sequence resulting from sorting the random variables by their mean values, proving the theorem.
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