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Abstract

Under the extreme conditions of temperature generated in relativistic heavy-ion collisions, a fascinating fluid-like state of matter where quarks and gluons are no longer confined is formed, the Quark Gluon Plasma (QGP). The most modern computational approaches are multi-stage (hybrid) simulations, in which different models are used in a chain structure, each one dedicated to the description of a specific stage of the collision.

The hydrodynamic stage of the simulation requires an energy density profile of the system as an initial condition. In the process of converting the two colliding nuclei in such an energy distribution, some specification about the nucleon size inevitably has to be made. Nucleons are usually modeled as bidimensional Gaussians, and the Gaussian width (the nucleon-width) is a free parameter of the simulation. A best-fit value of the nucleon-width can be inferred by Bayesian Analyses, where the model is confronted with experimental data.

Some of the most recent analyses have obtained surprisingly large values for the nucleon width parameter, exceeding in over 50% the current value for the proton charged radius. This motivates the development of a better understanding of the role played by this parameter inside the simulation.

In this work, we perform simulations of relativistic heavy-ion collisions using a state-of-the-art hybrid simulation chain, using three different values of the nucleon width inside the initial condition generator TRENTo, and systematically investigate its effects on the initial condition characteristics and observables. The nucleon-width strongly affects the eccentricity harmonics and the gradients in the initial condition. The mean $p_T$ of particles in the simulation using $w = 0.5$ fm is much larger than experimental data. We associate this to the combination of stronger gradients in the initial condition and the coupling of a conformal pre-equilibrium dynamics to the hydrodynamic simulation.

Keywords: Heavy-ion phenomenology, Heavy-ion collisions, High-energy nuclear physics.
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Introduction

While at Earth-like conditions quarks are confined inside the protons and neutrons, which are in their turn bound together in the atomic nuclei, at sufficiently high energies a phase transition occurs to a fluid-like state of matter where quarks and gluons are no longer confined, the Quark Gluon Plasma (QGP).

This chapter is structured as an introduction to high-energy physics, focusing on the topics which are relevant for the physics of relativistic heavy-ion collisions and for the development of this work. Section 1.1 is an introduction to the Standard Model of particle physics, while Section 1.2 provides an overview of the most important aspects of Quantum Chromodynamics (QCD), the theory of the strong interaction. Section 1.3 is dedicated to a brief discussion about the QCD phase diagram and phase transitions in QCD.

1.1 The Standard Model

Particle physics studies the fundamental building blocks of the Universe and the interactions between them. While the gravitational interaction is the subject of Einstein’s Theory of General Relativity, the other three fundamental forces can be studied in a single unified framework, which is the Standard Model of Particle Physics (SM) [1]. These are the electromagnetic force, which is the only long range SM interaction (and therefore, the only one that we are able to actually experience daily), and also the strong and weak forces, which act on a short range and are relevant only in the scale of quantum mechanics. The strong force is responsible for holding the protons and neutrons together in atomic nuclei, while the weak force is related to processes such as the $\beta$-decay.

The formal description of particles and their interactions is the object of Quantum Field Theory (QFT) [3], which combines quantum mechanics, special relativity and classical field theory. In QFT, particles are viewed as excited states of quantum fields, and the interactions are mediated by the exchange of virtual bosons. Historically, QFT was first developed as a quantum theory of the electromagnetic interaction [4], and the term Quantum Electrodynamics (QED) was first used by Paul Dirac in 1927.
Figure 1.1: Standard Model particles. Figure taken from [2].

In the SM, matter is made of twelve elementary spin-1/2 fermions which interact through the fundamental forces. To interact via one of the forces, a particle must possess the respective interaction charge. All the elementary fermions interact through the weak force, while particles with electric charge participate in the electromagnetic interaction. The charge of the strong interaction is called color charge. The twelve fundamental fermions are separated in two groups of six based on whether they have color charge or not. The six fermions which are color charged are called quarks, while the ones which are not are known as leptons.

The elementary fermions interact by exchanging spin-1 bosons (the gauge bosons). For this reason, the gauge bosons are usually referred to as the force carriers (or mediators) of the SM. The photon (γ) is the force carrier of the electromagnetic interaction, the gluon (g) is the mediator of the strong interaction, and the weak interaction is mediated by the neutral Z boson and also by the charged W± bosons. In addition, all massive SM particles are coupled to the Higgs field. The Higgs boson was theoretically proposed by Peter Higgs in 1964 [5] and experimentally discovered in 2012 both by the ATLAS [6] and CMS [7, 8] Collaborations. Table 1.1 shows a schematic view of which of the elementary fermions participate in each interaction.

There is a mass hierarchy between the elementary fermions in the SM, that separates them in three generations. The first generation consists on the u and d quarks, which form the protons (uud) and neutrons (udd), and also the electron (e⁻) and the electron neutrino (νₑ). These particles dominate the low-energy world in which we live in and, with the exception of the electron neutrino, are the building blocks of atoms. Being the constituents of atomic nuclei, protons and neutrons are also known as nucleons. For each particle in the first generation, there is a heavier one, which differs from
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|                | Strong | Electromagnetic | Weak |
|----------------|--------|-----------------|------|
| Quarks (u, d, c, s, t, b) | ✓      | ✓               | ✓    |
| Charged leptons (e\(^{-}\), \(\mu^{-}\), \(\tau^{-}\)) | ✓      | ✓               |      |
| Neutrinos (\(\nu_e\), \(\nu_\mu\), \(\nu_\tau\)) | ✓      |                 |      |

Table 1.1: Standard Model particles and interactions in which they participate

its first generation partner only by the mass. The second generation is formed by the c and s quarks, the muon (\(\mu^{-}\)) and the muon neutrino (\(\nu_\mu\)), while the third generation is composed by the t and b quarks, the tau (\(\tau^{-}\)) and the tau neutrino (\(\nu_\tau\)). Each elementary fermion has also a corresponding anti-particle, which is identical except for the electric charge, which has the opposite sign.

1.2 Quantum Chromodynamics (QCD)

Quantum Chromodynamics (QCD) is the QFT that studies the strong interaction [9, 10]. In opposition to the electric charge, which comes in two types (positive and negative), color charge comes in six types: red, green, blue, and the corresponding anti-colors. In QCD, quarks interact by exchanging gluons, which are themselves color charged and also interact with each other through the same mechanism. This is an expression of the fact that QCD is a non-Abelian field theory, which means that the generators of the theory’s symmetry group, in the case SU(3), don’t commute. These gluon-gluon interactions appear in Feynman diagrams as three-gluon and four-gluon vertices, for which there are no analogues in QED. The fact that the force carriers of QCD are themselves color charged is one the things that make it so distinct from the electroweak part of the SM, and also so complicated. There are \(N_c^2 - 1 = 8\) “types” of gluons (where \(N_c = 3\) is the number of colors), meaning eight possible color states a gluon may have, known as the “color octet” [1].

Figure 1.2: The basic QCD interaction vertices: the quark-gluon vertex, and the three-gluon and four-gluon vertices, for which there are no analogues in QED. Figure taken from from [1].
A remarkable feature of QCD is that the coupling constant of the theory ($\alpha_s$) is strongly dependent on the energy scale of the interaction or, in other words, the four-momentum of the exchanged gluon ($Q$). The energy dependence of the coupling constant is dictated by the $\beta$-function [11]:

$$Q^2 \frac{\partial}{\partial Q^2} \frac{\alpha_s}{4\pi} = \beta(\alpha_s),$$

which can be expressed as a perturbative series. The first term of the series is:

$$\beta_0 = 11 - \frac{2}{3} n_f,$$

where $n_f$ is the number of quark flavors considered at the energy scale in question. Then, at $\beta_0$ order, there is an analytic solution to Equation (1.1):

$$\alpha_s(Q^2) = \frac{4\pi}{\beta_0 \ln (Q^2/\Lambda_{\text{QCD}}^2)},$$

where $\Lambda_{\text{QCD}} = 220$ MeV. Figure 1.3 shows different measurements of the strong coupling constant $\alpha_s(Q^2)$ as a function of $Q$. The coupling constant is larger for low $Q^2$ and decreases significantly with increasing energy.
(non-perturbative QCD). In general, interactions with low momentum transfer are called soft, while interactions with high momentum transfer are referred to as hard interactions.

This strong energy dependence of the coupling constant (known as running of $\alpha_s$) leads to two main properties of QCD:

- **Color confinement**: color charged particles are never observed as free particles. Quarks and gluons are always observed as confined bound states of three quarks (baryons) or a quark and an anti-quark (mesons), which are the hadrons. In nature, hadrons are always found in a color singlet state, and it is not possible to separate them into their colored constituents. Although color confinement is qualitatively well established, an analytical demonstration of it is still an open problem.

- **Asymptotic freedom**: at very high energies, quarks and gluons interact weakly. This means that inside the hadrons, when they are very close to each other, quarks coexist as almost free particles. Asymptotic freedom was discovered by David Gross and Frank Wilczek [13], and independently by David Politzer [14] in 1973, which awarded them the Nobel Prize in 2004.

It seems reasonable to say that QCD began with the invention of the quark model in 1964 by Murray Gell-Mann [15], with the proposition that baryons and mesons were not elementary, but rather bound states of elementary particles, precisely the quarks. In 1969, Richard Feynman introduced the idea that at very high energies, hadrons are not only formed by its valence quarks, but contain a collection of gluons and virtual pairs of quarks, which came to be known as partons [16]. Later on in 1973 Gell-Mann, Harald Fritzsch and Heinrich Leutwyler introduced color as the source of the “strong fields” [17].

### 1.3 The QCD Phase Diagram

While at low temperatures and densities quarks are confined inside hadrons, at very high energies or densities, lattice calculations QCD predict the existence of a phase transition to a state where quarks and gluons are deconfined [18, 19]. This state of matter, where quarks and gluons themselves are the degrees of freedom, is called Quark Gluon Plasma (QGP).

The idea of a QCD phase diagram was first proposed by N. Cabbibo and G. Parisi in 1975 [20]. It consists of a diagram that shows in one axis the baryonic density (or alternatively, the baryonic
chemical potential $\mu_B$) and in the other, the temperature. Figure 1.4 shows a more modern view of the QCD phase diagram.

Figure 1.4: The QCD Phase Diagram: baryonic density is shown in the horizontal axis, and temperature in the vertical axis. The orange band represents the phase transition region from hadronic matter to QGP. Figure taken from [21].

It is known since 2006 from lattice calculations that the phase transition between hadronic matter and QGP in the region of high temperature and low baryonic density is a smooth crossover [18]. On the other hand, in the region of low temperature and non-zero baryonic potential it is believed to exist a first order phase transition from hadronic matter to QGP, where the first derivatives of the thermodynamic fields are discontinuous [19]. An active topic of research is the search for a critical end point (CEP) above the phase transition line, where the phase transition changes its order, which is the objective of the Beam Energy Scam (BES) program at RHIC, for example [22].

Figure 1.5 shows pressure, energy density and entropy density as a function of temperature (results from lattice QCD at zero baryonic chemical potential). There is an abrupt (yet smooth) increase in the number of degrees of freedom of the system around the temperature of 150 MeV, which corresponds to the crossover phase transition between nuclear matter and quark matter.

Lattice QCD calculations are more accurately performed at $\mu_B = 0$. At non-vanishing baryonic density, lattice calculations are not so accurate, which accounts for the broadening of the orange band in Figure 1.4 near the horizontal axis of the phase diagram. The region of the diagram of (almost) vanishing baryonic chemical potential and high temperature (above the phase transition temperature) can be accessed in heavy ion collisions experiments. These were the conditions believed to exist in the whole Universe in the first moments after the Big Bang. On the other hand, the conditions of low
temperature and high baryonic potential are believed to exist in the interior of very dense neutron stars.
The extreme temperatures necessary for the QCD phase transition to occur can be achieved in relativistic heavy-ion collisions. Chapter 2 aims to provide an introduction to the field of relativistic heavy-ion collisions. Section 2.1 briefly discusses the history of relativistic heavy-ion collisions experiments. Section 2.2 gives an overview of the space-time evolution of a heavy-ion collision, and its main stages. Section 2.3 presents the main kinematic variables and the coordinate system used in heavy-ion experiments, and introduces most of the basic vocabulary which will be used in the rest of this work. Section 2.4 is devoted to the main experimental observables used to characterize the QGP, and evidences of the QGP formation. Section 2.5 talks about the modelling of the initial state of the collision, and introduces concepts that will be necessary for what follows.

2.1 Historical overview

The field of relativistic heavy-ion collisions is strongly interdisciplinary. It makes connections between nuclear physics, which relies mostly on effective models, and particle physics, which can be studied from first principles under the formalism of QFT. As a system of thousands of particles is formed, thermodynamic quantities such as temperature, pressure and entropy are used in the theoretical description of heavy-ion collisions, providing also a connection to the world of statistical physics. Moreover, the conditions created in heavy-ion accelerators were believed to exist in the early stages of the Universe, making the field of heavy-ion collisions also relevant for cosmology [24].

Nuclear physics went through a revolution in the 1970s and early 1980s, as the first particle accelerators were adapted to accelerate heavy nuclei. The most famous example is probably the coupling of the SuperHilac linear accelerator to the Bevatron in Berkeley, forming the Bevalac [25]. At the same time, the Dubna Synchrophasotron was also modified to accelerate heavy ions [26].

Collisions with energy exceeding 10 GeV per nucleon were first made at the Alternating Gradient Synchrotron (AGS) at the Brookhaven National Laboratory (BNL) in the year of 1986, and in 1987 at the Super Proton Synchrotron (SPS) at the European Organization for Nuclear Research (CERN). Later on, an experimental breakthrough took place with the construction of the Relativistic Heavy Ion
(RHIC) [27], designed to accelerate gold nuclei at the center-of-mass energy of $\sqrt{s_{NN}} = 200$ GeV. After a first run in the year of 2000, where the maximum energy of $\sqrt{s_{NN}} = 130$ GeV was achieved, three runs were performed at the full capacity of $\sqrt{s_{NN}} = 200$ GeV between 2001 and 2004. Contradicting the expectation of the community that the deconfined state formed in such collisions would be a weakly interacting system of quarks and gluons (similar to a gas), RHIC data showed that it was indeed much more similar to a strongly interacting fluid. The findings of the first runs at RHIC were summarized in the famous “White Papers” [28–31], published by each of RHIC’s collaborations (PHOBOS, BRAHMS, STAR and PHENIX). Together, these four articles have over 11,500 citations.

Between 1998 and 2008 the Large Hadron Collider (LHC) was built by CERN near the border of France and Switzerland. With a 27 kilometers circumference, it is the most energetic particle collider built to this day, achieving the center-of-mass energy of $\sqrt{s_{NN}} = 5.02$ TeV in Pb-Pb collisions [32], and reaching the maximum energy of $\sqrt{s} = 13$ TeV in p-p collisions [33].

2.2 Space-time evolution of relativistic heavy-ion collisions

After being accelerated almost at the speed of light in circular trajectories and in opposite directions, two highly relativistic nuclei collide inside the accelerator beam pipe. Much less than a second later, an enormity of particles is detected, containing many hadron species, leptons and photons. What happened between the collision and the observation of this final-state particles? A heavy-ion collision is a complicated process, which can be divided in a few main stages:

- **Pre-equilibrium**: in the first moments of the collision, just after the two Lorentz contracted nuclei overlap and quarks and gluons become deconfined, the system is far from equilibrium. At this point, the energy density across all of the system is much larger than 500 MeV/fm$^3$, the typical energy density inside hadrons [34]. Most of the initial interactions between partons are soft, but rare scatterings with very large momentum transfer also occur, leading to the formation of jets [35, 36]. In this initial moments after the collision, the system expands violently, close to the speed of light.

- **Hydrodynamic evolution**: approximately 1 fm/c after the two nuclei collided, the system has been driven to local equilibrium. At this point, the QGP behaves as a strongly interacting, almost ideal fluid, with an extremely low shear viscosity to entropy ratio of $\eta/s \approx 1/4\pi$ [37]. This is the hydrodynamic stage of the collision. In general, hydrodynamics is an effective theory
based on conservation laws which describes the dynamics of a system over long times and long distances, and is applicable when the microscopic distance between particles ($\ell$) is much smaller than the macroscopic length scale of the system ($L$).

- **Particlization:** about 10 fm/c after the beginning of the hydrodynamic evolution, the QGP has expanded and consequently, cooled down. At some point, the energy density of the system is small enough so that quarks and gluons recombine into hadrons.

- **Hadronic phase:** in the final stage of the collision, the system is in a hadron resonance gas (HRG) phase. The final state hadrons, which are mainly pions (the lightest hadron), are boosted in the radial direction by the expansion of the system, and propagate until they reach the detectors. In this process, resonances might decay into more stable particles and the particles interact with each other, both elastically and inelastically. At some point, the decays and inelastic scatterings cease, and each particle species abundance stays approximately stable. This stage of the hadronic phase is known as *chemical freeze-out*. Later, as the system continues to expand and becomes more dilute, the elastic scatterings cease, and the final momentum distribution of the particles is fixed, which defines the *kinetic freeze-out*. After kinetic freeze-out, the final state hadrons propagate as free particles until they reach the detectors of the experiment.

![Space-time evolution of a heavy ion collision and its stages: initial scatterings and thermalization are followed by the hydrodynamic stage, where the QGP expands as a fluid. At some point, quarks and gluons recombine into hadrons (hadronization) which, after chemical and kinetic freeze-out, are observed.](image-url)
2.3 Basic kinematic variables, coordinate system and centrality

The coordinate system usually employed in studies of relativistic heavy-ion collisions is shown in Figure 2.2, on top of a sketch of a typical collider type experiment, in this case, the ALICE experiment at the LHC. The $z$-axis lies is the direction of the beam. In symmetric collisions, the two colliding nuclei travel at the same speed in the positive and negative $z$ directions, so that it is specially convenient to perform calculations in the center-of-mass frame (which, in this case, coincides with the laboratory frame). The $x$-axis is oriented parallel to the ground, an the $y$-axis is placed along the vertical direction. In analogy with spherical coordinates, a polar angle $\theta$ and an azimuthal angle $\phi$ are defined.

![Coordinate system used in this work, shown on top of a sketch of the ALICE experiment. Figure obtained from [38].](image)

The QGP itself is extremely short-lived and never observed, so it is necessary to extract information about its characteristics solely based on the particles that reach the experiment’s detector. A few kinematic variables are usually employed to characterize the final state particles. Transverse momentum ($p_T$) is the projection of the particle’s momentum in the transverse plane of the collision:

$$p_T = \sqrt{p_x^2 + p_y^2},$$ (2.1)

High-$p_T$ particles in the final state emerge from the QGP travelling fast and almost perpendicular to the beam direction. The rapidity variable ($y$) can be used to characterize the particle’s momentum in the longitudinal direction:

$$y = \frac{1}{2} \ln \left( \frac{E + p_z}{E - p_z} \right)$$ (2.2)
Rapidity is close to zero when a particle has little longitudinal momentum, that is, when it is moving approximately perpendicular to the direction of the beam. Alternatively, when a particle has large $p_z$, then $|y| \to \infty$. Rapidity has the convenient property of being additive under longitudinal boosts. Alternatively, the pseudo-rapidity variable ($\eta$) can be used:

$$\eta = \frac{1}{2} \ln \left( \frac{|p| + p_z}{|p| - p_z} \right) = -\ln \left( \tan \frac{\theta}{2} \right)$$

(2.3)

Pseudo-rapidity is zero perpendicular to the beam axis ($\theta = 90^\circ$) and $|\eta| \to \infty$ close to the beam axis ($\theta = 0^\circ$ or $\theta = 180^\circ$). Pseudo-rapidity is specially useful because it is only necessary to know the particle’s angle of emission $\theta$, while more details about the particle, such as mass and momentum, are necessary to know its rapidity. For this reason, rapidity is used when dealing with identified particle species, and pseudo-rapidity is used when dealing with charged particles. In the relativistic limit, where $E \approx |p|$, the rapidity and pseudo-rapidity coincide: $y \approx \eta$. Experimental measurements are usually performed in a particular region of pseudo-rapidity or rapidity, as $|y| < 0.5$ or $|\eta| < 0.8$, for example.

Being extended objects, the two nuclei might collide “head-on”, with their centers aligned, or they might collide in a way such that their centers are dislocated and the overlap between them is only partial. The variable that quantifies the amount of overlap between the projectiles is the impact parameter ($b$), defined as the distance between the centers of the two colliding nuclei. In practice, the impact parameter is not known for each collision, and it is necessary to use another quantity, analogous to the impact parameter, to classify collisions. For this purpose, the concept of centrality is used.

The concept of centrality is based on the intuitive idea that collisions with greater overlap area between the colliding nuclei (small impact parameter) should produce more particles, while in collisions with a smaller overlap area, less particles should be observed in the final state. In this way, it is possible to classify collisions (events) based on the number of detected particles, and arrange them in centrality classes. Out of all events, the 10 % which produced more particles constitute the 0 - 10 % centrality class. The 20 % ones that produced more particles, removing those from the 0 - 10 % class, constitute the 10 - 20 % class, and so on.

Events where the nuclei collide “head-on” are called central collisions, and as the impact parameter grows the collisions are said to be more peripheral. Collisions where the impact parameter is greater than twice the nuclear radius, so that there is no overlap of hadronic matter, are called ultra-peripheral...
Figure 2.3: Illustration of the concept of centrality. The impact parameter, number of participants, and number of charged particles are shown in the horizontal axis. The interaction cross-section is shown in the vertical axis, in arbitrary units. From [39].

[40]. Figure 2.3 illustrates the concept of centrality: the blue line shows the nucleus-nucleus cross-section distribution as a function of the number of charged particles (the impact parameter is also indicated) and the dashed lines show the centrality percentiles. Nucleons that collide with at least another (the darker circles in Figure 2.11) are called participants, while the remaining are known as spectators. Central collisions are characterized by a large number of participants, while in more peripheral collisions, there are less participant nucleons.

2.4 Experimental observables and evidences of QGP formation

2.4.1 Multiplicity

Multiplicity is a very straightforward observable, defined simply as the number of charged particles detected in the final state of the collision, usually measured in a given pseudo-rapidity region. Nevertheless, multiplicity in the central pseudo-rapidity region is an important observable to study the bulk properties of the QGP formed in heavy-ion collisions. Table 2.1 shows, for each centrality class, the charged-particle multiplicity at mid-rapidity and the mean number of participants for Pb-Pb collisions at $\sqrt{s_{NN}} = 2.76$ TeV, as measured by the ALICE Collaboration [41]. The number of participant nucleons in each centrality class was obtained from Glauber Model estimates (see Section 2.5.1).
Table 2.1: Charged-particle multiplicity density at mid-rapidity and mean number of participant nucleons (obtained from Glauber Model estimates) for each centrality class in Pb-Pb collisions at $\sqrt{s_{NN}} = 2.76$ TeV, as measured by the ALICE experiment. Data from [41].

The number of charged particles observed in the final state is much larger than the original number of participant nucleons, and decreases as the collisions become more peripheral. This should be expected, since for more peripheral collisions there is a decrease in the overlap area between the two nuclei. To study bulk particle production, it is more convenient to calculate the multiplicity per participant pair, as in Figure 2.4. This also allows comparisons with particle production in other collision systems, such as p-p and p-Pb. Figure 2.4 shows that multiplicity is not merely proportional to the number of participants: in the most central collisions, approximately 10 charged particles are produced for each pair of participants, while for the most peripheral ones, this number drops to about 4 particles.

Figure 2.4: Charged particle multiplicity density in $|\eta| < 0.5$ divided by the number of participant pairs as a function of the number of participant nucleons for different collision systems. From [32].
Figure 2.4 also shows, as should be expected, that multiplicity increases with increasing collision energy, which can be seen by noticing that the data of Pb-Pb at $\sqrt{s_{NN}} = 2.76$ TeV is multiplied by 1.2. From the theoretical point of view, particle production is usually described by two categories of models: two-component models which combine soft interactions and perturbative QCD processes [42, 43] and saturation models [44–46].

2.4.2 Transverse momentum distributions

Transverse momentum distributions ($p_T$-spectra) are also among the most commonly measured observables. A transverse momentum distribution is defined simply as a histogram counting the number of particles detected in each $p_T$ bin, per unit rapidity. $p_T$-spectra contain information about the kinetic properties of the final state particles, and therefore are a powerful tool to study the bulk properties of the QGP. Figure 2.5 shows, for each centrality class, the $p_T$-spectra of pions, kaons and protons produced in Pb-Pb collisions at $\sqrt{s_{NN}} = 2.76$ TeV, measured by the ALICE Collaboration.

Most particles are produced at low-$p_T$ ($p_T \lesssim 1$ GeV) and the soft region of the spectra, with $p_T \lesssim 3$ GeV, is well described by a thermal distribution. The high-$p_T$ (hard) part of the spectra, on the other hand, exhibits a power-law behavior. Many statistical models have been employed to extract physical parameters by fitting $p_T$ spectra [48, 49]. These include the non-extensive Tsallis statistics [50], the QCD-inspired Hagedorn inverse power law [51, 52] and the Pearson distribution [53]. A phenomenological model widely used to characterize $p_T$-spectra and obtain information about the kinetic freeze-out is the Blast Wave (BW) model [54], which is used in this work (see Section 5.2.4).
A straightforward quantity to extract from $p_T$-spectra is the mean transverse momentum of the detected particles (mean $p_T$):

$$
\langle p_T \rangle = \frac{\int d^2 p_T p_T \frac{dN}{dy}}{\int d^2 p_T \frac{dN}{dy}}
$$

Figure 2.6 shows that the mean $p_T$ increases with multiplicity, suggesting that the transverse expansion of the system is somewhat more “violent” in central collisions.

### 2.4.3 Anisotropic flow

Unlike gases, where particles are far apart from each other and rarely meet, in fluids particles are constantly interacting with their neighbors, so that fluids present collective behavior. The experimental observation of collective behavior in relativistic heavy-ion collisions is probably the most compelling evidence that indeed a QGP is formed in such experiments. The QGP itself is never observed: collective behavior manifests itself as anisotropy in the momentum distribution of the final state particles. Due to the fact that in a non-central collision the overlap region of the two nuclei has an approximately elliptical (“almond”) shape, greater pressure gradients develop in the $x$-direction as compared to the $y$-direction. In the hydrodynamic evolution, the QGP flows preferentially in the $x$-direction, as the fluid expands and the elliptical shape of the system becomes more circular. In this process, it is said that the spatial anisotropy is transferred to momentum space. Figure 2.7 illustrates, for a non-central collision, the time evolution of the shape of the system in the transverse plane:

As a result, more particles are detected close to $\phi = 0$ and $\phi = \pi$ and less particles are detected near $\phi = \pi/2$ and $\phi = 3\pi/2$. This momentum anisotropy in the transverse plane can be quantified by
expanding the azimuthal distribution of particles in a Fourier series [56]:

\[
\frac{dN}{d\phi} \propto 1 + 2 \sum_{n=1}^{\infty} v_n \cos[n(\phi - \Psi_{RP})]
\] (2.5)

The coefficients of the series (flow harmonics) are given by:

\[
v_n = \langle \cos[n(\phi - \Psi_{RP})] \rangle,
\] (2.6)

where the expectation value symbol denotes an average over all particles and \(\Psi_{RP}\) is the reaction plane angle [57]. The series has only the cosine terms, due to the reflection symmetry with respect to the reaction plane. The first coefficient of the series is known as directed flow, while the harmonics \(v_2\) and \(v_3\) are called elliptic and triangular flow, respectively.

Figure 2.8: Illustration of particle distributions in the transverse plane of the collision with (a) \(v_2 > 0\) and (b) \(v_2 = 0\). Figure from [58].

Figure 2.9 shows, on the left, the flow harmonics integrated over transverse momentum as a function of centrality, and on the right, the flow harmonics as a function of \(p_T\) (usually called differential flow) for three centrality classes.
Figure 2.9: Flow measurements in Pb-Pb collisions at $\sqrt{s_{NN}} = 2.76$ TeV. Left: integrated flow harmonics as a function of centrality. Right: $p_T$-differential flow for three centrality classes. From [59].

There is little flow in central collisions, where the initial spatial anisotropy is small. Flow grows for non-central collisions, as the overlap region between the two colliding nuclei acquires an anisotropic shape. For very peripheral collisions, flow decreases once again. It can also be seen that, inside a given centrality class, elliptic flow increases with transverse momentum. Figure 2.9 also shows, on the bottom left panel, the ratio between the flow harmonics and the corresponding eccentricity harmonics (see Section 2.5.2).

2.5 The Initial Condition

2.5.1 The Glauber Model

In general, the distinction between participants and spectators is not as straightforward as Figure 2.3 might suggest. Moreover, some participants collide only once, while some might suffer multiple collisions, and there is also the possibility of two nucleons “passing by” each other without interacting at all. A quantitative estimate of the number of participant nucleons ($N_{\text{part}}$) and nucleon-nucleon (or binary) collisions ($N_{\text{coll}}$) can be provided by the Glauber Model [60, 61]. In the 1950’s Roy Glauber pioneered the use of quantum scattering theory for composite systems such as heavy nuclei, allowing
the calculation of geometric quantities which can be related to the experimental observables. The Glauber formalism treats collisions of composite systems, such as p-A and A-A as a superposition of collisions between their constituent nucleons. The model uses the eikonal approximation for quantum scattering, which assumes that the exchanged momentum between the colliding projectiles is very small compared to their total longitudinal momentum, so that the nucleons travel in straight trajectories.

There are two most relevant inputs for any Glauber based calculation. The first of them is the nuclear density distribution, for which the most natural choice is a Woods-Saxon distribution:

\[
\rho(r) = \rho_0 \left( 1 + \exp \left( \frac{r - R}{a} \right) \right)^{-1}
\]  

In Equation (2.7), \( \rho_0 \) is the nucleon density in the center of the nucleus, \( R \) corresponds to the nuclear radius, \( a \) is the skin depth and \( r \) is the distance from the center of the nucleus. The second one is the inelastic nucleon-nucleon cross section, which is assumed to be dependent only on energy, and not on the collision system, the position of the nucleon inside the nucleus, or any other characteristic of the nuclear environment. Table 2.2 shows some measured values of the nucleon-nucleon inelastic scattering cross-section (\( \sigma_{NN} \)) for different collision energies.

| \( \sqrt{s} \) (TeV) | \( \sigma_{NN} \) (fm\(^2\)) | Reference |
|---------------------|-----------------|-----------|
| 0.2                 | 4.23            | [62]      |
| 2.76                | 6.28            | [63]      |
| 5.02                | 7.0             | [64]      |
| 7                   | 7.32            | [63]      |

Table 2.2: Nucleon-nucleon inelastic scattering cross-section for different collision energies

In a collision of two nuclei A and B at impact parameter \( b \), the transverse density of each nucleus is represented by the thickness function, obtained by integrating the nuclear density in the beam direction:

\[
T_A(x, y) = \int_{-\infty}^{+\infty} \rho_A(x, y, z) dz,
\]  

and analogously for B. The density of binary collisions at point \((x, y)\) is given by the product of the thickness functions of the two nuclei and the inelastic nucleon-nucleon cross-section:

\[
n_{BC}(x, y; b) = \sigma_{NN} T_A(x + b/2, y, z) T_B(x - b/2, y, z),
\]  

from which the total number of binary collisions is obtained by integration in the transverse plane:

\[
N_{BC}(b) = \int \sigma_{NN} T_A(x + b/2, y, z) T_B(x - b/2, y, z) dx dy.
\]  

(2.10)
The number of participants (or wounded nucleons), on its turn, is given by the integral [65]:

\[
N_{WN}(b) = \int T_A(x + b/2, y, z) \left( 1 - \left( 1 - \frac{\sigma_{NN} T_B(x - b/2, y, z)}{B} \right)^B \right) + T_B(x - b/2, y, z) \left( 1 - \left( 1 - \frac{\sigma_{NN} T_A(x + b/2, y, z)}{A} \right)^A \right) dx dy
\]  

(2.11)

In modern computational simulations, the Glauber Model is usually implemented through Monte Carlo calculations. In the Monte Carlo Glauber approach, the two colliding nuclei are assembled according to a nuclear density distribution on an event-by-event basis. Then, the binary collisions are performed.

Figure 2.10: Event generated using a Monte Carlo Glauber approach. Participants are represented by darker circles. Left: transverse plane view. Right: view along the beam axis. Figure from [60].

The simplest criterion that can be employed to count the number of binary collisions is simply geometric, and justified by the black disk approximation [66]. It consists in assuming that a nucleon-nucleon collision occurs every time that:

\[
d \leq \sqrt{\frac{\sigma_{NN}^{inel}}{\pi}},
\]

(2.12)

where \(d\) is the distance between two nucleons in the transverse plane. It is well known that the nucleons themselves are composite particles, and it should be noted that there has also been some progress in performing Glauber calculations at the sub-nucleonic level [67].

2.5.2 Eccentricity harmonics

In a collision with \(b = 0\), it is natural to imagine that the transverse geometry of the system should be approximately circular. In a non-central collision, on the other hand, the overlap region of the
two colliding nuclei should have a rather elliptic shape, being elongated in the $y$ direction. Besides this evident “almond” shape, more complex geometries of the system are generated by event-by-event fluctuations on the spatial distribution of the nucleons inside the nuclei.

Figure 2.11: Transverse view of two colliding nuclei. In central events the geometry is approximately circular, and in non-central events it is approximately elliptical, but more complex irregularities are also always presents. Figure from [68].

In practice, the shape of the overlap area of the two colliding nuclei is not perfectly elliptical, and Figure 2.11 shows that even for $b = 0$ the overlap region is not perfectly circular: there is always some spatial anisotropy. This spatial anisotropy can be quantified by the eccentricity harmonics:

$$
\varepsilon_n = \frac{\int r^n e^{in\varphi} s(r, \varphi) r dr d\varphi}{\int r^n s(r, \varphi) r dr d\varphi},
$$

which are calculated using the transverse entropy density distribution of the system $s(x, y)$ as a weight function. The eccentricity harmonics have a geometric interpretation: each harmonic quantifies the spatial anisotropy associated with a particular geometric shape in the initial state (Figure 2.12). In this way, $\varepsilon_2$ is appropriately called ellipticity, while $\varepsilon_3$ and $\varepsilon_4$ are referred to as triangularity and quadrangularity, respectively.

Figure 2.12: Eccentricity harmonics $\varepsilon_n$ for $n = 2, 3, 4$.

On an event-by-event basis, there is a strong relation between the initial state geometry and final
state flow observables. The initial geometry of the system dictates the direction of the pressure gradients in the beginning of the hydrodynamic evolution, so that is said that the final state momentum anisotropy is a hydrodynamic response to the initial state anisotropy. For $n = 2, 3$ there is a mapping between the eccentricity harmonics and its corresponding flow harmonics [69–71], which can be expressed as:

$$v_n = f(\varepsilon_n) + \delta_n,$$

(2.14)

where $\delta_n$ is an error. As a first approximation, which is excellent for central events, a linear mapping can be used:

$$f(\varepsilon_n) = \kappa_n \varepsilon_n,$$

(2.15)

but for more peripheral events a linear + cubic mapping is a better predictor:

$$f(\varepsilon_n) = \kappa_n \varepsilon_n + \kappa_n' |\varepsilon_n|^2 \varepsilon_n$$

(2.16)

Figure 2.13 shows the mapping between ellipticity and elliptic flow, and between triangularity and triangular flow for Pb-Pb collisions at $\sqrt{s_{NN}} = 2.76$ TeV in the 45 - 50 % centrality class.

Figure 2.13: Mapping between eccentricity harmonics and flow harmonics for $n = 2, 3$. Each blue dot corresponds to an event. The dotted black line represents the linear estimator, and the full red line represents the cubic estimator. From [69].
Simulating heavy-ion collisions

Contradicting the expectation that the deconfined state formed in heavy-ion collisions would be similar to a “gas” of quarks and gluons, experimental data collected at RHIC showed that instead a strongly interacting state is formed, similar to an almost ideal fluid. This discovery motivated the employment of relativistic hydrodynamics modelling to simulate heavy-ion collisions, which had great success in describing a variety of soft hadronic observables. Hydrodynamics has passed a series of tests and showed to be a good effective description of the bulk evolution of the QGP. More recently, hybrid simulations, where a different model is used to simulate each specific stage of the collision, are considered the most modern way to simulate heavy-ion collisions.

Chapter 3 provides an introduction to the models which constitute the hybrid simulation chain used to generate the data presented in this work. Section 3.1 introduces TRENTo, the initial condition generator. Section 3.2 and Section 3.3 present KoMPoST and MUSIC, which are responsible for simulating the pre-hydrodynamic phase and hydrodynamic phase of the collision, respectively. Section 3.4 and Section 3.5 are devoted to the late stages of the collision: particlization, and final state resonance decays and hadronic interactions.

3.1 The initial condition: TRENTo

TRENTo (Reduced Thickness Event-by-event Nuclear Topology) is a Glauber inspired model used to generate an initial entropy density profile of two colliding projectiles (proton-proton, proton-nucleus or nucleus-nucleus) in the transverse plane of the collision [72, 73]. It is an effective model, meaning that it is not based in first principles, and no assumptions are made about the specific mechanisms of entropy production.

In a collision between two protons $A$ and $B$, with impact parameter $b$ in the $x$ direction, their nuclear densities are given by:

$$\rho_{A,B} = \rho_{\text{proton}}(x \pm b/2, y, z).$$

(3.1)
Figure 3.1: Transverse entropy distributions from T\textsubscript{RENTo} for three values of the entropy deposition parameter $p$. Figure from [73].

In T\textsubscript{RENTo}, the thickness function of each nucleon:

$$T_{A,B}(x,y) = \int dz \rho_{A,B}(x,y,z)$$

is given by a boosted two-dimensional Gaussian:

$$T_{A,B}(x,y) = \frac{1}{2\pi w^2} \exp\left(-\frac{x^2 + y^2}{2w^2}\right)$$

A fluctuated thickness is assigned to each one of the protons $A$ and $B$:

$$\tilde{T}_{A,B}(x,y) = w_{A,B} T_{A,B}(x,y),$$

where $w_{A,B}$ are independent random weights sampled from a gamma distribution with unit mean:

$$P_k(w) = \frac{k^k}{\Gamma(k)} w^{k-1} e^{-kw}.$$ 

These weights introduce additional multiplicity fluctuations, which are necessary to reproduce the large multiplicity fluctuations observed experimentally in proton-proton collisions [74]. T\textsubscript{RENTo} proposes a function $f(\tilde{T}_A, \tilde{T}_B)$ to convert projectile thickness into entropy deposition:

$$f(\tilde{T}_A, \tilde{T}_B) \propto \frac{dS}{d^2x \ d\eta} = s(x,y)$$

This function is the reduced thickness, which is a generalized mean controlled by a real parameter $p$:

$$f = T_R(p; \tilde{T}_A, \tilde{T}_B) = \left(\frac{T_A^p + T_B^p}{2}\right)^{1/p}.$$ 

Entropy is determined by the reduced thickness up to an overall normalization factor. For certain
values of $p$, the reduced thickness simplifies to the arithmetic, geometric and harmonic means:

$$
\tilde{T}_R = \begin{cases} 
\min(\tilde{T}_A, \tilde{T}_B) & p \to -\infty \\
2\tilde{T}_A\tilde{T}_B/(\tilde{T}_A + \tilde{T}_B) & p = -1 \text{ (harmonic)} \\
\sqrt{\tilde{T}_A\tilde{T}_B} & p = 0 \text{ (geometric)} \\
(\tilde{T}_A + \tilde{T}_B)/2 & p = 1 \text{ (arithmetic)} \\
\max(\tilde{T}_A, \tilde{T}_B) & p \to +\infty 
\end{cases}
$$

(3.8)

Figure 3.2: Reduced thickness function for three values of the entropy deposition parameter $p$ in a non-central collision. Figure taken from [72].

Composite systems are treated as superpositions of proton-proton collisions. In a nucleus-nucleus collision, a set of nucleon positions is sampled for each projectile using an uncorrelated Woods-Saxon distribution. In this process, nucleons are forbidden to be placed closer than a distance $d_{\text{min}}$ from another one that was previously positioned. For each pair of nucleons, the collision probability:

$$
P_{\text{coll}}(b) = 1 - \exp \left[ -\sigma_{gg}T_{AB}(b) \right]
$$

(3.9)

is sampled once to decide if the nucleons collide. In Equation (3.9), $T_{AB}(b)$ is the overlap integral of the two nucleons $A$ and $B$:

$$
T_{AB}(b) = \int dx dy T_A(x - b/2, y)T_B(x + b/2, y)
$$

(3.10)

The nucleons which interact at least once are labelled as participants and assigned a fluctuated thickness, and the others are discarded. Then, in a collision between two nuclei $A$ and $B$, the fluctuated
thickness for nucleus $A$ is the sum of the individual fluctuated thickness of each of its participants:

$$\tilde{T}_A = \sum_{i=1}^{N_{\text{part}}} w_i \int d\rho_{\text{proton},i} \left( x - x_i, y - y_i, z - z_i \right)$$

(3.11)

and analogously for nucleus $B$. $\sigma_{gg}$ is an effective parton-parton cross-section tuned so that the total proton-proton cross section matches the experimental inelastic nucleon-nucleon cross-section:

$$\int 2\pi b dP_{\text{coll}}(b) = \sigma_{\text{NN}}^{\text{inel.}}$$

(3.12)

Following the Glauber model assumptions, the inelastic nucleon-nucleon cross-section remains constant, and the probability of two nucleons interacting depends solely on the impact parameter. It is independent of the number of previous collisions suffered by each nucleon, and the location of the nucleon inside the nucleus.

### 3.2 Pre-equilibrium dynamics: KøMPøST

The initial state formed just after the collision is far from equilibrium, and complicated. In the time scale of approximately 1 fm/c, this out of equilibrium initial state evolves to a state of local equilibrium, which defines the beginning of the hydrodynamic evolution. KøMPøST [75] proposes an effective macroscopic description of the dynamics of the system in the early moments of the collision, providing a map of the form:

$$T_{\mu\nu}(\tau_0, x)|_{\text{out-of-equilibrium}} \longrightarrow T_{\mu\nu}(\tau_{\text{hydro}}, x),$$

(3.13)

relating the energy-momentum tensor in an early time $\tau_0 \sim 0.1$ fm/c to a later time where hydrodynamics should become applicable, $\tau_{\text{hydro}} \sim 1$ fm/c.

![Figure 3.3](image-url)

**Figure 3.3**: Illustration of the time evolution of the simulation: an initial condition passes through KøMPøST pre-equilibrium before entering relativistic hydrodynamics. Figure from [76].

KøMPøST initially divides the energy-momentum tensor into a local homogeneous background
and small perturbations around it:

\[ T^{\mu \nu}(\tau_0, x') = T^{\mu \nu}(\tau_0) + \delta T^{\mu \nu}(\tau_0, x') \]  

(3.14)

As a first approximation, these perturbations can be studied in the framework of linear response theory. Then the energy-momentum tensor at \( \tau_{\text{hydro}} \) can be calculated by adding to the evolved background the response to the initial perturbations from equilibrium:

\[ T^{\mu \nu}(\tau_{\text{hydro}}, x') = T^{\mu \nu}(\tau_{\text{hydro}}) + \int d^2x' G_{\alpha \beta}(x, x', \tau_{\text{hydro}}, \tau_0) \delta T^{\alpha \beta}(\tau_0, x') \]  

(3.15)

The first term is the (non-linear) equilibration of the background and the second term is a convolution of the initial perturbations and the response functions, which is responsible for populating the non-diagonal terms of the energy-momentum tensor. The second term is the convolution of the initial deviations from equilibrium and the response functions, normalized by the background energy density. It is important to note that, due to causality, the energy-momentum tensor at \( (\tau_{\text{hydro}}, x) \) is only affected by cells that are within the causal neighborhood of \( x \):

\[ |x' - x| < c(\tau_{\text{hydro}} - \tau_0), \]  

(3.16)

which is represented by the white circle in Figure 3.4.

The non-equilibrium evolution of the background and the response functions have to be calculated according to an underlying microscopic description. A microscopic description of the out-of-equilibrium system formed in the collision can be provided by QCD effective kinetic-theory (EKT) [77] :

\[ p^\mu \partial_\mu f(x, p) = C_{2 \leftrightarrow 2}[f] + C_{1 \leftrightarrow 2}[f] \]  

(3.17)

In this relativistic Boltzmann equation, \( C_{2 \leftrightarrow 2}[f] \) is the collision integral for elastic scatterings at leading order and \( C_{1 \leftrightarrow 2}[f] \) is the collision integral for inelastic, particle number changing processes. K\oe MP\øST can also be used in a free streaming limit. In the free streaming scenario the partons, which are taken to be massless, don’t interact, so that the evolution of the system is dictated by a homogeneous Boltzmann equation:

\[ p^\mu \partial_\mu f(x, p) = 0 \]  

(3.18)

In this case, the perturbations around equilibrium can be obtained analytically and expressed in terms of the Bessel functions [75].
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Figure 3.4: Transverse energy density distribution evolved from $\tau_{\text{EKT}} = 0.2 \text{ fm/c}$ to $\tau_{\text{hydro}} = 1.2 \text{ fm/c}$ using KøMPøST EKT. The white circle represents the causal circle of the white dot. From [75].

The energy-momentum tensor coming from $T_{\text{REN}}$ (or from any Glauber-based calculation) initially has the simple, diagonal form:

$$T^{\mu\nu}(\tau_0, x) = \begin{pmatrix} e(x) & 0 & 0 & 0 \\ 0 & \frac{1}{2}e(x) & 0 & 0 \\ 0 & 0 & \frac{1}{2}e(x) & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}$$

At the end of the simulation, the energy-momentum tensor can be decomposed in the Landau frame and written in the usual form used in hydrodynamic simulations:

$$T^{\mu\nu} = e u^{\mu} u^{\nu} + P(e) \Delta^{\mu\nu} + \pi^{\mu\nu},$$

where $\Delta^{\mu\nu} = g^{\mu\nu} + u^{\mu} u^{\nu}$, and $P = P(e)$ is the equation of state (see Section 3.3). At this point, the energy density distribution of the system should be smoother, closer to the assumptions of local equilibrium required by hydrodynamics (Figure 3.4).

3.3 Hydrodynamic evolution: MUSIC

After pre-equilibrium and thermalization, the dynamics of the QGP is well described by relativistic hydrodynamics [78, 79], which is based on local conservation laws:

$$\partial_\mu T^{\mu\nu} = 0$$
For a relativistic ideal fluid, the energy-momentum tensor takes the form:

\[ T^{\mu\nu} = e u^\mu u^\nu - P (g^{\mu\nu} - u^\mu u^\nu), \]  

where \( e \) is the energy density and \( P \) is the pressure. \( u^\mu \) is the fluid velocity field:

\[ u^\mu = \frac{dx^\mu}{d\tau}, \]  

which is normalized so that \( u^\mu u_\mu = 1 \), and the derivative is taken with respect to proper time. Including the viscous corrections, the energy-momentum tensor can be written as:

\[ T^{\mu\nu} = e u^\mu u^\nu - (P + \Pi) \Delta^{\mu\nu} + \pi^{\mu\nu} \]  

In Equation (3.23) \( \pi^{\mu\nu} \) is the shear stress tensor, \( \Pi \) is the bulk viscous pressure and \( \Delta^{\mu\nu} = g^{\mu\nu} - u^\mu u^\nu \) is called the projection operator. Shear viscosity is a measure of the resistance between layers of a fluid, while the bulk viscosity is associated with the fluid expansion rate (Figure 3.5). Pressure is not independent, it is related to the energy density by the equation of state \( P = P(e) \).

Figure 3.5: Illustration of shear viscosity (left) and bulk viscosity (right).

MUSIC [80] is a publicly available C++ code which performs 2+1D relativistic hydrodynamics simulations. Given an initial condition (which is the energy density distribution of the system at \( \tau_{\text{hydro}} \)) and an equation of state, MUSIC evolves the energy-momentum tensor by solving the hydrodynamic equations of motion [81, 82] numerically, while respecting the conservation laws in Equation (3.20).

MUSIC uses temperature-dependent parametrizations for the shear viscosity to entropy density ratio \( \eta/s \) and also for the bulk viscosity to entropy density ratio \( \zeta/s \). The entropy density can be used as a substitute for number density, so that these quantities are an attempt of capturing the “viscosity per unit”. For the shear viscosity, which should reach a minimum near the critical temperature \( T_c \), a modified linear parametrization is used:

\[ (\eta/s)(T) = (\eta/s)_{\text{min}} + (\eta/s)_{\text{slope}} (T - T_c) \left( \frac{T}{T_c} \right)^{(\eta/s)_{\text{curve}}}, \]  

(3.24)
which contains three free parameters: a minimum value, a slope above $T_c$ and a curvature parameter. When the curvature parameter $(\eta/s)_{\text{curve}}$ is set to zero, Equation (3.24) reduces to a simple linear parametrization. For the bulk viscosity, an unnormalized Cauchy distribution is used:

$$\frac{\zeta}{s}(T) = \frac{\left(\frac{\zeta}{s}\right)_{\text{max}}}{1 + \left(\frac{T - \left(\frac{\zeta}{s}\right)T_0}{\left(\frac{\zeta}{s}\right)_{\text{width}}}ight)^2},$$

which also has three tunable parameters: a maximum value, the width of the peak and its location $T_0$. Figure 3.6 shows the functional form of Equations (3.8) and (3.9) for some values of the free parameters.

![Shear and bulk viscosity parametrizations](image)

Figure 3.6: Shear and bulk viscosity parametrizations given in Equations (3.8) and (3.9) for different choices of the free parameters. Figure taken from [68].

In MUSIC, reaching a switching temperature $T_{\text{switch}}$ is the criterion used for stopping hydrodynamics. Connecting all the cells at which the temperature reached the switching temperature forms a 4-dimensional spacetime hypersurface (Figure 3.8). This hypersurface is complete when the temperature of all cells drops to this switching temperature, and hydrodynamic evolution reaches an end.

### 3.4 Particlization: iSS

Once all points of the grid have cooled down to the switching temperature, it is necessary to change the description of the system from the hydrodynamic picture to a hadron gas description, so that each cell must be converted into discrete particles. This change from hydrodynamics to a microscopic description is known as particlization [83].

The momentum distribution of particles of species $i$ (with degeneracy factor $g_i$) emerging from
particlization can be calculated using the Cooper-Frye prescription [84]:

\[
E \frac{dN_i}{dp^3} = \frac{g_i}{(2\pi)^3} \int_{\Sigma} f(p)p^\mu d\sigma_{\mu}, \tag{3.26}
\]

The integral in Equation (3.26) is performed on the isothermal hypersurface \( \Sigma \) of temperature \( T_{\text{switch}} \) and \( d\sigma_{\mu} \) is a volume element of the four-dimensional surface normal to the surface. The integral is calculated using the one-particle distribution function.

If the system was at perfect thermal equilibrium, the distribution function would simply be the Bose-Einstein or Fermi-Dirac distribution:

\[
f_0(p) = \frac{1}{e^{p^\mu/\Sigma} + 1} \tag{3.27}
\]
This is, however, not the case and out-of-equilibrium corrections to the distribution function must be made. These corrections can be divided in two main categories. One possibility is to use small linear corrections to the equilibrium distribution function $f_0$ [85, 86]:

$$ f = f_0 + \delta f $$ (3.28)

Another strategy is to perform a transformation in the momentum vector inside the distribution function [87] using a linear transformation matrix $\lambda_{ij}$:

$$ p_i \rightarrow p'_i + \sum_j \lambda_{ij} p_j $$ (3.29)

In this work, we use a linear correction derived from the Boltzmann equation using relaxation time approximation (RTA) [88–90]:

$$ \delta f = f_0 (1 \pm f_0) \frac{\tau}{E_T} \left[ \frac{1}{2\eta^2} p^j p^j \pi_{ij} + \frac{1}{\zeta} \left( \frac{\eta^2 p^2}{3} - c_s^2 E^2 \right) \Pi \right], $$ (3.30)

where $\pi_{ij}$ is the shear stress tensor and $\tau$ is a shear and bulk relaxation time, which is taken to be constant and the same for all particle species.

iSS (iSpectraSampler) [91, 92] is a Monte Carlo particle sampler that uses the Cooper-Frye formula to calculate the momentum distribution of particles coming from a freeze-out hypersurface. iSS generates sets of momenta and positions for particles emitted at each cell at the end of the hydrodynamic simulation. The procedure of doing this many times on the same hypersurface is known as oversampling. Oversampling is often used due to the fact that the hydrodynamic part of the simulation is the most expensive one computationally, and one would like to “reuse” the same hydrodynamic evolution to generate more events.

### 3.5 Hadronic phase: UrQMD

Once the hydrodynamic cells have been converted into particles, it is necessary to simulate the last stage of the collision, in which these hadrons travel to the detector. In the way, they interact and resonances might decay into more stable species. A microscopic description of this hadronic phase is provided by the Ultra-Relativistic Quantum Molecular Dynamics Model (UrQMD) [93, 94], which was developed in the late 90’s.

UrQMD is a microscopic transport model, in which particles travel in classical trajectories and interact stochastically according to experimental hadron-hadron cross-sections. The UrQMD package
[95] solves a Boltzmann equation for each hadron species:

\[
\frac{df_i(x, p)}{dt} = C_i(x, p),
\]

where the collision term accounts for $2 \leftrightarrow 2$ and $1 \leftrightarrow 2$ processes, such as binary collisions and decays. UrQMD contains 53 baryon species and 24 different meson species. Two particles collide if the distance between them satisfies:

\[
d \leq d_0 = \sqrt{\frac{\sigma_{\text{tot}}}{\pi}},
\]

where the cross-section is taken to be the free cross-section of the interaction in question. The interactions and decays performed by UrQMD constitute the last stage of the hybrid simulation.
Chapter 4 presents the motivation of this work: evidences that the size of nucleons, which is a free parameter in the initial condition, has been overestimated in most recent Bayesian Analyses, in which the model is confronted with experimental data to obtain a best-fit value of each parameter. Section 4.1 brings a short review about the current understanding about the nucleon size. Section 4.2 provides an overview of the general structure of Bayesian Analyses used to constrain the parameters of hybrid simulations of heavy-ion collisions. In Section 4.3, the motivation of the work is exposed in detail, which sets the ground for Chapter 5.

4.1 The nucleon size

Experimentally, probing inside hadrons is a huge challenge. From the theoretical point of view, studying the hadronic structure is also a hard task, as it is associated with the non-perturbative part of QCD. Not by accident, details about the structure of hadrons are in general still poorly known, including information about the nucleons.

The charge radius of the proton can be defined as the slope of its electromagnetic form factor at zero momentum transfer:

$$r_p^2 = 6 \frac{dG^E_p}{dQ^2} \bigg|_{Q^2=0}$$  (4.1)

The first indirect measurement of the proton charge radius was made by Hofstader et al. in the famous electron scattering experiment [96, 97] which later on won the Nobel Prize in 1961. In this experiment, the proton radius was estimated by fitting the electric form factor with a dipole form. The charge radius of the proton can also be determined by Lamb shift measurements, performed for both electronic and muonic hydrogen atoms [98]. Most of the first Lamb shift experiments performed with electronic atoms gave as a result for the proton charge radius roughly the same value as electron scattering experiments, $r_p = 0.88$ fm, which came to be known as the large radius. Lamb shift results with muonic atoms, on the other hand, gave the so-called small radius, $r_p = 0.84184(67)$ fm, which differed by 5$\sigma$ from the large radius. This discrepancy came to be known as the proton radius puzzle [99, 100].
As both theory and experiment advanced, electronic and muonic Lamb shift experiments came to an agreement, and the present CODATA value for the proton charge radius is $r_p = 0.8414(19)$ fm [101], closer to the small radius. Table 4.1 shows the results of some of the most modern measurements of the proton charge radius performed with different experimental techniques. The Paris electronic Lamb shift measurement from 2018 [102] remains an exception, with an extracted charge radius that is actually closer to the large radius.

| $r_p$ (fm) | Year | Method | Reference |
|------------|------|--------|-----------|
| 0.8335(95) | 2017 | Electronic Lamb shift | [103] |
| 0.877(13)  | 2018 | Electronic Lamb shift | [102] |
| 0.833(10)  | 2019 | Electronic Lamb shift | [104] |
| 0.831(7)(12)| 2019 | $e^-p$ scattering | [105] |

Table 4.1: Recent extractions of the proton charge radius from electronic Lamb shift experiments and $e^-p$ scattering.

The strong radius of the proton should be smaller than its charge radius, once it is associated with the short-range strong interaction. The electron is electrically charged, and penetrates in the nucleus, which makes it a good probe for the electronic structure of the proton. On the other hand, it is not sensitive to the color fields in the nuclear interior. Low-energy scattering of protons on nuclei provides information about both the electronic and strong interaction. However, unlike electrons, the protons are extended, composite objects, and interact in a much more complicated way as compared to point-like particles. The gluonic structure of nuclei can be studied via $J/\Psi$ scattering. The $J/\Psi$ meson is formed by a charm quark-antiquark pair and has a naturally small dipole, which should scatter on the nucleons individually. The $J/\Psi$ meson interacts mainly by two-gluon exchange, so that scattering off a nuclei should really probe the spatial distribution of the color fields of the nucleons. The proton strong radius has been determined from analysis of diffractive $J/\Psi$ photoproduction in $e^-p$ collisions at the HERA collider [106]. Results suggest that the transverse strong size of the proton is approximately 0.5 fm.

The mass radius of the proton is a quantity that has not yet been determined experimentally. The gravitational field created by a single proton is extremely weak, so that a direct measurement is currently very difficult. Nevertheless, the proton mass radius was recently estimated by Kharzeev, who defines the mass radius of the proton through the form factor of the trace of the energy-momentum tensor of QCD in the weak gravitational field approximation [107]. This form factor is extracted from data on photoproduction of $J/\Psi$ and $\Upsilon$ quarkonia from the GlueX Collaboration [108]. The extracted
mass radius of the proton was $R_m = 0.55 \pm 0.03 \text{ fm}$.

### 4.2 Constraining the hybrid simulations: Bayesian Analysis

Hybrid simulations such as the one presented in Chapter 3 are mostly based on effective models, which contain numerous free parameters. Each of these parameters affects every one of the observables and, reciprocally, each observable is in general affected by every one of the parameters. Due to the large amount of free parameters and their complex (usually non-linear) relation to the observables, a robust quantitative tool is necessary to constrain the values of the model parameters and guarantee that they are connectable to actual physical properties of the QGP. Loosely speaking, this procedure should consist in some sort of “global fit”, in which the model is confronted with experimental data, and all parameters and observables are simultaneously taken into account.

The framework of Bayesian statistics provides a tool for tackling this kind of problem, and has been employed to constrain the parameters of the models which make up hybrid simulations of heavy-ion collisions. Such analyses are based in a powerful identity, Bayes’ theorem, which seeks to quantitatively measure a ”degree of belief” about something, given some previously available information. Given a proposition A and some known information B (the evidence), Bayes’ theorem states that the probability $P(A|B)$ of A being true given that evidence B is known (the posterior probability) is given by:

$$P(A|B) = \frac{P(B|A)P(A)}{P(B)} \quad (4.2)$$

$P(A)$ is the prior, and represents the initial degree of belief in A. $P(B|A)$ is the likelihood for B to be true if the proposition A holds. $P(B)$, usually referred to as Bayes evidence for information B, acts as a normalization factor:

$$P(B) = \int P(B|A)P(A)dA, \quad (4.3)$$

so that the statement of Bayes’ theorem can be expressed as:

$$P(A|B) \propto P(B|A)P(A) \quad (4.4)$$

It states that the posterior probability distribution of A given that B is true is proportional to the product of the previous knowledge about A and the likelihood of B given A.

How can this formalism be applied to constrain the parameters associated with properties of the QGP? In this case, the hybrid model is the proposition to be tested, and the experimental data
collected in colliders constitute the available evidence. In this context, Equation (4.4) can be written as:

$$P(x|y_{\text{exp}}) \propto P(y_{\text{exp}}|x)P(x),$$

where $x$ is a vector that stores in its entries the model parameters and $y$ is a vector containing $m$ observation points (sometimes called calibration data).

For the prior distribution, which expresses the knowledge about the model parameters without any comparison with data, a uniform distribution is chosen for each parameter $x_i$:

$$P(x_i) \propto \begin{cases} 1, & \text{if } x_{i,\text{min}} \leq x_i \leq x_{i,\text{max}} \\ 0, & \text{else} \end{cases}$$

This is also sometimes referred to as the agnostic probability distribution: each parameter is previously believed to be equally likely to assume any value inside an interval, which is chosen based on basic physical constraints. It is assumed that the priors for each parameter are independent, so that the joint prior is the product of the individual priors:

$$P(x) \propto \prod_i \Theta(x_i - x_{i,\text{min}})\Theta(x_i - x_{i,\text{max}})$$

The exact form of the likelihood function is rarely known. In the case where uncertainties are normally distributed, the most natural choice is a multivariate Gaussian:

$$P(y_{\text{exp}}|x) = \frac{1}{\sqrt{(2\pi)^m \det \Sigma}} \exp \left( -\frac{1}{2} \Delta y^T \Sigma^{-1} \Delta y \right),$$

where:

$$\Delta y = y_{\text{model}} - y_{\text{exp}}$$

and $\Sigma$ is the total covariance matrix, which contains the model uncertainties, experimental uncertainties and also correlations between uncertainties. In the case of a multi-system analysis, the joint likelihood function is given by the product of the systems’ individual likelihood functions. For example, in an analysis which uses simultaneously data from Pb-Pb and p-Pb collisions:

$$P(y_{\text{exp}}|x) = P(y_{\text{exp}}^{\text{Pb-Pb}}|x)P(y_{\text{exp}}^{\text{p-Pb}}|x)$$

With all the ingredients on the right side of Equation (4.5) in hand, estimation of the posterior is accomplished via Markov Chain Monte Carlo (MCMC) algorithms [109], which allow estimation of the shape of the posterior distribution. Such methods produce a representative sample of the posterior distribution.
distribution by performing a random walk in parameter space weighted by the posterior. To speed up the output calculation for each parameter space point, a Gaussian process emulator is used to substitute the model. The set of parameters which maximizes the posterior (the mode of the posterior distribution) is called the maximum a posteriori (MAP) set of parameters:

\[ x_{\text{MAP}} = \arg \max_x P(x|y_{\text{exp}}). \] (4.11)

Since all the priors are uniform distributions, the set of parameters that maximizes the posterior is the one which maximizes the likelihood function. In other words, the MAP parameters are the ones which best fit the experimental data. The MAP value of each parameter can be visualized as the maximum of its marginalized distribution:

\[ P(x_i|y_{\text{exp}}) = \int dx_1...dx_{i-1}dx_{i+1}...dx_n P(x|y_{\text{exp}}), \] (4.12)

which is obtained by integrating out all the other parameters on the posterior distribution (shown in the diagonal panels of Figure 4.1).

Figure 4.1: Posterior distributions for the model parameters. In blue, results obtained by calibrating to identified particles data. In red, results obtained by calibrating the model to charged particle yields. In the diagonal, the marginalized posterior for each parameter is shown, and correlations between parameters are shown in the off-diagonal. From [68].
In the numerical setup used for this work (which was presented in Chapter 3), the simulation has a total of 13 free parameters. These are:

- The entropy deposition parameter \( p \) in Equation (3.7).
- Fluctuation parameter \( k \) in Equation (3.5).
- Gaussian nucleon-width \( w \) in Equation (3.3).
- Minimum distance between nucleons \( d_{\text{min}} \).
- Normalization constant of the entropy density profile, which converts reduced thickness into deposited entropy in Equation (3.6). This normalization factor depends on the energy of the beam.
- Pre-equilibrium time. In this work, we use a free-streaming scenario.
- Shear viscosity to entropy ratio minimum value \( (\eta/s)_{\text{min}} \), slope parameter \( (\eta/s)_{\text{slope}} \) and curvature parameter \( (\eta/s)_{\text{crv}} \) in Equation (3.24).
- Bulk viscosity to entropy ratio maximum value \( (\zeta/s)_{\text{max}} \), width \( (\zeta/s)_{\text{width}} \) and location \( T_0 \) in Equation (3.25).
- Switching temperature between hydrodynamics and the hadronic phase \( T_{\text{switch}} \).

Since the main goal of this work was to study the importance of the nucleon-width, we used a set of parameters taken from the Bayesian analysis of the DUKE group in [110] (see Section 4.3), and changed only the Gaussian nucleon width.

### 4.3 The nucleon-width parameter

Event-by-event fluctuations on the spatial distribution of nucleons inside the nuclei in heavy-ion collisions have a large impact on observables [111]. Monte Carlo Glauber based approaches incorporate this idea by assembling the nuclei on an event-by-event basis using some nuclear distribution. In the process of assembling two nuclei in order to generate an initial condition of a collision, it is inevitable to somehow make some specification about the size of their constituent nucleons.

The exact form of the transverse distribution of charge inside a nucleon is not well known, and a Gaussian ansatz has been successfully implemented as an effective description of the transverse profile
of a nucleon moments before the collision:

\[ T_{\text{nucleon}}(x, y) = \frac{1}{2\pi w^2} \exp \left( -\frac{x^2 + y^2}{2w^2} \right) \]  

(4.13)

The Gaussian shape seems to capture the general idea that the charges of the nucleon (both electric and color charge) are not uniformly distributed: they are more concentrated near its center, although the exact shape of the distribution is not known.

Since the beginning of the 2000’s, hydrodynamic simulations of heavy-ion collisions have used the Gaussian ansatz to model the nucleons in the initial condition, with a width of approximately \( w = 0.4 \) fm. With this Gaussian width, one can estimate the corresponding “nucleon radius” as the root mean square (RMS) transverse radius:

\[ \sqrt{\langle r^2 \rangle} = w\sqrt{2} \approx 0.56 \text{ fm}, \]

which falls in the interval between the proton color radius and its electric charge radius (See Section 4.1). Consistency between the nucleon-width parameter \( w \) and experimental estimates of the nucleon size is certainly desirable. At this point, hybrid simulations as sophisticated as the one presented in Chapter 3 did not exist, and the Bayesian formalism discussed in Section 4.2 had never been applied to constrain any of the available models parameters.

In 2016, the first Bayesian analysis was performed by the Duke group [112], using TRENTo as the initial condition generator, coupled to a hydrodynamic simulation and a hadronic afterburner. The model was compared with Pb-Pb data at \( \sqrt{s_{\text{NN}}} = 2.76 \) TeV, and found an optimal value for the nucleon-width parameter of \( w = 0.43 \) fm for an analysis using only identified particle yields and \( w = 0.49 \) fm when considering only charged particle yields. This results was in agreement with the latest experimental estimates of the proton size. Moreover, hydrodynamic simulations using IP-Glasma initial conditions with a nucleon-width of 0.4 fm had a great success in quantitatively describing experimental data [113].

In 2019, the Duke group performed a second global analysis [110], with considerable differences from the first one. This time, TRENTo was used to initialize the energy density profile, and a free-streaming pre-equilibrium dynamics was introduced between the initial condition and hydrodynamics. There were new parametrizations for the temperature dependence of specific shear and bulk viscosity (Equations (3.8) and (3.9)), and the model was compared with Pb-Pb data at both \( \sqrt{s_{\text{NN}}} = 2.76 \) TeV and 5.02 TeV. This second Bayesian analysis by the Duke group returned a MAP value of 0.956 fm for
the nucleon-width parameter, which came as a striking surprise. The corresponding RMS transverse radius is approximately $\sqrt{\langle r^2 \rangle} = 1.352$ fm, which exceeds in over 60 % the present CODATA value for the proton charge radius [101]. The fact that this result was not expected is visually evident from the marginalized posterior distribution of the nucleon-width parameter (Left side of Figure 4.2) in [68, 110]: the MAP value almost hits the upper bound imposed by the prior (1 fm)!

More recently, an analogous analysis was performed by the JETSCAPE Collaboration in 2020 [114]. The simulation chain used was in general similar to the one employed in the second DUKE analysis. However, different parametrizations were used for the shear and bulk viscosity, and three different out-of-equilibrium corrections to the distribution function in the particlization procedure were considered. The model was simultaneously confronted with Pb-Pb data from the LHC at $\sqrt{s_{NN}} = 2.76$ TeV and Au-Au at $\sqrt{s_{NN}} = 200$ GeV data from RHIC. Surprisingly, this analysis returned even larger values for the nucleon-width parameter, in the range of 0.9 - 1.2 fm.

In the latest global analysis by the DUKE group, nucleon sub-structure was enabled in TRENTo, and the model was compared to data from Pb-Pb and p-Pb collisions at $\sqrt{s_{NN}} = 5.02$ TeV. The analysis returned an optimal value of $w = 0.88$ fm for a nucleon with 6 constituents of width $w_c = 0.43$ fm each. Moreover, other similar analyses seem to always favour such “diffus” nucleons, with $w \approx 0.8$ fm [115–117].

Such findings seem to demand a better understanding of the results of recent Bayesian analyses and of the role played by the nucleon-width parameter inside the simulation as a whole. In this work, we aim not to constrain the value of the nucleon-width, but instead seek a systematic study.

Figure 4.2: Marginalized posterior distributions for the nucleon-width parameter from the 2019 DUKE analysis [68, 110] (left) and the JETSCAPE analysis [114] (right). On the right, the result obtained with Grad viscous corrections is shown in blue. In red, the result using Chapman-Enskog corrections.
of its effects in the initial condition characteristics and in final state observables. By using a hybrid simulation chain calibrated with the parameters from [110] and changing only the value of the nucleon-width parameter, we perform simulations for three values of $w$. How intensely and in which way $w$ affects different observables? Is it possible to obtain a good description of experimental data with the calibrated chain using values of $w$ consistent with estimates of the proton charge radius? If not, which observables(s) are poorly described in this scenario, and why? What led the Bayesian Analyses to favour such large values of the nucleon-width parameter? These are some of the questions that we seek to answer.
Results

In this work we use the numerical setup presented in Chapter 3 (equivalent to the one used in [110]) and perform simulations of Pb-Pb collisions at $\sqrt{s_{NN}} = 2.76$ TeV using the best-fit (MAP) values obtained in the same reference, with exception of the nucleon-width parameter. For the nucleon-width parameter, we consider three values:

- $w = 0.5$ fm - The “small nucleon”. This is closer to the values used in simulations before the “Bayesian Era”, for which the corresponding RMS is consistent with estimates of the proton electric charge radius and strong force radius.

- $w = 1.0$ fm - The “medium nucleon”. Very close to the result of the Bayesian Analysis considered in this work [110]. This should be considered to most “well calibrated” simulation.

- $w = 1.5$ fm - The “large nucleon”. An exaggeratedly large value for the nucleon-width parameter.

Explicitly, the set of parameters used in this work, which is the same as [110] except for the nucleon-width, is:

| Parameter                  | Value          |
|----------------------------|----------------|
| Normalization (TeV)        | 286.23         |
| $p$                        | 0.007          |
| $k$                        | 0.918          |
| $w$ (fm)                   | 0.5, 1.0, 1.5  |
| $d_{\text{min}}$ (fm)      | 1.27           |
| $\tau_{fs}$ (fm/c)         | 1.2            |
| $(\eta/s)_{\text{min}}$    | 0.081          |
| $(\eta/s)_{\text{slope}}$ (GeV$^{-1}$) | 1.11 |
| $(\eta/s)_{\text{crv}}$   | -0.48          |
| $(\zeta/s)_{\text{max}}$  | 0.052          |
| $(\zeta/s)_{\text{width}}$ (GeV) | 0.022 |
| $(\zeta/s)T_0$ (MeV)       | 183            |
| $T_{\text{switch}}$ (MeV)  | 151            |

Table 5.1: Set of parameters used in this work, obtained from the Bayesian analysis in [110].

In Section 5.1, we characterize the effects of changing $w$ in the initial condition. In this analysis, 1,000 TRENTo initial conditions were generated for 10 values of the impact parameter, with the ex-
ception of the ellipticity fluctuations study, for which $10^6$ events were generated in 8 impact parameter intervals (centrality classes). In Section 5.2, we present the results of the full simulation and analyze observables. In this analysis, for each value of the nucleon-width parameter, 1,000 minimum-bias (all values of impact parameter mixed together) events were generated. The centrality selection was made after that, based on the total entropy of the initial conditions.

5.1 Characterizing the initial condition

The main objective of this work is to study the impact of the nucleon-width parameter on final observables. We begin this task first by analyzing how the nucleon size affects the general characteristics of the initial condition generated by T\textsubscript{R}ENTo. There is a strong relation between the initial condition characteristics and observables, so that many of the effects of the nucleon-width parameter on final state observables can be anticipated (at least in approximation) by analyzing its impact on the initial state.

We begin our investigation first by visualizing the initial condition. Figures 5.1 and 5.2 show examples of transverse entropy density profiles $s(x,y)$ generated by T\textsubscript{R}ENTo in the 0 - 5 % and 30 - 40 % centrality classes, respectively:

Figure 5.1: Entropy density distribution in the transverse plane of Pb-Pb collisions at $\sqrt{s_{NN}} = 2.76$ TeV in the 0 - 5 % centrality class for: $w = 0.5$ fm (left), $w = 1.0$ fm (center) and $w = 1.5$ fm (right).

Figure 5.2: Entropy density distribution in the transverse plane of Pb-Pb collisions at $\sqrt{s_{NN}} = 2.76$ TeV in the 30 - 40 % centrality class for: $w = 0.5$ fm (left), $w = 1.0$ fm (center) and $w = 1.5$ fm (right).
A straightforward visual analysis of the initial conditions suggests two most prominent effects of changing the nucleon size on the initial state:

- The system formed in the collision increases with increasing nucleon size. Furthermore, there is a decrease in system size with increasing centrality (due to the decrease of the overlap area of the two nuclei), which is more pronounced when using smaller nucleons.

- The entropy distribution’s granularity (“lumpiness”) decreases with increasing nucleon size. In collisions with smaller nucleons, more local high energy density regions (hotspots) can be seen in the initial condition, which gets smoother as the nucleon grows. When using the large nucleon, there is a single peak in the entropy density profile, approximately in the center of the system, which falls smoothly towards the edges of the grid.

![Figure 5.3: Mean gradient (per cell) of the entropy density profile calculated numerically as a function of impact parameter. Each point is the mean of 1.000 events, and the shaded region represents the event-by-event dispersion around the mean.](image)

A visibly higher granularity of the entropy density distribution should mean stronger gradients in the initial condition. This can be verified by sweeping over all cells of the grid and calculating the gradient numerically:

\[
|\vec{\nabla} s| = \sqrt{\left(\frac{\partial s}{\partial x}\right)^2 + \left(\frac{\partial s}{\partial y}\right)^2},
\]

(5.1)

where for each cell \((i, j)\) we have:

\[
\frac{\partial s}{\partial x} \approx \frac{s(x_{i+1}, y_j) - s(x_i, y_j)}{x_{i+1} - x_i}
\]

(5.2)
\[ \frac{\partial s}{\partial y} \approx s(x_i, y_{j+1}) - s(x_i, y_j) \frac{y_{j+1} - y_j}{\text{grid cell}} \quad (5.3) \]

Figure 5.3 shows the mean initial condition gradient divided by the number of grid cells as a function of impact parameter, calculated considering 1,000 events generated using TRJENTo for each value of the impact parameter. There is a strong decrease in the gradients from initial conditions generated with \( w = 0.5 \text{ fm} \) to the profiles with \( w = 1.0 \text{ fm} \). The difference between the medium and the large nucleons, on the other hand, is small. There is a decrease also as a function of impact parameter, simply due to the decrease of the overlap area between the two nuclei, which leads to a decrease of the formed system size. Stronger gradients in the initial condition result in a larger mean of the transverse momentum distribution of the particles detected at the end of the collision [118].

### 5.1.1 Participants and binary collisions

The number of participant nucleons (\( N_{\text{part}} \)) and the number of binary collisions (\( N_{\text{coll}} \)) are the central objects of any Glauber based calculation. How are these affected by changing the nucleon size? Figure 5.4 shows results for \( \langle N_{\text{part}} \rangle \) and \( \langle N_{\text{coll}} \rangle \) as a function of impact parameter, calculated considering 1,000 events generated using TRJENTo for each value of the impact parameter.

The left side of Figure 5.4 shows that, at the same impact parameter, there is a slight increase in the number of participants for collisions with more diffuse nucleons. In general, the number of binary collisions is simply proportional to the number of participants. On this particular case, however, this is not always true: in central events, the small nucleons interact more often, while in more peripheral events, there are more binary collisions when using the large nucleons. This is due to the fact that
that the collision probability used in TRENTo:

\[ P_{\text{coll}}(b) = 1 - \exp[-\sigma_{gg} T_{AB}(b)] \]  

(5.4)

depends on the nucleon size. This can be seen by substituting the Gaussian form of the thickness functions in the overlap integral:

\[ T_{AB}(b) = \int dx dy T_A(x - b/2)T_B(x + b/2) = \frac{1}{4\pi w^2} \exp \left( -\frac{b^2}{4w^2} \right). \]  

(5.5)

Figure 5.5 shows the functional form of Equation (5.4) as a function of the binary collision impact parameter, using a constant value for the effective parton-parton cross-section \( \sigma_{gg} = 1 \). The form of

\[ P_{\text{coll}}(b) = 1 - \exp[-\sigma_{gg} T_{AB}(b)] \]

(\( \sigma_{gg} = 1 \))

Figure 5.5: Binary collision probability as a function of impact parameter. The collision probability is more concentrated near \( b = 0 \) for the small nucleons.

the collision probability reflects the form of the nucleons themselves: when the nucleon-width is small, two nucleons are very likely to interact if they meet at small impact parameter, and this probability falls quickly as the impact parameter grows. As the nucleons get larger, there is a weaker dependence on the impact parameter. This explains why at small impact parameter the small nucleons collide more often, while the opposite happens in more peripheral events: the collision probability is more concentrated near \( b = 0 \) for the smaller nucleons. This also explains the slight increase in the number of participants as the nucleon-width increases: for larger nucleons, the collision probability is more spread, so that they are more likely to interact (at least once) when they meet at relatively large distances (\( b > 2 \text{ fm} \)) from each other.
5.1.2 Eccentricity harmonics

A simple visual analysis of Figures 5.1 and 5.2 suggests that the geometry of the system is sensitive to the nucleon size. More quantitatively, this should manifest as a sensitivity of the eccentricity harmonics, as they are calculated using precisely the transverse entropy density distribution of the system as a weight function:

\[ \varepsilon_n = \frac{\int r^n e^{in\phi} s(r, \phi) r dr d\phi}{\int r^n s(r, \phi) r dr d\phi}. \]  

Figure 5.6 shows mean values of ellipticity \( \varepsilon_2 \) (left) and triangularity \( \varepsilon_3 \) (right) of the initials conditions calculated from Equation (5.6) as a function of impact parameter, considering 1.000 events generated using TRENTo for each value of the impact parameter.

Figure 5.6: Mean value of the eccentricity harmonics for \( n = 2 \) (left) and \( n = 3 \) (right) as a function of impact parameter. Each point is the average of 1.000 events, and the shaded region represents the event-by-event dispersion around the mean.

In general, \( \varepsilon_2 \) is small in central collisions, where the overlap region between the two colliding nuclei is approximately circular. As the impact parameter grows, the overlap area acquires a more elliptical shape, and the value of \( \varepsilon_2 \) also grows. At some point, for very large values of \( b \), the overlap area between the nuclei becomes very small (essentially created by the collision between two nucleons), and ellipticity decreases once again. This behavior as a function of impact parameter is, in general, true for higher order harmonics as well, although there is a weaker dependence with the impact parameter.

Ellipticity and triangularity are strongly affected by the nucleon size: the mean value of both eccentricity harmonics decreases as the nucleons grow larger. The smoother entropy distributions generated when using larger nucleons are more spatially isotropic. In particular, the triangular pattern is almost not present in the initial conditions generated with \( w = 1.5 \) fm, and there is almost no dependence on the impact parameter.
Borrowing the concept of cumulants from the flow analysis (see Section 5.2.3), we can calculate the analogous estimates for the eccentricity harmonics from cumulants:

\[ \varepsilon_n^{\{2\}} = \sqrt{\langle |\varepsilon_n|^2 \rangle} \quad (5.7) \]

\[ \varepsilon_n^{\{4\}} = \sqrt{\langle |\varepsilon_n|^4 \rangle - 2\langle |\varepsilon_n|^2 \rangle^2} \quad (5.8) \]

The ratio \( \varepsilon_n^{\{4\}}/\varepsilon_n^{\{2\}} \) is a standard measure of event-by-event eccentricity fluctuations. Such calculations demand great statistics: in Figure 5.7, which shows ellipticity fluctuations as a function of centrality, each point was calculated using \( 10^6 \) events. Figure 5.7 shows that although the nucleon-

![Figure 5.7: Event-by-event ellipticity fluctuations as a function of centrality. Each dot was calculated using \( 10^6 \) TRiENTo initial conditions.](image)

width strongly affects the average value of ellipticity \( \langle \varepsilon_2 \rangle \), there is not a strong impact on event-by-event fluctuations around the mean for more central events. For more peripheral events (from 40 - 50 % on), there is a decrease in fluctuations as the nucleon size increases. It seems intuitive that the degree of fluctuation decreases for larger values of \( w \) (as the initial conditions are smoother), and that this effect is more pronounced in peripheral events. In central events, where there are lots of binary collisions, initial conditions are more likely to “look alike” regardless of the nucleon size, while in peripheral collisions, where the system size is smaller, the effect of the nucleon size is visible.

Figure 5.8 shows the results for higher order harmonics \((n = 4 \text{ and } n = 5)\), calculated considering 1,000 events generated using TRiENTo for each value of impact parameter. It is possible to see that the effects of changing the nucleon-width are even more pronounced for these higher order harmonics, for which the corresponding geometric patterns are “sharper” when compared to ellipticity and triangularity.
The results for these higher order harmonics show that indeed initial conditions generated using smaller nucleons have a more detailed and complex geometric structure, as Figures 2.1 and 2.2 suggest.

5.2 Final state observables

While Section 5.1 presented results obtained by analyzing TRENTo initial conditions, this section presents results obtained after the complete simulation, as discussed in Chapter 3. For each value of the nucleon-width parameter, 1.000 minimum-bias (all values of impact parameter mixed together) events were generated. The centrality selection was made after that, based on the total entropy of the initial conditions (in the usual way, by ordering them from the lowest to the highest entropy values, and separating them in percentiles), which is a good predictor for the final multiplicity.

5.2.1 Charged particle multiplicity density at mid-rapidity

We begin the analysis of final state observables by calculating the charged particle multiplicity density in the mid pseudo-rapidity region ($|\eta| < 0.5$). Figure 5.9 shows charged particle multiplicity density in the region $|\eta| < 0.5$ as a function of centrality.

As seen in Figure 5.9, our results show that, in more central events, collisions with larger nucleons produce more particles, while the opposite happens for the more peripheral classes. Although $w = 1.0$ fm is essentially the MAP value of the nucleon-width in [110], a better description of the centrality dependence of charged particle multiplicity is actually obtained using $w = 0.5$ fm. In fact, until the 40 - 50 % class, the simulation using the small nucleon provides a good description (within the 10 % range) of experimental data. The simulated points were separately normalized by a constant factor so that the simulations agree exactly with experiment (and with each other) in the 20 - 30 % centrality.
5.2.2 Mean transverse momentum

The stronger gradients in the initial energy density profile of the system when using smaller nucleons should have a great effect on raising the mean transverse momentum of particles in the final state of the collision. Figure 5.10 shows the mean transverse momentum of charged pions in the mid-rapidity region for Pb-Pb collisions at $\sqrt{s_{NN}} = 2.76$ TeV, compared with data from ALICE. The mean transverse momentum was calculated considering the charged pions spectra from our simulation, in the $|y| < 0.5$ rapidity interval, and with $0.1 < p_T < 3$ GeV/c (to be in agreement with the experimental acceptance).

For the 0 - 5 % centrality class, the mean transverse momentum is roughly the same for the three simulations, and slightly above the experimental data (around 10 %). The simulations using the two larger nucleons provide a good description of data (within the 10 % range) across all centralities, but as events get more peripheral, the simulation with $w = 0.5$ fm generates particles with too large transverse momentum. In fact, there is an increase with centrality, which is known not to be the case.

Raising the $\langle p_T \rangle$ as a consequence of increasing the granularity of the initial condition has been well established for almost 15 years [118]. Certainly this effect is present when the nucleon size is changed, but there also seems to be more to it. To investigate this, we note there were two main
simplifications in the pre-equilibrium phase considered in [110]:

- In the pre-equilibrium phase, partons are assumed to be massless. Therefore, free-streaming takes place with $v = c$. This is known to result in an exaggerated large out-of-equilibrium bulk pressure when switching to hydrodynamics, which, on its turn, is responsible for an artificially large value of the mean transverse momentum in the final state [119].

- The pre-equilibrium phase lasts the same time for all centrality classes. As the system size decreases for more peripheral collisions, it is reasonable to expect that the pre-equilibrium phase should last less when compared to central events (as is the case for the hydrodynamic evolution, for example). The use of a constant pre-equilibrium time results in an artificial increase of the mean transverse momentum with centrality [120], as the violent pre-hydrodynamic expansion lasts longer than it should.

The simulation using the small nucleon is the most sensitive to this second simplification in the free-streaming phase, due to the fact that the system formed is considerably smaller when compared to using the two larger nucleon-width values (Figures 5.1 and 5.2). The first simplification, on the other hand, affects all centrality classes. Figure 5.10 shows that, in this scenario, where the effects of the stronger gradients due to using smaller nucleons are combined with the effects of these two
simplifications made in the pre-hydrodynamic stage of the simulation, the simulation with $w = 0.5 \text{ fm}$ produces wrong results (exceeding up to 60\% the experimental data).

### 5.2.3 Anisotropic flow

Calculating the flow harmonics explicitly as an expectation value like in Equation (2.6) requires event-by-event knowledge of the reaction plane angle $\Psi_{RP}$, which is not accessible experimentally. As an alternative, flow harmonics are usually calculated using multiparticle azimuthal correlations [121, 122], sometimes also referred to as the *cumulants method*. The idea behind the method is that, as collectivity is related to correlations between particles in momentum space, it should be possible to extract flow from correlation functions.

Let $\langle k \rangle$ denote the azimuthal correlation function of $k$ particles in a single event. In this notation, the 2-particle and 4-particle correlation functions are given by [123]:

$$
\langle 2 \rangle = e^{i n(\phi_1 - \phi_2)} = \frac{1}{P_{M,2}} \sum_{i \neq j} e^{i n(\phi_i - \phi_j)}, 
$$

$$
\langle 4 \rangle = e^{i n(\phi_1 + \phi_2 - \phi_3 - \phi_4)} = \frac{1}{P_{M,4}} \sum_{i \neq j \neq k \neq l} e^{i n(\phi_i + \phi_j - \phi_k - \phi_l)}, 
$$

where $M$ is the number of charged particles in the event, $n$ is the order of the harmonic, $\phi$ is the azimuthal angle, and:

$$
P_{M,k} = \frac{M!}{(M-k)!}
$$

is the number of permutations of $k$ particles in an event of multiplicity $M$, so that:

$$
P_{M,2} = M(M-1) 
$$

$$
P_{M,4} = M(M-1)(M-2)(M-3).
$$

Inside a given centrality bin, the $k$-particle correlation function can be written as $\langle \langle k \rangle \rangle$, where the outer brackets denote an average over all events inside the centrality class.

How can the flow coefficients be estimated from these correlation functions? We begin by rewriting $\langle \langle 2 \rangle \rangle$, adding an subtracting $\Psi_{RP}$ on the exponential:

$$
\langle \langle 2 \rangle \rangle = \langle \langle e^{i n[(\phi_1 - \Psi_{RP}) - (\phi_2 - \Psi_{RP})]} \rangle \rangle. 
$$

Now, assuming that the only correlation between $\phi_1$ and $\phi_2$ is due to collective flow, the inner average
can be factorized in a product:

\[ \langle \langle 2 \rangle \rangle \approx \langle \langle e^{in(\phi_1 - \Psi_{RP})} \rangle \langle e^{-in(\phi_2 - \Psi_{RP})} \rangle \rangle = \langle v_n^2 \rangle, \] (5.15)

and analogously, \( \langle \langle 4 \rangle \rangle \approx \langle v_n^4 \rangle \). This factorization is not exact, so that the equality is only approximate.

Denoting by \( c_n\{k\} \) the \( n \)th-order cumulant from correlations of \( k \) particles:

\[ c_n\{2\} = \langle \langle 2 \rangle \rangle \] (5.16)

\[ c_n\{2\} = \langle \langle 4 \rangle \rangle - 2\langle \langle 2 \rangle \rangle, \] (5.17)

so that the flow coefficients \( v_n \) estimated from the 2 and 4-particle cumulants are given by:

\[ v_n\{2\} = \sqrt{c_n\{2\}} \] (5.18)

\[ v_n\{4\} = 4\sqrt{-c_n\{4\}} \] (5.19)

As the calculation of correlation functions is computationally expensive, in practice the flow harmonics are usually extracted using the \( Q \)-vectors, which are defined as [123):

\[ Q_n = \sum_{i=1}^{M} e^{in\phi_i}. \] (5.20)

Using the \( Q \)-vector, the single-event correlation functions can be expressed analytically. For example:

\[ |Q_n|^2 = \sum_{i,j=1}^{M} e^{in(\phi_i - \phi_j)} = M + \sum_{i \neq j}^{M} e^{in(\phi_i - \phi_j)}, \] (5.21)

so that:

\[ \langle \langle 2 \rangle \rangle = \frac{|Q_n|^2 - M}{M(M-1)}, \] (5.22)

and more complicated, yet analogous expressions can be derived for higher order correlations.

Figure 5.11 shows the \( p_T \)-integrated elliptic flow calculated using two-particle correlations as a function of centrality, compared with data from the ALICE Collaboration [59]. Each dot is the mean value of the events in that centrality class, and the error bars represent the event-by-event dispersion around the mean.

There is a pronounced effect of the nucleon-width parameter on integrated flow, which decreases as the nucleon size increases. This follows the same trend as ellipticity in the initial condition, and is simply a consequence of the mapping between initial state geometry and final state momentum.
anisotropy mentioned in Section 2.5.2:

\[ v_n = f(\varepsilon_n) + \delta_n \]  

(5.23)

Using \( w = 0.5 \text{ fm} \) provides a better description of data description of \( v_2 \) data (within the 10 % range), while the simulations with the larger nucleons do not produce enough elliptic flow.

Figure 5.11: Integrated elliptic flow calculated using two-particle correlations as a function of centrality. Data from [59]. The error bars represent the event-by-event dispersion around the mean.

In Figure 5.12, which shows the integrated triangular flow, this effect is even more pronounced:
the simulations with the larger nucleons do not produce enough triangular flow, while the simulation with the small nucleons is able to reproduce experimental data within the 10 % range. Once again, the mapping between initial state eccentricity and anisotropic flow is present.

5.2.4 Blast Wave analysis

So far the only information we have extracted from the $p_T$-spectra was the mean value. What else can we learn about the effects of the nucleon-width parameter in the transverse momentum distributions? A hydrodynamic-inspired phenomenological model widely used to characterize $p_T$-spectra is the Blast Wave (BW) model [54]. In the BW model, particles are emitted from the “source” with an approximately thermal distribution, at the same time that they are boosted in the radial direction by the transverse expansion of the system. Starting from this picture, the following analytical expression is obtained:

$$\frac{1}{p_T} \frac{dN}{dp_T} \propto \int_0^R r dr m_T I_0 \left( \frac{p_T \sinh \rho}{T_{\text{kin}}} \right) K_1 \left( \frac{m_T \cosh \rho}{T_{\text{kin}}} \right),$$

where:

$$\rho = \tanh^{-1} \beta_T = \tanh^{-1} \left( \left( \frac{r}{R} \right)^n \beta_s \right),$$

and $m_T = \sqrt{m^2 + p_T^2}$ is the transverse mass. $R$ is the system radius, and $I_0$ and $K_1$ are modified Bessel functions. This expression contains three free parameters:

- $T_{\text{kin}}$ - Kinetic freeze-out temperature
- $\beta_T$ - Transverse expansion velocity ($\beta_s$ is the surface velocity)
- $n$ - Velocity profile exponent

which can be extracted by fitting $p_T$-spectra with the expression in Equation (5.24). This is usually done in the form of a combined fit, in which the $p_T$-spectra of three particle species are fitted simultaneously, providing a more stable fit and more robust insights. We follow the prescription used by the ALICE Collaboration [47], in which the $p_T$-spectra of charged pions, kaons and protons were fitted in the following $p_T$ intervals:

- $\pi^+ + \pi^- : 0.5 - 1.0 \text{ GeV/c}$
- $K^+ + K^- : 0.2 - 1.5 \text{ GeV/c}$
- $p + \bar{p} : 0.3 - 3 \text{ GeV/c}$
Figure 5.13: Blast Wave combined fit parameters. Each point corresponds to a centrality class. Central events are on the right, and peripheral events on the left. Data from [47].

The standard visualization of the results of a BW analysis is such as in Figure 5.13: the transverse expansion velocity is displayed in the horizontal axis and the kinetic freeze-out temperature in the vertical axis. It is clear that the simulation with $w = 0.5$ fm provides an insufficient description of experimental data, occupying a small region on the right side of Figure 5.13, while the experimental data is well spread across the plane. This suggests that, besides the mean transverse momentum, the simulation with the smaller nucleon size seems to be problematic in what concerns the description of the shape of $p_T$-spectra as a whole. Also, we note that for very peripheral collisions, the simulation using the small nucleons changes the trend of the transverse expansion velocity, following what was already observed in the centrality dependence of the mean transverse momentum of charged pions.

Based on our results, we conclude that the only experimental observable which constitutes the core of the Bayesian Analyses that is actually poorly described when using the small nucleons is the mean transverse momentum, which is too large. We associate this to two simplifications made in the pre-hydrodynamic stage of the simulation. In this sense, the large values of the nucleon-width parameter might have been an artefact of the Bayesian Analyses, necessary to lower the mean transverse momentum, which was being artificially raised. In addition, the combined BW fit suggests that other issues are present in the transverse momentum distributions.
Conclusions

This work was motivated by recent results in Bayesian Analyses used to constrain the parameters of simulations of heavy-ion collisions, in which the nucleon-width parameter assumed surprisingly large values, inconsistent with current measurements of the proton size. In this work, we have performed full hybrid simulations of Pb-Pb collisions at $\sqrt{s_{NN}} = 2.76$ TeV using a state-of-the-art simulation chain for three different values of the nucleon-width parameter, and systematically analyzed its effects on the initial state characteristics and observables.

The nucleon size strongly affects the initial condition characteristics: collisions generated using smaller nucleons have stronger entropy gradients and are more spatially anisotropic.

Now we are ready to answer the questions that were asked in Section 4.3:

- **How intensely and in which way $w$ affects different observables?** : The nucleon-width visibly affects all the considered observables. As the nucleon size increases, there is a decrease in the mean transverse momentum of final particles (due to the weaker gradients in the initial conditions) and a decrease on elliptic and triangular flow (due to the decrease in the initial condition ellipticity and triangularity).

- **Is it possible to obtain a good description of experimental data with the calibrated chain using values of $w$ consistent with estimates of the proton charge radius? If not, which observables(s) are poorly described in this scenario, and why?** : Overall, it is possible to obtain a good description (within the 10 % range) of experimental data using $w = 0.5$ fm, with the exception of the mean transverse momentum. In this case, the simulation with the smaller nucleons result in values of $\langle p_T \rangle$ above data, and a wrong centrality dependence. This was linked to simplifications made in the pre-equilibrium phase which artificially increase the mean transverse momentum.

- **What led the Bayesian Analyses to favour such large values of the nucleon-width parameter?** : Our results suggest that the large value of the nucleon-width parameter returned
by the Bayesian Analysis in [110] might have been an “attempt” to lower the $\langle p_T \rangle$, which was being artificially raised. However, it is not possible to state that this is the only effect present, and totally accounts for the enlargement of the nucleon-width parameter MAP value.

A combined Blast Wave analysis suggests that the shape of the $p_T$-spectra as a whole is poorly described by the simulation with $w = 0.5$ fm.

This work highlights the importance of performing computational simulations based on physical models in order to extract information about the collision and allow for comparisons with experimental data collected in heavy-ion colliders. These simulations are computationally demanding and present a complex relation between its parameters and observables, so that systematic studies such as the ones presented in this work are necessary.

Finally, this work complements the recent findings in [124, 125], which show that indeed the nucleon-width parameter should assume values smaller than 0.7 fm.
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