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Abstract—Active inference, a theoretical construct inspired by brain processing, is a promising alternative to control artificial agents. However, current methods do not yet scale to high-dimensional inputs in continuous control. Here we present a novel active inference torque controller for industrial arms that maintains the adaptive characteristics of previous proprioceptive approaches but also enables large-scale multimodal integration (e.g., raw images). We extended our previous mathematical formulation by including multimodal state representation learning using a linearly coupled multimodal variational autoencoder. We evaluated our model on a simulated 7DOF Franka Emika Panda robot arm and compared its behavior with a previous active inference baseline and the Panda built-in optimized controller. Results showed improved tracking and control in goal-directed reaching due to the increased representation power, high robustness to noise and adaptability in changes on the environmental conditions and robot parameters without the need to relearn the generative models nor parameters retuning.

Index Terms—Active inference, Bio-inspired perception and action, Learning and adaptive systems, Free energy principle.

I. INTRODUCTION

Active inference (AIF) is prominent in neuroscientific literature as a general mathematical framework of the brain at the computational level [1]. According to this theory, the brain learns by interaction a generative model of the world/body that is used to perform state estimation (perception) as well as to execute actions, optimizing one single objective: Bayesian model evidence. This approach, which grounds on hierarchical variational inference and dynamical systems estimation [2], has strong connections with Bayesian filtering [3] and control as inference [4], as it both estimates the system state and computes the control commands as a result of the inference process.

In the last years, some proof-of-concept studies in robotics have shown that AIF may be a powerful framework to address key challenges in robotics, such as adaptation, robustness and abstraction in goal-directed tasks [5], [6], [7], [8], [9], [10], [11], [12], [13]. For instance, a state estimation algorithm and an AIF-based reaching controller for humanoid robots were proposed in [5] and [6] respectively, showing robust sensory fusion (visual, proprioceptive and tactile) and adaptability to unexpected sensory changes. However, they could only handle low-dimensional inputs. Meanwhile, AIF-based joint torque control was investigated using proprioceptive inputs [8], showing better performance than a state-of-the-art model reference adaptive controller. Latterly, we presented a pixel-based deep AIF controller [7] that incorporated generative model learning using convolutional neural networks but limited to one sensor modality (visual) and velocity control. Thus, this work investigates how to design a brain-inspired controller, with the adaptability and robustness properties of AIF, that: 1) scales to high-dimensional inputs, 2) allows multisensory integration and 3) commands in torque.

A. Contribution

We propose a Multimodal Variational Autoencoder Active Inference (MVAE-AIF) torque controller that combines free energy optimization [14] with generative model learning (Fig. 1).
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Fig. 1: MVAE-AIF architecture. (a) Abstract description of the algorithm and environmental setup. State representation learning is given by the multimodal VAE, and estimation and control are provided by the AIF framework. The Panda robot had access to (noisy) proprioceptive input \( q \) and a camera placed in front \( I \). (b) Camera input. (c) Predicted visual input from the generative model.

We extended our previous AIF formulation [6], [7] to work with high-dimensional multimodal input at the torque...
level. Inspired by [15], [7] and [16], we designed a VAE that provides light coupled multimodal state representation learning [17]. One of the main advantages of our approach is that the robot only has to learn the kinematic forward mapping and then is the inference process that produces the right torques for achieving the goal, even in the presence of unmodeled situations or external forces.

We studied, on a simulated 7DOF Franka Emika Panda industrial arm,

1) How multimodal encoding improves representation power and thus, state estimation and control accuracy;
2) How the variational inference nature of our approach provides strong adaptation and robustness against unmodeled dynamics, environment parameter variations and sensory noise.

Results show its improved performance by qualitative and statistical comparison with two baselines: proprioceptive AIF [8] and the Panda industrial arm built-in controller. For reproducibility, the code is publicly available at https://github.com/Cmeo97/MAIF.

II. AIF GENERAL FORMULATION AND NOTATION

Here we introduce the standard equations and concepts from the AIF literature [1], and the notation used in this paper, framed for estimation and control of robotic systems [6]. The aim of the robot is to infer its state (unobserved variable) by means of noisy sensory inputs (observed). For that purpose, it can refine its state using the measurements and sensory noise.

Results show its improved performance by qualitative and statistical comparison with two baselines: proprioceptive AIF [8] and the Panda industrial arm built-in controller. For reproducibility, the code is publicly available at https://github.com/Cmeo97/MAIF.

System variables. State, observations, actions and their n-order time derivatives (generalized coordinates).

\[ \ddot{x} = [x, x', x'', ..., x^n] \]  
\[ \ddot{z} = [z, z', z'', ..., z^n] \]  
\[ \tilde{\mu} = [\mu, \mu', \mu'', ..., \mu^n] \]  
\[ \tilde{r} = [r, r', r'', ..., r^n] \]  
\[ \tilde{w} = [w, w', w'', ..., w^n] \]  
\[ a = \{a_1, ..., a_m\} \]

Where \( x' = dx/dt \). Depending on the formulation the action \( a \) can be force, torque, acceleration or velocity. In this work action refers to torque. We further define the time-derivative of the state vector \( D\ddot{x} \):

\[ D\ddot{x} = \frac{d}{dt}(z, z', ..., z^n) = [z', z'', ..., z^{n+1}] \]

Generative models. Two generative models govern the robot; the mapping function between the robot’s state and the sensory input \( g(\tilde{z}) \) (e.g., forward kinematics) and the dynamics of the internal state \( f(\tilde{z}) \).

\[ \dot{x} = g(\tilde{z}) + \tilde{r} \]  
\[ D\ddot{x} = f(\tilde{z}) + \tilde{w} \]

1) Sensors: We assume that the robot has (noisy) proprioceptive sensors that provide the joint angles \( q \), velocities \( \dot{q} \) and accelerations \( \ddot{q} \). Furthermore, there is a camera that provides images \( I \) of size \( (w \times h) \) of the robot.

Variational Free Energy (VFE). The VFE is the optimization objective for both estimation and control. We use the definition of the \( F \) based on [14], where the action is implicit within the observation model \( x(a) \). Using the KL-divergence the VFE is:

\[ F = KL[q(x)||p(x)] - log p(x) \]  
\[ = KL[q(x)||p(z, x)] = -ELBO \]

State estimation using gradient optimization:

\[ \dot{\tilde{z}} = D\ddot{x} - k_z \nabla_x F(\tilde{x}, \tilde{z}) \]  

Control using gradient optimization:

\[ \dot{a} = -k_a \sum_x \frac{d\tilde{x}}{da} \cdot \nabla_x F(\tilde{x}, \tilde{z}) \]

The VFE has a closed form under the Laplace and Mean-field approximations [18], [6], [19] and it is defined as:

\[ F(\tilde{x}, \tilde{z}) \sim -\ln p(\tilde{z}, \tilde{x}) = -\ln p(\tilde{x}|\tilde{z}) - \ln p(\tilde{z}) \]  
\[ \sim (x - g(x))^T \Sigma_x^{-1}(x - g(x)) \]  
\[ + (D\ddot{z} - f(\tilde{z}))^T \Sigma_z^{-1}(D\ddot{z} - f(\tilde{z})) \]  
\[ + \frac{1}{2} \ln |\Sigma_x| + \frac{1}{2} \ln |\Sigma_z| \]

The first term of Eq. (7) is the sensor prediction error and the second term is the dynamics prediction error.

III. MVAE-AIF CONTROLLER

The main novel addition presented in this work is the introduction of high-dimensional representation learning within the AIF optimization framework to provide at the same time multimodal state estimation and torque control. We first describe the architecture, the generative models and the training. Second, we detail the estimation and control equations and finally, we summarize the algorithm.

A. Architecture and design

Our proposed multimodal variational autoencoder active inference (MVAE-AIF) architecture is depicted in Fig. 1a. Figures 1b and 1c shows the camera input and the predicted sensory input from the learnt generative model.

1) Sensors: We assume that the robot has (noisy) proprioceptive sensors that provide the joint angles \( q \), velocities \( \dot{q} \) and accelerations \( \ddot{q} \). Furthermore, there is a camera that provides images \( I \) of size \( (w \times h) \) of the robot.
2) Robot generative models: The generative models of the agent are approximations of the real generative models of the world and are composed of a sensory generative function \( g(z) \), which maps the internal state to the visual and proprioceptive spaces and a dynamics function \( f(z) \), which describes the evolution of the system.

\[
x_v = g_v(z) + r_v \quad \text{visual (8)}
\]

\[
x_q = g_q(z) + r_q \quad \text{joints (9)}
\]

\[
Dz = f(z, \rho) + w_z \quad \text{state dynamics (10)}
\]

where \( x_v \) and \( x_q \) are the visual and proprioceptive predictions respectively. The processes noise \( r_v, r_q \) and \( w_z \) are assumed to be drawn from a multivariate normal distribution with zero mean and covariance matrices \( \Sigma_q \), \( \Sigma_v \) and \( \Sigma_z \) respectively. Note that we included \( \rho \) into the dynamics function. This variable will describe the desired goal and acts as a prior that drives the system.

3) Generative models and state representation: The defined sensory generative models are approximated by a multimodal variational autoencoder (MVAE) which maps the internal state representation to both proprioceptive and visual sensory spaces into a common latent space. We designed the MVAE using two couples of parallel encoders and decoders. The MVAE latent space describes the state of the system and the output of the decoders are the predicted image \( x_v \) and joint values \( x_q \). The state of the system \( z \) is defined as:

\[
z = \text{encoder}_q(q) + \text{encoder}_v(I) \tag{11}
\]

As a result, modalities have a low correlation, allowing sensory integration without reciprocal degradation. In other words, if one of the two modalities is not well reconstructed, the other one can still be inferred. For instance, in the case of visual occlusion, proprioceptive reconstruction is still possible. The robot can infer the sensory input given the state using the decoders, which act as the generative learnt models:

\[
x_v = g_v(z) = \text{decoder}_v(z) \tag{12}
\]

\[
x_q = g_q(z) = \text{decoder}_q(z) \tag{13}
\]

As we only need the sensory generative models, the encoders are just employed for the training. Then, in the AIF control loop, only the decoders are used. The detailed description of the network layers can be found in Table I.

For algorithmic purposes we also define the proprioceptive state (joint angles belief) as \( \mu = \{g_q(z), \mu', \mu'', \mu'''\} \), where the first component is the predicted joint angles and the others are the higher-order derivatives.

4) Generative models learning: The MVAE was trained with a dataset containing 500000 images with size \((128 \times 128)\) and the associated joint angles which we created performing motor babbling on the robot arm. To accelerate the training, we included a precision mask \( \Pi_{x_v} \), computed by the variance of all images and highlighting the pixels with more information. The augmented reconstruction loss employed was:

\[
\mathcal{L} = \text{MSE}(x_v + \Pi_{x_v}, x_v, I) + \text{MSE}(x_q, q) \tag{14}
\]

5) Goal definition: We define the goal of the system following a similar approach as [6]. The desired goal, described in the sensory space \( \rho = x_d \), is introduced in the internal dynamics as follows:

\[
f(z, \rho = x_d) = T(z)(x_d - g(z)) = \frac{\partial g(z)}{\partial z}(x_d - g(z)) \tag{15}
\]

Where \( T(z) \) is a function that maps the error in the sensory space to the latent space. In this case, the partial derivative of \( g(z) \) with respect to \( z \). The desired goal in this work is defined by the final image and joints angles \( x_d = \{I_d, q_d\} \).

B. Estimation and control

The online estimation and control problem is solved by optimizing the VFE through gradient optimization, computing Equations (4) and (5).

State estimation uses the Laplace approximation of \( f \), described in Eq. (7). We update the multimodal state \( z \) by means of the partial derivative of the VFE with respect to \( z \)

\[
z = k_v \frac{\partial g_v}{\partial z}(x_v - g_v(z)) + k_q \frac{\partial g_q}{\partial z}(\mu - g_q(z)) + k_f \frac{\partial f_v}{\partial z}(I_d - f_i(z, \rho)) + k_r \frac{\partial f_r}{\partial z}(q_d - f_q(z, \rho)) \tag{16}
\]

As we do not have access to the high order generalized coordinates of the latent space \( z', z'' \), we track both the multimodal shared latent space \( z \) and the higher orders of the proprioceptive (joints) state \( \mu', \mu'' \). This is very useful as we can use the angular velocity and acceleration within the controller. Thus, we update the proprioceptive state velocity and acceleration by computing the partial derivative of \( f \) with respect to \( \mu', \mu'' \), as it was a unimodal proprioceptive controller [8], but the joint angles are predicted by the MVAE.

\[
\mu = g_v(z) \tag{17}
\]

\[
\mu' = \mu'' + k_{\mu} (\Sigma_q^{-1}(q - \mu')) \tag{18}
\]

\[
\mu'' = -k_{\mu} (\Sigma_{\mu}^{-1}(\mu' + \mu - q_d) - \Sigma_{\mu}^{-1}(\mu'' + \mu')) \tag{19}
\]

where \( \Sigma_{\mu}^{-1}, \Sigma_q^{-1} \) are the precision (inverse variance) matrices related to joint angles and velocities beliefs.

The action (torque) is computed by optimizing the VFE using Eq. (5). Here we only consider the proprioceptive errors. In the AIF literature this models the reflex arc, where top-down proprioceptive predictions coming from higher cortical levels produce the motoric reflexes [20]. Thus, the torque commands are updated with the following differential equation:

\[
\dot{a} = -k_a (\partial_a \mu \Sigma_q^{-1}(q - \mu) + \partial_a \mu' \Sigma_{\mu}^{-1}(q - \mu')) \tag{20}
\]

\[
= -k_a (\Sigma_q^{-1}(q - \mu) + \Sigma_{\mu}^{-1}(q - \mu')) \tag{21}
\]

Although we can compute the action inverse models \( \partial_a \mu, \partial_a \mu' \) through online learning using regressors [21], we let the adaptive controller absorb the non-linearities of the relation between the torque and the joint velocity. Thus, as described by [8] we just consider the sign of the derivatives.
C. Algorithm

Algorithm 1 describes the proposed controller. The first stage solves the free energy optimization using the prediction errors between the generative model and the sensor measurements. We compute $\hat{z}_q, \hat{z}_v, \hat{z}_{q_d}$ and $\hat{z}_{v_d}$ as the four terms in Eq. 16. Since these terms are equivalent to backpropagation operations over the respective errors, as we proposed in [7], they are computed by defining a node with $\hat{z}$ on the network virtual tree and backpropagating errors through the decoders. Once we have the contributions from the sensory and dynamics prediction errors, we update the robot multimodal state and the proprioceptive higher-order derivatives. Finally, we compute the action to minimize the inverse variance weighted proprioceptive prediction errors.

Algorithm 1 MVAE-AIF

Require: $x_{desired} = \{I_d, q_d\}$

while ¬goal do

$q, I \leftarrow$ Sensors (joint values, camera)

Compute prediction errors in $z$ space, Eq. 16
$x_v = g_v(z)$ Decoder visual
$x_q = g_q(z)$ Decoder joints
$\hat{z}_q = g_q.backward(\Sigma_q^{-1}(q - x_q))$
$\hat{z}_v = g_v.backward(\Sigma_v^{-1}(I - x_v))$
$\hat{z}_{q_d} = g_{q_d}.backward(\Sigma_{q_d}^{-1}(q_d - x_q))$
$\hat{z}_{v_d} = g_{v_d}.backward(\Sigma_{v_d}^{-1}(I_d - x_v))$

Update state
$\hat{z} = \hat{z}_q + \hat{z}_v + \hat{z}_{q_d} + \hat{z}_{v_d}$
$\hat{\mu}, \hat{\mu}^q \leftarrow$ proprioceptive state Eq. 18, 19

Active inference
$\dot{a} = -k_a \Sigma_q^{-1}(q - x_q) + \Sigma_{\dot{q}}^{-1}(\dot{q} - \mu')$

Euler integration
$[z, \mu, \mu'] += \delta t [\dot{z}, \dot{\mu}, \dot{\mu}']$

end while

IV. Results

A. Experiments and evaluation measures

We performed three different experimental analyses and compared our approach (MAIF) against two state-of-the-art controllers: a proprioceptive torque AIF controller (PAIF) [8] and the built-in Panda controller (BPC) with the factory parameters. Video footage of the experiments can be found in the supplementary video: https://github.com/Cmeo97/MAIF

1) Qualitative analysis in sequential reaching (Sec. IV-C). We evaluated the algorithm accuracy and behavior using several metrics, as well as studied the effect of including the visual modality. Precisely, we analyzed how the multimodal representation power affects accuracy. Besides, we show how our algorithm can work in an imaginary regime by mentally simulating the behavior.

2) Statistical evaluation in 1000 random goals (Sec. IV-D). We compared our proposed controller’s average accuracy and robustness to sensory noise against the baselines PAIF and BPC.

3) Adaptation study (Sec. IV-E). We evaluated the response of the system to unmodeled dynamics and environment variations by altering: the world gravity (Jupiter experiment), the compliance of the robot, and the sensory noise. Here we also compared our approach with the PAIF and the BPC.

In the experiments, we used the following evaluation metrics.

- **Joints perception error.** Error between the inferred (belief) and the observed joint angle. The more accurate are the predictions, the lower will be the perception error.
- **Joints goal error.** Error between the current joint angles and the desired ones (goal).
- **Joints belief-goal error.** Error between the inferred joint angle and the desired goals joint. It shows how the perceived joints approach the final goal.
- **Image reconstruction error.** Error between the predicted visual input and the observed image. It describes the goodness of the visual generative model.
- **End-effector error.** Error between the current end-effector location and the desired one (goal). It provides a single metric to evaluate the precision of the controller.

Summarizing, joints perception and image reconstruction errors measure how well the state is estimated, while joints goal, joints belief-goal and end-effector errors give a measure of how well the control task is executed.

B. Experimental setup and parameters

Experiments were performed on the Gazebo simulator and the 7DOF Franka Panda robot arm [22] using ROS [23] as interface and Pytorch [24] for the MVAE. A camera model was used to acquire visual grey scaled images with size 1x128x128 pixels. The camera was placed in front of the robot arm with a distance of 1.2 m. The average frequency of the AIF algorithm was 110 Hz. Proprioceptive and Visual sensors have publishing frequencies of 1000 Hz and 10 Hz respectively. Due to this discrepancy, they were synchronized updating them once per AIF loop iteration.

The tuning parameters for the AIF controller are:

- $\Sigma_q, \Sigma_v$: Variances representing the confidence about sensory data were set as the variances of the training dataset (joints and images).
- $\Sigma_{\mu}, \Sigma_{\mu'}$: Variances representing the confidence of internal belief about the states;
- $k_a=11.67, k_q=0.6, k_v=0.1, k_a=900$: The learning rates for state update and control actions respectively were manually tuned in the ideal settings experiment.

Table 1 details the specification of the encoders and decoders used in the MVAE. For training the MVAE we set the number of training epochs to 100, and we used ADAM [25] as the optimization algorithm. All experiments are simulated on a computer with CPU: AMD ryzen 9 3900X, GPU: Nvidia GeForce RTX 3080 msi.
| Visual Enc. | Prop Enc. | Visual Dec. | Prop Dec. |
|------------|-----------|-------------|-----------|
| Input - `I` | Input - `q` | Input - `z` | Input - `x_p` |
| Conv(128, 3) | FC(7, 64) | Conv(16, 1, 2) | FC(256, 128) |
| Conv(64, 32, 3) | FC(64, 512) | upConv(16, 1, 4) | FC(128, 64) |
| upConv(32, 32, 3) | FC(512, 4096) | upConv(16, 1, 4) | FC(64, 7) |
| Conv(32, 16, 2) | Conv(16, 1, 4) | Output | Output |
| Conv(16, 1, 2) | upConv(16, 1, 4) | Conv(16, 1, 2) | - |

TABLE I: Network layers specifications. Type: Convolution (Conv), Trasposed Convolution (upConv), Fully connected (FC). All layers use ReLu activation function, except for the visual decoder output that uses tanh(ReLu). MaxPool and AvgPool are used to increase network generalization.

C. Qualitative analysis in a sequential reaching task

To analyse the controller behavior, we designed a sequential reaching task with five desired goals defined by the final joint angles $\{q_{d_1}, q_{d_2}, q_{d_3}, q_{d_4}, q_{d_5}\}$:

- $q_{d_1} = [1.0, 0.5, 0.0, -2.0, 0.0, 2.5, 0.0]$ rad
- $q_{d_2} = [0.0, 0.2, 0.0, -1.0, 0.0, 1.2, 0.9]$ rad
- $q_{d_3} = [-1.0, 0.5, 0.0, -1.2, 0.0, 1.6, 0.0]$ rad
- $q_{d_4} = q_{d_2}$
- $q_{d_5} = q_{d_1}$

and the desired visual input $\{I_{d_1}, I_{d_2}, I_{d_3}, I_{d_4}, I_{d_5}\}$, depicted in Fig. 2. In all experiments the robot starts in home position ($q_{\text{home}}=0$ rad), corresponding to the arm straight up.

![Home](a) | ![I_{d_1}](b) | ![I_{d_2}](c) | ![I_{d_3}](d)

Fig. 2: Robot home position and visual goals.

1) Sequential reaching: Fig. 3 describes the evolution of the evaluation metrics. The joint errors (Fig. 3a) show synchronous convergence without overshooting or steady-state errors. Fig. 3c and 3d show perception and joints belief error respectively. The delay between the convergence of joints beliefs and the real ones is due to the AIF framework. The robot updates its internal belief by approximating the conditional density, maximizing the likelihood of the observed sensations and then it generates an action that results in a new sensory state, which is consistent with the current internal representation. Fig. 3b shows the visual generative model image reconstruction errors through the simulation. From one goal to the next one the error drops down. However, some goals can be better reconstructed than others, resulting in different steady errors. The reason is that many $z$ solutions lead to similar images. Fig. 3e shows some visual predictions in the 20 seconds simulation. Finally, the generated actions (torques) using MAIF, for the 7 joints during the experiment, are showed in Fig. 4. Switching to a new goal generated torques that minimize prediction errors.

![Joints goal error](a) | ![Image reconstruction error](b) | ![Perception error](c) | ![Joints belief error](d)

Fig. 3: Qualitative analysis of the error measures in the sequential reaching of five goals. All errors present peaks when the new goal is set. (a) Each line represents the error between the i-th joint angle and the desired one. (b) Image reconstruction error. (c) Each line represents the error between the i-th joint belief and the ground truth. (d) Each line represents the error between the i-th joint belief and the desired joint angle. (e) Sequence of the predicted images by the generative model along the trajectory.

2) Visual modality study: We evaluated the effect of adding the visual modality. To this end, we tested the algorithm in the presence of visual noise and in the absence of visual input (camera occlusion or broken) by clamping the image to zeros. We compared our algorithm with the proprioceptive-AIF (PAIF) baseline. Visual noise was implemented as additive noise sampled from a Normal distribution $r_t \sim \mathcal{N}(0, \Sigma_I = 0.25)$.

Fig. 5 shows the end-effector location errors using four different algorithm settings: MAIF, MAIF with visual noise, MAIF with visual occlusion and PAIF. MAIF had the best response while PAIF scored the lowest. In the case of visual occlusion, the MAIF approached the PAIF response, and in the case of noisy visual input, accuracy fell in the middle of MAIF and MAIF with visual occlusion.
3) Mental simulation: Unlike most of the controllers present in literature, a great advantage of using our approach is the possibility to perform simulations on the robot’s brain exploiting the generative nature of the MVAE. In other words, given $x_{\text{desired}}$, the entire experiment can be mentally simulated. Since sensory data are not available, the state update law becomes:

$$\dot{z} = \dot{z}_{qd} + \dot{z}_{vd} \tag{22}$$

As a result, decoding the new internal state, the updated $\{I, q\}$ can be computed and the new errors can be back-propagated again, creating a loop that allows the system to do imaginary simulations.

Fig. 6a and 6b show respectively imagined joints error and images reconstruction error through the entire simulation. These results show that the errors converge faster to zero than in the normal regime (Fig. 3d) as it does not need to accommodate the real dynamics of the robot.

D. Statistical analysis

A statistical comparison between our MAIF, PAIF and BPC was performed to evaluate the controllers’ performances on reaching tasks under normal and noisy conditions. To this end, we created a list of 1000 random desired goals that we executed in each controller. Then, we compared their average joint errors. In every execution, the robot started
from the home position. Fig. 7 shows the root-mean-square error (RMSE) between the end-effector position and the desired pose over all executions for the three controllers.

In perfect conditions (Fig. 7a), BPC was the fastest and had the lowest RMSE on average. MAIF had high accuracy and presented a small overshoot when reaching the goal. PAIF was much slower and had lower accuracy. However, when injecting Gaussian noise \( r_q \sim N(0, \Sigma_q = 0.5) \) in the joint sensor measurements (Fig. 7b), our proposed MAIF scored the lowest RMSE and standard deviation. Hence, MAIF presented higher robustness to proprioceptive noise with more stable behavior than the BPC and the PAIF. BPC had the highest standard deviation, showing poor robustness to sensory noise, especially as we approached the desired goal. By visual inspection of the robot behavior, we observed strong oscillations in the BPC. The robustness of MAIF is due to the algorithm structure. The free energy optimization scheme and the decoder interpolation make that the sensory noise has a low effect on the state estimation.

E. Adaptation

To investigate our approach adaptability to unmodeled dynamics and environment variations, we tested the controllers in three experiments. First, we changed the gravity of the world as if the robot was in Jupiter. Second, we altered the motors stiffness parameter of the Panda robot. Third, we reevaluated the controller in the presence of sensory noise focusing on the robot behavior. Again, we compared our algorithm (MAIF) with the built-in Panda controller (BPC) and the proprioceptive controller (PAIF). All controllers parameters were the same as in the previous experiments. Thus, no retuning was done.

1) Jupiter experiment: This experiment aims to show the controller performance in case of gravity changes. The reasoning behind this experiment is to evaluate MAIF performance under unexpected external conditions, such as external forces. To do that, we performed the simulation with Jupiter gravity, which is \( g = 24.79 \text{ m/s}^2 \) on the planet’s surface. Fig. 8 illustrates joint angle absolute errors for each controller. MAIF was the least affected by the change of gravity. Under BPC the robot arm oscillated around the desired pose and had steady-state errors. PAIF response was also affected by the gravity change. MAIF registered a faster response than PAIF due to multisensory integration: images are not affected by gravity.

2) Compliant experiment: The goal of this experiment is the evaluation of MAIF adaptation under changes on the robot’s physical parameters. We altered the robot arm’s compliance by changing the motors stiffness values from \( 0.01 \text{ Nm/rad} \) to \( 0.001 \text{ Nm/rad} \). Figure 9 shows the absolute joints errors for each controller. As in the previous experiment, the BPC makes the robot arm oscillate around some goal poses, while both MAIF and PAIF do not. With low stiffness, MAIF and PAIF slightly overshoot when the desired goal was far away. However, since MAIF updates its state from both proprioceptive and visual sensory data, it had much lower overshooting and faster response than PAIF.

3) Sensory noise experiment: We reevaluated the controller behavior in the presence of proprioceptive noise but in a sequential reaching task, focusing on the adaptation capabilities of the three controllers. Figure 10 shows that MAIF was the most adaptive, presenting the smoothest behavior. PAIF also adapted to the noise but presented higher oscillations than MAIF. By contrast, BPC had the worst behavior, showing strong oscillations around the desired goals.

V. Conclusion

We presented an improved adaptive torque controller for robot manipulators based on active inference. Our approach makes use of the alleged adaptability and robustness of AIF, taking advantage of previous works and overwhelming some related limitations. We solved state estimation by combining
Fig. 10: Sensory noise experiment. Sequential reaching of five goals under proprioceptive noise. All end-effector absolute errors present peaks when the new goal is set.

representation learning (with a multimodal VAE) with free energy optimization, improving the representational power and adaptability. As a result, we derived a schema for online proprio-visual torque control, which does not require any dynamic or kinematic model of the robot, is less sensitive to unmodeled dynamics, and can handle high-dimensional inputs. Although in this work we used images it can be generalized to any sensor modality.

Results showed that our proposed algorithm outperforms in terms of adaptation the built-in Panda controller and a state-of-the-art torque AIF baseline. Moreover, it was more accurate in the presence of sensory noise. Our AIF controller was highly adaptive and robust to different contexts, such as sensory noise, visual occlusions, changes in the world dynamics (i.e., gravity) and changes in the robot properties (i.e. motor stiffness). Besides, our approach natively allowed mental simulation of the planned trajectory.

Future work will finalize the physical robot experiments that were not possible due to university restrictions and will investigate strongly coupled cross-modal learning and hierarchical schemes for sequential decision making.
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