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Figure S1. Correlation of Data Features and Model Predictions, Related to Figure 2
The dual-model explains the grand mean MEG channel data better than the cortical model alone ($r_{CS}=0.98$ vs. $r_C=0.93$), which illustrates the improvement in accuracy implicit in the free energy calculation.
Bayesian model comparison of the dual-model based on the amygdala location (AMY) clearly outperformed all other models tested. The amygdala locations were replaced by the hippocampus (HIPP), extra bilateral sources around A1 (A1+), bilateral inferior colliculus (IC), bilateral superior temporal gyrus (STG); and finally, a similar model with forward connections removed from A1 to STG (STG_nf). AMY model was the best amongst all models, outperforming STG_nf (second most likely model) with very strong evidence (log Bayes factor > 5 [1]).
Supplemental Experimental Procedures

Participants
We recorded MEG data from twelve healthy naïve participants (3 males, 9 females, age range 24–35 years, and mean age 31.4 years). All participants reported normal hearing and normal or corrected to normal vision. Informed consent was obtained from each subject, after full explanation of the experiment, according to the procedures approved by the University College London Hospitals Ethics Committee. Participants were monetarily compensated for their time.

Experimental Design
The paradigm was adapted from a previous study [2] and involved a 2 (sounds: standards, deviants) x 3 (contextual faces: neutral, happy, fearful) design. Participants sat comfortably in front of a computer screen in a dimly-illuminated magnetically shielded room, while they performed a gender discrimination task on visually presented faces, by means of a button press. Photos of male and female faces were of equal number. Faces were presented in a randomised sequence, each for a sustained period of 7s. There was a jittered period of 0-300ms between presentations of each face (see Figure 1). A total of 54 faces were selected from [3], 18 per facial expression (9 females and 9 males). Hair and ears were removed from the greyscale photos to make the task more difficult.

During the incidental judgement task, participants were simultaneously presented with an auditory frequency oddball paradigm. The oddball paradigm is characterised by a regular sequence of pure tones that occasionally varied in their frequency [4]. The most prevalent, or standard sounds were played at 1000 Hz with 90% probability and the rare, or deviant sounds were played at 1100 Hz with 10% probability. Sounds were played every 700ms and lasted 70 ms. Hence, the emotional expression of a face provided a contextual background in which both standard and deviant sounds were heard. There were a total of 99 oddball and 990 standard trials per contextual condition for most participants, the exception being 2 participants who performed only 2 out of 3 consecutive experimental sessions. Prior to the actual experiment, all subjects performed a 3 minute practice session, in which they became familiar with the stimuli and the task. The photos used in the practice session were not included in the actual experiment. Participants were instructed to ignore the sounds and the emotional expressions of the observed faces.

The stimulus control and task software were written in MATLAB, using the Cogent 2000 toolbox (http://www.vislab.ucl.ac.uk/cogent.php).

MEG Recordings and Preprocessing
Measurements were acquired with a CTF 275-channel whole-head MEG system, with 274 functioning second-order axial gradiometers arranged in a helmet shaped array. Data were collected at a sampling rate of 600 Hz. Subsequently, data were off-line down-sampled to 200 Hz, bandpass filtered from 0.5 to 30 Hz, and baseline corrected with reference to [-100–0] ms. Averages were time-locked to sound onsets. Three energised electrical coils were attached to the fiducials (nasion, and left and right preauricular), in order to continuously monitor the position of each participants head with respect to the MEG sensors.

Auditory stimuli were binaurally presented at a comfortable loudness level, through a flexible tubing connected to piezo electric transducers positioned approximately 1m below the sensor array.
Model Specification and Statistical Inference

Dynamic causal modelling (DCM) is a hypothesis driven approach to the analysis of brain connectivity. Originally developed for functional magnetic resonance imaging (fMRI) data [5], it has subsequently been extended for electrophysiological data such as those observed with EEG, MEG and local field potentials (LFP) [6-10]. As opposed to data-driven approaches useful for network discovery [11-13], DCM has a powerful use in testing competing hypotheses or models that generate data in a specific context [14-22]. This class of questions, ill-posed by nature, can be powerfully addressed in a Bayesian framework that allows for model selection amongst alternatives, and inference about the directionality of specific connections as well as their parameterisation.

Here, we tested two DCMs that map onto two candidate models or hypotheses: the dual-route model (CS) and the cortical model (C). These hypotheses attempt to explain how salient information is processed in the brain, and more specifically which pathways might convey this sort of information to the amygdala [23-25]. Therefore, we initially focused our analysis on the ERF evoked by surprising (oddballs) trials in the context of fearful faces, and then reproduced the same analyses for the remaining five conditions. Both models included four areas modelled as an equivalent current dipole (ECD) a priori fixed locations placed over the left (-30,-2,-13) and right (23,-2,-23) amygdala (AMY) [26], and the left (-42,-22,7) and right (46,-14,8) primary auditory cortex (A1). In addition, we included a hidden source to emulate activity in the medial geniculate body (MGB), known to respond differently to outliers [27], which was also modelled as an ECD but with no contribution to scalp activity. These regions were connected with forward, or bottom-up, connections according to the rules described in [28, 29]. We reduced the data to their eight principal components through singular value decomposition, and used one discrete cosine transform component to remove slow drift. We posited no constraints on the symmetry of dipolar orientation or on within-area connectivity. The dual-route model (CS) included both cortical and subcortical pathways, which convey information from the auditory thalamus (MGB) directly or indirectly (through A1) to the amygdala. The C model included the cortical pathway alone, hence, precluding subcortical connections to the amygdala (Figure 2D). Given that we were interested in testing the idea of a dual-route model with a subcortical pathway allowing for rapid processing of significant information, we then compared these models against each other as a function of time. For that we used an increasing time window approach (described in [14]) to model data observed in [0-50] ms, and thereafter in steps of 10 ms up to [0-250] ms (Figure 2E). This approach attempted at addressing whether the usefulness of the subcortical pathway was time specific.

Statistical inference on models was implemented using a random effects approach [30, 31] to compute a group Bayes factor from each subject and each models negative free energy. As opposed to fixed effects [8], random effects analysis models outlier effects, a providing less biased estimates of group Bayes factors.

All the analysis was done with SPM and in-house MATLAB scripts.

Validation Checks

To further test the robustness of our results we performed a number of validity checks. Firstly, we compared the accuracy of the models with and without the subcortical pathway and found that indeed the dual-model explained the MEG channel data better than the cortical model alone ($r_{CS}=0.98$ vs. $r_{C}=0.93$, see Figure S1). As the dual model contains more free parameters this was not unexpected; but it illustrates the improvement in accuracy implicit in the free energy calculation. In order to verify that an improvement in observed free energy
could not be simply due to more available parameters to fit, and to test for the specificity of the MEG data to amygdala activity, we performed an additional identical analysis where the amygdala was replaced by other plausible regions (Figure S2). These models were constrained by biologically motivated priors on spatial source locations and dynamics and assessed how well these models explained the grand mean data observed in the first 130 ms after stimulus onset. First, we replaced the amygdala by left (-27,-30,-3) and right (27,-30,-3) hippocampus (HIPP model). We then replaced them by two extra bilateral sources around A1 (A1+ model, (-45,-25,10) and (49,-17,11)). In a different model, the amygdala were replaced by bilateral inferior colliculus (IC model, (-4,-34,-12) and (6,-35,-12), [32]). Two further models included the bilateral superior temporal gyrus (STG) instead of the amygdalae, one with and one without (STG beforeEach forward connections from A1 to STG. We found that the AMY model was the best amongst all the alternatives, outperforming the second most likely model, STG, with very strong evidence (log Bayes factor >5 [1]). This analysis shows that the amygdala model explains measured MEG data much better than a model in which the amygdala was replaced by alternative deep sources (and indeed better than models with additional auditory or inferior colliculus sources). Furthermore, the analysis demonstrates that amygdalar and hippocampal sources can be discriminated, thereby adding to the confidence in our inference that these reconstructed signals do indeed emanate from the amygdala, and not from a neighbouring deep-brain structure.

As a final check, we performed a simulation study in which we assessed the relative sensitivity of our MEG system to these deeper structures (based on geometrical information alone and ignoring cortical architecture). We computed the relative lead field magnitudes within the amygdala, the hippocampus, and the STG as compared to A1. The sensitivities of the MEG system to voxels within the amygdala, hippocampus and STG relative to the auditory cortex were 92±3%, 62±2%, and 182±7% respectively. This demonstrates that we do not lose much sensitivity in the amygdala when compared to A1. In fact, MEG sensitivity to A1 is already relatively small when compared to the visual or somatosensory cortex [33]. We also note recent MEG studies [26, 34-36] report being able to reconstruct activity in amygdala and hippocampus, as well as reports that thalamic [37] and brainstem structures [38] can also be reliably identified. Here, we also gain a degree of immunity to noise by using a model that incorporates constraints on the cortical dynamics.
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