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Abstract—Many recent superresolution methods are based on supervised learning. That means, that they require a large database of pairs of high- and low-resolution images as training data. However, for many applications, acquiring pairs of high and low resolution data or even imaging a large area with a high resolution is unrealistic. To overcome this problem, we introduce a Wasserstein patch prior for unsupervised superresolution of two- and three-dimensional images. In addition to the low-resolution observation, our method only requires one, possibly small, reference image which has a similar patch distribution as the high resolution ground truth. This assumption can e.g. be fulfilled when working with texture images or images of homogeneous material microstructures. The proposed regularizer penalizes the Wasserstein-2-distance of the patch distributions within the reconstruction and the reference image at different scales. We demonstrate the performance of the proposed method by applying it to two- and three-dimensional images of materials’ microstructures.
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I. INTRODUCTION

SUPERRESOLUTION is the task to reconstruct a high-resolution image based on a low-resolution observation.

From a mathematical point of view, image superresolution belongs to the class of inverse problems. More precisely, we assume that the high-resolution image \( x \in \mathbb{R}^n \) and the low-resolution observation \( y \in \mathbb{R}^d \) are related by

\[ y = f(x) + \eta, \]

where \( f: \mathbb{R}^n \to \mathbb{R}^d \) is a (not necessarily linear) operator and \( \eta \) is some noise. For inverse problems (including superresolution), the operator \( f \) is usually differentiable but ill-posed or not injective. Thus, reconstructing the true image \( x \) from a given observation \( y \) is difficult and we have to use some prior information. This is classically done by minimizing a functional

\[ \mathcal{J}(x) = d(x, y) + \lambda R(x), \]

where \( d \) is a data fidelity term, which ensures that the distance of \( f(x) \) and \( y \) is small, and \( R \) is a regularizer, which incorporates the prior information. The hyper parameter \( \lambda \) serves as a weighting between both terms. If \( \eta \) is Gaussian noise, then the data fidelity term is usually set to \( d(x, y) = \frac{1}{2} \| f(x) - y \|^2 \). During the last decades a wide range of regularizers was proposed for different inverse problems.

Simple regularizers, as the total variation (TV) \([39]\), can be used very generally for a large number of problems. However, they typically show a weaker performance than reconstruction methods which are adapted to specific problems and the special structure of the images under consideration. In image processing, powerful methods for denoising \([4], [25], [29]\), noise level estimation \([22], [49]\) or superresolution \([24], [41]\) are based on similarities of small \( p \times p \) patches of the images under consideration.

Here, we particularly focus on so-called patch priors \([34], [63]\). These are regularizers which depend on the patch distribution of \( x \), i.e. they are of the form

\[ R(x) = \tilde{R}(P^N_i x_{i=1}), \]

where the values \( P^N_i x \) are \( p \times p \) patches from \( x \) and the operator \( P^N \) extracts the \( i \)-th patch of \( x \).

Using the idea that a texture or texture-like image can be represented by its patch distribution, the authors of \([15], [21], [26], [30]\) proposed to synthesize textures by minimizing the Wasserstein distance of the patch distribution of the synthesized image to the patch distribution of some reference image. Here, we transfer these ideas to superresolution.
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resolution is possible. For spatially homogeneous materials, the patch distribution of this additional sample can be expected to be similar to that of the desired high resolution image.

Nowadays, many state-of-the-art superresolution methods are based on machine learning with deep neural networks, see e.g. [14], [38], [40], [55], [59], [62]. However, most of these methods are trained on registered pairs of high- and low-resolution images. As outlined above, such data is often not available in practice.

There are only very few neural network based approaches working with similar assumptions as our approach. Examples are the deep image prior [50] and Plug-and-Play (PnP) methods [47], [54]. We compare the proposed method with both in Section III. One possible extension of the Plug and Play framework is the MACE algorithm [5], which is closely related to the parallel Douglas-Rachford splitting [3], [10]. The MACE algorithm in connection with a multi-resolution data fusion was further investigated and applied for superresolution in [36]. Finally, the authors of [46] propose an unsupervised superresolution method based on internal learning. However, their main assumption is that the images admit a self-similarity across different resolutions. While this assumption is often met by two-dimensional natural images, it is typically violated when considering three-dimensional materials’ microstructures.

In summary, our paper provides the following contributions.

– Building upon [26], we propose to use a Wasserstein patch prior for unsupervised reconstructions in inverse problems. This prior penalizes the Wasserstein-2 distance of the patch distributions of the reconstruction and the reference image.
– We apply the Wasserstein patch prior for unsupervised superresolution of real-world material images.
– In particular, we extend the Wasserstein patch prior to three-dimensional images, where not many competing methods exist.

An implementation of the two-dimensional examples is available online.¹

The paper is structured as follows: In Section II, we introduce the proposed regularizer and describe how the functional consisting of data fidelity term and regularizer can be minimized. We provide numerical examples for real and synthetic data in 2D and 3D in Section III. Conclusions are drawn in Section IV.

II. A WASSERSTEIN PATCH PRIOR

In this section, we describe the proposed superresolution method. First, in Subsection II-A, we introduce the Wasserstein patch prior as a regularizer and derive our objective functional. In Subsection II-B we focus on the minimization of the objective functional. Finally, in Subsection II-C we discuss an approach for making the method robust to small deviations between the patch distributions of the reference and the ground truth image.

A. Proposed Regularizer

Let \( P_i : \mathbb{R}^d \rightarrow \mathbb{R}^p \) be the operator which extracts the \( i \)-th patch of size \( p \) from an image of size \( d_1 \times d_2 \) with \( d = d_1 \times d_2 \).

Then, we define the empirical patch distribution \( \mu_x \) of an image \( x \) by the discrete measure

\[
\mu_x = \frac{1}{N} \sum_{i=1}^{N} \delta_{P_i x}.
\]

Here, the set \( \{ P_i x : i = 1, \ldots, N \} \) is either the whole set of all overlapping patches within the image \( x \) or a random subset thereof. The main assumption of the following proposed regularizer is that the images \( x \) and \( \tilde{x} \) are similar in the sense that they have a similar empirical patch distribution.

To measure the distance of the patch distribution within an image \( x \) and its reference image \( \tilde{x} \), we use the Wasserstein-2 distance. For two discrete measures

\[
\mu = \frac{1}{N} \sum_{i=1}^{N} \delta_{p_i}, \quad \tilde{\mu} = \frac{1}{M} \sum_{j=1}^{M} \delta_{\tilde{p}_j}, \quad p_i, \tilde{p}_j \in \mathbb{R}^p,
\]

the Wasserstein-2 distance is defined by

\[
W_2^2(\mu, \tilde{\mu}) = \min_{\Pi(\mu, \tilde{\mu})} \sum_{i=1}^{N} \sum_{j=1}^{M} \frac{1}{2} \| p_i - \tilde{p}_j \|^2 \pi_{i,j},
\]

where

\[
\Pi(\mu, \tilde{\mu}) = \left\{ (\pi_{i,j})_{i,j} : \sum_{i=1}^{N} \pi_{i,j} = \frac{1}{M}, \quad \sum_{j=1}^{M} \pi_{i,j} = \frac{1}{N} \right\}.
\]

Engineering materials frequently show a multiscale microstructure with components of significantly different size. To incorporate image information across these scales in the regularizer, we consider several downscaled versions of the original image \( x \). More precisely, let \( A \) be some downsampling operator. Then, we define sequences of downsampled versions of \( x \) and \( \tilde{x} \) via \( x_1 = x, x_l = A x_{l-1}, \tilde{x}_1 = \tilde{x} \) and \( \tilde{x}_l = A \tilde{x}_{l-1} \) for \( l = 2, \ldots, L \). Our regularizer measures the Wasserstein distance between patches of \( x_l \) and \( \tilde{x}_l \) at each layer \( l \), i.e., we consider

\[
R(x) = \sum_{l=1}^{L} W_2^2(\mu_{x_l}, \mu_{\tilde{x}_l}), \quad (1)
\]

Fig. 1 illustrates this decomposition and the considered Wasserstein patch prior.

Finally, we propose to minimize the functional

\[
\mathcal{J}(x) = d(x, y) + \lambda R(x).
\]

Within our numerical examples, we focus on the data fidelity term \( d(x, y) = \frac{1}{2} \| f(x) - y \|^2 \), such that \( \mathcal{J} \) can be rewritten as

\[
\mathcal{J}(x) = \frac{1}{2} \| f(x) - y \|^2 + \lambda \sum_{l=1}^{L} W_2^2(\mu_{x_l}, \mu_{\tilde{x}_l}). \quad (2)
\]

For the rest of the paper, we will refer to this regularizer as the Wasserstein Patch Prior (WPP).

Note that the authors of [26] propose to find a local minimum of the regularizer \( R \) to generate textures based on a reference texture \( \tilde{x} \) for a random initialization \( x \). Using the same definitions, the idea of Wasserstein patch priors could also be transferred to other optimal transport costs.

¹[Online]. Available: https://github.com/joherwich/Wasserstein_Patch_Prior
Remark 1: To achieve computational efficiency, we do not use all patches within the measure \( \mu_x \) arising from the reference image but only a random subset of 10000 patches. For the measure \( \mu_x \) arising from our reconstruction, we use all patches.

B. Minimization of the Objective Function

For the minimization of \( J \), we assume that \( f \) is differentiable and use a gradient descent scheme based on the minimization of \( R \). Here, the main challenge is to compute the derivative of \( W_2^2 \left( \frac{1}{N} \sum_{i=1}^{N} \delta_{P_i, x}, \frac{1}{N} \sum_{i=1}^{N} \delta_{P_i, \tilde{x}} \right) \) with respect to \( x \). For this, we follow the lines of [26].

Using the dual formulation of the Wasserstein-2 distance, we obtain that

\[
\nabla_x W_2^2 \left( \frac{1}{N} \sum_{i=1}^{N} \delta_{P_i, x}, \frac{1}{N} \sum_{i=1}^{N} \delta_{P_i, \tilde{x}} \right) = \arg \max_{\psi \in \mathbb{R}^N} F(\psi, x),
\]

where

\[
F(\psi, x) = \frac{1}{N} \sum_{i=1}^{N} \psi(x^i) + \frac{1}{N} \sum_{i=1}^{N} \psi_i,
\]

and \( \psi^c(x) = \min_j \{ x_j - P_j \tilde{x} \} \) is the c-transform of \( \psi \). Now, the following theorem was shown in [26], Theorem 2.

**Theorem 2**: Consider \( x_0 \) such that \( x \mapsto W_2^2 \left( \frac{1}{N} \sum_{i=1}^{N} \delta_{P_i, x}, \frac{1}{N} \sum_{i=1}^{N} \delta_{P_i, \tilde{x}} \right) \) and \( x \mapsto F(\psi^*, x) \) are differentiable at \( x_0 \) with \( \psi^* \in \arg \max_{\psi} F(\psi, x_0) \). Then it holds

\[
\nabla_x W_2^2 \left( \frac{1}{N} \sum_{i=1}^{N} \delta_{P_i, x_0}, \frac{1}{N} \sum_{i=1}^{N} \delta_{P_i, \tilde{x}} \right) = \nabla_x F(\psi^*, x_0).
\]

Note that for almost every \( x \) the set of minimizers

\[
\sigma_\psi(i) = \arg \min_{j} (\frac{1}{2} \| P_i x - P_j \tilde{x} \|)^2 - \psi_j
\]

is single-valued. Hence,

\[
\nabla_x \psi^c(P_i x) = \frac{1}{2} \| P_i x - P_j \tilde{x} \|^2
\]

for almost every \( x \). Note that for computing this gradient it is required to compute \( \psi^* \). For doing so, the authors of [26] suggest to use a (stochastic) gradient ascent as proposed in [18].

Summarized, the gradient of \( J(x) \) in (2) can be computed by Algorithm 1.

**Remark 3 (Relation to Wasserstein GANs)**: At first glance, the minimization of the dual form (3) of the Wasserstein distance looks similar to the loss function of (Wasserstein) GANs [2],...
Algorithm 1: Gradient Computation.

for $l = 1, \ldots, L$ do

Set

$$F_l(\psi, x_l) := \frac{1}{N_l} \sum_{i=1}^{N_l} \psi^c(P, x_l) + \frac{1}{N_l} \sum_{j=1}^{N_l} \psi_j$$

Use stochastic gradient ascent to compute $\psi^l \in \arg \max_{\psi} F_1(\psi, x_l)$.

end for

Compute $\nabla J(x)$ as

$$\nabla J(x) = \nabla f(x)(f(x) - y) + \lambda \sum_{l=1}^{L} (A^l)^T \left( \frac{1}{N_l} \sum_{i=1}^{N_l} P_i^T P_{x_l} - P_i^T P_{\tilde{x}_l(i)}\tilde{x}_l \right),$$

where $\nabla f(x)$ is the Jacobian of $f$ at $x$.

[19]. In particular, the minimization of the WPP shares the minimax structure with GAN-type loss functions via the right side of (3). However, there are some fundamental methodological differences:

- A Wasserstein GAN aims at minimizing the Wasserstein-1 distance of the probability distribution induced by some generator to the probability distribution defined by some training data. In particular, a Wasserstein GAN compares probability distributions on the space of $n \times m$ images, which might be very high-dimensional. Furthermore, Wasserstein GANs for inverse problems are often trained in a supervised way [1], [45], [56], such that the access to a large database of ground truth images is required. In contrast, the proposed regularizer (1) considers the Wasserstein distance of the patch distributions of the reconstruction and the reference image. These are measures on the space of $p \times p$ patches, which has a much smaller dimension (in Section III we use $p = 6$). These patches are extracted from the reconstruction and one single reference image. Consequently, our proposed method is unsupervised and only needs one reference image.

- The optimization with respect to the discriminator of a Wasserstein GAN is a highly non-concave maximization problem with often millions of parameters. Thus, there is no chance to end up even close to the global optimum. Consequently, it is not clear how well a Wasserstein GAN really approximates the Wasserstein distance. Indeed, the authors of a recent paper [48] found that Wasserstein GANs fail to approximate the Wasserstein distance and that the use of a better approximation yields much weaker results. In contrast, the maximization with respect to $\psi$ in (3) is a concave optimization problem with much fewer parameters. Thus, any local maximizer is a global maximizer such that Algorithm 1 is really a gradient descent on the Wasserstein distance rather than a training routine of a GAN.

Consequently, Wasserstein GANs are only very loosely related to the WPP.

C. Compensation of Slightly Different Patch Distributions

So far, we assumed that the patch distributions in the (unknown) ground truth $x$ and the reference image $\tilde{x}$ are identical. This assumption is not realistic in practice. To compensate for slight differences of $\mu_x$ and $\mu_{\tilde{x}}$, we introduce the new operator $g : \mathbb{R}^{m+2q+n+2q} \rightarrow \mathbb{R}^d$ defined by $g(x) = f(Cx)$, where $C : \mathbb{R}^{m+2q+n+2q} \rightarrow \mathbb{R}^{m+n}$ crops the middle $m \times n$ pixels from $x \in \mathbb{R}^{m+2q+n+2d}$. Then, we minimize

$$\mathcal{I}(x) = \frac{1}{2} \|g(x) - y\|^2 + \lambda \sum_{l=1}^{L} W_2^2(\mu_{x_l}, \mu_{\tilde{x}_l}).$$

Finally, our reconstruction is given by

$$\hat{x} = Cz, \quad \text{with} \quad z \in \arg \min_{z} \mathcal{I}(x).$$

Note that the data fidelity term $\frac{1}{2} \|g(x) - y\|^2$ is by definition not affected by the boundary of size $q$ in $x$. On the other hand, the boundary of $x$ influences the patch distribution of $x$ such that it can compensate small differences between the patch distributions of the reference image $\tilde{x}$ and the unknown ground truth $x$.

III. NUMERICAL RESULTS FOR SUPERRESOLUTION

In this section, we apply the Wasserstein patch regularization for the problem of superresolution of two- and three-dimensional images.

Many superresolution approaches found in the literature focus on natural 2D images. However, problems due to low resolution may also arise in processing and analysis of (3D) images of materials’ microstructures. For instance, selecting the voxel size in micro computed tomography requires a trade-off between representativity of the imaged volume and ability to reconstruct fine structure details such as thin fibres or cracks [43]. In serial sectioning imaging techniques such as scanning electron microscopy coupled with focused ion beam milling (FIB-SEM), limiting the processing time may require to choose the voxel size larger than desired, in particular in the slicing direction. The resulting anisotropic voxels induce an artificial anisotropy in the data which influences the results of a quantitative image analysis [37]. In these cases, application of a superresolution approach may help to overcome limitations due to the imaging setup. However, the reconstruction quality must be validated critically to ensure that geometric or material characteristics obtained from the reconstructed image are reliable.
For superresolution, the forward operator \( f \) usually is a composition of a blur operator and a downsampling operator. We demonstrate the performance of our approach by using images of materials’ microstructures obtained by synchrotron micro-computed tomography (\( \mu \text{CT} \)). Additionally, we consider synthetic images that were obtained by simulating the process of FIB-SEM imaging. Finally, the approach is applied to a real FIB-SEM image stack.

For evaluating the quality of our results we use the following quality measures:

- **Peak-signal to noise ratio (PSNR):** For two images \( x \) and \( y \) on \([0, 1]^{m \times n}\) it is defined as

\[
\text{PSNR}(x, y) = -10 \log_{10}(\frac{1}{mn} \|x - y\|^2).
\]

- **Blur effect [11]:** This metric measure the sharpness of our results and is based on comparing the variation within an input image \( x \) with a blurred version \( x_{\text{blur}} \). Sharp images \( x \) will lose much variation through the blur, while the loss will be small for blurred \( x \). The blur effect describes the percentage of variation which is retained after the blurring process. It takes values in \([0, 1]\), where a small blur effect indicates that \( x \) is very sharp while a large blur effect means that \( x \) is very blurry.

- **Feature-based similarity index (FSIM) [60]:** The basic idea of the FSIM is not to compare the raw pixel values, but to compare the similarity of certain feature maps extracted from the images. We use the same feature maps as the in the original paper [60].

- **Learned perceptual image patch similarity (LPIPS) [61]:** LPIPS measures the perceptual similarity of our results and the ground truth. The basic idea is to compare the feature maps extracted from some deep neural network that is trained for some classical imaging task which is not necessarily related to our original problem. In our numerical examples, we use the AlexNet [28] trained for classification of the ImageNet data set [13]. A small value of LPIPS indicates a high perceptual similarity. Note that LPIPS was originally proposed and implemented for 2D images. Although LPIPS could probably be extended to 3D images (see [44] for some work in this direction), this is not within the scope of our paper. For the 3D data, we will use the mean of the LPIPS values over all slices of the image.

We compare our results with the bi- and tricubic interpolation, \( L^2 - TV \), the expected patch log likelihood (EPLL) using a domain-specific patch distribution, the deep image prior (DIP) and plug-and-play FBS (PnP-DRUNet). Within the PnP-DRUNet we use once a denoiser trained on natural images and once a denoiser trained on 500 domain-specific images (PnP-DS), i.e., high-resolution images from the corresponding material. Note that the input assumptions of the used methods differ slightly. While the interpolation, \( L^2 - TV \), DIP and PnP-DRUNet require only the knowledge of the operator, the WPP and EPLL additionally need one high-resolution reference image. Finally,

\[\text{PnP-DS requires additionally extensive knowledge about the considered image domain represented by a large data base of high-resolution images of the corresponding material, which is usually not available in practice. A short description of these methods can be found in Appendix A.}

All numerical examples are implemented in Python and PyTorch and are based on the code of [26].\[^{3}\] An implementation of the 2D examples is provided online.\[^{4}\]

### A. Synchrotron Computed Tomography Data

First, we consider material data which was also used in [24]. Here, a series of multi-scale 3D images has been acquired by synchrotron micro-computed tomography at the SLS beamline TOMCAT. Samples of two materials were selected to provide 3D images of size \( 2560 \times 2560 \times 2160 \) having different levels of complexity:

- The first one is a composite ("SiC Diamonds") obtained by microwave sintering of silicon and diamonds, see [53].
- The second one is a sample of Fontainebleau sandstone ("FS"), a rather homogeneous natural rock that is commonly used in the oil industry for flow experiments.

In the first step, we consider only 2D sectional images of the CT scans. They have the size \( 600 \times 600 \) pixels with a pixel spacing of \( 1.625 \mu m \). Some ground truth and the reference images in our two-dimensional experiments are given in Fig. 2. Since we require that the forward operator \( f \) is known, we use the real material images as high resolution ground-truth and as reference

\[\text{[Online]. Available: https://github.com/ahoudard/wgenpatex}\]

\[\text{[Online]. Available: https://github.com/johertrich/Wasserstein_Patch_Prior}\]
TABLE I

| Method | PSNR | FSIM | L2-TV | EPLL | DIP | PnP-DRUnet | PnP-DS | WPP |
|--------|------|------|-------|------|-----|------------|--------|-----|
| SiC    | 25.52| 27.76| 27.66 | 27.36| 27.75| 28.24      | 27.72  |     |
|        | 0.8836 | 0.9142 | 0.9213 | 0.9145 | 0.8753 | 0.9125 | 0.9236 |     |
|        | 0.5445 | 0.3938 | 0.4109 | 0.3805 | 0.4425 | 0.3941 | 0.3590 |     |
|        | 0.4126 | 0.2008 | 0.2102 | 0.2013 | 0.3239 | 0.2380 | 0.1595 |     |
|        | 0s    | 2s   | 10s*  | 120s | 100s* | 100s* | 600s   |     |
| FS     | 29.78 | 31.42 | 31.44 | 30.95 | 31.21 | 32.18 | 31.18 |     |
|        | 0.8577 | 0.8576 | 0.9093 | 0.8614 | 0.7842 | 0.9029 | 0.9472 |     |
|        | 0.1903 | 0.4010 | 0.3671 | 0.3815 | 0.4811 | 0.3641 | 0.3200 |     |
|        | 0.3521 | 0.2604 | 0.1969 | 0.2537 | 0.3601 | 0.2595 | 0.1542 |     |
|        | 0s    | 2s   | 10s*  | 120s | 100s* | 100s* | 100s* |     |

Required reference images | 0 | 0 | 1 | 0 | 0 | 500 | 1 |

Fig. 3. Reconstruction of the high resolution image “SiC Diamonds” using different methods. Top: Full image, middle and bottom: zoomed-in parts. We marked the zoomed-in parts by a white box in the full images. WPP and PnP-DS yield much sharper and visually better results than the comparison methods. However, PnP-DS requires the knowledge of a large data base of domain-specific images, while the WPP only needs a single reference image.
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Fig. 4. Reconstruction of the high resolution image “Fontainebleau Sandstone” using different methods. Top: Full image, middle and bottom: zoomed-in parts. From the visual impression, the reconstruction with the WPP and PnP-DS are much more realistic than the reconstructions of the comparison methods. However, PnP-DS requires the knowledge of a large data base of domain-specific images, while the WPP only needs a single reference image.

Fig. 5. FRC to measure the effective resolution of the different reconstruction of the high resolution images. It turns out that WPP and PnP-DS have a significantly higher effective resolution than the comparisons. Here, the effective resolution for PnP-DS is slightly higher than for WPP. However, this is probably to be explained by the more extensive knowledge about the image domain, which is required for PnP-DS. We used the code from [52] to generate this figure.

measures the effective resolution of an image by computing the correlation of the Fourier spectra of two images along concentric rings. Then, the FRC represents the function which maps the radius of the ring to the corresponding correlation. Now, the effective image resolution is given by the intersection of this function with a given threshold function. The FRC curves for our reconstructions are given in Fig. 5. To keep the figure clear, we restrict ourselves to the reconstructions of bicubic interpolation, WPP, DIP, PnP-DRUNet and PnP-DS. We observe that WPP and PnP-DS have a significantly higher effective resolution than the comparison methods. The PnP-DS has a slightly higher effective resolution than WPP which can be explained by the more extensive knowledge of the image domain.

To assess the performance of the method in 3D, we redo the experiments with 3D images of size $176 \times 176 \times 176$. The forward operator is the same as for the 2D images, which results in low resolution observations of size $41 \times 41 \times 41$. Due to the computational effort, we reduce the patch size to $p = 4$ and do not add a boundary as in Section II-C. The parameter $\lambda$ is set to $\lambda = 10000/p^3$ for the SiC image and to $\lambda = 12000/p^3$ for the FS image. The resulting error measures for the 3D images are given in Table II. Similar to the two dimensional case, the Wasserstein patch prior reconstruction is significantly better than $L^2$-TV and the tricubic interpolation.

Table II: PSNR, BLUR EFFECT AND LPIPS VALUE OF THE HIGH-RESOLUTION RECONSTRUCTION OF THE 3D-MATERIAL DATA USING DIFFERENT METHODS. WPP IS THE BEST METHOD OVER ALL QUALITY MEASURES.

| Material | PSNR | Blur effect | LPIPS | LPIPS | WPP |
|----------|------|-------------|-------|-------|-----|
| SiC      | 23.06| 0.6156      | 0.4756| 0.3840|     |
| FS       | 27.16| 0.6545      | 0.4649| 0.3452|     |

FS and SiC Diamonds are given in Table II. Similar to the two dimensional case, the Wasserstein patch prior reconstruction is significantly better than $L^2$-TV and the tricubic interpolation.

B. Synthetic FIB-SEM Images

As a second imaging technique, we consider focused ion beam scanning electron microscopy imaging (FIB-SEM). We first use synthetic image data which are obtained by simulating...
the FIB-SEM imaging process by using the protocol described in [35]. The imaged geometry is a realization of a Boolean model of spheres of identical radius [9]. Images at several resolutions ranging from (cubical) voxel sizes of 3 nm to 18 nm were generated. For more details on the image data we refer to [37]. As ground truth image, we will use the images with 6 nm voxel size. The low resolution images are given by the versions with spacings 9 nm, 12 nm, 15 nm and 18 nm. To reduce the noise on the images, we preprocess each image by a $3 \times 3 \times 3$ median filter. Images at the different resolutions are registered, but the forward operator $f$ is unknown and its formulation is not straightforward. Therefore, we propose to estimate $f$ in a first step based on one registered pair of a high-resolution and a low-resolution image. Afterwards, we minimize the functional (2) using the estimation of $f$. The detailed description of the estimation process for the forward operator $f$ can be found in Appendix B.

We set the number of scales to $L = 2$ and use a patch size of $p = 4$. The parameter $\lambda$ is set to $\lambda = 9000$ for low-resolution voxel spacing of 9 nm, $\lambda = 3000$ for 12 nm, $\lambda = 2000$ for 15 nm and $\lambda = 1000$ for 18 nm. As a comparison, we use $L^2$-TV using the operator $\hat{f}$ as forward model. The resulting error measures are given in Table III. Slices of the reconstructions using the WPP and $L^2$-TV are shown in Fig. 6. Again, the WPP yields the best reconstruction both visually and in terms of the quality measures. In particular for larger magnification factors, the WPP recovers the structure of the high-resolution image much better than the other methods.

C. Real FIB-SEM Images

As a real data example we consider a pair of FIB-SEM images of a porous zirconium dioxide filtration membrane produced by spin coating [6]. The sample is imaged using a Carl Zeiss
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Fig. 7. Slices of the reconstructions of the high-resolution 3D-FIB-SEM-image (spacing 10 nm) for the real data. Top: xy section (SEM imaging plane), bottom: yz section. We can see that the WPP significantly reduces the blur within the image.

Crossbeam NVision 40 Field Emission Scanning Electron Microscope (FE-SEM) with integrated advanced tomography package Atlas 5 3-D-Tomography. To reduce charging during SEM imaging of the poorly electrically conductive ZrO$_2$, the sample is sputtered with gold. An additional 1-2 μm platinum layer is applied locally by FIB deposition to smooth the rough porous surface.

The high resolution image contains $649 \times 452 \times 161$ voxels with cubic voxels of edge length 10 nm. The size of the low resolution image is $355 \times 272 \times 52$ voxels with a voxel edge length of 20 nm.

a) Forward Operator: As in the previous subsection, the forward operator is unknown. As the synthetic data from Subsection III-B simulates the FIB-SEM imaging process, we will use the forward operator from Subsection III-B for superresolution from the 12 nm image to the 6 nm image.

b) Results: We set the number of scales to $L = 2$, the patch-size to $p = 4$ and the parameter $\lambda$ to $\lambda = 3000$. Single slices of the resulting reconstruction using the Wasserstein patch prior and the tricubic interpolation are shown in Fig. 7. The WPP reconstruction is sharper than the interpolation and enhances the structures from the observation. Indeed, the blur effect of the interpolation is $0.5107$, while the blur effect of the Wasserstein patch prior reconstruction is $0.4344$. As no ground truth image is available, the other quality measures cannot be applied in this example.

IV. Conclusion

In this paper, we introduced a Wasserstein-2 patch prior for image superresolution, which penalizes the Wasserstein-2 distance of the patch distribution in the reconstruction to the patch distribution in some reference image. The minimization of the arising objective functional can be done via a gradient descent scheme based on [26]. We demonstrated the performance of the new prior on 2D and 3D material images. In particular, we have shown that the method is applicable to real-world superresolution problems. In case of the FIB-SEM images, the forward operator estimated from the synthetic data also yields reasonable results for the real data. An investigation of the generality and robustness of this approach will be subject of future research.

Appendix

A. Comparison to Established Methods

We compare our results with the following methods:

- Bi- and tricubic interpolation [27], [31]: These interpolations are based on the local approximation of the image by polynomials of degree 3.

- $L^2$-TV reconstruction [39]: It is defined as a solution $\hat{x}$ of

$$
\hat{x} \in \arg \min_x \frac{1}{2} \| f(x) - y \|^2 + \lambda \text{TV}(x),
$$

where TV is the total variation. It is defined by $\text{TV}(x) = \| Dx \|_1$, where $D$ is the matrix which maps $x$ onto the vector $Dx$ which contains all differences of neighboured pixels. The scalar $\lambda > 0$ serves as weighting between data fidelity term and regularizer. Note that the objective (5) is convex, such that the solution can be easily computed by classical methods like the alternating direction method of multipliers [16], [17] or a Chambolle-Pock algorithm [7].
For the 2D images, we additionally consider the following methods:

- **Expected patch log likelihood (EPLL) prior [34], [63]:** The idea of EPLL is to assume that the patch distribution can be approximated by a Gaussian mixture model which is fitted to the patch distribution of the reference image. Once the parameters of the GMM \( p \) are estimated, the minimization problem

\[
\hat{x} \in \arg \min_x \frac{1}{2} \| f(x) - y \|^2 - \lambda \sum_{i=1}^{N} \log p(P_i x)
\]

is solved approximately. For denoising tasks, EPLL has shown great performance and beats several classical methods as e.g. BM3D [12], see [63].

- **Deep image prior (DIP) [50]:** The idea of DIP is to solve the optimization problem

\[
\hat{\theta} \in \arg \min_{\theta} \| f(G_\theta(z)) - y \|^2,
\]

where \( G_\theta \) is a UNet with parameters \( \theta \) and \( z \) is a randomly chosen input. We use the same architecture as [50]. Then, the reconstruction \( \hat{x} \) is given by \( \hat{x} = G_\theta(z) \). It was shown in [50], that DIP admits competitive results for many inverse problems.

- **Plug and Play forward backward splitting (PnP-DRUNet and PnP-DS):** Plug and Play methods were first introduced in [54]. The main idea is to consider a classical algorithm from convex optimization and replace the proximal operator with a more general denoiser. Here, we consider the forward backward splitting algorithm for minimizing the function \( F(x) = d(x) + R(x) \) with \( d(x) = \frac{1}{2} \| f(x) - y \|^2 \) given by

\[
x_{r+1} = \text{prox}_R(x_r - \eta \nabla d(x_r)).
\]

Then, by replacing the proximal operator by some denoiser \( D \), we obtain the plug-and-play iteration

\[
x_{r+1} = D(x_r - \eta \nabla d(x_r)).
\]

In our case, we consider two kinds of neural networks as denoiser \( D \). The first one is the DRUNet from [57] which is trained for denoising natural images. We abbreviate the numerical examples with this network by PnP-DRUNet. The second kind is a DnCNN [58] trained on a large training set of the high resolution images of the corresponding material. We abbreviate the corresponding examples by PnP-DS. Note that the use of PnP-DS requires that, we are able to train the denoiser. In particular, we need to have access to a large data-base of domain-specific images which is a much stronger assumption than for any of the other methods. Finally, we set the reconstruction to be \( \hat{x} = x_{100} \). It was shown in [8], [20], [23], [32], [33], [57], [59] that Plug-and-Play methods can achieve state-of-the-art performance for several applications.

---

5We use the code of [34] available at https://github.com/pshibby/fepll_public.

6We use the original implementation from [50] available at https://github.com/DmitryUlyanov/deep-image-prior

B. **Estimation of the Forward Operator**

In Subsection III-A, we used a strided convolution as down-sampling operator because of its simplicity. However, if we consider also non-integral magnification factors, this appears to be infeasible. In this case, we assume that our forward operator is given by \( f(x) = S(k \ast x + b) \) for a \( 15 \times 15 \times 15 \) blur kernel \( k \), a bias \( b \in \mathbb{R} \) and a downsampling operator \( S \). To ensure that \( f \) describes our data as well as possible, we will adapt the blur kernel \( k \) and the bias \( b \) to the registered pair \((\tilde{x}, \tilde{y})\) as described in the paragraph below.

Further, for the downsampling operator \( S \), we make use of Fourier transforms. Given a 3D-image \( x \in \mathbb{R}^{n_z \times n_y \times n_m} \) the three-dimensional discrete Fourier transform (DFT) is defined by \( F_n := F_{n_x} \otimes F_{n_y} \otimes F_{n_m} \), where \( F_n = (\exp(-2\pi i k l/n))^{n-1}_{k,l,n} \). Now, the downsampling operator \( S : \mathbb{R}^{m_z \times m_y \times m_m} \to \mathbb{R}^{n_z \times n_y \times n_m} \) is given by

\[
S = n_z n_y n_m \sum_{m_z}^{m_z} F_{n_z}^{-1} F_{n_y} F_{n_m} D F_{m_z} F_{m_y} F_{m_m},
\]

where for \( x \in \mathbb{C}^{m_z \times m_y \times m_m} \) the \((i,j,k)\)-th entry of \( D(x) \) is given by \( x_{i,j,k'} \), where

\[
j' = \begin{cases} i, & \text{if } i \leq \frac{n_z}{2}, \\ i + m_z - n_z, & \text{otherwise}. \end{cases}
\]

and \( j' \) and \( k' \) are defined analogously. Thus, the operator \( S \) generates a downsampled version \( S(x) \) of an image \( x \) by removing the high-frequency part from \( x \). Note that even if the Fourier matrix \( F_{n_x} \) is complex valued, the range of \( S \) is real-valued, as \( D \) preserves Hermitian-symmetric spectra.

**Estimation of Blur Kernel and Bias:** We assume that we have given images \( \tilde{x} \in \mathbb{R}^{m_z \times m_y \times m_m} \) and \( \tilde{y} \in \mathbb{R}^{n_z \times n_y \times n_m} \) related by \( \tilde{y} \approx S(\hat{k} \ast \tilde{x} + b) \), where the blur kernel \( k \in \mathbb{R}^{15 \times 15 \times 15} \) and the bias \( b \in \mathbb{R} \) are unknown. In the following, we aim at reconstructing \( k \) and \( b \) from \( \tilde{x} \) and \( \tilde{y} \). Here, we use the notations \( N = n_z n_y n_m \) and \( M = m_z m_y m_m \). Further let \( k \in \mathbb{R}^{m_z \times m_y \times m_m} \) be the kernel \( k \) padded with zeros such that it still corresponds to the same convolution as \( k \), but has size \( m_z \times m_y \times m_m \).

Applying the DFT on both sides of \( \tilde{y} \approx S(\tilde{x} + b) \) and using the definition of \( S \), we obtain that

\[
\tilde{y} = \frac{N}{M} D(\tilde{k} \circ \tilde{x} + M b e) = \frac{N}{M} D(\tilde{k}) \circ D(\tilde{x}) + N b e,
\]

where \( \circ \) is the elementwise product and \( e \) denotes the first unit vector (i.e. \( e_{0,0,0} = 1 \) and all other entries are zero). Now, we can conclude that

\[
D(\tilde{k}) = \frac{M}{N} \tilde{y} \circ D(\tilde{x}) - \frac{M b}{x_{0,0,0}} e,
\]

where \( \circ \) is the elementwise quotient. In practice, we stabilize this quotient by increasing the absolute value of \( D(\tilde{x}) \) by \( 10^{-5} \) while retaining the phase. Thus, assuming that the high-frequency part of \( k \) is negligible (i.e., that \( D^2 Dk = k \)), we can approximate \( \tilde{k} \) by

\[
\tilde{k} \approx \frac{M}{N} D^{-1} \tilde{y} \circ D(\tilde{x}) - \frac{M b}{x_{0,0,0}} e.
\]
Applying the inverse DFT this becomes
\[
\hat{k} \approx F^{-1}\left(\hat{m}_{x,m_y,m_z} \cdot \frac{M}{N} D_T(\hat{y} \otimes D(\hat{x})) \right) - \frac{b}{\hat{x}_{0,0,0}}.
\]
Using the assumption that \( \hat{k} \) is zero outside of the \( 15 \times 15 \times 15 \) patch, where \( k \) is located, we can estimate \( b \) by taking the mean over all pixels of \( F^{-1}\left(\hat{m}_{x,m_y,m_z} \cdot \frac{M}{N} D_T(\hat{y} \otimes D(\hat{x})) \right) \) outside of this \( 15 \times 15 \times 15 \) patch. Afterwards, we estimate \( k \) by reprojecting
\[
F^{-1}\left(\hat{m}_{x,m_y,m_z} \cdot \frac{M}{N} D_T(\hat{y} \otimes D(\hat{x})) \right) - \frac{b}{\hat{x}_{0,0,0}}
\]
to the set of all real \( 15 \times 15 \times 15 \) kernels.
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