Artificial generation of representative single Li-ion electrode particle architectures from microscopy data
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Abstract

Accurately capturing the architecture of single lithium-ion electrode particles is necessary for understanding their performance limitations and degradation mechanisms through multi-physics modeling. Information is drawn from multimodal microscopy techniques to artificially generate LiNi0.5Mn0.3Co0.2O2 particles with full sub-particle grain detail. Statistical representations of electrode architectures are derived from X-ray nano-computed tomography data supporting an ‘outer shell’ model, and sub-particle grain representations are derived from focused-ion beam electron backscatter diffraction data supporting a ‘grain’ model. A random field model used to characterize and generate the outer shells, and a random tessellation model used to characterize and generate grain architectures, are combined to form a multi-scale model for the generation of virtual electrode particles with full-grain detail. This work demonstrates the possibility of generating representative single electrode particle architectures for modeling and characterization that can guide synthesis approaches of particle architectures with enhanced performance.

INTRODUCTION

To enable widespread electrification of passenger cars, lithium(Li)-ion batteries must achieve high-energy densities, high rates, and long cycle lives1. The design of electrode architectures is known to significantly influence the rate performance and energy density of electrodes2–4 but it is not well understood how the architecture of single particles influences their performance. For example, the most widely used positive electrode in Li-ion batteries consists of LiNi1−xynoxCo2O4 particles of various stoichiometries. The majority of NMC electrodes are comprised of polycrystalline particles where each grain within the particle facilitates transport of Li along 2D planes. When each grain is oriented randomly relative to its neighbor, one can envisage a sub-particle tortuosity where Li travels along the 2D plane of one grain and changes direction as it enters and travels along the 2D plane of the next grain, and so on as the particle continues to lithiate or delithiate1. Anisotropic expansion or contraction of the layered crystal structure of NMC occurs when the grains lithiate or delithiate. This expansion and contraction can lead to sub-particle mechanical strains5–8, particle cracking9,10, and accelerated capacity fade11,12. Furthermore, the morphology and orientation of grains have been shown to greatly affect the rate capability of the electrode, where particles with grains oriented with exposed edge facets that transport Li radially inward, display superior rate performance, and longer life11–13.

This knowledge presents an opportunity for sub-particle architectures to be designed in such a way to improve rate performance and reduce degradation within electrodes, where the efficacy of various particle architectures could be evaluated through 3D multi-physics models. However, to construct an accurate model of a particle, it is necessary to retrieve or generate realistic particle architectures from experimental data. X-ray nano- and micro-computed tomography (CT) has been demonstrated to be a powerful tool for non-destructively imaging and thereafter quantifying the morphological properties of many particles simultaneously14–20, but falls short of capturing the detailed morphology of individual grains within particles and is incapable of determining the orientation of the grains.

Recently, focused-ion beam electron backscatter diffraction (FIB-EBSD) has emerged as an effective means to quantify the morphology and orientation of sub-particle grains in 3D21,22, filling the capability gap of quantifying sub-particle grain detail. Merging the respective strengths of multiple techniques to compile datasets has been shown to enhance characterization capabilities, as demonstrated by merging X-ray nano-CT with FIB-SEM data22, or X-ray nano-CT with ptychographic CT19 to reconstruct images with particle detail (from X-ray nano-CT) and detail on the conductive carbon and binder (from FIB-SEM or ptychography).

Here, we leverage data from both X-ray nano-CT and FIB-EBSD to generate artificial but representative single-particle architectures completed with grain morphological details by parametric stochastic modeling. Using stochastic geometry models23 for describing the 3D nano- and microstructure of various kinds of materials has several advantages. From a model—which was calibrated to image data—it is possible to generate virtual materials, so-called digital twins, the 3D morphology of which is statistically similar to that of real materials observed in tomographic image data24. Moreover, systematic variation of model parameters allows for the generation of a wide range of different virtual materials with predefined morphological properties. Then, the simulated 3D nano- and microstructures can be used as geometry input for (spatially resolved) numerical simulations, i.e., for virtual materials testing to study the influence of a material’s geometry on its physical properties25,26. Furthermore, using parameter regression it is possible to predict model parameters and thus material properties based on parameters of manufacturing processes27.

In the present paper, we combine two kinds of stochastic 3D models which represent NMC particles on different length scales to obtain a multi-scale model for both the outer shell and grain architecture of NMC particles. This workflow is visualized in Fig. 1.
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Matérn cluster process with conditionally independent marks is observed in CT data. The tessellation driven by a random marked point process. There-architecture depicted in the FIB-EBSD data, we consider a random virtual, but realistic outer particle shells. To model the grain are a generalization of Voronoi tessellations. Then, a so-called model for the outer shell of NMC particles, we consider a random particle shells (bottom, middle). By combining both models, a stochastic multi-scale model is obtained for both the outer shell and the grain architecture of NMC particles (right).

For modeling the outer shell of NMC particles, we consider a random field on the unit sphere, which is fitted to particles observed in CT data. The fitted model can then generate virtual, but realistic outer particle shells. To model the grain architecture depicted in the FIB-EBSD data, we consider a random tessellation driven by a random marked point process. Therefore, we first determine a parametric representation of the grains in the FIB-EBSD data using so-called Laguerre tessellations which are a generalization of Voronoi tessellations. Then, a so-called Matérn cluster process with conditionally independent marks is fitted to the parametric Laguerre representation of FIB-EBSD data, resulting in a stochastic 3D model for the grain architecture of NMC particles. Finally, in a last step both models are combined to obtain a multi-scale model from which we can generate virtual NMC particles together with their inner grain architecture. Thus, this work demonstrates how realistic particle architectures can be generated from experimental image data and sets the basis for future modeling efforts of single-particle geometries with tailored particle and grain characteristics.

RESULTS
In this section, we describe and quantitatively validate the stochastic 3D model and its individual components used in the present paper for modeling geometrical features of NMC particles at different length scales. Therefore, we first describe the imaging procedures and the image processing steps which were deployed for capturing a statistically relevant number of both outer particle shells (using nano CT) and sub-particle grains (using FIB-EBSD). Then, the stochastic models are described from which random outer particle shells and random grain architectures can be generated, respectively. Both models are combined into a multi-scale model for the outer shell and grain architecture of NMC particles. Finally, the stochastic geometry models described in this section are then calibrated to image data and validated.

3D imaging of NMC particles and their grain architecture
The electrode particles analyzed in this work consisted of TODA LiNiO2MnO2CoO2O2 (NMC532) particles in a 70 µm thick electrode coating of 90 wt% NMC532, 5 wt% C45 Timcal conductive carbon, and 5 wt% PVD binder, on a 20 µm thick aluminum current collector. The electrode sheet was manufactured at Argonne National Laboratory’s Cell Analysis, Modeling, and Prototyping facility. The TODA NMC532 particles had a size distribution of D10, D50, and D90 or 7.1, 9.3, and 12.1 µm, respectively.

For imaging the outer shell of such NMC particles, a sample was laser-milled into a pillar of ~80 µm diameter using a technique described previously. The pillar of electrode material was then imaged using X-ray nano-CT with a quasi-monochromatic beam of 5.4 keV in absorption contrast model (Zeiss Ultra 810, Zeiss Xradia XRM, Pleasanton, CA, USA) with a voxel size of 128 nm. The image was reconstructed using the Zeiss XRM Reconstructor software package that is based on filtered back projection. The reconstructed grayscale data were then used for segmenting the NMC particles and characterizing their morphology. A resource for micro- and nano-CT data of battery electrode architectures is the NREL Battery Microstructure Library.

For the forthcoming analyses, we consider the raw reconstructed CT data to be a map \( f^\text{CT} : \mathcal{W}^\text{CT} \to R \), where \( \mathcal{W}^\text{CT} = \{1, \ldots, 499\} \times \{1, \ldots, 508\} \times \{1, \ldots, 1616\} \), see Fig. 2a. Then, \( f^\text{CT}(x) \) corresponds to the grayscale value of \( f^\text{CT} \) of the voxel \( x \in \mathcal{W}^\text{CT} \). For simplicity’s sake, we extend the domain of \( f^\text{CT} \) to \( \mathbb{Z}^3 \), i.e., we consider \( f^\text{CT} : \mathbb{Z}^3 \to R \) with \( f^\text{CT}(x) = 0 \) if \( x \notin \mathcal{W}^\text{CT} \). In order to quantitatively analyze the image data and stochastically model the outer shape of NMC particles, we have to compute a particle-wise segmentation map from \( f^\text{CT} \). Therefore, we first crop...
the image data $f_T$, followed by denoising using a Gaussian filter with standard deviation 4, see Fig. 2b. Then, the image is binarized using Otsu’s method, i.e., we obtain an image $B_T : \mathbb{Z}^3 \rightarrow \{0, 1\}$ with

$$B_T(x) = \begin{cases} 1, & \text{if } x \text{ corresponds to an NMC particle,} \\ 0, & \text{if } x \text{ corresponds to the background.} \end{cases}$$  \hspace{1cm} (1)$$

Then, the binary image (cf. Fig. 2c) is segmented into individual particles using the procedure described in Spettl et al. The resulting segmentation of the CT data is visualized in Fig. 2d. Since some particles are cut off by the cuboid sampling window, we do not consider them in our subsequent analysis—resulting in $n = 239$ fully imaged particles as a basis for modeling the outer shape. From here on, we denote the segmented particles by $P_T(1)$, ..., $P_T(n) : \mathbb{Z}^3 \rightarrow \{0, 1\}$ which are given by

$$P_T(i) = \begin{cases} 1, & \text{if point } x \text{ belongs to the } i\text{th particle,} \\ 0, & \text{else,} \end{cases}$$  \hspace{1cm} (2)$$

for each $i = 1, ..., n$. Note that this representation of particles allows us to easily check whether some point $x$ on the grid $\mathbb{Z}^3$ belongs to a particle $P_T(i)$. However, we also have to make such inquiries for points in-between gridpoints, i.e., for any $x \in \mathbb{R}^3$. To do so, we extend the maps $P_T(i)$ to $\mathbb{R}^3$ using nearest-neighbor interpolation, i.e., putting

$$P_T^c(x) = P_T^c([x_1], [x_2], [x_3]) \quad \text{for each } x = (x_1, x_2, x_3) \in \mathbb{R}^3,$$  \hspace{1cm} (3)$$

where $[x_i]$ denotes the closest integer to $x_i$ with $[x_i] = x_i - 0.5$ if $2x_i$ is an odd integer. The resulting particles $P_T^c(1)$, ..., $P_T^c(n)$ will be used for modeling the outer shape of NMC particles.

In addition to the CT data, further measurements were performed for mapping the inner grain architecture of NMC particles. For that purpose, NMC particles were removed from the electrode sheet by partially dissolving the electrode binder with N-Methyl-2-pyrrolidone solvent, wiping the partially dissolved region with a rubber spatula, and smearing the electrode from the spatula onto a copper sheet in order to disperse individual electrode particles for analysis. Single particles with good electrical connection were identified on the copper sheet using Scanning Electron Microscopy (SEM) and were targeted for FIB-EBSD, which was conducted using an FEI Helios NanoLab 600i equipped with an EDAX-EBSD detector. A 30 kV 2.5 nA Ga beam was used for FIB-slicing of ca. 50 nm width and the EBSD measurements were taken at 50 nm steps in the $x$ and $y$ directions. Diffraction patterns were fit to a trigonal crystal system (space group R-3m) with $a = 2.87$ Å, and $c = 14.26$ Å to obtain orientation data from the measurements. The software produced text files containing spatially resolved confidence index, image quality (IQ), and Bunge-Euler angle data.

For modeling the grain architecture, we utilize the segmentation of the FIB-EBSD data obtained in Furat et al. Therefore, we give a short overview of the segmentation procedure which was used to obtain a grain-wise segmentation of the partially imaged NMC particle. First, the stack of IQ images was aligned to obtain a 3D image, see Fig. 2e, f. Then, the grain boundaries were manually labeled in four different slices of the 3D image. To enhance the grain boundaries in the entire 3D image, a convolutional neural network, namely a 3D U-Net with a modified loss function, was trained to predict grain boundaries from the IQ image. Finally, a grain-wise segmentation of the 3D image was achieved by applying a marker-based watershed algorithm to the neural network’s grain boundary predictions, see Fig. 2g.

### Stochastic 3D model for the outer particle shell

In this section, we describe the stochastic model which is used to generate random outer particle shells being statistically similar to those of the segmented particles $P_T(i)$. Therefore, NMC particles are assumed to be pore-free with the constraint that each line segment between any point within the particle and another fixed point (e.g. particle centroid) is contained in the particle. This assumption limits the modeling to so-called star-shaped particles, which reduces the complexity for modeling the 3D outer particle shell while still providing a reasonably flexible family of outer shell shapes and sizes. Thus, for each particle $P_T(i)$ observed in the CT data, we assume that there is some point $s_i \in \mathbb{R}^3$ with $P_T^c(s_i) = 1$ such that for any other point $s \in P_T^c$ the segment from $s_i$ to $s$ is fully contained in the particle, i.e., the equation

$$P_T^c(s + t(s - s_i)) = 1$$  \hspace{1cm} (4)$$

holds for all $t \in [0, 1]$. Furthermore, we assume that for each particle $P_T(i)$ the so-called star point $s_i$ can be chosen as the...
where \( \#(x) \in \mathbb{Z}^3 : P_r(x) = 1 \) denotes the number of voxels associated with \( P_r \). Star-shaped particles \( P_r \) have the advantage that they can be represented by a radius function \( r_0 : S^2 \to [0, \infty) \) which is easier to model stochastically, where \( S^2 = \{ x \in \mathbb{R}^3 : |x| = 1 \} \) denotes the unit sphere and \( |\cdot| \) is the Euclidean norm. More precisely, the radius function \( r_0 \) assigns to any orientation vector \( v \in S^2 \) the distance between the star point \( s \) and the particle’s boundary into direction \( v \). More precisely, the radius function \( r_0 \) is given by

\[
r_0(v) = \sup \{ t \geq 0 : r_0(s + tv) = 1 \} \quad \text{for } v \in S^2.
\]

Thus, we replace the volumetric (discretized) representation \( P_r \) by the surface representation \( r_0 \). In practice, we will consider a discretized surface representation of \( r_0 \), i.e., we will consider evaluation vectors \( (r_0(v_1), \ldots, r_0(v_m)) \) of the radius function for some gridpoints \( v_1, \ldots, v_m \in S^2 \). In other words, we transfer the data from a grid in space to a 2D grid—resulting in a complexity reduction which is advantageous for modeling purposes.

The goal of the stochastic model described below is to define a random function \( r : S^2 \to [0, \infty) \) on the unit sphere \( S^2 \) which statistically behaves similarly as the radius functions \( r_0, \ldots, r_m \) computed from tomographic image data. Note that, from a representation as a radius function \( r \) we can determine the corresponding particle \( P : \mathbb{R}^3 \to [0, 1) \) uniquely up to the position of its star point by

\[
P(x) = \begin{cases} 1, & \text{if } x = o \text{ or } |x| \leq r \left( \frac{x}{|x|} \right), \\ 0, & \text{else,} \end{cases}
\]

where \( o = (0, 0, 0) \in \mathbb{R}^3 \).

The stochastic model which we use for describing the outer particle shell is a random field \( X(u) : u \in S^2 \) on the unit sphere \( S^2 \). Note that \( X(u) \) is a real-valued random variable for each orientation vector \( u \in S^2 \). Since we are solely interested in modeling the shape of the particle shell and not in its location nor its orientation in space, we assume our random field to be isotropic, i.e., for any rotation matrix \( R \in SO(3) \) the random fields \( X(Ru) : u \in S^2 \) and \( X(u) : u \in S^2 \) have the same distribution. Specifically, we will fit a mixture of Gaussian random fields to reassemble the radius functions \( r_0, \ldots, r_m \), computed from tomographic image data. Therefore, to make our paper more self-contained, we first explain the notion of an isotropic Gaussian random field on the unit sphere \( S^2 \).

A random field \( X(u) : u \in S^2 \) is called Gaussian if for any \( m > 0 \) and pairwise distinct orientation vectors \( u_1, \ldots, u_m \in S^2 \), the random vector \( (X(u_1), \ldots, X(u_m)) \) follows a multivariate normal distribution. Then, the random field \( X(u) : u \in S^2 \) is uniquely defined by its mean function \( \mu : S^2 \to \mathbb{R} \) and its covariance function \( \sigma : S^2 \times S^2 \to \mathbb{R} \) which are given by

\[
\mu(u) = E[X(u)]
\]

and

\[
\sigma(u_1, u_2) = \text{Cov}(X(u_1), X(u_2)) = E[(X(u_1) - \mu(u_1))(X(u_2) - \mu(u_2))],
\]

where \( E[\cdot] \) denotes the expected value. For isotropic Gaussian random fields the mean function \( \mu \) is constant—thus, it is described by a single numerical parameter which we denote by \( \mu \in \mathbb{R} \). Moreover, in the isotropic case the covariance function of a Gaussian random field has the representation

\[
\sigma(u_1, u_2) = \sum_{l=0}^{\infty} a_l \frac{2l + 1}{4\pi} P_l(u_1 \cdot u_2),
\]

where \( P_0, P_1, \ldots \) denote the Legendre polynomials and \( u_1 \cdot u_2 \) is the inner product of \( u_1 \) and \( u_2 \). The coefficients \( a_0, a_1, \ldots, a_l \geq 0 \) are called the angular power spectrum and they, together with the mean \( \mu \), uniquely determine the isotropic Gaussian random field \( X(u) : u \in S^2 \). In other words, the model parameters of an isotropic Gaussian random field on the unit sphere are the mean \( \mu \) and the angular power spectrum \( (a_l)_{l=0}^{\infty} \). For computational reasons, we only consider Gaussian random fields such that \( a_l = 0 \) for all \( l > L \), where \( L > 0 \) is some fixed integer. Then, the angular power spectrum of these random fields is characterized by a finite-dimensional vector \( a = (a_0, \ldots, a_L) \). Consequently, the covariance function \( \sigma(X(u), X(v)) \) is given by

\[
\sigma(u_1, u_2) = \sum_{l=0}^{L} a_l \frac{2l + 1}{4\pi} P_l(u_1 \cdot u_2).
\]

Note that for the fitting procedure described below it is necessary to consider the finite-dimensional distributions of an isotropic Gaussian random field \( X(u) : u \in S^2 \) with mean value \( \mu \in \mathbb{R} \) and angular power spectrum \( a = (a_0, a_1, \ldots, a_L) \in \mathbb{R}^{L+1} \). More precisely, for any fixed integer \( m > 0 \), let \( u_1, \ldots, u_m \) be pairwise distinct points on \( S^2 \). Then, the random vector \( (X(u_1), \ldots, X(u_m)) \) has a multivariate normal distribution with mean vector \( \mu = (\mu, \ldots, \mu) \in \mathbb{R}^m \) and covariance matrix

\[
\Sigma = (\sigma(u_i, u_j))^{m}_{i,j=1} \in \mathbb{R}^{m \times m}.
\]

Specifically, assuming that \( \Sigma \) is not singular, i.e., \( \det(\Sigma) \neq 0 \), the probability density function \( f_{\mu,a} : \mathbb{R}^m \to [0, \infty) \) of \( (Z(u_1), \ldots, Z(u_m)) \) is given by

\[
f_{\mu,a}(x) = \frac{1}{\sqrt{(2\pi)^m \det(\Sigma)}} \exp \left( -\frac{1}{2} (x - \mu)\Sigma^{-1}(x - \mu)^T \right)
\]

for each \( x \in \mathbb{R}^m \).

Thus, for simulating such a Gaussian random field at some (arbitrary, but fixed) evaluation points \( u_1, \ldots, u_m \in S^2 \) we have to draw samples from a multivariate normal distribution.

Note that in particular, according to Eq. (13), the random variable \( Z(u) \) is normal distributed with mean value \( \mu \) and variance \( \sigma(a) \) for each \( u \in S^2 \). However, the histograms of the values \( r_0^2(u), \ldots, r_m^2(u) \) of the radius functions extracted from the segmented image data for any fixed direction \( u \in S^2 \) cannot be fitted by the density function of a normal distribution, see Fig. 3. Specifically, the histogram shown in Fig. 3 indicates a multimodal distribution which motivates using mixtures of Gaussian random fields to model the outer shell of particles. Moreover, we randomly select among \( K > 0 \) Gaussian random fields and generate an outer shell by drawing a sample from
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the selected model. Therefore, let \( \{Z^{(1)}(\mathbf{u}): \mathbf{u} \in S^2\}, \ldots, \{Z^{(K)}(\mathbf{u}): \mathbf{u} \in S^2\} \) be independent, isotropic Gaussian random fields with mean values \( \mu^{(1)}, \ldots, \mu^{(K)} \) and angular power spectra \( a^{(1)} = (a^{(1)}_l)_{l=0, \ldots, } \), \( a^{(K)} = (a^{(K)}_i)_{i=0, \ldots} \), respectively. We call the random fields \( \{Z^{(1)}(\mathbf{u}): \mathbf{u} \in S^2\}, \ldots, \{Z^{(K)}(\mathbf{u}): \mathbf{u} \in S^2\} \) the components of the mixture. In order to model the random selection of a component, we introduce further parameters \( p_1, \ldots, p_K \geq 0 \) with \( p_1 + \cdots + p_K = 1 \) which correspond to the probability of selecting a component. Then, the mixture \( X(\mathbf{u}): \mathbf{u} \in S^2 \) of \( K \) Gaussian random fields is given by

\[
X(\mathbf{u}): \mathbf{u} \in S^2 = \begin{cases} 
\{Z^{(1)}(\mathbf{u}): \mathbf{u} \in S^2\}, & \text{with probability } p_1, \\
\{Z^{(K)}(\mathbf{u}): \mathbf{u} \in S^2\}, & \text{with probability } p_K, 
\end{cases}
\]

(14)

with the vector \( \Theta = (L, K, p_1, \ldots, p_K, \mu^{(1)}, \ldots, \mu^{(K)}, a^{(1)}, \ldots, a^{(K)}) \) of model parameters. Furthermore, the finite-dimensional probability density function \( f_x: \mathbb{R}^m \to [0, \infty) \) of the random field \( X(\mathbf{u}): \mathbf{u} \in S^2 \) for some evaluation points \( \mathbf{u}_1, \ldots, \mathbf{u}_m \in S^2 \) is given by

\[
f_x(\mathbf{x}) = \frac{1}{\sqrt{(2\pi)^m (\det \Sigma)^m}} \exp \left( -\frac{1}{2} (\mathbf{x} - \mu^{(k)})^T \Sigma^{-1} (\mathbf{x} - \mu^{(k)}) \right),
\]

(17)

for any \( \mathbf{x} \in \mathbb{R}^m \). Furthermore, let \( p_1, \ldots, p_K \geq 0 \) be some probabilities with \( p_1 + \cdots + p_K = 1 \). Then, the mixture \( X \) of the finite-dimensional Gaussian random vectors \( Z_1, \ldots, Z_K \) is given by

\[
X = \begin{cases} 
Z_1, & \text{with probability } p_1, \\
\vdots, \\
Z_K, & \text{with probability } p_K.
\end{cases}
\]

(18)

The parameters of the distribution of \( X \)—namely the mixing probabilities \( p_1, \ldots, p_K \), the mean vectors \( \mu^{(1)}, \ldots, \mu^{(K)} \) and the covariance matrices \( \Sigma^{(1)}, \ldots, \Sigma^{(K)} \)—can be fitted to the evaluation vectors \( \mathbf{r}^{(1)} = (r^{(1)}_1(\mathbf{u}_1), \ldots, r^{(1)}_m(\mathbf{u}_n)) \in \mathbb{R}^m \), \( i = 1, \ldots, n \), using the so-called expectation-maximization algorithm 49.

Note that the distribution of the random vector \( X \) fitted in this manner, does not yet describe the outer particle shells extracted from CT data sufficiently well. First of all, there can be some \( k \in \{1, \ldots, K\} \) such that the components of the mean vector \( \mu^{(k)} \) are not identical, which is in contradiction with the assumption of anisotropy. Furthermore, the random vector \( X \) does not describe the behavior of the outer shell at evaluation points \( \mathbf{u} \in S^2 \) such that \( \mathbf{u} \neq \mathbf{u}_i \), for all \( i = 1, \ldots, m \). Therefore, in the next step, we describe how to determine a parameter constellation \( \Theta_{\text{init}} \in \Theta_{L,K} \) of a mixture \( \{X(\mathbf{u}): \mathbf{u} \in S^2\} \) of isotropic Gaussian random fields which is in some sense similar to the random vector \( X \) at the evaluation points \( \mathbf{u}_1, \ldots, \mathbf{u}_m \), i.e., for which it holds that \( (X(\mathbf{u}_1), \ldots, X(\mathbf{u}_m)) \approx X \).

First, for each \( k = 1, \ldots, K \), we determine the parameters of an isotropic Gaussian random vector \( \{Z^{(k)}(\mathbf{u}): \mathbf{u} \in S^2\} \) with \( \{Z^{(k)}(\mathbf{u}_1), \ldots, Z^{(k)}(\mathbf{u}_m)\} \approx Z_k \). The mean value \( \mu^{(k)} \in \mathbb{R} \) of \( \{Z^{(k)}(\mathbf{u}): \mathbf{u} \in S^2\} \) is chosen as the average of the components of the mean vector \( \mu^{(k)}(\mu^{(k)}_1, \ldots, \mu^{(k)}_m) \), i.e., we put

\[
\mu^{(k)} = \frac{1}{m} \sum_{i=1}^m \mu^{(k)}_i.
\]

(19)

The angular power spectrum \( a^{(k)} = (a^{(k)}_l)_{l=0, \ldots} \) of Gaussian random fields to the evaluations \( r^{(1)}_0, \ldots, r^{(1)}_m \) by solving the optimization problem in Eq. (16) is given by

\[
f_x(\mathbf{x}) = \frac{1}{\sqrt{(2\pi)^m (\det \Sigma)^m}} \exp \left( -\frac{1}{2} (\mathbf{x} - \mu^{(k)})^T \Sigma^{-1} (\mathbf{x} - \mu^{(k)}) \right),
\]

(17)

for each \( i, j = 1, \ldots, m \). Furthermore, we have the constraints \( a^{(k)}_0, \ldots, a^{(k)}_L \geq 0 \). This system of linear equations does not necessarily have an exact solution. However, using an iterative algorithm 44 we can determine a good solution \( a^{(k)} \) in a least-squares sense. Then, the initial value \( \Theta_{\text{init}} \) for solving the optimization problem in Eq. (16) is given by

\[
\Theta_{\text{init}} = (L, K, p_1, \ldots, p_K, \mu^{(1)}, \ldots, \mu^{(K)}, a^{(1)}, \ldots, a^{(K)}).
\]

(21)
Stochastic 3D model for the grain architecture using Laguerre tessellations

In this section, we explain our stochastic modeling approach, which is used to simulate the 3D grain architecture inside NMC particles, and its calibration to the FIB-EBSD data described above. For this, we consider a certain sampling window \( W \subset \mathbb{R}^3 \), being a cuboid \( W = [a_1, a_2] \times [b_1, b_2] \times [c_1, c_2] \) for some \( a_1, a_2, b_1, b_2, c_1, c_2 \in \mathbb{R} \) with \( a_1 < a_2, b_1 < b_2, c_1 < c_2 \) and employ (random) tessellations to randomly partition the sampling window \( W \) into non-overlapping cells, each of which corresponds to one of the grains in the FIB-EBSD data. In combination with the stochastic model of the outer shells described in the previous section, we are then able to present a holistic stochastic model for complete NMC particles, along with their inner 3D grain architecture.

To parametrically subdivide the sampling window \( W \subset \mathbb{R}^3 \) into cells, Laguerre tessellations—generalizations of the well-known Voronoi tessellation\(^{31,45} \)—are used. For this purpose, for any \( s, x \in \mathbb{R}^3 \) and \( w \in \mathbb{R} \), the power distance \( \text{pow}(x, (s, w)) \) (also called Laguerre distance function) is considered, which is defined by

\[
\text{pow}(x, (s, w)) = \|x - s\|^2 - w.
\]

A Laguerre tessellation \( \mathcal{T} \) of \( W \) with \( n_G \) cells is fully characterized by a sequence of weighted generating points \( G = \{ (s_i, w_i) \}_{i=1}^{n_G} \) with seed points \( s_i \in \mathbb{R}^3 \) and weights \( w_i \in \mathbb{R} \). The \( i \)-th cell \( C_i \) of the Laguerre tessellation \( \mathcal{T} \) is then defined as

\[
C_i = \{ x \in W : \text{pow}(x, (s_i, w_i)) \leq \text{pow}(x, (s_j, w_j)) \text{ for each } j = 1, \ldots, n_G \}.
\]

For simplicity, we use the notation

\[
C_i(x) = \begin{cases} 1, & \text{if } x \in C_i, \\ 0, & \text{else} \end{cases}
\]

(23)

\[
\text{pow}(x, (s_i, w_i)) = \|x - s_i\|^2 - w_i.
\]

(24)

(22)

(25)

to indicate whether a point \( x \in W \) belongs to the \( i \)-th Laguerre cell. It can be shown that Laguerre cells are convex polyhedra. Note that for modeling non-convex grains other tessellation models, e.g., Johnson–Mehl tessellations\(^{36,47} \), can be deployed analogously. Furthermore, note that the seed points roughly determine where the corresponding cell manifests (though depending on the weights, the seed point might actually not belong to the cell, or the cell might even be empty), and that high additive weights compared to those of neighboring generating points lead to larger cells. A big advantage of Laguerre tessellations is that they provide much more flexibility compared to simpler Voronoi tessellations through their additional weights. For more details on this topic, see e.g. Lautensack and Zuyev\(^{48} \).

In summary, Laguerre tessellations allow us to parametrically describe a system of convex grains. For stochastic modeling, it is thus sufficient to come up with a random sequence of seed points and weights. With these, the spatial extends of the simulated grains can then be easily computed. However, before we can discuss the stochastic model for the 3D grain architecture inside NMC particles and how to calibrate it to experimental image data, it is necessary to find a representation of the grains in the segmented FIB-EBSD data (Fig. 4a) in terms of a Laguerre tessellation, see Fig. 4b. We will then use the extracted seed points and weights as basis for the modeling.

Analogous to the representation of particles \( \{ P_i \}^{n_F} \) extracted from segmented CT data which has been introduced above, we consider the \( i \)-th grain of the experimental FIB-EBSD data as a map

\[
C_i : \mathbb{R}^3 \rightarrow \{0, 1\}
\]

(25)

and \( \text{pow}(x, (s_i, w_i)) \leq \text{pow}(x, (s_j, w_j)) \) for each \( j = 1, \ldots, n_G \).

For simplicity, we use the notation

\[
C_i(x) = \begin{cases} 1, & \text{if } x \in C_i, \\ 0, & \text{else} \end{cases}
\]

(24)

(22)

(25)

(26)

(27)

(26)

\[
E(G) = \frac{1}{n_F} \sum_{j=1}^{n_F} \sum_{i=1}^{n_G} C_i(x_j) C_i(x_j) C_i(x_j),
\]

(26)

\[
E(G) = \arg\max_G E(G).
\]

(27)

where the cells \( C_1, \ldots, C_n \) of the Laguerre tessellation \( \mathcal{T} \) depend on the choice of the generators in \( G \) such that \( n_G = n_F \). The corresponding fitting problem is thus to determine an optimal sequence of generators \( G_{opt} \) defined as

\[
E_{opt} = \arg\max_G E(G).
\]

(27)

Eq. (27) is probably the most natural choice to define the fitting problem, but in practice it is computationally expensive. In the following, we address this issue by slightly altering the original fitting problem.
It is easy to see that $C_j^1(x^f)$ with $x^f \in X^f$ can be reformulated as
$$C_j^1(x^f) = \arg\min_i^\star (\text{pow}(x^f, g_i), \ldots, \text{pow}(x^f, g_n)),$$
(28)
where $\arg\min_i^\star$ is the $j$th component of the $n_T$-dimensional vector-valued argmin function, i.e.,
$$\arg\min_i^\star : \mathbb{R}^{n_T} \rightarrow \{0,1\}^{n_T},$$
$$\arg\min_i^\star z = \begin{cases} 1, & \text{if } z_i \leq z_j \text{ for all } i = 1, \ldots, n_T, \\ 0, & \text{else}. \end{cases}$$
(29)

In cases where the minimum is not unique, i.e., there are indices $j_1, j_2 \in \{1, \ldots, n_T\}$ with $j_1 < j_2$ and $z_{j_1} = z_{j_2}$, only the component with the smaller index is set equal to 1. The function argmax is defined analogously.

Even though the Laguerre distance function $\text{pow}$ is differentiable (with respect to the generators), the fact that argmin in Eq. (28) is not makes the objective function $E$ defined in Eq. (26) non-differentiable. This leaves us only with derivative-free optimization algorithms to solve Eq. (27), which in most cases converge slower than gradient-descent methods. In order to increase efficiency, we slightly deviate from the original Laguerre tessellation formulation by replacing the argmin function in Eq. (28) with a softmax function, i.e., a softmax function with a negative argument
$$\tilde{C}_j^1(x^f) = \text{softmax}^\star (-\text{pow}(x^f, g_i), \ldots, -\text{pow}(x^f, g_n)) \quad \text{with } x^f \in X^f.$$  
(30)

Here, the $n_T$-dimensional softmax function
$$\text{softmax}^\star : \mathbb{R}^{\mathbb{N}^T} \rightarrow [0,1]^{\mathbb{N}^T},$$
$$\text{softmax}^\star z = \frac{\exp(z_i)}{\sum_{i=1}^{\mathbb{N}^T} \exp(z_i)} \quad \text{with } z = (z_1, \ldots, z_{\mathbb{N}^T}) \in \mathbb{R}^{\mathbb{N}^T}.$$  
(31)

is a smooth version of the argmax function. So instead of returning a vector whose components are either 0 or 1, the softmax function is a vector-valued map where each component is a continuous function with values between 0 and 1. In fact its $j$th component is a smooth version of the argmax / $C_3$ function. Thus, instead of assigning a unique label, it is necessary to also adapt the objective function $E$ defined in Eq. (26) by replacing the argmin* function in Eq. (28) with a softmax* function, i.e.,
$$\tilde{E}(g) = \frac{1}{n_T} \sum_{j=1}^{n_T} \sum_{i=1}^{n_T} \ell_1 \tilde{C}_j^1(x^f), \tilde{C}_j^1(x^f)$$
(32)

In summary, we modified the original fitting problem, formulated in Eq. (27), to get a differentiable version of it in Eq. (33). This allows us to employ fast, gradient-based optimization algorithms, such as in our case, Adam. The initial guess for the generators is computed using the objective function $\tilde{E}$ defined in Eq. (32). Once a sequence of generators $\tilde{G}_{\text{opt}} = (\tilde{g}_{\text{opt}}, \tilde{T}_{\text{opt}})$ with $\tilde{g}_{\text{opt}} = (s_i, \mu_i)$ fitted to the experimental FIB-EBSD data is obtained by Eq. (33), it acts as ground truth for the stochastic modeling of the 3D grain architecture using random Laguerre tessellations. In this way, a random subdivision of the sampling window $W \subset \mathbb{R}^3$ into a sequence of random Laguerre cells $(C_{ij}^{M,N})_{i,j=1}^{M,N}$ is obtained, where $N^T$ denotes the number of seeds in $W$. More precisely, an appropriately chosen set of random vectors $(S^M, N^T)$, a so-called point process, is used for stochastic modeling of the sequence of seed points $(s_i)_{i=1}^{N^T}$. The additive weights $(w_i)_{i=1}^{N^T}$ are modeled by (conditionally independent) real-valued random variables $W_1, \ldots, W_{N^T}$, which are characterized by a univariate probability distribution conditional on the seed points.

To establish a suitable parametric model for the sequence of random seed points $(S^M, N^T)$, we employ so-called Matérn cluster processes to describe the spatial clustering of seed points extracted from experimental FIB-EBSD data. Matérn cluster processes are comprised of two modeling components: First, points are drawn from a certain parent point process, which play the role of cluster centers. Then, an individual cluster of descendant points is created by a different (independent) point process at each of the previously generated locations of parent points. The parent points themselves are disregarded for the final point pattern. More specifically, a homogeneous Poisson point process with intensity $\lambda^M > 0$ is used to draw the cluster centers. For each cluster, the number of descendant points is drawn from a Poisson distribution with rate parameter $\mu_i^M > 0$, and the descendant points are uniformly distributed in a sphere with radius $r^M > 0$ surrounding the cluster center. Thus, the sequence of random seed points $(S^M, N^T)$ is characterized by three model parameters: $\lambda^M, \mu_i^M$, and $r_i^M$.

The intensity of the parent process $\lambda^M$ and the cluster size $\mu_i^M$ are estimated using the so-called minimum contrast method with respect to the $L_2$-norm correlation function, a functional characteristic which statistically describes the distances between pairs of seed points, where a peak at a given distance indicates that inter-point distances of that length occur frequently. In this context, the minimum contrast method minimizes the discrepancy (with respect to the $L_2$-norm) between the theoretical pair correlation function of the Matérn cluster process and the one estimated from the sequence of seed points $(s_i)_{i=1}^{N^T}$. Finally, the third model parameter $r_i^M$ can be estimated in the following way. Since a closed formula for the overall intensity of Matérn cluster processes is known, it can be set equal to $n_T / |W|$, i.e., the number of seed points of the ground truth divided by the volume of the sampling window $|W|$. The resulting equation can then be solved for the mean number of points in each cluster $\mu_i^M$.

The next step is to model the additive weights $(w_i)_{i=1}^{N^T}$ of the Laguerre tessellation fitted in Eq. (33). The easiest way to do this would be to estimate the probability distribution of additive weights in the fitted Laguerre tessellation and to independently sample from that distribution when the stochastic grain architecture model is
simulated. However, it turns out that this approach is too simple and does not capture the interdependencies of the fitted generators well enough. We therefore choose a different approach: For each random seed point \( S^M_i \), we draw the corresponding additive weight \( W^M_i \) conditionally on the random distance \( D^M_i \) to its nearest neighboring seed point. By doing so, it is possible to give seed points which are grouped together in a spatial cluster different weights than those points that are isolated. This leaves us with the question of how to model the joint probability distribution of the additive weights and the nearest neighbor distances, from which the conditional probability distribution can be computed directly. One possible answer can be given by means of copulas. 

A two-dimensional copula \( C: [0, 1]^2 \to [0, 1] \) is a cumulative distribution function with \([0, 1]\)-uniformly distributed marginal distributions. Sklar’s theorem states that for any two (real-valued) random variables \( X_1 \) and \( X_2 \) with the cumulative distribution functions \( F_{X_1} \) and \( F_{X_2} \), defined by \( F_{X_1}(x_1) = \mathbb{P}(X_1 \leq x_1) \) and \( F_{X_2}(x_2) = \mathbb{P}(X_2 \leq x_2) \) for all \( x_1, x_2 \in \mathbb{R} \), respectively, there is a copula \( C \) such that its joint cumulative distribution function \( F_{(X_1, X_2)} \), defined by \( F_{(X_1, X_2)}(x_1, x_2) = \mathbb{P}(X_1 \leq x_1, X_2 \leq x_2) \) for all \( x_1, x_2 \in \mathbb{R} \), can be written as

\[
F_{(X_1, X_2)}(x_1, x_2) = C(F_{X_1}(x_1), F_{X_2}(x_2)) \quad \text{for all } x_1, x_2 \in \mathbb{R}. \tag{34}
\]

In practice, it is often beneficial to consider probability densities instead of cumulative distribution functions. So assuming that \( C, F_{X_1}, \) and \( F_{X_2} \) are differentiable, by applying the chain rule to Eq. (34) the joint probability density \( f_{(X_1, X_2)} \) of \( (X_1, X_2) \) can be obtained as

\[
f_{(X_1, X_2)}(x_1, x_2) = c(F_{X_1}(x_1), F_{X_2}(x_2)) f_{X_1}(x_1) f_{X_2}(x_2) \quad \text{for all } x_1, x_2 \in \mathbb{R} \tag{35}
\]

with \( f_{X_1} \) and \( f_{X_2} \) the probability densities of \( X_1 \) and \( X_2 \), respectively, and \( c \) the probability density of \( C \), i.e.,

\[
c(u_1, u_2) = \frac{\partial^2}{\partial u_1 \partial u_2} C(u_1, u_2) \quad \text{for all } u_1, u_2 \in [0, 1]. \tag{36}
\]

The conditional probability density \( f_{(X_1, X_2)}(x_1 | x_2) \) of \( X_1 \) provided that \( X_2 = x_2 \) for some \( x_2 \in \mathbb{R} \) is then given by

\[
f_{(X_1, X_2)}(x_1 | x_2) = c(F_{X_1}(x_1), F_{X_2}(x_2)) f_{X_1}(x_1) \quad \text{for all } x_1 \in \mathbb{R}, \tag{37}
\]

see, e.g., Aas et al. In our case, we consider the nearest neighbor distance \( D_0 \) of the typical seed point—a characteristic that describes the Euclidean distance from a seed point, selected at random, to its nearest neighbor among the remaining seed points. Furthermore, we consider the additive weight \( W_0 \) of the typical seed point. Thus, \( X_1 \) corresponds to the weight \( W_0 \) of the typical seed point, and \( X_2 \) to its nearest neighbor distance \( D_0 \). This allows us to model the univariate marginal distributions of the random vector \( (W_0, D_0) \) with parametric distributions first, and then the dependence structure of \( (W_0, D_0) \) using (parametric) copulas. This drastically facilitates the modeling of higher-dimensional random vectors compared to deriving their joint distributions directly.

Motivated by the statistical analysis performed below regarding model validation, for the sequence of generators \( \{s_{W_0}^{(n)}, w_{W_0}^{(n)}\} \) with \( s_{W_0}^{(n)} = \{s, w\} \) fitted in Eq. (33) to the experimental FIB-EBSD data, we assume that (i) the random additive weights \( W_1^M, \ldots, W_{N^M}^M \) of the grain architecture model are conditionally independent provided that the sequence of random seed points \( \{S^M_i\}_{i=1}^{N^M} \) is given, (ii) the random additive weight \( W_{i}^M \) of the \( i \)-th seed point depends on the random point pattern \( \{S^M_i\}_{i=1}^{N^M} \) only via the random distance \( D_0^M \) of \( S^M_i \) to its nearest neighboring seed point, (iii) the probability density of the two-dimensional random vector \((W_0, D_0)\) of additive weight and nearest neighbor distance of the typical seed point is parametrically modeled as follows, using the representation formula given in Eq. (35). In particular, we assume that the first component \( W_0 \) can be modeled by a (shifted) inverse-gamma distribution. That is, its density \( f_{W_0} \) is given by

\[
f_{W_0}(w) = \frac{\beta^{M} \Gamma(M)}{\Gamma_0} (w - \theta^M)^{-\beta^M - 1} \exp(-\beta^M w^{-\theta^M}) \quad \text{for all } w > \theta^M, \tag{38}
\]

with shape parameter \( \alpha^M > 0 \), scale parameter \( \beta^M > 0 \) and location parameter \( \theta^M \in \mathbb{R} \). Here, \( \Gamma \) denotes the gamma function. The name of this distribution originates from the fact that the reciprocal of a gamma-distributed random variable is inverse-gamma-distributed (and vice versa). Furthermore, we use the fact that for the cumulative distribution function \( F_{D_0} \) of the nearest neighbor distance \( D_0 \) of the typical seed point from a Matérn cluster process the following formula holds:

\[
F_{D_0}(d) = 1 - (1 - F(d)) \left( \frac{1}{\pi \lambda} \right) \int_0^d \frac{3 \pi^2 \exp(-\mu \lambda \Gamma(x, r_0))}{r_0} dx \quad \text{for all } d > 0, \tag{39}
\]

where \( V(d, r_0, x) \) is the volume of the intersection of two balls with radii \( d \) and \( r_0 \) such that the distance between their centers is equal to \( x \), and \( F: \mathbb{R} \to [0, 1] \) is the cumulative distribution function of the so-called contact distance, which is given by

\[
F(x) = 1 - \exp(-\pi \lambda \int_0^x 1 - y^2 \exp(-\mu \lambda \Gamma(x, y))) dy \quad \text{for all } x > 0. \tag{40}
\]

For modeling the joint distribution of the random vector \((W_0, D_0)\) we employ a special case of the Tawn copula, whose asymmetric behavior matches that observed in the data. The general definition of this copula is given by

\[
C(u_1, u_2) = (u_1 u_2)^{\alpha^M} \left( \frac{\psi_1^M}{\psi_2^M} \right), \quad \text{where } u_1, u_2 \in (0, 1) \tag{41}
\]

with the parameters \( \psi_1^M, \psi_2^M \in [0, 1] \) and \( \kappa^M > 1 \). In our case, we set \( \psi_2^M = 1 \).

To estimate the parameters \( \alpha^M, \beta^M, \theta^M, \psi_1^M, \) and \( \kappa^M \) of the joint distribution of \((W_0, D_0)\), we use the representation formula of the conditional probability density \( f_{(W_0, d_0)} \) given in (37), i.e.,

\[
f_{(W_0, d_0)}(w, d) = \mathbb{C}(F_{W_0}(w), F_{D_0}(d))f_{W_0}(w) \quad \text{for all } w, d > 0, \tag{43}
\]

maximizing the likelihood function

\[
L(\alpha^M, \beta^M, \theta^M, \psi_1^M, \kappa^M; \{w_j\}_{j=1}^{N}, \{d_j\}_{j=1}^{N}) = \prod_{i=1}^{N} f_{(W_0, D_0)}(w_i, d_i), \tag{44}
\]

where \( \{d_j\}_{j=1}^{N} \) is the sequence of nearest neighbor distances corresponding to the sequence of seed points \( \{s_j\}_{j=1}^{N} \).

In summary, the simulation of the 3D grain architecture is comprised of the following steps: First, the Matérn cluster process is simulated in the sampling window \( V \subset \mathbb{R}^3 \) to get a realization \( \{s_j\}_{j=1}^{N} \) of the random Laguerre seed points \( \{S^M_j\}_{j=1}^{N} \). Then, for each \( s_j \), the distance \( d_j \) to its nearest neighbor within the point pattern \( \{s_j\}_{j=1}^{N} \) is computed and, conditional on \( d_j \), the corresponding additive weight \( w_j \) is drawn using the representation formula given in Eq. (43). With the set of generators \( \{s_j, w_j, d_j\}, \ldots, \{s_{N^M}, w_{N^M}, d_{N^M}\} \), the final Laguerre tessellation can be discretized using Eq. (28) to obtain a realization \( \{C_j\}_{j=1}^{N} \) of the stochastic grain architecture model \( \{C_j\}_{j=1}^{N} \).
Stochastic multi-scale model for the outer particle shell and grain architecture

In this section, we describe our approach to combine the outer shell model \( \{ X(u) : u \in S^2 \} \) and the grain architecture model \( \{ r_{i} \}_{i=1}^{N} \), introduced in the previous sections, resulting in a multi-scale model for the outer shell and grain architecture of NMC particles, see Fig. 5. Note that the outer shell model \( \{ X(u) : u \in S^2 \} \) is fitted to resemble the shape and size of NMC particles observed in nano-CT data, while the parameters of the random Laguerre tessellation \( \{ C_{i}^{M} \}_{i=1}^{N} \) are attuned to statistically represent the grain architecture of a single particle which was partially imaged with FIB-EBSD. Since the grain architecture of NMC particles might depend on their size, in the following, we consider a conditional version of the fitted outer shell model \( \{ X(u) : u \in S^2 \} \) to only generate outer shells with a similar size as the NMC particle imaged using FIB-EBSD. Since the latter was only partially imaged its true size is unknown—therefore, in a first step, we describe an approach to estimate the particle size.

We start by computing a binary image \( B : Z^3 \to \{ 0,1 \} \) depicting the (partially visible) outer shell of the NMC particle imaged with FIB-EBSD by

\[
B(x) = \begin{cases} 
1, & \text{if } x \text{ is neighbor of a grain but belongs to no grain,} \\
0, & \text{else.} 
\end{cases} 
\]  

(45)

Then we fit the parameters of a sphere, i.e., the center \( x \in \mathbb{R}^3 \) and the diameter \( d > 0 \), to the outer shell image \( B \) by minimizing the discrepancy

\[
\begin{align*}
(x_{\text{opt}}, d_{\text{opt}}) &= \arg\min_{(x,d) \in \mathbb{R}^3 \times [0,\infty)} \sum_{x \in \{ B(x) = 1 \}} \| x - p_{x,d}(x) \|^2, \\
\end{align*}
\]  

(46)

where \( p_{x,d}(x) \) denotes the point on a sphere with center \( x \) and diameter \( d \) which is closest to \( x \). The outer shell's diameter \( d_{\text{opt}} = 7.44 \mu m \) is an estimate for the size of the particle which was partially imaged with FIB-EBSD. Using this size estimate, we generate virtual multi-scale particle morphologies according to the following scheme:

(i) For some \( m > 0 \) and pairwise distinct orientation vectors \( u_1, \ldots, u_m \in S^2 \), generate realizations \( r_{\text{im}} \) of the random vector \( (X(u_1), \ldots, X(u_m)) \) until the volume-equivalent diameter \( d(r_{\text{im}}) \), given by

\[
d(r_{\text{im}}) = \sqrt{\frac{6V(r_{\text{im}})}{\pi}},
\]  

(47)

belongs to the interval \([0.98 d_{\text{opt}}, 1.02 d_{\text{opt}}]\), see Fig. 5a. Details on the computation of the volume \( V(r_{\text{im}}) \) are given below.

(ii) Generate a discretized realization \( \{ c_{i}^{N} \}_{i=1}^{N} \) of the stochastic grain architecture model \( \{ r_{i} \}_{i=1}^{N} \), see Fig. 5b.

(iii) Keep only those cells \( c_{i}^{N} \) of the Laguerre tessellation \( \{ c_{i}^{M} \}_{i=1}^{N} \) for which the centroids, see Eq. (5), are located inside the outer shell defined by \( r_{\text{im}} \). We denote these cells by \( c_1, \ldots, c_{n} \).

(iv) The discretized multi-scale particle morphology \( p_{\text{im}} : Z^3 \to \mathbb{R} \) is then given by

\[
p_{\text{im}}(x) = \begin{cases} 
i, & \text{if } x \text{ belongs to } c_i \text{ for some } i \in \{ 1, \ldots, n \}, \\
0, & \text{else.} 
\end{cases}
\]  

(48)

Figure 5c visualizes a realization of the multi-scale particle model. Note that due to this construction scheme the outer shell of a realization \( p_{\text{im}} \) differs from the outer shell which was generated in step (i). More precisely, this approach introduces surface roughness which similarly can be observed in FIB-EBSD data21.

Model calibration

In this section, we describe the procedure for calibrating the model parameters of the stochastic geometry models for the outer shell and the grain architecture. The stochastic outer shell model was fitted using the Adam stochastic gradient-descent method51. First, we manually tuned the truncation parameter \( \ell \) in the series expansion given in Eq. (11) and the number \( K \) of Gaussian components, putting \( L = 15 \) and \( K = 7 \). For fitting the remaining model parameters, we chose \( m = 258 \) orientation vectors \( u_1, \ldots, u_m \in S^2 \) which provide a triangular mesh on the unit sphere \( S^2 \)37. The fitted model parameters \( \lambda, \mu_{\ell}, \mu_{\ell}, \mu_{\lambda}, \mu_{\ell}, \mu_{\lambda}, \ldots, \mu_{\ell}, \mu_{\lambda} \) are given in Table 1. Note that even though the model parameters of \( \{ X(u) : u \in S^2 \} \) were fitted using \( m = 258 \) evaluation points, the realizations of the model can be evaluated at arbitrarily many sampling points.

The parameters of the grain architecture model were fitted using the procedure described above. With this, we get the following parameter values for the Matérn cluster process of seed points: \( \lambda = 0.00108 \), \( \mu_{\ell} = 0.418 \), and \( \mu_{\lambda} = 2.58 \). Using the aforementioned maximum likelihood approach results in parameters for the distribution of the additive weights \( a_{\ell} = 16.8 \), \( a_{\lambda} = 1247 \), \( \theta_{\ell} = 76.4 \), and for the copula \( \psi_{\ell} = 0.372 \). Note that the model calibration was performed based on the FIB-EBSD image data and uses its voxel length scale.

In order to evaluate the goodness of fit of the grain architecture model with respect to the Laguerre tessellation fitted to FIB-EBSD data, we first consider various characteristics of the Laguerre generators which have been used for model fitting. The goodness of fit with respect to further characteristics, not used for model fitting, will be analyzed in the next section.

In Fig. 6a, the pair correlation functions of the seed points of the fitted Laguerre tessellation and those of a realization of the
stochastic grain architecture model are shown. In addition, the theoretical pair correlation function of the fitted Matérn cluster process is depicted in Fig. 6a. It becomes clear that the pattern of seed points of the fitted Laguerre tessellation is far from the complete spatial randomness assumption (indicated as dashed line in Fig. 6a at the y-axis value 1). In fact the high values of the pair correlation function for small distances prove that the seed points are spatially clustered. The fitted Matérn cluster process captures this behavior quite well.

When considering the probability densities of the nearest neighbor distances in Fig. 6b, it is important to keep in mind that the theoretical one is fully specified by the Matérn cluster process and its parameters. While the theoretical density follows the general shape of the density, which has been estimated for the simulated nearest neighbor distances are due to the finite sample size and the smoothing effect of the kernel density estimator.

The densities estimated for the additive weights of the Laguerre generators fitted to FIB-EBSD data and the simulated weights shown in Fig. 6c indicate a good match. The finer discrepancies are not fully captured. On the other hand, the (small) differences between the theoretical density and the density estimated for the simulated nearest neighbor distances are due to the finite sample size and the smoothing effect of the kernel density estimator.

Finally, by considering a bivariate kernel density estimator for the joint density of nearest neighbor distances and additive weights, see Fig. 6d, a generally good correspondence can be observed. Most of the slight mismatches can be explained by the differences mentioned above between the theoretical and estimated densities of the nearest neighbor distances, cf. Fig. 6b.

Model validation

Having fitted the models for the outer shell and the grain architecture to the experimental data, model validation is performed by comparing probability distributions of size and shape characteristics of particles and grains extracted from tomographic image data to those of virtual particles and grains generated by the stochastic models. Note that these characteristics have not been used for parameter fitting.

For a quantitative validation of the fitted outer shell model \(X(u) : u \in S^2\), we first generate \(n\) discretized realizations, i.e., we independently draw \(n = 239\) realizations \(r_1^{i_{\text{sim}}}, \ldots, r_n^{i_{\text{sim}}}\) of the random vector \((X(u_1), \ldots, X(u_n))\). Then, we compare size and shape characteristics of the corresponding particles to those extracted from CT data. More precisely, for each outer particle shell, represented by an evaluation vector \(r^p = (r_1^p, \ldots, r_n^p) \in \mathbb{R}^n\), we compute the volume-equivalent diameter \(d(r^p)\) given by

\[
d(r^p) = \sqrt{\frac{6V(r^p)}{\pi}},
\]

where \(V(r^p)\) denotes the volume of a particle corresponding to the evaluation vector \(r^p\). Since the entry \(r_i^p\) of the latter represent the radius of the corresponding particle into the direction of the orientation vector \(u_i\), it is impossible to determine the true volume of the particle based on a finite number of directional radii \(r_1^p, \ldots, r_n^p\). Therefore, we now specify the procedure for computing an estimate \(V(r^p)\) for the particle's true volume.

Recall that the orientation vectors \(u_1, \ldots, u_n\) chosen in the previous section form a triangular mesh of the unit sphere. More precisely, the surface of the unit sphere is approximated by triangles, the vertices of which are given by certain triplets \((u_1, u_2, u_3)\). We denote this set of triangle vertices by \(V \subset \{(u_1, u_2, u_3)\}\). Then, by scaling the vertices in \(V\) with the corresponding radii we obtain a triangular mesh \(V^p\) of the outer particle shell, i.e.,

\[
V^p = \{(r_1^p u_1, r_2^p u_2, r_3^p u_3) : (u_1, u_2, u_3) \in V\}.
\]

From this representation of a particle we can easily compute an estimate for its volume by

\[
V(r^p) = \sum_{v = (v_1, v_2, v_3, v_4) \in V^p} V^{\text{tetra}}(v_1, v_2, v_3, o),
\]

where \(V^{\text{tetra}}(v_1, v_2, v_3, o)\) denotes the volume of a tetrahedron with vertices \(v_1, v_2, v_3\) and the origin \(o = (0, 0, 0) \in \mathbb{R}^3\). Note that the representation of a particle's surface as a mesh \(V^p\) allows for the estimation of its surface area. More precisely, by summing up the areas of the triangles represented by the triplets of vertices.
in \( V \) we obtain an estimate \( A(r_P) \) for the surface area of a particle represented by the evaluation vector \( r_P \).

Inserting the estimate \( V(r_P) \) of the particle volume given in Eq. (51) into Eq. (49) we computed the volume-equivalent diameters \( d(r_{CT}^1) \); \( d(r_{CT}^n) \) and \( d(r_{sim}^1) \); \( d(r_{sim}^n) \) of particles observed in CT and of model realizations, respectively. Figure 7a indicates a good fit between kernel density estimates of both samples.

To validate the shape of model realizations, we investigate the sphericity \( s(r_P) \) of the outer particle shell represented by the evaluation vectors \( r_P \), which is given by

\[
s(r_P) = \frac{\pi^2 (6V(r_P))^{\frac{2}{3}}}{A(r_P)}. \tag{52}
\]

The corresponding kernel density estimates of the sphericity values \( s(r_{CT}^1) \); \( s(r_{CT}^n) \) and \( s(r_{sim}^1) \); \( s(r_{sim}^n) \) are visualized in Fig. 7b which again indicates a good fit.

Moreover, we computed bivariate kernel density estimates for pairs of volume-equivalent diameter and sphericity of outer particle shells. More precisely, the bivariate probability density corresponding to pairs of characteristics \( (d(r_{CT}^1), s(r_{CT}^1)) \); \( (d(r_{CT}^n), s(r_{CT}^n)) \); \( (d(r_{sim}^1), s(r_{sim}^1)) \); \( (d(r_{sim}^n), s(r_{sim}^n)) \) computed from CT data is visualized in Fig. 7c, whereas the bivariate density computed from the characteristics \( (d(r_{sim}^1), s(r_{sim}^1)) \); \( (d(r_{sim}^n), s(r_{sim}^n)) \) of realizations of the outer shell model is depicted in Fig. 7d. A visual comparison indicates a good match between both bivariate probability densities. The bivariate probability densities indicate that small particles are preferentially more spherical though with a higher variance in sphericity values, while larger particles have a narrower sphericity distribution. Such distributions are material-specific with different trends for other electrode materials as shown in a previous work\(^58\).

Recall that for the multi-scale model, we generated solely outer shells from the model \( X(u) = \{ \mathbf{X}(u) \} \) for which the corresponding particles have a volume-equivalent diameter close to \( d_{\text{opt}} = 7.44 \) \( \mu \text{m} \). To validate the sphericity distribution of particles whose outer shells were generated with this specific volume-equivalent diameter we computed the conditional probability densities of the sphericity from the bivariate probability densities depicted in Fig. 7c, d under the condition that \( d = 7.44 \) \( \mu \text{m} \). These conditional probability densities are depicted in Fig. 7e, which also indicates a good fit.
Until now, we only compared characteristics of particles extracted from CT data to those of realizations of the outer shell model \( \{ X(u) : u \in S^2 \} \). However, these realizations are used for generating realizations \( \{ P_M \} \) of the multi-scale model which may result in a modified outer shell of \( P_M \) since they are given by certain ensembles of grains. More precisely, the outer shell \( \partial P_M \) of a multi-scale particle \( P_M \) corresponds to the boundary of the union of its grains, i.e.,

\[
\partial P_M = \partial \bigcup_{k=1}^{n} \{ x \in \mathbb{R}^3 : P_M(x) = k \}.
\] (53)

Thus, the outer shell \( \partial P_M \) does not necessarily coincide with the realization of the outer shell model \( \{ X(u) : u \in S^2 \} \) which was used for generating \( P_M \). Therefore, we perform further validation—by comparing the shape of particles extracted from CT data to the shape of outer shells which were computed from realizations of the multi-scale model.

To do so, we generated (discretized) realizations \( P_1^M, \ldots, P_n^M \) of the multi-scale model. For better comparability to the outer shells extracted from CT image data, we first apply the same degree of smoothing to the realizations \( P_1^M, \ldots, P_n^M \) as to the CT data during image processing described above. A smoothed realization of \( P_M \) is visualized in Fig. 8. Then, we computed sphericity values of the smoothed versions of \( P_1^M, \ldots, P_n^M \) and their corresponding kernel density estimate, see Fig. 7e, which indicates a slight underestimation of sphericity values for the multi-scale model.

After the validation for the outer shell model, we now consider cell characteristics computed from realizations of the stochastic grain architecture model, which have not been used for model fitting, and compare them to those of the grains in the experimental FIB-EBSD data. These comparisons serve on the one hand as (further) measures for the goodness of fit of the fitted Laguerre tessellation with respect to the (segmented) FIB-EBSD image data, but also as validation for the stochastic model since grain-based characteristics have not been used for model fitting. A more comprehensive analysis of the FIB-EBSD image data was provided by Furat et al.21.

The probability density of volume-equivalent diameters of the fitted Laguerre cells, visualized in Fig. 9a, closely matches that computed from the experimental FIB-EBSD data, whereas the stochastic grain architecture model tends to produce more medium sized grains and fewer very large grains. A similar behavior can be asserted for the densities of grain/cell surface areas, see Fig. 9b. Regarding the sphericity of cells, the densities computed from a realization of the stochastic model and from its ground truth, the fitted Laguerre tessellation, indicate a good match, where, however, some slight mismatches to the density computed from the FIB-EBSD image data are visible, see Fig. 9c. Note that for all three characteristics, the corresponding mean values are all in close proximity, and most discrepancies come from a slightly different skewness and tail-behavior of the probability densities. The histogram of the numbers of cell neighbors for the simulated data, visualized in Fig. 9d, is shifted a little bit to the right, compared to the similarly distributed numbers of cell/grain neighbors in the fitted Laguerre and segmented FIB-EBSD data. In summary, together with a visual inspection in Fig. 4, a very good match of the fitted Laguerre tessellation and the (segmented) experimental FIB-EBSD data can be observed. Furthermore, the stochastic grain architecture model captures all considered structural characteristics reasonably well.

---

**Fig. 7 Validation of the outer shell and multi-scale model.** Probability densities of the volume-equivalent diameter (a) and sphericity (b) of particles observed in CT data (blue) and model realizations (red). Bivariate probability densities of the volume-equivalent diameter and sphericity of particles observed in CT data (c) and model realizations (d). The corresponding sphericity distributions under the condition that \( d = 7.44 \mu m \) (e).
As shown in the previous section, the proposed multi-scale model for the outer shell and grain architecture of NMC particles represents the particle(s) mapped with CT and FIB-EBSD sufficiently well. However, in principle, modifications and further extensions of the outer shell model and the grain architecture model are possible, although their fitting and validation with respect to tomographic image data might then be computationally more expensive.

Regarding the outer shell model the following modifications are possible: Recall that according to Eqs. (13) and (15) we have to sample from multivariate normal distributions to generate the values of a realization of the random field \( X(\mathbf{u}) : \mathbf{u} \in S^2 \) at some orientation vectors \( \mathbf{u}_1, \ldots, \mathbf{u}_m \in S^2 \). However, the dimension of the multivariate normal distributions increases with the number of considered orientation vectors, i.e., when the realization is to be highly resolved, we have to draw from a high-dimensional normal distribution which can be inefficient. For such inquiries it can be useful to utilize an alternative representation of Gaussian random fields \( Z(\mathbf{u}) : \mathbf{u} \in S^2 \) considering a series expansion with respect to so-called spherical harmonics functions. More precisely, an isotropic Gaussian random field \( Z(\mathbf{u}) : \mathbf{u} \in S^2 \) on the unit sphere

**DISCUSSION**

As shown in the previous section, the proposed multi-scale model for the outer shell and grain architecture of NMC particles represents the particle(s) mapped with CT and FIB-EBSD sufficiently well. However, in principle, modifications and further extensions of the outer shell model and the grain architecture model are possible, although their fitting and validation with respect to tomographic image data might then be computationally more expensive.

Regarding the outer shell model the following modifications are possible: Recall that according to Eqs. (13) and (15) we have to sample from multivariate normal distributions to generate the values of a realization of the random field \( X(\mathbf{u}) : \mathbf{u} \in S^2 \) at some orientation vectors \( \mathbf{u}_1, \ldots, \mathbf{u}_m \in S^2 \). However, the dimension of the multivariate normal distributions increases with the number of considered orientation vectors, i.e., when the realization is to be highly resolved, we have to draw from a high-dimensional normal distribution which can be inefficient. For such inquiries it can be useful to utilize an alternative representation of Gaussian random fields \( Z(\mathbf{u}) : \mathbf{u} \in S^2 \) considering a series expansion with respect to so-called spherical harmonics functions. More precisely, an isotropic Gaussian random field \( Z(\mathbf{u}) : \mathbf{u} \in S^2 \) on the unit sphere
with mean value $\mu$ and angular power spectrum $a = \{a_0, a_1, \ldots, a_L\}$ adheres to the representation
\[
Z(\mathbf{u}) = \sum_{i=0}^{L} a_i Y_i(\mathbf{u}) + \sum_{k=1}^{L} \left( \text{Re}(a_k) Y_k(\mathbf{u}) + \text{Im}(a_k) \bar{Y}_k(\mathbf{u}) \right)
\]
for each $\mathbf{u} \in S^2$.  \hfill (54)
where the $a_{ik}$ are independent random variables with $a_{i0} \sim \mathcal{N}(\mu, a_i)$ for $i \geq 0$ and $\text{Re}(a_{ik}), \text{Im}(a_{ik}) \sim \mathcal{N}(0, a_{ik}/2)$ for $i, k > 0$, see\(^{59,60}\).  Note that the spherical harmonics functions $Y_{i,k} : S^2 \rightarrow \mathbb{C}$ are given by
\[
Y_{i,k}((u_1, u_2, u_3)) = \sqrt{\frac{2i + 1}{4i(i + k)!}} P^i_k(u_3) \exp \left( ik \arctan \frac{u_2}{u_1} \right)
\]
for each $\mathbf{u} = (u_1, u_2, u_3) \in S^2$. \hfill (55)
where $i$ denotes the imaginary unit and $P^i_k$ are the associated Legendre functions\(^{39}\). The representation of $(Z(\mathbf{u}) : \mathbf{u} \in S^2)$ given in Eq. (54) has the advantage that we can first generate realizations of the random coefficients $a_{ik}$, the number of which does not depend on the number of evaluation points $u_1, \ldots, u_m$. Then, we can compute the values of the corresponding realization of the random field $(Z(\mathbf{u}) : \mathbf{u} \in S^2)$ at arbitrarily many orientation vectors, i.e., we can obtain highly resolved realizations of $(Z(\mathbf{u}) : \mathbf{u} \in S^2)$ without having to simulate high-dimensional normally distributed random vectors. The spherical harmonics representation given in Eq. (54) can also be utilized for simulating the fitted Gaussian mixture model $(X(\mathbf{u}) : \mathbf{u} \in S^2)$. More precisely, we have to randomly pick a component according to the probabilities $p_1, \ldots, p_M$ introduced in Eq. (14) and then generate realizations of the spherical harmonics coefficients of the corresponding Gaussian model.

The validation of the outer shell model $(X(\mathbf{u}) : \mathbf{u} \in S^2)$ indicates a good match between distributions of size/shape characteristics of model realizations and particles extracted from CT data, see Fig. 7. However, Fig. 7e indicates that the sphericity distribution of the outer shell of realizations $P^{\text{M}}$ of the multi-scale model is slightly underestimated. Therefore, further modifications to the outer shell model could be taken into account, which can ensure an even better match between the sphericity distributions of particles extracted from CT data and model realizations. More precisely, rejection sampling\(^{60}\) could be applied: Let $f_{\text{data}}$ denote the (size-conditioned) probability density of the sphericity values of particles extracted from CT data. Furthermore, let $f_{\text{model}}$ be the corresponding probability density of some outer shell model $(X(\mathbf{u}) : \mathbf{u} \in S^2)$ being, e.g., a Gaussian random field or a mixture of Gaussian random fields. Note that $f_{\text{model}}$ can be determined by extensive simulation, e.g., by generating a large number of outer shells from which the sphericity distribution can be estimated. For rejection sampling to be applicable the inequality $f_{\text{data}}(x) = M f_{\text{model}}(x)$ has to hold for each $x \in [0, 1]$, where $M > 1$ is some constant. Then, the rejection sampling is performed as follows:

(i) Generate a realization $\mathbf{r}^{\text{im}}$ of $(X(u_1), \ldots, X(u_m))$ and a random number $u \in [0, 1]$ drawn from the uniform distribution on the unit interval.

(ii) If $u < f_{\text{model}}(X(\mathbf{r}^{\text{im}}))$, the vector $\mathbf{r}^{\text{im}}$ is accepted as a realization of the rejection sampling scheme, otherwise go back to step (i).

Note that the sphericity distribution of outer shells generated by rejection sampling matches $f_{\text{data}}$ perfectly. However, since this modeling approach solely considers the sphericity value it does not necessarily lead to a good match with distributions of other shape characteristics. On the other hand, the model $(X(\mathbf{u}) : \mathbf{u} \in S^2)$ for the outer shell described in the present paper was not fitted directly to size and shape characteristics of particles extracted from CT data, but to the representation of outer shells as radius functions which were evaluated on a mesh of the unit sphere's surface. In other words, the model $(X(\mathbf{u}) : \mathbf{u} \in S^2)$ was fitted directly to a (approximate) representation of the outer shell which is more exhaustive than the aggregated sphericity value. This issue of the rejection sampling scheme described above could be remedied by considering multivariate probability densities which incorporate further particle shape characteristics. In this manner, more informative vectors of such characteristics can be used to represent outer shells. However, this can lead to an increase in the value $M$, which makes the simulation procedure computationally unfeasible. This is due to the fact, that, on average, step (i) in the rejection sampling scheme has to be performed $M$ times until a single realization is accepted.

Furthermore, note that due to the choice of the parametric covariance functions (see Eq. 20) for the individual components of the mixture $(X(\mathbf{u}) : \mathbf{u} \in S^2)$ of Gaussian random fields, the realizations of the outer shell model exhibit smooth surfaces—this can also be seen by the representation of the corresponding isotropic Gaussian random fields given in Eq. (54). However, in the context of the present paper, the smoothness of realizations of the outer shell model is no issue, since the realizations reassemble the particles depicted in CT data reasonably well. For Gaussian random fields on the sphere, the realizations of which exhibit a rough surface, we refer the reader to\(^{60}\), where various parametric covariance functions are considered to generate fractal surfaces. Alternatively, surface roughness can be introduced by additional subsequent modeling steps, e.g., the outer shell of realizations of the presented multi-scale model exhibit faceted surfaces, see Fig. 8c.

As described at the end of the "Results" section, the general fit of the grain architecture model is reasonably good. Nevertheless, also with respect to this component of our multi-scale model, modifica-
tions and extensions are possible: Note that most of the aforementioned discrepancies can be explained by the differences regarding the seed point pattern of the fitted Laguerre generators and the ones from the simulated data, and the thus resulting differences regarding the nearest neighbor distributions. An obvious solution is to fit the parameters of the Matérn cluster process by the minimum contrast method with respect to the nearest neighbor distance distribution instead of the pair correlation function. While this improves the quality of fit of the nearest neighbor distance distribution, it degrades the one for the pair correlation function and pronounces the trend of the simulated cells being too large. So the general fit of the simulated grain architecture would be worse compared to the results obtained by the approach proposed in the present paper.

Another way to further improve the fit would be to employ a more sophisticated (seed) point process model. For example, instead of the Matérn cluster process, another type of random point processes could be considered, such as a suitably chosen Gibbs point process\(^{57}\), that could capture both the pair correlation and the nearest neighbor distances of the fitted Laguerre generators better. However, fitting the parameters of Gibbs point processes is computationally much more expensive than fitting the parameters of a Matérn cluster process. In addition, formulas for the nearest neighbor distance distribution for more sophisticated types of point processes (including Gibbs processes) are hard to derive theoretically, and, since they are necessary to model the conditional probability density of additive weights, must therefore be approximated, e.g., through Monte-Carlo techniques. This would introduce a further source of error and complexity.

In a forthcoming research, it will be investigated whether modeling both, the outer shells and the grain architectures, conditionally on each other (e.g., by having smaller grains near the particle surfaces) improves the quality of the fit. For this, however, further FIB-EBSD measurements are necessary. The presented technique overcomes systematic limitations of standalone techniques, such as the inability of X-ray nano-CT to capture grain boundaries, and the challenge of imaging large volumes and multiple particles with FIB-EBSD, by leveraging the respective strengths of both techniques to generate equivalent high-resolution
and numerous virtual particle architectures. This represents a significant step forward to acquiring 3D single-particle architectures with effective resolution in the range of 10s of nanometers. With this technique, electrode manufactures can build representative 3D images of the particles that they synthesize using two accessible lab-based techniques—X-ray nano-CT and FIB-EBSD. Input to the particle generator can be tuned to produce particles of different grain or particle sizes or shapes. This capability of generating representative particles facilitates exploration of different particle architectures through multi-physics modeling with respect to power density and the propensity of the particle to crack due to intra-grain mechanical strain during operation, thus potentially elucidating favorable particle architectures for specific operating conditions, e.g., architectures with minimal mechanical strain and maximum rate of lithium transport. Therefore, modeling various particle architectures will be the focus of future work in order to clarify the influence of grain properties on cell performance and also to analyze the influence of interfacial transport resistances and grain orientations on the performance and degradation of particles.

METHODS

Computational details

A random field model used to characterize and generate the outer shells and a random tessellation model used to characterize and generate grain architectures are combined to form a multi-scale model for the generation of virtual electrode particles with full-grain detail. This methodological approach demonstrates the possibility of generating representative single electrode particle architectures for modeling and characterization that can guide synthesis approaches of particle architectures with enhanced performance. In particular, this was achieved by drawing statistical representations of particle surfaces (outer shells) from X-ray nano-CT data, and sub-particle grain detail from FIB-EBSD data which has higher resolution and much greater sensitivity to grain boundaries. The random field model for generating particle surfaces, or outer shells, was calibrated using the gradient-descent implementation of the Python package TensorFlow\textsuperscript{91} and showed a good fit to the experimental X-ray nano-CT data. In addition, TensorFlow allowed us to fit Laguerre tessellations to experimental FIB-EBSD data in a highly parallel or even GPU-accelerated manner. The resulting fits showed a good agreement and were then used to calibrate a random tessellation model for the grain architecture. The two models were combined to generate full NMC particles with statistically representative shapes and sizes of particle boundaries and grain architectures.

DATA AVAILABILITY

The datasets generated during and/or analyzed during the current study are available from the corresponding authors on reasonable request.

CODE AVAILABILITY

All formulations and algorithms necessary to reproduce the results of this study are described in the “Results” and “Methods” sections and in Abadi et al.\textsuperscript{92} and Spett et al.\textsuperscript{93}.

Received: 4 January 2021; Accepted: 4 June 2021; Published online: 13 July 2021

REFERENCES

1. Wang, X., Ding, Y.-L., Deng, Y.-P. & Chen, Z. Ni-rich/Co-poor layered cathode for automotive Li-ion batteries: Promises and challenges. Adv. Energy Mater. 10, 1903864 (2020).
2. Lu, X. et al. 3D microstructure design of lithium-ion battery electrodes assisted by X-ray nano-computed tomography and modelling. Nat. Commun. 11, 1–13 (2020).
3. Usseglio-Viretta, F. L. E. et al. Enabling fast charging of lithium-ion batteries through secondary-/dual-pore network: Part I- Analytical diffusion model. Electrochem. Acta 342, 136034 (2020).
4. Mai, W., Usseglio-Viretta, F. L. E., Colclasure, A. M. & Smith, K. Enabling fast charging of lithium-ion batteries through secondary-/dual-pore network: Part II-Numerical model. Electrochem. Acta 341, 136013 (2020).
5. Quinn, A. et al. Electron backscatter diffraction for investigating lithium-ion electrode particle architectures. Cell Rep. Phys. Sci. 1, 100137 (2020).
6. Lee, E.-J. et al. Development of microcrystal in aged lithium transition metal oxides. Nano Lett. 14, 4873–4880 (2014).
7. Ryu, H.-H., Park, K.-J., Yoon, C. S. & Sun, Y.-K. Capacity fading of Ni-rich Li[Ni_{x}Co_{y}Mn_{1–x–y}]O_{2} (0.6 ≤ x ≤ 0.95) cathodes for high-energy-density lithium-ion batteries: Bulk or surface degradation? Chem. Mater. 30, 1155–1163 (2018).
8. Yan, P. et al. Intragranular cracking as a critical barrier for high-voltage usage of layer-structured cathode for lithium-ion batteries. Nat. Commun. 8, 1–9 (2017).
9. Heenan, T. M. M. et al. Identifying the origins of microstructural defects such as cracking within Ni-rich NMC811 cathode particles for lithium-ion batteries. Adv. Energy Mater. 10, 2002655 (2020).
10. Mao, Y. et al. High-voltage charging-induced strain, heterogeneity, and micro-cracks in secondary particles of a nickel-rich layered cathode material. Adv. Funct. Mater. 29, 1900247 (2019).
11. Wang, L. et al. Crystal orientation tuning of LiFePO_{4} nanorods for high rate lithium battery cathode materials. Nano Lett. 12, 5632–5636 (2012).
12. Hua, W.-B. et al. Uncovering a facile large-scale synthesis of LiNi_{1/3}Co_{1/3}Mn_{1/3}O_{2} nanoflowers for high power lithium-ion batteries. J. Power Sources 275, 200–206 (2015).
13. Zhu, J. et al. Crystal growth of Li[Ni_{x}Co_{y}Mn_{1–x–y}]O_{2} as a cathode material for high-performance lithium ion batteries. Cryst. Growth Des. 12, 1118–1123 (2012).
14. Heenan, T. M. M., Tan, C., Hack, J., Brett, D. J. L. & Shearing, P. R. Developments in X-ray tomography characterization for electrochemical devices. Mater Today 31, 69–85 (2019).
15. Usseglio-Viretta, F. L. E. et al. Resolving the discrepancy in tortuosity factor estimation for Li-ion battery electrodes through micro-macro modeling and experiment. J. Electrochem. Soc. 165, A3403–A3426 (2018).
16. Taiboo, O. O. et al. Microstructural degradation of silicon electrodes during lithiation observed via operando X-ray tomographic imaging. J. Power Sources 342, 904–912 (2017).
17. Yang, Y. et al. Quantification of heterogeneous degradation in Li-ion batteries. Adv. Energy Mater. 9, 1900674 (2019).
18. Xu, R. et al. Heterogeneous damage in Li-ion batteries: Experimental analysis and theoretical modeling. J. Mech. Phys. Solids 129, 160–183 (2019).
19. Müller, S. et al. Multimodal nanoscale tomographic imaging for battery electrodes. Adv. Energy Mater. 10, 1904119 (2020).
20. Pietsch, P. & Wood, V. X-ray tomography for lithium battery research: a practical guide. Ann. Rev. Mater. Res. 47, 451–479 (2017).
21. Furat, O. et al. Mapping the architecture of single electrode particles in 3D, using electron backscatter diffraction and machine learning segmentation. J. Power Sources 483, 229148 (2021).
22. Daemi, S. R. et al. Visualizing the carbon binder phase of battery electrodes in three dimensions. ACS Appl. Energy Mater. 1, 3702–3710 (2018).
23. Chiu, S. N., Stoyan, D., Kendall, W. S. & Mecke, J. Stochastic Geometry and Its Applications (J. Wiley & Sons, 2013), 3rd edn.
24. Prilling, B. et al. Generating digital twins of mesoporous silica by graph-based stochastic microstructure modeling. Comput. Mater. Sci. 187, 109934 (2021).
25. Neumann, M., Stenzel, O., Willot, F., Holzer, L. & Schmidt, V. Quantifying the influence of microstructure on effective conductivity and permeability: virtual materials testing. Int. J. Solids Struct. 184, 211–220 (2020).
26. Gaiselmann, G. et al. Quantitative relationships between microstructure and effective transport properties based on virtual materials testing. AICHE J. 60, 1983–1999 (2014).
27. Prilling, B. et al. Parametric microstructure modeling of compressed cathode materials for Li-ion batteries. Comput. Mater. Sci. 169, 109083 (2019).
28. Marinucci, D. & Pesciati, G. Random Fields on the Sphere: Representation, Limit Theorems and Cosmological Applications, vol. 389 (Cambridge University Press, 2011).
29. Feinauer, J. et al. Stochastic 3D modeling of the microstructure of lithium-ion battery anodes via Gaussian random fields on the sphere. Comput. Mater. Sci. 109, 137–146 (2015).
30. Hansen, L. V., Thorarinsdottir, T. L., Oscharov, E., Gneiting, T. & Richards, D. Gaussian random particles with flexible Hausdorff dimension. Adv. Appl. Probab. 47, 307–327 (2015).
31. Okabe, A., Boots, B., Sugihara, K. & Chiu, S. N. Spatial Tessellations: Concepts and Applications of Voronoi Diagrams (J. Wiley & Sons, 2000).
32. Bailey, J. J. et al. Laser-preparation of geometrically optimised samples for X-ray materials testing. Comput. Mater. Sci. 169, 109083 (2019).
33. Battery Microstructures Library. https://www.nrel.gov/transportation/microstructure.html. Accessed 15 Dec 2020.
34. Otsu, N. A threshold selection method from gray-level histograms. IEEE Trans. Syst. Man Cybern. Syst. 9, 62–66 (1979).
36. Spettl, A. et al. Stochastic 3D modeling of Ostwald ripening at ultra-high volume fractions of the coarsening phase. Modelling Simul. Mater. Sci. Eng. 23, 065001 (2015).

37. Çiček, O., Abdulkadir, A., Lienkamp, S. S., Brox, T. & Ronneberger, O. 3D U-Net: learning dense volumetric segmentation from sparse annotation. In International Conference on Medical Image Computing and Computer-Assisted Intervention (eds. Ourselin, S. et al.) 424–432 (Springer, 2016).

38. Furat, O. et al. Machine learning techniques for the segmentation of tomographic image data of functional materials. Front. Mater. 6, 145 (2019).

39. Roerdink, J. B. T. M. & Meijster, A. The watershed transform: definitions, algorithms and parallelization strategies. Fund. Inform. 41, 187–228 (2000).

40. Lang, A. & Schwab, C. Isotropic Gaussian random fields on the sphere: regularity, fast simulation and stochastic partial differential equations. Ann. Appl. Probab. 25, 3047–3094 (2015).

41. Abramowitz, M. & Stegun, I. A. Handbook of Mathematical Functions with Formulas, Graphs, and Mathematical Tables (Dover Publications, Inc., 1970).

42. Noceadal, J. & Wright, S. J. Numerical Optimization. Springer Series in Operations Research and Financial Engineering, 2nd edn. (Springer, 2006).

43. Hastie, T., Tibshirani, R. & Friedman, J. The Elements of Statistical Learning (Springer, 2009).

44. Fang, D. C.-L. & Saunders, M. LSMR: An iterative algorithm for sparse least-squares problems. SIAM J. Sci. Comput. 33, 2950–2971 (2011).

45. Møller, J. Random Johnson-Mehl tessellations. Lectures on Random Voronoi Tessellations (Springer, 1994).

46. Møller, J. Random Johnson-Mehl tessellations. Adv. Appl. Probab. 24, 814–844 (1992).

47. Ševčík, O. et al. 3D reconstruction of grains in polycrystalline materials using a tessellation model with curved grain boundaries. Philos. Mag. 96, 1926–1949 (2016).

48. Lautensack, C. & Zuyev, S. Random Laguerre tessellations. Adv. Appl. Probab. 40, 630–650 (2008).

49. Audet, C. & Hare, W. Derivative-Free and Blackbox Optimization (Springer, 2017).

50. Goodfellow, I., Bengio, Y. & Courville, A. Deep Learning (MIT Press, 2016).

51. Kingma, D. P. & Ba, J. Adam: a method for stochastic optimization. Preprint at https://arxiv.org/abs/1412.6980 (2015).

52. Spettl, A. et al. Fitting Laguerre tessellation approximations to tomographic image data of functional materials. Philos. Mag. 96, 166–189 (2016).

53. Joe, H. Dependence Modeling with Copulas (CRC Press, 2014).

54. Aas, K., Czado, C., Frigessi, A. & Bakken, H. Pair-copula constructions of multiple dependence. Insur. Math. Econ. 44, 182–198 (2009).

55. Pandey, K., Dhillon, H. S. & Gupta, A. K. On the contact and nearest-neighbor distance distributions for the n-dimensional Matérn cluster process. IEEE Wirel. Commun. Lett. 9, 394–397 (2020).

56. Tawn, J. A. Bivariate extreme value theory: models and estimation. Biometrika 75, 397–415 (1988).

57. Szalay, A. S. et al. Indexing the sphere with the hierarchical triangular mesh. Preprint at https://arxiv.org/abs/cs/0701164 (2007).

58. Usseglio-Viretta, F. et al. Quantitative relationships between pore tortuosity, pore topology, and solid particle morphology using a novel discrete particle size algorithm. J. Electrochem. Soc. 167, 100513 (2020).

59. Mohlenkamp, M. J. A fast transform for spherical harmonics. J. Fourier Anal. Appl. 5, 159–184 (1999).

60. Kroese, D. P., Taimre, T. & Botev, Z. I. Handbook of Monte Carlo Methods, vol. 706 (J. Wiley & Sons, 2013).

61. Abadi, M. et al. TensorFlow: Large-scale machine learning on heterogeneous systems. Software available from tensorflow.org (2015).

ACKNOWLEDGEMENTS
This work was authored in part by the National Renewable Energy Laboratory, operated by Alliance for Sustainable Energy, LLC, for the U.S. Department of Energy (DOE) under Contract No. DE-AC36-08GO28308. Funding was provided by the U.S. DOE Office of Vehicle Technology Extreme Fast Charge Program, program manager Samuel Gillard. The views expressed in the article do not necessarily represent the views of the DOE or the U.S. Government. The U.S. Government retains and the publisher, by accepting the article for publication, acknowledges that the U.S. Government retains a nonexclusive, paid-up, irrevocable, worldwide license to publish or reproduce the published form of this work, or allow others to do so, for U.S. Government purposes.

AUTHOR CONTRIBUTIONS
FIB-EBSD measurements were performed by D.D. The stochastic geometry models were fitted by O.F. and L.P. Main parts of the paper were written by D.P.F., O.F., L.P., and F.U.-V. All authors discussed the results and contributed to writing of the manuscript. K.S. and V.S. designed and supervised the research. O.F. and L.P. contributed equally to this work.

FUNDING
Open Access funding enabled and organized by Projekt DEAL.

COMPETING INTERESTS
The authors declare no competing interests.

ADDITIONAL INFORMATION
Correspondence and requests for materials should be addressed to O.F. or D.P.F.

Reprints and permission information is available at http://www.nature.com/reprints

Publisher’s note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons license, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons license and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this license, visit http://creativecommons.org/licenses/by/4.0/.