Unsupervised Wildfire Change Detection based on Contrastive Learning
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Abstract

The accurate characterization of the severity of the wildfire event strongly contributes to the characterization of the fuel conditions in fire-prone areas, and provides valuable information for disaster response. The aim of this study is to develop an autonomous system built on top of high-resolution multispectral satellite imagery, with an advanced deep learning method for detecting burned area change. This work proposes an initial exploration of using an unsupervised model for feature extraction in wildfire scenarios. It is based on the contrastive learning technique \textit{SimCLR}, which is trained to minimize the cosine distance between augmentations of images. The distance between encoded images can also be used for change detection. We propose changes to this method that allows it to be used for unsupervised burned area detection and following downstream tasks. We show that our proposed method outperforms the tested baseline approaches.

1 Introduction

Wildfires are uncontrolled fires occurring in forests or grassland in wildland areas, which threaten and kill people, destroy urban and rural property, degrade air quality, ravage forest ecosystems, and contribute to global warming\cite{1}. Although fire has always been an integral part of many ecosystems, recent wildfires have shown an unprecedented spatial and temporal extent and go beyond controls of national firefighting resources\cite{2}. The connection between climate change and the increased risk of wildfires suggests a paradigm change in the co-existence of humans with natural catastrophes affecting the environment. The forest fires paradox has been highlighted in many studies. On the one hand, they may play an important ecological role by removing deadwood and opening space for new vegetation growth, and releasing nutrients into the soil, offering ecological niches for the proliferation of wildlife. On the other hand, when occurring at high intensity, forest fires lead to adverse environmental impacts such decreased soil quality and harm to life\cite{1}. The wildfires may further contribute to a decline in biodiversity and air quality, thus threatening forested landscapes.

1.1 Application Context

It is of fundamental importance to further develop the tools employed to assess wildfire events. In fire-prone areas, there is a high probability of occurrence of a next fire event, and the temporal development of the fuel conditions in that area will depend greatly on the severity of the previous wildfire. In this sense, a post-fire scenario becomes a pre-fire scenario for the next event. Considering the amount of climate-related disasters happening in the last decades and the probability of subsequent events, a new challenge for the research community arises – the need to develop more effective automated change detection methods that could work in various locations with acceptable results.
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to detect the extension of a disaster such as a wildfire \cite{3}. In this context, our work aims to employ unsupervised machine learning methods associated with multispectral satellite images to assess the change detection of the burned areas.

1.2 Background

Overall, monitoring wildfires and their extent is essential for assessing ecological outcomes of fires and their spatial patterning as well as guiding efforts to mitigate or restore areas where ecological consequences are negative \cite{4}. Accurate burned area information is needed to assess the impacts of wildfires on people, communities, and natural ecosystems, as well as considerations of the fuel state for landscape management in fire scenarios \cite{5}. The fire severity assessment is crucial for predicting ecosystem response and prioritizing post-fire forest management strategies \cite{6}. Besides, mapping burned areas also supports evacuation and accessibility to emergency facilities. This generalization is even more valuable for any use-case scenarios, including the organization of fire-fighting activities or civil protection \cite{7}.

Change detection is defined as identifying differences in a site’s state or phenomenon by observing it at different times \cite{3}. Over the years, many methods have been developed for analyzing remote sensing data, and newer techniques are still being developed. Timely and accurate change detection of Earth’s surface features provides the basis for evaluating the relationships and interactions between human and natural phenomena for better resource management. In general, change detection uses multi-temporal datasets to quantitatively analyze the temporal effects of the phenomenon \cite{8}. A similar research question is explored in a previous study that used unsupervised change detection for a general disaster event detection \cite{9} - we differ in the focus on wildfires as a disaster event type.

2 Data

We used two sources for data in this work - the Sentinel-2 and PlanetScope \cite{10} satellite imagery products. PlanetScope imagery has a spatial resolution of 3.7 meters in four multispectral bands (red, green, blue, and near infrared) with daily revisit. On the other hand, Sentinel-2 data is freely available with imagery of spatial resolution of 10 meters, a revisit time of 5 days, and is captured in 13 multispectral bands. One of the reasons why we were interested in using Sentinel-2 and PlanetScope imagery is because multispectral imagery has previously been used as inputs for determining fuel loads and burn severity \cite{11}. Data acquisition and preprocessing steps are further described in Sections A.2 and A.3.

3 Methodology

Two types of models were developed, baseline and machine learning models. Figure 4 in the appendix shows the diagram of the proposed pipeline. For the baseline models, we use the commonly used indices such as Normalized Difference Vegetation Index (NDVI) for PlanetScope and Normalized Burn Ratio (NBR) for Sentinel-2 data. The NDVI is calculated based on the red and the NIR bands. The NBR uses the NIR and the shortwave infrared (SWIR) bands \cite{12}. For downstream unsupervised clustering experiments, we conduct Principal Component Analysis (PCA) for both products \cite{13}.

Our proposed method uses contrastive learning to obtain informative description of the data. Self-supervised learning is targeted for the task where there is not enough labeled data for use or annotating labels is too expensive. Contrastive learning aims to extract better representation for images by grouping similar samples closer and differing samples far from each other. More concretely, we use the SimCLR \cite{14} method which maximizes agreement between two augmented versions of the same image, and proposes a simple framework to learn representations from unlabeled images based on heavy data augmentation. The original SimCLR uses the ResNet \cite{15} model in its encoding part, which is limited to only 3 bands (typically pretrained with RGB images) and is quite large. Therefore, we propose our framework FireCLR, where a small and simple convolutional neural network is used instead of the ResNet to extract features so that it works for the satellite imagery with multispectral bands and can be trained from scratch based on our data. Furthermore this gives us a flexible network architecture which could be trained with any number of bands, and variable resolutions of the used tiles.
Figure 1: SimCLR structure, using our suggested augmentation scheme we denote it as the FireCLR model.

Same as SimCLR, our FireCLR includes the data augmentation, our own convolutional neural network backbone, a project head and the loss function (Figure 1). Data augmentation for image tiles includes: random crop, gaussian blur, random flip and fixed rotation. Importantly, we excluded any augmentation process which would change the color of the images since the changes caused by fires are sensitive to the reflectance. A customized convolution neural network is used here to receive an augmented image of shape (32,32,4) and outputs a 256-dimensional embedding vector $h$. Then a project head $g(.)$ is used to produce a final representation $z = g(h)$ from vector $h$. The Noise Contrastive Estimator (NCE) loss [14] is used as loss function.

We used the following formula to calculate the change map from the FireCLR model:

$$S(x) = d(f(x_{t_1}), f(x_{t_2}))$$ (1)

Where $x_{t_1}$ and $x_{t_2}$ corresponds to the extracted tiles at the same location $x$ at times $t_1$ and $t_2$, $f(.)$ represents the learned feature encoder also highlighted on Figure 1 and for $d(.)$ we used cosine distance. This score is calculated for each tile extracted from the sequence of satellite images. These scores can be aggregated and visualised as images shown in Figures 2, 3.

The FireCLR model was trained on 4 bands (RGB+NIR) of the Sentinel-2, on cumulative area of 320 km$^2$ captured at 8 temporal snapshots of the Mesa fire, finally tiled into 941,190 tiles of 32x32px. We have trained the model for 1024 epochs with an early stop on plateau.

When working with the PlanetScope data we trained the FireCLR model on 4 bands (RGB+NIR), on cumulative area of 2,937 km$^2$ captured at 43 temporal snapshots of the East Troublesome and Mcfarland fires, tiled into 4,382,607 tiles of 32x32px. We have trained the model for 1024 epochs with an early stop on plateau.

4 Experiments

In this work, the following model tests were done. First step was to obtain a representation, which would allow us to make comparisons to detect burned areas. For this task, we implemented baseline approaches to the task of unsupervised change detection, using two indices: differenced Normalized Burn Ratio (dNBR) and differenced Normalized Difference Vegetation Index (dNDVI). We also implemented a feature extractor pre-trained using the FireCLR framework.

Secondly, we applied k-means clustering to classify changes from the dNBR, dNDVI, and differenced FireCLR representations, obtained in the first step. In addition, we manually associated the clusters found based on the distance map with several classes connected with post fire activities. We note that the annotation effort of this last step is minimal. We used the F1-score and the area under the precision recall curve (AUPRC) score as our major metrics to assess the model performance.

We experimented with two different modes of training and evaluating the data. For one set of experiments, we used the same geographical location for both datasets but with different time snapshots. These time snapshots also include situations before and after the fire, however there is no need for manual annotation for this data. We consider these experiments valuable for evaluating how well machine learning models trained on very specific areas of interest perform. With enough unlabeled training data, we could keep many pre-trained and local models, specific to their areas of interest.

Secondly, we have run experiments with the aim towards global deployment. These models were trained on a set of multiple locations and with access to both pre-fire and post-fire data and evaluated
on geographically and ecologically different locations. These results aim to obtain information about how well the learned machine learning models can generalize on new locations, given access to information about how fire damage looks in other locations. This mode of operation still doesn’t require any manual labels.

5 Results

From our first experiment we present the results when using the Sentinel-2 dataset in what we call local mode, where the same geographical location is used for training and evaluation (naturally using different time frames for both). This is a realistic scenario, as it is possible to obtain representative imagery from an area with a known fire. We do not require adding any labels to this data.

The dNDVI baseline based on the Sentinel-2 data achieves the AUPRC score of 0.76, while the dNBR baseline achieves the AUPRC score of 0.95, and our proposed FireCLR reaches the AUPRC score of 0.96. The results are visually shown on Figure 2. Compared to the ground truth Figure 2a, both the predictions based on the dNBR (Figure 2b) and the cosine distance of the 128-dimensional latent space representation reveal the fire boundary well (Figure 2c). The right colored pixels in Figure 2b and 2c indicate more significant changes, which could project the burned severity. The change map of the dNBR indicates larger areas in the upper-middle scene that were severely burned in the Mesa fire, while our proposed FireCLR indicates several noticeable spots from the upper-middle to the middle-right scene changed by the wildfire.

![Figure 2](image)

Figure 2: Results on the Sentinel-2 data used in the local mode at the Mesa fire. Ground truth in (a), the baseline method (dNBR) in (b) and our proposed FireCLR method in (c). Best seen on screen.

Secondly, we use the PlanetScope data in the global mode, where we select different geographical locations between the training and the evaluation sets (alongside different time frames). This scenario tests the capabilities of pre-training a model on a few locations with historical fire datasets and then using it on required areas with new fires. The dNDVI baseline achieves the AUPRC score of 0.67, while our proposed FireCLR reaches the AUPRC score of 0.80. The results are visually shown on Figure 3. The fire perimeters predicted from the dNDVI and the proposed FireCLR model based on the PlanetScope data were shown in Figure 3b and 3c, which had lower contrast as compared to the Sentinel-2 data. The dNDVI map indicates broader significantly changed areas in the scene and primarily concentrated in the north. The cosine distance map of the FireCLR on the PlanetScope data indicates similar patterns of the significantly changed areas.

We note that for these results the dNBR approach forms a strong baseline, but because it requires access to the SWIR bands that are available only in the Sentinel-2 data, we cannot always use it. In other scenarios we are limited to using simpler baselines, such as dNDVI. In the results on the Sentinel-2 dataset, our approach is maintaining the same performance as the strong baseline approach. When working with the PlanetScope data, we however see a boost of performance when using our method in comparison with the baseline approach. We also note that direct comparisons between the Sentinel-2 and the PlanetScope dataset are not possible in this scenario, as each was trained with different mode of operation (local or global).

In the appendix in section A.6 we also show additional results by running an unsupervised clustering algorithm on the obtained intermediate representations (either using PCA, or values from the trained FireCLR). The representations are hence summarized and compared to the burned severity: white ash and black ash. With the proposed FireCLR, the model trained on the PlanetScope data outperforms
the dNBR approach based on the Sentinel-2 on classified black ash, while it performs worse on the white ash class. This is likely due to the different available data used in the two experiments (namely having access to the SWIR band). This points us to some interesting directions about including more bands in future experiments.

6 Conclusion

In conclusion, the proposed FireCLR model outperforms the baseline methods in both Sentinel-2 and PlanetScope datasets based on the AUPRC score, and shows mixed, but comparable results on downstream validation tasks. We note that this work should serve as an initial exploration of this approach. In future research, we would like to run more experiments to closely compare the performance of using sensor data of different resolutions.

As an additional exciting future research direction, we would like to explore further adaptions of the SimCLR model. By constructing the positive pairs from longer temporal series of data, we can train the model to be invariant to the irrelevant natural changes. These improvements would enhance the post fire maps with knowledge of burn severity including both burn extent as well as biomass consumption. We note that this requires only minimal amount of supervision - selecting date ranges without any fires in the selected areas. Detecting the fires burned severity achieved here with the trade-offs in spatial and spectral resolution of the two used data sets, namely Sentinel-2 and PlanetScope. We aim to comparing different satellite products and explore relevant to wildfire mapping. Finally, we would like to compare the results produced using contrastive learning against a variational auto-encoder approach of [9] to see if one algorithm is superior for mapping post fire effects.

We would like to also note the benefits of using unsupervised learning methods due to the ease they provide for future machine learning model adaptation on novel satellite or sensor systems. It is enough to collect a representative set of input samples to train such unsupervised models, which can speed up the time needed for obtaining automated insight from these missions.
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A Appendix

A.1 Methodology illustration

Figure 4: Diagram of Methodology.

A.2 Data Acquisition

PlanetScope imagery from locations mentioned in Table 1 was obtained in our preliminary study, from which a subset of data was used to train and evaluate models explored in this paper. We selected 3 different study areas throughout the Western United States. As long as the imagery covered enough of the study area (>50%) and did not have significant cloud cover, each PlanetScope and Sentinel-2 image was added to the dataset and could be considered either pre-fire, active fire, or post-fire imagery. Data was acquired with these filters across five study areas, as shown in Table 1, however, note that only some locations and time frames were used as datasets for the tested methods.

| Area of Interest | Fire Start Date | Containment Date | Time of Interest | Size (Hectares) |
|------------------|----------------|-----------------|-----------------|-----------------|
| Mesa Fire        | 7/26/2018      | 9/25/2018       | 7/1/2018 to 10/1/2018 | 14,050          |
| East Troublesome | 10/14/2020     | 11/30/2020      | 10/1/2020 to 12/1/2020 | 78,432          |
| McFarland Fire   | 7/29/2021      | 9/16/2021       | 7/1/2021 to 10/1/2021 | 49,635          |

The Mesa Fire was located on the Payette National Forest in southern Idaho, the McFarland Fire occurred on the Shasta-Trinity National Forest in northern California and the East Troublesome Fire was located on the Arapaho and Roosevelt National Forests and the Pawnee National Grassland in Colorado.

To account for days where smoke (or other unexpected events) may obstruct the features on the surface of the areas of interest, the time of interest was expanded by two weeks in either direction of the start and end dates. Additionally, the NIR band was not available for every study area, so PlanetScope imagery that included a fourth NIR multispectral band was prioritized over imagery containing only the visual RGB bands.

A.3 Data preprocessing

The raw obtained data requires few preprocessing steps before it can be considered as machine learning ready. For PlanetScope data, we first need to mosaic several captures by the satellites into one large stitched image. Products from Sentinel-2 and PlanetScope data are clipped with a more
refined region of interest to correspond to the exact same locations. All data is first visualised and manually assessed for usage, only scenes without large cloud cover are kept. Bands in the Sentinel-2 product are all resampled to the same sampling resolution of 10m. We split the captures from different timeframes and different locations into train and test sets - more about this in the following sections. Finally, the data is normalised using the statistics from the training set, these parameters are saved and later reused for the rest of the data. We use the global minimum and maximum values to normalise the data.

For selected locations and time frames, namely the Mesa fire listed in Table 1, we used the fire burn extent as a ground truth label. We obtain the label from the National Interagency Fire Center. In addition, we also evaluate our model’s performance on detecting the different levels of fire severity, such as its ability to detect the white ash and black ash. We have labeled areas of these two extra classes manually. We note that these labels were used only for the evaluation of the different model versions and not for training.

A.4 Evaluation on downstream task

The goal of the downstream task is to extract meaningful, discriminative features from pre-fire and post-fire images using the model built above. After we have the model trained, we use it to extract the features from pre-fire and post-fire images and calculate the difference between them. The feature distance is calculated both with Euclidean and cosine distance. The K-means clustering is then used to classify the feature distance into multiple classifications such as black ash, white ash and unburned areas.

A.5 Experimental Setting and Reproducibility

We used python and the machine learning library pytorch, namely the versions linked to the public repository of the SimCLR codebase. As the training environment, we use the virtual machines on the Google Cloud Platform with the n1-highmem-32 instance equipped with 4 x NVIDIA Tesla K80 GPUs.

To help with the replicability of this study, we are planning to release both the code describing the used machine learning models, and description of the exact used data. Public part of the data, namely the Sentinel-2 products, will be released with the planned publication of a workshop paper. The data originating from the PlanetScope product cannot be made public, we instead plan to release a list of the used areas and time frames of interest, in order that the data can be identified and obtained by someone with the same access as our team had.

In addition, we are planning to publicly release our models, which were trained in an unsupervised manner on large training datasets from both of the dataset sources. Derived products (such as the trained neural network models) can be made public also for the PlanetScope data. We are planning to release these to further scientific research and we suggest that they could be used as “out-of-the-box” pre-trained models similarly as was done for Sentinel-2 data with BigEarthNet [16].

A.6 Additional downstream experiments

The relationships between the magnitudes of the changes based on the PlanetScope and the manual annotations of the burned severity (black and white ashes) were shown in Figure 5. White ash indicates more severely burned areas and corresponds to the major changes. Black ash indicates less severely burned areas and was compared to the minor changes. The major and minor changes were defined based on the K-means clustering of the cosine distance between the pre- and post-fire latent space representations. Based on the qualitative interpretation, the FireCLR model based on the PlanetScope data tends to over predict the white ash and have better performance on predicting the black ash. The FireCLR model based on the Sentinel-2 data tends to under predict the white ash and over predict the black ash. The performance of the two FireCLR models were also quantitatively evaluated using F1-score and compared to the baselines. We show these results in Table 2 and Table 3. We note that the proposed FireCLR approach reaches similar performance to the baselines for the
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Black ash class, while it under-performs in the White ash class in the Sentinel-2 case. Finally, on both datasets, it outperforms the baselines in the case of the background Unburned class.

Figure 5: Maps of the downstream experiments. The left column shows the manual annotations by the fire expert, the yellow pixels are the labeled categories. And the second and third columns show the 3-cluster K-means predictions from the latent space representations of the FireCLR models based on the PlanetScope and Sentinel-2 respectively. The yellow pixels are the predicted categories.

Table 2: F1-scores of the models trained in local mode (the same location for the training and evaluation set, using different times) with Sentinel-2 data on the downstream task of unsupervised cluster classification.

| Method          | Bands    | Effective res. | White Ash | Black Ash | Unburned |
|-----------------|----------|----------------|-----------|-----------|----------|
| PCA + K-means   | S2 RGB+NIR | 10m           | 0.59      | 0.86      | 0.6      |
| dNBR + K-means  | S2 RGB+SWIR | 10m           | 0.93      | 0.78      | 0.76     |
| FireCLR + K-means | S2 RGB+NIR | 80m           | 0.51      | 0.82      | 0.79     |

Table 3: F1-scores of the models trained in global mode (different location and timeframes for the training and evaluation sets) with PlanetScope data on the downstream task of unsupervised cluster classification.

| Method          | Bands   | Effective res. | White Ash | Black Ash | Unburned |
|-----------------|---------|----------------|-----------|-----------|----------|
| PCA + K-means   | PS RGB+NIR | 3m            | 0.9       | 0.86      | 0.76     |
| FireCLR + K-means | PS RGB+NIR | 24m           | 0.9       | 0.86      | 0.78     |