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Abstract. The relevance of the work is due to the widespread use of network telecommunications in the automated process control system and the high level of danger of replacing, distorting or losing accumulated data on the process progress as a result of the attacker's influence. Objective: increasing the security of measurement results from unauthorized modification in the databases of information systems of an industrial enterprise by improving process monitoring system based on the intellectual analysis of technological time series. A structural scheme of process monitoring as part of an information protection system in a segment of an automated process control system network has been developed. The algorithm of intellectual analysis of technological time series in the task of detecting violation of the integrity of data on the process progress due to their unauthorized modification was proposed. Evaluated the effectiveness of the proposed solution on field data. Keywords: Monitoring of the technological process, analysis of technological time series, integrity of accumulated telemetry data, neural network model of adaptive segmentation, clustering of technological events.

1. Introduction
Modern automated control systems (ACS) manage complex and dangerous technological processes, failure in which can lead to accidents at work or man-made disasters. This significantly increases the cost of the risks of violating information security, since the realization of threats can lead to harm to people's life and health, environmental damage, and financial and reputational losses [1].

Current priority in ensuring the information security of the automated process control system is ensuring the integrity and availability of configuration and control information and information on the parameters of the technological process.

One of the key decisions in the field of information security is a means of correlation and monitoring. When it comes to the technology segment of enterprises where round-the-clock monitoring of industrial systems is necessary, in addition to the above functionality, these solutions can and should become one of the components of an integrated situational center, where a single point of tracking is formed, both technical systems performance and process control, and monitoring, and enterprise information security management.

Currently, there are a variety of tools and instruments that ensure information security in the composition of the automated process control systems (ACPS) and automated control systems at various levels of protection [2]:
1. At the perimeter level of the corporate network (network monitoring systems (IDS / IPS, DLP), protocol analyzers, firewalls);
2. At the level of systems (antivirus, physical protection);
3. At the level of communication channels (cryptographic tools);
4. At the level of application software (authorization tools, mandatory management, selective management, role-based management, auditing).

Existing tools have several disadvantages:
1. The analysis of parameters of information flows and computational processes is carried out without taking into account the semantics of the protected data;
2. Data protection is not ensured in the case when the user legally has access to them, and make unauthorized modification;
3. Do not provide data protection in the case when an attacker gets full access to the ACS network;
4. Information protection systems (IPS) are universal for information systems, and do not take into account the specifics of the data and the subject area in which the information system operates.

The object of research is the information security of data, which are the results of measurements of parameters of technological objects, from the threat of unauthorized modification of information.
The subject of research is the algorithms for detecting data integrity violations in the databases of information systems of an industrial enterprise.
The goal of the study is to increase the security of results of measurement from unauthorized modification in the databases of information systems of an industrial enterprise by improving the technological process monitoring system based on the intellectual analysis of technological time series.

To achieve this goal, the following tasks were formulated:
- Development of a structural scheme of technological process monitoring as part of an information protection system in a segment of a network of ACPS;
- Development of algorithms for intellectual analysis of technological time series in the task of detecting violations of the integrity of data about the technological process in the form of their unauthorized modification;
- Implementation of the proposed analysis algorithms in the form of a software module of the information protection system in the ACPS network segment and assessment of the effectiveness of proposed solution on full-scale data.

2. Analysis and development of a process monitoring system as a component of intrusion detection system

Taking into account the requirements for continuity of technological processes, it is necessary to use passive intrusion detection systems, which will analyze network traffic without interfering with data transfer processes. Also, development of intrusion detection system components capable of detecting distortions and falsification of data transmitted in industrial networks is relevant.

Monitoring system – hardware and software complex that performs continuous measurement of environmental parameters and technological processes at controlled facilities, records events that occur, warns about unacceptable deviations of parameters, signals emergency situations, collects and archives data, generates reports. Process monitoring system, implemented as a component of an intrusion detection system (IDS), implies continuous monitoring of technological process parameters to identify significant deviations from “normal behavior”, which in turn will indicate possible malicious intentions. This approach is the development of the concept of Data Centric Security, which implies the security of the data itself. To determine deviations from the “normal behavior” of the TP, a system model will be used, which is the concept of Fault Detection and Identification [3].

The main problems of IDS used in industrial automation systems are [4]:
- False system alarms;
The inconsistency between the intelligence of the algorithm (required computational and time resources) of intrusion detection and system performance;

The contradiction between ease of administration and detection accuracy;

Examples of the use of intelligent methods for processing technological process monitoring data as part of IDS shown in Table 1.

**Table 1.** Examples of the use of intelligent methods for processing technological process monitoring data as part of IDS.

| Example of the system | Intelligent analysis method | Attack Features |
|-----------------------|-----------------------------|-----------------|
| Water management system [5] | Three-level neural network with feedbacks. Accuracy of detecting attacks from 8.2 to 45% | Signs of an attack were extracted from the Modbus protocol traffic; Network cyber attacks: replay attacks, MITM, DoS; The counterfeit attacks of the following parameters were synthesized: negative water level, water level higher/lower than the maximum possible; water level above/below the maximum allowed; random level |
| Power management system [6] | Immune Algorithms (CLONALG, AIRS2Parallel) Accuracy of detecting attacks: 80.1 - 99.7% | Synthesized attacks of falsification of data flow parameters in the engineering network nodes |
| Power management system [7] | N-gram method | System load (power) for 6 power network buses — rare errors were made to the data, including change of sign, degree, numbers of the observed value |
| Power management system [8] | Evaluation of the prediction of system states. | Data: voltage and phase measured by sensors are becoming fake |

The enterprise in which polyethylene terephthalate is performed is classified as hazardous production facilities in accordance with Federal Law No. 116-FL. It is proposed to create a system for monitoring the process of polyethylene terephthalate production based on the mathematical model of the process discussed in [9, 10, 11, 12].

To build the model, technological signals are used that carry the signs of events occurring at the object. Signal analysis requires identification of fragments associated with individual events and the study of relevant events by segmentation of the initial technological time series and subsequent analysis of the corresponding signal wave using characteristics such as amplitude, waveform (morphology), duration, intervals between events, energy distribution, frequency content, etc. Consequently, the detection of events is one of the most important goals of analyzing technological signals when solving the problem of diagnosing an object and identifying abnormal conditions associated with the actions of an attacker. Thus, the development of a model of analysis of technological signals is the task of identifying discrete epochs of a technological signal and relating them to events and incidents characterizing the state of objects [13-16].

The main functional connections between the decision maker on the process, the process monitoring system and the components of the automated control system are shown in Figure 1.

In [17], a schematic diagram of an industrial device used to implement a method for determining the characteristic viscosity of a controlled fluid, namely polyethylene terephthalate (Figure 2), was proposed.
Figure 1. Structural scheme of the interaction of the process monitoring system with the components of the process control system.

Figure 2. Device for determining the characteristic viscosity of polyethylene terephthalate:
1 – thermostat; 2 – temperature sensor; 3 – drive unit; 4 – reduction gearbox; 5 – gear pump; 6 – liquid controlled line to suction chamber; 7 – line of liquid discharge from the pump discharge chamber; 8 – computing device; 9 – pump rotor speed sensor; 10 – pressure sensor at the pump inlet; 11 – current sensor on the pump drive shaft.

"Sensitive element" of this device is a gear pump 5 with a drive 3 and a gearbox 4. This element is placed in a thermostat 1, which provide isothermal control conditions. Measurements are carried out as follows. Rotational viscometer (gear pump with drive and gearbox) is placed on the pipeline or on the bypass in the flow of controlled liquid. The controlled fluid enters through the discharge chamber of the pump into the suction chamber, then goes through line 7. The following signals come to the computing device 8:
• Pressure at the pump inlet $p_{in}$ from sensor 10;
• Rotational speed of the rotor n from the sensor 9;
• Current strength I on the pump motor from the sensor 11.

Method of measuring the fluid viscosity is the following (1):

$$\mu(t) = A \cdot \frac{1}{n} + B \cdot p_{in} + C,$$

where $A, B, C$ – constant coefficients; $p_{in}$ – inlet pressure, Pa; $n$ – rotor speed, rpm; $I$ – current on the motor pump, A.

The characteristic viscosity $\mu$ of the controlled fluid is calculated at the measured temperature on the measured values of the operating parameters $n$, $p_{in}$, $I$. Viscosity control is performed continuously in dynamic mode. Measured values from all sensors are fed to the dispatching system for collecting and managing the process.

3. Development of algorithms for intellectual analysis of technological time series in the task of detecting deviations from the normal operation mode

The task of modeling the time series of the considered technological process in general form can be formulated as follows.

Let the values of the time series be given $Y = \{y(1), y(2), ..., y(N)\}$, where $y(t)$ – the value of the indicator of the process under investigation, registered in the $t$-th time step ($t = 1, 2, ..., N$). It is required to construct estimates of the future values of the series $\hat{Y} = \{\hat{y}(N + 1), \hat{y}(N + 2), ..., \hat{y}(N + \tau)\}$, $1 \leq \tau \leq N$, where $\tau$ is the forecast horizon [14].

The general statistical model of a numerical time series is the model of the form (2):

$$y_t = f(x_t, a) + \epsilon_t$$

where $y_t$ – observed time series; $f(x_t, a)$ – systematic component; $\epsilon_t$ – random component.

Controlled parameters of the technological process of production of polyethylene terephthalate are manifestations of non-stationary processes, being an example of dynamic systems:

• variable operating conditions of the equipment when the environmental parameters change dramatically (for example, switching the operating mode of the installation);
• long period of operation of components and assemblies, when the dynamic characteristics of the system change, and the same input causes different reactions of the system.

A time interval can be allocated at which the object’s parameters change insignificantly, and are considered conditionally constant. Thus, the division of the technological time series (TTS) into intervals is reduced to the construction of a change type detector of dynamics describing the state of an object. In the operating mode, the operation of a technological object is characterized by stationarity, stability of parameter values and constancy of development over time. Most of the operating modes characteristic of an object are steady-state processes. The cumulative transient time in the network $T_{per}$ is substantially less than the total time $T$ of the network. The chronology of the technological object can be viewed as a temporary sequence of static modes, replaced by relatively short transients.

TTS models need to be built on a set of TTS samples, in which model parameters are assumed conditionally stationary. The size of the analysis window depends on the nature of the distribution of TTS parameters and when processing samples that hit the window, 5-50 nearby observation points are used.

The analysis uses the TTS data formed by the results of observations of the input $u(t)$ and the output $y(t)$, which is shown in Figure 3, where $u(k)$, $y(k)$ is the value of the input and output at the k-th instant of time $t = kT$; $T$ - time sampling period; $L$ is the size of the time window.

Consequently, a sample can be formed containing $(L+1)$ a pair of input-output samples (3):

$$\{(u(k - L), y(k - L)); \ldots; (u(k - 1), y(k - 1)); (u(k), y(k))\}$$

To obtain a nonlinear adaptive model $y = F(u)$ of the object according to the input/output data, it is proposed to use the neural network model. For this, the output of the object $y(t)$ compares with the output of the neural network (NN) $\hat{y}(t)$ with the same input effect $u(t)$, and the procedure of training consists in changing the weights of its connections in such a way that to reduce the mismatch $\epsilon(t) = y(t) - \hat{y}(t)$ to an acceptable (fairly small) value.
Figure 3. TTS counts falling into the sliding window u(t) and y(t).

Taking into account the above features of the TTS formed by the object parameters, the suitable analysis models are the NARX model (Nonlinear autoregressive with exogenous inputs), allowing to take into account nonlinear dynamics type change processes (4):

\[ y_t = F(y_{t-1}, y_{t-2}, y_{t-3}, \ldots, u_t, u_{t-1}, u_{t-2}, u_{t-3} \ldots) + \varepsilon_t, \]  \hspace{1cm} (4)

where \( y \) is the desired variable, and \( u \) is an external defined variable, \( \varepsilon \) is white noise.

4. Development of a TTS adaptive segmentation algorithm

The algorithm is based on the work of Bodenstein and Pretorius (1977) and uses the construction of TTS models in sliding “windows”:

1. The model is built for some initial reference TTS section;
2. Results of the model prediction are compared with the remaining TTS counts coming through a sequentially sliding window moving through the TTS;
3. If the characteristics of the TTS in the reference section and in the moving window differ by more than a certain threshold, the boundary of the segment is taken, immediately after which a new reference section is taken, and the procedure is repeated;
4. Segmentation ends when a moving window reaches the end of a row [8].

Figure 4. The process of building an adaptive segment using NARX.

To evaluate the deviation of the simulated values of the real data a parametric global method is used:

- The countdown in the current sliding window is selected, which divides the TTS into two segments;
- The empirical estimate of the discrepancy between model values and field data for each segment is calculated;
- At each point of the segment, the magnitude of the deviation of the empirical estimate from the model values is measured. Deviations for all points are calculated;
- The total residual in each segment is calculated;
• The relocation of the dividing point is performed until the total residual error is minimized.

5. Combining TTS segments with a similar type of dynamic by using the k-means clustering algorithm

In order to combine the segments into groups according to the degree of similarity of the TTS models associated with these segments, the k-means clustering algorithm is used [18].

The k-means algorithm minimizes the total quadratic deviation of the points forming the clusters from the centers of these clusters (5):

\[ V = \sum_{i=1}^{k} \sum_{x \in S_i} (x - \mu_i)^2 \]  

where \( k \) is the number of clusters, \( S_i \) are the obtained clusters, \( i = 1, 2, \ldots, k \), and \( \mu_i \) are the centers of mass of all vectors \( x \) from the cluster \( S_i \).

6. Building a classifier to identify known types of events on the object

For each selected type of TTS dynamics and the found set of adaptive segments, certain events occurring at the facility must be matched: technological states, unauthorized impacts on the processed data flows and etc. After marking TTS in the event log, a classifier can be built for automatically matching of the current state of the object with one of the possible states.

\[ \text{Figure 5. Adaptive segmentation algorithm.} \]
7. Building a training set
For the training and test set of samples, the same data used to build the mathematical model and the data of the segment types are used. The training and test samples are taken in the ratio 70/30. In the analysis, TTS data are used, formed by the results of observations of the input $u(t)$ and the output $y(t)$. Therefore, a sample can be formed containing $(L+1)$ a pair of input-output samples (6):

$$\left\{ (u(k-L), y(k-L)); \ldots; (u(k-1), y(k-1)); (u(k), y(k)) \right\}, C_m$$  \(6\)

where $C_m$ is the class of a known type of event set in correspondence for the current segment, which is used to build the next sample of the set.

8. Development of algorithms for intellectual analysis of technological time series in the task of detecting violations of the integrity of data about the technological process in the form of their unauthorized modification
The scheme of realization of the learning process of the NARX model is presented in Figure 6.

A time series of process parameters $U$ is fed to the input of the model, where $u_1(t), u_2(t), u_3(t)$ are the current, the number of rotor turns and pump suction pressure in accordance with (1), to train the NN to predict the technological process within the adaptive window and the division of the series into segments. The viscosity of the fluid $y(t)$ is fed to the output of the NN for comparing the predicted value of viscosity with the real value, if the values do not match, then a new segment is created.

![Figure 6. Scheme of the implementation of the learning process NARX model.](image)

The operation algorithm of the process monitoring system consists of the following main steps:
1. TTS adaptive segmentation;
2. Merging segments and clustering the remaining segments by the parameters of models of the TTS selected sections;
3. Comparison of the history of the state of the technological object and TTS segments;
4. Training of the classifier analyzing the dynamics of the current window of the analyzed parameters;
5. Deciding on the type of technical condition of the technological object.

This algorithm performs the process of obtaining data on the course of technical process in the form of a TTS, segmentation of a given TTS and the merging of segments according to a similar type of TTS behavior. Next comes the training of the classifier, which analyzes the dynamics of the process and decides on the type of technological state of the technological object.

9. Development of a block diagram of a system for monitoring the technological process of polyethylene terephthalate production
A structural scheme of the process monitoring system for the production of polyethylene terephthalate as part of an intrusion detection system has been developed (Figure 7).
The structural scheme of the monitoring system of production process consists of six blocks interconnected with each other. The first block is a block for preparing TTS data, to which a time series of process parameters is fed, and data is generated for further work with them. The next block is a block for constructing a mathematical model of a technological object on the basis of the analysis of TTS using the NARX model, which allows to take into account non-linear processes of changing the type of dynamics. The third block is the block for analyzing TTS. In this block, there is an adaptive segmentation of the time series and the integration of similar segments by types using the k-means clustering method.

The fourth block is the monitoring system management module. It receives data from the first three blocks, it is the link to transfer information to the database for storing, and submitting information (training parameters) to the next block - a classifier block for identifying known types of events on an object. The task of this classifier is to learn how to classify for each type of segments the events occurring at the facility, including the detection of violation of the integrity of data on the progress of the process due to it unauthorized modification).

Figure 7. Structural scheme of a process monitoring system as part of an information protection system in a segment of an APCS network.

Figure 8. TTS input - $u_1(t), u_2(t), u_3(t)$ and output characteristics of the technological control object, $y(t)$. 
10. Conducting an experiment on full-scale data using the software implementation of the process monitoring system

Having a scheme for implementing the learning process of the NARX model for adaptive segmentation of TTS, an experiment was performed in the MATLAB application package. For the NN learning process, data were taken on the course of production process of polyethylene terephthalate for the year, namely viscosity, current, rotor speed and suction pressure: \( y(t), u_1(t), u_2(t), u_3(t) \).

Figure 8 shows in graphical form the technological time series for the input parameters \( u_1(t) \)- the current strength, \( u_2(t) \)- the rotor speed, \( u_3(t) \)- the suction pressure and the output parameter \( y(t) \), the polyethylene terephthalate viscosity.

The selection of the number of TTS segments for each of the TTS parameters is implemented according to the criterion for finding the inflection point on the graph of the dependence of the total discrepancy of the model and field data \( y(t), u_1(t), u_2(t), u_3(t) \) (Figure 9).

**Figure 9.** Dependence of the total discrepancy of the model and field data \( y(t) \) on the number of segments (X axis) by the search criterion of the inflection point (knee of curve) (a) \( k = 27 \), b) \( k = 69 \), c) \( k = 35 \), d) \( k = 38 \).

**Figure 10.** boundaries of the adaptive segments by \( u_1(t) \) – RMS.
To verify the correctness of finding the number of segments using the NARX model, an analysis was performed for each of the parameters. According to the results of the summary analysis, the value of the number of segments \( k = 27 \) is selected, which coincided with the results of the NARX model.

![Figure 11](image)

**Figure 11.** Borders of adaptive segments in \( y(t) \) (a) RMS; (b) STD; (c) MEAN; (d) LINEAR)

RMS is detection of abrupt changes of RMS value of the time series samples in a sliding window; STD is the detection of significant changes in the RMS value of the time series counts calculated for a sliding window; MEAN - detection of abrupt changes in the average value of samples of a time series in a sliding window; LINEAR - detection of linear changes.

11. Clustering of received TTS segment

The resulting segments are combined according to “similar” types of dynamics using the implemented clustering algorithm in the MATLAB package, namely the k-means clustering method according to the Calinski-Harabasz criterion (Fig. 12) [9].

![Figure 12](image)

**Figure 12.** The optimal number of clusters for the k-means algorithm according to the Calinski-Harabasz criterion.
The total number of clusters after the merging of similar segments was 9. In Figures 10 and 11, the difference is visible before the clustering of the segments. As a result of clustering, 27 adaptive segments were divided into 9 classes of TTS dynamics, which would greatly simplify the training of a neural network to classify an event occurring at an object according to the type of TTS segment.

**Figure 13.** The first 250 samples of TTS, related to the selected clusters. The orange line - without merging neighboring, blue - taking into account the value of neighbors. X axis - reference number, Y axis - class number.

### 12. Construction and training of neural network classifier

To implement the classifier, which will analyze the dynamics of the process and make a decision about the type of technological state of the maintenance, a model of a multilayer perceptron was chosen. 1330 examples of 10 samples were taken for training the NN in a sliding window with overlap of 2 and 9 dynamics classes, the sample was divided in a ratio of 75 by 25. A 30 neurons was selected for the hidden layer during the experiments. 5000 epochs were chosen for training, the activation function is hyperbolic tangent. RMS error was used to estimate the network error. The conjugate gradient algorithm was used as the learning algorithm. The target learning error goal = 1e-3 was reached in 2740 iterations.

**Figure 14.** TTS counts related to selected clusters. The blue line is the initial numbering of the clusters (27 adaptive segments), the orange line is based on the value of the neighbors (9 types of segments). The X axis is the reference number, the Y axis is the class number.

For a training sample, specificity and sensitivity are equal to:

- Sensitivity = 0.994565; Specificity = 1;
- PositivePredictiveValue = 1; NegativePredictiveValue = 0.998767.

Inaccuracy matrix for the training set is shown in Table 2. Consequently, the accuracy of the classifier on the training sample was 99.79%.

For the test sample, the specificity and sensitivity are:

- Sensitivity = 0.790323; Specificity = 0.977695;
- PositivePredictiveValue = 0.890909; NegativePredictiveValue = 0.952899

Inaccuracy matrix for the test set is shown in Table 3.
Table 2. Inaccuracy matrix for the training set.

| Actual | Predicted |
|--------|-----------|
| Class  | 1  | 2  | 3  | 4  | 5  |
| 1      | 183| 0  | 0  | 0  | 0  |
| 2      | 0  | 179| 0  | 0  | 0  |
| 3      | 0  | 0  | 141| 0  | 0  |
| 4      | 0  | 0  | 0  | 257| 0  |
| 5      | 1  | 0  | 0  | 0  | 233|
| 6      | 0  | 0  | 0  | 0  | 0  |

Table 3. Inaccuracy matrix for the test set.

| Actual | Predicted |
|--------|-----------|
| Class  | 1  | 2  | 3  | 4  | 5  |
| 1      | 49 | 2  | 3  | 0  | 1  |
| 2      | 2  | 50 | 0  | 0  | 1  |
| 3      | 4  | 0  | 45 | 5  | 2  |
| 4      | 2  | 6  | 0  | 75 | 1  |
| 5      | 5  | 4  | 1  | 0  | 73 |
| 6      | 0  | 0  | 0  | 0  | 0  |

Hence, the accuracy of the classifier on the test sample was 88.22%.
Thus, for a test sample, the accuracy of the classifier turned out to be equal to 88.22%, and the probability of error of individual classifiers of types does not exceed 14%.

It can be concluded that the implementation of this process monitoring system based on artificial intelligence technology will increase the degree of protection of measurement results from unauthorized modification in databases of information systems of an industrial enterprise.

13. Conclusion
As a result of the research and development carried out in the work, the following main results were obtained:

- A structural scheme of the process monitoring system was developed as part of an information protection system in a segment of the APCS system;
- An algorithm was developed for intellectual analysis of technological time series in the task of detecting violations of the integrity of data about the technological process in the form of their unauthorized modification;
- The proposed algorithm for the analysis of TTS was implemented as a software module of an information protection system in a network of APCS;
- An assessment of the effectiveness of the proposed solution on full-scale data was carried out, correctly recognizing the type of technological state of technical maintenance associated with the violation of the integrity of information on the progress of the technical process in 88% of cases.

The proposed process monitoring system, analyzing the dynamics of the technological process, allows to detect the attacker’s impact on the process flow and on the components of the information system by comparing the process model and current indicators - ensuring the information security of the facility. The proposed system does not require the use of additional equipment, it is enough to install software.

The use of intelligent analysis algorithms as part of the diagnostic and process monitoring systems will allow not only solving data integrity control tasks, but also implementing the following:

1. Prediction of failure of individual elements and components allows repair work planning and optimization; replacement of equipment and components allows ensuring disaster recovery and functional safety of the object. High depreciation of production capacities and the need for savings increase the demand for timely diagnostics of equipment, which makes it possible to
recognize weak spots and prevent possible future emergencies. Diagnostic methods allow not only to prevent risks associated with failures of problem equipment, but also to optimize the repair policy. Such system makes it possible to plan in a timely manner the repair effects on the equipment and to determine the so-called "weak points" in advance of the failure on the basis of long-term trends. Such diagnostic system allows to repair only the equipment that requires it, this approach can significantly reduce costs due to the rejection of scheduled preventive maintenance.

2. Optimization of technical and economic indicators at the level of automated process control systems and automated control systems make it possible to predict the progress of the equipment for a long period and to optimize the purchase of raw materials, product sales, logistics, equipment utilization;

3. Detection of the attacker's impact on the course of the technological process and on the components of the information system by comparing the technological process model and current indicators provides ensuring the information security of the facility.
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