We consider a general class of symmetric or Hermitian random band matrices $H = (h_{xy})_{x,y \in [1,N]^d}$ in any dimension $d \geq 1$, where the entries are independent, centered random variables with variances $s_{xy} = \mathbb{E}|h_{xy}|^2$. We assume that $s_{xy}$ vanishes if $|x - y|$ exceeds the band width $W$, and we are interested in the mesoscopic scale with $1 \ll W \ll N$. Define the generalized resolvent of $H$ as $G(H, Z) := (H - Z)^{-1}$, where $Z$ is a deterministic diagonal matrix with entries $Z_{xx} \in \mathbb{C}^+$ for all $x$. Then we establish a precise high-probability bound on certain averages of polynomials of the resolvent entries. As an application of this fluctuation averaging result, we give a self-contained proof for the delocalization of random band matrices in dimensions $d \geq 2$. More precisely, for any fixed $d \geq 2$, we prove that the bulk eigenvectors of $H$ are delocalized in certain averaged sense if $N \ll W^{1 + \frac{d}{2}}$. This improves the corresponding results in $[23]$ under the assumption $N \ll W^{1 + \frac{d}{d+1}}$, and in $[11,12]$ under the assumption $N \ll W^{1 + \frac{d}{6}}$. For 1D random band matrices, our fluctuation averaging result was used in $[5,6]$ to prove the delocalization conjecture and bulk universality for random band matrices with $N \ll W^{4/3}$.
1 Introduction

1.1 Random band matrices. Random band matrices $H = (h_{xy})_{x,y \in \Gamma}$ model interacting quantum systems on a large finite graph $\Gamma$ of scale $N$ with random transition amplitudes effective up to scale of order $W \ll N$. More precisely, we consider random band matrix ensembles with entries being centered and independent up to the symmetry condition $h_{xy} = h_{yx}$. The variance $s_{xy} := \mathbb{E}|h_{xy}|^2$ typically decays with the distance between $x$ and $y$ on a characteristic length scale $W$, called the band width of $H$. For the simplest one-dimensional model with graph $\Gamma = \{1, 2, \cdots, N\}$ and $h_{xy} = 0$ for $|x - y| \geq W$, we have a band matrix in the usual sense that only the matrix entries in a narrow band of width $2W$ around the diagonal can be nonzero. In particular, if $W = N/2$ and all the variances are equal, we recover the famous Wigner matrix ensemble, which corresponds to a mean-field model.

In this paper, we consider the case where $\Gamma$ is a $d$-dimensional torus $\mathbb{Z}_N^d := \{1, 2, \cdots, N\}^d$ with $d \geq 1$, so that the dimension of the matrix is $N^d$ (with an arbitrary ordering of the lattice points). Typically, we take the band width $W$ to be of mesoscopic scale $1 \ll W \ll N$. The band structure is imposed by requiring that

$$s_{xy} = \frac{1}{W^d} f \left( \frac{x - y}{W} \right) \quad \text{with} \quad \sum_x s_{xy} = \sum_y s_{xy} = 1,$$

(1.1)

for some non-negative symmetric functions $f$ that decays sufficiently fast at infinity. As $W$ varies, the random band matrices naturally interpolate between two classes of quantum systems: the random Schrödinger operator with short range transitions such as the Anderson model $[1]$, and mean-field random matrices such as Wigner matrices $[36]$. A basic conjecture about random band matrices is that a sharp Anderson metal-insulator phase transition occurs at some critical band width $W_c$. More precisely, the eigenvectors of band matrices satisfy a localization-delocalization transition in the bulk of the spectrum $[7, 8, 37]$, with a corresponding sharp transition for the eigenvalues distribution $[21]$: \begin{itemize} \item for $W \gg W_c$, delocalization of eigenstates (i.e. conductor phase) and Gaussian orthogonal/unitary ensemble (GOE/GUE) spectral statistics hold; \item for $W \ll W_c$, localization of eigenstates (i.e. insulator phase) holds and the eigenvalues converge to a Poisson point process. \end{itemize} Based on numerics $[7, 8]$ and nonrigorous supersymmetric calculations $[22]$, the transition is conjectured to occur at $W_c \sim \sqrt{\log N}$ in $d = 1$ dimension. In higher dimensions, the critical band width is expected to be $W_c \sim \sqrt{\log N}$ in $d = 2$ and $W_c = O(1)$ in $d \geq 3$. For more details about the conjectures, we refer the reader to $[23, 34]$. The above features make random band matrices particularly attractive from the physical point of view as a model to study large quantum systems of high complexity.

So far, there have been many partial results concerning the localization-delocalization conjecture for band matrices. In $d = 1$ and for general distribution of the matrix entries, localization of eigenvectors was first proved for $W \ll N^{1/8}$ $[27]$, and later improved to $W \ll N^{1/7}$ for band matrices with Gaussian entries $[25]$. The Green’s function was controlled down to the scale $\Im z \gg W^{-d}$ in $[15, 18]$, implying a lower bound of order $W$ for the localization length of all eigenvectors. For 1D random band matrices with general distributed entries, the weak delocalization of eigenvectors in some averaged sense (see the definition in Theorem 2.7) was proved under $W \gg N^{6/7}$ in $[11]$, $W \gg N^{4/3}$ in $[14]$, and $W \gg N^{7/9}$ in $[23]$. The strong delocalization and bulk universality for 1D random band matrices was first rigorously proved in $[4]$ for $W = O(N)$. In the series $[6, 5]$ and this paper, we relax the condition on band width to $W \gg N^{3/4}$. In particular, the main results were stated as Theorems 1.2-1.5 in $[6]$, and this paper contains the last piece of the proof. We refer the reader to Section 1.3 for more details. We mention also that at the edge of the spectrum, the transition of the eigenvalue statistics for 1D band matrices at the critical band width $W_c \sim N^{5/6}$ was understood in $[33]$, thanks to the method of moments. For a special class of random band matrices, whose entries are Gaussian with some specific covariance profile, some powerful supersymmetry techniques can be used (see
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In this subsection, we give the informal statements of the main results of

1.2 Averaging fluctuations.

The same assumption.

Theorem 1.1 (Informal statement of Theorem 2.7) If the band width satisfies $W \ll W^{1+\frac{1}{2}}$, then most of the bulk eigenvectors cannot be localized sub-exponentially on any scale $l \ll N$.

Our basic tool for the proof of Theorem 1.1 is the resolvent (Green’s function) defined as

$$ G(z) = (H - z)^{-1}, \quad z \in \mathbb{C}_+ := \{ z \in \mathbb{C} : \text{Im} z > 0 \}. $$

The Green’s function was shown to satisfy that for any fixed $\varepsilon > 0$,

$$ \max_{x,y} |G_{xy}(z) - m(z)\delta_{xy}| \leq \frac{W^\varepsilon}{\sqrt{W^d\eta}}, \quad z = E + i\eta, $$

with high probability for all $\eta \gg W^{-d}$ in [15,18] (see Theorem 2.18), where $m$ is the Stieltjes transform of Wigner’s semicircle law

$$ m(z) := \frac{-z + \sqrt{z^2 - 4}}{2} = \frac{1}{2\pi} \int_{-2}^2 \frac{\sqrt{4 - \xi^2}}{\xi - z} d\xi, \quad z \in \mathbb{C}_+. $$

The bound (1.3) already implies a lower bound of order $W$ for the localization length, but is not strong enough to give the delocalization on any scale larger than $W$. The bound we need is that for any scale $W \ll l \ll N$,

$$ \max_y \left( \eta \sum_{x : |x-y| \leq l} |G_{xy}(z)|^2 \right) = o(1) \quad \text{with high probability} $$

for some $W^{-d} \ll \eta \ll 1$. To get an improvement over the estimate (1.3), as in [14,23], we introduce the so-called $T$-matrix, whose entries

$$ T_{xy} := \sum_w s_{xw}|G_{wy}|^2, \quad s_{xw} := \mathbb{E}|h_{xw}|^2, $$

are local averages of $|G_{xy}|^2$. The importance of $T$ lies in the following facts:
(i) by a self-consistent equation estimate (see Lemma 2.19), we can bound

\[ \max_{x,y} |G_{xy} - m\delta_{xy}|^2 \leq N^\varepsilon \max_{x,y} T_{xy} \]  

(1.7)

with high probability for any small constant \( \varepsilon > 0 \);

(ii) for any scale \( l \gg W \), we can bound

\[ \sum_{x : |x-y| \leq l} |G_{xy}|^2 \leq \sum_{x : |x-y| \leq l + O(W)} T_{xy}. \]  

(1.8)

The key tool to estimate the \( T \)-matrix is a self-consistent equation for \( T \) (see (2.18)):

\[ T_{xy} = (1 + O(1)) \left( \frac{|m|^2 S}{1 - |m|^2 S} \right)_{xy} + \sum_{w \neq y} \left( \frac{|m|^2 S}{1 - |m|^2 S} \right)_{xw} (|G_{wy}|^2 - |m|^2 T_{wy}) \],

where \( S = (s_{xy}) \) is the matrix of variances. One observation of \([14]\) is that the behavior of \( T \) is essentially given by

\[ \Theta := \frac{|m|^2 S}{1 - |m|^2 S} = \sum_{k=1}^{\infty} |m|^{2k} S^k, \]  

(1.10)

and the second term in (1.9) can be regarded an error under proper assumptions on \( W \) and \( \eta \). By the translation invariance of \( S \) in (1.1), \( S^k \) can be understood through a \( k \)-step random walk \( \sum_{i=1}^{k} X_i \) on the torus \( \{1, 2, \ldots, N\}^d \) with single step distribution \( \mathbb{P}(X_1 = y - x) = s_{xy} \). Also with

\[ |m(z)|^2 = 1 - \alpha \eta + O(\eta^2), \quad z = E + i\eta, \quad \alpha := 4/\sqrt{4 - E^2}, \]

we only need to keep the terms with \( k = O(\eta^{-1}) \) in (1.10). Then there is a natural threshold at \( \eta_c = W^2/N^2 \).

For \( k \ll \eta_c^{-1} \), the \( k \)-step random walk is almost a random walk on the free space \( \mathbb{Z}^d \) without boundary, and behaves diffusively by CLT. This consideration gives the following diffusion approximation of \( T \) (see Appendix A):

\[ T_{xy}(z) \approx \Theta_{xy}(z) \sim \frac{1}{W^d + W^2|x - y|^{d-2}} \text{, for } \eta = \text{Im } z \geq W^2 N^2. \]  

(1.11)

The main part of the proof is to estimate the error term in (1.9). It turns out that for \( x \neq y \), \( T_{xy} \approx |m|^2 \mathbb{E}_x |G_{xy}|^2 \), where \( \mathbb{E}_x \) is the partial expectation with respect to the \( x \)-th row and column of \( H \). Hence the error term is approximately a sum over fluctuations:

\[ \sum_w \Theta_{xw} Q_w |G_{wy}|^2 \],

where \( Q_w := 1 - E_w \). The main difficulty is that \( |G_{xy}|^2 \) and \( |G_{yx}|^2 \) for \( x \neq x' \) are not independent; actually they are strongly correlated for \( \eta \ll 1 \). Estimating the high moments of these sums requires an unwrapping of the hierarchical correlation structure among many resolvent entries. In \([14]\) and \([23]\), the authors adopted different strategies. For the proof in \([14]\), a so-called fluctuation averaging mechanism in \([13]\) was used. It relies on intricate resolvent expansions to explore the cancellation mechanism in sums of monomials of \( G \) entries. In \([23]\), however, the authors performed a careful analysis of the error term in Fourier space, where certain cumulant expansions are used. In this paper, we will follow the line of \([13]\)[14] and prove a much finer fluctuation averaging estimate as we will outline below.

Let \( b_x \) be any sequence of deterministic coefficients of order \( O(1) \). Suppose we have some initial (rough) estimates on the \( G \) entries: for some constant \( \delta > 0 \) and deterministic parameters \( \Phi \) and \( \Gamma \), we have

\[ \max_{x,y} |G_{xy} - \delta_{xy} m| \leq \Phi, \quad \max_{y} \sum_{x \in \mathbb{Z}^d_N} (|G_{xy}|^2 + |G_{yx}|^2) \leq \Gamma^2, \quad W^{-d/2} \leq \Phi \leq N^{-\delta}, \quad \Gamma \geq 1, \]  

(1.12)

with high probability. The state of the art fluctuation averaging estimate was proved in \([13]\):

\[ \left| \sum_{x : x \neq y} b_x \left( |G_{xy}|^2 - |m|^2 T_{xy} \right) \right| \leq N^\varepsilon \left( N^{d/2} \Phi^2 + N^d \Phi^4 \right), \quad \eta \gg W^{-d}, \]  

(1.13)

with high probability for any constant \( \varepsilon > 0 \). In this paper, we prove the following stronger fluctuation averaging estimate, which is another main result of this paper.
Theorem 1.2 (Informal statement of Theorem 2.11). Under (1.12), we have that with high probability,
\[
\left| \sum_{x \neq y} b_x (|G_{xy}|^2 - |m|^2 T_{xy}) \right| \leq N^\varepsilon (1 + \Gamma^2 \Phi^2), \quad \eta \gg W^{-d}.
\] (1.14)

It also holds for a more general type of resolvents, called generalized resolvents, see Definition 2.3.

Recall that \( \Gamma^2 \sim \eta^{-1} \) by the following Ward’s identity for the resolvent entries:
\[
\sum_x |G_{xy}|^2 = \sum_x |G_{yx}|^2 = \frac{\text{Im} G_{yy}}{\eta}, \quad z = E + i\eta,
\] (1.15)

which can be proved using the spectral decomposition of \( G \). Together with the initial input \( \Phi = W^\varepsilon (W^d \eta)^{-1/2} \) by (1.3), it is obvious that (1.14) is better than (1.13) by a factor of \( W^d/N^d \). For 1D random band matrices, the gaining of the \( W/N \) factor is essential to reduce the band width to \( W \gg N^{3/4} \) in [5]. We remark that Theorem 2.11 was stated as Lemma 2.14 in [5], but the full proof was not given there. We refer the reader to Section 1.3 below for more detailed discussions. For the application to 1D random band matrices in [5,6], we shall use a slightly more general band matrix model, and a more general type of resolvent, called the generalized resolvent, which is an extension of the regular resolvent defined in (1.2). The notations will be introduced in Section 2.1.

On the other hand, for \( d \geq 2 \) (1.14) allows us to establish the weak delocalization of random band matrices under the assumption \( W \gg N^{\frac{3}{2d}} \) as we shall explain now. With \( \max_{x,y} \Theta_{xy} = O(W^{-d}) \) by (1.11), we obtain from (1.14) and (1.7) that with high probability,
\[
\max_{x,y} |G_{xy} - \delta_{xy}|^2 \leq N^\varepsilon T_{xy} \leq N^\varepsilon \frac{W}{W^d} (1 + \frac{\eta^{-1} \Phi^2}{\Phi^2}).
\] (1.16)

If we assume \( W \gg N^{\frac{3}{2d}} \), then \( W^d \eta \gg 1 \) for \( \eta = W^2/N^2 \) and the above bootstrapping estimate gives an improved estimate
\[
\max_{x,y} |G_{xy} - \delta_{xy}|^2 \leq \frac{N^\varepsilon}{W^d} \text{ with high probability.}
\] (1.17)

It seems that this estimate is still not good enough to conclude (1.5). However, using (1.9) and (1.11), we can obtain that for some sequence of deterministic coefficients \( b_w \) of order \( O(1) \),
\[
\eta \sum_{x: |x-y| \leq l} T_{xy} = \eta \frac{l^2}{W^2} \sum_w b_w Q_w |G_{wy}|^2 \leq \frac{N^\varepsilon l^2}{W^2} \left( \eta + \Phi^2 \right) = o(1),
\]
if we take \( \eta = W^2/N^2 \) and \( \Phi^2 = N^\varepsilon W^{-d} \) by (1.17). This gives (1.5) by (1.8), which implies the delocalization on any scale \( l \ll N \), and hence concludes Theorem 1.1.

The starting point of the proof for Theorem 1.2 is the same as the one in [13], that is, we try to bound the high moments of the left-hand side of (1.14), and use a graphical tool to organize the calculations. Here the indices of the resolvents are the vertices of the graphs and the \( G \) entries are represented by the edges between vertices. However, some key new ideas are needed in order to improve (1.13) to (1.14). Notice that there are two natural scales for the band model—the global scale, \( N \), and the local scale, \( W \). Correspondingly, we observe a two-level structure of the graphs, that is, a global level structure, on which the distances between vertices are as large as \( N \), plus many local level components, in which the distances between vertices are at most of order \( W \). In particular, we find that for our model, while the local structures can be handled in similar ways as [13], the global structures cause a lot of trouble. One subtle issue is that for the local structures the vertices can be summed in arbitrary ways, but for the global structure the summation order of the vertices matters a lot. To handle this issue, we define a novel graphical property, called the nested property, and show that the nested order gives the correct order for the summation over the vertices. Conversely, in order to preserve the nested property, we need to perform the graph operations in a specific order, which makes the local structures to be also harder to deal with than [13]. For more details of the main ideas, we refer the reader to Section 2.4.
1.3 Relation with [6] and [5]. This paper is the third part of a series of papers with [6] and [5] being the first two parts. The main goal of this series is to prove Theorem 2.10 below, which was listed as Theorems 1.2-1.5 in [6], and is completely proved by combining the key ingredients provided by each part of the series. More precisely, Theorem 2.10 was proved in [6] using the mean-field reduction method introduced in [4] and a novel quantum unique ergodicity estimate. Both the proofs for the main result and the quantum unique ergodicity estimate are based on a generalized resolvent estimate, that is, Theorem 4.5 of [6]. This estimate was partially proved as Theorem 1.4 in [5]. In fact, a full proof was only given in [5] under the condition \( W \gg N^{9/7} \) based on a weak fluctuation averaging estimate, Lemma 2.8 of [5]. In order to relax the condition to \( W \gg N^{9/4} \), one needs a stronger fluctuation averaging estimate, which is provided by Theorem 2.11 of this paper. Combining Theorem 2.11 and the arguments in [5], we are able to conclude the proof of Theorem 4.5 in [6], and hence fill in the last piece of the whole proof.

As explained in Remark 2.13 of [5], without using the result of this paper, it is possible to prove the main result under \( W \gg N^{4/5} \) using the methods in [13], although a full proof was not given there because our setting is a little different from the one in [13] and checking all the necessary details will be rather lengthy. An alternative approach to regular resolvent estimate was developed in [23] under \( W \gg N^{7/9} \) based on a Fourier space analysis method instead of the fluctuation averaging mechanism. But it is not clear whether the method can be extended to generalized resolvent defined in (2.8).

In addition, we remark that this paper is not just a “supplement” to [6] and [5]. We believe that the new ideas and techniques developed for proving Theorem 2.11 (see Section 2.4) will be useful in the study of other types of non-mean-field random matrices. To illustrate the applicability of Theorem 2.11, we apply it to random band matrices in dimensions \( d \geq 2 \), and give a self-contained proof for delocalization of bulk eigenvectors under \( W \gg N^{4/3} \) in Theorem 2.7. This result is completely independent from [6] and [5].

The rest of this paper is organized as follows. In Section 2 we introduce our model and present the main results Theorem 2.7 and Theorem 2.11. With Theorem 2.11 we prove the weak delocalization of random band matrices, Theorem 2.7, in dimensions \( d \geq 2 \) in Section 2.3. On the other hand, the proof of Theorem 2.11 is mainly based on two averaging fluctuation lemmas—Lemma 2.14 and Lemma 2.15. In Section 3 we introduce the notations and collect some tools that will be used in the proof of Lemma 2.14 and Lemma 2.15. In Section 4 we reduce Lemma 2.14 to another averaging fluctuation lemma, i.e. Lemma 4.3, which has a similar form as Lemma 2.15. Sections 5 and 6 consist of the main proof for Lemma 4.3 and Lemma 2.15.

Conventions. The fundamental large parameter is \( N \) and we regard \( W \) as a parameter depending on \( N \). All quantities that are not explicitly constant may depend on \( N \), and we usually omit \( N \) from our notations. We use \( C \) to denote a generic large positive constant, which may depend on fixed parameters and whose value may change from one line to the next. Similarly, we use \( c \) to denote a generic small positive constant. If a constant depend on a quantity \( a \), we use \( C_a \) or \( c_a \) to indicate this dependence. Also, in the lemmas and theorems of this paper, we often use notations \( \tau, D \) when we want to state that the conclusions hold for any fixed small constant \( \tau > 0 \) and large constant \( D > 0 \). For two quantities \( A_N \) and \( B_N \) > 0 depending on \( N \), we use the notations \( A_N = O(B_N) \) and \( A_N \sim B_N \) to mean \( |A_N| \leq CB_N \) and \( C^{-1}B_N \leq |A_N| \leq CB_N \), respectively, for some constant \( C > 0 \). We use \( A_N = o(B_N) \) to mean \( |A_N| \leq c_NB_N \) for some positive sequence \( c_N \downarrow 0 \) as \( N \to \infty \). For any matrix \( A \), we use the notations

\[
\|A\| := \|A\|_{2 \to 2}, \quad \|A\|_{i,j} := \max_{i,j} |A_{i,j}|, \quad \|A\|_{\min} := \min_{i,j} |A_{i,j}|.
\]

In particular, for a vector \( v \), we shall also use the notation \( \|v\|_{\infty} \equiv \|v\|_{\max} \).
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2 Main results

2.1 The model. All the results in this paper apply to both real symmetric and complex Hermitian random band matrices. For the definiteness of notations, we only consider the real symmetric case. We always assume that \( N, W \) are integers satisfying

\[
N^c \leq W \leq N
\]  

(2.1)
for some constant \( c > 0 \). Moreover, all the statements in this paper only hold for sufficiently large \( N \) and we will not repeat it everywhere.

We define the \( d \)-dimensional discrete torus
\[
\mathbb{Z}_N^d := (\mathbb{Z} \cap (-N/2, N/2))^d.
\]

The \( d \)-dimensional random band matrix is indexed by the lattice points, where we fix an arbitrary ordering of \( \mathbb{Z}_N^d \). For any \( x \in \mathbb{Z}_N^d \), we always identify it with its canonical representative
\[
[x]_N := (x + \mathbb{N}d) \cap \mathbb{Z}_N^d.
\]

Moreover, for simplicity, we will always use the \( l^\infty \) norm on \( \mathbb{Z}_N^d \) lattice:
\[
|x - y| \equiv |x - y|_N := \max_{1 \leq i \leq d} |x_i - y_i|, \quad x, y \in \mathbb{Z}_N^d.
\]

Keeping the application of our results to [5, 6] in mind, we shall use a slightly more general model than the one in the introduction. Let \( H = (H_{xy}) \) be an \( N^d \times N^d \) real symmetric random matrix with centered matrix entries that are independent up to the symmetry constraint. We assume that that variances \( \mathbb{E}|H_{xy}|^2 = s_{xy} \) satisfy
\[
\frac{c_s}{W^d} \cdot 1_{|x-y| \leq c_s W} \leq s_{xy} \leq \frac{C_s}{W^d} \cdot 1_{|x-y| \leq c_s W}, \quad x, y \in \mathbb{Z}_N^d,
\]
for some constants \( c_s, C_s > 0 \). Then \( H \) is a random band matrix with band width of order \( W \). Moreover, up to a rescaling, we assume that
\[
1 - \zeta \leq \sum_{y \in \mathbb{Z}_N^d} s_{xy} \leq 1 + \zeta, \quad x \in \mathbb{Z}_N^d,
\]
for some \( \zeta \in [0, 1) \).

**Assumption 2.1 (Band matrix \( H_N \)).** Let \( H \equiv H_N \) be an \( N^d \times N^d \) real symmetric random matrix whose entries \( (H_{xy} : x, y \in \mathbb{Z}_N^d) \) are independent random variables satisfying
\[
\mathbb{E}H_{xy} = 0, \quad \mathbb{E}|H_{xy}|^2 = s_{xy}, \quad x, y \in \mathbb{Z}_N^d,
\]
where the variances \( s_{xy} \) satisfy (2.4) and (2.5). Then we say that \( H \) is a random band matrix with (typical) bandwidth \( W \equiv W_N \). Moreover, we define the \( N^d \times N^d \) symmetric matrix of variances \( S \equiv S^c := (s_{xy})_{x, y \in \mathbb{Z}_N^d} \).

We assume that the random variables \( H_{xy} \) have arbitrarily high moments, in the sense that for any fixed \( p \in \mathbb{N} \), there is a constant \( \mu_p > 0 \) such that
\[
(\mathbb{E}|H_{xy}|^p)^{1/p} \leq \mu_p s_{xy}^{1/2}, \quad x, y \in \mathbb{Z}_N^d,
\]
for all \( N \). Our result in this paper will depend on the parameters \( C_s \) and \( \mu_p \), but we will not track the dependence on these parameters in the proof.

An important type of band matrices satisfying the above assumptions is the periodic random band matrices studied in e.g. [13–15], where the variances are given by (1.1).

**Assumption 2.2 (Periodic band matrix \( H_N \)).** We say that \( H \equiv H_N \) is a periodic random band matrix with bandwidth \( W \equiv W_N \) if it satisfies the Assumption 2.1 and (1.1).

Again for the applications in [5, 6], we state our results for the following generalized resolvent (or generalized Green’s function) of \( H \).

**Definition 2.3 (Generalized resolvent).** Given a sequence of spectral parameters \( z_x \in \mathbb{C}^+, \ x \in \mathbb{Z}_N^d \), we define the following generalized resolvent (or generalized Green’s function) \( G(H, Z) \) as
\[
G(H, Z) = (H - Z)^{-1}, \quad Z_{xy} = \delta_{xy} z_x.
\]
If $z_x = z$ for all $x$, then we get the normal Green's function $G(z)$ as in (1.2). The key point of the generalized resolvent is the freedom to choose different $z_x$. In particular, the following choice of $Z$ is used in [5] for 1D random band matrices:

$$z = z \cdot 1_{1 \leq x \leq W} + \hat{z} \cdot 1_{x > W}$$

for some $z, \hat{z} \in \mathbb{C}_+$ with $\text{Im} \hat{z} < \text{Im} z$.

For $z_x$'s with fixed imaginary parts, one can show that $(G_{xx}(H, Z))_{x \in \mathbb{Z}_N}$ satisfies asymptotically the following system of self-consistent equations for $(M_x)_{x \in \mathbb{Z}_N} \equiv (M_x(S, Z))_{x \in \mathbb{Z}_N}$:

$$M_x^{-1} = -z_x - \sum_{y \in \mathbb{Z}_N} s_{xy} M_y. \quad (2.9)$$

If $\zeta$ is small and the $z_x$'s are close to some $z \in \mathbb{C}_+$, then the above equations are perturbations of the self-consistent equation for $m(z)$ defined in (1.4):

$$m^{-1}(z) = -z - m(z).$$

In particular, the following Lemma 2.4 shows that the solution $(M_x)_{x \in \mathbb{Z}_N}$ exists and is unique as long as $\zeta$ and $\max_x |z_x - z|$ are small enough. It is proved in Lemma 1.3 of [5].

**Lemma 2.4.** Suppose $z \in \mathbb{C}_+$ satisfies $|\text{Re} z| \leq 2 - \kappa$ and $|z| \leq \kappa^{-1}$ for some (small) constant $\kappa > 0$. Then there exist constants $c_0, C_0 > 0$ such that the following statements hold.

- **(Existence)** If
  $$\zeta + \max_x |z_x - z| \leq c_0, \quad (2.10)$$
  then there exists $(M_x(S, Z))_{x \in \mathbb{Z}_N}$ that solves (2.9) and satisfies
  $$\max_x |M_x(S, Z) - m(z)| \leq C_0 \left( \zeta + \max_x |z_x - z| \right). \quad (2.11)$$

- **(Uniqueness)** The solution $(M_x(S, Z))_{x \in \mathbb{Z}_N}$ is unique under (2.10) and the condition
  $$\max_x |M_x(S, Z) - m(z)| \leq c_0. \quad (2.12)$$
  for parameters satisfying (2.10).

In the rest of this paper, we always assume that (2.10) holds for sufficiently small $c_0 > 0$. In particular, for $z \in \mathbb{C}_+$ with $|\text{Re} z| \leq 2 - \kappa$ and $|z| \leq \kappa^{-1}$, we have $\text{Im} m(z) \geq c$ for some constant $c > 0$ depending on $\kappa$. Thus we can choose $c_0$ to be small enough such that

$$\text{Im} M_x(S, Z) \geq c/2, \quad 1 \leq i \leq N. \quad (2.13)$$

Let $M \equiv M(S, Z)$ denote the diagonal matrix with entries $M_{xy} := M_x \delta_{xy}$. With (2.13), we can get the following lemma, which was proved as Lemma 2.7 in [5].

**Lemma 2.5.** Suppose $z \in \mathbb{C}_+$ satisfies $|\text{Re} z| \leq 2 - \kappa$ and $|z| \leq \kappa^{-1}$ for some (small) constant $\kappa > 0$. Suppose (2.10) and (2.11) hold for some small enough constant $c_0 > 0$. Then there exist constants $c_1, C_1 > 0$ such that

$$|||1 - M^2 S|||_{1 \leq m \leq 1} < C_1, \quad (2.14)$$

and

$$\left| \left[(1 - M^2 S)^{-1}\right]_{xy} - \delta_{xy} \right| \leq \begin{cases} \frac{C_1 W^{-d}}{N - c_1 \log N}, & \text{if } |x - y| \leq (\log N)^2 W \\ \frac{1}{N - c_1 \log N}, & \text{if } |x - y| > (\log N)^2 W \end{cases}. \quad (2.15)$$

### 2.2 The main results

In this subsection, we state the main results of this paper, including the new averaging fluctuation estimate and some applications of it in random band matrices. We first give the results on the delocalization of bulk eigenvectors of random band matrices as in Assumption 2.2.
2.2.1 Weak delocalization of random band matrices

For simplicity of presentation, we will use the following notion of stochastic domination, which was first introduced in [13] and subsequently used in many works on random matrix theory, such as [3,14,15,24]. It simplifies the presentation of the results and their proofs by systematizing statements of the form “ξ is bounded by ζ with high probability up to a small power of N”.

**Definition 2.6** (Stochastic domination). (i) Let

\[
\xi = \left\{ \xi^{(N)}(u) : N \in \mathbb{N}, u \in U^{(N)} \right\}, \quad \zeta = \left\{ \zeta^{(N)}(u) : N \in \mathbb{N}, u \in U^{(N)} \right\}
\]

be two families of nonnegative random variables, where \(U^{(N)}\) is a possibly \(N\)-dependent parameter set. We say ξ is stochastically dominated by ζ, uniformly in u, if for any fixed (small) \(\varepsilon > 0\) and (large) \(D > 0\),

\[
\sup_{u \in U^{(N)}} \mathbb{P} \left[ \xi^{(N)}(u) > N^\varepsilon \zeta^{(N)}(u) \right] \leq N^{-D}
\]

for large enough \(N \geq N_0(\varepsilon,D)\), and we will use the notation \(\xi \prec \zeta\). Throughout this paper, the stochastic domination will always be uniform in all parameters that are not explicitly fixed (such as matrix indices, and z that takes values in some compact set). If for some complex family ξ we have \(|\xi| \prec \zeta\), then we will also write \(\xi \prec \zeta\) or \(\xi = O_\prec(\zeta)\).

(ii) As a convention, for two deterministic nonnegative quantities ξ and ζ, we shall use \(\xi \prec \zeta\) if and only if \(\xi \leq N^\varepsilon \zeta\) for any constant \(\varepsilon > 0\).

(iii) We say an event \(\Xi\) holds with high probability (w.h.p.) if for any constant \(D > 0\), \(\mathbb{P}(\Xi) \geq 1 - N^{-D}\) for large enough \(N\). More generally, given an event \(\Xi\), we say \(\Omega_N\) holds w.h.p. in \(\Xi\) if for any fixed \(D > 0\),

\[
\mathbb{P}(\Xi \setminus \Omega_N) \leq N^{-D}
\]

for sufficiently large \(N\).

We denote the eigenvectors of \(H\) by \(\{u_\alpha\}_{\alpha \in \mathbb{Z}_N^d}\), with entries \(u_\alpha(x), x \in \mathbb{Z}_N^d\). For \(l \in \mathbb{N}\), we define the characteristic function \(P_{x,l}\) projecting onto the complement of the \(l\)-neighborhood of \(x\),

\[
P_{x,l}(y) := 1(|y - x| \geq l).
\]

Define the random subset of eigenvector indices through

\[
A_{\varepsilon,\kappa,l} := \left\{ \alpha : \lambda_\alpha \in I_\kappa, \sum_x |u_\alpha(x)||P_{x,l}u_\alpha| \leq \varepsilon \right\}, \quad I_\kappa := (-2 + \kappa, 2 - \kappa).
\]

Our first main result is the following delocalization of bulk eigenvectors for random band matrices in dimensions \(d \geq 2\), which was referred to as “complete delocalization” in [14].

**Theorem 2.7** (Complete delocalization of bulk eigenvectors). Suppose the Assumption 2.2 holds and \(d \geq 2\). Suppose

\[
N \asymp W^{1 + \frac{\varepsilon}{2}}.
\]

Fix any constants \(\kappa > 0\) and \(c > 0\). For any \(l \leq N^{1-c}\), we have

\[
\frac{|A_{\varepsilon,\kappa,l}|}{N^d} \leq C \varepsilon + O_\prec(N^{-2c})
\]

for any \(\varepsilon > 0\).

**Remark 2.8.** For any fixed \(\gamma, K > 0\), we define another random subset of eigenvector indices

\[
B_{K,l} := \left\{ \alpha : \lambda_\alpha \in I_\kappa, \exists x_0 \in \mathbb{Z}_N^d \text{ s.t. } \sum_x |u_\alpha(x)|^2 \exp \left( \frac{|x-x_0|}{l} \right)^\gamma \leq K \right\}.
\]

Notice that the set \(B_{K,l}\) contains all indices associated with eigenvectors that are exponentially localized in balls of radius \(O(l)\). In fact, by [12, Corollary 3.4], Theorem 2.7 implies that

\[
\lim_{N \to \infty} \mathbb{P}\left[ \frac{|B_{K,l}|}{N} \right] = 0,
\]

i.e. the fraction of eigenvectors localized sub-exponentially on scale \(l\) vanishes with high probability for large \(N\). This explains the name “complete delocalization”.
Remark 2.9. Using resolvents of \( H \), an analogous result was proved in [14] under the condition \( N \ll W^{1+\frac{d}{6}} \), which turns out to be wrong: it should be \( N \ll W^{1+\frac{d}{12}} \) instead. This condition was improved to \( N \ll W^{1+\frac{d}{7}} \) later in [23]. In fact, by studying the evolution operator \( e^{-iHt} \), the complete delocalization was proved under the condition \( N \ll W^{1+\frac{d}{7}} \) in [11,12]. Our result improves all these results.

2.2.2 Strong delocalization and universality of 1d random band matrices

For 1d random band matrices whose entries are close to a Gaussian in the four moment matching sense, the following version of strong delocalization of bulk eigenvectors was proved in [2] under the assumption \( W \gg N \) (albeit there are a lot of details to verify because [23] dealt with regular resolvents).

Using resolvents of \( H \), and subtracting the following version of strong delocalization of bulk eigenvectors was proved in [2] under the assumption \( W \gg N \) (albeit there are a lot of details to verify because [23] dealt with regular resolvents).

This result was proved as Theorem 1.2 and Theorem 1.4 in [6] with the generalized resolvent estimate, Theorem 4.5, as a key input. The generalized resolvent estimate is proved by combining the arguments in [5] with the fluctuation averaging estimate, Theorem 2.11 below. More results were also proved in [6], including the local semicircle law of bulk eigenvalues and quantum unique ergodicity of bulk eigenvectors. The role of this paper in the whole series have been discussed in details in Section 1.3.

2.2.3 Averaging fluctuations

Next, we state the main fluctuation averaging estimate of this paper, based on which we shall give a simple and self-contained proof of Theorem 2.7 in Section 2.3.

2.2.4 Positive covariance

Throughout the following discussion, we will abbreviate \( G = G(H,Z) \). Recall the \( T \) variables defined in (1.6). We add and subtract \( \sum_\alpha S_{x\alpha} |M_\alpha|^2 T_{xy} \) so that

\[
T_{xy} = \sum_\alpha S_{x\alpha} |M_\alpha|^2 T_{xy} + \sum_\alpha S_{x\alpha} (|G_{xy}|^2 - |M_\alpha|^2 T_{xy}) ,
\]

which immediately gives that

\[
T_{xy} = \sum_\alpha \left[ (1 - S|M|^2)^{-1} S \right]_{x\alpha} (|G_{xy}|^2 - |M_\alpha|^2 T_{xy}) .
\]

Isolating the diagonal terms, we can write the \( T \)-equation as

\[
T_{xy} = T_{xy}^0 + \sum_{\alpha,y \neq y} \left[ (1 - S|M|^2)^{-1} S \right]_{x\alpha} (|G_{yy}|^2 - |M_y|^2 T_{yy}) ,
\]

where

\[
T_{xy}^0 := \left[ (1 - S|M|^2)^{-1} S \right]_{xy} (|G_{xy}|^2 - |M_y|^2 T_{yy}) .
\]

The second main result of this paper is the following fluctuation averaging estimate on the sum in (2.18).

We introduce the notation

\[
\|G\|^2(H,Z) := \max_y \sum_{x \in \mathbb{Z}_N^d} (|G_{xy}|^2 + |G_{yx}|^2) .
\]
**Theorem 2.11** (Averaging fluctuations). Fix any \( z \in \mathbb{C}_+ \) satisfying \( |\text{Re} z| \leq 2 - \kappa \) and \( |z| \leq \kappa^{-1} \) for some constant \( \kappa > 0 \). Suppose that Assumption 2.1 holds. Suppose that (2.10) holds for some sufficiently small constant \( c_0 > 0 \) (which implies that 2.11, 2.14 and 2.15 hold). Assume that
\[
\min_x (\text{Im} z_x) \geq N^{-C_2}
\]
for some constant \( C_2 > 0 \). Let \( \Phi \) and \( \Gamma \) be deterministic parameters satisfying
\[
W^{-d/2} \leq \Phi \leq N^{-\delta}, \quad \Gamma \geq 1,
\]
for some constant \( \delta > 0 \). If the following estimates hold,
\[
\|G - M\|_{\max} \prec \Phi, \quad \|G\|^2 \prec \Gamma^2,
\]
then for any deterministic sequence \( b = (b_x)_{x \in \mathbb{Z}_N^d} \) with \( \|b\|_\infty = O(1) \), we have
\[
\max_y \left| \sum_x b_x \left( |G_{xy}|^2 - |M_x|^2 T_{xy} \right) \right| \prec \Gamma^2 \Phi^2 + 1.
\]

**Remark 2.12.** The above statements should be understood as follows. If (2.23) holds with probability \( 1 - N^{-D} \) up to a factor \( C\varepsilon \), then there exists a constant \( C > 0 \) independent of \( \varepsilon \) and \( D \) such that (2.24) holds with probability \( 1 - N^{-D/C} \) up to a factor \( NC\varepsilon \). In particular, Theorem 2.11 can only be applied for \( O(1) \) many times.

The following notations have been used in the introduction.

**Definition 2.13** (\( P_x \) and \( Q_x \)). We define \( E_x \) as the partial expectation with respect to the \( x \)-th row and column of \( H \), i.e.,
\[
E_x(\cdot) := \mathbb{E}(\cdot | H^{[x]}),
\]
where \( H^{[x]} \) denotes the \((N^d - 1) \times (N^d - 1)\) minor of \( H \) obtained by removing the \( x \)-th row and column (see Definition 3.1 for the general definition). For simplicity, we shall also use the notations
\[
P_x := E_x, \quad Q_x := 1 - E_x.
\]

In the proof, we will follow the convention that \( P_x(A)B \equiv [P_x(A)]B \) and \( P_x AB \equiv P_x(AB) \), and similarly for \( Q_x \).

**Proof of Theorem 2.11.** We can use (2.23) to control the diagonal term by \( |G_{yy}|^2 - |M_y|^2 T_{yy} | = O(1) \) with probability \( 1 - O(N^{-D}) \). Then it remains to control the off-diagonal terms. Fix any \( y \in \mathbb{Z}_N^d \), and call it * which stands for a special index throughout the proof. We can write the off-diagonal terms as in (2.26). Then for the two terms on the right-hand side, we have the following two key lemmas. Note that by considering the real and imaginary parts separately, it suffices to assume that \( b_x \)'s are real.

**Lemma 2.14.** Suppose the assumptions of Theorem 2.11 hold, and \( b_x \) are real deterministic coefficients satisfying \( \max_x |b_x| = O(1) \). Then for any fixed (large) \( p \in 2\mathbb{N} \) and (small) \( \tau > 0 \), we have
\[
E \left| \sum_{x:x \neq *} b_x \left( E_x[|G_{x*}|^2 - |M_x|^2 T_{x*}] \right) \right|^p \leq \left[ N^\tau \left( \Gamma^2 \Phi^2 + 1 \right) \right]^p
\]
for large enough \( N \).

**Lemma 2.15.** Suppose the assumptions of Theorem 2.11 hold, and \( b_x \) are real deterministic coefficients satisfying \( \max_x |b_x| = O(1) \). Then for any fixed (large) \( p \in 2\mathbb{N} \) and (small) \( \tau > 0 \), we have
\[
E \left| \sum_{x:x \neq *} b_x Q_x |G_{x*}|^2 \right|^p \leq \left[ N^\tau \left( \Gamma^2 \Phi^2 + 1 \right) \right]^p
\]
for large enough \( N \).

With Lemma 2.14 and Lemma 2.15 using Markov’s inequality we can prove (2.24). \( \square \)
2.3 Proof of Theorem 2.7. In the proof, we shall use tacitly the following basic properties of stochastic domination $\prec$.

Lemma 2.16 (Lemma 3.2 in [3]). Let $\xi$ and $\zeta$ be two families of nonnegative random variables. Let $C > 0$ be any constant.

(i) Suppose that $\xi(u,v) \prec \zeta(u,v)$ uniformly in $u \in U$ and $v \in V$. If $|V| \leq NC$, then $\sum_{v \in V} \xi(u,v) \prec \sum_{v \in V} \zeta(u,v)$ uniformly in $u$.

(ii) If $\xi_1(u) \prec \zeta_1(u)$ and $\xi_2(u) \prec \zeta_2(u)$ uniformly in $u \in U$, then $\xi_1(u)\xi_2(u) \prec \zeta_1(u)\zeta_2(u)$ uniformly in $u$. 

(iii) Suppose that $\Psi(u) \geq N^{-C}$ is deterministic and $\xi(u)$ satisfies $\mathbb{E}\xi(u)^2 \leq NC$ for all $u$. Then if $\xi(u) \prec \Psi(u)$ uniformly in $u$, we have $\mathbb{E}\xi(u) \prec \Psi(u)$ uniformly in $u$.

Theorem 2.17 is a corollary of the following theorem, which gives estimates on the resolvent entries that are much finer than the one in Theorem 2.18.

Theorem 2.17. Suppose the assumptions of Theorem 2.7 hold. Fix any constants $\kappa > 0$ and $c > 0$. Then for any fixed $\delta > 0$, we have

\[
\max_{x,y} |G_{xy}(z) - \delta_{xy}m(z)| \prec W^{-d/2}
\]  

(2.27)

uniformly in $z \in \{z = E + i\eta \in D(\kappa, \delta/2) : \eta \geq W^{2+\delta}/N^2\}$. Moreover, for any $l \leq N^{1-c}$, we have

\[
\eta \frac{\operatorname{Im} m}{\eta} \sum_{x \in \mathbb{Z}_N^d} |G_{xy}(z)|^2 \prec N^{-2c}W^\delta,
\]

(2.28)

for all $z = E + i\eta$ with $E \in (-2 + \kappa, 2 - \kappa)$ and $\eta = W^{2+\delta}/N^2$.

Recall the Ward’s identity (1.15) for the resolvent entries, by (2.27), we then have

\[
\frac{\eta}{\operatorname{Im} m} \sum_{x} |G_{xy}(z)|^2 = \frac{\operatorname{Im} G_{xy}}{\operatorname{Im} m} = 1 + O(W^{-d/2})
\]

for any $z \in D(\kappa, \delta/2)$. Hence, for all $y$, $(\sqrt{\frac{\eta}{\operatorname{Im} m} G_{xy}})_{x \in \mathbb{Z}_N^d}$ is approximately a unit vector. The estimate (2.28) then means that this column vector of resolvent entries cannot be localized on any scale $l \ll N$.

Proof of Theorem 2.7. Given (2.27) and (2.28) with $\delta > 0$ being an arbitrarily small constant, the proof is exactly the same as the one for [14, Proposition 7.1].

It remains to prove Theorem 2.17. We first record the following local law of $G(z)$ proved in [15, 18]. It will serve as an a priori estimate for the proof of Theorem 2.7.

Theorem 2.18 (Local law). Suppose the Assumption 2.2 holds. For any constants $\kappa, \delta > 0$, we define the spectral domain

\[
D \equiv D(\kappa, \delta) := \{z = E + i\eta : |E| \leq 2 - \kappa, \eta \geq W^{-d+\delta}\}.
\]

(2.29)

Then the following local law holds uniformly in $z \in D(\kappa, \delta)$:

\[
\max_{x,y} |G_{xy}(z) - \delta_{xy}m(z)| \prec (W^d\eta)^{-1/2}.
\]

(2.30)

The following lemma shows that the size of $\|G - M\|_{\max}^2$ is controlled by $\|T\|_{\max}$ with high probability.

Lemma 2.19 (Lemma 2.1 of [5]). Suppose the assumptions of Theorem 2.11 hold. Suppose there is a probability set $\Omega$ such that

\[
1_\Omega \|G - M\|_{\max} \leq N^{-\delta}, \quad 1_\Omega \|T\|_{\max} \leq \Phi^2,
\]

(2.31)

for some constant $\delta > 0$ and some deterministic parameter $W^{-d/2} \leq \Phi \leq N^{-\delta}$. Then for any fixed (small) $\tau > 0$ and (large) $D > 0$,

\[
P(1_\Omega \|G - M\|_{\max} \geq N^{\tau} \Phi) \leq N^{-D}.
\]

(2.32)
To bound the \(T\)-variables, we use the \(T\)-equation as in \((2.19)\):

\[
T_{xy} = T^0_{xy} + \sum_{w} \Theta_{xw} \left( |G_{wy}|^2 - |m|^2 T_{wy} \right), \tag{2.33}
\]

where

\[
\Theta_{xw} := \left( (1 - |m|^2 S)^{-1} S \right)_{xw} = O_{\infty} \left( \frac{1}{N^d \eta} + \frac{1}{W^2 (x - w)^{d-2}} \right). \tag{2.34}
\]

For the second estimate, we prove it in Appendix A. Now we prove Theorem 2.17 using Theorem 2.11.

**Proof of Theorem 2.17.** By Theorem 2.18 and Ward’s identity \((1.15)\), it is easy to see that \((2.23)\) holds with

\[
\Phi = (W^d \eta)^{-1/2}, \quad \Gamma^2 = \eta^{-1}, \tag{2.35}
\]

for any \(z \in D(\kappa, \delta/2)\). For the \(T^0_{xy}\) in \((2.33)\), we can bound it as

\[
T^0_{xy} = (|m|^2 + O_{\infty}(\Phi)) \Theta_{xy}. \tag{2.36}
\]

Then using \((2.34), (2.24)\) and \((2.35)\), we can bound \((2.33)\) as

\[
T_{xy} \prec \left( \frac{1}{N^d \eta} + \frac{1}{W^2} \right) \left( 1 + \frac{\Phi^2}{\eta} \right). \tag{2.37}
\]

For \(z = E + i \eta \in D(\kappa, \delta/2)\) with \(\eta \geq W^{2+\delta}/N^2\), the above estimate gives

\[
T_{xy} \prec W^{-d} + W^{-\delta} \Phi^2
\]

under the conditions \(d \geq 2\) and \((2.16)\). Together with Lemma \((2.19)\), it implies the following self-improving estimate:

\[
\|G - m\|_{max} \prec \Phi \Rightarrow \|G - m\|_{max} \prec W^{-d/2} + W^{-\delta/2}. \tag{2.38}
\]

After \(O(\delta^{-1})\) many iterations of \((2.37)\), we can conclude \((2.27)\).

Then we prove \((2.28)\). We have

\[
\sum_{x : |x - y| \leq l} |G_{xy}|^2 = \sum_{x : |x - y| \leq l} \sum_{w} s_{wx} |G_{xy}|^2 \leq \sum_{w : |w - y| \leq l + C \omega} W \sum_{x : |x - y| \leq l + C \omega} T_{xy} \prec \max_{w} \left( \sum_{x : |x - w| \leq l + C \omega} \Theta_{xw} \right) \left( 1 + \sum_{w : w \neq y} \tilde{b}_w \left( |G_{wy}|^2 - |m|^2 T_{wy} \right) \right)
\]

for some real deterministic coefficients \(\tilde{b}_w\) satisfying \(\max_{x} |\tilde{b}_w| = O(1)\). In the above derivations, we used \((1.1)\) in the first step, \((2.4)\) in the second step, the definition of \(T\) variables \((1.0)\) in the third step, and the \(T\)-equation \((2.33)\) in the last step. We can bound the sum in \((2.38)\) with \((2.24)\) and \((2.35)\). Also with \((2.34)\), it is easy to prove that

\[
\max_{y} \left( \sum_{x : |x - y| \leq l + C \omega} \Theta_{xy} \right) \prec \frac{l^d}{N^d \eta} + \frac{l^2}{W^2}
\]

Thus for \(z = E + i \eta \in D(-2 + \kappa, 2 - \kappa)\) and \(\eta = W^{2+\delta}/N^2\), we have

\[
\sum_{x : |x - y| \leq l} |G_{xy}|^2 \prec \frac{l^2}{W^2} \left( 1 + \frac{\Phi^2}{\eta} \right) \prec \frac{l^2}{W^2} + \frac{l^2}{W^{2+\delta} \eta},
\]

where we used \((2.27)\) in the second step. Then using \((2.16)\), we obtain that for \(\eta = W^{2+\delta}/N^2\),

\[
\frac{\eta}{\Im m} \sum_{x : |x - y| \leq l} |G_{xy}(z)|^2 \prec \eta \frac{l^2}{W^2} + \frac{l^2}{W^{2+\delta}} \prec W^{-2c\delta}
\]

This proves \((2.28)\). \qed
2.4 Basic ideas for the proof. In this subsection, we discuss the basic ideas for the proof of Lemma 2.14 and Lemma 2.15. In the rest of this section, we focus on (2.26), while the proof for (2.25) is actually easier.

We expand the left-hand side of (2.26) as a sum of the products of 2p resolvent entries. In fact, keeping track of the correlations among all the resolvent entries in each large product is rather involved. For this purpose, a convenient graphical tool was developed in [13] to organize the calculation, where the indices are the vertices of the graphs and the resolvent entries are represented by the edges between vertices. Moreover, in this paper all the graphs are rooted graphs, with the root representing the * index. In this paper, we shall extend the arguments in [13] and develop a graphical representation with more structural details. Also as in [13], estimating the high moments requires an unwrapping of the hierarchical correlation structure among several resolvent entries, which will be performed using resolvent expansions in Lemma 5.4 and Lemma 6.1, such as

$$G_{xy} = G^{(x)}_{xy} + \frac{G_{xx}G_{xy}}{G_{\alpha\alpha}}, \quad \alpha \notin \{x, y\}, \quad \text{or} \quad G_{xy} = -G_{xx} \sum_\alpha H_{x\alpha}G^{(x)}_{\alpha y}, \quad x \neq y. \quad (2.39)$$

Here for any $a \in \mathbb{Z}^d_*$, $G^{(a)}$ denotes the resolvent of the $(N^d-1) \times (N^d-1)$ minor of $H$ obtained by removing the $a$-th row and column (see Definition 3.1 below). The resolvent expansions are represented by graph expansions, i.e. expanding a graph into a linear combination of several new graphs. For example, applying the first expansion in (2.39) to the $G_{xy}$ edge in a graph gives two new graphs, where in one of them the $G_{xy}$ edge is replaced by the two edges $G_{x\alpha}$ and $G_{\alpha y}$. For the second expansion in (2.39), we will create a new vertex $\alpha$ in the graph, which is in the $W$-neighborhood of $x$.

Comparing (1.13) with (1.14) or (2.26), one can notice that we essentially replace the $N^d\Phi^2$ factor with the $\Gamma^2$ factor in (1.14). The origin of these two factors is as following. In the high moments calculation, terms like

$$\sum_x c_x G_{xy_1}G_{xy_2} \quad \text{or} \quad \sum_x c_x G_{xy_1}G_{xy_2}, \quad c_x = O(1), \quad (2.40)$$

will appear in the expressions. The authors in [13] bounded them by $N^d\Phi^2$, which is not good enough when we consider band matrices (although it is sharp for mean-field random matrices with $W = N$). Instead, we shall use the better estimate

$$\sum_x |G_{xy_1}G_{xy_2}| \propto \Gamma^2 \quad (2.41)$$

by the second estimate in (2.23) and Cauchy-Schwarz inequality. This is the very origin of the $\Gamma^2$ factor in (2.26). In the rest of this subsection, we discuss the main difficulties and the new ideas to resolve them. In particular, the graphical tool plays an essential role in our approach.

2.4.1 The nested property

In order to apply the bound $\Gamma^2$ to the expressions as in (2.41), the order of the summation is important. For example, using (2.41) we can bound the following sum as

$$\sum_{x_1,x_2,x_3} |G_{x_1}G_{x_1x_2}G_{x_1x_2}G_{x_2x_3}| = \sum_{x_2} |G_{x_2}|^2 \sum_{x_1} |G_{x_1}G_{x_1x_2}| \sum_{x_3} |G_{x_1x_2}G_{x_2x_3}| \propto \Gamma^2 \sum_{x_2} |G_{x_2}|^2 \sum_{x_1} |G_{x_1}G_{x_1x_2}| \propto \Gamma^2 \sum_{x_2} |G_{x_2}|^2 \propto \Gamma^6. \quad (2.42)$$

However, in some cases, we may not be able to find such a summation order to get enough number of $\Gamma$ factors. For example, the following sum is also an average of the product of 6 resolvent entries, but we can only get

$$\sum_{x_1,x_2,x_3} |G_{x_1}G_{x_1x_2}G_{x_1x_2}G_{x_2x_3}G_{x_2x_3}G_{x_3}| = \sum_{x_3} |G_{x_3}| \sum_{x_2} |G_{x_2}G_{x_2x_3}| \sum_{x_1} |G_{x_1}G_{x_1x_2}G_{x_1x_2}| \propto \Gamma^4 \Phi \sum_{x_3} |G_{x_3}| \sum_{x_2} |G_{x_2}G_{x_2x_3}| \propto \Gamma^4 \Phi \sum_{x_3} |G_{x_3}| \propto \Gamma^6(N^{d/2}\Phi), \quad (2.43)$$

using (2.41) and (2.23), where one $\Gamma$ factor is replaced by a $N^{d/2}\Phi$ factor. (Note that we get the same bound if we sum over $x_2$ or $x_3$ first.) This example shows that in general, we are not guaranteed to get enough
number of $\Gamma$ factors in the high moment estimate if the indices of some expression do not satisfy the following well-nested property. Given an average of certain product of resolvent entries over free indices $x_1, \ldots, x_p$, we shall say that these indices are well-nested if there exists a partial order $* \preceq x_i \preceq \cdots \preceq x_p$ such that for each $1 \leq k \leq p$, there exist at least two resolvent entries that have pairs of indices $(x_{i_k}, x_{\alpha_k})$ and $(x_{i_k}, x_{\beta_k})$ with $x_{\alpha_k}, x_{\beta_k} \preceq x_{i_k}$. (Here "$\preceq$" means a partial order, not the stochastic domination.) Note that if the indices are well-nested, then one can sum according to the order $x_{i_p} \to \cdots \to x_{i_1}$ to get a $\Gamma^{2p}$ factor. In our proof, we always start with expressions with well-nested indices. However, after several resolvent expansions, it will be written as a linear combination of much more complicated averages of monomials of resolvent entries. It is often very hard to check that the indices in the new expressions are also well-nested. This is one of the main difficulties in our proof.

To resolve the above difficulty, we try to explore some property that guarantees well-nested summation indices and, at the same time, is robust under the resolvent expansions. In terms of the graphical language, the well-nested property of indices is translated into a structural property of the graphs, which we shall call the ordered nested property. Suppose we want to estimate the $p$-th moment in (2.26). After some (necessary) resolvent expansions, we will have graphs containing vertices $\{x_1, \ldots, x_p, *\}$. Roughly speaking, a graph $G$ has ordered nested property if its vertices $\{x_1, \ldots, x_p, *\}$ can be partially ordered in a way

$$
* \preceq x_i \preceq x_{i_2} \preceq \cdots \preceq x_{i_p}
$$

(2.44)

such that each of the vertex $x_{i_k}$, $1 \leq k \leq p$, has at least two edges connecting to the preceding atoms (here we say $a$ precedes $b$ if $a < b$). For example, the left graph in Fig. 1 corresponding to (2.42) has ordered nested property, while the right graph in Fig. 1 corresponding to (2.43) does not.
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Figure 1: The left graph represents (2.42) and satisfies the ordered nested property with the order $* \preceq x_2 \preceq x_1 \preceq x_3$. The right graph represents (2.43) and does not satisfy the ordered nested property.

Suppose a graph satisfies the ordered nested property with (2.44), then one can sum over the vertices according to the order $\sum x_{i_1}, \sum x_{i_2}, \ldots, \sum x_{i_p}$. If the graph contains $2p+s$ edges, then $2p$ of them will be used in the above sum to give a $\Gamma^{2p}$ factor while the rest of the $s$ edges will be bounded by $\Phi^*$. However, the ordered nested property is hard to track under graph expansions, especially because the order of the vertices will change completely after each expansion. Fortunately, we find that the ordered nested property is implied by a stronger but more trackable structural property of graphs, which we shall call the independently path-connected (IPC) nested property. A graph $G$ with vertices $\{x_1, \ldots, x_p, *\}$ is said to satisfy the IPC nested property (or has the IPC nested structure) if for each vertex, there are at least 2 separated paths connecting it to $*$, and the edges used in these 2p paths are all distinct. One can show with pigeonhole principle that a graph with IPC nested structure always satisfies the ordered nested property. For example, the graphs in Fig. 1 do not satisfy the IPC nested property. On the other hand, the graphs in Fig. 2 have IPC nested structures and one can see that the vertices can be ordered as $* \preceq x_2 \preceq x_1$.

In the proof, we always start with graphs with IPC nested structures. The main reason we introduce this stronger concept is that compared with the ordered nested property, it is much easier to check that the IPC nested property is preserved under resolvent expansions. Here the IPC nested property is preserved in the sense that if the original graph has IPC nested structure, then all the new graphs appeared in the resolvent expansions also have IPC nested structures. This in fact follows from a simple observation that, in resolvent expansions, we always replace an edge between vertices, say, $\alpha$ and $\beta$ with a path between the same two vertices $\alpha$ and $\beta$. In particular, the path connectivity from any vertex to the $*$ vertex is unchanged. Hence we are almost guaranteed to have the IPC nested property (which implies the ordered nested property) at each step of our proof. However, we need to be very careful during the proof since the graph operations other
than resolvent expansions may break the IPC nested structure, and this brings a lot of technical difficulties to our proof as we will see in Section 2.4.3.

2.4.2 Two-level structures

In estimating the $p$-th moment in (2.26), the initial graph will contain $p$ free indices, say $\{x_1, \ldots, x_p\}$. However, in some resolvent expansions, we will add new vertices to the new graphs, such as the new vertex $\star$. This follows from a standard large deviation estimate; see the proof for (3.15). It then motivates us to organize the graphs according to certain subclasses of vertices. More specifically, we shall call the indices $\alpha$ in the second expansion in (2.39) the free indices, say $\{x_1, \ldots, x_p\}$, and the one on the molecular level (i.e., on the graph where each molecule is regarded as one vertex). We shall call the indices $\tau > 0$ the important $\Psi$ variables is that they provide 

Figure 2: The left graph represents $|G_{x_1\star}|^2|G_{x_2\star}|^2$. We apply the first resolvent expansion in (2.39) to $G_{x_1\star}$ and draw one of the new graphs on the right, where the $G_{x_1\star}$ edge is replaced by two edges $G_{x_1 x_2} G_{x_2 \star}$, which still constitute a path from $x_1$ to $\star$. Here we omitted the $G_{x_2 x_2}$ factor in the second graph.

...
• by (2.46), for all the off-diagonal edges with one end in molecule \([x_i]\) and one end in molecule \([x_j]\), they can be bounded by the same \(\Psi_{x_ix_j}\) variable;

• the path connectivity from any molecule to the \(\star\) vertex on the molecular level is preserved under resolvent expansions (since in each expansion, we replace some edge between atoms, say, \(\alpha\) and \(\beta\), with a new path between two atoms in the same molecules as \(\alpha\) and \(\beta\)).

These facts together with (2.45) make the molecular graphs and the \(\Psi\) variables particularly suitable for defining the IPC nested property. That is, for a general graph, we say it satisfies the IPC nested property if the molecular graph with vertices \([x_i]\), \(i = 1, \ldots, p\), has this property. For this reason, we shall say that the IPC nested structure is an inter-molecule structure. For example, the molecular graph in Fig. 3 satisfies the IPC nested property. Now following the arguments in Section 2.4.1 as long as we keep the IPC nested structure of the molecular graphs, we can bound the inter-molecule edges by \(\Psi\) variables, sum over the free indices according to the nested order, and apply the second bound in (2.45) to get the desired factor \(\Gamma^{2p}\) in the \(p\)-th moment estimate.

Figure 3: Given a graph with two free atoms \(x_1, x_2\) and an atom \(\beta\) in the \(W\)-neighborhood of \(x_2\), we perform the second resolvent expansion in (2.39) to the edge \(G_{x_2\star}\) and get the middle graph, where we create a new atom \(\alpha\) in the \(W\)-neighborhood of \(x_2\). We group \(x_2\), \(\alpha\) and \(\beta\) into a single molecule \([x_2]\) := \(\{x_2, \alpha, \beta\}\), i.e. the part inside the pentagon. The middle graph has a two-level structure, where we draw the molecular graph with molecules \([x_1]\) and \([x_2]\) on the top, and the structure inside the molecule \([x_2]\) (i.e. the inner-molecule structure) on the bottom. Again we have omitted some details in the graphs, such as the \(G_{xx}\) and \(H_{x\alpha}\) factors.

Given the above definition, it is easy to check that the IPC nested property on the molecular graphs are preserved under resolvent expansions. Moreover, the above view of point of “two-level structure” will also facilitate our following proof. In fact, besides the \(\Gamma^2\) factors from the IPC nested structure, we still need to extract enough number of \(\Phi\) factors. Roughly speaking, we will adopt the idea in [13], which has led to the two extra \(\Phi\) factors in (1.13) besides the factor \(N^d\Phi^2\). The approach in [13] allows one to divide the graph into smaller subgraphs and bound each part separately. This is possible because only the total number of off-diagonal edges (i.e. the \(\Phi\) factors) in the graph matters. But the same approach cannot be applied to our proof, because we need to maintain the IPC nested structure of the graph as a whole. As a result, some manipulations of the graphs in [13] that can destroy the IPC nested structure are not allowed. Instead, we shall organize our proof according to the two-level structure: the inter-molecule structure, and the inner-molecule structures (i.e. the subgraphs inside the molecules). In the proof, the inter-molecule structure are only allowed to be changed through resolvent expansions, since we need to keep the IPC nested property. We will show that the inter-molecule structures of the graphs only provide a \(\Gamma^2\Phi\) factor in (1.14). On the other hand, the rest of the \(\Phi\) factor will come from graph operations which may change the inner-molecule structures but preserve the IPC nested structures. This will be discussed in detail in next section.

2.4.3 The role of \(Q_x\)’s

In this subsection, we discuss the basics idea to obtain the \(\Phi^2\) factor. The mechanism for this improvement was first discovered in [13], and it has played an essential role in the study of random band matrices in [14].
So far in the discussion, we have ignored the $Q_x$’s in (2.26). In fact, to bound the left-hand side of (2.26), we need to estimate averages of the following form

$$\mathbb{E} \sum_x c_x \mathcal{G}(x), \quad x := (x_1, \ldots, x_p), \quad c_x = O(1), \quad \mathcal{G}(x) := \prod_{i=1}^p Q_{x_i}(\mathcal{G}_{x_i}),$$

where $\mathcal{G}_{x_i}$ denotes the part of the expression obtained from the resolvent expansions of $|G_{x_i}|^2$. We will use colors to represent the $Q_x$’s in graphs, i.e. we associate to all the components in $\mathcal{G}_{x_i}$ a color called “$Q_{x_i}$.” To avoid ambiguity in the graphical expressions, we require that every component of the graph has a unique color, in the sense that every component belongs to at most one $Q_x$ group. In Fig. 4 we give an example of a colorful graph.
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Figure 4: We color the graphs in Fig. 2 with colors $Q_{x_1}$ (red) and $Q_{x_2}$ (green). The left graph now represents $Q_{x_1}(|G_{x_1}|^2)Q_{x_2}(|G_{x_2}|^2)$, and the right graph represents $Q_{x_1}(G_{x_1\times x_2}G_{x_2\times x_2}G_{x_1\times x_1})Q_{x_2}(|G_{x_2}|^2)$, where we did not draw the $G_{x_1\times x_2}$ factor.

The idea of using averaging over $Q_x()$ terms to get an extra $\Phi$ factor is central in (20) and subsequently used in the proofs of fluctuation averaging results of many other works, e.g. [15,17,19,26]. In these papers, the authors studied the specific quantity $\sum_x b_x Q_x(G^{-1})$, but we can apply the same idea to $\sum_{x \neq x_1} b_x Q_x(G_{x_1}|^2)$. Roughly speaking, we can write the expectation of the product in $\mathcal{G}(x)$ as

$$\mathbb{E} [A_i Q_{x_i}(\mathcal{G}_{x_i})] = \mathbb{E} \left( \left( A_i - A_i^{(x_i)} \right) Q_{x_i}(\mathcal{G}_{x_i}) \right),$$

where $A_i$ is the expression outside $Q_{x_i}$, $A_i^{(x_i)}$ is any expression that is independent of the $x_i$-th row and column of $H$, and we have used $\mathbb{E}_x Q_{x_i}() = 0$ for the equality. It turns out that if $A_i$ does not contain the $x_i$ index, then it is weakly correlated with the $x_i$-th row and column of $H$, and we can choose $A_i^{(x_i)}$ such that the typical size of $(A_i - A_i^{(x_i)})$ is smaller than $A_i$ by a $\Phi$ factor. If $A_i$ contains the $x_i$ atom, then it already contains sufficiently many off-diagonal edges, i.e., $\Phi$ factors, as we need. We can perform the above operations to all the free indices $x_i$, $1 \leq i \leq p$, and obtain an extra $\Phi^p$ factor. As an example, for $p = 2$ and $x_1 \neq x_2$, we can use the first resolvent expansion in (2.39) to write

$$\mathbb{E} \left( Q_{x_1} | G_{x_1} |^2 \right) \left( Q_{x_2} | G_{x_2} |^2 \right)$$

\begin{align*}
= \mathbb{E} Q_{x_1} & \left[ \left( \frac{G_{x_1}^{(x_2)}}{G_{x_1}^{(x_1)} + G_{x_1} G_{x_2}} + \frac{G_{x_2} G_{x_1}^{(x_2)}}{G_{x_2} G_{x_1} + G_{x_2} G_{x_1}} \right) \left( \frac{G_{x_2} G_{x_1}^{(x_2)}}{G_{x_2} G_{x_1} + G_{x_2} G_{x_1}} \right) \right] (Q_{x_2} | G_{x_2} |^2). 
\end{align*}

Thus for $\Gamma_2 = Q_{x_1} | G_{x_1} |^2$, we can choose $\Gamma_2^{(x_2)} = Q_{x_1} | G_{x_1} |^2$ such that $(A_2 - A_2^{(x_2)})$ contains at least one more off-diagonal edge of order $\Phi$ (see the right graph of Fig. 4). In the actual proof, instead of using the free indices, we will use the concept of free molecules, but the main ideas are the same.

The origin of the second $\Phi$ factor is more subtle, and was first identified in [13]. Roughly speaking, it comes from averages of the following form in (2.47):

$$\sum_{\alpha} b_\alpha G_{\alpha \beta_1} G_{\alpha \beta_2}, \quad b_\alpha = O(W^{-d})1([\alpha - x_i] \lesssim W),$$

where $\beta_1, \beta_2$ are atoms outside the molecule $[x_i]$. A key observation of [13] is that $G_{\alpha \beta_1} G_{\alpha \beta_2}$ satisfies the self-consistent equation

$$G_{\alpha \beta_1} G_{\alpha \beta_2} = \sum_{\gamma} (1 - m^2 S)_{\alpha \gamma}^{-1} [Q_{\gamma} (G_{\gamma \beta_1} G_{\gamma \beta_2}) + E_\gamma],$$

(2.51)
where $E$ denotes the error term for each $\gamma$, and it is smaller than the main term by a $\Phi$ factor. For the main terms, we get an average of the form

$$
\sum_{\gamma} c_\gamma' Q_{\gamma} (G_{\gamma \beta_1} G_{\gamma \beta_2}), \quad c_\gamma' = O(W^{-d}) 1 (|\gamma - x_i| \lesssim W),
$$

(2.52)

which leads to another $\Phi$ factor by the argument in the previous paragraph. One main difficulty in applying the above argument to our setting is that, different from [13], we need to maintain the IPC nested property defined in Section 2.4.1 throughout all the operations on the graphs. Roughly speaking, we will see that the above argument works due to the following reasons:

1. The entries $(1 - m^2 S)^{\alpha \gamma}_{\alpha \gamma}$ are negligible for $|\alpha - \gamma| \geq (\log N)^2 W$ (see (2.15)), so we can include $\gamma$ into the molecule $[x_i]$ such that the IPC nested structure of the graph is unchanged after replacing (2.50) with (2.52);

2. Replacing (2.50) with the $E_\gamma$ part also preserves the IPC nested structure;

3. Each free molecule $[x_i]$ contains at least one atom $\alpha$ that is connected with two edges of the form (2.50).

Here (1) and (2) ensure the IPC nested structure of the new graphs, and (3) shows that we can get enough $\Phi$ factors from the free molecules. However, we still have the following technical issues, which make the above argument to be the trickiest part of our proof.

1. We always start with a colorful graph. However, for the above arguments to work, the two edges $G_{\alpha \beta_1} G_{\alpha \beta_2}$ need to be colorless. Thus we first need to remove all the colors (i.e. the $Q_x$’s) from the graphs, i.e. write a colorful graph into a linear combination of colorless graphs.

2. The atom $\alpha$ connected with the two edges $G_{\alpha \beta_1} G_{\alpha \beta_2}$ may be also connected with other edges. Thus we need to perform some operations to get a new graph which contains a (possibly different) atom $\alpha'$ that is connected with only two edges $G_{\alpha' \beta_1} G_{\alpha' \beta_2}$ and is in the same molecule as $\alpha$. We shall call such an atom a simple charged atom.

3. The simple charged atoms in different molecule may share edges. Hence we have to handle them one by one, not as a whole. Moreover, each time we apply the previous argument from (2.50) to (2.52), we need to repeat the processes in (1) and (2) again.

Due to these issues, the operations on the graphs have to be performed one by one in a carefully chosen order. It is worth mentioning that the operations in (i) and (ii), although can be very complicated, are easy to check to preserve the IPC nested structures of the graphs.

Finally, we remark that the above arguments for (2.50) cannot be applied to terms of the form $G_{\alpha \beta_1} G_{\alpha \beta_2}$, since the $(1 - m^2 S)^{-1}$ in (2.51) is well-behaved due to the nonzero imaginary parts of $m$, while $(1 - |m|^2 S)^{-1}$ in the case of $G_{\alpha \beta_1} G_{\alpha \beta_2}$ is not since $|m| = 1 - O(\eta)$.

2.4.4 Summary of the proof

Following the above discussions, our main proof for Lemma 2.14 and Lemma 2.15 consists of the following four steps.

Step 0: Develop a graphical tool which extends the previous ones used in e.g. [13, 15]. This is the content of Section 5.1 and Section 6.1.

Step 1: Starting with the graphs in the high moment calculation, we perform graph expansions, identify the IPC nested structures and obtain the first $\Phi$ factor. This is the content of Sections 5.2, 5.3 and Section 6.2. This step, although contains the main new ideas of this paper as discussed in Sections 2.4.1 and 2.4.2, is actually the relatively easier step of our proof.

Step 2: Remove the colors as discussed in the above item (i). This is the content of Section 6.3.

Step 3: Create simple charged atoms as discussed in the above item (ii). This is the content of Section 6.4.

Step 4: Deal with simple charged atoms using (2.51). This is the content of Section 6.5.
3 Basic tools

The rest of this paper is devoted to proving Lemma 2.14 and Lemma 2.15. In this section, we collect some tools and definitions that will be used in the proof.

Definition 3.1 (Minors). For any $L \times L$ matrix $A$ and $T \subset \{1, \ldots, L\}$, $L \in \mathbb{N}$, we define the minor of the first kind $A^{[T]}$ as the $(L - |T|) \times (L - |T|)$ matrix with

$$(A^{[T]})_{ij} := A_{ij}, \quad i, j \notin T.$$ 

For any $L \times L$ invertible matrix $B$, we define the minor of the second kind $B^{(T)}$ as the $(L - |T|) \times (L - |T|)$ matrix with

$$(B^{(T)})_{ij} = \left((B^{-1})^{[T]}\right)^{-1}_{ij}, \quad i, j \notin T,$$

whenever $(B^{-1})^{[T]}$ is invertible. Note that we keep the names of indices when defining the minors. By definition, for any sets $U, T \subset \{1, \ldots, L\}$, we have

$$(A^{[T]})^{[U]} = A^{[T \cup U]}, \quad (B^{(T)})^{[U]} = B^{(T \cup U)}.$$ 

(3.1)

For convenience, we shall also adopt the convention that for $i \in T$ or $j \in T$,

$$(A^{[T]})_{ij} = 0, \quad (B^{(T)})_{ij} = 0.$$ 

We will abbreviate $(\{a\}) \equiv (a)$, $(\{a\}] \equiv [a]$, $(\{a, b\}) \equiv (ab)$, $(\{a, b\}] \equiv [ab]$ and $\sum_{(T)} := \sum_{x:x \notin T}$.

Remark 3.2. In previous works, e.g. [16, 18], we have used the notation $(\cdot)$ for both the minor of the first kind and the minor of the second kind. Here we try to distinguish between $(\cdot)$ and $[,]$ in order to be more rigorous.

The following identities are easy consequences of the Schur complement formula. The reader can refer to, for example, Lemma 4.2 of [18] and Lemma 6.10 of [16] for the proof.

Lemma 3.3 (Resolvent identities). For any $L \times L$ invertible matrix $B$ and $1 \leq i, j, k \leq L$, we have

$$B_{ij} = B_{ij}^{(k)} + \frac{B_{ik}B_{kj}}{B_{kk}},$$ 

(3.2)

$$\frac{1}{B_{ii}} = \frac{1}{B_{ii}^{(k)}} - \frac{B_{ik}B_{ki}}{B_{ii}B_{kk}^{(k)}},$$ 

(3.3)

and

$$\frac{1}{B_{ii}} = (B^{-1})_{ii} - \sum_{k,i}^{(i)} (B^{-1})_{ik}B_{kl}^{(i)} (B^{-1})_{li}.$$ 

(3.4)

Moreover, for $i \neq j$ we have

$$B_{ij} = -B_{ii} \sum_{k}^{(i)} (B^{-1})_{ik}B_{kj}^{(i)} = -B_{jj} \sum_{k}^{(j)} B_{ik}^{(j)} (B^{-1})_{kj}.$$ 

(3.5)

The above equalities are understood to hold whenever the expressions in them make sense.

Next we introduce the $\Psi$ random variables, which are important control parameters for our proof.

Definition 3.4 (Definition of $\Psi_{xy}$). For any small constant $\tau > 0$, we define positive random variables $\Psi_{xy}$ as

$$|\Psi_{xy}|^2 \equiv |\Psi_{xy}(\tau)|^2 := s_{xy} + \sum_{|x-x'| \leq N^*W} \sum_{|y-y'| \leq N^*W} \frac{1}{W^2}\left(|G_{x'y'}|^2 + |G_{y'x'}|^2\right), \quad x, y \in \mathbb{Z}_N^d.$$ 

Similarly for any $T \subset \{1, \ldots, N\}$, we can define $\Psi^{(T)}$ by replacing the $G$ entries with $G^{(T)}$ entries in the above definition. For simplicity, we will often do not write out $\tau$ explicitly when using the $\Psi$ variables.
Note that $|\Psi_{xy}|$ is a local $L^2$-average of the $G$ entries with indices within an $N^\tau W$-neighborhood of $(x, y)$. The importance of the $\Psi$ variables is that they provide local uniform bounds on the $G$ entries, see $(3.15)$ below.

Since we do not want to keep track of the number of $N^\tau$ factors in our proof, we introduce the following notations. For any non-negative variable $A$, we use $B = O_s(A)$ or $|B| \leq N \Omega(\tau)A$ to mean that $|B| \leq N^{C\tau}A$ for some constant $C > 0$ independent of $\tau$. We use $B \prec \prec A$, $B \prec \prec O_s(A)$ or $B = O_{s, -}(A)$ to mean that $|B| \prec N^{C\tau}A$ for some constant $C > 0$ independent of $\tau$. In particular, $C\tau$ will be a small constant as long as $\tau$ is sufficiently small. Moreover, we denote

$$O_\tau \left( f \{ \{ \Psi \}_{x,y \in \mathbb{Z}_N} \} \right) := O \left( N^{C\tau} f \{ \{ \Psi(\tau) \}_{x,y \in \mathbb{Z}_N} \} \right).$$

where $f$ is a non-negative function of $\Psi$ variables.

We will use the following lemma tacitly in the proof. It can be proved easily using the definition of high probability events.

**Lemma 3.5** (Lemma B.1 of [15]). Given a nonnegative random variable $X$ and a deterministic control parameter $\varphi$ such that $X \leq \varphi$ with high probability. Suppose $\varphi \geq N^{-C}$ and $X \leq N^C$ almost surely for some constant $C > 0$. Then we have for any fixed $n \in \mathbb{N}$,

$$\mathbb{E}X^n = O(\varphi^n), \quad \text{and} \quad \max_x \mathbb{E}_x X \prec \varphi. \quad (3.6)$$

Note that by $(2.21)$, we have the deterministic bound

$$\|G\| \leq \frac{1}{\min_0(\text{Im } z_x)} \leq N^{C_2}. \quad (3.7)$$

This provides a deterministic bound on $X$ required by Lemma 3.5 when $X$ is a polynomial of $G$ entries.

The following lemma gives a large deviation bound that will be used in the proof of Lemma 3.7.

**Lemma 3.6** (Theorem B.1 of [14]). Let $(X_i)_{i=1}^N$ be an independent families of random variables and $(b_i)_{i=1}^N$ be deterministic complex numbers. Suppose all entries $X_i$ satisfy

$$\mathbb{E}X_i = 0, \quad \mathbb{E}|X_i|^2 = 1, \quad (\mathbb{E}|X_i|^p)^{1/p} \leq \mu_p,$$

for all $p$ with some constants $\mu_p$. Then we have

$$\left| \sum_i b_i X_i \right| \prec \left( \sum_i |b_i|^2 \right)^{1/2}. \quad (3.8)$$

We now collect some important properties of $\Psi$ variables in the next lemma. For simplicity, we introduce the following notations: consider a path $x = w_0 \rightarrow w_1 \rightarrow \cdots \rightarrow w_k \rightarrow w_{k+1} = y$ with each edge assigned a weight $\Psi_{w_i, w_{i+1}}$, we shall denote

$$\Psi_{(x, w_1, w_2, \ldots, w_k, y)}(\tau) := \Psi_{xw_1}(\tau)\Psi_{w_1w_2}(\tau)\ldots\Psi_{w_{k-1}w_k}(\tau)\Psi_{w_ky}(\tau). \quad (3.9)$$

In particular, by convention we have $\Psi_{(x, y)}(\tau) = \Psi_{xy}(\tau)$.

**Lemma 3.7.** Fix any sufficiently small constant $\tau > 0$ and any subset $T \subset \mathbb{Z}_N$ with $|T| = O(1)$. Suppose $(2.23)$ holds. Then we have the following statements.

- We have for any $x, y \in \mathbb{Z}_N^d$,

$$\Psi_{xy}(\tau) = \Psi_{yx}(\tau), \quad s_{xy}^{1/2} \leq \Psi_{xy}(\tau) \prec N^{d\tau} \Phi. \quad (3.10)$$

- We have for any $y \in \mathbb{Z}_N^d$,

$$\sum_x |\Psi_{xy}(\tau)|^2 \prec N^{2d\tau} \Gamma^2. \quad (3.11)$$
With the same method, we can also prove that
\[
\max\{|x - x'|, |y - y'|\} \leq CN^\tau W,
\] (3.12)
then we have
\[
\Psi_{xy}(\tau) \leq \Psi_{x'y'}(\tau).
\] (3.13)

If for some constant $C > 0$,
\[
\max\{|x - x'|, |y - y'|\} \leq (\log N)^C W,
\] (3.14)
then we have
\[
1(x \neq y) |G_{xy}| < \Psi_{x'y'}(\tau)
\] (3.15)

If $x, y \not\in \mathbb{T}$ and (3.14) holds, then
\[
|G_{xy}^{(T)} - G_{xy}| < N^d \Psi_{xy}(\tau) + N^d \sum_{k=1}^{[\mathbb{T}]} \sum_{(w_1, w_2, \ldots, w_k) \in \mathcal{P}_x(\mathbb{T})} \Psi_{(x', w_1, w_2, \ldots, w_k, y')}(\tau),
\] (3.16)
where $\mathcal{P}_x(\mathbb{T})$ is the collection of all the $k$ ordered indices in $\mathbb{T}$ and we recall (3.9). The estimates (3.15) and (3.16) also hold if we replace the $\Psi$ variables with the $\Psi^{(x)}$ and $\Psi^{(xy)}$ variables.

For any $\tilde{\tau} \geq \tau + (\log N)^{-1/2}$, we have
\[
\Psi_{xy}^{(T)}(\tau) < N^d \Psi_{xy}(\tilde{\tau}) + N^d \sum_{k=1}^{[\mathbb{T}]} \sum_{(w_1, w_2, \ldots, w_k) \in \mathcal{P}_x(\mathbb{T})} \Psi_{(x, w_1, w_2, \ldots, w_k, y')}(\tilde{\tau}).
\] (3.17)

In particular, it implies that
\[
\Psi_{xy}^{(T)}(\tau) < O_\tau(\Phi), \quad \sum_x |\Psi_{xy}^{(T)}(\tau)|^2 < O_\tau(\Gamma^2).
\] (3.18)

From (3.15), one can see that the $\Psi$ variables serve as local uniform bounds on the $G$ (and $G_{xy}^{(T)}$) entries. Moreover, (3.11) shows that the sum of $|\Psi_{xy}|^2$ over $x$ or $y$ gives the factor $\Gamma^2$ (instead of $N^d \Phi^2$), which is one of the key components of the proof for Lemma 2.14 and Lemma 2.15.

Proof of Lemma 3.7: Using Definition 3.4 and (2.23), one can easily prove (3.10), (3.11) and (3.13). Now we prove (3.15). We first consider the case $T = 0$. Since $\{h_{xw}\}$ entries are independent of the $G^{(xy)}$ entries, then with (3.5) and the large deviation estimate in Lemma 3.6, we get that
\[
|G_{xy}| \leq |G_{xx}| \left( \sum_{w} s_{wx} |G_{wxy}|^2 \right)^{1/2} \leq \left( \sum_{w} s_{wx} |G_{wyy}|^2 \right)^{1/2} \leq N^d \Phi \|G_{xy}\|,
\] (3.19)
where we used $|G_{xx}| \sim 1$ with high probability by (2.23) in the second step. Then with (3.2) and (2.23), we obtain that for $x \neq y$,
\[
\sum_{w} s_{wx} |G_{wxy}|^2 \leq 2 \sum_{w} s_{wx} |G_{wyy}|^2 + 2 \sum_{w} s_{wx} \frac{|G_{wyy} G_{xy}|^2}{|G_{xx}|^2} = 2 \sum_{w} s_{wx} |G_{wyy}|^2 + O_\tau(\Phi^2 |G_{xy}|^2).
\]
Plugging this bound into (3.19), we obtain that
\[
|G_{xy}| \leq \left( \sum_{w} s_{wx} |G_{wyy}|^2 \right)^{1/2} + O_\tau(\Phi |G_{xy}|) \Rightarrow |G_{xy}| \leq \left( \sum_{w} s_{wx} |G_{wyy}|^2 \right)^{1/2}.
\] (3.20)

With the same method, we can also prove that
\[
|G_{xy}| \leq \left( \sum_{w} |G_{xw}^y|^2 s_{wy} \right)^{1/2}, \quad x \neq y,
\] (3.21)
\[ |G_{xy}| \lesssim \left( \sum_{u,v} s_{xu}s_{vy}|G_{uv}|^2 + s_{xy} \right)^{1/2} \lesssim \tau^{x'y'}(\tau), \quad x \neq y, \quad (3.22) \]

Now applying this bound to \( G_{wy} \)'s in (3.20), we obtain that
\[ |G_{xy}| \lesssim \left( \sum_{w} s_{xw}s_{wy}|G_{ww}|^2 + s_{xy} \right)^{1/2} \lesssim \tau^{x'y'}(\tau), \quad x \neq y, \quad (3.23) \]
where the \( s_{xy} \) comes from the diagonal term with \( w = y \) in (3.20), and we used the Definition 3.4 and (3.14) in the second step. Note that applying (3.22) to the \( G_{wy} \) entry in (3.19), we get that
\[ |G_{xy}| \lesssim \left( \sum_{w} s_{xw}s_{wy}|G_{ww}|^2 + s_{xy} \right)^{1/2} \lesssim \tau^{x'y'}(\tau), \quad x \neq y. \]

Similarly, applying (3.21) to the \( G_{wy} \) entry in (3.19), we get that
\[ |G_{xy}| \lesssim \left( \sum_{w} s_{xw}s_{wy}|G_{ww}|^2 + s_{xy} \right)^{1/2} \lesssim \tau^{x'y'}(\tau), \quad x \neq y. \]

Thus we have proved (3.15).

The estimate (3.16) can be proved with mathematical induction in the indices of \( T \). By (3.2), for \( w \notin \{x, y\} \) we have
\[ |G_{xy}^{(w)} - G_{xy}| = \frac{G_{xw}G_{yw}}{|G_{ww}|} \lesssim \tau^{x',y'}(\tau), \]
where in the second step we used (3.15) and \( |G_{x'y'}| \approx 1 \) with high probability due to (2.23). Now suppose for some set \( T \) with \(|T| = O(1)\) and \( w \notin T \), the estimate (3.16) holds. Then we have
\[
|G_{xy}^{(T \cup \{w\})} - G_{xy}| \lesssim |G_{xy}^{(T \cup \{w\})} - G_{xy}^{(T)}| + \sum_{k=1}^{[T]} \sum_{(w_1,\ldots,w_k) \in P_k(T)} \tau^{x',w_1,\ldots,w_k,y'}
= \left| \frac{G_{xw}G_{yw}}{G_{ww}} \right| + \sum_{k=1}^{[T]} \sum_{(w_1,\ldots,w_k) \in P_k(T)} \tau^{x',w_1,\ldots,w_k,y'}
\lesssim \left( |G_{xw}| + \sum_{k=1}^{[T]} \sum_{(w_1,\ldots,w_k) \in P_k(T)} \tau^{x',w_1,\ldots,w_k,w} \right) \left( |G_{wy}| + \sum_{k=1}^{[T]} \sum_{(w_1,\ldots,w_k) \in P_k(T)} \tau^{w,w',\ldots,w',y'} \right)
+ \sum_{k=1}^{[T]+1} \sum_{(w_1,\ldots,w_k) \in P_k(T)} \tau^{x',w_1,\ldots,w_k,y'}
\lesssim \sum_{k=1}^{[T]+1} \sum_{(w_1,\ldots,w_k) \in P_k(T \cup \{w\})} \tau^{x',w_1,\ldots,w_k,y'}. \quad (3.24)
\]

Here in the third step we used (3.15), the induction hypothesis and that \( G_{ww}^{(T)} = m + O(\Phi) \approx 1 \) with high probability. In the last step, for a path of the form \( x' \to w_1 \to \cdots \to w_k \to w \to w_1' \to \cdots \to w_l' \to y' \), we can find the smallest \( 1 \leq i \leq k \) and the largest \( 1 \leq j \leq l \) such that \( w_i = w_j' \), and then we can bound the weights in between as \( \tau^{w_i,w_{i+1},\ldots,w_{i+j},w_j'} \approx 1 \) using (3.10) as long as \( \tau \) is sufficiently small. In other words, we erase all the loops in the path and get a shorter path from \( x' \) to \( y' \) without any loop. This explains the expression in (3.24). Now by induction, we prove (3.16).

Finally, we prove (3.17). With Definition 3.4 we can write
\[
|\tau^{x'y'}(\tau)|^2 = |\tau^{xy}(\tau)|^2 + \sum_{|x-x'| \leq N^\ast W} \sum_{|y-y'| \leq N^\ast W} \frac{1}{W^{2d}} \left( |G_{x'y'}^{(T)}|^2 - |G_{x'y'}|^2 + |G_{x'y'}^{(T)}|^2 - |G_{y'x'}|^2 \right). \quad (3.25)
\]
Now using (3.15) and (3.13), it is easy to show that
\[
|G_{x'y'}| - |G_{x'y'}|^2 + |G_{y'x'}|^2 - |G_{y'x'}|^2
\approx \Psi_{x'y'}(\tau) \sum_{k=1}^{[T]} \sum_{(w_1, \ldots, w_k) \in P_k(T)} \Psi_{(x', w_1, \ldots, w_k, y')}(\tau) + \left( \sum_{k=1}^{[T]} \sum_{(w_1, \ldots, w_k) \in P_k(T)} \Psi_{(x', w_1, \ldots, w_k, y')}(\tau) \right)^2
\approx (\Psi_{xy}(\tilde{\tau}))^2 + \left( \sum_{k=1}^{[T]} \sum_{(w_1, \ldots, w_k) \in P_k(T)} \Psi_{(x, w_1, \ldots, w_k, y)}(\tilde{\tau}) \right)^2.
\]

Together with (3.25), we obtain (3.17). Then (3.18) follows easily from (3.17) using (3.10) and (3.11).

4 Proof of Lemma 2.14

In this section, we prove Lemma 2.14. Our goal is to reduce Lemma 2.14 into another fluctuation averaging lemma—Lemma 4.3, whose proof will be postponed until Section 5.3.

We first prove the following lemma on diagonal resolvent entries.

Lemma 4.1. We define the $Z$ variables as
\[
Z_x := Q_x \left( \sum_{w, v} H_{wx}H_{xv}G_{wv}^{(x)} \right) - H_{xx}.
\]

Under the assumptions of Theorem 2.11 and (2.23), we have that
\[
G_{xx} = M_x + M_x^2 Z_x + O_{\prec}(\Phi^2) \quad \text{and} \quad Z_x = O_{\prec}(\Phi).
\]

Proof. Note that by (3.4), we have $Z_x = -Q_x(G_{xx} - M_x)$. Then by Lemma 3.5 and (3.7), we have
\[
Z_x \prec \Phi.
\]

Now applying (3.4) and (3.2), we get that
\[
1 \over G_{xx} = -z_x - \sum_y s_{xy}G_{yy} - Z_x + O_{\prec}(\Phi^2), \quad x \in \mathbb{Z}_N^d.
\]

With the definition of $M_x$ in (2.9), we then get
\[
G_{xx}^{-1} - M_x^{-1} = - \sum_y s_{xy}(G_{yy} - M_y) - Z_x + O_{\prec}(\Phi^2).
\]

By (2.23), we have $G_{xx}^{-1} - M_x^{-1} = (M_x)^{-2}(M_x - G_{xx}) + O_{\prec}(\Phi^2)$. Then we obtain that
\[
G_{xx} - M_x = M_x^2 \left( \sum_y s_{xy}(G_{yy} - M_y) + Z_x \right) + O_{\prec}(\Phi^2),
\]
which implies
\[
G_{xx} - M_x = \sum_y \left[(1 - M^2S)^{-1}\right]_{xy} M_y^2 Z_y + O_{\prec}(\|1 - M^2S\|_{l^\infty}\|l^\infty\|_l \Phi^2).
\]

By (2.14) and (2.15), we see that with some deterministic coefficients
\[
c_y = O(W^{-d}) \cdot 1 \left( |x - y| \leq (\log N)^2 W \right),
\]
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we can write

$$G_{xx} - M_x = M_x^2 Z_x + \sum_y c_y Z_y + O_x(\Phi^2).$$

For the second term on the right-hand side, we can apply the fluctuation averaging results in [15, Theorem 4.6] to get

$$\sum_y c_y Z_y = O_x(\Phi^2).$$

This completes the proof of Lemma 4.1.

Now we start proving Lemma 2.14. Our goal for the rest of this section is to reduce Lemma 2.14 into Lemma 4.3 whose proof is postponed until Section 4.3. Fix any $x \neq \ast$. Recall (4.1), we can write $G_{xx}$ as

$$G_{xx} = -G_{xx} \sum_w (x) H_{xw} G_{w\ast}.$$  \tag{4.3}

With the assumption (2.2) and (4.1), we know that

$$G_{xx} \sim 1, \quad 1(w \neq x) G_{xw} \prec \Phi, \quad w.h.p. \tag{4.4}$$

Then using (3.15), (3.17) and (4.3), we get that for any fixed $0 < \tau' < \tau$,

$$\sum_w (x) H_{xw} G_{w\ast} \prec \Psi_{x\ast}(\tau') \prec O_\tau(\Psi_{x\ast}(\tau)), \quad \text{and} \quad \sum_w (x) H_{xw} G_{w\ast} \prec \Psi_{x\ast}(\tau). \tag{4.5}$$

On the other hand, we have the trivial bound (3.7) on the “bad event” with small probability. Note that $\Psi_{x\ast}(\tau')$ is independent of the $H$ entries in $x$-th row and column. Then plugging (4.1), (4.4) and (4.5) into (4.3) and using (3.6), we get that

$$E_x |G_{x\ast}|^2 = |M_x|^2 \sum_w (x) s_{xw} |G_{w\ast}|^2 + 2|M_x|^2 \Re \left( M_x E_x \left( Z_x \sum_{w, w'} (x) H_{xw} H_{xw'} G_{w\ast} G_{w'\ast} \right) \right) + O_x \left( \Phi^2(\Psi_{x\ast}(\tau'))^2 \right)$$

$$= |M_x|^2 \sum_w (x) s_{xw} |G_{w\ast}|^2 + 2|M_x|^2 \Re \left( M_x E_x \left( Z_x \sum_{w, w'} (x) H_{xw} H_{xw'} G_{w\ast} G_{w'\ast} \right) \right) + O_\tau(\Phi^2 \Psi_{x\ast}(\tau)). \tag{4.6}$$

Next we apply (3.2) to $G_{w\ast}$ in the first term on the right-hand side of (4.6), i.e.,

$$G_{w\ast} = G_{wz} G_{xz}.$$ \tag{4.7}

Since $|x - w| + |x - w'| = O(W)$ in (4.6), using (3.15)-(3.17) we get that

$$|G_{w\ast}| + |G_{w'\ast}| + |G_{xz}| \prec \Psi_{x\ast}(\tau') \prec O_\tau(\Psi_{x\ast}(\tau)). \tag{4.8}$$

Then with (4.4), we obtain that with high probability,

$$E_x |G_{x\ast}|^2 = |M_x|^2 \sum_w (x) s_{xw} |G_{w\ast}|^2 - 2 \Re \left( M_x \sum_w (x) s_{xw} G_{w\ast} G_{xz} \right)$$

$$+ 2|M_x|^2 \Re \left( M_x E_x \left( Z_x \sum_{w, w'} (x) H_{xw} H_{xw'} G_{w\ast} G_{w'\ast} \right) \right) + O_\tau(\Phi^2 \Psi_{x\ast}(\tau)). \tag{4.9}$$

Here for the term in the second line, using the definition of $Z_x$ we have that

$$E_x Z_x \sum_{w, w'} (x) H_{xw} H_{xw'} G_{w\ast} G_{w'\ast} = E_x \sum_{w, w'} (x) H_{xw_1} H_{xw_2} G_{w_1\ast} G_{w_2\ast} (H_{xw_3} H_{xw_4} - \delta_{w_3 w_4} s_{xw_3}) G_{w_3 w_4}$$

$$- E_x H_{xx} \sum_{w_1, w_2} (x) H_{xw_1} H_{xw_2} G_{w_1\ast} G_{w_2\ast}. \tag{4.10}$$
Recall that for any \( w \in \mathbb{Z}_N^d \), \( H_{xw} \) is independent of \( G^{(x)} \) and \( \mathbb{E}H_{xw} = 0 \). Then we see that the second line of (4.10) vanishes. For the first line, it is easy to calculate

\[
\mathbb{E}_x H_{xw_1} H_{xw_2} (H_{xw_3} H_{xw_4} - \delta_{w_3w_4}s_{xw_3}),
\]

which is non-zero only when each \( w \) index appears at least twice and all of the indices are in the \( W \)-neighborhood of \( x \). Together with (3.15) and (3.16), we obtain that

\[
\text{(4.10)} = O_{\prec}(W^{-d}\Psi_{x*}^2) + 2 \sum_{w \neq w'} s_{xw}s_{xw'}G_{w*w'}^xG_{w*w'}^{x*}. \tag{4.10}
\]

Again using (3.2), we can write each \( G^{(x)} \) entry as a combination of the \( G \) entry with an error term as in (4.7). Together with the bounds in (4.8), we obtain that

\[
\text{(4.10)} = O_{\prec}(\Psi^2\Psi_{x*}^2) + 2 \sum_{w \neq w'} s_{xw}s_{xw'}G_{w*w'}G_{w*w'}^x. \tag{4.11}
\]

Plugging into (4.9) and then using (1.6) and (3.11), we obtain that \( w,h.p., \)

\[
\sum_{x \neq *} b_x (\mathbb{E}_x |G_{x*}|^2 - |M_x|^2T_{x*}) = -2 \sum_{x \neq *} b_x \text{Re} \left( M_x \sum_{x}^{(w)} s_{xw}G_{w*x}G_{x*w}^x \right) + 4 \sum_{x \neq *} |M_x|^2 \text{Re} \left( M_x \sum_{w \neq w'}^{(x)} s_{xw}s_{xw'}G_{w*w'}G_{w*w'}^x \right) + O_{\tau,\prec}(\Gamma^2\Phi^2).
\]

The contribution of the terms with \( w \) or \( w' \) equal to \( * \) can be easily bounded by \( O_{\prec}(W^{-d}\Gamma^2) \). Then we can write

\[
\sum_{x \neq *} b_x (\mathbb{E}_x |G_{x*}|^2 - |m|^2T_{x*}) = \text{Re} \left( \sum_{x,w:w \neq w}^{(*)} c_{xw}G_{w*x}G_{w*x} \right) + O_{\tau,\prec}(\Gamma^2\Phi^2)
\]

for some deterministic coefficients \( c_{xw} \) satisfying

\[
c_{xw} = O(W^{-d})1_{|x-w|=O((\log N)^2W)}.
\]

(Here we have used \( O((\log N)^2W) \) instead of \( O(W) \) due to the Lemma 4.2 below.) Therefore, to prove Lemma 2.14 it suffices to prove that

\[
\sum_{x,w:x \neq w}^{(*)} c_{xw} (G_{w*x}G_{w*x}) = O_{\tau,\prec}((1 + \Gamma^2\Phi^2). \tag{4.12}
\]

In fact, the \( G_{w*w} \) term can be written as a linear combination of \( Q_{w} \) terms as in the following lemma.

**Lemma 4.2.** Under the assumptions of Lemma 2.14 for \( w, w' \in \mathbb{Z}_N^d \setminus \{x\} \), we have

\[
G_{xw}G_{xw'} = Q_x(G_{xw}G_{xw'}) + \sum_{y:y \neq w, w'} d_{xy}Q_y(G_{yw}G_{yw'}) + O_{\prec}(\Psi_{xw}\Psi_{xw'}\Phi + W^{-d}\Psi_{ww'} + W^{-d}\delta_{ww'}), \tag{4.13}
\]

for some deterministic coefficients \( d_{xy} = O(W^{-d})1_{|x-y| = O((\log N)^2W)} \).

**Proof.** By (3.5), since \( x, w \) and \( w' \) are all different, we can write

\[
\mathbb{E}_x G_{xw}G_{xw'} = \mathbb{E}_x G_{xw}^2 \sum_{x'} H_{xw}H_{xw'}G_{x*}^{(x)}G_{x*}^{(x)} = M_x^2 \sum_{x} s_{xw}G_{\alpha w}^xG_{\alpha w}^{x} + O_{\prec}(\Psi_{xw}\Psi_{xw'}\Phi), \tag{4.14}
\]
where we used (4.4) and (4.5) in the second step. Furthermore, with (3.11), (3.13), and (3.15), we get

\[ \mathbb{E}_x G_{xw} G_{xw'} = M_x^2 \sum_\alpha s_{x\alpha} G_{\alpha w} G_{\alpha w'} + O_\prec (\Psi_{xw} \Psi_{xw'} \Phi). \]

Hence, for all \( x \neq w, w' \), we have

\[ G_{xw} G_{xw'} = M_x^2 \sum_\alpha s_{x\alpha} G_{\alpha w} G_{\alpha w'} + Q_x (G_{xw} G_{xw'}) + O_\prec (\Psi_{xw} \Psi_{xw'} \Phi). \]

For \( x = w \), we can write \( w.h.p. \),

\[ G_{ww} G_{ww'} = m^2 \sum_\alpha s_{w\alpha} G_{\alpha w} G_{\alpha w'} + \left( G_{ww} G_{ww'} - m^2 \sum_\alpha s_{w\alpha} G_{\alpha w} G_{\alpha w'} \right) \]

\[ = m^2 \sum_\alpha s_{xw} G_{\alpha w} G_{\alpha w'} + O_\prec (\Psi_{ww'} + \delta_{ww'}), \]

and we have a similar expression for the \( x = w' \) case. Therefore, we get a vector equation for \( (G_{xw} G_{xw'} : x \in \mathbb{Z}_N^2 \) ), which gives that

\[ G_{xw} G_{xw'} = \sum_{y, y \neq w, w'} \left[ (1 - M^2 S)^{-1} \right]_{xy} \left[ Q_y (G_{yw} G_{yw'}) + O_\prec (\Psi_{yw} \Psi_{yw'} \Phi) \right] \]

\[ + O_\prec \left( \left| (1 - M^2 S)^{-1} \right|_{xy} \Psi_{ww'} + \left| (1 - M^2 S)^{-1} \right|_{ww'} + \left| (1 - M^2 S)^{-1} \right|_{ww'} \delta_{ww'} \right). \]

Using (2.15) and (3.13), we conclude (4.13). \( \square \)

By Lemma 4.2, we know that for some deterministic coefficients \( \tilde{c}_{xy} = O(W^{-d}) 1_{|x-y| \leq 2 \log N})^2 W, \)

\[ \sum_{x, w, x \neq w} c_{xw} \left( G_{w*} G_{wz} \right) \overline{G}_{xz} = \sum_{x, w, x \neq w} \tilde{c}_{xw} Q_w \left( G_{w*} G_{wz} \right) \overline{G}_{xz} + \sum_{x, w, x \neq w}^{(*)} c_{xw} O_\prec \left( \Psi_{ww} \Phi^2 \Psi_{xx} + W^{-d} \Psi_w^2 \right) \]

\[ = \sum_{x, w, x \neq w}^{(*)} \tilde{c}_{xw} Q_w \left( G_{w*} G_{wz} \right) \overline{G}_{xz} + O_{\tau, \prec} (\Gamma^2 \Phi^2), \]

where we used (3.11) and \( \Phi^2 \geq W^{-d} \) in the second step. Furthermore, with the resolvent expansion (3.2), we get that for distinct \( x, w \) and \( * \),

\[ Q_w \left( G_{w*} G_{wz} \right) \overline{G}_{xz} = Q_w \left( G_{w*} G_{wz} \overline{G}_{xz} \right) - Q_w \left( G_{w*} G_{wz} \frac{G_{wz} G_{w*}}{G_{ww}} \right) + Q_w \left( G_{w*} G_{wz} \frac{G_{wz} G_{w*}}{G_{ww}} \right). \]

With (3.15), we get that for any fixed \( 0 < t' < \tau, \)

\[ G_{w*} G_{wz} \prec \Psi_{w*}^{(w)} (t') \Phi, \quad \frac{G_{wz} G_{w*}}{G_{ww}} \prec \Psi_{w*}^{(w)} (t') \Phi. \]

Since these bounds are independent of the \( H \) entries in \( w \)-th row and column, using \( |Q_w (\cdot)| = |\cdot| + |E_w(\cdot)| \) and (3.6), we obtain that

\[ Q_w \left( G_{w*} G_{wz} \right) \overline{G}_{xz} = Q_w \left( G_{w*} G_{wz} \overline{G}_{xz} \right) + O_\prec \left( \left( \Psi_{w*}^{(w)} (t') \right)^2 \Phi^2 \right) = Q_w \left( G_{w*} G_{wz} \overline{G}_{xz} \right) + O_{\tau, \prec} \left( \Psi_{w*}^{(w)} (t') \Phi^2 \right), \]

where we used (3.17) in the second step. The last term then gives \( O_{\tau, \prec} (\Gamma^2 \Phi^2) \) when summing over \( \tilde{c}_{xw} \) by (3.11). Hence to prove Lemma 2.14, it suffices to prove the following lemma.

**Lemma 4.3.** Suppose the assumptions of Lemma 2.14 hold, and \( c_{x_\alpha} \) are deterministic coefficients satisfying

\[ c_{x_\alpha} = O(W^{-d}) 1_{|x-\alpha| = O((\log N)^2 W)}. \]

Then for any fixed (large) \( p \in 2\mathbb{N} \) and (small) \( \tau > 0 \), we have

\[ \mathbb{E} \left| \sum x, c_{x_\alpha} Q_x \left( G_{x_\alpha} G_{\alpha x} \overline{G}_{\alpha x} \right) \right|^p \leq \left( N^\tau \Gamma^2 \Phi^2 \right)^p. \]

(4.16)
Now to finish the proof of Theorem 2.11, it suffices to prove the Lemma 2.15 and Lemma 4.3. To help the reader to follow the main idea of the proof, we start with the following easier lemma. Note that compared with (2.26), (5.1) has one less $\Phi$ factor on the right-hand side.

**Lemma 5.1.** Suppose the assumptions of Theorem 2.11 hold, and $c_x$ are real deterministic coefficients such that $\max_x |c_x| = O(1)$. Then for any fixed $p \in 2\mathbb{N}$ and $\tau > 0$, we have

$$
\mathbb{E} \left| \sum_{x} (\cdot)^{s} c_x Q_x (G_{x*} G_{x*}) \right|^p \leq (N^7 T^2 \Phi)^p.
$$

In the proof of Lemma 2.15 Lemma 4.3 and Lemma 5.1 we use graphical tools, which will be introduced starting from this section. For example, the left-hand side of (5.1) can be written as

$$
\mathbb{E} \sum_{x_1, \ldots, x_p} \left( \prod_{i=1}^{p} c_{x_i} Q_{x_i} (G_{x_i*} G_{x_i*}) \right).
$$

Then we will expand this expression with the resolvent expansions in Lemma 3.3 and the graphical tools will help us to bound the long expressions as discussed in the introduction.

In the rest of this paper, we suppose that the assumptions of Theorem 2.11 hold. In particular, we always assume (2.21)-(2.23), and we will not repeat them again.

### 5.1 Definition of Graph - Part 1

In this subsection, we introduce some basic components of the graphical tools needed to prove Lemma 5.1 and Lemma 4.3.

**Definition 5.2 (Colorless graph).** We consider graphs that contain the following elements.

- **The star atom $\otimes$**: In each graph, there exists at most one star atom, which represents the $\ast$ index.

- **Regular atoms $\circ$**: Any vertex that is not the star atom is called a regular atom (or simply atom).

- **Labelled solid edges**: A solid edge that connects atoms $\alpha$ and $\beta$ represents a $G_{\alpha\beta}$ factor. Each solid edge has the following labels (see the example in (5.3)):
  - a direction, which indicates whether it is $G_{\alpha\beta}$ or $G_{\beta\alpha}$;
  - a charge, which indicates whether it is a $G$ factor or a $G^\ast(\equiv \overline{G})$ factor;
  - an independent set $T$ for the $G(T)$ entry.

  We sometimes ignore the direction, charge and independent set, and denote the edge by $\text{Edge}(\alpha, \beta)$. If we want to emphasize the independent set, then we will write $\text{Edge}^{(T)}(\alpha, \beta)$.

- **Weights $\Delta$**: A weight at atom $x$ represents a $G_{xx}$ factor or a $(G_{xx})^{-1}$ factor. It is drawn as a solid $\Delta$ in the graph. We will introduce other types of weights later in Section 6.1. Each weight has the following labels (see the example in (5.3)):
  - a flavor, which indicates whether it is a $G$ factor or a $G^{-1}$ factor, and we will use the notations $f_1$ (i.e. flavor 1) for $G$ factors and $f_2$ (i.e. flavor 2) for $G^{-1}$ factors in the graph;
  - a charge, which indicates whether it is a $G$ factor or a $G^\ast(\equiv \overline{G})$ factor;
  - an independent set $T$ for the $G(T)$ or $(G(T))^{-1}$ entry.

  We sometimes ignore the flavor, charge and independent set, and denote the weight by $\text{Weight}(x)$. If we want to emphasize the independent set, then we will write $\text{Weight}^{(T)}(x)$. 

In the definition, we used the word “atom” to illustrate various concepts in a more figurative way. We also remark that a weight is represented by a bubble diagram in the usual graphical language. The following (5.3) gives a simple example of a colorless graph:

\[
\begin{align*}
G_{x_1x_1}G_{x_1x_2}G_{x_2x_2}(G_{x_2x_2}^{-1})^2.
\end{align*}
\]

Here the equality holds in the following sense.

**Values of graphs:** For a graph $G$, we define its value as the product of all the factors represented by its elements. We will almost always identify a graph with its value in the following proof.

To represent the $Q_x$’s in the graphs, we introduce the concept of “colors”. There are $2N^d + 1$ kinds of colors \( \{P_x : x \in Z_N^d\} \cup \{Q_x : x \in Z_N^d\} \cup \{P_\emptyset\} \). Note that $P_x$ and $Q_x$ are related through $Q_x = 1 - P_x$, but we treat them as different colors. Also by convention $P_\emptyset$ is an identity operator.

**Definition 5.3 (Colorful graph).** A colorful graph is a graph with some edges and weights colored with $P_x$’s or $Q_x$’s. Moreover, each edge or weight can have at most one color, and we will regard the “colors” as another type of labels of the edges and weights. For the edges and weights with the same color, we group them together as a product and apply $P_x$ or $Q_x$ on them.

As an example, the following graph has two colors $Q_{x_1}$ and $Q_{x_2}$:

\[
\begin{align*}
Q_{x_2} & \quad \text{STAR} \quad Q_{x_1} \\
X_1 & \quad (w) \quad X_2 & \quad (w) \\
& \quad (v) \quad & \quad (w) \\
& \quad f_1 & \quad f_2 \\
& \quad \star & \quad \star \\
= & \quad Q_{x_2} \left( G_{x_1x_1}G_{x_1x_1}G_{x_1x_1} \right) Q_{x_1} \left( G_{x_2x_2}G_{x_2x_2}G_{x_2x_2} \right) \cdot (5.4)
\end{align*}
\]

With the above graphical notations, we can express the resolvent expansions in (3.2) and (3.3) as graph expansions as in the following lemma. Its proof is obvious.

**Lemma 5.4.** We have $G_{xy} = G_{xy}^{(w)} + G_{xy}G_{ww}G_{ww}^{-1}$, i.e.,

\[
\begin{align*}
& = \quad (w) \\
\begin{array}{c}
\quad x \\
\quad f_1 \\
\quad x
\end{array} & \quad + & \quad \begin{array}{c}
\quad y \\
\quad w \\
\quad f_2
\end{array} \\
\begin{array}{c}
\quad x \\
\quad f_1 \\
\quad x
\end{array} & \quad - & \quad \begin{array}{c}
\quad x \\
\quad f_1 \quad (w) \\
\quad x
\end{array} \\
\begin{array}{c}
\quad x \\
\quad f_2 \\
\quad x
\end{array} & \quad - & \quad \begin{array}{c}
\quad x \\
\quad f_2 \quad (w) \\
\quad x
\end{array} \\
\begin{array}{c}
\quad y \\
\quad w \\
\quad f_2
\end{array} & \quad - & \quad \begin{array}{c}
\quad y \\
\quad w \\
\quad f_2
\end{array}
\end{align*}
\]

We have $(G_{xx})^{-1} = (G_{xx}^{(w)})^{-1} - \frac{G_{xx}G_{xx}G_{xx}^{-1}}{G_{xx}G_{ww}G_{ww}^{-1}}$, i.e.,

\[
\begin{align*}
& = \quad (w) \\
\begin{array}{c}
\quad x \\
\quad f_2 \\
\quad x
\end{array} & \quad - & \quad \begin{array}{c}
\quad x \\
\quad f_2 \quad (w) \\
\quad x
\end{array} \\
\begin{array}{c}
\quad x \\
\quad f_2 \\
\quad x
\end{array} & \quad - & \quad \begin{array}{c}
\quad x \\
\quad f_2 \quad (w) \\
\quad x
\end{array} \\
\begin{array}{c}
\quad f_2 \\
\quad w \\
\quad f_2
\end{array} & \quad - & \quad \begin{array}{c}
\quad f_2 \\
\quad w \\
\quad f_2
\end{array}
\end{align*}
\]
Here the equality in each graph means the equality of the values of the graphs, not the equality in the graphical sense. These expansions preserve colors in the sense that after an resolvent expansion, each new component has the same color as its ancestor (i.e. the component from which it is expanded).

**Remark 5.5.** In (5.5) we have “+” sign, while in (5.6) we have “−” sign. The ± signs are very hard to track, and actually they will not affect our proof. In the proof, we will try to be precise with the signs when we draw some specific graphs. However, when we write or draw a general linear combination of graphs, we will always use the + sign.

**Dashed edges:** In a graph, we use a dashed line connecting atoms \( \alpha \) and \( \beta \) to represent the factor \( \delta_{\alpha \beta} \). For example, we have

\[
\sum_{x_1, x_2} G_{x_1, x_2} G_{x_1, x_2} G_{x_1, x_2}
\]

(5.7)

On the other hand, we use a dashed line with a cross (\( \times \)) to represent the \((1 - \delta_{\alpha \beta})\) factor. The dashed lines and \( \times \)-dashed lines are useful in organizing the summation of indices represented by the regular atoms. For example, we can represent

\[
\sum_{x_1, x_2} G_{x_1, x_2} G_{x_1, x_2} G_{x_1, x_2}
\]

by the graphs

\[
\sum_{x_1, x_2} G_{x_1, x_2} G_{x_1, x_2} G_{x_1, x_2}
\]

(5.8)

For simplicity, in the proof (not in the graph) we will also use the notation \( x \rightarrow \rightarrow \rightarrow \rightarrow y \) (or \( x \rightarrow \rightarrow \rightarrow \rightarrow y \)) to mean that there is a dashed line connecting atoms \( x \) and \( y \) (or there is a \( \times \)-dashed line connecting atoms \( x \) and \( y \)).

**Dashed-line partition:** Given a set of atoms \( \{x_1, x_2, \ldots, x_n\} \). Let \( \mathcal{E}_D \) be a collection of some dashed and \( \times \)-dashed edges between these atoms. We say \( \mathcal{E}_D \) is a dashed-line partition of the atoms \( \{x_1, x_2, \ldots, x_n\} \) if and only if it satisfies the following properties:

- **completeness:** for any \( i \neq j \), there is either a dashed edge or a \( \times \)-dashed edge in \( \mathcal{E}_D \) between atoms \( x_i \) and \( x_j \);
- **self-consistency:** if \( x_i \) and \( x_j \) are connected by a dashed edge in \( \mathcal{E}_D \), and \( x_j \) and \( x_l \) are also connected by a dashed edge in \( \mathcal{E}_D \), then \( x_i \) and \( x_l \) must be connected by a dashed edge in \( \mathcal{E}_D \).

We say \( \mathcal{E}_D \) is a dashed-line partition of a graph \( \mathcal{G} \) if it is a dashed-line partition of all the atoms of graph \( \mathcal{G} \).

For example, in the case \( n = 3 \), we show the five possible dashed-line partitions in (5.9). The partitions with two dashed lines and one \( \times \)-dashed line are not self-consistent.

\[
X_1 \bullet X_2 \bullet X_3 = X_1 \bullet X_2 \bullet X_3 + X_1 \bullet X_2 \bullet X_3 + X_1 \bullet X_2 \bullet X_3
\]

(5.9)
Off-diagonal edges: Let $\mathcal{E}_D$ be a dashed-line partition of a graph $\mathcal{G}$. If a solid edge connects atoms that are not equal under $\mathcal{E}_D$, then we shall call it an off-diagonal edge.

Fully expanded (fully independent): Consider a subset of atoms $\{x_1, x_2, \ldots, x_n\}$ in graph $\mathcal{G}$. Let $\mathcal{E}_D$ be a dashed-line partition of $\mathcal{G}$. Then the restriction of $\mathcal{E}_D$ to $\{x_1, x_2, \ldots, x_n\}$ is a dashed-partition of these atoms.

- We say a solid edge $\text{Edge}(\alpha, \beta)$ is fully expanded (fully independent) with respect to $(\{x_i\}_{i=1}^n, \mathcal{E}_D)$ if its independent set union the end atoms $\{\alpha, \beta\}$ contains the set $\{x_1, x_2, \ldots, x_n\}$ after identification by $\mathcal{E}_D$.
- We say a weight on atom $\alpha$ is fully expanded (fully independent) with respect to $(\{x_i\}_{i=1}^n, \mathcal{E}_D)$ if its independent set union the atom $\{\alpha\}$ contains the set $\{x_1, x_2, \ldots, x_n\}$ after identification by $\mathcal{E}_D$.

As defined above, if a solid edge $C^{(T)}_{\alpha \beta}$ is fully expanded with respect to $(\{x_i\}_{i=1}^n, \mathcal{E}_D)$, then $T$ contains all the $x_i$ atoms which are non-equivalent to $\alpha$ or $\beta$ under $\mathcal{E}_D$. Similar property holds for weights.

Independent of an atom: Given a dashed-line partition $\mathcal{E}_D$ of atoms $\{x_1, x_2, \ldots, x_n\}$, we say that an edge (or a weight) is independent of atom $x_i$ if the independent set of the edge (or the weight) contains an atom that is equivalent to $x_i$ under $\mathcal{E}_D$. In other words, an edge (or a weight) is said to be independent of an atom $x_i$ if it is independent of the $x_i$-th row and column of $H$. Note that if a subgraph $\mathcal{G}$ is independent of atom $x_i$, then we have $P_{x_i} \mathcal{G} = \mathcal{G}$ and $Q_{x_i} \mathcal{G} = 0$.

As discussed in Section 2.4.2, we next define the concept of molecules.

**Definition 5.6 (Molecules and Polymers).** (i) **Molecules:** We partition the set of all the regular atoms into a union of disjoint sets $\mathcal{M}_j$, $j = 1, \ldots, p$. We shall call each $\mathcal{M}_j$ a “molecule” (even though the atoms in $\mathcal{M}_j$ may not be edge-connected). More precisely, the molecules are subsets of atoms that satisfy

\[ \star \notin \bigcup_{j=1}^p \mathcal{M}_j, \quad \{\star\} \cup \left( \bigcup_{j=1}^p \mathcal{M}_j \right) = \{\text{all atoms}\}, \quad \text{and} \quad \mathcal{M}_i \cap \mathcal{M}_j = \emptyset \quad \text{for} \ 1 \leq i < j \leq p. \quad (5.10) \]

(ii) **Polymers:** Let $\mathcal{G}$ be a graph with $p$ molecules such that (5.10) holds. We use the notations

\[ (1) : \mathcal{M}_i \rightarrow \mathcal{M}_j \quad \text{and} \quad (2) : \mathcal{M}_i \rightarrow \star \]

to mean that (1) there is a dashed line connecting an atom in $\mathcal{M}_i$ to an atom in $\mathcal{M}_j$, and (2) there is a dashed line connecting an atom in $\mathcal{M}_i$ to the $\star$ atom. Then we define two subsets of molecules, $\mathcal{P}ol_1(\mathcal{G})$ and $\mathcal{P}ol_2(\mathcal{G})$, called “polymers”. A molecule $\mathcal{M}_i$ belongs to $\mathcal{P}ol_1(\mathcal{G})$ if and only if there exists $\mathcal{M}_{i_1}, \ldots, \mathcal{M}_{i_n}$ such that

\[ \mathcal{M}_i \rightarrow \mathcal{M}_{i_1} \rightarrow \mathcal{M}_{i_2} \rightarrow \cdots \rightarrow \mathcal{M}_{i_n} \rightarrow \star. \]

Simply speaking, $\mathcal{P}ol_1(\mathcal{G})$ consists of all the molecules that are connected to the star atom through a path of dashed lines. A molecule $\mathcal{M}_i$ belongs to $\mathcal{P}ol_2(\mathcal{G})$ if and only if $\mathcal{M}_i \notin \mathcal{P}ol_1(\mathcal{G})$ and there exists another $\mathcal{M}_j \notin \mathcal{P}ol_1(\mathcal{G})$ such that $\mathcal{M}_i \rightarrow \mathcal{M}_j$. In other words, $\mathcal{P}ol_2(\mathcal{G})$ consists of all the molecules that are not in $\mathcal{P}ol_1(\mathcal{G})$ and have at least one dashed line-connected neighborhood.

(iii) **Free molecules:** We say a molecule $\mathcal{M}_i$ is free if and only if $\mathcal{M}_i \notin \mathcal{P}ol_1 \cup \mathcal{P}ol_2$.

For example, in Fig.5 we have

\[ \mathcal{P}ol_1 = \{\mathcal{M}_4, \mathcal{M}_5\}, \quad \mathcal{P}ol_2 = \{\mathcal{M}_3, \mathcal{M}_6, \mathcal{M}_7, \mathcal{M}_8\}. \]

**Degree:** Let $\mathcal{A}$ denote any set of atoms in the graph. We define

\[ \text{deg}(\mathcal{A}) := \# \text{ of solid edges which connect atoms in } \mathcal{A} \text{ and } \mathcal{A}^c, \quad (5.11) \]

i.e., the total number of solid edges which have one ending atom in $\mathcal{A}$ and the other one in $\mathcal{A}^c$. In particular, for any atom $x$, $\text{deg}(x)$ denotes the number of solid edges attached to $x$, and for any molecule $\mathcal{M}_i$, $\text{deg}(\mathcal{M}_i)$ denotes the number of solid edges that connect the atoms in $\mathcal{M}_i$ to the atoms outside the molecule.
Figure 5: We use pentagons to represent the molecules, and we only show the dashed lines between them. The pentagons do not really appear in the graph, and they are only drawn to help to understand the structures.

In the rest of this subsection, we introduce one of the most important graphical properties for the proof—the nested property of molecules.

**Path:** Let $G$ be a graph with molecules $M_i$, $1 \leq i \leq p$, such that (5.10) holds. For some $1 \leq i \leq p$, we say that there is a **path from molecule $M_i$ to $\ast$** if and only if there is a *solid edge path* connecting $M_i$ to $\ast$ in the molecular graph. In other words, the path is defined on the new graph where each molecule is viewed as a vertex.

For example, let $M_1 = \{x_1\}$ and $M_2 = \{x_2, x_3\}$ in the following graph (5.12). Although there is no edge between atoms $x_2$ and $x_3$, there are still 2 separated paths connecting $M_1$ to $\ast$, i.e., through $\text{Edge}(x_1, \ast)$, and through $\text{Edge}(x_1, x_2)$ and $\text{Edge}(x_3, \ast)$. Similarly, it is easy to see that there are 3 separated paths connecting $M_2$ to $\ast$.

**Definition 5.7** (IPC Nested property). For a graph $G$ with molecules $M_i$, $1 \leq i \leq p$, that satisfy (5.10), we say that it satisfies the **independently path-connected (IPC) nested property** if

- for each molecule, there are at least 2 separated (solid edge) paths connecting it to $\ast$;
- the edges used in these 2p paths are all distinct.

If a graph $G$ satisfies the IPC nested property, then we say that it has an **IPC nested structure**.

For example, the graph in (5.12) does not have an IPC nested structure, but the following one does.

The IPC nested property implies the ordered nested property as discussed in the introduction.
**Lemma 5.8** (Ordered nested property). Let $G$ be a graph with a $\ast$ atom and $p$ molecules that satisfy (5.10). Suppose $G$ satisfies the IPC nested property, then it also satisfies the following ordered nested property: for any $t \in \mathbb{N}$, $1 \leq t \leq p$, there exists $\pi = (\pi_1, \pi_2, \ldots, \pi_t) \in S_t$, the permutation group, such that

$$\forall s \leq t, \text{ there exist at least 2 solid edges connecting atoms in } M_{\pi_s} \text{ to atoms in } \{\ast\} \cup (\cup_{t'<s} M_{\pi_{t'}}) \cup (\cup_{t'>t} M_{\pi_{t'}}). \tag{5.14}$$

**Remark 5.9.** Given the first $t$ molecules and $\pi \in S_t$, we can partially order them according to $M_{\pi_1} \preceq M_{\pi_2} \preceq \cdots \preceq M_{\pi_t}$. For the $\ast$ atom and other molecules $M_{\pi_t}$, $t < t' \leq p$, we define the partial order $\ast \preceq M_{\pi_t} \preceq M_{\pi_{t'}}$ such that they are lower bounds of the subset $\{M_1, \ldots, M_t\}$. Then roughly speaking, the ordered nested property means that for any fixed $1 \leq t \leq p$, there exists an order given by $\pi \in S_t$ such that each of the molecule $M_s$, $1 \leq s \leq t$, has at least 2 solid edges connecting to the preceding molecules. Note that $M_s$, $1 \leq s \leq t$, may or may not have solid edges connecting to molecules after it.

**Proof of Lemma 5.8.** A simple application of the pigeonhole principle shows that a graph with IPC nested property can always be rearranged to have the ordered nested property. Here we skip the details and leave it to the reader. \(\square\)

The Fig. 6 gives an example of the ordered nested property with $t = 5$ and $\pi = (2, 4, 3, 5, 1) \in S_5$. Note that the choice of $\pi$ is not unique for the ordered nested property. For example, we can also choose $\pi = (1, 4, 2, 3, 5)$. Given a graph with a large number of vertices, it is usually not easy to check whether the ordered nested property holds or not. To make things worse, after each expansion the order of vertices can be totally different, which makes the ordered nested property hard to track under graph expansions. On the other hand, the IPC nested property is often much easier to track. In particular, the following lemma shows that the IPC nested property is preserved under the resolvent expansions in (5.5) and (5.6). Then Lemma 5.8 guarantees that we have the desired ordered nested structure at each step of the proof.

**Lemma 5.10.** Let $G$ be a graph with $p$ molecules $M_i$, $1 \leq i \leq p$, that satisfy (5.10). Suppose $G$ satisfies the IPC nested property. If we expand an edge or a weight in $G$ using (5.5)-(5.6) and denote the resulting two graphs as $G = G_1 + G_2$, then both $G_1$ and $G_2$ have IPC nested structures.

**Proof.** It follows trivially from the definition of the IPC nested property and the graph expansions in (5.5) and (5.6). In fact, we observe that in the expansions (5.5)-(5.6), we always replace an edge between two atoms with a path between the same two atoms. In particular, the path connectivity from any atom to the $\ast$ atom is unchanged. \(\square\)
5.2 Proof of Lemma 5.1. In this subsection, we prove Lemma 5.1 using the graphical tools introduced in last subsection. It suffices to prove the following bound for (5.2):

\[ \mathbb{E} \sum_{x_1, \ldots, x_p} \left( \prod_{i=1}^{p} c_{x_i} Q_{x_i} \left( G_{x_i} \bar{G}_{x_i} \right) \right) \prec O_{\tau} \left( \Gamma^2 \Phi \right)^p. \]  

(5.15)

Let \( \mathcal{G} \) be the graph that represents

\[ \mathcal{G} = \prod_{i=1}^{p} Q_{x_i} \left( G_{x_i} \bar{G}_{x_i} \right). \]  

(5.16)

For example, in the case \( p = 3 \), we have

Then \( \mathcal{G} \) can be written as the sum of \( \mathcal{E}_D \cdot \mathcal{G} \), where \( \mathcal{E}_D \) ranges over all possible dashed-line partitions of the atoms \( x_1, x_2, \ldots, x_p \). Since there are only \( C_p \) different partitions, where \( C_p \) is a constant depending only on \( p \), we only need to prove that for any fixed \( \mathcal{E}_D \),

\[ \mathbb{E} \sum_{x_1, \ldots, x_p}^{(\ast)} \left( \prod_{i=1}^{p} c_{x_i} \right) \left( \mathcal{E}_D \cdot \mathcal{G} \right) \prec O_{\tau} \left( \Gamma^2 \Phi \right)^p. \]  

(5.18)

Now we expand the edges in \( \mathcal{G} \) using the expansions (5.5) and (5.6) with respect to the \((\{x_i\}_{i=1}^{p}, \mathcal{E}_D)\) as following.

**Expansions with respect to** \((\{x_i\}_{i=1}^{p}, \mathcal{E}_D)\): For a graph \( \mathcal{G} \), if all of its solid edges or weights are already fully expanded with respect to \((\{x_i\}_{i=1}^{p}, \mathcal{E}_D)\), then we stop. Otherwise, we can find a non-fully expanded solid edge \( \text{Edge}(\alpha, \beta) \) or a non-fully expanded weight on atom \( \alpha \). Then there exists a \( x_i, 1 \leq i \leq p \), such that \( x_i \) is not equal to any ending atom \( \alpha, \beta \) of the solid edge (or the atom \( \alpha \) of the weight) and is not equal to any atom in the independent set of the solid edge (or the weight), either. Then we expand this edge \( \text{Edge}(\alpha, \beta) \) (or the weight on atom \( \alpha \)) using (5.5) or (5.6) with \( x_i \) playing the role of the atom \( w \). For instance, for the solid edge representing \( G_{x_i} \) in the graph, the independent set is \( \emptyset \). Hence we only need to find a \( x_i \) atom such that there is a \( x \)-dashed line in \( \mathcal{E}_D \) that connects \( x_i \) and \( x_1 \). If there is no such \( x_i \), then we leave it unchanged. Otherwise, we expand \( G_{x_i} \) with (5.5) as

\[ G_{x_i} = G_{x_i}^{(x_i)} + G_{x_1 x_i} \left( G_{x_1 x_i} \right)^{-1} G_{x_i}. \]  

After an expansion, every old graph is either unchanged or can be written as a linear combination of two new graphs. Then for each new graph, if there exists a non-fully expanded solid edge or weight, we again expand it with respect to some \( x_i \) using (5.5) or (5.6). We keep performing the same process to the newly appeared graphs at each step, and call this process the **expansions with respect to** \((\{x_i\}_{i=1}^{p}, \mathcal{E}_D)\).
following is an example with \( p = 2 \) and two steps of expansions:

\[
\begin{align*}
Q_x1 \quad \text{STAR} \quad Q_x2 \\
\quad \text{STAR} \quad \text{Qx1} \\
\quad \text{STAR} \quad \text{Qx2}
\end{align*}
\]

\[
\begin{align*}
(x_1 & \quad \text{STAR} \quad x_2) \\
\quad & \quad \text{STAR} \quad x_1 \quad x_2 \\
\quad & \quad \text{STAR} \quad x_1 \quad x_2
\end{align*}
\]

Here in the first step, we expanded \( G_{x_1} \) with respect to \( x_2 \) using (5.5), and in the second step we expanded \( (G_{x_2 x_2})^{-1} \) with respect to \( x_1 \) using (5.6). (We also need to expand the first graph in the second row, but we did not draw it for simplicity.) Note that in the second row of (5.19), the leftmost red solid edge is fully expanded, and the red weight in the middle graph is also full expanded.

During the process of expansions with respect to \( \{ \{ x_i \}_{i=1}^p, E_D \} \), it is easy to see that in every step of the expansion, each new graph satisfies one of the following conditions:

- either everything in the new graph is the same as the old graph except that the size of the independent set of some solid edge/weight is increased by one,
- or some solid edge/weight in the old graph is replaced by some other (path of) solid edges and weights in the new graph, and the total number of solid edges are increased at least by one.

By definition, in the latter case, the newly appeared solid edges are all off-diagonal under \( E_D \). Hence every new solid edge provides a factor \( \Phi \), and graphs with sufficiently many off-diagonal edges will be small enough to be considered as error terms.

Now we perform the expansions of the graphs \( E_D \cdot G \) in (5.18) with respect to \( \{ \{ x_i \}_{i=1}^p, E_D \} \). With the above observation, it is easy to show that for any fixed (large) \( M \in \mathbb{N} \), there exists a constant \( K_{M,p} \in \mathbb{N} \) such that after \( K_{M,p} \) steps of expansions the following holds:

\[
E_D \cdot G = \sum_{\gamma} E_D \cdot G_\gamma + \sum_{\gamma'} E_D \cdot G_\gamma^{\text{error}},
\]

(5.20)

where (1) each \( G_\gamma \) is fully expanded with respect to \( \{ \{ x_i \}_{i=1}^p, E_D \} \), (2) each graph \( G_\gamma^{\text{error}} \) contains at least \( M \) off-diagonal edges, and (3) the total number of terms on the right-hand side of (5.20) is bounded by some constant \( C_{M,p} > 0 \). Note that the expansion in (5.20) is not unique, but any expansion with the above properties (1)-(3) will work for our proof.

Since \( M \) can be arbitrary large, to prove (5.18) it suffices to show that for any fixed \( E_D \) and \( \gamma \),

\[
E \sum_{x_1, \ldots, x_p} \left( \prod_{i=1}^p c_{x_i} \right) (E_D \cdot G_\gamma) < O_r (\Gamma^2 \Phi)^p.
\]

(5.21)

For a graph \( E_D \cdot G_\gamma \), we choose the molecules as

\[ M_i = \{ x_i \}, \quad 1 \leq i \leq p. \]

Since \( x_1, \ldots, x_p \neq * \), we have \( \mathcal{Pol}_1 (E_D \cdot G_\gamma) = \emptyset \). Without loss of generality, we assume that

\[
\mathcal{Pol}_2 (E_D \cdot G_\gamma) = \{ M_{t+1}, M_{t+2}, \ldots, M_p \},
\]

(5.22)
for some $0 \leq t \leq p$. Recall that $\mathcal{G}_\gamma$ comes from $\mathcal{G}$, which has the form (5.16). Then by the definition of our expansion process, one can easily see that $\mathcal{G}_\gamma$ has the following form:

$$\mathcal{G}_\gamma = \prod_{i=1}^{p} Q_{x_{i}}(\mathcal{G}_{\gamma,i}) ,$$

(5.23)

where $\mathcal{G}_{\gamma,i}$ denotes the part of the graph coming from the expansions of $G_{x_i} \mathcal{G}_{x_i}$ inside the $Q_{x_{i}}$ in (5.16). (Note that $\mathcal{G}_{\gamma,i}$ is a colorless graph.) Now we pick some $i \neq j$ such that $x_i \neq x_j$, i.e., there is a $\times$-dashed line in $\mathcal{E}_D$ that connects $x_i$ and $x_j$. Since all the edges and weights in $\mathcal{G}_{\gamma,i}$ are fully expanded, if the atom $x_j$ is not visited in $\mathcal{G}_{\gamma,i}$ (i.e., if $x_j$ is not an ending atom of some edge in $\mathcal{G}_{\gamma,i}$), then $x_j$ must be in the independent set of every edge and weight in $\mathcal{G}_{\gamma,i}$. In other words,

atom $x_j$ is not visited in $\mathcal{G}_{\gamma,i} \implies \mathcal{G}_{\gamma,i}$ is independent of the atom $x_j$.

Now for any free molecule $M_j$, $1 \leq j \leq t$, we have $x_j \neq x_i$ for all $i \neq j$. Then we can extend the above statement to get

atom $x_j$ is not visited in $\prod_{i \neq j} \mathcal{G}_{\gamma,i}$

$$\implies \prod_{i \neq j} \mathcal{G}_{\gamma,i}$$

is independent of the atom $x_j$

$$\implies \prod_{i \neq j} Q_{x_{i}}(\mathcal{G}_{\gamma,i})$$

is independent of the atom $x_j$

$$\implies E \mathcal{G}_\gamma = E P_{x_{j}} \mathcal{G}_\gamma = E \left( \prod_{i \neq j} Q_{x_{i}}(\mathcal{G}_{\gamma,i}) \right) \cdot P_{x_{j}} \left( Q_{x_{j}} \mathcal{G}_{\gamma,j} \right) = 0 ,$$

where we used $P_{x_{j}} Q_{x_{j}} = 0$ in the last step. Therefore we only need to consider the graphs in which

for any $j : 1 \leq j \leq t$, atom $x_j$ is visited in $\prod_{i \neq j} \mathcal{G}_{\gamma,i}$.

(5.24)

Now it is instructive to count the number of off-diagonal edges. Recall that initially there are $2p$ off-diagonal edges in $\mathcal{G}$ (see (5.16)), and the newly appeared solid edges during the expansions are all off-diagonal. Therefore, all the solid edges in $\prod_{i=1}^{p} \mathcal{G}_{\gamma,i}$ are off-diagonal, and each of them provides a factor $\Phi$. Note that if the free molecule $M_j$ is visited $\prod_{i \neq j} \mathcal{G}_{\gamma,i}$, then we must have used (5.5) or (5.6) in some step of expansion and picked the graph with at least one more off-diagonal edge. Thus (5.24) implies that we must have at least $t$ more solid edges. This gives that

$$\# \text{ of off-diagonal edges in } \prod_{i=1}^{p} \mathcal{G}_{\gamma,i} \geq 2p + t .$$

(5.25)

These extra $t$ off-diagonal edges are crucial to our proof.

Next we find a high probability bound on the graph $\mathcal{G}_\gamma$ in (5.23). Assume that, ignoring the directions and charges, $\mathcal{G}_\gamma$ consists of some weights and $m$ solid edges

$$\text{Edge}^{(T_i)}(\alpha_i, \beta_i) \quad \text{with color } Q_{x_{i}} \text{ or } P_{x_{i}} , \quad 1 \leq i \leq m ,$$

(5.26)

where some $x_i$ can be $\emptyset$, i.e. some edges are colorless. Then with (3.15), (3.17) and Lemma 3.5 for any fixed constants $0 < \tau' < \tau$, we can bound $\mathcal{G}_\gamma$ as

$$\mathcal{G}_\gamma \preceq \prod_{i=1}^{m} \left( \Psi^{(T_i,x_{i})}_{\alpha_i, \beta_i}(\tau') + \delta_{\alpha_i, \beta_i} \right)$$

$$\preceq O_\tau \left( \prod_{i=1}^{m} \left( \Psi_{\alpha_i, \beta_i}(\tau) + \sum_{k=1}^{\left| T_i \cup \{x_i\} \right|} \sum_{(w_1, \cdots, w_k) \in P(T_i, \cup \{x_i\})} \Psi_{(\alpha_i, w_1, \cdots, w_k, \beta_i)}(\tau') + \delta_{\alpha_i, \beta_i} \right) \right) .$$

(5.27)

Inspired by (5.27), given any dashed-line partition $\mathcal{E}_D$, we define the $\Psi$-graphs of $\mathcal{G}_\gamma$. 
Definition 5.11 (Ψ-graphs). Each Ψ-graph is a colorless graph consists of
- a star atom and regular atoms,
- solid edges without labels, where a solid edge connecting α and β atoms represents a \( \Psi_{\alpha \beta} \) factor if \( \alpha - \chi - \beta \) in \( E_D \) and a factor 1 otherwise,
- dashed edges,
- and no weights.

Moreover, each Ψ-graph is obtained from \( G_\gamma \) by
- removing all the weights,
- replacing each edge in (5.26) with a solid edge path
  \[
  (\alpha_i, w_1, \cdots, w_k, \beta_i) \quad \text{with} \quad (w_1, \cdots, w_k) \in \mathcal{P}_k(T_i \cup \{x_i\}),
  \]  
    \[ (5.28) \]
- removing all the labels including directions, charges, independent sets and colors,
- and keeping all the dashed edges.

Again we define the value of each Ψ-graph as the product of all the factors represented by its elements, and we will always identify a Ψ-graph with its value in the following proof.

Note that from any graph \( G_\gamma \), we can produce multiple Ψ-graphs by choosing different paths (5.28) for the edges in (5.26). Since each independent set contains fewer than \( p \) atoms and there are at most \( C_{M,p} \) many solid edges for some constant \( C_{M,p} > 0 \) (where \( M \) is defined above (5.20)), the number of different Ψ-graphs is bounded by some constant \( C_{M,p} > 0 \). Then we label these graphs as \( \Psi(G_\gamma, E_D, \xi) \). Note that \( \xi \equiv \xi(G_\gamma, E_D) \), and one can also regard it as the label for the paths in (5.28).

Recall that \( G_\gamma \) has \( p \) molecules \( M_i \), \( 1 \leq i \leq p \), with \( M_1, \cdots, M_t \) being free molecules. Then we define the molecules of \( \Psi(G_\gamma, E_D, \xi) \), called Ψ-molecules.

Definition 5.12 (Ψ-molecules). For the non-free molecules of \( G_\gamma \) that are connected through dashed-lines, we combine them into one single molecule in \( \Psi(G_\gamma, E_D, \xi) \) (note that we do not combine atoms). We shall call a Ψ-molecule non-free if it is connected to the \( * \) atom through a dashed line; otherwise we call it free.

We can also define Ψ-polymers as in Definition 5.6 for Ψ-molecules. However, for the molecules in \( Pol_2 \) that are connected to each other through dashed-lines, we have combined them into one bigger Ψ-molecule, which is now free in \( \Psi(G_\gamma, E_D, \xi) \). On the other hand, for the molecules in \( Pol_1 \) that are connected through dashed-lines, we also combine them into one single Ψ-molecule. Hence a Ψ-molecule is either free or is connected with the \( * \) atom directly with dashed edges, which shows that there is really no need to introduce the concept of Ψ-polymers.

In the proof of this subsection, all the Ψ-molecules are free since \( Pol_1 = \emptyset \) in \( G_\gamma \). Now we keep all the free molecules \( M_{i_s}^\Psi = M_s \), \( 1 \leq s \leq t \), and denote the new Ψ-molecules by \( M_{i_s+1}^\Psi, \cdots, M_{i_{t+1}}^\Psi \). From the above definitions and (5.27), one can immediately obtain the following lemma.

Lemma 5.13. We have
\[
E_D \cdot G_\gamma \prec O_T \left( \sum_{\xi} \Psi(G_\gamma, E_D, \xi) \right).
\]

Moreover, each \( \Psi(G_\gamma, E_D, \xi) \) satisfies the IPC nested property with Ψ-molecules \( M_{i_s}^\Psi, \cdots, M_{i_{t+1}}^\Psi \).

Proof. The bound (5.29) follows from (5.27). Since the initial graph \( G \) in (5.16) has an IPC nested structure, then by Lemma 5.10 \( G_\gamma \) also has an IPC nested structure. In the definition of the Ψ-graphs, we always replace an edge between two atoms as in (5.26) with a path between the same two atoms as in (5.28). In particular, the path connectivity from any atom to the \( * \) atom is unchanged. Hence each \( \Psi(G_\gamma, E_D, \xi) \) also satisfies the IPC nested property with the molecules \( M_1, \cdots, M_p \). Finally, combining the non-free molecules into Ψ-molecules does not break the IPC nested structure. This finishes the proof. \( \square \)
Since the number of $\Psi$-graphs is bounded by $\tilde{C}_{M,p}$, to conclude (5.21) it suffices to prove that
\begin{equation}
\sum_{x_1, x_2, \ldots, x_p} \left( \prod_{i=1}^{p} c_{x_i} \right) \mathbb{E} \Psi(G_\gamma, \mathcal{E}_D, \xi) \prec O_\tau (\Gamma^2 \Phi)^p.
\end{equation}

By Lemma 5.8, $\Psi(G_\gamma, \mathcal{E}_D, \xi)$ satisfies the ordered nested property, hence there exists $\pi \in S_{t+r}$ such that (5.14) holds for $\Psi$-molecules. Without loss of generality, we assume that $\pi = (1, 2, \ldots, t + r) \in S_{t+r}$. Then (5.14) shows that for each $1 \leq s \leq t + r$,
\begin{equation}
\text{there exist } \beta_s, \tilde{\beta}_s \in \{\ast\} \cup \bigcup_{s' < s} \mathcal{M}_s^\Phi \text{ such that there are two off-diagonal edges connecting the atoms in } \mathcal{M}_s^\Phi \text{ to } \beta_s \text{ and } \tilde{\beta}_s, \text{ respectively.}
\end{equation}

We now estimate $\Psi(G_\gamma, \mathcal{E}_D, \xi)$. There are at least $2p + t$ off-diagonal solid edges by (5.25), and the above ordered nested property used $2(t + r)$ of them. Each of the other $2p - t - 2r$ solid edges is bounded by $O_\tau, \ll (\Phi)$. Note that we have only combined two molecules only if their $x$ atoms always take the same value. Hence we have that
\begin{equation}
\Psi(G_\gamma, \mathcal{E}_D, \xi) \prec O_\tau \left( \Phi^{2p - t - 2r} \prod_{1 \leq s \leq t + r} \Psi_{x_s y_s} \Psi_{\widetilde{x}_s y_s} \right),
\end{equation}
where $\widetilde{x}_s$ is an atom in $\mathcal{M}_s^\Phi$, and $y_s (\widetilde{y}_s)$ belongs to the same molecule as $\beta_s (\tilde{\beta}_s)$ and $x_s, \widetilde{y}_s \in \{\ast, \widetilde{x}_1, \ldots, \widetilde{x}_{t+r}\}$.

Plugging it into the left-hand side of (5.30), we obtain that
\begin{align}
\sum_{x_1, \ldots, x_p} \left( \prod_{i=1}^{p} c_{x_i} \right) \mathbb{E} \Psi(G_\gamma, \mathcal{E}_D, \xi) & \prec O_\tau \left( \prod_{\widetilde{x}_1, \ldots, \widetilde{x}_{t+r}} \Psi_{\widetilde{x}_1 \widetilde{y}_1} \Psi_{\widetilde{x}_2 \widetilde{y}_2} \cdots \Psi_{\widetilde{x}_{t+r} \widetilde{y}_{t+r}} \right) \\
& \prec O_\tau \left( \Phi^{2p - t - 2r} \Gamma^{2(t+r)} \right),
\end{align}
where in the second step we used (5.31) such that one can sum over the $\widetilde{x}$’s according to the order $\widetilde{x}_{t+r}, \ldots, \widetilde{x}_1$, and in the third step we used (3.11) to get a $\Gamma^2$ factor for each sum. Since $\Phi \ll 1$ and $\Gamma \geq 1$ by (2.22), the factor $\Phi^{2p - t - 2r}\Gamma^{2(t+r)}$ increases as $r$ increases. However, since we have only combined the molecules in $\mathcal{P}ol_2$, we must have $2r \leq p - t$. Hence we can bound (5.32) by
\begin{equation}
\sum_{x_1, x_2, \ldots, x_p} \left( \prod_{i=1}^{p} c_{x_i} \right) \mathbb{E} \Psi(G_\gamma, \mathcal{E}_D, \xi) \prec O_\tau \left( \Phi^{2p - t - (p-t)} \Gamma^{2t+(p-t)} \right) \prec O_\tau \left( \Gamma^2 \Phi^p \right),
\end{equation}
where we used $t \leq p$ in the second step. This proves (5.30), which finishes the proof of Lemma 5.1.

5.3 Proof of Lemma 4.3. The proof of Lemma 4.3 is very similar to the one for Lemma 5.1 in the previous subsection. As in (5.15), we need to prove that
\begin{equation}
\sum_{x_1, x_2, \ldots, x_p, \alpha_1, \alpha_2, \ldots, \alpha_p} \left( \prod_{i=1}^{p} c_{x_i, \alpha_i} \right) \mathbb{E} \prod_{i=1}^{p} Q_{x_i} \left( G_{x_i \ast} G_{x_i, \alpha_i} \overline{G}_{\alpha_i \ast} \right)^{\#_i} \prec O_\tau \left( \Gamma^2 \Phi^2 \right)^p,
\end{equation}
where
\begin{equation}
A^{\#_i} := \begin{cases}
A_i, & i \in 2 \mathbb{Z} + 1 \\
\overline{A}_i, & i \in 2 \mathbb{Z}
\end{cases}
\end{equation}

Let $\mathcal{G}$ be the graph which represents
\begin{equation}
\mathcal{G} = \prod_{i=1}^{p} Q_{x_i} \left( G_{x_i \ast} G_{x_i, \alpha_i} \overline{G}_{\alpha_i \ast} \right)^{\#_i}.
\end{equation}
The following is an example of the graph with \( p = 3 \).

\[
\begin{array}{c}
\text{STAR} \\
\bullet - \bullet - \bullet \\
\bullet - \bullet - \bullet \\
\bullet - \bullet - \bullet \\
\bullet - \bullet - \bullet \\
\end{array}
\]

Let \( \mathcal{E}_D \) be a dashed-line partition of atoms \( x_i \) and \( \alpha_i \), \( 1 \leq i \leq p \). Since in (4.16) we sum over \( x \neq \alpha \), there is always a \( \times \)-dashed line between \( x_i \) and \( \alpha_i \) in \( \mathcal{E}_D \). Now as in (5.18), we only need to prove that for any fixed \( \mathcal{E}_D \),

\[
\sum_{x_1, x_2, \ldots, x_p, \alpha_1, \alpha_2, \ldots, \alpha_p}^{(*)} \left( \prod_{i=1}^{p} (c_{x_i, \alpha_i})^{\#_{x_i}} \right) \mathbb{E}(\mathcal{E}_D \cdot \mathcal{G}) \sim O_{\tau} \left( \Gamma^2 \Phi^2 \right)^p .
\]  

(5.34)

As in previous subsection, we expand the solid edges and weights with respect to \( \{x_i\}_{i=1}^{p} \). Now as in (5.20), after a constant number of steps of expansions we can write

\[
\mathcal{E}_D \cdot \mathcal{G} = \sum_{\gamma} \mathcal{E}_D \cdot \mathcal{G}_\gamma + \sum_{\gamma'} \mathcal{E}_D \cdot \mathcal{G}_{\gamma'}^{tor},
\]  

(5.35)

where in each \( \mathcal{G}_\gamma \), all edges and weights are fully expanded with respect to \( \{x_i\}_{i=1}^{p} \). In each \( \mathcal{G}_{\gamma'}^{tor} \), the total number of the off-diagonal edges is larger than some constant \( M > 0 \). Since \( M \) can be arbitrarily large, to prove (5.34), we only need to show that for any fixed \( \mathcal{E}_D \) and \( \gamma \),

\[
\sum_{x_1, x_2, \ldots, x_p, \alpha_1, \alpha_2, \ldots, \alpha_p}^{(*)} \left( \prod_{i=1}^{p} (c_{x_i, \alpha_i})^{\#_{x_i}} \right) \mathbb{E}(\mathcal{E}_D \cdot \mathcal{G}_\gamma) \sim O_{\tau} \left( \Gamma^2 \Phi^2 \right)^p .
\]  

(5.36)

For a graph \( \mathcal{E}_D \cdot \mathcal{G}_\gamma \), we choose the molecules as

\[
\mathcal{M}_i = \{x_i, \alpha_i\}, \quad 1 \leq i \leq p.
\]

Again we have \( Pol_1 = 0 \). Without loss of generality, we assume that

\[
Pol_2(\mathcal{E}_D \cdot \mathcal{G}_\gamma) = \{\mathcal{M}_{t+1}, \mathcal{M}_{t+2}, \ldots, \mathcal{M}_p\}
\]

(5.37)

for some \( 0 \leq t \leq p \). Now we repeat the argument from (5.22) to (5.32), where the only difference is that (5.25) is replaced by

\[
\text{# of off-diagonal edges in } \prod_{i=1}^{p} \mathcal{G}_{\gamma,i} \geq 3p + t,
\]  

(5.38)

because there are \( 3p \) off-diagonal edges in the original graph \( \mathcal{G} \). Here \( \mathcal{G}_{\gamma,i} \) denotes the part of the graph coming from the expansions of \( (G_{x_i} G_{\gamma, \alpha_i} \mathcal{T}_{\alpha_i})^{\#_{x_i}} \) inside the \( Q_{x_i} \). Then we can define the \( \Psi \)-graphs \( \Psi(\mathcal{G}_\gamma, \mathcal{E}_D, \xi) \). To conclude (5.36), it suffices to prove that for

\[
\sum_{x_1, x_2, \ldots, x_p, \alpha_1, \alpha_2, \ldots, \alpha_p}^{(*)} \left( \prod_{i=1}^{p} (c_{x_i, \alpha_i})^{\#_{x_i}} \right) \mathbb{E}(\Psi(\mathcal{G}_\gamma, \mathcal{E}_D, \xi)) \sim O_{\tau} \left( \Gamma^2 \Phi^2 \right)^p .
\]  

(5.39)

As in Lemma 5.13, \( \Psi(\mathcal{G}_\gamma, \mathcal{E}_D, \xi) \) satisfies the ordered nested property, and, without loss of generality, we assume that (5.31) holds. There are at least \( 3p + t \) off-diagonal solid edges by (5.38), and the above ordered
nested property used $2(t + r)$ of them. Each of the other $3p - t - 2r$ solid edges is bounded by $O_{r, \prec}(\Phi)$. We know $c_{x,\alpha_s} \neq 0$ only if $|x_s - \alpha_s| = O((\log N)^2 W)$. Moreover, we have combined two molecules only if each of them contains an atom such that these two atoms always take the same value. Hence if we pick any atom $\bar{x}_s$ in $M^y_s$, then any other atom $\bar{\alpha}_s$ in $M^y_s$ satisfies $|\bar{\alpha}_s - \bar{x}_s| = O((\log N)^2 W)$. Then for $1 \leq s \leq t + r$, with (3.13) we have $\Psi_{\bar{\alpha}_s, \bar{\beta}_s}(\tau) \prec \Psi_{\bar{x}_s, y_s}(\bar{\tau})$ and $\Psi_{\bar{\alpha}_s, \bar{\beta}_s}(\tau) \prec \Psi_{\bar{x}_s, \bar{y}_s}(\bar{\tau})$ for $\bar{\tau} = \tau + (\log N)^{-1/2}$, where $y_s (\bar{y}_s)$ belongs to the same molecule as $\bar{\beta}_s (\bar{\alpha}_s)$ and $y_s, \bar{y}_s \in \{*, \bar{x}_1, \ldots, \bar{x}_{t+r}\}$. Each of the other $3p - t - 2r$ solid edges is bounded by $O_{r, \prec}(\Phi)$. Thus we obtain that

$$\Psi(G_\gamma, \mathcal{E}_D, \xi) \prec O_\bar{\tau} \left( \sum_{1 \leq s \leq t+r} \prod \Psi_{\bar{x}_s, y_s} \Psi_{\bar{x}_s, \bar{y}_s} \right).$$

Plugging it into the left-hand side of (5.36), we obtain that

$$\sum_{x_1, \ldots, x_p} \left( \prod_{i=1}^p (c_{x_i})_{\#_i} \right) \mathbb{E} \Psi(G_\gamma, \mathcal{E}_D, \xi) \prec O_\bar{\tau} \left( \sum_{x_1, \ldots, x_{t+r}} \prod \Psi_{\bar{x}_1, 1} \Psi_{\bar{x}_2, y_1} \Psi_{\bar{x}_2, y_2} \cdots \Psi_{\bar{x}_{t+r}, y_{t+r}} \right) \prec O_\tau \left( \Phi^{3p-t-2r} \Gamma^2(t+r) \right),$$

(5.40)

where in the second step we used (5.31) such that one can sum over the $\bar{x}$’s according to the order $\bar{x}_{t+r}, \ldots, \bar{x}_1$, in the third step we used (3.11) to get a $\Gamma^2$ factor for each sum, and in the last step we replaced $\bar{\tau}$ with $\tau$ by using $\tau \leq 2\tau$. Since $\Phi \leq 1$ and $\Gamma \geq 1$ by (2.22), the factor $\Phi^{3p-t-2r} \Gamma^2(t+r)$ increases as $r$ increases. However, since we have only combined the molecules in $Pol_2$, we must have $2r \leq p - t$. Hence we can bound (5.40) by

$$\prec O_\tau \left( \Phi^{3p-t-(p-t)} \Gamma^{2t+(p-t)} \right) \prec O_\tau \left( \Phi^{2p} \Gamma^{2p} \right),$$

where we used $t \leq p$ in the second step. This proves (5.39), which concludes Lemma 4.3.

## 6 Graphical tools - Part II

In this section, we prove Lemma 2.15. The proof is more involved than the ones for Lemma 5.1 and Lemma 4.3, and we need to introduce some new types of components to our graphical tools.

### 6.1 Definition of Graph - Part 2.

**Dotted edges**: The dotted edge connecting atoms $\alpha$ and $\beta$ represents an $H_{\alpha,\beta}$ factor. Since we only consider the real symmetric case, there is no need to label its direction and charge. (On the other hand, in the complex Hermitian case, we indicate either the direction or the charge of the dotted edge. This is one of the main differences from the real case.) For example, we have

$$Q_{\gamma} = Q_{z_2} \left( G^{(y)}_{\alpha_1, \alpha_2} \overline{G_{\alpha_2, \alpha_1}} H_{x_1, \alpha_1} H_{x_2, \alpha_2} \right).$$

(6.1)

**Weights and light weights**: We now introduce some new types (flavors) of weights in addition to $f_{1,2}$ introduced in Definition 5.2.

$$f_3 : \mathcal{Y}_x := P_x(G_{xx}^{-1}) = -z_x - \sum_{\alpha} s_{x,\alpha} G_{\alpha x} ; \quad f_4 : \mathcal{Y}_x^{-1}.$$
Correspondingly, we define the following four types of light weights:

\[ f_1 : G_{xx} - M_x, \quad f_2 : G_{xx}^{-1} - M_x^{-1}, \quad f_3 : \gamma_x - M_x^{-1}, \quad f_4 : \gamma_x^{-1} - M_x. \]

They are drawn as hollow \( \Delta \) in graphs. Furthermore, we define two more types of light weights:

\[ f_5 : H_{xx}, \quad f_6 : W^{-d/2}. \]

Note that \( H_{xx} \prec W^{-d/2} \) by (2.7). For example, with the above definitions, we have

\[ \Gamma_{x_1} = G_{x_1}(G_{xx}^{-1} - M_k^{-1}). \tag{6.2} \]

One can see that a regular weight provides a factor of order \( O(1) \), while a light weight provides a factor of order \( \Phi \) like an off-diagonal edge.

Now with the new graphical components introduced above, we give the graphical representations of more types of resolvent expansions.

**Lemma 6.1.** We have the following identities.

- For \( x \neq y \), we have \( G_{xy} = -G_{xx} \sum_\alpha H_{zx} G_{\alpha y}^{(x)} \), i.e.,
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Here we omitted some details in the graph, i.e., for fixed \( m \geq 1 \) and \( 0 \leq m' \leq m - 1 \), the graph should contain \( m' \) copies of the part inside the big circle. The graph (6.5) was indeed obtained by expanding the \((m - 1)\)-th power of \( \mathcal{Z}_x \) using the binomial theorem.

- For \( x \neq y \), we have

\[
\mathcal{Y}_x = \mathcal{Y}_x^{(y)} - \sum_\alpha s_{\alpha x} \mathcal{Y}_x^{(x)}(G^{(x)})^{-1} G^{(y)}_{\alpha y},
\]

i.e.,

\[
\begin{align*}
\chi^x_{f_3} &= \chi^y_{f_3} - \sum_\alpha s_{\alpha x} \chi^x_{f_3} \\
\chi^x_{f_4} &= \chi^y_{f_4} + \sum_\alpha s_{\alpha x} \chi^x_{f_4}
\end{align*}
\]

(6.6)

Remark 6.2. Note that the resolvent expansions in Lemma 5.4 are used to unravel the weak correlation between the edges (or the weights) and the atom, say \( w \), that they are not attached to. More precisely, each resolvent expansion in Lemma 5.4 expresses an edge (or a weight) into the sum of a term that is independent of the atom \( w \) and an error term that is of higher order. On the other hand, the resolvent expansions in Lemma 6.1 will be used to unravel the dependence of the edges (or the weights) on the atom, say \( x \), that they are attached to. In fact, the dependence is mainly through the dotted edges attached to \( x \). For an illustration of this principle, the reader can refer to e.g. the proof of Lemma 6.4 below.

One can see that we create new atoms in the expansions in Lemma 6.1, such as the atom \( \star \) in (6.3). Some of the new atoms may be connected with the \( \star \) atom with dashed edges, and hence create molecules in \( \mathcal{C}Pol_1 \). Also it is important to put these new atoms into some molecules. If the expansions happen at the atom \( x \), then the new molecules are all within an \( O((\log N)^C W) \)-neighborhood of \( x \) and we put them into the molecule that contains \( x \). In fact, in the proof we will always classify the new atoms in this way such that each molecule has diameter at most \( O((\log N)^C W) \); see Definition 6.6 below. Moreover, under this classification, the IPC nested property still holds by the following lemma.

**Lemma 6.3.** Let \( \mathcal{G} \) be a graph with \( p \) molecules \( \mathcal{M}_i \), \( 1 \leq i \leq p \), that satisfy (5.10). Fix any (large) \( D > 0 \). Let \( x_0 \) be an atom in molecule \( \mathcal{M}_{x_0} \). Then for an edge or a weight attached to atom \( x_0 \), we can expand it using (6.3)–(6.6) and write \( \mathcal{G} \) as a linear combination of new graphs \( \mathcal{G}_\gamma \):

\[
\mathcal{G} = \sum_\gamma \mathcal{G}_\gamma + O_{\prec} (N^{-D}).
\]

We define the molecules in \( \mathcal{G}_\gamma \) as

\[
\mathcal{M}_j(\mathcal{G}_\gamma) = \begin{cases} \mathcal{M}_j(\mathcal{G}), & \text{if } j \neq i_0 \\ \mathcal{M}_j(\mathcal{G}) \cup \{\text{new atoms}\}, & \text{if } j = i_0 \end{cases}
\]

(6.7)

that is, we include all the new atoms appearing from the expansions (6.3)–(6.6) into the molecule containing \( x_0 \), and leave all other molecules unchanged. Then under this setting, each new graph \( \mathcal{G}_\gamma \) has an IPC nested structure.

**Proof.** First, notice that by (4.2), we only need to keep a constant number of terms in (6.5). Then the lemma follows trivially from the definition of the IPC nested structure and the graphs in Lemma 6.1. In fact, it is easy to see that under (6.7), the graphs in (6.3)–(6.6) only change the inner-molecule structures but do not affect the IPC nested property, which is an inter-molecule structural property by definition.

6.2 Proof of Lemma 2.15: step 1. Clearly, Lemma 2.15 is a stronger version of Lemma 5.1. In fact, the step 1 of the proof is just repeating the proof of Lemma 6.1 until (5.25).
Step 1: Expansion with respect to \( \{x_i^p\}_{i=1}^p, \mathcal{E}_D \). As in Section 5.2, the first step is to do the expansions with respect to \( \{x_i^p\}_{i=1}^p, \mathcal{E}_D \), and reduce the problem to proving that
\[
\mathbb{E} \left( \sum_{x_1, \ldots, x_p} \left( \prod_{i=1}^p b_{x_i} \right) \mathcal{L}^2 \right) = \mathcal{O}_x \left( 1 + 1^{2^p} \right), \quad \mathcal{G}_x = \sum_{i=1}^p Q_{x_i} (\mathcal{G}_{x_i}),
\]
where \( \mathcal{G}_{x_i} \) denotes the part of the graph coming from the expansions of \( G_{x_i, \mathcal{G}_{x_i, x_i}} \). It is easy to see that the following conditions hold.

(i) \( \mathcal{E}_D \) is a dashed-line partition of the \( \star \) atom and \( x_i \) atoms, with \( x_i - x - \star \) for \( 1 \leq i \leq p \).

(ii) In each \( \mathcal{G}_{x_i} \), there are only solid edges and \( f_2 \) type of weights. All edges and weights are fully expanded with respect to \( \{x_i^p\}_{i=1}^p, \mathcal{E}_D \).

(iii) We choose the molecules as \( \mathcal{M}_i = \{x_i\} \). So far, we have \( \mathcal{P}ol_1 = \emptyset \). (In the later part of the proof, we will add more atoms to each molecule and \( \mathcal{P}ol_1 \) can be nonempty.) Moreover, we assume without loss of generality that the free molecules are \( \mathcal{M}_1, \mathcal{M}_2, \ldots, \mathcal{M}_t \).

(iv) For each \( 1 \leq i \leq p \), the graph \( \mathcal{G}_{x_i, x_i} \) contains two separated paths connecting \( \mathcal{M}_i \) to the \( \star \) atom.

(v) For \( 1 \leq i \leq t \), we have deg\( (x_i) \geq 4 \) and deg\( (x_i) \in 2\mathbb{Z} \). This is due to the condition \( 5.24 \) and the fact that each expansion in \( 5.5 \) and \( 5.6 \) increases deg\( (x_i) \) by zero or two.

(vi) If deg\( (x_i) = 4 \), the charges of the 4 solid edges must be \( (3 \text{ positive} + 1 \text{ negative}) \) or \( (1 \text{ positive} + 3 \text{ negative}) \). This follows immediately from the expansion process and the graphs in \( 5.5 \)-\( 5.6 \). We did not emphasize this condition before, since it was not used in the previous proof.

(vii) Without loss of generality, we can assume that for any \( j \neq i \) such that \( x_j = x_i \), the atom \( x_j \) is not visited in \( \mathcal{G}_{x_i} \). In fact, one can visit \( x_i \) instead of \( x_j \) in \( \mathcal{G}_{x_i} \).

By \( 5.32 \), we have that
\[
\text{LHS of } (6.8) \prec \mathcal{O}_x (1 + \Phi^t \Gamma^{p+t} \).
\]
Suppose we can get \( t \) more \( \Phi \) factors. Then we have
\[
\text{LHS of } (6.8) \prec \mathcal{O}_x (1 + \Phi^{p+t} \Gamma^{p+t}) \prec \mathcal{O}_x (1 + \Phi^2 \Gamma^2)^p
\]
for any \( 0 \leq t \leq p \). Thus the main goal of our proof is to show that each free molecule provides an extra factor \( \Phi \), and hence \( t \) more \( \Phi \) factors in total.

We now explain briefly the basic strategy of our proof. Assume that
\[
|\mathcal{P}ol_1| = t_1, \quad |\mathcal{P}ol_2| = t_2, \quad |\{\text{free molecules}\}| = t, \quad t + t_1 + t_2 = p.
\]
Then we have the following cases.

- For each molecule \( \mathcal{M}_i \) in \( \mathcal{P}ol_1 \), we can obtain a factor \( \mathcal{O}(1) \) from \( b_{x_i} \).

- Consider any molecule \( \mathcal{M}_{x_{i,k}} \in \mathcal{P}ol_2 \) that contains the atom \( x_{i,k} \). By definition, there are \( n \geq 1 \) other molecules that are connected with \( \mathcal{M}_i \) through dashed lines, say \( \mathcal{M}_1, \ldots, \mathcal{M}_n \). Note that each \( \mathcal{G}_{x_{i,k}} \), \( 0 \leq k \leq n \), is expanded from two off-diagonal edges \( G_{x_{i,k}, \mathcal{G}_{x_{i,k}}} \), and in the expansions \( \mathcal{G}_{x_{i,k}} \) always contains at least two separate paths of off-diagonal edges from the molecule \( \mathcal{M}_{i,k} \) to \( \star \). We call the two off-diagonal edges connected with \( \mathcal{M}_{i,k} \) as \( \text{Edge}(\alpha_{i,k}, \beta_{i,k}) \) and \( \text{Edge}(\alpha'_{i,k}, \beta'_{i,k}) \) for \( \alpha_{i,k}, \alpha'_{i,k} \in \mathcal{M}_{i,k} \). Moreover, in the proof we will choose the molecules such that any two atoms in the same molecules have distance at most \( \mathcal{O}(\log N)^2 \Gamma W \). In particular, all the atoms in \( \mathcal{M}_{i,k} \), \( 0 \leq k \leq n \), are within a \( \mathcal{O}(\log N)^2 \Gamma W \)-neighborhood of \( x_{i,k} \). Then by \( 3.15 \), the above \( (2n+2) \) off-diagonal edges are bounded by
\[
\sum_{x_{i,k}} \prod_{0 \leq k \leq n} |b_{x_{i,k}}| \Psi_{x_{i,k}^0 \beta_{i,k}} \Psi_{x_{i,k}^0 \beta'_{i,k}}.
\]
In the above sum, $2n$ of the $\Psi$ factors can be bounded by $O_{\tau,\varsigma}(\Phi^{2n})$. The rest of two $\Phi$ factors, say $\Psi_{x_i0\beta_0}\Psi_{x_i0\beta_0}$, will be summed over $x_{i0}$ and gives a factor $\sum_{x_{i0}} \Psi_{x_i0\beta_0} \Psi_{x_i0\beta_0} \sim O_{\tau}(\Gamma^2)$. Hence, each molecule $M_{i0}$ in $Pol_2$ provides a factor of order

$$(\Gamma^2\Phi^{2n})^{1/2} \leq (\Gamma^2\Phi^2)^{1/2} \leq \Gamma \Phi$$

for any $n \geq 1$. Here we emphasize that in order to be able to do the sum, we need the ordered nested property as in (5.31).

- For each free molecule $M_i \notin Pol_1 \cup Pol_2$, due to the ordered nested property, we obtain a factor $\Gamma^2$ when summing over $\sum_{x_i}$ as in (4.6). Furthermore, because of the condition (v) above, the existence of each free molecule increases the total number of off-diagonal edges in $G$, at least by 1. Every such edge provides a factor $\Phi$. To conclude the proof, we still need to extract one more $\Phi$ factor from each free molecule. If $\deg(x_i) > 4$, then $\deg(x_i) \geq 6$ by condition (v), which increases the total number of off-diagonal edges at least by 2. This already gives the factor $O_{\varsigma,\varsigma}(\Phi^2)$ for each free molecule with degree larger than 4.

- Now we consider the free molecules $M_i$ with $\deg(x_i) = 4$. Recall the condition (vi) above. Without loss of generality, we assume that there are 3 positive solid edges and 1 negative solid edge connected with the atom $x_i$ and they look like

$$G_{x_i\beta_1}G_{x_i\beta_2}G_{x_i\beta_3}G_{x_i\beta_4},$$

where $\beta_k \neq x_i$, $1 \leq k \leq 4$. If we only consider this term, then it was proved in [13] that when summing over $\sum_{x_i} b_{x_i}$,

$$\sum_{x_i} b_{x_i} G_{x_i\beta_1}G_{x_i\beta_2}G_{x_i\beta_3}G_{x_i\beta_4} \sim \Phi^5,$$

(6.13)

i.e., each charged (non-neutral) atom provides an extra factor $O_{\varsigma,\varsigma}(\Phi)$. However, this is not an optimal bound for our goal, because two of the solid edges in $G_{x_i\beta_1}G_{x_i\beta_2}G_{x_i\beta_3}G_{x_i\beta_4}$ have to be used in the ordered nested property. In other words, two of them should provide $\Gamma^2$ factors when taking the sums.

- Hence the main goal is to obtain an extra factor $\Phi$ as in (6.13) while keeping the IPC nested structure.

### 6.3 Proof of Lemma 2.15: step 2

So far, we have $G_0 = \prod_{i=1}^p Q_{x_i}(G_{\gamma,i})$. Our goal of this step is to write $E_D \cdot \gamma$ as a linear combination of colorless graphs.

**Step 2: Removing the colors $Q_{x_i}$.** We first study the single piece $Q_x(G_{\gamma,i})$. Due to the condition (ii) below (6.8), we know that in $G_{\gamma,i}$, the edges and weights that are not attached to atom $x_i$ must be independent of the atom $x_i$ under $E_D$. Thus we can rewrite

$$G_{\gamma,i} = G_{\gamma,i}^{in}G_{\gamma,i}^{out}, \quad \text{with} \quad P_{x_i} G_{\gamma,i}^{out} = G_{\gamma,i}^{out},$$

(6.14)

where $G_{\gamma,i}^{in}$ consists of the solid edges and weights that connect to atom $x_i$, and $G_{\gamma,i}^{out}$ consists of the rest of $G_{\gamma,i}$. Moreover there are only $2\varsigma$ weights in $G_{\gamma,i}^{in}$. If in $G_{\gamma,i}^{in}$ the number of $2\varsigma$ weights is $n$ and $\deg(x_i) = 2s$, then locally it should look like the graph in (6.15) (with $z_i$ replaced by $x$). Since $Q_{x_i}(G_{\gamma,i}) = G_{\gamma,i}^{out}(G_{\gamma,i}^{in} - P_{x_i} G_{\gamma,i}^{in})$,

(6.15)

it suffices to write $P_{x_i}(G_{\gamma,i}^{in})$ as a linear combination of some colorless (local) graphs. This is the content of the following lemma.

**Lemma 6.4.** Let $G_0$ be a colorless graph as following:
where we did not draw the labels for the edges and weights, and moreover, the labels for these \( n \) weights can be different. We also assume that

\[
x - x - y_j, \quad 1 \leq j \leq 2s,
\]

i.e., there is a \( \times \)-dashed line between atom \( x \) and each atom \( y_j \) (although for simplicity we did not draw them in the above graph). Then performing the expansions in Lemma \[6.4\] with respect to atom \( x \) and applying \( P_x \), we get that for any fixed \( D > 0 \),

\[
E_x G_0 = \sum_\kappa \mathcal{F}_\kappa + O_N(N^{-D}), \quad \text{with} \quad \mathcal{F}_\kappa = \sum_\vec{\alpha} C^{\kappa}(\vec{\alpha}) \cdot \mathcal{G}_\kappa(\vec{\alpha}),
\]  

(6.16)

where the total number of \( \mathcal{F}_\kappa \) is of order \( O(1) \), \( \vec{\alpha} = (\alpha_1, \alpha_2, \cdots, \alpha_s') \), \( s' \equiv s'(\kappa) \), is the vector of newly added atoms, \( C^{\kappa}(\vec{\alpha}) \) are complex-valued deterministic coefficients, and \( \mathcal{G}_\kappa(\vec{\alpha}) \) are graphs which satisfy the following conditions.

(i) Each graph \( \mathcal{G}_\kappa(\vec{\alpha}) \) looks like

\[
\begin{tikzpicture}
  \node (x) at (0,0) {$x$};
  \node (y1) at (1,1) {$y_{1,1}$};
  \node (y2) at (2,1) {$y_{1,r(1)}$};
  \node (y3) at (2.5,1) {$y_{1,r(2)}$};
  \node (y4) at (3,1) {$y_{2,1}$};
  \node (y5) at (3.5,1) {$y_{2,r(3)}$};
  \node (y6) at (4,1) {$y_{2,r(s')}$};
  \node (a1) at (1,-1) {$\alpha_1$};
  \node (a2) at (2.5,-1) {$\alpha_s'$};
  \draw[->, dashed] (x) -- (y1);
  \draw[->, dashed] (x) -- (y2);
  \draw[->, dashed] (x) -- (y3);
  \draw[->, dashed] (x) -- (y4);
  \draw[->, dashed] (x) -- (y5);
  \draw[->, dashed] (x) -- (y6);
  \draw[->, dashed] (y1) -- (a1);
  \draw[->, dashed] (y2) -- (a1);
  \draw[->, dashed] (y3) -- (a1);
  \draw[->, dashed] (y4) -- (a2);
  \draw[->, dashed] (y5) -- (a2);
  \draw[->, dashed] (y6) -- (a2);
\end{tikzpicture}
\]

(6.17)

where we have some new atoms \( \alpha_k, 1 \leq k \leq s'(\kappa) \). We emphasize again that the pentagon does not really appear in graph, and it is only used to help us to understand the structures.

(ii) There are no dotted lines in the graph. There are no solid edges connected with the atom \( x \). There may be solid edges between \( \alpha_k \) atoms.

(iii) For each \( 1 \leq j \leq 2s \), the solid edge \( \text{Edge}(x, y_j) \) in \[6.15\] was replaced with \( \text{Edge}(\alpha_{t_j}, y_j) \) in \[6.17\] for some \( 1 \leq t_j \leq s' \). (Here \( j \neq j' \) does not necessarily imply \( t_j \neq t_{j'} \).) Furthermore, the \( \text{Edge}(\alpha_{t_j}, y_j) \) keeps all the labels (direction and charge) of \( \text{Edge}(x, y_j) \) except that the atom \( x \) is added into the independent set of \( \text{Edge}(\alpha_{t_j}, y_j) \).

(iv) Except the edges \( \text{Edge}(\alpha_{t_j}, y_j), 1 \leq j \leq 2s \), there are no other solid edges and weights attached to \( y_j \).

(v) In \[6.17\], we have the following \( \times \)-dashed lines

\[
(1) : x - x - y_j, \quad 1 \leq j \leq 2s; \quad (2) : x - x - \alpha_k, \quad 1 \leq k \leq s'; \quad (3) : \alpha_k - x - \alpha_{k'}, \quad 1 \leq k \neq k' \leq s'.
\]

(vi) atom \( x \) only has \( f_3 \) and \( f_4 \) types of weights attached to it, while each atom \( \alpha_k \) only has \( f_1 \) type of weights and \( f_6 \) type of light weights (i.e. \( W^{-d/2} \) factors) attached to it. Moreover, the atom \( x \) is in the independent set of each \( f_1 \) weight on \( \alpha \) atoms.

(vii) For each atom \( \alpha_k \),

\[
\deg(\alpha_k) \neq 2 \implies \text{there exists at least one } f_6 \text{ type of light weight attached to it}.
\]

(viii) We have

\[
|C^{\kappa}(\vec{\alpha})| = O\left(W^{-d s'(\kappa)}\right) 1 \left(\max_k |\alpha_k - x| = O(W)\right).
\]  

(6.18)
Proof. We start by expanding the edges and weights in $G_0$ using (6.3), (6.5) and the first identity in (6.4). With these expansions, we can write (6.15) as a sum of graphs of the following form

$$\tilde{G}_κ := \ldots$$

More precisely, in the above graph we have

- $m'$ $f_3$ type and/or $f_4$ type of weights, which are independent of the atom $x$;
- $l'$ $f_5$ type of light weights (i.e., $H_{xx}$), which are independent of the rest of the graph;
- $k$ copies of $Q_x \left( H_{xβ} H_{xβ'} G_{ββ'}^{(x)} \right)$, i.e.,

$$\prod_{j=1}^{k} Q_x \left( H_{xβ_j} H_{xβ_j'} G_{β_jβ_j'}^{(x)} \right) = \prod_{j=1}^{k} \left( H_{xβ_j} H_{xβ_j'} G_{β_jβ_j'}^{(x)} - δ_{β_jβ_j'} s_{xβ_j} G_{β_jβ_j'}^{(x)} \right);$$

- $2s$ dotted lines which connect the atom $x$ with new atoms $γ_1, γ_2, \ldots, γ_{2s}$;
- $2s$ solid edges (which come from the $2s$ solid edges in (6.15)) connecting atoms $γ_j$ with atoms $y_j$, and these edges are now independent of the atom $x$.

With (6.19), we can now write (6.15) as

$$\sum_κ \sum_{γ_1,γ_2,\ldots,γ_{2s}} \sum_{β_1,β_2,\ldots,β_n} \sum_{β_1',β_2',\ldots,β'_n} c_κ \tilde{G}_κ,$$

where $c_κ$ denotes deterministic coefficients which depend only on $m'$, $l'$ and $k$ (recall (6.5)). It is easy to see that if either $k$ or $l'$ in $\tilde{G}_κ$ is very large, then $\sum_{γ} \sum_{β} \sum_{β'} c_κ \tilde{G}_κ$ will be small enough to be treated as error terms due to (4.12). Thus we can focus on the graphs $\tilde{G}_κ$ whose $k$ and $l'$ are bounded by some large constant. Moreover, from (6.3)-(6.5), it is easy to see that $m'$ is bounded by $n + k + l' + 1$.

Now we can calculate $E_x \tilde{G}_κ$, which is quite straightforward due to the following observations. (They are already contained in the previous discussions, but we repeat them here to make the proof clearer.)

- The solid edges and $f_3$, $f_4$ types of weights are independent of the atom $x$.
- The $f_5$ light weights are independent of all the other parts, and $E_x H_{xx}^{n'} = O(W^{-n'd/2})$.
- The dotted edges can be written as

$$E_x \left[ \left( \prod_{j=1}^{2s} H_{xγ_j} \right) \prod_{j=1}^{n} \left( H_{xβ_j} H_{xβ_j'} - s_{xβ_j} δ_{β_jβ_j'} \right) \right].$$

(6.20)
Recall that $H_{xa}$ is independent of $H_{xb}$ if $a \neq b$. Thus in order for (6.20) to be nonzero, we need to pair the $\gamma$ and $\beta$ atoms. It can be accomplished using dashed lines as follows. We write

$$\tilde{G}_\kappa = \sum E \cdot \tilde{G}_\kappa,$$

where $E$ denotes the dashed-line partitions of $\{\gamma_j\}_{j=1}^{2^x}, \{\beta_j\}_{j=1}^{n'}, \{\beta'_j\}_{j=1}^{n'}$. In order to have $E_x E \cdot \tilde{G}_\kappa \neq 0$, we must have that

each $\gamma$, $\beta$ or $\beta'$ atom is connected with another $\gamma$, $\beta$ or $\beta'$ atom through a dashed line, \hfill (6.21)

and for any fixed $j$,

the $\beta_j$ ($\beta'_j$) atom must be connected with an atom that is not $\beta'_j$ ($\beta_j$) through a dashed line. \hfill (6.22)

Now for any graph $E \cdot \tilde{G}_\kappa$ satisfying the above two conditions, we merge the $\gamma$, $\beta$ and $\beta'$ atoms that are connected through dashed lines, and call the new graph $\tilde{G}^E_\kappa$ (which also includes the dashed lines). Then we rename the merged $\gamma$, $\beta$ or $\beta'$ atoms in $\tilde{G}^E_\kappa$ as $\alpha_1, \alpha_2, \ldots, \alpha_{s'}$, which are all different from each other (i.e. $\alpha_i \neq \alpha_j$ for $1 \leq i \neq j \leq s'$). Note that the solid edges between $\beta$ and $\beta'$ atoms can either become solid edges between the $\alpha$ atoms or become $f_1$ weights on the $\alpha$ atoms. Therefore $E_x \tilde{G}^E_\kappa$ can be written as a sum of graphs of the following form:

\begin{align*}
\tilde{G}_{\kappa,\kappa} := & \begin{array}{c}
\begin{tikzpicture}
\node (a1) at (0,0) {$\alpha_1$};
\node (x) at (1,0) {$\times$};
\node (f1) at (2,0) {$f_1$};
\node (as') at (2.5,0) {$\alpha_{s'}$};
\node (y1) at (0,1.5) {$y_1$};
\node (y2) at (1,1.5) {$y_2$};
\node (y3) at (1.5,1.5) {$\ldots$};
\node (ys-2) at (2,1.5) {$y_{s-2}$};
\node (ys'1) at (2.5,1.5) {$y_{s'}$};
\node (ys) at (3,1.5) {$y_{s}$};
\node (f3) at (0,-1.5) {$f_3, f_4 \times n'$};
\node (x1) at (0,2.25) {$(x)$};
\node (x2) at (1,2.25) {$(x)$};
\node (x3) at (2,2.25) {$(x)$};
\node (x4) at (2.5,2.25) {$(x)$};
\end{tikzpicture}
\end{array}
\end{align*}

In sum, we have shown that for $\tilde{G}_\kappa$ in (6.19),

$$E_x \tilde{G}_\kappa = \sum E_x \tilde{G}^E_\kappa = \sum \alpha \sum \delta C_{\kappa,\kappa}(\delta) \tilde{G}_{\kappa,\kappa},$$

where $C_{\kappa,\kappa}(\delta)$ comes from (6.20) and satisfies

$$C_{\kappa,\kappa}(\delta) = O \left( \prod_{j=1}^{s'(x)} \left( W^{-d/2} \right)^{\#dot(\alpha_k)} \right) 1 \left( \max_k |\alpha_k - x| = O(W) \right).$$

Here $\#dot(\alpha_k)$ denotes the total number of dotted lines connected with the $\alpha_k$ atom in $\tilde{G}^E_\kappa$. The $E_x H^x_{xx}$ term may make the coefficients even smaller, but we will not consider it in the following proof.

So far, we have obtained the form in (6.16). It is easy to see that the conditions (i)-(vi) below hold. It remains to verify the conditions (vii) and (viii). Clearly by (6.21), we have that in $\tilde{G}^E_\kappa$,

$$\#dot(\alpha_k) \geq 2, \quad 1 \leq k \leq s'.$$

In $\tilde{G}_\kappa$, each $\gamma$, $\beta$ and $\beta'$ atom is connected with 1 dotted line and 1 solid line. Therefore, we must have

$$\#dot(\alpha_k) \geq \deg(\alpha_k), \quad \text{in } \tilde{G}^E_\kappa.$$  \hfill (6.27)

On the other hand, we know that $\deg(\alpha_k)$ can be strictly smaller than $\#dot(\alpha_k)$. This happens only when the ending atoms of a solid edge are both equal to $\alpha_k$ and this solid edge then becomes an $f_1$ weight on atom $\alpha_k$. Moreover, we know that this solid edge can only be $Edge(\beta_k, \beta'_k)$ in $\tilde{G}_\kappa$ for some $1 \leq k \leq n$. Note
that if there is a dashed line between $\beta_k$ and $\beta'_k$, then by (6.22) $\beta_k$ must be connected with another non-$\beta'_k$ atom through a dashed line. Due to this observation, we must have that

\[
\deg(\alpha_k) < 2 \implies \#\dot{\text{dot}}(\alpha_k) > 2.
\]

Together with (6.27), we get

\[
\deg(\alpha_k) \neq 2 \implies \#\dot{\text{dot}}(\alpha_k) \geq 3.
\]

Combining with (6.25) and (6.26), one can see that the conditions (vii) and (viii) hold. This completes the proof of Lemma 6.4.

Now we return to Step 2. We apply Lemma 6.4 to $Q_x, G_{\gamma,i}^{in} = (1 - P_x) G_{\gamma,i}^{in}$ for $1 \leq i \leq p$, where the atom $x_i$ plays the role of atom $x$ in Lemma 6.4. Then we can write

\[
Q_{x_i} (g_{\gamma,i}) = G_{\gamma,i}^{out} \sum_{\kappa} \sum_{\alpha_i} C_{\alpha_i,x_i}^{\gamma,\kappa} G_{\gamma,i}^{in}(\alpha_i, x_i), \quad \alpha_i = (\alpha_1, \alpha_2, \ldots),
\]

where for each fixed $\kappa$, $G_{\gamma,i}^{in,\kappa}$ and $C_{\alpha_i,x_i}^{\gamma,\kappa}$ satisfy the conditions in Lemma 6.4. Now the right-hand side of (6.28) is a linear combination of colorless graphs. Then taking product, we obtain that

\[
E_D \prod_{i=1}^{p} Q_{x_i} (g_{\gamma,i}) = E_D \sum_{\kappa_1, \ldots, \kappa_p} \sum_{\alpha_1, \ldots, \alpha_p} \prod_{i=1}^{p} \left( C_{\alpha_i,x_i}^{\gamma,\kappa_i} \right) \prod_{\gamma,i} \left( G_{\gamma,i}^{out} \cdot G_{\gamma,i}^{in,\kappa_i} \right).
\]

Now we simplify the notations as

\[
\kappa := \{\kappa_1, \kappa_2, \ldots, \kappa_p\}, \quad \alpha := \{\alpha_1, \alpha_2, \ldots, \alpha_p\}, \quad \vec{x} := \{x_1, x_2, \ldots, x_p\}, \quad g_{\gamma,\kappa} := \prod_{i=1}^{p} \left( G_{\gamma,i}^{\gamma,\kappa_i} \cdot G_{\gamma,i}^{\gamma,\kappa_i} \right).
\]

Then we can write (6.29) as

\[
E_D \prod_{i=1}^{p} Q_{x_i} (g_{\gamma,i}) = E_D \sum_{\kappa} \sum_{\alpha} C_{\alpha,\vec{x}}^{\gamma,\kappa} g_{\gamma,\kappa}(\alpha, \vec{x}),
\]

where

\[
C_{\alpha,\vec{x}}^{\gamma,\kappa} = O \left( (W-d) \# \text{ of } \alpha \text{ atoms} \right) 1 \left( \max_{i,j} |\alpha_i - x_j| = O(W) \right).
\]

Now let $E^{\gamma,\kappa}$ be a dashed-line partition of the atoms in $g_{\gamma,\kappa}$ such that

(i) the restriction of $E^{\gamma,\kappa}$ to the dashed-line partition of $\{x_1\}$ is equal to $E_D$;

(ii) in $E^{\gamma,\kappa}$, we have $x_i - x - \alpha_i^j$ and $\alpha_i^j - x - \alpha_i^j$, which are consistent with the dashed and $x$-dashed lines in $G_{\gamma,i}^{\gamma,\kappa} (\alpha_i, x_i)$.

In this case, we shall also say that $E^{\gamma,\kappa}$ is a dashed-line extension of $E_D$ that is consistent with $\prod_{i=1}^{p} G_{\gamma,i}^{\gamma,\kappa} (\alpha_i, x_i)$.

Then to prove (6.8), we only need to show that for any fixed $\gamma, \kappa$ and $E^{\gamma,\kappa}$,

\[
E_{F_0} \preceq O_{\gamma} (\Gamma^2 \Phi^2 + 1)^p,
\]

where

\[
E_{F_0} := \sum_{\vec{x}} \sum_{\alpha} \bar{C}_{\alpha,\vec{x}}^{\gamma,\kappa} \cdot E^{\gamma,\kappa} \cdot g_{\gamma,\kappa}(\alpha, \vec{x}),
\]

with

\[
\bar{C}_{\alpha,\vec{x}}^{\gamma,\kappa} = C_{\alpha,\vec{x}}^{\gamma,\kappa} \prod_{i=1}^{p} h_{x_i} = O \left( (W-d) \# \text{ of } \alpha \text{ atoms} \right) 1 \left( \max_{i,j} |\alpha_i^j - x_i| = O(W) \right).
\]

We shall call a linear combination of graphs a forest. The above $F_0$ is a forest, but with some special structures. We now pick some important structures that are useful for our proof, and call the forest with the desired structures a standard forest. Then the proof of Lemma 2.15 is reduced to showing that for a standard forest, its expectation is always bounded by the right-hand side of (6.30).
Definition 6.5 (Simple free molecule). In a colorless graph \( \mathcal{G} \), \( M_i \) is called a simple free molecule if it is a free molecule and satisfies

(i) \( \deg(M_i) = 4 \) (cf. (5.11));
(ii) there is NO dashed edge inside \( M_i \);
(iii) there is NO off-diagonal solid edge inside \( M_i \);
(iv) there is NO light weight inside \( M_i \).

Here we say that a dashed/solid edge is inside \( M_i \) if the ending atoms of this edge are both in \( M_i \).

Definition 6.6 (Standard Forest). We call \( F \) a standard forest if \( F \) can be written as

\[
F = \sum_{\alpha} \sum_{\vec{x}} C_{\alpha, \vec{x}} \cdot \mathcal{E} \cdot \mathcal{G}(\alpha, \vec{x}),
\]

where \( \mathcal{E} \) is a dashed-line partition of all the atoms (including \( \ast \)), and the coefficient \( C_{\alpha, \vec{x}} \) and the graph \( \mathcal{G}(\alpha, \vec{x}) \) satisfy the following properties.

(i) \( \mathcal{G}(\alpha, \vec{x}) \) has a \( \ast \) atom and \( p \) molecules: \( M_1, M_2, \ldots, M_p \), where for each \( 1 \leq i \leq p \),

\[
M_i = \{ x_i, \alpha^1_i, \alpha^2_i, \alpha^3_i, \ldots \}.
\]

Moreover, there are \( \times \)-dashed edges between all the atoms within one single molecule \( M_i \).

(ii) \( \mathcal{G}(\alpha, \vec{x}) \) has no colors, dotted edges or \( f_5 \) type of light weights.

(iii) \( \mathcal{G}(\alpha, \vec{x}) \) satisfies the IPC nested property.

(iv) If \( M_i \) is a free molecule, i.e., \( M_i \notin \mathcal{P}ol_1 \cup \mathcal{P}ol_2 \), then we have (recall (5.11))

\[
\deg(M_i) \in 2\mathbb{N}, \quad \deg(M_i) \geq 4.
\]

(v) We have

\[
C_{\alpha, \vec{x}} = O \left( (W^{-d})^\# \text{ of } \alpha \text{ atoms} \right) \left( \max_{i,j} |\alpha^j_i - x_i| \leq (\log N)^{O(1)}W \right).
\]

(vi) If \( M_i \) is a simple free molecule (which is defined right below), then the charges of the solid edges connected with \( M_i \) must be

3 positive + 1 negative, or 1 positive + 3 negative,

and we must have

\[
\deg(\alpha^j_i) \in \{0, 2\}, \quad \deg(x_i) \in \{0, 2, 4\}.
\]

By Lemma 6.4, one can see that we obtain a standard forest by removing the colors.

Lemma 6.7. The forest \( F_0 \) in (6.31), which is derived from (6.28), is a standard forest in the sense of Definition 6.6.

Proof. One can easily check that the conditions (i)-(v) in Definition 6.6 hold for \( F_0 \) using Lemma 6.4. From Lemma 6.4 and the condition (vi) below (6.8), we know that (6.35) holds for each molecule in \( F_0 \) whose degree is equal to 4. Hence the simple free molecules in \( F_0 \) satisfy (6.35). For (6.36), if \( M_i \) is a simple free molecule with no \( \alpha \) atoms, then we have \( \deg(x_i) = 4 \) by definition. On the other hand, if there are some \( \alpha \) atoms in this \( M_i \), then by the conditions (ii) and (vii) in Lemma 6.4 we must have \( \deg(\alpha^j_i) = 2 \) and \( \deg(x_i) \in \{0, 2\} \). Here the \( \deg(x_i) = 0 \) case comes from the \( P_{\alpha}, \mathcal{G}_{\gamma, i}^{\text{in}} \) part as in Lemma 6.4 and the \( \deg(x_i) = 2 \) case comes from the product of a term from \( P_{\alpha}, \mathcal{G}_{\gamma, i}^{\text{in}} \) with a term from other \( \mathcal{G}_{\gamma, j} \) with \( j \neq i \). In sum, the simple free molecules in \( F_0 \) satisfy (6.36). Therefore the forest \( F_0 \) in (6.31), which is derived from (6.28), is a standard forest.
We have the following high probability bound on the standard forests, where the simple free molecules play an important role.

**Lemma 6.8.** Suppose (2.22) and (2.23) hold. Let \( \mathcal{F} \) be a standard forest of the form (6.32). Assume (6.11) holds and there are \( t_s \) \((0 \leq t_s \leq t)\) simple free molecules. Then

\[
|\mathcal{F}| \prec O(\Phi_{t_s+2t-\Gamma_{t(s+2)}}).
\]

(6.37)

Note that compared with (6.30), there is no \( E \) acting on \( \mathcal{F} \), and the above bound holds even without the condition (6.35). On the other hand, it has \( t_s \) fewer \( \Phi \) factors than the right-hand side of (6.30). In order to get these factors, the condition (6.35) becomes essential.

**Proof of Lemma 6.8.** We first count the number of off-diagonal solid edges between molecules. By the definition of polymers, one can see that in the following cases the solid edges must connect non-equivalent atoms under \( E \):

(i) one ending atom is in free molecule;

(ii) one ending atom is in \( P_{ol}^2 \) and the other one is not.

In the following graph, we draw the solid edges that belong to these two cases.

\[
\text{free molecules} \\
\text{Pol}_1 \quad \star \quad \text{Pol}_2
\]

Then it is easy to calculate that the total number of solid edges of the above types (i)-(ii) is (cf. (5.11))

\[
\frac{1}{2} \left( \deg(\text{Pol}_2) + \sum_{s \text{ free}} \deg(M_s) + \deg(\{\star\} \cup \text{Pol}_1) \right).
\]

(6.39)

Because of the IPC nested structure, we know \( \deg(\text{Pol}_2) \geq 2t_2 \), since there are \( 2t_2 \) separate paths starting from molecules in \( \text{Pol}_2 \). Similarly, we have \( \deg(\{\star\} \cup \text{Pol}_1) \geq 2(t + t_2) \), since there are \( 2(t + t_2) \) separate paths from free molecules and \( \text{Pol}_2 \) to the \( \star \) atom and \( \text{Pol}_1 \). Thus we have that

\[
(6.39) \geq 2t_2 + 3t + \frac{1}{2} \sum_{s \text{ free}} (\deg(M_s) - 4).
\]

(6.40)

Furthermore by (6.34) and (3.15), we can bound each solid edge in (6.38) by \( O_\prec(\Psi_{x,x}) \) if it connects \( M_i \) and \( M_j \), or \( O_\prec(\Psi_{x,\star}) \) if it connects \( M_i \) and the \( \star \) atom.

Now for the graph \( \mathcal{G}(\alpha, \vec{x}) \) in (6.32), we can define its \( \Psi \)-graphs \( \Psi(\mathcal{G}(\alpha, \vec{x}), \mathcal{E}, \xi) \) as in Definition 5.11 except that we now keep all the light weights in \( \mathcal{G}(\alpha, \vec{x}) \) such that each of them represents a \( \Phi \) factor in the \( \Psi \)-graphs. Without loss of generality, we assume that the free molecules in \( \mathcal{E} \cdot \mathcal{G}(\alpha, \vec{x}) \) are \( M_1, \ldots, M_t \). Then these molecules are also free \( \Psi \)-molecules in the \( \Psi \)-graphs and we denote them by \( M_s^\Psi = M_s \), \( 1 \leq s \leq t \). We denote the new free \( \Psi \)-molecules by \( M_{t+r_1+1}^\Psi, \ldots, M_{t+r_2+1}^\Psi \), and the non-free \( \Psi \)-molecules by \( M_{t+r_1}^\Psi, \ldots, M_{t+r_2}^\Psi \), where \( 0 \leq 2r_2 \leq t_2 \) and \( 0 \leq r_1 \leq t_1 \).

As in Lemma 5.13, we have

\[
\mathcal{E} \cdot \mathcal{G}(\alpha, \vec{x}) \prec O_\tau \left( \sum_{\xi} \Psi(\mathcal{G}(\alpha, \vec{x}), \mathcal{E}, \xi) \right).
\]
where each \( \Psi(\mathcal{G}, \xi) \) satisfies the IPC nested property with the \( \Psi \)-molecules \( \mathcal{M}_1^\Psi, \ldots, \mathcal{M}_{t+r_2+r_1}^\Psi \). Now to conclude (6.37), it suffices to show that for any \( \xi \),

\[
\sum_{\alpha} \sum_{\tilde{x}} C_{\alpha, \tilde{x}} \cdot \Psi(\mathcal{G}(\alpha, \tilde{x}), \xi) \prec \Theta_r \left( \Phi^{t_2+2t-t_1} \Gamma^{t_2+2t} \right).
\]  

(6.41)

By Lemma 5.8, \( \Psi(\mathcal{G}, \xi) \) satisfies the ordered nested property, hence there exists \( \pi \in S_{t+r_2} \) such that (5.14) holds for the free \( \Psi \)-molecules. Without loss of generality, we assume that \( \pi = (1, 2, \ldots, t+r_2) \in S_{t+r_2} \). Then we can repeat the arguments between (5.30) and (5.32). Using (6.40) and (5.31) for \( 1 \leq s \leq t+r_2 \), we can get that

\[
\Psi(\mathcal{G}, \xi) \prec \Theta_r \left( \Phi^{2t_2-2r_2+t+t/2} \sum_{s, \text{free}} (\deg(M_s)-4) \sum_{1 \leq s \leq t+r_2} \Psi_{\tilde{x}_s} \Psi_{\tilde{y}_s} \right),
\]

where for any \( 1 \leq s \leq t+r_2 \), \( \tilde{x}_s, \tilde{y}_s \in \mathcal{M}_s^\Psi \) and

\[
y_s, \tilde{y}_s \in \{*\} \cup (\cup_{s' < s} \{\tilde{x}_s'\}) \cup (\cup_{s' > s} \{\tilde{x}_{s'}\}).
\]

Plugging it into the left-hand side of (6.41) and using the same argument as in (5.32), we obtain that

\[
\sum_{\alpha} \sum_{\tilde{x}} C_{\alpha, \tilde{x}} \cdot \Psi(\mathcal{G}(\alpha, \tilde{x}), \xi) \prec \Theta_r \left( \Phi^{2t_2-2r_2+t+t/2} \sum_{s, \text{free}} (\deg(M_s)-4) \prod_{1 \leq s \leq t+r_2} \Psi_{\tilde{x}_s} \Psi_{\tilde{y}_s} \right)
\]

\[
\prec \Theta_r \left( \Phi^{2t_2-2r_2+t+t/2} \sum_{s, \text{free}} (\deg(M_s)-4) \Gamma^{2(t+r_2)} \right).
\]

Furthermore, by considering the internal structure of free molecules, it is easy to improve this bound to

\[
\sum_{\alpha} \sum_{\tilde{x}} C_{\alpha, \tilde{x}} \cdot \Psi(\mathcal{G}(\alpha, \tilde{x}), \xi) \prec \Theta_r \left( \Phi^{2t_2-2r_2+t+t/2} \sum_{s, \text{free}} (\deg(M_s)-4) \Gamma^{2(t+r_2)} \Phi^a \right),
\]  

(6.42)

where \( a \) is the number of free molecules that satisfy at least one of the following conditions:

(i) there exists one dashed line inside the free molecule;
(ii) there exists one off-diagonal solid edge inside the free molecule;
(iii) there exists one light weight inside the free molecule.

Note that in the first case, the sum of \( C_{\alpha, \tilde{x}} \) over the atoms in the free molecule gives an extra factor \( W^{-d} \) due to loss of free indices.

With (6.33), it is easy to see that

\[
\frac{1}{2} \sum_{s} (\deg(M_s) - 4) + a \geq t - t_s,
\]

the number of non-simple free molecules. Moreover, since \( \Phi \ll 1 \) and \( \Gamma \geq 1 \) by (2.22), the right-hand side of (6.42) increases as \( r_2 \) increases. Then with \( 2r_2 \leq t_2 \), we can further bound (6.42) by

\[
\sum_{\alpha} \sum_{\tilde{x}} C_{\alpha, \tilde{x}} \cdot \Psi(\mathcal{G}(\alpha, \tilde{x}), \xi) \prec \Theta_r \left( \Phi^{t_2+2t-t_1} \Gamma^{2t_2} \Phi^t \right) = \Theta_r \left( \Phi^{t_2+2t-t_1} \Gamma^{t_2+2t} \right).
\]

This proves (6.41).

Note that we always have \( t_2 + 2t \leq 2p \) under (6.11). Then as in (6.10), one can see that (6.8) will follow from Lemma 6.8 if we can write the left-hand side of (6.8) into a linear combination of \( O(1) \) many standard forests, where each of them has no simple free molecule. By Lemma 6.7, \( \mathcal{F}_0 \) in (6.31) is a colorless standard forest. Now to prove (6.30), it suffices to prove the following lemma.
Lemma 6.9. Suppose the assumptions in Lemma 2.15 hold. Let \( \mathcal{F} \) be a colorless standard forest of the form (6.32). Then for any fixed \( D > 0 \), we have

\[
E \mathcal{F} = \sum_\kappa E \mathcal{F}_\kappa + O(N^{-D}),
\]

(6.43)

where \( \mathcal{F}_\kappa \) are colorless standard forests containing zero simple free molecules. Moreover, the total number of \( \mathcal{F}_\kappa \) is of order \( O(1) \).

For the following proof of Lemma 6.9, it suffices to assume that there exists at least one simple free molecule in \( \mathcal{F} \). Then our proof consists of an induction argument on the number of simple free molecules. More precisely, we will remove the simple free molecules one by one with the following two steps: step 3 in Section 6.4, and step 4 in Section 6.5.

6.4 Proof of Lemma 2.15: step 3. In this step, we turn all the simple free molecules into regular simple free molecules, in which all the atoms have degree 2 such that we can apply (2.51).

Step 3: Regular simple free molecules. We now pick a simple free molecule, say \( M_i \), in the colorless standard forest. Due to (6.36), there are only 3 possible cases:

\[
\begin{align*}
\text{Type A} & & \text{Type B} & & \text{Type C} \\
\alpha & & \alpha & & \alpha \\
\beta & & \beta & & \beta \\
x_i & & x_i & & x_i \\
\end{align*}
\]

(6.44)

where we did not draw the weights and the \( \alpha \) atoms with zero degree. We shall call the type C molecules, i.e. the molecules without any solid edge connected with \( x_i \) and with only degree 2 atoms, as regular simple free molecules. The purpose of this step is to prove the following lemma.

Lemma 6.10. Suppose the assumptions in Lemma 2.15 hold. Let \( \mathcal{F} \) be a colorless standard forest of the form (6.32). For any fixed \( D > 0 \), we have

\[
E \mathcal{F} = \sum_\kappa E \mathcal{F}_\kappa + O(N^{-D}),
\]

where \( \mathcal{F}_\kappa \) are colorless standard forests containing only regular (type C) simple free molecules. Moreover, the total number of \( \mathcal{F}_\kappa \) is of order \( O(1) \).

Proof. Recall that \( \mathcal{F} \) in (6.32) is built with graphs \( \mathcal{G}(\alpha, \vec{x}) \). Suppose for some \( i_0 \), \( M_{i_0} \) is a type A or B simple free molecule in \( \mathcal{F} \). By the definition of simple free molecules, atom \( x_{i_0} \) is not equal to any other atoms in graph \( \mathcal{G}(\alpha, \vec{x}) \). For a solid edge, weight or light weight that is not attached to the atom \( x_{i_0} \), we use (5.5), (5.6) and (6.6) to write it as a sum of two parts: one part is independent of the atom \( x_{i_0} \); the other part has two solid edges connected with the atom \( x_{i_0} \) and may have a new atom, call it a \( \beta \) atom. Corresponding to these two parts, we can write \( \mathcal{G} \) as a sum of two parts, say \( \mathcal{G} = \mathcal{G}_0 + \mathcal{F}_1 \). Then for the graph \( \mathcal{G}_0 \), we again expand one of its solid edges or (light) weights that is not connected with the atom \( x_{i_0} \), and write it as a sum of two parts, say \( \mathcal{G}_0^{(1)} = \mathcal{G}_0^{(2)} + \mathcal{F}_2 \). Continuing this process until for some \( \mathcal{G}_0^{(k)} \), \( k \in \mathbb{N} \), \( x_{i_0} \) is added into the independent set of all edges, weights and light weights that are not connected with the atom \( x_{i_0} \). Then we rename \( \mathcal{G}_0 \equiv \mathcal{G}_0^{(k)} \) and write

\[
\mathcal{G}(\alpha, \vec{x}) = \mathcal{G}_0(\alpha, \vec{x}) + \sum_\kappa \sum_\beta C^\kappa(\beta) \mathcal{G}_\kappa(\alpha, \beta, \vec{x}),
\]

(6.45)

where

\[
C^\kappa(\beta) = O \left( \left( W^{-d} \# \beta \text{ atoms} \right) \mathbf{1} \left( \max_{i,j} |\beta^j_i - x_i| \leq (\log N)^{O(1)} W \right) \right),
\]

(6.46)
and \( \mathcal{G}_\kappa \) denotes all the other \( \mathcal{F} \) graphs which have two more solid edges visiting \( x_{i_0} \). Here the new \( \beta \) atoms can only come from the expansions in (6.6), and the \( C^\kappa(\beta) \) comes from the \( s \) coefficients. If the expansion happened for a weight on atom \( x_i \), then the new atoms \( \beta_i^j \) satisfy \( \beta_i^j - x_i = O(W) \). Similarly, if the expansion happened for a weight on atom \( \alpha_i^* \in \mathcal{M}_i \), then the new atoms \( \beta_i^j \) satisfy \( \beta_i^j - \alpha_i^* = O(W) \), which implies \( \beta_i^j - x_i \leq (\log N)^{O(1)} W \). We then include these new \( \beta_i^j \) atoms into the molecule \( \mathcal{M}_i \) of \( \mathcal{G}_\kappa \).

So far we have explained how to get (6.45). Now we consider the dashed-line partitions \( \mathcal{E}_\kappa \) of the atoms in \( \mathcal{G}_\kappa \), and we shall use \( \mathcal{E}_\kappa \supset \mathcal{E} \) to mean that \( \mathcal{E}_\kappa \) is an extension of the dashed-line partition \( \mathcal{E} \) of the atoms in \( \mathcal{F} \). Then we have

\[
\mathcal{E} \cdot \mathcal{G}(\alpha, \bar{x}) = \mathcal{E} \cdot \mathcal{G}_0(\alpha, \bar{x}) + \sum_{\kappa} \sum_{\beta} \sum_{\mathcal{E}_\kappa \succ \mathcal{E}} C^\kappa(\beta) \mathcal{E}_\kappa \cdot \mathcal{G}_\kappa(\alpha, \beta, \bar{x}).
\]

Then corresponding to the standard forest \( \mathcal{F} \) in (6.32), we define the forests

\[
\mathcal{F}_0 := \sum \sum C_{\alpha, \bar{x}} \cdot \mathcal{G}_0(\alpha, \bar{x}), \quad \mathcal{F}_{\kappa, \mathcal{E}_\kappa} := \sum \sum \sum C_{\alpha, \bar{x}}^\kappa(\beta) \mathcal{E}_\kappa \cdot \mathcal{G}_\kappa(\alpha, \beta, \bar{x}), \quad (6.47)
\]

where the molecules are chosen as

\[
\mathcal{M}_i = \{x_i, \alpha_i^1, \alpha_i^2, \alpha_i^3, \ldots, \beta_i^1, \beta_i^2, \beta_i^3, \ldots\}, \quad 1 \leq i \leq p.
\]

As we assumed above, \( \mathcal{M}_{i_0} \) is a simple free molecule in \( \mathcal{F} \). Clearly, \( \mathcal{F}_0 \) is still a standard forest and \( \mathcal{M}_{i_0} \) is a simple free molecule in \( \mathcal{F}_0 \). On the other hand, we claim that:

(a) \( \mathcal{F}_{\kappa, \mathcal{E}_\kappa} \) is a standard forest;

(b) \( \mathcal{M}_{i_0} \) is not a simple free molecule in \( \mathcal{F}_{\kappa, \mathcal{E}_\kappa} \) anymore;

(c) the molecules which are not simple free in \( \mathcal{F} \) are still not simple free in \( \mathcal{F}_{\kappa, \mathcal{E}_\kappa} \).

Now we prove these statements.

**Proof of (b):** Recall that we have obtained \( \mathcal{G}_\kappa(\alpha, \beta, \bar{x}) \) by expanding the solid edges, weights and light weights in \( \mathcal{G}(\alpha, \bar{x}) \) with respect to atom \( x_{i_0} \) using (5.5), (5.6) or (6.6). Then each of these edges, weights or light weights becomes either (1) the same component with \( x_{i_0} \) added to the independent set, or (2) two solid edges connected with atom \( x_{i_0} \) plus some weights. Therefore, for any \( 1 \leq j \leq p \), \( \deg(\mathcal{M}_j) \) does not decrease from \( \mathcal{F} \) to \( \mathcal{F}_{\kappa, \mathcal{E}_\kappa} \). Moreover, there must exist some component in \( \mathcal{F} \) that turns into case (2) in \( \mathcal{F}_{\kappa, \mathcal{E}_\kappa} \), which gives \( \deg(\mathcal{M}_{i_0}) \geq 6 \). Hence \( \mathcal{M}_{i_0} \) is not simple free any more in \( \mathcal{F}_{\kappa, \mathcal{E}_\kappa} \), and the above statement (b) holds.

**Proof of (c):** If \( \mathcal{M}_j \) is not a free molecule in \( \mathcal{F} \), then \( \mathcal{M}_j \) is still not free in \( \mathcal{F}_{\kappa, \mathcal{E}_\kappa} \) since \( \mathcal{E}_\kappa \) is an extension of \( \mathcal{E} \). Now assume that \( \mathcal{M}_j \) is a non-simple free molecule in \( \mathcal{F} \). Then we have the following four cases, which can be proved easily with the expansions in (5.5), (5.6) and (6.6).

- If \( \deg(\mathcal{M}_j) \geq 6 \) in \( \mathcal{F} \), then \( \deg(\mathcal{M}_j) \geq 6 \) in \( \mathcal{F}_{\kappa, \mathcal{E}_\kappa} \) since \( \deg(\mathcal{M}_j) \) does not decrease from \( \mathcal{F} \) to \( \mathcal{F}_{\kappa, \mathcal{E}_\kappa} \).
- If there is a dashed line inside \( \mathcal{M}_j \) in \( \mathcal{F} \), then \( \mathcal{M}_j \) still contains this dashed line in \( \mathcal{F}_{\kappa, \mathcal{E}_\kappa} \).
- If there is an off-diagonal solid edge inside \( \mathcal{M}_j \) in \( \mathcal{F} \), then either \( \mathcal{M}_j \) still contains this off-diagonal solid edge in \( \mathcal{F}_{\kappa, \mathcal{E}_\kappa} \), or \( \deg(\mathcal{M}_j) \) increases by at least 2 such that \( \deg(\mathcal{M}_j) \geq 6 \).
- If \( \mathcal{M}_j \) contains a light weight in \( \mathcal{F} \), then either \( \mathcal{M}_j \) still has this light weight in \( \mathcal{F}_{\kappa, \mathcal{E}_\kappa} \), or \( \deg(\mathcal{M}_j) \) increases by at least 2 such that \( \deg(\mathcal{M}_j) \geq 6 \) in \( \mathcal{F}_{\kappa, \mathcal{E}_\kappa} \).

Therefore the statement (c) holds.

**Proof of (a):** We verify the conditions (i)-(vi) in Definition 6.6 one by one.

- (i) and (ii) are trivial. (v) is due to (6.46).
- (iii) is due to Lemma 5.10 and Lemma 6.3
- For any \( \mathcal{M}_j \), \( \deg(\mathcal{M}_j) \) increases by 0 or 2 from \( \mathcal{F} \) to \( \mathcal{F}_{\kappa, \mathcal{E}_\kappa} \). Hence the condition (iv) holds.
• For condition (vi), we assume that $M_j$ is a simple free molecule in $F_{\kappa,E_\kappa}$. Then it is must be also a simple free molecule in $F$ by the statement (c) we just proved. By the expansion rules and the fact that $\text{deg}(M_j)$ does not change, it is easy to see that the solid edges connected with $M_j$ do not change from $F$ to $F_{\kappa,E_\kappa}$ except that the atom $x_i$ may be added into the independent sets of these edges. Therefore (6.35) and (6.36) hold for $F_{\kappa,E_\kappa}$.

Therefore the statement (a) holds.

By the above statements (a)-(c), we know that the number of simple free molecules in $F_{\kappa,E_\kappa}$ is strictly smaller than that of $F$. Now we consider the $F_\kappa$ term. In fact, assuming $M_{i_0}$ is a type A or B simple free molecule, we will show that for any fixed $D > 0$,

$$E_{x_{i_0}} F_\kappa = \sum_\kappa F_\kappa + O_\omega(N^{-D}), \quad (6.48)$$

where each $F_\kappa$ is a standard colorless forest, in which the total number of type A and type B simple free molecules is strictly smaller than that of $F$. Then with mathematical induction, we can finish the proof of Lemma 6.10 by relabelling the standard colorless forests.

Now we prove (6.48). In $G_0$, all the edges and weights are independent of the atom $x_{i_0}$, except for the ones connected with atom $x_{i_0}$ directly. Then we can write

$$G_0 = G_0^{in} \cdot G_0^{out}, \quad E_{x_{i_0}} G_0 = G_0^{out} \cdot E_{x_{i_0}} G_0^{in},$$

where $G_0^{in}$ consists of the edges and weights attached to atom $x_{i_0}$. Now applying Lemma 6.4, we can write

$$E_{x_{i_0}} G_0^{in}$$

as a linear combination of graphs with new atoms $\tilde{\alpha}_{new}$ as in (6.16):

$$E_{x_{i_0}} G_0^{in} = \sum_\kappa \sum_{\tilde{\alpha}_{new}} C^\kappa(\tilde{\alpha}_{new}) : (G_\kappa^{in}(\tilde{\alpha}_{new}) \cdot G_0^{out}) + O_\omega(N^{-D}),$$

where $C^\kappa(\tilde{\alpha}_{new})$ satisfies

$$C^\kappa(\tilde{\alpha}_{new}) = O(W^{-d})^\# \ new \ \alpha \ atoms \ 1 \left( \max_j |\alpha_j - x_{i_0}| \leq (\log N)^{O(1)} W \right).$$

We include these new atoms into the molecule $M_{i_0}$ such that from $G_0^{in}$ to $G_\kappa^{in}(\tilde{\alpha}_{new})$, only the internal structure of $M_{i_0}$ changes. Thus we have

$$E_{x_{i_0}} F_\kappa = \sum_\kappa \sum_{\tilde{\alpha}_{new}} \sum_{\alpha} C_{\alpha,\tilde{\alpha}} \cdot C^\kappa(\tilde{\alpha}_{new}) \cdot E \cdot (G_\kappa^{in}(\tilde{\alpha}_{new}) \cdot G_0^{out}) + O_\omega(N^{-D}). \quad (6.49)$$

Again, let $E_\kappa$ denote the dashed-line partition extensions of $E$. We then define the forests

$$\tilde{F}_{\kappa,E_\kappa} = \sum_{\tilde{\alpha}_{new}} \sum_{\alpha} C_{\alpha,\tilde{\alpha}} \cdot C^\kappa(\tilde{\alpha}_{new}) \cdot E_\kappa \cdot (G_\kappa^{in}(\tilde{\alpha}_{new}) \cdot G_0^{out}).$$

Then we have

$$E_{x_{i_0}} F_\kappa = \sum_{\kappa, \tilde{E}_\kappa} \tilde{F}_{\kappa,E_\kappa} + O_\omega(N^{-D}),$$

where $\tilde{F}_{\kappa,E_\kappa}$ are standard colorless forests. Since $\text{deg}(x_{i_0}) = 0$ in $\tilde{F}_{\kappa,E_\kappa}$, $M_i$ is not a type A or type B simple free molecule in $\tilde{F}_{\kappa,E_\kappa}$ anymore. Moreover, for all the other molecules, their types do not change from $F_0$ to $\tilde{F}_{\kappa,E_\kappa}$. Therefore in $\tilde{F}_{\kappa,E_\kappa}$, the total number of type A and type B simple free molecules is strictly smaller than that of $F_0$. This completes the proof of (6.48) by relabelling the standard colorless forests.

\textbf{6.5 Proof of Lemma 2.15: step 4.} With Lemma 6.10, it remains to prove Lemma 6.9 under the assumption that there are only type $C$ simple free molecules in $F$.\]
Lemma 6.11. Suppose the assumptions in Lemma 2.15 hold. Let F be a colorless standard forest of the form (6.32) and with $t_s$ simple free molecules for some $t_s \geq 1$. Moreover, we assume that they are all type C regular simple free molecules in the sense of (6.44). Then for any fixed $D > 0$, we have

$$E F = \sum_{\kappa} E F_\kappa + O(N^{-D}),$$

where each $F_\kappa$ is a colorless standard forest that contains at most $(t_s - 1)$ simple free molecules. Moreover, the total number of $F_\kappa$ is of order $O(1)$.

Clearly, together with Lemma 6.10, the above Lemma 6.11 shows that Lemma 6.9 holds by induction and hence completes the proof of Lemma 2.15.

For the standard forest $F$ in Lemma 6.11, in each simple free molecule there are exactly 2 atoms that are connected with solid edges, as shown in (6.44). Thus the condition (6.35) in Definition 6.6 implies that one of the atom must be connected with two solid edges of the same charge. Here we define the charged atom to be an atom whose total charge with respect to the solid edges is not neutral. In this section, we focus on the charged atoms in type C simple free molecules.

Definition 6.12 (Simple charged atom). We call a degree 2 charged atom in a simple free molecule a simple charged atom.

$Q_\alpha$ operation: Let $\alpha_i$ be a simple charged atom in a simple free molecule $M_i$. For a standard forest $F$ of the form (6.32), we define an operator $Q_\alpha$, which “paints” the edges connected with atom $\alpha$ using the color $Q_\alpha$:

$$Q_\alpha(F) := \sum_{x} \sum_{\alpha} C_{x,\bar{x}} \cdot E \cdot Q_\alpha \left( G(\alpha, \bar{x}) \right).$$

The operation of $Q_\alpha$ can be described graphically as

Be careful that $Q_\alpha$ is different from $Q_\alpha$ acting on the graph: $Q_\alpha$ only paints the edges connected with atom $\alpha$, while $Q_\alpha$ acting on the graph paints the whole graph with $Q_\alpha$ color.

The proof of Lemma 6.11 consists of the following two parts.

Step 4A: Painting the simple charged atoms. In this step, we apply (2.51) to the two edges connected with a simple charged atom, i.e., we paint these two edges with some $Q$-color. Rigorously speaking, we shall prove the following lemma.

Lemma 6.13. Under the assumptions of Lemma 6.11, for any fixed $D > 0$, we can write

$$F = \sum_{\kappa} F_\kappa + \sum_{\tilde{\kappa}} Q_{\alpha_*} (F_{\tilde{\kappa}}) + O(N^{-D}),$$

where $F_\kappa$ and $F_{\tilde{\kappa}}$ are colorless standard forests, and $\alpha_*$ is some simple charged atom in $F_{\tilde{\kappa}}$. Furthermore, each $F_\kappa$ contains at most $(t_s - 1)$ simple free molecules, and each $F_{\tilde{\kappa}}$ contains at most $t_s$ simple free molecules. Here the total number of $F_\kappa$ and $F_{\tilde{\kappa}}$ is of order $O(1)$.

Step 4B: Annihilation of $Q$-colored simple free molecules. As discussed in the introduction, taking expectation over the $Q$-colored graphs in (6.51) will decrease the number of simple free molecules. We state it in terms of the following lemma.
Lemma 6.14. Under the assumptions of Lemma 6.14 if \( \alpha_* \) is a simple charged atom in \( \mathcal{F} \), then
\[
\tilde{\mathcal{Q}}_{\alpha_*}(\mathcal{F}) = \sum_{\kappa} \tilde{\mathcal{Q}}_{\kappa} + O(N^{-D}),
\]
where each \( \mathcal{Q}_{\kappa} \) is a colorless standard forest that contains at most \( (t_s - 1) \) simple free molecules. Moreover, the total number of \( \mathcal{Q}_{\kappa} \) is of order \( O(1) \).

Clearly, Lemma 6.13 and Lemma 6.14 together prove Lemma 6.11.

Proof of Lemma 6.13 We assume that \( \alpha_* \) is a simple charged atom in a simple free molecule \( \mathcal{M}_{\alpha_0} \) of \( \mathcal{F} \). By definition, we have
\[
\mathcal{F} = \sum \sum C_{\alpha,\bar{x}} \cdot \mathcal{E}(\alpha, \bar{x}),
\]
and there are two same charged solid edges connected with \( \alpha_* \) in \( \mathcal{G}(\alpha, \bar{x}) \). Up to the choice of directions and charges, we can assume that these two solid edges are
\[
\mathcal{G}_{\alpha_1,\gamma_1}^{(I)} \quad \mathcal{G}_{\alpha,\gamma_2}^{(I)},
\]
where \( I \) and \( \bar{I} \) are independent sets of these two solid edges, and \( \gamma_1, \gamma_2 \) are atoms outside \( \mathcal{M}_{\alpha_0} \). In the following proof, we only focus on this case, but the proof works for all the other choices of directions and charges. We can rewrite (6.53) with the following lemma. We postpone its proof to Appendix B.

Lemma 6.15. Given atoms \( y, y' \) and independent sets \( I, \bar{I} \). Let \( x \notin \{y, y'\} \cup I \cup \bar{I}, \) and \( J \) be any set of atoms such that
\[
\{y, y'\} \cup I \cup \bar{I} \subset J, \quad x \notin J.
\]
Define the notations
\[
\mathcal{G} := \mathcal{G}_{\alpha_1,\gamma_1}^{(I)}, \quad \bar{\mathcal{G}} := \mathcal{G}_{\alpha,\gamma_2}^{(I)}, \quad \hat{\mathcal{G}} := \hat{\mathcal{G}}_{x} = \hat{\mathcal{G}}_{x} - M_{x}, \quad \hat{\mathcal{G}} := \hat{\mathcal{G}}_{x} = \hat{\mathcal{G}}_{x} - M_{x}.
\]
Then under the assumptions of Lemma 2.13, for any fixed \( D > 0 \) we can write
\[
\mathcal{G}_{xy} \bar{\mathcal{G}}_{xy}' = Q_x \left( \mathcal{G}_{xy} \bar{\mathcal{G}}_{xy}' \right) + \sum_{w \notin \{x\} \cup J} c_{xw} Q_w \left( \mathcal{G}_{wy} \bar{\mathcal{G}}_{wy}' \right) + \sum_{\kappa} \sum_{\hat{\alpha}} C^{\kappa}_{\hat{\alpha}, \alpha} \cdot \mathcal{G}_{\kappa}(\hat{\alpha}, x, y, y') + O_{\infty}(N^{-D}),
\]
and
\[
Q_x \left( \mathcal{G}_{xy} \bar{\mathcal{G}}_{xy}' \right) = \mathcal{G}_{xy} \bar{\mathcal{G}}_{xy}' + \sum_{y} c_{xw} \mathcal{G}_{wy} \bar{\mathcal{G}}_{wy}' + \sum_{\kappa} \sum_{\hat{\alpha}} C^{\kappa}_{\hat{\alpha}, \alpha} \cdot \mathcal{G}_{\kappa}(\hat{\alpha}, x, y, y') + O_{\infty}(N^{-D}),
\]
where \( \hat{\alpha} \) denotes the new atoms, the deterministic coefficients satisfy
\[
c_{xw} = O(W^{-d}) I_{|x-w| \leq (\log N)^2 W}, \quad C^{\kappa}_{\hat{\alpha}, \alpha} = O \left( \left(W^{-d}\right)^{\# \text{ of } \alpha \text{ atoms}} \right) \mathcal{I} \left( \max_{l} |x - \alpha_l| \leq (\log N)^2 W \right),
\]
and \( \mathcal{G}_{\kappa}, \bar{\mathcal{G}}_{\kappa} \) are colorless graphs look like
\[
\text{Extra dashed line} \quad \text{Or} \quad \text{Light weight} \quad \text{Or} \quad \text{Internal solid edge}
\]
More precisely, \( \mathcal{G}_{\kappa}, \bar{\mathcal{G}}_{\kappa} \) are colorless graphs with atoms \( x, \alpha_1, \alpha_2, \cdots, \) and \( y, y' \). For simplicity of presentation, we shall call \( \mathcal{M} := \{x, \alpha_1, \alpha_2, \cdots\} \) a molecule (which is consistent with our previous definition). Then in each \( \mathcal{G}_{\kappa} \) or \( \bar{\mathcal{G}}_{\kappa} \), there are two solid edges connecting atoms \( y \) and \( y' \) to the atoms in \( \mathcal{M} \), and there are no dotted lines. Moreover, at least one of the following three cases holds.
• There exists at least one dashed line connecting an atom in \( M \) to an atom in \( J \). Here by convention, we assume that the atoms in \( J \) are also included in the graphs \( G_\kappa \) or \( \tilde{G}_\kappa \).

• There exists at least one light weight on the atoms in \( M \).

• There exists at least one off-diagonal solid edge between atoms in \( M \).

Finally, the total number of \( G_\kappa \) and \( \tilde{G}_\kappa \) graphs is of order \( O(1) \).

In applying Lemma 6.15 to (6.53), we let \( \alpha_* \) play the role of \( x \) in (6.54), \( \tilde{\alpha}_* \) play the role of \( w, \gamma_1 \) and \( \gamma_2 \) play the role of \( y \) and \( y' \). \( J \) be the set of all atoms in \( G(\alpha, \bar{x}) \) of (6.52), and we label the new atoms by \( \beta_{i_0} \). Then we obtain that

\[
\hat{G}_{\alpha, \gamma_1} \tilde{G}_{\alpha, \gamma_2} = Q_{\alpha_*} \left( \hat{G}_{\alpha, \gamma_1} \tilde{G}_{\alpha, \gamma_2} \right) + \sum_{\tilde{\alpha}_* \notin \{\alpha_*\} \cup J} c_{\alpha_* \tilde{\alpha}_*} Q_{\tilde{\alpha}_*} \left( \hat{G}_{\tilde{\alpha}_*, \gamma_1} \tilde{G}_{\tilde{\alpha}_*, \gamma_2} \right)
+ \sum_\kappa \sum_{\beta_{i_0}} C^\kappa_{\beta_{i_0}} G_\kappa \left( \beta_{i_0}, \alpha_*, \gamma_1, \gamma_2 \right) + O_\kappa (N^{-D}),
\]

(6.57)

with

\[
c_{\alpha_*} = O(W^{-d}) I \left( |\hat{\alpha}_* - \alpha_*| \leq (\log N)^2 W \right), \quad C^\kappa_{\beta_{i_0}} = O \left( (W^{-d}) \# \text{ of } \beta \text{ atoms} \right) I \left( \max_i |\beta_{i_0}^l - \alpha_*| \leq (\log N)^2 W \right).
\]

Now we plug (6.57) into the graph \( G(\alpha, \bar{x}) \), and we include these new \( \beta \)'s atoms into the molecule \( M_{i_0} \), which contains \( x_{i_0} \) and \( \alpha_* \). Since \( |\alpha_* - x_{i_0}| \leq (\log N)^{O(1)} W \), we have

\[
c_{\alpha_*} = O(W^{-d}) I \left( |\hat{\alpha}_* - x_{i_0}| \leq (\log N)^{O(1)} W \right),
\]

and

\[
C^\kappa_{\beta_{i_0}} = O \left( (W^{-d}) \# \text{ of } \beta \text{ atoms} \right) I \left( \max_i |\beta_{i_0}^l - x_{i_0}| \leq (\log N)^{O(1)} W \right).
\]

Now with these coefficients and (6.57), we can write \( F \) in (6.52) as

\[
F = Q_{\alpha_*} \bar{F} + Q_{\tilde{\alpha}_*} \bar{F} + \sum_\kappa \sum_{E_{\kappa} \supseteq E} F_{\kappa, E_{\kappa}} + O_\kappa (N^{-D}),
\]

(6.58)

where \( \bar{F} \) and \( F_{\kappa, E_{\kappa}} \) are colorless forests defined as follows:

\[
\bar{F} := \sum_\alpha \sum_{\tilde{\alpha}_*} (C_{\alpha, \bar{x}} \cdot C_{\alpha, \tilde{\alpha}_*}) \cdot \bar{E} \cdot \tilde{g}(\alpha, \tilde{\alpha}_*, \bar{x}), \quad \tilde{g}(\alpha, \tilde{\alpha}_*, \bar{x}) := \frac{\hat{g}(\alpha, \tilde{\alpha}_*, \bar{x})}{\hat{G}_{\alpha, \gamma_1} \tilde{G}_{\alpha, \gamma_2}},
\]

where \( \bar{E} \) is the unique dashed-line partition extension of \( E \) in which \( \tilde{\alpha}_* \) is not equal to any other atoms in \( \hat{G}(\alpha, \tilde{\alpha}_*, \bar{x}) \);

\[
F_{\kappa, E_{\kappa}} := \sum_\alpha \sum_{\beta_{i_0}} \left( C_{\alpha, \bar{x}} \cdot C^\kappa_{\beta_{i_0}} \right) \cdot E_{\kappa} \cdot \tilde{g}_\kappa(\alpha, \beta_{i_0}, \bar{x}), \quad \tilde{g}_\kappa(\alpha, \beta_{i_0}, \bar{x}) := \frac{G(\alpha, \beta_{i_0}, \bar{x}) \cdot \tilde{G}_{\alpha, \beta_{i_0}, \gamma_1, \gamma_2}}{G_{\alpha, \gamma_1} \tilde{G}_{\alpha, \gamma_2}},
\]

where \( E_{\kappa} \) is a dashed-line partition extension of \( E \). Here we recall that \( G \) is the graph in (6.52) and \( G_\kappa \) is the graph in (6.57).

For the above \( \bar{F} \) and \( F_{\kappa, E_{\kappa}} \), it is easy to prove that they are standard colorless forest. Furthermore, compared with \( F \), there is no new simple free molecules appearing in \( \bar{F} \) and \( F_{\kappa, E_{\kappa}} \), and \( M \) is not simple free anymore in \( F_{\kappa, E_{\kappa}} \). Hence \( F_{\kappa, E_{\kappa}} \) has at most \((t_* - 1)\) simple free molecules, and \( \bar{F} \) has at most \( t_* \) simple free molecules. Now with (6.58), we can finish the proof of Lemma 6.13.

Note that for the second term on the right-hand side of (6.58), we need to switch the names of \( \alpha_* \) and \( \tilde{\alpha}_* \), and relabel the standard forests.

Next we prove Lemma 6.14 using Lemma 6.15.
Proof of Lemma 6.14. We consider

\[ Q_{\alpha_*}(F) = \sum_{\vec{x}} \sum_{\alpha} C_{\alpha, \vec{x}} \cdot \mathcal{E} \cdot Q_{\alpha_*}(\mathcal{G}(\alpha, \vec{x})), \]

where \( \alpha_* \) is a simple charged atom in a simple free molecule \( M_{i_0} \). In particular, atom \( \alpha_* \) is not equal to any other atoms in the graph \( \mathcal{G}(\alpha, \vec{x}) \), and there are only two edges painted with the \( Q_{\alpha_*} \) color in \( Q_{\alpha_*}(F) \). As we did in the proof of Lemma 6.10, we expand all colorless solid edges, weights and light weights in \( \mathcal{G}(\alpha, \vec{x}) \) with respect to the atom \( \alpha_* \) as follows.

- We use (6.59) and (6.6) to expand the solid edges, \( f_{1,2} \) weights and \( f_{1,2} \) light weights which are not connected with atom \( \alpha_* \). We use (6.6) to expand the \( f_{3,4} \) weights and \( f_{3,4} \) light weights which are not attached to atom \( \alpha_* \).

- Since \( M_{i_0} \) is a simple free molecule, the weights on atom \( \alpha_* \) must be normal weights (i.e., not light weights). For these weights, we write them as

\[ G_{x_{i_0}x_{i_0}} = M_{x_{i_0}}, \quad (G_{x_{i_0}x_{i_0}})^{-1} = M_{x_{i_0}}^{-1} + (G_{x_{i_0}x_{i_0}})^{-1} - M_{x_{i_0}}^{-1}, \]

i.e. we expand \( f_{1,2} \) weights into an order 1 deterministic quantity plus \( f_{1,2} \) light weights. For \( f_{3,4} \) weights on atom \( \alpha_* \), we keep them unchanged, since they are already independent of the \( \alpha_* \) atom.

Then as in the proof of Lemma 6.10 we can expand the edges and weights, which are not connected with the atom \( \alpha_* \) directly, step by step:

\[ \mathcal{G} = \mathcal{G}_0^{(1)} + \mathcal{F}_1 = \mathcal{G}_0^{(2)} + \mathcal{F}_1 + \mathcal{F}_2 = \cdots, \]

until we get that

\[ \mathcal{G}(\alpha, \vec{x}) = \mathcal{G}_0(\alpha, \vec{x}) + \sum_{\kappa} \sum_{\beta} C^\kappa(\beta) \mathcal{G}_\kappa(\alpha, \beta, \vec{x}), \tag{6.59} \]

where

\[ C^\kappa(\beta) = O((W^{-d} \# \beta \text{ atoms}) \mathbf{1} \max_i |\beta_i - x_i| \leq (\log N)^{O(1)} W). \]

Note that (6.59) corresponds to (6.45) in the proof of Lemma 6.10. In \( \mathcal{G}_0 \), expect for the two solid edges connected with \( \alpha_* \), all the other edges and weights are independent of the \( \alpha_* \) atom. Thus we immediately get that

\[ \mathbb{E}_{\alpha_*} Q_{\alpha_*}(\mathcal{G}_0(\alpha, \vec{x})) = 0. \tag{6.60} \]

As explained in the proof of Lemma 6.10, the new \( \beta \) atoms in \( \mathcal{G}_\kappa \) come from the expansions in (6.6), and the coefficients \( C^\kappa(\beta) \) come from the \( s \) coefficients in (6.6). If the expansion happened for a weight on atom \( x_i \), then the new atom \( \beta_i \) satisfies \( \beta_i - x_i = O(W) \). Similarly, if the expansion happened for a weight on atom \( \alpha \) in molecule \( M_i \), then the new atom \( \beta_i \) satisfies \( \beta_i - x_i = O(W) \), which implies \(|\beta_i - x_i| \leq (\log N)^{O(1)} W \).

We then include these new \( \beta_i \) atoms into the molecule \( M_i \) of \( \mathcal{G}_\kappa \).

We define

\[ \mathcal{F}_{\kappa, \mathcal{E}_\kappa} := \sum_{\vec{x}} \sum_{\alpha} \sum_{\beta} (C_{\alpha, \vec{x}} \cdot C^\kappa(\beta)) \cdot \mathcal{E}_\kappa \cdot \mathcal{G}_\kappa(\alpha, \beta, \vec{x}). \]

Note that it has the same structure as the forest \( \mathcal{F}_{\kappa, \mathcal{E}_\kappa} \) in (6.47) in the proof of Lemma 6.10. Suppose in \( \mathcal{G}(\alpha, \vec{x}) \), the two solid edges connected with \( \alpha_* \) are \( G^{(l)}_{\alpha, \beta_\kappa} G^{(l)}_{\alpha, \gamma_\kappa} \). Then we define

\[ \mathcal{G}^Q_{\kappa}(\alpha, \beta, \vec{x}) := \frac{\mathcal{G}_\kappa(\alpha, \beta, \vec{x})}{C_{\alpha, \beta, \gamma} G^{(l)}_{\alpha, \beta} G^{(l)}_{\alpha, \gamma}} Q_{\alpha_*}(G^{(l)}_{\alpha, \beta} G^{(l)}_{\alpha, \gamma}), \]

and the forest

\[ \mathcal{F}^Q_{\kappa, \mathcal{E}_\kappa} := \sum_{\vec{x}} \sum_{\alpha} \sum_{\beta} (C_{\alpha, \vec{x}} \cdot C^\kappa(\beta)) \cdot \mathcal{E}_\kappa \cdot \mathcal{G}^Q_{\kappa}(\alpha, \beta, \vec{x}). \]
With (6.60), we obtain that
\[
\mathbb{E} \mathcal{Q}_{\alpha_i}(\mathcal{F}) = \sum_{\kappa} \sum_{\xi_e \neq \xi} \mathbb{E} \mathcal{F}_{\kappa, \xi_e}^Q.
\]
Note that \( \mathcal{F}_{\kappa, \xi}^Q \) has the same structure as \( \mathcal{F}_{\kappa, \xi_e} \) defined above except that \( \mathcal{F}_{\kappa, \xi}^Q \) has two \( Q \)-colored edges.

For the colorless forest \( \mathcal{F}_{\kappa, \xi_e} \), the statements (a)-(c) in the proof of Lemma 6.10 also hold here. Therefore we have that the number of simple free molecules in \( \mathcal{F}_{\kappa, \xi_e} \) is strictly smaller than that of \( \mathcal{F} \). Finally, we apply (6.55) to the \( Q \)-colored solid edges \( Q_{\alpha_i} (G_{\alpha, \beta}, G_{\alpha, \gamma}) \) with \( \alpha_i \) playing the role of atom \( x \) in (6.55), and we add the new \( w \) and \( \alpha \) atoms in (6.55) into the molecule \( \mathcal{M}_{t_0} \) (i.e. the one containing \( \alpha_i \)). Then for each \( \mathcal{F}_{\kappa, \xi_e}^Q \), we can write
\[
\mathcal{F}_{\kappa, \xi_e}^Q = \sum_{\kappa'} \mathcal{F}_{\kappa, \xi_e, \kappa'} + \mathcal{O}(N-D),
\]
where \( \mathcal{F}_{\kappa, \xi_e, \kappa'} \) are colorless standard forests by replacing \( Q_{\alpha_i} (G_{\alpha, \beta}, G_{\alpha, \gamma}) \) with the terms on the right-hand side of (6.55). Moreover, it is easy to see that each \( \mathcal{F}_{\kappa, \xi_e, \kappa'} \) contains at most the same number of simple free molecules as \( \mathcal{F}_{\kappa, \xi_e} \), i.e., each \( \mathcal{F}_{\kappa, \xi_e, \kappa'} \) contains at most \( (t_s-1) \) simple free molecules. This completes the proof of Lemma A.14 by relabelling the standard forests. \( \square \)

A Proof of (2.34)

With Taylor expansion, we can write
\[
(1 - |m|^2S)^{-1} = (1 - |m|^2SK)^{-1} \sum_{k=0}^{K-1} |m|^{2k}S^{k+1}. \tag{A.1}
\]
Since \( |S|_{\ell\rightarrow \ell} = 1 \) and \( |m| \leq 1 - c\eta \) for some constant \( c > 0 \) by (1.4), it is easy to see that by taking \( K = \eta^{-1} \) in (A.1), we have
\[
0 \leq [(1 - |m|^2S)^{-1}]_{xy} \leq C \max_{x, y} \sum_{k=1}^{\eta^{-1}} (S^k)_{xy}. \tag{A.2}
\]
Since \( S \) is a doubly stochastic matrix, \( (S^k)_{xy} \) can be understood through a \( k \)-step random walk on the torus \( \mathbb{Z}_N^d \). We first prove the following lemma. Here different from the previous proof, for any vector \( v \in \mathbb{R}^d \) we denote \( |v| \equiv \|v\|_2 \).

Lemma A.1. Let \( B_n = \sum_{i=1}^n X_i \) be a random walk on \( \mathbb{Z}^d \) with i.i.d. steps \( X_i \) that satisfy the following conditions: (i) \( X_1 \) is symmetric; (ii) \( |X_i| \leq L \) almost surely; (iii) there exists constants \( C^*, c_*>0 \) such that
\[
c_*L^{-d}1_{|x|\leq c_*L} \leq \mathbb{P}(|X_1| = x) \leq C^*L^{-d}1_{|x|\leq L}, \quad j \in \mathbb{Z}. \tag{A.3}
\]
Let \( \Sigma \) be the covariance matrix of \( X_1 \) with \( \Sigma_{ij} = \mathbb{E}[(X_1)_i(X_1)_j] \). Assume that \( n \in \mathbb{N} \) satisfies
\[
\log n \geq c_0 \log L \tag{A.4}
\]
for some constant \( c_0 > 0 \). Then for any fixed (large) \( D > 0 \), we have
\[
\mathbb{P}(B_n = x) = \frac{1 + o_n(1)}{(2\pi n)^{d/2} \sqrt{\det(\Sigma)}} e^{-\frac{1}{2}x^\tau (n\Sigma)^{-1}x} + O(L^{-D}), \tag{A.5}
\]
for large enough \( L \) (and \( n \)).

Proof of Lemma A.1. Note that (A.5) is in accordance with the central limit theorem. Our proof below is in fact a variant of the proof of CLT with characteristic functions.

Combining condition (ii), i.e., \( |X_i| \leq L \), with a large deviation estimate, with (A.4), we get that
\[
\mathbb{P}(|B_n| \geq Ln^{1/2+\tau}) = O(L^{-D}),
\]
for some constant \( c_0 > 0 \). Therefore, for large enough \( L \) (and \( n \)), we have
\[
\mathbb{P}(B_n = x) = \frac{1 + o_n(1)}{(2\pi n)^{d/2} \sqrt{\det(\Sigma)}} e^{-\frac{1}{2}x^\tau (n\Sigma)^{-1}x} + O(L^{-D}),
\]
for large enough \( L \) (and \( n \)).
for any fixed (small) \( \tau > 0 \) and (large) \( D > 0 \). Thus to prove (A.5), we only need to focus on the case
\[
|x| = O(Ln^{1/2+\tau_0})
\]
for some small enough constant \( \tau_0 > 0 \). In the following proof, we always make this assumption.

For \( p \in \mathbb{R}^d \) with \( 0 < |p| \leq L^{-1}n^{-1/2+\tau_0} \), we have
\[
\log \mathbb{E} e^{ip \cdot X_1} = -\frac{1}{2} p^T \Sigma p + \sum_{k \geq 3} \frac{\kappa_k(\hat{p})}{k!} (i|p|)^k,
\]
where \( \hat{p} = p/|p| \) and \( \kappa_k(\hat{p}) \) is the \( k \)-th cumulant of \( \hat{p} \cdot X_1 \). It gives that
\[
\frac{1}{n} \log \mathbb{E} e^{ip \cdot B_n} = -\frac{1}{2} p^T \Sigma p + \sum_{k \geq 3} \frac{\kappa_k(\hat{p})}{k!} (i|p|)^k.
\]
By the condition (A.3), it is easy to verify that
\[
C^{-1} L^2 \leq \Sigma \leq C L^2
\]
in the sense of operators, and
\[
|\kappa_k(\hat{p})| \leq C_k k! L^k, \quad k \in \mathbb{N}, \quad \hat{p} \in \mathbb{S}^d,
\]
for some constant \( C > 0 \). Then for \( |p| \leq L^{-1}n^{-1/2+\tau_0} \), we have
\[
\mathbb{E} e^{ip \cdot B_n} = e^{-\frac{1}{2} np^T \Sigma p} \left( 1 + \sum_{3 \leq k \leq K_D} \alpha_k(\hat{p}) (L n^{1/2} |p|)^k \right) + O(L^{-D}),
\]
(A.7)
where \( \alpha_k \in \mathbb{C} \) are coefficients (independent of \( p \)) satisfying
\[
\alpha_k(\hat{p}) = O(n^{1-k/2}) = O(n^{-k/6}), \quad k \geq 3,
\]
(A.8)
and \( K_D = O(1) \) is a fixed integer depending only on \( D \) and the constant \( c_0 \) in (A.4).

Now we estimate \( \mathbb{E} e^{ip \cdot B_n} \) for large \( p \). Because of the existence of the core in (A.3), it is easy to see that for some constant \( c > 0 \),
\[
|\mathbb{E} e^{ip \cdot X_1}| \leq 1 - c \min\{1, (L|p|)^2\}, \quad L^{-1}n^{-1/2+\tau_0} \leq |p| \leq \pi,
\]
which implies that for some \( c > 0 \),
\[
|\mathbb{E} e^{ip \cdot B_n}| \leq e^{-cn^{\tau_0}}, \quad |p| \geq L^{-1}n^{-1/2+\tau_0}.
\]
Together with (A.7), with
\[
y := (n \Sigma)^{-1/2} x, \quad |y| = O(n^{\tau_0}), \quad q := (n \Sigma)^{1/2} p,
\]
and \( H_n \) being the Hermite polynomials, we have
\[
\mathbb{P}(B_n = x) = \frac{1}{(2\pi)^d} \int_{|p| \leq L^{-1}n^{-1/2+\tau_0}} dp e^{-ip \cdot x} e^{-\frac{1}{2} np^T \Sigma p} \left( 1 + \sum_{3 \leq k \leq K_D} \alpha_k(\hat{p}) (L n^{1/2} |p|)^k \right) + O(L^{-D})
\]
\[
= \frac{1}{(2\pi)^d \sqrt{n^d \det(\Sigma)}} \int_{|L \Sigma^{-1/2} q| \leq n^{\tau_0}} dq e^{-i q \cdot y} e^{-\frac{|q|^2}{2}} \left( 1 + \sum_{3 \leq k \leq K_D} \alpha_k(\hat{p}) |L \Sigma^{-1/2} q|^k \right) + O(L^{-D})
\]
\[
= \frac{1}{(2\pi)^d \sqrt{n^d \det(\Sigma)}} \int_{q \in \mathbb{R}^d} dq e^{-i q \cdot y} e^{-\frac{|q|^2}{2}} \left( 1 + \sum_{3 \leq k \leq K_D} \alpha_k(\hat{p}) |L \Sigma^{-1/2} q|^k \right) + O(L^{-D})
\]
\[
= \frac{1}{(2\pi n)^{d/2} \sqrt{\det(\Sigma)}} \left( 1 + \sum_{3 \leq k \leq K_D} O(n^{-(1/6-\tau_0)k}) \right) e^{-\frac{|y|^2}{2}} + O(L^{-D})
\]
where in the third step we used \( C^{-1/2} |q| \leq |L \Sigma^{-1/2} q| \leq C^{1/2} |q| \) by (A.6) and approximated the \( \int_{|L \Sigma^{-1/2} q| \leq n^{\tau_0}} \) with \( \int_{q \in \mathbb{R}^d} \) up to an error \( O(L^{-D}) \) due to the factor \( e^{-q^2/2} \), and in the last step we used (A.8), \( |y| = O(n^{\tau_0}) \) and stationary approximation to bound the integrals. This proves (A.5).
Now we can give a proof of (2.34).

Proof of (2.34). Fix any small constant \( \tau > 0 \). We now bound the sum in (A.2). Let \( B_n = \sum_{i=1}^{n} X_i \) be a random walk on \( \mathbb{Z}_N \) with i.i.d. steps \( X_i \), with distribution \( \mathbb{P}(X_1 = y - x) = s_{xy} \). Then it is easy to see that

\[
(S^k)_{xy} = \mathbb{P}(B_k = y - x).
\]

For \( 1 \leq k \leq N^\tau \), with (2.4) we can bound

\[
(S^k)_{xy} \leq 1_{|x-y| \leq c/k} W^{-d} \lesssim \frac{N^{(d-2)\tau}}{W^2|x-y|^{d-2}}. \tag{A.9}
\]

For \( N^\tau \leq k \leq N^{2-\tau}/W^2 \), we have a large deviation estimate

\[
\mathbb{P}(|B_k| \geq |x-y|) \leq \exp \left( -\frac{c|x-y|^2}{k^2W^2} \right)
\]

for some constant \( c > 0 \). In particular, with high probability, \( b_c \) can be regarded as a random walk on the full lattice \( \mathbb{Z}^d \) if \( k \leq N^{2-\tau}/W^2 \), and we can apply (A.9) to get that

\[
(S^k)_{xy} = \mathbb{P}(B_k = y - x) \lesssim \frac{1}{k^{d/2}W^d} e^{-\frac{c|x-y|^2}{k^2W^2}} + O(N^{-D}), \tag{A.10}
\]

for some constant \( c > 0 \) and for any large constant \( D > 0 \). Finally, for \( N^{2-\tau}/W^2 \leq k \leq \eta^{-1} \), using \( ||S||_{1 \to \infty} \leq 1 \) we get that

\[
(S^k)_{xy} \leq \max_{x,y}(S^{N^{2-\tau}/W^2})_{xy} \lesssim \frac{1}{N^{d-d/2}} \tag{A.11}
\]

where we used (A.10) in the last step. Applying (A.9)-(A.11) to (A.2), we obtain that

\[
\sum_{k=1}^{\eta^{-1}} (S^k)_{xy} \lesssim \frac{N^{(d-2)\tau}}{W^2|x-y|^{d-2}} + \sum_{N^\tau \leq k \leq N^{2-\tau}/W^2} \frac{1}{k^{d/2}W^d} 1_{k \geq N^{\tau}|x-y|^2/W^2} + O(N^{-D}),
\]

where it is easy to verify that

\[
\sum_{N^{\tau} \leq k \leq N^{2-\tau}/W^2} \frac{1}{k^{d/2}W^d} 1_{k \geq N^{\tau}|x-y|^2/W^2} \lesssim \frac{1}{W^d} 1_{|x-y| \leq N^\tau W} + \frac{1}{W^d} 1_{N^{\tau}|x-y|^2/W^2} + O(N^{-D}).
\]

This finishes the proof of (2.34) since \( \tau \) can be arbitrarily small and \( D \) can be arbitrarily large. \( \square \)

### B Proof of Lemma 6.15

We fix \( x, y, y' \) in the proof. For simplicity, we ignore “\( x \)” from the coefficients \( c_{xw} \) and \( \bar{c}_{xw} \). With (6.3), we can write

\[
G_{xy}G_{xy'} = M_x^2 \sum_{s,x'} H_{xs}H_{xs'} G_{xy}^{(x)} G_{xy'}^{(x)} + (2\Lambda_x M_x + \Lambda_x^2) \frac{G_{xy}}{G_{xx}} \frac{G_{xy'}}{G_{xx}}, \quad \Lambda_x := G_{xx} - M_x.
\]

Similarly for \( x \notin \{y, y'\} \cup \tilde{I} \cup \tilde{I}' \), together with (5.5), we get that

\[
\mathbb{E}_x \bar{G}_{xy} \bar{G}_{xy'} = M_x^2 \sum_w s_{xw} G_{wy} \bar{G}_{wy} + \mathbb{E}_x \left( (\bar{\Lambda}_x M_x + \tilde{\Lambda}_x M_x + \bar{\Lambda}_x \bar{\Lambda}_x) \frac{\bar{G}_{xy}}{G_{xx}} \frac{\bar{G}_{xy'}}{G_{xx}} \right)
\]

\[
= M_x^2 \sum_y s_{xy} \bar{G}_{wy} \bar{G}_{wy'} - M_x^2 \sum_y \left( \frac{\bar{G}_{wy}}{G_{xx}} \frac{\bar{G}_{wy'}}{G_{xx}} + \frac{\bar{G}_{wz} \bar{G}_{xy}}{G_{xx}} \frac{\bar{G}_{xy'}}{G_{xx}} - \frac{\bar{G}_{wz} \bar{G}_{xy}}{G_{xx}} \frac{\bar{G}_{xy'}}{G_{xx}} \right) \tag{B.1}
\]

\[
= \mathbb{E}_x \left( (\bar{\Lambda}_x M_x + \tilde{\Lambda}_x M_x + \bar{\Lambda}_x \bar{\Lambda}_x) \frac{G_{xy}}{G_{xx}} \frac{G_{xy'}}{G_{xx}} \right).
\]
Now we define the “error” part as

\[
B_x := -M_2^x \sum_y s_{xw} \left( \hat{G}_{wy} \hat{G}_{xy} - \frac{\hat{G}_{wx} \hat{G}_{xy}}{G_{xx}} + \frac{\hat{G}_{wx} \hat{G}_{xy}}{G_{xx}} - \hat{G}_{wx} \hat{G}_{xy} - \frac{\hat{G}_{wx} \hat{G}_{xy}}{G_{xx}} \right) + \mathbb{E}_x \left( \left( \hat{A}_x M_x + \hat{A}_x M_x + \hat{A}_x \hat{A}_x \right) \frac{\hat{G}_{xy} \hat{G}_{xy}'}{G_{xx}} \right), \quad \text{if } x \notin \{y, y'\} \cup \tilde{I} \cup \tilde{I},
\]

and

\[
B_x := \mathbb{E}_x \hat{G}_{xy} \hat{G}_{xy}' - M_2^x \sum_y s_{xw} \hat{G}_{wy} \hat{G}_{wy}', \quad \text{if } x \in \{y, y'\} \cup \tilde{I} \cup \tilde{I}.
\]

With the above definition and (B.1), we have for any \(x \in \mathbb{Z}_N^d\),

\[
\hat{G}_{xy} \hat{G}_{xy}' = M_2^x \sum_y s_{xw} \hat{G}_{wy} \hat{G}_{wy}' + Q_x \left( \hat{G}_{xy} \hat{G}_{xy}' \right) + B_x.
\]

It implies (with \(\{y, y'\} \cup \tilde{I} \cup \tilde{I} \subset J\))

\[
\hat{G}_{xy} \hat{G}_{xy}' = \sum_y \left( (1 - M^2 S)^{-1} \right)_{xy} \left( Q_w \left( \hat{G}_{wy} \hat{G}_{wy}' \right) + B_w \right)
= \sum_{w \notin J} \left( (1 - M^2 S)^{-1} \right)_{xyw} \left( Q_w \left( \hat{G}_{wyw} \hat{G}_{wyw}' \right) + B_w \right)
+ \sum_{w \in J} \left( (1 - M^2 S)^{-1} \right)_{xyw} \sum_{w'} (1 - M^2 S)_{ww'} \left( \hat{G}_{w'w} \hat{G}_{w'w}' \right).
\]

Then using (2.15), we obtain that for any fixed \(D > 0\),

\[
\hat{G}_{xy} \hat{G}_{xy}' - Q_x \left( \hat{G}_{xy} \hat{G}_{xy}' \right) = \sum_{w \notin J} c_w Q_w \left( \hat{G}_{wyw} \hat{G}_{wyw}' \right) + B_x + \sum_{w \notin J} c_w B_w
+ \sum_{w \in J} c_w \hat{G}_{wyw} \hat{G}_{wyw}' + \sum_{w \in J} \sum_{w'} d_{w'w} \hat{G}_{w'w} \hat{G}_{w'w}' + O_d(N^{-D}),
\]

for some coefficients satisfying

\[
c_w = O(W^{-d}) \mathbf{1}_{|x-w| \leq (\log N)^2 W}, \quad d_{w'w} = O(W^{-2d}) \mathbf{1}_{|x-w| + |x-w'| \leq (\log N)^2 W}.
\]

Furthermore, by the definition of \(B_w\), we have

\[
\sum_{j \notin J} c_w B_w = \sum_{w \notin J} \sum_{v} c'_w s_{vw} \left( \hat{G}_{vyv} \hat{G}_{wyw} - \frac{\hat{G}_{vwy} \hat{G}_{wyw}}{G_{ww}} \right) + \sum_{w \notin J} c_w \mathbb{E}_w \left( \left( \hat{A}_w M_w + \hat{A}_w M_w + \hat{A}_w \hat{A}_w \right) \frac{\hat{G}_{wyw} \hat{G}_{wyw}'}{G_{ww}} \right),
\]

for some coefficients

\[
c'_w = O(W^{-d}) \mathbf{1}_{|x-w| \leq (\log N)^2 W}.
\]
Therefore, up to the error term $O_{\prec}(N^{-D})$, $\dot{G}_{xy} \dot{G}_{xy'} - Q_x \left( \dot{G}_{xy} \dot{G}_{xy'} \right)$ is equal to (see the explanation below)

\[
\begin{align*}
\sum_{w} c_w y y' & + \sum_{w} c_w y y' + \sum_{w} d_{ww'} y y' + \sum_{w} c_{i,w} y y' + \cdots + \sum_{w} c_{2,w} y y' + M_x f_2 x 2 y y' + \cdots + \sum_{w} c_{2,w} y y' + M_x f_2 x 2 y y' + \cdots + \sum_{w} d_{ww'} y y' + \sum_{w} c_{i,w} y y' + \cdots + \sum_{w} c_{2,w} y y' + M_x f_2 x 2 y y' + \cdots + \sum_{w} d_{ww'} y y' + \sum_{w} c_{i,w} y y' + \cdots + \sum_{w} c_{2,w} y y' + M_x f_2 x 2 y y' + \cdots + \sum_{w} d_{ww'} y y' + \sum_{w} c_{i,w} y y' + \cdots + \sum_{w} c_{2,w} y y' + M_x f_2 x 2 y y' + \cdots + \sum_{w} d_{ww'} y y' + \sum_{w} c_{i,w} y y' + \cdots + \sum_{w} c_{2,w} y y' + M_x f_2 x 2 y y' + \cdots + \sum_{w} d_{ww'} y y' + \sum_{w} c_{i,w} y y' + \cdots + \sum_{w} c_{2,w} y y' + M_x f_2 x 2 y y' + \cdots + \sum_{w} d_{ww'} y y' + \sum_{w} c_{i,w} y y' + \cdots + \sum_{w} c_{2,w} y y' + M_x f_2 x 2 y y' + \cdots + \sum_{w} d_{ww'} y y' + \sum_{w} c_{i,w} y y' + \cdots + \sum_{w} c_{2,w} y y' + M_x f_2 x 2 y y' + \cdots + \sum_{w} d_{ww'} y y' + \sum_{w} c_{i,w} y y' + \cdots + \sum_{w} c_{2,w} y y' + M_x f_2 x 2 y y' + \cdots + \sum_{w} d_{ww'} y y' + \sum_{w} c_{i,w} y y' + \cdots + \sum_{w} c_{2,w} y y' + M_x f_2 x 2 y y' + \cdots + \sum_{w} d_{ww'} y y'.
\end{align*}
\]

where $c_{i,w}$ and $c_{2,w}$ are some coefficients that also satisfy (B.5). Here we have only drawn the dashed lines and ignored the $\times$-dashed lines. Moreover, the $y$ and $y'$ can be the same atom, but we did not draw this case. The first graph in the first row represents the first term on the right-hand side of (B.4). The second and third graphs in the first row represent the second terms in the second line of (B.4). The second row of (B.6) represents the the first row of (B.2), and the third row of (B.6) represents the the second row of (B.2).

The graphs of $\sum_{w \in J} c_w B_w$ have the same structures as the graphs in the second and third rows of (B.6), and we used "···" to represent them in the fourth row.

Now the first graph in (B.6) gives the second term on the right-hand side of (6.54). All the other graphs in the first and second rows of (B.6) can be included into the third term on the right-hand side of (6.54) by relabelling $w, w'$ as $\alpha$ atoms. It is easy to check that these graphs satisfy the conditions for $G_{\kappa}$ below (6.56). Therefore to finish the proof of (6.54), it remains to write the graphs in the third line of (B.6) into the form of the third term on the right-hand side of (6.54).

Following the idea in the proof for Lemma 6.4, we can write the graph with $P_x$ color into a sum of colorless graphs. More precisely, using

\[
\begin{align*}
\frac{\dot{G}_{xy} \dot{G}_{xy'}}{G_{xx'} G_{xx}} &= \sum_{\alpha_1, \alpha_2} H_{x \alpha_1} H_{x \alpha_2} G_{\alpha_1 y} G_{\alpha_2 y'}, \\
G_{xx} - M_x &= \left( \dot{Y}_x \right)^{-1} - M_x + \sum_{m=1}^{\infty} (Y_x)^{-m-1} (Z_x)^m,
\end{align*}
\]

and taking partial expectation $E_x$, we can write the graphs in the third row of (B.6) as

\[
\begin{align*}
\sum_{\kappa} \sum_{\alpha} C_{\alpha}^{\kappa} \cdot G_{\kappa}(\bar{\alpha}, x, y, y') + O_{\prec}(N^{-D}),
\end{align*}
\]

where

\[
C_{\alpha}^{\kappa} = O \left(\left(W^{-d} \# \text{ of } \alpha \text{ atoms} \right) \max_i |x - \alpha_i| \leq (\log N)^2 W \right),
\]

and $G_{\kappa}(\bar{\alpha}, x, y, y')$ are colorless graphs which look like the graphs in (6.56). In fact, it is easy to check that $G_{\kappa}$ either has a light weight (i.e. $f_4$ light weight on the atom $x$ or $f_6$ weight on some $\alpha$ atom) or there exists a solid line between $\alpha$ atoms. Hence (B.7) can be written into the form of the third term on the right-hand side of (6.54) and satisfies the conditions below (6.56). This completes the proof of (6.54) in Lemma 6.15.

For (6.55), we use (B.3) and see that it suffices to write $B_x$ into the form of the third term on the right-hand side of (6.55), which have been done above. Thus we finish the proof of (6.55).
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