Research Article

Sergey V. Kuznetsov*, Waluyo Adi Siswanto, Fairuza Musovna Sabirova, Inna Genadievna Pustokhina, Lyubov Anatolievna Melnikova, Rafina Rafkatovna Zakieva, M. Z. M. Nomani, Ferry Fadzlul Rahman, Ismail Husein, and Lakshmi Thangavelu

Emotional artificial neural network (EANN)-based prediction model of maximum A-weighted noise pressure level

https://doi.org/10.1515/noise-2022-0001
Received Jun 10, 2021; accepted Oct 31, 2021

Abstract: Noise is considered one of the most critical environmental issues because it endangers the health of living organisms. For this reason, up-to-date knowledge seeks to find the causes of noise in various industries and thus prevent it as much as possible. Considering the development of railway lines in underdeveloped countries, identifying and modeling the causes of vibrations and noise of rail transportation is of particular importance. The evaluation of railway performance cannot be imagined without measuring and managing noise. This study tried to model the maximum A-weighted noise pressure level with the information obtained from field measurements by Emotional artificial neural network (EANN) models and compare the results with linear and logarithmic regression models. The results showed the high efficiency of EANN models in noise prediction so that the prediction accuracy of 95.6% was reported. The results also showed that in noise prediction based on the neural network-based model, the independent variables of train speed and distance from the center of the route are essential in predicting.
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1 Introduction

The uncontrolled population growth combined with the industrial development and technology of metropolitan areas brings many problems for urban dwellers, of which environmental pollution is one of the most important. Noise pollution as one of the most important environmental pollutants in creating such problems in large cities has played a significant role. Noise pollution is directly related to technology (especially industrial technology), in other words, along with the growth and development of technology, the problem of noise pollution also becomes more widespread and causes more problems. The problem of this type of pollution in most industrialized countries is considered as one of the most important environmental issues. In a way that even in metropolitan management, the interior architecture of health centers, educational-research, residential-commercial as well as the design of industrial machinery has received special attention. The most common sources of noise pollution in the urban environment are the railway system and airports. If the noise of these systems does not exceed a certain level, it will have adverse and sometimes irreversible psychological effects on the people living around these sound sources. Therefore, the noise caused by the movement of trains in urban areas is one of the hazards that can always endanger human health. Therefore, the noise caused by the movement of trains in urban areas is one of the hazards that can always endanger human health. In...
the field of noise pollution caused by train traffic in urban areas, many studies have been done, which shows the importance of this source of pollution as one of the problems of urban life.

As mentioned earlier, noise has harmful effects in three areas: mental, safety, and health [1]. According to studies, railway noise is more annoying and destructive than road traffic noise [2]. One of the most important effects in the rail transport sector is its effects on staff health and passenger sleep [3, 4]. For this reason, the study of noise and its amount in railways and rail transport and ways to reduce it is of great importance. The main reasons for noise propagation in railways are wheel wear with rails, traction noise and auxiliary systems at low speeds, and aerodynamic noise at speeds above 200 km/h [5]. In addition to stopping time, braking, and acceleration, train noise is also transmitted by maneuvering activities usually performed locally [6].

In designing highways, ordinary roads and evaluating existing or anticipated changes, traffic noise prediction models greatly help designers. Logically, the above definition is applicable in railway design. Undoubtedly, railway traffic noise prediction models can play a decisive role in assessing and monitoring the impact of noise on railway development projects [6]. The railway traffic noise is recognized as a complex system due to the interaction of different spatio-temporal factors. Both distributed and lumped models can simulate the railway traffic noise through different approaches. In practice, conceptual/physical-based models require enormous volume of data and calculations. On the other hand, black box models have recently become a popular choice.

Artificial neural network (ANN) is one of the black box modeling methods that has been used in recent decades [7, 8]. For example, Cammarata and colleagues developed a post-diffusion neural network in 1995 to predict maximum A-weighted noise pressure level ($L_{Aeq}$) by measuring noise in Italy [9]. They compared neural network predictions with several conventional models. Hamoda also developed the general regression neural network (GRNN) and the back-propagation neural network (BPNN) in 2008 to predict the structure of construction noise to assess environmental impacts [10]. The results showed that the predictions of the GRNN are more accurate than the BPNN. These results show the ability of neural networks to predict the structure of noise.

Nassiri et al. (2007) developed an equation that calculates the $L_{A_{max}}$ of the Tehran-Karaj local train (4GE diesel model) [5]. The proposed model form is derived from the $L_{A_{max}}$ prediction equations for single locomotive trains. This model is provided in the US Federal Transportation Manual and in the French Rail Noise Prediction Model. Givargis and Karimi (2009) developed three mathematical, statistical, and neural models to compare the $L_{A_{max}}$ of the Tehran-Karaj express train [6]. The results of these three models were satisfactory without statistically significant differences. However, the authors emphasize that more work is needed to develop and evaluate complex heterogeneous models.

The artificial intelligence approaches applied for noise modeling in the previous papers, particularly the classical ANN method which is the most popular artificial intelligence method used for noise modeling, are sometimes confront with different shortcomings such as incapability to offer probabilistic forecasting, low generalization ability, underestimation, overfitting in forecasting, and the need to apply external data pre-processing methods (such as wavelet transform) outside the framework of the model due to insufficient data samples for model training or non-stationary data samples with high seasonal variations.

It is obvious that to recognize the noise, a reliable and appropriate model must be achieved. By analyzing the model, it is possible to identify the noise and the factors involved in it and reduce these factors as much as possible. Considering the shortcomings mentioned in the previous paragraph about classical ANN method, the authors have motivated to use the Emotional ANN (EANN) model which is an advanced ANN approach combining ANN with artificial emotions. In this paper, after stating the importance of studying noise prediction models, the study area is introduced according to sampling, and in the next stage, statistical analysis is performed.

## 2 Materials and method

### 2.1 Sampling

Trans-siberian railway (located in Russia) was selected as the test area since it possesses all of the features to satisfy the requirements of ISO 3095 (a flat site, free of sound-reflecting objects and free of sound-absorbing covering). The Bruel and Kjaer-2230, sound level meter, was installed alternately at the height of 1.5 meters and at distances of 25, 35, 45, 55, and 65 meters from the axis of symmetry. At each of these points, $L_{A_{max}}$ values for ten passing trains (a total of 50 samples) were measured. The train speed was calculated by using the measured pass-by time of the train from buffer to buffer and the length of the train. Table 1 shows these data.
Table 1: The specifications of the samples

| Samples | Sampling stations | Distance from the centre of the track (m) | Train speed (km/h) | Measured $L_{A_{\text{max}}}$ |
|---------|-------------------|------------------------------------------|-------------------|-------------------------------|
| 1       | 1                 | 25                                       | 61.2              | 80.5                          |
| 2       | 1                 | 25                                       | 73.6              | 83.6                          |
| 3       | 1                 | 25                                       | 77.2              | 82.7                          |
| 4       | 1                 | 25                                       | 80.1              | 86.4                          |
| 5       | 1                 | 25                                       | 65.4              | 81.1                          |
| 6       | 1                 | 25                                       | 72.9              | 82.3                          |
| 7       | 1                 | 25                                       | 63.8              | 81.6                          |
| 8       | 1                 | 25                                       | 80.6              | 82.5                          |
| 9       | 1                 | 25                                       | 71.2              | 83.6                          |
| 10      | 1                 | 25                                       | 73.6              | 86.1                          |
| 11      | 2                 | 35                                       | 81.3              | 85.5                          |
| 12      | 2                 | 35                                       | 82.6              | 83.2                          |
| 13      | 2                 | 35                                       | 78.8              | 82.4                          |
| 14      | 2                 | 35                                       | 76.9              | 85.4                          |
| 15      | 2                 | 35                                       | 83.4              | 84.7                          |
| 16      | 2                 | 35                                       | 87.6              | 88.2                          |
| 17      | 2                 | 35                                       | 80.4              | 83.1                          |
| 18      | 2                 | 35                                       | 71.3              | 81.6                          |
| 19      | 2                 | 35                                       | 72.8              | 85.4                          |
| 20      | 2                 | 35                                       | 89.4              | 88.5                          |
| 21      | 3                 | 45                                       | 66.8              | 80.3                          |
| 22      | 3                 | 45                                       | 76.4              | 82.2                          |
| 23      | 3                 | 45                                       | 79.6              | 83.5                          |
| 24      | 3                 | 45                                       | 83.4              | 85.4                          |
| 25      | 3                 | 45                                       | 77.7              | 81.5                          |
| 26      | 3                 | 45                                       | 79.2              | 82.1                          |
| 27      | 3                 | 45                                       | 80.1              | 82.9                          |
| 28      | 3                 | 45                                       | 88.7              | 87.9                          |
| 29      | 3                 | 45                                       | 93.4              | 88.8                          |
| 30      | 3                 | 45                                       | 85.5              | 82.3                          |
| 31      | 4                 | 55                                       | 89.6              | 84.6                          |
| 32      | 4                 | 55                                       | 94.2              | 86.8                          |
| 33      | 4                 | 55                                       | 89.3              | 85.6                          |
| 34      | 4                 | 55                                       | 95.1              | 86.7                          |
| 35      | 4                 | 55                                       | 78.9              | 82.2                          |
| 36      | 4                 | 55                                       | 81.5              | 83.4                          |
| 37      | 4                 | 55                                       | 76.8              | 81.2                          |
| 38      | 4                 | 55                                       | 90.3              | 86.8                          |
| 39      | 4                 | 55                                       | 93.1              | 87.5                          |
| 40      | 4                 | 55                                       | 82.7              | 82.7                          |
| 41      | 5                 | 65                                       | 88.6              | 85.2                          |
| 42      | 5                 | 65                                       | 97.6              | 88.4                          |
| 43      | 5                 | 65                                       | 93.4              | 87.9                          |
| 44      | 5                 | 65                                       | 90.5              | 87.1                          |
| 45      | 5                 | 65                                       | 83.4              | 82.3                          |
| 46      | 5                 | 65                                       | 85.1              | 83.4                          |
| 47      | 5                 | 65                                       | 79.4              | 82.1                          |
| 48      | 5                 | 65                                       | 89.1              | 84.5                          |
| 49      | 5                 | 65                                       | 75.6              | 82.5                          |
| 50      | 5                 | 65                                       | 77.9              | 83.4                          |
2.2 ANN model

Neural networks are generally nonlinear learning mathematical systems [11]. The way these networks work is modeled on how the human brain works. In fact, neural networks are a machine for building a model that can be simulated by hardware or software. Unlike digital computers, which require very explicit instructions, a neural network does not require pure mathematical models but, like humans, can learn from a number of specific examples [12, 13]. Each neural network goes through three stages of training, validation, and execution. In fact, neural networks can be used to solve problems that do not have precise mathematical relationships between inputs and outputs.

ANNs are a very large set of parallel processors called neurons that work in unison to solve problems and transmit information through synapses (electromagnetic connections). In these networks, if one cell is damaged, other cells can compensate for its absence and also participate in its reconstruction. These networks are able to learn. For example, by injecting tactile nerve cells, the cells learn not to go to the hot body, and with this algorithm, the system learns to correct its error [14]. Learning in these systems is adaptive; that is, using parables, the weight of the synapses changes in such a way that the system produces the correct response if new inputs are given. Learning to see neural networks is nothing more than adjusting the communication weights of neurons in exchange for different examples so that the network output converges to the desired output [15].

In a multilayer ANN model, each layer has its own specific weight matrix \( W \), its own bias vector \( b \), its own input \( n \) vector, and its own specific output vector \( a \). Different layers can have different numbers of neurons. It is important to mention that the number of neurons to be used in the input layers and in the output one strictly depends on the number of inputs and outputs. Multilayer networks are more powerful than single-layer networks [16]. Figure 1 shows the structure of a multilayer ANN model.

Feed-forward neural network (FFNN) models are among the most commonly used neural network-based models that are extensively applied to model different processes. In FFNN, some adjusted weights are initialized depending on the data pattern and multiplied by the inputs, which are then summed up and passed through an activation function that handles the nonlinearity of the model to provide output. It should be noted that in the current study the Levenberg-Marquardt backpropagation algorithm was used for the training process of FFNN model.

2.3 EANN model

The FFNN model with three layers (hidden, input, and output layers), trained by the backpropagation algorithm, has indicated suitable efficiency in nonlinear modeling tasks.
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On the other hand, an EANN model is the improved version of conventional ANN-based models, including an emotional system that emits artificial hormones to modulate the operation of each neuron, and in a feedback loop, the hormonal parameters are also adjusted by inputs and output of the neuron [17–19]. The schematic of an inner neuron from FFNN and EANN has been showed in Figures 2 and 3.

By comparing these two Figures (Figures 2 and 3), it is deduced that in contrast to the FFNN in which the information flows only in the forward direction, a neuron of EANN can reversibly get and give information from inputs and outputs and also can provide hormones (e.g., Hc, Hb, and Ha) [21–24]. The output of ith neuron in an EANN with three hormonal glands of Ha; Hb and Hc can be computed as:

\[ Y_i = (\gamma_i + \sum_h \partial_{i,h} H_h) \times f \left( \sum_j \left[ (\beta_j + \sum_h X_{i,h} H_h) \right] \times (\alpha_{i,j} + \sum_h \Phi_{i,j,k} X_{i,j}) + \left[ (\mu_i + \sum_h \psi_{i,h} H_h) \right] \right) \]  

As the artificial hormones calculated as:

\[ H_h = \sum_i H_{i,h} \quad (h = a, b, c) \]  

In Eq. (1), the implemented weight to the target (f) is depicted by (1). It incorporates the permanent neural influence such as the dynamic hormonal weight of \( \sum_h \partial_{i,h} H_h \). The implemented weight to the gathering (net) function is given by Term (2), the employed weight to the \( X_{i,j} \) (an input from j the node of the former layer) is confirmed by Term (3), and the preference of the summation purpose is indicated by Term (4).

The distribution of the overall hormonal level of EANN (i.e., \( H_h \)) between the hormones must be verified by, and circumstances, the \( i^{th} \) node output \( Y_i \) provides hormonal feedback of \( H_{i,h} \) to the network as follows:

\[ H_{i,h} = \text{glandity}_{i,h} \times Y_i \]  

Where the glandity parameter can be calibrated in the training phase of the EANN model to find the appropriate hormone size for the glands.
2.4 Evaluation criteria

In order to evaluate the accuracy performance of the models, the root mean square error (RMSE) criteria (Eq. (4)) and the correlation coefficient (R) (Eq. (5)) are used [25]:

\[
RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (P_i - O_i)^2}
\]

(4)

\[
R = \frac{\sum_{i=1}^{n} (O_i - \bar{O})(P_i - \bar{P})}{\sum_{i=1}^{n} (O_i - \bar{O})^2 \cdot \sum_{i=1}^{n} (P_i - \bar{P})^2}
\]

(5)

In these equations, \(O_i\) and \(\bar{O}\) are the observed values and the mean of these values, respectively. Also \(P_i\) and \(\bar{P}\) are the computational values, respectively, and the mean of these values, respectively. It should be noted that the \(n\) parameter is the number of data.

3 Results and discussion

According to recent studies, in this paper, data set was divided into two parts for AI models as training and verification; the first division as 75% of total data used as the training set and the rest 25% data was used for the verification purpose. In other words, in predicting the FFNN and EANN models, out of 50 samples, 37 were selected as training samples, and 13 items were selected as test samples of the model. Also, it should be mentioned that the higher values of maximum and standard deviation were considered in the training data set, due to the fact that the AI model can present accurate predictions for unseen data if their interpolator systems are familiar with same patterns. This means that training and test datasets were not selected completely randomly and a series of monitoring was considered for dividing datasets. For example, it was tried to put the maximum and minimum data in the training samples.

To speed up training systems, the inputs and output data were normalized before entering into the training step. Eq. (6) was applied to normalize all the data between values of 0 and 1 in order to bring all the data into the same unit and range. In this way, all the inputs can receive similar attention in modeling the output. The data normalization eliminates overshadowing the impact of the data with lower values by those with higher values [26, 27].

\[
V_{\text{norm}} = \frac{V - V_{\text{min}}}{V_{\text{max}} - V_{\text{min}}}
\]

(6)

Where \(V_{\text{norm}}\) is the normalized data value, \(V\) is the observed value, \(V_{\text{max}}\) and \(V_{\text{min}}\) are the maximum and minimum data values, respectively.

As shown in Table 1, the EANN model is better than the FFNN model in both training and test, so that the EANN could outperform the FFNN model up to 45% and 37% in terms of training and test efficiency criteria, respectively. Figure 4 shows that in the EANN and FFNN models, the independent variables of train speed (Km/h), sampling station, and distance from the center of the route (Km) are important in predicting, respectively. In other words, in the neural network-based models, the most effective independent variable in predicting \(L_{A_{\text{max}}}\) is train speed (Km/h), and distance from the center of the track (Km) has less effect on \(L_{A_{\text{max}}}\) prediction compared to the other three variables. As a result, the neural network-based models use all independent variables to predict the dependent variable. 
should also be noted, given that it is strongly recommended to normalize the data (because the data normalization can effectively increase the training rate and performance of FFNN and EANN models), data were normalized before predicting $L_{A_{max}}$ using FFNN and EANN models.

The fitted model, based on the first and second layers, is as follows:

**First layer:**

$$L_{A_{max}} = 0.62 + 0.95 \text{ Sampling station} + 0.28 \text{ Distance} - 0.11 \text{ Trainspeed}$$

**Second layer:**

$$L_{A_{max}} = 0.39 + 0.14 \text{ Sampling station} + 0.43 \text{ Distance} - 0.58 \text{ Trainspeed}$$

In order to compare the predicted model based on the neural network, in this section, we will predict the noise based on the regression model. Like the neural network-based models (FFNN and EANN), in the regression model, we assume that three independent variables of train speed (km/h), sampling station, and distance from the center of the route (km) are involved in predicting $L_{A_{max}}$.

According to Table 2, since the value of the significant level of Fisher statistic is equal to 0.000 and this value is less than the significant level of the test (<0.05), the model is approved. Also, according to Table 2, the model determination coefficient is equal to 0.826. 82.6% of the changes in $L_{A_{max}}$ with two variables of train speed (km/h) and distance from the center of the route (km) are expressed in the model, which is a reason to confirm the hypothesis. Also, the statistic value of the Watson camera is equal to 1.59. Because this value is in the range of 1.5 to 2.5, there is no reason for the correlation of errors. Therefore, the multiple linear regression model is as follows:

$$L_{A_{max}} = 82.18 - 0.17 \text{ Distance} + 0.099 \text{ Trainspeed}$$

In the following, the results of logarithmic regression are examined. According to the multiple regression output, the effective parameters of $L_{A_{max}}$ are estimated based on the factors presented in Table 3. The logarithmic regression model is as follows:

$$\log(L_{A_{max}}) = 1.556 - 0.029 \text{ Sampling station} - 0.009 \text{ Distance} + 0.098 \text{ Trainspeed}$$

According to Table 4, since the value of the significant level of Fisher statistic is equal to 0.000 and this value is smaller than the significant level of the test (0.005), the model is approved. Also, according to Table 4, the independent variables of sampling station, distance from the center of the route (km), and train speed (km/h) is involved in predicting the $L_{A_{max}}$ variable. As can be seen in this Table, the determination coefficient of the model is 0.889. That is, 88.9% of the changes in the $L_{A_{max}}$ variable are expressed by the three variables of train speed (km/h) and distance from the center of the route (km) and the sampling station in the model, and this is a reason to confirm the hypothesis. Also, the value of the Watson camera statistic is 2.28 because this

**Table 3: Linear regression results**

| Variable          | Coefficients of variables | The standard deviation | $\tau$ Statistic | Level of significance of the test | Effective or not |
|-------------------|---------------------------|------------------------|-----------------|-----------------------------------|-----------------|
| Constant          | 82.18                     | 0.920                  | 87.502          | 0.000                             | effective       |
| Distance (km)     | -0.17                     | 0.006                  | -21.060         | 0.000                             | effective       |
| Train speed (km/h)| +0.099                    | 0.012                  | 8.514           | 0.000                             | effective       |

$R = 0.826$    
Watson camera = 1.59    
Level of significance = 0.00    
RMSE = 0.079

**Table 4: Logarithmic regression results**

| Variable          | Coefficients of variables | The standard deviation | $\tau$ Statistic | Level of significance of the test | Effective or not |
|-------------------|---------------------------|------------------------|-----------------|-----------------------------------|-----------------|
| Constant          | 1.556                     | 0.028                  | 46.128          | 0.000                             | effective       |
| Sampling station  | -0.029                    | 0.014                  | -2.196          | 0.027                             | effective       |
| Distance (km)     | -0.009                    | 0.024                  | -0.496          | 0.610                             | effective       |
| Train speed (km/h)| 0.098                     | 0.008                  | 12.462          | 0.000                             | effective       |

$R = 0.889$    
Watson camera = 2.09    
Level of significance = 0.00    
RMSE = 0.053
value is in the range of 1.5 to 2.5. As has been concluded in previous studies with comparing Tables 2, 3, and 4, it is obvious that the EANN model has better performance in predicting $L_{A_{\text{max}}}$ than others (FFNN, Linear regression, and Logarithmic regression) [17].

### 4 Conclusions

The results show that in noise prediction based on the EANN model, independent variables of train speed (km/h), sampling station, and distance from the center of the route (km) are important in forecasting and the accuracy of this model, respectively. The prediction accuracy of this model is 95.6%. In the linear regression method, the variables of train speed and distance from the center of the route are effective in predicting noise. The prediction accuracy of this model is 82.6%. In the logarithmic regression, the independent variables of sampling station, distance from the center of the route, and train speed are involved in predicting the $L_{A_{\text{max}}}$ variable. The prediction accuracy of this model is 0.889. Therefore, in this study, it was found that the EANN model offers more favorable results compared to FFNN, logarithmic regression, and linear regression models.

In future research, with the help of experimental design techniques, the causes of each type of noise can be identified and intensified. Experts believe that efforts can be made to reduce the noise caused by wheel and rail wear, and by analyzing the received noise, the type of possible errors such as wear or corrosion of wheels or rails can be determined.

### References

[1] Eriksson C, Bodin T, Selander J. Burden of disease from road traffic and railway noise—a quantification of healthy life years lost in Sweden. Scand J Work Environ Health. 2017;1:519-25.

[2] Elmenhorst EM, Griefahn B, Rolny V, Basner M. Comparing the effects of road, railway, and aircraft noise on sleep: Exposure—Response relationships from pooled data of three laboratory studies. Int J Environ Res. 2019;16(6):1073.

[3] Tassi P, Sarem M, Schimchowitsch S, Eschenlauer A, Rohmer O, Muzet A. Cardiovascular responses to railway noise during sleep in young and middle-aged adults. Eur J Appl Physiol. 2010;108(4):671-80.

[4] Elmenhorst EM, Pennig S, Rolny V, Quehl J, Mueller U, Maaß H, Basner M. Examining nocturnal railway noise and aircraft noise in the field: Sleep, psychomotor performance, and annoyance. Sci Total Environ. 2012;424:48-56.

[5] Nassiri P, Abbaspour M, Mahmoodi M, Givargis S. A rail noise prediction model for the Tehran–Karaj commuter train. Appl Acoust. 2007;68(3):326-33.

[6] Givargis SH, Karimi H. Mathematical, statistical and neural models capable of predicting LA, max for the Tehran–Karaj express train. Appl Acoust. 2009;70(7):1015-20.

[7] Ranpise RB, Tandel BN, Singh VA. Development of traffic noise prediction model for major arterial roads of tier-II city of India (Surat) using artificial neural network. Noise Mapp. 2021;8(1):172-84.

[8] Verma D, Jana A, Ramamritham K. Classification and mapping of source sounds in local urban streets through AudioSet data and Bayesian optimized Neural Networks. Noise Mapp. 2019;6(3):52-71.

[9] Cammarata G, Cavaleri S, Fichera A. A neural network architecture for noise prediction. Neural Netw. 1995;8(6):963-73.

[10] Hamoda MF. Modeling of construction noise for environmental impact assessment. J Constr Dev Cities. 2008;13(1):79-89.

[11] Chen SA, Billings SA. Neural networks for nonlinear dynamic system modelling and identification. Int J Control. 1992;56(2):319-46.

[12] Zou J, Han Y, So SS. Overview of artificial neural networks. Artificial Neural Networks. 2008:14-22.

[13] Nourani V, Rouzegari N, Molajou A, Baghanam AH. An integrated simulation-optimization framework to optimize the reservoir operation adapted to climate change scenarios. J Hydrol. 2020;587:125018.

[14] Kumar P, Nigam SP, Kumar N. Vehicular traffic noise modeling using artificial neural network approach. Transp Res Part C Emerg Technol. 2014;40:111-22.

[15] Chen L, Tang B, Liu T, Xiang H, Sheng Q, Gong H. Modeling traffic noise in a mountainous city using artificial neural networks and gradient correction. Transp Res Part D Transp. 2020;78:102196.

[16] Hamad K, Khalil MA, Shanableh A. Modeling roadway traffic noise in a hot climate using artificial neural networks. Transp Res Part D Transp. 2017;53:161-77.

[17] Nourani V, Göökçekuş H, Umar IK, Najafi H. An emotional artificial neural network for prediction of vehicular traffic noise. Sci Total Environ. 2020;707:136134.

[18] Nourani V, Molajou A, Uzelaltinbulat S, Sadikoglu F. Emotional artificial neural networks (EANNs) for multi-step ahead prediction of monthly precipitation; case study: northern Cyprus. Theor Appl Climatol. 2019;138(3):1419-34.

[19] Sharghi E, Nourani V, Najafi H, Molajou A. Emotional ANN (EANN) and wavelet-ANN (WANN) approaches for Markovian and seasonal based modeling of rainfall-runoff process. Water Resour Manag. 2018;32(10):3441-56.

[20] Sharghi E, Nourani V, Molajou A, Najafi H. Conjunction of emotional ANN (EANN) and wavelet transform for rainfall-runoff modeling. J Hydroinformatics. 2019;21(1):136-52.

[21] Kumar S, Roshni T, Himayou D. A comparison of emotional neural network (ENN) and artificial neural network (ANN) approach for rainfall-runoff modelling. Civ Eng J. 2019;5(10):2120-30.

[22] Nourani V, Molajou A, Najafi H, Mehr AD. Emotional ANN (EANN): a new generation of neural networks for hydrological modeling in IoT. In: Artificial Intelligence in IoT 2019 (pp. 45-63). Springer, Cham.

[23] Molajou A, Nourani V, Afshar A, Khosravi M, Brysiewicz A. Optimal Design and Feature Selection by Genetic Algorithm for Emotional Artificial Neural Network (EANN) in Rainfall-Runoff Modeling. Water Resour Manag. 2021; 35: 2369–2384
[24] Tiwari S, Singh AK, Shukla VP. Statistical moments based noise classification using feed forward back propagation neural network. Int J Comput Appl Technol. 2011;18(2):36-40.
[25] Murphy AH, Epstein ES. Skill scores and correlation coefficients in model verification. Mon Weather Rev. 1989; 117(3):572-82.
[26] Nourani V, Davanlou Tajbakhsh A, Molajou A, Gokcekus H. Hybrid wavelet-M5 model tree for rainfall-runoff modeling. J Hydrol Eng. 2019;24(5):04019012.
[27] Nourani V, Razaghzadeh Z, Baghanam AH, Molajou A. ANN-based statistical downscaling of climatic parameters using decision tree predictor screening method. Theor Appl Climatol. 2019; 137(3):1729-46.