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ABSTRACT. We investigate the weighted fractional order Hardy inequality
\[ \int_\Omega \int_\Omega \frac{|f(x) - f(y)|^p}{|x - y|^{d+sp}} \text{dist}(x, \partial \Omega)^{-\alpha} \text{dist}(y, \partial \Omega)^{-\beta} \; dy \; dx \geq C \int_\Omega \frac{|f(x)|^p}{\text{dist}(x, \partial \Omega)^{sp+\alpha+\beta}} \; dx, \]
for $\Omega = \mathbb{R}^{d-1} \times (0, \infty)$, $\Omega$ being a convex domain or $\Omega = \mathbb{R}^d \setminus \{0\}$. Our work focuses on finding the best (i.e., sharp) constant $C = C(d, s, p, \alpha, \beta)$ in all cases. We also obtain weighted version of the fractional Hardy–Sobolev–Maz'ya inequality. The proofs are based on general Hardy inequalities and the non-linear ground state representation, established by Frank and Seiringer.

1. INTRODUCTION AND MAIN RESULTS

In this paper we consider fractional order weighted Hardy inequalities,
\[ \int_\Omega \int_\Omega \frac{|u(x) - u(y)|^p}{|x - y|^{d+sp}} \text{dist}(x, \partial \Omega)^{-\alpha} \text{dist}(y, \partial \Omega)^{-\beta} \; dy \; dx \geq C \int_\Omega \frac{|f(x)|^p}{\text{dist}(x, \partial \Omega)^{sp+\alpha+\beta}} \; dx, \]
where $u \in C_c(\Omega)$. Here $\Omega$ is a nonempty, proper, open subset of $\mathbb{R}^d$ and $\text{dist}(x, \partial \Omega) = \inf_{y \in \partial \Omega} |x - y|$ denotes the distance to the boundary. We are interested in obtaining the sharp constant $C$ in the inequality (1), under some assumptions on $\Omega$ and the other parameters.

Fractional order Hardy inequalities are of great interest in last decades, due to their connection with probability theory (especially Lévy processes) or partial differential equations. For (non-weighted) fractional Hardy inequalities with best constants, we refer to [4, 6, 9–11, 15]. We also refer to [7] and [14] for a parallel topic of weighted fractional Sobolev spaces related to the left-hand side of (1).

1.1. Weighted fractional Hardy inequalities for the half-space. Our main goal is to obtain the results for the fractional weighted Hardy inequality in the half-space $\mathbb{R}^d_+ := \{(x_1, x_2, \ldots, x_d) \in \mathbb{R}^d : x_d > 0\}$. The unweighted case was studied by Bogdan and Dyda [6] for $p = 2$ and generalized by Frank and Seiringer [11] to arbitrary $p \geq 1$.

According to our best knowledge, the weighted case in new.

Theorem 1 (Sharp weighted fractional Hardy inequality on $\mathbb{R}^d_+$). Let $0 < s < 1$, $p \geq 1$, $\alpha, \beta, \alpha + \beta \in (-1, sp)$ and $1 + \alpha + \beta \neq sp$. Then for all $u \in C_c(\mathbb{R}^d_+)$ the following inequality holds,
\[ \int_{\mathbb{R}^d_+} \int_{\mathbb{R}^d_+} \frac{|u(x) - u(y)|^p}{|x - y|^{d+sp}} x_d^\alpha y_d^\beta \; dy \; dx \geq \mathcal{D} \int_{\mathbb{R}^d_+} \frac{|u(x)|^p}{x_d^{sp-\alpha-\beta}} \; dx, \]
where $\mathcal{D} > 0$ is the optimal constant given by (25).

If we additionally assume that $p \geq 2$, then we obtain the following stronger inequality with a remainder.
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Theorem 2 (Sharp weighted fractional Hardy inequality on \( \mathbb{R}_+^d \) with remainder). Let \( 0 < s < 1, \ p \geq 2, \ \alpha, \beta, \alpha + \beta \in (-1, sp) \) and \( 1 + \alpha + \beta \neq sp \). Then for all \( u \in C_c(\mathbb{R}_+^d) \) the following inequality holds,

\[
\int_{\mathbb{R}_+^d} \int_{\mathbb{R}_+^d} \frac{|u(x) - u(y)|^p}{|x - y|^{d + sp}} x_d^\alpha y_d^\beta dy dx - \mathcal{D} \int_{\mathbb{R}_+^d} \frac{|u(x)|^p}{x_d^{sp - \alpha - \beta}} dx \\
\geq c_p \int_{\mathbb{R}_+^d} \int_{\mathbb{R}_+^d} \frac{|v(x) - v(y)|^p}{|x - y|^{d + sp}} x_d^{1 - \alpha - \beta - sp} y_d^{1 - \alpha - \beta - sp} dy dx,
\]

where \( v(x) = x_d^{1 + \alpha + \beta - sp} u(x), \ c_p \) is given by

\[
c_p = \min_{0 < \tau < \frac{p}{q}} \left( (1 - \tau)^p - \tau^p + p\tau^{p - 1} \right)
\]

and \( \mathcal{D} > 0 \) is a constant from (25). For \( p = 2 \) this is an equality with \( c_2 = 1 \).

Theorem 2 also gives us the information that the inequality (2) is strict, unless \( u \) is identically zero. As an application of Theorem 2, we obtain the following version of the weighted fractional Hardy–Sobolev–Maz’ya inequality for the half-space.

Theorem 3 (Fractional weighted Hardy–Sobolev–Maz’ya inequality on \( \mathbb{R}_+^d \)). Let \( 0 < s < 1, \ p \geq 2, \ sp < d, \ \alpha, \beta, \alpha + \beta \in (-1, sp) \) and \( 1 + \alpha + \beta \neq sp \). Then for all \( u \in C_c(\mathbb{R}_+^d) \) the following inequality holds,

\[
\int_{\mathbb{R}_+^d} \int_{\mathbb{R}_+^d} \frac{|u(x) - u(y)|^p}{|x - y|^{d + sp}} x_d^\alpha y_d^\beta dy dx - \mathcal{D} \int_{\mathbb{R}_+^d} \frac{|u(x)|^p}{x_d^{sp - \alpha - \beta}} dx \\
\geq C \left( \int_{\mathbb{R}_+^d} |u(x)|^{\frac{q}{p}} x_d^{\frac{q}{p}(\alpha + \beta)} dx \right)^{\frac{p}{q}},
\]

where \( C = C(\alpha, \beta, d, s, p) > 0 \) is a constant and \( q = \frac{dp}{d - sp} \).

1.2. Weighted fractional Hardy inequalities on convex domains. We generalize the result obtained by Loss and Sloane [15] to the weighted setting, that is we prove that the inequality (1) holds for all convex domains \( \Omega \subset \mathbb{R}^d \) with the same optimal constant \( \mathcal{D} \) as for the half-space. More precisely, we have the following result.

Theorem 4 (Weighted fractional Hardy inequality for general domains). Let \( 0 < s < 1, \ p \geq 1, \ \alpha, \beta, \alpha + \beta \in (-1, 0] \) and \( sp > 1 + \alpha + \beta \). Let \( \Omega \subset \mathbb{R}^d \) be a nonempty, proper, open set and denote \( d_\Omega(x) = \text{dist}(x, \partial\Omega) \). Then, for all \( u \in C_c(\Omega) \),

\[
\int_{\Omega} \int_{\Omega} \frac{|u(x) - u(y)|^p}{|x - y|^{d + sp}} d_\Omega(x)^\alpha d_\Omega(y)^\beta dy dx \geq \mathcal{D} \int_{\mathbb{R}^d} \frac{|u(x)|^p}{m_{sp - \alpha - \beta}(x)^{sp - \alpha - \beta}} dx,
\]

where \( \mathcal{D} = \mathcal{D}(d, s, p, \alpha, \beta) \) is given by formula (25),

\[
m_{\alpha}(x)^\alpha = \frac{\int_{S^{d-1}} |\omega|^{\alpha} d\omega}{\int_{S^{d-1}} d_\omega \Omega(x)^{-\alpha} d\omega}, \quad d_\omega \Omega(x) = \min\{|t| : x + t\omega \notin \Omega\}.
\]

In particular, if \( \Omega \) is convex, then

\[
\int_{\Omega} \int_{\Omega} \frac{|u(x) - u(y)|^p}{|x - y|^{d + sp}} d_\Omega(x)^\alpha d_\Omega(y)^\beta dy dx \geq \mathcal{D} \int_{\mathbb{R}^d} \frac{|u(x)|^p}{d_\Omega(x)^{sp - \alpha - \beta}} dx.
\]

The constant in (6) is sharp.
1.3. **Weighted fractional Hardy inequalities on** $\mathbb{R}^d$. Next, we focus on weighted fractional Hardy inequalities for the full space $\mathbb{R}^d$ and this is our second main result.

**Theorem 5 (Sharp weighted fractional Hardy inequality on** $\mathbb{R}^d$). Let $0 < s < 1$, $p \geq 1$ and $\alpha, \beta, \alpha + \beta \in (-s, d)$. Then for all $u \in C_c(\mathbb{R}^d)$, when $sp + \alpha + \beta < d$ and for all $u \in C_c(\mathbb{R}^d \setminus \{0\})$, when $sp + \alpha + \beta > d$, the following inequality holds,

$$
\int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \frac{|u(x) - u(y)|^p}{|x-y|^{d+sp}} |x|^{-\alpha} |y|^{-\beta} dy \, dx \geq C \int_{\mathbb{R}^d} \frac{|u(x)|^p}{|x|^{sp+\alpha+\beta}} dx,
$$

where $C$ is the optimal constant given by (14).

For an arbitrary $p \geq 1$, the case $\alpha = \beta = 0$ of the inequality (7) was obtained by Frank and Seiringer in [10], using the non-linear “ground state” representation. Abdellaoui and Bentifour [1] proved a version of (7) for $\alpha = \beta \in [0, (d - sp)/2)$. The inequality (7) in the unweighted case, i.e., for $\alpha = \beta = 0$, and $p = 2$, was obtained first by Herbst [13] and independently by Yafaev [16] and Beckner [3]. The Reader may also see [9] for a direct computation via Fourier transform.

Again as for the half-space, for $p \geq 2$, the inequality (7) holds with a remainder.

**Theorem 6 (Sharp weighted fractional Hardy inequality on** $\mathbb{R}^d$ **with remainder).** Let $0 < s < 1$, $p \geq 2$ and $\alpha, \beta, \alpha + \beta \in (-s, d)$. Then for all $u \in C_c(\mathbb{R}^d)$, when $sp + \alpha + \beta < d$ and for all $u \in C_c(\mathbb{R}^d \setminus \{0\})$, when $sp + \alpha + \beta > d$, the following inequality holds,

$$
\int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \frac{|u(x) - u(y)|^p}{|x-y|^{d+sp}} |x|^{-\alpha} |y|^{-\beta} dy \, dx - C \int_{\mathbb{R}^d} \frac{|u(x)|^p}{|x|^{sp+\alpha+\beta}} dx \geq c_p \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \frac{|v(x) - v(y)|^p}{|x-y|^{d+sp}} |x|^{-d+\alpha-\beta+sp} |y|^{-d+\alpha-\beta+sp} dy \, dx,
$$

where $v(x) = |x|^{d-\alpha-\beta+sp} u(x)$, $C$ is a constant from (14) and $c_p$ is a constant from (3). For $p = 2$ this is an equality with $c_2 = 1$.

The above inequality was proved for $\alpha = \beta = 0$ in [10], and for $\alpha = \beta$ in [1]. In the latter paper, the Authors also considered different forms of the remainder.

An obvious consequence of Theorem 6 is that the Hardy inequality (7) is strict for any nonzero function $u$, if $p \geq 2$.

In contrast to the unweighted case, it turns out that the weighted Gagliardo seminorms may be finite also for $s = 0$ and $C_c^\infty$ functions, see for example [7, Proof of Lemma 2.1] for the proof on $\mathbb{R}^d$ (the proof for the half-space works analogously). In consequence, by passing to the limit with $s \to 0^+$ in (2) and (7), we obtain the following weighted fractional Hardy inequalities related to the 0-order kernel $|x - y|^{-d}$.

**Corollary 7 (Weighted fractional Hardy inequalities for** $s = 0$). Let $p \geq 1$, $\alpha, \beta, \alpha + \beta \in (0, d)$ and $u \in C_c(\mathbb{R}^d)$. Then, the following inequality holds true,

$$
\int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \frac{|u(x) - u(y)|^p}{|x-y|^d} |x|^{-\alpha} |y|^{-\beta} dy \, dx \geq C_0 \int_{\mathbb{R}^d} \frac{|u(x)|^p}{|x|^{\alpha+\beta}} dx,
$$

where $C_0 = C(d, 0, p, \alpha, \beta)$ is given by (14) or (32).

Moreover, if $\alpha, \beta, \alpha + \beta \in (-1, 0)$ and $u \in C_c(\mathbb{R}^d_+)$, then

$$
\int_{\mathbb{R}^d_+} \int_{\mathbb{R}^d_+} \frac{|u(x) - u(y)|^p}{|x-y|^d} x_1^\alpha y_1^\beta dy \, dx \geq D_0 \int_{\mathbb{R}^d_+} |u(x)|^p x_1^{\alpha+\beta} dx,
$$

where $D_0 = D(d, 0, p, \alpha, \beta)$ is given by (25).
Considering the limit $s \to 0^+$ in the appropriate inequalities, one may also easily obtain a version of (8) and (9) with a remainder for $p \geq 2$.

2. General Hardy inequalities

The proofs of our results are based on the general fractional Hardy inequalities and the non-linear ground state representation, established by Frank and Seiringer in [10]. Following [10], let $k(x, y)$ be a symmetric, positive kernel and $\Omega \subset \mathbb{R}^d$ be an open, nonempty set. Let us define the functional

$$E[u] = \int_\Omega \int_\Omega |u(x) - u(y)|^p k(x, y) \, dy \, dx$$

and

$$V_\varepsilon(x) = 2w(x)^{-p+1} \int (w(x) - w(y)) |w(x) - w(y)|^{p-2} k_\varepsilon(x, y) \, dy,$$  \hspace{1cm} (10)

where $w$ is a positive, measurable function on $\Omega$ and $\{k_\varepsilon(x, y)\}_{\varepsilon > 0}$ is a family of measurable, symmetric kernels satisfying the assumptions $0 \leq k_\varepsilon(x, y) \leq k(x, y)$, $\lim_{\varepsilon \to 0} k_\varepsilon(x, y) = k(x, y)$ for all $x, y \in \Omega$. Then, if the integrals defining $V_\varepsilon(x)$ are absolutely convergent for almost all $x \in \Omega$ and converge weakly to some $V$ in $L^1_{\text{loc}}(\Omega)$, we have the following Hardy-type inequality,

$$E[u] \geq \int_\Omega |u(x)|^p V(x) \, dx,$$  \hspace{1cm} (11)

for all compactly supported $u$ with $\int_\Omega |u(x)|^p V_\varepsilon(x) \, dx$ finite, see [10, Proposition 2.2].

Moreover, if in addition $p \geq 2$, then the inequality (11) can be improved by a remainder

$$E_w[v] = \int_\Omega \int_\Omega |v(x) - v(y)|^p w(x)^{\frac{p}{2}} k(x, y) w(y)^{\frac{p}{2}} \, dy \, dx, \quad u = wv,$$  \hspace{1cm} (12)

that is the inequality

$$E[u] - \int_\Omega |u(x)|^p V(x) \, dx \geq c_p E_w[v]$$  \hspace{1cm} (13)

holds with the same assumptions as in (11), with the constant $c_p$ from (3), see [10, Proposition 2.3]. When $p = 2$, the inequality (13) becomes an equality.

3. Fractional weighted $p$-Laplacian and power functions

We saw in Section 2 that in order to obtain an explicit Hardy inequality, it suffices to calculate the limit of $V_\varepsilon$ defined in (10). This section is devoted to such calculations.

By $\Gamma$ we denote the Euler Gamma function. We consider the Gamma function to be defined on $\mathbb{C} \setminus \{0, -1, \ldots\}$, but $1/\Gamma$ to be defined everywhere on $\mathbb{C}$, with zeroes at $0, -1, \ldots$. Then Euler Beta function may be defined as $B(a, b) = \Gamma(a)\Gamma(b)/(\Gamma(a+b))$ for all $a, b \neq 0, -1, \ldots$.

3.1. The case of $\mathbb{R}^d \setminus \{0\}$. In this subsection we will denote

$$\gamma = \frac{d - \alpha - \beta - sp}{p}, \quad w(x) = |x|^{-\gamma}, k(x, y) = \frac{1}{2} |x - y|^{-d - sp} (|x|^{-\alpha} |y|^{-\beta} + |x|^{-\beta} |y|^{-\alpha}).$$

Furthermore, we put

$$C = C(d, s, p, \alpha, \beta) = \int_0^1 r^{sp-1} \left( r^\alpha + r^\beta \right) \left| 1 - r^{\frac{d - \alpha - \beta - sp}{p}} \right|^p \Phi_{d, s, p}(r) \, dr.$$  \hspace{1cm} (14)
The function $\Phi_{d,s,p}$ is defined as

$$\Phi_{d,s,p}(r) = \begin{cases} \ |\mathbb{S}^{d-2}| \int_{-1}^{1} \frac{(1-t^2)^{\frac{d-3}{2}}}{(1-2tr + r^2)^{\frac{d-1}{2}}} \ dt, & d \geq 2 \\ (1-r)^{-1-sp} + (1+r)^{-1-sp}, & d = 1. \end{cases}$$

Following [10], we remark here that for $d \geq 2$, by [12, (3.665)] the function from (15) can also written in the form

$$\Phi_{d,s,p}(r) = |\mathbb{S}^{d-1}| \, _2F_1 \left( \frac{d + sp}{2}, \frac{2 + sp}{2} ; \frac{d}{2} ; r^2 \right),$$

where B is the Euler Beta function and $_2F_1$ is the Gauss hypergeometric function. We also note that

$$(1-r)^{sp+1} \Phi_{d,s,p}(r) \text{ is bounded for } r \in (0,1),$$

which was shown in [10, between (3.4) and (3.5)].

**Lemma 8.** Let $\alpha, \beta, \alpha + \beta \in (-sp, d)$. It holds

$$2 \lim_{\varepsilon \to 0} \int_{|x|-|y| > \varepsilon} (w(x) - w(y)) |w(x) - w(y)|^{p-2} k(x,y) \ dy = \frac{C(d, s, p, \alpha, \beta)}{|x|^{sp+\alpha+\beta}} w(x)^{p-1}$$

uniformly on compacts sets contained in $\mathbb{R}^d \setminus \{0\}$. The constant $C(d, s, p, \alpha, \beta)$ is given by (14).

**Proof.** The proof follows [10, Proof of Lemma 3.1] and also [1, Proof of Lemma 2.6], nevertheless we provide it for Reader’s convenience. We observe that

$$2 \int_{|x|-|y| > \varepsilon} (w(x) - w(y)) |w(x) - w(y)|^{p-2} k(x,y) \ dy = |x|^{-\alpha} I_{\varepsilon}(\beta) + |x|^{-\beta} I_{\varepsilon}(\alpha),$$

where, for $a \in \{-\alpha, -\beta\}$ and $r = |x|$,

$$I_{\varepsilon}(a) = r^{-d+1} \int_{|\rho - r| > \varepsilon} \frac{\text{sgn}(\rho - r)}{|\rho - r|^{2p(1-s)}} \varphi(\rho, r) \rho^a \ d\rho$$

with

$$\varphi(\rho, r) = \left| \frac{\rho^{-\gamma} - r^{-\gamma}}{\rho - r} \right|^{p-1} \left\{ \begin{array}{ll} \rho^{d-1} (1 - \frac{r}{\rho})^{1+sp} \Phi \left( \frac{\rho}{r} \right), & \rho < r \\ r^{d-1} (1 - \frac{r}{\rho})^{1+sp} \Phi \left( \frac{\rho}{r} \right), & \rho > r, \end{array} \right.$$ 

where $\Phi = \Phi_{d,s,p}$ is given by (15). The convergence of the integral in (19) (at 0 and at $\infty$) follows from the assumptions $\alpha, \beta, \alpha + \beta \in (-sp, d)$. By exactly the same arguments as in [10] we have

$$I_{\varepsilon}(a) = r^{-\gamma(p-1)-sp+a} \int_{|\rho - 1| > \varepsilon} \frac{\text{sgn}(\rho^{-\gamma} - 1)}{|\rho - 1|^{2p(1-s)}} \varphi(\rho, 1) \rho^a \ d\rho$$

and

$$\lim_{\varepsilon \to 0} I_{\varepsilon}(a) = r^{-\gamma(p-1)-sp+a} \lim_{\varepsilon \to 0} \left( \int_{0}^{1-\varepsilon} + \int_{1+\varepsilon}^{\infty} \frac{\text{sgn}(\rho^{-\gamma} - 1)}{|\rho - 1|^{2p(1-s)}} \varphi(\rho, 1) \rho^a \ d\rho \right)$$

$$= r^{-\gamma(p-1)-sp+a} \text{sgn}(\gamma) \int_{0}^{1} \rho^{p-1} \Phi(\rho) \ (\rho^{-\alpha} - \rho^{-\gamma(p-1)+a-sp+d}) \ |1-\rho^{-1}|^{p-1} \ d\rho.$$
The last integral is convergent because of the assumptions on \( \alpha, \beta \) and the bound (17). The final form of the constant \( C(d, s, p, \alpha, \beta) \) follows from the easy calculation
\[
t^{s/p-1}\text{sgn}(\gamma) \left( t^\alpha - t^{-\gamma(p-1)-\alpha-sp+d} + t^\beta - t^{-\gamma(p-1)-\beta-sp+d} \right) |1 - t^\gamma|^{p-1} = t^{s/p} \left( t^\alpha + t^\beta \right) |1 - t^\gamma|^p.
\]
\( \Box \)

For \( p = 2 \) the constant (14) can be written explicitly, as shown in the following result.

**Proposition 9.** Let \( \alpha, \beta, \alpha + \beta \in (-2s, d) \) and \( 0 < s < 1 \). It holds
\[
C(d, s, 2, \alpha, \beta) = \frac{\pi^{\frac{d}{2}} |\Gamma(-s)|}{\Gamma\left(\frac{d+2s}{2}\right)} \left[ \frac{2 \Gamma\left(\frac{d-\alpha-\beta+2s}{4}\right) \Gamma\left(\frac{d+\alpha-\beta+2s}{4}\right)}{\Gamma\left(\frac{d-\alpha-\beta}{4}\right) \Gamma\left(\frac{d+\alpha-\beta}{4}\right)} \right]
\]
\[
- \frac{\Gamma\left(\frac{d+2s}{4}\right) \Gamma\left(\frac{d-\alpha}{2}\right) \Gamma\left(\frac{d+\alpha}{2}\right)}{\Gamma\left(\frac{d-\beta}{2}\right) \Gamma\left(\frac{d+\beta}{2}\right)}.
\]

Noteworthily, for \( \alpha = \beta \) we have
\[
C(d, s, 2, \alpha, \alpha) = \frac{2\pi^{\frac{d}{2}} |\Gamma(-s)|}{\Gamma\left(\frac{d+2s}{2}\right)} \left[ \frac{\Gamma^2\left(\frac{d+2s}{4}\right)}{\Gamma^2\left(\frac{d-2s}{4}\right)} - \frac{\Gamma\left(\frac{d+2s}{4}\right) \Gamma\left(\frac{d-\alpha}{2}\right) \Gamma\left(\frac{d+\alpha}{2}\right)}{\Gamma\left(\frac{d-\beta}{2}\right) \Gamma\left(\frac{d+\beta}{2}\right)} \right].
\]

In particular, when \( \alpha = \beta = 0 \), one resolves the constant from classical unweighted case of fractional Hardy inequality,
\[
C(d, s, 2, 0, 0) = \frac{2\pi^{\frac{d}{2}} |\Gamma(-s)|}{\Gamma\left(\frac{d+2s}{4}\right)} \Gamma^2\left(\frac{d+2s}{4}\right) - \frac{\Gamma\left(\frac{d+2s}{4}\right) \Gamma\left(\frac{d-\alpha}{2}\right) \Gamma\left(\frac{d+\alpha}{2}\right)}{\Gamma\left(\frac{d-\beta}{2}\right) \Gamma\left(\frac{d+\beta}{2}\right)}.
\]

**Proof.** First, we assume that \( 2s < d \) and \( \alpha, \beta, \alpha + \beta \in (0, d - 2s) \). We are going to prove the result by calculating the left hand side of (18) in another way. Let \( \Omega \) be an open subset of \( \mathbb{R}^d \). Recall that the *regional fractional Laplacian* is defined for \( u \in C^2(\Omega) \) as
\[
\Delta_{\gamma} u(x) = \mathcal{A}_{d,-2s} \lim_{\varepsilon \to 0^+} \int_{\Omega \cap \{|y-x| < \varepsilon\}} \frac{u(y) - u(x)}{|x-y|^{d+2s}} dy,
\]
where \( \mathcal{A}_{d,-2s} = \frac{4^{\Gamma\left(\frac{d+2s}{4}\right)}}{\pi^{\frac{d}{2}} |\Gamma(-s)|} \). We will use the notation \( L = \mathcal{A}_{d,-2s} \Delta_{\gamma}^s \).

Let \( w(x) = |x|^{-b} \) for \( b \in (0, d - 2s) \). By [9, (3.3) and (3.4)], the value of the fractional Laplace operator \( L = L_{\mathbb{R}^d} \) acting on the function \( w \) is
\[
Lw(x) = \frac{\pi^{\frac{d}{2}} \Gamma\left(\frac{d+b+2s}{2}\right) \Gamma\left(\frac{d-b}{2}\right) |\Gamma(-s)|}{\Gamma\left(\frac{d+2s}{2}\right) \Gamma\left(\frac{d-b-2s}{2}\right) \Gamma\left(\frac{b}{2}\right)} |x|^{-b-2s}.
\]

Denote
\[
\lambda_{d,b,s} := \frac{\Gamma\left(\frac{b+2s}{2}\right) \Gamma\left(\frac{d-b}{2}\right)}{\Gamma\left(\frac{d-b-2s}{2}\right) \Gamma\left(\frac{b}{2}\right)}
\]
and
\[
\Lambda_{d,b,\alpha,\beta,s} = \lambda_{d,b+\beta,s} + \lambda_{d,b+\alpha,s} - \lambda_{d,\beta,s} - \lambda_{d,\alpha,s}.
\]

Let us notice that
\[
(|x|^{-b} - |y|^{-b}) (|x|^{-\alpha}|y|^{-\beta} + |x|^{-\beta}|y|^{-\alpha}) = |x|^{-\alpha} (|x|^{-b-\beta} - |y|^{-b-\beta}) + |x|^{-\beta} (|x|^{-b-\alpha} - |y|^{-b-\alpha})
\]
\[
- |x|^{-\alpha-b} (|x|^{-\beta} - |y|^{-\beta}) - |x|^{-\beta-b} (|x|^{-\alpha} - |y|^{-\alpha})
\]

(23)
Hence, taking $b = \gamma$, multiplying both sides by $|x - y|^{-d-2s}$, integrating over $dy$ and using (21) (four times, for $\gamma + \beta$, $\gamma + \alpha$, $\beta$ and $\alpha$ in place of $b$; note that here we need the assumption that $\alpha, \beta \in (0, d - 2s)$), we obtain that

$$
2 \cdot \text{P.V.} \int_{\mathbb{R}^d} \left(|x|^{-\gamma} - |y|^{-\gamma}\right) \frac{|x|^{-\alpha}|y|^{-\beta} + |x|^{-\beta}|y|^{-\alpha}}{2} |x - y|^{-d-2s} \, dy
$$

$$
= \frac{\pi^{\frac{d}{2}}|\Gamma(-s)|}{\Gamma\left(d+\frac{2s}{\alpha}\right)} \Lambda_{d,\gamma,\alpha,\beta,s} |x|^{-2s-\alpha-\beta-\gamma}.
$$

Comparing the above equality with (18) we see that

$$
C(d, s, 2, \alpha, \beta) = \frac{\pi^{\frac{d}{2}}|\Gamma(-s)|}{\Gamma\left(d+\frac{2s}{\alpha}\right)} \Lambda_{d,\gamma,\alpha,\beta,s},
$$

and the result follows in the case $\alpha, \beta, \alpha + \beta \in (0, d - 2s)$. For the general case we argue as follows. First, since $p = 2$, in formula (14) we can replace $|1 - r^{(d-\alpha-\beta-s)p/p}|$ by $(1 - r^{(d-\alpha-\beta-2s)/2})^2$. After this change, we observe that both right hand sides of (14) and (20) are holomorphic (as functions of two variables) with respect to $\alpha$ and $\beta$ in the domain $\{(\alpha, \beta) \in \mathbb{C}^2 : \text{Re}(\alpha), \text{Re}(\beta), \text{Re}(\alpha + \beta) \in (-2s, d)\}$. Indeed, the integral in (14) is absolutely convergent, as we have $|r^{\alpha} + r^\beta| \leq r^{\text{Re}(\alpha)} + r^{\text{Re}(\beta)}$ and $|1 - r^2| \sim |1 - r^{\text{Re}(z)}|$, when $r \to 0^+$ or $r \to 1^-$. Holomorphicity then follows from Cauchy, Morera theorems and Osgood’s lemma. Hence, since we have already shown that (20) is valid for $\alpha, \beta, \alpha + \beta \in (0, d - 2s)$, by the identity theorem for analytic functions it must be satisfied for all $\alpha, \beta, \alpha + \beta \in (-2s, d)$; see Figure 1.

Finally, we need to remove the assumption that $2s < d$. We may assume that $d = 1$ as otherwise this assumption is always satisfied. We proceed similarly as before using the holomorphicity argument of both right hand sides of (14) and (20) as a function of $s$, where $0 < \text{Re} s < 1$. For that we modify the right hand side of (14) as above, and also the right hand side of (20) by replacing $|\Gamma(-s)|$ by $-\Gamma(-s)$.

3.2. The case of the half-space. In this subsection we denote

$$
\gamma = \frac{1 + \alpha + \beta - sp}{p}, \quad w(x) = x_d^{-\gamma}, \quad k(x, y) = \frac{1}{2} |x - y|^{-d-\gamma} \left(x_d^{-\alpha}y_d^{\beta} + x_d^{-\beta}y_d^{\alpha}\right).
$$
Furthermore, we put

\[(25) \quad D = D(d, s, p, \alpha, \beta) = \frac{\pi^{\frac{d-1}{2}} \Gamma\left(\frac{1+sp}{2}\right)}{\Gamma\left(\frac{d+sp}{2}\right)} \int_0^1 \left( t^\alpha + t^\beta \right) \left| 1 - t^{\frac{1+\alpha+\beta-sp}{p}} \right|^p \, dt.\]

**Lemma 10.** Let \(0 < s < 1, p \geq 1\) and \(\alpha, \beta, \alpha + \beta \in (-1, sp)\) and \(1 + \alpha + \beta \neq sp\). It holds

\[(26) \quad 2 \lim_{\varepsilon \to 0} \int_{|x - y| > \varepsilon, y \neq 0} (w(x) - w(y)) |w(x) - w(y)|^{p-2} k(x, y) \, dy = \frac{D(d, s, p, \alpha, \beta)}{x_s^{sp-\alpha-\beta}} w(x)^{p-1}\]

uniformly on compacts sets contained in \(\mathbb{R}^d\). The constant \(D(d, s, p, \alpha, \beta)\) is given by \((25)\).

**Proof.** Let \(d \geq 2\). We have

\[2 \int_{|x - y| > \varepsilon, y \neq 0} (w(x) - w(y)) |w(x) - w(y)|^{p-2} k(x, y) \, dy = x_d^\alpha I_\varepsilon(\beta) + x_d^\beta I_\varepsilon(\alpha),\]

where

\[I_\varepsilon(\alpha) = \int_{|x - y| > \varepsilon, y \neq 0} \frac{(x^{-\gamma} - y^{-\gamma}) |x^{-\gamma} - y^{-\gamma}|^{p-2} y_d^\alpha}{|x - y|^{d+sp}} \, dy.\]

Let \(x', y' \in \mathbb{R}^{d-1}\). By absolute convergence and the formula \([2, (6.2.1)]\), using the substitution \(y' \mapsto x' + y'|x_d - y_d|\), we may rewrite the integral \(I_\varepsilon(\alpha)\) for \(\alpha \in \{\alpha, \beta\}\) as

\[I_\varepsilon(\alpha) = \frac{\pi^{\frac{d-1}{2}} \Gamma\left(\frac{1+sp}{2}\right)}{\Gamma\left(\frac{d+sp}{2}\right)} \int_{|x - y| > \varepsilon, y \neq 0} \frac{(x^{-\gamma} - y^{-\gamma}) |x^{-\gamma} - y^{-\gamma}|^{p-2} y_d^\alpha}{|x - y|^{d+sp}} \, dyd.\]

\[(27) \quad = \frac{\pi^{\frac{d-1}{2}} \Gamma\left(\frac{1+sp}{2}\right)}{\Gamma\left(\frac{d+sp}{2}\right)} x_d^{-\gamma(p-1)+sp-1} \int_{|1-t| > \varepsilon/x_d, t > 0} \frac{(1 - t^{-\gamma}) |1 - t^{-\gamma}|^{p-2} t^\alpha}{|1 - t|^{1+sp}} \, dt.\]

To end the proof, it suffices to notice that

\[\lim_{\varepsilon \to 0} \int_{|1-t| > \varepsilon/x_d, t > 0} \frac{(1 - t^{-\gamma}) |1 - t^{-\gamma}|^{p-2} t^\alpha}{|1 - t|^{1+sp}} \, dt = \lim_{\varepsilon \to 0} \left( \int_0^{1-\varepsilon} + \int_{1+\varepsilon}^{\infty} \right) \frac{(1 - t^{-\gamma}) |1 - t^{-\gamma}|^{p-2} t^\alpha}{|1 - t|^{1+sp}} \, dt\]

\[= \lim_{\varepsilon \to 0} \left( \int_0^{1-\varepsilon} \frac{(1 - t^{-\gamma}) |1 - t^{-\gamma}|^{p-2} t^\alpha}{|1 - t|^{1+sp}} \, dt - \int_0^{1+\varepsilon} \frac{(1 - t^{-\gamma}) |1 - t^{-\gamma}|^{p-2} t^\alpha}{|1 - t|^{1+sp}} \, dt \right)\]

\[= \int_0^1 \frac{(1 - t^{-\gamma}) |1 - t^{-\gamma}|^{p-2} \left( t^\alpha - t^{\gamma(p-1)+sp-1-\alpha} + t^\beta - t^{\gamma(p-1)+sp-1-\beta} \right)}{(1 - t)^{1+sp}} \, dt.\]

Elementary calculations show that

\[(1 - t^{-\gamma}) |1 - t^{-\gamma}|^{p-2} \left( t^\alpha - t^{\gamma(p-1)+sp-1-\alpha} + t^\beta - t^{\gamma(p-1)+sp-1-\beta} \right) = (t^\alpha + t^\beta) |1 - t^{-\gamma}|^p.\]

In the remaining case \(d = 1\) the formula \(27\) still holds, but its proof is much simpler. The rest of the proof remains unchanged and hence the result follows. \(\square\)
Proposition 11. For $p = 2$ and $s \neq \frac{1}{2}$ the constant $D$ reduces to

$$
D(d, s, 2, \alpha, \beta) = \frac{\pi \frac{d+1}{2} \Gamma \left(\frac{1+2s}{2}\right)}{\Gamma \left(\frac{d+2s}{2}\right)} \left[ B(\alpha + 1, -2s) + B(\beta + 1, -2s) + B(2s - \alpha, -2s) \right. \\
+ B(2s - \beta, -2s) - 2B \left( s + \frac{\alpha - \beta + 1}{2}, -2s \right) - 2B \left( s + \frac{\beta - \alpha + 1}{2}, -2s \right) \right],
$$

(28)

with $B$ being the Beta function. In the case $p = 2$ and $s = \frac{1}{2}$ we have

$$
D(d, \frac{1}{2}, 2, \alpha, \beta) = \frac{\pi \frac{d+1}{2} \Gamma \left(\frac{1+2s}{2}\right)}{\Gamma \left(\frac{d+2s}{2}\right)} \left( (\alpha - \beta) \cot \frac{\pi (\alpha - \beta)}{2} - \alpha \cot \pi \alpha - \beta \cot \pi \beta \right),
$$

with the convention $0 \cot 0 = 1$. For example, $D(d, \frac{1}{2}, 2, 0, 0) = 0$.

In particular, when $\alpha = \beta = 0$, we obtain the value

$$
D(d, s, 2, 0, 0) = \frac{\pi \frac{d+1}{2} \Gamma \left(\frac{1+2s}{2}\right)}{\Gamma \left(\frac{d+2s}{2}\right)} \frac{B \left( 1, 1 - s \right) - 4^s}{s 4^s},
$$

established by Bogdan and Dyda in [6].

Proof of Proposition 11. We are going to prove the result by calculating the left hand side of (26) in another way. First, we recall from [5, (5.4) and (5.5)] that

$$
L x_d^c = \gamma(2s, c) \frac{\pi \frac{d+1}{2} \Gamma \left(\frac{1+2s}{2}\right)}{\Gamma \left(\frac{d+2s}{2}\right)} x_d^{c-2s}
$$

for $c \in (-1, 2s)$, where $L = A_{d-2s}^{-1} \Delta_{R_+^d}$ and

$$
\gamma(a, b) = \int_0^1 \frac{(t^b - 1)(1 - t^{a-b-1})}{(1 - t)^{1+a}} dt, \quad a \in (0, 2), \ b \in (-1, a).
$$

Moreover, by [6, (2.2)] we have

$$
\gamma(a, b) = B(b + 1, -a) + B(a - b, -a) + \frac{1}{a}. \tag{30}
$$

Using an elementary equality like (23), but with $x_d$ and $y_d$ in place of $|x|$ and $|y|$, respectively, we can proceed like in (24) to obtain that

$$
P.V. \int_{\mathbb{R}^d_+} (x_d^b - y_d^b) \left( x_d^\alpha y_d^\beta + x_d^\beta y_d^\alpha \right) |x - y|^{-d-2s} \, dy \tag{31}
$$

$$
= \frac{\pi \frac{d+1}{2} \Gamma \left(\frac{1+2s}{2}\right)}{\Gamma \left(\frac{d+2s}{2}\right)} (\gamma(2s, \alpha) + \gamma(2s, \beta) - \gamma(2s, \alpha + b) - \gamma(2s, \beta + b)) x_d^{-2s+b+\alpha+\beta},
$$

where $b = -\gamma$ and $\alpha, \beta, \alpha + \beta \in (-1, 2s)$. Comparing (31) with (26) we conclude that

$$
D(d, s, 2, \alpha, \beta) = \frac{\pi \frac{d+1}{2} \Gamma \left(\frac{1+2s}{2}\right)}{\Gamma \left(\frac{d+2s}{2}\right)} \left[ \gamma(2s, \alpha) + \gamma(2s, \beta) - \gamma \left( 2s, s + \frac{\alpha - \beta + 1}{2} \right) \\
- \gamma \left( 2s, s + \frac{\beta - \alpha + 1}{2} \right) \right],
$$

therefore (28) follows by an application of (30).
The limit case \( \lim_{s \to \frac{1}{2}} D(d, s, 2, \alpha, \beta) \) can be obtained as follows. We have

\[
D(d, s, 2, \alpha, \beta) = \frac{\pi^{\frac{d}{2}}}{\Gamma\left(\frac{d}{2}\right)} \left[ \frac{\Gamma(\alpha + 1)}{\Gamma(d + 2s)} \left( \frac{\Gamma(\beta + 1)}{\Gamma(d + 2s)} + \frac{\Gamma(\alpha + \beta + 1)}{\Gamma(d + 2s)} \right) - \frac{\Gamma(2s - \beta)}{\Gamma(-\beta)} + 2 \frac{\Gamma(s + \frac{\alpha - \beta + 1}{2})}{\Gamma(-s + \frac{\alpha - \beta + 1}{2})} \right].
\]

The derivative of the expression in the square brackets above with respect to \( s \) at \( s = \frac{1}{2} \) is given by

\[
2 \left[ \alpha \psi(\alpha) - \alpha \psi(1 - \alpha) + \beta \psi(\beta) - \beta \psi(1 - \beta) - \frac{\alpha - \beta}{2} \left( \psi \left(1 + \frac{\alpha - \beta}{2}\right) + \psi \left(\frac{\alpha - \beta}{2}\right)\right) - \frac{\beta - \alpha}{2} \left( \psi \left(1 + \frac{\beta - \alpha}{2}\right) + \psi \left(\frac{\beta - \alpha}{2}\right)\right) \right],
\]

where \( \psi = \Gamma'/\Gamma \) is the digamma function. Since \( \Gamma(-2s) = \frac{\Gamma(2s)}{2s(1 - 2s)} \), the result follows from L'Hôpital’s rule, the functional equation \( \psi(1 + z) = \psi(z) + 1/z \) and the reflection formula \( \psi(1 - z) - \psi(z) = \pi \cot \pi z \).

3.3. Limiting cases when \( s \to 0^+ \).

**Proposition 12.** It holds

\[
C(d, 0, p, \alpha, \beta) = \frac{2\pi^{\frac{d}{2}}}{\Gamma\left(\frac{d}{2}\right)} \int_0^1 \frac{\left( r^{\alpha - 1} + r^{\beta - 1} \right) \left( 1 - r^{\frac{d - \alpha - \beta}{p}} \right)^p}{1 - r^2} \, dr.
\]

When \( p = 2 \), one has

\[
C(d, 0, 2, \alpha, \beta) = \frac{\pi^{\frac{d}{2}}}{\Gamma\left(\frac{d}{2}\right)} \left[ 2\psi \left(\frac{d - \alpha + \beta}{4}\right) + 2\psi \left(\frac{d + \alpha - \beta}{4}\right) - \psi \left(\frac{\alpha}{2}\right) - \psi \left(\frac{\beta}{2}\right) - \psi \left(\frac{d - \alpha}{2}\right) - \psi \left(\frac{d - \beta}{2}\right) \right]
\]

and

\[
D(d, 0, 2, \alpha, \beta) = \frac{\pi^{\frac{d}{2}}}{\Gamma\left(\frac{d}{2}\right)} \left[ 2\psi \left(\frac{\alpha - \beta + 1}{2}\right) + 2\psi \left(\frac{\beta - \alpha + 1}{2}\right) - \psi(\alpha + 1) - \psi(-\alpha) - \psi(\beta + 1) - \psi(-\beta) \right],
\]

with \( \psi \) being the digamma function.

**Proof.** The formula (32) follows from (14), (15) and (16), by noting that for \( d \geq 2 \) it holds \( \Phi_{d,0,p}(r) = |S^{d-1}| \, _2F_1\left(\frac{d}{2}, 1; \frac{d}{2}; r^2\right) = |S^{d-1}| \, (1 - r^2)^{-\frac{d}{2}} \).

The proofs of the remaining equalities follow directly from previous results, form of the constants \( C(d, s, p, \alpha, \beta) \), \( D(d, s, p, \alpha, \beta) \) and basic calculations and will be omitted.
4. **Proof of the weighted fractional Hardy inequality on \(\mathbb{R}^d\)**

**Proof of Theorem 5.** We substitute \(u(x) = v(x)w(x)\) and use the inequality (11) and Lemma 8 to conclude that for \(u \in C_c(\mathbb{R}^d)\) we have the inequality

\[
\int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \frac{|v(x) - v(y)|^p}{|x-y|^{d+sp}} |x|^{-a} |y|^{-b} \, dx \, dy \geq C \int_{\mathbb{R}^d} \frac{|u(x)|^p}{|x|^{sp+a+b}} \, dx,
\]

where \(C\) is given by (14). Hence, (7) holds. It suffices to show that the constant \(C\) is optimal. This fact is possible to obtain by slightly modifying the proof of the sharpness from [10] and also [1, Theorem 2.9], when \(\alpha = \beta\), and we omit the details. \(\square\)

**Proof of Theorem 6.** This is a straightforward consequence of Lemma 8 and (13). \(\square\)

5. **Proof of the weighted fractional Hardy inequality on \(\mathbb{R}^d_+\)**

**Proof of Theorem 1.** Let \(u \in C_c(\mathbb{R}^d_+)\). We substitute \(u = wv\), where \(w(x) = x_d^{-\gamma}\). By Lemma 10 and [10, Proposition 2.2] we have

\[
\int_{\mathbb{R}^d_+} \int_{\mathbb{R}^d} \frac{|u(x) - u(y)|^p}{|x-y|^{d+sp}} x_d^\alpha y_d^\beta \, dx \, dy \geq \mathcal{D}(d,s,p,\alpha,\beta) \int_{\mathbb{R}^d_+} \frac{|u(x)|^p}{x_d^{sp-\alpha-\beta}} \, dx
\]

where \(\mathcal{D}(d,s,p,\alpha,\beta)\) is given by (25). Hence, it suffices to show that the constant \(\mathcal{D}(d,s,p,\alpha,\beta)\) is optimal. To do this we first assume that \(d = 1\). Then the optimality is easy to achieve by a slight modification of the proof for the whole space \(\mathbb{R}\), with the same approximating functions; we refer again to [10] and [1]. For greater dimensions \(d \geq 2\) we allege the argument of Frank and Seiringer from [11]. Namely, for \(x' \in \mathbb{R}^{d-1}\) we define the functions \(u_n(x) = \chi_n(x')\varphi(x_d)\), where

\[
\chi_n(x') = \begin{cases} 1 & \text{if } |x'| \leq n, \\ n + 1 - |x'| & \text{if } n < |x'| < n + 1, \\ 0 & \text{if } |x'| \geq n + 1. \end{cases}
\]

We have

\[
\lim_{n \to \infty} \int_{\mathbb{R}^d_+} \int_{\mathbb{R}^d} \frac{|u_n(x) - u_n(y)|^p}{|x-y|^{d+sp}} x_d^\alpha y_d^\beta \, dx \, dy = A \int_0^\infty \int_0^\infty \frac{\varphi(x_d) - \varphi(y_d)}{|x_d - y_d|^{1+sp}} x_d^\alpha y_d^\beta \, dx_d \, dy_d,
\]

where \(A = \frac{\mathcal{D}(d,s,p,\alpha,\beta)}{2^{1,1,s,p,\alpha,\beta}}\). Hence, sharpness of the constant \(\mathcal{D}(d,s,p,\alpha,\beta)\) for \(d \geq 2\) follows from the sharpness of the constant \(\mathcal{D}(1,s,p,\alpha,\beta)\) for \(d = 1\). \(\square\)

**Proof of Theorem 2.** Follows directly from (13) and Lemma 10. \(\square\)

**Proof of Theorem 3.** According to Theorem 2, it suffices to show that the remainder term dominates with the constant the integral \((\int_{\mathbb{R}^d} |u(x)|^{q^*} x_d^{\frac{2}{q^*(\alpha+\beta)}} \, dx)^{\frac{q}{q^*}}\). To do this, we modify the proof of the unweighted Hardy–Sobolev–Maz’ya inequality from [8, Section 2].

We have

\[
x_d^{-\frac{1-\alpha-\beta+sp}{2}} y_d^{-\frac{1+\alpha-\beta-sp}{2}} = (x_dy_d)^{\frac{sp}{2}} \left( x_d \right)^{\frac{\alpha+\beta}{2}}.
\]
Without loss of generality, we may and do assume that \( \alpha \geq \beta \). Hence, recalling that 
\( v(x) = x_d^{\frac{1+\alpha+\beta-sp}{p}} u(x) \), we make the estimation

\[
\int_{\mathbb{R}^d_+} \int_{\mathbb{R}^d_+} \frac{|v(x) - v(y)|^p}{|x-y|^{1+sp}} x_d^{\frac{1-\alpha-\beta-sp}{2}} y_d^{\frac{1+\alpha-\beta-sp}{2}} \, dy \, dx \\
\geq \int_{\{x_d > y_d\}} |v(x) - v(y)|^p \frac{x_d^{sp-1}}{y_d^2} \left( \frac{x_d}{y_d} \right)^{sp-1} \, dy \, dx \\
\geq \int_{\{x_d > y_d\}} |v(x) - v(y)|^p \frac{x_d^{sp-1}}{y_d^2} \, dy \, dx \\
= \frac{1}{2} \int_{\mathbb{R}^d_+} \int_{\mathbb{R}^d_+} \frac{|v(x) - v(y)|^p}{|x-y|^{1+sp}} (x_d y_d)^{sp-1} \, dy \, dx,
\]

where in the last passage we used the symmetry of the integrand. Now, we repeat the computations from [8] to conclude that the last term is an upper bound for \( \left( \int_{\mathbb{R}^d_+} |u(x)|^q x_d^{2(\alpha+\beta)} \, dx \right)^{\frac{2}{q}} \).

The proof is complete. \( \square \)

The next result is the first step in proving the weighted fractional Hardy inequality for general domains, see an unweighted analogue [15, Theorem 2.5].

**Lemma 13.** Let \( J \subset \mathbb{R} \) be a nonempty open set, \( \alpha, \beta, \alpha+\beta \in (-1, sp) \) and \( sp > 1+\alpha+\beta \). Then for all \( u \in C_c(J) \),

\[
\int \int \frac{|u(x) - u(y)|^p}{|x-y|^{1+sp}} \, dJ(x) \, dJ(y) \, dy \, dx \geq \mathcal{D}(1, s, p, \alpha, \beta) \int \frac{|u(x)|^p}{dJ(x)^{sp-\alpha-\beta}} \, dx,
\]

where \( dJ(x) = \text{dist}(x, \partial J) \).

**Proof.** We first prove the inequality (33) for \( J = (0, 1) \). The following proof is a modification of [15, Proof of Theorem 2.5]. For \( x \in (0, 1) \) and \( \varepsilon > 0 \) we define

\[
V_\varepsilon(x) = 2w(x)^{-p+1} \left( \int_0^{x-\varepsilon} + \int_{x+\varepsilon}^1 \right) (w(x) - w(y)) |w(x) - w(y)|^{p-2} k(x, y) \, dy,
\]

recalling that \( k(x, y) = \frac{1}{2} |x-y|^{-1-\alpha} (x^\alpha y^\beta + x^\beta y^\alpha) \) and \( w(x) = x^{-\frac{1+\alpha+\beta-sp}{p}} \). We observe that

\[
V(x) := \lim_{\varepsilon \to 0^+} V_\varepsilon(x) \\
= 2w(x)^{-p+1} \underbrace{\left( \int_0^{\infty} - \int_1^{\infty} \right)}_{\text{P.V.}} (w(x) - w(y)) |w(x) - w(y)|^{p-2} k(x, y) \, dy \\
\geq 2w(x)^{-p+1} \text{P.V.} \int_0^{\infty} (w(x) - w(y)) |w(x) - w(y)|^{p-2} k(x, y) \, dy \\
= \mathcal{D}(1, s, p, \alpha, \beta) x^{-sp+\alpha+\beta},
\]

by Lemma 10, since \( w(x) \leq w(y) \) for \( y \in [1, \infty) \). In addition, by the uniform convergence, for any compact \( K \subset (0, 1) \) and small \( \varepsilon, V_\varepsilon(x) > 0 \) uniformly for all \( x \in K \). Hence, by [10, (2.17)] with \( (0, 1) \) instead of \( \mathbb{R}^d \) and Fatou’s lemma,

\[
\int_0^1 \int_0^1 \frac{|v(x) - v(y)|^p}{|x-y|^{1+sp}} x^\alpha y^\beta \, dy \, dx \geq \mathcal{D}(1, s, p, \alpha, \beta) \int_0^1 \frac{|v(x)|^p}{x^{sp-\alpha-\beta}} \, dx,
\]
for any bounded function \( v \) for with \( \text{supp} \, v \subset (0,1) \). By scaling, an analogous inequality is satisfied for any interval \((a,b)\). Moreover, using (34), we have for \( u \in C_c(J) \),
\[
\int_0^1 \int_0^1 \frac{|u(x) - u(y)|^p}{|x-y|^{1+sp}} \min\{x, 1-x\}^\alpha \min\{y, 1-y\}^\beta \, dy \, dx
\]
\[
\geq \frac{\int \int \frac{|u(x) - u(y)|^p}{|x-y|^{1+sp}} \min\{x, 1-x\}^\alpha \min\{y, 1-y\}^\beta \, dy \, dx}{\frac{\int \int \frac{|u(x) - u(y)|^p}{|x-y|^{1+sp}} \min\{x, 1-x\}^\alpha \min\{y, 1-y\}^\beta \, dy \, dx}
\]
\[
= \frac{\int_0^1 \int_0^1 \frac{|u(x) - u(y)|^p}{|x-y|^{1+sp}} \min\{x, 1-x\}^\alpha \min\{y, 1-y\}^\beta \, dy \, dx}{\frac{\int_0^1 \int_0^1 \frac{|u(x) - u(y)|^p}{|x-y|^{1+sp}} \min\{x, 1-x\}^\alpha \min\{y, 1-y\}^\beta \, dy \, dx}
\]
\[
= \frac{\int_0^1 \int_0^1 \frac{|u(x) - u(y)|^p}{|x-y|^{1+sp}} \min\{x, 1-x\}^\alpha \min\{y, 1-y\}^\beta \, dy \, dx}{\frac{\int_0^1 \int_0^1 \frac{|u(x) - u(y)|^p}{|x-y|^{1+sp}} \min\{x, 1-x\}^\alpha \min\{y, 1-y\}^\beta \, dy \, dx}
\]
\[
= \frac{\int_0^1 \int_0^1 \frac{|u(x) - u(y)|^p}{|x-y|^{1+sp}} \min\{x, 1-x\}^\alpha \min\{y, 1-y\}^\beta \, dy \, dx}{\frac{\int_0^1 \int_0^1 \frac{|u(x) - u(y)|^p}{|x-y|^{1+sp}} \min\{x, 1-x\}^\alpha \min\{y, 1-y\}^\beta \, dy \, dx}
\]
That proves (33) for \( J = (0,1) \). A general result follows again from scaling and translating and the fact that every nonempty, open subset of \( \mathbb{R} \) is a countable union of disjoint intervals.

\[ \square \]

Proof of Theorem 4. We repeat the proof of Loss and Sloane and reduce the problem to one dimension. By \( L_\omega \) we denote the \((d-1)\)-Lebesgue measure on the plane \( \{x \cdot \omega = 0\} \). By Loss–Sloane formula [15, Lemma 2.4]\(^1\) and (33), we have
\[
\int_\Omega \int_\Omega \frac{|u(x) - u(y)|^p}{|x-y|^{d+sp}} d\Omega(x)^\alpha d\Omega(y)^\beta \, dy \, dx
\]
\[
= \frac{1}{2} \int_{\mathbb{R}^{d-1}} d\omega \int \int_{\{x \cdot \omega = 0\}} \int_{\{x + s\omega \in \Omega\}} ds \int_{\{x + t\omega \in \Omega\}} dt \times \frac{|u(x + s\omega) - u(x + t\omega)|^p}{|s - t|^{1+sp}} d\Omega(x + s\omega)^\alpha d\Omega(x + t\omega)^\beta
\]
\[
\geq \frac{D(1, s, p, \alpha, \beta)}{2} \int_{\mathbb{R}^{d-1}} d\omega \int \int_{\{x \cdot \omega = 0\}} \int_{\{x + t\omega \in \Omega\}} \frac{|u(x + t\omega)|^p}{m_{sp-\alpha-\beta}(x)^{sp-\alpha-\beta}} dt \, d\omega \, dx
\]
where the last inequality follows from the calculation
\[
\int_{\mathbb{R}^{d-1}} |\omega_d|^{sp} d\omega = \frac{2\pi^\frac{d-1}{2}}{\Gamma(\frac{1+sp}{2})} \frac{1+sp}{\Gamma\left(\frac{d+sp}{2}\right)}
\]
and the fact that \( d\Omega(x + s\omega)^\alpha d\Omega(x + t\omega)^\beta \geq d\omega(x + s\omega)^\alpha d\omega(x + t\omega)^\beta \). That proves (4). The inequality (6) follows from the fact that \( m_{sp}(x) \leq d\Omega(x) \), if \( \Omega \) is convex (we refer again to [15]). Optimality of the constant \( D \) in (6) can be obtained similarly as in the

\(^1\) The formula [15, Lemma 2.4] is stated for an integral \( \int_\Omega \int_\Omega \frac{|f(x) - f(y)|^p}{|x-y|^{d+sp}} \, dy \, dx \) with \( f \in C_c^\infty(\Omega) \) and therefore cannot be directly applied. However, it is easy to see that the version we need also holds by the same argument.
case of the half-space, by picking a hyperplane tangent to $\Omega$ at some point $d_0 \in \partial \Omega$ and transplating the approximating functions near $d_0$. We left the details to the Reader. □
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