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Abstract. Let $R$ be a finite dimensional $k$-algebra over an algebraically closed field $k$ and $\text{mod } R$ be the category of all finitely generated left $R$-modules. For a given full subcategory $X$ of $\text{mod } R$, we denote by $\text{pfd } X$ the projective finitistic dimension of $X$. That is, $\text{pfd } X := \sup \{ \text{pd } X : X \in X \text{ and } \text{pd } X < \infty \}$.

It was conjectured by H. Bass in the 60’s that the projective finitistic dimension $\text{pfd } (R) := \text{pfd } (\text{mod } R)$ has to be finite. Since then, much work has been done toward the proof of this conjecture. Recently, K. Igusa and J. Todorov defined in [9] a function $\Psi : \text{mod } R \to \mathbb{N}$, which turned out to be useful to prove that $\text{pfd } (R)$ is finite for some classes of algebras. In order to have a different approach to the finitistic dimension conjecture, we propose to consider a class of full subcategories of $\text{mod } R$ instead of a class of algebras, namely to take the class of categories $\mathcal{F}(\theta)$ of $\theta$-filtered $R$-modules for all stratifying systems $(\theta, \leq)$ in $\text{mod } R$.

1. Preliminaries

1.1. Basic notations. Throughout this paper, $R$ will denote a finite dimensional $k$-algebra over a fixed algebraically closed field $k$, and $\text{mod } R$ will be the category of all finitely generated left $R$-modules. Only finitely generated left $R$-modules will be considered.

Given a class $C$ of $R$-modules, we consider the following:

(a) the full subcategory $\mathcal{F}(C)$ of $\text{mod } R$ whose objects are the zero $R$-module and the $C$-filtered $R$-modules, that is, $0 \neq M \in \mathcal{F}(C)$ if there is a finite chain $0 = M_0 \subseteq M_1 \subseteq \cdots \subseteq M_m = M$ of submodules of $M$ such that each quotient $M_i/M_{i-1}$ is isomorphic to some object in $C$;
(b) the projective dimension $\text{pd } C := \sup \{ \text{pd } C : C \in C \} \in \mathbb{N} \cup \{ \infty \}$ of the class $C$;
(c) the projective finitistic dimension $\text{pfd } C := \sup \{ \text{pd } C : C \in C \text{ and } \text{pd } C < \infty \}$ of the class $C$;
(d) the class $\mathcal{P}(C) := \{ X : \text{Ext}_R^1(X, -)|_{\mathcal{F}(C)} = 0 \}$ of $C$-projective $R$-modules; and

(e) the class $\mathcal{I}(C) := \{ X : \text{Ext}_R^1(-, X)|_{\mathcal{F}(C)} = 0 \}$ of $C$-injective $R$-modules.

The global dimension $\text{gldim } (R) := \text{pd } (\text{mod } R)$ and the projective finitistic dimension $\text{pfd } (R) := \text{pfd } (\text{mod } R)$ are important homological invariants of $R$. The projective finitistic dimension was introduced in the 60’s to study commutative
noetherian rings; however, it became a fundamental tool for the study of non-commutative artinian rings. The finitistic dimension conjecture states that \( \text{pfd} (A) \) is finite for any left artinian ring \( A \). This conjecture is also closely related with other famous homological conjectures, see for example in [6] and [15].

1.2. Stratifying systems. For any positive integer \( t \in \mathbb{Z} \), we set by definition

\[
[1, t] := \{1, 2, \ldots, t\}.
\]

Moreover, the natural total order \( \leq \) on \([1, t]\) will be considered throughout the paper.

**Definition 1.1.** [10] A stratifying system \((\theta, \leq)\), in \( \text{mod} R \), of size \( t \) consists of a set \( \theta = \{\theta(i) : i \in [1, t]\} \) of indecomposable \( R \)-modules satisfying the following homological conditions:

(a) \( \text{Hom}_R(\theta(j), \theta(i)) = 0 \) for \( j > i \),

(b) \( \text{Ext}^1_R(\theta(j), \theta(i)) = 0 \) for \( j \geq i \).

1.3. Canonical stratifying systems. Once we have recalled the definition of stratifying system, it is important to know whether such a system exists for a given algebra \( R \). Consider the set \([1, n]\) which is in bijective correspondence with the iso-classes of simple \( R \)-modules. For each \( i \in [1, n] \), we denote by \( S(i) \) the simple \( R \)-module corresponding to \( i \), and by \( P(i) \) the projective cover of \( S(i) \). Following V. Dlab and C. M. Ringel in [7], we recall that the standard module \( R\Delta(i) \) is the maximal quotient of \( P(i) \) with composition factors amongst \( S(j) \) with \( j \leq i \). So, by Lemma 1.2 and Lemma 1.3 in [7], we get that the set of standard modules \( R\Delta := \{R\Delta(i) : i \in [1, n]\} \) satisfies Definition [13]. We will refer to this set as the canonical stratifying system of \( R \). Moreover, in case \( R \in \mathcal{F}(R\Delta) \) following I. Agoston, V. Dlab and E. Lukacs in [1], we say that \( R \) is a standardly stratified algebra (or a ss-algebra for short).

1.4. The finitistic dimension conjecture for ss-algebras. It was shown in [2] that the finitistic dimension conjecture holds for ss-algebras. In this paper, it is shown that \( \text{pfd} (R) \leq 2n - 2 \) where \( n \) is the number of iso-classes of simple \( R \)-modules. Of course, not only the number \( n \) but also the category \( \mathcal{F}(R\Delta) \) is closely related to \( \text{pfd} (R) \) as can be seen in the following result (see the proof in the Corollary 6.17(j) in [13]).

**Theorem 1.2.** [13] Let \( R \) be a ss-algebra and \( n \) be the number of iso-classes of simple \( R \)-modules. Then

\[
\text{pfd} (R) \leq \text{pd} \mathcal{F}(R\Delta) + \text{resdim}_{\mathcal{F}(R\Delta)} (\mathcal{F}(R\Delta)^\wedge) \leq 2n - 2.
\]
where $\mathcal{Y} := \{X : \text{Ext}^1_R(X, -)|_{\mathcal{I}(\theta)} = 0\} \supseteq \mathcal{F}(\theta)$.

**Remark 2.2.** (1) The condition of $\mathcal{I}(\theta)$ being coresolving given in the Theorem 2.1 is strong and has as a consequence that $\text{pd} \mathcal{F}(\theta)$ is finite. However, we do not know whether the resolution dimension $\text{resdim}_{\mathcal{Y}}(\mathcal{Y}^\perp)$ is finite.

(2) In general, we can have that $\text{pd} \mathcal{F}(\theta) = \infty$ as can be seen in the following example.

**Example 2.3.** Let $R$ be the quotient path algebra given by the quiver

$$
\begin{array}{c}
   \circ \rightarrow 1 \\
   \beta \downarrow \\
   \circ \\
   \gamma \\
\end{array}
$$

and the relations $\beta^2 = \alpha \beta = \gamma \alpha = \gamma^2 = 0$. We have that $R\Delta(1) = P(1)/S(2)$ and $R\Delta(2) = P(2)$. Then $(R\Delta, \leq)$ is a stratifying system of size 2 and $\text{pd} R\Delta(1) = \infty$.

The discussion above leads us to the following questions. Question 1: suppose that $\text{pd} \mathcal{F}(\theta) = \infty$; is it possible to prove that $\text{pfd} \mathcal{F}(\theta) < \infty$? Of course, if the finitistic dimension conjecture is true, we have that $\text{pfd} \mathcal{F}(\theta)$ is finite.

Question 2: is the following number finite?

$$
\text{sspfd} (R) := \sup \{\text{pfd} \mathcal{F}(\theta) : (\theta, \leq) \text{ is a stratifying system with } \text{pfd} \mathcal{F}(\theta) < \infty\}.
$$

Again we have that if $\text{pfd} (R)$ is finite then so is $\text{sspfd} (R)$. Hence, we propose the following questions.

**The Homological Stratifying System Conjecture I:** Let $R$ be any finite dimensional $k$-algebra. Then, for any stratifying system $(\theta, \leq)$ in $\text{mod} R$, we have that $\text{pfd} \mathcal{F}(\theta)$ is finite.

**The Homological Stratifying System Conjecture II:** For any finite dimensional $k$-algebra $R$, we have that $\text{sspfd} (R)$ is finite.

Note that the concept of stratifying system could be an appropriate tool to construct a counter-example for the finitistic dimension conjecture since $\text{pfd} \mathcal{F}(\theta) \leq \text{pfd} (R)$.

**Remark 2.4.** Let $R$ be a $k$-algebra and $(\theta, \leq)$ be a stratifying system of size $t$. If one of the following three conditions holds: (a) $t = 1$, (b) $\text{pd} \theta < \infty$ or (c) $\mathcal{I}(\theta)$ is coresolving, then $\text{pfd} \mathcal{F}(\theta)$ is finite. Indeed, if $t = 1$, we have that $\mathcal{F}(\theta) = \text{add} \theta(1)$ with $\theta(1)$ indecomposable. On the other hand, we know, by the Corollary 2.4 in [12], that $\text{pd} \mathcal{F}(\theta) = \text{pd} \theta$. Finally, if $\mathcal{I}(\theta)$ is coresolving, we obtain from 2.1 that $\text{pfd} \mathcal{F}(\theta)$ has to be finite.

### 3. Igusa-Todorov’s function

In this section, we recall the Igusa-Todorov function [9] and some properties of this function that have been successfully applied to solve the finitistic dimension conjecture for some special classes of algebras. Moreover, we establish a new interesting inequality (see [3,5]), which is our contribution, and will be useful to give a partial solution to The Homological Stratifying System Conjecture I.

Let $\mathcal{K}$ denote the quotient of the free abelian group generated by all the symbols $[M]$, where $M \in \text{mod} R$, modulo the relations: (a) $[C] = [A] + [B]$ if $C \simeq A \coprod B$, and
and (b) \([P] = 0\) if \(P\) is projective. Then \(\mathcal{K}\) is the free \(\mathbb{Z}\)-module generated by the iso-classes of indecomposable finitely generated non-projective \(R\)-modules. In [9], K. Igusa and G. Todorov defined a function \(\Psi : \text{mod} R \rightarrow \mathbb{N}\) as follows. Denote the first syzygy of \(M\) by \(\Omega M\). The syzygy induces a \(\mathbb{Z}\)-endomorphism on \(\mathcal{K}\) that will also be denoted by \(\Omega\).

That is, we have a \(\mathbb{Z}\)-homomorphism \(\Omega : \mathcal{K} \rightarrow \mathcal{K}\) where \(\Omega [M] := [\Omega M]\).

For a given \(R\)-module \(M\), we denote by \(\langle M \rangle\) the \(\mathbb{Z}\)-submodule of \(\mathcal{K}\) generated by the indecomposable direct summands of \(M\). Since \(\mathbb{Z}\) is a Noetherian ring, Fitting’s lemma implies that there is an integer \(n\) such that \(\Omega : \Omega^m \langle M \rangle \rightarrow \Omega^{m+1} \langle M \rangle\) is an isomorphism for all \(m \geq n\); hence there exists a smallest non-negative integer \(\Phi (M)\) such that \(\Omega : \Omega^m \langle M \rangle \rightarrow \Omega^{m+1} \langle M \rangle\) is an isomorphism for all \(m \geq \Phi (M)\).

Define \(C_M\) as the set whose elements are the direct summands of \(\Omega^{\Phi(M)}(M)\).

Then we set:

\[\Psi (M) := \Phi (M) + \text{pfd} C_M.\]

The following result is due to K. Igusa and G. Todorov.

**Proposition 3.1.** [9] The function \(\Psi : \text{mod} R \rightarrow \mathbb{N}\) satisfies the following properties.

(a) If \(\text{pd} M\) is finite then \(\Psi (M) = \text{pd} M\). On the other hand, \(\Psi (M) = 0\) if \(M\) is indecomposable and \(\text{pd} M = \infty\).

(b) \(\Psi (M) = \Psi (N)\) if \(\text{add} M = \text{add} N\).

(c) \(\Psi (M \bigoplus P) = \Psi (M)\) for any projective \(R\)-module \(P\).

(d) \(\Psi (M \bigoplus P) = \Psi (M)\) for any projective \(R\)-module \(P\).

(e) If \(0 \rightarrow A \rightarrow B \rightarrow C \rightarrow 0\) is an exact sequence in \(\text{mod} R\) and \(\text{pd} C\) is finite then \(\text{pd} C \leq \Psi (A \bigoplus B) + 1\).

The following useful inequality was first proved by Y. Wang.

**Lemma 3.2.** [14] If \(0 \rightarrow A \rightarrow B \rightarrow C \rightarrow 0\) is an exact sequence in \(\text{mod} R\) and \(\text{pd} B\) is finite then \(\text{pd} B \leq 2 + \Psi (\Omega A \bigoplus \Omega^2 C)\).

As can be seen above, the Igusa-Todorov function \(\Psi\) is some kind of generalization of the projective dimension. So, it makes sense to consider the “\(\Psi\)-dimension” of a given class \(\mathcal{X}\) of objects in \(\text{mod} R\).

**Definition 3.3.** Let \(\mathcal{X}\) be a class of objects in \(\text{mod} R\). The \(\Psi\)-dimension of \(\mathcal{X}\) is \(\Psi d (\mathcal{X}) := \sup \{ \Psi (X) : X \in \mathcal{X} \}\).

**Question:** Is \(\Psi d (\mathcal{F}(\theta))\) finite for any stratifying system \((\theta, \leq)\) in \(\text{mod} R\)?

It would be useful to have the following generalisation of Proposition [3.1] (e): if \(0 \rightarrow A \rightarrow B \rightarrow C \rightarrow 0\) is an exact sequence in \(\text{mod} R\) then \(\Psi (C) \leq \Psi (A \bigoplus B) + 1\).

Such a result is not true in general but we will now show that it holds when \(B\) is projective. It will be an appropriate tool to obtain a bound of \(\text{pfd} \mathcal{X}\) for a given class \(\mathcal{X}\) of objects in \(\text{mod} R\).

**Lemma 3.4.** \(\Phi (X) \leq 1 + \Phi (\Omega X)\) for any \(X \in \text{mod} R\).

**Proof.** Let \(X\) be an \(R\)-module; we assert that \(\Omega < X >\) is a subgroup of \(< \Omega X >\).

Indeed, let \(X_1, X_2, \ldots, X_i\) be all the indecomposable (up to isomorphism) non
Let $\alpha_i \in \mathbb{Z}$ for each $i$. We have the following:

**Lemma 3.6.**

For each $i$, we have a decomposition $\Omega X_i = \bigoplus_{k=1}^{n_i} X_{i,k}^{\beta_{ik}} \oplus P_i$, where $X_{i,k}$ are pairwise non-isomorphic and $P_i$ is a projective $R$-module. Let $x \in X$, so we have $x = \sum_{i=1}^{t} \alpha_i [X_i]$ with $\alpha_i \in \mathbb{Z}$ for each $i$. Applying $\Omega$ to $x$, we get the following equalities

$$\Omega (x) = \sum_{i=1}^{t} \alpha_i [\Omega X_i] = \sum_{i=1}^{t} \alpha_i (\sum_{k=1}^{n_i} \beta_{ik} [X_{i,k}]);$$

proving that $\Omega < X \subseteq \Omega X$.

Assume that $\Phi (\Omega X) = n$. Hence, $\Omega : \Omega^m < \Omega X \rightarrow \Omega^{m+1} < \Omega X$ is an isomorphism for all $m \geq n$. On the other hand, $\Omega^{m+1} < X$ is a subgroup of $\Omega^m < \Omega X$ since $\Omega < X \subseteq \Omega X$. Therefore, we get an isomorphism $\Omega : \Omega^{m+1} < X \rightarrow \Omega^{m+2} < X$ for all $m + 1 \geq n + 1$. Then $\Phi (X) \leq n + 1 = \Phi (\Omega X) + 1$.

**Proposition 3.5.** $\Psi (X) \leq 1 + \Phi (\Omega X)$ for any $X \in \text{mod} R$.

**Proof.** Let $X$ be an $R$-module. Consider the set $C_X$ whose elements are the direct summands of $\Omega^\Phi (X)$; and choose $Y \in C_X$ such that $pd Y = pdl C_X$. So, by the definition of $\Psi$, we have that $\Psi (X) = pd Y + \Phi (X)$. Hence, to prove the result, it is enough to see that $pd Y + \Phi (X) - 1 \leq \Psi (\Omega X)$.

Take $n := \Phi (X) - 1$ and $M := \Omega X$. Then, we have that $Y$ is a direct summand of $\Omega^n M$ since $\Omega^n M = \Omega^\Phi (X) (X)$. Therefore, using that $n \leq \Phi (M)$ (see [3]), we get from Lemma 3 d) in [9] that $pd Y + n \leq \Psi (M)$, proving the result. □

**Lemma 3.6.** Let $0 \rightarrow A \rightarrow B \rightarrow C \rightarrow 0$ be an exact sequence of $R$-modules. Then we have the following:

(a) if $pd C$ is finite then for any $m \geq pd C$ there are projective $R$-modules $P_m$ and $P_m'$ such that $\Omega^m (A) \prod P_m \simeq \Omega^m (B) \prod P_m'$.

(b) if $pd A$ is finite then for any $m \geq pd A$ there are projective $R$-modules $P_m$ and $P_m'$ such that $\Omega^{m+1} (B) \prod P_m \simeq \Omega^{m+1} (C) \prod P_m'$.

(c) if $pd B$ is finite then for any $m \geq pd B + 1$ there are projective $R$-modules $P_m$ and $P_m'$ such that $\Omega^{m+1} (C) \prod P_m \simeq \Omega^m (A) \prod P_m'$.

**Proof.** The proof follows from the well known fact: for any exact sequence $0 \rightarrow X \rightarrow Y \rightarrow Z \rightarrow 0$ of $R$-modules, there are two new exact sequences $0 \rightarrow \Omega Y \rightarrow \Omega Z \prod P \rightarrow X \rightarrow 0$ and $0 \rightarrow \Omega X \rightarrow \Omega Y \prod P' \rightarrow \Omega Z \rightarrow 0$, where $P$ and $P'$are projective $R$-modules. □

4. MAIN RESULTS

In this section, we give a partial solution to the Homological Stratifying System Conjecture I, which was stated in Section 2. In order to do that, we have to introduce some definitions and also to recall several properties for stratifying systems that were proven in [11].

Let $(\theta, \leq)$ be a stratifying system of size $t$. Due to K. Erdmann and C. Sáenz in [8], we know that the filtration multiplicities $[M : \theta(i)]$ do not depend on the filtration of $M \in \mathcal{F}(\theta)$. Following the notation in [11], we recall that the $\theta$-support of $M$ is the set $\text{Supp}_\theta (M) = \{i \in [1, t] : [M : \theta(i)] \neq 0\}$. Therefore, $\text{Supp}_\theta (M)$ is empty if $M = 0$. The functions $\min$, $\max : \mathcal{F}(\theta) \rightarrow [1, t] \cup \{\pm \infty\}$ are defined as follows:

(a) $\min (0) := +\infty$ and $\max (0) := -\infty$, and (b) $\min (M) := \min (\text{Supp}_\theta (M), \leq)$ and $\max (M) := \max (\text{Supp}_\theta (M), \leq)$ if $M \neq 0$. For a given $0 \neq M \in \mathcal{F}(\theta)$, we will
denote by \((\theta_M, \leq)\) the new stratifying system induced by the set \(\theta_M := \{\theta(i) : i \in \text{Supp}_R(M)\}\). Such kind of reduction will be very useful since \(M \in \mathcal{F}(\theta_M)\) and the size of \((\theta_M, \leq)\) is smaller than \(t\).

**Definition 4.1.** \([1]\) Let \(t = \{\theta(i) : i \in [1, t]\}\) be a set of non-zero \(R\)-modules and \(Q = \{Q(i) : i \in [1, t]\}\) be a set of indecomposable \(R\)-modules. We say that the system \((\theta, Q, \leq)\) is an Ext-projective stratifying system (or epss for short) of size \(t\), if the following three conditions hold:

1. \(\text{Hom}_R(\theta(j), \theta(i)) = 0\) for \(j > i\),
2. for each \(i \in [1, t]\) there is an exact sequence \(0 \to K(i) \to Q(i) \to \theta(i) \to 0\) such that \(K(i) \in \mathcal{F}(\{\theta(j) : j > i\})\),
3. \(\text{Ext}^1_R(Q, \mathcal{F}(\theta)) = 0\), where \(Q := \prod_{i=1}^t Q(i)\).

**Remark 4.2.** Due to \([1]\), we have that, for a given stratifying system \((\theta, \leq)\), there is a unique - up to isomorphism - Ext-projective stratifying system \((\theta, Q, \leq)\) which is called the epss associated to \((\theta, \leq)\).

The following results, which were shown in \([1]\), will be very useful throughout this section.

**Proposition 4.3.** \([1]\) Let \((\theta, \leq)\) be a stratifying system of size \(t\), \(0 \neq M \in \mathcal{F}(\theta)\), \(i = \min(M)\) and \(m = [M : \theta(i)]\). Then:

1. there exists a finite chain
   \[0 \subset N \subset M_{m-1} \subset \cdots \subset M_1 \subset M_0 = M,\]
   of submodules of \(M\) such that \(N \in \mathcal{F}(\{\theta(j) : j > i\})\) and \(M_k/M_{k+1} \cong \theta(i)\) for all \(k = 0, 1, \cdots, m - 1\), where \(M_m = N\).
2. there exists an exact sequence in \(\mathcal{F}(\theta)\)
   \[0 \to N \to M \to \theta(i)^m \to 0 \quad \text{with} \quad \min(M) < \min(N).\]

Given a stratifying system \((\theta, \leq)\), the category \(\mathcal{F}(\theta)\) of \(\theta\)-filtered \(R\)-modules has very nice properties; for example, it has Ext-projective covers. We recall that, a morphism \(f : Q_0(M) \to M\) in \(\mathcal{F}(\theta)\) is an Ext-projective cover of \(M\) if and only if \(f : Q_0(M) \to M\) is the right minimal \(\mathcal{P}(\theta)\)-approximation of \(M\) and \(\text{Ker} f \in \mathcal{F}(\theta)\). The following result says in particular that any \(M \in \mathcal{F}(\theta)\) has an Ext-projective cover. In fact, following Definition 4.1, we have that \(Q_0(\theta(i)) = Q(i)\) for any \(i\); and so, \(Q = Q_0(\prod_{i=1}^t \theta(i))\).

**Proposition 4.4.** \([1]\) Let \((\theta, \leq)\) be a stratifying system of size \(t\) and \((\theta, Q, \leq)\) be the epss associated to \((\theta, \leq)\). Let \(0 \neq M \in \mathcal{F}(\theta)\), \(i = \min(M)\) and \(m_i = [M : \theta(i)]\). Then, there exists an exact sequence in \(\mathcal{F}(\theta)\)

\[0 \to N \to Q_0(M)_{\varepsilon M} \to M \to 0\]

such that \(\min(M) < \min(N)\), \(Q_0(M) \in \text{add} \bigcup_{j \geq i} Q(j)\) and \(\varepsilon_M : Q_0(M) \to M\) is the right minimal \(\mathcal{P}(\theta)\)-approximation of \(M\).

**Definition 4.5.** Let \((\theta, \leq)\) be a stratifying system of size \(t\). We denote by \(\infty\) the set \(\{ i \in [1, t] : \text{pd} \theta(i) = \infty \}\), and by \(\text{card} \infty\) the cardinality of \(\infty\).
Lemma 4.6. Let \((\theta, \leq)\) be a stratifying system of size \(t\) such that \(\infty_\theta = \{i_0\}\). Define \(s := \max\{\text{pd}(\theta(j)) : j \neq i_0\}\) if \(t > 1\), and \(s := 0\) otherwise. Then, for any \(M \in \mathcal{F}(\theta)\), we have that

\[
\text{pd} M < \infty \quad \text{if and only if} \quad i_0 \notin \text{Supp}_\theta(M),
\]

(b) if \(i_0 \in \text{Supp}_\theta(M)\), then there exist projective \(R\)-modules \(P\) and \(P'\) such that

\[
\Omega^{s+1}(M) \prod P \simeq \Omega^{s+1}(\theta(i_0)) \prod P'.
\]

Proof. If \(t = 1\) there is nothing to prove since we know that \(\mathcal{F}(\theta) = \text{add} \theta(i_0)\) and \(\text{pd} 0 = 0\). So, we may assume that \(t > 1\).

(a) \((\Leftarrow)\) If \(i_0 \notin \text{Supp}_\theta(M)\), then by considering the new stratifying system induced by the set \(\theta_M := \{\theta(i) : i \in \text{Supp}_\theta M\}\), we get from (2.4) that \(\text{pd} M \leq \text{pd} \mathcal{F}(\theta_M) = \text{pd} \theta_M \leq s\).

\((\Rightarrow)\) Let \(M \in \mathcal{F}(\theta)\) be of finite projective dimension. Suppose that \([M : \theta(i_0)] = m \neq 0\). Then, by (1.3) we have a chain \(M_{i_0} \subseteq M_i \subseteq M\) of submodules of \(M\) such that: \(M_i/M_{i_0} \simeq \theta(i_0)^m\), \(i_0 \notin \text{Supp}_\theta(M_{i_0})\) and \(i_0 \notin \text{Supp}_\theta(M/M_i)\). Consider the following exact sequences in \(\mathcal{F}(\theta)\):

\[
\begin{align*}
0 &\to M_{i_0} \to M \to M/M_{i_0} \to 0, \\
0 &\to M_i/M_{i_0} \to M/M_i \to M/M_i \to 0.
\end{align*}
\]

Because of the fact that \(i_0 \notin \text{Supp}_\theta(M_{i_0})\), we get that \(\text{pd} M_{i_0}\) is finite (see the proof of \((\Leftarrow)\) given above). Hence, by (1), we obtain that \(\text{pd} M/M_{i_0}\) is finite.

We assert that \(M_i \neq M\). Otherwise, we would obtain that \(M/M_{i_0} \simeq \theta(i_0)^m\), and so \(\text{pd} M/M_{i_0}\) has to be infinite which is a contradiction, proving that \(M_i \neq M\).

Since \(M_i \neq M\) and \(i_0 \notin \text{Supp}_\theta(M/M_i)\), we have that \(\text{pd} M/M_i\) is finite; consequently, by (2), we conclude that \(\text{pd} M_i/M_{i_0}\) is finite which is a contradiction, proving that \(i_0 \notin \text{Supp}_\theta(M)\).

(b) Assume that \(i_0 \in \text{Supp}_\theta(M)\). Let \(m := [M : \theta(i_0)]\); so, from (1.3) we get the following two exact sequences

\[
\begin{align*}
0 &\to M_0 \to M \to M/M_0 \to 0, \\
0 &\to N \to M_0 \to \theta(i_0)^m \to 0
\end{align*}
\]

such that \(\min(M_0) = i_0\) and \([M/M_0 : \theta(i_0)] = 0 = [N : \theta(i_0)]\). Hence, as we have proven in (a), we have that \(\text{pd} M/M_0 \leq s\) and \(\text{pd} N \leq s\). Therefore, by applying (3.6) to the exact sequences in (3), we conclude that \(\Omega^{s+1}(M_0) \simeq \Omega^{s+1}(M)\) and the existence of projective \(R\)-modules \(P\) and \(P'\) such that \(\Omega^{s+1}(M_0) \prod P \simeq \Omega^{s+1}(\theta(i_0)^m) \prod P';\) proving the result. \(\square\)

Theorem 4.7. Let \((\theta, \leq)\) be a stratifying system of size \(t\) such that \(\infty_\theta = \{i_0\}\). Define \(s := \max\{\text{pd}(\theta(j)) : j \neq i_0\}\) if \(t > 1\), and \(s := 0\) otherwise. Then:

(a) \(\text{pd} \mathcal{F}(\theta) \leq s\),

(b) \(\text{add} \mathcal{F}(\theta) = \text{add} \theta(i_0)\).

Proof. If \(t = 1\), we have that \(\mathcal{F}(\theta) = \text{add} \theta(i_0)\); and so, by (3.1) we conclude that \(\text{pd} \mathcal{F}(\theta) = 0 = \text{add} \mathcal{F}(\theta)\). Hence, we may assume that \(t > 1\).

(a) Let \(M \in \mathcal{F}(\theta)\) be of finite projective dimension. Consider the new stratifying system \(\theta_M := \{\theta(i) : i \in \text{Supp}_\theta M\}\) induced by \(M\). It follows, from (3.6) (a), that \(i_0 \notin \text{Supp}_\theta M\). Hence \(\text{pd} M \leq \text{pd} \mathcal{F}(\theta_M) \leq s\).

(b) Let \(M \in \mathcal{F}(\theta)\) be such that \(\text{pd} M = \infty\). Then by (4.6) (a) we have that \(i_0 \in \text{Supp}_\theta(M)\). Hence, from (3.6) (b) and (3.1) we get that \(\Psi (\Omega^{s+1}M) = \Psi (\Omega^{s+1} \theta(i_0))\). Therefore, using (3.5) we conclude that \(\Psi (M) \leq 1 + s + \Psi (\Omega^{s+1}(i_0))\). \(\square\)
Note that the previous result gives a partial answer to the Question 3.3 and as a consequence, we get the first Homological Stratifying System Conjecture in this case. We will now show that the latter holds in case $(\theta, \leq)$ admits at most two indecomposable modules of infinite projective dimension.

**Theorem 4.8.** Let $(\theta, \leq)$ be a stratifying system of size $t$ such that $\mathcal{S}_\theta = \{i_0, i_1\}$, where $i_0 < i_1$. Define $s := \max\{\text{pd } \theta(j) : j \neq i_0, i_1\}$ if $t > 2$, and $s := 0$ otherwise. Then, we have that

$$\text{pd } \mathcal{F}(\theta) \leq s + 2 + \min(\alpha, \beta)$$

where $\alpha := \Psi(\Omega^{s+1}(\theta(i_1)) \bigcap \Omega^{s+2}(\theta(i_0)))$, $\beta := \Psi(\Omega^{s+1}(Q \bigcap \theta(i_1)))$ and $Q$ is the Ext-projective cover of $\prod_{i=1}^{s+1}(\theta(i))$ in $\mathcal{F}(\theta)$.

**Proof.** Take $M \in \mathcal{F}(\theta)$ with $\text{pd } M < \infty$. Let $j \in \mathcal{S}_\theta$, if $j \notin \text{Supp}_\theta(M)$ then by applying 4.7 (a) to $(\theta M, \leq)$, we get that $\text{pd } M \leq s$. So, we may assume that $i_0, i_1 \in \text{Supp}_\theta(M)$. By 4.3 we have a $\theta$-filtration of $M$

$$M_i \subseteq M' \subseteq \cdots \subseteq M_{i_0} \subseteq M_0 \subseteq M_\infty \subseteq \cdots \subseteq M$$

such that $[\theta : \theta(i_0)] = [M_{i_0} : \theta(i_0)]$ and $[\theta : \theta(i_1)] = [M_{i_1} : \theta(i_1)]$.

Consider the exact sequence $0 \to M_{i_0} \to M \to M/M_{i_0} \to 0$. Since $i_0, i_1 \notin \text{Supp}_\theta(M/M_{i_0})$, we get $\text{pd } M/M_{i_0} \leq s$; therefore $\text{pd } M \leq \text{max}(s, \text{pd } M_{i_0})$ and $\text{pd } M_{i_0} < \infty$. On the other hand, from the exact sequence $0 \to M_1 \to M_{i_0} \to M' \to 0$, we obtain that $\text{pd } M_{i_0} \leq \text{max}(s, \text{pd } M')$, and also that $\text{pd } M' < \infty$ since $\text{pd } M_1$ is finite ($i_0, i_1 \notin \text{Supp}_\theta(M_1)$). Hence $\text{pd } M \leq \text{max}(s, \text{pd } M')$ with $\text{pd } M'$ finite, $\text{min}(M') = i_0$ and $\text{max}(M') = i_1$.

We assert that $\text{pd } \mathcal{F}(\theta) \leq s + 2 + \alpha$. Indeed, let $m_1 := [\theta : \theta(i_1)]$, then we have an exact sequence in $\mathcal{F}(\theta)$

$$0 \to \theta(i_1)^{m_1} \to M' \to M'' \to 0$$

such that $\text{Supp}_\theta(M'') \cap \mathcal{S}_\theta = \{i_0\}$. Since $\text{pd } M'$ is finite, we get, from 3.2 that $\text{pd } M' \leq 2 + \Psi(\Omega^{s+1}(\theta(i_1)) \bigcap \Omega^2(M''))$. On the other hand, using that $\text{Supp}_\theta(M'/M_{i_0}) \cap \mathcal{S}_\theta = \{i_0\}$, we get from 4.0 that $\Omega^{s+2}(M'') \simeq \Omega^{s+2}(\theta(i_1)[M_0 : \theta(i_0)])$; and so, from 3.3 we conclude that $\text{pd } M \leq s + 2 + \alpha$: proving our assertion.

Finally, we prove that $\text{pd } \mathcal{F}(\theta) \leq s + 2 + \beta$. In order to do that, we consider the epss $(\theta, Q, \leq)$ associated to $(\theta, \leq)$. So, as we have recalled before, we have that $Q := \prod_{i=1}^{s+1}Q(i)$ is the Ext-projective cover of $\prod_{i=1}^{s+1}(\theta(i))$ in $\mathcal{F}(\theta)$. By 4.4 we obtain the following exact sequence in $\mathcal{F}(\theta)$

$$0 \to N \to Q_0(M') \to M' \to 0$$

where $i_0 = \min(M') < \min(N)$ and $Q_0(M') \in \bigcup_{j \geq i_0}Q(j)$. In particular, we have that $i_0 \notin \text{Supp}_\theta(N)$. If $\text{Supp}_\theta(N) \cap \mathcal{S}_\theta = \emptyset$, we have that $\text{pd } N \leq s$. Hence, we can apply 4.0 (b) to 4.1 obtaining that $\Psi(\Omega^{s+1}Q_0(M')) \simeq \Psi(\Omega^{s+1}M')$. Therefore, from 3.5 we get $\text{pd } M' = \Psi(\Omega^{s+1}M') \leq s + 1 + \Psi(\Omega^{s+1}Q_0(M')) \leq s + 1 + \Psi(\Omega^{s+1}Q) \leq s + 2 + \beta$ since $Q_0(M') \in \bigcup Q(j)$. Suppose that $\text{Supp}_\theta(N) \cap \mathcal{S}_\theta = \{i_1\}$. Then, applying 4.0 (b) to the stratifying system $(\theta_N, \leq)$, we get that $\Omega^{s+1}(N) \bigcap \theta(i_1) = \Omega^{s+1}(\theta(i_1)) \bigcap P'$, where $P$ and $P'$ are projective $R$-modules. Hence, from 3.1 and 3.3 we conclude that $\Psi(\Omega^{s+1}(Q_0(M)) \leq s + 1 + \Psi(\Omega^{s+1}(Q \bigcap \theta(i_1)))$. On the other hand, applying
Let \((\theta, \leq)\) be a stratifying system of size \(t\) with \(\text{card } \infty_{\theta} = 3\). That is, there are indices \(i_0 < i_1 < i_2\) such that \(\infty_{\theta} = \{i_0, i_1, i_2\}\). Let \(M\) be any element of \(F(\theta)\) and \(\varepsilon_M : Q_0(M) \to M\) be the Ext-projective cover of \(M\). We say that

(a) \(F(\theta)\) satisfies the 3-finitistic property if \(i_1, i_2 \in \text{Supp}_\theta(\text{Ker } \varepsilon_M)\) and \(\text{pd } M < \infty\) implies that \(\text{pd } \text{Ker } \varepsilon_M\) is finite; and

(b) \(F(\theta)\) satisfies the 3-cardinal property if \(\text{Supp}_\theta(M) \cap \infty_{\theta} = \{i_0, i_1\}\) implies that \(\text{card } (\text{Supp}_\theta(\text{Ker } \varepsilon_M) \cap \infty_{\theta}) \leq 1\).

**Theorem 4.10.** Let \((\theta, \leq)\) be a stratifying system of size \(t\) such that \(\infty_{\theta} = \{i_0, i_1, i_2\}\) and \(i_0 < i_1 < i_2\). Consider \(s := \max \{\text{pd } \theta(j) : j \notin \infty_{\theta}\}\) if \(t > 3\), and \(s := 0\) otherwise; \(\varepsilon_0 := \Psi(\Omega^{s+1}\theta(i_2) \prod \Omega^{s+2}\theta(i_1))\), \(\theta_{1,2} := \theta(i_1) \prod \theta(i_2), \theta_{0,1} := \theta(i_0) \prod \theta(i_1)\) and the Ext-projective cover \(Q := Q_0(\prod_{i=1}^{s} \theta(i))\) in \(F(\theta)\). Then,

(a) if \(F(\theta)\) satisfies the 3-finitistic property then

\[
\text{pf}d F(\theta) \leq s + 4 + \varepsilon_0 + \Psi(\Omega^{s+\varepsilon_0+3}(\theta_{1,2} \prod Q) \prod \Omega^{s+\varepsilon_0+4}\theta_{0,1});
\]

(b) if \(F(\theta)\) satisfies the 3-cardinal property then

\[
\text{pf}d F(\theta) \leq s + 2 + \max (\Psi(\Omega^{s+1}\theta(i_2) \prod \Omega^{s+2}Q), \Psi(\Omega^{s+1}(\theta_{1,2} \prod Q) \prod \Omega^{s+2}\theta_{0,1})).
\]

**Proof.** Let \(M \in F(\theta)\) be such that \(\text{pd } M\) is finite. If \(\text{card } (\infty_{\theta} \cap \text{Supp}_\theta(M)) \leq 1\), then we get, from 4.7, that \(\text{pd } M \leq s\); proving the result in this case.

Suppose that \(\text{card } (\infty_{\theta} \cap \text{Supp}_\theta(M)) = 2\). Then, we can apply 4.3 to the stratifying system \((\theta_M, \leq)\); and so, from 4.1 (c), we get that

\[
\text{pd } M \leq s + 2 + \Psi(\Omega^{s+1}(\theta_{1,2} \prod \Omega^{s+2}\theta_{0,1});
\]

thus, the result is also true in this case. As can be seen, up to now, we have not used either of the "3-properties".

Assume that \(\infty_{\theta} \subseteq \text{Supp}_\theta(M)\). We will proceed in a very similar way as we did in the proof of 4.3. Therefore, we have the following exact sequence in \(F(\theta)\)

\[
0 \to M_2 \to M_{i_0} \to M^{(2)} \to 0
\]

such that \(\text{pd } M^{(2)}\) is finite, \(\infty_{\theta} \subseteq \text{Supp}_\theta(M^{(2)}), \min(M^{(2)}) = i_0, \max(M^{(2)}) = i_2\) and \(\text{pd } M \leq \max(s, \text{pd } M^{(2)})\). Now, we have all the ingredients we need to prove the theorem in this case.

(a) Suppose that \(F(\theta)\) satisfies the 3-finitistic property. So, we take the Ext-projective cover of \(M^{(2)}\) obtaining the following exact sequence in \(F(\theta)\)

\[
0 \to N \to Q_0(M^{(2)}) \to M^{(2)} \to 0,
\]

where \(i_0 = \min(M^{(2)}) < \min(N)\) and \(Q_0(M^{(2)}) \in \text{add } \bigcup_{j \geq i_0} Q(j)\). In particular, we have that \(i_0 \not\in \text{Supp}_\theta(N)\). We consider the following three cases.
Case 1: \( \infty \cap \text{Supp}_\theta (N) = \emptyset \). Then, by 4.6 (a), we get that \( \text{pd} \ N \leq s \); and so, by applying 3.1 and 3.5 to (7), we get \( \text{pd} \ M^{(2)} \leq s + 2 + \Psi (\Omega^{s+1} Q) \); proving that \( \text{pd} \ M \leq s + 2 + \Psi (\Omega^{s+1} Q) \).

Case 2: \( \text{card} (\infty \cap \text{Supp}_\theta (N)) = 1 \). So, applying 4.6 (b) to the stratifying system \((\theta_N, \leq)\), we get that \( \Omega^{s+1}(N) \prod P \simeq \Omega^{s+1}(\theta(j)^{m_j}) \prod P' \), where \( P \) and \( P' \) are projective \( R \)-modules, \( j \in \text{Supp}_\theta (N) \cap \{i_1, i_2\} \) and \( m_j := [N : \theta(j)] \). Thus, by applying 3.1 and 3.5 to (7), we get \( \text{pd} \ M \leq s + 2 + \Psi (\Omega^{s+1} (\theta_{1,2} \prod Q)) \).

Case 3: \( \text{card} (\infty \cap \text{Supp}_\theta (N)) = 2 \). Hence, \( i_1, i_2 \in \text{Supp}_\theta (N) \); and so, since \( \text{pd} M^{(2)} < \infty \), we get that \( \text{pd} N < \infty \). Therefore, from 4.8 we conclude that \( \text{pd} N \leq s + 2 + \varepsilon_0 \). Thus, applying 3.1 and 3.5 to (7), we get \( \text{pd} M \leq s + 4 + \varepsilon_0 + \Psi (\Omega^{s+\varepsilon_0+3} Q) \).

The result follows by applying Lemma 3.5 \((\varepsilon_0 + 2 \text{ times})\) to the first, second and third inequalities.

(b) Suppose that \( \mathcal{F}(\theta) \) satisfies the 3-cardinal property. Since \( \max (M^{(2)}) = i_2 \), there is an exact sequence in \( \mathcal{F}(\theta) \)

\[
0 \to \theta(i_2)^{m_2} \to M^{(2)} \to M^{(1)} \to 0,
\]

where \( i_0 = \min(M^{(2)}) = \min(M^{(1)}) \) and \( \infty \cap \text{Supp}_\theta (M^{(1)}) = \{i_0, i_1\} \). So, by taking the Ext-projective cover of \( M^{(1)} \), we construct the following exact and commutative diagram in \( \mathcal{F}(\theta) \)

\[
\begin{array}{cccccccc}
0 & 0 & & & & & & 0 \\
\downarrow & \downarrow & & & & & & \downarrow \\
K & K & & & & & & K \\
\downarrow & \downarrow & & & & & & \downarrow \\
0 & \theta(i_2)^{m_2} & E & Q_0(M^{(1)}) & 0 \\
\downarrow & \downarrow & & & & & & \downarrow \\
0 & \theta(i_2)^{m_2} & M^{(2)} & M^{(1)} & 0 \\
\downarrow & \downarrow & & & & & & \downarrow \\
0 & 0 & & & & & & 0
\end{array}
\]

where \( i_0 < \min (K) \); in particular, \( \infty \cap \text{Supp}_\theta (K) \subseteq \{i_1, i_2\} \).

Since \( Q_0(M^{(1)}) \) is \( \theta \)-projective, we have that \( E \simeq \theta(i_2)^{m_2} \prod Q_0(M^{(1)}) \); and so, from 3.1 we get that

\[
\text{pd} M^{(2)} \leq 1 + \Psi (\theta(i_2) \prod Q \prod K).
\]

On the other hand, since \( \mathcal{F}(\theta) \) satisfies the 3-cardinal property, we obtain that \( \text{card} (\infty \cap \text{Supp}_\theta (K)) \leq 1 \). If \( \infty \cap \text{Supp}_\theta (K) = \emptyset \), then \( \text{pd} K \leq s \); and hence,
from [3.6] (b), we obtain that \( \Omega^{s+2} M^{(1)} \simeq \Omega^{s+2} Q_0(M^{(1)}) \). Hence, by applying [3.5] to \( Q \), we obtain, from 3.5, the following inequality

\[
\text{pd } M \leq 2 + s + \Psi(\Omega^{s+1} \theta(i_2) \bigoplus \Omega^{s+2} Q_0(M^{(1)}))
\]

since \( Q_0(M^{(1)}) \in \text{add } Q \).

Finally, in case \( \text{card } (\infty \theta \cap \text{Supp}_\theta (K)) = 1 \), we conclude from 4.6 that \( \Omega^{s+1} (K) \bigoplus P \simeq \Omega^{s+1} (\theta(j)^{m_j}) \bigoplus P' \) for \( j \in \infty \theta \cap \text{Supp}_\theta (K) \) and some projective \( R \)-modules \( P \) and \( P' \). Then, from (9) and 3.5, we get

\[
\text{pd } M \leq 2 + s + \Psi(\Omega^{s+1} (\theta(i)^{m_i} \bigoplus Q)).
\]

Then, joining the first and the last two inequalities, the result follows. \( \square \)

5. Examples

Let \( (\theta, \leq) \) be a stratifying system of size \( t \). We recall that \( \infty \theta = \{ i \in [1, t] : \text{pd } \theta(i) = \infty \} \). In Section 4, we have proven, without extra conditions on \( F(\theta) \), that \( \text{pfd } F(\theta) \) is finite when \( \text{card } \infty \theta = 1, 2 \). In the case \( \text{card } \infty \theta = 3 \), we were not able to prove that \( \text{pfd } F(\theta) \) is finite without extra conditions. Moreover, if \( F(\theta) \) satisfies one of the “3-properties” defined in 4.9, we have proven in [11] that \( \text{pfd } F(\theta) \) is finite. Therefore, if a counter-example of the finitistic dimension conjecture exists, it might be given by a stratifying system. For example, we could start by looking for a stratifying system \( (\theta, \leq) \) with \( \text{card } \infty \theta = 3 \) and such that both of the “3-properties” do not hold for \( F(\theta) \).

We point out that the problem, in the proof of The Homological Stratifying System Conjecture I, appeared when \( \text{card } \infty \theta = 3 \). Note that the same kind of problems appear in at least two known results when attempting to prove, using Igusa-Todorov’s function, the finitistic dimension conjecture.

Example 5.1. K. Igusa and G. Todorov in [9].

The result we would like to prove:

\[
\text{If } \text{repdim } (R) < \infty \text{ then } \text{pfd } (R) < \infty.
\]

The result that can be proven by using Igusa-Todorov’s function:

\[
\text{If } \text{repdim } (R) \leq 3 \text{ then } \text{pfd } (R) < \infty.
\]

Example 5.2. C.C. Xi in [5].

The result we would like to prove: If \( I_j \) for \( 1 \leq j \leq n \) is a family of ideals of \( R \) such that \( I_1 I_2 \cdots I_n = 0 \) and \( R/I_j \) is of finite representation type for any \( j \), then \( \text{pfd } (R) < \infty \).

The result that can be proven by using Igusa-Todorov’s function: Let \( I_j \) with \( 1 \leq j \leq n \geq 2 \) be a family of ideals of \( R \) such that \( I_1 I_2 \cdots I_n = 0 \) and \( R/I_j \) is of finite representation type for any \( j \). If \( \text{pd } I_j < \infty \) (as left \( R \)-module) and \( \text{pd } I_j = 0 \) (as right \( R \)-module) for \( j \geq 3 \), then \( \text{pfd } (R) < \infty \).

Example 5.3. Let \( R \) be the quotient path \( k \)-algebra given by the following quiver
and the relations $\gamma \delta \beta = \delta \gamma = \alpha \delta = \delta \beta \alpha = 0$. It is clear that $\text{rad}^2 R = 0$; and so, by the Corollary 7 in [9], we know that

$$(10) \quad \text{pd} (R) \leq 2 + \Psi (R/\text{rad}(R)) \text{rad}^2 (R)).$$

On the other hand, the structure of the indecomposable projective $R$-modules is

$P(1) = \frac{1}{2} 3$ \quad $P(2) = \frac{2}{3} 1$ \quad $P(3) = \frac{3}{1} 3$.

Therefore the standard $R$-modules are $R \Delta(1) = S(1)$, $R \Delta(2) = S(2)$ and $R \Delta(3) = P(3)$. Now, we will compute the minimal projective resolution of the simple $R$-module $S(2)$. The relevant parts of this resolution are the following exact sequences

$$0 \rightarrow \frac{3}{1} 3 \rightarrow P(2) \rightarrow S(2) \rightarrow 0,$$

$$0 \rightarrow S(3) \rightarrow P(3) \rightarrow \frac{3}{1} 0,$$

$$0 \rightarrow \frac{1}{3} 2 \rightarrow P(3) \rightarrow S(3) \rightarrow 0,$$

$$0 \rightarrow \frac{2}{3} 1 \rightarrow P(1) \rightarrow \frac{1}{3} 0,$$

$$0 \rightarrow S(1) \rightarrow P(2) \rightarrow \frac{2}{3} 0,$$

$$0 \rightarrow S(3) \text{rad}^2 (R) \rightarrow P(1) \rightarrow S(1) \rightarrow 0.$$

So, we get that $\text{pd} S(1) = \text{pd} S(2) = \text{pd} S(3) = \infty$. Therefore, $\infty_{R\Delta} = \{1, 2\}$, and we can apply [4.8] to get that

$$(11) \quad \text{pd} \mathcal{F}_R (\Delta) \leq 2 + \min (\alpha, \beta)$$

where $\alpha = \Psi (\Omega \Delta(2) \text{rad}^2 (R))$ and $\beta = \Psi (\Omega (Q \text{rad}^2 (R)))$. We will compute those numbers, and in order to do that, we have to know the Ext-projective cover $Q = Q(1) \text{rad}^2 (R) Q(2) \text{rad}^2 (R) Q(3)$, in $\mathcal{F}_R (\Delta)$, of the $R$-module $R \Delta(1) \text{rad}^2 (R) R \Delta(2) \text{rad}^2 (R) R \Delta(3)$. It can be proven that $Q(3) = P(3)$; and moreover, that the following exact sequences satisfy the Definition [4.7]

$$0 \rightarrow R \Delta(3) \rightarrow Q(2) \rightarrow \Delta(2) \rightarrow 0,$$

$$0 \rightarrow R \Delta(2) \text{rad}^2 (R) \rightarrow Q(1) \rightarrow \Delta(1) \rightarrow 0,$$

where $Q(2) = \frac{3}{1} 2$ and $Q(1) = \frac{1}{3} 1 3$.

Furthermore, we have the following exact sequences

$$0 \rightarrow S(3) \text{rad}^2 (R) \rightarrow P(1) \text{rad}^2 (R) P(3) \rightarrow Q(1) \rightarrow 0,$$

$$0 \rightarrow \frac{3}{1} 2 \rightarrow P(2) \text{rad}^2 (R) P(3) \rightarrow Q(2) \rightarrow 0.$$
Then we have $M := \Omega (Q \coprod R \Delta (2)) = S(3)^2 \coprod 1^3 \coprod 1^3$. After some calculations, we can see that $\beta = \psi (M) = 0$. On the other hand, $M' := \Omega R \Delta (2) \coprod \Omega^2 R \Delta (1) = 3^1 \coprod 1^3 \coprod 1^3$. After some calculations, we can see that $\alpha = \psi (M') = 0$. Hence, from (11), we obtain that $\text{pfd} F(R) \Delta \leq 2$. In a very similar way, it can be seen that $\psi (R/\text{rad} (R) \coprod R/\text{rad}^2 (R)) = 2$; hence, from (10), we obtain that $\text{pfd} (R) \leq 4$.

Example 5.4. Consider now, the following quotient path $k$-algebra $A$ given by the quiver

![Quiver Diagram]

and the relations given in such a way that all the paths, except for $\beta^3 \alpha$, of length 4 are equal to zero and $\gamma \alpha = \gamma \beta \alpha$. In this case, the standard $A$-modules are $A_\Delta(1) = S(1)$, $A_\Delta(2) = \frac{2}{2}$ and $A_\Delta(3) = P(3)$.

It can be seen that $\text{pd} A_\Delta(1) = \text{pd} A_\Delta(2) = \infty$; and so, from (4.8), we get that $\text{pfd} F(A_\Delta)$ is finite. We assert that $F(A_\Delta)$ is of infinite representation type. Indeed, for each $t \in k$, consider the matrices

$$M_t(\alpha) := \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & t \end{bmatrix}, \quad M_t(\beta) := \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}.$$  

It can be proven, that the following representation $M_t$.

![Matrix Diagram]

is indecomposable for any $t \in k$. Moreover, $M_{t_1} \not\equiv M_{t_2}$ if $t_1 \neq t_2$; also $M_t \in F(A_\Delta)$ since there is an exact sequence $0 \to A_\Delta(2)^2 \to M_t \to A_\Delta(1)^4 \to 0$. 
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