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Abstract—In recent years, supervised learning has been widely used in various tasks of optical remote sensing image understanding, including remote sensing image classification, pixel-wise segmentation, change detection, and object detection. The methods based on supervised learning need a large amount of high-quality training data and their performance highly depends on the quality of the labels. However, in practical remote sensing applications, it is often expensive and time-consuming to obtain large-scale data sets with high-quality labels, which leads to a lack of sufficient supervised information. In some cases, only coarse-grained labels can be obtained, resulting in the lack of exact supervision. In addition, the supervised information obtained manually may be wrong, resulting in a lack of accurate supervision. Therefore, remote sensing image understanding often faces the problems of incomplete, inexact, and inaccurate supervised information, which will affect the breadth and depth of remote sensing applications. In order to solve the above-mentioned problems, researchers have explored various tasks in remote sensing image understanding under weak supervision. This paper summarizes the research progress of weakly supervised learning in the field of remote sensing, including three typical weakly supervised paradigms: 1) Incomplete supervision, where only a subset of training data is labeled; 2) Inexact supervision, where only coarse-grained labels of training data are given; 3) Inaccurate supervision, where the labels given are not always true on the ground.

I. INTRODUCTION

MACHINE learning has played a very important role in the development of optical remote sensing image (RSI) understanding, especially the methods that are based on supervised learning [1], [2]. To a large extent, this is due to the rise and development of deep learning, which has a strong ability to extract abstract features without requiring the manual design of features [3], [4], [5], [6], [7]. With the increasing availability of open-source machine learning frameworks such as TensorFlow [8] and PyTorch [9] and the continuous iteration of a large number of deep learning methods, high-quality RSI understanding models are being widely introduced and promoted the depth and breadth of remote sensing applications in the field of geoscience. In the supervised machine learning paradigm, prediction models are usually learned from training datasets containing a large number of high-quality training samples [10], [11], [12], [13].

To achieve good performance using supervised RSI understanding methods, some preconditions need to be met, including: 1) Each sample needs to have a label; 2) All labels need to be fine-grained, and 3) All labels need to be free of noise. However, in practical applications, many conditions are difficult to fully meet [14], [15]. In order to better meet the needs of actual RSI understanding, researchers began to explore weakly supervised learning methods, including complete supervised methods (only a subset of training samples have labels), inexact supervised methods (some training samples have no fine-grained labels) and inaccurate supervised methods (some training samples have wrong labels) [16], [17], [18], [19]. Fig. 1 shows the three weakly supervised paradigms.

Incomplete supervision refers to a situation where a small number of labeled samples can be obtained, but it is insufficient to train a high-weight model, and a large number of unlabeled samples is available [20]. Formally, the strong supervision paradigm is to train a model from the training dataset \( \{(x_1, y_1), \ldots, (x_m, y_m)\} \), where there are \( m \) labeled training samples in the training dataset. Meanwhile, a typical
Fig. 1: Illustration of three weakly supervised paradigms, i.e., incomplete supervision, inexact supervision and inaccurate supervision. A classification task is taken as an example here, in which the categories of the ground objects are vegetation (represented by a gray rectangle), water (represented by a blue rectangle) and building (represented by a purple rectangle), respectively.

Incomplete supervision paradigm is to train a model from the training dataset \( \{(x_1, y_1), \ldots, (x_n, y_n), x_{n+1}, \ldots, x_m\} \), where there are \( n \) labeled training samples and \( u = m - n \) unlabeled samples. The research of incomplete supervision mainly focuses on active learning and semi-supervised learning [16].

In the field of RSI understanding, the typical applications are hyperspectral image (HSI) pixel-wise classification based on active learning [21], [22], [23], [24], [25] and RSI scene classification based on semi-supervised learning [26], [27], [28], [29].

Inexact supervision refers to a situation where supervised information is given during training, but the supervised information is not as exact as expected [17], [30]. Formally, a typical inexact supervision paradigm is to train a model from the training data set \( \{(X_1, y_1), \ldots, (X_i, y_i), \ldots\} \), where \( X_i = \{x_1, \ldots, x_{m_i}\} \) is a collection of training samples (i.e., bag), \( m_i \) is the total number of training samples in the bag. In this paradigm, there is at least one sample in the bag \( X_i \) whose label is \( y_i \). The research of inexact supervision is mainly focused on multi-instance learning. In the field of RSI understanding, the typical applications are Very-High-Resolution (VHR) remote sensing object localization and detection based on multi-instance learning [31], [32], [33].

Inaccurate supervision refers to a situation that the supervised information is not always true. In other words, the labels of some samples may be affected by noises and errors [34], [35], [36]. Formally, a typical inaccurate supervision paradigm is to train a model from the training dataset \( \{(x_1, y_1), \ldots, (x_i, y_i), \ldots\} \), where the label \( y_i \) may contain errors. The research of inaccurate supervision mainly focuses on how to suppress the influence of noisy labels. In the field of RSI understanding, the typical applications are HSI pixel-wise classification with noisy labels [37], [38], [39], VHR scene classification with noisy labels [40], [41], [42] and crowdsourcing in RSI understanding [43], [44], [45], [46].

In the field of RSI understanding, more and more researchers are exploring methods based on weakly supervised learning to overcome the difficulty of obtaining supervised information. At the same time, various weak supervision paradigms have also been used and improved the performance of RSI understanding. In this paper, optical RSI refers to the image of the Earth’s surface detected by visible and infrared sensors. Beyond the scope of conventional weakly supervised research [47], [48], [49], weakly supervised learning for RSI understanding usually needs to consider how to make full use of spatial and spectral features. Therefore, this paper is dedicated to sorting out RSI understanding methods based on weakly supervised learning, and forming a clear framework for RSI understanding with weak supervision. The purpose of this paper is to enable researchers to more accurately locate their own research in the overall research landscape with weak supervision. In addition, this paper also found some gaps to be filled between weakly supervised learning and RSI understanding, providing some research ideas for future research.
The structure of this paper is as follows. In the second part, incomplete supervision and its typical applications in RSI understanding, including active learning for HSI classification and semi-supervised learning for VHR RSI scene classification, are summarized in detail. In the third part, inexact supervision and its typical applications in RSI understanding, including multi-instance learning for RSI object localization and detection, are summarized in detail. In the fourth part, inaccurate supervision and its typical applications in RSI understanding, including HSI classification and VHR scene classification with noisy labels and crowdsourcing for RSI understanding, are summarized in detail. In the fifth part, the application of weakly supervised learning in RSI understanding is summarized and the future directions are defined.

II. OPTICAL REMOTE SENSING IMAGE UNDERSTANDING WITH INCOMPLETE SUPERVISION

Incomplete supervision involves an RSI understanding task, that is, only a small amount of ground labeled data is obtained during model training, which is not enough to train a suitable model effectively [50], [51]. In remote sensing, however, there are usually a large number of unlabeled data available, which can be fully used to assist model training. At present, there are mainly two kinds of incomplete supervision methods in RSI understanding: active learning with human intervention [52], [53], [54], [55] and semi-supervised learning without human intervention.

Active learning attempts to obtain the unlabeled samples that are most helpful to improve the accuracy, and submits them to human experts for labeling. Through the intervention of human experts, the ground-truth of selected unlabeled instances can be obtained [56], [57], [58]. In contrast, semi-supervised learning improves the learning performance by exploring the data distribution and automatically using unlabeled data other than labeled data without human intervention.

Active learning assumes that the labels of unlabeled samples can be obtained by human intervention [16], [62]. It is generally assumed that the labeling cost depends on the number of samples labeled by human experts. Therefore, one of the tasks of active learning is to minimize the number of samples submitted to human experts under the condition of ensuring learning performance, so as to minimize the cost of training a good model. In other words, active learning attempts to select the most valuable unlabeled samples and submit them to human experts. In order to minimize the labeling cost, given some labeled samples and a large number of unlabeled samples, active learning will select the unlabeled samples to maximize the final performance. There are two effective criteria for unlabeled sample selection, namely, informativeness criterion and representativeness criterion [52], [63].

Informativeness criterion is used to measure the extent to which unlabeled instances help to reduce the uncertainty of statistical models [64], [65], while representativeness criterion is used to measure the extent to which instances help to represent the structure of its corresponding class [55], [66], [16], [67]. Typical methods based on informativeness criterion are Query-By-Committee (QBC) and Uncertainty Sampling (US). The QBC method generates multiple models to form a committee, in which each member represents a model with parameters. Each model selects the unlabeled sample with the most labeling value. Finally, the unlabeled samples selected the most times are the unlabeled samples that need to be labeled [68], [69]. The US method selects the instances with the highest uncertainty and send them to human experts [70]. Representativeness criterion-based methods usually adopt clustering-based methods to select unlabeled samples [71], [72].

Active learning has achieved great success in supervised RSI understanding because it can select training samples with the highest discrimination [73], [74], [75], [76]. As a sampling method with bias, active learning tends to select samples in low-density areas. However, ground object classes in HSIs usually have inter-class correlation [77], [78], [79], [80]. The emergence of this problem limits the potential of active learning to select valuable unlabeled samples. To solve this problem, the concept of feature-driven active learning is introduced [81], in which, sample selection is carried out in a given optimized feature space. The results reported in [81] revealed that the method improves the potential of active learning in HSI classification. In addition, in order to make full use of the spectral information and spatial contextual information of HSI in sample selection, an active learning method based on a Bayesian network has been proposed. Experimental results on three real HSI datasets show the effectiveness of this method [24].

B. Semi-supervised learning for RSI Understanding

Semi-supervised learning attempts to utilize unlabeled data without involving human experts [82], [83], [84], [85]. Generally speaking, semi-supervised learning can also be divided into transductive learning and pure semi-supervised learning [86], [87]. The main difference between transductive learning and pure semi-supervised learning lies in the corresponding testing data [88], [89], [90]. Transductive learning assumes that unlabeled samples are considered to be the test data, that is, the purpose of learning is to obtain the best accuracy on these unlabeled samples [91], [92], [93]. In pure semi-supervised learning, the test data is not given in advance, that is, the unlabeled data given is not used for model testing, so the over-fitting problem needs to be seriously considered [94], [95]. Fig. 2 illustrates the difference between active learning, transductive learning and pure semi-supervised learning [16], [17].

One of the interesting questions about semi-supervised learning that may arise is why unlabeled data can help us to learn better RSI understanding models. Fig. 3 illustrates the role of unlabeled samples in helping train better models. For a classification task, as shown in Fig. 3 (its categories are building, water, and vegetation), if there are only three labeled samples and one unlabeled sample, we can only
Fig. 2: Illustration of three incomplete supervised paradigms, i.e., active learning, transductive learning and pure semi-supervised learning.

Fig. 3: Illustration of the effectiveness of unlabeled samples on ground object classification. Semi-supervised learning helps to explore the implicit data distribution information, which helps to improve the performance.

rely on a random guess to classify the unlabeled sample because the unlabeled data point is just in the middle of the three labeled data points. However, if more unlabeled data points are available, we can predict that the object class of the unlabeled data point is *building* with high confidence. In this example, although the ground truth labels of these unlabeled data points are not given, researchers can explore the implicit data distribution information through semi-supervised learning, which can improve the performance of the model [96].

As for the data distribution in semi-supervised learning, there are clustering hypothesis and manifold hypothesis in the machine learning theory community [59]. The clustering hypothesis assumes that samples with the same class are in the same cluster, that is, samples belonging to the same cluster set can be classified into the same class. Under this assumption, a large number of unlabeled samples can be used to help explore the dense and sparse regions in the feature space, so as to guide the semi-supervised learning algorithm to adjust the decision boundary, make it pass through the sparse region in the feature space, and prevent separating the samples within the same cluster [97], [98].

The manifold hypothesis assumes that the sample data we observed can be regarded as the expression of low dimensional manifold in high-dimensional space. Compared with clustering hypothesis, manifold hypothesis mainly considers the local structures of samples. Under this assumption, a large number of unlabeled examples can be used to fill the feature space, which helps to describe the characteristics of local regions more accurately, so that the model can better fit the data [99].

There are three kinds of semi-supervised learning methods for RSI understanding: regularization-based methods [100], [101], [102], [103], generation-based methods [26], [104], [105], [106], and graph-based methods [107], [108], [109], [110], [111].

In VHR RSI classification, since a single visual feature can only describe one aspect of the ground object, it is usually necessary to generate multiple features of ground objects and concatenate them to obtain better classification results. In order to make full use of unlabeled samples in this process, a multi-graph fusion framework based on semi-supervised manifold
learning (SSM-MF) has been proposed [114]. This method combines multiple features to learn a low dimensional feature space, which can effectively describe the semantic information of both the labeled and unlabeled data. The main advantages of this method are as follows: 1) The geometric information in labeled data and the structural information in unlabeled data are fully utilized; 2) The complementarity of multiple features is explored to effectively prevent the impact of the curse of dimensionality. Experiments on remote sensing data sets show the effectiveness of this method [114].

VHR RSI scene classification is a scene-level classification task [29]. Because of its wide application, it is urgent to improve its accuracy. However, due to the difficulty of obtaining high-quality VHR RSI labels, the performance of scene classification is difficult to be further improved. To solve this problem, a semi-supervised generative framework (SSGF) has been proposed. This method includes deep feature extraction module, self-labeling module, and discrimination evaluation module to realize unlabeled data information extraction and scene classification. The experimental results on three real datasets show that SSGF can extract valuable features from unlabeled samples [26].

III. OPTICAL REMOTE SENSING IMAGE UNDERSTANDING WITH INEXACT SUPERVISION

Inexact supervision involves the situation that some supervised information is given, but it does not exactly match with strong supervised information [17]. The typical scenarios in the understanding of RSIs are as follows: 1) Object localization with image-level labels of a given RSI; 2) Object detection with image-level labels of a given RSI [115], [116], [117], as shown in Fig. 4.

Because the method of remote sensing object localization and detection in the scenario of inexact supervision mainly uses manual annotation at the image-level, the learning framework not only needs to solve the typical problems with strong supervision, such as the change of appearance and scale within the same class, and bounding box regression, but also needs to solve the challenges caused by the inconsistency between human annotation and the actual ground situation [118], [119]. In remote sensing object localization and detection with inexact supervision, the accuracy of bounding box regression is closely related to the process of model learning. The key is to obtain the learnable bounding box-level supervised information based on the given image-level information. In this process, the bounding box information obtained has great uncertainty. Therefore, in this kind of weakly supervised learning paradigm, it is inevitable that there will be a lot of noisy and ambiguous information when the weak supervision is propagated [31], [120], [47].

In order to effectively improve the precision and recall of ground object localization and class recognition in inexact supervision scenario, the existing methods are usually divided into two stages: initialization stage and refinement stage. In the initialization stage, the image-level annotation is propagated to the bounding box annotation based on the prior knowledge, so that the noisy, biased and low-quality supervision information can be generated for further bounding box regression. In the refinement stage, the effective features of ground objects are usually learned based on the bounding box annotation generated in the initialization stage, and finally qualified object localization and detection models can be obtained for RSI understanding [116]. Researchers can make improvements to generate bounding box annotation with more accurate location and more accurate labels, which is of great help to improve the performance of the model in terms of mean Average Precision (mAP) in the initialization stage. However, due to the limitations of the annotation quality generated in the initialization stage, in the refinement stage, researchers can improve the robustness of the learning method to meet the challenges of inaccurate, biased, and insufficient bounding box annotation [47]. By effectively improving the performance of each stage, an acceptable weak supervised object locator and detector can be trained [106], [121].

Learning with inexact supervision for RSI object localization and detection has attracted much attention due to its wide range of applications. It only needs to provide image-level annotation, which greatly reduces the cost of application. At present, in the process of propagating image-level annotation to bounding box annotation, most existing methods select a ground object instance with the highest score from a large number of initial object proposals to train object locator and detector. However, in large-scale and complex RSIs, there are usually multiple object instances belonging to the same class. Therefore, selecting only one object instance with the highest score to train the model will lose a lot of important information. Such methods may highlight the most represen-
Fig. 6: Illustration of the RSI object detection results of TCANet under inexact supervision. The example comes from [123].

tative part of the RSI and ignore the details. To solve this problem, an end-to-end progressive context instance refinement (PCIR) method has been proposed [122]. This method mainly consists of two strategies: the Dual Context Instance Refinement (DCIR) strategy and the Progressive Proposal Self-Pruning (PPSP) strategy. Specifically, the DCIR strategy aims to transfer the focus of the detection network from local parts to the entire image and further to several potential proposals by using local and global contextual information. The PPSP strategy reduces the influence of complex background in RSIs by dynamically rejecting negative instance proposals. Comprehensive experiments on two well-known datasets show that this method can significantly improve the detection accuracy compared with the existing methods. Fig. 5 shows the results of PCIR on the object Detection in Optical RSIs (DIOR) dataset under inexact supervision.

Another challenge in propagating image-level annotations to bounding box annotations is that many instances of the same class often appear in adjacent locations. In this case, the existing methods usually take the adjacent overlapping instances as the same proposal. In order to solve this problem, a Triple Context-Aware Network (TCANet) has been proposed to explore the contextual information of different regions in RSI, so as to distinguish the characteristics of different regions [123]. This method is mainly composed of two modules: the Global Context Awareness Enhancement (GCAE) module and the Dual Local Context Residual (DLCR) module. Specifically, the GCAE module activates the features of the whole object by capturing the global contextual information. The DLCR module captures instance-level discrimination information by using the semantic discrepancy of the local region [123]. Fig. 6 shows the results of TCANet under inexact supervision.

In RSI understanding, other common inexact supervised annotations are point-level annotations and line-level annotations, and these four levels of annotations (i.e., image-level annotations, point-level annotations, line-level annotations, and bounding box annotations) are shown in Fig. 7. Based on point-level annotations of RSIs, researchers proposed an RSI object detection method to minimize the cost of labeling and improve the detection performance [124]. In this research, point-level annotations are introduced to guide the generating of the candidate proposals and the pseudo bounding boxes.

Then, the detection model is trained by using the pseudo boundary boxes. This method includes a progressive candidate bounding box mining strategy to improve the accuracy of detection. The experimental results on a VHR RSI dataset show that the algorithm has better performance than the You Only Look Once (YOLO) v5 algorithm [124]. Based on line-level annotations of RSIs, researchers proposed a road label propagation method for road surface segmentation [125]. In addition, researchers have proposed several learning methods combining multiple inexact supervised annotations, which can also be applied to RSI understanding in the future [126], [127].

IV. OPTICAL REMOTE SENSING IMAGE UNDERSTANDING WITH INACCURATE SUPERVISION

Inaccurate supervision refers to situations where the supervised information of RSI does not fully reflect the real situation on the ground, and the label information of some samples may be wrong [128]. In the field of RSI understanding, a typical scenario is to train an RSI understanding model with good performance in the presence of noise in the training set [129]. In many existing theoretical studies on training with noisy labels, most of them assume that the distribution of noise is random, that is, the noisy labels are affected by random noise. In order to eliminate the influence of noisy labels, a traditional method is to identify the labels polluted by noise and correct them. Recently, a scenario of RSI understanding with inaccurate supervision is crowdsourcing, which is a label collection method that distributes the labeling of samples to volunteers. Since volunteers are not necessarily professionals, it is generally believed that their labeling results may be inaccurate, that is, model learning with the labeled data generated by crowdsourcing is a kind of weakly supervised learning [130], [16]. Researchers try to find a method that can not only improve the labeling efficiency, but also basically ensure the labeling accuracy [131].

A. RSI Understanding with Noisy Labels

Samples with noisy labels usually appear in data sets automatically collected from the Internet, and are mislabeled.
by non-expert annotators or even experts in challenging tasks (such as crater classification in RSIs [132], [133], [134]). Although the model based on deep learning has made great progress in various fields of RSI understanding and significantly improved the accuracy of the existing models, a problem to be solved is that the noisy samples in the training dataset will reduce the generalization ability of the model, so that the model may be overfitted. The model based on deep learning relies on a large number of correctly labeled samples, but with the continuous growth of remote sensing data sets, it is very difficult to ensure the correctness of each label. Therefore, it is very important to consider the existence of labeling noise during the training of RSI understanding models [135], [136].

One of the methods to improve the accuracy of RSI understanding is to train the deep model with large-scale correctly labeled training samples. Unfortunately, labeling a large number of RSIs is very expensive and time-consuming. Therefore, researchers can use more economical alternative methods, such as crowdsourcing [45], [137] and online query [138]. These methods can save costs by organizing a large number of non-professionals to label samples. But these methods will inevitably bring noise to the training data set. At the same time, noisy samples may also appear in small-scale data sets when the task of sample labeling is very difficult, or the opinions of the labeling personnel are different. In the case of manually labeling RSIs, it is difficult to avoid noisy labels in the training data set [139]. At present, the main sources of noisy labels can be classified into four types: 1) The lack of contextual information of ground objects in low-resolution RSIs leads to the low confidence of labels; 2) Errors caused by the negligence of labeling personnel; 3) Ambiguity caused by multi-source labeling; 4) Ambiguity caused by data encoding [136], [140].

In this paper, noisy samples refer to the samples whose labels are different from their real ground object classes. When the noisy sample is mentioned in this paper, it does not mean that there is noise in the input RSI, but there is noise in the label of the sample. From the existing literature, the methods of learning with noise are mainly divided into the following categories: robust architecture, robust regularization, robust loss design, and sample selection, as shown in Fig. 8 [135]. Formally, typical learning with noisy labels paradigm is to train a model from the training dataset \( \{ (x_1, y_1), ..., (x_i, y_i), ... \} \), where the true label and the observed label of \( x_i \) are denoted as \( y_i \) and \( \hat{y}_i \), respectively. We use \( \lambda \in [0, 1] \) to denote the overall noise rate. \( \bar{d}_{ij} \) is the probability that object class \( j \) is wrongly divided into object class \( i \), i.e., \( \bar{d}_{ij} = P(\hat{y}_i = i | y_i = j) \). In the current literature on learning with noise, there are different kinds of noise in the training data set:

1) Symmetric noise: symmetric noise is also known as random noise or uniform noise, which means that labels have the same probability of being misclassified into another ground object class [141], [142], as shown in Fig. 9 (a).

2) Asymmetric noise: asymmetric noise means that for different ground object classes, their probabilities of being misclassified into another ground object class are not completely consistent [143], as shown in Fig. 9 (b).

3) Open-set noise: noisy labeling problems can be divided into two types: closed-set noise problem and open-set noise problem. The problem of closed-set noise occurs when all real labels belong to known classes. Open-set noise refers to a situation when the sample has a wrong label that is not included in the known training data set [144], [145], [136], [146].

Most of the initially proposed methods for RSI understanding with noisy labels are based on estimating the noise transition matrix to understand the mechanism that how the correct labels of the RSI are wrongly divided into other ground object classes [147], [148], [149], as shown in Fig. 9. The loss function for model learning with noise transition matrix can be defined as follows:

\[
\begin{align*}
\mathcal{L}^\theta &= \frac{1}{N} \sum_{i=1}^{N} - \log P(y = y_i | x_i, \theta) \\
\bar{P}(y = y_i | x_i, \theta) &= \sum_{c=1}^{N_c} P(y = y_i | y_i^* = c) P(y_i^* = c | x_i, \theta)
\end{align*}
\]

(1)

where \( N \) and \( N_c \) are the total number of training samples and the total number of object classes, respectively [150], [136], [151].

A typical RSI understanding with noisy labels method based on the noise transition matrix of different noise types is the
random label propagation algorithm (RLPA). The core idea of this method is to mine knowledge from the observed HSIs (such as spectral-spatial constraints based on super-pixels) and apply it to the label propagation process. Specifically, RLPA first constructs a spectral-spatial probability transformation matrix (SSPTM) which considers both spectral similarity and spatial information based on super-pixels. Then some training samples are randomly selected as initial labeled samples, and the remaining samples are set as unlabeled samples. SSPTM is used to propagate the label information from the initial labeled samples to the remaining unlabeled samples. Multiple labels can be obtained for each training sample by repeated random sampling and propagation. The labels generated by label propagation can be determined by a majority voting algorithm [152].

Another kind of RSI understanding with noisy labels is the loss correction method. Such methods usually add regularization term, weighting term or attention term to the loss function to reduce the low confidence prediction that may be related to noisy samples. The advantage of these methods is that they can be applied to the existing methods without modifying the network structure, but only modifying the loss function [153], [154]. A typical method is robust normalized soft maximum loss (RNSL). This method uses the negative Box-Cox transformation to replace the logarithmic function of the normalized softmax loss (NSL) to reduce the influence of noisy samples on the learning of corresponding prototypes, thereby improving the robustness of NSL [155]. In addition, a truncated robust normalized softmax loss (t-RNSL) through threshold-based truncation of loss has been proposed, which can further enhance the generation of object prototypes based on the HSI features with high similarity, so that intra-class objects can be clustered well and inter-class objects can be separated well. Experiments on two benchmark datasets demonstrate the effectiveness of this method in three tasks (i.e., classification, retrieval, and clustering) [155].

In order to reduce the influence of noisy samples, researchers have proposed noisy sample selection and elimination strategies. The typical one is super-pixel to pixel weighting distance (SPWD) [156]. This method first detects the noisy samples and tries to remove the influence of the noisy label in the training set on the model training. This method uses the spectral and spatial information in HSI based on the following two assumptions: 1) The corresponding ground object classes of the pixels in a super-pixel are consistent; 2) The adjacent pixels in the spectral space correspond to the same ground object class. The method comprises the following steps. First, the adaptive spatial information of each labeled sample is generated based on super-pixel segmentation. Second, the spectral distance information between each super-pixel and pixel is measured. Third, the decision function based on density threshold is used to remove the noisy label in the original training set. The classification accuracy of the SPWD detection method is evaluated by using support vector machine (SVM) classifier. Experiments on several actual HSI data sets show that this method can effectively improve the HSI classification accuracy in the presence of noisy labels [156].

Fig. 10: The Geo-Wiki platform [162], which enables volunteers from all over the world to provide rich supervised information to help produce accurate global land cover maps, etc.

B. RSI Understanding with Crowdsourcing

Crowdsourcing refers to the use of the group’s ability to collect data to solve specific problems. Through crowdsourcing, problems that are difficult for a single person can be easily solved, and the time and cost required to solve the problem are greatly reduced. The success of crowdsourcing is based on the fact that group efforts usually produce better results than individual efforts at a similar time [157]. Through crowdsourcing, a very large-scale RSI understanding task can be decomposed into many sub-tasks, and volunteers are required to complete these small, and easy sub-tasks. In this way, it is possible to complete a large amount of tedious labeling work in a short period of time. Since crowdsourcing can be used in many different areas, various terms have been proposed to express the same idea [158], including volunteered geographic information [159] and citizen science [160]. Although different from the contents embodied in these terms, their workflow is basically the same, which can be used to collect supervised information for RSI understanding tasks [157], [161].

Geo-Wiki is a typical crowdsourcing project for RSI understanding. It is a platform created by the International Institute for Applied Systems Analysis (IIASA) in 2009 that can make full use of the public’s energy and wisdom to label remote sensing data. Through public participation, it helps to verify the existing geographic information and collect new labels of the ground objects by using tools such as google satellite image and Bing map. Volunteers can provide valuable field data about the types of ground objects by visual interpretation, comparing the existing data with satellite images or collecting new data for labeling. The data collected by volunteers can be input through traditional desktop platforms or mobile devices (such as Android phones) [163]. In addition to the traditional incentive methods, Geo-Wiki also encourages volunteers to provide information by holding activities and games. Geo-Wiki has a large number of registered volunteers and many successful crowdsourcing projects, collecting a variety of data for various tasks, including global building data, global vegetation cover data, global shrub cover data, global snow cover data, global wetland cover data, and global farmland cover data [164]. Fig. 10 shows the land classification map created on the Geo-Wiki platform [137].
With the development of the Internet and information technology, user input interfaces, online labeling tools, and online storage tools have all been integrated into online services, making crowdsourcing more and more common in the field of RSI understanding. Social media (SM) network platforms (such as Twitter, Instagram, Facebook, Snapchat and Youtube) are increasingly used in data labeling [166], [167], [168]. Previous studies have shown that RSI and SM data can be combined and then used for disaster monitoring and environmental pollution monitoring, as well as identifying areas affected by disasters such as earthquakes, floods, and pollution leaks to help rescue [169], [44], [170], [171]. In addition, current smart devices can usually perform positioning, so they can collect social data with location information. Therefore, it is possible to combine crowdsourcing data and SM data for RSI labeling [172]. OpenStreetMap is a platform that combines crowdsourcing and social media to create a free editable map covering the world. In this platform, users can upload aerial images, manual survey data, GPS trajectory data and local information. Fig. 11 shows how to label the woodland on the OpenStreetMap platform.

With the increasing number of parameters of RSI understanding model, the demand for labeled data is increasing. In other words, it is difficult to train an excellent RSI understanding model based on deep neural network without enough labeled data [173], [174]. Therefore, in the field of RSI understanding, there are some researches using crowdsourcing to collect labeled data on RSIIs, including using crowdsourcing to collect training data for RSI classification [175], [176], crop mapping [177], [178], human settlements mapping [179], [180], and crosswalk identification [181]. Therefore, one of the most important roles of crowdsourcing in the field of remote sensing is that it can support the training of various RSI understanding models and provide a fast, economic and reliable method to collect a large number of labeled samples. Crowdsourcing has great potential in solving the problem of limited labeled data in remote sensing. In the field of classical machine learning, many tasks (including image segmentation, image classification, and object detection [182]) use crowdsourcing method to collect labeled data, and have achieved remarkable results. However, the use of crowdsourcing in RSI understanding is still not common [183].

However, with the development of crowdsourcing platforms such as OpenStreetMap and Geo-Wiki, problems such as lack of labeled samples, difficulty in sample labeling, and high cost of sample labeling can be alleviated [184], [185]. It is easy to conclude that if a large number of labeled samples can be collected quickly and economically, the performance of various RSI understanding tasks may make great progress. By collecting enough training data from volunteers all over the world, the accuracy of land cover and land use classification model based on deep neural network will be improved, so as to quickly and accurately understand the global remote sensing data. Obtaining accurate global classification data will help to better understand various activities on the Earth, so as to obtain the evolution status of global forests, water bodies, crops and carbon resources. RSI understanding based on crowdsourcing is of great significance to further improve the depth and breadth of remote sensing applications [157].

With the continuous increase of remote sensing data obtained from various remote sensing platforms, it has become more and more difficult to obtain a sufficient amount of labeled data. When the various resolution data obtained from satellite platforms (such as Landsat, SPOT, MODIS, IKONOS, QuickBird and CBERS) and airborne platforms are gathered together, the amount of data will increase exponentially. With the current efficiency of manual labeling, it is difficult to keep up with the growth rate of remote sensing data. Therefore, crowdsourcing will become one of the important tools for understanding these remote sensing data in the future. It can be imagined that once the labeling problem of massive RSIIs is solved through crowdsourcing, remote sensing researchers can create a powerful RSI understanding model, which can understand the RSIIs collected on the remote sensing platform in real time and generate a time series. The time series will record the activities of the Earth in real time, making remote sensing one of the important tools to record the Earth and human history. Only by training the deep learning model with enough data can we reach this level in the field of RSI understanding.

V. Conclusion

In recent years, RSI understanding based on supervised learning has achieved great success with a large number of noise-free training samples (i.e., strong supervised information). However, in practical remote sensing application tasks, it takes a lot of time and labor cost to collect supervised information. Therefore, researchers are exploring various methods for training the RSI understanding model with weakly supervised information, in this way, to improve the ability of remote sensing to serve the society.

This paper focused on three typical weakly supervised paradigms for RSI understanding: incomplete supervision, inexact supervision, and inaccurate supervision. Although these three paradigms have their own characteristics and applicable scenarios, in practice, they can also be used in RSI understanding at the same time, and there are some related researches on this hybrid weak supervision situation. For the future research of RSI understanding with weak supervision, we think it will be the combination of multiple weakly
supervised paradigms, for example, the combination of inexact supervision and imprecise supervision, i.e., the given samples of RSI are not completely consistent with the strong supervised samples and contain noise. Another kind of hybrid weak supervision is the combination of incomplete supervision and inexact supervision, i.e., only a small number of the labeled samples can be obtained, and these labels are not fine-grained labels. In addition, the combination of self-supervision and weak supervision will also be a hot research direction in the future, because self-supervised learning can make full use of the self-supervised information of the RSI data itself to train a good RSI understanding model.
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