Mathematical prediction of the spreading rate of COVID-19 using entropy-based thermodynamic model
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Abstract: In the COVID-19 pandemic era, undoubtedly mathematical modeling helps epidemiological scientists and authorities to take informing decisions about pandemic planning, wise resource allocation, introducing relevant non-pharmaceutical interventions and implementation of social distancing measures. The current coronavirus disease (COVID-19) emerged in the end of 2019, Wuhan, China, spreads quickly in the world. In this study, an entropy-based thermodynamic model has been used for predicting and spreading the rate of COVID-19. In our model, all the epidemic details were considered into a single time-dependent parameter. The parameter was analytically determined using four constraints, including the existence of an inflexion point and a maximum value. Our model has been layout-based the Shannon entropy and the maximum rate of entropy production of postulated complex system. The results show that our proposed model fits well with the number of confirmed COVID-19 cases in daily basis. Also, as a matter of fact that Shannon entropy is an intersection of information, probability theory, (non)linear dynamical systems and statistical physics, the proposed model in this study can be further calibrated to fit much better on COVID-19 observational data, using the above formalisms.
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1. Introduction

Beginning from late 2019 (December 2019), an outbreak of coronavirus (COVID-19) infection was detected in Wuhan city China [1]. This is the seventh known coronavirus to infect humans and spreads quickly among people [2]. Some forms of coronavirus including severe acute respiratory syndrome (SARS) and the Middle East respiratory syndrome (MERS) were appeared and caused death to many people around the world [1, 3, 4].

Coronaviruses composed of large RNA viruses that infect humans and animals. In 1966, Tyrell and Bynoe have described coronaviruses, and they have coined the coronaviruses term (Latin: corona = crown) [5]. Four subfamilies of coronaviruses exist, e.g., alpha, beta, gamma and delta. The first and second types originate from mammals, and the third and fourth originate from pigs and birds. Scientists believe that beta-coronavirus can infect humans and may cause severe disease and fatalities [6].

It is unanimously thought that the COVID-19 has an animal origin [7–11]. Clinical symptoms of the COVID-19 are fever and cough in addition to other non-specific symptomatology including dyspnea, headache, muscle soreness and fatigue [12, 13]. The World Health Organization (WHO) has declared a global health emergency on January 30, 2020 [14]. The COVID-19 human-to-human transmission is so fast. This process is like the growth of a tumor or economic growth of a company. Some crucial computational endeavors have been conducted to decipher transmission dynamics of COVID-19 using various mathematical models [15–25]. In this way, Donnelly et al. [15], Riley et al. [16] and Lipsitch et al. [17] have successfully fitted mathematical models to data for SARS.

Recently, some authors have introduced various models to study the COVID-19 in several countries. For example, Wang [26] has considered applications, limitations and potentials of mathematical models for COVID-19. Yang and Wang [27] have proposed a mathematical model to investigate the current outbreak of the coronavirus disease 2019 (COVID-19) in Wuhan, China. Ivorra et al [28] have developed a mathematical model for the spread of the
coronavirus disease 2019 (COVID-19). Zeb et al [29] have used a mathematical model for coronavirus disease 2019 (COVID-19) containing isolation class.

It is now evident that behavior of COVID-19 epidemic depends on medical interventions, public-service announcements, isolation of people, restriction of individual and social activities. Therefore, it would be very difficult to find all those details of the epidemic by a mathematical model. The dynamics of an epidemic is an interesting and important topic in medicine, physics and biology, and it is usually modeled by differential equations. The proposed models are based on a modified susceptible–exposed–infectious–recovered (SEIR) computational framework.

In this work, we want to determine the number of hospitalized cases (cumulative number of cases minus the number of deaths and the number recovered). Thus, a new approach has been considered to predict this number. In this approach, all the mechanisms controlling the spread are factored into a single parameter. Also, we suppose that the system controlling the spread of COVID-19 epidemic is a thermodynamic system and define an entropy and determine the only parameter by the principle of extreme rate of entropy production. We apply a simple differential equation model with the spread rate forced to satisfy four constraints. Assuming the system for spread to be thermodynamically, the model has been closed by the use of maximum or minimal rate of entropy production.

Computer simulations of cellular automata [30, 31] were considered as one of possible methodologies for investigation of epidemiological models [32, 33]. The cellular automata are especially suitable for that purpose because it is usually assumed that agents building the society can be in a discrete number of states. A basic group of epidemiological models originates from the SIR (susceptible–infectious–recovered) model [34] which is, on the one hand, often modified by introduction of additional states of the individual [33, 35]. On the other hand, the interplay between agents and the assumed system topology is another field of possible modification of the considered models [36]. It is frequently assumed that transitions of agents between possible states take place with a constant probability [37, 38]. However, some transitions (like infection) are neighborhood dependent and require that a given agent is in contact with at least one infectious agent [39]. If a susceptible agent is in contact with a larger number of infectious individuals, it can become infectious with a higher probability. This originates not from a larger probability of infection in a single interaction but from a larger number of trials. Accordingly, we can adopt the entropic-based model to fit data from COVID-19 and predict its dynamics.

Entropy is one of the significant quantities in statistical mechanics. This quantity is applicable in studying biological systems [40, 41]. Entropy shows missing information on the state of a system, and it is measure disorder of a system. Here, this quantity has been used to predict the behavior of our system. In this way, in Sect. 2, we have presented the entropic-based mathematical model and defined some parameters. Application, validation and discussion of the model in some countries COVID-19 data are explained in Sect. 3. Finally, the conclusion of our proposed model efficiency and generality is presented in Sect. 4.

2. Mathematical framework

2.1. The entropy-based thermodynamic basic model

First, we consider \( f(t) \) function to be the number of confirmed daily cases, as the cumulative cases number. This function is subtracted from the daily deaths and recovery cases, since death and recovery cases are also parts of players in the thermodynamic system. In this research, we have considered the epidemic as a thermodynamic system and followed the approach for the rate of vibration excitation and chemical reaction [42, 43]. Thus, we have supposed that the rate of increase (decrease) would be proportional to the cumulative cases at the previous day:

\[
\frac{df(t)}{dt} = \alpha(t) f(t),
\]

where \( \alpha(t) \) denotes a time-dependent parameter. The determination of this parameter depends on the spreading and controlling of the epidemic. Here, we have not considered the dependence of the parameter on other quantities e.g., population.

To proceeding along, here, we impose four constraints on this parameter:

(i) The parameter \( \alpha(t) \) must have the dimension of \( t^{-1} \). We know that Eq. (1) is the master equation, and \( \alpha(t) \) shows the transition probabilities for various pairs of states. The parameter is proportional to inverse time. Therefore, we have selected the simplest choice as \( \alpha(t) \sim t^{-1} \). With this selection, the following constraint is satisfied \( (t \to 0, \alpha \to \infty) \).

(ii) There is an exponential enhancement of smooth spread to start at the initial stage, \( \alpha(0) \to \infty \).

(iii) On a given day, \( t = L \), the rate must decrease. Mathematically, it means that \( \frac{d^2 f(t)}{dt^2} \) vanishes at \( t = L \); this is called inflexion date. Substituting Eq. (1) into \[ \frac{d^2 f(t)}{dt^2} = 0 \]

yields
\[ \frac{dz}{dt} + z^2 = 0, \quad t = L \]  
\hspace{1cm} (2)

(iv) \( f(t) \) has a maximum; this means that \( t = D, \)
\[ \alpha(D) = 0. \]

According to above imposed constraints, it is supposed
that \( \alpha(t) \) to be an analytical function of time. The following
function would satisfy the four constraints, and it is suffi-
ciently efficient
\[ \alpha(t) = -\frac{b}{t} \ln \left( \frac{t}{D} \right) \]  
\hspace{1cm} (3)

where \( b = \frac{1 - \ln(L/D)}{\ln^2(L/D)} \). It should note that above function is
not unique, and we can select other functions which satisfy
the constraints. To find the function of \( f(t) \) analytically, we
have chosen \( \alpha(t) \) as Eq. (3) that is sufficiently simple. Inserting Eq. (3) into Eq. (1), we obtain the following
relation:
\[ f(t) = \frac{k}{\sqrt{2\pi\sigma t}} \exp \left( -\frac{(\ln(t) - \mu)^2}{2\sigma^2} \right) \]  
\hspace{1cm} (4)

Here \( \sigma \) and \( k \) are proportion constants and \( \mu = \ln D + \sigma^2 \). It is noteworthy that \( \sigma \) can be computed by of the principle of the extreme rate of entropy
production.

2.2. Extreme rate of entropy production

The principle of the extreme rate of entropy production can
be employed as a reliable tools to calculate model
parameters [44, 45]. Santos et al. [46] have shown that the
entropy production of a quantum system undergoing open-
system dynamics can be formally split up into a term that
only depends on population unbalances. Tsuruyama [47]
has considered the locality of the second law of thermo-
dynamics and showed that entropy can be divided into entropy derived from a chemical reaction and entropy
produced by the diffusion of signaling molecule. It is to be
noted that the width of the curve \( f(t) \approx t \) can be character-
yzed by \( \sigma \). The wider the curve is, the larger is the (Shannon)
entropy. The intrinsic spread mechanism of virus and the large mixing activity of the population tend to make the curve wider.

As the maximum dissipation rate is obtained, the width
would cease to enhance. Therefore, maximum dissipation rate corresponds to the extreme rate of entropy production. It is related to
\[ \frac{d^2 S(\sigma, \eta)}{d\sigma^2} = 0, \]  
\hspace{1cm} (5)

where \( S(\sigma, \eta) \) is the Shannon entropy and it can be written as
\[ S(\sigma, \eta) = -\int_0^\infty F(t) \ln F(t) \, dt \]  
\hspace{1cm} (6)

Here, \( F(t) = t^{1-\eta}f(t) \) with \( \eta = 3 \). This value is in the
usual entropy definition [44].

The solution of the integral is
\[ S(\sigma, \eta) = \eta \left( \ln \left( \sqrt{2\pi}\sigma \right) + \eta \left( \ln D + \sigma^2 \right) + \frac{1}{2} \right) \]  
\hspace{1cm} (7)

Equation (5) holds if and only if
\[ \sigma = \frac{1}{\sqrt{2\eta}} \approx 0.0408, \quad \text{for} \quad \eta = 3 \]  
\hspace{1cm} (8)

With the value of \( \sigma \), the intrinsic spread mechanism is
balanced by the dissipation mechanism. To obtain the
relationship between two typical dates \( D \) (maximum number of confirmed daily cases) and \( L \) (inflexion date), we should employ the definition of inflexion point. The inflexion point is
the date at which the multiple controlling measure takes effect.

We inserted Eq. (4) into \[ \frac{df(t)}{dt} \bigg|_{t=L} = 0; \] then we have
\[ D = L \exp \left( \frac{1}{2} \sigma^2 + \frac{1}{2} \sqrt{4\sigma^2 + 4D^2} \right) \]  
\hspace{1cm} (9)

Applying Eq. (4), one can determine a relation between \( f(D) \) and \( f(L) \) as
\[ f(D) = F(L) \exp \left( -\sigma^2 - \frac{1}{2} \sqrt{4\sigma^2 + 4D^2 + \sigma^4} + \frac{3}{2} \sigma + \frac{1}{2} \sqrt{4 + \sigma^2} \right)^2 \]  
\hspace{1cm} (10)

According to Eq. (8), the following important relations
be grasped
\[ \frac{D}{L_{\eta=3}} = 1.649, \quad \frac{f(D)}{f(L)} \bigg|_{\eta=3} = 2.120 \]  
\hspace{1cm} (11)

By applying the above relations, we can predict the
maximal number of confirmed daily cases and the day in
which this maximum appears. The maximum number of infected individuals and the time at which this maximum
occurs can be related to the number and time corresponding
to the critical date.

First, we compute the following relation
\[ \frac{df(t)}{dt} \bigg|_{t=L} = -\frac{1}{\sigma^2L}f(L) \ln \frac{L}{D} \]  
\hspace{1cm} (12)

which yields
\[ L = \left( \frac{1}{2} + \frac{1}{2} \sqrt{\frac{4}{\sigma^2} + 1} \right) \frac{f(L)}{\frac{df(t)}{dt} \bigg|_{t=L}} = \frac{3f(L)}{\frac{df(t)}{dt} \bigg|_{t=L}} \]  
\hspace{1cm} (13)

We want to know the initial date for which the spreading
of the epidemic triggers. For this purpose, we must determine the value $L$. This value has been obtained in Eq. (13).

### 3. Validation and discussion of the proposed model

Before using the model on real data, we must determine some model parameters. Firstly, we characterized the number $F = f(L)$ at the inflexion date (the date that $\frac{df(t)}{dt}$ tends to reduce) and $\frac{df(t)}{dt} \bigg|_{t=L}$ using the reported daily cases data. The constant $k$ has been obtained by $f(L) = F$ in Eq. (4). Finally, we used Eq. (13) to find $L$. Afterward, using Eq. (11), we predicted $D$ and $f(D)$ and plot the curve $f(t) \sim t$ to predicted the number $f(t)$ for $L < t$.
Then, we find the inflexion point as follows. We record the number \( f(t) \) for each day and plotted the curve \( g(t) = f(t) - f(t - 1) \). When we observed that \( g(t) \) reaches a peak (denoted as \( G \)) at \( t = L \), then \( L \) is considered as the inflexion point.

Also \( L \) is calculated numerically as

\[
L = \frac{3F}{G}
\]

Here, \( F = (2F - G)/2 \) is the number of \( f \) averaged daily cases over two consecutive dates.

After determining the model parameters, we test the model for China and Iran confirmed COVID-19 data, since as it can be seen, only these two countries have a peak in data reported. Table 1 shows the reported data from January 23, 2020, to April 5, 2020. In Fig. 1(a) and (b), we have compared our analytical model with confirmed daily cases and daily deaths of China, respectively. As can be seen, there is fairly good agreement between our model and reported data. At initial parts of the curve, our model has a good agreement with reported data. Then, nearly peaks of curves this agreement gets biased as time passes, and this agreement gets disappeared. Figure 2(a) and (b) shows comparison of the model with confirmed daily cases and daily deaths of Iran, respectively. The figures show there is a rather good agreement between data and proposed model. In this case, we don’t have enough data so we just can predict the future of cases in Iran. Figure 3(a) and
shows confirmed daily cases and daily deaths of worldwide. In this case, no sign of curve peak could be observed in reported data. According to the model, we can predict the behavior of worldwide diagram and find behavior dynamics for it. Finally, we can predict the behavior of cases for other countries and regions. The proposed mathematical perspective gives a central position to entropy and relative entropy in tracking down the dynamic behavior of COVID-19 and provides insights into the notions of randomness, typicality and disorder in COVID-19. However, relevance of in life science and COVID-19 modeling is yet to be demonstrated and worked out.

4. Conclusions

In this work, we have studied the entropic model of coronavirus (COVID-19). To reach the goal, we have used the entropy-based thermodynamic principle and have introduced a mathematical model that almost fitted well to the reported data. Accordingly, the proposed model can be used to predict the future of COVID-19 propagation. It should note that the simplicity of the model is an advantage point. The details of epidemic have been ignored in our model. We have used the model for the first peak in the infection. More comparison needs to be done to further assess the validity. This can be considered in future studies.

It is needless to say that many factors play pivotal roles in spreading and propagating of COVID-19 in the community. The proposed model layouts a template for those factor to be well calibrated in it, given accessibility to enough amount of data and having semantic conceptual relations among them.
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