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Compact and Noncompact Solutions to Generalized Sturm–Liouville and Langevin Equation with Caputo–Hadamard Fractional Derivative
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In this work, through using the Caputo–Hadamard fractional derivative operator with three nonlocal Hadamard fractional integral boundary conditions, a new type of the fractional-order Sturm–Liouville and Langevin problem is introduced. The existence of solutions for this nonlinear boundary value problem is theoretically investigated based on the Krasnoselskii in the compact case and Darbo fixed point theorems in the noncompact case with aiding the Kuratowski’s measure of noncompactness. To demonstrate the applicability and validity of the main gained findings, some numerical examples are included.

1. Introduction

Over the past few years, the fractional calculus (which is basically an expansion of the traditional calculus) has provided its remarkable contribution in addressing lots of physical and biological phenomena as well as describing many engineering dilemmas [1]. It has been confirmed in several literature studies that many real-world problems associated with many applied science fields can be described more convenient using the fractional-order differential equations (FoDEs) rather than that of using the ordinary differential equations (ODEs) [2]. In particular, the FoDEs played and still play a significant role in developing lots of models that outline several engineering problems and physical applications such as electromagnetics, porous media, control, and viscoelasticity [3]. For further facts on the basic principles of fractional calculus and the FoDEs, the reader may return to the references [4–7]. The fractional calculus, new interesting research field, is attracting the interest of mathematicians and researchers. With fractional operators, many real-world problems are being investigated, in particular the presenting of mathematical model for the transmission of COVID-19 and mathematical models of HIV/AIDS and drug addiction in prisons [8].

The so-called fractional-order Langevin equation (FoLE) (which was first established in [9]) is considered as a practical tool employed in describing some physical phenomena’s evolution [10]. For instance, some operations related to the porous media and the reaction-diffusion can be outlined using this type of equations (see [11–13]). From these motivations, we find that exploring the existence of solutions for such equation will further enrich our understanding and knowledge about this subject. Actually, lots of results related to the solution’s existence and uniqueness of the FoLE (in view of some well-known operators such as the Riemann–Liouville and Caputo operators) were extensively deduced through several research papers (see, e.g., [14–17]). For the purpose of studying such kind of problems, several strategies and schemes could be implemented such as the coincidence theory [18], the upper and lower solution method [19, 20], the fixed point theorems [21, 22], and many others. For example, some convenient findings associated with the solution’s existence of the FoLE have been pointed out in [23]. Besides, this aspect together with the solution’s
uniqueness aspect of the same equation have been well explored in [24]. However, for further recent outcomes, we refer the reader to papers [25, 26] and references therein.

The Sturm–Liouville operator has several applications in variety fields of science such as engineering and mathematics [27]. The authors in [28] presented an approach to the fractional version of the Sturm–Liouville problem. Kiataramkul et al. [10] combined Sturm–Liouville and Langevin fractional differential equations and they called generalized Sturm–Liouville and Langevin equation (GSLLE). Furthermore, they studied the existence and uniqueness of solutions for GSLLE with antiperiodic boundary conditions.

In 1892, another fractional derivative, which is called later as the Hadamard fractional derivative, was proposed by Hadamard. This derivative is distinguished from the others by its construction that includes a logarithmic function of arbitrary exponent. Latest achievements about this derivative and its corresponding Hadamard FoDEs can be found in [29]. In [30], Jarad et al. proposed the so-called Caputo–Hadamard fractional-order derivative, which is a new modification of the Hadamard fractional derivative operator. This new version has proved its suitability in dealing with some physical interpretable initial conditions [31]. In order to get a full overview about this operator and its properties, we refer the reader to the same reference [30].

From the perspective that asserts, there are limited results in literature that addresses the boundary value problems (BVPs) in view of the Caputo–Hadamard derivative [31].

This paper attempts to present a theoretical study about the existence of solutions for the nonlinear GSLLE,

\[ CHD^\mu (a(t)CHD^\nu x(t) + \beta(t))x(t) = h(t, x(t)), \]

subject to the following three point integral boundary conditions:

\[ x(1) = 0, x(\zeta) = a_1 CH^\mu f, x(\zeta), \quad (T) = a_2 CH^\mu f, x(T), \]

where \( CHD^\nu \) is the Caputo–Hadamard fractional derivative of order \( \nu, CHD^\mu \) is the Hadamard integral operator of order \( \mu \), \( 1 \leq \mu \leq \gamma, 0 < \nu < 1, \rho_1, \rho_2 > 0, \) and \( 1 < \mu < 2 \). The functions \( a: [1, T] \rightarrow \mathbb{R}_+, \beta: [1, T] \rightarrow \mathbb{R} \) and \( h: [1, T] \times \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R} \) are continuous. It is remarkable to point out that \( \beta(t) = 0 \) for all \( t \in [1, T] \), then our problem reduces to the Sturm–Liouville fractional BVP and when \( a(t) \) and \( \beta(t) \) are real constants functions for all \( t \in [1, T] \), then our problem reduces to the Langevin fractional BVP.

Here, we investigate the existence of solution in two cases: in the compact case by utilizing the well-known fixed point theorem due to Krasnoselskii. In the noncompact case, we apply the Kuratowski’s measure of noncompactness technique through using the Darbo’s fixed point theorems. The underlying idea is there are two measures of noncompactness commonly used; these associate numbers to sets in such a way that compact sets all get the measure 0, and other sets get measures that are bigger according to “how far” they are removed from compactness. There are many contributors who used measure of noncompactness to investigate the existence of solution to FoDE [32–34] and references given therein.

The remaining of this paper is ordered as follows: Section 2 presents briefly some fundamental concepts related to the fractional calculus and fixed point theorems. In Section 3, some mathematical preparations and principles are established to achieve our goals through defining some essential terms and deducing some auxiliary lemmas. Section 4 employs these preparations to attain the main results of this work, which concern with exploring the existence of solution for the GSLLE. Section 5 illustrates two numerical examples followed by Section 6 that outlines the major points and concluded remarks.

2. Preliminaries

This part aims to present some fundamental fixed point theorems and essential preliminaries related to the fractional calculus, especially in regard to the Hadamard fractional-order operators.

Definition 1 (see [29]). The Hadamard integral operator of the fractional-order value \( \mu \in \mathbb{R}_+ \) for a function \( f \in L^p[a, b] \) is outlined as

\[ H^\mu f(t) = \frac{1}{\Gamma(\mu)} \int_a^t \log \left( \frac{t}{s} \right) s^{-\mu-1} f(s) \, ds, \]

where \( 0 \leq a < t < b < \infty \).

Definition 2 (see [30]). The Caputo-Hadamard derivative operator of fractional-order \( \mu \) for at least \( n \)-times differentiable function \( f: [a, \infty) \rightarrow \mathbb{R} \) is outlined as

\[ CHD^\mu_a f(t) = \frac{1}{\Gamma(n-\mu)} \int_a^t \log \left( \frac{t}{s} \right) s^\delta f(s) \, ds, \]

where \( n-1 < \mu < n, n = [\mu] + 1, \delta = td/dt, \) and \( \log(\cdot) = \log(\cdot) \).

Lemma 1 (see [30]). Suppose \( f \in C[a, b] \) and \( \mu > 0 \) such that \( n = [\mu] + 1 \). Then,

\[ CHD^\mu_a (H^\nu_a f)(t) = f(t). \]

Lemma 2 (see [30]). Let \( f \in AC^\delta[a, b] \) or \( C^\delta[a, b] \) and \( \mu > 0 \) such that \( n = [\mu] + 1 \). Then,

\[ \left( H^\nu_a CHD^\mu_a f \right)(t) = f(t) - \sum_{k=0}^{n-1} c_k \left( \frac{\log t}{a} \right)^k, \]

where \( C^\delta[a, b] = \{ f: [a, b] \rightarrow C: \delta^{n-1} f \in C[a, b] \} \).

Lemma 3 (see [30, 29]). Let \( \mu, \nu > 0 \), then we have

(i) \( H^\mu_a H^\nu_a f(t) = H^{\mu+\nu}_a f(t) \),

(ii) \( H^\mu_a \log^{\nu-1} (t/a) = \Gamma(\nu) / \Gamma(\nu + \mu) \log^{\nu-1} (t/a) \),

(iii) \( CHD^\mu_a H^\nu_a f(t) = H^{\mu+\nu}_a f(t), \mu > \nu \),

(iv) \( CHD^\mu_a \log^{\nu-1} (t/a) = \Gamma(\nu) / \Gamma(\nu + 1) \log^{\nu-1} (t/a), \nu \neq 1, 2, \ldots, n-1, n = [\mu] + 1, \)
Lemma 5 (Ascoli–Arzelà theorem [3]). The family $\mathcal{F} = \{f(t)\}$ in $C([0,T], \mathcal{B})$ has a uniformly convergent subsequence $\{f_n(t)\}_{n=1}^{\infty}$, if it is uniformly bounded and equicontinuous maps on $[0,T]$, and $\{f(t_0)\}$ is relatively compact in the Banach space $\mathcal{B}$, for any $t_0 \in [0,T]$.

Theorem 1 (Krasnosel’skii’s fixed point theorem [3, 26]). Suppose that $\mathcal{C}_e$ is a closed convex bounded set of a Banach space $\mathcal{B}$, and $S_1, S_2: \mathcal{B} \rightarrow \mathcal{B}$ are two operators satisfying

1. $S_1x_1 + S_2x_2 \in \mathcal{C}_e$, for each $x_1, x_2 \in \mathcal{C}_e$.
2. $S_2$ is a contraction mapping.
3. $S_1$ is continuous and $S_1 \mathcal{C}_e$ is a compact subset of $\mathcal{B}$.

Then, $S = S_1 x + S_2 x$ has a fixed point.

Theorem 2 (Darbo’s fixed point theorem [3]). Suppose that $\mathcal{C}_e$ is a closed convex bounded set of a Banach space $\mathcal{B}$, and $S : \mathcal{C}_e \rightarrow \mathcal{C}_e$ is a continuous mapping so that

$$\sigma(S(W)) \leq k \sigma(W),$$

for all closed subsets $W \in \mathcal{C}_e$, where $0 \leq k < 1$. Then, $S$ has a fixed point in $\mathcal{C}_e$.

3. Auxiliary Results

This section presents some auxiliary results that will provide a basis for introducing some results associated with the existence of the solutions for the GSLLE.

Lemma 6. The linear BVP given in the following

$$\frac{\mathrm{CH} D_t^\mu}{\alpha(t)} x(t) + \frac{\chi(t,T)}{\chi(\zeta,T)} \left( a_1 \frac{H f^\mu g(\zeta) - \beta(\zeta) x(\zeta)}{\alpha(\zeta)} \right)$$

subjects to the conditions in (2) which is equivalent to the following fractional-order integral equation:

$$x(t) = \frac{H f^\mu g(t) - \beta(t) x(t)}{\alpha(t)} + \frac{\chi(t,T)}{\chi(\zeta,T)} \left( a_1 \frac{H f^\mu g(\zeta) - \beta(\zeta) x(\zeta)}{\alpha(\zeta)} \right)$$

$$+ \frac{\chi(t,T)}{\chi(\zeta,T)} \left( a_2 \frac{H f^\mu g(T) - \beta(T) x(T)}{\alpha(T)} \right),$$

where $\mathcal{F} = [1, T] \rightarrow \mathbb{R}$ is a continuous function and the other concepts are defined as in the Introduction section, $\chi(\zeta, T) \neq 0$. 

\( (\nu) \, \frac{\mathrm{CH} D_t^\mu}{\mu(t)} \left( \frac{\nu(t/a)}{\nu(0)} \right), \, n = [\nu] + 1, \) where $f \in L^p(a,b)$, and $1 \leq p < \infty$. 

For simplicity, we will consider $a = 1$ in all aforementioned preliminaries, and consequently $H f_t^\mu$ and $D_t^\alpha$ will be denoted by $f^\mu$ and $D^\alpha$, respectively. However, some essential fixed point theorems are reported below for completeness.

Definition 3 (see [3]). Suppose that $\mathcal{B}$ is a Banach space and $Y_\mathcal{B}$ is the collection of subsets of $\mathcal{B}$. The Kuratowski’s measure of noncompactness $\sigma: Y_\mathcal{B} \rightarrow [0, \infty]$ is a map outlined as

$$\sigma(X) = \inf \left\{ \kappa > 0 : X \subseteq \bigcup_{i=1}^{n} X_i \text{ and } \text{diam}(X_i) \leq \kappa \right\}, \quad (7)$$

where

$$\text{diam}(X_i) = \sup \{ \|x_1 - x_2\| : x_1, x_2 \in X_i \}. \quad (8)$$

Lemma 4 (see [3]). Suppose that $\mathcal{B}$ is a Banach space, $X, X_1,$ and $X_2$ are bounded sets of $\mathcal{B}$, and $\sigma$ is the Kuratowski’s measure of noncompactness defined above. Then, we have the following assertions:

1. $X$ is compact $\iff \sigma(X) = 0$.
2. $\sigma(X_1 + X_2) = \sigma(X_1) + \sigma(X_2)$, where $X_1 + X_2 = \{x_1 + x_2 : x_1 \in X_1, x_2 \in X_2\}$.
3. $\sigma(qX) = |q| \sigma(X)$, where $qX = \{qx : x \in X, q \in \mathbb{R}\}$.
4. $\sigma(X + x_0) = \sigma(X)$, for any $x_0 \in \mathcal{B}$.
5. If the map $F: C([a,b], \mathbb{R}) \rightarrow \mathcal{B}$ is bounded and equicontinuous, it follows

$$\sigma \left( \int_a^t F(s)ds \right) \leq \int_a^t \sigma(F(s))ds. \quad (9)$$
Applying the Hadamard fractional-order integral $^HJ^\mu$ with the following two expressions of assertions:

\[
\chi(t,s) = b_1(t)b_2(s) - b_2(t)b_1(s) = \begin{bmatrix} b_1(t) & b_2(t) \\ b_1(s) & b_2(s) \end{bmatrix}, \quad (13)
\]

\[
b_i(t) = \frac{1}{\Gamma(y)} \int_1^t \left( \log \frac{t}{s} \right)^{y-1} \log^{i-1} \frac{ds}{sa(s)}, \quad i \in \{1, 2\}.
\]

(14)

**Proof.** Applying the Hadamard fractional-order integral $^HJ^\mu$ to both sides of (11) yields

\[
a(t)^{CH}D^\gamma x(t) + \beta(t)x(t) - (c_0 + c_1 \log t) = ^HJ^\mu g(t),
\]

That is,

\[
^{CH}D^\gamma x(t) = \frac{^HJ^\mu g(t) - \beta(t)x(t) + c_0 + c_1 \log t}{\alpha(t)}.
\]

(15)

Again, taking $^HJ^\mu$ to both sides of the equation above yields

\[
x(t) = ^HJ^\mu \left[ \frac{^HJ^\mu g(t) - \beta(t)x(t)}{\alpha(t)} \right] + b_1(t)c_0 + b_2(t)c_1.
\]

(17)

Now, using the first condition ($x(1) = 0$ given in (2)) yields $c_2 = 0$, and then we have

\[
x(t) = ^HJ^\mu \left[ \frac{^HJ^\mu g(t) - \beta(t)x(t)}{\alpha(t)} \right] + b_1(t)c_0 + b_2(t)c_1.
\]

(18)

On the other hand, using the other two boundary conditions given in (2) leads us to the following two assertions:

\[
a_1^HJ^\mu x(\zeta) = ^HJ^\mu \left[ \frac{^HJ^\mu g(\zeta) - \beta(\zeta)x(\zeta)}{\alpha(\zeta)} \right] + b_1(\zeta)c_0 + b_2(\zeta)c_1,
\]

\[
a_2^HJ^\mu x(T) = ^HJ^\mu \left[ \frac{^HJ^\mu g(T) - \beta(T)x(T)}{\alpha(T)} \right] + b_1(T)c_0 + b_2(T)c_1.
\]

(19)

Solving these two equations gives, respectively, the following two expressions of $c_0$ and $c_1$:

\[
c_0 = \frac{1}{\chi(\zeta, T)} \left( a_1b_2(T)^{HJ^\mu}x(\zeta) - a_2b_1(\zeta)^{HJ^\mu}x(T) - b_2(T)^{HJ^\mu} \right) \left[ \frac{^HJ^\mu g(\zeta) - \beta(\zeta)x(\zeta)}{\alpha(\zeta)} \right] + b_1(\zeta)c_0 + b_2(\zeta)c_1.
\]

(20)

\[
c_1 = \frac{-1}{\chi(\zeta, T)} \left( a_1b_1(T)^{HJ^\mu}x(\zeta) - a_2b_1(\zeta)^{HJ^\mu}x(T) - b_1(T)^{HJ^\mu} \right) \left[ \frac{^HJ^\mu g(\zeta) - \beta(\zeta)x(\zeta)}{\alpha(\zeta)} \right] + b_1(\zeta)^{HJ^\mu} \left[ \frac{^HJ^\mu g(T) - \beta(T)x(T)}{\alpha(T)} \right] + b_1(T)c_0 + b_2(T)c_1.
\]

(21)

Finally, substituting $c_0$ and $c_1$ in (18) yields the desired result.

\[\square\]

**Lemma 7.** Let $t \in [1, T]$ and $s \in (1, T]$. Then, for the function $\chi(t, s)$ defined in (13), we can deduce the following assertion:

\[
\chi_0(s) = \max_{t \in [1, T]} |\chi(t, s)| = \left( \frac{\alpha_2}{b_1(s)} \right)^{\gamma} \left( \frac{b_2(s)}{\alpha_1} \right)^{\gamma} \frac{\Gamma(\gamma + 2)}{\Gamma(\gamma)}.
\]

(22)

Proof. Since the function $\gamma: [1, T] \rightarrow \mathbb{R}_+$ is continuous, then it attains its minimum and maximum which leads to

\[
\frac{1}{\alpha_2} ^HJ^\mu \log^{j-1} t \leq b_i(t) \leq \frac{1}{\alpha_1} ^HJ^\mu \log^{j-1} t, \quad i = 1, 2,
\]

(23)

where $b_i, i = 1, 2$ are defined in (14). In view of Lemma 3, we get
\[
\frac{1}{\alpha_1 \Gamma(y+i)} \log^{y+i} t \leq b_i(t) \leq \frac{1}{\alpha_1 \Gamma(y+i)} \log^{y+i-1} t, \quad i = 1, 2. \tag{24}
\]

Whence,
\[
\chi(t,s) \leq \frac{b_1(s) f(t)}{\alpha_1 b_1(s)}, \tag{25}
\]
where
\[
f(t) = \frac{\alpha_2 b_2(s)(1+y)}{\alpha_1 b_1(s)} \log^y t - \log^{y+1} t. \tag{26}
\]

Differentiation gives
\[
f''(t) = \frac{y+1}{t} \log^{y+1} t \left[ \frac{\alpha_2 b_2(s)y}{\alpha_1 b_1(s)} - \log t \right], \tag{27}
\]
which means that the function \(f\) is increasing on \((1, t_0)\) and decreasing on \((t_0, T)\) where \(t_0 = e^{\alpha_2 b_2(s)/\alpha_1 b_1(s)}\). Thus, \(f(t) \leq f(t_0)\) for all \(t \in [1, T]\) which implies the desired result.

In this work, the Banach space of all continuous real-valued functions \(\mathcal{B} = C\{[1, T], \mathbb{R}\}\) will be considered in which it is equipped with the usual maximum norm:
\[
\|x\| = \max_{t \in [1, T]} |x(t)|, \quad x \in \mathcal{B}. \tag{28}
\]

Define the space
\[
\mathcal{Y} = \left\{ x(t): x(t) \in \mathcal{B}, \mathcal{D}^\ell x(t) \in \mathcal{B} \right\}, \quad t \in [1, T],
\]
as a subset of \(\mathcal{B}\), then one can easily check that \(\mathcal{Y}\) represents a Banach subspace equipped with the norm:
\[
\|x\|_{\mathcal{Y}} = \max_{t \in [1, T]} \left\{ \|x(t)\|, \|\mathcal{D}^\ell x(t)\| \right\} = \max_{t \in [1, T]} \|x(t)\|_{\mathcal{B}} \tag{30}
\]

In light of Lemma 6, the B.V.P. given in (1) and (2) can be converted into a fixed point problem. This means that the function \(x(t)\) must hold the two assertions: \(Sx(t) = x(t)\) and
\[
\mathcal{D}^\ell Sx(t) = \mathcal{D}^\ell x(t)
\]
for all \(t \in [1, T]\), where \(S: \mathcal{B} \rightarrow \mathcal{B}\) and \(\mathcal{D}^\ell S: \mathcal{B} \rightarrow \mathcal{B}\) are the two operators defined on \(\mathcal{B}\).

For achieving this objective, we define the operator \(S\) as follows:
\[
Sx(t) = S_1 x(t) + S_2 x(t), \tag{31}
\]
where
\[
\mathcal{D}^\ell Sx(t) = \mathcal{D}^\ell S_1 x(t) + \mathcal{D}^\ell S_2 x(t), \tag{32}
\]

In this form, the Banach space of all continuous real-valued functions \(\mathcal{B} = C\{[1, T], \mathbb{R}\}\) will be considered in which it is equipped with the usual maximum norm:

\[
\|x\| = \max_{t \in [1, T]} |x(t)|, \quad x \in \mathcal{B}. \tag{28}
\]

Define the space
\[
\mathcal{Y} = \left\{ x(t): x(t) \in \mathcal{B}, \mathcal{D}^\ell x(t) \in \mathcal{B} \right\}, \quad t \in [1, T],
\]
as a subset of \(\mathcal{B}\), then one can easily check that \(\mathcal{Y}\) represents a Banach subspace equipped with the norm:
\[
\|x\|_{\mathcal{Y}} = \max_{t \in [1, T]} \left\{ \|x(t)\|, \|\mathcal{D}^\ell x(t)\| \right\} = \max_{t \in [1, T]} \|x(t)\|_{\mathcal{B}} \tag{30}
\]

In light of Lemma 6, the B.V.P. given in (1) and (2) can be converted into a fixed point problem. This means that the function \(x(t)\) must hold the two assertions: \(Sx(t) = x(t)\) and
\[
\mathcal{D}^\ell Sx(t) = \mathcal{D}^\ell x(t)
\]
for all \(t \in [1, T]\), where \(S: \mathcal{B} \rightarrow \mathcal{B}\) and \(\mathcal{D}^\ell S: \mathcal{B} \rightarrow \mathcal{B}\) are the two operators defined on \(\mathcal{B}\).

For achieving this objective, we define the operator \(S\) as follows:
\[
Sx(t) = S_1 x(t) + S_2 x(t), \tag{31}
\]
where
\[
\mathcal{D}^\ell Sx(t) = \mathcal{D}^\ell S_1 x(t) + \mathcal{D}^\ell S_2 x(t), \tag{32}
\]

In this form, the Banach space of all continuous real-valued functions \(\mathcal{B} = C\{[1, T], \mathbb{R}\}\) will be considered in which it is equipped with the usual maximum norm:

\[
\|x\| = \max_{t \in [1, T]} |x(t)|, \quad x \in \mathcal{B}. \tag{28}
\]
In a similar manner in Lemma 7, we can deduce as follows.

\[
\chi_t(s) = \max_{\alpha \in [1, T]} \left| \chi(t, s) \right| = \frac{\alpha_2}{b_1(s)} \left( \frac{b_2(s)}{\alpha_1} \right)^{\gamma - \epsilon} \frac{(y - \ell)^{\gamma - \epsilon}}{\Gamma(y - \ell + 2)}
\]

where \(\alpha_1 = \min_{\alpha \in [1, T]} \alpha(t)\) and \(\alpha_2 = \max_{\alpha \in [1, T]} \alpha(t)\).

**Lemma 8.** Let \(t \in [1, T]\) and \(s \in (1, T]\). Then, for the function \(\chi(t, s)\) defined in (13), we can deduce the following assertion:

Proof. Let \(\epsilon > 0\), \(t_2 > t_1\) and \(t_2 - t_1 < \delta\) where

\[
\delta = \min \left\{ \exp \left( \frac{\alpha_t \Gamma(1 + \gamma)}{b_2(t)} \right)^{1/y} - 1, \exp \left( \frac{\alpha_t \Gamma(1 + \gamma)}{b_1(t) \log T} \right)^{1/y} - 1 \right\}.
\]

Then, from (14) and the fact that \(0 < \gamma < 1\), we have

\[
|b_1(t_2) - b_1(t_1)| = \frac{1}{\Gamma(y)} \left| \int_1^{t_1} \left( \log \frac{t_2}{s} \right)^{\gamma - 1} \frac{ds}{\alpha_1(s)} - \int_1^{t_1} \left( \log \frac{t_1}{s} \right)^{\gamma - 1} \frac{ds}{\alpha_1(s)} \right|
\]

\[
\leq \frac{1}{\alpha_1 \Gamma(y)} \left[ \left( \log \frac{t_2}{t_1} \right)^{\gamma - 1} - \left( \log \frac{t_2}{s} \right)^{\gamma - 1} \right] \frac{ds}{s} + \int_1^{t_1} \left( \log \frac{t_2}{s} \right)^{\gamma - 1} \frac{ds}{s}
\]

\[
= \frac{1}{\alpha_1 \Gamma(y + 1)} \left( 2 \left( \log \frac{t_2}{t_1} \right)^{\gamma} + \log^{2} t_2 - \log^{2} t_1 \right)
\]

\[
\leq \frac{2}{\alpha_1 \Gamma(y + 1)} \left( \log \frac{t_2}{t_1} \right)^{\gamma}.
\]

Since \(t_2 - t_1 < \delta\), then \(t_2/t_1 < 1 + \delta/t_1 < 1 + \delta\). Hence,

\[
|b_1(t_2) - b_1(t_1)| \leq \frac{2}{\alpha_1 \Gamma(y + 1)} \log^{2} (1 + \delta) \frac{\epsilon}{b_2(t)}.
\]

Similarly, we obtain

\[
|\chi(t_2, \tau) - \chi(t_1, \tau)| = b_2(\tau) |b_1(t_2) - b_1(t_1)| + b_1(\tau) |b_2(t_2) - b_2(t_1)| < \epsilon,
\]

which ends the proof.

The previous discussion together with the aforesaid proposed results represent a preparation for the next section that presents the main outcomes of the problem under consideration.

4. The Existence of Solution for the GSLLE

This part intends to introduce some theoretical outcomes associated with the existence of solution for the GSLLE given in (1) and (2). From now on, we will utilize the following appropriate conditions:
which implies that \( \log H \) is continuous.

**H:** the function \( h: [1, T] \times R \times R \rightarrow R \) is continuous.

**H:** there exists a positive function \( Q: [1, T] \rightarrow R^+ \) such that

\[
|h(t, x(t), D^\varepsilon x(t))| \leq Q(t), \quad \forall t \in [1, T].
\]

(41)

**H:** there exists a constant \( L > 0 \) such that

\[
\|h(t, x, y) - h(t, x, y')\| \leq L \max\{|x_1 - x_2|, |y_1 - y_2|\},
\]

(42)

for all \( t \in [1, T] \) and \( x_1, x_2, y_1, y_2 \in \mathcal{B} \).

4.1. Compactness Case. In this subsection, we assume the compactness of solution and investigate the existence of it through employing the Krasnoselskii’s fixed point theorem to deduce the first result about the existence of solution of the GSLLE.

**Theorem 3.** Suppose **H** and **H** hold. If

\[
\max\{|\Psi_0, \Psi_\ell|\} < 1,
\]

(46)

where \( \Psi_\ell \) is defined as in (45), then there is at least one solution to the B.V.P (1) and (2) in \([1, T]\).

Proof. For the purpose of proving this theorem, the closed ball \( \mathcal{B}_\varepsilon \) is defined in the following manner:

\[
\mathcal{B}_\varepsilon = \left\{ x(t) \in \mathcal{Y} : D^\varepsilon x(t) \in \mathcal{Y}, |x|_\mathcal{Y} \leq \varepsilon \right\},
\]

(47)

where \( \varepsilon \) is the radius and assumed so that

\[
\varepsilon \geq \frac{|Q\max\{|\Psi_0, \Psi_\ell|\} - \max\{|\Psi_0, \Psi_\ell|\}|}{|\Psi_0, \Psi_\ell|}
\]

(48)

where \( \Psi_\ell(\cdot) \) is defined as in (44).

One can confirm that \( \mathcal{B}_\varepsilon \) is a closed convex bounded set. Actually, this paves the way to implement the Krasnoselskii’s fixed point theorem. To achieve this goal, we intend to prove that \( S_1 x_1 + S_2 x_2 \in \mathcal{B}_\varepsilon \), \( \forall x_1(t), x_2(t) \in \mathcal{B}_\varepsilon \). So, to perform this task, we start with the following assertion:

\[
|S_1 x_1| \leq \frac{1}{|a(t)|} \left[ |H|^{\varepsilon + \mu} \left| h\left( t, x_1(t), CH^\varepsilon x_1(t) \right) \right| + \left| \frac{\chi(t, \xi)}{|\xi(t), \xi|} \right|^\varepsilon \left| h\left( T, x_1(T), CH^\varepsilon x_1(T) \right) \right| \right]

\]

\[\leq \frac{|Q|}{|a(t)|} \left[ \int_1^t \left( \log s \right)^{\varepsilon + \mu - 1} s \left| \frac{\chi_0(T)}{|\xi(t), \xi|} \right| \int_1^T \left( \log t \right)^{\varepsilon + \mu - 1} t \left| \frac{\chi_0(\xi)}{|\xi(t), \xi|} \right| \right].
\]

(49)

It is known that \( \log t \) is positive and increasing on \([1, T]\) which implies that \( \log^{\varepsilon + \mu} t \leq \log^{\varepsilon + \mu} T \). Consequently, we have

\[
|S_1 x_1| \leq |Q| |\Psi_0(\varepsilon + \mu)|.
\]

(50)

On the other hand, we have
\[ |S_2x_2| \leq H\left(\frac{[\beta(t)]x_2(t)}{[\alpha(t)]} + \left[\frac{\chi(t, T)}{[\alpha(T)]}\right]\left[a_0\right]f^0|x_2(\zeta)| + H\left(\frac{[\beta(\zeta)]x_2(\zeta)}{[\alpha(\zeta)]}\right) + \left[\frac{\chi(T, T)}{[\alpha(T)]}\right]\left[a_0\right]|f(t)| |x_2(T)| + H\left(\frac{[\beta(T)]x_2(T)}{[\alpha(T)]}\right)\right] \]
\[ \leq \|x\| \left[\frac{\beta^*\log^T}{\alpha_1^*} + \frac{\chi(T, T)}{[\alpha(T)]}\left[a_0\right]|f^0| + \frac{\beta^*\log^T}{\alpha_1^*}\right] + \frac{\chi(T, T)}{[\alpha(T)]}\left[a_0\right]|f(t)| + \frac{\beta^*\log^T}{\alpha_1^*}\right] \]
\[ = \|x\| \left[\frac{\beta^*\log^T}{\alpha_1^*} + \frac{\chi(T, T)}{[\alpha(T)]}\left[a_0\right]|f^0| + \frac{\beta^*\log^T}{\alpha_1^*}\right] \leq e^{\Psi_\varphi} \] (51)

Now, from (50) and (51), we obtain
\[ |S_1x_1 + S_2x_2| \leq \|Q\|\psi_0(y + \mu) + e^{\Psi_\varphi} \] (52)

Similarly, we obtain
\[ \|CHD^{\frac{1}{2}}S_1x_1\| \leq \|Q\|\psi_\epsilon(y + \mu), \]
\[ \|CHD^{\frac{1}{2}}S_2x_2\| \leq e^{\Psi_\epsilon} \] (53)

Accordingly, the two inequalities above imply
\[ \|CHD^{\frac{1}{2}}S_1x_1 + CHD^{\frac{1}{2}}S_2x_2\| \leq \|Q\|\psi_\epsilon(y + \mu) + e^{\Psi_\epsilon} \] (54)

Based on (52) and (54), we can obtain the following assertion:

\[ |S_2x_2| \leq H\left(\frac{[\beta(t)]x_2(t)}{[\alpha(t)]} + \left[\frac{\chi(t, T)}{[\alpha(T)]}\right]\left[a_0\right]|f^0| + H\left(\frac{[\beta(\zeta)]x_2(\zeta)}{[\alpha(\zeta)]}\right) + \left[\frac{\chi(T, T)}{[\alpha(T)]}\right]\left[a_0\right]|f(t)| + H\left(\frac{[\beta(T)]x_2(T)}{[\alpha(T)]}\right)\right] \]
\[ \leq \left[\frac{\beta^*\log^T}{\alpha_1^*} + \frac{\chi(T, T)}{[\alpha(T)]}\left[a_0\right]|f^0| + \frac{\beta^*\log^T}{\alpha_1^*}\right] \leq e^{\Psi_\varphi} \] (57)

In other words,
\[ |S_2x_2| \leq \psi_0|x_1 - x_2| \] (58)

Similarly, we can attain the following inequality:
\[ \|CHD^{\frac{1}{2}}S_2x_2\| \leq \psi_\epsilon|x_1 - x_2| \] (59)

Again, applying (58) and (59) into the norm \(\|\cdot\|\) defined above yields
\[ \|S_1x_1 + S_2x_2\| \leq \max\{\psi_0, \psi_\epsilon\}\|x_1 - x_2\| \] (60)

Due to \(\|\psi_0, \psi_\epsilon\| < 1\) as we previously assumed, then \(S_2\) is indeed contraction mapping.

In the meantime, to address the last condition of Theorem 1, we should first note that \(S_1\) is a continuous operator on \(\mathcal{E}\) due to that the function \(h\) so does. Therefore, the rest claim that should be proved is to show that such operator is compact. In accordance with Lemma 5, it is sufficient to prove that \(S_1 \mathcal{E}\) is equicontinuous and uniformly bounded.

In regard to the boundedness issue, its enough to track the following assertions:
\[ \|S_1x\| \leq \max\{\max_{\|x\|\leq 1}\|S_1x(t)\|, \max_{\|x\|\leq 1}\|CHD^{\frac{1}{2}}S_1x(t)\|\} \leq \max\{\psi_0(y + \mu), \psi_\epsilon(y + \mu)\} \] (61)

Thus, it remains to prove that \(S_1\) is an equicontinuous operator. For this purpose, we intend to estimate the term \([S_1x(t_2) - S_1x(t_1)]\), where \(t_1, t_2 \in [1, T]\) with \(t_2 > t_1\), as follows:
Note that with aiding the results in Lemma 9, the right-hand side goes uniformly to zero as \( t_2 \to t_1 \). By the same method, we can deduce that

\[
\left| h_{S_1X}^{\text{HT}}(t_2) - h_{S_1X}^{\text{HT}}(t_1) \right| \leq \frac{1}{\Gamma(\gamma + \mu)} \int_1^{t_2} \left( \log \frac{s}{t} \right)^{\gamma - 1} \frac{|h(s, x(s), \chi D^\mu x(s))|}{|s|} ds \\
\quad + \frac{1}{\Gamma(\gamma + \mu)} \int_{t_1}^{t_2} \left( \log \frac{s}{t} \right)^{\gamma - 1} \frac{|h(s, x(s), \chi D^\mu x(s))|}{|s|} ds
\]

(62)

where \( h_{S_1X}^{\text{HT}}(\cdot) \) and \( \Psi_{\epsilon} \) are defined in (44) and (45), respectively, then the main problems (1) and (2) have at least one solution on \([1, T]\).

**Proof.** Due to the matter of finding a solution of the main problem is just considered as a fixed point problem, we define operator \( S : \mathcal{B} \to \mathcal{B} \) and its fractional derivative \( D^\mu S : \mathcal{B} \to \mathcal{B} \) as previously mentioned in (31) and (31), respectively. To begin the proof of this result, we first need to show that the operator \( S : \mathcal{C}_\epsilon \to \mathcal{C}_\epsilon \) is continuous where \( \mathcal{C}_\epsilon \) is defined in (47), but with radius

\[
\epsilon \geq -\frac{N \max\{|\psi_0(y + \mu), \Psi_{\epsilon}(y + \mu)|\}}{-\max\{L\psi_0(y + \mu), \Psi_{\epsilon}(y + \mu) + \Psi_{\epsilon}\}}
\]

(65)

and \( N = \sup_{t \in [1, T]} |h(t, 0, 0)| < \infty \). Obviously, the set \( \mathcal{C}_\epsilon \) is closed, bounded, and convex nonempty subset of the Banach space \( \mathcal{Y} \). Now, we need to prove that \( S(\mathcal{C}_\epsilon) \subset \mathcal{C}_\epsilon \) and \( S \) is continuous on \( \mathcal{C}_\epsilon \).

To show that \( S : \mathcal{C}_\epsilon \to \mathcal{C}_\epsilon \) is continuous, we let \( \{x_n\}_{n \in \mathbb{N}} \) to be a sequence of a Banach space \( \mathcal{Y} \) such that \( x_n \to x \) as \( n \to \infty \). If \( t \in [1, T] \), then

\[
\left| h(t, x_n(t), \chi D^\mu x_n(t)) - h(t, x(t), \chi D^\mu x(t)) \right| \leq \frac{1}{\alpha_1} H_{t, x_n(t), \alpha}^\mu \left| h(t, x_n(t), \chi D^\mu x_n(t)) - h(t, x(t), \chi D^\mu x(t)) \right| + \frac{1}{\alpha_1} H_{t, x_n(t), \alpha}^\mu \left| h(t, x_n(t), \chi D^\mu x_n(t)) - h(t, x(t), \chi D^\mu x(t)) \right|
\]

(66)
Consequently, from the assumption $H_3$, we have

$$
\|(S_1x_n)(t) - (S_1x)(t)\| \leq \frac{L\|x_n - x\|}{\alpha_1(\gamma + \mu + 1)} \left( \log \frac{\gamma^\mu \cdot T}{\zeta(T)} + \frac{\log \zeta + \chi(\zeta)\log \gamma^\mu}{|\zeta(T)|} \right)
$$

(67)

$$
\leq L\psi_0(\gamma + \mu)\|x_n - x\|_\gamma.
$$

Also, from (67) we have

$$
\|(S_2x_n)(t) - (S_2x)(t)\| \leq \frac{\beta^* \|x_n - x\|_\gamma}{\alpha_1} \left\{ \frac{\log \gamma^\mu}{\zeta(T)} |x_n(T) - x(T)| + \frac{\log \zeta_0}{\zeta(T)} |x_n(\zeta) - x(\zeta)| \right\}
$$

$$
+ \frac{\log \gamma^\mu}{\zeta(T)} \frac{\log \gamma^\mu}{\zeta(T)} |x_n(T) - x(T)|
$$

(68)

$$
\leq \frac{\beta^* \log \gamma^\mu}{\alpha_1(\gamma + 1)} \|x_n - x\|_\gamma + \frac{\chi(T)}{|\zeta(T)|} \left\{ \frac{\log \gamma^\mu}{\zeta(T)} |x_n(T) - x(T)| + \frac{\log \gamma^\mu}{\zeta(T)} |x_n(\zeta) - x(\zeta)| \right\}
$$

$$
+ \frac{\chi(\zeta)}{|\zeta(T)|} \left\{ \frac{\log \gamma^\mu}{\zeta(T)} |x_n(T) - x(T)| + \frac{\log \gamma^\mu}{\zeta(T)} |x_n(\zeta) - x(\zeta)| \right\} \|x_n - x\|_\gamma.
$$

Hence, we deduce that

$$
\|S_1x_n - S_1x\| \leq [L\psi_0(\gamma + \mu) + \psi_0]\|x_n - x\|_\gamma.
$$

(69)

Similarly, we can obtain the following assertion:

$$
\|CH^\xi x_n - CH^\xi x\| \leq [L\psi_\xi(\gamma + \mu) + \psi_\xi]\|x_n - x\|_\gamma.
$$

(70)

In conclusion, we get

$$
\|Sx_n - Sx\|_\gamma \leq \max\{|L\psi_0(\gamma + \mu) + \psi_0|, L\psi_\xi(\gamma + \mu) + \psi_\xi|\} \|x_n - x\|_\gamma.
$$

(71)

$$
|S_2x(t)| \leq \frac{\beta^* \log \gamma^\mu T}{\alpha_1(\gamma + 1)} + \frac{\chi(T)}{|\zeta(T)|} \left\{ \frac{\log \gamma^\mu}{\zeta(T)} |x_n(T) - x(T)| + \frac{\log \gamma^\mu}{\zeta(T)} |x_n(\zeta) - x(\zeta)| \right\}
$$

$$
+ \frac{\chi(\zeta)}{|\zeta(T)|} \left\{ \frac{\log \gamma^\mu}{\zeta(T)} |x_n(T) - x(T)| + \frac{\log \gamma^\mu}{\zeta(T)} |x_n(\zeta) - x(\zeta)| \right\} e^{\psi_0(\gamma + \mu)}.
$$

(73)

Similarly, we can deduce that $|CH^\xi S_2x(t)| \leq \epsilon\psi_\xi$ which with the inequality above lead to

$$
\|S_2x\|_\gamma \leq \epsilon \max\{\psi_0, \psi_\xi\}.
$$

(74)

As $n \to \infty$, then $\|Sx_n - Sx\|_\gamma \to 0$ which implies that the operator $S$ is continuous on the space $\gamma$.

In order to prove that $S(\mathcal{C}_x) \subseteq \mathcal{C}_x$, take $x \in \mathcal{C}_x$. In view of (61), we get

$$
\|S_1x\|_\gamma \leq (L\epsilon + N)\max\{\psi_0(\gamma + \mu), \psi_\xi(\gamma + \mu)\}.
$$

(72)

Indeed, for $t \in [1, T]$, we have

$$
|S_2x(T)| \leq \frac{\beta^* \log \gamma^\mu T}{\alpha_1(\gamma + 1)} + \frac{\chi(T)}{|\zeta(T)|} \left\{ \frac{\log \gamma^\mu}{\zeta(T)} |x_n(T) - x(T)| + \frac{\log \gamma^\mu}{\zeta(T)} |x_n(\zeta) - x(\zeta)| \right\}
$$

Based on (72) and (74), we observe that $\|Sx\|_\gamma \leq \epsilon$ which concludes that $S(\mathcal{C}_x) \subseteq \mathcal{C}_x$.

The final step of this proof is to show that the operator $S: \mathcal{C}_x \to \mathcal{C}_x$ satisfies the inequality of the Kuratowski
measure of noncompactness in Theorem 2. To do this, let $W$ be a closed subset of $\mathbb{E}$ such that there exists $W_i, i = 1, 2, \ldots, n$ and $W \subseteq \bigcup_{i=1}^{n} W_i$. Then,

$$\sigma_y (SW) = \inf \left\{ \kappa : \sup \left\{ \| Sx_1 (t) - Sx_2 (t) \|_y : \kappa, x_1, x_2 \in W \right\} \right\}$$

$$= \inf \left\{ \kappa : \sup \left\{ \max \left\{ \| Sx_1 (t) - Sx_2 (t), \|^{CH_D} Sx_1 (t) - \|^{CH_D} Sx_2 (t) \}, x_1, x_2 \in W \right\} \leq \kappa \right\}$$

$$= \max \left\{ \inf \kappa \sup \left\{ \| Sx_1 (t) - Sx_2 (t), \|_y, x_1, x_2 \in W \right\} \leq \kappa \right\}$$

$$= \max \left\{ \sigma (SW), \sigma \left( \left( \|^{CH_D} \right) \right) \right\}.$$  \hspace{1cm} (75)

Also, let there exist $U \subseteq \bigcup_{i=1}^{n} U_i$ and $V \subseteq \bigcup_{i=1}^{n} V_i$ such that

$$U_i = \left\{ \frac{H}{\rho} \left[ \frac{h(t, x_i(t), \|^{CH_D} x_i(t) \)}{a(t)} \right] : x_i \in W, t \in [1, T] \right\},$$

$$V_i = \left\{ h(t, x_i(t), \|^{CH_D} x_i(t) \) : x_i \in W, t \in [1, T] \right\}.$$  \hspace{1cm} (76)

In view of continuity of the functions $h$ and $a$, the sets $U$ and $V/a$ are bounded and equicontinuous and so with the last item of Lemma 4, we obtain

$$\sigma (U) \leq \frac{H}{\rho} \sigma \left( \left( \frac{V}{a(t)} \right) \right) \leq \frac{1}{\rho} \frac{H}{\rho} \sigma (V),$$

and with Definition 3, we get

$$\sigma (V) = \inf \left\{ \kappa : \sup \left\{ \| h(t, x_{i_1}(t), \|^{CH_D} x_{i_1}(t) \) - h(t, x_{i_2}(t), \|^{CH_D} x_{i_2}(t) \) \|_y, x_{i_1}, x_{i_2} \in W \right\} \right\}$$

$$\leq \inf \left\{ \kappa : \sup \left\{ L \max \left\{ \| x_{i_1} - x_{i_2} \|, \|^{CH_D} x_{i_1} - \|^{CH_D} x_{i_2} \| \right\} \leq \kappa, x_{i_1}, x_{i_2} \in W \right\} \right\}$$

$$= \sup \left\{ k/L : \sup \left\{ \| x_{i_1} - x_{i_2} \|_y \leq \frac{\kappa}{L}, x_{i_1}, x_{i_2} \in W \right\} \right\}$$

$$= L \sigma (W),$$  \hspace{1cm} (78)

which implies that

$$\sigma (U) \leq \frac{L \log \mu t}{\alpha_1 (\mu + 1)} \sigma (W),$$  \hspace{1cm} (79)

From the second and third items of Lemma 4, we get

$$\sigma (S, W) \leq \sigma \left( \left( \frac{H}{\rho} \right) \frac{h(t, x(t), \|^{CH_D} x(t) \)}{a(t)} \right) + \frac{\chi(T)}{|x(T)|} \sigma \left( \left( \frac{H}{\rho} \right) \frac{h(T, x(T), \|^{CH_D} x(T) \)}{a(t)} \right), x \in W$$

$$\leq \frac{H}{\rho} \sigma (U) + \frac{H}{\rho} \gamma (U) (T) + \frac{H}{\rho} \gamma (U) (T)$$

$$\leq \frac{L}{\alpha_1 (\gamma + \mu + 1)} \left( \log \log \mu T + \frac{\chi(T) \log \log \mu T + \chi(zeta) \log \log \mu T}{|x(T)|} \right) \sigma (W)$$

$$= L \psi_0 (\gamma + \mu) \sigma (W).$$  \hspace{1cm} (80)
In the similar way, we have

\[
\sigma(S_W) \leq \sigma \left[ H f \left( \frac{\beta(t)x(t)}{\alpha(t)} \right) + \frac{x(t, T)}{\chi(T, \zeta)} \left( a_1 H f \left( \frac{\beta(\zeta)x(\zeta)}{\alpha(\zeta)} \right) \right) \right] + \frac{x(t, \zeta)}{\chi(\zeta, T)} \left( a_2 H f^2 \left( \frac{\beta(T)x(T)}{\alpha(T)} \right) + H f \left( \frac{\beta(T)x(T)}{\alpha(T)} \right) \right), \quad x \in W
\]

(81)

Hence,

\[
\sigma(S_W) \leq \sigma(S_W) + \sigma(S_W) \leq (L \psi_0(y + \mu) + \Psi_0) \sigma(W).
\]

(82)

Similarly, we can follow the same procedure in regard to \(C^1D^S\) \(SW\). In other word, we can obtain the following assertion:

\[
\sigma(C^1D^S \sigma(W)) \leq \sigma(C^1D^S \sigma(W)) \leq \sigma(C^1D^S \sigma(W))
\]

(83)

Substituting (82) and (83) into (75) concludes that

\[
\sigma(S_W) \leq \max \{L \psi_0(y + \mu) + \Psi_0, \psi_0(y + \mu) + \Psi_0\} \sigma(W).
\]

(84)

subject to the conditions:

\[
x(1) = 0, x \left( \frac{3}{2} \right) = \frac{7}{100} x^{2/3} \left( \frac{3}{2} \right), x(2) = \frac{13}{500} x^{2/3} \left( \frac{3}{2} \right).
\]

(86)

Comparing this problem with the main problem yields to outline that \(\mu = 7/4, \quad y = 2/3, \quad \ell = 1/4, \quad \zeta = 3/2, \quad T = 2, \quad a_1 = 7/1000, \quad a_2 = 13/500, \quad \rho_1 = 2/5, \quad \rho_2 = 4/7\). On the other hand, we have \(a(t) = t^{3/2}\) and \(\beta(t) = 1/30t^{1/2} + 1/100\), which give \(a_1 = e^{-2}, \quad a_2 = e^{-1}\) and \(\beta^* = 0.0571\). Moreover, we have

\[
h(t, x(t), t^2 x(t)) = \frac{e^{-t}}{5 + e^t} \left( \frac{\left| x(t) t^2 x(t) \right|}{1 + \left| x(t) t^2 x(t) \right|} \right), \quad t \in [1, 2],
\]

(87)

which is continuous and satisfies

\[
c^D x(t) = \frac{|x(t)|}{|x(t)| + 1} \sin^4 t \left( \frac{t^2}{10^5 + 9} \right)^2 + \frac{|c^D x(t)|}{|c^D x(t)| + 1} \cos^2 t \left( t + 1 \right)^2 + \frac{t^2}{5}, \quad t \in [1, \pi],
\]

(90)

In view of the Darbo fixed point theorem, we confirm that the operator \(S\) has a fixed point which represents a solution of the main problems (1) and (2).

\[\square\]

5. Numerical Examples

In this part, the main B.V.P. reported in (1) and (2) is addressed via two numerical examples. These examples are handled for demonstrating the two results formulated in the previous section.

5.1. Example 1. Consider the B.V.P. as follows:

\[
\left| h(t, x(t), t^2 x(t)) \right| \leq Q(t) = \frac{1}{5 + e^t},
\]

(88)

This implies that the second condition \(H_1\) is satisfied with \(|Q| = 0.0476634\). By carrying out Mathematica software, it is easy to obtain \(|\chi(T, \zeta)| = 2.03966, \quad \chi_0(T) = 0.602723, \chi_0(\zeta) = 0.403831, \quad \chi_\ell(T) = 1.21289, \chi_\ell(\zeta) = 0.689803, \quad \psi_0(y) = 9.00499, \psi_\ell(y) = 11.3628, \quad \Psi_0 = 0.566214, \Psi_\ell = 0.741573, \]

(89)

which implies that \(\max \{|\psi_0, \psi_\ell| = 0.741573 < 1\). Therefore, based on Theorem 1, we conclude that the B.V.P. (85) and (86) have at least one solution on \([1, 2]\).

5.2. Example 2. Consider the following B.V.P.:
subject to the conditions:

\[ x(1) = 0, x\left(\frac{4}{3}\right) = \frac{9}{100} t^{\frac{3}{2}} x\left(\frac{4}{3}\right), x(\pi) = \frac{5}{171} t^{\frac{3}{2}} x(\pi). \] 

(91)

Comparing (90) and (91) with (1) and (2) leads us to obtain \( \mu = 5/3, \gamma = 1/2, \ell = 1/3, \zeta = 4/3, T = \pi, a_1 = 9/100, a_2 = 5/171, \rho_1 = 3/7, \) and \( \rho_2 = 3/8. \) In the meantime, we obtain \( a(t) = e^{-t} \) and \( \beta(t) = t^{\frac{3}{2}} + 1 \) which implies \( a_1 = e^{-\pi}, a_2 = e^{-1}, \) and \( \beta_2 = \sqrt{\pi} + 1. \) Furthermore, we have

\[ h(t, x(t), ^c D^{\frac{3}{2}} x(t)) = \left( \frac{|x(t)|}{|x(t)| + 1} \right) \sin^4 t \left( \frac{1}{10^4 + 9} \right) + \left( \frac{1}{|D^{\frac{3}{2}} x(t)| + 1} \right) \left( \frac{\cos^2 t}{(t + 1)^{\frac{3}{2}}} + \frac{t^2}{5} \right). \]

(92)

which is a continuous function. In order to see that it satisfies the third condition \( H_3, \) we have

\[
\begin{align*}
|h(t, x_1(t), ^c D^{\frac{3}{2}} x_1(t)) - h(t, x_2(t), ^c D^{\frac{3}{2}} x_2(t))| &
\leq \frac{1}{10^4 + 9} |x_1(t) - x_2(t)| + \frac{1}{t(t + 1)^{\frac{3}{2}}} |^c D^{\frac{3}{2}} x_1(t) - ^c D^{\frac{3}{2}} x_2(t)| \\
&
\leq \frac{1}{19} |x_1(t) - x_2(t)| + \frac{1}{2^2} |^c D^{\frac{3}{2}} x_1(t) - ^c D^{\frac{3}{2}} x_2(t)| \\
&
\leq \left( \frac{1}{19^2} + \frac{1}{2^2} \right) \max\left\{|x_1(t) - x_2(t)|, |^c D^{\frac{3}{2}} x_1(t) - ^c D^{\frac{3}{2}} x_2(t)| \right\},
\end{align*}
\]

(93)

which implies that the function \( h \) satisfies the third condition \( H_3 \) with \( L = 365/1444. \) By carrying out Mathematica software, it is easy to obtain

\[
\begin{align*}
\chi_0(T, \zeta) &= 22.0176, \\
\chi_\ell(T, \zeta) &= 6.60417, \chi_\ell(\zeta) = 1.58684, \\
\psi_0(\gamma + \mu) &= 29.7801, \psi_\ell(\gamma + \mu) = 32.902, \\
\Psi_0 &= 0.181856, \Psi_\ell = 0.582983, \\
\max\{L\psi_0(\gamma + \mu) + \Psi_0, L\psi_\ell(\gamma + \mu) + \Psi_\ell\} &= \max\{0.510466, 0.946042\} = 0.946042 < 1.
\end{align*}
\]

(94)

Hence, according to Theorem 4, we deduce that there is at least one solution to the B.V.P. (90) and (91) on the interval \([1, \pi].\)

### 6. Conclusion

This paper has introduced two novel results associated with the existence of solutions for the fractional-order Langevin problem that has been formulated in the sense of Caputo–Hadamard fractional-order derivative operator. These two results have been shown in light of two well-known fixed point theorems, namely, the Krasnoselskii’s theorem in the case of compactness and Darbo’s theorem in the case of noncompactness. Two numerical examples have been demonstrated for completeness and illustrate the implementations of our idea on scientific problems. Here, we applied this idea on fractional differential equations; we think that applying this idea on the fractional differential inclusion will be useful in the future study.
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