A fully 3D multi-path convolutional neural network with feature fusion and feature weighting for automatic lesion identification in brain MRI images
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Abstract

We propose a fully 3D multi-path convolutional network to predict stroke lesions from 3D brain MRI images. Our multi-path model has independent encoders for different modalities containing residual convolutional blocks, weighted multi-path feature fusion from different modalities, and weighted fusion modules to combine encoder and decoder features. Compared to existing 3D CNNs like DeepMedic, 3D U-Net, and AnatomyNet, our networks achieves the highest statistically significant cross-validation accuracy of 60.5% on the large ATLAS benchmark of 220 patients. We also test our model on multi-modal images from the Kessler Foundation and Medical College Wisconsin and achieve a statistically significant cross-validation accuracy of 65%, significantly outperforming the multi-modal 3D U-Net and DeepMedic. Overall our model offers a principled, extensible multi-path approach that outperforms multi-channel alternatives and achieves high Dice accuracies on existing benchmarks.
Methods

Fully 3D multi-path convolutional neural network Our contribution is a fully 3D convolutional network for predicting stroke lesions in brain MRI images. Our model contains only 3D convolutional kernels, 3D feature fusion modules, and feature weighting methods. We use separate encoders for each modality which we then fuse in a custom designed feature fusion module. The fused features are then added to outputs from the upsampling blocks. We use squeeze-and-excitation to weigh channels for different modalities as well as a simple custom designed amplified weighting designed to fit small lesions that are hard to detect. Our overall model structure is given in Figure 1. The U-shaped network with encoders, decoders, and connections between them is a widely used structure for segmentation problems [1].

![Figure 1: Overview of our 3D convolutional neural net system.](image)

Variants of our model

Single path: Here we have a single encoder combined for all modalities. In this version different modalities are stacked as multiple channels. With this variant we can see the effect of a multi-channel vs. multi-path approach for different input modalities.

No fusion: This applies only to ATLAS data where we have single modality T1 images. Since the images have just one modality there are no features to fuse. Thus we we replace the fusion module with identity mapping as in the original 3D UNet.

Basic: This is our basic multi-path model with the basic fusion component.

Squeeze-and-excitation in fusion (SE): Here we consider the fusion block with the squeeze-and-excitation component [2] in fusion to weigh channels across different modalities. This is a kind of attention mechanism [3] focusing on channels. The idea is to use pooling to compress features to a point followed by fully connected layers and non-linear activation (sort of a mini encoder decoder setup). The sigmoid layer outputs a number between 0 and 1 that is used to weight the channel.

SE and Amplified Weighting (SE+AW): During our experimental design we found that small lesions are particularly hard to map. In fact our ATLAS benchmark has about a quarter of images with lesion volumes below 1000mm$^3$ and a third quarter below 10000mm$^3$. More interestingly we found 25 samples in ATLAS which give a 0 Dice coefficient during training. We call these hard samples and found their gradient values in the residual block in the decoder to be much smaller compared to that of other samples (about one thousand times). One explanation for this is the addition operation between features from the upsampler and the fusion module. Upon closer examination we find the output from the fusion to have a much larger value than the upsampler before entering the residual block (30 to 100 times). As a possible fix we simply amplify the weights from the upsampler by a factor of 10. We call this Amplified Weighting (AW).

ReLUOnly: Instead of amplifying the upsampler weights as above we consider an alternative approach to balance the magnitude of outputs from the fusion and upsampler modules. In our residual block we move the first normalization layer to the end as the final layer just before addition. This is known as the ReLU-Only pre-activation [4]. With this modification the outputs from the residual blocks get normalized to between 0 and 1. These are then given as inputs to the fusion module and because they are normalized the outputs from the fusion module are not much larger than the upsampler outputs (about 10 to 30 times). In fact the squeeze-and-excitation module that assigns
weights to different channels is partly responsible for the weight inflation. This variant includes the SE variant above.

Data, other methods, measure of accuracy and statistical significance

**Imaging Data:** We obtained high-resolution (1 mm³) whole-brain MRI scans from 25 patients from the Kessler Foundation (KES), a neuro-rehabilitation facility in West Orange, New Jersey. We also obtained 20 high-resolution scans from the Medical College of Wisconsin (MCW). We included subacute (< 5 weeks post stroke) and chronic (> 3 months post stroke) cases. Strokes of both hemorrhagic and ischemic etiology were included. We also obtained 220 high resolution scans from the public ATLAS database [5]. In all datasets hand-segmented lesions by trained human experts are also available.

**Comparison of CNN Methods:** We compared our CNN to three state of the art recently published CNNs. (1) DeepMedic [6]: This is a popular dual-path 3D convolutional neural network with a conditional random field to account for spatial order of slices. (2) AnatomyNet [7]: This is a convolutional neural network with residual connections [8] and squeeze-excitation blocks [2]. (3) 3D-UNet [1]: A 3D U-Net that obtained third place in the BRATS 2017 multimodal brain tumor segmentation challenge.

**Measure of accuracy: Dice coefficient:** The Dice coefficient is typically used to measure the accuracy of predicted lesions in MRI images [9]. Starting with the human binary mask as ground truth, each predicted voxel is determined to be either a true positive (TP, also one in true mask), false positive (FP, predicted as one but zero in the true mask), or false negative (FN, predicted as zero but one in the true mask). The Dice coefficient is formally defined as

\[
DICE = \frac{2TP}{2TP + FP + FN}
\]

**Measure of statistical significance: Wilcoxon rank sum test:** The Wilcoxon rank sum test [10] (also known as the Mann-Whitney U test) can be used to determine whether the difference between two sets of measurements (methods in our case) is significant. While the t-test has been shown to have high Type 1 error possibly due to violation of independence in the folds [11], the Wilcoxon rank test has been previously recommended for testing across datasets [12] and also applied on a single dataset [13] like we do.

Results

We perform a five-fold cross-validation. On KES+MCW our splits are chosen randomly whereas in ATLAS we first rank the samples by their training accuracy in increasing order. We then group every five together and rotate the test sample by picking the first from each group of five, then the second and so forth. This gives us five sets of train and test samples. Our goal here is to include hard to train samples in the training set so as to better predict hard ones in the test. We apply all methods to the same set of splits in both datasets. Each of our MRI images is aligned to standard space. We normalized each 3D image by subtracting the mean and dividing by variance of the image’s pixel values.

In Figure 2 we compare the average Dice coefficients of test samples of each of our variants. On KES+MCW (Figure 2a) we see that our Basic variant (multi-path approach) has about a 2% improvement over the SinglePath variant that stacks different modalities as multiple channels. Thus treating each modality independently with their own encoders has a noticeable advantage. We see the same in ATLAS (Figure 2b) if we consider the flipped image as another modality. In fact in ATLAS we see that using the flipped image as another modality brings a considerable improvement over using just the single T1 images alone. The Flip variant in Figure 2b) has 58.4% Dice value whereas the Basic variant is at 56.3% (with the difference having a p-value of .086). Following the basic model we see that both squeeze and excite blocks and the amplified weighting improves overall test accuracy on both datasets. Thus upweighting features from the upsampler (as in our AW variant) help to improve not just training accuracy on hard samples but also the overall test accuracy.

In Figure 3 we compare our SE+AW (squeeze-and-excite in fusion and amplified weighting) model to three other 3D CNN models on KES+MCW. On ATLAS we show our ReLUOnly model although the SE+AW variant is only slightly behind in accuracy. On KES+MCW we do not have results for AnatomyNet since that is designed for single modality images. We show the Dice values for four
different thresholds of lesion sizes starting from the smallest 25% to 100% that includes the entire dataset.

On KES+MCW we see that in the 25% smallest lesions our model has a 34.4% accuracy whereas the next best 3D U-Net is 29%. On ATLAS in the 25% smallest lesions our model has 41.4% accuracy while the next best AnatomyNet is 34.1%. Our weighting techniques (amplified weighting and ReLUOnly) thus give us a 5.4% and 7% improvement over the next best on KES+MCW and ATLAS respectively. In the case of ATLAS the improvement is statistically significant with a p-value of 0.004.

On KES+MCW (100% threshold) our model has a Dice value of 65.1% while the next best 3D U-Net reaches 60.8%. On all of ATLAS our model has Dice value 60.5% while the next best AnatomyNet reaches 56.1%. In both cases the differences are strongly statistically significant. On KES+MCW the difference has p-value 0.0016 and on ATLAS in the order of $10^{-6}$. Thus we see that our model not only improves upon previous methods on small hard to detect lesions but overall as well.

In Table 1 we see that our model has the fewest FLOPS except for DeepMedic that uses patches of images and thus has a much smaller input size ($19 \times 19 \times 19$ and $25 \times 25 \times 25$ for DeepMedic vs. $160 \times 192 \times 160$ for all other models). Our model total parameters are comparable to 3D-UNet. This suggests that our model’s performance can be attributed to its architecture and novel design features that we introduce and not just higher capacity.

| Method        | Our 3D CNN model | AnatomyNet | 3D-UNet | DeepMedic |
|---------------|------------------|------------|---------|-----------|
| Total trainable parameters | 1,739,146   | 1,359,747 | 1,781,304 | 658,295   |
| FLOPS         | 1,025,567,394   | 10,765,767,799 | 1,720,811,520 | 91,426,315 |

Table 1: Total trainable parameters and FLOPS of our model compared to AnatomyNet, 3D-UNet, and DeepMedic.
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