ABSTRACT
Deep learning as a service (DLaaS) has been intensively studied to facilitate the wider deployment of the emerging deep learning applications. However, DLaaS may compromise the privacy of both clients and cloud servers. Although some privacy preserving deep neural network (DNN) techniques have been proposed by composing cryptographic primitives, the challenges on computational efficiency have not been fully addressed due to the complexity of DNN models and expensive cryptographic primitives. In this paper, we propose a novel privacy preserving cloud-based DNN inference framework ("PROUD"), which greatly improves the computational efficiency. Finally, we conduct experiments on two datasets to validate the effectiveness and efficiency for the PROUD while benchmarking with the state-of-the-art techniques.

1. INTRODUCTION
Deep neural network (DNN) models have been frequently deployed in a wide variety of real world applications, such as image classification [1], video recognition [2] and voice assistant (e.g., Apple Siri and Google Assistant). Meanwhile, cloud computing technologies (e.g., Microsoft Azure Machine Learning, Google Inference API, and Amazon AWS Machine Learning) have promoted the deep learning as a service (DLaaS) to make DNNs widely accessible. Users can outsource their own data for inferences based on the pre-trained DNN models provided by the cloud service provider. However, severe privacy concerns may arise in such applications. First, if the data of the clients are explicitly disclosed to the cloud, sensitive personal information included in the outsourced data would be leaked. Second, if the fine-tuned DNN models are shared for inferences [3], the parameters might be reconstructed by untrusted parties [4]. To address such privacy concerns, several recent works [5] have proposed cryptographic protocols to ensure privacy in inferences via garbled circuits and/or homomorphic encryption [10]. Then, such protocols may result in fairly high computation and communication overheads. Since the volume of the outsourced data grows rapidly and the DNN models usually require high computational resources in the cloud, such techniques may not be suitable for practical deployment due to limited scalability. Thus, we are seeking an efficient scheme to securely implement the DNN inferences in the cloud.

Specifically, we propose a privacy-preserving cloud-based DNN inference framework ("PROUD") by co-designing the cryptographic primitives, deep learning, and cloud computing technologies. We mainly take advantage of a novel matrix permutation with ciphertext packing and parallelization to improve the computational efficiency of linear layers. With the privacy guarantee provided via homomorphic encryption, PROUD supports all types of non-linear activation functions by leveraging an interactive paradigm. Above all, PROUD integrates the cloud container technology to further improve the performance via parallel execution, which can also be readily adapted for various DNNs via configuring container images.

2. THE PROUD SYSTEM
Figure 1 illustrates the framework of the proposed system for the users (clients) and the cloud service provider (cloud server). The client locally holds the private data, which will be encrypted with the client’s public key and sent to the cloud server. Then, the cloud server initializes container instances (pre-compiled with secure protocols, i.e., MatF and NlnF) to execute the DNN inference with the encrypted input. Finally, the client will decrypt and receive the classification result.

Automated Backend Execution. The backend system can automatically deploy the cryptographic protocol for the secure data inference in the cloud. Specifically, once the server receives encrypted data from the client, it will compose the configuration file to initialize a bunch of container instances (pre-compiled with secure protocols, i.e., MatF and NlnF) to execute the DNN inference with the encrypted input. Finally, the client will decrypt and receive the classification result.

3. THE PROUD PROTOCOL DESIGN
3.1. Problem Formulation
The PROUD will securely compute the DNN model with encrypted inputs in the cloud. We first denote an ℓ-layer DNN...
model as $\mathcal{M} = \{L_i, i \in [1, \ell]\}$, and the input video as $V$. The inference model $\mathcal{M}$ can be viewed as a complex function $f(\cdot)$ integrating linear functions (corresponding to linear layers, e.g., convolution layers and fully-connected layers) and non-linear functions (activation functions, e.g., Sigmoid and ReLu). Denoting the inference result as $S$, we have:

$$S = f(V) = L_\ell(L_{\ell-1}(\cdots L_2(L_1(V))\cdots))$$  \hspace{1cm} (1)

**Threat Model.** We consider semi-honest model where both parties are honest to execute the protocol but are curious to learn private information. PROUD can preserve privacy for both parties against possible leakage: (1) client’s private input videos are not leaked to the cloud service provider; (2) cloud service provider’s DNN model (e.g., linear/non-linear weight parameters, and bias values) is not revealed to the client in the computation. We also assume that all the communications are executed in a secure and authenticated channel.

### 3.2. Protocol Overview

Algorithm 1 illustrates the protocol for PROUD. In the initialization phase, the client generates a key pair and encrypts the private data $V$ (Line 1) while the server prepares the computation for the DNN functions (Equation 1) with two subprotocols: (1) MatF for the linear functions; (2) NlnF for the non-linear activation functions (Line 2). With such two subprotocols, PROUD will be jointly executed by both the client and server. Specifically, the server can perform computation of the linear layers directly on the encrypted data received from the client using the subprotocol MatF (Line 5). For the non-linear layers, the output data will be sent back to the client for computation by the subprotocol NlnF (Line 6), and then the client will re-encode and encrypt the data to be sent to the server for next layer’s computation. Once completing the computations of all the layers in the DNN model, the client will receive the ciphertext and decrypt it to get the classification result. The details of two subprotocols will be illustrated in Section 3.3 and 3.4 respectively.

### 3.3. MatF Protocol

To ensure privacy for the linear layers, a naive method is to apply homomorphic encryption (HE) to the arithmetic operations of encrypted matrices (e.g., fully-connected layer), which might be inefficient since the input data tensors are usually high-dimensional. To mitigate such issue, our PROUD system utilizes a novel matrix permutation method [3] to efficiently perform matrix computations with ciphertext packing and parallelization [11], where the matrix multiplication equals the sum of the component-wise products for some specific permutations of the matrices themselves.

Given the input matrix $V$, the linear layer (matrix) $W$ and bias parameter $B$, PROUD will securely compute the function of a linear layer as: $W * V + B$ (w.l.o.g., we consider the fully-connected layer with bias while $W$ and $V$ are two square matrices with size $n \times n$). We illustrate an example of the square matrix as $A$ (of size $n \times n$). To compute the multiplication, the server will first find $n$ permutations of the matrix $A$ via the following symmetric permutations:

$$\sigma(A)_{i,j} = A_{i,i+j}, \tau(A)_{i,j} = A_{i+j,j}$$  \hspace{1cm} (2)

$$\phi(A)_{i,j} = A_{i,j+1}, \psi(A)_{i,j} = A_{i+1,j}$$  \hspace{1cm} (3)

Note that $\phi, \psi$ are the column and row shifting operations. Then, we can compute the product for $W$ and $V$ as below:

$$W * V = \sum_{k=0}^{n-1} W_k \odot V_k$$  \hspace{1cm} (4)

where $W_k = \phi^k(\sigma(W))$, $V_k = \psi^k(\tau(V))$, $\odot$ indicates the component-wise product and $k$ is the number of perturbations, e.g., $\psi^k$ will perform $k$ times $\psi(\cdot)$ permutation on the matrix. We denote the function permut$(\cdot)$ to compute the $n$ permutation matrices of one matrix.

**Ciphertext Packing and Parallelization.** To improve the efficiency, we also leverage the vectorable homomorphic encryption (aka. “Ciphertext Packing”) [3,5], which transforms a matrix of size $d \times d$ to a single vector (plaintext) via an encoding map function, denoted as $Enc()$. In particular, the $Decode$ function transforms the vector plaintext back to the matrix form. For simplicity of notations, we denote the encryption, evaluation, and decryption functions under an HE scheme as $Enc(), Eval()$ and $Dec()$, respectively.

Then, the component-wise product (Equation 4) of the ciphertexts $V_k$ and $W_k$, denote as $Enc(pk, \hat{O}_{k})$, can be securely computed with the multiplicative property of the HE:

| Algorithm 1: PROUD Protocol |
|----------------------------|
| **Input:** Input Data $V$, $\mathcal{M}$ |
| **Output:** Classification Result $S$ |
| 1 Client: Encode and encrypt $V$ to get $\tau_0$ |
| 2 Server: $(\text{MatF}, \text{NlnF}) \leftarrow \mathcal{M}$ |
| 3 for $i \in [1, \ell]$ do |
| 4 switch $L_i$ do |
| 5 Case Linear: $\tau_i \leftarrow \text{MatF}(\tau_{i-1})$ |
| 6 Case Non-Linear: $\tau_i \leftarrow \text{NlnF}(\tau_{i-1})$ |
| 7 Client: Decrypts $\tau_i$ to get $S$ |
$Eval(pk, Encode(W^{(l,m)}_k), Enc(Encode(V^{(l,m)}_k)), )$ (5)

where $l, m \in [1, n]$ are the entry indices of the matrices $W$ and $V$, and $pk$ is the public key. Then, the sum of all the $n$ component-wise products of the matrices $W_k$ and $V_k$ can be computed using the additive property of HE. Finally, the bias parameter $B$ can be computed using the additive property of HE. The protocol is detailed in Algorithm 2.

Given a large number of plaintexts to be encrypted by ciphertext packing, we further expedite the matrix computation with the parallelization [3]. To this end, we modify the encoding map function to “1-to-1 map” such that an $n$-dimensional vector can be transformed into a $g$-tuple of square matrices of order $d$, where $g = n/d^2$. This parallelization technique can also be realized with the parallel computation in the cloud framework (using a bunch of containers), which results in a reduced computational complexity $O(d/g)$ per matrix.

Algorithm 2: MatF

Input: $V$, Weighted Matrix $W$, Bias $B$
Output: $O = Enc(pk, W * V + B)$
1. $\{V_k\}_{k=0}^{n-1} \leftarrow Enc(pk, Encode(\text{permut}(V)))$
2. $\{W_k\}_{k=0}^{n-1} \leftarrow Enc(\text{permut}(W))$
3. for $k \in [0, n - 1]$ do
4. $O_k \leftarrow Eval(pk, W^{(l,m)}_k, V^{(l,m)}_k, *)$
5. $Enc(pk, O) \leftarrow Eval(pk, \{O_k, k \in [0, n - 1]\}, +)$
6. return $Eval(pk, Enc(pk, O), B, +)$

3.4. NlnF Protocol

The NlnF protocol securely computes the non-linear layers of DNNs. Most of the existing works depend on either garbled circuits [5] or replacing square function [3], which may arouse high computational overheads or reduce the accuracy. In our protocol, the computation of the non-linear function (e.g., ReLu) is executed at the client side with the input of decrypted data to preserve privacy. Algorithm [4] shows that the client will first decrypt the received output of MatF from the server with its private key. Then, the client will compute the output of the non-linear function $\phi$ and return the output to the server for the computation of next network layer. During the execution of this protocol, the client does not leak any private information to the server and the server does not expose sensitive weight parameters to the client.

Algorithm 3: NlnF

Input: Input $V$ (from MatF), Activation Function $\phi(\cdot)$
Output: $O$
1. $= Server$: sends $V$ to the client
2. $Client$: $r \leftarrow Dec(sk, V))$
3. return $O \leftarrow \phi(r)$

Security and Practicality. For the linear computations (MatF), the server will not know the plaintext since all the computations are performed on the ciphertexts (“no leakage” can be theoretically proven). For the non-linear computations, the client receives some encrypted intermediate results from the server, and decrypts them to get some trivial intermediate data (which does not result in privacy leakage). Such trivial non-private data release is traded for a light-weight cryptographic protocol, which is far more efficient than other cryptographic protocols built on secure polynomial approximation and/or garbled circuits. Since the protocol is composed independently, many neural network based applications (e.g., image classification [1] and natural language processing [12]) or video learning models (e.g., C3D [2] and I3D [13]) can be easily integrated into our system. The pre-trained DNNs can be adapted with appropriate extensions, and integrated into the PROUD protocol (for feature extraction and/or inferences on the encrypted data). Moreover, the PROUD system can be easily integrated into the practical cloud platform (e.g., AWS) since the PROUD is a cloud-based prototype of system.

4. EXPERIMENTS

Experimental Setup. Our system is implemented on the NSF CloudLab platform [1] in which one machine works as the client and the other one works as the server. Both machines have eight 64-bit ARMv8 cores with 2.4GHZ, 64GB memory installed with Ubuntu 16.04. We implement the homomorphic encryption in HEANN [11] (which realizes the optimal computation over real numbers) for secure matrix operations. We leverage Docker to develop the prototype for PROUD; the image of the container (all the source codes) is pre-compiled with the specific functions (i.e., MatF and NlnF) in Python.

We evaluate our framework on the two datasets: (1) MNIST dataset [14] includes 70K handwritten images of size $28 \times 28$ under the gray level 0-255; (2) IDC dataset [3] for invasive ductal carcinoma (IDC) classification (IDC-negative or positive), which contains about 28K patches of $50 \times 50$ pixels. We employ the LeNet5 [14] as the test network model. In addition, we compare the performance of PROUD with four representative schemes (CryptoNets [6], GAZELLE [5], BAYHENN [7] and DELPHI [15]) on the MNIST and IDC dataset for image classification.

Results. All the results on the two datasets are shown in Table 1 and 2 respectively. From the Table 1 we can observe that our PROUD results in the least average latency (e.g., 13 times faster than GAZELLE) and communication overheads for digit classification, compared with other three existing schemes. PROUD significantly outperforms other schemes considering we adopt a highly light-weight matrix compu-

1https://www.cloudlab.us/
2http://www.andrewjanowczyk.com/use-case-6-invasive-ductal-carcinoma-icdc-segmentation/
We also illustrate the evaluation results of latency and communication bandwidth result for each step of PROUD processing one image instance in Table 3. Specifically, the client takes about 23.4 ms, including the runtime for encoding and encrypting the image. Then, the server initializes the DNN model by taking 107.2 ms (note that this step can be processed simultaneously as the first step at the client’s). Moreover, we also observe that DNN computation in the server dominates the latency. Regarding the communication overheads, it mainly occurs when the client sends the encrypted images to the server (0.58 MB). Moreover, there arouses communication consumption during the DNN inference since NlnF protocol follows an interactive paradigm.

5. RELATED WORK

The generic secure computation techniques (e.g., secure two-party computation [9, 16], fully homomorphic encryption [17] and secret sharing [18]) can be directly used to tackle the privacy concerns in DNN inferences. However, such cryptographic primitives would request high computation and communication overheads. For instance, the size of garbled circuits in the MPC protocols will exponentially grow as the number of parties increases. They also require multiple rounds of communications among the parties. Recently, although there are multiple works that improve the efficiency of FHE [19, 20, 21], the high computational costs still make them impractical for performing inferences.

Therefore, it seems to be necessary to design specific protocols for secure learning. There have been several works on designing specific secure protocols for DNN models [6, 22, 5, 7]. SecureML [22] is one of the first systems which focuses on machine learning on encrypted data with NN model. However, it mainly depends on the generic two-party protocols with very poor performance. Jiang et al. [3] proposed an efficient secure matrix computation protocol to improve the performance for the computation with neural networks. However, it only supports limited activation functions (e.g., only the square function in the case study). GAZELLE [5] composes the protocol on the heavy garbled circuits while BAYHENN [7] leverages inefficient ciphertext packing of matrix for linear computations. Although DELPHI improves the bandwidth of online protocol, it still depends on the offline computation and neural architecture search (NAS).

6. CONCLUSION

We have proposed a novel privacy preserving DNN inference framework with cloud container technology which ensures both privacy protection and high efficiency under complex neural network settings. It employs efficient homomorphic matrix operation to securely execute inference interactively. Furthermore, we have designed and implemented the prototype for PROUD. Finally, we conducted experiments to evaluate the performance using two common datasets. PROUD has been shown to outperform the existing schemes, and can be readily integrated into the practical cloud infrastructure.
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