Some Current Aspects of Big Data Evolution
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Abstract. The paper discusses the current trends in digitalization process. A number of technologies that are critical for the digital ecosystem formation (such as big data and artificial intelligence technologies) are discussed. The current approach to digital technology regulation is described. A number of characteristics of the big data life cycle are performed. The complementary connection between science and digital technologies based on it and the social life is shown. The state policy that promotes innovative development is proved to be based on setting general norms and prospects. The methods and approaches from the scientific field are supposed to be the basic tool to form digital society. A number of examples of the introduction of digital technologies in the scientific field are discussed.
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1 Introduction

Digitalization in modern society is considered as a classical example of breakthrough technologies. In the current century, digital technologies would play the same role as electricity did for the XXth century, enabling the authorities to solve emerging challenges. For instance, in the Russian Federation (according to the Strategy for the Development of the Information Society), the introduction of digital technologies is considered as one of the tools for solving the major challenges facing the country [1].

In addition to its obvious implementation into the technological sphere, digital technologies are also being applied in the social and economic life. The corresponding arising changes cannot be attributed to exclusively positive ones [2]: new risks and challenges contribute to the formation of digital inequality, unavoidable in the near future [3], and contradictions between existing and emerging institutions, including the degradation of social practices [4].

In this paper, the term “digital technologies” is attributed mostly to big data and data handling methods (aiming at obtaining “smart results”). We note that this approach often refers to artificial intelligence and decision-making systems that accompany big data technologies. The outcomes of this technologies development would result in a global digital infrastructure and its penetration into all spheres of human life.

Despite the variety of big data sources [5], similar approaches and algorithms are used for their processing in various fields [6]. This trait (replication property) can be treated as one of the basic characteristics of big data technologies.
2 Big Data Concept

From a legal point of view, “big data” is not a legal term at the moment, but rather a collection of approaches with many different implications for various disciplines such as economics, natural science, legal and social sciences, etc. [7].

The Russian Federation emphasizes the position that the main source of big data is the Internet and therefore “big data” are defined as Big User Data [8]. According to the conclusion of the US Federal Trade Commission, “big data” are arrays of structured or unstructured data characterized by large volume, variety, high rates of change, and real-time processing [9]. In European Union main attention is paid to socio-economic aspects of big data turnover, and no specific legal definition has been accepted. In fact, big data can be defined as a set of data and information that defies ordering and sorting at the present stage of human development.

This approach can lead to legal uncertainty in this area. In our opinion, the most applicable definition should emphasize a new qualitative property of large amounts of information (rather than quantitative ones), considered as “big data”, in comparison with the usual datasets. Thus, big data are perceived as a complex that includes both the data itself and the approaches and methods of their analysis. In this case, big data are rather a process, not an object.

3 Perception of Digital Technologies

The abovementioned shows the high role of digital technologies in general (and, more narrowly, big data technologies) for the social sphere [10]. The growth of technical capabilities greatly impacts the social space. Contrarily, at the same time, the changes caused by innovative technologies are institutionally dependent [4, 7]: their possible negative and positive consequences are tied to the proper and timely development of social institutions.

In numerous works related to the field of big data, technical issues of organizing the collection, storage and processing of information prevail. The socio-economic and humanitarian aspects of high technologies are presented much worse. For example, the author [11] gives big data technology a “humanitarian tint”, proposing to use the concept of cultural and social capital, developed by P. Bourdieu, in relation to big data. In his opinion, big data, like cultural and social capital, simplifies interaction with the information environment, which creates conditions for the conversion of capital into economic goods, the last to generate net income.

General philosophical questions of the algorithms creators responsibility are discussed, for example, in [12, 13]. The authors proceed from the fact that algorithms silently structure our life, removing responsibility from officials, “depersonalizing” decisions, believing it to be a common good [10]. Instead of reliability and objectivity to other uncertain procedures, the sensitivity of algorithmic models to human bias increases [13]. The solution is seen as a deeper empirical study of algorithmic models used in practice [13], and the growth of “internal responsibility”, when it is proposed to increase the involvement of employees who develop algorithms, making them ethically responsible for the solutions developed [12]. This approach looks very controversial, since it does
not mention the responsibility of the “customer” who sets technical tasks. As a rule, it is the state [14], which, depending on its goals and objectives, implements different approaches (and, as a result, demonstrates the demand for different algorithms). For example, building a digital economy based on blockchain technology in Estonia is more successful and meets less resistance in society than in the UK, where cultural traditions, coupled with a larger population, create problems for building the so-called “algorithmic government” [14].

As a rule, many studies touch on “borderline” issues related to improving the technical characteristics of systems, leading to its qualitative growth. In particular, the authors of [15, 16] showed that an increase in the number of data used does not mean an improvement in the output results. The problem is associated with both nonlinear saturation [16] and an increase in the influence of noise with increasing data set [15]. On the other hand, the algorithm used in big data technologies itself generates “new” big data [11]: the collection of more and more data makes the information environment more and more controlled and manageable, which in turn creates the opportunity to collect even more data. This trend does not lead to qualitative changes yet, and the redundant data is actually not of interest. They are sometimes necessary however for the formation of more fine-tuned decision-making mechanisms (for example, in the field of sales and service delivery).

The solution to emerging difficulties is seen both in new algorithms and approaches [15, 16], and in the development of new ethical rules and norms related not only to the developers of algorithms (as suggested in [13]), but also to the system as a whole. Thus, in [17], using the example of the work of international scientific collaborations (including megascience-class facilities), it is proposed to use the rules for protecting the emerging intellectual property of project employees as a starting point, which are previously developed and approved by the project participants.

The authors stress the complementary relationship between science and digital technologies (rooted from the scientific approaches and tasks) and the social life. There is a bilateral influence of one on the other [10].

On the one hand, the algorithms used are a priori biased, and on the other hand, the results obtained seriously change the socio-cultural landscape (therefore, provoking changes in algorithms in return). For example, in the legal field, there is a deformation of law due to the delegation of decision-making from a person to algorithms [4]. In a practical aspect, this is realized by training algorithms on existing practices (precedents). As a result, the emerging artificial intelligence (decision-making device) can accumulate both the norm and negative practices. This can be avoided only by setting rules of a higher level than the algorithms themselves [5, 17].

4 Evolution of Big Data Technologies

4.1 From Big Data to Smart Content

Understanding digitalization phenomenon requires studying the evolution of technologies involved in this process. So, in relation to big data and artificial intelligence, there is a process of “data intellectualization”, which has received the name of the phenomenon of “smart content” (vs “habitual” big data). It has the following features:
1. Knowledge vs new data. The task of such a process is to get away from a simple search for correlations, which is typical of most methods of working with big data. The results obtained should be categorized as “knowledge” (as a result of data interpretation) and not “new data”.

2. Knowledge vs code. Data is thought of as an “active participant” in the processing and decision-making process. The idea was expressed to combine “data” and “code”. In particular, in accordance with the FAIR principle [18], algorithms are included in the “circle” of stakeholders and participate in decision-making (as an independent object, whose “vote” - the decision obtained - is counted with a certain weighting factor).

3. An priori assignment of good and evil. The social component of big data technologies is taken into account: solutions based on digital technologies are not socially neutral, and must be “adjusted” in advance in the direction necessary for society. Accordingly, the contradiction between personal data and open data could be removed. On the other hand, it opens wide opportunities for fake results and eliminates the unwanted results (thus inclining into socially committed results). To manage that process the human control proves to remain inevitable.

4. Quality vs quantity. On the “technical” side, smart data will be characterized by fewer variables than currently, along with the ability to fold and recover data: the amount of data will decrease without loss of quality. This thrusts the need of new algorithms development, and smart data storage.

In our opinion, smart content is the data of the subject area based on big data, on which, despite their immensity, an adequate interpretation is built due to immanent intelligent procedures. From the user’s point of view, smart data is in some way an intermediary between digital technology and civil society (an understandable representation of data set).

4.2 Big Data Life Cycle

The life cycle as an analytical concept is characterized by life time, and understood as a characteristic time of significant changes. Hereinafter we list a number of the big data life cycle features in the aspect of legal regulation.

- Taking into account the dynamics of the context (not that all is big data that seems to be). The very concept of “big data” is dynamic. The current development of deep learning technology, and then the expected development of universal AI, as well as the possible development of cognitive (nature-like) AI, will significantly change what we can design (create, process, use) as big data. At the same time, some of what we previously understood as big data will lose this status, becoming a traditional database.

- Accelerating social change. Big data is conceived according to current trends (fashion-like style), and as social life is tremendously unstable and ever altering, so does the big data differs. In practical aspect, we mention the requirements regarding the “right to be forgotten”, etc., that may change dramatically within a short period of time.
Integration of big data. Big data has both an opportunity and a tendency to be part of larger sets (a kind of fractal structure). The latter is clearly manifested, first of all, in retail and banking.

Multiplication of characteristic life cycle times (presence of several characteristic times for one phenomenon).

Dynamism of definitions and legal mechanisms during the life cycle. According to the authors, the resilience of big data to these changes, including the need to support them (functioning, updating, legal adaptation, etc.) should be included in the analysis of the big data life cycle.

Taking into account consideration of the upstream and downstream stages of the big data life cycle. In the early stages, big data may not meet the big data requirements. Moreover, at this stage they are collected and processed. An independent legal regime is needed. In the final stage (refusal of support, modification, etc.), not only atomized rights and needs (necessities) may be affected, but the functioning of systems and infrastructure may also be disrupted. With the possible absence of an alternative (both physically and economically possible), this is a matter of national security.

To our viewpoint, the big data life cycle is a set of stages, various forms and pace differenced processes in the pregenesis (initial stage, as a creation of the idea of big data and corresponding issues), genesis and post-genesis (functioning of big data) as a systemically connected and organized institution. By now the big data technology has not reached the stage of mature technology, and came to a stand at the position of the tool (for other scientific and industrial areas). Its further evolution is still under question, and the course has not been settled yet.

5 Conclusion

Big data technologies have already outgrown the role of a tool for solving a narrow circle of strictly applied problems to an almost independent scientific and technological field, which in the minds of most people is rigidly linked with artificial intelligence and decision-making systems. This complex phenomenon is better treated as a process, rather than an object. Thus, being a process, it gives rise to a number of risks and challenges. To overcome them a number of actions is required.

Adequate legal regulation in the digital sphere should be one of the first steps [19]. Understanding the essence of the processes caused by digitalization leads to the idea that it is society (represented by the state) that sets the rules and regulations for business, and not vice versa. To preserve social well-being and development, it is necessary to ensure the creation and development of a well-thought-out and effective regulation system through the law of relationships between man, science, state, society and nature [20].

It is necessary to understand the dynamics of development of digital technologies, taking into account the peculiarities of the life cycle of big data and other technologies in strategic planning. This leads to the need to separate legal mechanisms at different stages of building the digital economy.

For example, in the scientific field, digitalization processes are clearly represented in the work of megascience class facilities [21]. Particularly, the coronavirus pandemic has
given an additional impetus to the widespread introduction of the remote access regime and the creation of digital twins of real objects [20]. This phenomenon is still under development.

According to the authors, there is no need for immediate legal regulation of all emerging technologies at the time of their creation. The main task of states interested in the development of advanced digital technologies is to formulate meanings and set a perspective. An example is national strategies for the development of artificial intelligence, digital technologies, etc. Perhaps part of such a regulatory system belongs to the newly formed complex branch of law - scientific research law (the law of science) [22].

In this regard, the authors actively support the idea of developing a set of supranational/international principles of human interaction in connection with the creation of AI systems, including the ethics of the application of advanced digital technologies and the separation of the law of science into a separate industry. We believe that such a set of rules can be based on the Report on the Ethics of AI (2019) of the World Commission on the Ethics of Scientific Knowledge and Technology of UNESCO [23].
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