We describe a generalized formalism, addressing the fundamental problem of reflection and transmission of complex optical waves at a plane dielectric interface. Our formalism involves the application of generalized operator matrices to the incident constituent plane wave fields to obtain the reflected and transmitted constituent plane wave fields. We derive these matrices and describe the complete formalism by implementing these matrices. This formalism, though physically equivalent to Fresnel formalism, has greater mathematical elegance and computational efficiency as compared to the latter. We utilize exact 3D expressions of the constituent plane wavevectors and electric fields of the incident, reflected and transmitted waves, which enable us to seamlessly analyse plane waves, paraxial and non-paraxial beams, highly diverging and tightly focused beam-fields as well as waves of miscellaneous wavefront-shapes and properties using the single formalism. The exact electric field expressions automatically include the geometric phase information; while we retain the wavefront curvature information by using appropriate multiplicative factors. We demonstrate our formalism by obtaining the reflected and transmitted fields in a simulated Gaussian beam model. Finally, we briefly discuss how our generalized formalism is capable of analysing the reflection-transmission problem of a very large class of complex optical waves — by referring to some novel works from the current literature as exemplary cases.
I. INTRODUCTION

The reflection and transmission of a plane electromagnetic wave at a plane isotropic dielectric interface (‘isotropic’ is omitted here onwards) is a well-studied problem of fundamental interest in electromagnetic theory. The problem refers to finding the reflected and transmitted wavevectors and electric (and magnetic) fields for a given pair of incident wavevector and electric (and magnetic) field. The standard solution to this problem, as worked out in textbooks on electromagnetic theory and optics [1–3], determines the reflected and transmitted wavevectors by using phase matching. These results are also re-expressed as the geometrical laws of reflection and transmission. The reflected and transmitted electric fields are then determined by using electromagnetic boundary conditions at the dielectric interface. As the final result, the reflected and transmitted electric field amplitude values for the transverse magnetic (TM) and transverse electric (TE) polarizations are expressed as scalar multiples of the incident electric field amplitude values of the corresponding polarizations. The multiplicative factors are the Fresnel coefficients.

However, no physical wave is an ideal plane wave. Diverging and converging beams (both paraxial and non-paraxial) [2], spherical and cylindrical waves [2], vectorial vortex beams with helical wavefronts [4–13] are some of the common optical waves used in different optical experiments. The current literature is rich with novel research works describing various effects arising due to the reflection and transmission of complex optical waves at plane dielectric interfaces. Goos-Hänchen (GH) and Imbert-Fedorov (IF) shifts of paraxial beams in this context have been well studied by many researchers [14–36]. Bliokh and Aiello [36] have described the reflection and transmission of paraxial beams in terms of effective Jones matrices, using which they have described a generalized theory of GH and IF shifts of such beams. Dennis, Götte and Löffler [37–39] have studied the field-properties of GH and IF shifted beams; and have established their connection to quantum mechanical weak measurement [31, 33, 37, 38, 40–42]. Berry [43] has carried out an exact analysis of reflected dipole radiation field — an example of a highly diverging optical wave-field. Spin-orbit interaction (SOI) and spin Hall effect of light (SHEL), arising due to the reflection and transmission of optical beams, have been observed by many researchers [27–31, 35, 44]. Li et al. [45], Dennis-Götte [46] and Yavorsky-Brasselet [47] have studied the reflection and transmission of vortex beams. Vectorial vortex beam generation due to the reflection and transmission of non-vortex beams have been observed by Barczyk et al. [48]. Brekhovskikh [49] has carried out an extensive analysis on reflection and transmission of waves in layered media.

The presence of all such effects has been brought to the fore by using the same underlying principle. By using standard methods like Fourier decomposition, a complex wave is expressed as a combination of many constituent plane waves having different wavevectors and electric fields [2]. In the reflection-transmission scenario, each constituent plane wave is treated in the standard way by using Fresnel coefficients. After obtaining the reflected and transmitted plane waves for each incident constituent plane wave, all the corresponding output plane waves are combined together to obtain the complete reflected and transmitted waves. Since the plane-of-incidence–angle-of-incidence pair is unique for each wavevector, the different constituent plane waves reflect/transmit differently due to the differences in Fresnel coefficients. As a result, we obtain unique electric field profiles of the complete reflected and transmitted waves. These unique profiles, which are generally considerably different from the complete incident field profile, are the keys to all the novel effects mentioned above.

Though most widely used, Fourier decomposition is not the only way for expressing an optical wave in terms of a combination of many plane waves. In some cases, the given wavefront can be divided into surface elements, which locally behave as plane waves. This decomposition is particularly convenient for waves with simple-shaped wavefronts; e.g. spherical and cylindrical waves. When such a wave is incident on a plane dielectric interface, Fresnel coefficients can be applied to the TM-TE electric field components of each surface element in the same way as are applied to the Fourier-decomposed plane-wave field components. The collection of all the reflected and transmitted surface elements then produce the respective complete waves. Thus, the application of Fresnel coefficients in finding the reflected and transmitted constituent plane-wave fields is a general step irrespective of the considered plane-wave decomposition method.

The application of Fresnel coefficients is a complete and self-consistent formalism from a physical perspective. However, from a mathematical perspective, it lacks algorithmic straightforwardness. The Fresnel coefficients are ‘relative amplitude’ values [1] of the TM and TE components of the reflected and transmitted fields with respect to the amplitude values of the corresponding incident field components. But we observe a sign-ambiguity in this representation regarding the choice of coordinate systems. Most authors (e.g. Refs. [1, 3]) derive the Fresnel coefficient expressions by choosing the vector directions in a specific way. These expressions are applicable to the choice of beam coordinate systems as in Ref. [36]. However, Ref. [2] uses a different choice of beam coordinate systems and obtains a different expression for the Fresnel TM reflection coefficient, which is negative of the corresponding expressions derived in Refs. [1, 3]. Thus, it is essential to specify the coordinate systems and/or vector directions, with respect to which the Fresnel coefficients are determined.

Also, the TM-TE decomposition is carried out with respect to the plane of incidence. So, for a composite beam, we must transform the electric field corresponding to each constituent wavevector to the local coordinate system of that wavevector, so that the TM-TE decomposition can
be carried out (e.g. Ref. [43]). Though Bliokh-Aiello
have simplified the problem for paraxial beams [36], their
formalism is not applicable to arbitrary complex waves.

So, after plane-wave decomposition of the incident
wave and before recombination of the reflected and trans-
mitt ed plane waves, the regular way of using the Fres-
nel coefficients includes several intermediate calculating
steps for each pair of incident constituent wavevector and
electric field. This makes the calculating algorithm cum-
bersome; and also makes it computationally inefficient
while simulating a model for reflection and transmission
of complex optical waves.

We envision that the above difficulties can be avoided
by abandoning the ‘relative amplitude’ representation al-
together. Instead, in the intermediate steps, the inci-
dent, reflected and transmitted electric fields must al-
ways be expressed in their full vector forms in terms of
a single coordinate system — the global dielectric-
interface coordinate system. The nature of the reflection-
transmission problem suggests that the reflected and
transmitted plane-wave fields can be expressed as certain
transforms of the incident plane-wave field. The trans-
formation operators can be expressed in matrix forms
in the same dielectric-interface coordinate system. We
refer to these matrices as the reflection and transmis-
sion coefficient matrices. With these matrices, we can
replace all the usual intermediate steps by essentially
two new intermediate steps: (i) determination of the
matrix elements; and (ii) application of the matrices to
the incident constituent plane-wave fields to determine
the corresponding reflected and transmitted plane-wave
fields. Thus, though this algorithm is physically equiva-
lent to the usual Fresnel coefficient approach, it is distin-
guished by its mathematical elegance and computational
efficiency. This algorithm is the content of our gener-
alized matrix transformation formalism, the potential of
which we demonstrate in the present work and in subse-
quent related works.

At all stages, we use exact 3D expressions of each con-
stituent plane wavevector and electric field of the inci-
dent, reflected and transmitted waves, without making
any special approximation. This enables us to analyse
the reflection-transmission problems of a large class of
complex optical waves of arbitrary divergence. We retain
the information of wavefront curvature by using appro-
 priate multiplying factors; and the information on the
geometric phase [36, 50–56] is automatically retained by
the exact expressions of the constituent plane-wave elec-
tric fields.

In this paper, we first derive the above-mentioned re-
fection and transmission coefficient matrices; and dis-
uss their relation to Fresnel coefficients [Section III].
We then describe the complete mathematical formalism,
by which these matrices are implemented in an actual
reflection-transmission problem [Section IV]. We then
demonstrate our formalism by generating and analysing
computational data in a simulated Gaussian beam model
[Section V]. Then we give examples of some direct appli-
cations of our formalism by referring to novel optical phe-
nomena from the current literature; and briefly discuss
how to further generalize our formalism for total internal
reflection problems [Section VI]. Finally, we briefly dis-
cuss the gain in computational efficiency and numerical
accuracy achieved by the implementation of our formal-
ism [Section VII].

II. NOTATIONS AND CONVENTIONS

The notations and conventions which we use are as follows:

1. The media of incidence/reflection and transmission have refractive indices \( n_1 \) and \( n_2 \) respectively.

2. The functional forms of the wavevectors and elec-
tric fields of the complete waves are denoted by \( \mathbf{k}_j \)
and \( \mathbf{E}_j \), where \( j = i, r, t \) denote incidence, reflec-
tion and transmission. The field amplitude vector func-
tions, phase functions and intensities of \( \mathbf{E}_j \) are
denoted by \( \mathbf{E}_j \), \( \Phi_j \) and \( I_j \) respectively. Our electric
field amplitude and phase conventions are given in
Appendix A.

3. The constituent plane wavevectors and electric
fields corresponding to \( \mathbf{k}_j \) and \( \mathbf{E}_j \) are denoted by \( \mathbf{k}_j \)
and \( \mathbf{E}_j \) respectively, with the field amplitude vector
being \( \mathbf{E}_j \).

4. The central axial directions \( \mathbf{k}_{j0} \) are defined as per
geometrical convenience. For example, for the case
of partial reflection and transmission of an opti-
cal beam, these are the central wavevectors and
are also related via the geometrical laws of reflec-
tion and transmission. For dipole radiation or any
other spherical wave, \( \mathbf{k}_{j0} \) can be defined with re-
spect to the perpendicular line joining the point
source to the dielectric interface. The \( \mathbf{k}_{j0} \) direc-
tions are chosen only to define the global beam
coordinate systems; and the main electromagnetic
calculations are not affected by these choices.

5. The global dielectric-interface coordinate system
\( S \) and the global beam coordinate systems \( J = I, R, T \) are defined with respect to the central ax-
ial directions \( \mathbf{k}_{j0} \) in the way as shown in Fig. 1.
The main electromagnetic calculations are carried
out in the \( S \) coordinate system. The beam co-
ordinate systems are used to define the incident
electric field (the \( I \) coordinate system) and to ob-
serve the reflected and transmitted electric fields
(the \( J' = R, T \) coordinate systems).

6. Any vector \( \mathbf{V}_j \) in a coordinate system \( C \) are ex-
pressed as \( \mathbf{V}_j^{(C)} = V_{jx}^{(C)} \hat{x}^{(C)} + V_{jy}^{(C)} \hat{y}^{(C)} + V_{jz}^{(C)} \hat{z}^{(C)} \);
where, the superscript \( \prime(C) \) is the coordinate sys-
tem identifier.
The fields at the surface $S$ satisfy the phase matching condition [1–3], using which we obtain

$$k_{j'S}' = \mathbf{I}_{j'S}^{(S)} k_{jS}' ;$$  \hspace{1cm} (1)

where, $\mathbf{I}_{j'S}^{(S)} = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & k_{j'S}' / k_{i'zS}' \end{bmatrix}$ ;  \hspace{1cm} (2)

$$k_{r'zS}' = -k_{i'zS}' ;$$  \hspace{1cm} (3)

These results can also be expressed as the geometrical laws of reflection and transmission.

Once the phase matching is established, we carry out the rest of the calculations only in terms of the electric field amplitude vectors $\mathbf{E}_{j'S}$ and $\mathbf{H}_{j'S}$, respectively. [Appendix B]. The corresponding magnetic field amplitude vectors are $\mathbf{H}_{j'S}$, and $\mathbf{E}_{j'S}$, respectively. [Appendix A]. The corresponding magnetic field amplitude vectors are $\mathbf{H}_{j'S} = \left( k_{j'S}' \times E_{j'S} \right) / \omega \mu_0$.  \hspace{1cm} (4)

The electromagnetic boundary conditions are satisfied by $E_{j'S}^{(S)}$ and $H_{j'S}^{(S)}$ [Appendix B]:

$$E_{j'S}^{(S)} + E_{r'zS}^{(S)} = E_{t'xS}^{(S)} ;$$  \hspace{1cm} (5)

$$E_{y'S}^{(S)} + E_{r'zS}^{(S)} = E_{t'yS}^{(S)} ;$$  \hspace{1cm} (6)

$$H_{t'zS}^{(S)} + H_{r'zS}^{(S)} = H_{t'yS}^{(S)} ;$$  \hspace{1cm} (7)

$$H_{t'yS}^{(S)} + H_{r'yS}^{(S)} = H_{t'yS}^{(S)} .$$  \hspace{1cm} (8)

Also, since the dielectric media are isotropic, $k_{jS}'$ and $E_{j'S}$ satisfy orthogonality [Appendix B]:

$$k_{j'S}' \cdot E_{j'S}^{(S)} = 0 .$$  \hspace{1cm} (9)

Solving Eqs. (5–9) simultaneously [Appendix C], we obtain the reflected and transmitted field amplitude vectors as

$$E_{j'S}^{(S)} = \mathbf{I}_{j'S}^{(S)} E_{iS}^{(S)} ; \hspace{1cm} (j' = r, t) ;$$  \hspace{1cm} (10)

where, $\mathbf{I}_{j'S}^{(S)} = A_0 \begin{bmatrix} A_{11} & A_{xy} & 0 \\ A_{xy} & -A_{10} & 0 \\ 0 & 0 & -A_{01} \end{bmatrix}$ ;  \hspace{1cm} (11)

$$\mathbf{I}_{j'S}^{(S)} = \begin{bmatrix} 1 + A_0 A_{11} & A_0 A_{xy} & 0 \\ A_0 A_{xy} & 1 - A_0 A_{10} & 0 \\ 0 & 0 & k_{i'zS}' / k_{i'zS}' \end{bmatrix} ;$$  \hspace{1cm} (12)

$$A_{pq} = k_{i'zS}'^2 + (-1)^p k_{i'yS}'^2 + (-1)^q k_{i'zS}' k_{i'zS}' , \hspace{1cm} (p, q = 0, 1) ;$$  \hspace{1cm} (13a)
\[ A_{xy} = 2k_{ix}^S k_{iy}^S, \quad A_z = k_{iz}^S k_{iz}^S + k_{iz}^S, \quad A_0 = \frac{A_z}{A_{00}}. \]  

(13b)

The matrices \( \mathbf{J}_S^{(s)} \) are the reflection and transmission coefficient matrices. Thus, the reflection and transmission coefficient matrices are operators, which can transform a given incident plane-wave field amplitude vector \( \mathbf{E}_i^S \) (or, the field \( \mathbf{E}_i^S \) in general) to the reflected and transmitted plane-wave field amplitude vectors \( \mathbf{E}_j^S \) (or, to the fields \( \mathbf{E}_j^S \) in general).

### B. Alternative Derivation

The matrices \( \mathbf{J}_S^{(s)} \) [Eqs. (11, 12)] can also be derived by performing calculations with reference to the plane of incidence. The plane of incidence is defined as the plane that contains the wavevector \( \mathbf{k}_S^{(s)} \) and the surface-normal \( \mathbf{z}^{(s)} \). By Eq. (1), the wavevectors \( \mathbf{k}_S^{(s)} \) are also contained in the same plane. We define a coordinate system \( S' \) such that \( \mathbf{z}^{(s)} = \mathbf{z}^{(s)} \) and

\[
k_{iz}^{S'} = k_{iz}^S + k_{iy}^S \mathbf{y}^{(s)}; \quad k_{iz}^{S'} = \left( k_{iz}^S + k_{iy}^S \right) \mathbf{y}^{(s)}. 
\]

(14)

Then, the plane of incidence is the \( y^{(s)} = 0 \) plane. The wavevectors and electric fields can be transformed from the \( S \) coordinate system to the \( S' \) coordinate system by applying the rotation matrix

\[
\mathbf{R}_{S' S} = \begin{bmatrix}
k_{iz}^{S'}/k_{ix}^S & k_{iy}^S & 0 \\
-k_{iy}^S/k_{iz}^S & k_{iz}^S/k_{iz}^S & 0 \\
0 & 0 & 1
\end{bmatrix}. 
\]

(16)

Corresponding to the electric field amplitude vectors \( \mathbf{E}_j^S \), the magnetic field amplitude vectors are given by

\[
\mathbf{H}_j^S = \left( \mathbf{k}_j^{S'} \times \mathbf{E}_j^{S'} \right) / \omega \mu_0.
\]

(17)

The vectors \( \mathbf{k}_j^{S'} \), \( \mathbf{E}_j^{S'} \) and \( \mathbf{H}_j^{S'} \) satisfy the same boundary and orthogonality conditions as Eqs. (5-9), with the coordinate system \( S' \) now replaced by \( S' \). Simultaneously solving the resulting equations, we obtain

\[
\mathbf{E}_j^{S'} = \mathbf{J}_S^{(s)} \mathbf{E}_i^S, \quad (j' = r, t); \quad (18)
\]

where, \( \mathbf{J}_S^{(s)} = \begin{bmatrix} A_0 & 0 & 0 \\ 0 & -A_z & 0 \\ 0 & 0 & -A_0 A_{01} \end{bmatrix} \); 

(19)

and

\[
\mathbf{J}_S^{(s)} = \begin{bmatrix} 1 + A_0 A_{01} & 0 & 0 \\ 0 & 1 - A_z & 0 \\ 0 & 0 & 1/A_{00} \end{bmatrix} \]

(20)

where, the terms \( A_{pq} \) \((p, q = 0, 1)\), \( A_z \), \( A_0 \) are defined by Eqs. (13). Then, transforming Eq. (18) from the \( S' \) coordinate system to the \( S \) coordinate system, Eq. (10) is reproduced:

\[
\mathbf{R}_{S' S} \mathbf{E}_j^{(s)} = \mathbf{R}_{S' S} \mathbf{J}_S^{(s)} \mathbf{E}_i^S = \mathbf{R}_{S' S} \mathbf{J}_S^{(s)} \mathbf{R}_{S' S} \mathbf{E}_i^S;
\]

or, \( \mathbf{E}_j^{(s)} = \mathbf{J}_S^{(s)} \mathbf{E}_i^S \); [Eq. (10)];

where, \( \mathbf{J}_S^{(s)} = \mathbf{R}_{S' S} \mathbf{J}_S^{(s)} \mathbf{R}_{S' S} \).

(21)

Using Eqs. (16, 19, 20) in Eq. (21), we reproduce Eqs. (11, 12).

The forms of Eqs. (19, 20) imply that the eigenvectors of the \( \mathbf{J}_S^{(s)} \) (or \( \mathbf{J}_S^{(s)} \)) matrices are \( \mathbf{x}^{(s)} \), \( \mathbf{y}^{(s)} \), \( \mathbf{z}^{(s)} \). Corresponding to these eigenvectors, the eigenvalues of \( \mathbf{J}_S^{(s)} \) are respectively \( A_0, A_{01}, -A_z, -A_0 A_{01} \); and those of \( \mathbf{J}_S^{(s)} \) are respectively \((1 + A_0 A_{01}), (1 - A_z), k_{iz}^S(1 + A_0 A_{01})/k_{iz}^S \).

The above-mentioned plane-of-incidence based local coordinate systems are precisely the ones used for the TM-TE decomposition of the constituent plane-wave fields while using Fresnel coefficients (e.g. Ref. [43]). The above alternative derivation shows that the \( \mathbf{J}_S^{(s)} \) matrices conveniently include all information regarding these local coordinate systems. So, the direct application of the \( \mathbf{J}_S^{(s)} \) matrices automatically avoids any intermediate step involving these local coordinate systems — thus contributing to the mathematical elegance of our formalism.

### C. Relation to Fresnel Coefficients

In the \( S' \) coordinate system, the field amplitude vectors \( \mathbf{E}_j^{S'} \) are easily decomposed into TM-TE components as

\[
\mathbf{E}_j^{S'} = \mathbf{E}_j^{(TM)S} + \mathbf{E}_j^{(TE)S};
\]

(22)

where, \( \mathbf{E}_j^{(TM)S} = \mathbf{E}_j^{S'} \mathbf{x}^{(s)} + \mathbf{E}_j^{S'} \mathbf{z}^{(s)} \); 

(23)

\[
\mathbf{E}_j^{(TE)S} = \mathbf{E}_j^{S'} \mathbf{y}^{(s)}.
\]

(24)

Then, according to Eqs. (18-20), the TE components of the reflected and transmitted field amplitude vectors are given by

\[
\mathbf{E}_j^{(r)S} = -A_z \mathbf{E}_j^{(TE)S}; \quad (25)
\]

\[
\mathbf{E}_j^{(t)S} = (1 - A_z) \mathbf{E}_j^{(TE)S}. \quad (26)
\]

It is easily verified by using Eq. (13b) that \( r_{TE} = -A_z \) is the Fresnel TE reflection coefficient and \( r_{TE} = 1 - A_z \) is the Fresnel TE transmission coefficient.

Now, if \( \mathbf{E}_j^{(s)} \) are the amplitude values of \( \mathbf{E}_j^{(TM)S} \) with reference to the vector directions given in Refs.
IV. THE COMPLETE FORMALISM

In an actual problem, a complete incident wave field $\mathbf{E}^{\text{I}}_{iI}$ is decomposed into constituent plane waves in terms of either Fourier decomposition or wavefront-surface-element decomposition. Fourier decomposition is a standard method, which we discuss qualitatively in Subsection IV A. For the purpose of the present work we use wavefront-surface-element decomposition in the simulation, whose mathematical description we give in Subsection IV B.

A. The Incident Constituent Plane Waves: Fourier Decomposition

In the Fourier decomposition approach, the complete incident field $\mathbf{E}^{\text{I}}_{iI}$ is decomposed into Fourier component plane waves by using the formalism of spatial spectral analysis [2]. One can qualitatively visualize this decomposition in a way as shown in Fig. 2. Infinitely many constituent plane waves, characterized by their wavevectors $\mathbf{k}^{(l)}_{iI}$, are obtained in the process. The electric field of each of these plane waves, at the surface $I$, has the form

$$\mathbf{E}^{(l)}_{iI} = \mathbf{E}^{(l)}_{iI} \, e^{i (\mathbf{k}^{(l)}_{iI} \cdot \mathbf{r}^{(l)}_{iI} - \omega t + \Phi_o)}.$$  \hfill (29)

Here, $\mathbf{E}^{(l)}_{iI}$ is the field amplitude vector that contains the polarization information. It is a constant not only at the surface $I$, but everywhere in the concerned constituent wave.

The phase term $\Phi_o$ is the phase of the constituent wave at a pre-assigned global reference point. For example, we can assign the origin $O_I$ to be the global reference point, with respect to which all path-dependent phases in the entire system can be determined.

The term $\Delta r^{(l)}_{iO}$ is the position vector of a concerned point $(x^{(l)}, y^{(l)}, 0^{(l)})$ with respect to the above-mentioned pre-assigned reference point. For example, if the origin $O_I$ is the reference point, then $\Delta r^{(l)}_{iO}$ is simply the position vector $\Delta r^{(l)}_{iO} = x^{(l)} \mathbf{x}^{(l)} + y^{(l)} \mathbf{y}^{(l)}$. So, the term $\mathbf{k}^{(l)}_{iI} \cdot \Delta r^{(l)}_{iO}$ is the path-dependent phase of the concerned constituent plane wave at $(x^{(l)}, y^{(l)}, 0^{(l)})$, with respect to the pre-assigned reference phase at $O_I$. It is to be noticed that $\Delta r^{(l)}_{iO}$ is the only term in Eq. (29) which is a function of $(x^{(l)}, y^{(l)})$. The spatial variation of the constituent plane-wave field $\mathbf{E}^{(l)}_{iI}$ as a function of $(x^{(l)}, y^{(l)})$ is thus completely determined at any given time $t$ by using Eq. (29).

B. The Incident Constituent Plane Waves: Wavefront-Surface-Element Decomposition

For incident waves with spherical, cylindrical and other simple geometrically-shaped wavefronts, the method of wavefront-surface-element decomposition is convenient. We describe this method by directly taking the example of our simulated wave model, which involves a spherical incident wave.

In this subsection, we first demonstrate the construction of our wave model. Subsequently we explain how the wavefront-surface-element decomposition is carried out in this model.

Model Construction: The model is shown in Fig. 3. An initial plane-wave beam is considered having a wavevector

$$\mathbf{k}^{(l)}_{0} = n_I k \mathbf{z}^{(l)}$$  \hfill (30)

$(k = 2\pi/\lambda; \lambda = \text{free space wavelength})$ and an electric...
field \( \mathbf{E}_0^{(I)} \) with the amplitude vector profile (Gaussian)
\[
\mathbf{E}_0^{(I)} = \mathbf{E}_{0x} e^{i \Phi_E} \mathbf{e}_{0y} = \mathbf{E}_{0x} + \mathbf{E}_{0y}^\prime \mathbf{e}_{0y} \tag{31}
\]
\[
\mathbf{e}_{0x} = \mathbf{E}_{0x} = \mathcal{E}_{0x} \mathbf{e}_{0x} = \mathcal{E}_{0x} e^{-\theta_0^2/\omega_0^2} \mathbf{e}_{0x} \tag{32}
\]
\[
\mathbf{e}_{0y} = \mathbf{E}_{0y} = \mathcal{E}_{0y} \mathbf{e}_{0y} = \mathcal{E}_{0y} e^{-\phi_E^2/\omega_0^2} \mathbf{e}_{0y} \tag{33}
\]
where, \( \mathcal{E}_{0x} \) is the central electric field magnitude; \( \omega_0 \) is the half beam-width; \( \theta_0, \phi_E \) are fixed angle and relative phase terms which determine the polarization of \( \mathbf{E}_0^{(I)} \).

The plane-wave beam passes through a concave lens \( L_I \) of focal length \( f \) (< 0), placed at the surface \( I \), centered at \( O_I \); by which it is converted to a spherically diverging beam with an angle of divergence \( 2 \theta_D = -2 \tan^{-1}(w_0/f) \) and with the center of curvature at point \( O \) (focus of \( L_I \); \( f = -OO_I \)), as shown in Fig. 3. This diverging wave, with complete field function \( \mathbf{E}_0^{(I)} \) (calculated later in this subsection), serves the purpose of the incident complex optical wave in our model.

**Spherical Wavefronts and their Decomposition:**
One can visualize the transformation of the field \( \mathbf{E}_0^{(I)} \) to the field \( \mathbf{E}_i^{(I)} \) in a way as shown in Fig. 4. The plane wavefronts of \( \mathbf{E}_0^{(I)} \) are transformed to spherical wavefronts of \( \mathbf{E}_i^{(I)} \) by the lens \( L_I \) at the surface \( I \). For convenience, we consider \( L_I \) to have an infinitesimal thickness. Figure 4 shows, as examples, two such spherical wavefronts (one fully and another partially). Each such wavefront is intercepted at the surface \( I \) at a circular boundary. We consider the surface elements of each \( \mathbf{E}_i^{(I)} \) wavefront at this circular intercept region only — as shown in Fig. 4 — so that they are identified by coordinates \((x^I, y^I, 0^I)\). Considering such sets of surface elements for many wavefronts of \( \mathbf{E}_i^{(I)} \) everywhere on the surface \( I \), the wavefront-surface-element decomposition of \( \mathbf{E}_i^{(I)} \) is achieved.

Based on the above qualitative picture, we now mathematically analyse the decomposition process. We consider a spherical wavefront, whose circular intercept at the surface \( I \) has a radius \( \rho^I \). The radius of curvature of this wavefront is then given by
\[
r_I = (\rho^I)^2 + f^2 \frac{1}{2}. \tag{35}
\]
If a concerned surface element of this wavefront is located at \((x^I, y^I, 0^I)\), then \((x^I)^2 + (y^I)^2)^{1/2} = \rho^I \) [Eq. (34)]. We define
\[
\begin{align*}
x^I / \rho^I &= \cos \phi_I; \quad y^I / \rho^I &= \sin \phi_I; \tag{36} \\
|f| / r_I &= \cos \theta_I; \quad \rho^I / r_I &= \sin \theta_I. \tag{37}
\end{align*}
\]
Then, the wavevector at the concerned surface element is given by
\[
\mathbf{k}_i^{(I)} = \mathbf{e}_{i,0x} \cos \phi_I \mathbf{e}_{i,0x} + \sin \theta_I \mathbf{e}_{i,0y} \tag{38}
\]
where, \( \mathbf{e}_{i,0x} \) is the unit vector normal to the surface element. The complete electric field amplitude vector at the surface element is given by [Appendix D]
\[
\mathbf{E}_i^{(I)} = \mathbf{g}_I \mathbf{R}_{I^I} \mathbf{R}_{I^I}^\dagger \mathbf{R}_{I^I} \mathbf{E}_0^{(I)}; \tag{40}
\]
where, \( \mathbf{R}_{I^I} = \begin{bmatrix} \cos \theta_I & \sin \theta_I & 0 \\ -\sin \theta_I & \cos \theta_I & 0 \\ 0 & 0 & 1 \end{bmatrix} \) and \( \mathbf{R}_{I^I}^\dagger = \mathbf{R}_{I^I}^{-1} \).

The path-dependent phase of the field \( \mathbf{E}_i^{(I)} \) at the concerned surface element is determined based on the geometry of the spherical wavefront. We assign a reference...
phase $\Phi_O = 0$ to the center of curvature point $O$ [Fig. 3] [59]. Then, using Eqs. (35, 38, 39), the phase of the field $\hat{E}_{iI}(x, y)$ at the surface element is obtained as

$$\hat{\Phi}_{iI}(x, y) = \hat{k}_{iI}(x, y) \cdot r_I = n_1 k r_I. \quad (43)$$

In the above discussion we have considered a general surface element located at $(x(I), y(I), 0(I))$. So, Eqs. (38, 40, 43) give the functional forms of the wavevector, field amplitude vector and phase of the complete incident field in terms of the coordinates $(x(I), y(I))$. Now, each such surface element is considered as a plane wave in the present decomposition method. Then, the local values of the quantities $\tilde{k}_{iI}$, $\tilde{E}_{iI}$ and $\hat{\Phi}_{iI}$ at $(x(I), y(I))$ serve the purposes of the plane wavevector $k_{iI}$, the corresponding electric field amplitude vector $E_{iI}$ and the path-dependent phase $k_{iI} \cdot \Delta r_{iO}$ of the considered surface-element plane-wave; i.e.

$$k_{iI} = \text{local } \tilde{k}_{iI} \left( x(I), y(I) \right); \quad (44a)$$

$$E_{iI} = \text{local } \tilde{E}_{iI} \left( x(I), y(I) \right); \quad (44b)$$

$$k_{iI} \cdot \Delta r_{iO} = \text{local } \hat{\Phi}_{iI} \left( x(I), y(I) \right). \quad (44c)$$

In particular, at $(x(I), y(I)) = (0, 0)$, we get the central wavevector

$$k_0 = \tilde{k}_{iI}(0, 0) = k_{i0} \quad [\text{Eq. (30)}]. \quad (45)$$

Using the terms in Eqs. (44) and $\Phi_O = 0$, the electric field of the concerned surface-element plane-wave is obtained as

$$E_{iI} = E_{iI}(x, y) e^{i(k_{iI} \cdot \Delta r_{iO} - \omega t + \Phi_O)}; \quad (46)$$

which is the exact same equation as Eq. (29). The mathematical formulation of the intended wavefront-surface-element decomposition is thus achieved. The complete field $\tilde{E}_{iI}$ is simply the collection of all these local surface-element fields; and is expressed in the functional form

$$\tilde{E}_{iI} = \tilde{E}_{iI}(x, y) e^{i(\hat{\Phi}_{iI} - \omega t + \Phi_O)}. \quad (47)$$

The surface-element decomposition of cylindrical and other simple-shaped wavefronts are also achieved in a similar way by using appropriate geometry of the concerned system. For convenience, we describe the rest of the formalism in Subsections IV C – IV G by assuming surface-element decomposition; and then summarize the equivalent description of the formalism in terms of Fourier decomposition in Subsection IV H.

C. Propagation from Surface I to Surface S

Starting from the position $(x(I), y(I), 0(I))$, the concerned surface-element wave propagates along $k_{iI}$ and reaches a point $(x(S), y(S), 0(S))$ at the surface $S$ [Fig. 3]. Since the direction of this propagation is constant, we get $k_{IS} = k_{iI}$. Also, we denote this displacement of the surface element by a vector $\Delta r_{SI}$, which is easily calculated from the geometry of the system. Then, the change in phase of the surface-element plane-wave field due to this propagation is given by $\Phi_{SI} = k_{iI} \cdot \Delta r_{SI}$.

It is to be noticed that, the planar approximation of the surface element is valid on the wavefront because the physical dimensions of the element are very small as compared to the radius of curvature of the wavefront. However, when the surface element propagates to large distances comparable to the wavefront’s radius of curvature, the resulting change in size of the element must be taken into account. For example, in our spherical wavefront model, this change in size directly results into the inverse-square variation of the field intensity. This implies that, $E_{iS}$ changes by a factor $g_{SI} = r_I/r_S$, where $r_I$ and $r_S$ are the radii of curvature of the surface element at the coordinates $(x(I), y(I), 0(I))$ and $(x(S), y(S), 0(S))$ respectively. Similar $g_{SI}$ expressions can be calculated for other simple-shaped wavefronts as well. The field amplitude vector at $(x(S), y(S), 0(S))$ thus becomes $E_{iS} = g_{SI} E_{iI}$. In this way, the factor $g_{SI}$ inherently contains the complete information about the wavefront curvature, even when the surface element is locally considered as a plane wave.

Considering the above expressions, the incident surface-element plane-wave field at $(x(S), y(S), 0(S))$ is obtained as

$$E_{iS} = g_{SI} E_{iI} e^{i\Phi_{SI}}. \quad (48)$$

Now, $k_{IS}$ and $E_{iS}$ are expressed in terms of the $S$ coordinate system by applying the rotation matrix

$$\tilde{R}_{SI} = \begin{bmatrix} \cos \theta_{0} & 0 & \sin \theta_{0} \\ 0 & 1 & 0 \\ -\sin \theta_{0} & 0 & \cos \theta_{0} \end{bmatrix}. \quad (49)$$

We thus obtain

$$k_{IS} = \tilde{R}_{SI} k_{iI} = \tilde{R}_{SI} k_{i0}; \quad (49a)$$

$$E_{iS} = \tilde{R}_{SI} E_{iI} = g_{SI} \tilde{R}_{SI} E_{iI} e^{i\Phi_{SI}}. \quad (50)$$

D. Reflection and Transmission

Equation (49) gives the incident wavevector $k_{IS}$, which is used in Eq. (1) to obtain the reflected and transmitted wavectors

$$k_{jS} = \tilde{R}_{jS} k_{iS} = \tilde{R}_{jS} \tilde{R}_{SI} k_{iI}. \quad (51)$$

Equation (50) gives the incident electric field $E_{jS}$, on which the $\tilde{J}_{S}$ matrices [Eqs. (11, 12)] are applied to obtain the reflected and transmitted electric fields

$$E_{jS} = \tilde{J}_{S} E_{iS} = g_{SI} \tilde{J}_{S} \tilde{R}_{SI} E_{iI} e^{i\Phi_{SI}}. \quad (52)$$
We thus obtain two new surface-element plane-waves — one reflected and the other transmitted — corresponding to the incident surface-element wave at the same position \((x^{(S)}, y^{(S)}, 0^{(S)})\). Their geometrical properties are comparable to those of the \(E_{i}^{(l)}\) surface-element [Eq. (46)] considered at \((x^{(l)}, y^{(l)}, 0^{(l)})\).

E. The Reflected Wavevector and Field

The reflected field is observed at the surface \(R\). The propagation of the reflected surface-element wave from the surface \(S\) to the surface \(R\) is geometrically similar to the propagation of the incident surface-element wave from the surface \(I\) to the surface \(S\). From the position \((x^{(S)}, y^{(S)}, 0^{(S)})\), the reflected surface-element wave propagates along \(k_{rS}^{(S)}\) to reach the point \((x^{(R)}, y^{(R)}, 0^{(R)})\), which is determined geometrically, with the displacement vector being denoted by \(\Delta r_{RS}^{(S)}\). Since the propagation direction is unchanged, we get \(k_{rR}^{(S)} = k_{rS}^{(S)}\).

The reflected field amplitude gets modified by a multiplicative factor \(g_{RS}\), which is geometrically similar in nature to the factor \(g_{SI}\) of Eq. (50). The field is also modified by a path-dependent phase \(\Phi_{RS} = \cos^{(S)} S\), \(\Delta r_{RS}^{(S)}\) due to the propagation. Thus, the reflected surface-element plane-wave field at \((x^{(R)}, y^{(R)}, 0^{(R)})\) is given by \(E_{r}^{(S)} = g_{RS}E_{S}^{(S)}e^{(\Phi_{RS})}\).

Finally, \(k_{rR}^{(S)}\) and \(E_{rR}^{(S)}\) are expressed in terms of the \(R\) coordinate system by applying the rotation matrix

\[
\begin{pmatrix}
\cos \theta_{R} & 0 & -\sin \theta_{R} \\
0 & 1 & 0 \\
\sin \theta_{R} & 0 & \cos \theta_{R}
\end{pmatrix}.
\]

We thus obtain

\[
k_{rR}^{(S)} = \tilde{R}_{RS}k_{rS}^{(S)} = \tilde{R}_{RS} R_{S}^{(S)} \tilde{R}_{R}^{(S)} k_{rT}^{(I)}; \\
E_{rR}^{(S)} = \tilde{R}_{RS} E_{rR}^{(S)} = g_{RS} g_{S} \tilde{R}_{RS} \tilde{R}_{S}^{(S)} R_{S}^{(S)} E_{i}^{(I)} e^{(\Phi_{RS} + \Phi_{SI})}.
\]

F. The Transmitted Wavevector and Field

The transmitted surface-element plane-wave propagates from \((x^{(S)}, y^{(S)}, 0^{(S)})\) to a corresponding position \((x^{(T)}, y^{(T)}, 0^{(T)})\) in the same way as the reflected surface-element plane wave propagates from \((x^{(S)}, y^{(S)}, 0^{(S)})\) to \((x^{(R)}, y^{(R)}, 0^{(R)})\) (a note on the relevant amplitude modifying multiplicative factor \(g_{RS}\) is given in Appendix E). So, we can write the transmitted wavevector and surface-element electric field expressions at the position \((x^{(T)}, y^{(T)}, 0^{(T)})\) simply by replacing the scripts \(r \to t\) and \(R \to T\) in Eqs. (54, 55). Thus, we get

\[
k_{rT}^{(T)} = \tilde{R}_{TS} k_{rS}^{(T)} = \tilde{R}_{TS} \tilde{R}_{S}^{(T)} R_{S}^{(T)} k_{rT}^{(I)}; \\
E_{rT}^{(T)} = g_{TS} g_{S} \tilde{R}_{TS} \tilde{R}_{S}^{(T)} E_{i}^{(I)} e^{(\Phi_{TS} + \Phi_{SI})}.
\]

G. Recombination of the Plane Waves

Equations (55, 57) give the final surface-element plane-wave field \(E_{j}^{(I)}_{j'}\) at the position \((x^{(I)}, y^{(I)}, 0^{(I)})\) at each observing surface \(J' = (R, T)\). The collection of all the surface-element fields over the entire surface \(J'\) gives the complete reflected/transmitted electric field \(\tilde{E}_{j}^{(I)}_{j'}\) as a function of \((x^{(I)}, y^{(I)})\). In fact, the same process can also be applied to combine the surface-element plane-wave fields \(E_{jS}^{(I)}\) [Eqs. (50, 52)] to obtain the complete field \(E_{jS}^{(I)}\) at the surface \(S\), as a function of \((x^{(S)}, y^{(S)})\).

H. The Use of Fourier Decomposition

The equivalence of Eqs. (29, 46) is readily extended to the rest of the formalism as well. Equations (49–57) are readily applicable to the Fourier decomposition case with proper reinterpretation of the various terms. Instead of being a point-to-point displacement, each term \(\Delta r_{C1}^{(C)}\) now represents a displacement function to everywhere at the surface \(C_2\) from a chosen reference point at the surface \(C_1\) (e.g. the origin \(O_{C1}\)). Consequently, each constituent plane-wave field \(E_{jS}^{(C)}\) [Eqs. (50, 52, 55, 57)] now becomes a plane-wave field existing over the entire surface \(C\), as a function of \((x^{(C)}, y^{(C)})\) (comparable to \(E_{i}^{(I)}(x^{(I)}, y^{(I)})\) of Eq. (29) and Fig. 2).

Since the Fourier-decomposed plane waves are ideal plane waves, there is no change in area of the wavefronts due to propagation. So, the amplitude modifying factors \(g_{SI}, g_{RS}\) and \(g_{TS}\) are unity. Finally, the generic \(j_{S}^{(S)}\) matrices [Eq. (11, 12)] are applicable to any incident plane-wave field irrespective of the considered decomposition method. Hence, with the above reinterpretations, Eqs. (50–57) are readily applicable to the case of Fourier decomposition to determine the reflected and transmitted constituent plane-wave fields.

However, the recombination methods of the constituent \(E_{j}^{(I)}_{j'}\) fields are different for the two decomposition cases. Since all \(E_{j}^{(I)}_{j'}\) fields exist everywhere at the surface \(J'\) in the Fourier decomposition case, their superposition is performed all over the surface \(J'\) to recombine them (a note on the geometric phase consideration is given in Appendix F). In this way, the complete electric field \(\tilde{E}_{j}^{(I)}_{j'}\) is obtained in the Fourier decomposition case.
V. SIMULATION AND RESULTS

In this section, we use short phrases such as ‘field $\mathbf{E}$’ and ‘field $\mathbf{E}'$ as per convenience — instead of extended phrases such as ‘field amplitude vector $\mathbf{E}$’ and ‘field amplitude vector function $\mathbf{E}'$ — for the simplicity of the discussions. The intended meanings are clearly understood by the notations $\mathbf{E}$ and $\mathbf{E}'$.

We simulate the optical system of Fig. 3 — involving wavefront-surface-element decomposition — and follow the steps described in Section IV to generate the reflected and transmitted fields. Though our formalism is directly applicable to complex field amplitude vectors, it is computationally convenient to transform the linearly polarized $\mathbf{E}_{0x}$ and $\mathbf{E}_{0y}$ fields of Eq. (31) separately in the simulation; and then superpose the individual output fields along with considering the phase difference $\Phi_E$ to obtain the complete transformations of $\mathbf{E}_{0}^\prime$ [Eq. (31)].

With respect to the central plane of incidence (the $k_{0x}$-$k_{0y}$ plane), $\mathbf{E}_{0x}$ is a TM polarized field and $\mathbf{E}_{0y}$ is a TE polarized field. The transformed fields are neither TM nor TE, since they are distorted due to the curvature of the wavefronts [Eq. (40)]. However, in this section we use superscripts $X,Y$ with relevant quantities to indicate that the considered quantities correspond either to the initial TM field $\mathbf{E}_{0x}$ (superscript $X$) or to the initial TE field $\mathbf{E}_{0y}$ (superscript $Y$). Quantities without these superscripts are quantities corresponding to the total initial input field $\mathbf{E}_{0}^\prime$.

A. Data Grids

For computational results, we first generate grids of coordinate points $(x^{(C)},y^{(C)})$ at all surfaces $C = S,J$. Based on each of these grids, we then computationally generate a complete set of relevant functions in the form of data grids. To explain what data is to be generated, we consider the example of the field $\mathbf{E}_i$ [Eq. (47)]. By applying the transformation of Eq. (40) to the fields $\mathbf{E}_{0x}$ and $\mathbf{E}_{0y}$, we obtain transformed fields which we denote respectively by $\mathbf{E}_i^{(X)}$ and $\mathbf{E}_i^{(Y)}$. Both $\mathbf{E}_i^{(X)}$ and $\mathbf{E}_i^{(Y)}$ are locally linearly polarized; but the linear polarization direction varies all over the surface $I$ due to the wavefront-curvature.

Now, according to Eq. (31), the field $\mathbf{E}_{0y}$ is first given an additional phase $\Phi_E$, and then superposed with the field $\mathbf{E}_{0x}$ to obtain the complete initial input field $\mathbf{E}_{0}^\prime$. Subsequently, by giving the field $\mathbf{E}_i^{(Y)}$ the same additional phase $\Phi_E$, and then superposing it with the field $\mathbf{E}_i^{(X)}$, we obtain the complete field $\mathbf{E}_i^\prime$ of Eq. (47). Also, the phase function $\Phi_i$ of Eq. (47) is obtained in the form of Eq. (43) by using the wavevector-function $k_i^{(l)}$ of Eq. (38). Hence, the list of functional data grids to be computed at the surface $I$, to generate the complete field profile $\mathbf{E}_i^\prime$ of Eq. (47), is:

\[
\begin{align*}
\tilde{k}_{iS}, & \quad \tilde{k}_{iyS}, \quad \tilde{\mathbf{E}}_{iS}, \quad \tilde{\Phi}_{iS} \\
\tilde{k}_{iS}, & \quad \tilde{k}_{iyS}, \quad \tilde{\mathbf{E}}_{iS}, \quad \tilde{\Phi}_{iS} \\
\tilde{\Phi}_i & = \tilde{\Phi}_i^\prime \\
\end{align*}
\]

Similarly, the following data grids are to be computed at the surfaces $S,R,T$ to generate the complete field information at those surfaces:

At the surface $S$:

\[
\begin{align*}
\tilde{k}_{iS}, & \quad \tilde{k}_{iyS}, \quad \tilde{\mathbf{E}}_{iS}, \quad \tilde{\Phi}_{iS} \\
\tilde{k}_{iS}, & \quad \tilde{k}_{iyS}, \quad \tilde{\mathbf{E}}_{iS}, \quad \tilde{\Phi}_{iS} \\
\tilde{\Phi}_i & = \tilde{\Phi}_i^\prime \\
\end{align*}
\]

At the surface $R$:

\[
\begin{align*}
\tilde{k}_{iR}, & \quad \tilde{k}_{iyR}, \quad \tilde{\mathbf{E}}_{iR}, \quad \tilde{\Phi}_{iR} \\
\tilde{k}_{iR}, & \quad \tilde{k}_{iyR}, \quad \tilde{\mathbf{E}}_{iR}, \quad \tilde{\Phi}_{iR} \\
\tilde{\Phi}_i & = \tilde{\Phi}_i^\prime \\
\end{align*}
\]

At the surface $T$:

\[
\begin{align*}
\tilde{k}_{iT}, & \quad \tilde{k}_{iyT}, \quad \tilde{\mathbf{E}}_{iT}, \quad \tilde{\Phi}_{iT} \\
\tilde{k}_{iT}, & \quad \tilde{k}_{iyT}, \quad \tilde{\mathbf{E}}_{iT}, \quad \tilde{\Phi}_{iT} \\
\tilde{\Phi}_i & = \tilde{\Phi}_i^\prime \\
\end{align*}
\]

Here, the $\Phi_{JC}$ terms are the complete path-dependent phase functions of the fields $\mathbf{E}_{JC}$, interpreted similarly as $\Phi_{il}$ [Eq. (43)]. These path-dependent phases do not involve any sign-compensation convention for the field amplitude values [Appendix A]; and hence we get $\Phi_{il} = \Phi_{il}^\prime = \Phi_{il} - \Phi_{il}^\prime$ — a generalized phase-matching for non-planar waves. The above data grids at all the $C$ surfaces, along with the phase-difference term $\Phi_E$ [Eq. (31)] and the reference phase $\Phi_D = 0$ [Eq. (47)], completely determine all the field profiles $\mathbf{E}_{JC}^\prime$.

The principle of energy conservation is utilized to verify the correctness of our simulation. We numerically verify all energy conservation relations of the following forms, and the ones derivable from these, by using the obtained field data:

\[
\begin{align*}
\tilde{p}_{0X,Y}^X & = \tilde{p}_{0Y}^X = \tilde{p}_{0Y}^X, \\
\tilde{p}_{rX,Y} & = \tilde{p}_{rY}^X, \\
\tilde{p}_{iT}^X & = \tilde{p}_{iT}^X, \\
\tilde{p}_{JC}^X & = \tilde{p}_{JC}^X, \\
\end{align*}
\]

where, $\tilde{P}_{JC}$ denotes the total power of the field $\mathbf{E}_{JC}^\prime$. Moreover, at each point $(x^{(S)},y^{(S)},0^{(S)})$, we numerically verify the intensity relations

\[
\begin{align*}
\mathcal{I}_{iS} = \mathcal{I}_{iS}^X + \mathcal{I}_{iS}^Y, \\
\mathcal{I}_{iS}^X = \mathcal{I}_{iS}^Y + \mathcal{I}_{iS}^I, \\
\mathcal{I}_{iS} = \mathcal{I}_{rS} + \mathcal{I}_{iS}^I, \\
\end{align*}
\]

which are re-expressions of the well-known Fresnel formalism result: reflectivity + transmissivity = 1 [1-3]. These observations further verify the correctness of our simulation.
B. Demonstration : Simulated Field Profiles

In this subsection we give an example of field-data generation by taking some specific simulation-parameter values. We take \( \lambda = 632.8 \text{ nm} \); \( n_1 = 1 \), \( n_2 = 1.52 \); input power \( P_0 = 1 \text{ mW} \) (this determines \( \xi_{900} \) in Eqs. (32, 33)); \( \theta_E = 45^\circ \); \( \Phi_E = \pi/2 \); \( u_0 = 7 \text{ mm} \); \( f = 3.5 \text{ cm} \) (hence, \( 2\theta_D \approx 22.62^\circ \)); \( \theta_a = 45^\circ \); distances \( O_1O_S = O_SO_{j} = 5 \text{ cm} \). We have chosen a large enough divergence \( 2\theta_D \) to demonstrate that our formalism is applicable — among other optical waves — to non-paraxial beams as well; as opposed to the standard formalisms, such as that of Ref. \([36]\), which are applicable only to paraxial beams.

We represent the computationally generated field data by using the specially designed profiles of Fig. 5. To explain these profiles, we first consider the projection of the field \( \tilde{\mathbf{E}}_{il}^{(1)X} \) on the surface \( I \), given by

\[
\tilde{\mathbf{E}}_{il}^{(1)X} = \hat{\mathbf{e}}_{il}^{(1)X} \mathbf{x}(i) + \hat{\mathbf{e}}_{igl}^{(1)X} \mathbf{y}(i); \tag{60}
\]

(a detailed analysis of such a projection, including its geometric phase characteristics, is discussed in Appendix F). We then consider an auxiliary field

\[
\tilde{\mathbf{E}}_{il}^{(1)X} = \hat{\mathbf{e}}_{il}^{(1)X} e^{i\omega t}; \tag{61}
\]

whose real part gives the physically appearing field projection at the surface \( I \). If this real field at any time \( t \) and at any point \( (x(i), y(i)) \) is represented by an arrow, then the variation of \( \omega t \) in range \([0, 2\pi]\) gives the complete trajectory of the tip of this arrow; which, in the case of \( \tilde{\mathbf{E}}_{il}^{(1)X} \), is a line-segment — since this field is locally linearly polarized. In Fig. 5(a), the field amplitude vector profile \( \tilde{\mathbf{E}}_{il}^{(1)X} \) is represented by such line-segments at the surface \( I \). The white dot associated with each line-segment represents the arrow-tip position of \( \text{Re} \left( \tilde{\mathbf{E}}_{il}^{(1)X} \right) \) at \( t = 0 \). Additionally, the intensity profile \( I_{il}^{(1)} \) of the field \( \tilde{\mathbf{E}}_{il}^{(1)X} \) is shown in the background.

A similar representation of the field profile \( \tilde{\mathbf{E}}_{il}^{(1)Y} \), involving the projection and auxiliary fields

\[
\tilde{\mathbf{E}}_{il}^{(1)Y} = \hat{\mathbf{e}}_{izl}^{(1)Y} \mathbf{x}(i) + \hat{\mathbf{e}}_{iyl}^{(1)Y} \mathbf{y}(i), \quad \tilde{\mathbf{E}}_{il}^{(1)Y} = \hat{\mathbf{e}}_{il}^{(1)Y} e^{i\omega t}; \tag{62}
\]

and the intensity profile \( I_{il}^{(1)} \), is given in Fig. 5(b).

The projection of the field \( \tilde{\mathbf{E}}_{il}^{(1)} \) has a complex form

\[
\tilde{\mathbf{E}}_{il}^{(1)} = \left( \hat{\mathbf{e}}_{izl}^{(1)} + e^{i\Phi_E} \hat{\mathbf{e}}_{iyl}^{(1)} \right) \mathbf{x}(i) + \left( \hat{\mathbf{e}}_{ixl}^{(1)} + e^{i\Phi_E} \hat{\mathbf{e}}_{iyl}^{(1)} \right) \mathbf{y}(i). \tag{63}
\]

So, the representative arrow-tip of the corresponding real-auxiliary field \( \text{Re} \left( \tilde{\mathbf{E}}_{il}^{(1)} \right) \) traverses an elliptical trajectory with the variation of \( \omega t \). In Fig. 5(c), the profile \( \tilde{\mathbf{E}}_{il}^{(1)} \) is represented by such ellipses (dark orange: right elliptical polarization; light green: left elliptical polarization) at the surface \( I \); with the white dot associated with each ellipse representing the arrow-tip position of \( \text{Re} \left( \tilde{\mathbf{E}}_{il}^{(1)} \right) \) at \( t = 0 \). The corresponding intensity profile \( I_{il}^{(1)} \) is shown in the background. One can visualize that the field profile of Fig. 5(b) is first given an additional phase \( \Phi_E \), and then is superposed with the field profile of Fig. 5(a) to obtain the profile of Fig. 5(c).

Figures 5(a–c) do not contain any contribution from the phase function \( \tilde{\Phi}_{il} \), which is separately represented in Fig. 5(d). The functional form of \( \tilde{\Phi}_{il} \) is given simply by Eq. (43). The \( \tilde{\Phi}_{il} \) value at the origin \( O_I \) is \( \Phi_{0i} = n_1 k |f| \). Using this value as a reference, in Fig. 5(d) we plot a relative phase function

\[
\Delta\tilde{\Phi}_{il} = \tilde{\Phi}_{il} - \Phi_{0i}, \tag{64}
\]

which well-represents the phase function \( \tilde{\Phi}_{il} \). As understood from the discussion of Subsection IV B, all surface elements corresponding to the same wavefront have the same phase; whereas, surface elements corresponding to different wavefronts have different phases [Fig. 4]. This phase variation over the surface \( I \) is represented by the profile of Fig. 5(d). In other words, the phase variation of Fig. 5(d) signifies the wavefront-curve of the field \( \tilde{\mathbf{E}}_{il}^{(1)} \). As per our constructed model, the 2D gradient of \( \tilde{\Phi}_{il} \) at the surface \( I \) is given by \( \hat{k}_{il}^{(1)} \mathbf{x}(i) + \hat{k}_{yl}^{(1)} \mathbf{y}(i) \), which we have verified computationally.

Thus, Figs. 5(a–d) give a full representation of the complete incident field \( \tilde{\mathbf{E}}_{il}^{(1)} \) of Eq. (47). In a similar way, Figs. 5(e–h) represent the complete reflected field \( \tilde{\mathbf{E}}_{il}^{(1)} \) and Figs. 5(i–l) represent the complete transmitted field \( \tilde{\mathbf{E}}_{il}^{(1)} \) [Subsection IV G] by involving the corresponding projection fields, auxiliary fields and intensity profiles. The relative phase functions shown in Figs. 5(h, l) are \( \Delta\tilde{\Phi}_{il} = \tilde{\Phi}_{il} - \Phi_{0il} \), where the reference phase term \( \Phi_{0il} \) is the phase of the field \( \tilde{\mathbf{E}}_{il}^{(1)} \) at the origin \( O_I \). We have also obtained similar representative profiles for the complete fields \( \tilde{\mathbf{E}}_{il}^{(1)} \) in the simulation.

Inhomogeneous Polarization and Beam Shifts: Figures 5(a–c, e–g, i–k) show that the field profiles \( \tilde{\mathbf{E}}_{il}^{(1)}X, \tilde{\mathbf{E}}_{il}^{(1)}Y, \tilde{\mathbf{E}}_{il}^{(1)}Y \) are radically different from the corresponding \( \tilde{\mathbf{E}}_{il}^{(1)}X, \tilde{\mathbf{E}}_{il}^{(1)}Y, \tilde{\mathbf{E}}_{il}^{(1)}Y \) incident-field profiles (i.e. the Fig.-5(e, i)-profiles are different from the corresponding Fig.-5(a)-profile; the Fig.-5(f, j)-profiles are different from the corresponding Fig.-5(b)-profile; the Fig.-5(g, k)-profiles are different from the corresponding Fig.-5(c)-profile). The spatial variations of the \( \tilde{\mathbf{E}}^{(1)X}, \tilde{\mathbf{E}}_{il}^{(1)Y}, \tilde{\mathbf{E}}_{il}^{(1)Y} \) polarization-projections are not simply the distortion-effect due to the wavefront-curve [Appendix F] (which, nevertheless, contributes as well); but the momentum-spatial variation of the \( \tilde{\mathbf{J}}_{il}^{(1)} \) matrices [Eqs. (11, 12)] via Eqs. (13), for the different con-
The profiles are for functions of coordinates \( S \) angular \( G H \) and \( I F \) shifts [36] for both the reflected and transmitted cases, as well as compared to the incident wavefront-shape [Appendix E]. In addition, the transmitted wavefront-shape itself is distorted as compared to the incident wavefront-shape [Appendix E], as understood from Fig. 5.(i).

These polarization variations are coupled with variations in intensity profiles, as observed in Fig. 5. Each \( \mathcal{I}_{J'} \) intensity profile \((J' = R, T)\) is considerably different from the \( \mathcal{I}_I \) profile because of the above effects. While the \( \mathcal{I}_I \) centroid appears at the origin \( O_I \) in our simulated model, the \( \mathcal{I}_{J'} \) centroid in general appears at a point \((x_{J'}^{(J)}, y_{J'}^{(J)})\) — shifted from the origin \( O_{J'} \).

The longitudinal shift \( x_{G}^{(J')} \) is a manifestation of GH shift [14–21, 32–36]; and the transverse shift \( y_{F}^{(J')} \) is a manifestation of IF shift [22–36]. In the simulation, we can vary the distance \( O_S O_{J'} \) [Fig. 3]; and create plots of \( x_{G}^{(J')} \) and \( y_{F}^{(J')} \) as functions of \( O_S O_{J'} \). Such plots contain sufficient information to determine the spatial and angular GH and IF shifts [36] for both the reflected and transmitted beams at the dielectric interface \( S \).

We have observed in the simulation that no transverse shifts occur to the individual \( \mathcal{I}_X \) and \( \mathcal{I}_Y \) profiles (i.e. the centroids of the Fig.-5(e, i)-profiles are not transverse-shifted with respect to the centroid of the Fig.-5(a)-profile; and the centroids of the Fig.-5(f, j)-profiles are not transverse-shifted with respect to the centroid of the Fig.-5(b)-profile). They undergo only longitudinal shifts, say \( x_{G}^{(J')}X \) and \( x_{G}^{(J')}Y \), which are considerably different from each other. Since \( \mathcal{E}_{J'}^{(J')}X \) is mostly \( x^{(J')} \)-polarized [Figs. 5(e, i)] and \( \mathcal{E}_{J'}^{(J')}Y \) is mostly \( y^{(J')} \)-polarized [Figs. 5(f, j)], the difference between \( x_{G}^{(J')}X \) and \( x_{G}^{(J')}Y \) appears as an effective polarization separation. However, no polarization-induced wavevector-separation (i.e. birefringence) occurs in the system; and the effective polarization separation occurs simply because of the difference between the \( \mathcal{I}_X \) and \( \mathcal{I}_Y \) profiles. We refer to this phenomenon as a pseudo-birefringence at the dielectric interface, which can be easily observed experimentally by implementing optical weak-measurement–post-selection methods [31, 33, 37, 38, 40–42].

The projected field \( \mathcal{E}_{J'}^{(J')} \) can be decomposed into \( \mathcal{E}_{J'}^{(J')} \) and \( \mathcal{E}_{J'}^{(J')} \).

![Graphical representations of the electric fields \( \mathcal{E}_{J'}^{(J')} \) in terms of the quantities \( \Delta \Phi_{J;J'} \) as functions of coordinates \( (x^{(J)}, y^{(J)}) \) \((J = I, R, T)\) for the chosen simulation parameters (full description in Subsection V B). The profiles are for (a) \( \mathcal{E}^{(J)}_{I'I} \); (b) \( \mathcal{E}^{(J)}_{I'R} \); (c) \( \mathcal{E}^{(J)}_{I'T} \); (d) \( \Delta \Phi_{I;I} \); (e) \( \mathcal{E}^{(J)}_{R'R} \); (f) \( \mathcal{E}^{(J)}_{R'R} \); (g) \( \Delta \Phi_{R;R} \); (h) \( \mathcal{E}^{(J)}_{I'I} \); (i) \( \mathcal{E}^{(J)}_{I'R} \); (j) \( \mathcal{E}^{(J)}_{I'T} \); (k) \( \mathcal{E}^{(J)}_{R'R} \); (l) \( \Delta \Phi_{R;R} \).](image)
spin-polarization states. If the centroid positions of these spin-decomposed fields are \((x_1^{(J)}, y_1^{(J)})\), then \(x_\pm\) signify longitudinal spin shifts [35] and \(y_\pm\) signify transverse spin shifts (which include spin-Hall shifts) [27–31, 35, 44] — both of which can be determined in our simulation. Our simulated system thus shows that these spin-shifts appear not due to any wavevector deflection, but due to the difference between the spin-decomposed field intensity profiles.

Finally, all the effects mentioned in this subsection rely on beam-divergence. The extent of these effects can be directly controlled by varying the divergence angle \(2\theta_D\) of the incident beam-field \(\tilde{E}_{iI}^{(J)}\). In particular, the variation of these effects, as the \(\tilde{E}_{iI}^{(J)}\) beam-field is transformed from paraxial to non-paraxial domain, can be effectively studied by using our simulation. Our works on these beam-shifts and other relevant effects will be reported elsewhere (e.g. Ref. [57]).

VI. APPLICABILITY AND GENERALIZATION

Our formalism not only re-expresses the dielectric reflection-transmission problem of complex optical waves in an elegant mathematical structure; but also serves the purpose of a unified mathematical formalism that enables the analysis of all related problems in a single generalized method. The compact calculating steps also ensure a remarkable computational efficiency [Section VII] while simulating a reflection-transmission model of complex optical waves at a plane dielectric interface.

We have demonstrated our formalism in terms of partial reflection-transmission of a model optical wave at a single plane dielectric interface. However, because of the generic nature of the \(\tilde{y}_S^{(S)}\) matrices [Eq. (11, 12)], our formalism is applicable to a significantly generalized class of optical systems. Here we describe some direct applications of our formalism, followed by generalizations.

A. Direct Applications

Taking the \(\tilde{E}_{iI}^{(J)}\) field as a paraxial Gaussian beam field, our formalism explores the properties of the corresponding reflected and transmitted fields \(\tilde{E}_{jJ}^{(J')\prime}\), including their GH and IF shifts — thus confirming the results of Dennis, Götte, Löfler [37–39] and Blokh-Aiello [36]. Expressing \(\tilde{E}_{jJ}^{(J')\prime}\) in terms of the \(\tilde{\sigma}_\pm\) spin-polarization eigenstates, the formalism reproduces the SHEL results obtained by Hosten-Kwiat [31] and Xie et al. [44]. Taking \(\tilde{E}_{iI}^{(J)}\) as a dipole radiation field [1], our formalism reproduces Berry’s results on reflected dipole radiation [43]. Thus, our single formalism can analyse systems involving optical waves ranging from collimated and paraxial beams to full spherical waves — including non-paraxial beams and other intermediate waves with arbitrary divergence/convergence. One such example is the system described by Barczyk et al. [48], which shows the generation of vectorial vortex due to Brewster reflection of a non-vortex beam. We have explored the generic presence of both phase and polarization singularities in a Brewster-reflected paraxial beam by using this formalism [57].

The Fourier decomposition case enables us to analyse a very large class of complex optical waves. As a significant example, we mention here the reflection-transmission problem of vortex beams. Li et al. have explained how to express a vortex beam field in terms of Fourier component plane waves [45]. By using these component waves in our formalism, we can find the reflected and transmitted vortex beam fields. Significant results in the literature, such as the ones by Dennis-Götte [46] and Yavorsky-Brasselet [47], can thus be efficiently reproduced by using our formalism. Subsequently, we are also able to search for new and significant effects in complex optical systems by using the corresponding simulated models.

B. Total Internal Reflection

For \(n_1 > n_2\) and \(\theta_i > \theta_c\), the critical angle [1–3], we get \((n_1^2k^2 - k_{\pm zS}^{(S)} - n_2^2k^2)\) [Eq. (3)], which makes the component \(k_{\pm zS}^{(S)}\) purely imaginary. This is the case of total internal reflection. Equations (46–57) are applicable to the total internal reflection case also; however, the terms \(k_{IT}^{(S)}, \Phi_{IT}\) and \(g_{IT}\) [Eq. (57)] require special interpretations here.

We know that, \(k_{IT}^{(S)} = k_{IS}^{(S)},\) since the wavevector remains unchanged due to propagation. For imaginary \(k_{\mp zS}^{(S)}\), we write \(k_{\mp zS}^{(S)} = ik_{\mp zS}^{(S)},\) where \(k_{\mp zS}^{(S)} = \pm k_{\pm zS}^{(S)}\). Then, the wavevector \(k_{IS}^{(S)}\) is expressed as

\[
k_{IS}^{(S)} = k_{txS}^{(S)} \hat{x}^{(S)} + k_{tyS}^{(S)} \hat{y}^{(S)} + ik_{txS}^{(S)} \hat{z}^{(S)}.
\]

The phase term \(\Phi_{IT}\) is then obtained in the form

\[
\Phi_{IT} = k_{IS}^{(S)} \cdot \Delta r_{TS}^{(S)} = \Phi_{xyTS} + i\Phi_{xTS};
\]

where, \(\Phi_{xyTS} = k_{IS}^{(S)} \Delta x^{(S)} + k_{IS}^{(S)} \Delta y^{(S)};\) \(\Phi_{xTS} = k_{IS}^{(S)} \Delta z^{(S)}\).

Using Eq. (66) in Eq. (57), we get

\[
\tilde{E}_{IT}^{(T)} = g_{IT} \tilde{E}_{TS}^{(S)} \tilde{R}_{IT}^{(S)} \tilde{E}_{iI}^{(J)} e^{-\Phi_{xTS} e^{i(\Phi_{xyTS} + \Phi_{xTS})}}.
\]

So, the phase term \(\Phi_{xyTS}\) implies a transmitted wave propagation on the surface \(S\) along the direction \(k_{IS}^{(S)} \hat{x}^{(S)} + k_{IS}^{(S)} \hat{y}^{(S)}\), while the factor \(e^{-\Phi_{xTS}}\) gives an exponential decay of the field amplitude along \(\hat{z}^{(S)}\) [1, 3].
The factor $g_{TS}$ is unity for a Fourier component plane wave. However, the wavefront for the surface-element decomposition case is to be reinterpreted here. We can define the wavefront as the surface in 3D space on which the electric field $E_{iF}^{(T)}$ exists. A surface element on this wavefront expands/contracts as the wave propagates on the interface. This change in size determines the factor $g_{TS}$ in the wavefront-surface-element decomposition case.

With the above reinterpretations, our formalism is readily applicable to the problems involving total internal reflection of complex optical waves.

VII. COMPUTATIONAL ASPECTS

A standard and widely-used simulation method for electromagnetic field problems is the finite difference time domain (FDTD) method [58], which numerically solves differential equations to compute electromagnetic field data. While this method requires heavy computation, it has immense potential to be used in complex systems where analytical solutions are not possible. However, the reflection/transmission problem of complex optical waves at a plane dielectric interface is an analytically solvable problem. To implement the FDTD method in such an analytically solvable problem is practically a waste of computational time. Our formalism has both analytical [Sections III, IV] and computational [Section V] aspects; and it works based on the idea of using analytical expressions wherever applicable. Our algorithm, as one can qualitatively visualize, first creates data-points; and then simply evaluates already-derived analytical expressions there — resulting in the first stage of high computational efficiency-gain over the standard FDTD method.

The second stage of efficiency-gain arises from the fact that the FDTD simulation of a 3D system usually requires a 3D mesh. However, our algorithm requires only 2D data grids at the $C$ surfaces even without loosing any information of the optical fields — thus reducing the problem to a 2D simulation. This results in the second stage of high efficiency-gain.

The third stage in efficiency-gain results from the use of the $J_S^{(S)}$ matrices [Eqs. (11, 12)]. As explained in Subsection III B, by directly using the $J_S^{(S)}$ matrices we avoid all intermediate calculating steps involving the local $S'$ coordinate systems. Avoiding all the corresponding intermediate computations in the simulation thus gives a remarkable efficiency-gain as compared to any simulation which uses Fresnel coefficients.

Our algorithm also provides a remarkable gain in numerical accuracy. Since the computation is based on evaluation of analytical expressions, the data are remarkably accurate as compared to the FDTD simulation data which are generated by numerical solutions of differential equations. The only sources of numerical errors are the numerical integrations, which are used while finding the centroid positions of the intensity profiles [Subsection V B]. However, given the above high efficiency-gains, we can use a much larger size of data-grids at the $C$ surfaces, as compared to the number of surface-points in a corresponding FDTD simulation that would take a comparable computational time in the same hardware. Hence, we achieve a remarkable gain in numerical accuracy as well.

Apart from the efficiency and accuracy gains, we are also able to make a choice between the Fourier decomposition and the wavefront-surface-element decomposition methods. As discussed in Section IV, the wavefront-surface-element decomposition is a straightforward method, easily implemented on spherical, cylindrical and other simple-shaped wavefronts. On the other hand, the Fourier decomposition is a more general approach — the preferred method for general optical waves where a simple surface-element decomposition is not achieved.

We have written our current simulation codes in Matlab (R2018a). We have run these codes in a Dell G7 7588 laptop that houses an Intel 8th Gen Core i9-8950HK CPU, 16 GB RAM and an NVIDIA GeForce GTX 1060 GPU. We have implemented GPU-computation wherever applicable. In a sample run we use data-grids of size 1000 × 1000. During the simulation-run, the CPU operates at a boosted clock-speed ∼ 4.2 GHz; while Matlab uses ∼ 1.4 GB RAM and ∼ 200 MB GPU memory. The time taken by this run, computing all the functional data-grids mentioned in Subsection V A, is ∼ 20 s.

VIII. CONCLUSION

We have introduced a generalized formalism, by which the reflection and transmission of complex optical waves at a plane dielectric interface can be analysed completely with remarkable computational efficiency. The central step in this formalism is the application of two generalized matrix operators — the reflection and transmission coefficient matrices — to the constituent plane-wave fields of the considered incident complex wave to obtain the corresponding reflected and transmitted constituent plane-wave fields. This step acts as a physically equivalent, but mathematically elegant and computationally efficient replacement to the usual Fresnel formalism. We have derived these matrices; and have given the complete mathematical details of a physical scenario by implementing these matrices — thus describing our generalized matrix transformation formalism. The use of exact 3D wavevector and electric field expressions gives the formalism a very generic nature, which enables us to analyse a very large class of complex optical waves, with automatically retaining the wavefront curvature and geometric phase information.

We have demonstrated the working of our formalism by using it in a simulated Gaussian beam model. We have demonstrated how we can analytically create the incident field information; computationally generate the reflected and transmitted field data; and extract physically
significant information about the optical fields from the generated data. While our present simulated model utilizes wavefront-surface-element decomposition method, we are also able to utilize Fourier decomposition method in the same formalism for various complex waves in general. In this way, simulated models can be created for a very large class of dielectric reflection-transmission problems of complex optical waves, including vortex beam problems, total internal reflection—all realizable based on our single generalized matrix transformation formalism. We have briefly discussed how our formalism, under different conditions, reproduces many novel optical phenomena described in the current literature.

APPENDICES

Appendix A: Electric Field Amplitude and Phase Conventions

From Fresnel coefficient applications [1–3] with \( n_2 > n_1 \), we know that the TM and TE reflected field projections at the dielectric interface have directions opposite to the corresponding incident field projections, for the angle-of-incidence ranges \( 0 \leq \theta_i < \theta_B \) (Brewster angle) and \( 0 \leq \theta_i < 90^\circ \) respectively. Thus, direction-flips of the concerned incident fields are observed upon reflection in these cases. It is a usual practice to identify the unsigned field value as the amplitude; and to interpret the sign-flip as a phase change of \( \pi \) upon reflection.

However, even if the above representation is suitable (but not compulsory) for uniformly polarized plane waves, it creates inconveniences for the case of inhomogeneously polarized fields—the kind of fields we deal with in the present work. To demonstrate this with an example, we consider a plane-wave beam-field of the form

\[
E = E e^{i(\mathbf{k} \cdot \mathbf{r} - \omega t + \Phi_O)} = \mathcal{E} \hat{x} e^{i(\mathbf{k} \cdot \mathbf{r} - \omega t + \Phi_O)}, \quad (A1)
\]

where, the various terms have their usual meanings (\( \Phi_O \equiv \text{reference phase term} \)); and we have omitted the coordinate system identifier superscript ‘(C)’ for simplicity, because all quantities are expressed in the same C coordinate system. The function \( \mathcal{E} \equiv \mathcal{E}(x, y) \) is a 2D Hermite-Gaussian function with range of values \( \mathcal{E} < 0 \) for \( x < 0 \); \( \mathcal{E} \geq 0 \) for \( x \geq 0 \). To use the non-negative amplitude convention in this case, one can write

\[
\mathcal{E} = \mathcal{E}' e^{i\Phi_\pi}; \quad \mathcal{E}' = |\mathcal{E}|; \quad \Phi_\pi = \begin{cases} 0 & \text{for } x \geq 0; \\ \pi & \text{for } x < 0; \end{cases} \quad (A3)
\]

and then re-express \( \mathbf{E} \) as

\[
\mathbf{E} = \mathcal{E}' \hat{x} e^{i(\mathbf{k} \cdot \mathbf{r} - \omega t + \Phi_O + \Phi_\pi)}. \quad (A4)
\]

The function \( \mathcal{E}' \) is then identified as the non-negative amplitude; while the sign-flip is compensated by the discontinuous phase function \( \Phi_\pi \). The \( \pi \)-discontinuity in \( \Phi_\pi \) at \( x = 0 \) [Eq. (A3)] is manifested in the field-expression of Eq. (A4) as a \( \lambda/2 \) step in the wavefront. Thus, the non-negative amplitude convention re-expresses the plane-wave beam-field \( \mathbf{E} [\text{Eq. (A1)}] \) as a beam-field with wavefront-dislocation [4] [Eq. (A4)]. While such a convention is not inconvenient for either only \( \mathcal{E} \geq 0 \) fields or only \( \mathcal{E} < 0 \) fields, it creates inconveniences for complicated fields with sign-flips—by introducing \( \lambda/2 \) dislocations at the corresponding places on the wavefronts.

To resolve this problem, we discard the non-negative amplitude convention for general purposes. We consider \( \mathcal{E} [\text{Eq. (A2)}] \) as the amplitude value [60]; and the vector \( \mathbf{E} = \mathcal{E} \hat{x} [\text{Eq. (A1)}] \) as the amplitude vector—without interpreting sign-flips as \( \pi \) phase jumps. In general, we consider vector functions of the form

\[
\mathbf{E} = \mathbf{E}_1 + e^{i\Phi} \mathbf{E}_2
\]

\[
\equiv (a_x + ib_x) \hat{x} + (a_y + ib_y) \hat{y} + (a_z + ib_z) \hat{z} \quad (A5)
\]

as the complex amplitude vector functions. Such a complex amplitude vector physically represents an appropriately oriented polarization ellipse in 3D space. We consider the electric fields \( \mathbf{E}_1 = \mathcal{E} e^{i(\mathbf{k} \cdot \mathbf{r} - \omega t)} \) and \( \mathbf{E}_2 = (\mathcal{E}) e^{i(\mathbf{k} \cdot \mathbf{r} - \omega t)} \) as two different fields for a general analysis; and bring in the context of their physical equivalence only if it is required for specific interpretations. The amplitude vectors explicitly contain only the phase-difference term \( \Phi \) as in Eq. (A5) (e.g. \( \Phi_E \) of Eq. (31)). Additionally, the geometric phase characteristics of the fields are derived from these complex amplitude vector functions [Appendix F].

On the other hand, we also do not restrict the phase of a field within any limited range, e.g. \([\pi/2, \pi/2] \) or \([0, \pi] \). The phase contains three terms [Eq. (A1)]—the path dependent \( \mathbf{k} \cdot \mathbf{r} \) term; the \( \omega t \) term; and the reference phase term \( \Phi_O \), if any (e.g. as in Eq. (29))—but no sign-compensating \( \pi \)-jump.

A closely related but different computational \( \pi \)-phase-jump situation arises while expressing the complex quantities \( a_x + ib_x (s = x, y, z) \) of Eq. (A5) in the form

\[
a_x + ib_x = (a_x^2 + b_x^2)^{\frac{1}{2}} e^{i\tan^{-1}(b_x/a_x)}. \quad (A6)
\]

While Eq. (A6) is mathematically correct, a computer code simply takes the value of \( \tan^{-1}(b_x/a_x) \) in the principal value range \([\pi/2, \pi/2] \]; and hence, a discontinuity of \( \pi \) arises at \( a_x = 0 \). To remove this discontinuity and to include the full range \((\pi, \pi)\) of \( \tan^{-1}(b_x/a_x) \) in the simulation, we implement the following conditions in the codes:

(i) \( 0 \leq \Phi_s \leq \pi/2 \) for \( a_x \geq 0, b_x \geq 0 \);
(ii) \( \pi/2 < \Phi_s \leq \pi \) for \( a_x < 0, b_x \geq 0 \);
(iii) \( -\pi < \Phi_s < -\pi/2 \) for \( a_x < 0, b_x < 0 \);
(iv) \( -\pi/2 \leq \Phi_s < 0 \) for \( a_x \geq 0, b_x < 0 \);

where, \( \Phi_s = \tan^{-1}(b_x/a_x) \). It is to be noticed that the representation of Eq. (A6) does not contradict with the
previously described complex amplitude vector convention; because, not \((a^2_b + b^2_a)^{1/2}\), but the entire quantity \((a^2_k + b^2_k)^{1/2}e^{i\tan^{-1}(b_k/a_k)}\) is the \(s\)-component of the complex amplitude vector.

Nevertheless, our complex amplitude and phase conventions can readily put forward the wavefront-plex amplitude vector.

Having the same wavevector as 

We now consider the real magnetic field amplitude vector 

For each \(j = i, r, t\), we first consider two different electric fields with real amplitude vectors

having the same wavevector

both \(\mathcal{E}^a_j\) and \(\mathcal{E}^b_j\) are orthogonal to \(k_j\), thus satisfying

Multiplying \(k_j \cdot \mathcal{E}^b_j\) by \(i = e^{i\pi/2}\), and adding to \(k_j \cdot \mathcal{E}^a_j\), we get

Thus, the single complex electric field amplitude vector \(\mathcal{E}_j\) is orthogonal to \(k_j\), verifying Eq. (9). This orthogonality physically signifies that, in 3D space, the wavevector \(k_j\) is orthogonal to the plane of the polarization ellipse represented by the complex amplitude vector \(\mathcal{E}_j\).

We now consider the real magnetic field amplitude vectors \(\mathcal{H}^a_j\), \(\mathcal{H}^b_j\) corresponding to \(\mathcal{E}^a_j\), \(\mathcal{E}^b_j\); given by Eq. (4) as

Multiplying Eq. (B6b) by \(i = e^{i\pi/2}\), and adding to Eq. (B6a), we get

Thus, the single complex magnetic field amplitude vector \(\mathcal{H}_j\), that corresponds to the single complex electric field amplitude vector \(\mathcal{E}_j\) [Eq. (B5)], satisfies Eq. (4).

The \(s' = x, y\) components of \(\mathcal{E}^j_s\), \(\mathcal{E}^j_t\), for \(j = i, r, t\), satisfy Eqs. (5, 6):

where, \(\mathcal{E}_{js'} = a_{js'} + ib_{js'}\) terms are the \(s'\)-components of \(\mathcal{E}_j\) [Eq. (B5)]. This verifies Eqs. (5, 6) for the complex \(\mathcal{E}_j\). In a similar way, by considering component representations of \(\mathcal{H}^a_j\), \(\mathcal{H}^b_j\), \(\mathcal{H}_j\), Eqs. (7, 8) are verified for the complex \(\mathcal{H}_j\) [Eq. (B7)].

Appendix C: Derivation of Eqs. (10–12)

Here we show the derivation of Eqs. (10–12). Here, all amplitude vector components are complex in general, as discussed in Appendices A, B. Also, like Appendix B, we omit the subscript \(S\) and the superscript \(\langle S\rangle\) for simplicity.

Expanding Eq. (4) for \(j = i, r, t\) using Eq. (1), and then using in Eqs. (7, 8), we get

Expanding Eq. (9) for \(j = i, r, t\) using Eq. (1), and rearranging, we get

Using Eqs. (C3–C5) in Eqs. (C1, C2), we get

Substituting \(\xi_{iz}\) and \(\xi_{iy}\) from Eqs. (5, 6) to Eqs. (C6, C7), and rearranging, we get

where, the \(\mathcal{E}_{js'} = a_{js'} + ib_{js'}\) terms are the \(s'\)-components of \(\mathcal{E}_j\) [Eq. (B5)]. This verifies Eqs. (5, 6) for the complex \(\mathcal{E}_j\). In a similar way, by considering component representations of \(\mathcal{H}^a_j\), \(\mathcal{H}^b_j\), \(\mathcal{H}_j\), Eqs. (7, 8) are verified for the complex \(\mathcal{H}_j\) [Eq. (B7)].
where, \( C_{xx} = (k_{tx} + k_{tz}) (k_{tx}^2/k_{tx}k_{tz} + 1) \); (C9a) \\
\( C_{yy} = (k_{ty} + k_{tz}) (k_{ty}^2/k_{ty}k_{tz} + 1) \); (C9b) \\
\( C_{xy} = k_{tx}k_{ty}(k_{tx} + k_{tz})/k_{tx}k_{tz} \); (C9c) \\
\( D_{xx} = (k_{tx} - k_{tz}) (k_{tx}^2/k_{tx}k_{tz} - 1) \); (C9d) \\
\( D_{yy} = (k_{ty} - k_{tz}) (k_{ty}^2/k_{ty}k_{tz} - 1) \); (C9e) \\
\( D_{xy} = k_{tx}k_{ty}(k_{tx} - k_{tz})/k_{tx}k_{tz} \). (C9f)

We have verified that \[ \begin{bmatrix} C_{xy} & C_{yy} \\ C_{xx} & C_{xy} \end{bmatrix} \] is non-singular. So, we solve Eq. (C8) for \[ \begin{bmatrix} \mathcal{E}_{rx} \\ \mathcal{E}_{ry} \end{bmatrix} \] and obtain

\[
\begin{bmatrix} \mathcal{E}_{rx} \\ \mathcal{E}_{ry} \end{bmatrix} = \begin{bmatrix} \frac{A_{x}A_{z} - A_{y}A_{x}}{A_{y}} & \frac{A_{y}A_{z} - A_{y}A_{x}}{A_{y}} \\ \frac{A_{y}A_{z} - A_{y}A_{x}}{A_{y}} & \frac{A_{x}A_{z} - A_{y}A_{x}}{A_{y}} \end{bmatrix} \begin{bmatrix} \mathcal{E}_{ix} \\ \mathcal{E}_{iy} \end{bmatrix}.
\] (C10)

Finally, using Eqs. (C10, C11) in Eqs. (C4, C5), and simplifying by using Eqs. (13, C3), \( \mathcal{E}_{rx} \) and \( \mathcal{E}_{ry} \) are obtained as

\[
\mathcal{E}_{rx} = -A_{0}A_{01} \mathcal{E}_{iz};
\] (C12)

\[
\mathcal{E}_{ry} = \frac{k_{iz}^2 (1 + A_{0}A_{01}) \mathcal{E}_{iz}}{1 - A_{0}A_{10}}; \quad \text{(C13)}
\]

where, \( A_{01} \) is given by Eq. (13a). Then, Eqs. (C10, C12) are combined and written as \( \mathcal{E}_{r} = \mathbf{r} \mathcal{E}_{i} \) (Eq. (10) for \( j' = r \)), where \( \mathbf{r} \) is the reflection coefficient matrix [Eq. (11)]. Similarly, Eqs. (C11, C13) are combined and written as \( \mathcal{E}_{i} = \mathbf{t} \mathcal{E}_{i} \) (Eq. (10) for \( j' = t \)), where \( \mathbf{t} \) is the transmission coefficient matrix [Eq. (12)].

**Appendix D: Derivation of Eqs. (40–42)**

The transformation of the wavevector \( \mathbf{k}^{(I)}_{0} \) [Eq. (30)] to the wavevector \( \mathbf{k}^{(I)}_{0} \) [Eq. (38)] can be understood in terms of geometrical rotations. We consider a coordinate system \( I' \) such that \( \mathbf{z}^{(I') = \mathbf{z}^{(I)} + \sin \phi_{I} \mathbf{x}^{(I)} + \cos \phi_{I} \mathbf{y}^{(I)} } \). The transformation of any vector from the \( I \) coordinate system to the \( I' \) coordinate system is obtained by the application of the rotation matrix \( \mathbf{R}_{I'I} \) [Eq. (41)]. Then, applying a rotation \( \mathbf{R}_{I'I'} \) [Eq. (42)] to the transformed wavevector \( \mathbf{k}^{(I')}_{I'} \) = \( \mathbf{R}_{I'I} \mathbf{k}^{(I)}_{0} \), and then transforming it back to the \( I \) coordinate system, we obtain the wavevector \( \mathbf{k}^{(I)}_{I} \). Thus,

\[
\mathbf{k}^{(I)}_{I} = \mathbf{R}_{I'I}^{-1} \mathbf{R}_{I'I'} \mathbf{R}_{I'I} \mathbf{k}^{(I)}_{0}. \quad \text{(D1)}
\]

Now, no rotation of the local electric field amplitude vector about the local wavevector should happen in this transformation [36]. This means that the same transformation \( \mathbf{R}_{I'I} \mathbf{R}_{I'I'} \mathbf{R}_{I'I} \) must be applied to the electric field amplitude vector \( \mathbf{E}^{(I)}_{0} \) [Eq. (31)] as well. However, there is also an overall change in the field amplitude value due to the change in the wavefront shape. We consider a plane-polar surface element of area \( dS = \rho^{(I)} \rho^{(I)} d\theta d\phi \) on the planar wavefront just before the lens \( L_{I} \) [Fig. 6]. This element transforms to a spherical surface element of area \( d\Omega = \rho^{(I)} \rho^{(I)} \cos \theta d\theta d\phi \) after passing through \( L_{I} \). We know that \( r_{I} \sin \theta_{I} = \rho^{(I)} \) [Eq. (37)]; and we have verified geometrically that

\[
r_{I} d\theta_{I} = \cos \theta_{I} d\rho^{(I)} \quad \text{(D2)}
\]

(usual differentiation of \( \rho^{(I)} = \rho^{(I)} \sin \theta_{I} \) is not applicable in this special scenario). Using these relations, we find that the area of the element changes by a factor \( dS/dS_{0} = \cos \theta_{I} \) So, the intensity changes by the inverse factor \( 1/\cos \theta_{I} \); and hence the electric field magnitude changes by the factor \( g_{I} = 1/\sqrt{\cos \theta_{I}} \) [Eq. (42)]. Thus, by applying the transformation \( \mathbf{R}_{I'I} \mathbf{R}_{I'I'} \mathbf{R}_{I'I} \) along with the amplitude modifying factor \( g_{I} \) to \( \mathbf{E}^{(I)}_{0} \), we obtain the electric field amplitude vector \( \mathbf{E}^{(I)}_{I} \) [Eq. (40)].

We have verified the correctness of Eq. (40) by utilizing energy conservation — we have verified by using Eqs. (31–33, 40–42) that the total powers of the fields \( \mathbf{E}^{(I)}_{0} \) (before \( L_{I} \)) and \( \mathbf{E}^{(I)}_{I} \) (just after \( L_{I} \)) are equal [Eq. (58a)].
Appendix E: A Note on the Factor $g_{TS}$ of Eq. (57)

The amplitude modifying multiplicative factor $g_{TS}$ is unity for the Fourier decomposition case [Subsection IV H]. However, for the wavefront-surface-element decomposition case it has a complicated form.

We consider the spherically diverging incident wave of our simulated model as an example. Though the reflected wave in this case retains the spherically diverging geometry, the transmitted wave does not. We have verified that, each surface element on any given transmitted wavefront has a unique set of polar radius of curvature, polar center of curvature, azimuthal radius of curvature and azimuthal center of curvature. The collection of the polar centers of curvature of all surface elements form a 3D caustic surface, from which the transmitted wave appears to be emitted.

Now, for one such surface element under consideration, we denote the polar and azimuthal radii of curvature at the surface $S$ as $r_{\theta S}$ and $r_{\phi S}$ respectively; and those at the surface $T$ as $r_{\theta T}$ and $r_{\phi T}$ respectively. Then, the change in area of the element due to the propagation is given by the factor $r_{\theta T} r_{\phi T} / r_{\theta S} r_{\phi S}$. The change in intensity is then given by the inverse factor $r_{\theta S} r_{\phi S} / r_{\theta T} r_{\phi T};$ and hence we obtain the amplitude modifying multiplicative factor as $g_{TS} = (r_{\theta S} r_{\phi S} / r_{\theta T} r_{\phi T})^{1/2}$.

Appendix F: Geometric Phase Consideration

In this section, we have conveniently omitted the phase terms of the form $(\mathbf{k} \cdot \Delta \mathbf{r} - \omega t + \Phi_D)$ for the simplicity of the discussions. Here, we demonstrate the nature of the geometric phase involved in our formalism by taking the example of a $\sigma^+$ spin-polarized $E_0^{(I)}$ field [Eq. (31)]. We take $\theta_E = 45^\circ$, $\Phi_p = \pi/2$ in Eqs. (31–33), and obtain

$$E_0^{(I)} = E_0 e^{-\rho_p^{(I)^2} / w_0^2} \left( \hat{x}^{(I)} + i \hat{y}^{(I)} \right).$$

After passing through the lens $L_I$, the functional form of the wavevector $\mathbf{k}_0^{(I)}$ is obtained by Eqs. (38, 39); and, via Eq. (40), the field $\mathbf{E}_0^{(I)}$ transforms to

$$\tilde{E}_i^{(I)} = E_0 e^{-\rho_p^{(I)^2} / w_0^2} \frac{1}{\sqrt{2 \cos \theta_I}} \begin{bmatrix} \tilde{e}_{ixI}^{(I)} \\ \tilde{e}_{iyI}^{(I)} \\ \tilde{e}_{izI}^{(I)} \end{bmatrix},$$

where

$$\tilde{e}_{ixI}^{(I)} = (\cos \theta_I \cos^3 \phi_I + \sin^2 \phi_I) - i \cos \phi_I \sin \phi_I (1 - \cos \theta_I);$$

$$\tilde{e}_{iyI}^{(I)} = -\cos \phi_I \sin \phi_I (1 - \cos \theta_I) + i (\cos \theta_I \sin^2 \phi_I + \cos^2 \phi_I);$$

$$\tilde{e}_{izI}^{(I)} = -\sin \theta_I e^{i \phi_I}.$$ (F5)

FIG. 7. Demonstration of geometric phase calculation [Appendix F] by using two surface-element fields $\mathbf{E}_{iIp}^{(I)}$ ($p = 1, 2$) on the same wavefront.

We now consider two wavefront-surface-elements at the surface $I$. We identify each element as element-$p$ ($p = 1, 2$); located at $(x_p^{(I)}, y_p^{(I)}, 0^{(I)});$ with the corresponding quantities $\rho_p^{(I)}, r_{\theta I}, \phi_I, r_{\phi I}, \tilde{F}_p^{(I)}$ determined by Eqs. (34–37, 39). The constituent plane wavevector and electric field amplitude vector corresponding to each of these surface-element plane-waves are given by the local values of $\mathbf{k}_i^{(I)}$ and $\mathbf{E}_i^{(I)}$ as

$$\mathbf{k}_i^{(I)} = n_1 k \mathbf{r}_i^{(I)};$$ (F6)

$$\mathbf{E}_i^{(I)} = E_0 e^{-\rho_p^{(I)^2} / w_0^2} \frac{1}{\sqrt{2 \cos \theta_I}} \left( e_{ixI}^{(I)} \mathbf{x}_I^{(I)} + e_{iyI}^{(I)} \mathbf{y}_I^{(I)} + e_{izI}^{(I)} \mathbf{z}_I^{(I)} \right).$$ (F7)

where, $e_{ixI}^{(I)} (s = x, y, z)$ are the local values of $e_{isI}^{(I)}$ for $\theta_I, \phi_I$.

As per the transformation of Eq. (40), each field $\mathbf{E}_i^{(I)}$ retains the initial $\sigma^+$ polarization [Eq. (F1)] at the plane of the element-$p$ — the plane normal to $\mathbf{k}_i^{(I)}$. However, each $\mathbf{E}_{iIp}^{(I)}$ creates a different elliptical polarization projection on the surface $I$, given by

$$\mathbf{E}_{iIp}^{(I)} = E_0 e^{-\rho_p^{(I)^2} / w_0^2} \frac{1}{\sqrt{2 \cos \theta_I}} \left( e_{ixI}^{(I)} \mathbf{x}_I^{(I)} + e_{iyI}^{(I)} \mathbf{y}_I^{(I)} + e_{izI}^{(I)} \mathbf{z}_I^{(I)} \right).$$ (F8)

Equation (F8) represents the projected polarization ellipses of Fig. 5(c) for all the wavefront-surface-elements at the surface $I$. The different projected polarization ellipses correspond to different states on the Poincaré sphere; and additionally, these different projected fields differ by geometric phase factors which can be calculated explicitly.

For the purpose of this demonstration with the previously-mentioned two elements ($p = 1, 2$), it is now sufficient to proceed further by considering some particularly convenient values of $\theta_I$ and $\phi_I$ to evade the involvement of the general conventions discussed in Appendix A. We consider the values $\theta_{I1} = \theta_{I2} = 60^\circ$, $\phi_{I1} = 120^\circ$ and $\phi_{I2} = 150^\circ$ (the coordinates $(x_p^{(I)}, y_p^{(I)})$
are adjusted accordingly, based on Eqs. (34–37). Thus, both the elements are on the same wavefront [Fig. 7] whose circular intercept at the surface \( f \) has a radius \( \rho_1 \) = \( \rho_2 \) = \( \sqrt{3} |f| \) (using Eq. (37)). Then, by using Eq. (F8), the two projected fields \( \mathbf{E}^{(I)}_{if_2} \) are obtained as

\[
\mathbf{E}^{(I)}_{if_1} = \mathbf{E}_0 \left[ (7 + i \sqrt{3}) \mathbf{x}^{(I)} + (\sqrt{3} + i 5) \mathbf{y}^{(I)} \right]; \quad (F9)
\]

\[
\mathbf{E}^{(I)}_{if_2} = \mathbf{E}_0 \left[ (5 + i \sqrt{3}) \mathbf{x}^{(I)} + (\sqrt{3} + i 7) \mathbf{y}^{(I)} \right]; \quad (F10)
\]

where, \( \mathbf{E}_0 = (\mathbf{E}_{00}/8) e^{-3f^2/u_0^2}. \) (F11)

We now consider a virtual superposition of these two fields [62] in the form

\[
\mathbf{E}^{(I)}_{if} = \mathbf{E}^{(I)}_{if_1} + e^{-i\delta} \mathbf{E}^{(I)}_{if_2}. \quad (F12)
\]

According to Pancharatnam’s criterion [50], there exists a phase value \( \delta = \delta_G \), for which the intensity of the superposed field \( \mathbf{E}^{(I)}_{if} \) acquires the maximum value. The field \( e^{-i\delta_G} \mathbf{E}^{(I)}_{if_2} \) is then identified to be ‘in phase’ with \( \mathbf{E}^{(I)}_{if_1} \); and consequently, the field \( \mathbf{E}^{(I)}_{if} \) is identified to lead the field \( \mathbf{E}^{(I)}_{if_1} \) by a geometric phase \( \delta_G \).

Using Eqs. (F9, F10) in Eq. (F12), we get

\[
|\mathbf{E}^{(I)}_{if}|^2 = 8 \mathbf{E}_0^2 \left( 20 + 19 \cos \delta + \sqrt{3} \sin \delta \right). \quad (F13)
\]

Then, using the conditions

\[
d |\mathbf{E}^{(I)}_{if}|^2 /d\delta \bigg|_{\delta = \delta_G} = 0; \quad d^2 |\mathbf{E}^{(I)}_{if}|^2 /d\delta^2 \bigg|_{\delta = \delta_G} < 0;
\]

we obtain the geometric phase as \( \delta_G = \tan^{-1} (\sqrt{3}/19) \). In this way, the geometric phase difference between the two projected constituent plane-wave fields are calculated.

The above demonstration is based on the field \( \tilde{\mathbf{E}}^{(I)}_i \). However, since the exact 3D expressions of all the fields \( \mathbf{E}^{(C)}_j \) are available in our formalism, the above method can be straightforwardly utilized to find the geometric phase characteristics of all the other fields at the various surfaces.

In comparison, for the Fourier decomposition case, the constituent plane-wave fields exist everywhere at any given \( C \) surface [Fig. 2]. They possess surface-element characteristics on the surface of the unit-sphere of directions \( \{ k^{(C)}_j \} \). \( \mathbf{k}^{(C)} = \mathbf{k}^{(C)}_j / nk \), in the \( \mathbf{k}^{(C)} \) momentum space (as understood from Figure 2 of Ref. [36]). Nevertheless, the same method as above is utilized to determine the geometric phase characteristics in the Fourier decomposition case as well.

The above discussion shows that the geometric phase information is an additional feature of our formalism — already contained in the exact 3D electric field expressions. One can choose to explicitly calculate these geometric phase characteristics; but this calculation is never a necessity for the application of our formalism.
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