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1. Introduction

As algorithms are increasingly employed in a variety of settings, more situations will arise in which algorithms interact. In the case of reinforcement learning (RL) algorithms, what this interaction will lead to is not easily predictable. This is due to most algorithms being designed for single-agent settings (or stationary environments). The theoretical foundations for multiagent reinforcement learning (MARL) are thin, with few convergence results [1] and dealing with nonstationarity has been dubbed one of the grand challenges of MARL [2]. For an overview of the learning pathologies faced by multiagent learning (MAL) algorithms see [3] and for surveys of MAL in general see [4–7]. The most challenging setting to overcome nonstationarity in is decentralized MARL, in which the algorithms have no means of communicating and no information regarding the opponent’s payoffs. One of the advantages of decentralized MARL is that such algorithms scale better in environments with more agents. This is the setting we will focus on here.

There are many application areas in which multiple algorithms can be learned in the same environment. For example, in wireless communications and networking [8], vehicle routing [9], or algorithmic pricing [10]. Interestingly, ideas from game theory and multiagent learning are also applicable in optimal control theory, where control problems may be transformed into games such that the Nash equilibrium provides the optimal control policy [11–13].

One approach to modelling the dynamics of decentralized MARL algorithms is based on continuous time approximations of the learning dynamics (with learning dynamics, we mean the evolution of the Q-values under the Q-value updates) [14–16]. This approach shows that the dynamics of the Q-learning algorithm [17] with softmax exploration and variants of it are well approximated by the replicator dynamics of evolutionary game theory [18], and the insights gained from these models have led to the development of new algorithms such as frequency-adjusted Q-learning [19]. A similar approach is taken in [20] with the difference being that the authors consider Q-learning with $\epsilon$-greedy exploration. In both cases, the resulting ordinary differential equations (ODEs) encode the deterministic dynamics of how one expects the Q-values to evolve in time (these ODEs can be viewed as a mean-field model).
An alternative approach is developed in [21], where the authors define deterministic learning for temporal difference learning algorithms. Deterministic learning encodes the learning dynamics under the assumption that the learners have perfect information; i.e., they have a perfect picture of the environment (including their opponent) for each learning update. The dynamics can be interpreted as the dynamics of sample batch temporal difference learning algorithms in the infinite batch size limit.

Both of the approaches describe the dynamics in the value space, i.e., on the level of the $Q$-values. With $\epsilon$-greedy exploration, however, the strategy space is finite given a fixed exploration rate $\epsilon$. This allows us to develop a representation of the deterministic learning dynamics, interpreted as in [21], for the case of pure strategies ($\epsilon = 0$) using directed networks. The advantage of our approach, over the previously mentioned approaches, is that the dynamics can easily be represented in cases where the environment can be in multiple states (i.e. Markov games), and it allows for the exact calculation of the possible absorbing states, the conditions for their existence, and their basin of attraction (since the dynamics here are deterministic, the basin of attraction of an absorbing state is the fraction of initial conditions that lead to it). Knowing the possible absorbing states is necessary for defining appropriate learning goals for the algorithm, and their basin of attraction quantify the likelihood with which the learning goals can be achieved.

We will demonstrate our approach in the case of symmetric two-player, (we will use the terms “player” and “agent” interchangeably) two-action games, in which both players can condition their actions on the actions played in the previous round of the game. This is economically relevant since many of the classical strategies (such as the Tit-for-Tat strategy) for two-player, two-action games require a one-period memory [22]. More specifically, we will study the resulting dynamics in the cases of the prisoner’s dilemma (PD) [23], the stag hunt (SH) [24], and the hawk-dove (HD) [25] (also known as the chicken or snowdrift) games.

The choice of these games is motivated by a particularly relevant application domain in which understanding the dynamics of multiagent learning is important: algorithmic pricing [26]. Here, multiple algorithms learn optimal prices to maximize profits for their respective firms in a market. If these algorithms converge to higher than competitive prices (and thus learn to cooperate or collude), this has detrimental effects for consumers. Recent work has shown that Q-learning with a one-period memory can learn collusive strategies [27–29], although this takes place on a prohibitively long timescale [30].

The PD is a simpler setting (in relation to pricing environments) in which cooperation (or collusion) can be observed [30]. This is one of the paradigmatic models for studying the emergence of cooperation in social dilemmas [31], pricing duopolies [32], and other economics games [33]. The model’s simplicity allows for rigorous analysis, giving insights that can be heuristically extended to more realistic settings. In addition to the PD, we will study the SH game and the HD game. Both of these games retain the interpretation of the two actions as being cooperation and defection and have been studied extensively in the literature (see [34–37] for recent contributions in the context of reinforcement learning). This choice of games is also representative of the different possible combinations of dilemma strength parameters (we exclude the trivial Harmony game in which no dilemma arises). The dilemma strength parameters quantify how advantageous it is to defect when playing against a cooperator and how disadvantageous it is to cooperate when playing against a defector. They are particularly useful for determining outcomes in evolutionary game theory [38–42]. The representation of the game dynamics we develop is, however, applicable to all twelve symmetric two-player, two-action games and can trivially be extended to all games in the periodic table of $2 \times 2$ games [43]. For Q-learning without memory, such games have been classified in [44].

The mean-field approach has been employed successfully to study the learning dynamics of decentralized MARL algorithms in normal form games, for example, Q-learning in zero-sum and partnership normal form games [45] and, exponential RL in zero-sum games with an interior Nash equilibrium [46]. More recently, similar techniques have been applied in the stochastic game setting, showing convergence in zero-sum stochastic games [47, 48]. To achieve this, the authors make use of two-timescale learning dynamics, which ensure that the environment is quasi-stationary for all agents.

Best-response dynamics have a long history as a tool for analysing learning in games [49, 50]. The asymptotic properties of the perturbed best-response dynamics in the low noise limit correspond to evolutionary game theory dynamics [51]. Best-response dynamics can be implemented using fictitious play [52], but this requires full information of the agent’s own payoffs, which we assume not to be available here.

Our approach lends itself to extensions with which it is possible to approximate the dynamics of sample batch algorithms with finite batch sizes in such a way that the effects of the various components of the algorithms (the batch size, exploration rate, and learning rate) can be isolated. Understanding the interplay of these components is necessary for explaining the learning dynamics of such algorithms in multiagent settings. Such insights can in turn be used to design algorithms that learn more successfully in multiagent settings. Parallel work in this direction [53] shows how the representation developed here complements the deterministic learning dynamics developed in [21].

1.1. Contributions. This article aims at contributing to the modelling of the dynamics of MARL by developing a method using computer algebra systems for representing the (deterministic) mutual best-response dynamics in symmetric two-player, two-action iterated games with one-period memory. More specifically,

(i) This method allows us to study the possible absorbing states, the conditions for their existence, and their basin of attraction.
We show that the absorbing states identified in [54] for the PD are the only absorbing states and find that the number of absorbing states is significantly higher for both the SH game and the HD games.

The only strategy pair that is an absorbing state in all three games is when both players use the win-stay, lose-shift (WSLS) strategy. This suggests that the WSLS strategy has a structure which makes it ideal for dealing with dilemmas.

Finally, we show that the mutual best-response dynamics are realized by a simple sample batch Q-learning algorithm in the infinite batch size limit.

2. Setting

2.1. Notation. For ease of reference, we provide an overview of the notation used in the article. We denote the actions available to the players by \( D \), for defect and \( C \), for cooperate. For the payoffs of the game, we use \( T, R, P \), and \( S \). The strategy of player \( a \) is denoted by \( \pi_a \), and the expectation \( E \) is taken with respect to the strategies of the players. The discount factor is denoted by \( \delta \), the learning rate by \( \alpha \), and the exploration rate by \( \epsilon \). Q-values are denoted by \( Q_{a, \sigma(t), \sigma(i)} \), where the first index refers to the player, the second index refers to the state, and the third index refers to the action. The related value function is denoted by \( V_{a}(\sigma) \). The indicator function is denoted by \( \mathbb{1}[A] \) and evaluates to one when \( A \) is true and to zero when \( A \) is false. We use \( \vee \) to denote the logical “or” and \( \wedge \) to denote the logical “and.”

2.2. Environment. We consider a setting similar to that in [54], and we will employ broadly similar notation for ease of reference. The setting is that of a two-player, two-action game played by two Q-learners, labelled \( a \in \{1, 2\} \) and using the convention \( -a = \{1, 2\} / a \), with one-period memory. Each Q-learner has a choice each period between two actions: defect (D) or cooperate (C). We denote the actions by \( \sigma_a \in \{C, D\} \). Due to the one-period memory, the game becomes a multistate game, with the possible states being \( \sigma = (\sigma_1, \sigma_2) \in \{(D, D), (D, C), (C, D), (C, C)\} \), where the first component of the vector denotes the action of player one and the second component denotes the action of player two. The payoff (or reward) for the player \( a \) when the game is in state \( \sigma \) is denoted by \( r_a(\sigma) \) and takes the following form:

\[
\left( \begin{array}{c}
    r_1(1), r_2(1) \\
    r_1(2), r_2(2) \\
    r_1(3), r_2(3) \\
    r_1(4), r_2(4)
\end{array} \right) = \left( \begin{array}{c}
    P, P \\
    T, S \\
    S, T \\
    R, R
\end{array} \right),
\]

where we have enumerated the states as \((D, D) \rightarrow 1, (D, C) \rightarrow 2, (C, D) \rightarrow 3, \) and \((C, C) \rightarrow 4\). In addition, we make the standard assumptions that \( T > R > P > S \) for the PD, \( R > T > P > S \) for the SH game and \( T > R > S > P \) for the HD game.

2.3. Learning. Each player chooses their actions according to a strategy \( \pi_a \), which in the Q-learning with period one memory setting is the conditional probability of playing action \( \sigma_a \) given that the game is in state \( \sigma \), i.e. \( \pi_a(\sigma_a | \sigma) \).

The strategies of the players are updated through a reinforcement learning process. We consider the Q-learning algorithm, which is designed to learn the actions that maximize the discounted future rewards, i.e.,

\[
\sum_{n=1}^{\infty} \delta^n r_a(\sigma(n)),
\]

with \( 0 < \delta < 1 \) (in the case without discounting; i.e., \( \delta = 1 \), it is necessary either to consider a finite time horizon \( T \) or to consider the player’s objective to be maximizing their average reward. Our method is not directly applicable in this case, although a similar procedure may be possible in the latter case by using the stationary distribution over the states given fixed strategies) being the discount factor and \( n \) denoting the time. It has been shown that maximizing (2) can be achieved in a stationary environment by solving

\[
Q_{a, \sigma(t), \sigma(i)} = E[r_a(\sigma(t+1)) | \sigma(t), \sigma_a(t)] + \delta E \left[ \max_{i' \in \{C, D\}} Q_{a, \sigma(t+1), i'} | \sigma(t), \sigma_a(t) \right].
\]

Note that, since the actions taken in the previous round determine the current state, we have used the notation that \( \sigma(t) = (\sigma_1(t-1), \sigma_2(t-1)) \). The first term on the right-hand side is the expected reward from taking action \( \sigma_a(t) \) while in state \( \sigma(t) \) and the second term is the discounted expected maximum reward of behaving optimally (according to the current estimate) in the state \( \sigma(t+1) \) reached by taking action \( \sigma_a(t) \) in state \( \sigma(t) \). The Q-function defined by (3) is related to Bellman’s value function by \( V_{a}(\sigma) = \max_{i' \in \{C, D\}} \{Q_{a, \sigma(i') \sigma(i)}\} \).

The Q-learner \( a \) solves (3) by initializing a Q-matrix

\[
\begin{pmatrix}
  Q_{a,1,D} & Q_{a,1,C} \\
  Q_{a,2,D} & Q_{a,2,C} \\
  Q_{a,3,D} & Q_{a,3,C} \\
  Q_{a,4,D} & Q_{a,4,C}
\end{pmatrix}
\]

and updating the entries according to

\[
Q_{a, \sigma(t+1)} = (1 - \alpha(t))Q_{a, \sigma(t)} + \alpha(t) \left[ r_a(\sigma(t+1)) + \delta \max_{i' \in \{C, D\}} \{Q_{a, \sigma(t+1), i'}\} \right],
\]

where
\[ a(t) = \begin{cases} 
  \alpha, & \text{if } (\sigma, \sigma_a) = (\sigma(t), \sigma_a(t)), \\
  0, & \text{otherwise,} 
\end{cases} \quad (6) \]

is the learning rate. Note that \( r_a(\sigma(t+1)) \) is the reward obtained in period \( t \) (i.e., the reward of taking action \( \sigma_a(t) \) while in state \( \sigma(t) \), which leads to state \( \sigma(t+1) \)). In stationary environments, the iterative process defined by (5) has been shown to converge under some general conditions, for example, in [55]. At any point in time, the Q-learner’s estimate of the optimal strategy is given by the strategy in which the learner selects the action with the largest Q-value in every state.

In contrast to the general multistate setting, the transitions between states here happen deterministically given the actions of the players. This means that the only stochasticity comes from the action-selection mechanism, i.e. the strategies. Such an action-selection mechanism must take into account the exploration-exploitation trade-off, where exploratory actions are conducive to learning and exploratory actions maximize the reward given the agent’s current state of knowledge. The methods used in Q-learning for this balancing act can be split into two main categories: the \( \epsilon \)-greedy mechanisms and the softmax or Boltzman mechanisms. We will focus on mechanisms of the first type and leave the latter mechanisms for future work. With an \( \epsilon \)-greedy action-selection mechanism, the player chooses the action which it considers to be maximizing its reward with probability \( 1 - \epsilon(t) \) and chooses an action uniformly at random with probability \( \epsilon(t) \), where the exploration rate may depend on time.

Q-learning converges to a solution of the Bellman equations in stationary environments. A Q-learner in a multiagent setting, on the other hand, is facing a non-stationary environment since the strategy of the opponent changes over time. One way to mitigate this nonstationarity is by learning in batches, during which both players keep their strategy fixed [21]. At the end of each batch, the players update their strategies simultaneously. The postbatch update can be implemented with a larger learning rate (the learning rate determines how much weight is given to the information obtained during the batch) when the batch is large, as a larger batch leads to a better estimate of the (now stationary) environment. In the infinite batch size limit, the postbatch update may be performed with a learning rate of one, which leads to both players simultaneously playing the best response to the strategy of the opponent after each batch (see Section 5). The absorbing states of this algorithm are the same as the absorbing states of the algorithm in [54] (if the players do not change strategy when mutually best-responding, they will also not change strategy when sequentially best-responding and vice versa).

### 3. Method

#### 3.1. Self-Consistent Solutions to the Bellman Equations

If we restrict ourselves to pure strategies, each player can pick one of two actions for each of the four states, leading to a total of \( 2^4 \) strategies. As a result, the total number of pure strategy pairs is \( 2^8 = 256 \). Using computer algebra software, such as Mathematica, we can automate the calculations in [54], perform them for the 16 symmetric strategy pairs, and repeat them for all possible strategy pairs. This allows us to identify the best response for each strategy.

To this end, we identify each strategy with a 4-dimensional vector. The four entries encode the strategy. A zero in the first entry means that \( Q_{1,1,D} > Q_{1,1,C} \), while a one means that \( Q_{1,1,D} < Q_{1,1,C} \). The vector \((0, 0, 0, 0, 0)\), for example, represents the all defect (All-D) strategy (the index of the entry of the vector corresponds to the state in which the action is taken). The vector \((1, 0, 0, 1)\) in contrast represents the win-stay-lose-shift (WSLS) strategy. Similarly, we define a strategy pair as an 8-dimensional vector in which the first four entries encode the strategy of player 1, and the last four entries encode the strategy of player 2 (to ensure that the strategies look the same for both players, we associate the 6th entry in the vector with state 3rd and the 7th entry with state 2). Each strategy pair vector leads to a system of sixteen linear equations that can be solved simultaneously for the sixteen Q-values. The Q-values are then expressed in terms of the model parameters \( T, R, P, \) and \( S \). The vector, however, also encodes an assumption on the inequalities obtaining between the Q-values. We then perform a self-consistency check to see if the resulting Q-values satisfy the assumed inequalities given the assumptions on the model parameters. In this way, we can determine under which conditions there is a valid solution to the Bellman equations given the strategy pair.

To illustrate the computation, we will consider the PD where both players are playing the all defect strategy, i.e., the vector \((0, 0, 0, 0, 0, 0)\). The Bellman (3) for player 1 can be written in terms of indicator functions when considering pure strategies. The equations for player 1 become

\[ Q_{1,1,D} = 1_{[Q_{1,1,D} > Q_{1,1,C}]} \left( p + \delta Q_{1,1,D}[Q_{1,1,D} > Q_{1,1,C}] + \delta Q_{1,1,C}[Q_{1,1,D} < Q_{1,1,C}] \right) + 1_{[Q_{1,1,D} < Q_{1,1,C}]} \left( t + \delta Q_{1,2,D}[Q_{1,1,D} > Q_{1,1,C}] + \delta Q_{1,2,C}[Q_{1,1,D} < Q_{1,1,C}] \right), \quad (7) \]

\[ Q_{1,1,C} = 1_{[Q_{1,1,D} > Q_{1,1,C}]} \left( s + \delta Q_{1,1,D}[Q_{1,1,D} > Q_{1,1,C}] + \delta Q_{1,1,C}[Q_{1,1,D} < Q_{1,1,C}] \right) + 1_{[Q_{1,1,D} < Q_{1,1,C}]} \left( r + \delta Q_{1,4,D}[Q_{1,1,D} > Q_{1,1,C}] + \delta Q_{1,4,C}[Q_{1,1,D} < Q_{1,1,C}] \right), \quad (8) \]

\[ Q_{1,2,D} = 1_{[Q_{1,2,D} > Q_{1,2,C}]} \left( p + \delta Q_{1,1,D}[Q_{1,1,D} > Q_{1,1,C}] + \delta Q_{1,2,C}[Q_{1,1,D} < Q_{1,1,C}] \right) + 1_{[Q_{1,2,D} < Q_{1,2,C}]} \left( t + \delta Q_{1,2,D}[Q_{1,1,D} > Q_{1,1,C}] + \delta Q_{1,2,C}[Q_{1,1,D} < Q_{1,1,C}] \right). \quad (9) \]
Complexity

\[ Q_{1,2,C} = 1_{\{q_{1,2,D} > q_{2,2,C}\}} \left( s + \delta Q_{1,3,D} 1_{\{q_{1,3,D} > q_{2,3,C}\}} + \delta Q_{1,3,C} 1_{\{q_{1,3,D} < q_{2,3,C}\}} \right) + 1_{\{q_{2,2,D} < q_{2,2,C}\}} \left( r + \delta Q_{1,4,D} 1_{\{q_{1,4,D} > q_{4,4,C}\}} + \delta Q_{1,4,C} 1_{\{q_{1,4,D} < q_{4,4,C}\}} \right). \]  

(10)

\[ Q_{1,3,D} = 1_{\{q_{1,3,D} > q_{2,3,C}\}} \left( p + \delta Q_{1,3,D} 1_{\{q_{1,3,D} > q_{2,3,C}\}} + \delta Q_{1,3,C} 1_{\{q_{1,3,D} < q_{2,3,C}\}} \right) + 1_{\{q_{3,3,D} < q_{3,3,C}\}} \left( r + \delta Q_{1,2,D} 1_{\{q_{1,2,D} > q_{2,2,C}\}} + \delta Q_{1,2,C} 1_{\{q_{1,2,D} < q_{2,2,C}\}} \right). \]  

(11)

\[ Q_{1,3,C} = 1_{\{q_{1,3,D} > q_{2,3,C}\}} \left( s + \delta Q_{1,3,D} 1_{\{q_{1,3,D} > q_{2,3,C}\}} + \delta Q_{1,3,C} 1_{\{q_{1,3,D} < q_{2,3,C}\}} \right) + 1_{\{q_{3,3,D} < q_{3,3,C}\}} \left( r + \delta Q_{1,4,D} 1_{\{q_{1,4,D} > q_{4,4,C}\}} + \delta Q_{1,4,C} 1_{\{q_{1,4,D} < q_{4,4,C}\}} \right). \]  

(12)

\[ Q_{1,4,D} = 1_{\{q_{1,4,D} > q_{2,4,C}\}} \left( p + \delta Q_{1,4,D} 1_{\{q_{1,4,D} > q_{2,4,C}\}} + \delta Q_{1,4,C} 1_{\{q_{1,4,D} < q_{2,4,C}\}} \right) + 1_{\{q_{4,4,D} < q_{4,4,C}\}} \left( t + \delta Q_{1,2,D} 1_{\{q_{1,2,D} > q_{2,2,C}\}} + \delta Q_{1,2,C} 1_{\{q_{1,2,D} < q_{2,2,C}\}} \right). \]  

(13)

\[ Q_{1,4,C} = 1_{\{q_{1,4,D} > q_{2,4,C}\}} \left( s + \delta Q_{1,4,D} 1_{\{q_{1,4,D} > q_{2,4,C}\}} + \delta Q_{1,4,C} 1_{\{q_{1,4,D} < q_{2,4,C}\}} \right) + 1_{\{q_{4,4,D} < q_{4,4,C}\}} \left( t + \delta Q_{1,3,D} 1_{\{q_{1,3,D} > q_{3,3,C}\}} + \delta Q_{1,3,C} 1_{\{q_{1,3,D} < q_{3,3,C}\}} \right). \]  

(14)

Since we assume that both players are using the All-D strategy in this example, we can evaluate the indicator functions in (7) as follows:

\[ 1_{\{q_{2,2,D} > q_{2,2,C}\}} = 1, \quad 1_{\{q_{3,3,D} > q_{3,3,C}\}} = 1, \quad 1_{\{q_{3,3,D} < q_{3,3,C}\}} = 0, \]  

(15)

\[ 1_{\{q_{2,2,D} < q_{2,2,C}\}} = 0, \quad 1_{\{q_{3,3,D} > q_{3,3,C}\}} = 1, \quad 1_{\{q_{3,3,D} < q_{3,3,C}\}} = 0. \]  

(16)

So, (7) reduces to

\[ Q_{1,1,D} = p + \delta Q_{1,1,D}. \]  

(17)

By proceeding in the same way for (8)–(14), we obtain the following system of equations:

\[ Q_{1,1,D} = p + \delta Q_{1,1,D}, \]

\[ Q_{1,1,C} = s + \delta Q_{1,3,D}, \]

\[ Q_{1,2,D} = p + \delta Q_{1,1,D}, \]

\[ Q_{1,2,C} = s + \delta Q_{1,3,D}, \]

\[ Q_{1,3,D} = p + \delta Q_{1,1,D}, \]

\[ Q_{1,3,C} = s + \delta Q_{1,3,D}, \]

\[ Q_{1,4,D} = p + \delta Q_{1,1,D}, \]

\[ Q_{1,4,C} = s + \delta Q_{1,3,D}. \]  

(18)

By solving the following equation, we get

\[ Q_{1,1,D} = Q_{1,2,D} = Q_{1,3,D} = Q_{1,4,D} = \frac{p}{1-\delta}. \]  

(19)

\[ Q_{1,1,C} = Q_{1,2,C} = Q_{1,3,C} = Q_{1,4,C} = s + \frac{\delta p}{1-\delta}. \]  

(20)

Since this is a symmetric strategy pair, the solutions to the Bellman equations for player 2 are the same.

To see if this is a valid solution or not, we check that the inequalities of the assumed strategy pair are satisfiable by the model parameters. In this case, the inequalities require that

\[ Q_{a,i,D} > Q_{a,i,C} \]  

for all \( a \in \{1, 2\} \) and \( i \in \{1, 2, 3, 4\} \),

(21)

so that we must have

\[ \frac{p}{1-\delta} > \frac{s + \delta p}{1-\delta}, \]  

(22)

or equivalently

\[ p (1-\delta) > s (1-\delta). \]  

(23)

This is always satisfied since \( p > s \) for the PD. We conclude that the All-D strategy is the best response against an opponent playing the All-D strategy. The best response, given an opponent's strategy, as calculated by solving a linear system of equations such as (18), will be unique unless the payoff parameters lead to a solution with \( Q_{a,i,D} = Q_{a,i,C} \) for some \( a \) and \( i \). We will neglect such cases, as these occur in a vanishingly small part of the parameter space.

3.2. Best-Response Networks. We can now construct two types of direct networks for each choice of the parameters \( t, r, p, s \), and \( \delta \) from the pure strategy best-responses. The first type we call best-response networks (BRNs) and they are constructed as follows: We convert each of the 16 strategies into a number: \((0, 0, 0, 0) \rightarrow 0, (0, 0, 0, 1) \rightarrow 1, \) etc to do this consistently, we use the binary representation of numbers. These become the labels for the nodes of our graph, and we draw a directed edge from each strategy to its best response.

The second type of networks we call mutual best-response networks (MBRNs). For these, we convert the strategy pairs into numbers so that \((0, 0, 0, 0, 0, 0, 0, 0) \rightarrow 0, (0, 0, 0, 0, 0, 0, 0, 1) \rightarrow 1, \) etc. Now we draw a directed edge from a strategy pair to the strategy pair that contains the best response to player one's strategy in the last four entries and the best response to player two's strategy in the first four entries. The MBRN encodes the mutual best-response dynamics, where in each round each
player switches their strategy to the strategy that is a best response to their opponent’s previous strategy (see [56]).

In this article, we are interested in studying the limiting dynamics of the mutual best-response dynamics. We will see that the restriction to pure strategies means that the limiting dynamics can consist of absorbing strategy pairs (strategy pairs in which both players play the best response to their opponent’s strategy) and limiting cycles in which both players cycle through a sequence of strategies.

Absorbing states for the mutual best-response dynamics will appear as nodes with self-loops in the MBRN. These absorbing states correspond to Nash equilibria for the dynamics. Symmetric absorbing states will appear as self-loops in the BRN as well, but nonsymmetric absorbing states will appear as reciprocal edges. In addition to the absorbing states, the MBRN will exhibit limit cycles consisting of strategy pairs in which each player plays a strategy that is part of an absorbing state but not the same absorbing state. In this situation, the mutual best-response dynamics dictate that the players will switch to the opponent’s strategy at each round. This is an example of the miscoordination learning pathology discussed in [3]. Our focus in this article will be on absorbing states because once all the absorbing states are known, all the limit cycles can be constructed (each pair of distinct absorbing states gives rise to a limit cycle by combining the strategy of player one of the first absorbing strategy pair with the strategy of player two of the second absorbing strategy pair).

3.3. Classification of Strategy Pairs. In this section, we introduce two classifications that allow us to identify the types of absorbing strategy pairs. The first classification is based on the type of behaviour the strategy pair gives rise to, and the second classification is based on the symmetries or anti-symmetries in the strategy pair.

3.3.1. From Strategies to Actions. Knowing which strategy pair is being played is still not necessarily informative as to which actions will be taken by the algorithms. As an example, consider the symmetric strategy pair of both players using the TFT strategy with exploration. If the system starts in the CC or DD state, it will remain there until one of the players explores and picks D or C, respectively. Then the system will oscillate between the DC and CD states until one of the players again explores to synchronize their action with that of the opponent. This means that the state graph of the game has three disconnected components. Transitions between components occur only due to exploration.

The vector for this state is given by \((0, 1, 0, 1, 0, 1, 0, 1)\) (note that states 2 and 3 require opposite responses from players 1 and 2). The transitions between states of the game when both players play a pure strategy are shown in Figure 1.

We can include the transitions due to exploration as follows: Let the probability that no one explores be \((1 - \epsilon) (1 - \epsilon) = A\), the probability that player 1 explores be \(\epsilon (1 - \epsilon) = B\) (this is the same as the probability that player 2 explores), and the probability that both explore be \(\epsilon^2 = C\). Then the transition (stochastic) matrix for the game with the symmetric TFT strategy pair and \(\epsilon\)-greedy exploration is given by

\[
P = \begin{pmatrix}
A + B + C & B + C & B + C & C \\
B + C & C & A + B + C & B + C \\
B + C & A + B + C & C & B + C \\
C & B + C & B + C & A + B + C
\end{pmatrix}
\]

The eigenvector of \(P\) with eigenvalue 1 will give the stationary distribution on the game states and therefore tell us how much time is spent in each state. For this matrix, the stationary distribution is the uniform distribution on the states, i.e., \((1/4, 1/4, 1/4, 1/4)\). This means that the system of two players playing TFT spends equal amounts of time at each state.

A similar calculation yields the following stationary distribution for the symmetric grim trigger strategy pair:

\[
\left(1 - \frac{(5 - 2\epsilon)\epsilon}{4}, \frac{(2 - \epsilon)\epsilon}{4}, \frac{(2 - \epsilon)\epsilon}{4}, \frac{\epsilon}{4}\right).
\]

In the limit as \(\epsilon\) goes to zero, this is \((1, 0, 0, 0)\), which shows that even though cooperation is possible in the GT symmetric strategy pair when exploration is used, it vanishes in the small exploration rate limit.

By calculating the stationary distributions of the pure strategy pairs in the small exploration rate limit, we can identify which states of the game the learners will spend the most time in, giving us an idea of the actions used and the expected payoff. Using this, we can classify the strategy pairs by the resulting stationary distributions. In our case, we identify an absorbing strategy pair as being conducive to cooperation (CC) or not (NCC). A strategy pair is conducive to cooperation when the strategy pair assigns positive probability to being in the \((C, C)\) state in the small exploration rate limit. This provides an avenue for studying the likelihood of cooperation under pure mutual best-response dynamics.

3.3.2. Structural Symmetry. We find that all absorbing states in the three games we consider fall into one of the following four categories:

- **Symmetric (Sym).** The players play the same action in all states. An example is \((0, 1, 1, 0, 0, 1, 1, 0) = 102\).
- **Complemented Middle (CM).** The players play the same action in the states \((0,0)\) and \((1,1)\), but complimentary...
actions in the states (0,1) and (1,0). An example is (0, 0, 1, 0, 1, 0, 0) = 36.

Complemented Sides (CS). The players play the same action in the states (0,1) and (1,0), but complimentary actions in the states (0,0) and (1,1). An example is (0, 0, 1, 1, 0, 1, 0) = 58.

Complemented (Com). The players play opposite actions in all states. An example is (0, 1, 1, 1, 0, 0, 0) = 120.

4. Results

In this section we collect the critical conditions at which the BRNs change, give examples of the resulting networks, and identify the absorbing state of the mutual best-response dynamics. We do this for the prisoner’s dilemma, the stag hunt, and the hawk-dove games, each of which corresponds to a different ordering of the model parameters T, R, P, and S. Given the ordering, we can obtain the sign of the dilemma strength parameters. These are defined as follows:

\[ D_g = \frac{T - R}{R - P} \]

\[ D_r = \frac{P - S}{R - P} \]

where the first is the relative gain from defecting against a cooperator, and the second is the relative risk of cooperating against a defector. For the PD game we thus have that \( D_g, D_r > 0 \), for the SH game we have \( D_g < 0 \) and \( D_r > 0 \), and for the HD game we have \( D_g > 0 \) and \( D_r < 0 \). Without loss of generality and for ease of exposition, we will normalize the games by setting \( \max[T, R, P, S] = 1 \) and \( \min[T, R, P, S] = 0 \) when plotting the phase diagrams.

4.1. Prisoner’s Dilemma. Using the procedure outlined in Section 3.1, we find that the symmetric absorbing states found by [54] are the only possible absorbing states. This means that there are no nonsymmetric strategy pairs that solve the Bellman equations in this setting.

The only possible pure strategy solutions pairs are the symmetric all defect (All-D) strategy represented by node 0, the grim trigger (GT) strategy represented by node 17, and the win-stay-loose-shift (WSLS) strategy represented by node 153 (the last strategy is also known as the one-period-punishment strategy or the Pavlov strategy). The All-D strategy is always possible, while there are restrictions on the values of the model parameters, determining when the other two are possible. This is summarized in Table 1.

To illustrate what the conditions in Figure 2 the parameters imply, we plot the phase diagram in the normalized PD (i.e., \( T = 1 \) and \( S = 0 \)) in Figure 2. As expected, we see that increasing \( R \) (the parameter controlling how much the players earn when in \( (C, C) \)) increases the number of possible solutions. Decreasing \( P \) has a similar effect, but there is a critical value for \( R \) that dictates whether it is possible to reach a region in which the GT or WSLS strategy pairs exist by decreasing \( P \) or not. We show how the regions change as a function of \( \delta \) in Appendix A.

The critical conditions in Table 1 indicate when changes in the BRNs lead to the appearance or disappearance of equilibria. In Table 2 we show all critical conditions at which changes in the BRN occur. These results give two extremes in the resolution of the phase diagram: the first is the lowest resolution and the second is the highest. There is an intermediate resolution in which we identify the critical conditions at which changes in the BRN graph lead to changes in the basin of attraction of the equilibria. We leave the study of the basin of attraction of the absorbing states for future work.

From Table 2 we can infer the number of BRNs that are possible. Since some conditions are repeated (e.g., the conditions for nodes 9 and 13), we find that there are 12 distinct BRNs; i.e., there are twelve regions in the phase space. We show the phase diagram for these 12 graphs in the left panel of Figure 2. In Figure 3 we show a graph containing all possible edges in the BRNs. We see all three of the possible equilibria as self-loops (node 0 for All-D, 1 for GT, and 9 for WSLS).

4.2. Stag Hunt. In the case of the stag hunt game, the number of equilibria increases significantly, which means that a simple assessment of the resulting phase diagram is not feasible. We see in Table 3 that the SH gives rise to a total of 16 possible absorbing states, of which half are symmetric and half are nonsymmetric. The nonsymmetric absorbing states are all of the CM type defined in Section 3.3. We also find that almost 70% of the absorbing states are conducive to cooperation. For the nonsymmetric strategy pairs, each combination of strategies appears twice in Table 3, as the two distinct strategies can be assigned to the two players in two ways. This means that there are 12 different strategy combinations that can give rise to an absorbing strategy pair.
Table 1: All strategy pairs solve the Bellman equations self-consistently for the prisoner’s dilemma, their structural and behavioural types, the conditions for their existence, and the regions of Figure 2 in which they exist.

| Policy-pair | Type | Conditions | Regions |
|-------------|------|------------|---------|
| (0, 0, 0, 0, 0, 0, 0) | Sym, NCC | Always | 1 – 12 |
| (0, 0, 0, 1, 0, 0, 0) | Sym, NCC | $R + \delta T > T + \delta P$ | 2, 4, 6 – 12 |
| (1, 0, 0, 1, 0, 0, 1) | Sym, CC | $R + \delta R > T + \delta P$ | 9 – 12 |

Figure 2: (a) Phase diagram for the possible BRNs in the prisoner’s dilemma, (b) phase diagram for the possible equilibria in the prisoner’s dilemma (only node 0 in region 1, nodes 0 and 1 in region 2, and nodes 0, 1, and 9 in region 3). For both plots, we have $S = 0, T = 1$, and $\delta = 0.65$.

Table 2: Critical conditions for the existence of edges in the pure best-response graph of the prisoner’s dilemma.

| Edge | Conditions |
|------|------------|
| 0 → 0 | None |
| 1 → 0 | $R + \delta T < T + \delta P$ |
| 1 → 1 | $R + \delta T > T + \delta P$ |
| 2 → 0 | None |
| 3 → 0 | None |
| 4 → 0 | $S + \delta T < P(1 + \delta)$ |
| 4 → 13 | $S + \delta T > P(1 + \delta)$ |
| 5 → 0 | $(P + R \leq S + T \wedge S + \delta T < P(1 + \delta)) \lor (P + R > T + S \wedge R + \delta T < T + P\delta)$ |
| 5 → 3 | $P + R > T + S \wedge T - R/T - P < \delta < P - S/R - S$ |
| 5 → 12 | $P + R < T + S \wedge P - S/T - P < \delta < T - R/R - S$ |
| 5 → 15 | $(P + R \leq S + T \wedge R(1 + \delta) > T + \delta S) \lor (P + R > T + S \wedge S + \delta R > P + \delta S)$ |
| 6 → 0 | $S + \delta T < P + \delta S$ |
| 6 → 9 | $S + \delta T > P + \delta S$ |
| 7 → 0 | $S + \delta T < P + \delta S$ |
| 7 → 8 | $S + \delta T > P + \delta S$ |
| 8 → 0 | None |
| 9 → 1 | $(1 + \delta)R < T + \delta P$ |
| 9 → 9 | $(1 + \delta)R > T + \delta P$ |
| 10 → 0 | None |
| 11 → 0 | None |
| 12 → 0 | None |
| 13 → 0 | $(1 + \delta)R < T + \delta P$ |
| 13 → 11 | $(1 + \delta)R > T + \delta P$ |
| 14 → 0 | None |
| 15 → 0 | None |
Table 3: All strategy pairs solving the Bellman equations self-consistently for the stag hunt game, their structural and behavioural types, the conditions for their existence, and the regions of Figure 4 in which they exist.

| Policy-pair | Type     | Conditions                  | Regions |
|-------------|----------|-----------------------------|---------|
| (0, 0, 0, 0, 0, 0, 0) | Sym, NCC | Always                      | 1 – 14  |
| (0, 0, 0, 1, 0, 0, 0) | Sym, CC  | Always                      | 1 – 12  |
| (1, 0, 0, 0, 1, 0, 0) | Sym, CC  | Always                      | 1 – 12  |
| (1, 0, 0, 1, 1, 0, 0) | Sym, CC  | Always                      | 1 – 12  |
| (1, 1, 1, 1, 1, 1, 1) | Sym, CC  | P + δS > S + δR             | 1, 5, 6 |
| (0, 1, 1, 1, 0, 1, 1) | Sym, CC  | R + δP > T + δT             | 5, 7 – 12|
| (0, 1, 1, 0, 1, 1, 0) | Sym, NCC | P + δP > S + δR ∧ R + δP > T + δR | 6, 8   |
| (0, 0, 1, 0, 0, 1, 0) | CM, CC   | Always                      | 1 – 12  |
| (0, 0, 1, 1, 1, 0, 1) | CM, CC   | Always                      | 1 – 12  |
| (0, 1, 0, 1, 0, 1, 1) | CM, CC   | P + δS > S + δR             | 1, 5, 6 |
| (0, 1, 0, 0, 0, 1, 0) | CM, NCC  | P + δP > S + δR ∧ R + δP > T + δR | 6, 8   |
| (0, 0, 1, 0, 0, 1, 0) | CM, NCC  | P + δP > S + δR ∧ R + δP > T + δR | 6, 8   |
| (1, 0, 1, 0, 1, 0)   | CM, CC   | R + δP > T + δT             | 5, 7 – 12|
| (1, 1, 0, 1, 0, 1)   | CM, CC   | R + δP > T + δT             | 5, 7 – 12|

Table 4 shows some similarities to Table 2 with many critical conditions being identical when exchanging $T$ and $R$. This similarity is confirmed by the left panel of Figure 4 where we see the same 12 regions appearing as in the left panel of Figure 2. There is, however, a difference in the regions that are relevant for changes in the set of absorbing states, as seen by comparing the right panels of Figures 2 and 4.

In Figure 5 we see that the network of possible edges in the BRN also differs from the PD case. More specifically, both games have the same number of possible edges (25), but the maximum in-degree of the PD is 16 while the maximum in-degree of the SH is 5. We plot the in-degree distribution in Figure 6.

4.3. Hawk-Dove. For the hawk-dove game, we again find many equilibria, as in the SH game. We see in Table 5 that the HD gives rise to a total of 17 possible absorbing states, of which 16 are not conducive to cooperation. The absorbing state that is CC is the symmetric WSLS, which is also an absorbing state for both of the other games. Half of the remaining absorbing states are C, and the other half are CS. For the nonsymmetric strategy pairs, each combination of strategies appears twice in Table 3. This means that there are nine distinct combinations of strategies that can form an absorbing strategy pair in the Hawk-Dove game.

Table 6 again shows some similarities to Table 2 with many critical conditions being identical when exchanging $S$ and $P$. Once again, we find the 12 regions seen in the left panel of Figure 2 in the phase diagram in Figure 7. In this case, all regions are relevant for changes in the set of absorbing states.

In Figure 8 we see that the network of possible edges in the BRN for the HD game is similar to the network for the SH. More specifically, we see that the maximum in-degree in the HD is also 5. Interestingly, the nodes realizing this maximum are the same for both games (nodes 0 and 15; i.e., the All-D strategy and the strategy pair where both players always cooperate) with the difference that they have a self-loop in the SH but do not have a self-loop in the HD game. In addition, the in-degree distributions for the SH and HD games are identical.

5. Sample Batch Q-Learning

The learning dynamics we have discussed thus far have been framed predominantly in terms of mutual best-response dynamics. In this section, we show that these dynamics are the limiting dynamics of sample batch Q-learning when
taking the infinite batch size limit. We will use a simple sample batch algorithm so that it is simple to see that the infinite batch size limit gives rise to the mutual best-response dynamics, but more sophisticated sample batch algorithms exist which make better use of the information gathered during a batch (see [21, 57]).

Table 4: Critical conditions for the existence of edges in the BRN of the stag hunt.

| Edge | Conditions |
|------|------------|
| 0 ⟷ 0 | None       |
| 1 ⟷ 1 | None       |
| 2 ⟷ 0 | \( T + \delta R > R + \delta P \) |
| 2 ⟷ 4 | \( T + \delta R < R + \delta P \) |
| 3 ⟷ 5 | None       |
| 4 ⟷ 2 | \( \delta R + S < \delta (1 + P) \) |
| 4 ⟷ 15 | \( \delta R + S > \delta (1 + P) \) |
| 5 ⟷ 3 | \( \delta R + S < P + \delta S \) |
| 5 ⟷ 15 | \( \delta R + S > P + \delta S \) |
| 6 ⟷ 0 | \( P + T > R + S \) \( R - R - P < \delta < P - S/T - S \) |
| 6 ⟷ 6 | \( T + S + \delta < T (1 + \delta) \) \( R + S \) \( T + S < R + \delta P + \delta S \) |
| 6 ⟷ 9 | \( T < R + S \) \( T < R + \delta P \) \( T < R + S \) \( T < R + \delta P \) \( T + S < R + \delta S < T \) \( T + S < R + \delta S < T \) \( T + S < R + \delta S < T \) \( T + S < R + \delta S < T \) |
| 6 ⟷ 15 | \( \delta R + S < P + \delta S \) |
| 7 ⟷ 7 | None       |
| 7 ⟷ 15 | \( \delta R + S > P + \delta S \) |
| 8 ⟷ 8 | None       |
| 9 ⟷ 9 | None       |
| 10 ⟷ 0 | \( 1 + \delta \) \( T > R + \delta P \) |
| 10 ⟷ 12 | \( 1 + \delta \) \( T < R + \delta P \) |
| 11 ⟷ 13 | None       |
| 12 ⟷ 10 | None       |
| 13 ⟷ 11 | None       |
| 14 ⟷ 0 | \( 1 + \delta \) \( T > R + \delta P \) |
| 14 ⟷ 14 | \( 1 + \delta \) \( T < R + \delta P \) |
| 15 ⟷ 0 | None       |

Figure 4: (a) Phase diagram for the possible BRNs in the stag hunt and (b) phase diagram for the possible equilibria in the stag hunt. For both plots, we have \( S = 0, R = 1 \), and \( \delta = 0.65 \).

The sample batch algorithm splits the time horizon into batches of size \( K \) and keeps track of two sets of Q-values. The first set, denoted by \( Q_{1:t} \), will be used to determine the actions that the algorithm takes during a batch. These Q-values are kept constant during the batch. The second set, denoted by \( Q_{2:t} \), will be used to learn during the batch. At the
end of the batch, the first set is replaced by the second and the process is repeated. A diagram illustrating this process is given in Figure 9.

In order to ensure that all states are visited infinitely often in the infinite batch size limit, the algorithm uses an $\epsilon$-greedy action-selection mechanism with a constant exploration rate depending on the batch size. This means that it selects the action with the maximum $Q$-value with probability $1 - \epsilon$ and selects an action uniformly at random with probability $\epsilon$. Given a batch size $K$, we define the exploration rate to be

$$\epsilon (K) = \frac{1}{K^{(1-\gamma)/\delta}},$$

with $\gamma > 0$ a small constant. The state-action pairs that are visited least are the actions with the smaller $Q$-value in the states that are only reached when both agents explore, for example, the (4, C) state-action pair when both players use the All-D strategy. Using this, we can calculate a lower bound for the expected number of times any state-action pair is visited in a batch of size $K$, given an exploration rate $\epsilon (K)$. The probability of reaching such a state-action pair is $\epsilon^\gamma / 8$ so that the expected number of visits in a batch of size $K$ is

$$K \times \frac{\epsilon^\gamma (K)}{8} = \frac{K^\gamma}{8}.$$ 

(28)
Table 5: All strategy pairs solving the Bellman equations self-consistently for the hawk-dove game, their structural and behavioural types, the conditions for their existence, and the regions of Figure 7 in which they exist.

| Policy-pair | Type | Conditions | Regions |
|-------------|------|------------|---------|
| (1, 0, 0, 1, 0, 0, 1) | Sym, CC | $P + \delta R > S + \delta P \land \delta R > T + \delta P$ | 4, 5, 9, 10 |
| (0, 0, 0, 0, 1, 1, 1) | Com, NCC | Always | 1 – 12 |
| (1, 1, 1, 0, 0, 0, 0) | Com, NCC | Always | 1 – 12 |
| (0, 0, 0, 1, 1, 1, 0) | Com, NCC | $T + \delta S > R + \delta T$ | 1, 3, 7 |
| (1, 1, 1, 0, 0, 0, 1) | Com, NCC | $T + \delta S > R + \delta T$ | 1, 3, 7 |
| (0, 1, 1, 0, 1, 0, 1) | Com, NCC | $S + \delta S > P + \delta T$ | 3, 7 |
| (1, 0, 0, 1, 0, 0, 1) | Com, NCC | $S + \delta S > P + \delta T$ | 3, 7 |
| (0, 1, 1, 1, 0, 1, 0) | Com, NCC | $S + \delta S > P + \delta T$ | 3, 5 – 8, 10 – 12 |
| (1, 0, 0, 1, 1, 0, 1) | Com, NCC | $S + \delta S > P + \delta T$ | 3, 5 – 8, 10 – 12 |
| (0, 1, 0, 0, 1, 1, 1) | CS, NCC | $T + \delta S > R + \delta R$ | 1 – 8 |
| (1, 1, 0, 1, 0, 1, 0) | CS, NCC | $T + \delta S > R + \delta R$ | 1 – 8 |
| (0, 1, 0, 1, 0, 1, 0) | CS, NCC | $T + \delta S > R + \delta R$ | 1 – 8 |
| (1, 0, 1, 0, 1, 0, 1) | CS, NCC | $T + \delta S > R + \delta R$ | 1 – 8 |
| (0, 1, 0, 1, 0, 1, 1) | CS, NCC | $S + \delta T > P + \delta T$ | 7, 8, 12 |
| (0, 1, 1, 0, 0, 1, 0) | CS, NCC | $S + \delta T > P + \delta T$ | 7, 8, 12 |
| (0, 0, 1, 1, 1, 0, 1) | CS, NCC | $S + \delta T > P + \delta T$ | 7, 8, 12 |
| (1, 1, 1, 1, 0, 0, 0) | CS, NCC | $S + \delta T > P + \delta T$ | 7, 8, 12 |

Table 6: Critical conditions for the existence of edges in the BRN of the hawk-dove game.

| Edge | Conditions |
|------|------------|
| 0 → 15 | None |
| 1 → 14 | $R + \delta T < T + \delta S$ |
| 1 → 15 | $R + \delta T > T + \delta S$ |
| 2 → 11 | None |
| 3 → 10 | None |
| 4 → 13 | None |
| 5 → 12 | $R(1 + \delta) < T + \delta S$ |
| 5 → 15 | $R(1 + \delta) > T + \delta S$ |
| 6 → 9 | None |
| 7 → 8 | None |
| 8 → 0 | $P + \delta T > S(1 + \delta)$ |
| 8 → 7 | $P + \delta T < S(1 + \delta)$ |
| 9 → 0 | $R + S < T + P \land S - P \land T - S < \delta < T - R/R - P$ |
| 9 → 6 | $(R + S < T + P \land P + \delta T < S(1 + \delta) \land (R + S \land T + P \land R + \delta T < T + \delta S))$ |
| 9 → 9 | $(R + S \land T + P \land T + \delta P < R(1 + \delta) \land (R + S \land T + P \land P + \delta R > S + \delta T))$ |
| 9 → 15 | $R + S > T + P \land T - R/T - S < \delta < S - P/R - P$ |
| 10 → 0 | $P + \delta T > \delta P + S$ |
| 10 → 3 | $P + \delta T < \delta P + S$ |
| 11 → 0 | $P + \delta T > \delta P + S$ |
| 11 → 2 | $P + \delta T < \delta P + S$ |
| 12 → 5 | None |
| 13 → 4 | $(1 + \delta)R < T + \delta S$ |
| 13 → 15 | None |
| 14 → 1 | None |
| 15 → 0 | None |

Since this is a lower bound for the expected number of visits for all state-action pairs, we see that all state-action pairs are visited infinitely often in the limit $K \to \infty$.

During the batch, the second set of $Q$-values is updated using

$$Q^{\text{val}}_{a,d,a_{d_j}}(k + 1) = (1 - \bar{a}(k))Q^{\text{val}}_{a,d,a_{d_j}}(k)$$

$$+ \bar{a}(k)\left[ r_a(\sigma(k + 1)) + \delta \max_{n_{d_j},i}Q^{\text{val}}_{a,d,i}(k + 1) \right],$$

with
Figure 7: Phase diagram for the possible networks in the hawk-dove game with $P = 0$, $R = 1$, and $\delta = 0.65$.

Figure 8: All possible edges in the BRNs of the hawk-dove game. See Table 6 for conditions for the existence of edges.
Figure 9: Diagram showing the structure of an interaction between the two players during a batch. The batch size is $K$ so that $k \in \{1, \ldots, K\}$ and $Q^\text{act}_a$ remains fixed during the batch, while $Q^\text{val}_a$ is updated.

Figure 10: Phase diagram for the possible BRNs in the prisoner’s dilemma for different values of $\delta$: $0.1$ (a), $0.3$ (b), $0.75$ (c), and $0.99$ (d).
Figure 11: MBRN in the region 12 (in Figure 2) of the PD.
\( \bar{\alpha}(k) = \begin{cases} \frac{1}{k_{\sigma,\sigma_a}(k) + 1} & \text{if } (\sigma, \sigma_a) = (\sigma(k), \sigma_a(k)), \\ 0, & \text{otherwise,} \end{cases} \)

(30)

where \( k_{\sigma,\sigma_a}(k) \) is a local time, given by the number of times that the state-action pair \((\sigma, \sigma_a)\) has been visited up to period \( k \). At the end of a batch, the \( Q \)-values used for determining the actions are updated as follows:

\[
Q_{a,\sigma,\sigma_a}^{\text{act}} = Q_{a,\sigma,\sigma_a}^{\text{val}}(K),
\]

(31)

for all \((a, \sigma, \sigma_a)\). This update is equivalent to performing an update using a learning rate of \( \alpha = 1 \) for the postbatch update.

The \( Q \)-value update during the batch defined as above satisfies the conditions for convergence given in [17], since the environment in which the updates are made is stationary. In the infinite batch size limit, the \( Q \)-values are updated to the solution of the Bellman equations given the opponent’s strategy, as calculated in Section 3.1. We conclude that, if the initial \( Q \)-values of the algorithm are ordered in each state (so that the optimal strategy based on the \( Q \)-values is a pure strategy), it will follow the mutual best-response dynamics represented by the MBRNs.
Figure 13: MBRN in the region 12 (in Figure 7) of the HD game.

Table 7: Conditions for the regions arising in the PD.

| Region | Conditions |
|--------|------------|
| 1      | $\delta < P \delta + R < 1 + \delta P$ |
| 2      | $\delta < P \delta + R > 1 + \delta P \wedge R(1 + \delta) > 1 + \delta P$ |
| 3      | $\delta > P \delta < P(1 + \delta) \wedge \delta + R < 1 + \delta P$ |
| 4      | $\delta > P \delta + R < 1 + \delta R \wedge P \delta \wedge R > R(1 + \delta)$ |
| 5      | $P(1 + \delta) < \delta \delta + \delta R > R + \delta$ |
| 6      | $1^* < R + \delta \wedge R(1 + \delta) < 1$ |
| 7      | $\delta < P(1 + \delta) \wedge R(1 + \delta) < 1 + \delta P \wedge \delta R > R$ |
| 8      | $R(1 + \delta) < 1 + \delta R \wedge \delta > P(1 + \delta) \wedge \delta + R > 1 + \delta P \wedge R > 1 \vee R(1 + \delta) > 1$ |
| 9      | $\delta < P \delta + \delta P < R(1 + \delta) \wedge \delta R < P$ |
| 10     | $\delta > P \delta + \delta P < R(1 + \delta) \wedge \delta R < P$ |
| 11     | $\delta > P \delta < (1 + \delta) \wedge \delta R > P \wedge R(1 + \delta) > 1 + \delta P$ |
| 12     | $1 + \delta P < R(1 + \delta) \wedge P(1 + \delta) < \delta$ |
6. Conclusion

6.1. Contributions. The MBRNs developed in this article are a network representation of the mutual best-response dynamics in symmetric two-player, two-action repeated games played by players with a one-period memory. We identify all the edges that are possible in the BRNs and provide the conditions for their existence. This allows us to plot the phase diagram of the game, where changes in phase are identified with changes in the network structure. We find that the phase diagrams are identical for the three games we consider here, with the only difference being the network structure associated with each region.

The limiting dynamics of the mutual best-response dynamics fall into one of two categories: absorbing states and limit cycles. Our focus is on absorbing states for the reason given in footnote 10. We restrict the phase diagram to only show critical boundaries at which a change in the set of absorbing states occurs. The similarity between the three games observed in the full-phase diagram is lost under this restriction.

For the PD, we have shown that the three symmetric solutions to the Bellman equations identified by [54] (All-D, GT, and WSLS) are the only absorbing strategy pairs possible. There are a total of 16 possible absorbing strategy pairs in the SH game, the majority of which are conducive to cooperation. In the HD game, there are 17 possible absorbing strategy pairs, almost all of which are not conducive to cooperation. The absorbing strategy pairs are all symmetric in the PD. In the SH, half are symmetric, and the other half are complimented in the asymmetric states. The HD game has only one symmetric absorbing strategy pair, with the rest being complimented either completely or in the symmetric states.

The WSLS strategy pair is the only absorbing strategy pair possible in all three games. It is always an absorbing strategy pair for the SH game, and the fraction of the parameter space in which it is possible for the PD and HD games increases as the discount factor increases (see Figure 10). The TFT strategy, on the other hand, does not appear as an absorbing strategy pair in any of the three games. This is in agreement with the result of [58], showing that the TFT strategy is outperformed by the WSLS strategy in the PD. This suggests that the WSLS strategy pair is a good learning goal in social-dilemma type games in which the players care about future outcomes.

The mutual best-response dynamics are not only useful for identifying absorbing strategy pairs but are also the (deterministic) limiting dynamics of sample batch Q-learning with infinite batch size. The MBRNs thus also correspond approximately to the dynamics of sample batch Q-learning with large but finite batch sizes. By studying the basin of attraction for the absorbing states in the MBRNs, we can approximate the probability of observing different learning outcomes (e.g., cooperation) when using such algorithms (assuming that the initial strategy is sampled uniformly at random from the strategy space) as a function of the model parameters. We leave such an analysis for future work.

6.2. Extensions. The representation developed here lends itself to extensions such as considering two period memory algorithms, three action games, nonsymmetric games, more than two players, or placing alternative conditions on the model parameters. Note, however, that the computational complexity of the method we propose here limits its immediate application to realistic environments (the number of equations in the linear system of Bellman equations that must be solved given a strategy grows as $|\mathcal{A}|^{N+1}$, where $|\mathcal{A}|$ is the number of actions available to the players and $N$ is the number of players. This can be solved in $O(|\mathcal{A}|^{2N+3})$, but this has to be repeated for all strategies. The number of strategies grows as $|\mathcal{A}|^{|\mathcal{A}|^2}$. The computational complexity thus grows exponentially in both the number of actions and the number of players). As the goal here is to understand multiagent reinforcement learning dynamics in simple environments, this should not be regarded as a relevant limitation.

Another direction is the extension of the results to study how the networks change when considering a smaller learning rate, i.e., where the sample batch algorithms move in the direction of the best response instead of playing the best response immediately or including a constant $\epsilon$-greedy exploration rate. It would also be possible to study the effect of noise due to using large but finite batch sizes. As these extensions can be introduced one by one, the method allows us to isolate the effects of these three components. These extensions are being investigated in parallel [53].

The effect of a smaller learning rate, exploration, or noise due to finite batch size will depend on the details of the sample batch learning algorithm being used. Alternatives to the sample batch algorithm considered here, such as SARSA and actor critic learning, are discussed in [21]. In addition, it is possible to modify the postbatch update to make use of techniques such as optimistic learning [59] or leniency [60].

Finally, the method may be extended to the sequential move setting as in [54] by constructing a directed network with two types of edges: the first dictating how the strategy pair changes when player one acts, and the second dictating how the strategy pair changes when player two acts. The sequential best-response dynamics in this network will follow paths of alternating edge types.

Our results, together with the extensions outlined above, provide an avenue for understanding the dynamics of multiagent reinforcement learning algorithms in simple settings. The insights gained through this understanding may also be applicable to more complex environments and may be used in designing algorithms that learn successfully.
in such settings or in designing policies to regulate the use of certain techniques in multiagent settings with undesirable outcomes (such as price collusion).

Appendix

A. Phase Diagram as a Function of the Discount Factor

In Figure 10 we plot the 12 regions of the phase diagram for the PD for different values of $\delta$. This shows how the regions change as we vary the discount factor. The plots for the SH and HD games will show the same behaviour, with the difference that the regions represent different graphs. In particular, the regions associated with the existence of specific absorbing states are different.

The plots show that an increase in $\delta$ leads to an increase in the fraction of the phase space occupied by the region where all three possible equilibria exist in the PD. For the SH and HD, in contrast, we find that regions in which certain combinations of absorbing states exist disappear as we increase $\delta$.

B. Examples of MBRN

In Figure 11–13, we show the MBRN in the 12th region of the PD, SH, and HD, respectively. We indeed see that the sizes of the basin of attraction for the absorbing states are more evenly distributed in the SH and HD than in the PD.

C. Region Conditions for the PD

In Table 7, we give the conditions for the regions of the normalized PD. The conditions for the other two (normalized) games can easily be derived from the conditions given here by replacing $R$ with $T$ for the SH and $P$ with $S$ for the HD game.
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