MULTI-COLOR BALANCE FOR COLOR CONSTANCY
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ABSTRACT
In this paper, we propose a novel multi-color balance adjustment for color constancy. The proposed method, called “n-color balancing,” allows us not only to perfectly correct n target colors on the basis of corresponding ground truth colors but also to correct colors other than the n colors. In contrast, although white-balancing can perfectly adjust white, colors other than white are not considered in the framework of white-balancing in general. In an experiment, the proposed multi-color balancing is demonstrated to outperform both conventional white and multi-color balance adjustments including Bradford’s model.

Index Terms— Color Image Processing, Color Constancy, White Balance Adjustment, Color Correction

1. INTRODUCTION
Image segmentation and object recognition are required to decompose an image into meaningful regions. A typical approach to this problem assigns a single class to each pixel in an image. However, such hard segmentation is far from ideal when the distinction between meaningful regions is ambiguous, such as in the cases of objects with motion blur or color distortion due to illumination and image enhancement [1–5]. Accordingly, we aim to reduce illumination effects on all colors in an image.

A change in illumination affects the pixel values of an image taken with an RGB digital camera because the values are determined by spectral information such as the spectra of illumination. In the human visual system, it is well known that illumination changes (i.e., lighting effects) are reduced, and this ability keeps the entire color perception of a scene constant. In contrast, since cameras do not essentially have this ability, white-balancing is applied to images [6].

To apply white-balancing to images, we need two steps: estimating a white region with remaining lighting effects (i.e., source white) and mapping the estimated white region into the ground truth white without lighting effects. Many studies have focused on estimating source white in images [7][12]. However, even when we correctly estimate white regions, colors other than white still include lighting effects. Therefore, methods for reducing lighting effects for all colors have been investigated as in [6][13][20]. von Kries’s [13] and Bradford’s [14] color appearance models were proposed to improve this problem under the framework of white-balancing. Cheng et al. [6] also proposed a multi-color balance method. However, the multi-color balancing cannot be applied to von Kries’s and Bradford’s models even when white is chosen as one of multiple colors, so it does not outperform state-of-the-art white-balancing enough.

In this paper, we propose a novel multi-color balance method, called “n-color balancing,” for correcting all colors. The proposed color balancing is carried out by using n matrices; in comparison, the conventional white and multi-color balance methods are formulated with a single matrix. In the proposed method, weights among n matrices are also introduced for correcting all colors.

In an experiment, the ColorChecker dataset prepared by Hemrit et al. [21] is used, and the proposed method is demonstrated to outperform the conventional color balance adjustments.

2. RELATED WORK
We summarize conventional methods for color constancy and problems with these methods.

2.1. Lighting effects on pixel values
On the basis of the Lambertian model [22], pixel values of an image taken with an RGB digital camera are determined by using three elements: spectra of illumination $E(\lambda)$, spectral reflectance of objects $S(\lambda)$, and camera spectral sensitivity $R_C$ for color $C \in \{R, G, B\}$, where $\lambda$ spans the visible spectrum in the range of $[380, 780]$. A pixel value $P_{RGB} = (P_R, P_G, P_B)$ in the camera RGB color space is given by

$$P_{RGB} = \int_{380}^{780} E(\lambda)S(\lambda)R_C(\lambda) d\lambda. \quad (1)$$

Eq. (1) means that a change in illumination $E(\lambda)$ affects the pixel values in an image. In the human visual system, the changes (i.e., lighting effects) are excluded, and the overall
color perception is constant regardless of illumination differences, known as chromatic adaption. For mimicking this human ability as a computer vision task, white-balancing is typically performed as a color adjustment technique.

2.2. White balance adjustment

By using white-balancing, lighting effects on a white region in an image are accurately corrected if the white region under illumination is correctly estimated. Many studies on color constancy have focused on correctly estimating white regions \[7\]-\[12\].

White-balancing is performed by

\[
P_{WB} = M_{WB} P_{XYZ}, \tag{2}
\]

where \(P_{XYZ} = (X_P, Y_P, Z_P)\) is a pixel value of an image in the XYZ color space, and \(P_{WB} = (X_{WB}, Y_{WB}, Z_{WB})\) is that of a white-balanced image \[23\]. \(M_{WB}\) in (2) is given as

\[
M_{WB} = M_A^{-1} \left( \begin{array}{ccc}
\frac{\rho_D}{\rho_S} & 0 & 0 \\
0 & \gamma_D/\gamma_S & 0 \\
0 & 0 & \beta_D/\beta_S
\end{array} \right) M_A. \tag{3}
\]

\(M_A\) with a size of \(3 \times 3\) is decided in accordance with an assumed chromatic adaption model \[23\]. \((\rho_S, \gamma_S, \beta_S)^T\) and \((\rho_D, \gamma_D, \beta_D)^T\) are calculated from a source white point \((X_S, Y_S, Z_S)^T\) in an input image and a ground truth white point \((X_D, Y_D, Z_D)^T\) as

\[
\left( \begin{array}{c}
\rho_S \\
\gamma_S \\
\beta_S
\end{array} \right) = M_A \left( \begin{array}{c}
X_S \\
Y_S \\
Z_S
\end{array} \right), \text{ and } \left( \begin{array}{c}
\rho_D \\
\gamma_D \\
\beta_D
\end{array} \right) = M_A \left( \begin{array}{c}
X_D \\
Y_D \\
Z_D
\end{array} \right). \tag{4}
\]

We call using the \(3 \times 3\)-identity matrix as \(M_A\) “white-balancing with XYZ scaling” in this paper. Otherwise, von Kries’s \[13\] and Bradford’s \[14\] color appearance models were also proposed for reducing lighting effects on all colors under the framework of white-balancing. For example, under the use of Bradford’s model, \(M_A\) is given as

\[
M_A = \left( \begin{array}{ccc}
0.8951 & 0.2664 & -0.1614 \\
-0.7502 & 1.7135 & 0.0367 \\
0.0389 & -0.0685 & 1.0296
\end{array} \right). \tag{5}
\]

2.3. Problem with conventional color constancy methods

White-balancing is a technique that maps a source white point in an image into a ground truth one as in 1. In other words, colors other than white are not considered in this mapping, although the goal of color constancy is to remove lighting effects on all colors. To improve this problem, various color appearance models such as those of von Kries \[13\], Bradford \[14\], and the latest CAM16 \[18\] have been proposed to reduce lighting effects on all colors under the framework of white-balancing. In addition, Cheng et al. proposed a method \[6\] for considering both achromatic and chromatic colors to further relax the limitation that white-balancing has. In their method, multiple colors are used instead of white. However, this method has two problems. The first is that it cannot be combined with excellent white-balancing techniques such as Bradford’s model, even when white is chosen as one of the multiple colors. The other is that selected multiple colors cannot be perfectly adjusted due to the minimization of errors between multiple colors and the ground truth ones.

3. PROPOSED METHOD

To improve problems with conventional methods, a novel multi-color balance method called “n-color balancing” is proposed here.

3.1. Overview of proposed method

Figure 1 shows an overview of the proposed multi-color balancing. We assume that \(n\) specific colors, called “target colors,” are chosen, and corresponding ground truth colors are given such that there is a color rendition chart in an image. Under the assumption, we aim not only to adjust target colors to the corresponding ground truth colors but also to reduce lighting effects on colors other than the target ones. To achieve these objectives, we propose a novel n-color adjustment with \(n\) matrices. When we choose white as a target color under \(n = 1\), the proposed balancing is reduced to white-balancing.

3.2. Proposed n-color balancing

For overall color correction, n-color balancing is carried out by using \(n\) matrices, and the matrices are combined with weights; in comparison, the conventional methods including Cheng’s multi-color balancing are carried out with a single matrix. An n-color balanced pixel \(P_{NCB}\) is given by

\[
P_{NCB} = M_{NCB} P_{XYZ}, \tag{6}
\]

where

\[
M_{NCB} = k_1 M_1 + k_2 M_2 + \cdots + k_n M_n. \tag{7}
\]

\(n\) is the number of target colors, and \(k_m\) is a weight of \(M_m\). In \[7\], \(M_m, m \in \{1, 2, \cdots, n\}\), is designed in a similar way to white-balancing. Let \(T_m = (X_{T_m}, Y_{T_m}, Z_{T_m})^T\) and \(G_m = (X_{G_m}, Y_{G_m}, Z_{G_m})^T\) be a target color and a ground

![Fig. 1. Overview of proposed method (n = 3).](image)
where, in (12), $k_d$ is inverse proportion to $A$ smaller $d$ tribute to adjusting

\[ M_m = M_A^{-1} \begin{pmatrix} \rho_D'/\rho_S' & 0 & 0 \\ 0 & \gamma_D'/\gamma_S' & 0 \\ 0 & 0 & \beta_D'/\beta_S' \end{pmatrix} M_A, \]  

(8)

where

\[ \begin{pmatrix} \rho_S' \\ \gamma_S' \\ \beta_S' \end{pmatrix} = M_A \begin{pmatrix} X_{Tm} \\ Y_{Tm} \\ Z_{Tm} \end{pmatrix}, \quad \text{and} \quad \begin{pmatrix} \rho_D' \\ \gamma_D' \\ \beta_D' \end{pmatrix} = M_A \begin{pmatrix} X_{Gm} \\ Y_{Gm} \\ Z_{Gm} \end{pmatrix}. \]  

(9)

Similarly to white-balancing, when choosing white as a target color under $n = 1$, n-color balancing is reduced to white-balancing. As mentioned above, the use of the $3 \times 3$-identity matrix as $M_A$ is n-color balancing with XYZ scaling in this paper. Other models such as those by von Kries and Bradford can also be used as $M_A$.

When $P_{XYZ}$ has a color closer to the target color $T_m$ than other target colors, $M_m$ designed with $T_m$ should more contribute to adjusting $P_{XYZ}$ than other matrices. Hence, to measure the color similarity between two points, the distance between $P_{XYZ}$ and $T_m$ is calculated from

\[ d_m = \sqrt{\left( \frac{X_P}{Y_P} - \frac{X_{Tm}}{Y_{Tm}} \right)^2 + \left( \frac{Z_P}{Y_P} - \frac{Z_{Tm}}{Y_{Tm}} \right)^2}. \]  

(10)

A smaller $d_m$ means that $P_{XYZ}$ has a closer color to $T_m$. Because $k_m$ in (7) should be larger under a smaller $d_m$, the inverse proportion to $d_m$ is calculated as

\[ k'_m = \frac{d'_1 + d'_2 + \cdots + d'_m}{d_m}. \]  

(11)

To reduce the total value of weights to 1 in (7), $k_m$ is given as

\[ k_m = \frac{d'_m}{d'_1 + d'_2 + \cdots + d'_m}. \]  

(12)

Note that, in (12), $k_m$ will be infinite if input pixel $P_{XYZ}$ is equal to $T_m$ (i.e., $d_m = 0$). In this case, let $k_m$ be a value of 1, and let the other weights be a value of zero.

3.3. Properties of proposed n-color balancing

The proposed n-color balancing has the following properties.

(a) $M_{NCB} = M_m$, and $P_{NCB} = G_m$, if $P_{XYZ} = T_m$. Hence, all target colors are perfectly adjusted to their ground truth colors.

(b) When choosing white as a target color under $n = 1$, n-color balancing is reduced to white-balancing.

(c) $M_A$ can be designed in a similar way to white-balancing, so n-color balancing is applied to any color appearance model such as Bradford’s model.

(d) Even when $P_{XYZ}$ does not correspond to any target colors, lighting effects on $P_{XYZ}$ can be reduced.

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{fig2.png}
\caption{Example of distance $d_m$ between $P_{XYZ}$ and $T_m$, and weight $k_m$.}
\end{figure}

As for (3), if $P_{XYZ}$ has a closer color to $T_m$, weight $k_m$ will be larger in accordance with (10) (see Fig. 2). Hence, n-color balancing can well reduce lighting effects on $P_{XYZ}$, even if $P_{XYZ}$ is not a target color.

4. EXPERIMENT

We conducted an experiment to confirm the effectiveness of the proposed method.

4.1. Experimental setup

We used the ColorChecker dataset prepared by Hemrit et al. [21], originally published by Gehler et al. in 2008 [24]. The dataset consists of 568 images capturing a color rendition chart, where the mean pixel value of each patch in the color chart is provided. The performance of each color balance adjustment was evaluated by using the reproduction angular error between an adjusted mean-pixel value and the ground truth one of each patch as in [25]. The score (or error) is calculated as

\[ Err_i = \cos^{-1}\left( \frac{P_i \cdot Q_i}{\|P_i\| \|Q_i\|} \right), \]  

(13)

where $Err_i$ is the error of patch $i$, $P_i$ is the mean pixel value of adjusted patch $i$, and $Q_i$ is the mean pixel value of the ground truth. The ground truth image selected in this experiment was an image having the closest white to that of the CIE standard illuminant d65 (see Fig. 3).

4.2. Experimental results

A. Comparison with conventional methods

We used 551 images including a ground truth image in this experiment. Figure 3 shows an example of images adjusted from an image in the dataset. In this experiment, two white balance adjustments, that is, white-balancing with XYZ scaling (WB-XYZ) and white-balancing with Bradford’s model (WB-Bradford), our two methods, that is, n-color balancing with XYZ scaling (NCB-XYZ) and n-color balancing with
Bradford’s model (NCB-Bradford), and Cheng’s method (Cheng) were applied to images including lighting effects, where white, red, green, and blue patches were chosen as target colors under \( n = 4 \) for Cheng’s and the proposed methods. As shown in Fig. 3, the proposed method with Bradford’s model outperformed the other methods in terms of both the values of mean error and standard variation of 24 patches.

### B. Evaluation of lighting effect on all patches

In Table 1 the proposed method is compared with the conventional methods in terms of mean error (Mean) and standard variation (Std) of \( E_{\text{Err}} \), for every patch, where 13, 14, 15, and 19 indicate blue, green, red, and white, respectively. From Table 1 the properties and performances of the proposed method are represented as follows.

- **Our method perfectly adjusted the target colors** (Mean = Std = 0).
- **NCB-XYZ outperformed WB-XYZ and NCB-Bradford over WB-Bradford** (see total average).
- **NCB-Bradford outperformed Cheng in terms of both Mean and Std.**
- **Our methods were also effective in the correction of non-target colors.**

**Table 1. Mean error (Mean) and standard variation (Std) of \( E_{\text{Err}} \) in every patch (deg).** Patches 1 to 24 correspond to patches with different color. 13, 14, 15, and 19 indicate blue, green, red, and white, respectively, for example (19) indicating white is a target color.

| Patch | Mean | Std | Mean | Std | Mean | Std | Mean | Std |
|-------|------|-----|------|-----|------|-----|------|-----|
| Input | 5.173 | 3.175 | 5.085 | 3.175 | 5.173 | 3.175 | 5.085 | 3.175 |
| WB-Bradford | 7.628 | 4.663 | 7.391 | 4.663 | 7.628 | 4.663 | 7.391 | 4.663 |
| Cheng | 1.309 | 1.513 | 1.365 | 1.513 | 1.309 | 1.513 | 1.365 | 1.513 |

**5. CONCLUSION**

We proposed a novel multi-color balance adjustment, called “n-color balancing,” for color constancy. n-color balancing is designed by using \( n \) matrices calculated from target colors and corresponding ground truth colors. It also allows us not only to perfectly adjust all target colors but also to correct colors other than the target colors. When choosing white as a target color under \( n = 1 \), n-color balancing is reduced to white-balancing. In addition, n-color balancing can be applied to any color appearance model such as Bradford’s model. In an experiment, the proposed method was demonstrated to outperform the conventional white and multi-color balance adjustments.
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