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Abstract

Pandemics are a severe threat to lives in the universe and our universe encounters several pandemics till now. COVID-19 is one of them, which is a viral infectious disease that increased morbidity and mortality worldwide. This has a negative impact on countries’ economies, as well as social and political concerns throughout the world. The growths of social media have witnessed much pandemic-related news and are shared by many groups of people. This social media news was also helpful to analyze the effects of the pandemic clearly. Twitter is one of the social media networks where people shared COVID-19 related news in a wider range. Meanwhile, several approaches have been proposed to analyze the COVID-19 related sentimental analysis. To enhance the accuracy of sentimental analysis, we have proposed a novel approach known as Sentimental Analysis of Twitter social media Data (SATD). Our proposed method is based on five different machine learning models such as Logistic Regression, Random Forest Classifier, Multinomial NB Classifier, Support Vector Machine, and Decision Tree Classifier. These five classifiers possess various advantages and hence the proposed approach effectively classifies the tweets from the Twint. Experimental analyses are made and these classifier models are used to calculate different values such as precision, recall, f1-score, and support. Moreover, the results are also represented as a confusion matrix, accuracy, precision, and receiver operating characteristic (ROC) graphs. From the experimental and discussion section, it is obtained that the accuracy of our proposed classifier model is high.
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1 Introduction

Coronavirus disease 2019 (COVID-19) was discovered in Wuhan, China after the virus had spread globally. It was announced by the World Health Organisation to be a pandemic. This epidemic is now affecting a large number of individuals all across the world. At present, COVID-19 is a serious threat to human life all over the world, where several individuals developed symptoms such as pneumonia [46]. It has a wide variety of effects on the human body, including extreme respiratory syndrome and multi-organ failure, which will potentially lead to death within a short period of time [32]. When the globe has been fighting for COVID-19 in recent months and most people have been imprisoned, Twitter has become more important than ever. Even in the past, people have been using Twitter to communicate, express, and spread information relevant to the disaster, whether it be cyclones, ebola, flooding, or Zika [4, 8, 26, 42, 48]. Twitter has been one of the platforms for millions to express their emotions regarding different issues.

Social networking has been a crucial public platform for data acquisition and social learning to manage uncertainties and risks during a national epidemic. X. Gui et al. [12] investigated Public issues about the Zika virus epidemic, and personal risk management processes and travel-related judgment during the epidemic have been identified. People use Twitter to express their opinions and to spread information. The rapid exchange of consumer opinions on social media has allowed researchers to recognize sentiments about almost everything, including thoughts about goods, films, politics, new technologies, and natural disasters [19].

Nowadays, the worldwide economic crisis has done due to this Pandemic. Many sectors, industries, education systems, and all other sections are suffering due to COVID-19. Nowadays, health workers, doctors, and peoples share lots of knowledge on social networks like Twitter, social media, Facebook, etc. Moreover, social networks are the most vital medium to explore the intrinsic details about COVID-19. Here we are analyzing social media COVID-19 data through social network platforms. Several experiments are conducted using machine learning methods such as coronary heart disease to predict multiple diseases [5, 10, 11, 13–16, 20, 23, 30, 31, 34, 35, 43–45, 49].

So Machine learning (ML) algorithms have proved to get a sentiment analysis of COVID-19 types of pandemics issues. In this work, a research experiment has been conducted to analyze the sentiments of Citizens of India towards COVID-19. It is to classify what emotions people from various regions of this country have been expressing. We have proposed a novel Sentimental Analysis of Twitter social media Data (SATD) approach which utilizes five classifiers as Logistic Regression, Random Forest Classifier, Multinomial NB Classifier, Support Vector Machine, and Decision Tree Classifier. The proposed approach is used to classify the tweets into three class indexes. This method effectively classifies the tweets with high accuracy, precision, recall, and F1-score. The main contributions of this work are presented as follows:

- This paper presents five distinct machine learning models namely Random Forest Classifier, Multinomial NB Classifier, Logistic Regression, Support Vector Machine, and Decision Tree to accurately identify the sentiments present in COVID-19 related tweets.
- The main aim of this work is to test the effectiveness of these classifiers for processing a large number of features.
The usage of five machine learning classifiers offers high performance on the sentimental analysis task and these models are not prone to overfitting and are biased by outliers.

For the evaluations and comparisons, the twint dataset has been utilized with different sentiment classes (Positive, negative, and neutral).

The rest of the work is organized accordingly; in section 2, the relevant works of the proposed work are reviewed. Section 3 describes the different machine learning approaches, the data collection & labeling and the proposed methodology are explained in section 3. The experimental analysis is depicted in section 4. Finally, the work is summarized in section 5.

2 Review of related works

Researchers had contributed a lot in the area of COVID-19 analysis. However, all current research in this area has been designed for statistical and machine learning models to predict useful information regarding this disease. Ndaïrou et al. [29] proposed a statistical and mathematical model for COVID-19 disease. This model explores the propagation of COVID-19 disease. They focused on transmissibility among individuals or in a group. Based on the study’s threshold value, for accomplishing these tasks, they used the simulation model COVID-19 dataset for the outbreak that occurred in Wuhan, China. Zhang et al. [51] Analysis of COVID-19 daily news case details for six Western countries such as Canada, France, Germany, Italy, the United Kingdom, and the United States. To evaluate such information, they have a Poisson model. This research allowed us to make a statistical forecast of different parameters, such as attack rate.

Rustam et al. [36] used forecasting mechanisms by using machine learning. In the potential course of action, they have reinforced the decision-making mechanism. Linear regression, support vector machine, least absolute shrinkage, selection operator, and exponential smoothing are the four standard prediction models for predicting the data model. These models are being used to evaluate the COVID-19 dataset. Through the study of COVID-19 datasets, these predictions provide various findings such as number of fatalities, amount of recoveries, number of newly infected cases.

Sear et al. [40] use machine learning techniques with various parameters like health guidance components, vaccinations, etc. They found the pro-vaccination community is more focused on debate compare to the anti-vaccination community. They developed a model for analyzing these kinds of data. They have also demonstrated that their model is scalable, thereby solving the urgent issue facing social media sites of evaluating large amounts of misinformation and disinformation regarding online wellbeing. Li, Sijia, et al. [24] have been observed an increase in negative feelings (anxiety, sadness, and resentment) and susceptibility to social threats, and a reduction in positive emotions and overall happiness after declaration COVID-19 is a Pandemic. The author also discusses the effect of COVID-19 on people’s mental health, supports decision-makers in designing actionable strategies, and assists healthcare professionals, such as social workers, therapists, and psychologists, in delivering timely care to impacted communities. So they found that COVID-19 has profoundly led to a vast number of psychological effects. Wang et al. [25] carried out a process of cognitive analysis of COVID-19 data obtained from Sina Weibo, a social news platform in China using Support Vector Machine, Naive Bayes, and Random Forest Classifiers.
3 Proposed methodology

3.1 Machine learning techniques

There are various applications of ML rather than modeling COVID-19 types of pandemics. Moreover, various other real-world applications are driver-free vehicles, business applications, natural language processing (NLP), Medical, Banking, E-commerce, etc. ML is widely used for forecasting or predictions such as disease forecasting, weather forecasting, e-commerce, and disease prediction. Doing this can make different types of machine learning models like regression, neural network models, etc. Machine learning algorithms are very useful in various areas such as E-commerce, Social Network Analysis Medial, etc. [6, 27, 28]. There are three types of ML techniques such as supervised, unsupervised, and semi-supervised learning.

In supervised learning, datasets are broken down into two parts, i.e., training datasets and test datasets. In the sentiment analysis of Twitter social media data, preprocess that Twitter social media data and find the class labels. After that, analyze the Twitter social media data by using the ML algorithm. In unsupervised learning, labeled training datasets are not used instead of direct input of datasets that are provided to the system [38, 41, 47]. Once the training phase is completed, then test on test data sets can be performed.

In Semi-Supervised Learning uses a mixer of labeled and unlabeled data. This kind of technology system requires a minimum amount of labeled data. So with less effort, more efficient results can be produced using semi-supervised learning [1, 33]. Various machine learning algorithms can be used in the Twitter social media data analysis, such as well-liked algorithms are Decision Tree, Support Vector Machine (SVM), Naive Bayes Classifier, Clustering, etc. [18, 37, 39]. Here we have used 5 machine learning classifiers for predicting and analyzing the data. Such classifiers are Logistic Regression, Random Forest Classifier, Multinomial NB Classifier, Support Vector Machine, and Decision Tree [21, 22]. Figure 1, proposed an ML model for Twitter social media data based upon COVID-19.

![ML model for COVID-19 data analysis](image-url)
3.1.1 Random forest classifier

This is a supervised learning algorithm, and this classifier uses both classification and regression. Generally, it is used for classification. Moreover, it creates a decision tree of data and predicts the best solution using voting. It is a collection of functions that is as good as a single decision tree because it reduces the over-fitting by averaging the result [9]. This is actually a multiple-trained decision tree classifier and uses N number of decision tree classifiers. The input tweets are transmitted via each decision tree and thereby obtain the class indexes. The results obtained from the trees are sent to the bagging technique and thus the tweets are classified.

3.1.2 Multinomial Naïve Bayes (MNB)

It utilizes the relative occurrence of a word in documents belonging to the class, the conditional likelihood of a given class. The classification tweet based on the classes is performed by using the MNB and can be given as,

\[ P(Q|S) = \frac{P(S|Q)P(Q)}{P(S)} \]  

(1)

Here, Q denotes the COVID-19 related tweets progression, and S is the number of COVID-19 related tweets. The features are independent to each other and thus the name Naïve.

3.1.3 Logistic regression

It is a classifier which is being used in the ML algorithm for classification problem. It uses the statistics and probability theory for analysis [50]. The probability of P of dichotomous result can be expressed in the form,

\[ \log \frac{P}{1-P} = \ln \frac{P}{1-P} = \alpha_0 + \alpha_1 y_1 + \ldots + \alpha_n y_n = \alpha_0 + \sum_{i=1}^{n} \alpha_i y_i \]  

(2)

The coefficients \( \alpha_1, \alpha_2, \ldots, \alpha_n \) incorporated with the explanatory variable \( y_1, y_2, \ldots, y_n \). \( \alpha_0 \) is the intercept.

3.1.4 Support vector machine

It is a classifier that refers to an ML algorithm that is supervised. It uses classification and regression data to be analyzed. Moreover, it can be used to attain classification of tweets based on the index more accurately and consumes less power than the other approaches. SVM focused to find the hyperplane in an N-D space and thereby classifies the tweets. The hyperplanes are used as a decision boundary and can be used to classify the tweets, and N is the number of features. The effectiveness of the classification accuracy relies on the margin of the hyperplane and if it is maximum then the tweets are classified distinctively.

3.1.5 Decision tree

This is a supervised machine learning classifier in which the tweets are segmented continuously based on the available parameters. This classifier is used for prediction and classification. It uses the tree data structure for analyzing the data. Each internal node in the decision tree
represents a test on an attribute, the branch displays the test result, and the class mark is shown by a leaf or terminal [7]. The classified classes Neutral Sentiment- Index 0, Positive Sentiment – Index 1, and Negative Sentiment- Index 2 are available in the leaf node.

There are various tools used for data preprocessing and machine learning, such as Twint- it is a Twitter social media intelligence tool. It is an advanced social media scraping and OSINT Twitter tool written in Python that does not use the API of Twitter social media, allowing you to scrape the followers of a person, subscribe, Comment, and more while ignoring most API limitations. Python contains a built-in module called Python Data Analysis Library (Pandas) that aids in the smooth flow of operations. Pandas is a popular Python library for data processing activities including cleaning, modifying, and analyzing data. It contains classes that let you read, process, and write CSV data files. Although there are several data cleaning methods available, the Pandas library provides a highly fast and effective way to manage and analyze data. It does so by providing us with Series and DataFrames, which allow us to not only properly represent data but also to manipulate it in many ways.

NLTK - It is the Natural Language Toolkit, a compilation of open-source software modules, instructions, and problem sets, offering computational linguistics course content ready for use.

TextBlob- TextBlob is a python library for processing textual data.

Scikit-Learn- It is an open-source library for machine learning that facilitates supervised and unsupervised learning. It also offers numerous model-fitting methods, data preprocessing, model choice and assessment, and several other utilities.

Matplotlib- It is a vast library in which Python can construct static, animated, and immersive visualizations.

Seaborn- Seaborn is a library of matplotlib-based Python data visualization. It offers a high-level gui for convincing and insightful statistical graphics.

3.2 Data collection and labeling

There are several methods of gathering data for social media sentiment analysis. Social media platforms, such as Twitter, provide user tweets for the public that are open for research. You will explicitly import tweets from the Twitter website. To perform multiclass classification, we have observed tweets related to the covid-19 pandemic. Twints are used to collecting tweets from Twitter, and these tweets belong to Indian Twitter handle using different keywords like COVID-19, Corona, Pandemic, and many more. Twin tools work as Twitter API. It is required a consumer key, Consumer secret, access token, and access token secret key. Here we have to use the Python Language interface to access tweets using these keys [3].

These Two Twitter datasets are taken from social media sites. In which the first dataset holds the tweet during the lockdown. In contrast, the second dataset contests the tweets after the completion of the post lockdown. With these two different datasets, we will try to understand the sentiments of the public. Raw data was retrieved using feature analysis tweets using various queries such as covid-19, COVID, corona, coronavirus, pandemic, and tweet intersection containing Wuhan and virus. Now a day researchers are interested in analyzing the opinion of COVID-19 tweets [2]. Before fitting the machine learning model, we have to preprocess the data, which basically has some basic steps.

- **Tokenization:** It can be accomplished by splitting documents (crawled reviews) into a list of tokens such as words, numbers, special characters, etc., and make the document ready to be used for further processing.
• **Normalization**: This process converts all the word tokens of a document into either lower case or upper case because most of the reviews consist of both cases i.e. lower-case and uppercase characters. The purpose of shifting all tokens into a single format can easily be used for prediction.

• **Stop Word Removal**: In this step, we have removed all the commonly occurring words from each of the tweets. For removing stop words, a predefined list of stop words has been used. Each tweet is compared with the available stop word list, and matching words are removed from that tweet. These words do not contribute to the performance of the model.

• **Stemming**: It is the process of transforming all the tokens into their stem or root form. Stemming is a swift and straightforward approach that makes the feature extraction process more effortless.

After the prepossessing steps have been completed, the data’s polarity and subjectivity can be calculated by labeling the data with the aid of the Textblob method.

Figure 2 shows a pictorial representation of public sentiment during and after lock-down. After labeling the data from TextBlob, figure (a) represents Dataset1 which keeps tweets at the time of lockdown. While Dataset2 shows the post lockdown sentiments.

**Algorithm 1: Sentiment Analysis of Twitter social media Data (SATD)**

| Input: |
| Twitter social media Data (TD) |
| Output : |
| Sentiments of TD |

1. Take tweets dataset (TD) by Twint from March to June 2020. All tweets are based upon COVID-19.
2. Preprocess and clean TD by using pandas
3. Find sentiment from TD by using TextBlob `sentiment` function
4. `Sentiment_Value = TextBlob(sentence).sentiment[0]`
   ```
   if Sentiment_Value == 0
       Return 0  //“Neutral”
   elif Sentiment_Value > 0:
       Return 1  //“Positive”
   else:
       Return 2  //“Negative”
   ```
5. Write the table with Sentiment_Value
6. Use NLP and machine learning algorithms to find accuracy on COVID 19 TD.

**3.3 Proposed approach**

This section proposed an approach for the analysis and prediction of Twitter social media data through a machine learning model. It is proposed an algorithm named Sentiment Analysis of Twitter social media Data (SATD). We have taken the dataset from twint, twint is a Twitter social media intelligence tool.
Fig. 2 Sentiment analysis visualization of Dataset1 (a) and Dataset2 (b)
Here we are analyzing Twitter social media data and finding the sentiment from it. We have categorized and indexed three types of sentiments.

1. Neutral Sentiment- Index 0
2. Positive Sentiment – Index 1
3. Negative Sentiment- Index 2

Five distinct ML models, such as Random Forest Classifier, Multinomial NB Classifier, Logistic Regression, Support Vector Machine, and Decision Tree, have been used and evaluated. These models test and predict the data and the class label also. The algorithm of the proposed SATD is illustrated in algorithm 1.

4 Experimental results

The performance of the proposed algorithms SATD is evaluated in this section. The experiment was performed on 10,924 Tweets during the lockdown and 10,038 tweets are extracted from Twitter using Twins [17]. The data extracted from social media was first preprocessed, followed by labeling (0-neutral, 1-positive, and 2-negative). In which there are two fields containing tweets and their sentiments. We have created a different machine learning classifier model for calculating different values such as precision, recall, F1-score, and support. We have also drawn the confusion matrix with and without normalization.

For the computation of accuracy, recall, f1-score, support, and precision values, Random Forest Classifier, Multinomial NB Classifier, Logistic Regression, Support Vector Machine, and Decision Tree classifiers are used. In Tables 1 and 2 shows the different values with different classifiers. From Table 1, it is observed that the precision, recall, F1-score, support,
and accuracy are better for Dataset1. The accuracy obtained for the Random Forest Classifier, Multinomial NB Classifier, Logistic Regression, Support Vector Machine, and Decision Tree classifiers is 0.97, 0.98, 0.96, 0.97, and 0.98 respectively. This is due to the fact the selected classifiers are effectively classified based on the sentiments.

Moreover, Dataset2 is also analyzed with the proposed five classifiers and the outcomes are recorded in Table 2. The accuracy of the Random Forest Classifier, Multinomial NB Classifier, Logistic Regression, Support Vector Machine, and Decision Tree classifiers are 0.94, 0.95, 0.98, 0.97, and 0.99 respectively.

### 4.1 Confusion matrix

It is a matrix to mention the performance of a classification algorithm. The accuracy itself can be misleading because there are certain reasons for misleading, as an unequal number of observations or more than two classes in your dataset. So overcoming these problems uses a confusion matrix. This matrix shows the values for accurate estimations. This describes the classification model is getting right and what types of errors it is making.

**TPR:** True Positive Ratio Shows the positive class ratio to be correctly classified.

**FPR:** False positive ratio shows us what amount of the negative class was wrongly identified by the classifier.

### 4.2 Precision and recall

Precision is the ratio of correctly identified among the total instances obtained. A recall is a fraction of the total number of cases that have been identified.
Fig. 3 Confusion matrix using random forest classifier for Dataset1 (a) and Dataset2 (b)
Fig. 4  Confusion matrix using multinomial NB classifier for Dataset1 (a) and Dataset2 (b)
Fig. 5 Confusion matrix using logistic regression classifier for Dataset1 (a) and Dataset2 (b)
Fig. 6  Confusion matrix using support vector machine for Dataset1 (a) and Dataset2 (b)
Fig. 7  Confusion matrix using decision tree classifier for Dataset1 (a) and Dataset2 (b)
Fig. 8 Precision, Recall and F1-score results (a) Neutral, (b) Positive, and (c) Negative class for Dataset1
Fig. 9 Precision, Recall, and F1-score results (a) Neutral, (b) Positive, and (c) Negative class for Dataset2.
4.3 F1-score

It is used for the accuracy of tests and also depends on the precision and recall values. The F1-score can be viewed as the precision and recall weighted average, where the F1-score achieves its highest value at 1 and lowest at 0.

4.4 Receiver operating characteristic (ROC)

It also measures the performance of classification problems. It uses a threshold value for filtration for an outcome. ROC is a probability curve that maps the TPR against FPR at multiple threshold values, that represents the degree or measure of separability. Does this curve show how much the model is capable of distinguishing between classes?

Figure 3, shows the confusion matrix with normalization. We have constructed these matrixes by using a random forest machine learning classifier for both datasets.

Figure 4, shows the confusion matrix without normalization and normalization. We have constructed this matrix by using a multinomial Naïve Bayes machine learning classifier.

Figure 5, shows the confusion matrix without normalization and normalization. We have constructed this matrix by using a logistic regression machine learning classifier.

Figure 6, shows the confusion matrix without normalization and normalization. We have constructed this matrix by using a support vector machine (SVM) machine learning classifier.

Figure 7, shows the confusion matrix without normalization and normalization. We have constructed this matrix by using a decision tree machine learning classifier.

4.5 Discussion

Figure 8, shows the negative, neutral, positive class sentiments of precision, recall, and f1-score values by using five ML classifiers. From the figure, it is evident that the precision value of multinomial NB is high in the case of the Neutral class, and recall of RF is higher than other
classifiers. In terms of recall, they achieved more or less the same value. In terms of positive class sentiment, the multinomial NB achieves better recall, and the other values are more or less the same. In the case of negative class sentiment, the precision value is higher for the multinomial NB. The analyses have been made for Dataset1.

Figure 9, shows the negative, neutral, positive class sentiments of precision, recall, and F1-score values by using five ML classifiers. For Dataset2 the value of recall is higher for RF classifier for the Neutral class sentiment. For the positive class sentiment too, the RF achieves more than the other classifiers in terms of precision. For the case of negative class sentiment, the precision value of RF is higher than the other classifiers. Meanwhile, the other values are more or less the same for all cases.

Figure 10, shows the accuracy by using five ML classifiers. From the graph, it is clear that the Logistic Regression, MNB shows better results than the others for both lockdown and post lockdown situations. However, the accuracy of the tweet classification by all the five classifiers

![ROC graphs of logistic regression (a) and support vector machine (b), classifier during lockdown Tweets](image)
Fig. 12 ROC graphs of logistic regression (a) and support vector machine (b), classifier Post lockdown Tweets.
is higher and provides better results as depicted in the figure. Using this the ROC curve can be plotted which is described in the next section.

In this research, by analyzing two different datasets, we found that people were doing more positive tweets at the lockdown time so that there is no fear. Because in lockdown, people were using social media and television more and more while sitting at home. Positive and neutral tweets were more so that people should support the government in preventing the infection of Corona. After the end of the lockdown, the public’s problems, such as employment, public transport, public gathering, educational institutions, etc., the government’s strict guidelines kept coming from time to time. Due to which the public had to face many difficulties, due to all these reasons, the sentiment of people was increased in the negative direction.

Figure 11 shows Receiver Operating Characteristic (ROC) graphs. It is clear from the plot that the logistic regression classifier and SVM classifier are well into the neutral and positive classes prediction. Therefore we can say that logistic regression did a better job of classifying the positive class in Dataset1. In Fig. 12 Shows Dataset2, the SVM model classified negative tweets more accurately than the logistic regression model.

5 Conclusion

This paper proposed an algorithm named as Sentiment Analysis of Twitter social media Data (SATD). That algorithm analyzed and predict the sentiment of tweets based upon COVID-19. The proposed approach predicted the value of precision, recall, and F1-score and support by different machine learning classifiers, such as random forest, multinomial Naïve Bayes, logistic regression, support vector machine, and decision tree on two datasets; first, one extracted from Twitter during the lockdown and second one collected after lockdown. We used ML models programming model with python used pandas library for implementing our algorithm because these types of the library were capable of handling such kinds of extensive data and getting relevant information within limited time and space. The proposed approach predicted the sentiments of Twitter social media data with various parameters. In the future, it can be used sparks technology and deep learning for further processing these data for extracting more accurate results.
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