Using Node-HTTP-Proxy for Remote Experiment Data Transmission Traversing Firewall

Abstract—In this paper, a novel real time experimental data transmission solution based on a new web server software architecture that allows the traversing of network firewalls is proposed. With this new software architecture, the public network port 80 can be shared between Node.js and the Apache web server software system. With this new solution, the Apache web server application still listens to the public network port 80, but any client requests for the Node.js web server application through the port will be forwarded to a special network port which Node.js web server application is listening to. Accordingly, a new solution in which both Apache and Node.js web server applications work together via HTTP proxy developed by the Node-HTTP-Proxy software package is implemented on the server-side. With this new real time experiment control and data transmission solution, the end user can control remote experiments and view experimental data on the web browser without firewall issues and without the need of third party plug-ins. It also provides a new approach for the remote experiment control and real time data transmission based on pure HTTP protocol. The solution will significantly benefit the development of remote laboratory technology.
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I. INTRODUCTION

The application of remote laboratory technology for enhancing engineering education has attracted much attention in the last decades due to its flexible accessibility and resource sharing [1][2]. The increased use of remote laboratories for online education has made network security issues ever more critical. In order to defend against numerous new types of potential attacks, the complexity of network firewalls has been significantly increased. As a result, the use of multi-leveled firewalls (e.g., one for local area network access, one for each of servers, etc.) to protect a computer network has become a common practice. In addition to the firewalls, the servers for remote experiments are configured to promptly block and report suspicious activities. Consequently, the network firewall will inevitably limit the real time remote experimental data transmission, for example limit data transfer rate because of the filter data [3]. However, real time experimental data transmission is an essential function in remote laboratories. Thus, in the design and implementation of the real time remote experimental data transmission, two critical challenges must be met: 1) how to cross the limitations of network security management; and 2) how to achieve high-performance real time experimental data transmission without a need for any extra plug-ins. To the best of the authors’ knowledge, being able to provide a stable and high-performance data transmission for remote experiments through port 80 without firewall issues or extra plug-ins remains a critical issue.

Most early stage remote laboratories relied on the Client-Server architecture for achieving high-performance real time experimental data transmission [4][5]. Examples include the remote panel provided by the National Instrument’s LabVIEW (Laboratory Virtual Instrument Engineering Workbench) [6], a digital-signal-processor-based remote control laboratory at University of Maribor [7], the Distance Internet-Based Embedded System Experimental Laboratory (DIESEL) at the University of Ulster [11] and others. Later on, Client-Server architecture based on Web services and .NET remote services were developed and deployed for remote laboratories [8]. However, almost all of these systems use special network ports, usually TCP/UDP ports for socket protocol, to traverse the network firewall.

With the continuing improvements to computer performance, the technology supporting the Brower-Server architecture is becoming increasingly more stable and suitable for cross-platform system design. Meanwhile, a large number of new technologies have been developed to support more complex web browser-based internet applications. Consequently, more and more remote laboratory software systems have selected to use the Browser-Server architecture technology. Examples include iLab [9], WebLab-Deusto [10], the Networked Control System Laboratory (NCSLab) [12], the improved NCSLab, 3-D [13], the eComLab at UTSA [14] among others. In particular, the eComLab, which was designed and developed in the University of Texas at San Antonio, used SSH tunneling via HTTPS port 443 to address data transmission security while not being blocked by firewall. However, the SSH tunneling has the drawback of decreasing the performance of the system. Therefore, in these systems, the real time experiment data transmission across network firewall issue still has not been solved satisfactorily. Meanwhile, other software plug-ins, such as java applet plug-ins, flash plug-ins, etc, also were used to resolve the drawbacks issue to achieve the high-performance real-time experiment data transmission in these systems.

To solve the challenge of achieving high-performance real time remote experimental data transmission through a Browser-Server architecture, the authors proposed and developed a unified remote laboratory framework [15][16]. The primary goal of this unified framework was
to allow online experiments to be accessed by any Internet browsers without the need for any extra plug-ins. For achieving high-performance real time data transmission, a new web socket protocol implemented through the Socket.IO was also created [17]. Although the Socket.IO solution performs well, the real time data transmission still required a special network port (TCP port 1029).

Consequently, to address this critical issue, a novel approach is required to implement the high-performance real time experimental data transmission solution is presented. In Section IV, the new solution implementation process is presented. Concluding remarks are drawn in Section V.

II. PREVIOUS WORKS AND METHODS SEARCH

Previous work [14] focused on the fundamental design and development of a unified remote laboratory framework was designed. The subsequent iteration of the design resolved challenges of developing cross-browser and cross-device web user interface as an improvement to the unified framework [15]. This unified framework was used to implement remote control engineering experiments. As an example, the new Smart Vibration Platform (SVP) remote experiment is now used to teach students in mechanical engineering courses at the University of Houston. The SVP offered students hands-on experience on structural vibration control by using a Magneto-Rheological (MR) and Shape Memory Alloy (SMA) braces to control the vibration of a one story model [17].

Nowadays, with the fast development and improvement of the network technology, Node.js has become one of the more prevalent server-side technologies that are revolutionizing the web. It is also a free-to-use software system for server-side application development. Node.js contains a built-in HTTP server library, thus allowing more control of the web server by making it possible to run a web server without the use of external software systems, such as Apache or Microsoft IIS [18]. Node.js enables web developers to create an entire web application in JavaScript which are both server-side and browser-side. In the Node.js server-side software system, Socket.IO is a JavaScript library used to support real time web applications development [19][20].

With the previous improved unified remote laboratory framework, a Comet solution based on Node.js and its Socket.IO package was implemented in the server-side and experiment control workstation. For improving the experimental data transmission, a new application transmission protocol based on the Socket.IO was designed and implemented. However, with the Comet solution, the real time experiment data was transferred via network port 1029, which is the special network port, to traverse the network firewall. The reasons are as follows. The web server was built on the Apache HTTP web server software engine. By default, the server occupied the public network port 80. Consequently, the Node.js web server software system has to use the other network port (such as port 1029) for real time experimental data transmission. Currently, in the network system, the network firewalls are designed for network security in all colleges and universities. Thus, in most academic institutions, only several network ports, including public network port 80, are opened and most other network ports are either blocked or limited. The user only can remotely conduct the experiment using the web browser without installing any plug-ins while on-campus. Accordingly, when the user hopes to conduct the remote experiment off-campus, they also need to use the VPN. Consequently, the issue of traversing the network firewall remains, which was the essential issue not to be resolved in previous works. In order to resolve this essential transmission issue, a new approach must be found to transfer the real time experimental data only via the public network port 80.

This paper presents the detailed working process regarding a novel real time experiment control command and data transmission approach proposed for the remote laboratory development. This experimental data transmission approach via HTTP proxy gets both Apache web server application and Node.js with its Socket.IO library working together. Figure 1 illustrates the architecture of the novel real time experiment control command and experimental data transmission solution. The new solution contains the following three parts: HTTP proxy, Node.js and socket.IO. In addition to the HTTP proxy implementation was the Node-HTTP-Proxy, which is a free software package developed by the Node.js development team.

III. PROPOSED SOLUTION

The main purpose of this new solution is to transfer the experimental control command and experimental data between client and server across network firewall. The ability to transfer across the network firewall will be a great improvement for the remote laboratory unified framework. In order to address the network firewall issue, an HTTP proxy was set up using a Node-HTTP-Proxy in the server-side. The Node-HTTP-Proxy proxy was used to monitor the connections on the public network port 80 in the server-side. The HTTP proxy switches the requests from the client browsers to the proper software applications which run in the server-side. Each application listened for its own special network port based on the host-
name in each request. In the new web server, an HTTP proxy application built up by Node-HTTP-Proxy software package was configured and used to finish the requests for transferring tasks. This proxy application monitored public network port 80 and looked up the appropriate web server application for a request from the client. The proxy also switches the experimental data directly from the web server applications to the client web browsers. Currently in the server-side, there are one Apache web server application and one Node.js web server application which all worked for the remote SVP experiment. The Apache web server application was used to generate the user interface framework, and the Node.js web server application was used to handle the experimental data and equipment control commands.

Figure 2 illustrates the new data transmission solution working process. As seen in Figure 2, Node.js web server software should be set up in server-side. Furthermore, there is also a need to compile and install the Node-HTTP-Proxy software package and reconfigure the web server. Meanwhile, the web server must include the Apache and Node.js web engines in order to provide experimental control commands and experimental data real-time transmission environment.

A. The Node-HTTP-Proxy for the network port sharing

In the previous iteration of the unified remote laboratory framework the Apache and Node.js web server applications could not be set to listen to the same public network port 80 at the same time. Additionally, the Node.js web server application could not be run without first activating the Apache web server application.

A solution to the above problem is to set up one HTTP proxy using the Node-HTTP-Proxy software package. This new approach can get both Apache and Node.js working together without problems while also at the same time share the same public network port 80.

Node-HTTP-Proxy is a full-featured HTTP proxy which uses Node.js web server software system. The proxy is also the free and open source software package. Node-HTTP-Proxy was designed as a middleware concept and middleware is a simple way to add new features to the application stack. Nevertheless, the problem here is that the extremely popular middleware style of web application development is often incompatible with high performance real-time data transmission capability. For example, if a body decoder middleware was used, every request will need to be buffered in full before the body can be properly decoded. This approach will increase memory usage and reduce system performance. This process can be compared to simply relaying unaltered requests and responses to other destinations. All the tasks of the middleware must be waited for and read into memory, possibly altered, then sent again, thus adding to both the time and resource cost of each request.

However, when the Node-HTTP-Proxy was designed and developed, its purpose was for high performance real-time data transmission capability. The concept of a stream in Node.js lends itself well to working with HTTP requests. One of Node.js strengths is its ability to stream data. Meanwhile, a great deal of performance can be achieved simply by piping the request and response streams to other destinations and then back again. More importantly, if any subsequent task in the Node-HTTPProxy task chain tries to listen for 'data' or 'end' events, or otherwise treat the current HTTP connection as a stream, it just doesn’t work. As a buffered request exits a stream, the request simply becomes a data object.

Figure 3 illustrates the deployment principle of the Node-HTTP-Proxy. From its deployment principle, it can be seen that the Node-HTTP-Proxy is working as the agent to transfer the request and data between the clients with web server applications via the public network port 80.

The Node-HTTP-Proxy also has a high capacity for the proxy Web Sockets protocol. Therefore, apps can be run independently on different special network ports while simultaneously serving everything to the user over public network port 80, such as the socket.io for the data transmission solution. Example 1 is a segment of a simple code segment for using Node.js with Node-HTTP-Proxy on the public network port 80.

```
var HTTP = require('HTTP'),
   HTTPProxy = require('HTTP-proxy');

HTTPProxy.createServer({
   hostnameOnly: true,
   router: {
      //web-development.cc
      'www.my-domain.com': '127.0.0.1:80',
      'www.my-other-domain.com': '127.0.0.1:5001'
   }
}).listen(80);
```

Example 1: Node-HTTP-Proxy code line
The example code creates the basic HTTP proxy server application and listens for the public network port 80. The code will switch any requests from the clients to two server applications which separately listens for network port 80 and network port 5001.

B. Server-side software system (Node.js)

A stable server-side software engine must be chosen which can support real-time communication web application development in order to allow real time experimental control command and data transmission. Node.js, with its support for real time communications, becomes a prime candidate for use. The most notable distinction of Apache web server software engine is that Node.js is an especially fast and efficient server software system that scales well with application size and scope. The Start Servers and Min-Spare Servers settings of the Apache web server helps keep a specified number of idle Apache servers running in order to bypass the time required to start servers for new connections. In contrast, Node.js instructs the operating system (through e-poll, k-queue, /dev/poll, or select) that it should be notified when a new connection is made, and then it goes to sleep. If any new clients connect, then Node.js executes the callback. Each connection is only a small heap allocation. Figure 4 illustrates the Node.js software system architecture.

Node.js is a server-side software designed to write scalable Internet applications and notably setup web servers. Node.js is also a packaged compilation of Google’s V8 JavaScript engine, which include the libuv platform abstraction layer and a core library which is primarily written in JavaScript. Meanwhile, Node.js uses an event driven operation mode, asynchronous I/O port to minimize overhead and maximize scalability. The original goal of Node.js was to create web sites with push capabilities as seen in web applications like Gmail. Nevertheless unlike most other JavaScript programs Node.js is not executed in a web browser. Instead Node.js is executed as a server-side JavaScript application. In the server-side, Node.js not only implements multiple common JavaScript specifications, but also it provides a Read–Eval–Print-Loop (REPL)[21] environment for interactive testing.

Node.js also is a JavaScript environment running in Google’s V8 JavaScript engine. As depicted in Figure 4, Node.js only exposes non blocking asynchronous interfaces to the programmer. Node.js has very few abstractions. Its power lies in the fact that it stays away from certain undesirable interfaces, such as synchronous I/O. There is no worry about an event completing and taking over while the user is in the middle of another task. Each Node.js is a single thread. To increase the work load, multiple Node.js instances may be started, and the kernel can be relied upon for load balancing. Memory isolation is enforced at the process boundary.

Node.js uses the module architecture to simplify the creation of complex applications. Modules are akin to libraries in the C language, or units in the Pascal language. Each module contains a set of functions related to the ‘subject’ of the module. For example, the Node HTTP proxy module contains functions specific to HTTP Proxy. Node.js provides some core modules out of the box to help you access files on the file system, create HTTP Proxy and Socket.IO, and perform other useful functions.

As can be seen in the simple code segment of Example 2, the ‘require()’ function can be used as a simple way to include modules in the program. Node.js is a promising technology and an excellent choice for high load applications. Node.js has been proven by corporations, like Microsoft, eBay, and Yahoo [22].

C. Real time web application with Socket.IO

The WebSocket protocol was used to support real time communication for web application development. The WebSocket protocol is most often used to describe as the “Real-time Web.” [23] Basically, the purposes of WebSocket are to break the limitations of the request/response protocol of HTTP. Instead, with event-handling implemented at each end, it creates a socket connection directly between the browsers with the back-end. This makes it possible for events to be triggered in the back-end of the user’s browser without the browser having to poll to see whether anything has happened at the back-end. When a message is sent via the WebSocket protocol connection to the browser, this triggers a pre-defined event and the contents which are associated with the event immediately shown in the browser. As WebSocket protocol is bi-directional, the events occurred in the browsers also can generate messages which are sent through the WebSocket protocol connection to the back-end. The WebSocket protocol also effectively provides an alternative to use Ajax over HTTP protocol.

As mentioned previously, the real time communication application needs to be based on the WebSocket protocol. In the interest of adapting the server-side architecture, Socket.IO, which is the module of Node.js, was also used. The WebSocket protocol was also used to connect the client web pages with the web server.

Socket.IO is also supported by other software packages other than WebSockets. If there are additional requirements from the user, Socket.IO can fall back on other methods, such as Adobe Flash sockets, JSONP polling, and AJAX long polling, etc, while continuing to provide the same interface. Although Socket.IO can be used as simply a wrapper for the Web Socket protocol, it provides many more features including broadcasting to multiple sockets,
storing data associated with each client, and asynchronous I/O. Figure 5 illustrates the Socket.IO working process.

Socket.IO enhanced the WebSocket protocol by providing built-in multiplexing, horizontal scalability, automatic JSON encoding/decoding, and more. Socket.IO also uses Long Polling. Long Polling addresses the weakness of traditional polling methods by asking the server for new information a certain intervals and keeping the connection open even if the server has nothing new to process. This technique dramatically decreases latency and network traffic, which means that it efficiently disguises itself as a server-push technique.

Socket.IO is a JavaScript library. Through blurring the differences between the different transmission mechanisms, it is possible that the Socket.IO supports the real-time web applications in every browser and mobile device. Socket.IO mainly includes two parts: a client-side library that runs in the browser, and a server-side library for Node.js. Both components have a nearly identical API. Like Node.js, it also uses event-driven operational principle. Example 3 and Example 4 show sample codes of these two parts.

```
var io = require('socket.io').listen(80);

io.sockets.on('connection', function (socket) {
  socket.emit('news', { hello: 'world' });
  socket.on('my other event', function (data) {
    console.log(data);
  });
});
```

Example 3: Socket.IO example Code in Server

```
<script src="/socket.io/socket.io.js"></script>

var socket = io.connect('HTTP://localhost');

socket.on('news', function (data) {
  console.log(data);
  socket.emit('my other event', { my: 'data' });
});
```

Example 4: Socket.IO example Code in Client

IV. SOLUTION IMPLEMENTATION

A. Technical Characteristics of the novel data transmission solution for unified remote laboratory framework

The architecture of the novel real time experiment control commands and data transmission solution, which is described in the previous section, has been used for the new Smart Vibration Platform (SVP) remote experiment. The SVP remote experiment was developed based on Web 2.0 Technology, which include HyperText Markup Language (HTML), Cascading Style Sheets (CSS), and jQuery/jQuery-Mobile JavaScript libraries, the whole framework was built directly on top of MySQL database. The PHP, which stands for Hypertext Preprocessor and MySQL database driven data-streaming solution, eliminated the need for the client side LabVIEW (Laboratory Virtual Instrumentation Engineering Workbench) plug-in. Three technologies were mainly used for the system implementation, including the LabVIEW-to-Node.js technology for experimental data and experiment equipment control commands transmission, the novel video transmission approach based on HLS protocol for real-time system monitoring, and Mashup technology for user interface implementation. Table I lists the detail technology, protocol and software package which were used in the new data transmission solution.

| Name                  | Technology/Protocol/Software                      | remark                |
|-----------------------|----------------------------------------------------|-----------------------|
| 1 HTTP Proxy          | Node-HTTP-Proxy                                    | Part of Node.js       |
| 2 Data Protocol       | Socket.IO                                           | Part of Node.js       |
| 3 Database            | MySQL 5.5                                          |                      |
| 4 Server - Web Service| Apache(2.2), Node.js(V0.10.20), JSON               | LtoN (LabView to Node.js) |
| 5 Equipment Control   | LabView(2012)                                      |                      |

B. Node-HTTP-Proxy configuration

In the interest of allowing real time experiment control command and data transmission via public network port 80, a new architecture was required in the web server to get the Apache 2.0 web server application working well together with Node.js V0.10.20. Configuration of the new architecture to match the Node-HTTP-Proxy requirement was also needed.

In order to achieve this aim, the following tasks must be accomplished. Firstly, The Express and Node-HTTP-Proxy software package need to be installed in the server-side. Accordingly, the virtual hosts which need to be set up normally on Apache web server software system. Secondly, all virtual hosts should be placed in a common directory (for example: "/localhost"). Then the Apache web server application would listen for the public network port 80. The next step is to configure the port in file "httpd.conf" (such as changed "Listen 80" to "Listen other special port"). Finally, all virtual hosts must be fixed. As defined in "extra/HTTPD-vhosts.conf", all virtual hosts were set to an IP based name Virtual Host (such as HTTP://127.0.0.1) instead of using a port (such as HTTP://vr-lab.engineeringtech.tsu.edu:80). On the Node.js server-side software system, the application/server (Node.js virtual host) that listened for the spe-
cial network port (such as port 5001) which is different with Apache port (arbitrary choice of port number) was created. Then in the "localhost" directory, a file called "nodeHTTPProxy.js" was created. The following code segment, Example 5, shows sample code of the Node-HTTP-Proxy in our server. For using node-HTTP-proxy, a proxy server case which is listening for the public network port 80 also was created in nodeHTTPProxy.js.

```
// Module dependancies
var HTTPProxy = require('/usr/local/lib/node_modules/HTTP-proxy/lib/node-HTTP-proxy'),
    express = require('/usr/local/lib/node_modules/express/lib/express');
// HTTP proxy-server
HTTPProxy.createServer(function (req, res, proxy) {
    // Array of node host names
    var nodeVhosts = ['vhost1', 'vhost2'],
        host = req.headers['host'],
        port = nodeVhosts.indexOf(host) > -1 ? 80 : 5001;
    // Now proxy the request
    proxy.proxyRequest(req, res, {
        host: host,
        port: port
    });
});
.listen(80);
```

Example 5: NodeHTTPProxy.js example code

After solving all of the issues mentioned above, nodeHTTPProxy.js just need to be run. Each of the Node.js applications has a map file that contains the port that the application is listening to as well as a map that indicates the expected path which the application is being served on.

C. LabView to Node.js via Socket.IO

In order to implement real time communication between the client application and the server application, a new Socket.IO based application transmission protocol was designed and developed. This new application communication protocol includes two parts, a client part that runs in browsers and a server part that runs in the web server. The two parts were developed with JavaScript language and also enhanced the real-time communication by the new Socket.IO based application transmission protocol.

In this new application transmission protocol, a custom defined special communication instruction set was used. With the new instruction set, communication security can be guaranteed during the process of conducting the remote experiment. In the new protocol, brief instructions were used to control the experiment to improve data transmission performance.

For the protocol implementation, two JavaScript program files were required: one for client application (runs in web browsers) and the other for server application (runs in web server). Then a new Node.js task was created to run the protocol in the server-side, and this server-side application must hold running status indefinitely. Because only the server-side protocol application holds the active status, it can ensure the normal real time communication. In client-side, there is a configuration file which defines and describes the communication instruction functions to support the client application normal operation in web browsers.

With the resolution of the issues mentioned above, the server-side protocol was run using ‘forever start’ command of Node.js in server-side. The server-side protocol entered into the active status, and the real time communication will be present during normal operation. We implemented the experiment data record function using our new data transmission protocol. The downloaded experiment data for the real displacement and the displacement reference in remote SMA experiment was plotted in the same figure by using MATLAB. Figure 6 and Figure 7 depict the results of the displacement change of SMA in two tests from plug-in free remote laboratory.

D. Sample Paradigm of the new solution

Table II shows the comparison of the sample paradigms, which show the terminal user interface, which was developed under the novel unified frameworks within different terminal devices.
This user interface can be run in any terminal devices without the installation of any plug-ins or software. As an example, the SMA remote experiment was used to depict the experiment operation method from the user interface. When the switch on the left corner of the web page is turned on, the user can move the slide bar to control the Desired Displacement value. The sensor output, which indicates the desired displacement volt value, is shown in the middle of the web page. The real-time video is displayed on the top of the web page. With our novel data transmission solution, the real-time experiment data can be transferred to different terminal interfaces across the network firewall. Meanwhile, end users can also use any terminal devices to send the commands from client web page to the remotely located workstation as the novel data transmission solution now allows communications across the network firewall.

The remote laboratory system based on the novel unified framework is able to take full advantage of the hardware’s potential. With the new real time command and data transmission solution, the improved remote experiment provides better control performance for a wider range of terminal equipment.

V. CONCLUSIONS

The paper presented a novel real time experiment command and data transmission solution with the new web server architecture. To solve the traversing network firewall issue, we implemented the HTTP proxy using the Node-HTTP-Proxy software package in the server-side. To improve the data transmission performance, a new experiment application transmission protocol based on Socket.IO was designed and implemented. The SMA remote experiment was augmented with the new solution as a demonstration of the benefits it provides. End users can now conduct the SMA remote experiment and view the experiment data in real time through web browsers anywhere that has internet connection without any third party plug-in. Consequently, the novel real time experiment data transmission solution gives the unified framework much needed improvement.
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