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Abstract—Digital data collected over the decades and data currently being produced with use of information technology is vastly the unlabeled data or data without description. The unlabeled data is relatively easy to acquire but expensive to label even with use of domain experts. Most of the recent works focus on use of active learning with uncertainty metrics measure to address this problem. Although most uncertainty selection strategies are very effective, they fail to take informativeness of the unlabeled instances into account and are prone to querying outliers. In order to address these challenges we propose an hybrid approach of computing both the uncertainty and informativeness of an instance, then automatically label the computed instances using budget annotator. To reduce the annotation cost, we employ the state-of-the-art pre-trained models in order to avoid querying information already contained in those models. Our extensive experiments on different sets of datasets demonstrate the efficacy of the proposed approach.

Index Terms—Pseudo Labeler, Active Learning, CNN

I. INTRODUCTION

Current ICT technologies include Internet of Things (IoT) [1], Remote Sensing (RS) [2], Cloud Computing (CC) [3] and Big Data (BD) [4]. RS entails detecting and monitoring the physical aspects of a target area from distance. CC offers tools for preprocessing and modelling of data collected from IoT devices and other sources. The continuous use of these technologies to collect, monitor, measure, store and analyse data has led to a phenomena of BD [5] which is in abundance of unlabeled data. Unlabeled data is relatively easy to acquire and it is expensive to label even with use of domain experts. For example, its expensive to hire dermatologists to annotate 129,450 skin cancer images [6]. Even when using state-of-the-art computing resources, training a Machine Learning (ML) model on large data sets can take long time. However, majority of the time ML algorithm may not need all of the available dataset for training [7]. The main motivation for use of Active Learning (AL) is that, if a learning algorithm can pick the data it want to learn from, then a small set of selected datapoints will be used for training. Typically this process would involve randomly sampling large amount of data from underlying distribution for training a model (passive learning). Collecting large amount of labeled data for training is time consuming and expensive. AL provides methods for analyzing vast amount of data with improved efficiency than other computing approaches, because of the ability to iteratively select the most informative data sample and simultaneously update its selection strategy [8]. AL is a semi-supervised method that does not require labels of all the samples in a dataset. In unsupervised methods no labeled samples are used and for fully supervised all samples are labeled. The decision of how much data to use for training a Deep Learning Model or alternatively the level of performance required is a resource management decision.

In AL there are three scenarios in which the ML algorithms will query the labels of instances, they include: a) Membership Query Synthesis (MQS) - ML algorithms generates constructs of an instance [9]. b) Stream-Based Selective Sampling (SSS) - ML algorithms use query strategy to determine whether to query the label of an instance or reject it based on informativeness [10]. c) Pool-Based Sampling (PBS) - Instances are drawn from a pool of unlabeled data according to some informativeness measure [11]. Majority of recent works focuses on use of pool-based sampling approach. In their work Joshi et al. (2009) proposes an uncertainty measure that generalizes margin based uncertainty to the multi-class [12]. Chakraborty et al. (2011) propose a dynamic batch mode AL combined with selection criteria as a single formulation [13]. In another recent study AL and Random Sampling (RS) is used to substitute the human annotators [14]. The emphasis is to evaluate the informativeness of an instance, with an assumption that an instance with higher classification uncertainty is more crucial to label. This classical approach usually uses statistical theory such as entropy and margin to measure instance utility, however it fails to capture the data distribution information contained in the unlabeled data. This can eventually cause the classifier to select outlier instances to label therefore, its important to consider the classification uncertainty as well as instance representativeness while developing an AL method.

The conventional way to reduce the cost of designing deep learning architectures and optimizing the parameters is to exploit available pre-trained models. Using pre-trained models helps reduce the training cost by utilizing information contained in different models but from a related domain. This is also refer to as Transfer Learning (TL) [15]. The information transfer between the source and the target domain is done through feature sharing [16] and components transformation [17]. However, these methods only revise the designs of the pre-trained networks, hence re-training with many parameters is still computing intensive. Performing batch training with fixed architecture of pre-trained models is a better choice. Classical state-of-the-art deep network architectures include: AlexNet [19], NIN [20], ENet [21], ZFNet [22], GoogleLeNet [26] and VGG 16 [27]. Modern architectures include: Incep-
The authors of [39] transform AL into a core-set selection problem in batch setting, for selecting most competitive data points from the unlabeled set. A geometrical method is used to characterize the performance of the selected subset. The method proposed in [34] use fine tuned pre-trained model on most useful examples. The examples are estimated based on potential contribution of an instance to feature representation. Iscen et al (2019) [35] introduce a transductive method that uses nearest neighbour graph to make predictions for generating pseudo-labels of the unlabeled dataset. Other studies considers queries for TL with classical shallow models. For example, the method in [41] combines AL and TL into a Gaussian process based approach, and sequentially uses predictive covariance to select most suitable queries from the target domain.

Kale and Liu [42] propose a framework to combine the AL with TL, and utilize labeled data from source domain to improve the performance in the target domain. Kale et al. [43] present a framework for generating effective label queries by performing TL. The framework is able to perform both the un-supervised and semi-supervised learning. Huang and Chen (2016) [44] propose to actively query labels from source domain to help the learning task of the target domain. From the literature presented above, majority of the AL focus on selecting a single informative unlabeled instance to label each time. One main shortcoming of the above approaches is poor generalization for unseen instances in the domain. This is due to the fact that they only select queries based on how the instance related to the classifier while ignoring unlabeled instances. Also with a large set of instances classification response time can be slow, therefore use of budget anotator will help reduce active labeling evaluation metrics and labeling time.

### III. Methodology

In order to avoid the problem of generalization of unseen instances, we present a robust approach by combining the strenghts of different learning strategies. The proposed approach has four main components: a) an uncertainty measure, b) correlation measure, c) an informative measure and d) and budget labeller.

We will use the follow notation in this paper. While \( D = D^L \cup D^U \) let \( D^L \) denote labelled instances \( D^L = \{(x_1, y_1), (x_2, y_2), \ldots, (x_n, y_n)\} \), \( D^U \) denote unlabelled instances \( D^U = \{(x_1,?), (x_2,?)\ldots,(x_n,?)\} \), \( D^H \) denote high confidence instances and \( \theta^L \) denote the model parameters. For \( m \) classes in \( D \) the label of \( D^U \) can be expressed as \( y^l = l, l \in \{1, 2, \ldots, m\}. \) Therefore, instance selection criteria in this work will be based on probability of \( x_i \) belonging to \( l \)th class which can be expressed as \( p(y_l = l|x_i; \theta) \). The algorithm b describes the general axiomatic learning algorithm. We follow the same approach to develop the proposed methodology.

From Algorithm 10, a model is trained from a small set \( D^L \). Then instances from unlabelled pool \( D^U \) are queried based on evaluated uncertainty measure and instance informativeness. As the learning process continue, the model will sequentially
Fig. 1. Our proposed model. AL framework progressively get data as input from the unlabeled set. Most informative samples and the classified samples are applied on the classifier output. The process to select and label instances will iterate until the budget is achieved while updating the selection strategy.

Alg. 1: General AL algorithm adopted from [37] We follow the same approach to develop the AL with budget annotation, however, in their approach step number 3 not necessary since the unlabelled set has been updated in step number 9 update its selection strategy while selecting more high confidence samples.

IV. EXPERIMENTS

A. Datasets

Two datasets namely CIFAR-10 [24] and Street View House Numbers (SVHN) [23] datasets were used in this work. The CIFAR-10 dataset used consist of 32x32 10,000 labelled image pool, 30,000 image unlabelled pool and 10,000 testing pool. SVHN dataset used consist of 32x32 10,000 labelled image pool, 30,000 unlabelled pool and 26,032 testing pool. For both datasets, input resize and normalize transformation was done in order to match the models input sizes and shapes. The number of initial labels was initialized to 10,000 and number of queries to 1,000. 15 training epochs were carried out with a training batch size of 32 and a learning rate of 0.05. The size of batch size was considered in order to fit the entire training batch into memory since GPU was used for speed up [25]. This also ensure achieving a good training stability and generalization. The proposed approach was implemented in Python 3.6. Nvidia Tesla P100 was for experiments. During all the experiments, losses and accuracies set were monitored.

B. Fine-tuning Network Parameters

In order to suite the pre-trained network to the dataset classes, the last layer(softmax layer) is truncated and replaced with a layer with 10 categories. Back propagation is performed to fine-tune the pre-trained weights. Since the pre-trained networks are already good as compared to initialized weights, we adjust the learning rate to 0.05.

C. Models

In the experiments, the study was done using the following three state-of-the-art pre-trained models which have achieved a top-5 error rate in ILSVRC. In this section we will briefly discuss the architectures of the selected models.

GoogleNet, a 2014 ILSVRC winner, was inspired by LeNet but implemented a novel inception module. the Inception cell performs series of convolutions at different scales and subsequently aggregate the results. This module is based on several very small convolutions in order to drastically reduce the number of parameters. There has been tremedious efforts done to improve the performance of the architecture:

a) Inception v1 [26] which performs convolution on an input, with 3 different sizes of filters (1x1, 3x3, 5x5). Additionally, max pooling is also performed. The outputs are concatenated and sent to the next inception module.

b) Inception v2 and Inception v3 factorize 5x5 convolution to two 3x3 convolution operations to improve computational speed. Although this may seem counterintuitive, a 5x5 convolution is 2.78 times more expensive than a 3x3 convolution. So stacking two 3x3 convolutions in fact leads to a boost in performance.

c) In Inception v4 and Inception-ResNet the initial set of operations were modified before introducing the Inception blocks.

Extensive classification study of AL and budget anotator with DenseNet, GoogleNet and ResNet on batched SVHN satast in comparison to classical active learning without budget labelling. Our proposed method AL with budget labelling...
performs consistently better than classical AL method. Fig. 2. indicate impressive prediction performance between using pre-trained models and training from scratch models. Fig. 3. shows pre-trained DenseNet with performance of up to 92% validation accuracy on SVHN dataset(a pool of 40,000 images was used. 10,000 labelled set, 30,000 unlabelled set and 10,000 validation set). This impressive performance imply that use of both auto anotators and pe-trained models can be used to train a deep CNN using a small labelled dataset over a big pool of unlabelled data. In Fig. 4. we trained ResNet on AL and pseudo anotator with batched SVHN dataset.In Fig. 5. we show the applicability of our approach on different datasets, we used a pre-trained models on MNIST dataset.

When deeper networks starts converging, a degradation problem is exposed, with the network depth increasing, accuracy gets saturated and then degrades rapidly. Deep Residual Neural Network(ResNet), a logical extension of DenseNet [46] created by Kaiming He al. [29]introduced a norvel architecture with insert shortcut connections which turn the network into its counterpart residual version. This was a breakthrough which enabled the development of much deeper networks. The residual function is a step in which the network learn how to adjust the input feature map for higher quality features. Following this intuition, the network residual block authors proposed a pre-activation variant of residual block, in which the gradients can flow through the shortcut connections to any other earlier layer unimpeded. Each ResNet block is either 2 layer deep (used in small networks like ResNet 18, 34) or 3 layer deep(ResNet 50, 101, 152). It achieves a top-5 error rate of 3.57% which beats human-level performance on this dataset.

DenseNet which is a logical extension of ResNet, there is improved efficiency by concatenating each layer feature map to every successive layer within a dense block [46]. This allows later layers within the network to directly leverage the features from earlier layers, encouraging feature reuse within the network. For each layer, the feature-maps of all preceding layers are used as inputs, and its own feature-maps are used as inputs into all subsequent layers, this helps alleviate the vanishing-gradient problem, feature reuse and reduce number of parameters.

V. CONCLUSION

In this paper, we propose an budget anotator AL approach for cost-effective training of deep convolutional neural networks. Instead of training from scratch, a pre-trained model can be effectively adapted to a new target task by fine tuning with a few actively queried examples, significantly reducing the cost of designing the network architecture and labelling a large training set. Using AL with budget labelling, one can
achieve up to 90% prediction accuracy with little amount of training data as compared to conventional training. The use of budget labelling technique ensures that the model automatically updates its selection strategy after every iteration.
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