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Abstract

In previous works ([10, 11]) we have introduced a new method called the lent particle method which is an efficient tool to establish existence of densities for Poisson functionals. We now go further and iterate this method in order to prove smoothness of densities. More precisely, we construct Sobolev spaces of any order and prove a Malliavin-type criterion of existence of smooth density. We apply this approach to SDE's driven by Poisson random measures and also present some non-trivial examples to which our method applies.
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1 Introduction

In order to study the regularity of the distributions of Wiener functionals, in particular solutions of SDE’s driven by a Wiener process, Dirichlet forms have shown their interest thanks to the weak hypotheses they need (cf. [9]). Soon after the extension of the Malliavin calculus to the jump case (Bismut, Bichteler, Gravereaux, Jacod, Léandre) in the 1980’s, Agnès Coquio obtained existence of density results for SDE’s driven by Poisson random measures by Dirichlet forms methods (cf. [12]) weakening, as in the continuous case, the assumptions on the coefficients of the SDE.

We took anew this approach, generalizing the method thanks to an important simplification expressed by a formula: the lent particle formula (cf. [8], [10], [11]), which expresses the gradient on the Poisson space (upper space) in function of the gradient on the initial space (bottom space) and the creation and annihilation operators.

This representation of the gradient is expressed in functional spaces which allows easily an iteration of the gradient thanks to product spaces.

We take here advantage of this algebraic simplicity to obtain results of existence of $C^\infty$-density. Dirichlet forms methods are rarely used for this only goal. What they bring is not, in the present redaction, weakening the assumptions, but clarifying and generalizing the method, with especially the possibility to address the case of an infinite dimensional initial space (bottom space) as the Wiener space itself. We illustrate this direction by an example where a particle jumps with jumps given by an auxiliary diffusion. Finally this study shows that the language of Dirichlet forms allows easily to extend the Malliavin calculus to Poisson measures and the introduced notions: Sobolev spaces, gradients, iterated
gradients... are simple and interesting by themselves and we think they are adapted to a deeper investigation of extensions of classical functional inequalities.

Part 2 is devoted to recalling previous results and fixing the notation. Sobolev spaces are defined in Part 3. The connexion with classical hypotheses and functional inequalities (Khintchine and Meyer inequalities) are exposed in Part 4. Next, Part 5 and 6 are devoted to the criterion of regularity and its application to solutions of SDE’s and Part 7 illustrates the results by some non classical examples.

2 Notation and hypotheses.

2.1 Hypotheses on the bottom structure

Let $(\Xi, \mathcal{X}, \nu, d, \gamma)$ be a local symmetric Dirichlet structure which admits a carré du champ operator $i.e. (\Xi, \mathcal{X}, \nu)$ is a measured space, $\nu$ is $\sigma$-finite and the bilinear form $e[f, g] = \frac{1}{2} \int \gamma[f, g] d\nu,$ is a local Dirichlet form with domain $d \subset L^2(\nu)$ and carré du champ operator $\gamma$ (see Bouleau-Hirsch [9], Chap. 1). We assume that for all $x \in \Xi$, $\{x\}$ belongs to $\mathcal{X}$ and that $\nu$ is diffuse ($\nu(\{x\}) = 0 \ \forall x$). The structure $(\Xi, \mathcal{X}, \nu, d, \gamma)$ is called the bottom structure.

Following [10] §3.2.2, we are given an auxiliary probability space $(\mathbb{R}, \mathcal{R}, \rho)$ such that the dimension of the vector space $L^2(\mathbb{R}, \mathcal{R}, \rho)$ be infinite. We assume that the Hilbert space $d$ is separable so that the bottom Dirichlet structure admits a gradient operator, denoted by $\flat$, and we choose a version of it with values in the space $L^0 = \{g \in L^2(\mathbb{R}, \mathcal{R}, \rho); \int_{\mathbb{R}} g(r) \rho(dr) = 0\}.$

Let us recall some important properties:

- $\forall u \in d, u^\flat \in L^2(\Xi, \mathcal{X}, \nu; L_0) \subset L^2(\Xi \times \mathcal{R}, \mathcal{X} \otimes \mathcal{R}, \nu \times \rho).$
- $\forall u \in d, \int_{\mathbb{R}} \|u^\flat\|^2(\cdot, r) \rho(dr) = \gamma[u].$
- (chain rule in dim 1) if $F : \mathbb{R} \to \mathbb{R}$ is Lipschitz then $\forall u \in d, (F \circ u)^\flat = (F' \circ u)u^\flat.$
- (chain rule in dim $d$) if $F$ is $C^1$ (continuously differentiable) and Lipschitz from $\mathbb{R}^d$ into $\mathbb{R}$ then

$$\forall u = (u_1, \cdots, u_d) \in d^d, (F \circ u)^\flat = \sum_{i=1}^{d} (F'_{u_i} \circ u) u_i^\flat.$$ 

Although not necessary, we assume for simplicity that constants belong to $d_{loc}$ (see Bouleau-Hirsch [9] Chap. I Definition 7.1.3.) and that

$$1 \in d_{loc} \text{ which implies } \gamma[1] = 0 \text{ and } 1^\flat = 0. \quad (1)$$

We now want to iterate the derivative and define $d^\infty$ to be the set of infinitely differentiable elements in $d$. We suppose that the bottom structure and $N$ satisfy the following hypothesis:

Hypothesis (H). The structure $(\Xi, \mathcal{X}, \nu, d, \gamma)$ with generator $(a, D(a))$ is such that there
exists a subspace \( H \) of \( D(a) \cap L^1(\nu) \), dense in \( L^1(\nu) \cap L^2(\nu) \) and such that \( \forall f \in H, \gamma[f] \in L^2(\nu) \).

**Remark:** In [10, 11], we assume that the bottom structure satisfies what we call (EID) property. Here, since we consider *infinitely differentiable* Poisson functionals, we will be able to prove directly existence and regularity of the density so that we do not need to assume such an hypothesis. Moreover, it is obvious that in these references, the (EID) property plays no role in the construction and the properties of the upper structure.

### 2.2 Dirichlet structures and Poisson measures.

We are given \( N \) a Poisson random measure on \([0, +\infty[ \times \Xi \) with intensity \( dt \times \nu \) defined on the probability space \((\Omega_1, A_1, \mathbb{P}_1)\) where \( \Omega_1 \) is the configuration space, \( A_1 \) the \( \sigma \)-field generated by \( N \) and \( \mathbb{P}_1 \) the law of \( N \). We set \( \tilde{N} = N - dt \times \nu \).

We consider also another probability space \((\Omega_2, A_2, \mathbb{P}_2)\) on which typically, a semi-martingale or another Poisson measure is defined (see application to SDE’s, Section 3).

We shall work on the product probability space:

\[
(\Omega, A, \mathbb{P}) = (\Omega_1 \times \Omega_2, A_1 \otimes A_2, \mathbb{P}_1 \times \mathbb{P}_2).
\]

As we have in mind to iterate the derivative, we generalize the definition given in [10] in the following way.

For all \( n \in \mathbb{N}^* \), we construct a random Poisson measure \( N \otimes \rho^\otimes n \) on \([0, +\infty[ \times \Xi \times R^n \) with compensator \( dt \times \nu \times \rho \times \cdots \times \rho \) such that if \( N = \sum_i \xi(\alpha_i, u_i) \) then \( N \otimes \rho^\otimes n = \sum_i \xi(\alpha_i, u_i, R^k_i, \ldots, R^n_i) \) where \((R^k_i)_{i \in \mathbb{N}^*}, k \in \mathbb{N}^* \), are independent sequences of i.i.d. random variables, independent of \( N \) whose common law is \( \rho \) and defined on some infinite product probability space \((\Omega, A, \mathbb{P})^{\mathbb{N}^*} \) so that \( N \otimes \rho^\otimes n \) is defined on the product probability space:

\[
(\Omega, A, \mathbb{P}) \times (\hat{\Omega}, \hat{A}, \hat{\mathbb{P}})^{\mathbb{N}^*}.
\]

In the case \( n = 1 \), we simply denote \( N \otimes \rho^\otimes 1 = N \otimes \rho \).

We now introduce the creation and annihilation operators \( \varepsilon^+ \) and \( \varepsilon^- \):

\[
\forall (t, u) \in [0, +\infty[ \times \Xi, \forall w_1 \in \Omega_1, \varepsilon^+_t(u)(w_1) = w_1 1_{(t,u) \not\in \text{supp} w_1} + (w_1 + \varepsilon_t(u)) 1_{(t,u) \in \text{supp} w_1} \\
\forall (t, u) \in [0, +\infty[ \times \Xi, \forall w_1 \in \Omega_1, \varepsilon^-_t(u)(w_1) = w_1 1_{(t,u) \not\in \text{supp} w_1} + (w_1 - \varepsilon_t(u)) 1_{(t,u) \in \text{supp} w_1}.
\]

In a natural way, we extend these operators on \( \Omega \) by setting if \( w = (w_1, w_2) \):

\[
\varepsilon^+_t(u)(w) = (\varepsilon^+_t(u)(w_1), w_2) \text{ and } \varepsilon^-_t(u)(w) = (\varepsilon^-_t(u)(w_1), w_2),
\]

and then to the functionals by

\[
\varepsilon^+ H(w, t, u) = H(\varepsilon^+_t(u)(w_1), w_2) \text{ and } \varepsilon^- H(w, t, u) = H(\varepsilon^-_t(u)(w_1), w_2).
\]

We now recall the main Theorem of [10] (see also Theorem 3 in [11]) which gives a construction and an explicit formula for a gradient of the upper structure \((\Omega, A, \mathbb{P}, D, \mathcal{E}, \Gamma)\).

We denote by \( D_0 \) the set of elements in \( L^2(\mathbb{P}) \) which are the linear combinations of variables of the form \( e^{i\tilde{N}(f)} \) with \( f \in (H \otimes L^2(dt)) \cap L^1(\nu \times dt) \) where \( H \subset D(a) \) was introduced in hypothesis (H0), recall that \( \tilde{N} = N - dt \times \nu \), where \( H \otimes L^2(dt) \) denotes the algebraic tensor product of \( H \) and \( L^2(dt) \).
Following [9] we denote by $L^2(\mathbb{R}^+, dt) \otimes \mathbf{d}$ the domain of the Dirichlet structure which is the product of $(\mathbf{d}, \mathbf{e})$ and the trivial one on $L^2(dt)$. We still denote by $a$ and $\gamma$ its generator and its carré du champ, these operators act only on the variable $x \in \Xi$.

If $U = \sum_p \lambda_p e^{i\tilde{N}(f_p)}$ belongs to $\mathcal{D}_0$, we put

$$\tilde{A}_0[U] = \sum_p \lambda_p e^{i\tilde{N}(f_p)} (i\tilde{N}(a[f_p]) - \frac{1}{2} N(\gamma[f_p])), \quad (2)$$

where, as explained above, if $f(x, t) = \sum_l u_l(x) \varphi_l(t) \in \mathcal{D}(a) \otimes L^2(dt)$

$$a[f] = \sum_l a[u_l] \varphi_l \text{ and } \gamma[f] = \sum_l \gamma[u_l] \varphi_l.$$ 

We denote $\mathbb{D}$ the completion of $\mathcal{D}_0 \otimes L^2([0, +\infty[\times dt) \otimes \mathbf{d}$ with respect to the norm

$$||H||_{\mathbb{D}} = \left( \mathbb{E} \int_0^\infty \int_{\Xi} \varepsilon^{-}(\gamma[H])(w, t, u) N(dt, du) \right)^{\frac{1}{2}} + \mathbb{E} \int_0^\infty \int_{\Xi} (\varepsilon^{-}|H|)(w, t, u) \eta(t, u) N(dt, du)$$

$$= \left( \mathbb{E} \int_0^\infty \int_{\Xi} \gamma[H](w, t, u) \nu(du) dt \right)^{\frac{1}{2}} + \mathbb{E} \int_0^\infty \int_{\Xi} |H|(w, t, u) \eta(t, u) \nu(du) dt,$$

where $\eta$ is a fixed positive function in $L^2(\mathbb{R}^+ \times \Xi, dt \times d\nu)$. Finally we denote by $\mathbb{P}_N$ the measure $\mathbb{P}_N = \mathbb{P}(dw) N_w(dt, du)$. One has to remember that the image of $\mathbb{P} \times \nu \times dt$ by $\varepsilon^+$ is nothing but $\mathbb{P}_N$ whose image by $\varepsilon^-$ is $\mathbb{P} \times \nu \times dt$ (see Lemma 13 in [10]).

**Theorem 1.** (i) $A_0$ is symmetric, non positive on $\mathcal{D}_0$ therefore it is closable and we can consider its Friedrichs extension $(A, \mathcal{D}(A))$ which generates a closed Hermitian form $\mathcal{E}$ with domain $\mathbb{D} \supset \mathcal{D}(A)$ such that

$$\forall U \in \mathcal{D}(A) \forall V \in \mathbb{D}, \mathcal{E}(U, V) = -\mathbb{E}[A[U]V] .$$

Moreover, $(\mathcal{E}, \mathbb{D})$ is a local Dirichlet form which admits a carré du champ operator $\Gamma$.

(ii) The Dirichlet form $(\mathbb{D}, \mathcal{E})$ admits a gradient operator that we denote by $\mathbb{P}$ and given by the following formula:

$$\forall F \in \mathbb{D}, \quad F^g = \int_0^{+\infty} \int_{\Xi \times R} \varepsilon^-((\varepsilon^+ F)^h) dN \odot \rho \in L^2(\mathbb{P} \times \hat{\mathbb{P}}) . \quad (3)$$

Formula (3) is justified by the following decomposition:

$$F \in \mathbb{D} \quad \xrightarrow{\varepsilon^+} \quad \varepsilon^+ F \in \mathbb{D} \quad \xrightarrow{\varepsilon^-((\cdot)^h)} \quad \varepsilon^-((\varepsilon^+ F)^h) \in L^2_0(\mathbb{P}_N \times \rho) \quad \xrightarrow{d(N \odot \rho)} \quad F^g \in L^2(\mathbb{P} \times \hat{\mathbb{P}})$$

where each operator is continuous on the range of the preceding one and $L^2_0(\mathbb{P}_N \times \rho)$ is the closed set of elements $G$ in $L^2(\mathbb{P}_N \times \rho)$ such that $\int_R G \rho = 0 \mathbb{P}_N$-a.e.

Moreover, we have for all $F \in \mathbb{D}$

$$\Gamma[F] = \hat{\mathbb{E}}(F^g)^2 = \int_0^{+\infty} \int_{\Xi} \varepsilon^- (\gamma[\varepsilon^+ F]) dN,$$

where $\hat{\mathbb{E}}$ denotes the expectation with respect to probability $\hat{\mathbb{P}}$.
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Let us recall without proof some properties of this structure which are quite natural.

**Proposition 2.** If \( h \in L^2(\mathbb{R}^+,dt) \otimes \mathbf{d} \), then \( \tilde{N}(h) = \int_0^{+\infty} \int_{\Xi} h(t,u)N(ds,du) \) belongs to \( \mathcal{D} \) and

\[
\Gamma[\tilde{N}(h)] = \int_0^{+\infty} \int_{\Xi} \gamma[h(t,\cdot)](u)N(dt,du). \quad (5)
\]

\[
\left( \tilde{N}(h) \right)^{\sharp} = \int_0^{+\infty} \int_{\Xi \times R} h^b(t,u,r)N \otimes \rho(dt,du,dr). \quad (6)
\]

### 3 Definition of the Sobolev spaces

We now give the construction of Sobolev spaces. As this construction is valid for any Dirichlet form, we give the details in the case of the bottom structure and then apply the same procedure to upper space.

#### 3.1 On the bottom space

We first define Hilbert-valued functions in the domain of the Dirichlet form. To this end, let \( E \) be a separable Hilbert space. We denote by \( S(E) \) the set of \( E \)-valued functions defined on \( \Xi \) such that there exist \( k \in \mathbb{N}^* \), \( e_1, \cdots, e_k \) in \( E \) and \( \varphi_1, \cdots, \varphi_k \) in \( \mathbf{d} \) with

\[
u = \sum_{i=1}^{k} \varphi_i e_i.
\]

If \( u = \sum_{i=1}^{k} \varphi_i e_i \) belongs to \( S(E) \) we can define its derivative \( Du = u^b = \sum_{i=1}^{k} \varphi_i^b e_i \) as an element of \( L^2(\nu; L_0^\otimes E) \), (here and afterwards \( \otimes \) denotes completed tensor products between Hilbert spaces whereas \( \circ \) denotes algebraic tensor product).

We denote by \( \mathbf{d}(E) \) the completion of \( S(E) \) with respect to the norm:

\[
\| u \|_{\mathbf{d}(E)}^2 = \| u \|_{L^2(\nu)}^2 + \| u^b \|_{L^2(\nu; L_0^\otimes E)}^2. \quad (7)
\]

It is clear that \( \mathbf{d}(E) \) is a separable Hilbert space and that the linear map \( u \in S(E) \mapsto u^b \in L^2(\nu; L_0^\otimes E) \) can be extended in a unique way as a continuous linear map from \( \mathbf{d}(E) \) into \( L^2(\nu; L_0^\otimes E) \) and that identity (7) still holds.

From now on, we assume that \( \mathbf{d} \) admits a core. More precisely, we assume:

**Hypothesis (C):** There exists a dense subvector space \( \mathbf{d}_0 \subset \mathbf{d} \) such that each element \( u \) in \( \mathbf{d}_0 \) is such that:

1. \( u \in \bigcap_{p \geq 1} L^p(\nu) \).

2. \( u \) is infinitely differentiable in the sense that \( u^b \in \mathbf{d}(L_0), u^{(2b)} = (u^b)^b \in \mathbf{d}(L_0^\otimes 2), \cdots, u^{((n+1)b)} = (u^{(nb)})^b \in \mathbf{d}(L_0^\otimes (n+1)) \).

3. For all \( n \in \mathbb{N}^* \), \( u^{(nb)} \in \bigcap_{p \geq 1} L^p(\nu; L_0^\otimes n) \).
We introduce: $d_0(E) = \{ u = \sum_{i=1}^n \varphi_i e_i \in S(E) \mid \varphi_i \in d_0, \, i = 1, \ldots, n \}$.

In a natural way, similarly to the case $n = 1$, if $u$ belongs to $d_0(E)$, for all $n \in \mathbb{N}^*$, $u^{(n)}$ is well-defined as an element in $d(L_0^{\hat{\otimes} n} \otimes E)$. We are now able to define the Hilbert-valued Sobolev spaces.

**Definition 3.** Let $n \in \mathbb{N}^*$, $p \geq 1$. We denote by $d^{n,p}(E)$ the completion of $d_0(E)$ w.r.t. the norm

$$
\| u \|_{n,p} \equiv \| u \|_{L^p(\nu; E)} + \| u^h \|_{L^p(\nu; L_0^{\hat{\otimes} n} \otimes E)} + \cdots + \| u^{(n)} \|_{L^p(\nu; L_0^{\hat{\otimes} n} \otimes E)}. \tag{8}
$$

And we set:

$$
d^\infty(E) = \bigcap_{n \in \mathbb{N}^*, \, p \geq 1} d^{n,p}(E).
$$

We note $d^\infty$ for $d^\infty(\mathbb{R})$ and $d^{n,p}$ for $d^{n,p}(\mathbb{R})$, the space $d^\infty(E)$ is endowed with the natural inductive limit topology which makes it a Fréchet space.

The following facts are standard to prove because $a$ is a closed operator:

- Let $n \in \mathbb{N}^*$, $p \geq 1$, $d^{n,p}(E)$ is a Banach space moreover the operators $u \mapsto u^h, \cdots, u \mapsto u^{(n)}$ are well-defined and continuous and equality (8) holds for all $u \in d^{n,p}$.

- If $n \leq n', p \leq p'$ then $d^{n',p'}(E) \subset d^{n,p}(E)$ and if $\nu(\Xi) < +\infty$, $d^{n',p'}(E) \subset d^{n,p}(E)$.

We have defined the spaces $d^{n,p}(E)$ using the gradient operator. We shall need also more restricted spaces involving the generator $P$:

**Definition 4.** We denote by $\tilde{d}^\infty$ the subvector space of elements $u$ in $d^\infty$ such that $u$ belongs to $D(a)$ and $a(u) \in d^\infty$ and we consider

$$
\tilde{d}_0(E) = \{ u = \sum_{i=1}^n \varphi_i e_i \in S(E) \mid \varphi_i \in \tilde{d}^\infty, \, i = 1, \ldots, n \}.
$$

Moreover, if $u \sum_{i=1}^n \varphi_i e_i \in \tilde{d}_0(E)$, we set

$$
a(u) = \sum_{i=1}^n a(\varphi_i) e_i \in d^\infty(E).
$$

**Definition 5.** Let $n \in \mathbb{N}^*$, $p \geq 1$. We denote by $\tilde{d}^{n,p}(E)$ the completion of $\tilde{d}_0(E)$ w.r.t. the norm

$$
\| u \|_{\tilde{d}^{n,p}} = \| u \|_{n,p} + \| a(u) \|_{n,p}
$$

And we set: $\tilde{d}^\infty(E) = \bigcap_{n \in \mathbb{N}^*, \, p \geq 1} \tilde{d}^{n,p}(E)$.

Here, again, the following facts are easy to prove:

- For all $n \in \mathbb{N}^*$, $p \geq 1$, $\tilde{d}^{n,p}(E) \subset d^{n,p}(E)$.

- For all $n \in \mathbb{N}^*$, $p \geq 1$, $\tilde{d}^{n,p}(E)$ is a Banach space and the map $u \mapsto a(u)$ is well defined and continuous from $\tilde{d}^{n,p}(E)$ into $d^{n,p}(E)$. 

As usually, in the case $E = \mathbb{R}$, we omit it in the notations so that by the last property enounced above, there is no ambiguity in the notation.

**Remark:** We need to introduce $\mathfrak{d}^{n,p}$ spaces because in general, an element in $\mathfrak{d}^{\infty}$ does not belong to $\mathcal{D}(a)$. Nevertheless, one has to note that in all the classical examples such as the standard Sobolev spaces on $\mathbb{R}^d$ or the Sobolev spaces associated to the Ornstein-Uhlenbeck operator this property holds, see Section 4 below.

### 3.2 Sobolev spaces on the upper space

We define

$$\mathcal{D}_0 = \left\{ \varphi(\tilde{N}(f_1), \ldots, \tilde{N}(f_k)) \mid k \in \mathbb{N}^*, \varphi \in C_c^\infty(\mathbb{R}^k), f_i \in L^2(\mathbb{R}^+, dt) \otimes \mathfrak{d}^\infty i = 1, \ldots, k \right\},$$

and

$$\mathcal{D}_0(E) = \left\{ \sum_{i=1}^k G_i e_i \mid k \in \mathbb{N}^*, G_i \in \mathcal{D}_0, e_i \in E, i = 1, \ldots, k \right\}.$$

As $\mathcal{D}_0$ is dense in $\mathfrak{d}$, $\mathfrak{d}^{\infty} \supset \mathcal{D}_0$ is also dense in $\mathfrak{d}$ so $\mathcal{D}_0$ is dense in $\mathfrak{D}$ and clearly each element in $\mathcal{D}_0$ belongs to $\bigcap_{p \geq 1} L^p(\mathbb{P})$. Moreover, it is easy to verify that if $X$ belongs to $\mathcal{D}_0(E)$, it is infinitely differentiable. Indeed, similarly to the previous subsection with similar notation, $X^{(n,p)}$ is defined inductively as the derivate of $X^{(n-1,p)}$ in $\mathfrak{D} \left( L^2(\hat{\mathbb{P}}^{(n-1)}; E) \right)$ so it belongs to $\mathfrak{D} \left( L^2(\hat{\mathbb{P}}^n; E) \right)$ that we consider in a natural way as a subspace of $L^2(\mathbb{P} \times \hat{\mathbb{P}}^n; E)$. As in the case of the bottom space, we can define for all $n \in \mathbb{N}^*, p \geq 1$ the Sobolev space $\mathbb{D}^{n,p}(E)$ which is the closure of $\mathcal{D}_0(E)$ with respect to the norm

$$\|X\|_{n,p} = \|X\|_{L^p(\mathbb{P}; E)} + \|X^2\|_{L^p(\mathbb{P} \times \hat{\mathbb{P}}; E)} + \cdots + \|X^{(n,p)}\|_{L^p(\mathbb{P} \times \hat{\mathbb{P}}^n; E)},$$

and $\mathbb{D}^{\infty}(E) = \bigcap_{n \in \mathbb{N}^*, p \geq 1} \mathbb{D}^{n,p}(E)$.

In the same way as in the previous subsection, for all $n \in \mathbb{N}^*, p \geq 1$ we consider first $\mathbb{D}^{\infty}$, the subvector space of elements in $\mathbb{D}^{\infty} \bigcap \mathcal{D}(A)$ such that $A(X) \in \mathbb{D}^{\infty}$, then define in an obvious way $\mathbb{D}_0(E)$ by

$$\mathbb{D}_0(E) = \left\{ \sum_{i=1}^k G_i e_i \mid k \in \mathbb{N}^*, G_i \in \mathbb{D}^{\infty}, e_i \in E, i = 1, \ldots, k \right\}.$$

and finally we construct space $\mathbb{D}^{n,p}(E)$ which is the closure of $\mathbb{D}_0(E)$ with respect to the norm

$$\|X\|_{\mathbb{D}^{n,p}(E)} = \|X\|_{n,p} + \|A(X)\|_{n,p},$$

and put $\mathbb{D}^{\infty}(E) = \bigcap_{n \in \mathbb{N}^*, p \geq 1} \mathbb{D}^{n,p}(E)$.

**Remark:** These Sobolev spaces satisfy the same properties as spaces $\mathfrak{d}^{n,p}$ and $\bar{\mathfrak{d}}^{n,p}$ listed after Definition 5 so that we do not recall them.

**Lemma 6.** Let $X \in \mathbb{D}^{\infty}$ and $Y \in \mathbb{D}^{\infty}(E)$, then $XY \in \mathbb{D}^{\infty}(E)$.  
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Proof. Assume first that $X \in \mathbb{D}_0$ and $Y \in \mathbb{D}_0(E)$. Then, clearly $Z = XY \in \mathbb{D}^\infty(E)$ and:

$$
Z^2(w,w_1) = X^2(w,w_1)Y(w) + X(w)Y^2(w,w_1),
$$
$$
Z^{(2^k)}(w,w_1,w_2) = X^{(2^k)}(w,w_1,w_2)Y(w) + X^{(2^k)}(w,w_1)Y^2(w,w_2) + X^2(w,w_2)Y^{(2^k)}(w,w_1) + X(w)Y^{(2^k)(2^k)}(w,w_1,w_2)
$$

and more generally, for any $n \in \mathbb{N}^*$, $X^{(n^2)}$ can be expressed as the sum of $2^n$ terms of the form $X^{(k^2)}Y^{((n-k)^2)}$ with $k \in \{0, \ldots, n\}$. The Hölder’s inequality yields for all $p \geq 1$:

$$
\|Z^{(n^2)}\|_{L^p(F \times \hat{F}; E)} \leq 2^n \|X\|_{n,2p}^2 \|Y\|_{n,2p}.
$$

We deduce that for all $n \in \mathbb{N}^*$ and $p \geq 1$, there exists a constant $C_{n,p}$ such that,

$$
\|Z\|_{n,p} \leq C_{n,p} \|X\|_{n,2p} \|Y\|_{n,2p}.
$$

We then conclude by density. \qed

**Proposition 7.** Let $X \in \mathbb{D}^\infty(E)$ then $Y = \|X\|_E^2$ belongs to $\mathbb{D}^\infty$.

Proof. Assume first that $X \in \mathbb{D}_0(E)$: $X = \sum_{i=1}^k G_i e_i$, where, without loss of generality, $(e_i)_{1 \leq i \leq k}$ is an orthonormal family in $E$ so that $Y = \sum_{i=1}^k G_i^2$.

As a consequence of the previous Lemma, $Y$ belongs to $\mathbb{D}^\infty$ and by the functional calculus, we have:

$$
Y^2 = \sum_{i=1}^k G_i^2.
$$

Let $p \geq 1$, then obviously: $\|Y\|_{L^p(F)} = \|X\|_{2,2p}^2$ and using the trivial inequality

$$
2 \left| \sum_{i=1}^k G_i^2 \right| \leq \sum_{i=1}^k G_i^2 + \sum_{i=1}^k (G_i^2)^2
$$

we get

$$
\|Y\|_{L^p(F \times \hat{F})} \leq \|X\|_{L^2(F \times \hat{F})} \|X\|_{L^{2p}(F \times \hat{F}; E)}.
$$

As a consequence: $\|Y\|_{1,p} \leq 2 \|X\|_{2,2p}$.

More generally, let $n \in \mathbb{N}^*$, we have

$$
(G_i^2)^{(n^2)}(w,w_1,\ldots,w_n) = \sum_{j=1}^{2^n} G_i^{(m_j^2)}(w,w_{\sigma_j(1)},\ldots,w_{\sigma_j(m_j)})G_i^{(n-m_j^2)}(w,w_{\sigma_j(m_j+1)},\ldots,w_{\sigma_j(n)}),
$$

where for all $j \in \{1, \ldots, 2^n\}$, $m_j \in \{0, \ldots, n\}$, $\sigma_j$ is a permutation on $\{1, \ldots, n\}$ and both do not depend on $G_i$. Using $ab \leq \frac{1}{2}(a^2 + b^2)$ we get:

$$
\sum_{i=1}^k (G_i^2)^{(n^2)}(w) \leq \frac{1}{2} \sum_{j=1}^{2^n} \sum_{i=1}^k \left( (G_i^{(m_j^2)})^2 + (G_i^{(n-m_j^2)})^2 \right) = \frac{1}{2} \sum_{j=1}^{2^n} \left( \|G^{(m_j^2)}\|_E^2 + \|G^{(n-m_j^2)}\|_E^2 \right).
$$

This yields:

$$
\|Y^{n^2}\|_{L^p(F \times \hat{F}^n)} \leq 2^n \|G\|_{n,2p}^2.
$$
We deduce that for all \( n \in \mathbb{N}^* \) and all \( p \geq 1 \) there exists a constant \( C_{n,p} \) such that
\[
\|Y\|_{n,p} \leq C_{n,p} \|X\|_{n,2p}^2.
\]

It is now easy to conclude using a density argument. \( \square \)

**Corollary 8.** Let \( X \in D^\infty \), then \( \Gamma[X] \) belongs to \( D^\infty \).

**Proof.** Just apply the preceding Proposition to \( X^\sharp \). \( \square \)

The next Lemma generalizes identity (6):

**Lemma 9.** Let \( h \in L^2(\mathbb{R}^+, dt) \otimes \mathcal{D}^\infty \), then \( \tilde{N}(h) = \int_{0}^{+\infty} \int_{\mathbb{R}^n} h(t,u) \tilde{N}(ds, du) \) belongs to \( D^\infty \) and for all \( n \in \mathbb{N}^* \):
\[
\tilde{N}(h)(n^\sharp) = \int_{0}^{+\infty} \int_{\mathbb{R}^n} h(n^\sharp)(t,u,r_1,\cdots,r_n) N \odot \rho^{\odot n}(dt, du, dr_1,\cdots,dr_n). \tag{9}
\]

**Proof.** In fact, this is a direct consequence of Proposition 2. Indeed, for all \( n \in \mathbb{N}^* \), take for bottom space the product space \( \mathbb{R} \times R^n \) equipped with the Dirichlet structure which is the product structure of \( \mathcal{D}(\mathbb{R}^+, dt) \odot \rho^{\odot n} \). Then, following the same construction as above with \( N \) replaced by \( N \odot \rho^{\odot n} \), we obtain a Dirichlet structure on \( L^2(\mathbb{R}^n, dt) \otimes \mathcal{D}^\infty \cap L^1(dt \times \nu \times \rho^n) \), then, \( \tilde{N}(n^\sharp) \) takes its value in \( L^0_{\mathbb{R}^n, N \odot \rho^{\odot n}(h(n^\sharp)) = N \odot \rho^{\odot n}(h(n^\sharp)) \), it is now easy to apply Proposition 2 to get the expression of \( \tilde{N}(h)((n+1)^\sharp) \) in this case and then to conclude using a density argument. \( \square \)

## 4 Identity of \( D^\infty(E) \) and \( \overline{D^\infty}(E) \) and Meyer inequalities in the classical cases

This section is devoted to inequalities in \( L^p \) norms. The first subsection gives a general equivalence between gradient and carré du champ operator due to Khintchine inequality and some of its improvements. The following subsections deal with the classical cases where the bottom space is either the Euclidean space equipped with the Laplacian or the Wiener space equipped with the Ornstein-Uhlenbeck operator.

### 4.1 An equivalence of norms

Let us first emphasize that when we write \( F^{\sharp\sharp} \) the second \( \sharp \)-operator acts on \( F^{\sharp}(\omega, \hat{\omega}_1) \) with fixed \( \hat{\omega}_1 \) and adds a new \( \hat{\omega}_2 \) independently. We write \( \mathbb{E} \) for the expectation w.r. to all these \( \hat{\omega}_1, \hat{\omega}_2 \) etc, in other words \( \mathbb{E} \) denotes the expectation with respect to \( \mathbb{P}^{\odot N^*} \).

Now, we introduce the following notation for any \( F \in \mathbb{D}^{k,2} \):
\[
\Gamma_k[F] = \mathbb{E}[(F^{(k)})^2]. \tag{10}
\]

This is a general definition of carré du champ operators of order \( k \) (cf. P.-A. Meyer sém XVIII \[21\] p182 in the Ornstein-Uhlenbeck case where operators \( \Gamma_k \) satisfy a specific recurrence relation due to a commutation identity, that we do not suppose in this subsection).
The aim of this subsection is to prove that by choosing well the probability space \((R, \mathcal{R}, \rho)\) and the version of the gradient on the bottom space then the norm on \(\mathbb{D}^{k,p}\) is equivalent to the following norm
\[
\|F\|_{L^p(\mathbb{P})} + \sum_{i=1}^{k} \|(\Gamma_i[F])^{1/2}\|_{L^p(\mathbb{P})}.
\]

**Proposition 10.** We can choose \((R, \mathcal{R}, \rho)\) and the gradient operator \(b\) such that for all \(k \in \mathbb{N}^{*}\), \(p > 1\) the following inequality holds for any \(F \in \mathbb{D}^{k,p}\):
\[
c_{p,k}(\Gamma_k[F])^{1/2} \leqslant \|F^{(k_2)}\|_{L^p(\mathbb{P})} \leqslant C_{p,k}(\Gamma_k[F])^{1/2} \quad \mathbb{P}\text{-a.s.,}
\]
where \(c_{p,k}\) and \(C_{p,k}\) are constants only depending on \(p\) and \(k\).

**Proof.** Take \((R, \mathcal{R}, \rho)\) such that a sequence \((\xi_i)_{i \in \mathbb{N}^{*}}\) of Rademacher functions may be defined on it. The simplest choice is to take \(R = [0,1]\), \(\rho\) the Lebesgue measure and for \((\xi_i)\) the standard Rademacher functions. We recall that \((\xi_i)\) is a sequence of i.i.d. variables defined on \(L^2(\rho)\) and such that \(\rho(\xi_i = 1) = \rho(\xi_i = -1) = 1/2\). Then we choose the version of the gradient \(b\) with values in \(V\), the vector space spanned by \((\xi_i)_i\). It is clear that \(V \subset L_0^2(\rho)\). Hence we have the following decomposition for any \(f \in \mathbb{d}^\infty\)
\[
f^{(b)}(u,r) = \sum_i \langle f^{(b)}(u,\cdot), \xi_i \rangle_{L^2(\rho)} \xi_i(r).
\]

Consider now \(F = \varphi(\tilde{N}(f_1), \cdots, \tilde{N}(f_n)) \in \mathbb{D}_0\), then
\[
F^{(a)} = N \odot \rho(J_1),
\]
where \(J_1(t,x,r) = \sum_{j=1}^{n} \partial_j \varphi(\tilde{N}(f_1), \cdots, \tilde{N}(f_n)) f_i(t,x,r)\).
Applying \((12)\), this yields
\[
J_1(t,u,r) = \sum_i D_i(t,u) \xi_i(r),
\]
where \(D_i(t,u) = \langle J_1(t,u,\cdot), \xi_i \rangle_{L^2(\rho)}\).
We have
\[
F^z = N \odot \rho(J_1) = \sum_{j=1}^{Y} J_1(T_j, X_j, R_j) = \sum_{j=1}^{Y} \sum_{i=1}^{+\infty} D_i(T_j, X_j) \xi_i(R_j)
\]
where \((T_j, X_j)\) is the sequence of marked points of the random measure \(N\) and \(Y\) is the number of jumps in \(\Xi\) before \(T\) \((Y = +\infty\) a.s. iff \(\nu(\Xi) = +\infty)\) and \((R_j)_{j \geq 1}\) is a sequence of independent random variables with common law \(\rho\) independent of \((T_j, X_j)\) (see the construction of \(N \odot \rho\) above). But, it is obvious that the sequence \((\xi_i(R_j))_{i,j \in \mathbb{N}^{*}}\) is a Rademacher sequence of independent variables defined on the probability space \(L^2(\hat{\Omega}, \hat{\mathbb{P}})\) so independent of the \((T_j, X_j)_{j \in \mathbb{N}^{*}}\) and of \(Y\). Then Khintchine inequality (cf. \([20]\) p. 91) yields:
\[
A_p \|F^z\|_{L^2(\hat{\mathbb{P}})} \leqslant \|F^z\|_{L^p(\hat{\mathbb{P}})} \leqslant B_p \|F^z\|_{L^2(\hat{\mathbb{P}})},
\]
in other words:
\[ A_p \left( \Gamma[F] \right)^{1/2} \leq \| F^2 \|_{L^p(\mathbb{P})} \leq B_p \left( \Gamma[F] \right)^{1/2} \quad \mathbb{P}\text{-a.s.} \]
where \( A_p = c_{p,1} \) and \( B_p = C_{p,1} \) are the constants in Khintchine’s inequality. Using a density argument, we get the result in the case \( k = 1 \).

For \( k > 1 \) we cannot follow strictly the same argument because Khintchine inequalities are not relevant in that case (it seems that some authors do not detect this difficulty, which demands using stronger inequalities, see below). As above we first consider \( F = \varphi(\tilde{N}(f_1), \cdots, \tilde{N}(f_n)) \) in \( \mathbb{D}_0 \). By iteration:
\[ F^{(k\sharp)} = N \circ \rho^{\circ k}(J_k), \]
where \( J_k \in L^2(\Omega) \otimes L^2([0, T]) \otimes d^\infty(L^2(R^k)). \)

We have:
\[ J_k(t, u, r_1, \cdots, r_k) = \sum_{i_1, \cdots, i_k} D_{i_1, \cdots, i_k}(t, u)\xi_{i_1}(r_1)\xi_{i_2}(r_2)\cdots\xi_{i_k}(r_k), \]
where \( D_{i_1, \cdots, i_k}(t, u) = \langle J_k(t, u, \cdot)\xi_{i_1}\xi_{i_2}\cdots\xi_{i_k} \rangle_{L^2(R^k)}. \)

Then, with the same notations as above:
\[ F^{(k\sharp)} = N \circ \rho^{\circ k}(J_k) = \sum_{j=1}^{Y} J_k(T_j, X_j, R_{j,1}^1, R_{j,2}^2, \cdots, R_{j,k}^k) \]
\[ = \sum_{j=1}^{Y} \sum_{i_1, \cdots, i_k} D_{i_1, \cdots, i_k}(T_j, X_j)\xi_{i_1}(R_{j,1}^1)\xi_{i_2}(R_{j,2}^2)\cdots\xi_{i_k}(R_{j,k}^k). \]

Here \( (R_{j,l})_{j,l} \geq 1, l \in \{1, \cdots, k\} \) are \( k \) independent sequences of independent random variables with common law \( \rho \) thus the sequence \( \left( \xi_{i_l}(R_{j,l}) \right)_{1 \leq k; j, l \geq 1} \) is a Rademacher sequence of independent variables defined on the probability space \( L^2(\hat{\Omega}^k, \hat{\mathbb{P}}^k) \). To conclude as in the case \( k = 1 \), we need some Khintchine’s inequalities for \( k \)-fold products of Rademacher functions. These inequalities are due to C. Borell and A. Bonami. More precisely, as a consequence of Theorem 1.1. in [23], we have:

If \( p \in [1, 2] \):
\[ (p - 1)^{\frac{k}{2}} \| F^{(k\sharp)} \|_{L^2(\hat{\mathbb{P}}^k)} \leq \| F^{(k\sharp)} \|_{L^p(\hat{\mathbb{P}}^k)} \leq \| F^{(k\sharp)} \|_{L^2(\hat{\mathbb{P}}^k)} \]
i.e.
\[ (p - 1)^{\frac{k}{2}} \left( \Gamma_k[F] \right)^{1/2} \leq \| F^{(k\sharp)} \|_{L^p(\hat{\mathbb{P}}^k)} \leq \left( \Gamma_k[F] \right)^{1/2} \quad \mathbb{P}\text{-a.s.} \]

And if \( p > 2 \):
\[ \| F^{(k\sharp)} \|_{L^2(\hat{\mathbb{P}}^k)} \leq \| F^{(k\sharp)} \|_{L^p(\hat{\mathbb{P}}^k)} \leq (p - 1)^{\frac{k}{2}} \| F^{(k\sharp)} \|_{L^p(\hat{\mathbb{P}}^k)} \]
i.e.
\[ \left( \Gamma_k[F] \right)^{1/2} \leq \| F^{(k\sharp)} \|_{L^p(\hat{\mathbb{P}}^k)} \leq (p - 1)^{\frac{k}{2}} \left( \Gamma_k[F] \right)^{1/2} \quad \mathbb{P}\text{-a.s.} \]

So in all the cases, we have proved the desired inequality for \( F \in \mathbb{D}_0 \), it is easy to conclude by density. \( \square \)
Remark: There is a strong similarity about the Khintchine-like inequalities between Rademacher functions and Gaussian variables. Now, in the case \( k = 1 \) the argument above extends to a Gaussian basis and gives even a stronger result:

\[
\|F\|^p_{L^p(\mathbb{P})} = \kappa_p (\Gamma [F])^{1/2},
\]

where \( \kappa_p = \left( \frac{1}{2\sqrt{\pi}} \int_{\mathbb{R}} |x|^p e^{-x^2/2} \, dx \right)^{1/p} \).

In the case \( k > 1 \), inequalities like Borell-Bonami for Gaussian variables are known (see for example [17]) hence yield the same result.

4.2 Meyer inequalities in the Euclidean case

We consider now the classical case where \( \nu \) is the Lebesgue measure \( dx \) on \( \mathbb{R}^d \) and \( a = \frac{1}{2} \Delta \).

We start from the Stein inequalities about Riesz transforms [24]. For \( f \) say in \( S(\mathbb{R}^d) \) the Riesz transforms are defined by the Fourier multiplier

\[
\hat{R}_j f(\xi) = \frac{i\xi_j}{(\sum_1^d \xi_j^2)^{1/2}} \hat{f}(\xi)
\]

i.e. symbolically

\[
R_j f = \frac{\partial}{\partial x_j} \left( \frac{1}{\sqrt{-\Delta}} f \right)
\]

Theorem 11. (E.M. Stein) For \( 1 < p < \infty \), there are constants \( C_p, c_p \), depending only on \( p \) such that \( \forall f \in S(\mathbb{R}^d) \)

\[
c_p \|f\|_p \leq \|\sum_1^d |R_j f|^2\|^{1/2}_p \leq C_p \|f\|_p (13)
\]

Applying (13) to \( \sqrt{-\Delta} f \) we have

\[
c_p \|\sqrt{-\Delta} f\|_p \leq \|\sum_1^d |\partial_j f|^2\|^{1/2}_p \leq C_p \|\sqrt{-\Delta} f\|_p (14)
\]

Let us remark that the functions \( F = e^{iNf} \) with \( f \) infinitely differentiable with support in a set \( A \) of finite Lebesgue measure generate an algebra \( L \) dense in every \( L^p(\mathbb{P}) \), cf Lemma 8 of [10].

Such a random variable may be written \( F = \sum_k \mathbb{1}_{\{Y = k\}} F_k(X_1, \ldots, X_k) \) where \( Y \) follows a Poisson distribution with parameter \( |A| \) and where the \( X_\ell \) are i.i.d. with distribution \( \frac{1}{|A|} dx \mid A \).

In the present classical case the operators \( \nabla \) and \( \Delta \) tensorize so that we have \( \Gamma [F] = \sum_k \mathbb{1}_{\{Y = k\}} \sum_{j=1}^k (\partial_j F_k)^2(X_1, \ldots, X_k) \) and \( \Delta F = \sum_k \mathbb{1}_{\{Y = k\}} \Delta F_k(X_1, \ldots, X_k) \).

This implies \( \sqrt{-\Delta} F = \sum_k \mathbb{1}_{\{Y = k\}} \sqrt{-\Delta} F_k(X_1, \ldots, X_k) \). So that we can write

\[
\mathbb{E}|\Gamma [F]|^p = \sum_k \mathbb{P}\{Y = k\} \mathbb{E} |\sum_{j=1}^k (\partial_j F_k)^2(X_1, \ldots, X_k)|^{p/2} \leq C_p \sum_k \mathbb{P}\{Y = k\} \mathbb{E} |\sqrt{-\Delta} F_k|^p
\]

12
where we have applied the inequality (14) in dimension $kd$ with the measure $(\frac{1}{|A|}dx|_A)^k$ what does not change the constants. So

$$E|\Gamma[F]|^p \leq C_p^p E|\sum_k 1_{\{Y=k\}} \sqrt{-\Delta_k F_k}|^p = C_p^p E|\sqrt{-AF}|^p$$

and finally by density and similarly on the left hand side, we obtain

**Proposition 12.** a) $\forall F \in D$, with the same constants as in (13)

$$c_p \|\sqrt{-AF}\|_p \leq \|\sqrt{\Gamma[F]}\|_p \leq C_p \|\sqrt{-AF}\|_p$$

(15)

b) For $F$ in the closure of $L$ for the norm $\|F^{k_2}\|_p$,

$$c_p \|(-A)^{k/2}F\|_p \leq \|\sqrt{\Gamma_k[F]}\|_p \leq C_p \|(-A)^{k/2}F\|_p.$$ (16)

The proof of part b) of the proposition follows exactly the same lines thanks to the representation $F = \sum_k 1_{\{Y=k\}}F_k(X_1, \ldots, X_k)$ on the algebra $L$.

**Remarks:**

1- This inequality has been obtained by L. Wu [25] following a way suggested by P.-A. Meyer of approximating $\mathbb{R}^d$ by the torus.

2- Let us emphasize that the tensorization property of $\nabla$ and $\Delta$ is crucial in this result. For example if we had started with the operator $\sqrt{-\Delta}$ on the bottom space in the role of $a$, we would not have obtained on the upper space the operator $\sqrt{-A}$. Subordination doesn’t commute with tensorization.

3- Inequalities (16) and (11) imply the identity of the spaces $D^\infty(E)$ and $\mathbb{D}^\infty(E)$.

### 4.3 Other cases of transfer of inequalities on the Poisson space

a) Suppose that the bottom space is an abstract Wiener space equipped with the Ornstein-Uhlenbeck structure, then Meyer inequalities hold on all tensor products of the bottom space which are still abstract Wiener spaces with the same constants. In that case where the bottom space is a probability space, Meyer’s inequalities are preserved by product and lift to the Poisson space.

In this case, the logarithmic Sobolev inequalities hold on the bottom space. These inequalities tensorize with the same constants (cf. for instance [1]). The measure $\nu$ is finite and the semigroup $P_t$ associated with $A$ acts as $P_tF = \sum_k 1_{\{Y=k\}}P_t[F_k(X_1, \ldots, X_k)]$. The logarithmic Sobolev inequalities hold above. This shows that the hypercontractivity property holds on the Poisson space.

b) Suppose the bottom space satisfies the Bakry hypothesis

$$a_\gamma[f] - 2\gamma[f, af] \geq 0$$

then (cf Bakry [2] and Bakry-Emery [3]) the Meyer inequalities hold down. Then, if

(i) the operator $a$ tensorizes, i.e. on functions $\sigma(N|_B)$-measurable for some set $B$ such that $\nu(B) < \infty$, the operator $A$ writes $AF = \sum_k 1_{\{Y=k\}}(a_kF_k)(X_1, \ldots, X_k)$ where

$$a_kF_k = a[F(., X_2, \ldots, X_k)](X_1) + \cdots + a[F_k(X_1, \ldots, X_{k-1}, .)](X_k)$$

(ii) the inequalities hold on the products on the bottom space with the same constants,
then the Meyer inequalities transfer on the Poisson space.

**Remark:** In the cases considered in Subsection 4.2 and in this subsection, spaces $\mathbb{D}^\infty(E)$ and $\mathbb{D}^{\infty}(E)$ are identical. The identity of these spaces extends of course to the situation where the bottom space is a product with a new factor carrying a null Dirichlet form. We will have such a case in the examples below.

## 5 Criterion of smoothness for the law of Poisson functionals

**Lemma 13.** Let $X \in \mathbb{D}^\infty$ be positive and such that $\frac{1}{X} \in \cap_{p \geq 1} L^p(\mathbb{P})$, then

$$\frac{1}{X} \in \mathbb{D}^\infty.$$ 

**Proof.** For all $\epsilon > 0$, we put:

$$X_\epsilon = \frac{1}{\epsilon + X}.$$ 

As the map $\varphi_\epsilon : x \mapsto \frac{1}{\epsilon + x}$ is infinitely differentiable on $[0, +\infty[$ with bounded derivatives of any order, $X_\epsilon$ belongs to $\mathbb{D}^\infty$. Indeed, first $\varphi_\epsilon(X)$ belongs to $\mathbb{D}$ and by the chain rule and the hypotheses we made:

$$X_\epsilon^\sharp = \frac{-X^2}{(\epsilon + X)^2} \in \cap_{p \geq 1} L^p(\mathbb{P} \times \hat{\mathbb{P}}),$$

so $X_\epsilon \in \cap_{p \geq 1} \mathbb{D}^{1,p}$. As $X_\epsilon \in \mathbb{D}(L^2(\hat{\mathbb{P}}))$ we deduce as a consequence of Lemma 6 that $X_\epsilon^\sharp$ belongs to $\mathbb{D}(L^2(\hat{\mathbb{P}}))$ and still by the chain rule:

$$X_\epsilon^{2\sharp} = \frac{-X^{(2\sharp)}}{(\epsilon + X)^2} + 2\frac{X^\sharp X^\sharp}{(\epsilon + X)^3} \in \cap_{p \geq 1} L^p(\mathbb{P} \times \hat{\mathbb{P}}^2),$$

this ensures that $X_\epsilon \in \cap_{p \geq 1} \mathbb{D}^{2,p}$. Then by iteration, we obviously get that $X_\epsilon^{(nt)} \in \cap_{p \geq 1} L^p(\mathbb{P} \times \hat{\mathbb{P}}^n)$ for all $n \in \mathbb{N}$ so $X_\epsilon \in \mathbb{D}^\infty$. Moreover, by the dominated convergence theorem, it is clear that for all $n \in \mathbb{N}$, $X_\epsilon^{(nt)}$ converges in $L^p(\mathbb{P} \times \hat{\mathbb{P}}^n)$ as $\epsilon$ goes to 0. So $X_\epsilon$ converges in $\mathbb{D}^\infty$ equipped with its natural Fréchet topology to an element which is nothing but $X$ and this ends the proof.

This yields the following corollary:

**Corollary 14.** Let $d \in \mathbb{N}^*$ and $X \in (\mathbb{D}^\infty)^d$, if $\text{det}(\Gamma[X]) > 0$ and if $\frac{1}{\text{det}(\Gamma[X])}$ belongs to $\cap_{p \geq 1} L^p(\mathbb{P})$ then

$$(\Gamma[X])^{-1} \in (\mathbb{D}^\infty)^{d \times d} \text{ and } (\Gamma[X])^{-1} \cdot X^\sharp \in \left(\mathbb{D} \left(L^2(\hat{\mathbb{P}})^d\right)\right).$$
We end the proof using the fact that \( \text{det}(\Gamma[X]) \) belongs to \( D^\infty \) thanks to Lemma 6. Applying the previous Lemma, we conclude that \( \frac{1}{\text{det}(\Gamma[X])} \in D^\infty \). From this, as \( (\Gamma[X])^{-1} \) is the product of \( \frac{1}{\text{det}(\Gamma[X])} \) and the co-factors matrix, it is clear that \( (\Gamma[X])^{-1} \) belongs to \( (D^\infty)^{d\times d} \).

The second property is a direct consequence of Lemma 6. \( \square \)

In view of the next Lemma, we recall that \( A \) denotes the generator of the Dirichlet form \( (\mathbb{D}, \mathcal{E}) \).

The operator \( X \mapsto X^{\sharp} \), considered as an unbounded operator with domain \( \mathbb{D} \subset L^2(\mathbb{P}) \) and values in \( L^2(\mathbb{P} \times \hat{\mathbb{P}}) \), admits an adjoint operator that we denote by \( \delta \). Its is an operator with domain \( \mathcal{D}(\delta) \subset L^2(\mathbb{P} \times \hat{\mathbb{P}}) \) and values in \( L^2(\mathbb{P}) \).

**Lemma 15.** Let \( X \in D^\infty \) and \( Y \in \hat{D}^\infty \) then \( XY^{\sharp} \) belongs to \( \mathcal{D}(\delta) \) and

\[
\delta[XY^{\sharp}] = -2XAY - \Gamma[X,Y].
\]

**Proof.** Let \( Z \in D^\infty \) then \( XZ \in D^\infty \) and by definition of \( A \), we have:

\[
\mathbb{E}[\mathbb{E}[(ZX)^{\sharp}Y^{\sharp}]] = \mathbb{E}[(ZX,Y)] = \mathbb{E}[ZX(-2AY)].
\]

But \( (ZX)^{\sharp} = Z^{\sharp}X + Z^{\sharp}X^{\sharp} \) so that

\[
\mathbb{E} \mathbb{E}[Z^{\sharp}XY^{\sharp}] = \mathbb{E}[ZX(-2AY)] - \mathbb{E}[ZX^{\sharp}Y^{\sharp}] = \mathbb{E}[ZX(-2AY)] - \mathbb{E}[Z\Gamma[X,Y]].
\]

We end the proof using the fact that \( D^\infty \) is dense in \( L^2(\mathbb{P}) \). \( \square \)

We now turn out to the main result of this section which gives a criterion of smoothness for an element in \( D^\infty \), we shall apply it to several examples in the next sections.

**Proposition 16.** Let \( d \in \mathbb{N}^* \) and \( X \) be in \( (\hat{D}^\infty)^{d} \). If \( (\Gamma[X])^{-1} \in \bigcap_{p \geq 1} L^p(\mathbb{P}, \mathbb{R}^{d\times d}) \), then \( X \) admits a density which belongs to \( C^\infty(\mathbb{R}^d) \).

**Proof.** Let \( f \in C_c^\infty(\mathbb{R}^d) \). With obvious notation, we consider the column vector:

\[
\Gamma[f(X),X] = (\Gamma[f(X),X_i])_{1 \leq i \leq d}.
\]

As a consequence of the functional calculus related to the local Dirichlet forms (see [9], section I.6) we have for all \( i \in \{1, \cdots, d\} \):

\[
\Gamma[f(X),X_i] = \sum_{j=1}^d \partial_j f(X) \Gamma[X_j, X_i]
\]

so that \( \Gamma[f(X),X] = \Gamma[X] \nabla f(X) \) and \( \nabla f(X) = (\Gamma[X])^{-1} \Gamma[f(X),X] \).

We now denote by \( e_i \) the \( i \)-th column vector of the canonical basis in \( \mathbb{R}^d \) and by \( M^* \) the transposed of any matrix \( M \). We have:

\[
\mathbb{E} [\partial_i f(X)] = \mathbb{E} [\nabla f(X)^* e_i] = \mathbb{E} [\Gamma[f(X), X^*] (\Gamma[X])^{-1} e_i] = \mathbb{E} [\bar{f}(X) \delta[X^*, \sharp] (\Gamma[X])^{-1} e_i]
\]

\[
= \mathbb{E} [\bar{f}(X) \delta[X^*, \sharp] (\Gamma[X])^{-1} e_i] = \mathbb{E} \left[ f(X) \delta[X^*, \sharp] (\Gamma[X])^{-1} e_i] \right]
\]
If \( i_1, i_2, \ldots, i_n, \ldots \) is a given sequence in \( \{1, \ldots, d\} \) we get by iteration:

\[
\mathbb{E}[\partial_{i_n} \cdots \partial_{i_1} f(X)] = \\
\mathbb{E}\left\{ f(X) \delta \left[ X^{*, \gamma} (\Gamma[X])^{-1} e_{i_n} \delta \left[ X^{*, \gamma} (\Gamma[X])^{-1} e_{i_{n-1}} \delta \left[ \cdots \delta \left[ X^{*, \gamma} (\Gamma[X])^{-1} e_{i_1} \right] \cdots \right] \right] \right\}
\]

More precisely, we have for all \( n \in \mathbb{N}^* \):

\[
\mathbb{E}[\partial_{i_n} \cdots \partial_{i_1} f(X)] = \mathbb{E}[f(X)Z_n],
\]

where \( Z_n \) is defined inductively by:

\[
\begin{cases}
Z_1 & = \delta[ X^{*, \gamma} (\Gamma[X])^{-1} e_{i_1}] \\
Z_n & = \delta[ X^{*, \gamma} (\Gamma[X])^{-1} e_{i_n} Z_{n-1}], \quad n \in \mathbb{N}^*.
\end{cases}
\]

By Lemma 15, we obtain that for all \( n \in \mathbb{N}^* \):

\[
Z_n = -2A[X^*] (\Gamma[X])^{-1} e_{i_n} Z_{n-1} - \sum_{j=1}^{d} \Gamma[X]^*_j a_{j,i_n} Z_{n-1},
\]

where \( a_{j,i_n} \) denotes the \( j \)-th element of the \( i_n \) column of the matrix \( (\Gamma[X])^{-1} \). As \( A[X] \in (\mathbb{D}^\infty)^d \) and thanks to Lemmas 6, 8 and 13 we conclude that for all \( n \in \mathbb{N}^* \), \( Z_n \) belongs to \( \mathbb{D}^\infty \) hence in \( L^1(\mathbb{P}) \).

So, equality (17) implies that for all \( n \in \mathbb{N}^* \) and all \( f \in C_c^\infty(\mathbb{R}^d) \):

\[
\mathbb{E}[\| f^{(n)}(X) \|] \leq \| f \|_\infty \mathbb{E}[\| Z_n \|].
\]

This ends the proof by standard arguments.

6 Application to Poisson driven sde’s

6.1 The SDE we consider

We assume that on the probability space \((\Omega_2, \mathcal{A}_2, \mathbb{P}_2)\), an \( \mathbb{R}^n \)-valued semimartingale \( Z = (Z^1, \ldots, Z^n) \) is defined, \( n \in \mathbb{N}^* \). As in 11, we adopt the following assumption on the bracket of \( Z \) and on the total variation of its finite variation part. It is satisfied if both are dominated by the Lebesgue measure uniformly:

Assumption on \( Z \):

There exists a positive constant \( C \) such that for any square integrable \( \mathbb{R}^n \)-valued predictable process \( h \):

\[
\forall t \geq 0, \quad \mathbb{E}[\left( \int_0^t h_s dZ_s \right)^2] \leq C^2 \mathbb{E}[\int_0^t |h_s|^2 ds].
\]

Let \( d \in \mathbb{N}^* \), we consider the following SDE:

\[
X_t = x_0 + \int_0^t \int_{\Xi} c(s, X_{s^-}, u) \tilde{N}(ds, du) + \int_0^t \sigma(s, X_{s^-}) dZ_s
\]

where \( x_0 \in \mathbb{R}^d, c : \Omega_2 \times \mathbb{R}^+ \times \mathbb{R}^d \times \Xi \to \mathbb{R}^d \) and \( \sigma : \Omega_2 \times \mathbb{R}^+ \times \mathbb{R}^d \to \mathbb{R}^{d \times n} \) are random coefficients which are predictable and satisfy the set of hypotheses below denoted (R).
We shall also consider the following set of hypotheses:

1. For all 
2. For all 
3. As a consequence of hypotheses 1. and 2. above, it is well known that equation (19) and placed by the stronger one:

Assumption (R): For simplicity, we fix all along this article a finite terminal time \( T > 0 \).

1.a) For \( \mathbb{P}_2 \)-almost all \( w_2 \in \Omega_2 \), all \( t \in [0, T] \) and \( u \in \Xi \), \( c(t, \cdot, u) \) is infinitely differentiable and

\[
\forall \alpha \in \mathbb{N}^*, \quad \sup_{t \in [0,T], x \in \mathbb{R}^d} |D^n_x c(t, x, \cdot)| \in \bigcap_{p \geq 1} L^p(\Omega_2 \times \Xi, \mathbb{P}_2 \times \nu),
\]

b) \( \sup_{t \in [0,T]} |c(t, 0, \cdot)| \in \bigcap_{p \geq 1} L^p(\Omega_2 \times \Xi, \mathbb{P}_2 \times \nu) \),

c) for all \( t \in [0, T] \), \( \alpha \in \mathbb{N} \) and \( x \in \mathbb{R}^d \), \( D^n_x c(t, x, \cdot) \in \mathbb{D}^\infty \) and

\[
\forall n \in \mathbb{N}^*, \forall q \geq 2, \quad \sup_{t \in [0,T], x \in \mathbb{R}^d} \|D^n_x c(t, x, \cdot)\|_{d^{n, q}} \in \bigcap_{p \geq 1} L^p(\Omega_2, \mathbb{P}_2),
\]

d) for all \( t \in [0, T] \), all \( x \in \mathbb{R}^d \) and \( u \in \Xi \), the matrix \( I + D_x c(t, x, u) \) is invertible and

\[
\left| \left( I + D_x c(t, x, u) \right)^{-1} \right|_{\mathbb{D}^{n, q}} \in \bigcap_{p \geq 1} L^p(\Omega_2 \times \Xi, \mathbb{P}_2 \times \nu).
\]

2. For all \( t \in [0, T] \), \( \sigma(t, \cdot) \) is infinitely differentiable and

\[
\forall \alpha \in \mathbb{N}^* \quad \sup_{t \in [0,T], x \in \mathbb{R}^d} |D^n_x \sigma(t, x)| \in \bigcap_{p \geq 1} L^p(\Omega_2, \mathbb{P}_2).
\]

3. As a consequence of hypotheses 1. and 2. above, it is well known that equation (19) admits a unique solution \( X \) such that \( \mathbb{E}[\sup_{t \in [0, T]} |X_t|^2] < +\infty \). We suppose that for all \( t \in [0, T] \), the matrix \( (I + \sum_{j=1}^{n} D_x \sigma_j(t, X_{t-}) \Delta Z^j_t) \) is invertible and its inverse is bounded by a deterministic constant uniformly with respect to \( t \in [0, T] \).

We shall also consider the following set of hypotheses:

Assumption (\( \hat{\mathcal{R}} \)): assume all the hypotheses of (R) excepted hypothesis 1.c) which is replaced by the stronger one:

1.\( \hat{c} \) for all \( t \in [0, T] \), \( \alpha \in \mathbb{N} \) and \( x \in \mathbb{R}^d \), \( D^n_x c(t, x, \cdot) \in \mathbb{D}^\infty \) and

\[
\forall n \in \mathbb{N}^*, \forall p \geq 1, \quad \sup_{t \in [0,T], x \in \mathbb{R}^d} \|D^n_x c(t, x, \cdot)\|_{d^{n, p}} < +\infty.
\]

### 6.2 Spaces of processes

We start by introducing the Dirichlet structure which is the product of \((\mathbb{D}, \mathcal{E})\) and \((\mathbb{d}, \mathcal{E})\) that we denote by \((\mathbb{D} \otimes \mathbb{d}, \hat{\mathcal{E}})\). Following [9] Section V.2, we know that

\[
\mathbb{D} \otimes \mathbb{d} = \{ f \in L^2(\mathbb{P} \times \nu) \text{ s.t. for } \nu \text{ almost all } x \in \Xi, f(\cdot, x) \in \mathbb{D}, \text{ for } \mathbb{P} \text{ almost all } w \in \Omega, f(w, \cdot) \in \mathbb{d} \}
\]

and \( \hat{\mathcal{E}}(f) = \int_{\Xi} \mathcal{E}(f(\cdot, x)) d\nu(x) + \mathbb{E}[\mathcal{E}(f(w, \cdot))] < +\infty \).

It is a local Dirichlet structure which admits a carré du champ, \( \hat{\Gamma} \), given by

\[
\hat{\Gamma}[f](w, x) = \Gamma[f(\cdot, x)](w) + \gamma[f(w, \cdot)](x),
\]

and a Gradient operator, \( \hat{D} \), with values in \( L^2(\hat{\mathbb{P}}) \times L_0 \) given by

\[
\hat{D} f(w, x) = \left( f^2(\cdot, x)(w), f^3(w, \cdot)(x) \right).
\]
Let $\hat{A}$ be the generator of this Dirichlet structure and $\mathcal{D}(\hat{A})$ its domain. It is obvious (see Section V, Proposition 2.1.3 in [9]) that $\mathcal{D}(\hat{A})$ contains $\mathcal{D}_0(\hat{A})$ where

$$\mathcal{D}_0(\hat{A}) = \{ f \in L^2(\mathbb{P} \times \nu) \text{ s.t. for } \nu \text{ almost all } x \in \Xi, f(\cdot, x) \in \mathcal{D}(A), \text{ for } \mathbb{P} \text{ almost all } w \in \Omega, f(w, \cdot) \in \mathcal{D}(a), \}.$$ 

$$(\cdots)$$

and if $f \in \mathcal{D}_0(\hat{A}),$

$$\hat{A}f(w, x) = A[f(\cdot, x)](w) + a[f(w, \cdot)](x).$$

We consider the algebraic tensor product $\mathbb{D}_0 \otimes \mathbb{d}_0$, it is dense in $\mathbb{D} \hat{\otimes} \mathbb{d}$. Moreover, each element in $\mathbb{D}_0 \otimes \mathbb{d}_0$ is infinitely differentiable w.r.t. $\hat{D}$, so that we can define as for $\mathbb{D}$ (or $\mathbb{d}$) the different Sobolev spaces $(\mathbb{D} \hat{\otimes} \mathbb{d})^{n,p}$ and $(\mathbb{D} \hat{\otimes} \mathbb{d})^\infty = \bigcap_{n \in \mathbb{N}^*, p \geq 1} (\mathbb{D} \hat{\otimes} \mathbb{d})^{n,p}$.

For all $n \in \mathbb{N}^*$ and $p \geq 1$, we denote by $(\mathbb{D} \hat{\otimes} \mathbb{d})^{n,p}$ the completion of the algebraic tensor product $\mathbb{D}^{n,p} \otimes \mathbb{d}^{n,p}$ with respect to the norm

$$\|X\|_{(\mathbb{D} \hat{\otimes} \mathbb{d})^{n,p}} = \int_{\Xi} \|X(\cdot, x)\|_{\mathbb{D}^{n,p}} \nu(dx) + \mathbb{E}[\|X(w, \cdot)\|_{\mathbb{d}^{n,p}}].$$

It is clear that $(\mathbb{D} \hat{\otimes} \mathbb{d})^{n,p} \subset \mathcal{D}_0(\hat{A})$ and as usual we set

$$(\mathbb{D} \hat{\otimes} \mathbb{d})^\infty = \bigcap_{n \in \mathbb{N}^*, p \geq 1} (\mathbb{D} \hat{\otimes} \mathbb{d})^{n,p}.$$

We denote by $\mathcal{P}$ the predictable sigma-field on $[0, T] \times \Omega$ and we define the following sets of processes:

- $\mathcal{H}_{\mathbb{D}^{n,p}, \mathcal{P}}$ : the space of predictable processes which belong to $L^2([0, T]; \mathbb{D}^{n,p})$.
- $\mathcal{H}_{(\mathbb{D} \hat{\otimes} \mathbb{d})^{n,p}, \mathcal{P}}$ : the set of real valued processes $H$ defined on $[0, T] \times \Omega \times \Xi$ which are predictable and belong to $L^2([0, T]; (\mathbb{D} \hat{\otimes} \mathbb{d})^{n,p})$.
- $\mathcal{H}_{\mathbb{D}^{n,p}, \mathcal{P}}$ : the set of predictable real valued processes which belong to $L^2([0, T]; \mathbb{D}^{n,p})$.
- $\mathcal{H}_{(\mathbb{D} \hat{\otimes} \mathbb{d})^{n,p}, \mathcal{P}}$ : the set of real valued processes $H$ defined on $[0, T] \times \Omega \times \Xi$ which are predictable and belong to $L^2([0, T]; (\mathbb{D} \hat{\otimes} \mathbb{d})^{n,p})$.

In a natural way, we set

$$\mathcal{H}_{\mathbb{D}^{\infty}, \mathcal{P}} = \bigcap_{n \in \mathbb{N}^*, p \geq 1} \mathcal{H}_{\mathbb{D}^{n,p}, \mathcal{P}}, \mathcal{H}_{(\mathbb{D} \hat{\otimes} \mathbb{d})^{\infty}, \mathcal{P}} = \bigcap_{n \in \mathbb{N}^*, p \geq 1} \mathcal{H}_{(\mathbb{D} \hat{\otimes} \mathbb{d})^{n,p}, \mathcal{P}}$$

and

$$\mathcal{H}_{(\mathbb{D} \hat{\otimes} \mathbb{d})^{\infty}, \mathcal{P}} = \bigcap_{n \in \mathbb{N}^*, p \geq 1} \mathcal{H}_{(\mathbb{D} \hat{\otimes} \mathbb{d})^{n,p}, \mathcal{P}}, \mathcal{H}_{(\mathbb{D} \hat{\otimes} \mathbb{d})^{\infty}, \mathcal{P}} = \bigcap_{n \in \mathbb{N}^*, p \geq 1} \mathcal{H}_{(\mathbb{D} \hat{\otimes} \mathbb{d})^{n,p}, \mathcal{P}}.$$

These spaces are endowed with their natural inductive limit topology.
Lemma 17. The following Lemma is obvious: measurable.

Let \( X \in \mathbb{D}^\infty \) and we have:

\[
\int_{0}^{t} \int_{\Xi} H(s,u) \tilde{N}(ds,du)
\]

belongs to \( \mathbb{D}^\infty \).

And we have:

\[
X_t^1(w, w_1) = \int_{0}^{t} \int_{\Xi} H^1(s,u)(w,w_1) \tilde{N}(ds,du)(w)
\]

\[
+ \int_{0}^{t} \int_{\Xi \times R} H^p(s,u,r_1)(w)N \circ \rho(ds,du,dr_1)(w,w_1),
\]

\[
X_t^{(2)}(w, w_1, w_2) = \int_{0}^{t} \int_{\Xi} H^{2i}(s,u)(w,w_1, w_2) \tilde{N}(ds,du)(w)
\]

\[
+ \int_{0}^{t} \int_{\Xi \times R} H^{2i}(s,u,r_1)(w,w_1, w_2)N \circ \rho(ds,du,dr_1)(w,w_2)
\]

\[
+ \int_{0}^{t} \int_{\Xi \times R} H^{2i}(s,u,r_1)(w,w_2)N \circ \rho(ds,du,dr_1)(w,w_1)
\]

\[
+ \int_{0}^{t} \int_{\Xi \times R^2} H^{(2)}(s,u,r_1, r_2)(w)N \circ \rho^{(i)}(ds,du,dr_1,dr_2)(w,w_1, w_2).
\]

More generally, for all \( n \in \mathbb{N}^* \),

\[
X_t^{(n)} = \sum_{i=1}^{2^n} I_i,
\]

where \( I_1 = \int_{0}^{t} \int_{\Xi} H^{(n)}(s,u) \tilde{N}(ds,du) \) and for \( i \in \{2, \cdots, 2^n \} \), \( I_i \) is a term of the form

\[
I_i(w, w_1, \cdots , w_n) = \int_{0}^{t} \int_{\Xi \times R^j} H^{(j)}(s,u,r_1,\cdots ,r_{n-j})(w,w_{\sigma(1)},\cdots , w_{\sigma(j)})N \circ \rho^{(i-j)}(ds,du,dr_1,\cdots,dr_{n-j})(w,w_{\sigma(j+1)},\cdots, w_{\sigma(n)}),
\]
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where \( j \in \{0, \cdots, n - 1\} \) and \( \sigma \) is a permutation on \( \{1, \cdots, n\} \).

**Proof.** The case \( n = 1 \) has been established in [11], we proceed in a similar way. Assume first that
\[
H_t(w, u) = \sum_{i=0}^{m-1} F_i(w) \mathbf{1}_{|t_i, t_{i+1}|}(t) g_i(u),
\]
where for all \( i \in \{0, \cdots, m - 1\} \), \( F_i \in \mathcal{D}^\infty \) and is \( \mathcal{A}_t \)-measurable and \( g_i \in \mathcal{d}^\infty \).

The result is a direct consequence of the functional calculus and Lemma 9. We conclude taking first a linear combination and then by density. \( \square \)

**Lemma 19.** Let \( 0 \leq s < t \leq T \), \( F \in \mathcal{D}(A) \) and \( g \in \mathcal{D}(a) \). If \( F \) is \( \mathcal{F}_s \)-measurable then
\[
X = F \tilde{N}(\mathbf{1}_{s,t} g)
\]
belongs to \( \mathcal{D}(A) \) and
\[
A[X] = A[F] \tilde{N}(\mathbf{1}_{s,t} g) + F \tilde{N}(\mathbf{1}_{s,t} a[g]).
\]

**Proof.** Let us prove that \( X \) belongs to the domain of \( A \) and calculate \( A[X] \). To this end, assume first that
\[
F = e^{i \tilde{N}(f)}, \ f \geq 0, \ f \in L^2([0, T]; dt) \otimes H, \ \text{and} \ f(u, \cdot) = 0 \ \forall u > s \quad (**)
\]
(the space \( H \) is the subspace of \( \mathcal{D}(a) \) introduced in hypothesis (H) §2.1).

By the functional calculus (see [9], Section 1.6), we know that \( X \) belongs to \( \mathcal{D}(A) \) and that
\[
A[X] = A[F] \tilde{N}(\mathbf{1}_{s,t} g) + FA[\tilde{N}(\mathbf{1}_{s,t} g)] + \frac{1}{2} \Gamma[F, \tilde{N}(\mathbf{1}_{s,t} g)],
\]
but as a consequence of the explicit expression of \( A \) given in [10], Section 3.2.1, we know that
\[
A[\tilde{N}(\mathbf{1}_{s,t} g)] = \tilde{N}(\mathbf{1}_{s,t} a[g]),
\]
and moreover:
\[
\Gamma[F, \tilde{N}(\mathbf{1}_{s,t} g)] = i FT[\tilde{N}(f), \tilde{N}(\mathbf{1}_{s,t} g)] = i FN(\gamma[f, \mathbf{1}_{s,t} g]) = 0,
\]
since \( \gamma \) acts only on the variable in \( \Xi \).

Finally, as the space of random variables of the form (**) is total in the subvector space of random variable in \( \mathcal{D}(A) \) and \( \mathcal{F}_s \)-measurable (see Section 3.2.1 in [10]), we conclude by density. \( \square \)

**Lemma 20.** Let \( H \in L^2([0, T]; \mathcal{D}(\hat{A})) \) be predictable, then for all \( t \in [0, T] \)
\[
X_t = \int_0^t \int_{\Xi} H(s, u) \tilde{N}(ds, du)
\]
belongs to \( \mathcal{D}(A) \) and
\[
A[X_t] = \int_0^t \int_{\Xi} \hat{A}[H(s, u)] \tilde{N}(ds, du).
\]
Proof. Assume first that $H$ is a “simple proces”:

$$H_t(w, u) = \sum_{i=0}^{m-1} F_i(w) \mathbf{1}_{[\tau_i, \tau_{i+1}]}(t)g_i(u),$$

where for all $i \in \{0, \ldots, m-1\}$ $F_i \in \mathcal{D}(A)$ is measurable and $g_i \in \mathcal{D}(a)$. Then, for all $t \in [0, T]$

$$X_t = \sum_{i=0}^{m-1} F_i \tilde{N}([\tau_i, \tau_{i+1}]g_i).$$

Then, as a consequence of Lemma 19

$$A[X_t] = \sum_{i=0}^{m-1} \left( A[F_i] \tilde{N}([\tau_i, \tau_{i+1}]g_i) + F_i(w) \tilde{N}([\tau_i, \tau_{i+1}]a[g_i]) \right),$$

$$= \tilde{N} \left( \sum_{i=0}^{m-1} (A[F_i] \mathbf{1}_{[\tau_i, \tau_{i+1}]g_i} + F_i(w) \mathbf{1}_{[\tau_i, \tau_{i+1}]a[g_i]}) \right).$$

Following [9] (Section V, Proposition 2.1.3), we know that the algebraic tensor product $\mathcal{D}(A) \otimes \mathcal{D}(a)$ is dense in $\tilde{D}(\hat{A})$ for the graph norm. From this, we deduce that the set of combinations of simple processes is dense in $L^2([0, T]; \mathcal{D}(\hat{A}))$ and conclude by density. 

Combining Proposition 18, Lemma 20 and relation (20) we obtain

**Proposition 21.** Let $H \in \mathcal{H}_{(\mathcal{D} \otimes \mathcal{D})}^\infty, P$ then for all $t \in [0, T]$

$$X_t = \int_0^t \int_{\Xi} H(s, u) \tilde{N}(ds, du)$$

belongs to $\mathcal{D}_\infty$ and

$$A[X_t] = \int_0^t \int_{\Xi} \left( A[H(s, u)] + a[H(s, \cdot)(u)] \right) \tilde{N}(ds, du).$$

The proof of the next Proposition is similar to the previous ones and even easier, so we leave it to the reader:

**Proposition 22.** Let $G \in \mathcal{H}_{\mathcal{D}}^\infty, P$ then for all $t \in [0, T]$

$$X_t = \int_0^t \int_{\Xi} G_s dZ_s$$

belongs to $\mathcal{D}$, and for all $n \in \mathbb{N}^*$:

$$X_t^{(n\Sigma)} = \int_0^t G_s^{(n\Sigma)} dZ_s.$$

Moreover, if $G$ belongs to $\mathcal{H}_{\mathcal{D}}^\infty, P$ then $X_t$ belongs to $\tilde{\mathcal{D}}$ and

$$A[X_t] = \int_0^t \int_{\Xi} A[G_s] dZ_s.$$
Finally, by the functional calculus developped in the proofs of Propositions 18 and 22 the following Lemma is also clear:

**Lemma 23.** Let \( c : \Omega_2 \times \mathbb{R}^+ \times \mathbb{R}^d \times \Xi \to \mathbb{R}^d \) be the coefficient of equation (19) and \( X \) be in \((\mathcal{H}^{(\alpha\wedge d)}_{-\infty, \beta})^d\).

1. If \( c \) satisfies hypothesis 1.\( c \) of (R) then the process \((t, u) \to c(t, X_t, u)\) belongs to \((\mathcal{H}^{(\alpha\wedge d)}_{-\infty, \beta})^d\).

2. If moreover \( X \) belongs to \((\mathcal{H}^{(\alpha\wedge d)}_{-\infty, \beta})^d\) and \( c \) satisfies hypothesis 1.\( \check{c} \) of (\(\check{R}\)) then the process \((t, u) \to c(t, X_t, u)\) belongs to \((\mathcal{H}^{(\alpha\wedge d)}_{-\infty, \beta})^d\).

### 6.4 Existence of smooth density for the solution

**Proposition 24.** Under hypotheses (R), the equation (19) admits a unique solution, \( X \), in \((\mathcal{H}^{(\alpha\wedge d)}_{-\infty, \beta})^d\).

**Proof.** Let us first prove that for all \( p \geq 1 \), \( X \) belongs to \((\mathcal{H}^{1,p}_{\beta})^d\). We follow the same proof as the one of Proposition 8 in [11] which corresponds to the case \( p = 2 \).

We define inductively a sequence \((X^r)\) of \(\mathbb{R}^d\)-valued semimartingales by \(X^0 = x\) and

\[
\forall r \in \mathbb{N}, \forall t \in [0, T], \quad X_t^{r+1} = x_0 + \int_0^t \int_{\Xi} c(s, X_{s-}^r, u) \tilde{N}(ds, du) + \int_0^t \sigma(s, X_{s-}^r) dZ_s. \tag{21}
\]

As a consequence of Lemma 23, Propositions 18 and 22 it is clear that for all \( r \), \(X^r\) belongs to \((\mathcal{H}^{(\alpha\wedge d)}_{-\infty, \beta})^d\) and that we have \( \forall t \in [0, T] \)

\[
X_t^{r+1, \sharp} = \int_0^t \int_U D_x c(s, X_{s-}^r, u) \cdot X_{s-}^r \tilde{N}(ds, du) + \int_0^t \int_{U \times \mathbb{R}} c^\delta(s, X_{s-}^r, u, r) N \circ \rho(ds, du, dr)
\]

\[
+ \int_0^t D_x \sigma(s, X_{s-}^r) \cdot X_{s-}^r \tilde{d}Z_s.
\]

This is the iteration procedure due to Émile Picard and it is well-known that for all \( p \geq 1 \)

\[
\lim_{r \to +\infty} E[ \sup_{t \in [0, T]} |X_t - X_t^r|^p] = 0. \tag{22}
\]

Moreover, thanks to the hypotheses we made on the coefficients, it is easily seen (see [5] or [15]) that there exists a constant \( \kappa_{p, x} \) such that for all \( r \in \mathbb{N}^* \) and all \( t \in [0, T] \)

\[
\mathbb{E} \tilde{\mathbb{E}} \left[ |X_t^{r+1, \sharp}|^p \right] \leq \kappa_{p, x} \left( 1 + \int_0^t \mathbb{E} \tilde{\mathbb{E}} \left[ |X_{s-}^r|^p \right] ds \right)
\]

so that by induction we deduce

\[
\forall r \in \mathbb{N}, \forall t \in [0, T], \quad \mathbb{E} \tilde{\mathbb{E}} \left[ |X_t^r|^p \right] \leq \kappa_{p, x} \epsilon^{\kappa_{p, x} t}.
\]

Hence, the sequence \((X^r)\) is bounded in \((\mathcal{H}^{1,p}_{\beta})^d\) which is a reflexive Banach space. Therefore, there is a sequence of convex combinations of \(X^r\) which converges to a process \( Y \in (\mathcal{H}^{1,p}_{\beta})^d \). But, by (22) we a priori know that \(X^r\) tends to \( X \) in \(L^p([0, T]; \mathbb{R}^d)\) so
that $Y$ is nothing but $X$. This proves that $X$ belongs to $(\mathcal{H}_{\mathbb{D},p})^d$. Moreover, still by Propositions \[18\] and \[21\] we know that $X^\sharp$ satisfies

$$
X^\sharp_t = \int_0^t \int_{\mathcal{U}} D_x c(s, X_{s-}, u) \cdot X^\sharp_{s-} \tilde{N}(ds, du) + \int_0^t \int_{\mathcal{X} \times \mathcal{R}} c^\flat(s, X_{s-}, u, r) N \odot \rho(ds, du, dr) \\
+ \int_0^t D_x \sigma(s, X_{s-}) \cdot X^\sharp_{s-} dZ_s.
$$

This ensures, by standard facts on the Picard’s iteration method, that for all $p \geq 1$

$$
\lim_{r \to +\infty} \mathbb{E} \mathbb{E}^{\mathbb{F}} \left[ \int_0^T |X^r_s - X^\sharp_s|^p ds \right] = 0,
$$

in other words, we have proved that for all $p \geq 1$, $X^r$ converges to $X$ in $(\mathcal{H}_{\mathbb{D},p})^d$.

We now proceed by recurrence. Let $n \geq 2$, assume that we have established that $X^r$ converges to $X$ in $(\mathcal{H}_{\mathbb{D},(n-1),p})^d$ for all $p \geq 1$. Then, by Propositions \[18\] \[22\] and the functional calculus we have for all $t \in [0, T]$ and all $r \in \mathbb{N}^*$:

$$
X_t^{r+1,(n^2)} = \int_0^t \int_{\mathcal{U}} D_x c(s, X^r_{s-}, u) \cdot X^r_{s-} \tilde{N}(ds, du) \\
+ \sum_{j=1}^n \int_0^t \int_{\mathcal{X} \times \mathcal{R}^{n-j}} \Phi^j(s, u, r_1, \cdots, r_{n-j}) \tilde{N} \odot \rho^{(n-j)}(ds, du, dr_1, \cdots, dr_{n-j}) \\
+ \int_0^t D_x \sigma(s, X^r_{s-}) \cdot X^r_{s-} dZ_s + \int_0^t \Pi_r(s) dZ_s,
$$

where:

- for all $j \in \{1, \cdots, n\}$, $\Phi^j$ can be expressed as a sum such that each term is the product of $D_x c^{(r)}(s, X^r_{s-}, u, r_1, \cdots, r_l)$ with $k, l \in \{0, \cdots, n\}$, and of derivatives of $X$ of order strictly less than $n$;

- $\Pi_r$ is a sum such that each term is the product of $D_x \sigma(s, X^r_{s-})$ with $k \in \{1, \cdots, n\}$, and of derivatives of $X$ of order strictly less than $n$.

Thanks to the hypotheses we made on $c$ and $\sigma$ and as $X^r$ converges to $X$ in $(\mathcal{H}_{\mathbb{D},(n-1),p})^d$, it is clear that there exist predictable processes $\Phi^j, j = 1 \cdots n$ and $\Pi$ such that for all $p \geq 1$

$$
\lim_{r \to +\infty} \mathbb{E} \mathbb{E}^{\mathbb{F}} \left[ \int_0^T \int_{\mathcal{X} \times \mathcal{R}^{n-j}} |\Phi^j - \Phi^j|^p(s, u, r_1, \cdots, r_{n-j}) \nu(ds, du) \rho^{n-j}(dr_1 \cdots dr_{n-j}) \right] = 0,
$$

$$
\lim_{r \to +\infty} \mathbb{E} \mathbb{E}^{\mathbb{F}} \left[ \int_0^T |\Pi_r - \Pi|^p(s) ds \right] = 0.
$$

From this, as in the case $n = 1$, we conclude that for all $p \geq 1$, $(X^r)_r$ is bounded in $(\mathcal{H}_{\mathbb{D},p})^d$ hence a convex combination of $X^r$ converges in $(\mathcal{H}_{\mathbb{D},p})^d$ to an element which is nothing but $X$ and then as $X^{(n^2)}$ satisfies a s.d.e., standard consideration on the Picard’s iteration permits to conclude that in fact

$$
\lim_{r \to +\infty} \mathbb{E} \mathbb{E}^{\mathbb{F}} \left[ \int_0^T |X^r_s - X^s|^p ds \right] = 0,
$$

i.e. $(X^r)$ tends to $X$ in $(\mathcal{H}_{\mathbb{D},p})^d$. \[\square\]
In the next proposition, for all \( i \in \{1, \cdots, d\} \), we denote by \( c_i \) (resp. \( \sigma_i \)) the \( i \)-th coordinate of coefficient \( c \) (resp. \( \sigma \)) and we put \( X = (X_1, \cdots, X_d) \).

**Proposition 25.** Under hypotheses (\( \bar{R} \)), \( X \) belongs to \( \mathcal{H}_{\bar{R}^{\infty,p}} \) and we have for all \( t \in [0,T] \) and all \( i \in \{1, \cdots, d\} \):

\[
A[X_{i,t}] = \int_0^t \int_X \left( \sum_{j=1}^d \frac{\partial c_i}{\partial x_j}(s, X_{s^-}, u)A[X_{j,s^-}] + \frac{1}{2} \sum_{j,k=1}^d \frac{\partial^2 c_i}{\partial x_j \partial x_k}(s, X_{s^-}, u)\Gamma[X_{j,s^-}, X_{k,s^-}] \right) \tilde{N}(ds, du) \\
+ \int_0^t \int_{\Xi} a[c_i(s, X_{s^-}, \cdot)](u) \tilde{N}(ds, du) \\
+ \int_0^t \left( \sum_{j=1}^d \frac{\partial \sigma_i}{\partial x_j}(s, X_{s^-})A[X_{j,s^-}] + \frac{1}{2} \sum_{j,k=1}^d \frac{\partial^2 \sigma_i}{\partial x_j \partial x_k}(s, X_{s^-})\Gamma[X_{j,s^-}, X_{k,s^-}] \right) dZ_s
\]

**Proof.** We keep the same notations as in the proof of the previous Proposition, so we still consider \((X^r)\) the Picard’s approximation of \( X \) given by relation \((22)\). By Proposition \((22)\) Lemma \((23)\) we know that for all \( r \in \mathbb{N}^* \), \( X^r \) belongs to \( (\mathcal{H}_{\bar{R}^{\infty,p}})^d \) and that moreover:

\[
A[X^r_{i,t+1}] = \int_0^t \int_X (A[c(s, X^r_{s^-}, u)] + a[c(s, X^r_{s^-}, \cdot)](u)) \tilde{N}(ds, du) \\
+ \int_0^t A[\sigma](s, X^r_{s^-})] dZ_s.
\]

And, by the functional calculus (see Corollary 6.1.4. in \((9)\)), this yields for all \( i \in \{1, \cdots, d\} \) (we apologize for the apparently complicated computation but in fact quite natural):

\[
A[X^r_{i,t+1}] = \int_0^t \int_X \left( \sum_{j=1}^d \frac{\partial c_i}{\partial x_j}(s, X^r_{s^-}, u)A[X^r_{j,s^-}] + \frac{1}{2} \sum_{j,k=1}^d \frac{\partial^2 c_i}{\partial x_j \partial x_k}(s, X^r_{s^-}, u)\Gamma[X^r_{j,s^-}, X^r_{k,s^-}] \right) \tilde{N}(ds, du) \\
+ \int_0^t \int_{\Xi} a[c_i(s, X^r_{s^-}, \cdot)](u) \tilde{N}(ds, du) \\
+ \int_0^t \left( \sum_{j=1}^d \frac{\partial \sigma_i}{\partial x_j}(s, X^r_{s^-})A[X^r_{j,s^-}] + \frac{1}{2} \sum_{j,k=1}^d \frac{\partial^2 \sigma_i}{\partial x_j \partial x_k}(s, X^r_{s^-})\Gamma[X^r_{j,s^-}, X^r_{k,s^-}] \right) dZ_s
\]

Let us now introduce \( Y = (Y_1, \cdots, Y_d) \) the solution of the following s.d.e:

\[
Y_{i,t} = \int_0^t \int_{\Xi} \left( \sum_{j=1}^d \frac{\partial c_i}{\partial x_j}(s, X_{s^-}, u)Y_{j,t} + \frac{1}{2} \sum_{j,k=1}^d \frac{\partial^2 c_i}{\partial x_j \partial x_k}(s, X_{s^-}, u)\Gamma[X_{j,s^-}, X_{k,s^-}] \right) \tilde{N}(ds, du) \\
+ \int_0^t \int_{\Xi} a[c_i(s, X_{s^-}, \cdot)](u) \tilde{N}(ds, du) \\
+ \int_0^t \left( \sum_{j=1}^d \frac{\partial \sigma_i}{\partial x_j}(s, X_{s^-})Y_{j,t} + \frac{1}{2} \sum_{j,k=1}^d \frac{\partial^2 \sigma_i}{\partial x_j \partial x_k}(s, X_{s^-})\Gamma[X_{j,s^-}, X_{k,s^-}] \right) dZ_s
\]
In the previous Proposition, we have proved that \( X^r \) converges to \( X \) in \( \mathcal{H}_{D^\infty,P} \) so for all \( p \geq 1 \):

\[
\lim_{r \to +\infty} \mathbb{E}[\int_0^T |\Gamma[X_s] - \Gamma[X^r_s]|^p \, ds] = 0.
\]

From this, it is standard to prove that \( A[X^r] \) converges to \( Y \) in \( L^p([0,T] \times \Omega) \).

This implies that \( X^r \) is a Cauchy sequence in \( \mathcal{H}_{D_n,p,P} \) for all \( (n,p) \) hence it converges to a limit which is \( X \) and necessary, \( Y = A[X] \). This ends the proof.

We are now able to give the main Theorem of this section. For this we need some processes introduced in [11].

First, the \( \mathbb{R}^{d \times d} \)-valued process \( U_s \) defined by

\[
dU_s = \sum_{j=1}^n D_x \sigma_{\cdot,j}(s, X_{s-})dZ^j_s.
\]

Then the \( \mathbb{R}^{d \times d} \)-valued process which is the derivative of the flow generated by \( X \):

\[
K_t = I + \int_0^t \int \mathbb{E} D_x c(s, X_{s-}, u) K_{s-} \tilde{N}(ds, du) + \int_0^t dU_s K_{s-}
\]

Under our hypotheses, for all \( t \geq 0 \), the matrix \( K_t \) is invertible and its inverse \( \tilde{K}_t = (K_t)^{-1} \) satisfies:

\[
\tilde{K}_t = I - \int_0^t \int \mathbb{E} \tilde{K}_{s-}(I + D_x c(s, X_{s-}, u))^{-1} D_x c(s, X_{s-}, u) \tilde{N}(ds, du)
\]

\[
- \int_0^t \tilde{K}_{s-} dU_s + \sum_{s \leq t} \tilde{K}_{s-}(\Delta U_s)^2(I + \Delta U_s)^{-1} + \int_0^t \tilde{K}_s d <U^c, U^c>_s.
\]

The key property is that under hypotheses (R), we have the following relation (see [11], Theorem 10) for all \( t \in [0,T] \),

\[
\Gamma[X_t] = K_t \int_0^t \int \mathbb{E} \tilde{K}_s \gamma[c(s, X_{s-}, \cdot)] \tilde{K}_s^* N(ds, du) K_t^*,
\]

where for any matrix \( M \), \( M^* \) denotes its transposed.

**Theorem 26.** Assume hypotheses (\( \tilde{R} \)). Let \( t > 0 \), if

\[
\left( \int_0^t \int \mathbb{E} \tilde{K}_s \gamma[c(s, X_{s-}, \cdot)] \tilde{K}_s^* N(ds, du) \right)^{-1} \in \cap_{p \geq 1} L^p(\mathbb{P}, \mathbb{R}^{d \times d})
\]

then \( X_t \) admits a density which belongs to \( C^\infty(\mathbb{R}^d) \).

**Proof.** Let \( t \in [0,T] \). The idea is to apply Proposition 16 to \( X_t \). Clearly, it remains to prove that \( (\Gamma[X])^{-1} \) belongs to \( \cap_{p \geq 1} L^p(\mathbb{P}, \mathbb{R}^{d \times d}) \). But this is obvious because \( K_t \) belongs to \( \cap_{p \geq 1} L^p(\mathbb{P}, \mathbb{R}^{d \times d}) \). \( \square \)
Remark: Let us emphasize that the Lévy measure is not assumed to possess a density, so that the regularity of density for the solution is obtained under weaker hypotheses than those of Léandre (cf [18] [19]) or other authors (see [3]). Moreover, in these works and in some other works dealing with non necessarily absolutely continuous Lévy measure, a growth condition is supposed near the origin of the form:

$$\liminf_{\rho \to 0} \rho^{-\alpha} \int_{\{|x|<\rho\}} |x|^2 d\nu(x) > 0,$$

with $\rho \in (0, 2)$, that we do not assume.

7 Applications

7.1 The regular case

As in Proposition 11 in [11], we assume that $\Xi$ is a topological space and that coefficient $c(s,x,u)$ is regular with respect to its argument $u$ governing the jumps size, this ensures existence of the density. The regularity of the density will be the consequence of an elliptic-type assumption on $c$. More precisely we have

**Proposition 27.** Assume hypotheses $(\bar{R})$, that $\Xi$ is a topological space and that the intensity measure $ds \times \nu$ of $N$ is such that $\nu$ has an infinite mass near some point $u_0$ in $\Xi$. Assume that the matrix $(s,x,u) \rightarrow \gamma[c(s,x,\cdot)](u)$ is continuous on a neighborhood of $(0,x_0,u_0)$ and invertible at $(0,x_0,u_0)$. Assume moreover that it satisfies the following (local) ellipticity assumption:

$$\forall (s',x,u) \in [0,s] \times \mathbb{R}^d \times \mathcal{O}, \gamma[c(s',x,u)] \geq \frac{1}{1 + |x|^\delta} \psi(u) I_d,$$

Where $\geq$ denotes the order relation in the set of symmetric and positive matrices, $\delta, s > 0$ are constant, $I_d$ is the identity matrix in $\mathbb{R}^{d \times d}$, $\mathcal{O}$ is a neighborhood of $u_0$ and $\psi$ is an $\mathbb{R}^+ \setminus \{0\}$-valued measurable function on $\mathcal{O}$ such that

$$\left( \int_0^t \int_{\mathcal{O}} \psi(u) N(ds,du) \right)^{-1} \in \bigcap_{p \geq 1} L^p(\mathbb{P}). \ (*)$$

Then, for all $t \geq s$ the solution $X_t$ of (19) admits a density in $C^\infty(\mathbb{R}^d)$.

**Proof.** As a consequence of Proposition 11 in [11], it just remains to prove that $(\Gamma[X_t])^{-1}$ belongs to $\bigcap_{p \geq 1} L^p(\mathbb{P},\mathbb{R}^{d \times d})$.

We have for any vector $v \in \mathbb{R}^d$:

$$v^* \Gamma[X_t] v \geq \int_0^t \int_{\mathcal{O}} v^* \tilde{K}_s \gamma[c(s,X_{s-},\cdot)] \tilde{K}_s^* v N(ds,du) \geq \int_0^t \int_{\mathcal{O}} v^* \tilde{K}_s \tilde{K}_s^* v \frac{1}{1 + |X_{s-}|^\delta} \psi(u) N(ds,du).$$
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As it is well known that both sup_{s∈[0,T]} |K_s| and sup_{s∈[0,T]} |X_s−| belongs to ∩_{p ≥ 1} L^p(ℙ) we deduce that there exists a random variable V such that V^{-1} ∈ ∩_{p ≥ 1} L^p(ℙ) with

$$Γ[X_t] ≥ V \int_0^t \int_0^\mathcal{O} \psi(u) N(ds, du)I_d.$$  

It is now easy to conclude.

We now give a criterion which ensures that (*) is satisfied:

**Lemma 28.** Consider O and ψ as above and assume that there exists α ∈ (0, 1) such that the limit

$$r_1 = \lim_{\lambda \to +\infty} \frac{1}{\lambda^\alpha} \int_\mathcal{O} (e^{-\lambda\psi(u)} - 1) \nu(du)$$

exits and belongs to (−∞, 0) then hypothesis (*) of the previous proposition is fulfilled.

**Proof.** Set V = ∫_0^t \int_\mathcal{O} ψ(u) N(ds, du). Let us first remark that as ν(O) = +∞ and ψ > 0, P(V = 0) = 0. The Laplace transform of V is given by

$$∀ \lambda ≥ 0, \ E[e^{-\lambda V}] = e^{t \int_\mathcal{O} (e^{-\lambda\psi(u)} - 1) \nu(du)}.$$  

By the De Bruijn’s Tauberian Theorem (see Theorem 4.12.9 in [6]), we know that this implies

$$\lim_{\varepsilon \to 0} \varepsilon^\beta \log(P(V ≤ \varepsilon)) = r_2,$$

where β and r_2 satisfy:

$$\frac{1}{\alpha} = \frac{1}{\beta} + 1 \text{ and } |αtr_1|^{1/\alpha} = |βtr_2|^{1/β}.$$  

In other words:

$$P(V^{-1} ≥ x) \sim x^{r_2 \beta \alpha}.$$  

This leads to the result.

### 7.2 Non linear subordination

We now turn out to an example for which Ξ is infinite dimensional. More precisely, we put

- Ξ = ℝ^+ × C_0(ℝ^+; ℋ^q) where q ∈ ℕ^* and W = C_0(ℝ^+; ℋ^q) denotes the set of ℋ^q-valued continuous functions defined on ℝ^+ and vanishing in 0.
- ν = τ × m where m is the Wiener measure on C_0(ℝ^+; ℋ^q) and τ is a Lévy measure on ℝ^+ associated to a subordinator such that τ(ℝ^+^) = +∞. For simplicity, we assume that the support of τ is included in [0, T'] for some T' > 0. Let us recall that necessarily ∫_0^{T'} yτ(dy) < +∞.
- The Dirichlet structure (d, e, γ) is the product of the trivial structure on L^2(R^+, τ) with (d_M, e_M, γ_M), the Dirichlet structure on L^2(C_0(ℝ^+; ℋ^q), m) associated with the Ornstein-Uhlenbeck operator (see [9]).
As usual, we denote by $(B_t)_{t \geq 0}$ the coordinates maps on $W$:

$$\forall \omega \in W, \ B_t(\omega) = \omega_t,$$

so that $(B_t)_{t \geq 0}$ is a $q$-dimensional Brownian motion under the probability $m$.

A very simple example

Let us now give a basic example which proves that in the case of a non-linear subordination, even if a diffusion is degenerated, the "subordinated" process $X$ may have a smooth density.

We keep the notations above and take $d = q = 2$. Consider for all $t \geq 0$:

$$X_t = \left( \int_0^t \int_0^{t'} \int_W B^1_y(\omega) N(ds, dy, d\omega) \right)^2,$$

where $B^1$ denotes the first coordinate of the 2-dimensional Brownian motion $B$.

As explained in the remark at the end of this subsection, the process $X$ may be viewed as a non-linear subordination of the 2-dimensional diffusion $\zeta = (B^1, B^2)$.

By the functional calculus related to stochastic integrals, we have for all $t \geq 0$:

$$\Gamma[X_t] = \int_0^t \int_{\Xi} \gamma_M[B^1_y, \frac{1}{2}(B^1_y)^2](\omega) N(ds, dy, d\omega).$$

It is standard that

$$\gamma_M[B^1_y, \frac{1}{2}(B^1_y)^2] = \left( \begin{array}{cc} y & yB^1_y \\ yB^1_y & y(B^1_y)^2 \end{array} \right).$$

Let us now study the matrix $\Gamma[X_t]$ in order to give a criterion which ensures that $X_t$ admits a smooth density.

Let $u = \left( \begin{array}{c} u_1 \\ u_2 \end{array} \right)$ be in $\mathbb{R}^2 \setminus \{0\}$. We have

$$u^* \cdot \Gamma[X_t] \cdot u = \int_0^t \int_{\Xi} y(u_1 + B_y u_2)^2 N(ds, dy, d\omega).$$

By remarking that if $u_1 u_2 \geq 0$, $y < 1$ and $B_y \geq \sqrt{y}$ or if $u_1 u_2 \leq 0$, $y < 1$ and $B_y \leq -\sqrt{y}$ then $(u_1 + B_y u_2)^2 \geq y(u_1^2 + u_2^2)$, we deduce easily that

$$\Gamma[X_t] \geq (M_1 \wedge M_2)I,$$

where

$$M_1 = \int_0^t \int_{\Xi} 1_{\{y < 1, B_y \geq \sqrt{y}\}} y^2 N(ds, dy, d\omega) \quad \text{and} \quad M_2 = \int_0^t \int_{\Xi} 1_{\{y < 1, B_y \leq -\sqrt{y}\}} y^2 N(ds, dy, d\omega).$$

As clearly $M_1$ and $M_2$ have same law, we only study $M_1$.

We first remark that

$$\int_0^t \int_0^{t'} P(B_y \geq \sqrt{y}) \tau(dy) dt = t P(B_1 \geq 1) \int_0^{t'} \tau(dy) = +\infty.$$
Hence, almost surely between times 0 and \( t \), there are infinitely many jumps whose "mark" belongs to the set \( \{(y, w) \in \Xi; y \leq 1, B_y(w) \geq \sqrt{y}\} \). From this, we deduce that \( M_1 > 0 \) almost-surely and that \( \Gamma[X_t] \) is invertible which ensures that \( X_t \) admits a density. Moreover, as a consequence of Theorem 26 we know that if \( M_1^{-1} \in L^p(\Omega) \forall p \geq 1 \) then \( X_t \) admits a density which belongs to \( C_0^\infty(\mathbb{R}^2) \).

Here again, as in Lemma 28, we calculate the Laplace transform of \( M_1 \):

\[
\forall \lambda > 0, \quad E[e^{-\lambda M_1}] = e^{tP(B_1 \geq 1)\int_0^{T'\wedge 1}(e^{-\lambda y^2} - 1) \tau(dy)}.
\]

This yields:

**Lemma 29.** Assume that there exists \( \alpha \in (0, 1) \) such that the limit

\[
r_1 = \lim_{\lambda \to +\infty} \frac{1}{\lambda^\alpha} \int_0^{T'\wedge 1}(e^{-\lambda y^2} - 1) \tau(dy)
\]

exists and belongs to \((-\infty, 0)\) then \( X_t \) admits a density which belongs to \( C_0^\infty(\mathbb{R}^2) \).

**Remark:** The hypothesis of the Lemma is fulfilled if for example \( \tau(dy) = \frac{1}{y^{1+\epsilon}}dy \) with \( \epsilon \in (0, 1) \).

**Non-linear subordination of a diffusion**

We can generalize the previous example and consider that \( X \) is the solution of the following equation

\[
X_t = x_0 + \int_0^t \int_{\Xi} c(s, X_{s-}, y, \omega) \tilde{N}(ds, dy, d\omega) + \int_0^t \sigma(s, X_{s-})dZ_s
\]

where the semimartingale \( Z \) and the coefficient \( \sigma \) satisfy the same assumptions as in the previous Section. The coefficient \( c \) is defined thanks to a diffusion process \( \zeta \) and is of the form

\[
c(t, x, y, \omega) = F(t, x, y, \zeta^x_{y} - x).
\]

Let us now give more details: we first consider the diffusion process \( \zeta \) depending on the parameter \( x \in \mathbb{R}^d \) and solution of the following SDE:

\[
\zeta^x_t = x + \int_0^t a(\zeta^x_s) dB_s(w) + \int_0^t b(\zeta^x_s) ds,
\]

where \( a : \mathbb{R}^{d \times q} \to \mathbb{R}^d \) is assumed to belong to \( C^\infty_K(\mathbb{R}^{d \times q}) \), the set of infinitely differentiable functions with compact support, and \( b : \mathbb{R}^d \to \mathbb{R}^d \) is assumed to be bounded, infinitely differentiable with bounded partial derivatives of all orders.

Let us remark that, as shown by the basic example above, these assumptions are not necessary, nevertheless they ensure that hypotheses (R) are fulfilled as we shall see now.

It is well known (see [16], [9] Section IV.4 or [13]) that we can choose a version of \( \zeta \) that we still denote \( \zeta \) such that
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1. For almost all \( \omega \in W \), for all \( t \geq 0 \), \( x \mapsto \zeta_t^x(\omega) \) is a \( C^\infty \)-diffeomorphism from \( \mathbb{R}^d \) onto \( \mathbb{R}^d \).

2. For almost all \( \omega \in W \), for all \( \alpha \in \mathbb{N} \), the map \((t, x) \in \mathbb{R}^+ \times \mathbb{R}^d \mapsto D^\alpha_x \zeta_t^x(\omega)\) is continuous.

3. For all \( t \geq 0 \) and all \( x \in \mathbb{R}^d \), \( \zeta_t^x \) belongs to \((dM)\).

4. The map \((t, x) \in \mathbb{R}^+ \times \mathbb{R}^d \mapsto \zeta_t^x \in (dM)\) is continuous.

Moreover, as \( a \) belongs to \( C^\infty (\mathbb{R}^{d \times q}) \) and \( b \) is bounded, it is clear that there exists a constant \( C > 0 \) such that

\[
\sup_{t \in [0, T], x \in \mathbb{R}^d} |\zeta_t^x - x| \leq C \text{ a.e.}
\]

Even more, there exists a constant \( R > 0 \) such that if \(|x| \geq R\), then \( \zeta_t^x \) is deterministic for all \( t \in [0, T'] \) and satisfies

\[
\forall t \in [0, T'], \, \zeta_t^x = x + \int_0^t b(\zeta_s^x) \, ds.
\]  

For all \( t \geq 0 \) and all \( x \in \mathbb{R}^d \) we denote \( \gamma_{M,t}^x = \gamma_M[\zeta_t^x] \), the Malliavin carré du champ of the random variable \( \zeta_t^x \). We know (see [13] or [9]) that

\[
\forall t \geq 0 \forall x \in \mathbb{R}^d, \, \gamma_{M,t}^x = M_t \int_0^t M_t^{-1} a(\zeta_s^x) a^*(\zeta_s^x) (M_s^{-1})^* \, ds \, M_t^*.
\]

where \((M_t)_{t \geq 0}\) and \((M_t^{-1})_{t \geq 0}\) satisfy the following SDE’s:

\[
M_t = I + \sum_{j=1}^q \int_0^t a_j^*(\zeta_s^x) M_s \, dB_s^j + \int_0^t b(\zeta_s^x) \, M_s \, ds
\]

and

\[
M_t^{-1} = I - \sum_{j=1}^q \int_0^t M_s^{-1} a_j^*(\zeta_s^x) \, dB_s^j + \int_0^t \sum_{j=1}^q \left( (M_s^{-1} a_j^*(\zeta_s^x))^2 - M_s^{-1} b(\zeta_s^x) \right) \, ds.
\]

Here, \( a_{j,j} \) denotes the Jacobian matrix of \( a_j \), the \( j \)-th column of \( a \) and \( b' \) the Jacobian matrix of \( b \).

For \( n \in \mathbb{N} \) and \( p \geq 1 \), in a natural way we denote by \( d_{M}^{n,p} \) the usual Sobolev space of the Malliavin calculus: the space of elements in \( L^p(W, m) \) which are \( n \) times differentiable in the sense of Malliavin with \( p \)-integrable derivatives. Let \( \alpha \in \mathbb{N} \), by studying the SDE satisfied by \( D^\alpha_x \zeta^x \), it is quite standard to get the following estimates (see [13] for example):

\[
\forall s, t \geq 0, \forall x, x' \in \mathbb{R}^d, \, \| D^\alpha_x \zeta_t^x - D^\alpha_x \zeta_s^x \|_{d_{M}^{n,p}} \leq C_{n,p} (1 + |x|)^n \left( |x - x'| + |t - s|^{1/2} \right),
\]

where \( C_{n,p} \) is a constant.

We set

\[
\pi(t, x) = \zeta_t^x - x.
\]
Applying the Kolmogorov criterion w.r.t. the variable $x$ to the maliavin derivatives of $\zeta_t^x$, we get from this the following estimate:

$$\forall t \geq 0, \sup_{x \in R} \|D_x \pi(t, x)\|_{d_n,p} \leq C'_n,p t^{1/2},$$

where $C'_n,p$ is a constant depending on $n, p, R$. Since for $|x| \geq R$, $\zeta^x$ satisfies (24). So that, we have the following estimate:

$$\forall t \geq 0, \sup_{x \in R} \|D_x \pi(t, x)\|_{d_n,p} \leq C''_n,p t^{1/2},$$

where $C''_n,p$ is another constant. This yields

$$\forall \alpha \in \mathbb{N}, \forall n \in \mathbb{N}, \forall p \geq 1, \int_0^{T'} \sup_{x \in R} \|D_x \pi(t, x)\|_{d_n,p}^p \tau(dt) < +\infty. \quad (26)$$

Consider now a function

$$F : \mathbb{R}^+ \times \mathbb{R}^d \times [0, T'] \times \mathbb{R}^d \rightarrow \mathbb{R}^d$$

and we assume that for all $t, x, y, F(t, x, y, 0) = 0$, that for all $t, y \geq 0$, $(x, z) \rightarrow F(t, x, y, z)$ is infinitely differentiable and

$$\forall \alpha \in \mathbb{N}, \forall \beta \in \mathbb{N}^*, \sup_{t,x,y,z} |D_\alpha D_\beta F(t, x, y, z)| < +\infty.$$

We put

$$\forall (t, x, y, \omega) \in \mathbb{R}^+ \times \mathbb{R}^d \times \mathbb{R}^+ \times W, c(t, x, y, w) = F(t, x, y, \zeta_t^x(\omega) - x).$$

As a consequence of the estimate (26) and of the boundedness of the the derivatives of $F$, it is clear that $c$ satisfies conditions 1.a), 1.b) and 1.c) of the set of hypotheses (R).

It remains to verify hypothesis 1.d). We have for all $(y, \omega) \in \Xi$, all $t \in [0, T]$ and all $x \in \mathbb{R}^d$:

$$I + D_x c(t, x, y, \omega) = I + D_x F(t, x, y, \pi_y^x(w)) + D_x F(t, x, y, \pi_y^x(w)) \cdot D_x \pi_y^x(w),$$

from this we can check if hypothesis 1.d) is satisfied on concrete examples.

Then we are able to make all the calculations:

$$\Gamma[X_t] = K_t \int_0^t \int_{\Xi} \mathbb{K}_s \gamma_M[F(t, X_{s-}, y, \zeta_t^{X_{s-}} - X_{s-})](w) \hat{K}_s^* N(ds, dy, d\omega) \hat{K}_t^*$$

and we know that for all $x \in \mathbb{R}^d$:

$$\gamma_M[F(t, x, y, \zeta_y^x - x)](w) = F'(t, x, y, \zeta_y^x - x) \times \gamma_M[\zeta_y^x] \times [F'(t, x, y, \zeta_y^x - x)]^*,$$

and $\gamma_M[\zeta_y^x]$ is given by equation (25).

**Remarks:**

1- To understand why we call this example "non linear subordination", consider the following case. Take for $c$

$$c(t, x, y, w) = \zeta_t^x(\omega) - x,$$
and $\sigma = 0$. Then
\[ \forall t \geq 0, \ X_t = x_0 + \int_0^t \int_{\Xi} (\zeta_{s-}^X (\omega) - X_{s-}) N(ds, dy, d\omega). \]

One can easily verify that in this case, the law of $X_t$ is the law of the diffusion $\zeta$ starting from $x_0$ and subordinated by a subordinator whose Lévy measure is $\tau$. In other words, $(X_t)_{t \geq 0}$ has the same law as $(\zeta_{t}^{x_0})_{t \geq 0}$ where $Y$ is a subordinator independent of $B$ whose Lévy measure is $\tau$.

2- The example given first corresponds to the case where the coefficient $\sigma$ is constant and equal to $\sigma = \left( \begin{array}{cc} 0 & 1 \\ 1 & 0 \end{array} \right)$ and $dZ_t = dt$ and
\[ F(t, x, y, z) = \left( \begin{array}{c} z_1 \\ \frac{1}{2} z_2 \end{array} \right). \]

3- The case we consider here is not the most general possible, indeed we can deal with more sophisticated examples without any difficulty. For example, in equation $\text{(23)}$ we can consider the case where coefficients depend on time $s$ and even by considering one more time a product Dirichlet structure, we can replace the Lebesgue measure "$ds$" by "$d\tilde{Z}_s$" where $\tilde{Z}$ is a continuous semimartingale independent of $B$ and satisfying good integrability conditions. We can also consider the case where $F$ is random.

### 7.3 Diffusive particle subjected to a Lévy field of force

We end by a more sophisticated example which, in some sense, may be viewed as a generalization of the previous one. The aim of this last subsection is to give an idea of what our technic could bring to this kind of example, so that we do not give all the details.

Let $\Xi = \mathbb{R}^2 \times C(\mathbb{R}_+, \mathbb{R}^2)$ equipped with the measure $\nu \times m$ where $\nu$ is a Lévy measure and $m$ the Wiener measure with starting point zero.

Let us consider a Poisson random measure $N(dt, du)$ on $\mathbb{R}_+ \times \Xi$ with intensity measure $dt \times \nu \times m$.

A current point of $\mathbb{R}^2$ is represented by $re^{i\theta}$. A Dirichlet form is put on the argument $\theta$ and the Ornstein-Uhlenbeck form is put on the Brownian motion what defines the bottom space by product.

We consider the following SDE
\[ dX_t = c(X_{t-}, u) \tilde{N}(dt, du) \quad X_0 = x_0 \in \mathbb{R}^2 \quad (27) \]
where the function $c(x, u)$ is defined as follows:

We are given a field $\nu(x)$ of $2 \times 2$ matrices. For $u = (re^{i\theta}, \omega) \in \Xi$ we consider the SDE
\[ Z^x_s (\theta) = \int_0^s \nu(Z^x_r (\theta) + x) dB_r (\omega) + s \begin{pmatrix} \cos \theta \\ \sin \theta \end{pmatrix} \quad (28) \]
during the time $r$, and we put $c(x, u) = Z^x_r (\theta)$. In other words
\[ c(X_{t-}, u) = Z^{X_{t-}}_r (\theta). \]
Let us remark that the process $X_t$ in the case $\nu \equiv 0$ is the centered Lévy process associated with the Lévy measure $\nu$:

$$Y_t = Y_0 + \int_0^t r e^{i\theta} \tilde{N}(ds, du)$$

whose jumps give the drift in equation (28). Thus the process $X_t$ may be seen as modeling a particle diffusing with matrix $\nu$ subjected to a varying field of forces given by the Lévy process $Y_t$.

Using the results of Bismut on stochastic flows (see [7]) and similarly to the previous example, putting strong regularity assumptions on $\nu$ we can verify that hypotheses (R) are satisfied and calculate the matrix $\Gamma[X_t]$ in order to apply our criteria.
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