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Abstract—We consider the problem of capturing distortions arising from changes in frame rate as part of Video Quality Assessment (VQA). Variable frame rate (VFR) videos have become much more common, and streamed videos commonly range from 30 frames per second (fps) up to 120 fps. VFR-VQA offers unique challenges in terms of distortion types as well as in making non-uniform comparisons of reference and distorted videos having different frame rates. The majority of current VQA models require compared videos to be of the same frame rate, but are unable to adequately account for frame rate artifacts. The recently proposed Generalized Entropic Difference (GREED) VQA model succeeds at this task, using natural video statistics models of entropic differences of temporal band-pass coefficients, delivering superior performance on predicting video quality changes arising from frame rate distortions. Here we propose a simple fusion framework, whereby temporal features from GREED are combined with existing VQA models, towards improving model sensitivity towards frame rate distortions. We find through extensive experiments that this feature fusion significantly boosts model performance on both HFR/VFR datasets as well as fixed frame rate (FFR) VQA databases. Our results suggest that employing efficient temporal representations can result much more robust and accurate VQA models when frame rate variations can occur.
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I. INTRODUCTION

The increased popularity of streaming, entertainment and social media content has garnered significant interest towards the development of methods that can improve perceptual video quality and provide better consumer experiences. Some of the approaches that have been explored in the past include higher spatial resolutions (4K/8K) [1], high dynamic range (HDR) [2], immersive content (virtual reality/augmented reality) [3] and increasing temporal resolutions by employing high frame rate (HFR) videos. Among these, improving quality via HFR has been relatively less explored, as the majority of the currently available content is limited to 60 frames-per-second (fps). This has begun to change however, given the availability of high-speed cameras and displays, and the desire to stream high motion content, such as live sports.

A variety of factors have contributed to the limited adoption of HFR videos. In the past, capturing HFR content required expensive cameras which were not designed for television formats, thereby reducing the availability of HFR sequences. Further, display devices capable of supporting HFR content were less commonly available. Further, the perceptual benefits associated with higher frame rate were not clearly understood. However, recently advancements in both capture and display technologies have made HFR videos much more viable, thus increasing their potential use.

As the video industry transitions towards HFR regimes, it is important to systematically investigate and analyze the advantages associated with HFR videos. Further, perceptually optimizing modern bit rate ladders to accommodate frame rate changes, much as spatial downscaling is used now, could significantly improve streaming efficiency. Of course, adopting HFR implies significant potential increases in bandwidth consumption, hence it is necessary to understand the merits of HFR. A common notion is that HFR videos tend to have better quality as the number of frames is increased, since it can often replicate motion more smoothly. However, very few studies have systematically evaluated these notions. The databases which are directed towards understanding and modeling the perceptual implications of frame rate include Waterloo HFR [4], BVI-HFR [5] and LIVE-YT-HFR [6], all of which contain Variable Frame Rate (VFR) and/or HFR videos.

Objective Video Quality Assessment (VQA) models are designed to predict human perception of video quality. VQA models can be broadly categorized into three types: Full Reference (FR) models which have access to pristine high quality reference signals [7]–[9], Reduced Reference (RR) models which use partial reference information [10], [11], and No Reference (NR) models which only have the distorted videos to make quality predictions. VFR-VQA problem is concerned with comparing reference and distorted videos at possibly difference frame rates, thus can be categorized as either FR or RR VQA models.

Existing FR VQA models typically require the pristine and distorted sequences being compared to share same frame rate, thus limiting their direct applicability to VFR-VQA problem. Although these methods can be extended to VFR videos by employing suitable preprocessing techniques, such as temporal upsampling of the distorted sequence, it has been observed that these operations often introduced additional artifacts, leading to inferior correlations against human judgments [6]. Moreover, these FR models are mainly intended to account for commonly observed artifacts such as compression, blur, scaling etc. but not those arising due to changes in frame rate.

Frame rate distortions are spatio-temporal, but the temporal aspects are more evident since these artifacts arise due to temporal subsampling. Thus, it is imperative to formulate
Algorithm 1 GST Feature Fusion

**Input:** reference video $R$, distorted video $D$, VQA model $F$

**Output:** GST-F features

1. Calculate spatial index from model $F$, $S = F(R, D)$
2. Temporally subsample $R$ to get $PR$
3. Scale $S = \{4, 5\}$, band-pass filter bank $b_k : k \in \{1, \ldots, 7\}$
4. For each $s \in S$ do
   5. For each $b_k$ do
      6. Calculate $\text{TGREED}_k$ from $[3]$
   7. End for
5. Concatenate $S$ and $\text{TGREED}$ to obtain GST-F features.

Effective, perceptually relevant temporal representations to achieve better quality predictions on VFR videos. Existing methods generally place less emphasis on temporal aspects of visual quality, usually employing frame differences $[9]$, $[11]$–$[13]$, which are generally insufficient to capture the complex variations, often spanning multiple frame instants, that can arise due to frame rate changes. Towards advancing progress on these problems, here we describe and implement an an effective way to incorporate temporal features into existing VQA models, making them more sensitive to frame rate induced artifacts.

Our proposed model uses a fusion framework, whereby we combine spatial features from any existing FR-VQA model with temporal features from the recently developed GREED $[14]$ model. The GREED model has been shown to achieve superior correlations against subjective judgments of VFR video quality, when evaluated on videos of varied frame rates. In $[15]$, a preliminary version of this current work, we experimented with fusing GREED and Video Multi-method Fusion (VMAF) $[9]$ features towards capturing frame rate dependent artifacts. The results we achieved were provocative enough to motivate the current greatly expanded study. Here, we extend this idea and show that this type of feature fusion can be generalized to any existing FR VQA models, including FR Image Quality Assessment (IQA) models resulting in significant performance gains in capturing the perceptual effects of frame rate distortions. The design framework is quite simple; it effectively promotes the advantages of both the fused models, resulting in robust performance on both HFR/VFR and non-VFR VQA standard databases.

II. BACKGROUND AND METHOD

Our proposed method involves employing the spatial components from existing FR VQA models, and the temporal component of GREED. In our experiments we use four leading VQA models: SSIM $[8]$, MS-SSIM $[8]$, ST-RRED $[11]$ and SpEED $[12]$. The framework is fairly generic in nature and can easily be extended to other FR VQA models. In this section we first provide a brief overview of temporal GREED, followed by a discussion of our proposed feature fusion methodology.

A. Temporal GREED (TGREED)

GREED model is motivated by deviations that occur in the statistical distributions of temporal band-pass video coefficients that arise as frame rates are varied. In particular TGREED, captures the temporal aspects of frame rate distortions by employing a bank of temporal band-pass filters. The video $V(x, t)$ ($x = (x, y)$ is subjected to temporal band-pass decomposition by a bank of $K$ 1D filters denoted by $b_k$ for $k \in \{1, \ldots, K\}$

$$B_k(x, t) = V(x, t) * b_k(t) \quad \forall k \in \{1, \ldots, K\}$$

where $B_k$ denotes the band-pass response of a video to the $k^{th}$ filter. The distributions of $B_k$ reliably exhibit heavy tailed shapes and can be modeled as following a Generalized Gaussian Distribution (GGD). Deviations from these model distributions caused by distortion are quantified by comparing the entropies of the reference and distorted sequences. The entropy of the GGD is given by

$$h(X) = \frac{1}{\beta} - \log \left( \frac{\beta}{2\alpha \Gamma(1/\beta)} \right).$$

(2)

where $\beta$ and $\alpha$ are parameters of the GGD, and $\Gamma$ denotes the Gamma function:

$$\Gamma(a) = \int_0^\infty x^{a-1} e^{-x} dx.$$

The band-pass coefficients $B_k$ are partitioned into non-overlapping patches of size $\sqrt{M} \times \sqrt{M}$, which are indexed by $p \in \{1, 2, \ldots, P\}$. In our experiments we employed spatial patches of size $5 \times 5$ (i.e. $\sqrt{M} = 5$). The GGD parameters $\beta$ and $\alpha$ are computed on each patch using the kurtosis matching procedure detailed in $[16]$, $[17]$.

To lend a more local nature to the entropy estimates, and to also provide numerical stability in regions having low variances, while preferring more interesting regions of greater activity, the entropy estimates $h(\tilde{B}_{kpt})$ are scaled by their local variances as

$$\epsilon_{kpt} = \log(1 + \sigma^2(\tilde{B}_{kpt})) \cdot h(\tilde{B}_{kpt}),$$

where $B_{kpt}$ the denotes band-pass coefficients corresponding to frame $i$, patch $p$ and band-pass filter $k$, and $\sigma^2$ denotes variance. The changes in entropy values can arise due to two lossy operations: temporal subsampling and compression. To achieve effective quality prediction, a quality model must account for a combination of these operations. However, in $[14]$
it was observed that entropy changes due to variations in frame rate often dominated those arising from compression, i.e., are biased towards VFR distortions. Thus, simple comparisons between the entropies of reference and distorted sequences is often insufficient to capture the overall quality. To overcome this shortcoming, a “debiasing” stage is implemented, which requires defining an additional sequence “Pseudo Reference” video \( PR \) in addition to the reference video \( R \) and distorted video \( D \). \( PR \) is obtained by temporally subsampling \( R \) to have the same frame rate as \( D \). For cases where \( R \) and \( D \) have the same frame rates, then \( PR \) is the same as \( R \). Using these signals TGREED is defined as

\[
\text{TGREED}_{kt} = \frac{1}{P} \sum_{p=1}^{P} \left( 1 + |\epsilon^{D}_{kp} - \epsilon^{PR}_{kt}| \right) \frac{\epsilon^{PR}_{kt} + 1}{\epsilon^{PR}_{kt} + 4} - 1.
\]  

(3)

This expression can be understood by decomposing it into two components - absolute difference term, and the ratio term. The ratio term is dependent only on the frame rate of distorted video \( D \), and is invariant to compression effects, since \( D \) is not required for its calculation. On the other hand, the difference term mainly accounts for compression artifacts, since \( PR \) can be considered as a lossless version of \( D \). The entire TGREED index can be considered as a weighted entropic difference.

B. Feature Integration

The main goal of this work is to show that using existing FR VQA models that perform poorly when VFR distortions are present, can be transformed into more powerful models able to address frame rate distortions. We accomplish this using a fusion framework, combining spatial features from existing VQA methods, and TGREED features which account for temporal artifacts. Current state-of-the-art (SOTA) VQA models, like those studied here exhibit excellent performance when evaluated on legacy databases like LIVE-VQA [18], CSIQ-VQA [19] etc. These datasets contain reference and distorted videos having the same frame rates and, include common distortions such as compression, scaling, packet loss etc. However, when evaluated on VFR sequences, these models under-perform due to the presence of frame rate artifacts, as evidenced in Table II.

Our feature fusion method is motivated by the successes of earlier fusion-based VQA models [9], [13], [15]. Combining features exploits the advantages offered by both models into a single framework. We retain the spatial components present in the current models, and replace the temporal components (if any) with TGREED features. We refer to these modified VQA versions using the Generalized Space Time (GST) prefix. TGREED features are computed at two scales \( s = 4, 5 \), where the frames are spatially subsampled by \( 2^s \) times before calculating the entropy values. The above subsampling was observed to have the optimal trade-off in terms of computational complexity and performance. A biorthogonal-2.2 wavelet filter with three levels of wavelet packet decomposition [20] was used to obtain temporal band-pass coefficients. Ignoring the low pass subband, 7 TGREED features from the respective temporal subbands were calculated at each scale, yielding a total of 14 features from both scales. For each tested VQA model, a single value corresponding to the spatial component was computed, then concatenated with the TGREED features, resulting in a total of 15 features. These features are then fed to a Support Vector Regressor (Svr), and a mapping from feature space to quality scores is learned using ground-truth subjective opinion scores. The entire feature fusion methodology is summarized in Algorithm [I].

### III. Experiments and Results

#### A. Experimental Settings

**Compared Methods**: For performance comparison we choose 5 popular VQA models: SSIM [7], MS-SSIM [8], ST-RRED [11], SpED [12] and VMAF [9]. Of these, the first two are IQA (frame based) models, which are computed on every frame, then temporally averaged to obtain final video quality scores. The above models require the reference and distorted sequences to have same frame rate, thus, when comparing videos with differing frame rates, the distorted sequences were temporally upsampled using frame duplication to have the same frame rate as the reference. In addition to the above models, we also included the recently proposed GREED-VMAF model [15], which combines GREED and VMAF features to obtain better performance. We employ commonly used datasets.

https://github.com/pavancm/GST_VQA
evaluation metrics for VQA models, such as Spearman’s rank order correlation coefficient (SROCC), Kendall’s rank order correlation coefficient (KROCC), Pearson’s linear correlation coefficient (PLCC), and the root mean squared error (RMSE).

### B. Performance Comparison on the LIVE-YT-HFR Dataset

The first experiment we performed was to analyze the impact of adding TGREED features to VQA models in regards to capturing frame rate artifacts. In the analysis, we used the LIVE-YT-HFR dataset [9], which contains a total of 480 videos spanning 6 different frame rates. For training purposes, the LIVE-YT-HFR dataset was randomly partitioned into 70%/15%/15% sets for training, validation and testing, respectively. We also ensured that there was no overlap of content between the subsets. To avoid bias towards any specific train-test combination, the experiment was repeated over 200 different random train-test splits, and the median performance across these combinations is reported. The performances of the different models is compared in Table I. For ease of comparison, the original VQA models and corresponding GST versions are clustered together. From the Table, it can be observed that inclusion of the TGREED features provides significant boosts in performance of all the compared models.

In order to analyze model correlations on each individual frame rate, the LIVE-YT-HFR dataset was divided into subsets containing videos having a single frame rate with the resulting performances on each subset reported in Table II. From the Table it is evident that there was significant enhancement in performance due to the inclusion of TGREED features on each frame rate, especially low frame rates.

### C. Performance Comparison on other VQA Databases

To analyze the generalizability of the proposed design, we conducted performance comparison of the compared models on traditional VQA databases containing a variety of spatial and temporal artifacts, but single, shared frame rates. For evaluation purposes, we used 5 such legacy VQA datasets, LIVE-VQA [18], LIVE-mobile [21], CSIQ-VQA [19], ETRI-LIVE STSVQ [22] and AVT-VQDB-UHD-1 [23]. These datasets span a variety of spatial resolutions, contain various types of distortions such as scaling, compression, white noise etc., and employ multiple compression schemes such as MPEG, H264, H265, VP9 etc. Thus an exhaustive evaluation on them should validate the generalizability of a GREED-enhanced objective VQA model. Note that all the videos in the above datasets have reference and corresponding distorted videos of identical frame rates. Although some datasets contain distorted videos at different frame rates, the authors reported that appropriate temporal processing was applied so that the videos viewed by the human subjects had the same frame rate as the reference.

Each dataset was divided into 80% and 20% non-overlapping subsets based on content for training and testing, respectively. This procedure was repeated over all possible train-test splits, and the median performance values reported in Table III ETRI-LIVE STSVQ and AVT-VQDB-UHD-1 datasets contain many more source videos, thus for these two datasets the train-test splits were repeated 200 times, similar to LIVE-YT-HFR. From the Table it may be observed that including TGREED features lead to better correlations on most of the compared datasets, and a few of the modified versions also achieve top performance on certain datasets. These results highlight the generalization capability of the TGREED index as well as the efficacy of including effective temporal features for objective video quality prediction.

### IV. Conclusion

We proposed a feature fusion method to improve existing VQA models to be able to capture frame rate distortions. The design approach exploits the superior prediction power of the temporal components present in GREED. This flexible framework is quite generic and can be applied to any existing FR VQA models, including IQA models. We performed a comprehensive evaluation on the LIVE-YT-HFR dataset, and showed that fusing TGREED with existing SOTA models is highly beneficial for improving quality predictions on videos afflicted with frame rate distortions. We also evaluated the generalizability of the proposed method on legacy fixed frame rate databases and observed that the TGREED-enhanced models often achieved better performance than original models. Our results indicate that using powerful temporal representations can lead to better VQA models for both VFR and non-VFR scenarios. These VQA models can be beneficial in determining frame rate dynamically in a constrained bandwidth environment.
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