Modal approximation for plasmonic resonators in the time domain: the scalar case
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Abstract

We study the electromagnetic field scattered by a metallic nanoparticle with dispersive material parameters in a resonant regime. We consider the particle placed in a homogeneous medium in a low-frequency regime. We define modes for the non-Hermitian problem as perturbations of electro-static modes, and obtain a modal approximation of the scattered field in the frequency domain. The poles of the expansion correspond to the eigenvalues of a singular boundary integral operator and are shown to lie in a bounded region near the origin of the lower-half complex plane. Finally, we show that this modal representation gives a very good approximation of the field in the time domain. We present numerical simulations in two dimensions to corroborate our results.
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1 Introduction

1.1 Context

When describing the interaction of light with a resonating particle, summing the natural resonant modes of the system is an intuitive and attractive approach. The modes are easily computed as they are eigenmode solutions to a source-free problem. They are intrinsic quantities of the system and give insights to understand the underlying physics. Once they are calculated, the response of the system to any given excitation can be computed at a low com-
putational cost. A bounded, lossless system is Hermitian and admits a basis of orthonormal eigenmodes associated to real eigenvalues. But for a system that exhibits loss (by absorption or radiation), the classical spectral theorem cannot be used to diagonalise the non-Hermitian operator and the eigenvalues become complex [28,33,45]. Several authors have obtained modal expansions for non-Hermitian systems [15,22,25,29,34,37,38,43,49]. Their use in nanophotonics is quite recent and is studied by many research groups in the physics community (see the review paper [28] and references therein). Nevertheless, a number of theoretical and numerical issues arise [14,17]. Modes of non-Hermitian systems are not orthogonal, using classical inner products. In order to satisfy the outgoing boundary conditions, these generalised modes have complex frequencies with negative imaginary parts and, if they decay exponentially in time as $t \rightarrow \infty$, they grow far away from the resonating systems. This is known in the literature as Lamb’s exponential catastrophe [40]. Recently, frameworks for the computation and normalisation of these generalised modes have been established in different settings [21,26,41–43,47].

1.2 Scope of the paper

In this paper we consider the scattering of a scalar wave by an obstacle with dispersive parameters (described by a Drude–Lorentz model). This is a good model for the scattering of light by a dispersive obstacle in the transverse magnetic polarisation (see [32, remark 2.1]). We work in a low-frequency regime corresponding to relevant physical applications, such as the scattering of light in the visible/infrared domain by a metallic nanoparticle whose characteristic size is a few tens of nanometers.

The goal of this paper is to obtain an approximation of the low-frequency part of the scattered field by a dispersive obstacle in the time domain as a finite sum of modes oscillating at complex frequencies.

The tools used are singular boundary integral equations and elementary functional analysis. In this paper, we do not deal with the high frequency part of the field that is usually studied with micro-local analysis tools.

1.3 Previous work on plasmonic resonances and layer potentials

It has been shown in [1,6,8] that using boundary integral representation and layer potential analysis, one can define the resonant frequencies as solutions of a non-linear eigenvalue problem on the boundary of the particle. In a low-frequency regime, i.e., at frequencies corresponding to wavelengths that are orders of magnitude larger than the particle’s size, asymptotic analysis techniques, as in [6], yield a hierarchy of boundary integral equations. The asymptotic small parameter is $\delta \omega c^{-1}$, where $\delta$ is the size of the particle, $\omega$ the frequency and $c$ the velocity. At leading order the well-known Neumann–Poincaré operator appears [48]. Using the Plemelj symmetrisation principle and the spectral theory of compact self-adjoint operators, the latter can be diagonalised in the appropriate functional spaces [24,35], which allows the scattered field to be decomposed in a basis of orthogonal modes in the static case [10]. The properties of the eigenvalues of the Neumann–Poincaré operator have been extensively studied in the literature, see the review paper [13] and references therein. For a smooth enough boundary, say $C^{1,\alpha}$ for some $\alpha > 0$, the operator is compact and its eigenvalues are real numbers converging to zero. The eigenvalues of the Neumann–Poincaré operator in the two- and three-dimensional cases are intrinsically different. In two dimensions, the spectrum is symmetric with respect to the origin (except for the eigenvalue 1/2), so there
are as many positive eigenvalues as negative. The decay rate of the eigenvalues depends strongly on the regularity of the boundary. For an analytic boundary, the eigenvalues have an exponential decay rate [11]. In three dimensions, very few surfaces are known to have negative eigenvalues [23]. For a strictly convex $C^\infty$ domain, there are infinitely many positive eigenvalues and a finite number of negatives ones [12]. The eigenvalues rate of decay is much slower than in two dimensions: $\lambda_j = O(j^{-1/2})$ as $j \to \infty$ [31].

1.4 Contributions and organisation of the paper

We begin by describing the problem geometry and we formulate the governing equations in Sect. 2. We introduce the layer potential and boundary integral formulation and recall the modal decomposition of the static ($\omega = 0$) solution. In Sect. 3, we prove that in three dimensions, for a strictly convex particle, the modal expansion can be truncated due to the super-polynomial decay of the expansion’s coefficients. With a perturbation argument, we deduce from the static ($\omega = 0$) result a modal approximation in the dynamic case (for a small non-zero frequency). The perturbation analysis yields size dependent dynamic complex resonant frequencies. We show that all the resonant frequencies have a negative imaginary part and lie in a bounded region near the origin. Finally, in Sect. 5, using only elementary complex analysis techniques, we give an approximation for the low-frequency part of the scattered field in the time domain as a finite sum of modes oscillating at complex resonant frequencies. We also show with a simple causality argument that the exponential catastrophe is not problematic in practice. In Sect. 6, we implement this expansion in the two-dimensional setting and illustrate the validity of our approach with numerical simulations.

2 Problem geometry and formulation

2.1 Problem setting

We are interested in the scattering problem of an incident wave illuminating a plasmonic nanoparticle in $\mathbb{R}^d$, $d = 2, 3$. The homogeneous medium is characterised by electric permittivity $\varepsilon_m$ and magnetic permeability $\mu_m$. Let $D$ be a smooth bounded domain in $\mathbb{R}^d$, of class $C^\infty$, characterised by electric permittivity $\varepsilon_c$. We assume the particle to be non-magnetic, i.e., $\mu_c = \mu_m$. Let $D = z + \delta B$ where $B$ is the reference domain and contains the origin, and $D$ is located at $z \in \mathbb{R}^d$ and has a characteristic size $\delta \ll 1$. We define the wavenumbers $k_c = \omega \sqrt{\varepsilon_c \mu_c}$ and $k_m = \omega \sqrt{\varepsilon_m \mu_m}$. Let $\varepsilon = \varepsilon_c \chi(D) + \varepsilon_m \chi(\mathbb{R}^d \setminus D)$, where $\chi$ denotes the characteristic function. We denote by $c_0$ the speed of light in vacuum $c_0 = 1/\sqrt{\varepsilon_0 \mu_0}$ and by $c$ the speed of light in the medium $c = 1/\sqrt{\varepsilon_m \mu_m}$.

Hereafter we use the Drude model [36] to express the electric permittivity of the particle:

$$\varepsilon_c(\omega) = \varepsilon_0 \left(1 - \frac{\omega_p^2}{\omega^2 + i\omega T^{-1}}\right),$$

where the positive constants $\omega_p$ and $T^{-1}$ are the plasma frequency and the collision frequency or damping factor, respectively.

**Condition 1** In two dimensions, we assume the domain $D$ to be an algebraic domain of class $Q$, i.e., a quadrature domain. An algebraic domain is a domain enclosed by a real
algebraic curve, namely the zero level set of a bivariate polynomial. A quadrature domain is the conformal image of the unit disc by a rational function.

**Remark 1** Algebraic domains are dense among all planar domains, so every smooth curve can be described as a sequence of algebraic curves [7].

**Condition 2** In three dimensions, we assume the domain $D$ to be strictly convex: for any two points in $D$, the line segment joining them is contained in $D \setminus \partial D$.

Throughout the rest of the paper, $D$ is assumed to satisfy conditions 1 or 2.

### 2.2 Helmholtz equation for a subwavelength resonator

Given an incident wave $u^{\text{in}}$ solution to the Helmholtz equation, the scattering problem in the frequency domain can be modelled by

$$\nabla \cdot \left( \frac{1}{\epsilon(x)} \nabla u(x) + \omega^2 \mu_m u(x) \right) = 0, \quad x \in \mathbb{R}^d,$$

subject to the Sommerfeld radiation condition

$$\left| \frac{\partial(u - u^{\text{in}})}{\partial|x|} - i k_m (u - u^{\text{in}}) \right| = O \left( |x|^{-(d+1)/2} \right), \quad \text{as } |x| \to \infty,$$

uniformly in $x/|x|$, for $\Re k_m > 0$. The transmission conditions are given by

$$\left\{ \begin{array}{l}
\frac{\partial u(x)}{\partial \nu} = 0, \\
\frac{\partial u(x)}{\partial \nu} = 0
\end{array} \right., \quad x \in \partial D,$$

Here, $\partial / \partial \nu$ denotes the normal derivative on $\partial D$, and the $+$ and $-$ subscripts indicate the limits from outside and inside $D$, respectively.

**Definition 1** We denote the contrast $\lambda$ by

$$\lambda(\omega) = \frac{\epsilon_m + \epsilon_c}{2(\epsilon_m - \epsilon_c)}.$$

**Definition 2** (Resonant frequency, mode) We say $\omega$ is a resonant frequency if there is a non-trivial solution to Eq. (2) with $u^{\text{in}} = 0$. We call the solution a mode. A subwavelength resonance occurs when a resonant frequency $\omega$ satisfies $\omega \delta c^{-1} < 1$.

**Remark 2** Although the Helmholtz equation does not model light matter interaction in three dimensions, the spectral properties of the Maxwell volume integral operator are closely linked to those of the Neumann–Poincaré operator [5,19]. Therefore it is insightful to study the three-dimensional case. Moreover, the three-dimensional Helmholtz equation models acoustic waves and after adapting the physical parameters one could use this setting to study bubbles.

### 2.3 Layer potential formulation

Let $H^{1/2}(\partial D)$ be the usual Sobolev space and let $H^{-1/2}(\partial D)$ be its dual space with respect to the duality pairing $\langle \cdot , \cdot \rangle_{-1/2, -1}$. The field $u$ can be represented using the single-layer potentials $S_{D}^{k_c}$ and $S_{D}^{k_m}$, introduced in Definition 8, as follows:
\[ u(x) = \begin{cases} 
\mathcal{S}_{D}^{k_{c}}[\Phi](x), & x \in D, \\
\mathcal{S}^{k_{m}}_{D}[\Psi](x), & x \in \mathbb{R}^{d} \setminus D, 
\end{cases} \]

where the pair \((\Phi, \Psi) \in H^{-\frac{1}{2}}(\partial D) \times H^{-\frac{1}{2}}(\partial D)\) is the unique solution to

\[
\begin{aligned}
\mathcal{S}_{D}^{k_{m}}[\Psi](x) - \mathcal{S}_{D}^{k_{c}}[\Phi](x) &= F_{1}, \\
\frac{1}{\varepsilon_{m}} \left( \frac{1}{2} I + \mathcal{K}_{D}^{k_{m},*} \right)[\Psi](x) + \frac{1}{\varepsilon_{c}} \left( \frac{1}{2} I - \mathcal{K}_{D}^{k_{c},*} \right)[\Phi](x) &= F_{2},
\end{aligned}
\]

and

\[
F_{1} = -u^{\text{in}}(x), \quad F_{2} = -\frac{1}{\varepsilon_{m}} \frac{\partial u^{\text{in}}(x)}{\partial v}, \quad x \in \partial D,
\]

where \(\mathcal{K}_{D}^{k_{m},*}\) is the Neumann–Poincaré operator introduced in Definition 8. The trace relations for the single-layer potential are given in Lemma 6.

### 2.4 Scaling and small-volume approximation

The goal of this section is to establish an equivalent formulation for (4) in the form \(\mathcal{A}_{B}^{\alpha_{0} k_{c}^{-1}}[\Psi] = F\) (Proposition 1), in order to write an asymptotic expansion of the operator \(\mathcal{A}_{B}^{\alpha_{0} k_{c}^{-1}}\) (Lemma 1) and a spectral decomposition for the limiting operator \(\mathcal{A}_{B}^{0}\) (Proposition 2). The scaling is new in this context, but the asymptotic expansion and the spectral decomposition were first obtained in [6]. We recall them here for the sake of completeness. The proofs are quite lengthy and technical, so they are included in the appendix.

Recall that \(z\) is the centre of the resonator and \(\delta\) its radius. We introduce the scaling \(x = z + \delta X\). For each function \(\mathcal{E}\) defined on \(\partial D\), we define a corresponding function on \(\partial B\) by \(\mathcal{E}(X) := \mathcal{E}(z + \delta X), X \in \partial B\). The scaling properties of the integral operators are given in Appendix B. The solution \(\tilde{u}\) becomes

\[
\tilde{u}(X) = \begin{cases} 
\delta \mathcal{S}_{B}^{k_{c},\delta}[\tilde{\Phi}](X), & X \in B, \\
\mathcal{S}^{k_{m}}_{B}(z + \delta X) + \delta \mathcal{S}_{B}^{k_{m},\delta}[\tilde{\Psi}](X), & X \in \mathbb{R}^{d} \setminus B,
\end{cases}
\]

where the single-layer potential \(\mathcal{S}_{B}^{k_{c},\delta}\) and Neumann–Poincaré operator \(\mathcal{K}_{B}^{k_{c},\delta,*}\) are defined by the fundamental solution \(\Gamma^{k_{c},\delta}\). The density pair \((\tilde{\Phi}, \tilde{\Psi}) \in H^{-\frac{1}{2}}(\partial B) \times H^{-\frac{1}{2}}(\partial B)\) is the unique solution to

\[
\begin{aligned}
\mathcal{S}_{B}^{k_{m},\delta}[\tilde{\Psi}](X) - \mathcal{S}_{B}^{k_{c},\delta}[\tilde{\Phi}](X) &= \tilde{F}_{1}, \\
\frac{1}{\varepsilon_{m}} \left( \frac{1}{2} I + \mathcal{K}_{B}^{k_{m},*} \right)[\tilde{\Psi}](X) + \frac{1}{\varepsilon_{c}} \left( \frac{1}{2} I - \mathcal{K}_{B}^{k_{c},*} \right)[\tilde{\Phi}](X) &= \tilde{F}_{2},
\end{aligned}
\]

and

\[
\tilde{F}_{1} = -u^{\text{in}}(z + \delta X), \quad \tilde{F}_{2} = -\frac{1}{\delta \varepsilon_{m}} \frac{\partial u^{\text{in}}(z + \delta X)}{\partial v_{X}}, \quad X \in \partial B.
\]

Since \(\mathcal{S}_{B}^{k_{c},\delta} : H^{-1/2}(\partial B) \rightarrow H^{1/2}(\partial B)\) is invertible for \(k_{c} \delta\) small enough (see Lemmas 7 and 10), the following proposition holds.

**Proposition 1** For \(d = 2, 3\), the following equation holds for \(\tilde{\Psi}\):

\[
\mathcal{A}_{B}^{\alpha_{0} k_{c}^{-1}}[\tilde{\Psi}] = \tilde{F},
\]
Lemma 1 (Small-volume expansion) As $\omega_0 \delta^{-1} \to 0$, $A_{B}^{0} \delta^{-1}$ admits the following asymptotic expansion:

$$A_{B}^{0} \delta^{-1} = \begin{cases} A_{B}^{0} + (\omega_0 \delta^{-1})^2 \log (\omega_0 \delta^{-1}) A_{B,1} + O((\omega_0 \delta^{-1})^2), & d = 2, \\ A_{B}^{0} + (\omega_0 \delta^{-1})^2 A_{B,2} + O((\omega_0 \delta^{-1})^3), & d = 3, \end{cases}$$

(8)

where

$$A_{B}^{0} = \left( \frac{1}{2\varepsilon_c} + \frac{1}{2\varepsilon_m} \right) I - \left( \frac{1}{\varepsilon_c} - \frac{1}{\varepsilon_m} \right) K_{B}^\ast,$$

and

$$A_{B,1} = \frac{1}{\varepsilon_m} k_{B,1}^{(1)} (I - \mathcal{P}_{H_0^*}) + \left( \frac{1}{2} I - K_{B}^\ast \right) S_{B}^{-1} S_{B,1}^{(1)} \left( \frac{1}{\varepsilon_c} - \frac{1}{\varepsilon_m} \right) \mathcal{P}_{H_0^*},$$

(9)

where the operators $\mathcal{P}_{H_0^*}$, $S_{B,1}$, $S_{B,2}$ and $K_{B,1}^{(1)}$ are defined in Appendix C.1.

**Proof** See Appendix C.2.

The operator $A_{B}^{0} \delta^{-1}$ is not self-adjoint in $L^2$ so it cannot be diagonalised directly to solve (6). However, in the static regime, the operator $A_{B}^{0}$ can be expressed simply with $K_{B}^\ast$, which can be symmetrised in the Hilbert space $H^\ast(\partial B)$ (see Appendix A.2).

Lemma 2 (Spectral decomposition of $K_{B}^\ast$) $K_{B}^\ast$ is self-adjoint with respect to the inner product $\langle \cdot, \cdot \rangle_{H^\ast(\partial B)}$. Moreover, it is compact, so its spectrum is discrete. The spectral theorem yields the decomposition

$$K_{B}^\ast = \sum_{j=0}^{+\infty} \lambda_j \langle \cdot, \hat{\phi}_j \rangle_{H^\ast(\partial B)} \hat{\phi}_j,$$

where $\{\lambda_j\}_{j \in \mathbb{N}}$ are the eigenvalues of $K_{B}^\ast$ and $\{\hat{\phi}_j\}_{j \in \mathbb{N}}$ their associated normalised eigenvectors.

**Proposition 2** (Spectral decomposition of $A_{B}^{0}$) The operator $A_{B}^{0}$ has the spectral decomposition

$$A_{B}^{0} = \sum_{j=0}^{+\infty} \tau_j \langle \cdot, \hat{\phi}_j \rangle_{H^\ast(\partial B)} \hat{\phi}_j,$$

where $\{\lambda_j, \hat{\phi}_j\}_{j \in \mathbb{N}}$ are the eigenvalues and normalised eigenfunctions of $K_{B}^\ast$ in $H^\ast(\partial B)$ and

$$\tau_j = \left( \frac{1}{\varepsilon_c} - \frac{1}{\varepsilon_m} \right) (\lambda(\omega) - \lambda_j).$$
Proof Direct consequence of Lemma 2 and (9).

Corollary 1 The spectral approximation of the static ($\omega = 0$) solution is given by

$$\tilde{u}(X) - \tilde{u}^{in}(X) = \sum_{j=0}^{\infty} \frac{1}{\tau_j} \langle \tilde{F}, \tilde{\phi}_j \rangle_{H^*(\partial B)} \delta S_B[\tilde{\phi}_j](X), \quad X \in \mathbb{R}^d \setminus \overline{B},$$

where $\tilde{F}$ is defined in Proposition 1.

3 Modal decomposition of the field

In this section, we want to apply perturbation theory tools to express the solution of (6) in terms of the eigenvectors of $K_B^*$ that appear in the spectral decomposition of the limiting problem in Proposition 2, and to replace $\tau_j$ by a perturbed value $\tau_j(\omega \delta c - 1)$. Classical perturbation theory will give us a Taylor expansion for $\tau_j(\omega \delta c - 1)$ in $\omega \delta c - 1$ for any $j \in \mathbb{N}$ but the remainders and validity range of these expansions will depend on the index $j$ of the considered eigenvalue. In order to get a meaningful expansion of the scattered field we need to work with a finite number of modes.

3.1 Modal expansion truncation

In practice, there is no need to consider the whole spectral decomposition of the field. It has been empirically reported that only a few modes actually contribute to the scattered field. The number of modes to consider increases as the source gets closer to the particle. In this section we give a mathematical explanation of this phenomenon: the modes $\tilde{\phi}_j$ are eigenmodes of a pseudo-differential operator of order $-1$, and are oscillating functions. As in classical Fourier analysis, the decay with $j$ of the coefficients $\langle \tilde{F}, \tilde{\phi}_j \rangle_{H^*(\partial B)}$ will be determined by the regularity of the function $\tilde{F}$ and the number of modes to consider will depend on the spatial variations of $\tilde{F}$ over $\partial B$. In an homogeneous medium the incoming field is smooth and therefore we can expect a fast decay of the coefficients.

Remark 3 (On high-order modes) The oscillation rate of high-order modes has been quantified in the case of smooth axisymmetric inclusions [39]. Moreover, it has been also shown in that case that the contribution of high-order modes to the electric field outside the particle decays exponentially as the distance from the inclusion increases. This property has also been shown in [12]. This suggests that not only high-order modes are not really excited by a source bounded away from the particle because of their oscillating properties, but they also do not contribute to the scattered field except in the near field.

Remark 4 In this work we do not use the exponential decay of the modes far away from the particle to justify the truncation of the quasi-static modal expansion because the exponential decay has only been shown for the electro-static modes, i.e., the quantities $S^0_B[\phi_j]$ as $j \to \infty$, while our expansions uses dynamic modes $S^\omega_B[\phi_j]$. Nevertheless we think that the property still holds for $\omega \neq 0$.

3.1.1 The three-dimensional case

Let $H^S$ be the standard Sobolev space of order $S$. 
Proposition 3  For $B$, a strictly convex domain in $\mathbb{R}^3$ with $C^\infty$-smooth boundary, and $\widetilde{F} \in H^S(\partial B)$ for some $S \in \mathbb{N}$ we have:

$$\langle \widetilde{F}, \tilde{\phi} \rangle_{H^S(\partial B)} = o(j^{-S/4}) \text{ as } j \to +\infty.$$ (10)

The proof relies on a theorem from [12] which itself uses the computation of the principal symbol of the Neumann–Poincaré operator done in [30]:

**Theorem 1** (From [12], p. 7)  For $B$, a strictly convex domain in $\mathbb{R}^3$ with $C^\infty$-smooth boundary, $\mathcal{K}_B^*$ has a finite number of non-positive eigenvalues. We can modify $\mathcal{K}_B^*$ by adding a finite dimensional smoothing operator to have a positive definite elliptic pseudo-differential operator of order $-1$, which we denote by $\widetilde{\mathcal{K}}_B^*$. For each real number $s \in \mathbb{R}$ there exist constants $c_s, C_s \in \mathbb{R}^+$ such that

$$c_s ||\tilde{\phi}||_{H^{s+1/2}(\partial B)} \leq ||\widetilde{\mathcal{K}}_B^*(\tilde{\phi})||_{H^{s+1/2}(\partial B)} \leq C_s ||\tilde{\phi}||_{H^{s-1/2}(\partial B)}$$ (11)

for all $\tilde{\phi} \in H^{s+1/2}(\partial B)$. Moreover there exists $j_0 \in \mathbb{N}$ such that

$$\widetilde{\mathcal{K}}_B^*[\tilde{\phi}_j] = \mathcal{K}_B^*[\tilde{\phi}_j] \text{ and } \lambda_j > 0 \text{ for all } j \geq j_0.$$

**Corollary 2**  The operator $\mathcal{K}_B^* : L^2(\partial B) \to L^2(\partial B)$ defined by $\mathcal{K}_B^* := (-\mathcal{S}_B)^{1/2} \mathcal{K}_B^* (-\mathcal{S}_B)^{-1/2}$ is self-adjoint and has the same eigenvalues as $\mathcal{K}_B^*$. Its eigenvectors are $\widetilde{\psi}_j = (-\mathcal{S}_B)^{1/2} [\tilde{\phi}_j]$. It can be modified by adding a finite dimensional smoothing operator to have a positive definite elliptic pseudo-differential operator of order $-1$, which we denote by $\widetilde{\mathcal{K}}_B^*$. For each real number $s \in \mathbb{R}$ there exist constants $c_s, C_s \in \mathbb{R}^+$ such that

$$c_s ||\tilde{\phi}||_{H^{s+1/2}(\partial B)} \leq ||\widetilde{\mathcal{K}}_B^*[\tilde{\phi}]||_{H^{s+1/2}(\partial B)} \leq C_s ||\tilde{\phi}||_{H^{s-1/2}(\partial B)}$$ (12)

for all $\tilde{\phi} \in H^{s+1/2}(\partial B)$. Moreover there exists $j_0 \in \mathbb{N}$ such that

$$\widetilde{\mathcal{K}}_B^*[\tilde{\psi}_j] = \mathcal{K}_B^*[\tilde{\psi}_j] \text{ and } \lambda_j > 0 \text{ for all } j \geq j_0.$$

**Proof** $\mathcal{K}_B^*$ has the same principal symbol as $\mathcal{K}_B^*$ [31, p. 8].

We will also need the decay estimate of the eigenvalues of $\mathcal{K}_B^*$:

**Theorem 2** (From [31])  For $B$, a strictly convex domain in $\mathbb{R}^3$ with $C^\infty$-smooth boundary the eigenvalues of the Neumann–Poincaré operator satisfy:

$$\lambda_j \sim C_B j^{-1/2},$$

with $C_B$ a constant depending only on $B$:

$$C_B = \left( \frac{3W(\partial B) - 2\pi \chi(\partial B)}{128\pi} \right),$$

where $W(\partial B)$ and $\chi(\partial B)$ denote, respectively, the Willmore energy and the Euler characteristic of the boundary surface $\partial B$.

**Proof** (Proof of proposition 3)  Consider $\widetilde{F} \in H^S(\partial B)$. Since $\widetilde{\mathcal{K}}_B^*$ is a positive definite elliptic self-adjoint pseudo-differential operator of order $-1$ we can write [20, p. 290]:

$$H^S(\partial B) = \widetilde{\mathcal{K}}_B^*(H^S(\partial B)) \oplus \text{Ker}(\widetilde{\mathcal{K}}_B^*).$$
where \( \text{Ker}(\tilde{\mathbf{K}}_B^*) \) denotes the kernel of \( \tilde{\mathbf{K}}_B^* \). The symbol \( \oplus \) is to be understood in the \( L^2 \) scalar product sense. Hence for \( j \geq j_0 \):

\[
\langle \tilde{F}, \tilde{\phi}_j \rangle_{\mathcal{H}^*(\partial B)} = -\langle \tilde{F}, S_B[\tilde{\phi}_j] \rangle_{L^2(\partial B)} = -\langle \tilde{F}, (-S_B)^{\frac{1}{2}} [\tilde{\psi}_j] \rangle_{L^2(\partial B)} = -\langle (-S_B)^{\frac{1}{2}} [\tilde{F}], \tilde{\psi}_j \rangle_{L^2(\partial B)}.
\]

where we used the fact that \((-S_B)^{\frac{1}{2}} \) is self-adjoint in \( L^2(\partial B) \). Since \((-S_B)^{\frac{1}{2}} [\tilde{F}] \in H^{S+\frac{1}{2}}(\partial B) \) we have \((-S_B)^{\frac{1}{2}} [\tilde{F}] = \tilde{\mathbf{K}}_B^*[\tilde{G}^{(1)}] + \tilde{\mathbf{F}}^{(1)}_{\ker} \) with \( \tilde{G}^{(1)} \in H^{S-\frac{\lambda}{2}}(\partial B) \). Then

\[
\langle (-S_B)^{\frac{1}{2}} [\tilde{F}], \tilde{\psi}_j \rangle_{L^2(\partial B)} = \langle \tilde{\mathbf{K}}_B^*[\tilde{G}^{(1)}] + \tilde{\mathbf{F}}^{(1)}_{\ker}, \tilde{\psi}_j \rangle_{L^2(\partial B)} = \lambda_j \langle \tilde{G}^{(1)}(\cdot), \tilde{\psi}_j \rangle_{L^2(\partial B)} + \langle \tilde{\mathbf{F}}^{(1)}_{\ker}(\cdot), \tilde{\psi}_j \rangle_{L^2(\partial B)}.
\]

Since the eigenvectors of \( \tilde{\mathbf{K}}_B^* \) are orthogonal in \( L^2(\partial B) \) we have:

\[
\langle \tilde{F}, \tilde{\phi}_j \rangle_{\mathcal{H}^*(\partial B)} = -\lambda_j \langle \tilde{G}^{(1)}(\cdot), \tilde{\psi}_j \rangle_{L^2(\partial B)}.
\]

We can now write \( \tilde{G}^{(1)} = \tilde{\mathbf{K}}_B^*[\tilde{G}^{(2)}] + \tilde{\mathbf{F}}^{(2)}_{\ker} \) with \( \tilde{G}^{(2)} \in H^{S-\frac{\lambda}{2}}(\partial B) \) and we have

\[
\langle \tilde{G}^{(1)}(\cdot), \tilde{\psi}_j \rangle_{L^2(\partial B)} = \lambda_j \langle \tilde{G}^{(2)}(\cdot), \tilde{\psi}_j \rangle_{L^2(\partial B)}.
\]

Iterating this procedure \( S - 1 \) times yields

\[
\langle \tilde{G}^{(1)}(\cdot), \tilde{\psi}_j \rangle_{L^2(\partial B)} = \lambda_j^{S-1} \langle \tilde{G}^{(S)}(\cdot), \tilde{\psi}_j \rangle_{L^2(\partial B)}.
\]

Hence

\[
\langle \tilde{F}, \tilde{\phi}_j \rangle_{\mathcal{H}^*(\partial B)} = -\lambda_j^S \langle \tilde{G}^{(S)}(\cdot), \tilde{\psi}_j \rangle_{L^2(\partial B)}.
\]

We need to control the \( L^2 \)-norm of \( \tilde{G}^{(S)} \). We can rewrite the orthogonal decomposition as \((-S_B)^{\frac{1}{2}} [\tilde{F}] = (\tilde{\mathbf{K}}_B^*)^S [\tilde{G}^{(S)}] + \tilde{\mathbf{F}}^{(1)}_{\ker} \). Composing by \( \tilde{\mathbf{K}}_B^* \) we get:

\[
\tilde{\mathbf{K}}_B^* \circ (-S_B)^{\frac{1}{2}} [\tilde{F}] = (\tilde{\mathbf{K}}_B^*)^S [\tilde{G}^{(S)}].
\]

Using the right-hand side of (12) with \( s = S + \frac{1}{2} \) we get

\[
\left\| (\tilde{\mathbf{K}}_B^*)^S [\tilde{G}^{(S)}] \right\|_{H^{S+\frac{1}{2}}(\partial B)} \leq C_{S+\frac{1}{2}} \left\| (-S_B)^{\frac{1}{2}} [\tilde{F}] \right\|_{H^S(\partial B)}.
\]

Using \( S + 1 \) times the left hand side of (12) with \( s - \frac{1}{2} = 0, 1, \ldots, S \) yields

\[
\left\| \tilde{G}^{(S)} \right\|_{L^2(\partial B)} \leq \left( \prod_{s=0}^{S} \frac{1}{c_{s+\frac{1}{2}}} \right) \left\| (\tilde{\mathbf{K}}_B^*)^S [\tilde{G}^{(S)}] \right\|_{H^{S+\frac{1}{2}}(\partial B)} \leq C_{S+\frac{1}{2}} \left( \prod_{s=0}^{S} \frac{1}{c_{s+\frac{1}{2}}} \right) \left\| (-S_B)^{\frac{1}{2}} [\tilde{F}] \right\|_{H^S(\partial B)}.
\]
Using the Cauchy–Schwartz inequality in (13) and the fact that \( \| \tilde{\psi}_j \|_{L^2(\partial B)} = 1 \) (\( S_B \) is an isometry):

\[
\left\| \langle \tilde{F}, \tilde{\phi}_j \rangle \right\|_{H^*(\partial B)} \leq C \lambda_j^s \| \tilde{F} \|_{H^{s-1/2}(\partial B)},
\]

where \( C = C_{S+1/2} \left( \prod_{s=0}^{S} \frac{1}{c_{s+1/2}} \right) \) is independent of \( j \). Using Theorem 2 we can see that for \( j \) large enough since \( \lambda_j \sim C_B j^{-1/2} \) we have:

\[
\left\| \langle \tilde{F}, \tilde{\phi}_j \rangle \right\|_{H^*(\partial B)} \leq j^{-S/2} C(C_B)^S \| \tilde{F} \|_{H^{s-1/2}(\partial B)},
\]

and since \( j^{-S/2} C(C_B)^S = o \left( j^{-S/4} \right) \) we get the result. \( \square \)

### 3.1.2 The two-dimensional case

In two dimensions, the picture is slightly different. The eigenspace associated to eigenvalue zero can have infinite dimension (it is the case for the disk) and there are infinitely many negative eigenvalues. As a result, \( K^*_D \) can not be modified into a positive operator by adding a finite dimensional operator. However, for a certain class of domains, it is possible to show that there is a finite number of plasmonic resonances. For example, it was shown in [7] that an algebraic domain of class \( \mathcal{Q} \) has asymptotically a finite number of plasmonic resonances. The asymptotic parameter is the deformation from the unit circle. For a larger class of domains the decay of the coefficients \( \langle \tilde{F}, \tilde{\phi}_j \rangle_{H^*(\partial D)} \) can be checked numerically (see Sect. 6).

### 3.2 Modal decomposition

Since the incoming wave is solution of the homogeneous Helmholtz equation in the background medium, standard elliptic regularity theory gives us \( u^{\text{in}} \in C^\infty(\mathbb{R}^d) \). Moreover, the particle \( B \) is assumed to be \( C^\infty \), so the source term in Eq. (6), i.e., the function \( \tilde{F} \), is smooth on \( \partial B \). Therefore using Proposition 3 we have a super-polynomial decay of the coefficients \( \langle \tilde{F}, \tilde{\phi}_j \rangle_{H^*(\partial B)} \), and we can consider that only a finite number of modes are excited. The number \( J \) of modes to consider depends on the incoming field.

**Proposition 4** Assume that \( \tilde{F} = \sum_{j=1}^J \langle \tilde{F}, \tilde{\phi}_j \rangle_{H^*(\partial B)} \tilde{\phi}_j \) on \( \partial B \) for some \( J \in \mathbb{N}^* \). The spectral approximation of the scattered field as \( \omega \delta c^{-1} \to 0 \) is given by

\[
\tilde{u}(X) - \tilde{u}^{\text{in}}(X) = \sum_{j=0}^J \frac{1}{\tau_j(\omega)} \langle \tilde{F}, \tilde{\phi}_j \rangle_{H^*(\partial B)} \delta S_B^{|m_B^j}|\tilde{\phi}_j(X), \quad X \in \mathbb{R}^d \setminus B,
\]

where

\[
\tau_j(\omega) = \begin{cases} 
\tau_j + (\omega \delta c^{-1})^2 \log (\omega \delta c^{-1}) \tau_{j,1} + \mathcal{O} \left( (\omega \delta c^{-1})^2 \right), & d = 2, \\
\tau_j + (\omega \delta c^{-1})^2 \tau_{j,2} + \mathcal{O} \left( (\omega \delta c^{-1})^3 \right), & d = 3,
\end{cases}
\]

with

\[
\tau_{j,1} = \langle A_{B,1} \tilde{\phi}_j, \tilde{\phi}_j \rangle_{H^*(\partial B)}, \quad \tau_{j,2} = \langle A_{B,2} \tilde{\phi}_j, \tilde{\phi}_j \rangle_{H^*(\partial B)},
\]

and \( \tilde{F} \) is defined in Proposition 1.
Proof Note that \( \{ \tilde{\phi}_j \}_{j \in \mathbb{N}} \) forms an orthonormal basis of \( \mathcal{H}^s(\partial B) \). Writing
\[
(A_B^0 + A^0\omega \delta c^{-1} - A_B^0)[\tilde{\psi}] = \tilde{F}
\]
and using the decomposition of \( \tilde{\psi} \) in \( \mathcal{H}^s(\partial B) \), 
\[
\tilde{\psi} = \sum_{j=0}^{+\infty} \langle \tilde{\psi}, \tilde{\phi}_j \rangle_{\mathcal{H}^s(\partial B)} \tilde{\phi}_j,
\]
yields the following:
\[
\langle \tilde{\psi}, \tilde{\phi}_j \rangle_{\mathcal{H}^s(\partial B)} = \begin{cases} 
\frac{1}{\tau_j + (A^0\omega \delta c^{-1} - A_B^0) \langle \tilde{\phi}_j, \tilde{\phi}_j \rangle_{\mathcal{H}^s(\partial B)}} \langle \tilde{F}, \tilde{\phi}_j \rangle_{\mathcal{H}^s(\partial B)} & j \leq J, \\
0 & j > J.
\end{cases}
\]
Using (3) and (8) concludes the proof.

For each normalised eigenfunction of \( \mathcal{K}_B^s \), we consider the corresponding function on \( \partial D \),
\[
\phi_j(x) := \tilde{\phi}_j \left( \frac{x - z}{\delta} \right).
\]
Here \( \{ \phi_j \}_{j \in \mathbb{N}} \) are the rescaled non-normalised eigenfunctions of \( \mathcal{K}_B^s \). Let us introduce
\[
\varphi_j := \frac{\phi_j}{||\phi_j||_{\mathcal{H}^s(\partial D)}}.
\]
Since \( ||\tilde{\phi}_j||_{\mathcal{H}^s(\partial B)} = 1 \), we have (see Appendix B)
\[
\varphi_j = \begin{cases} 
\delta^{-1} \phi_j, & d = 2, \\
\delta^{-3/2} \phi_j, & d = 3.
\end{cases}
\]

Going back to the original unscaled problem:

Proposition 5 As \( \omega \delta c^{-1} \ll 1 \), the spectral decomposition of the field is as follows
\[
u(x) = \begin{cases} 
\sum_{j=0}^{J} \frac{1}{\tau_j(\omega)} \langle F, \varphi_j \rangle_{\mathcal{H}^s(\partial D)} S_D^k \varphi_j(x) + u^{in}(x), & x \in \mathbb{R}^d \setminus \overline{D}, \\
\sum_{j=0}^{J} \frac{1}{\tau_j(\omega)} \langle F, \varphi_j \rangle_{\mathcal{H}^s(\partial D)} S_D^k \varphi_j(x), & x \in D.
\end{cases}
\]

Proof The scaling Lemma 11 gives \( S_D^k \delta [\tilde{\phi}_j](x) = \delta^{-1} S_D^k [\phi_j](x) \) for \( d = 2, 3 \). From Lemma 12, we have \( \langle \tilde{F}, \tilde{\phi}_j \rangle_{\mathcal{H}^s(\partial B)} = \delta^{-3} \langle F, \phi_j \rangle_{\mathcal{H}^s(\partial D)} \) for \( d = 3 \) and \( \langle \tilde{F}, \tilde{\phi}_j \rangle_{\mathcal{H}^s(\partial B)} = \delta^{-2} \langle F, \phi_j \rangle_{\mathcal{H}^s(\partial D)} \) for \( d = 2 \).  

4 Plasmonic resonances

4.1 Size dependent resonant frequencies

In this section we calculate size dependent plasmonic resonances. Let \( j \in \{0, \ldots, J\} \). Recall that
\[
\tau_j(\omega) = \begin{cases} 
\tau_j + (\omega \delta c^{-1})^2 \log (\omega \delta c^{-1}) \tau_{j,1} + \mathcal{O}\left((\omega \delta c^{-1})^2\right), & d = 2, \\
\tau_j + (\omega \delta c^{-1})^2 \tau_{j,2} + \mathcal{O}\left((\omega \delta c^{-1})^3\right), & d = 3.
\end{cases}
\]

Definition 3 We say that \( \omega \) is a static plasmonic resonance if \( |\tau_j| = 0 \).
Definition 4 We say that \( \omega \) is first-order corrected plasmonic resonance if
\[
|\tau_j + (\omega \delta c^{-1})^2 \log (\omega \delta c^{-1}) \tau_{j,1}| = 0
\]
or
\[
|\tau_j + (\omega \delta c^{-1})^2 \tau_{j,2}| = 0,
\]
with \( d = 2 \) or \( d = 3 \), respectively.

Remark 5 For \( j = 0 \), we have \( \tau_0 = 1/\varepsilon_m \), which is of size one by assumption. We exclude \( j = 0 \) from the set of resonances.

For \( j \geq 1 \) we have \( \mathcal{P}_{\mathcal{H}_0^\delta} [\tilde{\phi}_j] = \tilde{\phi}_j \). Let us define
\[
\alpha_j := \begin{cases} 
\left( \frac{1}{2} I - K_B^* \right) \tilde{S}_B^{-1} S_{B,1}^{(1)} [\tilde{\phi}_j], \tilde{\phi}_j \right)_{\mathcal{H}_0^\delta}, & d = 2, \\
\left( \frac{1}{2} I - K_B^* \right) \tilde{S}_B^{-1} S_{B,2} [\tilde{\phi}_j], \tilde{\phi}_j \right)_{\mathcal{H}_0^\delta}, & d = 3.
\end{cases}
\]

Then, we can calculate
\[
\tau_j(\omega) = \begin{cases} 
\frac{\varepsilon_m - \varepsilon_c}{\varepsilon_m \varepsilon_c} (\lambda(\omega) - \lambda_j + (\omega \delta c^{-1})^2 \log (\omega \delta c^{-1}) \alpha_j) + \mathcal{O} \left( (\omega \delta c^{-1})^3 \right), & d = 2, \\
\frac{\varepsilon_m - \varepsilon_c}{\varepsilon_m \varepsilon_c} (\lambda(\omega) - \lambda_j + (\omega \delta c^{-1})^2 \alpha_j) + \mathcal{O} \left( (\omega \delta c^{-1})^3 \right), & d = 3.
\end{cases}
\]

Lemma 3 We have \( \alpha_j \in \mathbb{R} \) and
\[
\alpha_j := \begin{cases} 
(\lambda_j - \frac{1}{2}) \left( S_{B,1}^{(1)} [\tilde{\phi}_j], \tilde{\phi}_j \right)_{-1/2,1/2}, & d = 2, \\
(\lambda_j - \frac{1}{2}) \left( S_{B,2} [\tilde{\phi}_j], \tilde{\phi}_j \right)_{-1/2,1/2}, & d = 3.
\end{cases}
\]

In what follows we use the lower-case character \( \omega \) for real frequencies and the upper-case character \( \Omega \) for complex frequencies.

Proposition 6 Using the Drude model (1), the three-dimensional first-order corrected plasmonic resonances \( \Omega_j^+ (\delta) := \pm \Omega_j^+ i \Omega_j^+ \) all lie in the lower part of the complex plane and their modulus is bounded. In the case where we take the medium to be vacuum, i.e., \( \varepsilon_m = \varepsilon_0 \) we obtain explicitly for \( |\lambda_j + 1/2| > 10^{-2} \) (this occurs, for example, when \( B \) is a ball [2]):
\[
\Omega_j^+ = \frac{\sqrt{\omega_p^2 (\lambda_j + 1/2)} - \frac{T^{-2}}{4 \left( 1 + (\omega_p \delta c^{-1})^2 \alpha_j \right)^2}}{1 + (\omega_p \delta c^{-1})^2 \alpha_j}, \quad \text{and} \quad \Omega_j^+ = -\frac{T^{-1}}{2 \left( 1 + (\omega_p \delta c^{-1})^2 \alpha_j \right)}.
\]

Moreover, they are bounded
\[
|\Omega_j| \leq 2 \max \left\{ \frac{T^{-1}}{1 + (\omega_p \delta c^{-1})^2 \alpha_j}, \frac{\omega_p \sqrt{\lambda_j + 1/2}}{\sqrt{1 + (\omega_p \delta c^{-1})^2 \alpha_j}} \right\}.
\]
Proof We have that \( \tau_j (\Omega_j) = 0 \) if and only if
\[
\frac{\Omega_j^2 + i \Omega_j T^{-1}}{\omega_p^2} - \frac{1}{2} - \lambda_j + \frac{\Omega_j^2 \delta^2}{c^2} \alpha_j = 0,
\]
that is
\[
\begin{align*}
\frac{1}{\omega_p^2} \left( \Omega_j'^2 - \Omega_j''^2 \right) - \frac{1}{2} - \lambda_j + \left( \Omega_j'^2 - \Omega_j''^2 \right) \frac{\delta^2}{c^2} \alpha_j - \frac{1}{\omega_p^2 T} \Omega_j''^2 &= 0, \\
2 \frac{\delta}{\omega_p^2} \Omega_j' \Omega_j'' + 2 \Omega_j' \Omega_j'' \frac{\delta^2}{c^2} \alpha_j + \frac{1}{\omega_p^2 T} \Omega_j' &= 0.
\end{align*}
\]
Because \( \delta \omega_p c^{-1} \ll 1 \), we get the desired result. Lagrange improved upper-bound for roots of polynomials concludes the proof \[27\].

Definition 5 In three dimensions, we define the resonance radius as
\[
\mathcal{R}(\delta) := \max_{j \in \{1, \ldots, J\}} \max \left\{ \frac{2T^{-1}}{1 + (\omega_p \delta c^{-1})^2 \alpha_j}, \frac{2\omega_p \sqrt{\lambda_j + 1/2}}{1 + (\omega_p \delta c^{-1})^2 \alpha_j}^{1/2} \right\}.
\]

Remark 6 This resonance radius gives our method a range of validity. We compute resonant frequencies in a perturbative quasi–static regime. So by checking that
\[
\mathcal{R}(\delta) \delta c^{-1} < \frac{1}{2},
\]
we ensure that the largest plasmonic frequency lies in a region that is still considered as low-frequency for a particle of size \( \delta \). If we pick the size to be too large, namely such that \( \mathcal{R}(\delta) \delta c^{-1} \) is bigger than one, it means that the method is not self-consistent, as the largest resonant frequency might not satisfy the \( \omega \delta c^{-1} < 1/2 \).

Proposition 7 In vacuum, and using the Drude model \[1\], the two-dimensional first-order corrected plasmonic resonances are the roots \((\Omega_j)_1 \leq j \leq J \in \mathbb{C}\) of the following equation
\[
\frac{\Omega_j^2 + i \Omega_j T^{-1}}{\omega_p^2} - \frac{1}{2} - \lambda_j + \left( \Omega_j \delta c^{-1} \right)^2 \log \left( \Omega_j \delta c^{-1} \right) \alpha_j = 0.
\]

Remark 7 We can compute an approximation of the roots of \[15\] by computing in the first place the static resonances \((\Omega_{s,j})_1 \leq j \leq J\). Solving \( \tau_j = 0 \) yields
\[
\Omega_{s,j}^{\pm} = \pm \sqrt{\omega_p^2 \left( \lambda_j + \frac{1}{2} \right) - \frac{1}{4T^2} - \frac{i}{2T}}.
\]
Replacing the dynamic frequency in the logarithm by its static approximation, we transform \[15\] into the quadratic equation
\[
\frac{\Omega_j^2 + i \Omega_j T^{-1}}{\omega_p^2} - \frac{1}{2} - \lambda_j + \left( \Omega_j \delta c^{-1} \right)^2 \log \left( \Omega_{s,j} \delta c^{-1} \right) \alpha_j = 0.
\]
We get
\[
\Omega_j^\pm(\delta) = -iT^{-1} \pm \sqrt{\frac{4\omega_p^2 (\lambda_j + 1/2)}{1 + \alpha_j (\omega_p \delta c^{-1})^2 \log \left( \Omega_{s,j}^\pm \delta c^{-1} \right)}}.
\]  
(16)

**Definition 6** In two dimensions, we define the resonance radius as
\[
\mathcal{R}(\delta) := \max_{j \in \{1, \ldots, J\}} \max \left\{ \frac{2T^{-1}}{1 + \alpha_j (\omega_p \delta c^{-1})^2 \log \left( \Omega_{s,j}^\pm \delta c^{-1} \right)}, \frac{2\omega_p \sqrt{\lambda_j + 1/2}}{1 + \alpha_j (\omega_p \delta c^{-1})^2 \log \left( \Omega_{s,j}^\pm \delta c^{-1} \right)^{1/2}} \right\}.
\]

### 4.2 Plasmonic quasi-normal modes

Quasi-normal modes are formally defined as solutions of the source-free wave equation [28]. Using the representation formula (3), we can now define, as in the physics literature, plasmonic quasi-normal modes \(e_j^\pm\) that oscillate at complex frequencies \(\Omega_j^\pm(\delta)\):
\[
e_j^\pm(x) = \begin{cases} 
S_D^{\Omega_j^\pm(\delta)c^{-1}} \{ \varphi_j \}(x), & x \in \mathbb{R}^d \setminus D, \\
S_D^{\Omega_j^\pm(\delta)\sqrt{\epsilon\mu_m}} \{ \varphi_j \}(x), & x \in D.
\end{cases}
\]
(17)

These \(e_j^\pm\) solve the source-free Helmholtz equation and satisfy the radiation condition at infinity, but they diverge exponentially fast as \(|x| \to \infty\).

**Remark 8** In the physics literature (see [28, equation (1.1)] for instance) one can often find representations of the scattered field in the form
\[
u(x, \omega) = \sum_j \alpha_j(u^\text{in}, \omega)e_j^\pm(x),
\]
where \(\alpha_j\) are excitation coefficients depending on the source and independent of the space variable \(x\). The first problem of these representations is that the eigenmodes diverge exponentially and a renormalisation process is necessary. Numerical instability will appear far away from the particle. Even though the study of these modes individually can give physical insight to a system (like for example by studying the mode volume quantity [16]), they cannot be used in frequency domain representation formulae to solve the scattering problem. Moreover, this type of representation formulae is a generalisation of the well-known eigenmode expansions for waves in bounded domains with classical Dirichlet or Neumann conditions. For these formulae to be valid one needs to address the question of completeness of the eigenbasis. Here we have shown the completeness of the charge distribution modes on the boundary of the particle only. Moreover, our perturbative analysis only holds for a finite number of modes and cannot be used to show completeness of the perturbed modes as soon as \(\omega \neq 0\).
5 Time domain approximation of the scattered field

In the following section we show that even though they are irrelevant for frequency domain representation, quasi-normal modes can be used to approximate the field in the time domain. The idea is to get around costly time domain computations by pre-computing the modes of the system and then expressing the response of the system to any source in terms of the modes. In the physics literature (for example [28, eq. (1.2)]) the field in the time domain is expressed under the form

$$u(x, t) = \Re \sum_j \beta_j(t) e^{\pm j(x)}.$$  \hspace{1cm} (18)

The problem with this type of expansions is that if $|x|$ is big then $e^{\pm j(x)}$ is exponentially large and the computation of $u(x, t)$ is not very stable if the modes are pre-computed.

We will show in this section that it is possible to express the scattered field in the time domain in a similar expansion, but with non-diverging, pre-computable quantities similar to the quasi-normal modes.

5.1 The three-dimensional case

Here we state the main result of the paper, Theorem 3, and discuss the result.

5.1.1 The modal approximation

Let $\Gamma^{km}(\cdot, s)$, i.e., the Green’s function for the Helmholtz equation introduced in Definition 7, be the incident wave $u^{in}$ in three dimensions. Given a wideband signal $\hat{f}: t \mapsto \hat{f}(t) \in C^\infty_0([0, C_1])$, for $C_1 > 0$, we want to express the time domain response of the electric field to an oscillating dipole placed at a source point $s$. This means that for a fixed $\delta$ we can pick an excitation signal such that most of the frequency content is in the low frequencies but large enough to excite the plasmonic resonances. We can pick $\eta \ll 1$ and $\rho \geq R(\delta)$ such that

$$\int_{\mathbb{R} \setminus [-\rho, \rho]} |f(\omega)|^2 \, d\omega \leq \eta,$$

$$\frac{\rho \delta}{c} \leq 1,$$

where $f : \omega \mapsto f(\omega)$ is the Fourier transform of $\hat{f}$. In practice we take $\rho = R(\delta)$. The incident field has the following form in the time domain:

$$\hat{u}^{in}(x, t) = \int_{\mathbb{R}} \Gamma^{\omega}(x, s) f(\omega)e^{-i\omega t} \, d\omega = \frac{\hat{f}(t - |x - s|/c)}{4\pi|x - s|}.$$

The goal of this section is to establish a resonance expansion for the low-frequency part of the scattered electric field in the time domain. Introduce, for $\rho > 0$, the truncated inverse Fourier transform of the scattered field $u^{sca}$ given by

$$P_\rho [u^{sca}](x, t) := \int_{-\rho}^{\rho} u^{sca}(x, \omega)e^{-i\omega t} \, d\omega.$$

Recall that $z$ is the centre of the resonator and $\delta$ its radius. Let us define

$$i_0^\pm(s, x) := \frac{1}{c} (|s - z| + |x - z| \pm 2\delta) \pm C_1.$$
the time it takes to the wideband signal to reach first the scatterer and then the observation point \( x \). The term \( \pm 2\delta/c \) accounts for the maximal timespan spent inside the particle.

Recall the spectral decomposition in the frequency domain (Proposition 5) for \( x \in \mathbb{R}^3 \setminus \overline{D} \):

\[
u_{\text{sca}}(x, \omega) = (u - u_{\text{in}})(x, \omega) = \sum_{j=1}^{J} \frac{1}{\tau_j(\omega)} \langle F, \varphi_j \rangle_{\mathcal{H}^s(\partial D)} S_D^\omega \varphi_j(x).
\]

**Theorem 3** Let \( N \in \mathbb{N} \). The scattered field has the following form in the time domain for \( x \in \mathbb{R}^3 \setminus \overline{D} \):

\[
P_{\rho} \left[ u_{\text{sca}} \right](x, t) = \begin{cases} 
O \left( \delta^4 \rho^{-N} \right), & t \leq t_0^-,
2\pi i \sum_{j=1}^{J} C_{\Omega_j^\pm(\delta)} \langle F, \varphi_j \rangle_{\mathcal{H}^s(\partial D)} \mathcal{E}_j^\pm(x) e^{-i\Omega_j^\pm(\delta) t} + O \left( \delta^4 \rho^{-N} \right), & t \geq t_0^+.
\end{cases}
\]

The complex numbers \( \Omega_j^\pm(\delta) \) are the resonant frequencies given by Proposition 6. The fields \( \mathcal{E}_j \) are the classical quasi-normal modes defined in Sect. 4.2. \( C_{\Omega_j^\pm(\delta)} \) is a constant depending only on \( j \), the size \( \delta \) and the model for \( \epsilon_c(\omega) \):

\[
C_{\Omega_j^\pm(\delta)} := \frac{\left( \Omega_j^\pm(\delta)^2 + i \Omega_j^\pm(\delta) T^{-1} - \omega_p^2 \right)}{\left( 1 + (\omega_p c^{-1})^2 \alpha_j \right) \left( \Omega_j^\pm(\delta) - \Omega_j^\mp(\delta) \right)}.
\]

**Remark 9** The resonant frequencies \( \{ \Omega_j^\pm(\delta) \}_{1 \leq j \leq J} \) have negative imaginary parts, so Theorem 3 expresses the scattered field as the sum of decaying oscillating fields. The imaginary part of \( \Omega_j^\pm(\delta) \) accounts for absorption losses in the particle as well as radiative losses.

**Remark 10** (About the remainder \( \rho \)) Since for a particle of finite size \( \delta \) our expansion only holds for a range of frequencies \( \omega \) such that \( \omega \delta c^{-1} < 1 \), we cannot compute the full inverse Fourier transform and we have a remainder that depends on the maximum frequency that we can use. Nevertheless that maximum frequency \( \rho \) behaves as \( c/\delta \) and we can see that the remainder gets arbitrarily small for small particles. For a completely point-like particle one would get a zero remainder.

**Remark 11** If we had access to the full inverse Fourier transform of the field, of course, since the inverse Fourier transform of a function which is analytic in the upper-half plane is causal we would find that in the case \( t \leq (|s - z| + |x - z| - 2\delta) / c \), \( \mathcal{F}_{\text{sca}}(x, t) = 0 \). Nevertheless, our method gives the resonant frequencies only in the low-frequency regime. Therefore we only have an approximation for the low-frequency part of the scattered field, which does not have a compact support in time. Nevertheless, as shown in the numerical section 6.4.5, the low-frequency part of the scattered field is actually a good approximation for the scattered field. There does not seem to be any resonant frequencies for \( \omega > R(\delta) \). This is highly non-trivial and we do not have a mathematical justification for that. Physically though, it can be explained by looking at the Drude model and noting that when \( \omega \to \infty, \epsilon(\omega) \to 1 \). The metal does not really interact with light at high frequencies.
5.1.2 Alternative formulation with non-diverging causal quasi-normal modes

Even though $|e_j^\pm(x)| \to \infty$ when $|x| \to \infty$, no terms diverge in (19). Indeed we can rewrite:

$$e_j^\pm(x)e^{-i\Omega_j^\pm(\delta)t} = e_j^\pm(x)e^{-i\Omega_j^\pm(\delta)t_0^+ - i\Omega_j^\pm(\delta)(t-t_0^+)}$$

$$= e_j^\pm(x)e^{-i\Omega_j^\pm(\delta)(|x-z|+|x-z|+2\delta)e^{-1} + c_1 e^{-i\Omega_j^\pm(\delta)(t-t_0^+)}}$$

$$= C_{u_n,\delta} e_j^\pm(x)e^{-i\Omega_j^\pm(\delta)(|x-z|e^{-1} + e^{-i\Omega_j^\pm(\delta)(t-t_0^+)}}),$$

where $C_{u_n,\delta}$ depends only on the incoming field and the particle size. We can define the following causal plasmonic quasi-normal modes $(E_j^\pm)_{j \in \mathbb{N}}$ at the complex frequency $\Omega_j^\pm$:

$$E_j^\pm(x) = \begin{cases}
S_{\delta}^\Omega_j^\pm(\delta)e^{\pm i\Omega_j^\pm(\delta)t - \pm i\Omega_j^\pm(\delta)|x-z|e^{-1}}, & x \in \mathbb{R}^d \setminus D, \\
S_{\delta}^\Omega_j^\pm(\delta)e^{\pm i\Omega_j^\pm(\delta)t - \pm i\Omega_j^\pm(\delta)|x-z|e^{-1}}, & x \in D.
\end{cases} \quad (20)$$

**Remark 12** When referring to $E_j^\pm$, the term *mode* is inaccurate, as $E_j^\pm$ does not solve the Helmholtz equation. But since the $(E_j^\pm)_{j \in \mathbb{N}}$ are built from modes with a complex phase correction, we still call them modes in a loose sense of the term.

Theorem 3 can be re-stated:

**Theorem 4** (Alternative causal expansion)

$$P_{\rho}[u^{sca}](x,t) = \begin{cases}
\mathcal{O}(\delta^4 \rho^{-N}), & t \leq t_0^+, \\
2\pi i \sum_{j=1}^J \beta_j^s(u^{in}) E_j^\pm(x)e^{-i\Omega_j^\pm(\delta)t - t_0^+} + \mathcal{O}\left(\delta^4 \rho^{-N}\right), & t \geq t_0^+.
\end{cases} \quad (21)$$

where $\beta_j^s(u^{in}) = C_{\Omega_j^\pm(\delta)}(F,\varphi_j) \mathcal{H}(\partial D) e^{-i\Omega_j^\pm(\delta)(|x-z|+2\delta)e^{-1} + c_1}$.

**Remark 13** Expansion (21) has exactly the same form as the representation formula found in the physics literature (like Eq. (18)) but without any exponentially diverging quantities. The $E_j^\pm$ can be computed independently of the source, just like regular quasi-normal modes.

5.2 Proof of Theorem 3

Before we can prove Theorem 3 we need the following lemma:

**Lemma 4** As $\omega \delta c^{-1} \to 0$, $F$ defined in (7) admits the following asymptotic expansion:

$$F(x) = \frac{1}{\delta} \left[ \delta \left( \frac{1}{\epsilon_c} - \frac{1}{\epsilon_m} \right) v_x \cdot \nabla \Gamma^m(z-s) + \mathcal{O}\left((\omega \delta c^{-1})^2\right) \right], \quad x \in \partial D. \quad (22)$$

**Proof** See Appendix C.3. \hfill \Box

**Proof** (Proof of Theorem 3) We start by studying the time domain response of a single mode to a causal excitation at the source point $s$. According to Proposition 5 we need to compute the contribution $\mathcal{F}_j$ of each mode, that is,

$$\mathcal{F}_j(x,\omega)e^{-i\omega t} d\omega$$

$$:= \int_{-\rho}^{\rho} \frac{1}{\lambda(\omega) - \lambda_j(\omega) \delta} \left( \nabla \Gamma^w(z, s) \cdot v(\omega) f(\omega), \varphi_j \right) \mathcal{H}(\partial D) S_{\delta}^\omega[\varphi_j] e^{-i\omega t} d\omega.$$
where \( \lambda_j(\omega\delta) := \lambda_j - (\omega\delta c^{-1})^2 \alpha_j + \mathcal{O}\left((\omega\delta c^{-1})^3\right) \). One can then write:

\[
\left\langle \nabla \Gamma^\omega(z, s) \cdot v(t) f(\omega), \varphi_j \right\rangle_{\mathcal{H}^s(\partial D)} S^\omega_D [\varphi_j] = f(\omega) \left( \frac{1}{|z - s|} - i \frac{\omega}{c} \right) \int_{\partial D \times \partial D} \frac{\psi_j(v) \varphi_j(y)}{16\pi^2 |x - y||z - s|} e^{i\frac{\omega}{c}(|x - y| + |z - s|)} d\sigma(v) d\sigma(y),
\]

where we used \( \left\langle v, \varphi_j \right\rangle_{\mathcal{H}^s(\partial D)} = (1/2 - \lambda_j) \left\langle x, \varphi_j \right\rangle_{1, -1} \). Since \( \left\langle v, \varphi_0 \right\rangle_{\mathcal{H}^s(\partial D)} = 0 \), the zeroth term vanishes in the summation.

Now we want to apply the residue theorem to get an asymptotic expansion in the time domain. Note that:

\[
\int_{-\rho}^\rho \mathcal{E}_j(x, \omega) e^{-i\omega t} d\omega = \oint_{\mathcal{C}_\rho^+} \mathcal{E}_j(x, \Omega) e^{-i\Omega t} d\Omega - \int_{\mathcal{C}_\rho^-} \mathcal{E}_j(x, \Omega) e^{-i\Omega t} d\Omega,
\]

where the integration contour \( \mathcal{C}_\rho^\pm \) is a semicircular arc of radius \( \rho \) in the upper (+) or lower (−) half-plane, and \( \mathcal{C}_\rho \) is the closed contour \( \mathcal{C}_\rho^\pm = \mathcal{C}_\rho^\pm \cup [-\rho, \rho] \). The integral on the closed contour is the main contribution to the scattered field by the mode and can be computed using the residue theorem to get, for \( \rho \geq 9|\Omega_j^\pm(\delta)| \),

\[
\oint_{\mathcal{C}_\rho^+} \mathcal{E}_j(x, \Omega) e^{-i\Omega t} d\Omega = 0,
\]

\[
\oint_{\mathcal{C}_\rho^-} \mathcal{E}_j(x, \Omega) e^{-i\Omega t} d\Omega = 2\pi i \text{Res} \left( \mathcal{E}_j(x, \Omega) e^{-i\Omega t}, \Omega_j^\pm(\delta) \right).
\]

Since \( \Omega_j^\pm(\delta) \) is a simple pole of \( \omega \mapsto \frac{1}{\lambda(\omega) - \lambda_j(\omega\delta)} \) we can write:

\[
\oint_{\mathcal{C}_\rho^-} \mathcal{E}_j(x, \Omega) e^{-i\Omega t} d\Omega = 2\pi i \text{Res} \left( \mathcal{E}_j(x, \Omega), \Omega_j^\pm(\delta) \right) e^{-i\Omega_j^\pm(\delta)t}.
\]

To compute the integrals on the semi-circle, we introduce:

\[
B_j(y, v, \Omega) = \frac{\lambda_j - 1/2}{\lambda(\omega) - \lambda_j(\delta\Omega)} \left( \frac{1}{|z - s|} - i \frac{\omega}{c} \right) \int_{\partial D \times \partial D} \frac{\psi_j(v) \varphi_j(y)}{16\pi^2 |x - y||z - s|} (y, v) \in (\partial D)^2.
\]

Note that \( B_j(v, \cdot, \Omega) \) behaves like a polynomial in \( \Omega \) when \( \Omega \to \infty \). Given the regularity of the input signal \( \widehat{f} \in C_0^\infty([0, C_1]) \), the Paley–Wiener theorem [46, p. 161] ensures decay properties of its Fourier transform at infinity. For all \( N \in \mathbb{N}^* \) there exists a positive constant \( C_N \) such that for all \( \Omega \in \mathbb{C} \)

\[
|f(\Omega)| \leq C_N (1 + |\Omega|)^{-N} e^{C_1|\Im(\Omega)|}.
\]

Let \( T := (|x - y| + |s - v|)/c \). We now re-write the integrals on the semi-circle:

\[
\int_{\mathcal{C}_\rho^\pm} \mathcal{E}_j(x, \Omega) e^{-i\Omega t} d\Omega = \int_{\mathcal{C}_\rho^\pm} f(\Omega) \int_{\partial D \times \partial D} B_j(y, v, \Omega) e^{i\Omega(T-t)} d\sigma(v) d\sigma(y) d\Omega.
\]

We have that \( t_0^- + C_1 \leq T \leq t_0^+ - C_1 \). Two cases arise.

Case 1: For \( 0 < t < t_0^- \), i.e., when the signal emitted at \( s \) has not reached the observation point \( x \), we choose the upper-half integration contour \( \mathcal{C}^+ \). Transforming into polar coordinates,
\[ \Omega = \rho e^{i\theta} \text{ for } \theta \in [0, \pi], \]  
we get:

\[ \left| e^{i\Omega(T-t)} \right| \leq e^{-\left(t_0^- - t + C_1\right)\gamma_3(\Omega)} \quad \forall (y, v) \in (\partial D)^2, \]

and

\[
\int_{C_3^+} \mathcal{E}_j(x, \Omega) e^{-i\Omega t} d\Omega \leq \int_0^\pi \rho \left| f \left( \rho e^{i\theta} \right) \right| e^{-\rho(t_0^- - t + C_1)\sin \theta} \left| B_j \left( y, v, \rho e^{i\theta} \right) \right| d\sigma(v) d\sigma(y) d\theta, \\
\leq \rho C_N (1 + \rho)^{-N} \max_{\theta \in [0, \pi]} \left| B_j \left( \cdot, \cdot, \rho e^{i\theta} \right) \right|_{L^\infty(\partial D \times \partial D)} \frac{1 - e^{-\rho(t_0^- - t)}}{\rho(t_0^- - t)}. 
\]

where we used that for \( \theta \in [0, \pi/2] \), we have \( \sin \theta \geq \frac{2\theta}{\pi} \geq 0 \) and \( -\cos \theta \leq -1 + \frac{2\theta}{\pi} \).

The usual way to go forward from here is to take the limit \( \rho \to \infty \), and get that the limit of the integral on the semi-circle is zero. However, we work in the quasi–static approximation here, and our modal expansion is not uniformly valid for all frequencies. So we have to work with a fixed maximum frequency \( \rho \). Since \( N \) can be taken arbitrarily large and that \( B_j \) behaves like a polynomial in \( \rho \) whose degree does not depend on \( j \), we get that, uniformly for \( j \in [1, J] \):

\[ \int_{C_3^+} \mathcal{E}_j(x, \Omega) e^{-i\Omega t} d\Omega = O \left( \frac{\delta^4}{t_0^- - t} \rho^{-N} \right). \]

Of course if one has to consider the full inverse Fourier transform of the scattered electromagnetic field, by causality, one should expect the limit to be zero. However, one would need high-frequency estimates of the electromagnetic field, as well as a modal decomposition that is uniformly valid for all frequencies. Since our modal expansion is only valid for a limited range of frequencies we get an error bound that is arbitrarily small if the particle is arbitrarily small, but not strictly zero.

**Case 2:** For \( t > t_0^+ \), we choose the lower-half integration contour \( C^- \). Transforming into polar coordinates, \( \Omega = \rho e^{i\theta} \text{ for } \theta \in [\pi, 2\pi] \), we get

\[ \left| e^{i\Omega(T-t)} \right| \leq e^{t(t_0^- - t - C_1)\gamma_3(\Omega)} \quad \forall (y, v) \in (\partial D)^2, \]

and

\[
\int_{C_3^-} \mathcal{E}_j(x, \Omega) e^{-i\Omega t} d\Omega \leq \int_{-2\pi}^{2\pi} \rho \left| f \left( \rho e^{i\theta} \right) \right| e^{\rho(t-t_0^- - C_1)\sin \theta} \left| B_j \left( y, v, \rho e^{i\theta} \right) \right| d\sigma(v) d\sigma(y) d\theta, \\
\leq \rho C_N (1 + \rho)^{-N} \max_{\theta \in [\pi, 2\pi]} \left| B_j \left( \cdot, \cdot, \rho e^{i\theta} \right) \right|_{L^\infty(\partial D \times \partial D)} \frac{1 - e^{-\rho(t-t_0^-)}}{\rho(t-t_0^+)}. 
\]

Exactly as in Case 1, we cannot take the limit \( \rho \to \infty \). Using the fact that \( N \) can be taken arbitrarily large and that \( B_j \) behaves like a polynomial in \( \rho \) whose degree does not depend on \( j \), we get that, uniformly for \( j \in [1, J] \):

\[ \int_{C_3^-} \mathcal{E}_j(x, \Omega) e^{-i\Omega t} d\Omega = O \left( \frac{\delta^4}{t} \rho^{-N} \right). \]
The result of Theorem 3 is obtained by summing the contribution of all the modes considered. □

Remark 14 The fact that we work with a finite number of modes is necessary for the perturbation theory of Sect. 3 but also in this section. Indeed, if we consider all the modes there is an accumulation point in the poles of the modal expansion of the field, and therefore we cannot apply the residue theorem.

5.3 The two-dimensional case

In two dimensions, the Green’s function does not have an explicit phase term, so we need to introduce another asymptotic parameter $\epsilon > 0$ to be able to use the large argument asymptotics of the Hankel function. Our new truncated inverse Fourier transform of the scattered field $u^{\text{sca}}$ given by

$$P_{\rho, \epsilon} [u^{\text{sca}}](x, t) = \int_{-\rho}^{-\epsilon} u^{\text{sca}}(x, \omega)e^{-i\omega t}d\omega + \int_{\epsilon}^{\rho} u^{\text{sca}}(x, \omega)e^{-i\omega t}d\omega.$$ 

This allows us to define a notion of far field. A point $x$ is far from $D$ if $\epsilon |x - z|c^{-1} \gg 1$. We can now add two additional hypotheses:

- the source is far away from the particle (or equivalently, the incoming wave is a plane wave)
- the observation point is far away from the particle.

The incident field has the following form in the time domain:

$$\hat{u}^{\text{in}}(x, t) = \hat{f}\left(t - \frac{d \cdot x}{c}\right).$$ (23)

Besides these two assumptions and a difference in the order of the remainder, the result in two dimensions is essentially the same as in three dimensions.

Theorem 5 Let $N \in \mathbb{N}$. The scattered field has the following form in the time domain for $x$ far away from $D$:

$$P_{\rho, \epsilon} [u^{\text{sca}}](x, t) = \begin{cases} \mathcal{O}(\delta \rho^{-N}), & t \leq t_0^-, \\ 2\pi i \sum_{j=1}^{J} C_{\Omega^\pm_j(\delta)}(\mathcal{F}, \varphi_j) \mathcal{H}_{\rho}(\partial D) e_j^\pm(x)e^{-i\Omega^\pm_j(\delta)t} + \mathcal{O}(\delta \rho^{-N}), & t \geq t_0^+, \end{cases}$$ (24)

with $\Omega^\pm_j(\delta)$ being the plasmonic resonant frequencies of the particle given by Proposition 7. $C_{\Omega^\pm_j(\delta)}$ is a constant depending only on $j$, the size $\delta$ and the model for $\epsilon_c(\omega)$:

$$C_{\Omega^\pm_j(\delta)} := \varepsilon_0 \frac{\left(\Omega^\pm_j(\delta)^2 + i \Omega^\pm_j(\delta) T^{-1} - \omega_p^2\right)}{(1 + (\omega_p \delta c^{-1})^2 \log(\Omega^\pm_{\delta,j} \delta c^{-1})) \omega_j) \left(\Omega^\pm_j(\delta) - \Omega^\mp_j(\delta)\right)}.$$

Proof The proof is quite similar to the three-dimensional case. It is included in Appendix D for the sake of completeness. □
6 Numerical simulations

The goal of this section is to illustrate the validity of our approach and to show that the approximation seems to be working with less restrictive hypotheses than the ones in Theorem 5:

- for more general shapes (non-convex or non-algebraic)
- closer to the particle (outside of the far-field approximation).

For these simulations we build upon the codes for layer potentials developed in [44].

6.1 Domains and physical parameters

Throughout this section, we consider the three domains sketched on Fig. 1 to illustrate our results:

Rounded diamond:

The rounded diamond (a) is defined by the parametric curve \( \zeta(\theta) = 2 \left( e^{i\theta} + 0.066e^{-3i\theta} \right) \), for \( \theta \in [0, 2\pi] \). It is an algebraic domain of class \( Q \) from [7]. This shape satisfies condition 1, as well as the hypotheses of Theorem 5.

Narrow ellipse:

The ellipse (b) semi-axes are on the \( X_1 \)- and \( X_2 \)-axes and are of length \( a = 1 \) and \( b = 5 \), respectively. It is algebraic but not asymptotically a circle in the sense of [7].

Five-petal flower:

The flower (c) is defined by \( \varphi = 2 + 0.6 \cos(5\theta) \) in polar coordinates. It has Cartesian equation

\[
0.5 \left( X_1^2 + X_2^2 \right)^3 - 1.5X_1 \left( X_1^2 + X_2^2 \right)^2 + 6X_1^3 \left( X_1^2 + X_2^2 \right) - 4.8X_1^5 \left( X_1^2 + X_2^2 \right)^3 - \left( X_1^2 + X_2^2 \right)^{5/2} = 0
\]

in the rescaled \((X_1, X_2)\) plane. So it is not algebraic (due to the non-integer power of the last term) and not convex. We have no theoretical results on the number of modes that radiate.

All three domains \( D = z + \delta B \) are centred at the origin \((z = 0)\) for simplicity. We set the size of the nanoparticle to be \( \delta = 10^{-8} \) m. The numerics are performed on the rescaled domain \( B \) and the homogeneous medium is taken to be vacuum \((\varepsilon_m = \varepsilon_0 \) and \( \mu_m = \mu_0)\). The physical parameter values are summarised in Table 1.
| Symbol | Magnitude |
|---|---|
| $\omega_p$ | $2 \times 10^{15}$ Hz |
| $T$ | $10^{-14}$ s |
| $\varepsilon_0$ | $8.854187128 \times 10^{-12}$ Fm$^{-1}$ |
| $\mu_0$ | $4\pi \times 10^{-7}$ Hm$^{-1}$ |
| $\delta$ | $10^{-8}$ m |
| $d$ | $(1/\sqrt{2}, 1/\sqrt{2})$ |
| $z$ | $(0, 0)$ |

Table 1 Physical constants and parameters values

Fig. 2 We illustrate on a logarithmic scale the fast decay of the modal expansion terms by plotting the scalar products $\langle \nu \cdot \nabla u^{in}, \tilde{\phi}_j \rangle_{H^* (\partial B)}$ on panel (a) and the modes $S_B^{\omega_p \delta c^{-1} \tilde{\phi}_j} (X)$ on panel (b), against $j$, for $1 \leq j \leq 30$, for the diamond, the ellipse and the flower.

6.2 Modes contribution decay

It was shown in Sect. 3.1 that the scalar products $\langle \nu \cdot \nabla u^{in}, \tilde{\phi}_j \rangle_{H^* (\partial B)}$ decay very rapidly when $d = 3$. In a two-dimensional setting, the theoretical framework is not as clear, but we check numerically that the contribution the modes decrease quite fast with $j$. Recall that the weight of the $j^{th}$ mode is given by the scalar product $\langle \nu \cdot \nabla u^{in}, \tilde{\phi}_j \rangle_{H^* (\partial B)}$, which, in a low-frequency regime, can be approximated as $\langle \nu \cdot \nabla u^{in}, \tilde{\phi}_j \rangle_{H^* (\partial B)}$ (see Lemma 15). On panel (a) of Fig. 2 we show on all examples that $\langle \nu \cdot \nabla u^{in}, \tilde{\phi}_j \rangle_{H^* (\partial B)}$ decays as $j$ grows. We average over all possible directions $d$ of the incident field. Panel (b) of the same picture shows that the modes themselves, $S_B^{\omega_p \delta c^{-1} \tilde{\phi}_j} (X)$, decrease as $j$ increases. We average here over all observation positions, $X$ belongs to a circle of radius 100 centred at $z = 0$.

6.3 Plasmonic resonances

We plot the first-order corrected plasmonic resonances with positive real parts on Fig. 3. The resonance radius $\mathcal{R}(\delta)$ from definition 6 is drawn as a red vertical line on the three subplots and is shown to encompass all the low-frequency resonances.
Fig. 3 We plot, for the diamond (a), the ellipse (b) and the flower (c), the two-dimensional first-order corrected resonances with positive real parts from (16): $\Omega_j^+(\delta) = \Omega_j^+ + i\Omega_j^-$, for $j = 1, \ldots, 20$. These resonances lie in the lower part of the complex plane and their real part is between $\omega_p/4$ and $\omega_p$ (and smaller than $\mathcal{R}(\delta)$). Their negative counterparts are symmetric with respect to the imaginary axis.

Table 2 Validity check

| $B$      | $\mathcal{R}(\delta)$ | $\mathcal{R}(\delta)\delta c^{-1}$ |
|----------|------------------------|-------------------------------------|
| Diamond  | 3.0117e + 15           | 0.1005                              |
| Ellipse  | 3.6228e + 15           | 0.1208                              |
| Flower   | 3.3806e + 15           | 0.1128                              |

We can then verify a posteriori that our choice of size $\delta$ is consistent by checking that $\mathcal{R}(\delta)$ is still in the low-frequency region, see Table 2.

6.4 Validation of theorem 5

In this section, we validate the two-dimensional approximation of the scattered wave in the time domain given in Theorem 5 by plotting the asymptotic result against full numerical simulations.

We sketch the simulation setting with the ellipse in Fig. 4a. We define three observation points $A$, $B$ and $C$ on a circle of radius 150 nm ($|X| = 15$) and one observation point $D$ on a circle of radius 3000 nm ($|X| = 300$). They are characterised by their angle with respect to the x-axis: $\theta_A = 0^\circ$, $\theta_B = \theta_D = 45^\circ$, $\theta_C = 90^\circ$. The nanoparticle is illuminated by a plane wave of the form $u_m^m(X) = e^{ik_m d \delta X} f(\omega)$ where $f$ is the Fourier transform of a bump function compactly supported in the interval $[0, C_1]$, with $C_1 = 8$ fs. We plot the time domain incoming wave in Fig. 4b. To ease the notations we drop the tilde subscript in the following and write $u(X)$ instead of $\tilde{u}(X)$.

6.4.1 Reference solution

We call reference solution the low-frequency part of the scattered field in the time domain. We first uniformly discretise our frequency domain $I_\omega$ in $L = 10^4$ points, with

$$I(\omega) := [-\rho \delta c^{-1}, -\epsilon \delta c^{-1}] \cup [\epsilon \delta c^{-1}, \rho \delta c^{-1}]$$

$$= [-\omega_p \delta c^{-1}, -\omega_p \delta c^{-1}/4] \cup [\omega_p \delta c^{-1}/4, \omega_p \delta c^{-1}]$$
The scattered field in the frequency domain using the representation formula (3). The single-layer potential is approximated using the expansion obtained by summing the first $J$ modes. Using Theorem 5, the modal approximation of order $J$ becomes:

$$U_J(X, t) = 2\pi i \sum_{j=1}^{J} \varepsilon_0 \left( \frac{\Omega_j^+(\delta)^2 + i \Omega_j^+(\delta) T^{-1} - \omega_p^2}{1 + \left(\omega_p \delta c^{-1}\right)^2 \log \left(\Omega_{s,j}^+ \delta c^{-1}\right) \alpha_j} \right) \left(\Omega_j^- (\delta) - \Omega_j^+ (\delta)\right) \times \delta S_B^{\Omega_j^+(\delta) \delta c^{-1}} [\tilde{\phi}_j](X) e^{-i \Omega_j^+(\delta) t}$$

$$+ \frac{\left(\Omega_j^- (\delta)^2 + i \Omega_j^- (\delta) T^{-1} - \omega_p^2\right)}{1 + \left(\omega_p \delta c^{-1}\right)^2 \log \left(\Omega_{s,j}^- \delta c^{-1}\right) \alpha_j} \left(\Omega_j^- (\delta) - \Omega_j^+ (\delta)\right) \times \delta S_B^{\Omega_j^- (\delta) \delta c^{-1}} [\tilde{\phi}_j](X) e^{-i \Omega_j^- (\delta) t}.$$ (26)

**6.4.2 Asymptotic solution**

The expansion is obtained by summing the first $J = 30$ modes. Using Theorem 5, the modal approximation of order $J$ becomes:

$$u_{\text{in}}(X, \omega) = e^{i \omega \delta c X / \epsilon} f(\omega).$$
Reference solution
Asymptotic solution

\[ \lambda_6 = \lambda_7 = -0.0584 \]

\[ \lambda_4 = \lambda_5 = 0.0584 \]

**Fig. 5** The real part of the reference solution (blue line) from (25) against the real part of the asymptotics (orange symbols) from (26) for the diamond, from observation point \( X = D \). The four modes with the largest amplitude are shown on the right (order left to right, up to down).

The simulation results are shown in Figs. 5, 6, 7 and 8. To corroborate our pole expansion, we plot the real part of the reference solution (25) against the real part of the asymptotic one (26) for the different domains and from different observation points.

### 6.4.3 Comparison in the far-field for the diamond

We begin with the diamond, since it is the shape that satisfies the hypotheses of Theorem 5. Figure 5 shows the field scattered by the diamond, measured in the far-field at position \( X = D \). The reference solution is nicely approximated by the sum of four modes (4, 5, 6 and 7).

### 6.4.4 Extension to a nearer-field for the ellipse and flower

Figure 6 shows the field scattered by the ellipse, measured at position \( X = A \) on panel (a) and \( X = C \) on panel (b). In both cases the time domain scattered wave (blue line) is well approximated by the sum of decaying modes (orange symbols). Although we compute the first 30 terms of the modal expansion, the actual number of modes which contribute significantly to approximate the reference solution is much smaller. Indeed, only 1 mode is necessary to reconstruct more than 99% of the signal in Fig. 6.

When the observation point is at \( X = B \), we illustrate in Fig. 7 that two modes are needed to match the reference solution for the ellipse. Mode 1, corresponding to a dipole which radiates most of the energy along the x-axis, is associated to the eigenvalue \( \lambda_1 = 0.33 \). Mode 2 corresponds to the dipole which radiates most of the energy along the y-axis and is associated to the eigenvalue \( \lambda_1 = -0.33 \). Mode 1 oscillates slightly faster than mode 2, resulting in the double oscillation visible on the lower plot. These numerical simulations are in line with [9]. Even relatively close to the particle (the observation distance is about a tenth of the wavelength), only two modes radiate in the far-field.

Figure 8 shows that even for the non-algebraic flower shape, the scattered wave (blue line) is well approximated by the sum of a small number of decaying modes (orange symbols). As anticipated by Fig. 2, the modes decay being faster for the ellipse than it is for the flower, a larger number of modes is needed for the latter. In Fig. 8, eight modes were needed to reconstruct more than 99% of the reference solution (and five modes sufficed for 95%).
Fig. 6 The real part of the reference solution (blue line) from (25) against the real part of the asymptotics (orange symbols) from (26) for the ellipse, from observation point $X = A$ on panel (a) and $X = C$ on panel (b).

Fig. 7 The real part of the field scattered by the ellipse and observed at point $X = B$ is the superposition of two dipoles modes. The modes (upper panels) oscillate at different frequencies. On the lower panel, the reference solution from (25) captures well the expansion from (26).

6.4.5 About the high frequencies

On Fig. 9 we show that the low-frequency part of the time domain solution is actually a good approximation of the full solution, as mentioned in Remark 11. It is completely non-trivial, as we have no information on the localisation of poles for the resolvent in the frequency domain outside the low-frequency range. It seems that there are no more resonances in the
Fig. 8 We plot the real part of the reference solution (25) as a blue line against the real part of the asymptotic one (26) as orange symbols for the flower. The observation point is at \(X = A\) (shown on the not-to-scale inset). The five modes with the largest amplitude are shown on the bottom (order left to right).

\[\lambda_7 = 0.1786\quad \lambda_8 = -0.1786\quad \lambda_6 = 0.1786\quad \lambda_{16} = -0.0269\quad \lambda_{19} = 0.0269\]

Fig. 9 Reference (low-frequency) solution (computed with \(\rho = R(\delta)\)) against large-frequency solution (computed with \(\rho = 100R(\delta)\)).

6.4.6 About the computational cost

We note that, because a small number of modes usually suffices to approximate the reference solution, the computation cost of the asymptotic solution is relatively cheap. The time needed to compute the reference solution and the asymptotic one are linear in \(L (= 10^4)\) and \(J (= 30)\),
respectively. Thus, the time to compute the asymptotic solution is much smaller than the time to compute the reference solution, namely, a hundred times smaller. Moreover, the modes can be pre-calculated and one can compute at a low cost the response of the particle to any given illumination in the time domain.

7 Concluding remarks

In this paper, we have shown that it is possible to define quasi-normal modes (similar to the ones found in the physics literature) for small plasmonic particles using the spectral decomposition of the Neumann–Poincaré operator and some perturbative spectral analysis. We have proved that, in a three-dimensional setting, only a few modes are necessary to represent the solutions of the scattering problem by a strictly convex plasmonic particle and that these types of representations can give a very good approximation of the field in the time domain. Our numerical simulations have corroborated the validity of this approach in the two-dimensional case. This theoretical and numerical framework can be adapted to handle more complex systems with multiple particles (see [6]). This work needs to be extended to solutions of Maxwell’s equations and to dielectric structures. This will be the subject of forthcoming papers.
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A Properties of the layer potentials

We briefly recall here some basic properties of layer potential theory. There is abundant literature on the subject. For more details we refer to the books [3,4,18,35].
A.1 Definitions and notations

**Definition 7** Denote by $\Gamma^k$ the outgoing Green’s function for the homogeneous medium, i.e., the unique solution of the Helmholtz operator:

$$\left(\Delta + k^2\right) \Gamma^k(\cdot, y) = \delta_y(\cdot) \quad \text{in } \mathbb{R}^d,$$

satisfying the Sommerfeld radiation condition. In three dimensions, $\Gamma^k$ is given by

$$\Gamma^k(x, y) = -\frac{e^{ik|x-y|}}{4\pi |x-y|}, \quad x, y \in \mathbb{R}^3.$$

In two dimensions, it is given by

$$\Gamma^k(x, y) = \begin{cases} \frac{1}{2\pi} \log |x-y|, & \text{if } k = 0, \\ -i\frac{4}{H^{(1)}_0(k|x-y|)}, & \text{if } k > 0, \end{cases}$$

for $x, y \in \mathbb{R}^2$, where $H^{(1)}_0$ is the well-known Hankel function of the first kind and order 0.

**Lemma 5** The Hessian matrix of the outgoing fundamental solution in three dimensions $D^2 \Gamma^k(x, z) = (D)^3_{p,q=1}$ is with entries

$$D_{pp} = \frac{e^{ik|x-z|}}{4\pi |x-z|^{5}} \left[|x-z|^2 - 3(x_p - z_p)^2 + 3ik(x_p - z_p)^2|x-z| + k^2|x-z|^2 - ik|x-z|^3\right],$$

$$D_{pq} = \frac{e^{ik|x-z|}}{4\pi |x-z|^{5}} (x_p - z_p)(x_q - z_q) \left[-3 + 3ik|x-z| + k^2|x-z|^2\right], \quad \text{for } p \neq q.$$

**Definition 8** For a function $\phi \in L^2(\partial D)$, we define the single-layer potential by

$$S^k_D[\phi](x) = \int_{\partial D} \Gamma^k(x, y)\phi(y)\mathrm{d}\sigma(y), \quad x \in \mathbb{R}^d,$$

and the Neumann–Poincaré operator by

$$K^k_D^*[\phi](x) = \int_{\partial D} \frac{\partial \Gamma^k(x, y)}{\partial n(x)}\phi(y)\mathrm{d}\sigma(y), \quad x \in \partial D.$$

When $k = 0$, we just write $S_D$ and $K^*_D$ for simplicity.

A.2 The Calderón identity and symmetrisation of $K^*_D$

**Lemma 6** We recall the following classical results [10,24,35].

1. The following Plemelj’s symmetrisation principle identity (also known as Calderón) holds:

$$K_D S_D = S_D K^*_D \quad \text{on } H^{-\frac{1}{2}}(\partial D). \quad (27)$$

2. If $\partial D \in C^{1,\alpha}$, for some $\alpha > 0$, then $K^*_D$ is compact. Let $(\lambda_j, \varphi_j)_{j\in\mathbb{N}}$ be the eigenvalues and normalised eigenfunctions of $K^*_D$ in $\mathcal{H}^0(\partial D)$. Then $\lambda_j \in ]-1/2, 1/2]$, $\lambda_0 = 1/2$ and $\lambda_j \to 0$ as $j \to \infty$. 

\[ \text{Springer} \]
The operator $K^*_{D}$ is self-adjoint in the Hilbert space $\mathcal{H}^* (\partial D)$ which is $H^{-\frac{1}{2}} (\partial D)$ equipped with the following inner product:

$$\langle u, v \rangle_{\mathcal{H}^* (\partial D)} = \begin{cases} -\langle u, \tilde{S}_D[v] \rangle_{-\frac{1}{2}, \frac{1}{2}}, & d = 2, \\ -\langle u, S_D[v] \rangle_{-\frac{1}{2}, \frac{1}{2}}, & d = 3, \end{cases}$$

where

$$\tilde{S}_D[v] = \begin{cases} S_D[v] & \text{if } \langle v, \chi (\partial D) \rangle_{-\frac{1}{2}, \frac{1}{2}} = 0, \\ -\chi (\partial D) & \text{if } v = \phi_0, \end{cases}$$

with $\phi_0$ being the unique (in the case of a single particle) eigenfunction of $K_{D}^{*}$ associated with eigenvalue $1/2$ such that $\langle \phi_0, \chi (\partial D) \rangle_{-\frac{1}{2}, \frac{1}{2}} = 1$. Also, $\langle \cdot, \cdot \rangle_{-\frac{1}{2}, \frac{1}{2}}$ is the duality pairing between $H^{-\frac{1}{2}} (\partial D)$ and $H^{\frac{1}{2}} (\partial D)$.

4. From [10], we have the following extension of (27) in two dimensions:

$$K_D \tilde{S}_D = \tilde{S}_D K_{D}^{*} \text{ on } H^{-\frac{1}{2}} (\partial D).$$

5. Since $K_{D} [\chi (\partial D)] = \frac{1}{2} \chi (\partial D)$, it holds that

$$\int_{\partial D} \varphi_j = 0 \quad \text{for } j \neq 0.$$

6. The following trace formulae hold for $\phi \in H^{-\frac{1}{2}} (\partial D)$:

$$S_{D}^{k} [\phi]_{+} = S_{D}^{k} [\phi]_{-},$$

$$\frac{\partial S_{D}^{k} [\phi]}{\partial v} \bigg|_{\pm} = \left( \pm \frac{1}{2} I + K_{D}^{*} \right) [\phi],$$

where $I$ denotes the identity operator.

7. The following representation formula holds:

$$K_{D}^{*} [\phi] = \sum_{j=0}^{\infty} \lambda_j \langle \phi, \varphi_j \rangle_{\mathcal{H}^* (\partial D)} \varphi_j, \quad \forall \phi \in \mathcal{H}^* (\partial D).$$

**A.3 Invertibility of the boundary operators**

**Lemma 7** For $k$ small enough, the three-dimensional single-layer potential $S_{D}^{k} : H^{-1/2} (\partial D) \to H^{1/2} (\partial D)$ is invertible.

**Lemma 8** $S_D : H^{-1/2} (\partial D) \to H^{1/2} (\partial D)$ is invertible in three dimensions.

In two dimensions, the single-layer potential $S_D : H^{-1/2} (\partial D) \to H^{1/2} (\partial D)$ is, in general, not invertible. All the proofs for the following lemmas can be found in [6].

**Lemma 9** For $k$ small enough, the two-dimensional boundary operator $\hat{S}_{D}^{k} : \mathcal{H}^* (\partial D) \to \mathcal{H}^* (\partial D)$ defined as

$$\hat{S}_{D}^{k} [\phi] (x) = S_{D}^{0} [\phi] (x) + \eta_k \int_{\partial D} \phi (y) d\sigma (y),$$

(28)
is invertible and
\[
\left(\partial_{\mathcal{H}^s}^k\right)^{-1} = \tilde{S}^{-1}_D - \left(\hat{S}_D^{-1}[\cdot], \varphi_0\right)_{\mathcal{H}^s(\partial D)} \varphi_0 - \mathcal{U}_k,
\]
where \(\mathcal{U}_k = \frac{\left(\hat{S}_D^{-1}[\cdot], \varphi_0\right)_{\mathcal{H}^s(\partial D)}}{S_D[\varphi_0] + \eta_k} \varphi_0\) and \(\eta_k = (1/2\pi)(\log k + \gamma - \log 2) - i/4\), with the constant \(\gamma\) being the Euler constant. Note that \(\mathcal{U}_k = O(1/\log k)\).

**Lemma 10** For \(k\) small enough, the two-dimensional single-layer potential \(\partial_{\mathcal{H}^s}^k : \mathcal{H}^s(\partial D) \to \mathcal{H}^s(\partial D)\) is invertible.

**B Scaling properties for a finite volume particle**

For each function \(f\) defined on \(\partial D\), we define a corresponding function on \(\partial B\) by \(\tilde{f}(X) := f(z + \delta X)\).

**Lemma 11** It holds that
\[
\mathcal{K}_D^k[f](x) = \mathcal{K}_B^k[\tilde{f}](X),
\]
\[
\mathcal{S}_D^k[f](x) = \delta \mathcal{S}_B^k[\tilde{f}](X).
\]

**Lemma 12** For \(f, g\) defined on \(\partial D\), corresponding to \(\tilde{f}, \tilde{g}\), respectively, we have
\[
\langle f, g \rangle_{\mathcal{H}^s(\partial D)} = \begin{cases} 
\delta^2 \langle \tilde{f}, \tilde{g} \rangle_{\mathcal{H}^s(\partial B)}, & d = 2, \\
\delta^3 \langle \tilde{f}, \tilde{g} \rangle_{\mathcal{H}^s(\partial B)}, & d = 3,
\end{cases}
\]
\[
||f||_{\mathcal{H}^s(\partial D)} = \begin{cases} 
\delta ||\tilde{f}||_{\mathcal{H}^s(\partial B)}, & d = 2, \\
\delta^{3/2} ||\tilde{f}||_{\mathcal{H}^s(\partial B)}, & d = 3.
\end{cases}
\]

**Proof** In three dimensions, by straightforward calculations we have
\[
\langle f, g \rangle_{\mathcal{H}^s(\partial D)} = \int_{\partial D} f(x) \int_{\partial D} \frac{g(y)}{4\pi |x - y|} d\sigma(y) d\sigma(x)
\]
\[
= \delta^3 \int_{\partial B} f(z + \delta X) \int_{\partial B} \frac{g(z + \delta Y)}{4\pi |X - Y|} d\sigma(y) d\sigma(X)
\]
\[
= \delta^3 \langle \tilde{f}, \tilde{g} \rangle_{\mathcal{H}^s(\partial B)}.
\]

Hence, \(||f||_{\mathcal{H}^s(\partial D)} = \delta^{3/2} ||\tilde{f}||_{\mathcal{H}^s(\partial B)}\).

In the two-dimensional case we write \(\mathcal{H}^s(\partial D) = \mathcal{H}_0^s(\partial D) \oplus \{\mu \varphi_0, \mu \in \mathbb{C}\}\) and treat both cases: \(g\) belongs to either \(\mathcal{H}_0^s(\partial D)\) or \(\{\mu \varphi_0, \mu \in \mathbb{C}\}\). In the former case, we have
\[
\langle f, g \rangle_{\mathcal{H}^s(\partial D)} = -\frac{1}{2\pi} \int_{\partial D} f(x) \int_{\partial D} g(y) \log(|x - y|) d\sigma(y) d\sigma(x)
\]
\[
= -\frac{\delta^2}{2\pi} \int_{\partial B} f(z + \delta X) \int_{\partial B} g(z + \delta Y)(\log(\delta) + \log(|X - Y|)) d\sigma(Y) d\sigma(X)
\]
\[
= \delta^2 \langle \tilde{f}, \tilde{g} \rangle_{\mathcal{H}^s(\partial B)}.
\]
If \( g = \mu \varphi_0 \), we have
\[
(f, g)_{\mathcal{H}^s(\partial D)} = \int_{\partial D} \mu f(x) \, d\sigma(x) = \delta \int_{\partial B} \mu f(z + \delta X) \, d\sigma(X) = \delta^2 \langle \tilde{f}, \tilde{g} \rangle_{\mathcal{H}^s(\partial B)},
\]
where the last equality follows from the fact that \( \delta \tilde{\varphi}_0 \) is the (unique) eigenfunction of \( K_B^* \) associated with eigenvalue \( 1/2 \) such that \( \langle \delta \tilde{\varphi}_0, \chi(\partial B) \rangle_{-\frac{1}{2}, \frac{1}{2}} = 1 \). Hence, \( ||f||_{\mathcal{H}^s(\partial D)} = \delta ||\tilde{f}||_{\mathcal{H}^s(\partial B)} \). \hfill \Box

\section*{C Asymptotic expansions}

\subsection*{C.1 Asymptotic expansions of the boundary operators}

\begin{lemma}
1. The three-dimensional single-layer potential and its inverse admit the following expansions in the quasi–static limit \( k \delta \to 0 \):
\[
\mathcal{S}_B^{k\delta} = \mathcal{S}_B + k \delta \mathcal{S}_{B,1} + (k \delta)^2 \mathcal{S}_{B,2} + \mathcal{O} \left( (k \delta)^3 \right),
\]
\[
\left( \mathcal{S}_B^{k\delta} \right)^{-1} = \mathcal{S}_B^{-1} + k \delta \mathcal{B}_{B,1} + (k \delta)^2 \mathcal{B}_{B,2} + \mathcal{O} \left( (k \delta)^3 \right),
\]
where, for \( \phi \in H^{-\frac{1}{2}}(\partial B) \),
\[
\mathcal{S}_{B,j}[\phi](x) = -\frac{i}{4\pi} \int_{\partial B} \frac{(i|x-y|)^{j-1}}{j!} \phi(y) \, d\sigma(y), \quad x \in \mathbb{R}^3,
\]
for \( j \in \mathbb{N} \). Also \( \mathcal{B}_{B,1} = -\mathcal{S}_B^{-1} \mathcal{S}_{B,1} \mathcal{S}_B^{-1} \) and \( \mathcal{B}_{B,2} = -\mathcal{S}_B^{-1} \mathcal{S}_{B,2} \mathcal{S}_B^{-1} + \mathcal{S}_B^{-1} \mathcal{S}_{B,1} \mathcal{S}_B^{-1} \mathcal{S}_{B,1} \mathcal{S}_B^{-1} \).

2. The two-dimensional single-layer potential and its inverse admit the following expansions in the quasi–static limit \( k \delta \to 0 \):
\[
\mathcal{S}_B^{k\delta} = \mathcal{S}_B^{k\delta} + (k \delta)^2 \log(k \delta) \mathcal{S}_{B,1}^{(1)} + \mathcal{O} \left( (k \delta)^2 \right),
\]
\[
\left( \mathcal{S}_B^{k\delta} \right)^{-1} = \mathcal{L}_B + U_{k\delta} - (k \delta)^2 \log(k \delta) \mathcal{L}_B \mathcal{S}_{B,1}^{(1)} \mathcal{L}_B + \mathcal{O} \left( (k \delta)^2 \right),
\]
where, for \( \phi \in H^{-\frac{1}{2}}(\partial B) \),
\[
\mathcal{S}_{B,1}^{(1)}[\phi](x) = -\frac{1}{8\pi} \int_{\partial B} |x-y|^2 \phi(y) \, d\sigma(y), \quad x \in \mathbb{R}^2.
\]

Also \( \mathcal{P}_{\mathcal{H}^s_0} \) is the orthogonal projection onto \( \mathcal{H}^s_0 \), \( \mathcal{L}_B = \mathcal{P}_{\mathcal{H}^s_0} \mathcal{S}_B^{-1} \).

3. The Neumann–Poincaré operator in three dimensions admits the following expansion in the quasi–static limit
\[
K_B^{-k\delta, *} = K_B^{-k\delta} + (k \delta)^2 \mathcal{K}_B^{-k\delta} + \mathcal{O} \left( (k \delta)^3 \right),
\]
where, for \( \phi \in H^{-\frac{1}{2}}(\partial B) \),
\[
\mathcal{K}_{B,2}^*[\phi](x) = \frac{1}{8\pi} \int_{\partial B} (x-y) \cdot \nu(x) \, \frac{\phi(y) \, d\sigma(y)}{|x-y|}, \quad x \in \partial B.
\]
4. The Neumann–Poincaré operator in two dimensions admits the following expansion in the quasi-static limit
\begin{equation}
K^{k\delta,*}_B = K^* - (k\delta)^2 \log(k\delta) K^{(1)}_{B,1} + O \left( (k\delta)^2 \right),
\end{equation}
where, for \( \phi \in H^{-\frac{1}{2}}(\partial B) \),
\begin{equation}
K^{(1)}_{B,1}[\phi](x) = -\frac{1}{8\pi} \int_{\partial B} \frac{\partial |x-y|^2}{\partial y_x} \phi(y) d\sigma(y), \quad x \in \partial B.
\end{equation}

Proof The proof can be found in [6].

\section{C.2 Proof of lemma 1}

Proof Recall that
\begin{equation}
\mathcal{A}^{\omega\delta c^{-1}}_B = \frac{1}{\epsilon_m} \left( \frac{1}{2} I + K^*_B \right) + \frac{1}{\epsilon_c} \left( \frac{1}{2} I - K^*_B \right) \left( S^{k\delta}_B \right)^{-1} S^{k\delta}_B.
\end{equation}
For the three-dimensional case, using Lemma 13 we have by straightforward calculations
\begin{align*}
\mathcal{A}^{\omega\delta c^{-1}}_B &= \frac{1}{\epsilon_m} \left[ \frac{1}{2} I + K^*_B + (k\delta)^2 K_{B,2} \right] + \frac{1}{\epsilon_c} \left[ \frac{1}{2} I - K^*_B - (k\delta)^2 K_{B,2} \right] \\
&\quad \times \left[ S^{-1}_B + (k\delta) B_{B,1} + (k\delta)^2 B_{B,2} \right] \\
&\quad \times \left[ S_B + (k\delta) S_{B,1} + (k\delta)^2 S_{B,2} \right] + O \left( (\omega\delta c^{-1})^3 \right) \\
&= \frac{1}{2} \left( \frac{1}{\epsilon_c} + \frac{1}{\epsilon_m} \right) I - \left( \frac{1}{\epsilon_c} - \frac{1}{\epsilon_m} \right) K^*_B - \frac{(k\delta)^2}{\epsilon_c} k\delta B_{B,2} \\
&\quad + \frac{1}{\epsilon_c} \left( \frac{1}{2} - K^*_B \right) \left( k\delta S^{-1}_B S_{B,1} + (k\delta)^2 S^{-1}_B S_{B,2} \right) \\
&\quad - k\delta S^{-1}_B S_{B,1} - (k\delta k\delta S^{-1}_B S_{B,1} S_{B,1} S_{B,1} + (k\delta)^2 S^{-1}_B S_{B,1} S_{B,1} S_{B,1}, \\
&\quad + (k\delta)^2 S^{-1}_B S_{B,2} \right) + O \left( (\omega\delta c^{-1})^3 \right) \\
&= \mathcal{A}^{0}_{B} + \frac{1}{\epsilon_c} \left( \frac{1}{2} I - K^*_B \right) \frac{(k\delta)^2}{\epsilon_m} S^{-1}_B S_{B,2} + O \left( (\omega\delta c^{-1})^3 \right) \\
&= \mathcal{A}^{0}_{B} + (\omega\delta c^{-1})^2 \frac{\epsilon_m - \epsilon_c}{\epsilon_m \epsilon_c} \left( \frac{1}{2} I - K^*_B \right) S^{-1}_B S_{B,2} + O \left( (\omega\delta c^{-1})^3 \right)
\end{align*}
where we used \( S^{-1}_B S_B = I \) and
\begin{equation}
\left( \frac{1}{2} I - K^*_B \right) S^{-1}_B S_{B,1} = 0.
\end{equation}

For the two-dimensional case, we have
\begin{align*}
\frac{1}{2} I - k\delta^2 k\delta^* B_{B,2} &= \frac{1}{2} I - k\delta^2 k\delta^* B_{B} - (k\delta)^2 \log(k\delta) K^{(1)}_{B,1} + O \left( (k\delta)^2 \right), \\
\left( S^{k\delta}_B \right)^{-1} &= L_B + U_{k\delta} - (\omega\delta c^{-1})^2 \log (\omega\delta c^{-1}) \frac{\epsilon_c}{\epsilon_m} L_B S^{1}_{B,1} L_B + O \left( (\omega\delta c^{-1})^2 \right), \\
S^{k\delta}_B &= S_B + Y_{k\delta} - (\omega\delta c^{-1})^2 \log (\omega\delta c^{-1}) S^{1}_{B,1} + O \left( (\omega\delta c^{-1})^2 \right).
\end{align*}
Also, $\mathcal{L}_B \gamma_{km}^\delta = \mathcal{P}_{\gamma_0^m} S_B^{-1} \gamma_{km}^\delta = 0$, where

$$\gamma_{km}^\delta [\psi] = \langle \psi, \tilde{\phi}_0 \rangle_{\mathcal{H}^* (S_B [\tilde{\phi}_0]) + \chi (\partial B) + \eta_{km}^\delta}.$$ 

Hence,

$$(S_{km}^k - 1) S_B^{km} = \mathcal{P}_{\gamma_0^m} + \mathcal{U}_{km, \delta} S_B + \mathcal{U}_{km, \delta} Y_{km} + (\omega \delta c^{-1})^2 \log (\omega \delta c^{-1}) \mathcal{L}_B S_{D, 1}^{(1)} \left( I - \frac{\varepsilon_c}{\varepsilon_m} \mathcal{P}_{\gamma_0^m} \right) + \mathcal{O} \left((\omega \delta c^{-1})^2\right).$$

We have that

$$\left(\frac{1}{2} I - K_B^* \right) \mathcal{U}_{km, \delta} = \frac{S_{km}^{-1} [\cdot, \tilde{\phi}_0]}{S_B [\tilde{\phi}_0] + \eta_{km}} \left(\frac{1}{2} \tilde{\phi}_0 - K_B^* [\tilde{\phi}_0]\right) = 0.$$

\[\square\]

**C.3 Proof of Lemma 4**

**Proof** Using the Taylor expansion

$$\Gamma_{km} (z + \delta X, y) \bigg|_{X \in \partial B} = \Gamma_{km} (z, y) + \delta X \cdot \nabla \Gamma_{km} (z, y) + \delta^2 X^T D_X \Gamma_{km} (z, y) X + \cdots,$$

we compute, for $X \in \partial B$,

$$\tilde{F} (X) = \tilde{F}_2 (X) + \frac{1}{\delta \varepsilon_c} \left(\frac{1}{2} I - K_B^{km, \delta} \right) \left( S_{km}^{-1} \right) \left[ \tilde{F}_1 (X) \right] = -\frac{1}{\delta \varepsilon_m} \frac{\partial \Gamma_{km} (z + \delta X, y)}{\partial v_X} - \frac{1}{\delta \varepsilon_c} \left(\frac{1}{2} I - K_B^* \right) \left( S_{km}^{-1} \right) \Gamma_{km} (z + \delta X, y)$$

$$\times \left( S_{km}^{-1} \right) \left[ \Gamma_{km} (z + \delta X, y) \right] + \mathcal{O} (\omega^2 \delta c^{-2})$$

$$= -\frac{1}{\varepsilon_m} v_X \cdot \nabla \Gamma_{km} (z, y) - \frac{1}{\delta \varepsilon_c} \left(\frac{1}{2} I - K_B^* \right) S_{km}^{-1} \Gamma_{km} (z + \delta X, y)$$

$$= -\frac{1}{\varepsilon_m} v_X \cdot \nabla \Gamma_{km} (z, y) - \frac{1}{\varepsilon_c} \frac{\Gamma_{km} (z, y)}{\partial v_X} \left(\frac{1}{2} I - K_B^* \right) S_{km}^{-1} \Gamma (\partial B) + \mathcal{O} (\omega^2 \delta c^{-2})$$

$$= -\frac{\nabla \Gamma_{km} (z, y)}{v_X} + \frac{1}{\varepsilon_c} \left(\frac{1}{2} I - K_B^* \right) S_{km}^{-1} [X] + \mathcal{O} (\omega^2 \delta c^{-2}),$$

where we used $\left(\frac{1}{2} I - K_B^* \right) S_{B, 1}^{-1} [X (\partial B)] = 0$ and $\left(\frac{1}{2} I - K_B^* \right) S_{B, 1}^{-1} = 0$. It is immediate to see that $\left(\frac{1}{2} I - K_B^* \right) S_{km}^{-1} [X] = -v_X$, indeed assuming there exists $\phi \in \mathcal{H}^* (\partial B)$ such that $S_{B, 1}^{-1} = \phi$, then $S_B [\phi] = X$, and $\partial S_B [\phi] / \partial v_X \bigg|_\partial = v_X$ which is equivalent to $\left(\frac{1}{2} I - K_B^* \right) [\phi] = -v_X$ using jump conditions. 

\[\square\]
C.4 Proof of Lemma 15

Proof Using the Taylor expansion
\[ e^{ik_m d\cdot(z+\delta X)} = e^{ik_m d\cdot z} + \frac{i\omega}{c}[\mathbf{d} \cdot \delta X] e^{ik_m d\cdot z} + \mathcal{O}((k_m\delta)^2), \]
we compute, for \( X \in \partial B, \)
\[ \tilde{F}(X) = \tilde{F}_2(X) + \frac{1}{\delta \epsilon_c} \left( \frac{1}{2} I - \mathcal{K}_B^{k,\delta,\nu} \right) \left( S_B^{k,\delta} \right)^{-1} [\tilde{F}_1](X) \]
\[ = -\frac{1}{\delta \epsilon_m} \frac{\partial e^{ik_m d\cdot(z+\delta X)}}{\partial \nu_X} - \frac{1}{\delta \epsilon_c} \left( \frac{1}{2} I - \mathcal{K}_B^{k} + \mathcal{O}((k_c\delta)^2 \log(k_c\delta)) \right) \]
\[ \quad \left( \mathcal{L}_B + \mathcal{U}_{k,\delta} + \mathcal{O}((k_c\delta)^2 \log(k_c\delta)) \right) \left[ e^{ik_m d\cdot(z+\delta X)} \right] \]
\[ = -\frac{1}{\delta \epsilon_m} \nu_X \cdot \nabla e^{ik_m d\cdot z} - \frac{1}{\delta \epsilon_c} \left( \frac{1}{2} I - \mathcal{K}_B^{k} \right) \tilde{S}_B^{-1} \left[ e^{ik_m d\cdot(z+\delta X)} \right] \]
\[ + \mathcal{O} \left( \omega^2 \delta c^{-2} \log (\omega \delta c^{-1}) \right) \]
\[ = -\frac{1}{\epsilon_m} \nu_X \cdot \nabla e^{ik_m d\cdot z} - \frac{1}{\epsilon_c} \nabla e^{ik_m d\cdot z} - \frac{1}{\epsilon_c} \nu_X \cdot \nabla e^{ik_m d\cdot z} + \mathcal{O} \left( \omega^2 \delta c^{-2} \log (\omega \delta c^{-1}) \right), \]
where we used \((\frac{1}{2} I - \mathcal{K}_B^{k}) \tilde{S}_B^{-1} [\chi(\partial B)] = 0\) and \((\frac{1}{2} I - \mathcal{K}_B^{k}) \mathcal{U}_{k,\delta} = 0\). It is immediate to see that \((\frac{1}{2} I - \mathcal{K}_B^{k}) \tilde{S}_B^{-1} [X] = -\nu_X, \) indeed assuming there exists \( \phi \in \mathcal{H}^s(\partial B) \) such that \( \tilde{S}_B^{-1} [X] = \phi, \) then \( \tilde{S}_B[\phi] = X \) so \( \partial \tilde{S}_B[\phi]/\partial \nu_X|_\partial = \nu_X \) and using jump conditions for \( \phi \neq \varphi \) we get \( \partial \tilde{S}_B[\phi]/\partial \nu_X|_\partial = \partial S_B[\phi]/\partial \nu_X|_\partial = (\frac{1}{2} I + \mathcal{K}_B^{k}) [\phi] = \nu_X. \)

\[ \square \]

D Proof of Theorem 5

We need the following lemma:

Lemma 14 The Hankel function has the following asymptotics as \( x \to +\infty: \)
\[ H_0^{(1)}(x) = \sqrt{\frac{2}{\pi x}} e^{i(x-\pi/4)} + \mathcal{O} \left( \frac{1}{x} \right). \]

For \( x \) large and \( y \in \partial D: \)
\[ \tilde{S}_B^\partial [\varphi_j] (x) = -\frac{i}{4} \int_{\partial D} H_0^{(1)} (\omega c^{-1} |x-y|) \varphi_j(y) d\sigma(y) \]
\[ \sim -\frac{i \sqrt{2}}{4 \sqrt{\pi}} \int_{\partial D} \frac{e^{i(\omega c^{-1}|x-y|-\pi/4)}}{\sqrt{\omega c^{-1}|x-y|}} \varphi_j(y) d\sigma(y). \]
Lemma 15 As $\omega \delta c^{-1} \to 0$, $F$ defined in (7) admits the following asymptotic expansion:

$$F(x) = \frac{f(\omega)}{\delta} \left[ i\omega \delta c^{-1} e^{i\omega c^{-1} d \cdot z} \left( \frac{1}{\varepsilon c} - \frac{1}{\varepsilon_m} \right) d \cdot v_x + O \left( (\omega \delta c^{-1})^2 \log (\omega \delta c^{-1}) \right) \right], \quad x \in \partial D.$$ 

Proof See Appendix C.4. □

Lemma 16 As $\omega \delta c^{-1} \to 0$, the scalar field admits the following asymptotic expansion:

$$u^{\text{sca}}(x, \omega) \approx \frac{e^{-i \pi/4}}{\sqrt{8 \pi c}} \sum_{j=1}^{J} \{d \cdot v, \varphi_j\}_{\mathcal{H}^{\infty}(\partial D)} \Xi_j(x, \omega),$$

where the modes $\Xi_j$ are defined by

$$\Xi_j(x, \omega) := \int_{\partial D} \frac{\varphi_j(y)}{\sqrt{|x - y|}} \frac{f(\omega) \sqrt{\omega}}{(\lambda(\omega) - \lambda_j(\omega \delta))} e^{i\omega c^{-1}(|x - y| + d \cdot z)} d\sigma(y),$$

and $\lambda_j(\omega \delta) := \lambda_j - (\omega \delta)^2 \log \left( (\omega \delta c^{-1})^2 \right).$

Proof Since $\langle \varphi, \varphi_0 \rangle_{\mathcal{H}^{\infty}(\partial D)} = 0$, the zeroth term vanishes in the summation. □

The goal of this section is to establish a resonance expansion for the low-frequency part of the scattered field in the time domain. Introduce, for $0 < \epsilon < \rho$, the truncated inverse Fourier transform of the scattered field $u^{\text{sca}}$ given by

$$P_{\rho, \epsilon} \left[ \hat{u}^{\text{sca}} \right](x, t) = \int_{-\rho}^{-\epsilon} u^{\text{sca}}(x, \omega) e^{-i \omega t} d\omega + \int_{\epsilon}^{\rho} u^{\text{sca}}(x, \omega) e^{-i \omega t} d\omega.$$ 

Recall that $z$ is the centre of the resonator and $\delta$ its radius. Let us define

$$t_0^\pm(d, x) := \frac{1}{c} (|x - z| + d \cdot z \pm 2 \delta) \pm C_1,$$

the time it takes to the signal to reach first the scatterer and then observation point $x$. The term $\pm 2 \delta/c$ accounts for the maximal timespan spent inside the particle.

Proof We have

$$P_{\rho, \epsilon} \left[ \hat{u}^{\text{sca}} \right](x, t) \sim \sum_{j=1}^{J} \frac{e^{-i \pi/4}}{\sqrt{8 \pi c}} \{d \cdot v, \varphi_j\}_{\mathcal{H}^{\infty}(\partial D)} \left[ \int_{-\rho}^{-\epsilon} \Xi_j(x, \omega) e^{-i \omega t} d\omega + \int_{\epsilon}^{\rho} \Xi_j(x, \omega) e^{-i \omega t} d\omega \right].$$

(31)

For $j \geq 1$, let us compute the contribution of one mode $\Xi_j(x, \omega)$. We want to apply the residue theorem to get an asymptotic expansion in the time domain. Note that:

$$\int_{-\rho}^{-\epsilon} \Xi_j(x, \omega) e^{-i \omega t} d\omega + \int_{\epsilon}^{\rho} \Xi_j(x, \omega) e^{-i \omega t} d\omega = \oint_{C^\pm_{\rho}} \Xi_j(x, \Omega) e^{-i \Omega t} d\Omega - \int_{C^\pm_{\rho}} \Xi_j(x, \Omega) e^{-i \Omega t} d\Omega - \int_{C^\pm_{\epsilon}} \Xi_j(x, \Omega) e^{-i \Omega t} d\Omega,$$

where the integration contours $C^\pm_{\rho}$ and $C^\pm_{\epsilon}$ are semi-circular arcs of radius $\rho$ and $\epsilon$, respectively, in the upper (+) or lower (-) half-planes, and $C^\pm$ is the closed contour defined as...
depends on the size of the particle via the hypothesis \( \rho \). The usual way to go forward from here is to take the limit \( \rho \rightarrow \infty \) and get that the limit of the integral on the semi-circle is zero. As in the three-dimensional case, we work in the quasi-static approximation here, and our modal expansion is not uniformly valid for all frequencies.

The integral on the closed contour is the main contribution to the scattered field by the mode and can be computed using the residue theorem to get, for \( \rho \geq \max_{j\in[1,\ldots,J]} \Im[\Omega_j^+(\delta)] \) and \( 0 < \epsilon \leq \min_{j\in[1,\ldots,J]} \Im[\Omega_j^+(\delta)] \),
\[
\oint_{C} \Xi_j(x, \Omega)e^{-i\Omega t} d\Omega = 0,
\]
\[
\oint_{C} \Xi_j(x, \Omega)e^{-i\Omega t} d\Omega = 2\pi i \text{Res} \left( \Xi_j(x, \Omega) e^{-i\Omega t}, \Omega_j^+(\delta) \right).
\]

Since \( \Omega_j^+(\delta) \) is a simple pole of \( \omega \mapsto \frac{1}{\lambda(\omega) - \lambda_j(\omega\delta)} \) we can write:
\[
\oint_{C} \Xi_j(x, \Omega)e^{-i\Omega t} d\Omega = 2\pi i \text{Res} \left( \Xi_j(x, \Omega), \Omega_j^+(\delta) \right) e^{-i\Omega_j^+(\delta)t}.
\]

To compute the integrals on the semi-circle, we introduce:
\[
X_j(y, \Omega) = \frac{\varphi_j(y)}{\sqrt{|x-y|}} \frac{\sqrt{\omega}}{\lambda(\omega) - \lambda_j} \quad y \in \partial D.
\]

Given the regularity of the input signal \( \hat{f} \in C_0^\infty([0, C_1]) \), the Paley-Wiener theorem [46, p.161] ensures decay properties of its Fourier transform at infinity. For all \( N \in \mathbb{N}^* \) there exists a positive constant \( C_N \) such that for all \( \Omega \in \mathbb{C} \)
\[
|f(\Omega)| \leq C_N (1 + |\Omega|)^{-N} e^{C_1|\Im(\Omega)|}.
\]

Let \( T := (|x - y| + d \cdot z)/c \). We now rewrite the integrals on the large semi-circle
\[
\int_{C_\rho^+} \Xi_j(x, \Omega)e^{-i\Omega t} d\Omega = \int_{C_\rho^+} f(\Omega) \int_{\partial D} X_j(y, \Omega)e^{i\Omega(T-t)} d\sigma(y) d\Omega.
\]

We have that \( t_0^- + C_1 \leq T \leq t_0^+ - C_1 \). Two cases arise. \textit{Case 1}: For \( 0 < t < t_0^- \), i.e., when the signal emitted at \( s \) has not reached the observation point \( x \), we choose the upper-half integration contour \( C^+ \). Transforming into polar coordinates, \( \Omega = \rho e^{i\theta} \) for \( \theta \in [0, \pi] \), we get:
\[
|e^{i\Omega(T-t)}| \leq e^{-((t_0^- - t + C_1)\Im(\Omega))} \quad \forall y \in \partial D,
\]
and
\[
\left| \int_{C_\rho^+} \Xi_j(x, \Omega)e^{-i\Omega t} d\Omega \right| \leq \int_{0}^{\pi} \rho \left| f(\rho e^{i\theta}) \right| e^{-\rho(t_0^- - t + C_1)\sin \theta} \int_{\partial D} |X_j(y, \rho e^{i\theta})| d\sigma(y) d\theta,
\]
\[
\leq \rho C_N (1 + \rho)^{-N} \max_{\theta \in [0, \pi]} \left| X_j(\cdot, \rho e^{i\theta}) \right|_{L^\infty(\partial D)} \frac{1 - e^{-\rho(t_0^- - t)}}{\rho(t_0^- - t)},
\]
where we used that for \( \theta \in [0, \pi/2] \), we have \( \sin \theta \geq 2\theta/\pi \geq 0 \) and \( -\cos \theta \leq -1 + 2\theta/\pi \). The usual way to go forward from here is to take the limit \( \rho \rightarrow \infty \), and get that the limit of the integral on the semi-circle is zero. As in the three-dimensional case, we work in the quasi-static approximation here, and our modal expansion is not uniformly valid for all frequencies.

So we have to work with a fixed maximum frequency \( \rho \). However, the maximum frequency \( \rho \) depends on the size of the particle via the hypothesis \( \rho \leq c\delta^{-1} \). Since \( N \) can be taken
arbitrarily large and that $X_j$ behaves like a polynomial in $\rho$ whose degree does not depend on $j$, we get that, uniformly for $j \in [1, J]$:

$$\int_{C^+_{\rho}} \Xi_j(x, \Omega)e^{-i\Omega t}d\Omega = \mathcal{O} \left( \frac{\delta}{t_0 - t} \rho^{-N} \right).$$

For the upper-half semi-circle of radius $\epsilon$, we also transform into polar coordinates with the change of variable $\Omega = e^{i\theta}$, for $\theta \in [0, \pi]$, and get:

$$\int_{C^+_{\rho}} \Xi_j(x, \Omega)e^{-i\Omega t}d\Omega \leq \epsilon C_N (1 + \rho)^{-N} \delta \max_{\theta \in [0, \pi]} \left| X_j \left( \cdot, e^{i\theta} \right) \right|_{L^\infty(\partial D)} \frac{\pi}{\epsilon} \frac{1 - e^{-e^{i(t_0 - t)}}}{t_0 - t}.$$  

Case 2: For $t > t_0^+$, we choose the lower-half integration contour $C^-$. Transforming into polar coordinates, $\Omega = \rho e^{i\theta}$ for $\theta \in [\pi, 2\pi]$, we get:

$$\left| e^{i\Omega(t - t)} \right| \leq e^{(t - t_0^- - C)} \forall y \in \partial D^2,$$

and

$$\int_{C^-_{\rho}} \Xi_j(x, \Omega)e^{-i\Omega t}d\Omega \leq \int_{\pi}^{2\pi} \rho \left| f \left( \rho e^{i\theta} \right) e^{\rho(t - t_0)} \sin \theta \int_{\partial D} \left| X_j \left( y, \rho e^{i\theta} \right) \right| d\sigma(y) d\theta, \right.$$  

$$\leq \rho C_N (1 + \rho)^{-N} \delta \max_{\theta \in [\pi, 2\pi]} \left| X_j \left( \cdot, \rho e^{i\theta} \right) \right|_{L^\infty(\partial D)} \frac{\pi}{\rho} \frac{1 - e^{-\rho(t - t_0^+)}}{\rho(t - t_0^+)}.$$  

Exactly as in Case 1, we cannot take the limit $\rho \to \infty$. However, the maximum frequency $\rho$ depends on the size of the particle via the hypothesis $\rho \leq c\delta^{-1}$. Using the fact that $N$ can be taken arbitrarily large and that $X_j$ behaves like a polynomial in $\rho$ whose degree does not depend on $j$, we get that, uniformly for $j \in [1, J]$:

$$\int_{C^-_{\rho}} \Xi_j(x, \Omega)e^{-i\Omega t}d\Omega = \mathcal{O} \left( \frac{\delta}{t} \rho^{-N} \right).$$

For the lower-half semi-circle of radius $\epsilon$, we also transform into polar coordinates with the change of variable $\Omega = e^{i\theta}$, for $\theta \in [0, \pi]$, and get:

$$\int_{C^-_{\epsilon}} \Xi_j(x, \Omega)e^{-i\Omega t}d\Omega \leq \epsilon C_N (1 + \rho)^{-N} \delta \max_{\theta \in [\pi, 2\pi]} \left| X_j \left( \cdot, \epsilon e^{i\theta} \right) \right|_{L^\infty(\partial D)} \frac{1 - e^{-\epsilon(t - t_0^+)}}{\epsilon(t - t_0^+)}.$$  

The result of Theorem 5 is obtained by summing the contribution of all the modes. \hfill \square

References

1. Ammari, H., Deng, Y., Millien, P.: Surface plasmon resonance of nanoparticles and applications in imaging. Arch Ration Mech Anal 220(1), 109–153 (2016)
2. Ammari, H., Fitzpatrick, B., Kang, H., Ruiz, M., Yu, S., Zhang, H.: Mathematical and Computational Methods in Photonics and Phononics, vol. 235. Mathematical Surveys and Monographs (2018)
3. Ammari, H., Garnier, J., Jing, W., Kang, H., Lim, M., Solna, K., Wang, H.: Mathematical and Statistical Methods for Multistatic Imaging, vol. 2098. Springer, Berlin (2013)
4. Ammari, H., Kang, H.: Polarization and Moment Tensors With Applications to Inverse Problems and Effective Medium Theory, vol. 162. Springer, New York (2007)
5. Ammari, H., Millien, P.: Shape and size dependence of dipolar plasmonic resonance of nanoparticles. J Math. Pures Appl. (2018). https://doi.org/10.1016/j.matpur.2018.12.001

Springer
6. Ammari, H., Millien, P., Ruiz, M., Zhang, H.: Mathematical analysis of plasmonic nanoparticles: the scalar case. Arch. Ration. Mech. Anal. 224(2), 597–658 (2017)
7. Ammari, H., Putinar, M., Ruiz, M., Yu, S., Zhang, H.: Shape reconstruction of nanoparticles from their associated plasmonic resonances. J. Math. Pures Appl. 122, 23–48 (2019)
8. Ammari, H., Ruiz, M., Yu, S., Zhang, H.: Mathematical analysis of plasmonic resonances for nanoparticles: the full Maxwell equations. J. Differ. Equ. 261(6), 3615–3669 (2016)
9. Ammari, H., Ruiz, M., Yu, S., Zhang, H.: Reconstructing fine details of small objects by using plasmonic spectroscopic data. SIAM J. Imaging Sci. 11(1), 1–23 (2018). https://doi.org/10.1137/17M1126540
10. Ando, K., Kang, H.: Analysis of plasmon resonance on smooth domains using spectral properties of the Neumann–Poincaré operator. J. Math. Anal. Appl. 435(1), 162–178 (2016)
11. Ando, K., Kang, H., Miyanishi, Y.: Exponential decay estimate of the eigenvalues for the Neumann–Poincare operator on analytic boundaries in two dimensions. J. Integral Equ. Appl. 30(4), 473–489 (2018). https://doi.org/10.1216/JIE-2018-30-4-473
12. Ando, K., Kang, H., Miyanishi, Y., Nakazawa, T.: Surface localization of plasmons in three dimensions and convexity. arXiv (2020)
13. Ando, K., Kang, H., Miyanishi, Y., Putinar, M.: Spectral analysis of Neumann–Poincaré operator. arXiv (2020)
14. Binkowski, F., Betz, F., Colom, R., Hammerschmidt, M., Zschiedrich, L., Burger, S.: Quasinormal mode expansion of optical far-field quantities. Phys. Rev. B 102, 035432 (2020). https://doi.org/10.1103/PhysRevB.102.035432
15. Chen, P.Y., Bergman, D.J., Sivan, Y.: Generalizing normal mode expansion of electromagnetic green’s tensor to open systems. Phys. Rev. Appl. 11, 044018 (2019). https://doi.org/10.1103/PhysRevApplied.11.044018
16. Cognée, K., Yan, W., La China, F., Balestrì, D., Intonti, F., Gurioli, M., Koenderink, A., Lalanne, P.: Mapping complex mode volumes with cavity perturbation theory. Optica 6(3), 269–273 (2019)
17. Colom, R., McPhedran, R., Stout, B., Bonod, N.: Modal expansion of the scattered field: causality, nondivergence, and nonresonant contribution. Phys. Rev. B 98, 085418 (2018). https://doi.org/10.1103/PhysRevB.98.085418
18. Colton, D., Kress, R.: Integral Equation Methods in Scattering Theory, vol. 72. SIAM, Philadelphia (2013)
19. Costabel, M., Darrigrand, E., Koné, E.H.: Volume and surface integral equations for electromagnetic scattering by a dielectric body. J. Comput. Appl. Math. 234(6), 1817–1825 (2010)
20. Demailly, J.P.: Complex Analytic and Differential Geometry. Princeton, Citeseer (1997)
21. Doost, M.B., Langbein, W., Muljarov, E.A.: Resonant-state expansion applied to three-dimensional open optical systems. Phys. Rev. A 90, 013834 (2014). https://doi.org/10.1103/PhysRevA.90.013834
22. Ge, R.C., Hughes, S.: Design of an efficient single photon source from a metallic nanorod dimer: a quasi-normal mode finite-difference time-domain approach. Opt. Lett. 39(14), 4235–4238 (2014). https://doi.org/10.1364/OL.39.004235
23. Ji, Y.G., Kang, H.: A concavity condition for existence of a negative value in Neumann–Poincaré spectrum in three dimensions. Proc. Am. Math. Soc. 147, 3431–3438 (2019)
24. Khavinson, D., Putinar, M., Shapiro, H.S.: Poincaré’s variational problem in potential theory. Arch. Ration. Mech. Anal. 185(1), 143–184 (2007)
25. Kokkotas, K.D., Schmidt, B.G.: Quasi-normal modes of stars and black holes. Living Rev. Relativ. 2, 1433–8351 (1999)
26. Kristensen, P.T., Ge, R.C., Hughes, S.: Normalization of quasi-normal modes in leaky optical cavities and plasmonic resonators. Phys. Rev. A 92, 053810 (2015). https://doi.org/10.1103/PhysRevA.92.053810
27. Lagrange, J.L.: Traité de la résolution des équations numériques. Paris (1798)
28. Lalanne, P., Yan, W., Vynck, K., Sauvan, C., Hugonin, J.P.: Light interaction with photonic and plasmonic resonances. Laser Photon. Rev. 12, 12 (2018)
29. Leung, P.T., Pang, K.M.: Completeness and time-independent perturbation of morphology-dependent resonances in dielectric spheres. J. Opt. Soc. Am. B 13(5), 805–817 (1996). https://doi.org/10.1364/JOSAB.13.000805
30. Miyanishi, Y.: Weyl’s law for the eigenvalues of the Neumann–Poincaré operator in three dimensions: Willmore energy and surface geometry. arXiv:1806.03657 (arXiv preprint) (2018)
31. Moiola, A., Spence, E.A.: Acoustic transmission problems: wavenumber-explicit bounds and resonance-free regions. Math. Models Methods Appl. Sci. 29(02), 317–354 (2019)
32. More, R.M.: Theory of decaying states. Phys. Rev. A 4, 1782–1790 (1971). https://doi.org/10.1103/PhysRevA.4.1782
34. Muljarov, E.A., Langbein, W., Zimmermann, R.: Brillouin–Wigner perturbation theory in open electro-
magnetic systems. EPL (Europhys. Lett.) 92(5), 50010 (2010). https://doi.org/10.1209/0295-5075/92/
50010
35. Nédélec, J.C.: Acoustic and Electromagnetic Equations: Integral Representations for Harmonic Problems,
vol. 144. Springer, Berlin (2001)
36. Ordal, M.A., Long, L.L., Bell, R.J., Bell, S.E., Bell, R.R., Alexander, R.W., Ward, C.A.: Optical properties
of the metals Al, Co, Cu, Au, Fe, Pb, Ni, Pt, Ag, Ti, and W in the infrared and far infrared. Appl. Opt.
22(7), 1099–1119 (1983). https://doi.org/10.1364/AO.22.001099
37. Pick, A., Zhen, B., Miller, O.D., Hsu, C.W., Hernandez, F., Rodriguez, A.W., Soljačić, M., Johnson, S.G.:
General theory of spontaneous emission near exceptional points. Opt. Express 25(11), 12325–12348
(2017). https://doi.org/10.1364/OE.25.012325
38. Powell, D.A.: Resonant dynamics of arbitrarily shaped meta-atoms. Phys. Rev. B 90, 075108 (2014).
https://doi.org/10.1103/PhysRevB.90.075108
39. Schnitzer, O.: Geometric quantization of localized surface plasmons. IMA J. Appl. Math. 84(4), 813–832
(2019). https://doi.org/10.1093/imamat/hxz016
40. Sirenko, Y.K., Ström, S., Yashina, N.P.: Modeling and Analysis of Transient Processes in Open Resonant
Structures: New Methods and Techniques, vol. 122. Springer, Berlin (2007)
41. Stout, B., Colom, R., Bonod, N., McPhedran, R.: Eigenstate normalization for open and dispersive systems.
arXiv:1903.07183 (arXiv preprint) (2019)
42. Stout, B., McPhedran, R.: Egocentric physics: just about Mie. EPL (Europhys. Lett.) 119(4), 44002
(2017). https://doi.org/10.1209/0295-5075/119/44002
43. Vial, B., Zolla, F., Nicolet, A., Commandré, M.: Quasimodal expansion of electromagnetic fields in
open two-dimensional structures. Phys. Rev. A 89, 023829 (2014). https://doi.org/10.1103/PhysRevA.
89.023829
44. Wang, H.: Shape identification in electro-sensing. https://github.com/yanncalec/SIES (2013)
45. Yan, W., Faggiani, R., Lalanne, P.: Rigorous modal analysis of plasmonic nanoresonators. Phys. Rev. B
97, 205422 (2018). https://doi.org/10.1103/PhysRevB.97.205422
46. Yosida, K.: Functional Analysis. Classics in Mathematics, 6th edn. Springer, Berlin (1995)
47. Zambrana-Puyalto, X., Bonod, N.: Purcell factor of spherical Mie resonators. Phys. Rev. B 91, 195422
(2015). https://doi.org/10.1103/PhysRevB.91.195422
48. Zaremba, S.: Les fonctions fondamentales de M. Poincaré et la méthode de Neumann pour une frontière
compouée de polygones curvilignes. J. Math. Pures Appl. 10, 395–444 (1904). http://eudml.org/doc/
234352
49. Zworski, M.: Resonances in physics and geometry. Not. AMS 46(3), 319–328 (1999)