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Abstract. For a Legendrian knot, $L \subset \mathbb{R}^3$, with a chosen Morse complex sequence (MCS) we construct a differential graded algebra (DGA) whose differential counts “chord paths” in the front projection of $L$. The definition of the DGA is motivated by considering Morse-theoretic data from generating families. In particular, when the MCS arises from a generating family, $F$, we give a geometric interpretation of our chord paths as certain broken gradient trajectories which we call “gradient staircases”. Given two equivalent MCS’s we prove the corresponding linearized complexes of the DGA are isomorphic. If the MCS has a standard form, then we show that our DGA agrees with the Chekanov-Eliashberg DGA after changing coordinates by an augmentation.

1. Introduction

In this article we associate a differential graded algebra, $(A_C, d)$, to a Legendrian knot, $L$, in standard contact $\mathbb{R}^3$. Our approach is based on a conjectural extension of previously studied invariants which require as input a generating family, $F$, for $L$. In the conjectured extension a DGA differential should be defined by counting gradient flow trees for difference functions arising from $F$. However, rather than working with an honest generating family, $F$, which is a one parameter family of functions, the definition of $(A_C, d)$ makes use of a Morse complex sequence, $C$, which is an algebraic/combinatorial structure assigned to the front diagram of $L$.

Morse complex sequences were introduced by Petya Pushkar as a combinatorial substitute for generating families. They are designed to abstract the bifurcation behavior that generically occurs in the Morse complexes of a one parameter family of functions and metrics. As a primary example, after choosing an appropriate metric, $g$, a linear at infinity generating family $F$ for $L$ gives rise to an MCS, $C(F, g)$. There is a notion of equivalence for Morse complex sequences which is based on a corresponding notion for generating families (see [13]) and accounts for the ambiguity introduced by the choice of a metric.

The DGA associated with an MCS is defined as the tensor algebra $A_C = \bigoplus_{n=0}^{\infty} A_C^{\otimes n}$ of a $\mathbb{Z}_2$ vector space $A_C$ spanned by crossings and right cusps of the Legendrian knot $L$. The differential $d$ is determined by maps $d_n : A_C \to A_C^{\otimes n}$, $n \geq 1$, and hence may also be viewed as defining a finite-dimensional $A_\infty$-algebra structure on the dual of $A_C$. The maps $d_n$ count sequences of
vertical markers proceeding from right to left along the front diagram of
L which we call “chord paths”. The MSC, \( C \), imposes restrictions on how
successive markers may appear in a chord path. In the case of an MSC, \( C =
C(F, g) \), arising from a generating family, we show that our chord paths may
be interpreted geometrically as certain broken gradient trajectories which
we call “gradient staircases”. Conjecturally, gradient staircases form the
limiting objects of more usual gradient trajectories as the metric is rescaled
towards a degenerate limit.

Two of the main results of this paper are the following:

**Theorem 5.4.** If \( C \) is an MCS for a nearly plat position Legendrian knot
\( L \), then setting \( d : A_C \to A_C, d = d_1 + d_2 + \ldots \) and extending \( d \) to \((A_C, d)\)
via the Liebniz rule produces a DGA. That is, \( d \) has degree \(-1\) and satisfies
\( d^2 = 0 \).

**Theorem 5.5.** If \( C^+ \) and \( C^- \) are equivalent MCS’s in \( MCS(L) \), then the
linearized complexes \((A_{C^+}, d_1^+) \) and \((A_{C^-}, d_1^-) \) are isomorphic.

Differential graded algebras were famously associated to Legendrian knots
by Chekanov in [2]. He introduced an invariant \((A(L), \partial)\) which has come
to be known as the Chekanov-Eliashberg DGA since it provides a combinatorial
approach to the Legendrian contact homology of [6] which is defined via counting holomorphic disks. Recently, a close connection—not yet fully
understood—has emerged between generating families and augmentations of
the Chekanov-Eliashberg DGA. An augmentation is a DGA homomorphism
\( \epsilon : A(L) \to \mathbb{Z}_2 \) which produces a finite dimensional complex \((A_1(L), \partial_1^\epsilon)\)
along with maps \( \partial_1^\epsilon : A_1(L) \to A_1(L)^{\otimes n} \) that provide the dual of \( A_1(L) \)
with the structure of an \( A_\infty \)-algebra; see [3]. One motivation for the current
work was to try to further strengthen the ties between generating families and augmentations. Our main result in this direction involves Morse com-
plex sequences of a special form which exist within each equivalence class of
MCS’s.

**Theorem 7.1.** Given an A-form MCS \( C \) with corresponding augmentation
\( \epsilon \), there is a grading-preserving bijection between the generators of \( A_C \) and
\( A(L_N) \) such that \( d = \partial^\epsilon \), hence \((A_C, d) = (A(L_N), \partial^\epsilon)\).

Theorems 7.1 and 5.5 along with the fact that every MCS is equivalent
to an A-form MCS, give the following corollary relating the linear homology
of the MCS-DGA with the linearized contact homology of the CE-DGA.

**Corollary 7.14.** Let \( H^*_C(L) \) denote the homology groups of \((A_C, d_1)\) for
an MCS \( C \in MCS(L) \) and let \( LCH^*_\epsilon(L_N) \) denote the homology groups of
\((A_1(L_N), \partial_1^\epsilon)\) for an augmentation \( \epsilon \in \text{Aug}(L_N) \). Then
\[
\{H^*_C(L)\}_{C \in MCS(L)} = \{LCH^*_\epsilon(L_N)\}_{\epsilon \in \text{Aug}(L_N)}.
\]

**1.1. Outline of the article.** In Section 2, we recall the relevant background
material about generating families and the Chekanov-Eliashberg
Section 3 provides a sketch of the Morse theoretic method for defining a DGA from a generating family $F$, which is based on communications with Josh Sabloff. This serves as a differential topological motivation for the combinatorial DGA $(A_C, d)$. An effort is made to keep this discussion brief, since many important details required to rigorously establish such a generating family DGA have yet to be developed.

In Section 4, the fundamental, yet lengthy, definition of a Morse complex sequence is provided, and the construction of an MCS from a generating family is given. Section 5 contains the main work of the paper. First, the DGA, $(A_C, d)$, is defined via chord paths. Then, Theorems 5.4 and 5.5 are proven by a hands-on analysis of the boundary points of relevant “1-dimensional” spaces of chord paths.

In Section 6 we give a geometric explanation for chord paths as gradient staircases; see Proposition 6.4. In addition, a conjecture about realizing gradient staircases as the limit of gradient trajectories is stated. This provides the link between the combinatorial DGA $(A_C, d)$ and the proposed generating function DGA of Section 3. Furthermore, the conjecture together with Theorems 5.4 and 5.5 would provide an alternate approach to the main result of [10].

Finally, in Section 7 we recall the relevant results from [12] on $A$-form MCS’s, and conclude the article with a proof of Theorem 7.1.
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2. Background

A Legendrian knot $L$ is a smooth knot in $\mathbb{R}^3$ whose tangent space sits in the 2-plane distribution determined by the contact structure $\xi_{\text{std}} = \ker(dz - ydx)$. The projection of $L$ to the $xz$-plane is called the front projection and the projection to the $xy$-plane is called the Lagrangian projection. We will denote both projections by $L$ and, when necessary, provide context to prevent ambiguities.

A Legendrian knot may be isotoped slightly to ensure the singularities in the front projection are transverse crossings and semicubical cusps. We
say a front projection is in *plat position* if the left cusps have the same $x$-coordinate, the right cusps have the same $x$-coordinate, and no two crossings have the same $x$-coordinate. A front projection $L$ is *nearly plat* if:

1. $L$ is planar isotopic to a front projection in plat position;
2. the crossings and cusps of $L$ have distinct $x$-coordinates; and
3. the $x$-coordinate of a left (right) cusp is less than (greater than) the $x$-coordinate of any crossing.

Every Legendrian knot class admits a nearly plat representative and all Legendrian knots in this article are assumed to be nearly plat.

The resolution algorithm defined by Ng in [15] relates front and Lagrangian projections and, hence, provides an important bridge between invariants defined from these projections. The algorithm isotopes a front projection $L$ to a front projection $L'$ so that the Lagrangian projection of $L'$ is topologically similar to $L$. Ng’s resolution algorithm is an inductive process beginning to the left of $L$ and proceeding to the right. Figure 1 describes the isotopy on $L$ near crossings and cusps and the result of this isotopy in the Lagrangian projection. A **strand** is a smooth path in $L$ from a left cusp to a right cusp. The front $L'$ is formed by stretching $L$ in the $x$ direction and modifying the slopes of the strands of $L$. The strands of $L'$ have constant, decreasing slopes from top to bottom except near crossings and right cusps where the slopes of two consecutive strands are exchanged. Any front projection with strands arranged in this manner is said to be in *Ng form*. By the Legendrian condition $y = \frac{dz}{dx}$, strands with constant slope correspond to strands with slope 0 in the resulting Lagrangian projection. The exchanging of two slopes results in a crossing in the resulting Lagrangian projection; see Figure 1. Ng proves in [15] that $L$ and $L'$ are front projections of Legendrian isotopic knots.

Up to planar isotopy, the relationship between $L$ and the resulting Lagrangian projection is as follows. Given a Legendrian knot with front projection $L$, we form the *Ng resolution*, denoted $L_N$, by smoothing the left cusps as in Figure 2 (a), smoothing and twisting the right cusps as in Figure 2 (b), and resolving the double points as in Figure 2 (c).

The Legendrian contact homology of Eliashberg and Hofer [6] provides a differential graded algebra that has given rise to many Legendrian invariants. In [2], Chekanov formulates the differential graded algebra combinatorially and extracts a Legendrian invariant capable of distinguishing Legendrian knot classes not distinguished by the classical invariants. The resulting differential graded algebra is known as the *Chekanov-Eliashberg differential graded algebra*, abbreviated CE-DGA and denoted $(A(L), \partial)$. We refer the reader to any of [2, 3, 7, 17] for a more complete introduction to the CE-DGA.

The algebra $A(L)$ is the unital tensor algebra of the $\mathbb{Z}_2$ vector space $A(L)$ freely generated by labels $Q = \{q_1, \ldots, q_n\}$ assigned to the crossings of the Lagrangian projection $L$. 
Remark 2.1. In this article, we will work with Legendrian knots admitting generating families, so we may make the assumption that the classical invariant known as the rotation number is 0. Then, $(\mathcal{A}(L), \partial)$ has a $\mathbb{Z}$-grading which, as a Lagrangian projection is assumed to correspond to the resolution of a front projection, may be defined in terms of a Maslov potential on the front projection of $L$. 
Definition 2.2. A Maslov potential on $L$ is a map $\mu$ from the front projection of $L$ to $\mathbb{Z}$ which is constant except at cusps where it satisfies the relation shown in Figure 3.

The grading, on $(\mathcal{A}(L), \partial)$ is defined on generators and then extended additively to $\mathcal{A}(L)$. If $q \in Q$ corresponds to a resolved right cusp, then $|q| = 1$. If $q$ corresponds to a resolved crossing, then $|q| = \mu(T) - \mu(B)$ where $T$ and $B$ are the strands crossing at $q$ and $T$ has smaller slope.

The differential $\partial$ counts certain immersed disks in the $xy$-plane with convex corners at crossings. We follow the definition of $\partial$ given in [2] and [7]. Decorate the quadrants of the crossings of $L$ with $+$ and $-$ signs as in Figure 3(b). Let $D$ be the unit disk in $\mathbb{R}^2$ and let $\mathcal{X} = \{x_0, \ldots, x_n\}$ be a set of distinct points along $\partial D$ in counter-clockwise order. A convex immersed polygon is a continuous map $f: D \rightarrow \mathbb{R}^2$ so that:

1. $f$ is an orientation-preserving immersion on the interior of $D$;
2. The restriction of $f$ to $\partial D \setminus \mathcal{X}$ is an immersion whose image lies in the Lagrangian projection of $L$; and
3. The image of each $x_i \in \mathcal{X}$ under $f$ is a crossing of $L$, and the image of a neighborhood of $x_i$ covers a convex corner at the crossing. Call a corner of an immersed polygon positive if it covers a $+$ sign and negative otherwise.

We define $\widetilde{\Delta}(q_i; q_{j_1}, \ldots, q_{j_k})$ to be the set of convex immersed polygons with a positive corner at $q_i$ and negative corners at $q_{j_1}, \ldots, q_{j_k}$. The negative corners are ordered by the counter-clockwise order of the marked points along $\partial D$. Let $\Delta(q_i; q_{j_1}, \ldots, q_{j_k})$ be $\widetilde{\Delta}(q_i; q_{j_1}, \ldots, q_{j_k})$ modulo smooth reparameterization.

Definition 2.3. The differential $\partial$ on the algebra $\mathcal{A}(L)$ is defined on a generator $q_i \in Q$ by the formula:

$$\partial q_i = \sum_{\Delta(q_i; q_{j_1}, \ldots, q_{j_k})} \#(\Delta(q_i; q_{j_1}, \ldots, q_{j_k})) q_{j_1} \cdots q_{j_k}$$

where $\#(\Delta(\ldots))$ is the mod 2 count of the elements in $\Delta(\ldots)$. We extend $\partial$ to all of $\mathcal{A}(L)$ by linearity and the Leibniz rule.

Theorem 2.4 ([2]). The differential $\partial$ satisfies:

1. The sum in equation (1) is finite;
2. $|\partial q| = |q| - 1$ modulo 2$r(K)$; and
3. $\partial \circ \partial = 0$.

The homology of the CE-DGA $(\mathcal{A}(L), \partial)$ is a Legendrian isotopy invariant, as is its stable-tame isomorphism class.

In [3], Chekanov considers a type of algebra homomorphism on $(\mathcal{A}(L), \partial)$, called an augmentation, which allows us to extract a finite dimensional linear chain complex from the infinite dimensional DGA $(\mathcal{A}(L), \partial)$. These
maps, along with the resulting linear homology groups, have provided easily computable Legendrian knot invariants. An augmentation is an algebra map \( \epsilon : (A(L), \partial) \to \mathbb{Z}_2 \) satisfying \( \epsilon(1) = 1 \), \( \epsilon \circ \partial = 0 \), and if \( \epsilon(q_l) = 1 \) then \( |q_l| = 0 \). We let \( \text{Aug}(L) \) denote the set of augmentations of \( (A(L), \partial) \). Given \( \epsilon \in \text{Aug}(L) \) we define the algebra homomorphism \( \phi^\epsilon : A(L) \to A(L) \) to be the extension of the map on generators given by \( \phi^\epsilon(q) = q + \epsilon(q) \). This allows us to consider an alternate differential on \( A(L) \) defined by \( \partial^\epsilon = \phi^\epsilon \partial (\phi^\epsilon)^{-1} \).

As a vector space, \( A(L) \) decomposes as \( A(L) = \bigoplus_{n=0}^{\infty} A(L)^{\otimes n} \) where \( A(L)^{\otimes 0} = \mathbb{Z}_2 \) and \( A(L)^{\otimes n} \) is spanned by the monomials of length \( n \) in the generators from \( Q \). The differential \( \partial \) decomposes as \( \partial = \sum_{n=0}^{\infty} \partial_n \) where \( \partial_n q \) is the sum of monomials of length \( n \) in \( \partial q \). The differential \( \partial^\epsilon \) has the comparative advantage that \( \partial^\epsilon_0 = 0 \). Thus, \( (\partial^\epsilon)^2 = 0 \) and \( (A(L), \partial^\epsilon) \) is a finite dimensional chain complex with homology groups \( LCH^*_\epsilon(L) \) called the linearized contact homology of \( \epsilon \). The set of homology groups \( \{LCH^*_\epsilon(L)\}_{\epsilon \in \text{Aug}(L)} \) is a Legendrian knot invariant.

2.1. Generating Families. Consider a function \( F : \mathbb{R} \times \mathbb{R}^N \to \mathbb{R} \). We use coordinates \( (x, e), x \in \mathbb{R} \) and \( e \in \mathbb{R}^N \) for the domain which shall be viewed as a trivial vector bundle over \( \mathbb{R} \). Denote by \( S_F \) the fiber critical set

\[
S_F = \left\{ (x, e) \mid \frac{\partial F}{\partial e}(x, e) = 0 \right\}.
\]

We will assume the matrix \( \left[ \frac{\partial^2 F}{\partial x \partial e}(x, e) \frac{\partial^2 F}{\partial e^2}(x, e) \right] \) has full rank at all \( (x, e) \in S_F \), thus \( S_F \) is a 1-dimensional submanifold of \( \mathbb{R} \times \mathbb{R}^N \). Then the map

\[
i_F : S_F \to \mathbb{R}^3, \quad i_F(x, e) = \left( x, \frac{\partial F}{\partial x}(x, e), F(x, e) \right)
\]
gives a Legendrian immersion. If \( L \subset \mathbb{R}^3 \) is a Legendrian knot or link with \( i_F(S_F) = L \) we say that \( F \) is a generating family for \( L \). Figure 1 gives a generating family for a Legendrian unknot. We will require generating families to be linear at infinity. That is, \( F \) should be equal to some linear function, \( F(x, e) = l(e) \), outside of a compact subset \( K \subset \mathbb{R} \times \mathbb{R}^N \).

Remark 2.5. Not all Legendrian links \( L \subset \mathbb{R}^3 \) admit generating families. In fact, \( L \) admits a linear at infinity generating family if and only if \( L \) has a graded normal ruling. These conditions are in turn equivalent to the existence of a graded augmentation of the Chekanov-Eliashberg DGA. See [4], [8], [9], [10], [16], and [17] for details on these results.

3. Motivation from generating families

Generating families have been used to study Legendrian knots in standard contact \( \mathbb{R}^3 \) as well as in the 1-jet space \( J^1(S^1) \); see [13], [18], [19]. In this section, we begin by recalling a construction of Pushkar (this is closely related to the approach in [19], [13]) which uses a generating family to assign homology groups to a Legendrian knot. In the remainder of the section we
Figure 4. A linear at infinity generating family $F: \mathbb{R} \times \mathbb{R} \to \mathbb{R}$ for a Legendrian unknot $L$. The graph of $F(x, \cdot): \mathbb{R} \to \mathbb{R}$ is given for several values of $x$. The four intersection points of $L \cap \{(x_4) \times \mathbb{R}\}$ correspond to the four critical points of $F(x_4, \cdot)$.

3.1. Generating family homology. Given a linear at infinity generating family $F$ for a Legendrian knot $L$, one considers a corresponding difference function $w$ defined on the fiber product of the domain of $F$ with itself: $w: \mathbb{R} \times \mathbb{R}^N \times \mathbb{R}^N \to \mathbb{R}, \quad w(x, e_1, e_2) = F(x, e_1) - F(x, e_2)$.

The generating family homology of $F$ is defined as the grading shifted (singular) homology groups

$$\mathcal{G}H_*(F) = H_{*+N+1}(w\geq \delta, w=\delta; \mathbb{Z}_2)$$

where $\delta$ is taken small enough so that the interval $(0, \delta)$ does not contain critical values. Given a fixed Legendrian $L$ one can consider the set of possible isomorphism types of graded groups $\{\mathcal{G}H_*(F)\}$ where $F$ is any generating family for $L$, and the result is a Legendrian knot invariant.

When computing $\mathcal{G}H_*(F)$ one may use a grading shifted version of the Morse complex for the difference function, $(C^{[\delta, +\infty]}_d(w; \mathbb{Z}_2), d)$. Specifically, we define a complex $(A_F, d)$ as follows. Let $\text{Crit}^+(w)$ denote the set of critical points $q_i$ of $w$ with positive critical value, $w(q_i) \geq \delta$. Let $A_F$ be the $\mathbb{Z}$-graded vector space over $\mathbb{Z}_2$ with basis $\text{Crit}^+(w)$. A generator $q_i$ is
assigned the degree
\[ |q_i| = \text{ind}(q_i) - (N + 1), \]
where \( \text{ind}(q_i) \) denotes the Morse index and \( N \) is the dimension of the fiber in the domain of \( F \).

To define the differential we first must choose a metric on \( \mathbb{R} \times \mathbb{R}^N \times \mathbb{R}^N \) with the property that the ascending and descending manifolds of the \( q_i \) intersect transversely\(^1\). Given critical points \( q_i \) and \( q_j \), one then considers the space of descending gradient trajectories from \( q_i \) to \( q_j \)
\[ M(w; q_i, q_j) = \left\{ \gamma : \mathbb{R} \to \mathbb{R} \times \mathbb{R}^N \times \mathbb{R}^N \right\} \]
\[ \gamma' = (-\nabla w) \circ \gamma, \quad \lim_{t \to -\infty} \gamma(t) = q_i, \quad \lim_{t \to \infty} \gamma(t) = q_j. \]
The dimension of \( M(w; q_i, q_j) \) is \( \text{ind}(q_i) - \text{ind}(q_j) \). Notice that \( \mathbb{R} \) acts freely on \( M(w; q_i, q_j) \) by shifting the parametrization by a constant. When \( \text{ind}(q_i) - \text{ind}(q_j) = 1 \) the resulting quotient space is compact and 0-dimensional, so it makes sense to define a linear map \( d : A_F \to A_F \) of degree \(-1\) by:
\[ dq_i = \sum_{|q_j| = |q_i| - 1} (\#M(w; q_i, q_j)/\mathbb{R}) q_j. \]

When \( F \) is a generating family for a Legendrian \( L \subset \mathbb{R}^3 \), the critical points of \( w \) with positive critical value are in one to one correspondence with the crossings of the \( xy \)-projection of \( L \). Indeed,
\[ \frac{\partial w}{\partial e_1}(x, e_1, e_2) = \frac{\partial w}{\partial e_2}(x, e_1, e_2) = 0 \Rightarrow (x, e_1), (x, e_2) \in S_F, \]
and \( \frac{\partial w}{\partial x}(x, e_1, e_2) = 0 \) implies the second coordinates of \( i_F(x, e_1) \) and \( i_F(x, e_2) \) agree. Thus, the (linear) generators of \( A_F \) are in bijection with the (algebraic) generators of the Chekanov-Eliashberg DGA \( A(L) \), and the degrees of the corresponding generators can be shown to be the same as well; see, for instance, Proposition 5.2 of [10].

In fact, it is shown in [10] that there exists an augmentation \( \epsilon \) so that the homology of the corresponding linearized complex \( (A_1(L), \partial_1^\epsilon) \) is isomorphic to \( GH_*(F) \). Together with the discussion following Theorem 2.4, this suggests the following question:

Can one construct a DGA \( (A(F) = \bigoplus_{n=0}^\infty A_F^\otimes n, d) \) from a generating family \( F \) so that \( d|_{A_F} = d_1 + d_2 + d_3 \ldots \) with \( d_n : A_F \to A_F^\otimes n \) and \( d_1 \) is the differential from the complex \( (A_F, d) \)?

We describe next a possible answer to this question suggested by Josh Sabloff.

\(^1\)This is known as the Morse-Smale condition.
3.2. A generating family DGA. We outline a definition of the higher order terms $d_2, d_3, \ldots$ on the generators $q_i$. Together with the Leibniz rule this determines a differential on all of $\mathcal{A}_F$. The first order term $d_1$ was defined by counting gradient trajectories of the difference function $w$. For $d_n$ with $n \geq 2$, we count “difference flow trees” which are trees mapped into higher order fiber products of the domain of $F$ whose edges are integral curves to the negative gradients of particular generalized difference functions; see Definition 3.1 below.

We begin by describing the domains for our difference flow trees. Following [11] we define a metric tree with 1 input and $n$ outputs as an oriented tree $\tau$ with $n+1$ 1-valent vertices (only one of which is oriented as an input) and no 2-valent vertices together with some additional information; see Figure 5 for an example. At each vertex with valence $\geq 3$ there is a single edge oriented into the vertex and an ordering of the outgoing edges is provided. Finally, each internal edge $E_i$ is assigned a length $l_i \in (0, +\infty)$.

The ordering of edges at vertices specifies, up to isotopy, an embedding of $\tau$ into the unit disk $D^2 \subset \mathbb{R}^2$. This provides an ordering of the 1-valent vertices as $v_0, v_1, \ldots, v_n$ where $v_0$ is the unique inwardly oriented vertex and the numbering runs counter-clockwise. $D^2 \setminus \tau$ consists of $n+1$ components each containing some arc of $S^1$. We label these arcs and the corresponding regions from 1 to $n+1$ beginning to the left of $v_0$ and working counterclockwise; see Figure 5.

Next, we define generalized difference functions. Let $P_m$ denote the $m$-th order fiber product

\[
P_m := \mathbb{R} \times (\mathbb{R}^N \times \ldots \times \mathbb{R}^N). \tag{3}
\]

Each choice of $1 \leq i < j \leq m$ produces a difference function

\[
w_{i,j}^m : P_m \to \mathbb{R},
\]

\[
w_{i,j}^m(x, e_1, \ldots, e_m) = F(x, e_i) - F(x, e_j) + (e_i^2 + \cdots + e_{i-1}^2) - (e_{i+1}^2 + \cdots + e_{j-1}^2) + (e_{j+1}^2 + \cdots + e_m^2).
\]

Note that there is a clear one-to-one correspondence between the critical points of any of the $w_{i,j}^m$ and the critical points of $w = w_{1,2}^2$ which we denote by

\[
\beta_{i,j}^m : \text{Crit}^+(w) \xrightarrow{\sim} \text{Crit}^+(w_{i,j}^m). \tag{4}
\]

We are now able to give the key definition of this section.

**Definition 3.1.** A difference flow tree, $\Gamma = (\tau, \{\gamma_m\})$, is a metric tree $\tau$ with 1 input and $n$ outputs where to each edge $E_m$ we assign a map $\gamma_m : l_m \to P_{n+1}$. Here $l_m$ denotes $[0, l_m]$, $(-\infty, 0]$, or $[0, \infty)$ depending on whether the edge is internal, external and oriented into the disk, or external and oriented out of the disk respectively. In addition, we require
(1) The map $\gamma_m$ should be a negative gradient trajectory for $w_{i,j}^{n+1}$ where $i$ and $j$ are the labels of the regions of $D^2 \setminus \tau$ adjacent to the edge $E_m$; and

(2) The $\gamma_m$ should fit together to give a continuous map from the entire tree into $P_{n+1}$. In particular, we require that for external edges $\lim_{t \to \pm \infty} \gamma_m(t)$ exists. These limits are necessarily critical points of the corresponding difference function.

Now choose critical points $a; b_1, \ldots, b_n \in \text{Crit}^+(w)$. As in equation (4) these critical points may be identified with the critical points of any of the $w_{i,j}^n$. We then define

$$\mathcal{M}^F(a; b_1, \ldots, b_n)$$

as the set of difference flow trees with the 1-valent vertices $v_0, v_1, \ldots, v_n$ mapped to $a, b_1, \ldots, b_n$ respectively; see Figure 5.

**Remark 3.2.** Similar spaces of gradient flow trees are studied by Fukaya in [11]. However, the setup in [11] is a bit more restrictive about the way gradient vector fields are assigned to the edges of a tree so that our difference flow trees do not precisely fit as a special case. Nevertheless, in analogy with results from [11] one may expect that the sets $\mathcal{M}^F(a; b_1, \ldots, b_n)$ may be given a topology so that, under generic assumptions on the metric:

(i) $\mathcal{M}^F(a; b_1, \ldots, b_n)$ is a smooth manifold of dimension

$$\text{ind}(\beta_{1,n+1}^n(a)) - \sum_{i=1}^n \text{ind}(\beta_{i,i+1}^n(b_i)) + n - 2 = \|a\| - \|b_1 \cdots b_n\| - 1;$$

(ii) The spaces $\mathcal{M}^F(a; b_1, \ldots, b_n)$ with dimension 0 are compact.
(iii) When \(|a| - |b_1 \cdots b_n| = 2\), \(M^F(a; b_1, \ldots, b_n)\) has a compactification to a 1-manifold with boundary points consisting of once broken difference flow trees from \(a\) to \(b_1, \ldots, b_n\).

Supposing that (i) and (ii) hold, for a generator \(a \in \text{Crit}(w)\) it makes sense to define

\[
(d_n a) = \sum \#M^F(a; b_1, \ldots, b_n)b_1 \cdots b_n
\]

where the sum is over all monomials of length \(n\) with \(|b_1 \cdots b_n| = |a| - 1\).

The following result (we omit the proof) shows that only finitely many of the \(d_n\) are non-zero.

**Proposition 3.3.** Assume the metric is chosen so that factors in the Cartesian product defining \(P_{n+1}\) are orthogonal. Then, if \(M^F(a; b_1, \ldots, b_n)\) is non-empty we must have

\[
w(a) \geq \sum_{l=1}^{n} w(b_l).
\]

That \(d^2 = 0\) on the full algebra \(A_F\) should follow from Remark 3.2(iii) provided that we are able to impose some further restrictions for the Riemannian metrics used on the \(P_n\). The coefficient of \(b_1 \cdots b_n\) in \(d^2a\) will count once broken difference flow trees from \(a\) to \(b_1 \cdots b_n\), but the two pieces will be difference flow trees with images lying in \(P_{m_1}\) and \(P_{m_2}\) for some \(m_1, m_2 \geq 2\) with \(m_1 + m_2 = n + 2\). This class of broken trees differs from that appearing in Remark 3.2(iii). However, if the metrics used on the \(P_n\) are assumed to be chosen in a consistent fashion, then there is a bijection between these two collections of broken difference flow trees.

4. A COMBINATORIAL APPROACH VIA MORSE COMPLEX SEQUENCES

Morse complex sequences were conceived as a way of encoding Morse-theoretic algebraic information coming from a generating family together with an appropriately chosen Riemannian metric. The definition of a Morse complex sequence (MCS) originates with Petya Pushkar and first appears in print in [12]. Our presentation differs slightly from that in [12] as we assign MCSs to a given front projection \(L\) rather than encode the front projection as part of the defining data of an MCS. In this section, after recalling the definition of Morse complex sequences we describe how a generating family together with a choice of metric produces a Morse complex sequence. The section is concluded with a recollection of the notion of equivalence for Morse complex sequences.

4.1. A Morse Complex Sequence (MCS) on a Front Projection. Suppose we are given a front projection \(L\) of a Legendrian knot arranged so that crossings and cusps of \(L\) have distinct \(x\)-coordinates and with a chosen Maslov potential \(\mu\).
Definition 4.1. A handleslide mark on \( L \) is a vertical line segment in the \( xz \)-plane connecting two strands of \( L \) with the same Maslov potential and not intersecting the crossings and cusps of \( L \); see, for example, the two handleslide marks in Figure 7. An elementary marked tangle is a portion of a front diagram \( L \) lying between two vertical lines in the \( xz \)-plane containing either a single (a) crossing, (b) left cusp, (c) right cusp, or (d) handleslide mark.

In what follows we will use the convention of labeling the strands of \( L \) in increasing order from top to bottom along any vertical line \( x = x_0 \). We will also use angled brackets \( \langle \cdot, \cdot \rangle \) to denote the usual pairing that arises when working with a vector space with a chosen basis.

Definition 4.2. A Morse complex sequence (or MCS), \( C = (\{ (C_m, d_m) \}, \{ x_m \}, H) \), for \( L \) consists of a sequence of values \( x_1 < x_2 < \ldots < x_M \) together with a sequence of \( \mathbb{Z} \)-graded complexes of vector spaces over \( \mathbb{Z}_2 \), \( (C_1, d_1), \ldots, (C_M, d_M) \), and a collection \( H \) of handleslide marks on \( L \).

The following requirements are included in the definition of an MCS.

1. The vertical lines \( x = x_i \) do not intersect crossings, cusps, or handleslide marks and decompose the front diagram \( L \) into a collection of elementary marked tangles.

2. For each \( 1 \leq m \leq N \), \( C_m \) has a basis consisting of the points of intersection \( L \cap \{ x = x_m \} \) labeled as \( e_1, e_2, \ldots, e_{s_m} \) from top to bottom. The degree of \( e_i \) is given by the Maslov potential of the corresponding strand, \( |e_i| = \mu(e_i) \).

3. The differentials \( d_m \) have degree \(-1\) and are triangular in the sense that
   \[
   d_m e_i = \sum_{j > i} c_{ij} e_j, \quad c_{ij} \in \mathbb{Z}_2.
   \]

4. Suppose \( x = x_m, m > 1 \), is the left border of an elementary marked tangle \( T \) containing a crossing or cusp between the strands labeled \( k \) and \( k+1 \). If \( T \) contains a left (resp. right) cusp then \( \langle d_{m+1} e_k, e_{k+1} \rangle = 1 \) (resp. \( \langle d_m e_k, e_{k+1} \rangle = 1 \)). If \( T \) contains a crossing, then \( \langle d_m e_k, e_{k+1} \rangle = 0 \). In the case of \( m = 1 \), \( \langle d_m e_1, e_2 \rangle = 1 \).

5. The complexes \( (C_m, d_m) \) and \( (C_{m+1}, d_{m+1}) \) satisfy a relationship depending on the particular tangle lying in the interval \( x_m \leq x \leq x_{m+1} \) as follows:

   a) **Crossing:** Supposing the crossing is between strands \( k \) and \( k + 1 \), the map \( \phi : (C_m, d_m) \to (C_{m+1}, d_{m+1}) \) given by:

   \[
   \phi(e_i) = \begin{cases} 
   e_i & \text{if } i \notin \{k, k + 1\} \\
   e_{k+1} & \text{if } i = k \\
   e_k & \text{if } i = k + 1,
   \end{cases}
   \]

   is an isomorphism of complexes.
Figure 6. The MCS corresponding to the generating family in Figure 4. The figure on the right describes Barannikov’s short-hand for an ordered chain complex.

(b) **Left Cusp:** Suppose the strands meeting at the cusp are labeled \( k \) and \( k + 1 \). We require the linear map

\[
\phi(e_i) = \begin{cases} 
[e_i] & \text{if } i < k \\
[e_{i+2}] & \text{if } i \geq k.
\end{cases}
\]

\( d_3 e_1 = e_3 \)

\( d_3 e_2 = e_3 + e_4 \)

\( d_3 e_3 = d e_4 = 0 \)

(c) **Right Cusp:** We make the same requirement as for a left cusp except we reverse the roles of \((C_m, d_m)\) and \((C_{m+1}, d_{m+1})\).

(d) **Handleslide mark:** Suppose the handleslide mark is between strands \( k \) and \( l \) with \( k < l \). We require,

\[
h_{k,l} : (C_m, d_m) \to (C_{m+1}, d_{m+1}), \quad h_{k,l}(e_i) = \begin{cases} 
e_i & \text{if } i \neq k \\
e_k + e_l & \text{if } i = k.
\end{cases}
\]

to be an isomorphism of complexes.

We will denote by \( \text{MCS}(L) \) the set of Morse complex sequences for \( L \). Examples of MCSs, utilizing Barannikov’s graphical short-hand for ordered chain complexes from [1], are given in Figures 6 and 7.

**Remark 4.3.** Note that for all \( m \) the complexes \((C_m, d_m)\) are acyclic. This is clearly true for \( m = 1 \) and the requirements in Definition 4.2 relating \((C_m, d_m)\) and \((C_{m+1}, d_{m+1})\) imply that the corresponding homology groups are isomorphic.

4.1.1. **Graphical presentation of an MCS via implicit handleslide marks.** The isomorphisms required in Definition 4.2 (5) do not allow \((C_{m+1}, d_{m+1})\) to be uniquely recovered from \((C_m, d_m)\) in the case of a left cusp. As an unfortunate consequence, the handleslide marks of an MCS do not always completely determine the sequence of complexes \((C_m, d_m)\). However, when
discussing equivalence of MCSs it is convenient to have an entirely graphical method of encoding an MCS. Such a graphical presentation requires recording some additional handleslide marks near the cusps as described in the current subsection.

Assume now that a left cusp lies in the region $x_m \leq x \leq x_{m+1}$, but also note that a similar discussion will apply to right cusps. As in Definition 4.2 (5) (b) we assume the new strands arising from the cusp correspond to the generators $e_k$ and $e_{k+1}$ in $C_{m+1}$. Let $(B, d)$ denote the acyclic complex with basis $\{a, b\}$ and differential $da = b$. From Definition 4.2 (5) (b) it follows that there is an isomorphism of complexes $F : (C_m, d_m) \oplus (B, d) \rightarrow (C_{m+1}, d_{m+1})$ given by

\[
F(e_i) = e_i + \langle d_{m+1} e_i, e_{k+1} \rangle e_k, \quad i < k \\
F(a) = e_k \\
F(b) = d_{m+1} e_k \\
F(e_i) = e_{i+2}, \quad i \geq k
\]

This chain isomorphism can be described as a composition of the handleslide maps $h_{k,l}$ defined in Definition 4.2 (5) (d). Namely,

1. Let $e_{u_1}, \ldots, e_{u_s}$, $u_1 < \ldots < u_s < k$, denote the generators of $C_{m+1}$ satisfying $\langle d_{m+1} e_{u_1}, e_{k+1} \rangle = 1$.
2. Let $e_{v_1}, \ldots, e_{v_r}$, $k + 1 < v_1 < \ldots < v_r$, denote the generators of $C_{m+1}$ satisfying $\langle d_{m+1} e_k, e_{v_1} \rangle = 1$.

Then,

\[
F = h_{k+1,v_1} \circ \cdots \circ h_{k+1,v_r} \circ h_{u_1,k} \circ \cdots \circ h_{u_s,k} \circ J,
\]

where $J : C_m \oplus B \rightarrow C_{m+1}$ simply identifies the two underlying vector spaces via

\[
J(e_i) = \begin{cases} 
  e_i & \text{if } i < k \\
  e_{i+2} & \text{if } i \geq k 
\end{cases} \\
J(a) = e_k, \quad \text{and } J(b) = e_{k+1}.
\]

Therefore, we can encode an MCS graphically by including additional markings near the cusps to indicate which handleslides occur in the composition in equation (7). That is, immediately following a left cusp we place what we will call an implicit handleslide mark between strands $\alpha$ and $\beta$ whenever $h_{\alpha,\beta}$ appears in the composition $F$. This amounts to including implicit handleslide marks from $i$ to $k$ if and only if $\langle d_{m+1} e_i, e_{k+1} \rangle = 1$ and from $k + 1$ to $j$ if and only if $\langle d_{m+1} e_k, e_j \rangle = 1$. The resulting implicit handleslide marks are represented in our figures by dotted vertical lines to distinguish them from the ordinary handleslide marks, which for clarity we now refer to as explicit handleslide marks. We include implicit handleslide marks near right cusps in an analogous way. The exact order in which we place implicit handleslide marks does not matter as the handleslide maps occurring in equation (7) commute with one another.

In summary, $C \in MCS(L)$ is uniquely represented by the collection of implicit and explicit handleslide marks on $L$. We call this collection the marked front projection for $C$; see, for examples, Figures 6 and 7. The
sequence of complexes \{ (C_m, d_m) \} may be reconstructed using (5) (a)-(d) in Definition 4.2 and equation (7). It is important to note that not every collection of such marks determines an MCS.

We close this subsection with a dual remark. The sequence of complexes \{ (C_m, d_m) \} do not uniquely determine the location of the handleslide marks as conjugation by a handleslide map \( h_{k,l} \) will often not effect a differential.

4.2. From a Generating Family to an MCS. In this subsection we describe how a sufficiently generic generating family \( F : \mathbb{R} \times \mathbb{R}^N \to \mathbb{R} \) for a Legendrian link \( L \) together with a (sufficiently generic) choice of metric, \( g \), on \( \mathbb{R} \times \mathbb{R}^N \) produces an MCS, \( \mathcal{C}(F, g) \), for \( L \); see, for example, Figure 6. In fact, this construction motivates both the definition of an MCS as well as the nomenclature.

Given a linear at infinity generating family \( F \) we let \( f_x : \mathbb{R}^N \to \mathbb{R}, x \in \mathbb{R} \) denote the corresponding family of functions \( f_x = F(x, \cdot) \). We make the following assumptions:

1. \( f_x \) is Morse except at finitely many values of \( x \) which we denote as \( s_1 < \ldots < s_M \).

2. For each \( x = s_i \), \( f_x \) has a single degenerate critical point \( p \), so that for \( s \in (s_i - \epsilon, s_i + \epsilon) \) we can choose coordinates on the domain and range near \( p \) and \( F(p) \) (the coordinates may vary with \( s \)) so that

\[
    f_s(e_1, \ldots, e_N) = e_1^3 \pm (s - s_i)e_1 + Q(e_2, \ldots, e_n)
\]

where \( Q \) is a non-degenerate quadratic form.

Remark 4.4. (i) Conditions (1) and (2) are generic in some appropriate sense so that a linear at infinity generating family \( F \) can be made to satisfy (1) and (2) after a perturbation on a compact subset.

(ii) The degenerate critical points \( p \) in (2) are exactly the cusp points of the front projection of the corresponding Legendrian. Moreover, a minus (resp. plus) sign after the cubic term in equation (8) corresponds to a left...
(resp. right) cusp. We refer to the corresponding degenerate critical point as a birth point (resp. death point).

Recall that $S_F$ denotes the fiberwise critical set of $F$ and let $\Sigma \subset S_F$ denote those $(x,e) \in S_F$ such that $e$ is a degenerate critical point of $f_x$. The Morse index provides a continuous integer valued function on $S_F \setminus \Sigma$ which in turn gives a Maslov potential, $\mu$, for the corresponding Legendrian $L = i_F(S_F)$.

Choosing a family of metrics $g_x$ on $\mathbb{R}^N$ gives rise to gradient vector fields $\nabla f_x$. For those values of $x$ where $f_x$ is Morse and the pair $(f_x, g_x)$ satisfies the Morse-Smale condition we consider the Morse complexes $C(f_x, g_x)$.

**Definition 4.5.** A handleslide is a non-constant gradient trajectory for one of the pairs $(f_x, g_x)$ which connects two non-degenerate critical points of the same Morse index.

Following [14], one can choose the family of metrics $g_x$ so that

1. Handleslides only occur at a finite number of values of $x$ which we denote as $t_1 < \ldots < t_M$. None of the vertical lines $x = t_i$ should intersect a crossing or a cusp, and at each $x = t_i$ only one handleslide should occur (up to reparametrization).

2. For the values $x = s_i$ where $f_{s_i}$ has a degenerate critical point, we can find $\delta > 0$ such that for any $x^- \in [s_i - \delta, s_i]$ and $x^+ \in (s_i, s_i + \delta]$, the Morse complexes $C(f_{x^-}, g_{x^-})$ and $C(f_{x^+}, g_{x^+})$ are defined and are related as in Definition 4.2 (5) (b) or (c) depending on whether the degenerate critical point is a birth or death.

3. If the interval $[a, b]$ does not contain a degenerate critical point or a handleslide and the Morse complexes $C(f_a, g_a)$ and $C(f_b, g_b)$ are defined then they are identical. Here we identify the critical points of $f_a$ and $f_b$ that belong to the same components of $S_F \setminus \Sigma$ and this allows us to view the underlying vector spaces as being the same. The differentials are then assumed to be equal.

Given such a family of metrics we define an MCS, $C(F, g)$, for $L$ in the following way. First add handleslide marks to $L$ where the actual handleslides of the family occur. Choose a sequence $x_1 < x_2 < \ldots < x_M$ so that $F$ is linear when $x \notin [x_1, x_M]$ and each region $x_m \leq x \leq x_{m+1}$ contains a single crossing, cusp, or handleslide mark in its interior. Finally, take $(C_m, d_m)$ to be the Morse complex of the pair $(f_{x_m}, g_{x_m})$. It is shown in [14] that successive complexes $(C_m, d_m)$ and $(C_{m+1}, d_{m+1})$ are related as in Definition 4.2 (5), and in fact this is one motivation for the definition of MCSs.

---

2Another unavoidable feature of one parameter families of gradient vector fields is that at some isolated points a non-transverse intersection may occur between descending and ascending manifolds of critical points of adjacent index. This is inconsequential as the standard way this will happen is that the non-transverse intersection will split into two new trajectories which cancel each other out in the Morse complex (even over $\mathbb{Z}$). See [14].
Remark 4.6 (Terminology and notation for the differentials $d_m$ in an MCS).

Let $C = \{(C_m, d_m)\}, \{x_m\}, H \in MCS(L)$. The generators of the complexes $C_m$ correspond to the strands of $L$ at $x = x_m$. To describe the differentials $d_m$ it is natural to use terminology motivated by the case of an MCS, $C(F, g)$, arising from a generating family. For instance, to indicate that $\langle d_m e_i, e_j \rangle = 1$ we may say that the $i$-th and $j$-th strands are “connected by a gradient trajectory” at $x = x_m$. This is indicated pictorially in our figures by including a dotted arrow at $x = x_m$ pointing from the $i$-th strand to the $j$-th strand. See, for instance, Figure 9.

The requirements from Definition 4.2 (5) may be easily described using this pictorial description of the differentials $d_m$. When moving through a crossing, the dotted arrows are just pushed along the front diagram. When passing a handleslide (in either direction) new gradient trajectories appear (or disappear if they already exist since we work mod 2) along any strands that can be connected by a ‘broken trajectory’ consisting of one part gradient trajectory and one part handleslide mark.

4.3. MCS Equivalence. The equivalence relation on Morse complex sequences is motivated by considering possible changes to the MCS $C(F, g)$ of a generating family $F$ arising from varying the choice of metric $g$. Each MCS $C \in MCS(L)$ is uniquely encoded by its marked front projection.
A DGA for Legendrian Knots from Generating Families

Figure 9. MCS move 15. The dotted arrows indicate 

\[ \langle dp_{u_1}, e_i \rangle = \langle dp_{u_2}, e_i \rangle = 1 \quad \text{and} \quad \langle dp_{v_1}, e_{v_1} \rangle = 1. \]

geometrically natural equivalence relation on \( MCS(L) \) is given by a collection of local moves involving the implicit and explicit handleslide moves in \( C \). The **MCS moves** are described in Figures [8] and [9]. In each case, at most one crossing or cusp sits within a local neighborhood of the MCS move. Additional moves are created by reflecting moves 1-14 about a horizontal or vertical axis. We do not consider analogues of moves 1 - 6 for implicit handleslide marks, since the order of implicit handleslide marks at a birth or death is irrelevant. In moves 9, 11 and 12 there may be other implicit marks that the indicated explicit handleslide mark commutes past without incident. Additional implicit marks may also appear at the birth or death in moves 13 and 14.

MCS move 15 introduces or removes possibly many handleslide marks from an MCS. Suppose \( C = (\{(C_m, d_m)\}, \{x_m\}, H) \in MCS(L) \) and suppose for some \( (C_p, d_p) \) there exists generators \( e_i \) and \( e_j \) with \( i < j \) and \( |e_i| = |e_j| - 1 \). Let \( e_{u_1}, e_{u_2}, \ldots, e_{u_r} \) and \( e_{v_1}, e_{v_2}, \ldots, e_{v_s} \) denote the generators of \( C_p \) satisfying \( \langle dp_{u_k}, e_i \rangle = 1 \) and \( \langle dp_{v_k}, e_{v_k} \rangle = 1 \) respectively. It is straightforward to check that the composition of handleslide maps \( h_{i,v_1} \circ \cdots \circ h_{i,v_1} \circ h_{u_1,j} \circ \cdots \circ h_{u_r,j} \) is the identity map. MCS move 15 introduces the handleslide marks corresponding to the maps in the composition; see Figure 9. In particular, choose \( y_0 = x_p < y_1 < \ldots < y_{r+s} < x_{p+1} \) so that the tangle \( T = L \cap ([y_0, y_{r+s}] \times \mathbb{R}) \) does not include singular points of \( L \). The new MCS \( C' \) is created by introducing \( r + s \) handleslide marks in \( T \). For \( 0 < k \leq r \), place a handleslide mark in the tangle \( L \cap ([y_{k-1}, y_k] \times \mathbb{R}) \) between strands \( u_k \) and \( j \). For \( r < k \leq r + s \), place a handleslide mark in the tangle \( L \cap ([y_{k-1}, y_k] \times \mathbb{R}) \) between strands \( i \) and \( v_k \). The new marks, along with the existing marks and chain complexes of \( C \), uniquely define an MCS \( C' \). MCS move 15 also allows us to remove such sequences of handleslide marks when they exist. When \( r + s = 0 \) no new handleslide marks are introduced and \( C \) remains unchanged. We will not consider such a case to be an application of MCS move 15.

Two MCSs \( C \) and \( C' \) in \( MCS(L) \) are **equivalent** if there exists a sequence \( C = C_1, C_2, \ldots, C_n = C' \in MCS(L) \) such that for each \( 1 \leq i < n \), \( C_i \) and \( C_{i+1} \) are related by an MCS move. The set of equivalence classes \( [C] \) is denoted \( \widehat{MCS}(L) \). Proposition 3.8 in [12] shows that if we begin with an MCS, then the result of an MCS move is also an MCS and, hence, this equivalence is well-defined.
**Remark 4.7.** Given an MSC $C = (\{(C_m, d_m)\}, \{x_m\}, H) \in MCS(L)$, the location of the handleslide marks on $L$ specify the decomposition of $L$ into a collection of elementary marked tangles and restrict the locations of the $x_m$ up to an unimportant ambiguity. One can move $x_m$ to the left or right without passing it by a crossing, cusp, or handleslide mark.

5. **Associating a DGA to an MCS**

In the current section, we associate a DGA $(A_C, d)$ to a Legendrian knot with chosen Morse complex sequence, $C$, and give proofs of Theorems 5.4 and 5.5. Our approach is a combinatorial analog of that described in Section 3. In place of the spaces of difference flow trees, $M^F(a; b_1, \ldots, b_n)$, we introduce sets of *chord paths*, $M^C(a; b_1, \ldots, b_n)$. The elements of a given $M^C(a; b_1, \ldots, b_n)$ are finite sequences of vertical markers connecting strands of the front diagram of $L$ ("chords") which advance along the front diagram from right to left subject to constraints dictated by $C$. Later, in Section 6 we give an alternate interpretation of chord paths as certain broken gradient trajectories of the difference function when $C = C(F, g)$ for some generating family $F$. While the proofs in the present section are entirely combinatorial, we provide occasional remarks on how the combinatorics translate to this more geometric setting.

5.1. **Spaces of chord paths.** In this section we will make use of the standing assumption that the front diagram of $L$ is nearly plat. This assumption is not essential, but it simplifies the definition of the sets $M^C(a; b_1, \ldots, b_n)$ as extra possibilities need to be allowed for the behavior of chord paths near cusps with implicit handleslides.

We begin by introducing some preliminary terminology and notations. A *chord*, $\lambda$, on a front diagram $L$ will refer to a vertical segment connecting two strands of the front diagram. A chord is uniquely specified by its $x$-coordinate and the two strands that it connects. We will write $\lambda = (x_0, [i, j])$ to indicate that $\lambda$ is placed at $x = x_0$ and has the $i$-th strand as its upper end point and $j$-th strand as its lower end point. We use here our convention of enumerating the strands of $L$ at $x = x_0$ as $1, 2, \ldots$ from top to bottom, so $i < j$.

Suppose $C = (\{(C_m, d_m)\}, \{x_m\}, H)$ is an MCS for the Legendrian link $L$. Let $a$ (resp. $b$) be a crossing or right cusp (resp. crossing) of $L$.

**Definition 5.1.** A *chord path* from $a$ to $b$ is a finite sequence of chords $\Lambda = (\lambda_1, \lambda_2, \ldots, \lambda_n)$, so that
(1) The $x$-values of the $\lambda_r$ are a subset of the $x$-values $x_1 < x_2 < \ldots < x_s$ used in the MCS to decompose $L$ into elementary tangles. Furthermore, subject to this restriction, the $x$-value of $\lambda_{r+1}$ should be located immediately to the left of $\lambda_r$ for any $1 \leq r < n$.

(2) Assuming $a$ occurs between $x_l$ and $x_{l+1}$ and involves strands $k$ and $k+1$, we require $\lambda_1 = (x_l, [k, k+1])$; see Figure 10. We say $\lambda_1$ is the originating chord of $\Lambda$.

(3) Assuming $b$ lies between $x_p$ and $x_{p+1}$ and involves strands $k$ and $k+1$ we require either
   
   (a) $\lambda_n = (x_{p+1}, [i, j])$ with $\langle d_p e_i, e_k \rangle = 1$, or
   
   (b) $\lambda_n = (x_{p+1}, [k+1, j])$ with $\langle d_p e_{k+1}, e_j \rangle = 1$.

   See Figure 11. We say $\lambda_n$ is the terminating chord of $\Lambda$.

(4) Suppose $1 \leq r < n$, $\lambda_r = (x_{m+1}, [i, j])$, and the chord $\lambda_{r+1} = (x_m, [i', j'])$. Then, $i'$ and $j'$ are required to satisfy some restrictions depending on the type of tangle appearing in the region $x_m \leq x \leq x_{m+1}$ as follows:

   (a) **Crossing:** Assuming the crossing involves strands $k$ and $k+1$, we require $i' = \sigma(i)$, $j' = \sigma(j)$ where $\sigma$ denotes the transposition $(k, k+1)$. Note that a chord of the form $\lambda_r = (x_{m+1}, [k, k+1])$ is not allowed to occur to the right of a crossing in a chord path.

   (b) **Left cusp:** This cannot occur since $L$ is nearly plat.

   (c) **Right cusp:** Assuming the strands meeting at the cusp are labeled $k$ and $k+1$, we require $i' = \tau(i)$, $j' = \tau(j)$ where $\tau(l) = \begin{cases} l & \text{if } l < k \\ l + 2 & \text{if } l \geq k. \end{cases}$

   (d) **Handleslide:** Suppose the handleslide occurs between strand $k$ and strand $l$ with $k < l$. Here, $i' = i$ and $j' = j$ is always allowed. In addition, if $i = k$ and $l < j$ we also allow $i' = l$ and $j' = j$. Analogously, if $j = l$ and $i < k$ then we allow $i' = i$ and $j' = k$. This rule can be viewed as allowing the endpoint of a chord to possibly jump along the handleslide. Such a jump will shrink the length of the chord.

See Figure 12 for a pictorial summary of the appearance of successive chords in a chord path. We let $\mathcal{M}^C(a; b)$ denote the set of all chord paths from $a$ to $b$.

In order to obtain the higher order terms in the differential we need to allow additional behavior of chord paths near crossings.
Figure 12. Successive chords in a chord path near a crossing or handleslide.

Figure 13. Convex corners of a chord path at a crossing. Henceforth, the crossing of a convex corner will be marked with a dot.

Figure 14. A chord path $\Lambda$ with two convex corners and $w(\Lambda) = f_1bh_1$.

Definition 5.2. A chord path with convex corners is a sequence of chords $\Lambda = (\lambda_1, \ldots, \lambda_n)$ satisfying all the requirements of a chord path except that if $\lambda_r$ and $\lambda_{r+1}$ have a crossing, $c$, between them involving strands $k$ and $k+1$ then we allow the following as an alternative to Definition 5.1 (4a):

If $\lambda_r = (x_{m+1}, [i, k])$ we allow $\lambda_{r+1} = (x_m, [i, k])$. Also, if $\lambda_r = (x_{m+1}, [k+1, j])$ we allow $\lambda_{r+1} = (x_m, [k+1, j])$; see Figure 13. If either of these alternatives occur, then we refer to $c$ as a convex corner of $\Lambda$.

To a chord path with convex corners $\Lambda$ we assign a word, $w(\Lambda)$, in the following manner. Following the chord path from right to left, read off all the convex corners which occur at the top of a chord as $f_1, \ldots, f_s$. Now working backwards, from left to right, read off the convex corners which occur at the bottom of a chord as $h_1, \ldots, h_t$. Finally, let $g$ denote the crossing where the chord path terminates, and put $w(\Lambda) = (f_1 \cdots f_s)g(h_1 \cdots h_t)$; see Figure 14.

Now, let $\mathcal{M}^C(a; b_1, \ldots, b_n)$ denote the set of all chord paths with convex corners beginning at $a$ and having $w(\Lambda) = b_1 \cdots b_n$.

Proposition 5.3. If $\mathcal{M}^C(a; b_1, \ldots, b_n)$ is non-empty, then $|b_1 \cdots b_n| = |a| - 1$.

Proof. Given a chord $\lambda = (x_m, [i, j])$, let $\mu(\lambda)$ denote the difference of the value of the Maslov potential on the upper and lower endpoints of $\lambda$. That is, $\mu(\lambda) = \mu(e_i) - \mu(e_j)$ at $x = x_m$. 


Now, suppose \( \Lambda = (\lambda_1, \lambda_2, \ldots, \lambda_n) \in \mathcal{M}^C(a; b_1, \ldots, b_n) \). For \( 1 \leq r < n \), a case by case analysis shows \( \mu(\lambda_r) = \mu(\lambda_{r+1}) \) unless there is a convex corner between \( \lambda_r \) and \( \lambda_{r+1} \). In the latter case, supposing the convex corner occurs at the crossing \( b_i \) we have \( \mu(\lambda_{r+1}) = \mu(\lambda_r) - |b_i| \). Now, suppose that \( b_j \) is the crossing where the chord path terminates. The remaining \( b_i \) all appear as convex corners at some point in the chord path, so we see inductively that

\[
\mu(\lambda_n) = \mu(\lambda_1) - \sum_{1 \leq i \leq n, i \neq j} |b_i|.
\]

(9)

By definition \( \mu(\lambda_1) = |a| \). Furthermore, Definition 5.1 (3) and the fact that the differentials in the complexes \((C_m, d_m)\) have degree \(-1\) show that \( \mu(\lambda_n) = |b_j| + 1 \). Combining these two observations with equation (9) completes the proof.

\[\square\]

5.2. A DGA associated to an MCS. We are now prepared to associate a DGA to an MCS \( C \). Although the underlying algebra is identical to that of the Chekanov-Eliashberg DGA we use a distinct notation for clarity. Let \( A^*_C \) denote the \( \mathbb{Z}_2 \) vector space generated by the set, \( Q(\mathcal{L}) \), of crossings and right cusps of \( \mathcal{L} \), and let \( A^*_C = \bigoplus_{n=0}^\infty A^*_C \otimes \mathbb{Z}_2^n \) denote the corresponding tensor algebra. The same degrees are assigned to generators as in the Chekanov-Eliashberg DGA following Definition 2.2. Next, we define a differential \( d : A^*_C \to A^*_C \) to have the form \( da = \sum_{n=1}^\infty d_n a \) on generators where

\[
d_n : A^*_C \to A^*_C \otimes \mathbb{Z}_2^n, \quad d_n a = \sum \# \mathcal{M}^C(a; b_1, \ldots, b_n) b_1 \cdots b_n.
\]

The sum ranges over all monomials \( b_1 \cdots b_n \) with \( |b_1 \cdots b_n| = |a| - 1 \). The sums used to define \( da \) and \( d_n a \) are finite because for a given \( C \) there are only finitely many chord paths.

Our main results regarding this construction are the following.

**Theorem 5.4.** If \( C \) is an MCS for a nearly plat position Legendrian knot \( \mathcal{L} \), then setting \( d : A^*_C \to A^*_C, d = d_1 + d_2 + \ldots \) and extending \( d \) to \((A^*_C, d)\) via the Liebniz rule produces a DGA. That is, \( d \) has degree \(-1\) and satisfies \( d^2 = 0 \).

**Theorem 5.5.** If \( C^+ \) and \( C^- \) are equivalent MCS’s in \( MCS(\mathcal{L}) \), then the linearized complexes \((A^*_C, d^+_C)\) and \((A^*_C, d^-_C)\) are isomorphic.

5.3. **Proof that** \((d_1)^2 = 0\). As a warm up, we show that in the linearized complex \((A^*_C, d_1)\), \( d_1 \circ d_1 = 0 \). This case illustrates the nature of our argument and is shorter as chord paths with convex corners need not be considered.
Figure 15. The possible exceptional steps in a chord path $\Lambda \in \mathcal{M}(a; b)$ where $|b| = |a| - 2$.

Let $a, b \in Q(L)$ with $|b| = |a| - 2$. The coefficient of $b$ in $(d_1)^2a$ is given by

$$\langle d^2a, b \rangle = \# \bigcup_{|c|=|a|-1} \mathcal{M}(a; c) \times \mathcal{M}(c; b).$$

The right hand side is shown to be 0 mod 2 via a combinatorial analog of the corresponding proof for moduli spaces of gradient flow lines.

To begin we introduce a “1-dimensional” set of chord paths, $\mathcal{M}(a; b)$.

**Definition 5.6.** When $|b| = |a| - 2$ we define a chord path $\Lambda \in \mathcal{M}(a; b)$ to be a sequence of chords $(\lambda_1, \ldots, \lambda_n)$ as in Definition 5.1 except that for a single value of $1 \leq r < n$, $\lambda_r$ and $\lambda_{r+1}$ violate Definition 5.1 (4) and instead satisfy

$$\lambda_r = (x_p, [i, j]) \quad \text{and} \quad \lambda_{r+1} = (x_p, [i', j']).$$

with either

1. $i' = i$ and $\langle d_p ej', ej \rangle = 1$, or
2. $j' = j$ and $\langle d_p ei, ei' \rangle = 1$.

We will refer to the pair of chords $\lambda_r$ and $\lambda_{r+1}$ as the **exceptional step** of $\Lambda$; see Figure 15.

**Remark 5.7.**

(i) In the terminology of Remark 4.6 an exceptional step corresponds to an endpoint of the chord $\lambda_r$ jumping along a gradient trajectory in such a way that the length of the chord is decreased.

(ii) Proposition 5.3 easily generalizes to show that if there is a chord path from $a$ to $b$ with a single exceptional step, then $|b| = |a| - 2$.

(iii) In the geometric setting of Section 6 chord paths with a single exceptional step correspond to gradient staircases with one of the intermediate steps, $\varphi_m$, decreasing the index of fiber critical points by 1.

**Lemma 5.8 (Main Structural Lemma).** Suppose $|b| = |a| - 2$. Then, there exists a graph $G = (V, E)$ having vertex set

$$V = \mathcal{M}(a; b) \cup \bigcup_{|c|=|a|-1} \mathcal{M}(a; c) \times \mathcal{M}(c; b)$$

and satisfying the properties

1. Each vertex in $\mathcal{M}(a; b)$ is 2-valent.
2. Each vertex in $\bigcup_{|c|=|a|-1} \mathcal{M}(a; c) \times \mathcal{M}(c; b)$ is 1-valent.
Let us pause to describe how Lemma 5.8 completes the proof that $(d_1)^2 = 0$. Since $V$ is finite, it follows that $G$ is a compact 1-dimensional manifold with boundary consisting precisely of the vertices in $\bigcup_{|c|=|a|-1} \mathcal{M}^C(a;c) \times \mathcal{M}^C(c;b)$. Such a manifold is a disjoint union of circles and closed intervals, so it follows that equation (10) is 0 modulo 2.

**Proof of Lemma 5.8.** We need to introduce an edge set $E$ for $G$ with the desired properties. Edges will be determined by analyzing the way the exceptional step of a chord path may be moved around in the front projection of $L$. For vertices in $\mathcal{M}^C(a;b)$, the exceptional step is assigned both a “left type” and a “right type” depending on the tangle appearing to the left or, in the latter case, right of the exceptional step and the way in which the chord path passes through this tangle. An exhaustive list of types for exceptional steps is provided below. Each type is given an abbreviation reflecting the particular tangle adjacent to the exceptional step which is prefixed with a bold-faced $L$ or $R$ to indicate whether the tangle appears to the left or right of the exceptional step. To give a flavor for the notation, an exceptional step situated with a crossing to its left and a handleslide to its right could, for instance, have left type ‘$L\text{C1}$’ and right type ‘$R\text{H3}$’.

Often the type of a given vertex is based on the nature of the differentials in the complexes $(C_m, d_m)$ near the exceptional step. For instance, for a pair of strands corresponding to generators $e_i, e_j$ in $C_m$ we will frequently need to know whether $\langle d_m e_i, e_j \rangle = 0$ or $1$, i.e. whether strands $i$ and $j$ are connected by a gradient trajectory at $x = x_m$. (The reader should recall the terminology from Remark 4.6 which we will use frequently.)

The assignment of edges to vertices in $\mathcal{M}^C(a;b)$ is based on the type of the exceptional step, and is done in such a way that each type provides a single edge. Since an exceptional step has both a left type and a right type, (1) of Lemma 5.8 will follow. In addition, (2) will follow as vertices in $\bigcup_{|c|=|a|-1} \mathcal{M}^C(a;c) \times \mathcal{M}^C(c;b)$ will be assigned a single chord path in $\mathcal{M}^C(a;b)$ by “gluing” the two chord paths together near $c$.

### 5.4. Description of the edge set $E$

First, we handle the 1-valent vertices. Given

$$\alpha \times \beta = (\alpha_1, \ldots, \alpha_{n_1}) \times (\beta_1, \ldots, \beta_{n_2}) \in \mathcal{M}^C(a;c) \times \mathcal{M}^C(c;b)$$

we introduce an edge whose other end lies on the chord path in $\mathcal{M}^C(a;b)$ obtained from gluing $\alpha$ and $\beta$ as

$$(\alpha_1, \ldots, \alpha_{n_1}, \lambda, \beta_1, \ldots, \beta_{n_2}).$$

The additional chord $\lambda$ is obtained from pushing $\alpha_{n_1}$ through the crossing $c$, with an exceptional step occurring between $\lambda$ and $\beta_1$; see Figure 16.

### 5.4.1. Classification of exceptional steps into left and right types

Near crossings:
Type C1: We say that an exceptional step near a crossing is of Type LC1 or RC1 if there is another chord path in $\mathcal{M}^c(a; c) \times \mathcal{M}^c(c; b)$ obtained by moving the exceptional step to the other side of the crossing. In this case we include an edge in $E$ between these two chord paths; see Figure 17.

As in Remark 4.6 above, there is a bijection between gradient trajectories before and after the crossing, so the only thing that can prevent us from moving the exceptional step to the other side of the crossing is if the relevant gradient trajectory no longer consists of an interval contained within the chord. This can happen only if the non-jumping end point of the chord and the end of the gradient trajectory lie on the two crossing strands. This situation is impossible if the crossing is to the left of the exceptional step as it would produce a chord running directly into the crossing. However, it can occur when the crossing is located to the right of the exceptional step, and we say the exceptional step has right type RC2; see Figure 16. Note that RC2 exceptional steps arise as precisely the vertices connected to broken chord paths in $\mathcal{M}^c(a; c) \times \mathcal{M}^c(c; b)$ by the edges described above.

In summary, edges in $E$ are assigned to vertices with exceptional steps adjacent to a crossing as follows:

$$\text{LC1} \leftrightarrow \text{RC1} \quad \text{and} \quad \text{RC2} \leftrightarrow \text{Broken chord paths}.$$  

See Figures 16 and 17.

Near the Terminal Crossing $b$: Assuming the exceptional step occurs right before the chord path reaches the crossing $b$, there are two cases to consider.

Type LT1: The end point of the chord that jumps ends up on one of the crossing strands; see Figure 18 (a). According to the requirement (3) from Definition 5.1 there is a gradient trajectory to the left of the crossing sharing the same non-crossing strand end as the chord. There then arises another
chord path of this type obtained by altering which end of the chord jumps at the exceptional step.

Type \( \text{LT2} \): Suppose \( b \) is located between \( x = x_p \) and \( x = x_{p+1} \) and involves strands \( k \) and \( k + 1 \). To provide edges in this case we need to make use of the fact that in the MCS \( C \) the complex \( (C_{p+1}, d_{p+1}) \) has \( d_{p+1}^2 = 0 \). In particular, this means that for any \( i \) (resp. any \( j \)) there is an even number of once broken gradient trajectories from \( i \) to \( k+1 \) (resp. from \( k \) to \( j \)), so for each \( i \) (resp. \( j \)) we can divide the set of such broken trajectories into pairs. We assume that such a choice has been fixed. As a passing remark, in the geometric setting where \( C = C(F, g) \), the broken trajectories naturally occur in pairs as the boundary points of the compactification of \( M(f_{x_{p+1}}; e_i, e_{k+1}) \).

In this case, the chord end point which jumps along the exceptional step does not land on either of the crossing strands; see Figure 18 (b). Then, this jump combined with the gradient trajectory guaranteed by Definition 5.1 (3) provides a broken trajectory at \( x = x_{p+1} \) from some \( e_i \) to \( e_{k+1} \) (or from \( e_k \) to some \( e_j \)). We assign edges according to our chosen pairing of such broken trajectories.

Near a \( \text{Handleslide} \): We first classify the exceptional steps into six separate types and then indicate which types are connected by edges in \( E \). The impatient reader can jump to the pictorial presentation given in Figure 19.

As discussed in Remark 4.6 above, from Definition 4.2 (5d) it follows that strands which can be connected by a broken trajectory consisting of the handleslide mark and an ordinary gradient trajectory will be connected by a gradient trajectory on exactly one side of the handleslide. Furthermore, these are the only pairs of strands where the existence of a gradient trajectory is altered by the handleslide. More formally, if the handleslide lies between \( x = x_m \) and \( x = x_{m+1} \) and connects strands \( k \) and \( l \) then \( \langle d_m e_i, e_j \rangle \neq \langle d_{m+1} e_i, e_j \rangle \) if and only if \( e_i = e_k \) and \( 1 = \langle d_m e_l, e_j \rangle = \langle d_{m+1} e_l, e_j \rangle \) or \( e_j = e_l \) and \( 1 = \langle d_m e_i, e_k \rangle = \langle d_{m+1} e_i, e_k \rangle \).

For classifying exceptional steps, an obvious criterion to consider is whether or not the chord path jumps along the handleslide. Either answer is refined into three separate cases. In the first three types we suppose the chord path does not jump along the handleslide.

Type H1: The chord path does not jump along the handleslide and the gradient trajectory involved in the exceptional step exists on both sides of the handleslide.
If the gradient trajectory involved in the exceptional step ceases to exist on the other side of the handleslide mark it is due to the existence of a broken trajectory consisting of one part gradient trajectory and one part handleslide. We refine this case into two cases depending on the order that these portions of the broken trajectory occur. View the chord path as moving from right to left.

Type H2: At the exceptional step, the jumping end of the chord passes the gradient trajectory portion and then the handleslide mark.

Type H3: The jump along the exceptional step passes the handleslide first and then the gradient trajectory portion.

For the final three types we make the assumption that the chord path does jump along the handleslide. Note that this implies the gradient trajectory involved in the exceptional step will exist on both sides of the handleslide mark. Indeed, in order for the chord path to jump along both the exceptional step and the handleslide the two markings must lie on non-overlapping vertical intervals.

Type H4: The jump along the handleslide and the jump at the exceptional step occur at two different ends of the chord.

If the jump along the exceptional step and the handleslide occur at a common end of the chords $\lambda_r$, then they together constitute a broken trajectory. Therefore, a gradient trajectory running along their combined vertical interval appears on exactly one side of the handleslide.

Type H5: This trajectory exists to the right of the handleslide.

Type H6: This trajectory exists to the left of the handleslide.

As usual each handleslide type will be prefixed with L or R to indicate whether the handleslide lies to the left or to the right of the exceptional step.

Edges are assigned as follows between chord paths which are identical away from the handleslide:

\[
\begin{align*}
\text{LH1} & \leftrightarrow \text{RH1}, \\
\text{LH3} & \leftrightarrow \text{RH5}, \\
\text{LH6} & \leftrightarrow \text{RH2}, \\
\text{RH3} & \leftrightarrow \text{RH6}. \\
\end{align*}
\]

(11)

See Figure 19.
Figure 19. Edges between vertices with exceptional steps near a handleslide.

Figure 20. Exceptional branching in a chord path $\Lambda \in M^C(a; b_1, \ldots, b_n)$.

5.5. Proof of Theorem 5.4. To see that the full differential has $d^2 = 0$, we need to show that for any $a, b_1, \ldots, b_n \in Q(L)$ with $|b_1 \cdots b_n| = |a| - 2$, $\langle d^2 a, b_1 \cdots b_n \rangle = 0$. From the Liebniz rule, we have

$$\langle d^2 a, b_1 \cdots b_n \rangle = \# \bigcup_{|c| = |b_1 \cdots b_j| + 1} M^C(a; b_1, \ldots, b_{i-1}, c, b_{j+1}, b_n) \times M^C(c; b_i, b_{i+1}, \ldots, b_j).$$

We use the same strategy as in the previous subsection to show the right hand side is 0 mod 2. In this case, the “1-dimensional moduli space” $M^C(a; b_1, \ldots, b_n)$ has a slightly more elaborate description. Along with moving the exceptional step around there is a possibility of varying the location of a branch point in a difference flow tree. The combinatorial description follows.

Definition 5.9. When $|b_1 \cdots b_n| = |a| - 2$, the elements of $M^C(a; b_1, \ldots, b_n)$ are chord paths possibly with convex corners with word $b_1 \cdots b_n$ except that exactly one of the two following exceptional features occurs

1. A single exceptional step, or
2. At some $x = x_p$ the chord $\lambda_r = (x_p, [i, j])$ splits into two chords $\alpha_1$ and $\beta_1$ so that for some $i < l < j$, $\alpha_1 = (x_p, [i, l])$ and $\beta_1 = (x_p, [l, j])$. Subsequently, $\alpha_1$ and $\beta_1$ are extended to chord paths with convex corners $A = (\alpha_1, \ldots, \alpha_{M_1})$ and $B = (\beta_1, \ldots, \beta_{M_2})$ satisfying all of the requirements of Definition 5.1 except for (2). We refer to the part of the chord path where $\lambda_r$ splits into $\alpha_1$ and $\beta_1$ as the exceptional branching; see Figure 20.
In the second case, the associated word $w(\Lambda)$ is defined as the following product: Let $f_1, \ldots, f_s$ (resp. $h_1, \ldots, h_t$) denote the convex corners occurring along the top (resp. bottom) ends of the $\lambda_i$ read from right to left (resp. left to right). Then,

$$w(\Lambda) = (f_1 \cdots f_s)w(A) \cdot w(B)(h_1 \cdots h_t).$$

The proof that $d^2 = 0$ is completed by an analog of Lemma 5.8 with the vertex set now consisting of the union of $\mathcal{M}^C(a; b_1, \ldots, b_n)$ and

$$\bigcup_{|c| = |b_i \cdots b_j| + 1} \mathcal{M}^C(a; b_1, \ldots, b_{i-1}, c, b_{j+1}, b_n) \times \mathcal{M}^C(c; b_i, b_{i+1}, \ldots, b_j)$$

with vertices from the former subset 2-valent and vertices from the latter subset 1-valent.

We keep all edges arising from exceptional steps positioned near crossings and handleslides as in the proof of Lemma 5.8. In addition, we now describe edges arising from

1. Broken chord paths in $\mathcal{M}^C(a; b_1, \ldots, b_{i-1}, c, b_{j+1}, b_n) \times \mathcal{M}^C(c; b_i, b_{i+1}, \ldots, b_j)$ with $c$ a convex corner.
2. Exceptional branchings.
3. Exceptional steps positioned near convex corners.

For the first case, notice that such a pair of chord paths $(\Lambda_1, \Lambda_2)$ may be “glued” together so that an exceptional branching occurs immediately to the left of $c$. In the notation of Definition 5.9, $A$ and $B$ (resp. $B$ and $A$) will consist of $\Lambda_2$ and the tail end of $\Lambda_1$ if the convex corner of $\Lambda_1$ at $c$ occurs at the upper end point (resp. lower end point) of the chord. Note, that in either case the word of the glued chord path is indeed $b_1 \cdots b_n$. See Figure 22.

5.5.1. Edges arising from exceptional branchings. Near crossings:

Type BC1: Either the branch point lies on a non-crossing strand, or prior to the branching both of the edges of the chord lie on non-crossing strands.

In this case, it is possible to the simply move the branching point to the other side of the crossing. Thus, we can assign edges $\text{LBC1} \leftrightarrow \text{RBC1}$; see Figure 21.

Type BC2: Before the exceptional branching one end of the chord lies on one of the crossing strands, and the break point of the branching also lies on one of the crossing strands.
Figure 22. A chord path with an exceptional branching of type RBC2 arises from gluing at a convex corner. A chord path with exceptional branching of type LBC2 cannot occur.

Figure 23. Edges between vertices with exceptional branchings near a convex corner.

It is easy to see that these two cases are exhaustive. Also, note that LBC2 cannot occur as it would produce a chord running directly into a crossing. The exceptional branchings of type RBC2 are precisely the chord paths that arise from gluing at a convex corner \( c \); see Figure 22.

**RBC2** ↔ Broken chord path with the break occurring at a convex corner.

Near a **convex corner**:

Type BX1: The convex corner does not involve one of the endpoints which is newly formed by the branching.

If the convex corner does involve one of the new endpoints then it must lie to the left of the exceptional branching. We subdivide this case into two types.

Type LBX2 (resp. Type LBX3) : The chord breaks at the bottom (resp. top) of the two crossing strands.

Edges can be assigned as LBX1 ↔ RBX1 and LBX2 ↔ LBX3; see Figure 23.

**Remark 5.10.** During a LBX2 ↔ LBX3 edge the topology of the underlying metric tree changes.

Near a **handleslide**:

Type BH1: None of the chords jump along the handleslide.

Type BH2: One of the chords jumps, but it is along an endpoint other than the two new ones created by the exceptional branching. (That is, other than the bottom end of \( \alpha_1 \) and the top end of \( \beta_1 \).)

Type LBH3: Bottom end of \( \alpha_1 \) jumps.

Type LBH4: Top end of \( \beta_1 \) jumps.

These cases are exhaustive, and edges may be assigned as
Figure 24. Edges between vertices with exceptional branchings near a handleslide.

(12) \( \text{LBH}_1 \leftrightarrow \text{RBH}_1, \quad \text{LBH}_2 \leftrightarrow \text{RBH}_2, \quad \text{LBH}_3 \leftrightarrow \text{LBH}_4 \).

See Figure 24.

5.5.2. Exceptional steps near convex corners and branching near terminal crossings. A few types of edges may interchange the exceptional steps and branching. Such an edge will necessarily exchange a convex corner for a terminal crossing as well.

Exceptional steps near a convex corner:
Type X1: The exceptional step occurs between two non-crossing strands.
Type LX2: The chord which jumps at the exceptional step lands on one of the crossing strands.

Remark 5.11. (i) In this case the convex corner has to appear to the left of the exceptional step.
(ii) Prior to the jump the chord must have its two ends on non-crossing strands and stretch over a vertical interval containing the \( z \)-coordinate of the crossing.

Type RX3: The chord which jumps from a crossing strand to a non-crossing strand during the exceptional step. (This implies the convex corner lies to the right of the exceptional step.)

Exceptional branching near a terminal crossing:
Type LBT1: The branching breaks the chord at one of the crossing strands.
Type LBT2: The branching breaks the chord at a non-crossing strand.

Edges can be assigned as

(13) \( \text{LX}_1 \leftrightarrow \text{RX}_1, \quad \text{LX}_2 \leftrightarrow \text{LBT}_1, \quad \text{RX}_2 \leftrightarrow \text{LBT}_2 \).
5.6. **Equivalent MCSs induce isomorphic linearized DGAs.** We prove Theorem 5.5 by considering each MCS move depicted in Figures 8 and 9. The proof of Theorem 5.5 for an MCS move obtained by reflecting a move depicted in Figures 8 and 9 is similar. In the case of MCS moves 1-7 and 9-14, the chain isomorphism is the identity map. We require a “combinatorial gluing argument” similar to the proof of $d^2 = 0$ in order to construct the chain isomorphism for MCS moves 8 and 15.

**Proof of Theorem 5.5.** We need only consider the case when $C^+$ is equivalent to $C^-$ by a single MCS move. Given a fixed MCS move we will construct a grading-preserving isomorphism $\Phi : (A_{C^+}, d^+_{1}) \to (A_{C^-}, d^-_{1})$ so that $\Phi \circ d^+_{1} = d^-_{1} \circ \Phi$. The $\mathbb{Z}_2$ vector spaces $A_{C^+}$ and $A_{C^-}$ are both generated by the set $Q(L)$ of crossings and right cusps on $L$, hence, we may define $\Phi$ on $Q(L)$ and extend by linearity.

Recall from Section 5.2, given $a \in Q(L)$,

$$d^+_{1} a = \sum_{b \in Q(L)} \#\mathcal{M}^{C^+}(a;b)b \quad \text{and} \quad d^-_{1} a = \sum_{b \in Q(L)} \#\mathcal{M}^{C^-}(a;b)b,$$

where $\mathcal{M}^{C^+}(a;b)$ and $\mathcal{M}^{C^-}(a;b)$ are the sets of chord paths (without convex corners) from $a$ to $b$ in $C^+$ and $C^-$ respectively.

**Claim 1.** Suppose $C^+$ is equivalent to $C^-$ by one of MCS moves 1-7 or 9-14. Then, for all $a, b \in Q(L)$, $\#\mathcal{M}^{C^+}(a;b) = \#\mathcal{M}^{C^-}(a;b) \mod 2$, hence $d^+_{1} = d^-_{1}$ and $\Phi = Id$ is a chain isomorphism. In fact, for MCS moves 2-5 and 9-14 there is a bijection from $\mathcal{M}^{C^+}(a;b)$ to $\mathcal{M}^{C^-}(a;b)$.

Regardless of the MCS move under consideration, we will let $T \subset L$ be the tangle in a small neighborhood of the move depicted in Figures 8 and 9. For each MCS move, we will assume $C^+$ is to the left of the double arrow in Figures 8 and 9 and $C^-$ is to the right.

We begin with a few simplifying observations. Chord paths beginning at $a$ progress to the left. Therefore, if $a$ is left of $T$ or contained in $T$, then $\mathcal{M}^{C^+}(a;b) = \mathcal{M}^{C^-}(a;b)$ for all $b \in Q(L)$ and so $d^+_{1} a = d^-_{1} a$. Hence,
independent of the MCS move under consideration, we will define \( \Phi(a) = a \) for each such \( a \in Q(L) \). If \( a \) and \( b \) are both right of \( T \) then, again, \( \mathcal{M}^+(a; b) = \mathcal{M}^-(a; b) \). Thus, when proving Claim 1 we need only consider \( a \) to the right of \( T \) and \( b \) contained in \( T \) or to the left of \( T \). Given such a pair \( a \) and \( b \), and \( i \geq 0 \), let \( \mathcal{M}^+(a; b, i) \subset \mathcal{M}^+(a; b) \) be chord paths that jump along exactly \( i \) handleslide marks of \( C^+ \) in \( T \). The set \( \mathcal{M}^-(a; b, i) \) is similarly defined. If \( b \) is left of \( T \) and \( \Lambda \in \mathcal{M}^+(a; b) \) passes through \( T \) without jumping along a handleslide in \( T \), then there is a corresponding chord path \( \Lambda' \in \mathcal{M}^-(a; b) \) that agrees with \( \Lambda \) away from \( T \) and does not jump along a handleslide in \( T \). In fact, this gives us a bijection between chord paths in \( \mathcal{M}^+(a; b, 0) \) and \( \mathcal{M}^-(a; b, 0) \). Thus, we need only consider \( \mathcal{M}^+(a; b, i) \) and \( \mathcal{M}^-(a; b, i) \) with \( i > 0 \), except in moves 7, 8, and 10 where we must also consider the case where \( b \) is in \( T \) and \( i = 0 \).

\textbf{MCS Move 1:} Suppose \( C^+ \) is equivalent to \( C^- \) by MCS move 1 and let \( \alpha \) and \( \beta \) denote the handleslide marks of \( C^- \) in \( T \). Note that \( \mathcal{M}^+(a; b, i) = \emptyset \) if \( i > 0 \) and \( \mathcal{M}^-(a; b, i) = \emptyset \) if \( i > 1 \). Thus, in order to prove Claim 1 it remains to show \# \( \mathcal{M}^-(a; b, 1) = 0 \). But there is a natural pairing of elements in \( \mathcal{M}^-(a; b, 1) \). If \( \Lambda \in \mathcal{M}^-(a; b, 1) \) jumps along \( \alpha \) then there is a chord path in \( \mathcal{M}^-(a; b, 1) \) that agrees with \( \Lambda' \) away from \( T \) and jumps along \( \beta \). Hence, Claim 1 follows for move 1.

\textbf{MCS Moves 2-5, 9, and 11-14:} In the case of moves 9 and 11 - 14, the nearly plat condition on \( L \) ensures \( \mathcal{M}^+(a; b, i) = \mathcal{M}^-(a; b, i) = \emptyset \) if \( i > 0 \). Hence, Claim 1 follows for moves 9 and 11 - 14 from our previous discussion. In the case of MCS moves 2-5, label the handleslide marks of \( C^+ \) in \( T \) by \( \alpha \) and \( \beta \) with \( \alpha \) to the left of \( \beta \). After the MCS move, \( \beta \) is to the left of \( \alpha \) in \( C^- \). The arrangements of the handleslide marks in \( C^+ \) and \( C^- \) ensure \( \mathcal{M}^+(a; b, i) = \mathcal{M}^-(a; b, i) = \emptyset \) if \( i > 1 \). If \( \Lambda \in \mathcal{M}^+(a; b, 1) \) jumps along \( \alpha \) (resp. \( \beta \)), then there is a corresponding \( \Lambda' \in \mathcal{M}^-(a; b, 1) \) that agrees with \( \Lambda \) away from \( T \) and jumps along \( \alpha \) (resp. \( \beta \)). In fact, this gives us a bijection between chord paths in \( \mathcal{M}^+(a; b, 1) \) and \( \mathcal{M}^-(a; b, 1) \). Hence, Claim 1 follows for moves 2-5.

\textbf{MCS Move 6:} Suppose \( C^+ \) is equivalent to \( C^- \) by MCS move 6. Let \( \alpha \) and \( \beta \) denote the handleslide marks of \( C^+ \) in \( T \). After the MCS move, \( \alpha \) and \( \beta \) have exchanged positions and a longer handleslide, labeled \( \gamma \), exists between \( \alpha \) and \( \beta \). Note that \( \mathcal{M}^+(a; b, i) = \emptyset \) if \( i > 1 \) and \( \mathcal{M}^-(a; b, i) = \emptyset \) if \( i > 2 \). If \( \Lambda \in \mathcal{M}^+(a; b) \) jumps along \( \alpha \) (resp. \( \beta \)), then there is a corresponding \( \Lambda' \in \mathcal{M}^-(a; b) \) that agrees with \( \Lambda \) away from \( T \) and jumps along \( \alpha \) (resp. \( \beta \)). In fact, this gives an injection from \( \mathcal{M}^+(a; b, 1) \) into \( \mathcal{M}^-(a; b, 1) \). It remains to show that the subset of \( \mathcal{M}^-(a; b, 1) \cup \mathcal{M}^-(a; b, 2) \) containing chord paths that either jump along \( \gamma \) or jump along both \( \alpha \) and \( \beta \) contains an even number of elements. As in the case of move 1, there is a natural pairing on this set. If \( \Lambda' \in \mathcal{M}^-(a; b) \) jumps along \( \gamma \), then there is a chord
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Figure 26. The bijections relating $M^C(a;b)$ and $M^C(a;b)$ in MCS move 7.

Figure 27. The bijection between $M^C(j)$ and $M^C(l)$ in the case $(d_p e_j, e_k) = (a,b)$.

path in $\Lambda' \in M^C(a;b)$ that agrees with $\Lambda'$ way from $T$ and jumps along both $\alpha$ and $\beta$. Hence, Claim 1 follows for move 6.

**MCS Move 7:** Suppose $C^+$ is equivalent to $C^-$ by MCS move 7 and let $\alpha$ denote the handleslide mark of $C^+$ and $C^-$ in $T$ with endpoints on strands $j$ and $l$, $j < l$.

Suppose $b$ is to the left of $T$. Note that $M^C(a,b,i) = M^C(a,b,i) = \emptyset$ if $i > 1$. Following the argument above for moves 2-5, there is a bijection between the chord paths in $M^C(a,b,1)$ and $M^C(a,b,1)$. Hence, Claim 1 follows when $b$ is to the left of $T$.

Suppose $b$ is the crossing in $T$. Given $m > 0$ let $M^C(a,b,m) \subset M^C(a,b)$ be the chord paths with a terminating chord having its upper endpoint on strand $m$ and define the subset $M^C(a,b) \subset M^C(a,b)$ similarly. Note $M^C(a,b) = M^C(k+1) \cup \bigcup_{m< k} M^C(m)$ and $M^C(a,b) = M^C(k+1) \cup \bigcup_{m< k} M^C(m)$. There is a bijection between $M^C(m)$ and $M^C(m)$ when $m = k+1$ or $m < k$ and $m \notin \{j,l\}$. The bijection is described in Figure 26 (1) for $m = k+1$ and in Figure 26 (2) for $m < k$ and $m \notin \{j,l\}$. Hence, we are left to show:

\[(14) \quad \#(M^C(j) \cup M^C(l)) = \#(M^C(j) \cup M^C(l)).\]
Let $\mathcal{M}_\alpha^-(l) \subset \mathcal{M}^-(l)$ be the chord paths that jump along $\alpha$ in $T$ and let $(\mathcal{M}_\alpha^-(l))^c$ be the complement of $\mathcal{M}_\alpha^-(l)$ in $\mathcal{M}^-(l)$. Consider the possible values of the pair $((d_p e_j, e_k), (d_p e_l, e_k))$ where $(C_p, d_p)$ is the chain complex of $\mathcal{C}^+$ between the handleslide $\alpha$ and the crossing $b$. For each value of $((d_p e_j, e_k), (d_p e_l, e_k))$, we list below bijections and give figure references for their descriptions. In each case, equation (14) and, hence, Claim 1 follow immediately.

$$(0,0) : \mathcal{M}^+(l) = \mathcal{M}^-(l) = \mathcal{M}^+(j) = \mathcal{M}^-(j) = \emptyset;$$

$$(1,0) : \mathcal{M}^+(l) = \mathcal{M}^-(l) = \emptyset, \mathcal{M}^+(j) \iff \mathcal{M}^-(j) [26 \ (3)];$$

$$(1,1) : \mathcal{M}^-(j) = \emptyset, \mathcal{M}^+(j) \iff \mathcal{M}_\alpha^-(l) [26 \ (4)], \mathcal{M}^+(l) \iff (\mathcal{M}_\alpha^-(l))^c [26 \ (6)];$$

$$(0,1) : \mathcal{M}^+(j) = \emptyset, \mathcal{M}^+(l) \iff (\mathcal{M}_\alpha^-(l))^c [26 \ (5)], \mathcal{M}^-(j) \iff \mathcal{M}_\alpha^-(l) [27 \ (7)].$$

**MCS Move 10:** Suppose $\mathcal{C}^+$ is equivalent to $\mathcal{C}^-$ by MCS moves 10 and let $\alpha$ denote the handleslide mark of $\mathcal{C}^+$ and $\mathcal{C}^-$ in $T$. If $b$ is not the crossing in $T$, then Claim 1 follows as in the proof of move 7. Suppose $b$ is the crossing in $T$ between strands $k$ and $k + 1$. A chord path in $\mathcal{C}^-$ originating at $a$ cannot terminate at $b$ by jumping along $\alpha$. Hence, $\mathcal{M}^+(a; b, i) = \mathcal{M}^-(a; b, i) = \emptyset$ if $i > 0$. Suppose $(C_p, d_p)$ and $(C_{p+1}, d_{p+1})$ are the chain complexes of $\mathcal{C}^+$ on either side of $\alpha$. Then, $\langle d_p e_i, e_k \rangle = \langle d_{p+1} e_i, e_k \rangle$ and $\langle d_p e_{k+1}, e_j \rangle = \langle d_{p+1} e_{k+1}, e_j \rangle$ for all $i < k$ and $k + 1 < j$. Thus, for each chord path terminating at $b$ in $\mathcal{C}^+$ there is a corresponding chord path of $\mathcal{C}^-$ terminating at $b$; and vice versa. Therefore, $\mathcal{M}^+(a; b, 0) = \mathcal{M}^-(a; b, 0)$ and Claim 1 follows.

In the case of the MCS move which results from reflecting MCS move 8 in Figure 28 about a vertical axis, the chain isomorphism $\Phi$ is still the identity map. In the case of MCS move 15 and the version of MCS move 8 depicted in Figures 8 the chain isomorphism $\Phi$ may not be the identity map and, in fact, we require considerably more machinery to prove the theorem in these cases. The proofs for these cases require similar notation and machinery, so we will describe much of it in the next few paragraphs and then give the proof for each move. \[\square\]
Label the crossings and rights cusps of $L$ by $q_1, \ldots, q_n$ so that $q_1 < q_2 < \ldots < q_n$ with respect to the ordering from the $x$-axis. Suppose $C^+, C^- \in \text{MCS}(L)$ differ by either MCS move 8 or 15 so that, in either case, $C^+$ (resp. $C^-$) is to the left (resp. right) of the double arrow in Figure 8 or 9. Let $T \subset L$ denote the tangle neighborhood of $C^+$ and $C^-$ depicted in Figure 8 or 9. Suppose $C^+ = (\{(C_m, d_m)\}, \{x_m\}, H)$. We may assume without loss of generality that the left edge of $T$ has an associated chain complex $(C_p, d_p; x_p)$ in $C^+$. In fact, the chain complexes and explicit handleslide marks of $C^+$ and $C^-$ agree outside of $T$, so $(C_r, d_r; x_r)$ is a chain complex of both $C^+$ and $C^-$ for $1 \leq r \leq p$. We will define an MCS-like object $C^0$ for both MCS moves 8 and 15, which we think of as an intermediary between $C^+$ and $C^-$. 

In the case of move 8, suppose $q_k$ is the crossing in $T$ with strands $m$ and $m+1$ crossing at $q_k$. Suppose the handleslide mark of $C^+$ in $T$, which we will denote $\alpha$, is between strands $l$ and $m$ with $l < m$. We also let $\alpha$ denote the corresponding handleslide in $C^-$; see Figure 28. Let $\beta$ denote a handleslide mark in $L$ between the singularity point of $q_k$ and strand $l$; see Figure 28. We define $C^0$ to be the set of explicit handleslide marks $(H \cup \{\beta\}) \setminus \{\alpha\}$ along with the chain complexes $\{(C_m, d_m) | m \neq p + 1\}$.

In the case of move 15, the handleslide marks of $C^-$ in $T$ correspond to the gradient flowlines entering $e_l$ and leaving $e_m$ for two generators $e_l, e_m \in C_p$ satisfying $l < m$ and $|e_l| = |e_m| - 1$. Choose $x_p < \bar{x} < x_{p+1}$ so that the tangle $L \cap ([x_p, \bar{x}] \times \mathbb{R})$ does not contain handleslide marks, crossings or cusps of $C^+$. In fact, we may assume $x_{p+1}$ is to the right of $T$ and choose $\bar{x}$ so that $\{\bar{x}\} \times \mathbb{R}$ is the right edge of $T$. Let $\alpha$ denote a vertical mark between strands $l$ and $m$ in $L \cap ([x_p, \bar{x}] \times \mathbb{R})$. We represent $\alpha$ by a dashed line; see Figure 28. We define $C^0$ to be the set of vertical marks $H \cup \{\alpha\}$ along with all of the chain complexes of $C^+$ including an additional chain complex $(C_\bar{x}, d_\bar{x})$ above $\bar{x}$ defined by $d_\bar{x} = d_p$.

For $q_i, q_j \in Q(L)$, we will use the shorthand $\mathcal{M}^+(i; j) = \mathcal{M}^C^+(q_i, q_j)$ and $\mathcal{M}^-(i; j) = \mathcal{M}^C^-(q_i, q_j)$. Fix $q_i \in Q(L)$. In the case of move 8, we define the set $\mathcal{M}^0(i; k)$ by $\Lambda \in \mathcal{M}^0(i; k)$ if and only if $\Lambda = (\lambda_1, \ldots, \lambda_n)$ is a finite sequence of chords originating at $q_i$, satisfying Conditions (1), (2), and (4) of Definition 5.1 for the MCS $C^+$, and:

**Condition (3x).** The chord $\lambda_n$ is just to the right of $q_k$ between strands $l$ and $m$; see Figure 29.
Now in the case of move 15, we define the set \( M^0(i; k) \) by \( \Lambda \in M^0(i; k) \) if and only if \( \Lambda = (\lambda_1, \ldots, \lambda_n) \) is a finite sequence of chords originating at \( q_i \), terminating at \( q_j \), and satisfying Conditions (1)-(4) of Definition 5.1 for \( C^0 \) except in one place where \( \Lambda \) satisfies:

**Condition (415).** If \( 1 \leq r < n \) and the chord \( \lambda_r \) occurs at \( \bar{x} \), then either:

1. \( \lambda_r = (\bar{x}, [l, j]) \) with \( j > m \) and \( \lambda_{r+1} = (x_p, [m, j]) \), or
2. \( \lambda_r = (\bar{x}, [j, m]) \) with \( j < l \) and \( \lambda_{r+1} = (x_p, [j, l]) \).

In short, \( \Lambda \) jumps along \( \alpha \) in \( T \); see Figure 29.

**Proof of Theorem 5.5 for MCS Move 8.** We define \( \Phi : A_1(C^+) \rightarrow A_1(C^-) \) to be the linear extension of the map on \( Q(L) \) given by \( \Phi(q_i) = q_i + \#M^0(q_i; q_k)q_k \). The set \( M^0(i; k) \neq \emptyset \) only if \( |q_i| = |q_k| \), and \( \Phi^{-1} = \Phi \), hence, \( \Phi \) is a graded isomorphism. It remains to show \( \Phi \) is a chain map. For \( i \leq k \), \( \Phi(q_i) = q_i \) and \( d_1^- q_i = d_1^- q_i \), so \( \Phi \) is a chain map. Consider \( i > k \). Then:

\[
\Phi \circ d_1^+(q_i) = \Phi \left( \sum_{j<i} \#M^+(i; j)q_j \right) \\
= \sum_{k<j<i} \#M^+(i; j)q_j + \sum_{j<k<i} \#M^+(i; j)q_j \\
+ \left[ \#M^+(i; k) + \sum_{k<j<i} \#M^+(i; j)\#M^0(j; k) \right] q_k
\]

and

\[
d_1^- \circ \Phi(q_i) = d_1^- (q_i + M^0(i; k)q_k) \\
= \#M^-(i; k)q_k + \sum_{k<j<i} \#M^-(i; j)q_j \\
+ \sum_{j<k<i} \left[ \#M^-(i; j) + \#M^-(k; j)\#M^0(i; k) \right] q_j.
\]

Thus, \( \Phi \circ d_1^+(q_i) = d_1^- \circ \Phi(q_i) \) if:

A. For \( k < j < i \), \( \#M^+(i; j) = \#M^-(i; j) \);
B. For \( j < k < i \), \( \#M^+(i; j) = \#M^-(i; j) + \#M^-(k; j)\#M^0(i; k) \);
and
C. For \( j = k \),

\[
(15) \quad \#M^-(i; k) = \#M^+(i; k) + \sum_{k<j<i} \#M^+(i; j)\#M^0(j; k).
\]
For $k < j < i$, $\Lambda^+(i;k) = \Lambda^-(i;k)$ as sets of chord paths since the handeslide marks of $C^+$ and $C^-$ are identical between $q_i$ and $q_j$. Thus, A. follows. For $j < k < i$, there is injection of $\Lambda^-(i;j)$ into $\Lambda^+(i;j)$ whereby the image of $\Lambda \in \Lambda^-(i;j)$ jumps along the same handeslide marks as $\Lambda$, including possibly $\alpha$. The set $\Lambda^+(i;j) \setminus \Lambda^-(i;j)$ consists of chord paths that jump along $\alpha$ so that the chord after the jump is between strands $m$ and $m+1$. This set is in bijection with $\Lambda^-(k;j) \times \Lambda^0(i;k)$ by the map described in Figure 30. Thus, B. follows.

Suppose $j = k$. Most chord paths in $\Lambda^+(i;k)$ correspond in a canonical way to a chord path in $\Lambda^-(i;k)$, and vice versa. The set $\Lambda(i;k)$ defined below consists of chord paths in $\Lambda^+(i;k)$ and $\Lambda^-(i;k)$ that do not correspond in a canonical way to another chord path after the MCS move. Hence, $\#\Lambda(i;k) = \#\Lambda^-(i;k) - \#\Lambda^+(i;k)$ and we can rewrite equation (15) as

$$ (16) \quad \#\Lambda(i;k) = \sum_{k<j<i} \#\Lambda^+(i;j)\#\Lambda^0(j;k). $$

The set $\Lambda(i;k) \subset \Lambda^+(i;k) \cup \Lambda^-(i;k)$ is defined by $\Lambda = (\lambda_1, \ldots, \lambda_n) \in \Lambda^+(i;k) \cup \Lambda^-(i;k)$ is in $\Lambda(i;k)$ if:

1. $\Lambda \in \Lambda^+(i;k)$, $\lambda_n = (x_{p+1}, [i,m])$, $i < l$, and $(d^+_p e_i, e_l) = 1$; see Figure 31 (a);
2. $\Lambda \in \Lambda^-(i;k)$, $\lambda_n = (x_{p+1}, [i,m])$, $i < l$, and $(d^+_p e_i, e_m) = 0$; see Figure 31 (b); or
3. $\Lambda \in \Lambda^-(i;k)$, $\lambda_n = (x_{p+1}, [m+1,j])$, and $\Lambda$ jumps along $\alpha$; see Figure 31 (c).

We will verify equation (16) by producing a graph $G = (V,E)$ as in the claim below. The resulting graph is a compact topological 1-dimensional
The edges between vertices in $\tilde{M}(i; k)$ and vertices in $\hat{M}(i; k)$.

manifold with boundary points corresponding to

$$\hat{M}(i; k) \cup \bigcup_{k<j<i} M^- (i; j) \times M^0 (j; k).$$

The boundary points are naturally paired in such a manifold, hence, the construction of $G$ verifies equation (16) and finishes the lemma. The set $\hat{M}(i; k)$ of interior vertices is defined after the claim.

Claim 2. There exists a graph $G = (V, E)$ with vertex set

$$V = \hat{M}(i; k) \cup \tilde{M}(i; k) \cup \bigcup_{k<j<i} M^- (i; j) \times M^0 (j; k)$$

satisfying:

A. Every element of $\hat{M}(i; k)$ has valence 2; and

B. Every element of $V \setminus \hat{M}(i; k)$ has valence 1.

We define the set of interior vertices $\hat{M}(i; k)$ by $\Lambda \in \hat{M}(i; k)$ if and only if $\Lambda = (\lambda_1, \ldots, \lambda_n)$ is a finite sequence of chord paths so that:

1. $\Lambda$ satisfies Definition 5.1 (1), (2), and (4) for the MCS $C^+$ except that for a single value of $1 \leq r < n$, $\lambda_r$ and $\lambda_{r+1}$ violate Definition 5.1 (4) and instead $\Lambda$ has an exceptional step between $\lambda_r$ and $\lambda_{r+1}$ as defined in Definition 5.6;

2. $\Lambda$ originates at $q_i$; and

3. $\Lambda$ satisfies Condition (3$_8$).

In short, $\Lambda \in \hat{M}(i; j)$ is a chord path in $C^+$ from $q_i$ that jumps along a single fiber-wise gradient flowline and satisfies Condition (3$_8$).

Edges at valence 1 vertices are defined as follows. Suppose $\Lambda = (\lambda_1, \ldots, \lambda_n) \in \hat{M}(i; k)$. We associate to each of the three possible chord paths in $\hat{M}(i; k)$ a chord path in $\hat{M}(i; k)$ as described in Figure 32 and introduce an edge between their vertices. Given

$$\Lambda \times \Omega = (\lambda_1, \ldots, \lambda_{n_1}) \times (\omega_1, \ldots, \omega_{n_2}) \in M^- (i; j) \times M^0 (j; k),$$

Figure 32. The edges between vertices in $\tilde{M}(i; k)$ and vertices in $\hat{M}(i; k)$. 
we introduce an edge whose other end corresponds to the chord path in
\( \hat{M}(i;k) \) obtained from gluing \( \Lambda \) and \( \Omega \) as \((\lambda_1, \ldots, \lambda_{n_1}, \tau, \omega_1, \ldots, \omega_{n_2})\). The
additional chord \( \tau \) is obtained from pushing \( \lambda_{n_1} \) through the crossing \( q_j \),
with an exceptional step occurring between \( \tau \) and \( \omega_1 \); see Figure 33.

The internal edges of \( E \) are determined by the way an exceptional step

can be moved around in \( C^+ \) between \( q_i \) and \( q_k \). For vertices in \( \hat{M}(i;k) \),
the exceptional step is assigned both a “left type” and “right type” depending
on the tangle appearing to the left or, in the latter case, the right of the
exceptional step and the way in which the chord sequence passes through
this tangle. The assignment of edges to the vertices in \( \hat{M}(i;k) \) is based on
the type of the exceptional step. In fact, the construction of these edges and
the proof that the vertices of \( \hat{M}(i;j) \) are valence 2 is essentially identical to

Proof of Theorem 5.5 for MCS Move 15. We define \( \Phi : A_1(C^+) \to A_1(C^-) \)
to be the linear extension of the map on \( Q(L) \) given by \( \Phi(q_i) = q_i + \sum_{j<i} \# M^+(i;j) q_j \).

The set \( M^0(i;j) \neq \emptyset \) only if \( |q_i| = |q_j| \), and \( \Phi^{-1} = \Phi \),
hence, \( \Phi \) is a graded isomorphism. It remains to show \( \Phi \) is a chain map.

Note,

\[
\Phi \circ d_1^+(q_i) = \Phi \left( \sum_{j<i} \# M^+(i;j) q_j \right) \\
= \sum_{j<i} \left[ \# M^+(i;j) q_j + \sum_{l<j} \# M^+(i;j) M^0(j,l) q_l \right]
\]

and

\[
d_1^- \circ \Phi(q_i) = d_1^- \left( q_i + \sum_{j<i} M^0(i;j) q_j \right) \\
= \sum_{j<i} \left[ \# M^-(i;j) q_j + \sum_{l<j} \# M^0(i;j) M^-(j,l) q_l \right]
\]

Thus, \( \Phi \circ d_1^+(q_i) = d_1^- \circ \Phi(q_i) \) if:

A. For \( T < j < i \) or \( j < i < T \), \( \# M^+(i;j) = \# M^-(i;j) \); and
B. For \( j < T < i \),
\[
\#\mathcal{M}^+(i, j) + \sum_{j < l < T} \#\mathcal{M}^+(i, l) \#\mathcal{M}^0(l, j) = \#\mathcal{M}^-(i, j) + \sum_{j<T<l} \#\mathcal{M}^0(i, l) \#\mathcal{M}^-(l, j).
\]

For \( T < j < i \) or \( j < i < T \), \( \mathcal{M}^+(i; j) = \mathcal{M}^-(i; j) \) as sets of chord paths since the handleslide marks of \( \mathcal{C}^+ \) and \( \mathcal{C}^- \) are identical between \( q_i \) and \( q_j \), so A. follows. For \( j < T < i \), the MCSs \( \mathcal{C}^+ \) and \( \mathcal{C}^- \) differ only in the handleslide marks of \( \mathcal{C}^- \) in \( T \), hence, \( \mathcal{M}^+(i; j) \) naturally injects into \( \mathcal{M}^-(i; j) \). Thus, \( \tilde{\mathcal{M}}(i; j) = \mathcal{M}^-(i; j) \setminus \mathcal{M}^+(i; j) \) denotes the chord paths in \( \mathcal{C}^- \) that jump along handleslide marks in \( T \) and \( \#\tilde{\mathcal{M}}(i; j) = \#\mathcal{M}^-(i, j) - \#\mathcal{M}^+(i, j) \). In fact, it is easy to see that \( \Lambda \in \tilde{\mathcal{M}}(i; j) \) jumps along exactly one handleslide in \( T \). In the case of \( j < T < i \), we can rewrite B. above as:

\[
(17) \quad \#\tilde{\mathcal{M}}(i; j) = \sum_{j<l<T} \#\mathcal{M}^+(i, l) \#\mathcal{M}^0(l, j) + \sum_{j<T<l} \#\mathcal{M}^0(i, l) \#\mathcal{M}^-(l, j).
\]

We will verify equation (17) by producing a graph \( G = (V, E) \) as in the claim below. The resulting graph is a compact topological 1-dimensional manifold with boundary points corresponding to

\[
\tilde{\mathcal{M}}(i; j) \cup \bigcup_{j<T<i} \mathcal{M}^+(i; l) \times \mathcal{M}^0(l; j) \cup \bigcup_{j<i<T} \mathcal{M}^0(i; l) \times \mathcal{M}^-(l; j).
\]

The boundary points are naturally paired in such a manifold, hence, the construction of \( G \) verifies equation (17) and finishes the lemma. The set \( \hat{\mathcal{M}}(i; j) \) of interior vertices is defined after the claim.

Claim 3. For \( T < j < i \) fixed, there exists a graph \( G = (V, E) \) with vertex set

\[
V = \hat{\mathcal{M}}(i; j) \cup \tilde{\mathcal{M}}(i; j)
\]

\[
\cup \bigcup_{j<T<i} \mathcal{M}^+(i; l) \times \mathcal{M}^0(l; j)
\]

\[
\cup \bigcup_{j<i<T} \mathcal{M}^0(i; l) \times \mathcal{M}^-(l; j)
\]

satisfying:

A. Every element of \( \hat{\mathcal{M}}(i; k) \) has valence 2; and

B. Every element of \( V \\setminus \hat{\mathcal{M}}(i; k) \) has valence 1.

For a fixed \( q_i \in Q(L) \), we define the set \( \hat{\mathcal{M}}(i; j) \) by \( \Lambda \in \hat{\mathcal{M}}(i; j) \) if and only if \( \Lambda = (\lambda_1, \ldots, \lambda_n) \) is a finite sequence of chord paths so that:
Figure 34. The edge between a vertex in \( \hat{\mathcal{M}}(i;j) \) and a vertex in \( \mathcal{M}(i;j) \).

Figure 35. This figure represents both: (a) the edge between a vertex in \( \mathcal{M}^+(i;l) \times \mathcal{M}^0(l;j) \) and a vertex in \( \hat{\mathcal{M}}(i;k) \) for \( j < T < l < i \) and (b) the edge between a vertex in \( \mathcal{M}^0(i;l) \times \mathcal{M}^-(l;j) \) and a vertex in \( \hat{\mathcal{M}}(i;k) \) for \( j < l < T < i \).

(1) \( \Lambda \) satisfies Definition 5.1 (1) - (4) for \( \mathcal{C}^0 \) except that for a single value of \( 1 \leq r < n \), \( \lambda_r \) and \( \lambda_{r+1} \) violate Definition 5.1 (4) and instead \( \Lambda \) has an exceptional step between \( \lambda_r \) and \( \lambda_{r+1} \) as defined in Definition 5.6;

(2) \( \Lambda \) satisfies Condition (415); and

(3) \( \Lambda \) originates at \( q_i \) and terminates at \( q_j \).

In short, \( \Lambda \in \hat{\mathcal{M}}(i;j) \) is a chord path in \( \mathcal{C}^0 \) from \( q_i \) and \( q_j \) that jumps along \( \alpha \) in \( T \) and also jumps along a single fiber-wise gradient flowline, including possibly a gradient flowline in the chain complex \( (\mathcal{C}_\bar{x}, d_{\bar{x}}) \).

We begin by constructing the edges from valence 1 vertices. Suppose \( \Lambda = (\lambda_1, \ldots, \lambda_n) \in \hat{\mathcal{M}}(i;j) \). The chord path \( \Lambda \) jumps along a handleslide mark \( \beta \) of \( \mathcal{C}^- \) in the tangle \( T \). Suppose \( \beta \) is the handleslide between strands \( a \) and \( m \) with \( a < l \), then \( (d_{ca}, e_l) = 1 \) and, in \( \mathcal{C}^0 \), \( \beta \) can be uniquely broken into a gradient flowline between \( a \) and \( l \) and the mark \( \alpha \). We introduce an edge whose other end corresponds to the chord path in \( \hat{\mathcal{M}}(i;j) \) that jumps along the gradient flowline between \( a \) and \( l \) and also jumps along \( \alpha \); see Figure 34.

Suppose \( j < T < l < i \) or \( j < l < T < i \). Given

\[
\Lambda \times \Omega = (\lambda_1, \ldots, \lambda_{n_1}) \times (\omega_1, \ldots, \omega_{n_2}) \in \mathcal{M}^+(i;l) \times \mathcal{M}^0(l;j),
\]

we introduce an edge whose other end corresponds to the chord path in \( \hat{\mathcal{M}}(i;j) \) obtained from gluing \( \Lambda \) and \( \Omega \) as \( (\lambda_1, \ldots, \lambda_{n_1}, \tau, \omega_1, \ldots, \omega_{n_2}) \). The additional chord \( \tau \) is obtained from pushing \( \lambda_{n_1} \) through the crossing \( q_l \), with an exceptional step occurring between \( \tau \) and \( \omega_1 \); see Figure 35.

The internal edges of \( E \) between elements of \( \hat{\mathcal{M}}(i;j) \) are determined by the way an exceptional step can be moved around in \( \mathcal{C}^0 \). The edge assignments follow the same “left type/right type” argument used in Lemma 5.8 and in the proof of MCS move 8. We leave the details to the reader. □
6. Comparing chord paths with difference flow trees

In this section we return to the case where our MCS arises from a generating family. We give an alternate description of chord paths as certain piece-wise gradient trajectories along the fiber product of $L$ with itself. The discontinuities correspond to jumps along fiberwise gradient trajectories. We give a precise conjectural interpretation for these broken gradient trajectories as limits of the difference flow trees of Section 3 when the metric is rescaled along the fibers. In this picture a convex corner in a chord path corresponds to an internal vertex in a difference flow tree.

6.1. Gradient staircases. Let $H : \mathbb{R} \times \mathbb{R}^K \rightarrow \mathbb{R}$, $h_x = H(x, \cdot)$ denote a family of functions. In our main case of interest $H$ will be the difference function of a given generating family $F$. Choose a family of metrics $g_F = (g_F)_x$ on the fibers $\mathbb{R}^K$, and let $g_{\mathbb{R}}$ denote a metric on $\mathbb{R}$. The sum $g := g_{\mathbb{R}} + g_F$ provides a metric on $\mathbb{R} \times \mathbb{R}^K$ so that the components of the Cartesian product are orthogonal.

We consider the behavior of gradient trajectories between fixed critical points $p, q \in \text{Crit}(H)$ as the metric is rescaled along the fibers towards a degenerate limit. Specifically, put

$$g_s := g_{\mathbb{R}} + s(g_F), \quad 1 \geq s > 0,$$

and let $\nabla_s H$ denote the gradient of $H$ with respect to $g_s$. If $\nabla_1 H(x, e) = (\alpha, \beta) \in T_{(x, e)}(\mathbb{R} \times \mathbb{R}^K) \cong T_x \mathbb{R} \times T_e \mathbb{R}^K$ then $\nabla_s H(x, e) = \left(\alpha, \frac{1}{s}\beta\right)$, so the deformation of the metric results in an exaggeration of the fiber component of $\nabla_1 H$ as $s$ approaches 0.

The effect on gradient trajectories is illustrated by the following example. Let $H : \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ by

$$H(x, e) = \frac{-x^3}{3} + \frac{x^2}{2} + \frac{-e^3}{3} + \frac{e^2}{2}.$$ 

We take our initial metric to be Euclidean so that

$$-\nabla_s H = \left(x^2 - x, \frac{1}{s}(e^2 - e)\right).$$

The fiber critical set $S_H$ consists of the horizontal lines $e = 0$ and $e = 1$. For each value of $s$ there is a unique flow line $\gamma_s : \mathbb{R} \rightarrow \mathbb{R} \times \mathbb{R}$ of $-\nabla_s H$ with $\gamma_s(0) = v_0 = \left(\frac{1}{2}, \frac{1}{2}\right)$. Each $\gamma_s$ is contained within the square $[0, 1] \times [0, 1]$ and limits to $(1, 1)$ and $(0, 0)$ as $t \rightarrow \pm \infty$. As $s \rightarrow 0$ the portion of $\gamma_s$ near $v_0$ becomes more and more vertical and travels past $v_0$ with ever increasing speed. On intervals $(-\infty, -\epsilon]$, (resp. $[\epsilon, +\infty)$), $\epsilon > 0$, $\gamma_s$ uniformly approaches the trajectories along the portion of $S_H$ belonging to $e = 1$ (resp. $e = 0$); see Figure 36. The “limit” as $s \rightarrow 0$ of the $\gamma_s$ may therefore be viewed as a piecewise gradient trajectory within the fiber critical set $S_H$ with a jump occurring at $t = 0$ along the fiber gradient trajectory of $H(\frac{1}{2}, \cdot) : \mathbb{R} \rightarrow \mathbb{R}$ from $\left(\frac{1}{2}, 1\right)$ to $\left(\frac{1}{2}, 0\right)$. 
With the notion of a gradient staircase (Definition 6.2 below) we aim to encode this type of limiting behavior. First, we require a preparatory lemma regarding the gradient of the restriction $H|_{S_H}$ as $s \to 0$. Let $j : S_H \hookrightarrow \mathbb{R} \times \mathbb{R}^K$ denote the inclusion so that $j^*g_s$ denotes the restriction of $g_s$ to $S_H$.

**Lemma 6.1.** At each point $(x, e) \in S_H$, $\lim_{s \to 0} \nabla (j^*g_s)|_{S_H}$ exists.

**Proof.** Let $(u, v)$ be a basis vector for $T_{(x, e)}S_H \subset T_x \mathbb{R} \times T_e \mathbb{R}^K$. In general, the gradient of a function restricted to a submanifold is the orthogonal projection of the gradient. Along $S_H$, $\nabla H(x, e)$ has the form $(\alpha, 0)$, so we can compute

$$\lim_{s \to 0} \nabla (j^*g_s)|_{S_H} = \lim_{s \to 0} \frac{g_s((\alpha, 0), (u, v))}{g_s((u, v), (u, v))}(u, v) = \lim_{s \to 0} \frac{g_{\mathbb{R}}(\alpha, u)}{g_{\mathbb{R}}(u, u) + sg_{\mathbb{F}}(v, v)}(u, v).$$

Now if $u = 0$ the limit is clearly 0 (this happens at the degenerate critical points of the $h_x$). Otherwise, the limit is

$$\frac{g_{\mathbb{R}}(\alpha, u)}{g_{\mathbb{R}}(u, u)}(u, v).$$

We will denote this limiting vector field defined along $S_H$ as $\nabla_0 H$.

**Definition 6.2.** For $p, q \in \text{Crit}(H)$ a gradient staircase from $p$ to $q$ is a triple

$$(\bar{p}, \bar{q}, r) = ((\rho_0, \rho_1, \ldots, \rho_M), (\varphi_1, \ldots, \varphi_M), (r_1, \ldots, r_M))$$

where

- The $r_m$ are real numbers satisfying, $r_m \leq r_{m+1}$, and we make the convention that $r_0 = -\infty$ and $r_{M+1} = +\infty$.
- The $\rho_m$ are continuous maps $\rho_m : [r_m, r_{m+1}] \to S_H \subset \mathbb{R} \times \mathbb{R}^K$ and satisfy $\dot{\rho}_m = -\nabla_0 H \circ \rho_m$ on $(r_m, r_{m+1})$. (This interval may be empty.)
Figure 37. A gradient staircase connecting critical points $p$ and $q$ of $H$.

- For $1 \leq m \leq M$ there exist $x_m \in \mathbb{R}$ such that $\rho_{m-1}(r_m) = (x_m, e_m)$, $\rho_m(r_m) = (x_m, f_m)$, and $\varphi_m \in \mathcal{M}(h_x, g_x; e_m, f_m)$.

A gradient staircase may be easily visualized on the front projection for the Legendrian $L_H = i_H(S_H)$. The critical points $p$ and $q$ appear as local maximums and minimums of the strands of $L_H$. Beginning at $p$ we travel downward remaining on the front diagram except for isolated jumps between strands along the fiberwise gradient trajectories $\varphi_m$. These jumps are the “steps” of the gradient staircase. See Figure 37.

Notice that $\mathbb{R}$ acts on the set of gradient staircases from $p$ to $q$ via translating the $r_m$ and reparametrizing the $\rho_m$ in an appropriate manner. We let $\mathcal{M}(H, g_0; p, q)$ denote the orbit set of this $\mathbb{R}$ action.

Conjecture 6.3. For generic choices of $g_\mathbb{R}$ and $g_F$ and fixed $p, q \in \text{Crit}(H)$ with $\text{ind}(p) - 1 = \text{ind}(q)$ there exists $\delta > 0$ such that for $\delta \geq s > 0$ there is a bijection between $\mathcal{M}(H, g_\delta; p, q)$ and $\mathcal{M}(H, g_0; p, q)$.

6.2. Chord paths as gradient staircases. We now specialize to the following situation. Let $L$ be a Legendrian knot whose front diagram is nearly plat and in Ng form as in Section 2. Suppose that $F : \mathbb{R} \times \mathbb{R}^N \to \mathbb{R}$ is a linear at infinity generating family for $L$ and a family of metrics $g_x$ is chosen as in Section 4.2, and denote the corresponding MCS as $\mathcal{C} = \mathcal{C}(F, g)$. As usual, $w : \mathbb{R} \times \mathbb{R}^N \times \mathbb{R}^N \to \mathbb{R}$ denotes the difference function of $F$, and due to the nature of the Ng form the critical points of $w$ correspond to crossings and right cusps of $L$; see Figure 37. For considering gradient staircases of $w$ we will use the Euclidean metric on $\mathbb{R}$ and the metric $(g_F)_x = g_x \times g_x$ on the fibers $\mathbb{R}^N \times \mathbb{R}^N$ as in equation (18).

Proposition 6.4. With the above assumptions, for any generators $a$ and $b$ with $|a| = |b| + 1$, there is a mod 2 correspondence between the gradient staircases, $\mathcal{M}(w, g_0; a, b)$, and the set of chord paths $\mathcal{M}^C(a; b)$. That is,

$$\#\mathcal{M}(w, g_0; a, b) = \#\mathcal{M}^C(a; b) \mod 2.$$
All of these observations can be seen in the second row of images in Figure 1.\(^a\)

Therefore, there is a one-to-one correspondence between points of \(S_w\) satisfying \(w > \delta\) and chords on the front diagram of \(L\) with length greater than \(\delta\); the value of \(w\) corresponds to the length of a chord. Since \(S_w\) is 1-dimensional, the flow of \(-\nabla_0 w\) simply pushes chords in the direction where \(w\) decreases. Due to the nature of the Ng form, this means that, during the \(\rho_m\) portions of a gradient staircase, chords will proceed to the left. This is because the only chords whose lengths decrease when moved to the right are forced to enter the region where \(w \leq \delta\). In fact, the only such chords connect two crossing strands in the interval to the left of the crossing between the change in slope (which corresponds to the crossing on the Lagrangian projection) and the actual location of the crossing on the front projection.

All of these observations can be seen in the second row of images in Figure 1.\(^a\)

A step, \(\varphi_m\), in a gradient staircase corresponds to an element of a moduli space of fiber gradient trajectories, \(M(w_x, g_x \times g_x; (e_1, e_2), (f_1, f_2))\), where \((x, e_1, e_2), (x, f_1, f_2) \in S_w\). Now, \(w_x(e_1, e_2) = f_x(e_1) - f_x(e_2)\), so, since we use the product metric \(g_x \times g_x\), such a step \(\varphi_m\) amounts to a pair \((\alpha, \beta)\) with \(\alpha\) (resp. \(\beta\)) a trajectory of \(-\nabla f_x\) (resp. \(+\nabla f_x\)) from \(e_1\) to \(f_1\) (resp. from \(e_2\) to \(f_2\)). This appears in the front diagram picture as the upper end point of a chord jumping downward and/or the lower end point of a chord jumping upward. When \(|a| = |b| + 1\) one of \(\alpha\) or \(\beta\) must be constant, and the non-constant trajectory must connect fiber critical points whose Morse indices either agree or differ by 1. The mod 2 count of such trajectories is specified by the presence of handleslide marks and the complexes \((C_m, d_m)\) appearing in the MCS \(C\) which are precisely the Morse complexes of the \(f_x\).

Let us now turn to the portion of a gradient staircase near \(b\). When restricted to \(S_w\) all of the critical points of \(w\) with positive critical value are local maxima; this again follows from the resolution construction. Therefore, the only way for a gradient staircase to terminate at \(b\) is for the final step, \(\phi_M\), to end directly at \(b\) after which \(\rho_M\) remains there as a constant trajectory. This explains item (3) from Definition 5.1 the terms \(\langle d_p e_i, e_k \rangle\) and \(\langle d_p e_{k+1}, e_j \rangle\) which appear there correspond mod 2 to the possibilities for the final step, \(\phi_M\). A picture of the end of a chord path which more accurately reflects the resolution construction is given in Figure 38.\(^b\)

Next, recall that in the case of a front projection in Ng form the degree of a crossing or cusp is the difference of the Maslov potential of the upper strand and the lower strand. Equivalently, the degree is the difference of the Morse index of the upper and lower strands. For a chord \(\lambda\), let \(\mu(\lambda)\) denote this difference. Notice \(\mu(\lambda)\) can only change at the steps \(\varphi_m\) where it cannot increase. At the final step, \(\varphi_M\), \(\mu(\lambda)\) decreases by 1. As \(|a| = |b| + 1\), it follows that \(\mu(\lambda)\) must remain unchanged during the rest of the steps. Therefore, all steps \(\varphi_m\) with \(m < M\) must consist of a single end of a chord
jumping along a fiber gradient trajectory between two critical points of the same index, i.e. along a handleslide.

We have seen that the steps of a gradient staircase \( (\vec{\rho}, \vec{\phi}, \mathbf{r}) \in \mathcal{M}(w, g_0; a, b) \) only occur at \( b \) and handleslides, and that the \( \rho_m \) simply push chords to the left. An element of \( \mathcal{M}(w, g_0; a, b) \) is therefore determined by recording the chords that occur at those \( x \)-values, \( x_r \), from the MCS, \( C \), which lie between \( a \) and \( b \) and remembering which fiber gradient trajectory constitutes the final step, \( \varphi_M \).

Definition 5.1 is designed to include precisely the sequences of chords that can arise in this manner, and item (3) remembers the number of choices for \( \varphi_M \mod 2 \). The result follows.

\[ \square \]

6.3. Convex corners and flow trees. One can easily generalize Conjecture 6.3 to include the case of difference flow trees with more than 1 output. In this case, we expect a correspondence for small enough \( s \) between difference flow trees in \( \mathcal{M}^{F, gr}(a; b_1, \ldots, b_n) \) and trees with edges parameterizing portions of gradient staircases for appropriate difference functions. In this subsection, we will refer to the later type of tree as a staircase tree.

When \( |a| = |b_1 \cdots b_n| + 1 \), Proposition 6.4 may be extended to show that staircase trees correspond (mod 2) to chord paths with convex corners. Again, one should assume that a product metric \( (g_x \times \ldots \times g_x) \) is used on the fibers of \( P_{n+1} \). For a generalized difference function \( w_{i,j}^{n+1} \), the fiber critical set is identified with that of the original difference function \( w = w_{1,2}^2 \): map \((x, e_1, e_2) \in S_w \) to \( S_{w^{n+1}} \) by taking \( e_1 \) and \( e_2 \) as the \( i \)-th and \( j \)-th coordinates and setting the remaining \( e_k = 0 \). Hence, one can produce a chord path from a gradient staircase for \( w_{i,j}^{n+1} \) by paying attention to the variables \( x, e_i \), and \( e_j \).

Let us examine the branch points of a staircase tree. We restrict our attention to a 3-valent vertex, \( v \), where gradient staircases for \( w_{i,j} \) (resp. \( w_{i,k} \) and \( w_{k,j} \)) are assigned to the inward oriented edge (resp. outward oriented edges) for some \( i < k < j \); see Figure 39. Such a branch point
will map to a point \((x, e) \in P_{n+1}\) with \((x, e_i), (x, e_k), (x, e_j) \in S_F\) and \(F(x, e_i) > F(x, e_k) > F(x, e_j)\). This appears on the front projection of \(L_F\) as the chord corresponding to \(w_{i,j}\) breaking into two chords corresponding to \(w_{i,k}\) and \(w_{k,j}\) respectively; see Figure 39. Each of the new chords then proceeds to the left satisfying the requirements of a chord path. However, in order that \(|a| = |b_1 \cdots b_n| + 1\), it must be the case that at every such branch point one of the new chords remains fixed as a constant trajectory at one of the \(b_i\). For a Ng resolution form front diagram this appears as in Figure 40; the constant trajectory at a branch point is conveniently recorded as a convex corner in a chord path.

We close this discussion by remarking that along each edge meeting at \(v\) the parametrization of the corresponding gradient staircase is such that the vertex occurs in the middle of one of the steps, \(\varphi_m\). For instance, along the inwardly oriented edge corresponding to the difference function \(w_{i,j}\), the \(e_k\) coordinate remains zero since this is the case along \(S_{w_{i,j}}\). However, at the vertex a portion of a step occurs which relocates \(e_k\) to the appropriate value while leaving the remaining coordinates constant. This can always occur since \(e_k\) appears as a negative definite quadratic summand in \(w_{i,j}\). The outgoing edges, then begin by immediately returning \(e_i\) or \(e_j\) to 0 via a partial step.

7. Relating the MCS-DGA to the CE-DGA

Given a Legendrian knot with front projection \(L\) and Ng resolution \(L_N\), there is a bijection between the crossings and cusps of \(L\) and the crossings of the Lagrangian projection of \(L_N\). In fact, this correspondence is a graded
bijection between the generators of the MCS-DGA and the generators of the CE-DGA \((\mathcal{A}(L_N), \partial)\), regardless of the chosen MCS. The question then arises, can we understand the differential of one of these DGAs in terms of the other? In the case of a special class of MCSs called \(A\)-form MCSs, defined below and first introduced in [12], the answer is yes.

**Theorem 7.1.** Given an \(A\)-form MCS \(C\) with corresponding augmentation \(\epsilon\), there is a grading-preserving bijection between the generators of \(\mathcal{A}_C\) and \(\mathcal{A}(L_N)\) such that \(d = \partial^\epsilon\), hence \((\mathcal{A}_C, d) = (\mathcal{A}(L_N), \partial^\epsilon)\).

The assignment of \(\epsilon\) to \(C\) in Theorem 7.1 is the result of an explicit bijection between augmentations of \((\mathcal{A}(L_N), \partial)\) and \(A\)-form MCSs of \(L\) given in [12].

### 7.1. Reformulating the CE-DGA in terms of a front projection.

In [15], Ng defines the CE-DGA \((\mathcal{A}(L_N), \partial)\) using the front projection \(L\). This formulation of \((\mathcal{A}(L_N), \partial)\) gives us a formula for \(\partial^\epsilon\) in terms of certain disks on \(L\), which we can compare to the chord paths counted by \((\mathcal{A}_C, d)\).

The projections \(L\) and \(L_N\) are related, topologically, as in Figure 2. Therefore, we can consider \(\mathcal{A}(L_N)\) to be generated by the set \(Q(L)\) of crossings and right cusps of the front projection \(L\) and define \(\partial\) to be a count of certain admissible disks corresponding to the convex immersed polygons defined in Section 2. An admissible disk on a front projection \(L\) is an immersion of the disk \(D^2\) into the \(xz\)-plane which satisfies the following: the image of \(\partial D^2\) is on \(L\); the map is smooth except possibly at crossings and cusps; the image of the map near singularity points looks locally like the diagrams in Figures 11 and there is one originating singularity (Figure 11(a)) and one terminating singularity (Figure 11(b)).

An admissible disk of a nearly plat front projection is embedded away from singularities. Hence the terminating (resp. originating) singularity is the left-most (resp. right-most) point in the image of the disk and at most one singularity can occur at a given crossing of \(L\). In the language of convex immersed polygons from Section 2, the originating singularity is a positive convex corner and the other crossing singularities are negative convex corners (Figure 11(c)).

Given an admissible disk \(D\) originating at \(a\), let \(b_1, \ldots, b_k \in Q(L)\) denote the convex corners of \(D\), ordered with respect to the counter-clockwise orientation on \(\partial D\) where \(b_1\) is the first convex corner counter-clockwise from \(a\). We associate the monomial \(w(D) = b_1 \ldots b_k\) to \(D\). If \(D\) has no convex
corners, then \( w(D) = 1 \). In [15], Ng proves the differential \( \partial \) of the CE-DGA \( (\mathcal{A}(L_N), \partial) \) is computed by

\[
\partial(a) = \begin{cases} 
\sum w \#(\Delta(a, w))w, & \text{if } a \text{ is a crossing} \\
1 + \sum w \#(\Delta(a, w))w, & \text{if } a \text{ is a right cusp}
\end{cases}
\]

where the sum is over all monomials \( w \in \mathcal{A}(L_N) \), \( \Delta(a, w) \) are the diffeomorphism classes of admissible disks originating at \( a \) with \( w(D) = w \), and \( \#(\Delta(a, w)) \) is the mod 2 count of the elements in \( \Delta(a, w) \).

Recall from Section 2 that an augmentation \( \epsilon \) of \( (\mathcal{A}(L_N), \partial) \) determines a DGA \( (\mathcal{A}(L_N), \partial') \) with differential \( \partial' = \phi(\epsilon \cdot \partial \circ (\phi^{-1}) \cdot \epsilon) \). In fact, \( \partial' = \phi \cdot \partial \) since \( (\phi^{-1}) = \phi \cdot \epsilon \) and \( \partial(1) = 0 \). Let \( D \in \Delta(a, w) \) where \( w = \prod_{i=1}^{l} \alpha_i, \alpha_i \in Q(L) \). Then,

\[
(19) \quad \partial' a = \phi \cdot \partial(a) = \phi \left( \prod_{i=1}^{l} \alpha_i + \ldots \right) = \prod_{i=1}^{l} (\alpha_i + \epsilon(\alpha_i)) + \phi(\ldots)
\]

Each monomial in the product \( \prod_{i=1}^{l} (\alpha_i + \epsilon(\alpha_i)) \) corresponds to striking out some subset of the augmented crossings from \( \prod_{i=1}^{l} \alpha_i \). We will use this interpretation to give a formula for \( \partial' \) in terms of admissible disk pairs.

**Definition 7.2.** Given \( \epsilon \in \text{Aug}(L_N) \) an admissible disk pair \((D, \Psi)\) is an admissible disk \( D \) and a subset \( \Psi \), possibly trivial, of the augmented convex corners of \( D \). The monomial \( w(D, \Psi) \) is the result of removing the generators in \( \Psi \) from \( w(D) \). If \( \Psi \) contains all of the convex corners of \( D \), then we define \( w(D, \Psi) = 1 \).

Suppose \( a \) is a crossing or right cusp, \( b \) is a crossing between strands \( k \) and \( k + 1 \), and \( i < k \). We define \( \Delta(a; b, [i, k]) \) to be the set of admissible disk pairs \((D, \Psi)\) satisfying: \( D \) has a positive convex corner at \( a \); \( b \notin \Psi \) and \( b \) is a convex corner of \( D \); the intersection of \( D \) with a vertical line \( \{x\} \times \mathbb{R} \) where \( x \) is just to the left of \( b \) is a vertical line between strands \( i \) and \( k \); and if \( c \) is a convex corner of \( D \) and \( c \) is to the left of \( b \), then \( c \notin \Psi \). Given \( j > k + 1 \), the set \( \Delta(a; b, [k + 1, j]) \) is similarly defined.

**Remark 7.3.** Given an admissible disk pair \((D, \Psi) \in \Delta(a; b, [i, k])\), we have assumed \( b \) is a convex corner of \( D \) and \( b \notin \Psi \), so \( b \) appears in the monomial \( w(D, \Psi) \) and so \( w(D, \Psi) \neq 1 \).

**Proposition 7.4.** The differential of \((\mathcal{A}(L_N), \partial')\) is computed by:

\[
(20) \quad \partial' a = \sum_{b \in Q(L) \atop i < k \atop (D, \Psi) \in \Delta(a; b, [i, k])} w(D, \Psi) + \sum_{b \in Q(L) \atop j > k + 1 \atop (D, \Psi) \in \Delta(a; b, [k + 1, j])} w(D, \Psi)
\]
where strands $k$ and $k+1$ cross at $b$, hence in both sums $k$ and $k+1$ depend on $b$.

Proof. Given an admissible disk $D$, equation (19) shows $D$ contributes a monomial for each, possibly trivial, subset $\Psi$ of the augmented, convex corners of $D$. Hence, $\partial a = \sum w(D, \Psi)$ where the sum is over all admissible disk pairs $(D, \Psi)$ where $D$ has a positive convex corner at $a$. The augmentation condition $\epsilon \circ \partial = 0$ ensures $(\partial a, 1) = 0$, so we can disregard admissible disk pairs satisfying $w(D, \Psi) = 1$ in the sum $\sum w(D, \Psi)$.

An admissible disk is embedded away from singularities since $L$ is nearly plat. Furthermore, an admissible disk pair $(D, \Psi)$ with $w(D, \Psi) \neq 1$ has a unique convex crossing $b$ so that if $c$ is a convex corner of $D$ and $c$ is to the left of $b$, then $c \notin \Psi$. There exists some unique $i$ or $j$ so that $(D, \Psi) \in \Delta(a; b, [+i, k])$ or $(D, \Psi) \in \Delta(a; b, [k+1, j])$. Thus, the monomials in $\sum w(D, \Psi)$ correspond to the monomials in the right-hand side of equation (20). □

Given an MCS $\mathcal{C} = (\{(C_m, d_m)\}, \{x_m\}, H)$ with MCS-DGA $(\mathcal{A}_\mathcal{C}, d)$, we can give a formula for $d$ that looks similar to equation (20), but uses chord paths rather than admissible disk pairs.

Definition 7.5. Suppose $\mathcal{C} = (\{(C_m, d_m)\}, \{x_m\}, H)$ is an MCS, $a$ is a crossing or right cusp, and $b$ is a crossing between strands $k$ and $k+1$ in the tangle between $x_p$ and $x_{p+1}$. Then for $i < k$ we let $\mathcal{M}^\mathcal{C}(a; b, [i, k])$ denote the set of chord paths with convex corners with elements $\Lambda = (\lambda_1, \lambda_2, \ldots, \lambda_n)$ originating at $a$ and terminating at $b$ with $\lambda_n = (x_p, [i, k])$. Given $j > k+1$, the set $\mathcal{M}^\mathcal{C}(a; b, [k+1, j])$ is similarly defined.

Proposition 7.6. The differential of the MCS-DGA $(\mathcal{A}_\mathcal{C}, d)$ is computed by:

$$\sum_{b \in Q(L)} \sum_{\Lambda \in \mathcal{M}^\mathcal{C}(a; b, [i, k])} w(\Lambda) + \sum_{b \in Q(L)} \sum_{\Lambda \in \mathcal{M}^\mathcal{C}(a; b, [k+1, j])} w(\Lambda)$$

where strands $k$ and $k+1$ cross $b$, hence in the sum $k$ and $k+1$ depend on $b$.

Proof. The differential $d$ of the MCS-DGA $(\mathcal{A}_\mathcal{C}, d)$ is defined in Section 5.2 to be

$$\sum_{n=1}^{\infty} \# \mathcal{M}^\mathcal{C}(a; b_1, \ldots, b_n)b_1 \cdots b_n$$

where $\mathcal{M}^\mathcal{C}(a; b_1, \ldots, b_n)$ is the set of chord paths with convex corners originating at $a$ with $w(\Lambda) = b_1 \cdots b_n$ and the inner sum is over all monomials $b_1 \cdots b_n$ such that $|a| = |b_1 \cdots b_n|+1$. But by Proposition 5.3, $\mathcal{M}^\mathcal{C}(a; b_1, \ldots, b_n) \neq$
∅ implies |a| = |b_1 \cdots b_n| + 1, hence, every chord path with convex corners originating at a contributes to da. This allows us to rewrite d as:

\[ da = \sum_{\Lambda \in \mathcal{M}^C(a)} w(\Lambda) \]

where \( \mathcal{M}^C(a) \) is the set of chord paths with convex corners originating at a. The set \( \mathcal{M}^C(a) \) decomposes into a disjoint union based on the terminating chord of each \( \Lambda \in \mathcal{M}^C(a) \):

\[ \mathcal{M}^C(a) = \bigoplus_{b \in Q(L)} \left( \bigcap_{i < k} \mathcal{M}^C(a; b, [i, k]) \cup \bigcap_{j > k+1} \mathcal{M}^C(a; b, [k+1, j]) \right) \]

where strands \( k \) and \( k + 1 \) cross at b. Equation (21) follows from equations (22) and (23). □

**Remark 7.7.** Suppose a, b, i and k are as in both Propositions 7.4 and 7.6. Each admissible disk in \( \Delta(a; b, [i, k]) \) originates at a and terminates at some left cusp to the left of b. On the other hand, each chord path of \( \mathcal{M}^C(a; b, [i, k]) \) originates at a and terminates at b. In the case of an A-form MCS, we will find a correspondence between these sets. We do so by introducing the notion of a “gradient path,” which is a sequence of chords on L originating at a left cusp and encoding a sequence of fiber-wise gradient flowlines. Every admissible disk in \( \Delta(a; b, [i, k]) \) decomposes into a gradient path beginning at a left cusp and terminating at b plus a chord path in \( \mathcal{M}^C(a; b, [i, k]) \). In addition, we can “glue” a gradient path and a chord path together to produce an admissible disk pair; see Figure 46. The result is a bijection that allows us to prove Theorem 7.1 from Propositions 7.4 and 7.6. This gluing argument depends on the fact that the placement of handleslide marks in an A-form MCS is very restrictive. In the next two sections, we introduce A-form MCSs and gradient paths. The proof of Theorem 7.1 follows in Section 7.4.

7.2. The A-form of an MCS. In Section 4.1.1 we uniquely encoded an MCS \( \mathcal{C} \in MCS(L) \) using implicit and explicit handleslide marks on L. We say \( \mathcal{C} \) is simple if there are no implicit handleslides at left cusps. In terms of a generating family, this corresponds to the introduction of a pair of canceling critical points of adjacent index away from the existing critical points. We let \( MCS_S(L) \subset MCS(L) \) denote the set of simple MCSs. The implicit handleslide marks at a left cusp may be made explicit using MCS move 13, hence every MCS is equivalent to a simple MCS.

The chain complexes of \( \mathcal{C} \) may be reconstructed inductively using the explicit and implicit handleslide marks and Conditions (1) - (5) of Definition 4.2. In fact, in the case of a simple MCS, the chain complexes are determined by Conditions (1) - (5) of Definition 4.2 and the explicit handleslide marks. We no longer need to indicate implicit handleslide marks at the right cusps. Whereas we defined the marked front projection of \( \mathcal{C} \) to
include both implicit and explicit handleslide marks, we define the simplified marked front projection of $C \in MCS_S(L)$ to include only the explicit handleslide marks.

**Definition 7.8.** An MCS $C \in MCS_S(L)$ is in $A$-form if the simplified marked front projection of $C$ satisfies:

1. Outside of a small neighborhood of the crossings of $L$, $C$ has no handleslide marks; and
2. Within a small neighborhood of a crossings $q$, either $C$ has no handleslide marks or it has a single handleslide mark to the left of $q$ between the strands crossings at $q$.

If a handleslide mark appears in a small neighborhood of $q$, then we say $q$ is marked. Finally, we define $MCS_A(L) \subset MCS(L)$ to be the set of all $A$-form MCSs.

The MCS in Figure 7 is in $A$-form. An explicit algorithm is given in [12] proving every MCS is equivalent to an MCS in $A$-form. The usefulness of the $A$-form becomes apparent in the next result.

**Theorem 7.9** [12]. Given $C \in MCS_A(L)$ we define an algebra map $\epsilon_C : (A(L_N), \partial) \rightarrow \mathbb{Z}_2$ by $\epsilon_C(q) = 1$ for a crossing $q$ in $L_N$ if and only if the corresponding crossing $q$ in $L$ is marked in $C$. Then $\epsilon_C$ is an augmentation and this map from $MCS_A(L)$ to $\text{Aug}(L_N)$ is a bijection.

7.3. Gradient paths in an MCS. We will use the notion of a chord defined in Section 5.1 to define a sequence of chords encoding the behavior of fiberwise gradient flowlines in the chain complexes in an MCS $C = ((C_m, d_m)), \{x_m\}, H)$. The resulting “gradient path” is a sequence of chords originating at a left cusp and represented on the front projection as a sequence of dotted arrows.

**Definition 7.10.** A gradient path from a left cusp $a$ is a finite sequence of chords $\Omega = (\omega_1, \omega_2, \ldots, \omega_n)$, so that

1. The $x$-values of the $\omega_r$ are a subset of the $x$-values $x_1 < x_2 < \ldots < x_s$ used in the MCS to decompose $L$ into elementary tangles. Furthermore, subject to this restriction, $\omega_{r+1}$ should be located adjacent to the right of $\omega_r$ for any $1 \leq r < n$.
2. Assuming $a$ occurs between $x_{i-1}$ and $x_i$ and involves strands $k$ and $k+1$, we require $\omega_1 = (x_i, [k, k+1])$; see Figure 42. We say $\omega_1$ is the originating chord of $\Omega$.
3. Suppose $1 \leq r < n$, $\omega_r = (x_m, [i, j])$, and the chord $\omega_{r+1} = (x_{m+1}, [i', j'])$. Then, $i'$ and $j'$ are required to satisfy some restrictions depending on the type of tangle appearing in the region $x_m \leq x \leq x_{m+1}$ as follows:

   (a) **Crossing:** Assuming the crossing involves strands $k$ and $k+1$, we require $i' = \sigma(i), j' = \sigma(j)$ where $\sigma$ denotes the transposition $(k k+1)$. A chord of
the form \( \omega_r = (x_m, [k, k+1]) \) is not allowed to occur to the left of a crossing in a gradient path.

(b) \textbf{Left/Right cusp:} Suppose the strands meeting at the cusp are labeled \( k \) and \( k+1 \). In the case of a left (resp. right) cusp, we require \( i' = \tau(i), j' = \tau(j) \) (resp. \( i = \tau(i'), j = \tau(j') \)) were \( \tau \) is defined by \( \tau(l) = \begin{cases} l & \text{if } l < k \\ l + 2 & \text{if } l \geq k. \end{cases} \)

(c) \textbf{Handleslide:} Suppose the handleslide occurs between strands \( k \) and \( l \) with \( k < l \). Here, \( i' = i \) and \( j' = j \) is always allowed. In addition, if \( i = l \) and \( l < j \) we also allow \( i' = k \) and \( j' = j \). Analogously, if \( j = k \) and \( i < k \) then we allow \( i' = i \) and \( j' = l \). This rule can be viewed as allowing the endpoint of a gradient chord to possibly jump along the handleslide. Such a jump will increase the length of the chord.

Figures 42 and 43 describe the possible behavior of a gradient path near crossings, cusps and handleslide marks. We let \( \mathcal{G}^C(x_p, [i, j]) \) denote the set of gradient paths \( \Omega = (\omega_1, \omega_2, \ldots, \omega_n) \) with \( \omega_n = (x_p, [i, j]) \); see Figure 42.

This set includes gradient paths originating at all possible left cusps.

\textbf{Lemma 7.11.} Suppose \( \mathcal{C} = (\{C_m, d_m\}, \{x_m\}, H) \in MCS_A(L) \) is an A-form MCS on a nearly plat front projection \( L \) and suppose \( x_p \in \{x_m\} \) is to the left of the right cusps of \( L \). Then for all \( i < j \),

\begin{equation}
\#\mathcal{G}^C(x_p, [i, j]) = \langle d_p e_i, e_j \rangle.
\end{equation}

\textbf{Proof.} We will induct on \( p, i \) and \( j \). Suppose \( p = 1 \). The left-cusp to the left of \( x_p \) involves strands 1 and 2. The set \( \mathcal{G}^C(x_1, [1, 2]) \) contains
one element, namely the gradient path $\Omega = (\omega_1)$ with $\omega_1 = (x_1, [1, 2])$. Hence, $\# G^C(x_1, [1, 2]) = 1$. And $(d_1e_1, e_2) = 1$ by Definition 4.2 (4), so $\# G^C(x_1, [1, 2]) = (d_1e_1, e_2)$ as desired.

Suppose $p > 1$ and fix $i < j$. The proof breaks into cases depending on the tangle between $x_{p-1}$ and $x_p$. The hypothesis that $x_p$ occurs to the left of the right cusps of $L$ allows us to disregard the possibility of a right cusp between $x_{p-1}$ and $x_p$.

**Crossing**: Suppose the crossing occurs between strands $k$ and $k+1$ and let $\sigma$ denotes the transposition $(k, k+1)$. Given a gradient path $\Omega = (\omega_1, \ldots, \omega_p) \in G^C(x_p, [i, j])$, Definition 7.10 (3a) requires $\omega_{p-1} = (x_{p-1}, [\sigma(i), \sigma(j)])$. Every gradient path in $G^C(x_{p-1}, [\sigma(i), \sigma(j)])$ can be extended to a path in $G^C(x_p, [i, j])$ with $\omega_p = (x_p, [i, j])$. Hence, $\# G^C(x_p, [i, j]) = \# G^C(x_{p-1}, [\sigma(i), \sigma(j)])$.

Definition 4.2 (5a) requires $(dp_{-1}e_{\sigma(i)}, e_{\sigma(j)}) = (dp_{-1}e_i, e_j)$. Equation (24) follows from these two observations and the inductive hypothesis $\# G^C(x_{p-1}, [\sigma(i), \sigma(j)]) = (dp_{-1}e_{\sigma(i)}, e_{\sigma(j)})$.

**Left cusp**: Suppose the cusp occurs between strands $k$ and $k+1$. Recall the map $\tau$ on indices defined by $\tau(l) = \begin{cases} l & \text{if } l < k \\ l+2 & \text{if } l \geq k. \end{cases}$ The MCS $C$ is simple by assumption, hence:

$$(25) \quad (dp_{e_k}, e_{k+1}) = 1;$$
$$(26) \quad (dp_{e_s}, e_r) = 0 \text{ if } |\{r, s\} \cap \{k, k+1\}| = 1; \text{ and}$$
$$(27) \quad (dp_{e_r}, e_s) = (dp_{-1}e_{\tau^{-1}(r)}, e_{\tau^{-1}(s)}) \text{ if } r, s \notin \{k, k+1\}.$$

If $i, j \notin \{k, k+1\}$, then equation (24) follows from equation (27) using the same argument given in the case of a crossing. Definition 7.10 (3b) ensures $G^C(x_p, [i, j])$ is empty if $|\{r, s\} \cap \{k, k+1\}| = 1$. Equation (24) follows from this observation and equation (26). Finally, if $i = k$ and $j = k+1$, then $G^C(x_p, [i, j])$ contains one element, similar to the base case of $p = 1$. Equation (24) then follows from this observation and equation (25).

**Handleslide**: Suppose the handleslide occurs between strands $k$ and $l$.

By Definition 4.2 (5d), $(dp_{e_i}, e_j) \neq (dp_{-1}e_i, e_j)$ if and only if $j = l$ and $(dp_{-1}e_i, e_k) = 1$ or $i = k$ and $(dp_{-1}e_i, e_j) = 1$.

If $j \neq l$ or $i \neq k$, then $(dp_{e_i}, e_j) = (dp_{-1}e_i, e_j)$. There is a bijection between $G^C(x_p, [i, j])$ and $G^C(x_{p-1}, [i, j])$ since a path in $G^C(x_{p-1}, [i, j])$ can be uniquely extended to a path in $G^C(x_p, [i, j])$. The extended path can not jump along the handleslide. Hence, equation (24) follows in this case. Suppose $j = l$. There is a bijection from $G^C(x_p, [i, l])$ to $G^C(x_{p-1}, [i, l]) \cup G^C(x_{p-1}, [i, k])$. A path in $G^C(x_{p-1}, [i, l])$ extends to a path in $G^C(x_p, [i, l])$ by not jumping along the handleslide and a path in $G^C(x_{p-1}, [i, k])$ extends to a path in $G^C(x_p, [i, l])$ by jumping along the handleslide.
Remark 7.12. Suppose the case \( j = k \) if and only if \( \langle x \rangle \) tangle \( \langle G \rangle \) equality follows from the observation made above that \( \langle x \rangle \) \( \exists \) from \( \langle G \rangle \) \( \text{terminate at } \# \). Proof. We will prove the case \( j > k + 1 \).

7.4. An isomorphism between \((\mathcal{A}_C, d)\) and \((\mathcal{A}(L_N), \partial^e)\). In this section we prove Theorem [7.1] using the argument briefly sketched in Remark [7.7].

Fix an \( \mathcal{A} \)-form \( \mathcal{C} \in \text{MCS}_A(L) \) with \( \mathcal{C} = (\{C_m, d_m\}, \{x_m\}, H) \) and \( \text{MCS-DGA } (\mathcal{A}_C, d) \) and suppose \( \epsilon \in \text{Aug}(L_N) \) is the augmentation associated to \( \mathcal{C} \) by the bijection in Theorem [7.11]. In particular, the augmented crossings of \( \epsilon \) correspond to the marked crossings in the simplified marked front projection of \( \mathcal{C} \).

Lemma 7.13. Suppose \( a \) is a crossing or right cusp and \( b \) is a crossing between strands \( k \) and \( k + 1 \) in the tangle between \( x_p \) and \( x_{p+1} \). Then for \( i < k \) there is a bijection from \( G^C(b, [i, k]) \times \mathcal{M}^C(a; b, [i, k]) \) to \( \Delta(a; b, [i, k]) \) with \( (\Omega, \Lambda) \mapsto (D_{\Omega, \Lambda}, \Psi_{\Omega, \Lambda}) \) so that \( w(D_{\Omega, \Lambda}) = w(\Lambda) \). A similar bijection exists from \( G^C(b, [k + 1, j]) \times \mathcal{M}^C(a; b, [k + 1, j]) \) to \( \Delta(a; b, [k + 1, j]) \) when \( j > k + 1 \).

Proof. We will prove the case \( i < k \). The case \( j > k + 1 \) follows from a similar argument.

Suppose \( (\Omega, \Lambda) \in G^C(b, [i, k]) \times \mathcal{M}^C(a; b, [i, k]) \). Let \( c \) denote the originating left cusp of \( \Omega \). We will use the chords in \( \Omega \) and \( \Lambda \) as a recipe to build an admissible disk \( D_{\Omega, \Lambda} \) originating at \( c \) and terminating at \( a \). An example of this process is given in Figure [46]. We will say \( \Omega \) (resp. \( \Lambda \)) jumps along...
Figure 45. The correspondence between local neighborhoods of an admissible disk and chords in a gradient path.

If \( e \) is an augmented crossing and a chord in \( \Omega \) (resp. \( \Lambda \)) jumps along the handleslide mark just to the left of \( e \); see Figure 44 (b) and Figure 45 (b). At most one chord of \( \Omega \cup \Lambda \) can jump along any given crossing.

Since \( L \) is nearly plat, the intersection of an admissible disk with a vertical line in the \( xz \)-plane is a connected, vertical arc. Thus, we will define the disk \( D_{\Omega, \Lambda} \) by describing the intersection \( D_{\Omega, \Lambda} \cap \left\{ x \right\} \times \mathbb{R} \) for values of \( x \) between \( c \) and \( a \). In a small neighborhood of \( c \), \( D_{\Omega, \Lambda} \cap \left\{ x \right\} \times \mathbb{R} \) is a vertical line connecting the two strands that meet at \( c \); see Figure 45 (a). The disk \( D_{\Omega, \Lambda} \) has a convex corner at a crossing \( e \) if and only if \( e \) satisfies one of the following:

1. \( e = b \) (Figures 44 (a) and 45 (c));
2. \( e \) is a convex corner of \( \Omega \) (Figure 44 (c) and (d));
3. \( \Omega \) jump along \( e \) (Figure 44 (b)); or
4. \( \Lambda \) jumps at \( e \) (Figure 45 (b)).

In each case, the convex corner of \( D_{\Omega, \Lambda} \) at \( e \) is determined by the chords of \( \Omega \) and \( \Lambda \) as described in Figures 44 and 45. Away from the convex corners, we require the endpoints of the vertical line \( D_{\Omega, \Lambda} \cap \left\{ x \right\} \times \mathbb{R} \) to vary smoothly along the strands of \( L \). This requirement ensures that away from the convex corners the vertical mark \( D_{\Omega, \Lambda} \cap \left\{ x \right\} \times \mathbb{R} \) agrees with the chord at \( x \) in \( \Omega \cup \Lambda \). In particular, \( D_{\Omega, \Lambda} \) looks like either Figure 44 (e) or 44 (f) near \( a \). Thus \( (D_{\Omega, \Lambda}, \Psi_{\Omega, \Lambda}) \) is an admissible disk pair in \( \mathcal{M}^C(a; b, [i, k]) \) where we define \( \Psi_{\Omega, \Lambda} = \{ e \in Q(L) | \Omega \text{ or } \Lambda \text{ jumps along } e \} \).

Each crossing in \( \Psi_{\Omega, \Lambda} \) corresponds to an augmented crossing that is convex in either \( \Omega \) or \( \Lambda \), but does not appear in \( w(\Lambda) \). The remaining convex corners of \( D_{\Omega, \Lambda} \) correspond to the convex corners of \( \Lambda \) contributing to \( w(\Lambda) \). Hence, \( w(D_{\Omega, \Lambda}) = w(\Lambda) \) as desired. This map is injective since the pair \( (\Omega, \Lambda) \in \mathcal{G}^C(b, [i, k]) \times \mathcal{M}^C(a; b, [i, k]) \) is determined by \( c \) and the behavior of \( \Omega \) and \( \Lambda \) near crossings, all of which is encoded by \( D_{\Omega, \Lambda} \).

Suppose \( (D, \Psi) \in \Delta(a; b, [i, k]) \) terminates at \( c \). We can “unglue” \( (D, \Psi) \in \Delta(a; b, [i, k]) \) to create a pair \( (\Omega, \Lambda) \in \mathcal{G}^C(b, [i, k]) \times \mathcal{M}^C(a; b, [i, k]) \) with \( \Omega \) originating at \( c \) so that \( D = D_{\Omega, \Lambda} \) and \( w(D) = w(\Lambda) \) and thus prove surjectivity. Away from convex corners of \( D \), the chord of \( \Omega \) (resp. \( \Lambda \)) at \( x_p \) is the intersection of \( D \) with \( \left\{ x_p \right\} \times \mathbb{R} \). If \( e \in \Psi \) (resp. \( e \notin \Psi \)) is a convex corner of \( D \), the chords of \( \Omega \) and \( \Lambda \) (resp. \( \Lambda \)) are determined by \( D \) as described in Figures 44 (b) and 45 (b) (resp. Figure 44 (c) and (d)). Near
b the terminating chords of Ω and Λ are described in Figures 44 (a) and 45 (c). The correspondences given in Figures 44 and 45 ensure $D = D_{Ω,Λ}$ and $w(D) = w(Λ)$ as desired. □

Combining Propositions 7.4, 7.6, and 7.13, we can now prove Theorem 7.1.

Proof of Theorem 7.1. The correspondence between the crossings and right cusps of $L$ and the crossings of $L_N$ resulting from the Ng resolution procedure is a grading-preserving bijection on generators. It remains to show $d = ∂^e$. Suppose $a ∈ Q(L)$ is a crossing or right cusp, $b ∈ Q(L)$ is a crossing between strands $k$ and $k + 1$ in the tangle between $x_p$ and $x_{p+1}$, and $i < k$. Then we have,

$$
\sum_{(D,Ψ) ∈ Δ(a;b,[i,k])} \hat{w}(D,Ψ) = \sum_{(Ω,Λ) ∈ G^C(b,[i,k]) × M^C(a;b,[i,k])} w(Λ)
$$

$$
= \#G^C(b,[i,k]) \sum_{Λ ∈ M^C(a;b,[i,k])} w(Λ)
$$

$$
= \langle d_pe_i, e_k \rangle \sum_{Λ ∈ M^C(a;b,[i,k])} w(Λ)
$$

where the first equality follows from the word-preserving bijection from $G^C(b,[i,k]) × M^C(a;b,[i,k])$ to $Δ(a;b,[i,k])$ given in Lemma 7.13, the second equality is modular arithmetic, and the third equality follows from Lemma 7.11. If $⟨d_pe_i, e_k⟩ = 0$, then $M^C(a;b,[i,k]) = ∅$ and if $M^C(a;b,[i,k]) ≠ ∅$, then $⟨d_pe_i, e_k⟩ = 1$. Hence,

$$
\sum_{(D,Ψ) ∈ Δ(a;b,[i,k])} \hat{w}(D,Ψ) = \sum_{Λ ∈ M^C(a;b,[i,k])} w(Λ).
$$

A similar equality holds for $j > k + 1$. Finally, $da = ∂^e a$ follows from equation (29) and Propositions 7.4 and 7.6. □

Theorems 7.1 and 5.5 along with our previous observation that every MCS is equivalent to an $A$-form MCS, imply the following.
Corollary 7.14. Let $H^C_*(L)$ denote the homology groups of $(A_C, d_1)$ for an MCS $C \in MCS(L)$ and let $LCH_*^\epsilon(L_N)$ denote the homology groups of $(A_1(L_N), \partial_1^\epsilon)$ for an augmentation $\epsilon \in \text{Aug}(L_N)$. Then

$$\{H^C_*(L)\}_{C \in MCS(L)} = \{LCH_\epsilon^*(L_N)\}_{\epsilon \in \text{Aug}(L_N)}.$$ 

Chekanov proved in [3] that $\{LCH_\epsilon^*(L_N)\}_{\epsilon \in \text{Aug}(L_N)}$ is a Legendrian isotopy invariant, hence, $\{H^C_*(L)\}_{C \in MCS(L)}$ is as well.
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