We prove a conjecture of Morier-Genoud and Ovsienko that says that rank polynomials of the distributive lattices of lower ideals of fence posets are unimodal. We do this by introducing a related class of circular fence posets and proving a stronger version of the conjecture due to McConville, Sagan and Smyth. We show that the rank polynomials of circular fence posets are symmetric and conjecture that unimodality holds except in some particular cases. We also apply the recent work of Elizalde, Plante, Roby and Sagan on rowmotion on fences and show many of their homomesy results hold for the circular case as well.

1. Introduction

Fence posets are a natural class of posets that appear in the study of cluster algebras, quiver representations and other areas of enumerative combinatorics, see [MSS21] for an overview. Let $\alpha = (\alpha_1, \alpha_2, \ldots, \alpha_s)$ be a composition of $n$. The fence poset of $\alpha$, denoted $F(\alpha)$, is the poset on $x_1, x_2, \ldots, x_{n+1}$ with the order relations:

$$x_1 \leq x_2 \leq \cdots \leq x_{\alpha_1+1} \geq x_{\alpha_1+2} \geq \cdots \geq x_{\alpha_1+\alpha_2+1} \leq x_{\alpha_1+\alpha_2+2} \leq \cdots \leq x_{\alpha_1+\alpha_2+\alpha_3+1} \cdots$$

The relations describe a poset with $n+1$ nodes, where $n = \alpha_1 + \ldots + \alpha_s$ is the size of $\alpha$, schematically depicted in Figure 1 below.

![Figure 1. The fence poset $F(\alpha)$](image)

We call the $s$ maximal chains of this poset corresponding to parts of $\alpha$ its segments. Lower order ideals of $F(\alpha)$ ordered by inclusion give a distributive lattice which we denote by $J(\alpha)$. The lattice $J(\alpha)$ is ranked by the size of the ideals, with a generating polynomial $R(\alpha; q) = \sum_{I \in J(\alpha)} q^{|I|}$, called the rank polynomial. We will use $r(\alpha)$ to denote the corresponding rank sequence given by the powers of $q$.

**Example 1.1.** The fence poset for $\alpha = (2, 1, 1, 3)$ is given in the left part of Figure 1.\textsuperscript{1} Note that the ideals of maximal and minimal rank are unique. Ideals of rank 1 and rank 7 are given by minima and complements of maxima respectively, and there are five ideals of rank 2, depicted in in Figure 1.\textsuperscript{1} right. The full rank sequence is $(1, 3, 5, 6, 6, 5, 3, 2, 1)$.

The rank sequences of fence posets were used by Morier-Genoud and Ovsienko in [MGO20] in their recent work defining $q$-analogues of the rational numbers. Their $q$-rationals are defined by the ratio of the rank polynomials for two compositions given by the continued fraction expression of the rationals considered and enjoy several interesting properties including a type of convergence which allows one to extend their definition to obtain $q$-real numbers. They also proposed the following conjecture in their paper, the proof of which is the main result in this paper.
The circular fence poset $\bar{\mathcal{F}}$ is related to the class of fence poset $\mathcal{F}$, and the rank sequence of the composition $F(a, b, c)$ is defined in the next section. The various interlacing properties referred to in the next theorem are defined in the next section.

Theorem 1.2 (Conjecture 1.4 in [MSS21]). The rank polynomials of fence posets are unimodal.

While there was no a priori reason for the authors to expect that this conjecture holds, there was ample numerical evidence. Results predating the conjecture itself were given by Salvi and Munarini [MS02], who proved the conjecture in the case where the first segment is larger than the sum of the others and proposed the following strengthening of this conjecture. The various interlacing properties referred to in the next theorem are defined in the next section.

Theorem 1.3 (Conjecture 1.4 in [MSS21]). Suppose $\alpha = (\alpha_1, \alpha_2, \ldots, \alpha_s)$.

(a) If $s = 1$ then $r(\alpha) = (1, 1, \ldots, 1)$ is symmetric.
(b) If $s$ is even, then $r(\alpha)$ is bottom interlacing.
(c) If $s \geq 3$ is odd we have:
   (i) If $\alpha_1 > \alpha_s$ then $r(\alpha)$ is bottom interlacing.
   (ii) If $\alpha_1 < \alpha_s$ then $r(\alpha)$ is top interlacing.
   (iii) If $\alpha_1 = \alpha_s$ then $r(\alpha)$ is symmetric, bottom interlacing, or top interlacing depending on whether $r(\alpha_2, \alpha_3, \ldots, \alpha_{s-1})$ is symmetric, top interlacing, or bottom interlacing, respectively.

One of the challenges in proving the above theorem comes from the feature that there are fence posets whose rank sequences can have long flat parts.

Example 1.4. The rank sequence of the composition $(a, 1, 1, 1)$ where $a > 2$ is

$$ r(\alpha) = (1, 3, 4, 5, 4, 3, 2, 1). $$

We will describe the main ideas in our proof later but it is noteworthy that our proof is purely combinatorial and essentially constructive, in that we can effectively describe injections that realize the desired unimodality. Unimodality of combinatorial sequences is often deduced by first proving stronger properties of the sequence such as log concavity, ultra log concavity or even real rootedness, but for this problem, none of these stronger properties need hold. Indeed to see that even log concavity need not hold, we see that for the fence poset $F(\alpha) = F(2, 1, 1, 3)$ described in example 1.3 we have

$$ 9 = r(\alpha)[6]^2 < r(\alpha)[5]r(\alpha)[7] = 5 \cdot 2 = 10, $$

where, we use the notation $r(\alpha)[k]$ to refer to the number of $k$ ideals of the fence poset $F(\alpha)$.

They key idea in our proof is to navigate between the properties of fence posets and those of the closely related class of circular fence posets. For a composition $\alpha = (\alpha_1, \alpha_2, \ldots, \alpha_n)$ of $n$ we define the circular fence poset of $\alpha$, denoted $\bar{\mathcal{F}}(\alpha)$ as the fence poset of $\alpha$ where $x_n+1$ and $x_1$ are taken to be equal, so we get a circular poset with $n$ nodes.

Example 1.5. The circular fence poset $\bar{\mathcal{F}}(2, 1, 1, 3)$ is obtained from the regular fence poset $F(2, 1, 1, 3)$ (see figure 1.1) by identifying the vertices $x_1$ and $x_8$, yielding a poset on 7 elements. Referring once again to figure 1.1 given that we have identified $x_1$ and $x_8$, two of the five ideals of size two are identical in the circular version and the ideal $(x_1, x_8)$ does not appear. Thus, the number of rank 2 ideals in $\bar{\mathcal{F}}(2, 1, 1, 3)$ is 3. The full rank sequence for $\bar{\mathcal{F}}(2, 1, 1, 3)$ is $(1, 2, 3, 4, 4, 3, 2, 1)$. 

![Figure 2. The fence poset $F(2, 1, 1, 3)$ (left) and its five ideals of rank 2 (right).](image)
We will use $\bar{J}(\alpha)$ to refer to the lattice of lower ideals of $\bar{F}(\alpha)$, $\bar{R}(\alpha; q)$ to refer to the rank polynomial of $\bar{J}(\alpha)$ and $\bar{r}(\alpha)$ to refer to the rank sequence. Rank polynomials for circular fence posets behave slightly differently from those for regular fence posets; there are examples where they fail to be unimodal, see section 4 for a discussion and a characterization. However, they do satisfy a highly convenient property.

Theorem 1.6. Rank polynomials of circular fence posets are symmetric.

Given a fence poset, there are several naturally related circular fence posets. Our proof consists of relating the rank polynomials of these various posets and inductively proving a number of ancillary results. One of the byproducts of our proof is the following result that might be of independent interest.

Theorem 1.7. Let $\alpha = (\alpha_1, \ldots, \alpha_{2s})$ be a composition with an even number of parts and consider any cyclic shift of $\alpha$, $\beta = (\alpha_k, \alpha_{k+1}, \ldots, \alpha_{2s}, \alpha_1, \alpha_2, \ldots, \alpha_{k-1})$. Then

$$\bar{R}(\alpha; q) = \bar{R}(\beta; q).$$

In other words, the rank polynomial of a circular fence poset is well defined over circular compositions.

As mentioned above, when it comes to circular fence posets, unimodality need not hold.

Example 1.8. Let $\alpha = (1, a, 1, a)$ be a composition. A direct calculation shows that the rank sequence is

$$r(\alpha) = (1, 2, \ldots, a, a+1, a, a+1, a, a-1, \ldots, 1).$$

This sequence has a dip in the middle term and is not unimodal.

2. Notation and Terminology

Let $P$ be a finite poset. A subset $I$ of $P$ is said to be a lower order ideal (resp. upper order ideal) if when $x \in I$, any $y \preceq x$ (resp. any $y \succeq x$) lies in $I$ as well. We will use the word “ideal” to denote a lower order ideal, unless stated otherwise, and use the notation $I \preceq P$. Ideals (or upper order ideals) of a poset $P$ ordered by inclusion give the structure of a distributive lattice $J(P)$, ranked by the number of elements. See [Sta12] Chapter 3.4 for a detailed discussion. For the purposes of this work, we will use the work “rank” exclusively to refer to the rank structure of the order ideal lattice. Note that taking the setwise complement of an ideal gives an upper order ideal of complementary rank.

We will be interested in the case where $P$ is a fence, or a circular fence, and consider the corresponding rank sequence and rank polynomial. The fences are defined to start with an up step, but as flipping a fence vertically only reverses the rank sequence, their structure can be inferred easily. Fences that start with a down step will come up at a few instances in our proofs, but instead of developing a separate notation for upside down fences, we will allow the first part of the composition to be zero in those instances.

A sequence is called unimodal if there exists an index $m$ such that

$$a_0 \leq a_1 \leq \cdots \leq a_m \geq a_{m+1} \geq \cdots \geq a_n.$$

It was conjectured in [MGO20] that the rank sequence of $J(\alpha)$ is unimodal. A more specific conjecture about the behaviour of the coefficients was given in [MSS21]. A sequence is called top interlacing if

$$a_0 \leq a_n \leq a_1 \leq a_{n-1} \leq \cdots \leq a_{\lceil n/2 \rceil}$$

where $\lceil \cdot \rceil$ is the ceiling function. Similarly, the sequence is bottom interlacing if

$$a_n \leq a_0 \leq a_{n-1} \leq a_1 \leq \cdots \leq a_{\lfloor n/2 \rfloor}$$

with $\lfloor \cdot \rfloor$ being the floor function. Note that top interlacing as well as bottom interlacing sequences are unimodal.

To prove this Theorem 1.6 we will define a circular version of the fence poset, where the first and last node are related.
3. Circular Fences

For a composition \( \alpha = (\alpha_1, \alpha_2, \ldots, \alpha_s) \) of \( n \) we define the circular fence poset of \( \alpha \), denoted \( \mathcal{F}(\alpha) \) to be the fence poset of \( \alpha \) with the additional relation \( x_{n+1} = x_1 \), so that we end up with a circular poset with \( n \) nodes. We will denote the corresponding order ideal lattice, rank polynomial and rank sequence by \( \mathcal{I}(\alpha), \mathcal{R}(\alpha; q) \) and \( \tau(\alpha) \) respectively. We will call the nodes that correspond to \( \alpha_i \) the \( i \)th segment of \( \mathcal{F}(\alpha) \).

Circular fences have substantial intrinsic symmetry. Shifting the parts cyclically by two steps gives the same object and reversing the order of the parts preserves the rank sequence. In the special case when all the segments are of size 1, the object we obtain is called a crown. Crowns were previously studied in [MS02] where it was shown that the corresponding rank polynomials are symmetric, and that they are unimodal when the number of segments is different than 4. Examining the one step shift allows us to directly say that the symmetry holds when one of the segments is larger as well. This will serve as the basis to prove that in fact, for any circular fence poset we get a rank symmetric lattice.

**Lemma 3.1.** Shifting the parts of \( \alpha \) cyclically by one step reverses the rank sequence \( \tau(\alpha) \). In particular \( \mathcal{R}((1, 1, 1, \ldots, 1); q) \) where the number of segments is even is symmetric for any \( k \in \mathbb{N} \).

**Proof.** This follows as a cyclic shift of one step on a circular fence is equivalent to reversing the order relation or flipping the poset upside down. Making a cyclic shift of one step followed by reversing the parts of \( (k, 1, 1, 1, \ldots, 1) \) gives \( (1, 1, 1, 1, \ldots, 1, k, 1) \) which has the exact same structure but a reversed rank sequence.

In general, rank polynomials for circular fences are no easier to calculate than their non circular counterparts and we only have formulas for a limited number of cases. The case when \( \alpha = (1, 1, a, \ldots, 1, a) \) was considered in [Mun06]. They were able to formulate the rank polynomial in terms of Chebyshev polynomials of the first kind, defined recursively by \( T_0(q) = 1, T_1(q) = q \) and \( T_{n+2}(q) = 2qT_{n+1}(q) - T_n(q) \).

**Proposition 3.2** ([Mun06]). We have

\[
\mathcal{R}((1, a, 1, a, \ldots, 1, a)) = 2q^{((a-1)s)/2} T_{a-1} \left( \frac{1 + q + q^2 + \cdots + q^s}{2q^{s/2}} \right)
\]

where \( 2s \) is the number of segments of \( (1, a, 1, a, \ldots, 1, a) \).

Note that when \( s = 2 \), we get the polynomial

\[
1 + 2q + 3q^2 + \cdots + (a + 1)q^a + aq^{a+1} + (a + 1)q^{a+2} + (a)q^{a+3} + \cdots + 2q^{2a+1} + q^{2a+2},
\]

which is not unimodal.

Some other small cases that can be easily calculated by hand are listed in Table 1 below.

| \( \alpha \) | Ideal Count | Rank Polynomial |
|---|---|---|
| \((a, b)\) | \(ab + 2\) | \(1 + q[a]_q [b]_q + q^{a+b}\) |
| \((a, b, 1)\) | \(ab + 2a + 2b + 2\) | \([a + 2]_q [b + 2]_q - q^{a+1} - q^{b+1}\) |
| \((a, b, c, d)\) | \(abcd + ab + cd + ad + bc + 2\) | \(1 + q[a]_q [d]_q + q[b]_q [c]_q + q^{a+b+c+d} [c]_q [d]_q + q^{a+b+c} + q^{a+b+d} + q^{a+c+d} + q^{a+b+c+d}\) |
| \((a, a, a)\) | \(a^4 + 4a^2 + 2\) | \(1 + ([a]_q)_4 + (2q^{2a+1} + 2q)([a]_q)_2 + q^{4a}\) |

**Table 1.** Ideal count and rank polynomial for small cases

The cases of \((a, b)\) and \((1, a, 1, b)\) are indeed quite straightforward. The lattice formed by the ideals of \( \mathcal{F}(a, b) \) is formed by the direct product of two chains of lengths \( a \) and \( b \), with an added minimum element (for the empty ideal) and maximum element (for the full ideal): \( \emptyset \oplus C_a \times C_b \oplus \overline{1} \). Here, the position on \( C_a \) corresponds to the number of unshared elements in the segment of size \( a \), whereas the position on \( C_b \) describes the number of unshared elements in the segment of size \( b \). The natural symmetric chain decomposition on \( C_a \times C_b \) can easily be extended to accommodate the two added nodes, as seen in Figure 3 for the example of \((5, 8)\). We get \( ab + 2\) ideals with the corresponding rank polynomial \( \mathcal{R}((a, b); q) = 1 + q[a]_q [b]_q + q^{a+b} \).

When we have \((1, a, 1, b)\), any ideal of size \( k \) is a partitioning of \( k \) into two parts \( p_1 \leq a \) and \( p_2 \leq b \) such that \( p_1 = a \Rightarrow p_2 \neq 0 \) and \( p_2 = b \Rightarrow p_1 \neq 0 \). The lattice we obtained can be visualised as \( C_{a+1} \times C_{b+1} \) with
the two opposite corners deleted. When \( a \neq b \) this also has a natural symmetric chain decomposition. When \( a = b \) however, we have no such decomposition as the resulting rank polynomial is not unimodal, see Figure 4. We have \((a + 1)(b + 1) - 2\) ideals, with \( \overline{R}(1, a, 1, b; q) = [a + 2][b + 2]q - q^{a+1} - q^{b+1} \).

**4. An Example**

In this chapter, we will consider ways of closing up a fence poset to get a rounded fence through the example of \( \alpha = (2, 1, 1, 3) \). The ideas illustrated here will be the backbone of the proofs that will be given in the upcoming sections.

**Method 1.** Letting \( x_1 = x_8 \).

![Figure 5. The ideals of \( F(2, 1, 1, 3) \) that contain \( x_1 \) \( \iff \) Ideals of \( F(1, 1, 1, 2) \)](image)

This natural choice of setting \( x_0 = x_8 \) gives us the rounded fence poset \( F(\alpha) \), which has the disadvantage of having only 7 nodes, so that we do not have all the structure of our original poset included in this circular version. In particular, we lose the ideals that contain only one of \( x_1 \) and \( x_8 \).

For the ideals of \( \alpha \) that contain \( x_1 \) but not \( x_8 \), any node above \( x_8 \) is also not included, and there is no effect on nodes above \( x_1 \), so we get a bijection with ideals of \( F(1, 1) \) as depicted in Figure 5 below.

Similarly, ideals that contain \( x_8 \) but not \( x_1 \) are in bijection with ideals of \( 1, 2 \), see Figure 4.

The connection between the rank polynomials, consequently, is a bit tricky. The ideals of \( F(2, 1, 1, 3) \) that do not contain \( x_1 \) or \( x_8 \) do not contain any node above them, so we have only two such ideals, the empty one and the one that consists of just \( x_4 \). Subtracting all these gives us the contribution of the ideals
that contain both \(x_0\) and \(x_8\), which can also be calculated via adding 2 nodes to each ideal of \(F(1,1,1,2)\).

\[
q^2 R(1,1,1,2) = R(2,1,1,3) - qR(1,1) - qR(1,2) - (1 + q).
\]

\[
= (1 + 3q + 5q^2 + 6q^3 + 6q^4 + 5q^5 + 3q^6 + 2q^7 + q^8) - q(1 + 2q + q^2 + q^3) - q(1 + 2q + 2q^2 + q^3 + q^4) - (1 + q)
\]

\[
= q^2 + 3q^3 + 4q^4 + 4q^5 + 3q^6 + 2q^7 + q^8.
\]

These ideals are shifted by \(q^{-1}\) to give the ideals of \(\overline{F}(2,1,1,3)\) that contain \(x_1 = x_8\). The two that do not contribute \(1 + q\), so that we get the following rank symmetric polynomial:

\[
\overline{R}(2,1,1,3) = (q^{-1})(q^2 + 3q^3 + 4q^4 + 4q^5 + 3q^6 + 2q^7 + q^8) + 1 + q
\]

\[
= 1 + 2q + 3q^2 + 4q^3 + 4q^4 + 3q^5 + 2q^6 + q^7.
\]

Adding the relation that \(x_1\) is above (or below) \(x_8\) allows us to get a circular fence with the same number of nodes.

**Method 2. Connecting \(x_1\) and \(x_8\).**

![Figure 8](image)

The circular fence \(R(3,1,1,3)\) given by assuming \(x_1\) is above \(x_8\)

Note that the ideals of \(\overline{F}(3,1,1,3)\) give all ideals \(I\) of \(F(2,1,1,3)\) satisfying \(x_1 \in I \Rightarrow x_8 \in I\). The ones that are left over are exactly the ones that contain \(x_1\) but not \(x_8\) that correspond to the ideals of \(F(1,1)\) as we discussed above (See Figure 6). The corresponding rank polynomials are also related:

\[
R(2,1,1,3) = \overline{R}(3,1,1,3) + qR(1,1).
\]

\[
= (1 + 2q + 3q^2 + 5q^3 + 5q^4 + 5q^5 + 3q^6 + 2q^7 + q^8) + q(1 + 2q + q^2 + q^3)
\]

\[
= 1 + 3q + 5q^2 + 6q^3 + 6q^4 + 5q^5 + 3q^6 + 2q^7 + q^8.
\]
Alternatively we can add a new node \( x_0 \) to complete the cycle.

**Method 3. Adding a new \( x_0 \) above \( x_1 \) and \( x_8 \).**

![Figure 9. The ideals of \( \overline{F}(2,1,1,3,1,1) \) that contain \( x_0 \) \( \iff \) Ideals of \( F(1,1,1,2) \)](image)

Adding \( x_0 \) gives us the rounded fence poset \( P_T := \overline{F}(2,1,1,3,1,1) \) with 9 nodes. Ideals of our original poset are exactly the ideals of \( P_T \) that do not contain \( x_0 \). Any ideal that contains \( x_0 \) also contains \( x_1 \) and \( x_3 \) but puts no other restrictions on the inclusion of the other nodes, so these ideals are in bijection with those of \( F(1,1,1,2) \). On the rank polynomials side, we get the identity:

\[
R(2,1,1,3) = \overline{R}(2,1,1,3,1,1) - q^3 R(1,1,1,2)
\]

\[
= (1 + 3q + 5q^2 + 7q^3 + 9q^4 + 9q^5 + 7q^6 + 5q^7 + 3q^8 + q^9) - q^3(1 + 3q + 4q^2 + 4q^3 + 3q^4 + 2q^5 + q^6)
\]

\[
= 1 + 3q + 5q^2 + 6q^3 + 6q^4 + 5q^5 + 3q^6 + 2q^7 + q^8.
\]

**Method 4. Adding a new \( x_0 \) below \( x_1 \) and \( x_8 \).**

![Figure 10. The ideals of \( \overline{F}(3,1,1,4) \) that do not contain \( x_0 \) \( \iff \) Ideals of \( F(1) \)](image)

Adding \( x_0 \) below gives us the rounded fence poset \( P_B := \overline{F}(3,1,1,4) \) with 9 nodes. Ideals that contain \( x_0 \) are in bijection with our original poset. Any ideal that does not contain \( x_0 \) can not contain anything above either, and there are only two such ideals, the empty ideal and the rank 1 ideal that only contains \( x_4 \):

\[
R(2,1,1,3) = (q^{-1})(\overline{R}(3,1,1,4) - R(1)).
\]

\[
= (q^{-1})((1 + 2q + 3q^2 + 5q^3 + 6q^4 + 6q^5 + 5q^6 + 3q^7 + 2q^8 + q^9) - (1 + q))
\]

\[
= 1 + 3q + 5q^2 + 6q^3 + 6q^4 + 5q^5 + 3q^6 + 2q^7 + q^8.
\]

5. **Rank Symmetry in Circular Fences**

In this section, we will prove that the rank polynomial for circular fences is always symmetric.

**Theorem 5.1.** For any composition \( \alpha \) of \( n \) with an even number of segments, the rank polynomial of \( \alpha \) is symmetric with center of symmetry at \( n/2 \).
As we already showed symmetry holds in the case \((k, 1, 1, \ldots, 1)\) for any \(k\), for any given number of beads we have a case where we already know the rank polynomial is symmetric, so it suffices to show that moving beads around does not break the symmetry. The constructions given in the previous section will be our main tool, with which we will go back and forth between the circular and the non-circular cases. Consider the following statements:

**A(n):** Given a composition \(\beta = (\beta_1, \beta_2, \ldots, \beta_{2s})\) of \(n - 1\), let \(\mathcal{I}_L\) be the set of ideals of \(F(\alpha)\) that include the leftmost node \(x_1\), but not the rightmost node \(x_n\). Similarly let \(\mathcal{I}_R\) be the set of ideals of \(F(\alpha)\) that include the rightmost node but not the leftmost. The polynomial

\[
\sum_{I \in \mathcal{I}_L} q^{|I|} - \sum_{J \in \mathcal{I}_R} q^{|J|}
\]

is symmetric with center of symmetry \(n/2\).

**B(n):** Given a composition \(\beta = (\beta_1, \beta_2, \ldots, \beta_{2s})\) of \(n - 1\), where \(\beta_1\) and \(\beta_{2s}\) are allowed to be 0 with the convention that when \(\beta_1 = 0\), we get a fence that starts with a down step instead of an up step. Then

\[
R((\beta_1 + 1, \beta_2, \ldots, \beta_{2s}); q) - R((\beta_1, \beta_2, \ldots, \beta_{2s} + 1); q)
\]

is symmetric around \(n/2\).

**C(n):** Given a composition \(\beta = (\beta_1, \beta_2, \ldots, \beta_{2s})\) of \(n\), the following difference is symmetric around \((n+1)/2\)

\[
\bar{R}((\beta_1 + 1, \beta_2, \ldots, \beta_{2s}); q) - \bar{R}((\beta_1, \beta_2, \ldots, \beta_{2s} + 1); q).
\]

**D(n):** Given a composition \(\beta = (\beta_1, \ldots, \beta_{2s})\) of \(n\), the rank polynomial of the associated circular fence poset \(\bar{R}(\beta)\) is symmetric.

We will prove the rank symmetry of circular fences by showing that \(D(n) \Rightarrow A(n) \Rightarrow B(n) \Rightarrow C(n + 1)\) which in turn implies \(D(n + 2)\). Note that as a byproduct we get that the statements \(A(n)\) and \(B(n)\) about the structure of non-circular fences.

**Proof of Theorem [5.1]** We will use induction on the size of the composition. If \(\alpha\) is a composition of \(\leq 3\) with an even number of parts we have only three choices, each of which giving us symmetric rank polynomials:

\[
\bar{R}(1, 1); q) = 1 + q + q^2, \quad \bar{R}(2, 1); q) = \bar{R}(1, 2); q) = 1 + q + q^2 + q^3.
\]

Now, let us assume that \(D(n)\) holds, that is, for any composition \(\alpha = (\alpha_1, \ldots, \alpha_{2s})\) of \(n\), the rank polynomial \(\bar{R}(\alpha)\) is symmetric.

**Claim 1.** \(A(n)\) holds.

**Proof of Claim:** We will consider two natural circular fences related to \(\beta\): \(\bar{R}((\beta_1 + 1, \beta_2, \ldots, \beta_{2s}))\) given by adding the relation \(x_n \leq x_1\) to the fence of \(\beta\) and \(\bar{R}((\beta_1, \beta_2, \ldots, \beta_{2s} + 1))\) given by adding the relation \(x_n \geq x_1\) to the fence of \(\beta\). Let us denote their rank polynomials by \(\mathcal{R}_L(q)\) and \(\mathcal{R}_R(q)\) respectively.

Note that

\[
R(\beta; q) = \mathcal{R}_L(q) + \sum_{\substack{I \subseteq F(\beta) \\text{with } x_n \in I, x_1 \notin I}} q^{|I|} = \mathcal{R}_R(q) + \sum_{\substack{J \subseteq F(\beta) \\text{with } x_n \notin J, x_1 \in J}} q^{|J|}
\]

Consequently

\[
\sum_{I \in \mathcal{I}_L} q^{|I|} - \sum_{J \in \mathcal{I}_R} q^{|J|} = \mathcal{R}_R(q) - \mathcal{R}_L(q).
\]

Both rank polynomials belong to circular fences with \(n\) nodes, which are symmetric around \(n/2\) by our hypothesis.

**Claim 2.** \(B(n)\) holds.
Proof of Claim: Let $\mathfrak{F}_L = F((\beta_1 + 1, \beta_2, \ldots, \beta_{2n}))$ be the fence with $n + 1$ nodes given by adding a new node to the (possibly empty) leftmost segment of $\beta$ by $1$. Similarly, let $\mathfrak{F}_R = F((\beta_1, \beta_2, \ldots, \beta_{2n} + 1))$.

We want to show that the following polynomial is symmetric around $n/2$:

$$\sum_{I \subseteq \mathfrak{F}_L} q^{|I|} - \sum_{J \subseteq \mathfrak{F}_R} q^{|J|}.$$  

We will make use of the circular fence $\mathfrak{F}_L$ for $(\beta_1 + 1, \beta_2, \ldots, \beta_{2n} + 1)$. Note that we can obtain $\mathfrak{F}_L$ from $\mathfrak{F}_R$ by adding the relation $x_1 \leq x_{n+1}$ (see Method 2 from Section 3 for an example) so that:

$$\sum_{I \subseteq \mathfrak{F}_L} q^{|I|} = \sum_{I \subseteq \mathfrak{F}_L} q^{|I|} - \sum_{J \subseteq \mathfrak{F}_R, x_{n+1} \notin I} q^{|J|}.$$  

Similarly we have:

$$\sum_{J \subseteq \mathfrak{F}_R} q^{|J|} = \sum_{J \subseteq \mathfrak{F}_R} q^{|J|} - \sum_{J \subseteq \mathfrak{F}_R, x_{n+1} \notin J} q^{|J|}.$$  

This yields

$$\sum_{I \subseteq \mathfrak{F}_L} q^{|I|} - \sum_{J \subseteq \mathfrak{F}_R} q^{|J|} = \sum_{J \subseteq \mathfrak{F}_R, x_{n+1} \notin J} q^{|J|} - \sum_{I \subseteq \mathfrak{F}_L, x_{n+1} \notin I} q^{|I|}.$$  

We observe that

$$\sum_{I \subseteq \mathfrak{F}_L, x_{n+1} \notin I} q^{|I|} = \sum_{I \subseteq F(\beta), x_{n+1} \notin I} q^{|I|}.$$  

This is simply because if $x_1 \notin I \subseteq \mathfrak{F}_L$, then no nodes from the first segment can be in the ideal and this sets up a bijection between the two sets of ideals in the left equation above. The second equation may be similarly justified. We conclude that

$$\sum_{J \subseteq \mathfrak{F}_R, x_{n+1} \notin J} q^{|J|} = \sum_{I \subseteq \mathfrak{F}(\beta), x_{n+1} \notin J} q^{|J|} - \sum_{I \subseteq \mathfrak{F}(\alpha), x_{n+1} \notin I} q^{|I|}.$$  

By Claim 1, this difference is symmetric with center of symmetry at $n/2$.

\[\diamond\]

Claim 3. $C(n + 1)$ holds.

Proof of Claim: Let $\alpha = (\alpha_1, \ldots, \alpha_{2n})$ be a composition of $n + 1$ and let $\alpha_L = (\alpha_1 + 1, \ldots, \alpha_{2n})$ and $\alpha_R = (\alpha_1, \ldots, \alpha_{2n} + 1)$. Let $\mathcal{J}_L$ be the set of ideals of $F(\alpha_L)$ and $\mathcal{J}_R$ be the set of ideals of $F(\alpha_R)$. The ideals that do not contain $x_1 = x_{n+3}$ are in bijection as they contain no nodes from the first or last segments. That means we can limit our attention to the ideals that include $x_1 = x_{n+3}$ and these can be seen as ideals of regular fences. Let $\tilde{\alpha}_L = (\alpha_1, \ldots, \alpha_{2n} - 1)$ and $\tilde{\alpha}_R = (\alpha_1 - 1, \ldots, \alpha_{2n})$. We claim that

$$\sum_{I \subseteq \mathcal{J}(\alpha_L)} q^{|I|} = q \sum_{I \subseteq \mathcal{J}(\tilde{\alpha}_L)} q^{|I|}, \quad \sum_{I \subseteq \mathcal{J}(\alpha_R)} q^{|I|} = q \sum_{I \subseteq \mathcal{J}(\tilde{\alpha}_R)} q^{|I|}.$$  

This is because the ideals of $F(\alpha_L)$ that contain $x_1$ correspond exactly to ideals of $F((\alpha_1, \alpha_2, \ldots, \alpha_{2n} - 1))$, only shifted by $q$. The other equality is similarly justified. Here, we slightly abuse notation to permit the first or last segments to possibly be 0, something that claim $B(n)$ permits us to do. Consequently

$$\sum_{I \subseteq \mathcal{J}(\alpha_L)} q^{|I|} - \sum_{I \subseteq \mathcal{J}(\alpha_R)} q^{|I|} = \sum_{x_1 = x_{n+2} \in J} q^{|J|} - \sum_{x_1 = x_{n+3} \in J} q^{|J|} - \left( q \sum_{I \subseteq \mathcal{J}(\tilde{\alpha}_L)} q^{|I|} - \sum_{I \subseteq \mathcal{J}(\tilde{\alpha}_R)} q^{|I|} \right).$$  

In the final expressions, we have compositions of $\alpha$, so by Claim 3 the difference between the generating polynomials of their ideals is symmetric around $n/2$. Shifting by $q$ gives a rank sequence symmetric around $(n + 2)/2$ as desired.

\[\diamond\]

Claim 4. $D(n + 2)$ holds.
**Proof of Claim:** Let \( \alpha = (\alpha_1, \ldots, \alpha_{2s}) \) be a composition of \( n + 2 \). Claim \( \Box \) says that moving an element across a valley (as long as the number of parts does not change) preserves symmetry. Taking the vertical reflection of the poset, \( \alpha_1 \) yields another fence poset whose rank polynomial is the reflection of the original rank polynomial.

\[
R(\alpha) = \sum_{k=0}^{n+2} r_k q^k \implies \bar{R}(\alpha_1) = \sum_{k=0}^{n+2} r_{n-k} q^k.
\]

This is because for any \( k \), there is a bijection between lower ideals of size \( k \) of \( \bar{F}(\alpha) \) and the lower ideals of size \( n + 2 - k \) for \( \bar{F}(\alpha_1) \), which is achieved by taking the set complement.

Claim \( \Box \) then shows that moving an element of \( \alpha \) across a peak preserves symmetry as well. Applying these operations consecutively, we may transform \( \alpha \) to a composition of the form \((k, 1, \ldots, 1)\) with \( 2s \) parts. By lemma 5.1 this has symmetric rank polynomial.

As noted above, \( D(2) \) and \( D(3) \) are true by direct computations and the implications

\[
D(n) \implies A(n) \implies B(n) \implies C(n + 1) \implies D(n + 2),
\]

yield our theorem for all values of \( n \).

\[\square\]

**Corollary 5.2.** The polynomial \( \overline{R}(\alpha; q) \) is invariant under cyclic shifts of segments of \( \alpha \), so it is well defined over cyclic compositions.

**Proof.** if \( \alpha = (\alpha_1, \ldots, \alpha_{2s}) \) is a composition of \( n \) and \( \beta = (\alpha_2, \ldots, \alpha_{2s}, \alpha_1) \), then we have that their rank polynomials are mirror images,

\[
\bar{R}(\alpha) = \sum_{k=0}^{n} r_k q^k \implies \bar{R}(\beta) = \sum_{k=0}^{n} r_{n-k} q^k,
\]

as noted above in \( \Box \). Theorem 5.1 yields the result.

\[\square\]

6. PROOF OF MAIN THEOREM

Given a rank sequence \( (r_0, r_1, \ldots, r_{n+1}) \), the properties of it being top interlacing, bottom interlacing or symmetric and unimodal are determined by the relationship between elements whose indices are equidistant from \( (n + 1)/2 \), which we will call \( \mid \alpha \mid \). In all three cases, if \( |j - \mid \alpha \mid| > |i - \mid \alpha \mid| \), then \( r_j \leq r_i \).

To this end, we will partition the inequalities that correspond to interlacing into two parts; the part that holds for both bottom and top interlacing sequences and the one that separates bottom and top interlacing sequences.

\[
\text{(ineqA)} \quad r_0 \leq r_n, r_1 \leq r_{n-1} \ldots \quad r_{n+1} \leq r_1, r_n \leq r_2 \ldots
\]

\[
\text{(ineqB)} \quad r_0 \geq r_{n+1}, r_1 \geq r_n, \ldots
\]

\[
\text{(ineqT)} \quad r_0 \leq r_{n+1}, r_1 \leq r_n, \ldots
\]

Bottom interlacing sequences are ones that satisfy (ineqA) and (ineqB), top interlacing sequences are ones that satisfy (ineqA) and (ineqT), and symmetric unimodal ones are the ones that satisfy all three sets of inequalities.

**Proof of Theorem 6.3** Assume that the theorem holds for all compositions of length at most \( n - 1 \). Let \( \alpha \) be a composition of size \( n \).

**Claim 5.** The rank sequence \( r(\alpha) = (r_0, r_1, \ldots, r_{n+1}) \) satisfies (ineqA).

**Proof of Claim:** Following Methods 3 and 4 from Section 4 we will consider two circular fences obtained by adding a new node to the fence of \( \alpha \). We will let \( \overline{F}(\alpha_T) \) be given by adding a node \( x_0 \) lying above both \( x_1 \) and \( x_{n+1} \). Let \( (t_0, t_1, \ldots, t_{n+2}) \) be the corresponding rank sequence, which is symmetric by Theorem 5.1.

Note that the ideals of the fence poset of \( \alpha \) correspond exactly to the ideals of \( \overline{F}(\alpha_T) \) that do not contain \( x_0 \). The ideals that contain \( x_0 \) also contain \( x_1, x_{n+1} \) and anything that is lying below them.
\[ R(\alpha_T; q) = R(\alpha; q) + \sum_{I \subseteq \mathcal{F}(\alpha_T) \atop x_0 \in I} q^{|I|} \]

\[ R(\alpha; q) = R(\alpha_T; q) - q^k R(\beta; q). \]

where \( \beta \) is obtained from \( \alpha \) by deleting \( x_1, x_{n+1} \) and anything below them, and \( k \) is the number of nodes deleted +1. Note that by the induction hypothesis, \( R(\beta; q) \) is bottom or top interlacing, with \( n - k + 1 \) nodes. For each symmetric pair \( t_i \) and \( t_{n+2-i} \), as \( n + 2 - i \) is closer to the shifted center \( k + (n - k + 1)/2 \), the amount subtracted from \( t_{n+2-i} \) is at least as large as the amount subtracted from \( t_i \), implying \( r_i \geq r_{n+2-i} \) for \( 1 \leq i \leq [n] \).

Similarly we can add a node \( x_0 \) that lies below both \( x_1 \) and \( x_{n+1} \). Let \( \mathcal{F}(\alpha_B) \) be the corresponding circular fence poset with rank sequence \((b_0, b_1, \ldots, b_{n+2})\). By the same reasoning as above we get:

\[ R(\alpha_B; q) = qR(\alpha; q) + \sum_{I \subseteq \mathcal{F}(\alpha_T) \atop x_0 \in I} q^{|I|} \]

\[ qR(\alpha; q) = R(\alpha_T; q) - R(\beta; q). \]

where \( \beta \) is obtained from \( \alpha \) by deleting \( x_1, x_{n+1} \) and anything above them. Now the center is shifted left, so that the amount subtracted from \( b_{n+2-i} \) is less than or equal to the amount subtracted from \( b_i \). As we shifted by \( q \), this means \( r_{i-1} \leq r_{n+1-i} \) for \( 1 \leq i \leq [n] \).

To finish our proof, we will look at whether the rank sequence is bottom interlacing, top interlacing and symmetrical. To this end, we will add the new relation \( x_1 \succeq x_n \), as in Method 2 from 4.

**Claim 6.** If \( \alpha \) has an even number of segments, \( R(\alpha; q) \) is bottom interlacing.

**Proof of Claim:** Let us add the relation \( x_1 \succeq x_{n+1} \) to \( \alpha \). The resulting circular fence contains all ideals of \( F(\alpha) \) satisfying \( x_1 \in I \Rightarrow x_{n+1} \in I \). The ones that are left over are exactly the ones that contain \( x_1 \) but not \( x_{n+1} \). The inclusion of \( x_1 \) is equivalent to deleting the node \( x_1 \) and shifting by \( q \) and not including \( x_{n+1} \) is equivalent to deleting the node \( x_{n+1} \) as well as anything above it. What we are left with is the rank polynomial of a smaller composition \( \beta \) shifted by \( q \). As we have an even number of parts, there is at least one node above \( x_{n+1} \) (See Figure 3 for an example) which means \( \beta \) has at most \( n - 2 \) nodes. So mid(\( \beta \)), even when shifted by \( q \) lies strictly to the left of \( \frac{n+1}{2} \).

Let \((c_0, c_1, \ldots, c_{n+1})\) be the rank sequence of the circular fence, symmetric by Theorem 5.1. In particular, for each \( i \leq \frac{n+1}{2} \), \( c_i = c_{n+1-i} \). Adding the rank sequence for \( \beta \) to this gives the rank sequence of \( \alpha \). But mid(\( \beta \)) laying strictly to the left of \( \frac{n+1}{2} \) means for each \( i \), what we add to \( c_i \) is at least as large as what we add to \( c_{n+1-i} \), giving us \( r_i \geq r_{n+1-i} \).

**Claim 7.** If \( \alpha \) has an odd number of segments, \( R(\alpha; q) \) is bottom interlacing (respectively top interlacing) if and only if \( R(\alpha'; q) \) is bottom interlacing (respectively top interlacing) where \( \alpha' = (\alpha_1 - 1, \alpha_2, \alpha_3, \ldots, \alpha_{s-1}, \alpha_s - 1) \) is the composition of \( n - 2 \) obtained from \( \alpha \) by subtracting 1 from first and last segments (the fence of \( \alpha' \) starts with a downwards segment if the first part is zero).

**Proof of Claim:** Again, we consider the circular fence obtained by adding the relation \( x_1 \succeq x_{n+1} \) to \( \alpha \). The ideals of the circular fence are in bijection with ideals of \( F(\alpha) \) satisfying \( x_1 \in I \Rightarrow x_{n+1} \in I \). We will calculate the ones \( x_1 \) but not \( x_{n+1} \) separately. As we have an odd number of parts, \( x_1 \) is below \( x_2 \) and \( x_{n+1} \) is above \( x_n \), so that the ideals containing \( x_1 \) but not \( x_{n+1} \) are in bijection with the ideals of \( \alpha' \) described above, with the rank sequence shifted by one. Deleting two nodes and shifting by one means that mid(\( \alpha' \)) = mid(\( \alpha \)) = \( \frac{n+1}{2} \). The rank polynomial of the circular fence is symmetric around \( \frac{n+1}{2} \). Adding a bottom interlacing (respectively top interlacing) polynomial with the same mid value gives us a bottom interlacing (resp. top interlacing) polynomial.

Note that in the case of odd parts, if \( \alpha_1 > \alpha_s \) then removing pairs from both ends eventually gives us a fence with an even number of parts that is bottom interlacing, so \( r(\alpha) \) is bottom interlacing. If \( \alpha_1 < \alpha_s \), looking at \( \alpha' = (\alpha_s, \alpha_{s-1}, \ldots, \alpha_1) \) reverses the rank sequence, so \( r(\alpha) \) is top interlacing. When \( \alpha_1 = \alpha_s \), removing pairs of nodes from both ends eventually gives us the fence for \( (\alpha_2, \alpha_3, \ldots, \alpha_{s-1}) \) turned upside down, whose rank sequence is the reverse of \( r(\alpha_2, \alpha_3, \ldots, \alpha_{s-1}) \). \( \square \)
7. Rank Unimodality of Circular Fences

Unlike the regular case, the rank polynomial of circular fences is not always cyclic. In the case of \( \alpha = (1, k, 1, k) \), we get the rank sequence \([1, 2, 3, 4, \ldots, k, k + 1, k, k + 1, k, \ldots, 3, 2, 1] \) which makes a slight dip in the middle (Refer to Figure 4 for the rank lattice of \((1, 5, 1, 5)\)). We will next see that this issue can only happen when we have an even number of nodes, and a dip can only happen in the middle term of the rank sequence.

**Proposition 7.1.** If \( \alpha = (\alpha_1, \alpha_2, \ldots, \alpha_2n) \) has an odd number of nodes, then \( \overline{R}(\alpha; q) \) is unimodal. If \( \alpha \) is of size \( 2t \) for some \( t \in \mathbb{N} \), then we have \( r_i \geq r_{i-1} \) for all \( i < t \).

**Proof.** Take a composition \( \alpha \) of \( n \) and let \( T \) be a maximal node in \( \overline{F}(\alpha) \). We can partition ideals of \( \alpha \) into two parts: those that contain \( T \) (and necessarily anything below it), and those that do not contain \( T \). As deleting \( T \) does not place any restrictions on other nodes, the ones that do not contain \( T \) correspond to a regular fence of a composition \( \beta \) with \( n - 1 \) nodes, unimodal with \( \text{mid}(\beta) = \frac{2n-1}{2} \) by Theorem 1.3. The ones that contain \( T \) also contain the \( k \geq 2 \) nodes that lie below \( T \) in \( \overline{F}(\alpha) \), and they are in bijection with the ideals of \( F(\gamma) \) obtained from \( \overline{F}(\alpha) \) by deleting those nodes. The rank polynomial for \( \overline{F}(\alpha) \) satisfies:

\[
\overline{R}(\alpha; q) = R(\beta) + q^{k+1}R(\gamma; q).
\]

Denote the rank sequences of \( \alpha \) and \( \beta \) by \( (r_0, r_1, \ldots, r_n) \) and \( (b_0, b_1, \ldots, b_{n-1}) \) respectively. We have \( b_{n-i} \geq b_{n-i+1} \) for all \( 1 \leq i \leq \frac{n-1}{2} \) by unimodality (we take \( b_n = 0 \)). As \( R(\gamma; q) \) is also rank unimodal, and \( q^n \text{mid}(\gamma) \) lies strictly to the right of \( \text{mid}(\beta) = \frac{2n-1}{2} \), the value we add to \( b_{n-i} \) is at least as large as the value we add to \( b_{n-i-1} \), giving us \( r_{n-i} \geq r_{n-i+1} \) and by symmetry \( r_i \geq r_{i-1} \) for all \( i \) satisfying \( 1 \leq i \leq \frac{n-3}{2} \).

If \( n \) is odd, this means unimodality. If \( n = 2t \) is even, we do get any information about the ordering of \( r_{t-1} \) and \( r_t \), so it is possible to have a dip in the middle, which indeed happens for \( \alpha \neq (1, k, 1, k) \) and \((k, 1, k, 1)\) for \( k \in \mathbb{N} \).

**Conjecture 7.2.** For any \( \alpha \neq (1, k, 1, k) \) or \((k, 1, k, 1)\) for some \( k \), the rank sequence \( \overline{R}(\alpha; q) \) is unimodal.

If the segments were fully independent, we would naturally end up with a unimodal polynomial. The connections of maximal and minimal entries work to add some additional relations so that some configurations are not allowed, a relatively small number. What this conjecture is saying is, when we look at a larger number of parts, the configurations disallowed are not sufficient to offset the underlying unimodality. Though we were unable to prove this in all generality, the next result shows that if there are exceptions, they are indeed very rare.

**Lemma 7.3.** Let \( T \) be a maximal node in the cyclic fence \( \overline{F}(\alpha) \), and let \( F_{T^-} \) be the (possibly upside down) fence obtained by deleting \( T \). If the rank polynomial \( R_{T^-}(q) \) corresponding to \( F_{T^-} \) is top interlacing, then \( \overline{R}(\alpha; q) \) is rank unimodal.

**Proof.** We have already shown unimodality when the number of nodes is odd, so let us focus on the case \( \alpha \) is a composition of \( 2t \). Let \( F_{T^+} \) denote the fence obtained by deleting \( T \) and any node below \( T \) with the corresponding rank polynomial \( R_{T^+}(q) \) so that we have:

\[
\overline{R}(\alpha; q) = R_{T^-}(q) + q^{k+1}R_{T^+}(q)
\]

where \( k \) is the number of nodes below \( T \) in \( \overline{F}(\alpha) \).

As \( F_{T^-} \) is top interlacing, its rank sequence \( (r_0, r_1, \ldots, r_{2t-1}) \) satisfies \( rt - 1 \leq t_m \). The rank sequence of \( q^k R_{T^+}(q) \) is unimodal with the largest entry falling strictly to the right of position \( t \), so that the number we add to \( r_{t-1} \) to obtain the \( t \)-th entry of the rank sequence of \( \overline{F}(\alpha) \) is at least as large as the number we add to \( r_1 \). As we already showed the only issue might be in the middle in Proposition 7.1 we are done. \( \square \)

**Corollary 7.4.** If \( \alpha = (\alpha_1, \alpha_2, \ldots, \alpha_{2n}) \) has two consecutive segments larger than one, or 3 consecutive segments \( k, 1, l \) with \( |k-l| > 1 \), then \( \overline{R}(\alpha; q) \) is unimodal.

**Proof.** If \( \alpha \) has two consecutive segments larger than one, we can assume without loss of generality, by Corollary 5.2 that they meet at a top bead \( T \). Deleting \( T \) gives an upside down fence of an odd number of parts, so it is top interlacing. Similarly, in the case where we have consecutive segments \( k, 1, l \) with \( |k-l| > 1 \) by symmetry we can assume that \( k \) is larger and \( k \) and \( 1 \) meet in a top node \( T \). Deleting \( T \) gives a fence
with an even number of parts, first of which is \( l \) and the last is \( k - 1 \). As \( k - 1 \) is strictly larger than \( l \), the corresponding rank polynomial is top interlacing.

The leftover cases can be fully analysed when we have a small number of parts. For example, if we have four parts, the only cases that are not covered are of forms \((1, k, 1, k)\) and \((1, k, 1, k + 1)\). If we have 6 parts, possible counter examples to unimodality must be of one of these forms: \((1, k, 1, k, 1, k + 1),(1, k, 1, k + 1, 1, k + 1),(1, 1, 2, 1, 1, 2)\).

8. Rowmotion on Circular Fences

We can identify the ideals of a fence with antichains on that fence, as any ideal is uniquely described by its maximal elements. Rowmotion acts on ideals by taking an ideal \( I \) to the ideal \( \rho(I) \) corresponding to the antichain given by the minimal elements of the complement of \( I \). In their recent paper [EPRS21], Elizalde, Plante, Roby and Sagan explored rowmotion on fences, and gave homomesy and orbomesy results, many of which hold for the circular case as well.

In particular they gave a bijection between the orbits of rowmotion on \( F(\alpha) \) and an object called an \( \alpha \)-tiling. Here, we introduce a natural analogue, the class of circular \( \alpha \)-tilings:

**Definition 8.1.** For a composition \( \alpha = (\alpha_1, \alpha_2, \ldots, \alpha_s) \), a circular \( \alpha \)-tiling is a tiling of a rectangle \( R_{2s} \) with \( 2s \) rows labeled 1, 2, \ldots, \( 2s \) from top to bottom and an infinite number of columns with yellow \( 1 \times 1 \) tiles, red \( 2 \times 1 \) tiles which are allowed to wrap around and black \( 1 \times (\alpha_i - 1) \) tiles in row \( i \) satisfying the following properties:

(a) If there is at least one black tile in a row, then when the red tiles are ignored, the black and yellow tiles alternate in that row.

(b) If \( i \) is odd, there is a red tile in a column covering rows \( i \) and \( i + 1 \) if and only if the next column contains two yellow tiles in those two rows.

(c) If \( i \) is even, there is a red tile covering rows \( i \) and \( i + 1 \) if \( i < 2s \) and wrapping around to cover \( 2s \) and 1 if and only if the previous column contains two yellow tiles in those rows.

We say that a red tile *starts* at row \( i \) if it covers \( i, i + 1 \) or \( i = 2s \) and it covers \( 2s \) and 1. Though it is by no means clear from the definition, the connection with rowmotion orbits which we will prove next in Lemma 8.2 implies that all such tilings are periodic. The period of an orbit \( \mathcal{O} \) will be called the *size* of \( \mathcal{O} \), denoted \( |\mathcal{O}| \). We will visually represent tilings by drawing one such period and identify tilings that are cyclic shifts of each other horizontally.

Let the map \( \overline{\sigma} \) take an ideal of \( F(\alpha = (\alpha_1, \alpha_2, \ldots, \alpha_s)) \) to a \( 2s \times 1 \) rectangle where box \( i \) is colored yellow if the \( i \)th segment contains no maximal elements of \( I \), red if it contains a shared maximal element and black if it contains an unshared maximal element. \( \overline{\sigma} \) can be seen as a map on taking orbits of rowmotion to infinite rectangles of \( 2s \) rows by seeing each iteration of the rowmotion operation as a new column (See Figure 11 for an example). The following result directly follows from the proof of the corresponding Lemma 2.2 in [EPRS21] and contains no new ideas. The proof is therefore omitted.

**Lemma 8.2.** The map \( \overline{\sigma} \) is a bijection between orbits of rowmotion on \( F(\alpha) \) and circular \( \alpha \)-tilings.

For the following discussion, we will identify each tiling with its corresponding orbit and use the two interchangeably. Note that the placement of red tiles uniquely determines an orbit as long as there is at least one red tile in a row, as yellow and black tiles alternate in the leftover spaces. When describing all orbits of a particular fence, we will often talk about the placement of the red tiles, leaving it up to the reader to verify that the construction indeed gives a valid orbit.

![Figure 11. A circular (2, 1, 1, 3)-tiling and the corresponding orbit of rowmotion on \( F(2, 1, 1, 3) \)](image-url)
A statistic st is said to be $d$-mesic (with respect to a group operation) if its average is $d$ on every orbit, and it is said to be homomesic if it is $d$-mesic for some $d$. We will consider the following statistics on orbits of rowmotion on cyclic fences:

$$\overline{M}_x(O) = \text{number of times } x \text{ occurs as a maximal element in } O,$$

$$\overline{\chi}_x(O) = \text{number of times } x \text{ occurs in } O,$$

$$\overline{M}(O) = \sum_x \overline{M}_x(O),$$

$$\overline{\chi}(O) = \sum_x \overline{\chi}_x(O).$$

We can read the values of the statistics described directly from the tiling. Let $b_i$ and $w_i$ denote the number of black tiles and white on row $i$ on one period of $O$ respectively, and $r_i$ denote the number of red tiles starting in row $i$. Note that as black tiles only occur alternating with white tiles, $b_i = w_i$ in any row where $b_i$ is non-zero. So, for any row $i$, the total $w_i(\alpha_i) + r_i + r_{i-1}$ is equal to the period of $O$. An unshared element $x$ on segment $i$ occurs as a maximal element once per every black tile on row $i$, and the occurrences of shared elements correspond to red tiles.

If $\alpha_i \geq 2$ and $x$ is the $j$th smallest unshared element on segment $i$, we get:

$$\overline{M}_x(O) = b_i, \quad \overline{\chi}_x(O) = \begin{cases} b_i(\alpha_i - j) + r_i & \text{if } i \text{ is odd} \\ b_i(\alpha_i - j) + r_{i-1} & \text{if } i \text{ is even}. \end{cases}$$

Similarly for a maximal element $T$ lying between segments $2i + 1$ and $2i + 2$, and a minimal element $B$ lying between segments $2i$ and $2i + 1$ (cyclically), we have:

$$\overline{\chi}_T(O) = 2r_{2i+1} = \overline{M}_T(O), \quad \overline{M}_B(O) = r_{2i},$$

$$\overline{\chi}_B(O) = |O| - r_{2i} = r_{2i-1} + w_{2i}(\alpha_{2i}) = r_{2i+1} + w_{2i+1}(\alpha_{2i+1}).$$

By summing up these values over all nodes of the fence, we get the following formulas (using the convention $\alpha_{2s+1} = \alpha_1$):

$$\overline{M}(O) = \sum_{i \leq 2s} b_i(\alpha_i - 1) + r_i,$$

$$\overline{\chi}(O) = s|O| + \sum_{i \leq 2s} b_i(\alpha_i) + \sum_{i \leq s} r_{2i-1}(\alpha_{2i-1} + \alpha_{2i} - 1) - r_{2i},$$

$$= m/2|O| - \sum_{i \leq 2s} (-1)^i r_i(\alpha_i + \alpha_{i+1})/2$$

We have shown in Theorem 5.1 that the rank polynomial for circular fences is always symmetric. This means that if the statistic $\overline{\chi}$ is homomesic, it is necessarily $m/2$-mesic. So in a way the last part of Equation 4 describes how far from an homomesy an orbit is. If $\alpha_i + \alpha_{i+1}$ is the same for all $i$, as in the example of (3, 1, 3, 1) below, then $\overline{\chi}$ is $m/2$-mesic if and only if $\sum_{i \leq s} r_{2i} - r_{2i-1} = 0$ for all orbits.

**Example 8.3** ($F(3, 1, 3, 1)$). On the small case $(3, 1, 3, 1)$, row motion has 3 orbits, one of size 5 and two of size 9.

![Tilings of O1, O2, O3](image)

We can calculate the values of $\overline{\chi}$ and $\overline{M}$ statistics via Equations 2-4:

$$\overline{M}(O) = 2(b_1 + b_2) + (r_1 + r_2 + r_3 + r_4), \quad \overline{\chi}(O) = 4|O| + 4(r_1 - r_2 + r_3 - r_4),$$

$$\overline{M}(O_1) = 2(2) + 4 = 8, \quad \overline{M}(O_2) = \overline{M}(O_3) = 2(4) + 6 = 14,$$

$$\overline{\chi}(O_1) = 4(5) = 24, \quad \overline{\chi}(O_2) = \overline{\chi}(O_3) = 4(9) = 36.$$
Note that the second 9-orbit can be obtained from the first by shifting rows cyclically by 2 so it makes sense that they have the same statistics. The statistic $\chi$ is 4-mesic.

Applying the formulas for the $\overline{M}$ and $\overline{\chi}$ statistics, we see that many homomesy results from the non-circular fences also apply for the circular ones:

**Proposition 8.4.** For a composition $\alpha = (\alpha_1, \alpha_2, \ldots, \alpha_2s)$, rowmotion operation on the circular fence $F(\alpha)$ has the following properties:

1. If $x$ and $y$ are unshared elements on the same segment, $\overline{M}_x - \overline{M}_y$ is 0-mesic.
2. For an unshared element $x$ of segment $i$ that lies between a maximal element $T$ and a minimal element $B$, $\overline{M}_x + \overline{M}_T - \overline{M}_B$ is 1-mesic.
3. For a maximal element $T$ lying between segments $2i + 1$ and $2i + 2$, and a minimal element $B$ lying between segments $2j$ and $2j + 1$ (cyclically), if $r_{2i+1} = r_{2j}$ for all orbits $\mathcal{O}$, then $\overline{\chi}_T + \overline{\chi}_B$ is 1-mesic.
4. If $\alpha_i = 2$ for all $i$, then $\overline{M}$ is $s$-mesic.

We have previously noted that taking setwise complements maps the ideals of $\overline{F}(\alpha)$ to ideals of sh(α). the fence of a cyclic shift of $\alpha$ by one step. We can also see $\kappa$ as the map taking a circular $\alpha$-tiling, doing a vertical cyclic shift of one step and a horizontal flip to get a circular sh($\alpha$)-tiling. Figure 12 shows the action of $\kappa$ on the orbit seen in Figure 11. As the rowmotion is defined via the complement operation, it is quite well behaved under this map.

**Lemma 8.5.** Let $\kappa$ denote the complement map between ideals of $\overline{F}(\alpha)$ and $F(\text{sh}(\alpha))$. Then for any ideal $I$ we have $\kappa(\partial(I)) = \partial^{-1}(\kappa(I))$, meaning $\kappa$ maps orbits to orbits. In particular, if $|\alpha| = m - n$, for any orbit $\mathcal{O}$ of rowmotion on $F(\alpha)$ we have:

\[
\overline{M}(\mathcal{O}) = \overline{M}(\kappa(\mathcal{O}))
\]
\[
\overline{\chi}(\mathcal{O}) + \overline{\chi}(\kappa(\mathcal{O})) = n|\mathcal{O}|.
\]

**Proof.** As for any ideal $I$ $\overline{\chi}(I) + \overline{\chi}(\kappa(I)) = m$, the second statement is trivial. The first is slightly more complicated as we do not necessarily have $\overline{M}(I) = \overline{M}(\kappa(I))$, for example if $I$ is the empty ideal, $\overline{M}(I) = 0$ whereas $\overline{M}(\kappa(I)) = s$, where $2s$ is the length of $\alpha$. However, as the total number of red and black tiles remains unchanged under $\kappa$, the result follows by Equation 2. \hfill \square

**Figure 12.** A circular (3, 2, 1, 1)-tiling and the corresponding orbit

When we have only two parts of sizes $a$ and $b$, the rank lattice becomes a $a \times b$ lattice with added minimum and maximum elements (see Figure 9 for an example). The bijection with tilings allows us to easily describe the orbits in terms of the lcm and gcd of the two segments.

**Proposition 8.6.** Let $d = \gcd(a, b)$ and $m = \lcm(a, b)$. Then, rowmotion on $F(a, b)$ has a unique orbit of size $m + 2$ and $d - 1$ orbits of size $m$, where $\overline{M}$ takes the values $2(a + b)(m + 2)/d$ and $2m - (a + b)/d$ respectively. The statistic $\overline{\chi}$ is $(a + b)/2$-mesic.

**Proof.** There is a unique tiling of size $m + 2$ that contains red tiles, one starting on the first row of column 1, and the other starting at the third row of column 3. The rest of the orbits contain no red tiles, and are given by the $d - 1$ ways of placing the white tiles so that they always fall on different columns (see Figure 13 for an example). In all orbits $w_1 = b/d$ and $w_2 = a/d$, and plugging in these values to equations 2 and 3 allows us to calculate $\overline{M}$ and $\overline{\chi}$. \hfill \square

Another way to visualise the orbits in this case is to think of them as walks on the rank lattice using the moves $(1, 1), (a, -1), (-1, b)$ and the special move that connects the maximum and the minimum, refer to Figure 13 for the example of $F(4, 8)$. 

![Figure 12](image-url)
8.1. Other Cases With Few Segments. When the number of segments is small, it is often possible to build all orbits from ones of smaller size, by dilating orbits for partitions of small size, where we add new columns that lengthen the black tiles without creating problems. Figure 14 shows an example where adding new columns to the marked spaces is how we build the orbits for larger partitions. In this section, we will use "dilation" arguments to fully describe the action of rowmotion on $F((1,1,a,1))$ and $F((a,1,a,1))$. The idea can be extended to use the orbits for $(k,1,a,1)$ to build the orbits of $(k,1,a+k+3,1)$ for general $k$. 

For a fixed $k$ value, we can obtain all orbits of $F(k,1,a+k+2,1)$ from orbits of $F(k,1,a,1)$ by adding new pieces that extend the black tiles on the third row, while adding an extra black tile to row two. The addition of the $4 \times (k+2)$ piece on the right to extend each black tile in row 3, shifting cyclically if necessary achieves exactly this. We will now use this process to calculate the orbits of rowmotion on $F(1,1,a,1)$.

**Theorem 8.7.** For $a \geq 2$, row motion on $F(a,1,a,1)$ has $a-2$ small orbits $O_s$ of size $a+2$ with $M(O_s) = 2a+2$ and 2 large orbits $O_l$ of size $2a+3$ with $M(O_l) = 4a+2$. The statistic $\chi$ is $(a+1)$-mesic.

**Proof.** The orbits for the case $a = 3$ were already examined in Example 8.3. For larger $a$, all small orbits have one red tile starting at each row. For any $0 \leq k \leq a-4$ we get a unique 5-orbit with red tiles starting on rows 1, 2, 3, 4 placed on columns 1, 6 + $k$, 4 + $k$ and 3 respectively. All these orbits can be obtained by dilating the 6-orbit of rowmotion on $F(4,1,4,1)$ shown on Figure 14 left by adding columns with alternating black and yellow tiles. The only other $a-2$ orbit has red tiles starting on rows 1 and 3 on column 1, and red tiles starting on rows 2 and 4 on column 3.

The larger orbits can similarly be obtained by dilating the 9-orbits shown in Example 8.3. The placement of starting position of red tiles on one of the large orbits is: columns 1 and $a+3$ on row 1, 4 in row 2, $a+4$ in row 3 and 3 in row 4. The other orbit is obtained by shifting rows cyclically by 2, so the positions for rows 1 and 2 are flipped with the positions for rows 3 and 4 respectively.

As all $(a+2)^2$ elements are represented, there can be no more orbits. Equations 21 give the data about the statistics. \[ \square \]
Theorem 8.8. If \( a \equiv 0 \) or \( 2 \mod 3 \), rowmotion on \( \mathcal{F}(a, 1, 1, 1) \) has 
a unique orbit \( O \) of size \( 3a + 4 \) and \( \chi \) is homomesic. If \( a \equiv 1 \mod 3 \), then rowmotion has 3 orbits, of sizes 
\( a + 2, a + 1 \) and \( a + 1 \) and \( \chi \) values \( (a + 2)(a + 3)/2, ((a + 2)(a + 3)/2 \) and \( ((a)(a + 3)/2 \) respectively.

Proof. For the cases when \( a \equiv 0 \) or \( 2 \mod 3 \), it is possible to extend the unique orbits for \( \mathcal{F}(1, 1, 2, 1) \) and 
\( \mathcal{F}(1, 1, 3, 1) \) (see Figure 15) to get the orbits for \( \mathcal{F}(1, 1, 2 + 3t, 1) \) and \( \mathcal{F}(1, 1, 3 + 3t, 1) \), \( t \in \mathbb{N} \). Considering 
the sizes shows us that no other orbits exist. Similarly, the three orbits of \( \mathcal{F}(1, 1, 1, 1) \) can be extended to 
get orbits for \( \mathcal{F}(1, 1, 1 + 3t, 1) \) as seen in Figure 16. From Table 1 we can see that \( \mathcal{F}(1, 1, a, 1) \) has a total of 
\( 3a + 4 \) ideals, so these are all the orbits. To calculate the \( \chi \) values, we can use Equation 4, which simplifies 
to \( \chi(O) = (a + 3)|O|/2 + (r_1 - r_4) + (a + 1)/2(r_3 - r_2) \) for the particular case of \( \mathcal{F}(1, 1, a, 1) \).

\[ \begin{align*}
\text{Figure 15. Orbits for } & \mathcal{F}(1, 1, 2, 1) \left( \text{left} \right) \text{ and } \mathcal{F}(1, 1, 3, 1) \left( \text{middle} \right) \text{ can be extended via the} \\
& \text{piece on the right to get orbits for } \mathcal{F}(1, 1, 2 + 3t, 1) \text{ and } \mathcal{F}(1, 1, 3 + 3t, 1) \\
\end{align*} \]

A similar process shows that for \( a \geq 2 \), the number of orbits of rowmotion on \( \mathcal{F}(2, 1, a, 1) \) depends on 
what \( a \) is in modulo 4. If \( a \equiv 1 \) we get a unique orbit of size \( 4a + 6 \). If \( a \equiv 3 \), we get three orbits, two 
of size \( a + 1 \) and one of size \( 2a + 4 \). If \( a \) is even, we get two orbits of sizes \( a + 2 \) and \( 3a + 4 \) respectively. 
The statistics for this orbits can be found in Table 2. As mentioned before, a similar process can be used to 
characterize orbits of fences of size \( (k, 1, a, 1) \) where even more cases would be involved.

Looking at Table 2, we see that even when we focus on the cases with at most 4 parts, it is difficult to 
predict the numbers and lengths of the orbs in general. The connection to modular arithmetics is prevalent, 
but it is not always as simple as looking at the gcd of the parts, as in the case of two parts. When we consider 
partitions of type \( (a, 1, k, 1) \) with \( a > k \) for example, the structure seems to depend on \( \gcd(a, k + 2) \) instead. 
Note that the statistic \( \chi \) is quite well behaved, with orbits or pairs of orbits averaging out to \( |O|/2 \) where 
\( n = |\alpha| \).

8.2. The case of \( (a, a, a, a) \) and a note on orbomesy. When a statistic has the same average on all 
orbits of the same size, it is called orbomesic. Extending the idea of homomesy, the orbomesy phenomenon 
is introduced in [EPRS21] and illustrated through a number of cases it applies to. The rowmotion on fences 
is a periodic operation, and except when we get shared elements it applies to each segment independently 
according to their own size. The orbit structure therefore is determined by how often we get shared elements—
how in sync the action on different segments are. In the examples of orbomesy given in [EPRS21], we often 
group orbits of the kind that, though not isomorphic in a well defined sense, are structurally equivalent and are 
formed by picking different pairings of moduli that are out of sync. As a result, they naturally have the 
same length, \( \mathcal{M} \) value and \( \chi \) value, resulting in an apparent orbomesy. In the circular case, we see that the 
orbomesy of \( \chi \) breaks down completely, in that we either get a full homomesy or we get pairs of orbits of 
the same size with different \( \chi \) values. Now we will look at the case of \( \mathcal{F}(a, a, a, a) \) where this is especially 
visible.

Theorem 8.9. Rowmotion on \( \mathcal{F}(a, a, a, a) \) has:

\[ \begin{align*}
\text{Figure 16. Orbits for } & \mathcal{F}(1, 1, 1, 1) \left( \text{left} \right) \text{ can be extended to get orbits for } ,\mathcal{F}(1, 1, 1 + 3t, 1) \\
\end{align*} \]
We will describe each of these orbits. As the total number of ideals represented, there can be no other orbits. After describing the orbits, the statistics can be calculated via the simplified formulas:

\[ \mathcal{M}(O) = \sum_{i \leq 4} b_i(a-1) + r_i \]
\[ \chi(O) = a(2|O| + r_1 - r_2 + r_3 - r_4) \]

The size a orbits are the ones that contain no red tile. Each row contains one white and one black tile, where white tiles on consecutive rows fall on different columns, including rows 1 and 4. Placing the white tile on position 1 of the first row, the rest of the white tiles can be placed in \((a-1)^3 - (a-1)(a-2) = a^3 - 4a^2 + 6a - 3\) ways.

---

| Composition | Orbit Count | \(|O|\) | \(\mathcal{M}(O)\) | \(\chi(O)\) |
|-------------|-------------|--------|----------------|-------------|
| \((a, b)\): \(\gcd(a, b) = m\) | \((ab/m) - 1\) | \(m\) | \(2m - (a + b)m/ab\) | \(|O|n/2\) |
| \((a \neq 3t + 1, 1, 1, 1)\) | 1 | \(a + 2\) | 5t + 4 | \(|O|n/2\) |
| \((a = 3t + 1, 1, 1, 1)\) | 1 | \(a + 1\) | 5t + 2 | \(|O|n/2\) |
| \((a = 4t - 2, 1, 2, 1)\) | 1 | 3a + 4 | 21t - 7 | \(|O|n/2\) |
| \((a = 4t - 1, 1, 2, 1)\) | 1 | \(a + 1\) | 7t - 1 | \(|O|n/2\) |
| \((a = 4t, 1, 2, 1)\) | 1 | 3a + 4 | 21t + 4 | \(|O|n/2\) |
| \((a = 4t + 1, 1, 2, 1)\) | 1 | 4a + 6 | 7a + 6 | \(|O|n/2\) |
| \((a, 1, a, 1)\) | \(a - 2\) | \(a + 2\) | 2a + 2 | \(|O|n/2\) |
| \((a, a, a)\) | \(a^3 - 4a^2 + 6a - 3\) | \(a\) | 4a - 4 | \(|O|n/2\) |
| \(a\) | \(a + 1\) | 4a - 2 | \(|O|n/2\) |
| \(a\) | \(a + 1\) | 4a - 2 | \(|O|n/2\) |
| 1 | \(a + 2\) | 4a | \(|O|n/2\) |
| 2a - 2 | 2a^2 | varied | varied |

Table 2. The behaviour of rowmotion on circular fences for small examples, where \(n\) denotes the size of \(a\)

- \(a^3 - 4a^2 + 6a - 3\) orbits of size \(a\), satisfying \(\mathcal{M}(O) = 4a - 4\), \(\chi(O) = 2a|O|\),
- 2a orbits of size \(a + 1\) with \(\mathcal{M}(O) = 4a - 2\), \(a\) of them satisfying \(\chi(O) = 2a(|O| + 1)\), the other \(a\) satisfying \(\chi(O) = 2a(|O| - 1)\),
- 1 orbit of size \(a + 2\), \(\mathcal{M}(O) = 4a\), \(\chi(O) = 2a|O|\),
- 2a orbits of size \(2a^2\) with \(\mathcal{M}(OO) = 8a^2 - 10a + 4\), where for each \(r \in \{0, 1, \ldots, a - 2\}\) we get two orbits whose \(\chi\) value is equal to \(4a^3 + 2a^2 - 4a + 4ra\).

**Proof.** We will describe each of these orbits. As the total number of ideals represented, \(a^4 + 4a^2 + 2\), matches \(\overline{R}((a, a, a, a); 1)\) there can be no other orbits. After describing the orbits, the statistics can be calculated via the simplified formulas:
• The size $a+1$ orbits have two red tiles that lie in different columns, which we can choose in $a$ ways. They either start on rows 1 and 3 or rows 2 and 4, giving us $2a$ such orbits in total.
• The unique size $a+2$ orbit contains 4 red tiles: starting at rows 1 and 3 of column 1 and rows 2 and 4 of column 3.
• The largest orbits can be indexed with $r \in \{0, 1, \ldots, a-2\}$, where we get a pair of orbits $O_r^1$ and $O_r^2$ of size $2a^2$ for each choice of $r$. $O_r^1$ has the following positions for the red tiles:
  - ROW 1: $1 + (a+1)t$ for $0 \leq t \leq r$,
  - ROW 2: $a^2 - (a+1)t$ for $1 \leq a-1 - r$,
  - ROW 3: $a^2 + (a+1)t$ for $0 \leq t \leq r$,
  - ROW 4: $2a^2 - (a+1)t$ for $1 \leq a - 1 - r$.

The value $\overline{\mathcal{M}}$ seems to be orbomesic in this example, in fact that is the case in all examples listed on Table 2. That could be indicative of a general pattern or could be because we are only looking at a very limited sample of examples. For $(a, a, a, a)$, the $\overline{\mathcal{M}}$ values of orbits of size $2a^2$ are not just paired up but actually follow an arithmetic progression centered around $|\mathcal{O}|n/2$. It would be interesting to see if this trend continues in larger examples.

9. Comments, Questions and Future Directions

We list some questions and observations here that are of natural interest.

• **Bijective proofs:** The original starting point of this work was finding a bijective proof for the symmetry of the rank sequences of lower ideals of circular fences. The setwise complement of a size $k$ lower ideal is a size $n-k$ upper ideal. The tantalizingly simple notion of taking this setwise complement and then letting the beads (nodes belonging to the ideal) fall with gravity unfortunately did not work. When there are filled or empty sections, the algorithm cannot be described locally by section, which makes both for a tricky description and a complicated proof. It is possible however, that another perspective on the objects might lead to a more natural approach to the proof.

  Fence posets are in bijective correspondence in a variety of combinatorial objects. An example is given by perfect matchings in snake graphs. Circular fence posets, similarly, can be viewed as a circular analogue to snake graphs, with two ends identified. It is possible to get a bijection forming, or disallowing matchings that do not work in the uncircular case as done in [CS19]. The natural symmetries of this object are different and can possibly provide new insight.

• **Rowmotion orbits under shifting:** We have seen in Lemma 8.5 that the setwise complement map $\kappa$ gives a natural bijection between orbits of $\overline{\mathcal{P}}(\alpha)$ and $\overline{\mathcal{P}}(\text{sh}(\alpha))$ that takes $\overline{\chi}$ to $n|\mathcal{O}| - \overline{\chi}$, while fixing orbit length and $\overline{\mathcal{M}}$. The pairing up of $\overline{\chi}$ statistics seen in Table 2 suggests that it might be possible to find a bijection that also fixes $\overline{\chi}$. That would be exciting in two levels. It would confirm that in the circular case, $\overline{\chi}$ is never truly orbomesic, it is either a true homomesy or we have orbits of the same size with different $\overline{\chi}$ values. It would also provide a bijective proof for the symmetry of the rank polynomial, possibly making way to a bijective proof of unimodality in the non-circular case.

• **A Polyhedral Perspective:** A related and probably simpler question that we were unable to answer goes as follows. Given a composition $\alpha$ of $n$, consider the polytope $\overline{\mathcal{P}}_\alpha \subset \mathbb{R}^n$ given by the indicator vectors of $\mathcal{J}(\alpha)$, the set of all lower ideals of the associated circular fence poset. Consider the sections of the polytope:

$$\overline{\mathcal{P}}_\alpha' = \overline{\mathcal{P}}_\alpha \cap \{x \in \mathbb{R}^n, \sum_i x_i = t\}.$$ 

We have observed that the function $t \rightarrow \text{Vol} \overline{\mathcal{P}}_\alpha'$ is symmetric about the point $n/2$, that is,

$$\text{Vol}(\overline{\mathcal{P}}_\alpha') = \text{Vol}(\overline{\mathcal{P}}_{\alpha'}^{n/2-t}), \quad 0 \leq t \leq n.$$ 

Interestingly, these polytopes are not necessarily combinatorially equivalent. The special case when we look at compositions $(\alpha_1, 1, \ldots, \alpha_s, 1)$ of $n$ is especially interesting. Note that these are of special
interest (at least to the authors) as these are potentially the only compositions where we are yet to settle the unimodality problem for rank sequences. In this case, we can parse the question as follows. Define the polytope $H_\alpha$ by

$$H_\alpha = \{x \in \prod_{i=1}^{s} [0, \alpha_i + 1], \ x_i - x_{i+1} (mod \ s) \leq \alpha_i, \ i = 1, \ldots, s\}.$$ 

Then the above conjecture in this special reduces to the claim that

$$\text{Vol}(\overline{H}_\alpha(t)) = \text{Vol}(\overline{H}_\alpha^{s/2-t}), \quad 0 \leq t \leq n,$$

where these polytopes are defined similarly to above. Again, we have equality of volumes despite the polytopes not necessarily being isomorphic. A natural explanation of this would be interesting.

- **Refinements of Unimodality:** In their paper [MSS21], McConville, Sagan and Smyth investigated the existence of chain decompositions as a possible method of proving unimodality. Though unable to make progress in this direction, the examples we considered led us the believe that for circular fences - apart from the case $\alpha = (a, 1, a, 1)$ (see Figure 4) - the associated lattices admit symmetric chain decompositions and are thus strongly Sperner. A resolution of this would be satisfying and would go some way towards elucidating the structure of fence and circular fence posets.

- **Skew Young-Posets:** The boxes on the Ferrers diagram of a partition $\lambda$ have a natural poset structure, where ideals are in bijection with partitions whose Ferrers diagrams fit inside $\lambda$. From this viewpoint, fence poset can be viewed as the posets for certain skew-diagrams $\lambda\setminus\mu$ corresponding to maximal border strips. The unimodality of the corresponding rank polynomial in the non-skew case was studied previously by Stanton in 1990 (see [Sta90]), where he conjectured that self dual partitions give rise to unimodal polynomials. He also provided several examples where unimodality fails. These examples are of a similar flavor to the examples in the circular case in that the two largest entries are separated by a slightly smaller entry which provides the only violation to unimodality.

Progress towards a general classification has been limited since then. Zbarsky showed in [Zba15] that when the partition $\lambda$ is satisfies certain properties to ensure the parts are of similar sizes the rank polynomial is unimodal. He also provided further examples where unimodality fails and conjectured that in any example that unimodality fails the rank polynomial is bimodal with the two modes being seperated by one entry only. The tricky part about the case of the (possibly skew) diagrams compared to the fences is that the position of the mode (or modes) is trickier to determine and does not necessarily lie around $q^{\lambda/2}$. Nevertheless, there is enough similarity to warrant a new look at this problem through the lens of skew-diagrams and possible circular analogues.

- **Extremal Ranks:** For a fixed size, how does changing the shape of the fence affect the resulting rank sequence? It is a simple observation to see that any maximum is achieved at a composition with parts $\leq 2$:

**Proposition 9.1.** Let $\alpha'$ be obtained from a partition $\alpha$ from replacing a part of size $t \geq 3$ by parts $t - 2, 1, 1$. Then $\text{R}(\alpha'; q) - \text{R}(\alpha; q)$ has non-negative integer coefficients.

**Proof.** As the rank polynomial is invariant under cyclic shifts, we can assume that the part of size $t$ is the first part. Let $x \leq y \leq z$ be the maximum nodes on the first segment. The ideals of $\alpha'$ can be obtained by replacing these relations with the weaker set $y \geq x \leq z$, where $x$ and $z$ are incomparable. 

Our experiments suggest that following is true.

- Given any composition $\alpha$ of $n$, we conjecture that $r(\alpha) \leq r(1^n)$, where the inequalities are pointwise i.e. we believe that for every $k$, the number of rank $k$ down ideals of $F(\alpha)$ are at most the number of rank $k$ down ideals of $F(1^n)$.
- More generally, we conjecture that for any fixed $k$ and $n$ where $k$ divides $n$ and any composition of $n$ with $k$ parts, we have that $r(\alpha) \leq r(n/k, \ldots, n/k)$.
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