A Sobel Operator Combined with Patch Statistics Algorithm for Fabric Defect Detection

Jiein Jiang1,2, Zilong Jin1,2, Boheng Wang1, Li Ma1 and Yan Cui3*

1 School of Computer and Software, Nanjing University of Information Science and Technology, China.
2 Jiangsu Collaborative Innovation Center of Atmospheric Environment and Equipment Technology (CICAEET), Nanjing University of Information Science and Technology, China.
jianglielin2008@163.com, zljin85@163.com, burtonmm@yahoo.net, mali1775088@163.com
3 College of Mathematics and Information Science, Nanjing Normal University of Special Education, China.
cuiyan899@163.com
*Corresponding author: Yan Cui

Received October 20, 2019; revised November 26, 2019; accepted December 22, 2019; published February 29, 2020

Abstract

In the production of industrial fabric, it needs automatic real-time system to detect defects on the fabric for assuring the defect-free products flow to the market. At present, many visual-based methods are designed for detecting the fabric defects, but they usually lead to high false alarm. Base on this reason, we propose a Sobel operator combined with patch statistics (SOPS) algorithm for defects detection. First, we describe the defect detection model. Mean filter is applied to preprocess the acquired image. Then, Sobel operator (SO) is applied to deal with the defect image, and we can get a coarse binary image. Finally, the binary image can be divided into many patches. For a given patch, a threshold is used to decide whether the patch is defect-free or not. Finally, a new image will be reconstructed, and we did a loop for the reconstructed image to suppress defects noise. Experiments show that the proposed SOPS algorithm is effective.
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1. Introduction

Fabrics, which are produced by fabric industries, are indispensable in people’s life because they are the material of most apparel. The textile production has always been completed by machines operated by skilled workers. Defects are inevitably arise in the process of fabric production. In some sense, the price of the fabrics depends on the number of defects within the material. Therefore, the success of a fabric industry is decided by its success in reducing fabric defects.

Fabric defect detection is a problem that must be studied and discussed in fabric industry. Nowadays, the fabric inspection in most countries is carried out by skilled workers. There are many drawbacks of the artificial visual inspection. First, it need for a long time to train an operator to become a skilled worker. Second, even for skilled workers, visual inspection is a very boring job. Some defects will inevitably be lost after long working hours. Finally, as the cost of labor is increasing, it is extremely unfavorable to the factory in the competition of its peers.

Based on above reason, automated visual inspection system to detect possible defects in fabric is an inevitable trend to replace visual inspection by human eyes. In automated inspection, defects detection is implemented during the production process, the inspection system will detect the defects with the movement of fabric on the loom. The core of effective detection lies in fast and effective algorithm.

At present, there are many kinds of methods for detecting the defects, but they usually lead to high false alarm. In this paper, a Sobel operator combined with patch statistics (SOPS) algorithm for defects detection. For an acquired fabric image, mean filter and Sobel operator are applied to deal with the defect image jointly, a coarse binary image can be achieved. Based the coarse binary image, we divide it into many patches. Then, the binary image can be divided into many patches. For a given patch, we count non-zero-pixel values, which is applied to decide a patch containing defects or not by a fixed threshold. Finally, we reconstruct a new defect image. The designed SOPS algorithm is used to test the images collected from a fabric factory, the test results show that SOPS is effective.

The next arrangement of the paper is as follows. In section 2, we review the related research. In section 3, we give the process of SOPS algorithm. Section 4 verify the detection effect of SOPS algorithm. Conclusions is presented in section 5.

2. Related Work

The key of detection technology is to design effective algorithm. At present, there are four kinds of defects detection technology based on computer vision: structure based detection method, statistical based detection method, spectral based detection method and model based detection method.

Texture is usually regarded as a combination of texture primitives in structural method [1]. The structure method has a good effect on the segmentation of fabric defects from regular patterns [2]. Chen and Jain first use histogram to process texture images and then use the skeleton representation to defect defects [3].

The statistical method extracts texture features through the statistical characteristics of images, mainly including co-occurrence matrix [4], autocorrelation function (AF) [5-6],


mathematical morphology method [7-9]. Co-occurrence matrix, which is based on the recurrence of different gray structures in the fabric, is one of the most common statistical tools in defects detection. Haralick et al [4] described texture features based on gray spatial correction and confirm their application on three image data. The method based on AF detects the repeated structure of fabric image. Zhang and bresee [5] detected knot and slub defects by combining autocorrelation functions and morphological operators. Mathematical morphology (mm) extracts image components that are helpful for the representation and description of regional shape, including different morphological operations such as closing, opening and so on. In [7], Wang and Liu proposed a method to detect the position of fabric defects with an improved morphological filtering. A hybrid method uses correlation followed by morphology for the detection of micro defects in plain fabrics [8]. The suspected object detection is achieved using correlation method, the morphological method is applied to filter and retain the defect region. In [9], wavelet transform and morphological method are applied to detect fabric defects.

Spectral approaches treat the solution of differential equation as the synthesis of some basis functions. There are several spectral based detection method: Gabor transform [10-13], wavelet transform [14-17], fourier transform [18-20]. Gabor filters analyse textures in both frequency and spatial domain. Gabor filter is suitable for texture representation because its frequency and direction are similar to human vision system. In [10], Burnoulli's rule combined with multi-channel filtering are applied to detecting textured materials. Defect detection and classification are implemented simultaneously in [11]. In this study, it first use Gabor filters to extract texture features for defects detection. Then a trained Gaussian mixture model are applied for classification. Finally, more than 1000 samples are used for test the proposed model. In order to optimize the parameters of Gabor filters, Tong et al. [12] applied composite differential evolution to achieve the optimization parameters off-line and implement defects detection online, which can effectively reduce the time required for defects detection. Lattice segmentation combined with Gabor filters based method are presented in [13], morphological component analysis is applied to extract cartoon component in defects image. Wavelet transform is widely used for feature extraction. By using multiscale wavelet features to character the fabric images, Yang et al [14] utilized adaptive wavelets to take the place of the standard wavelet bases to accomplish defects detection. Han et al. [15] use wavelet transform to decompose fabric images in multi-level, an approximate sub-image can be achieved by choosing an approximate level, then it transforms texture detection problem to solid fabric detection. In [16], the golden image subtraction combined with wavelet transform, namely WGIS, are developed for detecting defects on patterned fabric. WGIS includes five steps: histogram equalization, wavelet transform, the golden image subtraction, thresholding and smoothing filter. Spatial and spectral domain based methods are presented in [17]. Where spatial domain based methods include morphological and statistical operations, while spectral domain based methods introduce Discrete cosine, fast Fourier, wavelet transform and Gabor filter. Fourier transforms the signals to frequency domain to characterize the defects. When the frequency spectrum changes and reveals a irregular structure, it indicates the existence of defects. Chan and Pang et al. [18] utilized histogram equalization to increase image contrast and used a fast Fourier transform to detect the structural defect. In [19], Fourier spectrum can be obtained by converting the spatial domain to the frequency domain, then the defects detection can be completed by observing its Fourier spectrum. Tsai and Hsieh [20] mainly solved the problem of directional textures detection. Texture of the line patterns in any direction can be removed by adopting a one-dimensional Hough transform to detect the high-energy in Fourier image.
Model-based approaches, which be applied to the fabric image with random changes, can generate the texture to match the observed texture. It mainly include Markov Random Field model \[21\] and Autoregressive model \[22-23\]. Markov Random Field model uses the dependence on pixel points in fabric images. In \[21\], a defect image is divided into many windows and a Gaussian Markov random field is applied for fitting each window. Karhunen–Loeve transform is adopted at the same time. An autoregressive model can express the degree of linear dependence between the different pixels of a texture image. Alata and Ramananjarasoa \[22\] proposed two stages method for fabric defect detection.

Recent research on defect detection mainly includes dictionary learning based methods \[23-24\], sparse plus low rank strategy based methods \[25-26\] and convolutional neural network (CNN) based methods \[27\]. Dictionary learning based methods learned a dictionary from many image patches, where the image patches are acquired by defect-free images. For a defect image to be tested, it need to be divided into many patches and each patch can be represented by the learned dictionaries. Sparse plus low rank strategy based methods consider the self-similarity of fabric textures, which convert the defects detection into a low-rank or a sparse matrix decomposition problem. The basis of applying convolutional neural network (CNN) to fabric defects detection lies in that CNN can imitate the visual information processing of the human visual system.

Table 1. A \(m \times m\) kernel

| \(\frac{1}{m^2}\) | \(\frac{1}{m^2}\) | \(\frac{1}{m^2}\) | \(\frac{1}{m^2}\) | \(\frac{1}{m^2}\) |
|----------------|----------------|----------------|----------------|----------------|
| ...            | ...            | ...            | ...            | ...            |
| \(\frac{1}{m^2}\) | ...            | \(\frac{1}{m^2}\) | ...            | \(\frac{1}{m^2}\) |
| ...            | ...            | ...            | ...            | ...            |
| \(\frac{1}{m^2}\) | \(\frac{1}{m^2}\) | \(\frac{1}{m^2}\) | \(\frac{1}{m^2}\) | \(\frac{1}{m^2}\) |

3. A Sobel Operator Combined with Patch Statistics Algorithm (SOPS)

3.1 The defect detection model

When a fabric image is disturbed by defects, which is the same as a fabric images that are contaminated with noise. Therefore, we can describe the detection model

\[ P = O + V \]  (1)
Fig. 1. (a) An defect image (b) MF result (c) SOPS without MF (d) SOPS with MF

Where $O$ is a free-defect image, $P$ is the defect observation of $O$, and $V$ is the defect that we want to find.

3.2 Mean filter (MF)

Fabric images collected by the factory are inevitable carries noise due to the dust in factories or the image transmission, which will reduce the accuracy of defects detection. Therefore, we need do some pre-processing to suppress noise. In this paper, the strategy in [28] is adopted and the mean filter is used to suppress noise. A $m \times m$ averaging kernel can be written as Table 1.

Next, an example can be used to illustrate the effect of mean filter. Fig. (1) (a) shows an defect image, Fig. (1) (b) reveals the result of MF, where the averaging kernel $m$ is set as 3. In order to show the effect of mean filter on defects detection, the results of SOPS without...
mean filter is shown in Fig. (1) (c), while the results with SOPS is shown in Fig. (1) (d). Figs. (1) (c) and (d) indicate that mean filter can suppress the noises effectively.

3.3 A Sobel Operator Combined with Patch Statistics Algorithm (SOPS)

Currently, there are many kinds of methods for detecting the defects, but they usually lead to high false alarm. To solve such problem, we presented a Sobel operator (SO) combined with patch based method for defects detection. For an acquired image $P$ preprocessed by mean filter, we first use SO to detect the edge of the image. Therefore, two $3 \times 3$ kernels are used to convolute with image $P$ to calculate derivative approximation in horizontal and vertical directions. We define $G_x$ an image which contains the horizontal derivative approximations as
And the vertical derivative approximations can be defined by

\[
G_y = \begin{bmatrix}
+1 & +2 & +1 \\
0 & 0 & 0 \\
-1 & -2 & -1
\end{bmatrix} \ast P \tag{3}
\]

Where \( \ast \) represents the convolution operation.

For each point in an detect image, the gradient magnitude can be achieved by the horizontal derivative and the vertical derivative approximations.

\[G_x = \begin{bmatrix}
-1 & 0 & +1 \\
-2 & 0 & +2 \\
-1 & 0 & +1
\end{bmatrix}
\]

\(G_y\) can be achieved by the convolution operation with the appropriate kernel.

\[G_y = \begin{bmatrix}
+1 & +2 & +1 \\
0 & 0 & 0 \\
-1 & -2 & -1
\end{bmatrix} \ast P \tag{3}
\]

\[G_x = \begin{bmatrix}
-1 & 0 & +1 \\
-2 & 0 & +2 \\
-1 & 0 & +1
\end{bmatrix} \ast P \tag{2}
\]

\[G_y = \begin{bmatrix}
+1 & +2 & +1 \\
0 & 0 & 0 \\
-1 & -2 & -1
\end{bmatrix} \ast P \tag{3}
\]

Where \( \ast \) represents the convolution operation.

For each point in an detect image, the gradient magnitude can be achieved by the horizontal derivative and the vertical derivative approximations.

Fig. 3. (a), (b) are the results of first detection. (c),(d) are the final detect results.
\[ G = \sqrt{G_x^2 + G_y^2} \]  
(4)

The gradient's direction can also be computed

\[ \theta = \arctan\left(\frac{G_y}{G_x}\right) \]  
(5)

After a fabric is processed by SO (Denoted by \( P' \)), an example can be found in Fig. 2. Fig. 2 gives detect results by SO. Figs. (2) (a) and (b) are the defect images, Figs. (2) (c) and (d) are the detect results of Figs. (2) (a) and (b). From Fig. (2), we can see that although SO can detect defects effectively, the test results show too many defects (denoted by defect noises) and lead to high false alarm. Next, we adopted a patch based method to reduce defect noises.

For the image \( P' \), following the symbols in [29], let \( P'_i = R_i P' \), \( i = 1,2,...n \) be an image patch of size \( n_1 \times n_1 \), where \( R_i \) is the matrix operator extracting patch \( P'_i \) from \( P' \) at location \( i \), two pixel values are overlapping between adjacent image patches. Intuitively, if an image patch \( P'_i \) contains defects, the number of non-zero-pixels is relatively big. Otherwise, an image patch \( P'_i \) is defect-free. Binaryzation of pixel values of each image patch, the following formula can be achieved.

![Flowchart of the proposed SOPS](image-url)

**Fig. 4.** The flowchart of the proposed SOPS
Fig. 5. Test results. (a1)-(a4) original images. (b1)-(b4) results of [30]. (c1)-(c4) results of [12]. (d1)-(d4) the results of the proposed SOPS.

After processing each image patch with Equation (6), we can synthesize a new image by

$$o_i = \begin{cases} P_i' & P_i' > \tau, \quad i = 1, 2, \ldots, n \\ 0 & \text{Otherwise} \end{cases} \quad (6)$$

After processing each image patch with Equation (6), we can synthesize a new image by

$$O = \left[ \sum_{i=1}^{n} R_i^T R_i \right]^{-1} \sum_{i=1}^{n} R_i^T o_i \quad (7)$$
Similarly, defect detection results can be seen in Figs. 3(a) and (b). We can see that the defect noises in Figs. 3(a) and (b) are obviously less than that in Figs. 2(c) and (d). Therefore, we need to do a loop for Figs. 3(a) and (b) again, the final detect results can be found in Figs. 3(c) and (d). Fig. 4 gives the flowchart of proposed SOPS algorithm.
4. Experiments

In this section, we did experiments on some typical defect image to demonstrate the performance of SOPS algorithm. Where the three most encountered defects are line defects, knot defects and spot defects and line defects. Compared with line defects, the spot defects and the knot defects are difficult to detect. In the experiment, this paper mainly considers three types of defects. We compare the proposed SOPS with Fourier analysis based method [30] and a Gabor filtering method [12].

![Fig. 7. Test results. (a1)-(a4) detect images. (b1)-(b4) results of [30]. (c1)-(c4) results of [12]. (d1)-(d4) the results of the proposed SOPS.](image-url)
4.1 Parameter setting

In the proposed SOPS algorithm, several parameters need to be set. Because SOPS is implemented on many image patches, the size of all image patches is 7×7, which is determined by operation time. The threshold \( \tau \) in Equation (6) is applied to decide a patch is defect-free or not, which is set as 8 by experience.

4.2 Results

The experiment is carried out on a personal computer running on an Intelcore i7 processor. Test results of three typical defects are shown in Figs. 5-7. In Figs. 5-7, the original defective images are shown in the first column, the detect results of [30] and [12] are shown in the second and third column, respectively, the SOPS detection results are shown in fourth column. In Fig. 5, Fourier analysis based method [30] can detect all defects, but it has high false alarm for some test images such as the result of (a3) and (a4); The Gabor filtering method [12] can not detect some defects such as the the result of (c3), the possible reason is that the contrast between the defect and the background is small. Meanwhile, the Gabor filtering method [12] will lead to high false alarm, which can be found in (c1). Fig. 6 shows the result of line defect detection, the algorithms in [12] and [30] achieve incomplete detection results for some line defects. A similar conclusion can be drawn in Fig. 7. In all, all the experiments show that the proposed SOPS algorithm not only get better defection effect, but also get low false false alarm.

5. Conclusion

This paper proposed a Sobel operator combined with patch statistics algorithm (SOPS) for defects detection. We described the defect detection model and used mean filter to suppress noise first, a preprocessed image can be obtained. Sobel operator is then applied to deal with the preprocessed image, a coarse binary image can be achieved. Finally, the binary image can be divided into many patches. For a given patch, we count non-zero-pixel values, which is applied to decide a patch containing defects or not by a fixed threshold. The test results show that SOPS has good defects detection performance.
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