ANALYSIS ON THE STEADY EULER FLOWS WITH STAGNATION POINTS IN AN INFINITELY LONG NOZZLE
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ABSTRACT. A recent prominent result asserts that steady incompressible Euler flows strictly away from stagnation in a two-dimensional infinitely long strip must be shear flows. On the other hand, flows with stagnation points, very challenging in analysis, are interesting and important phenomenon in fluids. In this paper, we not only prove the uniqueness and existence of steady flows with stagnation points, but also obtain the regularity of the boundary of stagnation set, which is a class of obstacle type free boundary.

First, we prove a global uniqueness theorem for steady Euler system with Poiseuille flows as upstream far field state in an infinitely long strip. Due to the appearance of stagnation points, the nonlinearity of the semilinear equation for the stream function becomes non-Lipschitz. This creates a challenging analysis problem since many classical analysis methods do not apply directly. Second, the existence of steady incompressible Euler flows, tending to Poiseuille flows in the upstream, are established in an infinitely long nozzle via variational approach. A very interesting phenomenon is the regularity of the boundary of non-stagnant region, which can be regarded as an obstacle type free boundary and is proved to be globally \( C^1 \). Finally, the existence of stagnation region is proved as long as the nozzle is wider than the width of the nozzle at upstream where the flows tend to Poiseuille flows.
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1. Introduction and main results

1.1. Background. An interesting problem in mathematical theory of fluid dynamics is the well-posedness for the flows in an infinitely long nozzle. Lots of efforts have been made on this study, see [1, 3, 4, 8, 15, 17, 19, 22, 24, 26, 36, 44, 54–57] and references therein for the study on flows in various settings. These studies rely on the analysis for the solutions in a nozzle domain, which is also an interesting topic in analysis of PDEs. We will first present the main problem and results of this paper. The related results in the literature will be discussed in detail later.

Consider the steady incompressible Euler system

\[
\begin{cases}
(u \cdot \nabla)u + \nabla p = 0, \\
\text{div } u = 0
\end{cases}
\]  

(1.1)

in a two-dimensional infinitely long nozzle \(\Omega\), where \(u = (u_1, u_2)\) and \(p\) are the velocity and pressure of the flows, respectively. The boundary condition for the Euler flows is the so-called slip boundary condition, i.e.,

\[
u \cdot n = 0 \quad \text{on } \partial \Omega.
\]

(1.2)
In the special case that the domain $\Omega$ is the flat strip $\hat{\Omega} = \mathbb{R} \times (0, 1)$, it was proved in [35] that if the steady incompressible Euler flows stay strictly away from stagnation and satisfy the slip condition (1.2) in a two-dimensional infinitely long strip, then the flows must be shear flows, i.e., the velocity field is of the form $u = (u_1(x_2), 0)$. More precisely,

**Theorem 1.1.** ([35, Theorem 1.1]) Suppose that the flow $u$ solving (1.1) is defined in the closed strip $\overline{\Omega}$ with $u_2 = 0$ on $\partial\hat{\Omega}$, and $\inf_{\Omega} |u| > 0$. Then $u$ is a shear flow, that is,

$$u(x_1, x_2) = (u_1(x_2), 0) \text{ in } \overline{\Omega}.$$ 

This remarkable result in [35] did not study the flows with stagnation points. However, many interesting physical shear flows such as the Couette flows ($u_1(x_2) = x_2$) and Poiseuille flows ($u_1(x_2) = x_2(1 - x_2)$) contain the stagnation points where the flow speed is zero ([45]). In fact, the Poiseuille flow is not only the solution of the Euler system in a strip, but also the solution of the Navier-Stokes system in a strip with no-slip boundary condition. The Poiseuille flows play a significant role in understanding the hydrodynamic stability of shear flows in the fluid dynamics, see [21]. Furthermore, It should be noted that the solutions studied in [35] should be classical one, i.e., $u \in C^1(\hat{\Omega})$. However, when the stagnation points appear, usually the velocity field can only belong to $C^{0,1}(\hat{\Omega})$ (cf. Theorem 1.4) so that one has to take care of particular regularity issue of the problem.

An interesting issue is when one can completely determine the Euler flows in a strip via boundary conditions.

One of the important observations is that two-dimensional steady incompressible Euler system (1.1) is in fact a hyperbolic-elliptic coupled system. Therefore, in order to completely determine the Euler flows in a nozzle, one has to prescribe a boundary condition for the hyperbolic mode. On the other hand, if the asymptotic behavior of the flows at the upstream is compatible with the steady Euler system together with the slip condition (1.2), then the flows should tend to shear flows, i.e., $u(x_1, x_2) \to (\hat{u}_1(x_2), 0)$ as $x_1 \to -\infty$ for some $\hat{u}_1$. Note that any solution $u$ of the Euler system in a strip $\hat{\Omega}$ supplemented with the slip condition (1.2) must satisfy

$$\int_0^1 u_1(x_1, x_2) dx_2 = Q \quad (1.3)$$

for some constant $Q$ which is called the flux of the flow. It is easy to see that a shear flow is always a solution of the Euler system (1.1). A particular shear flow, the Poiseuille flow in $\hat{\Omega}$ associated with the flux $Q$, is of the form

$$u = \hat{u}(x_2) := (6Qx_2(1 - x_2), 0), \quad (1.4)$$
which will be considered in this paper.

1.2. Main Results. In this paper, we prove not only a Liouville type theorem for Poiseuille flows of the incompressible steady Euler system in an infinitely long strip, but also the uniqueness of solutions in a general nozzle as long as the horizontal velocity is positive inside the nozzle. Furthermore, we investigate the existence of steady incompressible Euler flows in an infinitely long nozzle with Poiseuille flows in the upstream via variational approach, and also characterize the boundary of stagnation region.

We consider the steady incompressible Euler system in the following domain $\Omega$:

$$\Omega = \{(x_1, x_2) : h_0(x_1) < x_2 < h_1(x_1), -\infty < x_1 < +\infty\},$$

where $h_i \in C^{2,\alpha}(\mathbb{R})$ ($i = 0, 1$) for some $\alpha \in (0, 1)$ satisfying $h_1(x_1) > h_0(x_1)$ for $x_1 \in \mathbb{R}$, and there exist a positive constant $\bar{L}$ and a negative constant $\underline{L}$ such that

$$(h_0(x_1), h_1(x_1)) = (0, 1) \text{ for } x_1 \leq \underline{L} \text{ and } (h_0(x_1), h_1(x_1)) = (a, b) \text{ for } x_1 \geq \bar{L},$$

where $0 \leq a < b \leq 1$ are two constants.

Our first main result can be stated as follows.

**Theorem 1.2.** Let $u \in C^2(\Omega) \cap C^0(\bar{\Omega})$ be a solution of the steady incompressible Euler system (1.1) in a general nozzle $\Omega$ supplemented with the slip condition (1.2). If $u$ satisfies

$$u_1(x_1, x_2) > 0 \text{ in } \Omega \text{ and the asymptotic behavior}$$

$$u_1(x_1, x_2) \to \bar{u}_1(x_2) = 6Qx_2(1 - x_2) \text{ as } x_1 \to -\infty \text{ uniformly for } x_2 \in [0, 1],$$

then there is at most one solution $u$.

The proof of Theorem 1.2 relies on the following Liouville type theorem for steady Euler flows in a strip, which can be regarded as a special case of Theorem 1.2.

**Proposition 1.3.** A particular case of Theorem 1.2 gives the Liouville type theorem for Poiseuille flows in a strip. More precisely, let $\hat{\Omega} = \mathbb{R} \times (0, 1)$, given any solution $u \in C^2(\hat{\Omega}) \cap C^0(\bar{\hat{\Omega}})$ of the steady incompressible Euler system (1.1) in $\hat{\Omega}$ supplemented with the slip condition (1.2), if $u$ satisfies

$$u_1 > 0 \text{ in } \hat{\Omega}$$

and (1.7), then $u = \hat{u}$ with $\hat{u} = (6Qx_2(1 - x_2), 0)$ defined in (1.4).

There are several remarks in order.
Remark 1.1. As mentioned before, steady incompressible Euler flows in \( \hat{\Omega} \) strictly away from stagnation must be shear flows ([35]). Theorem 1.2 deals with the steady incompressible Euler flows with stagnation, and in this situation, we overcome the challenge that the nonlinear term of semilinear equation for the stream function is not Lipschitz continuous.

Remark 1.2. One can use the method developed in this paper to prove similar Liouville type theorem for a more general class of flows, for example, \( \bar{u}_1(x_2) = x_2^2 \) for which the associated elliptic equation has stronger singularity, the similar Liouville type theorem can also be proved ([34]).

In the following, we derive an existence theory for solutions of the steady incompressible Euler system in a general two-dimensional nozzle.

Theorem 1.4. For given \( \Omega \), there exists a solution \( u \in C^{0,1}(\Omega) \) of the steady incompressible Euler system (1.1) supplemented with the slip condition (1.2) and far field condition

\[
    u_1(x_1, x_2) \to \bar{u}_1(x_2) = 6Qx_2(1 - x_2) \quad \text{as} \quad x_1 \to -\infty \quad \text{for} \quad x_2 \in (0, 1).
\]

Furthermore, the following properties hold.

(1) The solutions satisfy the following asymptotic behavior:

\[
    u \to \bar{u} \quad \text{as} \quad x_1 \to -\infty \quad \text{and} \quad u \to \bar{u}_{b-a} = (\bar{u}_{1,b-a}(x_2 - a), 0) \quad \text{as} \quad x_1 \to \infty,
\]

where \( \bar{u}_{1,b-a} \) is uniquely determined by \( \bar{u}_1 \) and \( b - a \), and is given in Lemma 3.6.

(2) There exist \( \tilde{h}_0, \tilde{h}_1 \in C^1(\mathbb{R}) \) satisfying \( h_0(x_1) \leq \tilde{h}_0(x_1) < \tilde{h}_1(x_1) \leq h_1(x_1) \) for all \( x_1 \in \mathbb{R} \) (cf. Figure 1.1) such that

\[
    u_1(x_1, x_2) > 0 \quad \text{for} \quad (x_1, x_2) \in \bar{\Omega} := \{(x_1, x_2) : \tilde{h}_0(x_1) < x_2 < \tilde{h}_1(x_1), x_1 \in \mathbb{R}\}
\]

and

\[
    u \equiv 0 \quad \text{in} \quad \Omega \setminus \bar{\Omega}.
\]

(3) If \( \tilde{h}_i(x_1) \neq h_i(x_1) \) for some \( x_1 \in \mathbb{R} \) and \( i = 0 \) or 1 so that the stagnation region is not an empty set, then there exist \( \delta > 0 \) and \( \beta \in (0, 1) \) such that \( \tilde{h}_i \in C^{1,\beta}(x_1 - \delta, x_1 + \delta) \).

(4) If \( h_1(x_1) = 1 - h_0(x_1) \) (i.e., the nozzle \( \Omega \) is symmetric with respect to \( x_2 = 1/2 \), cf. Figure 1.2(a)) or \( h_1(x_1) \equiv 1 \) for \( x_1 \in \mathbb{R} \) (cf. Figure 1.2(b)), then \( \tilde{h}_0 \geq 0 \). Consequently, there must be non-empty stagnation region provided that \( h_0(x_1) < 0 \) for some \( x_1 \in \mathbb{R} \).

We have the following remarks on Theorem 1.4.
Remark 1.3. Note that $\bar{u}_1'(0) > 0$ and $\bar{u}_1'(1) < 0$. This violates the conditions for the asymptotic horizontal velocity of the steady compressible flows studied in [19,57] and induces many new difficulties in studying the associated problem for the stream function.

Remark 1.4. The methods developed in this paper, together with techniques in [16,34,36], should also help to study the flows in a half-plane or past a wall with stagnation points at far field.

Remark 1.5. We would like to highlight the observation that the flows analyzed in previous studies [16,23,37] exhibit points of stagnation. However, it’s worth noting that the far field states of the flows investigated in [16,23] remain distinctively distant from stagnation points. To the authors’ current understanding, the outcomes derived in this paper are believed to be
pioneering outcomes addressing flows characterized by remote states encompassing stagnation points.

Remark 1.6. The rate of convergence of flows at far field is studied in [46].

1.3. Related results. Here we give more detailed discussions on the related results for steady flows in nozzles and the major technical points for the analysis. The incompressible flows can be regarded as zero Mach number limit for the compressible flows. Bers proposed the problem on the existence of compressible irrotational subsonic flows in an infinitely long two-dimensional nozzle in [8]. The behavior of subsonic solutions in nozzles was first studied by Gilbarg in [31]. In the last two decades, there are many important progress on the well-posedness theory of subsonic flows in nozzles. When the flows are subsonic, the well-posedness theory for irrotational flows in two and three-dimensional infinitely long nozzles were established in [25, 55, 56]. The existence of weak solutions for subsonic-sonic flows was established in [10, 55, 56], etc.

When the flows have non-zero vorticity, the compressible Euler system in subsonic region is a hyperbolic-elliptic coupled system. After introducing the stream function formulation, the steady compressible Euler system is equivalent to a single second order equation with a source term which represents memory effect for the hyperbolic mode (cf. [57]) as long as the velocity field converges at far field. Furthermore, the well-posedness for subsonic flows with small vorticity was first obtained in [57]. This approach was later used to study subsonic flows with non-zero vorticity in nozzles in various settings, such as the flows in periodic nozzles or in axially symmetric nozzles, the non-isentropic flows, and also the limit of subsonic flows, etc, see [15, 20, 22, 26] and references therein.

1.4. Key ideas of proofs. Now we give the key ideas for the proof of the main results in this paper. The steady incompressible Euler system is reduced into a single second order semilinear elliptic equation for the stream function, and the uniqueness of solutions in an infinite strip is equivalent to the Liouville type theorem for the semilinear equation in the associated domains. The research in this direction was initiated by Berestycki, Caffarelli, and Nirenberg (cf. [5–7] and references therein) when the nonlinearity is Lipschitz continuous. These ideas were used in [35] to study the Liouville type theorem for steady Euler flows in a strip strictly away from stagnation where the associated elliptic equation has Lipschitz nonlinearity. When the nonlinearity is not Lipschitz continuous, the Liouville type theorem for semilinear elliptic equations was investigated in [28, 29] when the nonlinearity satisfies
some structural conditions. However, the nonlinearity studied in this paper is not Lipschitz continuous and does not satisfy the structural conditions in [28, 29].

One of the key observations in the proof of Theorem 1.2 is based on the Liouville type theorem for solutions in a strip (cf. Propositions 1.3 and 4.1). In order to prove the Liouville type property of solutions in a strip, the structure of equation is used to show the positivity of horizontal velocity near the boundary so that the method of moving plane can be initiated. Furthermore, some new and interesting properties of one-dimensional solutions, in particular, the uniqueness and other monotonic properties of the solutions, are obtained although the associated ODE also has non-Lipschitz nonlinearity. This help show that one-dimensional solutions must be Poiseuille flows.

For the steady incompressible Euler flows in a general infinitely long nozzle, we use the variational structure of the equation for the stream function to prove the existence of solutions in each bounded truncated domains. The nonnegativity of the horizontal velocity and the uniqueness of energy minimizers are proved by the shifting method for the solutions and comparison for the associated energies. Finally, the far field behavior of the solutions is proved via the monotonicity of the normalized energy and the uniform estimate for the energy minimizers. The key issue for the free boundary is that it is a obstacle type free boundary. The regularity of this free boundary is obtained by combining the analysis for singularity of obstacle free boundary by Caffarelli, et al and the moving plane method. The existence of free boundary is a consequence of the analysis for the energy minimizer of the shear flows.

1.5. Organization of the paper. The organization for the paper is as follows. In Section 2, the stream function formulation is introduced and the equivalence between the incompressible Euler system and stream function formulation is proved. In Section 3, we give the detailed analysis for the one-dimensional solutions of the semilinear equation in the strip, which correspond to the shear flows in an infinitely long strip. In Section 4, the Liouville type theorem for solutions of semilinear elliptic equation is established first. Next, the uniqueness of solutions with positive horizontal velocity is obtained with the aid of Liouville type theorem for the solutions in a strip. The existence and various kinds of fine properties for the energy minimizers of the variational problem associated with the stream function are established in Section 5 via the delicate analysis. In particular, the existence of solutions is obtained and Theorem 1.4 is proved.

1.6. Notation. Some notations used in this paper are collected in the following.
\textbf{2. Stream function formulation}

In this section, we introduce the stream function to reduce the steady incompressible Euler system in the region without stagnation point into a single second order semilinear elliptic equation. One of the crucial points is to determine the exact nonlinearity of the equation.

Let \( u \in C^2(\Omega) \cap C^{0,1}(\bar{\Omega}) \) be a strong solution of the Euler system (1.1). It follows from the divergence free condition of the velocity field that there exists a stream function \( \psi \) satisfying
\[
\partial_{x_2} \psi = u_1 \quad \text{and} \quad \partial_{x_1} \psi = -u_2.
\] (2.1)

Clearly, if \( u \) satisfies the slip condition (1.2), then \( \psi \) must be constants on \( \Gamma_i \) \((i = 0, 1)\), where
\[
\Gamma_i = \{(x_1, x_2) : x_2 = h_i(x_1), -\infty < x_1 < \infty\}.
\]

Without loss of generality, assume that
\[
\psi = 0 \quad \text{on} \quad \Gamma_0. \quad (2.2)
\]

The straightforward calculations for the incompressible Euler system (1.1) yield
\[
\nabla \perp \psi \cdot \nabla \omega = u \cdot \nabla \omega = 0, \quad (2.3)
\]
where $\omega = \partial_{x_2} u_1 - \partial_{x_1} u_2$ is called the vorticity of the flows.

First, we have the following elementary lemma.

**Proposition 2.1.** Suppose that $u \in C^2(\Omega) \cap C^{0,1}(\overline{\Omega})$ is a solution of the steady Euler system (1.1) supplemented with the slip condition (1.2). If $u$ satisfies

$$\int_{h_0(x_1)}^{h_1(x_1)} u_1(x_1, x_2) dx_2 = Q \quad \text{and} \quad u_1(x_1, x_2) > 0 \text{ for all } (x_1, x_2) \in \Omega, \tag{2.4}$$

and

$$u_1(x_1, x_2) \to \bar{u}_1(x_2) = 6Q x_2 (1 - x_2) \text{ as } x_1 \to -\infty \tag{2.5}$$

uniformly with respect to $x_2 \in [0, 1]$, then the stream function $\psi$ satisfies

$$0 < \psi < Q \text{ in } \Omega \tag{2.6}$$

and the equation

$$\Delta \psi = f(\psi), \tag{2.7}$$

where $f$ is given by

$$f(\psi) = 6Q (1 - 2\kappa(\psi)) \tag{2.8}$$

with $\kappa(\psi)$ satisfying

$$\psi = \int_0^{\kappa(\psi)} \bar{u}_1(s) ds.$$

So that $\kappa(0) = 0$ and $\kappa(Q) = 1$. Furthermore, $f \in C^{1/2}([0, Q]) \cap C^\infty((0, Q))$ and this is optimal regularity for $f$ on $[0, Q]$.

**Proof.** The proof is divided into three steps.

**Step 1. Local determination.** Without loss of generality, assume that $u_1(\bar{x}) \neq 0$. It follows from the implicit function theorem that there exist a $\delta > 0$ and a function $\xi$ such that

$$x_2 = \xi(x_1, \psi) \text{ in } B_\delta(\bar{x}).$$

Thus $\omega = \omega(x_1, \xi(x_1, \psi)) := f(x_1, \psi)$. The straightforward computations give

$$\frac{\partial f}{\partial x_1} = \frac{\partial \omega}{\partial x_1} + \frac{\partial \omega}{\partial x_2} \frac{\partial \xi}{\partial x_1} = \frac{\partial \omega}{\partial x_1} + \frac{\partial \omega}{\partial x_2} \left( - \frac{\partial \psi}{\partial x_1} / \frac{\partial \psi}{\partial x_2} \right) = \nabla \perp \psi \cdot \nabla \omega \frac{\partial \psi}{\partial x_2} = 0,$$

where the equation (2.3) has been used. Therefore, $f(x_1, \psi) = f(\psi)$. Hence there exists a function $f$ such that $\omega = f(\psi)$ holds in $B_\delta(\bar{x})$. 
Step 2. Global determination. If $u_1(x) > 0$ in $\Omega$, then at each point $x^* \in \Omega$, there exists at most one streamline which is defined as follows,

$$
\begin{align*}
\frac{dx_1}{ds} &= u_1(x_1, x_2), \\
\frac{dx_2}{ds} &= u_2(x_1, x_2), \\
(x_1, x_2)(0) &= x^* = (x^*_1, x^*_2).
\end{align*}
$$

(2.9)

Furthermore, the streamline $\Gamma$ passing through $x^*$ cannot intersect with the nozzle boundary. Indeed, if this fails, we may apply the divergence theorem in the region $D$ bounded by $\Gamma$, $\Gamma_0$, and the line segment $\{(x_1^*, x_2) \in \Omega : h_0(x_1^*) < x_2 < h_1(x_1^*)\}$ to arrive at

$$
\int_{h_0(x_1^*)}^{x_2^*} u_1(x_1^*, s) ds = 0.
$$

This contradicts with (2.4). Therefore, each streamline can only travel from left to right all the way to the downstream as $x_1 \to +\infty$.

Hence it follows from (2.3) that there exists a function $f$ such that for all $x \in \Omega$, one has $\omega(x) = f(\psi(x))$, and also (2.6) must hold.

Step 3. Explicit form of $f$. For any $u \in C^2(\Omega) \cap C^0(\bar{\Omega})$, it follows from the divergence free condition that

$$
\partial_{x_2} \omega = \partial_{x_2} (\partial_{x_2} u_1 - \partial_{x_1} u_2) = \Delta u_1.
$$

(2.10)

For any $k \in \mathbb{N}$, define $u^{(k)}(x) = u(x_1 - k, x_2)$. Then (2.5) implies that $u_1^{(k)} \to \bar{u}_1$ in $L^2((0, 1) \times (0, 1))$ as $k \to \infty$. Therefore, one has

$$
\Delta u_1^{(k)} \to \bar{u}_1'' \text{ in } H^{-2}((0, 1) \times (0, 1)) \text{ as } k \to \infty.
$$

(2.11)

Note that $\omega^{(k)} = \partial_{x_2} u_1^{(k)} - \partial_{x_1} u_2^{(k)}$ satisfies

$$
\|\omega^{(k)}\|_{L^\infty((0,1)\times(0,1))} \leq C,
$$

where $C$ is a uniform constant independent of $k$. Therefore, there is a subsequence of $\{\omega^{(k)}\}$, which is still labeled by $\{\omega^{(k)}\}$, such that $\omega^{(k)} \rightharpoonup \bar{\omega}$ in $L^2((0, 1) \times (0, 1))$ for some $\bar{\omega} \in L^2((0, 1) \times (0, 1))$ as $k \to \infty$. Hence one has

$$
\partial_{x_2} \omega^{(k)} \rightharpoonup \partial_{x_2} \bar{\omega} \text{ in } H^{-1}((0, 1) \times (0, 1)) \text{ as } k \to \infty.
$$

(2.12)

By the uniqueness of weak limit, combining (2.10)–(2.12), one arrives at

$$
\partial_{x_2} \bar{\omega} = \bar{u}_1''.
$$

(2.13)
Similarly, there exists a function \( \bar{u}_2 \in L^2((0, 1) \times (0, 1)) \) such that \( u_2^{(k)} \rightharpoonup \bar{u}_2 \) in \( L^2((0, 1) \times (0, 1)) \). It follows from (2.10) that one has
\[
\partial_{x_2} \bar{\omega} = \bar{u}_1'' - \partial_{x_1 x_2} \bar{u}_2.
\]
Therefore, from (5.45), one can obtain that
\[
\partial_{x_1 x_2} \bar{u}_2 \equiv 0.
\]
Hence one has \( \bar{u}_2 = \bar{\varsigma}_1(x_1) + \bar{\varsigma}_2(x_2) \) for some functions \( \bar{\varsigma}_1 \) and \( \bar{\varsigma}_2 \). Note that \( \bar{u}_2(x_1, 0) = \bar{u}_2(x_1, 1) = 0 \). Hence \( \bar{\varsigma}_1 \equiv C_1 \) and \( \bar{u}_2 = \bar{\varsigma}_2(x_2) + C_1 \) for some constant \( C_1 \). By definition, one has
\[
\bar{\omega} = \bar{\omega}(\bar{\varsigma}_2(x_2)) = 6Q(1 - 2x_2).
\]
(2.14)
Since \( u_1(x_1, x_2) \to \bar{u}_1(x_2) \) as \( x_1 \to -\infty \), one has
\[
\psi(x_1, x_2) = \int_{\psi_0(x_2)}^{x_2} u(x_1, s) ds \to \bar{\psi}(x_2) := \int_{0}^{x_2} \bar{u}_1(s) ds \quad \text{as} \quad x_1 \to -\infty.
\]
The straightforward computations give
\[
\bar{\psi}(x_2) = Q(3x_2^2 - 2x_2^3),
\]
(2.15)
which is a strictly increasing function for \( x_2 \in [0, 1] \), so \( x_2 \) can be written as a function of \( \bar{\psi} \). We denote this function by \( x_2 = \kappa(\bar{\psi}) \). Clearly, it follows from (2.13) that \( \kappa \in C^{1/2}([0, Q]) \cap C^\infty((0, Q)), \kappa(0) = 0 \) and \( \kappa \) is an increasing function which maps \([0, Q]\) to \([0, 1]\).

It follows from (2.1) and (2.3) that both stream function and vorticity are conserved along each streamline. Hence one has
\[
\omega(x) = \bar{\omega}(\kappa(\psi(x))) = 6Q(1 - 2\kappa(\psi(x))),
\]
(2.16)
where the explicit form of \( \bar{\omega} \) in (2.14) has been used. Furthermore, by the definition of \( \omega \) and \( \psi \), one can see that \( \omega = \Delta \psi \). This, together with (2.16), implies that (2.7) holds in \( \Omega \) with \( f \) defined in (2.8).

The proof of the proposition is completed.

\[\square\]

3. Analysis on the shear flows

The objective of this section is to examine the one-dimensional solutions of equation (2.7), which represent shear flows. The analysis will contribute to fully understanding the Euler flows within this region. Indeed, for any value of \( d \in (0, 1] \), we will investigate the existence, uniqueness, and characterizations of solutions to problem

\[
\begin{cases}
\psi''(x_2) = f(\psi(x_2)), & x_2 \in (0, d), \\
\psi(0) = 0, & \psi(d) = Q.
\end{cases}
\]
(3.1)
In particular when \( d = 1 \) in problem (3.1) for one-dimensional solution of Euler system (1.1) in \( \hat{\Omega} \) is studied in detail. The study of boundary value problem (3.1) closely relates to the following initial value problem

\[
\begin{aligned}
\psi''(x_2) &= f(\psi(x_2)), \\
\psi(0) &= 0, \quad \psi'(0) = c
\end{aligned}
\] (3.2)

for some \( c \geq 0 \). Furthermore, the solution of (3.1) is also an energy minimizer of the energy functional

\[
\mathcal{J}_d(\psi) = \int_0^d \left( \frac{|\psi'(s)|^2}{2} + F(\psi(s)) \right) ds
\] (3.3)

over

\[
\mathcal{U}_d = \{ \psi \in H^1(0,d) : \psi(0) = 0, \psi(d) = Q \},
\] (3.4)

where \( F \) is defined in (3.8). We can summarize our main results on shear flows and their properties as follows.

**Theorem 3.1.** For any \( d \in (0,1] \), we have the following results.

1. There exists a unique solution \( \tilde{\psi}_d \in C^2((0,d)) \cap C^1([0,d]) \) of (3.1). Furthermore, \( \tilde{\psi}_d''(x_2) > 0 \) for \( x_2 \in (0,d) \).
2. For any \( c \geq 0 \), the problem (3.2) has a unique solution \( \phi_c \). Furthermore, for any \( d \in (0,1] \), there is a unique \( c = c(d) \) such that the solution of (3.1) is exactly the solution of (3.2) with \( c = c(d) \) which is monotone decreasing with respect to \( d \) and satisfies \( c(1) = 0 \).
3. \( \tilde{\psi}_d \) is the unique energy minimizer of the energy functional \( \mathcal{J}_d \) defined in (3.3) over \( \mathcal{U}_d \). Furthermore, if \( 0 < d_1 < d_2 \leq 1 \), then \( \mathcal{J}_{d_1}(\tilde{\psi}_{d_1}) > \mathcal{J}_{d_2}(\tilde{\psi}_{d_2}) \) and \( \tilde{\psi}_{d_1}(x_2) > \tilde{\psi}_{d_2}(x_2) \) for \( x_2 \in (0,d_1) \).
4. For any two solutions \( \phi_{c_i} \) of (3.2) with \( c = c_i \) \( (i = 1,2) \), even with shift, they have at most one intersection.

The more precise explanation for part (4) of Theorem 3.1 is given in Lemma 3.8. In other words, for any \( c_1 > c_2 \geq 0 \) and \( s \geq 0 \), then \( \phi_{c_1}(\cdot - s) \) and \( \phi_{c_2} \) cannot have two intersection points in the region where both functions belong to \( (0,Q) \).

In fact, for the problem (3.1), if \( f \) is Lipschitz continuous, the uniqueness is established in [7] as long as \( 0 < \psi(x_2) < Q \) for \( x_2 \in (0,1) \). The non-Lipschitzian nonlinear term usually yields the non-uniqueness of solutions for Cauchy problem of ODEs. However, we prove the uniqueness for global problem (3.1) even if the nonlinear function \( f \) is not Lipschitz.
The rest of this section devotes to the proof of Theorem 3.1. Here are the brief descriptions for our key ideas and major observations for solutions of the problem (3.1). First, any classical solution \( \psi \in C^2((0,d)) \cap C^1([0,d]) \) of
\[
\psi'' = f(\psi) \tag{3.5}
\]
satisfying
\[
\psi(0) = 0 \quad \text{and} \quad 0 < \psi(x_2) < Q \quad \text{for} \quad x_2 \in (0,d) \tag{3.6}
\]
must be monotone increasing with respect to \( x_2 \) in \((0,d)\). Second, the solutions of Cauchy problem (3.2) with \( c \geq 0 \) must be locally unique via contraction mapping theorem and also monotone with respect to \( c \). This gives a one-to-one correspondence between the solutions of (3.2) and that of (3.1). Third, the solution of (3.1) is the unique energy minimizer of the energy functional (3.3) and the associated energy is monotone decreasing with respect to the length of the interval (cf. Lemma 3.7). Finally, using the minimum energy property of \( \phi_c \), we prove that even with shift, the ODE solutions of (3.2) have at most one intersection. This also implies that the solution of (3.1) is also an energy minimizer in any interval \((d',d'') \subset (0,d)\) with the same boundary values.

### 3.1. Preliminaries and monotone properties of solutions.

Let
\[
\hat{f}(t) = \begin{cases} f(t), & \text{if } t \in [0,Q], \\ 0, & \text{if } t \notin [0,Q] \end{cases}
\]
and let \( F \) be defined as follows
\[
F(t) = \int_0^t \hat{f}(s)ds. \tag{3.7}
\]
Clearly, \( F(t) \) is a Lipschitz continuous function although \( \hat{f}(t) \) is discontinuous at \( t = 0 \) and \( t = Q \). Furthermore, \( F(t) = 0 \) for \( t \leq 0 \), and
\[
F(t) = \int_0^t f(s)ds = \int_0^t 6Q(1 - 2\kappa(s))ds \quad \text{for} \quad t \in (0,Q). \tag{3.8}
\]
Recall that
\[
\psi = \int_0^{\kappa(\psi)} \bar{u}_1(s)ds.
\]
Note that \( \kappa \) is an increasing function. Hence \( F \) is a concave function on \((0,Q)\). Finally, note that the function \( \bar{\varphi}_1 \), the inverse function of \( \kappa \), satisfies
\[
\bar{\varphi}_1(t) = \int_0^t \bar{u}_1(s)ds = Q(3t^2 - 2t^3) \quad \text{and} \quad \frac{d\bar{\varphi}_1}{dt} = \bar{u}_1(t). \tag{3.9}
\]
Thus
\[ F(t) = \int_0^{\kappa(t)} 6Q(1 - 2\tau)\bar{u}_1(\tau)d\tau = \frac{(\bar{u}_1)^2(\kappa(t))}{2}. \]

Therefore, we have \( F(Q) = 0 \) and thus \( F(t) = 0 \) for \( t \geq Q \) (See Figure 3.1).

**Figure 3.1.** The concave function \( F(t) \)

We first prove the monotonicity of solutions to the problem (3.1).

**Lemma 3.2.** Let \( \psi \in C^2((0,d)) \cap C^1([0,d]) \) be a solution of (3.5). If \( \psi \) satisfies (3.6), then \( \psi'(x_2) > 0 \) for \( x_2 \in (0,d) \).

**Proof.** If \( \psi \) satisfies (3.5), then one has
\[
\left( \frac{(\psi')^2}{2} \right)' = (F(\psi))'.
\] (3.10)

Integrating (3.10) from 0 to \( x_2 \) yields
\[
(\psi'(x_2))^2 = (\psi'(0))^2 + 2F(\psi(x_2)).
\] (3.11)

Since \( \psi(x_2) \geq 0 \) for \( x_2 \geq 0 \) and \( \psi(0) = 0 \), one derives \( \psi'(0) \geq 0 \). Note that \( \psi''(0) = f(\psi(0)) > 0 \), hence there exists a \( \delta > 0 \) such that \( \psi'(x_2) > 0 \) for \( x_2 \in (0,\delta) \). This, together with (3.11) and the property that \( F(\psi) > 0 \) for \( \psi \in (0,Q) \), yields that \( \psi'(x_2) > 0 \) for \( x_2 \in (0,d) \). Hence the proof of the lemma is completed.

**Remark 3.1.** If a solution of (3.5) satisfies (3.6), then later we will see \( d \in (0,1] \).

Next, we prove that the solutions of (3.2) are monotone with respect to \( c \).
Lemma 3.3. Let $c_1 > c_2 \geq 0$. Suppose that there exist $d_i \in (0, 1]$ ($i = 1, 2$) and $\phi_{c_i} \in C^2((0, d_i)) \cap C^1([0, d_i])$ satisfying (3.2) with $c = c_i$. Let $d = \min\{d_1, d_2\}$. If
\[
0 < \phi_{c_i}(x_2) < Q \quad \text{for} \quad x_2 \in (0, d),
\]
then one has
\[
\phi_{c_1}(x_2) > \phi_{c_2}(x_2) \quad \text{for} \quad x_2 \in (0, d).
\]

Proof. Since $c_1 > c_2$, there exists a $\delta > 0$ such that $\phi_{c_1}(x_2) > \phi_{c_2}(x_2)$ for $x_2 \in (0, \delta)$. Let
\[
\bar{x}_2 = \sup\{x_2 \in (0, d] : \phi_{c_1}(s) > \phi_{c_2}(s) \quad \text{for} \quad s \in (0, x_2)\}.
\]
If $\bar{x}_2 < d$, then $\phi_{c_1}(\bar{x}_2) = \phi_{c_2}(\bar{x}_2)$ and $\phi'_{c_1}(\bar{x}_2) \leq \phi'_{c_2}(\bar{x}_2)$. Multiplying the ODE in (3.2) with $\psi'$ and integrating by parts yield
\[
\frac{(\psi')^2}{2}(\bar{x}_2) - \frac{(\psi')^2}{2}(0) = \int_0^{\bar{x}_2} \psi'(s)\psi''(s)ds = 6Q \int_0^{\bar{x}_2} (1 - 2\kappa(\psi(s)))\psi'(s)ds = F(\psi)(\bar{x}_2) - F(\psi)(0),
\]
where $F(\psi)(x)$ is defined in (3.8). Thus one has
\[
\frac{(\phi'_{c_1})^2}{2}(\bar{x}_2) - \frac{(\phi'_{c_1})^2}{2}(0) = F(\phi_{c_1}(\bar{x}_2)) - F(\phi_{c_1}(0)) \quad \text{for} \quad i = 1, 2.
\]
This implies that
\[
\frac{(\phi'_{c_1})^2}{2}(\bar{x}_2) - \frac{(\phi'_{c_2})^2}{2}(\bar{x}_2) = \frac{c_1^2}{2} - \frac{c_2^2}{2} > 0.
\]
It follows from Lemma 3.2 that $\phi'_{c_i}(\bar{x}_2) > 0$ ($i = 1, 2$) that
\[
\phi'_{c_1}(\bar{x}_2) > \phi'_{c_2}(\bar{x}_2).
\]
This leads to a contradiction. Thus, $\phi_{c_1}(x_2) > \phi_{c_2}(x_2)$ for $x_2 \in (0, d)$. $\square$

Remark 3.2. Under the assumption of Lemma 3.3, we can prove that $d_1 < d_2$ by the argument in the proof of Lemma 3.6.

3.2. Uniqueness and existence of solutions. Now we prove the local existence and uniqueness of the solutions for problem (3.2).

Lemma 3.4. For any $c \geq 0$, there exists a $\delta > 0$ and a function $\phi_c \in C^2((0, \delta)) \cap C^1([0, \delta])$ such that $\phi_c$ solves (3.2) for $x_2 \in [0, \delta]$. 

Proof. For any solution $\phi_c$ of the problem (3.2), one has
\[
\phi_c(x_2) = \int_0^{x_2} \phi'_c(\tau)d\tau = cx_2 + \int_0^{x_2} \int_0^\tau f(\phi_c(s))dsd\tau \\
= cx_2 + \int_0^{x_2} (x_2 - s)6Q(1 - 2\kappa(\phi_c(s)))ds.
\]
Hence solving (3.2) is equivalent to find a fixed point of the integral equation
\[
\phi_c(x_2) = cx_2 + \int_0^{x_2} (x_2 - s)6Q(1 - 2\kappa(\phi_c(s)))ds.
\]

It is clear to see that the behavior of solutions for (3.17) at $x_2 = 0$ are different for the case $c > 0$ and $c = 0$, we prove the local existence and uniqueness of (3.2) in two different cases.

Case 1. $c > 0$. Let $w(x_2) := \frac{\phi_c(x_2)}{x_2}$. If $\phi_c$ solves the integral equation (3.17), then $w$ satisfies
\[
w(x_2) = c + \frac{1}{x_2} \int_0^{x_2} 6Q(x_2 - s)(1 - 2\kappa(sw(s)))ds.
\]
Let $X = \{w : w \in C([0, \delta]), \frac{1}{2} \leq w(x_2) \leq 2c \text{ for } x_2 \in [0, \delta]\}$ where $\delta > 0$ is to be determined. For any $w \in X$, define
\[
S(w)(x_2) = \frac{1}{x_2} \int_0^{x_2} 6Q(x_2 - s)(1 - 2\kappa(sw(s)))ds + c.
\]
One sees that for any $w \in X$, $S\,w \in X$ if $\delta \in (0, \delta_1]$ for some $\delta_1 > 0$. We claim that $S$ is a contraction map from $X$ to itself when $\delta > 0$ is sufficiently small. For any $w_1, w_2 \in X$,
\[
S(w_1)(x_2) - S(w_2)(x_2) = \frac{1}{x_2} \int_0^{x_2} 12Q(x_2 - s)(\kappa(sw_2(s)) - \kappa(sw_1(s)))ds
\]
\[
= \frac{12Q}{x_2} \int_0^{x_2} s(x_2 - s) \left( \int_0^1 \kappa' \left( s(w_1(s) + \theta(w_2 - w_1)(s)) \right) d\theta \right) (w_2 - w_1)(s)ds.
\]
Therefore,
\[
\|S\,w_1 - S\,w_2\|_{C([0, \delta])} \\
\leq \left| \frac{12Q}{x_2} \int_0^{x_2} s(x_2 - s) \left( \int_0^1 \kappa' \left( s(w_1(s) + \theta(w_2 - w_1)(s)) \right) d\theta \right) ds \right| \|w_1 - w_2\|_{C([0, \delta])}
\]
\[
\leq C \left| \frac{1}{x_2} \int_0^{x_2} \sqrt{s(x_2 - s)} ds \right| \|w_1 - w_2\|_{C([0, \delta])}
\]
\[
\leq C\delta^\frac{3}{2}\|w_1 - w_2\|_{C([0, \delta])},
\]
where $C$ is a positive constant.
where the constant $C$ depends on $c$ and we have used the fact that $\kappa(\psi) \in C^1([0, Q]) \cap C^\infty((0, Q))$. Hence $\mathcal{S}$ is a contraction map from $X$ to itself if $\delta$ is small enough. Therefore, there is a unique fixed point of the map $\mathcal{S}$ on $X$.

Case 2. $c = 0$. Denote $\bar{w}(x_2) := \phi_0(x_2)/x_2$. Then one has

$$\bar{w}(x_2) = \frac{1}{x_2^2} \int_0^{x_2} 6Q(x_2 - s)(1 - 2\kappa(s^2 \bar{w}(s)))ds.$$ 

Let $\bar{X} = \{w : w \in C([0, \delta]), 2Q \leq w(x_2) \leq 4Q \text{ for } x_2 \in [0, \delta]\}$ where $\delta > 0$ is to be determined. For any $\bar{w} \in \bar{X}$, define

$$\mathcal{S}\bar{w}(x_2) = \frac{1}{x_2^2} \int_0^{x_2} 6Q(x_2 - s)(1 - 2\kappa(s^2 \bar{w}(s)))ds.$$ (3.19)

The straightforward computations show that for any $\bar{w} \in \bar{X}$, $\mathcal{S}\bar{w} \in \bar{X}$. We claim that $\mathcal{S}$ is a contraction map from $\bar{X}$ to itself when $\delta > 0$ is sufficiently small. For any $\bar{w}_1, \bar{w}_2 \in \bar{X}$,

$$\mathcal{S}\bar{w}_1(x_2) - \mathcal{S}\bar{w}_2(x_2) = \frac{1}{x_2^2} \int_0^{x_2} 12Q(x_2 - s)\left(\kappa(s^2 \bar{w}_2(s)) - \kappa(s^2 \bar{w}_1(s))\right)ds$$

$$= \frac{12Q}{x_2^2} \int_0^{x_2} s^2(x_2 - s)\left(\int_0^1 \kappa'(s^2(\bar{w}_1 + \theta(\bar{w}_2 - \bar{w}_1)(s)))d\theta\right)(\bar{w}_2 - \bar{w}_1)(s)ds.$$ 

Therefore,

$$\left\|\mathcal{S}\bar{w}_1 - \mathcal{S}\bar{w}_2\right\|_{C([0, \delta])} \leq \left\|\frac{12Q}{x_2^2} \int_0^{x_2} s^2(x_2 - s)\left(\int_0^1 \kappa'(s^2(\bar{w}_1 + \theta(\bar{w}_2 - \bar{w}_1)(s)))d\theta\right)ds\right\|_{C([0, \delta])} \left\|\bar{w}_1 - \bar{w}_2\right\|_{C([0, \delta])}$$

$$\leq C\left\|\frac{1}{x_2^2} \int_0^{x_2} s(x_2 - s)ds\right\|_{C([0, \delta])} \left\|\bar{w}_1 - \bar{w}_2\right\|_{C([0, \delta])}$$

$$\leq C\delta \left\|\bar{w}_1 - \bar{w}_2\right\|_{C([0, \delta])},$$

where the constant $C$ depends on $Q$ and we have used the fact that $\kappa \in C^1([0, Q]) \cap C^\infty((0, Q))$. Hence $\mathcal{S}$ is a contraction map from $\bar{X}$ to itself when $\delta$ is sufficiently small. Therefore, there is a unique fixed point of the map $\mathcal{S}$ on $\bar{X}$.

This finishes the proof of the lemma. \qed

Similarly, one can prove that the solution of the problem

$$\begin{cases}
\psi''(x_2) = f(\psi(x_2)), \\
\psi(d) = Q, \ \psi'(d) = c \geq 0
\end{cases}$$ (3.20)

is unique in an interval $[d - \delta, d]$ for some $\delta > 0$. 
In the following, we prove the uniqueness of the boundary value problem

\[
\begin{aligned}
\psi''(x_2) &= f(\psi(x_2)), \quad x_2 \in (0, 1), \\
\psi(0) &= 0, \quad \psi(1) = Q.
\end{aligned}
\] (3.21)

**Corollary 3.5.** Let \( \psi \in C^2((0, 1)) \cap C^1([0, 1]) \) be a solution of (3.21). If \( \psi \) satisfies

\[
0 < \psi(x_2) < Q \quad \text{for } x_2 \in (0, 1),
\] (3.22)

then

\[
\psi(x_2) = \varphi_1(x_2),
\]

where \( \varphi_1 \) is defined in (3.9).

**Proof.** Clearly, \( \varphi_1 \) satisfies (3.1) with \( d = 1 \) and also the problem (3.2) with \( c = 0 \). It follows from Lemma 3.4 that there exists a \( \delta > 0 \) such that \( \varphi_1 \) is the unique solution of (3.2) with \( c = 0 \) on \([0, \delta]\). Since \( \psi \in (0, Q) \) for \( x_2 \in (0, 1) \), \( \kappa(\psi) \) and \( f(\psi) \) are Lipschitz continuous on any region away from the boundaries \( x_2 = 0 \) and \( x_2 = 1 \). It follows from standard ODE theory that the solution is unique when \( f(\psi) \) is Lipschitz continuous. Thus, the uniqueness of the solution holds until \( x_2 = 1 \). This completes the proof of the corollary. \( \square \)

**Remark 3.3.** Note that the solutions we are interested should satisfy (3.22). This condition plays a crucial role in proving the uniqueness. However, in general, there might be a different solution of two-points boundary value problem such as (3.9) for ODE, which does not satisfy the condition (3.22).

Now we are going to study the existence of solution for the problem (3.1).

**Lemma 3.6.** For any \( d \in (0, 1] \), there exists a unique \( \varphi_d \) of the problem (3.1).

**Proof.** For any \( d \in (0, 1] \), there exists a unique \( c(d) \geq 0 \) such that

\[
d = \int_0^1 \frac{\bar{u}_1(x_2)}{\sqrt{\bar{u}_1^2(x_2) + c^2(d)}} dx_2.
\] (3.23)

Define

\[
\theta_d(x_2) = \int_0^{x_2} \frac{\bar{u}_1(s)}{\sqrt{\bar{u}_1^2(s) + c^2(d)}} ds
\]

and

\[
\bar{u}_{1,d}(\theta_d(x_2)) = \sqrt{\bar{u}_1^2(x_2) + c^2(d)}.
\]
Hence $\theta_d$ is a bijective map from $[0,1]$ to $[0,d]$. Furthermore, the straightforward computations yield

$$\int_0^{\theta_d(x_2)} \bar{u}_{1,d}(s)\,ds = \int_0^{x_2} \bar{u}_1(s)\,ds$$

(3.24)

and

$$\bar{u}_{1,d}'(\theta_d(x_2)) = \bar{u}_1'(x_2).$$

(3.25)

One can check that

$$\varphi_d(x_2) = \int_0^{x_2} \bar{u}_{1,d}(s)\,ds$$

(3.26)

satisfies the problem (3.1). This finishes the proof of the lemma.

\[\square\]

**Remark 3.4.** Note that $f(\psi) = -f(Q - \psi)$. Hence if $\psi$ is a solution, then $Q - \psi(d - x_2)$ is also a solution of (3.1). Therefore, by the uniqueness, $\psi$ satisfies

$$\psi(x_2) = Q - \psi(d - x_2).$$

**Remark 3.5.** Lemma 3.6 implies that there is a one-to-one correspondence between solutions of boundary value problem (3.1) and solutions of Cauchy problem (3.2) with some uniquely determined $c$.

### 3.3. Variational formulation.

In this subsection, we show that the one-dimensional solution of the problem (3.1) is in fact a minimizer of energy functional (3.3) over $U_d$ defined in (3.4). In the following, we prove the existence and some interesting properties of the energy minimizer for the functional $J_d(\psi)$. These properties play an important role in understanding shear flows. Furthermore, the ideas to prove these properties also motivate the proof for properties for the energy minimizers in two-dimensional setting in Section 5.

**Lemma 3.7.** The solution $\bar{\varphi}_d$ obtained in Lemma 3.6 is the unique minimizer for energy functional $J_d$ over $U_d$, i.e.,

$$J_d(\bar{\varphi}_d) = \bar{J}_d := \inf_{\psi \in U_d} J_d(\psi).$$

(3.27)

Furthermore, if $\bar{d} \in (d,1]$, then one has

$$\bar{J}_d > \bar{J}_{\tilde{d}}.$$

**Proof.** The proof is divided into three steps.

**Step 1. Existence of energy minimizer.** Note that

$$J_d(\psi) \geq 0 \quad \text{for any } \psi \in U_d.$$
Therefore, one has \( \bar{J}_d \geq 0 \). Suppose that \( \{ \psi^{(n)} \} \subset U_d \) is a minimizing sequence such that
\[
J_d(\psi^{(n)}) \leq \bar{J}_d + \frac{1}{n}.
\]
Thus one has
\[
\int_0^d \left| \frac{d}{dx_2} \psi^{(n)}(x_2) \right|^2 dx_2 \leq 2\bar{J}_d + 1.
\]
Therefore, there exists a function \( \psi^* \in U_d \) such that
\[
\psi^{(n)} \rightharpoonup \psi^* \text{ in } H^1(0, d) \text{ and } \psi^{(n)} \to \psi^* \text{ a.e. in } (0, d).
\]
This implies that
\[
J_d(\psi^*) \leq \bar{J}_d.
\]
Hence \( \psi^* \) is an energy minimizer of \( J_d \) over \( U_d \).

Step 2. Properties and characterization of energy minimizer. Suppose that there exists an \( \bar{x}_2 \in (0, d) \) such that \( \psi^*(\bar{x}_2) \in (0, Q/2) \) and \( \frac{d\psi^*}{dx_2}(\bar{x}_2) < 0 \). Denote
\[
\hat{x}_2 = \inf \{ s : \psi^*(x_2) \geq \psi^*(\bar{x}_2) \text{ for any } x_2 \in (s, \bar{x}_2) \}
\]
and
\[
\hat{\psi} = \begin{cases} 
  \psi^*(\bar{x}_2), & x_2 \in (\hat{x}_2, \bar{x}_2), \\
  \psi^*(x_2), & x_2 \in (0, d) \setminus (\hat{x}_2, \bar{x}_2).
\end{cases} \tag{3.28}
\]
Clearly, \( \hat{\psi} \in U_d \) and one has
\[
J_d(\psi^*) > J_d(\hat{\psi}).
\]
This contradicts with the fact that \( \psi^* \) is an energy minimizer of \( J_d \) over \( U_d \). Similarly, we can prove that there does not exist an \( \bar{x}_2 \in (0, d) \) such that \( \psi^*(\bar{x}_2) \in (Q/2, Q) \) and \( \frac{d\psi^*}{dx_2}(\bar{x}_2) < 0 \). Thus,
\[
\frac{d\psi^*}{dx_2}(x_2) \geq 0 \text{ in } (0, d). \tag{3.29}
\]
Denote
\[
d_* = \sup \{ s : \psi^*(x_2) = 0 \text{ for any } x_2 \in (0, s) \} \tag{3.30}
\]
and
\[
d^* = \inf \{ s : \psi^*(x_2) = Q \text{ for any } x_2 \in (s, d) \}. \tag{3.31}
\]
Clearly, \( \psi^*(x_2) \in (0, Q) \) for any \( x_2 \in (d_*, d^*) \). It is easy to show that \( \psi^* \) satisfies the Euler-Lagrange equation
\[
\frac{d^2}{dx_2^2} \psi^* = f(\psi^*) \text{ in } (d_*, d^*)
\]
and
\[ \psi^*(d_*) = 0, \quad \psi^*(d^*) = Q. \]

Therefore, \( \psi^*_d(x_2) := \psi^*(x_2 - d_*) \) solves the problem (3.1) with \( d = d^* - d^* \). Note that the solution for the problem (3.1) is unique. Hence one has \( \psi^*_d = \varphi_d \) with \( \bar{d} := d^* - d^* \).

**Step 3. Energy comparison and determination of energy minimizer.** For any \( \bar{d} \in (d, 1] \), define
\[ \varphi_d = \begin{cases} \varphi, & \text{if } x \in (0, \bar{d}], \\ Q, & \text{if } x \in (\bar{d}, \bar{d}). \end{cases} \]

Clearly, \( \varphi_d \in U_d \). Therefore, one has
\[ \bar{J}_d \leq J_d(\varphi_d) = J_d(\varphi_d) = J_d(\psi^*) = \bar{J}_d. \]

We claim that \( \bar{J}_d < \bar{J}_d \). Let \( \eta \in C_o^\infty(\bar{d} - \delta, \bar{d} + \delta) \) satisfy \( \eta \leq 0 \) for some \( \delta \in (0, (\bar{d} - \bar{d})/2) \). Then for any \( \epsilon > 0 \), one has
\begin{align*}
J_d(\varphi_d + \epsilon \eta) - J_d(\varphi_d) &= \epsilon \int_{\bar{d} - \delta}^{\bar{d}} (\varphi_d' \eta' + f(\varphi_d) \eta) dx + \int_{\bar{d}}^{\bar{d} + \delta} F(Q + \epsilon \eta) dx + O(\epsilon^2) \\
&= \epsilon \left( \varphi_d'(\bar{d}) \eta(\bar{d}) + \int_{\bar{d}}^{\bar{d} + \delta} f(Q + \epsilon \eta) dx \right) + O(\epsilon^2).
\end{align*}

Let \( \eta(x) = -\cos \left( \frac{(x - \bar{d})\pi}{2\delta} \right) \). Then one has
\begin{equation}
\frac{1}{\epsilon} (J_d(\varphi_d + \epsilon \eta) - J_d(\varphi_d)) = -\varphi_d'(\bar{d}) - f(Q) \frac{2\delta}{\pi} + O(\epsilon) < 0 \tag{3.33}
\end{equation}

provided that \( \delta \) is sufficiently small, where \( \varphi_d'(0) = \varphi_d'(\bar{d}) > 0 \) has been used. This implies that \( \bar{J}_d < \bar{J}_d \).

For \( d_\ast \) and \( d^* \) defined in (3.30) and (3.31), if \( \bar{d} = d^* - d_\ast < d \), then one has
\begin{equation}
\bar{J}_d = J_d(\psi^*) = J_d(\psi^*_d) = J_d(\varphi_d) > J_d(\varphi_d). \tag{3.34}
\end{equation}

This contradiction implies that \( \bar{d} = d \) so that \( d_\ast = 0, d^* = d \), and \( \psi^* = \varphi_d \).

It follows from Lemmas 3.4 and 3.6 that \( \varphi_d \) is the unique energy minimizer \( J_d \) over \( U_d \). \( \square \)

We have the following interesting properties for the energy minimizers in the intervals with different lengths.

**Lemma 3.8.** Even with a shift, two solutions of (3.2) have at most one intersection. More precisely, for any \( c_1 > c_2 \geq 0 \) and \( s \geq 0 \), if \( \phi_{c_1}(\bar{x}_2 - s) = \phi_{c_2}(\bar{x}_2) \) for some \( \bar{x}_2 \geq s \), then
\begin{equation}
\phi_{c_1}(x_2 - s) > \phi_{c_2}(x_2) \text{ for } \bar{x}_2 < x_2 < d_1 + s \text{ and } \phi_{c_1}(x_2 - s) < \phi_{c_2}(x_2) \text{ for } s < x_2 < \bar{x}_2, \tag{3.34}
\end{equation}
where
\[ d_i = \sup\{x_2 : \phi_{c_i}(x_2) \in (0, Q), x_2 > 0\}, \quad i = 1, 2. \]

Proof. It follows from Lemma 3.6 that \( d_2 > d_1 \). Suppose that there exists an \( \bar{x}_2 \in (0, d_2) \) such that \( \phi_{c_1}(\bar{x}_2 - s) = \phi_{c_2}(\bar{x}_2) \). Without loss of generality, assume that
\[
\int_{\bar{x}_2}^{\bar{x}_2} \frac{|\phi'_{c_1}|^2}{2}(\tau - s) + F(\phi_{c_1}(\tau - s))d\tau \leq \int_{\bar{x}_2}^{\bar{x}_2} \frac{|\phi'_{c_2}|^2}{2}(\tau) + F(\phi_{c_2}(\tau))d\tau.
\]
Define
\[
\hat{\psi}(x_2) = \begin{cases} 
\phi_{c_1}(x_2 - s) & \text{if } \bar{x}_2 < x_2 < \bar{x}_2, \\
\phi_{c_2}(x_2) & \text{if } x_2 \in (0, d_2) \setminus (\bar{x}_2, \bar{x}_2).
\end{cases}
\]
Clearly, \( J_{d_2}(\hat{\psi}) \leq J_{d_2}(\phi_{c_2}) \). Therefore, \( \hat{\psi} \) must satisfy the problem (3.1) on \( (0, d_2) \) and thus is smooth by the standard regularity theory for ODEs.

Note that
\[
\frac{|\phi'_{c_1}|^2(\bar{x}_2 - s)}{2} - \frac{|\phi'_{c_1}|^2(\bar{x}_2 - s)}{2} = F(\phi_{c_1}(\bar{x}_2 - s)) - F(\phi_{c_1}(\bar{x}_2 - s)) = F(\phi_{c_2}(\bar{x}_2)) - F(\phi_{c_2}(\bar{x}_2)) = \frac{|\phi'_{c_2}|^2(\bar{x}_2)}{2} - \frac{|\phi'_{c_2}|^2(\bar{x}_2)}{2}.
\]
It follows from the uniqueness of solutions for (3.5) that \( \phi'_{c_1}(\bar{x}_2 - s) \neq \phi'_{c_2}(\bar{x}_2) \). Thus, \( \phi'_{c_1}(\bar{x}_2 - s) \neq \phi'_{c_2}(\bar{x}_2) \). Hence \( \hat{\psi} \) is not twice differentiable on \( (0, d_2) \). This leads to a contradiction. Hence the proof of the lemma is completed. \( \square \)

The proof of Lemma 3.8 immediately gives the following corollary.

**Corollary 3.9.** \( \varphi_d \) is also an energy minimizer in any local interval in \( (0, d) \). More precisely, for any \( d', d'' \in (0, d) \), one has
\[
\int_{d'}^{d''} \left( \frac{|\varphi'|^2}{2} + F(\varphi_d) \right) (s)ds = \inf_{\psi \in \mathcal{U}_{d,d',d''}} \int_{d'}^{d''} \left( \frac{|\psi'|^2}{2} + F(\psi) \right) (s)ds,
\]
where \( \mathcal{U}_{d,d',d''} = \{ \psi : \psi \in H^1(d', d''), \psi(d') = \varphi_d(d'), \psi(d'') = \varphi_d(d'') \} \).

**Remark 3.6.** The idea of the proof for Lemma 3.8 is also generalized to study PDEs in Section 5, which should be also useful to study other problems.

**Remark 3.7.** Corollary 3.9 plays a crucial role in the proof for the existence of stagnation points in Section 5.

Choosing \( s = 0 \) in Lemma 3.8 gives the following corollary.

**Corollary 3.10.** For any \( 0 < d < \bar{d} \leq 1 \), one has \( \varphi_d(x_2) > \bar{\varphi}_d(x_2) \) for \( x_2 \in (0, d) \).
Proof of Theorem 3.1. Clearly, Part (1) of Theorem 3.1 follows from Lemmas 3.2, 3.4, and 3.6. Part (2) of Theorem 3.1 is a direct consequence of Lemmas 3.4 and 3.6. Combining Lemmas 3.7, 3.8, and Corollary 3.10 yields Part (3) of Theorem 3.1. Part (4) of Theorem 3.1 is exactly Lemma 3.8.

In the following, we prove that one-dimensional solution $\bar{\varphi}_d$ in fact is an energy minimizer in the rectangle domain $\hat{\Omega}_{l,m}^d$ and that if the energy of a sequence of one-dimensional functions converges to the minimum of energy, then these functions converge to the energy minimizer in $L^\infty$-norm. This plays an important role in proving the asymptotic behavior of two-dimensional flows in a general nozzle in Section 5.

Lemma 3.11. For any given domain $\hat{\Omega}_{l,m}^d := \{(x_1, x_2) : l < x_1 < m, 0 < x_2 < d\}$ with the constants $l, m \in \mathbb{R}$ and $d \in (0, 1]$, let $\hat{K}_{l,m}^d = \{\psi : \psi \in H^1(\hat{\Omega}_{l,m}^d), \psi(x_1, 0) = 0, \psi(x_1, d) = Q\}$. Then

$$J_{l,m}^d(\bar{\varphi}_d) = (m - l) \int_0^d \frac{|\bar{\varphi}_d'(x_2)|^2}{2} + F(\bar{\varphi}_d(x_2)) \, dx_2 = \inf_{\psi \in \hat{K}_{l,m}^d} \int_l^m \int_0^d \frac{\left|\nabla \psi \right|^2}{2} + F(\psi) \, dx.$$  

(3.37)

Furthermore, for any $\epsilon > 0$, if $\psi \in U_d$ satisfies

$$\|\psi - \bar{\varphi}_d\|_{L^\infty([0,d])} > \epsilon,$$

then there exists a $\sigma > 0$ such that

$$J_d(\psi) \geq J_d(\bar{\varphi}_d) + \sigma.$$  

(3.38)

Proof. The proof is divided into two steps.

Step 1. Given any $\psi \in \hat{K}_{l,m}^d$, one has

$$J_{l,m}^d(\bar{\varphi}_d) = (m - l) \int_0^d \frac{|\bar{\varphi}_d'(x_2)|^2}{2} + F(\bar{\varphi}_d(x_2)) \, dx_2 = \int_l^m \int_0^d \frac{|\partial_{x_2} \psi|^2}{2} + F(\psi) \, dx,$$

(3.39)

$$\geq \int_l^m J_d(\bar{\varphi}_d) \, dx_1 = J_{l,m}^d(\bar{\varphi}_d).$$

This proves (3.37).

Step 2. Suppose that there exists an $\epsilon_0 > 0$ and a sequence $\{\psi^{(n)}\} \subset U_d$ such that

$$\|\psi^{(n)} - \bar{\varphi}_d\|_{L^\infty([0,d])} > \epsilon_0$$

(3.40)

and

$$J_d(\psi^{(n)}) \leq J_d(\bar{\varphi}_d) + \frac{1}{n},$$
Therefore, \( \{ \psi^{(n)} \} \) is an energy minimizing sequence. It follows from Lemma 3.6 that one has
\[
\psi^{(n)} \rightharpoonup \bar{\varphi}_d \quad \text{in } H^1((0, d)).
\]
This implies that \( \psi^{(n)} \rightarrow \bar{\varphi}_d \) in \( C([0, d]) \) and contradicts with (3.40). Hence the proof of the lemma is completed. 

\[ \square \]

4. Uniqueness of the solutions

In this section, we prove the uniqueness of steady Euler flows with positive horizontal velocity inside the nozzle as far field horizontal velocity tends to the one of Poiseuille flows. The key ingredient of the analysis is to prove a Liouville type theorem for steady Euler system in a strip (cf. Proposition 1.3).

4.1. Liouville type theorem for flows in a strip. In this subsection, we study the Liouville type theorem for Poiseuille flows of steady incompressible Euler system (1.1) in an infinitely long strip. With the aid of this particular uniqueness result, we prove the uniqueness of steady solutions in a general nozzle as long as its horizontal velocity is positive inside the nozzle. It follows from Proposition 2.1 that the steady incompressible Euler system satisfying (2.4) and (2.5) can be reduced into the single second order semilinear elliptic equation (2.7) of the stream function, where \( f \) is given in (2.8). Then the key point is to prove that the solutions of problem

\[
\begin{align*}
\Delta \psi &= f(\psi) \quad \text{in } \hat{\Omega}^d, \\
\psi &= 0 \quad \text{on } S_0, \quad \psi = Q \quad \text{on } S_d
\end{align*}
\]

must be one-dimensional solutions as long as
\[
\partial_{x_2} \psi \geq 0 \quad \text{in } \hat{\Omega}^d, \quad (4.2)
\]
where \( \hat{\Omega}^d = \mathbb{R} \times (0, d) \), \( S_0 = \{(x_1, x_2) : x_1 \in \mathbb{R}, x_2 = 0\} \), and \( S_d = \{(x_1, x_2) : x_1 \in \mathbb{R}, x_2 = d\} \) for any \( d \in (0, 1] \). This is exactly Proposition 4.1.

**Proposition 4.1.** If \( \psi \in C^2(\hat{\Omega}^d) \cap C^{0,1}(\overline{\Omega}^d) \) is a solution of (4.1) and satisfies (4.2), then \( \psi \) is a function of \( x_2 \) only, i.e.,
\[
\psi(x_1, x_2) = \psi(x_2). \quad (4.3)
\]

**Remark 4.1.** The proof of this proposition mainly uses the sliding method developed in [5–7] and adapted in [35] to study the Euler system. Based on the elegant argument in [35], we
mainly need to overcome the difficulties near the boundary where the equation has non-Lipschitz nonlinearity.

Proof. The proof is divided into three steps.

Step 1. Set up. For any \( \nu = (\nu_1, \nu_2) \) with \( \nu_1 \in \mathbb{R} \) and \( \nu_2 > 0 \), given \( \tau \in (0, \frac{d}{\nu_2}) \), denote

\[
\Psi^\tau_\nu(x) = \psi(x + \tau \nu) - \psi(x) \quad \text{for any } x \in \overline{D^\tau,\nu},
\]

where \( D^\tau,\nu = \hat{\Omega}^{d-\tau \nu_2} \). In the following, we compare \( \psi(x) \) and \( \psi(x + \tau \nu) \) in \( \overline{D^\tau,\nu} \) via the maximum principle. A major difficulty is the lack of the Lipschitz continuity for the nonlinear function \( f \) in (4.1), which is only \( C^{1/2} \) in the interval \( ([0, Q]) \). Hence one cannot apply the maximum principle directly. It follows from the standard elliptic regularity estimate (32) that there exists a constant \( C > 0 \) such that

\[
\|\psi\|_{C^{2,\frac{1}{2}}(\hat{\Omega}^d)} \leq C. \tag{4.4}
\]

Given any \( x_1 \in \mathbb{R} \), since \( \partial_{x_1 x_1} \psi(x_1, 0) = 0 \), one has

\[
\partial_{x_2 x_2} \psi(x_1, 0) = \Delta \psi(x_1, 0) = 6Q(1 - 2\kappa(\psi(x_1, 0))) = 6Q.
\]

It follows from (4.4) that there exists a \( \delta_1 \) independent of \( x_1 \) such that for any \( x_2 \in (0, \delta_1) \),

\[
\partial_{x_2 x_2} \psi(x_1, x_2) \geq 5Q \quad \text{for any } (x_1, x_2) \in \mathbb{R} \times (0, \delta_1). \tag{4.5}
\]

Therefore, for any \( x_2 \in (0, \delta_1) \), there exist \( \xi_1, \xi_2 \in (0, x_2) \) such that

\[
\partial_{x_2} \psi(x_1, x_2) = \partial_{x_2} \psi(x_1, 0) + \partial_{x_2 x_2} \psi(x_1, \xi_1) x_2 \geq 5Q x_2, \tag{4.6}
\]

and

\[
\psi(x_1, x_2) = \psi(x_1, 0) + \partial_{x_2} \psi(x_1, 0) x_2 + \frac{1}{2} \partial_{x_2 x_2} \psi(x_1, \xi_2) x_2^2 \geq \frac{5Q}{2} x_2^2. \tag{4.7}
\]

Similarly, there exists a \( \delta_2 \in (0, \delta_1) \) such that \( \partial_{x_2} \psi(x_1, x_2) \geq 5Q(d - x_2) \), and

\[
\psi(x_1, x_2) \leq Q - \frac{5Q(d - x_2)^2}{2} \quad \text{for } (x_1, x_2) \in \mathbb{R} \times (d - \delta_2, d). \tag{4.8}
\]

Hence, there exists a \( \sigma_1 \in (0, \delta_2) \) such that one has

\[
0 < \psi(x_1, x_2) < \frac{Q}{4} \quad \text{for any } (x_1, x_2) \in \mathbb{R} \times (0, \sigma_1), \tag{4.9}
\]

and

\[
\frac{3Q}{4} < \psi(x_1, x_2) < Q \quad \text{for any } (x_1, x_2) \in \mathbb{R} \times (d - \sigma_1, d). \tag{4.10}
\]
Clearly, the estimates (4.9) and (4.10), together with the assumption (4.2), not only show that $0 < \psi < Q$ in $\tilde{\Omega}^d$, but also yield that there exists an $\epsilon > 0$ such that for any $\tau \in \left(\frac{d}{\nu_2} - \epsilon, \frac{d}{\nu_2}\right)$,

$$\Psi^\tau(x) > 0 \text{ for any } (x_1, x_2) \in \overline{D}^\tau,\nu.$$ 

Define

$$\bar{\tau} = \inf \left\{ \tau \in \left(0, \frac{d}{\nu_2}\right) : \Psi^\tau(x) > 0 \text{ in } \overline{D}^s,\nu \text{ for all } s \in \left(\tau, \frac{d}{\nu_2}\right) \right\}.$$ 

Clearly, it holds that $0 \leq \bar{\tau} \leq \frac{d}{\nu_2} - \epsilon$.

**Step 2. Proof for $\bar{\tau} = 0$**. Suppose that $\bar{\tau} > 0$, then there are three cases:

(i) There exists a point $\bar{x} = (\bar{x}_1, \bar{x}_2) \in \partial D^{\bar{\tau}},\nu$ such that

$$\Psi^\bar{\tau}(\bar{x}_1, \bar{x}_2) = 0.$$ (4.11)

(ii) There exists a point $\bar{x} \in D^{\bar{\tau}},\nu$ such that

$$\Psi^\bar{\tau}(\bar{x}_1, \bar{x}_2) = 0.$$ (4.12)

(iii) There exist a sequence $\{\tau_k\} \subset (0, \bar{\tau}]$ converging to $\bar{\tau}$ and a sequence $\{x^k\}_{k \in \mathbb{N}} = \{(x_1^k, x_2^k)\}_{k \in \mathbb{N}} \subset D^{\tau_k},\nu$ such that

$$x_1^k \to \infty \text{ and } \Psi^{\tau_k}(x^k) \to 0 \text{ as } k \to \infty.$$ (4.13)

In the following, we show that none of these cases happens.

**Case (i)**. If (4.11) holds, then either $\bar{x}_2 = 0$ or $\bar{x}_2 = d - \bar{\tau}\nu_2$. If $\bar{x}_2 = 0$, one has

$$\Psi^\bar{\tau}(\bar{x}_1, 0) = \psi(\bar{x}_1 + \bar{\tau}\nu_1, \bar{\tau}\nu_2) - \psi(\bar{x}_1, 0) = \psi(\bar{x}_1 + \bar{\tau}\nu_1, \bar{\tau}\nu_2) > 0.$$ (4.14)

If $\bar{x}_2 = d - \bar{\tau}\nu_2$, one has

$$\Psi^\bar{\tau}(\bar{x}_1, d - \bar{\tau}\nu_2) = \psi(\bar{x}_1 + \bar{\tau}\nu_1, d) - \psi(\bar{x}_1, d - \bar{\tau}\nu_2) = Q - \psi(\bar{x}_1, d - \bar{\tau}\nu_2) > 0.$$ (4.15)

Hence it is impossible that $\bar{x} \in \partial D^{\bar{\tau}},\nu$.

**Case (ii)**. If (4.12) holds, it follows from the equation (4.1) that there exists a $\delta > 0$ such that $B_\delta(\bar{x}) \subset D^{\bar{\tau}},\nu$ and

$$\begin{cases}
\Delta \Psi^\bar{\tau}(x) + c(x)\Psi^\bar{\tau}(x) = 0 & \text{in } B_\delta(\bar{x}), \\
\Psi^\bar{\tau}(x) \geq 0 & \text{on } \partial B_\delta(\bar{x}), \\
\Psi^\bar{\tau}(\bar{x}) = 0,
\end{cases}$$
where

$$c(x) = -\frac{f(\psi(x + \tau \nu)) - f(\psi(x))}{\psi(x + \tau \nu) - \psi(x)}.$$ 

Note that $B_\delta(\bar{x}) \subset D^{x,\nu}$. Hence there exists an $\varepsilon_0 > 0$ such that $\psi(B_\delta(\bar{x})) \subset [\varepsilon_0, Q - \varepsilon_0]$ and $\psi(x + \tau \nu) \in [\varepsilon_0, Q - \varepsilon_0]$ for $x \in B_\delta(\bar{x})$. Clearly, $f$ is Lipschitz continuous on $[\varepsilon_0, Q - \varepsilon_0]$. Hence $c(x)$ is a bounded function in $B_\delta(\bar{x})$. It follows from the strong maximum principle (38) that $\Psi_\nu^\tau(x) \equiv 0$ in $B_\delta(\bar{x})$. Thus $\Psi_\nu^\tau(x) \equiv 0$ in $D^{x,\nu}$ and then on $\partial D^{x,\nu}$ by continuity. This leads to a contradiction.

Case (iii). Suppose that (4.13) holds. Denote

$$\psi_k(x) = \psi(x_1 + x_1^k, x_2) \quad \text{in} \quad \hat{\Omega}^d. \quad (4.16)$$

It follows from the standard elliptic estimates and $f(\psi) \in C^\frac{1}{2}(\hat{\Omega}^d)$ that the sequences of the functions $\{\psi_k(x)\}$ and $\{\psi_k(x + \tau_k \nu) - \psi_k(x)\}$ are bounded in $C^2(\hat{\Omega}^d)$ and $C^2(\bar{D}^{x,\nu})$, respectively. Then there exists a subsequence which is still labeled by $\{\psi_k(x)\}$ and converges in $C^2_{\text{loc}}(\hat{\Omega}^d)$ to $\bar{\psi}(x)$. Clearly, $\bar{\psi} \in C^2(\hat{\Omega}^d)$ satisfies the equation in (4.11),

$$\bar{\psi}(x) = 0 \quad \text{on} \quad S_0, \quad \bar{\psi}(x) = Q \quad \text{on} \quad S_d, \quad (4.17)$$

and

$$\partial_{x_2} \bar{\psi}(x) \geq 0 \quad \text{in} \quad \hat{\Omega}^d. \quad (4.18)$$

Thus $\bar{\psi}$ satisfies the problem (4.1). It follows from (4.7) and (4.8) that $0 < \bar{\psi} < Q$ in $\mathbb{R} \times ((0, \delta_0) \cup (d - \delta_0, d))$. This, together with (4.18), yields

$$0 < \bar{\psi}(x) < Q \quad \text{in} \quad \hat{\Omega}^d. \quad (4.19)$$

Similarly, after choosing a subsequence if necessary, $\{\psi_k(x + \tau_k \nu) - \psi_k(x)\}$ converges in $C^2_{\text{loc}}(\bar{D}^{x,\nu})$ to the function $\bar{\psi}(x + \tau \nu) - \psi(x)$ defined in $\bar{D}^{x,\nu}$.

Note that (4.13) implies that

$$\psi(x_1^k + \tau_k \nu_1, x_2^k + \tau_k \nu_2) - \psi(x_1^k, x_2^k) \to 0 \quad \text{as} \quad k \to \infty.$$ 

By the definition of $\psi_k(x)$, one has

$$\psi_k(\tau_k \nu_1, x_2^k + \tau_k \nu_2) - \psi_k(0, x_2^k) \to 0 \quad \text{as} \quad k \to \infty.$$ 

Up to choosing a subsequence, one can assume that $x_2^k \to x_2^* \in [0, d - \tau \nu_2]$. Denote $x^* = (0, x_2^*)$. It holds that

$$\bar{\psi}(x^* + \tau \nu) = \bar{\psi}(x^*). \quad (4.20)$$
Hence it follows from (4.14), (4.15), and (4.19) that $x^*$ is an interior point of the set $\mathbb{R} \times [0, d - \tau \nu_2]$. This leads to a contradiction with the strong maximum principle, as in the proof of Case (ii). Therefore, the claim (4.13) cannot happen. Thus $\bar{\tau} = 0$.

**Step 3. Reduction to one-dimensional solutions.** Since $\nabla \psi$ is continuous, one has $\partial_{\nu} \psi \geq 0$ for any $\nu$ with $\nu_2 = 0$. Taking $\nu = (1, 0)$ and $\nu = (-1, 0)$ gives $\partial_{x_1} \psi(x) = 0$. Therefore, $\psi(x)$ does not depend on $x_1$. This implies that $\psi(x_1, x_2) = \psi(x_2)$ in $\hat{\Omega}^d$.

The proof of Proposition 4.1 is completed. □

**Proof of Proposition 1.3.** It follows from Proposition 4.1 that $\psi(x_1, x_2) = \psi(x_2) = \bar{\varphi}_d(x_2)$. As it was showed in (4.4), one has $\psi \in C^{2,1/2}([0, d])$. This, together with Lemmas 3.4 and 3.6 that $\psi(x_2) = \bar{\varphi}_d(x_2)$ for any $d \in (0, 1]$, where $\bar{\varphi}_d$ is defined in (3.26). Hence $u = (\bar{u}_1(x_2), 0)$ in $\hat{\Omega}^d$. Proposition 1.3 corresponds to the special case with $d = 1$, i.e., $u = (\bar{u}_1(x_2), 0) = (6Qx_2(1 - x_2), 0)$ in $\hat{\Omega}$.

□

4.2. **Fine properties and uniqueness of flows in a nozzle.** In this subsection, we prove the uniqueness of solution in a general nozzle with the aid of the Liouville type theorem established in Section 4.1.

First, we study far field behaviors of the solution to the problem
\[
\begin{align*}
\Delta \psi &= f(\psi) \quad \text{in } \Omega, \\
\psi &= 0 \quad \text{on } \Gamma_0, \\
\psi &= Q \quad \text{on } \Gamma_1.
\end{align*}
\] (4.21)

**Lemma 4.2.** If $\psi \in C^2(\Omega) \cap C^{0,1}(\hat{\Omega})$ is a solution of (4.21) and satisfies $\partial_{x_2} \psi \geq 0$ in $\Omega$, then one has
\[
\|\psi(x_1, \cdot) - \bar{\varphi}_1(\cdot)\|_{C^1_{\text{loc}}(0,1)} \to 0 \quad \text{as } x_1 \to -\infty
\] (4.22)
and
\[
\|\psi(x_1, \cdot) - \bar{\varphi}_{b-a}(x_1, \cdot - a)\|_{C^1_{\text{loc}}(a,b)} \to 0 \quad \text{as } x_1 \to +\infty.
\] (4.23)

**Proof.** The proof is based on the shifting method and the Liouville type theorem proved in Section 4. For any fixed $x_1 \in \mathbb{R}$, define
\[
\psi^{(n)}(x_1, x_2) = \psi(x_1 - n, x_2) \chi_{\{h_0(x_1 - n) < x_2 < h_1(x_1 - n)\}}.
\] (4.24)

It follows from (4.24) that
\[
\|\psi^{(n)}\|_{C^2,1/2(K)} \leq C, \quad \text{as } n \text{ sufficiently large},
\]
for any compact set $K \subseteq \mathbb{R} \times (0,1)$. Therefore, by Arzela-Ascoli lemma and a diagonal procedure, for any $\gamma \in (0,1/2)$, there exists a subsequence $\{\psi^{(n_k)}\}$ such that
\[
\psi^{(n_k)} \to \psi^* \quad \text{in } C^{2,\gamma}(K) \quad \text{as } k \to \infty.
\] (4.25)
Furthermore, $\psi^*$ satisfies $\partial_{x_2} \psi^* \geq 0$ and the problem

$$
\begin{aligned}
\left\{
\begin{array}{ll}
\Delta \psi^* = f(\psi^*) & \text{in } \hat{\Omega}, \\
\psi^* = 0 & \text{on } S_0, \\
\psi^* = Q & \text{on } S_1.
\end{array}
\right.
\end{aligned}
$$

(4.26)

It follows from Proposition 4.1 and Lemma 3.6 that $\psi^*(x_1, x_2) = \bar{\varphi}_1(x_2)$. This yields the asymptotic behavior (4.22). Similarly, one can prove that (4.23) holds. Hence the proof of the lemma is completed.

Next, we show the positivity of the horizontal velocity in the nozzle for the solution of (4.21).

**Lemma 4.3.** Suppose that $\psi \in C^2(\Omega) \cap C^{0,1}(\hat{\Omega})$ solves the problem (4.21) and satisfies $\partial_{x_2} \psi \geq 0$ in $\Omega$. Then

$$
\partial_{x_2} \psi > 0 \quad \text{in } \Omega.
$$

**Proof.** The proof is divided into two steps.

*Step 1.* Proof for the property $0 < \psi < Q$. Clearly, $\psi$ satisfies $0 \leq \psi \leq Q$ in $\Omega$. Suppose that there exists an $x \in \Omega$ such that $\psi(x) = 0$. Define

$$
A = \{(x_1, x_2) : \psi(x_1, x_2) = 0, (x_1, x_2) \in \Omega\}.
$$

Choose a point $x^* = (x_1^*, x_2^*) \in A$ such that

$$
x_2^* - h_0(x_1^*) = \sup \{x_2 - h_0(x_1) : (x_1, x_2) \in A\}.
$$

Note that $x^*$ may not be unique. It follows from Lemma 4.2 that there exists an $L > 0$ such that $|x_1^*| \leq L$. Then one has $\psi(x_1^*, x_2) = 0$ for $x_2 \in (h_0(x_1^*), x_2^*)$. This yields

$$
\partial_{x_2} \psi(x_1^*, x_2) = \partial_{x_2 x_2} \psi(x_1^*, x_2) = 0 \quad \text{for } x_2 \in (h_0(x_1^*), x_2^*).
$$

(4.27)

Let $B$ be the ball centered at $(x_1^*, x_2^* + \epsilon)$ with radius $\epsilon$. If $\epsilon > 0$ is small enough, then $B \subset \Omega$ and $0 \leq \psi(x) < Q/2$. Let $W(x_1, x_2) = \psi(x_1, x_2) - \psi(x_1, x_2 - \tau)$ for some sufficiently small $\tau \in (0, 2\epsilon)$. Then

$$
\begin{aligned}
\left\{
\begin{array}{ll}
\Delta W(x) = 12Q(\kappa(\psi(x_1, x_2 - \tau)) - \kappa(\psi(x))) \leq 0, & \text{in } B, \\
W(x) \geq 0, & \text{in } B, \\
W(x^*) = 0, & \text{in } B,
\end{array}
\right.
\end{aligned}
$$

where the properties of $\partial_{x_2} \psi$ and that $\kappa$ is an increasing function have been used. Note that $W$ is not identically zero in $B$. It follows from Hopf lemma ([27, Lemma 1 in Section 9.5])
that \( \frac{\partial W}{\partial x_2}(x^*) > 0 \), which leads to a contradiction with (4.27). Thus one has

\[
\psi(x) > 0 \quad \text{in} \quad \Omega.
\]

Similarly, one can prove that \( \psi(x) < Q \) in \( \Omega \).

**Step 2. Proof for the property** \( \partial_{x_2} \psi > 0 \). Suppose that there exists a point \( x^* = (x^*_1, x^*_2) \in \Omega \) such that \( \partial_{x_2} \psi(x^*) = 0 \). Note that \( \psi(x^*) \in (0, Q) \). Hence there exist \( \epsilon, \delta > 0 \) such that

\[
\psi(x) > \epsilon \quad \text{in} \quad B_\delta(x^*).
\]

Note that \( f \in C^\infty([\epsilon, Q - \epsilon]) \) so that one can apply the regularity theory for elliptic equations to get \( \psi \in C^\infty(B_\delta(x^*)) \). Clearly, \( \partial_{x_2} \psi \) satisfies

\[
\begin{cases}
\Delta \partial_{x_2} \psi - f'(\psi)\partial_{x_2} \psi = 0, & \text{in} \ B_\delta(x^*), \\
\partial_{x_2} \psi \geq 0, & \text{in} \ B_\delta(x^*), \\
\partial_{x_2} \psi(x^*) = 0.
\end{cases}
\] (4.28)

Applying the strong maximum principle yields \( \partial_{x_2} \psi = 0 \) in \( B_\delta(x^*) \). Thus \( \partial_{x_2} \psi \equiv 0 \) in \( \Omega \). This is absurd. Hence the proof of the lemma is completed. \( \square \)

Now we are ready to prove the uniqueness of the solutions of (4.21). Our basic strategy is to compare the solution with its shifts in the vertical direction.

**Proposition 4.4.** There is at most one solution \( \psi \) of (4.21) satisfying \( \partial_{x_2} \psi \geq 0 \).

**Proof.** It follows from Lemma 4.3 that \( 0 < \psi(x) < Q \) in \( \Omega \). Suppose that there are two solutions \( \psi_i \ (i = 1, 2) \) of the problem (4.21) with the properties \( \partial_{x_2} \psi_i \geq 0 \ (i = 1, 2) \) in \( \Omega \). Extend \( \psi_i \) on the whole plane as follows

\[
\tilde{\psi}_i(x_1, x_2) = \begin{cases}
Q & \text{if} \ x_2 \geq h_1(x_1), \\
\psi_i(x_1, x_2) & \text{if} \ (x_1, x_2) \in \Omega, \\
0 & \text{if} \ x_2 \leq h_0(x_1).
\end{cases}
\] (4.29)

For any \( \tau > 0 \), denote \( \tilde{\psi}_{i,\tau}(x) = \tilde{\psi}_i(x_1, x_2 + \tau) \). It follows from Lemma 4.3 that \( \tilde{\psi}_{1,\tau}(x) > \tilde{\psi}_2(x) \) for \( x \in \Omega \) when \( \tau \) is sufficiently large.

Let

\[
\delta = \inf \{ \delta > 0 : \tilde{\psi}_{1,\tau}(x) > \tilde{\psi}_2(x) \text{ in } \Omega \text{ for any } \tau > \delta \}.
\]

If \( \delta > 0 \), then it follows from Lemma 4.2 that there are two possibilities:

(i) There exists a point \( \bar{x} \in \Omega \) such that

\[
\tilde{\psi}_{1,\delta}(\bar{x}) = \tilde{\psi}_2(\bar{x}).
\] (4.30)
(ii) There exist a sequence \( \{\delta_k\} \subset (0, \bar{\delta}] \) converging to \( \bar{\delta} \) and a sequence \( \{x^k\}_{k \in \mathbb{N}} \subset \Omega \) such that
\[
\tilde{\psi}_{1, \delta_k}(x^k) - \tilde{\psi}_2(x^k) \leq 0 \quad \text{and} \quad x^k \to \bar{x} \in \partial \Omega \quad \text{as} \quad k \to \infty.
\tag{4.31}
\]
In the following, we show that neither of these two cases happens.

**Case (i).** Suppose that (4.30) holds. There exists an \( \epsilon > 0 \) such that \( B_\epsilon(\bar{x}) \subset \Omega \) and
\[
\begin{cases}
\Delta (\tilde{\psi}_{1, \bar{\delta}} - \tilde{\psi}_2)(x) + c(x)(\tilde{\psi}_{1, \bar{\delta}} - \tilde{\psi}_2)(x) = 0, & \text{in } B_\epsilon(\bar{x}), \\
(\tilde{\psi}_{1, \bar{\delta}} - \tilde{\psi}_2)(x) \geq 0, & \text{in } B_\epsilon(\bar{x}), \\
(\tilde{\psi}_{1, \bar{\delta}} - \tilde{\psi}_2)(\bar{x}) = 0,
\end{cases}
\tag{4.32}
\]
where
\[
c(x) = -\frac{f(\tilde{\psi}_{1, \bar{\delta}}(x)) - f(\tilde{\psi}_2(x))}{\tilde{\psi}_{1, \bar{\delta}}(x) - \tilde{\psi}_2(x)}.
\]
Applying the strong maximum principle yields \( \tilde{\psi}_{1, \bar{\delta}}(x) = \tilde{\psi}_2(x) \) for \( x \in B_\epsilon(\bar{x}) \). Thus \( \tilde{\psi}_{1, \bar{\delta}}(x) = \tilde{\psi}_2(x) \) holds in \( \Omega \). This leads to a contradiction.

**Case (ii).** Suppose that (4.31) holds. Without loss of generality, one can assume that
\[
\delta_k > \frac{\bar{\delta}}{2} \quad \text{and} \quad |x^k - \bar{x}| < \frac{\bar{\delta}}{10} \quad \text{for} \quad k \text{ sufficiently large.}
\tag{4.33}
\]
This implies that
\[
\tilde{\psi}_{1, \delta_k}(x^k) = \tilde{\psi}_1(x_1^k, x_2^k + \delta_k) = Q \quad \text{for} \quad (x_1^k, x_2^k) \in \Omega.
\tag{4.34}
\]
On the other hand, one has
\[
0 < \tilde{\psi}_2(x_1^k, x_2^k) < Q \quad \text{for} \quad (x_1^k, x_2^k) \in \Omega.
\tag{4.35}
\]
Then \( \tilde{\psi}_{1, \delta_k}(x^k) - \tilde{\psi}_2(x^k) > 0 \). This leads to a contradiction.

Thus \( \bar{\delta} = 0 \). By continuity, one has \( \psi_1(x) \geq \psi_2(x) \) in \( \Omega \). Similarly, one can prove that \( \psi_2(x) \geq \psi_1(x) \) in \( \Omega \). Therefore,
\[
\psi_1(x) \equiv \psi_2(x) \quad \text{in} \quad \Omega.
\tag{4.36}
\]
This finishes the proof of the proposition. \( \square \)

Combining Propositions 4.4 and 2.1 yields Theorem 1.2.
5. Existence of solutions in a general nozzle and analysis on the stagnation points

In this section, we prove the existence of solutions for the Euler flows in a general nozzle whose downstream far field has asymptotic height not bigger than 1. The existence of solutions is proved by the variational method. The key issue is that an obstacle type free boundary (the boundary of the set containing stagnation points) may appear where the solutions take the value 0 or $Q$. Since the governing equations in the regions on the two sides of the free boundary are different, the analysis on the regularity and associated properties is pretty subtle and should be very careful.

5.1. Set up and existence in truncated domain. For any given $N > 0$, denote $\Omega_N = \Omega \cap \{(x_1, x_2) : \abs{x_1} < N\}$ and $g_N \in H^1(\Omega_N)$ satisfies

$$g_N = \begin{cases} 
0, & \text{if } (x_1, x_2) \in \Gamma_{0,N}, \\
Q, & \text{if } (x_1, x_2) \in \Gamma_{1,N}, \\
\bar{\varphi}_{h_1(\pm N) - h_0(\pm N)}(x_2 - h_0(\pm N)), & \text{if } x_1 = \pm N, x_2 \in (h_0(\pm N), h_1(\pm N)),
\end{cases}$$

(5.1)

where

$$\Gamma_{i,N} := \{(x_1, x_2) : x_2 = h_i,N(x_1), -N < x_1 < N\}, \quad i = 0, 1.$$  

(5.2)

Define

$$\mathcal{K}_N = \{\psi : \psi \in H^1(\Omega_N), \psi = g_N \text{ on } \partial \Omega_N\}$$

and

$$\mathcal{E}_N(\psi) = \int_{\Omega_N} \frac{\abs{\nabla \psi}^2}{2} + F(\psi) \, dx,$$

where $F$ is defined in (3.7).

**Lemma 5.1.** For any given $N > 0$, there exists a minimizer $\psi_N$ for the energy functional $\mathcal{E}_N$ over $\mathcal{K}_N$, i.e.,

$$\mathcal{E}_N(\psi_N) = \mathcal{I}_N := \inf_{\psi \in \mathcal{K}_N} \mathcal{E}_N(\psi) = \inf_{\psi \in \mathcal{K}_N} \int_{\Omega_N} \frac{\abs{\nabla \psi}^2}{2} + F(\psi) \, dx.$$

Furthermore, $\psi_N \in C^{1,\alpha_0}(\Omega_N)$ for some $\alpha_0 \in (0, 1)$ satisfies

$$0 \leq \psi_N(x) \leq Q \quad \text{for any } x \in \Omega_N.$$

**Proof.** The proof is divided into two steps.
Step 1. Existence. Clearly, for any \( \psi \in K_N, \mathcal{E}_N(\psi) \geq 0 \). Hence there exists a minimizing sequence \( \{ \psi_n^{(n)} \} \) such that \( \lim_{n \to \infty} \mathcal{E}_N(\psi_n^{(n)}) = I_N \). Note that
\[
\| \nabla \psi_n^{(n)} \|^2_{L^2(\Omega_N)} \leq 2I_N + 1.
\]
Since \( \psi_n^{(n)} = 0 \) on \( \Gamma_0 \cap \partial \Omega_N \), it follows from Poincaré inequality that
\[
\| \psi_n^{(n)} \|_{H^1(\Omega_N)} \leq C.
\]
Therefore, there exists a subsequence \( \{ \psi_{n_k}^{(n_k)} \} \) such that
\[
\psi_{n_k}^{(n_k)} \rightharpoonup \psi_N \text{ in } H^1(\Omega_N) \quad \text{and} \quad \psi_{n_k}^{(n_k)} \to \psi_N \text{ a.e. in } \Omega_N.
\]
This implies
\[
\mathcal{E}_N(\psi_N) \leq \liminf_{k \to \infty} \mathcal{E}_N(\psi_{n_k}^{(n_k)}).
\]
Thus \( \psi_N \) is the minimizer for \( \mathcal{E}_N \) over \( K_N \).

Step 2. Boundedness and regularity. Let \( \psi_{N,+} = \max\{\psi_N, 0\} \). Clearly, one has
\[
\mathcal{E}_N(\psi_{N,+}) \leq \mathcal{E}_N(\psi_N).
\]
Hence \( \mathcal{H}^2(\{\psi_N < 0\}) = 0 \), where \( \mathcal{H}^2 \) is the two-dimensional Hausdorff measure. This implies \( \psi_N \geq 0 \) in \( \Omega_N \). Similarly, one can prove that \( \psi_N \leq Q \) in \( \Omega_N \).

It follows from the standard regularity theory for the minimizer of variational solutions (cf. [33]) that there exists an \( \alpha_0 \in (0,1) \) such that \( \psi_N \in C^{1,\alpha_0}(\Omega_N) \). Hence the proof of the lemma is completed. \( \square \)

Lemma 5.2. If \( \psi_N \) is a minimizer of \( \mathcal{E}_N \) over \( K_N \), then for any \( \beta \in (0,1) \), \( \psi_N \in C^{2,\beta}(\Omega_N \cap \{x : 0 < \psi_N(x) < Q\}) \) and satisfies
\[
\Delta \psi_N = f(\psi_N) \quad \text{in} \quad \Omega_N \cap \{x : 0 < \psi_N(x) < Q\}.
\]
Furthermore, one has
\[
|\nabla \psi_N| = 0 \quad \text{on} \quad (\partial\{\psi_N > 0\} \cup \partial\{\psi_N < Q\}) \cap \Omega_N.
\]

Proof. The proof is divided into two steps.

Step 1. Euler-Lagrange equation. Since \( \psi_N \in C(\Omega_N) \), the set \( \{x : 0 < \psi_N(x) < Q\} \) is open in \( \Omega_N \). Given any point \( \bar{x} \in \Omega_N \cap \{x : 0 < \psi_N(x) < Q\} \), there exists a \( \delta > 0 \) such that \( B_\delta(\bar{x}) \subset \Omega_N \cap \{x : 0 < \psi_N(x) < Q\} \). For any \( \eta \in C^\infty_0(B_\delta(\bar{x})) \), denote
\[
L(\theta) = \int_{\Omega_N} \frac{|\nabla(\psi_N + \theta \eta)|^2}{2} + F(\psi_N + \theta \eta)dx.
\]
Therefore, there exists a $\theta_0 > 0$ such that $\psi_N + \theta \eta \in (0, Q)$ for $\theta \in (-\theta_0, \theta_0)$. Clearly, $L(\theta)$ achieves its minimum at $\theta = 0$. Therefore, one has

$$0 = L'(0) = \int_{\Omega_N} \nabla \psi_N \nabla \eta + f(\psi_N) \eta dx.$$  

This implies that $\psi_N$ solves the equation in (5.3) in $B_\delta(\bar{x})$. It follows from the regularity theory for the weak solution of the equation in (5.3) that $\psi_N \in C^{2,\beta}(\Omega_N \cap \{ x : 0 < \psi_N(x) < Q \})$ for any $\beta \in (0, 1)$.

**Step 2. Properties of the energy minimizer on the free boundaries.** Let $\eta \in C_0^\infty(\Omega_N; \mathbb{R}^2)$ and $\tau_\vartheta(x) := x + \vartheta \eta(x)$ for $\vartheta > 0$. If $|\vartheta|$ is sufficiently small, then $\tau_\vartheta$ is a diffeomorphism of $\Omega_N$. Let $\psi_N^\vartheta(y) := \psi_N(\tau_\vartheta^{-1}(y))$. Since $\psi_N^\vartheta \in K_N$ and $\psi_N$ is a minimizer, then

$$0 \leq E_N(\psi_N^\vartheta) - E_N(\psi_N)$$

$$= \int_{\Omega_N} \left( \frac{1}{2} |\nabla \psi_N(\nabla \tau_\vartheta)|_2^2 + F(\psi_N) \right) \det(\nabla \tau_\vartheta) - \int_{\Omega_N} \left( \frac{1}{2} |\nabla \psi_N|^2 + F(\psi_N) \right)$$

$$= \vartheta \int_{\Omega_N} \left( \frac{|\nabla \psi_N|^2}{2} + F(\psi_N) \right) \nabla \cdot \eta - \vartheta \int_{\Omega_N} \nabla \psi_N \nabla \eta \psi_N + o(\vartheta).$$

Dividing $\vartheta$ on both sides of (5.4) and passing to the limit $\vartheta \to 0$ yield

$$\int_{\Omega_N} \left( \frac{|\nabla \psi_N|^2}{2} + F(\psi_N) \right) \nabla \cdot \eta - \int_{\Omega_N} \nabla \psi_N \nabla \eta \nabla \psi_N = 0. \quad (5.5)$$

Note that

$$\left( \frac{|\nabla \psi_N|^2}{2} + F(\psi_N) \right) \nabla \cdot \eta = \nabla \cdot \left[ \left( \frac{|\nabla \psi_N|^2}{2} + F(\psi_N) \right) \eta \right] - \nabla \psi_N D^2 \psi_N \eta - f(\psi_N) \nabla \psi_N \cdot \eta$$

and

$$\nabla \psi_N \nabla \eta \nabla \psi_N + \nabla \psi_N D^2 \psi_N \eta = \nabla (\eta \cdot \nabla \psi_N) \cdot \nabla \psi_N.$$
where we have used the equation of $\psi_N$ in the open set $\{x : 0 < \psi_N(x) < Q\}$ to get the last equality. This finishes the proof of the lemma. $\square$

5.2. Monotonicity and uniqueness. In this subsection, we prove two important properties of energy minimizers: monotonicity in the vertical direction and uniqueness of the energy minimizer. The proof for the monotonicity of the energy minimizer is based on the shifting method and comparison for the associated energy of the shifted functions.

**Lemma 5.3.** If $\psi_N$ is an energy minimizer for $\mathcal{E}_N$ over $\mathcal{K}_N$, i.e., $\mathcal{E}_N(\psi_N) = \inf_{\phi \in \mathcal{K}_N} \mathcal{E}_N(\phi)$, then $\psi_N$ satisfies

$$\partial_{x_2} \psi_N \geq 0 \quad \text{in } \Omega_N.$$ 

**Proof.** Extend $\psi_N$ on the whole plane as follows

$$\tilde{\psi}_N(x_1, x_2) = \begin{cases} 
Q & \text{if } x_2 \geq h_1(x_1), \\
\psi_N(x_1, x_2) & \text{if } (x_1, x_2) \in \Omega_N, \\
0 & \text{if } x_2 \leq h_0(x_1). 
\end{cases} \tag{5.6}$$

For ease of notations, we still denote $\tilde{\psi}_N$ by $\psi_N$. For any $\tau \geq 0$, denote

$$\psi_N^\tau(x) = \psi_N(x_1, x_2 + \tau) \quad \text{and} \quad \Omega_N^\tau = \{(x_1, x_2) : (x_1, x_2 + \tau) \in \Omega_N\}.$$ 

Let $D^\tau = \Omega_N \cap \Omega_N^\tau$ (cf. Figure 5.1) and

$$\Psi^\tau(x) = \psi_N^\tau(x) - \psi_N(x) \quad \text{for any } x \in D^\tau.$$ 

To prove the lemma, it suffices to show that for any $\tau > 0$, one has

$$\Psi^\tau(x) \geq 0 \quad \text{for any } x \in D^\tau.$$ 

We prove this property by the contradiction argument. Suppose that there exists $\bar{\tau} > 0$ such that the set

$$U = \{x \in D^{\bar{\tau}} : \Psi^{\bar{\tau}}(x) < 0\} \tag{5.7}$$

is not empty. Since $\Psi^{\bar{\tau}}$ is a continuous function, $U$ must be an open set. Hence one has either $U = D^{\bar{\tau}}$ or $U \subsetneq D^{\bar{\tau}}$. In the following, we show that neither of these possibilities happens.

(i) If $U = D^{\bar{\tau}}$. Denote

$$\hat{x}_1 = \min\{x_1 : (x_1, x_2) \in \partial D^{\bar{\tau}}\}.$$
One can see that $\psi(\hat{x}) = 0$ and $0 < \psi_N^r(\hat{x}) \leq Q$ for $\hat{x} = (\hat{x}_1, \hat{x}_2) \in \partial D^r \cap \Gamma_0$. Indeed, if $\hat{x}_1 = -N$, then $\psi_N^r(\hat{x}) \in (0, Q)$ as described in Figure 5.1(a), and if $\hat{x}_1 > -N$, then $\psi_N^r(\hat{x}) = Q$ as described in Figure 5.1(b). Therefore, one has

$$\Psi_N^r(\hat{x}) > 0.$$  \hfill (5.8)

On the other hand, it follows from continuity that

$$\Psi_N^r(x) \leq 0 \quad \text{for any } x \in \overline{D^r}. \hfill (5.9)$$

This leads to a contradiction.

(ii) Suppose that $U \subsetneq D^r$, let $V$ be any connected component of $U$. Clearly, for $x \in \partial V \cap D^r$, one has $\Psi_N^r(x) = 0$. Furthermore, for $x \in \overline{D^r} \cap \{(x_1, x_2) : x_1 = -N \text{ or } N\}$, one has $\Psi_N^r(x) > 0$. Finally, for any $x \in \partial D^r \cap \{(x_1, x_2) : x_2 = h_1(x_1) - \tilde{\tau}\}$, one has

$$\Psi_N^r = \psi_N^r(x) - \psi_N(x) = Q - \psi_N(x) \geq 0.$$  

Similarly, for any $x \in \partial D^r \cap \{(x_1, x_2) : x_2 = h_0(x_1)\}$, one has

$$\Psi_N^r = \psi_N^r(x) - \psi_N(x) = \psi_N^r(x) - 0 \geq 0.$$  

This implies that

$$\Psi_N^r(x) = 0 \quad \text{on } \partial V$$

and

$$\partial V \cap \{(x_1, x_2) \in \overline{D^r} : x_1 = -N \text{ or } N\} = \emptyset.$$
Furthermore, we analyze the problem via the following three subcases.

Case (ii-1). Assume that
\[ \int_V \frac{\left| \nabla \psi \right|^2}{2} + F(\psi_N)\,dx < \int_V \frac{\left| \nabla \psi_N \right|^2}{2} + F(\psi_N)\,dx. \tag{5.10} \]

Define
\[ \psi_* = \begin{cases} \psi_N, & \text{in } V, \\ \psi, & \text{in } \Omega_N \setminus V. \end{cases} \]

Clearly, \( \psi_* \in K_N \) and \( \psi_* \) satisfies
\[ \int_{\Omega_N} \frac{\left| \nabla \psi_* \right|^2}{2} + F(\psi_*)\,dx < \int_{\Omega_N} \frac{\left| \nabla \psi_N \right|^2}{2} + F(\psi_N)\,dx. \]

This contradicts with the fact that \( \psi_N \) is an energy minimizer for \( E_N \) over \( K_N \).

Case (ii-2). If
\[ \int_V \frac{\left| \nabla \psi_N \right|^2}{2} + F(\psi_N)\,dx < \int_V \frac{\left| \nabla \psi^\tau_N \right|^2}{2} + F(\psi_N^\tau)\,dx. \tag{5.11} \]

Let \( g^\tau_N(x_1, x_2) = g_N(x_1, x_2 + \tau) \). Clearly, one has \( g^\tau_N \in H^1(\Omega^\tau_N) \). Let \( K^\tau_N \) and \( E^\tau_N \) be the associated admissible set and energy functional on \( \Omega^\tau_N \), respectively. More precisely, define
\[ K^\tau_N = \{ \psi : \psi \in H^1(\Omega^\tau_N), \psi = g^\tau_N \text{ on } \partial\Omega^\tau_N \} \tag{5.12} \]

and
\[ E^\tau_N(\psi) = \int_{\Omega^\tau_N} \frac{\left| \nabla \psi \right|^2}{2} + F(\psi)\,dx. \tag{5.13} \]

It is easy to see that \( \psi^\tau_N \) is an energy minimizer for \( E^\tau_N \) over \( K^\tau_N \).

Define
\[ \psi^{**} = \begin{cases} \psi_N, & \text{in } V, \\ \psi^\tau_N, & \text{in } \Omega^\tau_N \setminus V. \end{cases} \]

Clearly, \( \psi^{**} \in K^\tau_N \) and \( \psi^{**} \) satisfies
\[ \int_{\Omega^\tau_N} \frac{\left| \nabla \psi^{**} \right|^2}{2} + F(\psi^{**})\,dx < \int_{\Omega^\tau_N} \frac{\left| \nabla \psi^\tau_N \right|^2}{2} + F(\psi^\tau_N)\,dx. \]

This contradicts with the fact that \( \psi^\tau_N \) is an energy minimizer for \( E^\tau_N \) over \( K^\tau_N \). Hence (5.11) cannot happen either.

Case (ii-3). We assume that
\[ \int_V \frac{\left| \nabla \psi^\tau_N \right|^2}{2} + F(\psi^\tau_N)\,dx = \int_V \frac{\left| \nabla \psi_N \right|^2}{2} + F(\psi_N)\,dx. \tag{5.14} \]
One can see that the complement of \( V \) in \( \mathbb{R}^2 \) has a unique unbounded connected component \( A \). Let \( \Sigma = \partial A \cap D^r \) and \( \mathcal{O} = \mathbb{R}^2 \setminus A \) (cf. Figure 5.2).

\[
\begin{align*}
\psi_N = \psi_N^r &\neq 0 \text{ and } Q \text{ on } \Sigma. \\
\text{If } \psi_N &\equiv Q \text{ on } \Sigma, \text{ define} \\
\hat{\psi} &= \begin{cases} 
Q, & \text{in } \mathcal{O}, \\
\psi_N, & \text{in } \Omega_N \setminus \mathcal{O}.
\end{cases}
\end{align*}
\]

One can obtain that \( \hat{\psi} \in \mathcal{K}_N \) and

\[
\int_{\Omega_N} \frac{\left| \nabla \hat{\psi} \right|^2}{2} + F(\hat{\psi})d\mathbf{x} \leq \int_{\Omega_N} \frac{\left| \nabla \psi_N \right|^2}{2} + F(\psi_N)d\mathbf{x}. 
\]
The equality in (5.16) holds if and only if $\psi_N \equiv Q$ in $O$. In fact, if $\psi_N \equiv Q$ in $O$, this yields that $0 \neq \psi_N^\tau < Q$ in $V$ and leads to a contradiction. Hence the strictly inequality must hold, i.e.

$$\int_{\Omega_N} \frac{|\nabla \hat{\psi}|^2}{2} + F(\hat{\psi})dx < \int_{\Omega_N} \frac{|\nabla \psi_N|^2}{2} + F(\psi_N)dx.$$

This also leads to a contradiction with the fact that $\psi_N$ is an energy minimizer for $E_N$ over $\mathcal{K}_N$. Therefore, (5.15) holds. Similarly, one can prove that $\psi_N^\tau \neq 0$ on $\Sigma$. Thus, there exists an $\bar{x} \in \Sigma$ such that $0 < \psi_N(\bar{x}) = \psi_N^\tau(\bar{x}) < Q$. Therefore, in a neighborhood of $\bar{x}$, $B_\epsilon(\bar{x}) = \{x : |x - \bar{x}| < \epsilon\}$, one has

$$\begin{cases}
\Delta \Psi^\tau(x) = c(x)\Psi^\tau(x), & \text{in } B_\epsilon(\bar{x}) \cap V, \\
\Psi^\tau(x) < 0, & \text{in } B_\epsilon(\bar{x}) \cap V, \\
\Psi^\tau(\bar{x}) = 0,
\end{cases}$$

(5.17)

where

$$c(x) = \frac{f(\psi_N^\tau(x)) - f(\psi_N(x))}{\psi_N^\tau(x) - \psi_N(x)}.$$

It follows from Hopf lemma ([27]) that one has

$$\frac{\partial \Psi^\tau}{\partial \nu}(\bar{x}) > 0,$$

(5.18)

where $\nu$ is unit out normal at $\bar{x}$ to the domain $B_\epsilon(\bar{x}) \cap V$. Define

$$\tilde{\psi} = \begin{cases}
\psi_N^\tau, & \text{in } V, \\
\psi_N, & \text{in } \Omega_N \setminus V.
\end{cases}$$

It follows from (5.14) that $\tilde{\psi}$ is also an energy minimizer for $E_N$ over $\mathcal{K}_N$. Note that $\tilde{\psi}(\bar{x}) \in (0, Q)$. It follows from the standard regularity theory for variational problems (cf. [33]) that there exists an $\alpha_0 > 0$ such that $\tilde{\psi} \in C^{1,\alpha_0}_{\text{loc}}(\{0 < \psi_N < Q\} \cap \Omega_N)$. More precisely, $\tilde{\psi}$ must be smooth in the neighborhood of $\bar{x}$. However, (5.26) implies that $\tilde{\psi}$ is not smooth in the neighborhood of $\bar{x}$. This leads to a contradiction.

Therefore, for any $\tau > 0$, one has

$$\Psi^\tau(x) \geq 0 \text{ for any } x \in D^\tau,$$

which implies

$$\partial_{x_2} \psi_N \geq 0 \text{ in } \Omega_N.$$

This completes the proof of the lemma. \hfill $\square$
Applying the ideas developed in the proof of Lemma 5.3, we can prove the following uniqueness results.

**Lemma 5.4.** Suppose that $\psi_{N,1}$ and $\psi_{N,2}$ are two energy minimizers for $E_N$ over $K_N$. Then $\psi_{N,1} \equiv \psi_{N,2}$ in $\Omega_N$.

**Proof.** The proof is quite similar to that for Lemma 5.3. For $i = 1, 2$, define

$$
\tilde{\psi}_{N,i}(x_1, x_2) = \begin{cases} 
Q & \text{if } x_2 \geq h_1(x_1), \\
\psi_{N,i}(x_1, x_2) & \text{if } (x_1, x_2) \in \Omega_N, \\
0 & \text{if } x_2 \leq h_0(x_1).
\end{cases}
$$

(5.19)

For ease of notations, we still denote $\tilde{\psi}_{N,i}$ by $\psi_{N,i}$.

For any $\tau > 0$, denote

$$
\psi^\tau_{N,1}(x) = \psi_{N,1}(x_1, x_2 + \tau) \quad \text{and} \quad \psi^\tau_{N,2}(x) = \psi_{N,2}(x_1, x_2 + \tau).
$$

Let

$$
\Omega^\tau_N = \{(x_1, x_2) : (x_1, x_2 + \tau) \in \Omega_N\} \quad \text{and} \quad D^\tau = \Omega_N \cap \Omega^\tau_N,
$$

(5.20)

and define

$$
\Phi^\tau(x) = \psi^\tau_{N,1}(x) - \psi^\tau_{N,2}(x) \quad \text{and} \quad \tilde{\Phi}^\tau(x) = \psi^\tau_{N,2}(x) - \psi^\tau_{N,1}(x) \quad \text{for any } x \in D^\tau.
$$

We show that for any $\tau > 0$, one has

$$
\Phi^\tau(x) \geq 0 \quad \text{and} \quad \tilde{\Phi}^\tau(x) \geq 0 \quad \text{for any } x \in D^\tau.
$$

(5.21)

This implies $\psi_{N,1}(x) \geq \psi_{N,2}(x)$ and $\psi_{N,2}(x) \geq \psi_{N,1}(x)$ in $\Omega_N$.

Thus, one has

$$
\psi_{N,1}(x) \equiv \psi_{N,2}(x) \quad \text{in } \Omega_N,
$$

which implies the uniqueness of the energy minimizer.

In the following, we prove $\Phi^\tau(x) \geq 0$ for any $x \in D^\tau$ by the contradiction argument. The proof for $\tilde{\Phi}^\tau(x) \geq 0$ for any $x \in D^\tau$ is similar. Suppose that there exists $\bar{\tau} > 0$ such that the set $U = \{x \in D^\tau : \Phi^\tau(x) < 0\}$ is not empty. Since $\Phi^\tau$ is a continuous function, $U$ must be an open set. Hence one has either $U = D^\tau$ or $U \subseteq D^\tau$. Next, we show that neither of these possibilities happens.

(i) If $U = D^\tau$. Denote

$$
\hat{x}_1 = \min\{x_1 : (x_1, x_2) \in \partial D^\tau\}.
$$
One can see that $\psi_{N,2}(\hat{x}) = 0$ and $0 < \psi^\tau_{N,1}(\hat{x}) \leq Q$ for $\hat{x} = (\hat{x}_1, \hat{x}_2) \in \partial D^\tau \cap \Gamma_0$. Therefore, one has $\Phi^\tau(\hat{x}) > 0$. On the other hand, it follows from continuity that $\Phi^\tau(x) \leq 0$ for any $x \in \overline{D}^\tau$ which leads to a contradiction.

(ii) Suppose that $U \subset \subset D^\tau$, let $V$ be any connected component of $U$. It follows from the argument in Lemma 5.3 that

$$\Phi^\tau(x) = 0 \quad \text{on} \quad \partial V$$

and

$$\partial V \cap \{(x_1, x_2) \in \overline{D}^\tau : x_1 = -N \text{ or } N\} = \emptyset. \text{(cf. Figure 5.3)}$$

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure5.3}
\caption{The region $V$ in the intersection domain}
\end{figure}

Similarly, we analyze the problem via the comparison for the associated energies of the shifted functions.

Case (ii-1). Assume that

$$\int_V \frac{|\nabla \psi^\tau_{N,1}|^2}{2} + F(\psi^\tau_{N,1}) \, dx \leq \int_V \frac{|\nabla \psi^\tau_{N,2}|^2}{2} + F(\psi^\tau_{N,2}) \, dx. \quad (5.22)$$

Define
\[
\psi^* = \begin{cases} 
\psi_{N,1}^*, & \text{in } V, \\
\psi_{N,2}, & \text{in } \Omega_N \setminus V.
\end{cases}
\]
Clearly, \(\psi^* \in \mathcal{K}_N\) and \(\psi^*\) satisfies
\[
\int_{\Omega_N} \frac{|\nabla \psi^*|^2}{2} + F(\psi^*) \, dx < \int_{\Omega_N} \frac{|\nabla \psi_{N,1}^*|^2}{2} + F(\psi_{N,1}) \, dx.
\]
This contradicts with the fact that \(\psi_{N,2}\) is an energy minimizer for \(\mathcal{E}_N\) over \(\mathcal{K}_N\).

\textit{Case (ii-2).} If
\[
\int_V \frac{|
abla \psi_{N,2}^*|^2}{2} + F(\psi_{N,2}^*) \, dx < \int_V \frac{|
abla \psi_{N,1}^*|^2}{2} + F(\psi_{N,1}^*) \, dx.
\] (5.23)
Define
\[
\psi^{**} = \begin{cases} 
\psi_{N,2}, & \text{in } V, \\
\psi_{r,1}^*, & \text{in } \Omega_N^r \setminus V.
\end{cases}
\]
Clearly, \(\psi^{**} \in \mathcal{K}_N^r\) and \(\psi^{**}\) satisfies
\[
\int_{\Omega_N^r} \frac{|
abla \psi^{**}|^2}{2} + F(\psi^{**}) \, dx < \int_{\Omega_N^r} \frac{|
abla \psi_{r,1}^*|^2}{2} + F(\psi_{r,1}) \, dx.
\]
This contradicts with the fact that \(\psi_{r,1}^*\) is an energy minimizer for \(\mathcal{E}_N\) over \(\mathcal{K}_N^r\). Here \(\mathcal{E}_N^r\) and \(\mathcal{K}_N^r\) are defined in (5.12) and (5.13). This implies (5.23) cannot happen.

\textit{Case (ii-3).} We assume that
\[
\int_V \frac{|
abla \psi_{N,2}^*|^2}{2} + F(\psi_{N,2}^*) \, dx = \int_V \frac{|
abla \psi_{N,1}^*|^2}{2} + F(\psi_{N,1}^*) \, dx.
\] (5.24)
Note that the complement of \(V\) in \(\mathbb{R}^2\) has a unique unbounded connected component \(A\). Let \(\Sigma = \partial A \cap \mathcal{D}^\varphi\). Using the same argument in Lemma 5.3 that there exists an \(\bar{x} \in \Sigma\) such that \(0 < \psi_{N,2}(\bar{x}) = \psi_{N,1}(\bar{x}) < Q\). Therefore, one has
\[
\begin{cases} 
\Delta \Phi^\varphi(x) = c(x) \Phi^\varphi(x), & \text{in } B_c(\bar{x}) \cap V, \\
\Phi^\varphi(x) < 0, & \text{in } B_c(\bar{x}) \cap V, \\
\Phi^\varphi(\bar{x}) = 0,
\end{cases}
\] (5.25)
where
\[
c(x) = \frac{f(\psi_{N,1}^*) - f(\psi_{N,2})}{\psi_{N,1}^* - \psi_{N,2}}.
\]
It follows from Hopf lemma (27) that one has
\[
\frac{\partial \Phi^\varphi}{\partial \nu}(\bar{x}) > 0,
\] (5.26)
where $\nu$ is unit out normal at $\bar{x}$ to the domain $B_{\epsilon}(\bar{x}) \cap V$. Define

$$\hat{\psi}(x) = \begin{cases} \psi_{N,2}(x), & \text{if } x \in \Omega_N \setminus V; \\ \psi_{N,1}(x), & \text{if } x \in V. \end{cases}$$

It follows from (5.24) that $\hat{\psi}$ is also an energy minimizer for $E_N$ over $\mathcal{K}_N$. Combining the standard regularity theory for variational problems (cf. [33]) and the fact that $\hat{\psi}(\bar{x}) \in (0,Q)$ yields $\hat{\psi}$ must be smooth in the neighborhood of $\bar{x}$. However, (5.26) implies that $\hat{\psi}$ is not smooth in the neighborhood of $\bar{x}$. This leads to a contradiction. This completes the proof of the lemma.

5.3. **Regularity of the boundary of stagnation region (the free boundary).** In this subsection, we prove the regularity of the boundary of stagnation region when the set of stagnation points is not empty. In the next subsection, we prove the existence of stagnation points when the boundary of nozzle satisfies certain geometric conditions.

In fact, the boundary of stagnation region can be regarded as an obstacle type free boundary. In order to prove its regularity, we first establish uniform $C^{1,1}$ local regularity of the energy minimizer in the truncated domain $\Omega_N$. With the aid of this regularity result, we prove that the boundary of non-stagnant region is $C^1$. The key point is to use the sliding method to derive some monotonicity property which helps to show the positive density of the coincidence set. This, together with the analysis near the touching points between the free and fixed boundary, yields global regularity of the boundary of non-stagnant region. It should be remarked that in general $C^1$-regularity is the optimal smoothness near the touching points of the free boundary and the fixed boundary. In fact, there are examples of optimality, in the sense that the free boundary can not be $C^{1,Dini}$ at the touching point; see [52]. We also show that the boundary of stagnation region away from the solid boundary can have better regularity and belong to $C^{1,\beta}_{loc}$ for some $\beta > 0$.

It follows from Lemma 5.3 that one knows $\partial_{x_2} \psi_N \geq 0$ in $\Omega_N$. For any $x_1 \in (-N,N)$, define

$$\tilde{h}_{0,N}(x_1) := \sup\{x_2 : \psi_N(x_1,x_2) = 0, x_2 \in [h_0(x_1), h_1(x_1)]\}$$

and

$$\tilde{h}_{1,N}(x_1) := \inf\{x_2 : \psi_N(x_1,x_2) = Q, x_2 \in [h_0(x_1), h_1(x_1)]\}.$$  

(5.27)

(5.28)

Denote

$$\tilde{\Omega}_N = \{(x_1,x_2) : \tilde{h}_{0,N}(x_1) < x_2 < \tilde{h}_{1,N}(x_1), -N < x_1 < N\}, \quad \Omega^\ast_N = \Omega_N \setminus \tilde{\Omega}_N.$$
and
\[ \tilde{\Gamma}_{0,N} = \partial \tilde{\Omega}_N \cap \{ x : \psi(x) = 0 \}, \quad \tilde{\Gamma}_{1,N} = \partial \tilde{\Omega}_N \cap \{ x : \psi(x) = Q \}, \quad \tilde{\Gamma}_{i,N} = \tilde{\Gamma}_{i,N} \setminus \Gamma_i \text{ for } i = 0, 1. \]

Note that \( \Omega_N \setminus \tilde{\Omega}_N \) is the stagnation region and \( \tilde{\Gamma}_{i,N} \) forms the boundary of stagnation region, which is indeed a free boundary of obstacle type. In the next subsection, we show that \( \Omega_N \setminus \tilde{\Omega}_N \) is not empty when \( h_i \) satisfies certain conditions. The main goal of this subsection is to study the regularity of \( \partial \tilde{\Omega}_N \) when \( \Omega_N \setminus \tilde{\Omega}_N \) is not an empty set. Note that the free boundary \( \tilde{\Gamma}_{i,N} \) \( (i = 0, 1) \) may well touch the corresponding fixed boundary \( \Gamma_{i,N} \) \( (i = 0, 1) \) at some points, and may cease to exist for certain \( x_1 \)-intervals, see Figure 5.4. Hence one of the major difficulties is to prove the global regularity of \( \tilde{\Gamma}_{i,N} \), which gives the behavior in the neighborhood of the intersection points of \( \Gamma_i \) and \( \tilde{\Gamma}_{i,N} \).

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure5.4.png}
\caption{The free boundaries \( \tilde{\Gamma}_{0,N} \) and \( \tilde{\Gamma}_{1,N} \)}
\end{figure}

In order to prove the regularity of \( \tilde{\Gamma}_{i,N} \) \( (i = 0, 1) \), we investigate the optimal regularity of the function \( \psi_N \) when the free boundary \( \tilde{\Gamma}_{i,N} \) is present; if \( \tilde{\Gamma}_{i,N} = \emptyset \), then \( \tilde{h}_{i,N} = h_{i,N} \). Since the stream function satisfies the free boundary problem
\[
\begin{aligned}
\Delta \psi_N &= f(\psi_N)\chi_{\{0 < \psi_N < Q\}} \quad \text{in } \Omega_N, \\
\psi_N &= g_N \quad \text{on } \partial \Omega_N,
\end{aligned}
\]
where \( f \in C^{1/2}([0, Q]) \cap C^\infty((0, Q)) \) is shown in Proposition 2.1, we are dealing with an obstacle problem of semilinear type.

By uniform continuity of \( \psi_N \) over the nozzle, we know that the free boundaries \( \tilde{\Gamma}_{0,N} \) and \( \tilde{\Gamma}_{1,N} \) are uniformly away from each other, by a distance \( 2r_0 \) for some \( r_0 > 0 \).
Note that the analysis for $\tilde{\Gamma}_{0,N}$ is almost the same as that for $\tilde{\Gamma}_{1,N}$. Hence in the rest of this subsection, we focus on the analysis on $\tilde{\Gamma}_{0,N}$. Recall that close to $\tilde{\Gamma}_{0,N}$ we have the following free boundary problem for $\psi_N$

$$\Delta \psi_N = f(\psi_N)\chi_{\{\psi_N > 0\}} = 6Q(1 - 2\kappa(\psi_N))\chi_{\{\psi_N > 0\}}. \tag{5.30}$$

The classical regularity theory for elliptic equations implies that $\psi_N \in C^{1,\alpha}_{\text{loc}}(\Omega_N)$ for some $\alpha \in (0,1)$. Nevertheless, since we deal with a free boundary problem, we can prove a stronger result.

**Proposition 5.5.** There exists a universal constant $C_0$ (independent of $N$) such that

$$|D^2\psi_N| \leq C_0 \quad \text{in } K \cap \Omega_N,$$

for any compact set $K$ in $\mathbb{R}^2$.

For $C^{3,\alpha}$ boundary $\Gamma_i$, the uniform $W^{2,\infty} \cap C^{1,1}$ regularity of solutions was proved in [30,41]. Such an estimate can also be achieved when the regularity of the fixed boundary was relaxed to $C^{2,\alpha}$ in [47].

For the analysis of the free boundary regularity up to the fixed boundary (the boundary of nozzle) there seems no need to require $C^{2,\alpha}$ regularity for the fixed boundary. Indeed, we shall prove below, using blow-up techniques, that $C^{1,\text{Dini}}$ boundaries give rise to quadratic decay for solutions to our problem toward any free boundary point on the fixed one.

The proof of Proposition 5.5 relies crucially on the following quadratic growth property of the solutions.

**Lemma 5.6.** For $N \geq 2$, assume $\Gamma_{0,N}$ is at least uniformly $C^{1,\text{Dini}}$. Then there is a universal constant $C > 0$ (independent of $N$) such that for any $z \in \tilde{\Gamma}_{0,N} \cap \overline{\Omega}_{N-1}$ we have

$$\psi_N(x) \leq C|x - z|^2 \quad \text{for any } x \in \Omega_N. \tag{5.31}$$

A similar conclusion holds for $z \in \tilde{\Gamma}_{1,N} \cap \overline{\Omega}_{N-1}$, where the estimate now becomes

$$Q - \psi_N(x) \leq C|x - z|^2 \quad \text{for any } x \in \Omega_N. \tag{5.32}$$

In Lemma 5.6, we take $z$ in a smaller domain $\Omega_{N-1}$ to avoid the lateral boundary of $\Omega_N$. Note that the $C^{1,\text{Dini}}$ assumption is needed to assure the uniform $C^1$-regularity of the solutions up the fixed boundary.

**Proof.** As the proofs of both estimates are similar, we only prove the estimate (5.31).
By elliptic regularity theory, the solutions \( \{\psi_N\} \) are uniformly \( C^{1,\alpha}(\overline{\Omega_{N-1}}) \). For \( 0 < r < 1/10 \), define

\[
S_r(\psi_N, z) = \sup_{B_r(z)} \psi_N.
\]

We aim to prove \( S_r(\psi_N, z) \leq C_0 r^2 \) for a universal \( C_0 > 0 \).

Suppose towards a contradiction this fails. That is for any positive integer \( j \), there is a sequence \( \psi_{Nj} \) solving (5.29), a free boundary point \( z^j \), and radius \( r_j \) satisfying

\[
S_{r_j}(\psi_{Nj}, z^j) \leq j r_j^2 \text{ for any } r \geq r_j, \quad \text{and} \quad S_{r_j}(\psi_{Nj}, z^j) = j r_j^2.
\]

Define

\[
\psi_{Nj}^\#: x := \frac{\psi_{Nj}(r_jx + z^j)}{j r_j^2} \quad \text{and} \quad \Omega_{Nj}^\# := \frac{1}{r_j} (\Omega_N - z^j) = \left\{ \frac{x - z^j}{r_j} : x \in \Omega_N \right\}.
\]

Note that

\[
|\Delta \psi_{Nj}^\#| \leq \frac{C}{j} \text{ in } \Omega_{Nj}^\#, \quad \sup_{B_1 \cap \Omega_{Nj}^\#} \psi_{Nj}^\# = 1, \quad \text{and} \quad \sup_{B_2 \cap \Omega_{Nj}^\#} \psi_{Nj}^\# \leq 4.
\]

We consider three separate case. For a subsequence of \( \{z^j\} \) (labeled again as \( z^j \)), one of the following cases must hold.

1) \( z^j \in \overline{\Gamma_{0,N} \cap \Gamma_{0,N-1}} \).
2) \( z^j \in \overline{\Gamma_{0,N} \cap \Omega_{N-1}} \), and \( \text{dist}(z^j, \overline{\Gamma_{0,N} \cap \Gamma_{0,N}}) = o(r_j) \).
3) \( z^j \in \overline{\Gamma_{0,N} \cap \Omega_{N-1}} \), and \( \text{dist}(z^j, \overline{\Gamma_{0,N} \cap \Gamma_{0,N}}) > c_0 r_j \) (for some \( c_0 > 0 \)).

To prove cases 1) and 2), we note further that (after a suitable rotation)

\[
B_1 \cap \Omega_{Nj}^\# \rightarrow B_1 \cap \{x_2 > 0\},
\]

since \( \partial \Omega_{Nj} \) is (uniformly) \( C^{1,\text{Dini}} \) and thus has a normal and a tangent plane.

A crucial further property is that \( \psi_{Nj}^\# \) are uniformly \( C^1 \) up to the boundary of the nozzle, and hence the convergence is uniformly in \( C^1 \) in the closure of the varying/scaled domain, \( B_1 \cap \Omega_{Nj}^\# \). Therefore, the limit function \( \psi_0 \) (after a suitable subsequence) satisfies

\[
\Delta \psi_0 = 0, \quad \psi_0 \geq 0 \text{ in } B_1 \cap \{x_2 > 0\},
\]

\[
\psi_0 = 0 \text{ on } B_1 \cap \{x_2 = 0\},
\]

\[
\sup_{B_1 \cap \{x_2 > 0\}} \psi_0 = 1, \quad \sup_{B_2 \cap \{x_2 > 0\}} \psi_0 \leq 4, \quad \nabla \psi_0(0) = 0,
\]

where the latter follows from uniform \( C^{1,\text{Dini}} \) regularity and that \( \nabla \psi_{Nj}^\#(0) = 0 \), as \( \{z^j\} \) are free boundary points. This leads to contradiction with Hopf’s boundary point lemma (see 39). Hence the lemma is proved in cases 1) and 2).
In case 3) the same argument leads us to an interior point, such that \( \Delta \psi_0 = 0 \) in \( B_{c_0}(0) \), and it takes a local minimum at the origin. This also contradicts to the local minimum principle and finishes the proof of the lemma. \( \square \)

Now we are ready to prove Proposition 5.5.

**Proof of Proposition 5.5.** Let \( y \in \Omega_{N-1} \) be such that \( 0 < \psi_N(y) < Q \), and \( z \in (\tilde{\Gamma}_{0,N} \cup \tilde{\Gamma}_{1,N}) \cap \Omega_N \) be the closest point to \( y \). We may assume, \( \psi_N(z) = 0 \) (i.e., \( z \in \tilde{\Gamma}_{0,N} \cap \Omega_N \)), as the other case is treated similarly. Set \( r_y = |y - z| \),

\[
\psi^b_N(x) = \frac{\psi_N(r_y x + y)}{r_y^2} \quad \text{and} \quad \Omega^b_N = \frac{1}{r_y}(\Omega_N - y).
\]

It follows from Lemma 5.6 that \( \psi^b_N \) is bounded in \( B_1(0) \) and satisfies a scaled free boundary equation in the scaled domain. We observe that in \( B_{1/2} \) there are no more free boundary points, and the boundary \( \partial \Omega^b_N \) is \( C^{2,\alpha} \).

Since \( f \in C^{1/2}([0,Q]) \cap C^\infty((0,Q)) \) and \( \psi_N \in C^{1,\alpha}(\Omega_N) \) for some \( \alpha \in (0,1) \), one has \( f^b(x) := f(\psi_N(x)) \in C^{\alpha/2}(\Omega_N) \). From this and that \( \Delta \psi^b_N = f^b \) in \( \Omega^b_N \), we can invoke elliptic regularity theory to conclude \( \psi^b_N \) is \( C^2 \) in \( B_1(0) \cap \Omega^b_N \). More precisely,

\[
|D^2 \psi_N(y)| = |D^2 \psi^b_N(0)| \leq C_0
\]

for a universal constant \( C_0 \). This completes the proof of Proposition 5.5. \( \square \)

Furthermore, we have the following lemma on the nondegeneracy of free boundary.

**Lemma 5.7.** Let \( \psi_N \) be a solution of (5.30). Then for any \( x_0 \in \tilde{\Gamma}_{0,N} \cap \Omega_{N-1} \), there exists a constant \( c \) such that

\[
\sup_{B_r(x_0)} \psi_N \geq cr^2 > 0 \quad \text{(5.33)}
\]

provided \( B_r(x_0) \subset \Omega_{N-1} \cap \{(x_1, x_2) : x_2 < \frac{1}{2}\} \).

**Proof.** The proof is same as the proof for the classical obstacle problem. Please refer to [12]. \( \square \)

In order to study the regularity of \( \tilde{\Gamma}_{i,N} \) (\( i = 0, 1 \)), we first prove the following lemma on the continuity of \( \tilde{h}_{i,N} \) (\( i = 0, 1 \)).

**Lemma 5.8.** Assume \( \Gamma_{i,N} \) (\( i = 0, 1 \)) is at least uniformly \( C^{1,\text{Dini}} \). The functions \( x_2 = \tilde{h}_{i,N}(x_1) \) (\( i = 0, 1 \)) are continuous.
Proof. We consider the problem only for \( \tilde{\theta}_{0,N} \), as the case for \( \tilde{\theta}_{1,N} \) is similar. Suppose that \( \psi_N = 0 \) on a line segment

\[
L := \{(x_1^*, x_2) : x_2 < x_2 < \bar{x}_2\}.
\]

Set \( x_2^* = (x_2 + \bar{x}_2)/2, x^* = (x_1^*, x_2^*) \), and consider two cases:

1. There exists a \( r > 0 \) such that \( \psi_N > 0 \) in at least one of the sets

\[
U_r^\pm := B_r(x^*) \cap \{ \pm(x_1 - x_1^*) > 0 \}.
\]

2. For each \( r > 0 \) (small) case (1) does not hold.

In case (1) define \( W(x_1, x_2) := \psi_N(x_1, x_2) - \psi_N(x_1, x_2 - \tau) \), and for definiteness assume \( \psi_N > 0 \) in \( U^- \). Then there exist a sufficiently small \( \tau > 0 \) such that

\[
\begin{cases}
\Delta W(x) = 12Q(\kappa(\psi_N(x_1, x_2 - \tau)) - \kappa(\psi_N(x))) \leq 0, & \text{in } U_r^-; \\
W(x) \geq 0, & \text{in } U_r^-; \\
W(x^*) = 0,
\end{cases}
\]

where the non-negativity of \( W \) follows from the monotonicity of \( \psi_N \) in direction \( x_2 \), see Lemma 5.3. It follows from Hopf’s lemma ([27, 39]) that \( \partial_{x_1} W(x^*) < 0 \). On the other hand

\[
0 = \partial_{x_1} \psi_N(x^*) - \partial_{x_1} \psi_N(x_1^*, x_2^* - \tau) = \partial_{x_1} W(x^*) < 0,
\]

which is a contradiction with \( \nabla \psi_N(x^*) = 0 \). This implies that \( x_2 = \tilde{\theta}_{0,N}(x_1) \) has no jump discontinuity, in case (1).

In case (2), we consider the solution only in \( B_{r_0}(x^*) \) for some small enough \( r_0 \), and redefine it by setting \( \tilde{\psi}_N := \psi_N|_{U_{r_0}^+} \) in \( B_{r_0}(x^*) \). Since \( \psi_N = |\nabla \psi_N| = 0 \) on the line segment \( L \), we must have that \( \tilde{\psi}_N \) solves the same local obstacle problem in \( B_{r_0}(x^*) \), with \( U_{r_0}^+ \subset \{ \tilde{\psi}_N = 0 \} \). Invoking the assumption that for each \( r_j > 0 \), \( U_{r_j}^- \) contains free boundary points, \( z_j \in \tilde{\Gamma}_{0,N} \), we may scale \( \tilde{\psi}_N \) at \( z^j \) with distance \( t_j = x_1^* - z_1^j > 0 \), and define

\[
\tilde{\psi}_{N,j}^\pm = \frac{\tilde{\psi}_N(t_j x + z^j)}{t_j^2}.
\]

Since \( z_j \in \tilde{\Gamma}_{0,N} \) we must have \( (0, 0) \in \frac{1}{t_j}(\tilde{\Gamma}_{0,N} - z^j) \), and hence \( \tilde{\psi}_{N,j}(0, 0) = 0 \).

By standard free boundary regularity and non-degeneracy [13, Sections 2.1 and 3.1] we have \( \tilde{\psi}_{N,j} \) converges to a global solution \( \psi_0 \) in the entire plane. Using the fact that \( U_{r_0}^+ \subset \{ \tilde{\psi}_N = 0 \} \) we must have

\[
\{ \psi_0 = 0 \} \supset \lim_{j} \frac{1}{t_j} (U_{r_0}^+ - z^j) = \{ x_1 \geq 1 \}, \quad \text{and} \quad \psi_0(0, 0) = 0.
\]
By the classification of global solutions of the obstacle problem (see [48, Section 5.1]) we know that $\psi_0$ is one dimensional. Consequently $\psi_0(x) = 3Q(\max(1 - x_1, 0))^2$ and therefore it cannot be zero at $(0,0)$. This contradiction implies that $x_2 = \tilde{h}_{0,N}(x_1)$ cannot be discontinuous as stated in case (2).

The proof of the lemma is now completed. \hfill \Box

As long as Proposition 5.5 is at our disposal, we can delve into examining the local regularity of the free boundary. It’s worth noting that the analysis takes a slightly different course since the free boundary may come into contact with the fixed boundary $\partial \Omega_N$. In order to use the theory for free boundary problem achieved in the last several decades, we need to lay some groundwork to tailor these findings to our specific situation.

Caffarelli’s groundbreaking work [11] asserts that the free boundary is $C^1$ within the interior of $\Omega_N$ and close to points where the coincidence set $\psi_N = 0$ (similarly $\psi_N = Q$) possesses a positive volume density. Additionally, the classical obstacle problem can give rise to singular points along the free boundary [50, 51]. However, our problem possesses unique characteristics that supply additional information to help prevent the occurrence of singular points.

In order to prove positive volume density of the coincidence set for interior free boundary points, we may use the geometry of the nozzle and boundary values, that allows us to apply the well-known sliding method to compare the solutions with a translated version of the solution, and derive monotonicity properties for the solution in directions close to $e_2 = (0,1)$. More precisely, we have the following lemma.

**Lemma 5.9.** There exists a $\sigma > 0$ such that if $|e - e_2| < \sigma$, one has

$$\partial_e \psi_N \geq 0 \quad \text{in} \quad \Omega_N. \quad (5.34)$$

**Proof.** Extend $\psi_N$ as follows

$$\tilde{\psi}_N(x_1, x_2) = \begin{cases} 
  Q & \text{if } x_2 \geq h_1(x_1), \\
  \psi_N(x_1, x_2) & \text{if } (x_1, x_2) \in \Omega_N, \\
  0 & \text{if } x_2 \leq h_0(x_1).
\end{cases} \quad (5.35)$$

For simplicity, we still denote it by $\psi_N$. We denote by $\psi_{N,e,t}(x) = \psi_N(x + te)$ for $e = (e_1, e_2)$ satisfying $|e - e_2| < \sigma$, and such that the graph $\{x_2 = h_{i,N}(x_1)\}$ does not touch $\{x_2 = h_{i,N}(x_1 + te_1)\}$, $i = 0, 1$ for $t > 0$. Let

$$\Omega_{N,e} = \{x : x + te \in \Omega_N\}.$$
Clearly, $\psi_{N,e,t}$ solves the same problem in $\Omega^t_{N,e}$, i.e.,

$$\Delta \psi_{N,e,t} = 6Q(1 - 2\kappa(\psi_{N,e,t}))\chi(\psi_{N,e,t} > 0) \text{ in } \Omega^t_{N,e}.$$

We now take $t_0$ the smallest positive number such that $\Omega_N \cap \Omega_{N,e}^{t_0} = \emptyset$. Now moving up $\Omega_{N,e}^{t_0}$ slightly, by taking $t = t_0 - \epsilon$ for $\epsilon$ small, the two nozzles will have an intersection with small width. For such small values of $\epsilon$ we obviously have

$$\psi_{N,e,t_0-\epsilon} \geq \psi_N \text{ in } \Omega_N \cap \Omega_{N,e}^{t_0}.$$

This depends on continuity of $\psi_N$, and the boundary values of these functions; observe that the lateral boundary is monotone non-decreasing in $x_2$-direction.

Now let us take $t_1$ to be the smallest number for which $\psi_{N,e,t_1} \geq \psi_N$. We aim to show that $t_1 = 0$. We prove this property by contradiction argument. Suppose $t_1 > 0$, so that $\Omega_N \cap \Omega_{N,e}^{t_1} \neq \emptyset$. Define

$$u = \psi_{N,e,t_1} - \psi_N \text{ in } \Omega_N \cap \Omega_{N,e}^{t_1}.$$

Obviously there is a point $z$ such that $u(z) = 0$, otherwise we could move the nozzle upward in $e$-direction slightly (say with $\delta$ distance) and still keep the inequality $\psi_{N,e,t_1-\delta} \geq \psi_N$, which contradicts the minimality of $t_1$.

Two different possibilities may appear: either $z \in \{\psi_N > 0\}$ or $z \in \bar{\Gamma}_{0,N}$. Now we consider these two cases one by one.

**Case 1.** $z \in \{\psi_N > 0\}$. From the equations for $\psi_N$, $\psi_{N,e,t_1}$ and that $\kappa$ is monotone non-decreasing we have that $u$ is superharmonic in its domain of positivity, i.e.

$$\Delta u = 12Q(\kappa(\psi_N) - \kappa(\psi_{N,e,t_1})) \leq 0 \text{ in } \Omega_N \cap \Omega_{N,e}^{t_1}.$$

By the minimum principle $u$ can not attain an interior minimum, and hence $z \in \{\psi_N > 0\}$ cannot occur.

**Case 2.** $z \in \bar{\Gamma}_{0,N}$. We see immediately that $z \in \bar{\Gamma}_{0,N} \cap \bar{\Gamma}_{0,N}^{t_1}$, where $\bar{\Gamma}_{0,N}^{t_1} := \{(x_1, h_0(x_1 + te_1) - te_2) : (x_1, x_2) \in \bar{\Gamma}_{0,N}\}$ is the associated shift of $\bar{\Gamma}_{0,N}$. Therefore, by Hopf’s boundary point lemma, $z$ cannot belong to any smooth part of the free boundary. Suppose now $z$ belongs to a singular free boundary point. By results in [13, Theorem 5], we know that the free boundary at a singular point has the following nice feature:

*There are two non-intersecting $C^1$-curves $G_i$, through $z$, and such that the coincidence set $\{\psi_N = 0\} \cap B_{r_0}(z)$ is captured between these two curves; here, $r_0$ depends on the distance of the singular point to the boundary of the nozzle. Hence $G_i$ ($i = 0, 1$) is represented by $\partial \{g_i(x) > 0\}$ for $g_i \in C^1(B_{r_0}(z))$, such that $g_i(z) = 0$, $B_{r_0}(z) \cap \{g_0(x) > 0\} \cap \{g_1(x) > 0\} = \emptyset$, and $\{\psi_N = 0\} \cap B_{r_0}(z) \subset \{g_0(x) < 0\} \cap \{g_1(x) < 0\}.$*
In particular, the superharmonic function $u$ is non-negative in the set $\{g_1 > 0\}$. Since $z \in \tilde{\Gamma}_{0,N}$, there exists a constant $C_0$ such that
\[
\sup_{B_r(z)} u(x) \leq C_0 r^2, \quad \text{for any } r < r_0,
\] (5.36)
due to bounds on the second derivatives of $\psi_N$.

Now, we consider a cone with opening $\pi - \epsilon$, with vertex at $z$, and pointing inside $\{g_0 > 0\} \subset \{\psi_N > 0\}$. Let us truncate this cone with the ball $B_{r_0}(z)$ and denote it by $K_{r_0}(z)$, so that $K_{r_0}(z) \subset \{\psi_N > 0\}$. In fact, in the cone $K_{r_0}(z)$, there exists a positive homogeneous harmonic function $W$ with zero boundary values on the boundary of the cone such that
\[
\sup_{B_r(z)} W \geq c_0 r^{2-\delta_\epsilon} \quad \text{for any } r < r_0,
\] (5.37)
for some positive $\delta_\epsilon$.

Since $u > 0$ is superharmonic on $\partial K_{r_0}(z)$, for some large $M$, one has
\[
Mu \geq W \quad \text{on } \partial K_{r_0}(z).
\] (5.38)
Then by comparison principle, one derives
\[
Mu \geq W \quad \text{in } K_{r_0}(z).
\] (5.39)
This leads to a contradiction with (5.36)-(5.37). Hence the proof of the lemma is completed.

It follows from [9] we know that the free boundary in a universal neighborhood of the touching points of the free boundary with the nozzle, is uniformly a $C^1$-graph. Therefore, to prove $C^1$-regularity of $\tilde{h}_{i,N}$ we need to prove that the free boundary touches the fixed one tangentially, in a $C^1$-fashion. This is the following main regularity theory for the boundary of the non-stagnant region, the freee boundary.

**Theorem 5.10.** Assume $\Gamma_{i,N} (i = 0, 1)$ is at least uniformly $C^{1,Dini}$. Then $\tilde{h}_{i,N}$ is a $C^1$ in the interval $x_1 \in [-N + 1, N - 1]$.

It suffices to prove this theorem for one of the graphs, say $\tilde{\Gamma}_{0,N}$. The proof of this theorem follows in a similar way as that of [52, Theorems C and D]. We shall sketch the argument below without too many details. For the argument to work, one needs quadratic growth as in Lemma 5.7, which only uses $C^{1,Dini}$ regularity of the boundary of the nozzle. The main argument of the $C^1$-regularity of $\tilde{\Gamma}_{i,N}$ uses indirect argument, that we explain by some hand-waving here. One may refer to [52] for more details.
Let \( z \) be a point on the solid boundary where free boundary point touches. One can rotate locally the nozzle such that the inward normal vector to the boundary of the nozzle at \( z \) is pointing in the \( x_2 \)-direction. We want to prove that for each \( \epsilon > 0 \), there is \( r_\epsilon \) such that a cone of opening approximately \((\pi - \epsilon)\), truncated by \( B_{r_\epsilon}(z) \), is inside the support of the function \( \psi_N \). More precisely, we have the following lemma.

**Lemma 5.11.** Given \( \epsilon > 0 \), there exists \( r_\epsilon \) such that for any solution \( \psi_N \) of the problem (5.29), and any touching point \( z \), after suitable rotation of \( \Gamma_{0,N} \), we have

\[
\bar{\Gamma}_{0,N} \cap B_{r_\epsilon}(z) \subset (B_{r_\epsilon}(z) \setminus K_\epsilon^\epsilon),
\]

where \( K_\epsilon^\epsilon := \{ x : x_2 > \epsilon |x_1 - z_1| + z_2 \} \).

**Proof.** The proof of this lemma follows a similar approach to the proof in [52, Theorems C and D]. We elucidate the argument in a more geometric manner. However, we specifically focus on the case \( \bar{\Gamma}_{0,N} \) in this discussion.

If the assertion of the lemma is false, it implies the existence of sequences \( \psi_{N_j} \) (representing solutions), \( z_j \) (denoting touching points), and \( x_j \in \bar{\Gamma}_{0,N_j} \cap K_{\epsilon_j}^{z_j} \) (after suitable rotation of \( \Gamma_{0,N} \)).

By scaling \( \psi_{N_j} \) with \( r_j = |x_j - z_j| \), we define

\[
\psi_{N_j}^\flat(x) = \frac{\psi_{N_j}(z_j + r_jx)}{r_j^2} \quad \text{and} \quad \Omega_{N_j}^\flat = \frac{1}{r_j} (\Omega_{N_j} - z_j).
\]

As demonstrated in the proof of Lemma 5.6 one has

\[
\Delta \psi_{N_j}^\flat = f(r_j^2 \psi_{N_j}^\flat(x))\chi_{\{\psi_{N_j}^\flat > 0\}} \quad \text{in} \quad \Omega_{N_j}^\flat.
\]

Similarly, \( \psi_{N_j}^\flat \) converges to a global solution \( \psi_0 \) in the upper half-plane that satisfies

\[
\Delta \psi_0 = 6Q\chi_{\{\psi_0 > 0\}},
\]

and due to the quadratic growth property and non-degeneracy, we conclude that \( \psi_0 \neq 0 \) and exhibits optimally quadratic growth. Given that \( \psi_0 \geq 0 \), according to the classification of global solutions in the half-space \( x_2 > 0 \) (refer to [52, Theorem B]), we deduce that \( \psi_0 = 3Qx_2^2 \).

Returning to (5.41), we observe that the free boundary point \( x_j \) is now scaled to

\[
\tilde{x}_j = \frac{1}{r_j}(x_j - z_j) \in \frac{1}{r_j}(\bar{\Gamma}_{0,N} - z_j) \cap K_\epsilon^0.
\]

Thus \( \tilde{x}_j^2 > \epsilon \), with \( \tilde{x}_j \in \partial B_1 \). Consequently, its limit \( \tilde{x}_0 \in \partial B_1 \) satisfies \( \tilde{x}_0^2 > \epsilon \).
As \( \tilde{x}^0 \) is also a free boundary point, it follows that
\[
0 < 3Q\varepsilon^2 < 3Q(\tilde{x}_2^0)^2 = \psi_0(\tilde{x}^0) = 0.
\]
This contradiction establishes the conclusion of the lemma. \( \square \)

**Proof of Theorem 5.10.** The above lemma shows that the free boundary touches the fixed one in a tangential fashion. In other words, inverting \( r_\varepsilon \) (as a function of \( \varepsilon \)), that we call \( \omega(r) \downarrow 0 \), we see that this defines a modulus of continuity of how the free boundary touches the fixed one. More precisely, after suitable rotation of \( \Gamma_{0,N} \), we have
\[
(\tilde{\Gamma}_{0,N} \cap B_r) \subset (B_r \setminus K_{\omega(r)}^\varepsilon).
\]

The remainder of the argument for proving Theorem 5.10 closely parallels the proofs for [52, Theorems C and D], with the important distinction that in [52, Theorem C], the fixed boundary is assumed to be flat, and in Theorem D, the fixed boundary is assumed to be \( C^3 \). However, in the proof of [52, Theorem D], the requirement of \( C^3 \) smoothness is only necessary to achieve optimal smoothness for solutions that change sign, which is in contrast to our problem dealing with non-negative functions. As the reasoning in the proofs remains essentially the same, we omit the details here, and conclude that the above argument proves Theorem 5.10. \( \square \)

In fact the boundary of the stagnation region inside the nozzle can have higher regularity and belongs to \( C^{1,\beta} \) for some \( \beta > 0 \). This is a consequence of Lipschitz regularity of \( f(\psi_N(x)) \) near the interior free boundary point, a proof of which appears to be slightly more intricate and relies on the \( C^{1} \)-smoothness of the stagnation boundary.

**Lemma 5.12.** Assume \( \Gamma_{i,N} \) \( (i = 0, 1) \) is at least uniformly \( C^{1,Dini} \). There exists a sufficiently small \( \delta_0 > 0 \) such that for any \( x \in \tilde{\Omega}_N \) satisfying
\[
d(x) := dist(x, \tilde{\Gamma}_{0,N}) < \delta_0 < 2\delta_0 < dist(x, \Gamma_{0,N}),
\]
one has
\[
\psi_N(x) \geq \frac{Q}{100}d^2(x).
\] (5.42)

**Proof.** We prove the lemma by way of contradiction. Suppose that (5.42) is not true, for any \( j \in \mathbb{N} \), there exists \( x_j \) satisfying \( d(x_j) < 1/j \) such that
\[
\psi_N(x_j) < \frac{Q}{100}d^2(x_j).
\] (5.43)
Choose \( y_j \in \tilde{\Gamma}_{0,N} \) such that \( d(x_j) = |x_j - y_j| \), and define
\[
r_j = d(x_j), \quad \psi^b_{N,j}(x) = \frac{\psi_N(r_j x + y_j)}{r_j^2}, \quad \text{and} \quad \Omega^b_{N,j} = \frac{1}{r_j}(\tilde{\Omega}_N - y_j).
\]
It follows that
\[
\Delta \psi^b_{N,j}(x) = f(r_j^2 \psi^b_{N,j}(x))\chi_{\{ \psi^b_{N,j}(x) > 0 \}} \quad \text{in} \quad \Omega^b_{N,j}.
\]
By elliptic regularity, over a subsequence, \( \psi^b_{N,j} \) converges to a global solution \( \psi_0 \) in the upper half plane. Let us rotate the nozzle such that the inward normal vectors to \( \tilde{\Gamma}_{0,N} \) are pointing in the \( x_2 \) direction. Then the limit function \( \psi_0 \) satisfies
\[
\begin{cases}
\Delta \psi_0(x) = 6Q \chi_{\{ \psi_0(x) > 0 \}}, & \text{in} \quad \{ x_2 > 0 \}, \\
\psi_0(x) \geq 0, & \text{in} \quad \{ x_2 > 0 \}, \\
\psi_0(x) = 0, & \text{on} \quad \{ x_2 = 0 \}.
\end{cases}
\] (5.44)

From the classification of global solutions (cf. [18]), one can obtain that
\[
\psi_0(x) = 3Q[x \cdot e_2]^2.
\] (5.45)
Thus, one has
\[
\psi_0(e_2) = 3Q.
\]
On the other hand, by (5.43) we have
\[
\psi_0(e_2) \leq \frac{Q}{100}.
\] (5.46)
This leads to a contradiction. The proof of the lemma is completed. \( \square \)

**Lemma 5.13.** For any \( x \in \tilde{\Gamma}_{0,N} \cap \Omega_{N-1} \), there exists \( \delta_0 > 0 \) such that \( f(\psi_N(x)) \in C^{0,1}(B_{\delta_0}(x) \cap \tilde{\Omega}_N) \).

**Proof.** It follows from Lemmas 5.6 and 5.12 that there exists a \( \delta > 0 \) such that for any \( x \in \tilde{\Omega}_N \) satisfying \( d(x) := \text{dist}(x, \tilde{\Gamma}_{0,N}) < \delta \), one has
\[
\frac{1}{100}d^2(x) \leq \psi_N(x) \leq c d^2(x),
\] (5.47)
for some constant \( c > 0 \).

To prove the lemma, it suffices to show that for any \( x, y \in \tilde{\Omega}_N \), if \( |x - y| < \delta \), \( x \neq y \), \( d(x) < \delta \) and \( d(y) < \delta \), then there exists a constant \( C \) such that
\[
\frac{|f(\psi_N(x)) - f(\psi_N(y))|}{|x - y|} \leq C.
\] (5.48)
It follows from (2.15) that

\[ |\kappa(\psi_N(x))| \leq \sqrt{\frac{\psi_N(x)}{Q}} \quad \text{and} \quad |\kappa(\psi_N(y))| \leq \sqrt{\frac{\psi_N(y)}{Q}}. \] (5.49)

We first claim that there exists a constant \( C_0 \) such that

\[ |\kappa(\psi_N(x)) - \kappa(\psi_N(y))| \leq \frac{C_0|\psi_N(x) - \psi_N(y)|}{\sqrt{\psi_N(x) + \sqrt{\psi_N(y)}}}. \] (5.50)

We may assume that \( \psi_N(x) > \psi_N(y) \). There are two possibilities:

(i) \( 0 \leq \psi_N(y) \leq \frac{\psi_N(x)}{2} \);

(ii) \( \frac{\psi_N(x)}{2} < \psi_N(y) < \psi_N(x) \). In case (i), it follows from (5.49) that

\[ |\kappa(\psi_N(x)) - \kappa(\psi_N(y))| \leq |\kappa(\psi_N(x))| \leq \sqrt{\frac{\psi_N(x)}{Q}} \leq \frac{C_0|\psi_N(x) - \psi_N(y)|}{\sqrt{\psi_N(x) + \sqrt{\psi_N(y)}}}. \]

In case (ii), one can derive that there exists \( \theta \in (0, 1) \) such that

\[ |\kappa(\psi_N(x)) - \kappa(\psi_N(y))| = |\kappa'(\theta \psi_N(x)) + (1 - \theta)\psi_N(y)||\psi_N(x) - \psi_N(y)| \]

\[ \leq \frac{C_1|\psi_N(x) - \psi_N(y)|}{\sqrt{\psi_N(x) + (1 - \theta)\psi_N(y)}} \]

\[ \leq \frac{C_0|\psi_N(x) - \psi_N(y)|}{\sqrt{\psi_N(x) + \psi_N(y)}}. \]

In order to prove (5.48), we first have

\[ \frac{|f(\psi_N(x)) - f(\psi_N(y))|}{|x - y|} = \frac{12Q|\kappa(\psi_N(x)) - \kappa(\psi_N(y))|}{|x - y|} \]

\[ \leq \frac{C_0|\psi_N(x) - \psi_N(y)|}{\sqrt{\psi_N(x) + \sqrt{\psi_N(y)}}} \cdot \frac{1}{|x - y|}. \] (5.51)

We fix a positive constant \( \epsilon_0 > 0 \) and consider two cases:

Case (i) \( |x - y| \leq \epsilon_0(d(x) + d(y)) \). It follows from (5.51) that there exists \( \tau \in (0, 1) \) such that

\[ \frac{|f(\psi_N(x)) - f(\psi_N(y))|}{|x - y|} \leq \frac{|\nabla \psi_N(\tau x + (1 - \tau)y)|}{\sqrt{\psi_N(x) + \sqrt{\psi_N(y)}}} \leq \frac{C_2d(\tau x + (1 - \tau)y)}{d(x) + d(y)} \leq C_3, \] (5.52)

where Proposition 5.5 has been used.

Case (ii) \( |x - y| > \epsilon_0(d(x) + d(y)) \). Lemma 5.12 implies

\[ \frac{|f(\psi_N(x)) - f(\psi_N(y))|}{|x - y|} \leq \frac{C_4(d^2(x) + d^2(y))}{(d(x) + d(y))^2} \leq C_5. \] (5.53)

This completes the proof of the lemma. \( \square \)
Theorem 5.14. If \( \tilde{h}_{0,N}(x_1) \neq h_{0,N}(x_1) \) for \( x_1 \in [-N + 1, N - 1] \), then there exists a \( \delta > 0 \) such that \( \tilde{h}_{0,N} \in C^{1,\beta}(x_1 - \delta, x_1 + \delta) \) for all \( \beta > 0 \).

Proof. Theorem 5.10 implies that the free boundary is \( C^1 \), and hence Lemma 5.13 implies that \( \tilde{f}(x) := f(\psi_N(x)) \) is a Lipschitz function in the vicinity of the free boundary in the nozzle.

From the work of [42], it follows that close to such points, the free boundary is \( C^{1,\beta} \) for all \( \beta \in (0, 1) \). We also remark that the \( C^{1,\beta} \)-norm depends on the distance to the closest touching point between the fixed and the free boundary. \( \square \)

Remark 5.1. Note that \( f(\psi(\cdot)) \in W^{1,p} \) for \( p > 1 \). It follows from the recent result in [49] that the free boundary is also \( C^{1,\beta} \) for some \( \beta > 0 \), when staying away from the touching points.

5.4. Existence of stagnation points. In this subsection, we prove that \( \tilde{h}_{0,N} \neq h_0 \) when the nozzle satisfies some geometric condition, which implies the existence of stagnation points.

Proposition 5.15. For \( \tilde{h}_{0,N} \) defined in (5.27) and \( h_0(\bar{x}_1) < 0 \) for some \( \bar{x}_1 \in (-N, N) \), one has \( \tilde{h}_{0,N}(\bar{x}_1) \geq 0 \) if one of the following conditions holds,

(i) \( h_1(x_1) = 1 - h_0(x_1) \) for \( x_1 \in \mathbb{R} \) (cf. Figure 5.5(a));
(ii) \( h_1(x_1) \equiv 1 \) for \( x_1 \in \mathbb{R} \) (cf. Figure 5.5(b)).
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Proof. The proof relies on Corollary 3.9. Define
\[
\varphi_1(x_2) = \begin{cases} 
\bar{\varphi}_1(x_2), & \text{if } x_2 \in (0, 1), \\
0, & \text{if } x_2 \leq 0, \\
Q, & \text{if } x_2 \geq 1,
\end{cases}
\] (5.54)
where \(\bar{\varphi}_1\) is the one-dimensional solution defined in (3.9). Now we prove the two cases separately.

Case (i). Suppose that \(h_1 = 1 - h_0\). It follows from Lemma 5.4 that the energy minimizer is unique. Hence we have \(\psi_N(x_1, x_2) = Q - \psi_N(x_1, 1 - x_2)\). Denote
\[
\tilde{\psi}_N(x_1, x_2) = \min\{\varphi_1(x_2), \psi_N(x_1, x_2)\} \text{ for } (x_1, x_2) \in \Omega_{N,-}
\]
and
\[
D_{N,-} = \{(x_1, x_2) \in \Omega_{N,-} : \varphi_1(x_2) < \psi_N(x_1, x_2)\},
\]
where
\[
\Omega_{N,-} = \{(x_1, x_2) : (x_1, x_2) \in \Omega_N, x_2 < 1/2\}. \quad (5.55)
\]
Hence one also has \(\tilde{\psi}_N(x_1, x_2) = Q - \tilde{\psi}_N(x_1, 1 - x_2)\).

The straightforward computations yield
\[
\mathcal{E}_N(\tilde{\psi}_N) = 2 \int_{\Omega_{N,-}} \frac{\lvert \nabla \tilde{\psi}_N \rvert^2}{2} + F(\tilde{\psi}_N) dx 
\]
(5.56)
\[
= 2 \int_{D_{N,-}} \frac{\lvert \varphi'_1 \rvert^2}{2} + F(\varphi_1) dx + 2 \int_{\Omega_{N,-} \setminus D_{N,-}} \frac{\lvert \nabla \psi_N \rvert^2}{2} + F(\psi_N) dx 
\]
\[
\leq 2 \int_{-N}^{N} \int_{D_{N,-}} \frac{\lvert \partial x_2 \psi_N \rvert^2}{2} + F(\psi_N) dx_2 dx_1 + 2 \int_{\Omega_{N,-} \setminus D_{N,-}} \frac{\lvert \nabla \psi_N \rvert^2}{2} + F(\psi_N) dx 
\]
\[
\leq 2 \int_{\Omega_{N,-}} \frac{\lvert \nabla \psi_N \rvert^2}{2} + F(\psi_N) dx = \mathcal{E}_N(\psi_N),
\]
where \(D_{N,-} = \{x_2 : (x_1, x_2) \in D_{N,-}\}\) and Corollary 3.9 has been used to get the first inequality. This implies \(\tilde{\psi}_N(x_1, x_2) = \psi_N(x_1, x_2)\) in \(\Omega_{N,-}\). Therefore, one deduces that
\[
\psi_N(x_1, x_2) \leq \varphi_1(x_2) \text{ in } \Omega_{N,-}.
\]
It follows from \(h_0(\bar{x}_1) < 0\) and the definition (5.54) that
\[
\psi_N(\bar{x}_1, x_2) = 0 \text{ for } h_0(\bar{x}_1) \leq x_2 \leq 0. \quad (5.57)
\]
This implies \(\tilde{h}_{0,N}(\bar{x}_1) \geq 0.\)
Case (ii). Suppose that \( h_1 \equiv 1 \). Denote
\[
\tilde{\psi}_N(x_1, x_2) = \min\{\varphi_1(x_2), \psi_N(x_1, x_2)\} \quad \text{for} \quad (x_1, x_2) \in \Omega_N
\]
and
\[
D_N = \{(x_1, x_2) \in \Omega_N : \varphi_1(x_2) < \psi_N(x_1, x_2)\}.
\]
As same as the estimate (5.56), one has
\[
E_N(\tilde{\psi}_N) = \int_{\Omega_N} |\nabla \tilde{\psi}_N|^2 \frac{1}{2} + F(\tilde{\psi}_N) dx \leq \int_{\Omega_N} |\nabla \psi_N|^2 \frac{1}{2} + F(\psi_N) dx = E_N(\psi_N).
\]
Thus we have \( \tilde{\psi}_N = \psi_N \) in \( \Omega_N \), which implies
\[
\psi_N(x_1, x_2) \leq \varphi_1(x_2) \quad \text{in} \quad \Omega_N.
\]
Therefore, it holds that
\[
\psi_N(\bar{x}_1, x_2) = 0 \quad \text{for} \quad h_0(\bar{x}_1) \leq x_2 \leq 0.
\]
This yields \( \bar{h}_{0,N}(\bar{x}_1) \geq 0 \) and completes the proof of the proposition.

Remark 5.2. Similarly, if \( h_0(x_1) \equiv 0 \) for \( x_1 \in \mathbb{R} \) and \( h_1(\bar{x}_1) > 1 \) for some \( \bar{x}_1 \in (-N, N) \), then \( \bar{h}_{1,N}(\bar{x}_1) \leq 1 \).

5.5. Existence of solutions in the whole nozzle and asymptotic behavior. In this subsection, we establish the existence of the solutions in the whole nozzle \( \Omega \). The key point is to study the monotonicity property of the normalized energy for approximate solutions.

Lemma 5.16. Suppose that \( \psi_N \) is an energy minimizer for \( E_N \) over \( \mathcal{K}_N \). Then
\[
\zeta(N) = \int_{\Omega_N} |\nabla \psi_N|^2 \frac{1}{2} + F(\psi_N) dx - N \mathcal{J}_1 - N \mathcal{J}_{b-a}
\]
is a decreasing function of \( N \) as long as \( N \geq L_0 := \max\{\bar{L}, -\bar{L}\} \), where \( \mathcal{J}_d \) is defined in (3.3).

Proof. Given any \( N_2 > N_1 \geq L_0 \), define
\[
\tilde{\psi}_{N_2} = \begin{cases} 
\psi_{N_1}, & x \in \Omega_{N_1}, \\
\varphi_{b-a}(x_2 - a), & x_1 \in [N_1, N_2], \\
\varphi_1, & x_1 \in [-N_2, -N_1].
\end{cases}
\]
Clearly, $\tilde{\psi}_{N_2}|_{\Omega_{N_2}} \in \mathcal{K}_{N_2}$. Since $\psi_{N_2}|_{\Omega_{N_2}}$ is an energy minimizer in $\Omega_{N_2}$, one has
\[
\int_{\Omega_{N_2}} \frac{|
abla \psi_{N_2}|^2}{2} + F(\psi_{N_2}) \, dx 
\leq \int_{\Omega_{N_2}} \frac{|
abla \tilde{\psi}_{N_2}|^2}{2} + F(\tilde{\psi}_{N_2}) \, dx
\]
(5.60)
\[
= \int_{\Omega_{N_1}} \frac{|
abla \psi_{N_1}|^2}{2} + F(\psi_{N_1}) \, dx + (N_2 - N_1)\tilde{J}_{b-a} + (N_2 - N_1)\tilde{J}_1,
\]
where $\tilde{J}_{b-a}$ is defined in (3.27). Thus one has
\[
\zeta(N_2) = \int_{\Omega_{N_2}} \frac{|
abla \psi_{N_2}|^2}{2} + F(\psi_{N_2}) \, dx - N_2\tilde{J}_1 - N_2\tilde{J}_{b-a}
\leq \int_{\Omega_{N_1}} \frac{|
abla \psi_{N_1}|^2}{2} + F(\psi_{N_1}) \, dx - N_1\tilde{J}_1 - N_1\tilde{J}_{b-a} = \zeta(N_1).
\]
(5.61)

Therefore, $\zeta(N)$ is a decreasing function and the proof of the lemma is completed. □

In the following, we first establish the uniform estimate for the energy minimizers and then study the normalized energy for the limit of the approximate solutions. The asymptotic behavior is proved with the aid of Lemma 5.16.

**Lemma 5.17.** Let $\psi_N$ be an energy minimizer on the domain $\Omega_N$. Then
\[
\psi_N \to \psi \quad \text{in } C^{1,\beta}_{\text{loc}}(\Omega) \quad \text{for some } \beta \in (0,1).
\]
(5.62)

The limit function $\psi$ satisfies
\[
\begin{cases}
\Delta \psi = f(\psi) & \text{in } \Omega \cap \{x : 0 < \psi(x) < Q\}, \\
\psi = 0 & \text{on } \Gamma_0, \quad \psi = Q & \text{on } \Gamma_1,
\end{cases}
\]
(5.63)

and
\[
\psi(x_1, x_2) \to \begin{cases}
\varphi_{b-a}(x_2 - a) & \text{as } x_1 \to \infty, \\
\varphi_1(x_2) & \text{as } x_1 \to -\infty.
\end{cases}
\]
(5.64)

Furthermore, if one denotes
\[
\tilde{h}_0(x_1) = \sup\{x_2 : \psi(x_1, x_2) = 0, h_0(x_1) \leq x_2 \leq h_1(x_1)\}
\]
(5.65)
and
\[
\tilde{h}_1(x_1) = \inf\{x_2 : \psi(x_1, x_2) = Q, h_0(x_1) \leq x_2 \leq h_1(x_1)\},
\]
(5.66)
then \( \tilde{h}_i \in C^1(\mathbb{R}) \) \((i = 0, 1)\) and \( \tilde{h}_i \in C^{1,\alpha} \) in \( \{x_1 : \tilde{h}_i(x_1) \neq h_i(x_1)\} \). Finally, \( \psi \) satisfies
\[
\partial_{x_2} \psi(x_1, x_2) > 0 \quad \text{in} \quad \Omega \cap \{(x_1, x_2) : \tilde{h}_0(x_1) < x_2 < \tilde{h}_1(x_1)\}. \tag{5.67}
\]

**Proof.** The proof is divided into three steps.

**Step 1. Convergence and monotonicity.** Given any \( k > 0 \), one has
\[
\|\psi_N\|_{C^{1,\alpha}(\Omega_k)} \leq C(k) \quad \text{for some} \ \alpha \in (0, 1),
\]
where \( C(k) \) is a constant depending on \( k \), but independent of \( N \). Therefore, by a diagonal procedure, there exists a subsequence which is still labeled by \( \{\psi_N\} \) such that
\[
\psi_N \to \psi \quad \text{in} \quad C^{1,\beta}(\Omega_k) \quad \text{for any} \quad k > 0, \ \beta \in (0, \alpha).
\]
It follows from Lemma 5.3 that \( \partial_{x_2} \psi \geq 0 \) in \( \Omega \). Note that \( \|\tilde{h}_{i,N}\|_{C^{1(-N+1,N-1)}} \) is independent of \( N \). Hence for any \( k > 0 \), there exists a subsequence which is still relabelled by \( \{\tilde{h}_{i,N}\} \) such that \( \tilde{h}_{i,N}(x_1) \to \tilde{h}_i(x_1) \) for \( x_1 \in [-k, k] \). Denote
\[
\tilde{\Omega} = \{(x_1, x_2) : \tilde{h}_0(x_1) < x_2 < \tilde{h}_1(x_1), x_1 \in \mathbb{R}\}
\]
and
\[
\tilde{\Gamma}_i = \{(x_1, x_2) : x_2 = \tilde{h}_i(x_1), x_1 \in \mathbb{R}\}, \ i = 0, 1.
\]
Clearly \( \psi(x) = 0 \) for \( x \in \tilde{\Gamma}_0 \) and \( \psi(x) = Q \) for \( x \in \tilde{\Gamma}_1 \). Note that \( \partial_{x_2} \psi(x) \geq 0 \) and \( 0 \leq \psi(x) \leq Q \) for all \( x \in \Omega \). Hence one has one has
\[
\psi(x) \equiv 0 \ \text{in} \ \Omega \cap \{x_2 < \tilde{h}_0(x_1)\} \quad \text{and} \quad \psi(x) \equiv Q \ \text{in} \ \Omega \cap \{x_2 > \tilde{h}_1(x_1)\}
\]
Note that for any \( x \in \tilde{\Omega} \), if \( N \) is sufficiently large, then one has \( x \in \tilde{\Omega}_N \)
\[
\frac{1}{2} \text{dist}(x, \tilde{\Gamma}_{i,N}) \leq \text{dist}(x, \tilde{\Gamma}_i) \leq 2 \text{dist}(x, \tilde{\Gamma}_{i,N}).
\]
It follows from Lemma 5.12 that one has
\[
\psi_N(x) \geq \frac{Q}{400} \text{dist}(x, \tilde{\Gamma}_0)^2 > 0. \tag{5.68}
\]
Similarly, one has \( \psi(x) < Q \) for all \( x \in \tilde{\Omega} \). Furthermore, one has
\[
\Delta \psi = f(\psi) \quad \text{in} \quad \tilde{\Omega}, \tag{5.69}
\]
and \( \partial_{x_2} \psi(x_1, x_2) \geq 0 \) in \( \tilde{\Omega} \). It follows from Lemma 4.3 that \( \partial_{x_2} \psi > 0 \) in \( \tilde{\Omega} \). \( \psi(x_1, x_2) = 0 \) in \( \Omega \cap \{(x_1, x_2) : h_0(x_1) < x_2 \leq \tilde{h}_0(x_1)\} \), and \( \psi(x_1, x_2) = Q \) in \( \Omega \cap \{(x_1, x_2) : \tilde{h}_1(x_1) \leq x_2 < h_1(x_1)\} \).
Step 2. Boundedness of normalized energy. Define
\[
\Upsilon(N) := \int_{\Omega_N} \frac{|\nabla \psi|^2}{2} + F(\psi) \, dx - N\bar{J}_1 - N\bar{J}_{b-a}.
\]
Since \( \bar{\varphi}_{b-a}(x_2-a) \) and \( \bar{\varphi}_1 \) are energy minimizers of \( J_{b-a} \) and \( J_1 \) over \( U_{b-a} \) and \( U_1 \), respectively, one has
\[
\Upsilon'(N) = \int_a^b \left[ \frac{|\nabla \psi|^2}{2} + F(\psi) \right] (N, x_2) \, dx_2 - \bar{J}_{b-a}.
\]  
(5.70)
Therefore, \( \Upsilon \) is an increasing function as long as \( N \geq L_0 \). For any given constants \( l, m > L_0 \), denote
\[
\Omega_{-l,m} = \{(x_1, x_2) : -l \leq x_1 \leq m, x_2 \in (h_0(x_1), h_1(x_1))\}.
\]
Similarly, for any \( n > \max\{l, m\} \), one can prove
\[
\Upsilon_n(l, m) := \int_{\Omega_{-l,m}} \frac{|\nabla \psi_n|^2}{2} + F(\psi_n) \, dx - l\bar{J}_1 - m\bar{J}_{b-a}
\]
is increasing with respect to both \( l \) and \( m \), and hence
\[
\Upsilon_n(l, m) \leq \Upsilon_n(n, n) = \zeta(n),
\]
where the function \( \zeta \) is defined in (5.59). Since \( \psi_n \to \psi \) in \( C^{1,\beta}_{loc}(\Omega) \), for any \( l, m < n \), it holds that
\[
\Upsilon(l, m) = \lim_{n \to \infty} \Upsilon_n(l, m) \leq \liminf_{n \to \infty} \Upsilon_n(n, n) = \liminf_{n \to \infty} \zeta(n).
\]
Step 3. Asymptotic behavior. Suppose that (5.64) is not true. Without loss of generality, assume that \( \psi \) does not converge to \( \bar{\varphi}_1 \) in the upstream. Hence there exists an \( \epsilon_0 > 0 \) such that there exists a sequence \( \{x_1^{(n)}\} \) satisfying \( x_1^{(n+1)} < x_1^{(n)} - 1 \) and
\[
|\psi(x_1^{(n)}, x_2^{(n)}) - \bar{\varphi}_1(x_2^{(n)})| \geq \epsilon_0.
\]
(5.72)
Since \( \psi \) is uniformly bounded in \( C^{1,\alpha}(\Omega) \), one can deduce that there exists a \( \delta > 0 \) such that
\[
|\psi(x_1, x_2) - \bar{\varphi}_1(x_2)| \geq \epsilon_0/2 \quad \text{for} \quad (x_1, x_2) \in \Omega \cap [(x_1^{(n)} - \delta, x_1^{(n)} + \delta) \times (x_2^{(n)} - \delta, x_2^{(n)} + \delta)].
\]  
(5.72)
It follows from Lemma 3.11 that there exists a $\sigma > 0$ such that for sufficiently large $n$, one has

$$\mathcal{J}_1(\psi(x_1, \cdot)) \geq \mathcal{J}_1(\bar{\varphi}_1) + \sigma$$

for $x_1 \in [x_1^{(n)} - \delta, x_1^{(n)} + \delta]$.

and hence

$$\int_{x_1^{(n)} - \delta}^{x_1^{(n)} + \delta} \int_0^1 \frac{\nabla \psi}{2}^2 + F(\psi) dx \geq 2\delta \int_0^1 \frac{|\varphi'_1|^2}{2} + F(\bar{\varphi}_1) dx_2 + \sigma. \quad (5.73)$$

On the other hand, one has

$$\int_{\Omega N} \frac{\nabla \psi}{2}^2 + F(\psi) dx - N \mathcal{J}_1 - N \mathcal{J}_{b-a}$$

$$= \int_{\Omega_{N_0, N}} \frac{\nabla \psi}{2}^2 + F(\psi) dx - N_0 \mathcal{J}_1 - N \mathcal{J}_{b-a}$$

$$+ \sum_{i=1}^{n} \left( \int_{x_1^{(i)} - \delta}^{x_1^{(i)} + \delta} \int_0^1 \frac{\nabla \psi}{2}^2 + F(\psi) dx - 2\delta \int_0^1 \frac{|\varphi'_1|^2}{2} + F(\bar{\varphi}_1) dx_2 \right)$$

$$+ \int_{\Omega_N \setminus \cup_{i=1}^{n} (x_1^{(i)} - \delta, x_1^{(i)} + \delta) \times (0,1))} \frac{\nabla \psi}{2}^2 + F(\psi) - \frac{|\varphi'_1|^2}{2} + F(\bar{\varphi}_1) dx.$$

It follows from Lemma 3.11 and the estimate (5.71) that

$$\sum_{i=1}^{n} \left( \int_{x_1^{(i)} - \delta}^{x_1^{(i)} + \delta} \int_0^1 \frac{\nabla \psi}{2}^2 + F(\psi) dx - 2\delta \int_0^1 \frac{|\varphi'_1|^2}{2} + F(\bar{\varphi}_1) dx_2 \right) \leq 2C,$$

which contradicts (5.73) as $N \to \infty$. This finishes the proof of the lemma. \qed

Combining the lemmas and propositions in this section gives the existence of solutions in Theorem 1.4.
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