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Abstract.
Operator-valued $Q$-functions for special pairs of nonnegative selfadjoint extensions of nonnegative not necessarily densely defined operators are defined and their analytical properties are studied. It is shown that the Kreĭn-Ovcharenko statement announced in [37] is valid only for $Q$-functions of densely defined symmetric operators with finite deficiency indices. A general class of boundary triplets for a densely defined nonnegative operator is constructed such that the corresponding Weyl functions are of Kreĭn-Ovcharenko type.

1. Introduction

Notations. We use the symbols $\text{dom } T$, $\text{ran } T$, $\text{ker } T$ for the domain, the range, and the null-subspace of a linear operator $T$. The closures of $\text{dom } T$, $\text{ran } T$ are denoted by $\overline{\text{dom } T}$, $\overline{\text{ran } T}$, respectively. The identity operator in a Hilbert space $\mathfrak{H}$ is denoted by $I$ and sometimes by $I_{\mathbb{H}}$. If $\mathfrak{L}$ is a subspace, i.e., a closed linear subset of $\mathfrak{H}$, the orthogonal projection in $\mathfrak{H}$ onto $\mathfrak{L}$ is denoted by $P_{\mathfrak{L}}$. The notation $T|\mathcal{N}$ means the restriction of a linear operator $T$ on the set $\mathcal{N} \subset \text{dom } T$. The resolvent set of $T$ is denoted by $\rho(T)$. The linear space of bounded operators acting between Hilbert spaces $\mathfrak{H}$ and $\mathfrak{K}$ is denoted by $\mathfrak{L}(\mathfrak{H}, \mathfrak{K})$ and the Banach algebra $\mathfrak{L}(\mathfrak{H}, \mathfrak{H})$ by $\mathfrak{L}(\mathfrak{H})$. A linear operator $A$ in a Hilbert space is called nonnegative if $(Af, f) \geq 0$ for all $f \in \text{dom } A$.

Let $\mathfrak{H}$ be a separable complex Hilbert space and let $S$ be a closed symmetric operator with equal deficiency indices in $\mathfrak{H}$. We do not suppose that $S$ is densely defined. As it is well known the Kreĭn’s resolvent formula for canonical and generalized resolvents plays crucial role in the spectral theory of selfadjoint extensions and its numerous applications. The essential part of this formula is the $Q$-function of $S$. Denote by $\mathfrak{N}_z$ the defect subspace of $S$, i.e.,

$$\mathfrak{N}_z = \mathfrak{H} \ominus \text{ran } (S - zI).$$

or, equivalently, $\mathfrak{N}_z = \text{ker}(S^* - zI)$. Choose a selfadjoint extension $\widetilde{S}$ of $S$. The following definitions can be found in M. Kreĭn and H. Langer papers [32], [33], [34] for a densely defined $S$ and in the Langer and Textorius paper [38] for the general case of a symmetric linear relation $S$.

Definition 1.1. Let $\mathfrak{H}$ be a Hilbert space whose dimension is equal to the deficiency number of $S$. The function

$$\rho(\widetilde{S}) \ni z \mapsto \Gamma(z) \in \mathfrak{L}(\mathfrak{H}, \mathfrak{H})$$

is called the $\gamma$-field, corresponding to $\widetilde{S}$ if

(1) the operator $\Gamma(z)$ isomorphically maps $\mathfrak{H}$ onto $\mathfrak{N}_z$ for all $z \in \rho(\widetilde{S})$, 
(2) for every \( z, \zeta \in \rho(\tilde{S}) \) the identity
\[
\Gamma(z) = \Gamma(\zeta) + (z - \zeta)(\tilde{S} - zI)^{-1}\Gamma(\zeta)
\]
holds.

**Definition 1.2.** Let \( \Gamma(z) \) be a \( \gamma \)-field corresponding to \( \tilde{S} \). An operator-valued function \( Q(z) \in L(H) \) with the property
\[
Q(z) - Q^*(\zeta) = (z - \zeta)\Gamma^*(\zeta)\Gamma(z), \quad z, \zeta \in \rho(\tilde{S})
\]
is called the \( Q \)-function of \( S \) corresponding to the \( \gamma \)-field \( \Gamma(z) \).

The \( \gamma \)-field corresponding to \( \tilde{S} \) can be constructed as follows: fix \( \zeta_0 \in \rho(\tilde{S}) \) and let \( \Gamma_{\zeta_0} \in L(H, \tilde{S}) \) be a bijection from \( H \) onto \( \mathfrak{N}_{\zeta_0} \). Then clearly the function
\[
\Gamma(z) = (\tilde{S} - \zeta_0 I)(\tilde{S} - zI)^{-1}\Gamma_{\zeta_0} = \Gamma_{\zeta_0} + (z - \zeta_0)(\tilde{S} - zI)^{-1}\Gamma_{\zeta_0}, \quad z \in \rho(\tilde{S})
\]
is a \( \gamma \)-field corresponding to \( \tilde{S} \). It follows from Definition 1.2 that
\[
Q(z) = C - i\text{Im} \zeta_0 \Gamma^*_{\zeta_0} \Gamma_{\zeta_0} + (z - \zeta_0)\Gamma^*_{\zeta_0} \Gamma_{\zeta_0},
\]
where \( C = \text{Re} Q(\zeta_0) \in L(H) \) is a selfadjoint operator. Thus, the \( Q \)-function is defined uniquely up to a bounded selfadjoint term in \( H \) and it is a Herglotz-Nevanlinna function. Moreover, for every \( z, \text{Im} z \neq 0, -i\text{Im} z \) \((Q(z) - Q^*(z))\) is positive definite. Hence, \(-Q^{-1}(z), \text{Im} z \neq 0, \) is a Herglotz-Nevanlinna function, too. Definition 1.2 combined with (1.1) gives the following representation for \( Q \):
\[
Q(z) = C - i\text{Im} \zeta_0 \Gamma^*_{\zeta_0} \Gamma_{\zeta_0} + (z - \zeta_0)\Gamma^*_{\zeta_0} \Gamma_{\zeta_0} \left( \Gamma_{\zeta_0} + (z - \zeta_0)(\tilde{S} - zI)^{-1}\Gamma_{\zeta_0} \right).
\]

One of the main results of the Krein–Langer–Textorius theory of \( Q \)-functions is the following statement: If \( Q \)-functions of two simple closed densely defined symmetric operators \( S_1 \) and \( S_2 \) coincide, then the operators \( S_1 \) and \( S_2 \) are unitarily equivalent.

This result remains valid if condition (1) in Definition 1.1 is replaced with a little bit weaker one: \( \Gamma(z) \) is one-to-one and has dense range in \( \mathfrak{N}_z \) at least for one (and then for all) \( z \) [24].

M. Krein and I. Ovcharenko in their papers [36] and [37] defined special \( Q \)-functions for a densely defined closed nonnegative operator \( S \) in the Hilbert space \( \tilde{S} \) with disjoint Friedrichs and Krein extensions \( S_F \) and \( S_K \) [31] \((\text{dom } S_F \cap \text{dom } S_K = \text{dom } S)\). Let \( H \) be a Hilbert space with \( \dim H = \text{dim } S \). Let \( a \geq 0 \) and let
\[
C_a := 2a \left( (S_K + aI)^{-1} - (S_F + aI)^{-1} \right), \quad C := C_1 = B_M - B_\mu,
\]
where \( B_M = (I - S_K)(I + S_K)^{-1}, \ B_\mu = (I - S_F)(I + S_F)^{-1}. \) Define the operator-valued functions \( \gamma_F(\lambda) \) and \( \gamma_K(\lambda) \)
\[
\mathbb{C} \setminus \mathbb{R}_+ \ni \lambda \mapsto L(H, \tilde{S}),
\]
as follows
\begin{enumerate}
\item \( \text{ran } \gamma_F(\lambda) = \text{ran } \gamma_K(\lambda) = \mathfrak{N}_\lambda \) for each \( \lambda \in \mathbb{C} \setminus \mathbb{R}_+ \), where \( \mathfrak{N}_\lambda := \ker(S^* - \lambda I), \)
\item \( \gamma_F(\lambda) - \gamma_F(z) = (\lambda - z)(S_F - \lambda I)^{-1}\gamma_F(z), \ \gamma_K(\lambda) - \gamma_K(z) = (\lambda - z)(S_K - \lambda I)^{-1}\gamma_K(z), \)
\item \( \text{ran } \gamma_F(-a) = \text{ran } \gamma_K(-a) = C_a^{1/2} \) for each \( a > 0. \)
\end{enumerate}
The $L(H)$-valued functions $Q_F(\lambda)$ and $Q_K(\lambda)$ are defined as follows:

1) $Q_F(\lambda) = Q_F^0(z) = (\lambda - z)\gamma^F(z)\gamma^F(\lambda)$, $\lambda, z \in \mathbb{C} \setminus \mathbb{R}_+$,

2) $\lim_{x \to 0} Q_F(x) = 0$,

3) $Q_K(\lambda) = Q_K^0(z) = (\lambda - z)\gamma^K(z)\gamma^K(\lambda)$, $\lambda, z \in \mathbb{C} \setminus \mathbb{R}_+$,

4) $\lim_{x \to -\infty} Q_K(x) = 0$.

For example, one can take $H = \mathfrak{N} := \ker(S^* + I)$ and

\[
\begin{align*}
\gamma^F_0(\lambda) &:= (I + (\lambda + 1)(S_F - \lambda I)^{-1}) C^{1/2} | \mathfrak{N}, \\
\gamma^K_0(\lambda) &:= (I + (\lambda + 1)(S_K - \lambda I)^{-1}) C^{1/2} | \mathfrak{N}.
\end{align*}
\]

Then

\[
\begin{align*}
Q_F^0(\lambda) &= -2I_S + (\lambda + 1)C^{1/2} (I + (\lambda + 1)(S_F - \lambda I)^{-1}) C^{1/2} | \mathfrak{N}, \\
Q_K^0(\lambda) &= 2I_S + (\lambda + 1)C^{1/2} (I + (\lambda + 1)(S_K - \lambda I)^{-1}) C^{1/2} | \mathfrak{N}.
\end{align*}
\]

The following statement is formulated without proof in [37]. Let $Q$ be an $L(H)$-valued function holomorphic on $\mathbb{C} \setminus [0, \infty)$. Then $Q$ is the $Q_K$-function ($Q_F$-function) of a densely defined closed nonnegative operator if and only if the following conditions hold true:

1) $Q^{-1}(\lambda) \in L(H)$ for each $\lambda \in \mathbb{C} \setminus [0, \infty)$;

2) $\lim_{x \to 0} (Q(x)g, g) = \infty$ for each $g \neq 0$ \hspace{0.5cm} (2') $\lim_{x \to 0} Q(x) = 0$;

3) $\lim_{x \to -\infty} Q(x) = 0$ \hspace{0.5cm} (3') $\lim_{x \to -\infty} (Q(x)g, g) = -\infty$ for each $g \neq 0$;

4) $\lim_{x \to -\infty} (xQ(x)g, g) = -\infty$ for each $g \neq 0$ \hspace{0.5cm} (4') $\lim_{x \to -\infty} x^{-1} Q(x) = 0$.

In this paper it is shown that this statement holds true only for the case $\dim H < \infty$. More precisely, given an arbitrary closed not necessarily densely defined nonnegative symmetric operator $S$ with infinite defect numbers and disjoint nonnegative selfadjoint (operator) extensions (the case $\dom S = \{0\}$ is possible), we construct special pairs $\{\tilde{S}_0, \tilde{S}_1\}$ of disjoint $(\tilde{S}_0 \cap \tilde{S}_1 = S)$ nonnegative selfadjoint extensions different from the pair $\{S_F, S_K\}$ and define the corresponding $Q$-functions $\tilde{Q}_0$ and $\tilde{Q}_1$ of Krein-Ovcharenko type, i.e., possessing properties mentioned in the above statement. Furthermore, for the case of a densely defined nonnegative operator $S$ we construct a new general class of positive (generalized) boundary triplets. This class of boundary triplets extends the notions of (ordinary and generalized) basic boundary triplets as well as the earlier notions of positive boundary triplets appearing in [1] [7] [9] [17] [22] [29]. A key assumption used in the construction is the existence of a pair $\{\tilde{S}_0, \tilde{S}_1\}$ of nonnegative selfadjoint extensions of $S$ which are disjoint, i.e. $\dom \tilde{S}_1 \cap \dom \tilde{S}_0 = \dom S$, and whose associated closed forms satisfy the inclusion

\[
\tilde{S}_0[\cdot, \cdot] \subset \tilde{S}_1[\cdot, \cdot].
\]

With some further condition of the pair $\{\tilde{S}_0, \tilde{S}_1\}$ this class of boundary triplets is specialized to a class of boundary triplets leading to realization results for the classes of $Q$-functions of Krein-Ovcharenko type as introduced above.

In this paper we proceed on the base of the dual situation related to a non-densely defined Hermitian contraction $B$ and its selfadjoint contractive extensions. Recall that so-called $Q_\mu$- and $Q_M$-functions were introduced and studied in [34]. These functions are associated with the extremal extensions $B_\mu$ and $B_M$ of $B$ which are fundamental concepts going back to [31]. In [10] the $Q$-functions of Krein-Ovcharenko type, formally similar to $Q_\mu$- and $Q_M$-functions, were considered and therein analogous counterexamples to the statements of Theorem 2.2 in [35] were given.
In the last section of this paper boundary triplet technique plays a central role; the basic notions and some fundamental results related to the boundary triplets, their Weyl functions, boundary relations and their Weyl families for the adjoint of a symmetric linear relation can be found in [16, 17, 18, 19, 22, 23].

2. Basic Preliminaries

2.1. Closed nonnegative forms and nonnegative selfadjoint relations. Let $\mathfrak{h} = \mathfrak{h}[\cdot, \cdot]$ be a nonnegative form in the Hilbert space $\mathfrak{H}$ with domain $\text{dom} \mathfrak{h}$. The notation $\mathfrak{h}[h]$ will be used to denote $\mathfrak{h}[h, h]$, $h \in \text{dom} \mathfrak{h}$. The form $\mathfrak{h}$ is closed if

$$h_n \to h, \quad \mathfrak{h}[h_n - h_m] \to 0, \quad h_n \in \text{dom} \mathfrak{h}, \quad h \in \mathfrak{H}, \quad m, n \to \infty,$$

imply that $h \in \text{dom} \mathfrak{h}$ and $\mathfrak{h}[h_n - h] \to 0$. The form $\mathfrak{h}$ is closable if

$$h_n \to 0, \quad \mathfrak{h}[h_n - h_m] \to 0, \quad h_n \in \text{dom} \mathfrak{h} \quad \Rightarrow \quad \mathfrak{h}[h_n] \to 0.$$ 

The form $\mathfrak{h}$ is closable if and only if it has a closed extension, and in this case the closure of the form is the smallest closed extension of $\mathfrak{h}$. The inequality $\mathfrak{h}_1 \geq \mathfrak{h}_2$ for semibounded forms $\mathfrak{h}_1$ and $\mathfrak{h}_2$ is defined by

$$\text{dom} \mathfrak{h}_1 \subset \text{dom} \mathfrak{h}_2, \quad \mathfrak{h}_1[h] \geq \mathfrak{h}_2[h], \quad h \in \text{dom} \mathfrak{h}_1.$$ 

In particular, $\mathfrak{h}_1 \subset \mathfrak{h}_2$ implies $\mathfrak{h}_1 \geq \mathfrak{h}_2$. If the forms $\mathfrak{h}_1$ and $\mathfrak{h}_2$ are closable, the inequality $\mathfrak{h}_1 \geq \mathfrak{h}_2$ is preserved by their closures.

There is a one-to-one correspondence between all closed nonnegative forms $\mathfrak{h}$ and all nonnegative selfadjoint relations $H$ in $\mathfrak{H}$ via $\text{dom} H \subset \text{dom} \mathfrak{h}$ and

$$\mathfrak{h}[h, k] = (H_s h, k), \quad h \in \text{dom} H, \quad k \in \text{dom} \mathfrak{h};$$

here $H_s$ stands for the nonnegative selfadjoint operator part of $H$. In what follows the form corresponding to $H$ is shortly denoted by $H[\cdot, \cdot]$. Recall that a selfadjoint relation $H$ admits an orthogonal decomposition $H = H_s \oplus (\{0\} \times \text{mul} H)$, where $H_s$ is the selfadjoint operator part $H_s = PH$ acting on $\overline{\text{dom} H} = \mathfrak{H} \oplus \text{mul} H$ and $P$ stands for the orthogonal projection onto $\overline{\text{dom} H}$. The functional calculus for a selfadjoint relation can be defined on $\mathbb{R} \cup \{\infty\}$ by interpreting $\text{mul} H$ as an eigenspace at $\infty$; in particular, one defines $H^\frac{1}{2} = H_s^\frac{1}{2} \oplus (\{0\} \times \text{mul} H)$. The one-to-one correspondence in (2.2) can also be expressed as follows

$$H[h, k] = (h', k), \quad \{h, h', k\} \in H, \quad k \in \text{dom} \mathfrak{h},$$

since $(h', k) = (h', Pf) = (H_s h, k)$. The one-to-one correspondence can be made more explicit via the second representation theorem:

$$H[h, k] = (H_s^{\frac{1}{2}} h, H_s^{\frac{1}{2}} k), \quad h, k \in \text{dom} H[\cdot, \cdot] = \text{dom} H_s^{\frac{1}{2}}.$$ 

The formulas (2.2), (2.3) are analogs of Kato’s representation theorems for, in general, nondensely defined closed semi-bounded forms in [28, Section VI]; see e.g. [40, 9, 26].

Let $H_1$ and $H_2$ be nonnegative selfadjoint relations in $\mathfrak{H}$, then $H_1$ and $H_2$ are said to satisfy the inequality $H_1 \geq H_2$ if

$$\text{dom} H_1^{\frac{1}{2}, s} \subset \text{dom} H_2^{\frac{1}{2}, s} \quad \text{and} \quad \|H_1^{\frac{1}{2}, s} h\| \geq \|H_2^{\frac{1}{2}, s} h\|, \quad h \in \text{dom} H_1^{\frac{1}{2}, s}.$$ 

This means that the closed nonnegative forms $H_1[\cdot, \cdot]$ and $H_2[\cdot, \cdot]$ generated by $H_1$ and $H_2$ satisfy the inequality $H_1[\cdot, \cdot] \geq H_2[\cdot, \cdot]$; see (2.1), (2.3).

Given a form $\mathfrak{h}_1$ one can generate a class of forms by means of bounded operators.
Lemma 2.1. Let $\mathfrak{h}$ be a nonnegative form with $\text{dom}\, \mathfrak{h} \subset \mathfrak{S}$ and let $C$ be a bounded operator in $\mathfrak{S}$. Then

$$\mathfrak{h}^C[h, k] = \mathfrak{h}[Ch, Ck]$$

is also a nonnegative form. Moreover, if $\mathfrak{h}$ is closed or closable the same is true for $\mathfrak{h}^C$.

Proof. It is clear that $\mathfrak{h}^C$ defines a nonnegative form in $\mathfrak{S}$ whose domain is the preimage $C^{-1}(\text{ran} \, C \cap \text{dom} \, \mathfrak{h})$, so that $\text{dom} \, \mathfrak{h}^C$ can be even a zero subspace. Now assume that $\mathfrak{h}$ is closed and let $h_n \in \text{dom} \, \mathfrak{h}^C$ with $h_n \to h$ and $\mathfrak{h}^C[h_n - h_m] = \mathfrak{h}[Ch_n - Ch_m] \to 0$. Since $C$ is bounded (continuous) $Ch_n \to Ch$ and by closability of $\mathfrak{h}$ one concludes that $Ch \in \text{dom} \, \mathfrak{h}$ and $\mathfrak{h}[Ch_n - Ch] \to 0$. Consequently, $h \in \text{dom} \, \mathfrak{h}^C$ and $\mathfrak{h}^C[h_n - h] \to 0$ and thus $\mathfrak{h}^C$ is closed. Similarly one proves that $\mathfrak{h}^C$ is closable whenever $\mathfrak{h}$ is closable. \hfill \Box

The next result gives various characterizations for the inequality $H_1 \geq H_2$; it can be viewed as an extension of Douglas factorization in the present situation of linear relations, cf. [20].

Proposition 2.2. Let $H_1$ and $H_2$ be nonnegative selfadjoint relations in $\mathfrak{S}$. Then the following statements are equivalent:

(i) $H_1 \geq H_2$;
(ii) there exists a contraction $C \in \mathcal{L}(\mathcal{H})$ with $\text{ran} \, C \subset \overline{\text{dom} \, H_2}$ and $\ker H_1 \subset \ker C$ such that

$$CH_1^{\frac{1}{2}} \subset H_2^{\frac{1}{2}} \quad (\iff \quad H_2^{\frac{1}{2}} \subset H_1^{\frac{1}{2}})$$

in fact with these conditions $C$ is uniquely determined and it satisfies also the following inclusions

$$CH_1^{\frac{1}{2}} \subset H_2^{\frac{1}{2}}; \quad \text{ran} \, C^* \subset \overline{\text{dom} \, H_1 \ominus \ker H_1}; \quad \text{mul} \, H_2 \ominus \ker H_2 \subset \ker C^*;$$

(iii) there exists a contraction $C \in [\mathcal{H}]$ with $\text{ran} \, C \subset \overline{\text{dom} \, H_2}$ and $\ker H_1 \subset \ker C$ such that

$$(P_1 H_2^{\frac{1}{2}} h, P_1 H_2^{\frac{1}{2}} k) = H_{1,s}[C^* h, C^* k], \quad h, k \in \text{dom} \, H_2^{\frac{1}{2}};$$

where the form $[H_{1,s}^0]$ is as defined in Lemma 2.1 (see also (2.3));
(iv) there exists a contraction $C_1 \in [\mathfrak{S}]$ with $\text{ran} \, C_1 \subset \overline{\text{dom} \, H_2}$ such that

$$(H_1 + I)^{-\frac{1}{2}} = (H_2 + I)^{-\frac{1}{2}} C_1,$$

where $C_1$ is uniquely determined and $\ker C_1 = \text{mul} \, H_1$;
(v) for some nonnegative contraction $M$, $0 \leq M \leq I$, with $\text{ran} \, M \subset \overline{\text{dom} \, H_2}$ one has

$$(H_1 + I)^{-1} = (H_2 + I)^{-\frac{1}{2}} M (H_2 + I)^{-\frac{1}{2}};$$

(vi) the inequality $(H_1 + I)^{-1} \leq (H_2 + I)^{-1}$ holds.

Proof. Since $H_j$ is selfadjoint it admits an orthogonal decomposition $H_j = H_{s,j} \oplus \{0\} \times \text{mul} \, H_j$, where $H_{s,j} = P_j H_j$ is the selfadjoint operator part acting on $\overline{\text{dom} \, H_j} = \mathfrak{S} \ominus \text{mul} \, H_j$ and $P_j$ stands for the orthogonal projection onto $\overline{\text{dom} \, H_j}$; $j = 1, 2$.

(i) $\Rightarrow$ (ii) Let $f \in \overline{\text{dom} \, H_1^{\frac{1}{2}}}$ and define $C_0$ by setting $C_0 H_{1,s}^{\frac{1}{2}} f = H_{2,s}^{\frac{1}{2}} f$. Then the inequality in (2.4) shows that $\|C_0 H_{1,s}^{\frac{1}{2}} f\| = \|H_{2,s}^{\frac{1}{2}} f\| \leq \|H_{1,s}^{\frac{1}{2}} f\|$, and hence $C_0$ is a well-defined and contractive operator, which can be continued to a contraction from the closed subspace $\text{ran} \, H_{1,s}$ into the closed subspace $\overline{\text{ran} \, H_2,s}$. By extending $C_0$ to $\mathfrak{S} \ominus \overline{\text{ran} \, H_{1,s}}$ as a zero operator
gives a contractive operator $C \in [\mathcal{H}]$ with $\text{ran} \ C \subset \overline{\text{dom}} \ H_2 \ominus \ker \ H_2$ and $\text{mul} \ H_1 \oplus \ker \ H_1 \subset \ker \ C$. The last two inclusion are equivalent to the inclusions stated for $\ker C^*$ and $\text{ran} \ C^*$ in (ii). Moreover, by construction $CH_1^{\frac{1}{2}} = C_0 H_1^{\frac{1}{2}} \subset H_2^{\frac{3}{2}}$ and $CH_1^{\frac{3}{2}} = CP_1 H_1^{\frac{1}{2}} = CH_1^{\frac{3}{2}}$, so that $CH_1^{\frac{1}{2}} \subset H_2^{\frac{3}{2}} \subset H_2^{\frac{1}{2}}$. By boundedness of $C$, $CH_1^{\frac{1}{2}} \subset H_2^{\frac{1}{2}}$ is equivalent to $H_1^{\frac{1}{2}} \subset H_2^{\frac{1}{2}}$.

Finally it is shown that the conditions $\text{ran} \ C \subset \overline{\text{dom}} \ H_2$, $\ker \ H_1 \subset \ker \ C$, and $CH_1^{\frac{1}{2}} \subset H_2^{\frac{1}{2}}$ determine $C$ uniquely. From the first and third condition one obtains

$$CH_1^{\frac{1}{2}} = P_2 CH_1^{\frac{1}{2}} \subset P_2 H_2^{\frac{1}{2}} = H_2^{\frac{1}{2}},$$

and this implies that $\text{mul} \ H_1 \subset \ker \ C$. Hence $CH_1^{\frac{1}{2}} = CP_1 H_1^{\frac{1}{2}} = CH_1^{\frac{1}{2}} \subset H_2^{\frac{3}{2}}$, and now the condition $\ker \ H_1 \subset \ker \ C$ implies that $C$ restricted to the subspace $\overline{\text{dom}} \ H_1 \ominus \ker \ H_1$ is uniquely determined by the condition $CH_1^{\frac{1}{2}} \subset H_2^{\frac{3}{2}}$. It coincides with the closure of $C_0$ on $\overline{\text{dom}} \ H_1 \ominus \ker \ H_1$ and is a zero operator on the orthogonal complement $\text{mul} \ H_1 \ominus \ker \ H_1$.

(ii) $\Rightarrow$ (i) This implication is obtained directly by applying the definition in (2.4).

(ii) $\iff$ (iii) If $C$ is as in (ii) then $H_2^{\frac{1}{2}} \subset H_2^{\frac{3}{2}} C^*$ implies that $P_1 H_2^{\frac{1}{2}} \subset P_1 H_2^{\frac{1}{2}} C^*$ and in view of $\overline{\text{dom}} H_1 \subset \overline{\text{dom}} H_2$ this leads to $P_1 H_2^{\frac{1}{2}} \subset H_2^{\frac{1}{2}} C^*$ and (2.5).

Conversely, if (2.5) holds then $P_1 H_2^{\frac{1}{2}} \subset H_2^{\frac{1}{2}} C^* \subset H_1^{\frac{1}{2}} C^*$ and taking adjoints in $\mathfrak{F}$ it is easy to check that

$$H_2^{\frac{1}{2}} P_1 = (H_2^{\frac{1}{2}})^* P_1 = (P_1 H_2^{\frac{1}{2}})^* \subset (H_1^{\frac{1}{2}} C^*)^* \subset CH_1^{\frac{1}{2}},$$

which implies that $CH_1^{\frac{1}{2}} \subset H_2^{\frac{1}{2}}$.

(i) $\iff$ (vi) Recall that (i) is equivalent to $H_1^{-1} \leq H_2^{-1}$ and hence also to $H_1 + I \geq H_2 + I$ and $(I + H_1)^{-1} \leq (I + H_2)^{-1}$.

(ii), (vi) $\Rightarrow$ (iv) Apply (ii) to the inequality $(I + H_1)^{-1} \leq (I + H_2)^{-1}$ with $C_1 = C^*$; here the second inclusion from (ii) holds as an equality $(H_1 + I)^{-\frac{1}{2}} = (H_2 + I)^{-\frac{1}{2}} C_1$ due to boundedness. Moreover, $\text{ran} \ C_1 \subset \mathfrak{F} \ominus \ker ((H_2 + I)^{-\frac{1}{2}}) = \overline{\text{dom}} \ H_2$ clearly implies that $\ker C_1 = \ker ((H_1 + I)^{-\frac{1}{2}}) = \text{mul} \ H_1$.

(vi) $\Rightarrow$ (v) Write $(H_1 + I)^{-1} = (H_2 + I)^{-\frac{1}{2}} C_1 ((H_2 + I)^{-\frac{1}{2}} C_1)^* = (H_2 + I)^{-\frac{1}{2}} C_1 C_1^* (H_2 + I)^{-\frac{1}{2}}$ and take $M = C_1 C_1^*$.

(v) $\Rightarrow$ (vi) This is clear. \hfill $\Box$

Observe that if $\overline{\text{dom}} \ H_1 = \overline{\text{dom}} \ H_2$, then (2.5) can be expressed using the forms corresponding to $H_1$ and $H_2$ in the following simpler form:

$$H_2[\cdot, \cdot] \subset H_1^{\mathcal{C}}[\cdot, \cdot].$$

Notice also that for any fixed $t > 0$ the conditions (iii) and (v) can be also replaced by the equivalent conditions $(H_1 + t)^{-\frac{1}{2}} = (H_2 + t)^{-\frac{1}{2}} C_t$, $\|C_t\| \leq 1$, and $(H_1 + I)^{-1} \leq (H_2 + I)^{-1}$, respectively; see [26, Lemma 3.2].

To an arbitrary nonnegative l.r. $S$ in $\mathfrak{F}$ one can associate the following Cayley transform

$$(2.6) \quad S \mapsto B = \mathcal{C}(S) = -I + 2(I + S)^{-1} = \{\{f + f', f - f'\}, \{f, f'\} \in S\};$$

if $S$ is an operator then (2.6) can be rewritten in the form $\mathcal{C}(S) = (I-S)(I+S)^{-1}$. The Cayley transform (2.6) establishes a one-to-one correspondence between all nonnegative symmetric
(selfadjoint) relations $S$ and all (graphs of) Hermitian (selfadjoint, respectively) contractions $B$ with inverse transform

$$B \mapsto S = C(B) = (I - B)(I + B)^{-1} = \{(I + B)h, (I - B)h : h \in \mathcal{H}\}.$$  

For the proof of the next statement, see [10].

**Lemma 2.3.** Let $\tilde{S}$ be a nonnegative selfadjoint relation and let $\tilde{B} = C(\tilde{S})$ be its Cayley transform. Then

$$\mathcal{D}[\tilde{S}] = \text{ran} \ (I + \tilde{B})^{1/2};$$  
$$\tilde{S}[u, v] = -(u, v) + 2 \left((I + \tilde{B})^{(-1/2)}u, (I + \tilde{B})^{(-1/2)}v\right), \ u, v \in \mathcal{D}[\tilde{S}];$$  
$$\mathcal{D}[\tilde{S}^{-1}] = \text{ran} \ (I - \tilde{B})^{1/2};$$  
$$\tilde{S}^{-1}[f, g] = -(f, g) + 2 \left((I - \tilde{B})^{(-1/2)}f, (I - \tilde{B})^{(-1/2)}g\right), \ f, g \in \mathcal{D}[\tilde{S}^{-1}].$$

If $\tilde{S}$ is a nonnegative selfadjoint relation, then the form domain $\mathcal{D}[\tilde{S}]$ is a Hilbert space with respect to the inner product

$$\langle f, g \rangle_{\tilde{S}} := \tilde{S}[f, g] + \langle f, g \rangle.$$  

Observe, that if $\tilde{B} = C(\tilde{S})$ then Lemma 2.3 shows that

$$\langle f, g \rangle_{\tilde{S}} = 2 \left((I + \tilde{B})^{(-1/2)}f, (I + \tilde{B})^{(-1/2)}g\right), \ f, g \in \mathcal{D}[\tilde{S}] = \text{ran} \ (I + \tilde{B})^{1/2}.$$  

**2.2. Krein shorted operators.** For every nonnegative bounded operator $S$ in the Hilbert space $\mathcal{H}$ and every subspace $K \subset \mathcal{H}$ M.G. Krein [31] defined the operator $S_K$ by the relation

$$S_K = \max \{Z \in L(\mathcal{H}) : 0 \leq Z \leq S, \text{ran} \ Z \subset K\}.$$  

The equivalent definition

$$\langle S_K f, f \rangle = \inf_{\varphi \in K^\perp} \{(S(f + \varphi), f + \varphi)\}, \ f \in \mathcal{H}.$$  

Here $K^\perp := \mathcal{H} \ominus K$. The properties of $S_K$, were studied by M. Krein and by other authors (see [8] and references therein). $S_K$ is called the shorted operator (see [11, 2]). It is proved in [31] that $S_K$ takes the form

$$S_K = S^{1/2} P_\Omega S^{1/2},$$  

where $P_\Omega$ is the orthogonal projection in $\mathcal{H}$ onto the subspace

$$\Omega = \{f \in \text{ran} \ S : S^{1/2} f \in K\} = \text{ran} \ S \ominus S^{1/2} K^\perp.$$  

Moreover [31],

$$\text{ran} S^{1/2}_K = \text{ran} S^{1/2} P_\Omega = \text{ran} S^{1/2} \cap K.$$  

It follows that

$$S_K = 0 \iff \text{ran} S^{1/2} \cap K = \{0\}.$$  

A bounded selfadjoint operator $S$ in $\mathcal{H}$ has the block-matrix form

$$S = \begin{pmatrix} S_{11} & S_{12} \\ S_{12}^* & S_{22} \end{pmatrix} : \begin{array}{c} K \\ K^\perp \end{array} \rightarrow \begin{array}{c} K \\ K^\perp \end{array}.$$
It is well known (see [35]) that the operator $S$ is nonnegative if and only if

$$S_{22} \geq 0, \quad \mathsf{ran} \ S_{12}^* \subset \mathsf{ran} \ S_{22}^{1/2}, \quad S_{11} \geq \left(S_{22}^{-1/2} S_{12}^* \right)^* \left(S_{22}^{-1/2} S_{12}^* \right).$$

and the operator $S_K$ is given by the block matrix

$$S_K = \begin{pmatrix} S_{11} - \left(S_{22}^{-1/2} S_{12}^* \right)^* \left(S_{22}^{-1/2} S_{12}^* \right) & 0 \\ 0 & 0 \end{pmatrix},$$

where $S^{-1/2}_{22}$ is the Moore-Penrose pseudo-inverse. If $S^{-1}_{22} \in \mathcal{L}(\mathcal{K}^\perp)$ then

$$S_K = \begin{pmatrix} S_{11} - S_{12} S^{-1}_{22} S_{12}^* & 0 \\ 0 & 0 \end{pmatrix}.$$

and the operator $S_{11} - S_{12} S^{-1}_{22} S_{12}^*$ is called the Schur complement of the matrix $S$. From (2.11) it follows that

$$S_K = 0 \iff \mathsf{ran} \ S_{12}^* \subset \mathsf{ran} \ S_{22}^{1/2} \quad \text{and} \quad S_{11} = \left(S_{22}^{-1/2} S_{12}^* \right)^* \left(S_{22}^{-1/2} S_{12}^* \right).$$

2.3. Selfadjoint contractive extensions of a nondensely defined Hermitian contraction. Let $B$ be a Hermitian contraction in $\mathcal{H}$ defined on the subspace $\mathcal{H}_0$, i.e., $(Bf, g) = (f, Bg)$ for all $f, g \in \mathcal{H}_0$ and $\|B\| \leq 1$. Set $\mathcal{N} = \mathcal{H} \ominus \mathcal{H}_0$. A description of all selfadjoint contractive (sc-)extensions of $B$ in $\mathcal{H}$ was given by M.G. Kreǐn [31]. In fact, he showed that all sc-extensions of $B$ form an operator interval $[B_\mu, B_M]$, where the extensions $B_\mu$ and $B_M$ can be characterized by

$$\sup_{\varphi \in \text{dom} \ B} \frac{|(B \varphi, h)|^2}{||\varphi||^2 - ||B \varphi||^2} = \infty$$

for all $h \in \mathcal{N} \setminus \{0\}$.

A description of the operator interval $[B_\mu, B_M]$ is given by the following equality (cf. [31], [35]):

$$\tilde{B} = (B_M + B_\mu)/2 + (B_M - B_\mu)^{1/2} \tilde{Z} (B_M - B_\mu)^{1/2}/2,$$

where $\tilde{Z}$ is a sc-operator in the subspace $\overline{\mathsf{ran}} (B_M - B_\mu) \subseteq \mathcal{N}$. It follows from (2.12), for instance, that for every sc-extension $\tilde{B}$ of $B$ the following identities hold:

$$(I - \tilde{B})|_{\mathcal{N}} = B_M - \tilde{B}, \quad (I + \tilde{B})|_{\mathcal{N}} = \tilde{B} - B_\mu,$$

cf. [31]. Hence, according to (2.10)

$$\begin{align*}
\mathsf{ran} \ (I - \tilde{B})^{1/2} \cap \mathcal{N} &= \mathsf{ran} \ (B_M - \tilde{B})^{1/2}, \\
\mathsf{ran} \ (I + \tilde{B})^{1/2} \cap \mathcal{N} &= \mathsf{ran} \ (\tilde{B} - B_\mu)^{1/2}.
\end{align*}$$
2.4. Nonnegative linear relations and their nonnegative selfadjoint extensions. Let $S$ be a nonnegative l.r. in $\mathfrak{H}$. Recall the definition of the Friedrichs extension $S_F$ of $S$ (see [28] for the case of densely defined $S$ and [40] for nonnegative l.r. case): $S_F$ is the unique selfadjoint relation associated with the closure of the form $S(\varphi,\psi) = (\varphi',\psi)$, $\{\varphi,\varphi'\} \in S$, $\psi \in \text{dom } S$:

$$S_F[\cdot,\cdot] = S[\cdot,\cdot] := \text{clos } S(\cdot,\cdot).$$

Consider the Cayley transform $B = C(S)$ of $S$ in (2.6). Then $B$ is a Hermitian contraction in $\mathfrak{N}$ and the formulas

$$\tilde{B} = -I + 2(I + \tilde{S})^{-1}, \quad \tilde{S} = (I - \tilde{B})(I + \tilde{B})^{-1}$$

establish a one-to-one correspondence between $sc$-extensions $\tilde{B}$ of $B$ and nonnegative selfadjoint extensions $\tilde{S}$ of $S$. In his famous paper [31] M.G. Krein proved, with $S$ being densely defined in $\mathfrak{H}$, that the Cayley transform of the left endpoint $B_\mu$ of the operator interval $[B_\mu, B_M]$ coincides with the Friedrichs extension $S_F$ of $S$, i.e.,

$$S_F = (I - B_\mu)(I + B_\mu)^{-1}.$$ 

This equality remains valid when $S$ is a l.r.; see [6, 15, 25]. Notice that $\mathcal{D}[S] = \mathcal{D}[S_F]$. In addition

1. if $S$ is a densely defined operator, then $S_F$ is characterized by

$$\text{dom } S_F = \text{dom } S^* \cap \mathcal{D}[S];$$

2. if $S$ is a nondensely defined operator, then

$$S_F = \{ \{f, S_0 f + h\} : f \in \text{dom } S_0, h \in \mathfrak{N} \}$$

where $S_0$ stands for the Friedrichs extension of the nonnegative operator $S_0 := P_{\mathfrak{N}_0} S$ having a dense domain in $\mathfrak{N}_0 = \text{dom } S$.

Let $z \in \mathbb{C} \setminus \mathbb{R}_+$ and let $\mathfrak{M}_z = \mathfrak{N} \oplus \text{ran } (S^* - zI)$ be the defect subspace of $S$ at $z$. Recall that

$$\mathcal{D}[S] \cap \mathfrak{M}_z = \{0\}, \quad z \in \mathbb{C} \setminus \mathbb{R}_+;$$

see e.g. [31, 6]. The Cayley transform $S_K := (I - B_M)(I + B_M)^{-1}$ of the right endpoint possesses the following property (see [3] for the operator case and [15] for the case of l.r.):

$$S_K = ((S^{-1})_F)^{-1}.$$ 

It is a consequence of Proposition 2.2 and the formula (2.6) that if the Hermitian contractions $\tilde{B}_1$ and $\tilde{B}_2$ satisfy the inequality $\tilde{B}_1 \leq \tilde{B}_2$, then equivalently their Cayley transforms $\tilde{S}_1 = C(\tilde{B}_1)$ and $\tilde{S}_2 = C(\tilde{B}_2)$ satisfy the reverse inequality $\tilde{S}_1 \geq \tilde{S}_2$. It follows that the linear relations $S_F$ and $S_K$ are the maximal and minimal (in the sense of quadratic forms, see (2.4)) among all nonnegative selfadjoint extensions, i.e., if $\tilde{S}$ is a nonnegative selfadjoint extension of $S$, then

1. $\mathcal{D}[S] \subset \mathcal{D}[\tilde{S}] \subset \mathcal{D}[S_K],$

2. $S[\varphi] \geq \tilde{S}[\varphi]$ for all $\varphi \in \mathcal{D}[S]$ and $\tilde{S}[u] \geq S_K[u]$ for all $u \in \mathcal{D}[\tilde{S}]$.

These inclusions and inequalities were originally established by M.G. Krein in [31] for a densely defined $S$ and in [15] for a l.r. $S$. The minimality property of $S_K$ is obtained by Ando and Nishio in [3] for nondensely defined operator $S$. 

Q-FUNCTIONS OF NONNEGATIVE OPERATORS
The minimal nonnegative selfadjoint extension $S_K$ we will call the *Krein-von-Neumann extension* of $S$. Recall that $S$ admits a unique nonnegative selfadjoint extension, i.e. $S_K = S_F$, if and only if for at least for one (and then for all) $z \in \mathbb{C} \setminus \mathbb{R}_+$ the following condition is fulfilled:

$$\sup_{\varphi \in \text{dom}(S)} \frac{|(S\varphi, \varphi)|^2}{(S\varphi, \varphi)} = \infty \quad \text{for every} \quad \varphi \in \mathcal{N}_z \setminus \{0\}.$$ 

The domain $\mathcal{D}[S_K]$ and $S_K[u]$ can be characterized as follows [3], [4]:

$$\mathcal{D}[S_K] = \left\{ u \in \mathcal{H} : \sup_{\varphi \in \text{dom}(S)} \frac{|(S\varphi, u)|^2}{(S\varphi, \varphi)} < \infty \right\},$$

$$S_K[u] = \sup_{\varphi \in \text{dom}(S)} \frac{|(S\varphi, u)|^2}{(S\varphi, \varphi)}, \; u \in \mathcal{D}[S_K].$$

Observe that the form $S_F[\cdot, \cdot]$ is the closed restriction of the form $S_K[\cdot, \cdot]$ and the form $S_K^{-1}[\cdot, \cdot]$ is the closed restriction of the form $S_F^{-1}[\cdot, \cdot]$. Besides (see [2])

$$\inf_{\varphi \in \mathcal{D}[S_F]} S_K[f - \varphi] = 0 \quad \text{for all} \quad f \in \mathcal{D}[S_K],$$

$$\inf_{\varphi \in \mathcal{D}[S_F^{-1}]} S_F^{-1}[g - \psi] = 0 \quad \text{for all} \quad g \in \mathcal{D}[S_F^{-1}].$$

### 3. Special pairs of nonnegative selfadjoint linear relations and corresponding pairs of selfadjoint contractions

Let $\mathcal{A}$ and $\mathcal{B}$ be bounded selfadjoint operators which are nonnegative and satisfy the inequality $\mathcal{A} \leq \mathcal{B}$. In this case Proposition 2.2 yields the following equivalences (see also 10 and the references therein):

(i) $\mathcal{A} \leq \mathcal{B};$
(ii) $\mathcal{A} = \mathcal{B}^{1/2} \mathcal{Z} \mathcal{B}^{1/2}$, where $\mathcal{Z}$ is a nonnegative selfadjoint contraction in $\overline{\text{ran} \mathcal{B}}$;
(iii) $\text{ran} \mathcal{A}^{1/2} = \mathcal{B}^{1/2} \text{ran} \mathcal{Z}^{1/2}$, where $\mathcal{Z}$ is as in (ii).

Observe that if $0 \leq \mathcal{Z} \leq I$ then the block operator

$$P = \begin{pmatrix} \mathcal{Z} & (\mathcal{Z} - \mathcal{Z}^2)^{1/2} \\ (\mathcal{Z} - \mathcal{Z}^2)^{1/2} & I - \mathcal{Z} \end{pmatrix}$$

satisfies $P^* = P = P^2$. In particular, this shows that $\mathcal{Z}$ itself is an orthogonal projection precisely when $\text{ran} \mathcal{Z}^{1/2} \cap \text{ran} (I - \mathcal{Z})^{1/2} = \text{ran} (\mathcal{Z} - \mathcal{Z}^2)^{1/2} = \{0\}$. Since

$$\text{ran} \mathcal{A}^{1/2} \cap \text{ran} (\mathcal{B} - \mathcal{A})^{1/2} = \text{ran} \mathcal{B}^{1/2} \mathcal{Z}^{1/2} \cap \text{ran} \mathcal{B}^{1/2}(I - \mathcal{Z})^{1/2} = \text{ran} \mathcal{B}^{1/2}(\mathcal{Z} - \mathcal{Z}^2)^{1/2},$$

one concludes the following equivalence for $\mathcal{Z}$ in (ii) and (iii):

\begin{equation}
\mathcal{Z} = \mathcal{Z}^2 \quad \iff \quad \text{ran} \mathcal{A}^{1/2} \cap \text{ran} (\mathcal{B} - \mathcal{A})^{1/2} = \{0\}.
\end{equation}

Recall that for closed nonnegative forms $\mathfrak{h}_1 \subset \mathfrak{h}_2$ implies $\mathfrak{h}_1 \geq \mathfrak{h}_2$. The next proposition gives some necessary and sufficient conditions for the inclusion $\mathfrak{h}_1 \subset \mathfrak{h}_2$ to hold by means of the Cayley transforms of representing selfadjoint relations, and hence, can be seen as a further specification of Proposition 2.2.

**Proposition 3.1.** Let $\tilde{S}_0$ and $\tilde{S}_1$ be two nonnegative selfadjoint linear relations and let

$$\text{graph} \tilde{B}_k = \mathcal{C}(\tilde{S}_k) = \left\{ \{f + f', f - f'\}, \; \{f, f'\} \in \tilde{S}_k \right\} = -I + 2(I + \tilde{S}_k)^{-1}, \; k = 0, 1,$$
be their Cayley transforms. Suppose that \( \tilde{S}_1 \leq \tilde{S}_0 \) or, equivalently, that \( \tilde{B}_0 \leq \tilde{B}_1 \). Then the following conditions are equivalent:

(i) the form \( \tilde{S}_0[\cdot, \cdot] \) is a closed restriction of the form \( \tilde{S}_1[\cdot, \cdot] \);
(ii) the following equality holds

\[ \mathcal{D}[\tilde{S}_1] \cap \tilde{S}_1 \mathcal{D}[\tilde{S}_0] = \text{ran} (\tilde{B}_1 - \tilde{B}_0)^{1/2}; \]

(iii) the following equality holds

\[ I + \tilde{B}_0 = (I + \tilde{B}_1)^{1/2} \Pi (I + \tilde{B}_1)^{1/2}, \]

where \( \Pi \) is orthogonal projection acting in \( \text{ran} (I + \tilde{B}_1) \);

(iv) the following equality holds

\[ \text{ran} (I + \tilde{B}_0)^{1/2} \cap \text{ran} (\tilde{B}_1 - \tilde{B}_0)^{1/2} = \{0\}. \]

**Proof.** The operators \( \tilde{B}_0 \) and \( \tilde{B}_1 \) are selfadjoint contractions in \( \mathcal{H} \) and Lemma 2.3 shows that (cf. (2.3))

\[ \tilde{S}_k[(I + \tilde{B}_k)^{1/2}f] + ||(I + \tilde{B}_k)^{1/2}f||^2 = 2||f||^2, \quad f \in \text{ran} (I + \tilde{B}_k), \quad k = 0, 1. \]

By Proposition 2.2 the inequality \( I + \tilde{B}_0 \leq I + \tilde{B}_1 \) is equivalent to the existence of a contraction \( W : \text{ran} (I + \tilde{B}_0) \to \text{ran} (I + \tilde{B}_1) \) (ker \( W = \{0\} \) in \( \mathcal{D}[\tilde{S}_0] \)) such that

\[ (I + \tilde{B}_0)^{1/2} = (I + \tilde{B}_1)^{1/2} W, \]

in fact, \( W \) is given by

\[ W = (I + \tilde{B}_1)^{(-1/2)} (I + \tilde{B}_0)^{1/2} : \text{ran} (I + \tilde{B}_0) \to \text{ran} (I + \tilde{B}_1). \]

The identity (3.3) implies that

\[ I + \tilde{B}_0 = (I + \tilde{B}_1)^{1/2} W^* (I + \tilde{B}_1)^{1/2}, \quad \tilde{B}_1 - \tilde{B}_0 = (I + \tilde{B}_1)^{1/2} (I - W W^*) (I + \tilde{B}_1)^{1/2}. \]

In particular,

\[ \text{ran} (I + \tilde{B}_0)^{1/2} = (I + \tilde{B}_1)^{1/2} \text{ran} W, \quad \text{ran} (\tilde{B}_1 - \tilde{B}_0)^{1/2} = (I + \tilde{B}_1)^{1/2} \text{ran} D_{W^*}, \]

where \( D_{W^*} = (I - W W^*)^{1/2} \).

(i) \( \Rightarrow \) (iii) Suppose that the form \( \tilde{S}_0[\cdot, \cdot] \) is a closed restriction of the form \( \tilde{S}_1[\cdot, \cdot] \). Then it follows from (3.2) that \( ||Wf||^2 = ||f||^2 \), i.e., \( W \) is isometric and consequently \( \Pi := WW^* \) appearing in (3.3) is the orthogonal projection onto the closed subspace \( \text{ran} W \subset \text{ran} (I + \tilde{B}_1) \).

(iii) \( \Rightarrow \) (ii) It is clear from (3.5) that \( \mathcal{D}[\tilde{S}_0] = \text{ran} (I + \tilde{B}_0)^{1/2} \subset \text{ran} (I + \tilde{B}_1)^{1/2} = \mathcal{D}[\tilde{S}_1] \); cf. (3.6). Now suppose that \( v \in \mathcal{D}[\tilde{S}_1] \cap \tilde{S}_1 \mathcal{D}[\tilde{S}_0] \), i.e., that \( \tilde{S}_1[u, v] + (u, v) = 0 \) for all \( u \in \mathcal{D}[\tilde{S}_0] \); see (2.8). By Lemma 2.3 and (2.3) this can be rewritten as

\[ \left( (I + \tilde{B}_1)^{(-1/2)} (I + \tilde{B}_0)^{1/2} h, (I + \tilde{B}_1)^{(-1/2)} v \right) = 0, \quad h \in \mathcal{H}, \]

which in view of (3.4) is equivalent to \( \tilde{W}^* (I + \tilde{B}_1)^{(-1/2)} v = 0 \). This shows that

\[ \mathcal{D}[\tilde{S}_1] \cap \tilde{S}_1 \mathcal{D}[\tilde{S}_0] = (I + \tilde{B}_1)^{1/2} \text{ker} W^* \]

On the other hand, the identity in (iii) implies that

\[ \tilde{B}_1 - \tilde{B}_0 = (I + \tilde{B}_1)^{1/2} P (I + \tilde{B}_1)^{1/2}, \]
where \( P \) is the orthogonal projection from \( \text{ran} (I + \tilde{B}_1) \) onto \( \text{ran} (I + \tilde{B}_1) \cup \text{ran} W = \ker W^* \), where \( W^* \) acts on \( \text{ran} (I + \tilde{B}_1) \). Therefore,

\[
(3.9) \quad \text{ran} (\tilde{B}_1 - \tilde{B}_0)^{1/2} = (I + \tilde{B}_1)^{1/2} \ker W^* = D[\tilde{S}_1] \cup_{\tilde{S}_1} D[\tilde{S}_0].
\]

(ii) \( \Rightarrow \) (i) Suppose that \( D[\tilde{S}_1] \cup_{\tilde{S}_1} D[\tilde{S}_0] = \text{ran} (\tilde{B}_1 - \tilde{B}_0)^{1/2} \). According to \( (3.6) \) one has \( \text{ran} (\tilde{B}_1 - \tilde{B}_0)^{1/2} = (I + \tilde{B}_1)^{1/2} \text{ran} D_{W^*} \) which combined with \( (3.7) \) leads to

\[
(3.10) \quad \text{ran} D_{W^*} = \ker W^*.
\]

By the commutation relation \( W^* D_{W^*} = D_W W^* \) the identity \( (3.10) \) gives \( D_W W^* = 0 \) and this implies that the restriction \( W| \text{ran} W^* \) is isometric. However, \( \text{ran} W^* = \text{ran} (I + \tilde{B}_1)^{1/2} \) and, thus, \( W \) is isometric on \( \text{ran} (I + \tilde{B}_1)^{1/2} \). Now \( (3.3) \) and \( (3.2) \) imply that \( \tilde{S}_1[u] = \tilde{S}_0[u] \) for all \( u \in D[\tilde{S}_0] = \text{ran} (I + \tilde{B}_0)^{1/2} \), i.e. the form \( \tilde{S}_0[\cdot, \cdot] \) is a closed restriction of the form \( \tilde{S}_1[\cdot, \cdot] \).

Finally, the equivalence of (iii) and (iv) is obtained directly from \( (3.1) \). \( \square \)

Observe that if the equivalent conditions in Proposition \( 3.1 \) are satisfied, then it follows from \( (2.9) \) and \( (3.8) \) that

\[
(3.11) \quad \| (\tilde{B}_1 - \tilde{B}_0)^{1/2} g \|_{\tilde{S}_1}^2 = 2 \| P g \|^2, \quad g \in \text{ran} (I + \tilde{B}_1).
\]

The next theorem will play an important role in the considerations that follow; for this purpose we first state and prove the following further result.

**Lemma 3.2.** Let \( \tilde{S}_0 \) and \( \tilde{S}_1 \) be two nonnegative selfadjoint linear relations such that \( \tilde{S}_1 \leq \tilde{S}_0 \) and let their Cayley transforms \( \tilde{B}_0 \) and \( \tilde{B}_1 \) be connected by \( (I + \tilde{B}_0)^{1/2} = (I + \tilde{B}_1)^{1/2} W \), where \( W \) is as defined in \( (3.1) \). Then the associated forms satisfy the approximation property

\[
(3.12) \quad \inf \left\{ \tilde{S}_1[u - \varphi], \varphi \in D[\tilde{S}_0] \right\} = 0 \quad \text{for all} \quad u \in D[\tilde{S}_1]
\]

if and only if

\[
(3.13) \quad \text{ran} (I - \tilde{B}_1)^{1/2} \cap (I + \tilde{B}_1)^{1/2} \ker W^* = \{0\},
\]

or, equivalently, \( \text{ran} \tilde{S}_1^{1/2} = D[\tilde{S}_1^{-1}] \) satisfies

\[
(3.14) \quad D[\tilde{S}_1^{-1}] \cap \left( D[\tilde{S}_1] \cup_{\tilde{S}_1} D[\tilde{S}_0] \right) = \{0\}.
\]

**Proof.** First assume that \( (3.12) \) is satisfied. By means of Lemma \( 2.3 \) this condition can be rewritten as follows

\[
\inf \left\{ \| (I - \tilde{B}_1)^{1/2} f - (I - \tilde{B}_1)^{1/2} W g \|^2, \quad g \in \text{ran} (I + \tilde{B}_0) \right\} = 0
\]

for all \( f \in \text{ran} (I + \tilde{B}_1)^{1/2} \). Since \( \text{ran} (I - \tilde{B}_1^2)^{1/2} = \text{ran} (I - \tilde{B}_1)^{1/2} \cap \text{ran} (I + \tilde{B}_1)^{1/2} \) and moreover \( \text{ran} (I - \tilde{B}_1^2)^{1/2} = (\ker (I - \tilde{B}_1^2)^{1/2})^\perp = \text{ran} (I - \tilde{B}_1)^{1/2} \cap \text{ran} (I + \tilde{B}_1)^{1/2} \) the previous condition is equivalent to

\[
\inf \left\{ \| h - (I - \tilde{B}_1)^{1/2} W g \|^2, \quad g \in \text{ran} (I + \tilde{B}_0) \right\} = 0 \quad \text{for all} \quad h \in \text{ran} (I - \tilde{B}_1^2)^{1/2}.
\]
This means that the orthogonal complement $\Omega^\perp$ in $\text{ran} \ (I - \tilde{B}_1^2)^{1/2}$ of the linear manifold
\[
\Omega := \left\{ (I - \tilde{B}_1)^{1/2} W g, \ g \in \text{ran} \ (I + \tilde{B}_0) \right\}
\]
is equal to zero. However,
\[
\Omega^\perp = \left\{ \varphi \in \text{ran} \ (I - \tilde{B}_1^2)^{1/2} : (I - \tilde{B}_1)^{1/2} \varphi \in \ker W^* \right\}
\]
and since $\ker W^* \subset \text{ran} \ (I + \tilde{B}_1)$ one concludes that the condition $\Omega^\perp = \{0\}$ is equivalent to $\text{ran} \ (I - \tilde{B}_1)^{1/2} \cap \ker W^* = \{0\}$. It remains to prove that this last condition is equivalent to the condition in (3.13). To see this first assume that $\text{ran} \ (I - \tilde{B}_1)^{1/2} \cap \ker W^* = \{0\}$ and let $g \in \text{ran} \ (I - \tilde{B}_1)^{1/2} \cap (I + \tilde{B}_1)^{1/2} \ker W^*$. Then $g \in \text{ran} \ (I - \tilde{B}_1^2)^{1/2}$ and hence
\[
g = (I - \tilde{B}_1^2)^{1/2} u = (I + \tilde{B}_1)^{1/2} w \text{ for some } u \in \text{ran} \ (I - \tilde{B}_1^2) \text{ and } w \in \ker W^* \subset \text{ran} \ (I + \tilde{B}_1).
\]
This implies that
\[
(I + \tilde{B}_1)^{1/2} [(I - \tilde{B}_1)^{1/2} u - w] = 0
\]
and since $(I - \tilde{B}_1)^{1/2} u - w \in \text{ran} \ (I + \tilde{B}_1)$ one concludes that $(I - \tilde{B}_1)^{1/2} u = w$, which by the assumption $\text{ran} \ (I - \tilde{B}_1)^{1/2} \cap \ker W^* = \{0\}$ implies that $(I - \tilde{B}_1)^{1/2} u = w = 0$. Therefore, also $g = 0$ and thus (3.13) follows. To prove the converse assume that (3.13) is satisfied and suppose that $g \in \text{ran} \ (I - \tilde{B}_1)^{1/2} \cap \ker W^*$. Then $g \in \text{ran} \ (I + \tilde{B}_1)$ and clearly $(I + \tilde{B}_1)^{1/2} g \in \text{ran} \ (I - \tilde{B}_1)^{1/2} \cap (I + \tilde{B}_1)^{1/2} \ker W^*$ from which one concludes that $(I + \tilde{B}_1)^{1/2} g = 0$ and hence also $g = 0$. This proves that (3.12) and (3.13) are equivalent.

The equivalence of (3.13) and (3.14) is obtained by using Lemma 2.3 which shows that $\text{ran} \ (I - \tilde{B})^{1/2} = \mathcal{D}[\tilde{S}^{-1}]$, and the formula $\mathcal{D}[\tilde{S}_1] \cap \mathcal{D}[\tilde{S}_0] = (I + \tilde{B}_1)^{1/2} \ker W^*$ in (3.7). □

**Theorem 3.3.** Let $\tilde{S}_0$ and $\tilde{S}_1$ be two nonnegative selfadjoint relations. Then the following conditions are equivalent:

(i) the form $\tilde{S}_0[\cdot, \cdot]$ is a closed restriction of the form $\tilde{S}_1[\cdot, \cdot]$ and
\[
\inf \left\{ \tilde{S}_1[u - \varphi], \ \varphi \in \mathcal{D}[\tilde{S}_0] \right\} = 0 \quad \text{for all } u \in \mathcal{D}[\tilde{S}_1];
\]

(ii) the form $\tilde{S}_1^{-1}[\cdot, \cdot]$ is a closed restriction of the form $\tilde{S}_0^{-1}[\cdot, \cdot]$ and
\[
\inf \left\{ \tilde{S}_0^{-1}[v - \psi], \ \psi \in \mathcal{D}[\tilde{S}_1^{-1}] \right\} = 0 \quad \text{for all } v \in \mathcal{D}[\tilde{S}_0^{-1}];
\]

(iii) the form $\tilde{S}_0[\cdot, \cdot]$ is a closed restriction of the form $\tilde{S}_1[\cdot, \cdot]$ and the form $\tilde{S}_1^{-1}[\cdot, \cdot]$ is a closed restriction of the form $\tilde{S}_0^{-1}[\cdot, \cdot]$;

(iv) the Cayley transforms
\[
\text{graph } \tilde{B}_k = \mathcal{C}(\tilde{S}_k) = \left\{ (f + f', f - f'), \ \{f, f'\} \in \tilde{S}_k \right\}, \ \text{for } k = 0, 1
\]
satisfy the conditions
\[
\text{ran} \ (I + \tilde{B}_0)^{1/2} \cap \text{ran} \ (\tilde{B}_1 - \tilde{B}_0)^{1/2} = \text{ran} \ (I - \tilde{B}_1)^{1/2} \cap \text{ran} \ (\tilde{B}_1 - \tilde{B}_0)^{1/2} = \{0\}.
\]

**Proof.** By Proposition 3.13 the statement that the form $\tilde{S}_0[\cdot, \cdot]$ is a closed restriction of the form $\tilde{S}_1[\cdot, \cdot]$ is equivalent to the equality $\text{ran} \ (I + \tilde{B}_0)^{1/2} \cap \text{ran} \ (\tilde{B}_1 - \tilde{B}_0)^{1/2} = \{0\}$. Similarly by applying inverses, cf. (2.7), it can be seen that the statement that the form $\tilde{S}_1^{-1}[\cdot, \cdot]$ is a closed restriction of the form $\tilde{S}_0^{-1}[\cdot, \cdot]$ is equivalent to the equality
\[
\text{ran} \ (I - \tilde{B}_1)^{1/2} \cap \text{ran} \ (\tilde{B}_1 - \tilde{B}_0)^{1/2} = \{0\}.
\]
This proves the equivalence (iii) ⇔ (iv).

(i) ⇒ (iv) By Lemma 3.2 the condition \( \inf \{ \tilde{S}_1[u - \varphi], \varphi \in D[\tilde{S}_0] \} = 0 \) for all \( u \in D[\tilde{S}_1] \) is equivalent to (3.13). On the other hand, since \( \tilde{S}_0[,\cdot] \) is a closed restriction of the form \( \tilde{S}_1[,\cdot] \) it follows from Proposition 3.1 that
\[
(3.15) \quad \text{ran}(\tilde{B}_1 - \tilde{B}_0)^{1/2} = (I + \tilde{B}_1)^{1/2} \ker^* W,
\]
see (3.9). Combining (3.15) with (3.13) gives \( \text{ran}(I - \tilde{B}_1)^{1/2} \cap \text{ran}(\tilde{B}_1 - \tilde{B}_0)^{1/2} = \{0\} \).

(ii) ⇒ (iv) The proof is similar to the proof of the previous implication (apply inverses).

(iv) ⇒ (i), (ii) Assume that (iv) holds. Again it follows from Proposition 3.1 that (3.15) is equivalent to (2.14) is equivalent to (3.14) and, similarly, (3.16) is equivalent to (3.13).

This means that the second condition in (iv) coincides with the condition (3.13) in Lemma 3.2 and, therefore, the approximation property (3.12) in (i) is satisfied. Moreover, by Proposition 3.1 the first property in (i) is equivalent to the first condition in (iv). Hence (iv) implies (i) and likewise one can derive (ii) from (iv). 

Remark 3.4. If \( \tilde{B}_0 \) and \( \tilde{B}_1 \) (\( \tilde{B}_0 \leq \tilde{B}_1 \)) are sc-extensions of a Hermitian contraction, then it follows from (2.11) that the condition
\[
\text{ran}(I + \tilde{B}_0)^{1/2} \cap \text{ran}(\tilde{B}_1 - \tilde{B}_0)^{1/2} = \{0\}
\]
is equivalent to
\[
\text{ran}(\tilde{B}_0 - B\mu)^{1/2} \cap \text{ran}(\tilde{B}_1 - \tilde{B}_0)^{1/2} = \{0\},
\]
and, similarly,
\[
\text{ran}(I - \tilde{B}_1)^{1/2} \cap \text{ran}(\tilde{B}_1 - \tilde{B}_0)^{1/2} = \{0\}
\]
is equivalent to
\[
\text{ran}(B_M - \tilde{B}_1)^{1/2} \cap \text{ran}(\tilde{B}_1 - \tilde{B}_0)^{1/2} = \{0\}.
\]

Remark 3.5. If \( F \) and \( G \) are bounded nonnegative selfadjoint operators, then the parallel sum \( F : G \) can be defined (21). The conditions \( F : G = 0 \) and \( \text{ran} F^{1/2} \cap \text{ran} G^{1/2} = \{0\} \) are equivalent.

The following theorem has been established in (10).

Theorem 3.6. Let \( S \) be a nonnegative symmetric linear relation. The pair \( \{\tilde{S}_0, \tilde{S}_1\} \) of nonnegative selfadjoint linear relations satisfies the conditions
\[
(3.16) \quad \left\{ \begin{array}{l} \tilde{S}_0 \cap \tilde{S}_1 = S, \\
\text{the sesquilinear form} \tilde{S}_0[,\cdot] \text{ is a closed restriction of the form} \tilde{S}_1[,\cdot], \\
\text{the sesquilinear form} \tilde{S}_1^{-1}[,\cdot] \text{ is a closed restriction of the form} \tilde{S}_0^{-1}[,\cdot]
\end{array} \right.
\]
if and only if the pair \( \{\tilde{B}_0, \tilde{B}_1\} \) of selfadjoint contractions satisfies conditions
\[
(3.17) \quad \tilde{B}_0 \leq \tilde{B}_1, \quad \ker(\tilde{B}_1 - \tilde{B}_0) = \text{dom} B, \\
\text{ran}(\tilde{B}_1 - \tilde{B}_0^{1/2}) \cap \text{ran}(\tilde{B}_0 - B\mu)^{1/2} = \text{ran}(\tilde{B}_1 - \tilde{B}_0)^{1/2} \cap \text{ran}(B_M - \tilde{B}_1)^{1/2} = \{0\},
\]
where \( B = C(S), \tilde{B}_k = C(\tilde{S}_k), k = 0, 1 \).

It is also shown in (10) that if the defect numbers of \( S \) are finite, then the pair \( \{S_F, S_K\} \) of nonnegative selfadjoint extensions of \( S \) is the unique pair satisfying the conditions (3.16) and that if the defect numbers are infinite, then there exist pairs \( \{\tilde{S}_0, \tilde{S}_1\} \) different from \( \{S_F, S_K\} \) with the properties (3.16).
4. Special pairs of selfadjoint extensions

Let \( B \) be a Hermitian contraction in \( \mathcal{H} \) with \( \text{dom} \, B = \mathcal{H}_0 \subset \mathcal{H} \) and let \( \mathfrak{N} = \mathcal{H} \ominus \mathcal{H}_0 \). In what follows it is assumed that \( \ker(B_M - B_\mu) = \text{dom} \, B \). It is clear that the pair \( \{B_\mu, B_M\} \) determined by extreme extensions of the operator interval \( [B_\mu, B_M] \) satisfies all the conditions in (3.17). According to [10] there exists a pair \( \{\tilde{B}_0, \tilde{B}_1\} \), which is different from the pair \( \{B_\mu, B_M\} \) and satisfies the conditions (3.17) if and only if \( \text{dim} \, \mathfrak{N} = \infty \). We repeat here the construction from [10], since it is essential also for the present paper.

4.1. Construction of special pairs of nonnegative selfadjoint contractions. Let \( \mathcal{H} \) be an infinite-dimensional separable Hilbert space and let \( \mathfrak{K} \) be an infinite-dimensional subspace of \( \mathcal{H} \) with an infinite-dimensional orthogonal complement \( \mathfrak{K}^\perp \). Then \( \mathfrak{K}^\perp \) can be identified with \( \mathfrak{K} \) and one can write \( \mathcal{H} \) as a direct sum \( \mathcal{H} = \mathfrak{K} \oplus \mathfrak{K}^\perp \).

It is well known that there exist unbounded selfadjoint operators on infinite dimensional Hilbert spaces \( \mathcal{H} \), whose (dense) domains have a trivial intersection; see [39], [21], concrete examples are given in [14], [30]. Consequently, there exist bounded nonnegative operators \( F \) and \( G \) in \( \mathfrak{K} \), such that \( \text{ran} \, F = \text{ran} \, G = \mathfrak{K} \) and \( \text{ran} \, F \cap \text{ran} \, G = \{0\} \).

Without loss of generality one can assume that \( \|F\| < 1 \). Then \( F \) is contractive and \( \ker(I - F^2) = \{0\} \).

Define
\[
\mathcal{X} = \begin{pmatrix} F^2 & 0 \\ 0 & I - F^2 \end{pmatrix}, \quad \mathfrak{M} = \left\{ \begin{pmatrix} Gh \\ h \end{pmatrix} : h \in \mathfrak{K} \right\}.
\]

Then \( \mathcal{X} = \mathcal{X}^* \) is a nonnegative contraction in \( \mathcal{H} \) with \( \ker \mathcal{X} = \{0\} \) and \( \mathfrak{M} \) is a closed linear subspace of \( \mathcal{H} \) such that \( \text{ran} \, \mathcal{X}^{1/2} \cap \mathfrak{M} = \{0\} \).

To see this assume that \( v \in \text{ran} \, \mathcal{X}^{1/2} \cap \mathfrak{M} \). Then for some \( h, x, y \in \mathfrak{K} \) one has
\[
v = \begin{pmatrix} Gh \\ h \end{pmatrix} = \begin{pmatrix} Fx \\ (I - F^2)^{1/2} y \end{pmatrix}.
\]

Since \( \text{ran} \, F \cap \text{ran} \, G = \{0\} \), (4.1) implies that \( Fx = Gh = 0 \). Due to \( \ker F = \ker G = \{0\} \) one obtains \( x = 0 \), \( h = 0 \). Consequently \( v = 0 \), and this proves the claim.

Next observe that
\[
I - \mathcal{X} = \begin{pmatrix} I - F^2 & 0 \\ 0 & F^2 \end{pmatrix}, \quad \mathfrak{M}^\perp = \left\{ \begin{pmatrix} k \\ -Gk \end{pmatrix} : k \in \mathfrak{K} \right\}.
\]

Clearly, \( \ker(I - \mathcal{X}) = \{0\} \) and a similar argument as above shows that
\[
\text{ran} \, (I - \mathcal{X})^{1/2} \cap \mathfrak{M}^\perp = \{0\}.
\]

Now consider
\[
\mathcal{Y} := \mathcal{X} + (I - \mathcal{X})^{1/2} \mathfrak{M} (I - \mathcal{X})^{1/2}.
\]

By definition \( \mathcal{X} \leq \mathcal{Y} \leq I \) and
\[
\mathcal{Y} = \mathcal{X} + (I - \mathcal{X})^{1/2} \mathfrak{M} (I - \mathcal{X})^{1/2}.
\]

In particular, \( \ker \mathcal{Y} = \{0\} \) and it follows from (3.17) that
\[
\text{ran} \, (I - \mathcal{Y})^{1/2} \cap \text{ran} \, (\mathcal{Y} - \mathcal{X})^{1/2} = \{0\}.
\]
Moreover, by factoring $\mathcal{Y} = \mathcal{Y}_0 \mathcal{Y}_0^*$ with the row operator $\mathcal{Y}_0 = (\mathcal{X}^{1/2}; (I - \mathcal{X})^{1/2} P_{\Omega})$ and using similar arguments as in (3.1) one concludes that

\begin{equation}
\text{ran } \mathcal{X}^{1/2} \cap \text{ran } (\mathcal{Y} - \mathcal{X})^{1/2} = \{0\}.
\end{equation}

Notice that due to $\ker(I - \mathcal{X}) = \{0\}$ the condition (4.2) is equivalent to

\[ \ker(\mathcal{Y} - \mathcal{X}) = \{0\}. \]

It is also worth to mention that (use e.g. (4.4))

\begin{equation}
\text{ran } \mathcal{X} \cap \text{ran } \mathcal{Y} = \{0\}.
\end{equation}

4.2. Construction of special pairs of selfadjoint contractions and selfadjoint contractive extensions. Next introduce the selfadjoint contractions $\bar{Z}_0$ and $\bar{Z}_1$ by

\begin{equation}
\bar{Z}_0 := 2 \mathcal{X} - I, \quad \bar{Z}_1 := 2 \mathcal{Y} - I.
\end{equation}

Then $\bar{Z}_0 \leq \bar{Z}_1$ and in view of (4.3) and (4.4) one has

\[ \text{ran } (I - \bar{Z}_1)^{1/2} \cap \text{ran } (\bar{Z}_1 - \bar{Z}_0)^{1/2} = \{0\}, \quad \text{ran } (I + \bar{Z}_0)^{1/2} \cap \text{ran } (\bar{Z}_1 - \bar{Z}_0)^{1/2} = \{0\}. \]

Additionally, by the construction one has

\[ \ker(I + \bar{Z}_0) = \{0\}, \quad \ker(I - \bar{Z}_0) = \{0\}, \quad \ker(\bar{Z}_1 - \bar{Z}_0) = \{0\}, \]

and hence also $\ker(I + \bar{Z}_1) = \{0\}$.

Now we are ready to make the construction of a pair $\{\bar{B}_0, \bar{B}_1\}$ of contractions with the desired properties.

**Corollary 4.1.** Let $B$ be a Hermitian contraction in $\mathfrak{H}$ with $\text{dom } B = \mathcal{H}_0$, let $\mathfrak{M} = \mathfrak{H} \ominus \mathfrak{H}_0$, and assume that

\[ \dim \mathfrak{M} = \infty, \quad \ker(B_M - B_{\mu}) = \text{dom } B = \mathcal{H}_0. \]

Then there exists a pair $\{\bar{B}_0, \bar{B}_1\}$ of sc-extensions of $B$ with the properties (3.17) which differs from the pair $\{B_{\mu}, B_M\}$.

**Proof.** Let $\bar{Z}_0$ and $\bar{Z}_1$ be a pair of selfadjoint contractions in $\mathfrak{M}$ as constructed in (4.6) and define a pair of sc-extensions of $B$ by means of (2.13):

\[ \bar{B}_k = (B_M + B_{\mu})/2 + (B_M - B_{\mu})^{1/2} \bar{Z}_k (B_M - B_{\mu})^{1/2}/2, \quad k = 0, 1. \]

Then the pair $\{\bar{B}_0, \bar{B}_1\}$ satisfies all the conditions in (3.17) and, since clearly $\bar{Z}_0 \neq -I_\mathfrak{M}$ and $\bar{Z}_1 \neq I_\mathfrak{M}$, one concludes that $\bar{B}_0 \neq B_{\mu}$ and $\bar{B}_1 \neq B_M$. \hfill \Box

4.3. Construction of special pairs of nonnegative selfadjoint operators and nonnegative selfadjoint extensions.

**Corollary 4.2.** There exist pairs $\{\bar{S}_0, \bar{S}_1\}$ of unbounded nonnegative selfadjoint operators in $\mathfrak{H}$ such that

\begin{enumerate}
\item $\text{dom } \bar{S}_0 \cap \text{dom } \bar{S}_1 = \{0\}$,
\item $\text{dom } \bar{S}_0^{1/2} \subset \text{dom } \bar{S}_1^{1/2}$ and the form $\bar{S}_0[\cdot, \cdot]$ is the closed restriction of the form $\bar{S}_1[\cdot, \cdot]$,
\item $\inf_{\varphi \in \text{dom } \bar{S}_0^{1/2}} \bar{S}_1[f - \varphi] = 0$ for all $f \in \text{dom } \bar{S}_1^{1/2}$.
\end{enumerate}
Then for a nonnegative symmetric operator conditions (3.16) by means of Cayley transforms. For simplicity the next result is formulated from (4.6), (4.3), (4.4), Proposition 3.1, and Theorem 3.3 we get that the form
\[ \langle \tilde{S}_0[\varphi, \psi], \tilde{S}_0[1/2] \rangle = (I - \mathcal{X})^{1/2} \mathcal{X}^{-1/2} \varphi, (I - \mathcal{X})^{1/2} \mathcal{X}^{-1/2} \psi, \]
\[ \varphi, \psi \in D[\tilde{S}_0] = \text{dom} \mathcal{X}^{-1/2} = \text{ran} \mathcal{X}^{1/2}, \]
is a closed restriction of the form
\[ \tilde{S}_1[u, v] = (I - \mathcal{Y})^{1/2} \mathcal{Y}^{-1/2} u, (I - \mathcal{Y})^{1/2} \mathcal{Y}^{-1/2} v, \]
\[ u, v \in D[\tilde{S}_1] = \text{dom} \mathcal{Y}^{-1/2} = \text{ran} \mathcal{Y}^{1/2} \]
and
\[ \inf_{\varphi \in \text{dom} \tilde{S}_0^{1/2}} ||\tilde{S}_1^{1/2}(f - \varphi)||^2 = 0 \]
for all \( f \in \text{dom} \tilde{S}_1^{1/2}. \)

Let \( S \) be a nonnegative symmetric linear relation. It follows from Theorems 3.3 and 3.6 that one can construct pairs \( \{\tilde{S}_0, \tilde{S}_1\} \) of nonnegative selfadjoint extensions of \( S \) satisfying the conditions (3.16) by means of Cayley transforms. For simplicity the next result is formulated for a nonnegative symmetric operator \( S \) along the lines in Theorem 3.3.

**Corollary 4.3.** Let \( S \) be a closed nonnegative symmetric, not necessary densely defined, operator in the Hilbert space \( \mathcal{H} \) and assume that \( S \) admits disjoint nonnegative selfadjoint (operator) extensions. Then there exists a pair \( \{\tilde{S}_0, \tilde{S}_1\} \) of nonnegative selfadjoint extensions of \( S \) such that

\[
(4.7) \quad \begin{cases}
\tilde{S}_0 \cap \tilde{S}_1 = S, \\
\text{the sesquilinear form } \tilde{S}_0[\cdot, \cdot] \text{ is a closed restriction of the form } \tilde{S}_1[\cdot, \cdot], \\
\inf \left\{ \tilde{S}_1[u - \varphi], \varphi \in D[\tilde{S}_0] \right\} = 0 \quad \text{for all } u \in D[\tilde{S}_1].
\end{cases}
\]

Moreover, if \( n_+(S) = \infty \) then the pair \( \{\tilde{S}_0, \tilde{S}_1\} \) differs in general from the pair \( \{S_F, S_K\} \).

**Proof.** The Cayley transform \( B = \mathcal{C}(S) = -I + 2(I + S)^{-1} \) of \( S \) is a nondensely defined Hermitian contraction with \( \ker(I + B) = \{0\} \). The disjointness assumption implies that \( S_F \cap S_K = S \), i.e., \( S_F \) and \( S_K \) are also disjoint nonnegative extensions of \( S \). Therefore their Cayley transforms \( B_\mu = \mathcal{C}(S_F) \) and \( B_M = \mathcal{C}(S_K) \) satisfy the equality \( \ker(B_M - B_\mu) = \text{dom} \mathcal{B} \). Now it is clear that the pair \( \{B_\mu, B_M\} \) satisfies all the conditions in (3.17). Moreover, if \( n_+(S) = \infty \) then \( \dim \mathfrak{K} = \infty \) and hence by Corollary 4.1 there are also other pairs \( \{\tilde{B}_0, \tilde{B}_1\} \) of \( sc \)-extensions of \( B \) satisfying the properties (3.17). Finally, it follows from Theorems 3.3 and 3.6 that

\[ \tilde{S}_k = (I - \tilde{B}_k)(I + \tilde{B}_k)^{-1}, \quad k = 0, 1, \]
are nonnegative selfadjoint extensions of \( S \) satisfying the properties in (4.7). \( \square \)
5. \( Q \)-functions of Hermitian contraction corresponding to the special pairs of selfadjoint contractive extensions

The following classes of \( Q \)-functions of a nondensely defined Hermitian contraction \( B \) with \( \text{dom} B = \mathcal{H}_0 \subset \mathcal{H} \), associated to the pair \( \{ \tilde{B}_0, \tilde{B}_1 \} \) of \( sc \)-extensions of \( B \) in \( \mathcal{H} \) which satisfy the conditions in (3.17), were introduced and studied in \([10]\):

\[
(5.1) \quad \tilde{Q}_0(\lambda) = \left[ (\tilde{B}_1 - \tilde{B}_0)^{1/2}(\tilde{B}_0 - \lambda I)^{-1}(\tilde{B}_1 - \tilde{B}_0)^{1/2} + I \right] | \mathcal{M},
\]

\[
(5.2) \quad \tilde{Q}_1(\lambda) = \left[ (\tilde{B}_1 - \tilde{B}_0)^{1/2}(\tilde{B}_1 - \lambda I)^{-1}(\tilde{B}_1 - \tilde{B}_0)^{1/2} - I \right] | \mathcal{M}, \quad \lambda \in \text{Ext} \left[ -1, 1 \right]
\]

These functions belong to the Herglotz-Nevanlinna class. It is easy to verify that

\[
\tilde{Q}_0(\lambda)\tilde{Q}_1(\lambda) = \tilde{Q}_1(\lambda)\tilde{Q}_0(\lambda) = -I_\mathcal{M}, \quad \lambda \in \text{Ext} \left[ -1, 1 \right].
\]

Moreover, the function \( \tilde{Q}_0 \) possesses the properties

\[
\lim_{\lambda \to \infty} \tilde{Q}_0(\lambda) = I_\mathcal{M},
\]

\[
\lim_{\lambda \downarrow 1} \tilde{Q}_0(\lambda) = 0, \quad \lim_{\lambda \uparrow 1} (\tilde{Q}_0(\lambda)h, h) = +\infty, \quad h \in \mathcal{M} \setminus \{0\}
\]

while for \( \tilde{Q}_1 \) one has

\[
\lim_{\lambda \to \infty} \tilde{Q}_1(\lambda) = -I_\mathcal{M},
\]

\[
\lim_{\lambda \downarrow 1} \tilde{Q}_1(\lambda) = 0, \quad \lim_{\lambda \uparrow 1} (\tilde{Q}_1(\lambda)h, h) = -\infty, \quad h \in \mathcal{M} \setminus \{0\}.
\]

Observe that from (5.1), (5.2), and (5.3) follow implications

\[
\lambda \in (-\infty, -1) \Rightarrow \tilde{Q}_0(\lambda) > 0, \quad \tilde{Q}_1(\lambda) < 0,
\]

\[
\lambda \in (1, +\infty) \Rightarrow \tilde{Q}_1(\lambda) < 0, \quad \tilde{Q}_0(\lambda) > 0.
\]

For the pair \( \{ B_\mu, B_M \} \) the corresponding \( Q \)-functions, called the \( Q_\mu \) and \( Q_M \)-functions, were originally defined and investigated by Krein and Ovcharenko in \([35]\). It is stated in \([35]\) that if the function \( \tilde{Q}_0 \) (\( \tilde{Q}_1 \)) possesses the properties in (5.4), then there exists a nondensely defined Hermitian contraction \( B \) such that \( \ker(B_M - B_\mu) = \text{dom} B \) and \( \tilde{Q}_0 \) (respect., \( \tilde{Q}_1 \)) coincides with \( Q_\mu \) (respect., with \( Q_M \)). However, this statements appears to be true only in the case that \( \dim \mathcal{M} < \infty \).

The class of Herglotz-Nevanlinna functions holomorphic in \( \mathbb{C} \setminus [-1, 1] \) and satisfying conditions (5.4) (respect., (5.5)) is denoted in \([10]\) by \( \mathcal{S}_\mu(\mathcal{M}) \) (respect., by \( \mathcal{S}_M(\mathcal{M}) \)). Thus the function \( \tilde{Q}_0 \) defined by (5.1) belongs to the class \( \mathcal{S}_\mu(\mathcal{M}) \), while the function \( \tilde{Q}_1(\lambda) = \tilde{Q}_0^{-1}(\lambda) \) belongs to the class \( \mathcal{S}_M(\mathcal{M}) \). The next theorem, which contains a proper characterization for the conditions stated by Krein and Ovcharenko in \([35]\), has been established in \([10]\).

**Theorem 5.1.** Assume that \( \tilde{Q} \in \mathcal{S}_\mu(\mathcal{M}) \). Then there exist a Hilbert space \( \mathcal{H} \) containing \( \mathcal{M} \) as a subspace, a Hermitian contraction \( B \) in \( \mathcal{H} \) defined on \( \text{dom} B = \mathcal{H} \ominus \mathcal{M} \), and a pair \( \{ \tilde{B}_0, \tilde{B}_1 \} \) of \( sc \)-extensions of \( B \), satisfying (3.17) such that

\[
Q(\lambda) = \left[ (\tilde{B}_1 - \tilde{B}_0)^{1/2}(\tilde{B}_0 - \lambda I)^{-1}(\tilde{B}_1 - \tilde{B}_0)^{1/2} + I \right] | \mathcal{M},
\]

\[
-Q^{-1}(\lambda) = \left[ (\tilde{B}_1 - \tilde{B}_0)^{1/2}(\tilde{B}_1 - \lambda I)^{-1}(\tilde{B}_1 - \tilde{B}_0)^{1/2} - I \right] | \mathcal{M}, \quad \lambda \in \text{Ext} \left[ -1, 1 \right].
\]
If \( \dim \mathcal{N} < \infty \), then necessary
\[
\begin{align*}
\widetilde{B}_0 &= B_\mu, \\
\widetilde{B}_1 &= B_M.
\end{align*}
\]

It is emphasized that in the case \( \dim \mathcal{N} = \infty \) there exist pairs different from \( \{B_\mu, B_M\} \) satisfying (3.17) and their corresponding \( Q \)-functions given by (5.1) and (5.2) also satisfy (5.4) and (5.5), giving a contradiction to the above mentioned result in [35] in the infinite dimensional case \( \dim \mathcal{N} = \infty \).

Recall from [35] that two Hermitian operators \( B \) and \( B' \) defined on the subspaces \( \text{dom} \, B \) and \( \text{dom} \, B' \) of the Hilbert spaces \( \mathfrak{H} = \text{dom} \, B \oplus \mathcal{N} \) and \( \mathfrak{H}' = \text{dom} \, B' \oplus \mathcal{N} \), respectively, are said to be \( \mathcal{N} \)-unitaly equivalent [11], [12], if there is a unitary operator \( U \) from \( \mathfrak{H} \) onto \( \mathfrak{H}' \), such that
\[
U \upharpoonright \mathcal{N} = I_{\mathcal{N}}, \quad U(\text{dom} \, B) = \text{dom} \, B', \quad UB = B'U.
\]
Moreover, \( B \) in \( \mathfrak{H} \) is said to be \( \text{simple} \) if there is no nontrivial subspace invariant under \( B \). An equivalent condition due to M.G. Kre˘ın and I.E. Ovcharenko [35, Lemma 2.1] for Hermitian contraction \( B \) is that the subspace \( \mathcal{N} = \mathfrak{H} \ominus \text{dom} \, B \) is generating for some (equivalently for every) selfadjoint extension \( \widetilde{B} \) of \( B \):

\[
\mathfrak{H} = \text{span} \{ \widetilde{B}^{\mu} \mathcal{N} : n = 0, 1, \ldots \} = \text{span} \{ (\widetilde{B} - \lambda I)^{-1} \mathcal{N} : |\lambda| > 1 \}.
\]

In [35] it is shown that the simple part of the Hermitian contraction \( B \) is uniquely determined by its \( Q_\mu \) (\( Q_M \))-function up to unitary equivalence. An analogous statement holds for functions belonging to the classes \( \mathcal{G}_\mu(\mathcal{N}) \) and \( \mathcal{G}_M(\mathcal{N}) \). Moreover, the following generalization of this result for the pair \( \{\widetilde{B}_0, \widetilde{B}_1\} \) of \text{sc}-extensions of \( B \) is also true.

**Proposition 5.2.** Let \( B \) and \( B' \) be simple Hermitian contractions in \( \mathfrak{H} = \text{dom} \, B \oplus \mathcal{N} \) and \( \mathfrak{H}' = \text{dom} \, B' \oplus \mathcal{N} \), respectively, and let \( \widetilde{Q}_0(\lambda) \) and \( \widetilde{Q}'_0(\lambda) \) be defined via (5.1) \( (\widetilde{Q}_1(\lambda) \) and \( \widetilde{Q}'_1(\lambda) \) be defined via (5.2) \) with the pair \( \{\widetilde{B}_0, \widetilde{B}_1\} \) and \( \{\widetilde{B}_0', \widetilde{B}_1'\} \), respectively. If \( \widetilde{Q}_0(\lambda) \) and \( \widetilde{Q}'_0(\lambda) \) are equal, then \( B \) and \( B' \) and the pairs \( \{\widetilde{B}_0, \widetilde{B}_1\} \) and \( \{\widetilde{B}_0', \widetilde{B}_1'\} \) are unitarily equivalent with the same unitary operator \( U \).

We also recall another statement which concerns the compressed resolvent
\[
Q_{\widetilde{B}}(\lambda) := P_{\mathcal{N}}(\widetilde{B} - \lambda I)^{-1} \upharpoonright \mathcal{N}
\]
associated to a selfadjoint contraction \( \widetilde{B} \) and which can also be found from [11].

**Proposition 5.3.** Let \( \widetilde{B} \) be a selfadjoint contraction in the Hilbert space \( \mathfrak{H} \), and let \( \mathcal{N} \subseteq \mathfrak{H} \). Suppose that \( \widetilde{B} \) is \( \mathcal{N} \)-minimal, i.e. \( \mathfrak{H} = \text{span} \{ (\widetilde{B} - \lambda I)^{-1} \mathcal{N} : |\lambda| > 1 \} \). Then the following conditions are equivalent:

(i) \( \mathcal{N} = \mathfrak{H} \);

(ii) the operator-valued function \( Q_{\widetilde{B}}^{-1}(\lambda) + \lambda I \) is constant.

Since
\[
\left[ (\widetilde{B}_1 - \widetilde{B}_0)^{1/2}(\widetilde{B}_0 - \lambda I)^{-1}(\widetilde{B}_1 - \widetilde{B}_0)^{1/2} + I \right] \upharpoonright \mathcal{N}
= \left[ (\widetilde{B}_1 - \widetilde{B}_0)^{1/2}Q_{\widetilde{B}_0}(\lambda)(\widetilde{B}_1 - \widetilde{B}_0)^{1/2} + I \right] \upharpoonright \mathcal{N},
\]
one can apply Proposition 5.3 and see that it is possible that \( \text{dom} \, B = \{0\} \) in Theorem 5.1. The example of such a situation is provided by the pair of operators \( \{\widetilde{Z}_0, \widetilde{Z}_1\} \) in \( \mathfrak{H} \).
constructed in Subsection 4.2 and the corresponding functions satisfy
\[
\begin{align*}
\bar{Q}_0(\lambda) &= (\bar{Z}_1 - \bar{Z}_0)^{1/2}(\bar{Z}_0 - \lambda I)^{-1}(\bar{Z}_1 - \bar{Z}_0)^{1/2} + I_0 \in \mathcal{S}_e(\mathcal{H}), \\
\bar{Q}_1(\lambda) &= -\bar{Q}_0^{-1}(\lambda) = (\bar{Z}_1 - \bar{Z}_0)^{1/2}(\bar{Z}_1 - \lambda I)^{-1}(\bar{Z}_1 - \bar{Z}_0)^{1/2} - I_0 \in \mathcal{S}_M(\mathcal{H}).
\end{align*}
\]

As an addition to [10] the following statement will now be proved.

**Theorem 5.4.** Let \( B \) be a Hermitian contraction in \( \mathcal{H} \) with \( \text{dom} \, B = \mathcal{H}_0 \subset \mathcal{H} \). Suppose \( \ker(I+B) = \{0\} \). Let the pair \( \{\tilde{B}_0, \tilde{B}_1\} \) of sc-extensions of \( B \) satisfy the equivalent conditions in Proposition 3.1. Then the following conditions are equivalent:

(i) \( s - \lim_{\lambda \to -1} (\lambda + 1) \bar{Q}_0(\lambda) = 0 \);

(ii) \( \lim_{\lambda \uparrow -1} \frac{(\bar{Q}_1(\lambda)f, f)}{1 + \lambda} = -\infty, \, f \in \mathfrak{N} \setminus \{0\} \);

(iii) \( \ker(I + \tilde{B}_0) = \{0\} \).

**Proof.** Using (5.11) together with the following well-known relations for a nonnegative self-adjoint operator \( G \)
\[
\lim_{y \uparrow 0} y(G - yI)^{-1}f = \begin{cases} 
0, & \text{if } f \in \text{ran } G \\
-f, & \text{if } f \in \ker G
\end{cases},
\]
and the identity \( \text{ran}(\tilde{B}_1 - \tilde{B}_0)^{1/2} = \mathfrak{N} \) we get that
\[
(i) \iff \mathfrak{N} \subseteq \text{ran} (I + \tilde{B}_0).
\]

On the other hand, using the equivalence \( \mathfrak{N} \subseteq \text{ran} (I + \tilde{B}_0) \iff \text{dom } B \supseteq \ker(I + \tilde{B}_0) \), the condition \( \ker(I + B) = \{0\} \), and the fact that \( \tilde{B}_0 \) is a sc-extension of \( B \), we have
\[
(i) \iff (iii).
\]

Due to the equality
\[
\bar{Q}_1(\lambda) = -\bar{Q}_0^{-1}(\lambda), \quad \lambda \in \text{Ext} [-1, 1],
\]
we get with \( \lambda < -1 \)
\[
||f||^2 = \left( \bar{Q}_0(\lambda)f, -\bar{Q}_1(\lambda) \right) \leq \sqrt{\left( \bar{Q}_0(\lambda)f, f \right)} \sqrt{\left( \bar{Q}_0(\lambda)\bar{Q}_1(\lambda)f, \bar{Q}_1(\lambda)f \right)}
\]
\[
= \sqrt{\left( \bar{Q}_0(\lambda)f, f \right) \sqrt{-\left( f, \bar{Q}_1(\lambda)f \right)}}.
\]

It follows that
\[
-f, \bar{Q}_1(\lambda)f \geq \frac{||f||^4}{\bar{Q}_0(\lambda)f, f}, \quad \lambda < -1.
\]

Hence \( (i) \Rightarrow (ii) \).

Next suppose that \( (ii) \) holds true. Since \( \tilde{B}_1 - \tilde{B}_0 = (I + \tilde{B}_1)^{1/2}P(I + \tilde{B}_1)^{1/2} \), where \( P \) is an orthogonal projection (see Proposition 3.1 (3.8)), we get that
\[
(5.7) \quad (\tilde{B}_1 - \tilde{B}_0)^{1/2}f = (I + \tilde{B}_1)^{1/2} \sqrt{f}, \quad f \in \text{ran}(\tilde{B}_1 - \tilde{B}_0)^{1/2} = \mathfrak{N}
\]
where $\mathcal{V}$ is an isometry from $\mathcal{H}(= \text{ran}(\tilde{B}_1 - \tilde{B}_0)^{1/2})$ into $\text{ran}(I + \tilde{B}_1)$. With $\lambda < -1$ one obtains

$$\left(\tilde{Q}_1(\lambda)f, f\right) = \left((\tilde{B}_1 - \lambda I)^{-1}(I + \tilde{B}_1)\mathcal{V}f, \mathcal{V}f\right) - \|f\|^2$$

$$= -(1 + \lambda)\left((\tilde{B}_1 - \lambda I)^{-1}\mathcal{V}f, \mathcal{V}f\right), \quad f \in \mathcal{H}.$$

Therefore

$$\left(\frac{\tilde{Q}_1(\lambda)f, f}{1 + \lambda}\right) = -\|((\tilde{B}_1 - \lambda I)^{-1/2}\mathcal{V}f\|^2.$$

One concludes that

$$(ii) \iff \text{ran} \mathcal{V} \cap \text{ran} (I + \tilde{B}_1)^{1/2} = \{0\}.$$ 

From the definition of the isometry $\mathcal{V}$ in (5.7) we have

$$\text{ran} \mathcal{V} \cap \text{ran} (I + \tilde{B}_1)^{1/2} = \{0\} \iff \text{ran} (I + \tilde{B}_1) \cap \text{ran} (\tilde{B}_1 - \tilde{B}_0)^{1/2} = \{0\}.$$ 

With $g \in \ker(I + \tilde{B}_0)$ the equality

$$I + \tilde{B}_1 = I + \tilde{B}_0 + (\tilde{B}_1 - \tilde{B}_0)$$

yields the identity $(I + \tilde{B}_1)g = (\tilde{B}_1 - \tilde{B}_0)g$. Thus, (ii) $\Rightarrow$ (iii). The proof is complete. $\square$

6. $Q$-FUNCTIONS OF A NONNEGATIVE SYMMETRIC OPERATOR CORRESPONDING TO THE SPECIAL PAIRS OF NONNEGATIVE SELFADJOINT EXTENSIONS

Let $S$ be a closed nonnegative symmetric operator, which is in general nondensely defined. It is assumed that $S$ admits disjoint nonnegative selfadjoint operator extensions. In the case of nondensely defined $S$ this yields, in particular, that $S_K$ is an operator (i.e. it has no multi-valued part).

Let the linear fractional transformation $B$ of $S$ be defined by

$$B := (I - S)(I + S)^{-1}.$$ 

Since $S_F \cap S_K = S$, we get $\ker(B_M - B_\mu) = \text{dom} B$. Consider two nonnegative selfadjoint operator extensions $\tilde{S}_0$ and $\tilde{S}_1$ of $S$ given by

$$\tilde{S}_k = (I - \tilde{B}_k)(I + \tilde{B}_k)^{-1}, \quad k = 0, 1,$$

where the pair of $sc$-extensions $\{\tilde{B}_0, \tilde{B}_1\}$ satisfies the condition (3.17). Notice that

$$\tilde{B}_1 - \tilde{B}_0 = 2(\tilde{S}_1 + I) - (\tilde{S}_0 + I)^{-1}$$

Next introduce the so-called $\gamma$-fields by the formulas

$$\mathbb{C} \setminus \mathbb{R}_+ \ni \lambda \mapsto \gamma_0(\lambda) := \left(I + (\lambda + 1)(\tilde{S}_0 - \lambda I)^{-1}\right)(\tilde{B}_1 - \tilde{B}_0)^{1/2} | \mathcal{N} \in \mathcal{L}(\mathcal{H}, \tilde{H}),$$

$$\mathbb{C} \setminus \mathbb{R}_+ \ni \lambda \mapsto \gamma_1(\lambda) := \left(I + (\lambda + 1)(\tilde{S}_1 - \lambda I)^{-1}\right)(\tilde{B}_1 - \tilde{B}_0)^{1/2} | \mathcal{N} \in \mathcal{L}(\mathcal{H}, \tilde{H}).$$

Then define

$$\tilde{Q}_0(\lambda) = -I_{\mathcal{H}} + \frac{\lambda + 1}{2}(\tilde{B}_1 - \tilde{B}_0)^{1/2}\left(I + (\lambda + 1)(\tilde{S}_0 - \lambda I)^{-1}\right)(\tilde{B}_1 - \tilde{B}_0)^{1/2} | \mathcal{N}, \lambda \in \mathbb{C} \setminus \mathbb{R}_+, (6.1)$$

$$\tilde{Q}_1(\lambda) = I_{\mathcal{H}} + \frac{\lambda + 1}{2}(\tilde{B}_1 - \tilde{B}_0)^{1/2}\left(I + (\lambda + 1)(\tilde{S}_1 - \lambda I)^{-1}\right)(\tilde{B}_1 - \tilde{B}_0)^{1/2} | \mathcal{N}, \lambda \in \mathbb{C} \setminus \mathbb{R}_+, (6.2)$$
If $\tilde{B} = (I - \tilde{S})(I + \tilde{S})^{-1}$ is the linear fractional transformation of a nonnegative selfadjoint operator, then its resolvent can be expressed in the form

\[(6.3) \quad (\tilde{B} - \mu I)^{-1} = -\frac{1}{1 + \mu} \left( I + \frac{2}{1 + \mu} \left( \tilde{S} - \frac{1 - \mu}{1 + \mu} I \right)^{-1} \right). \]

It follows that

\[(6.4) \quad \tilde{Q}_0(\lambda) = -\left( I_{\mathfrak{m}} + (\tilde{B}_1 - \tilde{B}_0)^{1/2} \left( \tilde{B}_0 - \frac{1 - \mu}{1 + \mu} I_{\mathfrak{m}} \right)^{-1} (\tilde{B}_1 - \tilde{B}_0)^{1/2} \right) \upharpoonright \mathfrak{m} = -\tilde{Q}_0 \left( \frac{1 - \mu}{1 + \lambda} \right), \]

\[\tilde{Q}_1(\lambda) = -\left( -I_{\mathfrak{m}} + (\tilde{B}_1 - \tilde{B}_0)^{1/2} \left( \tilde{B}_1 - \frac{1 - \mu}{1 + \mu} I_{\mathfrak{m}} \right)^{-1} (\tilde{B}_1 - \tilde{B}_0)^{1/2} \right) \upharpoonright \mathfrak{m} = -\tilde{Q}_1 \left( \frac{1 - \mu}{1 + \lambda} \right), \]

where the functions $\tilde{Q}_0$ and $\tilde{Q}_1$ are given by (5.1) and (5.2) with $\lambda \in \mathbb{C} \setminus \mathbb{R}_+$. From (6.4) and (5.6) it follows that

$\lambda \in (-\infty, 0) \Rightarrow \tilde{Q}_0(\lambda) < 0$, $\tilde{Q}_1(\lambda) > 0$.

**Definition 6.1.** Let $\mathcal{H}$ be a separable Hilbert space. Then denote by $\mathcal{G}_F(\mathcal{H})$ the class of Herglotz-Nevanlinna $\mathcal{L}(\mathcal{H})$-valued functions $\mathcal{M}(\lambda)$ holomorphic on $\mathbb{C} \setminus \mathbb{R}_+$ and possessing the properties

1. $\mathcal{M}^{-1}(\lambda) \in \mathcal{L}(\mathcal{H})$ for all $\lambda \in \mathbb{C} \setminus \mathbb{R}_+$,
2. $s - \lim_{x \to 0} \mathcal{M}(x) = 0$,
3. $\lim_{x \downarrow -\infty} (\mathcal{M}(x)g, g)_{\mathcal{H}} = -\infty$ for each $g \in \mathcal{H} \setminus \{0\}$,
4. $s - \lim_{x \downarrow -\infty} x^{-1} \mathcal{M}(x) = 0$.

**Definition 6.2.** Let $\mathcal{H}$ be a separable Hilbert space. Then denote by $\mathcal{G}_K(\mathcal{H})$ the class of Herglotz-Nevanlinna $\mathcal{L}(\mathcal{H})$-valued functions $\mathcal{N}(\lambda)$ holomorphic on $\mathbb{C} \setminus \mathbb{R}_+$ and possessing the properties

1. $\mathcal{N}^{-1}(\lambda) \in \mathcal{L}(\mathcal{H})$ for all $\lambda \in \mathbb{C} \setminus \mathbb{R}_+$,
2. $\lim_{x \uparrow 0} (\mathcal{N}(x)g, g)_{\mathcal{H}} = +\infty$ for each $g \in \mathcal{H} \setminus \{0\}$,
3. $s - \lim_{x \uparrow -\infty} \mathcal{N}(x) = 0$,
4. $\lim_{x \downarrow -\infty} x(\mathcal{N}(x)g, g)_{\mathcal{H}} = -\infty$ for each $g \in \mathcal{H} \setminus \{0\}$.

Clearly, the class $\mathcal{G}_F(\mathcal{H})$ is a subset of the inverse Stieltjes class and $\mathcal{G}_K(\mathcal{H})$ is subset of the Stieltjes class of $\mathcal{L}(\mathcal{H})$-valued functions [27].

**Theorem 6.3.** The function $\tilde{Q}_0$ belongs to the class $\mathcal{G}_F(\mathfrak{m})$, while the function $\tilde{Q}_1$ belongs to the class $\mathcal{G}_K(\mathfrak{m})$ and

$\tilde{Q}_0(\lambda)\tilde{Q}_1(\lambda) = \tilde{Q}_1(\lambda)\tilde{Q}_0(\lambda) = -I_{\mathfrak{m}}$

for each $\lambda \in \mathbb{C} \setminus \mathbb{R}_+$.

**Proof.** The statements follow from (5.3), (5.4), (5.5), Theorem 5.4 and (6.4). \qed

**Theorem 6.4.** Let $\mathcal{H}$ be a separable Hilbert space and let $\mathcal{M} \in \mathcal{G}_F(\mathcal{H})$ ($\mathcal{N} \in \mathcal{G}_K(\mathcal{H})$). Then there exists a Hilbert space $\mathfrak{N}$, containing $\mathcal{H}$ as a subspace, a closed simple nonnegative
possibly nondensely defined operator $S$ in $\mathcal{H}$, and a pair $\{\tilde{S}_0, \tilde{S}_1\}$ of nonnegative selfadjoint operator extensions of $S$, satisfying (4.7) and such that

$$\mathcal{M}(\lambda) = Y^* \tilde{Q}_0(\lambda)Y \quad (\mathcal{N}(\lambda) = Y^* \tilde{Q}_1(\lambda)Y), \quad \lambda \in \mathbb{C} \setminus \mathbb{R}_+,$$

where $Y \in \mathcal{L}(\mathcal{H}, \mathcal{H})$ is an isomorphism and $\tilde{Q}_0 (\tilde{Q}_1)$ is given by (6.1) (6.2). If $\dim \mathcal{H} < \infty$ or $\dim \mathcal{H} = \infty$ but $\text{Im} \mathcal{M}(i) \cap \text{Im} \mathcal{N}(i)$ is positive definite, then $S$ is densely defined and the equalities $\tilde{S}_0 = S_F$, $\tilde{S}_1 = S_K$ hold true.

Proof. We will prove the statement for $\mathcal{M} \in \mathfrak{S}_F(\mathcal{H})$. Since the function $\mathcal{M}$ belongs to the inverse Stieltjes class, the operator $-\mathcal{M}(-1)$ is positive definite. Let $Y = (-\mathcal{M}(-1))^{1/2}$ and define

$$\tilde{Q}_0(\lambda) = Y^{-1} \mathcal{M}(\lambda)Y^{-1}, \quad \lambda \in \mathbb{C} \setminus \mathbb{R}_+,$$

$$\tilde{Q}_0(z) = -\tilde{Q}_0 \left( \frac{1 - z}{1 + z} \right), \quad z \in \mathbb{C} \setminus [-1, 1].$$

Due to $\mathcal{M} \in \mathfrak{S}_F(\mathcal{H})$ the function $\tilde{Q}_0$ belongs to the class $\mathfrak{S}_\mu(\mathcal{H})$ and, moreover,

$$s - \lim_{x \uparrow -1} (x + 1)\tilde{Q}_0(x) = 0.$$

By [10] Theorem 5.1 there exists a Hilbert space $\tilde{\mathcal{H}}$ containing $\mathcal{H}$ as a subspace, a simple Hermitian contraction $B$ defined on $\text{dom} B = \tilde{\mathcal{H}} \ominus \mathcal{H}$ with the property $\ker(B_M - B_\mu) = \text{dom} B$, and a pair $\{\tilde{B}_0, \tilde{B}_1\}$ of $sc$-extensions, satisfying (5.17) such that

$$\tilde{Q}_0(z) = \left[ (\tilde{B}_1 - \tilde{B}_0)^{1/2} (\tilde{B}_0 - zI)^{-1} (\tilde{B}_1 - \tilde{B}_0)^{1/2} + I \right] \upharpoonright \mathcal{H}, \quad z \in \mathbb{C} \setminus [-1, 1].$$

From Theorem 5.4 it follows that $\ker(I + \tilde{B}_0) = \{0\}$.

Now define

$$S = (I - B)(I + B)^{-1}.$$

Then $S$ is a closed nonnegative operator, possibly nondensely defined, and the pair $\{\tilde{S}_0, \tilde{S}_1\}$ of its nonnegative selfadjoint (operator) extensions defined by

$$\tilde{S}_k = (I - \tilde{B}_k)(I + \tilde{B}_k)^{-1}, \quad k = 0, 1,$$

satisfies conditions (4.7). Finally, (6.3) implies that the function

$$-I_{\tilde{\mathcal{H}}} + \frac{\lambda + 1}{2}(\tilde{B}_1 - \tilde{B}_0)^{1/2} \left( I + (\lambda + 1)(\tilde{S}_0 - \lambda I)^{-1} \right) (\tilde{B}_1 - \tilde{B}_0)^{1/2} \upharpoonright \mathcal{H}, \quad \lambda \in \mathbb{C} \setminus \mathbb{R}_+,$$

coincides with $\tilde{Q}_0$. Thus, $\mathcal{M}(\lambda) = Y \tilde{Q}_0(\lambda)Y$ for all $\lambda \in \mathbb{C} \setminus \mathbb{R}_+$.

Let $\dim \mathcal{H} < \infty$. Then $B$ is Hermitian contraction with finite equal deficiency indices. In this case the pair $\{\tilde{B}_0, \tilde{B}_1\}$ necessarily coincides with the pair $\{B_\mu, B_M\}$. Moreover, $\ker(I + B_F) = \{0\}$, so that the operator $S$ is densely defined, and the equalities $\tilde{S}_0 = S_F$ and $\tilde{S}_1 = S_K$ follow.

It is clear that $\text{Im} \mathcal{M}(i) = -Y \text{Im} Q_0(-i)Y$. If $\text{Im} \mathcal{M}(i)$ has a bounded inverse, then according to [10] Corollary 6.3 one has $\tilde{B}_0 = B_\mu$, $\tilde{B}_1 = B_M$, and $\text{ran}(B_M - B_\mu) = \mathcal{H}$, and since $\ker(I + S_F) = \{0\}$, one concludes again that the operator $S$ is densely defined and that $\tilde{S}_0 = S_F$ and $\tilde{S}_1 = S_K$. \hfill \Box
Thus if $\mathcal{H}$ is finite dimensional and $\mathcal{M} \in \mathcal{G}_F(\mathcal{H})$, then there exists a closed densely defined nonnegative operator $S$ with finite deficiency indices such that $\mathcal{M}$ is the $Q_F$-function of $S$ and $-\mathcal{M}^{-1}$ is the $Q_K$-function of the same $S$.

If $\dim \mathcal{H} = \infty$, then it is possible that $\text{dom} \ S = \{0\}$. Actually, one can take the pair $\{\tilde{S}_0, \tilde{S}_1\}$ in $\mathcal{F}$ as given in Corollary 4.12 and define the corresponding function

$$\tilde{Q}_0(\lambda) = -I + \frac{\lambda + 1}{2} (\tilde{Z}_1 - \tilde{Z}_0)^{1/2} \left( I + (\lambda + 1)(\tilde{S}_0 - \lambda I)^{-1} \right) (\tilde{Z}_1 - \tilde{Z}_0)^{1/2}, \ \lambda \in \mathbb{C} \setminus \mathbb{R}_+.$$ 

This function belongs to the class $\mathcal{G}_F(\mathcal{F})$ and $-\tilde{Q}_0^{-1}(\lambda) = \tilde{Q}_1(\lambda) \in \mathcal{G}_K(\mathcal{F})$, where

$$\tilde{Q}_1(\lambda) = I + \frac{\lambda + 1}{2} (\tilde{Z}_1 - \tilde{Z}_0)^{1/2} \left( I + (\lambda + 1)(\tilde{S}_1 - \lambda I)^{-1} \right) (\tilde{Z}_1 - \tilde{Z}_0)^{1/2}, \ \lambda \in \mathbb{C} \setminus \mathbb{R}_+.$$ 

7. Special boundary pairs, positive boundary triplets and their Weyl functions

In this section pairs of nonnegative selfadjoint extensions of a nonnegative symmetric operator and the associated $Q$-functions are investigated further by constructing specific classes of (generalized) boundary triplets and boundary pairs suitable for nonnegative operators. In particular, some new realization results for the classes of $Q$-functions introduced in the previous sections are obtained, a most appealing one concerns the class $\mathcal{G}_F(\mathcal{H})$ (see Definition 6.1) which is established in Theorems 7.13, 7.17 below.

7.1. Ordinary, generalized and positive boundary triplets.

**Definition 7.1.** [13], [29], [22], [23]. Let $S$ be a closed densely defined symmetric operator with equal defect numbers in $\mathcal{F}$. Let $\mathcal{H}$ be some Hilbert space and let $\Gamma_0$ and $\Gamma_1$ be linear mappings of $\text{dom} \ S^*$ into $\mathcal{H}$. A triplet $\{H, \Gamma_0, \Gamma_1\}$ is called a space of boundary values (s.b.v.) or an ordinary boundary triplet for $S^*$ if

a) for all $x, y \in \text{dom} \ S^*$ the Green's identity

$$(S^*x, y) - (x, S^*y) = (\Gamma_1 x, \Gamma_0 y)_{\mathcal{H}} - (\Gamma_0 x, \Gamma_1 y)_{\mathcal{H}}, \ x, y \in \text{dom} \ S^*,$$

holds;

b) the mapping

$$\text{dom} \ S^* \ni x \mapsto \Gamma x = \{\Gamma_0 x, \Gamma_1 x\} \in \mathcal{H} \times \mathcal{H}$$

is surjective.

Denote $\mathcal{F}_+ := \text{dom} \ S^*$. When equipped with the inner product

$$(u, v)_+ := (u, v) + (S^*u, S^*v),$$

$\mathcal{F}_+$ becomes a Hilbert space. It follows from Definition 7.1 that $\Gamma_0, \Gamma_1 \in \mathcal{L}(\mathcal{F}_+, \mathcal{H})$, and $\ker \Gamma_k \supset \text{dom} \ S, \ k = 1, 2$, and, moreover, that the operators

$$\tilde{S}_0 = S^* \uparrow \ker \Gamma_0, \ \tilde{S}_1 = S^* \uparrow \ker \Gamma_1$$

are selfadjoint extensions of $S$ which in addition are transversal:

$$\text{dom} \ S^* = \text{dom} \tilde{S}_0 + \text{dom} \tilde{S}_1.$$ 

The function $M(\lambda)$ defined by

$$M(\lambda)(\Gamma_0 x_\lambda) = \Gamma_1 x_\lambda, \ x_\lambda \in \mathfrak{N}_\lambda,$$
where $\mathfrak{N}_0$ stands for the defect subspace of $S$ at $\lambda$, is called the Weyl function of the boundary triplet \cite{10}. With the corresponding $\gamma$-field given by 

$$\gamma(\lambda) := (\Gamma_0 | \mathfrak{N}_\lambda)^{-1}$$

the definition of the Weyl function can be rewritten in the form $M(\lambda) = \Gamma_1 \gamma(\lambda)$.

If the operators $\Gamma_0$ and $\Gamma_1$ are defined only on a linear manifold $\mathcal{L}$ which is dense in $\mathcal{H}_+$, are closable w.r.t. norms $|| \cdot ||_+ \text{ and } || \cdot ||_{\mathcal{H}}$, the Green’s identity (7.1) is valid for $x, y \in \mathcal{L}$, the mapping $\Gamma_0 : \mathcal{L} \to \mathcal{H}$ is surjective, and the operator $\tilde{\mathcal{S}}_0 := S^* \upharpoonright \ker \Gamma_0$ is selfadjoint, then \{\mathcal{H}, \Gamma_0, \Gamma_1\} is said to be a generalized boundary triplet; see \cite{17}.

**Definition 7.2.** Let $S$ be a densely defined closed positive definite symmetric operator in $\mathcal{H}$ and let $\tilde{\mathcal{S}}_0$ be a positive definite selfadjoint extension of $S$. An ordinary boundary triplet \{\mathcal{H}, \Gamma_0, \Gamma_1\} for $S^*$ is called a positive boundary triplet corresponding to the decomposition

$$\text{dom} \, S^* = \text{dom} \, \tilde{\mathcal{S}}_0 \hat{+} \ker S^*$$

if

$$(S^* f, g) = (\tilde{\mathcal{S}}_0 \mathcal{P}_0 f, g) + (\Gamma_1 f, \Gamma_0 g)_{\mathcal{H}}, \quad f, g \in \text{dom} \, S^*,$$

where $\mathcal{P}_0$ is the projector from $\tilde{\mathcal{S}}_+ = \text{dom} \, S^*$ onto $\text{dom} \, \tilde{\mathcal{S}}_0 = \ker \Gamma_0 \parallel \ker S^*$.\[
\]

By definition $\ker \Gamma_0 = \text{dom} \, \tilde{\mathcal{S}}_0$ and, moreover,

$$\ker \Gamma_1 = \ker S^+ \ker S^* = \ker S_K.$$\[
\]

Definition\cite{7} has been proposed by A.N. Kochubei \cite{29} (see also \cite{22}). To cover the general case of a nonnegative symmetric operator $S$ the following definition was suggested in \cite{4}:

**Definition 7.3.** Let $S$ be a densely defined closed nonnegative symmetric operator in $\mathcal{H}$. An ordinary boundary triplet \{\mathcal{H}, \Gamma_0, \Gamma_1\} for $S^*$ is called positive if the quadratic form

$$\omega(f, f) := (S^* f, f) - (\Gamma_1 f, \Gamma_0 f)_{\mathcal{H}}, \quad f \in \text{dom} \, S^*$$

is nonnegative.

It follows from Definition\cite{7,3} that if \{\mathcal{H}, \Gamma_0, \Gamma_1\} is a positive boundary triplet, then $\tilde{\mathcal{S}}_0$ and $\tilde{\mathcal{S}}_1$ are two mutually transversal nonnegative selfadjoint extensions of $S$ such that $\tilde{\mathcal{S}}_1 \leq \tilde{\mathcal{S}}_0$. Moreover, it is proved in \cite{4} that positive boundary triplets exist if and only if the Friedrichs and Kreǐn extensions are transversal. An ordinary boundary triplet for a densely defined closed nonnegative operator $S$, which satisfies the equalities

$$\ker \Gamma_0 = S_F \quad \text{and} \quad \ker \Gamma_1 = S_K,$$

is called basic; see \cite{4, 9}. The following theorem has been established in \cite{4}:

**Theorem 7.4.** Let \{\mathcal{H}, \Gamma_0^{(0)}, \Gamma_1^{(0)}\} be a basic boundary triplet. Then an ordinary boundary triplet \{\mathcal{H}', \Gamma_0', \Gamma_1'\} is positive if and only if the following equalities hold

$$\Gamma_0' = W \left( (I_{\mathcal{H}} + BC)\Gamma_0^{(0)} - B\Gamma_1^{(0)} \right),$$

$$\Gamma_1' = W^{-1} \left( -CT\Gamma_0^{(0)} + \Gamma_1^{(0)} \right)$$

for some bounded nonnegative selfadjoint operators $B$ and $C$ in $\mathcal{H}$ and a linear homeomorphism $W \in \mathcal{L}(\mathcal{H}, \mathcal{H}')$.

Notice that in \cite{17} and \cite{7} generalized basic boundary triplets are constructed. In the next section a more general class of generalized positive boundary triplets is constructed.
7.2. Special boundary pairs and corresponding positive boundary triplets.

7.2.1. The linear manifold $\mathcal{L}$. In the rest of this section we assume that

(a) $S$ is a densely defined nonnegative symmetric operator in $\mathcal{H}$,
(b) $\widetilde{S}_0$ and $\widetilde{S}_1$ are two nonnegative selfadjoint extensions of $S$, such that $\text{dom} \widetilde{S}_1 \cap \text{dom} \widetilde{S}_0 = \text{dom} S$,
(c) the form $\widetilde{S}_0[\cdot, \cdot]$ is a closed restriction of the form $\widetilde{S}_1[\cdot, \cdot]$

Define the linear manifold $\mathcal{L}$ by the equality

\begin{equation}
\mathcal{L} := \text{dom} \widetilde{S}_0 + (\mathcal{D}[\widetilde{S}_1] \ominus \mathcal{S}_1) \mathcal{D}[\widetilde{S}_0].
\end{equation} 

Let $\mathfrak{N}_z$ be the defect subspace of $S$ at $z$ and denote

\begin{equation}
\mathfrak{N}_z := \mathfrak{N}_z \cap \mathcal{L}, \ z \in \text{Ext} [0, \infty).
\end{equation} 

Since $\mathcal{D}[\widetilde{S}_1] \ominus \mathcal{S}_1 \mathcal{D}[\widetilde{S}_0] \subset \mathfrak{N}_{-1}$, see Proposition 3.1, it is clear that

\begin{equation}
\mathcal{D}[\widetilde{S}_1] \ominus \mathcal{S}_1 \mathcal{D}[\widetilde{S}_0] = \mathfrak{N}_{-1}.
\end{equation} 

Consequently,

\begin{equation}
\mathfrak{N}_z = (\widetilde{S}_0 + I)(\widetilde{S}_0 - zI)^{-1}\mathfrak{N}_{-1} = \left(I + (z + 1)(\widetilde{S}_0 - zI)^{-1}\right)\mathfrak{N}_{-1},
\end{equation} 

and one has the decompositions

\begin{equation}
\mathcal{L} = \text{dom} \widetilde{S}_0 + \mathfrak{N}_z, \ \mathcal{D}[\widetilde{S}_1] = \mathcal{D}[\widetilde{S}_0] + \mathfrak{N}_z, \ z \in \text{Ext} [0, \infty).
\end{equation} 

In particular, with $z, \xi \in \text{Ext} [0, \infty)$ the subspaces in (7.4) are connected by

\begin{equation}
\mathfrak{N}_z = (\widetilde{S}_0 - \xi I)(\widetilde{S}_0 - zI)^{-1}\mathfrak{N}_\xi = \left(I + (z - \xi)(\widetilde{S}_0 - zI)^{-1}\right)\mathfrak{N}_\xi.
\end{equation} 

Lemma 7.5. Let $S$ and $\{\widetilde{S}_0, \widetilde{S}_1\}$ satisfy conditions (a), (b), (c). Then $\mathcal{L}$ defined in (7.3) satisfies

\begin{equation}
\mathcal{L} = \text{dom} \widetilde{S}_1 + (\mathcal{D}[\widetilde{S}_1] \ominus \mathcal{S}_1) \mathcal{D}[\widetilde{S}_0]
\end{equation} 

and

\begin{equation}
\text{dom} \widetilde{S}_0 + \text{dom} \widetilde{S}_1 \subset \mathcal{L} \subset \mathcal{D}[\widetilde{S}_1] \cap \text{dom} S^*.
\end{equation} 

Proof. According to Proposition 3.1 one has $\mathcal{D}[\widetilde{S}_1] \ominus \mathcal{S}_1 \mathcal{D}[\widetilde{S}_0] = \text{ran} (\widetilde{B}_1 - \widetilde{B}_0)^{1/2}$ and since $\text{dom} \widetilde{S}_k = \text{ran} (I + \widetilde{B}_k), \ k = 0, 1$, we have

\begin{align*}
(I + \widetilde{B}_1 - \widetilde{B}_0) f = (I + \widetilde{B}_0) f + (\widetilde{B}_1 - \widetilde{B}_0) f \in \text{dom} \widetilde{S}_0 + \text{ran} (\widetilde{B}_1 - \widetilde{B}_0)^{1/2}, \\
(I + \widetilde{B}_0) f = (I + \widetilde{B}_1) f - (\widetilde{B}_1 - \widetilde{B}_0) f \in \text{dom} \widetilde{S}_1 + \text{ran} (\widetilde{B}_1 - \widetilde{B}_0)^{1/2}.
\end{align*}

These identities combined with (7.3) lead to the sum representation in (7.7) and since $S$ is densely defined and $\widetilde{S}_1$ is nonnegative, the sum in (7.7) is direct.

The last two inclusions in the lemma are clear from (7.5) and (7.7). \qed

If $\widetilde{S}_0 = S_F$, $\widetilde{S}_1 = S_K$ then $\mathcal{L} = \mathcal{D}[S_K] \cap \text{dom} S^*$. Moreover, in the case of transversality one has automatically $\mathcal{L} = \text{dom} S^* = \text{dom} \widetilde{S}_0 + \text{dom} \widetilde{S}_1$. 

Proposition 7.6. Under the assumptions in Lemma 7.5 the sesquilinear form
\[ \text{dom } \tilde{\eta} = \mathcal{L}, \quad \tilde{\eta}[u, v] := \tilde{S}_1[u, v], \quad u, v \in \mathcal{L} \]
is closed in the Hilbert space \( \mathfrak{H}_+ \).

Proof. Let \( \{u_n\} \) be a sequence from \( \mathcal{L} \) such that
1. \( \lim_{n \to \infty} u_n = u \) in \( \mathfrak{H}_+ \),
2. \( \lim_{m,n \to \infty} \tilde{S}_1[u_n - u_m] = 0 \).

Due to (7.3) one can write \( u_n = f_n + (\tilde{B}_1 - \tilde{B}_0)^{1/2}g_n, \quad n \in \mathbb{N} \), where \( f_n \in \text{dom } \tilde{S}_0 \) and \( g_n \in \mathfrak{N} = \text{ran } (\tilde{B}_1 - \tilde{B}_0)^{1/2} \), which in view of (3.11) leads to
\[
\tilde{S}_1[u_n - u_m] + ||u_n - u_m||^2 \\
= \tilde{S}_1[f_n - f_m] + ||f_n - f_m||^2 + ||(\tilde{B}_1 - \tilde{B}_0)^{1/2}(g_n - g_m)||^2_{\tilde{S}_1} \\
= \tilde{S}_1[f_n - f_m] + ||f_n - f_m||^2 + 2||g_n - g_m||^2.
\]

Hence the sequences \( \{f_n\} \) and \( \{g_n\} \) converge in \( \mathfrak{H} \). Let \( g := \lim_{n \to \infty} g_n \). Then \( g \in \mathfrak{N} \) and
\[
\lim_{n \to \infty} (\tilde{B}_1 - \tilde{B}_0)^{1/2}g_n = (\tilde{B}_1 - \tilde{B}_0)^{1/2}g.
\]
It follows from (7.5) that
\[ S^*u_n = \tilde{S}_0f_n - (\tilde{B}_1 - \tilde{B}_0)^{1/2}g_n, \quad n \in \mathbb{N}, \]
and hence the sequence \( \{u_n\} \) converges in \( \mathfrak{H}_+ \). Consequently, \( \{f_n\} \) converges in \( \mathfrak{H}_+ \). Put
\[ f := \lim_{n \to \infty} f_n \] in the Hilbert space \( \mathfrak{H}_+ \).

Then \( f \in \text{dom } \tilde{S}_0 \) and
\[ u = f + (\tilde{B}_1 - \tilde{B}_0)^{1/2}g. \]
Thus the vector \( u \) belongs to \( \mathcal{L} \). Since the form \( \tilde{S}_0[\cdot, \cdot] \) is the closed restriction of the form \( \tilde{S}_1[\cdot, \cdot] \) we get that
\[
\lim_{n \to \infty} \tilde{S}_1[f - f_n] = \lim_{n \to \infty} \tilde{S}_0[f - f_n] = 0.
\]
Therefore,
\[ \tilde{S}_1[u - u_n] + ||u - u_n||^2 = \tilde{S}_0[f - f_n] + ||f - f_n||^2 + ||(\tilde{B}_1 - \tilde{B}_0)^{1/2}(g - g_n)||^2 \to 0, \quad n \to \infty, \]
and this completes the proof. \( \square \)

It follows from Proposition 7.6 that the linear manifold \( \mathcal{L} \) is a Hilbert space with respect to the inner product (cf. (7.2))
\[
(u, v)_{\tilde{\eta}} := \tilde{S}_1[u, v] + (u, v)_+.
\]

(7.8)

Lemma 7.7. The identity
\[ \tilde{S}_1[f, \varphi] = (S^*f, \varphi) \]
is satisfied for all \( f \in \mathcal{L} \) and all \( \varphi \in \mathcal{D}[\tilde{S}_0] \).
Proof. Let \( f = \psi + g, \psi \in \text{dom } \tilde{S}_0, g \in \mathcal{D}[\tilde{S}_1] \ominus \tilde{S}_1 \mathcal{D}[\tilde{S}_0] \). According to (7.9) \( \mathcal{D}[\tilde{S}_1] \ominus \tilde{S}_1 \mathcal{D}[\tilde{S}_0] \subset \mathcal{H}_{-1} \), so that \( S^* g = -g \) and, therefore, \( S^* f = \tilde{S}_0 \psi - g \). On the other hand,
\[
\tilde{S}_1 [f, \varphi] = \tilde{S}_1 [\psi, \varphi] + \tilde{S}_1 [g, \varphi] = \tilde{S}_0 [\psi, \varphi] - (g, \varphi) = (\tilde{S}_0 \psi - g, \varphi),
\]
where the second identity follows from (2.8). This completes the proof. \( \square \)

7.2.2. Boundary pairs and \( \gamma \)-fields.

Definition 7.8. The pair \( \{ \mathcal{H}, \Gamma_0 \} \) is called a boundary pair for \( \{ \tilde{S}_0, \tilde{S}_1 \} \) if \( \mathcal{H} \) is a Hilbert space, \( \Gamma_0 \) is a continuous linear operator from the Hilbert space \( \mathcal{D}[\tilde{S}_1] \) into \( \mathcal{H} \), and
\[
\ker \Gamma_0 = \mathcal{D}[\tilde{S}_0], \text{ ran } \Gamma_0 = \mathcal{H}.
\]
Due to (7.6) and the equality \( \ker \Gamma_0 = \mathcal{D}[\tilde{S}_0] \) the mapping \( \Gamma_0 : \tilde{\mathcal{H}}_z \rightarrow \mathcal{H} \) is a bijection, the inverse operator
\[
(7.9) \quad \Gamma_0(z) := \left( \Gamma_0|_{\tilde{\mathcal{H}}_z} \right)^{-1}
\]
belongs to \( \mathbf{L}(\mathcal{H}, \mathcal{D}[\tilde{S}_1]) \cap \mathbf{L}(\mathcal{H}, \tilde{\mathcal{S}}) \). Since \( ||\varphi_z||_z^2 = (1 + |z|^2)||\varphi_z||^2 \) for all \( \varphi_z \in \mathcal{H}_z \), the operator \( \Gamma_0(z) \) is continuous from \( \mathcal{H} \) into \( \mathcal{L} \) with respect to the inner product (7.8).

Definition 7.9. Let \( \{ \mathcal{H}, \Gamma_0 \} \) be a boundary pair for \( \{ \tilde{S}_0, \tilde{S}_1 \} \). The operator valued function \( \Gamma_0(z) \) defined by (7.9) is called the \( \Gamma_0 \)-field.

Since \( \ker \Gamma_0 = \mathcal{D}[\tilde{S}_0] \) and ran \( \Gamma_0 = \mathcal{H} \), one obtains the following equality:
\[
(7.10) \quad \Gamma_0(z) = \Gamma_0(\xi) + (z - \xi)(\tilde{S}_0 - zI)^{-1}\Gamma_0(\xi), \quad z, \xi \in \text{Ext } [0, \infty).
\]
Therefore, the \( \Gamma_0 \)-field is a holomorphic function in \( \text{Ext } [0, \infty) \) and ran \( \Gamma_0(z) = \tilde{\mathcal{H}}_z \). In addition,
\[
s - \lim_{x \downarrow -\infty} \Gamma_0(x) = 0.
\]
Observe that the operator \( \Gamma_0|_{\mathcal{L}} \) is closed in \( \tilde{\mathcal{S}}_+ \). To see this let \( \{ u_n \} \subset \mathcal{L} \) be a sequence such that
\[
u_n \rightarrow u \text{ in } \mathcal{H}_+, \quad \Gamma_0 u_n \rightarrow e \text{ in } \mathcal{H} \quad \text{when } n \rightarrow \infty.
\]
Due to (7.6) and (7.9)
\[
\{ f_n \} \subset \text{dom } \tilde{S}_0, \quad \{ e_n \} \subset \mathcal{H}.
\]
Since \( e_n = \Gamma_0 e_n \), \( n \in \mathbb{N} \), the sequence \( \{ e_n \} \) converges in \( \mathcal{H} \) to the vector \( e \). Therefore the sequence \( \{ \Gamma_0(1) e_n \} \) converges to \( \Gamma_0(1) e \) in \( \mathcal{H}_{-1} \) in the Hilbert space \( \mathcal{D}[\tilde{S}_1] \). Hence
\[
\lim_{n \rightarrow \infty} \Gamma_0(-1) e_n = \Gamma_0 e \in \tilde{\mathcal{S}}_+. \quad \text{It follows that the sequence } \{ f_n \} \text{ converges in } \tilde{\mathcal{S}}_+ \text{ to some vector } f \in \text{dom } \tilde{S}_0 \text{ and, thus, } u = f + \Gamma_0(1) e \in \mathcal{L}, \quad e = \Gamma_0 u \text{, i.e.}, \quad \Gamma_0|_{\mathcal{L}} \text{ is closed in } \mathcal{S}_+.
\]
Define the \( \mathbf{L}(\mathcal{H}) \)-valued function \( W(z, \xi) \) by
\[
(7.11) \quad (W(z, \xi) h, e)_\mathcal{H} := \tilde{S}_1 [\Gamma_0(z) h, \Gamma_0(\xi) e], \quad h, e \in \mathcal{H}.
\]
Clearly, \( W(z, \xi) \) is holomorphic in \( z \), anti-holomorphic in \( \xi \), and, in addition, it is a positive definite kernel.

Let \( \Gamma_0^*(z) \in \mathbf{L}(\mathcal{H}, \mathcal{H}) \) be the adjoint of the operator \( \Gamma_0(z) \in \mathbf{L}(\mathcal{H}, H) \).
Lemma 7.10. The function
\[
z\Gamma^*_0(\xi)\Gamma_0(z) - W(z, \xi)
\]
does not depend on \(\xi\).

Proof. By definition one has
\[
z (\Gamma_0(z)h, \Gamma_0(\xi)e) - (W(z, \xi)h, e)_H = (S^*\Gamma_0(z)h, \Gamma_0(\xi)e) - \tilde{S}_1[\Gamma_0(z)h, \Gamma_0(\xi)e].
\]
Now by adding and subtracting the term \(\Gamma_0(-1)e\) in the right side of the previous formula and taking into account that \(\Gamma_0(\xi)e - \Gamma_0(-1)e \in \text{dom} \tilde{S}_0\), the assertion follows from Lemma 7.7.

7.2.3. Boundary triplets and Weyl functions.

Theorem 7.11. Let \(\{\mathcal{H}, \Gamma_0\}\) be a boundary pair for \(\{\tilde{S}_0, \tilde{S}_1\}\). Then there exists a unique linear operator \(\Gamma_1 : \mathcal{L} \to \mathcal{H}\) such that
\[
\tilde{S}_1[u, v] = (S^*u, v) - (\Gamma_1 u, \Gamma_0 v)_H \quad \text{for all } u \in \mathcal{L} \quad \text{and all } v \in \mathcal{D}[\tilde{S}_1].
\]
The operator \(\Gamma_1\) is bounded from the Hilbert space \(\mathcal{L}\), equipped with the inner product (7.8), to the Hilbert space \(\mathcal{H}\). Moreover,
\[
\ker \Gamma_1 = \text{dom} \tilde{S}_1, \quad \text{ran} \Gamma_1 = \mathcal{H}.
\]

Proof. Decompose \(v = \varphi + g\), where \(\varphi \in \mathcal{D}[\tilde{S}_0], g \in \mathcal{D}[\tilde{S}_1] \ominus \mathcal{D}[\tilde{S}_0]\). Then Lemma 7.7 implies that
\[
\tilde{S}_1[u, v] - (S^*u, v) = \tilde{S}_1[u, \varphi] + \tilde{S}_1[u, g] - (S^*u, \varphi) - (S^*u, g) = \tilde{S}_1[u, g] - (S^*u, g).
\]
By Lemma 7.5 the vector \(u \in \mathcal{L}\) can be represented in the form \(u = h + \psi\), where \(h \in \text{dom} \tilde{S}_1\) and \(\psi \in \mathcal{D}[\tilde{S}_1] \ominus \mathcal{D}[\tilde{S}_0]\). This yields the equality
\[
\tilde{S}_1[u, v] - (S^*u, v) = \tilde{S}_1[h + \psi, v] - (\tilde{S}_1 h - \psi, v) = \tilde{S}_1[h, v] + (\psi, g) = (\psi, g)_{\tilde{S}_1}.
\]
Therefore, for all \(v \in \mathcal{D}[\tilde{S}_1]\) one has
\[
|\tilde{S}_1[u, v] - (S^*u, v)| = |(\psi, g)_{\tilde{S}_1}| \leq \|\psi\|_{\tilde{S}_1} ||g||_{\tilde{S}_1} \leq C \|\psi\|_{\tilde{S}_1} ||\Gamma_0 v||_H,
\]
i.e. \(\tilde{S}_1[u, v] - (S^*u, v)\) is a continuous linear functional w.r.t. \(\Gamma_0 v\) on \(\mathcal{H}\). It follows that there exists a linear operator \(\Gamma_1 : \mathcal{L} \to \mathcal{H}\) such that \(\tilde{S}_1[u, v] - (S^*u, v) = -(\Gamma_1 u, \Gamma_0 v)_H\) for all \(u \in \mathcal{L}\) and all \(v \in \mathcal{D}[\tilde{S}_1]\).

Now with \(u, v \in \mathcal{L}\) one obtains (see (2.8), (7.8))
\[
|(\Gamma_1 u, \Gamma_0 v)_H| = |(S^*u, v) - \tilde{S}_1[u, v]| \leq \sqrt{\tilde{S}_1[u]} \tilde{S}_1[v] + ||S^*u|| ||v|| \leq 2 ||u||_H ||v||_{\tilde{S}_1}.
\]
This implies that
\[
||\Gamma_1 u||_H \leq \tilde{C} ||u||_H, \quad u \in \mathcal{L},
\]
i.e., \(\Gamma_1 : \mathcal{L} \to \mathcal{H}\) is bounded.

The equality \(\ker \Gamma_1 = \text{dom} \tilde{S}_1\) follows directly from (7.12). In view of (7.13) one has
\[
-(\Gamma_1 \psi, \Gamma_0 g)_H = (\psi, g)_{\tilde{S}_1}, \quad \text{for all } \psi, g \in \mathcal{D}[\tilde{S}_1] \ominus \tilde{S}_1 \mathcal{D}[\tilde{S}_0].
\]
Since \(\ker \Gamma_0 = \mathcal{D}[\tilde{S}_0]\) and \(\Gamma_0 \left(\mathcal{D}[\tilde{S}_1] \ominus \tilde{S}_1 \mathcal{D}[\tilde{S}_0]\right) = \mathcal{H}\), it follows that \(\text{ran} \Gamma_1 = \mathcal{H}\). To see that \(\Gamma_1\) is surjective assume the converse. Then by Lemma 7.5 there exists a normalized sequence
$\{g_n\} \subset \mathcal{D}[\tilde{S}_1] \ominus \tilde{S}_1 \mathcal{D}[\tilde{S}_0]$ with $\|g_n\|_\eta = 1$ such that $\Gamma_1 g_n \to 0$, as $n \to \infty$. Now boundedness of $\Gamma_0$ implies that

$- (\Gamma_1 g_n, \Gamma_0 g_n) = \|g_n\|_{\tilde{S}_1}^2 \to 0$.

However, here $g_n \in \mathcal{H}_{-1}$ and hence the norms $\|g_n\|_{\tilde{S}_1}$ and $\|g_n\|_\eta$ are equivalent (see (7.8)), so that $\|g_n\|_\eta \to 0$; a contradiction. Therefore, $\text{ran} \Gamma_1 = \mathcal{H}$. □

**Definition 7.12.** Let $\{\mathcal{H}, \Gamma_0\}$ be a boundary pair for $\{\tilde{S}_0, \tilde{S}_1\}$ and let $\Gamma_1 : \mathcal{L} \to \mathcal{H}$ be as in (7.12). Then $\{\mathcal{H}, \Gamma_0, \Gamma_1\}$ is called a boundary triplet for the pair $\{\tilde{S}_0, \tilde{S}_1\}$.

Observe that the Green’s identity

$$(S^* u, v) - (u, S^* v) = (\Gamma_1 u, \Gamma_0)_{\mathcal{H}} - (\Gamma_0 u, \Gamma_1 v)_{\mathcal{H}}, \quad u, v \in \mathcal{L},$$

is satisfied. Due to (7.12) the boundary triplet introduced in Definition 7.12 is a generalization of the notion of an ordinary positive boundary triplet (see Definitions 7.2 and 7.3). Moreover, since $\text{ran} \Gamma_0 = \mathcal{H}$ and $\tilde{S}_0 := S^* | \ker \Gamma_0$ is a selfadjoint extension of $S$, this is a generalized boundary triplet for $S^*$ in the sense of [17].

The main result in this section connects the boundary triplet in Definition 7.12 to the study of boundary relations in 19.

**Theorem 7.13.** Let $\{\mathcal{H}, \Gamma_0, \Gamma_1\}$ be a boundary triplet for the pair $\{\tilde{S}_0, \tilde{S}_1\}$ as in Definition 7.12. Then the operator $\tilde{A}$ defined by

$$(7.15) \quad \tilde{A} \left( \frac{u}{\Gamma_0 u} \right) = \left( \begin{array}{c} S^* u \\ -\Gamma_1 u \end{array} \right), \quad u \in \mathcal{L}.$$ 

is a nonnegative selfadjoint extension of $S$ acting in the Hilbert space $\tilde{\mathcal{H}} = \mathcal{H} \oplus \mathcal{H}$. Moreover,

$$(7.16) \quad \mathcal{D}[\tilde{A}] = \left\{ \left( \begin{array}{c} v \\ \Gamma_0 v \end{array} \right), \quad v \in \mathcal{D}[\tilde{S}_1] \right\}, \quad \tilde{A} \left[ \left( \begin{array}{c} v \\ \Gamma_0 v \end{array} \right) \right] = \tilde{S}_1[v],$$

and $\text{dom} \tilde{A}^{1/2} \cap \mathcal{H} = \{0\}$ holds. If, in addition, the pair $\{\tilde{S}_0, \tilde{S}_1\}$ satisfies the properties (3.16), then

$$(7.17) \quad \inf_{u \in \text{dom} \tilde{S}_0} \tilde{A} \left[ \left( \begin{array}{c} v \\ \Gamma_0 v \end{array} \right) - \left( \begin{array}{c} u \\ 0 \end{array} \right) \right] = 0 \quad \text{for all} \quad v \in \mathcal{D}[\tilde{S}_1]$$

and, moreover,

$$\text{ran} \tilde{A}^{1/2} \cap \mathcal{H} = \{0\}.$$

**Proof.** It follows from (7.15) and (7.12) that

$$(7.18) \quad \tilde{A} \left( \frac{u}{\Gamma_0 u} \right), \left( \begin{array}{c} v \\ \Gamma_0 v \end{array} \right) = (S^* u, v) - (\Gamma_1 u, \Gamma_0 v) = \tilde{S}_1[u, v] \geq 0, \quad u, v \in \mathcal{L}.$$ 

Therefore, the operator $\tilde{A}$ is nonnegative and clearly $S \subset \tilde{A}$. Observe that

$$(7.19) \quad \text{graph} \tilde{A} \cap (\tilde{\mathcal{H}} \oplus \{0\})^2 = \text{graph} S.$$

Next it will be proved that $\mathcal{R}(\tilde{A} + I_{\tilde{S}_1}) = \tilde{\mathcal{H}}$. Given the vectors $h \in \tilde{\mathcal{H}}$ and $\varphi \in \mathcal{H}$ it is shown that the system of equations

$$\begin{align*}
S^* u + u &= h \\
-\Gamma_1 u + \Gamma_0 u &= \varphi
\end{align*}$$
has a unique solution \( u \in \mathcal{L} \). According to (7.6) the vector \( u \in \mathcal{L} \) has the decomposition

\[ u = u_1 + f_{-1}, \]

where \( u_1 \in \text{dom} \tilde{S}_0 \) and \( f_{-1} \in \tilde{\mathcal{H}}_{-1} = \mathcal{D}[\tilde{S}_1] \cap \tilde{\mathcal{D}}[\tilde{S}_0] \). Then \( S^* u + u = \tilde{S}_0 u_1 + u_1 \).

Since \( \tilde{S}_0 \) is a nonnegative selfadjoint operator, one obtains \( u_1 = (\tilde{S}_0 + I_\delta)^{-1} h \). Then

\[ \varphi = -\Gamma_1 u + \Gamma_0 u = -\Gamma_1 u_1 - \Gamma_1 f_{-1} + \Gamma_0 f_{-1}, \]

i.e.,

\[ -\Gamma_1 f_{-1} + \Gamma_0 f_{-1} = \varphi + \Gamma_1 u_1. \]

It follows from (7.9) and (7.14) that for all \( g \in \tilde{\mathcal{H}}_{-1} \),

\[ (-\Gamma_1 g + \Gamma_0 g, \Gamma_0 g)_{\mathcal{H}} = (-\Gamma_1 \Gamma_0(-1) \Gamma_0 g + \Gamma_0 g, \Gamma_0 g)_{\mathcal{H}} \geq ||\Gamma_0 g||^2_{\mathcal{H}}, \]

and hence the operator \( -\Gamma_1 \Gamma_0(-1) + I_{\mathcal{H}} \) is bounded and positive definite on \( \mathcal{H} \). It follows that the equation \( -\Gamma_1 f_{-1} + \Gamma_0 f_{-1} = \varphi + \Gamma_1 u_1 \) has a unique solution \( f_{-1} \in \tilde{\mathcal{H}}_{-1} \). Thus, \( \mathcal{R}(\tilde{A} + I_{\tilde{\mathcal{H}}}) = \tilde{\mathcal{H}} \). This shows that the operator \( \tilde{A} \) is selfadjoint and nonnegative in \( \tilde{\mathcal{H}} \).

Since the form \( \tilde{S}_1[u, v] \) is closed in \( \tilde{\mathcal{H}} \), the form

\[ \tilde{\tau} \left[ \left( \begin{array}{c} u \\ \Gamma_0 u \end{array} \right), \left( \begin{array}{c} v \\ \Gamma_0 v \end{array} \right) \right] := \tilde{S}_1[u, v], \ u, v \in \mathcal{D}[\tilde{S}_1], \]

is closed in \( \tilde{\mathcal{H}} \) and by (7.18) the selfadjoint operator \( \tilde{A} \) is associated with \( \tilde{\tau} \) according to the first representation theorem in [28]. This proves (7.16).

The form \( \tilde{S}_0[\cdot, \cdot] \) is a closed restriction of the form \( \tilde{S}_1[\cdot, \cdot] \) with \( \text{dom} \tilde{S}_0 \) being a core of \( \mathcal{D}[\tilde{S}_0] \). Therefore, under the conditions (3.16) for \( \{\tilde{S}_0, \tilde{S}_1\} \), the formula (7.17) is obtained from Theorem 3.3.

It follows from (7.16) that

\[ \left( \begin{array}{c} 0 \\ h \end{array} \right) \notin \text{dom} \tilde{A}^{1/2}, \ h \neq 0. \]

Next assume that

\[ \left( \begin{array}{c} 0 \\ h \end{array} \right) \in \text{ran} \tilde{A}^{1/2}. \]

Then

\[ \left| \left( \left( \begin{array}{c} u \\ \Gamma_0 u \end{array} \right), \left( \begin{array}{c} 0 \\ h \end{array} \right) \right) \right|^2 \leq C \left( \left( \begin{array}{c} S^* u \\ -\Gamma_1 u \end{array} \right), \left( \begin{array}{c} u \\ \Gamma_0 u \end{array} \right) \right) \]

for all \( u \in \mathcal{L} \) and some \( C > 0 \). Thus

\[ |(\Gamma_0 u, h)_{\mathcal{H}}|^2 \leq C \tilde{S}_1[u], \ u \in \mathcal{L}. \]

Replacing \( u \) by \( u - \varphi \), where \( \varphi \in \text{dom} \tilde{S}_0 \), and noting that \( \Gamma_0 \varphi = 0 \), one obtains

\[ |(\Gamma_0 u, h)_{\mathcal{H}}|^2 \leq C \tilde{S}_1[u - \varphi], \ u \in \mathcal{L}, \ \varphi \in \text{dom} \tilde{S}_0. \]

Furthermore, since

\[ \inf \left\{ \tilde{S}_1[u - \varphi], \ \varphi \in \mathcal{D}[\tilde{S}_0] \right\} = 0 \quad \text{for all} \quad u \in \mathcal{D}[\tilde{S}_1]; \]

and \( \text{dom} \tilde{S}_0 \) is a core of \( \mathcal{D}[\tilde{S}_0] \), one concludes that

\[ (\Gamma_0 u, h)_{\mathcal{H}} = 0 \quad \text{for all} \quad u \in \mathcal{L}. \]

Now the identity \( \Gamma_0 \mathcal{L} = \mathcal{H} \) implies that \( h = 0 \), i.e. \( \text{ran} \tilde{A}^{1/2} \cap \mathcal{H} = \{0\} \). The proof is complete. \( \square \)
Taking into account the definition of a boundary relation and results established in [19] we arrive at the following statement.

Remark 7.14. In the theory of boundary relations [19] the operator $A$ is called the main transform of the mapping $\Gamma := (\Gamma_0, \Gamma_1)$. The selfadjointness of $A$ together with (7.19) means that $\{H, \Gamma\}$ is a boundary relation for $S^*$. 

The next statement is a converse to Theorem 7.13.

Theorem 7.15. Let $S$ be a densely defined symmetric operator in $\mathcal{H}$ and let $\{\mathcal{H}, \Gamma_0, \Gamma_1\}$ be a generalized boundary triplet for $S^*$ (in the sense of [17]) with $\ker \Gamma_i = \tilde{S}_i$, $i = 1, 2$, and such that

1. the main transform $\tilde{A}$ in (7.15) is a nonnegative selfadjoint operator,
2. the closed form associated with $\tilde{A}$ is given by
   $$\mathcal{D}[\tilde{A}] = \left\{ \left( \begin{array}{c} v \\ \Gamma_0 v \end{array} \right) : v \in \mathcal{D}[\tilde{S}_1] \right\}, \quad \tilde{A} \left[ \left( \begin{array}{c} v \\ \Gamma_0 v \end{array} \right) \right] = \tilde{S}_1[v],$$
   where $\Gamma_0$ is a linear operator acting from $\mathcal{D}[\tilde{S}_1]$ into $\mathcal{H}$ and extends the mapping $\Gamma_0$, and where $\tilde{S}_1[u, v]$ stands for the closure of the form $(\tilde{S}_1 u, v)$, $u, v \in \text{dom} \tilde{S}_1$ (see (2.15)).

Then $\{\tilde{S}_0, \tilde{S}_1\}$ is a pair of nonnegative selfadjoint extensions of $S$ which satisfies the conditions (a), (b), (c).

Proof. It is first shown that $\tilde{S}_1$ is a selfadjoint operator. Since $\text{dom} \tilde{S}_1 = \ker \Gamma_1$ it is clear from (7.15) that $\tilde{S}_1$ is a nonnegative extension of $S$. Let $\tilde{S}_{1F}$ be the Friedrichs extension of $\tilde{S}_1$ and let $u \in \text{dom} \tilde{S}_{1F}$; cf. (2.15). Then by the first representation theorem [28] the equality

$$(\tilde{S}_{1F} u, v) = \tilde{S}_1[u, v]$$

is valid for all $v \in \mathcal{D}[\tilde{S}_1]$. Since $\tilde{S}_{1F} \supset \tilde{S}_1 \supset S$, we get $\tilde{S}_{1F} \subset S^*$ and $\text{dom} \tilde{S}_{1F} \subset \mathcal{D}[\tilde{S}_1]$. Thus,

$$(S^* u, v) = \tilde{S}_1[u, v] = \tilde{A} \left[ \left( \begin{array}{c} u \\ \Gamma_0 u \end{array} \right), \left( \begin{array}{c} v \\ \Gamma_0 v \end{array} \right) \right]$$

for all $v \in \mathcal{D}[\tilde{S}_1]$. On the other hand

$$(S^* u, v) = \left( \left( \begin{array}{c} S^* u \\ 0 \end{array} \right), \left( \begin{array}{c} v \\ \Gamma_0 v \end{array} \right) \right)_{\tilde{S}_1}.$$ 

Making use the first representation theorem again, we get

$$u \in \text{dom} \tilde{S}_{1F} \Rightarrow \left( \begin{array}{c} u \\ \Gamma_0 u \end{array} \right) \in \text{dom} \tilde{A}, \quad \tilde{A} \left( \begin{array}{c} u \\ \Gamma_0 u \end{array} \right) = \left( \begin{array}{c} S^* u \\ 0 \end{array} \right).$$

Now definition (7.15) of the main transform $\tilde{A}$ yields the equality $\Gamma_1 u = 0$. This means that $u \in \ker \Gamma_1 = \text{dom} \tilde{S}_1$. Therefore, $\tilde{S}_{1F} = \tilde{S}_1$ and thus $\tilde{S}_1$ is selfadjoint.

It is clear from (7.13) and (7.16) that the equality $(\tilde{S}_0 u, v) = \tilde{S}_1[u, v]$ holds for all $u, v \in \text{dom} \tilde{S}_0$. Consequently, $\tilde{S}_0$ is nonnegative and the closed form corresponding to $\tilde{S}_0$ is a restriction of the closed form $\tilde{S}_1[\cdot, \cdot]$. Therefore, the pair $\{\tilde{S}_0, \tilde{S}_1\}$ satisfies all the conditions in (a), (b), (c).
**Definition 7.16.** Let \( \{\mathcal{H}, \Gamma_0\} \) be a boundary pair for \( \{\tilde{S}_0, \tilde{S}_1\} \), let \( \{\mathcal{H}, \Gamma_0, \Gamma_1\} \) be the corresponding boundary triplet, and let \( \Gamma_0(z) \) be as in (7.9). The operator valued function

\[
M(z) := \Gamma_1 \Gamma_0(z), \quad z \in \text{Ext } [0, \infty),
\]

is called the Weyl function.

An application of (7.12) and (7.11) shows that

\[
(W(z, \xi) h, e)_{\mathcal{H}} = z (\Gamma_0(z) h, \Gamma_0(\xi) e) - (M(z) h, e)_{\mathcal{H}}, \quad h, e \in \mathcal{H}.
\]

Hence,

\[
(7.20) \quad -M(z) = W(z, \xi) = z \Gamma_0^*(\xi) \Gamma_0(z).
\]

Since \( W^*(z, \xi) = W(\xi, z) \), this implies that

\[
-M^*(\xi) = W(z, \xi) = \bar{\xi} \Gamma_0^*(\xi) \Gamma_0(z).
\]

Therefore,

\[
(7.21) \quad \frac{M(z) - M^*(\xi)}{z - \bar{\xi}} = \Gamma_0^*(\xi) \Gamma_0(z),
\]

and

\[
W(z, \xi) = \frac{\bar{\xi}M(z) - zM^*(\xi)}{z - \bar{\xi}}.
\]

Next another expression for \( M(z) \) is derived by means of the Cayley transforms \( \tilde{B}_k = (I - \tilde{S}_k)(I + \tilde{S}_k)^{-1}, \ k = 0, 1. \)

Since \( \text{ran} \Gamma_0(-1) = \mathcal{D}[\tilde{S}_1] \cap \mathcal{D}[\tilde{S}_0] \), Proposition 3.1 shows that

\[
\text{ran} \Gamma_0(-1) = \text{ran} (\tilde{B}_1 - \tilde{B}_0)^{1/2}.
\]

Therefore, there exists a continuous linear isomorphism \( X_0 \) from \( \mathcal{H} \) onto the subspace \( \mathfrak{N}_{-1} = \mathfrak{N} \) such that

\[
\Gamma_0(-1) = (\tilde{B}_1 - \tilde{B}_0)^{1/2} X_0.
\]

**Theorem 7.17.** The Weyl function \( M(z) \) of the boundary triplet \( \{\mathcal{H}, \Gamma_0, \Gamma_1\} \) takes the form

\[
M(z) = -2X_0^* \left( I + (\tilde{B}_1 - \tilde{B}_0)^{1/2} \left( \tilde{B}_0 - \frac{1-z}{1+z} I \right)^{-1} (\tilde{B}_1 - \tilde{B}_0)^{1/2} \right) X_0,
\]

\[
= -2X_0^* \tilde{Q}_0 \left( \frac{1-z}{1+z} \right) X_0, \quad z \in \text{Ext } [0, \infty),
\]

where \( \tilde{Q}_0 \) is defined by (5.1). If, in particular, the pair \( \{\tilde{S}_0, \tilde{S}_1\} \) satisfies the properties (4.7), then \( M(z) \) belongs to the class \( \mathcal{G}_F(\mathcal{H}) \).

**Proof.** From (7.11) and (7.20) one obtains for all \( h \in \mathcal{H}, \)

\[
-(M(-1)h, h)_{\mathcal{H}} = (W(-1, -1)h, h)_{\mathcal{H}} + ||\Gamma_0(-1)h||^2 = ||\Gamma_0(-1)h||_{\mathfrak{S}_1}^2.
\]

Now the definition of \( X_0 \) and (3.11) imply

\[
-(M(-1)h, h)_{\mathcal{H}} = ||(\tilde{B}_1 - \tilde{B}_0)^{1/2} X_0 h||_{\mathfrak{S}_1}^2 = 2||X_0 h||^2,
\]

which leads to

\[
M(-1) = -2X_0^* X_0.
\]
According to (7.21) one has \( M(z) = M(-1) + (z + 1)\Gamma_0(-1)\Gamma_0(z) \) and using (7.10) and (6.3) one obtains
\[
M(z) = M(-1) + (z + 1)\Gamma_0^*(z+1)\Gamma_0(z)
\]
\[
= -2X_0^*X_0 - 2X_0^*(\hat{B}_1 - \hat{B}_0)^{1/2}(\hat{B}_0 - \frac{1-z}{1+z}I)^{-1}(\hat{B}_1 - \hat{B}_0)^{1/2}X_0
\]
\[
= -2X_0^*\tilde{Q}_0\left(\frac{1-z}{1+z}\right)X_0.
\]
Finally, since \( X_0 \) is a linear isomorphism (homeomorphism) it follows from Theorem 6.3 that the function \( M(z) \) together with the function \( \tilde{Q}_0(z) = -2\tilde{Q}_0\left(\frac{1-z}{1+z}\right) \) belongs to the class \( \mathcal{G}_\mathcal{P}(\mathcal{H}) \) of Herglotz-Nevanlinna functions.

By means of (5.4) and (5.3) it is seen that \( M^{-1}(z) \in \mathcal{L}(\mathcal{H}) \) for all \( z \in \text{Ext}[0, \infty) \) and
\[
M^{-1}(z) = -\frac{1}{2}X_0^{-1}\tilde{Q}_1\left(\frac{1-z}{1+z}\right)X_0^{-1},
\]
where \( \tilde{Q}_1 \) is defined in (5.2).

In conclusion we mention one more general relation for the Weyl function \( M(z) \). Let \( \tilde{A} \) be defined by (7.15). Then
\[
P_\mathcal{H}(\tilde{A} - zI)^{-1}\mid \mathcal{H} = -(M(z) + zI)^{-1}, \quad z \in \mathbb{C} \setminus \mathbb{R}_+.
\]
Indeed, since
\[
(\tilde{A} - zI)\begin{pmatrix} u \\ \Gamma_0u \end{pmatrix} = \begin{pmatrix} S^*u - zu \\ -\Gamma_1u - z\Gamma_0u \end{pmatrix},
\]
the equality
\[
(\tilde{A} - zI)\begin{pmatrix} u \\ \Gamma_0u \end{pmatrix} = \begin{pmatrix} 0 \\ h \end{pmatrix}
\]
holds if \( u \in \mathfrak{N}_z \cap \text{dom} \tilde{A} = \mathfrak{M}_z \). Hence \( u = \Gamma_0(z)e \) for certain \( e \in \mathcal{H} \). Then
\[
-\Gamma_1u - z\Gamma_0u = -(M(z) + zI)e = h.
\]
Hence \( P_\mathcal{H}(\tilde{A} - zI)^{-1}h = e = -(M(z) + zI)^{-1}h \).

Acknowledgements. The first author thanks the Department of Mathematics and Statistics of the University of Vaasa for the hospitality during his visit. The second author is grateful for the support from the Emil Aaltonen Foundation.

References

[1] Anderson, W.N., Duffin, B.J.: Series and Parallel Addition of Matrices, J. Math. Anal. Appl. 26, 576–594, (1969).
[2] Anderson, W.N., Trapp, G.E.: Shorted Operators, II, SIAM J. Appl. Math. 28, 60–71, (1975).
[3] Ando, T., Nishio, K.: Positive self-adjoint Extensions of Positive Symmetric Operators. Tohoku Math. J., 22, 65–75 (1970).
[4] Arlinskiǐ, Yu.M.: Positive Spaces of Boundary Values and Sectorial Extensions of non-negative Operator. (Russian) Ukr. Mat. Zhu. 40, No.1, 8–14 (1988). English translation: Ukr. Math. J., 40 (1988), No.1, 5-10.
Q-FUNCTIONS OF NONNEGATIVE OPERATORS

[5] Arlinski˘ı, Yu.M.: Maximal Sectorial Extensions and Associated with them Closed Forms, Ukr. Mat. Zh. 48, No.6, 723–739 (1996) (Russian). English translation in Ukr. Math. J., 48, No.6, 809-827 (1996).
[6] Arlinski˘ı, Yu.M.: Extremal Extensions of Sectorial Linear Relations. Matematychnii Studii, 7, No.1, 81–96 (1997).
[7] Arlinski˘ı, Yu.M.: On Functions Connected with Sectorial Operators and their Extensions, Int.Equat. Oper.Theory, 33, No.2, 125-152 (1999).
[8] Arlinski˘ı, Yu.M.: The Kalman–Yakubovich–Popov Inequality for Passive Discrete Time-Invariant Systems, Operators and Matrices, 2, No.1, 15–51 (2008).
[9] Arlinski˘ı, Yu.M., Hassi, S, Sebesty´ en, Z, de Snoo, H.S.V.: On the Class of Extremal Extensions of a Nonnegative Operator, Oper. Theory: Adv. Appl., 127, 41–81 (2001).
[10] Arlinski˘ı, Yu.M., Hassi, S., de Snoo, H.S.V.: Q-Functions of Hermitian Contractions of Kreîn-Ovcharenko Type, Int. Eq. Oper. Theory, 53, No. 2, 153–189 (2005).
[11] Arlinski˘ı, Yu.M., Hassi, S., de Snoo, H.S.V.: Q-Functions of Quasiselfadjoint Contractions. Operator Theory: Advances and Applications, 163, 23–54 (2005).
[12] Arlinski˘ı, Yu., Klotz, L.: Weyl Functions of Bounded Quasi-Selfadjoint Operators and Block Operator Jacobi Matrices, Acta Sci. Math. (Szeged), 76, No.3–4, 585–626 (2010).
[13] Bruk, V.M.: On One Class of Boundary Value Problems with a Spectral Parameter in the Boundary Condition, Mat. Sbornik, 100, No.2, 210–216 (1976) (Russian).
[14] Cachia, V., Neidhardt, H., Zagrebnov, V.: Comments on the Trotter Product Formula Error-Bound Estimates for Nonselfadjoint Semigroups, Integral Equations Operator Theory 42, 425–448 (2002).
[15] Coddington, E.A., de Snoo, H.S.V.: Positive Selfadjoint Extensions of Positive Symmetric Subspaces, Math. Z., 159, 203–214 (1978).
[16] Derkach, V.A., Malamud, M.M.: Generalized Resolvents and the Boundary Value Problems for Hermitian Operators with Gaps, J. Funct. Anal., 95, No.1, 1–95 (1991).
[17] Derkach, V.A., Malamud, M.M.: The Extension Theory of Hermitian Operators and the Moment Problem, J. of Math. Sci., 73, No.2, 141–242 (1995).
[18] Derkach, V.A., Hassi, S., Malamud, M.M., de Snoo, H.S.V.: Generalized Resolvents of Symmetric Operators and Admissibility, Methods of Functional Analysis and Topology, 6, 24–55 (2000).
[19] Derkach, V.A., Hassi, S., Malamud, M.M., de Snoo, H.S.V.: Boundary Relations and their Weyl Families, Trans. Amer. Math. Soc. 358, No. 12, 5351–5400 (2006).
[20] Douglas, R.G.: On Majorization, Factorization and Range Inclusion of Operators in Hilbert space, Proc. Amer. Math. Soc., 17, 413–416 (1966).
[21] Fillmore, P., Williams, J.: On Operator Ranges, Adv. in Math., 7, 254-281 (1971).
[22] Gorbachuk, M.L., Gorbachuk, V.I.: Boundary value Problems for Differential-Operator Equations, Naukova Dumka, Kiev, 1984 (Russian). English translation: Kluwer Academic Publishers, 1991.
[23] Gorbachuk, M.L., Gorbachuk, V.I., Kochubei, A.N.: Extension Theory of Symmetric Operators and Boundary Value Problems, Ukr. Mat.Zh. 41, No. 10, 1298-1313 (1989) (Russian). English translation in Ukr. Math. J. 41, No.10, 1117-1129 (1989).
[24] Hassi, S., de Snoo, H.S.V., Worachek, H.: Some Interpolation Problems of Nevanlinna-Pick type. The Kreîn-Langer Method, Operator Theory: Advances and Applications, 106, 201–216 (1998).
[25] Hassi, S., Malamud, M.M., de Snoo, H.S.V.: On Kreîn’s Extension Theory of Nonnegative Operators, Math. Nachr., 274/275 40–73 (2004).
[26] Hassi, S., Sandovici, A., de Snoo, H.S.V., Winkler, H.: A General Factorization Approach to the Extension Theory of Nonnegative Operators and Relations, J. Operator Theory, 58, 351–386 (2007).
[27] Kac, I.S., Kreîn, M.G.: -Functions – Analytic Functions Mapping the Upper Halfplane Into Itself, Supplement to the Russian edition of F.V. Atkinson, Discrete and continuous boundary problems, Mir, Moscow 1968 (Russian). English translation: Amer. Math. Soc. Transl. Ser. 2, 103, 1–18 (1974).
[28] Kato, T.: Perturbation Theory for Linear Operators, Springer-Verlag, Berlin, Heidelberg, 1995, 619 pages.
[29] Kochubei, A.N.: Extensions of Positive Definite Symmetric Operator, Dokl. Akad. Nauk Ukr. SSR, Ser.A, No.11, 168-171 (1979).
[30] Kosaki, H.: On Intersections of Domains of Unbounded Positive Operators, Kyushu J. Math, 60, 3–25 (2006).
[31] Kreǐn, M.G.: Theory of Selfadjoint Extensions of Semibounded Operators and Its Applications. I, Mat. Sb. 20, No.3, 431–498 (1947).

[32] Kreǐn, M.G., Langer, H.: On Defect Subspaces and Generalized Resolvents of Hermitian Operator in the Space $\Pi_\kappa$. Functional Analysis and Appl., 5, No.2, 59-71 (1971). (Russian).

[33] Kreǐn, M.G., Langer, H.: On Defect Subspaces and Generalized Resolvents of Hermitian Operator in the Space $\Pi_\kappa$. Functional Analysis and Appl., 5, No.3, 54-69 (1971) (Russian).

[34] Kreǐn, M.G., Langer, H.: Über die $Q$ - Funktion Eines $\Pi$ - Hermitieschen Operators im Raum $\Pi_\kappa$. Acta Sci. Math. Szeged, 34, 191-230 (1973)

[35] Kreǐn, M.G., Ovcharenko, I.E.: $Q$-Functions and SC-Resolvents of a Nondensely Defined Hermitian Contractions. Sibirsk. Mat. Zh. 18, No. 5, 1032-1056 (1977).

[36] Kreǐn, M.G., Ovcharenko, I.E.: On Generalized Resolvents and Resolvent Matrices of Positive Hermitian Operator, Dokl. Akad. Nauk SSSR 231, No. 5, 1063 – 1066 (1976).

[37] Kreǐn, M.G., Ovcharenko, I.E.: Inverse Problem For $Q$-Functions and Resolvent Matrices of Positive Hermitian Operators, Dokl. Akad. Nauk SSSR 242, No.3, 521 – 524 (1978).

[38] Langer, H., Textorius, B.: On Generalized Resolvents and $Q$-Functions of Symmetric Linear Relations (Subspaces) in Hilbert Space, Pacific Journ. of Math., 72, No.1, 135–165 (1977).

[39] von Neumann, J.: Zur Theorie des Unbeschränkten Matrizen, J. Reine Angew. Math. 161, 208–236 (1929).

[40] Rofe-Beketov, F.S.: Numerical Range of Linear Relation and Maximal Linear Relations, Functions Theory, Functional Anal. and their Appl. 44, 103–111 (1985) (Russian). English translation in Journal of Math. Sci. 48, No.3, 329–336 (1990).

Department of Mathematical Analysis, East Ukrainian National University, Kvartal Molodyozhny 20-A, Lugansk 91034, Ukraine

E-mail address: yury.arlinskii@gmail.com

Department of Mathematics and Statistics, University of Vaasa, P.O. Box 700, 65101 Vaasa, Finland

E-mail address: sha@uwasa.fi