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Abstract. Semi-supervised learning (SSL) has been proposed to leverage unlabeled data for training powerful models when only limited labeled data is available. While existing SSL methods assume that samples in the labeled and unlabeled data share the classes of their samples, we address a more complex novel scenario named open-set SSL, where out-of-distribution (OOD) samples are contained in unlabeled data. Instead of training an OOD detector and SSL separately, we propose a multi-task curriculum learning framework. First, to detect the OOD samples in unlabeled data, we estimate the probability of the sample belonging to OOD. We use a joint optimization framework, which updates the network parameters and the OOD score alternately. Simultaneously, to achieve high performance on the classification of in-distribution (ID) data, we select ID samples in unlabeled data having small OOD scores, and use these data with labeled data for training the deep neural networks to classify ID samples in a semi-supervised manner. We conduct several experiments, and our method achieves state-of-the-art results by successfully eliminating the effect of OOD samples.
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1 Introduction

After several breakthroughs in deep learning methods, deep neural networks (DNNs) have achieved impressive results and even outperformed humans on various machine perception tasks such as image classification [8][26], face recognition [18], and natural language processing [6] with large-scale, annotated training samples. However, creating these large datasets is typically time-consuming and expensive.

To solve this problem, semi-supervised learning (SSL) is proposed to leverage unlabeled data to improve the performance of a model when only limited labeled data is available. SSL is able to train large, powerful models when labeling data is expensive or inconvenient. There is a diverse collection of approaches to SSL. For example, one approach is consistency regularization [24][15][28], which encourages a model to produce the same prediction when the input is perturbed.
Fig. 1. Problem setting of open-set SSL. Outliers, which do not belong to any class of labeled data, exist in the unlabeled data.

Another approach, entropy minimization [7], encourages the model to produce high-confidence predictions. The recent state-of-the-art method, MixMatch [2], combines the aforementioned techniques in a unified loss function and achieves strong performance on a variety of image classification benchmarks.

These existing SSL methods assume that the labeled and unlabeled data have the same distribution, meaning that they share the classes of their samples, and there is no outlier sample in unlabeled data. However, in the real world, it is hard to ensure that the unlabeled data does not contain any out-of-distribution (OOD) sample that is drawn from different distributions. Oliver et al. [20] have shown that adding unlabeled data from a mismatched set of classes can actually damage the performance of SSL.

Hence, we consider a new, realistic setting called “Open-Set Semi-supervised Learning”, as shown in Fig. 1. Outliers, which do not belong to the classes of labeled data, exist in the unlabeled data, and the model should be trained on labeled and unlabeled data by eliminating the effect of these outliers. To the best of our knowledge, our study is the first to tackle the problem of open-set SSL.

Although there are many algorithms for detecting OOD samples [9] [16] [17] [29], these methods are trained on a large number of labeled in-distribution (ID) samples with class labels. In the setting of SSL, the number of labeled data is very limited. Hence, the previous methods cannot achieve high performance of detection and are not suitable for open-set SSL. Therefore, we propose a method that uses multi-task curriculum learning, which is a multi-task framework aiming to solve OOD detection and SSL simultaneously.

First, we detect OOD samples in the unlabeled data. We propose a new OOD detection method by a joint optimization framework, which can utilize the unlabeled data containing OOD data in the process of training an OOD detector. We train the network to estimate the probability of the sample belonging to
OOD. At the beginning of training, we treat all unlabeled samples as OOD and all labeled samples as ID by assigning an initial OOD score to each sample (0 for labeled data and 1 for unlabeled data). Next, we train the model to classify the sample as OOD or ID. Since unlabeled data also contains a reasonable amount of ID samples, treating all unlabeled samples as OOD samples would result in incorrect label assignments. Inspired by a solution of the noisy label problem [27], we update the network parameters and the OOD scores alternately as a joint optimization to clean the noisy OOD scores of unlabeled samples, which ranges from 0 to 1.

At the same time, while training the network for OOD detection, we also train the network to classify ID samples correctly, which forms multi-task learning. Since ID samples in the unlabeled data are expected to have smaller OOD scores than the real OOD samples, we use curriculum learning that excludes the samples with higher OOD scores in unlabeled data. Then we combine remaining ID unlabeled samples with labeled data for training the CNN to classify ID samples correctly by any SSL method, where MixMatch [2] is used in this paper.

We evaluate our method on a diverse set of open-set SSL settings. In many settings, our method outperforms existing methods by a large margin. We summarize the contributions of this paper as the following:

– We propose a novel experimental setting and training methodology for open-set SSL.
– We propose a multi-task curriculum learning framework that detects OOD samples by alternate optimization and classifies ID samples by applying SSL according to the results of OOD detection.
– We evaluate our method across several open-set SSL tasks and outperforms state-of-the-art by a considerable margin. Our approach successfully eliminates the effect of OOD samples in the unlabeled data.

2 Related Work

At present, there are several different methods of SSL and OOD detection. We will briefly explain some important studies in this section.

2.1 Semi-supervised Learning

Although there are many studies on SSL techniques, such as transductive models [10][11], graph-based methods [33] and generative modeling [13][23][25], we focus mainly on the recent state-of-the-art methods, based on consistency regularization [15][24][28].

In general supervised learning, data augmentation is a common regularization technique. In image classification, it is common to add some noise to an input image to change the pixel values of an image but keep its label [1], which means data augmentation is able to artificially increase the size of a training set by generating new modified data.
Consistency regularization is a method that applies data augmentation to SSL. It imposes a constraint in the form of regularization so that the classification result of each unlabeled sample does not change before and after augmentation.

In the simplest method, Laine and Aila [15] proposed π-model, which applies two different stochastic augmentations to an unlabeled data to generate two inputs and minimize the distance of the two network outputs of these two inputs.

Mean Teacher [28] used an exponential moving average of network parameter values to generate a more stable output on one of the two inputs, instead of generating two outputs for the two inputs by the same network, to improve the effectiveness of their method.

The state-of-the-art method for SSL is MixMatch [2], which works by guessing low-entropy labels for data-augmented unlabeled examples and mixing labeled and unlabeled data using MixUp [32]. MixMatch [2] then uses π-model to train a model using the mixed labeled and unlabeled data. We refer the reader to their paper [2] for further details.

However, these methods assume that the labeled and unlabeled data share the classes of their samples. When some OOD samples are contained in the unlabeled data, Oliver et al. [20] showed that the existing methods achieved bad performance, which is even lower than the performance of supervised learning trained only by limited labeled data in some cases. The motivation of this research is to solve this problem.

### 2.2 Out-of-distribution detection

There are also some methods for OOD detection. In the simplest method, Hendrycks & Gimpel [9] used the predicted softmax class probability to detect OOD samples. They observed that the prediction probability of incorrect and OOD samples tends to be lower than that of the correct samples. However, they also found that a pre-trained neural network can still classify some OOD samples overconfidently, which limits its performance.

To improve the effectiveness of Hendrycks & Gimpel’s method [9], Liang et al. [17] applied temperature scaling and input preprocessing to detect OOD samples, called Out-of-Distribution detector for Neural networks (ODIN). They found that the difference between the largest logit (the outputs of which are not normalized by softmax) and the remaining logits is larger for ID samples than for OOD samples if the logits are scaled by a large constant (temperature scaling). They showed that the separation of the softmax scores between the ID and OOD samples could be increased by temperature scaling. They also found that the addition of small perturbations to the input (through the loss gradient) increases the maximum predicted softmax score. As a result, the ID samples show a greater increase in score than the OOD samples. Using these techniques, their method outperformed the baseline method [9].

In another method using the predicted probability of the network, Bendale & Boult [1] calculated the score for an unknown class by taking the weighted average of all other classes obtained from a Weibull distribution, named openMax layer.
However, all the methods described earlier need a large number of labeled ID samples to achieve stable results and they are unable to utilize any unlabeled data. In open-set SSL, the number of labeled ID samples is small but we have access to a huge amount of unlabeled data containing some OOD samples. Our method aims at training a model to not only detect OOD samples with limited labeled and plenty of unlabeled data, but also achieve high recognition performance on the classification of ID samples.

3 Method

3.1 Problem Statement

We assume that an ID image-label pair, \( \{x_l, y_l\} \), drawn from a set of labeled ID images \( \{X_l, Y_l\} \), as well as an unlabeled image, \( x_{ul} \), drawn from a set of unlabeled images \( X_{ul} \), is accessible. The labeled ID sample \( \{x_l, y_l\} \) can be classified into one of \( K \) classes denoted by \( \{c_1, \ldots, c_K\} \), meaning that \( y_l \in \{c_1, \ldots, c_K\} \).

The goal of our method is to train a model that can correctly classify ID samples into \( \{c_1, \ldots, c_K\} \) on a combination of labeled ID samples and unlabeled samples under semi-supervised setting. Our technique achieves this by distinguishing whether the image \( x_{ul} \) is from in-distribution to eliminate the negative effect of OOD samples during the training.

3.2 Overall Concept

The most challenging part of this task is the detection of OOD samples when only limited labeled ID samples are available. As mentioned in Section 2, traditional OOD detection methods [9,17] assumed that there is a large number of labeled ID samples for training the recognition model and these methods did not utilize unlabeled data in training. Thus, these methods cannot achieve high performance OOD detection in SSL.

We propose a multi-task curriculum learning framework for open-set SSL, which aims to solve OOD detection and SSL simultaneously as a multi-task framework.

Since the number of labeled ID samples is limited in SSL, we use a joint optimization framework inspired by [27], which updates DNN parameters and estimates the probability of the sample belonging to OOD alternately. First, we assign an initial pseudo label representing the probability of the sample belonging to OOD, named OOD score, to all the data. For labeled samples, since they are ID, we initialize the OOD scores as 0 and for unlabeled samples, we initialize the OOD scores as 1. Since some amount of ID samples are present in unlabeled data, we can consider the binary classification of OOD as a noisy label problem. [27] showed that a DNN trained on noisy labeled datasets does not memorize
Fig. 2. An overview of our framework. Noisy OOD scores of unlabeled data are reassigned to the outputs of OOD scores by the DNN. The network parameters and OOD scores are alternately updated for each epoch. The unlabeled samples used to calculate semi-supervised loss are selected by their OOD scores.

noisy labels under a high learning rate. Thus, the noisy label of a sample can be corrected by reassigning the probability output of the DNN to the sample as a new label. We utilize this property to increase the number of ID samples during the training by cleaning the OOD scores of unlabeled data. To achieve this, the network parameters of the DNN and the OOD scores of unlabeled samples are alternately updated for each epoch and the OOD scores of unlabeled samples are reassigned to the estimation of OOD scores by DNN.

At the same time, to achieve high performance on the classification of ID samples, we select ID samples in unlabeled data having low OOD scores and combine them with labeled ID samples for training the DNN to classify ID samples correctly in a semi-supervised manner. Although our method can be applied to any SSL method, we choose the state-of-the-art SSL method, MixMatch [2], in this paper.

Instead of training OOD detection and ID classification separately, we further propose a multi-task training framework combining all the steps to formulate an end-to-end trainable network that can detect OOD samples and classify ID samples simultaneously. The overview of our framework is shown in Fig. 2.

### 3.3 Training Procedure

**Noisy Label Optimization for OOD Detection** First, we assign an initial OOD score $s$ to all the data, which makes an ID image-label pair, $(x_l, y_l) \in \{X_l, Y_l\}$ become $(x_l, y_l, s_l) \in \{X_l, Y_l, S_l\}$, and an unlabeled image, $x_{ul} \in X_{ul}$ become $(x_{ul}, s_{ul}) \in \{X_{ul}, S_{ul}\}$. We initialize the OOD scores $S_l$ as 0 for the labeled (ID) samples, whereas the unlabeled samples are assigned the OOD score $S_{ul}$ of 1. This is denoted by:

\[
s_l = 0 \quad (\forall s_l \in S_l),
\]
Algorithm 1 Joint Optimization

\[ \text{for } t \leftarrow 0 \text{ to } E \text{ do} \]
\[ \quad \text{update } \theta^{(t+1)} \text{ by Adam on } L_{ood}(\theta^t, S_{ul}^t | X_l, S_l, X_{ul}) \]
\[ \quad \text{update } S_{ul}^{(t+1)} \text{ by Eq. } (6) \]
\[ \text{end for} \]

\[ s_{ul} = 1 \quad (\forall s_{ul} \in S_{ul}). \tag{2} \]

As a binary classification of OOD, parameters of the network \( \theta \) can be optimized as follows:

\[ \min_\theta L_{ood}(\theta | X_l, S_l, X_{ul}, S_{ul}), \tag{3} \]

\[ L_{ood} = -\frac{1}{|X_l|} \sum_{i=1}^{|X_l|} (s_l \log s(\theta, x_l) + (1 - s_l) \log(1 - s(\theta, x_l))) \]
\[ -\frac{1}{|X_{ul}|} \sum_{i=1}^{|X_{ul}|} (s_{ul} \log s(\theta, x_{ul}) + (1 - s_{ul}) \log(1 - s(\theta, x_{ul}))), \tag{4} \]

where \( L_{ood} \) denotes the cross entropy loss under the supervision of OOD score and \( s(\theta, x_l) \) (or \( s(\theta, x_{ul}) \)) denotes the predicted OOD score of the image \( x_l \) (or \( x_{ul} \)) with the network parameters being \( \theta \).

However, although the OOD scores \( S_{ul} \) are initialized to 1 for all unlabeled samples, the existence of some ID samples in the unlabeled data leads to the classification of OOD as a noisy label problem. Tanaka et al. [27] showed that a network trained with a high learning rate is less likely to overfit to noisy labels, which means the loss Eq. [4] is high for noisy labels and low for clean labels. So we obtain clean OOD scores by updating the OOD scores in the direction to decrease Eq. [4]. Hence, we formulate the problem as the joint optimization of the network parameters and OOD scores as follows:

\[ \min_{\theta, S_{ul}} L_{ood}(\theta, S_{ul} | X_l, S_l, X_{ul}), \tag{5} \]

Alternately updating the network parameters \( \theta \) and OOD scores of unlabeled data \( S_{ul} \) is achieved via joint optimization [27] by repeating the following two steps:

- **Updating \( \theta \) with fixed \( S_{ul} \):** Since all terms in the loss function Eq. [4] are differentiable with respect to \( \theta \), we update \( \theta \) by the Adam optimizer [12] on Eq. [4].

- **Updating \( S_{ul} \) with fixed \( \theta \):** Considering the update of \( S_{ul} \), we need to minimize \( L_{ood} \) with fixed \( \theta \) to correct OOD scores. \( L_{ood} \) can be minimized when the predicted OOD scores of the network equals \( S_{ul} \). As a result, \( S_{ul} \) is updated as follows:

\[ s_{ul} \leftarrow s(\theta, x_{ul}). \tag{6} \]

The whole algorithm of joint optimization is shown in Algorithm 1.
Algorithm 2 Multi-task curriculum learning

for $t \leftarrow 0$ to $E$ do
  Select ID samples in unlabeled data $X_{ul}^{id}$ by Eq. (9)
  update $\theta^{(t+1)}$ by Adam on $\mathcal{L}_{ssl}(\theta^{t}|X_l, Y_l, X_{ul}) + \mathcal{L}_{ood}(\theta^{t}, S_{ul}^{t}|X_l, S_l, X_{ul})$
  update $S_{ul}^{(t+1)}$ by Eq. (6)
end for

Multi-task Curriculum Learning for Open-set SSL  As general SSL, the optimization problem of the network parameters $\theta$ is formulated as follows:

$$\min_{\theta} \mathcal{L}_{ssl}(\theta|X_l, Y_l, X_{ul}),$$  \hspace{1cm} (7)$$

where $\mathcal{L}_{ssl}$ denotes a loss function such as the sum of cross-entropy loss on labeled data and L2 loss on unlabeled data in [15].

During the training of the network for OOD detection, we also train the network to classify ID data by SSL. As a result, our method is a multi-task learning problem formulated as follows:

$$\min_{\theta, S_{ul}} \mathcal{L}_{ssl}(\theta|X_l, Y_l, X_{ul}) + \mathcal{L}_{ood}(\theta, S_{ul}|X_l, S_l, X_{ul}).$$ \hspace{1cm} (8)$$

The inclusion of the training for ID data classification is helpful to OOD detection because the network can learn more discriminative features. However, while optimizing $\theta$ on the semi-supervised part $\mathcal{L}_{ssl}(\theta^{t}|X_l, Y_l, X_{ul})$ in Eq. (8), the existence of OOD samples in $X_{ul}$ is detrimental to the training for the classification of ID samples. This problem is solved by using curriculum learning that picks up ID samples $X_{ul}^{id}$ from unlabeled data $X_{ul}$ according to the OOD scores of unlabeled data $S_{ul}$.

Although we can simply sample top $\eta$% samples from $X_{ul}$ in ascending order of OOD scores $S_{ul}$, we implement Otsu thresholding [21] to decide the threshold $th_{otsu}$ automatically, which reduces one hyper-parameter. Then, the selected unlabeled samples are denoted as follows:

$$X_{ul}^{id} = \{x_{ul, i}|s(\theta, x_{ul, i}) < th_{otsu}, 1 \leq i \leq N\},$$\hspace{1cm} (9)$$

which converts the total loss function to:

$$\min_{\theta, S_{ul}} \mathcal{L}_{ssl}(\theta|X_l, Y_l, X_{ul}^{id}) + \mathcal{L}_{ood}(\theta, S_{ul}|X_l, S_l, X_{ul}).$$\hspace{1cm} (10)$$

The entire algorithm of our method is as shown in Algorithm 2. It is to be noted that the semi-supervised loss $\mathcal{L}_{ssl}(\theta^{t}|X_l, Y_l, X_{ul}^{t})$ is a general loss of SSL, which implies that our method is applicable to any SSL method. In this paper, we use MixMatch [2] as SSL.

4 Experiments

In this section, we discuss our experimental settings and results. We demonstrate the effectiveness of our method on a diverse set of in- and out-of-distribution
dataset pairs for open-set SSL. We found that our method outperformed the current state-of-the-art methods by a considerable margin. We used PyTorch 1.1.0 [22] to run all the experiments.

4.1 Neural Network Architecture

Following [2][20], we implemented our network based on Wide ResNet (WRN) [31]. We first trained the model only on the OOD classification loss for 100 epochs and the update of the OOD scores was set to start at the 10th epoch, to achieve stable performance. The model was then trained on the total loss function in Algorithm 2 for 1,024 epochs and 1,024 iterations of each epoch, which is the same as [2]. We used the Adam [12] optimizer and the learning rate was set as 0.002. 64 samples each from the labeled and unlabeled data are sampled for a batch. We report the average test accuracy of the last 10 checkpoints.

4.2 In-Distribution Datasets

CIFAR-10 [14] and SVHN [19] (each containing 10 classes) were used as in-distribution datasets. A total of 5,000 samples were split from the original training data as validation data, and all original test samples were used for testing. We further split the remaining training samples (45,000 for CIFAR-10 and 68,257 for SVHN) into labeled and unlabeled data. Following [20][2], we used {250, 1000, 4000} samples as labeled data and remaining samples as unlabeled data.

4.3 Out-of-Distribution Datasets

As the OOD data are mixed in the unlabeled data, we added 10,000 samples from the following four datasets for each setting:

1. **TinyImageNet (TIN).** The Tiny ImageNet dataset [5] contains 10,000 test images from 200 different classes, which are drawn from the original 1,000 classes of ImageNet [5]. All samples are downsampled by resizing the original image to a size of 32 x 32.

2. **LSUN.** The Large-scale Scene Understanding dataset (LSUN) consists of 10,000 test images from 10 different scene categories. Similar to TinyImageNet, all samples are downsampled by resizing the original image to a size of 32 x 32.

3. **Gaussian.** The synthetic Gaussian noise dataset contains 10,000 random 2D Gaussian noise images, where each RGB value of every pixel is sampled from an independent and identically distributed Gaussian distribution with mean 0.5 and unit variance. We further clip each pixel value into the range [0, 1].

4. **Uniform.** The synthetic uniform noise dataset contains 10,000 images where each RGB value of every pixel is independently and identically sampled from a uniform distribution on [0, 1].

Examples of these datasets are shown in Fig. 3. The experimental setting is summarized in Table 1.
Fig. 3. Examples of Out-of-Distribution Datasets. The samples from TinyImageNet and LSUN are resized to 32 × 32.

Table 1. The number and type of labeled and unlabeled samples in the experimental setting.

|                | CIFAR-10 | SVHN      |
|----------------|----------|-----------|
|                | #Labeled | #Unlabeled| #Labeled | #Unlabeled|
|                |          | Outlier   | Outlier  |            |
| #Valid #Test   |          | 10,000    | 5,000    | 10,000     |
| 250            | 44,750   | 10,000    | 5,000    | 10,000     |
| 1,000          | 44,000   | 1,000     | 44,000   | 4,000      |
| 4,000          | 41,000   | 4,000     | 41,000   | 41,000     |

4.4 Results

The results for the CIFAR-10 dataset are summarized in the upper part of Table 2, which shows the comparison of our method and the baseline. We used the original MixMatch [2] without any OOD detection as the baseline method. Table 2 clearly shows that our approach significantly outperforms the baseline by eliminating the effect of OOD samples in unlabeled data. Compared to TIN and LSUN, which are natural images, synthetic datasets (Gaussian and Uniform) are more harmful to the performance of SSL. Our technique has successfully enabled SSL methods to achieve stable performance on these outliers by detecting them.

In Fig. 4 we show test accuracy vs. the number of epochs. We observe that our method continuously improves the performance of the model during the latter half of the training process and its performance is more stable compared to the baseline method during the training. At the beginning of the training process, our method is observed to converge slower than the baseline method. We consider this to be due to the multi-task learning, where our method also learns to detect OOD samples.

The lower part of Table 2 shows the comparison of our method and the baseline for the SVHN dataset. Compared to the case where CIFAR-10 is used as the ID dataset, the effect of outliers on the model is much smaller in this case, possibly because the classification of SVHN is a comparatively easier task. In this
Table 2. Accuracy (%) for CIFAR-10/SVHN and OOD dataset pairs. We report the averages and the standard deviations of the scores obtained from three trials. Bold values represent the highest accuracy in each setting. Clean shows the upper limit of the model when the unlabeled data contains no OOD data.

|            | CIFAR-10 | SVHN      |
|------------|----------|-----------|
|            | 250 labeled | 1000 labeled | 4000 labeled |
|            | Baseline  | Ours      | Baseline  | Ours      | Baseline  | Ours      |
| TIN        | 82.42 ± 0.70  | 86.44 ± 0.64  | 86.03 ± 0.22  | 89.85 ± 0.11  | 91.25 ± 0.13  | 93.63 ± 0.05  |
| LSUN       | 76.32 ± 4.19  | 86.65 ± 0.41  | 87.03 ± 0.41  | 90.19 ± 0.47  | 91.18 ± 0.33  | 92.91 ± 0.03  |
| Gaussian   | 75.76 ± 3.49  | 87.34 ± 0.13  | 85.71 ± 1.14  | 89.80 ± 0.26  | 91.51 ± 0.35  | 92.53 ± 0.08  |
| Uniform    | 72.90 ± 0.96  | 85.54 ± 0.11  | 84.49 ± 1.06  | 89.87 ± 0.08  | 90.47 ± 0.38  | 92.83 ± 0.04  |
| Clean      | 87.65 ± 0.29  | 90.67 ± 0.29  | 93.30 ± 0.10  |             |             |             |

situation, our method continues to exhibit a higher and more stable performance than the baseline.

We also studied the performance of OOD detection by the proposed method. Since we use the threshold calculated by Otsu thresholding to select ID samples in unlabeled data, we evaluate the performance of OOD detection by precision and recall. Precision is calculated by the percentage of ID samples in the selected samples by curriculum learning. Recall is calculated by the percentage of selected ID samples among all ID samples in unlabeled data. Higher precision and recall indicate better OOD detection – the precision and recall of a perfect detector are both 1. Table 3 shows the results. We find that our method achieves high precision and recall in all the cases, indicating that our method successfully in selecting ID samples from unlabeled data for semi-supervised training.

4.5 Ablation Studies

We further analyzed the effects of the following factors:

The number of OOD samples in the unlabeled data. We used LSUN as OOD and we changed the number of OOD samples in $X_{ul}$. The result is summarized in Table 4, which shows that our proposed method works under different OOD conditions except for a case with few outliers in unlabeled data. When there are more OOD samples in the unlabeled data, the performance of the baseline model is lower while our method can achieve stable performance.

The performance of OOD detection compared to existing OOD detection methods. As mentioned in Section 2, the existing OOD detection methods cannot achieve high performance when the labeled data is limited and
Fig. 4. Test accuracy vs. the number of epochs using CIFAR-10 as ID and other datasets as OOD when 250 labeled samples are used. Clean shows the upper limit of the model when the unlabeled data contains no OOD data and supervised shows the performance when all the samples are labeled and no OOD data is contained.

Table 3. Performance (%) of OOD detection by our proposed method. We report the averages of the scores obtained from three trials.

| OOD dataset | CIFAR-10                  | SVHN                    |
|-------------|---------------------------|-------------------------|
| OOD         | 250 labeled | 1000 labeled | 4000 labeled | Recall | Precision | Recall | Precision | Recall | Precision | Recall | Precision |
| TIN         | 99.22      | 98.48     | 99.48      | 97.11   | 100.00 | 99.30   |
| LSUN        | 99.48      | 99.38     | 99.95      | 98.95   | 100.00 | 99.64   |
| Gaussian    | 100.00     | 100.00    | 100.00     | 100.00  | 100.00 | 100.00  |
| Uniform     | 100.00     | 100.00    | 100.00     | 100.00  | 100.00 | 100.00  |

the unlabeled data cannot be utilized in training. We show the results of applying the existing OOD detection method in the setting of open-set semi-supervised learning in Table 5. We choose the most challenging cases when only 250 labeled samples are available. We report the AUROC (the area under the false positive rate against the true positive rate curve) of the OOD detection score of each method. The AUROC of a perfect detector is 1. Table 5 shows that our approach significantly outperforms other OOD detection methods. It is also interesting that the AUROC of previous methods is less than 50% in some cases, which means the model shows more confidence on the predictions of OOD samples than those of ID samples (and this observation conflicts with the idea of [9][17]).

The performance of Otsu thresholding. We use Otsu thresholding to calculate the threshold for splitting ID and OOD samples for the curriculum learning of semi-supervised learning. Fig. 5 shows the histogram of OOD scores
Table 4. Accuracy (%) for CIFAR-10 as ID and LSUN as OOD on different numbers of OOD samples when 250 labeled samples are used.

| #OOD samples | 2000 | 5000 | 10000 | 20000 |
|-------------|------|------|-------|-------|
|              | Baseline | Ours | Baseline | Ours | Baseline | Ours | Baseline | Ours |
| Accuracy (%) | 88.16 | 84.82 | 82.98 | 86.20 | 76.32 | 86.65 | 70.3 | 85.83 |

Table 5. The comparison of AUROC (%) in the task of OOD Detection.

| ID dataset | OOD dataset | Hendrycks & Gimpel [9] | ODIN [17] | Ours |
|------------|-------------|-------------------------|-----------|------|
| CIFAR-10   | TIN         | 50.92                   | 54.54     | 98.86 |
|            | LSUN        | 54.34                   | 58.02     | 99.82 |
|            | Gaussian    | 32.41                   | 37.49     | 100.00|
|            | Uniform     | 45.43                   | 51.05     | 100.00|
| SVHN       | TIN         | 50.48                   | 57.09     | 99.57 |
|            | LSUN        | 51.44                   | 53.68     | 99.84 |
|            | Gaussian    | 21.20                   | 1.87      | 99.98 |
|            | Uniform     | 2.79                    | 8.31      | 99.97 |

and the threshold calculated using Otsu thresholding. We find that both ID and OOD samples can be successfully separated by the threshold.

4.6 Discussion

**Limitations.** As shown in Table 4, our method fails to improve the baseline if there are few outliers in the unlabeled data. This failure mainly comes from the wrong threshold calculated by Otsu thresholding, since the number of ID samples and OOD samples is extremely imbalanced. This problem can be solved by changing the OOD threshold, which means we can introduce a new parameter to control the number of unlabeled samples selected as ID data.

**“Similar” outliers.** The outlier datasets used in Section 4 are still quite different from the original training datasets CIFAR-10 and SVHN. Including similar outliers in the unlabeled data is a more complicated scenario. We tried using the animal classes in CIFAR-10 as ID and other classes as OOD and found that these similar outliers are not as harmful as dissimilar outliers, which leads to a 3% decrease in test accuracy. Our method can still reach 2% higher than the test accuracy of the baseline with 94% precision and 98% recall of OOD detection.

**Additional comparisons.** Chen et al. [3] works on a close setting to our paper at around the same time as our paper, but there are two significant differences between [3] and our work. First, the experimental setting is different. [3] defines the mismatch of class distribution as some known classes are not contained in the unlabeled dataset and some unknown classes are contained in the unlabeled dataset. Second, the method of utilizing OOD samples in unlabeled data is different. In [3], the OOD samples are simply ignored by filtering the
Fig. 5. The histogram of OOD scores and the threshold (the green line) calculated by Otsu thresholding when 250 labeled samples are used.

Table 6. Performance (%) of UASD [3] and our proposed method.

| OOD dataset | Test Accuracy | Detection Recall | Detection Precision |
|-------------|---------------|------------------|---------------------|
|             | Baseline | UASD [3] | Ours | Baseline | UASD [3] | Ours | Baseline | UASD [3] | Ours |
| TIN         | 82.42    | 86.44    | 99.22 | 98.48    | 86.44    | 66.47 | 99.22 |
| LSUN        | 76.32    | 86.65    | 99.48 | 99.38    | 80.87    | 63.88 | 96.50 |

For the comparison, we implemented [3] for filtering OOD in MixMatch and show the comparison in the setting of CIFAR-10 with 250 labeled samples. The results are summarized in Table 6 and it shows our method has better performance not only in SSL but also in OOD detection, because we explicitly train an OOD detector by unlabeled OOD samples together with the training of SSL model, which enables our method to achieve higher OOD detection performance.

5 Conclusion

In this paper, we have proposed a multi-task curriculum for open-set SSL, where the labeled data is limited and the unlabeled data contains some OOD samples. To detect these OOD samples, our method utilizes joint optimization framework to estimate the probability of the unlabeled sample belonging to OOD, which is achieved by updating the network parameters and the OOD score alternately. Simultaneously, we use curriculum learning to exclude these OOD samples from semi-supervised learning and utilize these data with labeled data for training the model to classify ID samples with high performance. We evaluated our method on several open-set semi-supervised benchmarks and proved that our method achieves state-of-the-art performance by detecting the OOD samples with high accuracy.
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