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ABSTRACT

Industrial reports show massive cost overruns associated with software projects. The cost of software reworks constitutes a large portion of the overall cost, reflecting a substantial challenge in cost control. Earned value management (EVM) is the most recognized model for project cost control. However, it shows many limitations in forecasting the software project cost, leading to a considerable challenge in cost control. Nevertheless, the major EVM limitation found is its inability to forecast the cost of software rework. This research investigated the factors affecting this limitation and suggests an enhanced EVM model. The significant contribution of this research is its incorporation of software-related factors into the EVM model. We introduced the software rework index (SRI), which is incorporated into the traditional EVM model to enhance its predictability of the software project cost at completion, including the rework cost. We defined the SRI in terms of two factors: product functional complexity and the team competency. Finally, we evaluated the proposed model using a dataset drawn from five actual projects. The results showed a significant enhancement in forecasting accuracy.

This is an open access article under the CC BY-SA license.

1. INTRODUCTION

Delivering a quality product within the budget is a core objective for project managers. Meeting this aim in the software industry is challenging. Organizations waste billions of dollars on failed and challenging software projects [1]. The Chaos Report stated that 56% of software projects experienced cost-overrun throughout the year 2011 to 2015 and increased to 65% by the end of 2017 [2, 3], showing the complexity of the software development process. This complexity is due to the impacts of many factors, such as requirements complexity and volatility, software measurement difficulties, unplanned rework, and developers’ competency levels [4-10]. In practice, the development and testing teams, mutually, conduct multiple cycles of reworks and tests until the software is compliant with the customers’ requirements [6, 11]. Early detection of defects is of less cost compared to late detection. The delayed repairs may make the cost higher as 300 to 1000 times the cost of early corrections [12, 13]. In general, the cost of software reworks may constitute 30% to 50% of the total cost [10, 14-16]. Technical complexity makes early identification of issues challenging [12]. The rise of the Internet-of-Things and system of systems has increased the complexity of software development in terms of attributes such as code complexity, requirement complexity and volatility, and architectural complexity [6, 11, 17]. Recent studies stated that 78% to 82% of the reasons...
behind software reworks are due to requirement-related problems [12, 14]. Since people develop the software, the human side cannot be ignored in favor of technical attributes. Many of the software development challenges are due to human factors [4, 9].

To control software project cost, project management and software engineering best practices recommend the earned value management (EVM) model as the most recognized cost control tool. The institute of electrical and electronics engineers (IEEE), project management institute (PMI), and international organization for standardization (ISO) have all included the EVM as part of their project management standards [11, 18-21]. The EVM model provides an integrated scope, schedule, and cost baseline [18]. It estimates the total project cost in terms of a variable called the estimate at completion (EAC). The EAC is derived in terms of two indices called the cost performance index (CPI) and Schedule Performance Index (SPI). The CPI and SPI are periodically calculated in terms of many variables among them is the percent completion (%C), which represents the percent of work done since the project kick-off.

However, Jurison [22] argued that there are difficulties in managing software projects due to software intangibility, complexity, and volatility. The EVM model is not designed to deal with such dimensions. It is incapable of accurately forecasting the EAC of software projects due to four factors. First, the EAC does not include the cost of software rework. Second, the calculation of its indices depends on the progress measurement. However, measuring intangible products such as software is challenging. Although %C could be subjective and uncertain in software projects, the EVM parameters are deterministic [23, 24]. Third, the EVM does not measure the quality as it only accepts the deliverables upon completion [25]. However, poor quality will lead to further rework and cost overrun. Fourth, many software projects failed or exceeded their baselines due to the human side, which is overlooked by the EVM model [26]. During software development, it is challenging to isolate human factors from technical ones [9].

This study suggests enhancing the EVM cost predictability by including the cost of rework and incorporating indigenous software factors such as product characteristics and team competency. Moreover, it reduces the subjectivity in software progress measurement by adopting the function point analysis (FPA). We hypothesized that the error in estimating the EAC using the proposed EVM is less than the error obtained when using the traditional EVM. We evaluated the proposed model using data collected from actual projects.

The rest of the paper is organized as follows. Section 2 covers the related research. Section 3 provides a detailed description of the research method. Section 4 illustrates the results while Section 5 shows the discussion. Conclusions and future work are discussed in Section 6.

2. RELATED WORKS

Langsari and Sarno [27] suggested hybrid models by using the COCOMO II and fuzzy logic to estimate the project cost. Esteki et al. [28] suggested the augmentation of the cost control methods with a risk management framework. De Souza et al. suggested statistical approaches to enhance EAC accuracy by using historical data [29]. Acebes et al. [30] used the Monte Carlo simulation combined with the EVM model to conduct a project risk analysis. They argued that the traditional EVM model results in optimistic indices leading to an inaccurate EAC. Other researchers proposed quality based EVM models by incorporating quality performance indices based on historical data [31-33]. Although the introduction of these indices is a significant enhancement, the proposed models are difficult to generalize due to their dependency on historical data, which defies the fundamental attribute of projects, i.e., uniqueness. Also, the data unavailability may make statistical techniques challenging to apply.

The subjective nature of software progress measurements inspired researchers to integrate the FPA with the EVM model to provide quantitative measurements [34-36]. Other studies suggested the Agile EVM, which expresses the EVM variables in terms of Agile variables such as story points and the number of sprints [37-40]. While the Agile EVM makes it easy to apply the traditional EVM, it does not address limitations such as the lack of quality indicators and the human factors. Efe and Demiros [10] developed a change management model incorporating the cost of rework and changes into the EVM model. The suggested model obtained promising results in forecasting the software cost. Pracharasniyom et al. [41] and Vargas [42] proposed modified EVM models that assess individual project members' performance. However, both studies did not incorporate real human attributes into their proposed models as they used traditional EVM data. Our literature review indicates a considerable knowledge gap in relating the human factors to the EVM model. We found only limited studies investigating the importance of the human side of software development [8, 43-47].
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3. RESEARCH METHOD

3.1. Conceptual modelling

We constructed a conceptual model that monitors the project performance via three variables: the cost, schedule, and predicted rework. We suggested that the software rework mainly depends on two major factors: the product complexity and developers’ competency. Moreover, we used fuzzy logic to represent the software rework as the amount of software reworks depends on three distinct probabilities:

a) No reworks if the deliverables are wholly accepted
b) High level of unplanned reworks if the deliverables are entirely rejected
c) Reworks ranging from low to high levels if the deliverables are partially accepted

Accordingly, if a low-competency team develops sophisticated software, the volume of defects will likely be significant, leading to a high level of software reworks. Conversely, the reworks level may be a minimum if a remarkably high competency team is assigned to develop software of low complexity. We also suggested the fuzzy logic to mitigate the subjectivity in the assessment of developers’ competencies. The conceptual model is shown in Figure 1.

![Figure 1. Proposed EVM conceptual model](image)

3.2. Mathematical modelling

We constructed a mathematical model consisting of two parts: the traditional EVM and the proposed extension. In the traditional part, we adopted the FPA in measuring the software size, requirement volatility, and the software developed so far. Then we used these sizes to calculate the %C. We determined the software rework in terms of the functional complexity and team competency, as described by the conceptual model. We introduced the functional complexity index (FCI), which defines the software product’s functional complexity. The FCI value was derived from the system functions using the FPA. Moreover, we introduced the team competency index (TCI) to model the team competency. The TCI was derived from the software development competency framework (SDCF), as suggested by Khalid and Yeoh [8]. The two indices were related in terms of fuzzy logic to calculate the software rework index (SRI). Finally, we expressed the EAC in terms of the CPI, SPI, and SRI, as described in Figure 2. The techniques used to address the limitations of the traditional model are described in Table 1.

![Figure 2. Proposed mathematical model](image)
We calculated the traditional EVM indices according to the following equations.

\[
C\% = \frac{\text{Developed Size}}{\text{Requirement Volatility Size} + \text{Total Planned Size}} \times 100
\]  

(1)

Where \( c\% \) is the percent completion of the project work.

\[
EV = \%C \times BAC
\]  

(2)

Where \( EV \) is the earned value and \( BAC \) is the budget at completion.

\[
CPI = \frac{EV}{AC}
\]  

(3)

\[
SPI = \frac{EV}{PV}
\]  

(4)

Where CPI and SPI are the cost performance index and schedule performance index, respectively. \( EV, AC, \) and \( PV \) are the earned value, actual cost, and planned value, respectively.

\[
EAC_{T1} = \frac{BAC}{CPI}
\]  

(5)

Where \( EAC_{T1} \) is the cost estimate at completion considering only the cost performance.

\[
EAC_{T2} = AC + \frac{BAC - EV}{CPI \times SPI}
\]  

(6)

Where \( EAC_{T2} \) is the cost estimate at completion considering both the cost performance and schedule performance. Both AC and PV were calculated in person-days. On the other hand, we used fuzzy logic to model the relationship between the extended model variables. We used Mamdani’s fuzzy inference system (FIS) as it is the most used FIS due to its intuitive nature and its suiting to the human input [48]. The fuzzy model is shown in Figure 3.

![Proposed fuzzy model](image)

We implemented the proposed fuzzy model according to the following steps.
Step 1: SRI definition and fuzzification

We represented the software rework level as a ratio of the cost of rework (COR) to the cost of development (COD). This ratio is called the software rework index (SRI). Hence,

\[
SRI = \frac{COR}{COD}
\]  

(7)

The value of SRI is fuzzy, depending on the quality status of deliverables after testing. If the deliverable is entirely accepted, then SRI equals zero. Conversely, if the deliverable is entirely rejected, then SRI is expected to be a sizable number. If the deliverable is partially accepted, then SRI > 0 ranging from low to high values. The fuzzy membership of SRI is shown in terms of trapezoidal shapes, as in Figure 4. The fuzzy numbers are selected according to the percentages of reworks stated by Micro Focus [14].

Step 2: FCI definition and fuzzification

According to the FPA, each software, regardless of its function type, is assigned a specific weight representing its complexity. This weight could be low, average, or high. The FCI of each software function is given by:

\[
FCI = \frac{FP}{FP_{max}} \times 100
\]

(8)

Where FP is the weight assigned to the software function (low, average, or high), FP_max corresponds to the “High” weight. The system function complexity is defined by calculating the number of data element types (DET), the number of record element types (RET), and the number of file types referenced (FTR), as described by IFPUG [49]. At a specific checkpoint in the project lifecycle, the overall FCI is calculated as:

\[
FCI = \frac{\sum_{i=1}^{N} FP_i}{\sum_{i=1}^{N} FP_{i, max}} \times 100
\]

(9)

Where \( FP_i \) is the value of the function points developed by the \( i^{th} \) task, including the size of requirement changes, \( FP_{i, max} \) is the sum of the function points when assigned the highest values, and \( N \) is the number of tasks performed at the time of measurement. Then, FCI is fuzzified and expressed in linguistic terms such that:

\[
\tilde{FCI} = \{\text{Very Low, Low, Average, High, Very High}\}
\]

(10)

The fuzzy membership of the FCI is shown in terms of trapezoidal shapes, as in Figure 5.
Step 3: TCI calculation and fuzzification

We calculated the TCI in terms of the individual developer competency index (DCI), as described by Khalid and Yeoh [8]. The DCI, which quantifies the individual developer's competency, is calculated by giving weights to each competency. Then, the overall competency of each developer is calculated. The TCI resembles the centroid of the whole developers. TCI is fuzzified and expressed in linguistic terms as follows:

$$\text{TCI} = \{\text{Very Low}, \text{Low}, \text{Average}, \text{High}, \text{Very High}\} \quad (11)$$

The fuzzy membership of TCI is shown in terms of trapezoidal shapes, as in Figure 6.

Step 4: Fuzzy rules’ definition

The fuzzy values of SRI are determined by establishing a relationship among SRI, FCI, and TCI according to the following fuzzy rule: **IF TCI IS [Value] AND FCI IS [Value] THEN SRI IS [VALUE].** The set of fuzzy rules is shown in Table 2.

Table 2. Proposed fuzzy rules

| ID | TCI   | FCI   | SRI     |
|----|-------|-------|---------|
| 1  | Very Low | Very Low | Average |
| 2  | Very Low | Low    | Average |
| 3  | Very Low | Average | High    |
| 4  | Very Low | High   | Very High|
| 5  | Very Low | Very High | Very High|
| 6  | Low     | Very Low | Average |
| 7  | Low     | Low    | Average |
| 8  | Low     | Average | High    |
| 9  | Low     | High   | High    |
| 10 | Low     | Very High | Very High|
| 11 | Average | Very Low | Low |
| 12 | Average | Low    | Low |
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The total cost of the development work is given by:

$$\text{Total Cost} = \text{COD} + \text{COR}$$  \hspace{1cm} (12)

Where COD is the cost of developed and COR is the cost of reworks. From (7), it is given that \(\text{COR} = \text{SRI} \times \text{COD}\). Hence, total cost equals \(\text{COD} \times (1 + \text{SRI})\). The COD is equal to the EAC\(_T\) according to the traditional EVM model, while the total cost equals the EAC\(_P\) according to the proposed model. Therefore:

$$\text{EAC}\(_P\) = \text{EAC}\(_T\) \times (1 + \text{SRI})$$  \hspace{1cm} (13)

Where SRI is the crisp value calculated according to the fuzzy rules described in Table 2.

Substituting the value of EAC\(_T\) in (5) and (6), respectively, yields the proposed two scenarios of EAC:

$$EAC_{P1} = \frac{BAC \times (1 + SRI)}{\text{CPI}}$$  \hspace{1cm} (14)

$$EAC_{P2} = (AC + \frac{BAC - EV}{\text{CPI} \times \text{SPI}}) \times (1 + SRI).$$  \hspace{1cm} (15)

Where EAC\(_{P1}\) is influenced by the value of CPI, and EAC\(_{P2}\) is influenced by the values of both CPI and SPI.

### 3.3. Hypotheses definition

We defined two hypotheses.

#### The first hypothesis

- **Null hypothesis**: When CPI is the only influencing factor, there is no difference in the errors obtained when estimating the EAC using the traditional EVM and proposed EVM.
- **Alternative hypothesis**: When CPI is the only influencing factor, the error in estimating the EAC using the proposed EVM is less than the error obtained when using the traditional EVM.

Hence, \(H_{10}^T: |\Delta_{T1}| - |\Delta_{P1}| \leq 0\)

\(H_{1A}^T: |\Delta_{T1}| - |\Delta_{P1}| > 0\)

Where \(\Delta_{T1}\) and \(\Delta_{P1}\) are the errors in estimation, using the traditional and proposed models, respectively.

#### The second hypothesis

- **Null hypothesis**: When both CPI and SPI are influencing factors, there is no difference in the errors obtained when estimating the EAC using the traditional EVM and proposed EVM.
- **Alternative hypothesis**: When both CPI and SPI are influencing factors, the error in estimating the EAC using the proposed EVM is less than the error obtained when using the traditional EVM.

Hence, \(H_{20}^T: |\Delta_{T2}| - |\Delta_{P2}| \leq 0\)

\(H_{2A}^T: |\Delta_{T2}| - |\Delta_{P2}| > 0\)

Where \(\Delta_{T2}\) and \(\Delta_{P2}\) are the errors in estimation, using the traditional and proposed models, respectively. As described in Figure 7, we used the paired t-test to compare the errors of the two models [50].
We designed two experiments. The first is to conduct the traditional EVM analysis. The output of each treatment consisted of the traditional EAC values; EAC\(_{T1}\) and EAC\(_{T2}\). The second experiment conducted the fuzzy analysis as defined by the extended EVM model. The output of each treatment was an SRI value used to calculate the proposed EAC values; EAC\(_{P1}\) and EAC\(_{P2}\). The traditional and proposed EAC values are used to define the elements of the first and second hypotheses, as shown in the following equations:

\[
\begin{align*}
\Delta T_1 &= EAC_{T1} - ACAC \quad (16) \\
\Delta P_1 &= EAC_{P1} - ACAC \quad (17) \\
\Delta T_2 &= EAC_{T2} - ACAC \quad (18) \\
\Delta P_2 &= EAC_{P2} - ACAC \quad (19)
\end{align*}
\]

Where EAC\(_{T1}\) and EAC\(_{P1}\) are the estimates at completion using the traditional and proposed models, respectively, where the calculation is based on the influence of the CPI only, EAC\(_{T2}\) and EAC\(_{P2}\) are the estimates at completion using the traditional and proposed models, respectively, where the calculation is based on the influence of both the CPI and SPI. ACAC is the Actual Cost At Completion. The elements of the two experiments are shown in Table 3.

| Element                | Experiment # 1       | Experiment # 2       |
|------------------------|----------------------|----------------------|
| Experimental Units     | EVM checkpoints in a project | EVM checkpoints in a project |
| Dependent Variables    | EAC\(_{T1}\), EAC\(_{T1}\) | SRI                  |
| Independent Variables  | %C, PV, AC, BAC      | FCI, TCI             |
| Number of Treatments   | 56                   | 56                   |

To facilitate the experiment execution, we developed a prototype using visual basic.net 2017 and fuzzy logic controller library called fuzzinator [51].

### 3.5. Data collection

This research adopted convenience sampling, where data was drawn from that available part of the population. We requested the research data from 55 sources. However, only three firms responded positively by sharing data belongs to five projects. The dataset facilitated 56 treatments for each experiment. We found the number of treatments enough to test the hypotheses since each experiment's sample size exceeded the minimum limit of 30 samples [52]. The experimental treatments provided by projects are shown in Table 4.

| Project ID | Experiment, treatments | Experiment, treatments |
|------------|------------------------|------------------------|
| P01        | 11                     | 11                     |
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4. RESULTS AND DISCUSSION

The results of the first and second experiments are shown in Table 5 and Table 6, respectively.

| Table 5. The first experiment results |
|---------------------------------------|
| Treatment ID | Project ID | PC | EV | CPI | SPI | EAC₁₁ | EAC₁₂ |
| 1 | P1 | 0.06 | 23.52 | 0.78 | 0.78 | 502.56 | 635.65 |
| 2 | P1 | 0.23 | 90.16 | 0.86 | 0.86 | 455.81 | 513.11 |
| 3 | P1 | 0.31 | 121.52 | 0.86 | 0.96 | 455.81 | 468.62 |
| 4 | P1 | 0.45 | 176.4 | 0.9 | 0.9 | 435.56 | 461.17 |
| 5 | P1 | 0.54 | 211.68 | 0.9 | 0.86 | 435.56 | 466.97 |
| 6 | P1 | 0.63 | 246.96 | 0.88 | 0.84 | 445.45 | 478.21 |
| 7 | P1 | 0.81 | 317.52 | 0.83 | 0.81 | 472.29 | 492.78 |
| 8 | P1 | 0.9 | 352.8 | 0.81 | 0.9 | 483.95 | 491.77 |
| 9 | P1 | 0.92 | 360.64 | 0.77 | 0.92 | 509.09 | 512.27 |
| 10 | P1 | 0.96 | 376.32 | 0.76 | 0.96 | 515.79 | 519.49 |
| 11 | P1 | 1 | 392 | 0.74 | 1 | 529.73 | 528 |
| 12 | P2 | 0.16 | 41.92 | 0.93 | 0.93 | 281.72 | 299.46 |
| 13 | P2 | 0.31 | 81.22 | 0.9 | 0.9 | 291.11 | 313.19 |
| 14 | P2 | 0.46 | 120.52 | 0.93 | 0.94 | 281.72 | 291.84 |
| 15 | P2 | 0.64 | 167.68 | 0.88 | 0.89 | 297.73 | 310.43 |
| 16 | P2 | 0.74 | 193.88 | 0.89 | 1 | 294.38 | 291.31 |
| 17 | P2 | 0.79 | 206.98 | 0.89 | 0.93 | 294.38 | 299.47 |
| 18 | P2 | 0.86 | 225.32 | 0.89 | 0.93 | 294.38 | 297.32 |
| 19 | P2 | 0.94 | 246.28 | 0.86 | 0.96 | 304.65 | 304.04 |
| 20 | P2 | 1 | 262 | 0.88 | 1.02 | 297.73 | 297 |
| 21 | P3 | 0.07 | 31.15 | 1.04 | 1.04 | 272.88 | 412.63 |
| 22 | P3 | 0.11 | 48.95 | 0.96 | 0.96 | 463.54 | 480.74 |
| 23 | P3 | 0.19 | 84.55 | 0.93 | 0.94 | 478.49 | 503.32 |
| 24 | P3 | 0.29 | 129.05 | 0.93 | 0.95 | 478.49 | 496.61 |
| 25 | P3 | 0.32 | 142.4 | 0.96 | 0.96 | 463.54 | 477.34 |
| 26 | P3 | 0.44 | 195.8 | 0.94 | 0.94 | 473.4 | 491.03 |
| 27 | P3 | 0.56 | 249.2 | 0.93 | 0.93 | 478.49 | 495.38 |
| 28 | P3 | 0.74 | 329.3 | 0.95 | 0.95 | 468.42 | 475.2 |
| 29 | P3 | 0.89 | 396.05 | 0.94 | 1.02 | 473.4 | 475.05 |
| 30 | P3 | 0.94 | 418.3 | 0.99 | 1.08 | 449.49 | 446.97 |
| 31 | P4 | 0.1 | 18 | 0.9 | 0.9 | 200 | 220 |
| 32 | P4 | 0.3 | 54 | 0.9 | 0.9 | 200 | 215.56 |
| 33 | P4 | 0.37 | 66.6 | 0.98 | 0.98 | 183.67 | 186.08 |
| 34 | P4 | 0.49 | 88.2 | 0.9 | 0.9 | 200 | 211.33 |
| 35 | P4 | 0.71 | 127.8 | 0.9 | 0.9 | 200 | 206.44 |
| 36 | P4 | 0.8 | 144 | 0.89 | 0.89 | 202.25 | 207.45 |
| 37 | P4 | 0.9 | 162 | 0.89 | 0.9 | 202.25 | 204.47 |
| 38 | P4 | 1 | 180 | 0.87 | 1 | 206.9 | 206 |
| 39 | P5 | 0.06 | 17.64 | 0.88 | 0.88 | 334.09 | 376.87 |
| 40 | P5 | 0.12 | 35.28 | 0.88 | 0.88 | 334.09 | 374.09 |
| 41 | P5 | 0.18 | 52.92 | 0.88 | 0.88 | 334.09 | 371.31 |
| 42 | P5 | 0.2 | 58.8 | 0.77 | 0.77 | 381.82 | 472.69 |
| 43 | P5 | 0.28 | 82.32 | 0.86 | 0.86 | 341.86 | 382.21 |
| 44 | P5 | 0.34 | 99.96 | 0.86 | 0.86 | 341.86 | 378.36 |
| 45 | P5 | 0.4 | 117.6 | 0.84 | 0.84 | 350 | 390 |
| 46 | P5 | 0.45 | 132.3 | 0.83 | 0.83 | 354.22 | 394.72 |
| 47 | P5 | 0.49 | 144.06 | 0.83 | 0.83 | 354.22 | 391.65 |
| 48 | P5 | 0.56 | 164.64 | 0.85 | 0.85 | 345.88 | 373.04 |
| 49 | P5 | 0.62 | 182.28 | 0.85 | 0.85 | 345.88 | 368.63 |
| 50 | P5 | 0.67 | 196.98 | 0.84 | 0.84 | 350 | 371.5 |
| 51 | P5 | 0.72 | 211.68 | 0.83 | 0.83 | 354.22 | 373.49 |
| 52 | P5 | 0.79 | 232.26 | 0.85 | 0.85 | 345.88 | 359.45 |
| 53 | P5 | 0.86 | 252.84 | 0.86 | 0.88 | 341.86 | 348.39 |
| 54 | P5 | 0.92 | 270.48 | 0.86 | 0.92 | 341.86 | 343.73 |
| 55 | P5 | 0.98 | 288.12 | 0.86 | 0.98 | 341.86 | 340.98 |
| 56 | P5 | 1 | 294 | 0.82 | 1 | 358.54 | 357 |

| Table 6. The second experiment results |
|---------------------------------------|
| Treatment ID | Project ID | TCI | FCI | SRI | EAC₂₁ | EAC₂₂ |
| 1 | P1 | 0.82 | 0.48 | 0.13 | 567.89 | 718.28 |
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Therefore, we may conclude that the null hypothesis is rejected at a confidence level of 95% for the two tests. Results shown in Table 7.

To test the two hypotheses, we applied the procedures described by Xu et al. [50] to derive the results shown in Table 7.

Table 7. Hypotheses testing results

| 1st Hypothesis | 2nd Hypothesis |
|----------------|----------------|
| Mean of the differences, $\Delta$ | 0.131 | 0.089 |
| Standard deviation of the differences, $\text{STDev}(\Delta)$ | 0.180 | 0.528 |
| Standard error of the differences, $\text{SE}(\Delta)$ | 0.024 | 0.071 |
| T value | 40.372 | 9.348 |
| Degree of Freedom (n) | 55 | 55 |
| Significance Level, $\alpha$ | 0.05 | 0.05 |
| t-distribution of n degree of freedom, $t_{n}$ | 1.673 | 1.673 |

4.1. Results significance

Regarding Table 7, we observed that the T value is higher than the $t_{n}$ value for the two tests. Therefore, we may conclude that the null hypothesis is rejected at a confidence level of 95% for the two tests.
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Hence, we may conclude that $|\Delta P_1| < |\Delta T_1|$ for the first hypothesis and $|\Delta P_2| < |\Delta T_2|$ for the second hypothesis. Moreover, when we investigated the accuracy of the traditional EVM model, assuming no software reworks, we found that the mean error in estimating EAC is less than 6%, which is quite tolerable. Upon considering the reworks, we found that the mean errors approaching values between 14% and 18% that can be seen in Table 8. These results strongly support Efe and Demiros [15] that when ignoring the reworks, the overall picture was acceptable. Therefore, we can conclude that the inaccuracy in estimating the software projects’ EAC is due to the incapability of the traditional EVM to incorporate the cost of software rework.

| Table 8. Accuracy of the traditional and proposed models |
|-----------------------------------------------|
| Mean Error | Considering the CPI | Considering the CPI and SPI |
| Traditional EVM | 17.47% | 14.08% |
| Proposed EVM | 04.48% | 05.18% |
| Error Reduction | 12.99% | 8.90% |

The results of the two experiments show that the proposed EVM model is more precise than the traditional one by around 13% in estimating the EAC when considering the impact of the CPI. On the other hand, when considering the impact of both the CPI and SPI, the proposed model is more precise than the traditional one by around 9%.

4.2. Scientific and practical implications

This research brings the recommendations made by many scholars such as Efe and Demiros [15] and Bhardwaj and Rana [53] into reality. It customizes the traditional EVM, to suit the very needs of software projects. This research's main scientific achievement is identifying the main reason behind the inaccuracy of the traditional EVM, i.e., its incapability to estimate the cost of software rework. Moreover, we establish a new way of thinking by investigating the relationship between human factors, software complexity, and the cost of rework. We believe this study can assist the software project managers in many aspects, such as forecasting the software rework and overall cost more accurately, reducing the subjectivity in progress measurement and software sizing by adopting the FPA, and considering and quantifying human factors.

4.3. Threats to validity

The threats to the research validity may include threats to internal validity, construct validity, and external validity. The analysis of these threats follows the guidelines suggested by Kitchenham et al. [54] and Perry et al. [55]. Internal validity. The study suggests that software rework depends mainly on team competency and software functional complexity. Other factors, such as the competency of the testing team, are not studied. For example, if the testers are not competent, the product might be signed off with uncovered defects resulting in a high maintenance cost. Moreover, the TCI is calculated as an average of the individual developers’ DCIs while ignoring the team's collective attributes. Therefore, there is a need to investigate the influence of collective attributes on software project performance. Moreover, the collected data did not include agile projects, which may have more focus on the human side by embodying values such as commitment, focus, and respect [56].

Construct validity. The developers’ experience may influence the accuracy of the FPA measurements [57]. Also, the subjectivity, skills, and experiences of individuals who filled the developers' assessment forms may affect the accuracy of both the DCI and TCI calculations. External validity. Although we successfully evaluate the proposed EVM model, we suggest that this model is neither comprehensive nor generic due to the following threats:

a) Due to the weak response of the software firms, the dataset was drawn from only three firms. This situation may increase the possibility of inadvertent sampling bias.

b) The model evaluation did not include projects with large sizes and large team members. These projects may have more complexity-related factors not investigated by this study.

c) We did not test projects adopting methodologies other than the waterfall projects.

5. CONCLUSION

This research aims to enhance the software cost control by customizing the traditional EVM to satisfy the needs of the software projects. Accordingly, we design a modified EVM to reduce the identified
limitations. The model has been evaluated using data drawn from five actual projects. The evaluation indicates that the proposed EVM model is more accurate than the traditional model. However, our main finding is that the EVM cost forecast inaccuracy is due to its inability to incorporate the cost of software rework. The research contributions include the introduction of the software rework index (SRI), enabling the EVM model to forecast the cost of rework during the project lifecycle. The direction of the future work may include evaluating the proposed model using data drawn from projects with larger sizes and higher functional complexity. Future studies should also investigate the impact of different software development methodologies such as spiral and Scrum. Moreover, we plan to study the team's collective characteristics, as the overall team competency is not a simple averaging of the individual attributes.
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