Static Properties of a Simulated Supercooled Polymer Melt: Structure Factors, Monomer Distributions Relative to the Center of Mass, and Triple Correlation Functions
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We analyze structural and conformational properties in a simulated bead-spring model of a non-entangled, supercooled polymer melt. We explore the statics of the model via various structure factors, involving not only the monomers, but also the center of mass (CM). We find that the conformation of the chains and the CM-CM structure factor, which is well described by a recently proposed approximation [Krakoviack et al., Europhys. Lett. 58, 53 (2002)], remain essentially unchanged on cooling toward the critical glass transition temperature \( T_c \) of mode-coupling theory. Spatial correlations between monomers on different chains, however, depend on temperature, albeit smoothly. This implies that the glassy behavior of our model cannot result from static intra-chain or CM-CM correlations. It must be related to inter-chain correlations at the monomer level. Additionally, we study the dependence of inter-chain correlation functions on the position of the monomer along the chain backbone. We find that this site-dependence can be well accounted for by a theory based on the polymer reference interaction site model (PRISM). We also analyze triple correlations by means of the three-monomer structure factors for the melt and for the chains. These structure factors are compared with the convolution approximation that factorizes them into a product of two-monomer structure factors. For the chains this factorization works very well, indicating that chain connectivity does not introduce special triple correlations in our model. For the melt deviations are more pronounced, particularly at wave vectors close to the maximum of the static structure factor.

PACS numbers: 61.25.Hq Macromolecular and polymer solutions; polymer melts, 61.20.Ja Computer simulation of liquid structure

I. INTRODUCTION

The microscopic understanding of the glass transition is a challenging problem in contemporary condensed matter physics. During the past decade the research in this field was strongly influenced by the mode-coupling theory (MCT). This theory suggests that a non-linear coupling between density fluctuations drives the slowing down of the structural relaxation when a liquid approaches its glass transition. MCT predicts that there is a critical temperature \( T_c \), experimentally found to be above the calorimetric glass transition temperature \( T_g \), where the dynamics qualitatively changes. For \( T > T_c \) the relaxation of the glass former is determined by the cooperative motion of the particles comprised in the nearest-neighbor shells ("cage-effect"). In "ideal MCT", the simplest version of the theory, the mutual blocking of the particles in the cages leads to a complete structural arrest at \( T_c \). This complete freezing is not observed experimentally, possibly with the exception of polydisperse hard-sphere-like colloidal suspensions. When cooling the glass former toward \( T_g \) the structural relaxation time continuously increases, instead of diverging at \( T_c \). Thus, alternative relaxation mechanisms must exist besides the cage effect and eventually become dominant for \( T \lesssim T_c \).

Within MCT the microscopic origin of these processes is, however, not well understood.

Despite this limitation of its range of validity the ideal MCT has been tested in numerous experiments and computer simulations. Broadly speaking, the theoretical predictions were found to provide an adequate description of the relaxation dynamics above \( T_c \). This success has stimulated extensions of the theory, originally developed for simple liquids, to molecules with orientational degrees of freedom and recently also to polymers.
A distinguishing feature of the theory consists in establishing a quantitative link between the structure of a glass former and its dynamics. This link may be exploited to predict the relaxation behavior provided the relevant static properties are available. These properties involve the static structure factor and related quantities which must be determined with high precision over a large range of wave vectors. Presumably due to this prerequisite a quantitative comparison of the predicted and measured dynamics has been attempted only for a few systems in the past, such as hard-sphere-like colloidal particles \[12\], soft-sphere \[13\], hard-sphere \[14\] or Lennard-Jones mixtures \[15\], diatomic molecules \[16\], and models for ortho- terphenyl \[17\] \[18\] and SiO \[19\] \[20\]. These studies suggest that for \( T \gtrsim T_c \) MCT is a promising approach to a quantitative description of the structural relaxation for a large class of liquids comprising fragile and strong glass formers.

These findings motivate our present work. An extension of MCT to non-entangled polymer melts \[11\] \[21\] opens the possibility to attempt a quantitative comparison also for a polymeric glass former. Here, we present the first step toward such a comparison for a simulated bead-spring model of a supercooled polymer melt \[22\] \[23\] \[24\] \[25\] \[26\]. We discuss various static structure factors, paying particular attention to the dependence of the structure on the position of a monomer along the polymer backbone and to correlation functions involving the center of the mass of the chains. This information may be used to develop a tractable theory. We will report on that and on the comparison with the simulations in a forthcoming article \[21\]. A key aspect of this theory is that the short-range order of the monomers, as measured by the main peak of the collective static structure factor, strengthens with decreasing temperature. The strengthening of the local packing provides the dominant mechanism causing structural arrest and glassy dynamics. This mechanism, termed “cage effect” in simple liquids \[2\] \[3\], is also at the core of our theory for polymer melts. In this article, we will thus pay special attention to structural correlations around the average spacing between monomers, and to the question of how chain connectivity affects them.

II. MODEL AND SIMULATION TECHNIQUE

We study a bead-spring model of linear polymer chains \[8\] \[22\]. All monomers interact via a truncated and shifted Lennard-Jones (LJ) potential

\[
U_{\text{LJ}}(r) = \begin{cases} 
4\epsilon \left[ \left( \frac{\sigma}{r}\right)^{12} - \left( \frac{\sigma}{r}\right)^6 \right] + C, & r < 2r_{\text{min}} , \\
0, & r \geq 2r_{\text{min}} . 
\end{cases}
\]

In the sequel, we will use LJ units \( (\epsilon = 1, \sigma = 1) \); furthermore, Boltzmann’s constant \( k_B = 1 \) and the monomer mass \( m = 1 \). The constant \( C = 127/4096 \) is chosen so that \( U_{\text{LJ}} \) vanishes continuously at \( r = 2r_{\text{min}} \) and \( r_{\text{min}} = 2^{1/6} \) being the minimum of the non-truncated potential.

In addition to \( U_{\text{LJ}} \), successive monomers along the polymer backbone interact via a FENE potential \[27\]

\[
U_{\text{FENE}}(r) = -k \frac{R_0^2}{2} \ln \left[ 1 - \left( \frac{r}{R_0} \right)^2 \right] 
\]

with \( R_0 = 1.5 \) and \( k = 30 \). The superposition of the LJ- and FENE potentials leads to a steep effective bond potential with a sharp minimum at \( r_b = 0.9606 \).

This choice of parameters has two important consequences. First, it prevents bonds from crossing each other. This imposes topological constraints \[28\] which ultimately lead to reptation-like dynamics in the limit of long chains \[22\] \[29\]. Second, the bond potential locally distorts the regular arrangement of the monomers because it favors the inter-monomer distance \( r_b \) which is incompatible with \( r_{\text{min}} \).

When cooling the melt from high \( T \) the incompatibility of \( r_b \) and \( r_{\text{min}} \) impedes crystallization, but does not preclude it \[30\] \[31\] \[32\]. For the melt to remain amorphous the chains should also be flexible. This was pointed out in simulations of a semi-flexible bead-spring model in which large bond angles are energetically favored by a bending potential \[31\] \[32\]. The interplay of chain stiffness and excluded volume interactions suffices to induce crystallization from the melt. Contrary to that, the chains of our model are flexible. In the temperature range studied, the end-to-end distance \( (R_e^2 \simeq 12.3) \) and the radius of gyration \( (R_g^2 \simeq 2.09) \) are almost constant, and the collective static structure factor of the melt is typical of an amorphous material \[22\] \[25\].

We analyze time series of isobaric simulations at the pressure \( p = 1 \) \[22\] \[30\]. The polymer melt contains \( n \) monodisperse chains of length \( N = 10 \) in the volume \( V \). Depending on temperature (Nosé-Hoover thermostat) \( n \) ranges between \( n = 100 \) and \( n = 120 \). This corresponds to the following chain \( \rho \) and monomer densities \( (\rho_m) \)

\[
0.091 \leq \rho = \frac{n}{V} \leq 0.104 , \\
0.91 \leq \rho_m = \frac{nN}{V} \leq 1.04 .
\]

III. THEORETICAL BACKGROUND

A. Basic Notations

Let \( r_i^a \) denote the position of the \( a \)-th monomer in chain \( i \) and \( R_i \) the position of the center of mass (CM) of chain \( i \),

\[
R_i = \frac{1}{N} \sum_{a=1}^{N} r_i^a \quad (i = 1, \ldots, n) .
\]

The knowledge of \( r_i^a \) and \( R_i \) allows us to define various density fluctuations for the wave vector \( \mathbf{q} \) in reciprocal
space: the density fluctuations of monomer $a$,

$$\rho_a(q) = \sum_{i=1}^{n} \exp[iq \cdot r_i^a] \quad (a = 1, \ldots, N), \quad (5)$$

the density fluctuations of a tagged chain $i$ obtained by summing over all monomers of the chain,

$$\rho_i^P(q) = \sum_{a=1}^{N} \exp[iq \cdot r_i^a] \quad (6)$$

the density fluctuations created by all monomers of the melt,

$$\rho_{\text{tot}}(q) = \sum_{i=1}^{n} \sum_{a=1}^{N} \exp[iq \cdot r_i^a] \quad (7)$$

and the polymer-density fluctuations related to the CM’s of all chains

$$\rho_C(q) = \sum_{i=1}^{n} \exp[iq \cdot R_i] \quad (8)$$

Density-density correlation functions are well established means to describe the structure (and the dynamics) of a liquid \cite{33}. For a polymer melt we can derive various such two-point correlation functions from Eqs. (5,8). They are introduced in the following section.

B. Static Structure Factors

The density-density correlations at the monomer level may be characterized by the monomer-monomer (or site-site) static structure factors

$$S_{ab}(q) = \frac{1}{n} \langle \rho_a(q)^* \rho_b(q) \rangle \quad (9)$$

Here, $\langle \cdot \rangle$ denotes the canonical average over all configurations of the melt. Since the melt is spatially homogeneous and isotropic, the structure factors depend only on the modulus of the wave vector, $|q| = q$.

We can split Eq. (9) into an intra-chain and an inter-chain part:

$$S_{ab}(q) = w_{ab}(q) + \rho h_{ab}(q) \quad (10)$$

The intra-chain contribution is given by

$$w_{ab}(q) = \frac{1}{n} \left\langle \sum_{i=1}^{n} \exp\{-iq \cdot [r_i^a - r_i^b]\} \right\rangle \quad (11)$$

and the inter-chain contribution by

$$\rho h_{ab}(q) = \frac{1}{n} \left\langle \sum_{i \neq j}^{n} \exp\{-iq \cdot [r_i^a - r_j^b]\} \right\rangle \quad (12)$$

These contributions reveal static correlations between monomers belonging to the same chain or to different chains (cf. Fig. 1).

When averaging over all monomer pairs $(a,b)$ we obtain the collective static structure factor of the melt,

$$S(q) = \frac{1}{nN} \langle \rho_{\text{tot}}(q)^* \rho_{\text{tot}}(q) \rangle = \frac{1}{N} \sum_{a,b=1}^{N} S_{ab}(q)$$

$$w(q) = \rho m h(q) \quad (13)$$

where $\rho_m = N \rho$ and

$$w(q) = \frac{1}{N} \langle \rho_i^P(q)^* \rho_i^P(q) \rangle = \frac{1}{N} \sum_{a,b=1}^{N} w_{ab}(q) \quad (14)$$

denotes the static structure factor of a chain and

$$h(q) = \frac{1}{N^2} \sum_{a,b=1}^{N} h_{ab}(q) \quad (15)$$

is the Fourier transform of the site-averaged intermolecular pair-correlation function $\rho_i^P$.

Usually, the averaged quantities $S(q)$ and $w(q)$ are used to characterize the structure of a polymer melt. Contrary to that, we focus here on the monomer-resolved generalizations $S_{ab}(q)$ and $w_{ab}(q)$. The aim of our study is to understand to what extent specific monomer-monomer correlations deviate from the average behavior. Since the structure factors $S_{ab}(q)$ and $w_{ab}(q)$ are important input quantities for the mode-coupling approach to glassy polymer dynamics \cite{11}, the comparison of $S_{ab}(q)$ and $w_{ab}(q)$ with their monomer-averaged counterparts can suggest suitable approximations and thus help developing a tractable theory \cite{21}.

In addition to density fluctuations the spatial arrangement of the CM’s and the coupling
between the CM and the monomers can be analyzed. We define the CM-CM structure factor (see Fig. 1)

\[
S_c(q) = \frac{1}{n} \langle \rho_C(q)^* \rho_C(q) \rangle \\
= \frac{1}{n} \left\langle \sum_{i,j=1}^{n} \exp\{-i\mathbf{q} \cdot (\mathbf{R}_i - \mathbf{R}_j)\} \right\rangle \\
= 1 + \rho q C(q)
\]

which we split, in analogy to Eq. [13], into self- (“1”) and distinct \((h_C)\) parts. Formally, Eq. [16] is identical to that of simple liquids [33].

Similarly, the coupling between a monomer and the CM’s leads to monomer-polymer structure factors:

\[
S_{a,C}(q) = \frac{1}{n} \langle \rho_a(q)^* \rho_C(q) \rangle \\
= \frac{1}{n} \left\langle \sum_{i,j=1}^{n} \exp\{-i\mathbf{q} \cdot r_i^a - \mathbf{R}_j\} \right\rangle 
\]

\(S_{a,C}(q)\) is the Fourier transform of the (averaged) probability of finding a site \(a\) at a distance \(r\) from the center of a chain. Following Eqs. [10] [12] we separate again the intra-chain contribution,

\[
w_{a,C}(q) = \frac{1}{n} \left\langle \sum_{i=1}^{n} \exp\{-i\mathbf{q} \cdot r_i^a - \mathbf{R}_i\} \right\rangle
\]

from the contribution involving different chains

\[
\rho h_{a,C}(q) = \frac{1}{n} \left\langle \sum_{i \neq j}^{n} \exp\{-i\mathbf{q} \cdot r_i^a - \mathbf{R}_j\} \right\rangle.
\]

The correlations measured by Eqs. (18,19) are illustrated in Fig. 1. While the intra-chain structure factor \(w_{a,C}(q)\) can also be determined for a single polymer at infinite dilution [34], the inter-chain \(h_{a,C}(q)\) describes how \(a\)-sites arrange around the CM of another polymer. When summing over all monomers and defining

\[
w_{m,C}(q) = \sum_{a=1}^{N} w_{a,C}(q), \quad h_{m,C}(q) = \frac{1}{N} \sum_{a=1}^{N} h_{a,C}(q).
\]

we obtain from Eqs. (17) (19)

\[
S_{m,C}(q) = \sum_{a=1}^{N} S_{a,C}(q) = w_{m,C}(q) + \rho m h_{m,C}(q).
\]

These functions describe the averaged packing of sites around the center of mass of the same \((w_{m,C})\) and of a different \((h_{m,C})\) polymer, respectively.

C. Three-Particle Structure Factors

\(S(q)\) measures the spatial distribution of two monomers. It depends on one wave vector \(q\). Its generalization to a triple correlation function, the three-monomer structure factor \(S_3(q,k)\), describes the (averaged) packing of a third monomer which results from fixing the position of two monomers. \(S_3(q,k)\) depends on two wave vectors and is defined by

\[
S_3(q,k) = \frac{1}{nN} \langle \rho_{tot}(-q) \rho_{tot}(k) \rho_{tot}(q-k) \rangle = \frac{1}{nN} \left\langle \sum_{i,j,l=1}^{n} \sum_{a,b,c=1}^{N} \exp\{i[-q \cdot r_i^a + k \cdot r_j^b + (q-k) \cdot r_l^c]\} \right\rangle,
\]

where the vector \(\mathbf{q} - \mathbf{k} = \mathbf{p}\) is the third side of a triangle forming an angle \(\varphi\) between \(\mathbf{q}\) and \(\mathbf{k}\). The angle \(\varphi\) is given by

\[
\cos \varphi = \frac{q^2 + k^2 - p^2}{2qk}.
\]

\(S_3(q,k)\) is the Fourier transform of the three particle distribution function, which gives the average density of (other) segments at a space point if the positions of two segments are fixed. It is related to a direct correlation function \(c_3(q,k)\) by the triplet Ornstein-Zernike equation [35]

\[
S_3(q,k) = S(q)S(k)S(|q-k|) \left[ 1 + \rho_m^2 c_3(q,k) \right].
\]

Often, when considering \(S_3\) for wavevectors corresponding to the average particle distance, it is assumed that there are no three-body correlations which are not contained in the product of two-particle correlation functions. This so-called convolution approximation [35], [36]—note that it differs from the Kirkwood superposition approximation which becomes valid for large distances [33]—implies that the triplet direct correlation function vanishes, \(c_3(q,k) \equiv 0\). Here, we want to test this approximation for \(S_3(q,k)\) and for the polymer three-monomer structure factor \(w_3(q,k)\). \(w_3(q,k)\) is defined analogously to \(S_3\) with \(\rho_{tot}\) replaced by \(\rho_i^a\) in Eq. (22), that is, only the term \(i = j = l\) of the sum in Eq. (22) is taken into account.

For a homogeneous and isotropic system \(S_3\) depends on the moduli of the three wave vectors only, \(S_3(q,k,p = |q-k|)\). To determine \(S_3(q,k,p)\) we utilized
a method closely related to the one proposed in Ref. [20].
The triple of moduli \((q,k,p)\) satisfying Eq. [24] is
discretized in bins of width \(\Delta q = \Delta k = \Delta p = 0.2\). In each
bin 100 vector tuples \(\{(q,k) \mid |q|=q,|k|=k,|p|=p\}\) are
chosen at random for each configuration and \(S(q,k,p)\)
is calculated as the average over this set of vectors and all
configurations. Data were accumulated over 1155 config-
urations at \(T=0.47\). [25]

IV. RESULTS ON TWO-POINT CORRELATION
FUNCTIONS

A. Static Properties at the Monomer Level:
Site-averaged Quantities

We discuss the static structure factor of the melt and
the corresponding self- and distinct parts [Eqs. [10, 15]].
For \(T<T_c\) and \(q\leq 20\), results for \(S(q)\) and \(w(q)\)
have been presented previously [2, 22, 24, 26]. Here, we extend
the analyses up to \(q=50\) and considerably improve the
statistics (averages over more than 1000 configurations).
This effort was necessary to use the static quantities in
MCT calculations which require a large \(q\)-range and good
statistics.

1. Static Structure Factor of the Melt

Figure 2 shows \(S(q)\) for temperatures above the criti-
cal temperature of MCT \((T_c \approx 0.45)\). In this \(T\)-interval
the structure of the melt is typical of a disordered, dense
system. Due to the weak compressibility of the melt \(S(q)\)
is small in the limit \(q \to 0\). As \(q\) increases, \(S(q)\) increases
toward a maximum which occurs around \(q_{\text{max}} \approx 7.15\)
in our model. This \(q\)-value corresponds to the length
scale of the monomer diameter (= 1). Thus, the domi-
nant contribution to \(S(q_{\text{max}})\) comes from the amorphous
packing in the nearest neighbor shell around a monomer.

On cooling, Fig. 2 indicates that no long-range struc-
tural correlations develop in the melt. Only its density
increases and the packing becomes tighter. Two features
reflect these changes: the amplitude of the peak \(S(q_{\text{max}})\)
grows and its position \(q_{\text{max}}\) shifts to larger values. Close
to \(q_{\text{max}}\), the dependence of \(S(q)\) on \(T\) is most pronounced.

The increase of \(S(q_{\text{max}})\) with decreasing \(T\) may be related
to the (empirical) Hansen-Verlet freezing criterion [39].
This criterion states that a liquid will condense to
a solid phase when \(S(q_{\text{max}})\) exceeds a threshold value.
For crystallization this threshold is \(S(q_{\text{max}}) \approx 2.85\) [40].
For the glass transition of hard spheres within the ideal
MCT one finds \(S(q_{\text{max}}) \approx 3.54\) [38]. The latter value
agrees very well with our simulation result for \(S(q_{\text{max}})\)
at \(T=0.46\) (see inset of Fig. 2), indicating that the melt
is close to the \(T_c\) of the ideal MCT. Indeed, our previous
studies [2, 22, 24, 26] suggest \(T_c \approx 0.45\).

This interpretation of the structure factor only involves
packing arguments which could also be put forward for
atomic liquids. To obtain a better insight into the role of
chain connectivity we split \(S(q)\) into intra-chain (self) and
inter-chain (distinct) contributions [Eqs. [10, 15]].
We discuss these contributions in the next two sections.

2. Intra-chain Structure

Figure 3 shows the intra-chain contribution to \(S(q)\),
the structure factor \(w(q)\) of a polymer, at \(T=0.46\) and
\(T=1.0\). Both temperatures yield almost identical results
for all \(q\). So, data at intermediate \(T\) are not included in
the figure.

The independence of \(T\) may be rationalized in the fol-
dowing way. If \(q \to \infty\), local rapid variations will deter-
mine the behavior of \(w(q)\). In this limit, we can approx-
imate Eq. [13] by

\[
w(q) \approx 1 + \frac{2}{N}(N-1) w_{a,a+1}(q) \quad (q \text{ large}) ,
\]

where we also assumed that the nearest-neighbor con-
tribution \(w_{a,a+1}(q)\) is independent of \(a\). This assump-
tion is well justified for our model, as a glance at Fig. 3
shows. \(w_{a,a+1}(q)\) can be evaluated by exploiting that
\(|r^a-r^{a+1}| \approx r_b\) due the stiff bond potential of our model.
Thus,

\[
w_{a,a+1}(q) = \frac{\sin(q|r^a-r^{a+1}|)}{qr_b} \approx \frac{\sin(qr_b)}{qr_b} .
\]

To lowest order, we therefore expect

\[
w(q) \approx 1 + \frac{2}{N}(N-1) \frac{\sin(qr_b)}{qr_b} \quad (q \text{ large}) .
\]
Debye function $w(q)$ [Eq. (28)] at the lowest and the highest temperature, $T = 0.46$ (solid line) and $T = 1.0$ (dashed line), respectively. The simulation data are compared to the Debye formula (Eq. (28), dotted line) and to the large-$q$ approximation Eq. (27) $(r_b = 0.9609$, dash-dotted line). The inset magnifies of the small-$q$ behavior of $w(q)$.

For small $q$-values polymer physics suggests that the Debye function $w_D(q)$ [28, 41] provides a reasonable description of $w(q)$,

$$w_D(q) = N f_D(q^2 R_g^2); \quad f_D(x) = \frac{2}{x^2} \left[ e^{-x} + x - 1 \right].$$

The Debye theory assumes a Gaussian distribution for all distances along the backbone of the chain. This assumption correctly reflects the random-walk-like structure of (long) polymers on intermediate and large length scales in the melt. However, at large $q$ where the precise form of the interaction potential matters, it cannot apply.

The approximations [24] and [28] are compared to the simulation data in Fig. 3. For small $q$, the scattering is determined by the size of the polymer only. In this limit, the Debye theory reproduces the exact result $w_D(q) = N(1 - q^2 R_g^2/3)$. So, it has to coincide with the measured $w(q)$ if $q < 1/R_g \approx 0.69$ (see inset of Fig. 3). Furthermore, the theory and the simulation should also agree for $1/R_g \ll q \ll 1/r_b$. This $q$-range probes the random-walk-like internal structure of a polymer, where both $w(q)$ and $w_D(q)$ scale as $q^{-2}$. However, since our chains are short, the length scales $r_b$ and $R_g$ are not sufficiently separated for this behavior to be observed. Instead, $w(q)$ crosses over to regular oscillations which are compatible with Eq. (28) for $q \gtrsim 8$.

Figure 3 shows that the superposition of Eqs. (27) and (28) approximately describes the simulation data. Thus, in our model the main features of $w(q)$ are determined by two length scales, $r_b$ and $R_g$. Since $R_g$ depends only weakly on $T$ and $r_b$ is independent of $T$, the almost perfect agreement of the structure factors for $T = 0.46$ and $T = 1$ can be understood.

If the intra-chain contribution to $S(q)$ is independent of $T$, the temperature dependence of $S(q)$ must result from inter-chain correlations. Figure 4 supports this expectation. The distinct part $\rho_m h(q)$ [Eq. (13)] exhibits liquid-like oscillations whose extrema become more pronounced on cooling. This trend is especially visible around $q_{\text{max}} (\approx 7.15)$, suggesting that the glassy behavior of our model is driven by $h(q)$ only. That is, by nearest neighbors which are not bonded to one another. This finding is not unreasonable. As the distance between successive monomers along the backbone is almost fixed, only non-bonded neighbors can pack more tightly and reinforce the cage with decreasing $T$.

We support this interpretation by the following argument: If our system was a simple liquid, we would have $w(q) = 1$, and $\rho_m h(q) = S(q) - 1$ would be exact. The inset of Fig. 4 shows that this simple-liquid-like approximation represents a good description for $q \gtrsim 6$. For smaller $q$, deviations are found. Here, $S(q)$ becomes vanishingly small $(S(q) \sim 10^{-2})$, see Fig. 2 and polymer-specific effects, i.e., the correlation hole [42], determine the distinct part: $\rho_m h(q) \approx -w(q)$. The correlation hole implies that the probability of finding monomers of other polymers inside the volume $V_c$ occupied by a chain is decreased. This effect arises because the probability of finding the monomers of a chain in its own volume $V_c$ is enhanced, and intra- and inter-molecular correlations have to compensate each other to render the melt incompressible [42, 43].
B. Static Properties at the Monomer Level: Site-resolved Quantities

1. Direct Correlation Function

For simple liquids the direct correlation function is usually introduced through the Ornstein-Zernike equation [32]. For molecular liquids Chandler and Andersen [41] extended the Ornstein-Zernike approach to reflect the contribution from the intra-molecular correlations \( w_{ab}(q) \). The resulting generalized site-site Ornstein-Zernike equation – also referred to as “Reference Interaction Site Model” (RISM) – is given by [33]

\[
\rho c_{ab}(q) = \left[ w_{ab}^{-1}(q) - S_{ab}^{-1}(q) \right],
\]

(30)

where \( X_{ab}^{-1}(q) \) denotes the \((a,b)\)-element of the inverse of the matrix \( X(q) \).

The difficulty in dealing with site-site correlation functions arises from the dependence on the indices \((a,b)\). This leads to \(O(N^2)\) coupled equations which cannot be handled for large \( N \). However, one can argue that, for long chains, end effects on inter-polymer correlations should be small, suggesting to treat all sites of a homopolymer equivalently. (This simplification becomes exact for ring homopolymers.) This equivalent-site approximation is usually invoked for \( c_{ab}(q) \), i.e.,

\[
c_{ab}(q) = c(q) \quad \text{(equivalent-site approximation).}
\]

(31)

Equation (31) represents the principal idea of the polymer RISM (PRISM) theory developed by Schweizer and coworkers [42].

Inserting the assumption (31) into Eq. (29) we obtain from Eq. (15) the so-called PRISM equation for the site-averaged pair-correlation function

\[
h(q) = w(q) c(q) \left[ w(q) + \rho_m h(q) \right].
\]

(32)

Equations (15) and (32) provide an expression for \( c(q) \) in terms of \( w(q) \) and \( S(q) \):

\[
\rho_m c(q) = \frac{1}{w(q)} - \frac{1}{S(q)}.
\]

(33)

Figure 5 examines the validity of the equivalent-site approximation by comparing Eq. (30) and Eq. (31). Apparently, the approximation is well satisfied, except for functions involving the chain ends \((a = 1 \text{ or } a = N)\). Here, we find slight deviations close to \( q_{\text{max}} \) and more pronounced ones for \( q \lesssim 5 \). From the point of view of MCT, the important wave-vector regime is around \( q_{\text{max}} \). Thus, Fig. 5 suggests that, for our model, MCT equations for the dynamics of the melt can be derived by assuming Eq. (31) without introducing a large error [21]. In the following, we want to use Eq. (31) to interpret the inter-molecular site-site-correlations of our model.

2. Intra-chain Structure

If \( w(q) \) does not depend on temperature, we may expect the same feature for all components \( w_{ab}(q) \). Indeed, we find that \( w_{ab}(q) \) is (almost) independent of \( T \). Thus, we concentrate on one temperature in the following.

Figure 6 depicts \( w_{ab}(q) \) at \( T = 0.47 \) for various monomer pairs \((a,b)\). We find that the explicit dependence of \( w_{ab}(q) \) on the site indices is negligible for all wave vectors.

To a very good approximation, \( w_{ab}(q) \) only depends on the distance \(|a-b|\), a feature also found for a model of freely-jointed hard-sphere chains [15] and for the Gauss-
Note that in the polymer coil and is closer to the CM of its chain. Sect. IV C 2.2 will show, a middle segment is buried deeply for |a − b| = 1 (a = 1, b = 2 and a = 5, b = 6) are compared with Eq. 26 (circles). For separations |a − b| = 1, . . . , 5 the Gaussian approximation Eq. 34 is also shown (dotted lines).

\[ w^G_{ab}(q) = \exp \left[ -q^2|a-b|\sigma^2/6 \right]. \] (34)

To compare Eq. (34) with the simulation data we identify the statistical segment length \( \sigma \) with \( \sigma^2 = R_g^2/N = 6R_g^2/N \). This assumption is valid for (long) chains in the melt. Figure 6 shows that Eq. 26 only provides a good approximation for small \( q \) (The same result was also found when comparing \( w(q) \) and \( wD(q) \).) With increasing \( q \), \( w_{ab}(q) \) decays faster than \( w^G_{ab}(q) \), if |a − b| > 1, and becomes negative before approaching 0 from below. This undershoot shifts to larger \( q \) and increases in amplitude, as |a − b| decreases toward 1. Adjacent monomers along the backbone of the chain (|a − b| = 1) exhibit long-range oscillations which are well described by Eq. 26.

### 3. Inter-chain Structure

Figure 7 shows the site-resolved pair correlations \( h_{ab}(q) \) [Eqs. 10, 12] at \( T = 0.47 \). For \( q \gtrsim 15 \), \( h_{ab}(q) \) is independent of the monomer index and coincides with the site-averaged \( h(q) \). Contrary to that, we find a dependence on (a, b) around \( q_{\text{max}} \) and particularly for \( q \lesssim 5.5 \). While pairs resulting from inner sites (1 < a, b < N), except \( h_{22}(q) \), are still very close to each other, differences occur for correlations comprising an end monomer. For \( q \approx 4 \), \( h_{ab}(q) \) exhibits a shoulder. If an end monomer is involved, the amplitude of the shoulder decreases and is smallest for the correlation of two chain ends (h11).

Qualitatively, the site-dependence around \( q_{\text{max}} \) may be explained by the following argument. As the analysis in Sect. IV C 2 will show, a middle segment is buried deeply in the polymer coil and is closer to the CM of its chain.

\[ h_{ab}(q) = \frac{h(q)}{w(q)^2} \left[ \sum_{x=1}^{N} w_{ax}(q) \right] \left[ \sum_{y=1}^{N} w_{by}(q) \right]. \] (36)

Figure 8 compares theory and simulation for some representative pair-correlation functions \( h_{ab}(q) \). We find that \( h_{ab}(q) \) is well described by Eq. 36. This explains why the correlation hole in \( h_{ab}(q) \) for end segments is slightly more narrow than for middle segments. Furthermore, according to Eq. 36 \( h_{ab}(q) \) should exhibit the symmetry: \( h_{a,b}(q) = h_{N−b+1,a}(q) \). This symmetry is tested in Fig. 8 for \( a = 2, b = 1 \) and found to be well borne out.

A corresponding analysis for \( S_{ab}(q) \) (not shown) finds the same agreement between the PRISM theory and the simulation data. These results indicate that a complete description of the static structure of our polymer melt can be achieved using only the site-independent inter-chain direct correlation function \( c(q) \) and the matrix of the single-chain structure factors \( w_{ab}(q) \).
C. Static Structure involving the Center of Mass

1. Structure Factor of the Center of Mass

At low temperature, the motion of the CM slows down similarly to that of the monomers. For the monomers, we interpreted this behavior as a consequence of the tighter packing in the nearest-neighbor shells. If a tighter packing of the polymer coils and concomitant “coil-caging” was responsible for the sluggish dynamics of the chains, one could expect to find the signature of a stronger packing in the CM-CM structure factor $S_C$. Alternatively, polymer MCT suggests that the slowing down of the CM originates from the segment dynamics which “enslaves” the CM motion. For this view to apply, little or no variation with $T$ of the CM correlations is required, as the inter-molecular segment correlations, $\rho_m h(q)$ (Fig. 8), drive the (segment) caging.

Recently, the spatial correlations between the CM’s have been addressed in several studies \[47, 48, 49, 50, 51\]. In these studies, the attempt is made to represent the polymer coils as soft, penetrating spheres. The spheres interact via an effective pair potential derived from the CM-CM distribution function. For this distribution function Ref. \[51\] suggests a PRISM-approximation which relates $S_C(q)$ to the structure factors of the monomers. In Appendix A we sketch the main ideas underlying assumptions for our polymer melt. Here, we only compare the result of the calculation,

$$S_C(q) \approx 1 + \frac{1}{N} \frac{w_{m,C}(q)^2}{w(q)^2} \rho_m h(q),$$

with our simulation data \[w_{m,C}(q)\] is defined in Eq. \[20\].

Figure 8 shows $S_C(q)$ for all investigated temperatures, together with Eq. \[37\]. Starting from a small value ($\kappa T$ is isothermal compressibility),

$$\lim_{q \to 0} S_C(q) = \frac{(n^2) - (n)^2}{(n)} = \frac{1}{N} k_B T \rho_m \kappa T,$$

the structure factor increases toward a small peak before it approaches the ideal gas value 1 without any further oscillations. Although this peak is indicative of some
preferred distance between the chains, the effect is very weak. Furthermore, $S_C(q)$ is independent of $T$. This implies that the sluggish dynamics of the CM is not related to a tighter packing of the chains at low $T$. Rather it should be interpreted as a consequence of the slowing down of the monomer motion, which, due to chain connectivity, entails the glassy behavior of the CM.

As observed in Ref. 51, we also find that the PRISM-approximation 37 provides a good description of the simulation data, except for $q$ close to the peak position, where $S_C(q)$ is slightly underestimated. Thus, we may use Eq. (37) to interpret the finding that $S_C(q)$ does not change on cooling. Equation (37) contains the prefactor $w_{m,C}(q)^2/w(q)^2$, which depends on intra-chain correlations only, and is thus independent of $T$ for our model. Figure 10 compares $w_{m,C}(q)^2/w(q)^2$ with the Gaussian approximation [see 53 and Eq. (28)]

$$w_{m,C}^G(q)/w_D(q) = \frac{\sqrt{\pi} (qR_g)^3 e^{-q^2R_g^2/12} \text{erf}(qR_g/2)}{2(e^{-q^2R_g^2} + q^2R_g^2 - 1)}. \quad (39)$$

Quantitatively, Eq. (39) is not very accurate, presumably because our chains are too short. (The results for semidilute solutions of long chains obtained in Ref. 51 appear to agree better with Eq. (39).) Qualitatively however, the Gaussian approximation reproduces the simulation results. It starts at 1, has a maximum around $q \approx 1.5$, and vanishes for $q \gtrsim 5$. Thus, the factor $w_{m,C}(q)^2/w(q)^2$ eliminates the contributions coming from the local liquid-like structure of the melt (i.e., from $h(q)$, see Fig. 11) and, along with that, a possible dependence of $S_C(q)$ on $T$ in our model.

2. Correlation between the monomers and the CM

Figure 11 shows the site-resolved monomer-CM structure factors. We see that the intra-chain contribution $w_{a,C}(q)$ decays more slowly for the middle monomer ($a = 5$) than for the end monomer ($a = 1$). This observation may be rationalized by the Gaussian approximation 34,53

$$w_{a,C}^G(q) = \exp \left\{ -\frac{q^2R_g^2}{3} \left[ 1 - 3 \frac{a}{N} + 3 \left( \frac{a}{N} \right)^2 \right] \right\}. \quad (40)$$

Equation (40) is symmetric under $a \leftrightarrow N - a$. That is, chain ends are indistinguishable. The argument of the exponential is a parabola with a minimum at $N/2$. Thus, in qualitative agreement with the simulation data, $w_{a,C}^G(q)$ decreases more slowly with increasing $q$ for the middle monomer than for the end monomers. In real space, this implies that the middle monomer is on average closer to the CM than the chain end 53.

Figure 11 also shows the pair-correlation function $h_{a,C}(q)$ and the sum of intra- and inter-chain contribution, $S_{a,C}(q)$. $S_{a,C}(q)$ is related to the probability of finding a monomer at a certain distance from the CM of some chain, while $h_{a,C}(q)$ measures this probability if the CM belongs to a different chain than that of the monomer $a$. Qualitatively, $\rho h_{a,C}(q)$ appears to be the mirror-image of $w_{a,C}(q)$ with respect to the $q$-axis so that $S_{a,C}(q)$ is small. This agrees with the naive expectation that there is little correlation between the positions of the monomers and the CMs. However, $S_{a,C}(q)$ is not completely structureless. It exhibits a maximum for the middle monomer ($a = 5$), but a minimum for the end monomer ($a = 1$). Quite surprisingly, we find a positive correlation of the middle segments and the CM’s. On average, the probability of finding a middle (an end) monomer around the CM of a chain is increased (de-
creased) relative to random packing. Intra-molecular correlations are thus canceled by inter-molecular ones only at large distances (small \( q \)). At intermediate distances the intra-chain density distribution is either too little or too strongly compensated by the surrounding polymers. By averaging over all monomers along the backbone of the chain this site-dependence of \( S_{m,C}(q) \) is suppressed to a large extent. This means that a PRISM-like theory using the monomer averaged \( S_{m,C}(q) \) (see Fig. 10) only, could underestimate the monomer-CM coupling.

However, this does not imply that the PRISM theory cannot be applied to explain the site-dependence of \( h_{a,C}(q) \). Equation (37) results from the assumption that the CM may be treated as an additional, non-interacting site in the PRISM approach. That is, the monomer-CM- and the CM-CM direct correlation functions are supposed to vanish: only \( c(q) \) is kept. Using this assumption and \( S_{m,C}/S = w_{m,C}/w \) (see Appendix A) we find from Eq. (29)

\[
h_{a,C}(q) = \frac{w_{m,C}(q)}{w(q)^2} \left[ \sum_{z=1}^{N} w_{ax}(q) \right] h(q). \tag{41}\]

Figure 12 illustrates that Eq. (41) is in good agreement with the simulation data. This allows two conclusions: First, Fig. 12 emphasizes again that the structural properties of our model may be understood in terms of the site-independent inter-chain direct correlation function and site-dependent intra-chain structure factors. Second, the finding that \( h_{a,C}(q) \) does not depend on temperature for our model (Fig. 11) may be explained by the same argument put forward for \( S_C(q) \). It is related to the intra-chain contribution \( w_{m,C}/w(q) \) which is independent of \( T \) and suppresses the temperature dependence of \( h(q) \) for wave vectors around \( q_{\text{max}} \) (see Fig. 11).

V. RESULTS ON THREE-PARTICLE CORRELATION FUNCTIONS

Recently, triple correlations in simple and network glass-forming liquids have been investigated [21]. This study shows that, while the convolution approximation (Eq. (24) with \( c_3 = 0 \)) is very good for simple liquids, it fails to provide an accurate description of the cage structure in silica. As silica is a network-forming liquid, nearest-neighbor bonds make an important contribution to the local structure in the liquid. This is similar to the chain connectivity in a polymer melt. So, we investigate the importance of triple correlations for our model by comparing the three-monomer structure factor with its convolution approximation for selected subsets of \( (q, k, p) \).

Figure 13 presents the three-monomer structure factor of the melt, \( S_3(q,q,q) \), and the polymers, \( w_3(q,q,q) \), with the respective convolution approximations (thick lines), \( S(q)^3 \) and \( w(q)^3 \) at \( T = 0.47 \). The simulation results for the triple correlations are not smoothed. The lower statistical accuracy of \( S_3(q,q,q) \) compared to \( S(q)^3 \) is clearly visible, especially at large \( q \).
We explored static properties of a supercooled, non-entangled polymer melt consisting of flexible chains. The temperatures studied range from the high-$T$, normal liquid state of the melt to the supercooled state close to, but above the critical temperature of MCT ($T_c > T_g$). Our analysis utilizes various structure factors characterizing spatial correlations, on different length scales, between the monomers, between the monomers and the CM’s, and between the CM’s. The main findings of our work may be summarized as follows:

Due to the flexibility of the chains in our model (e.g., no bond-angle or torsional potential), their conformational properties remain essentially unchanged on cooling. Thus, all intra-chain structure factors, $w(q)$, $w_{ab}(q)$ and $w_{a,C}(q)$, only depend very weakly on $T$ (Figs. 3, 6, 11).

However, not only the intra-chain, but also the inter-chain correlation functions involving the CM, $S_C(q)$ and $h_{a,C}(q)$, are (almost) independent of $T$ (Figs. 9, 11). We explain this finding by PRISM theory which relates $S_C(q)$ and $h_{a,C}(q)$ to the intra-chain structure by a term containing $w_{a,C}/w(q)$. This ratio is (almost) independent of $T$ (Fig. 11) and suppresses the temperature dependence of the inter-chain correlations on the local scale of the nearest-neighbor shells.

The CM-CM structure factor $S_C(q)$ is fairly featureless (Fig. 9). Outside the small-$q$ regime reflecting the low compressibility of the melt, $S_C(q)$ quickly approaches the ideal gas behavior, $S_C(q) = 1$. This shows that the chains are soft, interpenetrating objects whose spatial arrangement does not change on cooling. For our model, the slowing down of the CM motion, observed in previous works [24], is thus not related to a tighter packing of the polymers at low $T$.

Correlations between the monomers are reflected by the collective structure factor $S(q)$. $S(q)$ exhibits liquid-like oscillations which become more pronounced with decreasing temperature (Fig. 4). This signature of a tighter packing in the nearest-neighbor shells results from the inter-chain contribution $h(q)$ (Fig. 4). Thus, the sluggish dynamics of our model is driven by the nearest neighbors that are not directly bonded to each other. In this respect, our polymer melt corresponds to a simple glass-forming liquid.

Another result supports this correspondence. The convolution approximation which factorizes the three-particle structure factors $S_3(q,k,p)$ in the product $S(q)S(k)S(p)$ is generally invoked in the mode-coupling theory for the glass transition. Several studies show that this approximation is well justified for simple glass formers [24, 54], but not for structurally more complicated ones, such as ortho-terphenyl [17] or silica [20]. In our model we find, analogously to simple liquids, that the convolution approximation works quite well, except for

VI. SUMMARY AND CONCLUSIONS

Theoretical large $q$-limit of both quantities. This difference must be attributed to insufficient statistics [37]. Despite this proviso, the convolution approximation represents a fairly good description of the three-monomer correlations for the choice of wave vectors $(q, q, q)$.

In order to investigate the angular dependence of the triple correlations we follow a suggestion made in Ref. [35]. We determine $S_3$ and $w_3$ for the triple of moduli $(q, k = q, p = q\sqrt{2(1 - \cos \varphi)})$, i.e., for isosceles triangles with two sides of length $q$ enclosing an angle $\varphi$ [Eq. (24)].

Figure 14 shows the simulation results and the convolution approximation as a function of $\cos \varphi$ for various $q$ corresponding to maxima and minima positions of the three point structure factors (cf. Fig. 13). As found before, the agreement between $w_3$ and the convolution approximation is very good, except at $q = 24.9$ where the approximation yields oscillations that are absent in $w_3$. Similarly for most $q$-values, $S_3$ and its convolution approximation are fairly close to one another. Barring $q = 24.9$, for which the quality of the comparison is hard to judge due to the noise in $S_3$, noticeable deviations are obtained for wave vectors close to $q_{max}$. This might suggest that the cage structure in the cold melt imposes triple correlations which are different than those predicted by the convolution approximation. To test this conjecture the statistics of the data should be improved considerably, which is currently hard to achieve [37].
semi-dilute solution. For polymer melts Krakoviack et al. did not test the theory and even mention the caveat that the correlation between the CM and the monomers could be different. Here, we suggest that their theory also yields a reasonable approximation of $S_C(q)$ for polymer melts. In the following, we sketch the main ideas of the approach of Ref. [51] and test the basic assumptions against our simulation results.

The starting point of Ref. [51] consists in introducing the center of mass as an additional, non-interacting site. This step generalizes the functions $h$, $c$, $w$, and $S$ [Eqs. (13–15,33)] to $2 \times 2$ matrices

$$
\begin{align*}
  h &= \left( \frac{N h_{m,m}}{\sqrt{N h_{m,CM}}}, \frac{\sqrt{N h_{m,CM}}}{h_{m,CM}} \right), \\
  c &= \left( \frac{N c_{m,m}}{\sqrt{N c_{m,CM}}}, \frac{\sqrt{N c_{m,CM}}}{c_{m,CM}} \right), \\
  w &= \left( \frac{w_{m,m}}{\sqrt{N w_{m,CM}}}, \frac{\sqrt{N w_{m,CM}}}{w_{m,CM}} \right), \\
  S &= \left( \frac{S_{m,m}}{\sqrt{N S_{m,CM}}}, \frac{\sqrt{N S_{m,CM}}}{S_{m,CM}} \right).
\end{align*}
$$

Here, the indices “$m,m$”, “$m,CM$”, and “$CM,CM$” denote the monomer-monomer, monomer-CM, and CM-CM correlations, respectively. By definition, all matrices are symmetric. With the notation of Sect. [1113] we have the following identities

$$
\begin{align*}
  h_{m,m} &= h, \quad h_{m,CM} = h_{m,C}, \quad h_{CM,CM} = h_C, \\
  w_{m,m} &= w, \quad w_{m,CM} = w_{m,C}, \quad w_{CM,CM} = 1, \\
  S_{m,m} &= S, \quad S_{m,CM} = S_{m,C}, \quad S_{CM,CM} = S_C.
\end{align*}
$$

The matrices of correlation functions are related to each other by Eqs. (10–34), i.e.,

$$
\begin{align*}
  \rho_C(q) &= w^{-1}(q) - S^{-1}(q), \\
  h(q) &= w(q)c(q)\{w(q) + rh(q)\}.
\end{align*}
$$

Using Eq. (A6) we find from Eq. (A6)

$$
\begin{align*}
  \rho_{mC,m} &= \frac{1}{w - w_{m,C}/N} - \frac{1}{S - S_{m,C}/(NS_C)}, \\
  \rho_{mC,CM} &= \frac{w_{m,C}}{w - w_{m,C}/N} + \frac{S_{m,C}}{S_C S - S_{m,C}/N}, \\
  \rho_{CM,CM} &= \frac{1}{1 - w_{m,C}^2/(N w)} - \frac{S_C - S_{m,C}^2/(NS_C)}{S_C - S_{m,C}^2/(NS)}.
\end{align*}
$$

Note that $\rho_m = N \rho$ [Eq. (3)]. In Ref. [51] it is assumed that

$$
c_{CM,CM} \equiv 0 \quad c_{CM,m} = c_{m,CM} \equiv 0,
$$

and only $c_{m,m} \neq 0$ is retained. This implies that the centers of mass interact neither with each other nor with the monomers.
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APPENDIX A: PRISM APPROXIMATION FOR THE STRUCTURE FACTOR OF THE CHAIN’S CENTER OF MASS

The recent work by Krakoviack et al. [51] uses PRISM theory to calculate the CM structure factor $S_C(q)$ from monomer correlation functions. This approach was found to compare well with simulation data of (long) chains in
To test the validity of this assumption we calculated the right-hand side of Eq. (A8) from the simulation data and checked whether the direct correlation functions involving the CM are small compared to \( c_{m,m} \). Figure 14 shows that the monomer-monomer direct correlation function is indeed (much) larger than the other components of \( c \), at least for \( q \gtrsim 1 \). Thus, Eq. (A8) appears to be a reasonable approximation for our model in the \( q \)-range, where \( S_C(q) \) substantially deviates from its small-\( q \) limit, Eq. (A5) (for a more precise test see Fig. 10).

Inserting Eq. (A9) into the Ornstein-Zernike equation for \( h \) [Eq. (A7)] and using Eqs. (A5,13) we recover Eq. (33) for \( c_{m,m}(q) (=c(q)) \). Furthermore, if we insert Eq. (A9) into Eq. (A8), we obtain the relation \( S_m.c = w_mCw/Cm \) (for a test see Fig. 16) from the second and the third line of Eq. (A8). Using this relation and Eq. (33) in the first line of Eq. (A8) we find

\[
S_C(q) = 1 + \frac{1}{N} \left[ \frac{w_mC(q)^2}{w(q)^2} \right] \rho_m h(q),
\]

i.e., Eq. (33). Equation (A10) is the central result obtained in Ref. [51] (see Eq. (16) of Ref. [51]).
the simulations. Although the simulated $S_{m,C}(q)$ is fairly noisy, the comparison still suggests that there are systematic deviations between $S_{m,C}(q)$ and $S_{m,C}^{PRISM}(q)$ for $q \lessgtr 6.5$. These deviations come from the assumption of Eq. (A9): the direct correlation functions involving the CM become truly 0 only for $q \gtrsim 6.5$. The deviations might be responsible for the differences found between the simulated $S_C(q)$ and $S_C^{PRISM}(q)$ at $q \approx 3$ [see Fig. 9] we could not test this hypothesis due to insufficient statistics of $S_{m,C}(q)$. However, they do not appear to hamper the good agreement between the simulation results and the PRISM predictions in Figs. 9 and 12.
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