Identification of patterns related to linkage groups or disequilibrium by factor analysis
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ABSTRACT: Empirical patterns of linkage disequilibrium (LD) can be used to increase the statistical power of genetic mapping. This study was carried out with the objective of verifying the efficacy of factor analysis (AF) applied to data sets of molecular markers of the SNP type, in order to identify linkage groups and haplotypes blocks. The SNPs data set used was derived from a simulation process of an F2 population, containing 2000 marks with information of 500 individuals. The estimation of the factorial loadings of FA was made in two ways, considering the matrix of distances between the markers (A) and considering the correlation matrix (R). The number of factors (k) to be used was established based on the graph scree-plot and based on the proportion of the total variance explained. Results indicated that matrices A and R lead to similar results. Based on the scree-plot we considered k equal to 10 and the factors interpreted as being representative of the bonding groups. The second criterion led to a number of factors equal to 50, and the factors interpreted as being representative of the haplotypes blocks. This showed the potential of the technique, making it possible to obtain results applicable to any type of population, helping or corroborating the interpretation of genomic studies. The study demonstrated that AF was able to identify patterns of association between markers, identifying subgroups of markers that reflect factor binding groups and also linkage disequilibrium groups.

Key words: linkage disequilibrium, factor analysis, SNP, haplotype blocks, linkage groups, QTL.

INTRODUCTION

Genetic markers of the SNP type (Single Nucleotide Polymorphism) are based on the occurrence of polymorphism resulting from the alteration of a single genome base. Besides being the most abundant form of polymorphism reported in the genome, the SNPs stand out when compared to other types of molecular markers at low cost, low mutation rate, and genotyping ease (RESENDE et al., 2014; BORÉM & CAIXETA, 2016; NADEEM et al., 2018). The use of molecular information in the process of genetic breeding brings great benefits; phenotypic information, combined with genotypic
respectively, and a second with alleles in different locations. Considering a locus with alleles $A$ and $a$ with frequencies $p_A$ and $(1 - p_A)$, respectively, and a second with alleles $B$ and $b$ with frequencies $p_B$ and $(1 - p_B)$. If the loci are independent, the frequency expected for the $AB$ haplotype will be $p_Ap_B$. If the population frequency of the $AB$ haplotype is greater or less than the expected value, the specific alleles tend to be observed together, and then we say that the two loci are in LD.

In the literature we reported several proposals to measure the extent of disequilibrium (PRITCHARD & PRZEWORSKI, 2001; CARNEIRO & VIEIRA, 2002). McRAE et al. (2002), studied the extension of LD in two domestic sheep populations and LI, G. et al. (2016), in order to identify new resistance genes to leaf rust in the core of wheat germplasm using GWAS, calculated the LD for all linkage groups, with 200 marks per linkage group. Molecular data

In the literature we reported several proposals to identify linkage disequilibrium (LD) patterns, which resemble blocks, across the genome (Daly et al., 2001; Gabriel, 2002; Patil, 2001; Reich et al., 2001; Wang, N. et al., 2002).

Shifman et al., 2003 measured the LD between pairs of SNP using the absolute value of Lewontin’s $D’ (|D’|)$ and $r$ statistics. They found that measuring LD with $r$ or $r^2$ has several advantages over $D’$ exhibiting more reliable sampling properties.

There are different ways of defining haplotype blocks (Reich et al., 2001; Daly et al., 2001; Patil, 2001; Wang et al., 2002). Haplotype blocks are understood as groups of highly correlated markers, probably in LD.

In this context, factor analysis has the potential to be used due to its statistical procedure, that allows us to reduce the complexity of the original problem, grouping $p$ random variables, which are understood in this research as representatives of molecular information, $X_1, ..., X_p$ in groups formed by strongly correlated variables.

The factor analysis (AF) is used more commonly in data whose number of observations is greater than the number of variables (Costello & Osborne, 2005; Hair et al., 2014) A great challenge encountered by researchers, who reported in the area of molecular genetics, is to manipulate and analyze large data sets containing large numbers of variables such as matrices from SNPs chips, containing thousands of variables.

Thus, the hypothesis that the technique of factor analysis would be able to identify, in a large set of molecular information, subgroups of markers that reflected factorial binding groups or groups of linkage disequilibrium (blocks of haplotypes) to orient future dimensionality reduction or structural simplification was formulated. Thus, the study was carried out with the objective of verifying the efficacy of AF applied to data sets with high dimensionality and data from molecular markers of the SNP type, aiming to identify groups of linkage and blocks of haplotypes.

MATERIALS AND METHODS

Molecular data

The SNPs data set used was derived from a simulation process made with the computational application, Genes (Cruz, 2016). Initially, the basic genome, matrix $G$, was generated containing ten linkage groups, with 200 marks per linkage group. $G$ was used to generate the genotype information for the genitors P1 and P2, and these were contrasting homozygous parents.
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From the genotypic information of P1 and P2, F1 and its random mating were simulated, giving rise to the genotypic information of an F2 population was simulated, containing 2000 marks with information of 500 individuals, generating the matrix of SNPs, with the columns ordered according to the chromosome to which the marker belonged and its position on the chromosome. Considering that the size of these data allow verifying, without loss of generalization, the efficiency of factor analysis in a scenario in which the number of p variables is greater than the number of observations, the technique was applied to identify and group the SNPs.

Methodology

In order to establish a way of recognition in the set of subsets of markers representing certain linkage groups or groups of disequilibrium, it is recommended that once these groups are used, it is possible to establish samples within each group and to continue the prediction study with a set of information of lower dimensionality. The strategies used were:

Establishment of genetic maps

It is a strategy applicable only in populations derived from controlled crossings from parent homozygous contrast, such as F2 ... Fn, RILs (Recombinant Inbred Lines), double-haploid, and backcrosses or exogamic populations, such as half-siblings or full-brother families. It requires a preliminary study proving the Mendelian segregation of each brand measured, followed by the calculation of the distance between markers, grouping, and ordering.

Because it was an F2 population, it was possible to establish genetic maps identifying the bonding groups from which marker samples could be established for further prediction studies.

Establishing correlation maps

Correlations between pairs of markers were obtained and represented graphically, seeking to identify the intensity of the disequilibrium between the pairs of brands considered. However, it should be kept in mind that the objective is to identify representative sets of linkage group or groups of disequilibrium, which is complex, because there is not always prior information on the ordering of brands as in the considered set of data.

The graph heat map was used to illustrate the sample correlation matrix (R). The heat map is commonly used when we have a data set with many variables and we want to graphically visualize the intensity of the relationship between them. In this graph it is possible to identify the strength and signal of the correlations between the variables based on the colors.

Structuring the data set into groups of characters established through factor analysis

A more general strategy, which does not depend on the type of population or previous knowledge of the ordering of markers, is also presented and detailed in this work, referring to the analysis of factors consisting of the structural simplification of the matrix some common factors.

Establishment of common factors for marker information

The variables in the factorial model, in this case the molecular markers, are represented as a linear function of variables or common factors, not observable and by random error, which is specific to each marker.

The factorial analysis is a method used to investigate whether a number of variables of interest, $X_1, X_2, ..., X_p$, is linearly related to a smaller number of the non-observable factors, $F_1, F_2, ..., F_k$. Considering $Y_p = [Y_1, Y_2, ..., Y_p]$, a p-dimensional random vector with an averages vector $\mu$ and covariance matrix $\Sigma_p$, the factorial model can be written as:

$Y - \mu = \Gamma F + \epsilon$

such that $p \Gamma k = [\gamma_{ij}]$, which is a matrix of coefficients denominated by factorial loads and has rank $k \leq p$, $F$ is a random vector of non-observable latent common factors, and $\epsilon$ is the vector of random errors.

Expanding in the form of a system of equations we would have:

$Y_k - \mu_k = \gamma_{1k}F_1 + \gamma_{2k}F_2 + \ldots + \gamma_{pk}F_p + \epsilon_k$

If Cov(F) = I_k or, in other words, if the factors are not correlated, we call the model an orthogonal factorial.

Also, considering the assumptions that E(Y) = $\mu$, E(F) = E($\epsilon$) = 0, Cov(Y)=$\Sigma$, Cov(F)=$\Psi$, and Cov(F,$\epsilon$)=0, such that,

$\Psi = \begin{bmatrix}
\psi_1 & 0 & \ldots & 0 \\
0 & \psi_2 & \ldots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
0 & \ldots & 0 & \psi_p
\end{bmatrix}$

we can show that $\Sigma = \Gamma^T \cdot \Psi$. The elements of the main diagonal of the $\Gamma^T$ are called communalities or common variances and are defined by
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To measure data’s adequacy, the LEDOIT & WOLF (2002) sphericity test, indicated for situations in $n < p$, was used (FERREIRA, 2011). The number of factors was defined through procedures based on the ordering of the eigenvalues of matrix $R$ to verify their importance.

The first criterion is based on the scree-plot chart. In this chart the eigenvalues are sorted in descending order, and a point is sought, from which there is a decrease of importance in relation to the total variance (CATTELL, 1966).

The second criterion is based on the analysis of the proportion of the total explained variance, where the $k$ number of factors was defined so that the proportion of the total variance explained up to the $k$-th factor was approximately 85%.

These two criteria take into account only the numerical magnitude of the eigenvalues. The appropriate choice of the $k$ value should take into account the interpretability of the factors and the principle of the model’s parsimony (MINGOTI, 2005). For the estimation of factor loadings of factor analysis, the correlation matrix and the principal components method were used.

The formation of the groups was performed and established through an iterative process, with the criterion that variables whose higher factorial load was given to the $i$-th factor would be allocated in group $i$ as illustrated in figure 1.

Because it was an $F_2$ population, it was possible to obtain a matrix $D$, whose elements represented the distances between pairs of markers, expressed in centimorgan (cM) and ranging from 0 to 0.5. Thus, the analyses described above were also made using an input matrix $A$, originating from the distance matrix between markers. The array $A$ was defined as:

$$A = 1 - 2D$$

In some cases, being able to identify which variables belong to which factor and interpret the original factors may not be an easy task due to the occurrence of coefficients with similar numerical quantities in several factors. In this case, the partition on $k$ factors is unclear and we may be violating the assumption of orthogonality of the factors. To work around this problem, the orthogonal rotation of the original factors was used.

Orthogonal rotation alters the factorial loads but conserves the perpendicularity between the factors, as illustrated in figure 2, and maintains its statistical properties as the communalities and specific variances. The type of orthogonal varimax rotation is the most used (COSTELLO & OSBORNE, 2005; LIU et al., 2009; PALLANT, 2010), and this method seeks to minimize the number of variables that present high loads in each factor (LOEHLIN, 2004). Seeing this, we opted for this orthogonal rotation.

All analyses were performed in the free software R (R CORE TEAM, 2019).

RESULTS AND DISCUSSION

Recognition of groups of factorial linkage and linkage groups through genomic studies

The $F_2$ population dataset underwent genomic analysis and provided the genetic map illustrated in figure 3. It can be observed that the 2000 markers genotyped were grouped and ordered, in order to reflect the basic number of chromosomes of the hypothetical species studied. This information is useful for assisted selection purposes and, in this context, to indicate that a sampling within each binding group would be an efficient procedure for reducing dimensionality, so that the smaller set of markers (independent variables) would also exploit the binding disequilibrium contained in the original group.
QTL analysis has been used to identify molecular markers responsible for the variation in an observed characteristic (Li, C. et al., 2016; Dhariwal et al., 2018). In our study on genomic analysis, the detection of QTLs associated with a characteristic of interest is represented in Figure 4, and was established using the simple interval method (Cruz, 2016; Terra et al., 2016).

Two examples of the linkage group where the presence of QTL was detected and not detected were presented in figure 4 a) and 4 b), respectively, in view of the values of LOD (log of odds ratio) obtained in the analyses of each interval in each binding group. For the purpose of dimensionality reduction, the researcher may choose samplings prioritizing brands that represents the regions with higher concentration of putative controlling loci of the characteristics included in the analyses.

Recognition of factorial binding groups and linkage groups through pattern analysis in correlation arrays

In general \( r^2 \) decreases as the distance between markers increases, even between pairs of SNPs that can be defined as belonging to the same haplotype block (Shifman et al., 2003). High values of \( r^2 \) can be found between markers belonging to the same block as verified by Gabriel (2002) and Shifman et al. (2003).

In the heatmap, shown in figure 5, this same pattern can be observed. Highly correlated groups, in a structure in which there is high correlation within groups and low between groups. There were ten groups that were highlighted, formed by markers...
that are on the same chromosome, thus emphasizing the formation of the bonding groups. However, it should be highlighted that the explicit grouping pattern in figure 5 of them is the result of a previous organization of the data set submitted to the analysis, where the ordering of the brands established by simulation was already known.

Studies aiming to identify linkage disequilibrium patterns in populations in which mapping, grouping and ordering of markers cannot be established, the heat map would only highlight the existence of the disequilibrium. In this context the establishment of blocks would not be possible and; therefore, the heatmap wouldn’t have usefulness.
for targeted sampling orientation aiming at dimensionality reduction.

Recognition of factorial linkage groups and linkage groups by factor analysis

In this procedure, we seek to present a generalist method capable of subdividing the original set of markers in $k$ subgroups without the need for genomic analyses and restricted to certain types of populations, and without previous knowledge of grouping and planning.

According to the sphericity test proposed by LEDOIT & WOLF (2002), which presented significance statistics ($P < 0.01$), it was reported that the data are adequate for factor analysis.

Definition of the number of factors

In figure 6 is presented the result of the first criterion defined with the objective of establishing the number of factors ($k$) that would enable the efficient simplification structure of the initial set of markers. Figure 6 a) ensures that the point of jump that would be representing a decrease of importance is between the 100 first self-values. Thus, for a better visualization, in figure 6 b) are presented the estimates the 100 first self-values ordered, and the occurrence of an expressive leap point in the tenth self-value indicates that the number of factors suitable for structural simplification should be equal to 10.

In contrast, when using the criterion of the explained proportion of accumulated variance, obtaining 85% of the variance would require 50 factors. According to these results, the analysis was performed considering two scenarios: 10 factors and 50 factors. In each scenario, the study was performed using the correlation matrix ($R$) and also the matrix $A$, established based on the genetic distance matrix between pairs of markers ($D$).

Interpretation of the factors

For the purposes of better interpretation, the analysis of factors was performed using the varimax rotation. The goal of rotation is to simplify the structure of the data, recognizing the markers of higher factorial loads so that, for the analysis with 10 factors, the most important marks are those shown in

![Figure 5 - Correlation map between pairs of markers highlighting the intensity of the associations within the disequilibrium blocks.](image)
figure 7. For the analysis with 50 factors, the results are represented in figures 8.

In figure 7, we have the factorial complexes considering ten factors, which can be interpreted as being representative of the linkage groups. In figure 3, these groups are also formed through the construction of a genetic map, which shows the technique’s ability to reproduce this result without the need for genomic
studies and, therefore, can be applied with any type of population.

It is also possible to establish patterns of disequilibrium within the same linkage group (P ATIL, 2001; HALLDORSSON, 2004; JASIELCZUK et al., 2020). In figure 8, the results are presented in the process of grouping via AF, using 50 factors. The factorial complexes have different interpretations and are now representative of groups of disequilibrium. These groups are partitions of a connection group in which the intensity of the disequilibrium is more intense than that observed in the genetic maps, in which, by transitive property, if A is connected to B and B is connected to C, then A and C are linked even if the distance is equal to or greater than 50 cM, so that A and C can be declared bound, but not necessarily nongame tic disequilibrium.

A technique that allows identifying groups of equilibrium is more advantageous when the interest is to guide sampling for the purpose of reducing dimensionality. Many conventional techniques to separate the bonding groups perform the tests by considering two marks (loci) at a time (CARNEIRO & VIEIRA, 2002). In view of the data size of SNPs chips, this process can become unfeasible, since it would be necessary to test n!/2! (n -2!) combinations. Using the proposed technique is the result of the haplotypes blocks formed by the markers that are in disequilibrium without the need to test all combinations of two brands.

It is noteworthy that, despite the use of 50 factors, only 42 groups were formed, and the groups 41 and 42 contain only 10 markers when we used the correlation matrix. Using the distance matrix, 40 groups were formed.

Figure 9 show the estimates of the communalities that represent how much each marker can be explained by the set of factors established in structural simplification. The use of the correlation matrix or the matrix of distances for AF, the results of commonality are similar, since both quantify the linear relationship between the marks.

Reducing the number of factors has resulted in the reduction of communalities (PREACHER & MACCALLUM, 2002). This can be seen in Figure 9, where when using 10 factors, the highest values were 0.60, while when using 50, values were higher than 0.85. This result showed that dividing the markers into disequilibrium groups generates a better representation of the relationship structure between the SNPs, compared to the division according to the linkage groups.

CONCLUSION

Recognizing grouping patterns of a set of markers that reflect linkage groups or disequilibrium
Identification of patterns related to linkage groups or disequilibrium by factor analysis.

Defining the best number of factors (k) is a challenge, since there are several methodologies available in the literature, which all lead us to different results. Therefore, using the average communality to assist in the use of the best number of factors can be efficient. The factor analysis used for data with high dimensionality, in which the number of variables is higher than the number of individuals, was able to synthesize the degree of association between pairs of markers, identifying subgroups of markers that reflect factor binding groups and also linkage disequilibrium groups.
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