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Abstract. Let \( r \geq 2, d \) be two integers which are coprime to each other. Let \( C \) be a smooth projective curve of genus \( g \geq 2 \) and \( M(r, L) \) be the moduli space of rank \( r \) stable vector bundles on \( C \) whose determinants are isomorphic to a fixed line bundle \( L \) of degree \( d \) on \( C \). In this paper, we study motivic decomposition of \( M(r, L) \) for \( r = 2, 3 \) cases. We give a new proof of a version of the main result of [21]. We also found a new motivic decomposition of \( M(3, L) \).

1. Introduction

Let \( K \) be an algebraically closed field whose characteristic is 0. Let \( r \geq 2, d \) be two integers which are coprime to each other. Let \( C \) be a smooth projective curve of genus \( g \geq 2 \) over \( K \) and \( M(r, L) \) be the moduli space of rank \( r \) stable vector bundles on \( C \) whose determinants are isomorphic to a fixed line bundle \( L \) of degree \( d \) on \( C \). It turns out that \( M(r, L) \) is a beautiful algebraic variety which reflects many properties of \( C \) and there have been intensive works studying various aspects of \( M(r, L) \). For examples, cohomology groups and motives of \( M(r, L) \) are known to be closely related to those invariants of \( C \). Recently bounded derived category of coherent sheaves on \( M(r, L) \) also draws lots of attentions. Because \( M(r, L) \) is a Fano variety, its derived category determines the variety and has a nontrivial semiorthogonal decomposition. Moreover, there is a natural functor from the derived category of \( C \) to the derived category of \( M(r, L) \). Let \( D(C) \) (resp. \( D(M(r, L)) \)) be the bounded derived category of coherent sheaves on \( C \) (resp. \( M(r, L) \)). It is well-known that there exists a Poincaré bundle \( E \) on \( C \times M \). Then the Poincaré bundle \( E \) gives a Fourier-Mukai transform \( \Phi_E : D(C) \to D(M(r, L)) \) defined by \( \Phi_E(F) := R^p_{M(r, L)} (L_{PC} \circ F) \otimes L_{E} \), where \( F \) is an element in \( D(C) \) and \( p_{C} \) (resp. \( p_{M(r, L)} \)) is the projection map from \( C \times M(r, L) \) to \( C \) (resp. \( M(r, L) \)). It was proved that \( \Phi_E \) is fully faithful for every smooth projective curve of genus greater than or equal to 2 in [12, 20, 27] when \( r = 2 \). It was also proved that \( \Phi_E \) is fully faithful for every smooth projective curve of sufficiently large genus in [6] when \( r \geq 3, d = 1 \).

It is a natural and important task to understand the full semiorthogonal decomposition of \( D(M(r, L)) \). M. S. Narasimhan conjectured that \( D(M(2, L)) \) will
have a semiorthogonal decomposition consisting of two copies of the derived category of a point, two copies of the derived category of \( \mathcal{C} \), \( \cdots \), two copies of the derived category of \( \mathcal{C}_{g-2} \) and one copy of the derived category of \( \mathcal{C}_{g-1} \), where \( \mathcal{C}_k \) denotes the \( k \)-th symmetric power of \( \mathcal{C} \). We were informed that Belmans, Galkin and Mukhopadhyay stated the same conjecture in \([5]\) independently.

**Conjecture 1.1.** The derived category of \( \mathcal{M}(2, L) \) has the following semiorthogonal decomposition

\[
D(M(2, L)) = \langle D(pt), D(pt), D(C), D(C), \cdots, D(C_{g-2}), D(C_{g-2}), D(C_{g-1}) \rangle.
\]

On the other hand, Orlov predicted that derived categories of coherent sheaves and motives of algebraic varieties will be closely related in \([28]\). When \( r = 2, d = 1 \), it turns out that the motive of \( \mathcal{M}(2, L) \) in any semisimple category of motives has motivic decomposition which is compatible with the above conjecture (cf. \([21]\)). The motivic decomposition obtained in \([21]\) has the following consequence.

**Theorem 1.2.** \([21]\) Let \( r = 2, d = 1 \). The motivic Poincaré polynomial \( \chi(M(2, L)) \) is

\[
\sum_{k=0}^{g-2} \chi(C_k)(L^k + L^{3g-3-2k}) + \chi(C_{g-1})L^{g-1}.
\]

It is natural to attempt to find similar formulas for other rank and degree cases. In this paper we provide new decompositions of motivic Poincaré polynomials of moduli spaces of rank three stable vector bundles on curves.

**Theorem 1.3.** Let \( r = 3, d = 1 \). The motivic Poincaré polynomial \( \chi(M(3, L)) \) is

\[
\sum_{k_1+k_2<2(g-1)} \chi(C_{k_1} \times C_{k_2})(L^{k_1+2k_2} + L^{8g-8-2k_1-3k_2}) + \\
\sum_{k_1+k_2=2(g-1), k_1<g-1} \chi(C_{k_1} \times C_{k_2})(L^{k_1+2k_2} + L^{8g-8-2k_1-3k_2}) + \chi(C_{g-1} \times C_{g-1})L^{3(g-1)}.
\]

A remarkable property of these formulas is that they only involve sums of products of symmetric products of \( \mathcal{C} \).

Using the same strategy we can also obtain the same motivic decompositions of the moduli space in the dimensional completions of Grothendieck ring of varieties or Voevodsky motives. See Theorem \([6,11]\) for precise statements.

**Theorem 1.4.** If \( r = 2, 3, d = 1 \), then the class of \( \mathcal{M}(r, L) \) has a decomposition of the same type as above in \( \hat{K}_0(\text{Var}) \) and \( K_0(\text{DM}_{gm}) \).

In this article, we provide a uniform way to obtain the decompositions. In particular we found a very simple proof of Theorem \([12]\). We expect this strategy will work for other cases. Let us briefly explain our method to provide new decomposition of the motivic Poincaré polynomials of moduli spaces. Basically, we will use the classical strategy of Harder and Narasimhan \([14, 15]\) which now becomes a standard way to study cohomology groups of the moduli spaces of stable bundles. First, the class of the moduli stack \( \text{Bun}_{r,d} \) is computed in (various) completions of the Grothendieck rings of varieties, Chow motives or Voevodsky motives (cf. \([1, 3, 4, 17, 18]\)). We can compare the computation of the classes of \( \text{Bun}_{r,d} \) in \( \hat{K}_0(\text{Var}) \) (cf. \([4]\)), \( \hat{K}_0(\text{Chow}^{\text{eff}}) \) (cf. \([1, 3]\)) and \( K_0(\text{DM}_{gm}) \) (cf. \([17, 18]\) using
the following description of motivic zeta function. (The following formu-
la in the Grothendieck ring of varieties is known to experts (cf. [13, 16]). Se-
see Proposition 3.16 for more details.)

**Proposition 1.5** (Motivic zeta function of curve). We have the following identity
in $\hat{K}_0(\text{Chow}^{\text{eff}})$.

\[
Z(C, t) = \frac{(1 + t)^{h_1(C)}}{(1 - t)(1 - Lt)}
\]

Then we will extract motivic terms corresponding to unstable vector bundles.
We can compute these terms (cf. [1, 10, 11, 13, 15]) in $\hat{K}_0(\text{Var})$, (or $\hat{K}_0(\text{Chow}^{\text{eff}})$, $K_0(\text{DM}_{gm})$) using Harder-Narasimhan filtrations. Then one can check that the
inversion formula in [3] gives us the class of $M(r, L)$ in $\hat{K}_0(\text{Chow}^{\text{eff}})$ (or $\hat{K}_0(\text{Var})$, $K_0(\text{DM}_{gm})$). Then we can compare our suggested motivic decomposition and the
class of $M(r, L)$ computed using the above method and we can check that they
are the same in $\hat{K}_0(\text{Chow}^{\text{eff}})$ (or $\hat{K}_0(\text{Var})$, $K_0(\text{DM}_{gm})$). During our computation
and comparison, we treat the terms corresponding to Jacobians and $C_k$
for $1 \leq k \leq g - 1$ as if they are irreducible terms. This idea comes from the facts that
derived categories of Jacobians and certain symmetric products of curves do not admit nontrivial semiorthogonal decomposition. See [8] for precise statements and
more details. To be more precise, we express motivic zeta function and motives of
unstable bundles in terms of symmetric curves and Jacobians using the following
motivic decompositions.

**Proposition 1.6.** (1) Let $g \leq k \leq 2g - 2$. Then we have the following isomorphism
in $\text{Chow}^{\text{eff}}$.

\[
h(C_k) \cong h(J(C)) \otimes \bigoplus_{i=0}^{k-g} \mathbb{L}^i \oplus h(C_{2g-2-k}) \otimes \mathbb{L}^{k-g+1}
\]

(2) Let $k \geq 2g - 1$. Then we have the following isomorphism in $\text{Chow}^{\text{eff}}$.

\[
h(C_k) = h(J(C)) \otimes \bigoplus_{i=0}^{k-g} \mathbb{L}^i
\]

The above motivic decomposition is inspired by a work of Toda (cf. [30]) and
proved using results of del Baño (cf. [1]). We can also obtain the same identity in $\hat{K}_0(\text{Var})$. Using the above decomposition, we can rewrite the motivic zeta function as follows.

**Proposition 1.7.** We have the following equality in $\hat{K}_0(\text{Chow}^{\text{eff}})$.

\[
Z(C, L^i) = \sum_{k=0}^{g-1} \chi(C_k) L^{ik} + \sum_{k'=0}^{g-2} \chi(C_{k'}) \mathbb{L}^{2i+1}(g-1)-(i+1)k' + \chi(J(C))(L^g \frac{L^{ig}}{(1-L^i)(1-L^{i+1})})
\]

By extracting motives of unstable bundles we obtain the desired result.

It is an interesting question whether the motive of $M(r, L)$ can be expressed as
a direct sum of motives of other varieties. Being motivated by the above strategy,
we have the following conjectures.
Conjecture 1.8. The motive of \( M(r, L) \) can be expressed as a direct sum of motives of products of symmetric products and Jacobian of \( C \).

Based on the above motivic decomposition and Orlov’s conjecture, we have the following conjectures.

Conjecture 1.9. (1) Let \( M(3, L) \) be the moduli space of rank 3 stable vector bundles on \( C \) whose determinants are isomorphic to a fixed line bundle \( L \) of degree 1 on \( C \). Then the derived category of \( M(3, L) \) has the following semiorthogonal decomposition

\[
D(M(3, L)) = \langle \cdots, D(C_{k_1} \times C_{k_2}), D(C_{k_1} \times C_{k_2}), \cdots, D(C_{g-1} \times C_{g-1}) \rangle
\]

where \((k_1, k_2)\) is a pair of nonnegative integers satisfying \( k_1 + k_2 < 2(g - 1) \) or \( k_1 + k_2 = 2(g - 1), k_1 < g - 1 \).

(2) The class of \( M(r, L) \) has a decomposition of the same type as above in the category of Chow motives and Voevodsky motives.

(3) The Karoubian completion of Fukaya category of \( M(3, L) \) has a decomposition of the same type as above.

Especially, we expect there will be a corresponding decompositions of quantum cohomology groups of moduli spaces. For example, there is a formula appears in Floer cohomology which is compatible with the motivic decomposition in rank 2 case (cf. [24, Conjecture 24]). See Section 7.3 and [21] for more precise statements and details.

The content of this paper is as follows. In section 2, we recall several definitions and known results about motives and moduli spaces of vector bundles on curves which we will use in this paper. In section 3, we discuss motivic decompositions of symmetric products of curves and motivic zeta functions. In section 4, we obtain decomposition of the motivic Poincaré polynomial of \( M(2, L) \) hence provide new and simpler proof of a version of the main result of [21]. In section 5, we discuss motivic Poincaré polynomial of \( M(3, L) \) and provide a new decomposition of it. In section 6, we discuss the same decompositions in the dimensional completion of Grothendieck ring of varieties and Voevodsky motives and several conjectures and further directions.

Notation. Let us fix an algebraically closed field \( K \) whose characteristic is 0. Algebraic varieties, schemes and stacks we will consider in this paper are defined over \( K \). We will use \( C_k \) to denote the \( k \)-th symmetric power of \( C \) where \( C \) is a smooth projective curve. Let \( \text{SmProjVar} \) (resp. \( \text{Var}, \text{Sch}, \text{Sch}_c \)) denotes the category of smooth projective varieties (resp. varieties, schemes, schemes with proper morphisms) over \( K \). We will use \( \mathbb{Q} \) for the coefficients of Chow and Voevodsky motives in this paper. Sometimes, we use abuse of notation if we think what the notation means is clear from the context. For example, we use the same notation to denote classes of a variety in \( K_0(\text{Var}) \) and \( \hat{K}_0(\text{Var}) \).

2. Preliminaries

Let us recall some basic notions and facts which we will use in this paper.
2.1. Grothendieck ring of varieties and stacks.

Definition 2.1. Grothendieck ring of varieties $K_0(\text{Var})$ is a ring generated by the symbol $[X]$ where $X$ is the isomorphism class of a variety in $\text{Var}$ modulo relations of the following form

$$[X] = [X \setminus Z] + [Z]$$

where $Z$ is a closed variety in $X$. The multiplication law is given by the Cartesian product. We use the notation $\mathbb{L}$ to denote the class of affine line $[\mathbb{A}^1] \in K_0(\text{Var})$.

We want to discuss motives of stacks. In order to do it, we discuss dimensional filtration of Grothendieck ring of varieties.

Definition 2.2. Let $F^m(K_0(\text{Var}))$ denote the abelian subgroup of $K_0(\text{Var})$ generated by $[X]_L^n$ where $X$ is a variety such that dimension of $X$ minus $n$ is less than or equal to $-m$. Let $\hat{K}_0(\text{Var})$ be the completion of $K_0(\text{Var})$ with respect to the filtration $F^m(K_0(\text{Var}))$.

Using the dimensional filtration of Grothendieck ring of varieties, we can define motivic classes of some stacks as follows.

Definition 2.3. (1) Let $GL(m)$ be a linear group acting on a variety $Z$ and $Z = [Z/GL(m)]$ be the quotient stack. We define the class of $[Z]$ in $\hat{K}_0(\text{Var})$ to be

$$[Z] = \frac{[Z]}{[GL(m)]}.$$ 

(2) Let $G$ be an affine group acting on a variety $Z$ and $Z = [Z/G]$ be the quotient stack. We define the class of $[Z]$ in $\hat{K}_0(\text{Var})$ to be

$$[Z] = \frac{[Z \times_G GL(m)]}{[GL(m)]}$$

where $G \rightarrow GL(m)$ is a faithful representation.

(3) A stack $\mathcal{X}$ with linear (or affine) stabilizers is essentially of finite type if it admits a countable stratification $\mathcal{X} = \bigsqcup_{i=0}^{\infty} \mathcal{Z}_i$ where $\mathcal{Z}_i$ is of finite type, locally closed with $\dim \mathcal{Z}_i$ goes to $-\infty$ as $i$ goes to $\infty$.

(4) Let $\mathcal{X} = \bigsqcup_{i=0}^{\infty} \mathcal{Z}_i$ be a stack of essentially of finite type and suppose that each $\mathcal{Z}_i$ is the global quotient of a variety $Z_i$ by $G_i$. Then we define the class $[\mathcal{X}]$ in $\hat{K}_0(\text{Var})$ to be

$$[\mathcal{X}] = \sum_{i=0}^{\infty} [\mathcal{Z}_i]$$

where $[\mathcal{Z}_i] = \frac{[Z_i]}{[G_i]}$.

Remark 2.4. From the definition of $\hat{K}_0(\text{Var})$, one can check that the class $\frac{1}{[GL(m)]}$ is well-defined.

2.2. Chow and Voevodsky motives. Grothendieck suggested the notion of Chow motives and Manin studied its basic properties and applications in [23]. From now on we will use Chow (respectively Chow$^{\text{eff}}$) to denote the category of (respectively effective) Chow motives. There is a natural contravariant functor

$$h : \text{SmProjVar} \rightarrow \text{Chow}^{\text{eff}}$$
and see [1] [2] [23] for more details about Chow motives.

The theory of Chow motives works well in the category of smooth projective varieties. There have been many attempts to generalize the notion of Chow motives to wider classes of schemes and stacks. Among these attempts, Hanamura, Levine and Voevodsky extended the notion of Chow motives independently. It turns out that their constructions are equivalent under certain mild assumptions. In this paper, we will use Voevodsky’s construction. We will use $\text{DM}_{\text{gm}}^{\text{eff}} := \text{DM}_{\text{gm}}^{\text{eff}}(K, \mathbb{Q})$ to denote the effective geometric motives defined by Voevodsky (cf. [31]). Voevodsky proved that there is a fully faithful functor from the category of effective Chow motives to the category of effective geometric motives.

**Theorem 2.5.** [31] There is a fully faithful functor from $\text{Chow}^{\text{eff}}$ to $\text{DM}_{\text{gm}}^{\text{eff}}$.

Indeed, he proved that there is a functor $\text{Sch} \rightarrow \text{DM}_{\text{gm}}^{\text{eff}}$ which extends the previous functor $h$ defined on the category of smooth projective varieties. We will use the same $h$ to denote this functor. Moreover there is another functor

$$h_c : \text{Sch}_c \rightarrow \text{DM}_{\text{gm}}^{\text{eff}}$$

which agrees with $h$ when we restrict it to the proper schemes.

It turns out that the above functors enjoy many nice properties. For example, we have a version of Poincaré duality. Let $M$ be an element in $\text{DM}_{\text{gm}}^{\text{eff}}$. Then the dual of $M$ is defined as follows.

$$M^\vee := \text{Hom}(M, \mathbb{Q}(0))$$

Let $X$ be a smooth scheme of dimension $d$. Then we have the following isomorphism.

$$h_c(X) = h(X)^\vee \otimes \mathbb{L}^d$$

Because there is a functor from $\text{Chow}^{\text{eff}}$ to $\text{DM}_{\text{gm}}^{\text{eff}}$ it is natural to compare their Grothendieck groups. Bondarko proved that they are the same in [9].

**Theorem 2.6.** [9] The Grothendieck group of effective Chow motives is isomorphic to the Grothendieck group of effective geometric motives, i.e.

$$K_0(\text{Chow}^{\text{eff}}) = K_0(\text{DM}_{\text{gm}}^{\text{eff}}).$$

Moreover, there is a morphism from $K_0(\text{Var})$ to $K_0(\text{Chow}^{\text{eff}})$ (hence also to $K_0(\text{DM}_{\text{gm}}^{\text{eff}})$) when the characteristic of the base field is zero.

**Theorem 2.7.** [25] Then there is a unique morphism

$$\chi_c : K_0(\text{Var}) \rightarrow K_0(\text{Chow}^{\text{eff}})$$

such that $\chi_c([X]) = h(X)$ where $X$ is a smooth projective variety.

2.3. **Motives of moduli stacks of vector bundles on curves.** Kapranov introduced the notion of motivic zeta function in [19].

**Definition 2.8.** Let $C$ be a smooth projective curve. Let $C^j$ be the $j$-th symmetric product. Then we define the motivic zeta function as follows.

$$Z(C, t) := \sum_{j=0}^{\infty} h(C^j) t^j$$
Especially, we have the following identity.

\[ Z(C, L^j) = \sum_{j=0}^{\infty} h(C_j)L^j \]

Kapranov showed that the motivic zeta function of a curve is a rational function (cf. [19]).

**Theorem 2.9.** [19, Theorem 1.1.9] Let \( C \) be a curve of genus \( g \). Then \( Z(C, t) \) has the following properties.

1. **Rationality** \( Z(C, t) \) is a rational function. To be more precise, \( (1 - t)(1 - \mu t)Z(C, t) \) is a polynomial of degree \( 2g \).
2. **Functional equation**

\[ Z(C, t) = L^{g-1}t^{2g-2}Z(C, \frac{1}{L}t^{-1}) \]

We will discuss more about the motivic zeta functions of curves in Section 3.

### 2.4. Moduli spaces of vector bundles on curves.

In [15], Harder and Narasimhan introduced the notion of the Harder-Narasimhan filtration in order to count points of moduli space of stable vector bundles on \( C \) defined over finite fields. Let us recall the notion.

**Definition 2.10.** Let \( E \) be a vector bundle on \( C \). Then there is a unique filtration

\[ 0 = E_0 \subset \cdots \subset E_n = E \]

of \( E \) satisfying the following properties.

1. For each \( i \), \( E_i/E_{i+1} \) is semi-stable bundle on \( C \).
2. \( \mu(E_i/E_0) > \cdots > \mu(E_i/E_{i+1}) \cdots > \mu(E_n/E_{n-1}) \).

Here \( \mu \) denotes the slope stability function. We call the above unique filtration the Harder-Narasimhan filtration of \( E \).

In order to get an algebro-geometric way to compute cohomology groups of moduli stacks, Bifet, Ghione and Letizia studied matrix divisors in [7]. Let us recall their construction.

**Definition 2.11.** A matrix divisor of rank \( r \) over \( C \) is a rank \( r \) vector bundle \( E \) with an injective \( \mathcal{O}_C \)-modules

\[ \iota : E \to \mathcal{K}_C^\oplus r \]

where \( \mathcal{K}_C \) is the constant sheaf of rational functions on \( C \).

Let \( \iota : E \to \mathcal{K}_C^\oplus r \) be a matrix divisor. Then we can find an effective divisor \( D \) such that \( \iota \) factors via \( \mathcal{O}(D)^\oplus r \subset \mathcal{K}_C^\oplus r \). For given \( d \) and effective divisor \( D \), the matrix divisors of degree \( d \) lying in \( \mathcal{O}(D) \) are the \( \mathbb{K} \)-points of the Quot scheme \( Q_{r,d}(D) \) parametrizing degree \( r \text{deg}(D) - d \) torsion sheaves which are quotients of \( \mathcal{O}(D)^{\oplus r} \).

For two effective divisors \( D \subset D' \) on \( C \) we have a closed immersion \( Q_{r,d}(D) \subset Q_{r,d}(D') \). Therefore \( Q_{r,d}(D) \) defines a ind-variety and we call it the ind-variety of matrix divisors of rank \( r \) and degree \( d \). From the Harder-Narasimhan filtration we have the Shatz stratification of \( Q_{r,d} \) as follows

\[ Q_{r,d} = \bigcup_{(r,d)} Q^{ss}_{(r,d)} \]

where \((r,d) = (\cdots, r_i, d_i, \cdots)\) is the Shatz polygon. See [1] [7] for more details.
2.5. Motivic Poincaré polynomial. We will define motivic Poincaré polynomial of a motive $M$ following [14, 15]. Let $K_0(\text{Chow}^{eff})$ be the Grothendieck ring of effective Chow motives over $K$. Then we use $\tilde{K}_0(\text{Chow}^{eff})$ to denote the completion of $K_0(\text{Chow}^{eff})$ along $(L)$ the ideal generated by the Lefschetz motive.

**Definition 2.12.** [14, Definition 6.14] We say that the motivic Poincaré polynomial of an ind-variety $(X_i)_{i \in I}$ stabilizes if for each $m \in \mathbb{N}$ there exists $i_m$ such that, for all $i > i_m$, $(X_i) - (X_{i_m})$ belongs to $L^m$. In this case we will use $\chi(X)$ to denote the element of $\tilde{K}_0(\text{Chow}^{eff})$ to which $\chi(X_{i \in I})$ is converging and call it the motivic Poincaré polynomial of $X$.

Using matrix divisors and work in [17], del Baño obtained the following results.

**Theorem 2.13.** [14, 15] (1) The motivic Poincaré polynomial of the ind-variety $Q_{r,d}$ converges to

\[
\frac{(1 + 1)^{h(C)}}{(1 - L^n)} \prod_{i=1}^{r-1} \frac{(1 + Li)^{h(C)}}{(1 - L^i)^2}.
\]

(2) For each Shatz polygon $(r, d)$, the motivic Poincaré polynomial of $Q_{(r,d)}$ converges and

\[
\chi(Q_{(r,d)}) = \prod_i \chi(Q_{(r,d),i}).
\]

(3) If $r$ and $d$ are coprime we have

\[
\chi(Q_{r,d}) = \frac{1}{1 - L} \chi(M(r,d)).
\]

Using these results and Laumon and Rapoport’s inversion formula, del Baño obtained the following formula.

**Theorem 2.14.** [14, 15] Theorem 4.11 Let $r \geq 2$, $d$ be two integers which are coprime to each other. Then the motivic Poincaré polynomial of $M(r,d)$ is

\[
\sum_{s=1}^{n} \sum_{n_i \in \mathbb{N}} (-1)^{s-1} \left( \frac{(1 + 1)^{h(C)}}{(1 - L)^{s-1}} \prod_{j=1}^{s} \prod_{i=1}^{n_j} \frac{(1 + Li)^{h(C)}}{(1 - L^j)(1 - L^{j+1})} \right) \prod_{j=1}^{n-1} \frac{1}{1 - L^{j+n_{i+1}}} I_{\left( \sum_{i<j} n_i n_j (g-1) + \sum_{i<j} (n_i+n_{i+1})(-2 + g+n_i) \right)}.
\]

2.6. Completions of Grothendieck rings of Voevodsky motives. Because of Eilenberg’s swindle we see that $K_0(\text{DM}) = 0$. Therefore we need a version of completion of Voevodsky motives in order to obtain meaningful class of $M(r,L)$ using the strategy of [14, 15]. Indeed, there are several known versions of completions of Grothendieck ring of motives. We will briefly recall a construction sketched in [18]. Let $\text{DM}$ be the symmetric monoidal stable $\infty$-category of Voevodsky motives.

**Definition 2.15.** [17] The dimensional filtration of $\text{DM}$ is a $\mathbb{Z}$-indexed filtration

\[
\cdots \subset \text{DM}_d \subset \text{DM}_{d+1} \subset \cdots
\]

where $\text{DM}_d$ denotes the smallest localizing subcategory of $\text{DM}$ containing $h_c(X)(d')$ for all separated schemes $X$ of finite type over $K$ and all integers $d'$ with $\dim(X) + d' \leq d$.

We can define the dimensional completion of $\text{DM}_{\text{gm}}$ as follows.
Definition 2.16.
\[ \widehat{DM}_{gm} := \lim_{d \in \mathbb{N}} DM_{gm}/F^d(\overline{DM}_{gm}) \]

There is a ring homomorphism \( \chi_c : \widehat{K}_0(\text{Var}) \to K_0(\overline{DM}_{gm}) \) induced by the functor \( \text{Var} \to DM_{gm} \). Therefore we can compare the classes of \( \text{Bun}_{r,d} \) in both sides. First, Behrend and Dhillon computed the class of \( \text{Bun}_{r,d} \) as follows.

Theorem 2.17 (Behrend-Dhillon). In \( \widehat{K}_0(\text{Var}) \), the class of \( \text{Bun}_{SL_r} \) is as follows
\[ [\text{Bun}_{SL_r}] = L^{(r^2-1)(g-1)} \prod_{i=2}^r Z(C_i, \mathbb{L}^{-i}) \]
where \( Z(C, t) := \sum_{k \geq 0} |C_k| t^k \).

The second equality follows from the functional equation of the motivic zeta function \( Z(C, t) \). On the other hand, Hoskins and Lehalleur computed the class of \( \text{Bun}_{r,d} \) in the category of Voevodsky’s motives.

Theorem 2.18. [18, Theorem 1.1] We have the following isomorphism in \( \overline{DM} \).
\[ h(\text{Bun}_{r,d}) = h(Jac(C)) \otimes h(BG_{gm}) \otimes \bigotimes_{i=1}^{r-1} Z(C_i, \mathbb{L}^i) \]

Combining [17, Lemma 4.4] and [18, Theorem 1.1], we see that the two descriptions are compatible to each other.

Theorem 2.19 (Hoskins-Lehalleur). We have the following identity in \( K_0(\overline{DM}_{gm}) \).
\[ \chi_c([\text{Bun}_{r,d}]) = [h_c(\text{Bun}_{r,d})] \]

In this paper, we will compute the classes of \( M(2, L) \) and \( M(3, L) \) in \( \widehat{K}_0(\text{Var}) \), \( \widehat{K}_0(\text{Chow}^{\text{eff}}) \) and \( K_0(\overline{DM}_{gm}) \) using the above result.

Remark 2.20. Note that we are using different completions for \( \widehat{K}_0(\text{Chow}^{\text{eff}}) \) and \( \widehat{K}_0(\text{Var}) \) (or \( K_0(\overline{DM}_{gm}) \)). In \( \widehat{K}_0(\text{Chow}^{\text{eff}}) \) we are using the completion with respect to the ideal generated by \( \mathbb{L} \), whereas in \( \widehat{K}_0(\text{Var}) \) we are using dimensional completion (Definition 2.2), and in \( K_0(\overline{DM}_{gm}) \) we use Definition 2.16.

3. SYMMETRIC PRODUCTS OF CURVES

In this section we study motives of symmetric products of curves. See [2, 3] for notations and backgrounds about them.

3.1. \( \lambda \)-structure. Let \( C \) be a \( \mathbb{Q} \)-linear pseudo-abelian tensor category.

Definition 3.1. [2] A \( \lambda \)-structure on \( C \) is a sequence of functors \( \lambda^n : C \to C \) for \( n \in \mathbb{N} \) such that
(1) \( \lambda^0 \) is the constant functor sending every object to 1 and every morphism to \( Id_1 \),
(2) \( \lambda^1 \) is the identity functor,
(3) there are natural isomorphisms \( \lambda^n(X \oplus Y) = \oplus_{a+b=n} \lambda^a(X)\lambda^b(Y) \).

Because \( C \) is a tensor category, there is a morphism \( \phi(\sigma) : M^n \to M^n \) for every \( M \in C \) and \( \sigma \in S_n \). One can check that \( \frac{1}{n!} \sum_{\sigma \in S_n} \phi(\sigma) : M^n \to M^n \) is a projector. See [2] for more details.
Definition 3.2. For each $M \in \mathcal{C}$ and $n \in \mathbb{N}$ we define

$$\lambda^n(M) = (M^n, \frac{1}{n!} \sum_{\sigma \in S_n} \phi(\sigma))$$

S. del Baño showed that the above functors define a $\lambda$-structure on $\mathcal{C}$.

Theorem 3.3. [2, Theorem 3.4] The functor $\lambda^n$ defined above gives a $\lambda$-structure on $\mathcal{C}$.

3.2. Motives of symmetric products of curves. In [2], S. del Baño proved the following motivic decomposition.

Proposition 3.4. [2] Let $C_k$ be the $k$-th symmetric power of $C$. Then there is the following decomposition.

$$h(C_k) = \sum_{a+b+c=k} 1^{\otimes a} \otimes \lambda^b h^1(C) \otimes L^{\otimes c} = \sum_{b+c\leq k} \lambda^b h^1(C) \otimes L^{\otimes c}$$

where $a, b, c$ are nonnegative integers.

In order to discuss motives of symmetric products of a curve and motive of its Jacobian, we recall the following definition.

Definition 3.5. Let $C$ be a smooth projective curve of genus $g$. Then we define

$$(1 + t)^{h^1(C)}$$ as follows.

$$(1 + t)^{h^1(C)} := \sum_{a=0}^{2g} \lambda^a h^1(C) t^a$$

In particular, we define $(1 + L^{\otimes m})^{h^1(C)}$ as follows.

Remark 3.6.

$$(1 + L^{\otimes m})^{h^1(C)} := \sum_{a=0}^{2g} \lambda^a h^1(C) L^{\otimes ma}$$

Using the above definition we can express the motive of Jacobian.

Remark 3.7. [1] The motive of Jacobian of $C$ is as follows.

$$h(J(C)) = (1 + 1)^{h^1(C)} = \sum_{a=0}^{2g} \lambda^a h^1(C)$$

From the Poincaré duality we have the following isomorphisms.

Proposition 3.8. We have the following isomorphism for $\delta$ integer with $0 \leq \delta \leq g$

$$\lambda^{g+\delta} h^1(C) \cong \lambda^{g-\delta} h^1(C) \otimes L^{\delta}$$

and hence

$$(3.1) \quad \lambda^{g+\delta} h^1(C) \otimes L^c \cong \lambda^{g-\delta} h^1(C) \otimes L^{\delta+c}$$

Proof. From Poincaré duality we have the following isomorphism.

$$h_c(C) \cong h(C)^{\vee} \otimes L$$

Because $C$ is proper we have the following isomorphism.

$$h^1(C) \cong h^1(C)^{\vee} \otimes L$$
Again, we have the following isomorphism due to Poincaré duality.

\[ h_c(J(C)) \cong h(J(C))^\vee \otimes \mathbb{L}^g \]

Because \( J(C) \) is proper we have the following isomorphism.

\[ h(J(C)) \cong \sum_{a=0}^{2g} \lambda^a h^1(C) \cong h(J(C))^\vee \otimes \mathbb{L}^g \cong \left( \sum_{a=0}^{2g} \lambda^a h^1(C) \right)^\vee \otimes \mathbb{L}^g \]

It is well-known that the motive of Abelian variety can be decompose into summands, we can compare each summand of this isomorphism. (For the uniqueness of the canonical decomposition of the motive of an abelian variety, see [29] and references therein.) Therefore we obtain the desired result. The last formula is obtained by tensoring with \( \mathbb{L}^\otimes c \).

\[ \square \]

3.3. Motivic decompositions of motives of symmetric products of curves and zeta functions. Now we want to compare the motives of symmetric products and the Jacobian of a curve. In the level of derived categories of coherent sheaves, Toda obtain the following semiorthogonal decompositions in [30].

**Theorem 3.9.** [30] Let \( g \leq k \leq 2g - 2 \). Then \( D(C_k) \) has following semiorthogonal decomposition

\[ D(C_k) = \langle D(J(C)), \ldots, D(J(C)), D(C_{2g-2-k}) \rangle \]

where there are \( k - g + 1 \) copies of \( D(J(C)) \).

Being motivated by the above decomposition and Orlov’s conjecture we obtain the following isomorphism.

**Proposition 3.10.** (1) Let \( g \leq k \leq 2g - 2 \). Then we have the following isomorphism in \( \text{Chow}^{\text{eff}} \).

\[ h(C_k) \cong h(J(C)) \otimes \left( \bigoplus_{l=0}^{k-g} \mathbb{L}^{\otimes l} \right) + h(C_{2g-2-k}) \otimes \mathbb{L}^{\otimes k-g+1} \]

(2) Let \( k \geq 2g - 1 \). Then we have the following isomorphism in \( \text{Chow}^{\text{eff}} \).

\[ h(C_k) \cong h(J(C)) \otimes \left( \bigoplus_{l=0}^{k-g} \mathbb{L}^{\otimes l} \right) \]

**Proof.** The second part is a direct consequence of the fact that \( C_k \) is a projective bundle over \( J(C) \) when \( k \geq 2g - 1 \).

Now let us prove the first part. We will first show that both sides of (3.2) decompose into direct sums of the form \( \lambda^b h^1(C) \otimes \mathbb{L}^\otimes c \), so the proof will be a combinatorial argument to identify the summands on both sides.

Let \( g \leq k \leq 2g - 2 \). From del Baño’s description (Proposition 3.4) we have the following isomorphism.

\[ h(C_k) = \bigoplus_{b+c \leq k} \lambda^b h^1(C) \otimes \mathbb{L}^c \]
Combining the formula for $h(J(C))$ (Remark 3.7) with Poincaré duality (Proposition 3.8), we see that

$$h(J(C)) = \bigoplus_{a=0}^{g} \lambda^a h^1(C) \oplus \bigoplus_{a=g+1}^{2g} \lambda^{2g-a} h^1(C) \otimes \mathbb{L}^{\otimes a-g}$$

If we plot a dot $(b, c)$ in the plane $\mathbb{N}^2$ for each summand of the form $\lambda^b h^1(C) \otimes \mathbb{L}^{\otimes c}$, we obtain:

In the same way, the sum

$$h(J(C)) \otimes \bigoplus_{l=0}^{k-g} \mathbb{L}^{\otimes l}$$

will produce the diagram:

Note that some of the points (drawn with empty squares) are duplicated. By formula 3.3, the diagram corresponding to the motive $\mu(C_{2g-2-k})$ of the symmetric product of a curve is just the triangle defined by both axis and the line
$b + c = 2g - 2 - k$. Therefore, adding the last term, we obtain the diagram of the right hand side of \(3.2\):

Note that the duplicated points are exactly those in the isosceles triangle whose vertices have coordinates

$$(2g - k, k - g) \quad (g - 1, k - g) \quad (g - 1, 1)$$

and using Poincaré duality, these points are mapped to the triangle

$$(g + 1, k - g - 1) \quad (g + 1, 0) \quad (k, 0)$$

Therefore, the previous diagram becomes:
This is the diagram corresponding to $h(C_k)$ (see (3.3)), finishing the proof. □

There is a similar decomposition in $K_0(\text{Var})$.

**Proposition 3.11.** We have the following equations in $K_0(\text{Var})$.

1. If $g \leq k \leq 2g - 2$, then

   
   \[ [C_k] = [J(C)] \left( \sum_{l=0}^{k-g} \mathbb{L}^l \right) + [C_{2g-2-k}] \mathbb{L}^{k-g+1} \]

2. If $k \geq 2g - 1$, then

   
   \[ [C_k] = [J(C)] \left( \sum_{l=0}^{k-g} \mathbb{L}^l \right) \]

**Proof.** Again, the second part is a direct consequence of the fact that $C_k$ is a projective bundle over $J(C)$ when $k \geq 2g - 1$. Therefore, we may assume $g \leq k \leq 2g - 2$.

Let $X$ be a variety and $P_0 = \mathbb{P}(E_0) \to X$ and $P_1 = \mathbb{P}(E_1) \to X$ be projective bundles where the vector bundles $E_0$ and $E_1$ have ranks $a_0 + 1$ and $a_1 + 1$ respectively, with $a_0 > a_1$. The formula for the motive of a projective bundle gives

\[
[P_0] = [X] \sum_{l=0}^{a_0} \mathbb{L}^l = [X] \sum_{l=0}^{a_0-a_1-1} \mathbb{L}^l + [X] \sum_{l=a_0-a_1}^{a_0-a_1-1} \mathbb{L}^l
\]

\[
(3.5) \quad = [X] \sum_{l=0}^{a_0-a_1-1} \mathbb{L}^l + \mathbb{L}^{a_0-a_1} [X] \sum_{l=0}^{a_1} \mathbb{L}^l = [X] \sum_{l=0}^{a_0-a_1-1} \mathbb{L}^l + \mathbb{L}^{a_0-a_1} [P_1]
\]

We remark that this formula remains valid if $a_1 = -1$, using the convention that, in this case, $P_1$ is empty.
Consider the diagram

\begin{equation}
\begin{array}{ccc}
C_k & \xrightarrow{p} & C_{2g-2-k} \\
\downarrow & & \downarrow \\
\text{Pic}^k(C) & \xleftarrow{q} & \text{J}(C)
\end{array}
\end{equation}

where \( p \) is the Abel-Jacobi map sending a cycle \( Z \) to the line bundle \( \mathcal{O}_C(Z) \) and \( q \) sends the cycle \( Z \) to \( K_C \otimes \mathcal{O}_C(-Z) \), where \( K_C \) is the canonical line bundle of \( C \). Therefore, the fiber of \( p \) over \( L \) is \( \mathbb{P}(H^0(L)) \) and the fiber of \( q \) is \( \mathbb{P}(H^1(L)^\vee) \). These morphisms are projectivizations of vector bundles when restricted to a Brill-Noether stratum \( B_i = \{ L : h^0(L) = i \} \)

\[ \text{Pic}^k(C) = B_1 \sqcup \cdots \sqcup B_l \]

Note that \( h^0(L) \geq \deg(L) + 1 - g = k + 1 - g \geq 1 \), since we are assuming \( g \leq k \), and also \( h^1(L) = h^1(L) + k + 1 - g > h^1(L) \), so we can apply the formula (3.5) to \( p^{-1}(B_i) \) and \( q^{-1}(B_i) \).

Using the additivity of motives on stratifications and (3.5) we obtain the following

\[ [C_k] = \sum_{i=1}^l \sum_{j=0}^{k-g} L_j \left[ \mathbb{P}(H^0(L)) \right] + \sum_{i=1}^l \sum_{j=0}^{k-g} L_j \left[ \mathbb{P}(H^1(L)^\vee) \right] \]

which is the desired result. \( \square \)

Both propositions imply the following Corollary.

**Corollary 3.12.** The following formulas hold in \( K_0(\text{Chow}_{\text{eff}}) = K_0(\text{DM}_{\text{gm}}) \).

1. If \( g \leq k \leq 2g-2 \), then

\[ \chi(C_k) = \chi(J(C)) \left( \sum_{i=0}^{k-g} L_i \right) + \chi(C_{2g-2-k}) L^{k-g+1} \]

2. If \( k \geq 2g-1 \), then

\[ \chi(C_k) = \chi(J(C)) \left( \sum_{i=0}^{k-g} L_i \right) \]

From the motivic decompositions of symmetric products we obtain the following decompositions of motivic zeta function.

**Proposition 3.13.** We have the following equality in \( \hat{K}_0(\text{Chow}_{\text{eff}}) \).

\[ Z(C, L^i) = \sum_{k=0}^{g-1} \chi(C_k) L^k + \sum_{k'=0}^{g-2} \chi(C_{k'}) L^{(2i+1)(g-1)-(i+1)k'} + \chi(J(C)) \left( \frac{L^j}{(1-L^j)(1-L^{j+1})} \right) \]
Proof. Using Corollary 3.12 we have the following.

\[ Z(C, L^i) = \sum_{k=0}^{g-1} \chi(C_k) L^{ik} + \sum_{k=g}^{2g-2} \chi(C_k) L^{ik} + \sum_{k=2g-1}^{\infty} \chi(C_k) L^{ik} \]

\[ = \sum_{k=0}^{g-1} \chi(C_k) L^{ik} + \sum_{k=g}^{2g-2} \chi(C_{2g-2-k}) L^{k-g+1} + \sum_{k=2g-1}^{\infty} \chi(J(C)) L^{ik} \]

\[ = \sum_{k=0}^{g-1} \chi(C_k) L^{ik} + \sum_{k'=0}^{g-2} \chi(C_{k'}) L^{(2i+1)(g-1)-(i+1)k'} + \sum_{k=g}^{\infty} \chi(J(C)) \left( \frac{1 - L^{k-g+1}}{1 - L} \right) L^{ik} \]

By taking Euler characteristic we have the following Corollary.

**Corollary 3.14.** We have the same decompositions for motivic Poincaré polynomials.

Using a similar argument we have the following.

**Proposition 3.15.** We have the following equality in \( \widetilde{K}_0(\text{Var}) \).

\[ L^{(2i-1)(g-1)} Z(C, L^{-i}) = \sum_{k=0}^{g-1} [C_k] L^{(i-1)k} + \sum_{k'=0}^{g-2} [C_{k'}] L^{(2i-1)(g-1)-ik'} \]

\[ + [J(C)] \left( \frac{L^{(i-1)g}}{(L^{i-1} - 1)(L^i - 1)} \right) \]

Last but not least, we need the following description of motivic zeta function to compare computation of the classes of \( \text{Bun}_{r,d} \) in the completion of Grothendieck groups of Chow motives in [11] [9] and Voevodsky motives in [17] [18]. The following formula in the Grothendieck ring of varieties is known to experts (cf. [13] [10]).

**Proposition 3.16** (Motivic zeta function). We have the following identity.

\[ Z(C, t) = \frac{(1 + t)^{h^1(C)}}{(1 - t)(1 -Lt)} \]

Proof: Kapranov proved that \((1 - t)(1 -Lt)Z(C, t)\) is a polynomial of degree 2g in [19]. One can check that the constant coefficient is 1 and the coefficient of \( t \) is \( h(C) - 1 - L = h^1(C) = \lambda^1 h^1(C) \). For \( k \geq 2 \), the coefficient of the term \( t^k \) is \( h(C_k) - (1 + L)h(C_{k-1}) + Lh(C_{k-2}) \). From Proposition 3.14 and the previous discussions, we see that the coefficient term is isomorphic to \( \lambda^k h^1(C) \). Therefore we see that the polynomial of degree 2g is \((1 + t)^{h^1(C)}\). Moreover, we can also check that the coefficient of \( t^k \) is zero when \( k \geq 2g + 1 \) since

\[ h(C_k) - (1 + L)h(C_{k-1}) + Lh(C_{k-2}) \]
\[
= \frac{1 - \mathbb{L}^{k-g+1}}{1 - \mathbb{L}} - (1 + \mathbb{L}) \frac{1 - \mathbb{L}^{k-g}}{1 - \mathbb{L}} + \mathbb{L} \frac{1 - \mathbb{L}^{k-g-1}}{1 - \mathbb{L}} h(J(C)) = 0.
\]

Therefore we see that 
\[(1-t)(1-\mathbb{L}t)Z(C, t)\] is indeed the polynomial 
\[(1+t)^{h^1(C)}.\]

Especially, we have the following identity.

Remark 3.17.

\[Z(C, \mathbb{L}^i) = \frac{(1 + \mathbb{L}^i)^{h^1(C)}}{(1 - \mathbb{L}^i)(1 - \mathbb{L}^{i+1})}\]

We will use the above identity to compare results in [1, 2, 18].

4. A new proof for rank 2 cases

When \(r = 2\), S. del Baño computed the motives of \(M(2, L)\) in [3]: Using his formula, the second named author obtained the following formula in [21].

Theorem 4.1. The motivic Poincaré polynomial of \(M(2, L)\) has the following decomposition.

\[\chi(M(2, L)) = \sum_{k=0}^{g-2} \chi(C_k)(\mathbb{L}^k + \mathbb{L}^{3g-3-2k}) + \chi(C_{g-1})\mathbb{L}^{g-1}.\]

Now let us give a completely new proof of the above theorem using the previous discussions.

Proof. From del Baño’s theorem (cf. Theorem 2.14), we see that the motivic Poincaré polynomial of \(M(2, L)\) is as follows.

\[\chi(M(2, L)) = Z(C, \mathbb{L}) - \chi(J(C))\left(\frac{\mathbb{L}^g}{(1 - \mathbb{L})(1 - \mathbb{L}^2)}\right)\]

On the other hand, we have the following identity from Proposition 3.13

\[Z(C, \mathbb{L}) = \sum_{k=0}^{g-2} \chi(C_k)(\mathbb{L}^k + \mathbb{L}^{3g-3-2k}) + \chi(C_{g-1})\mathbb{L}^{g-1} + \chi(J(C))\left(\frac{\mathbb{L}^g}{(1 - \mathbb{L})(1 - \mathbb{L}^2)}\right)\]

Therefore, we obtain the following desired result. \(\Box\)

5. Rank 3 cases

Now let us discuss rank 3 cases. Let \(C\) be a smooth projective curve of genus \(g\). Let \(M\) be the moduli space of vector bundles on \(C\), stable of rank 3 and fixed determinant of degree 1.

Theorem 5.1. The motivic Poincaré polynomial of \(M(3, L)\) has the following decomposition.

\[\chi(M(3, L)) = \sum_{k_1 + k_2 < 2(g-1)} \chi(C_{k_1} \times C_{k_2})(\mathbb{L}^{k_1+2k_2} + \mathbb{L}^{8g-8-2k_1-3k_2}) + \sum_{k_1 + k_2 = 2(g-1), k_1 < g-1} \chi(C_{k_1} \times C_{k_2})(\mathbb{L}^{k_1+2k_2} + \mathbb{L}^{8g-8-2k_1-3k_2}) + \chi(C_{g-1} \times C_{g-1})\mathbb{L}^{3(g-1)}.\]
Proof. From Theorem 2.13 and Proposition 3.10 we have the following identity.

\[ \chi(\text{Bun}_{3, L}) = Z(C, \mathbb{L})Z(C, \mathbb{L}^2) = \left( \sum_{k=0}^{\infty} \chi(C_{k_1}) L^{k_1} \right) \left( \sum_{k=0}^{\infty} \chi(C_{k_2}) L^{2k_2} \right) \]

And we have the following equality for \( g \leq k \leq 2g - 2 \).

\[ \chi(C_k) = \chi(J(C))(\sum_{l=0}^{k-g} \mathbb{L}^l) + \chi(C_{2g-2-k}) L^{k-g+1} \]

Therefore we obtain the following identity.

\[ \chi(\text{Bun}_{3, L}) = Z(C, \mathbb{L})Z(C, \mathbb{L}^2) = \left( \sum_{k=0}^{\infty} \chi(C_{k_1}) L^{k_1} \right) \left( \sum_{k=0}^{\infty} \chi(C_{k_2}) L^{2k_2} \right) \]

\[ = \left( \sum_{k_1=0}^{g-1} \chi(C_{k_1}) L^{k_1} + \sum_{k_1=g}^{2g-2} \chi(C_{2g-2-k_1}) L^{2k_1-g+1} + \sum_{k_1=g}^{k_1-g} \chi(J(C))(\sum_{l=0}^{k_1-g} \mathbb{L}^l) L^{k_1} \right) \]

\[ \left( \sum_{k_2=0}^{\infty} \chi(C_{k_2}) L^{2k_2} + \sum_{k_2=g}^{2g-2} \chi(C_{2g-2-k_2}) L^{3k_2-g+1} + \sum_{k_2=g}^{k_2-g} \chi(J(C))(\sum_{l=0}^{k_2-g} \mathbb{L}^l) L^{2k_2} \right) \]

\[ = \left( \sum_{k_1=0}^{g-1} \chi(C_{k_1}) L^{k_1} + \sum_{k_1=g}^{2g-2} \chi(C_{k_1'}\mathbb{L}^{3g-2-k_1'}) + \chi(J(C))(\sum_{l=0}^{\infty} \mathbb{L}^g \frac{1-L\mathbb{L}}{(1-L)(1-L^2)}) \right) \]

\[ \left( \sum_{k_2=0}^{\infty} \chi(C_{k_2}) L^{2k_2} + \sum_{k_2=g}^{2g-2} \chi(C_{k_2'}\mathbb{L}^{5g-5-3k_2'}) + \chi(J(C))(\sum_{l=0}^{\infty} \mathbb{L}^{2g} \frac{1-L\mathbb{L}}{(1-L^2)(1+L+L^2)}) \right) \]

Let \( \text{Bun}_{3, L}^\text{un} \) be the motive of unstable part and we can compute it using Harder-Narasimhan filtration. We have the following identity.

\[ \chi(\text{Bun}_{3, L}) = \chi(M(3, L)) + \chi(\text{Bun}_{3, L}^\text{un}) \]

The motive of unstable part was computed by several authors, e.g. see [11][10][11]. Using above expression, we obtain the following identity.

\[ \chi(M(3, L)) = \chi(\text{Bun}_{3, L}) - \frac{\mathbb{L}^{2g}}{1-L\mathbb{L}}(\chi(J(C)))\chi(BG_m)Z(C, \mathbb{L}) \]

\[ - \frac{\mathbb{L}^{2g-1}}{1-L\mathbb{L}}(\chi(J(C)))\chi(BG_m)Z(C, \mathbb{L}) + \frac{\mathbb{L}^{3g-1}}{(1-L\mathbb{L})^2}(\chi(J(C)))\chi(BG_m)^2 \]

Now let us do the calculation. We can check that the above formula can be reduced to the following formula.

\[ \chi(M(3, L)) = \chi(\text{Bun}_{3, L}) - \frac{\mathbb{L}^{2g-1}(1+\mathbb{L})}{(1-L\mathbb{L})(1-L\mathbb{L}^3)}(\chi(J(C))Z(C, \mathbb{L})+ \frac{\mathbb{L}^{3g-1}}{(1-L\mathbb{L})^2(1-L\mathbb{L}^2)^2}(\chi(J(C))^2 \]

For the terms containing \( \chi(J(C))^2 \) is as follows

\[ \frac{\mathbb{L}^{3g}}{(1-L\mathbb{L})(1-L\mathbb{L}^2)^2(1-L\mathbb{L}^3)}(\chi(J(C))^2) \]

and hence it vanishes.

For the terms containing \( \chi(J(C)) \) is as follows

\[ \left\{ \left( \sum_{k_1=0}^{g-1} \chi(C_{k_1}) L^{k_1} + \sum_{k_1'=0}^{g-2} \chi(C_{k_1'}\mathbb{L}^{3g-2-k_1'}) \right) \left( \sum_{k_2=0}^{\infty} \chi(C_{k_2}) L^{2k_2} + \sum_{k_2'=0}^{\infty} \chi(C_{k_2'}\mathbb{L}^{5g-5-3k_2'}) \right) \right\} \]

\[ \left( \frac{\mathbb{L}^{2g}}{1-L\mathbb{L}} \frac{1+\mathbb{L}}{(1-L\mathbb{L})(1-L\mathbb{L}^3)} \right) \]
and hence it is equal to

\[
\left(\sum_{k=0}^{g-2} \chi(C_k)\right) \left(1 - \frac{2g-1}{1 - L} \right) \chi(J(C))
\]

Therefore it remains to show that

\[
\left(\sum_{k_1=0}^{g-1} \chi(C_{k_1})L^{k_1} + \sum_{k_2=0}^{g-2} \chi(C_{k_2})L^{5g-5-3k_2}\right)\left(\sum_{k_2=0}^{g-1} \chi(C_{k_2})L^{2k_2} + \sum_{k_1=0}^{g-2} \chi(C_{k_1})L^{3g-3-2k_1}\right)
\]

is equal to

\[
\sum_{k_1+k_2<2(g-1)} \chi(C_{k_1} \times C_{k_2}) (L^{k_1+2k_2} + L^{8g-8-2k_1-3k_2}) + \sum_{k_1+k_2=2(g-1), k_1+k_2<2(g-1), k_1<g-1} \chi(C_{k_1} \times C_{k_2}) (L^{k_1+2k_2} + L^{8g-8-2k_2-3k_1}) + \chi(C_{g-1} \times C_{g-1}) L^{3(g-1)}.
\]

Now let us decompose the last sum into

\[
\sum_{k_1 \leq g-1, k_2 \leq g-1, (k_1, k_2) \neq (g-1, g-1)} \chi(C_{k_1} \times C_{k_2})(L^{k_1+2k_2} + L^{8g-8-2k_1-3k_2}) + \chi(C_{g-1} \times C_{g-1}) L^{3(g-1)}
\]

From the Proposition, we see that

\[
\sum_{k_1<g-1, g \leq k_2 \leq 2(g-1)-k_1} \chi(C_{k_1} \times C_{k_2})(L^{k_1+2k_2} + L^{8g-8-2k_2-3k_1})
\]

and

\[
\sum_{k_2<g-1, g \leq k_2 \leq 2(g-1)-k_1} \chi(C_{k_1} \times C_{k_2})(L^{k_1+2k_2} + L^{8g-8-2k_1-3k_2})
\]
in [4]. Hoskins and Lehalleur studied Voevodsky’s motives of moduli stacks of vector
bundles on curves in [17, 18]. Using results in [4, 17, 18] we have the following result

6. Final remarks and discussions

We think that the one can apply the above strategy to obtain new motivic
deformations for other cases. We leave this task for future investigations.

6.1. Completion of Grothendieck group. Behrend and Dhillon computed the
class of $M(r, L)$ in the dimensional completion of the Grothendieck ring of varieties
in [3]. Hoskins and Lehalleur studied Voevodsky’s motives of moduli stacks of vector
bundles on curves in [17, 18]. Using results in [4, 17, 18] we have the following result
using the same proof in the previous sections.

Theorem 6.1. (1) Let $r = 2, d = 1$. Then $[M(2, L)]$ is equal to the following motivic class in $K_0(\text{Var})$ (or in $K_0(\text{DM}_{gm})$).

$$
\sum_{k=0}^{g-2} [C_k | \mathbb{L}^k + \mathbb{L}^{3g-3-2k}] + [C_{g-1}] \mathbb{L}^{g-1}.
$$

(2) Let $r = 3, d = 1$. Then $[M(3, L)]$ is equal to the following motivic class in $K_0(\text{Var})$.

$$
\sum_{k_1+k_2 < 2(g-1)} [C_{k_1} \times C_{k_2}] (\mathbb{L}^{k_1+2k_2} + \mathbb{L}^{8g-8-2k_1-3k_2}) +
\sum_{k_1+k_2 = 2(g-1), k_1 < g-1} [C_{k_1} \times C_{k_2}] (\mathbb{L}^{k_1+2k_2} + \mathbb{L}^{8g-8-2k_1-3k_2}) + [C_{g-1} \times C_{g-1}] \mathbb{L}^{3(g-1)}.
$$

(3) For $r = 2, 3$, the class of $M(r, L)$ has decomposition of the same type as above
in $K_0(\text{DM}_{gm})$. 

Proof. (1) From [18] and the Proposition 3.15, we have the following identity.

\[ [\text{Bun}_{2,L}] = L^2 Z(C,L) \]

\[ = g-2 \sum_{k=0}^{g-2} [C_k](L^k + L^{3g-3-2k}) + [C_{g-1}]L^{g-1} + [J(C)]\left(\frac{L^g}{(L-1)(L^2-1)}\right) \]

Let \( \text{Bun}_{un}^{2,L} \) be the motive of unstable part and we can compute it using Harder-Narasimhan filtration. We have the following identity.

\[ [\text{Bun}_{2,L}] = [M(2,L)] + [\text{Bun}_{un}^{2,L}] \]

Let \( E \) be an unstable rank 2 bundle with determinant \( L \) on \( C \). From the Harder-Narasimhan filtration we see that there is the following short exact sequence

\[ 0 \to L_1 \to E \to L_2 \to 0 \]

where \( L_1, L_2 \) two line bundles such that \( L_1 \otimes L_2 = L \) and \( \deg L_1 > \deg L_2 \). We may assume that \( \deg L = 1 \) and then \( \deg L_1 \) can be 1, 2, \cdots. For fixed \( L_1, L_2 \) then the extensions are parametrized by \( \text{Ext}^1(L_2, L_1) \). Let \( d \) be the degree of \( L_1 \).

From Riemann-Roch formula we see that \( \dim \text{Hom}(L_2, L_1) - \dim \text{Ext}^1(L_2, L_1) = 1 + \deg(L_1) - \deg(L_2) - g = 1 + d - (1 - d) - g = 2d - g \).

Let us define a locally closed subset of \( J(C) \) as follows.

\[ B_i = \{ L_1 \in \text{Pic}^d(C) | \dim \text{Hom}^0(L_2, L_1) = i \} \]

Then there is the following natural decomposition.

\[ \text{Pic}^d(C) = B_0 \sqcup B_1 \sqcup \cdots \]

Let \( L_1 \in B_i \). The motivic class of the stack parametrizing the extensions of the form

\[ 0 \to L_1 \to E \to L_2 \to 0 \]

is isomorphic to the following class.

\[ [B_i][\text{Ext}^1(L_2, L_1)]/[\text{Hom}(L_2, L_1)] = [B_i] \frac{L^g}{L^{2d}} \]

Therefore the motivic Poincaré polynomial of the unstable bundles is as follows.

\[ [\text{Bun}_{un}^{2,L}] = [J(C)] \frac{L^g}{(L-1)} \sum_{d=1}^{\infty} \frac{1}{L^{2d}} = [J(C)]\left(\frac{L^g}{(L-1)(L^2-1)}\right) \]

Therefore, we obtain the following desired result.

\[ [M(2,L)] = [\text{Bun}_{2,L}] - [J(C)]\left(\frac{L^g}{(L-1)(L^2-1)}\right) \]

\[ = g-2 \sum_{k=0}^{g-2} [C_k](L^k + L^{3g-3-2k}) + [C_{g-1}]L^{g-1} \]

(2) The proof is similar to the above case. We can compute the motivic class of unstable bundles as above and do the same computation as in the proof of Theorem 5.1.

(3) By applying \( \chi_c \) to \( M(r,L) \) and the motivic classes in (1), (2), we obtain the conclusion. \( \square \)
Remark 6.2. The motivic decompositions discussed so far should be reflected via realization functors. For example, the above motivic decompositions imply interesting decompositions of Hodge diamonds of moduli spaces.

6.2. Derived categories. As we mentioned, Orlov suggested that derived categories of coherent sheaves and motives of algebraic varieties will be closely related in [28]. We expect that there will be semiorthogonal decompositions of derived categories of coherent sheaves which are compatible with the motivic decompositions we discussed so far. For example, for rank 3 case we expect that there will be compatible semiorthogonal decompositions. See Conjecture 1.1 and Conjecture 1.9 for a precise statements.

6.3. Fukaya categories. Being motivated by homological mirror symmetry (cf. [20]), we also expect there will be a corresponding decompositions of Fukaya categories and quantum cohomology groups of the moduli spaces. See [21] for rank two cases and references therein for more details and evidences. For rank 3 case, we have the following conjecture.

Conjecture 6.3. The Karoubian completion of Fukaya category of $M(3, L)$ will have the following orthogonal decomposition.

$$\text{Fuk}^\pi(M(3, L)) = \langle \cdots, \text{Fuk}^\pi(C_{k_1} \times C_{k_2}), \text{Fuk}^\pi(C_{g-1} \times C_{g-1}), \cdots, \text{Fuk}^\pi(C_{g-1} \times C_{g-1}) \rangle$$

where $(k_1, k_2)$ is a pair of nonnegative integers satisfying $k_1 + k_2 < 2(g - 1)$ or $k_1 + k_2 = 2(g - 1), k_1 < g - 1$.
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