Ground State Cooling and Transport of Single Atoms for Ultracold Molecular Assembly
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We demonstrate full quantum state control of two species of single atoms using optical tweezers. Our demonstration includes 3D ground-state cooling of a single atom (Cs) in an optical tweezer, transport by several microns with minimal heating, and merge with a single Na atom in an initially separate optical tweezer. Subsequently, both atoms occupy the simultaneous motional ground state with 61(4)% probability. This realizes a sample of exactly two co-trapped atoms near the phase-space-density limit of one, and allows for efficient photo-association of Na and Cs into the vibrational ground state of the electronically excited $c^3\Sigma^+$ potential. The photo-association rate of atoms in their relative motional ground state is enhanced by three orders of magnitude compared to that of thermal atoms. The results are key steps toward coherent spectroscopy and creation of single ultracold molecules with full quantum state control, for future exploration of quantum simulation and quantum information processing.

1 Introduction

Building up complex many-body systems from simpler, well-understood constituents is a promising approach toward understanding and controlling quantum mechanical behavior. Using ultracold molecules as building blocks would offer several prospects to explore both chemistry and physics at their quantum interface.

First, reactant molecules prepared in a pure internal and motional quantum state would allow isolation of single chemical reaction channels\cite{1}. Second, the rich molecular internal structure and dipole-dipole interactions would enable quantum simulation of novel quantum many-body phases\cite{2}. Third, single trapped neutral molecules constitute promising qubits for quantum information processing\cite{3}. These prospects hinge on the precise generation and control of ultracold molecules, whose internal and motional quantum states are well defined. Many approaches for trapping and cooling molecules to ultracold temper-atures are being pursued\cite{4–11}. Recent highlights include rapid progress made with laser cooling of molecules\cite{17–20}, the creation of quantum degenerate gases of fermionic KRb\cite{21}, assembling single molecules\cite{22} and loading single molecules into an optical tweezer array\cite{23}. Bulk samples of ultracold molecules have already proven a versatile platform, enabling the study of ultracold chemistry\cite{24} and quantum spin models\cite{25}. In addition, strongly interacting phenomena can be explored with a lower entropy gas and with single molecule addressability\cite{26}. We aim to realize both of these capabilities directly by gaining single particle control of molecules without relying on collisions for cooling\cite{27}.

In this paper, we outline the steps to leverage techniques in optical single atom manipulation\cite{28–33} to assemble individual molecules\cite{22} while maintaining quantum coherence. Furthermore, we experimentally demonstrate full quantum state control including cooling, transport, and merging of two different single atoms, and show thousand-fold enhanced single molecule photo-association rate compared to previous work\cite{22}.
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2 Ultracold molecular assembly steps

To assemble single ultracold molecules coherently, we envision an “ultracold molecular assembler” (Fig. 1) that relies on high fidelity internal and external quantum state control of atoms and molecules. The approach is generally applicable to a variety of species. We choose the diatomic molecule sodium cesium (NaCs) due to its large molecular fixed-frame dipole moment (4.6 Debye)\(^{34,35}\) and extensive available spectroscopy\(^{36–38}\). For future ultracold chemical reaction studies, NaCs molecules prepared in different internal states offer distinct energetic pathways to participate in chemical reactions that could be switched on and off\(^{39,40}\).

The first step of molecule production (Fig. 1) is to prepare laser-cooled Na and Cs atoms in overlapped magneto-optical traps (MOTs). Single atoms are loaded stochastically from the MOT into spatially-separate tightly-focused optical tweezer traps\(^{28}\). A combination of blue-detuned light assisted collisions\(^{41}\) and real-time rearrangement\(^{42,43}\) could improve the initial atom filling fraction.

A schematic of the apparatus is shown in Fig. 2. As in our previous work\(^{22}\), we generate two tweezer traps at different wavelengths for quasi-independent manipulation of Na and Cs atoms. One of the beams is steerable, so that initially separate tweezer traps can be merged.

Single-atom fluorescence images confirm simultaneous trapping of single Na and Cs atoms side-by-side as shown in Fig. 2.

For efficient conversion into a molecule, the atoms must be trapped in the same tweezer with small spatial wave-function spread. The second experimental step (Fig. 1) minimizes wavefunction spread by cooling atoms into their motional ground state via 3D Raman sideband cooling (RSC), a technique first demonstrated with single ions\(^{44}\) and more recently with single neutral atoms\(^{30,31,45}\).

The two tweezers are then merged (Fig. 1) in order to initialize the Na and Cs atoms in a motional quantum state with large spatial overlap. In a quadratic potential, such as the center of an optical tweezer, two particles interacting via a delta-function potential can be recast into relative and center-of-mass coordinates\(^{46}\). Two atoms prepared in their respective motional quantum ground states can then be viewed as being in a single relative motional state.

After cooling, the atoms’ zero-point wavefunction spread exceeds a typical molecular bond length by two or three orders of magnitude, making efficient conversion challenging.

To overcome technical difficulties associated with bridging two quantum states with a large energy difference but small wavefunction overlap, we plan to use two steps (labeled 4. and 5. in Fig. 1). A sodium and a cesium atom in the same tweezer will be first associated into the most weakly bound molecular state by a coherent two-photon Raman pulse\(^{27,47,48}\) or through a Fano-Feshbach molecule field ramp\(^{49}\). Subsequently, the weakly-bound molecule will be transferred into the rotational, vibrational, and electronic (rovibronic) ground state by stimulated Raman adiabatic passage\(^{50}\).
In the following sections, we experimentally detail RSC of a single Cs atom and demonstrate simultaneous ground state cooling, transport, and merging of single Na and Cs atoms, all in a two-species setup. Finally, we photoassociate two single atoms in the same tweezer to the deeply bound ν′ = 0 vibrational ground-state of the NaCs \(e^3\Sigma^+\) potential.

3 Controlling the Quantized Motion of Atoms

Using a standard MOT followed by polarization gradient cooling (PGC), it is possible to cool the motion of single Cs or Na atoms to an average of tens of quanta in a tight tweezer trap. To further cool the atoms into the lowest motional state, we operate in the resolved sideband regime where the linewidth of the cooling transition is less than the trap frequency (10-100’s of kHz). We have previously demonstrated ground-state cooling of single Na\(^{33}\). Here, we demonstrate 3D RSC of a single Cs atom in an optical tweezer. To our knowledge, we report the highest 3D ground-state probability for single atoms in tweezers to date.

The RSC sequence consists of two steps: a coherent two-photon Raman transition that connects two internal states while removing a motional quantum, and an optical pumping (OP) step that re-initializes the internal state of the atom. The two steps are repeated until the atom reaches the motional ground state.

In our scheme (Fig. 3), the Raman transition occurs between Cs ground-state hyperfine levels \(|F = 4, m_F = -4; n\rangle\) and \(|3, -3; n - 1\rangle\), which are about 9.2 GHz apart. Here, \(n\) is the motional quantum number. The transition is driven by two phase-locked diode lasers, “F3” and “F4”, both red-detuned by \(\Delta = 2\pi \times 44\) GHz from the Cs \(D_2\) line at 852 nm, and with Rabi rates \(\Omega_{F3}\) and \(\Omega_{F4}\), respectively. The tweezer has a power of 14.3 mW and beam waist of 0.84 \(\mu\)m. To achieve motional coupling, the laser beams are arranged as shown in the inset of Fig. 3. This configuration yields substantial two-photon momentum transfer, \(\Delta \vec{k} = \vec{k}_{F4(i)} - \vec{k}_{F3}\), while the energy difference associated with the hyperfine level and motional state change is supplied by their relative detuning, \(\delta\). This resonance condition is maintained for all relevant motional states, \(n\).

The atom is initially prepared in \(|4, -4\rangle\) by OP (independently of the motional state, \(n\)). For this, we use \(\sigma^+\)-polarized beams resonant with \(|4, -3\rangle \rightarrow |4', -4\rangle\) and \(|3, -3\rangle \rightarrow |4', -4\rangle\) transitions, where the primed levels denote sub levels of the 6\(P_{3/2}\) manifold of Cs. During the first step of RSC, a Raman \(\pi\)-pulse drives the transition \(|4, -4; n\rangle \rightarrow |3, -3; n - 1\rangle\). Subsequently, OP pumps the atom to \(|4, -4; n - 1\rangle\). OP preserves the motional state with high probability. Thus, in each RSC cycle, \(n\) decreases on average. The process repeats until the atom reaches the dark state \(|4, -4; 0\rangle\), thereby deterministically preparing the internal and the motional quantum state of the atom.

We switch between the three Raman F4\(i\) directions in the sequence \(i = 3, 1, 2, 1\) to cool the atomic motion along all three axes of the tweezer. The tweezer potential has a cigar shape with two near-degenerate, tightly confined, radial directions and a loosely confined axial (along the tweezer beam propagation) direction.

The linewidth of the Raman transition is Fourier broadened due to the finite duration of a \(\pi\)-pulse, which is inversely related to the peak effective Raman Rabi rate \(\Omega_R = \Omega_{F3}\Omega_{F4}/2\Delta = 2\pi \times 33\) kHz \((2\pi \times 7\) kHz) for radial (axial) trap axes. The smaller energy splitting of the axial motion necessitates a smaller Raman coupling along that direction. An 8.6 G magnetic field is applied throughout RSC along the OP propagation direction to define the quantization axis.

All Raman pulses in this experiment for cooling and spectroscopy use a Blackman window temporal intensity profile to reduce off-resonant excitation of the carrier. The starting temperature of 9.2 µK, corresponding to a mean axial motional quantum number \(\bar{n}_a = 9\), leads to non-negligible occupation of levels up to \(n_a \approx 40\).

Due to the \(\sqrt{n}\) scaling of sideband transition strengths\(^{51}\), it was necessary to “sweep” the Raman pulse durations in descending order starting from \(n_a^\text{init} = 41\). Furthermore, to overcome decoherence, which reduces the transfer fidelity of each pulse, we repeat the sweep, but each time with a smaller \(n_a^\text{init} = \{41, 31, 16, 11, 6\}\). The entire process takes \(\approx 100\) ms.

We characterize two cooling experiments in Fig. 3(B): (1) sub-optimal cooling was used with slightly off-resonant \(\delta \neq \omega_{\text{trap}}\) to reveal the location of the \(\Delta n = -1\) sidebands. (2) optimal cooling is obtained by setting \(\delta = \omega_{\text{trap}}\), as determined by the sideband locations in (1).

To characterize the cooling performance, we use sideband thermometry\(^{68}\). Following RSC, we measure the ratio of \(\Delta n = -1\) and \(\Delta n = +1\) Raman sideband transition heights. A successful transition changes the state from \(|4, -4\rangle\) to \(|3, -3\rangle\) and is revealed by state selective imaging: light that is resonant with the cycling \(|4, -4\rangle \rightarrow |5', -5\rangle\) transition ejects only \(|4, -4\rangle\) atoms. The remaining atoms in \(|3, -3\rangle\) are then imaged. We obtain the average occupation number \(\bar{n}\) from the ratio of sideband heights via \(L_{-1}/L_{+1} = \frac{\pi^2}{\Delta^2}\). By assuming a thermal distribution, we extract a temperature and a ground state probability along each axis. The product of the ground state probabilities in all three dimensions gives the 3D ground state probability \(P_{0}^{3D}\).
\{\bar{n}_u, \bar{n}_r_1, \bar{n}_r_2\} = \{0.03(3), 0.00(1), 0.01(1)\}, corresponding to \(P_0^{3D} \geq 96(3)\%\) for optimal cooling.

The signal contrast in Fig. 3B does not reach unity due to the \(\approx 300 \mu s\) coherence time for driving motional sideband transitions. Furthermore, different pulse durations were used on the two radial axes, leading to a further difference in contrast. However, the sideband ratios, used to extract the final ground state population, are unaffected.

A final consideration is that any wait time between the end of RSC and molecule formation needs to be minimized because the atoms can be heated by off-resonantly scattering photons from their respective tweezers. This occurs at a rate of \(\Delta \bar{n}_u \approx 0.3 Hz\). To avoid unnecessary waiting, we perform the Na and Cs RSC sequences concurrently so that they end at the same time. We have verified experimentally that RSC of one species does not affect the atom of the other species.

4 Preparing both Na and Cs in the ground state of the same tweezer

While merging two separately confined identical ground-state atoms into one potential well requires delicate quantum tunneling\[^{22}\], merging different atomic species is more straightforward. Due to their different atomic polarizability as a function of wavelength, two different color optical tweezers allow the two atoms to be manipulated quasi-independently\[^{22}\].

One tweezer beam at a wavelength of 700 nm confines Na at the intensity maximum while repelling Cs. A second tweezer beam at a wavelength of 976 nm strongly confines Cs while weakly attracting Na. As shown in Fig. 4A, translation of the 976 nm beam to overlap the 700 nm beam, followed by gradual turn-off of the 700 nm beam leaves the two atoms confined in the same tweezer trap, all within 10 ms. The exact trajectory is detailed in the Supplement\[^{33}\].

After running this sequence (in the absence of Na) followed by its time reverse for detection, Raman sideband thermometry on the separated tweezer shows minimal motional excitation of Cs (\(\{\Delta \bar{n}_c, \Delta \bar{n}_r_1\} = \{0.01(5), 0.00(2)\}\) (Fig. 4B).

We further explore different trap powers for merging of Cs and Na atoms into one tweezer. To prevent spin-changing collisions\[^{22}\], we first prepare Na in \(|2,2\rangle\) and Cs in \(|4,4\rangle\). Then, we merge the atoms and measure the joint axial ground state fraction \(P_{Na}^{c}N_{n=0} \times P_{Cs}^{c}N_{n=0}\), as a function of beam powers (Fig. 4C). We identify three issues that can cause excess heating during the merge and require careful beam-power selection to overcome:

1. The 700 nm beam can make Na spill from the 700 nm tweezer and gain kinetic energy. This limits the ratio \(P_{700\text{nm}}/P_{976\text{nm}}\) to be above 0.37, indicated by the right shaded triangle in Fig. 4C, and the left panel at 5.7 ms in Fig. 4A.
Fig. 4 Merging atoms in two tweezers while maintaining quantum motional states. (A) Radial cuts of optical potential experienced by Na and Cs during the merge time sequence. Blue and orange lines show paths of the 976 nm and 700 nm tweezers, respectively. The 976 nm tweezer containing Cs is translated by 2.95 µm in 7.6 ms until it overlaps with the 700 nm tweezer. Then, the 700 nm tweezer power is linearly ramped from 48 mW to 0 mW in 1.5 ms, followed by a 50 µs wait. Lighter potential in the left 5.7 ms panel (marked by red square) shows the scenario for tweezer powers leading to spilling of Na. Lighter potential in the 8.55 ms panel (marked by red circle) shows the scenario for tweezer powers giving rise to anti-trapping for Cs. (B) Raman sideband spectroscopy to characterize heating associated with atom transport. Top: A control experiment holding the atoms stationary for 18 ms. Bottom: After the round-trip merge sequence (the sequence shown in (A) followed by its time reverse) Dashed blue lines indicate expected position of $\Delta n = -1$ sidebands. The round-trip sequence causes minimal heating. Inset: Coordinates of the transport direction vs a thermometry axis. Blue and orange circle represent 976 nm and 700 nm tweezers respectively. (C) Na+Cs joint axial ground state fraction after round-trip merge sequence as a function of 700 nm and 976 nm tweezer powers. The lower triangle corresponds to spilling of Na. Red square is an exemplary point in this regime, whose radial potential is plotted in underlay in the correspondingly marked panel in (A). Upper triangle indicates anti-trapping of Cs. Red circle is an exemplary point, whose potential is plotted in underlay in the correspondingly marked panel in (A). Dark purple stripe shows parametric heating resonance (due to technical imperfection) during transport of Cs. Our usual operating point is indicated by the star.
2. The 700 nm beam can dominate the 976 nm beam and repel Cs from the trap. This limits the power ratio of the beams $P_{700nm}/P_{976nm}$ to be below 2.7, indicated by the left shaded triangle in Fig. 4C, and the right panel at 8.55 ms in Fig. 4A.

3. Technical beam-steering imperfections cause a position-depending sinusoidal ripple of the 976 nm tweezer intensity. For beam powers near $P_{976nm} = 10$ mW at our moving speed, this leads to parametric heating of the Cs axial mode.

We choose powers of $P_{976nm} = 14.3$ mW and $P_{700nm} = 7.1$ mW (also used in Fig. 4B) for all subsequent experiments. We characterize with 3D Raman sideband thermometry that we have prepared two atoms in the same tweezer with a phase space density (PSD) of $P_{0}^{\text{Na}} \times P_{0}^{\text{Cs}} = 0.80(3) \times 0.76(4) = 0.61(4)$. In this experiment, lower optical pumping fidelity resulted in a higher initial Cs temperature as compared to Sec. 3.

### 5 Enhanced Photo-association of Single Molecules

High PSD of trapped Na and Cs enhances the rate of single molecule formation due to increased atom pair density and collision cross section. In our experiment, we probe such an enhancement by the photo-association (PA) rates for transitions from free atoms ($|F = 2, m_F = 2\rangle$ for Na and $|4, 4\rangle$ for Cs) into the deeply-bound $c^3\Sigma_u^+(v' = 0, J' = 2)$ state. Details of the observation are given in Fig. 5. The measured resonance frequency is 288,698.54(6) GHz, where the uncertainty is dominated by the wavemeter inaccuracy of 60 MHz. Our frequency measurement may be compared to an extrapolated value of 288,731 GHz based on the Dunham expansion coefficients, and 288,670(15) GHz, based on a previous measurement of the $c^3\Sigma_u^+(v' = 0) \rightarrow X^1\Sigma^+(v'' = 9)$ transition and the calculated binding energy of $X^1\Sigma^+(v'' = 9)$.

We also measure a $J' = 2 \rightarrow J' = 3$ splitting of 6.6 GHz, giving a rotational constant of 1.1 GHz.

Fig 5C shows resonant PA as a function of PA pulse duration in the “quantum” and the “classical” regimes. For these measurements, the tweezer parameters are identical to those in Section 4, and the “quantum” regime is accessed by the ground-state-cooling and merging steps described in Sections 3 and 4, although technical issues reduced the cooling efficiency. The “classical” regime is accessed via the same merge sequence but without sideband-cooling and has a PSD of $10^{-6}$ (see Supplement). The PA rate in the classical regime is dominated by a single $1/e$ decay timescale of 53(4) ms, whereas the quantum regime shows two distinct components with 16(8) $\mu$s and 9(3) ms timescales.

The fast quantum timescale represents a factor of $3(2) \times 10^3$ enhancement in PA rate over the classical case. This factor is compatible with the collision rate formula $\Gamma_{\text{PA}} = \rho \pi v_{\text{rel}} / k_{\text{rel}}$, which predicts a $1.7 \times 10^3$ times faster PA rate in the quantum regime. Here, $\rho$ is the pair density, $v_{\text{rel}}$ is the relative velocity, and $k_{\text{rel}}$ is the relative momentum.

PA of molecules occurs when atoms collide while absorbing a resonant photon. Therefore, the PA rate is dictated by the relative motion of the two atoms. Such collisions can be suppressed by an angular momentum barrier. For a spherical trap with separable coordinates, we calculate the Franck-Condon factor for $p$-wave PA transitions to be two orders of magnitudes lower than for $s$-wave transitions, similar to the observed ratio of time scales in the “quantum” regime.

### 6 Summary and outlook

We present tools for dual species single atom manipulation for the coherent assembly of single ultracold polar molecules.

We have demonstrated trapping of the constituent atoms (Cs and Na) side-by-side in optical tweezers, motional ground-state cooling of Cs to its 3D ground state (96 %), and merging single Cs and Na atoms into the same tweezer while maintaining both atoms in the motional ground state (61 %). Photo-association of the atom pair shows that ground state cooling speeds the production of deeply-bound molecules by three orders of magnitude. This is an important step towards the goal of efficient assembly of single molecules from individual atoms. Furthermore, two atoms prepared in the ground state of the same tweezer are a valuable resource to investigate interactions, collisions, and coherent spectroscopy and creation of molecules.

The number of atom pairs could be scaled up by employing an array of single atom tweezer traps as a starting point, to assemble molecules in parallel. This ultracold molecular assembler features fast cycle time, flexible geometry, individual control and imaging capabilities, and provides an attractive platform for studies of ultracold chemistry, quantum information, and many body physics.
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\[ \text{excites the pair to the electronic excited } c^3\Sigma^+_1, \text{ which subsequently spontaneously decays into a manifold of vibrational levels (yellow region) in } a^3\Sigma^- \text{.} \]

\[ \text{(B) PA resonance of the } c^3\Sigma^+_1 \text{ ( } \nu' = 0, J' = 2 \text{) } \leftrightarrow \text{ } a^3\Sigma^- \text{ transition. Shown is the Na } + \text{ Cs two-body loss probability as a function of the PA frequency for a 75 ms pulse duration.} \]

\[ \text{(C) Time dependence of resonant PA in the quantum (blue) and classical (red) regimes. The red curve is a single exponential with } 1/e \text{ decay time of } 53(4) \text{ ms. The blue curve is a sum of two exponentials with decay times of } 16(8) \mu\text{ s and } 9(3) \text{ ms. The distributions of relative motional states for the two cases are indicated schematically.} \]

8 Supplement

8.1 Trajectory of merging two atoms into one tweezer

The speed at which we choose to transport a Cs atom in the 976 nm tweezer and subsequently merge it with the 700 nm tweezer is constrained by two main factors: (1) minimizing heating due to jerk (time-derivative of acceleration) at the endpoints, and (2) avoiding trap depth oscillations at a frequency that could cause parametric heating.\(^{57}\)

To address (1), we use the so-called “minimum-jerk trajectory”\(^{58}\) to transport Cs. It is designed to translate the equilibrium point of a classical harmonic oscillator with minimal motional excitation. The displacement \(x\) as a function of time \(t\) is given by

\[
x(t) = \begin{cases} 
  x_{\text{min jerk}}(t, d, T) = d \left( 10 \left( \frac{t}{T} \right)^3 - 15 \left( \frac{t}{T} \right)^4 + 6 \left( \frac{t}{T} \right)^5 \right) 
  
  & \text{for } 0 \leq t < T \\
  x_{\text{min jerk}}(t - T + 2\Delta t, 2\Delta t, 2\Delta t) + \alpha T^2 \frac{\Delta t}{\Delta \nu} & \text{for } T < t < T - \Delta t \\
  x_{\text{min jerk}}(t - T + 2\Delta t, 2\Delta t, 2\Delta t) + \alpha T^2 \frac{\Delta t}{\Delta \nu} & \text{for } T - \Delta t < t \leq T 
\end{cases}
\]

where \(\Delta f = d/(2 + \frac{15}{4} \frac{\alpha}{1 - \alpha})\) and \(\Delta \nu = \frac{1}{2} T(1 - \alpha)\) are the distance covered and time elapsed, respectively, of the minimum jerk trajectory portion, and \(\alpha\) is the fraction of the trajectory that is linear motion and can range from 0 (fully minimum jerk) to 1 (fully linear).

For data in Fig 4B, we use \(d = 2.5 \mu\text{m, } T = 7.6 \text{ ms, and } \alpha = 0.\) For the data in Fig 4C, we use \(d = 2.95 \mu\text{m and } \alpha = 0.95.\) We find the hybrid trajectory is more robust against parametric heating.

8.2 Simulating merging of two tweezers

To find the fastest speed at which we can merge single Na and Cs atoms tweezers into the same tweezer, we simulate their time evolution using the split operator method.\(^{59}\)

The atomic polarizabilities are taken from Table 2 of Ref. 60. The initial and final trap eigenfunctions are cal-
culated with the Fourier Grid method. The ground state population at the end of the sequence is given by the squared overlap of the wavefunction following the time evolution with the ground state of the final trap. The accuracy of these simulations is determined by the time step $\Delta t$ and position grid spacing $\Delta x$. The accuracy of the split operator method is then set by $[H,V] \Delta t^2$, where $H$ is the Hamiltonian and $V$ is the potential energy. For the simulation data presented here, we use a time step of $\Delta t = 0.1 \, \mu$s and spatial grid spacing $\Delta x = 1$ nm, and have checked that the simulation converges at these values.

The tweezer waist is estimated from scalar Gaussian beam propagation simulation of the input beam (whose waist we can measure), including the effect of the beam clipping on the objective aperture. The simulated electric field intensities along the radial and axial directions are fitted independently to those of a Gaussian beam. We find that doing so gives an input beam that is Gaussian except that the Rayleigh range is scaled by 1.39, to account for aberrations.

For the 976 nm tweezer, for 15 mW measured before a final beam expanding telescope, 9 mm waist input before the objective, the radial and axial waists at the tweezer are 0.844 $\mu$m and 4.875 $\mu$m ($zR = 1.006 \, \mu$m) respectively. We match the calculated and measured radial and axial trapping frequencies of 125.7 kHz and 24.1 kHz respectively, by inserting a transmission coefficient $T = 0.27$ by hand. This includes transmission through many optical elements: dichroics, objective, glass cell, and electrode plate surfaces. Similarly, for the 700 nm tweezer, 6.6 mm input waist, 48 mW power before a final beam expanding telescope, $T= 0.36$ gives 530.5 kHz and 92.7 kHz radial and axial trap frequencies, in good agreement with measurements.

By scanning the merge time and calculating the final wavefunction overlap with the motional ground state wavefunction, we find that we can scan more than $10 \times$ faster (i.e. 2.95 $\mu$m in <1 ms) using a minimum jerk trajectory and still remain in the ground state with >99.9% probability (see Fig. 5), provided there are no technical imperfections.

### 8.3 Derivation of trap depth oscillation frequency

We use an IntraAction A2D-563AHF3.11 which can deflect the beam in two dimensions. The electro-optic medium is not angle-cut, and forms an acoustic cavity. The amplitude of the intracavity field affects the AOD diffraction efficiency and depends on RF drive frequency. Therefore, as the RF drive frequency is scanned to move the tweezer, the trap depth oscillates, in this case by 1%.

By scanning the tweezer position along the merge axis and measuring the period of the intensity fringes, we measure the free spectral range of the acoustic cavity to be $\text{FSR} = 97.5 \, \text{kHz}$. This is consistent with $\text{FSR} = v/2L$ where the length of the acousto-optic crystal $L \approx 2\, \text{cm}$ and the speed of sound is $v = 3.63 \, \text{mm/\mu s}$.

Scanning the RF drive frequency by 9.44 MHz moves the 976 nm trap 2.95 $\mu$m in the focal plane.

Therefore, the acoustic cavity causes the trap depth to oscillate at a frequency $v_{\text{move}} \approx 9.44 \, \text{MHz} / (\text{FSR} \times 2.95 \, \mu\text{m})$, where $v_{\text{move}}$ is the speed at which the trap moves. For our hybrid trajectory in Section 4, the trap depth oscillation during the linear part is therefore 9.9kHz.

### 8.4 Simulated tweezer power 2D scan

We perform a numerical simulation of the dynamics of merging atoms into one tweezer with different 700 nm and 976 nm tweezer powers. This yields the plots in Fig. 7A and B for Na and Cs, respectively. We find that heating regions arising from double-well for Na and anti-trapping of Cs are qualitatively reproduced (discrepancy in the exact
size of the heating regions are attributed to aberrations of the tweezer which cause the actual trap depth to be different than expected.

We observe more overall heating in the experimental data compared to simulation, even in the regions that have no specific heating mechanism. This is likely caused by axial misalignment, which we estimate to be about 1.5 μm in this experiment.

8.5 Calculation of phase space density (PSD)
We define 0 < PSD ≤ 1 as the peak occupation of the joint Na and Cs system per quantum state. It characterizes the quantum state purity of the system prior to molecule formation, and therefore how far the atoms are into the quantum regime. Furthermore, the closer PSD is to 1, the more efficiently we expect to form molecules, provided the relative momentum ignores the variation of the Franck-Condon factors over the range of thermally populated motional states in the classical regime. However, we have calculated that the Franck-Condon factors should vary by less than a factor of 5 over the range of relevant motional states.

The ratio of collision rates is then given by \( \Gamma_{PA,0}/\Gamma_{PA,\text{th}} = 1.7 \times 10^5 \), which qualitatively explains the enhanced PA rate we measured in Sec. 5.

We note that the use of \( \Gamma_{PA,0}^{\text{max}} \) to estimate the PA enhancement ignores the variation of the Franck-Condon factors over the range of thermally populated motional states in the classical regime. However, we have calculated that the Franck-Condon factors should vary by less than a factor of 5 over the range of relevant motional states.
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