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Abstract

In a single-parameter mechanism design problem, a provider is looking to sell some service to a group of potential buyers. Each buyer $i$ has a private value $v_i$ for receiving this service, and some feasibility constraint restricts which subsets of buyers can be served simultaneously. Recent work in economics introduced (deferred-acceptance) clock auctions as a superior class of auctions for this problem, due to their transparency, simplicity, and very strong incentive guarantees. Subsequent work in computer science focused on evaluating these auctions with respect to their social welfare approximation guarantees, leading to strong impossibility results: in the absence of prior information regarding the buyers’ values, no deterministic clock auction can achieve a bounded approximation, even for simple feasibility constraints with only two maximal feasible sets.

We show that these negative results can be circumvented either by using access to prior information or by leveraging randomization. In particular, we provide clock auctions that give a $O(\log \log k)$ approximation for general downward-closed feasibility constraints with $k$ maximal feasible sets, for three different information models, ranging from full access to the value distributions to complete absence of information. The more information the seller has, the simpler and more practical these auctions are. Under full access, we use a particularly simple deterministic clock auction, called a single-price clock auction, which is only slightly more complex than posted price mechanisms. In this auction, each buyer is offered a single price, then a feasible set is selected among those who accept their offers. In the other extreme, where no prior information is available, this approximation guarantee is obtained using a complex randomized clock auction. In addition to our main results, we propose a parameterization that interpolates between single-price clock auctions and general clock auctions, paving the way for an exciting line of future research.
1 Introduction

Our goal in this paper is to design auctions for the following well-studied class of mechanism design problems: given some set $N$ of $n$ buyers that request a service, and a feasibility constraint $\mathcal{F} \subseteq 2^N$ that restricts the subsets of buyers that can be served simultaneously, we need to decide which feasible subset of buyers $F \in \mathcal{F}$ should be served, and how much each served buyer should pay for the service. A crucial obstacle is that we do not know the value $v_i$ of each buyer $i$ for the service, i.e., the amount that they are willing to pay for it. Therefore, unless our auction is carefully designed, the buyers can choose to misrepresent this value, aiming to minimize their payment.

For a simple concrete example, consider a setting where some ticket broker is looking to sell 100 tickets for a concert and each potential buyer is interested in purchasing a specific number of tickets so that they can go with their family, or group of friends. The buyers would go to the concert only if they are able to secure their desired number of tickets (depending on their group size), but the broker has just 100 tickets, so it would only be feasible to satisfy subsets of buyers whose total demand for tickets is at most 100. The broker needs to use some mechanism that decides who should get tickets and how much they should each pay, and there are several different types of mechanisms to choose from. For example, she could ask each potential buyer to privately submit a bid with the amount that they are willing to pay, and then use this information to decide the outcome. A much simpler, but possibly inefficient, option would be to just post a fixed price and sell the tickets at that price on a first-come-first-served basis.

Milgrom and Segal [48, 49] recently provided a compelling argument that an ideal solution for this class of problems is a (deferred-acceptance) clock auction, and they designed one for reallocating radio frequency licenses, generating almost 20 billion dollars in revenue [31]. An ascending clock auction takes place over a sequence of rounds: each buyer is offered a personalized price that weakly increases over time and if the price exceeds the amount they are willing to pay, they can permanently drop out of the auction and pay nothing (note that this is unlike other ascending auctions that assign prices to items instead). When the set of buyers that remain active (the ones that have not dropped out) becomes feasible, the auction can terminate and serve these buyers at the cost of the last price they accepted. Therefore, designing a clock auction reduces to the algorithmic problem of carefully choosing the vector of prices offered to buyers in each round.

Any mechanism that follows the clock auction format automatically satisfies a list of very appealing properties that make clock auctions a highly practical solution that is well-suited for real-world applications. For example, not only are they strategyproof (meaning buyers have no reason to unilaterally misrepresent their value); they are actually obviously strategyproof [45], which implies significantly stronger incentive guarantees, including weak group-strategyproofness, i.e., that even if a coalition of buyers misrepresented their values in a coordinated way, they would not all benefit from this deviation. Furthermore, clock auctions guarantee (i) transparency (there is no way in which the auctioneer can mishandle, behind the scenes, the information provided by the buyers), (ii) unconditional winner privacy (the winners of the auction never need to reveal their true value), and (iii) simplicity (the buyers do not need to understand the inner workings of the auction; all they need to know is the price offered to them in each round). These are properties that most strategyproof auctions do not satisfy (see Section 1.2 for additional discussion on these properties).

Motivated by the strong evidence in favor of clock auctions, subsequent work focused on analyzing their performance in a variety of different settings (e.g., [24, 35, 22, 46, 41, 10, 36, 8, 13]). For the problems studied in this paper, these efforts were overshadowed by a strong impossibility result: even for seemingly very simple instances, all prior-free deterministic clock auctions are bound to perform poorly [24]. However, the restriction to prior-free auctions, i.e., ones where the seller
has no prior information regarding the amount that the buyers may be willing to pay, is rather unrealistic, given the vast amounts of historical data being gathered and stored nowadays. In fact, the standard model in auction design is in the Bayesian setting, where the value \( v_i \) of each buyer \( i \) is drawn independently from some distribution \( D_i \) and, although the seller does not know the realization of the values, she knows the distributions. Also, although deterministic auctions are more appealing in practice, using randomization to overcome adversarially constructed instances can be a very effective tool. Despite the long literature on Bayesian auctions and randomized auctions, the power of these tools in the context of clock auctions remains largely unexplored. In this paper, we address this gap in the literature by analyzing both deterministic Bayesian clock auctions and randomized prior-free clock auctions.

1.1 Our Results

We study the problem of maximizing the social welfare, i.e., the sum of the values of the served buyers, and we compare the expected welfare of our auctions to the expected optimal welfare. We consider problem instances with general downward-closed feasibility constraints \( F \) and provide three alternative clock auctions (depending on the amount of information available to the seller) that all achieve an \( O(\log \log k) \) approximation guarantee, where \( k \) is the number of maximal sets in \( F \). The more information the seller has, the simpler the proposed auction, providing sellers with three options that exhibit an interesting trade-off between access to information and auction simplicity. These results are in stark contrast to the fact that prior-free deterministic clock auctions cannot achieve any bounded approximation even for very simple instances where \( k = 2 \) [24].

**Result 1: Deterministic single-price clock auction under full access to priors** (Section 3). In the standard Bayesian setting, where buyer values are drawn from known distributions, we show that the \( O(\log \log k) \) approximation guarantee can be provided by a deterministic clock auction that has a particularly simple structure. It is a member of a class of auctions, which we call single-price clock auctions, which use only a small portion of the power that clock auctions possess and, as we discuss in Section 3, are closely related to the well-studied class of posted-price mechanisms. Like posted price mechanisms, single-price clock auctions offer just a single price to each buyer. However, single-price clock auctions can defer the decision regarding which subset of buyers to serve until every buyer has responded to the price they were offered, whereas posted-price mechanisms need to serve every buyer who accepts the offered price. Our results show that this advantage allows us to achieve an exponential improvement over posted-price mechanisms, which cannot achieve better than a \( O(\log k / \log \log k) \) approximation, even for a simple feasibility constraint where all the \( k \) maximal feasible sets are disjoint [6, 50].

**Result 2: Deterministic clock auction under restricted access to priors** (Section 4). Our second result is a deterministic auction which achieves the same approximation guarantee using only limited information regarding the distributions: it has access to the expected value of each bidder and to the expected value of the optimal solution, but has no additional information regarding the moments of \( D_i \). This is in line with recent work focusing on mechanism design with limited information (e.g., [3, 4, 14, 39, 16, 19, 30, 53, 2]). In contrast to our first auction, which leverages its unrestricted access to the distributions to offer only a single price to each bidder, our second auction may need to interact multiple times with each bidder, over a sequence of rounds. Nevertheless, its structure remains rather simple: every bidder faces the same price \( p \), which is gradually increased until either the set \( A \) of active bidders is feasible, i.e., \( A \in F \), or some feasible subset of the active bidders \( F \subset A \) reaches an appropriate revenue target.
Result 3: Randomized prior-free clock auction (Section 5). Our third result applies to settings without any access to prior information. Using the tools and intuition from the analysis of the first two auctions, we show that the “hedging auction” introduced in [13] gives an $O(\log \log k)$ approximation as well. This provides an exponential improvement over the $O(\sqrt{\log k})$ bound shown in [13]. The hedging auction is randomized and significantly more complicated than the deterministic auctions above. It randomly chooses between two alternatives. The first alternative uses non-uniform pricing (i.e., the price offered to each buyer in each round can be different from what is offered to others) and the price trajectory is determined by a complex price update process. The second alternative randomly “samples” a subset of the buyers and then uses their values to decide which of the non-sampled buyers to serve. Although neither one of these alternatives achieves a good performance on its own, we show that the best of the two is guaranteed to perform well. The hedging auction depends on randomization in two ways: i) it hedges between the two alternatives, and ii) it uses randomized sampling.

In Section 6, we complement our positive results with an inapproximability result that applies to all three settings we study. Our lower bound holds for a very simple instance with two maximal feasible sets and applies even to Bayesian settings with independent values. This is in contrast to a previous lower bound which holds only under correlated priors [13].

A hierarchy of clock auctions (Section 7). We conclude with a proposed “hierarchy” of clock auctions, depending on the amount of power that they use. This hierarchy sets the stage for an exciting new line of research with a broad range of open problems that would help us develop a more refined understanding of the guarantees that are achievable by a spectrum of gradually more powerful clock auctions. As an initial step toward that direction, we provide some results and observations, and discuss interesting connections between the construction of lower bounds for single-price clock auctions and the literature on large deviations in probability theory.

1.2 The Compelling Advantages of (Deferred-Acceptance) Clock Auctions

The recent surge of interest in clock auctions, starting with the work of Milgrom and Segal [48, 49], has largely been motivated by the long list of appealing properties that these auctions satisfy, which make them a better fit for many real-world applications than the widely-studied sealed-bid auctions. In a sealed-bid auction, the buyers are asked to directly report their values to the auctioneer through a bid, and the auction then takes all this information into consideration in deciding who should be served and what the payments should be. The mechanism design literature has produced several sealed-bid auctions that are strategyproof, but experimental evidence suggests that people often misreport their values even when faced with simple strategyproof sealed-bid auctions, whereas they do follow their dominant strategy in clock auctions [40].

Obvious strategyproofness. To provide theoretical justification for this phenomenon, Li [45] introduced the much more demanding property of obvious strategyproofness (OSP). In simple terms, an auction is OSP if it provides every bidder with an obviously dominant strategy: at any point during the auction, each bidder’s utility in the best-case scenario if she deviates from this strategy is no more than her utility in the worst-case scenario if she follows this strategy. Using both experimental evidence and theoretical arguments, Li argued that even non-experts can recognize that an obviously dominant strategy is their optimal choice. He also showed that in clock auctions it is an obviously dominant strategy for every bidder to remain in the auction until the price she is offered exceeds her value. In fact, for single-parameter domains like the ones we study here, Li showed that clock auctions are essentially the only class of auctions that can achieve the stronger incentive property of OSP. Furthermore, an auction that satisfies OSP, like clock auctions do, is also
guaranteed to be *weakly group-strategyproof*, i.e., even if the buyers got together and manipulated the auction in a coordinated way, they would not all benefit from that deviation. This is an incentive property that very few sealed-bid auctions satisfy. Apart from their improved incentives, clock auctions also satisfy properties related to transparency, privacy, and simplicity.

**Transparency.** Another shortcoming of sealed-bid auctions is that the bidders need to trust that the allocation and prices that the auction outputs are, in fact, the result of the precise computations dictated by the auction’s rules. For example, they need to trust that the auctioneer will not charge them more, even though they have revealed exactly how much they are willing to pay, through their bid. Also, even if the bidders believe that the auctioneer is not malicious, they need to trust that there were no unintended errors in computing the outcome or the prices, as even very small errors could violate the incentive properties. This is in stark contrast to clock auctions where every bidder sees the prices in each round and need not even worry about how they were computed, as this does not affect their incentives in any way. In fact, clock auctions are credible, an important property introduced by Akbarpour and Li [2], meaning that it is optimal for the auctioneer to follow the stated rules of the auction. When selling a single item Akbarpour and Li [2] showed that an ascending clock auction is the *unique* optimal auction that is both credible and strategyproof.

**Unconditional Winner Privacy.** Sealed-bid auctions also require every bidder to reveal to the auctioneer exactly how much they are willing to pay for the service. In clock auctions, bidders reveal their true value only if they choose to drop out, so the winners do not need to ever reveal how much they were actually willing to pay for the service (which is often very sensitive information). Milgrom and Segal [49] termed this property *unconditional winner privacy*, based on a notion defined earlier by Brandt and Sandholm [11], and demonstrate that the set of auctions which preserve unconditional winner privacy corresponds to the set of clock auctions.

**Simplicity without Sacrificing Sophistication.** A particularly exciting property of clock auctions from an algorithm designer’s standpoint is that they achieve simplicity without sacrificing sophistication. In the line of work motivated by simplicity in mechanism design (e.g., [38, 7, 51]), simplicity often implies that the algorithmic aspect of the auction is rather straightforward so that the participants can understand it. However, clock auctions provide a very simple interface to the buyers (the ascending prices), and it is always an obviously dominant strategy for them to remain in the auction while their price does not exceed their value, *no matter how the prices are chosen*. Thus, the designer can still make elaborate algorithmic decisions in the “back-end”, in choosing the sequence of prices that it offers, aiming to achieve good performance guarantees, while maintaining the incentives of these buyers, and a simple “front-end” that the buyers interact with.

### 1.3 Other Related Work

In one of the first papers on the performance of clock auctions, Dütting et al. [24] proved a rather pessimistic result: there exists a seemingly simple family of instances with $n$ bidders, where no deterministic prior-free clock auction can achieve an approximation of $O(\log^{1-\epsilon} n)$ for any constant $\epsilon > 0$. In these instances, the auction needs to decide between serving a single bidder or any subset of the remaining $n-1$ bidders, so it has just $k = 2$ disjoint maximal feasible sets. This simple feasibility constraint clearly exhibits the impact of the clock auctions’ information limitations, leading to an inapproximability result that grows arbitrarily with the number of agents, even though $k$ is constant. In recent work, Christodoulou et al. [13] designed a deterministic prior-free clock auction that guarantees a $O(\log n)$ approximation for general downward-closed feasibility constraints, showing that this is essentially the class of worst-case instances. To overcome the obstacle posed by these instances, they proposed a randomized clock auction that achieves a $O(\sqrt{\log k})$ approximation for downward-closed feasibility constraints, implying a $O(\sqrt{\log n})$ approximation for the interesting
class of feasibility constraints with disjoint maximal feasible sets (generalizing the lower bound instances). Our results in this paper achieve an exponential improvement over both of these results.

Apart from the work focusing on the design of clock auctions, some recent work has focused more broadly on the design of auctions that satisfy just one of the clock auction properties, such as obvious strategyproofness (OSP) \cite{Ferraioli2021, Ferraioli2020} or credibility \cite{Cai2019, Cai2020, Cai2021}. Most relevant to our results, Ferraioli et al. \cite{Ferraioli2021} showed that the aforementioned setting of two disjoint maximal sets remains an obstacle for any prior-free deterministic OSP mechanism by demonstrating that no such mechanism can achieve better than a $\sqrt{\log n}$-approximation. We thus show an exponential gap between clock auctions with priors or randomization and prior-free deterministic OSP mechanisms for this setting.

We defer additional discussion on related work to the relevant sections; we discuss related work on posted-price mechanisms in Section \ref{sec:related-work} and on auctions with limited information in Section \ref{sec:limited-info}.

2 Preliminaries

A set $N$ of $n$ buyers request some service and each buyer $i$ has a private value $v_i$ indicating how much they are willing to pay for it; the vector of all values is denoted by $\mathbf{v} = (v_i)_{i \in N}$. A feasibility constraint $\mathcal{F} \subseteq 2^N$ contains the subsets of buyers that can be served simultaneously. Throughout the paper we focus on feasibility constraints that are downward-closed, i.e., if $F \in \mathcal{F}$ then $F' \subseteq F$ for every $F' \subseteq F$. That is, if the set of buyers $F$ can be served, then any subset of $F$ can also be served; a very mild assumption satisfied by virtually all interesting constraint structures.

Two examples of downward-closed feasibility sets are Disjoint-Maximal-Sets and Knapsack. In Disjoint-Maximal-Sets, the buyers are partitioned into $k$ disjoint groups, $S_1, \ldots, S_k$, and a set $F$ of buyers is feasible if and only if it is a subset of one of these groups, i.e., $\mathcal{F} = \{F \subseteq N \mid \exists S_j \text{ such that } F \subseteq S_j\}$. In Knapsack, each buyer $i \in N$ has a demand of size $c_i$ and the auctioneer has a supply constraint restricting her to serve only subsets whose total demand does not exceed the supply, which is normalized to 1, i.e., $\mathcal{F} = \{F \subseteq N \mid \sum_{i \in F} c_i \leq 1\}$.

Our goal is to design auctions that serve a feasible subset of buyers $F \in \mathcal{F}$, aiming to maximize the social welfare, $SW(F) = \sum_{i \in F} v_i$. In the Bayesian setting, the value $v_i$ of each bidder $i$ is independently drawn from a distribution $D_i$ and the product distribution over all bidders is denoted by $D = \times_{i \in N} D_i$. The social welfare of a Bayesian auction is, therefore, a random variable and, for simplicity, we use $E_{v \sim D}[\text{AUC}]$ to denote the expected social welfare of an auction $\text{AUC}$. We evaluate the performance of our Bayesian clock auctions using the demanding benchmark of the expected optimal social welfare, i.e., $\text{OPT} = E_{v \sim D}[\max_{F \in \mathcal{F}} \{\sum_{i \in F} v_i\}]$. We say an auction $\text{AUC}$ approximates the optimal welfare within a factor $\alpha$ if $\text{OPT} \leq \alpha \cdot \text{AUC}$ for every distribution $D$. Recall that a Bayesian auction can use information regarding the distribution $D$. When clear in the context, we omit the subscript from the expectation. In the prior-free setting, the values of the bidders are chosen adversarially and the expected social welfare of a randomized auction is over its own randomness. Our goal in both settings is to design auctions with small approximation factors.

A clock auction is a multi-round mechanism in which each bidder faces a personalized “clock” price, which weakly increases over time. At the outset of the auction, all bidders are “active”. An initial vector of prices $p^{1} = \{p_i^{1}\}_{i=1}^n$ is posted to the bidders, and every bidder may choose to permanently exit the auction (this bidder is no longer active) or stay active at the current price. In each round $t$, the auctioneer posts a new price $p_i^t$ to each active bidders $i$, where $p_i^{t} \geq p_i^{t-1}$. Each active bidder can then choose to remain active or exit permanently. If in round $\tau$ the remaining active bidders form a feasible set $F \in \mathcal{F}$, the auction can terminate and serve each active bidder $i$ at price $p_i^{\tau}$ (all bidders who have exited the auction are not served and pay 0). The prices in each round are chosen using any public information, such as the history of prices offered, the bidders'
responses to these prices (whether they accepted them or not), and the feasibility structure. In a setting with prior information, the prior information can also be used to inform this choice.

3 Deterministic Single-Price Clock Auction with Priors

We begin by proposing a particularly simple class of clock auctions which we call single-price clock auctions. Rather than asking each bidder to respond to multiple (increasing) price offers, these auctions offer a single price to each. As a result, they can be implemented in a decentralized and asynchronous fashion: each bidder could arrive at a different time, respond to the price that they are offered, and depart. The mechanism first collects the responses of all bidders and then, using this information, decides which subset to serve. Single-price clock auctions take the following form:

**MECHANISM 1:** Single-price clock auction template

1. Calculate some vector of prices $p$ using public information
2. Set the clock of each bidder $i$ to $p_i$ (bidders then choose to remain active or exit)
3. Among the bidders that chose to remain in the auction, select a “preferred” feasible subset $F$
4. Reject all bidders $i \notin F$, accept all bidders in $i \in F$ and charge them $p_i$

In this section, we first discuss interesting connections between these auctions and the very well-studied class of posted-price mechanisms. We then show our main technical result of the section. Given a downward-closed feasibility constraint $F$, let $S = (S_1, \ldots, S_k)$ denote the collection of maximal feasible sets in $F$. We demonstrate that, using full access to the priors, we can design a single-price clock auction that achieves a $O(\log \log k)$-approximation to the benchmark welfare.

3.1 Connections to posted-price mechanisms

Single-price clock auctions are closely related to the class of (sequential) posted-price mechanisms, which has attracted a lot of attention in the algorithmic mechanism design literature (e.g., [37, 12, 14, 23, 26, 50, 52, 32]). These mechanisms approach the buyers sequentially and offer each of them a take-it-or-leave-it price for being served (possibly depending on the history of responses). They are then served if and only if they accept the price offered to them. These mechanisms are typically given access to the full value distributions that the buyer values are drawn from.

This line of work draws upon the “prophet inequality” literature in optimal stopping theory [43, 44]. The literature on sequential posted pricing (and prophet inequalities) includes different models, depending on the assumption regarding the arrival order of the buyers. The most common assumption is that buyers arrive in an adversarial order, but other models have been studied too. For example, in the so-called ordered prophets model, the mechanism designer can choose the order in which she approaches the buyers (see, e.g., [12, 55, 1, 9]). Similarly, in the prophet secretary model, buyers are assumed to arrive in a random order (see, e.g., [28, 27, 18, 1, 15]).

From an implementation standpoint, posted-price mechanisms are appealing because they are decentralized, like single-price clock auctions. However, single-price clock auctions do not commit to serving all the buyers who accept the prices offered to them (they are not online mechanisms). They instead defer their decision regarding which subset of buyers to serve after all the buyers have responded to their offers, which provides these auctions with some additional information.

These mechanisms also differ in the level of adaptivity they may employ in setting prices (see, e.g., [47, 17]). A non-adaptive mechanism commits to the prices before receiving any responses, whereas an adaptive mechanism can offer prices sequentially, conditioning the offers on the responses.

---

1. It is easy to verify that even ordered prophets can be simulated as multi-round clock auctions.
of previous buyers. A single-price clock auction uses non-adaptive pricing (every buyer’s price is determined in advance). Thus, comparing the performance of single-price clock auctions to that of posted-price mechanisms has interesting implications regarding the power of deferred-acceptance, that the former have, relative to the power of price-adaptivity, possessed by the latter.

3.2 Achieving the $O(\log \log k)$ bound

In what follows, we demonstrate that if the auctioneer has access to the entire product distribution $D = \times_{i \in N} D_i$ of bidder values, she can design a single-price clock auction which obtains a $O(\log \log k)$ approximation guarantee. This is in contrast to posted-price mechanisms which we know cannot achieve better than a $O\left(\frac{\log k}{\log \log k}\right)$ approximation even for Disjoint-Maximal-Sets [6, 50]. Thus, our single-price clock auction outperforms all posted-price mechanisms. In this light, our result suggests that, in our setting, the ability to defer the acceptance decisions can be significantly more useful than the ability to adapt the prices.

**Theorem 1.** Every downward-closed setting with $k$ maximal sets admits a deterministic single-price clock auction that obtains an $O(\log \log k)$ approximation to the expected optimal welfare if the full distribution $D$ is known.

Before deriving our single-price clock auction, we first decompose the benchmark welfare into two parts. For each realization of bidder values there is some maximal feasible set $S \in \mathcal{S}$ that achieves the maximum social welfare. This set could have a lot of “low” value bidders, a few “high” value bidders, or a mix of the two. To prove that our auction approximates $\text{OPT}$, we can then divide $\text{OPT}$ into two parts: the portion of this expected welfare that comes from “low” value bidders and the portion that comes from “high” value bidders. We show that if the low-value contribution is greater, the approximation factor is achieved by offering all bidders a price of 0 and by accepting only the bidders from the set with highest expectation. On the other hand, if the low-value contribution is not within $\log \log k$ factor of the benchmark, then the high-value part must make up nearly all of the expected optimal welfare. We show that the vast majority of the high-value contribution comes from sets with a logarithmic (or fewer) number of high value bidders. To define the partition of bidders into high and low values, we set a threshold $t_S$ for each maximal feasible set $S \in \mathcal{S}$ so that the expected number of bidders exceeding their corresponding set’s threshold $t_S$ is $\log k$. That is, let

$$S(t, v) \overset{\text{def}}{=} \{i \in S|v_i > t\}$$

Then, the threshold $t_S$ is the value satisfying\(^2\)

$$E_v[|S(t_S, v)|] = \log k.$$ 

The choice of $\log k$ is a critical point at which it is still likely that for all $k$ maximal sets, the number of bidders exceeding their corresponding set’s threshold $t_S$ is within a constant factor of the expectation. This is cast in the following lemma.

**Lemma 2.** Let $t$ be a threshold for a set $S$ such that $E_v[|S(t, v)|] = \log k$. Then

$$\Pr_v[\exists x \in [0, t) : |S(x, v)| > 10 \cdot E_v[|S(t, v)|]] = o(1/k^2).$$

\(^2\)For simplicity of presentation we assume that such a value exists (e.g., in cases where the expected value is continuous). Otherwise, we set the threshold $t_S$ to be the value satisfying $\inf_{t_S} E_v[|S(t, v)|] \leq \log k$. The same is true for the $t'$ value described in the proof of Lemma 2.
Proof. First consider the threshold $t$ such that $E_v[|S(t, v)|] = \log k$ and an interval of threshold values $[t', t)$ such that $E_v[|S(t', v)|] = 2E_v[|S(t, v)|]$. We would like to have $|S(x, v)| < 10E_v[|S(x, v)|]$ for all $x \in [t', t)$. Consider a set of independent $\{0, 1\}$-value random variables $\{\xi_i\}_{i \in S}$ where $\xi_i \overset{\text{def}}{=} \mathbb{1}[v_i \geq t']$. Note that $\sum_{i \in S} \xi_i = |S(t', v)|$. By Chernoff bound, it follows that

$$\Pr_v \left[ |S(t', v)| > 5E_v \left[ |S(t', v)| \right] \right] < \left( \frac{e^4}{5^5} \right)^{2-\log k} = o(1/k^2).$$

For all $x \in [t', t)$ we have $|S(x, v)| \leq |S(t', v)|$ and $E_v[|S(x, v)|] \geq E_v[|S(t, v)|] = \frac{1}{2} \cdot E_v[|S(t', v)|]$. Thus, if $|S(t', v)| < 5E[|S(t', v)|]$, then $|S(x, v)| < 10E[|S(x, v)|]$ for all $x \in [t', t)$. Hence,

$$\Pr_v \left[ \exists x \in [t', t) : |S(x, v)| > 10E_v \left[ |S(x, v)| \right] \right] = o(1/k^2).$$

Consider the list of intervals $[r_0, r_1), [r_1, r_2), \ldots, [r_{\ell-1}, r_\ell)$, where $E_v[|S(r_j, v)|] = 2E_v[|S(r_{j-1}, v)|]$ for all $j = 1, \ldots, \ell$ and such that $r_0 = 0$ (or alternatively the lowest value in the support of any bidder) and $r_\ell = t$. We may apply the same Chernoff bound argument that we did for the interval $[t', t)$ to any of these intervals and get a bound of $o(1/k^{2(j-1)+1})$ for the interval $[r_{j-1}, r_j)$. Then, by the union bound over all the intervals we get an upper bound of

$$\Pr_v \left[ \exists x \in \cup_{j=1}^{\ell}[r_{j-1}, r_j) : |S(x, v)| > 10 \cdot E_v \left[ |S(x, v)| \right] \right] \leq \sum_{j=1}^{\ell} o \left( \frac{1}{k^{2(j-1)+1}} \right) = o \left( \frac{1}{k^2} \right).$$

Consequently, $\Pr_v \left[ \exists x \in [0, t) : |S(x, v)| > 10E_v[|S(x, v)|] \right] = o(1/k^2)$.

We now write the following low-high decomposition of the benchmark.

$$\text{OPT} = E \left[ \max_{S \in \mathcal{S}} \sum_{i \in S} v_i \right] = E \left[ \max_{S \in \mathcal{S}} \sum_{i \in S} \min(v_i, t_S) \right] + E \left[ \max_{S \in \mathcal{S}} \sum_{i \in S} v_i \cdot \mathbb{1}[v_i > t_S] \right], \tag{1}$$

where for every bidder $i$ we define two regimes with respect to every set $S$ such that $i \in S$:

low-value part: $\tilde{v}_{i, S} \overset{\text{def}}{=} \min\{t_S, v_i\}$, 
high-value part: $\hat{v}_{i, S} \overset{\text{def}}{=} v_i \cdot \mathbb{1}[v_i > t_S],$

so $\tilde{v}_{i, S} \in [0, t_S]$, and if $\tilde{v}_{i, S} > 0$ then it must be that $\hat{v}_{i, S} > t_S$. Also, one can easily verify that $v_i \leq \tilde{v}_{i, S} + \hat{v}_{i, S}$ for any bidder $i$ and any set $S$ such that $i \in S$.

We first establish the following core-tail decomposition of $\text{HIGH} = E_v[\max_{S \in \mathcal{S}} \sum_{i \in S} \tilde{v}_i]$ that allows us to reduce the problem to the case where all sets $S \in \mathcal{S}$ have size of at most $O(\log k)$. We define the core part of $\text{HIGH}$ as

$$\text{HIGH-CORE} \overset{\text{def}}{=} E_v \left[ \max_{S \in \mathcal{S}} \left( \sum_{i \in S} \tilde{v}_i \cdot \mathbb{1}[|S(t_S, v)| \leq 10 \log k + 1] \right) \right].$$
It follows that

\[
\text{HIGH} \leq \text{HIGH-CORE} + \mathbb{E}_v \left[ \max_{S \in \mathcal{S}} \left( \sum_{i \in S} \hat{v}_i \cdot 1 \left[ |S(t_S, v)| > 10 \log k + 1 \right] \right) \right] \\
\leq \text{HIGH-CORE} + \sum_{S \in \mathcal{S}} \mathbb{E}_v \left[ \sum_{i \in S} v_i \cdot 1 \left[ |S(t_S, v) - \{i\}| > 10 \log k \right] \right] \\
\leq \text{HIGH-CORE} + \sum_{S \in \mathcal{S}} \mathbb{E}_v \left[ \sum_{i \in S} E[v_i] \cdot \mathbb{P}_{\mathcal{V}} [ |S(t_S, v) - \{i\}| > 10 \log k ] \right].
\]

(2)

In the second inequality, we replace \( \max \) by sum. In the third, we modify the event in the right hand side so that it is independent of the value of bidder \( i \); we also use the fact that \( \hat{v}_i \leq v_i \). In the last inequality we use the independence in the right hand side to write the expectation as a product.

We claim that \( \text{HIGH-TAIL} \) can be covered by the simple single-price clock auction which sets zero prices to all bidders and selects the set with maximum expected value. Note that it is extremely unlikely that there are more than \( 10 \log k \) bidders above the threshold \( t_S \) in any set \( S \), i.e., the event that \( |S(t_S, v)| > 10 E[S(t_S, v)] + 1 = 10 \log k + 1 \) for each \( S \in \mathcal{S} \) has probability of \( o(1/k^2) \). Indeed, Lemma 2 gives an even stronger tail probability bound. Note that a simple single-price clock auction with prices at zero would select the feasible set with maximum expected value and get expected social welfare of \( \max_{S \in \mathcal{S}} \mathbb{E}[\sum_{i \in S} v_i] \geq \frac{1}{k} \sum_{S \in \mathcal{S}} \sum_{i \in S} \mathbb{E}[v_i] \), which is more than \( \sum_{S \in \mathcal{S}} \sum_{i \in S} \mathbb{E}[v_i] \cdot o(1/k^2) \). Recall that

\[
\text{LOW} = \mathbb{E} \left[ \max_{S \in \mathcal{S}} \sum_{i \in S} \tilde{v}_{i,S} \right] = \mathbb{E} \left[ \max_{S \in \mathcal{S}} \sum_{i \in S} \min(v_i, t_S) \right].
\]

Next we show that the single-price clock auction with zero prices is a \( O(1) \)-approximation to the \( \text{LOW} \) term in (1). To this end, it is useful to rewrite \( \sum_{i \in S} \tilde{v}_{i,S} = \int_0^{t_S} |S(x, v)| \, dx \). By linearity of expectations we also have

\[
\mathbb{E}_v \left[ \sum_{i \in S} \tilde{v}_{i,S} \right] = \mathbb{E}_v \left[ \int_0^{t_S} |S(x, v)| \, dx \right] = \int_0^{t_S} \mathbb{E}_v [ |S(x, v)| ] \, dx
\]

We use a slightly more complex core-tail decomposition than (2) for the \( \text{LOW} \) term of (1).

\[
\text{LOW-CORE} \overset{\text{def}}{=} \mathbb{E}_v \left[ \max_{S \in \mathcal{S}} \left( \sum_{i \in S} \tilde{v}_{i,S} \cdot 1 \left[ \forall x \in [0, t_S) : |S(x, v)| \leq 10 \mathbb{E}_v [ |S(x, v)| ] + 1 \right] \right) \right]
\]
It follows that

\[
\text{LOW} \leq \text{LOW-\text{CORE}} + E_v \left[ \max_{S \in \mathcal{S}} \left( \sum_{i \in S} v_i \cdot \mathbb{I} \left[ x \in [0, t_S] : |S(x, v)| > 10 E_v [|S(x, v)|] + 1 \right] \right) \right]
\]

\[
\leq \text{LOW-\text{CORE}} + \sum_{S \in \mathcal{S}} E_v \left[ \sum_{i \in S} v_i \cdot \mathbb{I} \left[ x \in [0, t_S] : |S(x, v)| > 10 E_v [|S(x, v)|] + 1 \right] \right]
\]

\[
\leq \text{LOW-\text{CORE}} + \sum_{S \in \mathcal{S}} E_v \left[ \sum_{i \in S} v_i \cdot \mathbb{I} \left[ x \in [0, t_S] : |S(x, v) - \{i\}| > 10 E_v [|S(x, v)|] \right] \right]
\]

\[
= \text{LOW-\text{CORE}} + \sum_{S \in \mathcal{S}} \sum_{i \in S} E \left[ v_i \right] \cdot \Pr \left[ x \in [0, t_S] : |S(x, v) - \{i\}| > 10 E_v [|S(x, v)|] \right]
\]

We again may cover the tail (second) term on the right hand side of (3) since by Lemma 2 
\[
\Pr_v[\exists x \in [0, t_S] : |S(x, v) - \{i\}| > 10 E_v [|S(x, v)|]] = o(1/k^2).
\]
Hence, \( \max_{S \in \mathcal{S}} E[\sum_{i \in S} v_i] \geq \frac{1}{k} \sum_{S \in \mathcal{S}} \sum_{i \in S} v_i \) is at least \( \Theta(k) \) times the value of the LOW-TAIL term in the right hand side of (3). Let us now estimate the LOW-CORE term in (3). Let

\[
\mathbb{I}_{\mathcal{E}(S)}(v) \overset{\text{def}}{=} \mathbb{I} \left[ \forall x \in [0, t_S] : |S(x, v)| \leq 10 E_v [|S(x, v)|] + 1 \right]
\]
be the indicator of the event that for all thresholds \( x \) in the range from 0 to \( t_S \) the number of bidders in \( S \) with values above \( x \) does not exceed the expected number by a factor of 10. Then

\[
\text{LOW-CORE} = E_v \left[ \max_{S \in \mathcal{S}} \left( \sum_{i \in S} \hat{v}_i \cdot \mathbb{I}_{\mathcal{E}(S)}(v) \right) \right] = E_v \left[ \max_{S \in \mathcal{S}} \left( \mathbb{I}_{\mathcal{E}(S)}(v) \cdot \int_{0}^{t_S} |S(x, v)| \, dx \right) \right]
\]

\[
\leq E_v \left[ \max_{S \in \mathcal{S}} \int_{0}^{t_S} (10 E_v [|S(x, v)|] + 1) \, dx \right] = \max_{S \in \mathcal{S}} \int_{0}^{t_S} (10 E_v [|S(x, v)|] + 1) \, dx
\]

\[
\leq \max_{S \in \mathcal{S}} \int_{0}^{t_S} (11 E_v [|S(x, v)|]) \, dx = 11 \max_{S \in \mathcal{S}} E_v \left[ \int_{0}^{t_S} |S(x, v)| \, dx \right] = 11 \max_{S \in \mathcal{S}} E_v \left[ \sum_{i \in S} v_i \right].
\]

In other words, we get that the single-price clock auction with zero prices gets a constant approximation to the LOW term of (1).

Inequalities (1) and (2) give us an upper bound \( \text{OPT} \leq \text{LOW} + \text{HIGH-TAIL} + \text{HIGH-CORE} \), where the welfare of a single-price clock auction with zero prices covers the terms LOW and HIGH-TAIL.

It remains to show we can obtain a \( O(\log \log k) \) approximation to the HIGH-CORE term of the benchmark using a single-price clock auction. Our next lemma gives an upper bound on the HIGH-CORE term. In HIGH-CORE, we may effectively assume that each set \( S \in \mathcal{S} \) is of size at most \( 10 \log k + 1 \).

**Lemma 3.** Let \( m \) be any positive integer, and let

\[
\Delta \overset{\text{def}}{=} E \left[ \max_{S \in \mathcal{S}} \left( \sum_{i \in S} \hat{v}_i \cdot \mathbb{I} \left[ |S(t_S, v)| \leq m \right] \right) \right].
\]

There exists a uniform price \( p \) such that

\[
\Delta \leq O(\log m) \cdot E \left[ \max_{S \in \mathcal{S}} \sum_{i \in S} E \left[ v_i \mid v_i \geq p \right] \cdot \mathbb{I} \left[ v_i \geq p \right] \right].
\]
Note that \( \mathbb{E}[\max_{S \in S} \sum_{i \in S} \mathbb{E}[v_i \mid v_i \geq p] \cdot \mathbb{I}[v_i \geq p]] \) is precisely the expected welfare we get in a single-price clock auction with a uniform price \( p \). Lemma 3 shows that the best choice of a single uniform price will give an \( O(\log m) \)-approximation to \( \Delta \), which translates to \( O(\log \log k) \)-approximation to \text{HIGH-CORE} with \( m = 10 \log k + 1 \). We give a proof sketch here; the complete proof appears in Appendix A.

**Proof sketch for Lemma 3**. Consider the contribution of bidders with value less than \( 2 \cdot \Delta \) to the benchmark (equals to \( \Delta \)). The \( O(\log m) \) approximation guarantee is achieved by the revenue (not the welfare) of a single-price clock auction. Observe that the contribution to the benchmark of bidders with \( \hat{v}_i \leq \frac{\Delta}{2m} \) is at most \( \frac{\Delta}{2} \) so by ignoring all such bidders we lose at most a constant factor of \( \Delta \). Consider partitioning all remaining bidders in \( N \) into \( \log m + 2 \) buckets \( \left[ \frac{\Delta}{2m}, \frac{\Delta}{m} \right], \left[ \frac{\Delta}{m}, \frac{2\Delta}{m} \right], \ldots, \left[ \Delta, 2\Delta \right] \) based on their value. Let \( B \) be the bucket with the largest expected contribution among all these \( O(\log m) \) buckets. The revenue obtained by posting the lower bound of the interval for \( B \) is a \( 2 \)-approximation to the welfare contained in \( B \) for each set and, in particular, the one with maximum realized value.

On the other hand, the uniform price auction with \( p = 2\Delta \) covers the constant fraction of the contribution from the bidders with \( \hat{v}_i \geq 2\Delta \). Indeed, if \( v_i \geq 2\Delta \) for some \( i \), then with a constant probability \( i \) is the only such bidder. I.e., a single-price clock auction with \( p = 2\Delta \) takes all such bidders with constant probability and achieves \( O(1) \) approximation to the contribution of bidders with \( \hat{v}_i \geq 2\Delta \).

Thus, a single-price clock auction achieves a \( O(\log \log k) \) approximation to the \text{HIGH} term in the right side of (1). Combined with the constant approximation given by a single-price clock auction with zero prices to the \text{LOW} term, we are ready to present the proof of Theorem 1.

**Proof of Theorem 1**. By the analysis above, we can achieve the desired approximation using one of the following uniform price clock auctions (the one with the highest expected social welfare):

1. Either let \( p_i = 0 \) for all \( i \in [n] \),
2. or choose a \( j \in [0, \log(10 \log k + 1)] \) and let \( p_i = \Delta \cdot 2^{1-j} \) for all \( i \in [n] \), where

\[
\Delta = \mathbb{E} \left[ \max_{S \in S} \left( \sum_{i \in S} v_i \cdot \mathbb{I}[v_i > t_S] \cdot \mathbb{I}[|S(t_S, \mathbf{v})| \leq 10 \log k + 1] \right) \right].
\]

Note that these prices can be found using only the thresholds \( t_S \) and the value of \( \Delta \). Both \( t_S \) and \( \Delta \) can be inferred from the bidder distributions and constraint system, which are public information. The uniform price of zero covers the \text{LOW} term of our benchmark decomposition (1) and the \text{HIGH-TAIL} portion of (2), whereas the uniform prices of \( \Delta \cdot 2^{1-j} \) cover the \text{HIGH-CORE} portion of (2) (which, together, cover the \text{HIGH} term of (1)).

### 3.3 Alternative Parameterizations

Similar to [13], our bounds are parameterized by \( k \), the number of maximal feasible sets of the instance. Alternative parameterizations that have been considered include, e.g., the number of agents, \( n \), or the size of the largest feasible set, \( r \). For the class of instances with \text{Disjoint-Maximal-Sets}, which are known to pose an obstacle for both posted-price mechanisms and deterministic prior-free clock auctions, our bounds improve prior results with respect to both parameters.

---

\[3\] This is not very surprising given similar statements in the literature, see, e.g., Corollary 1 in [50].
When using the number of agents as a parameter, it is known that even for Disjoint-Maximal-Sets, no posted-price mechanism can achieve better than a $O\left(\log n / \log \log n\right)$ approximation \[2, 50\], and no deterministic prior-free clock auction can achieve a $O\left(\log^{1-\epsilon} n\right)$ approximation for any constant $\epsilon > 0$ \[24\]. Since, for Disjoint-Maximal-Sets the number of maximal feasible sets is $k \leq n$, our auctions achieve a $O\left(\log \log n\right)$ approximation, which is an exponential improvement compared to both posted-price mechanisms and deterministic prior-free clock auctions.

When using the size of the largest feasible set, $r$, as the parameter, Rubinstein \[50\] demonstrated that posted-price mechanisms can achieve a $O\left(\log n \log r\right)$ approximation for general downward-closed feasibility constraints. Applying the mechanism described in Theorem 1, but with $\Delta = \text{OPT}$ and $m = r$ (where $m$ is from the statement of Lemma 3), we get an improved bound with respect to this parameter as well. Indeed, Lemma 3 holds for any threshold $t_S$, in particular for $t_S = 0$. Since the size of every feasible set is at most $r$, we have $\mathbb{I}\left[|S(t_S, v)| \leq r\right] = 1$ for all $v$. Lemma 3 then shows the existence of a single price $p$ such that the corresponding single-price clock auction achieves a $O\left(\log r\right)$ approximation to $\Delta = \text{OPT}$.

4 Deterministic Clock Auction with Limited Information

Our main result in this section is a deterministic uniform price clock auction that achieves an approximation of $O\left(\log \log k\right)$ for any downward-closed $\mathcal{F}$, using only limited prior information regarding the distributions: the expected value of each bidder and the expected value of the optimal solution $\text{OPT} = \mathbb{E}_v[\max_{S \in \mathcal{S}} \sum_{i \in S} v_i]$. This is in stark contrast to deterministic clock auctions without this information, which cannot achieve any constant approximation even for $k = 2$ \[24\]. In other words, by employing a slightly more complicated auction procedure, i.e., a uniform ascending price procedure, one can circumvent the need for full distributional knowledge by “discovering” the appropriate price from Section 3 which gave the approximation guarantee.

This clock auction contributes to the growing literature aiming to design more robust auctions that do not require full access to the priors. For example, in a “parametric auction” \[2, 4\] the seller only knows some parameters of the distributions (e.g., the mean). Another related literature is the one focusing on the design of auctions that instead have access to a limited number of samples from each distribution (e.g., \[14, 39, 16, 19, 30, 53, 5\]).

Our proposed auction starts by checking whether there exists some maximal feasible set $S \in \mathcal{S}$ whose expected value is at least $\text{OPT} / \log \log k$. If such a set exists, then the desired approximation can easily be achieved by accepting all the bidders of that set, for a price of 0, and rejecting all other bidders (we refer to this part of the auction as “AUC$_0$”). In the more interesting case where no such set exists, our auction uniformly raises the price of every active bidder using some arbitrarily small step $\delta > 0$, giving each bidder the opportunity to drop out after each price increase. While we present the auction as offering this price simultaneously to all bidders for simplicity, we instead offer each bidder the increased price one at a time in a consistent, but arbitrary, order. The auction terminates when the remaining active bidders become feasible, or the revenue of some feasible subset of active bidders reaches a desired goal of $g = \text{OPT} / (4\alpha)$ where $\alpha$ is the approximation guarantee given by Corollary 5 in Appendix A (we refer to this part of the auction as “U-PRICE$_g$”). Given its similarity to the proof of Theorem 1, we defer the full proof of Theorem 4 to Appendix A and instead provide a sketch below, highlighting the key differences.

---

\[\text{This result and all the results in Sections 3 and 4 focus on deterministic mechanisms.}\]
MECHANISM 2: A uniform-price clock auction with limited information

1. Let all bidders be active \( A = N \) and set clock price \( p = 0 \)
2. if \( \max_{S \subseteq S} \sum_{i \in S} E[v_i] \geq \text{OPT} / \log \log k \) then
   
   Accept the bidders in \( \arg \max_{S \subseteq S} \sum_{i \in S} E[v_i] \), charge each of them \( p = 0 \), and reject everyone else
3. else
4.   
   Repeat: increase \( p \) by some \( \delta > 0 \) and offer \( p \) to all \( i \in A \); remove from \( A \) bidders who reject \( p \)
5. Until: \( A \) is feasible (i.e., \( A \in F \)) or there exists some \( F \subseteq A \) such that \( F \in F \) and \( |F| \cdot p \geq \text{g} \)
6. Accept the largest feasible set \( F \subseteq A \), charge each \( i \in F \) a price of \( p \), and reject everyone else

**Theorem 4.** Mechanism 2 achieves a \( O(\log \log k) \) approximation to the expected optimal welfare for any downward-closed \( F \) using only \( E[v_i] \) for each \( i \in N \) and \( \text{OPT} = E[v] \max_{S \subseteq S} \sum_{i \in S} v_i \).

**Proof Sketch.** Our proof proceeds similarly as in the last section, again employing our benchmark decomposition, inequality [1]. Note that \( \text{AUC}_{\alpha} \) is exactly the single-price clock auction with all prices equal to zero, which, from our previous section, we know covers the LOW-CORE, LOW-TAIL, and HIGH-TAIL portions of our benchmark. We can then assume that HIGH-CORE is a 2 approximation to \( \text{OPT} \), as otherwise \( \text{AUC}_{\alpha} \) would be a \( O(\log \log k) \) approximation to \( \text{OPT} \). Thus it suffices to show that \( u\text{-PRICE}_{\alpha} \) gives a \( O(\log \log k) \) approximation to HIGH-CORE.

From the proof of Lemma 3 in Appendix A we may conclude the following related corollary.

**Corollary 5.** Let \( m \) be any positive integer, and let

\[
\Delta \overset{\text{def}}{=} E \left[ \max_{S \subseteq S} \left( \sum_{i \in S} \hat{v}_i \cdot I \left[ |S(t_S, v)| \leq m \right] \right) \right].
\]

There exist an \( \alpha = O(\log m) \) and a uniform price \( p \) such that

\[
\Delta \leq \alpha \cdot p \cdot \sum_{S \subseteq S} \left[ v_i \geq p \right] \quad \text{or} \quad \Delta \leq \alpha \cdot \sum_{i \in N} E \left[ v_i \mid v_i \geq p \right] \cdot \left[ v_i \geq p \right].
\]

Corollary 5 thus, proves the existence of a uniform price \( p \) such that either the expected revenue obtained by serving the set with the largest number of bidders with value above \( p \) is a \( O(\log \log k) \) approximation to HIGH-CORE or the expected welfare from serving the single highest value bidder is a \( O(\log \log k) \) approximation to HIGH-CORE. Without access to the full prior distributions, however, we cannot calculate this price in advance. Instead, we use \( u\text{-PRICE}_{\alpha} \) to gradually sweep through a full range of prices, aiming to find one that yields revenue at least \( g = \text{OPT} / 4\alpha \). However, this could fail if \( u\text{-PRICE}_{\alpha} \) reaches a lower price that also satisfies the revenue target and stops too soon, selecting a set with low social welfare. We address this by a more careful analysis of the expected welfare of \( u\text{-PRICE}_{\alpha} \), conditioning on the expected size \( E[|T(v)|] \) of the largest feasible set \( T(v) \) of bidders who would accept price \( p \). When \( E[|T(v)|] \geq 8 \) we show that with constant probability we serve at least half the expected number of bidders and obtain the \( O(\log \log k) \) approximation from the revenue of \( u\text{-PRICE}_{\alpha} \). On the other hand, when \( E[|T(v)|] < 8 \) we show that the expected social welfare of \( u\text{-PRICE}_{\alpha} \) is within a constant factor of the single highest value bidder, which then gives us the desired approximation.

5 Randomized Prior-Free Clock Auction

In this section, we consider prior-free settings; i.e., settings where no information is given about the bidder values. Using the analytical tools and intuition developed in the previous sections, we can
now provide a tighter analysis of the randomized clock auction (the “hedging auction”) introduced in [13], showing that it achieves a $O(\log \log k)$ approximation (an exponential improvement over the $O(\sqrt{\log k})$ bound shown in [13]). This auction provides guarantees even in prior-free settings, but this is at the expense of simplicity and practicality; namely, it is randomized and uses non-uniform pricing. Note that our randomized clock auctions are distributions over deterministic clock auctions, and thus they satisfy all the properties of deterministic clock auctions ex post (rather than in expectation).

For completeness, we first explain how this auction works and provide some intuition regarding its approximation guarantee. The hedging function runs either the “water-filling clock auction” (WFCA) or the “sampling auction”, each with probability $1/2$. We begin by defining the “water-filling clock auction” (WFCA). Let $P = \{p = x \cdot \epsilon : x \in \mathbb{N}\}$ denote the set of possible prices that the WFCA considers. As was demonstrated in [13], the WFCA obtains welfare at least $r^*/2$ where $r^* = \max_{p \in P, F \subseteq \mathcal{F}} \{p \cdot |i \in F : v_i \geq p|\}$, i.e., the maximum possible revenue an auction could obtain by offering one of the prices in $P$ to all bidders. This then translates to an $O(\log |S|)$-approximation for any given set $S$.

**MECHANISM 3:** The deterministic water-filling clock auction (WFCA)

1. let $t ← 0, A ← N$, and $p_i ← 0$ for all $i \in N$
2. while $A \notin \mathcal{F}$ do
   3. $t ← t + 1$
   4. let $W ← \text{arg max}_{S \subseteq F, S \subseteq A} \{\sum_{i \in S} p_i\}$ be the latest set of conditional winners
   5. let $\ell ← \min_{i \in A \setminus W} \{p_i\}$ be the lowest price among conditional losers
   6. foreach bidder $i \in A \setminus W$ with $p_i = \ell$ do
      7. update $p_i ← p_i + \epsilon$
      8. if $i$ rejects updated price then
         9. let $A ← A \setminus \{i\}$
   10. return $A$

We next describe the sampling auction. The sampling auction “samples” bidders independently with probability $1/2$ by raising their clock until they reject. We let $T \subseteq N$ denote the sampled bidders and $U = N \setminus T$ denote the unsampled bidders. This sampling process ideally allows us to estimate the value of each $S$ since $v(S) = 2 \cdot E[v(S \cap U)] = 2 \cdot E[v(S \cap T)]$.

**MECHANISM 4:** The Sampling Auction: A randomized clock auction

**Input:** The set $S$ of all maximal sets in $\mathcal{F}$

1. let $T ← \emptyset$
2. for each bidder $i \in N$ do
   3. With probability $1/2$: increase the clock of $i$ until she rejects and let $T ← T \cup \{i\}$
4. let $R ← \text{arg max}_{S \subseteq S} v(S \cap T)$
5. return $R \setminus T$

Intuitively, the water-filling auction and sampling auction work when sets of high value are small and large, respectively. This is because when sets are small the optimal revenue in hindsight $r^*$ is close in value to the optimal welfare and when sets are large we expect with reasonably high probability that a random sample of the bidders will give a good estimate of the total value of the set. The “Hedging Auction” leverages this intuition. It combines the benefits of the water-filling clock auction (WFCA) and the sampling auction by running one or the other with equal probability.
### MECHANISM 5: The Hedging Auction

**Input:** The feasibility constraint \( \mathcal{F} \), and set \( S \) of all maximal sets in \( \mathcal{F} \)

1. With probability 1/2: Run the WFCA (Mechanism 3) on input \( \mathcal{F} \)
2. With the remaining probability 1/2: Run the Sampling Auction (Mechanism 4) on input \( \mathcal{F} \)

#### Theorem 6. The Hedging Auction obtains a \( O(\log \log k) \)-approximation to the social welfare for any downward-closed feasibility constraint \( \mathcal{F} \), where \( k \) is the number of maximal feasible sets in \( \mathcal{F} \).

**Proof.** We fix the vector of bidder values \( v \). For a set \( S \subseteq \mathcal{S} \) let \( \tau(S) \) be the threshold \( p \) such that \( \{|i \in S : v_i \geq p|\} = 60 \log k \) and \( S_{\text{top}} \) denote the subset of bidders with value at least \( \tau(S) \) in \( S \) (i.e., the 60 \log \( k \) highest value bidders in \( S \)). Let \( O \) denote the optimal set. We then have that the WFCA obtains a \( O(\log \log k) \)-approximation to the welfare in \( O_{\text{top}} \). Since we run the WFCA with probability 1/2 in the hedging auction, it just remains to show that the sampling auction obtains a \( O(\log \log k) \)-approximation to \( v(O) - v(O_{\text{top}}) \). We can upper bound \( v(S) - v(S_{\text{top}}) \) for any \( S \) by using our \( S(t, v) \) notation from Section 3 as \( v(S) - v(S_{\text{top}}) \leq \int_0^{\tau(S)} |S(x, v)| dx \) since every bidder in \( S \setminus S_{\text{top}} \) has value no more than \( \tau(S) \) by definition. To show that the sampling auction obtains a \( O(\log \log k) \)-approximation to \( \int_0^{\tau(O)} |O(x, v)| dx \), we use the following lemma. We defer the proof to Appendix A as it is similar to that of Lemma 2.

#### Lemma 7. When running the sampling auction on any instance we have that for any \( S \subseteq \mathcal{S} \),

\[
\Pr \left[ \exists x \in [0, \tau(S)] : |T \cap S(x, v)| \notin [1/9, 8/9] \cdot |S(x, v)| \right] = o(1/k^2).
\]

By taking a union bound over the \( k \) maximal sets in \( S \), we obtain the following corollary.

#### Corollary 8. When running the sampling auction on an instance with \( k \) maximal sets in \( S \),

\[
\Pr \left[ \forall S \subseteq \mathcal{S} \, \forall x \in [0, \tau(S)] : |T \cap S(x, v)| \in [1/9, 8/9] \cdot |S(x, v)| \right] = 1 - o(1/k).
\]

We can now complete the proof. We first assume that \( v(O)/100 \geq \max_{S} v(S_{\text{top}}) \) as otherwise the WFCA would give a \( O(\log \log k) \)-approximation. Let \( S^* = \arg \max_{S \subseteq \mathcal{S}} v(S \cap T) \). We then have that the random sampling auction obtains welfare \( v(S^* \cap U) \). Since \( S^* \) was the set of highest sampled welfare, with probability \( 1 - o(1/k) \) the event in Corollary 8 holds and we have that

\[
v(S^* \cap T) \geq v(O \cap T) \geq \int_0^{\tau(O)} |T \cap O(x, v)| dx \geq \frac{1}{9} \cdot |O(x, v)| dx \geq \frac{1}{9} \cdot (v(O) - v(O_{\text{top}})),
\]

where the third inequality is due to the lower bound on \( |T \cap O(x, v)| \) from Corollary 8. But then, since \( v(O_{\text{top}}) \leq v(O)/100 \) we have that \( v(S^* \cap T) \geq \frac{11v(O)}{100} \). We can bound \( v(S^* \cap U) \) similarly by

\[
v(S^* \cap U) \geq \int_0^{\tau(S^*)} |U \cap S^*(x, v)| dx \geq \frac{1}{9} \cdot |S^*(x, v)| dx \geq \frac{1}{9} \cdot (v(S^*) - v(S^*_{\text{top}})) \geq \frac{1}{9} \left( v(S^*) - \frac{v(O)}{100} \right) \geq \frac{1}{9} \cdot \left( v(S^* \cap T) - \frac{v(O)}{100} \right) \geq \frac{1}{9} \cdot \left( \frac{11v(O)}{100} - \frac{v(O)}{100} \right) \geq \frac{v(O) - 900}{900},
\]

where the second inequality is due to the fact that \( |U \cap S^*(x, v)| + |T \cap S^*(x, v)| = |S^*(x, v)| \) and the upper bound on \( |T \cap S^*(x, v)| \) from Corollary 8. Thus, when the WFCA does not give a \( O(\log \log k) \)-approximation, the sampling auction gives a \( O(1) \)-approximation, as desired. 

---

5We assume consistent (lexicographical) tie-breaking in the event that there isn’t a price for which exactly 60 \log \( k \) bidders have value above the threshold.
6 Lower Bound

To complement our positive results, in this section we show that no clock auction (single-price or not) can achieve better than a $29/27$-approximation to the expected optimal welfare even under full information and independent values. This is in contrast to the lower bound in [13], which applies only with respect to correlated priors. Moreover, our bound applies in a very simple feasibility instance that is a special case of both Disjoint-Maximal-Sets and Knapsack (which is the simplest setting beyond matroid feasibility, for which an optimal solution can be obtained using a deterministic prior-free clock auction [49].) This result demonstrates that in the process of discovering the high-valued bidders, it may be inevitable that the auction loses some low-valued bidders along the way.

**Theorem 9.** For any constant $\epsilon > 0$, no clock auction can obtain $29/27 - \epsilon$ approximation to the expected optimal welfare, even in simple Disjoint-Maximal-Sets or Knapsack feasibility constraints and even under full access to the independent value distributions.

**Proof.** Consider an instance with two disjoint maximal feasible sets $S$ and $T$. $S$ consists of a single bidder with deterministic value 1. $T$ consists of two bidders, each has value $2/5$ with probability $p = 2/3$ and value 1 with probability $(1 - p) = 1/3$, independently. The expected optimal welfare is $1 \cdot p^2 + 7/5 \cdot 2p(1 - p) + 2 \cdot (1 - p)^2 = 4/9 + 28/45 + 2/9 = 58/45$. We show that no clock auction can achieve a higher expected welfare than $54/45$, concluding the assertion of the theorem.

A clock auction that always serves the bidder in $S$ can only obtain value 1. A clock auction that always serves the bidders in $T$ without increasing either clock above $2/5$ obtains value $4/5 \cdot p^2 + 7/5 \cdot 2p(1 - p) + 2 \cdot (1 - p)^2 = 16/45 + 28/45 + 2/9 = 54/45$. It remains to consider the case where the clock auction increases the clock of at least one bidder in $T$ above $2/5$. Fix one of the bidders in $T$ and suppose its clock increases above $2/5$. If its value is $2/5$ (this happens with probability $p$), then the auction loses that bidder and can obtain value of at most 1. If its value is 1 (this happens with probability $1 - p$), the auction obtains value 1 from this bidder, and an expected value $p \cdot 1 + (1 - p) \cdot (1 + p \cdot 2/5 + (1 - p) \cdot 1) = 54/45$, as desired. \qed

7 A Hierarchy of Clock Auctions and Additional Results

Our positive results from the previous sections using simple clock auctions provide hope that clock auctions with prior information can achieve even stronger performance guarantees. To better understand their power and limitations, we propose the study of these auctions through a hierarchy of gradually increasing power.

In the figure below, we provide a sketch of this hierarchy among classes of clock auctions, with the arrows pointing from less general to more general classes. The class of adaptive single-price clock auctions includes all mechanisms that can combine the strengths of posted-prices mechanisms and single-price clock auctions: an adaptive single-price clock auction can offer a price to each buyer in any desired order, and the price offered to each buyer can adapt to the responses provided by other buyers, earlier in the ordering. Furthermore, the decision regarding which subset of buyers should be served can be deferred until all buyers have responded to their offers.
In the remainder of this section, we first present some initial results and observations for single-price clock auctions (§7.1). We then propose the refinement of multi-round clock auctions based on the number of distinct prices offered to each bidder, or the extent to which the choice of the prices can adapt to previous bidder responses (§7.2).

7.1 Single-Price Clock Auctions

**Binary valuations.** A class of instances that emphasizes the benefits of single-price clock auctions over posted-price mechanisms is that of binary valuations, i.e., where the value of each bidder can be either 0 or 1. Although this class is seemingly simple, it actually poses some of the most significant obstacles for posted-price mechanisms. Many of the lower bounds in the prophet inequality literature come from this class, and even for the special case of Disjoint-Maximal-Sets with $n$ binary value bidders, one cannot obtain a better than $O(\log n / \log \log n)$ approximation \[42, 50\]. This is in stark contrast to single-price clock auctions, which can trivially achieve the optimal social welfare:

**Observation 10.** For the special case of binary valuations (i.e., $v_i \in \{0, 1\}$ for all $i \in N$), every downward-closed set system admits a single-price clock auction that achieves $OPT$.

Indeed, the auction can just set a price of, say, 1/2 for all bidders, at which point the bidders whose value is 0 will drop out, revealing the bidders with value 1. Then, the auction can choose to serve the largest feasible subset of the remaining bidders, leading to the optimal social welfare.

**Distributions with bounded support size.** A more general class of instances where a single-price clock auction performs well is instances with bounded support size. Specifically, if the support size $\text{supp}(D_i)$ is at most $\ell$ for every $i \in N$, then we can achieve an approximation of $\ell$ (proof deferred to Appendix A.4).

Claim 11. Suppose $|\text{supp}(D_i)| \leq \ell$ for all $i \in N$, then there is a single-price clock auction using the full distributional prior $D$ that obtains $\ell$ approximation to the expected optimal social welfare.

**Connections to large deviation theory.** In cases beyond constant support size and binary valuations, the question of whether single-price clock auctions can achieve a constant approximation is quite non-trivial. In fact, the problem remains non-trivial even if we restrict attention to the very special case of Disjoint-Maximal-Sets with equal size maximal sets (i.e., $k$ disjoint maximal sets of $m = n/k$ bidders each) and i.i.d. bidders (i.e., $D_i = D$ for all $i \in N$). Interestingly, this question appears to be related to the large deviation theory \[22\].

For instances where all $k$ maximal disjoint sets have the same size $m$, and all $n = km$ bidders have their $v_i$ values drawn i.i.d., the expected optimal welfare is equal to the maximum taken over $k$ independent samples of $\xi(m) = \sum_{i=1}^{m} v_i$. We are interested in the case where this maximum is significantly larger than the expectation of $E[\xi(m)]$ which only happens for large $k = \Theta(2^m)$. In this case, the expectation of this maximum is roughly equal to the value of the top $k$-th quantile of $\xi(m)$. Note that in the limit when $k = \Theta(2^m)$ and $m \to \infty$, the tail probability for the distribution of $\xi(m)$ is captured by Cramer’s theorem (a fundamental result in large deviation theory). According to this theorem, there is a certain rate function $I$ such that $\xi(m)$ satisfies a large deviation principle with rate function $I$, meaning that $\Pr[\xi(m) \geq x] = e^{-I(x) \cdot m \cdot (1+o(1))}$.

On the other hand, in a single-price clock auction with price vector $p$, the agents with $v_i < p_i$ drop out, so the event that $v_i \sim D_i$ lies in the “tail” of $D_i$ ($v_i \geq p_i$) is instead captured by the

\[\text{Clearly, any price } p \in (0, 1) \text{ would achieve the same result.}\]
Bernoulli random variable \( \hat{v}_i = \mathbb{I}[v_i \geq p_i] \cdot \mathbb{E}[v_i | v_i \geq p_i] \). Given the set of bidders that accepted the prices offered to them, the obvious choice is then to serve the feasible subset with the largest sum of prices, leading to an expected social welfare of \( \max_{S \subseteq S} \sum_{i \in S} \hat{v}_i \).

We can think of the variable \( \hat{v}_i \) as a binary approximation of the random variable \( v_i \) up to an additive error \( \xi_i \) of \( O(\mathbb{E}[v_i]) \). Formally, a binary approximation of a random variable \( \xi_i : \Omega_i \rightarrow \mathbb{R} \) on a probability space \( \Omega_i \) is the following (generalized) Bernoulli random variable \( \bar{\xi}_i \) defined for an event \( \xi_i \subseteq \Omega_i \).

\[
\bar{\xi}_i : \mathbb{E}[\xi_i | \xi_i] \text{ w.p. } \mathbb{P}[\xi_i] , \quad \mathbb{E}[\xi_i | \bar{\xi}_i] \text{ w.p. } \mathbb{P}[\bar{\xi}_i]
\]

Then, to achieve \( O(1) \) approximation single-price clock auctions, we need to cover the tail probabilities of \( \frac{1}{m} \sum_{i=1}^m v_i \) in the large deviation regimes by the constantly related tail probabilities of \( \frac{1}{m} \sum_{i=1}^m \hat{v}_i \). In the language of large deviation theory, we need to cover the tail probability of the sum of i.i.d. random variables by the tail probability of the sum of binary approximations. This is captured in the following claim.

**Claim 12.** Assume that there is a single-price clock auction for the Disjoint-Maximal-Sets with \( k \) sets of size \( m \) and \( n = k \cdot m \) i.i.d. bidders that is \( O(1) \) approximation \( \forall k, m \in \mathbb{N} \). Then for any collection \( (\xi_i)_{i=1}^m \) of \( m \) non-negative i.i.d. random variables and for every \( x > O(\mathbb{E}[\xi_i]) \) there must exist binary approximations \( (\bar{\xi}_i)_{i=1}^m \) of \( (\xi_i)_{i=1}^m \) such that

\[
\mathbb{P}\left[\frac{\sum_{i=1}^m \bar{\xi}_i}{m} \geq x \cdot \Omega(1)\right] \geq \mathbb{P}\left[\frac{\sum_{i=1}^m \xi_i}{m} \geq x\right].
\]

We note that the binary approximations \( \bar{\xi}_i \) in Claim 12 may not be identical. If, on the other hand, we could achieve the constant approximation using a uniform single-price clock auction (which is reasonable to expect in the i.i.d. setting), then this would imply a stronger Claim 12 with identical binary approximations \( (\bar{\xi}_i)_{i=1}^m \).

### 7.2 Multi-Round Clock Auctions

As we demonstrate in Sections 4 and 5, moving beyond single-price clock auctions opens up an even greater set of design options. Gradually increasing prices over time allows a clock auction to more carefully discover the preferences of the bidders. In particular, in Section 4 we leverage multiple rounds of uniform prices to reduce the prior information required, and, in Section 5 we leverage randomization and multiple rounds of non-uniform prices to eschew the need for prior information altogether. Examining the trade-off between auction complexity versus prior information access is a fundamental question that follows naturally from our work.

An interesting example where multiple rounds of prices are clearly more powerful than a single price with distributional information is the case of selling a single item: the well-known second-price auction is implementable as an ascending price clock auction (with uniform prices for all bidders as in our auction from Section 4). In this case, even without prior information, a multi-round clock auction obtains the optimal welfare. On the other hand, a single-price clock auction with access to full prior information cannot obtain the optimal welfare in the single item setting even if bidders’ values are drawn from i.i.d. distributions. The relative power of offering multiple rounds of prices versus distributional information also then seems to depend on the feasibility constraint in question, suggesting a rich and fundamental line of further research.

\(^7\)As a single-price clock auction with 0 prices achieves in expectation the welfare of \( m \cdot \mathbb{E}[v_i] \), we can safely ignore the additive terms of order \( O(\mathbb{E}[v_i]) \) for each bidder \( i \).
The multi-round clock auctions we describe in this work use prior information in a very minimal way (or use no information at all). General multi-round clock auctions with full distributional information, however, can follow highly complicated price trajectories which leverage this information without sacrificing any of their appealing properties. One could then use this price discovery process to update the posterior beliefs regarding bidder values over time to possibly obtain even better performance as a function of the underlying “complexity” of the clock auction itself.

We believe that an interesting way to gradually evaluate the power of more complicated clock auctions is through an even more refined hierarchy depending on (i) the number of prices offered to each bidder, and (ii) whether or not they can adapt these queries to the responses of the bidders. The class of clock auctions maintains its appealing properties no matter how many prices they offer to the bidders, yet, as we reflect in this work, increasing the number of prices comes at a cost. Minimizing the number of prices offered to each bidder reduces the burden on them and speeds up the auction which may be desirable from an implementation perspective, further motivating a deeper analysis of the hierarchy we propose.

8 Conclusions and Future Work

In this paper, we achieve significantly improved social welfare approximation guarantees using Bayesian and randomized clock auctions; our results suggest many directions for future work. Most notably, understanding the best approximation guarantees that can be obtained by deterministic Bayesian clock auctions or randomized prior-free clock auctions under various feasibility constraints is an open line of research. Even for the conceptually simple Disjoint-Maximal-Sets setting, there is an asymptotic gap between the best known upper and lower bounds. A particularly exciting question is whether or not clock auctions can achieve constant approximation guarantees for all downward-closed settings, via access to priors or randomization.

Another direction for future research is toward a refined understanding of the impact that limited prior information has on the performance of clock auctions. For example, how would the results change if the auctioneer has only a limited number of samples from the value distribution of each bidder? This direction has been studied in the prophet inequality literature (see, e.g., [5, 16, 53]).

Finally, it would be interesting to gain a better understanding of the hierarchy of clock auctions discussed in Section 7. For example, is there an asymptotic separation between the best approximation that can be guaranteed by general clock auctions with full distributional priors and single-price clock auctions (with the same distributional information) in various settings? Moreover, one can define a hierarchy of clock auctions based on the number of different prices they are allowed to offer to each bidder. Results in this paper are obtained at the two extremes: single-price clock auctions or clock auctions that use an arbitrary number of rounds. What is the power of clock auctions that are allowed to offer up to \( q > 1 \) prices to each bidder?
A Omitted Proofs

A.1 Proof of Lemma 3 and Corollary 5

We note that the proofs of Lemma 3 and Corollary 5 are the same. We thus provide one unified proof for both below.

Proof. Let \( m = 10 \log k + 1 \) and \( \Delta = E[\max_{S \in S}(\sum_{i \in I} \hat{v}_i \cdot I[S(t_S, v) \leq m])] \). Consider an event that there exists a bidder with value greater than or equal to \( 2\Delta \). By posting the price of \( 2\Delta \) for every bidder, we identify all such bidders and would serve at least one if they exist. Following the same reasoning as in [50], let \( q_i \) be the probability that bidder \( i \) has value \( \hat{v}_i \geq 2\Delta \). Then

\[
\Delta \geq 2 \cdot \Delta \cdot \Pr_v[\exists i : \hat{v}_i \geq 2\Delta] = 2 \cdot \Delta \cdot \left( 1 - \prod_i (1 - q_i) \right).
\]

Rearranging gives \( \frac{1}{\Delta} \leq \prod_i (1 - q_i) \leq e^{-\sum_i q_i} \) but then \( \sum_i q_i \leq \ln 2 \). The probability that we would want to accept a bidder and cannot (because there is some other bidder in another feasible set we are taking) is less than \( \ln 2 \) so we must obtain at least a \( (1 - \ln 2) \)-fraction of the contribution from bidders with value above \( 2 \cdot \Delta \) by serving at most one such bidder.

Consider how much the small bidders with value less than \( 2 \cdot \Delta \) contribute to the benchmark. The approximation guarantee is achieved by the revenue (not the welfare) of a single-price clock auction. Observe that the contribution to the benchmark of bidders with \( \hat{v}_i \leq \frac{\Delta}{2m} \) is at most \( \frac{\Delta}{2} \) so by ignoring all such bidders we lose at most a constant factor against the benchmark. Consider partitioning all remaining bidders into \( \log m + 2 \) buckets \( \left[ \frac{\Delta}{2m}, \frac{\Delta}{m} \right], \left[ \frac{\Delta}{m}, \frac{2\Delta}{m} \right], \ldots, [\Delta, 2\Delta] \) based on their value. We can decompose the remaining half of the benchmark (among bidders with value less than \( 2 \cdot \Delta \)) by upper bounding it by the sum of the best set for each of these buckets. By the pigeonhole principle, the largest expected contribution of these buckets is a \( O(\log m) \) fraction of the contribution to the benchmark among bidders with value less than \( 2 \cdot \Delta \). Consider the best of these buckets \( B \). The revenue obtained by posting the lower bound of the interval for \( B \) is a 2-approximation to the welfare contained in \( B \) for each set (by construction) and, in particular, the one with maximum realized value. Thus, posting the price equal to the lower bound of \( B \) for each bidder and then selecting the set with the greatest number of accepting bidders obtains revenue which is a \( O(\log m) \) fraction of the expected contribution from values less than or equal to \( 2\Delta \). Finally, choosing the better of the core (prices below \( 2\Delta \)) and the tail \( (p = 2\Delta) \) then gives a \( O(\log m) \)-approximation to \( \Delta \). \( \square \)

A.2 Proof of Lemma 7

Proof. Consider an arbitrary set \( S \) and the threshold \( \tau(S) \) for which \( |S(\tau(S), v)| = 60 \log k \). Since in the sampling auction each bidder is sampled independently with probability 1/2 we have that \( E[T \cap S(\tau(S), v)] = 30 \log k = E[U \cap S(\tau(S), v)] \). Now consider the threshold \( t_S' \) such that \( |S(t_S', v)| = 80 \log k = 4/3 \cdot |S(\tau(S), v)| \). Similarly as above, we have that \( E[T \cap S(t_S', v)] = E[U \cap S(t_S', v)] = 40 \log k \). By a Chernoff bound, it follows that

\[
\Pr \left[ T \cap S(t_S', v) \right] > \frac{4}{3} E \left[ |T \cap S(t_S', v)| \right] < \left( \frac{e^{1/3}}{(4/3)^{1/3}} \right)^{40 \log k} < 0.951^{40 \log k} = o(1/k^2). \tag{4}
\]

Now, for all \( p \in [t_S', \tau(S)] \) we know that \( |T \cap S(p, v)| \leq |T \cap S(t_S', v)| \) and \( E[|T \cap S(p, v)|] \geq E[|T \cap S(\tau(S), v)|] = \frac{3}{4} E[|T \cap S(t_S', v)|] \). Therefore, if \( |T \cap S(t_S', v)| < \frac{4}{3} E[|T \cap S(t_S', v)|] \), then
\[ |T \cap S(p, v)| < \frac{16}{9} \mathbf{E}[|T \cap S(p, v)|] \] for all \( p \in [t'_2, \tau(S)] \). Hence, we have
\[
\Pr \left[ \exists p \in [t'_2, \tau(S)] : |T \cap S(p, v)| > \frac{16}{9} \mathbf{E}[|T \cap S(p, v)|] \right] = o(1/k^2).
\] (5)

Consider intervals \([r_0, r_1], [r_1, r_2], \ldots, [r_{\ell-1}, r_{\ell}]\) where \( \mathbf{E}[|T \cap S(r_j, v)|] = \frac{3}{4} \cdot \mathbf{E}[|T \cap S(r_{j-1}, v)|] \) for all \( j = 1, \ldots, \ell \) and such that \( r_0 = 0 \) and \( r_{\ell} = \tau(S) \). We can apply the same Chernoff bound argument that we did for the interval \([t'_2, \tau(S)]\) to any such interval and get a bound of \( o \left( \frac{1}{k^2(4/3)^{j-1}} \right) \) for the interval \([r_{j-1}, r_j]\). But then, we may take a union bound over all of these intervals to obtain that
\[
\Pr \left[ \exists p \in \bigcup_{j=1}^{\ell} [r_{j-1}, r_j] : |T \cap S(p, v)| > \frac{16}{9} \mathbf{E}[|T \cap S(p, v)|] \right] \leq \sum_{j=1}^{\ell} o \left( \frac{1}{k^2(4/3)^{j-1}} \right) = o \left( \frac{1}{k^2} \right).
\]

Consequently, \( \Pr[3p \in [0, \tau(S)) : |T \cap S(p, v)| > \frac{16}{9} \mathbf{E}[|T \cap S(p, v)|]] = o(1/k^2) \). Since we have \( \mathbf{E}[|T \cap S(p, v)|] = \frac{1}{2} \cdot |S(p, v)| \) we obtain \( \Pr[3p \in [0, \tau(S)) : |T \cap S(p, v)| > \frac{5}{9} \cdot |S(p, v)|] = o(1/k^2) \). We can repeat the argument replacing the sampled set of bidders \( T \) with the unsampled set \( U = N \setminus T \) and obtain that \( \Pr[3p \in [0, \tau(S)) : |U \cap S(p, v)| > \frac{16}{9} \mathbf{E}[|U \cap S(p, v)|]] = o(1/k^2) \) and thus \( \Pr[3p \in [0, \tau(S)) : |U \cap S(p, v)| > \frac{5}{9} \cdot |S(p, v)|] = o(1/k^2) \). Finally, since \( U \cap S(p, v) = S(p, v) \setminus (T \cap S(p, v)) \), we obtain \( \Pr[3p \in [0, \tau(S)) : |T \cap S(p, v)| < \frac{9}{8} \cdot |S(p, v)|] = o(1/k^2) \), completing the proof.

\[ \Box \]

### A.3 Proof of Theorem 4

**Proof.** Our proof proceeds similarly as the one in Section 3 again employing our benchmark decomposition, inequality (11). Note that \( \text{AUC}_o \) is exactly the single-price clock auction with all prices equal to zero, which, from Section 3, we know covers the LOW-CORE, LOW-TAIL, and HIGH-TAIL portions of our benchmark. In other words, from our analysis in the previous section, we have the following two claims:

**Claim 13.** \( \text{HIGH-TAIL} \leq \mathbf{E}_v[\text{AUC}_o(v)] = \max_{S \in S} \sum_{i \in S} \mathbf{E}[v_i] \)

and

**Claim 14.** \( \text{LOW} \leq 12 \cdot \mathbf{E}_v[\text{AUC}_o(v)] = 12 \cdot \max_{S \in S} \sum_{i \in S} \mathbf{E}[v_i] \).

Inequalities (11) and (2) give us an upper bound \( \text{OPT} \leq \text{LOW} + \text{HIGH-TAIL} + \text{HIGH-CORE} \), where the welfare of \( \text{AUC}_o \) covers the terms LOW and HIGH-TAIL by claims 13 and 14. 13. \( \mathbf{E}_v[\text{AUC}_o(v)] \geq \text{LOW} + \text{HIGH-TAIL} \). Thus
\[
\text{OPT} - 13 \cdot \mathbf{E}_v[\text{AUC}_o(v)] \leq \text{HIGH-CORE} \leq \text{OPT}.
\]

We can now assume that \( \text{HIGH-CORE} \) is a 2 approximation to \( \text{OPT} \), as otherwise \( \text{AUC}_o \) would be a \( 26 < \log \log k \) approximation to \( \text{OPT} \). Thus it suffices to show that \( \mathcal{U}_{\text{PRICE}_g} \) gives a \( O(\log \log k) \) approximation to \( \text{HIGH-CORE} \). From the proof of Lemma 3 we obtain Corollary 5 which shows that there is a single price \( p \) such that either our \textit{revenue} will be a \( O(\log \log k) \) approximation to \( \text{HIGH-CORE} \) when we uniformly post \( p \) for each bidder \( i \in N \) and serve a maximal feasible set of accepting bidders, or the price \( p \) is so high that by just serving a single bidder we can get the expected welfare to be a \( O(\log \log k) \) approximation to \( \text{HIGH-CORE} \).

Note that \( p \cdot \mathbf{E}[\max_{S \in S} \sum_{i \in S} [v_i \geq p]] \) is precisely the expected revenue we get in a clock auction with a uniform price \( p \). Corollary 5 shows that the best choice of a single uniform price will give an
$O(\log m)$-approximation to $\Delta$, which translates to $O(\log \log k)$-approximation to HIGH-CORE with $m = 10 \log k + 1$. The proof of this corollary directly follows the proof of Lemma 3.

Note that Corollary 5 proves the existence of a uniform price $p$ that would give us the desired approximation of $O(\log \log k)$. Since we cannot calculate this price in advance, U-PRICE$_g$ gradually sweeps through a full range of prices, aiming to find one that yields the desired revenue. However, this could fail if U-PRICE$_g$ reaches a lower price that also satisfies the revenue target and stops too soon, selecting a set with low social welfare. We get around this problem by more careful analysis of the expected welfare of U-PRICE$_g$. We choose revenue goal $g = \frac{\text{OPT}}{4\alpha}$ in U-PRICE$_g$ based on the approximation guarantee $\alpha$ in Corollary 5. Recall that

$$g = \frac{\text{OPT}}{4\alpha} \leq \frac{\text{HIGH-CORE}}{2\alpha}.$$  

We consider three cases for U-PRICE$_g$. Let $T(v)$ be a feasible set of maximum size among the bidders who accept the price $p$ from Corollary 5.

Case 1: $E_v[|T(v)|] \geq 8$, i.e., the expected size of the set $T$ is large. Note that

$$|T(v)| = \max_{S \in \mathcal{S}} \sum_{i \in S} X_i,$$  

where $X_i \overset{\text{def}}{=} \mathbb{I}[v_i \geq p]$ are independent Bernoulli r.v. for $i \in N$.

Thus, one can think of $|T(v)|$ as an XOS (maximum of additive) function $f(X_1, \ldots, X_n)$ with marginal contribution of each coordinate $i$ in $[0, 1]$. According to [54], such functions enjoy strong concentration with Chernoff-type bounds. In particular, Corollary 3.2 in [54] gives us

$$\Pr[|T| \leq E[|T|]/2] \leq e^{-E[|T|]/8} \leq e^{-1}.$$  

Let us assume that $|T(v)| \geq E[|T|]/2$. According to Corollary 5 and (6) we have $2g \leq \frac{\text{HIGH-CORE}}{\alpha} \leq p \cdot E[|T|]$, i.e., $g \leq p \cdot |T(v)|$. In this case, U-PRICE$_g$ obtains welfare of at least $g$. Indeed, the auction must stop at price $p$ or earlier, as the revenue goal of $g$ would have been attained at price $p$. Note that the auction can stop only when the revenue goal is reached, or all active bidders can be served. In the former case, the revenue of U-PRICE$_g$ is at least $g$. In the latter case, all the bidders in $T(v)$ will be served before reaching the price $p$, i.e., everyone in $T(v)$ with the welfare of at least $g$. Therefore, the expected social welfare of U-PRICE$_g$ is at least

$$\Pr[|T| \geq E[|T|]/2] \cdot g \geq (1 - e^{-1})g = \frac{\text{OPT}}{O(\log \log k)}.$$  

Case 2: $\Pr_v[\text{U-PRICE}_g \text{ serves set } F : \sum_{i \in F} v_i \geq g] \geq \frac{1}{2}$. Then the expected welfare of U-PRICE$_g$ is at least $g/2 = \frac{\text{OPT}}{O(\log \log k)}$.

Case 3: $E_v[|T(v)|] < 8$ and $\Pr_v[\text{U-PRICE}_g \text{ serves set } F : \sum_{i \in F} v_i \geq g] < \frac{1}{2}$. Thus, we stop at set $F$ with $\sum_{i \in F} v_i < g$ with probability more than $1/2$. When $\sum_{i \in F} v_i < g$, U-PRICE$_g$ must be serving the whole set $A$ of active bidders. In particular, it means that a bidder $j \in \arg\max_{i \in N} v_i$ must be served in $A$, as we can assume without loss of generality that each bidder in $N$ can be served as a singleton. We show in the following Claim 15 that the expected welfare of U-PRICE$_g$ must be at least half of the expected maximum.

---

8 Despite the fact that we serve the maximum bidder with probability more than $1/2$, we still need to show that U-PRICE$_g$ gets sufficiently high expected welfare.
Claim 15. Assume $\Pr_v[\text{u-price}_q$ serves set $F : \sum_{i \in F} v_i \geq g] < \frac{1}{2}$. Then the expected social welfare of $\text{u-price}_g$ is at least $\frac{1}{2} E_v[\max_i v_i]$.

Proof. Sample $v \sim D$ and fix the bidder $i = \arg \max_j v_j$ with the maximum value $v_i = t$. Assuming that $i$ is the bidder with maximum value $t$, it suffices to show that $\text{u-price}_g$ serves $i$ with probability at least $1/2$ for any $i \in N$ and $t \geq 0$. To this end, consider independently sampling valuation profile $v_i : \forall j \neq i v'_j \sim D_j$, i.e., we can do probability coupling between $v_i \sim D_i$ and $\tilde{v}_i \sim D_i$, so that each $v'_i$ is coordinate-wise smaller than $\tilde{v}_i$ ($\forall j \neq i, v'_j \leq \tilde{v}_j$).

By the Claim’s assumption the social welfare of $\text{u-price}_g$ on a random valuation profile $(\tilde{v}_i, \tilde{v}_i) \sim D$ is less than $g$ with probability more than $1/2$. Now, if this welfare is less than $g$, then the revenue of offering a uniform price $q$ must be smaller than $g$ for any price $q \geq 0$, i.e.,

$$\forall q \geq 0, \quad q \cdot \{|j \in N : \tilde{v}_j \geq q\} < g \quad \implies \quad \forall q \geq 0, \quad q \cdot \{|j \neq i : v'_j \geq q\} < g.$$  \hfill (7)

Therefore, $\text{u-price}_g$ must serve bidder $i$ on the valuation profile $(v'_i, t)$, as (a) $i$ has the maximum bid and would always stay active; (b) we cannot reach the revenue goal of $g$ with a uniform price $q$ without using bidder $i$ according to (7). This concludes the proof, as the probability of having a $(\tilde{v}_i, \tilde{v}_i) \sim D$ such that the welfare of $\text{u-price}_g(\tilde{v}_i, \tilde{v}_i) < g$ is greater than half and we will serve $i$ on each corresponding profile $(v'_i, t)$.

Now we can conclude the analysis of case 3. Claim 15 gives a lower bound of $\frac{1}{2} E_v[\max_i v_i]$ on the expected welfare of $\text{u-price}_g$. When $E[|T|] < 8$, the expected maximum $E_v[\max_i v_i]$ is a constant approximation to the revenue $p \cdot E[|T|]$ of $\text{u-price}_g$. On the other hand, $\frac{1}{2} E_v[\max_i v_i]$ is also a constant approximation to the other term $E[\max_i N \ E[v_i | v_i \geq p] \cdot I[v_i \geq p]]$ in Lemma 5.  \hfill \Box

A.4 Single-price clock auctions for the distributions with constant support sizes

Let $F$ be any downward-closed family of feasible sets over the set of $N$ bidders. We assume that all possible values $v_i$ of each bidder $i \in N$ can be described by a list of size at most $\ell$, i.e., the support $\text{supp}(D_i)$ of each distribution $D_i$ has size at most $\ell$.

Claim 11. Suppose $|\text{supp}(D_i)| \leq \ell$ for all $i \in N$, then there is a single-price clock auction using the full distributional prior $D$ that obtains $\ell$ approximation to the expected optimal social welfare.

Proof. Let us write all possible types in each distribution $D_i$ in the increasing order $(\theta_{i,1}, \ldots, \theta_{i,\ell})$.

Consider the following $\ell$ single-price clock auctions: for a given $j \in \{1, 2, \ldots, \ell\}$

1. set price $p_i = \theta_{i,j}$ for each $i \in N$.

2. among the bidders who accepted their price select $S \subset \{i : v_i \geq \theta_{i,j}\}$ with maximal revenue

$$\max_{S \in F} \sum_{i \in S} \theta_{i,j}.$$  

Our single-price clock auction is the one among these $\ell$ auctions with the highest expected revenue\footnote{Note that we can write the revenue of the auction in this way because $F$ is downward-closed set system.}, which can be written as

$$\max_{j \in [\ell]} E_v \left[ \max_{S \in F} \sum_{i \in S} \theta_{i,j} \cdot I[v_i \geq \theta_{i,j}] \right].$$
We have the following upper bound on the benchmark.

\[
\text{OPT} = \mathbb{E}_v \left[ \max_{S \in \mathcal{F}} \sum_{i \in S} v_i \right] = \mathbb{E}_v \left[ \max_{S \in \mathcal{F}} \sum_{i \in S} v_i \sum_{j=1}^{\ell} \mathbb{I} \left[ v_i = \theta_{i,j} \right] \right] \leq \mathbb{E}_v \left[ \sum_{j=1}^{\ell} \max_{S \in \mathcal{F}} \sum_{i \in S} v_i \cdot \mathbb{I} \left[ v_i = \theta_{i,j} \right] \right]
\]

\[
= \sum_{j=1}^{\ell} \mathbb{E}_v \left[ \max_{S \in \mathcal{F}} \sum_{i \in S} \theta_{i,j} \cdot \mathbb{I} \left[ v_i = \theta_{i,j} \right] \right] \leq \ell \cdot \max_{j \in [\ell]} \mathbb{E}_v \left[ \max_{S \in \mathcal{F}} \sum_{i \in S} \theta_{i,j} \cdot \mathbb{I} \left[ v_i = \theta_{i,j} \right] \right], \tag{8}
\]

where to get the first inequality we used that for each valuation profile \(v\) the maximal sum \(\sum_{i \in S} v_i\) for \(S \in \mathcal{F}\) can be covered by \(\ell\) sums \(\sum_{i \in S} v_i \cdot \mathbb{I} \left[ v_i = \theta_{i,j} \right]\). To conclude the proof we notice that for each valuation profile \(v\) and feasible \(S \in \mathcal{F}\)

\[
\sum_{i \in S} \theta_{i,j} \cdot \mathbb{I} \left[ v_i = \theta_{i,j} \right] \leq \sum_{i \in S} \theta_{i,j} \cdot \mathbb{I} \left[ v_i \geq \theta_{i,j} \right],
\]

i.e., the last term in (8) is not more than \(\ell\) times the revenue of our single-price clock auction, which is not more than the welfare. ■
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