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I am going to compare well-known properties of infinite words with those of infinite permutations, a new object studied since middle 2000s. Basically, it was Sergey Avgustinovich who invented this notion, although in an early study by Davis et al. permutations appear in a very similar framework as early as in 1977. I am going to tell about periodicity of permutations, their complexity according to several definitions and their automatic properties, that is, about usual parameters of words, now extended to permutations and behaving sometimes similarly to those for words, sometimes not. Another series of results concerns permutations generated by infinite words and their properties. Although this direction of research is young, many people, including two other speakers of this meeting, have participated in it, and I believe that several more topics for further study are really promising.

1 Definitions and examples

Let $A_\mathbb{R}$ be the set of all sequences of pairwise distinct reals defined on $\mathbb{N} = \{0,1,2,\ldots\}$. Define an equivalence relation $\sim$ on $A_\mathbb{R}$ as follows: let $a, b$ be sequences from $A_\mathbb{R}$, where $a = \{a_s\}_{s \in \mathbb{N}}$ and $b = \{b_s\}_{s \in \mathbb{N}}$; then $a \sim b$ if and only if for all $s, r \in \mathbb{N}$ the inequalities $a_s < a_r$ and $b_s < b_r$ hold or do not hold simultaneously. An equivalence class from $A_\mathbb{R} / \sim$ is called an $(\mathbb{N})$-permutation, or a one-sided infinite permutation. If a permutation $\alpha$ is realized by a sequence of reals $a$, that is, if the sequence $a$ belongs to the class $\alpha$, we denote $\alpha = \overline{a}$.

Similarly, we can consider a $\mathbb{Z}$-permutation, or an $S$-permutation, defined on an arbitrary subset $S$ of $\mathbb{Z}$. In particular, a $\{1,\ldots,n\}$-permutation always has a representative with all values in $\{1,\ldots,n\}$, i.e., can be identified with a usual permutation from $S_n$.

In equivalent terms, an $S$-permutation can be considered as a linear ordering of the set $S$ which may differ from the “natural” one. It means that for $i, j \in S$, the natural order between them corresponds to $i < j$ or $i > j$, while the ordering we intend to define corresponds to $\alpha_i < \alpha_j$ or $\alpha_i > \alpha_j$. We shall also use the symbols $\gamma_{ij} \in \{<,>\}$ meaning the relations between $\alpha_i$ and $\alpha_j$, so that by definition we have $\alpha_i \gamma_{ij} \alpha_j$ for all $i \neq j$.

A factor of length $n$ of a finite or infinite permutation $\alpha_1 \alpha_2 \cdots$ is any well-defined finite permutation $\alpha_{s+1} \alpha_{s+2} \cdots \alpha_{s+n}$ (considered as a $\{1,\ldots,n\}$-permutation).

Example 1 Let $\{a_i\}_{i=0}^\infty$ be the sequence defined by $a_i = (-1/2)^i$, and $\{b_i\}_{i=0}^\infty$ be the sequence defined by $b_i = 1000 + (-1)^i/n$. Then $\overline{a} = \overline{b}$; and we also can define the respective permutation $\overline{a} = \overline{\overline{b}}$ directly by the family of inequalities: for all $i, j \geq 0$ we have $\alpha_{2i} > \alpha_{2j+1}$, $\alpha_{2i} > \alpha_{2j+2}$, and $\alpha_{2j+1} < \alpha_{2j+3}$. Equivalently, the same family of inequalities can be written as $\gamma_{2i,2j+1} = >$, $\gamma_{2i,2j+2} = >$, and $\gamma_{2j+1,2j+3} = <$. It can be easily checked that these inequalities completely define the permutation, and that it is equal to $\overline{a}$ and to $\overline{b}$.

Note also that the permutation $\alpha$ cannot be represented by a sequence of integers since all its elements are situated between the first two of them.
Example 2 Let \( w_{TM} \) be the Thue-Morse word, \( w_{TM} = 01101001 \cdots \). Then we can associate with it the infinite permutation \( \alpha_{TM} \) which is the order among the binary numbers \( 01101001 \cdots, 1101001 \cdots, .0101001 \cdots \), etc., equal to the shifts of the initial Thue-Morse binary number \( 01101001 \cdots \). So, the first four values of the permutation are ordered as \( \alpha_3 < \alpha_0 < \alpha_2 < \alpha_1 \); equivalently, the permutation \( \alpha_0 \alpha_1 \alpha_2 \alpha_3 \) is equal to 2431. In terms of the symbols \( \gamma_{ij} \in \{<,>\} \) we have \( \gamma_{01} = \gamma_{02} = < \) and \( \gamma_{03} = \gamma_{12} = \gamma_{13} = \gamma_{23} = > \), etc.

Example 3 Let us fix an \( n \) and consider the the permutation \( \alpha(n) \) with a representative sequence

\[
a(n) = 1, 2n, 3, 2n + 2, \ldots.
\]

All permutations \( \alpha(n) \) are 2-periodic and different.

In fact, for each \( t > 1 \) the number of \( t \)-periodic permutations is countable. A typical 5-periodic permutation is depicted at Fig. 1.

Figure 1: A 5-periodic permutation.

2 Periodicity

A finite or infinite word \( w = w_1w_2 \cdots \) is called \( t \)-periodic if \( w_i = w_{i+t} \) for all \( i \) such that \( w_{i+t} \) is well-defined. The number of \( t \)-periodic infinite words on a \( q \)-letter alphabet is equal to \( q^t \).

Analogously, a finite or infinite permutation \( \alpha = \alpha_1 \alpha_2 \cdots \) is called \( t \)-periodic if \( \alpha_i < \alpha_j \) if and only if \( \alpha_{i+t} < \alpha_{j+t} \), or, equivalently, if \( \gamma_{ij} = \gamma_{i+t,j+t} \) for all \( i \) and \( j \). Surprisingly, for all \( t > 1 \) the number of infinite \( t \)-periodic permutations is infinite [6].

Theorem 1 (Fine-Wilf) If a word of length at least \( p + q - (p,q) \) is \( p \)- and \( q \)-periodic, then it is \( (p,q) \)-periodic, and the length \( p + q - (p,q) \) is the least possible.
For permutations, the analogous result holds only partially.

**Theorem 2** If a permutation $\alpha$ of length at least $p + q$ is $p$- and $q$-periodic with $(p, q) = 1$, then $\alpha$ is 1-periodic, that is, monotonic. The length $p + q$ is the least possible.

The case when $p$ and $q$ are not coprime does not hold as it is shown at Fig. 2. However, the following fact can be considered as a version of Fine-Wilf theorem for general periods of permutations.

**Theorem 3** Suppose that a permutation $\alpha$ of length $n$ is $p$- and $q$-periodic. Then each its factor of length at most $n - p - q + 2(p, q) + 1$ is $(p, q)$-periodic.

It should be noticed that with permutations, local periods have nothing common with the global period, as two consecutive permutations do not uniquely define their catenation. So, nothing similar to the critical factorization theorem for words can be stated for permutations.

### 3 Low complexities

Recall that the (subword) complexity of a word $w$ is the number $p_w(n)$ of its factors of length $n$. A word is ultimately periodic if and only if its complexity is ultimately constant; the lowest complexity of a non ultimately periodic word is $p_w(n) = n + 1$, and the one-sided infinite words of this complexity are exactly Sturmian words.

For permutations, only the first statement holds. Define the factor complexity of a permutation $\alpha$ as the number $p_\alpha(n)$ of its factors of length $n$.

**Lemma 1** ([6]) An $\mathbb{N}$-permutation is ultimately periodic if and only if its complexity is ultimately constant.

Clearly, the complexity of a permutation is bounded by $n!$, that is, it can grow faster than the complexity of a word on any finite alphabet. On the other hand, it can grow slower.

**Lemma 2** ([6]) For each unbounded growing function $g(n)$ there exists a non-periodic $\mathbb{N}$-permutation $\alpha$ such that $p_\alpha(n) \leq g(n)$ for all sufficiently large $n$.

It is interesting that the situation with $\mathbb{Z}$-permutations is different.

**Lemma 3** ([6]) For each non-periodic $\mathbb{Z}$-permutation $\alpha$ there exists a constant $C$, which can be arbitrarily large, such that $p_\alpha(n) \geq n - C$ for all $n$. 
Now let us turn to maximal pattern complexity, introduced for words by Kamae and Zamboni [9]. Consider a window \( S = \{0, t_1, \ldots, t_{n-1}\} \) of length \( n \) and \( S \)-subwords \( w_{m+1} = w_mw_{m+1} \cdots w_{m+t_1} \) of an infinite word \( w \). The number of such words is called the \( S \)-complexity of \( w \), and the maximum of \( S \)-complexities for windows \( S \) of length \( n \) is called the maximal pattern complexity \( p_\alpha^*(n) \) of \( w \).

**Theorem 4** ([9]) A word is ultimately periodic if and only if its maximal pattern complexity is ultimately constant. The least possible maximal pattern complexity of a non-periodic infinite word is \( p_\alpha^*(n) = 2n \).

The words of complexity \( p_\alpha^*(n) = 2n \) include Sturmian words and some Toeplitz words [9, 8]; however, their characterization is not known. Fortunately, for permutations the situation is now clearer, as it was shown by Avgustinovich, Kamae, Salimov and the author in [3]. As above, we define the window \( S \), the \( S \)-complexity of an infinite permutation \( \alpha \), the \( S \)-permutations, and the maximal pattern complexity \( p_\alpha^*(n) \) as the maximum of \( S \)-complexities for windows \( S \) of length \( n \).

**Theorem 5** ([3]) An \( \mathbb{N} \)-permutation is ultimately periodic if and only if its maximal pattern complexity is ultimately constant. The least possible maximal pattern complexity of an \( \mathbb{N} \)-permutation is \( p_\alpha^*(n) = n \), and the permutations of complexity \( n \) are exactly Sturmian permutations.

Here a Sturmian permutation \( \alpha(w, x, y) \), where \( w \in \{0, 1\}^\omega \) is a Sturmian word, and \( x \) and \( y \) are rationally independent positive reals, is defined by a representative sequence \( a \), where \( a_0 \) is arbitrary and

\[
a_{i+1} = \begin{cases} 
  a_i + x, & \text{if } w_i = 0, \\
  a_i - y, & \text{if } w_i = 1.
\end{cases}
\]

### 4 Pattern avoidance

On words, an occurrence of a *pattern*, that is, of a word on an alphabet of variables, is a finite word constructed from non-empty values of these variables in the given order. But all permutations of length one are equal, so that in some sense, no pattern is avoidable on permutations. However, we can restrict ourselves to values of variables of length at least two. The next question is how to define catenation: for example, which permutation is a square \( XX \), 123 or better 1324? Avgustinovich, Kitaev, Pyatkin and Valyuzhenich [2] chose the second version of the definition of a square and estimated the number of square-free permutations of length \( n \) as \( n^{n(1-\varepsilon_n)} \), where \( \varepsilon_n \to 0 \) with \( n \to \infty \); they also investigated maximal permutations avoiding squares.

Other versions of the definition of patterns on permutations can be also interesting to consider.

### 5 Permutations generated by words

In the Example 2 above, we considered a way to define a permutation with the use of an infinite binary word. This way is general: given a word \( w = w_0w_1 \cdots \) on an alphabet \( \{0, 1, \ldots, q - 1\} \), we can consider a permutation \( \alpha \) generated by it as the permutation with a representative \( a = \{a_i\}_{i=0}^\infty \) where \( a_i = w_0w_{i+1}w_{i+2} \cdots \) is a \( q \)-ary number. This definition is the most natural when the initial word is binary. A series of results on permutations generated by binary words has been obtained by M. A. Makarov [11] [13]. In particular, he found the maximal complexity of such a permutation [11], equal to

\[
p(n + 1) = \sum_{i=1}^n \psi(t)2^{n-i} = 2^n(n - c + O(2^{-n^2/2})),
\]
where
\[ \psi(t) = \sum_{d|t} \mu(t/d)2^d \]
is exactly the number of primitive binary words of length \( t \). It is interesting that the complexity \( p(n+1) \) is equal to the number of unary regular languages whose state complexity is at most \( n \) [5], and a bijection between these permutations and those languages is constructed in [11].

Makarov also investigated permutations generated by Sturmian words [13], the Thue-Morse word [12] and the period doubling word [10]. His research was continued by Widmer [16, 15] and Valyuzhenich [14]. In particular, S. Widmer found the permutation complexity, that is, the complexity of the underlying permutation, of the Thue-Morse word [16]; and A. Valyuzhenich extended the result to some its relatives [14]. All these results are rather technical and involve a study of several types of structures analogous to special subwords for words.

I would like to emphasize one of the results from [12], namely, the fact that the Thue-Morse permutation has another beautiful representative: the sequence
\[
0, 1, \frac{1}{2}, -\frac{1}{2}, 1, -\frac{3}{4}, -\frac{1}{4}, 3, 1, \frac{1}{8}, \ldots
\]
of binary rationals generated by the morphism
\[
\varphi: \begin{cases} 
x \rightarrow x/2, x/2 - 1 & \text{for } x > 0, \\
x \rightarrow x/2, x/2 + 1 & \text{for } x \leq 1.
\end{cases}
\]
A sensible generalization of this “morphic” way of generating permutations would be interesting.

6 Automatic properties

Several equivalent definitions of \( k \)-automatic words are well-known [1]. For permutations, there is no such an equivalence; however, a permutation generated by a \( k \)-automatic word is \( k \)-automatic in the sense that the relation \( \gamma_{ij} \) between any pair \( \alpha_i \) and \( \alpha_j \) of its elements can be found as the output of an automaton eating the pair of \( k \)-ary representations of \( i \) and \( j \) [7]. The number of states of the automaton given by our construction is huge; but Fig. 6 shows a relatively small automaton generating the Thue-Morse permutation. The input of the automaton is pairs of digits of the binary representations of \( i \) and \( j \), starting from the most significant digit, with zeros in the beginning if necessary yo unify their lengths. The output is the relation \( < \) or \( > \) shown in the middle of each state; the lowest row of the automaton corresponds to the trivial case of \( i = j \).

7 Conclusion

Results concerning infinite permutations are in average more technical, less evident and sometimes more awkward than classical results for words. However, some of them look really beautiful. Several possible directions of further research are now outlined, and you are welcome to participate.
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