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Abstract

We present a sublinear time algorithm that allows one to sample multiple edges from a distribution that is pointwise $\epsilon$-close to the uniform distribution, in an amortized-efficient fashion. We consider the adjacency list query model, where access to a graph $G$ is given via degree and neighbor queries.

The problem of sampling a single edge in this model has been raised by Eden and Rosenbaum (SOSA 18). Let $n$ and $m$ denote the number of vertices and edges of $G$, respectively. Eden and Rosenbaum provided upper and lower bounds of $\Theta^*(n/\sqrt{m})$ for sampling a single edge in general graphs (where $O^*(\cdot)$ suppresses poly$(1/\epsilon)$ and poly$(\log n)$ dependencies). We ask whether the query complexity lower bound for sampling a single edge can be circumvented when multiple samples are required. That is, can we get an improved amortized per-sample cost if we allow a preprocessing phase? We answer in the affirmative.

We present an algorithm that, if one knows the number of required samples $q$ in advance, has an overall cost that is sublinear in $q$, namely, $O^*(\sqrt{q \cdot (n/\sqrt{m})})$, which is strictly preferable to $O^*(q \cdot (n/\sqrt{m}))$ cost resulting from $q$ invocations of the algorithm by Eden and Rosenbaum.

Subsequent to a preliminary version of this work, Tětek and Thorup (arXiv, preprint) proved that this bound is essentially optimal.
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1 Introduction

The ability to select edges uniformly at random in a large graph or network, namely edge sampling, is an important primitive, interesting both from a theoretical perspective in various models of computation (e.g., [19, 2, 3, 1, 13, 12, 7, 4, 15]), and from a practical perspective in the study of real-world networks (e.g., [20, 22, 31, 6, 27]). We consider the task of outputting edges from a distribution that is close to uniform; more precisely, the output distribution on edges will be pointwise $\epsilon$-close to the uniform distribution, so that each edge will be returned with probability in $[1-\epsilon, 1+\epsilon]$. Note that this is a stronger notion than the more standard...
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The notion of \( \epsilon \)-close to uniform in total variation distance (TVD).\(^1\) We consider this task in the sublinear setting, specifically, in the adjacency list query model, where the algorithm can perform uniform vertex queries, as well as degree and neighbor queries.

Three recent algorithms have been presented for this problem in the adjacency list model. The first, by Eden and Rosenbaum [13], is an \( O^*(n/\sqrt{m}) \) query complexity\(^2\) algorithm that works in general graphs.\(^3\) This was later refined by Eden, Ron, and Rosenbaum [7] to an \( O^*(ma/n) \) algorithm for graphs that have arboricity\(^4\) at most \( \alpha \) (where it is assumed that \( \alpha \) is given as input to the algorithm). Finally, in [26], Tětek and Thorup combined techniques from the previous two works and presented the state of the art algorithm for sampling a single edge. This algorithm exponentially improves on the dependency in \( 1/\epsilon \) compared to the algorithm by [13]. All of these algorithms were also shown to be essentially optimal if one is interested in outputting a single edge sample. Naively, to sample \( q \) edges in general graphs, one can invoke the [26] algorithm \( q \) times, with expected complexity \( O^*(q \cdot (n/\sqrt{m})) \). In this paper, we prove that this query complexity can be improved to \( O^*(\sqrt{q} \cdot (n/\sqrt{m})) \). That is, we prove that there exists an algorithm with a better amortized query complexity.

1.1 Results

We present an algorithm that returns an edge from a distribution that is pointwise \( \epsilon \)-close to uniform, and efficiently supports many edge sample invocations. Assuming one knows in advance the number of required edge samples \( q \), the overall cost of \( q \) edge samples is \( O^*(q \cdot (n/\sqrt{m}) + q) = O^*(q \cdot (n/\sqrt{m})) \), where the equality is since we can assume that \( q = O(n^2/m) \).\(^5\) Subsequent to a preliminary version of this work, Tětek and Thorup [26, Theorem 15] proved that the above result is essentially optimal.

Our algorithm is based on two procedures: a preprocessing procedure that is invoked once, and a sampling procedure which is invoked whenever an edge sample is requested. There is a trade-off between the preprocessing cost and per-sample cost of the sampling procedure. Namely, for a trade-off parameter \( x \geq 1 \), which can be given as input to the algorithm, the preprocessing query complexity is \( O^*(n^2/(m \cdot x)) \) and the per-sample cost of the sampling procedure is \( O(x/\epsilon) \).

\[ \textbf{Theorem 1.1} \text{(Informal.)} \] \hspace{1em} Let \( G \) be a graph over \( n \) vertices and \( m \) edges. Assume access to \( G \) is given via the adjacency list query model. There exists an algorithm that, given an approximation parameter \( \epsilon \) and a trade-off parameter \( x \), has two procedures: a preprocessing procedure, and a sampling procedure. The sampling procedure outputs an edge from a distribution that is pointwise \( \epsilon \)-close to uniform. The preprocessing procedure has \( O^*(n^2/(m \cdot x)) \) expected query complexity, and the expected per-sample query complexity of the sampling procedure is \( O(x/\epsilon) \).

As mentioned previously, this result is essentially optimal, due to a lower bound by Tětek and Thorup [26].

---

\(^1\) See Section 1.1 for a detailed discussion comparing TVD-closeness to pointwise closeness.

\(^2\) We note that in all the mentioned algorithms the running time is asymptotically equal to the query complexity, and therefore we limit the discussion to query complexity.

\(^3\) Throughout the paper \( O^*(\cdot) \) is used to suppresses \( \text{poly}(\log n/\epsilon) \) dependencies.

\(^4\) The arboricity of a graph is the minimal number of forests required to cover its edge set.

\(^5\) Observe that if the number of required samples \( q \) exceeds \( n^2/m \), then one can simply perform \( O(n^2 \log n/m) \) uniform pair queries and with high probability recover all edges in the graph. Hence, we can assume that \( q \leq n^2/m \), and so the term \( q \) does not asymptotically affect the complexity.
**Theorem 1.2** (Theorem 15 in [26], restated). Let $\epsilon$ be some small constant $0 < \epsilon < 1$. Any algorithm that samples $q$ edges from a distribution that is pointwise $\epsilon$-close to uniform in the adjacency list query model must perform $\Omega(\sqrt{q} \cdot (n/\sqrt{m}))$ queries.

To better understand how the complexity of our upper bound compares to what was previously known, we give some possible instantiations. First, setting $x = n/\sqrt{m}$ implies a preprocessing phase with $O^*(n/\sqrt{m})$ queries and a cost of $O(n/\sqrt{m})$ per sample, thus recovering the bounds of [13]. Second, setting $x = 1$ implies a preprocessing phase with $O(n^2/m)$ queries and a cost of $O(1/\epsilon)$ per sample. This can be compared to the naive approach of querying the degrees of all the vertices in the graph, and then sampling each vertex with probability proportional to its degree and returning an edge incident to the sampled vertex. Hence, the naive approach yields an $O(n)$ preprocessing cost and $O(1)$ per-sample cost while our algorithm with $x = 1$ yields an $O^*(n^2/m) = O^*(n/d_{avg})$ preprocessing and $O(1/\epsilon)$ per-sample cost, where $d_{avg}$ denotes the average degree of the graph.

For a concrete example, consider the case where $m = \Theta(n)$ and $q = O(\sqrt{n})$ edge samples are required. Setting $x = n^{1/4}$ gives an overall cost of $n^{3/4}$ for sampling $q$ edges, where previously this would have required $O(n)$ queries (by either the naive approach, or performing $O(\sqrt{n})$ invocations of the $O^*(n/\sqrt{m}) = O^*(\sqrt{n})$ algorithm of [26]). In general, if the number of queries $q$ is known in advance, then setting $x = \sqrt{n/m}$, yields that sampling $q$ edges has an overall cost of $O^*(\sqrt{q} \cdot (n/\sqrt{m}))$, where previously this would have required $O^*(q \cdot (n/\sqrt{m}))$ queries resulting from $q$ invocations of the algorithm by [26]. We discuss some more concrete applications in the following section.

**From the augmented model to the general query model**

Recently, it has been suggested by Aliakbarpour et al. [3] to consider query models that also provide queries for uniform edge samples, and multiple algorithms have since been developed for this model, e.g., [4, 15, 5, 28].

Currently, for “transferring” results in models that allow uniform edge samples back to models that do not allow such queries in a black-box manner, one must either (1) pay a multiplicative cost of $O^*(n/\sqrt{m})$ per query (replacing each edge sample query in an invocation of the [13] algorithm for sampling edges), (2) pay an additive cost of $O(n)$ (using the naive approach described above), or (3) pay an additive cost of $O^*(n^2/m)$ if pair queries are allowed.

For example, the works by Assadi, Kapralov and Khanna [4], Fichtenberger, Gao and Peng [15], and Biswas, Eden and Rubinfeld [5] give algorithms that rely on edge samples for the tasks of approximately counting and uniformly sampling arbitrary subgraphs in sublinear time. Specifically, these works assume the augmented query model which allows for vertex, degree, neighbor, pair as well as uniform edge samples queries. When only vertex, degree, neighbor and pair queries (without uniform edge samples) are provided, this is referred to as the general query model [21]. Currently, there are no dedicated algorithms for these tasks in the general model, that does not allow edge samples. For approximating the number of 4-cycles, denoted $\#C_4$, the algorithms of [4, 15] have query complexity of $O^*(m^2/\#C_4)$.

---

6 Indeed, the naive approach returns an edge from a distribution that is exactly uniform.

7 This is true for results for which pointwise-close to uniform edge samples are sufficient, as in the case in all the current sublinear results that rely on edge samples (that we know of).

8 Pair queries return whether there is an edge between two vertices in the graph.

9 As one can sample all edges in the graph with high probability using $O^*(n^2/m)$ uniform pair queries (by the coupon collector’s argument), and then return from the set of sampled edges.
For a graph with \( m = O(n) \) edges and \( \#C_4 = \Theta(n^{3/2}) \) 4-cycles, this results in an \( O^*(\sqrt{n}) \) query complexity in the augmented model. Using our algorithm, we can set \( q = O(\sqrt{n}) \), and approximately count the number of \( \#C_4 \)'s in \( O^*(n^{3/4}) \) queries in the general query model, where previously to our results this would have cost \( O(n) \) queries. We note that this “black-box” transformation from the augmented model to the general query model is not guaranteed to be optimal in terms of the resulting complexity in the general model. Indeed, dedicated algorithms for counting and sampling stars and cliques in the general model, prove that this is not the case [18, 9, 11, 10, 8, 28]. Nonetheless, to the best of our knowledge, no other results are currently known for subgraphs apart from stars or cliques, and so this approach provides the only known algorithms for arbitrary subgraph counting and sampling in the general model.

Pointwise vs. TVD

A more standard measure of distance between two distributions \( P \) and \( Q \) is the total variation distance (TVD), 
\[
d_{TV}(P,Q) = \frac{1}{2} \sum_{x \in \Omega} |P(x) - Q(x)|.
\]
Observe that this is a strictly weaker measure. That is, pointwise-closeness implies closeness in TVD. Thus our algorithm immediately produce a distribution that is TVD close to uniform. However, being close to a distribution in TVD, does not imply pointwise-closeness.\(^{10}\) Furthermore, in various settings, this weaker definition is not sufficient, as is the case in some of the applications we mentioned previously. For instance, the uniform edge samples in the algorithms of [4, 15] cannot be replaced in a black-box manner by edge samples that are only guaranteed to be close to uniform in TVD. For a concrete example, consider the task of approximately counting the number of triangles. Let \( G = A \cup B \) be a graph, where \( A \) is a bipartite subgraph over \((1 - \epsilon)m\) edges, and \( B \) is a clique over \( \epsilon m \) edges. An algorithm that returns a uniformly distributed edge in \( A \) is close in TVD to uniform over the entire edge set of \( G \). However, it does not allow one to correctly approximate the number of triangles in \( G \), as the algorithm will never return an edge from the clique, which is where all the triangles reside.

1.2 Technical Overview

Sampling (almost) uniformly distributed edges is equivalent to sampling vertices with probability (almost) proportional to their degree \( \frac{d(v)}{2m} \).\(^{11}\) Hence, from now on we focus on the latter task.

Consider first the following naive procedure for sampling vertices with probability proportional to their degree. Assume that \( d_{\text{max}} \), the maximum degree in the graph is known. Query a vertex uniformly at random and return it with probability \( \frac{d(v)}{d_{\text{max}}} \); otherwise, return fail. Then each vertex is sampled with probability \( \frac{d(v)}{n\cdot d_{\text{max}}} \). Therefore, if we repeatedly invoke the above until a vertex is returned, then each vertex is returned with probability \( \frac{d(v)}{2m} \), as desired. However, the expected number of attempts until a vertex is returned is \( O(\frac{n\cdot d_{\text{max}}}{m}) \) (since the overall success probability of a single attempt is \( \sum_{v \in V} \frac{d(v)}{n\cdot d_{\text{max}}} = \frac{2m}{n\cdot d_{\text{max}}} \)), which could be as high as \( O(\frac{n^2}{m}) \) when \( d_{\text{max}} = \Theta(n) \).

\(^{10}\) E.g., a distribution that ignores \( \epsilon/2 \)-fraction of the edges and is uniform on the rest is close in TVD to uniform, but clearly it is not pointwise close.

\(^{11}\) Since if every \( v \) is sampled with probability in \((1 \pm \epsilon)\frac{d(v)}{2m}\), performing one more uniform neighbor query from \( v \) implies that each specific edge \((v, w)\) in the graph is sampled with probability in \((1 \pm \epsilon)\cdot \frac{1}{2m}\).
Our idea is to partition the graph vertices into light and heavy, according to some degree threshold $\tau$, that will play a similar role to that of $d_{\text{max}}$ in the naive procedure above. Our algorithm has two procedures, a preprocessing procedure and a sampling procedure. The preprocessing procedure is invoked once in the beginning of the algorithm, and the sampling procedure is invoked every time an edge sample is requested. In the preprocessing procedure we construct a data structure that will later be used to sample heavy vertices. In the sampling procedure, we repeatedly try to sample a vertex, each time either a light or a heavy with equal probability, until a vertex is returned. To sample light vertices, we invoke the above simple procedure with $\tau$ instead of $d_{\text{max}}$. Namely, sample a uniform random vertex $v$, if $d(v) \leq \tau$, return it with probability $\frac{d(v)}{\tau}$. To sample heavy vertices, we use the data structure constructed by the preprocessing procedure as will be detailed shortly.

In the preprocessing procedure, we sample a set $S$ of $O\left(\frac{n}{\tau} \cdot \log \frac{n}{\epsilon^2}\right)$ vertices uniformly at random. We then construct a data structure that allows to sample edges incident to $S$ uniformly at random. It holds that with high probability for every heavy vertex $v$, its number of neighbors in $S$, denoted $d_S(v)$, is close to its expected value, $d(v) \cdot \frac{|S|}{n}$. Also, it holds that with high probability the sum of degrees of the vertices in $S$, denoted $d(S)$, is close to its expected value, $2m \cdot \frac{|S|}{n}$. Hence, to sample heavy vertices, we first sample an edge $(u, v)$ incident to $S$ uniformly at random (without loss of generality $u \in S$) and then we check if the second endpoint $v$ is heavy. If so, we return $v$, and otherwise we fail. By the previous discussion on the properties of $S$, it holds that every heavy vertex is sampled with probability approximately $\frac{d_S(v)}{d(v)} \approx \frac{d(v)}{2m}$.

### 1.3 Comparison to Previous Work

For the sake of this discussion assume that $\epsilon$ is some small constant. Most closely related to our work, is the algorithm of [13]. Their algorithm also works by partitioning the graph’s vertices to light and heavy vertices according to their some degree threshold $\theta$. Their method of sampling light edges is identical to ours: one simply samples a vertex uniformly at random, and keeps it with probability $d(v)/\theta$. In our algorithm, $\tau$ is the degree threshold for light and heavy vertices, so that $\tau$ and $\theta$ plays the same role. The difference between our works is in the sampling of heavy vertices. To sample heavy vertices, the algorithm of [13] tries to reach heavy vertices by sampling light vertices, and then querying one of their neighbors uniformly at random. For this approach to output heavy vertices with almost equal probability to light vertices, $\theta$ must be set to $\Omega(\sqrt{m})$. Our approach for sampling heavy vertices is different, and relies on the preprocessing phase, which later allows us to reach heavy vertices with $O(1)$ queries. This allows us, in a sense, to decouple the dependence of the threshold $\tau$ and the success probability of sampling light vertices. Hence, we can allow to set the degree threshold $\tau$ to smaller values, which results in a more efficient per-sample complexity (at a cost of a preprocessing step).

The algorithm of [7] also outputs a uniformly distributed single edge, however in graphs with bounded arboricity $\alpha$. Here too the algorithm first defines light vertices, setting the threshold to $\Theta(\alpha)$. Sampling heavy edge is then performed by starting at light vertices as before, but taking longer random walks of length $\ell$, for $\ell$ chosen uniformly in $[\log n]$. This method was later used by Tětek [26] to exponentially improve the dependence in $\epsilon$ of sampling a single edge in the general setting. It is an interesting open question whether there exists an algorithm for sampling multiple edges in bounded arboricity graphs which has better complexity than the algorithm of this work.

---

12 We say that an edge $(u, v)$ is incident to $S$ if either $u$ or $v$ are in $S$. 

---
1.4 Further Related Work

We note that some of the related works were already mentioned, but we list them again for the sake of completeness.

Sampling edges in the adjacency list model

As discussed previously, the most related work to ours is that of [13] for sampling a single edge from an almost uniform distribution in general graphs in $O^*(n/\sqrt{m})$ expected time. This was later refined by Eden, Rosenbaum and Ron [7] to an $O^*(n\alpha/m)$ expected time algorithm in bounded arboricity graphs, where a bound $\alpha$ on the arboricity of the graph at question is also given as input to the algorithm. Recently, Tětek and Thorup [26] proved that the dependency in $\epsilon$ in the algorithm of [13] could be improved from $1/\sqrt{\epsilon}$ to $\log(1/\epsilon)$. They further proved (subsequent to our work) that given additional access to what they refer to as hash-based neighbor queries, there exists an algorithm for sampling multiple edges (with and without replacement) from the exactly uniform distribution in $O^*(\sqrt{q} \cdot (n/\sqrt{m}))$ time.

The augmented edge samples model

In [3], Aliakbarpour et al. suggested a query model which allows access to uniform edge samples and degree queries. In this model they presented an algorithm for approximately counting the number of $s$-stars in expected time $O^*(m/#H^{1/s})$, where $#H$ denotes the number of $s$-stars in the graph. In [4], Assadi, Kapralov and Khanna considered the combined power of neighbor, degree, pair and uniform vertex and edge samples. In this model, they presented an algorithm that approximates the number of occurrences of any arbitrary subgraph $H$ in a graph $G$ in expected time $O^*(m^{\rho(H)}/#H)$, where $\rho(H)$ is the fractional edge cover of $H$, and $#H$ is the number of occurrences of $H$ in $G$. In the same model, Fichtenberger, Gao, and Peng [15] simplified the above algorithm and proved the same complexity for the additional task of sampling a uniformly distributed copy of $H$. Recently, Biswas, Eden and Rubinfeld [5], parameterized the complexity of counting and sampling arbitrary subgraph by what they refer to as the decomposition cost of $H$, improving the above results for a large family of subgraphs $H$. In [28], Tětek considers this model in the context of approximately counting triangles in the super-linear regime.

Sampling from networks

Sampling from networks is a very basic primitive that is used in a host of works for studying networks parameters (e.g., [20, 22, 31, 6, 27]). Most approaches for efficiently sampling edges from networks are random walk based approaches, whose complexity is proportional to the mixing time of the network, e.g., [22, 16, 25, 24]. We note that our approach cannot be directly compared with that of the random walk based ones, as the query models are different: The adjacency list query model assumes access to uniform vertex queries and one can only query one neighbor at a time, while random walk based approaches usually only assume access to arbitrary seed vertices and querying a node reveals its set of neighbors. Furthermore, while in theory the mixing time of a graph can be of order $O(n)$, in practice,

\[\text{Note that since for all graphs } \alpha \leq \sqrt{m}, \text{ this results is always at least as good as the previous one.}\]

\[\text{The fractional edge cover of a graph is minimum weight assignment of weights to the graph’s edges, so that the sum of weights over the edges incident to each vertex is at least 1.}\]
social networks tend to have smaller mixing times \cite{24}, making random walk based approaches very efficient. Still, denoting the mixing time of the network by $t_{mix}$, such approaches require one to perform $\Omega(t_{mix})$ queries in order to obtain each new sample, thus leaving the question of a more efficient amortized sampling procedure open.

2 Preliminaries

Let $G = (V, E)$ be an undirected simple graph over $n$ vertices. We consider the adjacency list query model, which assumes the following set of queries:

- **Uniform vertex queries**: which return a uniformly distributed vertex in $V$.
- **Degree queries**: $\text{deg}(v)$, which return the degree of the queried vertex.
- **Neighbor queries**: $\text{nbr}(v, i)$ which return the $i$th neighbor of $v$, if one exists and $\perp$ otherwise.

We sometimes say that we perform a “uniform neighbor query” from some vertex $v$. This can be simply implemented by choosing an index $i \in [d(v)]$ uniformly at random, and querying $\text{nbr}(v, i)$.

Throughout the paper we consider each edge from both endpoints. That is, each edge $\{u, v\}$ is considered as two oriented edges $(u, v)$ and $(v, u)$. Abusing notation, let $E$ denote the set of all oriented edges, so that $m = |E| = \sum_{v \in V} d(v)$ and $d_{avg} = m/n$. Unless stated explicitly otherwise, when we say an “edge”, we refer to oriented edges.

For a vertex $v \in V$ we denote by $\Gamma(v)$ the set of $v$’s neighbors. For a set $S \subseteq V$ we denote by $E(S)$ the subset of edges $(u, v)$ such that $u \in S$, and by $m(S)$ the sum of degrees of all vertices in $S$, i.e. $m(S) = |E(S)| = \sum_{v \in S} d(v)$. For every vertex $v \in V$ and set $S \subseteq V$, we denote by $d_S(v)$ the degree of $v$ in $S$, $d_S(v) = |\Gamma(v) \cap S|$.

We consider the following definition of $\epsilon$-pointwise close distributions:

▶ **Definition 1** (Definition 1.1 in [13]). Let $Q$ be a fixed probability distribution on a finite set $\Omega$. We say that a probability distribution $P$ is pointwise $\epsilon$-close to $Q$ if for all $x \in \Omega$,

$$|P(x) - Q(x)| \leq \epsilon Q(x), \quad \text{or equivalently} \quad P(X) \in (1 \pm \epsilon)Q(X).$$

If $Q = U$, the uniform distribution on $\Omega$, then we say that $P$ is pointwise $\epsilon$-close to uniform.

3 Multiple Edge Sampling

As discussed in the introduction, our algorithm consists of a preprocessing procedure that creates a data structure that enables one to sample heavy vertices, and a sampling procedure that samples an almost uniformly distributed edge. Also recall that our procedures are parameterized by a value $x$ which allows for a trade-off between the preprocessing complexity and the per-sample complexity. Namely, allowing per-sample complexity of $O(x/\epsilon)$, our preprocessing procedure will run in time $O^*(n/(d_{avg} \cdot x))$. If one knows the number of queries, $q$, then setting $x = \frac{n/\sqrt{m}}{\sqrt{q}}$ yields the optimal trade-off between the preprocessing and the sampling.

3.1 Preprocessing

In this section we present our preprocessing procedure that will later allow us to sample heavy vertices. The procedure and its analysis are similar to the procedure Sample-degrees-typical of Eden, Ron, and Seshadhri [11].
The input parameters to the procedure are \( n \), the number of vertices in the graph, \( x \), the trade-off parameter, \( \delta \), a failure probability parameter, and \( \epsilon \), the approximation parameter. The output is a data structure that, with probability at least \( 1 - \delta \), allows one to sample heavy vertices with probability (roughly) proportional to their degree.

We note that we set \( \tau = \min\{x, \sqrt{n/d_{avg}}\} \) since for values \( x = \Omega(\sqrt{n/d_{avg}}) \) it is better to simply use the \( O^*(\sqrt{n/d_{avg}}) \) per-sample algorithm of [13]. We shall make use of the following theorems.

- **Theorem 3.1** (Theorem 1.1 of [17], restated.). There exists an algorithm that, given query access to a graph \( G \) over \( n \) vertices and \( m \) edges, an approximation parameter \( \epsilon \in (0, \frac{1}{2}) \), and a failure parameter \( \delta \in (0, 1) \), returns a value \( \overline{m} \) such that with probability at least \( 1 - \delta \), \( \overline{m} \in [(1 - \epsilon)m, m] \). The expected query complexity and running time of the algorithm are \( O\left(\frac{n}{\sqrt{\overline{m}}} \cdot \log^2\frac{n}{\overline{m}}\right) \).

- **Theorem 3.2** (Section 4.2 and Lemma 17 in [14], restated.). For a set \( S \) of size at least \( \frac{n}{\sqrt{\overline{m}}} \cdot \frac{34}{\epsilon} \), it holds that with probability at least \( \frac{5}{6} \), \( m(S)/s > \frac{1}{4} \cdot (1 - \epsilon) \cdot d_{avg} \).

- **Theorem 3.3** (A data structure for a discrete distribution (e.g., [29, 30, 23])). There exists an algorithm that receives as input a discrete probability distribution \( P \) over \( \ell \) elements, and constructs a data structure that allows one to sample from \( P \) in linear time \( O(\ell) \).

### Preprocessing \((n, \epsilon, \delta, x)\)

1. Invoke the algorithm of [17] to get an estimate \( \overline{d}_{avg} \) of the average degree \( d_{avg} \).
2. Let \( \tau = \min\left\{ x, \sqrt{n/d_{avg}} \right\} \).
3. Let \( t = \lceil \log_3(\frac{1}{\epsilon}) \rceil \), and let \( \tau = \frac{\overline{d}_{avg}}{\epsilon} \).
4. For \( i = 1 \) to \( t \) do:
   a. Let \( S_i \) be a multiset of \( s = \frac{n}{\tau} \cdot \frac{35 \log(6nt/\delta)}{\epsilon^2} \) vertices chosen uniformly at random.
   b. Query the degrees of all the vertices in \( S_i \) and compute \( m(S_i) = \sum_{v \in S_i} d(v) \).
5. Let \( S \) be the first set \( S_i \) such that \( \frac{m(S)}{s} \in \left[ \frac{1}{4} \cdot \overline{d}_{avg}, 12 \cdot \overline{d}_{avg} \right] \).
   a. If no such set exists, then return fail.
   b. Else, set up a data structure\(^6\) \( D(S) \) that supports sampling each vertex \( v \in S \) with probability \( \frac{d(v)}{m(S)} \).
6. Let \( \overline{m} = \frac{m(S)}{\overline{d}_{avg}|S|} \).
7. Return \( (\overline{m}, \tau, \tau, D(S)) \).

\(^a\) See Theorem 3.1
\(^b\) See Theorem 3.3

The following definitions will be useful in order to prove the lemma regarding the performance of the **Preprocessing** procedure.

- **Definition 2.** We say that a sampled set \( S \subseteq V \) is \( \epsilon \)-good if the following two conditions hold:
  - For every heavy vertex \( v \in V_{> \tau} \), \( d_S(v) \in (1 \pm \epsilon)|S| \cdot \frac{d(v)}{n} \).
  - \( \frac{m(S)}{s} \in \left[ \frac{1}{4} \cdot \overline{d}_{avg}, 12 \cdot \overline{d}_{avg} \right] \).

- **Definition 3.** We say that \( \overline{d}_{avg} \) is an \( \epsilon \)-good estimate of \( d_{avg} \) if \( \overline{d}_{avg} \in [(1 - \epsilon)d_{avg}, d_{avg}] \).
Lemma 4. Assume query access to a graph $G$ over $n$ vertices, $\epsilon \in (0, \frac{1}{2})$, $\delta \in (0, 1)$, and $x \geq 1$. The procedure Preprocessing $(n, \epsilon, \delta, x)$, with probability at least $1 - \delta$, returns a tuple $(\gamma, \tau, \bar{d}, D(S))$ such that the following holds.

- $D(S)$ is a data structure that supports sampling a uniform edge in $E(S)$, for an $\epsilon$-good set $S$, as defined in Definition 2.
- $\bar{d} \in [1, \sqrt{n/\bar{d}_{avg}}], \tau = \frac{\bar{d}_{max}}{\epsilon},$ and $\gamma = \frac{m(S)}{d_{avg} |S|},$ where $\bar{d}_{avg}$ is an $\epsilon$-good estimate of $d_{avg}$, as defined in Definition 3.

The expected query complexity and running time of the procedure are $O \left( \max \left\{ \frac{n}{\bar{d}_{avg} \cdot \sqrt{\frac{n}{\bar{d}_{avg}}}}, \sqrt{\frac{n}{\bar{d}_{avg}}} \cdot \frac{\log^2(n \cdot \log(1/\delta))}{\epsilon} \right\} \right)$.

Proof. We start with proving that with probability at least $1 - \delta$ the set $S$ chosen in Step 5 is a good set. Namely, that (1) $\frac{m(S)}{|S|} \in \left[ \frac{1}{4}, \bar{d}_{avg}, 12 \cdot \bar{d}_{avg} \right]$, and that (2) for all heavy vertices $v \in V_{> \tau}$, $d_S(v) \in (1 + \epsilon)s \cdot \frac{d(v)}{n}$.

By Theorem 1.1 of [17] (see Theorem 3.1), with probability at least $1 - \frac{\delta}{7}$, $\bar{d}_{avg}$ is an $\epsilon$-good estimate of $d_{avg}$, that is

$$(1 - \epsilon)d_{avg} \leq \bar{d}_{avg} \leq d_{avg}.$$  \hspace{1cm} (1)

We henceforth condition on this event, and continue to prove the latter property. Fix an iteration $i \in [t]$. Observe that $\mathbb{E} \left[ \frac{m(S_i)}{s} \right] = d_{avg}$. By Markov’s inequality, equation (1), and the assumption that $\epsilon \in (0, \frac{1}{2})$,

$$\Pr \left[ \frac{m(S_i)}{s} > 12 \cdot \bar{d}_{avg} \right] \leq \frac{d_{avg}}{12 \cdot \bar{d}_{avg}} \leq \frac{1}{12(1 - \epsilon)} \leq \frac{1}{6}.$$

Recall that $s = \frac{n \cdot 35 \log(n t/\delta)}{\epsilon^2}, \tau = \frac{\bar{d}_{max}}{\epsilon},$ and $\tau \leq \sqrt{n/\bar{d}_{avg}}$ and that we condition on $\bar{d}_{avg} \geq (1 - \epsilon)d_{avg}$. Thus, $\tau \leq \sqrt{n/\bar{d}_{avg}}$, and $s \geq \frac{34}{\epsilon} n \cdot \frac{1}{\sqrt{m}}$. Therefore, by Lemma 17 in [14] (see Theorem 3.2), for every $i$, it holds that

$$\Pr \left[ \frac{m(S_i)}{s} \leq \frac{1}{2} \cdot (1 - \epsilon) d_{avg} \right] \leq \frac{1}{6}.$$  \hspace{1cm} (2)

By equations (1), (2), and the assumption that $\epsilon \in (0, \frac{1}{2})$,

$$\Pr \left[ \frac{m(S_i)}{s} < \frac{1}{4} \cdot \bar{d}_{avg} \right] \leq \Pr \left[ \frac{m(S_i)}{s} \leq \frac{1}{2} \cdot (1 - \epsilon) d_{avg} \right] \leq \frac{1}{6}$$

By the union bound, for every specific $i$,

$$\Pr \left[ \frac{m(S_i)}{s} < \frac{1}{4} \cdot \bar{d}_{avg} \right] \text{ or } \frac{m(S_i)}{s} > 12 \cdot \bar{d}_{avg} \right] \leq \frac{1}{3}.$$

Hence, the probability that for all the selected multisets $\{S_i\}_{i \in [t]}$, either $\frac{m(S_i)}{s} < \frac{1}{4} \cdot \bar{d}_{avg}$ or $\frac{m(S_i)}{s} > 12 \cdot \bar{d}_{avg}$ is bounded by $\frac{1}{3}$. Therefore, with probability at least $1 - \frac{2\delta}{3}$, it holds that $\frac{m(S_i)}{s} \in \left[ \frac{1}{4} \cdot \bar{d}_{avg}, 12 \cdot \bar{d}_{avg} \right]$ and the procedure does not return fail in Step 5a.

---

15 Markov’s inequality: if $X$ is a non-negative random variable and $a > 0$, $\Pr(X \geq a) \leq \frac{E(X)}{a}$. 

---
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Next, we prove that there exists a high-degree vertex \( v \in V_{>\tau} \) such that \( d_S(v) \notin (1 \pm \epsilon) s \cdot \frac{d(v)}{n} \) with probability at most \( \frac{1}{4} \). Fix an iteration \( i \in [t] \), and let \( S_i = \{ u_1, \ldots, u_t \} \) be the sampled set. For any fixed high-degree vertex \( v \in V_{>\tau} \) and for some vertex \( u \in V \), let

\[
\chi^v(u) = \begin{cases} 
1 & u \text{ is a neighbor of } v \\
0 & \text{otherwise} 
\end{cases}.
\]

Observe that \( \mathbb{E}_{u \in V} [\chi^v(u)] = \frac{d(v)}{n} \) and that \( d_{S_i}(v) = \sum_{j \in [s]} \chi^v(u_j) \). Thus, \( \mathbb{E}[d_{S_i}(v)] = s \cdot \frac{d(v)}{n} \). Since the \( \chi^v(u) \) variables are independent \( \{0, 1\} \) random variables, by the multiplicative Chernoff bound,\(^{16}\)

\[
\Pr \left[ d_{S_i}(v) - \frac{s \cdot d(v)}{n} \geq \epsilon \cdot \frac{s \cdot d(v)}{n} \right] \leq 2 \exp \left( -\frac{\epsilon^2}{3n} \right),
\]

where the last inequality is by the assumption that \( \epsilon \in (0, \frac{1}{4}) \), the setting of \( s = \frac{n}{\log(6nt/\delta)} \), and since we fixed a heavy vertex \( v \) so that \( d(v) \geq \tau \). By taking a union bound over all high-degree vertices, it holds that there exists \( v \in V_{>\tau} \) such that \( d_{S_i}(v) \notin (1 \pm \epsilon) s \cdot \frac{d(v)}{n} \) with probability at most \( \frac{1}{4} \).

Hence, with probability at least \( 1 - \delta \), \( D(S) \) is a data structure of a good set \( S \). Moreover, by steps 2, 6, and 3 in the procedure Preprocessing\((n, \epsilon, \delta, x)\) it holds that \( \overline{x} \in \left[ 1, \sqrt{n/d_{avg}} \right] \), \( \gamma = \frac{m(S)}{d_{avg} |S|} \), and \( \tau = \frac{\overline{d}_{avg}}{s} \) respectively. By equation (1), \( d_{avg} \) is an \( \epsilon \)-good estimate for \( d_{avg} \).

We now turn to analyze the complexity. By [17] (see Theorem 3.1), the query complexity and running time of step 1 is \( O \left( \frac{n \sqrt{m} \cdot \log^4(n)}{\epsilon^3 \delta} \right) \). The expected query complexity and running time of the for loop are \( O(t \cdot s) = O \left( \frac{n \sqrt{m} \cdot \log^2(n \log(1/\delta)/\epsilon)}{\delta} \right) \), where the equality holds by the setting of \( s, t \) and since the expected value of \( d_{avg} \) is \( d_{avg} \). Step 5 takes \( O(t) \) time. By [29, 30, 23] (see Theorem 3.3), the running time of step 5b is \( O(s) \). All other steps takes \( O(1) \) time. Hence, the expected query complexity and running time are dominated by the for loop. By the setting of \( \overline{x} = \min \{ x, \sqrt{n/d_{avg}} \} \) we have \( O(s \cdot t) = O \left( \frac{n \sqrt{m} \cdot \log^2(n \log(1/\delta)/\epsilon)}{\delta} \right) = O \left( \max \left\{ \frac{n \sqrt{m}}{d_{avg} \overline{x}}, \sqrt{\frac{n}{\overline{d}_{avg}}} \right\} \cdot \log^2(n \log(1/\delta)/\epsilon) \right) \) which proves the claim.\( \blacksquare \)

### 3.2 Sampling an edge

In this section we present our sampling procedures. The following definition and claim will be useful in our analysis.

**Definition 5.** Let \( \tau \) be a degree threshold. Let \( V_{\leq \tau} = \{ v \in V \mid d(v) \leq \tau \} \), and let \( V_{>\tau} = V \setminus V_{\leq \tau} \). We refer to \( V_{\leq \tau} \) and \( V_{>\tau} \) as the sets of light vertices and heavy vertices, respectively. Let \( E_{\leq \tau} = \{ (u, v) \mid u \in V_{\leq \tau} \} \) and \( E_{>\tau} = \{ (u, v) \mid u \in V_{>\tau} \} \).

**Definition 6.** If the procedure Preprocessing\((n, \epsilon, \delta, x)\) returns a tuple \((\overline{x}, \tau, \gamma, D(S))\) such that the following items of Lemma 4 hold, then we say that this invocation is successful.

\( D(S) \) is a data structure that supports sampling a uniform edge in \( E(S) \), for an \( \epsilon \)-good set \( S \), as defined in Definition 2.

\( \overline{x} \in [1, \sqrt{n/d_{avg}}) \), \( \tau = \frac{\overline{d}_{avg}}{s} \), and \( \gamma = \frac{m(S)}{d_{avg} |S|} \), where \( d_{avg} \) is an \( \epsilon \)-good estimate of \( d_{avg} \), as defined in Definition 3.

\(^{16}\) Multiplicative Chernoff bound: if \( X_1, \ldots, X_n \) are independent random variables taking values in \( \{0, 1\} \), then for any \( 0 \leq \delta \leq 1 \), \( \Pr \left[ \sum_{i \in [n]} X_i - \mu \right] \leq 2e^{-\frac{\mu \delta^2}{2}} \) where \( \mu = \mathbb{E} \left[ \sum_{i \in [n]} X_i \right] \).
\[\text{Claim 7. Let } \gamma = \frac{m(S)}{d_{\text{avg}}[S]} \text{ and } \tau = \frac{\gamma m(S)}{d_{\text{avg}}[S]} . \text{ If } S \text{ is an } \epsilon \text{-good set, as in Definition 2, and } d_{\text{avg}} \text{ is an } \epsilon \text{-good estimate of } d_{\text{avg}}, \text{ as in Definition 3, then it holds that } \gamma \in [1/4, 12] \text{ and that } \\
\gamma \in [(1 - \epsilon)\tau, \tau].\]

Proof. By the assumption that \( S \) is an \( \epsilon \)-good set, it holds that \( \frac{m(S)}{|S|} \in \left[\frac{1}{4}, 12\right] \). Therefore, \( \gamma \in [1/4, 12] \). By the assumption that \( d_{\text{avg}} \) is an \( \epsilon \)-good estimate of \( d_{\text{avg}} \), namely \( d_{\text{avg}} \in [(1 - \epsilon)d_{\text{avg}}, d_{\text{avg}}] \), it holds that \( \gamma \in [(1 - \epsilon)\tau, \tau] \). \hfill \Box

### 3.2.1 The sampling procedures

We now present the two procedures for sampling light edges and heavy edges.

**Sample-Uniform-Edge** \((\tau, \tau, \tau, D(S), \epsilon)\)

1. While True do:
   a. Sample uniformly at random a bit \( b \in \{0, 1\} \).
   b. If \( b = 0 \) invoke \textbf{Sample-Light}(\( \tau, \tau \)).
   c. Otherwise, invoke \textbf{Sample-Heavy}(\( \tau, D(S), \tau, \epsilon \)).
   d. If an edge \((v, u)\) was returned, then \textbf{return} \((v, u)\).

**Sample-Light** \((\tau, \tau)\)

1. Sample a vertex \( v \in V \) uniformly at random and query for its degree.
2. If \( d(v) > \tau \text{ return fail.} \)
3. Query a uniform neighbor of \( v \). Let \( u \) be the returned vertex.
4. Return \((v, u)\) with probability \( \frac{d(v)}{\tau} \cdot \frac{1}{\tau \tau} \), otherwise \textbf{return} \textbf{fail}.

**Sample-Heavy** \((\tau, D(S), \tau, \epsilon)\)

1. Sample from the data structure \( D(S) \) a vertex \( v \in S \) with probability \( \frac{d(v)}{m(S)} \).
2. Sample uniform neighbor of \( v \). Let \( u \) be the returned vertex.
3. If \( d(u) \leq \tau \text{ return fail.} \)
4. Sample uniform neighbor of \( u \). Let \( w \) be the returned vertex.
5. Return \((u, w)\) with probability \( \frac{\epsilon}{4\tau} \), otherwise \textbf{return} \textbf{fail}.

Our procedure for sampling an edge \textbf{Sample-Uniform-Edge} gets as input a tuple \((\tau, \tau, \tau, D(S), \epsilon)\) which is the output of the procedure \textbf{Preprocessing}. Our guarantees on the resulting distribution of edge samples rely on the preprocessing being successful (see Definition 6), which happens with probability at least \( 1 - \delta \).

**Lemma 8.** Assume that \textbf{Preprocessing} has been invoked successfully, as defined in Definition 6. The procedure \textbf{Sample-Light}(\( \tau, \tau \)) returns an edge in \( E_{\leq \tau} \) such that each edge is returned with probability \( \frac{d(v)}{m(S)} \cdot \frac{1}{\tau \tau} \). The query complexity and running time of the procedure are \( O(1) \).

Proof. Let \((v, u)\) be a fixed edge in \( E_{\leq \tau} \).

\[
\Pr[(v, u) \text{ returned}] = \Pr[(v \text{ is sampled in Step 1}) \text{ and } (u \text{ sampled in Step 3}) \text{ and } ((v, u) \text{ returned in Step 4})] \\
= \frac{1}{n} \cdot \frac{1}{d(v)} \cdot \frac{d(v)}{\tau \cdot 4\tau}.
\]
Note that by Claim 7, $1/47 \leq 1$ and therefore, Step 4 is valid and the above holds. Hence, by the setting of $\tau = \frac{\tau_{avg}}{\epsilon}$ and $\gamma = \frac{m(S)}{\epsilon m(S)}$,

$$\Pr[(v, u) \text{ is returned}] = \frac{1}{n \cdot \tau \cdot 47} = \frac{\epsilon \cdot |S|}{4n \cdot \tau \cdot m(S)}.$$

The procedure performs at most one degree query and one uniform neighbor query. All other operations take constant time. Therefore, the query complexity and running time of the procedure are constant. ▷

Lemma 9. Assume that Preprocessing has been invoked successfully, as defined in Definition 6. The procedure Sample-Heavy($\tau, D(S), \tau, \epsilon$) returns an edge in $E_{>\tau}$ such that each edge is returned with probability $\frac{1 \pm \epsilon |S|}{4n \cdot \tau \cdot m(S)}$. The query complexity and running time of the procedure are $O(1)$.

Proof. Let $(u, w)$ be an edge in $E_{>\tau}$. We first compute the probability that $u$ is sampled in Step 2. Recall, the data structure $D(S)$ supports sampling a vertex $v$ in $S$ with probability $\frac{d(v)}{m(S)}$. The probability that $u$ is sampled in Step 2 is equal to the probability that a vertex $v \in S$ which is a neighbor of $u$ is sampled in step 1, and $u$ is the selected neighbor of $v$ in Step 2. Namely,

$$\Pr[u \text{ is sampled in Step 2}] = \sum_{v \in S \cap \Gamma(u)} \frac{d(v)}{m(S)} \cdot \frac{1}{d(v)} = \sum_{v \in S \cap \Gamma(u)} \frac{1}{m(S)} = \frac{d_S(u)}{m(S)}.$$

By the assumption that Preprocessing has been invoked successfully, so that $S$ is $\epsilon$-good, and because $u \in V_{>\tau}$,

$$d_S(u) \in (1 \pm \epsilon) \cdot |S| \cdot \frac{d(u)}{n}.$$

Hence, the probability that $(u, w)$ is returned by the procedure is

$$\Pr[(u, w) \text{ is returned}] = \Pr[(u \text{ sampled in Step 2}) \text{ and } (w \text{ sampled in Step 5})$$

and $((u, w) \text{ returned in Step 5})$

$$= \frac{d_S(u)}{m(S)} \cdot \frac{1}{d(u)} \cdot \frac{\epsilon}{47} \leq \frac{(1 \pm \epsilon) |S| \cdot \frac{d(u)}{n} \cdot \epsilon}{m(S) \cdot d(u) \cdot 47} = \frac{(1 \pm \epsilon) |S|}{4n \cdot \tau \cdot m(S)}.$$

The procedure performs one degree query and two neighbor queries, and the rest of the operations take constant time. Hence the query complexity and running time are constant. ▷

We are now ready to prove the formal version of Theorem 1.1.

Theorem 3.4. There exists an algorithm that gets as input query access to a graph $G$, $n$, the number of vertices in the graph, $\epsilon \in (0, \frac{1}{2})$, an approximation parameter, $\delta \in (0, 1)$, a failure parameter, and $x > 1$, a trade-off parameter. The algorithm has a preprocessing procedure and a sampling procedure.

The preprocessing procedure has expected query complexity $O\left(\max\left\{\frac{n}{d_{avg}^2}, \sqrt{\frac{n}{d_{avg}}}\right\}, \frac{\log^2(n \log(1/\delta) / \epsilon)}{\epsilon}\right)$, and it succeeds with probability at least $1 - \delta$. If the preprocessing procedure succeeds, then each time the sampling procedure is invoked it returns an edge such that the distribution on returned edges is $2\epsilon$-point-wise close to uniform, as defined in Definition 1. Each invocation of the sampling procedure has expected $O(\tau / \epsilon)$ query and time complexity.
Proof. By 9, the procedure **Preprocessing** procedure succeeds with probability at least $1 - \delta$. Furthermore, it has expected running time and query complexity as stated.

Condition on the event that the invocation of **Preprocessing** was successful. Let $P$ denote the distribution over the returned edges by the procedure **Sample-Uniform-Edge**. By Lemma 2.3 in [13], in order to prove that $P$ is pointwise $2\epsilon$-close to uniform, it suffices to prove that for every two edges $e,e'$ in the graph, $\frac{P(e)}{P(e')} \in (1 \pm 2\epsilon)$. By Lemma 8, every light edge $e$ is returned with probability $\frac{\epsilon \cdot |S|}{4n \cdot \mathcal{T} \cdot m(S)}$. By Lemma 9, every heavy edge $e'$ is returned with probability $\frac{(1 + \epsilon) |S|}{4n \cdot \mathcal{T} \cdot m(S)}$. Therefore, for every two edges $e,e'$ in the graph, $\frac{P(e)}{P(e')} \in (1 \pm 2\epsilon)$.

Next, we prove a lower bound on the success probability of a single invocation of the while loop in Step 1 in **Sample-Uniform-Edge**.

$$
\Pr[\text{an edge is returned}] = \frac{1}{2} \Pr[\text{Sample-Light returns an edge}] + \frac{1}{2} \Pr[\text{Sample-Heavy returns an edge}]
\geq \frac{1}{2} |E_{\leq t}| \cdot \frac{\epsilon \cdot |S|}{4n \cdot \mathcal{T} \cdot m(S)} + \frac{1}{2} |E_{> t}| \cdot \frac{(1 - \epsilon) |S|}{4n \cdot \mathcal{T} \cdot m(S)}
\geq \frac{1}{2} \frac{(1 - \epsilon) \epsilon |S| \cdot m(S)}{8n \cdot \mathcal{T}} \geq \frac{\epsilon}{192}\gamma,
$$

where the second inequality is due to Claim 7, i.e. $\gamma \leq 12$. Hence, the expected number of invocations until an edge is returned is $O(\tau/\epsilon)$.
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