CONVERGENCE OF THE SOLUTIONS OF DISCOUNTED HAMILTON–JACOBI SYSTEMS
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Abstract. We consider a weakly coupled system of discounted Hamilton–Jacobi equations set on a closed Riemannian manifold. We prove that the corresponding solutions converge to a specific solution of the limit system as the discount factor goes to 0. The analysis is based on a generalization of the theory of Mather minimizing measures for Hamilton–Jacobi systems and on suitable random representation formulae for the discounted solutions.

Introduction

In this paper, we are interested in the asymptotic behavior, as \( \lambda \to 0^+ \), of the solutions of the following system of weakly coupled Hamilton–Jacobi equations

\[
\sum_{j=1}^{m} b_{ij} u_j + \lambda u_i + H_i(x, Du_i) = c \quad \text{in } M
\]

for \( i \in \{1, \ldots, m\} \), where \( M \) is a compact, connected Riemannian manifold without boundary, \( c \) is a real number, \( H_1, \ldots, H_m \) are continuous functions on \( T^* M \), convex and coercive in the gradient variable, and \( B = (b_{ij}) \) is an \( m \times m \) irreducible and weakly diagonally dominant matrix, see Section 1.2 for the precise assumptions. The solution \( u = (u_1, \ldots, u_m) \) is assumed to be continuous and to solve the above system in the viscosity sense. The sign and degeneracy condition assumed on the coefficients of \( B \) amounts to requiring that \( -B \) is the generator of a semigroup of stochastic matrices.

It is convenient to restate the system in the following vectorial form

\[
(B + \lambda \text{Id})u + \mathbb{H}(x, Du) = c\mathbf{1} \quad \text{in } M,
\]

where we have used the notations \( \mathbb{H}(x, Du) = (H_1(x, Du), \ldots, H_m(x, Du))^{T} \) and \( \mathbf{1} = (1, \ldots, 1)^T \in \mathbb{R}^m \). The conditions assumed on \( B \) imply, in particular, that \( B\mathbf{1} = 0 \).

When \( \lambda = 0 \), there is a unique value \( c \) for which (1) admits solutions, hereafter denoted by \( c(\mathbb{H}) \) and termed critical. Furthermore, the solutions of the critical system

\[
Bu + \mathbb{H}(x, Du) = c(\mathbb{H})\mathbf{1} \quad \text{in } M
\]

are not unique, not even up to addition of vectors of the form \( \alpha \mathbf{1} \), in general.

When \( \lambda > 0 \), on the other hand, the system (1) satisfies a comparison principle, yielding the existence of a unique continuous solution \( u^{\lambda,c} : M \to \mathbb{R}^m \) for every fixed \( c \in \mathbb{R} \). Moreover, the solutions \( \{u^{\lambda,c} \mid \lambda > 0\} \) are equi–Lipschitz. The peculiarity of the discounted system (1) when \( c := c(\mathbb{H}) \) relies on the fact that the corresponding solutions \( u^{\lambda} := u^{\lambda,c(\mathbb{H})} \) are also equi–bounded. By Ascoli–Arzelà Theorem and by the stability of the notion of viscosity solution,
we infer that they uniformly converge, along subsequences as \( \lambda \) goes to 0, to viscosity solutions of the critical system \([2]\). Since the solutions of the critical system are not unique, it is not clear at this level that the limits of the \( u^\lambda \) along different subsequences yield the same critical solution.

In this paper, we address this question. The main theorem we will establish is the following:

**Theorem 1.** Let \( u^\lambda \) be the solution of system \((1)\) with \( c := c(H) \) and \( \lambda > 0 \). The functions \( u^\lambda \) uniformly converge as \( \lambda \to 0^+ \) to a single solution \( u^0 \) of the critical system \((2)\).

We will characterize \( u^0 \) in terms of a generalized notion of Mather minimizing measure for HJ systems.

Notice that the relationship between \( u^\lambda \) and \( u^{\lambda,c} \) when \( c \) varies is rather straightforward: it is easily verified that \( u^{\lambda,c} = u^\lambda + \frac{c - c(H)}{\lambda} 1 \). As a consequence, we derive from Theorem 1 the following fact:

**Theorem 2.** Let \( u^{\lambda,c} \) be the solution of system \((1)\) with \( \lambda > 0 \). Then, as \( \lambda \to 0^+ \), the functions \( \lambda u^{\lambda,c} \) uniformly converge in \( M \) to the constant vector \( (c - c(H)) 1 \) and the functions \( \hat{u}^{\lambda,c} := u^{\lambda,c} - \min_i \min_x u^i_{\lambda,c} 1 \) uniformly converge to \( u^0 - \min_i \min_x u^0_i 1 \) in \( M \).

Theorem 2 for \( c = 0 \) can be restated by saying that the ergodic approximation selects a specific critical solution in the limit. The ergodic approximation is a classical technique introduced in \([14]\) for the case of a single equation (i.e. with \( m = 1 \) and \( B = 0 \)). Since then, it has been extended and applied to many different settings, including the case of weakly coupled systems of Hamilton–Jacobi equations, see \([3, 16]\). This technique is typically employed to show the existence and uniqueness of the critical value \( c(H) \) and the existence of a solution of the corresponding critical problem. The latter is usually obtained by renormalizing the discounted solutions so to produce a family of equi–bounded and equi–Lipschitz functions satisfying suitable perturbed discounted problems (for instance, the family \( \{ \hat{u}^{\lambda,0} | \lambda > 0 \} \) in the case of HJ systems) and by taking limits, along subsequences as \( \lambda \to 0^+ \), of these renormalized functions. The fact that the limit is unique has been recently established in \([7]\) for the case of a single equation by using tools and results issued from weak KAM Theory. This selection principle has been subsequently generalized in different directions, see \([1, 6, 10, 12, 13, 18]\), testifying the interest for the issue.

The random frame introduced in \([15]\) and subsequently developed in \([8]\) is the starting point of our analysis. It is exploited to provide suitable random representation formulae for the solutions of both the critical and the discounted system. A point that is crucial to our...
purposes consists in showing the existence of admissible minimizing curves in such formulae. This is done by making use of the results proved in §5 and by adapting the construction therein employed to the discounted system case.

The paper is organized as follows: in Section 1 we fix notations and the standing assumptions, and we provide some preliminary results on the critical and discounted systems. In Section 2 we present the random frame in which our analysis takes place and we prove suitable random representation formulae for the solutions of the critical and discounted systems. In Section 3 we generalize the theory of Mather minimizing measures to the case of HJ systems. Section 4 contains the proof of Theorem 1.
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1. Preliminaries

1.1. Notations. In this work, we will denote by $M$ the $N$–dimensional flat torus $\mathbb{T}^N$, where $N$ is an integer number. This is done to simplify the notation and to be consistent with the references we will use. We remark however that our results and proofs keep holding, *mutatis mutandis*, whenever $M$ is a compact connected Riemannian manifold without boundary. The associated Riemannian distance on $M$ will be denoted by $d$. We denote by $TM$ the tangent bundle and by $(x,v)$ a point of $TM$, with $x \in M$ and $v \in T_x M = \mathbb{R}^N$. In the same way, a point of the cotangent bundle $T^*M$ will be denoted by $(x,p)$, with $x \in M$ and $p \in T^*_x M$ a linear form on the vector space $T_x M$. The latter will be identified with the vector $p \in \mathbb{R}^N$ such that

$$p(v) = \langle p, v \rangle \quad \text{for all } v \in T_x M = \mathbb{R}^N,$$

where $\langle \cdot, \cdot \rangle$ denotes the Euclidean scalar product in $\mathbb{R}^N$. The fibers $T_x M$ and $T^*_x M$ are endowed with the Euclidean norm $| \cdot |$, for every $x \in M$.

With the symbols $\mathbb{N}$ and $\mathbb{R}_+$ we will refer to the set of positive integer numbers and nonnegative real numbers, respectively. We say that a property holds *almost everywhere* (a.e. for short) in a subset $E$ of $M$ (respectively, of $\mathbb{R}$) if it holds up to a negligible subset of $E$, i.e. a subset of zero $N$–dimensional (resp., 1–dimensional) Lebesgue measure.

Given a continuous function $u$ on $M$ and a point $x_0 \in M$, we will denote by $D^- u(x_0)$ and $D^+ u(x_0)$ the set of subdifferential and superdifferential of $u$ at $x_0$, respectively. When $u$ is locally Lipschitz in $M$, we will denote by $\partial^c u(x_0)$ the set of Clarke’s generalized gradient of $u$ at $x_0$, see [5] for a detailed presentation of the subject.

We will denote by $\|g\|_{\infty}$ the usual $L^\infty$–norm of $g$, where the latter is a measurable real function defined on $M$. We will denote by $(C(M))^m$ the Banach space of continuous functions $u = (u_1, \ldots, u_m)^T$ from $M$ to $\mathbb{R}^m$, endowed with the norm

$$\|u\|_{\infty} = \max_{1 \leq i \leq m} \|u_i\|_{\infty}, \quad u \in (C(M))^m.$$

We will write $u^n \rightharpoonup u$ in $M$ to mean that $\|u^n - u\|_{\infty} \to 0$. A function $u \in (C(M))^m$ will be termed Lipschitz continuous if each of its components is $\kappa$–Lipschitz continuous, for some $\kappa > 0$. Such a constant $\kappa$ will be called a *Lipschitz constant* for $u$. The space of all such functions will be denoted by $(\operatorname{Lip}(M))^m$.

We will denote by $1 = (1, \cdots, 1)^T$ the vector of $\mathbb{R}^m$ having all components equal to 1, where the upper–script symbol $T$ stands for the transpose. We consider the following partial relations between elements $a, b \in \mathbb{R}^m$: $a \leq b$ if $a_i \leq b_i$ (resp., $<$) for every $i \in \{1, \ldots, m\}$. 
Given two functions \( u, v : M \to \mathbb{R}^m \), we will write \( u \leq v \) in \( M \) (respectively, \( < \)) to mean that \( u(x) \leq v(x) \) (resp., \( u(x) < v(x) \)) for every \( x \in M \).

1.2. **Weakly coupled systems.** Throughout the paper, we will assume the Hamiltonians \( H_i \) to be continuous functions on \( T^*M \) satisfying, for every \( i \in \{ 1, \ldots, m \} \),

\[
\text{(H1)} \quad \text{(convexity)} \quad p \mapsto H_i(x, p) \quad \text{is convex on } \mathbb{R}^N \text{ for any } x \in M;
\]

\[
\text{(H2)} \quad \text{(coercivity)} \quad \text{there exist two coercive functions } \alpha, \beta : \mathbb{R}_+ \to \mathbb{R} \text{ such that}
\]

\[
\alpha(|p|) \leq H_i(x, p) \leq \beta(|p|) \quad \text{for every } (x, p) \in T^*M.
\]

For our analysis, it will be convenient and non restrictive, see Section 2 to reinforce this coercivity condition in favor of the following:

\[
\text{(H2')} \quad \text{(superlinearity)} \quad \text{there exist two superlinear functions } \alpha, \beta : \mathbb{R}_+ \to \mathbb{R} \text{ such that}
\]

\[
\alpha(|p|) \leq H_i(x, p) \leq \beta(|p|) \quad \text{for every } (x, p) \in T^*M.
\]

We recall that a function \( f : \mathbb{R}_+ \to \mathbb{R} \) is termed **coercive** if \( f(h) \to +\infty \) as \( h \to +\infty \), while it is termed **superlinear** if \( f(h)/h \to +\infty \) as \( h \to +\infty \).

In the sequel, we will denote by \( \partial_p H_i(x, p) \) the set of subdifferentials at \( p \) of the function \( p \mapsto H_i(x, p) \) in the sense of convex analysis. We recall that, due to conditions (H1)–(H2), the function \( H_i(x, \cdot) \) is locally Lipschitz in \( T^*_x M \), with a local Lipschitz constant that can be chosen independent of \( x \in M \). In particular, the sets \( \{ \partial_p H_i(x, p) \mid x \in M, |p| \leq R \} \) are uniformly bounded for fixed \( R > 0 \).

The coupling matrix \( B = (b_{ij}) \) has dimensions \( m \times m \) and satisfies

\[
\text{(B1)} \quad b_{ij} \leq 0 \text{ for } j \neq i, \quad \sum_{j=1}^{m} b_{ij} = 0;
\]

\[
\text{(B2)} \quad B \text{ is irreducible, i.e. for every subset } I \subseteq \{ 1, \ldots, m \} \text{ there exist } i \in I \text{ and } j \notin I \text{ such that } b_{ij} \neq 0.
\]

For \( \lambda \geq 0 \) and \( c \in \mathbb{R} \), we consider the following weakly coupled system of Hamilton–Jacobi equations

\[
(B + \lambda \text{Id})u + \mathbb{H}(x, Du) = c \text{ } \text{in } M, \tag{1.1}
\]

where we have adopted the notation \( \mathbb{H}(x, Du) = \left( H_1(x, Du_1), \ldots, H_m(x, Du_m) \right)^T \).

Let \( u \in (C(M))^m \). We will say that \( u \) is a **viscosity subsolution** of (1.1) if the following inequality holds for every \( (x, i) \in M \times \{ 1, \ldots, m \} \)

\[
H_i(x, p) + \left( (B(x) + \lambda \text{Id})u(x) \right)_i \leq c \text{ for every } p \in D^+u_i(x).
\]

We will say that \( u \) is a **viscosity supersolution** of (1.1) if the following inequality holds for every \( (x, i) \in M \times \{ 1, \ldots, m \} \)

\[
H_i(x, p) + \left( (B(x) + \lambda \text{Id})u(x) \right)_i \geq c \text{ for every } p \in D^-u_i(x).
\]

We will say that \( u \) is a **viscosity solution** if it is both a sub and a supersolution. In the sequel, solutions, subsolutions and supersolutions will be always meant in the viscosity sense, hence the adjective **viscosity** will be omitted.

When \( \lambda = 0 \), there exists a unique value \( c \) for which the system (1.1) admits solutions, hereafter denoted by \( c(\mathbb{H}) \) and termed **critical**. In fact, \( c(\mathbb{H}) \) can be also characterized as

\[
c(\mathbb{H}) = \min \{ c \in \mathbb{R} \mid \text{system (1.1) with } \lambda = 0 \text{ admits subsolutions} \}, \tag{1.2}
\]

see [9] for a detailed analysis.

We recall from [9] the following result, that will be crucial for our analysis:
Proposition 1.1. Let \( \mathbf{u} = (u_1, \ldots, u_m)^T \in (C(M))^m \) be a subsolution of (1.1) with \( \lambda = 0 \) and \( c \in \mathbb{R} \). Then there exist constants \( C_c \) and \( \kappa_c \), only depending on \( c \), on the Hamiltonians \( H_1, \ldots, H_m \) and on the coupling matrix \( B \), such that

(i) \( \|u_i - u_j\|_{\infty} \leq C_c \) for every \( i, j \in \{1, \ldots, m\} \);

(ii) \( \mathbf{u} \) is \( \kappa_c \)-Lipschitz continuous in \( M \).

We proceed presenting some basic facts about the discounted system, i.e. system (1.1) when \( \lambda > 0 \). The following existence and uniqueness result depends on the fact that the matrix \( B + \lambda \Id \) is non degenerate as soon as \( \lambda > 0 \).

Proposition 1.2. Let \( \lambda > 0 \) and \( c \in \mathbb{R} \). Let \( \mathbf{v}, \mathbf{u} \in (C(M))^m \) be respectively a subsolution and a supersolution to (1.1), then \( \mathbf{v} \leq \mathbf{u} \). In particular, there exists a unique solution \( \mathbf{u}^{\lambda,c} \) in \( (C(M))^m \).

Proof. The first assertion is a consequence of Proposition 2.8 in [9], while the second follows via a standard application of Perron’s method. \( \square \)

As already mentioned in the Introduction, the relationship between those solutions when \( c \) varies is given by \( \mathbf{u}^{\lambda,c} = \mathbf{u}^{\lambda,c'} + \frac{c-c'}{\lambda} \Id \). In particular, it follows that as \( \lambda \to 0^+ \), the family \( \mathbf{u}^{\lambda,c} \) may be bounded at most for one value \( c \).

We now explain why this is the case for \( c = c(\mathbb{H}) \).

Proposition 1.3. Let us denote by \( \mathbf{u}^\lambda \) the unique solution in \( (C(M))^m \) of (1.1) with \( c = c(\mathbb{H}) \) and \( \lambda > 0 \). Then the functions \( \{\mathbf{u}^\lambda| \lambda > 0\} \) are equi–Lipschitz and equi–bounded. In particular, \( \|\lambda \mathbf{u}^\lambda\|_{\infty} \to 0 \) as \( \lambda \to 0^+ \).

Proof. Let \( \mathbf{u} \in (C(M))^m \) be a solution of (1.1) with \( c = c(\mathbb{H}) \) and \( \lambda = 0 \). By taking \( A > 0 \) big enough, it follows that \( \overline{\mathbf{u}} := \mathbf{u} + A \Id \) takes only positive values and \( \underline{\mathbf{u}} := \mathbf{u} - A \Id \) takes only negative values. Therefore, \( \overline{\mathbf{u}} \) and \( \underline{\mathbf{u}} \) are respectively a super and a subsolution of (1.1) with \( c = c(\mathbb{H}) \) for any parameter \( \lambda > 0 \). By Proposition 1.2 we infer that \( \mathbf{u} \leq \mathbf{u}^\lambda \leq \overline{\mathbf{u}} \) in \( M \) for all \( \lambda > 0 \), thus proving the asserted equi–bounded character of the \( \{\mathbf{u}^\lambda| \lambda > 0\} \).

Let us now prove that \( \mathbf{u}^\lambda \) is Lipschitz and its Lipschitz constant can be chosen independent of \( \lambda > 0 \). Let us set \( b = \max_{i \in \{1, \ldots, m\}} \max_{x \in M} H_i(x,0) \). The function \( \mathbf{w} \equiv -\Id (b - c(H))/\lambda \) is obviously a subsolution of (1.1) with \( c = c(\mathbb{H}) \). By Proposition 1.2 we must have \( \lambda \mathbf{u}^\lambda \geq (b - c(H)) \Id \) in \( M \), hence

\[
B \mathbf{u}^\lambda + H(x,D\mathbf{u}^\lambda) = -\lambda \mathbf{u}^\lambda + c(\mathbb{H}) \Id \leq b \Id \quad \text{in} \quad M
\]

in the viscosity sense. According to Proposition 1.1 we conclude that \( \mathbf{u}^\lambda \) is \( \kappa \)-Lipschitz, where the constant \( \kappa \) only depends on the constant \( b \), on the Hamiltonians \( H_1, \ldots, H_m \) and on the coupling matrix \( B \).

Remark 1.4. Note that \( b := \max_{x \in M} H_i(x,0) \geq c(H) \). This readily follows from the characterization of \( c(\mathbb{H}) \) given in (1.2) after noticing that the null function is a subsolution of (1.1) with \( \lambda = 0 \) and \( c = b \).

2. Random representation formulae for solutions

In this section, we will establish suitable representation formulae for the solution of the following system

\[
(B + \lambda \Id) \mathbf{u} + H(x,D\mathbf{u}) = c(\mathbb{H}) \Id \quad \text{in} \quad M
\] (2.1)
when either $\lambda > 0$ or $\lambda = 0$. This will be done by adopting the random frame introduced in [8] and by adapting the strategy therein employed to the case at issue. In the sequel, we shall refer to the system (2.1) and its corresponding (sub, super) solutions as discounted when $\lambda > 0$, critical when $\lambda = 0$.

To implement this program, we need to assume that the Hamiltonians satisfy the stronger growth assumption (H2'). We want to explain here why this is not restrictive for our analysis. According to the proof of Proposition 1.3, the discounted solutions $u^\lambda$ satisfy

$$Bu^\lambda + \mathbb{H}(x, Du^\lambda) \leq b \mathbb{1} \quad \text{in } M$$

in the viscosity sense with $b := \max_i \max_x H_i(x, 0)$. In view of Remark 1.4 this is also true for the (sub-)solutions of the critical system. Therefore all these functions are $\kappa$–Lipschitz continuous, with $\kappa = \kappa_b$ chosen according to Proposition 1.1. We can therefore modify each Hamiltonian $H_i$ outside the compact set $K := \{(x, p) \in T^* M \mid |p| \leq \kappa\}$ to obtain a new Hamiltonian $\tilde{H}_i$ which is still continuous and convex, and satisfies the stronger growth condition (H2'). Since $H_i \equiv \tilde{H}_i$ on $K$ for each $i \in \{1, \ldots, m\}$, it is easily seen that $c(\mathbb{H}) = c(\tilde{\mathbb{H}})$ and the solutions of the corresponding critical and discounted systems are the same.

In the remainder of the paper, we will therefore assume each Hamiltonian $H_i$ to be convex and superlinear in $p$, i.e. hypotheses (H1) and (H2') will be in force. This allows us to introduce the associated Lagrangian $L_i : TM \to \mathbb{R}$ defined as follows:

$$L_i(x, v) := \sup_{p \in \mathbb{R}^N} \{(p, v) - H_i(x, p)\} \quad \text{for every } (x, v) \in TM.$$

(2.2)

As well known, $L_i$ satisfies properties analogous to (H1)–(H2'). By definition of $L_i$ we derive

$$H_i(x, p) + L_i(x, v) \geq \langle p, q \rangle \quad \text{for all } (x, p) \in T^* M \text{ and } (x, v) \in TM,$$

which is known as Fenchel’s inequality.

2.1. Random frame. We briefly recall the random frame in which our analysis takes place, see [8] for more details. We take as sample space $\Omega$ the space of paths $\omega : \mathbb{R}_+ \to \{1, \ldots, m\}$ that are right–continuous and possess left–hand limits (known in literature as càdlàg paths, a French acronym for continu à droite, limite à gauche, see Billingsley’s book [2] for a detailed treatment of the topic). By càdlàg property and the fact that the range of $\omega \in \Omega$ is finite, the points of discontinuity of any such path are isolated and consequently finite in compact intervals of $\mathbb{R}_+$ and countable (possibly finite) in the whole of $\mathbb{R}_+$. We call them jump times of $\omega$.

The space $\Omega$ is endowed with a distance, named after Skorohod, see [2], which turns it into a Polish space. We denote by $\mathcal{F}$ the corresponding Borel $\sigma$–algebra and, for every $t \geq 0$, by $\pi_t : \Omega \to \{1, \ldots, m\}$ the map that evaluates each $\omega$ at $t$, i.e. $\pi_t(\omega) = \omega(t)$ for every $\omega \in \Omega$. It is known that $\mathcal{F}$ is the minimal $\sigma$–algebra that makes all the functions $\pi_t$ measurable, i.e. $\pi_t^{-1}(i) \in \mathcal{F}$ for every $i \in \{1, \ldots, m\}$ and $t \geq 0$.

Let us now fix an $m \times m$ matrix $B$ satisfying assumption (B1)–(B2). We record that $e^{-tB}$ is a stochastic matrix for every $t \geq 0$, namely a matrix with nonnegative entries and with each row summing to 1. We endow $\Omega$ of a probability measure $\mathbb{P}$ defined on the $\sigma$–algebra $\mathcal{F}$ in such a way that the right–continuous process $(\pi_t)_{t \geq 0}$ is a Markov chain with generator matrix $-B$, i.e. it satisfies the Markov property

$$\mathbb{P}(\omega(t_k) = i_k \mid \omega(t_1) = i_1, \ldots, \omega(t_{k-1}) = i_{k-1}) = (e^{-B(t_k - t_{k-1})})_{i_{k-1}i_k}$$

(2.3)

for all times $0 \leq t_1 < t_2 < \cdots < t_k$, states $i_1, \ldots, i_k \in \{1, \ldots, m\}$ and $k \in \mathbb{N}$. We will denote by $\mathbb{P}_i$ the probability measure $\mathbb{P}$ conditioned to the event $\Omega_i := \{\omega \in \Omega \mid \omega(0) = i\}$ and write
$\mathbb{E}_i$ for the corresponding expectation operators. It is easily seen that the Markov property \[ (2.3) \] holds with $\mathbb{P}_i$ in place of $\mathbb{P}$, for every $i \in \{1, \ldots, m\}$.

In the sequel, we will call random variable a map $X : (\Omega, \mathcal{F}) \to (\mathbb{F}, \mathcal{B}(\mathbb{F}))$, where $\mathbb{F}$ is a Polish space and $\mathcal{B}(\mathbb{F})$ its Borel $\sigma$-algebra, satisfying $X^{-1}(A) \in \mathcal{F}$ for every $A \in \mathcal{B}(\mathbb{F})$. Let us denote by $C(\mathbb{R}^+; M)$ the Polish space of continuous paths taking values in $M$, endowed with a metric that induces the topology of local uniform convergence in $\mathbb{R}^+$.

We call admissible curve a random variable $\gamma : \Omega \to C(\mathbb{R}^+; M)$ such that

(i) it is uniformly (in $\omega$) locally (in $t$) absolutely continuous, i.e. given any bounded interval $I$ and $\varepsilon > 0$, there is $\delta_\varepsilon > 0$ such that
\[ \sum_j (b_j - a_j) < \delta_\varepsilon \Rightarrow \sum_j \int_{a_j}^{b_j} \| \gamma(s, \omega, t) \|_\infty < \varepsilon \] (2.4)

for any finite family $\{ (a_j, b_j) \}$ of pairwise disjoint intervals contained in $I$ and for any $\omega \in \Omega$;

(ii) it is nonanticipating, i.e. for any $t \geq 0$
\[ \omega_1 \equiv \omega_2 \text{ in } [0, t] \Rightarrow \gamma(s, \omega_1) \equiv \gamma(s, \omega_2) \text{ in } [0, t]. \] (2.5)

We will say that $\gamma$ is an admissible curve starting at $y \in M$ when $\gamma(0, \omega) = y$ for every $\omega \in \Omega$.

Given an admissible curve $\gamma : \Omega \to C(\mathbb{R}^+; M)$ and $\omega \in \Omega$, we will denote by $\| \gamma(\cdot, \omega) \|_\infty$ the $L^\infty$-norm of the derivative of the curve $\gamma(\cdot, \omega)$.

We record for later use the following Dynkin’s formula, see [8, Theorem 4.7] for a proof:

**Theorem 2.1.** Let $g : \mathbb{R}^+ \times M \to \mathbb{R}^m$ be a locally Lipschitz function and $\gamma$ an admissible curve. Then, for every index $i \in \{1, \ldots, m\}$, we have
\[ \frac{d}{dt} \mathbb{E}_i [g_{\omega(t)}(t, \gamma(t, \omega))] \big|_{t=s} = \mathbb{E}_i \left[ - (B_{2i})_{\omega(s)}(s, \gamma(s, \omega)) + \frac{d}{dt} g_{\omega(s)}(t, \gamma(t, \omega)) \big|_{t=s} \right] \] (2.6)

for a.e. $s \in \mathbb{R}^+$.  

2.2. Representation formulae. In this section, we establish some representation formulae for solutions of the system (2.1). We begin with the critical system.

**Theorem 2.2.** Let $u \in (\text{Lip}(M))^m$ be a critical solution, namely a solution of (2.1) with $\lambda = 0$. Let $(y, \ell) \in M \times \{1, \ldots, m\}$ and $t > 0$ be fixed.

(i) The following holds:
\[ u_\ell(y) = \inf_{\gamma(0, \omega) = y} \mathbb{E}_\ell \left[ u_{\omega(t)}(\gamma(t, \omega)) + \int_0^t \left( L_{\omega(s)}(\gamma(s, \omega), -\dot{\gamma}(s, \omega)) + c(\mathbb{H}) \right) ds \right], \]

where the minimization is performed over all admissible curves $\gamma : \Omega \to C(\mathbb{R}^+; M)$ starting at $y$.

(ii) There exists an admissible curve $\eta : \Omega \to C(\mathbb{R}^+; M)$ starting at $y$ for which such a minimum is attained. Moreover, for every $\omega \in \Omega$, the following holds:
\[ -\dot{\eta}(s, \omega) \in \partial_p H_{\omega(s)} \left( \eta(s, \omega), \partial^\omega u_{\omega(s)}(\eta(s, \omega)) \right) \quad \text{for a.e. } s \in (0, t). \] (2.7)

In particular, there exists a constant $k^*$, only depending on $H_1, \ldots, H_m$ and $B$ such that $\| \dot{\eta}(\cdot, \omega) \|_\infty \leq k^*$ for every $\omega \in \Omega$. 

Proof. The assertion follows as a simple consequence of the results proved in [8]. It is easily seen that the function $v(t, x) := u(x)$ is a solution of the time–dependent system

$$\frac{\partial v}{\partial t} + Bv + H(x, Dv) - c(H)1 = 0 \quad \text{in} \quad (0, +\infty) \times M$$

with initial datum $v(0, \cdot) = u$. Item (i) and the first assertion in (ii) readily follow from [8, Theorem 6.1]. Let us prove (2.7). Fix $\omega \in \Omega$. According to Lemma 6.8 and Lemma 1.4 in [8], for a.e. $s \in (0, t)$ there exists $p_s \in \partial^c u_{\omega(s)}(\eta(s, \omega))$ such that

$$\langle p_s, -\dot{\eta}(s, \omega) \rangle = L_{\omega(s)}(\eta(s, \omega), -\dot{\eta}(s, \omega)) + c(H) + \langle Bu(\eta(s, \omega)) \rangle_{\omega(s)},$$

hence, by Fenchel’s duality we get $-\dot{\eta}(s, \omega) = \partial_p H_{\omega(s)}(\eta(s, \omega), p_s)$. The remainder of the statement follows from Proposition [1,1] and the fact that $\partial_p H(\gamma, p)$ is bounded on compact subsets of $T^*M$ due to (H1)–(H2').

Let us now consider the discounted system.

**Theorem 2.3.** Let $u^\lambda \in (\text{Lip}(M))^m$ be the solution of (2.1) with $\lambda > 0$. Let $(y, \ell) \in M \times \{1, \ldots, m\}$ be fixed.

(i) The following holds:

$$u^\lambda_\ell(y) = \inf_{\gamma(0, \omega) = y} \mathbb{E}_\ell \left[ \int_0^{\infty} e^{-\lambda s} \left( L_{\omega(s)}(\gamma(s, \omega), -\dot{\gamma}(s, \omega)) + c(H) \right) ds \right], \quad (2.8)$$

where the minimization is performed over all admissible curves $\gamma : \Omega \to C(\mathbb{R}_+; M)$ starting at $y$.

(ii) There exists an admissible curve $\eta^\lambda : \Omega \to C(\mathbb{R}_+; M)$ starting at $y$ for which such a minimum is attained. Moreover, for every $\omega \in \Omega$, the following holds:

$$-\dot{\eta}^\lambda(s, \omega) \in \partial_p H_{\omega(s)}(\eta^\lambda(s, \omega), \partial^c u_{\omega(s)}(\eta^\lambda(s, \omega))) \quad \text{for a.e.} \quad s \in (0, +\infty). \quad (2.9)$$

In particular, there exists a constant $k^\ast$, only depending on $H_1, \ldots, H_m$ and $B$ such that $\|\dot{\eta}^\lambda(\cdot, \omega)\|_\infty \leq k^\ast$ for every $\omega \in \Omega$ and $\lambda > 0$.

Proof. Let $\gamma : \Omega \to C(\mathbb{R}_+; M)$ be an admissible curve starting at $y$. By applying Dynkin’s formula to the function $g(t, x) := e^{-\lambda t} u^\lambda(x)$ and by integrating (2.6) on $(0, +\infty)$ we get

$$u^\lambda_\ell(y) = \mathbb{E}_\ell \left[ \int_0^{\infty} e^{-\lambda t} \left( (B + \lambda Id)u^\lambda \right)_{\omega(s)}(\gamma(s, \omega)) + \langle Du^\lambda_{\omega(s)}, -\dot{\gamma}(s, \omega) \rangle \right].$$

We now make use of Fenchel’s inequality together with the fact that $u^\lambda$ is a solution of the discounted system (2.1). Arguing as in the proof of Proposition 5.6 in [8] we end up with

$$u^\lambda_\ell(y) \leq \mathbb{E}_\ell \left[ \int_0^{\infty} e^{-\lambda s} \left( L_{\omega(s)}(\gamma(s, \omega), -\dot{\gamma}(s, \omega)) + c(H) \right) ds \right]. \quad (2.10)$$

Next, we prove that there exists an admissible curve $\eta^\lambda : \Omega \to C(\mathbb{R}_+; M)$ starting at $y$ for which (2.10) holds with an equality. This will be obtained via a slight modification of the strategy employed in [8]. Let $v(t, x) = e^{\lambda t} u^\lambda(x)$. It is readily verified that $v$ verifies the following system:

$$\frac{\partial v}{\partial t} + Bv + e^{\lambda t} \left( H(x, e^{-\lambda t} Dv) - c(H)1 \right) = 0 \quad \text{in} \quad (0, +\infty) \times M.$$
In particular $v_i$ is, for each fixed $i \in \{1, \ldots, m\}$, a solution to the equation

$$\frac{\partial v_i}{\partial t} + G_i(t, x, Dv_i) = 0 \quad \text{in } (0, +\infty) \times M,$$

where $G_i(t, x, p) = e^{\lambda t} (H_i(x, e^{-\lambda t} p) - c(\mathbb{H})) + \sum_{k=1}^{m} b_{ik} v_k(t, x)$. As $v_i$ is locally Lipschitz, it is standard, see for instance Appendix A in [8], that it verifies the following Lax–Oleinik formula for every $(t, y) \in (0, +\infty) \times M$:

$$v_i(t, y) = \inf_{\gamma} v_i(0, \gamma(-t)) + \int_{-t}^{0} L_{G_i}(t + s, \gamma(s), \dot{\gamma}(s)) \, ds,$$  \hspace{1cm} (2.11)

where $L_{G_i}$ is the Lagrangian associated to $G_i$ by duality and the infimum is taken amongst all absolutely continuous curves $\gamma : [-t, 0] \to M$ such that $\gamma(0) = y$. By standard results in the Calculus of Variations, we know that this infimum is in fact a minimum. For any fixed $\tau > 0$, let us denote by $\gamma_{\tau, y} : [\tau, 0] \to M$ an absolutely continuos curve with $\gamma_{\tau, y}(0) = y$ and realizing the minimum in (2.11) with $t := \tau$. By the Dynamic Programming Principle, such a curve $\gamma_{\tau, y}$ is also a minimizer of (2.11) for every $t \leq \tau$. Arguing as in the proof of Theorem 2.2 we get

$$\dot{\gamma}_{\tau, y}(s) \in \partial_p G_i \left( t + s, \gamma_{\tau, y}(s), \partial^c v_i(t + s, \gamma_{\tau, y}(s)) \right) = \partial_p H_i(\gamma_{\tau, y}(s), \partial^c u_i(s, x))$$  \hspace{1cm} (2.12)

for a.e. $s \in (-t, 0)$. Due to the equi-Lipschitz character of the functions $\{ u^\lambda \mid \lambda > 0 \}$ established in Proposition 4.3 we infer that there exists a constant $\kappa^*$, independent of $(t, y) \in (0, +\infty) \times M$ and $\lambda > 0$, so that $\| \dot{\gamma}_{\tau, y} \|_\infty \leq \kappa^*$. Note that $L_{G_i}(t, x, v) = e^{\lambda t} (L_i(x, v) + c(\mathbb{H}) - \sum_{k=1}^{m} b_{ik} u_k^\lambda (\gamma_{\tau, y}(s)))$. It follows that

$$u_i^\lambda(y) = e^{-\lambda t} u_i^\lambda(\gamma_{\tau, y}(-t)) + \int_{-t}^{0} e^{\lambda s} \left( L_i(\gamma_{\tau, y}(s), \dot{\gamma}_{\tau, y}(s)) + c(\mathbb{H}) - \sum_{k=1}^{m} b_{ik} u_k^\lambda(\gamma_{\tau, y}(s)) \right) \, ds$$

for every $t \leq \tau$. Letting $\tau \to +\infty$ and extracting a subsequence, we obtain a curve $\gamma_{i, y} : (-\infty, 0] \to M$ with $\gamma_{i, y}(0) = y$ and satisfying the previous equality for every $t > 0$. By sending $t \to +\infty$, we end up with

$$u_i^\lambda(y) = \int_{-\infty}^{0} e^{\lambda s} \left( L_i(\gamma_{i, y}(s), \dot{\gamma}_{i, y}(s)) + c(\mathbb{H}) - \sum_{k=1}^{m} b_{ik} u_k^\lambda(\gamma_{i, y}(s)) \right) \, ds.$$  \hspace{1cm} (2.13)

Now the proof ends exactly as in [8]. For every $(y, i) \in M \times \{1, \ldots, m\}$, we denote by $\Gamma(y, i)$ the set of absolutely continuous curves $\gamma : (-\infty, 0] \to M$ with $\gamma(0) = y$ satisfying (2.13). The set $\Gamma(y, i)$ is nonempty, in view of the preceding discussion. Moreover, any curve in $\Gamma(y, i)$ satisfies (2.12) for a.e. $s \in (0, +\infty)$, in particular it is $\kappa^*$–Lipschitz continuous. We derive that $(y, i) \mapsto \Gamma(y, i)$ is compact–valued and upper semicontinuous as a set–valued map from $M \times \{1, \ldots, m\}$ to $C(\mathbb{R}_+; M)$, in particular it is measurable. By [4, Theorem III.8], there exists a measurable function $\Xi : M \times \{1, \ldots, m\} \to C(\mathbb{R}_+; M)$ such that

$$\Xi(y, i) \in \Gamma(y, i) \quad \text{for every } (y, i) \in M \times \{1, \ldots, m\}.$$

For any fixed $\omega \in \Omega$, let $(\tau_k(\omega))_{k \geq 0}$ be the sequence of jump times of $\omega$, where $\tau_0(\omega) := 0$ and $\tau_k(\omega)$ is the $k$–th jump time. We define inductively a sequence $(y_k(\omega))_{k \geq 0}$ of points in $M$ by setting $y_0 := y$ and

$$y_k(\omega) := \Xi(y_{k-1}(\omega), \omega(\tau_{k-1}(\omega)))(\tau_k(\omega)) \quad \text{for every } k \geq 1.$$

The sought curve is given by

$$\eta^\lambda(t, \omega) := \Xi(y_k(\omega), \omega(\tau_k(\omega)))(-t) \quad \text{if } t \in [\tau_k(\omega), \tau_{k+1}(\omega)),$$
for every \( k \geq 0 \) and \( \omega \in \Omega \). Arguing as in [8, Section 6], one can check that \( \eta^\lambda \) is an admissible curve starting at \( y \) for which (2.10) holds with an equality. The fact that \( \eta^\lambda \) satisfies (2.9) is clear by construction in view of (2.12).

3. Mather measures for the critical system

In this section we generalize the notion of Mather minimizing measure to the case of the critical system, i.e.

\[
Bu + \mathbb{H}(x, Du) = c(\mathbb{H}) \mathbb{1} \quad \text{in } M.
\]

(3.1)

It is not so surprising that such measures will be concentrated on the support of minimizing controls associated to solutions of (3.1).

We start by adapting the notion of closed measure to this setting.

**Definition 3.1.** A probability measure \( \mu \) on \( TM \times \{1, \ldots, m\} \) will be termed closed if

(i) \( \int_{TM \times \{1, \ldots, m\}} |v| \, d\mu(x, v, i) < +\infty \);

(ii) \( \int_{TM \times \{1, \ldots, m\}} \left( B\phi(x) \right)_i + \langle D\phi_i(x), v \rangle \, d\mu(x, v, i) = 0 \) for every \( \phi \in (C^1(M))^m \).

We will denote by \( \mathcal{M} \) the set of closed measures on \( TM \times \{1, \ldots, m\} \).

**Theorem 3.2.** The following holds:

\[
-c(\mathbb{H}) = \min_{\mu \in \mathcal{M}} \int_{TM \times \{1, \ldots, m\}} L_i(x, v) \, d\mu(x, v, i).
\]

(3.2)

In particular, \( \mathcal{M} \) is non empty.

**Proof.** We first observe that, for every \( \varepsilon > 0 \), there exists a function \( w^\varepsilon \in (C^1(M))^m \) such that

\[
Bw^\varepsilon + \mathbb{H}(x, Dw^\varepsilon) \leq (c(\mathbb{H}) + \varepsilon) \mathbb{1} \quad \text{for every } x \in M.
\]

(3.3)

To see this, take a solution \( u \) of (3.1) and regularize it via convolution with a standard mollifier. The above inequality follows, for a proper choice of the mollifier, via a well known argument based on Jensen’s inequality, the convexity of the Hamiltonians and the fact that \( u \) is Lipschitz.

By integrating (3.3) with respect to a measure \( \mu \in \mathcal{M} \) and by using Fenchel’s inequality we get:

\[
\int_{TM \times \{1, \ldots, m\}} (Bw^\varepsilon)_i + \langle Dw^\varepsilon_i(x), v \rangle - L_i(x, v) \, d\mu(x, v, i) \leq c(\mathbb{H}) + \varepsilon.
\]

Since \( \mu \) is closed, the left hand side is equal to \( -\int_{TM \times \{1, \ldots, m\}} L_i \, d\mu \). By letting \( \varepsilon \to 0^+ \) we obtain

\[
\int_{TM \times \{1, \ldots, m\}} L_i(x, v) \, d\mu(x, v, i) \geq -c(\mathbb{H}).
\]

Let us now proceed to prove the existence of a minimizing closed measure. To this aim, take a critical solution \( u \) and fix \( (y, \ell) \in M \times \{1, \ldots, m\} \). For every \( k \in \mathbb{N} \), let \( \eta_k : \Omega \to C(\mathbb{R}_+; M) \) be an admissible curve starting at \( y \) and such that

\[
u_{\ell}(y) = E_{\ell} \left[ u_{\omega(k)}(\eta_k(k, \omega)) + \int_0^k \left( L_{\omega(s)}(\eta_k(s), -\dot{\eta}_k(s)) + c(\mathbb{H}) \right) ds \right].
\]

(3.4)
We define a probability measure \( \mu_k \) on \( TM \times \{1, \ldots, m\} \) by setting
\[
\int_{TM \times \{1, \ldots, m\}} f \, d\mu_k := \frac{1}{k} \mathbb{E}_\ell \left[ \int_0^k f_{\omega(s)}(\eta_k(s, \omega), -\dot{\eta}_k(s, \omega)) \, ds \right], \quad f \in (C_c(TM))^m.
\]
In view of Theorem 2.2, these measures have support contained in a common compact subset of \( TM \times \{1, \ldots, m\} \), so, up to subsequences, \((\mu_k)_k\) weakly converges to a probability measure \( \mu \) on \( TM \times \{1, \ldots, m\} \). Let us show that \( \mu \) is closed. It clearly satisfies item (i) of Definition 3.1 since its support is compact. Let \( \phi \in (C^1(M))^m \). By applying Dynkin’s formula to the function \( g(t, x) := \phi(x) \), see Theorem 2.1 and by integrating (2.0) in \((0, k)\) we get
\[
\mathbb{E}_\ell \left[ \int_0^k (B\phi)_{\omega(s)}(s, \eta_k(s, \omega)) + \langle D\phi_{\omega(s)}(\eta_k(s, \omega)), -\dot{\eta}_k(s, \omega) \rangle \, ds \right] = \phi(y) - \mathbb{E}_\ell [\phi_{\omega(k)}(\eta_k(\omega))],
\]
onlyx{otherwise stated}
\[
\int_{TM \times \{1, \ldots, m\}} (B\phi(x))_i + \langle D\phi(x), v \rangle \, d\mu_k(x, v, i) = \frac{\phi(y) - \mathbb{E}_\ell [\phi_{\omega(k)}(\eta_k(\omega))]}{k}.
\]
By sending \( k \to +\infty \) we infer that \( \mu \) satisfies item (ii) in Definition 3.1 as well. To prove that \( \mu \) is minimizing, we remark that, in view of (3.1) and the fact that the measures \((\mu_k)_k\) have equi-compact support, we have
\[
\int_{TM \times \{1, \ldots, m\}} (L_i(x, v) + c(\mathbb{H})) \, d\mu = \lim_{k \to +\infty} \int_{TM \times \{1, \ldots, m\}} (L_i(x, v) + c(\mathbb{H})) \, d\mu_k
\]
\[
= \lim_{k \to +\infty} \frac{1}{k} \left( u_\ell(y) - \mathbb{E}_\ell [u_{\omega(k)}(\eta_k(\omega))] \right) = 0.
\]
\[
\square
\]

We will call Mather measure a closed probability measure on \( TM \times \{1, \ldots, m\} \) which minimizes (3.2). The set of Mather measures will be denoted by \( \mathcal{M}_0 \) in the sequel.

4. Convergence of the discounted solutions

This section is devoted to the proof of Theorem 1, namely that the solutions \((u^\lambda)_{\lambda \geq 0}\) of the discounted system (2.1) converge to a particular solution \( u^0 \) of the critical system (3.1) as \( \lambda \to 0^+ \).

The first step consists in identifying a good candidate \( u^0 \) for the limit of the solutions \( u^\lambda \). To this aim, we consider the family \( \mathcal{F} \) of subsolutions \( w \in (C(M))^m \) of the critical system (3.1) satisfying the following condition
\[
\int_{TM \times \{1, \ldots, m\}} w_i(y) \, d\mu(y, v, i) \leq 0 \quad \text{for every } \mu \in \mathcal{M}_0,
\]
where \( \mathcal{M}_0 \) denotes the set of Mather measures, see Section 3.

Note that, given any critical subsolution \( w \), the function \( w - 1\|w\|_\infty \) is in \( \mathcal{F} \). Therefore \( \mathcal{F} \) is not empty.

Lemma 4.1. The family \( \mathcal{F} \) is uniformly bounded from above, i.e.
\[
\sup\{w_i(x) \mid w \in \mathcal{F}\} < +\infty \quad \text{for every } (x, i) \in M \times \{1, \ldots, m\}.
\]
Proof. Let us denote by \( \kappa \) and \( C \) the constants provided by Proposition 1.1 for \( c := c(\mathbb{H}) \). Pick \( \mu \in \mathcal{M}_0 \). For \( w \in \mathcal{F} \), we have
\[
\min_i \min_M w_i \leq \int_{TM \times \{1, \ldots, m\}} w_i(y) \, d\mu(y, v, i) \leq 0.
\]
Let \( j \in \{1, \ldots, m\} \) such that \( \min_M w_j = \min_i \min_M w_i \). Since \( w_j \) is \( \kappa \)-Lipschitz, we infer
\[
\max_M w_j \leq \max_M w_j - \min_M w_j \leq \kappa \text{diam}(M) < +\infty.
\]
On the other hand, for \( i \neq j \) we have \( w_i \leq w_j + \|w_i - w_j\|_{\infty} \leq \kappa \text{diam}(M) + C \) in \( M \). \( \square \)

Therefore we can define \( u^0 : M \to \mathbb{R}^m \) by
\[
u_i^0(x) := \sup_{w \in \mathcal{F}} w_i(x) \quad \text{for every } (x, i) \in M \times \{1, \ldots, m\}.
\]
(4.2)

As the supremum of an equi–Lipschitz family of critical subsolutions, we get that \( u^0 \) is Lipschitz continuous and a critical subsolution as well, see [9 Proposition 1.6]. As a consequence of our convergence result, we will obtain in the end that \( u^0 \) is a critical solution belonging to \( \mathcal{F} \).

We proceed by studying the asymptotic behavior of the discounted solutions \( u^\lambda \) as \( \lambda \to 0^+ \) and the relation with \( u^0 \). Let us denote by
\[
\mathcal{G} := \left\{ u \in (\text{Lip}(M))^m \mid u = \lim_{k \to +\infty} u^{\lambda_k} \text{ for some sequence } \lambda_k \to 0 \right\}.
\]

Note that any function in \( \mathcal{G} \) is a solution to the critical system (3.1) by the stability of the notion of viscosity solution.

We begin with the following result:

**Proposition 4.2.** Let \( u \in \mathcal{G} \). Then
\[
\int_{TM \times \{1, \ldots, m\}} u_i(x) \, d\mu(x, v, i) \leq 0 \quad \text{for every } \mu \in \mathcal{M}_0.
\]
In particular, \( u \leq u^0 \).

*Proof.*** Fix \( \mu \in \mathcal{M}_0 \). The assertion will be a direct consequence of the following fact:
\[
\int_{TM \times \{1, \ldots, m\}} u^\lambda_i(x) \, d\mu(x, v, i) \leq 0 \quad \text{for every } \lambda > 0.
\]
(4.3)

Indeed, let us fix \( \lambda > 0 \). Regularizing \( u^\lambda \) by convolution, we find a sequence of smooth functions \( w^n : M \to \mathbb{R}^m \) such that \( w^n \rightharpoonup u^\lambda \) and
\[
(B + \lambda \text{Id}) w^n(x) + \mathbb{H}(x, Dw^n(x)) \leq \left( c(\mathbb{H}) + \frac{1}{n} \right) 1 \quad \text{for every } x \in M.
\]

By integrating this inequality with respect to \( \mu \) and by using Fenchel’s inequality we get
\[
c(\mathbb{H}) + \frac{1}{n} \geq \int_{TM \times \{1, \ldots, m\}} \left( (B + \lambda \text{Id}) w^n_i(x) \right)_i \, d\mu(x, v) + H_i(x, Dw^n_i(x)) \, d\mu
\]
\[
\geq \int_{TM \times \{1, \ldots, m\}} \left( (B + \lambda \text{Id}) w^n_i(x) \right)_i + \langle Dw^n_i(x), v \rangle - L_i(x, v) \, d\mu
\]
\[
= c(\mathbb{H}) + \int_{TM \times \{1, \ldots, m\}} \lambda w^n_i \, d\mu,
\]
where for the last equality we have used the fact that \( \mu \) is closed and minimizing. The inequality (4.3) follows after sending \( n \to +\infty \) and dividing by \( \lambda > 0 \). \( \square \)
The next (and final) step is to show that \( u \geq u^0 \) in \( M \) whenever \( u \in \mathcal{S} \). This will be obtained by defining a special family of probability measures on \( TM \times \{1, \ldots, m\} \) for the discounted systems \( \mathcal{L} \). The construction is the following: fix \((y, \ell) \in M \times \{1, \ldots, m\} \) and, for every \( \lambda > 0 \), let \( \eta^\lambda : \Omega \to C(\mathbb{R}_+; M) \) be an admissible curve starting at \( y \) that realizes the infimum in \((4.3)\). We define a probability measure \( \mu^\lambda_y \) on \( TM \times \{1, \ldots, m\} \) by setting

\[
\int_{TM \times \{1, \ldots, m\}} f \, d\mu^\lambda_y := \lambda \mathbb{E}_\ell \left[ \int_0^{+\infty} e^{-\lambda s} f_{\omega(s)}(\eta^\lambda(s, \omega), -\dot{\eta}^\lambda(s, \omega)) \, ds \right]
\]

(4.4)

for every \( f \in (C_c(TM))^m \). The following holds:

**Proposition 4.3.** The measures \( \{\mu^\lambda_y \mid \lambda > 0\} \) defined above are probability measures on \( TM \times \{1, \ldots, m\} \), whose supports are all contained in a common compact subset of \( TM \times \{1, \ldots, m\} \). In particular, they are relatively compact in the space of probability measures on \( TM \times \{1, \ldots, m\} \) with respect to the weak convergence. Furthermore, if \( (\mu^\lambda_{y_n})_n \) is weakly converging to \( \mu_y \) for some sequence \( \lambda_n \to 0^+ \), then \( \mu_y \) is a minimizing Mather measure.

**Proof.** According to Theorem \((2.3)\), there exists a constant \( \kappa^* \) such that \( \|\dot{\eta}^\lambda(\cdot, \omega)\|_\infty \leq \kappa^* \) for every \( \omega \in \Omega \) and \( \lambda > 0 \). Set \( K := \{(x, v) \in TM \mid |v| \leq \kappa^*\} \). Then the measures \( \mu^\lambda_y \) are all supported in the compact set \( K \times \{1, \ldots, m\} \) and are probability measures, as it can be easily checked by their definition. This readily implies the asserted relative compactness of \( \{\mu^\lambda_y \mid \lambda > 0\} \). Let now assume that \( (\mu^\lambda_{y_n})_n \) is weakly converging to \( \mu_y \) for some \( \lambda_n \to 0 \). Then \( \mu_y \) is a probability measure with support in \( K \times \{1, \ldots, m\} \), in particular it satisfies item (i) in Definition \((3.1)\). Moreover, if \( \phi \in (C^1(M))^m \), by Dynkin’s formula applied to the function \( g(t, x) := e^{-\lambda t} \phi(x) \), see Theorem \((2.1)\) we get

\[
\mathbb{E}_\ell \left[ \int_0^{+\infty} e^{-\lambda s} \left( \langle D\phi_{\omega(s)}(\eta^\lambda(s, \omega)), -\dot{\eta}^\lambda(s, \omega) \rangle + \langle B\phi \rangle_{\omega(s)}(\eta^\lambda(s, \omega)) + \lambda \phi_{\omega(s)}(\eta^\lambda(s, \omega)) \right) \, ds \right] = \phi_\ell(y),
\]

yielding

\[
\int_{TM \times \{1, \ldots, m\}} \langle B\phi(x) \rangle_i + \langle D\phi_\ell(x), v \rangle \, d\mu^\lambda_y = \lambda \phi_\ell(y) - \lambda \int_{TM \times \{1, \ldots, m\}} \phi_i \, d\mu^\lambda_y.
\]

By setting \( \lambda := \lambda_n \) in the previous equality and sending \( n \to +\infty \) we infer

\[
\int_{TM \times \{1, \ldots, m\}} \langle B\phi(x) \rangle_i + \langle D\phi_\ell(x), v \rangle \, d\mu_y = 0,
\]

thus proving that \( \mu_y \) is closed.

To prove that \( \mu_y \) is minimizing, we recall that, by definition,

\[
\lambda u^\lambda_t(y) = \int_{TM \times \{1, \ldots, m\}} (L_i(x, v) + c(\mathbb{H})) \, d\mu^\lambda_y \quad \text{for every } \lambda > 0.
\]

The assertion follows by setting \( \lambda := \lambda_n \) and sending \( n \to +\infty \). \( \square \)

We proceed by proving a lemma that will be crucial for the proof of Theorem \((4.1)\).

**Lemma 4.4.** Let \( w \) be any critical subsolution. For every \( \lambda > 0 \) and \((y, \ell) \in M \times \{1, \ldots, m\} \) we have

\[
u^\lambda_t(y) \geq w_t(y) - \int_{TM \times \{1, \ldots, m\}} w_i \, d\mu^\lambda_y,
\]

(4.5)

where \( \mu^\lambda_y \) is the probability measure defined by \((4.4)\).
Proof. Let \( w \) be a critical subsolution. By convolution with a regularizing kernel, we construct a family of smooth function \( w^n : M \to \mathbb{R}^m \) uniformly converging \( w \) such that
\[
Bw^n(x) + \mathbb{H}(x, Dw^n(x)) \leq \left( c(\mathbb{H}) + \frac{1}{n} \right) 1 \quad \text{for every } x \in M.
\]
Starting again from the definition of \( u^\lambda \) and by exploiting Fenchel’s inequality we obtain
\[
u_t^\lambda(y) = \frac{1}{\lambda} \int_{TM \times \{1, \ldots, m\}} (L_i(x, v) + c(\mathbb{H})) \, d\mu^\lambda_y
\[
\geq \frac{1}{\lambda} \int_{TM \times \{1, \ldots, m\}} (\langle Dw^n_i(x), v \rangle - H_i(x, Dw^n_i(x)) + c(\mathbb{H})) \, d\mu^\lambda_y
\[
\geq \frac{1}{\lambda} \int_{TM \times \{1, \ldots, m\}} (\langle Dw^n_i(x), v \rangle + (Bw^n(x))_i - \frac{1}{n}) \, d\mu^\lambda_y.
\]
Using the definition of \( \mu^\lambda_y \) and Dynkin’s formula with \( g(t, x) = e^{-\lambda t}w^n(x) \), see Theorem 2.4 we get
\[
u_t^\lambda(y) \geq \mathbb{E}_t \left[ \int_0^{+\infty} e^{-\lambda s} \left( \langle Dw^n_{0(s)}(\eta^\lambda(s, \omega)), -\eta^\lambda(s, \omega) \rangle + (Bw^n)_{0(s)}(\eta^\lambda(s, \omega)) - \frac{1}{n} \right) \, ds \right]
\[
= w^n_t(y) + \mathbb{E}_t \left[ \int_0^{+\infty} -\lambda e^{-\lambda s}w^n_{0(s)}(\eta^\lambda(s, \omega)) - \frac{e^{-\lambda s}}{n} \, ds \right]
\[
= w^n_t(y) - \int_{TM \times \{1, \ldots, m\}} w^n_i \, d\mu^\lambda_y - \frac{1}{\lambda n}.
\]
The desired inequality follows by sending \( n \to +\infty \). \( \square \)

We have now all the ingredients to prove our main result.

Proof of Theorem 1. Let \( \mathbf{u} \in \mathcal{G} \). By Proposition 4.2 we already know that \( \mathbf{u} \preceq \mathbf{u}^0 \). Let us prove the opposite inequality. By definition, there exists a sequence \( \lambda_n \to 0^+ \) such that \( \mathbf{u}^{\lambda_n} \preceq \mathbf{u} \) as \( n \to +\infty \). Pick \( w \in \mathcal{F} \) and fix \( (y, \ell) \in TM \times \{1, \ldots, m\} \). By setting \( \lambda := \lambda_n \) in (4.5), and by sending \( n \to +\infty \), we infer, thanks to Proposition 4.3 that there exists a Mather measure \( \mu_y \in \mathcal{M}_0 \) such that
\[
u_t(y) \geq w_t(y) - \int_{TM \times \{1, \ldots, m\}} w_i \, d\mu_y \geq w_t(y),
\]
where, for the last inequality, we have used the fact that \( w \in \mathcal{F} \). As this is true for any \( w \in \mathcal{F} \) and arbitrary \( (y, \ell) \in M \times \{1, \ldots, m\} \), we infer that \( \mathbf{u} \geq \mathbf{u}^0 \). This concludes the proof. \( \square \)
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