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ABSTRACT
When we interact with small screen devices, sometimes we make errors, due to our abilities/disabilities, contextual factors that distract our attention or problems related to the interface. Recovering from these errors may be time consuming or cause frustration. Predicting and learning these errors based on the previous user interaction and contextual factors, and adapting user interface to prevent from these errors can improve user performance and satisfaction. In this paper, we propose a system that aims to monitor user performance and contextual changes and do adaptations based on the user...
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INTRODUCTION

Over the past decade, small screen devices have been a major part of our everyday life. Along with communication, they are used to perform most of our daily tasks [3]. These devices range from tablets, smartphones, phablets \(^1\) to wearable devices such as smart watches and glasses [25]. One of the common characteristics of these devices is their small screen size relative to desktop and laptop computers. Although this feature comes with portability aspect, it significantly affects how we interact with these devices, especially from the usability perspective [15, 34].

Desktop computers are typically used in a fixed and stable environment; for instance, a typical setting would be the user seated with no excessive light or weather conditions. Small screen devices, on the other hand, can be used almost anywhere, including indoors, outdoors, noisy, quite or crowded environments. Furthermore, while using small screen devices, the users might be engaged with different and/or parallel tasks, for example messaging while walking on a busy street [23]. In the literature, these types of temporary reductions in user performance due to context are referred to as situationally-induced impairments and disabilities (SIIDs) [33]. This phenomenon was defined as “difficulty accessing computers due to the context or situation one is in, as opposed to a physical impairment” [27, 28]. There can be many factors causing SIIDs and the main observation is that both the environment and the current context can cause SIIDs. In this article, we use context to refer to both environment, situation and context which is defined as “any information that characterizes a situation related to the interaction between humans, applications and the surrounding environment” [8].

These situational impairments can be reduced with adaptive systems, which change themselves with respect to context or user behavior [33]. According to this approach, users do not adapt themselves performance by using machine learning techniques. Here, we briefly present our systematic literature review findings and discuss our research questions towards developing such an adaptive system.
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\(^1\) devices with capabilities of both tablet and smartphones
to a system; instead, system measures performance of the users and adapt itself based on the users’ performance. For example, if user has problems with clicking on a target, system may increase the size of the target, or adjust the mouse settings to prevent the error. In this study, we aim to develop an intelligent system using machine learning algorithms which learns and predicts user performance with respect to contextual factors and user interaction; and adapts itself to user and context. In this paper, we briefly present our systematic literature review findings and discuss our research questions to develop an adaptive system.

SYSTEMATIC REVIEW

In order to identify the research gaps in the field, we have conducted a systematic review of the work that has been done on SIIDs and the impact they showed on small screen and wearable device users’ performance. In particular, we asked the following two research questions: (1) “Which contextual factors have been examined in the literature for small screen or wearable device interaction that can cause SIIDs?” and (2) “How do different contextual factors affect small screen or wearable device users’ performances?” Based on these research questions, we have reviewed a wide range of articles from online platforms, popular HCI conferences and journals. In order to present the contextual factors, we used the context framework proposed by Jumisko-Pyykkö and Vainio [19] as the backbone of our review.

We have classified the contextual factors used in the literature into physical, temporal, social, task and technical context dimension based on our first research question. Our review has shown that, physical context such as mobility or location has been widely studied. On the other hand, far too little attention has been paid to other contextual factors such as social and temporal. One major problem with the majority of the studies on the field is that, they have been conducted in controllable and maintainable environmental settings. For instance, researchers have preferred laboratories or controlled environments, where participants were isolated from external distractions [4, 20] and environmental factors such as light condition stayed the same between sessions [12]. Moreover, participants have completed experimental tasks with respect to the aim of the studies. Most of these tasks have been completed by using experimental applications, which are simplistic compared to real world applications [4]. The duration of the experiment sessions have been fixed and included time required for participants to learn how to use the application or perform a gesture. As a result, very little is currently known about the effect of contextual factors on users’ performance in real world settings [1, 11].

Our investigation on evaluation metrics and contextual factors used to compare user performance has shown that, conditions that can be easily simulated and ensure identical experiments have been used. Two popular conditions are mobility (walking on a treadmill [16], walking on a predefined route [7] or walking freely [31]) and encumbrance [10, 22]. On the other hand, other contextual factors
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such as lighting level [2], temperature [26], ambient noise [17] or people around interaction [14, 18] are hard to control and they can easily differ between sessions. As a result, only a few studies have used these conditions to compare user performance. Mobility has been a popular contextual factor; however, its effect on user performance have been inconsistent and contradictory. Although many researchers agree on the negative effect of using a mobile device on user posture and attention to surroundings [20, 29]; there is no consensus on the effect of mobility on user performance. For instance, [32] and [9] have found significant effects of mobility on user performance; while [24] could not find a main effect of mobility.

A PROPOSAL FOR MACHINE LEARNING APPROACH

Unlike environmental settings in the literature, real world use cases include various lighting levels [12], complex obstacles or disruptions [1, 4, 6, 20], environmental noise [30] and any factor that requires attentional resources for safety reasons [5]. Moreover, some of the everyday tasks require continuous attention [23] or are cognitively demanding [21]. Therefore, further experiments should be conducted in users’ own environments and with users’ own tasks to better understand the effect of contextual factors on user performance.

Overall goal of this study is to develop a system that learns how users interact with small screen devices with respect to contextual factors and predict when users make errors or have usability problems. Based on this prediction mechanism, we plan to build an adaptive system which adapt itself to users and context. In order to reflect real world use cases, we are going to conduct in-situ experiments to collect data from users in their own environments.

Research Questions

In the rest of this study, we plan to investigate the following research questions:

How contextual factors affect user performance in terms of error rate and task completion time on small screen devices? Is there a correlation between contextual factors and user performance? The first part of the study focuses on the effect of contextual factors on users’ performance. For this purpose, we plan to conduct an in-situ experiment in which we collect data from participants in their own real world settings. For data collection, we will use AWARE Framework2. AWARE Framework is an accessibility service that runs in the background and collect sensor and interaction data from user device. Moreover, it handles study registration and data synchronization with an external server by applying heuristics on when to synchronize data (based on Wi-Fi connection and battery level). It supports many sensors such as accelerometer, barometer, light, GPS data, screen status as well as active applications or application installations. We are planning to consider GPS and light sensors for location (indoor/outdoor); barometer, gravity, light, magnetometer and temperature sensors for

2http://www.awareframework.com/.
environmental attributes; accelerometer and gyroscope sensors for mobility and movement; screen and application sensors for temporal context, interruptions and task model; communication and application sensors for interpersonal interaction. It also provides a mechanism to send questions to participants to collect data for specific purposes. While collecting sensor and interaction data from participants, we plan to predict if participants make errors or have problems with the device under specific contextual factors. First, we begin with heuristic rules for error prediction. Then, we will build a mechanism that learns user behaviour under certain contextual settings. When we detect an error, we plan to ask user about the error. At this point, user may confirm the error or refuse it. In both cases, it will be a feedback for our error prediction mechanism. One drawback of this approach is that, there is not a specific task model; as a result, user’s intentions will not be known. In order to resolve this issue, we have developed a plugin on AWARE Framework which collects the layout of the user interface whenever it changes. This will help us identify semantic roles of user interface elements that are currently interacted with and cause specific events such as page navigation.

Data set that will be collected during the experiments will be highly sensitive and may arise ethical, privacy and security concerns [13]. Therefore, studies of this kind need to seek for ethical approvals. First, all participants will enroll in our study voluntarily and be free to leave any time they feel uncomfortable with the experiments. They will be informed about the data collected during informed-consent process. Moreover, AWARE Framework provides a user interface to enable/disable data collection from specific sensors or completely disable data logging; so that, users can choose what to submit when they have privacy concerns. Finally, data will be transferred using Secure Sockets Layer (SSL) encryption.

How can we develop an adaptive system based on interaction and contextual data from users interacting with small screen devices? After we successfully predict interaction problems in small screen devices, we plan to implement a system that runs in the background and analyze user interaction and sensor data. Whenever a possible interaction problem is predicted, it will send a broadcast message to other applications. Application developers who want to adapt their user interfaces to users and context can integrate their applications with our system by implementing broadcast receivers. The adaptation method depends on task model and interaction problem.

How does the adaptive system developed in this study affect user performance on small devices? In order to evaluate our adaptive system, we plan to develop an application that listens for broadcast messages from the system. Unlike experimental applications in the literature, this application will be used for real world tasks. For instance, Telegram [3] is a widely used instant messaging application and its source codes are publicly available. It can be extended with adaptive features for evaluation purposes. The extended application in this phase will satisfy the requirements of ability based approach [33], in terms of ability, accountability, adaptation, transparency, performance, context and commodity. For

[3] https://telegram.org/
this purpose, the application will monitor user performance and contextual changes so that it can apply adaptations to improve user performance with respect to users’ changing abilities or situational factors. It will also ask user to accept or reject an adaptation, so that users will be aware of the changes on the system. Moreover, these accept or reject responses will be used as a feedback in the performance monitoring system. We plan to conduct an additional in-situ experiment with a different set of participants from different locations. We are going to evaluate the system with respect to feedback from participants and reviews at the end of the experiments.

SUMMARY AND FUTURE DIRECTIONS
The aim of this study is to investigate the effects of contextual factors on user performance in the wild and develop a system which learns and predicts users’ abilities and performance changes under different contextual factors to adapt itself to improve user performance. Our systematic review has shown that, although the effect of context on small screen device users’ performance has been widely studied, majority of these studies are based on experimental settings and do not reflect real world cases. In this study, we aim to conduct in-situ experiments with real world tasks to better understand how users interact with their small screen device under different contextual factors. One implication of this study is that, it will produce a rich dataset which includes various interaction patterns and associated sensor data. Moreover, the adaptive system that will be developed as part of this study aims to improve user experience by resolving interaction problems due to contextual factors.
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