The quantitative assessment of the entanglement in multipartite quantum states is, apart from its fundamental importance, a practical problem. Recently there has been significant progress in developing new methods to determine certain entanglement measures. In particular, there is a method—in principle, analytical—to compute a certified lower bound for the three-tangle. The purpose of this work is to provide a manual for the implementation of this approach and to explicitly discuss several analytically solvable cases in order to gauge the numerical tools. Moreover, we derive a simple analytical bound for the mixed-state three-tangle.

**I. INTRODUCTION**

The quantitative theory of multipartite entanglement [1–3] is far from being a mature subject. The three-qubit problem, i.e., the quantification of Greenberger-Horne-Zeilinger (GHZ) entanglement in an arbitrary three-qubit state, may serve as an acid test for progress in this field. Recent years have brought substantial advancements regarding methods to estimate entanglement measures [4–17], on the one hand, and in terms of exact solutions of very specific problems [18–25], on the other hand. Although a mathematical insider of such methods would be able to produce lower bounds on the GHZ-type entanglement in some generic cases the problem for the practitioner has remained open: Given an arbitrary three-qubit mixed state, e.g., the density matrix of an experimentally prepared state (such as in recent experiments [26–29]), determine the quality of the GHZ-type entanglement.

The objective of this article is to fill this gap. In a recent publication [30] we have proposed a method to quantify GHZ-type entanglement in arbitrary $N$-qubit states. The three-qubit case was spelled out in some detail, however, not at the level of exact solutions of very specific problems [18–25]. The states are normalized: 

$$\text{tr} \rho = 1$$

**II. THE METHOD AND ITS INGREDIENTS**

In this section we introduce all the concepts and ideas that are required to solve our task: to estimate the amount of GHZ-type entanglement in three-qubit states. While we just mention them here, they are considered and explained in detail in the following sections.

We exclusively consider three-qubit mixed states $\rho \in B(\mathcal{H})$, that is, positive definite Hermitian operators that act on the Hilbert space of three qubits, $\mathcal{H} = \mathbb{C}^2 \otimes \mathbb{C}^2 \otimes \mathbb{C}^2$. Quantification of the entanglement in $\rho$ makes sense only if the states are normalized: $\text{tr} \rho = 1$. Sometimes, however, we encounter states that are not normalized.

Suppose we are given a generic three-qubit state $\rho$ and would like to determine how much GHZ-type entanglement it contains. The appropriate entanglement measure for this purpose is the three-tangle [22,24,31,32], denoted $\tau_3$. It is the square root of the residual tangle originally introduced by Coffman et al. [31].

A lower bound to the exact $\tau_3(\rho)$ can be found by proceeding according to the following recipe:

1. Find the so-called normal form of $\rho$. We denote the normal form $\rho_{\text{NF}}$. As this operation in general is nonunitary we have $\text{tr} \rho_{\text{NF}} \leq 1$. If $\text{tr} \rho_{\text{NF}} = 0$, the procedure terminates here and $\tau_3(\rho) = 0$.

2. Optimize $\rho_{\text{NF}} / \text{tr} \rho_{\text{NF}}$ by applying local unitary operations to the qubits according to an appropriate criterion (see below). The result is $\tilde{\rho}_{\text{NF}}$.

3. Project $\tilde{\rho}_{\text{NF}}$ onto the GHZ-symmetric states and read off the value for $\tau_3$. The result $\tau_3(\tilde{\rho}_{\text{NF}})$ leads to the desired
lower bound:
\[ \tau_3(\rho_{\text{REF}}) \leq \tau_3(\rho). \]

The idea behind this sequence is simple. In step 3, the state is projected onto a family of symmetric states for which the exact three-tangle is known. In this projection, generally entanglement is lost, but never gained. In order to minimize the entanglement loss one has to optimize the state—which is the purpose of steps 1 and 2.

### III. THREE-TANGLE OF GHZ-SYMMETRIC STATES

The GHZ-symmetric states \([33]\), denoted \(\rho^S\), constitute the aforementioned peculiar family of symmetric states that facilitates the entire method described in this article. This is because the elements of this family contain much of the interesting physics of three-qubit states, but at the same time they are mathematically simple enough that many results can be calculated analytically.

#### A. GHZ-symmetric three-qubit states

The GHZ symmetry comprises the operations under which the well-known GHZ state
\[ |\text{GHZ} \rangle = \frac{1}{\sqrt{2}} (|000\rangle + |111\rangle) \]
remains invariant, that is,
(i) qubit permutations,
(ii) simultaneous three-qubit flips (i.e., application of \(\sigma_x \otimes \sigma_x \otimes \sigma_x\)), and
(iii) qubit rotations about the \(z\) axis of the form
\[ U(\phi_1,\phi_2) = e^{i\phi_1 \sigma_z} \otimes e^{i\phi_2 \sigma_z} \otimes e^{-i(\phi_1 + \phi_2) \sigma_z}. \]

Here, \(\sigma_z\) and \(\sigma_x\) are Pauli matrices. The only pure states invariant under this symmetry are
\[ |\text{GHZ}_\pm \rangle \equiv \frac{1}{\sqrt{2}} (|000\rangle \pm |111\rangle), \quad (1) \]
while all other GHZ-symmetric states are mixed and, in the computational basis, are \(8 \times 8\) matrices of the shape
\[ \rho^S \leftrightarrow \begin{pmatrix} a & b & x \\ b & \cdot & \cdot \\ x & \cdot & a \end{pmatrix}, \quad (2) \]
with \(a,b,x \in \mathbb{R}\). As \(\text{tr} \rho^S = 1\) there are effectively two real parameters that characterize the entire family. A particularly nice (though not obvious) choice of parameters is
\[ x(\rho^S) = \frac{1}{2} \{ |\text{GHZ}_+ \rangle \langle \text{GHZ}_+ | \rho^S |\text{GHZ}_+ \rangle - |\text{GHZ}_- \rangle \langle \text{GHZ}_- | \rho^S |\text{GHZ}_- \rangle \}, \quad (3) \]
\[ y(\rho^S) = \frac{1}{\sqrt{3}} \left[ |\text{GHZ}_+ \rangle \langle \text{GHZ}_+ | \rho^S |\text{GHZ}_+ \rangle + |\text{GHZ}_- \rangle \langle \text{GHZ}_- | \rho^S |\text{GHZ}_- \rangle - \frac{1}{4} \right], \quad (4) \]
such that the geometry in the space of density matrices induced by the Hilbert-Schmidt metric
\[ d_{\text{HS}}^2(A,B) = \frac{1}{2} \text{tr}(A - B) \text{tr}^* (A - B) \]
coincides with the Euclidean geometry of the \(xy\) plane in Fig. 1. For the parameters in Eq. (2) we have \(a = \frac{1}{2} + \frac{\sqrt{3}}{2} v^2\) and \(b = \frac{1}{2} - \frac{\sqrt{3}}{2} v\).

As is well known there are two classes of three-qubit entangled states, the GHZ class and the \(W\) class \([34,35]\). In Ref. \([33]\) it was shown that the GHZ-\(W\) line, i.e., the border between these two classes, can be calculated exactly for GHZ-symmetric states (cf. Fig. 1). The corresponding parametrized curve is
\[ x^W = v^5 + 8 v^3 / (8 (4 - v^2)) \quad y^W = \sqrt{\frac{3}{4} - v^2 - v^4}, \quad (5) \]
with \(-1 \leq v \leq 1\).

#### B. Exact three-tangle

Coffman et al. discovered an entanglement measure for three qubits that distinguishes between GHZ-type and \(W\)-type states, the residual tangle \([31]\). As mentioned before, taking the square root of this quantity has many advantages, and we refer to it as the three-tangle. For pure states it is defined as
\[ \tau_3(\psi) = 2 \sqrt{|d_1 - 2d_2 + 4d_3|} \]
\[ d_1 = \psi_{000}^2 \psi_{111}^2 + \psi_{010}^2 \psi_{101}^2 + \psi_{011}^2 \psi_{100}^2 \]
\[ d_2 = \psi_{000} \psi_{010} \psi_{101} \psi_{111} + \psi_{010} \psi_{011} \psi_{100} \psi_{111} \]
\[ + \psi_{011} \psi_{100} \psi_{101} \psi_{110} + \psi_{001} \psi_{100} \psi_{101} \psi_{110} \]
\[ + \psi_{001} \psi_{100} \psi_{101} \psi_{110} \]
\[ d_3 = \psi_{001} \psi_{100} \psi_{101} \psi_{111} + \psi_{100} \psi_{001} \psi_{110} \]
\[ + \psi_{100} \psi_{001} \psi_{111} \psi_{101} \]
\[ + \psi_{001} \psi_{100} \psi_{110} \psi_{111} \].

Here \(\psi_{jkl}\) with \(j,k,l \in \{0,1\}\) are the components of a pure three-qubit state in the computational basis. It is easily checked
that
\[ \tau_3(\text{GHZ}) = 1 \quad \text{and} \quad \tau_3(W) = 0, \]
where \( |W\rangle = \frac{1}{\sqrt{2}}(|001\rangle + |010\rangle + |100\rangle) \).

The three-tangle for mixed states is more complicated, as it is defined as a convex roof [36]
\[ \tau_3(\rho) = \min_{\text{all decomp}} \sum_{j} p_j \tau_3(\psi_j), \tag{7} \]
i.e., the minimum average three-tangle taken over all possible pure-state decompositions \( \{p_j, \psi_j\} \) for \( \rho = \sum_j p_j |\psi_j\rangle \langle \psi_j| \).
This is what makes the computation of the three-tangle for mixed states difficult. For GHZ-symmetric three-qubit states, this is what makes the computation of the three-tangle for mixed states difficult. For GHZ-symmetric three-qubit states, the convex roof of the three-tangle can be found exactly as [25]
\[ \tau_3(x_0, y_0) = \begin{cases} 0 & \text{for } x_0 < x_0^W \text{ and } y_0 < y_0^W, \\ \frac{x_0 - x_0^W}{y_0 - y_0^W} & \text{otherwise}. \end{cases} \tag{8} \]
Here \( x_0 \geq 0 \) and \( (x_0^W, y_0^W) \) are the coordinates of the intersection of the GHZ-W line with the direction that contains both GHZ_± and \( \rho^S(x_0, y_0) \) (cf. Fig. 1). The surface in Fig. 2 arises by connecting each point of the GHZ-W line \( (x^W, y^W, t_3) = 0 \) with the closest of the points \( (x_{\text{GHZ}_+}, y_{\text{GHZ}_+}) = \pm \frac{1}{2}, (x_{\text{GHZ}_-}, y_{\text{GHZ}_-}) = \sqrt{\frac{3}{4}}, t_3 = 1 \). That is, it interpolates linearly between the points of the GHZ-W line and the maximally entangled states GHZ_±.

C. An analytical approximation

We note that the nonvanishing curvature of the GHZ-W line, Eq. (5), is at the origin of the difficulty in writing down a more explicit formula than Eq. (8) for \( \tau_3(\rho^S) \). However, it is possible to find analytical approximations.

In analogy with the discussion in Ref. [30] we find a plane that approximates the surface in Eq. (8). The evident choice is a plane that contains the point \( (x = \frac{1}{2}, y = \frac{\sqrt{3}}{4}, t_3 = 1) \) and that intersects the \( xy \) plane in a straight line tangential to the GHZ-W line. Each such tangent is an optimal GHZ witness [37]. Particularly simple tangents are given by the witnesses \( (± \text{ for } x \gtrless 0) \)
\[ W_\pm = \frac{1}{4} \mathbb{I} - |\text{GHZ}_\pm\rangle \langle \text{GHZ}_\pm| - \frac{1}{3} |\text{GHZ}_\mp\rangle \langle \text{GHZ}_\mp|, \tag{9} \]
which describe via \( \text{tr}(\rho^S W_\pm) = 0 \) the tangents touching the GHZ-W line in points \( (x = \pm \frac{1}{2}, y = \pm \frac{\sqrt{3}}{4}) \), respectively. The planes that contain one such tangent and the corresponding three-tangle point for GHZ_± are easily found (see Fig. 3) and give
\[ \tau_3^{\text{approx}}(x, y) = \max \left(0, \frac{4}{3}(-4 + 4|x| + 5\sqrt{3}y)\right) \tag{10} \]
as our analytical approximation to Eq. (8) for the three-tangle of GHZ-symmetric states. It is exact for all states that lie on the lower edges of the triangle. In principle, each optimal witness of the type (9) from Ref. [37] gives rise to an approximation analogous to Eq. (10). They differ in the lines (in the \( xy \) plane) for which they become exact.

IV. SYMMETRIZING AN ARBITRARY STATE

Up to this point our discussion has been restricted to states \( \rho^S \) with symmetries i–iii (Sec. III A). A common way to extend our methods to arbitrary (nonsymmetric) states \( \rho \) is by applying the projection \( P : \rho \mapsto \rho^S \) onto the symmetric
states. The operation
\[ \mathbf{P}(\rho) = \int dU_{\text{GHZ}} U_{\text{GHZ}\rho} U_{\text{GHZ}}^\dagger \] (11)
is often referred to as a twirling operation [38]. It averages over all symmetry elements, i–iii.

The effect of the projection \( \mathbf{P} \) is easy to see. The matrix elements of the image of \( \rho \) are
\[ \rho_{S}^{000,000} = \rho_{111,111}^{S} = \frac{1}{2}(\rho_{000,000} + \rho_{111,111}), \]
\[ \rho_{S}^{jki,jki} = \frac{1}{6} \sum_{jkl=001}^{110} \rho_{jkl,jkl}, \]
\[ \rho_{S}^{000,111} = \rho_{111,000}^{S} = \frac{1}{2}(\rho_{000,111} + \rho_{111,000}), \]
\[ \rho_{S}^{jki,lmn} = 0 \quad \text{for all other matrix elements.} \]

From this the coordinates of the projection image in the \( xy \) plane in Fig. 1 are readily obtained [33]:
\[ x(\rho) = \frac{1}{2}(\rho_{000,111} + \rho_{111,000}), \]
\[ y(\rho) = \frac{1}{\sqrt{3}} \left( \rho_{000,000} + \rho_{111,000} - \frac{1}{4} \right). \]

It is worth noting that these relations, inserted into Eq (10), give a simple explicit formula to approximate the three-tangle of an arbitrary mixed state:
\[ \tau_{S}^{\text{approx}}(\rho) = \max \left\{ 0, \left[ \pm \frac{2}{3}(\rho_{000,111} + \rho_{111,000}) \right. \right. \]
\[ \left. \left. + \frac{1}{3}(\rho_{000,000} + \rho_{111,111}) - 3 \right] \right\}. \]

Clearly, the performance of this formula is better the closer state \( \rho \) is to a GHZ-symmetric state. However, the local bases will not always be arranged this way. Therefore, the result for \( \tau_{S}^{\text{approx}} \) can be improved by applying local unitaries to \( \rho \).

We have already mentioned that symmetrizing a state usually results in a loss of three-tangle. In order to see this consider the GHZ state \( \frac{1}{\sqrt{2}}(|100\rangle + |011\rangle) \). Symmetrization maps it to the lower corner of the triangle in Fig. 1, i.e., to a completely separable state. Naturally we would like to avoid such entanglement losses. This is why we have to optimize the state before projecting it. While optimization cannot exclude entanglement loss, it may reduce it substantially. In the example, the optimization is particularly simple. Applying \( \sigma_x \) (a local operation that does not change entanglement) to the first qubit yields GHZ +, which preserves its full entanglement under projection \( \mathbf{P} \).

\textbf{V. OPTIMIZING THE STATE}

The example in the preceding section shows that projection onto the GHZ-symmetric states may serve to quantitatively assess the three-tangle of a state and that optimization prior to projection may enhance the reliability of the result. Clearly, symmetrization can only reduce, and never enhance, the entanglement of a state [33]. Therefore, if the projection image \( \rho_S \) contains a three-tangle, then the original state \( \rho \) also does. This is why we also call this method a quantitative witness.

The idea that witnessing entanglement can be improved by optimization was discussed by various authors, e.g., in Refs. [6,7,39].

At first glance it looks difficult to find generally valid criteria to improve an arbitrary state. In this section, we sketch why optimization steps 1 and 2 are appropriate for achieving this goal.

\textbf{A. Normal form}

The normal form of a multipartite quantum state is a fundamental concept that was introduced by Verstraete et al. [32] and discussed in detail also in Ref. [40]. It applies to arbitrary (finite-dimensional) multiqubit states. Here we focus on \( N \)-qubit states only. The essential merit of the normal form in the present context is that, among all states that are locally equivalent to the original state, it is the one that maximizes a certain type of entanglement measures such as the three-tangle.

Let us elaborate on this point.

The defining property of the normal form \( \rho_{\text{NF}} \) is that all local density matrices are proportional to the identity
\[ (\rho_{\text{NF}})^{(j)} = \text{tr}_{1...j-1(j+1)...N} \rho_{\text{NF}} \propto \mathbb{I}_2. \]

Therefore the normal form is unique only up to local unitaries. Local equivalence to the original state \( \rho \) means that \( \rho_{\text{NF}} \) can be obtained from \( \rho \) by applying local operations,
\[ \rho_{\text{NF}} = (A_1 \otimes \ldots \otimes A_N) \rho (A_1 \otimes \ldots \otimes A_N)^\dagger. \]

Here the \( A_j \) are invertible single-qubit operations that are not necessarily norm preserving. For the normal form we additionally require \( \det A_j = 1 \) or, more technically, \( A_j \in \text{SL}(2,\mathbb{C}) \). Note that sometimes the normal form can be reached only asymptotically. This is especially true for all pure states with a vanishing three-tangle, where the normal form is simply 0.

How can we practically find the normal form? There is a simple iterative procedure described in Ref. [32]. Let us denote the reduced local density matrix of the \( j \)th qubit \( \rho_{(j)} \). One starts by transforming \( \rho \) according to
\[ \rho \rightarrow \frac{1}{\det \rho_{(1)}^{-1/2}} (\rho_{(1)}^{-1/2} \otimes \mathbb{I}_2 \otimes \ldots) \rho (\rho_{(1)}^{-1/2} \otimes \mathbb{I}_2 \otimes \ldots)^\dagger, \]
which brings \( \rho_{(1)} \) into a form \( \propto \mathbb{I}_2 \). Next one applies the analogous step to the second qubit. Note that, while making the second qubit \( \propto \mathbb{I}_2 \), this property on the first qubit is usually destroyed. Then one continues with the third qubit, and so on, to the \( N \)th qubit, and then all over again. The convergence of this procedure was proved in Ref. [32], and the result is the normal form. In each step of the iteration the trace is reduced (or unchanged). As the three-tangle remains unchanged under a transformation \( A_j \), this means that, after renormalization of the transformed state, the three-tangle has increased. This is the reason why the normal form is a useful first optimization step for our purposes. If we normalize the normal form the resulting state \( \rho_{\text{NF}} / \text{tr} \rho_{\text{NF}} \) has maximal three-tangle in the local orbit of \( \rho \) [32].

It is worth noting that GHZ-symmetric states—which play a central role in our discussion—are naturally given in their normal form.
B. Criteria for unitary optimization

As the normal form is unique only up to local unitaries, another optimization is required in order to find the appropriate local qubit bases. That is, we transform the normalized state $\rho^{\text{NF}}/\text{tr}\rho^{\text{NF}}$ by applying a unitary operation, $V \in \text{SU}(2)^{\otimes 3}$:

$$\tilde{\rho}^{\text{NF}} = V \frac{\rho^{\text{NF}}}{\text{tr}\rho^{\text{NF}}} V^\dagger.$$ 

The obvious criterion is to maximize the three-tangle,

$$\tau_3(\rho^{\text{NF}}) \longrightarrow \text{max},$$

that is,

$$\tilde{\rho}^{\text{NF}} = \arg\max_{V \in \text{SU}(2)^{\otimes 3}} \tau_3\left( V \frac{\rho^{\text{NF}}}{\text{tr}\rho^{\text{NF}}} V^\dagger \right). \tag{15}$$

Clearly Eq. (15) gives the largest possible value of $\tau_3$. However, due to the complicated structure of the function in Eq. (8) it appears hopeless to obtain analytical results.

Alternatively one may choose optimization criteria that do not necessarily give the maximal value of $\tau_3$ but, depending on the state $\rho$, can possibly be treated analytically. Examples are the overlap (fidelity) with the GHZ state,

$$\tilde{\rho}^{\text{NF}}_{(0)} = \arg\max_{V \in \text{SU}(2)^{\otimes 3}} \langle \text{GHZ} | V \frac{\rho^{\text{NF}}}{\text{tr}\rho^{\text{NF}}} V^\dagger | \text{GHZ} \rangle, \tag{16}$$

and the Hilbert-Schmidt distance from the GHZ state,

$$\tilde{\rho}^{\text{NF}}_{(d)} = \arg\min_{V \in \text{SU}(2)^{\otimes 3}} d_{\text{HS}}(\pi_{\text{GHZ}}, V \frac{\rho^{\text{NF}}}{\text{tr}\rho^{\text{NF}}} V^\dagger), \tag{17}$$

where $\pi_{\text{GHZ}} = |\text{GHZ}\rangle \langle \text{GHZ}|$.

VI. EXPERIMENTAL ASPECTS

In order to apply our method to an experimentally prepared state its density matrix needs to be determined. This is done using quantum-state tomography [41]. To this end we note that the density matrix can be represented in a basis of local Pauli operators,

$$\rho = \frac{1}{8} \sum_{jkl} \hat{\rho}_{jkl} \sigma_j \otimes \sigma_k \otimes \sigma_l, \tag{18}$$

where $\hat{\rho}_{jkl} = \text{tr}(\rho \sigma_j \otimes \sigma_k \otimes \sigma_l)$. Each term in Eq. (18) corresponds to a joint measurement of local observables. To obtain the optimized lower bound for the three-tangle (as described in the preceding section), full tomography is required. However, even in a small system like three qubits, full tomography requires the measurement of 63 observables (+ extra measurements for normalization) and is therefore expensive. There are ways to reduce the effort, as it is often the case that the experimentally prepared state is not completely unknown.

The first possibility is related to the observation that the analytical approximation, Eq. (14), contains only the four entries $\rho_{000,000}$, $\rho_{001,111}$, $\rho_{110,000}$, and $\rho_{111,111}$. In Ref. [42] the authors describe a general method to determine the fidelity with the GHZ state. For three qubits it requires four measurement settings. Those settings determine the diagonal elements and the real part of $\rho_{000,111}$ separately, so that they are indeed sufficient to calculate the projection of the state onto the GHZ symmetric states. If the off-diagonal matrix element is not known to be real, it is worthwhile determining the imaginary part as well and to use the absolute value instead of the real part (this is equivalent to a very restricted unitary optimization on the results). It turns out that the additional setting $YYY$ (i.e., measurement of $\sigma_y$ for all three qubits) is sufficient for that purpose.

Note that the best choice of local bases is such that the fidelity of the GHZ state in those bases is maximized. In a sense, this corresponds to carrying out the local unitary optimization for Eq. (14) directly in the experiment, while it would not be possible numerically, as not all elements of the density matrix are known.

Another alternative to full tomography is permutationally invariant tomography (PIT) [43]. The experimental setup of PIT effectively means to apply the permutation averaging part of the twirling operation [described in Eq. (11)] directly in the experiment, before the measurement. Therefore using PIT will in general result in a worse lower bound. However, if the true state has approximate permutation symmetry—which will often be the case in experiments aiming at GHZ states—one may hope that only little entanglement information is lost in the projection $\rho \rightarrow \rho^{\text{PIT}}$. For three qubits 10 settings are required [43]. As the result of PIT is a valid density matrix the optimization procedure may be applied to $\rho^{\text{PIT}}$ as well to improve the estimate of $\tau_3$.

Also, in the case of performing PIT it is possible to reduce the experimental effort by measuring only the four GHZ matrix elements. If we content ourselves with the real part of the measurement only, the three settings $ZZZ$, $XXX$, and $YYY$ are sufficient. The real part of the off-diagonal element is determined from $\langle XXX\rangle^{\text{PIT}} = \langle XXX\rangle$ and $\langle YYY\rangle^{\text{PIT}} = \frac{1}{2} \langle YYY \rangle + \langle YXX \rangle + \langle XYY \rangle$ as $\text{Re}(\rho_{000,111}) = \langle XXX\rangle^{\text{PIT}} - 3 \langle YYY\rangle^{\text{PIT}}$. The imaginary part requires the additional settings $XXY$ and $YYX$, so that $\text{Im}(\rho_{000,111}) = \langle YXY\rangle^{\text{PIT}} - 3 \langle XXY\rangle^{\text{PIT}}$.

In summary, we see that there is a trade-off between the experimental effort and the quality of the lower bound for $\tau_3$. Obviously the best estimate is achieved by doing full tomography of the state and then applying the procedure in Sec. II to the result. In this case, the best possible lower bound with our method is achieved.

In the opposite extreme case, one measures the GHZ matrix elements $\rho_{000,000}$, $\rho_{111,111}$, and $\text{Re}(\rho_{000,111}) = \text{Re}(\rho_{111,000})$ with an experimental PIT setup using just three measurement settings in a specific local basis, however, at the cost that no further optimization of the bound is possible (but limited premeasurement optimization, by appropriately choosing the local measurement bases). Two additional measurement settings allow one also to determine $\text{Im}(\rho_{000,111})$, which may already improve the bound.

Between those two extreme possibilities there is full PIT (requiring much fewer settings than full tomography but maintaining the possibility of numerically optimizing the bound for $\tau_3$). We note that—since the three-setting and/or five-setting measurements use the same setup and a strict subset of the measurements for full PIT—they can be carried
out first, and if this is not sufficient for a reasonable lower bound, one can proceed by doing full PIT without wasting experimental effort.

With standard tomography, the minimal effort is four measurement settings, which is slightly more than in a PIT setup. If the imaginary part of the off-diagonal matrix is desired as well, only one additional setting is required, so standard and PIT setups are equally efficient in that case.

VII. ESTIMATING THE ERROR OF THE LOWER BOUND

As, in general, entanglement is lost in the projection $P(\tilde{\rho}_{NF}) \equiv \tilde{\rho}^S$, it is desirable to get an idea by how much $\tau_3(\tilde{\rho}^S)$ underestimates the three-tangle of $\tilde{\rho}_{NF}$. Recall that we know the value $\tau_3(\tilde{\rho}^S)$ exactly, and moreover, $\tilde{\rho}^S \leq \tilde{\rho}_{NF}$. However, we do not know how much larger $\tau_3(\tilde{\rho}_{NF})$ actually is. Consequently we need an upper bound to $\tau_3(\tilde{\rho}_{NF})$ to estimate the error.

In principle, any available decomposition of $\tilde{\rho}_{NF}$ provides an upper bound to $\tau_3(\tilde{\rho}_{NF})$. The simplest upper bound is $\tau_3(\tilde{\rho}_{NF}) \leq (\text{GHZ})|\tilde{\rho}_{NF}|\text{GHZ}$. A good upper bound can be found numerically using elaborate methods as described in Refs. [9,11,14,17]. Alternatively, one can refine the simple estimate by applying a geometrical method that represents a variant of the ideas in Ref. [17]. It uses the convexity of both the state space and the three-tangle and is most easily explained by considering Fig. 4.

In the figure, the GHZ-symmetric states are represented by a line. They form a subset of the complete state space. The projection of the optimized state $\tilde{\rho}_{NF}$ onto the GHZ-symmetric states is then just an orthogonal projection onto that line. We may assume $\tilde{\rho}_{NF} \neq \tilde{\rho}^S$; otherwise, we do not need an error estimate.
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FIG. 4. (Color online) Illustration of the error estimate. The base area (blue) represents the set of all three-qubit states. The solid black line in it corresponds to the GHZ-symmetric states and has the state $\text{GHZ}_\pm$ at its right end point. A density matrix $\rho$ (light-green line) is projected by the twirling operation, Eq. (11), onto $\rho^S$ (red line) in the GHZ-symmetric states, thereby reducing the three-tangle (which is displayed in the vertical direction). State $\rho_-$ is found by extending the straight line from $\rho^S$ through $\rho$ towards the border of the state space. An upper bound $\tau_3(\rho_-) \geq \tau_3(\rho)$ yields an upper bound for $\tau_3(\rho)$ due to the convexity of the three-tangle. Alternatively, one may use any other state instead of $\rho^S$ with a known three-tangle (for example, the GHZ state, as indicated by the other vertical plane).

Consider now the straight line connecting $\tilde{\rho}^S$ and $\tilde{\rho}_{NF}$. We extend this line until it reaches the border of the space of density matrices in state $\rho_-$. This means that $\rho_-$ is an affine combination of $\tilde{\rho}^S$ and $\tilde{\rho}_{NF}$,

$$\rho_- = \frac{1}{\lambda} \tilde{\rho}_{NF} - \frac{1 - \lambda}{\lambda} \tilde{\rho}^S,$$

with some real $\lambda \in [0,1]$ that is defined by the condition that the smallest eigenvalue of $\rho_-$ be 0.

Given $\rho_-$ we can determine an upper bound $\tau_3(\rho_-)$ and obtain

$$\tau_3(\tilde{\rho}_{NF}) \leq \lambda \tau_3(\rho_-) + (1 - \lambda) \tau_3(\tilde{\rho}^S).$$

Evidently this method of estimating $\tau_3(\tilde{\rho}_{NF})$ can be applied analogously with any other state $\rho$ (in place of $\tilde{\rho}^S$) for which the exact three-tangle is known, for example, the states $\text{GHZ}_{\pm}$.

VIII. EXAMPLES

In this section we illustrate and analyze the performance of our method by applying it to states whose three-tangle is known exactly or with a high numerical precision. Among other details, this reveals that our method gives exact results not just for GHZ-symmetric states.

A. Mixtures of a GHZ state with a product state

Consider mixtures of the GHZ state and an orthogonal product state

$$\rho_{[1]}(p) = p |\text{GHZ}\rangle \langle \text{GHZ}| + (1 - p) |001\rangle \langle 001|, \quad (19)$$

which we mentioned briefly in the Supplement to Ref. [30].

The exact solution $\tau_3(\rho_{[1]}(p)) = p$ can be derived following Refs. [19,24]. Here we give the analytical solution by means of the method discussed in the present article.

By applying the local operation

$$A_{[1]} = \begin{pmatrix} \alpha & 0 \\ 0 & 1/\alpha \end{pmatrix} \otimes I_2 \otimes \begin{pmatrix} 1/\alpha & 0 \\ 0 & \alpha \end{pmatrix}$$

to $\rho_{[1]}$, we obtain

$$A_{[1]}\rho_{[1]}A_{[1]}^\dagger(p) = p |\text{GHZ}\rangle \langle \text{GHZ}| + (1 - p) \alpha^4 |001\rangle \langle 001|,$$

and letting $\alpha \rightarrow 0$ the normal form

$$\rho_{[1]}^N(p) = p |\text{GHZ}\rangle \langle \text{GHZ}|.$$

No further unitary optimization is required and the result is

$$\tau_3(\rho_{[1]}(p)) = \text{tr} \rho_{[1]}^N(p) \tau_3(\text{GHZ}) = p, \quad (20)$$

showing that there are also cases of states for which the exact three-tangle is obtained, although they are not GHZ symmetric. This is not a coincidence. The states $\rho_{[1]}$ can be obtained from a two-qubit state simply by doubling the first qubit in each basis state (that is, $|jk\rangle |lm\rangle \rightarrow |j(jk)\rangle |l(lm)|$). Multipartite entanglement in such states was analyzed in Ref. [44]. Consequently, these states belong to a subspace that can be described by two-qubit physics. However, as the method is exact for arbitrary two-qubit states [30], it must be exact also for $\rho_{[1]}$. 022312-6
B. Mixtures of a GHZ state and a W state

Our second example is

\[ \rho_{\psi}(p) = p \, |\psi\rangle \langle \psi | + (1-p) \, |W\rangle \langle W|, \]

for which the exact solution was found in Ref. [18] (for the residual tangle) and in Ref. [24] (for the three-tangle). The states contain a three-tangle for \( p > \frac{1}{3} \), and also for \( p = \frac{1}{3} \), as well as for the three-tangle. A numerical minimization indeed gives a decomposition into three pure states of the form

\[ |\psi\rangle = c_{\psi 1} |000\rangle + c_{\psi 2} |\psi\rangle + c_{\psi 3} |111\rangle \]

is sufficient. We might try to find an explicit decomposition of \( \rho_{3} \) that has a vanishing three-tangle. It turns out that a decomposition into three pure states of the form

\[ |\psi\rangle = c_{\psi 1} |000\rangle + c_{\psi 2} |\psi\rangle + c_{\psi 3} |111\rangle \]

is sufficient. A numerical minimization indeed gives a decomposition with a numerically vanishing three-tangle:

\[ \rho_{3} \approx 0.32809 |\psi\rangle \langle \psi | + 0.52694 |\psi\rangle \langle \psi | + 0.14498 |\psi\rangle \langle \psi | \]

IX. SUMMARY

We have described the practical implementation of a method that yields a lower bound—in principle, analytical—to the three-tangle of an arbitrary three-qubit mixed state. While the theoretical grounds of this method were investigated in Refs. [30,33] we have focused here on various practical aspects. Apart from the ingredients of the method we have provided a more detailed discussion of the approximation to the three-tangle by projector-based entanglement witnesses (and the corresponding quantitative witnesses; Sec. III C), as well as an analytical lower bound for the three-tangle of an arbitrary three-qubit density matrix, Eq. (10). Moreover, we have considered the trade-off between the quality of the lower bound and the experimental effort to determine elements of the density matrix.

As the procedure explained here gives only a lower bound to the three-tangle, one would like to know about the possible error. To this end, we have described an error estimate based on simple geometrical considerations. Finally, we have studied the performance of the method by comparing its results to exactly solvable cases for the three-tangle. From this we may conclude that the method often works well; however, in particular, for a small three-tangle in the original state, the bound may substantially underestimate the entanglement. Therefore, it is useful to combine it with a numerical approach (such as in Ref. [17]) that can numerically certify a vanishing three-tangle.
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