Abstract—We present a general model for opinion dynamics in a social network together with several possibilities for object selections at times when the agents are communicating. We study the limiting behavior of such a dynamics and show that this dynamics almost surely converges. We consider some special implications of the convergence result for gossip and top-$k$ selective gossip models. In particular, we provide an answer to the open problem of the convergence property of the top-$k$ selective gossip model, and show that the convergence holds in a much more general setting. Moreover, we propose an extension of the gossip and top-$k$ selective gossip models and provide some results for their limiting behavior.
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I. INTRODUCTION

Voting systems have recently gained significant attention due to the emergence of complex online marketing industries, novel forms of political voting systems and opinion pole dynamic aggregation, as well as many new applications that reach well beyond social choice theory and computer science, such as signal processing, bioinformatics, coding theory, and machine learning [9], [5], [3]. In connection with social network modeling and analysis, one challenging area in the context of voting systems is to model and describe how the opinion of agents about various candidates varies with time, as agents in a society interact with each other and are exposed to opinion influence by media and their environment.

We describe a novel and broad general model for opinion dynamics analysis of voting systems within a dynamically changing (evolving) society. We investigate the limiting behavior of this dynamics and its relation with the connectivity pattern of the society. The proposed dynamics is based on the gossip averaging dynamics of [11], but it includes more general notions of “random connectivity” in a society, for example, the possibility of discussing voters opinions. Thus, the application domain of the proposed model is not restricted to opinion dynamics analysis only and, it has connections to several interesting distributed algorithms over time-varying networks. In particular, this work is closely related to the works in the area of distributed averaging and consensus literature [11], [7], [1], [12] and opinion dynamics [6], [8]. A recent addition to the ever-growing consensus literature also includes a spectral graph theory approach for voting over networks, described in [2]. There, voter preferences are expressed via vertex colors, and hyperedges are used to denote interacting group of agents or agents subjected to the same kind of external influence. The topology of the hypergraph is fixed.

The structure of this paper is as follows: In Section III we introduce our novel notion of network dynamics, which we refer to it as voting diffusion dynamics, and we discuss some instances of such dynamics which are both of practical and theoretical interest. Then, in Section III we prove the stability of this dynamics in a general setting and provide a characterization of the limiting point of the dynamics. In Section V we present and study the implications of our result to generalizations of the classical gossip algorithm in [1] and the top-$k$ selective gossip algorithm [12]. We provide the answer to an open problem regarding the convergence property of top-$k$ selective algorithm that was introduced in [12]. We in fact provide an answer to the posed question in a much more general settings of random social connectivity. Conclusions are given in Section V.

Notation: For any $n \geq 1$, we denote the set \{1, \ldots, n\} by $[n]$. We say that an $m \times m$ matrix $A$ is stochastic if $\sum_{j=1}^{m} A_{ij} = 1$ for all $i \in [n]$ and for all $i, j \in [m]$, we have $A_{ij} \geq 0$. We use $e$ to denote a vector with all entries equal to 1, where the size of the vector is understood from the context. Throughout the paper, we let $(\Omega, \mathcal{F}, \Pr(\cdot))$ be the underlying probability space, where $\Omega$ denotes the sample space, $\mathcal{F}$ denotes the $\sigma$-algebra of measurable sets, while $\Pr(\cdot)$ stands for the underlying probability measure. We say that $\{\mathcal{F}(t)\}$ is a filtering if $\mathcal{F}_t$ is a $\sigma$-algebra of $\Omega$ for all $t \geq 0$ and $\mathcal{F}_0 \subseteq \mathcal{F}_1 \subseteq \cdots$. We denote the conditional expectation by $E[\cdot | \cdot]$, and the indicator function of an event $E$ by $1_E$, i.e. $1_E(\omega) = 1$ if $\omega \in E$ and $1_E(\omega) = 0$ otherwise. We refer to a collection of random variables $W_{ij}$ indexed by $i, j \in [m]$ as a random $m \times m$ matrix.
II. Dynamic System Viewpoint

In this section, we discuss the general setting for our dynamics and introduce the voting diffusion model. We consider a society of \([m]\) agents that are connected through social ties. Each individual in this society has an opinion about \(n\) objects or services of the same kind such as, movies, books, political parties, or services of different dentists in a city. We refer to those objects that are to be ranked as candidates. We assume that each individual scores each of the candidates with a real number. Thus, each individual’s opinion about each individual scores each of the candidates with a real number. Thus, each individual’s opinion about the \(n\) candidates can be represented by a vector in \(\mathbb{R}^n\): the larger the entry, the better the opinion of the agent about the corresponding candidate. We encode the initial belief (score) of the \(m\) individuals about the \(n\) candidates by an \(m \times n\) matrix \(X(0)\). Thus, \(X_{ij}(0)\) represents the opinion of the \(i\)th agent about the \(j\)th candidate. We refer to the vector that represents the opinion of the \(i\)th agent on all the available candidates, i.e., the \(i\)th row of \(X(0)\), as the opinion profile of the \(i\)th person.

We also refer to \(X(0)\) as the opinion profile of the society at time 0, or simply as the initial opinion profile of the society.

Our interest is in the dynamics of distributed rank influence and aggregation in a society and how one can model diffusion of opinions in a society about different candidates. Here, aggregation refers to the process of assembling individual votes into one vote representative of the whole social opinion [9]. Aggregation is usually performed via scoring methods, plurality counts or using specialized distance measures [9]. As for the aggregation method, there is no common consensus on the best way of combining \(m\) votes. Here, we assume that ranking is performed through scoring and hence, we focus on weighted Borda method, for rank aggregation. In Borda’s approach, the aggregate of the \(m\) rankings is simply the ordering of the candidates based on their average score within the society. Specifically, the average score is given by \(\bar{X}(0) = \frac{1}{m}e^T X(0)\), and the aggregate of the rankings is given by the ordering of the average scores, i.e., a permutation \(\sigma : [n] \rightarrow [n]\) such that \(\bar{X}_{\sigma_1}(0) \geq \bar{X}_{\sigma_2}(0) \geq \cdots \geq \bar{X}_{\sigma_n}(0)\). In other words, \(\sigma_1\) is the index of the candidate with the highest aggregate score (vote). We refer to the vector \(\bar{X}(0)\) as the aggregate profile.

As discussed in [12], in many occasions, when agents exchange their opinion in a social setting, they would not necessarily exchange their beliefs about every single candidate. As an example, when people in a group discuss movies, even if they recall all the movies they watched, they would not necessary talk about every single one of them. However, even from time to time, they may exchange their beliefs about different number of candidates. For example, one may discuss two movies with a friend at some time, or four movies with some other friend at some other time.

We study the opinion dynamics of \(m\) agents about \(n\) candidates using a general form of gossiping to model the belief exchange among the agents. The opinion dynamics in the society is represented by a (random) matrix process \(\{X(t)\}\), where \(X_{ij}(t)\) is the opinion of the \(i\)th agent about the \(j\)th candidate.

A. Voting Diffusion Model

The general dynamics that we analyze has the following properties:

(I) The dynamics starts with some arbitrary (random) opinion profile \(X(0)\).

(II) The dynamics evolves in discrete time, where the time is indexed by non-negative integers \(t \geq 0\).

(III) We have a random sequence \(\{\{i_1(t), i_2(t)\}\}\) of pairs of agents (i.e., \(i_1(t), i_2(t) \in [m]\) almost surely). We refer to \(\{\{i_1(t), i_2(t)\}\}\) as the communicating pair process. Here, we assume that \(\{i_1(t), i_2(t)\}\) is measurable with respect to discrete measure on the set \(\{(i, j) \mid i \neq j, i, j \in [m]\}\).

(IV) Agents \(i_1(t), i_2(t)\) discuss and update their opinion about items in a random (measurable) set \(S(t) \subseteq [n]\) of candidates, as follows:

\[
X_{ij}(t + 1) = \frac{1}{2}(X_{i_1(t)j}(t) + X_{i_2(t)j}(t)) \quad (1)
\]

if \(i \in \{i_1(t), i_2(t)\}\) and \(j \in S(t)\). Otherwise, \(X_{ij}(t + 1) = X_{ij}(t)\). By a measurable set \(S(t)\), we mean a set that is measurable with respect to the \(\sigma\)-algebra consisting of all subsets of \([n]\).

We refer to the preceding dynamical model as the Voting Diffusion Model. Equation (1) models the situation where agents \(i_1(t), i_2(t)\) exchange their beliefs about the items in \(S(t)\) only and move their opinions to the average of their current opinions. For the rest of the objects, the beliefs are not updated, and this is also true of the rest of the agents.

We assume that \(\{S(t)\}\) is an arbitrary sequence of random sets which can depend on the past history (or even future) or some external disturbances (i.e. media news). We refer to this process as the subject process. The same holds for the communicating pair process \(\{\{i_1(t), i_2(t)\}\}\). We refer to any process \(\{X(t)\}\) that is generated using some communicating pair process and a subject process as a dynamics generated by a voting diffusion model.
B. Some Examples of Voting Diffusion Process

Before analyzing the voting diffusion model, let us discuss some interesting instances of such a process.

- **Gossip Model:** The asynchronous gossip algorithm discussed in [1] is the special case of the above dynamics with the following choice of processes:
  1. The communicating pair process \( \{i_1(t), i_2(t)\} \) is an i.i.d. process.
  2. The number of candidates \( n \) equals one, and hence, we naturally have \( S(t) = \{1\} \) for all \( t \geq 0 \).

- **Top-\( k \) Selective Gossiping:** The top-\( k \) selective gossiping model that was proposed and analyzed in [12] is a special case of the above dynamics with the following choice of the processes:
  1. The communicating pair process \( \{\{i_1(t), i_2(t)\}\} \) is the same as in the gossip model of [1].
  2. Agent \( i_1(t) \) and \( i_2(t) \) discuss only the top-\( k \) ranked objects. To describe it more precisely, for a vector \( v \in \mathbb{R}^n \) and an integer \( k \in [n] \), let \( T_k(v) \) be the set of indices of \( v \) corresponding to the top-\( k \) positions in the ranking of entries of \( v \), i.e., if \( \sigma \) is a permutation on \( [n] \) with \( v_{\sigma(1)} \geq v_{\sigma(2)} \geq \cdots \geq v_{\sigma(n)} \), then
    \[
    T_k(v) = \{ j \in [n] \mid v_j \geq v_{\sigma(k)} \}. \tag{2}
    \]
  Based on the definition of \( T_k(\cdot) \), at time \( t \), agents \( i_1(t) \) and \( i_2(t) \) only discuss voters in the set \( S(t) = T_k(X_{i_1(t)}(t)) \cup T_k(X_{i_2(t)}(t)) \). This model is referred to as top-\( k \) selective gossiping model.

- **Binomial Selection:** In this case, we have an arbitrary communicating pair process \( \{\{i_1(t), i_2(t)\}\} \), while the subject process \( \{S(t)\} \) is based on binomial object selection. Specifically, at time \( t \), the set \( S(t) \subseteq [n] \) consists of candidates that are obtained by choosing each candidate \( j \in [n] \) randomly and independently with some probability \( p \in (0, 1) \).

- **Hegselmann-Krause Gossiping:** On political issues, quite often, agents opinion are influenced by agents whose opinions are close to their own opinion. Motivated by the work in [6], we model such a dynamics as follows: let \( i_1(t) \) and \( i_2(t) \) be the agents that are chosen for vote updating at time \( t \), then:
    \[
    S(t) = \{ j \mid |X_{i_1(t)j} - X_{i_2(t)j}| \leq \epsilon \},
    \]
  where \( \epsilon > 0 \) is a fixed parameter. In other words, at time \( t \), agents \( i_1(t) \) and \( i_2(t) \) only discuss candidates for which their opinions are within \( \epsilon \)-distance.

III. Convergence Analysis

In this section, we provide the convergence analysis of the voting diffusion dynamics. The main claim in this section is the following result.

**Theorem 1:** For any communicating pair process \( \{\{i_1(t), i_2(t)\}\} \) and a subject process \( \{S(t)\} \), the dynamics \( X(t) \) is convergent almost surely.

To prove this result, for any candidate \( j \in [n] \), let us define the \( m \times m \) matrix process \( \{W^{(j)}(t)\} \) as follows:

\[
W^{(j)}(t) = I - 1_{j \in S(t)}\frac{1}{2}(e_{i_1(t)} - e_{i_2(t)})(e_{i_1(t)} - e_{i_2(t)})^T, \tag{3}
\]

It can be seen that if \( S(t) \) and \( \{i_1(t), i_2(t)\} \) are measurable, then \( W^{(j)}(t) \) is a measurable random variable for any \( i \in [m], j \in [n] \) and \( t \geq 0 \). Regardless whether \( j \in S(t) \) or \( j \notin S(t) \), the matrix \( W^{(j)}(t) \) is (surely) doubly stochastic. We use this property extensively in the following discussion.

From the definition of the process \( \{W^{(j)}(t)\} \) in (3) and the voting diffusion dynamics (I), it can be seen that for an arbitrary candidate \( j \in [n] \),

\[
X^{(j)}(t+1) = W^{(j)}(t)X^{(j)}(t), \quad \text{for all } t \geq 0, \tag{4}
\]

where \( X^{(j)}(t) \) is the \( j \)th column of \( X(t) \). From this, and the fact that the matrices \( W^{(j)}(t) \)s are doubly stochastic almost surely, it immediately follows that the average opinion of the society on a particular candidate is preserved throughout the dynamics. In particular, we have

\[
\frac{1}{m} \sum_{i=1}^{m} X_{ij}(t+1) = \frac{1}{m} e^T X^{(j)}(t+1)
= \frac{1}{m} e^T W^{(j)}(t) X^{(j)}(t)
= \frac{1}{m} e^T X^{(j)}(t) = \frac{1}{m} \sum_{i=1}^{m} X_{ij}(t).
\]

In our subsequent derivations, we make extensive use of the following result, which is an immediate consequence of Theorem 5 in [10].

**Theorem 2:** Let \( \{A(t)\} \) be a sequence of \( m \times m \) doubly stochastic matrices, and \( A_{ii}(t) \geq \delta > 0 \) for all \( t \geq 0 \) and \( i \in [m] \) and some \( \delta > 0 \). Then, for any initial condition \( x(0) \in \mathbb{R}^m \), the limit \( \lim_{t \to \infty} x(t) \) exists. Furthermore, if we let the infinite flow graph of \( \{A(t)\} \) be the graph \( G = ([m], E) \) with

\[
E = \{\{i_1, i_2\} \mid i_1, i_2 \in [m], \sum_{t=0}^{\infty} A_{i_1i_2}(t) = \infty \},
\]

then for any \( i_1, i_2 \) belonging to the same connected component of \( G \), we have

\[
\lim_{t \to \infty} (x_{i_1}(t) - x_{i_2}(t)) = 0.
\]
Proof: The result follows immediately by considering the trivial probability model, i.e. \( \mathcal{F} = \{ \emptyset, \Omega \} \) and the natural process \( W(t, \omega) = A(t) \) for all \( \omega \in \Omega \) and letting \( \pi = \frac{1}{m}e \) in Theorem 5 in [10].

With this, proof of Theorem [1] follows immediately.

Proof (of Theorem [1]) As discussed earlier, for any candidate \( j \in [n] \), the sequence \( \{W^{(j)}(t)\} \) is almost surely doubly stochastic. Also, the dynamics governing the almost surely doubly stochastic. Moreover, letting \( \pi \) by \( \frac{1}{m}e \), almost surely. Thus, by Theorem 2, \( \lim_{t \to \infty} X^{(j)}(t) \) exists almost surely. Since we have finitely many \( j \in [n] \), it follows immediately that \( \lim_{t \to \infty} X(t) \) exists.

By virtue of Theorem 1, we know that the limit \( \lim_{t \to \infty} X(t) \) exists. We denote this limiting random matrix by \( X(\infty) = \lim_{t \to \infty} X(t) \).

A. Limiting Points of the Dynamics

So far, we have proved that the aforementioned general information diffusion dynamics converges almost surely, independently of the choice of the communicating pair and the subject processes. Here, we study the convergent point of the dynamics. In particular, we are interested in determining agents which will eventually have the same opinion about a given candidate \( j \in [n] \). Before stating any result in this direction, let us define the concept of consensus on a specific candidate.

Definition 1: For a dynamics \( \{X(t)\} \) generated by the voting diffusion model, for any two agents \( i_1, i_2 \in [m] \) and any candidate \( j \in [m] \), we define the event \( i_1 \leftrightarrow_j i_2 \) as follows:

\[
i_1 \leftrightarrow_j i_2 \triangleq \{ \omega \in \Omega \mid \lim_{t \to \infty} (X_{i_1,j}(t) - X_{i_2,j}(t)) = 0 \},
\]

or in other words, \( i_1 \leftrightarrow_j i_2 \) consists of the sample points over which agents \( i_1 \) and \( i_2 \) eventually consent on candidate \( j \).

Note that certain properties hold for events \( i_1 \leftrightarrow_j i_2 \). For example, for any triple \( i_1, i_2, i_3 \in [m] \), we have:

\[
(i_1 \leftrightarrow_j i_2) \cap (i_2 \leftrightarrow_j i_3) \subseteq (i_1 \leftrightarrow_j i_3),
\]

which follows immediately from the definition of these events.

In the upcoming discussion, we characterize the points in events \( i_1 \leftrightarrow_j i_2 \), based on the choice process and subject process for the diffusion model. For this, let us fix a choice process \( \{\{i_1(t), i_2(t)\}\} \) and a subject process \( \{S(t)\} \), and an initial profile \( X(0) \). We associate with a candidate \( j \in [n] \) a random graph \( G^{(j)} = ([m], E^{(j)}) \), where the edges of the graph specify the set of agents which discuss item \( j \) infinitely often (and of course, they themselves should appear in the communicating pair process infinitely often). More precisely,

\[
E^{(j)} = \{\{i_1, i_2\} \mid i_1, i_2 \in [m], \sum_{t=0}^{\infty} 1\{i_1(t), i_2(t)\}=\{i_1, i_2\} \cdot 1\{j \in S(t)\} = \infty}. (5)
\]

Note that for any fixed \( \{i_1, i_2\} \), the set \( \{i_1, i_2\} \in E^{(j)} \) is an event in our \( \sigma \)-field. Thus, one can talk about the connectivity event. For this, let us define the event \( i_1 \leftrightarrow_G^{(j)} i_2 \) as the event that agents \( i_1 \) and \( i_2 \) fall in the same connected component of \( G^{(j)} \).

Theorem 3: For any pair \( \{i_1, i_2\} \) and any candidate \( j \in [m] \), we have:

\[
i_1 \leftrightarrow_G^{(j)} i_2 \subseteq i_1 \leftrightarrow_j i_2.
\]

Proof: We claim that \( \{i_1, i_2\} \in E^{(j)} \) if and only if \( \sum_{t=0}^{\infty} W_{i_1 i_2}^{(j)}(t) = \infty \). This can be seen by noting that \( W_{i_1 i_2}^{(j)}(t) = \frac{1}{2} \) if and only if \( \{i_1, i_2\} = \{i_1(t), i_2(t)\} \) and \( j \in S(t) \) at time \( t \). Thus, for any sample point \( \omega \in \Omega \), the graph \( G^{(j)}(\omega) \) is the infinite flow graph of the process \( \{W^{(j)}(t)\} \). Then, by Theorem 2, we infer the claimed result.

IV. IMPLICATIONS

In this section, we discuss some implications of Theorem 1 and Theorem 3.

Note that all the examples considered in Subsection II-B are examples of the voting diffusion model. Hence, by Theorem 1, it immediately follows that the dynamics generated by any of the given four models converges almost surely. In what follows, we present more detailed results on the extensions of the gossip model and the top-\( k \) selective gossip model.

A. Gossip Model

Theorem 1 asserts that convergence happens for any i.i.d. choice of a communicating pairs process \( \{i_1(t), i_2(t)\} \). It also shows that the dynamics generated by the gossip model converges (almost surely) for an arbitrary communicating pair process \( \{i_1(t), i_2(t)\} \). Specifically, Theorem 1 shows that such a dynamics converges even when \( \{i_1(t), i_2(t)\} \) is not i.i.d., as well as when it is not adapted to any filtering.

Let us consider the case that the communicating pair process \( \{i_1(t), i_2(t)\} \) is adapted to a filtration \( \{\mathcal{F}_t\} \) and \( X(0) \) is measurable with respect to \( \mathcal{F}_0 \). We refer to this model as the adapted gossiping model. Then, it follows that \( X(t) \) is measurable with respect to \( \mathcal{F}_0 \) and, hence, it is adapted to \( \{\mathcal{F}_t\} \).

Note that for the case of gossip model, we have only one object to discuss and, consequently, we can talk about the infinite flow graph of the model. Thus, in this case we may drop the superscripts \( j \) for the infinite flow graph, as well as for the process \( \{W(t)\} \).
Lemma 1: The infinite flow graph $G = ([m], E)$ of the gossip model can be characterized as follows:

$$E = \{\{i_1, i_2\} | \sum_{t=0}^{\infty} \Pr \{\{i_1(t+1), i_2(t+1)\} = \{i_1, i_2\} | \mathcal{F}_t\} = 0\}.$$  

Proof: By the construction of the process $\{W_t(t)\}$, we have $\sum_{i=0}^{\infty} \sum_{j} W_{ij}(t) = \infty$, if and only if $\{i_1(t), i_2(t)\} = \{i_1, i_2\}$ infinitely often. By the Borel-Cantelli lemma for conditional expectation (Theorem 5.3.2., [4]), it follows that $\{i_1, i_2\} \in E$ if and only if $\sum_{t=0}^{\infty} \Pr \{\{i_1(t), i_2(t)\} = \{i_1, i_2\} | \mathcal{F}_t\} = \infty$.  

By the preceding lemma and Theorem 1 for a given sample point, it suffices to consider the connectivity pattern in the graph $([m], E)$ with edge set $E$ given in (6). Then, any two agents that fall in the same connected component of this graph will eventually consent on a common value.

B. Top-k Selective Gossiping

In [12], it is shown that for a given i.i.d. communicating pair process, the distance of the expected value of the dynamics $\{X(t)\}$ from its mean value is convergent, and the convergence property of the dynamics is left as an open problem. Theorem 4 asserts a much more general result, as it shows that for an arbitrary communicating pair process $\{\{i_1(t), i_2(t)\}\}$ (not necessarily i.i.d.), the dynamics $\{X(t)\}$ is convergent almost surely. The point here is that Theorem 4 makes no assumption on how the communicating pair process is constructed, whether it follows the standard gossip model or not, whether the underlying communication network is static or not.

Now, we discuss the top-k selective gossiping in a more general setting where $\{\{i_1(t), i_2(t)\}\}$ is an arbitrary communicating pair process. We refer to it as the generalized top-k selective gossiping model. Throughout this section, we let the connectivity graph $G = ([m], E)$ be associated to a communicating pair process $\{\{i_1(t), i_2(t)\}\}$, which is given by

$$E = \{\{i, j\} | \{i_1(t), i_2(t)\} = \{i_1, i_2\} \text{ i.o.}\},$$  

where i.o. stands for infinitely often.

As discussed in [12], in the top-k selective gossiping, the concern is whether the top-k gossiping scheme can reach consensus on the top-k candidates in the aggregate ranking of the initial opinion of the society, i.e., $X(0) = \frac{1}{m} \mathbf{e}^T X(0)$. In other words, the question is: do we have $i_1 \rightarrow_j i_2$ for any $i_1, i_2 \in [m]$ and any $j \in T_k(X(0))$? Our main shows that on the event set that $G$ is connected, there is a $k'$ such that agents consent on the top-$k'$ list using the generalized top-k selective algorithm.

Throughout the rest of our discussion, we work on a sample path of our dynamics for which $G$ is connected and hence, we assume that we have a deterministic sequence of $\{i_1(t), i_2(t)\}$ that its connectivity graph is connected.

For $\{i_1, i_2\} \in E$, let us define the following notations which will be useful in the upcoming development.

- We let $\beta_{i_1, i_2}(s)$ be the $s$'th time instance when $\{i_1(t), i_2(t)\} = \{i_1, i_2\}$ occurs. Since $\{i_1, i_2\} \in E$, we have that $\{i_1, i_2\}$ is an increasing sequence that goes to infinity.
- We let $S_{i_1, i_2}^\infty$ be the set of candidates that appear infinitely often in the discussions between $i_1$ and $i_2$, i.e.,

$$S_{i_1, i_2}^\infty = \cap_{t \geq 0} \cup_{s \geq t} S(\beta_{i_1, i_2}(s)) = \cap_{t \geq 0} \cup_{s \geq t} (T_k(X_{i_1}(\beta_{i_1, i_2}(s))) \cup T_k(X_{i_2}(\beta_{i_1, i_2}(s))))$$

- We let $\alpha_{i_1, i_2} = \min_{\beta_{i_1, i_2}} \in S_{i_1, i_2}^\infty X_{i_2}(\beta_{i_1, i_2}(s)).$ Note that $|S_{i_1, i_2}^\infty| \geq k$ since each $S(\beta_{i_1, i_2}(s))$ has cardinality at least $k$ and we have finitely many such subsets (at least one of these subsets should appear in the sequence $\{S(\beta_{i_1, i_2}(s))\}$ infinitely often). Also, note that $\alpha_{i_1, i_2}$ may not appear to be well-defined but will subsequently be shown to hold true.

The following lemma will assist us in proving the main result.

Lemma 2: For $i_1, i_2 \in [m]$ with $\{i_1, i_2\} \in E$, the following statements hold:

(a) We have $X_{i_1, j}(\infty) = X_{i_2, j}(\infty)$ for all $j \in S_{i_1, i_2}^\infty$.
(b) For any $j \notin S_{i_1, i_2}^\infty$ and any $i \in [m]$, we have $X_{i_1, j}(\infty) \leq \alpha_{i_1, i_2}$.

In other words, eventually the opinion of all the agents on this candidate is less than $\alpha_{i_1, i_2}$.

(c) For any other $i_1', i_2' \in [m]$ with $\{i_1', i_2'\} \in E$, we have $\alpha_{i_1, i_2} = \alpha_{i_1', i_2'}$, i.e., the minimum of the list is independent of the choice of the communicating pair.

(d) If for some $j \in [m]$ and some $i \in [m]$, we have $X_{i_1, j}(\infty) > \alpha_{i_1, i_2}$, then $j \in S_{i_1, i_2}^\infty$ for all $i_1', i_2' \in E$.

Proof: We first show that the claim holds for agents $i_1, i_2$. Let $\ell \in S_{i_1, i_2}^\infty$. Since $j \notin S_{i_1, i_2}^\infty$, it follows that after some $t_0 \geq 0$, we have $j \notin S(\beta_{i_1, i_2}(t_0))$. Thus, at time instance $\beta_{i_1, i_2}(s), s \geq t_0$, when $i_1$ and $i_2$ talk about $\ell$ we should have $X_{i_1, s}(\ell) \geq X_{i_2, s}(\ell)$.

$$X_{i_1, \ell}(\infty) = \lim_{t \to \infty} X_{i_1, \ell}(t) \geq \lim_{t \to \infty} X_{i_2, \ell}(t) = X_{i_2, \ell}(\infty).$$
Now, consider an arbitrary neighbor \(i\) of \(i_1\) in \(G\). Then, if \(X_{ij}(\infty) > \alpha_{i_1, i_2}\), and since \(X_{i_1,j}(\infty) \leq \alpha_{i_1, i_2}\) then by Theorem 3, it follows that there is some time \(t \geq 0\) such that \(i_1\) and \(i\) do not talk about \(j\) after time \(t\). Otherwise, by Theorem 3, it follows that \(X_{i_1,j}(\infty) = X_{ij}(\infty)\) which is contradiction. But this means that at any time instance such as \(s \geq t\) that \(i_1\) and \(i\) talk, there exists some subset \(S(s)\) of cardinality at least \(k\) such that \(X_{ij}(s) \geq X_{i_1,j}(\infty) > \alpha_{i_1, i_2}\). But this implies that there is a set of cardinality at least \(k\), such that

\[
X_{i_1,\ell}(\infty) = X_{\ell}(\infty) \geq X_{ij}(\infty) > \alpha_{i_1, i_2}.
\]

This itself implies that there is a set \(S\) of cardinality at least \(k\) such that \(i_1, i_2\) will talk about the items \(\ell \in S\) infinitely often and

\[
X_{i_1,\ell}(\infty) = X_{\ell}(\infty) \geq \beta > \alpha_{i_1, i_2} \quad \text{for all } \ell \in S,
\]

which contradicts with the fact that \(\alpha_{i_1, i_2} = \min_{\ell \in S(\infty)} X_{i_1,\ell}(\infty)\).

Using a similar line of argument, we can show that for any neighbor \(\gamma\) of \(i\) in \(G\), we have \(X_{ij}(\infty) \leq \alpha_{\gamma, i_2}\). Since the graph \(G\) is connected, we have \(X_{ij}(\infty) \leq \alpha_{i_1, i_2}\) for all \(i \in [m]\).

Let \(i\) be an arbitrary neighbor of \(i_2\) in \(G\), other than \(i_1\). Then by Theorem 3, for \(j \in S_{i_1,\ell} \cap S_{i_2,\ell}\), we have \(X_{i_1,j}(\infty) = X_{i_2,j}(\infty) = X_{ij}(\infty)\) and for \(j \in S_{i_1,\ell} \setminus S_{i_2,\ell}\), we have \(X_{i_1,j}(\infty) \leq \alpha_{i_2,j}\). Thus, \(\alpha_{i_1, i_2} \leq \alpha_{i_2}i_2\). Using a similar argument we have \(\alpha_{i_1, i_2} \geq \alpha_{i_2}, i_2\) and, hence \(\alpha_{i_1, i_2} = \alpha_{i_2, i_2}\). Since the graph \(G\) is connected, it follows that \(\alpha_{i_1, i_2} = \alpha_{i'_1, i'_2}\) for all \(\{i'_1, i'_2\} \in E\).

This follows immediately from (b) and (c).

Based on Lemma 2, we can prove our main claim that the agents consent on the top-\(k\) aggregate list.

**Theorem 4:** Let \(G = ([m], E)\) be the graph with the edge set given as in (7). Let \(\{X(t)\}\) be a dynamics generated by the generalized top-\(k\) selective gossiping model. Then, for any \(\omega \in \{G\}\) there exists an \(k'(\omega) \geq 1\) such that the society consents on the top-\(k'\) aggregate ranking, i.e. \(i_1 \leftrightarrow j i_2\) for any \(j \in T_{k'}(\bar{X}(0))\), where \(\bar{X}(0) = \frac{1}{m} e^T X(0)\).

**Proof:** Fix a sample point \(\omega \in \{G\}\) (i.e. \(\omega\) is connected).  Let \(\alpha = \alpha_{i_1, i_2}(\omega)\) for some \(\{i_1, i_2\} \in E\) and \(Q = \{j \in [n] | X_j(0) \geq \alpha\}\). We first prove that for any candidate \(j \in Q\), we have consensus in society on \(j\), i.e. \(i_1 \leftrightarrow j i_2\) for any \(i_1, i_2 \in [m]\).

Note that if for some \(j \in [n]\), \(\bar{X}_j(0) > \alpha\), then since the average of \(X(t)\) is preserved throughout the time, we should have \(X_{ij}(\infty) > \alpha\) for some \(i \in [m]\). By Lemma 2, it follows that \(j \in \bigcap_{\{i_1, i_2\} \in E} S_{i_1, i_2}\). Thus, \(i_1 \leftrightarrow j i_2\) for all \(i_1, i_2 \in [m]\) and hence, the society consents on item \(j\).

If for some \(j \in [n]\), \(\bar{X}_j(0) = \alpha\) and agents do not consent on item \(j\), then since the average is preserved throughout the dynamics, it follows that there exists some \(i \in [m]\) such that \(X_{ij}(\infty) > \alpha\). By a similar argument as in the previous case, this implies that the society consent on item \(j\).

Thus, it follows that the society consent on the top-\(|Q|\) aggregate ranking of the society and hence, the result follows immediately.

**V. CONCLUSION**

In this work we presented a general dynamics for voters’ opinion dynamics in a time-varying random network and proved the convergence of such dynamics. Based on the proposed diffusion model, we provided generalizations to the gossip model and top-\(k\) selective gossiping model, and discussed the convergence implications for these models. Many questions are left to be answered. Among them, the convergence rate analysis of these dynamics for specific selection processes. For example, the study of binomial selection process introduced in Section 3 is of particular interest.
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