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Abstract. Software behavior research on behavioral statements is mostly software behavior analysis for specific software, and the characterization of software behavior is only obtained by simple buried point monitoring or static analysis. In this regard, this paper proposes a model for credibility analysis of most software behaviors based on the detection sandbox environment and the actual operating environment. The research developed a trusted plug-in based on the Kylin operating system platform. It adopted the idea of “consistent words and deeds”, and used the actual behavior statement and the trusted behavior in the trusted behavior statement database for tested evaluation. In the aspect of software behavior tested measurement, a behavior statement judgment model based on cosine similarity algorithm is proposed to judge the reliability of software behavior. Experimental results: the trusted plug-in platform was able to perform credibility analysis on most software behaviors, and the introduced performance overhead was relatively low. It had a high ability to identify the credibility of software behaviors. It provides new ideas for studying the credibility of software behavior on the Kylin operating system platforms.

1. Introduction

Today’s world Internet technology is in the era of rapid development. The development of big data, cloud computing, artificial intelligence, machine learning, and the Internet of Things has promoted the improvement and progress of Internet technology in the world. In 2014, Microsoft closed down update and maintenance of Windows XP, which led to the security threat of system vulnerability for Chinese Windows XP users. In this regard, the Kylin operating system combined with the actual situation provides a practical feasibility plan, insisting on a smooth replacement of its system within a controllable range. This method ensures that national information security issues are resolved [1]. The Kylin operating system is an independently controllable security operating system developed in China. At present, it and its corresponding application ecosystem have been successfully used in defense, aerospace, government, power, and finance, energy, education and other industries, it will promote the vigorous development of China’s information industry and application ecosystem. In 2019, the 360 security brain issued a document indicating that the number of computers attacked by malware was as high as 4.125 million units, with an average daily attack volume of about 12,000 units. Therefore, for China’s government and enterprise departments, netizens, and even globally, the untrusted behavior of malware has become the most important security threat in the field of system security. In order to reduce the threat to the system, the credibility of the software in the operating system is getting more and more attention.
2. Related Research

At present, software behavior measurement is divided into static measurement and dynamic measurement. For the diversification of software code structure, program architecture, and writing language, there are many malwares that use some packaging or encryption technologies to evade security checks, which makes some software unable to perform complete static metric analysis [2]. For statically implanted monitoring code, there are also some incomplete behavior paths, and there are also problems with source code analysis of software. Most software source code is not available. In the dynamic measurement of software behavior, software may have untrusted behavior. The analysis process mostly relies on sandbox environment and some simulation technologies to simulate a real and reliable virtual environment [3]. With the emergence of various new technologies and the diversity of programming languages, software code structure, program architecture, and software functions have become more and more diverse. At present, there are many malwares that perform anti-sandbox operations against untrusted behavior in the sandbox environment - In the sandbox environment, the software performs normal behavior, but in the actual operation (non-sandbox environment), it will perform abnormal behavior, resulting in a very low detection rate of sandbox, resulting in system threats and security issues such as user data information disclosure [4].

Using the idea of “consistent words and deeds” to study the credibility of software, the key issue is how to define a structure of trusted behavior statement. The acquisition of existing behavior statements is mainly divided into two categories. The definition of the first type of behavior statement is to obtain the trusted requirements through the analysis of requirements analysis in the entire life cycle of software development. Finally, the definition of the behavior statement is given [5]. This method has certain limitations and poor applicability to software. In the face of non-participation in the entire software development process and no requirements documents, it is impossible to determine what kind of software behavior is difficult to implement the definition of behavior statement. The definition of the second type of behavior statement is to perform buried point monitoring or dynamic implantation of monitoring code during the software running process, and to integrate and analyze data through the attributes in the set behavior statement. Xiao et al. used the dynamically embedded monitoring code to obtain behavior statements, set monitoring points before the software runs, trigger monitoring points to report data and generate behavior statements when the software runs [6]. The monitoring codes implanted in this way will also some cases where the behavior path is not completely covered, and there are some differences in the monitoring points for different software to set the monitoring point. There is different embedded point monitoring with software. Because software writing languages and grammars are different, there are also differences in the acquisition of monitoring data for different software or using different programming languages. The software under study has certain limitations and cannot be applied to all software.

The operation of software in the operating system needs to call the kernel functions of the system for data interaction to achieve the purpose of executing software behavior. By studying the system user mode and kernel mode, the system call sequence can reflect the behavior characteristics of the software to a certain extent. Forrest first proposed a software behavior model N-gram based on a short sequence of system calls [7]. This model has certain defects. The model does not reflect its detection ability for system calls of indefinite length, and the behavior of actual software is different. System calls the length of the sequence is difficult to determine. Subsequently, in order to be able to characterize the indefinite-length sequence, Andreas et al. proposed a non-fixed-length system call sequence to characterize the software behavior to overcome the shortcomings of the fixed-length sequences [8]. Cai et al. classified system calls to construct system call vectors, and established a model for dynamically measuring software behavior of non-fixed-length system call sequences [9]. As the number of system call sequences increases, the efficiency of metric matching becomes slower. Li et al. proposed that the time interval attribute of system calls could improve the deviating ability of monitoring and characterizing software behavior trajectory to a certain extent, but it ignores the study of system call frequency, and should focus on monitoring system calls with high frequency [10]. Chen
et al. collected and processed system call information to build an integrated classifier to distinguish malicious programs from normal programs [11].

In view of the above problems, the credibility of software behaviors was studied in the Kylin operating system environment, and a trusted plug-in platform was constructed to realize the dynamic measurement of software behaviors. In the sandbox environment, software behaviors were divided into normal software behaviors and software that contains malware behaviors that could be detected by the sandbox, as well as untrusted behaviors in anti-sandbox detection malware. This had certain applicability for studying the behavior of application software installed in the operating system. Using normal program samples and abnormal program samples to test the function of the trusted plug-in platform, it adopted the “consistent words and deeds” idea to study the software behavior. By adding the obtained non-fixed-length system call sequence and calling frequency to the behavior in the statement, a credible behavior statement was constructed in a sandbox environment, and an actual behavior statement was constructed in an actual operating environment, then the cosine similarity algorithm model of the behavior statement could be used to determine the credibility of the software behavior.

3. Design of Trusted Plug-in Platform

The overall architecture of the trusted plug-in platform shown in figure 1. For the Kylin system, it is developed based on the microkernel and has a certain level of kernel structure, so it will not have the characteristics of frequent context switching and large system maintenance. It designed and implemented a trusted plug-in platform, and the trusted plug-in consists of a monitoring module (application environment monitoring and system call sequence monitoring), an information processing module, a trusted behavior statement library module, and a credibility analysis module. The sandbox has good independence and isolation, it can build an independent operating environment, and the programs running internally will not affect the hard disk. In the first stage, the monitoring module obtained system call sequence data and environmental data of the software running process in the sandbox environment. Then the information processing module performs processed, it was considered untrusted for unauthorized access or access to sensitive information during sandbox operation. Artificial analysis of environmental data excluded data with obvious problems and constructed an environmental data set to facilitate credibility analysis of environmental data. When the data information was correct, a trusted software behavior statement was formed, and then the software trusted behavior was directly added the software’s trusted behavior statement library. The second phase was that the data obtained through the monitoring module in the actual operating environment passes through the information processing module to generate the actual behavior statement. If there was unauthorized access and sensitive information access, it was regarded as untrusted behavior. The third phase passed the credibility analysis module dynamically measures the credibility of software behavior.
4. Trusted Plug-in Platform Specific Implementation

4.1. Design and implementation of monitoring module

4.1.1. Implementation of environmental monitoring module. The application environment monitoring module was written in the Java language. This module aims to obtain operating system information, memory information, network information, process information, etc. The required information cannot be completely obtained through the Java API, and the corresponding dependency package needs to be implemented. The function was used to obtain the required information. After obtaining the information, the module used the process number to classify, generated the corresponding data and the process number into a corresponding file, and passed it to the subsequent modules for further analysis.

4.1.2. System call monitoring module implementation. The kernel space in the Kylin operating system is to provide hardware programming and specific interfaces to interact with hardware devices. System calls are the bridge between user programs and the system kernel. The specific system call functions were implemented in the kernel subsystem. By viewing the Kylin system /usr/include/asm-generic/unixcl.h system function prototype files, the Kylin system provided 326 system calls, such as process management fork(), clone(), execve(), etc. Call mkdir(), open(), write(), umask(), etc. The Kylin system also defined the system call address table sys_call_table in the system kernel like the Linux system, and also assigned a unique identifier system call ID. Then it interrupted the mechanism transfers control from system user space from kernel space to system calls. First, it determined whether the system call was legal. If it was legal, it determined the corresponding system call number. It looked for the address from the system call table to find the trapped address, and carried out the corresponding kernel functions.

The behavior of the software is jointly completed by a series of system calls. After constructing KylinStrace in the Kylin system to obtain the software behavior system call sequence, KylinStrace obtained system calls for software behavior without modifying the system kernel and without disturbing the monitoring software. Then it will load the node information into the kernel, and deleted it immediately after collecting the data. KylinStrace set some data trace points such as system scheduling, file system operations, and software process information acquisition. KylinStrace relied on the kernel configuration macro to read the control information from it, obtains the system call sequence according to the trace of software process and subprocess by ptrace, sends the ptrace -
attach command to Galaxy Unicorn System through ptrace, requests the trace of software process, if the request obtains the execution right through kylinstrate.

KylinStrace relied on kernel configuration macros to read the control information, obtained system call sequence according to the trace of software process and subprocess by Ptrace, and sent the PTRACE_ATTACH command to the Kylin system through Ptrace to request the tracking of the software process. If the request passes, KylinStrace will get the execution right. Capturing the system call is a cyclic process waiting for the process to enter the next system call. Recording the system call number allows the system call to execute and wait for the return result. It can view the system call number stored in the register in the traced process. The stored system call number is passed through the register rax. If there is a child process in the process, it could use PTRACE_TRACEME to track system calls in the child process, read the system call number in the register, and count the corresponding system call through the count function. It could use system call number to record and restore system call information. According to the get_name (int n) function in the custom syscalls.h, it restored the system call number to the system call function name. It could use the pstree command to obtain the system process tree and generate software the process tree file. The information processing module and the behavior statement library combined information of each pid system call and the process tree information file to reorganize the information according to the trusted behavior statement structure.

4.2. Information processing module generates behavior statement
When executing software behaviors, the system assigns corresponding process schedules to software behaviors. Software behaviors and processes are not in a one-to-one relationship. A software behavior can be scheduled by multiple different processes to complete operations. There is a big difference between the normal software behavior call sequence and the abnormal untrusted system call sequence when a software process is running [12]. After the monitoring module, the environmental monitoring data can monitor the software process information and static data of memory information, network information, and file system information. The system call monitoring module monitored the behavior calling sequence and corresponding calling frequency of specific software, and describes the system call sequence of the process. The dynamic monitoring module can monitor the system call information of the processes in the system. The information processing module analyzed the process numbers of the parent process and the child process according to the information in the process tree. Then it sequentially analyzed and reorganized the system call information in the process and child process files. Finally, it generated a behavior declaration text with a certain structure.

There is also a certain permission mechanism for the system call. The systematic call first passed the permission protection mechanism. If the permission was insufficient, the addressing operation in the system call table would not be performed, the parameter operation would not be passed, and the specific type would not be returned. If it failed, it would return -1. The error code information was stored in errno. The information processing module would identify some software’s untrusted behaviors. It has tentatively determined that software-specific behavior in a sandbox environment is considered to be untrusted if there is an error code in the calling sequence, it records the statistics of untrusted system calls in noPermissionNum. When noPermissionNum is not 0, the system call returns that there is an error. The system kernel function is not completed normally, the system call is recorded in the untrusted behavior. If there is abnormal information in the static measurement environment information, such as abnormal memory allocation information, and unlimited applications for excessive memory occupation will also be stored in untrusted behaviors. It eliminated non-conforming data to ensure the credibility of the data in the trusted behavior statement database. In other cases, the behavior statement of software behavior in a sandbox environment was stored in a specific software trusted behavior statement library. The above is the acquisition of “words”, and the same operation was performed for the acquisition of “deeds” in the actual operating environment.

The trusted plug-in uses the idea of “consistent words and deeds” to perform credibility analysis. The definition of the behavior statement includes the path of the software running, the behavior name,
the user, the memory allocation size, the used memory, the process id, the main process system call sequence, the system call sequence table of the child process, and the environmental monitoring data. The trusted behavior statement library module is to monitor as many different behaviors of a software as possible, and obtain a specific system call sequence to generate the behavior statement through the information processing module.

It established a behavior statement library for each software, and stored the trusted behavior statements of different software behaviors obtained in the behavior statement library, which was convenient to compare and analyze the actual software behavior and the trusted behavior statements of the same software behavior in the behavior statement library. The credibility criterion is that the system call sequence information is correct in the sandbox environment and the actual running environment, and there is a certain error range for the allowed call frequency. The Kylin system call is similar to Linux, and there are many system calls. It is not a random combination. Some system calls can execute the kernel implementation function of the system call only after there is specific system call shared data. If the kernel state is not shared through the specific system call, the system call cannot be executed. The Kylin system and the Linux system are similar to system resources as file operations. System call sequence can be a combination of system calls according to different operations. It supposed that there are two system calls, their relationship could be sequential structure execution, branch structure, that is, there is a prerequisite execution when the system call is executed, and the loop structure system call requires multiple executions to complete the operation [9]. In the actual process, there is a certain randomness in the acquisition of the system call sequence, because the above three structures exist between system calls. There is a certain order difference in the sequence of system calls for the same software behavior. If it was a normal program, their system call kernel functions were consistent, allowing certain errors in frequency. Figure 2 shows the trusted behavior statement and the actual behavior statement of browser browsing web page. The trusted judgment index is that the information obtained by the environmental monitoring module in the obtained behavior statement allowing a certain error. Within the error tolerance range, it should also ensure that the system call sequence is for the same software behavior. The system call sequence was accurately represented on the process, then the software’s behavior could be determined to be trusted. For the untrusted behavior determination standard, first it need to determine that the data obtained by the environmental monitoring module is within the normal range. For example, the obtained network information is one piece of networked monitoring data and other piece of data obtained from non-networked monitoring, then the credibility analysis of the data obtained by the two pieces cannot be performed. Through the analysis of the data of a large number of environmental monitoring modules, the behavior is considered untrusted if the obtained data is not within the normal range. If the system call function is inconsistent in the behavior statement of the process using the system call sequence, the behavior is considered as untrusted.
There will be significant

4.3. Behavior analysis trusted analysis module

The trusted analysis module is a quantitative analysis of the credibility of software behaviors, including information measurement of environmental data and system call sequence information measurement.

The premise of environmental information measurement is the collection and processing of environmental monitoring data. The problematic data in the environmental monitoring data is eliminated to ensure the correctness of the environmental dataset data. Because the actual operating environment in the system is quite complex, as long as there is no obvious network information, irrational memory allocation, etc., so there may be some errors.

The premise of the system call sequence measurement is to obtain the system call sequence information multiple times, and to select the information of the system call frequency that stabilizes the call sequence. If there is untrusted behavior in the trusted behavior statement and the actual behavior statement, it will get different System call sequence information. There will be significant differences in the system call sequence for untrusted behavior in the experiment, and the effect of the call frequency on the trusted behavior metric is less than the impact of the new system call sequence on the trusted behavior metric.

The trusted analysis module analyzes the credibility of software behavior by constructing a mathematical model of the trusted attributes concerned in the behavior statement. The environmental data uses the SPSS to perform data similarity analysis, and the system call sequence is based on the cosine similarity algorithm’s behavior statement decision model for similarity comparison. The Cosine Similarity algorithm uses the cosine value of the angle between the two vectors in space as a measure
of the similarity of the individuals represented by the vector. Relative Euclidean according to the
distance measure, the algorithm pays more attention to the difference in direction of the vectors.

The cosine similarity algorithm uses the following formula (1) to express the similarity in
rectangular coordinates, which represents the cosine of the angle between the vector A and the vector
B. In the trigonometric function, the cosine value of the angle ranges from [-1,1]. The closer the cosine
value is to 1. The similarity of the two vectors is higher, the similarity is lower.

\[
\text{Sim} (A,B) = \cos (\theta) = \frac{A \cdot B}{||A|| \times ||B||},
\]

The cosine value between two vectors can be obtained in a rectangular coordinate system, and the
cosine value can also be obtained in three-dimensional space using the knowledge of the space vector.
The cosine similarity algorithm can also be applied to high-dimensional vectors as formula (2).

\[
\text{Sim} (A,B) = \cos (\theta) = \frac{\sum_{i=1}^{n} (A_i \times B_i)}{\sqrt{\sum_{i=1}^{n} (A_i)^2} \times \sqrt{\sum_{i=1}^{n} (B_i)^2}}.
\]

This experiment credibility analysis module mainly performs software behavior credibility analysis,
constructs the space vector of the system call sequence, determines the credibility of the system call
sequence based on the behavior declaration model of the cosine similarity algorithm, and builds an
environmental data set to determine using the SPSS similarity of environmental data. The trusted
measure of software behavior is represented by the trusted value of the system call sequence and the
trusted value of the environmental data. The construction process of its mathematical model is as
formula (3).

Mathematical representations of behavior statements and their environmental attributes and
software behavior call sequences, as well as trusted statement behavior libraries. The specific
expression is as formula (3).

\[
R_{\text{software}} = \{B(e,S) | B_1, B_2, \cdots, B_s\}
\]

\[
\text{Tru}(e) = \begin{cases} 
1 & e \in E \\
0 & e \notin E
\end{cases}
\]

Only when the environmental data is judged to be trusted can the credibility of the system call
sequence be compared. First, the system sequence in the trusted software behavior statement and the
actual behavior statement is sequentially converted into \(S\), trusted statement call sequence collection
and \(S\), the actual behavior declares a collection of calling sequences.
It obtain the union $S_{all} = S_1 \cup S_2$ of the trusted statement call sequence and the actual behavior statement, and then sequentially encode the system calls in the union to get $S_{code_{all}} = \{s_1:0,s_2:1,\cdots,s_{n-1}\}$.

Then, according to the $S_{code_{all}}$ obtained by encoding the system call sequence, number conversion is performed on $S_1$ and $S_2$, and the system call with the same name as the system call in $S_{code_{all}}$ is digitally converted to $S_{code_1}$ and $S_{code_2}$.

According to the sequence of the collection of system call sequences, $S_{code_1}$ and $S_{code_2}$ are converted into vectorized statistics of system call times, and $S_{codeVector_1}$ and $S_{codeVector_2}$ are obtained.

It used the cosine similarity algorithm to represent the high-dimensional space vector to obtain the system call sequence $S_1$ and $S_2$, system call sequence trusted value $Tru(S_1,S_2)$ as formula (5):

$$Tru(S_1,S_2) = Sim(S_{codeVector_1},S_{codeVector_2}) = \frac{\sum_{i=1}^{n} (S_{codeVector_1} \times S_{codeVector_2})}{\sqrt{\sum_{i=1}^{n} (S_{codeVector_1})^2 \times \sum_{i=1}^{n} (S_{codeVector_2})^2}}$$

The credibility of software behavior $Tru(B)$. The credibility value is the average value of the runtime environment credibility value and the credibility of the system call sequence as shown in the following formula (6). This formula is only when the system call sequence is credible. The software behavior credibility is $Tru(B)$. Because this model mainly studies the credibility of the system call sequence, the credibility of the environmental data is ignored, and the credibility of the software behavior is approximately equal to the credibility of the systemcall sequence $Tru(B) = Tru(S_1,S_2)$.

$$Tru(B) = (Tru(e) + Tru(S_1,S_2))/2$$

5. Experiments and Results Analysis

This article implemented a trusted plug-in platform based on the Kylin operating system and tests the platform functions. The system function test is mainly aimed at the system call sequence and environmental data acquisition and measurement analysis proposed in this article. The hardware of this experimental environment Configuration: Kylin operating system, Intel (R) Core (TM) i5-8250U with 1.80GHz CPU, 8.00GB of memory, and sandbox environment. The test software included normal software, abnormal software that could be detected by the sandbox and anti-sandbox detection software. Normal software selected the behavior of browsers and music players for monitoring, and found malware samples “tsuna” that could be detected by the sandbox in the sample library. In order to simulate the anti-sandbox software to implement the functional test, a malicious sample program “anti-sandbox” was written in Java. The software existed to determine whether the process includes a sandbox environment. The software function included normally generate, read and write files in a sandbox environment, but the software also uploaded text data in the actual operating environment. Through the above three kinds of software to test the function of trusted plug-in platform.

5.1. System call sequence credibility test

For the above software to be tested, the software behavior system call sequence was acquired, and the monitoring software behaviors were browsing the web, playing local songs, tsuna behavior, and anti-sandbox behavior. Obtaining the system call sequence requires repeated experiments to view the system call information whether it is accurate. Then, the cosine similarity algorithm represented by the system call sequence was used for credibility analysis and repeated credibility comparison experiments. Six experimental results were selected for each behavior, as shown in Table 1. From this table, it can know that for normal software the credibility of the system call sequence of behaviors is above 0.9. The credibility of tsuna’s behavior system call sequences is 0, and the software can detect
the existence of sensitive data access and does not participate in the credibility analysis of the system call information. There was a big difference in the behavior of anti-sandbox's system call sequence information, that was, an unexpected system call sequence had occurred, and the credibility was between 0.57-0.69.

Table 1. Six groups of reliability of software system call sequence in the experiment.

| Action       | Test1 | Test2 | Test3 | Test4 | Test5 | Test6 |
|--------------|-------|-------|-------|-------|-------|-------|
| browse the web | 0.91  | 0.90  | 0.96  | 0.99  | 0.95  | 0.97  |
| play music    | 0.96  | 0.98  | 0.93  | 0.97  | 0.91  | 0.95  |
| tsuna         | 0     | 0     | 0     | 0     | 0     | 0     |
| anti-sandbox  | 0.57  | 0.62  | 0.65  | 0.64  | 0.69  | 0.62  |

5.2. Environmental monitoring module credibility test

For the acquisition of environmental monitoring information data, a large number of experiments are used to eliminate untrusted data, and in the sandbox environment, trusted environmental data is obtained and stored in the data set. The environmental data of the above 6 groups of behaviors were also obtained for actual operating environmental data. Using the SPSS to perform similarity analysis of environmental data, according to the environmental data judgment model, the similarity is 1 and the dissimilarity is 0, which were shown in Table 2.

Table 2. Credibility of 6 sets of environmental data in the experiment.

| Action       | Test1 | Test2 | Test3 | Test4 | Test5 | Test6 |
|--------------|-------|-------|-------|-------|-------|-------|
| browse the web | 1     | 1     | 1     | 0     | 1     | 1     |
| play music    | 1     | 0     | 1     | 1     | 1     | 1     |
| tsuna         | 1     | 0     | 1     | 1     | 0     | 1     |
| anti-sandbox  | 1     | 1     | 1     | 1     | 1     | 1     |

5.3. Software behavior credibility analysis

Finally, the definition of software behavior credibility in the constructed mathematical model was used to calculate the software behavior credibility, which was shown in Table 3.

Table 3. Credibility of software behavior in experiments.

| Action       | Test1 | Test2 | Test3 | Test4 | Test5 | Test6 |
|--------------|-------|-------|-------|-------|-------|-------|
| browse the web | 0.96  | 0.95  | 0.98  | 0.50  | 0.98  | 0.99  |
| play music    | 0.98  | 0.49  | 0.97  | 0.99  | 0.96  | 0.98  |
| tsuna         | 0     | 0     | 0     | 0     | 0     | 0     |
| anti-sandbox  | 0.57  | 0.62  | 0.65  | 0.64  | 0.69  | 0.62  |

From the data shown in Table 2, it could be seen that the behavior credibility of the malicious samples monitored by the sandbox does not directly obtain the software behavior statement in the actual behavior statement. In the analysis module, no analysis is performed, and the software behavior credibility is defined as 0. In normal software behavior, if the environmental data is untrusted, it will directly lead to untrusted software behavior. This kind of data has certain contingencies, but it is still credible for normal software behavior in the case of repeated experiments. The credibility of the software behavior in anti-sandbox software is approximately equal to the credibility of the system call sequence. The credibility of the software behavior cannot be calculated by using the credible environment metric and the credibility of the system call sequence. The credibility of the data is higher than the system call sequence, which is not in line with the actual situation. Because the reliability of the system call is studied in this article, the credibility of the environmental data is only available
when the system call sequence is trusted. For the case where the system call information is not trusted, the credibility of the environmental data is not considered.

6. Summary
This article built a trusted plug-in platform in the Kylin operating system to conduct credibility analysis of the software behavior, and implemented a data monitoring module for the Kylin operating system. This module generated a behavior statement file with a certain structure by monitoring the process system call sequence information and environmental data. It utilized the “consistent words and deeds” to analyze the credibility of the software, built a mathematical model, and used the behavior statement determination model based on the cosine similarity algorithm to determine the credibility of software behavior. Experimental results showed that: effective testing of different software had certain identification ability for the credibility of software behavior.
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