Shock cooling emission from explosions of red super-giants: I. A numerically calibrated analytic model
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ABSTRACT
Supernova light curves are dominated at early time, hours to days, by photons escaping from the expanding shock heated envelope. We provide a simple analytic description of the time dependent luminosity, $L$, and color temperature, $T_{\text{col}}$, for explosions of red supergiants (with convective polytropic envelopes), valid up to H recombination ($T \approx 0.7 \text{ eV}$). The analytic description interpolates between existing expressions valid at different (planar then spherical) stages of the expansion, and is calibrated against numerical hydrodynamic diffusion calculations for a wide range of progenitor parameters (mass, radius, core/envelope mass and radius ratios, metallicity), and explosion energies. The numerically derived $L$ and $T_{\text{col}}$ are described by the analytic expressions with 10% and 5% accuracy respectively. $T_{\text{col}}$ is inferred from the hydrodynamic profiles using frequency independent opacity, based on tables we constructed for this purpose (and will be made publicly available) including bound-bound and bound-free contributions. In an accompanying paper (Paper II) we show, using a large set of multi-group photon diffusion calculations, that the spectral energy distribution is well described by a Planck spectrum with $T = T_{\text{col}}$, except at UV frequencies, where the flux can be significantly suppressed due to strong line absorption. We defer the full discussion of the multi-group results to paper II, but provide here for completeness an analytic description also of the UV suppression. Our analytic results are a useful tool for inferring progenitor properties, explosion velocity, and also relative extinction based on early multi-band shock cooling observations of supernovae.
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1 INTRODUCTION
In a supernova explosion, the envelope of the progenitor star is expelled by an outward propagating radiation mediated shock (RMS). When the optical depth of the plasma lying ahead of the shock drops to $\tau_{\text{opt}} \approx \gamma_{\text{th}}$, where $\gamma_{\text{th}}$ is the (instantaneous) shock velocity, photons contained in the shock transition layer escape and the RMS dissolves. In the absence of an optically thick circum-stellar medium this breakout takes place when the shock approaches the edge of the star, producing an X-ray/UV pulse of duration comparable to the larger of the light crossing time of the stellar radius, $R/c$, and the intrinsic pulse duration (given by the shock crossing time of the transition layer). The relatively short breakout pulse is followed by UV/optical “shock cooling” emission on a time scale of days, during which photons escape from deeper layers in the envelope as it expands (see Waxman & Katz 2016; Levinson & Nakar 2020, for reviews). Observations of the early shock breakout and shock cooling emission may enable the determination of progenitor parameters, including its radius and envelope composition and mass, and of the ejecta velocity. The advantages of using such early observations are that they enable a direct determination of $R$, and that the predicted emission may be accurately calculated for a given model parameters, thus enabling to accurately infer the parameter values from observations. The latter advantage is due mainly to the fact that the plasma is highly ionized and near local thermal equilibrium (LTE), which reduces opacity uncertainties and also enables the derivation of accurate analytic approximations. The challenge for using this method is obtaining high cadence, ~ 1 hr, multi-band observations.

Due to the short duration of the breakout pulse, only a handful of cases have been observed with an indication for a breakout signal (e.g. Campana et al. 2006; Soderberg et al. 2008; Schawinski et al. 2008; Gezari et al. 2008, 2010, 2015). Independent of shock breakout detections, observations of the shock cooling emission enable one to determine the progenitor parameters (including radius, envelope mass and composition) and ejecta velocity (Waxman & Katz 2016; Levinson & Nakar 2020), and also the relative extinction (Rabinak & Waxman 2011). An accurate determination of these parameters requires early high cadence multi-band observations, including in particular at short, UV, wavelengths. UV measurements are essential for an accurate determination of the high color temperature, $T_{\text{col}}$ (Rabinak & Waxman 2011; Sapir & Waxman 2017; Sagiv et al. 2014; Rubin & Gal-Yam 2017). High cadence multi-band observations are required for a determination of the relative extinction (Rabinak & Waxman 2011), which strongly affects the inferred $T_{\text{col}}$ and $L_{\text{bol}}$. Most current observations do not satisfy these stringent requirements, and therefore typically enable only rough esti-
mataires of the parameters (e.g. Arcavi et al. 2011; Saper & Waxman 2017; Yaron et al. 2017; Hosseinzadeh et al. 2018; Andrews et al. 2019; Soumagnac et al. 2020; Dong et al. 2021; Tartaglia et al. 2021; Hosseinzadeh et al. 2022; Gill et al. 2022; Jacobson-Galán et al. 2022; Gagliano 2022). It should be pointed out that ignoring extinction, or applying the model at times which are outside the range of its validity (e.g. due to low envelope masses), may lead to large systematic errors when inferring progenitor and explosion parameters from observations.

As the capabilities of rapid transient searches improve, e.g. with the Zwicky Transient Factory (ZTF) (Gal-Yam et al. 2014), the upcoming Vera Rubin Observatory (Ivezic et al. 2019), and the expected launch of the wide-field UV space telescope ULTRASAT (Sagiv et al. 2014), the quantity and quality of data are expected to improve significantly. This will enable a systematic accurate determination of progenitor and explosion parameters based on shock cooling, and possibly shock breakout, observations. An accurate analytic description of the predicted flux is essential for this purpose. While detailed numeric calculations may provide higher accuracy predictions for specific model parameters, an analytic description is highly valuable for the "inverse problem" of inferring model parameters from observations: It does not require resource consuming numeric calculations for the derivation of model predictions for each point in the parameter space, and it enables a direct determination of degeneracies between and uncertainties of inferred model parameter values.

The indication that pre-SN precursors are common for Ibn SNe on a month time scale preceding the explosion (Ofek et al. 2014, and references therein), provides evidence for intense mass loss episodes in many SN progenitors shortly before the explosion. In cases where the optical depth of the circum-stellar material (CSM) ejected from the progenitor star is larger than $c/v_s$, shock breakout may take place at large radii (compared to $R$), and the breakout time scale may be extended to days (Waxman & Katz 2016, and references therein). The current paper focuses on explosions of progenitors for which the CSM column density and optical depth are low, and the emission of radiation is dominated by the expanding stellar envelope.

1.1 Earlier work

Exact numeric solutions and approximate analytic solutions for the shock breakout emission and for the subsequent shock cooling emission during the "planar" phase, at which the thickness of the emitting shell is small compared to the stellar radius, were derived by Saper et al. (2011), Katz et al. (2012) and Saper et al. (2013) (hereafter SKW I, KSW II and SKW III respectively). Approximate analytic solutions for the spherical phase, during which the emitting shell expands to radii much larger than the stellar radius, were derived in Nakar & Sari (2010); Rabinak & Waxman (2011); Nakar & Piro (2014); Piro (2015); Saper & Waxman (2017); Shussman et al. (2016); Piro et al. (2021). With the exception of the work of Piro (2015), analytic and semi-analytic results were derived for polytropic envelopes (Piro et al. 2021, hereafter PHY21, describe the velocity dependence of the density of the expanding envelope as a broken power-law, which approximately corresponds to the outcome of shock breakout from polytropic envelopes). The predicted $L$ and $T_{col}$ were found to be nearly independent of the polytropic index, and SW17 have demonstrated that the properties of the post-breakout cooling emission are only weakly dependent on the density profile. The analyses of Rabinak & Waxman (2011) and Saper & Waxman (2017) (hereafter RW11 and SW17) included the bound-free and bound-bound contributions to the opacity, which have a pronounced effect on the emission (Nakar & Sari (2010) and Shussman et al. (2016), hereafter NS10 and SWN16, included only an approximate description of the contribution to the opacity of the bound-free transitions of H).

The analytic approximations for the spherical phase of the shock cooling emission that were derived in the above mentioned papers, are valid at times during which the radiation is escaping from the outer shells of the envelope. SW17 used numerical calculations of the emission from progenitors with a wide range of core/envelope mass and radius ratios to extend the validity of the analytic model of RW11 to later times, during which the emission is dominated by deeper shells where the density profile deviates from a simple power-law.

SWN16 derived an analytic description for shock cooling emission including the transition between the planar and the spherical phases, based on an interpolation between the analytic solutions derived for the planar and spherical phases, and calibrated against a large set of numerical calculations. They have calculated the shock cooling emission for 120 red super-giant (RSG) progenitor structures obtained by the stellar evolutionary code MESA ( Paxton et al. 2018), using an effective frequency independent, i.e. "gray" opacity (neglecting the contributions of bound-bound and bound-free transitions). In addition to the analytic description, SWN16 argue based on analytic considerations that the description of the spectrum as a black-body with an effective color temperature $T_{e}$ is not accurate at long wavelengths, and that the emission far exceeds that predicted by the Rayleigh-Jeans (RJ) tail of a Planck distribution with $T = T_{e}$. These results are not supported, however, by the later analysis of Kozyreva et al. (2020), who calculated the cooling emission for 4 out of the original 120 progenitors, using the multi-group radiation-hydrodynamic code STELLA (see Blinnikov et al. 1998, 2000). This later analysis finds that $T_{col}$ dependence on energy during the spherical phase is in "sufficient agreement" with the analytic results of RW11 and NS10 (but deviates from the results of SWN16), that $L_{bol}$ is overestimated by a factor of $\approx 3$ by the analytic interpolation formula, and that the long wavelength spectrum does not deviate significantly from the RJ tail of a Planck distribution (see section 4.3 Kozyreva et al. 2020).

1.2 Current paper

In this paper we derive a simple analytic description of $L$ and $T_{col}$ for the explosions of red supergiants (RSG) composed of compact cores surrounded by polytropic envelopes. It is valid from post breakout ($t > 3R/c$, up to H recombination ($T \approx 0.7$ eV) or until the photon diffusion time through the envelope becomes shorter than the dynamical time. As noted above, the shock cooling and breakout emission is only weakly dependent on the polytropic index, and SW17 have shown that the shock cooling emission is not sensitive to deviations from polytropic density profiles1. This issue is discussed further in Paper II, where we use our polytrope-based shock cooling multi-group calculation to reproduce results obtained using the radiation hydrodynamics code STELLA (Blinnikov et al. 2006) for several MESA derived progenitors with non-polytropic profiles (Blinnikov et al. 1998; Tominaga et al. 2011; Kozyreva et al. 2020).

\footnote{SW17 numerically calculated shock cooling emission for progenitors with non-polytropic density profiles that were obtained in Morozova et al. (2016) using the stellar evolutionary code MESA ( Paxton et al. 2018). They found ~ 10% deviations in $L$ at the planar phase, and smaller deviations at the spherical phase.}
We find small deviations from our analytic description, consistent with SW17.

Observations of the breakout pulse itself, \( t \leq R/c \), may provide additional independent constraints on the progenitor and explosion parameters. Inferring \( R \) from the pulse duration is not necessarily straightforward, since the duration may be dominated by the intrinsic duration of the pulse rather than by the light travel time, \( R/c \), as well as by differences in the arrival time of the shock to the stellar surface at different (angular) positions due to deviations from spherical symmetry (KSW II). The post-breakout shock cooling phase is less sensitive to these uncertainties and may provide a direct constraint on \( R \) (KSW II; RW11). Extension of the breakout pulse duration beyond \( R/c \) due to strong deviations from spherical symmetry has recently been discussed by Irwin et al. (2021). Duration longer than \( R/c \) has also been demonstrated by Goldberg et al. (2022), who carried out a 3D numerical calculation of a breakout from a convective RSG envelope. It should be pointed out that this extension is due largely to the fact that the intrinsic duration of the pulse (which is consistent with a 1D analytic estimate, see comment in § 2) is significantly longer than \( R/c \) for the progenitor and explosion parameters chosen in their calculation.

The analytic description derived here is based on an interpolation between the analytic results of SKW I and KSW II for the planar phase of the expansion, and of RW11/SW17 for the later spherical phase, and is calibrated against the results of numerical calculations of shock cooling emission for a wide range of explosion energies, \( E = 10^{50} - 10^{52} \text{ erg} \), and progenitor parameters: Masses in the range \( M = 2 - 40 M_\odot \), radii \( R = 3 \times 10^{12} - 10^{14} \text{ cm} \), stellar core radii \( R_c/R = 10^{-1} - 10^{-3} \), envelope to core mass fractions of \( M_{\text{env}}/M_c = 10 - 0.1 \), and metallicities \( Z \approx 0.1 Z_\odot - Z_\odot \), where \( \odot \) denotes solar values. The numerical calculations of the hydrodynamic profiles are performed assuming the plasma and radiation to be at LTE and approximating radiation transport by diffusion with constant opacity, \( \kappa = 0.34 \text{cm}^2/\text{g} \), corresponding to electron scattering by highly ionized 70:30 (by mass) H:He mixture. This provides a good approximation for the dynamics as long as the plasma is highly ionized, \( T > 0.7 \text{ eV} \) (SW17).

\( T_{\text{col}}(t) \) is obtained from the hydrodynamic profiles as the plasma temperature at the "thermal depth", from which photons diffuse out of the envelope without further absorption. The thermal depth is determined using time and space dependent effective "gray" (frequency independent) opacity, based on opacity tables that we have constructed for this purpose (and will be made publicly available), that include the contributions of bound-bound and bound-free transitions (see § 3.3). In an accompanying paper (Paper II) we show, using a large set of multi-group photon diffusion calculations, that the spectral energy distribution is well described by a Planck spectrum with \( T = T_{\text{col}} \), except at UV frequencies (beyond the spectral peak at \( 3T_{\text{col}} \)), where the flux is significantly suppressed due to the presence of strong line absorption. The numerical scheme used in Paper II follows that of Sapir & Halbertal (2014). We defer the full discussion of the multi-group results to Paper II, where a complete description of the numerical scheme is given and the effects of "expansion opacity" and deviations from LTE are also discussed. For completeness, we provide here an analytic description of the UV suppression.

For the opacity we use a composite of the TOPS tables (Colgan et al. 2018) at high temperatures and our own table produced for this work at lower temperatures. Both tables are derived under the assumption of a thermal distribution of the ionization and excitation states. The TOPS table is more suitable for high temperatures and densities, as the frequency-dependent TOPS opacities are verified against experiments at temperatures and densities exceeding tens of eV and \( 10^{-6} \text{ g cm}^{-3} \) respectively. The line opacities in our own table are based on the Kurucz (1995) line list, which is experimentally calibrated for weakly ionized species at lower temperature. Our opacity calculation code, which will be made publicly available, enables one to produce opacity tables at arbitrary \( \{ \rho, T, \nu \} \) resolution for convergence tests. Details of the code and tests of its validity are discussed briefly in § 3.4 and in detail in Paper II.

This paper is organized as follows. In § 2 we define our notation and summarize the analytic results of SKW I, KSW II, RW11 and SW17, that we use in this paper. In § 3 we describe our numeric calculations, including a short discussion of our opacity tables, and present convergence tests and code verification through comparisons to known analytic solutions. Our main results are presented in § 4: The interpolated analytic description of \( L_{\text{bol}} \) and \( T_{\text{col}} \) is given in § 4.1, detailed comparisons between the analytic and numeric results are given in § 4.2, and a comparison to earlier work is given in § 4.3. In § 5 we present a brief comparison of the analytic description with the results of multi-group diffusion calculations, demonstrating the validity of the color temperature description at lower frequencies and the suppression of the UV flux due to line absorption. An analytic approximation describing the UV suppression is provided. Our results are summarized and discussed in § 6.

2 RMS BREAKOUT AND SHOCK-COOLING EMISSION - SUMMARY OF EARLIER ANALYTIC RESULTS USED IN THIS PAPER

At radii \( r \) close to the stellar radius \( R, \delta \equiv (R-r)/R \ll 1 \), the density of a polytropic envelope approaches a power-law,

\[
\rho_0 = \rho_0 \delta^\beta_1 \quad \text{(1)}
\]

Here \( \rho_0 \equiv M/(4\pi R^3/3) \) is the average pre-explosion density of the ejecta (excluding the mass of a possible remnant), and \( n = 3/2 \) for convective RSG envelopes. \( \beta_1 \) is a numerical factor, of order unity for convective envelopes, that depends on the inner envelope structure (Matzner & McKee 1999; Calzavara & Matzner 2004; Sapir & Waxman 2017). The predicted breakout and cooling emission are nearly independent of \( \beta_1 \).

As the shock approaches the edge of the star, it accelerates down the steep density profile and the flow approaches the self-similar solutions of Gandel’ Man & Frank-Kamenetskii (1956); Sakurai (1960). The shock velocity diverges in this regime as

\[
v_{\text{sh}} = v_{\text{s,0}} \delta^{-\beta_1 n} \quad \text{(2)}
\]

with \( \beta_1 = 0.19 \). \( v_{\text{s,0}} \) is defined by Eq. (2). Based on numerical calculations, Matzner & McKee (1999) find

\[
v_{\text{s,0}} \approx 1.05 \beta_1^{\beta_1} v_{\text{s,0}}, \quad v_{\text{s,0}} \equiv \sqrt{E/M}, \quad \text{(3)}
\]

where \( M \) is the mass of the ejecta, \( E \) is the energy deposited in the ejecta, and \( v_\nu \) is its characteristic expansion velocity. This approximation holds better than 10% for \( M_{\text{env}}/M_c < 1/3 \), and overestimates \( v_{\text{s,0}} \) by approx. 20% for \( M_{\text{env}}/M_c \approx 1/2 \) (see figure 7 of SW17).

Breakout takes place when the optical depth of the plasma layer lying ahead of the shock equals \( \tau = c/v_{\text{sh}} \). We denote the shock velocity and pre-shock envelope density at this point by \( \rho_{\text{bo}} \) and \( v_{\text{bo}} \) respectively. Noting that the optical depth is dominated at this stage by Thomson scattering off the fully ionized plasma, \( \tau \propto \rho_{\text{init}} \delta \propto \delta^{1+n} \), we may write Eqs. (1) and (2) as

\[
\rho_{\text{init}} = \rho_{\text{bo}} (v_{\text{bo}} \tau/c)^n/(1+n) \quad \text{and} \quad v_{\text{sh}} = v_{\text{bo}} (v_{\text{bo}} \tau/c)^{-\beta_1 n/(1+n)}, \quad \text{(4)}
\]
The location at which breakout "occurs"; i.e. where \( \tau = \frac{c}{v_{\text{sh}}} \), is given by
\[
\delta_{\text{bo}} = \frac{(n+1)c}{\kappa \rho_{\text{bo}} v_{\text{bo}} R}.
\]
(5)

For RSGs, \( \rho_{\text{bo}} \) and \( v_{\text{bo}} \) are approximately related to the progenitor parameters and explosion energy by (Waxman & Katz 2016)
\[
\rho_{\text{bo}} = 1.16 \times 10^{-9} M_{0}^{0.32} v_{s,s,8.5} R_{13}^{-1.64} \kappa_{0.34}^{0.45} \text{g cm}^{-3},
\]
\[
v_{\text{bo}}/v_{s,s,8.5} = 3.31 M_{0}^{0.13} v_{s,s,8.5}^{-0.26} \kappa_{0.34}^{-0.13} f_{p},
\]
(6)

Here, \( R = 10^{13} R_{13} \text{ cm, } \kappa = 0.34 k_{0.34} \text{ cm}^{-2} \text{ g}^{-1}, \text{ and } M = 1 M_{\odot} \).

The duration over which the breakout pulse is emitted from the star is approximately given by the shock crossing time of the breakout shell at
\[
\delta_{\text{bo}} = \frac{(n+1)c}{\kappa \rho_{\text{bo}} v_{\text{bo}} R} = (n+1) t_{\text{bo}} = 74.9 \rho_{\text{bo}}^{-1} v_{s,s,8.5}^{-1} \kappa_{0.34}^{-2},
\]
(7)

where \( \rho_{\text{bo}} = 10^{-9} \rho_{\text{bo},9} \text{ g cm}^{-3} \) and \( v_{\text{bo}} = 10^{9} v_{\text{bo},9} \text{ cm/s} \). The observed pulse duration may be longer than this intrinsic duration due to light travel time effects, which spread the pulse over \( R/c^2 \). \( \delta_{\text{bo}} \) is given as a function of progenitor parameters and explosion energy as
\[
\delta_{\text{bo}} = 0.02 R_{13}^{0.90} (f_{p} M_{0} v_{s,s,8.5} \kappa_{0.34})^{-0.45}.
\]
(8)

SKW I, SKW II and SKW III provide an exact numeric solution, and approximate analytic solutions, for the breakout emission and for the shock-cooling emission during the planar phase of the expansion. In this paper we are interested in developing a simple analytic expression for the shock cooling emission following the shock breakout pulse at
\[
t > 3 R/c = 17 R_{13} \text{ min},
\]
(9)

for which the finite travel time effect is small. At this phase, the exact solution is well approximated by (SKW II)
\[
L_{\text{planar}} = 3.21 \times 10^{52} R_{13}^{2} \left( v_{s,s,8.5}^{-1} f_{p} m_{0}^{-0.6} v_{s,s,8.5}^{-4} \kappa_{0.34}^{-0.60} \rho_{\text{bo},9}^{-1/4} \right) \text{ erg s}^{-1},
\]
(10)

and
\[
T_{p,\text{planar}} = \left( L / 4 \pi c R^{2} \right)^{1/4} = 7.06 \left( \kappa_{0.34}^{-1/4} \rho_{\text{bo},9}^{-1/4} \right) \text{ s},
\]
(11)

\[2\] For the parameters used in the 3D calculation of Goldberg et al. (2022), \( R = 820 R_{\odot}, M = 12.7 M_{\odot}, \text{ and } E = 0.8 \times 10^{51} \text{ erg}, \) the breakout density, velocity and duration given by Eqs. (6) & (7) are \( 2 \times 10^{-5} \text{ g cm}^{-3}, 5 \times 10^{9} \text{ km/s} \) and \( (n+1) t_{\text{bo}} = 4300 \text{ s} > R/c = 1900 \text{ s} \) respectively. These 1D analytic estimates are consistent with the results obtained in the 3D calculation, 1.5 – 3 \times 10^{-5} \text{ g cm}^{-3}, 3 – 5 \times 10^{9} \text{ km/s} and \( 1.6 \text{ hr} \) rise time (The 1D analytic results and the 3D numeric results differ from the 1D calculations based on MESA profiles used in Goldberg et al. (2022), since the 1D profiles reach down only to a density of \( 1 \times 10^{-9} \text{ g/cm}^{3}, \) that is, the 1D profiles do not resolve the breakout shell). The pulse duration is longer than \( R/c \) since the shock crossing time of the breakout layer is larger than \( R/c, \) independent of 3D effects. We note that the breakout shell is not well resolved in the 3D calculations of Goldberg et al. (2022). For the parameters chosen, the relative thickness of the breakout shell, Eq. (5), is \( \delta_{\text{bo}} = 0.035 \) while the radial resolution in the numeric calculation is \( \delta R / R = 0.01. \) Thus, higher resolution calculations are required in order to draw quantitative conclusions regarding the breakout properties from the 3D calculations.

Here, \( t = t_{\text{hr}} \) hour and we define \( t = 0 \) as the time at which the breakout flux peaks.

The RW11 approximations for \( L \) and \( T_{\text{col}} \) during the spherical phase can be recast in terms of the breakout density \( \rho_{\text{bo}} \) and velocity \( v_{\text{bo}} \) using Eqs. (1), (2) and (4) as
\[
L_{\text{RW}} = 2.24 \times 10^{42} R_{13}^{0.84} v_{\text{bo},9}^{-1/3} \kappa_{0.34}^{-1/3} \text{ erg s}^{-1},
\]
\[
= 2.08 \times 10^{42} R_{13}^{1.91} v_{s,s,8.5}^{-0.09} \kappa_{0.34}^{-0.17} \text{ erg s}^{-1},
\]
(12)

and (see also SW17)
\[
T_{\text{col,RW}} = \frac{\int \Phi_{\text{ph,RW}}}{\Phi_{\text{ph}}} \text{ and } \frac{\int \Phi_{\text{col}}}{\Phi_{\text{col}}} = 1.1,
\]
(13)

where the photospheric temperature (defined as the temperature at the location \( \tau = 1 \) for Thomson opacity) is
\[
T_{\text{ph,RW}} = 1.69 R_{13}^{0.12} v_{\text{bo},9}^{-1/2} \kappa_{0.34}^{-1/2} \left( \text{ erg s}^{-1} \right),
\]
\[
= 1.66 R_{13}^{0.14} v_{s,s,8.5} f_{p} M_{0}^{-0.03} \kappa_{0.34}^{-0.28} \text{ erg s}^{-1},
\]
(14)

These spherical phase approximations hold at
\[
\max \left[ \Phi_{\text{exp}}, \Phi_{\text{ph}} \right] < t < \min \left[ \Phi_{\text{env}}, \Phi_{\text{ph}} \right],
\]
(15)

where
\[
t_{\text{exp}} = R/5 v_{s,s} = 1.76 R_{13} v_{s,s,8.5}^{-1} \text{ hours},
\]
(16)

is the time required for significant expansion of the emitting shells, \( t_{\text{ph}} = 6.43 R_{13}^{0.39} f_{p} M_{0}^{-0.19} \text{ hours} \)
(17)

is the time required for the photosphere to penetrate beyond the thickness of the breakout shell,
\[
T_{\text{d}} = 3.19 v_{s,s,8.5}^{-1} f_{p}^{-0.11} \sqrt{M_{0} \kappa_{0.34}} \text{ days},
\]
(18)

is the time at which the photosphere penetrates to a depth of \( 10^{-2.5} \text{ of the progenitor mass (corresponding to } \delta \sim 0.1 \text{), where the density profile is no longer described by Eq. (1), and}
\]
\[
t_{\text{d}} = 6.86 R_{13}^{0.56} v_{s,s,8.5}^{-0.61} f_{p}^{-0.06} \text{ days},
\]
(19)

is the time at which the temperature drops to 0.7 eV. The resulting spectral energy distribution is then defined using the blackbody intensity \( B_{\nu} \) as follows,
\[
L_{\nu} = L \times \pi B_{\nu}(T_{\text{col}}) / \sigma T_{\text{col}}^{4},
\]
(20)

where \( \sigma \) is the blackbody constant.

SW17 extended the validity time of the RW11 model beyond \( \delta_{\text{d}}, \) including an analytic approximation for the suppression of the luminosity below the value given by Eq. (12), based on the results of numerical calculations. They find that the flux is suppressed by a factor
\[
L/L_{\text{RW}} = A \exp \left[ - \left( \frac{t}{t_{\text{hr}}} \right)^{a} \right],
\]
(21)

with \( \{ A, a, a \} = \{ 0.94, 1.67, 0.8 \}. \) The transparency time \( t_{\text{hr}}, \) at which photons escape from deep in the envelope over a dynamical time, is given by
\[
t_{\text{hr}} = \sqrt{ \frac{\kappa M_{\text{env}}}{8 \pi c v_{s,s}^{2} } }
\]
(22)

where \( M_{\text{env}} = M_{\text{env,0}} M_{\odot} \) is the mass of the envelope. This modification extends the model validity time \( t_{\delta} \) to \( t \approx t_{\text{hr}} / \alpha \) (see Eq. (15)).
3 DESCRIPTION OF THE NUMERICAL CODE

We solve numerically the radiation hydrodynamics equations of a spherically symmetric flow of an ideal fluid with radiation dominated pressure, assuming LTE (of the plasma and the radiation) and approximating radiation transport by diffusion with constant opacity $\kappa = 0.34 \text{cm}^2/\text{g}$, corresponding to electron scattering by highly ionized 70:30 (by mass) H:He mixture. The equations and boundary conditions are given in §3.1, and the initial conditions are described in §3.2. The determination of the thermal depth and of $T_{\text{col}}(t)$, based on the numerically derived hydrodynamic profiles, is described in §3.3. Our opacity tables, which include the contributions of bound-bound and bound-free transitions and are used for the determination of the thermal depth, are briefly described in §3.4. The validation of the numeric code and the convergence of the calculations are described in §3.5.

3.1 Radiation-hydrodynamics equations

We solve numerically the (Lagrangian) radiation-hydrodynamics equations in spherical symmetry under the approximation, 
\[
\frac{dr}{dt} = v, 
\]
\[
(23)
\]
\[
\rho = \rho_0 \frac{r_0^2}{r^2} \frac{\partial r_0}{\partial r}, 
\]
\[
(24)
\]
\[
\frac{dv}{dt} = -\frac{1}{\rho} \frac{1}{r^2} \frac{d}{dr} \left( \frac{1}{3} r^3 u \right), 
\]
\[
(25)
\]
\[
\frac{du}{dt} = \frac{\partial u}{\partial t}_{\text{compression}} + \frac{\partial u}{\partial t}_{\text{diffusion}}, 
\]
\[
(26)
\]
\[
\frac{\partial u}{\partial t}_{\text{compression}} = \frac{4}{3} \frac{u}{r^2} \frac{\partial (r^2 v)}{\partial r}, 
\]
\[
(27)
\]
\[
\frac{\partial u}{\partial t}_{\text{diffusion}} = \frac{1}{r^2} \frac{\partial (r^2 j)}{\partial r}, 
\]
\[
(28)
\]

where the photon energy flux density $j$ is given by 
\[
\frac{-1}{\rho \kappa_{\text{es}}} (c \frac{\partial u}{\partial r} - \frac{1}{c} \frac{\partial j}{\partial r}). 
\]
\[
(29)
\]

$r, \rho, v, u$ are the radius, density, velocity and radiation energy density of the fluid elements, and 0 subscripts denote initial values. $\kappa_{\text{es}}$ is the Thomson scattering opacity. Each of these equations is solved explicitly using operator splitting, with the exception of the diffusion term, where $u$ and $j$ are solved for together implicitly. The flux is initially started as $j_0 = \frac{1}{\rho_{\text{es}} c} \frac{\partial u}{\partial r}$. The time derivative term in eq. (29) becomes important in optically thin regions. In our calculations it improves numerical issues, but does not have an important effect on flux since the luminosity is determined deep in the ejecta. We verified this by producing simulations with and without the time derivative term for progenitor radii $R = 3 \times 10^{12}$ cm, $10^{13}$ cm, and $10^{14}$ cm (explosion energies $E = 10^{51}$ erg and core, envelope masses of $M_e = M_c = 10 M_\odot$), finding < 1% effect on $L$ and $T_{\text{col}}$ during shock-cooling.

3.2 Initial and boundary conditions

Following SW17, we adopt a simplified description of the initial stellar structure: A uniform density core of radius $R_c$ and mass $M_c$, surrounded by a polytropic envelope of mass $M_{\text{env}}$ and outer radius $R$ at hydrostatic equilibrium. The explosion is initiated by depositing energy $E$ at the core, uniformly distributed within the few innermost cells. We assume a static reflective boundary in the inner surface, and a free boundary at the outer surface that accelerates as $\partial_t v_b = j_b \kappa/c$, where the subscript $b$ denotes boundary values. The boundary flux is given by $j_b = f_{\text{edd}} c u_b$, where $f_{\text{edd}} = 0.3 - 0.5$ is the Eddington factor. The results are insensitive to the exact value of $f_{\text{edd}}$ since the flux is determined deep within the plasma, at $\tau = c/v \gg 1$.

Numerical calculations were performed for a wide range of explosion energies, $E = 10^{50} - 10^{52}$ erg, and progenitor parameters: masses in the range $M = 2 - 40 M_\odot$, radii $R = 3 \times 10^{12} - 10^{14}$ cm, stellar core radii of $R_c/R = 10^{-1} - 10^{-3}$ envelope to core mass fractions of $M_{\text{env}}/M_c = 10 - 0.1$, and metallicities $Z = 0.1 Z_\odot - Z_\odot$. The quantities $f_p M$ and $v_{*,x}$ vary in our simulations between $2 - 45 M_\odot$ and $6 \times 10^{17} - 6 \times 10^{18}$ cm s$^{-1}$.

In setting up the initial hydrostatic equilibrium density profile, we neglect the mass of a possible remnant (in our calculations, the entire mass, $M = M_c + M_{\text{env}}$, is ejected). This implies that the density profile differs somewhat from that of an explosion with finite remnant mass $M_{\text{rem}}$. This difference has, however, only a negligible effect on the results. This can be seen by noting that the inclusion of $M_{\text{rem}}$ implies a modification of the outer density profile through a modification of $f_p$, see Eqs. (10-14). In addition, the dependence of $f_p$ on $M_{\text{rem}}$ is also not strong, $f_p \approx [M_{\text{env}}/(M_c + M_{\text{rem}})]^{1/2}$ (SW17).

The numerical calculation is carried out in two steps. First, a hydrodynamics only calculation is carried out, not including radiation diffusion and capturing the shock wave using artificial viscosity. Then, a radiation-hydrodynamics calculation is initiated with the hydrodynamic profiles obtained numerically at a time preceding the arrival time of the shock at the surface by $24 t_{\text{bo}}$. We modify the hydrodynamic profiles used for the initiation of the radiation hydrodynamics profile by "smearing" the shock structure obtained using artificial viscosity to match the "Sakurai-Weaver Anzats" structure of SKW I, which provides an excellent approximation to the hydrodynamic profiles obtained in radiation-hydrodynamics calculations under the diffusion approximation. This modification enables the shock to converge on the final RMS shape in fewer shock crossing times.

3.3 Determining $T_{\text{col}}$

$T_{\text{col}}(t)$ is obtained from the hydrodynamic profiles as the plasma temperature at the "thermal depth", $r_{\text{T}}(t)$, from which photons diffuse out of the envelope without further absorption. Following RW11 and SW17, we define $r_{\text{T}}(t)$ by
\[
\int_{r_{\text{T}}(t)} \rho \sqrt{3 \kappa_R (\kappa_R - \kappa_{\text{es}})} dr = c. 
\]
\[
(30)
\]

Here, $\kappa_{\text{es}}(\rho, T)$ is the electron scattering opacity, accounting for the ionization fraction, $\kappa_R(\rho, T)$ is Rosseland mean opacity, calculated from the high frequency resolution opacity tables (see §3.4), and $(\kappa_R - \kappa_{\text{es}})$ represents the effective absorption opacity, $\kappa_{\text{abs}}$.

3 The total energy in the hydrodynamic simulations at late times matches the injected energy to 0.3%
3.4 Our composite opacity table

In order to extract \( T_{\text{col}} \) (see Eq. (30)) we use a composite of the TOPS opacity tables (Colgan et al. 2018) and our own tables, which include the contributions of free-free, bound-free and bound-bound transitions. The bound-bound contribution in our table is based on the Kurucz database of atomic transition lines (Kurucz 1995). Thermal distributions of ionization and excitation states are assumed. The TOPS table is more suitable for high temperatures and densities, as the frequency-dependent TOPS opacities are verified against experiments at temperatures and densities exceeding tens of eV and \( 10^{-6} \text{ g cm}^{-3} \) respectively (Colgan et al. 2015, 2016, 2018). The Kurucz data base of atomic transitions was calibrated against measured line frequencies and oscillator strengths (Kurucz 1995), but is incomplete for highly ionized species at high, \( T > 10 \text{ eV} \), temperature.

Our table and the TOPS table both provide a frequency-dependent opacity, that we use in our multi-group calculations (Paper II). For the calculation of \( T_{\text{col}} \) in this paper we use only the Rosseland mean opacity. A comparison between the Rosseland mean opacity obtained from our table and that obtained from the publicly available TOPS (Colgan et al. 2018) and OP (Iglesias & Rogers 1996) tables is shown in Fig. 1 for a mixture of ten atoms representing a solar mix, focusing on the temperature regime of 1 - 10 eV. At temperatures below 10 eV, the resulting opacities are comparable, with our results lying roughly between the TOPS and OP values. Above 10 eV, TOPS and OP show a clear opacity bump due to atomic lines that are not included in our table (see preceding paragraph).

Comparing \( T_{\text{col}} \) obtained from Eq. (30) using our and the TOPS opacity tables separately, we find in general differences of tens of percent in the derived temperatures (see § 4.2). Much better agreement is obtained when the photosphere temperature, given by Eq. (14), is approximately 4 eV. For deriving \( T_{\text{col}} \) we therefore use the TOPS Rosseland mean above 4 eV, and our Rosseland mean below.

3.5 Code validation and numerical convergence

We validated our code by comparing our hydrodynamics-only calculations of shock breakout to the analytic self-similar solutions of Gandel’ Man & Frank-Kamenetskii (1956) and Sakurai (1960), and by comparing the radiation hydrodynamics calculations of shock breakout to the analytic “Sakurai-Weaver Anzats” solutions of SKW I for both hydrodynamics (\( \rho, v, \) and \( p \)) and luminosity. We found excellent agreement between the numeric and analytic results.

The hydrodynamic only results shown below were obtained with calculations with 8000 grid cells. Comparing the results obtained with this resolution to results obtained with 4000 grid cells, we find that the velocity, density and pressure at \( t = R/v_{\text{bo}} \) are converged to better than 0.2%, 2%, and 3% respectively. The radiation hydrodynamics results shown below were obtained with calculations with 3200 grid cells. The initial cell grid for the gray simulations is a smoothed Gaussian with a width of 20eV.

### Figure 1

Rosseland mean opacity for a solar mix of atoms as a function of density \( \rho \) and temperature \( T \). The opacity obtained using our table is compared with those obtained using the TOPS and OP tables. For deriving \( T_{\text{col}} \) from the numeric calculations we use the TOPS Rosseland mean above 4 eV, and our Rosseland mean below. See discussion in § 3.4.
\( \{N_R, N_T\} = \{16, 66\} \) for \( \{R, T\} \). The fractional deviation in \( \kappa_R \) is less than \( 5 \times 10^{-3} \) between a table with resolution of \( \Delta \nu / \nu \sim 10^{-5} \) and \( \Delta \nu / \nu \sim 10^{-6} \).\(^{5}\)

The limited temperature resolution offered by TOPS makes testing convergence with respect to temperature resolution difficult. However, the TOPS \( \rho \) and \( T \) resolution is comparable to our \( \{N_R, N_T\} = 16 \times 66 \) grid, suggesting that the results are similarly converged. Finally, we note that TOPS limit their table output to densities exceeding \( 10^{-12} \) g cm\(^{-3}\). This is higher than the density obtained in our simulations at late times. However, \( T_{\text{col}} \) is not sensitive to the opacity at such densities for \( T_{\text{ph}} > 4 \) eV.

4 RESULTS

We first describe in § 4.1 our calibrated analytic interpolation equations, and then present in § 4.2 comparisons of our numeric results to the analytic description. Our results are compared to those of earlier works in § 4.3.

4.1 Calibrated analytic model

The numerically calculated \( L \) and \( T_{\text{col}} \) are well approximated by the following interpolations between the KSW II solution for the planar phase, given by Eqs. (10) and (11), and the RW11/SW17 approximate solution for the spherical phase, given by Eqs. (12–14), (21) and (22):

\[
L = L_{\text{planar}} + A \exp \left[ -\left( \frac{at}{rt} \right)^{\alpha} \right] L_{\text{RW}},
\]

\[
T_{\text{col}} = f \min \left[ T_{\text{ph}, \text{planar}}, T_{\text{ph}, \text{RW}} \right], \quad f = 1.1.
\]

We find that \( \{A, a, \alpha\} = \{0.9, 2.0, 0.5\} \) provide a better overall agreement to the numeric results compared to \( \{A, a, \alpha\} = \{0.94, 1.67, 0.8\} \) used in SW17.

These approximations hold at

\[
3R/c = 17 \ R_{13} \ \text{min} < t < \min \left[ t_{\text{ph}, \gamma \text{eV}}, t_{br}/a \right].
\]

The lower limit is set by the requirement that light travel time effects be negligible (as confirmed numerically, see § 4.2), and the upper limits are set by the time at which the temperature drops to 0.7 eV, Eq. (19), and the time at which the photon escape time from deep within the envelope becomes comparable to the dynamical time, Eq. (22).

The analytic model can be rewritten more simply by normalizing the time to \( t = t_{\text{br}} \), the time at which \( L_{\text{planar}} = L_{\text{RW}} \). Defining

\[
\begin{align*}
L_{\text{br}} &= L_{\text{planar}}(t = t_{br}) = L_{\text{RW}}(t = t_{br}), \\
T_{\text{col,br}} &= f \min \left[ T_{\text{ph}, \text{planar}}(t = t_{br}), T_{\text{ph}, \text{RW}}(t = t_{br}) \right], \\
\bar{t} &= t / t_{br},
\end{align*}
\]

we have

\[
L / L_{\text{br}} = \bar{t}^{-4/3} + A \exp \left[ -(at/rt)^{\alpha} \right] \bar{t}^{-0.17},
\]

and

\[
T_{\text{col,br}} / T_{\text{col,br}} = \min \left[ 0.98 v_{\text{bo}}^{0.05} \bar{t}^{-1/3}, \bar{t}^{-0.45} \right].
\]

\(^{5}\) It is not practical to produce an entire Rosseland mean table for \( \Delta \nu / \nu \sim 10^{-6} \) resolution. Therefore, we check convergence with this resolution only for regions of parameters for which the numeric solution was not sufficient when comparing results with \( \Delta \nu / \nu \sim 10^{-4} \) and \( 10^{-3} \).

\(^{7}\) We calculate these effects using eq. 30 of KSW II. The time \( t' \), at which a photon that is observed at time \( t \) left the photosphere, located at \( r_{\text{ph}}(t') \), is given self consistently by \( t' = t + \mu r_{\text{ph}}(t') / c r_{\text{ph}}(t') \) is inferred from the numeric solution, improving on the KSW II approximation of \( r_{\text{ph}} = R \).

\[\text{Figure 2.} \text{ Numerically derived bolometric luminosities shown in color for different progenitor radii and mass combinations (} M_{\text{c/e}}\text{, denote core and envelope masses) and explosion energy of } E = 10^{51} \text{ erg, compared to our analytic results, Eq. (33) in black. The numeric results show light-}
\]

\[\text{travel time effects, which modify } L \text{ at } t \leq R/c. \text{ The symbols indicate the various validity times: • corresponds to } 3R/c; \bullet \text{ to } t_{\text{exp}} \text{ (Eq. (16)); } \text{● to } t_{\text{ph}} \text{ (Eq. (17)); } \text{▲ to } t_{\text{ph,br}} \text{ (Eq. (22)); } \text{■ to } t_{\text{br}} \text{, } 7\text{ eV) (Eq. (19)).}
\]
Figures 2-4 present a comparison of the analytic $L(t)$ with the numerically derived $L(t)$ for a wide range of progenitor parameters and explosion energies. In Fig. 2 we include the effect of light-travel time, finding that it affects the luminosity by $< 10\%$ at $t = 3R/c$, and by a smaller amount at later time. Figure 4 shows that normalizing $L$ and $t$ by $L_{br}$ and $t_{br}$ brings all light curves into good agreement. The fractional deviations of the numeric results from the analytic description are typically $< 15\%$, with time averaged rms of $\approx 10\%$ over the validity time defined above. Solar metallicity was used in all calculations shown in figures 2-4. We also observe negligible dependence of $L$ on core structure, with exception of the largest stellar radii $R = 10^{14}$ cm, where there is up to a $10\%$ effect when the core radius is increased by 2 orders of magnitude.

Figures 5-7 present a comparison of the analytically derived $T_{col}$ with the results of numerical calculations spanning a wide range of progenitor radii, masses, explosion energies, and metallicities. Normalizing $T_{col}$ and $t$ by $T_{br}$ and $t_{br}$ brings all temperature curves into good agreement over the relevant time range. The fractional deviations of the numeric results from the analytic description over all simulations are $\lesssim 10\%$, with time averaged rms in all simulations of $\approx 5\%$. As shown in Fig. 6, the results are insensitive to the metallicity in the range $Z = 0.1 - 1Z_\odot$. This is due to the fact that at the relevant temperatures and densities line opacity is dominated by H and He. We also find similar results for $L$ and $T_{col}$ for slightly lower mass envelopes ($M_{env}/M_c = 0.1$ - not shown in the figures).

### 4.3 Comparison to earlier works

Our results are compared in Fig. 8 to the analytic approximations for shock cooling emission derived by SWN16 for the planar and spherical phases, and with that derived by PHY21 for the spherical phase.

PHY21 consider a homologous expansion of plasma with a broken power-law density profile, which approximates the density profile expected for shock driven expansion of a polytropic envelope, and approximate $T_{col}$ by the photosphere temperature (the plasma temperature at Thomson scattering optical depth $\tau_T = 2/3$). Their analytic
expressions are given in terms of $R$, the mass of the "extended material" (our "envelope") $M_{\text{env}}$, and the energy of the extended material, $E_{\text{env}}$. When comparing our numeric calculation results to their analytic results, we extract $E_{\text{env}}$ from our numeric calculations. We find that the results of PHY21 for $T_{\text{col}}$ are accurate to $\sim 25\%$, while they overestimate $L$ by a factor of a few.

For the comparison with the results of SWN16, we extract the values of $\rho_{\text{bo}}, v_{\text{bo}}$ for each of our numeric calculations, and compare the results of the numeric calculation with their analytic formulas, that give $L$ and $T_{\text{col}}$ in terms of $\rho_{\text{bo}}, v_{\text{bo}}$ and $R$. We find that they overestimate $L$ by a factor of $\approx 2$ during the transition to the spherical phase (consistent with the results of Kozyreva et al. 2020), and that their $T_{\text{col}}$ deviates from our results by $\approx 40\%$. As mentioned in the introduction, SWN16 also find that the specific flux exceeds in Raleigh-Jeans regime the flux given by a blackbody at $T = T_{\text{col}}$ by an order of magnitude, while we find (see § 5) that the flux is close to blackbody in this regime (consistent with the results of Kozyreva et al. 2020).

5 COMPARISON OF THE ANALYTIC MODEL WITH THE RESULTS OF MULTI-GROUP CALCULATIONS

We assess the validity of the black-body, at color-temperature $T_{\text{col}}$, description of the spectrum by comparing our analytic model approximation with the results of radiation hydrodynamics calculations based on Sapir & Halbertal (2014), approximating photon transport by multi-group photon diffusion. The continuous energy distribution of the photons is approximated by a set of photon energy bins. The emission, absorption and scattering of the photons in each energy bin is treated independently with energy dependent cross sections, which are appropriately averaged over the energy in each bin. This enables us to account for deviations from a black-body photon distribution. The numeric code and the results of the multi-group calculations are discussed in detailed in Paper II. Here we give only a brief comparison with the analytic results of this paper.

In Fig. 9 we show the ratios between the specific luminosities, $L_{\nu} = dL/d\nu$, obtained in our multi-group calculations and those given by the analytic expressions of § 4.1 for a sample of progenitor parameters and explosion energy values. The analytic model provides a good
approximation to the multi-group results, with deviations limited to
tens of percent at wavelengths longer than the peak wavelength. At
shorter wavelength, the large opacity due to bound-bound and bound-
free transitions lead to a significant suppression of the luminosity.
The UV line suppression may be approximately described by modi-
yfying the model black-body spectrum (eq. 20) according to (see details in
Paper II)

$$L_{\nu} = L \times \min \left[ \frac{\pi B_{\nu}(T_{\text{col}})}{\sigma T_{\text{col}}^4}, \frac{\pi B_{\nu}(0.74T_{\text{col}})}{\sigma(0.74T_{\text{col}})^4} \right].$$

(43)

The $0.74T_{\text{col}}$ term on the RHS suppresses the flux at $h\nu > 3T$, and
is calibrated to the MG simulations at observable frequencies, $h\nu < 10eV$. Its effect is important at later time, after the Planck peak
enters the observational window.

Figures 10 and 11 show a comparison of light-curves in specific
bands, from the IR to the UV, obtained from the multi-group calcula-
tions and from the analytic model. The analytic model provides a
good approximation of the multi-group results. The line suppression
of the flux at high frequencies leads mainly to a faster decline of the
UV flux after the peak in the light-curve.

6 DISCUSSION AND SUMMARY

We have derived a simple analytic description of the bolometric
luminosity, $L$, and color temperature, $T_{\text{col}}$, of shock cooling emission
produced by the explosions of red supergiants (RSG) composed of
compact cores surrounded by polytropic envelopes. The analytic
is based on an interpolation between the analytic results of SKW I
and KSW II for the planar phase of the expansion, and of RW11/SW17
for the later spherical phase. It is given by Eqs. (33)-(34) in § 4.1,
and is valid from post breakout, $t > 3R/c$, up to H recombination,
$T = 0.7$ eV, or until the photon diffusion time through the envelope
becomes shorter than the dynamical time, see Eq. (35). A concise
summary of all the equations required for constructing $L(t)$ and $T_{\text{col}},$
and for determining the validity time of the model, is given in the
appendix.

We have presented in § 4.2 a comparison of the analytic model
to the results of numerical calculations of shock cooling emission
for a wide range of explosion energies, $E = 10^{50} - 10^{52}$ erg,
and progenitor parameters: masses in the range $M = 2 - 40M_\odot$, radii
$R = 3 \times 10^{12} - 10^{14}$ cm, stellar core radii and masses
$R_c/R = 10^{-1} - 10^{-3}$ and $M_{\text{env}}/M_c = 10 - 0.1$, and metallicities
$Z = 0.1Z_\odot - Z_\odot$. The numerically derived $L$ and $T_{\text{col}}$ are described
by the analytic expressions with 10% and 5% accuracy respectively
over the explored parameter range, as demonstrated in figures 2-7. A
concise description of the comparison of our results to earlier work
appears in figure 8.

In the numerical calculations presented in § 4.2, photon transport
was approximated by diffusion with constant opacity, corresponding
to electron scattering of a highly ionized plasma. $T_{\text{col}}(t)$ was
obtained from the hydrodynamic profiles as the plasma temperature
at the "thermal depth", from which photons diffuse out of the enve-
lope without further absorption. The thermal depth was determined
by Eq. (30), using time and space dependent effective "gray" (fre-
cquency independent) opacity, based on opacity tables that we have
constructed for this purpose, as described in § 3.4.

In an accompanying paper (Paper II) we show, using a large set of
multi-group photon diffusion calculations, that the spectral energy
distribution is well described by a Planck spectrum with $T = T_{\text{col}}.$
show a comparison of the specific luminosity, $L_\nu = dL/d\nu$, obtained in multi-group calculations (in color) for progenitor masses $M_{\text{env}} = M_{\odot} = 10M_{\odot}$ and a range of radii and explosion energies. These are compared with our analytic gray formula, Eqs. (37), (39) and (20) (in black), and normalized using analytic $L(t)$ and $T_{\text{col}}(t)$, in such a way that the gray formula remains constant in the plot at all times (see axis labels). Since $L_\nu(t)$ is in good agreement with our gray formula, this has the effect of collapsing all numeric results onto roughly one curve, without additional fitting required. Different colors correspond to different times, while different line styles correspond to different radii and explosion energies. $L_\nu$ is close to a $T = T_{\text{col}}$ Planck spectrum at frequencies below the Planck peak, and suppressed at higher frequencies due to line opacity. The suppressed spectrum is well approximated by a blackbody with $T = 0.74T_{\text{col}}$ (black dashed line), as given by Eq. (43). The figure shows the numerical $L_\nu$ only up to $h\nu = 10\,\text{eV}$, reflecting the range of observable frequencies.

except at UV frequencies (beyond the spectral peak at $3T_{\text{col}}$), where the flux is significantly suppressed due to the presence of strong line absorption. A brief comparison of the analytic results with the results of multi-group calculations is presented in figure 9. An analytic description of the specific luminosity, $dL/d\nu$, including the UV suppression is given by Eq. (43). Figures 10 and 11 show a comparison of light-curves in specific bands, from the IR to the UV, obtained from the multi-group calculations and from the analytic model. The analytic model provides a good approximation of the multi-group results. The line suppression of the flux at high frequencies leads mainly to a faster decline of the UV flux after the peak in the light-curve. A detailed discussion of the deviations from a thermal spectrum will be given in Paper II, including an analytic description of the small (∼10%) deviations in the Rayleigh-Jeans regime.

The agreement between the analytic and the multi-group results demonstrates the validity of the approximation $\kappa_{\text{abs}} = \kappa_R - \kappa_{\text{es}}$, used (following RW11) in Eq. (30) for the derivation of the color temperature $T_{\text{col}}$. It also confirms the importance of including the bound-free and bound-bound contributions to the opacity - we find a ratio $f_T \approx 1$ between the color and photospheric temperatures, consistent with RW11; SW17, while $f_T \approx 2$ is obtained if only the free-free contribution to the opacity is considered.

The analytic model is completely determined, see appendix, by four parameters: $\{R, v_\ast, f_\nu, M_\ast\}$. $R$ is the progenitor radius; $v_\ast$ is the characteristic shock velocity, which is related (and close) to the characteristic ejecta velocity $v_\ast \approx \sqrt{E/M}$, where $E$ and $M$ are the ejecta mass and energy (see Eq. (3)); $M_\ast$ is the envelope mass; $f_\nu$ (see Eq. (1)) is a numerical factor describing the envelope structure, of order unity for convective envelopes, $f_\nu \approx (M_{\text{env}}/M_\ast)^{1/2}$ (SW17).

Figure 9. A comparison of the specific luminosity, $L_\nu = dL/d\nu$, obtained in multi-group calculations (in color) for progenitor masses $M_{\text{env}} = M_{\odot} = 10M_{\odot}$ and a range of radii and explosion energies. These are compared with our analytic gray formula, Eqs. (37), (39) and (20) (in black), and normalized using analytic $L(t)$ and $T_{\text{col}}(t)$, in such a way that the gray formula remains constant in the plot at all times (see axis labels). Since $L_\nu(t)$ is in good agreement with our gray formula, this has the effect of collapsing all numeric results onto roughly one curve, without additional fitting required. Different colors correspond to different times, while different line styles correspond to different radii and explosion energies. $L_\nu$ is close to a $T = T_{\text{col}}$ Planck spectrum at frequencies below the Planck peak, and suppressed at higher frequencies due to line opacity. The suppressed spectrum is well approximated by a blackbody with $T = 0.74T_{\text{col}}$ (black dashed line), as given by Eq. (43). The figure shows the numerical $L_\nu$ only up to $h\nu = 10\,\text{eV}$, reflecting the range of observable frequencies.

Figure 10. A comparison of light-curves in different bands obtained from the multi-group calculations (solid color lines) with the analytic black-body model of Eqs. (37), (39) and (20) (solid black lines), and with the analytic model including the UV suppression term given by Eq. (43) (dashed black lines). Results are shown for explosions of progenitors with different radii and with $M_{\text{env}} = M_{\odot} = 10M_{\odot}$, $E = 10^{51}$ erg, and solar metallicity. Top panel: The Swift/UVOT - UVM2 filter, centered at 0.22 $\mu$m. Bottom panel: SDSS i filter centered at 0.75 $\mu$m.

The breakout and shock cooling emission depend at early time, $t \ll t_\nu$, mainly on the radius $R$ and shock velocity $v_\ast$. These parameters may therefore be well constrained by the observations. On the other hand, the dependence of the emission on $f_\nu M_\ast$, and on the progenitor structure in general (see sensitivity to core structure - § 4.2, and deviations from polytrope - § 1.2), is very weak. This parameter cannot therefore be inferred reliably from observations, an issue that we address in upcoming works. Finally, the suppression of the luminosity at late time, $t \sim t_\nu$ (when photons are emitted from deep within the envelope) may enable one to determine $t_\nu$ and to infer $M_{\text{env}}$ the envelope mass, using Eq. (22) and given $v_\ast$.
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Figure 11. Same as Fig. 10 for explosions of varying energy and progenitors with $R = 10^{13}$ cm, $M_{\text{env}} = M_{c} = 10 M_{\odot}$, and solar metallicity.

**DATA AVAILABILITY**

Data and numerical codes from this paper will be provided upon reasonable request to the corresponding author. Our opacity table will be released to the public in a subsequent work.

**REFERENCES**

Andrews J. E., Sand D. J., Smith N., Dastidar R., 2019, *The Astrophysical Journal*

Arcavi I., et al., 2011, *The Astrophysical Journal Letters*, 742, L18

Blinnikov S. I., Eastman R., Bartunov O. S., Popolitov V. A., Woodsley S. E., 1998, *The Astrophysical Journal*, 496, 454

Blinnikov S., Lundqvist P., Bartunov O., Nomoto K., Iwamoto K., 2000, *The Astrophysical Journal*, 532, 1132

Blinnikov S. I., Röpke F. K., Sorokina E. I., Gieseler M., Rei- necke M., Travaglio C., Hillebrandt W., Stritzinger M., 2006, *Astronomy & Astrophysics*, 453, 229

Calzavara A. J., Matzner C. D., 2004, *Monthly Notices of the Royal Astronomical Society*, 351, 694

Campana S., et al., 2006, *Nature*, 442, 1008

Colgan J., Kilcrease D. P., Magee N. H., Abdallah J., Sherrill M. E., Fontes C. J., Hakel P., 2015, *High Energy Density Physics*, 14, 33

Colgan J., Kilcrease D. P., Magee N. H., Sherrill M. E., Fontes C. J., Hakel P., 2018, *Atoms*, 6, 32

Dong Y., et al., 2021, *The Astrophysical Journal*, 906, 56

Enslen L., Burrows A., 1992, *The Astrophysical Journal*, 393, 742

Falk S. W., Arnett W. D., 1977, *The Astrophysical Journal Supplement Series*, 33, 515

Gagliano A., 2022, *The Astrophysical Journal*, p. 29

Gall-Yam A., et al., 2011, *The Astrophysical Journal*, 736, 159

Gandel’Man G. M., Frank-Kamenetski D. A., 1956, *Soviet Physics Doklady*, 1, 223

Gezari S., et al., 2008, *The Astrophysical Journal Letters*, 683, L131

Gezari S., et al., 2010, *The Astrophysical Journal*, 720, L77

Gezari S., et al., 2015, *The Astrophysical Journal*, 804, 28

Gill K., Hosseinzadeh G., Berger E., Zanolin M., Szczepanczyk M., 2022, arXiv:2201.03609 [astro-ph]

Goldberg J. A., Jiang Y.-f., Bildsten L., 2022, Technical Report arXiv:2206.04134, *Shock Breakout in 3-Dimensional Red Supergiant Envelopes*, http://arxiv.org/abs/2206.04134, arXiv: http://arxiv.org/abs/2206.04134

Hauschildt P. H., Ensiman L., 1994, *The Astrophysical Journal*, 424, 905

Hosseinzadeh G., et al., 2018, *The Astrophysical Journal*, 861, 63

Hosseinzadeh G., et al., 2022, arXiv:2203.08155 [astro-ph]

Iglesias C., Rogers F., 1996, *Astrophysical Journal*, 464, 943

Irwin C. M., Linial I., Nakar E., Piran T., Sari R., 2021, *Monthly Notices of the Royal Astronomical Society*, 508, 5766

Ivezić Z., et al., 2019, *The Astrophysical Journal*, 873, 111

Jacobson-Galán W., et al., 2022, *The Circumstellar Environments of Double-Peaked, Calcium-strong Supernovae 2021gin and 2021inl*, https://ui.adsabs.harvard.edu/abs/2022arXiv220307853

Katz B., Sapir N., Waxman E., 2012, *The Astrophysical Journal*, 747, 147

Kozyreva A., Nakar E., Waldman R., Blinnikov S., Baklanov P., 2020, *Monthly Notices of the Royal Astronomical Society*, 494, 3927

Kurucz R. L., 1995, in ASP Conference Series. p. 583, http://adsabs.harvard.edu/abs/1995ASPC...81..583K

Levinson A., Nakar E., 2020, *Physics Reports*, 866, 1

Matzner C. D., McKee C. F., 1999, *The Astrophysical Journal*, 510, 379

Morag J., Sapir N., Waxman E., 2022, *Shock cooling emission from explosions of red super-giants: I. A numerically calibrated analytic model*, doi:10.48550/arXiv.2207.06179, http://arxiv.org/abs/2207.06179

Morozova V., Piro A. L., Renzo M., Ott C. D., 2016, *The Astrophysical Journal*, 829, 109

Nakar E., Piro A. L., 2014, *The Astrophysical Journal*, 788, 193

Nakar E., Sari R., 2010, *The Astrophysical Journal*, 725, 904

Olek E. O., et al., 2014, *The Astrophysical Journal*, 789, 104

Paxton B., et al., 2018, *The Astrophysical Journal Supplement Series*, 234, 34

Piro A. L., 2015, *The Astrophysical Journal Letters*, 808, L51

Piro A. L., Haynie A., Yao Y., 2021, *The Astrophysical Journal*, 909, 209

Rabinak I., Waxman E., 2011, *The Astrophysical Journal*, 728, 63

Rubin A., Gal-Yam A., 2017, *The Astrophysical Journal*, 848, 8

Sagiv I., et al., 2014, *The Astronomical Journal*, 147, 79

Sakurai A., 1960, *Communications on Pure and Applied Mathematics*, XIII, 353

Sapir N., Halbertal D., 2014, *The Astrophysical Journal*, 786, 145

Sapir N., Waxman E., 2017, *The Astrophysical Journal*, 838, 130

Sapir N., Katz B., Waxman E., 2011, *The Astrophysical Journal*, 742, 36

Sapir N., Katz B., Waxman E., 2013, *The Astrophysical Journal*, 774, 79

Schawinski K., et al., 2008, *Astronomy & Astrophysics*, 453, 229

Shemmer T., Waldman R., Nakar E., 2016, arXiv e-prints, p. arXiv:1610.05323

Soderberg A. M., Soumagnac M. T., et al., 2020, *The Astrophysical Journal*, 907, 52

Tominaga N., Morokuma T., Blinnikov S. I., Baklanov P., Sorokina E. I., Nomoto K., 2011, *The Astrophysical Journal Supplement Series*, 193, 20

Waxman E., Katz B., 2016, arXiv:1607.01293 [astro-ph]

Yaron O., et al., 2017, *Nature Physics*, 13, 510
APPENDIX A: SUMMARY OF MODEL EQUATIONS

$L$ and $T_{\text{col}}$ are well approximated by

$$
L/L_{\text{br}} = \bar{t}^{-4/3} + A \exp \left[ - (a/t_{\text{tr}})^{a} \right] \frac{1}{\bar{t}^{0.17}},
$$

(A1)

$$
\frac{T_{\text{col}}}{T_{\text{col,br}}} = \min \left[ 0.97 \bar{t}^{-1/3}, \bar{t}^{-0.45} \right],
$$

(A2)

with $\bar{t} = t/t_{\text{br}}$ and $(A, a, \alpha) = \{0.9, 2, 0.5\}$. These approximations hold at

$$
3R/c = 17 R_{13} \min < t < \min \left[ t_{0.7\text{eV}}, t_{\text{tr}}/a \right].
$$

(A3)

The deviation of the specific luminosity from a black-body spectrum, due to UV line suppression, may be approximately described by

$$
L_{\nu} = L \times \min \left[ \frac{\pi B_{\nu}(T_{\text{col}})}{\sigma T_{\text{col}}^{4}}, \frac{\pi B_{\nu}(0.74T_{\text{col}})}{\sigma (0.74T_{\text{col}})^{4}} \right].
$$

(A4)

The various terms in Eqs. (A1–A3) are given by

$$
t_{\text{br}} = 0.86 R_{13}^{1.26} v_{s,8.5}^{-1.13} (f_{\rho} M_{0} \kappa_{0.34}^{0.34})^{-0.13} \text{hrs},
$$

(A5)

$$
L_{\text{br}} = 3.69 \times 10^{42} R_{13}^{0.78} v_{s,8.5}^{2.11} (f_{\rho} M_{0})^{0.11} \kappa_{0.34}^{-0.89} \text{erg s}^{-1}.
$$

(A6)

$$
T_{\text{col,br}} = 8.19 R_{13}^{-0.32} v_{s,8.5}^{0.58} (f_{\rho} M_{0})^{0.03} \kappa_{0.34}^{-0.22} \text{eV}.
$$

(A7)

$$
t_{0.7\text{eV}} = 6.86 R_{13}^{0.56} v_{s,8.5}^{-0.16} (f_{\rho} M_{0})^{-0.61} \text{days}
$$

(A8)

$$
t_{\text{tr}} = 19.5 \sqrt{\kappa_{0.34} M_{\text{env},0}^{0.34}/v_{s,8.5}} \text{days}.
$$

(A9)

Here, $R = 10^{13} R_{13} \text{cm}$, is the progenitor radius, $M = 1M_{0} M_{\odot}$ is the ejecta mass, $M_{\text{env}} = M_{\text{env},0} M_{\odot}$ is the mass of the envelope, and $v_{s} = 10^{8.5} v_{s,8.5} \text{cm/s}$ is related to the characteristic ejecta velocity by

$$
v_{s} \approx 1.05 f_{\rho}^{-0.19} v_{*}, \quad v_{*} = \sqrt{E/M},
$$

(A10)

where $E$ is the energy deposited in the ejecta. $f_{\rho}$ (see Eq. (1) is a numerical factor, of order unity for convective envelopes, $f_{\rho} \approx (M_{\text{env}}/M_{\odot})^{1/2}$ (SW17).

The opacity and time are normalized as $\kappa = 0.34 \kappa_{0.34} \text{cm}^{2} \text{g}^{-1}$, $t = t_{\text{br}} \text{hour} = t_{\text{tr}} \text{d}$ and we define $t = 0$ as the time at which the breakout flux peaks.
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