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\textbf{Abstract}—Reactive and safe agent modellings are important for nowadays traffic simulator designs and safe planning applications. In this work, we proposed a reactive agent model which can ensure safety without comprising the original purposes, by learning only high-level decisions from expert data and a low level decentralized controller guided by the jointly learned decentralized barrier certificates. Empirical results show that our learned road user simulation models can achieve a significant improvement in safety comparing to state-of-the-art imitation learning and pure control-based methods, while being similar to human agents by having smaller error to the expert data. Moreover, our learned reactive agents are shown to generalize better to unseen traffic conditions, and react better to other road users and therefore can help understand challenging planning problems pragmatically.

\section{I. INTRODUCTION}

Understanding how different road participants (e.g. human drivers, pedestrians, cyclist) act in different traffic scenes plays a crucial role in developing modern self-driving techniques: It can give insights into how humans behave in each scenario, how to learn from human reactions, how to team autonomous and human agents, and can also provide a more realistic simulation environment for autonomous car developers. Most non-ego road participants in today’s self-driving simulators (e.g. CARLA \cite{Dosovitskiy17}, TORCS \cite{Bierbach11}, SUMO \cite{Koppen11}) can only “replay” pre-defined trajectories or be guided by carefully designed cost functions and thresholds \cite{Duan17}. Such non-reactive or handcrafted agents are unrealistic, and therefore create a big gap between simulators and real-world scenarios. On the other side, imitation learning (IL) techniques \cite{Chen16, Chen17, Chen18, Chen19, Chen20} try to “mimic” humans from the existing traffic datasets, by learning actions or reward functions instead of directly enforcing some basic safety properties of the road users (e.g. avoiding collisions, staying within lanes and below speed limits). Therefore, the learned agents may have weird or unexplainable behaviors. See a more detailed discussion in the related works.

In this paper, we start from a different perspective and use a safety-driven learning-based control method to build reactive agent models for a variety of road users in different traffic scenarios. Control-theoretical tools exist to guide the synthesis of desired controllers using a certificate as the guidance. For example, control barrier functions (CBF) can be used to find controllers such that the closed-loop system satisfies safety properties defined by the corresponding barrier function \cite{Hargraves15, Hargraves16}. The biggest challenge of using CBF is the function design: Hand crafting a CBF for systems with complex dynamics and safety requirements is nearly impossible. Inspired by the recent advancement of learning decentralized CBF for the safety of homogeneous multi-agent systems \cite{Meng21}, we want to learn only high-level decisions (e.g. when to switch the lane) from data and use neural CBF to guide the (low-level) safe actions of each agent for a group of heterogeneous road users.

Ideally, for a specific type of road user, a CBF that works across all scenarios would give a strong safety certificate. However, in practice, we notice that such a CBF is extremely difficult to learn, as the expected observations (or sensing inputs) of the agent vary significantly in different traffic scenarios. Therefore, we restrict our neural CBF to handle specific scenarios, where each of the traffic datasets can provide agents’ observations in the corresponding scenario. This is analogous to having different control policies when handling different road and traffic conditions.

We use the same learning framework to build simulation models for different road users in various traffic scenarios, including dense highway (NGSIM \cite{Sage11}), normal highway (HighD \cite{Meng19}), roundabouts (RounD \cite{Meng19}), mixed pedestrian-cyclist (SDD \cite{Meng19}), and pedestrian-vehicle interaction at intersections (VCI-DUT \cite{Meng19}). We show that our safety-driven learning approach can significantly reduce the unsafe behaviors, comparing to both state-of-the-art IL-based methods, and traditional control methods. As a by-product, our learned road user simulations are similar to expert behaviors (i.e. those trajectories from the datasets when having the same starting positions and destinations) than IL-based methods, even when we do not directly optimize the similarity to the experts. Our learned simulation models can generalize well: Models trained using 20 agents can give similar safe results when used on up to 100 agents in the same scenario. Moreover, comparing to traditional model-based method like model predictive control (MPC), we achieve a 50X speedup when executing the model as we do not need to solve online optimization problems. In addition, we show that our agents react better in challenging traffic scenes: Our learned pedestrians will make ways (as normal pedestrians would do) to unfreeze the vehicle at crowded intersections.

The major contributions of our paper are: 1) To our knowledge, we are the first to use decentralized neural CBF for heterogeneous multi-agent systems to build safe and reactive simulation models for road users from real-world traffic data. 2) Our CBF-based agents are proved to ensure safety, being even similar to the real-world behaviors (from the data) than leading IL-based methods, in a wide range of traffic scenarios. 3) Our learned agents can generalize to unseen traffic conditions in the same scenario, and can react
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and coordinate with other road users in solving challenging planning problems. All of above show the great potential of our proposed approach for building safe and realistic traffic simulations, which will benefit autonomous-driving planning applications. This is our first step of using safety as the primary goal when building road user simulation models. We seek to combine this idea with IL as the next step to further improve the similarity to actual humans.

II. RELATED WORK

Imitation learning: IL is a popular method for mimicking expert’s behaviors from demonstrations. Behavioral cloning [5] learns the state-action pairs from the expert data via supervised learning, and inverse reinforcement learning [7] seeks a cost function which prioritizes expert behaviors over other possible policies. Generative adversarial imitation learning (GAIL) [18] uses a discriminator to distinguish expert’s policy from non-expert behaviors generated by the policy network, and has been extended to share parameters [19] and augmented with rewards [8] to discourage undesirable behaviors, for modeling multi-agent driving on highway. However, those methods do no directly enforce safety, which serves as a critical factor in traffic simulations. Model-free safe RL methods [20], [21], [22], [23] can also be extended for multi-agent systems, but they draw less information from the expert trajectory. Moreover, finding the appropriate RL methods and reward functions are extremely challenging, and may lead to reward hacking, where agents learn undesired behaviors to hack for high rewards [24].

Safe control via barrier certificates: Many learning methods are combined with barrier certificates [25] and CBF [26], [27], [10] to ensure safety. ShieldNN [28] designs a NN controller guided by a given barrier function to rectify unsafe controllers’ behaviors. [29] uses Sum-of-Squares to learn a permissive barrier certificates and uses QP-based controller to ensure system’s safety. [30] uses SVM to model a CBF for safe control. [31] constructs the CBF via objects’ signed-distance function online to perform safe navigation. The frameworks for multi-agent CBF safe control are proposed in [32] and [33], and recently a decentralized multi-agent system using backup strategy is proposed by [34]. The closest work to ours is the decentralized CBF for Multi-agent control [12]. But in [12], all agents are of the same type and running the same simple reach-avoid controller, in an extremely simple environmental setup without real-world considerations. Instead, our learned simulation model needs to handle real-world traffic scenarios and other users on the road, including other types of agents and agents that are non-reactive but only follow some pre-defined trajectories. Moreover, our controllers are also constructed in a hierarchical way for handling complex tasks.

III. PRELIMINARIES AND PROBLEM STATEMENT

We model the real-world traffic scenes as a heterogeneous multi-agent system in a specific scenario, where road participants (aka agents) choose their actions depending on their states and observations and follow some dynamics to move forward. A scenario defines what the road participants expect to observe. Formally,

Definition 1. A heterogeneous multi-agent system in a scenario is defined as a tuple \( M = (A_1, A_2, ..., A_N, S) \), where

1) Each agent \( A_i = (X_i, U_i, f_i, Z_i) \) is defined by its state space \( X_i \subseteq \mathbb{R}^n \) (e.g. pose, velocity), input space \( U_i \subseteq \mathbb{R}^m \) (e.g. acceleration, and angular velocity), dynamic function \( f_i : X_i \times U_i \rightarrow X_i \), and observation space \( Z_i \subseteq \mathbb{R}^d \). Moreover,

- The semantics of agent dynamics are defined by trajectories, which describe the evolution of states over time. Given an input trajectory \( u_i : [0, \infty) \rightarrow U_i \), the state trajectory \( x_i : [0, \infty) \rightarrow X_i \) follows a differential equation:

\[
\dot{x}_i(t) = f_i(x_i(t), u_i(t))
\] (1)

- At any time \( t \), each agent \( i \) can obtain a local observation \( z_i(t) \in Z_i \subseteq \mathbb{R}^d \), which contains sensing information of its surroundings such as close-by neighbors’ position, lane markers, and static obstacles.

- The agents are reactive as the control policies \( u \) will be functions of the observations, which indicates that the agents react to the environmental changes.

2) A scenario \( S \) is defined as a set of possible values for the (state, observation) pairs of all agents: \( S = \{S_i \subseteq X_i \times Z_i\}_{i=1}^N \), such that for each agent \( i \), the pair \((x_i, z_i)\) has to be contained in \( S_i \).

We introduce the notion of scenarios because the possible values for the (state,observation) pairs vary significantly in different traffic scenes. For example, the possible observations of cars on the highway (which do not contain pedestrians or cyclists) are different from driving across the intersections (which do not contain high-speed cars). As we will see later in the experiment section, each dataset can be seen as a collection of samples from a specific scenario.

Agents sharing the same dynamics \( f_i \) and same structure of observations \( z_i \) are called the same type of agents. For example, cars driving on the high-way can observe the leading and following cars in the same and neighboring lanes, and pedestrians at intersections can observe other pedestrians and cars that are not blocked by other agents. In this paper, we will develop a same control policy and safety certificate for the same type of agents. In what follows, we define the concept of safety for a multi-agent system in a given scenario, and how to enforce safety using decentralized barrier certificates.

The safety for the road participants means collision-free, staying with the lane, etc. As we are working on a heterogeneous system, the measurements for the safety are different among agents. Therefore, we use functions \( \mu_i : S_i \rightarrow \mathbb{R} \) to describe the safety. That is, the \( i \)-th agent is safe if \( \mu_i(x_i, z_i) \leq 0 \), otherwise the agent is dangerous (or unsafe).

The explicit form of \( \mu_i \) could be varied for different types of agents: for example, the safety for pedestrians in crowds...
might be tested by the Euclidean distance measure from their locations (encoded in \( x_i \)) to their neighbors (encoded in \( z_i \)), and \( \mu_i \) can be constructed as a predefined safety threshold minus this Euclidean distance. Whereas the safety checking for vehicles at intersections or roundabouts might require much more complicated functions, such as detecting the overlay of the vehicles’ contours from the bird-eye-view. Fixing a control policy, the multi-agent system is safe if all of the agents in the system are safe in the given scenario:

\[
\mathcal{M} \text{ is safe } \iff \max_{i=1,...,N} (\mu_i(x_i, z_i)) \leq 0
\]  

(2)

Control barrier functions (CBF) [10], [11] are a control theoretical tool to find a safe controller and enforce the states of dynamic systems to stay within the safe set (in a forward invariant sense). Recently decentralized CBF [12], [34] are proposed to give decentralized controllers that can guarantee the safety of multi-agent systems. In this paper, we follow this idea and propose decentralized CBF for our multi-agent system in traffic scenes as defined in Definition 1.

**Proposition 1.** Given a multi-agent system in a scenario \( \mathcal{M} = (\mathcal{A}_1, \mathcal{A}_2, ..., \mathcal{A}_N, \mathcal{S}) \) as in Definition 1 if a function \( h_i : \mathcal{S}_i \rightarrow \mathcal{R} \) which has the time derivative almost everywhere (denote as a.e. \( t \in [0, \infty) \)) and satisfies the following CBF conditions when the time derivative exists:

\[
\begin{align*}
&h_i(x_i, z_i) \geq 0, \forall (x_i, z_i) \in X_{i,s} \\
&h_i(x_i, z_i) < 0, \forall (x_i, z_i) \in X_{i,d} \\
&h_i(x_i, z_i) + \alpha(h_i(x_i, z_i)) \geq 0, \forall (x_i, z_i) \in X_{i,+}
\end{align*}
\]  

(3)

where \( X_{i,s} = \{(x_i, z_i) \in \mathcal{S}_i \mid \mu_i(x_i, z_i) < 0\} \) is the safe set for agent \( i \), \( X_{i,d} = \{(x_i, z_i) \in \mathcal{S}_i \mid \mu_i(x_i, z_i) \geq 0\} \) is the unsafe set for agent \( i \), \( X_{i,+} = \{(x_i, z_i) \mid h(x_i, z_i) \geq 0\} \), \( \alpha \) is an extended class-\( \mathcal{K} \) function which is defined as a strictly increasing continuous function \( \alpha : (-b, a) \rightarrow (-\infty, \infty) \) for some \( a, b > 0 \) and \( \alpha(0) = 0 \), then we call \( h_i \) a valid CBF for the scenario \( \mathcal{S} \), and the safety of this multi-agent system is guaranteed as long as the initial state and observation pairs are in the safe set.

**Proof.** The proof for Proposition 1 follows a standard procedure of proving safety by CBFs. We first prove the agent’s safety guarantee, and then prove the guarantee for the system’s safety.

1. If the initial state and observation pair \((x_i(0), z_i(0))\) is in the safe set \( X_{i,s} \), we prove that \((x_i(t), z_i(t))\) will never enter the dangerous set \( X_{i,d} \), thus ensures the agent’s safety.

Since \((x_i(0), z_i(0)) \in X_{i,s} \), we have \( h_i(x_i(0), z_i(0)) \geq 0 \). Let \( y_i(t) = -\alpha(y_i(t)) \) and \( y_i(0) = h_i(x_i(0), z_i(0)) \). Because an extended class-\( \mathcal{K} \) function \( \alpha \) is local Lip-schitz, solutions \( y_i(t) \) exist and are unique, and according to [35, Lemma 4.4], the solution is: \( y_i(t) = \sigma(y_i(0), t) \) where \( \sigma \) is a class-\( \mathcal{KL} \) function. Now since \( h_i(x_i(t), z_i(t)) \geq -\alpha(h_i(x_i(t), z_i(t))) \), a.e. \( t \in [0, \infty) \), we have \( h_i(x_i(t), z_i(t)) \geq y_i(t), \forall t \in [0, \infty) \) by [36, Theorem 1.10.2]. Thus \( h_i(x_i(t), z_i(t)) \geq \sigma(y_i(0), t) = \sigma(h_i(0), t) \geq 0, \forall t \in [0, \infty) \). So we have \((x_i(t), z_i(t)) \notin X_{i,d}, \forall t > 0 \).

2. Now if every agent in the system has the safety guarantee, from the definition in [2], we can show that the safety of this system is guaranteed under scenario \( \mathcal{S} \).

Notice that the decentralized CBF in Proposition 1 is only defined on the given scenario \( \mathcal{S} \). This is because handcrafting a CBF for a complex heterogeneous multi-agent system is impossible, while learning a single valid CBF for all possible scenarios is extremely difficult. The latter requires the CBF to be powerful and expressive enough to handle any traffic condition and therefore hard (if not impossible) to learn. In this paper, we take a middle-ground and only require the agents to learn CBFs that are valid for each scenario and therefore guarantee the safety only for the specific scenario.

IV. BUILD SAFE AND REACTIVE ROAD PARTICIPANTS MODELS LEARNING NEURAL CBF.

Given the multi-agent system as in Definition 1 and guided by the Proposition 1, we propose a decentralized learnable framework to construct autonomous reactive agents with safety as the primary objective. As shown in Fig 1, for each type of agents under the shared simulation environment, we use a hierarchical control framework that contains a high-level decision/controller, a set of reference controllers, a CBF network (served as \( h_i \) in (3)) and a CBF-guided controller. The high-level controller is pre-trained offline using expert trajectories to capture high-level decisions made by humans that have been hard to define in CBF (e.g. when to switch lanes). Then during training in the simulation, the CBF network and CBF controller jointly learn to satisfy the CBF conditions in (5). At the inference stage, the high-level controller selects a reference controller for different purposes (e.g. staying at the center of the lane, reaching destination, etc.), and the CBF controller rectifies the reference control command to ensure system’s safety while avoids diverging too much from the agents original purposes, hence being realistic. Detailed implementations and training procedures will be presented in the rest of this section.
A. Reference controllers and high-level controllers

CBF only enforces safety and therefore could lead to overly safe actions. For example, agents using only CBF-based control could choose driving off the road to stay far from others. Therefore, we need a reference controller to serve the original purposes of the agents. We adopt linear quadratic regulator (LQR) as the reference control in our experiments, but it can be any other forms. Moreover, some high-level decisions are intentions of humans and thus better to be learned from data. For example, whether to switch a lane on the highway given the current traffic condition. Therefore, we further construct a high-level controller for scenarios that would need such a high-level decision for intentions. Here the high-level controller \( Q_i : X_i \times Z_i \rightarrow \mathbb{N}_i \) returns a discrete value that represents the behavior pattern or decision, based on which the corresponding reference controller \( \text{LQR}_{i,k} : X_i \rightarrow U_i \) is chosen. Finally, the CBF controller \( \pi_{i,0}(x_i, z_i) \) learns to rectify the reference control commands to maintain system’s safety. The overall control input for the agent thus can be written as:

\[
u_i(x_i, z_i) = \sum_{k \in \mathbb{N}_i} \mathbb{I}(Q_i(x_i, z_i) = k) \cdot \text{LQR}_{i,k}(x_i) + \pi_{i,0}(x_i, z_i)
\]

B. Agent safety checking decomposition and vectorized CBF

Ideally, if a learnable barrier certificate together with a learnable controller can satisfy the conditions in \( \mathbb{I} \) for a system \( \mathcal{M} \), a scenario \( \mathcal{S} \) and sets \( X_{i,s}, X_{i,d} \), then the safety of \( \mathcal{M} \) can be fulfilled. However, in application the observation \( z_i \) often lies in a high dimension space, leading learning barrier certificates from data a challenging problem.

Notice that checking the agent safety in the system normally can be further decomposed to pairwise checkings between the agent and each of its neighbors or static obstacles [34]. For example, in a crowd scenario, a pedestrian is safe if it doesn’t collide with any of its neighbors or static facilities. The pairwise checking with neighbors will render more information (labels) than just checking the agent safety in the learning process. Inspired by this, we propose a method to efficiently solve this by using a vectorized version of CBF, which (if learned correctly) can still guarantee system’s safety.

For each agent, we assume the observation \( z_i \) can be decomposed to the instance-specific observations with respect to its neighboring agents and other static obstacles, i.e. \( z_i = (\tilde{z}_{i,1}, \ldots, \tilde{z}_{i,N_i}), \) where \( \tilde{z}_{i,k} \in \tilde{Z}_{i,k} \) and \( N_i \) denotes the maximum number of instances the \( i \)-th agent can perceive from its local observation at one time. The safety for an agent-neighbor pair is measured by the agent’s state and its instance-specific observation: \( \tilde{H}_{i,k} : X_i \times \tilde{Z}_{i,k} \rightarrow \mathbb{R} \).

The \( i \)-th agent with its \( k \)-th neighbor is in safe state \( \tilde{X}_{i,k,s} \) if \( \tilde{H}_{i,k}(x_i, \tilde{z}_{i,k}) \leq 0 \), otherwise is in danger \( \tilde{X}_{i,k,d} \).

We denote function \( H_i : X_i \times Z_i \rightarrow \mathbb{R}^{N_i} \) in the form of \( H_i(x_i, z_i) = [H_{i,1}(x_i, \tilde{z}_{i,1}), \ldots, H_{i,N_i}(x_i, \tilde{z}_{i,N_i})]^{T} \). Now if \( \forall k, \tilde{H}_{i,k} \) satisfies the CBF condition defined in (3) under corresponding sets \( \tilde{X}_{i,k,s}, \tilde{X}_{i,k,d} \) and \( \tilde{X}_{i,k,+} = \{(x_i, \tilde{z}_{i,k}) | \tilde{H}_{i,k}(x_i, \tilde{z}_{i,k}) \geq 0 \} \), then we can construct \( h_i = \min_{\tilde{H}_{i,k}}(\tilde{H}_{i,k}), \) which will satisfy the CBF conditions defined in (4) on \( X_{i,s} \) and \( X_{i,d} \). This can be proved using the Proposition 5 from [37] which discusses the sufficient conditions to construct a valid barrier function via min/max operations on top of component barrier functions.

Thus we can decompose agent’s observation to instance-specific observations, and learn a collections of “smaller” CBF to guarantee the system safety. In this way, the dimension for the input space for each CBF is greatly reduced and therefore easier to be learned. In addition, for the same type of neighbor agents, this method will provide \( (K_{i,j} - 1) \) more training samples to the corresponding CBF network, where \( K_{i,j} \) is the average number of \( j \)-th type of neighbor agents that can be observed by the \( i \)-th agent in the scenario, hence greatly accelerates the learning process.

C. Neural network implementations

In this paper, the high-level controller, the barrier certificate \( h_i \) and the CBF controller \( \pi_{i,0} \) are constructed as neural networks (NN). The high-level policy is a Gated Recurrent Network which takes the agent’s state and observation as inputs, and outputs discrete high-level decisions. As for the CBF controller, inspired by [12], we use a PointNet [38] structured network to ensure the NN is permutation and length invariant to inputs, and outputs the control signal \( \pi_{i,0}(x_i(t), z_i(t)) \). The CBF network is a multilayer perceptron, which takes the agent’s state and observation \( (x_i, z_i) \) as input and outputs a vector representing the neighbor-wise CBF value: \( H_i(x_i, z_i) \in \mathbb{R}^{N_i} \) as discussed in Section 4-B.

We first train the high-level controller from a collection of expert trajectories with manually labelled high-level decisions. During the training phase in simulation, agents controlled by \( \pi \) will sample trajectory data containing agent’s state, observation and action from each time step. To optimize the CBF networks \( H_i \) and the controllers \( \pi_{i,0} \) for satisfying the CBF conditions defined in (4) on those sampled trajectories, we introduce the following loss function:

\[
L_{\text{CBF}} = L_1 + L_2 + L_3
\]

where:

\[
\begin{align*}
L_1 &= \sum_{(x_i, \tilde{z}_{i,k}) \in \tilde{X}_{i,k,s}} \text{ReLU}(\eta - \tilde{H}_{i,k}(x_i, \tilde{z}_{i,k})) \\
L_2 &= \sum_{(x_i, \tilde{z}_{i,k}) \in \tilde{X}_{i,k,d}} \text{ReLU}(\eta + \tilde{H}_{i,k}(x_i, \tilde{z}_{i,k})) \\
L_3 &= \sum_{(x_i, \tilde{z}_{i,k}) \in \tilde{X}_{i,k,s}} \text{ReLU}(\eta - \nabla x_i \cdot \tilde{H}_{i,k} \cdot \tilde{z}_{i,k} - \alpha(\tilde{H}_{i,k})) \quad \text{and} \quad L_3 = \sum_{(x_i, \tilde{z}_{i,k}) \in \tilde{X}_{i,k,d}} \text{ReLU}(\eta - \nabla x_i \cdot \tilde{H}_{i,k} \cdot \tilde{z}_{i,k} + \alpha(\tilde{H}_{i,k}))
\end{align*}
\]

here \( \text{ReLU}(x) \) stands for the function \( \max(x, 0) \), and \( \eta \) is a margin to enforce training stability. \( L_1 \) and \( L_2 \) guide the neural barrier certificates \( \tilde{H}_{i,k} \) to correctly distinguish samples \( (x_i, \tilde{z}_{i,k}) \) from the safe and dangerous sets \( \tilde{X}_{i,k,s}, \tilde{X}_{i,k,d} \) respectively, and \( L_3 \) leads the controller and neural barrier certificates to satisfy the derivative condition \( \tilde{H}_{i,k} + \alpha(\tilde{H}_{i,k}) \geq 0 \). Due to the difficulties of directly computing
For HighD, RounD, SDD and VCI-DUT, numerical differentiation defines a regularization term:

\[ \nabla z_{i,k} \hat{H}_{i,k} \cdot \dot{z}_{i,k} \]

To avoid the CBF controller deviating too far from a normal behavior characterized by the reference controllers, we define a regularization term: \( L = \sum_{(x_i, z_i) \in X_{i,s}} |\nabla \hat{H}_{i,k}(x_i, z_i)|^2 \)

to penalize for the large output values of the controller when the sample \((x_i, z_i)\) is in the safe set \( X_{i,s} \). Thus the total objective function becomes: \( L = L_{CBF} + \beta \cdot L_r \), where \( \beta \) balances the weights between system’s safety and other agent purposes, and is set to 0.1 in our experiments.

To illustrate what can be learned using the above framework, we demonstrate contour plots of the learned CBF value in two scenarios (VCI-DUT and RounD datasets, to be discussed in detail in Section V) for pedestrians and cars respectively. As shown in Fig. the contour plots show the value of a new agent’s CBF for each location as if that agent were assigned to be in the scene. We see that under both scenarios, our CBF network outputs negative value when the location is close to other road participants (which is dangerous), and shows positive value at places far away from other agents (safe). Therefore our learned agents will prefer to go to locations that are “bluer”.

V. SIMULATION MODELS FOR REAL-WORLD SCENARIOS

We demonstrate the performance of our approach in various simulations as shown in Fig. Comparing to other baselines, our method achieves the lowest collision rate and RMSE, being 50X faster in terms of execution time than model-based approach like MPC, and can generalize and react reasonably to unseen conditions to help solve challenging planning problems.

A. Implementation details, baseline and metrics

Agent types and dynamics: We categorize all agents into three major types: vehicles, cyclists and pedestrians. For vehicle-type and cyclist-type agents, we adopt a unicycle model with different constraints, whereas a double integrator model is used for pedestrian-type agents. An agent can only obtain observations within 30 meters of its surroundings.

Safety measures: The pair-wise safety measure function between vehicles is defined as the area of intersection between the vehicles’ contours from the bird-eye-view. The pair-wise safety measure function among all other combinations of agent types is defined as: \( r_1 + r_2 - d \) where \( r_1, r_2 \) are the radius for the minimum cover circle of the agents’ contours, and \( d \) is the Euclidean distance between two agents.

Reference / high-level controllers: LQR is used to give the reference control policy for the following purposes: 1) For SDD and VCI-DUT (pedestrian, cyclists and vehicles in free space/campus), LQR is designed for reaching the destination. 2) For RounD (vehicles at roundabouts), LQR is used on vehicles to keep tracking on the pre-defined road points to enter/exit and drive in the roundabout. 3) For HighD and NGSIM (vehicles on highways), LQR is designed for lane-keeping or lane-switching to the adjacent lane. High-level controllers are only used on HighD and NGSIM, where we learn from data when to switch the lane. This is because there could exist a safe controller no matter whether the vehicle switches the lane or keeps in the current lane. The lane-switch decision learned from data can better capture the intention of human drivers. For other datasets, the pedestrians and cyclists just move towards their pre-defined destinations.

Training and testing: In each simulation run, we control 10~100 agents in the scene for 5~20 seconds (equivalent to 50 to 200 time steps), and let the rest agents in the scenario follow the expert trajectories. Training on a subset of one scenario for our approach takes 1~3 hours on an RTX 2080 Ti graphics card. During testing, we start from a different split of the dataset in the same scenario, perform 100 testing runs and average the metrics discussed below. For NGSIM, we follow the same testing configurations reported in [19].

Baseline approaches. For HighD, RounD, SDD and VCI-DUT datasets, we compare our approach with behavioral cloning (BC) [5], PS-GAIL [19] and MPC [39]. On the NGSIM dataset, we compare with the results of PS-GAIL [19] and RAIL [8] reported in their paper. We do not report the results of RAIL [8] on the other datasets as it is too sensitive to the handcrafted rewards. Details of the implementation of these baseline methods are as follows:

Behavioral cloning is trained on the “state-observation, action” pairs from the expert trajectories using L2 loss (comparing to the ground-truth control signals) until con-
We compute the following measurements for safety normalized under each dataset by the highest RMSE from all VCI-DUT, we present the relative RMSE which is further shown in expert trajectories. For HighD, RounD, SDD and error of the position comparing to the ground-truth position demonstrations. This is computed by the root mean square error of the position comparing to the ground-truth position shown in expert trajectories. For HighD, RounD, SDD and VCI-DUT, we present the relative RMSE which is further normalized under each dataset by the highest RMSE from all approaches. **Driving related metrics:** For NGSIM, we also report other metrics related to driver behaviors on highways, such as off-road rates, hard-brake rates and average lane changes per agent as discussed in PS-GAIL and RAIL.

**B. Main results**

**Results on HighD, RounD, SDD and VCI-DUT:** Fig. 4 shows the collision rate and RMSE comparison with BC, PS-GAIL, and MPC. Our approach can achieve 53.8% ~ 97.7% reduction in collision rates across all datasets. We can see that model-free methods (PS-GAIL and BC) only get similar collision rates as MPC under simple scenarios such as HighD (where agents mostly move along the same direction with constant speeds) and SDD (large free space with low-speed pedestrians and cyclists). Though MPC is quite competitive as it directly optimizes under collision-avoidance constraints, it needs to solve an online optimization problem with complex constraints for each agent. For each simulation step, it takes 0.5 second for the MPC solver (therefore cannot really be used online), whereas our approach only needs 0.01 second, being 50X faster. Note that our approach still could not achieve zero collisions, which is probably caused by: 1) noisy measurements from the expert trajectories (especially, SDD is a very noisy dataset and therefore our method has a higher collision rate on SDD than other scenarios) 2) the learned CBF is only valid on training samples, and there is a distribution shift between the training and testing data.

Surprisingly, our approach can also achieve much lower RMSE comparing to imitation learning. This implies that fixing the initial and destination, by moving safely we get simulation models that are even closer to human behaviors. Of course the high-level decision contributes to reducing RMSEs. Again only on the HighD dataset can IL methods achieve a smaller RMSE, which shows their limitations for handling complex scenarios. Using the same high-level policy and reference controllers, we can also have smaller RMSE than the model-based approach MPC. This presents the great potential of combining model-based approaches and learning frameworks, which can produce both safer and more realistic models for human road users.

**Results on NGSIM and HighD:** We first test our approach for NGSIM and HighD datasets under low density traffic (20 agents, no non-reactive agents, 5 seconds) as what was used in [41]. We compare with IDM [41], PS-GAIL [19], and the same pre-trained high-level controller and reference controllers are used. We use Casadi [40] for MPC solving, with a goal-reaching cost and collision-avoidance constraints. The constraints are relaxed by slack variables to ensure the feasibility of the problem. The MPC results reported are fine-tuned results. **RAIL** employs a handcrafted augmented reward in imitation learning, and provides the best results on collision rate, off-road duration and hard brake rate on the NGSIM dataset in published literature. We use the original implementation of RAIL provided by the authors. Lastly, we compare with a state-of-the-art (non-learning) calibration methods **IDMθ** [41] on NGSIM and HighD. Again the IDMθ models in [41] could only work for highway car-following cases so we do not compare it with on other datasets.

![Fig. 4: Results on HighD, RounD, SDD and VCI-DUT.](image)

(a) Collision rate. (Lower is better) (b) Relative RMSE comparing to expert policy. (Lower is better)
Rates are updated using our new calculation method. Supported by the statistics shown in [43, Figure 3.2], RAIL’s lane changing is the 20-second-simulation divided by the total number of agents, which is different than in [8]. We believe our calculation is more accurate, as supported by the statistics shown in [43, Figure 3.2]. RAIL’s lane changing rates are updated using our new calculation method.

| Metrics | Dataset | Ours | IDM₀[41] | IDM[42] | GAIL[19] |
|---------|---------|------|----------|---------|----------|
| Position NGSIM | 2.56 ± 0.65 5.90 ± 1.98 27.78 ± 5.40 10.32 ± 3.73 |
| RMSE NGSIM | 1.49 ± 0.61 8.02 ± 3.34 18.30 ± 9.03 13.63 ± 3.92 |
| Velocity NGSIM | 1.37 ± 0.45 2.12 ± 0.79 10.72 ± 2.36 3.52 ± 1.28 |
| RMSE NGSIM | 0.82 ± 0.50 2.14 ± 0.65 4.59 ± 2.46 2.94 ± 0.93 |
| Number of collisions NGSIM | 0 ± 0 0 ± 0 0 ± 0 53 ± 11 |
| Number of collisions HighD | 0 ± 0 0 ± 0 0 ± 0 15 ± 4 |

TABLE I: Results on NGSIM and HighD under low-density scenarios (20 agents, 5 seconds).

and a classical car-following model IDM [42]. As shown in Table 1 without any calibration, our approach can achieve zero collision rates on both datasets and obtains the lowest RMSE in position and velocity, which shows the power of our learned CBF in terms of providing safety guarantees. For challenging dense traffic cases in NGSIM (100 agents together with around 70 other non-reactive agents following expert trajectories, 20 seconds), we further compare with PS-GAIL [19] and RAIL [8] as shown in Fig. 5. We also put the “expert policy” in the figure for reference. Here “RAIL-Binary” adopted a binary augmented reward, whereas “RAIL-Smooth” introduced a continuous reward. With similar lane changing rate, our collision rate is almost 1/10 to the “RAIL-Smooth”. Our method also achieves a lower off-road duration. Comparing to RAIL, our approach does result in a slightly higher hard brake rate, which might due to the collision-avoidance intention in our CBF controller. Our RMSE is similar to RAIL and thus is not reported here.

To show the generalizability of our approach, we train the vehicle in NGSIM using only 20 agents then test on an increasing number of agents from 10 to 100. Our learned model can adapt to different traffic density and maintain a similar level of collision rates as shown in Fig 5 (b). As a comparison, RAIL is trained using 100 agents but behaves poorly when the density changes. When the density is low (N ≤ 40), the collision rate for RAIL goes even higher.

Fig. 5: Comparisons on the NGSIM dataset.

To demonstrate the use of reactive and safe agents we have learned, we design a challenging planning task for a vehicle to drive through a crowded street, where the scene is taken from VCI-DUT. We consider three different pedestrian models: 1) agents that follow fixed expert trajectories 2) agents built using PS-GAIL and 3) our learned reactive agents. We use the same MPC controller for the car to drive through the crowd while enforcing safe distances to pedestrians. As shown in Fig 6, when interacting with our learned reactive agents, the MPC-controlled car can successfully travel through the crowd safely, as our learned agents use a neural-CBF to produce safe reactions and therefore make a path for the car. Whereas in other cases the car is frozen and even goes backward as the pedestrians are not reacting to make a way for the car. This shows safety-guided reactive agents can help solve some of the conservative issues in the developing self-driving algorithms.

Fig. 6: Simulations for a vehicle attempting to drive through a crowd with different pedestrian models.

VI. CONCLUSION

In this paper we proposed a way to generate reactive and safe road participants for traffic simulation. We start from a safety-guided learning approach, achieve the best performance among several real world traffic datasets and show the advantage of reactive agents in planning. Future work includes: 1) combine our CBF framework with imitation learning to further guide agents to behave like human and 2) integrate our models in more mature simulators like CARLA.
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