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Abstract
The full random-effects model (FREM) is a method for determining covariate effects in mixed-effects models. Covariates are modeled as random variables, described by mean and variance. The method captures the covariate effects in estimated covariances between individual parameters and covariates. This approach is robust against issues that may cause reduced performance in methods based on estimating fixed effects (e.g., correlated covariates where the effects cannot be simultaneously identified in fixed-effects methods). FREM covariate parameterization and transformation of covariate data records can be used to alter the covariate-parameter relation. Four relations (linear, log-linear, exponential, and power) were implemented and shown to provide estimates equivalent to their fixed-effects counterparts. Comparisons between FREM and mathematically equivalent full fixed-effects models (FFEMs) were performed in original and simulated data, in the presence and absence of non-normally distributed and highly correlated covariates. These comparisons show that both FREM and FFEM perform well in the examined cases, with a slightly better estimation accuracy of parameter interindividual variability (IIV) in FREM. In addition, FREM offers the unique advantage of letting a single estimation simultaneously provide covariate effect coefficient estimates and IIV estimates for any subset of the examined covariates, including the effect of each covariate in isolation. Such subsets can be used to apply the model across data sources with different sets of available covariates, or to communicate covariate effects in a way that is not conditional on other covariates.

Study Highlights
WHAT IS THE CURRENT KNOWLEDGE ON THE TOPIC?
Most existing methods for covariate modeling estimate fixed effects in full model approaches or stepwise model building. The performance of these methods is well-documented, but they also have well-known downsides, such as issues with correlated covariates and potential multiple-testing problems. Their
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INTRODUCTION

Covariate modeling is an integral part of pharmacometrics, where understanding the observed interindividual variability (IIV) is central. The inclusion of subject-specific predictors on model parameters can explain this variability by attributing it to individual features, and can thereby improve model predictions. This can in turn enable inference within and between populations, and enhance the ability of model-informed analyses to answer scientific and clinical questions.

Covariate models can be built by adding fixed-effects parameter-covariate relations step-by-step to gradually explain portions of the IIV with covariate effects. The parameter IIV without any covariate effects represents the total IIV parameter variability (TPV), and each included covariate-parameter relation explains a portion of this variability, leaving a gradually altered unexplained IIV parameter variability (UPV). Stepwise selection of the best covariate model from multiple competitors, according to likelihood-ratio tests, has been automated in stepwise covariate modeling. Although this approach can be successful, stepwise selection processes have a multiple testing problem, and may overestimate covariate effects due to selection bias and inflated type-I error, problems that are exacerbated if correlated covariates are considered. Imposing stringent selection criteria ($\alpha < 0.05$) reduces the risk of type-I error, but does so at the cost of reduced power.

The full covariate model has been suggested as an alternative to stepwise procedures (Gastonguay; A full model estimation approach for covariate effects: Inference based on clinical importance and estimation precision, 2004). In this approach, which we will refer to as the full fixed-effects model (FFEM), a set of noncorrelated covariates is identified prior to model evaluation. That full set is then implemented with simultaneously estimated fixed-effect coefficients for each covariate-parameter relation, thus avoiding the multiple testing problem. If a more parsimonious model is desired from the FFEM, e.g., for prediction, then stepwise backward elimination can be performed based on statistical and clinical significance, although this may curtail the benefits of the full model approach. Alternatively, the model can be reduced by simultaneously removing all relations with effect coefficients below a certain threshold, which better maintains the advantages of the full model approach but does not account for correlations that may hide a larger compound effect of the removed relations.

The full random-effects model (FREM) originally proposed by Karlsson also makes use of a predefined set of covariates in a full model. However, instead of capturing covariate effects in fixed-effect coefficients, FREMs takes each covariate as observations of individual deviations from a population value. It estimates a full IIV random effect covariance matrix that contains parameter IIV, covariate IIV, and the covariances between the two. The covariate effects are captured in the covariances between covariate IIV and parameter IIV. Unlike FFEM, this implementation of covariate effects does not rely on estimating multiple fixed effects on the same parameter and can therefore include correlated covariates in the analysis. There are several successful applications of FREM in literature and a description of the handling of missing covariate data using FREM, but an introduction to the method has been lacking.

An FREM model estimates the TPV and the covariate IIV, and the estimates cannot be immediately interpreted in the same way as FFEM estimates. To aid in interpreting
the results, coefficients and UPV IIV variances that are equivalent to those from a corresponding FFEM can be calculated from the FREM matrix. Although this involves an extra step compared to FFEMs, it also offers a lot of flexibility because the user can choose what covariates to include at that stage. The coefficients and parameter IIV for any covariate subset can be calculated from that same estimation of the full FREM matrix, from the full set down to the univariate coefficients, the isolated impact of each covariate. By contrast, any interpretation of the FFEM is restricted to that exact model. Each additional model must be estimated separately, which can be time-consuming, and can lead back to multiple testing issues if the models are compared statistically. The FREM is mathematically equivalent to the FFEM for a wide range of covariates and parameter-covariate relations, but challenges remain in handling time-variations, nonlinearities, and covariates with multinomial distributions.

This work seeks to provide the definition and practical demonstration of the FREM method that has been missing in literature. We will describe the FREM approach in further detail and compare its performance to FFEM in real and simulated data. We will specifically examine estimation accuracy in the presence and absence of highly correlated covariates. Because of how FREM represents covariates using normal distribution means and variances, we will also investigate the impact of including non-normally distributed covariates and explore how some common parameter-covariate relation parameterizations can be implemented in FREM.

**METHODS**

**FREM introduction**

Consider an FFEM example model that expresses some quantity $y$ for observation $j$ in individual $i$ as a function of two parameters ($P_1, P_2$), time $(t)$, and residual error $(\epsilon)$,

$$y_{ij} = P_{1,i}t_j + P_{2,i} + \epsilon_{ij}, \quad \epsilon_{ij} \sim N(0, \sigma^2)$$  

with IIV and linear relationships with two covariates ($C_1, C_2$) on both parameters,

$$P_{1,i} = \theta_{P_1} + \beta_{C_1P_1} (C_{1,i} - \overline{C}_1) + \beta_{C_2P_1} (C_{2,i} - \overline{C}_2) + \eta'_{P_1,i}$$  

$$P_{2,i} = \theta_{P_2} + \beta_{C_1P_2} (C_{1,i} - \overline{C}_1) + \beta_{C_2P_2} (C_{2,i} - \overline{C}_2) + \eta'_{P_2,i}$$

where $\eta_{C,i}$ is the individual deviation from the covariate population value $\theta_C$ (here $\theta_C = \overline{C}$), and $\eta_{P,i}$ is the IIV random effect for the TPV (total parameter variability including IIV explained by covariates) of parameter $P$.

For the purposes of this work, we assume a single error-free observation of each covariate for each individual, and use normally distributed random effects to capture properties of the covariate distribution. It is expected that when covariate observations are error-free, the calculation of means, variances, and covariances, which is the aim of the estimation, is independent of the actual covariate distribution. Because of this, FREM can be used for covariates of any underlying distribution.

The FREM approach captures covariate-parameter relations in the full IIV covariance matrix $\Omega_{\text{FREM}}$, which consists of the IIV random effect covariance matrices for parameters ($\Omega_{\text{par}}$), covariates ($\Omega_{\text{cov}}$), and the covariances between parameter random effects and covariate random effects ($\Omega_{\text{par,cov}}$), (i.e., for this example):

$$\Omega_{\text{FREM}} = \begin{pmatrix} \Omega_{\text{par}} & \Omega_{\text{par,cov}} \\ \Omega_{\text{par,cov}} & \Omega_{\text{cov}} \end{pmatrix} = \begin{pmatrix} \alpha_{P_1} & \alpha_{P_2} & \alpha_{C_1P_1} & \alpha_{C_2P_1} \\ \alpha_{P_2} & \alpha_{P_1} & \alpha_{C_1P_2} & \alpha_{C_2P_2} \\ \alpha_{C_1P_1} & \alpha_{C_1P_2} & \alpha_{C_1C_1} \\ \alpha_{C_2P_1} & \alpha_{C_2P_2} & \alpha_{C_1C_2} & \alpha_{C_2C_2} \end{pmatrix}$$  

where $\theta_p$ is the population value for parameter $P$, $\beta_{C_p}$ is the coefficient for the effect of covariate $C$ on parameter $P$, $\overline{C}$ is the population mean of covariate $C$, and $\alpha_{P,C}$ is the UPV random effect for the UPV (unexplained parameter variability after covariate inclusion) on parameter $P$, and $\Omega_{\text{par}}$ is the UPV random effect covariance matrix. Note that two fixed-effect coefficients on the same parameter will not be independently identifiable if the two covariates are highly correlated.
From this matrix, we can calculate the covariate-parameter relation coefficients and UPV for any combination of included covariates (i.e., the parameter distributions conditional on any subset of covariates). In the present example, the coefficients, conditional on \(C_1\) and \(C_2\), are available as the matrix \(B\):

\[
B = \begin{pmatrix} \beta_{C_1P_1} & \beta_{C_2P_1} \\ \beta_{C_1P_2} & \beta_{C_2P_2} \end{pmatrix} = \Omega_{\text{par,cov}}^{-1} \Omega_{\text{cov}}^{-1}
\]

(10)

For the simplest case where the effect of one covariate is considered in isolation, the coefficients are calculated from FREM results as the ratios of the parameter-covariate covariances and the variance of the covariate, i.e., conditional on \(C_1\):

\[
\beta_{C_1P_1} = \frac{\omega_{C_1P_1}}{\omega_{C_1}^2}, \quad \beta_{C_1P_2} = \frac{\omega_{C_1P_2}}{\omega_{C_1}^2}
\]

(11)

These are the univariate coefficients that capture the effects of a single covariate without the influence of any other. The corresponding UPV, conditional on only \(C_1\), can be similarly calculated:

\[
\omega_{P_1}^2 = \frac{\omega_{P_1}^2}{\beta_{C_1P_1}^2}, \quad \omega_{P_2}^2 = \frac{\omega_{P_2}^2}{\beta_{C_1P_2}^2}
\]

(12)

For a more in-depth description of conditional coefficients, see Supplementary Material SC.

The FREM in Equations 5–8 is equivalent to a linear covariate-parameter relation. Other FREMs that are equivalent to other fixed-effect covariate effect models can be formulated by altering the IIV parameterization in the FREM, by transforming the covariate observation data, or by a combination of the two. Four common covariate-parameter relations were implemented in this work and are shown in Table 1.

### Experiments

A previously developed model of circulating neutrophil counts after docetaxel treatment with original data from 601 patients\(^\text{14}\) was selected as a test case for investigating FREM and comparing it to FFEM. The model incorporated five compartments (3 transit compartments), additive and proportional residual error, and four structural parameters: neutrophil baseline (base), mean transit-time (MTT), slope of drug effect (slope), and feedback mechanism power (\(\gamma\)). To shorten runtimes \(\gamma\) was fixed to 0.154. The remaining three parameters were parameterized with exponentially distributed IIV.

Five covariates were available in the original data: age (years), sex (male or female), serum level of \(a_1\)-acid glycoprotein (AAG; g/L), performance status grade (perf; 0, 1, or 2), and prior chemotherapy (yes or no). Five patients had no performance status observations and were excluded from all experiments, leaving 596 patients with no missing covariate observations. All covariate correlations were low (<40%).

The FREM implementation considers only continuous and dichotomous covariates, and the trichotomous perf covariate was therefore dummy-coded\(^\text{15}\) according to Equation 13 into perf01 and perf12, for a total of six covariates.

\[
\begin{align*}
\text{perf01} & = \begin{cases} 1, \text{if perf} = 0 \\ 1, \text{if perf} = 1 \\ 0, \text{if perf} = 2 \end{cases} \\
\text{perf12} & = \begin{cases} 0, \text{if perf} = 0 \\ 1, \text{if perf} = 1 \\ 1, \text{if perf} = 2 \end{cases}
\end{align*}
\]

(13)

All simulations and estimations were performed using NONMEM\(^\text{16}\) with the stochastic simulation and estimation procedure from Perl-speaks-NONMEM.\(^\text{17}\) Importance

### Table 1

Equivalent FFEM and FREM parameterizations of four common continuous covariate-parameter relations

| Covariate-parameter relation | FFEM | FREM |
|-----------------------------|------|------|
| Linear                      | \(P_i = \theta_P + \beta_{CP} (C_i - \bar{C}) + \eta_P,\) | \(P_i = \theta_P + \eta_P,\) |
| Log-linear                  | \(P_i = \theta_P + \beta_{CP} (\ln C_i - \ln \bar{C}) + \eta_P,\) | \(P_i = \theta_P + \eta_P,\) |
| Exponential                 | \(P_i = \theta_P e^{\beta_{CP} (C_i - \bar{C}) + \eta_P},\) | \(P_i = \theta_P e^{\eta_P},\) |
| Power                       | \(P_i = \theta_P \left( \frac{C_i}{C_{\text{CM}}} \right)^{\beta_{CP} + \eta_P},\) | \(P_i = \theta_P e^{\eta_P},\) |

Abbreviations: \(\beta_{CP}\), covariate-parameter effect coefficient; \(C_{\text{CM}}\), covariate population geometric mean; \(C_i\), individual covariate value; \(\bar{C}\), population mean of covariate; FFEM, full fixed-effects model; FREM, full random-effects model; IIV, interindividual variability; \(\ln \bar{C}\), population mean of log-transformed covariate; \(\theta_P\), population parameter value; \(\eta_P\), individual deviation from population value via unexplained by covariates; \(\eta\), total individual deviation from population value; \(P_i\), individual parameter value.
sampling with mode a posteriori (IMPMAP) was the main estimation method. In order to estimate FREMs without residual error on the covariate model in NONMEM, an additive residual error with a very small, fixed variance was added to the covariate observation model (see Supplementary Material SA). Data analysis and transformations were performed in R\textsuperscript{18} with figures by ggplot\textsuperscript{19} and corrplot.\textsuperscript{20}

**Original data comparison to FFEM**

To demonstrate the FREM method, and its ability to produce coefficients and variability for any covariate subset from a single estimation, FREM coefficient values for the complete set of covariates and two covariate subsets were compared to the corresponding fixed-effects estimates. Three FFEMs were estimated with covariate effects on all estimated structural parameters, one including all six covariates, one including a three-covariate set (AAG, perf01, and perf12) and one including a single covariate (AAG). The conditional coefficients and UPV for the full set and the two subsets were calculated from a single FREM estimation including all six covariates (see Supplementary Material SA).

**Simulated data comparison to FFEM**

The consistency of FREM compared to FFEM was examined in a simulation experiment. An FFEM simulation model with 18 covariate-parameter relations (see Supplementary Material SB) was used to generate 150 datasets. The simulated datasets were then re-estimated using both FFEM and FREM (initialized similarly), and the covariate-parameter relation coefficients and UPV were compared with respect to accuracy and agreement between methods.

**High correlation**

To investigate FREM performance in the presence of highly correlated covariates, a simulation experiment was performed with AAG and a highly correlated derived binary covariate, AAG\textsubscript{hi}:

\[
AAG_{hi} = \begin{cases} 
0, & \text{if } AAG < 1.35 \\
1, & \text{if } AAG \geq 1.35
\end{cases}
\]  

(14)

The breakpoint (1.35) was chosen such that half of the individuals were assigned to each category, and resulted in 76\% correlation between AAG and AAG\textsubscript{hi}. An FFEM simulation model with six covariate-parameter relations, AAG and AAG\textsubscript{hi} on each of base, MTT, and slope (see Supplementary Material SB) was used to generate 228 datasets. Similarly initialized FREM and FFEM methods were then re-estimated on each dataset, and the covariate-parameter relation coefficients and UPV were compared.

**Parameterizations**

The four covariate-parameter relations defined in Table 1, linear, log-linear, exponential, and power, were applied to the two continuous covariates, age and AAG. Equivalent FREM and FFEM estimates of covariate-parameter effect coefficients and UPV were compared.

**Non-normal covariate distributions**

The robustness of the FREM approach when applied to covariates of non-normal distributions was tested by comparing estimates for original data and data with log-transformed observations of the two available continuous covariates, age and AAG. An FREM model with age and AAG, and log-normally distributed parameters, was estimated on the two datasets, and the estimates of covariate-parameter effect coefficients and UPV were compared.

**RESULTS**

**Original data comparison to FFEM**

The FREM and FFEM methods were successfully applied to the original data. The estimated FREM matrix is presented on correlation scale in Figure 1, together with a covariate correlation matrix from R for comparison.

Covariate-parameter relation coefficients and UPV covariance matrices for all three scenarios could be accurately calculated from this single FREM estimation, closely matching the results of the three FFEM estimations. The AAG coefficients and UPV matrices from the three FFEM models are compared to their FREM equivalents in Table 2.

**Simulated data comparison to FFEM**

The common model parameters, structural parameters, residual error, and IIV covariance matrix showed no relevant differences in re-estimation accuracy between FREM and FFEM, although FREM IIV covariance matrix estimates had a tendency toward higher precision, as shown in Figure 2. The mean of the root mean squared errors (RMSEs) of the 18 coefficient estimators were 0.0272
FIGURE 1  Correlation matrix of parameters (base, MTT, and slope) and covariates (age, AAG, sex, perf01, perf12, and PC; framed) from FREM estimation on original data (left), as compared to empirical correlation matrix of covariates from R (right). MTT, mean transit-time; PC, prior chemotherapy; PERF, performance status grade.

TABLE 2  AAG covariate-parameter relation coefficients and UPV matrices from FREM and FFEM for three covariate sets

| Covariate set | Method | AAG effect coefficients | UPV covariance matrix |
|---------------|--------|-------------------------|----------------------|
|               |        | $\beta_{AAG,\text{base}}$ | $\beta_{AAG,\text{MTT}}$ | $\beta_{AAG,\text{slope}}$ | $\omega_{\text{base}}$ | $\omega_{\text{MTT}}$ | $\omega_{\text{slope}}$ |
| Full set (age, AAG, sex, perf01, perf12, PC) | FREM | 0.290 | -0.0247 | -0.480 | 0.106 | -0.00359 | 0.0224 |
|               | FFEM | 0.291 | -0.0247 | -0.481 |
| Three covariates (AAG, perf01, perf12) | FREM | 0.336 | -0.0211 | -0.490 | 0.117 | -0.00325 | 0.0225 |
|               | FFEM | 0.335 | -0.0215 | -0.491 |
| One covariate (AAG) | FREM | 0.372 | -0.0246 | -0.506 | 0.121 | -0.00356 | 0.0226 |
|               | FFEM | 0.372 | -0.0249 | -0.507 |

The FREM results were calculated from a single estimation using the full set of covariates, while the FFEM results are estimated separately for each covariate set. Abbreviations: AAG, serum level of $\alpha_1$-acid-glycoprotein; FFEM, full fixed-effects model; FREM, full random-effects model; MTT, mean transit-time; perf, performance status grade; UPV, unexplained parameter variability.
and 0.0271 for FFEM and FREM, respectively. The ratio of the mean of the standard deviation (of the coefficient estimates) was 1.0015 (FFEM/FREM). See Figure 3 for a graphical overview of the FFEM, multivariate FREM (conditional on all 6 covariates), and univariate FREM coefficient estimation accuracy. The higher precision of the univariate FREM coefficients is due to correlated covariates being disregarded, and the univariate coefficients describing the effect of that single covariate in isolation.

High correlation

Multivariate coefficients and UPV estimates from FREM and FFEM were very similar. The mean of the RMSEs of the six coefficient estimators were 0.0412 for both FFEM and FREM, and the ratio (FFEM/FREM) of the mean of the standard deviation of the coefficient estimators was 1.0005. Univariate covariate-parameter coefficients calculated from the FREM estimation, demonstrates higher estimation precision than multivariate estimates (see Figure 4), showing how univariate coefficients can be utilized in the presence of highly correlated covariates. A similar trend was seen for the previous experiment, see Figure 3, although the effect is not as pronounced there, due to the covariates being less correlated.

Parameterizations

The four covariate-parameter relation implementations all produced coefficients and UPV estimates to the equivalent FFEM models, as shown in Table 3. Parameter uncertainty was small for both methods, at most 4.77% coefficient of variation in FREM ($\omega_{AAG,MTT}$) and 4.27% in FFEM ($\beta_{AAG,MTT}$) for log-normally distributed parameters.

Non-normal covariate distributions

The expected empirical age–AAG covariance matrix, given the current FREM parameterization, was accurately estimated using both original and log-transformed data. See the linear and log-linear FREM results in Table 3, where accurate estimates of coefficients and UPV are dependent on accurate covariate covariance matrices.

DISCUSSION

Experiments in both original and simulated data show that both FREM and FFEM can accurately estimate the base model parameters, the IIV, and the covariate effects. The results of the simulation data comparison suggest that the FREM estimate of the parameter IIV covariance matrix is slightly more precise, particularly the off-diagonal elements of the UPV IIV covariance matrix (see Figure 2). This is likely due to FREM estimating the TPV, which is more precise than the UVP IIV obtained after including structural covariate relationships. The same behavior was observed in the high correlation experiment (results not shown).

A unique feature of FREM is its ability to provide coefficient estimates for any subset of covariates from a single estimation. The first conditional coefficients to consider
are the univariate FREM coefficients. These provide precise measures of the explanatory effect of each covariate in isolation, making them very useful tools in covariate analyses. They are especially helpful in communicating covariate effects, because it is not necessary to include any caveats or conditional assumptions regarding other covariates. The accuracy of these univariate coefficients is seen in Figures 3 and 4, where the multivariate coefficients are less accurate due to the inclusion of correlated covariates. One aim of removing correlated covariates in FFEM is to obtain coefficient estimates that are essentially univariate, but their highly correlated nature means that either many covariates must be excluded, or some correlations must be accepted. To acquire similar metrics in fixed-effects methods, the effects of each covariate must instead be estimated separately, resulting in a large number of models, and potentially introducing bias and uncertainty.

Beyond the univariate coefficients, we have also shown how the results of any covariate subset can be retrieved...
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from a single FREM estimation. The ability to include a large set of covariates in the FREM estimation, and then condition the analysis on different subsets, has several applications. The results of the full set may, for example, be more relevant for inference, whereas a limited set may be more useful for prediction. High quality, covariate-rich data may provide the opportunity to estimate many predictive relationships in a particular model, but only some of these may be available in a specific population where the model is to be applied. Such adjustments are possible from the single FREM estimation. The impact of knowing different sets of covariates can also be elucidated without making changes to the model, which in turn can help consolidate data from different trials or guide the design of future trials.

The final subset to consider is the empty set (i.e., the FREM IIV estimates conditioned on no covariates). It may be argued that this is obtainable from estimating the base model without covariate effects, but two subtleties need to be considered: (i) the estimation uncertainty may differ, especially because covariate observations add information; and (ii) TPV is not necessarily equal to explained parameter variability + unexplained parameter variability. The differences of uncertainty in FFEM and FREM, as well as the different approaches to retrieve uncertainty of the calculated measures of FREM (conditional coefficients and variability), have not been explored and warrants further study. Either propagation of uncertainty or empirical simulation retrieval may be attempted. For the latter, the differences in explained and unexplained parameter variability have not been explored in depth either. However, the perspectives that the natural separation of TPV and UPV provide is an advantage of FREM.

Although the effects of any covariate subset on all parameters can be extracted from the FREM estimates, it is not trivial to exclude specific relations. This means that physiologically improbable effects, such as creatinine clearance on absorption rate, will be present in the FREM method as long as there is a non-zero correlation between individual values of the parameter and the covariate. Keeping all relations maintains the benefits of the full model approach, acknowledges imperfections in the data, and avoids bias. Specific covariate effects with strong support, such as maturation of clearance or allometric scaling, can be implemented before FREM is applied.

We have shown how to implement four common parameter-covariate relations in FREM and obtain coefficient estimates equivalent to fixed-effect implementations. Although additional relations can undoubtedly be implemented, there are relations that cannot be formulated for FREM. This does not exclude the use of FREM, but it means that calculated coefficients have a different scale than those from an FFEM method would. This restriction does, however, come with some subtle advantages. For example, a parameter restricted to [0,1] with logit-normally distributed IIV requires no extra consideration for restricting the effects to the same domain.

As observed in the non-normal covariate distribution experiment, covariates are not required to be normally distributed for FREM to produce the expected results. This is also supported by the accurate estimation of coefficients for categorical covariates in other experiments. All that is required is that the estimation method can produce the arithmetic mean and variance of the covariates (i.e., the normal distribution parameterization), even if the true distribution is not a multivariate normal.

The presented examples do not address data with multiple covariate observations per subject or missing covariate observations. Multiple observations can simply
| Relation | Method | Age effect coefficients | AAG effect coefficients | UPV covariance matrix |
|----------|--------|-------------------------|------------------------|----------------------|
|          |        | Base | MTT  | Slope | Base | MTT  | Slope | Base | MTT  | Slope |
| Linear   | FREM   | 0.0188 | −0.0837 | −0.104 | 2.25 | −2.12 | −7.99 |       |       |       |
|          | FFEM   | 0.0188 | −0.0831 | −0.104 | 2.25 | −2.03 | −7.98 |       |       |       |
| Log-linear | FREM   | 0.801 | −3.78 | −4.64 | 3.03 | −2.18 | −12.2 |       |       |       |
|          | FFEM   | 0.811 | −3.76 | −4.62 | 3.03 | −2.17 | −12.2 |       |       |       |
| Exponential | FREM   | 0.00378 | −0.000960 | −0.00587 | 0.373 | −0.0252 | −0.507 |       |       |       |
|          | FFEM   | 0.00364 | −0.000962 | −0.00564 | 0.372 | −0.0245 | −0.505 |       |       |       |
| Power    | FREM   | 0.158 | −0.0460 | −0.242 | 0.532 | −0.0251 | −0.713 |       |       |       |
|          | FFEM   | 0.159 | −0.0419 | −0.239 | 0.533 | −0.0253 | −0.715 |       |       |       |

Abbreviations: AAG, serum level of α1-acid-glycoprotein; FFEM, full fixed-effects model; FREM, full random-effects model; MTT, mean transit-time; UPV, unexplained parameter variability.
be ignored by using a baseline or average value, but there may be valuable information in these variations that can be extracted in several ways. Random variations can be captured by introducing a residual error term in the FREM covariate model, and any time-dependence of time-varying covariates can be modeled there as well. It is also possible to consider observations at different occasions as separate covariates and estimating their covariance with interoccasion random effects. For missing covariate observations, there is an inherent support for the handling of these in the covariate covariance matrix estimated by FREM. This topic is further explored by Nyberg et al. Estimation efficiency was not an aim of this work, and all estimations used identical IMPMAP settings for parsimonious reasons. Both gradient-based estimation methods, such as first-order conditional estimation (FOCE), and expectation maximization (EM) methods, such as IMPMAP, can be suitable for FREM estimation. The authors have observed minimization issues with FOCE in some models. This may be caused by the FREM matrix having a small positive-definite space, and can sometimes be alleviated by using an EM method. Another reason to consider EM methods is that the FREM method adds additive random effects with known means and sampling variances, which enables efficient Markov chain Monte Carlo sampling. The FREM may also be suitable for linearization around the population estimates, a principle that has previously been successfully applied to step-wise covariate modeling.

CONCLUSION

We have proposed FREM, a full random effects approach to covariate modeling. We have demonstrated its unique advantages over full models of fixed effects, and have discussed its current limitations regarding the data and covariate-parameter relations that it supports. The advantages include covariate correlation management and conditional interpretations of covariate effects. Our results support FREM as a more informative alternative to FFEM. We have also highlighted areas where further study is warranted, such as time-variant covariates, missing data, and covariates measured with error.
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