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Upcoming millimeter experiments that probe the cosmic microwave background (CMB) will observe tens of thousands of galaxy clusters through the thermal Sunyaev-Zeldovich (tSZ) effect. tSZ selected clusters are powerful probes of cosmological models, as they trace the late-time growth of structure. Late-time structure growth is highly sensitive to extensions to the standard cosmological model (ΛCDM), such as the sum of the neutrino masses, the dark energy equation of state, and modifications to general relativity. The nominal statistic used for cluster observations is their abundances as a function of redshift. We investigate what additional cosmological information is gained after including the clustering signal of clusters, the cluster power spectrum. We forecast the cluster power spectra for the upcoming Simons Observatory and a CMB Stage-4-like experiment and find that the cluster power spectrum reduces marginalized constraints on the dark energy equation of state by 3–12% and the growth index by 5–8%, for example. We present the constraints using a generalized figure of merit and find improvements ranging from 12–18% for extensions, 12–19% for the astrophysical nuisance parameters, and 14–25% for ΛCDM parameters. We also find that if the bias of clusters as a tracer of the matter density can be measured to within 3% or better, these improvements can be increased by up to a factor of 6. We discuss the possibility of utilizing the clustering signal to address specific systematic uncertainties present in cluster abundance measurements.

I. INTRODUCTION

Galaxy clusters identified with the thermal Sunyaev-Zeldovich (tSZ) effect [1] provide a promising method for obtaining new constraints on the ΛCDM model of cosmology and its extensions. The tSZ effect arises when cosmic microwave background (CMB) photons inverse-Compton scatter off of the hot intracluster medium (ICM), imprinting a unique spectral distortion in the CMB. These spectral distortions can be used to select locations of galaxy clusters on the sky, and follow up measurements with other wavelengths can then determine cluster redshifts. Galaxy clusters are excellent probes of late-time growth of structure, and so they are sensitive to parameters which influence structure growth, including extensions to the current ΛCDM model such as the sum of neutrino masses, modifications to general relativity (GR) and the evolution of dark energy. This sensitivity has been shown by analysis of tSZ cluster catalogs [e.g., 2, 13], and with simulations [e.g., 14, 15].

Thermal SZ-selected clusters are advantageous due to the tSZ effect being nearly independent of redshift for clusters of fixed mass, and the selection function is easily modeled. While past tSZ cluster catalogs have been \( \sim 10^2 \) clusters [16, 18], stage 3 CMB experiments such as Advanced ACT [19], SPT-3G [20], and the Simons Observatory (SO) [21, 22] will measure \( \sim 10^4 \) clusters, and the CMB Stage 4 (CMB-S4) experiment [24] and potential future CMB satellites like PICO will measure \( \sim 10^5 \). These vastly expanded tSZ cluster catalogs will enable significant new constraints on ΛCDM and its extensions [21, 23]. Overlap with optical surveys like the Large Synoptic Survey Telescope [LSST 26] will allow for cluster confirmation and redshift determination through the red sequence [e.g., 27].

A standard statistic for clusters is their abundances as a function of redshift, but as the sizes of tSZ cluster catalogs grow, their clustering statistics become useful probes. The two-point correlation function of clusters, the clustering power spectrum, gives information about the spatial correlations of clusters and cosmological parameters [28]. While limited by \( \sqrt{N} \) sample variance in older tSZ cluster catalogs, for future CMB experiments the constraining power of the cluster power spectrum has been forecasted to have sensitivity to the sum of neutrino masses, the dark energy equation of state (EOS) and modifications to GR [e.g., 28, 29] through the Kaiser effect [30], and contains different cosmological information than cluster abundances.

In this paper we forecast cosmological constraints obtained using both cluster abundances and the cluster power spectrum, with two models for the experimental sensitivities of SO [representing their baseline and goal sensitivities and noise levels [22], and one for a mock CMB-S4-like experiment [using the noise levels in [25]]. These forecasts include a model for cluster selection used in Madhavacheril et al. [31]. We calculate the clustering Fisher matrix following the forecast methodology from [31], which has been used for the Euclid satellite [32] and future X-ray surveys [33]. We treat the power spectrum as statistically independent from the cluster abundances, as we only use the large-scale, linear regime clustering information. We treat the cluster bias in two ways: first, we provide a forecast with the bias fixed at a known value, representing the maximal information contained in the power spectrum; second, we provide a forecast with the
bias treated as a free parameter which is varied in the Fisher formalism. These are combined with cluster abundance forecasts from Madhavacheril et al. \cite{25} as well as forecasts of the Planck primary CMB anisotropies. Cosmological information is gained through sensitivity in the power spectrum to parameters; we do not use the constraints from clustering to calibrate cluster masses that are used in the cluster abundance forecasts \cite[e.g.,][]{34,35}.

We forecast constraints on ΛCDM parameters, extension parameters, and nuisance parameters and we re-express constraints on the dark energy EOS as constraints on the growth index γ, which is highly sensitive to modifications of GR. We use a generalized figure of merit (FoM) defined by \cite{36} to characterize the constraining power on ΛCDM parameters, extension parameters, and nuisance parameters. Finally, we discuss the results, and argue for the potential of clustering to mitigate certain systematic uncertainties present in cluster mass calibration through its constraining power on the nuisance parameters.

II. METHODOLOGY

A. Cluster Selection

We use an empirically measured pressure profile from \cite{39} electron mass, and Thompson cross-section, respectively. are physical constants corresponding to the speed of light, electron mass, and Thompson cross-section, respectively. The amplitude of the tSZ spectral distortion is directly proportional to \(y\) profile, \(g(\theta)\) is the normalized projected \(y\) profile, \(N_\nu(\theta)\) is the noise when searching for a tSZ signal. The noise is a function of \(\nu\) and includes instrumental noise, atmosphere, primary CMB, and other secondary sources. The matched filter used to extract \(Y\) is designed to minimize the variance across a given set of frequency bands for an assumed \(g(\theta)\) profile

\[
\hat{Y} = \int F_\nu(\theta)^T \mathcal{M}_\nu(\theta) \, d\theta .
\]

Here and henceforth we assume that \(\hat{Y}\) is an unbiased estimate of \(Y\), we sum over \(\nu\), and \(F_\nu(\theta)\) is an unbiased, real-space matched filter that minimizes the variance. The equivalent form in Fourier space is,

\[
F_\nu(\ell) = \frac{\sigma_\nu}{C_{\nu \nu}} [C_{\nu \nu'}(\ell)]^{-1} f_\nu \hat{g}(\ell) ,
\]

where \(\hat{g}(\ell)\) is the Fourier transform of the normalized projected \(y\) profile, \(\sigma_\nu\) is the variance, and \(C_{\nu \nu'}(\ell)\) is the covariance matrix of the noise power spectrum. Note that the Fourier transform of \(F_\nu(\ell)\) is \(F_\nu(\theta)\). The variance is defined as

\[
\sigma_\nu^2 = 2\pi \int |\hat{g}(\ell)|^2 f_\nu^T [C_{\nu \nu'}(\ell)]^{-1} f_\nu \ell \, d\ell ,
\]

and the noise covariance matrix is defined as,

\[
C_{\nu \nu'}(\ell) = C_{\nu \nu'}^{\text{sec}}(\ell) + C_{\nu \nu'}^{\text{sec}}(\ell) + \left( \frac{N_\nu(\ell)}{B_\nu(\ell)^2} \right) \delta_{\nu \nu'} .
\]

The value \(\sigma_\nu\) represents the estimated error on \(Y\) given the properties of the noise covariance matrix. Details on the components of the noise covariance matrix can be found in \cite{25}, which uses the functional forms and parameters for additional secondary anisotropies from \cite{10}. The experimental properties used in our calculations such as frequency bands, beams, and noise for Simons Observatory and CMB-S4 are found in \cite{22} and \cite{29}, respectively.

B. Fisher Formalism for Clustering

We use the Fisher formalism \cite{43} to forecast constraints on cosmological parameters. For the clustering Fisher matrix calculation we follow \cite{31,33}:

\[
F_{\alpha \beta} = \sum_{i,j,m} \left( \frac{\partial \ln \tilde{P}(\mu_m, k_j, z_i)}{\partial \mu} \right) \left( \frac{\partial \ln \tilde{P}(\mu_m, k_j, z_i)}{\partial \mu} \right) \times \frac{V_{\text{eff}}}{8\pi^2} \frac{k_j^2 \Delta k \Delta \mu}{\partial \mu} \frac{\partial P(\mu_m, k_j, z_i)}{\partial \mu}
\]

\[
\times \left( \frac{V_{\text{eff}}}{8\pi^2} \frac{k_j^2 \Delta k \Delta \mu}{\partial \mu} \frac{\partial P(\mu_m, k_j, z_i)}{\partial \mu} \right) ,
\]

where \(Y\) is the amplitude of the tSZ signal for a given halo, \(g(\theta)\) is the normalized projected \(y\) profile, \(\theta(\theta) = g(\theta)/Y\), and \(N_\nu(\theta)\) is the noise when searching for a tSZ signal. The noise is a function of \(\nu\) and includes instrumental noise, atmosphere, primary CMB, and other secondary sources. The matched filter used to extract \(Y\) is designed to minimize the variance across a given set of frequency bands for an assumed \(y(\theta)\) profile

\[
\hat{Y} = \int F_\nu(\theta)^T \mathcal{M}_\nu(\theta) \, d\theta .
\]

Here and henceforth we assume that \(\hat{Y}\) is an unbiased estimate of \(Y\), we sum over \(\nu\), and \(F_\nu(\theta)\) is an unbiased, real-space matched filter that minimizes the variance. The equivalent form in Fourier space is,

\[
F_\nu(\ell) = \frac{\sigma_\nu}{C_{\nu \nu}} [C_{\nu \nu'}(\ell)]^{-1} f_\nu \hat{g}(\ell) ,
\]

where \(\hat{g}(\ell)\) is the Fourier transform of the normalized projected \(y\) profile, \(\sigma_\nu\) is the variance, and \(C_{\nu \nu'}(\ell)\) is the covariance matrix of the noise power spectrum. Note that the Fourier transform of \(F_\nu(\ell)\) is \(F_\nu(\theta)\). The variance is defined as

\[
\sigma_\nu^2 = 2\pi \int |\hat{g}(\ell)|^2 f_\nu^T [C_{\nu \nu'}(\ell)]^{-1} f_\nu \ell \, d\ell ,
\]

and the noise covariance matrix is defined as,

\[
C_{\nu \nu'}(\ell) = C_{\nu \nu'}^{\text{sec}}(\ell) + C_{\nu \nu'}^{\text{sec}}(\ell) + \left( \frac{N_\nu(\ell)}{B_\nu(\ell)^2} \right) \delta_{\nu \nu'} .
\]

The value \(\sigma_\nu\) represents the estimated error on \(Y\) given the properties of the noise covariance matrix. Details on the components of the noise covariance matrix can be found in \cite{25}, which uses the functional forms and parameters for additional secondary anisotropies from \cite{10}. The experimental properties used in our calculations such as frequency bands, beams, and noise for Simons Observatory and CMB-S4 are found in \cite{22} and \cite{29}, respectively.
with \( k_j \) the norm of the wavevector \( \vec{k} \), \( m \) indexing \( \mu = \cos(\theta) \) with \( \theta \) the angle between \( \vec{k} \) and the line of sight, \( j \) indexing the \( k \) bins, \( i \) indexing redshift bins, \( V_{\text{eff}} \) is the effective volume of the survey, and \( \tilde{P} \) is the redshift-averaged cluster power spectrum. The clusters will be confirmed via optical surveys that overlap with the CMB surveys. These optical surveys will also provide photometric redshifts with around 1\% errors using red sequence techniques [e.g., 27, 44].

We follow the notation and calculations in [32], with the exception that we use

\[
V_{\text{eff}}(\mu_m, k_j, z_i) = V_0(z_i) \left[ \frac{\tilde{n}(z_i) \tilde{P}(\mu_m, k_j, z_i)}{1 + \tilde{n}(z_i) P(\mu_m, k_j, z_i)} \right]^2 ,
\]

(9)

which matches the formula in both [31, 33]. In Figure 1 we show \( \tilde{P} \), the shot noise per mode 1/\( \tilde{n} \), and the total noise per mode \( \mu \tilde{P} + 1/\tilde{n} \), which can be obtained from the factor in the parentheses of Equation 8. This factor is the inverse variance squared of the cluster power spectrum; the noise per mode is found by taking the reciprocal square-root of this factor and expanding \( V_{\text{eff}} \) with Equation 9; then removing the prefactor which depends on the binning scheme used for \( k \) and \( \mu \). In Equation 9 \( V_0(z_i) \) is the total comoving volume in the \( i \)th redshift bin, which we calculate via

\[
V_0(z_i) = 4\pi \int_{z_{i-1}}^{z_{i+1}} dz \frac{dV}{dz} ,
\]

(10)

and \( \tilde{n}(z_i) \) is the average number density in this bin:

\[
\tilde{n}(z_i) = \int_0^\infty n(M, z_i) \mathcal{N}(\log Y|\log \bar{Y}, \sigma_{\log Y}) \times \frac{1}{2} \left[ 1 + \text{erf} \left( \frac{Y - 5\sigma_N}{\sqrt{2}\sigma_N} \right) \right] dM dY .
\]

(11)

Here \( n(M, z_i) \) is the mass function using the functional form from [15], \( \mathcal{N}(\log Y|\log \bar{Y}, \sigma_{\log Y}) \) is a lognormal distribution of \( Y \) given the mean integrated Compton-y (\( \bar{Y} \)), and the intrinsic scatter (\( \sigma_{\log Y} \)), the selection function is defined by the standard error function (erf) with a signal-to-noise threshold 5 using the estimated error, \( \sigma_N \), from the matched filter (see Equation 6).

The function for \( \bar{Y} \) follows the scaling relation defined in Madhavacheril et al. [25].

\[
\bar{Y}(M, z) = Y_* \left[ (1 - b) \frac{M_{500, \rho}}{M_*} \right]^{\alpha_Y} \exp \left[ \beta_Y \log^2 \left( \frac{M_{500, \rho}}{M_*} \right) \right] \times E^{2/3}(z)(1 + z)^{\gamma_Y} \left[ \frac{D_A(z)}{100 \text{Mpc}/h} \right]^{-2} ,
\]

(12)

where \( Y_* = 2.42 \times 10^{-10} \), \( M_* = 10^{14} \text{M}_\odot/h \) is the pivot mass, \( 1 - b \) parameterizes the mass bias, \( \alpha_Y \) and \( \beta_Y \) are the first and second order mass-dependence power laws, and \( \gamma_Y \) parameterizes additional redshift dependence. \( E(z) = H(z)/H_0 \) is the Hubble function, and \( D_A(z) \) is the angular diameter distance.

The function \( \sigma_{\log Y} \) follows the log-normal scatter model defined in Madhavacheril et al. [25].

\[
\sigma_{\log Y}(M, z) = \sigma_{\log Y,0} \left[ \frac{M_{500, \rho}}{M_*} \right]^{\alpha_\sigma} (1 + z)^{\gamma_\sigma} ,
\]

(13)

with \( \sigma_{\log Y,0} \) the fiducial scatter, \( \alpha_\sigma \) parameterizing the mass power-law, and \( \gamma_\sigma \) the redshift dependence. Fiducial values and steps used in the Fisher analysis are shown in Table I.

The cluster power spectrum is also averaged between redshift bins:

\[
\tilde{P}(\mu_m, k_j, z_i) = \frac{1}{S_i} \int_{z_i}^{z_{i+1}} dz \frac{dV}{dz} \tilde{n}^2(z) \tilde{P}(\mu_m, k_j, z) ,
\]

(14)

with \( S_i \) and \( \tilde{P} \) again the same as in [32],

\[
S_i = \int_{z_i}^{z_{i+1}} dz \frac{dV}{dz} \tilde{n}^2(z) ,
\]

(15)

where \( b_{\text{eff}} \) is the linear bias from Tinker et al. [46] weighted by Equation 11 as defined in Sartoris et al. [32], \( f \) is the growth rate \( \frac{dn(D(a))}{d\log(a)} \mid_{a=1+(z_i)^{1/2}} \) with \( D(a) \) the linear growth factor, and \( P_L \) is the linear power spectrum calculated here by CAMB [17, 38] for the given cosmological parameters. We note that every quantity is computed strictly on a \( \mu \), \( k \), and \( z \) grid. For computing Fisher matrices we use 9 \( \mu \) bins, with \( \mu \) ranging from −1 to 1; we use 133 \( k \) bins, ranging from \( 10^{-4} h/\text{Mpc} \) to \( 0.14 h/\text{Mpc} \); lastly for redshift we use 18 \( z \) bins, ranging from 0.1 to 1.9. Whereas Majumdar and Mohr [35] uses \( k_5 \) as high as \( 1.4 h/\text{Mpc} \), we use a conservative range for \( k \) so we are not sensitive to non-linear biasing. Fingers of God, non-linear matter power and baryonic feedback. This restricts the power spectrum to the large-scale regime, where we expect minimal covariance with cluster abundances [49, 61]. To calculate the function values for the integrals between bins in Equations 10–15 we chose to interpolate. These interpolations then allow the evaluation on finer grids to obtain sub-grid values.

There are uncertainties in the effective bias amplitude \( b_{\text{eff}} \). We address their effect on our constraints with two approaches: one where \( b_{\text{eff}} \) is determined exactly by the fitting function in Tinker et al. [46] and weighted by Equation 11 to demonstrate the maximum amount of cosmological information, and a conservative one where we introduce a free parameter \( a_{\text{bias}} \) to scale the effective bias, and marginalize over this parameter. In this second approach, the cluster power spectrum takes the form

\[
\tilde{P}(\mu, k, z) = \left[ a_{\text{bias}} b_{\text{eff}}(z) + f(z) \mu^2 \right] P_L(k, z) .
\]

(17)

In Equations 16 and 17, the non-monopole (\( \mu \neq 0 \)) spectra depend on the growth rate \( f \) through the Kaiser effect [30]. The growth rate can be approximated as a function of the matter density \( \Omega_m \) and the growth index \( \gamma \) [52].
which governs how $f$ depends on $\Omega_m$ through the approximate equation
\begin{equation}
    f \approx \Omega_m^\gamma.
\end{equation}

We include constraints on the dark energy equation of state parameter $w$ via a parameterized post-Friedmann evolution module included in CAMB \[53, 54\]. Deviations from $w = -1$ are parameterized as $w(a) = w + (1 - a)w_a$, where we vary both $w$ and $w_a$ in the Fisher analysis. Constraints on $w$, $w_a$ can be used to constrain $\gamma$ using a fitting formula from \[52\]; we include the details of this procedure in Appendix A.

C. Cluster Abundances and Mass Calibration

We use forecasted cluster abundance Fisher matrices calculated by Madhavacheril et al. \[25\] as baseline constraints, to which we add clustering matrices. The cluster abundances per bin of Compton-Y signal-to-noise ratio (SNR) $q_Y$, weak-lensing calibrated mass estimate $M_L$, and redshift, are modeled by
\begin{equation}
    \frac{N(M_L, q_Y, z)}{\Delta M_L \Delta q_Y \Delta z} = \int \frac{d^2 N}{d z d M} P(M_L, q_Y | Y, M) N(\log Y | \log Y, \sigma_{\log Y}) d M d Y.
\end{equation}

Here $P(M_L, q_Y | Y, M)$ models the probability distribution $M_L$ and $q_Y$ given $Y$ and $M$, $\frac{d^2 N}{d M d z}$ is the differential number of clusters with respect to $M$ and $z$, and $N(\log Y | \log Y, \sigma_{\log Y})$ is a lognormal distribution of $Y$ given $Y$ and $\sigma_{\log Y}$.

The model for $P(M_L, q_Y | Y, M)$ is two independent normal distributions ($\mathcal{N}$),
\begin{equation}
    P(M_L, q_Y | Y, M) = \mathcal{N}(q_Y | \sigma_Y, 1) \mathcal{N}(M_L | M, \sigma_M).
\end{equation}

The estimated $Y$ error, $\sigma_Y$ is determined from the matched filter (see Equation \[1\]). The calibration masses $M_L$ are obtained via optical weak-lensing signals modeled by calculating the excess surface density projected along the line of sight, assuming a Navarro-Frenk-White [NFW, \[53\]] density profile computed from the cluster mass $M$. The details of this procedure are elaborated further in \[24\].

III. RESULTS

We present forecasts for the Simons Observatory baseline and goal noise levels and forecasts for a CMB-S4-like experiment. We illustrate the constraints from clustering by comparing Fisher forecasts of the Planck primary CMB anisotropies added to SO/S4 tSZ cluster abundances Fisher matrices from \[23\]. The cluster abundances Fisher matrices are derived from a Poisson likelihood and the clusters are binned as a function of signal-to-noise, weak-lensing mass calibration, and redshift. We include a prior on the optical depth to reionization, $\tau$, of $\sigma(\tau) = 10^{-2}$. This added prior accounts for additional low-$\ell$ polarization power spectrum constraints on $\tau$ obtained by Planck, which are not included in the Planck forecast.

| Parameter | Fiducial | Step | Prior |
|-----------|----------|------|-------|
| $H_0$     | 67.0     | 0.5  |       |
| $\Omega_b h^2$ | 0.022 | 0.0008 |       |
| $\Omega_c h^2$ | 0.1194 | 0.003 |       |
| $A_s$     | 2.2 $\times$ 10$^{-9}$ | 0.1 $\times$ 10$^{-9}$ |       |
| $n_s$     | 0.96     | 0.01 |       |
| $\tau$    | 0.06     | (Not varied) $10^{-2}$ |       |
| $\Sigma m_\nu$ | 0.06 | 0.02 |       |
| $w$       | $-1$     | 0.01 |       |
| $w_a$     | 0.0      | 0.05 |       |
| $b$       | 0.8      | 0.1  |       |
| $\sigma_y$    | 1.79     | 0.04 |       |
| $\sigma_{\log Y}$ | 0.127 | 0.02 |       |
| $\gamma_Y$   | 0        | 0.02 |       |
| $\beta_Y$    | 0        | 0.02 |       |
| $\gamma_\sigma$ | 0       | 0.02 |       |
| $\beta_\sigma$ | 0       | 0.02 |       |
| $\delta_{bias}$ | 1       | 0.01 |       |

Table I. Fiducial parameters and their step values used in calculating the Fisher matrix. The step sizes used are the same as those used by Madhavacheril et al. \[25\] and are tested for numerical stability. The top section shows $\Lambda$CDM parameters, the second section shows extensions, the third astrophysical nuisance parameters, and at the bottom is the cluster bias variance parameter.

We show an example of the differences in power spectra when shifting the Hubble parameter in the bottom panel of Figure 1. The differences between Hubble parameter values is the same step size we used for computing numerical derivatives. These differences between $\hat{P}$ are due to shifting the scale of the baryon acoustic oscillation modes and the scale of the sound horizon as we change $H_0$. The symmetry between the spectrum evaluated at $H_0 + \epsilon$ and $H_0 - \epsilon$ can be understood by Taylor-expanding $\hat{P}$ about $H_0$, giving the difference to first order as $\delta \hat{P} \approx \epsilon \partial H_0 \hat{P}$. Thus changing the sign of $\epsilon$ will produce a nearly symmetrical shift in $\hat{P}$ for small step sizes. In Table I we show the full list of parameters used, along with their step sizes.

We characterize improvement in the marginalized errors on parameters using
\begin{equation}
    100 \times \left( 1 - \frac{\sigma(\text{Ab} + \text{Pl} + \text{Cl})}{\sigma(\text{Ab} + \text{Pl})} \right), \tag{21}
\end{equation}

\footnote{The tSZ cluster abundances Fisher matrices that we use in this work differ slightly from the results in \[25\] for $w$ and $w_a$, which is the result of including PPF formalism.}
with $\sigma(Ab + Pl + Cl)$ the marginalized error from clustering, abundances, and Planck primary CMB, and $\sigma(Ab + Pl)$ the error from only abundances and Planck. The marginalized constraints are improved by the addition of clustering in all cases. Figure 2 illustrates the marginalized errors for selected parameters, including Fisher matrices for the Planck satellite and for cluster abundances (as obtained in [24]). Overall, $w$ and $H_0$ show the highest gains in information. We express these constraints as ranges with a lower bound of improvement given by the conservative case where the cluster bias is unknown, and the maximally informative case where it is known exactly. We find that for SO baseline noise levels, a 8–34% range improvement for $w$, and a 3–13% range for $w_a$. For SO goal noise levels these ranges are 9–36% ($w$) and 4–14% ($w_a$); for CMB-S4, 12–40% ($w$) and 6–17% ($w_a$). Clustering is less sensitive to the neutrino mass sum than to the dark energy parameters, with all improvements of $\sigma(\Sigma m_\nu)$ roughly 1% for all experiments. Furthermore, the improvements change very little between the conservative case and the maximal case for cluster bias, with differences in improvement of less than 0.1%.

The Hubble rate $H_0$ improves by 10–42% for SO baseline, 11–44% for SO goal, and 14–48% for CMB-S4. The matter densities $\Omega_m h^2$ and $\Omega_b h^2$, are improved by 0.4–6%. The scale-dependence of the linear matter power spectrum, $n_s$, is only improved $\sim 0.5$–2%. Lastly, $A_s$ is improved only by 0.4–2%.

Using the methods discussed in Section II and in Appendix A we convert the constraints on $w, w_a$ to constraints on $\gamma$. The marginalized error on $\gamma$ is shown in Figure 3 with improvements of 5–22% (SO baseline), 6–24% (SO goal), and 8–29% (CMB-S4). While we cannot compute an improvement for $w_a\text{bias}$, we can report constraints in our conservative forecast, with absolute marginalized errors of 0.012, 0.0011, and 0.0069, corresponding to SO baseline, SO goal, and CMB-S4 respectively.

If we do not marginalize all parameters, we find better constraints on extensions. One way to show this is with joint-confidence ellipses, shown in in Figure 4. A figure of merit (FoM), which in 2 dimensions is proportional to the inverse area of the confidence ellipses, helps indicate the amount of information gained on joint constraints for two parameters. For the $(w, w_a)$ ellipse, the FoM increases by 11–61% for SO baseline, 13–67% for SO goal, and 17–86% for CMB-S4 with the addition of clustering (again with the range indicating from conservative knowledge of the cluster bias, to perfect knowledge). The $(\Sigma m_\nu, w)$ ellipse shows improvements of 11–56% (SO baseline), 12–61% (SO goal), and 16–75% (CMB-S4); the $(\Sigma m_\nu, w_a)$ ellipse improves by 9–38% (SO baseline), 10–39% (SO goal), and 12–40% (CMB-S4). This shows that clustering contains information on $w, w_a$, and $\Sigma m_\nu$ that is not apparent in the fully marginalized constraints.

Going beyond pairs of parameters, in order to show the information gains from clustering for the broader sets of $\Lambda$CDM, extension, and nuisance parameters without marginalizing, we utilize a generalized FoM defined in [30]:

$$\text{FoM}(p_1, p_2, \ldots) = \frac{1}{\sqrt{\det{C(p_1, p_2, \ldots)}}},$$

where $p_1, \ldots$ are parameters and $C(p_1, \ldots)$ is the covariance matrix for that subset of parameters. The generalized FoM is proportional to the inverse (hyper) volume of the confidence region for the specified parameters. We calculate the FoM relative to the FoM for Planck primary CMB and cluster abundances alone, plotting the results in Figure 5. The improvements shown are, for extensions $(\Sigma m_\nu, w, w_a)$, 12–67% (SO baseline), 13–72% (SO goal), and 18–90% (CMB-S4); for nuisance parameters $(\sigma_y, \sigma_{\log Y}, \gamma_Y, \beta_Y, \gamma_\sigma, \beta_\sigma)$, 12–75% (SO baseline),...
We also examine the effects of $\tau$ on $\sigma(\Sigma m_\nu)$, by calculating the constraints on $\Sigma m_\nu$ as a function of the $\tau$ prior. In Planck Collaboration et al. [57], the errors on $\tau$ are $\sigma(\tau) \sim 10^{-2}$; we found that priors of $\sigma(\tau) < 10^{-1}$ improve $\sigma(\Sigma m_\nu)$, until about $\sigma(\tau) \sim 3 \times 10^{-3}$. We examine $\sigma(\Sigma m_\nu)$ with all extensions, with only $\Sigma m_\nu$ and $w$ present (removing $w_a$ from the Fisher matrix), and finally with only $\Sigma m_\nu$, in order to examine whether degeneracies between $\Sigma m_\nu$ and dark energy are concealing sensitivity to uncertainty in $\tau$. In all cases we find our results are consistent with those in [56], and $\sigma(\tau) \sim 3 \times 10^{-3}$ is close to saturating $\sigma(\Sigma m_\nu)$ around the cosmic variance limit.

IV. DISCUSSION

Current and future CMB experiments promise SZ-selected cluster catalogs of considerably larger size than those obtained from current-generation experiments. In particular, Advanced ACT [19], SPT-3G [20], and the Simons Observatory (SO) [21, 22] will push the number of clusters to tens of thousands while CMB-S4 will push to hundreds of thousands. These increases promise improved constraints on $\Lambda$CDM and its extensions. Overlap with the Large Synoptic Survey Telescope optical survey will allow confirmation of these catalogs along with redshift measurements.

We investigated the sensitivity of the clustering signal from galaxy clusters to cosmological parameters independent from their abundances. To do this, we performed a Fisher forecast of the cluster power spectrum. Our analysis is similar to Majumdar and Mohr [35], however we have differed in several ways: We cut off the cluster power spectrum at $k = 0.14 \, h$/Mpc, an order of magnitude smaller than their maximum $k$; they did not include the Kaiser effect in their calculations; they utilized the amplitude of the power spectrum to infer the cluster bias.
as a function of mass, and used this indirect mass measurement as a calibrator for cluster abundances, whereas we only use the parameter sensitivity of the power spectrum; furthermore, the cluster abundances used here are inferred using the mass function from Tinker et al. [46], as well as a sophisticated treatment of the SZ selection function from [25].

In our analysis, we find constraints on extensions to ΛCDM, including a dynamical dark energy equation of state, modifications of general relativity through their effects on the growth index γ, and a nonzero neutrino mass sum, quantified by a relative figure of merit. These

FIG. 4. Ellipses showing the 68.3% confidence regions for selected parameter pairs. In the legend, Pl+Ab refers to Planck primary CMB plus cluster Abundance constraints; Cl refers to adding clustering, and w/abias refers to the inclusion of uncertainty in the cluster bias. Note here only the goal noise-level SO and CMB-S4 experiments are plotted (SO baseline is omitted for figure clarity). One notable feature is that in general, the improvements in joint constraints are larger than the improvements in marginalized errors for many parameters.
FIG. 5. Relative FoM for three sets of parameters, calculated for each experiment. Shown is the ratio of the FoM for the given forecast with the forecast for Planck primary CMB and abundances without clustering (hence the blue bars all show relative FoM of one). The red bars shows conservative gains from clustering, uncertainty in the cluster bias parameterized through $a_{\text{bias}}$, while the yellow bars show the maximal gains if the bias is known exactly. The parameters included in each subfigure are: $\Sigma m_\nu$, $w$, $w_a$ (extensions); $\alpha_y$, $\sigma_{\log Y}$, $\gamma_Y$, $\beta_Y$, $\gamma_\delta$ (nuisance), and $H_0$, $\Omega_c h^2$, $\Omega_b h^2$, $A_s$, $n_s$ ($\Lambda$CDM).

FIG. 6. Relative FoM as a function of a prior on $a_{\text{bias}}$. Extensions, nuisance parameters, and $\Lambda$CDM parameters refer the same sets of parameters as in Figure 5. Once a prior of $\sigma(a_{\text{bias}}) \sim 3 \times 10^{-2}$ or smaller is reached, the information added by clustering increases rapidly until $\sigma(a_{\text{bias}})$ is roughly $10^{-3}$, where this improvement begins to saturates.

Constraints improve with the addition of clustering by at least $\sim 12$–$13\%$ for the Simons Observatory (ranging over baseline and goal noise levels), with the potential for up to $\sim 72\%$ if the effective cluster bias can be calibrated using another measurement. For CMB Stage-4, we find improvements of at least $18\%$ in the figure of merit for extensions, with a maximum of $90\%$. We also obtained constraints on $\Lambda$CDM parameters, ranging from at least $14\%$ and up to $142\%$ across experiments. Constraints on nuisance parameters which control the cluster selection model are also improved by $12$–$107\%$.

It is apparent from the results shown that the statistical power of the clustering signal will depend strongly on how well the effective cluster bias variance can be constrained. Our idealized case with $a_{\text{bias}}$ fixed to 1 includes information from both the shape and overall amplitude of the power spectrum, while when $a_{\text{bias}}$ is a free parameter, the amplitude information is limited due to degeneracy with $b_{\text{eff}}$ (see Equation 17).

The Fisher analysis obtained constraints for $a_{\text{bias}}$, with $\sigma(a_{\text{bias}}) \sim 10^{-2}$ to $\sim 10^{-3}$. By adding priors for $\sigma(a_{\text{bias}})$, we found that the error levels begin decreasing with a prior of $\sigma(a_{\text{bias}}) \sim 3 \times 10^{-2}$, and continue until saturation at $\sigma(a_{\text{bias}}) \sim 10^{-3}$. Thus if the cluster bias can be measured to $3\%$ or better through a different observable, clustering measurements can do better than our
Does the cluster power spectrum offer any advantages over the galaxy power spectrum, like one calculated from an LSST-like survey? Cluster catalogs are smaller and will have higher shot-noise. However, their redshift errors are considerably lower compared to photometric galaxy surveys. Here clusters are aided by the fact that they contain multiple photometric redshift estimates and the red sequence [e.g., 27, 41] compared to photometric redshift estimates for a single galaxy. Together these enable more precise and accurate redshift for clusters. A next step in understanding the improvement from joint abundance and clustering measurements is to calibrate cluster masses with the clustering measurement [34, 35] through a linear bias relationship [e.g., 46]. Additionally, this would require the clustering measurement to be made on the given galaxy cluster sample rather than a larger galaxy sample.

Another interesting aspect of our results is the additional information clustering provides on the nuisance parameters of the cluster selection model. The improvements in FoM are at least 12% once clustering is added to SO, and at least 19% once added to CMB-S4. Currently, constraints from tSZ cluster abundances are limited by systematics in the mass calibration and not by noise. The clustering signal may be able to reduce the impact of these systematics when combined with abundances. The cluster selection model already accounts for some systematics such as mass and redshift dependence in the Compton $Y$-cluster mass scatter. However, more work remains to evaluate whether clustering is a useful tool for reducing systematics in mass calibrations, which requires one to move beyond the Fisher formalism to a full, simulated likelihood function analysis.

In summary, our results show that the clustering signal of tSZ-selected clusters can provide significant new constraining power in future CMB experiments such as the Simons Observatory and CMB Stage-4. This constraining power offers improvements for $\Lambda$CDM parameters, extensions to $\Lambda$CDM, and could potentially be used to reduce systematic uncertainties currently limiting the power of cluster abundances. Furthermore, the power of these results can be increased by calibrating clustering using a separate measurement of the effective linear bias of clusters accurate to at least 3%.
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For the calculations in the work we use a public code library SZ Astrophysics Routines, github.com/nbatta/szar, an open source Python library used previously to forecast constraints from cluster abundances [25].
Appendix A: Constraining the Growth Index

To collapse our constraints on the dark energy EOS parameters $w, w_a$ to a constraint on the growth index $\gamma$, we use the fitting formula for $\gamma$ in [52]:

$$\gamma = 0.55 + 0.05[1 + w(z = 1)]$$

$$= 0.55 + 0.05 \left[ 1 + w + \frac{w_a}{2} \right].$$

The standard method for transforming variables in the Fisher formalism is via the Jacobian $J_{p,p'} = \frac{\partial p}{\partial p'}$, with $p'$ the new parameters and $p$ the old ones [59]. In this case, we project two parameters $w$ and $w_0$ down to one, $\gamma$, so the Jacobian is non-square. Unlike a usual coordinate transformation this is non-invertible, as one value for $\gamma$ corresponds to infinitely many possible values for $w, w_a$. We compute the Jacobian, which is

$$J_{w,\gamma} = 1/0.05,$$

$$J_{w_a,\gamma} = 2/0.05,$$

$$J_{p,p'} = \delta_{p,p'} \quad \text{for all } p,p',$$

with $\delta_{p,p'}$ the Kronecker delta. The new Fisher matrix with information on $\gamma$ instead of $w, w_a$ is then

$$F' = J^{\top} F J.$$

We can then invert the Fisher matrix in new coordinates to obtain constraints on $\gamma$. These constraints on the dark energy EOS are degenerate with constraints to modifications of GR.