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Abstract

Chamfer Distance (CD) and Earth Mover’s Distance (EMD) are two broadly adopted metrics for measuring the similarity between two point sets. However, CD is usually insensitive to mismatched local density, and EMD is usually dominated by global distribution while overlooks the fidelity of detailed structures. Besides, their unbounded value range induces a heavy influence from the outliers. These defects prevent them from providing a consistent evaluation. To tackle these problems, we propose a new similarity measure named Density-aware Chamfer Distance (DCD). It is derived from CD and benefits from several desirable properties: 1) it can detect disparity of density distributions and is thus a more intensive measure of similarity compared to CD; 2) it is stricter with detailed structures and significantly more computationally efficient than EMD; 3) the bounded value range encourages a more stable and reasonable evaluation over the whole test set. We adopt DCD to evaluate the point cloud completion task, where experimental results show that DCD pays attention to both the overall structure and local geometric details and provides a more reliable evaluation even when CD and EMD contradict each other. We can also use DCD as the training loss, which outperforms the same model trained with CD loss on all three metrics. In addition, we propose a novel point discriminator module that estimates the priority for another guided down-sampling step, and it achieves noticeable improvements under DCD together with competitive results for both CD and EMD. We hope our work could pave the way for a more comprehensive and practical point cloud similarity evaluation. Our code will be available at https://github.com/wutong16/Density_aware_Chamfer_Distance.

1 Introduction

Point cloud as one of the fundamental 3D representations is attracting increasing attention due to its efficiency, flexibility, and direct connection to real-world objects through 3D scanning devices. It has been employed in a wide range of application scenarios and studied for various tasks [1, 4, 7, 11, 28, 36, 39, 30, 24, 40, 42]. A proper similarity measure between two point clouds is always a crucial aspect for both guiding the training process and providing a fair and reasonable evaluation. However, this is a challenging design considering the unordered and irregular data form and varying point numbers.

Chamfer Distance (CD) and Earth Mover’s Distance (EMD) are two of the most universally acknowledged metrics in various point cloud tasks. CD is a nearest-neighbour-based method and benefits from its efficient computation and flexible applicability for point sets with different point numbers. EMD
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Figure 1: To generate the examples on the left, a complete yet noisy shape (blue) with \( n \) points is combined with a partial yet clean shape (pink) with 2048 points and then down-sampled back to 2048 points via FPS. Four point set distances are calculated between the generated shape and the ground truth. The results are averaged over the whole dataset to get the 3D histograms on the right: CD and HD are not sensitive to the mismatched density while highly influenced by noise when the intensity achieves a certain level; EMD and DCD share a similar pattern as \( n \) changes, but DCD is more sensitive to the noise which also represents detailed structures.

relied on solving an optimization problem to find the least expensive one-to-one transportation flow between two point sets. Although sometimes considered to be more faithful to visual quality than CD [1, 14], it is significantly more computationally expensive. The desirable properties of a good similarity metric can be different across application scenarios. 1) For perception and registration, it should be robust to sampling strategies and noisy points on detecting the similarity between the continuous surfaces represented by the discrete points. 2) For modelling and generation, it should be stricter with the quality of local point distributions, which is also crucial for visual quality. We mainly focus on the second aspect in this paper.

Take a closer look at the two metrics above. The formulation of CD sometimes suffers from its intrinsic deficiencies: being insensitive to different density distributions while significantly influenced by outliers [25]. In particular, we specialize one concept closely related to visual quality, namely a matched density distribution between two point sets. This can also be denoted as ‘balance’, assuming the ground truth is uniformly distributed. We visualize the issue in Fig. 1 through the task of point cloud completion: 1) under a low noise level, CD hardly changes with the imbalance ratio; 2) it increases dramatically once the noise intensity rises to some extent; 3) under a high noise level, higher imbalance even results in a lower CD, which leads to a tricky operation to reduce CD for the task: increasing the point density in the seen area with assured accuracy while reducing it in the unseen area to lower down the risk from abnormal points. But severe imbalance also significantly affects the global appearance. On the contrary, EMD can steadily detect the change of distribution in Fig. 1. However, the requirement for one-to-one mapping is usually over harsh. Consequently, the optima of the transportation problem is dominated by the global distribution while ignoring the fine-structured local details [5], as to be described in Sec. 3. Therefore, both CD and EMD are not ideally suitable for evaluating the quality of the generated shapes.

In this work, we mainly focus on CD’s injustice as an evaluation metric and propose a new similarity measure named Density-aware Chamfer Distance (DCD) to tackle the challenges above. Specifically, DCD is derived from the original CD, while it benefits from a higher sensitivity to distribution quality through a fraction term of query frequency and a higher tolerance to outliers through an approximation of Taylor Expansion. It shares a similar trend with EMD under a varying point distribution while being more computationally efficient and better at capturing the details. Moreover, due to their different focus, CD and EMD often encounter divergence when evaluating different methods, which makes them less reliable as consistent metrics, as to be demonstrated in Sec. 5. We empirically observe that DCD usually provides a more consistent and reliable evaluation, especially when the
Table 1: Comparison of properties among different metrics.

| Metrics | assignment | efficient | bounded | density-aware | detail-aware |
|---------|------------|-----------|---------|---------------|-------------|
| CD      | nearest neighbour | ✓ | × | × | ✓ |
| EMD     | optimization | × | × | ✓ | × |
| DCD     | nearest neighbour | ✓ | ✓ | ✓ | ✓ |

results of CD and EMD contradict each other. Note that the proposed metric is also beneficial at dealing with ground truth with a non-uniform distribution such as curvature-based sampling, as to be discussed in the supplementary material.

Furthermore, we analyze the property of DCD as a loss function and compare it with L1 and L2 versions of CD. We introduce minor adjustments to it that are critical for a better training process. We then propose to make better use of the information from the query frequency mentioned above and design an MLP-based point discriminator inspired by the recent success of implicit functions [19, 15, 21]. It is further integrated to our balanced design for a two-stage completion framework, where the output of the module can be viewed as the “importance” of each point and serve as priority for a following step of down-sampling. Finally, the guided down-sampling operation benefits from removing outliers and preserving the critical points.

Extensive investigations are provided for the comparison among different metrics and methods for the task of point cloud completion. Experimental results validate that the proposed metric, Density-aware Chamfer Distance, successfully overcomes the aforementioned issues of CD. DCD can provide a more reliable evaluation when CD and EMD contradict each other, and it is proved to be more faithful to visual quality in Sec. 5 and a user study in the supplementary material. We validate its capacity as a loss function on PCN [39] and VRCNet [18], showing that it not only helps reduce DCD itself but also significantly lowers down the EMD metric and surprisingly reduces CD as well compared with the network trained with CD. Our proposed balanced design also gains noticeable improvement under the new metric, competitive results for both CD and EMD, and superior visual quality in the experiments.

2 Related Works

Point Cloud Completion. Point cloud completion aims to recover a complete shape based on a partial observation. Earlier works represent shapes with voxels [3, 6, 23], while PCN [39] first proposes to use raw point data and leverages an encoder-decoder structure to generate a global-feature-based coarse shape followed by the folding-based up-sampling [37]. Following works enhance the feature representation by techniques like attention mechanisms [31, 18, 17], hierarchical aggregation [8, 41], and grid structure for cubic feature sampling [35], etc.; the decoding process can also be examined to leverage, for example, a tree-structure [26], iterative refinement [29, 34], multiple patches generation [14], or separated prediction for the seen and unseen [41], etc. These works use either CD or EMD for evaluation, yet the two may not be consistently satisfied due to their different concerns, as to be shown in Sec. 5, and thus a more comprehensive metric is essential for a fair and reliable comparison.

Point Cloud Distance. The term “distance” refers to a non-negative function that measures the dissimilarity between two point sets. Considering the unordered structure of point clouds, the shape-level distance usually comes from statistics of pair-wise point-level distances based on certain assignment strategy. Chamfer Distance (CD) is one of the most widely used metrics based on the nearest neighbour (Eqn. 1). There are variants of it used for training [37, 4] and some other similarly formed distances like Hausdorff [9, 2, 32]. Another generally adopted metric is Earth Mover’s Distance (EMD), which relies on solving an optimization problem to find the best mapping function from one set to the other. It is sometimes considered to be more rational than CD [1, 14], but is much more computationally expensive. Recently, Urbach et al [27] propose DPDist, which compares point clouds by measuring the distance between the surfaces that they were sampled on. However, it is estimated by a network rather than a mathematical formulation, making it inconvenient and potentially unstable to be adopted into various tasks. Another closely related work is by Nguyen et al [16], who propose the sliced Wasserstein distance that has equivalent properties as EMD and similar computational complexity to CD, with the Monte Carlo method involved for approximation. In comparison, we start from the opposite point of view by deriving a new formulation based on CD.
and result in a clean and explicit expression. Similarly, our DCD also shares the properties of EMD in many cases (Fig. 1), while it detects the detail preserving issue better than EMD.

3 Density-aware Chamfer Distance for Point Sets

3.1 Preliminaries

Chamfer Distance between two point sets \( S_1 \) and \( S_2 \) is defined as:

\[
d_{CD}(S_1, S_2) = \frac{1}{|S_1|} \sum_{x \in S_1} \min_{y \in S_2} ||x - y||_2 + \frac{1}{|S_2|} \sum_{y \in S_2} \min_{x \in S_1} ||y - x||_2. \tag{1}
\]

Each point \( x \in S_1 \) finds its nearest neighbour in \( S_2 \) and vice versa; all the point-level pair-wise distances are averaged to produce the shape-level distance. The simple and flexible formulation generalizes well across many tasks. Earth Mover’s Distance is defined as:

\[
d_{EMD}(S_1, S_2) = \min_{\phi: S_1 \to S_2} \sum_{x \in S_1} ||x - \phi(x)||_2. \tag{2}
\]

It relies on solving an optimization problem that finds a one-to-one bijection mapping \( \phi : S_1 \to S_2 \), thus only applicable when \( |S_1| = |S_2| \). The pair-wise distances are then calculated between \( x \) and \( \phi(x) \). As computing the optimal mapping is computationally expensive and even hardly affordable, several approximation schemes \cite{14, 13} have been developed to relieve the computation burden.

3.2 Density-aware Chamfer Distance

Formulation and Interpretation. As discussed in Sec. 1, CD is not a comprehensive metric for evaluating visual quality for the generation tasks, e.g., point cloud completion. We explain this from its formulation: 1) the square operation makes it intensively influenced by outliers, and the evaluation results have a huge varying range across the dataset; 2) the nearest point query operation makes it less sensitive to the issue of mismatched density distribution, and hence resulting in a less discriminative evaluation of visual quality. Therefore, we aim to propose a new metric based on the original formulation that not only preserves the capacity of similarity measure but also highly alleviates the problems above, namely Density-aware Chamfer Distance (DCD).

Firstly, CD grows quadratically with point pair distances, which can be dominated by the worst cases and hence overlooking the others. To address this problem, we introduce the first order approximation of Taylor Expansion \( e^z = \sum_{n=0}^{\infty} z^n/n! \), i.e., \( e^z \approx 1 + z \) where \( z = -||x - y||_2 \). Thanks to the nearest neighbour assignment, the condition that \( z \approx 0 \) is usually satisfied and the approximation is reasonable. Thus we have:

\[
d_{CD}(S_1, S_2) \approx \frac{1}{|S_1|} \sum_{x \in S_1} \min_{y \in S_2} (1 - e^{-||x - y||_2}) + \frac{1}{|S_2|} \sum_{y \in S_2} \min_{x \in S_1} (1 - e^{-||y - x||_2}). \tag{3}
\]

Considering the property of the exponential function \( e^z (z < 0) \), each point-level distance is mapped to a value between \([0, 1]\). As a result, the formulation also sets a natural boundary of \([0, 1]\) for the overall shape distance. The approximation would be less accurate as the point-level distance gets away from zero, yet it exactly helps to mitigate the over-sensitivity of the outliers by suppressing the square growth. We add another scale factor \( \alpha \) as in Eqn. 4 to adjust the sensitivity. The absolute distance value depends on this factor, and we reveal its relative consistency across different choices of \( \alpha \) in the supplementary material, and we fix \( \alpha = 1000 \) for evaluation in this paper.

Secondly, the ambiguity of CD is partially due to its “blindness” that each point only considers its nearest neighbour in the other set while ignoring the surroundings. We denote the nearest neighbour assignment process by “query” for simplicity and present a simple example here: assume \( S_1 \) to be a uniform point cloud and \( S_2 \) an in-homogeneous one; consider two points \( y_1, y_2 \in S_2 \) with \( y_1 \) located at a sparse area and \( y_2 \) in a relatively dense area. The calculation of \( d_{CD}(S_1, S_2) \) would likely get \( y_1 \) frequently queried by points in \( S_1 \) due to the local sparsity, and the case for \( y_2 \) can be exactly the opposite. Thus we denote that \( y_1 \) and \( y_2 \) are not equally critical in representing the shape. Furthermore, assume a subset \( S_y^* \subseteq S_1 \) so that each point in \( S_y^* \) queries \( y \) and that \( n_y = |S_y^*| \), points in this set are unaware of each other under the formulation of CD, and the contribution of \( y \) to each point in \( S_y^* \) is not affected as \( n_y \) gets larger, which is unreasonable.
Alternatively, we denote that the overall contribution of each point to the evaluation system shall be normalized, and we introduce \( \frac{1}{n_y} \) to deal with the case where \( y \) is being shared by multiple \( x \)s:

\[
\begin{align*}
\mathcal{D}_{DCD}(S_1, S_2) = & \frac{1}{2} \left( \frac{1}{|S_1|} \sum_{x \in S_1} \left( 1 - \frac{1}{n_y} e^{-\alpha \|x - \hat{y}\|_2} \right) + \frac{1}{|S_2|} \sum_{y \in S_2} \left( 1 - \frac{1}{n_x} e^{-\alpha \|y - \hat{x}\|_2} \right) \right),
\end{align*}
\]

where \( \hat{y} = \min_{y \in S_2} \|x - y\|_2 \), \( \hat{x} = \min_{x \in S_1} \|y - x\|_2 \), and \( \alpha \) denotes a temperature scalar. Finally, consider the first term without loss of generality, each \( y \) contributes \( \frac{1}{n_y} \sum_{x \in S_1} e^{-\alpha \|y - x\|_2} \in [0, 1] \) to the overall distance metric (before averaging). A variants for DCD to deal with point sets with different number of points will be discussed in the supplementary material.

Comparison among the Distance Metrics. We conduct a brief comparison of the properties among the three metrics in Table 1, sketching their assignment strategies and computation schemes in Fig. 2. As discussed above, both CD and DCD assign point pairs by querying the nearest neighbours, while DCD further considers the point-specific query frequency \( n_y \), and incorporates the property of density distribution into the measurement. In comparison, EMD naturally forces an equal query frequency of 1 for each point via the mapping function, and the metric is highly sensitive to the global point distribution. However, the harsh constraint not only imposes a significant increase in computational cost but also tends to sacrifice its attention to visual quality for optimal mapping. As shown in Fig. 2, the assigned pair of points could be located far from each other, and the distance is less physically meaningful. Experimental results in Sec. 5 would also show that an over compacted and smoothed shape can be favored by EMD despite its loss of detailed structure.

In brief, DCD takes a step from CD and attempts to provide a rationale bridge towards EMD for a better sense of point distribution rather than being blinded by its nearest neighbour. Compared with EMD, it is not only more efficient but also stricter with local structures. A balanced distribution and good preservation of detailed structures are both important factors for the visual quality of the completion result. More examples are to be shown in Sec. 5 for better illustration.

3.3 Application as an Objective Function

Gradient Analysis and Comparisons. Besides its usage as an evaluation metric, DCD is also expected to serve as an objective function to guide the training process. Considering the same nearest neighbour assignment, our analysis below will mainly focus on comparing CD (denoted by CD-T) and its L1 version (denoted by CD-P), which is also widely adopted for training. The exponential formulation in DCD takes in the L2 distance and modifies the gradient curve while bounding the loss value between \([0, 1]\) at the same time.

We visualize the loss value and gradient curves of the three in Fig. 3 (a and b). The gradient by CD-T grows linearly with the distance \( l \) of a single point pair: it becomes rather small when \( l \) is close to zero and performs a heavy punishment on points with a large \( l \). The CD-P loss, on the contrary, produces a constant gradient. For the DCD loss, it would first rise and then approach 1 as \( l \) increases, and its gradient can be calculated as: \( \delta \mathcal{D}_{DCD}(l) / \delta l = 2\alpha l e^{-\alpha l^2} / n \), where \( \delta \mathcal{D}_{DCD}(l) \) denotes the contribution of one point pair with a distance of \( l \), and \( n = n_y \). The gradient first rises and then falls to zero, indicating that the loss is only effective to point pairs whose distance lies within a certain range. Similar to CD-T, it becomes small when \( l \) reduces to zero, which is more reasonable than the
Figure 3: a presents the loss curves of CD-T, CD-P, and DCD and b presents the gradient curves of them; c and d visualizes the gradient for DCD with different n and α, respectively.

constant gradient by CD-P, while it is also bounded by a maximum and will not be so harsh to the points with an extremely large l and thus stabilizes the training process.

Adjustment on DCD for Training. There are two characteristic components that decide the property of the curve, namely the hyper-parameter α and the query frequency n. As shown in Fig. 3(c), a larger α promotes a higher peak and a smaller range for non-zero gradient, and we need to set a proper α during training based on the practical distance distribution. We empirically find that setting α ∈ [40, 100] best promotes the training. A larger n indicates a more serious mismatching of density in a local region and leads to a higher loss value. When viewing both n and l as variables, they are encouraged to be smaller to lower down the loss, but n is not differentiable and cannot be directly changed by backpropagation. Meanwhile, a higher n reduces the gradient to l linearly (Fig. 3(d)), which prevents one point from moving towards an over-dense region, while it may also block the training process when the gradient to l gets too small. As a result, we introduce another hyper-parameter λ ∈ [0, 1] and replace n̂x and n̂y in Eqn. 4 with n̂λx and n̂λy to get the practical loss function for training.

4 Incorporating Balanced Design in Point Cloud Completion

4.1 Point Cloud Completion Framework

We adopt a typical two-stage coarse-to-fine completion pipeline [39, 14, 29, 18] (Fig. 4(d)). In the first stage, we extract a global feature from the partial observation and generate a complete yet coarse point cloud; in the second stage, we then introduce local features with abundant geometry information and obtain the final output with more details, higher visual quality, and high fidelity to the input. More details of the network architecture and training loss are included in the supplementary material.

We would like to highlight two observations regarding the point distributions here. First, a mean shape usually exists for each category, and there is an obvious imbalance of density for different regions according to how commonly they are shared across the dataset (Fig. 4(a)); second, the evaluation results by CD does not perfectly align with human assessment: the trick that place more points in the seen region with high confidence usually boosts the CD performance while it introduces imbalanced distribution and hurts the benign global distribution at the same time.

To address the problems above, we propose a simple yet effective method based on a current SoTA approach [18] that significantly boosts both the qualitative and quantitative results. Specifically, we tried our new metric as the objective function to replace L_CD; we then propose a novel point discriminator which is supervised by a carefully designed density-aware signal and estimates the importance of each point; the output from the point discriminator is used as a priority for a final guided down-sampling process that helps remove outliers and maintain a balanced distribution.

4.2 Point Discriminator

The generated points in a shape are usually not equally important. We can roughly group them into three categories with the help of query frequency n introduced in Sec. 3: 1) when n > 0, the points with a higher n often lie in a sparse area and play a critical role in representing the shape; 2) when n = 0, the point can lie on the ground truth surface while in an over-populated region and become relatively unimportant; 3) another case with n = 0 is that the point locates far from the underlying surface and can be regarded as an outlier that hurts the overall appearance. There are
no hard boundaries among these cases above, but we carefully design a formulation $g(x)$ in Eqn. 5 to map them into a proper value range for learning. Specifically, suppose we train the module with the ground truth $P_{gt}$ and the coarse output $P_{coarse}$, when $n > 0$, we adopt a logarithmic function for $n$ and introduce the expected frequency $|P_{gt}|/|P_{coarse}|$ as the denominator; we add a bias of 1 to ensure $g(0) = 0$ at the boundary and finally invert the sign to distinguish from the following cases. When $n = 0$, we denote that the distance from a point $x$ to $P_{gt}$ together with a scaling factor $t$ can serve as a suitable indicator to distinguish between case 2) and 3). To this end, we formulate a conjoint objective $g(x)$ as below:

$$g(x) = \begin{cases} 
\min_{y \in P_{gt}} \|x - y\|_2 \cdot t & n_x = 0, \\
- \log_2(\frac{|P_{coarse}|}{|P_{gt}|} n_x + 1) & n_x > 0.
\end{cases} \tag{5}$$

Encouraged by the recent success of implicit functions \[19, 15, 21\], we train an MLP module $h$ along with the main network that learns to predict the target function $g(x)$, namely point discriminator. Specifically, it takes the local features of a point and its neighbours for edge convolution; the results are concatenated with the local feature $f'_x$, global feature $f^g$, and point coordinates $c_x$, denoted by $z = h(f'_x, f^g, f'_x, c_x)$, where $x' \in \mathcal{N}_x$ and $\mathcal{N}_x$ denotes the neighbours for point $x$. It outputs a single scalar $z$ which is supervised by the target function $g(x)$ with a regression loss:

$$L_h = \frac{1}{|P_{coarse}|} \sum_{x \in P_{coarse}} \|z - g(x)\|_2. \tag{6}$$

The discriminator would be used for deciding point sampling privilege at inference time.

**Guided Down-sampling.** In view of the imbalanced population issue discussed above, an intuitive idea to alleviate it would be to allow a larger number of points generated via up-sampling before reducing to the desired number via Furthest Point Sampling (FPS). However, FPS tends to select more points from outer regions, which increases the risk of including more outliers, and thus this operation usually results in a noisier output. As a result, we aim to take advantage of the point discriminator above for the down-sampling stage at inference time together with FPS. Specifically, for each point $x \in P_{coarse}$, we define a point-wise existing probability by:

$$p(x) = \sigma(-\beta \cdot z - \gamma) = \frac{1}{1 + e^{(\beta \cdot z + \gamma)}}. \tag{7}$$

Let $s$ denote the scale for up-sampling, then $x$ is corresponding to $s$ points in the $P_{coarse}^+$ (up-sampled from $P_{coarse}$) and they all share the same $p(x) \in (0, 1)$, an independent probability of each point being sampled. $P_{coarse}^+$ is first down-sampled in this manner and then combined with $P_{rec}$ (up-sampled from $P_0$) before the final FPS, which ensures that we remain a pre-defined number of points. This process leverages the prior learned during training to effectively reduce the unreasonably located points at inference time (Fig. 7), relieving the side effect brought by FPS operation.
5 Experiments

Dataset. We use the recently proposed MVP Dataset [18] for our study and experiments. It is a multi-view partial point cloud dataset covering 16 categories with 62,400 and 41,600 pairs for training and testing, respectively. It renders the partial 3D shapes from 26 uniformly distributed camera poses for each 3D CAD model selected from ShapeNet [33], and the ground truth point cloud is sampled via Poisson Disk Sampling (PDS).

Comparison Methods and Metrics. We include the following methods for comparison in the main experiments: PCN [39], TopNet [26], MSN [14], and VRCNet [18] (with the PSK module discarded to improve efficiency while slightly sacrificing performance). PCN++ is a simple extension of PCN [39] that generates the double number of points for training and down-sampled to the required point number at inference time. We report per-class results on CD, EMD, and DCD for a clear comparison across methods and a view of the different properties of these metrics.

Implementation Details. All the models are trained using the Adam optimizer [10] with the learning rate initialized at $1e^{-4}$ and decayed by 0.7 every 40 epochs. We use a batch size of 32 and a total epoch of 80. We set $\alpha = 1000$ for the evaluation of DCD, and $\alpha \in [40, 100]$ for training. We set $\lambda \in [0, 0.5]$ and $\beta = 9, \gamma = 1$ for our approach in the main experiments. Our work is implemented with PyTorch and is run on a Tesla V100 GPU.

5.1 Comparison of the Methods

The main experimental results for point cloud completion on MVP dataset are reported in Table 2. Note that most networks are trained with the CD loss except when specified. Early works, PCN [39] and TopNet [26] have relatively high loss for all the evaluated metrics, CD, EMD, and DCD. PCN with an additional up-sampling step, namely PCN++, notably lowers down EMD and DCD, while marginally raising CD for sacrifice; MSN [14] benefits from the multi-surface design and obtains low EMD and DCD results, while its CD performance is not that satisfying. The previous SoTA method, VRCNet [18] outperforms the other methods under the metric of CD and DCD, but we observe that its EMD loss is surprisingly high. We further replace the CD loss with EMD when training VRCNet (denoted as VRC-EMD), and it achieves the lowest EMD yet obviously higher CD than the original version. In comparison, our method reports the lowest DCD, second-lowest CD, and comparable EMD with VRC-EMD. Qualitative results (Fig. 5) show that our results are apparently superior in both further validated the choice of our network that benefits from a higher visual quality.
5.2 Comparison of the Metrics

**Consistency and Reliability.** When taking a closer look at all the CD-EMD-DCD tuples (either for each category or for the averaged results) in Table 2, the results by different metrics do not exhibit a clear positive correlation. But we also observe that for those that have a similar value of CD, DCD is usually dominated by their EMD performance, and for those with similar EMD results, DCD is highly correlated with CD. Although the law is not strictly held or theoretically proved, the scatter plot by each instance from different methods in Fig. 5 (upper right) also supports our empirical observation. It reveals that since CD and EMD focus on different aspects of the point cloud, inconsistency and confusion may exist for the similarity measurement, which prevents either of them from being a comprehensive metric. In comparison, DCD reflects the behaviors of them both and could only be reduced when both CD and EMD are relatively low so that it serves as a more consistent, stable, and comprehensive metric, especially when CD and EMD encounter disparity. Our user study in the supplementary material further indicates that DCD is a more faithful metric to visual quality.

**Bounded Distance.** One advantage of DCD is its bounded value range, which promotes an equal consideration for all samples in the dataset at the evaluation stage. In contrast, CD and EMD are dominated by the worst cases in the dataset due to their unbounded nature, as shown in Fig. 6. Specifically, for CD, 80% of the normalized loss accumulation is contributed by only top 50% of the samples ranked by the shape-level distance, and 50% contributed by the top 25%; a similar case is also observed for EMD. This property makes them fail to comprehensively evaluate the quality of all samples in the dataset. Our DCD overcomes this problem by assuring a clear [0,1] boundary for the distance value, enabling more comprehensive and stable statistical results over the whole test set.

5.3 Ablation Study

We study the effectiveness of each component in our method separately, including DCD loss, the additional point up-sampling (PU), and the guided point down-sampling (GPD). As shown in Table 3,
leverage $L_{DCD}$ loss usually outperforms the same model trained with $L_{CD}$ in all the three metrics; the additional point up-sampling (PU) significantly reduces EMD while it increases CD at the same time; after guided down-sampling (GPD) is applied to the model with both $L_{DCD}$ and PU, we achieve the lowest EMD and DCD and a relatively low CD.

Figure 7: Examples of guided down sampling (from left to right) and evaluation in terms of CD $\times 10^4$.

5.4 Performance as the Loss Function

We evaluate the effectiveness of DCD as a loss function by training networks with each of the three metrics (denoted by $L_{CD}$, $L_{EMD}$, and $L_{DCD}$) and evaluate on all of them (denoted by CD, EMD, and DCD). We conduct experiments on the baseline model PCN [39] and the SoTA VRCNet [18], as shown in Table 4. Compared with $L_{CD}$-trained networks, training with $L_{EMD}$ produces the lowest EMD and a lower $d_{DCD}$, yet it suffers from non-negligible scarification of CD and much heavier computational burden, which is to be discussed in the supplementary material; training with $L_{DCD}$ will produce the lowest DCD, significantly reduce EMD, and can even slightly reduce CD than the $L_{CD}$-trained models (especially on PCN). The time consumption is also comparable with $L_{CD}$, which further validates DCD’s convenience and superiority as an objective function. We set $\alpha = 50$ or 100 here with $\beta = 0$ and replace all the $L_{CD}$ with $L_{DCD}$. Experiments on how $\alpha$ and $\beta$ affect the performance are included in the supplementary material.

6 Conclusion

In this work, we propose a new similarity measure for point clouds named Density-aware Chamfer Distance (DCD). It is bounded in value, effective in computation, and faithful to visual quality by considering both the density distribution and detailed structures. Our method achieves noticeable improvements under DCD and superior visual quality compared with previous works.
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A Further Analysis of Balanced Chamfer Distance

A.1 The consistency and choice of hyper-parameter \( \alpha \)

We introduce a temperature scalar \( \alpha \) in Eqn. (4) so that \( e^{-\alpha \cdot ||x-y||^2} \) can have a relatively wider varying range. We set \( \alpha = 1000 \) in the paper and would briefly show why it is a proper value here. Notice that \( ||x-y||^2 \) for each nearest point pair is usually about \( 10^{-4} \) or \( 10^{-3} \), thus setting \( \alpha = 1000 \) maps it to around \( 10^{-1} \) or \( 10^0 \) where the exponential term has a large gradient. As visualized in Fig. S8(a), either setting \( \alpha \) too large or too small would not result in an ideally shaped function. We also regenerate the DCD value matrix under the same settings as in Fig. 1 with different \( \alpha \) values, and we calculate the mean and variance accordingly, as shown in Fig. S8(b). A larger \( \alpha \) results in a higher mean which is reasonable according to Eqn. (4), and we observe the variance is at its largest with \( \alpha = 1000 \), which also aligns well with the theoretical analysis.

Furthermore, we track the PCN training loss calculated by DCD with different \( \alpha \), as shown in Fig. S8(c), and we visualize the per-instance evaluation results with different \( \alpha \) consistent with different data distributions when \( \text{alpha} \) changes, while their absolute values are different. At evaluation time, we can use the same \( \alpha \) (e.g., 1000) for all the methods for a fair comparison.

A.2 Dealing with mismatched point numbers.

We consider the case where the two point sets \( S_1 \) and \( S_2 \) do not have the same number of points, suppose \( |S_1| = \eta \cdot |S_2|, \eta > 1 \). A naive extension of DCD (Eqn. (4) in Sec. 3i) is presented as Eqn. 8, where we add \( \eta \) or \( 1/\eta \) to indicate the one-to-many mapping in this case:

\[
d_{DCD}(S_1, S_2) = \frac{1}{2|S_1|} \sum_{x \in S_1} \left( 1 - \frac{\eta}{n_{\hat{y}}} e^{-\alpha \cdot ||x-\hat{y}||^2} \right)
+ \frac{1}{2|S_2|} \sum_{y \in S_2} \left( 1 - \frac{1}{\eta \cdot n_{\hat{x}}} e^{-\alpha \cdot ||y-\hat{x}||^2} \right),
\]

The formulation above usually works well in practice, but it may also lead to negative results in the first term when \( n_{\hat{y}} < \eta \) and \( \frac{n_{\hat{y}}}{n_{\hat{x}}} e^{-\alpha \cdot ||x-\hat{y}||^2} > 1 \). We thus propose another variant of DCD in Eqn. 9.

Considering the first term, since \( |S_1| > |S_2| \) and each \( y \in S_2 \) should naturally be assigned to more than one \( x \in S_1 \), the decaying term should not follow the tendency of \( 1/n_{\hat{y}} \), but rather updated to \( \max(\eta/n_{\hat{y}}, 1) \). On the one hand, the contribution of \( \hat{y} \) would not be reduced before the querying frequency of it reaches \( \eta \); on the other hand, it should not exceed 1 either, which is important for keeping a non-negative result. As for the second term, each \( x \in S_1 \) is corresponding for more than one point in \( S_2 \). We take \( \eta = \text{ceiling}(\eta) \) and find \( \eta \)-nearest neighbours for \( x \), denoted by \( N(y)_{\eta} \).

And the overall formulation of the variant is:

\[
d_{DCD-E}(S_1, S_2) = \frac{1}{2|S_1|} \sum_{x \in S_1} \left( 1 - \frac{1}{\max(\eta/n_{\hat{y}}, 1)} e^{-\alpha \cdot ||x-\hat{y}||^2} \right)
+ \frac{1}{2|S_2|} \sum_{y \in S_2} \left( 1 - \frac{1}{\eta \cdot n_{\hat{x}}} \sum_{\hat{x} \in N(y)_{\eta}} e^{-\alpha \cdot ||y-\hat{x}||^2} \right).
\]

We use Eqn. 8 in training for the loss between the coarse shape with 1024 points and the ground truth with 2048 points for simplicity.

A.3 Time Complexity.

EMD relies on solving the linear assignment problem in an iterative approximation manner with a practical time complexity between \( O(n^2) \) [13] and \( O(n^3) \) [20] and usually \( O(n^2) \) memory footprints. We adopt an \( O(n) \) memory-efficient implementation by [14] with the error rate \( \epsilon = 0.004 \) and an iteration of 3000. The most computationally expensive part for CD and DCD is the nearest neighbour
Figure S8: a visualization of the exponential function $e^{-\alpha \cdot d}$ with a varying $\alpha$; by empirically setting the value range of $d$ to be similar with $||x - y||^2$ for paired point-wise distance, we found that $\alpha = 1000$ gains a desirable value range by the function. b visualization of the statistical results of DCD under different temperatures; a larger $\alpha$ results in a larger mean value and $\alpha = 1000$ gets the highest variance. c we track the loss with different $\alpha$ when training a PCN network. d the per-instance evaluation with different $\alpha$ for a well-trained network.

selection, which is usually $O(n)$ for time complexity and can be accelerated by special data structures like KD-tree. We observe that both CD and DCD are significantly efficient to be computed compared with EMD; the running time of EMD is also affected by the distributions of the two point sets, which decides the difficulty of finding the optimal assignment. As shown in Table R5, with the same setting as in Fig. 1, a higher mismatched distribution results in obviously heavier time consumption, and the noise intensity also influences the results.

|                | 256  | 512  | 1024 | 1536 | 2048 |
|----------------|------|------|------|------|------|
| CD             | 0.006| 0.007| 0.008| 0.010| 0.012|
| EMD            | 0.362| 0.327| 0.267| 0.241| 0.239|
| DCD            | 0.013| 0.013| 0.013| 0.013| 0.013|

Table R5: Time consumption evaluation.

A.4 Evaluation on other tasks and ground truth distributions.

Apart from the task of completion, DCD is also a suitable evaluation metric for tasks like point cloud upsampling or denoising, where the ground truth with desirable point distribution is provided, and the model is expected to generate high-quality point cloud outputs. Taking upsampling as an example, a desirable dense output is expected to be uniform, clean, and faithfully located on the underlying surface, and thus metrics like NUC [38] and uniform loss [12] were proposed to evaluate the distribution uniformity besides Chamfer Distance. However, these metrics usually make strong
assumptions that points in a small patch lie on a surface or that there should be an expected number of points in a ball anywhere with a certain radius. And the metrics are sometimes sensitive with the choice of hyper-parameters and the geometry itself. Moreover, they always encourage uniformity rather than the specific distribution of the ground truth, which also limits the application scope.

On the contrary, the density-aware DCD would focus on the faithfulness of the output to the ground truth distribution without any strong assumptions; it is not sensitive to the choice of hyper-parameters; it is beneficial at reflecting the mismatched density in local areas in scenarios where the ground truth is not uniformly distributed for specific purposes (e.g., curvature-based sampling), as shown in Fig. S9. We also perform quantitative evaluation by applying a mixture of curvature-based sampling (for a ratio of $R_c$) and the standard Poisson-Disk Sampling (PDS), while the output is noisy and basically uniform. When $R_c$ changes, DCD and EMD can reflect the increasingly mismatched density, while CD and the uniform loss are not sensitive to it. (Table R6).

Table R6: Evaluation on ground truth with non-uniform sampling. We apply a mixture of curvature-based sampling (for a ratio of $R_c$) and the standard PDS, while the output is noisy and basically uniform. $CD(gt)$ denotes the averaged L2 distance from the ground truth points to their nearest neighbor, and the definition can be extended to $CD(x)$, $DCD(gt)$, and $DCD(x)$. When $R_c$ changes, DCD and EMD can reflect the increasingly mismatched density, while CD and uniform loss are not sensitive to it.

| $R_c$ | $CD(gt)$ | $CD(x)$ | $DCD(gt)$ | $DCD(x)$ | $EMD$ | $L_{uni}(x)$ |
|------|----------|----------|------------|----------|-------|--------------|
| 0%   | 1.62     | 2.06     | 3.97       | 3.54     | 2.13  | 19.96        |
| 25%  | 1.68     | 2.21     | 4.24       | 4.00     | 5.64  | 19.96        |
| 50%  | 1.68     | 2.41     | 4.62       | 4.34     | 7.25  | 19.96        |

Figure S9: Visualization of the distance contributed by each point. DCD is better at reflecting the mismatched density in local areas between the two sets.

A.5 Effect of hyper-parameters in $L_{DCD}$.

We introduce two hyper-parameters in Sec. 3.3 that would affect the performance of DCD as a loss function, and we conduct experiments accordingly to explore the pattern. As shown in Table R7, a larger $\alpha$ usually promotes a lower DCD, while the performance of CD worsens when $\alpha$ is as large as 1000. $\lambda = 0$ usually results in the best CD results yet with sub-optimal EMD and DCD, while $\lambda = 1$ would obviously hurt CD; $0 < \lambda < 1$ exhibits a trade-off among the metrics.

B User Study on Visual Quality

In Sec. 5.1 and 5.2, we conduct comparisons on 1) the completion performance among different methods and 2) the characteristics of three metrics. We show that our method gains the best performance under the metric of DCD and that DCD is a more comprehensive measure through several examples. In this section, we further validate the conclusions above via user study. Specifically, we randomly select 25 partial inputs and select five methods (i.e., PCN++ [39], MSN [14], VRC [18], VRC-EMD [18], and our method) to generate 125 completion outputs in total. We exclude the
Table R7: The effect of $\alpha$ and $\lambda$ when applying $L_{DCD}$ on PCN [39].

| $\alpha$ | $\lambda$ | CD  | EMD | DCD |
|-----------|-----------|-----|-----|-----|
| 50        | 0.0       | 9.56| 4.92| 0.533|
|           | 0.5       | 9.86| 4.68| 0.529|
|           | 1.0       | 10.21| 4.63| 0.527|
| 100       | 0.0       | 9.33| 4.92| 0.535|
|           | 0.5       | 9.85| 4.68| 0.526|
|           | 1.0       | 9.93| 4.69| 0.525|
| 200       | 0.0       | 9.36| 4.71| 0.526|
|           | 0.5       | 9.82| 4.59| 0.520|
|           | 1.0       | 10.16| 4.64| 0.521|
| 1000      | 0.0       | 10.14| 4.72| 0.516|
|           | 0.5       | 10.56| 4.72| 0.516|
|           | 1.0       | 11.12| 4.96| 0.519|

Table R8: The average ratio of each method being considered to have produced the best results.

| Methods     | PCN++ [39] | MSN [14] | VRC [18] | VRC-EMD [18] | Ours |
|-------------|------------|----------|----------|--------------|------|
| Average Ratio | 0.280 | 0.123 | 0.286 | 0.151 | **0.460** |

original PCN [39] and TopNet [26] since their performance is not desirable on any of the three metrics; each of the five methods above is able to achieve favorable results under at least one metric, which provides a good playground to evaluate the quality of different metrics.

We invite 15 volunteers to complete the study. For each shape with five generated point clouds in a random order, the volunteers are asked to select a single or multiple (for at most two) items with the highest comprehensive score according to the following evaluation indicators: 1) The similarity between each option and the ground truth, including the similarity of global shape and the fidelity of local details. 2) The quality of the point cloud distribution, considering whether there exists a significant shift in the center of gravity and whether there exists obvious clustering or sparseness. Once we get the statistical results, we analyze the data from two points of view as follows.

**Comparison of the methods.** For the output of each method on each shape, we calculate the average ratio of it being selected as the favorite option by the volunteers (e.g., if three people out of fifteen select one method as the best for one shape, the ratio is 0.20). And then, the results are averaged for all the shapes, as shown in Table. R8. Our method outperforms the others by a large margin, indicating that it benefits from high visual quality.

**Comparison of the metrics.** We also leverage the data to evaluate how faithful each metric is to human vision. Specifically, according to each of the metrics, we can get the top-1 completion result for each shape; similarly, we collect the ratio of it being selected by volunteers as the best option and average the ratio over all the shapes. As shown in Table. R9, DCD gains the highest alignment with human vision.

C Network architecture and training details.

C.1 Review of a Typical Two-Stage Pipeline.

The two-stage coarse-to-fine completion pipeline was first proposed by PCN [39] and improved by a series of its following works [14, 29, 18]. The first stage takes a partial point cloud as input and extracts a global feature $f^g$ by an MLP, e.g., PointNet [22], followed by a decoder to generate a coarse point cloud $P_{coarse}$. Though it maintains a relatively reasonable global shape, $P_{coarse}$ usually fails to capture and depict the details. Therefore, the second stage follows up, which aims 1) to precisely reconstruct the input point cloud without loss of details, denoted by $P_{rec}$, 2) to improve the quality of $P_{coarse}$ especially in the unseen part via coordinates adjusting, up-sampling, and probably
We set \( L \) when we adopt \( L_\text{DCD} \). We introduce the regression loss \( L \) with \( q \) where \( P \) we would clarify the full training loss to train the two-stage framework here. Specifically, the loss \( L \) with more points predicted there. Considering the side effect that inaccurate points would bring in another corruption to the overall CD loss, lying more points in the seen region with high confidence usually boosts the CD performance. This trick benefits the CD metric, while it violates the overall distribution and hurts the visual quality at the same time.

Another thing to emphasize is the trade-off between accuracy and distribution balance. The first few points located in an unseen area significantly reduce the CD loss, while the marginal gain soon decays with more points predicted there. Considering the side effect that inaccurate points would bring in extra corruption to the overall CD loss, lying more points in the seen region with high confidence usually boosts the CD performance. This trick benefits the CD metric, while it violates the overall distribution and hurts the visual quality at the same time.

C.2 Interpretation of the mean shape.

Although CD does not involve any hard assignment between prediction and ground truth point sets, it is observed that the output coordinates from each node of the last Fully Connected (FC) layer have a relatively convergent local distribution. By assuming a Gaussian-like distribution, we visualize their mean and variance for each category separately across the test set in Fig. 4, where the mean coordinates form the category-specific mean shapes, and the color of each node denotes the node variance. This observation indicates that for the coarse shape, there exists an obvious imbalance of density across different regions according to how commonly they are shared across the dataset. This pattern occurs not only for the statistical results but also for each shape instance [1, 5].

Another thing to emphasize is the trade-off between accuracy and distribution balance. The first few points located in an unseen area significantly reduce the CD loss, while the marginal gain soon decays with more points predicted there. Considering the side effect that inaccurate points would bring in extra corruption to the overall CD loss, lying more points in the seen region with high confidence usually boosts the CD performance. This trick benefits the CD metric, while it violates the overall distribution and hurts the visual quality at the same time.

C.3 Training Details

We introduce the regression loss \( L_h \) for training the point discriminator in Eqn. (6) (Sec. 4.2), and we would clarify the full training loss to train the two-stage framework here. Specifically, the loss function includes another two parts despite \( L_h \): \( L_d \) involves multiple paired point cloud distances, and \( L_{KL} \) indicates the KL divergence for the dual-path VAE architecture following [18]. These two terms are formulated as follows:

\[
L_d = \lambda_1 \cdot d_{CD}(P^\text{coarse}_{gt}, P_{gt}) + \lambda_2 \cdot d_{CD}(P^\text{coarse}_{f}, P_{gt}) + \lambda_3 \cdot d_{CD}(P^\text{fine}_{f}, P_{gt}),
\]

(10)

where \( P^\text{fine}_{f} \) denotes the final output after sampling, and \( \lambda_1, \lambda_2, \) and \( \lambda_3 \) denote the loss weights. Note that we still use the Chamfer Distance as training loss in this paper, and the reason why would be partially explained in Sec. D. We thus have:

\[
L_{KL} = -\lambda_{KL} \cdot (\text{KL}(q_\phi(f^{\text{g}}|P_{gt}), \mathcal{N}(0, I)) + \text{KL}(q_\psi(f^{\text{g}}|P_0), q_\phi(f^{\text{g}}|P_{gt}))),
\]

(11)

where \( q \) denotes the encoder for latent distributions with network weights denoted by \( \phi \) and \( \psi \). KL denotes the calculation of KL divergence with a loss weight of \( \lambda_{KL} \). Finally, the overall loss function is formulated as:

\[
L = L_h + L_d + L_{KL}.
\]

(12)

We set \( \lambda_1 = 10, \lambda_2 = 0.5, \lambda_3 = 1 \) and \( \lambda_{KL} = 20 \) in the experiments.

When we adopt \( L_{DCD} \) during network training, we can simply replace all the occurrence of \( L_{CD} \) with \( L_{DCD} \), while there are also tricks for better performance: 1) we can use different \( \alpha \) for different terms in Eqn. 10, e.g., \( \alpha = 50 \) for the first term and \( \alpha = 100 \) for the others, which empirically works slightly better than using \( \alpha = 50 \) or \( \alpha = 100 \) for all the terms; 2) we can add another L1-version CD (CD-P) along with \( L_{DCD} \) for training, which is our implementation to gain the results reported in Table 2.

---

1https://github.com/paul007pl/VRCNet

2The category information is not provided during training, while only used for statistics.
D Limitations and Future Work

This approach still has some limitations that can be further explored in the future: we investigate the properties of the proposed metric on the task of point cloud completion, while it is actually applicable in many other tasks and scenarios as both evaluation metric and training loss. In the future, we will conduct more experiments to validate the generalization ability of DCD across different tasks.

E Broader Impact

A comprehensive, reliable, and effective similarity measure is critical to point cloud analysis. It not only provides a fair comparison among different methods but also encourages the design of algorithms to take more critical factors into consideration, such as preserving accurate local details, keeping a uniform global distribution, and avoiding outliers. As shown in the paper, the broadly used Chamfer Distance and Earth Mover’s Distance usually encounter obvious disparity due to their different focus, making it hard to provide a consistent evaluation. It reveals the necessity and importance of formulating a more comprehensive metric to close the gap. We hope that the Balanced Chamfer Distance we propose in this paper can better serve the demands above than the existing metrics, so that hopefully it can encourage a more reasonable evaluation and influence method designs for tasks in point cloud analysis.
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