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Processes such as quantum computation, or the evolution of quantum cellular automata are typically described by a unitary operation implemented by an external observer. In particular, an interaction is generally turned on for a precise amount of time, using a classical clock. A fully quantum mechanical description of such a device would include a quantum description of the clock whose state is generally disturbed because of the backreaction on it. Such a description is needed if we wish to consider finite sized autonomous quantum machines requiring no external control. The extent of the backreaction has implications on how small the device can be, on the length of time the device can run, and is required if we want to understand what a fully quantum mechanical treatment of an observer would look like. Here, we consider the implementation of a unitary by a finite sized device, and show that the backreaction on it can be made exponentially small in the device’s dimension while its energy only increases linearly with dimension. As a result, an autonomous quantum machine need only be of modest size. We are also able to solve a long-standing open problem by using a finite sized quantum clock to approximate the continuous evolution of an idealised clock. The result has implications for how well quantum devices can be controlled and on the equivalence of different paradigms of control.

I. INTRODUCTION

Many recent advances in quantum theory are due to our ability to manipulate small systems. Witness on the experimental front, the progress in quantum computation, quantum memory, non-locality, quantum thermodynamics, and randomness generation. From a conceptual point of view, a quantum machine typically requires very precise external control – for example, in a quantum cellular automata, or a quantum computation, a unitary is applied at each time step. This is reasonable for modeling a large machine which is controlled by a classical system, but what if we wish to consider a fully quantum machine? This could be an autonomous quantum device which interacts with its surroundings, or a way of modelling a fully quantum observer. While the latter is mostly of foundational interest, the former is needed to understand and optimise current quantum technologies, or understand important physical processes. Take for example, molecular machines or nanomachines such as molecular motors [1], which are important in biological processes [2]. Or take for example, distant technologies such as nanorobots [3], where quantum effects on the control mechanism, and the back-reaction they incur, are likely to be significant.

Understanding autonomous machines is particularly important in thermodynamics, where one is interested in devices which can be used for tasks such as energy harvesting or erasing a memory [4,13]. In the thermodynamics literature, there tend to be two sorts of machines, those which are fully autonomous, and those which allow a certain level of external control at no cost to the agent. A typical example of the latter, is the Carnot engine, which has four strokes in each cycle, each one of which is executed in a sequence by an external observer. A canonical example of the former is the brownian ratchet, popularised by Feynman [14], which simply sits between two thermal baths and extracts work in situ. To describe an autonomous thermal machine, one specifies a fixed interaction Hamiltonian, while an externally controlled machine can be described by a unitary operation or a time dependent Hamiltonian. If one wants to keep track of all sources of work and energy, then the unitary can be made energy preserving by including a work system and using the paradigm of “thermal operations” [15–17], or equivalently, the work system can be implicit as is typically done in the fluctuation theorem community [18,19].

Allowing an externally controlled unitary may be highly contentious as the hidden cost of such fine-tuned control may often dwarf the typical costs which arise in such theories. And a number of questions are raised. Are unitaries too powerful? Is there a fundamental disadvantage to quantum thermal machines that run autonomously? How sensitive are the laws of thermodynamics on the quantum scale to the limits of quantum control? Are paradigms which allow external control equivalent to ones which consist only of autonomous machines?

If one has access to an idealized, infinite dimensional clock with a Hamiltonian with no ground state, which can be used as a control system, then it turns out that the paradigm of allowing external control vs the paradigm of autonomous machines appear to be equivalent in thermodynamics. In particular, it was shown in [8,2] that one can use such an idealized clock to implement arbitrary thermodynamical operations using just a fixed interaction Hamiltonian. However, a careful analysis requires one to consider a finite dimensional clock, because it is important to show that an infinite dimensional clock cannot be used to embezzle work from it, an issue covered at length in [20]. Embezzling of work, based on the notion of entanglement embezzling [21], is the process of transferring work from
a system while only changing the state of the system by an amount which vanishes in the limit of increasing dimension. Neglecting an explicit description of finite quantum control thus leaves a number of questions of fundamental importance unanswered.

It was Feynman [22] who first developed a framework, to show that one could implement an externally controlled quantum computation, using a clock and a fixed interaction Hamiltonian. Margolus, showed how to do the same for quantum cellular automata [23]. This framework allows one to use an idealized infinite dimensional clock with no ground state, to implement an arbitrary quantum circuit via a fixed Hamiltonian.

In fact, for a physically reasonable system, we require the control unit to be of finite size and energy, and need to take into account the back reaction on it. If not, a lot of interesting physics is lost in the infinite limit, such as the advantage of coherence in control [24], the tradeoff between accuracy and power in thermodynamics [25], and the differences between coherent and incoherent clocks [26] as well as the fundamental bound on the synchronization time of clocks [27]. Each of these phenomena manifest only when the clock is recognized to be of a finite size and energy.

If we wish to implement a unitary \( U \), then this is equivalent to turning on and off an interacting Hamiltonian \( H_{\text{int}} \) for a time \( \Delta t \). Such that \( U = e^{i H_{\text{int}} \Delta t} \), with the time that the interaction Hamiltonian is turned on being precisely controlled by the clock. Another example would be implementing an explicitly time-dependent Hamiltonian of a system, which can be implemented with a fixed interaction Hamiltonian which depends on the coordinates of a physical clock. Here, instead of having a classical parameter time, one explicitly incorporates a quantum system which acts as an idealized infinite dimensional quantum clock. However, as realized by the founders of quantum mechanics and discussed in Section II A, such clocks are unphysical, and can only be constructed in the infinite energy limit.

If we are interested in a finite sized autonomous system, or wish to study the effect of dimension, then we need to consider a finite dimensional clock. However, this presents two well known difficulties. The first, is that any attempt to use the clock will result in the evolution of the clock being disturbed [28–30]. As a result, there is a danger that the device can only be used to complete one cycle of its task, and must then be reset externally, or that the unitary that is implemented will be completed with poor fidelity. The second issue, is that a finite sized clock only records the correct time at a discrete and measure-zero number of times [28]. A \( d \) dimensional clock will record the correct time \( d \) number times, but in between, the time it reads is generally distributed probabilistically over all times.

In this paper we are able to circumvent these two difficulties. We present a finite size quantum clock, whose initial state is a coherent superposition of the Wigner clock states [31].

To demonstrate the clock’s utility, we describe how to convert two of the most ubiquitous externally controlled operations in quantum theory: the unitary, and the time-dependent interaction Hamiltonian, into an operation performed by an autonomous device. We compute the back-reaction on the clock, and find analytic bounds on the errors developed in the clock and target system, thus explicitly accounting for the cost of these operations that form the basis of so many theoretical paradigms. Our main result is that we find that the disturbance in the clock can be made exponentially small in the dimension of the clock, a calculation which requires going beyond perturbation theory. We thus see that the backreaction can be made negligible, and one can make an autonomous device which is of modest size. One significance of this result, is that it allows an autonomous machine, even one of small size, to run for a significant length of time, before becoming too degraded. As such, if one wishes to convert a quantum operation with external control into an autonomous process, one may do so by using the idealized momentum clock, whose description is simple, and keep track of the real error by using our result. This amounts to accounting for the automation quantum process without having to explicitly describe the control, an immense advantage for the cases wherein to do so would be either analytically intractable, or computationally intensive.

On a foundational note, the idealized behaviour of a quantum clock is equivalent to it obeying the canonical commutation relation. Given a suitable definition of a “time operator” we demonstrate that our finite clock states also approximate the canonical commutator relation, – a property which is absent in the clock proposed by [28][31] (see [32]). The approximate achievable properties of this property, is a consequence of the coherent nature of our clock state. This highlights the importance of quantum coherence in quantum clocks and control.

Organisation of this communication. Given the high volume of material presented, we will start with Section II which provides an informal summary of our main results and puts them into a historical context. In particular, this Section is organised into the following subsections. Subsection II A introduces the infinite dimensional clock highlighting its relevant properties we wish to mimic. This is followed by an introduction to finite clocks in Subsection II B. We then outline our main results in Subsection II C and explain their implications for quantum autonomous control in Subsection II C 3 followed by a general discussion and a conclusion in Subsections II D II E respectively. In the main text we prove the results presented in this article. The results themselves are presented with more generality in the form of Theorems. The organization of the main text is described following the table of contents.
We begin by reviewing the understanding of a time operator in quantum mechanics. Wolfgang Pauli argued that if there exists an ideal clock with Hamiltonian $\hat{H}$ and ideal observable of time $\hat{t}$; both self-adjoint on some suitably defined domains, then in the Heisenberg picture the pair must obey

$$\frac{d}{dt} \hat{t}(t) = \mathbb{1}, \quad \forall t \in \mathbb{R},$$

which in turn implies the canonical commutation relation $-i[H(t), \hat{t}] = \mathbb{1}, \quad \forall t \in \mathbb{R}$ (we use units so that $\hbar = 1$) on some suitably defined domain. Pauli further argued that the only pair of such operators (up to unitary equivalence) are $t = \hat{x}$ and $\hat{H} = \hat{p}$, where $\hat{x}$, $\hat{p}$ are the canonically conjugate position-momentum operators of a free particle in one dimension. However, all such representations of $\hat{p}$ for which Eq. (1) is satisfied have spectra unbounded from below. Pauli thus concluded that no perfect time operator exists in quantum mechanics since such clock Hamiltonians would require infinite energy to construct due to the lack of a ground state. Later, other authors pointed out that Pauli in his analysis had only considered generators of Weyl pairs. Alternatively, one could demand the weaker condition that the time operator measures time within a finite time interval only, thus replacing $\forall t \in \mathbb{R}$ with $\forall t \in [0, t_{\text{max}}]$ in Eq. (1). Under such conditions, $\hat{t}$ and $\hat{H}$ can form Heisenberg pairs and a time operator $\hat{t}$ with spectrum $[0, t_{\text{max}}]$ with a bounded from below Hamiltonian $\hat{H}$ exists, however the restriction of the spectrum of $\hat{t}$ to a finite interval requires confinement, that is, the probability of finding the wave-function at the boundaries $0, t_{\text{max}}$ must vanish. While mathematically such a construction exists, it is conceivable that such confinement can only physically be achieved when one has an infinite potential at the boundaries of the interval $[0, t_{\text{max}}]$ in order to prevent quantum mechanical tunnelling, which again, would require infinite energy and is therefore unphysical (e.g. particle confined in a box). The question of whether a physically realizable perfect time operator exists in quantum mechanics is still a highly contentious issue. We will not dwell on this issue here, but rather, since we wish to construct a finite dimensional quantum clock that is capable of autonomous control, requiring finite energy, that imitates these ideal clocks, review here the relevant properties of these clocks that render them ideal as a quantum control system.

For the simple example in which $\hat{t} = \hat{x}$, $\hat{H} = \hat{p}$ are position and momentum operators respectively, of a free particle in one dimension with domain $D_0$ of infinitely differentiable functions of compact support on $L^2(\mathbb{R})$, the dynamics are easily solvable. We refer to it as the idealised clock and assume domain $D_0$ for all operators in this Section. The idealised clock allows for precise timing of events; something which is essential for our main objective, quantum autonomous control.

The relevant properties of the idealised clock are:

1) a distinguishable basis of time states,

2) continuity in time evolution, and

3) continuous autonomous control.

To be more precise, given that the Hamiltonian of the clock is $\hat{H} = \hat{p}$, the generalised eigenvectors of the position operator $|x\rangle$ are a distinguishable basis of time states by which we mean $\langle x'|x\rangle = \delta(x-x')$, and that given any initial generalized eigenvector of the position operator $|x\rangle$, the natural evolution of the clock will run through all of the generalised states in $\{|x'| \mid x' > x\}$,

$$e^{-i\hat{H}t}|x\rangle = |x+t\rangle.$$  

Importantly, the property of shifting regularly w.r.t. time is true for any state of the clock,

$$\langle x|e^{-i\hat{H}t}|\Psi\rangle = \langle x-t|\Psi\rangle.$$  

The fact that this statement holds for all $x \in \mathbb{R}$ and arbitrarily small $t \in \mathbb{R}$ is the second property of the ideal clock, its continuity. It implies that the clock’s ability to tell time, for instance via a measurement of its position, remains the same for arbitrary intervals.

The third property is the clock’s ability to control an interaction on an external system. If one adds a position-dependent potential to the clock, it still retains its continuity, and only changes by a local phase that depends on the potential,

$$\langle x|e^{-i(\hat{H}+V(\hat{x})-V(\hat{x}'))t}|\Psi\rangle = e^{-i\int_{x'}^{x} V(x')dx'} \langle x-t|\Psi\rangle, \quad x, t \in \mathbb{R}, \quad V \in D_0.$$
A detailed proof of the above statements may be found in Section A. From Eq. (4) it follows that one can use the clock to autonomously control an additional quantum system. This is why this property is so important. It will be discussed in more detail in Section II C 4.

**B. The finite clock**

To construct a finite clock, as in [28, 31], we use a quantum system of dimension $d$ whose energy levels, denoted by $\{|E_n]\}_{n=0}^{d-1}$, are equally spaced,

$$\hat{H}_c = \sum_{n=0}^{d-1} n\omega |E_n\rangle\langle E_n|.$$  \hspace{1cm} (5)

The frequency $\omega$ determines both the energy spacing as well as the time of recurrence of the clock, $T_0 = 2\pi/\omega$, as $e^{-i\hat{H}_c T_0} = 1$. This system possesses a distinguishable basis of time states $\{|\theta_k\rangle\}_{k=0}^{d-1}$, mutually unbiased w.r.t. the energy states,

$$|\theta_k\rangle = \frac{1}{\sqrt{d}} \sum_{n=0}^{d-1} e^{-i2\pi nk/d} |E_n\rangle.$$  \hspace{1cm} (6)

It will also be useful to extend the range of $k$ to $\mathbb{Z}$. Extending the range of $k$ in Eq. (6) it follows $|\theta_k\rangle = |\theta_{k \mod d}\rangle$ for $k \in \mathbb{Z}$. The time states rotate into each other in regular time intervals of $T_0/d$, i.e. $e^{-i\hat{H}_c T_0/d} |\theta_k\rangle = |\theta_{k+1}\rangle$. Since they also form an orthonormal basis, this property is true for any state $|\Psi\rangle$ of the clock Hilbert space,

$$\langle \theta_k|e^{-i\hat{H}_c m T_0/d}|\Psi\rangle = \langle \theta_{k-m}|\Psi\rangle, \quad k, m \in \mathbb{Z}.$$  \hspace{1cm} (7)

This is reflective of the idealised case Eq. (3), but the key difference is that for the finite clock, Eq. (7) only holds at regular intervals ($m \in \mathbb{Z}$). Thus while every state of the clock is regular with respect to time, it is not continuous [property 2]). In fact the time-states $|\theta_k\rangle$ themselves are considerably discontinuous. As a time-state evolves, it spreads out considerably in the time basis for non-integer intervals [28, 32]. Additionally, the time-states fail to approximate the ideal commutator relationship between a (suitably defined) time operator and Hamiltonian in any limit [28]. See Section B for details on the behaviour of the time-states $|\theta_k\rangle$.

For our work, rather than the time-state, we use a Gaussian superposition of time-states,

$$|\Psi_{\text{nor}}(k_0)\rangle = \sum_{k \in S_d(k_0)} \psi_{\text{nor}}(k_0; k) |\theta_k\rangle,$$  \hspace{1cm} (8)

with $A$ a normalisation constant and $k_0 \in \mathbb{R}$. The definition and basic properties of the state are detailed in the Section III Briefly, $\sigma$ denotes the width of the state in the time basis, ranging from $\sigma \approx 0$ (approximately a time-eigenstate) to $\sigma \approx d$ (almost an energy eigenstate). $\omega n_0$ corresponds to the mean energy of the state, and ranges between 0 and $\omega (d - 1)$. $S_d(k_0)$ is a set of $d$ consecutive integers centered about $k_0$, such that the set $\{|\theta_k\rangle : k \in S_d(k_0)\}$ forms a complete orthonormal basis for all states in the $d$ dimensional Hilbert space of the clock.

**C. RESULTS (Informal Overview)**

We now briefly state our main results, reserving the full theorems for later. For simplicity we state all the results for the simplest case, $\sigma = \sqrt{d}$, $n_0 = (d - 1)/2$, use $\text{poly}(d)$ to refer to polynomial in $d$ and use $O$ for Big-O notation. We leave the more general case discussed in Section II D for later Sections.

1. **Quasi-Continuity**

Our first result is to recover the continuity of a quantum clock for the class of Gaussian superpositions of time-states introduced above.
Result 1 (See Theorem [IV.1] for the most general version). If the clock begins in a Gaussian superposition, 
\( \langle \theta_k | \Psi_{\text{nor}}(k_0) \rangle = \psi_{\text{nor}}(k_0; k) \), then for all \( k \in S_d(k_0 + t d / T_0) \) and \( t \in \mathbb{R} \),

\[
\langle \theta_k | e^{-i t H_c} | \Psi_{\text{nor}}(k_0) \rangle = \psi_{\text{nor}}(k_0) - d \frac{t}{T_0} k + \varepsilon_c(t, d),
\]

\[
\varepsilon_c(t, d) = O \left( t \ poly(d) e^{-\frac{d}{2}} \right) \text{ in the } d \to \infty \text{ limit.}
\]

In other words, the evolution of the clock state, which is composed of the discrete coefficients \( \langle \theta_k | e^{-i t H_c} | \Psi_{\text{nor}}(k_0) \rangle \), may be approximated by the continuous movement of the background Gaussian function \( \psi_{\text{nor}}(k_0; x) \). [see a) Fig. [1]. This is exactly as in the case of the idealized clock Eq. (3), and the error in the approximation grows linearly in time, but is exponentially small with clock dimension. This is in marked contrast to using the time states, which only behave as good clock states at a finite number of intervals.

1. Autonomous Quasi-Control

For the clock to serve as a quantum control unit, it must be continuous not only under its own evolution, but also in the presence of an appropriate potential, as in the case of the idealized clock [4]. Our second major result is to prove the same for the finite clock.

Result 2 (See Theorem [V.1] for the most general version). Let \( V_0 : \mathbb{R} \to \mathbb{R} \) be an infinitely differentiable, periodic function of one variable with period \( 2\pi \), normalized so that its integral over a period is \( \Omega \), with \( -\pi \leq \Omega < \pi \). For the finite clock of dimension \( d \), construct a potential from \( V_0 \) as follows,

\[
\hat{V}_d = \frac{d}{T_0} \sum_{k=0}^{d-1} V_d(k) \langle \theta_k | \theta_k \rangle,
\]

\[
V_d(x) = \frac{2\pi d}{d} V_0 \left( \frac{2\pi x}{d} \right).
\]

Then under the Hamiltonian \( \hat{H}_c + \hat{V}_d \), if the clock begins in a Gaussian superposition \( \langle \theta_k | \Psi_{\text{nor}}(k_0) \rangle = \psi_{\text{nor}}(k_0; k) \), then for all \( k \in S_d(k_0 + t d / T_0) \) and \( t \in \mathbb{R} \),

\[
\langle \theta_k | e^{-i t (\hat{H}_c + \hat{V}_d)} | \Psi_{\text{nor}}(k_0) \rangle = e^{-i \int_{k-d/T_0}^{k} V_d(x) dx} \psi_{\text{nor}}(k_0 - d \frac{t}{T_0}; k) + \varepsilon_v(t, d),
\]

\[
\varepsilon_v(t, d) = O \left( t \ poly(d) e^{-\frac{d}{2}} \right) \text{ in the } d \to \infty \text{ limit,}
\]

where \( \zeta \geq 1 \) is a measure of the size of the derivatives of \( V_0(x) \),

\[
\zeta = \left( 1 + \frac{0.792 \pi}{\ln(\pi d)} b \right)^2, \text{ for any}
\]

\[
b \geq \sup_{k \in \mathbb{N}^+} \left( \max_{x \in [0,2\pi]} | V_0^{(k-1)}(x) | \right)^{1/k},
\]

where \( V_0^{(k)}(x) \) is the \( k \)-th derivative with respect to \( x \) of \( V_0(x) \), so roughly speaking - the larger the derivatives, the larger is \( \zeta \). [see b) Fig. [1]. We further require the derivatives \( V_0 \) to be such that the lower bound on \( b \) in Eq. (13) is finite in order for Eq. (12) to be non-trivial.

As in the case of the idealized clock, this result allows one to implement a unitary on an external system, or any time-dependent interaction that commutes with the Hamiltonian of the system. We discuss this in greater detail in a following Section, and bound the errors in the system and the clock at the end of such processes (in comparison to the ideal case). In particular, we will show that the state of the clock is disturbed by only an exponentially small amount in the dimension of the clock.

In further work [27], it is demonstrated that the result above also encapsulates continuous weak measurements on the state of the clock, that may be used to extract temporal information from the clock (i.e. to measure time).

3. Quasi-Canonical Commutation

So far we have demonstrated that the finite dimensional Gaussian clock state, Eq. (8), satisfies properties 1) to 3) up to a small error. Recall that these desired properties were a direct consequence of Eq. (1) which is satisfied if...
FIG. 1:  Resemblance of a quantum clock to a classical clock. a) Illustration of main result 1. A quantum clock state $|\Psi_{\text{nor}}(12)\rangle$ initially centered at “12 O’clock” time evolved to $t = 3T_0/(2d)$. This clock state will move continuously around the clock face, maintaining localization as a wave packet. It’s this maintenance of localization which means it is well distinguishable from other states at all times. b) Illustration of main result 2. Now a potential peaked around “6 O’Clock” is introduced. The clock dynamics will be, up to a small error the same as in a) until a time just before “6 O’Clock”, at which point the clock will start to acquire a phase due to its passage over the potential. At a time just after “6 O’Clock”, the dynamics will start to resemble those of a) again, but now with a global phase added. A direct consequence of main result 2, is that one can use this time dependent phase to control an auxiliary quantum system at specified time, resembling an alarm clock.

\[ [\hat{t}, \hat{H}_c] = i \text{ on some appropriately defined domain.} \]

We will now turn to the issue of the commutator. For the finite clock, since the $|\theta_k\rangle$ rotate into each other in regular time intervals, an intuitive definition of a time operator is in the eigenbasis of $|\theta_k\rangle$. Therefore, in analogy to the energy operator, $\hat{H}_c$, we define the time operator

\[ \hat{t}_c = \sum_{k=0}^{d-1} k \frac{T_0}{d} |\theta_k\rangle\langle \theta_k|. \]  

However, as noted by Peres [28], this operator cannot obey $[\hat{t}_c, \hat{H}_c] = i$ for any time state $|\theta_k\rangle$. In fact,

\[ \langle \theta_k | [\hat{t}_c, \hat{H}_c] | \theta_k \rangle = 0 \quad \text{for all } k \in \mathbb{Z} \text{ and } d \in \mathbb{N}^+. \]  

This is intrinsically related to the time-states not being good clocks themselves. On the contrary, for a Gaussian superposition of clock states,

**Result 3** (See Theorem VII.1 for the most general version).

\[ [\hat{t}_c, \hat{H}_c] |\Psi_{\text{nor}}(k_0)\rangle = i |\Psi_{\text{nor}}(k_0)\rangle \pm |\varepsilon_{\text{comm}}\rangle, \]

\[ |||\varepsilon_{\text{comm}}||_2 = \mathcal{O}(\text{poly}(d) e^{-\pi d}) \text{ in the } d \to \infty \text{ limit}. \]  

The implication of Eq. (16) is that our Gaussian clock states $|\Psi(k_0)\rangle$ can achieve the canonical commutation relation up to a exponentially small error in clock dimension. In addition, since the l.h.s. of Eq. (16) is $T_0$ independent, so is the error $|||\varepsilon_{\text{comm}}||_2$.

4. **Consequences of Autonomous Quasi-control**

We now discuss the important consequences that Result 2 has for quantum control. Consider a quantum system of dimension $d_s$ for which we wish to implement a unitary $\hat{U}$ over a time interval $t \in [t_1, t_2]$ for some initial state $\rho_s \in S(\mathcal{H}_s)$,

\[ \rho_s(t) = \begin{cases} 
\rho_s & \text{if } 0 \leq t < t_1 \\
\hat{U} \rho_s \hat{U}^\dagger & \text{if } t > t_2.
\end{cases} \]  

Such an operation could represent, for example, the implementation of a quantum gate in a quantum computer. This can be implemented via the time dependent Hamiltonian $\hat{H}(t) = \hat{H}_s^{\text{int}} g(t)$ acting on $\mathcal{H}_s$, where $\hat{U} = e^{i\hat{H}_s^{\text{int}} t}$, and
$g \in L(\mathbb{R} : \mathbb{R}_{\geq 0})$ is a normalised pulse, $\int_{t_1}^{t_2} dx \ g(x) = 1$, with support $[t_1, t_2]$. Indeed, the Schrödinger equation has the solution $\rho_s(t) = U(t)\rho_s U^\dagger(t)$, where

$$U(t) = e^{-i\hat{H}_{sc} t} \int_0^t dx g(x),$$

thus implementing Eq. (17). However, since $\hat{H}(t)$ is a time dependent Hamiltonian, it will require external control for its implementation, and thus is not autonomous.

We now show that a direct consequence of the autonomous quasi-control result, is that the unitary $\hat{U}$ can be implemented autonomously with the aid of the clock, while only incurring a small error due to the finite nature of the clock. To achieve this, we show in Section [VIC] by explicit construction, that there exists a $V_0$ such that for all unitaries $\tilde{U}$, initial states $\rho_{sc}$ and time intervals $t \in [0, t_1] \cup [t_2, T_0]$, for all $0 < t_1 < t_2 < T_0$, the evolution of the initial state $\rho_{sc}(0) = \rho_s \otimes |\Psi_{nor}(0)\rangle\langle\Psi_{nor}(0)|$ under the time independent Hamiltonian $\hat{H}_{sc} = \hat{H}_c + \hat{H}_{int} \otimes \hat{V}_d$, denoted by $\rho'_{sc}(t) = e^{-it\hat{H}_{sc}} \rho_{sc}(0) e^{it\hat{H}_{sc}}$ satisfies

$$\|\rho_s(t) - \rho_s'(t)\|_1 \leq \sqrt{d_s} \text{tr}[\rho_s^2] (\varepsilon_s(t, d) + 2|\varepsilon_c(t, d)| (1 + |\varepsilon_v(t, d)|),$$

where $\varepsilon_s(t) = \text{tr}_c[\rho'_s(t)]$ denotes the partial trace over the clock, $\varepsilon_s \geq 0$ is $\mathcal{E}_s$ and $d_s$ independent. The explicit form of $\varepsilon_s$ specifying how it depends on the potential in general, is provided in the Section [VI]. Depending on the choice of the potential $V_0$, $\varepsilon_s$ will have different decay rates with $d$. Moreover, such a choice will also influence how disturbed the motion of the clock is, due to the potential’s back reaction on the clock.

As shown in Section [VIC], the idealised clock is never disturbed due to back action of the potential, and the unitary $\hat{U}$, is always implemented perfectly.

Before discussing Eq. (19) in more detail, we will first introduce a dynamical measure of disturbance for the clock.

Since the clock state $\rho'_c(t) = \text{tr}_s[\rho'_{sc}(t)]$ undergoes periodic dynamics with periodicity $T_0$ when no unitary is implemented, i.e. when $V_0 = 0$ for all $x \in \mathbb{R}$, the difference in trace distance between the initial and final state after one period is exactly zero. Moreover, when $V_0 \neq 0$ any difference between the two states is solely due to the back reaction caused by the potential implementing the unitary on the system.

A simple application of Result 2, allows for a direct characterization of this disturbance,

$$\frac{1}{2} \|\rho'_c(0) - \rho'_c(T_0)\|_1 \leq |\varepsilon_v(T_0, d)|,$$

where $\varepsilon_v(t) = \text{tr}_c[\rho'_v(t)]$.

Eqs. (19), (20), represent a trade-off as exemplified in Fig. 2. Depending on how one parametrizes the potential $V_0$ with $d$, the decay rates of $\varepsilon_s$ and $\varepsilon_v$ will be different. We will highlight here two extremal cases. First case is that of minimal clock disturbance. This corresponds to when we allow for an arbitrarily small tolerance error $\varepsilon_s$ which is $d$ independent. This choice corresponds to cases in which $V_0$ is chosen to be $d$ independent from which it follows that $\delta$ is constant and $\lim_{d \to \infty} \zeta = 1$, meaning that the clock disturbance $\varepsilon_v$ is minimal and asymptotically equal to that given by the quasi-continuity bound $\varepsilon_c$. More generally, we show that one can even achieve a parametrisation such that $\lim_{d \to \infty} \varepsilon_s = 0$ while still maintaining $\lim_{d \to \infty} \zeta = 1$.

Alternatively, one can choose a potential with the aim of minimizing the r.h.s. of Eq. (19). This leads to both $\|\rho_s(t) - \rho'_{sc}(t)\|_1$ and $\|\rho'_c(0) - \rho'_c(T_0)\|_1$ to be of the same order and decays faster than any power of $d$, specifically, exponential decay in $d^{1/4} \sqrt{\ln d}$.

An alternative interpretation of our results is that the clock Hamiltonian is that of a quantum Harmonic oscillator with energy spacing $\omega$, and we are working in a subspace of it. In this interpretation, in the error terms $\varepsilon_c, \varepsilon_v, \varepsilon_s$, one could make the substitution $d \to \frac{2}{\omega} \langle \hat{H}_c \rangle$, where $\langle \hat{H}_c \rangle$ is the mean energy of the clock’s initial state, $|\Psi_{nor}(k_0)\rangle$. In this case, we can interpret the clock as living in an infinite dimensional Hilbert space and with error terms $\varepsilon_c, \varepsilon_v$ which are exponentially small in mean clock energy.

D. Discussion

So far, the results stated have only been for when the initial Gaussian superposition of time states $|\Psi_{nor}(k_0)\rangle$ has a width $\sigma$ equal to $\sqrt{d}$ and mean energy centered in the middle of the spectrum of $\hat{H}_c$. This particular choice of the width which we call symmetric, has a particular physical significance. The uncertainty in both the energy and time basis, denoted $\Delta E$ and $\Delta t$ respectively, are equal with $\Delta E \Delta t = 1/2$. The last equality is true regardless of the width

\footnote{up to an additive correction term which decays exponentially in $d$.}
FIG. 2: Plot of the potential $V_0(x) = A_c \cos^{2n} \left( \frac{x - \pi}{2} \right)$ over one period $[0, 2\pi]$, with $A_c$ a normalisation constant. Blue $n = 10$. Orange $n = 100$. The blue potential is “flatter” than the orange potential, and as such, $b$ in Eq. (19) is smaller than in the case of the orange potential. The disturbance $\varepsilon_v$ in the clock’s dynamics caused by the implementation of the unitary (see Eq. (20)), will be smaller for the blue potential than for the orange potential. However, the error term $\varepsilon_s$ involved in implementing the system unitary (see Eq. (19)), will be larger for the blue potential than for the orange potential. Generally speaking, whenever $b$ is larger, $\varepsilon_s$ can be made smaller at the expense of a larger disturbance to the clock’s dynamics (i.e. larger $\varepsilon_v$). This trade off is reminiscent of the information gain disturbance principle [39], but here rather than gaining information, the unitary is implemented more accurately (i.e. smaller r.h.s. in Eq. (19)).

$\sigma$, implying that all our Gaussian clock states are minimum uncertainty states.\(^1\) However, whenever $\sigma > \sqrt{d_s}$, we have $\Delta E < \Delta t$ implying less uncertainty in energy. We call these energy squeezed states in analogy with quantum optics terminology. Meanwhile, we call states for which $\sigma < \sqrt{d_s}$, time squeezed since $\Delta E > \Delta t$ in this case. It is likely that only time squeezed states can achieve the Heisenberg limit [24]. Yet, from the viewpoint of quantum control, as we shall now see, our results suggest that squeezed states (either in the time or energy basis) have larger errors $\varepsilon_s$ and $\varepsilon_v$, thus rendering them more fragile to back-reactions from the potential $V_0$. Full details are left to later sections, but qualitatively the behaviour is as follows.

Whenever the initial clock state is energy or time squeezed, the error terms $\varepsilon_s$, $\varepsilon_v$ still maintain their linear scaling with time, but lose their exponential decay in clock dimension. Moreover, it is now exponential decay in $d^n, 0 < \eta < 1$, with decreasing $\eta$ as squeezing in time or energy is increased. We conjecture that the exponential decay of $\varepsilon_s$ in the clock dimension is the best possible scaling with clock dimension which holds for all times in one time period $[0, T_0]$. Such a fundamental limitation, will have direct implications for how much work can be embezzled from the clock when it implements a unitary in the framework of [20]. The second question of interest is how does the mean energy of the initial state of the clock effect the errors induced by finite size? From the energy-time uncertainty relation [39], and indeed the idealised clock, one might expect the larger the mean energy of the state, the better it performs. Contrarily, we find that errors maintain the same exponential decay in $d^n$ with $\eta = 1$ reserved for symmetric states, but now with a smaller prefactor, – one has to replace the $\pi/4$ in Eq. (10) with a factor which approaches zero as the mean energy of the initial clock state approaches either end of the spectrum of $\hat{H}_c$. This suggests that, when the dimension is finite, it is the dimension itself, rather than the energy of the state, as suggested by the energy-time uncertainty relation [39], which is the resource for improving the accuracy of a clock.

On another level, by demonstrating that up to small errors, the three core paradigms in quantum control, – the unitary (Eq. (17)), the time dependent Hamiltonian (Eq. (18)), and time independent control (Eq. (19)), are all equivalent up to small errors, our results represent a unification of the three paradigms. The implications of this are not only of a foundational nature, but also practical, since it implies that one can numerically simulate a time dependent Hamiltonian on $\mathcal{H}_s$, while being re-assured that in actual fact, the results of the simulation are equivalent to simulating a time independent Hamiltonian on the larger Hilbert space $\mathcal{H}_s \otimes \mathcal{H}_c$, which would be numerically intractable due to the increased dimension.

In the case that $\rho_s$ has a non-trivial Hamiltonian $\hat{H}_s$ and thus is not stationary in time, the described protocol for implementing a unitary $\hat{U}$, now only applies to the case of energy preserving unitaries, namely $[\hat{U}, \hat{H}_s] = 0$. For non commening unitaries, one would additionally need a source of energy in addition to the source of timing provided by the clock. The energy source can be modeled in our setup explicitly by including a quantum battery system $\mathcal{H}_b$ into the setup or taken to be the clock itself. In the former case, the clock would perform an energy preserving unitary over the $\mathcal{H}_s \otimes \mathcal{H}_b$ system. The battery Hamiltonian and initial state would be such that locally, on $\mathcal{H}_s$, an
arbitrary unitary would have been performed. Such a battery Hamiltonian and initial battery state has been studied in [40], and will be applied to the setup in this paper in an upcoming paper.

E. Conclusions

We solve the dynamics of a finite dimensional clock when the initial state is a coherent superposition of time states – a basis which is mutually unbiased with respect to the energy eigenstates of the finite dimensional Hamiltonian. This can be used to measure the passage of time. We show that such superpositions evolve in time in ways which mimic idealised, infinite dimensional and energy clocks up to errors which decay exponentially fast in clock dimension. This represented a challenging problem due to its non-perturbative nature. We envisage that the techniques for solving this problem may be useful in solving other dynamical problems in many-body physics. We then demonstrate the consequences our results have for autonomous quantum control. We show that the clock can implement a timed unitary on the system via a joint clock-system time independent Hamiltonian, with an error which decays faster than any polynomial in the clock dimension; or equivalently, faster than any polynomial in the clock’s mean energy. The implementation of the unitary induces a back-reaction onto the clock’s dynamics. We discuss the trade-off between smaller clock disturbance and better temporal localization of the unitary’s implementation, which our bounds address quantitatively. Our results single out states of equal uncertainty in time and energy, with a mean energy at the mid point of the energy spectrum, as being the most robust, and thus incurring the least disturbance due to its implementation of the unitary on the system.

Such results are important, since the implementation of unitaries is a ubiquitous operation encountered in almost every research field of theoretical quantum mechanics; perhaps the most prominent example being in the field of quantum computation. Yet very little was known about how well such control, normally accounted for by a classical field, can actually be implemented by a fully quantum autonomous setup. Our results provide analytical and insightful bounds on exactly how well this can be achieved, venturing into the fundamental issue of time in quantum mechanics in the process.
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In the remaining sections we detail our findings. The organization is as follows.

Section III introduces the definitions of our clock states and discusses some of their basic properties. Section IV is dedicated to the proof of our first main result. The main result is presented in Theorem IV.1. All other Lemmas in this section are technical lemmas used solely for the proof of Theorem IV.1. A sketch of the proof can be found at the beginning of the Section. If one wishes to understand the proof of the second main result, this section may be skipped, since the proof of the second result is a generalization of Theorem IV.1. Section V is concerned with the proof of our second main result. Readers solely interested in the result can go directly to Theorem V.1, followed by Corollary V.1.1 and the example Section V B. A sketch of the proof can be found at the beginning of the Section. If one wishes to understand the proof of the second main result, this section may be skipped, since the proof of the second result is a generalization of Theorem IV.1. Section VI is concerned with the immediate consequences that main result two has for autonomous quantum control. Unlike the with the previous two sections, a reader who wishes to obtain a deeper understanding of the results (not necessarily the proofs), is advised to read the entire section, omitting the proofs if desired. The highlights of this section are Lemma VI.0.2, Corollary VI.0.1 and the examples in Section VI C 1.

Section VII is concerned with the proof of main result three. Theorem VII.1 represents the main result of this section.

Section VIII proposes some conjectures, based on numerical studies about the tightness and generality of our bounds. Some open questions about the properties of the bounds are also discussed.

The remaining Sections proved background information and technical results and definitions used throughout the proofs. Section A is concerned with describing the idealised momentum clock. It serves as a reference to the idealised properties we wish our finite dimension clock to mimic. Section B explains previous results in the literature on finite clocks while pointing out their shortcomings which our clock will overcome. It also introduces some of the definitions which will be used in the rest of the manuscript.

Sections C and D are for reference, and do not contain any of the main results or this article. The first of these two Sections, Section C, contains some of the essential mathematical ingredients which have been used repetitively throughout previous Sections. Here, Sections C 2 and C.0.2 are simple yet crucially important for the main results of this article. The second of these two sections, Section D, contains error bounds for summations over Gaussian tails.

III. DEFINITION OF GAUSSIAN CLOCK STATES AND PROPERTIES

In this section we will introduce the class of clock states, that are Gaussian superpositions of the time-states, and review some of their properties. In the following, we call the Hilbert space of the clock, \( \mathcal{H}_c \), the Hilbert space formed by the span of the time basis \( \{ |\theta_k \rangle \}_{k=0}^{d-1} \) or equivalently the energy basis \( \{ |E_n \rangle \}_{n=0}^{d-1} \).

**Definition 1.** (Gaussian clock states). Let \( \Lambda_{\sigma,n_0} \) be the following space of states in the Hilbert space of the \( d \) dimensional clock,

\[
\Lambda_{\sigma,n_0} = \left\{ |\Psi(k_0)\rangle \in \mathcal{H}_c, \quad k_0 \in \mathbb{R} \right\},
\]

where

\[
|\Psi(k_0)\rangle = \sum_{k \in \mathcal{S}_d(k_0)} A e^{-\frac{\sigma}{2} (k-k_0)^2} e^{i2\pi n_0 (k-k_0)/d} |\theta_k \rangle,
\]

with \( \sigma \in (0,d) \), \( n_0 \in (0,d-1) \), \( A \in \mathbb{R}^+ \), and \( \mathcal{S}_d(k_0) \) is the set of \( d \) integers closest to \( k_0 \), defined as:

\[
\mathcal{S}_d(k_0) = \left\{ k : k \in \mathbb{Z} \text{ and } -\frac{d}{2} \leq k_0 - k < \frac{d}{2} \right\}.
\]

In the special case that \( |\Psi(k_0)\rangle \) is normalized, it will be denoted by

\[
|\Psi_{\text{nor}}(k_0)\rangle = |\Psi(k_0)\rangle,
\]
and $A$ will take on the specific value

$$A = A(\sigma; k_0) = \frac{1}{\sqrt{\sum_{k \in S_d(k_0)} e^{-\frac{\pi^2}{\sigma^2}(k-k_0)^2}}},$$

(25)
s.t. $\langle \Psi_{\text{nor}}(k_0)|\Psi_{\text{nor}}(k_0) \rangle = 1$. Bounds for $A$ can be found in Section D.1.

Remark III.1 (Technicality). Sometimes we will use big O notation $O$, and $\text{poly}(x)$ to denote a generic polynomial in $x \in \mathbb{R}$ of constant degree. When doing so, for simplicity, it will be assumed that $\sigma \in (0, d)$ is bounded away from 0 for all $d \in \mathbb{N}^+$, e.g. $1/\sigma$ is upper bounded for all $d$.

Remark III.2 (Time, uncertainty, and energy of clock states). The parameters $k_0$ and $\sigma$ may be identified with the mean and variance respectively in the basis of time-states. $n_0$ may be identified with the mean energy of the clock, as we shall discuss shortly in Remark III.6 which motivates Def. 5.

Remark III.3 (Keeping the clock state centered). The choice of the set $S_d(k_0)$ is to ensure that the Gaussian is always centered in the chosen basis of angle states. The reason it is possible to do this in the first place is because the basis of clock states is invariant under a translation of $d$, i.e. $|\theta_k \rangle = |\theta_{k+d} \rangle$ (22). Instead of the set $\{0, 1, \ldots, d-1\}$ we can choose to express the state w.r.t. to any set of $d$ consecutive integers, and we choose the specific set in which the state above is centered. If $d$ is even, then $S_d(k_0)$ changes at integer $k_0$, if $d$ is odd, then it changes at half-integer values of $k_0$. Equivalently, in terms of the floor function $\lfloor \cdot \rfloor$,

$$S_d(k_0) = \begin{cases} S_d([k_0]) & \text{if } d \text{ is even}, \\ S_d([k_0 + 1/2]) & \text{if } d \text{ is odd}. \end{cases}$$

(26)

Definition 2. (Distance of the mean energy from the edge of the spectrum) We define the parameter $\alpha_0 \in (0, 1]$ as a measure of how close $n_0 \in (0, d-1)$ is to the edge of the energy spectrum, namely

$$\alpha_0 = \left(\frac{2}{d-1}\right) \min\{n_0, (d-1)-n_0\}$$

$$= 1 - \left|1 - n_0 \left(\frac{2}{d-1}\right)\right| \in (0, 1].$$

(27)

(28)

The maximum value $\alpha_0 = 1$ is obtained for $n_0 = (d-1)/2$ when the mean energy is at the mid point of the energy spectrum, while $\alpha_0 \to 0$ as $n_0$ approaches the edge values 0 or $d-1$. c.f. similar measure, Eq. (393).

Remark III.4 (Comparison to time-states). As a first comparison, we repeat the analysis of the behaviour of the time-states (see Fig. [5]), this time for the Gaussian state, i.e. we plot the expectation value and variance of the time operator, given the Gaussian initial state centered about $|\theta_0\rangle$, see Fig. [3].

Definition 3. (Analytic extension of clock states). Corresponding to every $|\Psi(k_0)\rangle \in \Lambda_{\sigma,n_0}$, we define $\psi : \mathbb{R} \to \mathbb{C}$ to be the analytic Gaussian function

$$\psi(k_0; x) = A e^{-\frac{\pi^2}{\sigma^2}(x-k_0)^2} e^{i2\pi n_0(x-k_0)/d}.\tag{29}$$

By definition, $\psi(k_0; k) = \langle \theta_k | \Psi(k_0) \rangle$ for $k \in S_d(k_0)$, and thus $\psi$ is an analytic extension of the discrete coefficients $\langle \theta_k | \Psi(k_0) \rangle$.

In the special case that the corresponding state $|\Psi(k_0)\rangle \in \Lambda_{\sigma,n_0}$ is normalised, $\psi$ will be denoted accordingly, namely

$$\psi_{\text{nor}}(k_0; k) := \psi(k_0; k) \quad \text{iff } A \text{ satisfies } \text{Eq. (25)}.$$ 

(30)

Remark III.5. $\psi(k_0; k + y) = \psi(k_0 - y; k)$.

Definition 4. (Continuous Fourier Transform as a function of dimension $d$ of clock state). Let $\tilde{\psi} : \mathbb{R} \to \mathbb{C}$ be defined as the continuous Fourier transform of $\psi$,

$$\tilde{\psi}(k_0; p) = \frac{1}{\sqrt{d}} \int_{-\infty}^{\infty} \psi(k_0; x) e^{-i2\pi px/d} dx = A \frac{\sigma}{\sqrt{d}} e^{-\frac{\pi^2}{\sigma^2}(p-n_0)^2} e^{-i2\pi nk_0}.\tag{31}$$

Similarly to above, we denote

$$\tilde{\psi}_{\text{nor}}(k_0; p) := \tilde{\psi}(k_0; p) \quad \text{iff } A \text{ satisfies } \text{Eq. (25)}.$$ 

(32)
FIG. 3: The expectation value (blue) and variance (green) of the time operator Eq. (14) given the initial state $|\Psi(0)\rangle \in \Lambda\sqrt{d}$, (symmetric, see Def. III.0.3 and Remark III.6) for $d = 8$, $T_0 = 1$. Compare to Fig. 5. The ideal case $\langle \hat{t} \rangle = t$ is in orange.

**Lemma III.0.1** (The clock state in the energy basis). This Lemma states that the continuous Fourier transform $\tilde{\psi}(k_0; p)$ is an exponentially good approximation (w.r.t. dimension $d$) of the clock state in the energy basis. Mathematically this is a statement of the closeness of the discrete Fourier transform (D.F.T.) to the continuous Fourier transform (C.F.T.) for Gaussian states. For simplicity, we state the result for the special case $\sigma = \sqrt{d}$, $n_0 = (d - 1)/2$.

$$\left| \langle E_n|\Psi_{\text{nor}}(k_0) \rangle - \tilde{\psi}_{\text{nor}}(k_0; n) \right| < \left( \frac{2\delta}{1 - e^{-\pi}} \right) d^{-\frac{1}{4}} e^{-\frac{\pi d}{4}}, \quad n = 0, 1, 2, \ldots, d - 1. \quad (33)$$

**Proof.** From the definition of the state (1), and the relation between the time states and energy states (6),

$$\langle E_n|\Psi(k_0) \rangle = \frac{1}{\sqrt{d}} \sum_{k \in S(k_0)} \tilde{\psi}(k_0; k)e^{-i2\pi nk/d}. \quad (34)$$

By definition, this is the D.F.T. of the $\psi(k_0; k)$ state in the time basis. To prove that this approximates the C.F.T. of the state $\psi(k_0, k)$, we first convert the finite sum above to the infinite sum $k \in \mathbb{Z}$, and bound the difference using Lemma D.0.1,

$$\left| \frac{1}{\sqrt{d}} \sum_{k \in S(d, k_0)} \psi_{\text{nor}}(k_0; k)e^{-i2\pi nk/d} - \frac{1}{\sqrt{d}} \sum_{k \in \mathbb{Z}} \psi_{\text{nor}}(k_0; k)e^{-i2\pi nk/d} \right| < \left( \frac{2\delta}{1 - e^{-\pi}} \right) d^{-\frac{1}{4}} e^{-\frac{\pi d}{4}}. \quad (35)$$

where we have used the bound for $A$ for normalized states derived in Section D1.a. Applying the Poisson summation formula (Corollary C.0.2) on the infinite sum,

$$\frac{1}{\sqrt{d}} \sum_{k \in \mathbb{Z}} \psi_{\text{nor}}(k_0; k)e^{-i2\pi nk/d} = \sum_{m \in \mathbb{Z}} \tilde{\psi}_{\text{nor}}(k_0; n + md). \quad (36)$$

Using Lemma D.0.1 we can approximate the sum by the $m = 0$ term,

$$\left| \tilde{\psi}_{\text{nor}}(k_0; n) - \sum_{m \in \mathbb{Z}} \tilde{\psi}_{\text{nor}}(k_0; n + md) \right| < \left( \frac{2\delta}{1 - e^{-\pi}} \right) d^{-\frac{1}{4}} e^{-\frac{\pi d}{4}}. \quad (37)$$

Adding the two error terms, we arrive at the Lemma statement. ■
Remark III.6 (Symmetry of clock states). Now that we know the C.F.T. \( \psi \) to be a good approximation of the clock state in the energy basis, we can note the two most important features. First, the width of the state in the energy basis is of the same order (\( \sqrt{d} \)) as that in the time basis [29]. The states are thus symmetric w.r.t. the uncertainty in either basis. In general when \( \sigma \neq \sqrt{d} \), the widths of the states in the time and energy bases are of different order.

Second, the state \( |\Psi_{\text{nor}}(k_0)\rangle \) is centered about the value \( n_0 = (d - 1)/2 \). Considering that the range of values for the energy number is from 0 to \( d - 1 \), the energy of the clock state is exactly at the middle of the spectrum. These observations motivate the following definitions.

Definition 5. (Gaussian clock state classes) We give the following names to states \( |\Psi(k_0)\rangle \in \Lambda_{\sigma,n_0} \) depending on the relationship between their width \( \sigma \in (0, d) \), and the clock dimension \( d \):

1) symmetric if \( \sigma^2 = d \).

2) time squeezed if \( \sigma^2 < d \).

3) energy squeezed if \( \sigma^2 > d \).

Furthermore, we add the adverb, completely when in addition \( n_0 = (d - 1)/2 \), i.e. \( |\Psi(k_0)\rangle \in \Lambda_{\sigma,n_0} \) has mean energy centered at the middle of the spectrum of \( H_c \).

IV. PROOF OF QUASI-CONTINUITY OF GAUSSIAN CLOCK STATES

Recall the continuity of the ideal clock [35]. The time-translated state of the clock was the same as the space-translated state, for arbitrary translation size. Our first major result is to derive an analogous statement for the finite clock. This is the subject of this section, with the Theorem stated at the end (Theorem IV.1).

Sketch of proof:
The mean position \( k_0 \) of the clock state appears twice in the expression for the state, first as the mean of the Gaussian \( \psi(k_0; k) \), and second as determining the set of integers \( k \) over which the time states \( |\theta_k\rangle \) are defined.

Therefore, in order to prove that time translations are (approximately) equivalent to translations in position, we prove that an arbitrary time translation of the clock by a value \( \Delta \) shifts both \( k_0 \) to \( k_0 + \Delta \) and the set \( S(k_0) \) to \( S(k_0 + \Delta) \).

By the properties of \( S(k_0) \), we see that it changes at definite values of \( k_0 \) (integer values if \( d \) is even, and half-integer values if \( d \) is odd).

We proceed in a number of steps. First we prove that an infinitesimal time translation by \( \delta \) is approximately equivalent to shifting only the mean \( k_0 \) by \( \delta \). We then use the Lie-Product formula to extend the statement to finite time-translations of \( \Delta \) that are small enough so that \( S(k_0 + \Delta) \) is the same as \( S(k_0) \).

We then bound the error involved in switching the set \( S(k_0) \) to \( S(k_0 + 1) \) (without any other change in the state).

Together the two results then provide a manner of calculating the state for arbitrary time translations: first move only the mean \( k_0 \) for one unit, then switch \( S(k_0) \) by one integer, and repeat.

We proceed by deriving all the necessary technical lemmas which are necessary for Theorem IV.1. We first prove the quasi-continuity of the Gaussian clock states under infinitesimal time-translations, followed by extending the proof to arbitrary times.

Lemma IV.0.1. The action of the clock Hamiltonian on a Gaussian clock state for infinitesimal time of order \( \delta \) may be approximated by an infinitesimal translation of the same order on the analytic extension of the clock state. Precisely speaking, for \( |\Psi(k_0)\rangle \in \Lambda_{\sigma,n_0} \),

\[
e^{-i\delta \frac{\sigma}{2\sqrt{d}} H_c} |\Psi(k_0)\rangle = e^{-i\delta \frac{\sigma}{2\sqrt{d}} H_c} \sum_{k \in S(d)(k_0)} \psi(k_0; k) |\theta_k\rangle = \sum_{k \in S(d)(k_0)} \psi(k_0 + \delta; k) |\theta_k\rangle + |\epsilon\rangle, \tag{38}
\]

where the \( l_2 \) norm of the error \( |\epsilon\rangle \) is bounded by

\[
||\epsilon||_2 \leq \delta \epsilon_{\text{total}} + \delta^2 C', \quad \text{where } C' = \text{ is independent, and}
\]

\[
\epsilon_{\text{total}} < \frac{2\pi Ad}{\sqrt{d}} \begin{cases} \left( 2\sqrt{d} \left( \frac{1}{2} + \frac{1}{2\sigma d} + \frac{1}{1 - e^{-\pi}} \right) e^{-\frac{\pi d}{2}} + \frac{2}{1 - e^{-\pi}} + \frac{1}{2 + \frac{1}{2\pi d}} e^{-\frac{\pi d}{2}} \right) \quad \text{if } \sigma = \sqrt{d} \\ \left( 2\sigma \left( \frac{\alpha_0}{2} + \frac{1}{2\pi \sigma^2 d} + \frac{1}{1 - e^{-\pi \sigma^2 \alpha_0}} \right) e^{-\frac{\alpha_0^2}{\sigma^2}} \left( \frac{1}{1 - e^{-\frac{\pi d}{2}}} + \frac{1}{1 - e^{-\frac{\pi d}{2}} + \frac{d}{2\sigma^2} + \frac{1}{2\pi d}} \right) \right) \quad \text{otherwise} \end{cases} \quad \tag{39}
\]
Remark IV.1. Before we begin the proof, note that the R.H.S. of (38) is not necessarily \(|\langle \psi(k_0+\delta) |\rangle\), since the summation is still over the set of integers \(S_d(k_0)\), and not \(S_d(k_0+\delta)\) which may be different, see [22] and the remark III.3 that follows.

Proof.

\[
e^{-i\delta \hat{H} t} |\psi(k_0)\rangle = e^{-i\delta \hat{H} t} \sum_{k=0}^{d-1} e^{i \theta_k} |E_m\rangle \langle E_m| \sum_{k \in S_d(k_0)} \psi(k_0; k) |\theta_k\rangle.
\]

(41)

Switching to the basis of energy states so as to apply the Hamiltonian, and back to the basis of time states, [B2] - [B3],

\[
e^{-i\delta \hat{H} t} |\psi(k_0)\rangle = \sum_{k,l \in S_d(k_0)} \psi(k_0, k) \left( \frac{1}{d} \sum_{n=0}^{d-1} e^{-i2\pi n(k+\delta-l)/d} \right) |\theta_l\rangle.
\]

(42)

We label the coefficient in the time basis of the exact state and the approximation as

\[
c_l(\delta) = \langle \theta_l | e^{-i\delta \hat{H} t} |\psi(k_0)\rangle = \sum_{k \in S_d(k_0)} \psi(k_0, k) \left( \frac{1}{d} \sum_{n=0}^{d-1} e^{-i2\pi n(k+\delta-l)/d} \right),
\]

(43)

\[
c'_l(\delta) = \langle \theta_l | \sum_{k \in S_d(k_0)} \psi(k_0+\delta; k) |\theta_k\rangle = \psi(k_0+\delta;l).
\]

(44)

By the properties of the analytic extension \(\psi\), both of the above are analytic functions w.r.t. \(\delta\), and we can express the difference between the coefficients via the Taylor series expansion about \(\delta = 0\),

\[
c_l(\delta) - c'_l(\delta) = c_l(0) - c'_l(0) + \delta \left[ \frac{\partial c_l(\delta)}{\partial \delta} - \frac{\partial c'_l(\delta)}{\partial \delta} \right] \bigg|_{\delta = 0} + C\delta^2,
\]

(45)

where

\[
C = \frac{1}{2} \left( \max_{|t| \leq 2\delta} \left| \frac{\partial^2 c_l(t)}{\partial t^2} - \frac{\partial^2 c'_l(t)}{\partial t^2} \right| \right).
\]

(46)

\(C\) is upper bounded by a \(\delta\) independent constant because the second derivatives w.r.t. \(\delta\) of both \(c_l(\delta)\) and \(c'_l(\delta)\) can be verified to be finite sums of bounded quantities, and therefore bounded.

We now simplify (45). By direct substitution, \(c_l(0) = c'_l(0)\). For the first derivatives,

\[
\frac{\partial c_l(\delta)}{\partial \delta} \bigg|_{\delta = 0} = \left[ \frac{\partial}{\partial \delta} \sum_{k \in S_d(k_0)} \psi(k_0; k) \left( \frac{1}{d} \sum_{n=0}^{d-1} e^{-i2\pi n(k+\delta-l)/d} \right) \right] \bigg|_{\delta = 0}
\]

\[
= \left( -\frac{i2\pi}{d^2} \right) \sum_{k \in S_d(k_0)} \psi(k_0; k) \sum_{n=0}^{d-1} ne^{-i2\pi n(k-l)/d}
\]

(47)

(48)

One can replace the finite sum over \(k\) by an infinite sum, and bound the difference via Lemma D.0.1

\[
\frac{\partial c_l(\delta)}{\partial \delta} \bigg|_{\delta = 0} = \left( -\frac{i2\pi}{d^2} \right) \sum_{k \in \mathbb{Z}} \psi(k_0; k)e^{-i2\pi nk/d} \sum_{n=0}^{d-1} ne^{i2\pi nl/d} + \epsilon_1,
\]

(49)

where

\[
|\epsilon_1| < \begin{cases} 
2\pi A \frac{e^{-\frac{d}{2\sigma}}}{1 - e^{-\frac{\pi}{\sigma}}} & \text{if } \sigma = \sqrt{d} \\
2\pi A \frac{e^{-\frac{2\pi}{d\sigma}}}{1 - e^{-\frac{\pi}{\sigma}}} & \text{otherwise}
\end{cases}
\]

(50)

Applying the Poisson summation formula [C.0.2] upon the infinite sum,

\[
\frac{\partial c_l(\delta)}{\partial \delta} \bigg|_{\delta = 0} = \left( -\frac{i2\pi}{d\sqrt{d}} \right) \sum_{n=0}^{d-1} \sum_{m \in \mathbb{Z}} \psi(k_0; n + md) ne^{i2\pi nl/d} + \epsilon_1
\]

(51)
Since \( \sum_{n=0}^{d-1} \sum_{m \in \mathbb{Z}} f(n + md) = \sum_{s \in \mathbb{Z}} f(s) \), after some arithmetic manipulation,

\[
\frac{\partial c_1(\delta)}{\partial \delta} \bigg|_{\delta=0} = \left( -\frac{i 2\pi}{d \sqrt{d}} \right) \left( \sum_{s \in \mathbb{Z}} \tilde{\psi}(k_0; s) s e^{i2\pi s l/d} - \sum_{n=0}^{d-1} \sum_{m=-\infty}^{\infty} \tilde{\psi}(k_0; n + md) m d e^{i2\pi n l/d} \right) + \epsilon_1
\]

(52)

The second summation is a small contribution and may be bound in a similar way to \( \epsilon_1 \), via Lemmas D.0.1-D.0.3.

\[
\left. \frac{\partial c_1(\delta)}{\partial \delta} \right|_{\delta=0} = \left( -\frac{i 2\pi}{d \sqrt{d}} \right) \sum_{s \in \mathbb{Z}} \tilde{\psi}(k_0; s) s e^{i2\pi s l/d} + \epsilon_2 + \epsilon_1,
\]

(53)

where

\[
|\epsilon_2| < \begin{cases} 
4\pi A \sqrt{d} \left( \frac{1}{2} + \frac{1}{2\pi d} + \frac{1}{1 - e^{-\pi}} \right) e^{-\frac{\pi d}{4}} & \text{if } \sigma = \sqrt{d} \\
4\pi A \sigma \left( \frac{e_0}{2} + \frac{1}{2\pi^2} + \frac{1}{1 - e^{-\pi\sigma^2e_0}} \right) e^{-\frac{\pi d^2}{4e_0^2}} & \text{otherwise}
\end{cases}
\]

(54)

(55)

Apply the Poisson summation on the remaining sum, Corollaries C.0.2.

\[
\left. \frac{\partial c_1(\delta)}{\partial \delta} \right|_{\delta=0} = \left( -\frac{i 2\pi}{d \sqrt{d}} \right) \sqrt{d} \left( \frac{-id}{2\pi} \right) \sum_{m \in \mathbb{Z}} \frac{\partial}{\partial x} \psi(k_0; x + l) \bigg|_{x=md} + \epsilon_2 + \epsilon_1
\]

(56)

Substituting \( y = -x \), and using \( \psi(k_0; l - y) = \psi(k_0 + y, l) \), III.5

\[
\frac{\partial c_1(\delta)}{\partial \delta} = \sum_{m \in \mathbb{Z}} \left. \frac{\partial}{\partial y} \psi(k_0 + y, l) \right|_{y=md} + \epsilon_2 + \epsilon_1.
\]

(57)

The \( m = 0 \) term in the sum above is exactly the derivative \( \partial c'_1(\delta)/\partial \delta \) (44), we may bound the remainder of the sum using Lemmas D.0.1-D.0.3.

\[
\frac{\partial c_1(\delta)}{\partial \delta} = \frac{\partial c'_1(\delta)}{\partial \delta} + \epsilon_3 + \epsilon_2 + \epsilon_1
\]

(58)

where

\[
|\epsilon_3| < \begin{cases} 
4\pi A \left( \frac{1}{2} + \frac{1}{2\pi d} + \frac{1}{1 - e^{-\pi}} \right) e^{-\frac{\pi d}{4}} & \text{if } \sigma = \sqrt{d} \\
4\pi A \left( \frac{d}{2\pi^2} + \frac{1}{2\pi d} + \frac{1}{1 - e^{-\pi\sigma^2e_0}} \right) e^{-\frac{\pi d^2}{4e_0^2}} & \text{otherwise}
\end{cases}
\]

(59)

The Taylor series expansion (45) thus ends up as

\[
c_1(\delta) - c'_1(\delta) = \delta(\epsilon_1 + \epsilon_2 + \epsilon_3) + C\delta^2,
\]

(60)

where using Eqs. (50),(54),(59), the sum of the errors is bounded by \(|\epsilon_1 + \epsilon_2 + \epsilon_3| \leq \epsilon_4,\)

\[
\epsilon_4 < \begin{cases} 
2\pi A \left( 2\sqrt{d} \left( \frac{1}{2} + \frac{1}{2\pi d} + \frac{1}{1 - e^{-\pi}} \right) e^{-\frac{\pi d}{4}} + \frac{2}{1 - e^{-\pi}} + \frac{1}{2\pi d} \right) e^{-\frac{\pi d}{4}} & \text{if } \sigma = \sqrt{d} \\
2\pi A \left( 2\sigma \left( \frac{e_0}{2} + \frac{1}{2\pi^2} + \frac{1}{1 - e^{-\pi\sigma^2e_0}} \right) e^{-\frac{\pi d^2}{4e_0^2}} \right. & \text{otherwise}
\end{cases}
\]

(61)

Note that \( \epsilon_{\text{total}} \) is independent of the index \( l \). Reconstructing the ideal and approximate states from the coefficients \( c_1 \) and \( c'_1 \), we arrive at the error in the state,

\[
||e||_2 \leq \sum_{l \in S_d(k_0)} |c_1(\delta) - c'_1(\delta)| \leq \delta \epsilon_4 + dC\delta^2.
\]

(62)
**Lemma IV.0.2** (Finite time translations within a single time step). Given an initial mean position \(k_0\) and a translation of \(\Delta\), s.t. \(S_d(k_0) = S_d(k_0 + \Delta)\), then

\[
e^{-i \frac{\Delta}{\Delta} \hat{H}_c} |\Psi(k_0)\rangle = |\Psi(k_0 + \Delta)\rangle + |\epsilon\rangle, \text{ where } \|\epsilon\|_2 < \Delta \epsilon_{\text{total}},
\]

where \(\epsilon_{\text{total}}\) is defined in (40).

**Proof.** Split the translation \(\Delta\) into \(M\) equal steps. Then from Lemma IV.0.1 for \(n \in \{0, 1, \ldots, M - 1\},
\[
e^{-i \frac{T_n}{\Delta} \hat{H}_c} |\Psi(k_0 + n \Delta/M)\rangle = |\Psi(k_0 + (n + 1) \Delta/M)\rangle + |\epsilon\rangle, \text{ where } \|\epsilon\|_2 < \frac{\Delta}{M} \epsilon_{\text{total}} + C' \frac{\Delta^2}{M^2}.
\]

Applying Lemma C.0.2 when we add all the steps, we obtain,

\[
\| |\Psi(k_0 + \Delta)\rangle - (e^{-i \frac{T_n}{\Delta} \hat{H}_c})^M |\Psi(k_0)\rangle \|_2 < M \left( \frac{\Delta}{M} \epsilon_{\text{total}} + C' \frac{\Delta^2}{M^2} \right),
\]

or,

\[
\| |\Psi(k_0 + \Delta)\rangle - e^{-i \frac{T_n}{\Delta} \hat{H}_c} |\Psi(k_0)\rangle \|_2 < \Delta \epsilon_{\text{total}} + C' \frac{\Delta^2}{M}.
\]

We are free to choose any positive integer \(M\), so we take the limit \(M \to \infty\), which recovers the statement of the Lemma.

At this point, we have already proven the continuity of the clock state for time translations that are finite, but small (i.e. small enough that the range \(S_d(k_0)\) remains the same). In order to generalize the statement to arbitrary translations we need to be able to shift the range itself, which is the goal of the following Lemma.

**Lemma IV.0.3** (Shifting the range of the clock state). If \(d\) is even, and the mean of the clock state \(k_0\) is an integer, or alternatively, if \(d\) is odd and \(k_0\) is a half integer, then

\[
\left\| \sum_{k \in S_d(k_0)} \psi(k; k) \left| \theta_k \right\rangle - \sum_{k \in S_d(k_0)} \psi(k_0; k) \left| \theta_k \right\rangle \right\|_2 < \epsilon_{\text{step}},
\]

where \(\epsilon_{\text{step}} = \left\{ \begin{array}{ll} 2 Ae^{-\frac{\pi d}{d}} & \text{if } \sigma = \sqrt{d} \\ 2 Ae^{-\frac{\pi d^2}{2}} & \text{otherwise} \end{array} \right. \)

**Proof.** We prove the statement for even \(d\), the proof for odd \(d\) is analogous.

By definition (22), \(S_d(k_0)\) is a set of \(d\) consecutive integers. Thus the only difference between \(S_d(k_0)\) and \(S_d(k_0 - 1)\) is the leftmost integer of \(S_d(k_0 - 1)\) and the rightmost integer of \(S_d(k_0)\), which differ by precisely \(d\). By direct calculation, these correspond to the integers \(k_0 - d/2\) and \(k_0 + d/2\). These are the only two terms that do not cancel out in the statement of the Lemma,

\[
\left\| \sum_{k \in S_d(k_0 - 1)} \psi(k; k) \left| \theta_k \right\rangle - \sum_{k \in S_d(k_0)} \psi(k_0; k) \left| \theta_k \right\rangle \right\|_2 = \left\| \psi(k_0; k_0 - d/2) \left| \theta_{k_0 - d/2} \right\rangle - \psi(k_0; k_0 + d/2) \left| \theta_{k_0 + d/2} \right\rangle \right\|_2.
\]

But \(\left| \theta_{k_0 - d/2} \right\rangle = \left| \theta_{k_0 + d/2} \right\rangle\),

\[
\left\| \sum_{k \in S_d(k_0 - 1)} \psi(k; k) \left| \theta_k \right\rangle - \sum_{k \in S_d(k_0)} \psi(k_0; k) \left| \theta_k \right\rangle \right\|_2 = \left\| \psi(k_0; k_0 - d/2) - \psi(k_0; k_0 + d/2) \right\|_2.
\]

By direct substitution of \(\psi(k_0; k_0 - d/2)\) and \(\psi(k_0; k_0 + d/2)\) from (29), we arrive at the Lemma statement.

**Theorem IV.1** (Quasi-continuity of Gaussian clock states). Let \(k_0, t \in \mathbb{R}\). Then the effect of the Hamiltonian \(\hat{H}_c\) for the time \(t\) on \(|\Psi_{\text{nor}}(k_0)\rangle\) in \(\Lambda_{\sigma, n_0}\) is approximated by

\[
e^{-i \hat{H}_c t} |\Psi_{\text{nor}}(k_0)\rangle = |\Psi_{\text{nor}}(k_0 + t \frac{d}{T_0})\rangle + |\epsilon\rangle,
\]
where, in the large \( d \) limit
\[
\varepsilon_e := \|\langle \varepsilon \rangle \|_2 = \begin{cases} \frac{t}{T_0} \mathcal{O}\left( d^{\theta/4} e^{-\frac{\pi d}{\sigma}} + \mathcal{O}\left( d^{-1/4} \right) e^{-\frac{\pi d}{\sigma}} \right) & \text{if } \sigma = \sqrt{d} \\ \frac{t}{T_0} \left( \mathcal{O}\left( d^\theta \sigma^{1/2} \right) e^{-\frac{\pi d}{\sigma^2} \sigma^2} + \mathcal{O}\left( \frac{d^3}{\sigma^9/4} \right) e^{-\frac{\pi d}{\sigma^2} \sigma^2} \right) + \mathcal{O}\left( 1 + \frac{1}{\sigma^{1/4}} \right) e^{-\frac{\pi d}{\sigma^2} \sigma^2} + \mathcal{O}\left( e^{-\frac{\pi d}{\sigma^2} \sigma^2} \right) & \text{otherwise} \end{cases}
\]
(72)

More precisely,
\[
\varepsilon_e = \|\langle \varepsilon \rangle \|_2 < \left| |t| \frac{d}{T_0} \right| \varepsilon_{\text{total}} + \left( \left| |t| \frac{d}{T_0} \right| + 1 \right) \varepsilon_{\text{step}} + \varepsilon_{\text{nor}}(t),
\]
(73)

where,
\[
\varepsilon_{\text{total}} = \begin{cases} 2\pi A \left( 2\sqrt{d} \left( \frac{\alpha_0}{2} + \frac{1}{2\pi d} + \frac{1}{1-e^{-\pi \alpha_0}} \right) e^{-\frac{\pi d}{\sigma^2} \sigma_0^2} + \left( \frac{1}{1-e^{-\pi \sigma_0^2}} + \frac{1}{2\pi d} \right) e^{-\frac{\pi d}{\sigma^2} \sigma_0^2} \right) & \text{if } \sigma = \sqrt{d} \\ 2\pi A \left( 2\sigma \left( \frac{\alpha_0^2}{2} + \frac{1}{2\pi \sigma_0^2} + \frac{1}{1-e^{-\pi \sigma_0^2}} \right) e^{-\frac{\pi d}{\sigma^2} \sigma_0^2} + \left( \frac{1}{1-e^{-\pi \sigma_0^2}} + \frac{1}{2\pi \sigma_0^2} + \frac{d}{2\pi d} \right) e^{-\frac{\pi d}{\sigma^2} \sigma_0^2} \right) & \text{otherwise,} \end{cases}
\]
(74)

with \( A = \mathcal{O}(\sigma^{-1/2}) \) and is upper bounded by Eq. (D7), and
\[
\varepsilon_{\text{nor}}(t) = \sqrt{\sum_{k \in S_d(k_0)} \frac{e^{-2d k_0 - d^2(t-k_0)^2}}{\sum_{l \in S_d(k_0)} e^{-2d k_0 - d^2(t-k_0)^2}}} - 1 \leq \begin{cases} 8\sqrt{\frac{2}{d}} e^{-\frac{\pi d}{\sigma^2}} & \forall \sigma \in \mathbb{R} & \text{if } \sigma = \sqrt{d} \\ 4\sqrt{\frac{2}{\sigma}} \left( \frac{e^{-\frac{\pi d}{\sigma^2}}}{1-e^{-\pi \sigma^2}} + \frac{e^{-\frac{\pi d}{\sigma^2}}}{1-e^{-\pi \sigma^2}} \right) & \forall \sigma \in \mathbb{R} & \text{otherwise} \end{cases}
\]
(75)

\[
\varepsilon_{\text{step}} = \begin{cases} 2Ae^{-\frac{\pi d}{\sigma^2}} & \text{if } \sigma = \sqrt{d} \\ 2Ae^{-\frac{\pi d}{2\sigma^2}} & \text{otherwise.} \end{cases}
\]
(76)

**Intuition.** The discrete clock mimics the perfect clock, with an error that grows linearly with time, and scales better than any inverse polynomial w.r.t. the dimension of the clock. The optimal decay is when the state is completely symmetric, (see Def. 3). This gives exponentially small error in \( d \), the clock dimension, with a decay rate coefficient \( \pi/4 \). When the initial clock state is symmetric, but not completely symmetric, the error is still exponential decay but now with a modified coefficient which decreases as the clock’s initial state’s mean energy approaches either end of the spectrum of \( \hat{H}_c \).

**Proof.** For \( t \geq 0 \), directly apply the previous two Lemmas \[[V.0.2],[V.0.3]\] in alternation, first to move \( k_0 \) from one integer to the next, then to switch from \( |k_0\rangle \) to \( |k_0 + 1\rangle \) if \( d \) is even, and \( |k_0 + 1/2\rangle \) to \( |k_0 + 1/2 + 1\rangle \) if \( d \) is odd, and finally arriving at
\[
e^{-it\hat{H}_c} |\Psi(k_0)\rangle = |\Psi(k_0 + d/T_0)\rangle + |\varepsilon\rangle, \quad \|\langle \varepsilon \rangle \|_2 \leq \frac{t}{T_0} \varepsilon_{\text{total}} + \left( \frac{t}{T_0} + 1 \right) \varepsilon_{\text{step}}.
\]
(77)

To conclude Eq. (255) for \( t > 0 \), one now has to normalize the states using bounds from Section D11b and then use Lemma C0.2 to upper bound the total error. For \( t < 0 \), simply evaluate Eq. (71) for a time \( |t| \) followed by multiplying both sides of the equation by \( \exp(it\hat{H}_c) \), mapping \( k_0 \rightarrow k_0 - t \) \( d/T_0 \) and noting the unitary invariance of the \( l_2 \) norm of \( |\varepsilon\rangle \).

**V. AUTONOMOUS QUASI-CONTROL OF GAUSSIAN CLOCK STATES**

**A. Theorem and proof of autonomous quasi-control**

Recall the control of the idealized clock \[A4\]. The time translated state of the clock under its natural Hamiltonian plus a potential for a time \( t \), was the same as the space-translated state multiplied by a phase factor, with the phase
given by the integral over the potential up to time \( t \). Our second major result is to derive an analogous statement for the finite clock. This is the subject of this Section, with the result in the form of a Theorem stated at the end of the Section, Theorem (V.1). The proof will follow similar lines to the proof of the continuity of the Gaussian clock states of the previous Section (IV). The main extra complications will be two:

1) Unlike in the previous Section (IV), the Hamiltonian will now include a potential term, i.e. \( \hat{H} = \hat{H}_c + \hat{V}_d \) where \( \hat{H}_c \) and \( \hat{V}_d \) do not commute. To get around this difficulty, we will have to employ the Lie product formula to split the time evolution into consecutive infinitesimal time steps with separate contributions from \( \hat{H}_c \) and \( \hat{V}_d \). Bounding the infinitesimal time step contribution from \( \hat{H}_c \) will be the subject of Lemma (V.0.2), while the contribution from \( \hat{V}_d \) will be bounded in Lemma (V.0.3). Combining both contributions will be the subject of Lemma (V.0.4).

2) The Fourier Transform of the clock state (see Def. 4), will be replaced by the Fourier Transform of the clock state plus a phase factor which depends on the potential. Unlike in the previous case, one will not be able to perform the Fourier Transform analytically, thus requiring to upper bound how quickly it decays with clock dimension \( d \). This turns out not to be so simple, and is the subject of Lemma (V.0.1) which is the main mathematically challenging difference between this Section and Section (IV).

**Definition 6.** (Continuous Interaction Potential). Let \( V_0 : \mathbb{R} \to \mathbb{R} \) be an infinitely differentiable function of period \( 2\pi \), normalized so that
\[
\int_x^{x+2\pi} V_0(x') dx' = \Omega, \quad -\pi \leq \Omega < \pi, \quad x \in \mathbb{R}
\]
and define \( V_d : \mathbb{R} \to \mathbb{R} \) as
\[
V_d(x) = \frac{2\pi}{d} V_0 \left( \frac{2\pi x}{d} \right).
\]
For convenience of notation, we also define the phase function
\[
\Theta(\Delta; x) = \int_x^{x-\Delta} dy V_d(y).
\]

**Definition 7.** (Interaction Potential). Let \( \hat{V}_d \) be a self-adjoint operator on \( \mathcal{H}_c \) defined by
\[
\hat{V}_d = \sum_{k} V_d(k) |\theta_k\rangle \langle \theta_k|.
\]
Thus \( V_d(x) \) is a continuous extension of the discrete elements \( \langle \theta_k | \hat{V}_d | \theta_k \rangle T_0/d \). Note that because \( V_d \) has a period of \( d \), the summation in the above expression may run over any sequence of \( d \) consecutive integers without affecting the operator \( \hat{V}_d \).

**Remark** V.1. It is noteworthy that Theorem (IV.1) holds under the generalization of the potential \( V_0 \) to the new definition \( V_0 : \mathbb{R} \to \mathbb{C} \) with \( V_0 \) still infinitely differentiable and with period \( 2\pi \), while replacing constraint Eq. (78) with the constraint \( \int_x^{x+2\pi} V_0(x') dx' = \Omega + i\Omega', \quad -\pi \leq \Omega < \pi, \quad \Omega' \leq 0, \quad x \in \mathbb{R} \). Such a generalization has not been considered in this manuscript for simplicity and since in this case \( \hat{V}_d \) in Def. (7) is no longer self-adjoint, and thus neither is \( \hat{H}_c + \hat{V}_d \). The more general setup could be useful for using the potential to perform weak measurements on the clock however.

**Definition 8.** (Decay rate parameters). Let \( b \) be any real number satisfying
\[
b \geq \sup_{k \in \mathbb{N}^+} \left( 2 \max_{x \in [0, 2\pi]} \left| V_0^{(k-1)}(x) \right| \right)^{1/k},
\]
where \( V_0^{(p)}(x) \) is the \( p \)th derivative with respect to \( x \) of \( V_0(x) \) and \( V_0^{(0)} := V_0 \). We can use \( b \) to define \( \mathcal{N} \in \mathbb{N}^0 \) as follows
\[
\mathcal{N} = \left\{ \begin{array}{ll}
\frac{\pi \alpha_0^2}{2} \left( \frac{\pi \kappa \alpha_0}{\ln(\pi \kappa \sigma)} b + 1 \right)^2 \frac{d}{\sigma^2}, & \text{if } \sigma = \sqrt{d} \\
\frac{\pi \alpha_0^2}{2} \left( \frac{\pi \kappa \alpha_0}{\ln(\pi \kappa \sigma)} b + \frac{d}{\sigma^2} \right)^2 \frac{d}{\sigma^2}, & \text{otherwise}
\end{array} \right.
\]
where \( \kappa = 0.792 \) and \( \alpha_0 \in (0, 1) \) characterizes how close the mean energy of the initial state of the clock is to either extremum of the energy spectrum, defined in Def. 2.

We can use the above definitions to define the following parametre.

**Definition 9.** (Exponential decay rate parameter). We define the rate parameter as

\[
\bar{v} = \frac{\pi \alpha_0 \kappa}{\ln (\pi \alpha_0 \sigma^2)} b
\]

(84)

where recall \( \kappa = 0.792 \).

We will often require that \( \bar{v} \geq 0 \). This is equivalent to requiring \( \pi \alpha_0 \sigma^2 > 1 \) if \( b > 0 \), and is always satisfied in the special case \( b = 0 \).

To proceed further, we will need a generalized definition of 3 which incorporates a potential.

**Definition 10.** (Continuous Fourier Transform of the control analytic extension) Let \( \tilde{\psi}(k_0; : \mathbb{R} \to \mathbb{C} \) be defined as the continuous Fourier transform of \( \psi \) multiplied by a phase function,

\[
\tilde{\psi}(k_0, \Delta; p) = \frac{1}{\sqrt{d}} \int_{-\infty}^{\infty} \psi(k_0; x) e^{\frac{i}{\sigma} \int_{-\Delta}^{\Delta} V_d(x') dx'} e^{i2\pi px/d} dx,
\]

where \( \psi \) is defined in 3 and \( V_d \) in Def. 6.

**Remark V.2.** We observe that \( \tilde{\psi}(k_0, 0; x) = \tilde{\psi}(k_0; x) \) (see Def. 3).

**Lemma V.0.1.** (Bounding a sampled version of the Fourier Transform of the clock state with potential). Let \( \bar{\epsilon}_2 \) be defined by

\[
\bar{\epsilon}_2 = \frac{2\pi}{\sqrt{d}} \sum_{n=0}^{d-1} \sum_{k=-\infty}^{\infty} k \exp \left( \frac{i2\pi n!}{\sigma} \tilde{\psi}(k_0, \Delta; n + kd) \right).
\]

We have the bound

\[
|\bar{\epsilon}_2| < \begin{cases} (2\pi)^{3/4} \sigma^{3/2} A \left( 1 + \frac{\pi^2}{\sigma} \right) \sqrt{\frac{\alpha_0}{\ln(3)}} \exp \left( -\frac{\alpha_0^2}{4} \left( \frac{d}{\bar{v}} + 1 \right) \right) \left( \frac{d}{\sigma} \right)^2 & \text{if } \mathcal{N} \geq 8 \text{ and } \bar{v} \geq 0, \\
\frac{3^{5/4} A (8 + \pi^2)}{\sqrt{2\pi} e^{\alpha_0/\sigma}} \left( \frac{\kappa \sqrt{5/2} \sigma \alpha_0^2}{\ln(3)} \right) \left( \frac{b + d}{\sigma} \right)^3 \left( \frac{\sigma}{d} \right) & \text{otherwise} \end{cases}
\]

(87)

where \( b, \mathcal{N}, \) and \( \alpha_0 \) are defined in Def. 8 while \( \bar{v} \) in Def. 9.

**Proof.** Outline: to bound \( |\bar{\epsilon}_2| \), the main challenge is in bounding the Fourier transform \( \tilde{\psi}(\cdot, \cdot, \cdot) \), and show that it is exponentially decaying in \( d \) (for \( d \) large enough such that the first if condition in Eq. (87) is satisfied). In order to achieve this, we will integrate by parts the Fourier transform \( N = 1, 2, 3, \ldots \) times followed by taking absolute values, thus generating a different bound for every \( N \). We will then choose to bound the Fourier transform using a different bound (i.e. different \( N \), depending of the value of \( d \), i.e. \( N = N(d) \). We will have to bound the derivatives produced by integrating by parts \( N \) times. We will use results from combinatorics for this. The proof will make essential use of: the binomial theorem, the generalized Leibniz rule, Rodriguez formulas for Hermite polynomials, orthogonality conditions of Hermite polynomials, the Cauchy-Schwarz inequality, Faj Bruno’s formula, Bell polynomials, Bell numbers, analytic upper bounds for Bell numbers, Sterling’s formula, and the Fundamental theorem of calculus. Also note that definitions 8 and 9 have been defined more generally in the proof. One could use these slightly more general definitions to tighten the bound in Eq. (87) for small \( d \) if desired.

We have that

\[
|\bar{\epsilon}_2| \leq \frac{2\pi}{\sqrt{d}} \sum_{n=0}^{d-1} \sum_{s=-\infty}^{s=\infty} |s \tilde{\psi}(k_0, \Delta; n + sd)| + \sum_{s=1}^{\infty} |s \tilde{\psi}(k_0, \Delta; n + sd)|.
\]

(88)

where from definitions 10 and 3 we have

\[
\tilde{\psi}(k_0, \Delta; p) = \frac{A}{\sqrt{d}} \int_{-\infty}^{\infty} dx e^{\frac{i}{\sigma} (x-k_0)^2} e^{i2\pi n_0(x-k_0)/d} e^{-i\theta(x)} e^{-i2\pi x/d}.
\]

(89)
where we denote
\[
\theta(x) = \frac{2\pi}{d} \int_{x}^{x+\Delta} dyV_0(2\pi y/d),
\] (90)
where \(V_0(\cdot)\) is a smooth, real, periodic function with period \(2\pi\) defined in Eq. (78). Performing the change of variable \(z = 2\pi(k_0 - x)/d\), we find in Eq. (88)
\[
\tilde{\psi}(k_0, \Delta; p) = \frac{A}{\sqrt{d}} \frac{d}{2\pi} e^{-ip2\pi k_0/d} \int_{-\infty}^{\infty} dz U(z)e^{i(p+\gamma)z},
\] (91)
where
\[
U(z) := e^{-\left(\frac{d}{2\pi}\pi\right)^2 z^2} e^{-i\theta(z)} e^{-i(\alpha_0 + \gamma)z},
\] (92)
with
\[
\tilde{\theta}(z) := \theta \left( \frac{dz}{2\pi} + k_0 \right),
\] (93)
and \(\gamma \in (-d - 1)/2, (d - 1)/2\). We now integrate by parts \(N\) times the integral in Eq. (91), differentiating \(U(\cdot)\) once in every iteration. This requires that \(U(\cdot)\) is differentiable \(N\) times and since we will require \(N\) to be unbounded from above, hence that the requirement that \(V_0(\cdot)\) is smooth. Taking this all into account, we have
\[
\tilde{\psi}(k_0, \Delta; p) = -\frac{A}{\sqrt{d}} \frac{d}{2\pi} e^{-ip2\pi k_0/d} \frac{1}{(-1(p+\gamma))^N} \int_{-\infty}^{\infty} dz U^{(N)}(z)e^{i(p+\gamma)z}, \quad N \in \mathbb{N}^+,
\] (94)
where \(U^{(N)}(z)\) denotes the \(N\)th derivative of \(U(z)\) w.r.t. \(z\). Thus taking absolute values, we achieve
\[
\tilde{\psi}(k_0, \Delta; p) \leq \frac{A}{\sqrt{d}} \frac{d}{2\pi} |p + \gamma|^{-N} \int_{-\infty}^{\infty} dz \left| U^{(N)}(z) \right|, \quad N \in \mathbb{N}^+.
\] (95)
We now substitute Eq. (95) into Eq. (88) obtaining the upper bound
\[
\tilde{\psi}(k_0, \Delta; p) \leq \frac{A}{\sqrt{d}} \frac{d}{2\pi} \int_{-\infty}^{\infty} dz \left| U^{(N)}(z) \right| \frac{d}{2}\left| \frac{1}{(1 - \beta)} \right|^N, \quad N = 3, 4, 5, \ldots
\] (96)
where \(\beta \in (-1, 1)\) and
\[
G := \frac{1}{d} \sum_{n=0}^{d-1} \sum_{s=1}^{\infty} \left( \frac{|s|}{a(1 - \beta)^s} \right)^N \left( \frac{1}{n + sd + \gamma} \right)^{N + 1} + \left( \frac{1}{n - sd + \gamma} \right)^{N}. \tag{98}
\]
The rational to defining \(G\) in this way, is that we will soon parametrize \(\gamma\) in terms of \(\beta\) such that \(G\) will be upper bounded by a \(d\) independent constant. We will now find this constant before proceeding to bound Eq. (96). First we will parametrize \(\gamma\) is such a way that the symmetry in the summations of \(G\) becomes transparent. Let \(\gamma = -(d - 1)/2 - y_0\), \(y_0 \in [0, -(d - 1)/2]\). Substituting into Eq. (98), we find
\[
G = \frac{1}{d} \sum_{n=0}^{d-1} \sum_{s=1}^{\infty} \left( \frac{|s|}{a(1 - \beta)^s} \right)^N \left( \frac{1}{n + sd - (d - 1)/2 - y_0} \right)^{N} + \left( \frac{1}{n - sd - (d - 1)/2 - y_0} \right)^{N}, \tag{99}
\]
\[
= \frac{1}{d} \sum_{n=0}^{d-1} \sum_{s=1}^{\infty} \left( \frac{|s|}{a(1 - \beta)^s} \right)^N \left( \frac{1}{n + sd - (d - 1)/2 - y_0} \right)^{N} + \left( \frac{1}{|n - sd + (d - 1)/2 - y_0|} \right)^{N}, \tag{100}
\]
\[
= \frac{1}{d} \sum_{n=0}^{d-1} \sum_{s=1}^{\infty} \left( \frac{|s|}{a(1 - \beta)^s} \right)^N \left( \frac{1}{n + sd - (d - 1)/2 - y_0} \right)^{N} + \left( \frac{1}{|n + sd - (d - 1)/2 + y_0|} \right)^{N}, \tag{101}
\]
and thus the sum only depends on the modulus of \( y_0 \). We will now make the change of variable \( y_0 = (d-1)\beta/2 \) with \( \beta \in (-1,1) \) leading to
\[
\gamma = -\left( \frac{d-1}{2} \right) (1+\beta), \quad \beta \in (-1,1).
\] (102)

Plugging this into Eq. 101 leads to
\[
G = \frac{1}{d} \sum_{n=0}^{d-1} \sum_{s=1}^{\infty} \left( \frac{|s|}{(2n+1+|\beta|) + (1+|\beta|)} + \frac{|s|}{(2n+1-|\beta|) + (1-|\beta|)} \right)^{N} \] (103)
\[
= \frac{1}{d} \sum_{n=0}^{d-1} \sum_{s=0}^{s+1} \left( \frac{s+1}{(2n+1+|\beta|) + 1 + \frac{2s}{1+|\beta|}} \right)^{N} + \sum_{s=1}^{\infty} \frac{s}{1 + \frac{2s}{1+|\beta|}} \right)^{N} \] (104)
\[
= \frac{1}{d} \sum_{n=0}^{d-1} \sum_{s=0}^{s+1} \left( \frac{s+1}{1+2s} \right)^{N} + \sum_{s=1}^{\infty} \frac{s}{1 + \frac{2s}{1+|\beta|}} \right)^{N} \] (105)
\[
\leq 1 + \sum_{s=0}^{\infty} \frac{1}{(2s+1)^{2}} = 1 + \frac{\pi^{2}}{8} \approx 2.234 \quad \text{for } N = 3, 4, 5, \ldots . \] (106)

Our next task will be to bound \( \int_{-\infty}^{\infty} dz \left| U^{(N)}(z) \right| \). We will start by dividing \( U(z) \) into a product of unitaries: \( U(z) = U_{1}(z)U_{2}(z)U_{3}(z) \) where
\[
U_{1}(z) := e^{-dz^{2}/4\pi}, \quad U_{2}(z) := e^{-i\theta(z)}, \quad U_{3}(z) := e^{-i(n_{0}+\gamma)z}.
\] (107)

We will take advantage of the distinct properties of \( U_{1}, U_{2}, U_{3} \). We will start by using the general Leibniz rule for \( n \) times differentiable functions \( u \) and \( v \):
\[
(uv)^{(n)} = \sum_{k=0}^{n} \binom{n}{k} u^{(k)}v^{(n-k)},
\] (108)
where \( \binom{n}{k} \) is the binomial coefficient we are using the standard superscript round bracket notation to indicated derivatives. We thus find
\[
\int_{-\infty}^{\infty} dz \left| U^{(N)}(z) \right| = \int_{-\infty}^{\infty} dz \left| \sum_{k=0}^{N} \binom{N}{k} (U_{1}(z)U_{2}(z))^{(k)} U_{3}^{(N-k)}(z) \right| \] (109)
\[
= \int_{-\infty}^{\infty} dz \left| \sum_{k=0}^{N} \binom{N}{k} \sum_{q=0}^{k} \binom{k}{q} U_{1}^{(q)}(z)U_{2}^{(k-q)}(z) (-i(n_{0}+\gamma))^{N-k} U_{3}(z) \right| \] (110)
\[
\leq \sum_{k=0}^{N} \binom{N}{k} \sum_{q=0}^{k} \binom{k}{q} |n_{0}+\gamma|^{N-k} \int_{-\infty}^{\infty} dz \left| U_{1}^{(q)}(z)U_{2}^{(k-q)}(z) \right| \] (111)

We now need to relate \( U_{1}^{(q)} \) to the Hermite polynomials in order to bound the integral. The Rodriguez formula for the \( n \)th Hermite polynomial \( H_{n}(x) \) is \[11\]
\[
H_{n}(x) = (-1)^{n} e^{x^{2}} \frac{d^{n}}{dx^{n}} \left( e^{-x^{2}} \right), \quad n \in \mathbb{N}^{0}.
\] (113)

By the change in variable \( x = \frac{d}{2\sigma\sqrt{\pi}} z \) we can relate \( U_{1}^{(q)} \) to the Hermite polynomials:
\[
U_{1}^{(n)}(z) = \left( \frac{d}{2\sigma\sqrt{\pi}} \right)^{n} (-1)^{n} e^{-\left( \frac{x}{2\sigma\sqrt{\pi}} \right)^{2}} z^{n} H_{n} \left( \frac{d}{2\sigma\sqrt{\pi}} z \right), \quad n \in \mathbb{N}^{0}.
\] (114)
Due to the periodic nature of $V_0(\cdot)$, we have that $|U_2^{(k)}(z)|$ is bounded in $z \in \mathbb{R}$ for $k \in \mathbb{N}^0$. We can thus use the Cauchy–Schwarz inequality in conjunction with Eqs. (112), (114) to obtain

$$
\int_{-\infty}^{\infty} dz \left| U^{(N)}(z) \right| \leq \sum_{k=0}^{N} \binom{N}{k} \sum_{q=0}^{N} \binom{k}{q} |n_0 + \gamma|^{N-k} \left( \frac{d}{2\sigma\sqrt{\pi}} \right)^q \int_{-\infty}^{\infty} dy e^{-\left( \frac{d}{2\sigma\sqrt{\pi}} \right)^2 y^2} \left| U_2^{(k-q)}(z) \right| \int_{-\infty}^{\infty} dz H_q^2 \left( \frac{d}{2\sigma\sqrt{\pi}} z \right) e^{-\left( \frac{d}{2\sigma\sqrt{\pi}} \right)^2 z^2}
$$

(115)

$$
\leq \sum_{k=0}^{N} \binom{N}{k} \sum_{q=0}^{N} \binom{k}{q} |n_0 + \gamma|^{N-k} \left( \frac{d}{2\sigma\sqrt{\pi}} \right)^{q-1/2} C_{k-q} \int_{-\infty}^{\infty} dy e^{-\left( \frac{d}{2\sigma\sqrt{\pi}} \right)^2 y^2} \int_{-\infty}^{\infty} dx H_q^2(x) e^{-x^2}
$$

(116)

(117)

where we have defined

$$
C_k \geq \left| U_2^{(k)}(z) \right|, \quad \forall z \in \mathbb{R}, \quad k \in \mathbb{N}^0.
$$

Using the orthogonality conditions of the Hermite polynomials:

$$
\int_{-\infty}^{\infty} dy H_p(y) H_q(y) e^{-y^2} = \delta_{p,q} \sqrt{\pi} 2^q (q!), \quad p, q \in \mathbb{N}^0
$$

(119)

Eq. (117) reduces to

$$
\int_{-\infty}^{\infty} dz \left| U^{(N)}(z) \right| \leq \frac{2\sigma\pi}{d} \sum_{k=0}^{N} \binom{N}{k} |n_0 + \gamma|^{N-k} \sum_{q=0}^{k} \binom{k}{q} \left( \frac{d}{\sigma\sqrt{2\pi}} \right)^q C_{N-q} \sqrt{\pi} q!
$$

(120)

Before we can continue, we will now bound $C_k$ in terms of derivatives of $\tilde{\theta}(\cdot)$. For this, let us first recall Faà di Bruno’s formula written in terms of the Incomplete Bell Polynomials $B_{n,k}(x_1, x_2, \ldots, x_{n-k+1})$ [42]: for $u, v$ $n$-times differentiable functions, we have

$$
\frac{d^n}{dx^n} u(v(x)) = \sum_{k=0}^{n} u^{(k)}(v(x)) B_{n,k} \left( v^{(1)}(x), v^{(2)}(x), \ldots, v^{(n-k+1)}(x) \right).
$$

(121)

By choosing $U(x) = e^x$, $v(x) = -i\tilde{\theta}(x)$, it follows

$$
U_2^{(n)}(x) = U_2(x) \sum_{k=1}^{n} B_{n,k} \left( -i\tilde{\theta}^{(1)}(x), \ldots, -i\tilde{\theta}^{(n-k+1)}(x) \right) =: U_2(x) B_n \left( -i\tilde{\theta}^{(1)}(x), \ldots, -i\tilde{\theta}^{(n)}(x) \right),
$$

(122)

where $B_n$ are the Complete Bell Polynomials. Using the formula [42]

$$
B_{n,k}(x_1, x_2, \ldots, x_{n-k+1}) = \sum_{(j_k) \leq k} \frac{n!}{j_1! j_2! \ldots j_{n-k+1}!} \left( x_1^{j_1} \frac{x_2}{2!} \right) \left( \frac{x_3}{3!} \right) \ldots \left( x_{n-k+1} \frac{x_{n-k+1}}{(n-k+1)!} \right)^{j_{n-k+1}},
$$

(123)

where $j_1 + j_2 + \ldots + j_{n-k+1} = k$ and $j_1 + 2j_2 + \ldots + (n-k+1)j_{n-k+1} = n$, we see that if $x_i \leq ab^i$, for $a, b > 0$ $i = 1, 2, 3, \ldots, n-k+1$, we have

$$
|B_{n,k}(x_1, x_2, \ldots, x_{n-k+1})| \leq b^n B_{n,k}(a, a, \ldots, a).
$$

(124)

Let

$$
|\tilde{\theta}^{(n)}(x)| \leq a b^n,
$$

(125)

for some $a, b > 0$ for $n \in \mathbb{N}^+$, Eq. (122) gives us

$$
|U_2^{(n)}(x)| \leq b^n B_n(a, a, \ldots, a).
$$

(126)
Setting $a = 1$ and noting that $B_n(1, 1, \ldots, 1) = B_n$, where $B_n$ is the $n^{th}$ Bell number \cite{12}, we achieve
\begin{equation}
|U_2^{(n)}(x)| \leq b^n B_n. \tag{127}
\end{equation}

Using Eqs. (118), (120), (127), and introducing variables $v, b_2 \geq 0$ via the definition
\begin{equation}
b = v b_2, \tag{128}
\end{equation}
we have
\begin{align*}
\int_{-\infty}^{\infty} dz \left| U^{(N)}(z) \right| & \leq \frac{2 \pi \sigma}{d} \sum_{k=0}^{N} \binom{N}{k} |n_0 + \gamma|^{N-k} \sum_{q=0}^{k} \binom{k}{q} v^{k-q} \max_{p=0,\ldots,k} \left\{ \left( \frac{d}{\sigma \sqrt{2 \pi}} \right)^p \sqrt{(p!)^p} \alpha^p \right\} \\
& \leq \frac{2 \pi \sigma}{d} \sum_{k=0}^{N} \binom{N}{k} |n_0 + \gamma|^{N-k} \sum_{q=0}^{k} \binom{k}{q} v^{k-q} \max_{p=0,\ldots,N} \left\{ \left( \frac{d}{\sigma \sqrt{2 \pi}} \right)^p \sqrt{(p!)^p} \beta^{N-p} \right\} \\
& \leq \frac{2 \pi \sigma}{d} \max_{p=0,\ldots,N} \left\{ \left( \frac{d}{\sigma \sqrt{2 \pi}} \right)^p \sqrt{(p!)^p} \beta^{N-p} \right\},
\end{align*}
where we have used twice the identity
\begin{equation}
\sum_{k=0}^{n} \binom{n}{k} g_1^k g_2^{n-k} = (g_1 + g_2)^n \quad \forall g_1, g_2, \in \mathbb{R}, \ n \in \mathbb{N}. \tag{132}
\end{equation}

We will now proceed to upper bound the maximisation problem in Eq. (131). Using Sterling’s bound for factorials and the a bound for the Bell numbers \cite{43},
\begin{equation}
n! \leq e n^{n+1/2} e^{-n}, \quad B_n < \left( \frac{\kappa n}{\ln(n+1)} \right)^n, \quad \text{with} \quad \kappa = 0.792, \quad n \in \mathbb{N}^+ \tag{133}
\end{equation}
together with $B_0 = 1$, we can thus write
\begin{align*}
\max_{p=0,\ldots,N} \left\{ \left( \frac{d}{\sigma \sqrt{2 \pi}} \right)^p \sqrt{(p!)^p} \beta^{N-p} \right\} & \leq \sqrt{e} \exp \left( \max_{q=0,\ldots,N} \{ f(q) \} \right), \tag{134}
\end{align*}
where we have defined $f : 0 \cup [1, N] \to \mathbb{R}$ for $N = 3, 4, 5, \ldots$
\begin{align*}
f(x) := \begin{cases} \N \ln b_2 + \N \ln \left( \frac{e N}{\ln(\N + 1)} \right), & \text{if} \ x = 0 \\
x \ln \left( \frac{d}{\sigma \sqrt{2 \pi}} \right) + (x/2 + 1/4) \ln(x) - \frac{x}{2} + (N-x) \ln \left( \frac{e(N-x)}{\ln(N-x+1)} \right) + (N-x) \ln(b_2), & \text{if} \ x \in [1, N] \\
\N \ln \left( \frac{d}{\sigma \sqrt{2 \pi}} \right) + (N/2 + 1/4) \ln(N) - \frac{N}{2}, & \text{if} \ x = N.
\end{cases} \tag{136}
\end{align*}

Note that $f(x)$ is continuous on the interval $x \in [1, N]$. By explicit calculation, we have
\begin{equation}
f^{(2)}(x) = \frac{1}{N-x} + \frac{1}{2x} \left( 1 - \frac{1}{2x} \right) + \frac{G(N-x)}{(N-x)(N-x+1)^2 \ln^2(N-x+1)} \quad \text{for} \quad x \in [1, N], \ N = 3, 4, 5, \ldots \tag{137}
\end{equation}
where
\begin{equation}
G(x) := (x + 1)^2 \ln^2(x + 1) + x^2 - (x + 2) x \ln(x + 1), \quad x \geq 0. \tag{138}
\end{equation}

Due to the following two properties satisfied by $G$,
\begin{align*}
G(0) &= 0, \tag{139} \\
\frac{d}{dx} G(x) &= \frac{x^2 + 2(1+x)^2 \ln^2(1+x)}{1+x} > 0, \quad \text{for} \ x > 0, \tag{140}
\end{align*}
we conclude $G(x) > 0$ for $x > 0$ and thus from Eq. (137),

$$f^{(2)}(x) > 0 \text{ for } x \in [1, N), \quad \forall N = 3, 4, 5, \ldots$$

(141)

hence $f(x)$ is convex on $x \in [1, N)$ and we can write Eq. (134) as

$$\max_{p=0,\ldots,N} \left\{ \left( \frac{d}{\sqrt{2\pi\sigma}} \right)^p b_2^{N-p} B e_{N-p} \sqrt{(p!)} \right\} \leq e^{\exp\left( \max_{p=0,1,N} \{ f(p) \} \right)}.$$  

(142)

We now want $\max_{p=0,1,N} \{ f(p) \} = f(N)$. This is true if $1 \geq f(0)/f(N)$ and $1 \geq f(1)/f(N)$. By direct calculation using Eq. (136), we can solve these constraints for $b_2$. We find

$$b_2 \leq \frac{d}{\sqrt{2\pi\sigma}} \frac{1}{\kappa N^{1/2 - 1/4N}} \ln(N + 1),$$

(143)

$$b_2 \leq \frac{d}{\sqrt{2\pi\sigma}} \frac{1}{\kappa (N + 1) N^{-(N/2(N-1) + 1/4(N-1))}} \ln(N).$$

(144)

Therefore, we need $b_2$ to satisfy both Eqs. (143), (144), namely

$$b_2 \leq \min\{b_L, b_R\},$$

(145)

$$b_L := \frac{d}{\sqrt{2\pi\sigma}} \frac{1}{\kappa N^{1/2 - 1/4N}} \ln(N + 1),$$

(146)

$$b_R := \frac{d}{\sqrt{2\pi\sigma}} \frac{1}{\kappa (N + 1) N^{-(N/2(N-1) + 1/4(N-1))}} \ln(N).$$

(147)

Thus if Eq. (145) is satisfied, from Eqs. (131), (134), and (142), we achieve

$$\int_{-\infty}^{\infty} dz \left| U^{(N)}(z) \right| \leq \frac{2\pi\sigma}{d} (|n_0 + \gamma| + v + 1)^N \sqrt{e} e^{f(N)}.$$  

(148)

And hence plugging this into Eq. (96)

$$|\bar{\epsilon}_2| \leq A d G \frac{2\pi\sigma}{d} \left( \frac{1 - |\beta|}{2} \right)^{-N} (|n_0 + \gamma| + v + 1)^N e^{f(N)}$$

(149)

$$\leq 2\pi\sigma A G \sqrt{e} N^{1/4} \exp \left( -N \ln \left( \frac{1 - |\beta|}{2} \right) + N \ln(|n_0 + \gamma| + v + 1) + N \ln \left( \frac{d}{\sqrt{2\pi\sigma}} \right) + N \ln N - N/2 \right)$$

(150)

$$\leq 2\pi\sigma A G \sqrt{e} N^{1/4} \exp \left( N \ln \left( \frac{|n_0 + \gamma| + v + 1}{1 - |\beta|} \right) \sqrt{\frac{2 N}{\pi \sigma e}} \right), \quad N = 3, 4, 5, \ldots,$$

(151)

Recall that our objective is to prove that $|\bar{\epsilon}_2|$ decays exponentially fast in $d$. For this, we will choose $N$ depending on the value of $d$. Although there is no explicit $d$ dependency in the exponential in Eq. (151), recall that $\sigma$ is a function of $d$ and as such we will parametrize $N$ in terms of $\sigma$. For the exponential in Eq. (151) to be negative, we want

$$0 < \frac{|n_0 + \gamma| + v + 1}{(1 - |\beta|)} \sqrt{\frac{2 N}{\pi \sigma e}} < 1$$

(152)

to hold. Solving for $N$ gives us

$$N < \sigma^2 \left( \frac{1 - |\beta|}{|n_0 + \gamma| + v + 1} \right)^2 \frac{\pi e}{2\chi}.$$  

(153)

We thus set

$$N = N(\sigma) = \left\lfloor \sigma^2 \left( \frac{1 - |\beta|}{|n_0 + \gamma| + v + 1} \right)^2 \frac{\pi e}{2\chi} \right\rfloor$$

(154)
where \( \chi \) is a free parameter we will choose such that Eq. (153) holds while optimizing the bound. Using the bounds 
\[
|\epsilon_2| < \sigma AG(2\pi)^{5/4} \sqrt{\frac{\sigma (1 - |\beta|)}{2(|n_0 + \gamma| + v + 1)}} \left( \frac{e}{\chi} \right)^{1/4} \exp \left( -\frac{\pi e}{4\chi} \left( \frac{\sigma (1 - |\beta|)}{|n_0 + \gamma| + v + 1} \right)^2 \ln(\chi) \right), \quad N(\sigma) = 3, 4, 5, \ldots
\]

We now choose \( \chi = e \) to maximise \( \ln(\chi)/\chi \) in the exponential and choose the parametrization
\[
n_0 = \left( \frac{d - 1}{2} \right) (1 + \beta_0). \quad \beta_0 \in [-1, 1]
\]

Recalling Eq. (102), we thus achieve the final bound
\[
|\epsilon_2| < \sigma AG(2\pi)^{5/4} \sqrt{\frac{\sigma (1 - |\beta|)}{(d - 1)|\beta_0 - \beta| + 2(v + 1)}} \exp \left( -\frac{\pi}{4} \left( \frac{\sigma 2(1 - |\beta|)}{(d - 1)|\beta_0 - \beta| + 2(v + 1)} \right)^2 \right), \quad N(\sigma) = 3, 4, 5, \ldots
\]

with
\[
N = N(\sigma) = \left[ \sigma^2 \left( \frac{1 - |\beta|}{(d - 1)|\beta_0 - \beta|/2 + v + 1} \right)^2 \pi \right]^{1/2},
\]

where recall that \( \beta \in (-1, 1) \) is a free parameter which we can choose to optimise the bound. In the case that \( N(\sigma) \) given by Eq. (158) does not satisfy \( N(\sigma) = 3, 4, 5, \ldots \), we will bound \( |\epsilon_2| \) by setting \( N = 3 \) in Eq. (151). Taking into account definitions (102), (156), this gives
\[
|\epsilon_2| < 2\pi \sqrt{c_3}^{1/4} \sigma AG \exp \left( 3 \ln \left( \frac{|\beta_0 - \beta|(d - 1)/2 + v + 1}{1 - |\beta|} \right) \right), \quad N(\sigma) = 0, 1, 2.
\]

We will now work out an explicit bound for \( b_2 \) defined via Eq. (145). We will use \( N(\sigma) \) (Eq. (158)) to achieve a definition of \( b_2 \) as a function of \( \sigma \). We start by lower bounding \( \min \{b_L, b_R\} \)
\[
\min \{b_L, b_R\} = \frac{d}{\sqrt{2\pi \kappa \sigma}} \min \left\{ \ln(N + 1) \frac{\ln(N)}{N^{1/2} - 1/N^{1/4} + N/(N - 1)N^{-1/2} + 1/N^{1/4} - 1/N} \right\}
\]

Note that the derivatives of \( 1/x^{1/4} \) and \( 1/x^{1/4}(x - 1) \) are both negative for \( x \geq 3 \) and thus \( \inf_{x \geq 3} x^{-1/4} = 1 \) and \( \inf_{x \geq 3} x^{-1/4}(x - 1) = \lim_{x \to \infty} x^{-1/4} = 1 \). Thus from Eq. (161), we find
\[
\min \{b_L, b_R\} \geq \frac{d}{\sqrt{2\pi \kappa \sigma}} \sqrt{N} \ln(N) \min \left\{ \ln(N + 1) \frac{N}{\ln(N)} \right\}
\]

We now upper bound \( N \). From Eqs. (158), (102), (156), it follows
\[
N \leq \sigma^2 \pi \left( \frac{1 - |\beta|}{n_0 + \gamma + v + 1} \right)^2 \leq 2\pi \sigma^2 \left( \frac{|\beta_0 - \beta|(d - 1)/2}{|\beta_0 - \beta| + 1} \right)^2,
\]

Now noting that
\[
\frac{d \ln(x)}{dx} \sqrt{x} = \frac{1}{x \sqrt{x}} \left( 1 - \frac{\ln(x)}{2} \right) < 0,
\]
for \( x > e^2 \approx 7.39 \), we can use Eq. (165) to lower bound Eq. (164). We find
\[
\min\{b_L, b_R\} \geq \bar{U}, \quad \text{if } N(\sigma) \geq 8 \text{ and } \bar{U} \geq 0
\]  
(167)
where \( N(\sigma) \) is given by Eq. (158) and we have defined
\[
\bar{U} := \frac{d}{\sigma^2 2\pi \kappa} \frac{1}{2} |\beta_0 - \beta| (d-1) + 2 |\beta| - |\beta_0 - \beta| (d-1) + 2 \right) \ln \left( 2\pi \sigma^2 \left( \frac{1}{|\beta_0 - \beta| (d-1) + 2} \right) \right).
\]  
(168)
The constraint \( \bar{U} \geq 0 \) is for consistency with the requirement \( \nu \geq 0 \). Recall Eq. (145), namely that \( b_2 \) must satisfy \( \min\{b_L, b_R\} \geq b_2 \), thus taking into account Eq. (158) and recalling that \( \nu = b/b_2 \) a consistent solution is
\[
b_2 = \bar{U} \quad \text{if } N \geq 8 \text{ and } \bar{U} \geq 0
\]  
(169)
where we have defined
\[
N := \left| \sigma^2 \left( \frac{1}{(d-1)|\beta_0 - \beta|/2 + b/\bar{U} + 1} \right)^2 \pi \right|
\]  
(170)
When the if condition in Eq. (169) is not satisfied, we can find a bound for \( |c_2| \) by setting \( N = 3 \) in Eq. (151). This gives us Eq. (87). For \( \nu' \), we bound \( b_2 \) by evaluating \( \min\{b_L, b_R\} \) for \( N = 3 \) using the bound Eq. (164). This gives us
\[
b_2 = \frac{\ln(3) d}{\sqrt{6\pi \kappa}} \quad \text{if } N < 8 \text{ and/or } \bar{U} < 0
\]  
(171)
We will now workout what the constraint Eq. (125) with \( a = 1, b = \nu b_2 \) imposes on potential function \( V_0 \). From definitions Eq. (90) and (93), we have
\[
\bar{V}(z) = \frac{2\pi}{d} \int_{-z + k_0 - \tilde{\Delta}}^{z + k_0 + \tilde{\Delta}} dy V_0(2\pi y/d) = \int_{-z + k_0 - \tilde{\Delta}}^{z + k_0 + \tilde{\Delta}} dy V_0(y) = \left( V(z + k_0) - V(-z + k_0 - \tilde{\Delta}) \right)
\]  
(172)
where we have defined the re-scaled constants \( \tilde{k}_0 := 2\pi k_0 / d, \tilde{\Delta} := 2\pi \Delta / d \) and have used the Fundamental Theorem of Calculus, to write the integral in terms of \( V \), where \( V(1)(x) = V_0(x) \). We can now take the first \( n \) derivatives of \( \bar{V} \):
\[
\bar{V}^{(n)}(z) = (-1)^n \frac{d^n}{dy^n} \left( V(y) - V(y - \tilde{\Delta}) \right)
\]  
(173)
\[
= (-1)^{n-1} \frac{d^n}{dy^n} \left( V_0(y - \tilde{\Delta}) - V_0(y) \right) = (-1)^{n-1} \frac{d^n}{dy^n} V_0(y) \left[ V_0^{(1)}(x) \right]^{y - \tilde{\Delta}}
\]  
(174)
\[
= (-1)^{n-1} V_0^{(n-1)}(x) \left[ V_0^{(1)}(x) \right]^{y - \tilde{\Delta}}
\]  
(175)
where \( y := -z + \tilde{k}_0 \). Hence
\[
\left| \bar{V}^{(n)}(z) \right|^{1/n} = \left| V_0^{(n-1)}(x) \right|^{y - \tilde{\Delta}} \leq \left( \max_{x_1, x_2 \in [0, 2\pi]} \left| V_0^{(k-1)}(x) \right| \right)^{1/k}
\]  
(176)
\[
\leq \sup_{k \in \mathbb{N}^+} \left( \max_{x \in [0, 2\pi]} \left| V_0^{(k-1)}(x) \right| \right)^{1/k}, \quad \forall n \in \mathbb{N}^+ \text{ and } \forall z \in \mathbb{R}.
\]  
(177)
Thus from Eqs. (125), (128) we conclude that \( b \geq 0 \) is any non negative number satisfying
\[
b \geq \sup_{k \in \mathbb{N}^+} \left( \max_{x \in [0, 2\pi]} \left| V_0^{(k-1)}(x) \right| \right)^{1/k}
\]  
(178)
and
\[
\frac{b}{b_2} = \frac{\sigma^2}{d} \frac{2\pi \kappa (1 - |\beta|)}{|\beta_0 - \beta| (d-1) + 2 \ln \left( 2\pi \sigma^2 \left( \frac{1}{|\beta_0 - \beta| (d-1) + 2} \right) \right)}, \quad \text{if } N \geq 8 \text{ and } \bar{U} \geq 0
\]  
(179)
where we have used Eq. \ref{eq:169}. For $\mathcal{N} < 8$, we use Eq. \ref{eq:171} to achieve

$$v = \frac{b}{b_2} = b \frac{\sqrt{6 \pi \kappa \sigma}}{\ln(3)} d^{-1}, \quad \text{if } \mathcal{N} < 8 \text{ and/or } \bar{\Omega} < 0.$$ \hfill (180)

We are now ready to state the final bound. From Eqs. \ref{eq:157}, \ref{eq:169} it follows

$$|\bar{\epsilon}_2| \leq (2\pi)^{5/4} \sigma AG \left( \frac{e (1 - |\beta|)}{|\beta - \beta_0|(d-1) + 2(v + 1)} \right) \exp(x), \quad \text{if } \mathcal{N} \geq 8 \text{ and } \bar{\Omega} \geq 0,$$ \hfill (181)

with

$$x = -\pi \frac{(1 - |\beta|)^2}{\left( (|\beta - \beta_0|(d-1) + 2) \frac{d}{\sigma^2} + \frac{4\pi \kappa (1 - |\beta|) b}{(|\beta_0 - \beta|(d-1) + 2) \ln(2 \pi d^2 (1 - |\beta|)^2)} \right)^2},$$ \hfill (182)

where $v$ is given by Eq. \ref{eq:179}, $\mathcal{N}$ by \ref{eq:170}, and $b$ by \ref{eq:178}. Recall that $\beta \in (-1, 1)$ is a free parameter which we may choose to optimize the bound. For $\mathcal{N} < 8$, the bound is achieved from Eqs. \ref{eq:159}, \ref{eq:171}

$$|\bar{\epsilon}_2| \leq \frac{3^{7/8}}{\sigma^3/2} \sqrt{2 \pi e} AG \sqrt{\frac{\alpha_0}{2}} (|\beta - \beta_0|(d-1) + 2 (\frac{\sqrt{\pi}}{\ln(\pi \sigma \sqrt{b})} b + 1)) \frac{1}{(1 - |\beta|)^3}, \quad \text{for } \mathcal{N} \leq 8 \text{ and/or } \bar{\Omega} < 0.$$ \hfill (183)

The optimal choice of $\beta$ might depend on $\sigma$ and $d$, however, whenever $\beta_0 \neq \pm 1$, i.e. mean energy of the initial clock state is not at one of the extremal points $0, d$, asymptotically we see that the optimal choice is always $\beta_0 = \beta$. Taking this into account and in order to simplify the bound, we will set $\beta_0 = \beta$ to achieve

$$|\bar{\epsilon}_2| \leq (2\pi)^{5/4} \sigma^{3/2} AG \sqrt{\frac{e}{2}} \left( \frac{\alpha_0}{\ln(\pi \sigma \sqrt{b})} b + 1 \right) \frac{1}{2(v + 1)} \exp \left( -\pi \frac{d}{\sigma^2} + \frac{\alpha_0}{\ln(\pi \sigma \sqrt{b})} b \right)^2 \left( \frac{d}{\sigma^2} \right)^2, \quad \text{if } \mathcal{N} \geq 8 \text{ and } \bar{\Omega} \geq 0,$$ \hfill (184)

and

$$|\bar{\epsilon}_2| \leq \frac{3^{7/8}}{\sqrt{2 \pi e} \sigma^3 \alpha_0} \left( \frac{\kappa \sqrt{6 \pi}}{\ln(3)} b + \frac{d}{\sigma} \right)^3 \left( \frac{\sigma}{d^3} \right)^2, \quad \text{if } \mathcal{N} < 8 \text{ and/or } \bar{\Omega} < 0,$$ \hfill (185)

where we have defined

$$\alpha_0 := 1 - |\beta_0| \in (0, 1),$$ \hfill (186)

which can be written in terms of $n_0$ as

$$\alpha_0 = \min\{1 + |\beta_0|, 1 - |\beta_0|\} = \min\{1 + \beta_0, 1 - \beta_0\}$$ \hfill (187)

$$= \left( \frac{2}{d - 1} \right) \min\{n_0, (d - 1) - n_0\}$$ \hfill (188)

$$= 1 - \left| 1 - n_0 \left( \frac{2}{d - 1} \right) \right|, \quad \text{for } n_0 \in (0, d - 1)$$ \hfill (189)

where we have used Eq. \ref{eq:156}. Furthermore, $\bar{\Omega}$ and $\mathcal{N}$ can also be simplified when $\beta = \beta_0$. From Eqs. \ref{eq:158} we find

$$\bar{\Omega} = \frac{d}{\sigma^2} \ln(\pi \alpha_0 \sigma^2),$$ \hfill (190)

while from \ref{eq:176} it follows

$$\mathcal{N} = \left| \frac{\pi \alpha_0^2}{2 \left( \frac{\pi \kappa \alpha_0}{\ln(\pi \alpha_0 \sigma^2)} b + \frac{d}{\sigma^2} \right)^2 \left( \frac{d}{\sigma^2} \right)^2} \right|.$$ \hfill (191)
Before we proceed, we now define a generalization of Def. 1, which includes a potential dependent phase.

**Definition 11.** (Gaussian clock states with Potential). Let \( \Lambda_{V_0, \sigma, n_0} \) be the following space of states in the Hilbert space of the \( d \) dimensional clock,

\[
\Lambda_{V_0, \sigma, n_0} = \left\{ |\Psi(k_0, \Delta)\rangle \in \mathcal{H}_c, \quad k_0, \Delta \in \mathbb{R} \right\},
\]

where

\[
|\Psi(k_0, \Delta)\rangle = \sum_{k \in S_d(k_0)} e^{-i\Theta(k \cdot k)} \psi(k_0; k) |\theta_k\rangle,
\]

where \( \Theta, \psi \) are defined in Eqs. (80), (29), respectively and depend on the parameters \( \sigma \in (0, d), n_0 \in (0, d-1) \) and function \( V_0 \), which is defined in Def. \( \bar{S}_d(k_0) \) is given by Eq. (23).

In the special case that \(|\Psi(k_0, \Delta)\rangle \) is normalised, it will be denoted

\[
|\Psi_{\text{nor}}(k_0, \Delta)\rangle = |\Psi(k_0, \Delta)\rangle, \tag{194}
\]

and \( A \) (see Eq. (29)) will satisfy Eq. (25), s.t. \(|\Psi_{\text{nor}}(k_0, \Delta)|\Psi_{\text{nor}}(k_0, \Delta)\rangle = 1 \).

**Remark V.3.** In general \( \Lambda_{\sigma, n_0} \subseteq \Lambda_{V_0, \sigma, n_0} \) with equality if \( \Delta = 0 \) or \( V_0(x) = 0 \) for all \( x \in \mathbb{R} \) (compare Eqs. 21 and 192).

**Lemma V.0.2.** (Infinitesimal evolution under the clock Hamiltonian). The action of the unitary operator \( e^{-i \frac{\sigma}{\pi} \delta H_c} \) on an element of \( \Lambda_{V_0, \sigma, n_0} \) may be approximated by a translation by \( \delta \geq 0 \) on the continuous extension of the clock state. Precisely speaking,

\[
e^{-i \frac{\sigma}{\pi} \delta H_c} \sum_{l \in S_d(k_0)} e^{-i\Theta(k \cdot l)} \psi(k_0; l) |\theta_l\rangle = \sum_{l \in S_d(k_0)} e^{-i\Theta(k \cdot l - \delta)} \psi(k_0; l - \delta) |\theta_l\rangle + |\epsilon\rangle,
\]

where the \( l_2 \) norm of the error \(|\epsilon\rangle\) is bounded by

\[
||\epsilon||_2 \leq \delta \epsilon_T \sqrt{d} + C_1 \delta^2 \sqrt{d},
\]

\[
\epsilon_T < \begin{cases} \bar{\epsilon}_2 + 2A \left( \frac{2\pi}{1-e^{-\pi}} + \frac{b+4\pi}{1-e^{-4\pi}} + (2\pi + \pi d + \frac{1}{2}) \right) e^{-\frac{\pi}{2}d} & \text{if } \sigma = \sqrt{d} \\ \bar{\epsilon}_2 + 2A \left( \frac{2\pi}{1-e^{-\pi}} + \frac{b+4\pi}{1-e^{-4\pi}} + (2\pi + \pi^2 d + \pi^2 + \frac{1}{4}) \right) e^{-\frac{\pi}{2}d^2} & \text{otherwise} \end{cases},
\]

\[
\bar{\epsilon}_2 = \begin{cases} \mathcal{O}(b) + \mathcal{O}\left( \frac{d^3}{4 \pi^4 d^4} \right)^{1/2} + \mathcal{O}\left( d \right) \exp{\left( -\frac{\pi}{4} \frac{a_o^2}{\left( 1+b \right)^2} d \right)} & \text{if } \sigma = \sqrt{d} \\ \mathcal{O}(b) + \mathcal{O}\left( \frac{d^3}{\pi^{3/4} d^4} \right)^{1/2} + \mathcal{O}\left( d^2 \right) \exp{\left( -\frac{\pi}{4} \frac{a_o^2}{\left( 1+b \right)^2} \left( d^2 \right) \right)} + \mathcal{O}\left( d^2 \right) e^{-\frac{\pi}{2}d^2} & \text{otherwise} \end{cases},
\]

with \(|\bar{\epsilon}_2|\) given by Lemma V.0.1 and \( C_1 \) is independent. \( \Theta, \psi \) are given by Eqs. 80, 29 respectively.

**Intuition.** This is simply the statement that for the class of Gaussian states that we have chosen, the effect of the clock Hamiltonian for an infinitesimal time is approximately the shift operator w.r.t. the angle space. The proof will follow along similar lines to that of Lemma V.0.1 with the main difference being that we will now have to resort to Lemma V.0.1 in order to bound \( \bar{\epsilon}_2 \) where as before bounding \( \epsilon_2 \) was straightforward and accomplished directly in the proof.

**Proof.**

\[
e^{-i \frac{\sigma}{\pi} \delta H_c} |\Psi(k_0, \Delta)\rangle = e^{-i \frac{\sigma}{\pi} \delta \sum_{m=0}^{d-1} m |E_m\rangle |E_{m-1}\rangle} \sum_{k \in S_d(k_0)} e^{-i\Theta(k \cdot k)} \psi(k_0; k) |\theta_k\rangle.
\]

Switching the state to the basis of energy states, applying the Hamiltonian, and switching back (Eqs. B2 and B3),

\[
e^{-i \frac{\sigma}{\pi} \delta H_c} |\Psi(k_0, \Delta)\rangle = \sum_{k,l \in S_d(k_0)} e^{-i\Theta(k \cdot l)} \psi(k_0; l) \left( \frac{1}{d} \sum_{n=0}^{d-1} e^{-i2\pi n (k \cdot l - \delta) / d} \right) |\theta_l\rangle.
\]
We label the above state as $|\tilde{\Psi}_s^{\text{exact}}\rangle$. On the other hand we label as $|\tilde{\Psi}_s^{\text{approx}}\rangle$ the following expression,

$$
|\tilde{\Psi}_s^{\text{approx}}\rangle = \sum_{l \in \mathcal{S}_d(k_0)} e^{-i\theta(\Delta; l - \delta)} \psi(k_0; l - \delta) |\theta_l\rangle,
$$

which is simply a translation by $+\delta$ of the continuous extension of the clock state. Both the coefficients $\langle \theta_l | \tilde{\Psi}_s^{\text{exact}} \rangle$ and $\langle \theta_l | \tilde{\Psi}_s^{\text{approx}} \rangle$ are twice differentiable with respect to $\delta$. For $\langle \theta_l | \tilde{\Psi}_s^{\text{exact}} \rangle$ this is clear. In the case of $\langle \theta_l | \tilde{\Psi}_s^{\text{approx}} \rangle$ we note that it is a function of the derivative of

$$
\Theta(\Delta; l - \delta) = \int_{l-\Delta}^{l-\delta} V_d(x') dx',
$$

with respect to $\delta$, and thus due to the fundamental theorem of calculus and the fact the $V_d$ is a smooth function (and periodic), it follows that $\langle \theta_l | \tilde{\Psi}_s^{\text{approx}} \rangle$ is differentiable with respect to $\delta$.

By Taylor’s remainder theorem, the difference can be expressed as

$$
\langle \theta_l | \tilde{\Psi}_s^{\text{approx}} \rangle - \langle \theta_l | \tilde{\Psi}_s^{\text{exact}} \rangle = \langle \theta_l | \tilde{\Psi}_0^{\text{approx}} \rangle - \langle \theta_l | \tilde{\Psi}_0^{\text{exact}} \rangle + \delta \frac{d}{d\delta} \left( \langle \theta_l | \tilde{\Psi}_s^{\text{approx}} \rangle - \langle \theta_l | \tilde{\Psi}_s^{\text{exact}} \rangle \right)_{\delta=0} + R(\delta),
$$

where

$$
|R(\delta)| \leq \frac{\delta^2}{2} \left( \max_{|t| \leq |\delta|} \left| \frac{d^2}{dt^2} \left( \langle \theta_l | \tilde{\Psi}_s^{\text{approx}} \rangle - \langle \theta_l | \tilde{\Psi}_s^{\text{exact}} \rangle \right) \right. \right) \leq C_1 \delta^2,
$$

and where $C_1$ is independent of $\delta$ because the second derivatives of both $\langle \theta_l | \tilde{\Psi}_s^{\text{exact}} \rangle$ and $\langle \theta_l | \tilde{\Psi}_s^{\text{approx}} \rangle$ w.r.t. $\delta$ are bounded for $\delta \in \mathbb{R}$. The zeroth-order term vanishes, i.e. $\langle \theta_l | \tilde{\Psi}_0^{\text{approx}} \rangle - \langle \theta_l | \tilde{\Psi}_0^{\text{exact}} \rangle$ since $\tilde{\Psi}_0^{\text{exact}} = \tilde{\Psi}_0^{\text{approx}}$. For the first order term,

$$
\frac{d}{d\delta} \langle \theta_l | \tilde{\Psi}_s^{\text{approx}} \rangle_{\delta=0} = \frac{d}{d\delta} e^{-i\theta(\Delta; l - \delta)} \psi(k_0; l - \delta)_{\delta=0},
$$

$$
\frac{d}{d\delta} \langle \theta_l | \tilde{\Psi}_s^{\text{exact}} \rangle_{\delta=0} = \left[ \frac{d}{d\delta} \sum_{k \in \mathcal{S}_d(k_0)} e^{-i\theta(\Delta; k)} \psi(k_0; k) \left( \frac{1}{d} \sum_{n=0}^{d-1} e^{-i2\pi nk(l-\delta) / d} \right) \right]_{\delta=0},
$$

$$
= \left( \frac{-i2\pi}{d} \right) \sum_{k \in \mathcal{S}_d(k_0)} e^{-i\theta(\Delta; k)} \psi(k_0; k) \left( \frac{1}{d} \sum_{n=0}^{d-1} ne^{-i2\pi n(k-l) / d} \right),
$$

One can replace the finite sum over $k$ as an infinite sum, and bound the difference using Lemma $\text{D.0.1}$

$$
\frac{d}{d\delta} \langle \theta_l | \tilde{\Psi}_s^{\text{exact}} \rangle_{\delta=0} = \left( \frac{-i2\pi}{d} \right) \sum_{k=-\infty}^{\infty} e^{-i\theta(\Delta; k)} \psi(k_0; k) \left( \frac{1}{d} \sum_{n=0}^{d-1} ne^{-i2\pi n(k-l) / d} \right) + \epsilon_1,
$$

where

$$
|\epsilon_1| \leq \frac{2\pi}{d} \left( \sum_{k \in \mathbb{Z} \setminus \mathcal{S}_d(k_0)} |\psi(k_0; k)| \right) \frac{1}{d} \left( \sum_{n=0}^{d-1} n \right)
$$

$$
< 4\pi A \left( \frac{e^{-\frac{\pi d^2}{2}}}{1 - e^{-\frac{\pi d^2}{2}}} \right)
$$

by Lemma $\text{D.0.1}$.

Applying the Poisson summation formula (Corollary $\text{C.0.2}$) to the sum in Eq. (208) we achieve

$$
\sum_{k=-\infty}^{\infty} e^{-i\theta(\Delta; k)} \psi(k_0; k) e^{-i2\pi nk / d} = \sum_{s=-\infty}^{\infty} \tilde{\psi}(k_0, \Delta; n + sd),
$$

(211)
where \( \tilde{\psi} \) is given by Def. 10. Thus we have

\[
\frac{d \langle \theta | \tilde{\Psi}_{\delta}^{\text{exact}} \rangle}{d \delta} \bigg|_{\delta=0} = \left( -\frac{i2\pi}{d} \right) \frac{1}{\sqrt{d}} \sum_{n=0}^{d-1} \sum_{s=-\infty}^{\infty} \tilde{\psi}(k_0, \Delta; n + sd) ne^{i2\pi nl/d} + \epsilon_1. \tag{212}
\]

Since \( \sum_{n=0}^{d-1} \sum_{s=-\infty}^{\infty} f(n + sd) = \sum_{n=-\infty}^{\infty} f(n) \), one can manipulate the expression accordingly,

\[
\frac{d \langle \theta | \tilde{\Psi}_{\delta}^{\text{exact}} \rangle}{d \delta} \bigg|_{\delta=0} = \left( -\frac{i2\pi}{d} \right) \frac{1}{\sqrt{d}} \sum_{n=-\infty}^{\infty} \tilde{\psi}(k_0, \Delta; n) ne^{i2\pi nl/d} - \frac{d-1}{\sqrt{d}} \sum_{n=0}^{d-1} \sum_{s=-\infty}^{\infty} \tilde{\psi}(k_0, \Delta; n + sd) sde^{i2\pi nl/d} + \epsilon_1. \tag{213}
\]

The second summation is a small contribution and has been bound in Lemma V.0.1

\[
\frac{d \langle \theta | \tilde{\Psi}_{\delta}^{\text{exact}} \rangle}{d \delta} \bigg|_{\delta=0} = \left( -\frac{i2\pi}{d} \right) \frac{1}{\sqrt{d}} \sum_{n=-\infty}^{\infty} \tilde{\psi}(k_0, \Delta; n) ne^{i2\pi nl/d} + \epsilon_2 + \epsilon_1, \tag{214}
\]

where

\[
\epsilon_2 = \frac{i2\pi}{\sqrt{d}} \sum_{n=0}^{d-1} \sum_{k=-\infty}^{\infty} k e^{i2\pi nl/d} \tilde{\psi}(k_0, \Delta; n + kd). \tag{215}
\]

On the remaining sum, apply Eq. (C7) to write \( \tilde{\psi}(k_0, \Delta; n) \) in terms of the derivative of the Fourier transform \( \psi(k_0, \Delta; n) \), followed by applying the Poisson summation formula,

\[
\frac{d \langle \theta | \tilde{\Psi}_{\delta}^{\text{exact}} \rangle}{d \delta} \bigg|_{\delta=0} = \sum_{m=-\infty}^{\infty} \frac{d}{d \delta} \left( e^{-i\theta(\Delta l - \delta + md)} \psi(k_0; l - \delta + md) \right) \bigg|_{\delta=0} + \epsilon_1 + \epsilon_2. \tag{216}
\]

Replacing the sum by the \( m = 0 \) term, and bounding the difference,

\[
\frac{d \langle \theta | \tilde{\Psi}_{\delta}^{\text{exact}} \rangle}{d \delta} = \frac{d}{d \delta} \left( e^{-i\theta(\Delta l - \delta)} \psi(k_0; l - \delta) \right) \bigg|_{\delta=0} + \epsilon_1 + \epsilon_2 + \epsilon_3, \tag{217}
\]

where

\[
|\epsilon_3| \leq \sum_{m \in \mathbb{Z} - \{0\}} \left| \frac{d}{d \delta} \left( e^{-i\theta(\Delta l - \delta + md)} \psi(k_0; l - \delta + md) \right) \right|_{\delta=0} \tag{218}
\]

\[
\leq \sum_{m \in \mathbb{Z} - \{0\}} \left| V_d(l + md) - V_d(l + md - \Delta) \right| \left| \psi(k_0; l + md) \right| + \left| \frac{d}{d \delta} \psi(k_0; l - \delta + md) \right|_{\delta=0} \tag{219}
\]

\[
\leq \sum_{m \in \mathbb{Z} - \{0\}} \left( b \left| \psi(k_0; l + md) \right| + \left| \frac{d}{d \delta} \psi(k_0; l - \delta + md) \right|_{\delta=0} \right) \tag{220}
\]

\[
\leq \begin{cases} 
2A \left( \frac{(b + \frac{d}{2})}{1 - e^{-\frac{\sigma d}{2}}} \right) e^{-\frac{\sigma d}{2}} & \text{if } \sigma = \sqrt{d} \\
2A \left( \frac{(b + \frac{d}{2})}{1 - e^{-\frac{\sigma d}{2}}} \right) + \left( 2\pi \frac{d}{\sigma} + \pi \frac{d^2}{\sigma^2} + \frac{1}{\sigma} \right) e^{-\frac{\sigma d}{2}} & \text{otherwise}, \end{cases} \tag{221}
\]

for all \( l \in S_d(k_0) \) and where \( b \) is defined in (82). To achieve the last two lines, we have used Lemmas D.0.1, D.0.3. Thus the first order term in Eq. (203) is composed of the terms \( \epsilon_1, \epsilon_2, \epsilon_3 \), and are bounded by

\[
\frac{d \langle \theta | \tilde{\Psi}_{\delta}^{\text{exact}} \rangle}{d \delta} - \frac{d \langle \theta | \tilde{\Psi}_{\delta}^{\text{approx}} \rangle}{d \delta} = \epsilon_1 + \epsilon_2 + \epsilon_3 =: \epsilon_T. \tag{222}
\]

Note that \( \epsilon_T \) is independent of the index \( l \).
If we now define the error in the state as $|\epsilon\rangle = |\bar{\Psi}_\delta^{\text{approx}}\rangle - |\bar{\Psi}_\delta^{\text{exact}}\rangle$, then from the properties of the norm, and Eqs. (203), (204), (222),

$$
||\epsilon||_2^2 \leq \sum_{l \in S_d(k_0)} \left( (|\bar{\Psi}_\delta^{\text{approx}}\rangle - |\bar{\Psi}_\delta^{\text{exact}}\rangle)|\theta_l| \langle \bar{\Psi}_\delta^{\text{approx}}| - |\bar{\Psi}_\delta^{\text{exact}}\rangle \right) (223)
$$

$$
\leq \sum_{l \in S_d(k_0)} (|\langle \bar{\Psi}_\delta^{\text{approx}}| - |\bar{\Psi}_\delta^{\text{exact}}\rangle| \langle \theta_l| (|\bar{\Psi}_\delta^{\text{approx}}\rangle - |\bar{\Psi}_\delta^{\text{exact}}\rangle)^2 (224)
$$

$$
\leq |\delta \epsilon_T + C_1 \delta^2|^2 d. (225)
$$

Lemma V.0.3. (Infinitesimal evolution under the interaction potential). The action of the unitary operator $e^{-i\frac{T}{\hbar}\delta \bar{V}_d}$ on any state $|\Phi\rangle \in \mathcal{H}_c$ and $\delta \geq 0$, may be approximated by the following transformation,

$$
e^{-i\frac{T}{\hbar}\delta \bar{V}_d} |\Phi\rangle = \sum_{l \in S_d(k_0)} \langle \theta_l | \Phi \rangle e^{-i\delta l} |\theta_l\rangle + |\epsilon\rangle, (226)
$$

where the $l_2$ norm of the error $|\epsilon\rangle$ is bounded by

$$
||\epsilon||_2 \leq C_2 \delta^2, (227)
$$

with $C_2$ being $\delta$ independent. $\bar{V}_d$ is defined in Def. 2.

Proof. Since the operator $\bar{V}_d$ is diagonal in the $\{|\theta_k\rangle\}$ basis,

$$
e^{-i\frac{T}{\hbar}\delta \bar{V}_d} |\Phi\rangle = e^{-i\delta \sum_k V_d(k)|\theta_k\rangle\langle \theta_k|} \sum_{l \in S_d(k_0)} |\theta_l\rangle \langle \theta_l | \Phi \rangle = \sum_{l \in S_d(k_0)} |\theta_l\rangle \langle \theta_l | \Phi \rangle e^{-i\delta V_d(l)}. (228)
$$

We wish to replace $e^{-i\delta V_d(l)}$ by $e^{-i\int_l^{l+1} V_d(x')dx'}$. The difference may be bound using Taylor’s theorem (to second order),

$$
e^{-i\delta V_d(l)} - e^{-i\int_l^{l+1} V_d(x')dx'} = A + B \delta + R_l(\delta), (229)
$$

where

$$
|R_l(\delta)| \leq \frac{\delta^2}{2} \left( \max_{|t| \leq |\delta|} \left| \frac{d^2 \left( e^{-i\int_l^{l+1} V_d(x')dx'} - e^{-i\int_l^{l+1} \bar{V}_d(x')dx'} \right)}{dt^2} \right| \right) (230)
$$

$$
\leq \frac{\delta^2}{2} \left( \max_{t \in \mathbb{R}} \left| \frac{d^2 \left( e^{-i\int_l^{l+1} \bar{V}_d(x')dx'} - e^{-i\int_l^{l+1} \bar{V}_d(x')dx'} \right)}{dt^2} \right| \right) (231)
$$

$$
\leq C_2 \delta^2, \quad \forall l \in S_d(k_0) (232)
$$

and $C_2$ is $\delta$ and $l$ independent. Such a $C_2$ exists, since $\bar{V}_d$ is periodic and smooth. Furthermore, by direct calculations $A = B = 0$. Thus using the properties of the $l_2$ norm and Eqs. (226), (228), (229), we find

$$
||\epsilon||_2^2 \leq \left( \sum_{l \in S_d(k_0)} |\langle \theta_l | \Phi \rangle|^2 R_l(\delta)^* \langle \theta_l | \right) \left( \sum_{k \in S_d(k_0)} |\langle \theta_k | \Phi \rangle|^2 R_k(\delta) \langle \theta_k | \right) (233)
$$

$$
\leq \sum_{l \in S_d(k_0)} ||\langle \theta_l | \Phi \rangle|| R_l(\delta)|^2 (234)
$$

$$
\leq C_2^2 \delta^4. (235)
$$
Lemma V.0.4. (Moving the clock through finite time, within unit angle). Let \( k_0 \in \mathbb{R} \), and let \( a \geq 0 \) be s.t. \( S_d(k_0) = S_d(k_0 + a) \), where \( S_d \) is defined by Eq. (23). Then the effect of the joint Hamiltonian \( \hat{H}_c + \hat{V}_d \) for the time \( \frac{d}{a} \) on \( |\Psi(k_0; \Delta)\rangle \in \Lambda_{V_0,a,R} \) is approximated by

\[
e^{-i \frac{d}{a} a(\hat{H}_c + \hat{V}_d)} |\Psi(k_0, \Delta)\rangle = |\Psi(k_0 + a, \Delta + a)\rangle + |\epsilon\rangle,
\]

(236)

where the \( l_2 \) norm of the error \( |\epsilon\rangle \) is bounded by

\[
\|\epsilon\|_2 \leq a \epsilon_T \sqrt{d}.
\]

(237)

and \( \epsilon_T \) is given by Lemma V.0.2.

**Intuition.** Here is the core of the proof. By applying the Lie product formula, we show that the effect of the combined clock and interaction Hamiltonians is to simply shift the continuous extension of the clock state, while simultaneously adding a phase function that is the integral of the potential that the clock passes through. The discrete clock is thus seen to mimic the idealised momentum clock \( H = \hat{p} \). Here it is assumed the mean of the state does not pass through an integer (the full result follows later).

**Proof.** Consider the sequential application of \( e^{-i \frac{d}{a} \delta \hat{H}_c} \) followed by \( e^{-i \frac{d}{a} \delta \hat{V}_d} \) on \( |\Psi(k_0, \Delta)\rangle \). From the previous two Lemmas V.0.2, V.0.3

\[
e^{-i \frac{d}{a} \delta \hat{V}_d} e^{-i \frac{d}{a} \delta \hat{H}_c} |\Psi(k_0, \Delta)\rangle = |\Psi(k_0 + \delta, \Delta + \delta)\rangle + |\epsilon_\delta\rangle,
\]

(238)

where

\[
\|\epsilon\|_2 \leq \delta \epsilon_T \sqrt{d} + \delta^2 \left( C_1 \sqrt{d} + C_2 \right).
\]

(239)

where we combined the errors using the lemma on compiling unitary errors, Lemma C.0.2.

Consider the above transformation repeated \( m \) times on the state. Combining the errors using Lemma C.0.2 as before,

\[
\left(e^{-i \frac{d}{a} \delta \hat{V}_d} e^{-i \frac{d}{a} \delta \hat{H}_c}\right)^m |\Psi(k_0, \Delta)\rangle = |\Psi(k_0 + m \delta, \Delta + m \delta)\rangle + |\epsilon^{(m)}\rangle,
\]

(240)

where

\[
\|\epsilon^{(m)}\|_2 \leq m \delta \epsilon_T \sqrt{d} + m \delta^2 \left( C_1 \sqrt{d} + C_2 \right).
\]

(241)

This holds as long as the center of the state \( k_0 + m \delta \) has not crossed an integer value, i.e. if \( \delta \) is even, \( |k_0| = |k_0 + m \delta| \), or if \( \delta \) is odd \( |k_0 + 1/2| = |k_0 + 1/2 + m \delta| \); else \( S_d(k_0) \neq S_d(k_0 + m \delta) \) and the previous Lemmas V.0.2, V.0.3 in this section will not hold.

To arrive at the lemma, set \( \delta = a/m \), so that

\[
\left(e^{-i \frac{d}{a} \frac{a}{m} \hat{V}_d} e^{-i \frac{d}{a} \frac{a}{m} \hat{H}_c}\right)^m |\Psi(k_0, \Delta)\rangle = |\Psi(k_0 + a, \Delta + a)\rangle + |\epsilon^{(m)}\rangle,
\]

(242)

where

\[
\|\epsilon^{(m)}\|_2 \leq a \epsilon_T \sqrt{d} + m \left( \frac{a}{m} \right)^2 \left( C_1 \sqrt{d} + C_2 \right).
\]

(243)

The Lie-Product formula [44], states that for all \( n \times n \) complex matrices \( A \) and \( B \),

\[
e^{A+B} = \lim_{N \to \infty} \left(e^{\frac{N}{N} A} e^{\frac{N}{N} B}\right)^N.
\]

(244)

We now use Eq. (244) to finalise the lemma. Consider the limit \( m \to \infty \). On the l.h.s. of Eq. (242), by the Lie product formula, we have that

\[
\lim_{m \to \infty} \left(e^{-i \frac{d}{a} \frac{a}{m} \hat{V}_d} e^{-i \frac{d}{a} \frac{a}{m} \hat{H}_c}\right)^m |\Psi(k_0, \Delta)\rangle = e^{-i \frac{d}{a} a(\hat{H}_c + \hat{V}_d)} |\Psi(k_0, \Delta)\rangle.
\]

(245)
On the r.h.s. of Eq. (242), we have
\[
\lim_{m \to \infty} \left( |\tilde{\Psi} (k_0 + a, \Delta + a) + |e^{(m)} \rangle \right) = |\tilde{\Psi} (k_0 + a, \Delta + a) + |e^{(\infty)} \rangle ,
\] (246)
where \( |e^{(\infty)} \rangle := \lim_{m \to \infty} |e^{(m)} \rangle \), and
\[
\|e^{(\infty)}\|_2 \leq a \epsilon \sqrt{d}.
\] (247)

At this point, we have already proven the continuity of the clock state for time translations that are finite, but small (i.e. small enough that the range \( S_d(k_0) \) remains the same). In order to generalize the statement to arbitrary translations we need to be able to shift the range itself, which is the goal of the following Lemma.

**Lemma V.0.5 (Shifting the range of the clock state with potential).** If \( d \) is even, and the mean of the clock state \( k_0 \) is an integer, or alternatively, if \( d \) is odd and \( k_0 \) is a half integer, then
\[
\sum_{k \in S_d(k_0)} e^{-i\theta (\Delta; k)} |\psi(k_0; k) \rangle \theta_k = \sum_{k \in S_d(k_0-1)} e^{-i\theta (\Delta; k)} |\psi(k_0; k) \rangle \theta_k + |\tilde{\epsilon}_{\text{step}} \rangle ,
\] (248)
where \( \|\tilde{\epsilon}_{\text{step}}\|_2 := \bar{\epsilon}_{\text{step}} \)
\[
\begin{align*}
&\begin{cases} 
2\bar{A} e^{-\frac{\pi^2}{4}} & \text{if } \sigma = \sqrt{d} \\
2\bar{A} e^{-\frac{\pi^2}{4d}} & \text{otherwise}.
\end{cases}
\end{align*}
\] (249)

**Proof.** We prove the statement for even \( d \), the proof for odd \( d \) is analogous.

By definition (22), \( S_d(k_0) \) is a set of \( d \) consecutive integers. Thus the only difference between \( S_d(k_0) \) and \( S_d(k_0-1) \) is the leftmost integer of \( S_d(k_0-1) \) and the rightmost integer of \( S_d(k_0) \), which differ by precisely \( d \). By direct calculation, these correspond to the integers \( k_0 - d/2 \) and \( k_0 + d/2 \). These are the only two terms that do not cancel out in the statement of the Lemma,
\[
\|\|\tilde{\epsilon}_{\text{step}}\|_2 \leq \left\| \sum_{k \in S_d(k_0-1)} e^{-i\theta (\Delta; k)} |\psi(k_0; k) \rangle \theta_k \right\|_2 \left\| \sum_{k \in S_d(k_0)} e^{-i\theta (\Delta; k)} |\psi(k_0; k) \rangle \theta_k \right\|_2
\] (250)
\[
= \left\| e^{-i\theta (\Delta; k_0-d/2)} |\psi(k_0; k_0-d/2) \rangle \theta_{k_0-d/2} \right\|_2 + \left\| e^{-i\theta (\Delta; k_0+d/2)} |\psi(k_0; k_0+d/2) \rangle \theta_{k_0+d/2} \right\|_2
\] (251)
But \( |\theta_{k_0-d/2} \rangle = |\theta_{k_0-d/2+d} \rangle = |\theta_{k_0+d/2} \rangle \), giving
\[
\|\|\tilde{\epsilon}_{\text{step}}\|_2 \leq \left\| e^{-i\theta (\Delta; k_0-d/2)} |\psi(k_0; k_0-d/2) \rangle - e^{-i\theta (\Delta; k_0+d/2)} |\psi(k_0; k_0+d/2) \rangle \right\|
\] (252)
\[
\leq \left| \psi(k_0; k_0-d/2) \right| - \left| \psi(k_0; k_0+d/2) \right|
\] (253)
\[
= 2\bar{A} e^{-\frac{\pi^2}{4}} d^2.
\] (254)

By direct substitution of \( \psi(k_0; k_0-d/2) \) and \( \psi(k_0; k_0+d/2) \) from (29), we arrive at the Lemma statement. The lemma is analogous to that of Lemma [V.0.3] but now with a trivial extension due to the inclusion of the potential in the dynamics.

**Theorem V.1 (Moving the clock through finite time with a potential).** Let \( k_0, \Delta, t \in \mathbb{R} \). Then the effect of the Hamiltonian \( \tilde{H}_e + \tilde{V}_d \) for the time \( t \) on \( |\Psi_{\text{nor}}(k_0, \Delta) \rangle \in \Lambda_{V_0, \sigma, n_0} \) is approximated by
\[
e^{-it(\tilde{H}_e + \tilde{V}_d)} |\Psi_{\text{nor}}(k_0, \Delta) \rangle = |\tilde{\Psi}_{\text{nor}}(k_0 + \frac{d}{T_0} t, \Delta + \frac{d}{T_0} t) \rangle + |\epsilon \rangle ,
\] (255)
where, in terms of order in \( b,|t|,d \) and \( \sigma \),
\[
\begin{align*}
\epsilon_v(t, d) &= \begin{cases} 
|t| \frac{d}{T_0} \left( \frac{\sigma^3}{\pi^2} + \frac{\sigma^3}{\pi^2} \right) \left( \frac{d}{T_0} \right)^2 + \mathcal{O} \left( \frac{\sigma}{\pi} \right) \left( \frac{d^2}{T_0} \right)^2 \right) + \mathcal{O} \left( \frac{d}{T_0} \frac{d^2}{T_0} + 1 \right) e^{-\frac{\pi^2}{4} d^2} + \mathcal{O} \left( e^{-\frac{\pi^2}{4} d^2} \right) & \text{if } \sigma = \sqrt{d} \\
|t| \frac{d}{T_0} \left( \frac{\sigma}{\pi} \right) \left( \frac{d^2}{T_0} + 1 \right) e^{-\frac{\pi^2}{4} d^2} + \mathcal{O} \left( e^{-\frac{\pi^2}{4} d^2} \right) & \text{otherwise.}
\end{cases}
\end{align*}
\] (256)
and \(\tilde{\Psi}_{\text{nor}}(\cdot, \cdot)\) is defined in Def. 11, \(\alpha_0\) is defined in Def. 8 while \(\bar{\upsilon}\) is defined in Def. 9.

More precisely, we have
\[
\varepsilon_v(t, d) = |t| \frac{d}{T_0} \varepsilon_T + \left(\frac{|t| d}{T_0} + 1\right) \bar{\varepsilon}_{\text{step}} + \varepsilon_{\text{nor}}(t),
\]
(257)
where
\[
\varepsilon_T < \begin{cases} \bar{\varepsilon}_2 + 2A \left(\frac{2\pi}{1 - e^{-\bar{\upsilon}}} \left(1 + \frac{k + \frac{2\pi}{d}}{1 - e^{-\bar{\upsilon}}}\right) + \left(2\pi + \pi d + \frac{1}{d}\right)\right) e^{-\frac{\bar{\upsilon}}{d}} & \text{if } \sigma = \sqrt{d} \\ \bar{\varepsilon}_2 + 2A \left(\frac{2\pi}{1 - e^{-\bar{\upsilon}}} + \left(1 + \frac{k + \frac{2\pi}{d}}{1 - e^{-\bar{\upsilon}}}\right)\right) e^{-\frac{\bar{\upsilon}^2}{2}} & \text{otherwise}, \end{cases}
\]
(258)
with \(A = O(\sigma^{-1/2})\) and is upper bounded by Eq. (D7) and, if \(\sigma = \sqrt{d}\)
\[
|\bar{\varepsilon}_2| < \begin{cases} (2\pi)^{5/4} d^{3/4} A \left(1 + \frac{\pi^2}{8}\right) \sqrt{\frac{6\alpha_0}{\pi(1 + \bar{\upsilon})}} \exp\left(-\frac{\pi}{4} \frac{\alpha_0^2}{(1 + \bar{\upsilon})^2} d\right) & \text{if } N \geq 8 \text{ and } \bar{\upsilon} \geq 0 \\ \frac{3^{1/4} A (8 + \pi^2)}{\sqrt{2\pi e}} \left(\frac{6\alpha_0}{\pi \ln(3)} b + \sqrt{d}\right)^3 d^{-5/2} & \text{otherwise}, \end{cases}
\]
(259)
while in general
\[
|\bar{\varepsilon}_2| < \begin{cases} (2\pi)^{5/4} b^{3/2} A \left(1 + \frac{\pi^2}{8}\right) \sqrt{\frac{6\alpha_0}{\pi(1 + \bar{\upsilon})}} \exp\left(-\frac{\pi}{4} \frac{\alpha_0^2}{(\sqrt{b} + \pi)^2} \left(\frac{d}{\bar{\upsilon}}\right)^2\right) & \text{if } N \geq 8 \text{ and } \bar{\upsilon} \geq 0 \\ \frac{3^{1/4} A (8 + \pi^2)}{\sqrt{2\pi e}} \left(\frac{6\alpha_0}{\pi \ln(3)} b + \frac{d}{\bar{\upsilon}}\right)^3 (\frac{\pi}{\bar{\upsilon}}) & \text{otherwise}, \end{cases}
\]
(260)
where \(b, N\), and \(\alpha_0\) are defined in Def. 8 while \(\bar{\upsilon}\) is defined in Def. 9.

\[
\varepsilon_{\text{nor}}(t) = \sqrt{\sum_{k \in S_{d}(k_0)} e^{-\frac{2\pi}{d} (k - k_0 - \frac{d}{2})^2} - 1} \leq \begin{cases} 8 \sqrt{\frac{2}{d}} \frac{e^{-\frac{\pi d}{2}}}{1 - e^{-\pi d}} & \forall t \in \mathbb{R} \text{ if } \sigma = \sqrt{d} \\ 4\sqrt{2} \frac{\frac{e^{-\frac{\pi d^2}{2\sigma^2}}}{1 - e^{-\frac{\pi d^2}{2\sigma^2}}} + \frac{e^{-\frac{\pi d^2}{2\sigma^2}}}{1 - e^{-\frac{\pi d^2}{2\sigma^2}}}} & \forall t \in \mathbb{R} \text{ otherwise}. \end{cases}
\]
(261)
\[
\bar{\varepsilon}_{\text{step}} < \begin{cases} 2A \frac{e^{-\frac{\pi d}{2}}}{\sqrt{\pi}} & \text{if } \sigma = \sqrt{d} \\ 2A \frac{e^{-\frac{\pi d^2}{2\sigma^2}}}{\sqrt{\pi}} & \text{otherwise}. \end{cases}
\]
(262)

Intuition. The discrete clock mimics the idealised clock, with an error that grows linearly with time, and scales better than any inverse polynomial w.r.t. the dimension of the clock. The optimal decay is when the state is symmetric, i.e. when \(\sigma = \sqrt{d}\). This gives exponentially small error in \(d\), the clock dimension. The rate of decay i.e. the coefficient in the exponential, is determined by to competing factors, \(\bar{\upsilon}\) and \(\alpha_0\). The latter being a measure of how clock the initial clocks states mean energy is to either the maximum or minimum value, while the former is a measure of how clock the potential function \(\tilde{V}_0\) is. The larges decay parameter, \(\pi/4\) is only achieved asymptotically when both the mean energy of the initial clock state tends to the middle of the spectrum in the large \(d\) limit and \(\bar{\upsilon}\) tends to zero in the said limit. The latter limit, is true for arbitrarily steep potentials.

Remark V.4. Observe by Eq. (257) that \(\lim_{t \to 0} \varepsilon_v(0, d) \neq 0\), yet from Eq. (255) clearly \(\|\varepsilon\|_2 = 0\) in this limit. One can trivially modify the proof to find upper bounds for \(\varepsilon_v(t, d)\) which are of order \(t\) in the \(t \to 0\) limit if required.

Proof. For, \(t \geq 0\), directly apply the previous two Lemmas (V.0.5 V.0.4) in alternation, first to move \(k_0\) from one integer to the next, then to switch from \([k_0]\) to \([k_0 + 1]\) if \(d\) is even, and \([k_0 + 1/2]\) to \([k_0 + 1/2 + 1]\) if \(d\) is odd, and finally arriving at
\[
e^{-it(\tilde{H}_c + \tilde{V}_d)} |\tilde{\Psi}(k_0, \Delta))\rangle = |\tilde{\Psi}(k_0 + \frac{d}{T_0} t, \Delta + \frac{d}{T_0} t)\rangle + \varepsilon(t), \quad \|\varepsilon\|_2 \leq t \frac{d}{T_0} \varepsilon_T + \left(t \frac{d}{T_0} + 1\right) \bar{\varepsilon}_{\text{step}}.
\]
(263)
To conclude Eq. (255) for \(t > 0\), one now has to normalize the states using bounds from Section D1b and then use Lemma C.0.2 to upper bound the total error. For \(t < 0\), simply evaluate Eq. (255) for a time \(\bar{t}\) followed by multiplying both sides of the equation by \(\exp(it(\tilde{H}_c + \tilde{V}_d))\), mapping \(k_0 \to k_0 - t d/T_0, \Delta \to \Delta - t d/T_0\) and noting the unitary invariance of the \(l_2^2\) norm of \(\varepsilon\).
**Corollary V.1.1.** (Evolution in the time basis with potential). Let \( k_0, t \in \mathbb{R} \) and define a discrete wave function in analogy with continuous wave functions,

\[
\bar{\psi}(x, t) := (\theta_x) e^{-it(H_c + V_0)} |\bar{\Psi}_{\text{nor}}(k_0)\rangle,
\]

(264)

for \( x \in S_d(k_0 + t d/T_0), t \in \mathbb{R} \). Then the time evolution of \( \bar{\psi} \) is approximated by

\[
\bar{\psi}(x, t) = e^{-i \int_{x-1d/T_0}^{x} dyV_0(y)} \bar{\psi}(x - \frac{d}{T_0} t, 0) + \varepsilon_v(t, d), \quad |\varepsilon_v(t, d)| \leq \varepsilon_v(t, d),
\]

(265)

where \( \varepsilon_v \in \mathbb{C} \) and \( \varepsilon_v(t, d) \) is given by Eq. (257).

(Intuition.) This is the analogous statement to that of Eq. (A5), i.e. that up to an error \( \varepsilon_v(t, d) \), the time evolution overlap of the Gaussian state in the time basis, by the clock Hamiltonian plus a potential term, is simply the time translated overlap multiplied by an exponentiated phase which integrates over the potential.

**Proof.** This is a direct consequence of Theorem V.1. Note that by definition,

\[
\bar{\psi}(x, 0) = \psi_{\text{nor}}(k_0; x).
\]

(266)

Thus by taking the inner product of Eq. (255) with \( |\theta_k\rangle \) followed by noting \( \psi(k_0; k + y) = \psi(k_0 - y; k) \) and \( |\theta_k| \), we achieve Eq. (265).

**Remark V.5.** Note that when \( t \) corresponds to one period, namely \( t = T_0 = 2\pi/\omega \), it follows from the definitions that the state \( |\bar{\Psi}(k_0 + \frac{d}{T_0} t, \Delta + \frac{d}{T_0} t)\rangle \) in Theorem V.1 has returned to its initial state, up to a global phase, namely

\[
e^{-i T_0 (H_c + V_0)} |\bar{\Psi}(k_0, \Delta)\rangle = e^{-i\Omega} |\bar{\Psi}(k_0, \Delta)\rangle + |e\rangle,
\]

(267)

where the \( l \)-two norm of \( |e\rangle \) is as before. Similarly, for the discrete wave function of Eq. (265),

\[
\bar{\psi}(x, T_0) = e^{-i\Omega} \bar{\psi}(x, 0) + \varepsilon_v(T_0, d).
\]

(268)

**B. Examples of Potential functions**

1. **The cosine potential**

In this section, we calculate abound for \( b \) explicitly for the cosine potential. Let

\[
V_0(x) = A_c \cos^{2n}\left(\frac{x}{2}\right),
\]

(269)

where \( n \in \mathbb{N}^+ \) is a parameter which determines how steep the potential is and \( A_c \) is a to be determined normalisation constant. In order to proceed, we use the identity

\[
\cos^{2n}(x/2) = \frac{1}{2^{2n}} (e^{ix/2} + e^{-ix/2})^{2n} = \frac{1}{2^{2n}} \sum_{k=0}^{2n} {2n \choose k} e^{ikx/2} e^{-ix(2n-k)/2} = \frac{1}{2^{2n}} \sum_{k=0}^{2n} {2n \choose k} e^{ix(k-n)}.
\]

(270)

Therefore, from Eq. (78), it follows

\[
\Omega = A_c \int_0^{2\pi} dy \cos^{2n}\left(\frac{y}{2}\right) = \frac{A_c}{2^{2n}} \sum_{k=0}^{2n} {2n \choose k} \int_0^{2\pi} e^{ix(k-n)} = \frac{A_c}{2^{2n}} \sum_{k=0}^{2n} {2n \choose k} 2\pi \delta_{k,n} = \frac{A_c}{2^{2n}} (2n) 2\pi,
\]

(271)

giving

\[
A_c = \Omega \frac{2^{2n}}{2\pi (2n)^2} = \Omega \frac{2^{2n} (n!)^2}{2\pi (2n)!}.
\]

(272)
Thus
\[
|V_0^{(q)}(x)| = \frac{\Omega (nl)^2}{2\pi (2n)!} \sum_{k=0}^{2n} \binom{2n}{k} (i(k-n))^q e^{i\pi(k-n)} \leq \frac{\Omega (nl)^2}{2\pi (2n)!} \sum_{k=0}^{2n} \binom{2n}{k} |k-n|^q \leq \frac{\Omega (nl)^2}{2\pi (2n)!} \sum_{k=0}^{2n} \binom{2n}{k} n^q (273)
\]
\[
= \frac{\Omega (nl)^2}{2\pi (2n)!} 4^n n^q \leq \frac{e^2}{(2\pi)^{3/2}} \frac{|\Omega|}{\sqrt{2}} n^{q+3/2}, \quad q \in \mathbb{N}^0.
\]

Where we have used Stirling’s approximation to bound the factorials. Note that one can improve upon this bound by explicitly calculating in closed form the penultimate equality in line (273). Thus we can upper bound the r.h.s. of Eq. (178), to achieve
\[
\sup_{k \in \mathbb{N}^+} \left( 2 \max_{x \in [0,2\pi]} |V_0^{(k-1)}(x)| \right)^{1/k} \leq \sup_{k \in \mathbb{N}^+} \left( \frac{2 e^2}{(2\pi)^{3/2}} \frac{|\Omega|}{\sqrt{2}} n^{k+1/2} \right)^{1/k}.
\]

Thus using the formula
\[
\frac{d}{dk} c^{1/k} = \frac{1}{k^2} \ln(1/c)
\]
and taking into account Eq. (178), we can conclude a value for b, namely
\[
b = \begin{cases} 
\left\lfloor \frac{2 e^2}{(2\pi)^{3/2}} \frac{|\Omega|}{\sqrt{2}} n^{1/2} \right\rfloor & \text{if } |\Omega| \sqrt{n} \geq \frac{(2\pi)^{3/2}}{\sqrt{2} e^2} \approx 1.507 \\
\lim_{n \to \infty} \left( \frac{2 e^2}{(2\pi)^{3/2}} \frac{|\Omega|}{\sqrt{2}} n^{1/2} \right)^{1/k} = n & \text{if } |\Omega| \sqrt{n} \leq \frac{(2\pi)^{3/2}}{\sqrt{2} e^2}.
\end{cases}
\]

VI. CLOCKS AS QUANTUM CONTROL

This section will be concerned with the implementation of unitaries on a finite dimensional quantum system with Hilbert space \( \mathcal{H}_s \) via a control system. It will be in this section that the importance of Theorem VI.1 for controlling a quantum system will become apparent. To start with, we will consider implementing energy preserving unitaries. The first Section will consider the case that the implementation is via a time dependent Hamiltonian (Section VI A) followed by showing that the idealised clock can, via a time independent Hamiltonian, perfectly implement controlled energy preserving unitaries (Section VI B). Finally, these previous two sections will serve as an introduction and provide context for the first important section about clocks as quantum control, namely how well (as a function of the clock dimension) can energy preserving unitaries be implemented via finite dimensional Gaussian clocks (Section VI C). To finalize this discussion, we will then discuss how to perform non energy preserving unitaries using the finite dimensional clock in Section VI D. This will require a source of energy and potentially coherence too. The purpose of the clock is a time peace, and to extract energy and or coherence from it will cause large degradation. As such we will do this by appending a battery to the setup. To conclude, in Section VI E we will bound how the implementation of the unitary on the system via the finite dimension clock, disturbs the dynamics of the clock.

A. Implementing Energy preserving unitaries via a time dependent Hamiltonian

Consider a system of dimension \( d_s \), that begins in a state \( \rho_s \in \mathcal{S}(\mathcal{H}_s) \), and upon which one wishes to perform the unitary \( U_s \) over a time interval \([t_i, t_f]\). Energy-preserving means that \([U_s, \hat{H}_s] = 0\), where \( \hat{H}_s \) is the time-independent natural Hamiltonian of the system with point spectrum.

The first step in automation is to convert the unitary into a time-dependent interaction, via
\[
U_s = e^{-i\hat{H}_s^{\text{int}}},
\]
where \( \hat{H}_s^{\text{int}} \) also commutes with \( \hat{H}_s \). The unitary can thus be implemented by the addition of \( \hat{H}_s^{\text{int}} \) as an time-dependent interaction
\[
\hat{H} = \hat{H}_s + \hat{H}_s^{\text{int}} \cdot g(t).
\]
If \( g \in L(\mathbb{R} : \mathbb{R}_{\geq 0}) \) is a normalized pulse, i.e.,
\[
\int_{t_i}^{t_f} dt g(t) = 1, \tag{280}
\]
with support interval \([t_i, t_f]\), then it is easily verified that the unitary \( U \) will be implemented between \( t_i \) and \( t_f \), i.e. given the initial system state \( \rho_s \in \mathcal{S}(\mathcal{H}_s) \), the state at the time \( t \) is
\[
\rho_s(t) = e^{-it\hat{H}_s} \rho_s e^{i\hat{H}_s^{\text{int}} \int_{t_i}^t dx g(x)} \rho_s e^{i\hat{H}_s^{\text{int}} \int_{t_i}^t dx g(x)} e^{it\hat{H}_s} = e^{-it\hat{H}_s - i\hat{H}_s^{\text{int}} \int_{t_i}^t dx g(x)} \rho_s e^{i\hat{H}_s + i\hat{H}_s^{\text{int}} \int_{t_i}^t dx g(x)}. \tag{281}
\]
To gain a deeper understanding, we first note that since \( \hat{H}_s \) and \( \hat{H}_s^{\text{int}} \) commute, there must exist a mutually orthonormal basis, denoted by \( \{| \phi_j \rangle \}_{j=1}^{d_s} \) such that
\[
\hat{H}_s = \sum_{j=1}^{d_s} E_j | \phi_j \rangle \langle \phi_j |, \tag{282}
\]
\[
\hat{H}_s^{\text{int}} = \sum_{j=1}^{d_s} \Omega_j | \phi_j \rangle \langle \phi_j |, \tag{283}
\]
where, due to Eq. (278), without loss of generality, we can confine \( \Omega_j \in [-\pi, \pi) \), for \( j = 1, 2, 3, \ldots, d_s \). By writing the evolution of the free Hamiltonian in the \( \{| \phi_j \rangle \}_{j=1}^{d_s} \) basis
\[
\rho(t) = e^{-it\hat{H}_s} \rho_s e^{it\hat{H}_s} = \sum_{m,n=1}^{d_s} \rho_{m,n}(t) | \phi_m \rangle \langle \phi_n |, \tag{284}
\]
Eq. (281) can be written in the form
\[
\rho_s(t) = \sum_{m,n=1}^{d_s} \rho_{m,n}(t) e^{-i(\Omega_m - \Omega_n) \int_{t_i}^t dt g(t)} | \phi_m \rangle \langle \phi_n |. \tag{285}
\]

### B. Implementing Energy preserving unitaries with the idealised clock

To remove the explicit time-dependence of Eq. (279), we insert a clock, and replace the background time parameter \( t \) by the ‘time’ degree of the clock. For the idealised clock, this corresponds to a Hamiltonian on \( \mathcal{H} = \mathcal{H}_s \otimes \mathcal{H}_c \), given by
\[
\hat{H}_\text{total}^{id} = \hat{H}_s \otimes 1_c + 1_s \otimes \hat{p}_c + \hat{H}_s^{\text{int}} \otimes g(\hat{x}_c), \tag{286}
\]
where \( \hat{x}_c \) and \( \hat{p}_c \) are the canonically conjugate position and momentum operators of a free particle in one dimension detailed in Section A. To verify that this Hamiltonian can indeed implement the unitary, we let the initial state of the system and clock be in a product form,
\[
\rho_{sc}^{id} = \rho_s \otimes | \Psi \rangle \langle \Psi |_c, \tag{287}
\]
Writing the state \( \rho_{sc}^{id} \) at a later time in the \( \{| \phi_j \rangle \}_{j=1}^{d_s} \), we find
\[
\rho_{sc}^{id}(t) = e^{-it\hat{H}_\text{total}^{id}} \rho_{sc}^{id} e^{it\hat{H}_\text{total}^{id}} = \sum_{m,n=1}^{d_s} \rho_{m,n}(t) \otimes | \Phi_n(t) \rangle \langle \Phi_n(t) |_c, \tag{288}
\]
with
\[
| \Phi_n(t) \rangle_\text{c} := e^{-i(\hat{p}_c + \Omega_n g(\hat{x}_c))} | \Phi \rangle_\text{c}. \tag{289}
\]
Lemma VI.0.1. Let $\psi(x,0) \in D_0$ be the normalised wave-function with support on the interval $x \in [x_{\psi l}, x_{\psi r}]$ associated with the state $|\Phi_i\rangle$. Let $g(x)$ have support on $x \in [x_{gl}, x_{gr}]$ and denote $\rho^{\text{id}}_s(t) = \text{tr}_c[\rho^{\text{id}}_{sc}(t)]$ as the partial trace over $\mathcal{H}_c$, with $\rho^{\text{id}}_{sc}(t)$ given by Eq. (288). Furthermore, assume that initially the wave packet is on the left of the potential function, namely $x_{\psi l} < x_{gl}$. Then the unitary is implemented perfectly in the time interval $x_{gl} - x_{\psi l} \leq t \leq x_{gr} - x_{\psi l}$, more precisely

$$
\rho_s^{\text{id}}(t) = \begin{cases} 
\sum_{m,n=1}^{d_s} \rho_{m,n}(t) |\phi_m\rangle \langle \phi_n| & \text{if } t \leq x_{gl} - x_{\psi l} \\
\sum_{m,n=1}^{d_s} \rho_{m,n}(t) |\phi_m\rangle \langle \phi_n| e^{-i(\Omega_m - \Omega_n)} & \text{if } t \geq x_{gr} - x_{\psi l} 
\end{cases} \quad (290)
$$

Intuition. If one sets $t_i = x_{gl} - x_{\psi l}, t_f = x_{gr} - x_{\psi l}$, then the clock can control perfectly the system and mimics the time dependent Hamiltonian of Eq. (279). The Lemma is a consequence of the property noted in Eq. (A5), and hence the name given to dynamics of this form.

Proof. Taking the partial trace over the idealized clock in Eq. (288), we achieve

$$
\rho_s(t) = \sum_{m,n=1}^{d_s} \rho_{m,n}(t) \langle \Phi_n(t)|\Psi_m(t) \rangle_c, \quad (291)
$$

where using Eq. (A5), we find

$$
\langle \Phi_n(t)|\Psi_m(t) \rangle_c = \int_{-\infty}^{\infty} dx \langle \Phi_n(t)|x\rangle \langle x|\Psi_m(t) \rangle = \int_{x_{\psi l}}^{x_{\psi r}} dx |\psi(x,0)|^2 e^{-i(\Omega_m - \Omega_n) \int_{x}^{x+t} g(x') dx'}. \quad (292)
$$

Note that

$$
\int_{x}^{x+t} g(x') dx' = \begin{cases} 
0 & \text{if } x + t \leq x_{gl} \\
1 & \text{if } x \leq x_{\psi l} \text{ and } x + t \geq x_{\psi r} 
\end{cases} \quad (293)
$$

Thus in order for $\exp(-i(\Omega_m - \Omega_n) \int_{x}^{x+t} g(x') dx')$ to be a constant factor in the integral of Eq. (292), we need the conditions on $x$ in Eq. (293) to hold for all $x \in [x_{\psi l}, x_{\psi r}]$. Noting the normalization of the wave function, we conclude the Lemma.

One might also wonder whether or not the state of the clock is degraded in any way due to the action of performing the unitary. The wave-function only changes by a global phase, and thus the answer to this question is no. This means that one can implement any number of energy preserving unitaries $\{U_n\}_n$ on the system in any sequence of time intervals. This of course, is under the physically questionable assumption of the validity of the idealized clock.

C. Implementing Energy preserving unitaries with the finite dimensional Gaussian clock

In this section we will see how well the finite dimensional Gaussian clock can mimic the behavior of the idealized clock studied in Section VI. A. We will find that Theorem VI.1 implies that the clock can perform on the system any sequence of unitaries with an additive error which grows linearly in time and decays faster than any polynomial in clock dimension (the exact error will depend on a number of things, for example which Gaussian initial clock state).

In analogy with the idealized clock-system Hamiltonian, Eq. (286), we define

$$
\hat{H}_{sc} = \hat{H}_s \otimes 1_c + 1_s \otimes \hat{H}_c + \hat{H}^{\text{int}}_s \otimes \hat{V}_d, \quad (294)
$$

with $\Omega = 1$, where $\hat{H}_c$ is defined in Eq. (5) and $\Omega, \hat{V}_d$ are defined in Eq. (80). Furthermore, we denote the system and clock evolution under $\hat{H}_{sc}$ as

$$
\rho_s^{\text{sc}}(t) = e^{-i\hat{H}_{sc}} \rho_s \otimes |\Psi_{\text{nor}}(k_0)\rangle \langle \Psi_{\text{nor}}(k_0)|_c e^{i\hat{H}_{sc}}. \quad (295)
$$

Recall that the clock has period $T_0$ and aims to implement the potential $V_0$ while the time dependent Hamiltonian aims to implement the potential $g$ over an interval $t \in [t_i, t_f]$. In order to make a fair comparison we will set

$$
g(x) = \frac{2\pi}{T_0} V_0(x) 2\pi/T_0, \quad [t_i, t_f] = [0, T_0], \quad (296)
$$

which taking into account Eq. (78), implies that Eq. (280) is satisfied. Note that while Eq. (296) is a natural definition of $g$, it differs from the definition used in Section II C.4. We will remedy this in Corollary VI.0.2.
Lemma VI.0.2 (Implicit form). Let $\rho_s(t) := \text{tr}_{c}[\rho_s^c(t)]$, then for all $\rho_s(0) \in \mathcal{S}(\mathcal{H}_s)$, and $t \in [0, T_0]$, the trace distance between $\rho_s(t)$ and the idealised case of controlling the system with a time dependent Hamiltonian, $\rho_s(t)$ (see Eq. 281); $g$ given by Eq. (296), is bounded by
\[
\|\rho_s(t) - \rho_s'(t)\|_1 \leq \sqrt{d_s \text{tr}[\rho_s^2(0)]} \left(2\varepsilon_v(t, d) + \varepsilon_n^2(t, d) + \epsilon_V(t, d)\right),
\]
where $\varepsilon_v(t, d)$ is evaluated for $\Omega = \pi$ and defined by Eq. 257 while
\[
\epsilon_V(t, d) := \max_{d_0 + d/2 + \tilde{k}} \sum_{k=0}^{d_0 + d/2 + \tilde{k}} \left(\varepsilon_k^2 + \epsilon_k\right) |\psi_{n,n}(k_0, k)|^2, \quad \epsilon_k = 2\pi \int_0^{t \pi/2} dx \left(V_0(x) - V_0(x + 2\pi k/d)\right).
\]

Intuition. The point of this Lemma is to make it manifest that the error invoked by using the finite dimensional Gaussian clock to control the quantum system on $\mathcal{H}_s$ (specifically, in this case, to perform an energy conserving unitary during a specific moment in time) is small. The two error terms on the r.h.s. of Eq. 297 involving $\varepsilon_v(t, d)$ decay fast with $d$ (see Eq. 257) and only grow linearly in time. Note that $\epsilon_V(j T_0, d) = 0$ for all $d \in \mathbb{N}^+$, $j \in \mathbb{N}^0$. More generally, the error $\epsilon_V$ will be small for a clock initially centered at $k_0$, at time $t$ when $V_0(2\pi t/T_0 + k_0/d) \approx V_0(2\pi t/T_0)$, i.e. is relatively flat. Roughly speaking, this will be true for times $t$ before and after the unitary has been implemented as the example in Fig. 4 and the following Lemma will make explicit. Lemma VI.0.2 still holds if we do not assume the special choice of $g$ in Eq. 296. For general $g$, we simply replace $\epsilon_k$ in Eq. 298 with $\epsilon_k$. As regards to the system size dependency, it varies between $\sqrt{d_s}$ growth for pure initial system states, to being $d_s$ independent in the case of maximally mixed initial system states. The latter is what one should expect, since clearly an initially maximally mixed state is invariant under the unitary dynamics and as such the error associated with implementing a unitary should not depend on its dimension.

Proof. Proceeding similarly to the derivation of Eq. 291 in the proof of Lemma VI.0.1 we achieve
\[
\rho_s(t) = \sum_{m, n=1}^{d_s} \rho_{m,n}(t) \langle \Phi_n(t) | \Phi_m(t) \rangle,
\]
with
\[
|\Phi_l(t)\rangle := e^{-i(\hat{H}_s + \Omega_l \hat{V}_d)} |\psi_{n,n}(k_0)\rangle, \quad l = n, m.
\]
Thus noting that the Frobenius norm, $\| \cdot \|_F$, is an upper bound to the trace distance $\| \cdot \|_1/\sqrt{d_s}$, for a $d_s$ dimensional system, followed by using Eq. (285),
\[
\|\rho_s(t) - \rho_s'(t)\|_1 \leq \sqrt{d_s} \|\rho(t) - \rho'(t)\|_F = \sqrt{d_s} \left\| \sum_{m,n} \rho_{m,n}(t) |\Phi_n(t)\rangle \langle \Phi_m(t)| - \langle \Phi_n(t) | \Phi_m(t) \rangle \right\|_2
\]
\[
\leq \sqrt{d_s} \left\| \sum_{m,n} |\rho_{m,n}(t)|^2 \max_{q,r} \left\{ e^{-i(\Omega_m - \Omega_n) f_{q,r}^k g(x) dx} - \langle \Phi_r(t) | \Phi_q(t) \rangle \right\} \right\|^2
\]
\[
\leq \sqrt{d_s} \text{tr}[\rho_s^2(0)] \max_{q,r} \left\{ e^{-i(\Omega_m - \Omega_n) f_{q,r}^k g(x) dx} - \langle \Phi_r(t) | \Phi_q(t) \rangle \right\}.
\]
Applying Theorem VI.1,
\[
\langle \Phi_n(t) | \Phi_m(t) \rangle = \sum_{k \in \mathcal{S}(k_0 + dt/T_0)} e^{-i(\Omega_m - \Omega_n) f_{k,0}^k g(x) dx} |\psi_{n,n}(k, k - dt/T_0)|^2 + \varepsilon_{n,m},
\]
where
\[
\varepsilon_{n,m} = \langle \psi_{n,n}(k_0 + td/T_0) | \epsilon \rangle + \langle \epsilon | \psi_{n,n}(k_0 + td/T_0) \rangle + \langle \epsilon | \epsilon \rangle,
\]
\[
|\varepsilon_{n,m}| \leq 2\varepsilon_v(t, d) + \varepsilon_n^2(t, d),
\]

\footnote{In the following summation, and for now on, we use the convention $\sum_{k=a}^b f(k) = f(a) + f(a + 1) + \ldots + f(b)$, where $b - a \in \mathbb{N}^0$}
with \( e_n(t, d) \) is given by Eq. (257). Note that the r.h.s. of Eq. (305), does depend on indices \( n \) and \( m \). The r.h.s. of Eq. (306) on the other hand, is independent of \( n \) and \( m \).

Thus applying Eq. (306) to Eq. (303), we achieve

\[
\frac{\|\rho_s(t) - \rho_s'(t)\|_1}{\sqrt{d_s \text{tr}[\rho_s^2(0)]}} \leq \max_{q, r} \left\{ 1 - \sum_{k \in S(k_0 + dt/T_0)} e^{i(\Omega_q - \Omega_r)} \left| \int_{t_i}^{t_f} g(x) dx - \int_{k - td/T_0}^{k} V_d(x) dx \right| \right\} \quad \text{Eq. (307)}
\]

\[
+ 2 \varepsilon_v(t, d) + \varepsilon_\nu^2(t, d)
\]

\[
\leq \max_{q \geq r} \left\{ 1 - \sum_{k \in S(k_0 + dt/T_0)} e^{i(\Omega_q - \Omega_r)} \left| \int_{t_i}^{t_f} g(x) dx - \int_{k - td/T_0}^{k} V_d(x) dx \right| \right\} \quad \text{Eq. (309)}
\]

\[
+ 2 \varepsilon_v(t, d) + \varepsilon_\nu^2(t, d)
\]

\[
\leq \max_{q, r} \left\{ \left( 1 - \sum_{k \in S(k_0 + dt/T_0)} \cos(\pm g_k^{q, r}) \right) \left| \psi_{\text{norm}}(k_0; k - td/T_0) \right|^2 \right\} + 2 \varepsilon_v(t, d) + \varepsilon_\nu^2(t, d)
\]

\[
= \max_{q, r} \left\{ \left( 1 - \sum_{k \in S(k_0 + dt/T_0)} \sin(\pm g_k^{q, r}) \right) \left| \psi_{\text{norm}}(k_0; k - td/T_0) \right|^2 \right\} + 2 \varepsilon_v(t, d) + \varepsilon_\nu^2(t, d)
\]

where

\[
g_k^{q, r} := |\Omega_q - \Omega_r| \left( \int_{t_i}^{t_f} g(x) dx - \int_{k - td/T_0}^{k} V_d(x) dx \right) \leq 2\pi \left| \int_{t_i}^{t_f} g(x) dx - \int_{k - td/T_0}^{k} V_d(x) dx \right| =: g_k.
\]

Thus using the identities \([|a| + |b|]^2 \geq |a|^2 + |b|^2, \sin(a) \leq |a|, -\cos(a) \leq a^2 - 1\), for \( a, b \in \mathbb{R} \), to achieve

\[
\frac{\|\rho_s(t) - \rho_s'(t)\|_1}{\sqrt{d_s \text{tr}[\rho_s^2(0)]}} \leq 2 \varepsilon_v(t, d) + \varepsilon_\nu^2(t, d) + \sum_{k \in S(k_0 + dt/T_0)} (g_k^2 + g_k)|\psi(k_0; k - td/T_0)|^2.
\]

Performing the change of variable \( y = k - td/T_0 \), we find

\[
\frac{\|\rho_s(t) - \rho_s'(t)\|_1}{\sqrt{d_s \text{tr}[\rho_s^2(0)]}} \leq 2 \varepsilon_v(t, d) + \varepsilon_\nu^2(t, d) + \sum_{k \in S(k_0 + dt/T_0)} (g_k^2 + g_k)|\psi(k_0; y)|^2
\]

\[
\leq 2 \varepsilon_v(t, d) + \varepsilon_\nu^2(t, d) + \sum_{y = k_0 - d/2 + \tilde{\kappa}}^{\max \{S(k_0 + dt/T_0)\} - td/T_0} (\epsilon_y^2 + \epsilon_y)|\psi(k_0; y)|^2
\]

where

\[
\epsilon_k = 2\pi \left| \int_{t_i}^{t_f} g(x) dx - \int_{k}^{k + td/T_0} V_d(x) dx \right|
\]

and to achieve the last line, we have used the inequalities

\[
k_0 - d/2 + \tilde{\kappa} \leq \min \{S(k_0 + dt/T_0)\} - td/T_0,
\]

\[
k_0 + d/2 + \tilde{\kappa} \geq \max \{S(k_0 + dt/T_0)\} - td/T_0,
\]

\[
k_0 + d/2 + \tilde{\kappa} - (k_0 - d/2 + \tilde{\kappa}) = d.
\]

Finally, taking into account Eq. (296) followed by a change of variable, Eq. (317) can be written as

\[
\epsilon_k = 2\pi \left| \int_{0}^{2\pi/T_0} V_0(x) dx - \int_{k}^{k + td/T_0} V_d(x) dx \right| = 2\pi \left| \int_{0}^{2\pi/T_0} dx (V_0(x) - V_0(x + 2\pi k/d)) \right|
\]
Corollary VI.0.1 (Explicit form). Let \( V_0(x) \geq 0 \) and have a unique global maximum in the interval \( x \in [0, 2\pi] \) at \( x = x_0 \) and \( g \) be given by Eq. (296). Let \( \tilde{\epsilon}_V \) be such that

\[
1 - \tilde{\epsilon}_V = \int_{x_{vl}}^{x_{vr}} dx V_0(x + x_0)
\]

for some \(-\pi \leq x_{vl} < x_{vr} \leq \pi\), where, for simplicity, we assume \( x_{vl} = -x_{vr} \). Let the initial clock Gaussian state be centered at zero; \( k_0 = 0 \), and introduce the parameter \( 0 < \gamma_0 \leq 1 \). Furthermore, let \( x_0 \) be such that \( x_{vr} + \pi \gamma_0 \leq x_0 \leq 2\pi - x_{vr} - \pi \gamma_0 \). Then, for all times \( t \) satisfying

\[
0 \leq t \frac{2\pi}{T_0} \leq x_0 - x_{vr} - \pi \gamma_0
\]

or

\[
x_0 + x_{vr} + \pi \gamma_0 \leq t \frac{2\pi}{T_0} \leq 2\pi + x_0 - x_{vr} - \pi \gamma_0
\]

\( \epsilon_V \) defined in Lemma VI.0.2 is bounded by

\[
\epsilon_V \leq 4\pi \left( (1 + 2\pi)A^2 \frac{\exp(-2\pi \hat{k}_{vl}^2)}{1 - \exp(-4\pi \sqrt{k_{vl}} d/\sigma^2)} + 2\tilde{\epsilon}_V (1 + 8\pi \tilde{\epsilon}_V) \right), \quad \hat{k} = \begin{cases} 0 & \text{if} \ d \gamma_0/2 \leq 1 \\ (\gamma_0/2 - 1/d)^2 & \text{otherwise} \end{cases}
\]

where \( A \) is given by Eq. (25) and is a decreasing function of \( \sigma \) (see Section D.1a for bounds).

Intuition. If the potential is very peaked around \( x_0 \) and close to zero away from \( x_0 \), then one can choose \( x_{vl} \approx x_{vr} \approx 0 \) with \( 0 \leq \tilde{\epsilon}_V \ll 1 \). Thus by choosing \( \gamma_0 \approx 0 \), the intervals permitted for \( x_0 \) and \( t \) by Eqs. (323) and Eqs. (324), are almost the full range \([0, 2\pi]\) and \([0, T_0]\) respectively, and only for times \( t \approx x_0 T_0/(2\pi) \) will the error be large. Eqs. (323) correspond to the times before the unitary is applied, while Eqs. (324) correspond to the times after the unitary is applied.

Remark VI.1. The parameters \( \gamma_0, x_{vr} \) can be chosen to depend on \( t \) and/or \( d \) in order to improve bounds if desired.

Proof. The proof consists in writing the sum in Eq. (298) in terms of three contributions; the left Gaussian tail of \( |\psi_{\text{nor}}(0; k)| \), the right Gaussian tail of \( |\psi_{\text{nor}}(0; k)| \), and the contribution from the center of the Gaussian \( |\psi_{\text{nor}}(0; k)| \). These terms are then all individually bounded.
where \( \mathcal{I}_{\gamma_\psi} := \{-d\gamma_\psi/2 + 1 + \tilde{\kappa}, -d\gamma_\psi/2 + 2 + \tilde{\kappa}, \ldots, d\gamma_\psi/2 - 1 + \tilde{\kappa}\} \).

First we will bound the terms in line [328]. By a change of variable, followed by using Eq. (30), we find

\[
2\pi(1 + 2\pi) \max_{\tilde{\kappa} \in [0,1]} \left( \sum_{k = -d\gamma_\psi/2 + \tilde{\kappa}}^{d\gamma_\psi/2 + \tilde{\kappa}} |\psi_{\text{nor}}(k_0; k)|^2 + \sum_{k = d\gamma_\psi/2 + \tilde{\kappa}}^{d\gamma_\psi/2 + \tilde{\kappa}} |\psi_{\text{nor}}(k_0; k)|^2 \right) \leq 2\pi(1 + 2\pi) A^2 \max_{\tilde{\kappa} \in [0,1]} \left( \sum_{x=0}^{d(1+\gamma_\psi)/2} e^{-2\pi(x-d\gamma_\psi/2+\tilde{\kappa})^2} + \sum_{x=0}^{d(1-\gamma_\psi)/2} e^{-2\pi(x+d\gamma_\psi/2+\tilde{\kappa})^2} \right) \leq 2\pi(1 + 2\pi) A^2 \max_{\tilde{\kappa} \in [0,1]} \left( \frac{e^{-\frac{2\pi}{\sigma^2} (d\gamma_\psi/2-\tilde{\kappa})^2}}{1 - e^{-4\pi|d\gamma_\psi/2-\tilde{\kappa}|/\sigma^2}} + \frac{e^{-\frac{2\pi}{\sigma^2} (d\gamma_\psi/2+\tilde{\kappa})^2}}{1 - e^{-4\pi|d\gamma_\psi/2+\tilde{\kappa}|/\sigma^2}} \right) \leq 4\pi(1 + 2\pi) A^2 \frac{e^{-2\pi\tilde{\kappa}} d^2}{1 - e^{-4\pi\sqrt{\tilde{\kappa}} d/\sigma^2}},
\]

with \( \tilde{\kappa} := \min_{\kappa \in [0,1]} \{(\gamma_\psi/2 - \tilde{\kappa}/d)^2, (\gamma_\psi/2 + \tilde{\kappa}/d)^2\} = \min_{\tilde{\kappa} \in [0,1]} (\gamma_\psi/2 - \tilde{\kappa})^2 \) and where in line [332] the bound from Lemma [D.0.1] has been used.

Now we will bound the term in line [329]. By the change of variables \( y = x - x_0, y' = x + 2\pi k/d - x_0 \), Eq. (298) can be written in the form

\[
\epsilon_k = 2\pi \left| \int_{-x_0}^{4\pi/T_0 - x_0} dx \, V_0(x - x_0) - \int_{4\pi/T_0 + x_0}^{4\pi/T_0 + x_0} dx \, V_0(x - x_0) \right|.
\]

Taking into account that

\[
1 = \int_{-\pi}^{\pi} dx \, V_0(x + x_0),
\]

together with Eq. (322) and the periodicity of the potential, it follows that

\[
\tilde{\epsilon}_V = \int_{x_{\psi} - 2\pi}^{x_{\psi} + 2\pi} dx \, V_0(x + x_0).
\]

Thus from Eq. (334), we have that \( \epsilon_k \leq 4\pi \tilde{\epsilon}_V \) if

\[
x_{\psi} - 2\pi \leq -x_0 \leq t2\pi/T_0 - x_0 \leq x_{\psi}
\]

\[
x_{\psi} - 2\pi \leq -x_0 \leq 2\pi k/d - x_0 \leq t2\pi/T_0 + 2\pi k/d - x_0 \leq x_{\psi} \quad \forall k \in \mathcal{I}_{\gamma_\psi}.
\]

Taking into account \( t \geq 0 \) and that \( \min_{\mathcal{I}_{\gamma_\psi}} = \tilde{\kappa} - d\gamma_\psi/2 + 1 \), \( \max_{\mathcal{I}_{\gamma_\psi}} = \tilde{\kappa} + d\gamma_\psi/2 - 1 \), Eqs. (337) imply Eqs. (323).
To derive Eqs. (324), we first note that

\[ \epsilon_k = 2\pi \left( \int_{-x_0}^{x_{vl}} dx V_0(x + x_0) + \int_{x_{vl}}^{x_{vr}} dx V_0(x + x_0) + \int_{x_{vr}}^{t_2 \pi/T_0 - x_0} dx V_0(x + x_0) \right) \]  

(338)

\[ - \int_{x_{vl}}^{x_{vr}} dx V_0(x + x_0) - \int_{x_{vr}}^{t_2 \pi/T_0 + \frac{\pi}{d} k - x_0} dx V_0(x + x_0) \]

(339)

\[ \leq 2\pi \left( \int_{-x_0}^{x_{vl}} dx V_0(x + x_0) + \int_{x_{vl}}^{t_2 \pi/T_0 - x_0} dx V_0(x + x_0) \right) + 2\pi \left( \int_{x_{vr}}^{t_2 \pi/T_0 + \frac{\pi}{d} k - x_0} dx V_0(x + x_0) \right) \]

(340)

\[ + 2\pi \left( \int_{x_{vl}}^{x_{vr}} dx V_0(x + x_0) \right) \]

(341)

In order for \( \epsilon_k, k \in I_{\gamma_0} \) to be bounded by \( 8\pi \tilde{\epsilon}_V \), the following conditions derived from Eq. (338) are sufficient:

\[ x_{vr} - 2\pi \leq -x_0 \leq x_{vl} \]

(342)

\[ x_{vr} - 2\pi \leq \frac{2\pi}{d} k - x_0 \leq x_{vl} \quad \forall \ k \in I_{\gamma_0} \]

and

\[ x_{vr} \leq t_2 \pi/T_0 - x_0 \leq x_{vl} + 2\pi \]

(343)

\[ x_{vr} \leq t_2 \pi/T_0 + \frac{2\pi}{d} k - x_0 \leq x_{vl} + 2\pi \quad \forall \ k \in I_{\gamma_0}. \]

Eqs. (342), (343) imply Eq. (324). Thus whenever Eqs. (323) or Eqs. (324) are satisfied, the last term in Eq. (326) is bounded by

\[ \max_{\epsilon \in [0,1]} \max_{k \in I_{\gamma_0}} \left( \epsilon_k^2 + \epsilon_k \right) \leq 8\pi \tilde{\epsilon}_V (8\pi \tilde{\epsilon}_V + 1), \]

(344)

Finally, via the following Corollary, we will now show how up to a small correction, the bounds derived in Lemma VI.0.2 are the same for \( g \) as defined in Section II.C.4. The asymptotic bounds in the large \( d \) limit for the fidelity of the unitary implementation of the system reported in Section II.C.4 will then be derived in the next Section, VI.C.1.

**Corollary VI.0.2 (Section II.C.4 form).** Let \( V_0 \) and \( \tilde{\epsilon}_V \) satisfy the same conditions as in Corollary VI.0.1 and let \( g \) be the normalised pulse from Section VI.A with support interval \([t_1, t_2]\) with \( t_1 = T_0(x_0 - x_{vr} - \pi \gamma_0)/(2\pi) \), \( t_2 = T_0(x_0 + x_{vr} + \pi \gamma_0)/(2\pi) \), then for all \( t \in [0, t_1] \cup [t_2, T_0] \) and \( 0 < t_1 < t_2 < T_0 \),

\[ \| \rho_s(t) - \rho_s'(t) \|_1 \leq \sqrt{d_s \text{tr}[\rho_s^2(0)]} \left( 2\epsilon_s(t, d) + \epsilon_s^2(t, d) + \epsilon_s(t, d) \right), \]

(345)

where

\[ \epsilon_s(t, d) := \epsilon_V(d) + 2\pi T_0 \tilde{\epsilon}_V (2\pi T_0 \tilde{\epsilon}_V + 1), \]

(346)

with \( \epsilon_V(d) \) bounded by Eq. (325), and \( \tilde{\epsilon}_V \) satisfies Eq. (322). \( \rho_s(t) \) is given by Eq. (281) and \( \rho_s'(t) = \text{tr}[\rho_s(t)] \) by Eq. (295).

**Proof.** Let \( g_1 \) denote \( g \) as defined in this Corollary and \( g_2 \) denote \( g \) as defined via Eq. (296). With these functions, define \( \epsilon_g(t) = \int_0^t dx (g_2(x) - g_1(x)) \), \( \rho_{s,t}(t) = U_q(t) \rho_s(0) U_q^\dagger(t) \), \( U_q(t) = e^{-iH_0^\dagger t} e^{i\gamma q t} g_q(t) \), \( q = 1, 2 \). First note

\[ \int_{t_1}^{t_2} dx g_2(x) = \frac{2\pi}{T_0} \int_{t_1}^{t_2} dx V_0(x 2\pi/T_0) = \int_{-x_{vr} + \pi \gamma_0}^{x_{vr} + \pi \gamma_0} dx V_0(x + x_0) \geq \int_{-x_{vr}}^{x_{vr}} dx V_0(x + x_0) = 1 - \tilde{\epsilon}_V. \]

(347)

Thus

\[ 1 = \int_0^{T_0} dx g_2(x) \geq \int_0^{t_1} dx g_2(x) + 1 - \tilde{\epsilon}_V + \int_{t_2}^{T_0} dx g_2(x) \]  

\[ \Longrightarrow \tilde{\epsilon}_V \geq \frac{\int_0^{t_1} dx g_2(x)}{\int_{t_2}^{T_0} dx g_2(x)} \]

(348)
Using Eq. (VIC), $||/d||_{F}^{a} \leq ||/d||_{F}$, where $||/d||_{F}$ is the Frobenius norm for a $d_{s}$ dimensional system, and the bounds

\[
\sin(a) \leq |d_{s} - \cos(a)| \leq a^{2} - 1, a \in \mathbb{R},
\]

we find

\[
\|\rho_{s,1}(t) - \rho_{s,2}(t)\|_{1} = \|\rho_{s}(0) - U_{1}^{1}U_{2}(t)\rho_{s}(0)U_{2}^{1}U_{1}(t)\|_{1} \leq \sqrt{d_{s}}\|\rho_{s}(0) - U_{1}^{1}U_{2}(t)\rho_{s}(0)U_{2}^{1}U_{1}(t)\|_{F}
\]

\[
= \sqrt{d_{s}} \sum_{m,n} |\rho_{m,n}(t) - e^{-i(\Omega_{m} - \Omega_{n})\epsilon_{g}(t)}\rho_{m,n}(t)|^{2} \leq \sqrt{d_{s}} \max_{m,n} |1 - e^{-i(\Omega_{m} - \Omega_{n})\epsilon_{g}(t)}| \leq 2\pi(2\pi|\epsilon_{g}(t)| + 1)|\epsilon_{g}(t)|.
\]

Using Eq. (VIC), we thus conclude $|\epsilon_{g}(t)| \leq \epsilon_{V}T_{v}t_{o}$ for $t \in [0,t_{1}] \cup [T_{o},T_{2}]$. Finally, note that $\|\rho_{s}(t) - \rho_{s,1}(t)\|_{1} \leq \|\rho_{s}(t) - \rho_{s,2}(t)\|_{1} + \|\rho_{s,1}(t) - \rho_{s,2}(t)\|_{1}$ via the triangle inequality. \|\rho_{s}(t) - \rho_{s,2}(t)\|_{1} was bounded in Eq. (297), with $\epsilon_{V}(t,d)$ bounded in Corollary [VI.0.1] for $t \in [0,t_{1}] \cup [T_{o},T_{2}]$. Using these two bounds and Eq. (349), Eq. (351) follows. To finalize the proof, note that $x_{0} = \frac{3\pi}{d} - \frac{2\pi}{d}x_{vr}, x_{vr} + \gamma = \frac{2\pi}{d} - \frac{2\pi}{d}x_{vr}$. As such, the condition $x_{vr} + \gamma \leq x_{0} \leq 2\pi - x_{vr} - \pi \gamma$ from Lemma [VI.0.1] is satisfied for all $0 < t_{1} < t_{2} < T_{o}$ and Eq. (325) is valid.

1. Examples

We can now bound $\epsilon_{V}$ for the cosine potential defined in Section [VB.1] with the aim of understanding the significance of Corollaries [VI.0.1] [VI.0.2] We find the bound

\[
\epsilon_{V} \leq \frac{(\pi - x_{vr})e^{2}}{4\pi^{2/\pi} \sqrt{n}} \cos^{2n}(x_{vr}/2), \quad \text{if } \cos(x_{vr}) \leq 1 - \frac{1}{n}.
\]

By choosing $n = n(d)$ in different ways, one can achieve different decay rates. This choice will also effect the decay rates of $\epsilon_{V}(t,d)$ defined in Eq. (257) the significance of which will be clarified in Section [VIE]. We give three examples of $n = n(d)$:

1) Power law decay. Let

\[
n = \gamma_{1} \frac{\ln d}{-2 \ln \cos(x_{vr}/2)}, \quad \gamma_{1} > 0.
\]

Then

\[
\epsilon_{V} \leq \frac{(\pi - x_{vr})e^{2}}{4\pi \sqrt{n}} \sqrt{\gamma_{1} \frac{\ln d}{-2 \ln \cos(x_{vr}/2)}} d^{-\gamma_{1}},
\]

if

\[
\gamma_{1} \geq \frac{-2 \ln \cos(x_{vr}/2)}{(1 - \cos(x_{vr}))} \frac{1}{\ln d}.
\]

Note that $\lim_{d \to \infty} \epsilon_{V}d^{m} = 0$ for all $\gamma_{1} > m > 0$. Using the definition of the clock rate parameter $\bar{v}$ (Def. 9), we find

\[
\bar{v} = \frac{\ln d}{\ln(\pi \alpha_{0}^{2})} \frac{2e^{2}}{(2\pi)^{3/2} \sqrt{\gamma_{1}} \ln d} \frac{d}{4\pi \alpha_{0}^{2} \gamma_{1}^{3/2}}.
\]

Thus from Eq. (257), for $\sigma = \sqrt{d},$

\[
\epsilon_{V}(t,d) = O\left(t \text{poly}(d) \exp\left(-\frac{\pi}{4} \frac{\alpha_{0}^{2} \lambda_{1}^{3/2} \gamma_{1}^{3/2}}{\ln d} \frac{d}{\ln d}\right)ight).
\]

with

\[
\chi_{1} := \left(\frac{2\pi}{2e^{2}}\frac{\ln(\pi \alpha_{0})}{\ln d}\right) \left(-2 \ln \cos(x_{vr}/2)\right)^{3/2} \pi \alpha_{0}.
\]
Furthermore, using Eq. \((325)\) for Eqs. \((297)\) \((345)\) one has that
\[
\|\rho_{s}(t) - \rho'_{s}(t)\|_{1} / \sqrt{d_{s} \text{tr} [\rho_{s}^{2}(0)]} = \mathcal{O} (\varepsilon_v(t, d)) + \mathcal{O} \left( e^{-2\pi k(d/\sigma)^{2}} \right) + \mathcal{O} (\tilde{\varepsilon}_V) .
\] (359)

Thus since \(\varepsilon_v(t, d)\) decays faster than any power of \(d\), for \(\sigma = \sqrt{d}\) and any \(\gamma_{\psi} \in (0, 1)\), we have that
\[
\lim_{d \to \infty} \|\rho_{s}(t) - \rho'_{s}(t)\|_{1} d^{m} = 0 ,
\] (360)
for all constants \(\gamma_{1} > m > 0\).

2) **System error faster than power-law decay.** By parametrizing \(\gamma_{1}\) in example 1) to increase sufficiently slowly with \(d\) rather than being constant, we can achieve that the trace distance error between \(\rho_{s}\) and \(\rho'_{s}\) (Eqs. \((297)\) and \((345)\)) decays with \(d\) faster than any power law in \(d^{m}\) for the optimal clock decay \(\sigma = \sqrt{d}\). The penalty of this improvement, will be a worse decay rate for \(\varepsilon_v(t, d)\) than that of Eq. \((357)\). Let
\[
\gamma_{1} = \frac{\pi}{4} \alpha_{0}^{2} \chi_{2}^{3} \frac{d^{1/4}}{\sqrt{\ln d}} , \quad \chi_{2} := \chi_{1} \left( \frac{\pi}{4} \alpha_{0}^{2} \chi_{1}^{3} \right)^{-3/8} .
\] (361)
such that Eq. \((355)\) is satisfied, then for \(\sigma = \sqrt{d}\),
\[
\varepsilon_v(t, d) = \mathcal{O} \left( t \text{poly}(d) e^{-\frac{\pi}{4} \alpha_{0}^{2} \chi_{2}^{3} d^{1/4} \sqrt{\ln d}} \right)
\] (362)
\[
\tilde{\varepsilon}_V \leq \frac{(\pi - x_{vr})e^{2} \alpha_{2}}{8\pi} \frac{(d \ln d)^{1/4}}{\sqrt{-2 \ln \cos(x_{vr}/2)}} e^{-\frac{\pi}{4} \alpha_{0}^{2} \chi_{2}^{3} d^{1/4} \sqrt{\ln d}},
\] (363)
and thus up to polynomial factors, both \(\varepsilon_v(t, d)\) and \(\tilde{\varepsilon}_V\) have exponential decay in \(d^{1/4} \sqrt{\ln d}\) and
\[
\|\rho_{s}(t) - \rho'_{s}(t)\|_{1} / \sqrt{d_{s} \text{tr} [\rho_{s}^{2}(0)]} = \mathcal{O} \left( \left( t \text{poly}(d) + (d \ln d)^{1/4} \right) e^{-\frac{\pi}{4} \alpha_{0}^{2} \chi_{2}^{3} d^{1/4} \sqrt{\ln d}} \right),
\] (364)
from which we conclude
\[
\lim_{d \to \infty} \|\rho_{s}(t) - \rho'_{s}(t)\|_{1} d^{m} = \lim_{d \to \infty} \varepsilon_v(t, d) d^{m} = 0 ,
\] (365)
for all constant \(m > 0\) and for all \(t\) such that Eq. \((323)\) and Eq. \((324)\) hold. Furthermore, the constraint of Eq. \((355)\) can be re-written in terms of the new parametrizations to achieve, using Eqs. \((355)\) and \((361)\) the constraint
\[
\frac{4}{\pi \alpha_{0}^{2} \chi_{2}^{3}} \frac{-2 \ln \cos(x_{vr}/2)}{1 - \cos(x_{vr})} \leq d^{1/4} \sqrt{\ln d} .
\] (366)
This constraint is satisfied for all constant \(x_{vr} \in (0, 2\pi)\) for sufficiently large \(d\) (recall that by definition, \(\chi_{2}\) depends on \(x_{vr}\)). Similarly, \(\gamma_{\psi}\) can be any constant in \((0, 1)\).

3) **Smallest clock error.** In this case, we will bound how quickly the error \(\tilde{\varepsilon}_V\) can decay with \(d\) while maintaining the smallest disturbance imposed on the clock due to performing the unitary (see section VIE for details), that is to say, while maintaining a constant rate parameter \(\tilde{v}\), for the optimal clock decay \(\sigma = \sqrt{d}\). Let
\[
n = \frac{\gamma_{3}}{-2 \ln \cos(x_{vr})} (\ln d)^{2/3} , \quad \gamma_{3} > 0 .
\] (367)
Then \(\tilde{\varepsilon}_V\) decays with increasing \(d\) at a rate
\[
\tilde{\varepsilon}_V \leq \frac{(\pi - x_{vr})e^{2}}{4\pi \sqrt{\pi}} \sqrt{\frac{\gamma_{3}}{-2 \ln \cos(x_{vr})}} (\ln d)^{2/3} d^{-\gamma_{3}(\ln d)^{-1/3}} , \quad \text{if } \gamma_{3} \geq \frac{-2 \ln \cos(x_{vr})}{(1 - \cos(x_{vr})) (\ln d)^{2/3}},
\] (368)
and the clock rate parameter (Def. \(9\)) is
\[
\tilde{v} = \frac{\ln d}{\ln(\pi \alpha \sigma^{2})} \left( \frac{2e^{2}}{\sqrt{2} (2\pi)^{3/2} \sqrt{-2 \ln \cos(x_{vr})}} \right)^{3/2} \gamma_{3}^{3/2} ,
\] (369)
which is bounded in the \(d \to \infty\) limit. Thus for this parametrisation, \(\varepsilon_v(t, d)\) has exponential decay in \(d\) and consequently the clock’s disturbance decays exponentially when \(\sigma = \sqrt{d}\), (recall Theorem V.1).
We now present a quick proof of Eq. (352)

Proof. From Eqs. (336) and (269) we find

\[ \hat{\xi}_V = \int_{x_{VR} - 2\pi}^{x_{VR} + 2\pi} dx A_c \cos^{2n} \left( \frac{x}{2} \right) = A_c \left( \int_{x_{VR} - 2\pi + 2\pi}^{\pi} dx \cos^{2n} \left( \frac{x/2 - \pi}{2} \right) - \int_{\pi}^{x_{VR} + 2\pi} dx \cos^{2n} \left( \frac{-x/2}{2} \right) \right) \]

\[ = 2A_c \int_{x_{VR}}^{\pi} dx \cos^{2n} \left( \frac{x/2}{2} \right) = 2A_c(\pi - x_{VR}) \int_0^1 dy \cos^{2n} \left( \frac{(y x_{VR} + (1-y)\pi)/2}{2} \right). \]

We now note the convexity of the potential, namely on the interval \( x \in (x_{VR}, \pi) \),

\[ \frac{d^2}{dx^2} \cos^{2n} \left( \frac{x}{2} \right) = \frac{n}{2} \cos^{2(n-1)} \left( \frac{x}{2} \right) (n(1 - \cos(x)) - 1) \geq 0 \quad \Rightarrow \quad \cos(x) \leq 1 - \frac{1}{n}, \]

thus noting that \( \max_{x \in [x_{VR}, \pi]} \cos(x) = \cos(x_{VR}), \cos^{2n} \left( \frac{x}{2} \right) \) is convex on \( x \in [x_{VR}, \pi] \) if \( \cos(x_{VR}) \leq 1 - 1/n \) and \( \cos^{2n} \left( \frac{(y x_{VR} + (1-y)\pi)/2}{2} \right) \leq y \cos^{2n} \left( \frac{x_{VR}/2}{2} \right) + (1-y) \cos^{2n} \left( \frac{\pi/2}{2} \right) = y \cos^{2n} \left( \frac{x_{VR}/2}{2} \right), \ y \in [0,1] \). Hence using Eq. (370), we conclude

\[ \hat{\xi}_V \leq A_c(\pi - x_{VR}) \cos^{2n} \left( \frac{x_{VR}/2}{2} \right), \quad \text{if} \ \cos(x_{VR}) \leq 1 - \frac{1}{n}. \]

Using Eq. (272) with \( \Omega = 1 \) and Sterling’s formula, we find

\[ A_c = \frac{2^{2n}}{2\pi(2n)} = \frac{2^{2n}}{2\pi(2n)} \leq \frac{\pi^2}{4\pi \sqrt{n}}, \]

thus giving us

\[ \hat{\xi}_V \leq \frac{(\pi - x_{VR})\pi^2}{4\pi \sqrt{n}} \sqrt{n} \cos^{2n} \left( \frac{x_{VR}/2}{2} \right), \quad \text{if} \ \cos(x_{VR}) \leq 1 - \frac{1}{n}. \]

D. How to perform any timed unitary

So far we have concerned ourselves with performing energy preserving unitaries only. Often, one may want to perform any unitary on the system \( \mathcal{H}_s \). The clock provides a source of timing, but not energy. To perform non-energy preserving unitaries, one will need an energy source. To achieve this, one can introduce a battery system with Hilbert space \( \mathcal{H}_b \). Then, the clock can perform energy preserving unitaries on a state \( \rho_{sb} \) on \( \mathcal{H}_s \otimes \mathcal{H}_b \) according to the procedure described in Section [VI.C]. The initial state of the battery is chosen such that it has enough energy to implement the unitary and will be such that an energy preserving unitary over \( \mathcal{H}_b \). The initial state of the battery is chosen such that it has enough energy to implement the unitary and will be such that an energy preserving unitary over \( \mathcal{H}_b \). Having a Hamiltonian \( \hat{H}_s \) on \( \mathcal{H}_s \) and an energy preserving unitary \( U_{sb} \) on \( \mathcal{H}_{sb} \), such that any desired unitary \( U' \) on \( \mathcal{H}_s \) can be performed, is the topic of [40]. Therefore, using the finite dimension clock together with a battery as discussed in this Section, one can achieve any timed non-energy preserving unitary on states on \( \mathcal{H}_s \) using the results of [40]. This will be developed with explicit error bounds in an upcoming paper.

E. Clock Fidelity

If the potential \( V_0(x) \) is zero for all \( x \in \mathbb{R} \), then the system on \( \mathcal{H}_s \) and the clock on \( \mathcal{H}_c \) will evolve in time as independent systems. After a time \( T_0 \), as we have seen, the clock state will return to its initial state. However, whenever \( V_0 \neq 0 \), the system-clock interaction will disturb the dynamics of the clock such that after a time \( T_0 \), the clock state will not have returned to its initial state. Lemma [VI.10.3] in this Section bounds quantitatively how large this disturbance is, and how quickly it decays with clock dimension.
Lemma VI.0.3 (Clock disturbance). Let \( \rho'_c(t) := \text{tr}[\rho'_s(t)] \), \( \rho'_s \) defined in Eq. (285), be the state of the clock at time \( t \). We have the bound,

\[
\frac{1}{2} \| \rho'_c(0) - \rho'_c(T_0) \|_1 \leq \varepsilon_v(T_0, d),
\]

where \( \varepsilon_v(\cdot, \cdot) \) is defined in Eq. (257).

Intuition The bound on the trace distance given by Eq. (376), decays quickly with \( d \) while increasing linearly in \( T_0 \) as is evident from the definition of \( \varepsilon_v(\cdot, \cdot) \). It bounds the disturbance which is only originating from the implementation of the unitary on the system on \( \mathcal{H}_s \), since \( \| \rho'_c(0) - \rho'_c(T_0) \|_1 = 0 \) if \( V_0(x) = 0 \) for all \( x \in \mathbb{R} \).

Proof. The result follows from Theorem 255 and simple identities. By taking the partial trace over the system Hilbert space \( \mathcal{H}_s \), from Eq. (295) we achieve

From Eq. (295), it follows

\[
\rho'_s(t) = \sum_{m,n=1}^{d_s} \rho_{m,n}(t) |\phi_m\rangle \langle \phi_n| \otimes |\bar{\Phi}_m(t)\rangle \langle \bar{\Phi}_n(t)|_c,
\]

where we have used definitions Eqs. (284), (300). Taking the partial trace over the system Hilbert space \( \mathcal{H}_s \), we achieve

\[
\rho'_c(t) = \sum_{n=1}^{d_s} \rho_{n,n}(0) |\bar{\Phi}_n(t)\rangle \langle \bar{\Phi}_n(t)|_c.
\]

Thus the quantum Fidelity \( F \) is

\[
F(\rho'_c(0), \rho'_c(t)) = \text{tr}\left[ \sqrt{\rho'_c(0) \rho'_c(t) \rho'_c(t) \rho'_c(0)} \right]
\]

\[
= \text{tr}\left[ |\Psi_{\text{nor}}(k_0)\rangle \langle \Psi_{\text{nor}}(k_0)| \sum_{n=1}^{d_s} \rho_{n,n}(0) \tilde{\Gamma}_n(t) |\Psi_{\text{nor}}(k_0)\rangle \langle \Psi_{\text{nor}}(k_0)| \tilde{\Gamma}_n(t) \right]
\]

\[
= \text{tr}\left[ |\Psi_{\text{nor}}(k_0)\rangle \langle \Psi_{\text{nor}}(k_0)| \left( \sum_{n=1}^{d_s} \rho_{n,n}(0) |\tilde{\Gamma}_n(t)|^2 \right) \right]
\]

\[
= \sum_{n=1}^{d_s} \rho_{n,n}(0) |\langle \Psi_{\text{nor}}(k_0)| \tilde{\Gamma}_n(t) |\Psi_{\text{nor}}(k_0)\rangle|^2,
\]

where we have defined

\[
\tilde{\Gamma}_n(t) := e^{-i\tilde{H}_n + \tilde{\Omega}_n V_0}.
\]

Applying Theorem 255, we find

\[
|\langle \Psi_{\text{nor}}(k_0)| \tilde{\Gamma}_n(T_0) |\Psi_{\text{nor}}(k_0)\rangle|^2 = (e^{-i\Omega_n} + \langle \Psi_{\text{nor}}(k_0)| \epsilon_n \rangle) (e^{-i\Omega_n} + \langle \Psi_{\text{nor}}(k_0)| \epsilon_n \rangle)^* = 1 + \langle \Psi_{\text{nor}}(k_0)| \epsilon_n \rangle e^{+i\Omega_n} + \langle \epsilon_n | \Psi_{\text{nor}}(k_0) \rangle e^{-i\Omega_n} + |\langle \epsilon_n | \Psi_{\text{nor}}(k_0) \rangle|^2 \geq 1 + \langle \Psi_{\text{nor}}(k_0)| \epsilon_n \rangle e^{+i\Omega_n} + \langle \epsilon_n | \Psi_{\text{nor}}(k_0) \rangle e^{-i\Omega_n}.
\]

However,

\[
|\langle \Psi_{\text{nor}}(k_0)| \tilde{\Gamma}_n(T_0) |\Psi_{\text{nor}}(k_0)\rangle|^2 = 1
\]

\[
\therefore (\langle \Psi_{\text{nor}}(k_0)| e^{+i\Omega_n} + \langle \epsilon_n | \Psi_{\text{nor}}(k_0) \rangle e^{-i\Omega_n} + \langle \epsilon_n | \Psi_{\text{nor}}(k_0) \rangle e^{-i\Omega_n}) = 1
\]

\[
\therefore (\langle \Psi_{\text{nor}}(k_0)| \epsilon_n \rangle e^{+i\Omega_n} + \langle \epsilon_n | \Psi_{\text{nor}}(k_0) \rangle e^{-i\Omega_n} = -|\langle \epsilon_n | \Psi_{\text{nor}}(k_0) \rangle||_{\frac{3}{2}},
\]
Thus from Eq. (384), we achieve
\[ \left| \langle \Psi_{\text{nor}}(k_0) | \hat{T}_n(T_0) | \Psi_{\text{nor}}(k_0) \rangle \right|^2 \geq 1 - \| |\epsilon_n| \|^2. \] (390)

Plunging into Eq. (379),
\[ F(\rho_{s}(0), \rho_{s}(T_0)) \geq \sqrt{ \sum_{n=1}^{d} \rho_{n,n}(0) (1 - \| |\epsilon_n| \|^2) } \geq \sqrt{ \min_{n \in 1 \ldots d} (1 - \| |\epsilon_n| \|^2) } = \sqrt{1 - \epsilon_v^2(T_0, d)}, \] (391)
where \( \epsilon_v(\cdot, \cdot) \) is defined in Eq. (257). Thus we conclude the Lemma using the well known relationship between Fidelity and trace distance, namely \( \frac{1}{2} \| |\rho - \sigma| \|_1 \leq \sqrt{1 - F^2(\rho, \sigma)}, \) for two quantum states \( \rho, \sigma. \)

\section{VII. Commutator and Uncertainty Relations for the Ideal, SWP, and Gaussian Clock States}

\medskip
\begin{flushleft}
\textbf{A. Proof of Quasi-Canonical commutator}
\end{flushleft}

For simplicity, in this Section we will fix the dimension \( d \) to be odd, and shift spectrum of \( \hat{H}_c \) and \( \hat{i}_c \) to be centered at zero, giving us
\[ \hat{H}_c = \sum_{n=-\frac{d+1}{2}}^{\frac{d+1}{2}} \frac{2\pi}{T_0} |E_n \rangle \langle E_n|, \quad \hat{i}_c = \sum_{k=-\frac{d+1}{2}}^{\frac{d+1}{2}} \frac{T_0}{d} |\theta_k \rangle \langle \theta_k|. \] (392)

The shifting of the spectrum clearly has no physical effect on the dynamics nor the commutator of these operators since the ground state and initial time can be sifted back to zero by simply adding a term proportional to the identity operator to the r.h.s. of \( \hat{H}_c \) and \( \hat{i}_c \). The mean energy of the state \( n_0 \) before defined on \( n_0 \in (0, d - 1) \) in this Section is now shifted to \( n_0 \in (-\frac{d}{2}, \frac{d}{2}) \). We will also assume \( k_0 \in (-\frac{1}{2}, \frac{1}{2}) \) in this Section for simplicity and define
\[ \hat{\alpha} = \frac{2n_0}{d}, \quad \hat{\beta} = \frac{2k_0}{d}. \] (393)

Thus both \( \hat{\alpha}, \hat{\beta} \in [0, 1) \). They are both measures of how close to the edge of the spectra of energy and time the state is; c.f. similar measure Def. [2].

\textbf{Theorem VII.1 (Quasi-Canonical commutation).} \textit{For all states} \( |\Psi_{\text{nor}}(k_0)\rangle \in \Lambda_{\sigma, n_0} \), \textit{the time operator} \( \hat{i}_c \) \textit{and Hamiltonian} \( \hat{H}_c \) \textit{satisfy the commutation relation}
\[ \left[ \hat{i}_c, \hat{H}_c \right] |\Psi_{\text{nor}}(k_0)\rangle = i |\Psi_{\text{nor}}(k_0)\rangle + |\epsilon_{\text{comm}}\rangle, \] (394)
where
\[ \| |\epsilon_{\text{comm}}| \|_2 \leq \epsilon_8^o + \frac{1}{2} (\epsilon_7^o \epsilon_9^o + \epsilon_0^o + \pi d \epsilon_5^o) + \epsilon_1^o + \epsilon_2^o + \pi d (\epsilon_2^o \epsilon_4^o) + \frac{1}{2} \left( \mathcal{O} \left( d \sigma^{1/2} \right) + \mathcal{O} \left( d \sigma^{5/2} \right) \right) \right] \left( \epsilon_8^o + \frac{1}{2} \left( \mathcal{O} \left( d \sigma^{1/2} \right) + \mathcal{O} \left( d \sigma^{5/2} \right) \right) \right) \left( \epsilon_8^o + \frac{1}{2} \left( \mathcal{O} \left( d \sigma^{1/2} \right) + \mathcal{O} \left( d \sigma^{5/2} \right) \right) \right) \] (395)
\[ + \left( \mathcal{O} \left( d \sigma^{1/2} \right) + \mathcal{O} \left( d \sigma^{5/2} \right) \right) \left( \epsilon_8^o + \frac{1}{2} \left( \mathcal{O} \left( d \sigma^{1/2} \right) + \mathcal{O} \left( d \sigma^{5/2} \right) \right) \right) \] (396)
\[ + \left( \mathcal{O} \left( d \sigma^{1/2} \right) + \mathcal{O} \left( d \sigma^{5/2} \right) \right) \left( \epsilon_8^o + \frac{1}{2} \left( \mathcal{O} \left( d \sigma^{1/2} \right) + \mathcal{O} \left( d \sigma^{5/2} \right) \right) \right) \] (397)
where \( \epsilon_7^o \) is given by Eq. (402), \( \epsilon_8^o \) by Eq. (406), \( \epsilon_9^o \) by Eq. (413), \( \epsilon_1^o \) by Eq. (418), \( \epsilon_4^o \) by Eq. (422), \( \epsilon_5^o \) by Eq. (432), and \( \epsilon_6^o \) by Eq. (436).

\textbf{Intuition} It is well known that operators \( \hat{a}, \hat{b} \) satisfying \( \hat{a} \hat{b} = \hat{b} \hat{a} = 1 \) can only exist in infinite dimensions. The above results shows that, although this is the case, such operators can exist up to a small error; –exponentially small in \( d \) in when the state \( |\Psi_{\text{nor}}(k_0)\rangle \) is symmetric (i.e., when \( \sigma = \sqrt{d} \)). Also see the main text and Sections A1-B2 for more discussions on the topic for a physical intuition and how this result further relates our Gaussian clock states to the idealized clock case. We also observe that by definition, the l.h.s. of Eq. (395) is \( T_0 \) independent, and thus so is the error term \( |\epsilon_{\text{comm}}| \).
Remark VII.1. Although the context in [32] is different to the subject at hand here, by making the identifications \( \hat{t}_c \) and \( \hat{H}_c \) with the discrete position and momentum operators respectively in [32], Theorem VII.1 proves the conjecture in [32] that the discrete position and momentum operators commutator relation on Gaussian states is satisfied up to a small error.

Proof. The proof will consist in going back and forth between representations of the state in the energy basis and the time basis, bounding summations over Gaussian tails while making crucial use of the Poisson summation formula to bound such approximations in the process. The identities used during the proof for the Poisson summation formula can be found in Section VII. For simplicity, we calculate the commutator for \( k_0 \) and \( n_0 \) both greater than zero, the general proof is analogous.

Applying the time operator on the state,

\[
\hat{t}_c |\Psi(k_0)\rangle = \sum_{l=\frac{-c+1}{d}}^{\frac{c-1}{d}} \frac{iT_0}{d} |\theta_l\rangle \langle \theta_l| \sum_{k \in S_d(k_0)} \psi(k_0; k) |\theta_k\rangle .
\]  

(398)

Since \( k_0 \in [0, d/2] \), for \( k \in S_d(k_0) \),

\[
\hat{t}_c |\theta_k\rangle = \begin{cases} 
\frac{kT_0}{d} |\theta_k\rangle & \text{if } k < \frac{d}{2}, \\
(k - d) \frac{T_0}{d} |\theta_k\rangle & \text{if } k > \frac{d}{2}.
\end{cases}
\]

(399)

Accordingly,

\[
\hat{t}_c |\Psi(k_0)\rangle = \sum_{k \in S_d(k_0)} \frac{T_0}{d} k \psi(k_0; k) |\theta_k\rangle + |\epsilon_1\rangle ,
\]

(400)

where \( |\epsilon_1\rangle = - \sum_{k \in S_d(k_0), k > \frac{d}{2}} T_0 \psi(k_0; k) |\theta_k\rangle ,

(401)

\[
\epsilon_1^{co} := \| |\epsilon_1\rangle \|_2 / T_0 < \begin{cases} 
2A e^{-\frac{4d}{1-e^{-\frac{2d}{\sigma^2}}}} & \text{if } \sigma = \sqrt{d} \\
2A e^{-\frac{4d}{1-e^{-\frac{2d}{2(1-\beta^2)}}}} & \text{otherwise}
\end{cases}
\]

(402)

In anticipation of applying the Hamiltonian next, we move to the basis of energy eigenstates,

\[
\hat{t}_c |\Psi(k_0)\rangle = \sum_{n=-\frac{d-1}{2} \in S_d(k_0)} \sum_{k = \frac{d}{2}}^{\frac{c-1}{d}} \frac{T_0}{d} k \psi(k_0; k) e^{-i2\pi nk/d} \sqrt{d} |E_n\rangle + |\epsilon_1\rangle .
\]

(403)

We approximate the sum w.r.t. \( k \) by the infinite sum and bound the difference,

\[
\hat{t}_c |\Psi(k_0)\rangle = \sum_{n=-\frac{d-1}{2} \in S_d(k_0)} \sum_{k = \frac{d}{2}}^{\frac{c-1}{d}} \frac{T_0}{d} k \psi(k_0; k) e^{-i2\pi nk/d} \sqrt{d} |E_n\rangle + |\epsilon_2\rangle + |\epsilon_1\rangle ,
\]

(404)

where \( |\epsilon_2\rangle = \sum_{n=-\frac{d-1}{2} \in S_d(k_0)} \sum_{k = \frac{d}{2}}^{\frac{c-1}{d}} \frac{T_0}{d} k \psi(k_0; k) e^{-i2\pi nk/d} \sqrt{d} |E_n\rangle ,

(405)

\[
\epsilon_2^{co} := \| |\epsilon_2\rangle \|_2 / T_0 < \begin{cases} 
A \sqrt{d} \left( \frac{1}{\sqrt{2}} + \frac{\beta}{\sqrt{1-e^{-\frac{2d}{\sigma^2}}}} \right) e^{-\frac{4d}{\sigma^2}} & \text{if } \sigma = \sqrt{d} \\
A \sqrt{d} \left( \frac{1}{\sqrt{2\pi d}} + \frac{\beta}{\sqrt{1-e^{-\frac{2d}{2(1-\beta^2)}}}} \right) e^{-\frac{4d}{2(1-\beta^2)}} & \text{otherwise}
\end{cases}
\]

(406)

Applying the Poisson summation formula on the infinite sum,

\[
\hat{t}_c |\Psi(k_0)\rangle = \frac{iT_0}{2\pi} \sum_{n=-\frac{d-1}{2} \in S_d(k_0)} \sum_{m \in \mathbb{Z}} \frac{d}{dp} \psi(k_0, p) \bigg|_{p=n+md} |E_n\rangle + |\epsilon_2\rangle + |\epsilon_1\rangle .
\]

(407)
Applying the Hamiltonian,
\[
\hat{H}_c \hat{\psi} |\Psi(k_0)\rangle = i \sum_{n=\frac{1}{2}}^{\frac{d-1}{2}} \sum_{m \in \mathbb{Z}} n \frac{d}{dp} \psi(k_0; p) \left| E_n + \hat{H}_c (|\epsilon_2\rangle + |\epsilon_1\rangle) . \right.
\]
(408)

Finally, we shift back to the basis of time-states,
\[
\hat{H}_c \hat{\psi} |\Psi(k_0)\rangle = i \sum_{l \in \mathcal{S}_d(k_0)} \sum_{n=\frac{1}{2}}^{\frac{d-1}{2}} \sum_{m \in \mathbb{Z}} n \frac{d}{dp} \psi(k_0; p) \left| E_n + \hat{H}_c (|\epsilon_2\rangle + |\epsilon_1\rangle) . \right.
\]
(409)

Combining the summations over the indices \(n\) and \(m\), and using \(\sum_{n=\frac{1}{2}}^{\frac{d-1}{2}} \sum_{m \in \mathbb{Z}} f(n + md) = \sum_{s \in \mathbb{Z}} f(s)\), and noting that
\[
\sum_{m \in \mathbb{Z}} \left| m \frac{d}{dp} \psi(k_0; p) \right|_{p=n+md} = 2\pi A \frac{\sigma}{\sqrt{d}} \sum_{m \in \mathbb{Z}} e^{-\frac{\pi\sigma^2}{4d} (n - n_0 + md)^2} |m| \left| \frac{\sigma^2}{d} (n - n_0 + md) + i \frac{k_0}{d} \right| .
\]
(410)

we have
\[
\hat{H}_c \hat{\psi} |\Psi(k_0)\rangle = i \sum_{l \in \mathcal{S}_d(k_0)} \sum_{s \in \mathbb{Z}} n \frac{d}{dp} \psi(k_0; p) \left| E_n + \hat{H}_c (|\epsilon_2\rangle + |\epsilon_1\rangle) . \right.
\]
(411)

where \(|\epsilon_3\rangle = -id \sum_{l \in \mathcal{S}_d(k_0)} \sum_{m \in \mathbb{Z}} n \frac{d}{dp} \psi(k_0; p) \left| E_n + \hat{H}_c (|\epsilon_2\rangle + |\epsilon_1\rangle) . \right.
\]
(412)

\(\epsilon_3^0 := ||\epsilon_3||_2\)

\[
< \begin{cases} 
2\pi Ad^2 \sqrt{d} \left( 1 - \bar{\alpha} + \frac{\eta}{2\pi} \left( \frac{2}{1 - e^{-\eta\pi(1-\bar{\alpha})}} + \frac{\bar{\beta}}{2} \left( 1 - \bar{\alpha} + \frac{1}{\pi\sigma} + \frac{1}{\pi\sigma + \frac{1}{1 - e^{-\eta\pi(1-\bar{\alpha})}}} \right) \right) e^{-\frac{\pi\sigma^2}{8} (1-\bar{\alpha})^2} \text{ if } \sigma = \sqrt{d} \\
2\pi Ad^2 \left( \frac{\pi^2}{2\pi} (1 - \bar{\alpha}) + \frac{1}{\pi\sigma} \left( \frac{2}{1 - e^{-\eta\pi(1-\bar{\alpha})}} + \frac{\bar{\beta}}{2} \left( 1 - \bar{\alpha} + \frac{1}{\pi\sigma} + \frac{1}{\pi\sigma + \frac{1}{1 - e^{-\eta\pi(1-\bar{\alpha})}}} \right) \right) \right) e^{-\frac{\pi\sigma^2}{8} (1-\bar{\alpha})^2} \text{ otherwise}
\end{cases}
\]
(414)

Applying the Poissonian summation on the infinite sum w.r.t. \(s\),
\[
\hat{H}_c \hat{\psi} |\Psi(k_0)\rangle = -i \sum_{l \in \mathcal{S}_d(k_0)} \sum_{m \in \mathbb{Z}} \frac{d}{dx} (x \psi(k_0; x)) \left| E_n + \hat{H}_c (|\epsilon_2\rangle + |\epsilon_1\rangle) . \right.
\]
(415)

Approximating the sum over \(m\) by the \(m = 0\) term,
\[
\hat{H}_c \hat{\psi} |\Psi(k_0)\rangle = -i \sum_{l \in \mathcal{S}_d(k_0)} \sum_{m \in \mathbb{Z}} \frac{d}{dx} (x \psi(k_0; x)) \left| E_n + \hat{H}_c (|\epsilon_2\rangle + |\epsilon_1\rangle) . \right.
\]
(416)

where \(|\epsilon_4\rangle = -i \sum_{l \in \mathcal{S}_d(k_0)} \sum_{m \in \mathbb{Z}} \frac{d}{dx} (x \psi(k_0; x)) \left| E_n + \hat{H}_c (|\epsilon_2\rangle + |\epsilon_1\rangle) . \right.
\]
(417)

\(\epsilon_4^0 := ||\epsilon_4||_2\)

\[
< \begin{cases} 
2\pi Ad^2 \left( \pi^2 + d \right) (1 + \bar{\beta}) + 2 + \frac{2}{\pi - \pi d} + \frac{\bar{\alpha}}{\pi - \pi d} \left( \pi^2 + d \right) \right) e^{-\frac{\pi\sigma^2}{8} (1-\bar{\alpha})^2} \text{ if } \sigma = \sqrt{d} \\
2\pi Ad^2 \left( \frac{\pi^2}{\pi^2 + d} + d \right) (1 + \bar{\beta}) + 2 + \frac{2}{\pi - \pi d} + \bar{\alpha} \left( \pi^2 + d \right) \right) e^{-\frac{\pi\sigma^2}{8} (1-\bar{\alpha})^2} \text{ otherwise}
\end{cases}
\]
(418)

Consider now the alternate product \(\hat{\psi} \hat{H}_c |\Psi(k_0)\rangle\). To begin with, we convert the state into the energy basis,
\[
|\Psi(k_0)\rangle = \sum_{n=\frac{1}{2}}^{\frac{d-1}{2}} \sum_{k \in \mathcal{S}_d(k_0)} \psi(k_0; k) e^{-\frac{\pi\sigma^2}{4d} (n - n_0 + md)^2} |E_n\rangle .
\]
(419)
Converting the summation over \(k\) into the infinite sum and bounding the difference,

\[
|\Psi(k_0)\rangle = \sum_{n=-\frac{d}{2}-1}^{\frac{d}{2}} \sum_{k \in \mathbb{Z}} \psi(k_0; k) \frac{e^{-i2\pi nk/d}}{\sqrt{d}} |E_n\rangle + |\epsilon_5\rangle,
\]

where \(|\epsilon_5\rangle = \sum_{n=-\frac{d}{2}-1}^{\frac{d}{2}} \sum_{k \in \mathbb{Z}/S_d(k_0)} \psi(k_0; k) \frac{e^{-i2\pi nk/d}}{\sqrt{d}} |E_n\rangle\),

\[
e_5^\circ := \|\epsilon_5\|_2 < \begin{cases} 
2\sqrt{d} A \frac{e^{-\frac{\pi d}{1-e^{-\frac{\pi d}{2}}}}}{1-e^{-\frac{\pi d}{2}}} \text{ if } \sigma = \sqrt{d} \\
2\sqrt{d} A \frac{e^{-\frac{\pi d}{1-e^{-\frac{\pi d}{2}}}}}{1-e^{-\frac{\pi d}{2}}} \text{ otherwise}
\end{cases}
\]

Applying the Poisson summation formula on the infinite sum,

\[
|\Psi(k_0)\rangle = \sum_{n=-\frac{d}{2}-1}^{\frac{d}{2}} \sum_{m \in \mathbb{Z}} \tilde{\psi}(k_0; n + md) |E_n\rangle + |\epsilon_5\rangle.
\]

We now apply the Hamiltonian,

\[
\hat{H}_c |\Psi(k_0)\rangle = \sum_{n=-\frac{d}{2}-1}^{\frac{d}{2}} \sum_{m \in \mathbb{Z}} \frac{2\pi}{T_0} \tilde{\psi}(k_0; n + md) |E_n\rangle + \hat{H}_c |\epsilon_5\rangle.
\]

In anticipation of applying the time operator, we shift back to the basis of time-states,

\[
\hat{H}_c |\Psi(k_0)\rangle = \sum_{l \in S_d(k_0)} \sum_{n=-\frac{d}{2}-1}^{\frac{d}{2}} \sum_{m \in \mathbb{Z}} \frac{2\pi}{T_0} m \tilde{\psi}(k_0; n + md) \frac{e^{+i2\pi nl/d}}{\sqrt{d}} |\theta_l\rangle + \hat{H}_c |\epsilon_5\rangle.
\]

Combining the sums over \(n\) and \(m\),

\[
\hat{H}_c |\Psi(k_0)\rangle = \sum_{l \in S_d(k_0)} \sum_{n=-\frac{d}{2}-1}^{\frac{d}{2}} \sum_{m \in \mathbb{Z}} \frac{2\pi}{T_0} m \tilde{\psi}(k_0; n + md) \frac{e^{+i2\pi nl/d}}{\sqrt{d}} |\theta_l\rangle + |\epsilon_6\rangle + \hat{H}_c |\epsilon_5\rangle,
\]

where \(|\epsilon_6\rangle = -d \sum_{l \in S_d(k_0)} \sum_{n=-\frac{d}{2}-1}^{\frac{d}{2}} \sum_{m \in \mathbb{Z}} \frac{2\pi}{T_0} m \tilde{\psi}(k_0; n + md) \frac{e^{+i2\pi nl/d}}{\sqrt{d}} |\theta_l\rangle\),

\[
e_6^\circ := \|\epsilon_6\|_2 T_0 < \begin{cases} 
2\pi A d^2 \sqrt{d} \left( \frac{1-\alpha}{2} + \frac{1+\alpha}{2\pi d} + \frac{1-\alpha}{2\pi d(1-\alpha)} \right) e^{-\frac{\pi d}{2}(1-\alpha)^2} \text{ if } \sigma = \sqrt{d} \\
2\pi A d^2 \sigma \left( \frac{1-\alpha}{2} + \frac{1+\alpha}{2\pi d} + \frac{1}{2\pi d(1-\alpha)} \right) e^{-\frac{\pi d}{2}(1-\alpha)^2} \text{ otherwise}
\end{cases}
\]

Applying the Poissonian summation formula,

\[
\hat{H}_c |\Psi(k_0)\rangle = -\frac{id}{2\pi T_0} \sum_{l \in S_d(k_0)} \sum_{m \in \mathbb{Z}} \frac{d}{dx} \psi(k_0; x) \bigg|_{x=l+md} |\theta_l\rangle + |\epsilon_6\rangle + \hat{H}_c |\epsilon_5\rangle.
\]

Approximating the sum over \(m\) by the \(m = 0\) term,

\[
\hat{H}_c |\Psi(k_0)\rangle = -\frac{id}{T_0} \sum_{l \in S_d(k_0)} \frac{d}{dx} \psi(k_0; x) \bigg|_{x=l} |\theta_l\rangle + |\epsilon_7\rangle + |\epsilon_6\rangle + \hat{H}_c |\epsilon_5\rangle,
\]

where \(|\epsilon_7\rangle = -\frac{id}{T_0} \sum_{l \in S_d(k_0)} \sum_{m \in \mathbb{Z}/(0)} \frac{d}{dx} \psi(k_0; x) \bigg|_{x=l+md} |\theta_l\rangle\),

\[
e_7^\circ := \|\epsilon_7\|_2 T_0 < \begin{cases} 
\alpha d^2 \sqrt{d} \left( \frac{1-\alpha}{2} + \frac{1+\alpha}{2\pi d} + \frac{1-\alpha}{2\pi d(1-\alpha)} \right) e^{-\frac{\pi d}{2}(1-\alpha)^2} \text{ if } \sigma = \sqrt{d} \\
\alpha d^2 \sigma \left( \frac{1-\alpha}{2} + \frac{1+\alpha}{2\pi d} + \frac{1}{2\pi d(1-\alpha)} \right) e^{-\frac{\pi d}{2}(1-\alpha)^2} \text{ otherwise}
\end{cases}
\]
\( e_{\theta}^{\sigma} := \|\epsilon_{\theta}\|_2 \leq \begin{cases} 2\pi dA \left( 1 + \frac{1}{\pi} + \frac{\bar{\alpha}}{1-e^{-\pi}} \right) e^{-\frac{\sigma^2}{4d}} & \text{if } \sigma = \sqrt{d} \\ 2\pi dA \left( \frac{d}{\sigma^2} + \frac{1}{\pi} + \frac{\bar{\alpha}}{1-e^{-\pi}} \right) e^{-\frac{\sigma^2}{4d^2}} & \text{otherwise} \end{cases} \) 

(432)

We now apply the Time operator,

\[
i_{t} \hat{H}_c |\Psi(k_0)\rangle = -i \sum_{l=-\left\lfloor \frac{T_0}{d} \right\rfloor}^{\left\lceil \frac{T_0}{d} \right\rceil} \frac{d}{dx} \psi(k_0;x) \bigg|_{x=l} |\theta_l\rangle + \hat{H}_c |\epsilon_{\theta}\rangle + \hat{\epsilon}_c \left( |\epsilon_{\theta}\rangle + |\epsilon_{\theta}\rangle + \hat{H}_c |\epsilon_{\theta}\rangle \right).
\]

(433)

As before, we split the sum case wise, we find

\[
i_{t} \hat{H}_c |\Psi(k_0)\rangle = -i \sum_{l \in \mathcal{S}(\kappa_0), l > d/2} \frac{d}{dx} \psi(k_0;x) \bigg|_{x=l} |\theta_l\rangle + |\epsilon_{\theta}\rangle + \hat{\epsilon}_c \left( |\epsilon_{\theta}\rangle + |\epsilon_{\theta}\rangle + \hat{H}_c |\epsilon_{\theta}\rangle \right),
\]

(434)

where \( |\epsilon_{\theta}\rangle = i d \sum_{l \in \mathcal{S}(\kappa_0), l > d/2} \frac{d}{dx} \psi(k_0;x) \bigg|_{x=l} |\theta_l\rangle \),

(435)

\[
e_{\theta}^{\sigma} := \|\epsilon_{\theta}\|_2 < \begin{cases} \pi dA \left( 1 - \bar{\beta} + \frac{1}{\pi} + \frac{\bar{\alpha}}{1-e^{-\pi(1-\bar{\alpha})}} \right) e^{-\frac{\sigma^2}{4d^2}(1-\bar{\beta})^2} & \text{if } \sigma = \sqrt{d} \\ \pi dA \left( \frac{d}{\sigma^2}(1 - \bar{\beta} + \frac{1}{\pi} + \frac{\bar{\alpha}}{1-e^{-\pi(1-\bar{\alpha})}}) \right) e^{-\frac{\sigma^2}{4d^2}(1-\bar{\beta})^2} & \text{otherwise} \end{cases}
\]

(436)

We may thus calculate the commutator on the state,

\[
\left[ i_{t} \hat{H}_c \right] |\Psi(k_0)\rangle = i |\Psi(k_0)\rangle + |\epsilon_{\text{comm}}\rangle,
\]

(437)

where \( |\epsilon_{\text{comm}}\rangle = |\epsilon_{\theta}\rangle + \hat{\epsilon}_c \left( |\epsilon_{\theta}\rangle + |\epsilon_{\theta}\rangle + \hat{H}_c |\epsilon_{\theta}\rangle \right) - \left( |\epsilon_{\theta}\rangle + |\epsilon_{\theta}\rangle + \hat{H}_c (|\epsilon_{\theta}\rangle + |\epsilon_{\theta}\rangle) \right)\)

(438)

The operator norms of \( i_{t} \hat{H}_c \) and \( \hat{H}_c \) are bounded by \( T_0/2 \) and \( \pi d/T_0 \) respectively, and we can thus bound the norm of the total error, expressed here for the symmetric state only,

\[
\|\epsilon_{\text{comm}}\|_2 < 2\pi dA e^{-\frac{\sigma^2}{4d^2}(1-\bar{\beta})^2} + \pi d\frac{A}{2} \left( 1 + \frac{1}{\pi} + \frac{\bar{\alpha}}{1-e^{-\pi}} \right) e^{-\frac{\sigma^2}{4d^2}}
\]

(439)

\[
+ 2\pi Ad^2 \left( 1 - \bar{\alpha} \right) + \frac{\bar{\alpha}}{\pi d} \left( 2 + \frac{1}{1-e^{-\pi}(1-\bar{\alpha})} \right) \right) + \frac{\bar{\beta}}{2} \left( 1 - \bar{\alpha} + \frac{1}{\pi d} + \frac{1}{1-e^{-\pi}(1-\bar{\alpha})} \right) \right) e^{-\frac{\sigma^2}{4d^2}(1-\bar{\beta})^2}
\]

(440)

\[
+ dA \left( d(\pi + 1)(1 + \bar{\beta}) + 2 + \frac{2}{1-e^{-\pi}} + \bar{\alpha} \left( d(\pi + 1) + \frac{2}{1-e^{-\pi}} \right) \right) e^{-\frac{\sigma^2}{4d^2}}
\]

(441)

\[
+ \pi d\frac{A}{2} e^{-\frac{\sigma^2}{4d^2}} + \pi d\frac{A}{2} \left( 1 + \frac{1}{\pi} + \frac{\bar{\alpha}}{1-e^{-\pi}} \right) e^{-\frac{\sigma^2}{4d^2}(1-\bar{\alpha})^2}
\]

(442)

\[
+ \pi dA \left( 1 + \frac{1}{\pi} + \frac{\bar{\alpha}}{1-e^{-\pi}} \right) e^{-\frac{\sigma^2}{4d^2}} + \pi dA \left( 1 - \bar{\beta} + \frac{1}{\pi} + \frac{\bar{\alpha}}{1-e^{-\pi}(1-\bar{\beta})} \right) e^{-\frac{\sigma^2}{4d^2}(1-\bar{\beta})^2}.
\]

(443)

For the completely symmetric state,

\[
\|\epsilon_{\text{total}}\|_2 < 2\pi dA \frac{1}{1-e^{-\pi}} + \pi d\frac{A}{2} \left( 1 + \frac{1}{\pi} \right) + 2\pi Ad^2 \left( 1 + \frac{1}{\pi} \right) \left( 2 + \frac{1}{1-e^{-\pi}} \right) + dA \left( d(\pi + 1) + 2 + \frac{2}{1-e^{-\pi}} \right) + \pi d\frac{A}{2} \left( 1 + \frac{1}{\pi} \right) + \pi d\frac{A}{2} \left( 1 + \frac{1}{\pi} \right) \left( 2 + \frac{1}{1-e^{-\pi}} \right)
\]

(444)

\[
+ 2\pi dA \left( 1 + \frac{1}{\pi} \right),
\]

(445)

which can be simplified to

\[
\|\epsilon_{\text{comm}}\|_2 = O(d^{3/4}) e^{-\frac{\sigma^2}{4d}},
\]

(446)

(recall that \( A \) is of the order \( d^{-1/4} \)).
In this section we state a conjecture about the tightness of our results. This is based on numerical studies and some intuition. We will also discuss some open questions about the properties of the bounds.

**Conjecture 1: tightness in exponential decay of clock quasi-continuity.** Based on numerical studies, we conjecture that the norm of $|c\rangle$ in Theorem IV.1 does not decay super-exponentially for all $t \in [0, T_0]$. In other words, there does not exist a $|\Psi_{nor}(k_0)\rangle \in \Lambda_{\sigma,n_0}$ and an $f : \mathbb{R} \rightarrow \mathbb{R}^+$, with $\lim_{d \rightarrow \infty} d/f(d) = 0$ such that

$$\lim_{d \rightarrow \infty} |||c\rangle ||_2 e^{f(d)} = 0 \quad \forall t \in [0, T_0],$$

(448)

where $T_0 > 0$ and $|c\rangle$ is defined in Theorem IV.1.

If the conjecture is indeed correct, it would prove the tightness of the exponential decay bound for symmetric states, the next related interesting questions would be whether this bound is only achievable for symmetric states and whether the factor of $\pi/4$ is optimal for completely symmetric states. Furthermore, since the family of Gaussian clock states $|\Psi_{nor}(k_0)\rangle \in \Lambda_{\sigma,n_0}$ are minimum uncertainty states, we propose that out of all normalized states $|\psi\rangle$ in $\mathcal{H}_c$ satisfying $[\hat{t}_c, \hat{H}_c] |\psi\rangle = i |\psi\rangle + |c\rangle$; their corresponding error $|||c\rangle ||_2$ will decay, at most, exponentially fast in $d$. As such, we expect that the exponential decay in clock dimension is a fundamental limitation of finite dimensional clocks.

There are also related interesting questions concerning the continuous quasi-control too. For example, we know that after one period, $t = T_0$, when the potential is zero, $V_0(x) = 0$, $\forall x \in \mathbb{R}$, that the clock is returned to its initial state $|\Psi_{nor}(k_0, \Delta)\rangle$. We know that whenever $V_0(x) \neq 0$ that this is not true. While Theorem V.1 upper bounds how small this error is, what is not so clear is how quickly the error $|||c\rangle ||_2$ in Theorem V.1 goes to zero in the limit that $||V_0||_2 \rightarrow 0$. Such scaling is numerically challenging to estimate, and we thus do not propose an answer. e.g. it would be interesting to know whether it is power law decay or exponential decay in $1/||V_0||_2$.

**Appendix A: The idealized momentum clock**

In this Section we will elaborate further on the idealised clock discussed in Section II A.

### 1. The ideal time operator and idealised clock

Consider the idealised clock, described by the time operator $\hat{t} = \hat{x}_c$, and Hamiltonian $\hat{H} = \hat{p}_c$, where $\hat{x}_c$ and $\hat{p}_c$ are the canonically conjugate position and momentum operators of a free particle in one dimension with domain $D_0$ of infinitely differentiable functions of compact support on $L^2(\mathbb{R})$. All operators acting on the clock in this section and the following will be assumed to be on $D_0$. Due to the commutator,

$$-i[\hat{t}, \hat{H}] = 1,$$

(A1)

it follows that in the Heisenberg picture, $\hat{t}$ satisfies

$$\frac{d}{dt} \hat{t}(t) = 1, \quad \forall t \in \mathbb{R}. \quad (A2)$$

For the idealised clock the equation of motion (A1) may equivalently be expressed as a property of the state of the clock. In the Schrödinger picture,

$$\langle x|e^{-i\hat{H}t} |\Psi\rangle = \langle x-t|\Psi\rangle,$$

(A3)

where $|x\rangle, x \in \mathbb{R}$ is a generalised eigenvector of $\hat{x}_c$. This is true for any $t \in \mathbb{R}$, and we label this property *continuity.*

---

3 Up to an exponentially decaying correction in clock dimension.

4 We have used this domain for simplicity, one can equip $\hat{x}_c$ and $\hat{p}_c$ with larger domains if desired.
2. The idealised quantum control

Quantum control requires more than accurate measurements of time, in addition the control must be able to influence another system without the intervention of an external observer, and at well-defined times. In this Section we review a well-known result regarding the idealised clock which will be used in Section VIB to prove the idealised clock’s ability to control. This result is that the idealised clock remains continuous under the action of a potential, i.e.

$$\langle x|e^{-i(\hat{p}_c+V(\hat{x}_c))t}|\Psi \rangle = e^{-i \int_{x_0}^{x} V(x')dx'} \langle x-t|\Psi \rangle,$$  \hspace{1cm} (A4)

$V \in D_0, x, t \in \mathbb{R}$. Labelling the wavefunction $\langle x|e^{-i(\hat{p}_c+V(\hat{x}_c))t}|\Psi \rangle$ as $\psi(x, t)$, then (A4) is equivalent to

$$\psi(x, t) = \psi(x - t, 0)e^{-i \int_{x_0}^{x} V(x')dx'}.$$  \hspace{1cm} (A5)

We proceed to verify that it is the solution to Schrodinger’s equation for the clock,

$$i \frac{\partial}{\partial t} \psi(x, t) = -i \frac{\partial}{\partial x} \psi(x, t) + V(x)\psi(x, t).$$  \hspace{1cm} (A6)

Direct calculation gives

\begin{align*}
\frac{\partial}{\partial t} \psi(x, t) & = - \left( \frac{\partial}{\partial x} \psi(x - t, 0) \right) e^{-i \int_{x_0}^{x} V(x')dx'} \\
& \quad - i V(x - t) \psi(x, t), \\
\frac{\partial}{\partial x} \psi(x, t) & = + \left( \frac{\partial}{\partial x} \psi(x - t, 0) \right) e^{-i \int_{x_0}^{x} V(x')dx'} \\
& \quad - i (V(x) - V(x - t)) \psi(x, t),
\end{align*}

(A7)

(A8)

from which it is easily verified that $\psi(x, t)$ does indeed satisfy (A6).

Appendix B: The Salecker-Wigner-Peres finite clock - Introduction and shortcomings

1. Hamiltonian, time-states, and the time operator

In this section we review the finite clock introduced by H. Salecker and E.P. Wigner [31], and studied by A. Peres [28]. We review the features that make this the model of choice for finite-dimensional clocks, as well as some of its apparent difficulties in copying the behaviour of the idealised clock.

The Hamiltonian of the Salecker-Wigner clock is equally spaced among $d$ energy levels,

$$\hat{H}_c = \sum_{n=0}^{d-1} n\omega |E_n\rangle \langle E_n|. $$ \hspace{1cm} (B1)

The frequency $\omega$ determines both the energy spacing as well as the time period of the clock, $T_0 = 2\pi/\omega$. It is easily verifiable that $e^{-i\hat{H}_c T_0} = \mathbb{1}_e$, and thus any state of the clock repeats itself after time $T_0$. (We will use $T_0$ rather than $\omega$ wherever possible).

Given the Salecker-Wigner Hamiltonian, one can construct a basis of time-states, $\{|\theta_k\rangle\}_{k=0}^{d-1}$, mutually unbiased w.r.t. the energy states,

$$|\theta_k\rangle = \frac{1}{\sqrt{d}} \sum_{n=0}^{d-1} e^{-i2\pi nk/d} |E_n\rangle.$$  \hspace{1cm} (B2)

This is precisely the discrete Fourier transform, (D.F.T.). It will also be useful to extend the range of $k$ to $\mathbb{Z}$. Extending the range of $k$ in Eq. (B1) it follows $|\theta_k\rangle = |\theta_{k \mod d}\rangle$ for $k \in \mathbb{Z}$. One may switch back to the energy basis via the inverse D.F.T.,

$$|E_n\rangle = \frac{1}{\sqrt{d}} \sum_{k=0}^{d-1} e^{i2\pi nk/d} |\theta_k\rangle.$$  \hspace{1cm} (B3)
The basis of time-states is orthonormal, \( \langle \theta_{k'} | \theta_k \rangle = \delta_{kk'} \). The label \textit{time states} is assigned to them because they rotate into each other in regular time intervals of \( T_0/d \), i.e.

\[
e^{-i \hat{H}_c T_0/d} |\theta_k\rangle = |\theta_{k+1}\rangle, \quad k \in \mathbb{Z}.
\] (B4)

The rotation is cyclic, meaning that \( |\theta_{d-1}\rangle \) is rotated into \( |\theta_0\rangle \).

Since any state of the clock may be expressed in the basis of time-states, the rotation property is true for every state,

\[
\langle \theta_k | e^{-i \hat{H}_c m T_0/d} |\Psi\rangle = \langle \theta_{k-m} |\Psi\rangle, \quad k, m \in \mathbb{Z}.
\] (B5)

This motivates the definition of a \textit{Time operator} analogous to the Energy operator (B1),

\[
\hat{t}_c = \sum_{k=0}^{d-1} k \frac{T_0}{d} |\theta_k\rangle \langle \theta_k|.
\] (B6)

Each time state \( |\theta_k\rangle \) is an eigenstate of the time operator, with the eigenvalue equal to the time taken to rotate from \( |\theta_0\rangle \) to \( |\theta_k\rangle \).

For intermediate times, as calculated by A. Peres [28], a time-state spreads out to a superposition of a number of time states,

\[
e^{-i \hat{H}_c x T_0/d} |\theta_k\rangle = \sum_{l=0}^{d-1} \frac{1}{d} \left( \frac{1 - e^{-2\pi i (k+x-l)}}{1 - e^{-2\pi i (k+x-l)/d}} \right) |\theta_l\rangle, \quad x \in [0, d], \quad k \in \mathbb{Z}.
\] (B7)

In Fig. 5 we compare the behaviour of the time-state against the idealised case, for \( d = 8 \).

A more fundamental shortcoming is that the time operator (B6) can never approach the ideal commutation relation (A1) with the Hamiltonian. As noted by Peres [28],

\[
\langle \theta_k | [\hat{t}_c, \hat{H}_c] |\theta_k\rangle = 0, \quad \forall \ k \in \mathbb{Z}, \quad \forall \ d \in \mathbb{N}^+.
\] (B8)

This is consistent with the observation by H. Weyl [45] that the canonical commutation relation cannot be obeyed by finite dimensional operators.

However, while the example of Eq. (B8) demonstrates that ideal commutator is impossible to achieve for operators with domain on the full \( d \) dimensional Hilbert space of the clock (even in the \( d \to \infty \) limit), it is possible to approximately achieve this after one restricts the domain of the operators to a sub domain. The domain defined by the linear span of the clock states (which excludes pure angle states \( |\theta_k\rangle \) and will be defined precisely later) is one such example, i.e.

\[
[\hat{t}_c, \hat{H}_c] |\Psi\rangle \approx i |\Psi\rangle,
\] (B9)

for clock states \( |\Psi\rangle \), and where the approximation becomes exact in the \( d \to \infty \) limit. We will return to this issue in Section VII where we will derive a rigorous version of Eq. (B9).

2. Shortcomings of the time-states

The first problem with the time-states is that their behaviour is not \textit{continuous} in any sense, i.e. the regular rotation of one angle state into another (B5) is only true for particular time intervals, unlike the continuity of the idealised clock (A3).

For intermediate times, as calculated by A. Peres [28], a time-state spreads out to a superposition of a number of time states,

\[
e^{-i \hat{H}_c x T_0/d} |\theta_k\rangle = \sum_{l=0}^{d-1} \frac{1}{d} \left( \frac{1 - e^{-2\pi i (k+x-l)}}{1 - e^{-2\pi i (k+x-l)/d}} \right) |\theta_l\rangle, \quad x \in [0, d], \quad k \in \mathbb{Z}.
\] (B7)

In Fig. 5 we compare the behaviour of the time-state against the idealised case, for \( d = 8 \).

A more fundamental shortcoming is that the time operator (B6) can never approach the ideal commutation relation (A1) with the Hamiltonian. As noted by Peres [28],
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\langle \theta_k | [\hat{t}_c, \hat{H}_c] |\theta_k\rangle = 0, \quad \forall \ k \in \mathbb{Z}, \quad \forall \ d \in \mathbb{N}^+.
\] (B8)

This is consistent with the observation by H. Weyl [45] that the canonical commutation relation cannot be obeyed by finite dimensional operators.

However, while the example of Eq. (B8) demonstrates that ideal commutator is impossible to achieve for operators with domain on the full \( d \) dimensional Hilbert space of the clock (even in the \( d \to \infty \) limit), it is possible to approximately achieve this after one restricts the domain of the operators to a sub domain. The domain defined by the linear span of the clock states (which excludes pure angle states \( |\theta_k\rangle \) and will be defined precisely later) is one such example, i.e.

\[
[\hat{t}_c, \hat{H}_c] |\Psi\rangle \approx i |\Psi\rangle,
\] (B9)

for clock states \( |\Psi\rangle \), and where the approximation becomes exact in the \( d \to \infty \) limit. We will return to this issue in Section VII where we will derive a rigorous version of Eq. (B9).
FIG. 5: The expectation value (blue) and variance (green) of the time operator \( B_6 \) given the initial state \( |\theta_0\rangle \), for \( d = 8, T_0 = 1 \). The idealised case \( \langle \hat{t} \rangle = t \) is in orange.

Appendix C: Mathematical results used in the proofs

There are many mathematical results used in this supplemental in the proofs. Here we state the ones which are used repetitively in many proofs. When a mathematical result is used only once or twice; or confined to a particular lemma, it has been stated directly in the proof.

1. Fourier transform as a function of dimension \( d \)

**Definition 12** (Standard fourier transform). \[ \text{Given } f \in \ell(R)^5 \text{ its Fourier transform is defined as} \]

\[
\hat{f}(\zeta) = \int_R f(x) e^{-i2\pi x \zeta} dx.
\]  
(C1)

In this article, we do not use this version of the Fourier transform, rather we work extensively with the following Fourier transform with an additional parameter \( d \),

**Definition 13.**

\[
\hat{\psi}(p) = \frac{1}{\sqrt{d}} \int_R \psi(x) e^{-i2\pi px/d} dx,
\]  
(C2)

which is closely related to the Discrete Fourier transform.

Throughout the article, the words ‘Fourier transform’ and the shorthand \( F_d \) will refer to (C2).

**Corollary C.0.1** (Useful Fourier relations). If \( F_d [\psi(x)] = \hat{\psi}(p) \),

\[
\psi(x) = F_d^{-1} \left[ \hat{\psi}(p) \right] = \frac{1}{\sqrt{d}} \int_{-\infty}^{\infty} \hat{\psi}(p) e^{+i2\pi px/d} dp
\]  
(C3)

\(^5\) \( \ell \) refers to the Schwartz space, i.e. the function space of functions all of whose derivatives decrease faster than any polynomial.\[10\] Gaussian functions are easily seen to be within this class.
Proof. By induction. The theorem is true by definition for $n = 1$, and
then modify it to the version we need.

Lemma C.0.1. Suppose that a function $f$ and its (standard) Fourier transform $\tilde{f}$ belong to $L^1(\mathbb{R}^n)$ and satisfy

$$|f(x)| + |\tilde{f}(x)| \leq C (1 + x)^{-n-\delta}$$

(C8)

for some $C, \delta > 0$. Then $f$ and $\tilde{f}$ are both continuous, and $\forall x \in \mathbb{R}^n$ we have

$$\sum_{m \in \mathbb{Z}^n} \tilde{f}(m) = \sum_{m \in \mathbb{Z}^n} f(m).$$

(C9)

Note that any function in the Schwartz space satisfies (C8). In this article we use the Poisson summation only upon Gaussian functions or Gaussians multiplied by functions of bounded derivatives, both of which are members of the Schwartz space.

Corollary C.0.2 (Poisson summation for $F_d$). If $\psi \in \ell(\mathbb{R})$, then

$$\sum_{m \in \mathbb{Z}} \psi(m) = \sqrt{d} \sum_{m \in \mathbb{Z}} \tilde{\psi}(md),$$

(C10)

and

$$\sum_{m \in \mathbb{Z}} \tilde{\psi}(m) = \sqrt{d} \sum_{m \in \mathbb{Z}} \psi(md).$$

(C11)

3. Addition of unitary errors

Lemma C.0.2. (Unitary errors add linearly.)

Consider a sequence of unitaries $\{U_m\}_{m=1}^N$ on a Hilbert space $\mathcal{H}$, and let $\{\Phi_m\}_{m=0}^N$ be a sequence of states in $\mathcal{H}$ with the following property:

$$||| \Phi_m \rangle - U_m | \Phi_{m-1} \rangle ||_2 = \epsilon_m,$$

(C12)

where $||.||_2$ is the $l_2$ vector norm. Then $\forall 1 \leq n \leq N$ we have

$$||| \Phi_n \rangle - U_n U_{n-1} \ldots U_1 | \Phi_0 \rangle ||_2 \leq \sum_{m=1}^n \epsilon_m.$$

(C13)

Proof. By induction. The theorem is true by definition for $n = 1$, and if the theorem is true for all $n$ up to $k$, then for $n = k + 1$,

$$||| \Phi_{k+1} \rangle - U_{k+1} U_k \ldots U_1 | \Phi_0 \rangle ||_2 \leq ||| \Phi_{k+1} \rangle - U_{k+1} | \Phi_k \rangle + U_{k+1} (| \Phi_k \rangle - U_k \ldots U_1 | \Phi_0 \rangle) ||_2 \leq \sum_{m=1}^k \epsilon_m, \quad \text{(C17)}$$

where we used the Minkowski vector norm inequality and the invariance under unitary transformations of the $l_2$ norm.
Appendix D: Error Bounds

1. The norm of a discretized Gaussian (Normalization of $|\Psi(k_0)\rangle$)

   a. Normalizing $|\Psi(k_0)\rangle$

   We calculate the norm of a state in the space $\Lambda_{\sigma,n_0}$:

   $$\|\Psi(k_0)\|_2^2 = A^2 \sum_{k \in S_d(k_0)} e^{-\frac{2\pi}{\sigma^2}(k-k_0)^2}$$  \hspace{1cm} (D1)

   $$= A^2 \left( \sum_{k \in \mathbb{Z}} e^{-\frac{2\pi}{\sigma^2}(k-k_0)^2} + \epsilon_1 \right),$$ \hspace{1cm} (D2)

   where $|\epsilon_1| = \sum_{k \in \mathbb{Z}/S_d(k_0)} e^{-\frac{2\pi}{\sigma^2}(k-k_0)^2} < \frac{2e^{-\frac{2\pi^2}{\sigma^2}}}{1 - e^{-\frac{2\pi}{\sigma^2}}} := \epsilon_1$,  \hspace{1cm} (D3)

   applying results from Sec. [D2]. Applying the Poissonian summation formula on the sum,

   $$\|\Psi(k_0)\|_2^2 = A^2 \left( \frac{\sigma}{\sqrt{2}} \sum_{m \in \mathbb{Z}} e^{-\frac{\pi^2}{\sigma^2}m^2} e^{-i2\pi(md)k_0/d + \epsilon_1} \right)$$ \hspace{1cm} (D4)

   $$= A^2 \left( \frac{\sigma}{\sqrt{2}} + \epsilon_2 + \epsilon_1 \right),$$ \hspace{1cm} (D5)

   where $|\epsilon_2| \leq \sum_{m \in \mathbb{Z}/\{0\}} e^{-\frac{\pi^2}{\sigma^2}m^2} < \frac{2e^{-\frac{\pi^2}{\sigma^2}}}{1 - e^{-\pi\sigma^2}} := \epsilon_2$.  \hspace{1cm} (D6)

   Thus for $|\Psi_{\text{new}}(k_0)\rangle$ defined in Def. [I], we have that $A$ given by Eq. (25) satisfies

   $$\left( \frac{2}{\sigma^2} \right)^{1/2} - \frac{\sigma}{\sqrt{2}} \left( \frac{\sigma}{\sqrt{2}} + \epsilon_1 + \epsilon_2 \right) \leq A^2 \leq \left( \frac{2}{\sigma^2} \right)^{1/2} + \frac{\sigma}{\sqrt{2}} \left( \frac{\sigma}{\sqrt{2}} + \epsilon_1 + \epsilon_2 \right),$$ \hspace{1cm} (D7)

   where $\epsilon_1, \epsilon_2$ are given by Eqs. (D3) and (D6) respectively.

   Of the two bounds $\epsilon_1$ and $\epsilon_2$, the first is the greater error for $\sigma > \sqrt{d}$, while the second dominates for $\sigma < \sqrt{d}$. At the midpoint, if $\sigma = \sqrt{d}$,

   $$\bar{\epsilon}_1 = \bar{\epsilon}_2 = \frac{2e^{-\pi d/2}}{1 - e^{-2\pi}}.$$ \hspace{1cm} (D8)

   b. Re-normalizing $|\Psi(k_0)\rangle$

   In some instances we will have to re-normalize the state $|\Psi(k_0)\rangle$. This will consist in upper bounding $A/A'$ where both $A$ and $A'$ satisfy Eq. (25) but for different values of $k_0$. We will thus want to upper bound

   $$\epsilon_A = \frac{A}{A'} - 1.$$ \hspace{1cm} (D9)

   re-writing Eq. (D7) using the short hand $a - \epsilon \leq A^2 \leq a + \epsilon$ and noting that $\epsilon < a$, we can write

   $$\epsilon_A = \sqrt{\frac{A^2}{A'^2}} - 1 \leq \sqrt{\frac{a + \epsilon}{a - \epsilon}} - 1 = \sqrt{\frac{1 + \frac{2\epsilon}{a - \epsilon}}{a - \epsilon}} - 1 \leq \frac{2\epsilon}{a - \epsilon} = \frac{2\sqrt{2}}{\sigma} (\bar{\epsilon}_1 + \bar{\epsilon}_2),$$ \hspace{1cm} (D10)

   where in the last line we have converted back to the notation of Eq. (D7) and simplified the expression. Recall that $\bar{\epsilon}_1, \bar{\epsilon}_2$ are given by Eqs. (D3) and (D6) respectively. Similarly, we can lower bound $\epsilon_A$. We find,

   $$\epsilon_A = \sqrt{\frac{A^2}{A'^2}} - 1 \geq \sqrt{\frac{a - \epsilon}{a + \epsilon}} - 1 = \sqrt{\frac{1 - \frac{2\epsilon}{a + \epsilon}}{a + \epsilon}} - 1 \geq -\frac{2\epsilon}{a + \epsilon} \geq -\frac{2\epsilon}{a - \epsilon} = -\frac{2\sqrt{2}}{\sigma} (\bar{\epsilon}_1 + \bar{\epsilon}_2),$$ \hspace{1cm} (D11)
2. Bounds on the tails of discrete Gaussians

In this section we state some well known useful bounds which will be used throughout the proofs in appendix. For $\Delta \in \mathbb{R}$, we have the following bounds on the summations over Gaussian tails.

**Lemma D.0.1.**

$$\sum_{n=a}^{\infty} e^{-\frac{(n-X)^2}{\Delta^2}} < e^{-\frac{(a-X)^2}{\Delta^2}} \left( \frac{e^{-2(a-X)^2}}{1-e^{-2(a-X)^2}} \right), \quad \text{for } a > X \in \mathbb{R}$$  \hspace{1cm} (D12)

**Proof.**

$$\sum_{n=a}^{\infty} e^{-\frac{(n-X)^2}{\Delta^2}} = \sum_{m=0}^{\infty} e^{-\frac{(a-X+m)^2}{\Delta^2}} = e^{-\frac{(a-X)^2}{\Delta^2}} \sum_{m=0}^{\infty} e^{-\frac{2m(a-X)}{\Delta^2}} e^{-\frac{m^2}{\Delta^2}}$$  \hspace{1cm} (D13)

$$< e^{-\frac{(a-X)^2}{\Delta^2}} \sum_{m=0}^{\infty} e^{-\frac{2m(a-X)}{\Delta^2}} = e^{-\frac{(a-X)^2}{\Delta^2}} \left( \frac{e^{-2(a-X)^2}}{1-e^{-2(a-X)^2}} \right)$$  \hspace{1cm} (D14)

【】

**Lemma D.0.2.**

$$\int_b^{\infty} x e^{-\frac{x^2}{2\Delta^2}} dx = \frac{\Delta^2}{2} e^{-\frac{b^2}{2\Delta^2}}$$  \hspace{1cm} (D15)

**Proof.** By direct integration.  【】

**Lemma D.0.3.**

$$\sum_{n=a}^{\infty} (n-X) e^{-\frac{(n-X)^2}{\Delta^2}} < \left( a - X + \frac{\Delta^2}{2} \right) e^{-\frac{(a-X)^2}{\Delta^2}}, \quad \text{for } a > X + \Delta \in \mathbb{R}$$  \hspace{1cm} (D16)

**Proof.**

$$\sum_{n=a}^{\infty} (n-X) e^{-\frac{(n-X)^2}{\Delta^2}} = (a-X) e^{-\frac{(a-X)^2}{\Delta^2}} + \sum_{n=a+1}^{\infty} (n-X) e^{-\frac{(n-X)^2}{\Delta^2}}$$  \hspace{1cm} (D17)

Since $(x-X) e^{-\frac{(x-X)^2}{\Delta^2}}$ is monotonically decreasing for $x > X + \Delta$, (which $a$ satisfies),

$$\sum_{n=a+1}^{\infty} (n-X) e^{-\frac{(n-X)^2}{\Delta^2}} < \int_a^{\infty} (x-X) e^{-\frac{(x-X)^2}{\Delta^2}} dx = \frac{\Delta^2}{2} e^{-\frac{(a-X)^2}{\Delta^2}}$$  \hspace{1cm} (D18)

【】

**Lemma D.0.4.**

$$\sum_{n=a}^{\infty} (n-X)^2 e^{-\frac{(n-X)^2}{\Delta^2}} < \left( (a-X)^2 + \frac{\Delta^2}{2} \left( a - X + \frac{1}{1-e^{-2(a-X)^2}} \right) \right) e^{-\frac{(a-X)^2}{\Delta^2}}, \quad \text{for } a > X + \sqrt{2}\Delta \in \mathbb{R}$$  \hspace{1cm} (D19)

**Proof.**

$$\sum_{n=a}^{\infty} (n-X)^2 e^{-\frac{(n-X)^2}{\Delta^2}} = (a-X)^2 e^{-\frac{(a-X)^2}{\Delta^2}} + \sum_{n=a+1}^{\infty} (n-X)^2 e^{-\frac{(n-X)^2}{\Delta^2}}$$  \hspace{1cm} (D20)

Since $(x-X)^2 e^{-\frac{(x-X)^2}{\Delta^2}}$ is monotonically decreasing for $x > X + \sqrt{2}\Delta$, (which $a$ satisfies),

$$\sum_{n=a+1}^{\infty} (n-X)^2 e^{-\frac{(n-X)^2}{\Delta^2}} < \int_a^{\infty} (x-X)^2 e^{-\frac{(x-X)^2}{\Delta^2}} dx$$  \hspace{1cm} (D21)

$$= \frac{\Delta^2}{2} \left( (a-X)^2 e^{-\frac{(a-X)^2}{\Delta^2}} + \int_a^{\infty} e^{-\frac{(x-X)^2}{\Delta^2}} dx \right)$$  \hspace{1cm} (D22)
We use the monotonicity again, together with lemma D.0.1,

\[ \int_{a}^{\infty} e^{-\frac{(x-a)^2}{\Delta^2}} dx < \sum_{n=a}^{\infty} e^{-\frac{(n-x)^2}{\Delta^2}} < \frac{e^{-\frac{(a-x)^2}{\Delta^2}}}{1 - e^{-\frac{2(a-x)}{\Delta^2}}} \]  

\[ \text{(D23)} \]

3. Commutator section

Here we provide some supplementary details to the proofs of some of the bounds used in the proof of Theorem VII.1.

1. Bounding \( \epsilon_1^{\infty} \)

\[ \left\| \epsilon_1^{\infty} \right\|_2 < T_0 \sum_{k \in \mathcal{S}(k_0), k > \frac{a}{2}} |\psi(k_0; k)| \]  

\[ \begin{aligned} &< T_0 \sum_{k = \frac{a+1}{2}}^{\infty} |\psi(k_0; k)| \quad \text{increasing the range of the sums} \\ &< T_0 \sum_{k = \frac{a+1}{2}}^{\infty} e^{-\frac{\sigma^2}{\pi^2} (k - k_0)^2} \quad \text{monotonicity (decreasing) of } \psi(k_0; k) \\ &< T_0 A e^{-\frac{\pi^2}{\sigma^2} \left( \frac{1}{2} - k_0 \right)^2} \quad \text{if } \sigma = \sqrt{d} \\ &= \begin{cases} 2T_0 A e^{-\frac{\pi^2}{\sigma^2} \left( \frac{1}{2} - k_0 \right)^2} & \text{if } \sigma = \sqrt{d} \\ 2T_0 A e^{-\frac{\pi^2}{\sigma^2} \left( \frac{1}{2} - k_0 \right)^2} & \text{otherwise} \end{cases} \end{aligned} \]  

\[ \text{(D24)} \]

\[ \text{(D25)} \]

\[ \text{(D26)} \]

\[ \text{(D27)} \]

\[ \text{(D28)} \]

\[ \text{(D29)} \]

\[ \text{(D30)} \]

\[ \text{(D31)} \]

\[ \text{(D32)} \]

\[ \text{(D33)} \]

\[ \text{(D34)} \]

\[ \text{(D35)} \]

2. Bounding \( \epsilon_2^{\infty} \)

\[ \left\| \epsilon_2^{\infty} \right\|_2 = \frac{T_0}{d \sqrt{d}} \sum_{n=0}^{d-1} \sum_{k \in \mathbb{Z}/\mathcal{S}(k_0)} |k \psi(k_0; k)| \]  

\[ \begin{aligned} &< \frac{T_0}{\sqrt{d}} \sum_{k \in \mathbb{Z}/\mathcal{S}(k_0)} |k \psi(k_0; k)| \quad \text{trivial sum w.r.t. } n \\ &< \frac{2T_0 A}{\sqrt{d}} \sum_{k = k_0 + \frac{a}{2}}^{\infty} k e^{-\frac{\pi^2}{\sigma^2} (k - k_0)^2} \quad \text{picking the larger error (right side)} \\ &< \frac{2T_0 A}{\sqrt{d}} \sum_{k = k_0 + \frac{a}{2}}^{\infty} \left[ (k - k_0) + k_0 \right] e^{-\frac{\pi^2}{\sigma^2} (k - k_0)^2} \quad \text{splitting into two sums} \\ &< \frac{2T_0 A}{\sqrt{d}} \left[ \frac{d}{2} + \frac{\sigma^2}{2\pi} + \frac{k_0}{1 - e^{-\frac{2\pi^2}{\sigma^2}}} \right] e^{-\frac{\pi^2}{\sigma^2} \left( \frac{1}{2} \right)^2} \\ &< \begin{cases} T_0 A \sqrt{d} \left( 1 + \frac{1}{\pi} + \frac{\beta}{1 - e^{-\pi}} \right) e^{-\frac{\pi d}{\sigma^2}} & \text{if } \sigma = \sqrt{d} \\ T_0 A \sqrt{d} \left( 1 + \frac{\sigma^2}{\pi d} + \frac{\beta}{1 - e^{-\frac{\pi^2}{\sigma^2}}} \right) e^{-\frac{\pi d^2}{\sigma^2}} & \text{otherwise} \end{cases} \end{aligned} \]  

\[ \text{(D36)} \]

\[ \text{(D37)} \]

\[ \text{(D38)} \]

\[ \text{(D39)} \]
3. Bounding $\epsilon_{3/4}^{co}$

$$\|\epsilon_{3/4}^{co}\|_2 = \sqrt{d} \sum_{l \in \mathcal{S}(k_0)} \sum_{n=0}^{m} \sum_{m \in \mathbb{Z}} \frac{A\sigma}{\sqrt{d}} \left| m \left( -\frac{2\pi \sigma^2}{d^2}(p-n_0) - i\frac{2\pi k_0}{d} \right) e^{-\frac{\pi^2 \sigma^2}{d^2}(p-n_0)^2} \right|_{p=n+md} \right) .$$

(D36)

Trivial sum w.r.t. $l$, bound the error by twice the right side error (w.r.t. $m$), choose $n = -d/2$ for worst case scenario, then trivial sum over $n$, and express $n_0$ in terms of $\alpha$,

$$\|\epsilon_{3/4}^{co}\|_2 = 2Ad^2\sigma 2\pi \sum_{m=1}^{\infty} \left( m - \frac{1+\alpha}{2} + \frac{1-\alpha}{2} \right) \left( \frac{\sigma^2}{d} \left( m - \frac{1+\alpha}{2} + \frac{\beta}{2} \right) e^{-\frac{\sigma^2}{2d}(m - \frac{1+\alpha}{2})^2} \right).$$

(D37)

Applying all of the bounds on the tails of Gaussians on each of the 4 terms,

$$\frac{\|\epsilon_{3/4}^{co}\|_2}{2\pi Ad^2} = 2\sigma \cdot \frac{\sigma^2}{d} \left[ \left( 1 - \frac{\alpha}{2} \right)^2 + \frac{1}{2\pi \sigma^2} \left( 1 - \frac{\alpha}{2} + 1 + \frac{1}{1 - e^{-\pi \sigma^2(1-\alpha)}} \right) \right] e^{-\frac{\pi^2 \sigma^2}{d^2}(1-\alpha)^2}$$

(D38)

$$+ 2\sigma \cdot \frac{\sigma^2}{d} \left( \frac{1+\alpha}{2} \right) \left( 1 - \frac{\alpha}{2} + 1 + \frac{1}{1 - e^{-\pi \sigma^2(1-\alpha)}} \right) e^{-\frac{\pi^2 \sigma^2}{d^2}(1-\alpha)^2}$$

(D39)

$$+ 2\sigma \cdot \frac{\beta}{2} \left( \frac{1 - \alpha}{2} + \frac{1}{2\pi \sigma^2} \right) e^{-\frac{\pi^2 \sigma^2}{d^2}(1-\alpha)^2}$$

(D40)

$$+ 2\sigma \cdot \left( \frac{1 + \alpha}{2} \right) \frac{\beta}{2} \left( 1 - \frac{1}{1 - e^{-\pi \sigma^2(1-\alpha)}} \right) e^{-\frac{\pi^2 \sigma^2}{d^2}(1-\alpha)^2}$$

(D41)

$$= \left\{ \begin{array}{ll}
\sqrt{d} \left[ (1-\alpha) + \frac{1}{\pi d} \left( 2 + \frac{1}{1 - e^{-\pi \sigma^2(1-\alpha)}} \right) + \frac{\beta}{2} \left( 1 - \alpha + \frac{1}{\pi d} + \frac{1 + \alpha}{1 - e^{-\pi \sigma^2(1-\alpha)}} \right) \right] e^{-\frac{\pi^2 \sigma^2}{d^2}(1-\alpha)^2} & \text{if } \sigma = \sqrt{d} \\
\sigma \left( \frac{\sigma^2}{d} \right) \left( (1-\alpha) + \frac{1}{\pi d} \left( 2 + \frac{1}{1 - e^{-\pi \sigma^2(1-\alpha)}} \right) + \frac{\beta}{2} \left( 1 - \alpha + \frac{1}{\pi d} + \frac{1 + \alpha}{1 - e^{-\pi \sigma^2(1-\alpha)}} \right) \right) e^{-\frac{\pi^2 \sigma^2}{d^2}(1-\alpha)^2} & \text{otherwise}
\end{array} \right. $$

(D42)

4. Bounding $\epsilon_{4/4}^{co}$

$$\|\epsilon_{4/4}^{co}\|_2 = \sum_{l \in \mathcal{S}(k_0) \cap \mathbb{Z}/(0)} \left| \frac{d}{dx} (x\psi(k_0; x)) \right|_{x=l+md} = \sum_{k \in \mathcal{S}(k_0) \cap \mathbb{Z}} \left| \frac{d}{dx} (x\psi(k_0; x)) \right|_{x=k}$$

(D43)

$$= \sum_{k \in \mathcal{S}(k_0) \cap \mathbb{Z}} \left| \left( 1 - \frac{2\pi}{\sigma^2} x(k-k_0) + i\frac{2\pi k_0}{d} x \right) e^{-\frac{\pi^2 \sigma^2}{d^2}(x-k_0)^2} \right|_{x=k}$$

(D44)

Once again, bounding the error by twice the right side error (w.r.t. $m$), and expressing $k_0$ in terms of $\beta$,

$$\|\epsilon_{4/4}^{co}\|_2 < 2dA \sum_{m=1}^{\infty} \left| 1 - \frac{2\pi}{\sigma^2} (k-k_0)^2 - \frac{2\pi}{\sigma^2} k_0 (k-k_0) + i\pi \alpha (k-k_0 + k_0) \right| e^{-\frac{\pi^2 \sigma^2}{d^2}(k-k_0)^2}$$

(D45)

Bounding each sum as a Gaussian tail, (first term is ignored as it will only make the total smaller, being of the
Once again, bounding the opposite sign

\[
\left\| e_{\epsilon}^{\alpha} \right\|_2 < 2dA \frac{2\pi}{\sigma^2} \left( \frac{d^2}{4} + \frac{\sigma^2}{2\pi} \left( \frac{d}{2} + 1 + \frac{1}{1 - e^{-\frac{\pi d}{\sigma^2}}} \right) \right) e^{-\frac{\pi d^2}{\sigma^2}}
\]
(D46)

\[
+ 2dA \frac{2\pi \beta}{\sigma^2} \left( \frac{d}{2} + \frac{\sigma^2}{2\pi} \right) e^{-\frac{\pi d^2}{\sigma^2}}
\]
(D47)

\[
+ 2dA \pi \alpha \left( \frac{d}{2} + \frac{\sigma^2}{2\pi} \right) e^{-\frac{\pi d^2}{\sigma^2}}
\]
(D48)

\[
+ 2dA \pi \alpha \frac{\beta}{2} \frac{1}{1 - e^{-\frac{\pi d}{\sigma^2}}} e^{-\frac{\pi d^2}{\sigma^2}}
\]
(D49)

\[
< \begin{cases} 
  dA \left( d(\pi + 1)(1 + \beta) + 2 + \frac{2}{1 - e^{-\pi}} + \alpha \left( d(\pi + 1) + \frac{\pi \beta}{1 - e^{-\pi}} \right) \right) e^{-\frac{\pi d^2}{\sigma^2}} & \text{if } \sigma = \sqrt{d} \\
  dA \left( (\pi d^2 + d)(1 + \beta) + 2 + \frac{2}{1 - e^{-\pi}} + \alpha \left( \pi d^2 + \frac{\pi \beta}{1 - e^{-\pi}} \right) \right) e^{-\frac{\pi d^2}{\sigma^2}} & \text{otherwise}
\end{cases}
\]
(D50)

**ALTERNATE BOUND**

\[
\left\| e_{\epsilon}^{\alpha} \right\|_2 = \sum_{l \in S_{\alpha}(k_0)} \sum_{m \in \mathbb{Z}/\{0\}} \left| \frac{d}{dx} \left( x \psi(k_0; x) \right) \right|_{x = l + m \alpha}
\]
(D51)

\[
= \sum_{l \in S_{\alpha}(k_0)} \sum_{m \in \mathbb{Z}/\{0\}} \left| \left( 1 - \frac{2\pi}{\sigma^2} x(x - k_0) + \frac{2\pi n_0 \alpha}{d} x \right) e^{-\frac{\pi}{\sigma^2} (x - k_0)^2} \right|_{x = l + m \alpha}
\]
(D52)

Once again, bounding the error by twice the right side error (w.r.t. \( m \)), and replacing \( l \) by its worst case, and trivializing the sum w.r.t. \( l \), and finally expressing \( k_0 \) in terms of \( \beta \),

\[
\left\| e_{\epsilon}^{\alpha} \right\|_2 < 2dA \sum_{m=1}^{\infty} \left| 1 - \frac{2\pi^2}{\sigma^2} \left( m - \frac{1}{2} \right)^2 - \frac{2\pi d^2}{\sigma^2} \left( m - \frac{1}{2} \right) + i2\pi d^2 \alpha \left( m - \frac{1}{2} + \frac{\beta}{2} \right) \right| e^{-\frac{\pi d^2}{\sigma^2} (m - \frac{1}{2})^2}
\]
(D53)

Once again, bounding each sum as a Gaussian tail,

\[
\left\| e_{\epsilon}^{\alpha} \right\|_2 < 2dA \frac{2\pi^2 d^2}{\sigma^2} \left( \frac{1}{4} + \frac{\sigma^2}{2\pi d^2} \left( \frac{1}{2} + 1 + \frac{1}{1 - e^{-\frac{\pi d^2}{\sigma^2}}} \right) \right) e^{-\frac{\pi d^2}{\sigma^2}}
\]
(D54)

\[
+ 2dA \frac{2\pi^2 d^2 \beta}{\sigma^2} \left( \frac{1}{4} + \frac{\sigma^2}{2\pi d^2} \right) e^{-\frac{\pi d^2}{\sigma^2}}
\]
(D55)

\[
+ 2dA \pi \alpha \frac{1}{2} \frac{\beta}{2} \frac{1}{1 - e^{-\frac{\pi d^2}{\sigma^2}}} e^{-\frac{\pi d^2}{\sigma^2}}
\]
(D56)

\[
+ 2dA \pi \alpha \frac{\beta}{2} \frac{1}{1 - e^{-\frac{\pi d^2}{\sigma^2}}} e^{-\frac{\pi d^2}{\sigma^2}}
\]
(D57)

5. Bounding \( \epsilon_{5}^{\alpha} \)

\[
\left\| e_{\epsilon}^{\alpha} \right\|_2 = \frac{1}{\sqrt{d}} \sum_{k_0 = 0}^{d-1} \sum_{k \in \mathbb{Z}/S_{\alpha}(k_0)} |\psi(k_0; k)|
\]
(D58)

\[
= \sqrt{d} \sum_{k \in \mathbb{Z}/S_{\alpha}(k_0)} e^{-\frac{\pi}{\sigma^2} (k - k_0)^2} \quad \text{trivial sum w.r.t } n
\]
(D59)

\[
< 2\sqrt{dA} \sum_{k - k_0 = \frac{d}{2}}^{\infty} e^{-\frac{\pi}{\sigma^2} (k - k_0)^2} \quad \text{bound error by right side}
\]
(D60)

\[
< \begin{cases} 
  2\sqrt{dA} \frac{e^{-\frac{\pi d}{\sigma^2}}}{1 - e^{-\pi}} & \text{if } \sigma = \sqrt{d} \\
  2\sqrt{dA} \frac{e^{-\frac{\pi d}{\sigma^2}}}{1 - e^{-\frac{\pi d}{\sigma^2}}} & \text{otherwise}
\end{cases}
\]
(D61)
6. Bounding $\epsilon_6^\infty$

$$\|\epsilon_6^\infty\|_2 < \frac{2\pi}{T_0} \sqrt{d} \sum_{l \in S_d(k_0)} \sum_{n=0}^{d-1} \sum_{m \in \mathbb{Z}} |m\tilde{\psi}(k_0; n + md)|$$  \hspace{1cm} (D62)

Trivial sum w.r.t. $l$, bounding the error by the right side (w.r.t. $m$) and replacing $n$ by the worst case $n = -\frac{d}{2}$.

$$\|\epsilon_6^\infty\|_2 = \frac{2\pi}{T_0} d^2 \sigma A \sum_{m=1}^{\infty} \left( \left( m - \frac{1+\alpha}{2} \right) + \frac{1+\alpha}{2} \right) e^{-\pi^2 \sigma^2 (m-\frac{1+\alpha}{2})^2}$$  \hspace{1cm} (D63)

$$< \left\{ \begin{array}{ll}
\frac{2\pi Ad^2}{T_0} \sqrt{d} \left( \frac{1-\alpha}{2} + \frac{1}{2\pi d} + \frac{1+\alpha}{2} \right) & e^{-\frac{\pi^2}{4}(1-\alpha)^2} \\
\frac{2\pi Ad^2 \sigma}{T_0} \left( \frac{1-\alpha}{2} + \frac{1}{2\pi \sigma^2} + \frac{1+\alpha}{2} \right) & e^{-\frac{\pi^2}{4\sigma^2}(1-\alpha)^2}
\end{array} \right. \text{ if } \sigma = \sqrt{d}$$  \hspace{1cm} (D64)

7. Bounding $\epsilon_7^\infty$

$$\|\epsilon_7^\infty\|_2 = \frac{d}{T_0} \sum_{l \in S_d(k_0)} \sum_{m \in \mathbb{Z}/\{0\}} \left| \frac{d}{dx} \psi(k_0; x) \right|_{x=l+md} = \frac{dA}{T_0} \sum_{k \in \mathbb{Z}/S_d(k_0)} \left| \frac{d}{dx} \psi(k_0; x) \right|_{x=k}$$  \hspace{1cm} (D65)

$$< \frac{2d}{T_0} \sum_{k-k_0 = \frac{d}{2}}^{\infty} \frac{2\pi}{\sigma^2} (k-k_0) + \frac{2\pi \sigma n_0}{d} e^{-\frac{\pi^2}{4}(k-k_0)^2}$$  \hspace{1cm} (D66)

$$< \left\{ \begin{array}{ll}
\frac{2\pi}{T_0} dA \left( 1 + \frac{1}{\pi} + \frac{\alpha}{1-e^{-\pi}} \right) e^{-\frac{\pi^2}{4}} & \text{ if } \sigma = \sqrt{d} \\
\frac{2\pi}{T_0} dA \left( \frac{d}{\sigma^2} + \frac{1}{\pi} + \frac{\alpha}{1-e^{-\frac{2\pi}{d}}} \right) & e^{-\frac{\pi^2 \sigma^2}{4}(1-\alpha)^2} \text{ otherwise}
\end{array} \right. $$  \hspace{1cm} (D67)

8. Bounding $\epsilon_8^\infty$

$$\|\epsilon_8^\infty\|_2 < dA \sum_{k-k_0 = \frac{d}{2}}^{\infty} \frac{2\pi}{\sigma^2} (k-k_0) + \frac{2\pi \sigma n_0}{d} e^{-\frac{\pi^2}{4}(k-k_0)^2}$$  \hspace{1cm} (D68)

$$< \left\{ \begin{array}{ll}
\pi dA \left( 1 - \beta + \frac{1}{\pi} + \frac{\alpha}{1-e^{-\pi(1-\beta)}} \right) e^{-\frac{\pi^2}{4}(1-\beta)^2} & \text{ if } \sigma = \sqrt{d} \\
\pi dA \left( \frac{d}{\sigma^2} (1-\beta) + \frac{1}{\pi} + \frac{\alpha}{1-e^{-\frac{2\pi}{d}(1-\beta)}} \right) & e^{-\frac{\pi^2 \sigma^2}{4\sigma^2}(1-\beta)^2} \text{ otherwise}
\end{array} \right. $$  \hspace{1cm} (D69)