Quantum optical communication in the presence of strong attenuation noise
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Is quantum communication possible over an optical fibre with transmissivity \( \lambda \leq 1/2 \)? The answer is well known to be negative if the environment with which the incoming signal interacts is initialised in a thermal state. However, in [PRL 125:110504, 2020] the quantum capacity was found to be always bounded away from zero for all \( \lambda > 0 \), a phenomenon dubbed ‘die-hard quantum communication’ (D-HQCOM), provided that the initial environment state can be chosen appropriately — depending on \( \lambda \). Here we show an even stronger version of D-HQCOM in the context of entanglement-assisted classical communication: entanglement assistance and control of the environment enable communication with performance at least equal to that of the ideal case of absence of noise, even if \( \lambda > 0 \) is arbitrarily small. These two phenomena of D-HQCOM have technological potential provided that we are able to control the environment. How can we achieve this? Our second main result answers this question. Here we provide a fully consistent protocol to activate the phenomena of D-HQCOM without directly accessing the environment state. This is done by sending over the channel ‘trigger signals’, i.e. signals which do not encode information, prior to the actual communication, with the goal of modifying the environment in an advantageous way. This is possible thanks to the memory effects which arise when the sender feeds signals separated by a sufficiently short temporal interval. Our results may offer a concrete scheme to communicate across arbitrarily long optical fibres, without using quantum repeaters. As a by-product of our analysis, we derive a simple Kraus representation of the thermal attenuator exploiting the associated Lindblad master equation.

I. INTRODUCTION

Transmitting qubits over long distances is crucial for building a global quantum internet, which will have an extraordinary impact on science and technology [1, 2]. Examples of applications of a global quantum internet are the possibility for any two parties on Earth to have unconditionally secure communication, shared entanglement, and clock synchronisation [3]: the exploitation of distributed quantum computing [4]; the improvement of telescope observations [5]; and the possibility to access remote quantum computers in a private way [6].

Optical fibres have not been able to transmit qubits over long distances, even with the help of quantum repeaters [7–9]. It is generally maintained that this impossibility comes not only from technological limitations, but also from more profound theoretical reasons, most notably having to do with the facts that (a) the quantum capacity of the thermal attenuator vanishes for transmissivities lower than 1/2 [10]; (b) the two-way quantum capacity of the thermal attenuator vanishes for sufficiently low transmissivities [11].

These theoretical conclusions rest on the approximation that optical fibres are memoryless [12] — i.e. that the noise affecting the transmission acts identically and independently on each signal. However, in [13, 14] it has been experimentally observed that optical fibres do not always behave in a way that complies with this assumption. Hence, in principle, non-memoryless optical fibres may allow the transmission of qubits over long distances. In this paper, we prove that this is indeed the case.

In particular, we show that it is in principle possible to transmit qubits across arbitrarily long optical fibres without using repeaters. We do this by considering a more realistic model of optical fibres, where we relax the memoryless approximation and we take into account memory effects.

This paper builds on the framework of quantum communication theory. The goal of quantum communication theory is to transfer information reliably and efficiently from a sender Alice to a receiver Bob across a fixed noisy communication line [15–17]. Since any signal that Alice feeds into the communication line can be corrupted by the noise, Alice and Bob need to apply suitable protocols in order to communicate reliably. The typical protocol is composed of three phases:

- Encoding part: Alice encodes the (classical or quantum) information she wishes to send for Bob into a quantum state of a large number of systems, each of which is then sent across the communication line.
- Noise part: The noise affects the signal travelling from Alice to Bob.
- Decoding part: Bob applies a decoding procedure on the received (corrupted) signals in order to recover the information Alice wished to send.

In technological implementations, these protocols often employ continuous variable quantum systems [18–20], e.g. photonic signals propagating across optical fibres. The transmissivity of an optical fibre is defined as the fraction of input energy that reaches the output of the
fibre. Typically, the transmissivity $\lambda$ of an optical fibre decreases exponentially with its length $L$:

$$\lambda = 10^{-\gamma \frac{L}{100}},$$

where typically $\gamma \approx 0.2$. Nowadays the absolute record is $\gamma \simeq 0.14$ [21, 22].

A memoryless optical fibre with transmissivity $\lambda$ is usually schematised as a thermal attenuator $\Phi_{\lambda,\tau}$. A thermal attenuator $\Phi_{\lambda,\tau}$ is a bosonic quantum channel that acts by mixing the input state with an environment initialised in a thermal state $\sigma_{\tau}$ through a beam splitter (BS) of transmissivity $\lambda \in [0, 1]$, where $\nu \geq 0$ denotes the mean photon number of the environment.

The quantum capacity is a figure of merit that measures the ability of a given quantum channel in transmitting reliably qubits. It turns out that the quantum capacity of the thermal attenuator $Q(\Phi_{\lambda,\tau})$ vanishes for all $\lambda \leq 1/2$ and $\nu \geq 0$ [10]. Going back to (1), this is seen to mean that it is impossible to transmit qubits across memoryless optical fibres which are longer than 15 km or at most 21.5 km.

If Alice and Bob have the possibility to communicate classically, then the relevant figure of merit for transmitting reliably qubits is the so-called two-way assisted quantum capacity [26]. It has been shown that $Q_2(\Phi_{\lambda,\tau})$ drops to zero for $\lambda$ sufficiently small if $\nu > 0$, otherwise if $\nu = 0$ it tends to zero for $\lambda$ tending to zero [11]. This means that, even if there is assistance by unlimited two-way classical communication, qubits cannot be transmitted by sufficiently long optical fibres which are memoryless. However, we show that this is not the case if one exploit memory effects in optical fibres.

The memoryless approximation holds when the temporal interval between uses of the channel is sufficiently long, so that the channel environment can return to its initial thermal state $\tau_{\nu}$ between subsequent uses [12, 23]. In this case, the quantum states of each input signal are affected by the same quantum channel $\Phi_{\lambda,\tau_{\nu}}$. On the contrary, if the time intervals are sufficiently short, the environment has not enough time to reset into the initial thermal state $\tau_{\nu}$. Therefore, in this case, any signal interacts with an environment state $\sigma$ which depends on the signals that have been sent previously, i.e. there are memory effects. This leads to the definition of general attenuator $\Phi_{\lambda,\sigma}$. The latter acts as a thermal attenuator, but the environment is initialised in an arbitrary state $\sigma$ (not necessarily thermal).

In [24] a curious phenomenon, dubbed ‘die-hard quantum communication’ (D-HQCOM), was uncovered: for all $\lambda > 0$ it is possible to find a suitable environment state $\sigma = \sigma(\lambda)$ such that the quantum capacity of the general attenuator $\Phi_{\lambda,\sigma(\lambda)}$ is larger than a positive constant $c > 0$, in formula $Q(\Phi_{\lambda,\sigma(\lambda)}) > c$. In this paper, we endow the phenomenon of D-HQCOM with a technological relevance, and we do so by exploiting memory effects in optical fibres. To this end, we design a ‘noise attenuation protocol’ that effectively turns an optical fibre with transmissivity $\lambda$ and arbitrary (typically thermal) environment state into a general attenuator $\Phi_{\lambda,\sigma(\lambda)}$, where — crucially — $\sigma(\lambda)$ activates D-HQCOM [24]. This leads to our main result: within our model and under our assumptions, it is possible for optical fibres to transmit qubits at a constant rate over arbitrarily long distances, i.e. for arbitrarily low transmissivities.

The basic idea of the noise attenuation protocol is that right before sending the actual information-carrying signals Alice will flash a trigger signal into the fibre. This serves to alter the effective environment state of the channel, turning it from $\tau_{\nu}$ into some $\sigma(\lambda)$. The net effect is that the information-carrying signal is affected not by the channel $\Phi_{\lambda,\tau_{\nu}}$, but rather by $\Phi_{\lambda,\sigma(\lambda)}$.

Our second main result concerns a generalisation of the phenomenon of D-HQCOM to the context of entanglement-assisted communication. We show that for arbitrarily low non-zero values of $\lambda$, there exists a suitable state $\sigma$ such that the entanglement-assistance allows $\Phi_{\lambda,\sigma}$ to reliably transfer:

- qubits with performance of the same order of that achievable by the identity channel (i.e. the noiseless channel) in unassisted communication;
- bits with even better performance than that achievable by the identity channel in unassisted communication. In other words, entanglement assistance and the ability to control the environment state allows one to completely neutralise the effect of the noise in classical communication.

Once again, these results are not purely theoretical: on the contrary, we show that the noise attenuation protocol allows one to obtain the environment states $\sigma$ which activates these enhanced entanglement-assisted performances.

The present paper motivates the theoretical and experimental study of quantum communication over non-memoryless communication channels, laying the stress on the fact that memory effects can constitute a resource that improves communication performance. Recently, it has been shown that memory effects can also improve the performance of a quantum relay [25].

The present paper also serves as the companion to the paper [20], by providing proofs of the results stated in [20] and additional developments.

The structure of the paper is as follows. In Sec. II we review definitions and preliminary results relevant for the rest of the paper. In Sec. III we discuss the performance of entanglement-assisted communication when the environment state can be chosen by Alice and Bob. In Sec. IV we also derive a simple Kraus representation of the thermal attenuator (see Theorem 5), which can allow one to obtain simple expressions for the action of the thermal attenuator on generic operators. This is done by solving the Lindblad master equation associated with the thermal attenuator (see Sec. III for details). In Sec. V first we introduce a realistic model of quantum communication that takes into account memory effects, and secondly
we present the noise attenuation protocol and discuss its implications.

II. NOTATION AND PRELIMINARIES

A positive semi-definite trace class operators acting on a Hilbert space $\mathcal{H}$ is called a density operator, or a quantum state, if it has unit trace. The set of density operators on $\mathcal{H}$ will be denoted by $\mathfrak{S}(\mathcal{H})$. The trace norm of a bounded linear operator $\Theta$ is defined by

$$\|\Theta\|_1 := \text{Tr} \sqrt{\Theta^\dagger \Theta}.$$  

Given $\rho_1, \rho_2 \in \mathfrak{S}(\mathcal{H})$, the quantity $\frac{1}{2} \|\rho_1 - \rho_2\|_1$ is called the trace distance between $\rho_1$ and $\rho_2$. It has an operational meaning that captures the concept of distinguishability of $\rho_1$ and $\rho_2$. Another way to measure how close two states $\rho_1$ and $\rho_2$ are is provided by the fidelity. This is defined by

$$F(\rho_1, \rho_2) := \|\sqrt{\rho_1} \sqrt{\rho_2}\|_1. \tag{2}$$

For any $\rho_1$ and $\rho_2$, the following inequality holds [29]:

$$1 - F(\rho_1, \rho_2) \leq \frac{1}{2} \|\rho_1 - \rho_2\|_1 \leq \sqrt{1 - F^2(\rho_1, \rho_2)}. \tag{3}$$

The quantum carrier we deal with is a single-mode of the quantum carrier is the same as the quantum harmonic oscillator. A BS of transmissivity $\lambda \in [0, 1]$ acting on two single-mode systems $S_1$ and $S_2$ is represented by the operator

$$U^{(S_1S_2)}_{\lambda} := \exp \left[ \text{arccos} \sqrt{\lambda} (a_1^\dagger a_2 - a_1 a_2^\dagger) \right], \tag{4}$$

where $a_1$ and $a_2$ are the annihilation operators on $S_1$ and $S_2$, respectively. Let us consider a single-mode system $\mathcal{H}_E := L^2(\mathbb{R})$, which we call environment, whose annihilation operator is denoted by $b$. Fixed $\lambda \in [0, 1]$ and $\sigma \in \mathfrak{S}(\mathcal{H}_E)$, a general attenuator $\Phi_{\lambda, \sigma} : \mathfrak{S}(\mathcal{H}_S) \mapsto \mathfrak{S}(\mathcal{H}_S)$ is a quantum channel defined by

$$\Phi_{\lambda, \sigma}(\rho) := \text{Tr}_E \left[ U^{(SE)}_{\lambda} \rho \otimes \sigma \left( U^{(SE)}_{\lambda} \right)^\dagger \right]. \tag{5}$$

If $\lambda = 0$ the channel is completely noisy, since $\Phi_{0, \sigma}(\rho) \equiv \sigma$. If $\lambda = 1$ the channel is noiseless, since $\Phi_{1, \sigma}(\rho) \equiv \text{Id}(\rho) \equiv \rho$. The thermal state $\tau_\nu$ with mean photon number $\nu \geq 0$ is defined as

$$\tau_\nu := \frac{1}{\nu + 1} \sum_{n=0}^{\infty} \frac{\nu^n}{(\nu + 1)^n} |n\rangle \langle n|, \tag{6}$$

where $|n\rangle := (n!)^{-1/2} (a^\dagger)^n |0\rangle$ is the n-th Fock state and $|0\rangle$ is the vacuum. Thermal states are important since they maximise the entropy among all states with a fixed mean photon number, as established by Lemma 1 [30].

**Lemma 1.** For all $\nu > 0$ it holds that

$$\max \left\{ S(\rho) : \rho \in \mathfrak{S}(\mathcal{H}_S^{\otimes n}), \text{Tr} \left[ \rho \sum_{i=1}^{n} a_i^\dagger a_i \right] \leq \nu \right\} \leq S\left( \tau_\nu^{\otimes n} \right) = ng \left( \frac{\nu}{n} \right). \tag{7}$$

where

$$g(\nu) := (\nu + 1) \log_2 (\nu + 1) - \nu \log_2 \nu \tag{8}$$

is a monotonically increasing function called the bosonic entropy.

The thermal attenuator $\Phi_{\lambda, \nu},$ i.e. the general attenuator with a thermal environment state, is a well-studied example of general attenuator. The thermal attenuator with $\nu = 0$, i.e. $\Phi_{\lambda, 0}|0\rangle \langle 0|$ , is called pure loss channel.

Every quantum channel $\Phi : \mathfrak{S}(\mathcal{H}_S) \mapsto \mathfrak{S}(\mathcal{H}_S)$ can be written in Stinespring representation [31], i.e. there exist an ‘environmental’ Hilbert space $\mathcal{H}_E$, a state $|0\rangle_E \in \mathcal{H}_E$, and a unitary operator $U^{(SE)}$ on $\mathcal{H}_S \otimes \mathcal{H}_E$ such that for all $\rho \in \mathfrak{S}(\mathcal{H}_S)$ it holds that

$$\Phi(\rho) = \text{Tr}_E \left[ U^{(SE)} \rho \otimes |0\rangle \langle 0|_E \left( U^{(SE)} \right)^\dagger \right]. \tag{9}$$

Hence, the output of a quantum channel that acts on a system $S$ can be always regarded as the state of $S$ after the interaction between $S$ and a fixed pure state of the environment $E'$. We can consider the state of $E'$ after the interaction. This defines the so-called complementary channel of $\Phi$:

$$\tilde{\Phi}(\rho) := \text{Tr}_S \left[ U^{(SE)} \rho \otimes |0\rangle \langle 0|_E \left( U^{(SE)} \right)^\dagger \right]. \tag{10}$$

The Stinespring representation and the associated complementary channel are uniquely determined up to an isometry on the environmental system.

Every quantum channel $\Phi$ can also be written in physical representation. The latter is a generalisation of the Stinespring representation where the environment is not necessarily in a pure state. In this case, the environment state after its interaction with the system leads to the definition of the so-called weak complementary channel of $\Phi$ [10]. For example, consider the case of the general attenuator $\Phi_{\lambda, \sigma}$. [5] provides a physical representation of $\Phi_{\lambda, \sigma}$. Hence, the map $\tilde{\Phi}_{\nu, \sigma} : \mathfrak{S}(\mathcal{H}_S) \mapsto \mathfrak{S}(\mathcal{H}_S)$, defined as

$$\tilde{\Phi}_{\nu, \sigma}(\rho) := \text{Tr}_S \left[ U^{(SE)} \rho \otimes \sigma \left( U^{(SE)} \right)^\dagger \right], \tag{11}$$

is a weak complementary channel of $\Phi_{\lambda, \sigma}$. The state $\tilde{\Phi}_{\nu, \sigma}(\rho)$ is the environment state after the interaction between the system initialised in $\rho$ and the environment initialised in $\sigma$ through the BS unitary $U^{(SE)}$.

The classical capacity $C(\Phi)$ (resp. quantum capacity $Q(\Phi)$) of a quantum channel $\Phi$ is the maximum number of bits (resp. qubits) that can be reliably transferred
through $\Phi$ per use of $\Phi$ \cite{32, 33}. In addition, if Alice and Bob can exploit an unlimited number of pre-shared entangled states in the design of their communication protocols, then the relevant figure of merit is the entanglement-assisted classical (resp. quantum) capacity $C_{ea}(\Phi)$ (resp. $Q_{ea}(\Phi)$) \cite{32, 33}. Since, in practice, a protocol can not consume infinite energy, the mean total input photon number per use of $\Phi$ has to be upper bounded by a parameter $N$. This leads to the notion of energy-constrained (EC) capacities $C(\Phi, N)$, $Q(\Phi, N)$, $C_{ea}(\Phi, N)$, and $Q_{ea}(\Phi, N)$ \cite{34, 37}. Superdense coding \cite{38} and quantum teleportation \cite{39} protocols guarantee that $C_{ea}(\Phi, N) = 2Q_{ea}(\Phi, N)$. The EC entanglement-assisted classical capacity can be written as \cite{34, 37, 40}:

$$C_{ea}(\Phi, N) = \max_{\rho \in \mathcal{S}(\mathcal{H}_S) : \text{Tr}[\rho \log_2 \rho] \leq N} [S(\rho) + I_{coh}(\Phi, \rho)]$$

(12)

where $S(\rho) := -\text{Tr}[\rho \log_2 \rho]$ is the von Neumann entropy,

$$I_{coh}(\Phi, \rho) := S(\Phi(\rho)) - S(\Phi \otimes \text{Id}_P(\lvert \psi \rangle \langle \psi \rvert))$$

(13)

is the coherent information with $\lvert \psi \rangle \in \mathcal{H}_S \otimes \mathcal{H}_P$ being a purification of $\rho$ \cite{15, 17}. $\mathcal{H}_P$ being the purifying Hilbert space, and $\text{Id}_P$ being the identity superoperator on $\mathcal{H}_P$.

It turns out that the coherent information can be rewritten in terms of the complementary channel as

$$I_{coh}(\Phi, \rho) := S(\Phi(\rho)) - S\left(\tilde{\Phi}(\rho)\right).$$

(14)

Moreover, the EC quantum capacity is given by \cite{34, 41, 44}

$$Q(\Phi, N) = \lim_{n \to \infty} \frac{1}{n} Q_1(\Phi^{\otimes n}, nN) \geq Q_1(\Phi, N),$$

(15)

where

$$Q_1(\Phi^{\otimes n}, N) := \max_{\rho \in \mathcal{S}(\mathcal{H}_S^{\otimes n}) : \text{Tr}[\rho \sum_{i=1}^n (a_i \omega_i^a)] \leq N} I_{coh}(\Phi^{\otimes n}, \rho).$$

The noiseless channel is the identity superoperator $\text{Id} : \mathcal{S}(\mathcal{H}_S) \mapsto \mathcal{S}(\mathcal{H}_S)$, defined as $\text{Id}(\rho) := \rho$. The capacities of the noiseless channel are

$$C(\text{Id}, N) = Q(\text{Id}, N) = C_{ea}(\text{Id}, N) / 2 = g(N),$$

as it can be shown by exploiting Lemma \cite{1}. Let us review some known cases where the capacities have been determined exactly. For the pure loss channel, it holds that \cite{15, 46}

$$C_{ea}(\Phi_{\lambda, \tau}, N) = I(\Phi_{\lambda, \tau}, N) = g(N) + g(\lambda N) - g((1 - \lambda)N),$$

(17)

and \cite{34, 17, 51}

$$Q(\Phi_{\lambda}, N) = \begin{cases} g(\lambda N) - g((1 - \lambda)N) & \text{if } \lambda \geq 1/2, \\ 0 & \text{otherwise}. \end{cases}$$

The EC classical capacity of the thermal attenuator is \cite{52}

$$C(\Phi_{N, \tau}, N) = g(\lambda N + (1 - \lambda)\nu) - g((1 - \lambda)\nu),$$

(18)

while its EC entanglement-assisted classical capacity is \cite{47}

$$C_{ea}(\Phi_{N, \tau}, N) = g(N) + g(N') - g\left(\frac{D + N' - N - 1}{2}\right) - g\left(\frac{D - N' + N - 1}{2}\right),$$

(19)

where

$$N' := \lambda N + (1 - \lambda)\nu, \quad D := \sqrt{(N + N' + 1)^2 - 4\lambda N(N + 1)}.$$ (20)

A closed formula of $Q(\Phi_{N, \tau}, N)$ has not yet been discovered for the case in which $\lambda > 1/2$ and $\nu > 0$, although sharp bounds are known \cite{11, 17, 51, 53, 56}. If $\lambda \leq 1/2$, it holds that $Q(\Phi_{N, \tau}, N) = 0$ for all $\nu, N \geq 0$. Our work is motivated by the following result \cite{24}.

**Theorem 2.** For all $\lambda \in (0, 1]$ there exists $\sigma(\lambda)$ such that

$$Q(\Phi_{\lambda, \sigma(\lambda)}) \geq Q(\Phi_{\lambda, \sigma(\lambda)}, 1/2) > \eta,$$ (21)

where $\eta > 0$ is a universal constant. More specifically, for $\varepsilon \geq 0$ sufficiently small and for all $\lambda \in (0, 1/2 - \varepsilon)$ it holds that

$$Q(\Phi_{\lambda, \sigma(\lambda)}, 1/2) > c(\varepsilon),$$ (22)

where $c(\varepsilon) \geq 0$ is a constant with respect to $\lambda$ and $n_\lambda \in \mathbb{N}$ satisfies $1/\lambda - 1 \leq n_\lambda \leq 1/\lambda$. Moreover, it holds that $c(0) = 0$, and $c(\varepsilon) \geq 5.133 \times 10^{-6}$ for an appropriate $\varepsilon$ such that $0 < \varepsilon \ll 1/6$ (see the Supplemental Material of \cite{23}).

Hence, suitable environmental Fock states are beneficial for the performance of quantum communication. Let us state a useful lemma which follows straightforwardly from \cite{24} Theorem 1].

**Lemma 3.** Let $\alpha \in \mathbb{C}$. Let $\sigma \in \mathcal{S}(\mathcal{H}_E)$ be of the form $\sigma = D(\alpha)\sigma_0 D(\alpha)^\dagger$, where:

$$D(z) := \exp\left[z^* b^\dagger - z^* b\right]$$ (23)

is the displacement operator on $E$, and $\sigma_0$ satisfies

$$V\sigma_0 V^\dagger = \sigma_0,$$ (24)

with $V := (-1)^{b^\dagger b}$ being the parity operator. Then

$$Q(\Phi_{1/2, \sigma}) = 0.$$ (25)

Furthermore, it holds that

$$\tilde{\Phi}_{\lambda, \sigma}^{ec} = V' \circ \mathcal{D}_{-2\sqrt{\lambda} \alpha} \circ \Phi_{1-\lambda, \sigma},$$ (26)
where $\mathcal{V}$ and $\mathcal{D}_\alpha$ are two quantum channels defined by:

$$\mathcal{V}(\cdot) := V(\cdot) V^\dagger,$$

$$\mathcal{D}_\alpha(\cdot) := D(\alpha)(\cdot) D(\alpha)^\dagger.$$  

The diamond norm of a superoperator $\Delta : \mathcal{S}(\mathcal{H}) \mapsto \mathcal{S}(\mathcal{H})$ is

$$\|\Delta\|_\diamond := \sup_{\rho \in \mathcal{S}(\mathcal{H} \otimes \mathcal{H}_C)} \|(\Delta \otimes I_C) \rho\|_1,$$

where the sup is taken also over the ancilla systems $\mathcal{H}_C$.

It turns out that the capacities are continuous with respect to diamond norm in finite dimension [57]. However, in the infinite-dimensional scenario the topology induced by the diamond norm is often too strong to make the capacities continuous. For instance, although it can be shown that $\|\Phi_{\lambda,\Phi_{\lambda,\Phi_{\lambda}}}|00\rangle\rangle = 2$ for all $\lambda \neq \lambda'$ [55], Proposition 1, the functions $Q(\Phi_{\lambda,\Phi_{\lambda,\Phi_{\lambda}}}|00\rangle\rangle)$ and $C_{ea}(\Phi_{\lambda,\Phi_{\lambda,\Phi_{\lambda}}}|00\rangle\rangle)$ are both continuous in $\lambda$. To remedy these undesirable features of the diamond norm, it is customary to define the energy-constrained (EC) diamond norm. For a given single-mode system $\mathcal{H}_S$ with annihilation operator $a$, some $N > 0$, and a superoperator $\Delta : \mathcal{S}(\mathcal{H}_S) \mapsto \mathcal{S}(\mathcal{H}_S)$, one defines [11, 58, 59]

$$\|\Delta\|_{\diamond, EC} := \sup_{\rho \in \mathcal{S}(\mathcal{H}_S \otimes \mathcal{H}_C)} \|\rho\|_{1},$$

where the sup is taken also over the ancilla systems $\mathcal{H}_C$.

Analogously to the diamond norm, the supremum in [30] can be restricted to pure states of $\mathcal{S}(\mathcal{H}_S \otimes \mathcal{H}_C)$ where the ancilla $\tilde{C}$ is a copy of $S$. The paper [58] shows that the energy-constrained diamond norm provides useful continuity bounds for the energy-constrained capacities of infinite-dimensional bosonic quantum channels.

**Lemma 4.** [23] Theorem 9 Let $\Phi_1, \Phi_2 : \mathcal{S}(\mathcal{H}_S) \mapsto \mathcal{S}(\mathcal{H}_S)$ be quantum channels. Suppose there exist $\alpha, N_0 \in \mathbb{R}$ such that for all $\rho \in \mathcal{S}(\mathcal{H}_S)$ it holds that

$$\text{Tr}[a^\dagger a \Phi_i(\rho)] \leq \alpha \text{Tr}[a^\dagger a \rho] + N_0 \quad \forall \ i = 1, 2.$$  

Quantum channels satisfying such a constraint are said to be ‘energy limited’.

Suppose that there exists $\varepsilon \in (0, 1)$ such that for all $N > 0$ it holds that

$$\frac{1}{2} \|\Phi_1 - \Phi_2\|_{\diamond, EC} \leq \varepsilon.$$  

Then for all $N > 0$ it holds that

$$|Q(\Phi_1, N) - Q(\Phi_2, N)| \leq 56\sqrt{\varepsilon} g \left(\frac{\alpha N + 2N_0}{\sqrt{\varepsilon}}\right) + 6g(4\sqrt{\varepsilon}).$$

Similar statements can be proved for the energy-constrained entanglement-assisted capacities.

In particular, $Q(\cdot, N)$ and $C_{ea}(\cdot, N)$ are continuous with respect to the EC diamond norm over the subset of energy-limited quantum channels.

III. NOISE NEUTRALISATION THANKS TO ENVIRONMENT CONTROL AND ENTANGLEMENT ASSISTANCE

In this section we study the quantity $C_{ea}(\Phi_{\lambda,\Phi_{\lambda,\Phi_{\lambda}}}|n\rangle\rangle, N)$, for $n \in \mathbb{N}$, $N > 0$, and $\lambda \in (0, 1]$. Hence, the environment states under consideration are Fock states. To calculate $C_{ea}(\Phi_{\lambda,\Phi_{\lambda,\Phi_{\lambda}}}|n\rangle\rangle, N)$, we need to maximise

$$I(\Phi_{\lambda,\Phi_{\lambda,\Phi_{\lambda}}}|n\rangle\rangle, \rho) = (S(\rho) + I_{coh}(\Phi_{\lambda,\Phi_{\lambda,\Phi_{\lambda}}}|n\rangle\rangle, \rho))$$

on the subset of states $\rho$ satisfying the energy constraint $\text{Tr}[\rho a^\dagger a] \leq N$. Since the term $S(\rho)$ appears in the definition of $I(\Phi_{\lambda,\Phi_{\lambda,\Phi_{\lambda}}}|n\rangle\rangle, \rho)$, it is worth choosing as an ansatz for $\rho$ the state that maximises the entropy among all states satisfying the energy constraint, i.e. the thermal state $\tau_N$. Incidentally, it is known that $\tau_N$ is the maximizer of $I(\Phi_{\lambda,\Phi_{\lambda,\Phi_{\lambda}}}|n\rangle\rangle, \rho)$ if $\rho = 0$ (see 17), i.e. the case of the pure loss channel.

Since $S(\tau_N) = g(N)$, we have

$$C_{ea}(\Phi_{\lambda,\Phi_{\lambda,\Phi_{\lambda}}}|n\rangle\rangle, N) \geq I(\Phi_{\lambda,\Phi_{\lambda,\Phi_{\lambda}}}|n\rangle\rangle, \tau_N) = g(N) + I_{coh}(\Phi_{\lambda,\Phi_{\lambda,\Phi_{\lambda}}}|n\rangle\rangle, \tau_N).$$

Since a weak complementary channel associated with a pure environment state is a complementary channel, it holds that

$$I_{coh}(\Phi_{\lambda,\Phi_{\lambda,\Phi_{\lambda}}}|n\rangle\rangle, \tau_N) = S(\Phi_{\lambda,\Phi_{\lambda,\Phi_{\lambda}}}|n\rangle\rangle, \tau_N)) - S(\tilde{\Phi}_{\lambda,\Phi_{\lambda,\Phi_{\lambda}}}|n\rangle\rangle, \tau_N)),$$

By applying 26 and the invariance of the von Neumann entropy under unitary transformation, we obtain

$$S(\tilde{\Phi}_{\lambda,\Phi_{\lambda,\Phi_{\lambda}}}|n\rangle\rangle, \tau_N)) = S(\Phi_{1-\lambda,\Phi_{\lambda,\Phi_{\lambda}}}|n\rangle\rangle, \tau_N)).$$

As a consequence,

$$I_{coh}(\Phi_{\lambda,\Phi_{\lambda,\Phi_{\lambda}}}|n\rangle\rangle, \tau_N) = S(\Phi_{\lambda,\Phi_{\lambda,\Phi_{\lambda}}}|n\rangle\rangle, \tau_N)) - S(\Phi_{1-\lambda,\Phi_{\lambda,\Phi_{\lambda}}}|n\rangle\rangle, \tau_N)).$$

In order to compute the coherent information in 38, let us calculate the eigenvalues of $\Phi_{\lambda,\Phi_{\lambda,\Phi_{\lambda}}}|n\rangle\rangle, \tau_N).$

We could try to do this by exploiting the ‘explicit formula of BS’ of Lemma 4.4 in the Appendix, derived by calculating the action of $U_{\lambda}^{(SE)}$ on the tensor product of two Fock states (or, equivalently, the formulae shown by Sabapathy and Winter 39, Section III.B). However, adopting this approach we would obtain a very complicated expression of the eigenvalues of $\Phi_{\lambda,\Phi_{\lambda,\Phi_{\lambda}}}|n\rangle\rangle, \tau_N)$ which involves a series that we are not able to sum. More explicitly, leveraging Lemma 4.4 we would obtain that

$$U_{\lambda}^{(SE)}|i\rangle_S|j\rangle_E = \sum_{m=0}^{i+j} c_m^{(i,j)}(\lambda) |i + j - m\rangle_S |m\rangle_E.$$
been much more challenging. By defining

\[
c^{(i,j)}_m(\lambda) = \frac{1}{\sqrt{j!}} \sum_{k=\max(0,m-j)}^{\min(i,m)} (-1)^k \binom{i}{k} \binom{j}{m-k} \times \lambda^{i+2k-m} (1-\lambda)^{2k+m} \sqrt{m! (i+j-m)!},
\]

for all \( m \in \{0,1,\ldots,i+j\} \). By using (39), one obtains that

\[
\Phi_{\lambda,n}(\tau_N) = \frac{1}{N+1} \sum_{k=0}^{\infty} \left( \frac{N}{N+1} \right)^k \Phi_{\lambda,n}(|k\rangle\langle k|)
= \frac{1}{N+1} \sum_{k=0}^{\infty} \left( \frac{N}{N+1} \right)^k \times \sum_{m=0}^{n+k} |c^{(k,n)}_m(\lambda)|^2 |n+k-m\rangle\langle n+k-m|
= \sum_{l=0}^{\infty} P_l(N,n,\lambda) |l\rangle\langle l|,
\]

where

\[
P_l(N,n,\lambda) := \frac{1}{N+1} \sum_{k=\max(l-n,0)}^{\infty} \left( \frac{N}{N+1} \right)^k |c^{(k,n)}_{n+k-l}(\lambda)|^2.
\]

(41) implies that the eigenvalues of \( \Phi_{\lambda,\tau_N}(|n\rangle\langle n|) \) are \( \{P_l(N,n,\lambda)\}_{l \in \mathbb{N}} \).

Since the calculated expression of \( P_l(N,n,\lambda) \) in (42) is very complicated, we introduce the ‘master equation trick’, which will allow us to obtain a much simpler expression.

Before explaining it, let us observe that for any \( \lambda, \sigma \), and \( \rho \) it holds that

\[
\Phi_{\lambda,\sigma}(\rho) = \Phi_{\lambda-\rho,\rho}(\sigma),
\]

as established by Lemma A.6 in the Appendix. Consequently, we obtain

\[
\Phi_{\lambda,|n\rangle\langle n|}(\tau_N) = \Phi_{\lambda-\rho,\rho}(|n\rangle\langle n|).
\]

(44) Therefore, the problem has now been reformulated as that of calculating the action of the thermal attenuator \( \Phi_{\lambda,\tau_N} \) on a Fock state.

Now, we apply the ‘master equation trick’: we retrieve the action of the thermal attenuator on a Fock state as a solution to the Gorini–Kossakowski–Sudarshan–Lindblad master equation.

Our trick allows us to sum the complicated series which appears in the expression of the eigenvalues of \( \Phi_{\lambda,|n\rangle\langle n|}(\tau_N) \) in (42). Without this simplification, the analytical calculations in Sec. IIIA would have been much more challenging. By defining

\[
\rho_N(t) := \Phi_{\exp(-t),\tau_N}(\rho)
\]

with \( t \in [0,\infty) \), it holds that

\[
\begin{aligned}
\frac{d}{dt}\rho_N(t) &= N \left[ a^\dagger \rho_N(t) a - \frac{1}{2} \{ \rho_N(t), a a^\dagger \} \right] \\
&\quad + (N+1) \left[ a^\dagger \rho_N(t) a - \frac{1}{2} \{ \rho_N(t), a^\dagger a \} \right]
\end{aligned}
\]

(45)

where \( \{A,B\} := AB + BA \) denotes the anti-commutator between the operators \( A \) and \( B \). For the sake of completeness, we provide a proof of (45) in Lemma A.8 in the Appendix. The master equation in (45) can be solved explicitly. The solution can be found in [6]. Eq. (3.18)]. It reads:

\[
\rho_N(t) = \frac{e^{\mu t}}{F(t)} \sum_{k=0}^{\infty} G(t) k^k (a^\dagger)^k e^{-a^\dagger a \ln F(t)}
\times \left( \sum_{m=0}^{\infty} E(t)^m \frac{a^m \rho a^m}{m!} \right) e^{-a^\dagger a \ln F(t)} a^k,
\]

(46)

where:

\[
\begin{aligned}
\mu &:= N+1; \\
\nu &:= N; \\
E(t) &:= \frac{2\mu - \nu}{\mu - \nu} \sinh(\frac{\mu - \nu}{2} t) \\
G(t) &:= \frac{2\mu - \nu}{\mu - \nu} \cosh(\frac{\mu - \nu}{2} t) + \frac{\mu + \nu}{\mu - \nu} \sinh(\frac{\mu - \nu}{2} t) \\
F(t) &:= \cosh(\frac{\mu - \nu}{2} t) + \frac{\mu + \nu}{\mu - \nu} \sinh(\frac{\mu - \nu}{2} t) \\
\end{aligned}
\]

(47)

Exploiting the following formulae

\[
a^m |n\rangle = \begin{cases} \sqrt{n!/(n-m)!} |n-m\rangle, & \text{if } n \geq m, \\ 0, & \text{otherwise} \end{cases}
\]

(48)

and using the initial condition \( \rho = |n\rangle\langle n| \), one obtains that:

\[
\Phi_{\exp(-t),\tau_N}(|n\rangle\langle n|) = \rho_N(t)
= e^{t/2} \sum_{k=0}^{\infty} \sum_{m=0}^{n} \frac{n! G(t)^k}{(n-m)! k!} \times \frac{E(t)^m}{m! F(t)^{2(n-m)}} (a^\dagger)^k |n-m\rangle\langle n-m| a^k
\]

(49)

\[
= e^{t/2} \sum_{k=0}^{\infty} \sum_{m=0}^{n} \frac{G(t)^k}{F(t)^{2(n-m)}} \times \frac{E(t)^m}{m! F(t)^{2(n-m)}} (a^\dagger)^k |n-m+k\rangle\langle n-m+k|
\]

In addition, by setting

\[
f(t) := \frac{2N + 1 + \coth(t/2)}{2},
\]

(50)
Comparing the expressions in (42) and (55), we find that the expression in (55) was obtained from a standard calculation exploiting the 'explicit formula of BS' of Lemma A.4. Hence, in terms of $\lambda = \exp(-t)$, it holds that

$$f(-\ln \lambda) = \frac{N + 1 - N\lambda}{1 - \lambda},$$

$$F(-\ln \lambda) = \frac{N + 1 - N\lambda}{\sqrt{\lambda}}.$$  (52)

Finally, we obtain

$$\Phi_{\lambda,\tau_N}(|n\rangle\langle n|)$$

$$= \sum_{k=0}^{\infty} \sum_{m=0}^{n} \frac{(1 - \lambda)^{m+k} \lambda^{n-m} N^k (N + 1)^m (n)_m (n-m+k)_k}{(N + 1 - N\lambda)^{k-m+2n+1}}$$

$$\times |n - m + k\rangle\langle n - m + k| =$$

$$\sum_{l=0}^{\infty} \frac{1}{(N + 1 - N\lambda)^{l+n+1}} \sum_{m=\max(0, n-l)}^{n} (1 - \lambda)^{2m+l-n}$$

$$\times \lambda^{n-m} N^{l+m-n} (N + 1)^m \left(\begin{array}{c} l \\ m \end{array}\right) \left(\begin{array}{c} l \\ n - m \end{array}\right)$$

$$\times |l\rangle\langle l|.$$  (53)

In conclusion, by using

$$\Phi_{\lambda,|n\rangle\langle n|}(\tau_N) = \sum_{l=0}^{\infty} P_l(N, n, \lambda) |l\rangle\langle l|,$$  (54)

(44) implies

$$P_l(N, n, \lambda) = \langle l | \Phi_{\lambda,|n\rangle\langle n|}(\tau_N) | l \rangle = \langle l | \Phi_{1 - \lambda,\tau_N}(|n\rangle\langle n|) | l \rangle$$

$$= \frac{1}{(1 + N\lambda)^{l+n+1}} \sum_{m=\max(0, n-l)}^{n} \lambda^{2m+l-n} (1 - \lambda)^{n-m}$$

$$\times N^{l+m-n} (N + 1)^m \left(\begin{array}{c} l \\ m \end{array}\right) \left(\begin{array}{c} l \\ n - m \end{array}\right).$$  (55)

Therefore, the 'master equation trick' provides a significantly simpler expression for the eigenvalues $\{P_l(N, n, \lambda)\}_{l \in \mathbb{N}}$ of $\Phi_{\lambda,|n\rangle\langle n|}(\tau_N)$ than that in (42). The expression in (55) was obtained from a standard calculation exploiting the 'explicit formula of BS' of Lemma A.4. Comparing the expressions in (42) and (55), we find that

$$\sum_{k=\max(l,n,0)}^{\infty} \left(\begin{array}{c} N \\ N + 1 \end{array}\right)^k |c_{n-k-l}(\lambda)|^2$$

$$= \frac{N + 1}{(1 + N\lambda)^{l+n+1}} \sum_{m=\max(0, n-l)}^{n} \lambda^{2m+l-n} (1 - \lambda)^{n-m}$$

$$\times N^{l+m-n} (N + 1)^m \left(\begin{array}{c} l \\ m \end{array}\right) \left(\begin{array}{c} l \\ n - m \end{array}\right).$$  (56)

Hence, the 'master equation trick' allows us to sum this complicated series that involves the coefficients $c_{m,n}^{(i,j)}$ expressed in (40).

Furthermore, the simple expression of $P_l(N, n, \lambda)$ in (55) can be useful in lower bounding the capacities of general attenuators whose environment state is diagonal in Fock basis. Indeed, the capacities of a general attenuator $\Phi_{\lambda,\sigma}$ can be lower bounded in terms of $I_{\text{coh}}(\Phi_{\lambda,\sigma}, \tau_N)$, and the latter in terms of the eigenvalues of $\Phi_{\lambda,\sigma}(\tau_N)$, by using the subadditivity inequality of the von Neumann entropy to deal with the term $S(\Phi_{\lambda,\sigma}(\tau_N))$. Therefore, if $\sigma$ is diagonal in Fock basis, by noting that in this case (54) allows one to easily calculate the eigenvalues of $\Phi_{\lambda,\sigma}(\tau_N)$, one can obtain a lower bound on the capacities of $\Phi_{\lambda,\sigma}$. This reasoning is developed in Lemma A.10 in the Appendix.

Moreover, the 'master equation trick' provides a Kraus representation for the thermal attenuator, we report in Theorem 5. Such Kraus representation is much simpler than that reported in Lemma A.11 in the Appendix, obtained from a standard calculation exploiting the 'explicit formula of BS'. The Kraus representation reported in Theorem 5 can be useful in calculating the action of the thermal attenuator on a generic operator. For example, as we show in Remark A.1 in the Appendix, it significantly simplifies the action of the thermal attenuator on an operator of the form $|n\rangle\langle i|$, where $|n\rangle$ and $|i\rangle$ are Fock states.

**Theorem 5.** For all $\lambda \in [0, 1], \nu \geq 0$, the thermal attenuator $\Phi_{\lambda,\tau_0}$ admits the following Kraus representation:

$$\Phi_{\lambda,\tau_0}(\rho) = \sum_{k,m=0}^{\infty} M_{k,m} \rho M_{k,m}^\dagger,$$  (57)

where

$$M_{k,m} := \sqrt{\frac{\nu^k (\nu + 1)^m (1 - \lambda)^{m+k}}{k!m![(1 - \lambda)\nu + 1]^m+k+1}}$$

$$\times \left(\langle a^\dagger \rangle^k \left(\frac{\sqrt{\lambda}}{(1 - \lambda)\nu + 1}\right)^{\frac{1}{2}} a^m. \right.$$  (58)

In particular, by letting $|n\rangle$ and $|i\rangle$ two Fock states, it holds that

$$\Phi_{\lambda,\tau_0}(|n\rangle\langle i|) = \sum_{l=\max(i-n,0)}^{\infty} f_{n,i,l}(\lambda, \nu) |l + n - i\rangle\langle l|,$$  (59)

where

$$f_{n,i,l}(\lambda, \nu) := \sum_{m=\max(l-i,0)}^{\min(n,i)} \frac{\sqrt{n!m![(l + n - i)!]} \lambda^m \nu^l}{(1 - \lambda)\nu + 1)^{l+n+1}} \times \frac{(\nu(l+m-i)1^m (1 - \lambda)\nu + 1)^{l+n+1}}{((1 - \lambda)\nu + 1)^{l+n+1}}.$$  (60)
Theorem 6. For all $\lambda \in (0,1/2)$, $N > 0$, and for $n \in \mathbb{N}$ sufficiently large it holds that

$$I_{\text{coh}}(\Phi_{\lambda,n,n},\tau_N) > 0.$$ (63)

Conjecture 6 has several implications since the quantity $I_{\text{coh}}(\Phi_{\lambda,n,n},\tau_N)$ provides a lower bound on several capacities of $\Phi_{\lambda,n,n}$. Indeed, (35) and (16) imply that

$$C_{\text{ea}}(\Phi_{\lambda,n,n},N) \geq C(\text{Id},N) + I_{\text{coh}}(\Phi_{\lambda,n,n},\tau_N).$$

In addition, the relation $C_{\text{ea}} = 2Q_{\text{ea}}$ and (16) guarantee that

$$Q_{\text{ea}}(\Phi_{\lambda,n,n},N) \geq \frac{Q(\text{Id},N) + I_{\text{coh}}(\Phi_{\lambda,n,n},\tau_N)}{2},$$

Finally, (15) yields

$$Q(\Phi_{\lambda,n,n},N) \geq I_{\text{coh}}(\Phi_{\lambda,n,n},\tau_N).$$

The validity of Conjecture 6, together with the above lower bounds on the capacities, would prove Theorem 7.

Theorem 7. Suppose that Conjecture 6 is valid. Then, for all $\lambda \in (0,1/2)$, $N > 0$, and for $n \in \mathbb{N}$ sufficiently large it holds that

$$C_{\text{ea}}(\Phi_{\lambda,n,n},N) > C(\text{Id},N),$$

$$Q_{\text{ea}}(\Phi_{\lambda,n,n},N) > Q(\text{Id},N)/2,$$

$$Q(\Phi_{\lambda,n,n},N) > 0.$$ (69)

Let us analyse each of these lower bounds on the capacities.

First, since $C(\text{Id},N)$ is the best-achievable rate of bits reliably transmitted from Alice to Bob in the ideal case of absence of noise (i.e., $\lambda = 1$), (67) would imply the following statement. The pre-shared entanglement resource and the control of the environment state allow one to communicate with better performance than the ideal case of absence of noise, even if the transmissivity $\lambda > 0$ is arbitrarily small. This statement can be expressed by means of the inequality

$$\sup_{\sigma} C_{\text{ea}}(\Phi_{\lambda=0},N) > C(\text{Id},N),$$ (70)

for all $N > 0$ and all $\lambda \in (0,1/2)$. Or, more specifically, as

$$\sup_{n \in \mathbb{N}} C_{\text{ea}}(\Phi_{\lambda,n,n},N) > C(\text{Id},N).$$ (71)

(70) is well known to be true if $\lambda > 1/2$ (it suffices to take $\sigma = |0\rangle\langle 0|$). Here we find that (70) can hold also for $0 < \lambda < 1/2$. In addition, it is well known that the resource of pre-shared entanglement between Alice and Bob helps communication. Here, we show that this resource, together with the ability to choose the environment state, is able to completely neutralise the action of the noise on an arbitrarily long optical fibre used to transmit bits.

To put (67) into perspective, notice that if the environment is in a thermal state (as in the usual scheme of an optical fibre), for $\lambda < 1/2$ it is not possible to transmit bits with better performance than the unassisted noiseless scenario, even when pre-shared entanglement is available. Indeed, for all $\lambda < 1/2$ and all $N, \nu \geq 0$ it holds that

$$C(\Phi_{\lambda,\tau_v},N) \leq C_{\text{ea}}(\Phi_{\lambda,\tau_v},N) < C(\text{Id},N).$$ (72)
Conjecture 8. Above numerical observations it seems that the following

\[ \lambda > N > 0 \]  

From numerical investigations, the above optimisation minimum, i.e.

\[ N \times 0 \quad \lambda > N > 0 \]  

is proved in \([24]\) only for that \( 1/\lambda - 1 \leq n \leq 1/\lambda \). Here, we are able to explore D-HQCOM also for \( N \in (0, 1/2) \).

Conjecture 6 and hence also Theorem 7 rests on the hypothesis that \( n \) has to be sufficiently large. A natural question that arises in this context is: for a fixed \( N > 0 \) and \( \lambda \in (0, 1/2) \), what is the minimum \( n \in \mathbb{N} \) such that \( I_{coh} (\Phi_{\lambda,|n\rangle\langle n|}; \tau_N) > 0 \)? Let \( \bar{n}_N(\lambda) \) denote such a minimum, i.e.

\[ \bar{n}_N(\lambda) := \min \{ n \in \mathbb{N} : I_{coh} (\Phi_{\lambda,|n\rangle\langle n|}; \tau_N) > 0 \} \]  

From numerical investigations, the above optimisation problem seems to admit a solution for all \( N > 0 \) and \( \lambda \in (0, 1/2) \). More precisely, the plot of \( \bar{n}_N(\lambda) \) in Fig. 2 suggests that

\[ \bar{n}_N(\lambda) \sim \frac{K(N)}{\lambda} \]  

for \( \lambda \rightarrow 0^+ \),

where \( K(N) \) is a monotonically increasing positive function. In Fig. 3 we plot an estimate of \( K(N) \). From the above numerical observations it seems that the following more specific conjecture holds.

Conjecture 8. Let \( N > 0 \) and \( \lambda \in (0, 1/2) \). It holds that

\[ I_{coh} (\Phi_{\lambda,|n\rangle\langle n|}; \tau_N) > 0 \]  

if and only if \( n \geq \bar{n}_N(\lambda) \), where

\[ \bar{n}_N(\lambda) \sim \frac{K(N)}{\lambda} \]  

for \( \lambda > 0 \) sufficiently small with \( K(N) \) being a proper increasing positive function. As a consequence, for all \( n \geq \bar{n}_N(\lambda) \) the inequalities in \([67]\), \([68]\), and \([69]\) hold.

A. Limit of vanishing transmissivity

Above we have seen that the positivity of the coherent information \( I_{coh} (\Phi_{\lambda,|n\rangle\langle n|}; \tau_N) \) in \([68]\) has strong implications in terms of performances of the communication across an optical fibre with transmissivity \( \lambda \). The case in which the optical fibre is very long — i.e. the transmissivity \( \lambda > 0 \) is very small — is the most interesting one. In Theorem 9 we will take into account this case providing a lower bound on the coherent information in the limit in which \( \lambda \) goes to \( 0^+ \) as \( c/n \) where \( n \rightarrow \infty \) and \( c > 0 \) is a constant. Interestingly, such a lower bound turns out to be positive, as we will see later.

Before stating Theorem 9 let us explain why we take the transmissivity to be

\[ \lambda_n = c/n \]  

First, \([74]\) suggests that we need to take \( \lambda_n n \geq K(N) \) in order to obtain \( I_{coh} (\Phi_{\lambda_n,|n\rangle\langle n|}; \tau_N) > 0 \). Therefore, we are led to consider as ansatz a sequence \( \{\lambda_n\}_{n \in \mathbb{N}} \) such that \( \lambda_n n \) tends either to infinity or to a constant \( \geq K(N) \). The choice of \( \lambda_n n \) proportional to a constant makes the calculation simpler since, in this case, we will see that the sequence \( \{\Phi_{1-\lambda_n,|n\rangle\langle n|}(\tau_N)\}_{n \in \mathbb{N}} \) converges as \( n \rightarrow \infty \). In addition, notice that if \( \lambda_n n \) is proportional to a constant, then the mean photon number of \( \Phi_{1-\lambda_n,|n\rangle\langle n|}(\tau_N) \) converges. While, if \( \lambda_n n \rightarrow \infty \), then this mean photon number diverges.

Observe that the mean photon number of \( \Phi_{\lambda,\sigma}(\rho) \) can be calculated as

\[ \langle a^\dagger a \rangle_{\Phi_{\lambda,\sigma}(\rho)} = \lambda \langle a^\dagger a \rangle_\rho + (1 - \lambda) \langle b^\dagger b \rangle_\sigma + 2 \sqrt{\lambda(1 - \lambda)} \Re \langle (a)_\rho (b^\dagger)_\sigma \rangle, \]  

for \( \lambda > 0 \) sufficiently small with \( K(N) \) being a proper increasing positive function. As a consequence, for all \( n \geq \bar{n}_N(\lambda) \) the inequalities in \([67]\), \([68]\), and \([69]\) hold.
as proved in Lemma A.3 in the Appendix.

**Theorem 9.** For all \( N > 0 \) and \( c > 0 \) it holds that

\[
\liminf_{n \to \infty} I_{\text{coh}} \left( \Phi_{\frac{q}{N} | n \rangle \langle n | , \tau_N} \right) \geq H \left( q(N, c) \right) - H \left( p(N, c) \right),
\]

where \( \{q_k(N, c)\}_{k \in \mathbb{Z}} \) and \( \{p_k(N, c)\}_{k \in \mathbb{Z}} \) are two probability distributions given by

\[
q_k(N, c) = e^{-c(2N+1)} \left( \frac{N}{N+1} \right)^{k/2} I_0 \left( 2c\sqrt{N(N+1)} \right)
\]

\[
p_k(N, c) = \begin{cases} 
\frac{N}{N+1} \sum_{m=0}^{\infty} \frac{(-1)^m}{m!} \left( \frac{2m}{N+1} \right)^m L_k \left( \frac{c}{N+1} \right), & \text{if } k \geq 0, \\
0, & \text{otherwise},
\end{cases}
\]

where \( I_k(\cdot) \) is the \( k \)-th Bessel function of the first kind i.e.

\[
I_k(z) := \left( \frac{z}{2} \right)^k \sum_{m=0}^{\infty} \frac{(-1)^m}{m!} \left( \frac{z}{2} \right)^{2m} k!(k+m)!
\]

and \( L_k(\cdot) \) is the \( k \)-th Laguerre polynomial i.e.

\[
L_k(x) := \frac{k!}{m!} \frac{(-1)^m}{(k+m)!} (k+m)^m
\]

Before proving Theorem 9, let us explain its implications. As discussed above, our aim is to show that the coherent information is positive in the limit of vanishing transmissivity. As guaranteed by Theorem 9 if

\[
H \left( q(N, c) \right) - H \left( p(N, c) \right) > 0,
\]

then for \( n \) sufficiently large it holds that

\[
I_{\text{coh}} \left( \Phi_{\frac{q}{N} | n \rangle \langle n | , \tau_N} \right) > 0.
\]

We do not expect that \( H \left( q(N, c) \right) - H \left( p(N, c) \right) > 0 \) for all \( c, N > 0 \). Indeed, (74) suggests that, for fixed \( N > 0 \), we need to take \( c \gtrsim K(N) \) in order to obtain

\[
I_{\text{coh}} \left( \Phi_{\frac{q}{N} | n \rangle \langle n | , \tau_N} \right) > 0
\]

for \( n \) sufficiently large \( K(N) \) is estimated in Fig. 3. This is the reason why we choose \( c \) to be a function of \( N \). In particular, we choose \( c(N) \) so that the inequality \( c(N) \gtrsim K(N) \) is satisfied.

In Fig. 4 we plot the function \( H \left( q(N, c(N)) \right) - H \left( p(N, c(N)) \right) \) where \( c(N) \) is chosen to be

\[
c(N) := N + \alpha
\]

and \( \alpha \) is a constant. From Fig. 4 we see that

\[
H \left( q(N, c(N)) \right) - H \left( p(N, c(N)) \right) > 0
\]

for proper choices of the function \( c(N) \). We do not yet possess an analytical proof of the fact that (83) holds for all \( N > 0 \), but the numerical evidence we have gathered, depicted in Fig. 4, is very clear. Indeed, the function \( H \left( q(N, c(N)) \right) - H \left( p(N, c(N)) \right) \) appears to have a positive horizontal asymptote. As a consequence, Theorem 9, together with the lower bounds in (64), (65), and (66), establishes that:

\[
\begin{align*}
\liminf_{n \to \infty} C_{\text{ea}} \left( \Phi_{\frac{q}{N} | n \rangle \langle n | , N} \right) &> C \left( \text{Id}, N \right), \\
\liminf_{n \to \infty} Q_{\text{ea}} \left( \Phi_{\frac{q}{N} | n \rangle \langle n | , N} \right) &> Q \left( \text{Id}, N \right)/2, \\
\liminf_{n \to \infty} \Phi_{\frac{q}{N} | n \rangle \langle n | , N} &> 0.
\end{align*}
\]

These inequalities show that all the discussed implications of Theorem 7 are valid in the physically interesting case in which \( \lambda > 0 \) is very small. Namely, we have proved that for arbitrarily small values of \( \lambda > 0 \) there exist environment states that allow one to reliably transmit:

- Bits with better performances than in the (unassisted) ideal case of absence of noise, provided that pre-shared entanglement assists communication. In other words, the ability of choosing the environment state and the entanglement resource suffice to neutralise the effect of the noise affecting an optical fibre used to transmit bits, no matter how small the signal-to-noise ratio is.

- Qubits with a rate larger than half of the best-achievable one in the (unassisted) ideal case of absence of noise, provided that pre-shared entanglement assists communication.

- Qubits at a strictly positive rate that is moreover independent of \( \lambda \). This result was already known from [24].

We are now ready to prove Theorem 9.
Before explaining our proof, let us forge our intuition by looking at Fig. 5. While \( P_l(2, n, \frac{3}{n}) \) and \( P_l(2, n, 1 - \frac{3}{n}) \) plotted with respect to the index \( l \) for several values of \( n \), these probability distributions are computed by using (55).

**Proof of Theorem 9** From (38), we have

\[
I_{coh}(\Phi_{\frac{c}{n}}^{\tau N}, \tau N) = S(\Phi_{\frac{c}{n}}^{\tau N}(\tau N)) - S(\Phi_{\frac{c}{n}}^{\tau N}(\tau N)),
\]

where, by using (54), we can write:

\[
\Phi_{\frac{c}{n}}^{\tau N}(\tau N) = \sum_{l=0}^{\infty} P_l(N, n, \frac{c}{n}) |l\rangle\langle l|,
\]

\[
\Phi_{\frac{c}{n}}^{\tau N}(\tau N) = \sum_{l=0}^{\infty} P_l(N, n, 1 - \frac{c}{n}) |l\rangle\langle l|.
\]

Before explaining our proof, let us forge our intuition by looking at Fig. 5. While \( \{P_l(N, n, 1 - \frac{c}{n})\}_{l \geq 0} \) seems to converge for \( n \to \infty \), the distribution \( \{P_l(N, n, \frac{c}{n})\}_{l \geq 0} \) does not. Indeed, the distribution \( \{P_l(N, n, \frac{c}{n})\}_{l \geq 0} \) can be seen to move to the right as \( n \) increases, with a mean value of (see (70))

\[
\sum_{l=0}^{\infty} P_l(N, n, \frac{c}{n}) = \text{Tr} \left[ a^\dagger a \Phi_{\frac{c}{n}}^{\tau N}(\tau N) \right] = \frac{c}{n} N + \left(1 - \frac{c}{n}\right) n \to N - c,
\]

keeping constant its peak shape. This is the reason why we are going to unitarily shift to the left the state \( \Phi_{\frac{c}{n}}^{\tau N}(\tau N) \) in order to have a new state which does converge in the limit \( n \to \infty \).

Let us extend our harmonic oscillator Hilbert space by adding new orthonormal states \( \{|-i\rangle\}_{i \in \mathbb{N}^+} \) so that \( \{|k\rangle\}_{k \in \mathbb{Z}} \) is an orthonormal basis of the resulting Hilbert space \( \mathcal{H}_{ext} \). We define the extension of the operators \( \Phi_{\frac{c}{n}}^{\tau N}(\tau N) \) and \( \Phi_{\frac{c}{n}}^{\tau N}(\tau N) \) to \( \mathcal{H}_{ext} \) such that for all \( k \in \mathbb{N}^+ \) it holds that (for the sake of simplicity we are going to denote an operator and its extension in the same way)

\[
\Phi_{\frac{c}{n}}^{\tau N}(\tau N) - k) = 0,
\]

\[
\Phi_{\frac{c}{n}}^{\tau N}(\tau N) - k) = 0.
\]

Moreover, let us define for all \( k \in \mathbb{Z} \) the shift operators \( T_k \) which act on the extended Hilbert space as

\[
T_k|i\rangle = |i + k\rangle \quad \forall i \in \mathbb{Z}.
\]

Since \( T_k \) is unitary, it holds that

\[
S(\Phi_{\frac{c}{n}}^{\tau N}(\tau N)) = S(T_{-n}\Phi_{\frac{c}{n}}^{\tau N}(\tau N)T_{-n}^\dagger).
\]

Consequently, (86) implies that

\[
I_{coh}(\Phi_{\frac{c}{n}}^{\tau N}, \tau N) = S(T_{-n}\Phi_{\frac{c}{n}}^{\tau N}(\tau N)T_{-n}^\dagger) - S(\Phi_{\frac{c}{n}}^{\tau N}(\tau N)).
\]

Unlike the sequence of operators

\[
\left\{\Phi_{\frac{c}{n}}^{\tau N}(\tau N)\right\}_{n \in \mathbb{N}} \subseteq \mathcal{G}(\mathcal{H}_S),
\]

its shifted version, i.e.

\[
\left\{T_{-n}\Phi_{\frac{c}{n}}^{\tau N}(\tau N)T_{-n}^\dagger\right\}_{n \in \mathbb{N}} \subseteq \mathcal{G}(\mathcal{H}_{ext}),
\]

does converge in trace norm as \( n \to \infty \), as we are going to prove now.

(87) implies that

\[
T_{-n}\Phi_{\frac{c}{n}}^{\tau N}(\tau N)T_{-n}^\dagger = \sum_{l=0}^{\infty} P_l(N, n, \frac{c}{n}) |l\rangle\langle l - n| = \sum_{k=-n}^{\infty} P_{n+k}(N, n, \frac{c}{n}) |k\rangle\langle k|.
\]

Hence, since we want to study \( T_{-n}\Phi_{\frac{c}{n}}^{\tau N}(\tau N)T_{-n}^\dagger \) in the limit \( n \to \infty \), let us define the probability distribution \( q_k(N, c) \) over the alphabet \( \mathbb{Z} \) as

\[
q_k(N, c) := \lim_{n \to \infty} P_{n+k}(N, n, \frac{c}{n}).
\]

We will show below that such limit exists. To this end, let us first consider the case where \( k \geq 0 \). Then (55)
implies that

\[
q_{-k}(N,c) = \lim_{n \to \infty} \sum_{m=0}^{n-k} \left( \frac{2}{n} \right)^{2m-k} \left( 1 - \frac{2}{n} \right)^{m} \left( N+1 \right)^{m} \left( \frac{n}{m} \right)^{m} \left( \frac{n}{m} \right)^{m-k}
\]

one obtains

\[
\lim_{n \to \infty} \sum_{m=0}^{n-k} \left( 1 - \frac{c}{n} \right)^{-m} \left[ c\sqrt{N(N+1)} \right]^{2m} \left( \frac{n}{m+k} \right)^{m-k} \frac{n}{n^{2m+k}}
\]

Let us check whether the hypotheses of Tannery’s theorem are fulfilled. Thanks to the inequality \((\sqrt{\frac{a}{b}}) \leq \frac{a^b}{b^a}\), valid for all integers \(a \geq b \geq 0\), and to the fact that \((1 - \frac{c}{n})^{-m} \leq 2^m\), valid for sufficiently large \(n\) (more precisely, as soon as \(n \geq 2c\)), the general term of the series (which is non-negative) satisfies

\[
\chi_{[0,n-k]}(m) \leq \left[ c\sqrt{2N(N+1)} \right]^{2m} \frac{n}{(m+k)!m!},
\]

for sufficiently large \(n\). Since \([62]\)

\[
\sum_{m=0}^{\infty} \left[ c\sqrt{2N(N+1)} \right]^{2m} \frac{n}{(m+k)!m!} < \infty,
\]

Tannery’s theorem guarantees that

\[
\lim_{n \to \infty} \sum_{m=0}^{n-k} \left( 1 - \frac{c}{n} \right)^{-m} \left[ c\sqrt{N(N+1)} \right]^{2m} \left( \frac{n}{m+k} \right)^{m-k} \frac{n}{n^{2m+k}}
\]

As a consequence, \([97]\) implies that

\[
q_{-k}(N,c) = e^{-c[2N+1]} \left[ c(N+1)^k \right] \sum_{m=0}^{\infty} \left[ c\sqrt{N(N+1)} \right]^{2m} \frac{n}{(m+k)!m!}.
\]

By using \([80]\), we arrive at

\[
q_{-k}(N,c) = e^{-c[2N+1]} \left( \frac{N+1}{N} \right)^{k/2} I_k \left( 2c\sqrt{N(N+1)} \right).
\]
Analogously, for $k \geq 0$ it holds that:

\[
q_k(N, c) = \lim_{n \to \infty} \sum_{m=0}^{n} \left( \frac{\gamma}{n} \right)^{2m+k} \left( 1 - \frac{\gamma}{n} \right)^{n-m} \left( \frac{N}{n} \right)^{m} \left( \frac{n}{n-m} \right) = \lim_{n \to \infty} \left( \frac{1}{N} \frac{c}{n} \right)^{2m+k+1} \left( 1 - \frac{c}{n} \right)^{n} \left( cN \right)^{k} \times \sum_{m=0}^{n} \left( 1 - \frac{c}{n} \right)^{-m} \left( c\sqrt{N(N+1)} \right)^{2m} \left( \frac{N}{n} \right)^{m+k} \frac{(m+k)!m!}{n^{2m+k}} = e^{-c[2N+1]} \left( cN \right)^{k/2} \sum_{m=0}^{\infty} \left( c\sqrt{N(N+1)} \right)^{2m} \left( \frac{N}{N+1} \right)^{k/2} I_k \left( 2c\sqrt{N(N+1)} \right). \tag{108}
\]

In summary, we have shown that for all $k \in \mathbb{Z}$ it holds that

\[
q_k(N, c) = e^{-c[2N+1]} \left( \frac{N}{N+1} \right)^{k/2} I_k \left( 2c\sqrt{N(N+1)} \right). \tag{109}
\]

Now, let us define the following state on $\mathcal{H}_{\text{ext}}$:

\[
\rho_{q(N,c)} := \sum_{k=-\infty}^{\infty} q_k(N, c) |k\rangle\langle k|. \tag{110}
\]

and guarantee that the sequence of density operators $\left\{ T^{-n} \Phi_{-\frac{c}{\sqrt{N}}, n}(\tau_N) T^{-n}_{\dagger} \right\}_{n \in \mathbb{N}}$ weakly converges to $\rho_{q(N,c)}$. Consequently, we can apply Lemma 4.3, which states that if a sequence of density operators converges to another density operators in the weak operator topology, then the convergence is in trace norm. Hence, $\left\{ T^{-n} \Phi_{-\frac{c}{\sqrt{N}}, n}(\tau_N) T^{-n}_{\dagger} \right\}_{n \in \mathbb{N}}$ converges to $\rho_{q(N,c)}$ in trace norm i.e.

\[
\lim_{n \to \infty} \left\| T^{-n} \Phi_{-\frac{c}{\sqrt{N}}, n}(\tau_N) T^{-n}_{\dagger} - \rho_{q(N,c)} \right\|_1 = 0. \tag{111}
\]

Analogously, we define the probability distribution $\{p_k(N, c)\}_{k \in \mathbb{Z}}$ over the alphabet $\mathbb{Z}$ as

\[
p_k(N, c) := \begin{cases} 
\lim_{n \to \infty} P_k \left( N, n, 1 - \frac{c}{n} \right), & \text{if } k \geq 0, \\
0, & \text{otherwise}. \end{cases} \tag{112}
\]

Let $k \geq 0$. Analogously to what has been done previously i.e. starting from , carrying out the calculations and expanding for large $n$, one obtains that:

\[
p_k(N, c) = \lim_{n \to \infty} \frac{1}{(N + 1 - N \frac{c}{n})^{k+n+1}} \left( 1 - \frac{c}{n} \right)^{n} \left( cN \right)^{k} \times \sum_{m=0}^{n} \left( 1 - \frac{c}{n} \right)^{-m} \left( c\sqrt{N(N+1)} \right)^{2m} \left( \frac{N}{n} \right)^{m+k} \frac{(m+k)!m!}{n^{2m+k}} = e^{-c[2N+1]} \left( cN \right)^{k/2} \sum_{m=0}^{\infty} \left( c\sqrt{N(N+1)} \right)^{2m} \left( \frac{N}{N+1} \right)^{k/2} I_k \left( 2c\sqrt{N(N+1)} \right). \tag{113}
\]

Moreover, let us define

\[
\rho_{p(N,c)} := \sum_{k=0}^{\infty} p_k(N, c) |k\rangle\langle k|. \tag{114}
\]

Since $\left\{ \Phi_{-\frac{c}{\sqrt{N}}, n}(\tau_N) \right\}_{n \in \mathbb{N}}$ weakly converges to $\rho_{p(N,c)}$, then it converges to $\rho_{p(N,c)}$ in trace norm [Lemma 4.3] i.e.

\[
\lim_{n \to \infty} \left\| \Phi_{-\frac{c}{\sqrt{N}}, n}(\tau_N) - \rho_{p(N,c)} \right\|_1 = 0. \tag{115}
\]

From we have that:

\[
\liminf_{n \to \infty} I_{\text{coh}} \left( \Phi_{-\frac{c}{\sqrt{N}}, n}(\tau_N) \right) = \liminf_{n \to \infty} \left[ S \left( T^{-n} \Phi_{-\frac{c}{\sqrt{N}}, n}(\tau_N) T^{-n}_{\dagger} \right) - S \left( \Phi_{-\frac{c}{\sqrt{N}}, n}(\tau_N) \right) \right]. \tag{116}
\]

At this point we would like to show that we can lower bound the expression by taking the limit inside the function $S$. For this to be a legal move, we would need the entropy to be a continuous function of the states we consider. However, although in the finite-dimensional scenario Fannes’ inequality guarantees the continuity in trace norm of the von Neumann entropy [Chapter 11], guarantees the continuity in trace norm of the von Neumann entropy in the infinite-dimensional setting the continuity does not hold any more. However, the von Neumann entropy is still lower semi-continuous in trace norm [Theorem 11.6]. Continuity of the von Neumann entropy is restored when restricting to quantum systems satisfying the Gibbs hypothesis (i.e. quantum systems having finite partition function) and to states with bounded energy, as established by [Lemma 11.8]. First, we are going to apply Lemma 11.8 to the sequence $\left\{ \Phi_{-\frac{c}{\sqrt{N}}, n}(\tau_N) \right\}_{n \in \mathbb{N}}$. Let us check whether its hypotheses are fulfilled.
• The partition function of the quantum harmonic oscillator is finite for all $\beta > 0$, indeed:
\[
\text{Tr}_S \left[ e^{-\beta a^\dagger a} \right] = \frac{1}{1 - e^{-\beta}} < \infty \quad \text{for all } \beta > 0.
\]

• The sequence $\{\Phi_{1/\tau_n}^{\lambda,|n|}|(\tau_N)\}_{n \in \mathbb{N}} \subseteq \mathcal{S}(\mathcal{H}_S)$ has bounded energy. Indeed, (76) implies that for all $n \in \mathbb{N}$ it holds that
\[
\text{Tr}_S \left[ \Phi_{1/\tau_n}^{\lambda,|n|}|(\tau_N) a^\dagger a \right] = \left( 1 - \frac{c}{N} \right) N + c \leq N + c.
\]

As a consequence, we can apply [17] Lemma 11.8. By using also (115), we deduce that
\[
\lim_{n \to \infty} S \left( \Phi_{1/\tau_n}^{\lambda,|n|}|(\tau_N) \right) = S \left( \rho_{p(N,c)} \right) = H \left( p(N,c) \right).
\]  

Then, (116) implies
\[
\liminf_{n \to \infty} I_{\text{coh}} \left( \Phi_{\tau_n}^{\lambda,|n|}|(\tau_N) \right) = \liminf_{n \to \infty} S \left( T_n \Phi_{\tau_n}^{\lambda,|n|}|(\tau_N) T_n^\dagger \right) - H \left( p(N,c) \right).
\]  

Second, for the sequence $\{T_n \Phi_{\tau_n}^{\lambda,|n|}|(\tau_N) T_n^\dagger \}_{n \in \mathbb{N}} \subseteq \mathcal{S}(\mathcal{H}_{\text{ext}})$, we apply the lower semi-continuity of the von Neumann entropy and (111) to deduce that
\[
\liminf_{n \to \infty} S \left( T_n \Phi_{\tau_n}^{\lambda,|n|}|(\tau_N) T_n^\dagger \right) \geq S \left( \rho_{q(N,c)} \right) = H \left( q(N,c) \right).
\]  

Hence, by substituting in (118), we finally obtain (77). □

B. The capacities are not necessarily monotonic in the transmissivity

The results we have discussed in Section III.A (i.e. the implications of (85)) are valid for sufficiently small values of $\lambda > 0$, which is the physically interesting case where only an infinitesimal fraction of the output energy comes from the input and where we expect the channel to be noisier than what it would be for larger values of $\lambda$. Therefore, one can be tempted to conclude that such results hold not only for sufficiently small values of $\lambda > 0$ but also for all $\lambda > 0$. However, this reasoning does not quite work as stated since it assumes that the capacities are monotonic in $\lambda$. This is not obvious and, as a matter of fact, it is already known that the quantum capacity is not necessarily monotonically increasing in the transmissivity for a fixed environment state [24]. Analogously, $C_{\text{ca}} \left( \Phi_{\lambda,\sigma}, N \right)$ can fail to be monotonically increasing in $\lambda$ for fixed $\sigma$ and $N$. Indeed:

• If $\lambda = 0$, the general attenuators are completely noisy and hence $C_{\text{ca}} \left( \Phi_{0,|n|}|n|, N \right) = 0$ for all $N > 0$, $n \in \mathbb{N}$;

• If $\lambda = 1/2$, as we will see later thanks to Theorem 10, it holds that
\[
C_{\text{ca}} \left( \Phi_{1/2,|n|}|n|, N \right) = g(N) \quad (120)
\]

for all $N > 0$, $n \in \mathbb{N}$;

• As guaranteed by [85] (or also by Fig. 1), for some $\lambda \in \{0,1/2\}$, $n \in \mathbb{N}$, $N > 0$, it holds that $C_{\text{ca}} \left( \Phi_{\lambda,|n|}|n|, N \right) > g(N)$.

Numerical investigations suggest that $C_{\text{ca}} \left( \Phi_{\lambda,|n|}|n|, N \right)$ is non-monotonic in $\lambda$ if $n \gg N$. Notice that monotonicity still holds when the environment state is a thermal state, as it can be shown by exploiting (19). A more elegant way to prove the monotonicity in $\lambda$ of $C_{\text{ca}} \left( \Phi_{\lambda,\tau_n}, N \right)$ is as follows. Lemma [16] in the Appendix establishes that for all $\lambda_1$, $\lambda_2 \in [0,1]$ and all $N > 0$ it holds that
\[
\Phi_{\lambda_1,\lambda_2,\tau_n} = \Phi_{\lambda_1,\tau_n} \circ \Phi_{\lambda_2,\tau_n} \quad (121)
\]

By using this, for all $0 < \lambda_1 < \lambda_2 < 1$ we deduce that $\Phi_{\lambda_1,\tau_n} = \Phi_{\lambda_1/2,\tau_n} \circ \Phi_{\lambda_2,\tau_n}$. Hence, the channel $\Phi_{\lambda_1,\tau_n}$ can be simulated by $\Phi_{\lambda_2,\tau_n}$ if Bob applies $\Phi_{\lambda_1/2,\tau_n}$ on the received quantum carrier. As a consequence, it holds that every capacity of $\Phi_{\lambda_1,\tau_n}$ is lower than that of $\Phi_{\lambda_2,\tau_n}$. Hence, all the capacities of the thermal attenuator are monotonous in $\lambda$. In addition, the previous reasoning suggests that the composition law $\Phi_{\lambda_1,\lambda_2,\tau_n} = \Phi_{\lambda_1,\tau_n} \circ \Phi_{\lambda_2,\tau_n}$ does not hold for $n \geq 1$.

Now, we just have to prove (120). To do this, let us show the following more general theorem.

Theorem 10. Let $\alpha \in \mathbb{C}$. Let $\sigma \in \mathcal{S}(\mathcal{H}_E)$ be of the form $\sigma = D(\alpha)\sigma_0 D(\alpha)^\dagger$, where $V\sigma_0 V^\dagger = \sigma_0$ with $V = (-1)^{b^0}$. Then for all $N > 0$ it holds that
\[
g(N) - S(\sigma) \leq C_{\text{ca}} \left( \Phi_{1/2,\sigma}, N \right) \leq g(N) \quad (122)
\]

If $\sigma$ is also pure, it follows in particular that
\[
C_{\text{ca}} \left( \Phi_{1/2,\sigma}, N \right) = g(N) \quad (123)
\]

Proof. Let $N > 0$ and let $\rho \in \mathcal{S}(\mathcal{H}_S)$ such that $\text{Tr}[\rho a^\dagger a] \leq N$. Since the hypotheses are the same as Lemma 3 we can apply (26). The latter, together with the invariance of the von Neumann entropy under unitary transformations, guarantees that
\[
S \left( \Phi_{\lambda,\sigma}^{\text{wc}}(\rho) \right) = S \left( \Phi_{1-\lambda,\sigma}(\rho) \right) \quad (124)
\]

Thanks to the subadditivity of the von Neumann entropy, one can prove that
\[
S \left( \Phi_{\lambda,\sigma}^{\text{wc}}(\rho) \right) \leq S(\sigma) + S \left( \Phi_{\lambda,\sigma}^{\text{wc}}(\rho) \right) \quad (125)
\]

A proof of (125) can be found in Lemma [1.1] in the Appendix. (125) implies that
\[
I(\Phi_{1/2,\sigma}, \rho) = S(\rho) + S \left( \Phi_{1/2,\sigma}(\rho) \right) - S \left( \Phi_{1/2,\sigma}^{\text{wc}}(\rho) \right) \geq S(\rho) + S \left( \Phi_{1/2,\sigma}(\rho) \right) - S(\sigma) - S \left( \Phi_{1/2,\sigma}^{\text{wc}}(\rho) \right) = S(\rho) - S(\sigma) \quad (126)
\]
where in the last line we used (124). Therefore, Lemma 1 concludes the proof of

$$C_{\text{ea}}(\Phi_{1/2,\sigma}, N) \geq g(N) - S(\sigma).$$

(127)

Now, we just have to prove the upper bound. Lemma 3 guarantees that $Q(\Phi_{1/2,\sigma}) = 0$ and hence for all $\rho$ it holds $I_{\text{coh}}(\Phi_{1/2,\sigma}, \rho) \leq 0$. As a consequence, $I(\Phi_{1/2,\sigma}, \rho) \leq S(\rho)$. Taking the maximum over all $\rho$ satisfying the energy constraint $\text{Tr}[a^\dagger a \rho] \leq N$, this implies

$$C_{\text{ea}}(\Phi_{1/2,\sigma}, N) \leq g(N).$$

(128)

Finally, since the von Neumann entropy of a pure state is zero, (123) immediately follows from the upper and lower bounds just proved.

The states $\sigma$ satisfying the hypothesis of Theorem 10 are of the form $\sigma = D(\alpha)d_0D(\alpha)^\dagger$, where $d_0$ and $V$ commute and hence admit a common basis of eigenstates. Hence, we can write

$$\sigma = D(\alpha)\left(\sum_i p_i |\psi_i\rangle\langle\psi_i|\right)D(\alpha)^\dagger,$$

(129)

where:

- $\{p_i\}_{i \in \mathbb{N}}$ is a probability distribution (since $d_0$ is a density operator);
- Either $|\psi_i\rangle$ is an even state i.e.

$$V |\psi_i\rangle = |\psi_i\rangle \iff |\psi_i\rangle = \sum_{n=0}^{\infty} c_n^{(i)} |2n\rangle,$$

or it is an odd state i.e.

$$V |\psi_i\rangle = -|\psi_i\rangle \iff |\psi_i\rangle = \sum_{n=0}^{\infty} c_n^{(i)} |2n + 1\rangle.$$

To summarise, if $\sigma$ is a displaced convex combination of odd and even states (e.g. displaced thermal states) then

$$g(N) - S(\sigma) \leq C_{\text{ea}}(\Phi_{1/2,\sigma}, N) \leq g(N).$$

(130)

In addition, if $\sigma$ is a displaced odd or even pure state (e.g. a displaced Fock state, coherent state, squeezed state, or cat state) then

$$C_{\text{ea}}(\Phi_{1/2,\sigma}, N) = g(N).$$

(131)

This result is in agreement with the known expression for the pure loss channel $\Phi_{1/2,0|0\rangle}$ (see (17)). Since $C(\text{Id}, N) = g(N)$, for such a class of environment states $\sigma$ it holds that

$$C_{\text{ea}}(\Phi_{1/2,\sigma}, N) = C(\text{Id}, N).$$

(132)

In other words, we can state that: for $\lambda = 1/2$ if the environment is in a displaced odd or even pure state, the resource of pre-shared entanglement allows classical information to be transmitted with the same performance as the unassisted noiseless scenario. Previously, we have seen that a stronger property holds: for $0 < \lambda < 1/2$, if the environment state is a suitable Fock state, entanglement-assisted classical communication is possible with better performance than in the unassisted noiseless scenario.

IV. CONTROL OF THE ENVIRONMENT STATE

In the best studied models of communication, one usually employs the memoryless approximation. In our scenario, under this approximation, the environment state is always the same every time the transmission line is used. However, if Alice feeds signals into the line separated by a sufficiently short temporal interval, the memoryless approximation is challenged and memory effects arise, thereby altering the environment state. From the above results we know that the manipulation of the environment state can greatly improve the communication performance. Consequently, a natural question that arises is: how to implement in a realistic and operational way the control of the environment state?

Now, we introduce a communication model which takes into account memory effects. Then, we will explain how to implement a partial manipulation of the environment state that however suffices to our purposes, i.e. that of boosting the capacities.

We analyse the model formulated by (23) and depicted in Fig. 6, which consists of three elements: the signals, the channel environment $E$, and also a huge reservoir $R$. The signals and the environment $E$ are single-mode systems. The signals interact one at a time with the environment $E$ through the BS unitary, while $E$ undergoes a dissipative evolution induced by $R$. The dissipative evolution is implemented by a one-parameter family of
quantum channels \( \{ \xi_{\delta t} \}_{\delta t \geq 0} \), which transforms any state \( \sigma \) into a stationary state \( \sigma_0 \) after a thermalisation time \( t_E \). We request that
\[
\xi_{\delta t}(\sigma) \simeq \sigma \quad \text{if } \delta t \ll t_E ,
\]
\[
\xi_{\delta t}(\sigma) = \sigma_0 \quad \text{if } \delta t \geq t_E ,
\]
for all \( \sigma \in \mathcal{S}(H_E) \). An optical fibre is described by the above model with \( \sigma_0 \) being a thermal state \( \tau_\nu \).

Let us justify the assumption in (133). In the best studied model of bosonic quantum communication across optical fibres, the attenuation noise which affects each signal is given by the same quantum channel, i.e. by the thermal attenuator \( \Phi_{\lambda,\tau_\nu} \). This is valid when the memoryless assumption is justified, i.e. when the time interval \( \delta t \) between two subsequent signals is sufficiently large. Within our model, this translates to the assumption that when a signal is transmitted across the fibre, the thermalisation process \( \xi_{\delta t} \) has already exactly brought back the environment state into the thermal state \( \tau_\nu \). Mathematically, this means that if \( \delta t \) is larger than a certain timescale — which we call the thermalisation time \( t_E \) — it holds that \( \xi_{\delta t}(\sigma) = \tau_\nu \) for all \( \sigma \). To summarise, if we require that our model reduces to the best studied model of bosonic quantum communication across optical fibres, the assumption in (133) is necessary.

If Alice is able to send signals only separated by a temporal interval \( \delta t \geq t_E \), then the memoryless approximation is recovered and communication occurs via \( \Phi_{\lambda,\sigma_0} \). Vice versa, if the temporal interval between signals is shorter than \( t_E \), then memory effects arise. And, if the interval is much shorter than \( t_E \), then the dissipative evolution is negligible and the environment state is only modified by the interaction with the signals.

Example 11. Suppose that Alice sends \( k \) signals \( S_1, S_2, \ldots, S_k \), separated by a time interval \( \delta t \) and initialised in a state \( \rho^{(k)} \). Then the environment state \( \sigma \), right after a time \( \delta t \) that the \( k \)th signal has interacted with the environment, can be expressed as
\[
\sigma = \text{Tr}_{S_1 \cdots S_k} \left[ \xi_{\delta t} \circ \mathcal{U}_\lambda^{(S_1,E)} \circ \xi_{\delta t} \circ \mathcal{U}_\lambda^{(S_2,E)} \circ \ldots \circ \xi_{\delta t} \circ \mathcal{U}_\lambda^{(S_k,E)} \left( \rho^{(k)} \otimes \sigma_0 \right) \right],
\]
where \( \mathcal{U}_\lambda^{(S_i,E)} \) is a quantum channel defined by
\[
\mathcal{U}_\lambda^{(S_i,E)}(\cdot) = t_{\lambda}^{(S_i,E)}(\cdot) \left( U_{\lambda}^{(S_i,E)} \right)^\dagger.
\]
Now, suppose that once Alice has sent the signal \( S_k \), she waits for a time \( \delta t \) and sends another signal \( S \) initialised in \( \rho \). The output state of \( S \) that Bob receives is
\[
\text{Tr}_{S_1 \cdots S_k} \left[ \mathcal{U}_\lambda^{(S_1,E)} \circ \xi_{\delta t} \circ \mathcal{U}_\lambda^{(S_2,E)} \circ \xi_{\delta t} \circ \mathcal{U}_\lambda^{(S_3,E)} \circ \ldots \circ \xi_{\delta t} \circ \mathcal{U}_\lambda^{(S_k,E)} \left( \rho \otimes \rho^{(k)} \otimes \sigma_0 \right) \right] = \text{Tr}_E \left[ \mathcal{U}_\lambda^{(S,E)} (\rho \otimes \xi_{\delta t}(\sigma)) \right] = \Phi_{\lambda,\xi_{\delta t}(\sigma)}(\rho) .
\]

Let us put these ideas into practice by introducing a protocol dubbed ‘noise attenuation protocol’. This protocol aims to obtain an effective memoryless channel \( \Phi_{\lambda,\sigma} \) that is less noisy than \( \Phi_{\lambda,\sigma_0} \). More precisely, the aim of the noise attenuation protocol is to obtain an environment state \( \sigma \) such that the capacity of interest of \( \Phi_{\lambda,\sigma} \) is larger than that of \( \Phi_{\lambda,\sigma_0} \). The basic idea of the protocol is that Alice first attempts to manipulate the environment state by sending signals that do not encode information, and then transmits the actual message.

**Noise attenuation protocol:**

- **step 1:** Alice waits for a time \( t_E \) (in order to have the environment reset into \( \sigma_0 \));
- **step 2:** Alice sends \( k \) signals so that, after the interaction with the environment \( E \) has occurred, the latter transforms into a chosen state \( \sigma \);
- **step 3:** Alice sends the signal which encodes information. Then, she restarts from step 1 until the communication is complete.

Any signal sent during step 2 is dubbed ‘trigger signal’. Alice can encode information into a multipartite entangled state of the signals sent at step 3. Step 1 allows one to treat the input-output relations of the signals of step 3 as implemented by the memoryless channel \( \Phi_{\lambda,\sigma} \). Hence, Alice and Bob have to apply encoding and decoding strategies to communicate via \( \Phi_{\lambda,\sigma} \), instead of via \( \Phi_{\lambda,\sigma_0} \). Bob has to take into account in his decoding strategy only the signals sent during step 3, throwing away the received trigger signals. We give a simple example where the noise attenuation protocol is beneficial in terms of entanglement-assisted communication in the Appendix [E].

Let \( H_{S_i} \) denote the Hilbert space of the \( i \)-th trigger signal and let \( a_i \) denote the corresponding annihilation operator. We will refer to \( \sigma_0 \) as the ‘stationary environment state’, to the signal of step 3 as an ‘information-carrier signal’, to \( \Phi_{\lambda,\sigma} \) as the ‘original channel’ and to \( \Phi_{\lambda,\sigma_0} \) as the ‘resulting channel’. A pictorial schematic of the noise attenuation protocol is provided in Fig. [F].

Suppose that the \( k \) trigger signals are initialised in \( \rho^{(k)} \in \mathcal{S}(H_{S_1} \otimes \ldots \otimes H_{S_k}) \) and are separated by a time interval \( \delta t \). Suppose further that the time interval between the \( k \)th trigger signal and the information-carrier signal is \( \delta t \). Consequently, at the beginning of step 3 the environment is in a state \( \sigma \) given by (135). From now on, suppose that \( \delta t \ll t_E \). In this regime we can use the approximation \( \xi_{\delta t} \simeq \text{Id} \). In Theorem [19] we will formalise such an approximation and we will see that it is consistent. By exploiting (135), \( \sigma \) can be approximated as
\[
\sigma = \Delta_{\lambda,\sigma_0}^{(k)}(\rho^{(k)}),
\]
where \( \Delta_{\lambda,\sigma_0}^{(k)} : \mathcal{S}(H_{S_1} \otimes \ldots \otimes H_{S_k}) \rightarrow \mathcal{S}(H_E) \) is defined
FIG. 7. Alice alternates between sequences of trigger signals (step 2), which do not carry information but are sacrificed to turn the environment into a state that facilitates communication, and information-carrying signals (step 3).

by
\[ \Delta_{\lambda,\sigma_0}^{(k)}(\rho^{(k)}) := \text{Tr} S_1 S_2 \cdots S_k \left[ U^{(S_k E)} \cdots U^{(S_1 E)} \rho^{(k)} \otimes \sigma_0 \right. \]
\[ \left. \left( U^{(S_1 E)} \right)^\dagger \cdots \left( U^{(S_k E)} \right)^\dagger \right] . \]
\[ (138) \]
Hence, the information-carrier signal is affected by the channel \( \Phi_{\lambda,\Delta_{\lambda,\sigma_0}^{(k)}}(\rho^{(k)}) \).

Definition 1. An environment state \( \sigma \in \mathfrak{S}(\mathcal{H}_E) \) is said to be \( (\lambda,\sigma_0) \)-achievable if there exists \( k \in \mathbb{N} \) and \( \rho^{(k)} \in \mathfrak{S}(\mathcal{H}_{S_1} \otimes \cdots \otimes \mathcal{H}_{S_k}) \) such that \( \sigma = \Delta_{\lambda,\sigma_0}^{(k)}(\rho^{(k)}) \).

Not all environment states can be obtained by Alice, but only those which are \( (\lambda,\sigma_0) \)-achievable. In order to activate the special communication performance discussed in Sec. III A (e.g. obtaining a resulting channel with strictly positive quantum capacity, or with entanglement-assisted classical capacity larger than that of the noiseless channel), a natural question that arises is whether there exists a suitable choice of the trigger-sIGNALS state \( \rho^{(k)} \) that creates an environmental Fock state. In other words, we may wonder whether the Fock states are \( (\lambda,\sigma_0) \)-achievable. Unfortunately, this is not the case if the stationary state \( \sigma_0 \) is thermal (as in the scheme of an optical fibre), except in the trivial case in which both \( \sigma_0 \) and the Fock state are the vacuum, as guaranteed by the forthcoming Theorem 13. Before stating Theorem 13 let us prove the following lemma.

Lemma 12. For all \( \lambda \in (0,1) \), \( k \in \mathbb{N} \), it holds that
\[ b^{(k)}_H := \left( U^{(S_1 E)} \right)^\dagger \cdots \left( U^{(S_k E)} \right)^\dagger b U^{(S_k E)} \cdots U^{(S_1 E)} \]
\[ = -\sqrt{1 - \lambda^k} h_{\lambda,k} + \lambda^{k/2} b , \]
\[ (139) \]
where
\[ h_{\lambda,k} := \sqrt{1 - \lambda^{-k}} \sum_{l=1}^{k} \lambda^{l-1} a_l , \]
\[ (140) \]
with \( \left[ h_{\lambda,k}, (h_{\lambda,k})^\dagger \right] = 1 \).

Proof. Let us prove this by induction. The case \( k = 1 \) is true since \( h_{\lambda,1} = a_1 \) and since it holds that
\[ \left( U^{(S_1 E)} \right)^\dagger b U^{(S_1 E)} = -\sqrt{1 - \lambda a_1 + \sqrt{\lambda} b} , \]
\[ (141) \]
as established by Lemma 12 in the Appendix. Assuming (139) to be true for \( k \), we have to prove it for \( k + 1 \). By using that
\[ \left( U^{(S_{k+1} E)} \right)^\dagger b U^{(S_{k+1} E)} = -\sqrt{1 - \lambda a_{k+1} + \sqrt{\lambda} b} \]
\[ (142) \]
and by exploiting the inductive hypothesis, one obtains that
\[ b^{(k+1)}_H = -\sqrt{1 - \lambda a_{k+1} + \sqrt{\lambda} b} \]
\[ = -\sqrt{1 - \lambda a_{k+1} + \sqrt{\lambda} \left[ -\sqrt{1 - \lambda^k} h_{\lambda,k} + \lambda^{k/2} b \right] } \]
\[ = -\sqrt{1 - \lambda^{k+1} h_{\lambda,k+1} + \lambda^{(k+1)/2} b} . \]
\[ (143) \]
Finally, by using \( [a_i, (a_j)^\dagger] = \delta_{ij} \mathbb{I} \), one concludes that \( \left[ h_{\lambda,k}, (h_{\lambda,k})^\dagger \right] = 1 \). \( \square \)

Lemma 12 helps in the calculation of mean values on the output environment state \( \Delta_{\lambda,\sigma_0}^{(k)}(\rho^{(k)}) \). For example, the mean photon number \( \langle b^{(k)} b \rangle \Delta_{\lambda,\sigma_0}^{(k)}(\rho^{(k)}) \) can be evaluated as
\[ \langle b^{(k)} b \rangle \Delta_{\lambda,\sigma_0}^{(k)}(\rho^{(k)}) = \text{Tr} \left[ b^{(k)} b \Delta_{\lambda,\sigma_0}^{(k)}(\rho^{(k)}) \right] \]
\[ = \text{Tr} S_1 S_2 \cdots S_k E \left[ b^{(k)} b U^{(S_k E)} \cdots U^{(S_1 E)} \right. \]
\[ \left. \left( U^{(S_1 E)} \right)^\dagger \cdots \left( U^{(S_k E)} \right)^\dagger \right] \rho^{(k)} \otimes \sigma_0 \]
\[ = \text{Tr} S_1 S_2 \cdots S_k E \left[ (b^{(k)})^\dagger b^{(k)} H \rho^{(k)} \otimes \sigma_0 \right] \]
\[ = \left( (b^{(k)})^\dagger b^{(k)} H \right)_{\rho^{(k)} \otimes \sigma_0} . \]
\[ (144) \]
In addition, let us recall that the photon number variance of a state \( \sigma \) is defined by
\[ V_\sigma := \langle (b^{(k)} b - \langle b^{(k)} b \rangle)_\sigma^2 \rangle , \]
\[ (145) \]
and it holds that \( V_\sigma \geq 0, V_\sigma = \langle (b^{(k)} b)^2 \rangle_\sigma - \langle b^{(k)} b \rangle^2_\sigma \). We are now ready to show Theorem 13.

Theorem 13. Let \( n \in \mathbb{N}, \nu \geq 0, \) and \( \lambda \in (0,1) \). The environmental Fock state \( |n\rangle_{\sigma} \) is not \( (\lambda,\tau_\nu) \)-achievable, except the trivial case in which \( n = \nu = 0 \).

Proof. Suppose that \( n \neq 0 \) or \( \nu \neq 0 \). Assume by contradiction that there exist \( k \in \mathbb{N} \) and \( \rho^{(k)} \in \mathfrak{S}(\mathcal{H}_{S_1} \otimes \cdots \otimes \mathcal{H}_{S_k}) \) such that \( |n\rangle_{\sigma} = \Delta_{\lambda,\tau_\nu}^{(k)}(\rho^{(k)}) \). As a consequence,
by applying Lemma 12, the mean photon number can be evaluated as

\[ n = \langle b^\dagger b\rangle_{[n]} = \left\langle (b^{(k)}_{H})^\dagger b^{(k)}_{H}\right\rangle_{\rho^{(k)}\otimes\tau_v} = (1 - \lambda^{k})\left\langle (h_{\lambda,k})^\dagger h_{\lambda,k}\right\rangle_{\rho^{(k)}} + \lambda^{k}\langle b^\dagger b\rangle_{\tau_v}, \]

(146)

where we used that \( \langle b\rangle_{\tau_v} = 0 \). Moreover, by using Lemma 12, one can show that

\[ n^2 = \langle (b^\dagger b)^2\rangle_{[n]} = \left\langle \left((b^{(k)}_{H})^\dagger b^{(k)}_{H}\right)^2\right\rangle_{\rho^{(k)}\otimes\tau_v} \]

(147)

\[ = \left(\frac{1 - \lambda^{k}}{2}\right)^2\left((h_{\lambda,k})^\dagger h_{\lambda,k}\right)^2_{\rho^{(k)}} + \lambda^{2k}\langle b^\dagger b\rangle_{\tau_v} \]

\[ + \lambda^k(1 - \lambda^k)\left[(2\nu + 1)\langle h_{\lambda,k}^\dagger h_{\lambda,k}\rangle_{\rho^{(k)}} + \nu\right], \]

(148)

where we used \( \langle b^\dagger b\rangle_{\tau_v} = \nu \) and \( \langle b^\dagger b\rangle_{\tau_v} = 0 \). By setting

\[ V_{\rho^{(k)}} := \left\langle \left((h_{\lambda,k})^\dagger h_{\lambda,k}\right)^2\right\rangle_{\rho^{(k)}} - \left\langle (h_{\lambda,k})^\dagger h_{\lambda,k}\right\rangle_{\rho^{(k)}}^2, \]

\[ \rho^{(k)}_{\lambda,n} := |n,\lambda\rangle\langle n,\lambda|_{S_1...S_k}, \]

(150)

(151)

(152)

(153)

(154)

This is a direct consequence of the fact that the BS preserves the vacuum i.e.

\[ U^{(S,E)}_{\lambda}|0\rangle_{S_i} \otimes |0\rangle_{E} = |0\rangle_{S_i} \otimes |0\rangle_{E}. \]

This concludes the proof.

As a consequence of the previous theorem, environmental Fock states can not be exactly achieved at the output of the environment by feeding trigger pulses close to each other into an optical fibre. However, we will show that Fock states can be approximately achieved. More precisely, by sending \( k \) trigger signals initialised in an appropriate state, then the environment transforms into a state that is as close in trace norm to the chosen Fock state as desired if \( k \) is large, as we will rigorously see later with Theorem 11.

Let us give a heuristic explanation of this fact. Since \( \lambda \in (0,1) \) then Lemma 12 implies that for \( k \rightarrow \infty \) it holds that \( b^{(k)}_{H} \approx -h_{\lambda,k}. \) As a consequence, for \( k \rightarrow \infty \) the mean photon number and the photon number variance of the output environment state are

\[ \langle b^\dagger b\rangle_{\Delta_{\lambda,\sigma_{0}}^{(k)}(\rho^{(k)})} \approx \left\langle (h_{\lambda,k})^\dagger h_{\lambda,k}\right\rangle_{\rho^{(k)}}, \]

\[ V_{\Delta_{\lambda,\sigma_{0}}^{(k)}(\rho^{(k)})} \approx \left\langle (h_{\lambda,k})^\dagger h_{\lambda,k}\right\rangle_{\rho^{(k)}}^2, \]

(151)

(152)

(153)

respectively. Fixed \( k \gg 1 \), our hope is to obtain \( \Delta_{\lambda,\sigma_{0}}^{(k)}(\rho^{(k)}) \approx |n\rangle\langle n| \) for a suitable choice of \( \rho^{(k)} \). This is equivalent to requiring that \( \Delta_{\lambda,\sigma_{0}}^{(k)}(\rho^{(k)}) \) has mean photon number approximately equal to \( n \) and vanishing photon number variance. By looking at (151) and (152), this is accomplished by choosing \( \rho^{(k)} \) to be the \( n \)-th excited state of the harmonic oscillator defined by the annihilation operator \( h_{\lambda,k} \) i.e.

\[ = \left\langle \left((h_{\lambda,k})^\dagger h_{\lambda,k}\right)^2\right\rangle_{\rho^{(k)}} - \left\langle (h_{\lambda,k})^\dagger h_{\lambda,k}\right\rangle_{\rho^{(k)}}^2, \]

(149)

(148)

(153)

(154)

\[ \rho^{(k)}_{\lambda,n} := |n,\lambda\rangle\langle n,\lambda|_{S_1...S_k}, \]

(150)

Hence, we expect that the output environment state \( \Delta_{\lambda,\sigma_{0}}^{(k)}(\rho^{(k)}_{n,\lambda}) \) is as close to \( |n\rangle\langle n| \) as desired if \( k \) is sufficiently large. A schematic of the interaction between the trigger signals and the environment in terms of BSs is shown in Fig. 8.

Intuitively, for \( k \) large the fact that

\[ \Delta_{\lambda,\sigma_{0}}^{(k)}(\rho^{(k)}_{n,\lambda}) \approx |n\rangle\langle n| \]

implies that

\[ \Phi_{\lambda,\Delta_{\lambda,\sigma_{0}}^{(k)}(\rho^{(k)}_{n,\lambda})} \approx \Phi_{\lambda,|n\rangle\langle n|}. \]

Therefore, we expect the capacities of \( \Phi_{\lambda,\Delta_{\lambda,\sigma_{0}}^{(k)}(\rho^{(k)}_{n,\lambda})} \) to be approximately equal to those of \( \Phi_{\lambda,|n\rangle\langle n|} \) for \( k \) large. Lemma 14 assures that this is indeed the case.

**Lemma 14.** The energy-constrained quantum capacity and the energy-constrained entanglement-assisted classical capacity of the general attenuators are continuous with respect to the environment state, over the subset of environment states having a finite mean photon number.
More explicitly, let \( \sigma \in \mathcal{S}(\mathcal{H}_E) \) be an environment state such that \( \langle b|b \rangle_\sigma < \infty \) and let \( \{ \sigma_k \}_{k \in \mathbb{N}} \subset \mathcal{S}(\mathcal{H}_E) \) be a sequence of environment states such that
\[
\lim_{k \to \infty} \| \sigma_k - \sigma \|_1 = 0,
\]
then for all \( N > 0 \) and \( \lambda \in [0,1] \) it holds that:
\[
\lim_{k \to \infty} Q(\Phi_{\lambda,\sigma_k},N) = Q(\Phi_{\lambda,\sigma},N), \quad \lim_{k \to \infty} C_{\sigma_k}(\Phi_{\lambda,\sigma_k},N) = C_{\sigma}(\Phi_{\lambda,\sigma},N). \tag{155}
\]

**Proof.** Thanks to Lemma 11 it suffices to show that for all \( \lambda \in [0,1] \) it holds that: (a) \( \Phi_{\lambda,\sigma} \) is energy-limited, (b) \( \Phi_{\lambda,\sigma_k} \) is energy-limited for \( k \) sufficiently large, and (c) \( \lim_{k \to \infty} \| \Phi_{\lambda,\sigma_k} - \Phi_{\lambda,\sigma} \|_{\infty,N} = 0 \) for all \( N > 0 \).

Let \( \lambda \in [0,1] \) and \( \rho \in \mathcal{S}(\mathcal{H}_S) \). By using [76], we have that
\[
\text{Tr}_S \left[ \Phi_{\lambda,\sigma}(\rho) a^\dagger a \right] \\
\leq \lambda \langle a^\dagger a \rangle_\rho + (1 - \lambda) \langle b^\dagger b \rangle_\sigma + 2\sqrt{\lambda(1 - \lambda)} \langle a \rangle_\rho \langle b^\dagger \rangle_\sigma. \tag{156}
\]

The Cauchy–Schwarz inequality for the Hilbert–Schmidt inner product yields
\[
\langle a \rangle_\rho = |\langle a \rangle_\rho| = |\text{Tr}[\sqrt{\rho} a \sqrt{\rho} a^\dagger]| \leq \sqrt{\text{Tr}[\rho]} \sqrt{\text{Tr}[a a^\dagger]},
\]
\[
\langle b^\dagger \rangle_\sigma \leq \sqrt{\langle b^\dagger b \rangle_\sigma}.
\tag{157}
\]

By inserting this into [156] and by noting that
\[
\sqrt{\langle a^\dagger a \rangle_\rho} \leq \frac{\langle a^\dagger a \rangle_\rho}{4} + 1, \tag{158}
\]
one obtains that
\[
\text{Tr}_S[\Phi_{\lambda,\sigma}(\rho) a^\dagger a] \\
\leq \lambda \langle a^\dagger a \rangle_\rho + (1 - \lambda) \langle b^\dagger b \rangle_\sigma + 2\sqrt{\lambda(1 - \lambda)} \langle a \rangle_\rho \sqrt{\langle a^\dagger \rangle_\sigma} \\
\leq \left( \lambda + \frac{1}{2} \sqrt{\lambda(1 - \lambda)} \langle b^\dagger b \rangle_\sigma \right) \langle a^\dagger a \rangle_\rho \\
+ \left[ (1 - \lambda) \langle b^\dagger b \rangle_\sigma + 2\sqrt{\lambda(1 - \lambda)} \langle b^\dagger b \rangle_\sigma \right] \tag{159}
= \alpha \langle a^\dagger a \rangle_\rho + N_0. \tag{160}
\]

As a result, since \( \langle b^\dagger b \rangle_\sigma < \infty \), it follows that \( \Phi_{\lambda,\sigma} \) is energy-limited.

Since \( \sigma_k \) tends to \( \sigma \), then \( \langle b^\dagger b \rangle_{\sigma_k} \) has to be upper bounded for \( k \) sufficiently large. Therefore, [159] implies that \( \Phi_{\lambda,\sigma_k} \) is energy-limited for \( k \) sufficiently large.

Furthermore, let \( N > 0 \). Take an arbitrary Hilbert space \( \mathcal{H}_C \) and \( \rho \in \mathcal{S}(\mathcal{H}_S \otimes \mathcal{H}_C) \) such that \( \text{Tr}[\rho a^\dagger a] \leq N \). By applying [69, Lemma 23], we have that
\[
\| (\Phi_{\lambda,\sigma_k} - \Phi_{\lambda,\sigma}) \otimes I_C ) (\rho) \|_1 \leq \| \sigma_k - \sigma \|_1. \tag{161}
\]

[161] can be derived from the contractivity of the trace norm under partial traces and from the invariance of the trace norm under unitary transformations. Thanks to (161), it holds that
\[
\| \Phi_{\lambda,\sigma_k} - \Phi_{\lambda,\sigma} \|_{\infty,N} \leq \| \sigma_k - \sigma \|_1. \tag{162}
\]

Since \( \lim_{k \to \infty} \| \sigma_k - \sigma \|_1 = 0 \), one concludes that
\[
\lim_{k \to \infty} \| \Phi_{\lambda,\sigma_k} - \Phi_{\lambda,\sigma} \|_{\infty,N} = 0. \tag*{\Box}
\]

Before continuing our analysis, let us formalise the fact that: if a sequence of single-mode states \( \{ \rho_k \}_{k \in \mathbb{N}} \) is such that its mean photon number \( \langle a^\dagger a \rangle_{\rho_k} \) tends to \( n \) and its photon number variance \( V_{\rho_k} \) tends to \( 0 \), then \( \{ \rho_k \}_{k \in \mathbb{N}} \) converges to \( |n \rangle \langle n | \) in trace norm. This property is guaranteed by the following lemma.

**Lemma 15.** For all single-mode state \( \rho \) and all \( n \in \mathbb{N} \), it holds that
\[
\| \rho - |n \rangle \langle n | \|_1 \leq 2 \sqrt{V_{\rho} + (\langle a^\dagger a \rangle_\rho - n)^2}, \tag{163}
\]
where \( V_{\rho} := \left( \langle a^\dagger a - \langle a^\dagger a \rangle_\rho \right)_\rho \) is the photon number variance of \( \rho \).

**Proof.** Let us observe that
\[
(a^\dagger a - n I)^2 \geq 1 - |n \rangle \langle n |,
\]
since it can be rewritten as
\[
\sum_{k=0}^{\infty} [(k-n)^2 - 1 + \delta_{k,n}] |k \rangle \langle k | \geq 0
\]
and \((k - n)^2 - 1 + \delta_{kn} \geq 0\) for all \(n, k \in \mathbb{N}\). Hence, one obtains
\[
\text{Tr} \left[ \rho \left( a^\dagger a - n \mathbb{1} \right)^2 \right] \geq \text{Tr} \left[ \rho \left( 1 - |n\rangle\langle n| \right) \right] = 1 - F^2(\rho, |n\rangle\langle n|), \tag{164}
\]
where \(F(\rho, |n\rangle\langle n|) = \sqrt{\langle n|\rho|n\rangle}\) is the fidelity between \(\rho\) and the pure state \(|n\rangle\langle n|\). [3] establishes that
\[
\frac{1}{2} \|\rho - |n\rangle\langle n|\|_1 \leq \sqrt{1 - F^2(\rho, |n\rangle\langle n|)}. \tag{165}
\]
Consequently, (164) implies
\[
\|\rho - |n\rangle\langle n|\|_1 \leq 2 \sqrt{\text{Tr} \left[ \rho \left( a^\dagger a - n \mathbb{1} \right)^2 \right]} . \tag{165}
\]
Finally, the identity
\[
\text{Tr} \left[ \rho \left( a^\dagger a - n \mathbb{1} \right)^2 \right] = \text{Tr} \left[ \rho \left( a^\dagger a - (a^\dagger a)_{\rho} \mathbb{1} \right)^2 \right] + \left( (a^\dagger a)_{\rho} - n \right)^2 \tag{166}
\]
concludes the proof.

**Example 16.** Let \(n \in \mathbb{N}, \varepsilon \in (0, 1)\), and \(\rho_{\varepsilon,n} := |\psi_{\varepsilon,n}\rangle\langle \psi_{\varepsilon,n}|\) be a single-mode state where
\[
|\psi_{\varepsilon,n}\rangle := \sqrt{1 - \varepsilon} |n\rangle + \sqrt{\varepsilon} |n + 1\rangle . \tag{167}
\]
By using the explicit formula for the trace distance between pure states [17 Eq. 10.17], the left-hand side of (163) is given by
\[
\|\rho_{\varepsilon,n} - |n\rangle\langle n|\|_1 = 2 \sqrt{1 - |\langle \psi_{\varepsilon,n}|\rangle/n|^2} = 2\sqrt{\varepsilon} . \tag{168}
\]
Moreover, one can verify that the right-hand side of (163) is
\[
2\sqrt{V_{\rho_{\varepsilon,n}} + ((a^\dagger a)_{\rho_{\varepsilon,n}} - n)^2} = 2\sqrt{\varepsilon} . \tag{169}
\]
Therefore, Lemma 15 is satisfied with equality. Hence, the inequality in (163) is generally tight.

Now, we are ready to state Theorem 17

**Theorem 17.** Let \(\lambda \in (0, 1), \, n \in \mathbb{N}\), and let \(\sigma_0\) be the stationary environment state. Suppose \(((b^\dagger b)^2)_{\sigma_0} < \infty\). Suppose further that, during step 2 of the noise attenuation protocol, Alice sends \(k\) trigger signals initialised in
\[
\rho_{\lambda,n}^{(k)} := |n, \lambda\rangle\langle n, \lambda|_{S_1 \ldots S_k} . \tag{170}
\]
For \(k \geq 2\), the state \(|n, \lambda\rangle_{S_1 \ldots S_k}\), defined in (154), can be written as
\[
|n, \lambda\rangle_{S_1 \ldots S_k} = V_{k,\lambda}^{(S_1 \ldots S_k)} |0\rangle_{S_1} \ldots |0\rangle_{S_{k-1}} |n\rangle_{S_k} , \tag{171}
\]
where
\[
V_{k,\lambda}^{(S_1 \ldots S_k)} := U_{1,\lambda}^{(S_1 S_2 \ldots S_k)} \ldots U_{k,\lambda}^{(S_{k-1} S_k)} . \tag{172}
\]
Otherwise, for \(k = 1\) it holds that
\[
|n, \lambda\rangle_{S_1} = |n\rangle_{S_1} . \tag{173}
\]
Then, at the beginning of step 3, the environment transforms into the state
\[
\sigma_{\lambda,n,k} := \Delta_{\lambda,\sigma_0}^{(k)} \left( \rho_{n,\lambda}^{(k)} \right) , \tag{174}
\]
(the dependence of \(\sigma_{\lambda,n,k}\) on \(\sigma_0\) is implicit) which satisfies
\[
\|\sigma_{\lambda,n,k} - |n\rangle\langle n|\|_1 \leq \eta \lambda^{k/2} , \tag{175}
\]
where \(\eta \in \mathbb{R}^+\) is a constant with respect to \(\lambda\) and \(k\) (but it is related to \(n\), \((b^\dagger b)_{\sigma_0}, ((b^\dagger b)^2)_{\sigma_0}\)). Hence
\[
\lim_{k \to \infty} \|\sigma_{\lambda,n,k} - |n\rangle\langle n|\|_1 = 0 . \tag{176}
\]
Moreover, for all \(\lambda \in (0, 1/2)\) and for \(k\) sufficiently large it holds that
\[
Q \left( \Phi_{\lambda,\sigma_{\lambda,n,k}} \right) \geq Q \left( \Phi_{\lambda,|n\rangle\langle n|} \right) > 0 , \tag{177}
\]
where \(n_{\lambda} \in \mathbb{N}\) with
\[
\frac{1}{\lambda} - 1 \leq n_{\lambda} \leq 1 . \tag{178}
\]
In addition, if Conjecture 6 is valid, then for all \(N > 0, \lambda \in (0, 1/2)\), and for \(\bar{n} \in \mathbb{N}\) sufficiently large, it holds that
\[
\lim_{k \to \infty} C_{\text{ca}} \left( \Phi_{\sigma_{\lambda,n,k}}, N \right) > C \left( \text{Id}, N \right) , \tag{179}
\]
\[
\lim_{k \to \infty} Q_{\text{ca}} \left( \Phi_{\sigma_{\lambda,n,k}}, N \right) > Q \left( \text{Id}, N \right) / 2 , \tag{180}
\]
\[
\lim_{k \to \infty} Q \left( \Phi_{\sigma_{\lambda,n,k}}, N \right) > 0 . \tag{181}
\]

Before proving Theorem 17, let us explain its meaning.

First, notice that Theorem 17 can be applied when the stationary environment state is a thermal state \(\tau_\nu\), since
\[
\langle (b^\dagger b)^2 \rangle_{\tau_\nu} = \nu(2\nu + 1) < \infty . \tag{179}
\]
Suppose that Alice and Bob share an optical fibre with very low transmissivity i.e. \(0 < \lambda \ll 1/2\). The stationary environment state associated with the quantum channel description of the optical fibre is a thermal state i.e. \(\sigma_0 = \tau_\nu\) with \(\nu > 0\). Since for \(\lambda \ll 1/2\) the thermal attenuator \(\Phi_{\lambda,\tau_\nu}\) has zero quantum capacity and vanishing entanglement-assisted capacities, Alice can not reliably transmit qubits to Bob via the channel \(\Phi_{\lambda,\tau_\nu}\), and they can not efficiently communicate even if entanglement is pre-shared between them.

However, Theorem 2 guarantees that there exists a suitable environmental Fock state \(|n\rangle\langle n|\) that makes the quantum capacity of the corresponding channel \(\Phi_{\lambda,|n\rangle\langle n|}\)
strictly positive. Moreover, if Conjecture 6 is valid, then Theorem 7 guarantees that the channel $\Phi_{\lambda,|n\rangle\langle n|}$ allows for very efficient communication performance for $n$ sufficiently large. Therefore, a reasonable strategy is to apply the noise attenuation protocol in order to communicate via a channel that is approximately equal to $\Phi_{\lambda,|n\rangle\langle n|}$, for a choice of $n$ that activates the discussed properties of Theorem 2 or Theorem 7.

Now, we apply Theorem 17. If Alice sends $k$ trigger signals separated by a sufficiently short temporal interval and initialised in $|\rho^{(k)}\rangle$ (defined in (170)), then the environment transforms into a state $\sigma_{\lambda,n,k}$ which satisfies

$$
\sigma_{\lambda,n,k} \sim |n\rangle\langle n|
$$

for $k$ large. More precisely, the trace distance between $\sigma_{\lambda,n,k}$ and $|n\rangle\langle n|$ goes exponentially to zero for $k \to \infty$. In other words, Alice is able to achieve the desired environmental Fock state if she sends a sufficiently large number of trigger signals.

The information-carrier signals, sent at the Steps 3, are affected by the quantum channel $\Phi_{\lambda,\sigma_{\lambda,n,k}}$. If $n$ is chosen to be such that $1/\lambda - 1 \leq n \leq 1/\lambda$, then $\Phi_{\lambda,\sigma_{\lambda,n,k}}$ has strictly positive quantum capacity for $k$ sufficiently large (i.e. the phenomenon of D-HQCOM is activated). Moreover, under the assumption that Conjecture 6 is valid, for $n$ and $k$ sufficiently large the channel $\Phi_{\lambda,\sigma_{\lambda,n,k}}$ allows for an efficient entanglement-assisted communication and satisfies the same interesting inequalities as the environmental $n$-th Fock state of Theorem 7:

$$
C_{\text{ea}}(\Phi_{\sigma_{\lambda,n,k}},N) > C(\text{Id},N),
$$

$$
Q_{\text{ea}}(\Phi_{\sigma_{\lambda,n,k}},N) > Q(\text{Id},N)/2,
$$

$$
Q(\Phi_{\sigma_{\lambda,n,k}},N) > 0.
$$

Notice that Theorem 17 provides an explicit procedure to construct the state $|n,\lambda\rangle_{S_1S_2...S_k}$ of the $k$ trigger signals. Indeed, (171) implies that it suffices to input $k-1$ vacuum states and the $n$-th Fock state into the interferometer depicted in Fig. 9.

Moreover, since the trigger $|n,\lambda\rangle_{S_1S_2...S_k}$ state does not depend on $\sigma_0$, Alice is able to put (asymptotically in $k$) the environment in a Fock state even if she does not know the initial environment state $\sigma_0$.

We are now ready to prove Theorem 17.

**Proof of Theorem 17.** Notice that (173) is a consequence of (154) and of the fact that $h_{\lambda,1} = a_1$. Now, let us show that the state $|n,\lambda\rangle_{S_1...S_k}$ can be rewritten as in (171) for $k \geq 2$. For induction it can be shown that

$$
h_{\lambda,k} = V_{k,\lambda}^{(S_1S_2...S_k)} a_k \left(V_{k,\lambda}^{(S_1S_2...S_k)}ight)^\dagger.
$$

It holds that

$$
U_{\lambda}^{(S_1S_2)} a_2 \left(U_{\lambda}^{(S_1S_2)}ight)^\dagger = \sqrt{1-\lambda a_1 + \sqrt{\lambda} a_2},
$$

as guaranteed by (A8) in the Appendix. Consequently, one obtains that

$$
V_{2,\lambda}^{(S_1S_2)} a_2 \left(V_{2,\lambda}^{(S_1S_2)}ight)^\dagger = U_{\lambda}^{(S_1S_2)} a_2 \left(U_{\lambda}^{(S_1S_2)}ight)^\dagger = \sqrt{1-\lambda} \left(\sqrt{\lambda} a_1 + a_2\right) = h_{\lambda,2}.
$$

Hence, (181) holds for $k = 2$. Assuming (181) to be true for $k$, we have to prove it for $k+1$. By using (182) again
we obtain
\[ V(S_{k+1}) a_{k+1} = V(S_{k+1}) a_{k+1} \left( U(S_{k+1}) a_{k+1} \right)^\dagger \]
\[ = V(S_{k+1}) \left( \sqrt{1 - \frac{1 - \lambda}{1 - \lambda^{k+1}}} a_{k+1} \right) \left( \left( \sqrt{1 - \frac{1 - \lambda}{1 - \lambda^{k+1}}} a_{k+1} \right)^\dagger \right) \]
\[ = V(S_{k+1}) \left( \sqrt{\frac{1 - \lambda}{1 - \lambda^{k+1}}} \epsilon_{k+1} \right) \left( V(S_{k+1}) \epsilon_{k+1} \right)^\dagger \]
\[ = h_{k+1} \lambda . \]
Hence, by using that
\[ \left( V(S_{k+1}) \right)^\dagger |0\rangle_S |0\rangle_s \ldots |0\rangle_s = |0\rangle_S |0\rangle_s \ldots |0\rangle_s , \]
implies
\[ |n, \lambda\rangle = \left( h_{\lambda} \right)^n \frac{n!}{n!} |0\rangle_S |0\rangle_s \ldots |0\rangle_s \]
\[ = V(S_{k+1}) \left( \epsilon_{k+1} \right)^n V(S_{k+1})^\dagger |0\rangle_S |0\rangle_s \ldots |0\rangle_s \]
\[ = V(S_{k+1}) \left[ |0\rangle_S |0\rangle_s \ldots |n\rangle_S \right] . \]
Hence, [17] is proved. Now, let us show [175]. Since \( \rho_{\lambda,\eta}^{(k)} = |n, \lambda\rangle \langle n, \lambda|_{S_1 \ldots S_k} \) and since \( |n, \lambda\rangle \langle n, \lambda|_{S_1 \ldots S_k} \) is the \( n \)-th excited state of the quantum harmonic oscillator defined by the annihilation operator \( h_{\lambda} \), then the following identities hold:
\[ \langle h_{\lambda,\eta} \rangle_{\rho}^{(k)} = n , \]
\[ \langle h_{\lambda,\eta} \rangle_{\rho}^{(k)} = n^2 , \]
\[ \langle h_{\lambda,\eta} \rangle_{\rho}^{(k)} = 0 , \]
\[ \langle h_{\lambda,\eta} \rangle_{\rho}^{(k)} = 0 . \]
By using these identities and Lemma [12] one can obtain that
\[ \langle b^2 \rangle_{\sigma, n, k} = \langle b(k) \rangle_{\rho}^{(k)} \langle b(k) \rangle_{\rho}^{(k)} \left( \epsilon \right)^{\otimes |n\rangle \langle n|_{\sigma} \rangle} \]
and
\[ \langle b^2 \rangle_{\sigma, n, k} = \langle b(k) \rangle_{\rho}^{(k)} \langle b(k) \rangle_{\rho}^{(k)} \left( \epsilon \right)^{\otimes |n\rangle \langle n|_{\sigma} \rangle} \]
\[ = (1 - \lambda^k)n^2 + 4n^k(1 - \lambda^k)/b[(b)^2]_{\sigma} + 2k \langle (b^2)^2 \rangle_{\sigma} + \lambda^k(1 - \lambda^k)n + \lambda^k(1 - \lambda^k)/b[(b)^2]_{\sigma} . \]
Hence, from [177] and [178], the photon number variance of \( \sigma_{\lambda, n, k} \) can be evaluated as
\[ V_{\sigma_{\lambda, n, k}} = 2n\lambda^k(1 - \lambda^k)/b[(b)^2]_{\sigma} + \lambda^2k \left( \langle (b^2)^2 \rangle_{\sigma} - \langle b(b)^2 \rangle_{\sigma} \right) \]
\[ + \lambda^k(1 - \lambda^k)n + \lambda^k(1 - \lambda^k)/b[(b)^2]_{\sigma} . \]
By applying Lemma [15], one obtains
\[ \frac{1}{4} ||\sigma_{\lambda, n, k} - |n\rangle \langle n|_{1} ||^2 \leq V_{\sigma_{\lambda, n, k}} + (\langle b^2 \rangle_{\sigma, n, k} - n)^2 \]
\[ = \left| n^2 - (4n + 1)\langle b^2 \rangle_{\sigma} + (\langle (b^2)^2 \rangle_{\sigma} - n) \right| \lambda^{2k} \]
\[ + (2n + 1)\langle b^2 \rangle_{\sigma} + 2n \right| \lambda^{2k} \]
\[ \leq \left[ n^2 + (\langle (b^2)^2 \rangle_{\sigma} + (2n + 1)\langle b^2 \rangle_{\sigma} + n \right] \lambda^{k} . \]
Hence, by setting
\[ \eta := 2\sqrt{n^2 + \langle (b^2)^2 \rangle_{\sigma} + (2n + 1)\langle b^2 \rangle_{\sigma} + n} , \]
it holds that
\[ ||\sigma_{\lambda, n, k} - |n\rangle \langle n|_{1} || \leq \eta \lambda^{k/2} . \]
Since by hypothesis \( \langle (b^2)^2 \rangle_{\sigma} < \infty \) (notice that this implies \( \langle b^2 \rangle_{\sigma} < \infty \), then \( \eta \) is finite and, as a consequence, [175] is proved. In the limit \( k \rightarrow \infty \) the right hand side of [179] vanishes and hence [176] holds. Let \( \lambda \in (0, 1/2) \) and \( n_{\lambda} \in N \) with \( 1/\lambda - 1 \leq n_{\lambda} \leq 1/\lambda \). Lemma [14] and Theorem [2] guarantee that
\[ \lim_{k \rightarrow \infty} Q \left( \Phi_{\lambda, n_{\lambda}}, 1/2 \right) = Q \left( \Phi_{\lambda, n_{\lambda}}, 1/2 \right) > 0 . \]
Since \( Q \left( \Phi \right) \geq Q \left( \Phi, 1/2 \right) \) for any quantum channel \( \Phi \), we deduce that \( Q \left( \Phi_{\lambda, n_{\lambda}}, 1/2 \right) > 0 \) for \( k \) sufficiently large.
In addition, under the assumption that Conjecture [6] is valid, we can apply Theorem [7]. The latter, together with [176] and Lemma [14] would imply the validity of the limits in [178]. 

By adopting the noise attenuation protocol with \( k \) trigger signals, the best rate of qubits (i.e. number of qubits reliably transferred per number of transmission line uses) is equal to the quantum capacity of the resulting channel (that obtained at step 3) divided by \( k + 1 \). Hence, this rate is lower and lower as \( k \) increases, and [177] of Theorem [17] may require a large \( k \) to be valid. Fortunately,
Theorem 18 guarantees that sending just $k = 2$ trigger signals is enough for $\lambda > 0$ sufficiently small (which is the physically interesting case) to obtain a resulting channel with strictly positive quantum capacity. This is reasonable, since (175) implies that the lower $\lambda$ the faster the convergence in $k$ of $\{\sigma_{\lambda,n,k}\}_{k \in \mathbb{N}}$ to $|n\rangle/\sqrt{n}$.

**Theorem 18.** Let $\sigma_0$ be the stationary environment state and $\lambda \in (0,1]$ the transmissivity of the channel. Suppose $\langle (b^\dagger b)^2 \rangle_{\sigma_0} < \infty$. Suppose further that Alice sends two trigger signals initialised in

$$|n_\lambda, \lambda\rangle_{S_1S_2} = \frac{1}{\sqrt{2}} |0\rangle_{S_1} |n_\lambda\rangle_{S_2},$$

(196)

where $n_\lambda \in \mathbb{N}$ such that $1/\lambda - 1 \leq n_\lambda \leq 1/\lambda$. Then the environment transforms into a state $\sigma_\lambda$ such that

$$\|\sigma_\lambda - |n_\lambda\rangle\langle n_\lambda|\|_1 \leq \eta_0 \lambda^{1/2},$$

(197)

where $\eta_0 > 0$ is a constant with respect to $\lambda$ (but it is related to $\langle (b^\dagger b)^2 \rangle_{\sigma_0}$ and $\langle (b^\dagger b)^2 \rangle_{\sigma_0}$). Moreover, for $\lambda > 0$ sufficiently small it holds that

$$Q(\Phi_{\lambda,\sigma_\lambda}) \geq Q(\Phi_{\lambda,\sigma_\lambda}, 1/2) \geq c,$$

(198)

where $c > 0$ is a universal constant.

**Proof.** Notice that we can apply the formular of obtained in the proof of Theorem 17 with $\sigma_{\lambda,n,2} = \sigma_\lambda$. In particular, (191) implies that

$$\frac{1}{4} \|\sigma_\lambda - |n_\lambda\rangle\langle n_\lambda|\|_2^2 \leq \lambda^4 n_\lambda^2 + \lambda^2 \langle (b^\dagger b)^2 \rangle_{\sigma_0} + \lambda^2 (2n_\lambda + 1)\langle b^\dagger b \rangle_{\sigma_0} + \lambda^2 n_\lambda),$$

(199)

By using $n_\lambda \leq 1/\lambda$ and $\lambda \leq 1$, one obtains

$$\frac{1}{2} \|\sigma_\lambda - |n_\lambda\rangle\langle n_\lambda|\|_1 \leq k_0 \sqrt{\lambda},$$

(200)

where

$$k_0 := \sqrt{2 + 3\langle b^\dagger b \rangle_{\sigma_0} + \langle (b^\dagger b)^2 \rangle_{\sigma_0}},$$

(201)

which is finite since $\langle (b^\dagger b)^2 \rangle_{\sigma_0} < \infty$. This concludes the proof of (197).

In order to prove (198), we want to exploit the continuity bound with respect to the energy-constrained diamond norm of Lemma 4. First, we need to find $\alpha(\lambda)$ and $N_0(\lambda)$ such that for any state $\rho$ it holds that

$$\text{Tr} \left[ a^\dagger a \Phi_{\lambda,\sigma_\lambda}(\rho) \right] \leq \alpha(\lambda) \text{Tr} \left[ a^\dagger a \rho \right] + N_0(\lambda),$$

$$\text{Tr} \left[ a^\dagger a \Phi_{\lambda,|n_\lambda\rangle\langle n_\lambda|}(\rho) \right] \leq \alpha(\lambda) \text{Tr} \left[ a^\dagger a \rho \right] + N_0(\lambda).$$

(202)

Notice that

$$\langle b^\dagger b \rangle_{|n_\lambda\rangle\langle n_\lambda|} = n_\lambda \leq 1/\lambda,$$

(203)

and that for $\lambda > 0$ sufficiently small it holds that

$$\langle b^\dagger b \rangle_{\sigma_\lambda} = (1 - \lambda^2) n_\lambda + \lambda^2 \langle b^\dagger b \rangle_{\sigma_0} = n_\lambda - \lambda^2 (n_\lambda - \langle b^\dagger b \rangle_{\sigma_0}) \leq n_\lambda \leq 1/\lambda,$$

(204)

where we used (187). As a consequence, (160) guarantees that for $\lambda > 0$ sufficiently small we can take

$$\alpha(\lambda) \equiv 1, \quad N_0(\lambda) \equiv \frac{1}{\lambda} + 2,$$

(205)

Second, we need to find an upper bound on the energy-constrained diamond distance between $\Phi_{\lambda,|n_\lambda\rangle\langle n_\lambda|}$ and $\Phi_{\lambda,\sigma_\lambda}$. By using (162) and (200), we obtain

$$\frac{1}{2} \|\Phi_{\lambda,\sigma_\lambda} - \Phi_{\lambda,|n_\lambda\rangle\langle n_\lambda|}\|_N \leq k_0 \sqrt{\lambda},$$

(206)

for all $N > 0$. By setting $\epsilon(\lambda) := k_0 \sqrt{\lambda}$, we apply Lemma 4 to obtain

$$|Q(\Phi_{\lambda,\sigma_\lambda}, N) - Q(\Phi_{\lambda,|n_\lambda\rangle\langle n_\lambda|}, N)| \leq 56 \sqrt{\epsilon(\lambda) g \left( \frac{\alpha(\lambda) N + N_0(\lambda)}{\sqrt{\epsilon(\lambda)}} \right) + 6 g \left( 4 \sqrt{\epsilon(\lambda)} \right)$$

$$= 56 k_0 \lambda^{1/4} g \left( \frac{4 + \lambda N + 2}{\sqrt{k_0} \lambda^{5/4}} \right) + 6 g \left( 4 \sqrt{k_0} \lambda^{1/4} \right),$$

(207)

for all $N > 0$ and $\lambda > 0$ sufficiently small. By using that

$$\lim_{x \to 0^+} g(x) = 0, \quad \lim_{x \to 0^+} x \log_2 x = 0,$$

(208)

it follows that for all $N > 0$ it holds that

$$\lim_{\lambda \to 0^+} \left| Q(\Phi_{\lambda,\sigma_\lambda}, N) - Q(\Phi_{\lambda,|n_\lambda\rangle\langle n_\lambda|}, N) \right| = 0.$$  

(209)

In addition, Theorem 2 establishes that there exists $\bar{\epsilon} > 0$ and $\bar{c} > 0$ such that for all $\lambda \in (0, 1/2 - \bar{\epsilon})$ it holds that

$$Q(\Phi_{\lambda,|n_\lambda\rangle\langle n_\lambda|}, 1/2) \geq \frac{\bar{c}}{2}.$$  

(210)

We conclude that the inequality

$$Q(\Phi_{\lambda,\sigma_\lambda}) \geq Q(\Phi_{\lambda,\sigma_\lambda}, 1/2) \geq \frac{\bar{c}}{2},$$

(211)

holds for $\lambda > 0$ sufficiently small.

Theorem 18 shows that qubits can be transmitted reliably across a very lossy optical fibre. This is accomplished if one follows the noise attenuation protocol, by using the two signals produced at the output of the interferometer depicted in Fig. 10, as trigger signals. The key idea of the proof of Theorem 18 was that $\sigma_{\lambda}$ becomes closer and closer to the $n_\lambda$-th Fock state as $\lambda$ approaches 0. In the Appendix C, we explain why sending just one trigger signal is not enough to obtain an environment state which is close to the $n_\lambda$-th Fock state. Moreover, notice that Theorem 18 holds in the interesting limit.
The results of this section are based on the approximate expression in (135) of the environment state σ at the beginning of step 3 of the noise attenuation protocol. This approximation is justified when the time interval δt between subsequent signals is sufficiently short so that we can use ξδt ≈ Id. The exact expression of σ is given by (135). The expressions in (135) and (138) coincide if ξδt = Id. In the forthcoming Theorem 19 we will also work with exact expression in (135).

Theorem 17 and Theorem 18 establish that if Alice sends a suitable number k of trigger signals initialised in the state in (170), then at the beginning of step 3 the environment is in a state σ, given by the approximate expression (138), such that

\[
Q(\Phi_{\lambda, \sigma}) \geq Q(\Phi_{\lambda, \sigma}, 1/2) > 0.
\]

In the forthcoming Theorem 19 we provide a generalisation of this result where we take into account the thermalisation process ξδt in the regime where δt is sufficiently short. Indeed, Theorem 19 guarantees that if Alice sends a suitable number k of trigger signals initialised in the state in (170) and separated by a sufficiently short time interval δt, then at the beginning of step 3 the environment is in a state σ′, given by the exact expression (135), such that

\[
Q(\Phi_{\lambda, \sigma'}) \geq Q(\Phi_{\lambda, \sigma'}, 1/2) > 0.
\]

We show this result under suitable hypotheses on ξδt.

Namely, we require that for δt sufficiently short ξδt is close in energy-constrained diamond norm to the identity channel and it maps the subset of states with a finite mean photon number in itself.

**Theorem 19.** Let σ₀ ∈ G(H_E) such that ⟨b|b⟩σ₀ < ∞. Let λ ∈ (0, 1), k ∈ N. Let ρ(k) ∈ G(S_{S_1} ⊗ ⋯ ⊗ S_{S_k}) such that:

\[
\sum_{i=1}^{k} (a_i^+) a_i \rho(k) < ∞,
\]

\[
Q(\Phi_{\lambda, \sigma'}, 1/2) > 0,
\]

where

\[
\sigma := Tr_{S_1 ⋯ S_k} \left[ U_\lambda^{(S_k E)} \circ U_\lambda^{(S_{k-1} E)} \circ ⋯ \circ U_\lambda^{(S_1 E)} \left( \rho(k) \otimes \sigma_0 \right) \right],
\]

with U_λ^{(S_i E)} being a quantum channel defined by

\[
U_\lambda^{(S_i E)}(\cdot) = U_\lambda^{(S_i E)} \left( U_\lambda^{(S_i E)}(\cdot) \right)^\dagger.
\]

Let ξδt := ξ_0 ⊗ ⋯ ⊗ ξ_0 be a one-parameter family of quantum channels on G(H_E) such that:

1. For all N > 0 there exists a function ε_N : ℝ → ℝ, which is continuous in δt = 0 and satisfies ε_N(0) = 0, for which the energy-constrained diamond distance between ξδt and Id satisfies

\[
\|\xi_{\delta t} - Id\|_E \leq \varepsilon_N(\delta t).
\]

2. For δt sufficiently short it holds that ⟨b|b⟩ξ_{\delta t}(\cdot) < ∞ for all δ ∈ G(H_E) such that ⟨b|b⟩δ < ∞.

Let us define σ_δ := Tr_{S_1 ⋯ S_k} [ξ_{\delta t} \circ U_\lambda^{(S_k E)} \circ ξ_{\delta t} \circ U_\lambda^{(S_{k-1} E)} \circ ⋯ \circ U_\lambda^{(S_1 E)} \circ U_\lambda^{(S_k E)}(\cdot) \circ ξ_{\delta t} \circ U_\lambda^{(S_{k-1} E)} \circ ⋯ \circ U_\lambda^{(S_1 E)}(\cdot)]

For δt sufficiently short it holds that

\[
Q(\Phi_{\lambda, \sigma_{\delta t}}) \geq Q(\Phi_{\lambda, \sigma_{\delta t}}, 1/2) > \frac{Q(\Phi_{\lambda, \sigma}, 1/2)}{2} > 0.
\]

**Proof.** Let us define U_λ(δt) := Id and

\[
U_\lambda(j) := ξ_{\delta t} \circ U_\lambda(\cdot) \circ ξ_{\delta t} \circ U_\lambda(\cdot) \circ ⋯ \circ ξ_{\delta t} \circ U_\lambda(\cdot)
\]

for all j ∈ {1, 2, ⋯, k}. By exploiting the hypothesis (2) on ξ_{\delta t}, we can fix δt sufficiently short such that ⟨b|b⟩ξ_{\delta t}(\cdot) < ∞ for all δ ∈ G(H_E) such that ⟨b|b⟩δ < ∞.

We start by proving by induction that for all j ∈ {0, 1, ⋯, k} it holds that

\[
N_j := Tr_{S_1 ⋯ S_j} \left[ U_\lambda(j)(\cdot) \left( \rho(k) \otimes \sigma_0 \right) \right] \times \left( b^+ b + \sum_{i=1}^{k} (a_i^+) a_i \right) < ∞.
\]
For \( j = 0 \), the left hand side reduces to 
\[
\left\langle \sum_{i=1}^k (a_i)\dagger a_i \right\rangle_{\rho^{(k)}} + \langle b\dagger b \rangle_{\sigma_0},
\]
which is finite thanks to the hypotheses on \( \rho^{(k)} \) and \( \sigma_0 \).

By assuming (219) valid for \( j - 1 \), we need to prove it for \( j \). By using
\[
\mathcal{U}_{\lambda,j}(\delta t) = \xi_{\delta t} \circ \mathcal{U}_{\lambda}^{(S,E)} \circ \mathcal{U}_{\lambda,j-1}(\delta t),
\]
in order to prove (219) it suffices to prove that
\[
\text{Tr}_{ES_1...s_k} \left[ \sum_{i=1}^k (a_i)\dagger a_i \right],
\]
in order to prove (219) it suffices to prove that
\[
\sum_{i=1}^k (a_i)\dagger a_i < \infty.
\]

First, let us show (221). By exploiting the hypothesis (2) on \( \xi_{\delta t} \), (221) is valid if
\[
\text{Tr}_{ES_1...s_k} \left[ \mathcal{U}_{\lambda}^{(S,E)} \circ \mathcal{U}_{\lambda,j-1}(\delta t) \left( \rho^{(k)} \otimes \sigma_0 \right) b\dagger b \right] < \infty.
\]

(223) is true since
\[
\text{Tr}_{ES_1...s_k} \left[ \mathcal{U}_{\lambda}^{(S,E)} \circ \mathcal{U}_{\lambda,j-1}(\delta t) \left( \rho^{(k)} \otimes \sigma_0 \right) b\dagger b \right]
\]
\[
= \text{Tr}_{ES_1...s_k} \left[ \mathcal{U}_{\lambda,j-1}(\delta t) \left( \rho^{(k)} \otimes \sigma_0 \right) \right]
\]
\[
= \text{Tr}_{ES_1...s_k} \left[ \mathcal{U}_{\lambda,j-1}(\delta t) \left( \rho^{(k)} \otimes \sigma_0 \right) b\dagger b + \sum_{i=1}^k (a_i)\dagger a_i \right]
\]
\[
< \infty,
\]
where we used the fact that \( \mathcal{U}_{\lambda}^{(S,E)} \) preserves the mean of the total photon number operator \( b\dagger b + \sum_{i=1}^k (a_i)\dagger a_i \). As one can show by exploiting Lemma A.2 in the Appendix and we used the inductive hypothesis.

Second, let us show (222). By exploiting the fact that \( \xi_{\delta t} \) is trace-preserving, it follows that
\[
\text{Tr}_{ES_1...s_k} \left[ \mathcal{U}_{\lambda,j-1}(\delta t) \left( \rho^{(k)} \otimes \sigma_0 \right) \right]
\]
\[
= \text{Tr}_{ES_1...s_k} \left[ \mathcal{U}_{\lambda}^{(S,E)} \circ \mathcal{U}_{\lambda,j-1}(\delta t) \left( \rho^{(k)} \otimes \sigma_0 \right) \right]
\]
\[
< \infty.
\]

Hence, we have proved (219). Now, let us show that
\[
\| \sigma_{\delta t} - \sigma \|_1 \leq k \varepsilon_{\bar{N}}(\delta t),
\]
where
\[
\bar{N} := \max_{j \in \{0,1,...,k\}} N_j
\]
and \( N_j \) is defined in (219). Notice that (219) implies that \( \bar{N} \) is finite. By noting that
\[
\sigma = \text{Tr}_{S_1...s_k} \left[ \mathcal{U}_{\lambda,j}(0) \left( \rho^{(k)} \otimes \sigma_0 \right) \right],
\]
\[
\sigma'_{\delta t} = \text{Tr}_{S_1...s_k} \left[ \mathcal{U}_{\lambda,j}(\delta t) \left( \rho^{(k)} \otimes \sigma_0 \right) \right],
\]
it follows that in order to prove (221) it suffices to prove by induction that for all \( j \in \{0,1,...,k\} \) it holds that
\[
\left\| \text{Tr}_{S_1...s_j} \left[ \mathcal{U}_{\lambda,j}(\delta t) \left( \rho^{(k)} \otimes \sigma_0 \right) \right] - \text{Tr}_{S_1...s_j} \left[ \mathcal{U}_{\lambda,j}(0) \left( \rho^{(k)} \otimes \sigma_0 \right) \right] \right\|_1 \leq j \varepsilon_{\bar{N}}(\delta t),
\]
where \( \text{Tr}_{S_1...s_j} \) is understood to be \( \text{Id} \) if \( j = 0 \). For \( j = 0 \), (227) is valid since both its left hand side and its right hand side are equal to 0. By assuming (227) valid for \( j - 1 \), we need to prove it for \( j \). By using (220) and the triangular inequality of the trace norm, we have that
\[
\left\| \text{Tr}_{S_1...s_j} \left[ \mathcal{U}_{\lambda,j}(\delta t) \left( \rho^{(k)} \otimes \sigma_0 \right) \right] - \text{Tr}_{S_1...s_j} \left[ \mathcal{U}_{\lambda,j}(0) \left( \rho^{(k)} \otimes \sigma_0 \right) \right] \right\|_1
\]
\[
\leq \left\| \left( \xi_{\delta t} - \text{Id} \right) \left( \text{Tr}_{S_1...s_j} \left[ \mathcal{U}_{\lambda}^{(S,E)} \circ \mathcal{U}_{\lambda,j-1}(\delta t) \left( \rho^{(k)} \otimes \sigma_0 \right) \right] \right) \right\|_1
\]
\[
+ \left\| \text{Tr}_{S_1...s_j} \left[ \mathcal{U}_{\lambda}^{(S,E)} \right] \left( \mathcal{U}_{\lambda,j-1}(\delta t) \left( \rho^{(k)} \otimes \sigma_0 \right) \right) - \text{Tr}_{S_1...s_j} \left[ \mathcal{U}_{\lambda,j-1}(0) \left( \rho^{(k)} \otimes \sigma_0 \right) \right] \right\|_1.
\]

We can upper bound the first term with \( \varepsilon_{\bar{N}}(\delta t) \). Indeed, the mean environmental photon number of the state \( \text{Tr}_{S_1...s_j} \left[ \mathcal{U}_{\lambda}^{(S,E)} \circ \mathcal{U}_{\lambda,j-1}(\delta t) \left( \rho^{(k)} \otimes \sigma_0 \right) \right] \) satisfies
\[
\text{Tr}_{S_1...s_j} \left[ \text{Tr}_{S_1...s_j} \left[ \mathcal{U}_{\lambda}^{(S,E)} \circ \mathcal{U}_{\lambda,j-1}(\delta t) \left( \rho^{(k)} \otimes \sigma_0 \right) b\dagger b \right] \right]
\]
\[
\leq \text{Tr}_{S_1...s_j} \left[ \mathcal{U}_{\lambda}^{(S,E)} \circ \mathcal{U}_{\lambda,j-1}(\delta t) \left( \rho^{(k)} \otimes \sigma_0 \right) b\dagger b \right]
\]
\[
\leq \text{Tr}_{S_1...s_j} \left[ \mathcal{U}_{\lambda}^{(S,E)} \circ \mathcal{U}_{\lambda,j-1}(\delta t) \left( \rho^{(k)} \otimes \sigma_0 \right) \right]
\]
\[
\times \left( b\dagger b + \sum_{i=1}^k (a_i)\dagger a_i \right)
\]
\[
= \text{Tr}_{S_1...s_j} \left[ \mathcal{U}_{\lambda,j-1}(\delta t) \left( \rho^{(k)} \otimes \sigma_0 \right) \right]
\]
\[
\times \left( b\dagger b + \sum_{i=1}^k (a_i)\dagger a_i \right)
\]
\[
< \infty.
\]

where we used the fact that \( \mathcal{U}_{\lambda}^{(S,E)} \) preserves the mean of the total photon number operator \( b\dagger b + \sum_{i=1}^k (a_i)\dagger a_i \). Hence, the state \( \text{Tr}_{S_1...s_j} \left[ \mathcal{U}_{\lambda}^{(S,E)} \circ \mathcal{U}_{\lambda,j-1}(\delta t) \left( \rho^{(k)} \otimes \sigma_0 \right) \right] \) can be used.
to lower bound the supremum problem which defines \( \| \xi_{\delta t} - \text{Id} \|_0 \), which is less or equal to \( \varepsilon_N(\delta t) \) thanks to (215).

In addition, by exploiting the contractivity of the trace norm under partial traces and the invariance of the trace norm under unitary transformations, (228) implies that

\[
\left\| \text{Tr}_{S_1 \ldots S_j} \left[ \mathcal{U}_{\lambda,j}(\delta t) \left( \sigma^{(k)} \otimes \sigma_0 \right) \right] - \text{Tr}_{S_1 \ldots S_j} \left[ \mathcal{U}_{\lambda,j}(0) \left( \sigma^{(k)} \otimes \sigma_0 \right) \right] \right\|_1 \\
\leq \varepsilon_N(\delta t) + \left\| \text{Tr}_{S_1 \ldots S_{j-1}} \left[ \mathcal{U}_{\lambda,j-1}(\delta t) \left( \sigma^{(k)} \otimes \sigma_0 \right) \right] - \mathcal{U}_{\lambda,j-1}(0) \left( \sigma^{(k)} \otimes \sigma_0 \right) \right\|_1.
\]

By using the inductive assumption, we have proved (227). Consequently, also (224) is proved.

Now, we invoke Lemma 14 which states that the energy-constrained quantum capacity of the general attenuators is continuous with respect to the environment state over the subset of environment states having a finite mean photon number. Consequently, by exploiting (224), the continuity of \( \varepsilon_N(\delta t) \) in \( \delta t = 0 \), and the fact that \( \varepsilon_N(0) = 0 \), it follows that \( Q(\Phi_{\lambda}, \sigma_{\delta t}^{(k)}) > Q(\Phi_{\lambda}, \sigma^{(k)})/2 \) for \( \delta t \) sufficiently small. Hence, (217) is finally proved.

Note that we can apply Lemma 14 since we can prove that \( \sigma \) and \( \sigma'_{\delta t} \) have finite mean photon number. Indeed, the mean photon number of \( \sigma'_{\delta t} \) satisfies

\[
\text{Tr}_E \left[ \sigma'_{\delta t} \mathcal{B} \right] \leq \text{Tr}_{E_{S_1 \ldots S_k}} \left[ \mathcal{U}_{\lambda,k}(\delta t) \left( \sigma^{(k)} \otimes \sigma_0 \right) \right] \\
\times \left( b^\dagger b + \sum_{i=1}^k (a_i)^\dagger a_i \right) = N_k < \infty,
\]

where we used (219). Since \( \sigma = \sigma'_{\delta t=0} \), also the mean photon number of \( \sigma \) is finite.

**Example 20.** Let \( \sigma_0 = \langle 0|0 \rangle \). An example of thermalisation process \( \xi_{\delta t} \) which satisfies the hypotheses of Theorem (19) is \( \xi_{\delta t} = \mathcal{F}_{\Phi(\delta t), \langle 0|0 \rangle} \), where \( \eta(\cdot) : [0, \infty) \mapsto [0, 1] \) is such that: it is continuous in \( \delta t = 0 \), \( \eta(0) = 1 \), and \( \eta(\delta t) = 0 \) for \( \delta t \geq t_E \). Notice that \( \xi_0 = \text{Id} \) and \( \xi_{t_E}(\sigma) = |0\rangle \otimes |0\rangle \) for all \( \sigma \) and \( \forall \delta t \geq t_E \).

The hypothesis (1) of Theorem (19) is satisfied since for all \( N > 0 \) it holds that [58, Section 4.B]

\[
\lim_{\lambda \to 1^{-}} \left\| \Phi_{\lambda,|0\rangle \langle 0|} - \text{Id} \right\|_0 < 0.
\] (229)

The reason why we expressed hypothesis (1) of Theorem (19) in terms of the energy-constrained diamond norm and not simply in terms of the unconstrained diamond norm is that the latter has undesirable properties in the context of continuous variables systems. For example, the unconstrained version of (229), i.e. \( \lim_{\lambda \to 1^{-}} \left\| \Phi_{\lambda,|0\rangle \langle 0|} - \text{Id} \right\| = 0 \), is false [58, Proposition 1].

The hypothesis (2) of Theorem (19) is satisfied since it holds that \( \langle b^\dagger b \rangle_{\Phi_{\lambda,|0\rangle \langle 0|}(\sigma)} = \lambda \langle b^\dagger b \rangle_{\sigma} \), thanks to Lemma (A.3) in the Appendix.

**V. DISCUSSION AND CONCLUSIONS**

In Sec. [III] we have studied the transmission of classical and quantum information on general attenuators. Most notably, we have found that for arbitrarily small non-zero values of the transmissivity \( \lambda \), if the environment is in a suitable state \( \sigma \), then entanglement-assisted classical communication through \( \Phi_{\lambda,\sigma} \) achieves better performance than unassisted classical communication through the noiseless channel. In other words, by controlling the environment state and by consuming pre-shared entanglement, it is possible to reliably transmit bits with better performance than in the ideal case of absence of noise. This property holds even when the channel is so noisy that \( \lambda > 0 \) is very small.

In mathematical terms, from numerical investigations regarding the positivity of \( I_{\text{coh}}(\Phi_{\lambda,|n\rangle \langle n|}, \tau_N) \), we have been led to conjecture that

\[
\sup_{n \in \mathbb{N}} C_{\text{ea}}(\Phi_{\lambda,|n\rangle \langle n|}, N) > C(\text{Id}, N)
\]

for any \( N > 0 \) and \( \lambda \in (0, 1/2] \). In Sec. [III.A] we have provided a proof of this in the (seemingly worst) case where \( \lambda > 0 \) is sufficiently small for a wide range of values of \( N \) (those depicted in the plot in Fig. 4).

Since \( C_{\text{ea}} = 2Q_{\text{ea}} \), all the conclusions we have analysed so far can be reformulated in the context in which the task is the transmission of qubits.

On the technical level, we have introduced the ‘master equation trick’, that has allowed us to simplify the calculations involving thermal attenuators. We believe that this trick may be of independent interest: for example, it provides a simple Kraus representation of the thermal attenuator (see Theorem [5]), allowing one to obtain simple expressions for the action of the thermal attenuator on a generic operator. In addition, it can also be useful in estimating the capacities of those general attenuators which have a Fock-diagonal environment state (see Lemma A.10 in the Appendix).

In Sec. [IV] we have shown that whenever \( \sigma \) is a pure state of definite parity, either even or odd, we have that

\[
C_{\text{ea}}(\Phi_{1/2,\sigma}, N) = g(N) \quad \forall N > 0.
\]

Then we have found examples of Fock states \( |n\rangle \langle n| \) such that \( C_{\text{ea}}(\Phi_{\lambda,|n\rangle \langle n|}, N) \) is not monotonic in \( \lambda \).

In Sec. [V] we have explained how to implement in a operational way the control of the environment state. This can be done by exploiting the memory effects that arise in a realistic model of communication when the temporal intervals at which signals are fed into the optical fibre are sufficiently short. This fact has led us to devise the ‘noise attenuation protocol’, whose goal is to manipulate the environment state in order to facilitate communication. Basically, one could transmit using sequences of \( k+1 \) very close signals: the first \( k \) — dubbed ‘trigger signals’ — are used to induce suitable modifications of the environment state, while the last one carries the actual
information. We have shown that (Theorem 17) the noise attenuation protocol allows one to achieve not only the entanglement-assisted communication performance discussed in Sec. [11] but also the quantum communication performance discovered in [24] (i.e. the phenomenon of D-HQCOM). In addition, the multipartite state of k trigger signals needed to activate these enhanced capabilities can be produced by using the interferometer in Fig. 9. In particular (Theorem 18), for sufficiently low non-zero values of the transmissivity, the noise attenuation protocol works with only two trigger signals. This implies that sufficiently long optical fibres can transmit qubits at a constant rate.

We have proved that arbitrarily long optical fibres can have very efficient communication performance, provided that the noise attenuation protocol is applied with the trigger signals produced by the interferometer in Fig. 9. Such an interferometer requires a large Fock state in input. This is a problem since nowadays it is experimentally not known how to generate deterministically Fock states with high fidelity and Fock number larger than five. However, it is expected that this will be known in the near future [67]. From the theoretical point of view, one can try to overcome this problem by finding other environment states which can be produced without large Fock states.

Another intriguing open problem, relevant for physical realisations, is to consider the case in which Alice is not able to send signals separated by $\delta t \ll t_E$, where $t_E$ is the time after which the thermalisation process resets the environment state into the stationary environment state. In this case, we should take into account the resetting dynamics $\xi_t$ during step 2 of the noise attenuation protocol and hence in [138].

Furthermore, including the queuing framework, that has been recently proposed for quantum communication networks [85, 71], can be an interesting development of the present paper. The queuing framework takes into account the decoherence, due to imperfections of Alice’s quantum memory, which affects the signals as they wait to be fed into the optical fibre.

An interesting experimental research would be to study memory effects in optical fibres, e.g. to estimate $t_E$.

To summarise, our work shows that repeaterless quantum communication across arbitrarily long optical fibres is possible at a constant rate, provided that one exploits the noise attenuation protocol. This protocol, combined with entanglement-assistance, allows a sender to transfer bits or qubits across an arbitrarily long optical fibre at a rate of the same order of the maximum achievable in the unassisted noiseless scenario.
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Let \( \rho \in \mathcal{S}({\mathcal{H}}_S) \), \( \sigma \in \mathcal{S}({\mathcal{H}}_E) \) and \( \lambda \in [0, 1] \). It holds that
\[
S\left( \Phi_{\lambda, \sigma}(\rho) \right) \leq S(\sigma) + S\left( \Phi^{wc}_{\lambda, \sigma}(\rho) \right).
\]

**Proof.** Let \( |0\rangle_{EE'} \in {\mathcal{H}}_E \otimes {\mathcal{H}}_{E'} \) be a purification of \( \sigma \), where \( {\mathcal{H}}_{E'} \) is a fictitious purifying Hilbert space: \( \text{Tr}_{E'} |0\rangle\langle 0|_{EE'} = \sigma \). Then the map \( \Phi_{\lambda, \sigma} : \mathcal{S}({\mathcal{H}}_S) \mapsto \mathcal{S}({\mathcal{H}}_E \otimes {\mathcal{H}}_{E'}) \), defined by
\[
\Phi_{\lambda, \sigma}(\rho) := \text{Tr}_S \left[ U^{(SE)}_{\lambda} \otimes 1_{E'} (\rho \otimes |0\rangle\langle 0|_{EE'}) \left( U^{(SE)}_{\lambda} \right)^\dagger \otimes 1_{E'} \right],
\]
is a complementary quantum channel of \( \Phi_{\lambda, \sigma} \), indeed:
\[
\text{Tr}_{EE'} \left[ U^{(SE)}_{\lambda} \otimes 1_{E'} (\rho \otimes |0\rangle\langle 0|_{EE'}) \left( U^{(SE)}_{\lambda} \right)^\dagger \otimes 1_{E'} \right] = \text{Tr}_E \left[ U^{(SE)}_{\lambda} \rho \otimes \sigma \left( U^{(SE)}_{\lambda} \right)^\dagger \right] = \Phi_{\lambda, \sigma}(\rho).
\quad (A1)
\]
Moreover, it holds that
\[
\text{Tr}_{EE'} \Phi_{\lambda, \sigma}(\rho) = \Phi^{wc}_{\lambda, \sigma}(\rho)
\quad (A2)
\]
and
\[
S \left( \text{Tr}_E \Phi_{\lambda, \sigma}(\rho) \right) = S \left( \text{Tr}_{E} \left[ U^{(SE)}_{\lambda} \otimes 1_{E'} (\rho \otimes |0\rangle\langle 0|_{EE'}) \left( U^{(SE)}_{\lambda} \right)^\dagger \otimes 1_{E'} \right] \right)
= S \left( \text{Tr}_{E} |0\rangle\langle 0|_{EE'} \right) = S(\sigma)
\quad (A3)
\]
where we used the fact that \( |0\rangle\langle 0|_{EE'} \) is pure. Exploiting the subadditivity inequality of the von Neumann entropy and subsequently the identities \( (A2) \) and \( (A3) \), we conclude that
\[
S \left( \Phi_{\lambda, \sigma}(\rho) \right) \leq S \left( \text{Tr}_E \Phi_{\lambda, \sigma}(\rho) \right) + S \left( \text{Tr}_{EE'} \Phi_{\lambda, \sigma}(\rho) \right) = S(\sigma) + S \left( \Phi^{wc}_{\lambda, \sigma}(\rho) \right)
\quad (A4)
\]
Lemma A.2. The annihilation operators in Heisenberg representation are given by:

\[
\left( U^{(SE)}_\lambda \right) \dagger \ a U^{(SE)}_\lambda = \sqrt{\lambda} a + \sqrt{1 - \lambda} b; \quad (A5)
\]

\[
\left( U^{(SE)}_\lambda \right) \dagger \ b U^{(SE)}_\lambda = -\sqrt{1 - \lambda} a + \sqrt{\lambda} b; \quad (A6)
\]

\[
U^{(SE)}_\lambda a \left( U^{(SE)}_\lambda \right) \dagger = \sqrt{\lambda} a - \sqrt{1 - \lambda} b; \quad (A7)
\]

\[
U^{(SE)}_\lambda b \left( U^{(SE)}_\lambda \right) \dagger = \sqrt{1 - \lambda} a + \sqrt{\lambda} b. \quad (A8)
\]

Proof. By setting \( \eta := \arccos \sqrt{\lambda} \) i.e. \( \lambda(\eta) = \cos^2(\eta) \), and

\[
\hat{f}(\eta) := \left( U^{(SE)}_\lambda \right) \dagger \ a U^{(SE)}_\lambda = e^{-\eta(a^\dagger b - ab^\dagger)} a e^{\eta(a^\dagger b - ab^\dagger)},
\]

one obtains:

\[
\hat{f}'(\eta) = -\left( U^{(SE)}_\lambda \right) \dagger \ [a^\dagger b - ab^\dagger, a] U^{(SE)}_\lambda = \left( U^{(SE)}_\lambda \right) \dagger b U^{(SE)}_\lambda,
\]

\[
\hat{f}''(\eta) = -\left( U^{(SE)}_\lambda \right) \dagger [a^\dagger b - ab^\dagger, b] U^{(SE)}_\lambda = -\left( U^{(SE)}_\lambda \right) \dagger a U^{(SE)}_\lambda = -\hat{f}(\eta). \quad (A10)
\]

Therefore, there exist two operators \( \hat{c}_0 \) and \( \hat{c}_1 \) such that

\[
\hat{f}(\eta) = \cos \eta \hat{c}_0 + \sin \eta \hat{c}_1.
\]

By imposing \( \hat{f}(0) = a \) and \( \hat{f}'(0) = b \), we arrive at

\[
\hat{f}(\eta) = \cos \eta a + \sin \eta b
\]

which implies \( (A5) \) to be valid. Furthermore, \( (A6) \) follows from \( (A10) \). To conclude the proof, \( (A7) \) follows from \( (A5) \) by substituting \( b \to -b \), while \( (A8) \) follows from \( (A6) \) by substituting \( a \to -a \).

Lemma A.3. The mean photon number of the output system and environment are given by

\[
\langle a^\dagger a \rangle_{\Phi_{a,\sigma}(\rho)} = \lambda \langle a^\dagger a \rangle_{\rho} + (1 - \lambda) \langle b^\dagger b \rangle_{\sigma} + 2\sqrt{\lambda(1 - \lambda)} \Re \left( \langle a \rangle_{\rho} \langle b^\dagger \rangle_{\sigma} \right) \quad (A12)
\]

and

\[
\langle b^\dagger b \rangle_{\Phi^E_{a,\sigma}(\rho)} = (1 - \lambda) \langle a^\dagger a \rangle_{\rho} + \lambda \langle b^\dagger b \rangle_{\sigma} - 2\sqrt{\lambda(1 - \lambda)} \Re \left( \langle a \rangle_{\rho} \langle b^\dagger \rangle_{\sigma} \right), \quad (A13)
\]

respectively.

Proof. From Lemma A.2 we have

\[
\langle a^\dagger a \rangle_{\Phi_{a,\sigma}(\rho)} = \text{Tr}_S \left[ \Phi_{a,\sigma}(\rho) a^\dagger a \right] = \text{Tr}_{SE} \left[ U^{(SE)}_\lambda \rho \otimes \sigma \left( U^{(SE)}_\lambda \right) \dagger \ a^\dagger a \right]
\]

\[
= \text{Tr}_{SE} \left[ \rho \otimes \sigma \left( \left( U^{(SE)}_\lambda \right) \dagger \ a^\dagger U^{(SE)}_\lambda \right) \left( \left( U^{(SE)}_\lambda \right) \dagger a U^{(SE)}_\lambda \right) \right]
\]

\[
= \text{Tr}_{SE} \left[ \rho \otimes \sigma \left( \sqrt{\lambda} a^\dagger + \sqrt{1 - \lambda} b^\dagger \right) \left( \sqrt{\lambda} a + \sqrt{1 - \lambda} b \right) \right]
\]

\[
= \lambda \langle a^\dagger a \rangle_{\rho} + (1 - \lambda) \langle b^\dagger b \rangle_{\sigma} + \sqrt{\lambda(1 - \lambda)} \left( \langle a \rangle_{\rho} \langle b^\dagger \rangle_{\sigma} + \langle a^\dagger \rangle_{\rho} \langle b \rangle_{\sigma} \right)
\]

\[
= \lambda \langle a^\dagger a \rangle_{\rho} + (1 - \lambda) \langle b^\dagger b \rangle_{\sigma} + 2\sqrt{\lambda(1 - \lambda)} \Re \left( \langle a \rangle_{\rho} \langle b^\dagger \rangle_{\sigma} \right). \quad (A14)
\]

The formula \( (A13) \) follows from a similar calculation.
Lemma A.4. Let \( i, j \in \mathbb{N} \). It holds that
\[
U^{(SE)}_{\lambda} |i\rangle_S |j\rangle_E = \sum_{m=0}^{i+j} c_m^{(i,j)}(\lambda) |i + j - m\rangle_S |m\rangle_E ,
\] (A15)
where for all \( m = 0, 1, \ldots, i + j \) we have
\[
c_m^{(i,j)}(\lambda) := \frac{1}{\sqrt{i+j}} \sum_{k=\max(0,m-j)}^{\min(i,m)} (-1)^k \binom{i}{k} \binom{j}{m-k} \lambda^{i+m-2k} (1 - \lambda)^{i+2k-m} \sqrt{m!(i+j-m)!} .
\] (A16)
As a consequence, for all \( i, i', j, j' \in \mathbb{N} \) it holds that:
\[
\Phi_{\lambda,|i\rangle S |j\rangle E} (|i\rangle |i\rangle_S) = \sum_{m=0}^{\min(i+j,i'+j')} c_m^{(i,j)}(\lambda)c_m^{(i',j')}(\lambda) |i + j - m\rangle_S |i' + j' - m\rangle_E
\] (A17)
\[
\tilde{\Phi}_{\lambda,|i\rangle S |j\rangle E}^{wc} (|i\rangle |i\rangle_S) = \sum_{m=0}^{\min(i+j,i'+j')} c_m^{(i,j)}(\lambda)c_m^{(i',j')}(\lambda) |i + j - m\rangle_S |i' + j' - m\rangle_E
\] (A18)
where
\[
\Phi_{\lambda,|i\rangle S |j\rangle E} (|i\rangle |i\rangle_S) := \text{Tr}_E \left[ U^{(SE)}_{\lambda} |i\rangle |i\rangle_S \otimes |j\rangle |j\rangle_E \left( U^{(SE)}_{\lambda} \right)^\dagger \right],
\] (A19)
\[
\tilde{\Phi}_{\lambda,|i\rangle S |j\rangle E}^{wc} (|i\rangle |i\rangle_S) := \text{Tr}_S \left[ U^{(SE)}_{\lambda} |i\rangle |i\rangle_S \otimes |j\rangle |j\rangle_E \left( U^{(SE)}_{\lambda} \right)^\dagger \right],
\]
Proof. By exploiting Lemma A.2 it holds that
\[
U^{(SE)}_{\lambda} |i\rangle_S |j\rangle_E = \frac{1}{\sqrt{i+j}} U^{(SE)}_{\lambda} (a^\dagger)^i(b^\dagger)^j |0\rangle_S |0\rangle_E
\]
\[
= \frac{1}{\sqrt{i+j}} \left( U^{(SE)}_{\lambda} a^\dagger \left( U^{(SE)}_{\lambda} \right)^\dagger \right)^i \left( U^{(SE)}_{\lambda} b^\dagger \left( U^{(SE)}_{\lambda} \right)^\dagger \right)^j |0\rangle_S |0\rangle_E
\]
\[
= \frac{1}{\sqrt{i+j}} \left( \sqrt{\lambda} a^\dagger - \sqrt{1 - \lambda} b^\dagger \right)^i \left( \sqrt{\lambda} a^\dagger + \sqrt{1 - \lambda} b^\dagger \right)^j |0\rangle_S |0\rangle_E
\]
\[
= \frac{1}{\sqrt{i+j}} \sum_{k=0}^{\min(i,m)} \sum_{w=0}^j (-1)^k \binom{i}{k} \binom{j}{w} \lambda^{i+m-2k} (1 - \lambda)^{i+k+w} \sqrt{(k+w)!(i+j-k-w)!} |i+j-k-w\rangle_S |k+w\rangle_E
\] (A20)
\[
= \sum_{m=0}^{i+j} \frac{1}{\sqrt{i+j}} \sum_{k=\max(0,m-j)}^\min(i,m) (-1)^k \binom{i}{k} \binom{j}{m-k} \lambda^{i+m-2k} (1 - \lambda)^{i+2k-m} \sqrt{m!(i+j-m)!} |i+j-m\rangle_S |m\rangle_E
\]
\[
= \sum_{m=0}^{i+j} c_m^{(i,j)}(\lambda) |i + j - m\rangle_S |m\rangle_E .
\]

Definition A.1. For every trace class operator \( T \) on \( L^2(\mathbb{R}^m) \), its characteristic function \( \chi_T : \mathbb{C}^m \rightarrow \mathbb{C} \) is defined by
\[
\chi_T(z) := \text{Tr} \left[ T D(z) \right] \quad \forall z = (z_1, z_2, \ldots, z_m) \in \mathbb{C}^m ,
\] (A21)
where
\[
D(z) := \exp \left[ \sum_{i=0}^m \left( z_i a_i^\dagger - z_i^* a_i \right) \right]
\]
is the displacement operator, with \( a_i \) being the annihilation operator corresponding to the \( i \)-th mode.
Conversely, it turns out that every trace class operator $T$ can be reconstructed from its characteristic functions $\chi_T$ via the following identity [17, 18]:

$$T = \int_C \frac{dz}{\pi} D(-z) \chi_T(z).$$

(A22)

Lemma A.5. The action of a BS of transmissivity $\lambda$ on the a two-mode state of the form $\rho \otimes \sigma$ can be cast in the language of characteristic functions as

$$\chi_{U^\dagger_{\lambda} (SE) \rho \otimes \sigma (U^SE)}(z, w) = \chi_\rho \left( \sqrt{\lambda} z - \sqrt{1-\lambda} w \right) \chi_\sigma \left( \sqrt{1-\lambda} z + \sqrt{\lambda} w \right) \forall \ z, w \in \mathbb{C}. \quad (A23)$$

Consequently, it holds that

$$\chi_{\Phi_{\lambda,\sigma}(\rho)}(z) = \chi_\rho \left( \sqrt{\lambda} z \right) \chi_\sigma \left( \sqrt{1-\lambda} z \right) \forall z \in \mathbb{C}, \quad (A24)$$

$$\chi_{\Phi_{\lambda,\sigma}^\dagger(\rho)}(z) = \chi_\rho \left( -\sqrt{1-\lambda} w \right) \chi_\sigma \left( \sqrt{\lambda} w \right) \forall w \in \mathbb{C}. \quad (A25)$$

Proof. Denote the displacement operators on $\mathcal{H}_S$ and $\mathcal{H}_E$ respectively as $D_S(z)$ and $D_E(z)$. (A5) and (A6) imply that

$$(U^\dagger_{\lambda} (SE)) D_S(z) D_E(w) U^SE = D_S(\sqrt{\lambda} z - \sqrt{1-\lambda} w) D_E(\sqrt{1-\lambda} z + \sqrt{\lambda} w). \quad (A26)$$

Consequently, we obtain

$$(U^\dagger_{\lambda}(SE)) D_S(z) D_E(w) U^SE = D_S(\sqrt{\lambda} z - \sqrt{1-\lambda} w) D_E(\sqrt{1-\lambda} z + \sqrt{\lambda} w). \quad (A27)$$

Hence, it holds that

$$\chi_{U^\dagger_{\lambda} (SE) \rho \otimes \sigma (U^SE)}(z, w) = \text{Tr}_{SE} \left[ U^\dagger_{\lambda} (SE) \rho \otimes \sigma (U^SE) D_S(z) D_E(z) \right] = \text{Tr}_{SE} \left[ \rho \otimes \sigma D_S(\sqrt{\lambda} z - \sqrt{1-\lambda} w) D_E(\sqrt{1-\lambda} z + \sqrt{\lambda} w) \right] = \chi_\rho \left( \sqrt{\lambda} z - \sqrt{1-\lambda} w \right) \chi_\sigma \left( \sqrt{1-\lambda} z + \sqrt{\lambda} w \right). \quad (A28)$$

(A24) and (A25) follow from the fact that for all $\rho_{SE} \in \mathcal{S}(\mathcal{H}_S \otimes \mathcal{H}_E)$ it holds that

$$\chi_{\text{Tr}_{\rho\otimes\sigma}(z)} = \chi_{\rho_{SE}}(z = 0, w), \chi_{\text{Tr}_E \rho_{SE}}(z) = \chi_{\rho_{SE}}(z, w = 0). \quad (A29)$$

Lemma A.6. For all $\lambda \in [0, 1]$ and all $\rho$, $\sigma$ single-mode states, it holds that

$$\Phi_{\lambda,\sigma}(\rho) = \Phi_{1-\lambda,\rho}(\sigma). \quad (A30)$$

Proof. The characteristic function associated with an output of a general attenuator can be expressed as in (A24) and hence it holds that

$$\chi_{\Phi_{\lambda,\sigma}(\rho)}(z) = \chi_{\Phi_{1-\lambda,\sigma}(\rho)}(z) \quad \forall z \in \mathbb{C}. \quad (A31)$$

Since quantum states are in one-to-one correspondence with characteristic functions, (A30) is proved. \hfill \square

Lemma A.7. It holds that

$$\Phi_{\lambda_1,\lambda_2,\tau_N} = \Phi_{\lambda_1,\tau_N} \circ \Phi_{\lambda_2,\tau_N} \quad \forall \lambda_1, \lambda_2 \in [0, 1], N > 0. \quad (A32)$$
Proof. Since the characteristic function of \( \tau \) is \( \chi_{\tau} (z) = e^{-\phi(z)} \), the mapping \( \Phi_{\lambda, \tau} \) becomes \( \chi_{\Phi_{\lambda, \tau}} (z) = \chi_{\rho} \left( \sqrt{\lambda} z \right) e^{-(1-\lambda)(N+\frac{1}{2})|z|^2} \). Hence, the characteristic functions of \( \Phi_{\lambda_1, \tau_1} \circ \Phi_{\lambda_2, \tau_2} (\rho) \) is

\[
\chi_{\Phi_{\lambda_1, \tau_1} \circ \Phi_{\lambda_2, \tau_2} (\rho)} (\mu) = \chi_{\Phi_{\lambda_2, \tau_2} (\rho)} \left( \sqrt{\lambda} \chi_{\Phi_{\lambda_1, \tau_1} (\rho)} (\mu) \right) \exp \left[ -(1-\lambda_1) \left( N + \frac{1}{2} \right) |\mu|^2 \right] \\
\]

(A33)

Since quantum states are in one-to-one correspondence with characteristic functions, this concludes the proof.

\[\square\]

Lemma A.8. By defining \( \rho_N(t) := \Phi_{\exp(-t), \tau_N} (\rho) \) with \( t \in [0, \infty) \), it holds that

\[
\frac{d}{dt} \rho_N(t) = (N + 1) \left[ a \rho_N(t) a^\dagger - \frac{1}{2} \{\rho_N(t), a a^\dagger\} \right] + N \left[ a^\dagger \rho_N(t) a - \frac{1}{2} \{\rho_N(t), a a^\dagger\} \right].
\]

Proof. The identity \( A32 \) becomes

\[
\Phi_{\exp(-t_1 - t_2), \tau_N} = \Phi_{\exp(-t_1), \tau_N} \circ \Phi_{\exp(-t_2), \tau_N} \quad \forall t_1, t_2 \geq 0.
\]

(A34)

In addition, for \( t = 0 \) one obtains the identity superoperator \( \Phi_{1, \tau_N} = I \). As a consequence, one arrives at the master equation

\[
\frac{d}{dt} \rho_N(t) = \mathcal{L}_N[\rho_N(t)],
\]

(A35)

where \( \mathcal{L}_N \), called Lindbladian superoperator, is defined by

\[
\mathcal{L}_N := \lim_{\varepsilon \to 0^+} \frac{\Phi_{\exp(-\varepsilon), \tau_N} - I}{\varepsilon}.
\]

(A36)

Now, let us prove that the Lindbladian superoperator is given by

\[
\mathcal{L}_N[\Theta] = (N + 1) \left[ a \Theta a - \frac{1}{2} \{\Theta, a a^\dagger\} \right] + N \left[ a^\dagger \Theta a - \frac{1}{2} \{\Theta, a a^\dagger\} \right].
\]

(A37)

By definition, we have that

\[
\Phi_{\exp(-\varepsilon), \tau_N} [\Theta] = \text{Tr}_E \left( U_{\exp(-\varepsilon)}^{(SE)} \otimes \tau_N \left( U_{\exp(-\varepsilon)}^{(SE)} \right)^\dagger \right).
\]

(A38)

By using that

\[
\arccos(e^{-\varepsilon/2}) = \sqrt{2} + O(\varepsilon^{3/2}),
\]

(A39)

one can verify that

\[
U_{\exp(-\varepsilon)}^{(SE)} = \exp \left( \arccos(e^{-\varepsilon/2})(a^\dagger b - ab^\dagger) \right) = 1 + \sqrt{2} (a^\dagger b - ab^\dagger) + \frac{\varepsilon}{2} (a^\dagger b - ab^\dagger)^2 + O(\varepsilon^{3/2}).
\]

(A40)

Inserting (A40) into (A38) yields

\[
\Phi_{\exp(-\varepsilon), \tau_N} [\Theta] = \Theta + \varepsilon \left\{ (N + 1) \left[ a \Theta a - \frac{1}{2} \{\Theta, a^\dagger a^\dagger\} \right] + N \left[ a^\dagger \Theta a - \frac{1}{2} \{\Theta, aa^\dagger\} \right] \right\} + O(\varepsilon^{3/2}),
\]

(A41)

where we used \( \text{Tr}_E [\tau_N b^\dagger b] = N \), and \( \text{Tr}_E [\tau_N b b^\dagger] = N + 1 \). By substituting the expression (A41) in \( \mathcal{L}_N[\Theta] = \lim_{\varepsilon \to 0^+} \frac{\Phi_{\exp(-\varepsilon), \tau_N} [\Theta] - \Theta}{\varepsilon} \), we finally arrive at (A37).

\[\square\]

Lemma A.9. Let \( \lambda \in [0, 1] \) and let \( \sigma \in \mathcal{S} (\mathcal{H}_E) \). The following superoperator identity holds

\[
\tilde{\Phi}_{\lambda, \sigma} = \mathcal{V} \circ \Phi_{1 - \lambda, \mathcal{V} (\sigma)}.
\]

(A42)

where \( \mathcal{V} \) is the phase space inversion superoperator defined in (27).
Proof. To distinguish the phase space inversion operators which act on the environment and on the system, let us denote them respectively as $V_E := (-1)^{b^l b}$ and $V_S := (-1)^{a^l a}$. From the identity $(-1)^{a^l a}(-1)^{a^l a} = -a$, one obtains

$$V_S D_S(z) V_S^\dagger = D_S(-z) .$$

(A43)

As a consequence, in the language of characteristic functions, we obtain

$$\chi_{V_S \Phi_{1-\lambda, V_E \sigma V_E^\dagger} (\rho) V_S^\dagger} (z) = \text{Tr}_S \left[ V_S \Phi_{1-\lambda, V_E \sigma V_E^\dagger} (\rho) V_S^\dagger D_S(z) \right] = \text{Tr}_{S E} \left[ \left( U_{1-\lambda}^{(SE)} \right) \dagger V_S^\dagger D_S(z) V_S U_{1-\lambda}^{(SE)} \rho \otimes V_E \sigma V_E^\dagger \right]$$

$$= \text{Tr}_{S E} \left[ \left( U_{1-\lambda}^{(SE)} \right) \dagger D_S(-z) U_{1-\lambda}^{(SE)} \rho \otimes V_E \sigma V_E^\dagger \right]$$

$$= \text{Tr}_{S E} \left[ D_S(-\sqrt{1-\lambda z}) D_E(-\sqrt{\lambda z}) \rho \otimes V_E \sigma V_E^\dagger \right]$$

$$= \text{Tr}_E \left[ D_E(\sqrt{\lambda z}) \sigma \right] = \chi_{\rho} \left( -\sqrt{1-\lambda z} \right) \chi_{\sigma} \left( \sqrt{\lambda z} \right) = \chi_{\Phi_{\lambda, \sigma}^D (\rho)} (z) ,$$

(A44)

where we used (A25). This concludes the proof.

Lemma A.10. If $\sigma$ is diagonal in Fock basis i.e.

$$\sigma := \sum_{i=0}^{\infty} q_i |i\rangle \langle i| ,$$

then for all $N > 0$ and $\lambda \in [0, 1]$ the following inequalities hold:

$$Q(\Phi_{\lambda, \sigma}, N) \geq f(N, \lambda) ,$$

$$C_{ea} (\Phi_{\lambda, \sigma}, N) \geq g(N) + f(N, \lambda) ,$$

(A45)

where

$$f(N, \lambda) := H \left( \left\{ \sum_{i=0}^{\infty} q_i P_i(N, i, 1-\lambda) \right\}_{i \in \mathbb{N}} \right) - H \left( \left\{ \sum_{i=0}^{\infty} q_i P_i(N, i, \lambda) \right\}_{i \in \mathbb{N}} \right) - H (\{q_i\}_{i \in \mathbb{N}}) ,$$

(A46)

$\{P_i(N, i, \lambda)\}_{i \in \mathbb{N}}$ is expressed in (55), $g(\cdot)$ is expressed in (8), and $H(\cdot)$ denotes the Shannon entropy.

Proof. Lemma [A.2] implies that

$$I_{coh} (\Phi_{\lambda, \sigma}, \sigma_{\sigma}) = S (\Phi_{\lambda, \sigma} (\sigma_{\sigma} N)) - S (\Phi_{\lambda, \sigma} (\sigma_{\sigma} N)) \geq S (\Phi_{\lambda, \sigma} (\sigma_{\sigma} N)) - S (\Phi_{\lambda, \sigma} (\sigma_{\sigma} N)) - S(\sigma) .$$

(A47)

Furthermore, Lemma [A.9] and the fact that von Neumann entropy is invariant under unitary transformations imply that

$$S (\Phi_{X, \sigma}^D (\sigma_{\sigma} N)) = S (\Phi_{1-\lambda, \sigma} (\sigma_{\sigma} N)) .$$

(A48)

Since $\sigma$ is diagonal in Fock basis, it holds $\sigma = \sigma_{\sigma}$. By substituting (A48) in (A47), we obtain

$$I_{coh} (\Phi_{\lambda, \sigma}, \sigma_{\sigma}) \geq S (\Phi_{1-\lambda, \sigma} (\sigma_{\sigma} N)) - S (\Phi_{1-\lambda, \sigma} (\sigma_{\sigma} N)) - S(\sigma) .$$

Moreover, by using (A30), we arrive at

$$I_{coh} (\Phi_{\lambda, \sigma}, \sigma_{\sigma}) \geq S (\Phi_{1-\lambda, \sigma} (\sigma_{\sigma})) - S (\Phi_{\lambda, \sigma} (\sigma_{\sigma})) - S(\sigma) .$$

(A49)

Moreover, [54] implies that

$$S (\Phi_{\lambda, \sigma} (\sigma_{\sigma})) = S \left( \sum_{i=0}^{\infty} q_i \Phi_{\lambda, \sigma} (|i\rangle \langle i|) \right) = S \left( \sum_{i=0}^{\infty} q_i P_i(N, i, \lambda) |i\rangle \langle i| \right) = H \left( \left\{ \sum_{i=0}^{\infty} q_i P_i(N, i, \lambda) \right\}_{i \in \mathbb{N}} \right)$$

(A50)

and we have

$$S(\sigma) = H (\{q_i\}_{i \in \mathbb{N}}) .$$

(A51)
By substituting in (A49), we obtain

\[ I_{\text{coh}}(\Phi_{\lambda,\sigma}, \tau_N) \geq f(N, \lambda). \]  \hspace{1cm} (A52)

As a consequence, it holds that

\[ Q(\Phi_{\lambda,\sigma}, N) \geq I_{\text{coh}}(\Phi_{\lambda,\sigma}, \tau_N) \geq f(N, \lambda), \quad C_{\text{ex}}(\Phi_{\lambda,\sigma}, N) \geq g(N) + I_{\text{coh}}(\Phi_{\lambda,\sigma}, \tau_N) \geq g(N) + f(N, \lambda). \]  \hspace{1cm} (A53)

Lemma A.11. (Kraus representation of the thermal attenuator via explicit formula of BS)

For all \( \lambda \in [0, 1] \), \( \nu \geq 0 \), the thermal attenuator \( \Phi_{\lambda,\nu} \) admits the following Kraus representation:

\[ \Phi_{\lambda,\nu}(\rho) = \sum_{k,m=0}^{\infty} \hat{M}_{k,m} \rho \hat{M}_{k,m}^\dagger, \]  \hspace{1cm} (A54)

where

\[ \hat{M}_{k,m} = \sqrt{\frac{\nu^k}{(\nu + 1)^{k+1}}} \sum_{l=\max(m-k,0)}^{\infty} c^{(l,k)}_m(\lambda) |l + k - m\rangle \langle l|, \]  \hspace{1cm} (A55)

with the coefficients \( c^{(l,k)}_m(\lambda) \) being defined in (A16).

Proof. It immediately follows by substituting \( \lambda = \exp(-t) \) and (52) into (46).

Lemma A.12. (Kraus representation of the thermal attenuator via master equation trick)

For all \( \lambda \in [0, 1] \), \( \nu \geq 0 \), the thermal attenuator \( \Phi_{\lambda,\nu} \) admits the following Kraus representation:

\[ \Phi_{\lambda,\nu}(\rho) = \sum_{k,m=0}^{\infty} M_{k,m} \rho M_{k,m}^\dagger, \]  \hspace{1cm} (A59)

where

\[ M_{k,m} = \sqrt{\frac{\nu^k}{(\nu + 1)^{k+1}}} \sum_{l=0}^{\infty} |m\rangle \langle l| S |k\rangle \langle l| S = \sqrt{\frac{\nu^k}{(\nu + 1)^{k+1}}} \sum_{l=\max(m-k,0)}^{\infty} c^{(l,k)}_m(\lambda) |l + k - m\rangle \langle l|, \]  \hspace{1cm} (A60)

Proof. It immediately follows by substituting \( \lambda = \exp(-t) \) and (52) into (46). }
Consequently, we conclude that the coefficients \(c\) with the coefficients \(\Phi\) of \(\lambda\) are Fock states. The Kraus representation derived via master equation trick in Lemma A.12 can allow one to obtain significantly simpler expressions for the action of the thermal attenuator on a generic operator, than that obtainable by exploiting the Kraus representation derived via explicit formula of BS in Lemma A.11. For example, let us calculate the action of the thermal attenuator on a operator of the form \(|n\rangle\langle i|\), where \(|n\rangle\) and \(|i\rangle\) are Fock states. The Kraus representation derived via explicit formula of BS in Lemma A.11 easily yields:

\[
\Phi_{\lambda,\tau_n}(|n\rangle\langle i|) = \sum_{l=\max(i-n,0)}^{\infty} f_{n,i,l}(\lambda, \nu) |l + n - i\rangle |l\rangle,
\]

where

\[
f_{n,i,l}(\lambda, \nu) := \sum_{k=\max(l-i,0)}^{\infty} \frac{\nu^k}{(\nu + 1)^{k+l}} c_{k+l-1}(\lambda) c_{k+1-1}(\lambda),
\]

with the coefficients \(c_{n,k}(\lambda)\) being defined in (A16). While, the Kraus representation derived via master equation trick in Lemma A.12 yields the same expansion in (A61) (as expected), but with a much simpler expression for the coefficients \(f_{n,i,l}(\lambda, \nu)\) (see proof below):

\[
f_{n,i,l}(\lambda, \nu) = \sum_{m=\max(i-l,0)}^{\min(n,i)} \frac{n! |l + n - i\rangle \nu^m + i (\nu + 1)^m (1 - \lambda)^{2m + i - 1} \lambda^{i + n + 2m}}{(n-m)! (i-m)! m! (l + m - i)! ((1 - \nu + 1)^{(i + n + 1)}).}
\]

Hence, our trick allows one to simplify the expression of \(\Phi_{\lambda,\tau_n}(|n\rangle\langle i|)\), by finding a closed formula for the sum of the complicated series in (A62).

Proof of (A63). Lemma A.12 implies that \(\Phi_{\lambda,\tau_n}(|n\rangle\langle i|) = \sum_{k,m=0}^{\infty} M_{k,m} |n\rangle\langle i| M_{k,m}^\dagger\). For \(m > n\) it holds that \(M_{k,m} |n\rangle = 0\), otherwise for \(m \leq n\) it holds that

\[
M_{k,m} |n\rangle = \frac{1}{(n-m)!} \frac{n! (n-m+k)!}{k! m!} \frac{\nu^k (\nu + 1)^m (1 - \lambda)^{k+m} \lambda^{n-i} \lambda^{n-m}}{(1 - \nu + 1)^{k-m+1+2m}} |n-m+k\rangle.
\]

Consequently, we conclude that

\[
\Phi_{\lambda,\tau_n}(|n\rangle\langle i|) = \sum_{k=0}^{\infty} \sum_{m=0}^{\min(n,i)} \frac{n! (n-m+k)! (i-m+k)! \nu^k (\nu + 1)^m (1 - \lambda)^{k+m} \lambda^{n-i} \lambda^{n-m}}{(n-m)! (i-m)! k! m! ((1 - \nu + 1)^{k-m+1+n})} |n-m+k\rangle |i-m+k\rangle
\]

\[
= \sum_{l=\max(i-n,0)}^{\infty} \sum_{m=\max(l-i,0)}^{\min(n,i)} \frac{n! |l + n - i\rangle \nu^m + i (\nu + 1)^m (1 - \lambda)^{2m + i - 1} \lambda^{i + n + 2m}}{(n-m)! (i-m)! m! (l + m - i)! ((1 - \nu + 1)^{(i + n + 1)}).} |l + n - i\rangle |l\rangle.
\]

Appendix B: Example of noise attenuation protocol with one trigger signal

In this section we give a simple example where the noise attenuation protocol is advantageous. Let us suppose that the stationary environment state is the vacuum \(\sigma_0 = |0\rangle\langle 0|\). Hence, the original channel is the pure loss channel \(\Phi_{\lambda,0}(|0\rangle\langle 0|)\). The energy-constrained entanglement-assisted capacity of \(\Phi_{\lambda,0}(|0\rangle\langle 0|)\) is given by \(\frac{1}{2}\). In addition, let us suppose that Alice sends only one trigger signal initialised in the Fock state \(|n\rangle\langle i|\) during step 2 of the noise attenuation protocol. Consequently, at the beginning of step 3 the environment state is

\[
\sigma_{\lambda,n} := \Phi_{\lambda,0}(|n\rangle\langle n|) = \text{Tr}_E \left[ U_{\lambda}^{(S_1)} |n\rangle\langle n| \otimes |0\rangle\langle 0| \left( U_{\lambda}^{(S_1)} \right)^\dagger \right].
\]

Moreover, suppose that the trigger signal and the information-carrier signal are separated by a temporal interval \(\delta t \ll t_E\) (we recall that \(t_E\) is the time after which the thermalisation process resets the environment state into the stationary environment state). Consequently, we can state that the information-carrier signal is affected by the
FIG. 12. The function \( z(\lambda, N, n) \) plotted with respect to the variable \( \lambda \) for \( N = 0.5 \) and several values of \( n \), where \( z(\lambda, N, n) \) is defined in (B4). The dotted line is \( C_{ea}(\Phi_{\lambda,|0\rangle\langle0|}, 0.5) \) as a function of \( \lambda \) (see (17)).

channel \( \Phi_{\lambda,\sigma_{\lambda,n}} \). We want to see whether this simple application of the noise attenuation protocol implies the energy-constrained entanglement-assisted capacity of the resulting channel \( \Phi_{\lambda,\sigma_{\lambda,n}} \) to be larger than that of the original channel \( \Phi_{\lambda,|0\rangle\langle0|} \). By using (A18), one obtains

\[
\sigma_{\lambda,n} = \sum_{l=0}^{n} \mathcal{B}_l(n, 1 - \lambda) \left| l \right\rangle \left\langle l \right| ,
\]

where we have introduced the binomial distribution \( \mathcal{B}_l(n, p) := \binom{n}{l} p^l (1-p)^{n-l} \). Since \( \sigma_{\lambda,n} \) is diagonal in Fock basis, we can apply Theorem A.10. Consequently, it holds that

\[
C_{ea}(\Phi_{\lambda,\sigma_{\lambda,n}}, N) \geq z(\lambda, N, n),
\]

where

\[
z(\lambda, N, n) := g(N) + H \left( \sum_{i=0}^{n} \mathcal{B}_i(n, 1 - \lambda) P_i(N, i, 1 - \lambda) \right) - H \left( \sum_{i=0}^{n} \mathcal{B}_i(n, 1 - \lambda) P_i(N, i, \lambda) \right) - H \left( \{ \mathcal{B}_i(n, 1 - \lambda) \} \right).
\]

From Fig. 12 one can note that for \( N = 0.5 \) and for all the values of \( n \) depicted it holds that:

\[
C_{ea}(\Phi_{\lambda,\sigma_{\lambda,n}}, N) \geq z(\lambda, N, n) \geq C_{ea}(\Phi_{\lambda,|0\rangle\langle0|}, N)
\]

for \( \lambda \) sufficiently small. As a result, for these parameter choices this basic version of the noise attenuation protocol improves the performance of the entanglement-assisted communication. Moreover, Fig. 12 suggests also that for all \( \lambda > 0 \) sufficiently small if \( n \) is sufficiently large the quantity \( C_{ea}(\Phi_{\lambda,\sigma_{\lambda,n}}, N) \) is larger than a positive constant
(independent of $\lambda$). This is quite interesting since the energy-constrained entanglement-assisted capacity of the original channel tends to 0 when $\lambda$ approaches 0. Therefore, this application of noise attenuation protocol improves significantly the performance of entanglement-assisted communication for $\lambda > 0$ small. For instance, for $\lambda = 0.002$ and $N = 0.5$ one can numerically verify (by using \cite{B3} and \cite{17}) that

$$\frac{C_{\text{ea}}(\Phi_{\lambda, \sigma_{\lambda, n=100}}, N)}{C_{\text{ea}}(\Phi_{\lambda, |0|_1}, N)} \geq 41.$$  

### Appendix C: Only one trigger signal

In Theorem \cite{18} we have discussed how to achieve an environment state close to $|n_{\lambda}\rangle_{n_{\lambda}}$ for $\lambda > 0$ sufficiently small, where $n_{\lambda} \in \mathbb{N}$ with $1/\lambda - 1 \leq n_{\lambda} \leq 1/\lambda$. This is done by sending just two trigger signals initialised in the state $|n_{\lambda}, \lambda\rangle_{S_1S_2} = U^{(S_1S_2)}_{\frac{\lambda}{\lambda_1}} |0\rangle_{S_1} |n_{\lambda}\rangle_{S_2}$. We recall that achieving the environment state $|n_{\lambda}\rangle_{n_{\lambda}}$ is important since the channel $\Phi_{\lambda, |n_{\lambda}\rangle_{n_{\lambda}}}$ has strictly positive quantum capacity for $\lambda \in (0, 1/2)$.

Note that for $\lambda = 0$ and for all stationary environment states $\sigma_0$, after the interaction with a trigger signal initialised in the $n$-th Fock state, the environment state becomes

$$\tilde{\Phi}_{\lambda=0, \sigma_0}^{\text{wc}} (|n\rangle_{n}) = \text{Tr}_{S_1} \left[ U^{(S_1E)}_{\lambda=0} |n\rangle_{n} \otimes \sigma_0 \left( U^{(S_1E)}_{\lambda=0} \right)^\dagger \right] = |n\rangle_{n_{E}}. \quad (C1)$$

Furthermore, for $\lambda > 0$ sufficiently small we still have

$$\tilde{\Phi}_{\lambda, \sigma_0}^{\text{wc}} (|n\rangle_{n}) = \text{Tr}_{S_1} \left[ U^{(S_1E)}_{\lambda} |n\rangle_{n} \otimes \sigma_0 \left( U^{(S_1E)}_{\lambda} \right)^\dagger \right] \sim |n\rangle_{n_{E}}. \quad (C2)$$

Therefore, a natural question may arise: instead of sending two signals in $|n_{\lambda}, \lambda\rangle_{S_1S_2}$, why do not we send just one trigger signal in $|n_{\lambda}\rangle_{S_1}$? Below, we answer this question.

After the interaction with the trigger signal $|n_{\lambda}\rangle_{S_1}$, the environment achieves the state $\tilde{\Phi}_{\lambda, \sigma_0}^{\text{wc}} (|n_{\lambda}\rangle_{n_{\lambda}})$. Since the state $|n_{\lambda}\rangle_{n_{\lambda}}$ depends on $\lambda$, it may be that $\tilde{\Phi}_{\lambda, \sigma_0}^{\text{wc}} (|n_{\lambda}\rangle_{n_{\lambda}})$ and $|n_{\lambda}\rangle_{n_{\lambda}}$ are not close in the limit $\lambda \to 0^+$. We can show that this is indeed the case if the stationary environment state $\sigma_0$ is a thermal state $\tau_{\nu}$, as in the usual scheme of an optical fibre.

First, notice that \cite{26}, \cite{44}, and the fact that $\Phi_{\lambda, |n_{\lambda}\rangle_{n_{\lambda}}}(\tau_{\nu})$ is diagonal in Fock basis (as guaranteed by \cite{54}) imply that

$$\tilde{\Phi}_{\lambda, \tau_{\nu}}^{\text{wc}} (|n_{\lambda}\rangle_{n_{\lambda}}) = \mathcal{V} \circ \Phi_{1-\lambda, \tau_{\nu}} (|n_{\lambda}\rangle_{n_{\lambda}}) = \mathcal{V} \circ \Phi_{\lambda, |n_{\lambda}\rangle_{n_{\lambda}}}(\tau_{\nu}) = \Phi_{\lambda, |n_{\lambda}\rangle_{n_{\lambda}}}(\tau_{\nu}). \quad (C3)$$

Second, by exploiting the results and the notations used in the proof of Theorem \cite{9} it holds that:

$$\lim_{\lambda \to 0^+} \left\| \tilde{\Phi}_{\lambda, \tau_{\nu}}^{\text{wc}} (|n_{\lambda}\rangle_{n_{\lambda}}) - |n_{\lambda}\rangle_{n_{\lambda}} \right\|_1 = \lim_{\lambda \to 0^+} \left\| \Phi_{\lambda, |n_{\lambda}\rangle_{n_{\lambda}}}(\tau_{\nu}) - |n_{\lambda}\rangle_{n_{\lambda}} \right\|_1 \quad = \lim_{\lambda \to 0^+} \left\| T_{-n_{\lambda}} \Phi_{\lambda, |n_{\lambda}\rangle_{n_{\lambda}}}(\tau_{\nu}) T_{-n_{\lambda}} - |0\rangle_{0} \right\|_1 \quad = \lim_{n \to +\infty} \left\| T_{-n} \Phi_{\lambda, |n_{\lambda}\rangle_{n_{\lambda}}}(\tau_{\nu}) T_{-n} - |0\rangle_{0} \right\|_1 \quad = \left( \sum_{k=\infty}^{\infty} q_k(\nu, 1) \left| k \right\rangle \left\langle k \right| - |0\rangle_{0} \right\|_1 \quad = 2 \left[ 1 - q_0(\nu, 1) \right] \neq 0,$$

where the probability distribution $\{q_k(N, c)\}_{k \in \mathbb{Z}}$ is expressed in \cite{78}.

\cite{C4} implies that the output environment state $\sigma_{\lambda, \nu} := \Phi_{\lambda, \tau_{\nu}}^{\text{wc}} (|n_{\lambda}\rangle_{n_{\lambda}})$ is not close to $|n_{\lambda}\rangle_{n_{\lambda}}$ even in the limit $\lambda \to 0^+$. Hence, $\Phi_{\lambda, \sigma_{\lambda, \nu}}$ is not close to $\Phi_{\lambda, |n_{\lambda}\rangle_{n_{\lambda}}}$ in energy-constrained diamond norm for $\lambda \to 0^+$. Consequently, we can not apply Lemma \cite{7} to conclude that the channel $\Phi_{\lambda, \sigma_{\lambda, \nu}}$ has strictly positive quantum capacity for $\lambda > 0$ sufficiently small. This is the reason why the idea of sending just one trigger signal does not work.