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ABSTRACT

Most dialogue systems in real world rely on predefined intents and answers for QA service, so discovering potential intents from large corpus previously is really important for building such dialogue services. Considering that most scenarios have few intents known already and most intents waiting to be discovered, we focus on semi-supervised text clustering and try to make the proposed method benefit from labeled samples for better overall clustering performance. In this paper, we propose Deep Contrastive Semi-supervised Clustering (DCSC), which aims to cluster text samples in a semi-supervised way and provide grouped intents to operation staff. To make DCSC fully utilize the limited known intents, we propose a two-stage training procedure for DCSC, in which DCSC will be trained on both labeled samples and unlabeled samples, and achieve better text representation and clustering performance. We conduct experiments on two public datasets to compare our model with several popular methods, and the results show DCSC achieve best performance across all datasets and circumstances, indicating the effect of the improvements in our work.
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1 INTRODUCTION

In real applications, many task-oriented dialogue systems are mostly based on Natural Language Understanding (NLU) to classify or match a user query into a known category and reply with a prepared answer. If we can discover as much new intents as possible, then chat robots will be able to answer many kinds of questions and will improve the user experience. To discover the intents, we need to group different samples with similar intents together through clustering techniques, and every cluster will be treated as a new potential intent. Meanwhile, the accuracy of clustering also matters for NLU modules, because clustered samples will be used for training a classification model or building distance-matching model. If a cluster contains too much noisy samples, the downstream NLU module may not recognize user intents correctly. Therefore, a well-performing chat robot depends on not only NLU abilities, but also some preparatory works like intent clustering.

Since intent discovery is critical for chat robots nowadays, there have been lots of works proposed in this specific field or in related fields. Early works mainly focus on unsupervised clustering, in which all samples will be treated as unlabeled for clustering. The most basic method for unsupervised clustering is the combination of a encoder model and a clustering model. In Natural Language Processing (NLP) tasks, the feature-extracting encoder can be language model such as BERT[8] and SBERT[15], and the clustering model can be machine learning methods such as K-Means++[1] and HDBSCAN[2]. However, such methods separate the encoding step and clustering step, which cannot optimize the representation according to the clustering loss. To solve this problem, some early works use deep-learning-based clustering methods, such as DEC[19] and DCN[20], which associate representation and unsupervised clustering as a simultaneous optimization procedure and improve the final performance. In more recent researches, contrastive learning has been introduced to further improve the representations. In DeepCluster[3] and SwAV[4], contrastive learning as well as deep-learning-based clustering, greatly improve the representations of images for downstream tasks. In SCCL[21], improved DEC[19] with contrastive learning, has achieved ideal clustering performance for unsupervised text clustering.

However, in common scenarios, there will be few labelled samples of limited known intents available, and quite a lot of raw corpus waiting to be classified into known or unknown intents. Take our experience for example, when we are going to build a task-oriented chat robot, we will borrow some labeled corpus from another task (which contains some intents in common across different tasks), and will try to supplement new intents continuously. Unsupervised methods cannot benefit from these labeled samples and further improve the performance, therefore recently some researches have been work on semi-supervised models to utilize the limited supervised information. CDAC+[13] uses labeled samples for pairwise similarities to guide the clustering process. DeepAligned[22] trains a better encoder through classification loss on labeled samples, and then iteratively train the encoder through pseudo labels produced by K-Means, which previously has achieved state-of-the-art results.
Although these methods successfully utilize known intents, we think there is still space for improvements (for example, training of DeepAligned[22] lacks distance constrain which is more friendly for clustering, and this method still relies on K-Means for updating pseudo labels which is not robust as deep-learning-based methods).

In summary, there are two ways for improving the clustering, the first is utilizing labeled intents for better initial text representations, the second is building deep learning model for joint optimization for both representation and clustering. To solve these two problems, we propose Deep Contrastive Semi-supervised Clustering (DCSC).

Recently, some researches have proposed DeepContrastive Semi-supervised Clustering (DCSC). DCSC bases on BERT[8] as backbone, and it is trained through a two-stage dual-task process. In stage one, DCSC is trained on labeled samples through Cross-Entropy Loss and Supervised Contrastive Loss[10] for distance constrain, and is trained on unlabeled samples through Contrastive Loss as well. In stage two, we build a classifier head for to produce pseudo labels, and train DCSC using Cross-Entropy Loss and Supervised Contrastive Loss[10] on samples with either ground truth labels or pseudo labels. We conduct experiments on two public datasets, Clinc[12] and Banking[5]. To simulate the real situation and make our experiments comparable with previous works, we keep the same experiment settings as DeepAligned[22], and evaluate models using Accuracy (ACC), Adjusted Rand Index (ARI), Normalized Mutual Information (NMI). Our experiments show DCSC has outperformed other methods with 10% advantage at most under different experiment settings. Therefore, our contributions can be summarised as:

- Applying Unsupervised Contrastive Loss and Supervised Contrastive Loss[10] for unlabeled samples and labeled samples, which makes the text representation from backbone more friendly for clustering task.
- Building a deep-learning-based clustering approach for semi-supervised tasks, which jointly optimize the clustering ability and representation ability.
- Conducting comparative experiments on two public datasets, demonstrating that DCSC is well-performing and robust for text clustering under different experiment circumstances.

The rest of this paper is organized as follows. In Section 2, we introduce some previous related work which have inspired us. In Section 3, we discuss our proposed approach as a semi-supervised text clustering model. Then we conclude our experiments on public datasets in Section 4, and make the conclusion in Section 5.

2 RELATED WORK

Our model DCSC mainly utilizes contrastive learning and deep clustering to achieve current performance. In this section, we are going to discuss some previous works that has inspired us from contrastive learning, deep clustering, and semi-supervised clustering.

Contrastive Learning. To optimize representation in unsupervised way, contrastive learning augment samples for different views, and train the model to distinguish views of the same sample from a large batch. As shown SimCLR[6], model pretrained with contrastive learning achieves accurate performance in downstream tasks. Meanwhile, SimCSE[9] provides a simple but effective idea for data augmentation of NLP tasks when applying contrastive learning, it lets a sample propagate through backbone with dropout twice to get different embeddings and conduct contrastive learning on such outputs, and it achieves an average of 76.3% Spearman’s correlation respectively with BERT[8] (base) on standard semantic textual similarity (STS) tasks. Also, contrastive learning can also be extended to supervised tasks[10], trying to pull the samples belonging to the same class together in embedding space, while push apart samples from different classes.

Deep Clustering. Jointly optimizing representation and clustering through deep networks, will guide the representation to be more suitable for clustering space. Early works like DEC[19] replace K-Means with deep networks and iteratively optimize networks. However, such deep learning methods may cause trivial solution because most instances might be assigned to the a single cluster. SwAV[4] solve this as a optimal transport problem, it uses Sinkhorn-Knopp algorithm[7] to produce soft pseudo assignments and optimize the networks through backpropagation. Meanwhile, similar to contrastive learning, it uses a “swapped” prediction mechanism where the model is trained to make prediction for a view under the soft assignment from another view’s representation, trying to align the representation of different views. Such training strategy make SwAV[4] achieve 75.3% top-1 accuracy on ImageNet with ResNet-50.

Semi-Supervised Clustering. Recently, some researches has contributed to intent discovering with semi-supervised clustering. DeepAligned[22] proposes a two-stage training strategy, in which the backbone is firstly trained to classify labeled samples for better representation (supervised learning), and then secondly trained to classify samples with pseudo labels produced by K-Means iteratively. This paper has also conducted experiments on Clinc[12] and Banking[5], and randomly chooses a fraction of intents as known ones. DeepAligned[22] has outperformed other methods across all experiment settings and become the state-of-the-art model at the time. Also, with the same experiment settings, SCL[16] has achieved better results recently mainly with the improvements from contrastive learning and better backbone (MPNet[17]).

3 OUR APPROACH

In this section, we are going to introduce Deep Contrastive Semi-supervised Clustering (DCSC), which is for discovering new intents from raw corpus. The training procedure of DCSC mainly includes two stages, warm up stage and clustering stage, which will be discussed in detail. The overall modeling procedure of DCSC is shown as Fig.1.

3.1 Warm Up Stage

Our backbone is a language model (such as BERT[8] and MPNet[17]). Based on the last hidden states of backbone, we use mean pooling to get an instance vector of hidden size $D$, and then build one more dense layer to get the final representation. For data augmentation, we use the same strategy as SimCSE[9], make an instance propagate through the backbone with dropout twice to get different views. Considering a batch $X = \{x_1, x_2, \cdots, x_N\}$ with batch size $N$, we can let it through the backbone and get two output representations (views), which are $Z = \{z_1, z_2, \cdots, z_N\}$ and $Z' = \{z_{N+1}, z_{N+2}, \cdots, z_{2N}\}$, and corresponding index $I = \{1, 2, \cdots, 2N\}$ as well.
For supervised learning on labeled samples, with labels $Y = \{y_1, y_2, \cdots, y_N\}$, we can calculate cross entropy loss $L_{\text{sup}}$:

$$L_{\text{sup}} = -\frac{1}{N} \sum_{i=1}^{N} \log \frac{\exp (w_{y_i} \cdot z_i)}{\sum_{j=1}^{K} \exp (w_j \cdot z_i)},$$

where $K$ is the number of known intents, $W = \{w_1, w_2, \cdots, w_K\}$ is the classifier weights with shape $(K, D)$. This warm up step is the same as DeepAligned\[22\] (except DeepAligned doesn’t augment samples for two views), but we think such classification task will not produce an ideal representation space for clustering. Therefore, we add another Supervised Contrastive Loss\[10\] to readjust distance between any two instances according to whether they belong to the same class or not. Therefore, we can calculate supervised contrastive loss $L_{\text{sup}}$:

$$L_{\text{sup}} = \sum_{i=1}^{N} \frac{1}{|P(i)|} \sum_{p \in P(i)} \log \frac{\exp (z_i \cdot z_p/\tau)}{\sum_{j \in A(i)} \exp (z_i \cdot z_j/\tau)},$$

where $A(i) \equiv I \setminus \{i\}$, $P(i) \equiv \{p \in A(i) : \hat{y}_p = \hat{y}_i\}$, and $\tau \in \mathbb{R}^+$. Therefore, we have the loss for supervised learning $L_{\text{sup}}$:

$$L_{\text{sup}} = L_{\text{cc}} + L_{\text{sc}}.$$

3.2 Clustering Stage

After warm up stage, we are going to initialize the weights of the cluster head at first. We extract the representations for all instances using the trained backbone, and we apply K-Means++\[11\] on the representations to get cluster centers $C'$ with shape $(G, D)$, where $G$ is the ground truth number of intents (we are not going to investigate how to estimate $G$ in this paper). Then, we use Hungarian algorithm\[11\] to find the optimal mapping between $W$ and $C'$, since $W$ contains a subset of intents ($K < G$), we extract the centers most likely to be the known intents from $C'$ and get $C = \{c_1, c_2, \cdots, c_K\}$ with the corresponding index as $W$. For simplicity, we can resort $C'$ as $C' = \{c_1, c_2, \cdots, c_K, c_{K+1}, c_{K+2}, \cdots, c_G\}$. The reason why we need to extract the centers of known intents will be discussed in the last paragraph of this subsection.

In clustering stage, as in warm up, we input a batch to get pairs $Z = \{z_1, z_2, \cdots, z_N\}$ and $Z' = \{z_{N+1}, z_{N+2}, \cdots, z_{2N}\}$. For self-supervised clustering, we mainly refer to they way of SwAV\[4\] training representations for images. In detail, firstly we calculate the prediction logits from cluster head for $Z$ and $Z'$ and get $Q = \{q_1, q_2, \cdots, q_N\}$ and $Q' = \{q_{N+1}, q_{N+2}, \cdots, q_{2N}\}$, where:

$$q_{ij} = c_j \cdot z_i, \forall i \in \{1, \cdots, 2N\}, j \in \{1, \cdots, G\}.\quad (5)$$

Then we use Sinkhorn-Knopp algorithm\[7\] to get soft pseudo cluster assignments for $Q$ and $Q'$, as $A = \{a_1, a_2, \cdots, a_N\}$ and $A' = \{a_{N+1}, a_{N+2}, \cdots, a_{2N}\}$, with the shape $(N, G)$. Also, we can use argmax to get the hard assignments as $B = \{b_1, b_2, \cdots, b_N\}$ and $B' = \{b_{N+1}, b_{N+2}, \cdots, b_{2N}\}$, with the shape $(N)$. Sinkhorn-Knopp algorithm set the soft assignment for a instance considering not only its own logits, but also the other logits from the same batch, which can calculate the optimal distribution in a batch for all intents and avoid trivial solution. According to the soft pseudo assignments,
we can calculate "swapped" cross entropy loss[4] $L_{\text{cluster}}^{\text{sinkhorn}}$:

$$L_{\text{left}} = - \frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{G} \left( a_{(i+N)j} \log \frac{\exp \{ q_{ij} \}}{\sum_{r=1}^{G} \exp \{ q_{ir} \}} \right),$$

(6)

$$L_{\text{right}} = - \frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{G} \left( a_{(i-N)j} \log \frac{\exp \{ q_{ij} \}}{\sum_{r=1}^{G} \exp \{ q_{ir} \}} \right),$$

(7)

$$L_{\text{sinkhorn}} = \frac{L_{\text{left}} + L_{\text{right}}}{2},$$

(8)

where $c \in C$. To make samples belong to the same cluster closer in the representation space and get better clustering performance, we also add supervised contrastive loss according to the pseudo labels $B$ and $B'$, and get $L_{\text{pseudo}}$:

$$L_{\text{pseudo}} = \sum_{i=1}^{N} \sum_{h \in H(i)} \log \frac{\exp \{ z_{i} \cdot z_{p} / \tau \}}{\sum_{j \in A(i)} \exp \{ z_{i} \cdot z_{j} / \tau \}},$$

(9)

where $H(i) \equiv \left\{ h \in A(i) : \hat{b}_{p} = \hat{b}_{i} \right\}$. Thus, the final loss for our deep clustering is:

$$L_{\text{main}} = L_{\text{cluster}}^{\text{sinkhorn}} + L_{\text{cluster}}^{\text{pseudo}}.$$  (10)

With the clustering stage discussed above, we notice that the classification accuracy on known intents decreases after several epochs, which seems like that the model ‘forgets’ the information learned in warm up stage. This phenomenon might also reduce the clustering performance. To maintain the performance on classifying known intents, we keep the model trained on labeled instances. To let the labeled information better guide the clustering learning, we make the classifier layer and cluster layer share the same weights $C$, which is mentioned in the first paragraph of this subsection. Thus, we can calculate supervised loss $L_{\text{sup}}$:

$$L_{\text{ce}} = - \frac{1}{N} \sum_{i=1}^{N} \sum_{c \in C} \log \frac{\exp \{ c_{y_{i}} \cdot z_{i} \}}{\sum_{j=1}^{K} \exp \{ c_{j} \cdot z_{i} \}},$$

(11)

$$L_{\text{sc}} = \sum_{i=1}^{N} \log \frac{\exp \{ z_{i} \cdot z_{p} / \tau \}}{\sum_{j \in A(i)} \exp \{ z_{i} \cdot z_{j} / \tau \}},$$

(12)

$$L_{\text{cluster}} = L_{\text{ce}} + L_{\text{sc}}.$$  (13)

In the clustering stage, as in warm up, we also alternately input a batch for supervised learning or clustering learning. Therefore, we can get the overall training process as shown in Fig.1.

4 EXPERIMENTS

In this section, we introduce the details of our experiments, and discuss our model performance specifically.

4.1 Datasets

We conduct experiments on two public datasets consist of user queries and labeled intents. Details are shown in Table 1.

**Banking.** It provides user queries and labeled intents from banking domain for text classification or text clustering, with totally 13083 samples and 77 types of intents[5].

**Clinic.** It contains 22500 samples of user queries in total and 150 unique labeled intents, which can be used for text classification or text clustering as well[12].

### Table 1: Statistics of Banking and Clinic, where "Classes" indicates the number of unique intents, and "Training", "Validation", "Test" indicate the number of instances in the corresponding set.

| Dataset | Classes | Training | Validation | Test |
|---------|---------|----------|------------|------|
| Banking | 77      | 9003     | 1000       | 3080 |
| Clinic  | 150     | 18000    | 2250       | 2250 |

4.2 Baselines

We choose currently popular methods for discovering new intents using semi-supervised clustering, including DeepAligned[22], and SCL[16]. We directly report the results of these baselines from their papers if the results are available, otherwise we run the official code with current experiment settings and make the report.

4.3 Experiment Settings

We keep the same evaluation settings as in DeepAligned[22] for intuitive comparison. Specifically, we keep the same data split as DeepAligned for training set, validation set, and test set. To simulate the scenario as discovering new intents from raw corpus, we randomly select a certain percentage of intents as known (25%, 50%, and 75% in our cases), and then randomly select 10% queries of known intents as labeled instances to get a new labeled subset, and treat the remaining samples as unlabeled ones. The models can be trained on the unlabeled training set and the labeled subset, and will be evaluated for clustering performance on test set.

For our method, we train DCSC in warm up stage and clustering stage for both 100 epochs. We set batch size 512 only for clustering training, and 128 for other cases. To optimize the net works, we use AdamW optimizer[14] with learning rate 0.00005 and decaying rate 0.01. Besides, as DeepAligned[22] does, we freeze the weights of embedding layer and all transformer layer except the last one during training, which will not reduce the performance but will greatly improve the efficiency. For fair comparison with baselines, we have tested BERT1 and MPNet2 as backbone of our model. After training, we extract the representation of sentences from test set and conduct K-Means++ to predict cluster assignments for final evaluation.

4.4 Evaluation Metrics

To evaluate the performance of models, we use Accuracy (ACC), Adjusted Rand Index (ARI), Normalized Mutual Information (NMI), which are commonly used to evaluate clustering performance.

4.5 Main Results

We summarize the clustering results from different methods in Table 3, and DCSC has achieved the best results across all settings and datasets, which indicates its robustness and accuracy in various scenarios.

1The official pretrained "bert-base-uncased"[8] available on HuggingFace[18]  
2MPNet[17] that is further pretrained for better sentence embedding[15] "sentence-transformers/paraphrase-mpnet-base-v2" available on HuggingFace[18]
Table 2: Clustering results of different experiment settings and datasets, where 25%, 50%, and 75% indicate the fraction of known intents. † indicates the result we have actually run, ‡ indicates the result reported in SCL[16], otherwise the result is reported from its own paper.

| Dataset | Backbone | Model     | 25% ACC | 25% ARI | 25% NMI | 50% ACC | 50% ARI | 50% NMI | 75% ACC | 75% ARI | 75% NMI |
|---------|----------|-----------|---------|---------|---------|---------|---------|---------|---------|---------|---------|
| Banking | BERT     | DeepAligned | 49.51†  | 37.29†  | 70.26†  | 59.44‡  | 47.07‡  | 76.14‡  | 64.90   | 53.64   | 79.56   |
|         | MPNet    | SCL       | 58.73   | 47.47   | 76.79   | 67.28   | 55.50   | 80.25   | 76.55   | 65.43   | 85.04   |
|         | BERT     | DCSC      | 60.15   | 49.75   | 78.18   | 68.30   | 56.94   | 81.19   | 75.18   | 64.55   | 84.65   |
|         | MPNet    | DCSC      | 68.85   | 58.41   | 82.26   | 74.05   | 63.03   | 84.56   | 77.54   | 67.92   | 86.59   |
| Clinc   | BERT     | DeepAligned | 71.23   | 62.02   | 88.30   | 78.36   | 70.71   | 91.38   | 86.91   | 81.64   | 94.75   |
|         | MPNet    | SCL       | 68.85   | 58.41   | 82.26   | 74.05   | 63.03   | 84.56   | 77.54   | 67.92   | 86.59   |
|         | BERT     | DCSC      | 79.89   | 72.68   | 91.70   | 84.57   | 78.82   | 93.75   | 89.70   | 84.41   | 95.28   |

Effect of cluster learning. First of all, DCSC\textsubscript{BERT} has a better clustering performance than DeepAligned across all situations, and it also has outperformed SCL (with a better backbone) in most cases. SCL directly train the backbone on labeled queries with contrastive learning, while it doesn’t make a self-supervised cluster training to optimize the representation space further as DeepAligned and DCSC does. In the settings of 25% and 50% known intents for Clinc dataset, the results of SCL is worse than DeepAligned, which indicates current method is not robust enough and there’s a large potential for improvement considering MPNet\textsuperscript{2} should be better on extracting sentence embeddings. Even compared with DeepAligned, DCSC is more efficient and accurate at the cluster learning stage. DeepAligned use K-Means to update pseudo labels, so it requires encoding all training instances additionally and apply K-Means for clustering after every epoch. DCSC doesn’t predict pseudo labels globally, it assign pseudo labels simultaneous when given a training batch. Furthermore, DCSC jointly optimize the instance representation and cluster assignments, which can better guide the clustering procedure. Besides, though DCSC\textsubscript{BERT} has improved the results a lot, DCSC\textsubscript{MPNet} can achieve even better results with MPNet as backbone. Thus, better backbone or better initial sentence embedding, is still an improvement method worth trying.

Effect of contrastive learning. Both DCSC and SCL use contrastive learning for better representation, although through different methods. DeepAligned mainly relies on classification loss to optimize representation, which is weak since it lacks margin constrain of hidden space for clustering based on distance.

### 4.6 Ablation Study

In this subsection, we analyze the effect of our model improvements through ablation studies.

Supervised training in clustering stage. After comparing DCSC\textsuperscript{†} and DCSC, we can figure out that the more intents are known, the more the clustering performance will decreases. This is because the model will learn complete supervised information during warm up stage in the setting of 50% and 75% known intents, thus it will drop more information in clustering stage without the guide of classification label.

| Dataset | Fraction | Method | ACC | ARI | NMI |
|---------|----------|--------|-----|-----|-----|
| Banking | 25%      | DCSC\textsuperscript{†} | 57.32 | 48.43 | 77.81 |
|         |          | DCSC   | 60.15 | 49.75 | 78.18 |
|         | 50%      | DCSC\textsuperscript{†} | 62.80 | 53.54 | 80.48 |
|         |          | DCSC   | 68.30 | 56.94 | 81.19 |
|         | 75%      | DCSC\textsuperscript{†} | 65.36 | 56.65 | 82.13 |
|         |          | DCSC   | 75.18 | 64.55 | 84.65 |
| Clinc   | 25%      | DCSC\textsuperscript{†} | 78.22 | 72.84 | 92.77 |
|         |          | DCSC   | 79.89 | 72.68 | 91.70 |
|         | 50%      | DCSC\textsuperscript{†} | 81.85 | 76.63 | 93.81 |
|         |          | DCSC   | 84.57 | 78.82 | 93.75 |
|         | 75%      | DCSC\textsuperscript{†} | 83.42 | 78.46 | 94.31 |
|         |          | DCSC   | 89.70 | 84.81 | 95.28 |

5 CONCLUSION

In this paper, we propose Deep Contrastive Semi-supervised Clustering (DCSC), which is for discovering new intents from raw user queries. DCSC is trained through a two-stage dual-task process, to fully utilize the limited supervised information and improve the representation space with contrastive learning. Furthermore, DCSC builds a deep-learning-based clustering approach as a semi-supervised tasks, which jointly optimize the clustering and the representation to improve the final performance. We compare our model with other methods through the experiments on two public datasets, and DCSC has achieved the best results across all experiments settings and datasets, indicating that the improvements we’ve made can greatly improve the robustness and accuracy on text clustering.
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