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Abstract. Given a multi-input, nonlinear, time-invariant, control-affine system and a closed, embedded submanifold N, the local transverse feedback linearization (TFL) problem seeks a coordinate and feedback transformation such that, in transformed coordinates, the dynamics governing the system’s transverse evolution with respect to N are linear, time-invariant and controllable. The transformed system is said to be in the TFL normal form. Checkable necessary and sufficient conditions for this problem to be solvable are known, but, unfortunately, the literature does not present a prescription that constructs the required transformation for multi-input systems. In this article we present an algorithm that produces a virtual output of suitable vector relative degree that, using input-output feedback linearization, puts the system into TFL normal form. The procedure is based on dual conditions for TFL and is fundamentally different from existing methods, such as the GS and Blended algorithms, because of the “desired” zero dynamics manifold N. The proposed algorithm is the first to take into consideration the desired zero dynamics.
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1. Introduction. Nonlinear control theory has a long geometric tradition. Hermann first injected geometric ideas into control theory when studying the accessibility problem [12]. Within decades, a flurry of articles from a number of notable academics used the language of differential geometry to aid in the design of feedback linearizing controllers, ascertain controllability, and find controlled-invariant sets and distributions [4, 13–16]. These results have since been synthesized into mainstream nonlinear control texts like [18, 25, 26].

The exact full-state feedback linearization problem is one issue tackled and resolved by taking a geometric approach. The problem asks whether there exists a change of coordinates ξ = Φ(x) and feedback transformation v = α(x) + β(x) u that locally transforms the nonlinear control-affine system

\[ \dot{x}(t) = f(x(t)) + g(x(t)) u(t), \]

into a linear, controllable system

\[ \dot{\xi}(t) = A \xi(t) + B v(t). \]

Hunt, Su and Meyer presented in [17] necessary and sufficient conditions upon which such a transformation exists. If the conditions are satisfied, then the transformation Φ can be found by solving a large system of partial differential equations (PDE).

The difficulty solving this system of PDEs was clear, and within a few years attempts were made to alleviate the difficulty. The first attempt was made in [10] by Gardner and Shadwick in the case where the controllability indices of (A, B) in the target system are distinct. They completed their work in [9] for the general case. The GS algorithm, their proposed approach, minimizes the number of integrations required to find the transformation Φ. This remarkable work soon inspired attempts.
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at algorithmic solutions to other nonlinear control design problems such as dynamic feedback linearization [2, 28] and differential flatness [27].

An interesting problem arose in the late 1990s with application to motion control problems: given a controlled invariant submanifold \( N \) of the state-space, when is it possible to feedback linearize those dynamics that act transverse\(^1\) to \( N \)? This problem, known as the transverse feedback linearization (TFL) problem, differs from partial feedback linearization in that it \textit{starts} with a desired zero dynamics manifold \( N \) and asks to find a state and feedback transformation that locally linearizes dynamics transverse to it. When \( N \) is an orbit, necessary and sufficient conditions upon which this could be done was found by Banaszuk and Hauser in [3]. Nielsen and Maggiore then presented conditions for when \( N \) is a general submanifold [24]. They also suggested a semi-constructive procedure that can be used to find the aforementioned state and feedback transformation in simple cases.

Unfortunately, their procedure relies on the existence of an integrable distribution adapted to the tangent space of \( N \) and to the specific system structure. Finding this distribution can be difficult even in the single-input case as demonstrated in [8]. Inspired by [9], the authors of this work sought an algorithmic procedure that could, at a minimum, produce the integrable distribution. The algorithm for the single-input case was presented in [8, Remark 2]. This article generalizes that work and presents an algorithm that produces the state and feedback transformation in the multi-input case.

The algorithm we propose possesses a number of features of note. First, it produces its own certificate: the transverse output for which input-output feedback linearization can be performed to locally feedback linearize the dynamics transverse to \( N \). This is in-line with known algorithms for exact full-state feedback linearization. Secondly, the algorithm provides a geometric intuition for the algebraic adaptation process performed on the derived flag. We show that the adaptation process amounts to producing a sequence of descending zero dynamics manifolds converging upon the desired zero dynamics manifold \( N \). This not only gives a geometric perspective to our algorithm, but also to the GS algorithm [9] and “Blended Algorithm” [21] since, when \( N = \{x_0\} \) is a one-point set, the TFL problem coincides with the exact full-state feedback linearization problem [24, Corollary 3.3]. Unlike previously published algorithms, the proposed algorithm begins with a desired zero dynamics chosen \textit{a-priori} and finds a virtual output (the so-called transverse output) so that its zero dynamics coincide with the desired zero dynamics. This is something that \textit{cannot} be done with the GS and Blended algorithms. This is also not possible with the algorithm for partial feedback linearization presented in [20] as the resulting zero dynamics manifold is not fixed before-hand; the resulting zero dynamics is not guaranteed to equal \( N \). This article directly addresses this with the proposed algorithm, leveraging the conditions under which a desired zero dynamics manifold may be transverse feedback linearized, that produces the required output for the desired zero dynamics manifold.

The ability to find an output with a well-defined relative degree whose associated zero dynamics equals a given set is an important contribution to control problems whose specification demands the state be driven to the aforementioned set. A notable example is path following for robotic systems; this specification can be cast as the problem of driving the system state to a controlled invariant set describing all the motions of the robot along the path [7, 11].

Another example is safety control; safety is enforced by making an appropriate

---

\(^1\)The dynamics are not tangent to the set.
set controlled invariant and control barrier functions (CBFs) are widely used [1]. The results of this article can be used to compute functions with a well-defined relative degree on the boundary of the safety set — even when the CBF that defines the safety specification doesn’t. Our results, combined with recent work on CBFs with higher relative degree [23, 29], may find applications in safety critical control.

This article is organized as follows. After presenting our notation, we formally introduce the TFL problem in Section 2. Section 3 then presents a preliminary lifting of the problem to a setting that includes time and control in a way similar to both [9] and [8]. Section 4 then presents the conditions for multi-input TFL in the exterior differential setting and proves these conditions are necessary. The supporting results are developed in Section 6. Section 7 then returns to prove that the conditions for TFL are sufficient using the proposed algorithm. The proposed algorithm itself is simplified and presented in Section 7.3. We conclude our work with a non-trivial academic example that demonstrates our algorithm.

1.1. Notation. The set of natural numbers is denoted by \( \mathbb{N} \) and the set of real numbers by \( \mathbb{R} \). If \( A \) is a finite set, then \( \text{card}(A) \) denotes its cardinality. If \( M \) is a smooth \( (C^\infty) \) differentiable manifold of dimension \( m \), then we denote by \( C^\infty(M) \) the ring of smooth real-valued functions on \( M \). If \( p \in M \), then \( T_p M \) denotes the tangent space at the point \( p \) and its dual, the cotangent space, is denoted \( T_p^\ast M \). The tangent and cotangent bundles of \( M \) are written \( TM \) and \( T^\ast M \) respectively. If \( (U; x^1, \ldots, x^m) \) is a chart of \( M \), then for each \( p \in U \) the basis of vectors for \( T_p M \) induced by the chart is denoted by \( \partial/\partial x^1|_p, \ldots, \partial/\partial x^m|_p \). The vector fields \( \partial/\partial x^1, \ldots, \partial/\partial x^m \) form a local frame for \( TM \). The unique dual basis for \( T^\ast_p M \) induced by the chart is denoted \( dx_1^p, \ldots, dx_m^p \). If \( H : M \to N \) is a smooth map between manifolds, then the pushforward at \( p \) is \( DH|_p : T_p M \to T_{H(p)} N \) and the pullback at \( p \) is the dual map \( DH|_p^\ast : T_{H(p)}^\ast N \to T_p^\ast M \).

The set of smooth sections of \( TM \) is denoted by \( \Gamma^\infty(TM) \), whose elements define vector fields on \( M \), and the set of smooth sections of \( T^\ast M \) is denoted by \( \Gamma^\infty(T^\ast M) \), whose elements define covector fields (smooth one-forms) on \( M \). The set \( \Gamma^\infty(TM) \) (resp. \( \Gamma^\infty(T^\ast M) \)) is a real vector space, but can also be endowed with the structure of a module over the ring \( C^\infty(M) \). Let \( k \in \mathbb{N} \cup \{0\} \). Define the set of smooth \( k \)-forms \( \Gamma^\infty(\Lambda^k TM) \) as sections of the bundle of \( k \)-forms and the space of all smooth forms as \( \Gamma^\infty(\Lambda^\ast M) := \bigoplus_{k=0}^\infty \Gamma^\infty(\Lambda^k TM) \). Let \( X \in \Gamma^\infty(TM) \) and \( \omega \in \Gamma^\infty(\Lambda^k T^\ast M) \). The notation \( X_p \in T_p M \) \( (\omega_p \in \Lambda^k T^\ast_p M) \) denotes the vector \( X \) \( (k\)-form \( \omega \) in the tangent space (forms over the cotangent space) at \( p \in M \).

If \( \mathcal{D} \subseteq TM \) is a distribution, then its restriction to \( p \in M \) is denoted \( \mathcal{D}_p \subseteq T_p M \). The set of covectors that annihilate vectors in \( \mathcal{D}_p \) is denoted \( \text{ann}(\mathcal{D}_p) \subseteq T^\ast_p M \). Define \( \text{ann}(\mathcal{D}) := \bigcup_{p \in M} \text{ann}(\mathcal{D}_p) \subseteq T^\ast M \). If \( \mathcal{D} \subseteq T^\ast M \) is a codistribution, then its restriction to \( p \) is denoted \( \mathcal{D}_p \subseteq T_p^\ast M \).

When a distribution \( \mathcal{D} \subseteq TM \) is smooth and regular, it is a subbundle of \( TM \) and, as such, can be associated to a \( C^\infty(M) \)-submodule of vector fields \( \mathcal{D} := \Gamma^\infty(\mathcal{D}) \subseteq \Gamma^\infty(TM) \) comprising of smooth sections \( X \in \Gamma^\infty(TM) \) that satisfy \( X_p \in \mathcal{D}_p \) for all \( p \in M \).

If \( \mathcal{D} \subseteq \Gamma^\infty(TM) \) is a \( C^\infty(M) \)-submodule and \( p \in M \), then to this object we associate a distribution defined pointwise by,

\[
\mathcal{D}_p := \{ X_p : X \in \mathcal{D} \} \subseteq T_p M.
\]

We say a smooth \( k \)-form \( \omega \) annihilates \( \mathcal{D} \subseteq \Gamma^\infty(TM) \) if \( \omega \) evaluates to zero when all of its arguments are vector fields from \( \mathcal{D} \). The set of smooth forms that annihilate
vector fields in $\mathcal{D}$ is $\text{ann}(\mathcal{D}) \subseteq \Gamma^\infty(\Lambda^k T^*M)$. If $\mathcal{J} \subseteq \Gamma^\infty(\Lambda^k T^*M)$ and $p \in M$, then to this object we associate a codistribution defined pointwise by,

$$\mathcal{J}_p := \{\omega_p: \omega \in \mathcal{J} \cap \Gamma^\infty(T^*M)\} \subseteq T^*_pM.$$ 

Given two smooth vector fields $X, Y \in \Gamma^\infty(TM)$, their Lie bracket is $[X, Y] \in \Gamma^\infty(TM)$. If $\mathcal{D}, \mathcal{J} \subseteq \Gamma^\infty(TM)$ are submodules, then

$$[\mathcal{D}, \mathcal{J}] := \{[X, Y]: X \in \mathcal{D}, Y \in \mathcal{J}\} \subseteq \Gamma^\infty(TM).$$

Similarly, if $\mathcal{D}, \mathcal{J} \subseteq TM$ are distributions, then we can define their Lie bracket pointwise,

$$[\mathcal{D}, \mathcal{J}] := \{[X, Y]|_p: X \in \mathcal{D}, Y \in \mathcal{J}\} \subseteq T_pM.$$ 

If $\mathcal{D} \subseteq TM$ is a distribution, then the involutive closure is inv($\mathcal{D}$). As a matter of convenience, repeated Lie brackets are compressed using the following notation. Let $X, Y \in \Gamma^\infty(TM)$ and define $\text{ad}^k_X Y := Y$ and $\text{ad}^1_X Y := [X, Y]$. Recursively define $\text{ad}^k_X Y := [X, \text{ad}^{k-1}_X Y]$ for all $k > 1$.

Let $\ell \in \mathbb{N} \cup \{0\}$. If $\omega, \beta \in \Gamma^\infty(\Lambda^k T^*M)$ denote their wedge product by $\omega \wedge \beta \in \Gamma^\infty(\Lambda^{k+\ell} T^*M)$. The wedge product distributes over the addition of smooth forms, and endows the space of smooth forms with a graded algebra structure over the ring of smooth functions. If $\omega^1, \ldots, \omega^\ell \in \Gamma^\infty(\Lambda^1 T^*M)$ are smooth one-forms, then $\langle \omega^1, \ldots, \omega^\ell \rangle \subseteq \Gamma^\infty(\Lambda^\ell T^*M)$ denotes the ideal generated by $\omega^1, \ldots, \omega^\ell$ over the aforementioned graded algebra. The exterior derivative of $\omega \in \Gamma^\infty(\Lambda^k T^*M)$ is $d\omega \in \Gamma^\infty(\Lambda^{k+1} T^*M)$. If $\mathcal{J} \subseteq \Gamma^\infty(TM)$ is an ideal, then the largest ideal contained in $\mathcal{J}$ that is closed under the exterior derivative is denoted $\mathfrak{g}(\mathcal{J})$; the ideal $\mathfrak{g}(\mathcal{J})$ is otherwise known as the differential closure of $\mathcal{J}$. The Lie derivative of $\omega$ along a vector field $X \in \Gamma^\infty(TM)$ is the smooth $k$-form $\mathcal{L}_X \omega \in \Gamma^\infty(\Lambda^k T^*M)$. Repeated Lie derivatives of order $j > 1$ are defined recursively by $\mathcal{L}_X^j \omega := \mathcal{L}_X^{j-1}(\mathcal{L}_X \omega)$.

If $H: M \to \mathbb{R}^\ell$ is smooth, then it can be written component-wise as $H = (H^1, \ldots, H^\ell)$ where $H^1, \ldots, H^\ell: M \to \mathbb{R}$ are smooth. The function $H^\ell: M \to \mathbb{R}$ may be seen as a smooth zero-form on $M$, and, as such, has an exterior derivative $dH^\ell \in \Gamma^\infty(T^*M)$ and a Lie derivative, along the vector field $X$, $\mathcal{L}_X H^\ell: M \to \mathbb{R}$.

**2. Transverse Feedback Linearization.** Consider the nonlinear, control affine system

$$\dot{x}(t) = \tilde{f}(x(t)) + \sum_{j=1}^m \tilde{g}_j(x(t)) u_j(t).$$

where $x(t) \in \mathbb{R}^n$, $u(t) = (u^1(t), \ldots, u^m(t)) \in \mathbb{R}^m$, and $\tilde{f}, \tilde{g}_j \in \Gamma^\infty(\mathbb{T}\mathbb{R}^n)$; component-wise, we write $\tilde{f} = (\tilde{f}^1, \ldots, \tilde{f}^m)$ and $\tilde{g}_j = (\tilde{g}^1_j, \ldots, \tilde{g}^n_j)$.

Fix $N \subset \mathbb{R}^n$ to be a given closed, embedded submanifold of dimension $0 \leq n^* < n$ rendered controlled invariant by a feedback $u_* : N \to \mathbb{R}^m$ and fix a point $x_0 \in N$. The local transverse feedback linearization problem asks us to find a state and feedback transformation defined in a neighbourhood of $x_0$ so that in the transformed coordinates the dynamics transverse to the set $N$ are linear and controllable. More precisely, find, on an open set $U \subseteq \mathbb{R}^n$ containing $x_0$, a diffeomorphism $\Phi : U \to \Phi(U)$, $(\eta, \xi) = \Phi(x)$, and feedback transformation $(v_{\parallel}, v_{\perp}) := \alpha(x) + \beta(x)u$ where, in the $(\eta, \xi)$-coordinates, the nonlinear control system (2.1) takes the form

$$\dot{\eta}(t) = \tilde{F}(\eta(t), \xi(t)) + \sum_{j=1}^{m-n^*} \tilde{g}_{\parallel, j}(\eta(t), \xi(t)) v_{\parallel j}(t) + \sum_{j=1}^{n^*} \tilde{g}_{\perp, j}(\eta(t), \xi(t)) v_{\perp j}(t),$$
$$\dot{\xi}(t) = A \xi(t) + \sum_{j=1}^{n^*} b_j v_{\perp j}(t),$$
and \((A, [b_1 \cdots b_m])\) is in Brunovský normal form. Moreover, in \((\eta, \xi)\)-coordinates, the manifold \(N\) is locally given by

\[
\Phi(U \cap N) = \{(\eta, \xi) \in \Phi(U) : \xi = 0\}.
\]

One solution to this problem is to find an output of suitable vector relative degree that vanishes on \(N\). This was the view championed by Isidori with regards to the problem of feedback linearization. In the spirit of this idea, the following theorem was established in [24].

**Theorem 2.1 ([24, Theorem 3.1]).** The local transverse feedback linearization problem is solvable at \(x_0\) if, and only if, there exists an open subset \(U \subseteq \mathbb{R}^n\) of \(x_0\) and smooth function \(h : U \rightarrow \mathbb{R}^{\rho_0}\) so that:

1. \(U \cap N \subset h^{-1}(0)\), and
2. the system (2.1) with output \(y = h(x)\) yields a well-defined vector relative degree of \(\kappa = (\kappa_1, \ldots, \kappa_{\rho_0})\) at \(x_0\) with \(\sum_{i=1}^{\rho_0} \kappa_i = n - n^*\).

The theorem shows that the transverse feedback linearization problem is equivalent to the zero dynamics assignment problem with relative degree: find an output \(h\) for system (2.1) that yields a well-defined relative degree and whose zero dynamics manifold locally coincides with \(N\). The output \(h\) is called a (local) transverse output with respect to \(N\) at \(x_0\), or, a transverse output for short. Theorem 2.1 is not particularly useful in finding the output \(h\), but we will show it still plays a crucial role in the transverse feedback linearization algorithm presented in this article.

**3. Technical Preliminaries.** Define the ambient manifold as the Cartesian product

\[
M := \mathbb{R} \times \mathbb{R}^m \times \mathbb{R}^n,
\]

of time \((\mathbb{R})\), control \((\mathbb{R}^m)\) and states \((\mathbb{R}^n)\). Let \(\pi : M \rightarrow \mathbb{R}^n\) be the projection map \(\pi(t, u, x) = x\) and let \(\iota : \mathbb{R}^n \rightarrow M\) be the insertion map \(\iota(x) = (0,0,x)\). These maps are used to formally define functions that are independent of the control and time variables. A smooth function \(h : M \rightarrow \mathbb{R}^m\) is said to be a smooth function of the state if the diagram

\[
\begin{array}{ccc}
M & \xrightarrow{h} & \mathbb{R}^m \\
\pi \downarrow & & \downarrow \iota \\
\mathbb{R}^n & & \\
\end{array}
\]

commutes. It is convenient to consider vector fields that are \(\iota\)-related to the vector fields \(\tilde{f}\) and \(\tilde{g}_j\) in (2.1). Define

\[
f := \sum_{i=1}^n (\tilde{f}^i \circ \pi) \frac{\partial}{\partial x^i} \in \Gamma^\infty(TM), \quad g_j := \sum_{i=1}^n (\tilde{g}_j^i \circ \pi) \frac{\partial}{\partial x^i} \in \Gamma^\infty(TM), \quad 1 \leq j \leq m,
\]

so that \(\tilde{f}(\pi(p)) = D\pi|_p f(p)\) and that \(\tilde{f}\) and \(f\) are \(\iota\)-related vector fields.

With these constructions, the control system (2.1) is differentially equivalent to the system of differential equations on \(M\),

\[
(3.1) \quad \dot{t} = 1, \quad \dot{x} = f(x) + \sum_{j=1}^m g_j(x)u^j.
\]

Furthermore, system (2.1) with output \(h : \mathbb{R}^n \rightarrow \mathbb{R}^m\) yields a vector relative degree at \(x_0 \in \mathbb{R}^n\) if, and only if, system (3.1) with output \(h \circ \pi : M \rightarrow \mathbb{R}^m\) yields a vector relative degree at \(\iota(x_0) \in M\). We also consider the lift \([S]\) of the manifold \(N\) into \(M\). Define the closed, embedded submanifold

\[
(3.2) \quad L := \{p = (t,u,x) \in M : t = 0, x \in N\}.
\]
Fix $p_0 := (0, u_*(x_0), x_0) \in \mathbb{L} \subseteq \mathbb{M}$. At times we will lift other submanifolds of the state-space $\mathbb{R}^n$ in the same manner as in (3.2).

We can view solutions to the control system (3.1) as integral submanifolds of a distribution. Define the smooth and regular distribution of control directions,

$$(3.3) \quad \mathcal{U}_p := \text{span}_\mathbb{R} \{ \partial/\partial u^1|_p, \ldots, \partial/\partial u^m|_p \} \subseteq T_p \mathbb{M}, \quad p \in \mathbb{M},$$

which is associated with the $C^\infty(\mathbb{M})$-submodule $\mathcal{U} := \Gamma^\infty(\mathcal{U})$. Additionally, define the smooth and regular distribution

$$(3.4) \quad \mathcal{G}_p^{(0)} := \text{span}_\mathbb{R} \{ \partial/\partial t|_p + f_1|_p + \sum_{j=1}^m g_j|_p u^j \} + \mathcal{U}_p,$$

which is associated to the $C^\infty(\mathbb{M})$-submodule $\mathcal{D}^{(0)} := \Gamma^\infty(\mathcal{G}^{(0)})$. Observe that the vector field

$$(3.5) \quad F := \partial/\partial t + f + \sum_{j=1}^m g_j u^j \in \mathcal{D}^{(0)}$$

is tangent to solutions of (3.1). When $u$ is a sufficiently regular signal, integral submanifolds of $\mathcal{G}^{(0)}$ determine solutions of (3.1) and, in turn, solutions of (2.1).

Alternatively, the control system (3.1) may be viewed as an exterior differential system on $\mathbb{M}$ in the following way. Define the smooth one-forms

$$(3.6) \quad \omega^i := dx^i - (f^i(x) + \sum_{j=1}^m g_j^i(x) u^j) dt \in \Gamma^\infty(\mathbb{T}^* \mathbb{M}), \quad 1 \leq i \leq n.$$ 

The submanifolds of $\mathbb{M}$ on which the ideal,

$$(3.7) \quad \mathcal{J}^{(0)} := \langle \omega^1, \ldots, \omega^n \rangle \subseteq \Gamma^\infty(\mathbb{T}^* \mathbb{M}),$$

vanishes correspond to solutions of the differential equation (3.1) where $u$ is a sufficiently regular signal — corresponding therein to solutions of (2.1). The ideal $\mathcal{J}^{(0)}$ is simply, finitely, non-degenerately generated by construction since it is generated by a finite number of smooth one-forms $\omega^i$ that are pointwise linearly independent. It follows that the generators of $\mathcal{J}^{(0)}$ span a smooth and regular codistribution $\mathcal{J}^{(0)} \subseteq \mathbb{T}^* \mathbb{M}$.

To this ideal $\mathcal{J}$, we associate the object of importance in this article: the derived flag.

**Definition 3.1.** Let $\mathcal{J}^{(0)} \subseteq \Gamma^\infty(\mathbb{T}^* \mathbb{M})$ be an ideal, and define the **derived ideals** by

$$(3.8) \quad \mathcal{J}^{(k+1)} := \{ \omega \in \mathcal{J}^{(k)} : d\omega \in \mathcal{J}^{(k)} \}, \quad k \geq 0.$$

The **derived flag** of $\mathcal{J}^{(0)}$ is the sequence of derived ideals,

$$(3.9) \quad \{0\} \subseteq \cdots \subseteq \mathcal{J}^{(i+1)} \subseteq \mathcal{J}^{(i)} \subseteq \cdots \subseteq \mathcal{J}^{(1)} \subseteq \mathcal{J}^{(0)},$$

The **length** of the derived flag is the smallest $N \in \mathbb{N}$ such that $\mathcal{J}^{(N)} = \mathcal{J}^{(N+1)}$.

The decreasing sequence (3.9) terminates at the differential ideal $\mathcal{J}^{(N)} \subseteq \mathcal{J}^{(0)}$, i.e., there exists a smallest $N \in \mathbb{N}$ so that $\mathcal{J}^{(N)} = \mathcal{J}^{(N+1)}$. The differential ideal $\mathcal{J}^{(N)}$ is not, in general, the largest differential ideal contained within $\mathcal{J}^{(0)}$. For this reason, we define the largest differential ideal contained within an ideal.

**Definition 3.2.** Let $\mathcal{J} \subseteq \Gamma^\infty(\mathbb{T}^* \mathbb{M})$ be an ideal. The **largest, differential ideal contained in $\mathcal{J}$** is denoted $\mathcal{J}^{(\infty)}$. The ideal $\mathcal{J}^{(\infty)}$ is said to be the **differential closure** of the ideal $\mathcal{J}$. 


The existence of the differential closure is ensured by an argument leveraging Zorn’s Lemma (see [5, Lemma 3.9.4]). With an abuse of notation, we denote the differential closure of the ideal $\mathcal{J}^{(0)}$ by $\mathcal{J}^{(\infty)}$. If all the ideals in the derived flag (3.9) are simply, finitely, non-degenerately generated — as was the case for $\mathcal{J}^{(0)}$ — then $\mathcal{J}^{(N)} = \mathcal{J}^{(\infty)}$. Consequently, we make the following convenient assumption about this flag.

**Assumption 3.3.** The ideals $\mathcal{J}^{(k)}$ and the augmented ideals $\langle \mathcal{J}^{(k)}, dt \rangle^{(\infty)}$ are locally, simply, finitely, non-degenerately generated, for all $k \geq 0$.

Assumption 3.3 allows us to take the generators of $\mathcal{J}^{(k)}$ and use them as a basis for a smooth and regular codistribution $\mathcal{J}^{(k)} \subseteq T^*M$. In particular, $\mathcal{J}^{(k)}$ is a smooth and regular codistribution for all $k \geq 0$.

Of great import to this article is the notion of an output $h : M \to \mathbb{R}^m$ for system (3.1) yielding vector relative degree $(\kappa_1, \ldots, \kappa_m)$ at a point $x_0$. Conditions for this are well-established, and are explicitly discussed on [18, pg. 220]. Here we state a dual variant of these conditions that apply in the uniform vector relative degree case — when $\kappa_1 = \cdots = \kappa_m$. The proof of this result can be found in [6, Lemma 2.2.14]. For brevity, it is not included in this article.

**Proposition 3.4.** Suppose $h^1, \ldots, h^\ell \in C^\infty(M)$, $\ell \leq m$, are smooth functions of the state with linearly independent differentials at $p_0$. The system (3.1) with output $(h^1, \ldots, h^\ell)$ yields a vector relative degree $(\kappa_1, \ldots, \kappa_1)$ at $p_0$ if, and only if, there exists an open set $U \subseteq M$ containing $p_0$ where,

$$
\langle dh^1, \ldots, dh^\ell \rangle \subseteq \langle \mathcal{J}^{(\kappa_1-1)}, dt \rangle^{(\infty)}
$$

and, at $p_0$,

$$
\text{span}_\mathbb{R}\{dh^1_{p_0}, \ldots, dh^\ell_{p_0}\} \cap \text{span}_\mathbb{R}\{\mathcal{J}^{(\kappa_1)}_{p_0}, dt_{p_0}\} = \{0\}.
$$

Proposition 3.4 only addresses those outputs with uniform relative degree because the non-uniform case involves ensuring the scalar outputs and their Lie derivatives form an adapted basis that generates the ideals in the derived flag (3.9). This result is useful for finding and verifying outputs that yield uniform vector relative degree.

**4. Main Result.** The goal of this article is to demonstrate a constructive algorithm for producing a transverse output with respect to $N$ at $x_0 \in N$. The computable necessary and sufficient conditions under which this algorithm succeeds are a slight variation of those proposed in [8]. Recalling the lift (3.2) and $p_0 = (0, u_*(x_0), x_0) \in L$, the first of these conditions is the controllability condition

$$(\text{Con}) \quad \text{ann}(T_{p_0}L) \cap \text{span}_\mathbb{R}\{\mathcal{J}^{(n-n^*)}_{p_0}, dt_{p_0}\} = \text{span}_\mathbb{R}\{dt_{p_0}\}.$$  

The second is an involutivity condition demanding that on an open set $U \subseteq M$ containing $p_0$, for all $p \in U \cap L$,

$$(\text{Inv}) \quad \text{ann}(T_pL) \cap \text{span}_\mathbb{R}\{\mathcal{J}^{(k)}_p, dt_p\} \subseteq \langle \mathcal{J}^{(k)}, dt \rangle^{(\infty)}_p, \quad 0 \leq k \leq n - n^*.$$  

Lastly, we require that the codistribution in the left-hand side of (Inv) satisfies, for all $p \in U \cap L$ and all $0 \leq k \leq n - n^*$,

$$(\text{Dim}) \quad \dim(\text{ann}(T_{p_0}L) \cap \text{span}_\mathbb{R}\{\mathcal{J}^{(k)}_{p_0}, dt_{p_0}\}) = \dim(\text{ann}(T_pL) \cap \text{span}_\mathbb{R}\{\mathcal{J}^{(k)}_p, dt_p\}).$$

This is known as the constant dimensionality condition. The algorithm is used to prove that the conditions (Con), (Inv) and (Dim) imply the transverse feedback linearization problem is solvable at $x_0 \in N$ by explicitly constructing a transverse output.
Remark 4.1. Elements of other well known algorithms in [9, 22] as well as that of the “Blended Algorithm” of [21] appear in the proposed algorithm.

We are ready to state the main result of this article.

Theorem 4.2 (Main Result). The system (2.1) is locally transverse feedback linearizable with respect to the closed, embedded and controlled-invariant submanifold \( N \subseteq \mathbb{R}^n \) at \( x_0 \) if, and only if, (Con) holds and there exists an open set \( U \subseteq M \) of \( p_0 \) on which conditions (Inv) and (Dim) hold.

There are a number of constants that appear in the results that follow. First we define the indices\(^2\), for all \( i \geq 0 \),

\[
\rho_i(p_0) := \dim \frac{\text{ann}(T_{p_0} L) \cap \text{span}_R \{ f_{(i)}^{(j)}, dt_{p_0} \}}{\text{ann}(T_{p_0} L) \cap \text{span}_R \{ f_{(i+1)}^{(j)}, dt_{p_0} \}}.
\]

Using the indices \( \rho_i \) define

\[
\kappa_i(p_0) := \text{card} \{ j : \rho_j(p_0) \geq i \}, \quad i \geq 0.
\]

We call \((\kappa_1, \ldots, \kappa_{n-1})\) the transverse controllability indices of (2.1) with respect to \( N \) at \( x_0 = \pi(p_0) \) [24]. Observe that, when the constant dimension condition (Dim) holds, \( \rho_i \) and \( \kappa_i \) are constant on an open set of \( N \) containing \( p_0 \). These indices play a role in the algorithm as they indicate in which ideals components of the transverse output appear. It is fairly straightforward to show that the conditions are necessary for the transverse feedback linearization problem to be solvable. As a result, we now briefly prove the necessity of the dual conditions.

Proof of Theorem 4.2 (Necessity). For this direction of the proof, we only provide a sketch; the proof is straightforward. Suppose that, on an open neighbourhood \( V \subseteq \mathbb{R}^n \) of \( x_0 \), there exists a diffeomorphism \((\eta, \xi) := \Phi(x)\) and feedback transformation \((v, \nu) := \alpha(x) + \beta(x)u\) where, in the new coordinates, the nonlinear control system (2.1) takes the form

\[
\begin{align*}
\dot{\eta}(t) &= \mathcal{J}(\eta(t), \xi(t)) + \sum_{j=1}^{m-\rho_0} \mathcal{G}_{\parallel, j}(\eta(t), \xi(t)) v^j_{\parallel}(t) + \mathcal{G}_{\parallel, \nu}(\eta(t), \xi(t)) v^\nu_{\parallel}(t), \\
\dot{\xi}(t) &= A \xi(t) + \sum_{j=1}^{\rho_0} b_j v^j_{\parallel}(t),
\end{align*}
\]

and \((A, [b_1 \cdots b_{\rho_0}])\) is in Brunovský normal form. In \((\eta, \xi)\)-coordinates the target set \( N \) is locally

\[
\Phi(V \cap N) = \{(\eta, \xi) \in V : \xi = 0\}.
\]

The lifted dynamical system (3.1) on \( M \) equivalent to (4.3) takes the form, on some open set \( U \subseteq M \) containing \( p_0 \),

\[
\begin{align*}
&\dot{i} = 1, \\
&\dot{\eta} = \mathcal{J}(\eta, \xi) + \sum_{j=1}^{m-\rho_0} \mathcal{G}_{\parallel, j}(\eta, \xi) v^j_{\parallel} + \sum_{j=1}^{\rho_0} \mathcal{G}_{\parallel, \nu}(\eta, \xi) v^\nu_{\parallel}, \\
&\dot{\xi} = A \xi + \sum_{j=1}^{\rho_0} b_j v^j_{\parallel},
\end{align*}
\]

and the lifted manifold \( L \subseteq U \) is locally

\[
U \cap L = \{(t, v, \eta, \xi) \in U : t = \xi = 0\}.
\]

\(^2\)The quotient is taken viewing the objects as real vector subspaces of \( T_{p_0}^* M \). It amounts to a difference in dimension.
By [24, Lemma 4.3], the controllability indices of \((A, \begin{bmatrix} b_1 & \cdots & b_m \end{bmatrix})\) equal the transverse controllability indices of (4.1) so \((A, \begin{bmatrix} b_1 & \cdots & b_m \end{bmatrix})\) has \(\rho_0\) integration chains of length \(\kappa_1 \geq \cdots \geq \kappa_{\rho_0}\). We can therefore index the \(\xi\)-coordinates in the following way: fix \(1 \leq i \leq \rho_0\). Write
\[
\xi^{i,j} = \xi^{i,j-1}, \quad 2 \leq j \leq \kappa_i,
\]
\[
\xi^{i,1} = v^i_n,
\]
It is then clear that, for each \(p \in U\), we have the adapted basis structure,
\[
\text{ann}(T_pN) \cap \text{span}_R \{ g^{(k)}_p, dt_p \} = \text{span}_R \{ dt_p \} + \text{span}_R \{ d\xi^{i,j} : 1 \leq i \leq \rho_0, j > k \}.
\]
From this we can deduce the TFL conditions. The constant dimension condition (Dim) follows directly. The controllability condition (Con) follows from considering the index \(k = n - n^*\). Observe there are no \(\xi^{i,j}\) with \(j > n - n^*\) since that would imply the existence of more than \(n - n^*\) transverse directions to \(N\). Therefore
\[
\text{ann}(T_pN) \cap \text{span}_R \{ g^{(n-n^*)}_p, dt_p \} = \text{span}_R \{ dt_p \}.
\]
The involutivity condition (Inv) follows because we have exact generators \(dt\) and \(d\xi^{i,j}\) that generate the codistribution \(\text{ann}(T_pN) \cap \text{span}_R \{ g^{(k)}_p, dt_p \} \) for all \(0 \leq k \leq n - n^*\). \(\square\)

The proof of sufficiency for Theorem 4.2 is constructive and results in the algorithm presented in Section 7.2.

5. Example: Checking the Conditions. Consider the nonlinear, control-affine system
\[
\begin{align*}
\dot{x}_1 &= -x_2 - x_2^2 u_2 \\
\dot{x}_2 &= x_1 \\
\dot{x}_3 &= x_3 x_4 + x_3 u_1 \\
\dot{x}_4 &= u_1 \\
\dot{x}_5 &= x_6 - x_1 u_2 \\
\dot{x}_6 &= x_7 + x_6 - x^3 x_5 + x_1 u_2 \\
\dot{x}_7 &= x_5 + x_1 u_2
\end{align*}
\]
and the closed, embedded 2-dimensional submanifold
\[
N := \{ x \in \mathbb{R}^7 : (x_1)^2 + (x_2)^2 - x_3 = x_4 = x_5 = x_6 = x_7 = 0 \},
\]
ranged controlled-invariant by \(u_*(x) = 0\). Fix a point \(x_0 = (2, 0, 4, 0, 0, 0, 0) \in N\). In light of Theorem 2.1, if (5.1) is transverse feedback linearizable with respect to \(N\) at \(x_0\), then there exists either a single scalar function yielding a relative degree 5 at \(x_0\) that vanishes on \(N\) or two scalar functions yielding a vector relative degree \((\kappa_1, 5 - \kappa_1)\) at \(x_0\) that simultaneously vanish on \(N\). Natural candidates can be picked out of the functions that define \(N\) since they satisfy (1) of Theorem 2.1. Unfortunately, all of the scalar functions used to define \(N\) in (5.2) either yield a relative degree of 1 at \(x_0\) or do not yield a relative degree at all. As a result, we cannot directly use them to form an output that satisfies (2) of Theorem 2.1.

However, as we now show using our dual TFL conditions, the transverse feedback linearization problem is solvable at \(x_0 \in N\). The ideals \(\mathcal{I}^{(i)}\) in (3.9) for system (5.1) are such that
\[
\begin{align*}
\langle \mathcal{I}^{(0)} \rangle dt &= \langle dx_1, dx_2, dx_3, dx_4, dx_5, dx_6, dx_7, dt \rangle \\
\langle \mathcal{I}^{(1)} \rangle dt &= \langle x_1 dx_1 + x_2 dx_7, dx_2 - dx_7, dx_3 - x_1 dx_4, dx_5 + dx_7, dx_6 - dx_7, dt \rangle \\
\langle \mathcal{I}^{(2)} \rangle dt &= \langle \beta_1, \beta_2, dt \rangle, \\
\langle \mathcal{I}^{(3)} \rangle dt &= \langle dt \rangle,
\end{align*}
\]
where $\beta^1, \beta^2 \in \Gamma^\infty(T^*M)$ are smooth one-forms whose expressions we omit for clarity. The derived flag (3.9) terminates at $\mathcal{J}^{(3)}$. Immediately we see that the controllability condition (Con) holds since
\[ \langle \mathcal{J}^{(n-n^*)} \rangle, dt \rangle = \langle \mathcal{J}^{(5)} \rangle, dt \rangle = \langle \mathcal{J}^{(3)} \rangle, dt \rangle = \langle dt \rangle. \]

Next we check the constant dimensionality condition (Dim). Observe that, for any $p \in L$ in a sufficiently small open set containing $p_0$,
\[
\begin{align*}
\text{ann}(T_pL) \cap \text{span}_\mathbb{R} \{ \mathcal{J}^{(0)}_p, dt_p \} &= \text{ann}(T_pL), \\
\text{ann}(T_pL) \cap \text{span}_\mathbb{R} \{ \mathcal{J}^{(1)}_p, dt_p \} &= \text{span}_\mathbb{R} \{ dx^0 - dx^7, dx^5 + dx^7, \\
&\quad -2x^1 dx^1 - 2x^2 dx^2 + dx^3 - x^3 dx^4 - 2x^2 dx^7, dt \}, \\
\text{ann}(T_pL) \cap \text{span}_\mathbb{R} \{ \mathcal{J}^{(2)}_p, dt_p \} &= \text{span}_\mathbb{R} \{ dx^5 + dx^7, dt \}, \\
\text{ann}(T_pL) \cap \text{span}_\mathbb{R} \{ \mathcal{J}^{(3)}_p, dt_p \} &= \text{span}_\mathbb{R} \{ dt \}.
\end{align*}
\]

Thus the constant dimensionality condition (Dim) holds. It remains to check the involutivity condition (Inv) holds. Note that the ideals $\langle \mathcal{J}^{(0)}, dt \rangle$, $\langle \mathcal{J}^{(1)}, dt \rangle$ and $\langle \mathcal{J}^{(3)}, dt \rangle$ are all differential ideals. Therefore, it suffices to check that
\[ \text{ann}(T_pL) \cap \text{span}_\mathbb{R} \{ \mathcal{J}^{(2)}_p, dt_p \} \subseteq \langle \mathcal{J}^{(2)}, dt \rangle^{(\infty)}_p. \]

Using Maple, we directly compute the derived flag for $\langle \mathcal{J}^{(2)}, dt \rangle$ and verify it converges to
\[ \langle \mathcal{J}^{(2)}, dt \rangle^{(\infty)} = \langle dx^5 + dx^7, dt \rangle. \]

Comparing this with the expression for $\text{ann}(T_pL) \cap \text{span}_\mathbb{R} \{ \mathcal{J}^{(2)}_p, dt_p \}$ above, we see that the involutivity condition (Inv) holds. As a result, the transverse feedback linearization problem is solvable for (5.1) with respect to $N$ at $x_0$. In Section 8 we revisit this example and explicitly use the proposed algorithm to produce a non-trivial transverse output with respect to $N$ at $x_0$ that solves the TFL problem.

6. Supporting Results. Before completing the proof of the main result, we present a number of supporting propositions. They will connect the conditions of transverse feedback linearization — (Con), (Inv), (Dim) — to the algorithmic procedure.

Recall Proposition 3.4 established that an output $h$ yielding a uniform vector relative degree at $p_0$ must have a differential that lives in a specific ideal but not live in the subsequent ideal of the derived flag (3.9). Now we ask a different question: Given an output that yields a uniform vector relative degree, how do we find new scalar outputs that (1) yield a smaller uniform vector relative degree and (2) combines with previously known scalar outputs to yield a vector relative degree? All the while, we must ensure that (3) the new outputs vanish on the target manifold $N$.

Points (1) and (2) are classically performed by “adapting” the basis of exact generators for the derived flag (3.9). It is point (3) that imposes a greater degree of difficulty in the adaptation process precisely because we ask that the differentials of the outputs $dh^i$ annihilate tangent vectors to $N$. At a high level, we present three procedures that together will be used to correctly adapt the derived flag. These are:

(a) finding generators that “drop off” when computing the derived flag (3.9),
(b) grouping generators into those that annihilate tangent vectors to L and those that do not, and
(c) rewriting generators so that the induced output has a full rank decoupling matrix.

Note that these steps are performed repeatedly throughout the algorithm. This section presents technical results that demonstrate how to perform steps (a) and (b). Step (c) is presented in the proof of the main result.

Before discussing these subprocedures in any detail, we must know the dimension of the subspace in an ideal of the derived flag (3.9) that annihilates tangent vectors to \( L \). The first lemma shows how the controllability condition (Con) determines this.

**Lemma 6.1.** If (Con), then for all \( 0 \leq k \leq n - n^* \)

\[
\dim(\text{ann}(T_{p_0}L) \cap \text{span}_\mathbb{R}\{\mathcal{J}_{p_0}^{(k)}, dt_{p_0}\}) = 1 + \sum_{i=k}^{n-n^*-1} \rho_i,
\]

and \( n - n^* = \sum_{i=0}^{n-n^*-1} \rho_i \).

**Proof.** By (Con) we have

\[
\dim(\text{ann}(T_{p_0}L) \cap \text{span}_\mathbb{R}\{\mathcal{J}_{p_0}^{(n-n^*)}, dt_{p_0}\}) = 1
\]

so the formula holds for \( k = n - n^* \).

Suppose, by way of induction, that for some \( 1 \leq k \leq n - n^* \)

\[
(6.1) \quad \dim(\text{ann}(T_{p_0}L) \cap \text{span}_\mathbb{R}\{\mathcal{J}_{p_0}^{(k)}, dt_{p_0}\}) = 1 + \sum_{i=k}^{n-n^*-1} \rho_i.
\]

Consider the left-hand side of (6.1). By (4.1)

\[
\dim(\text{ann}(T_{p_0}L) \cap \text{span}_\mathbb{R}\{\mathcal{J}_{p_0}^{(k-1)}, dt_{p_0}\}) = \dim(\text{ann}(T_{p_0}L) \cap \text{span}_\mathbb{R}\{\mathcal{J}_{p_0}^{(k)}, dt_{p_0}\}) + \rho_{k-1}.
\]

Apply the inductive hypothesis (6.1) and conclude

\[
\dim(\text{ann}(T_{p_0}L) \cap \text{span}_\mathbb{R}\{\mathcal{J}_{p_0}^{(k-1)}, dt_{p_0}\}) = 1 + \sum_{i=k-1}^{n-n^*-1} \rho_i.
\]

We now verify the final fact. First observe

\[
\text{span}_\mathbb{R}\{\mathcal{J}_{p_0}^{(0)}, dt_{p_0}\} = \text{span}_\mathbb{R}\{dx_{p_0}^1, \ldots, dx_{p_0}^n, dt_{p_0}\}.
\]

By construction of \( L \) we have

\[
\text{ann}(T_{p_0}L) \subseteq \text{span}_\mathbb{R}\{dx_{p_0}^1, \ldots, dx_{p_0}^n, dt_{p_0}\}.
\]

Therefore

\[
\dim(\text{ann}(T_{p_0}L) \cap \text{span}_\mathbb{R}\{\mathcal{J}_{p_0}^{(0)}, dt_{p_0}\}) = \dim(\text{ann}(T_{p_0}L)) = 1 + n - n^*.
\]

Combining this with the formula

\[
\dim(\text{ann}(T_{p_0}L) \cap \text{span}_\mathbb{R}\{\mathcal{J}_{p_0}^{(0)}, dt_{p_0}\}) = 1 + \sum_{i=0}^{n-n^*-1} \rho_i,
\]

completes the proof. \( \square \)

The previous result concerned the ideal but not its differential closure. Next we show that, when the involutivity condition holds, we can work with either the ideal or its differential closure as long as we are only concerned with the differentials that annihilate tangent vectors to \( L \).
Proposition 6.2. If (Inv) holds on some open set \( U \) containing \( p_0 \), then for all \( p \in U \cap L \)

\[
\text{ann}(T_p L) \cap \text{span}\{ \mathcal{H}_p^{(k)}, dt \} \cap \langle j^{(k)}(L), dt \rangle^\infty_p = \text{ann}(T_p L) \cap \langle j^{(k)}(L), dt \rangle^\infty_p, \quad 0 \leq k \leq n - n^*.
\]

Proof. Fix \( p \in U \cap L \) and intersect both sides of the involutivity condition (Inv) with \( \text{ann}(T_p L) \). Use the fact that \( \langle j^{(k)}(L), dt \rangle^\infty_p \subseteq \langle j^{(k)}(L), dt \rangle \) to arrive at the equality. \( \Box \)

Up until this point, we have concerned ourselves with ideals in the flag (3.9) up to index \( n - n^* \). This is not necessary. Observe that

\[
\rho_{\kappa_1} = \cdots = \rho_{n-n^*} = 0,
\]

by definition. If the controllability condition (Con) holds, then it holds with \( n - n^* \) replaced by \( \kappa_1 \). As a result, it suffices to look at the ideals in the flag (3.9) with indices up to and including \( \kappa_1 \).

As has already been mentioned, finding outputs of vector relative degree amounts to finding an appropriately adapted basis for the derived flag. Recall that, when \( N = \{ x_0 \} \), the transverse feedback linearization problem reduces to the exact state-space feedback linearization problem [24]. As a result, we expect our algorithm to apply just as well to feedback linearization. In the exact feedback linearization algorithm presented in [9], the generators for the differential ideals \( \langle j^{(k)}(L), dt \rangle^\infty \) are assumed to satisfy,

\[
\begin{align*}
\langle j^{(0)}(L), dt \rangle^\infty &= \langle \omega^1, \ldots, \omega^n, dt \rangle, \\
\langle j^{(1)}(L), dt \rangle^\infty &= \langle \omega^1, \ldots, \omega^n - \omega_0, dt \rangle, \\
&\vdots \\
\langle j^{(\kappa_1-1)}(L), dt \rangle^\infty &= \langle \omega^1, \omega^2, dt \rangle, \\
\langle j^{(\kappa_1)}(L), dt \rangle^\infty &= \langle dt \rangle.
\end{align*}
\]

The generators “drop off” as the derived flag is computed. This is precisely what is meant by subprocedure (a). Recall, however, that we must not only find exact generators for the differential ideal, but ones that annihilate tangent vectors to \( L \). Unfortunately, the process of finding these annihilating exact one-forms requires rewriting the generators of the ideal \( \langle j^{(k)}(L), dt \rangle \) which would ruin the adapted structure (6.3). This is why we explicitly demonstrate that the re-adaptation process, subprocedure (a) in particular, can be applied when required.

Unfortunately, finding exact generators that annihilate tangent vectors to \( L \) is itself challenging. As seen in [8, Remark 2], constructing annihilating one-forms directly from known exact forms can ruin their exactness. The remark suggests solving another Cauchy problem to find the correct exact one-form. This is tenable in the single-input case, but is not a satisfying solution in the multi-input case especially when seeking multiple, independent, scalar, transverse outputs. To avoid this additional integration step, we introduce maps \( H_k \) whose differential is the exact generator for \( \langle j^{(k)}(L), dt \rangle^\infty \). The re-adaptation process mentioned earlier, subprocedure (a), amounts to rewriting the components of these smooth maps so that the image of the pullback \( \text{Im}(DH_k)^* \) is preserved.

Remark 6.3. Manipulating the integrals of the exact generators suggests integrating all the Frobenius systems in the derived flag (3.9). In Section 8, we show that integration is only required for the differential ideals \( \langle j^{(k)}(L), dt \rangle^\infty \) at which \( k \) is a distinct transverse controllability index.
We start by showing the existence of the aforementioned maps. The TFL conditions — (Con), (Inv) and (Dim) — allow us to construct the map $H_k$ explicitly with a specific rank deficiency when restricted to $L$. This deficiency will ultimately be used to construct the transverse outputs.

**Lemma 6.4.** If (Con) holds and there exists an open set $U$ containing $p_0$ where (Inv) and (Dim) hold, then for every $0 \leq k \leq n - n^*$ there exists an integer $\ell_k \geq 1 + \sum_{i=k}^{n-n^*-1} \rho_i$, a possibly smaller open neighbourhood $V \subseteq U$ containing $p_0$, and a smooth map $H_k : V \to \mathbb{R}^{\ell_k}$ satisfying the characteristic property

\[(dH_k^1, \ldots, dH_k^{\ell_k}) = (\mathcal{J}^{(k)}, dt)_{p_0}^{(\infty)},\]

with constant rank, on $V \cap L$, equal to

$$\text{rank } H_k|_{V \cap L} = \ell_k - (1 + \sum_{i=k}^{n-n^*-1} \rho_i).$$

*Proof.* The differential ideal $\langle \mathcal{J}^{(k)}, dt \rangle_{p_0}^{(\infty)}$ is simply, finitely generated so, by Frobenius’s Theorem, there exists $\ell_k$ exact generators $dw^1, \ldots, dw^{\ell_k}$ on some open neighbourhood $V \subseteq U$ of $p_0$. Define a smooth map $H_k : V \to \mathbb{R}^{\ell_k}$ by

$$H_k(p) := (w^1(p), \ldots, w^{\ell_k-1}(p), t).$$

Without loss of generality, take $w^i$ to be smooth functions of the state. By construction, $H_k$ satisfies the characteristic property (6.4).

We already know, by Assumption 3.3, that $H_k$ has constant rank. It is not directly obvious that $H_k|_{V \cap L}$ has constant rank as well. Since (Inv) holds over $V$, invoke Proposition 6.2 to find

\[(\mathcal{J}^{(k)}_{p_0}, dt)_{p_0}^{(\infty)} = \text{ann}(T_p L) \cap \langle \mathcal{J}^{(k)}_{p_0}, dt \rangle_{p_0}^{(\infty)},\]

for all $p \in V \cap L$. It then follows by (Dim) that

$$\dim \left( \text{ann}(T_p L) \cap \langle \mathcal{J}^{(k)}_{p_0}, dt \rangle_{p_0}^{(\infty)} \right) = \text{constant.}$$

Then use the characteristic property (6.4) to determine that $H_k|_{V \cap L}$ must have constant rank.

We now proceed by directly computing its rank at a point $p \in V \cap L$. Because the rank of $H_k|_{V \cap L}$ is constant, it suffices to compute its rank at $p_0$. Compute the dimension on both sides of (6.5) and invoke Lemma 6.1 to find,

$$\dim \left( \text{ann}(T_{p_0} L) \cap \langle \mathcal{J}^{(k)}_{p_0}, dt \rangle_{p_0}^{(\infty)} \right) = 1 + \sum_{i=k}^{n-n^*-1} \rho_i.$$

It immediately follows that

$$\text{rank } H_k|_{V \cap L} = \ell_k - (1 + \sum_{i=k}^{n-n^*-1} \rho_i) \tag*{\Box}$$

The proof of Lemma 6.4 did not specifically rely on the way the map $H_k$ was constructed (as the integral of a Frobenius system). The proof holds without modification for any map $H_k$ that satisfies the characteristic property (6.4). The next corollary states this fact.
COROLLARY 6.5. Suppose (Con) holds and there exists an open set $U$ containing $p_0$ where (Inv) and (Dim) hold. If a smooth map $H_k : U \to \mathbb{R}^{\ell_k}$ satisfies the characteristic property (6.4) then it has constant rank on $U \cap L$ equal to

$$\text{rank } H_k|_{U \cap L} = \ell_k - (1 + \sum_{i=k}^{n-n-s-1} \rho_i).$$

We now ask whether the $H_k$ can be “adapted” to include components that are constant (w.l.o.g. zero) on $L$. In general, level sets of the form $H_k^i(p) = H_k^i(p_0)$ do not contain $L$, as depicted in Figure 6.1a. Figure 6.1b shows how the corresponding generators for the codistribution $(\mathcal{J}^k, dt)^{\langle \infty \rangle}$ do not annihilate vectors tangent to $L$ although the codistribution has a non-trivial intersection with $\text{ann}(T_{p_0}L)$. We can use the rank deficiency of $H_k$ on $L$ to construct an adaptation of $H_k$ where the leading $1 + \sum_{i=k}^{n-n-s-1} \rho_i$ components have level sets that locally contain $L$. Figure 6.1c shows the level sets of the newly rewritten $H_k$. At a point $p \in L$, the leading components’ differentials lives in $\text{ann}(T_pL) \cap (\mathcal{J}^k, dt)^{\langle \infty \rangle}$ as seen in Figure 6.1d.

**Lemma 6.6.** If $H_k : V \to \mathbb{R}^{\ell_k}$ is a smooth map satisfying the characteristic property (6.4) and its restriction has constant rank equal to

$$\text{rank } H_k|_{V \cap L} = \ell_k - \rho,$$

then there exists a new map $\hat{H}_k : V \to \mathbb{R}^{\ell_k}$ which satisfies the characteristic property (6.4) and, for all $p \in V \cap L$, $v_p \in T_pL$, $i \in \{1, \ldots, \rho\}$, $\hat{d}H_k(v_p) = 0$.

**Proof.** Apply [19, Rank Theorem (Proposition 4.12)] and shrink $V$ if necessary to find a coordinate chart $\varphi$ for $L$ and a coordinate chart $\psi$ for $\mathbb{R}^{\ell_k}$ so the composition $\psi \circ H_k|_{V \cap L} \circ \varphi^{-1}$ takes the form

$$\psi \circ H_k|_{V \cap L} \circ \varphi^{-1} = (0, \ldots, 0, *, \ldots, *),$$

with $\rho$ leading zeros. Define $\hat{H}_k := \psi \circ H_k$. The map $\hat{H}_k$ still satisfies the characteristic property (6.4) but is now “adapted” so that the first $\rho$ components vanish on $L$ and, consequently, their differentials must annihilate tangent vectors to $L$ as required. \(\square\)

The established facts ensure that, assuming (Con) holds at $p_0$ and there exists an open set $U$ so that (Inv) and (Dim) hold, we can write, for all $p \in U \cap L$,

$$\text{ann}(T_pL) \cap (\mathcal{J}^k, dt)^{\langle \infty \rangle} = \text{span}(dH_0^1, \ldots, dH_0^{n-s}, dt),$$

$$\text{ann}(T_pL) \cap (\mathcal{J}^1, dt)^{\langle \infty \rangle} = \text{span}(dH_1^1, \ldots, dH_1^{n-s-r_0}, dt),$$

$$\vdots$$

$$\text{ann}(T_pL) \cap (\mathcal{J}^{n-1}, dt)^{\langle \infty \rangle} = \text{span}(dH_{n-1}^1, \ldots, dH_{n-1}^{n-1-r_{n-1}}, dt),$$

$$\text{ann}(T_pL) \cap (\mathcal{J}^{n}, dt)^{\langle \infty \rangle} = \text{span}(dt).$$

None of the previous results guarantee that components of $H_k$ are also components of $H_{k-1}$ even though we know that

$$\langle dH_1^k, \ldots, dH_{k-1}^k \rangle = (\mathcal{J}^k, dt)^{\langle \infty \rangle} \subseteq (\mathcal{J}^{k-1}, dt)^{\langle \infty \rangle} = \langle dH_1^{k-1}, \ldots, dH_{k-1}^{k-1} \rangle$$

The coming lemmas ensure that we can always rewrite (6.6) as the partially adapted
\( H_k^i(p) = H_k^i(p_0) \)

(a) The intersection of the level sets of \( H_k^i \) form an integral submanifold (light blue) of \( \langle I(k), dt \rangle^{(\infty)} \) passing through \( p_0 \). Neither level set contains \( L \).

(b) The original choice of generators do not annihilate vectors tangent to \( L \).

(c) There exists a map \( \tilde{H}_k \) so that the zero locus of the leading components contain \( L \) while preserving the integral submanifold.

(d) The smooth one-form \( d\tilde{H}_k^1 \) lives in \( \langle I(k), dt \rangle^{(\infty)} \) and annihilates the tangent space of \( L \).

Fig. 6.1: An arbitrary set of generators (red, green) for the codistribution \( \langle I(k), dt \rangle^{(\infty)} \) (blue) is adapted to annihilate the tangent space of \( L \) (black).

\[
\begin{align*}
\text{ann}(T_pL) \cap \langle I(0), dt \rangle^{(\infty)} &= \text{span}\{dH^1_{n-1}, \ldots, dH^1_{n-\ell+1}, dt\}, \\
\text{ann}(T_pL) \cap \langle I(1), dt \rangle^{(\infty)} &= \text{span}\{dH^1_{n-1}, \ldots, dH^1_{n-\ell+1}, dt\}, \\
\vdots & \\
\text{ann}(T_pL) \cap \langle I(\ell_{k+1}-1), dt \rangle^{(\infty)} &= \text{span}\{dH^1_{n-1}, \ldots, dH^1_{n-\ell_{k+1}+1}, dt\}, \\
\text{ann}(T_pL) \cap \langle I(\ell_{k+1}), dt \rangle^{(\infty)} &= \text{span}\{dt\}.
\end{align*}
\]

Pay close attention to the subtle difference between (6.7) and (6.6): if a differential appears as a generator in one ideal, it appears as a generator in all the preceding ideals of the derived flag. We would like the components of our smooth maps to satisfy this property. To do this, noting that \( \ell_k \geq \ell_{k+1} \), define the projection \( P_k : \mathbb{R}^{\ell_{k+1}} \times \mathbb{R}^{\ell_k-\ell_{k+1}} \to \mathbb{R}^{\ell_{k+1}}, P(x, y) = x \). Then, rewrite the components of \( H_k \) so that the following diagram commutes.
Maps $H_k$ that make this diagram commute have components that are subsumed in the "larger" maps $H_{k-1}, \ldots, H_0$. This can be done, up to a reordering in the projection, to preserve the fact that the leading components of $H_k$ vanish on $L$. To prove that such a construction is possible, we need only prove that a smaller adaptation is possible.

**Proposition 6.7.** Let $k \geq 0$, $\ell_k > \ell_{k+1} > 0$, let $P_k : \mathbb{R}^{\ell_{k+1}} \times \mathbb{R}^{\ell_k - \ell_{k+1}} \to \mathbb{R}^{\ell_{k+1}}$, $P_k(x, y) = x$, and let $U$ be an open set containing $p_0$. If $H_{k+1} : U \to \mathbb{R}^{\ell_{k+1}}$ and $H_k : U \to \mathbb{R}^{\ell_k}$ are smooth maps satisfying the characteristic property (6.4), then on a possibly smaller open set $V$ containing $p_0$, there exists a smooth map $\tilde{H}_k : V \to \mathbb{R}^{\ell_k}$ that makes the diagram,

$$
\begin{array}{ccc}
V \subseteq M & \xrightarrow{P_k} & V \subseteq M \\
\downarrow H_{k+1} & & \downarrow H_k \\
\mathbb{R}^{\ell_{k+1}} & & \mathbb{R}^{\ell_k}
\end{array}
$$

commute and $\langle d\tilde{H}_k^1, \ldots, d\tilde{H}_k^{\ell_k} \rangle = \langle dH_{k+1}^1, \ldots, dH_k^{\ell_k} \rangle = \langle \gamma^{(k)}, dt \rangle^{(\infty)}$.

**Proof.** Write $H_{k+1} = (H_{k+1}^1, \ldots, H_{k+1}^k)$. Since $\langle \gamma^{(k+1)}, dt \rangle^{(\infty)}$ is contained in $\langle \gamma^{(k)}, dt \rangle^{(\infty)}$, we know that

$$
\langle dH_{k+1}^1, \ldots, dH_k^{\ell_k} \rangle \subseteq \langle dH_k^1, \ldots, dH_k^{\ell_k} \rangle.
$$

It follows that we can pick the $\ell_{k+1} - \ell_k$ components of $H_k$ that are differentially independent from the components $H_{k+1}^i$ at $p_0$. Take these differentially independent components of $H_{k+1}$ to be the last $\ell_{k+1} - \ell_k$ components without loss of generality. Define

$$
\tilde{H}_k = (H_{k+1}^1, \ldots, H_{k+1}^{\ell_{k+1} - \ell_k}, H_k^{\ell_k - \ell_{k+1} + 1}, \ldots, H_k^{\ell_k}),
$$

and observe that, on a sufficiently small open set $V$ containing $p_0$, this map will satisfy

$$
\langle d\tilde{H}_k^1, \ldots, d\tilde{H}_k^{\ell_k} \rangle = \langle dH_k^1, \ldots, dH_k^{\ell_k} \rangle
$$

and $P_k \circ \tilde{H}_k = H_{k+1}$.

Proposition 6.7 implies that, for every $0 \leq k \leq n - n^* - 1$, there exists $H_k, H_{k+1}$ so that $H_{k+1} = P_k \circ H_k$. Geometrically, the level sets of the components of $H_{k+1}$ are subsumed by the level sets of the components of $H_k$. This is depicted in Figure 6.2. Together with Lemma 6.6, we can find a sequence of maps whose leading components vanish on $L$ while making the aforementioned diagram commute (up to a reordering in the projections). The next corollary states this fact.

**Corollary 6.8.** If (Con) holds and there exists an open set $U \subseteq M$ containing $p_0$ where (Inv) and (Dim) hold then there exists a possibly smaller open set $V \subseteq U$ containing $p_0$ and a sequence of smooth maps $H_0, \ldots, H_{n-n^*}$ so that:

1. each map $H_k$ satisfies the characteristic property (6.4),
2. for all $0 \leq k \leq n - n^* - 1$, $H_{k+1} = P_k \circ H_k$ where $P_k : \mathbb{R}^{\ell_{k+1}} \times \mathbb{R}^{\ell_k - \ell_{k+1}} \to \mathbb{R}^{\ell_{k+1}}$ is a projection onto the leading $\ell_{k+1}$ components of $\mathbb{R}^{\ell_k}$, and
3. for all $0 \leq k \leq n - n^*$ the leading $1 + \sum_{i=k}^{n-n^*} \rho_i$ components of $H_k$ vanish on $L$. 
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Corollary 6.8 encodes subprocedures (a) and (b) as presented at the start of this section. It assures us that there exists a set of generators which “drop off” on computing the derived flag while explicitly expressing the components with differentials that annihilate tangent vectors to $L$. Note, however, that we still do not know what the transverse output is.

Fig. 6.2: A depiction of Proposition 6.7. The level sets of components of $H_k$ subsume those of $H_{k+1}$ while preserving the image of their differentials.

7. The Proposed Algorithm. It was purported that the proof that the conditions $(\text{Con})$, $(\text{Inv})$ and $(\text{Dim})$ are sufficient for transverse feedback linearization employs the proposed algorithm. This is precisely what we aim to show in this section.

7.1. The Geometry of the Algorithm. The proposed algorithm produces a flag of (locally) closed, embedded submanifolds,

$$\mathbb{R}^n \supseteq \pi(U) =: Z^{(n-n^*)+1} \supseteq Z^{(n-n^*)} \supseteq \cdots \supseteq Z^{(2)} \supseteq Z^{(1)} = \pi(U) \cap N.$$  

Each manifold $Z^{(i)}$ is constructed as the local zero dynamics manifold containing $x_0$ of an incomplete transverse output with respect to $N$. The scalar outputs used to construct $Z^{(i)}$ are all the components of the transverse output for $N$ which have relative degree greater than, or equal to, $i$.

As a result, one can take the following perspective on the algorithm. Informally, the algorithm transverse feedback linearizes the system dynamics with respect to $N$ by finding those scalar outputs that are transverse to $N$ and have the largest possible relative degree $\kappa_1$. The algorithm proceeds by finding outputs that yield a lower relative degree, are transverse to $N$ but not transverse to the zero dynamics manifold $Z^{(\kappa_1)}$ induced by the already known outputs. The new outputs can then be combined with the known outputs to yield a relative degree with a smaller zero dynamics manifold. The process repeats until the zero dynamics manifold agrees with $N$ locally.

To simplify the discussion involving the outputs and their associated zero dynamics manifolds, we define a special class of controlled-invariant set.

Definition 7.1. A closed, embedded submanifold $Z \subseteq \mathbb{R}^n$ is said to be a regular zero dynamics manifold of type $(\ell, \kappa)$ (at $x_0$) for (2.1), where $1 \leq \ell \leq n$ and $\kappa \in \mathbb{N}^\ell$, if there exists an open set $U \subseteq \mathbb{R}^n$ containing $x_0$ and a smooth function $h : U \to \mathbb{R}^\ell$ so that

1. the system (2.1) with output $h$ yields a vector relative degree $\kappa = (\kappa_1, \ldots, \kappa_\ell)$ at $x_0$, and
2. the zero dynamics manifold for $h$ coincides with $U \cap Z$.

Although not explicit, Definition 7.1 implies that a regular zero dynamics manifold $Z$ of type $(\ell, \kappa)$ has dimension $n - \sum_{i=1}^\ell \kappa_i$. It is also clear from Definition 7.1 that
regular zero dynamics manifolds are controlled-invariant sets; the converse is clearly not true. Since all of the $Z^{(i)}$ in the proposed algorithm’s flag are constructed as the zero dynamics manifold associated to some output for (2.1), the proposed algorithm produces a flag of regular zero dynamics manifolds containing $N$. We can restate Theorem 2.1 in the language of Definition 7.1.

**Theorem 7.2.** The local transverse feedback linearization problem is solvable at $x_0$ if, and only if, there exists constants $\rho_0 \in \mathbb{N}$ and $\kappa = (\kappa_1, \ldots, \kappa_{\rho_0}) \in \mathbb{N}^{\rho_0}$ so that $N$ is a regular zero dynamics manifold of type $(\rho_0, \kappa)$ at $x_0$.

Theorem 7.2 implies that the proposed algorithm produces a descending flag of manifolds that are transverse feedback linearizable at $x_0$.

**7.2. The Proof.** We are ready to address the more interesting direction of the proof for Theorem 4.2. This direction of the proof demonstrates how to sequentially construct the transverse output that is used to perform transverse feedback linearization.

**Proof of Theorem 4.2 (Sufficiency).** Suppose (Con) holds at $p_0$ and that there exists an open set $U \subseteq M$ of $p_0$ on which conditions (Inv) and (Dim) hold. At the start of the algorithm we set $Z^{(n - n^* + 1)} := \pi(U)$ since there cannot be a scalar transverse output for $N$ with relative degree greater than $n - n^*$.

By Corollary 6.8 there exists a sequence of smooth maps $H_0, \ldots, H_{n - n^*}$ defined on an open set $V \subseteq U$ containing $p_0$ that satisfy the characteristic property (6.4), i.e., for any fixed $0 \leq k \leq n - n^*$,

$$\langle dH^1_k, \ldots, dH^k_k \rangle = \langle \hat{g}^{(k)}, dt \rangle^{(\infty)}.$$

Furthermore, the leading components of these maps vanish on $L$ so we may write, for any $0 \leq k \leq n - n^*$,

$$H_k = (H^1_k, \ldots, t, \ldots, \ldots, H^k_k),$$

vanish on $L$ not constant on $L$

Now recall the discussion surrounding (6.2). We already know that the $t$ component of $H_{n - n^*}$ is the only component that vanishes on $L$. However, since $\rho_{\kappa_1} = \cdots = \rho_{n - n^* - 1} = 0$, we can also say the same thing about the map $F_{\kappa_1}$. That is,

$$H_{\kappa_1} = (t, H^2_{\kappa_1}, \ldots, H^{\kappa_1}_{\kappa_1}),$$

not constant on $L$

As a result, we start our algorithm at index $\kappa_1$.

Set $Z^{(\kappa_1 + 1)} := Z^{(n - n^* + 1)} = \pi(U)$, and consider the map $H_{\kappa_1 - 1}$. By definition, $\rho_{\kappa_1 - 1} > 0$. Therefore, we can write

$$H_{\kappa_1 - 1} = (H^1_{\kappa_1 - 1}, \ldots, H^{\rho_{\kappa_1 - 1}}_{\kappa_1 - 1}, t, \ldots, \ldots, H^{\kappa_1 - 1}_{\kappa_1 - 1}),$$

vanish on $L$ not constant on $L$

Take the $\rho_{\kappa_1 - 1}$ smooth functions $H^{1}_{\kappa_1 - 1}, \ldots, H^{\rho_{\kappa_1 - 1}}_{\kappa_1 - 1}$, and define the candidate output

$$h := (H^1_{\kappa_1 - 1}, \ldots, H^{\rho_{\kappa_1 - 1}}_{\kappa_1 - 1}).$$

Now we show that the system (3.1) with output $h$ yields a vector relative degree of $(\kappa_1, \ldots, \kappa_1)$ at $p_0$. Clearly $dh^i \in \langle \hat{g}^{(\kappa_1 - 1)}, dt \rangle^{(\infty)}$ by the characteristic property (6.4). Therefore

$$\langle dh^1, \ldots, dh^{\rho_{\kappa_1 - 1}} \rangle \subseteq \langle \hat{g}^{(\kappa_1 - 1)}, dt \rangle^{(\infty)}.$$
Observe that \( dh^i \in \text{ann}(T_{p_0}L) \). As a result,
\[
\text{span}_\mathbb{R}\{dh^1_{p_0}, \ldots, dh^{\rho_{\kappa_1}-1}_{p_0}\} \subseteq \text{ann}(T_{p_0}L).
\]
Using (7.1) and the characteristic property (6.4),
\[
\text{span}_\mathbb{R}\{dh^1_{p_0}, \ldots, dh^{\rho_{\kappa_1}-1}_{p_0}\} \cap \langle \mathcal{J}(\kappa_1), dt \rangle^{(\infty)}_{p_0} \subseteq \text{span}_\mathbb{R}\{dt_{p_0}\}.
\]
We already know that the \( h^i \) are smooth functions of the state, so we may conclude
\[
\text{span}_\mathbb{R}\{dh^1_{p_0}, \ldots, dh^{\rho_{\kappa_1}-1}_{p_0}\} \cap \langle \mathcal{J}(\kappa_1), dt \rangle^{(\infty)}_{p_0} = \{0\}.
\]
Finally, we can, without loss of generality, rewrite \( H_k \) to take the form
\[
(7.3) \quad \text{span}_\mathbb{R}\{dh^1_{p_0}, \ldots, dt^{\rho_{\kappa_1}-1}_{p_0}\} \cap \text{span}_\mathbb{R}\{\mathcal{J}_{p_0}(\kappa_1), dt_{p_0}\} = \{0\}.
\]
The expressions (7.2) and (7.3) are the conditions for Proposition 3.4. Conclude that \( h \) yields a uniform vector relative degree of \((\kappa_1, \ldots, \kappa_1)\) at \( p_0 \). Define the local regular zero dynamics manifold, possibly shrinking \( U \) if necessary,
\[
Z^{(\kappa_1)} := \{ x \in \pi(U) : h(\iota(x)) = \cdots = \mathcal{L}^{\rho_{\kappa_1}-1}_{\iota} h(\iota(x)) = 0 \},
\]
of type \((\rho_{\kappa_1-1}, (\kappa_1, \ldots, \kappa_1))\) at \( x_0 = \pi(p_0) \). Fix \( 0 \leq k < \kappa_1 - 1 \). It is easily demonstrated that for any smooth function of the states \( h \) where \( dh \in \langle \mathcal{J}(\kappa_1), dt \rangle \) that \( \mathcal{L} \mathcal{J} dh \in \langle \mathcal{J}(\kappa_1-1), dt \rangle \); it follows by an application of [6, Lemma 2.2.5] and [6, Lemma 2.2.6]. This, in combination with (7.2) implies that
\[
dh^1, \ldots, \mathcal{L}^{\rho_{\kappa_1}-k-1}_{\iota} dh^i \in \langle \mathcal{J}(k), dt \rangle^{(\infty)} = \langle dF^1_k, \ldots, dF^\rho_k \rangle, \quad 1 \leq i \leq \rho_{\kappa_1-1}.
\]
As a result, we can, without loss of generality, rewrite \( H_k \) to take the form
\[
H_k = \left\langle \overbrace{\ldots, \ldots, \ldots, \ldots, \ldots}\quad \overbrace{\ldots, \ldots, \ldots, \ldots, \ldots}\quad \overbrace{\ldots, \ldots, \ldots, \ldots, \ldots} \right\rangle
\]
\[
\text{other components} \quad \text{vanish on } Z^{(\kappa_1)} \quad \text{vanish on } L \quad \text{not constant on } L
\]
This process adapts all maps \( H_k \) for \( k < \kappa_1 - 1 \) so that they explicitly include \( h \) and its Lie derivatives along \( f \) in their components. Perform this operation for each \( k \) while ensuring the components of \( H_k \) are subsumed by the components of \( H_{k-1} \), i.e., \( H_k = P_{k-1} \circ H_{k-1} \), up to a reordering. We say that the sequence \( H_0, \ldots, H_{\kappa_1} \) is adapted to \( L \) subordinate to the regular zero dynamics manifold \( Z^{(\kappa_1)} \). Observe that \( Z^{(\kappa_1)} \supseteq \mathbb{N} \) since \( h_{|\mathbb{N}} = 0 \). It is trivially the case that \( Z^{(\kappa_1)} \subset Z^{(\kappa_1+1)} = \pi(U) \). The final fact that we simply state is that the only differentials that vanish on \( L \) at index \( \kappa_1 - 1 \) are those that are linearly dependent on the differentials of \( h \). That is,
\[
\text{ann}(T_{p_0}L) \cap \text{span}_\mathbb{R}\{dH^1_{\kappa_1-1}, \ldots, dH^{\rho_{\kappa_1}-1}_{\kappa_1-1}\} \subseteq \text{ann}(T_{p_0}L^{(\kappa_1)}),
\]
where \( L^{(\kappa_1)} \) is the lift of \( Z^{(\kappa_1)} \). This completes the base case. Suppose, by way of induction, that, for some \( 2 \leq k \leq \kappa_1 \),
\[
(H.1) \quad Z^{(k)} \text{ is a regular zero dynamics manifold of type } (\rho_{k-1}, (\kappa_1, \ldots, \kappa_{\rho_{k-1}})) \text{ at } x_0 \text{ satisfying } Z^{(k+1)} \supseteq Z^{(k)} \supseteq \mathbb{N},
\]
(H.2) there exists a smooth function \( h : U \rightarrow \mathbb{R}^{\rho_k-1} \) so that system (2.1) with output \( h \) yields a vector relative degree \((\kappa_1, \ldots, \kappa_{\rho_k-1})\) at \( x_0 \) and the zero dynamics coincide locally with \( Z^{(k)} \).

(H.3) all maps \( H_0, \ldots, H_{n-p} \) are adapted to \( L \) subordinate to the regular zero dynamics manifold \( Z^{(k)} \) using output \( h \) and,

(H.4) denoting \( L^{(k)} \) as the lift of \( Z^{(k)} \) we have that

\[
\text{ann}(T_{p_0}L) \cap \text{span}_\mathbb{R}\{dH^{1}_{k-1}, \ldots, dH^{\ell-1}_{k-1}\} \subseteq \text{ann}(T_{p_0}L^{(k)}),
\]

The goal of this induction is to construct new regular zero dynamics manifold \( Z^{(k-1)} \) that satisfies

(C.1) \( Z^{(k-1)} \) is a regular zero dynamics manifold of type \((\rho_{k-2}, (\kappa_1, \ldots, \kappa_{\rho_{k-1}}))\) at \( x_0 \) satisfying \( Z^{(k)} \supseteq Z^{(k-1)} \supseteq \mathbb{N} \),

(C.2) there exists a smooth function \( h' : U \rightarrow \mathbb{R}^{\rho_{k-2}} \) so that system (2.1) with output \( h' \) yields a vector relative degree \((\kappa_1, \ldots, \kappa_{\rho_{k-1}})\) at \( x_0 \) and the zero dynamics coincide locally with \( Z^{(k-1)} \),

(C.3) all maps \( H_0, \ldots, H_{n-p} \) are adapted to \( L \) subordinate to the regular zero dynamics manifold \( Z^{(k-1)} \) using output \( h' \) and,

(C.4) denoting \( L^{(k-1)} \) as the lift of \( Z^{(k-1)} \) we have that

\[
\text{ann}(T_{p_0}L) \cap \text{span}_\mathbb{R}\{dH^1_{k-2}, \ldots, dH^{\ell-1}_{k-2}\} \subseteq \text{ann}(T_{p_0}L^{(k-1)}),
\]

Consider the map \( H_{k-2} \) whose component differentials generate the differential ideal \( \langle f^{(k-2)}, dt \rangle^{(\infty)} \). By (H.3) of the inductive hypothesis, \( H_{k-2} \) takes the form

\[
H_{k-2} = (H^1_{k-2}, \ldots, H_{\rho_{k-2}-1}, h^1, \ldots, h^{\rho_{k-1}-1}, h^{\rho_{k-1}}, t, \ldots, \ldots, \).
\]

There are now two cases. If \( \rho_{k-2} = \rho_{k-1} \), then the number of “other components” that vanish on \( L \) is zero. This is because, due to the vector relative degree of \( h \), the \( \rho_{k-1} \) new components \( \mathcal{L}_f^{\kappa_1-k+1}, h^1, \ldots, \mathcal{L}_f^{\kappa_{\rho_{k-1}}-k+1} h^{\rho_{k-1}} \) appear in \( F_{k-2} \). In this case, set \( Z^{(k-1)} = Z^{(k)} \) which remains a regular zero dynamics manifold of type \( (\rho_{k-2}, (\kappa_1, \ldots, \kappa_{\rho_{k-2}})) \) establishing (C.1). The rest of the inductive properties (C.2)–(C.4) follow directly from (H.2)–(H.4) by not changing the output \( h' := h \).

Alternatively, \( \rho_{k-2} > \rho_{k-1} \). In this case, there exists precisely \( \mu := \rho_{k-2} - \rho_{k-1} \) “new” components whose differentials annihilate tangent vectors to \( L \): these are the first components that are differentially independent of the Lie derivatives of \( h \) yet vanish on \( L \). Take these new component functions, up to a reordering, to be the leading components \( H^1_{k-2}, \ldots, H^\mu_{k-2} \), and define the output

\[
q := (H^1_{k-2}, \ldots, H^\mu_{k-2}).
\]

We now show that the system (3.1) with candidate output \( h' := (h, q) \) yields a well-defined vector relative degree of \((\kappa_1, \ldots, \kappa_{\rho_{k-2}})\) at \( p_0 \). Since the \( q^i \) are component functions of \( H_{k-2} \) we have by the characteristic property (6.4) that

\[
\langle dq^1, \ldots, dq^\mu \rangle \subseteq \langle f^{(k-2)}, dt \rangle^{(\infty)}.
\]

We also know from (H.2) of the inductive hypothesis that \( h^i \) yields a relative degree of \( \kappa_i \) so the \( j \)th Lie derivative of \( h \) along \( f \) yields a relative degree as well of \( \kappa_i - j \),
for $0 \leq j \leq \kappa_i - 1$. Invoke Proposition 3.4 to find
\[
\langle \mathcal{L} f_{1-k+1}^1, \ldots, \mathcal{L} f_{\kappa_{\rho_1-1} - k+1}^1 \rangle dt^{(\infty)}.
\]
Combine these data to find
\[
(7.6) \quad \langle dq^1, \ldots, dq^\mu, \mathcal{L} f_{1-k+1}^1, \ldots, \mathcal{L} f_{\kappa_{\rho_k-1} - k+1}^1 \rangle \subseteq \langle \mathcal{J} f_{(k-2)}^1, dt^{(\infty)} \rangle.
\]
Putting that aside, invoke Proposition 3.4 once again to find
\[
\text{span}_R \{ \mathcal{L} f_{1-k+1}^1, \ldots, \mathcal{L} f_{\kappa_{\rho_k-1} - k+1}^1 \} \cap \text{span}_R \{ \mathcal{J} f_{p_i}^1, dt_{p_i} \} = \{0\}.
\]
By (H.4) of the inductive hypothesis,
\[
\text{span}_R \{ dq^1_{p_0}, \ldots, dq^\mu_{p_0} \} \cap \langle dH_{k-1}^1, \ldots, dH_{k-1}^{(k-1)} \rangle = \{0\},
\]
since the $dq^i \in \text{ann}(T_{p_0} L)$ but $dq^i \notin \text{ann}(T_{p_0} L^{(k)})$. Combine these data to conjecture that
\[
\text{span}_R \{ dq^1_{p_0}, \ldots, dq^\mu_{p_0}, \mathcal{L} f_{1-k+1}^1, \ldots, \mathcal{L} f_{\kappa_{\rho_k-1} - k+1}^1 \}
\]
has a trivial intersection with $\text{span}_R \{ \mathcal{J} f_{p_0}^1, dt_{p_0} \}$. Suppose, in search of a contradiction, there is a linear combination
\[
\sum_{i=1}^\mu a_i dq^i_{p_0} + \sum_{i=1}^{\rho_k-1} b_i \mathcal{L} f_{1-k+1}^i dt_{p_0} \in \text{span}_R \{ \mathcal{J} f_{p_0}^1, dt_{p_0} \}.
\]
If there is an $a_i \neq 0$, then this form does not live in $\text{ann}(T_{p_0} L^{(k)})$ which contradicts (H.4) of the inductive hypothesis. Therefore $a_i = 0$ for all $1 \leq i \leq \mu$. We now show that $b_i = 0$ for all $1 \leq i \leq \rho_{k-1}$. Suppose
\[
\sum_{i=1}^{\rho_k-1} b_i \mathcal{L} f_{1-k+1}^i dt_{p_0} \in \text{span}_R \{ \mathcal{J} f_{p_0}^1, dt_{p_0} \},
\]
Then, by Proposition 3.4, the system (3.1) with output
\[
(\mathcal{L} f_{1-k+1}^1 h^1, \ldots, \mathcal{L} f_{\kappa_{\rho_k-1} - k+1}^1 h^\rho_{k-1})
\]
does not yield a uniform vector relative degree at $p_0$. This immediately contradicts the well-defined vector relative degree for $h$. Therefore $b_i = 0$ for all $1 \leq i \leq \rho_{k-1}$. As a result, conclude that system (3.1) with output $h' = (h, q)$ yields a vector relative degree at $p_0$. The vector relative degree must be $(\kappa_1, \ldots, \kappa_{\rho_k-1})$. This demonstrates (C.2).

Define the local regular zero dynamics manifold
\[
Z^{(k-1)} := \{ x \in Z^{(k)} : q(t(x)) = \ldots = \mathcal{L} f_{1-k+1}^1 q(t(x)) = 0 \},
\]
of type $(\rho_{k-2}, (\kappa_1, \ldots, \kappa_{\rho_k-1}))$. By construction $Z^{(k-1)} \subset Z^{(k)}$. and, since $q_{|N} = 0$, $Z^{(k-1)} \supseteq N$. This establishes (C.1). To establish (C.3), we adapt, exactly as in the base case, the maps $H_{0}, \ldots, H_{n-n^*}$ to $L$ subordinate to $Z^{(k-1)}$ so that all the Lie derivatives of $h' = (h, q)$ appear explicitly. It remains to show (C.4). First observe that the components of
\[
H_{k-2} = (q^1, \ldots, q^\mu, h^1, \ldots, \mathcal{L} f_{\kappa_{\rho_k-1} - k+1}^1 h^\rho_{k-1}, t, \ldots, \ldots, \ldots) \quad \text{vanish on } Z^{(k)},
\]
but not constant on $L$. Other components vanish on $Z^{(k)}$. Other components vanish on $Z^{(k-1)}$.
that vanish on $L$ constitute a component of $h$, a Lie derivative of $h$, or $q$. It follows that, using the characteristic property 6.4,

$$\text{ann}(T_pL) \cap \langle \mathcal{J}^{(k-2)}, dt \rangle^{(\infty)} \subseteq \text{ann}(T_pL^{(k-1)}).$$

Use (Inv) with Proposition 6.2 to conclude that (C.4) holds. This completes the induction.

The inductive algorithm proceeds until the regular zero dynamics manifold $Z^{(1)}$ of type $(\rho_0, (\kappa_1, \ldots, \kappa_{\rho_0}))$ is produced at step $k = 2$. By Lemma 6.1, $Z^{(1)}$ is an $n^*$-dimensional submanifold with codimension $n - n^*$. It contains the $n^*$-dimensional submanifold $N$ and so $Z^{(1)} = N$ is a regular zero dynamics manifold of type $(\rho_0, (\kappa_1, \ldots, \kappa_{\rho_0}))$. Theorem 7.2 implies that $N$ is transverse feedback linearizable at $x_0$. A by-product of this algorithm is that the final output $h$ is the transverse output.

7.3. Simplifying The Algorithm. The algorithm used in the proof of Section 7.2 inspires a shortened, but equivalent, algorithm that produces a transverse output under the conditions for TFL — (Con), (Inv), (Dim). The procedure is presented in Algorithm 7.1. One difference from the proof is that integration only happens at iterations where $\rho_{k-1}$ differs from $\rho_k$. These are indices corresponding to the distinct transverse controllability indices. Another difference is the lack of re-adaptation of all the maps $H_0, \ldots, H_{n-n^*}$ throughout the algorithm. In fact, the vast majority of the maps $H_k$ are not constructed. This is not an oversight. The adaptation process is embedded in Line 13 where $H_{k-1}$ is adapted to have the known output $h$ and its Lie derivatives appear explicitly. This alongside the fact that the algorithm runs from larger to smaller indices ensure an appropriately adapted basis is constructed.
8. Example: Performing the Algorithm. Having established the algorithm, let us return to the example in Section 5. We already verified the conditions for TFL hold. As a result, we can execute Algorithm 7.1. We start by computing the indices ρ and κ as required by Line 2. Using (5.3), deduce
\[ ρ_0(p_0) = 2, \quad ρ_1(p_0) = 2, \quad ρ_2(p_0) = 1, \quad ρ_3(p_0) = 0, \]
and,
\[ κ_1(p_0) = 2, \quad κ_2(p_0) = 2. \]
Let \( U := \{(t, u, x) \in M : x^1 > 0, x^3 > -3\} \) and set \( Z^{(κ_1 + 1)} = Z^{(4)} := π(U) \). The ideals are simply, finitely, non-degenerately generated on \( U \) and it can be verified that the conditions (Dim) and (Inv) hold over \( U \).

The iteration begins at \( k = κ_1 = 3 \). Observe that \( ρ_2 > ρ_3 \). It follows that we expect to find \( μ = ρ_2 - ρ_3 = 1 \) new scalar output that will yield a relative degree of 3 at \( p_0 \) and is constant on \( L \). We proceed by integrating the differential ideal \( (j^{(2)}, dt)^{∞} \) to find the map \( H_2 = (x^5 + x^7, t) \). Right away we see that the new component that is constant (i.e. vanishes) on \( L \) is the first component and so we define our candidate partial transverse output \( h := x^5 + x^7 \). We then define the local regular zero dynamics manifold \( Z^{(3)} \) to be the zero dynamics of system (5.1) with output \( h \). Explicitly,
\[ Z^{(3)} := \{ x ∈ \mathbb{R}^n : x^5 + x^7 = x^5 + x^6 = -x^3 x^5 + 2x^6 + x^7 = 0 \}. \]

The next iteration of the algorithm looks at index \( k = 2 \). Here, we again note that \( ρ_1 > ρ_2 \) and \( μ = 1 \). We expect to see one new scalar output with relative degree 2 at \( p_0 \) that is constant on \( L \). Integrate \( (j^{(1)}, dt)^{∞} \) to find
\[ H_1 = \left( \frac{h, L_f h}{x^5 + x^7, x^5 + x^6, \frac{1}{2}(x^1)^2 + x^2 x^7 - 2, x^2, x^3 e^{-x^4} - 4, t}, 1 \right), \]
where we highlight the fact that, as expected, the known output \( h \) and its Lie derivative \( L_f h \) appear explicitly in the first two components. Unfortunately, it is not obvious (at first glance) what the new scalar output is since none of the other components are constant on \( L \) besides the trivial \( t \) component. However, Lemma 6.6 states that a rewriting for \( H_1 \) where four components vanish on \( L \) is possible. The simplest strategy is to restrict \( H_1 \) to \( L \) and eliminate the effect of the coordinates algebraically. We perform this to find that the algebraic combination \( 2H_1^3 + (H_1^1)^2 - H_1^2 \) of components of \( H_1 \) vanish on \( L \). Using this, rewrite \( H_1 \) as
\[ H_1 = \left( (x^1)^2 + (x^2)^2 + 2x^2 x^7 - x^3 e^{-x^4}, x^5 + x^7, x^5 + x^6, t, x^2, x^3 e^{-x^4} - 4 \right). \]

Define the new candidate output \( h := (x^5 + x^7, H_1^1) \) and the induced local, regular zero dynamics manifold, shrinking \( U \) as necessary,
\[ Z^{(2)} := \{ x ∈ Z^{(1)} : H_1^1(x) = L_f H_1^1(x) = 0 \}. \]

The final iteration of the algorithm at index \( k = 1 \) is skipped since \( ρ_0 = ρ_1 \). Set \( Z^{(1)} := Z^{(2)} \). The algorithm asserts that \( Z^{(1)} = N \) locally. The transverse output is
\[ h(x) = \left( x^5 + x^7, (x^1)^2 + (x^2)^2 + 2x^2 x^7 - x^3 e^{-x^4} \right), \]
and it is a regular matter to verify that the system (5.1) with output \( h \) yields a vector relative degree of (3, 2) at \( x_0 \) while locally vanishing on \( N \).
9. Conclusion. We presented an algorithm that, subject to dual conditions for transverse feedback linearization, constructs a transverse output that can be used to put a nonlinear control system into TFL normal form. The algorithm provides a geometric take on an otherwise algebraic process by viewing adaptation as the subsumption of level sets of a sequence of smooth maps. Our algorithm subsumes the GS and Blended algorithms for exact state-space feedback linearization in the case where $N = \{x_0\}$ and therefore gives a geometric perspective on their algorithms as the construction of a descending sequence of regular zero dynamics manifolds. The structure of the presented algorithm suggests an avenue for future research wherein a variation produces a descending sequence of regular zero dynamics manifolds that terminate on the zero dynamics manifold of the largest feedback linearizable subsystem.
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