ON POSITIVE NORMALIZATION OF FRACTIONAL ORDER CONTINUOUS DISTURBANCE SINGULAR SYSTEM
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Abstract

Recently, the fractional order continuous singular system becomes research field that much discussed by various researchers. The normalization constitutes a variant of discussing for fractional order singular system. The procedure to normalize positively of the fractional order continuous disturbance singular system is discussed in this paper. Some sufficient condition that guarantees the existence of a fractional derivative output feedback such that the closed loop system constitutes a fractional order usual linear system and positive, is established. The considered problem is solved by transforming it into a usual fractional order linear system, and afterwards it is analyzed using algebraic principle. The final result of this paper is a sufficient condition that guarantees the existence of a fractional derivative feedback such that the closed loop system constitutes a fractional order usual linear system and positive.
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1 Introduction

Consider the following system:

\[(E^\alpha A)x = Bu + C\omega  \]
\[y = Dx \quad (1)\]

where \(x\) is state vector, \(u\) is control vector, \(\omega\) is disturbance vector, \(y\) is output vector, \(E, A \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{n \times m}, C \in \mathbb{R}^{n \times q}, D \in \mathbb{R}^{p \times n}\) and \(\text{rank}(E) = r < n\).

In the system in (1), \(\Delta^\alpha\) denotes the fractional-order derivative operator of order \(\alpha\) in sense of Caputo with \(0 < \alpha < 1\), which its definition is given in [Kilbas, Srivastava and Trujillo, 2006] as follows:

\[\Delta^\alpha x = \frac{1}{\Gamma(1 - \alpha)} \int_0^t \frac{\dot{x}(\tau)}{\tau^{\alpha}} d\tau, \quad (2)\]

where

\[\Gamma(\nu) = \int_0^\infty e^{-t} t^{\nu-1} dt\]

is the Euler Gamma function satisfying the functional equation \(\Gamma(\nu + 1) = \nu \Gamma(\nu)\). If \(r = n\) and \(\alpha = 1\), the system (1) is the usual linear system. If \(r = n\) and \(0 < \alpha < 1\), the system (1) is a fractional order normal linear system [Chikriy, 2008]. The application of
fractional order normal linear system is given in [Kaczorek, 2014] and [Metea, Oduru, Duc and Ha, 2016]. If \( r < n \) and \( \alpha = 1 \) then the system (1) is the usual singular (descriptor) system [Duan, 2010].

In this paper it is focused on the case \( r < n \) and \( 0 < \alpha < 1 \). The couple equation (1) is known as the fractional order disturbance singular system. Different to the fractional order normal linear system that always have a solution, the fractional order singular system may be not have a solution for some situation. It has a unique solution if there exists a complex number \( \lambda \) such that \( \det(\lambda E - A) \neq 0 \) and in this case it is called regular [Kaczorek and Borawska, 2016]. As shown in [Kaczorek and Borawska, 2016], if \( \det(\lambda E - A) \neq 0 \) for some complex number \( \lambda \) then there exists some nonsingular matrices \( Q_1, P_1 \in \mathbb{R}^{n \times n} \) such that

\[
Q_1(\lambda E - A)P_1 = \lambda \begin{bmatrix} I & O \\ O & N \end{bmatrix} - \begin{bmatrix} J & O \\ O & I_{n-r} \end{bmatrix},
\]

where \( J \in \mathbb{R}^{r \times r} \) is a Jordan matrix and \( N \in \mathbb{R}^{(n-r) \times (n-r)} \) is a nilpotent matrix. Let

\[
Q_1B = \begin{bmatrix} B_1 \\ B_2 \end{bmatrix}, \quad Q_1C = \begin{bmatrix} C_1 \\ C_2 \end{bmatrix}, \quad DP_1 = \begin{bmatrix} D_1 \\ D_2 \end{bmatrix},
\]

where \( B_1, B_2, C_1, C_2, D_1 \) and \( D_2 \) are the matrices of suitable size. Under the transformation

\[
z = P_1^{-1} \begin{bmatrix} z_1 \\ z_2 \end{bmatrix},
\]

the system (1) can be written as

\[
(\triangle^{\alpha} - J)z_1 = B_1u + C_1\omega \\
(N\triangle^{\alpha} - I_{n-r})z_2 = B_2u + C_2\omega
\]

(5)

\[
y = D_1z_1 + D_2z_2
\]

where \( z_1 \in \mathbb{R}^r \) and \( z_2 \in \mathbb{R}^{n-r} \).

Different to the fractional order usual linear system, the solution of fractional order singular system may contain impulse that appear from the solution of the second equation of (5). It is well known that the impulse constitutes an unwanted behavior because it may cause degradation in performance or even destroy the system [Duan, 2010]. In literature [Goncharova, Samsonyuk, Staritsyn, 2017] and [Matviychuk, 2018] it is stated that the impulse must be controlled, some even claim that impulse needs to be removed. Therefore it is important to eliminate this impulse behavior. For the usual singular system, the impulse can be eliminated by normalization process [Duan and Wu, 2005], that is, by using a state feedback of the form

\[
u = -K_1\triangle x
\]

for some matrix \( K_1 \in \mathbb{R}^{m \times p} \). Using this state feedback, the system (1) becomes

\[
((E + BK_1)\triangle - A)x = 0.
\]

(6)

It is clear that if \( \text{rank}(E + BK_1) = n \), then the system (6) is a usual linear system. Some condition for the existence of the matrix \( K_1 \) such that \( \text{rank}(E + BK_1) = n \) has been reported in [Duan, 2010].

In this paper the concept of normalization for the usual singular system is extended to the fractional order disturbance singular system, by constructing a fractional derivative output feedback of the following form:

\[
u = -(K_E\triangle^{\alpha} - K_A)y
\]

(7)

where \( K_E, K_A \in \mathbb{R}^{m \times p} \) are the gain matrices to be determined. Using (7) the system (1) becomes the following closed loop system:

\[
((E + BK_E\triangle^{\alpha}) - (A + BK_AD))x = Bu.
\]

(8)

It is obvious that if \( \text{rank}(E + BK_E\triangle^{\alpha}) = n \), then the system (8) is a fractional order usual linear system and it is free impulse. It is a task in this paper to establish the criteria to ensure the existence of the matrix \( K_E, K_A \in \mathbb{R}^{m \times p} \) such that \( \text{rank}(E + BK_E\triangle^{\alpha}) = n \).

In the application field in which the system (1) appears as a model of some real problems, the positiveness of the state variable is a must. A fractional order usual linear system is called positive if for all \( t > 0 \), it holds \( x \in \mathbb{R}^n_+ \) and \( y \in \mathbb{R}^n_+ \) for each control \( u \in \mathbb{R}^m_+ \) and \( \omega \in \mathbb{R}^p_+ \) [Kaczorek, 2008]. It is well known that if \( r = n \) and \( \alpha = 1 \), the system (1) is positive if \( E^{-1}A = \) a Metzler matrix, \( E^{-1}B \in \mathbb{R}^{n \times m}_+, E^{-1}C \in \mathbb{R}^{n \times q}_+ \) and \( D \in \mathbb{R}^{p \times n}_+ \) [Muhafzan and Stephane, 2013]. This criterion holds for the case \( r = n \) and \( \alpha < 1 \) as well [Kaczorek, 2008]. It is obvious that if \( E^{-1}A \in \mathbb{R}^{n \times n}_+ \) then \( E^{-1}A \) is a Metzler matrix. Therefore, the objective of this paper is to establish a criterion that ensure the existence of matrices \( K_E, K_A \in \mathbb{R}^{m \times p} \) such that \( \text{rank}(E + BK_E\triangle^{\alpha}) = n \) and the closed loop system (8) is positive. To the best of the authors knowledge, there is no research yet on how to normalize a fractional order singular continuous system.

This paper is organized as follows. Section 2 discusses some useful materials related to the desired results. The procedure to normalize the fractional order continuous disturbance singular system positively is discussed in section 3. A numerical example is presented to illustrate the result. We end this study by the conclusion which is given in section 4.

2 Some Useful Results

In order to find the desired goal, some the following results is useful.
Definition 1. [Kaczorek, 2008] A matrix \( A \in \mathbb{R}^{n \times n} \) is said to be monotone if it is nonsingular and \( A^{-1} \in \mathbb{R}^{n \times n} \). A matrix \( M \in \mathbb{R}^{n \times n} \) is said a monomial matrix if there exist exactly one nonzero entry in every row and column of \( M \).

It has been proved in [Kaczorek, 2008] that the matrix \( A^{-1} \in \mathbb{R}^{n \times n} \) if and only if \( A \) is a monomial.

Definition 2. [Kaczorek, 2008]

1. Two matrices \( M, S \in \mathbb{R}^{n \times n} \) is said positively equivalent if there exists two monomial matrices \( P, Q \) such that \( S = QMP \).
2. A matrix \( M \in \mathbb{R}^{n \times n} \) with rank \( M = s \) is said \( s \)-monomial if it is positively equivalent to the matrix \( \text{diag}(M_S, O) \), where \( M_S \) is monomial.

The \( s \)-monomial matrices have the following properties.

Theorem 1. [Kaczorek, 2008]

1. The matrix \( M \) is \( s \)-monomial iff \( M \) has \((n - s)\) rows and column with entries equal to zero and \( s \) rows and column with only one entry different to zero.
2. If the matrix \( M \) is \( s \)-monomial then it is positively equivalent to the matrix \( \text{diag}(I_S, O) \).

3 Positive Normalization

In this section we present the desired results. First of all, it will be generated \( K_E, K_A \in \mathbb{R}^{n \times p} \) such that \( \text{rank}(E + BK_E D) = n \). Assume that the matrix \( E \) is positively equivalent to \( s \)-monomial matrix \( M \), then there exists some monomial matrices \( Q \) and \( P \) such that

\[
QEP = \begin{bmatrix} M_S & O \\ O & O \end{bmatrix}.
\] (9)

Moreover, let

\[
QAP = \begin{bmatrix} A_1 & A_2 \\ A_3 & A_4 \end{bmatrix}, \quad QB = \begin{bmatrix} B_1 \\ B_2 \end{bmatrix}, \quad DP = \begin{bmatrix} O & D_2 \end{bmatrix}
\] (10)

where \( A_1 \in \mathbb{R}^{s \times s}, A_2 \in \mathbb{R}^{s \times (n-s)}, A_3 \in \mathbb{R}^{(n-s) \times s}, A_4 \in \mathbb{R}^{(n-s) \times (n-s)}, B_1 \in \mathbb{R}^{s \times m}, B_2 \in \mathbb{R}^{(n-s) \times m} \) and \( D_2 \in \mathbb{R}^{s \times (n-s)} \). Assume that \( D_2 \) and \( B_2 \) have full rank. Choosing \( K_E = B_2 D_2^\top \), it is found

\[
E + BK_E D = Q^{-1} \begin{bmatrix} M_S & O \\ O & O \end{bmatrix} P^{-1} + Q^{-1} QBPK_E DPP^{-1} = Q^{-1} \left( \begin{bmatrix} M_S & O \\ O & O \end{bmatrix} + \begin{bmatrix} B_1 \\ B_2 \end{bmatrix} B_2 D_2^\top \begin{bmatrix} O \\ D_2 \end{bmatrix} \right) P^{-1} = Q^{-1} \begin{bmatrix} M_S & B_1 B_2 D_2^\top \\ O & B_2 B_2 D_2^\top \end{bmatrix} P^{-1} = Q^{-1} \begin{bmatrix} M_S & B_1 B_2 D_2^\top \\ O & B_2 B_2 D_2^\top \end{bmatrix} P^{-1}.
\]

Since \( D_2 \) and \( B_2 \) have full rank, the matrix \( B_2 B_2 D_2^\top D_2 \) is nonsingular. This implies that \( \text{rank}(E + BK_E D) = n \).

Furthermore, it will constructed the conditions such that \( (E + BK_E D)^{-1} \in \mathbb{R}^{n \times n} \) and \( (A + BK_A D) \in \mathbb{R}^{n \times n} \). Consider that

\[
(E + BK_E D)^{-1} = P \begin{bmatrix} M_S B_1 B_2 D_2^\top D_2 \\ O & B_2 B_2 D_2^\top D_2 \end{bmatrix} Q^{-1} Q = P L Q = P G H,
\]

where

\[
L = \begin{bmatrix} M_S & B_1 B_2 D_2^\top D_2 \\ O & B_2 B_2 D_2^\top D_2 \end{bmatrix}^{-1} = \begin{bmatrix} M_S^{-1} - M_S^{-1} B_1 B_2 D_2^\top D_2 (B_2 B_2 D_2^\top D_2)^{-1} \\ O \end{bmatrix},
\]

\[
G = \begin{bmatrix} M_S^{-1} & O \\ O & O \end{bmatrix},
\]

\[
H = \begin{bmatrix} I_S - B_1 B_2 D_2^\top D_2 (B_2 B_2 D_2^\top D_2)^{-1} \\ O \end{bmatrix} (B_2 B_2 D_2^\top D_2)^{-1}.
\]

Based on Definition 2, it is obvious that \( M_S^{-1} \in \mathbb{R}^{s \times s} \) and one can see that if \( (B_2 B_2 D_2^\top D_2)^{-1} \in \mathbb{R}^{n \times n} \) and \( (-B_1 B_2 D_2^\top D_2) \in \mathbb{R}^{s \times (n-s)} \), then \( E + BK_E D \) is a positive matrix. Therefore, it is possible to use the results of Theorem 1 to construct the conditions such that \( (E + BK_E D)^{-1} \in \mathbb{R}^{n \times n} \) and \( (A + BK_A D) \in \mathbb{R}^{n \times n} \).
Consider the system (1) with $lakmal, 2017]$. (8) is positive.

Thus we have been proved the following theorem that

$$A + BK_A D = Q^{-1} \begin{bmatrix} A_1 & A_2 \\ A_3 & A_4 \end{bmatrix} P^{-1} + Q^{-1} QBK_A DPP^{-1}$$

$$= Q^{-1} \begin{bmatrix} A_1 & A_2 \\ A_3 & A_4 \end{bmatrix} + \begin{bmatrix} B_1 & B_2 \\ B_3 & B_4 \end{bmatrix} K_A \begin{bmatrix} O & D_2 \end{bmatrix} P^{-1}$$

$$= Q^{-1} \begin{bmatrix} A_1 & A_2 \\ A_3 & A_4 \end{bmatrix} + \begin{bmatrix} 0 & B_1 K_A D_2 \\ 0 & 0 \end{bmatrix} K_A D_2 P^{-1}.$$

One can see that the matrix $K_A \in \mathbb{R}^{m \times p}$ can be choose such that

$$(A_2 + B_1 K_A D_2) \in \mathbb{R}^{(n-s) \times (n-s)}$$

and

$$(A_4 + B_2 K_A D_2) \in \mathbb{R}^{(n-s) \times (n-s)}.$$

Thus we have been proved the following theorem that constitutes a sufficient condition for the existence a fractional derivative output feedback (7).

**Theorem 2.** Consider the system (1) with $C \in \mathbb{R}_+^{n \times q}$ and $\omega \in \mathbb{R}_+^q$. If there exists the matrices $Q, P \in \mathbb{R}^{n \times n}$ such that $A_1 \in \mathbb{R}_+^{n \times s}$, $A_3 \in \mathbb{R}_+^{(n-s) \times s}$, $(B_2 B_2^T D_1 D_2)$ is a monomial matrix and

$$( - B_1 B_2^T D_2 D_2) \in \mathbb{R}_+^{(n-s) \times (n-s)},$$

where $D_2$ is a full rank matrix, then there exists the fractional derivative output feedback (7) with $K_E, K_A \in \mathbb{R}^{m \times p}$ such that rank$(E + BK_E D) = n$ and the closed loop system (8) is positive.

Compare this with the results in [Muhafzan and Zukalma, 2017].

The following example illustrates the Theorem 2. Consider the system (1) with

$$E = \begin{bmatrix} 20000 & 0 & 0 & 0 \\ 0 & 20000 & 0 & 0 \\ 0 & 0 & 1000 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix}, \quad A = \begin{bmatrix} 13211 & 31211 & 11041 & 11431 \\ 0 & 0 & 0 & 0 \end{bmatrix},$$

$$B = \begin{bmatrix} -0.5 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \\ 2 & 0 & 1 \end{bmatrix}, \quad C = \begin{bmatrix} 2 \\ 0 \\ 1 \\ 0 \end{bmatrix} \quad \text{and} \quad D = \begin{bmatrix} 00001 \\ 00010 \end{bmatrix}.$$

It is clear that $r = 3$ and there exists $\lambda$ such that det$(\lambda E - A)$. Using the matrices

$$Q = \begin{bmatrix} 10000 \\ 01000 \\ 00300 \\ 00001 \end{bmatrix} \quad \text{and} \quad P = \begin{bmatrix} 20000 \\ 01000 \\ 00100 \\ 00100 \end{bmatrix},$$

one can finds that the matrix $E$ is positive equivalent to the matrix

$$M_2 = \begin{bmatrix} 400 \\ 020 \\ 003 \end{bmatrix}.$$

Furthermore we have

$$QB = \begin{bmatrix} 1 & -1 \\ 0 & 1 \\ 0 & 0 \\ 2 & 0 \end{bmatrix}, \quad DP = \begin{bmatrix} 00001 \\ 00010 \end{bmatrix},$$

and

$$QAP = \begin{bmatrix} 23211 \\ 61211 \\ 63333 \\ 63301 \end{bmatrix}.$$

Moreover, it is found

$$B_2 B_2^T D_1 D_2 = \begin{bmatrix} 0.25 & 0 \\ 0 & 1 \end{bmatrix},$$

$$B_1 B_2^T D_1 D_2 = \begin{bmatrix} -0.5 & 0 \\ 0 & 0 \end{bmatrix},$$

$$A_2 + B_1 B_2^T D_1 D_2 = \begin{bmatrix} 30 & 11 \\ 33 & 41 \end{bmatrix},$$

$$A_4 + B_2 B_2^T D_1 D_2 = \begin{bmatrix} 41 & 42 \end{bmatrix}. $$

Therefore, using

$$K_E = K_A = \begin{bmatrix} 0 & 1 \\ 0 & 2 \end{bmatrix}.$$

one find

$$(E + BK_E D)^{-1} = \begin{bmatrix} 0.5 & 0 & 0 & 0.125 \\ 0 & 0.5 & 0 & 0 \end{bmatrix} \in \mathbb{R}_+^{5 \times 5}.$$
This shows that rank \((E + BK_E D)^{-1} = n\) and the closed loop system (8) is positive.

4 Conclusion

A sufficient condition that ensure the existence of the gain matrices \(K_E, K_A \in \mathbb{R}^{m \times p}\) and the closed loop system (8) is positive has been established. This result constitutes a procedure to normalize positively the fractional order continuous disturbance singular system.
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