Bollinger Bands Based on Exponential Moving Average for Statistical Monitoring of Multi-Array Photovoltaic Systems
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Abstract: Monitoring the performance of a photovoltaic (PV) system when environmental parameters are not available is very difficult. Comparing the energy datasets of the arrays belonging to the same PV plant is one strategy. If the extension of a PV plant is limited, all the arrays are subjected to the same environmental conditions. Therefore, identical arrays produce the same energy amount, whatever the solar radiation and cell temperature. This is valid for small- to medium-rated power PV plants (3–50 kWp) and, moreover, this typology of PV plants sometimes is not equipped with a meteorological sensor system. This paper presents a supervision methodology based on comparing the average energy of each array and the average energy of the whole PV plant. To detect low-intensity anomalies before they become failures, the variability of the energy produced by each array is monitored by using the Bollinger Bands (BB) method. This is a statistical tool developed in the financial field to evaluate the stock price volatility. This paper introduces two modifications in the standard BB method: the exponential moving average (EMA) instead of the simple moving average (SMA), and the size of the width of BB, set to three times the standard deviation instead of four times. Until the produced energy of each array is contained in the BB, a serious anomaly is not present. A case study based on a real operating 19.8 kWp PV plant is discussed.
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1. Introduction

The energy performance of a photovoltaic (PV) generator is mainly affected by the irradiance intensity and air temperature. The effects of the environmental conditions have been discussed by several researchers [1–6]. After the installation of a PV plant, its energy performance must be monitored in any condition, with specific attention to the modules [7]. In fact, several approaches and devices are used to detect defects in PV modules, such as infrared analysis [8–11], luminescence [12], and their combination [13], whereas automatic defect detection is proposed in [14,15]. All these approaches focus on single PV modules. Instead, to monitor the whole plant, different strategies are proposed based on neural networks [3,16], statistics [17–20], supervision of the electrical variables [21,22], and circuit simulation [23,24], whereas other approaches use the electrical signals [25,26]. Moreover, predictive models of the produced power are proposed in [17,27–29]; they are based on the comparison between measured and predicted values. While important faults produce drastic variations in the electric variables, low-intensity anomalies, e.g., aging, produce minimal ones. Therefore, it is more difficult to find low-intensity anomalies than important faults. A classification of the PV plants based on the PV power [18] highlights that the medium-sized PV plants are constituted by more than one array, and then they are called multi-array. These PV plants are usually equipped with a basic monitoring...
system that does not provides the use of the environmental parameters. Therefore, it is difficult to evaluate whether the PV plant operation is optimal or not.

Photovoltaic Geographical Information System (PVGIS) [30], reported in Figure 1, can be useful for a preliminary evaluation of the PV plant energy performance. By selecting the location of the PV plant and entering the design data (technology, slope, orientation, etc.), the cloud server estimates the producibility of the proposed PV plant. This service allows for a preliminary evaluation of the PV plant energy performance.

![Image](image_url)

**Figure 1.** Photovoltaic Geographical Information System (PVGIS).

Recently, a statistical method based on the exponentially weighted moving average has been proposed in [17] to investigate faults, such as short circuit, open circuit, and shading. Similar approach has been applied in [29] for fault detection and identification of faults in DC side. These statistical tools are largely used in financial strategies, over of all in technical analysis [31].

The impacts of all the environmental parameters on the energy performance of a PV plant are well-known. In fact, even if there is a high correlation between the produced energy and the irradiance, and a low correlation between the produced energy and the temperature of both module and air, nevertheless, the best fitting should consider all meteorological data [32]. However, these data are always available in large PV plants [33,34], because the costs of the whole infrastructure of the weather station have a limited impact on the total cost of the PV plant. On the other hand, small- to medium-sized PV plants are often not equipped with a weather station, unless the PV plant is intended for research purposes [35]. In these cases, alternative strategies must be implemented.

This paper proposes the use of some statistical tools to monitor the operation of a multi-array PV system not equipped with a weather station. In other words, the proposed strategy is not based on environmental data such as the solar radiation or air temperature. The methodology is based on a combined strategy, and is based on the energy spread of each array and Bollinger bands (BB) [36,37], introduced in 1983 by John Bollinger, chief market analyst for the Financial News Network. In this paper, BB are defined on exponential moving average (EMA) rather than on simple moving average (SMA), as usually occurs.

A real PV plant is studied in this paper, by applying the proposed approach four times for different periods: three months, six months, nine months, and 12 months. The cumulative analysis allows extracting information about incoming criticalities or low-intensity anomalies. The fast detection of any anomaly allows the owner to prevent strong failures, to limit the performance decline [38], and to
comply the payback period, also considering that different PV technologies show different performance loss in the same environmental conditions [39].

The structure of the paper is the following: Section 2 proposes the methodology, Section 3 presents the PV system under investigation, Section 4 applies the methodology, and Section 5 proposes the conclusions.

2. Bollinger Bands, SMA and EMA

This paper focuses attention on multi-array PV plants, \(N\) being the total number of arrays. The measurement system has one acquisition channel for each array; therefore, the measures are independent of each other. The fixed sampling time is \(\Delta t\). The monitoring system acquires the measures of both the DC and AC sides of the inverter. A detailed description of the dataset organization is available in [18], but the proposed methodology is based only on the energy produced by the arrays. Therefore, the statistical tools proposed here can be applied to any PV plant, which collects and stores at least the energy values of each array. A matrix representation of the energy dataset used in this paper for each analyzed period is the following:

\[
E = \begin{pmatrix}
E_{1,1} & \cdots & E_{1,N} \\
\vdots & \ddots & \vdots \\
E_{D,1} & \cdots & E_{D,N}
\end{pmatrix}
\]

(1)

where each column represents an array and each row represents a day. Therefore, the generic element \(E_{j,k}\) is total daily energy produced in the \(j\)th day by the \(k\)th array.

This mathematical organization is valid for monitoring purposes only if the arrays are identical: in this case, all arrays must produce the same energy in the same periods. In fact, since the arrays are close, changing environmental conditions affects all the arrays in the same way. After collecting the energy data, the energy performance monitoring and detection of low-intensity anomalies are based on some statistical tools used in the financial field. A brief introduction follows.

Technical indicators, such as moving average, momentum indicators, relative strength index, and Bollinger Bands, are used in financial markets to forecast the stock trend/price. Technical analysis [31] uses these statistical tools to identify investment opportunities across financial markets, thanks to the forecasting of future price movements. Its strategy is based on three assumptions [31,40]: prices move in trends, history repeats itself, and studying price fluctuations allows the prediction of future shifts in demand and supply. Resuming, technical analysis assumes that the market is characterized by reoccurring patterns, which can be identified and predicted, and technical indicators are precisely the identification tools. The previous three assumptions are valid also for the energy produced by a PV plant, substituting price with energy. Therefore, some technical indicators can be used to monitor the energy performance of PV plants. In fact, they are already used for specific applications on PV plants [41] or energy efficient communication systems [42].

The proposed methodology is based on a combined evaluation of BB and spread between the average energy produced by each array and average energy of the whole PV plant. In this paper, the relative percentual spread of the \(k\)th array, \(S_k(\%)\), is defined as:

\[
S_k(\%) = \frac{\text{avg}(E_k(\Delta T)) - \text{avg}(E_{PV}(\Delta T))}{\text{avg}(E_{PV}(\Delta T))} \times 100
\]

(2)

where \(\text{avg}(E_k(\Delta T))\) is the average energy produced by the \(k\)th array in the period \(\Delta T\) and \(\text{avg}(E_{PV}(\Delta T))\) is the average energy produced by the whole PV plant in the same period. The ideal spread value—if identical arrays produce the same energy amount—is zero, but this occurs rarely, because even two identical PV modules produce slightly different energy. Therefore, an array is considered well working if the spread is lower than 3%. A spread greater than 5% is a clear signal of an anomaly, whereas a spread within 3–5% is an alert.
Instead, the BB are used to evaluate the volatility of the produce energy in a period. The BB approach is based on historical data that are used to calculate the mean and the standard deviation. Usually, the simple moving average (SMA) is used in BB, while two extreme bands, said upper band (UB) and lower band (LB), are calculated as:

\[ UB_n = SMA_n + F \cdot \sigma_n \] 
(3)

\[ LB_n = SMA_n - F \cdot \sigma_n \] 
(4)

where \( n \) is the number of used samples, \( F \) is a dimensionless parameter that varies in \([1,2]\), whereas SMA and deviation standard \( \sigma \) for \( n \) samples are defined as:

\[ SMA_n = \frac{1}{n} \sum_{c=1}^{n} x(c) \] 
(5)

\[ \sigma_n = \sqrt{\frac{1}{n} \sum_{c=1}^{n} \left[x(c) - SMA_n\right]^2} \] 
(6)

with \( x(c) \) being the generic sample. In financial market, the BB approach is applied with \( n = 20 \) samples and \( F = 2 \), such that each of the two bands (UB and LB) is \( 2\sigma \) away from the SMA, while SMA is the middle band (Figure 2).

![Figure 2. Stock price, middle band (simple moving average (SMA) in blue), upper band (UB) and lower band (LB) \( 2\sigma \) away from the SMA. Figure of Albert Callisto, CC BY-SA 4.0, https://commons.wikimedia.org/w/index.php?curid=52884453.](https://commons.wikimedia.org/w/index.php?curid=52884453)

The standard BB method, applied to the energy dataset of a PV plant to monitor its energy performance, does not return significant results for two causes. The former one is the parameter \( F \), the latter one is the SMA. With respect to the parameter \( F \), it defines the channel width in light blue color in Figure 2. In the standard BB method, \( F = 2 \), i.e., the channel width is \( 4\sigma \). As will be explained in Section 4, this channel is too wide when the dataset is constituted by the energy produced by a PV plant. Therefore, after several trainings on different energy datasets of different PV plants, the optimal setting results \( F = 1.5 \), i.e., a \( 3\sigma \) channel width. With respect to the SMA, each sample \( x(c) \) in Equation (5) is weighted as \( \frac{1}{n} \); therefore, older samples have the same weight of more recent samples. However, future values are conditioned more by recent values than by older ones. For this reason, SMA in Equations (5) and (6) is substituted by the exponential moving average (EMA), which assigns exponentially decreasing weighting to older samples. EMA is recursively defined as:

\[ EMA_n = \alpha \cdot x(n) + (1 - \alpha)EMA_{n-1} \] 
(7)

where \( \alpha = \frac{2}{n+1} \) and the initialization is \( EMA_0 = x(0) \).
Finally, in this paper, the upper and lower bands are calculated as:

\[ UB_{20} = EMA_{20} + 1.5 \cdot \sigma_{20} \]  

(8)

\[ LB_{20} = EMA_{20} - 1.5 \cdot \sigma_{20} \]  

(9)

where the subscript 20 represents the number of samples used to calculate BB and EMA.

3. PV Plant under Examination

The studied grid-connected PV system has a peak power of 19.8 kWp (single module has 150 Wp) and is installed in the south of Italy. It contains 132 PV modules distributed in six arrays, while each array contains 22 modules for 3.3 kWp. The slope is 30° and the PV system faces the south. By inserting these values in the PVGIS [30] of the EC-JRC and considering 20% total loss, the estimated yearly energy production is about 25.7 MWh, i.e., 1298 kWh/kWp per year. Instead, the dataset of the real PV plant under examination is constituted by measured values, stored in the datalogger of the PV plant. This datalogger samples at 2 s and stores a unique value after 10 min. The produced energy of this time slot is calculated as \( P_{\text{average}} \cdot 10^6 \) [kWh]. Therefore, the energy sampling time is 10 min; thus, there are 6 samples/h and 144 samples/day. These values are summed, such that a unique energy value per day is stored in the energy dataset. Each daily value considers the atmospheric variability of the environmental conditions. The basic monitoring system sends an alert by SMS if any failure is detected. Obviously, low-intensity anomalies, e.g., aging, are not detected. This paper instead proposes statistical tools to also detect low-intensity anomalies by using the energy data stored in the basic monitoring system.

4. Case Study: Results

The energy performance of the PV plant under examination has been analyzed by the BB and the energy spreads of Section 2. Proposed methodology is implemented in MATLAB R2020a, by using some internal routines and programming a new code. The BB routine of MATLAB is based on a simple or linear MA. The SMA, as explained in Section 2, assigns the same weight to recent and older samples. This approach can be valid for slow variations, but it is not effective when fast variations occur because the oldest samples—very different from the most recent ones—introduce a distortion in the current volatility. To solve this problem, the linear MA (LMA), implemented in the MATLAB BB routine, assigns a decreasing weight to the previous samples. For example, for LMA based on the last 10 periods, it assigns a 10/55 weight to the most recent sample, then 9/55, 8/55, etc., with 55 = 10 + 9 + ... + 1. This approach mitigates the typical bias of SMA but does not solve the problem for fast variations. For this reason, the proposed approach uses EMA that assigns increasing exponential weight to the most recent samples. A graphical comparison among simple, linear, and exponential MA is discussed in Section 5. Instead, the first four subsections focus on the following statistical analyses, based on the energy dataset, where each sample per array is the total daily energy:

- quarter analysis (January–March 2016);
- semester analysis (January–June 2016);
- nine-months analysis (January–September 2016);
- twelve-months analysis (January–December 2016).

The one-month analysis is not performed, since the dataset contains one sample per day and BB is applied on 20 samples; therefore, the first value occurs after 20 samples, i.e., after 20 days. As a result, the one-month analysis makes no sense. The cumulative time window allows understanding how the energy performance of the PV plant varies during the year. For each period and for each array, the following data are plotted: produced energy, \( EMA_{20} \), \( BB_{20} \) with \( F = 1.5\sigma \). To compare the energy produced by the arrays, the diagrams are grouped and placed side by side.
4.1. Three-Months Analysis (January–March 2016)

This dataset contains 91 samples per array and each sample is the sum of 144 energy measurements per day. Figure 3 contains information about the arrays #1, #2, and #3, while Figure 4 refers to arrays #4, #5, and #6. Each column of Figures 3 and 4 refers to a unique array. For example, the first column of Figure 3 contains only information of array #1, and so on for the second and third columns. Figure 3a represents the energy (blue curve) of the array #1 in the period January–March 2016. The horizontal red line is the mean value of the produced energy. Instead, Figure 3b diagrams the same energy dataset (blue curve) and three new curves. The magenta curve is $EMA_{20}$, whereas the red curves are the upper and lower bands, i.e., the BB$_{20}$. These bands are symmetric with respect to the middle curve and the distance is set to 1.5$\sigma$. It is worth noting that the first value of the BB occurs after the first 20 samples, since they are based on $EMA_{20}$.

Figure 3. (a) Energy produced by array #1 in three months and its mean value as red line; (b) upper and lower BB$_{20}$ of array #1 in red color, and $EMA_{20}$ in magenta color. (c,d) refer to array #2. (e,f) refer to Array #3.

Figure 4. (a) Energy produced by array #4 in three months and its mean value as red line; (b) upper and lower BB$_{20}$ of array #4 in red color, and $EMA_{20}$ in magenta color. (c,d) refer to array #5. (e,f) refer to array #6.

By comparing the energy produced by the arrays (first row of Figures 3 and 4), it turns out that the time-series and the mean values are very similar. This is confirmed by Table 1 that reports
the mean energy of each array in the fixed period, the global mean value of all the arrays, and the relative percentual spread between the mean value of each array and the global mean. The spread never exceeds 3%, which is usually considered the reference value for an anomaly alert if persistent, whereas 5% represents the threshold of an almost certain anomaly. Focusing attention on the BB, it turns out that the choice of $1.5\sigma$ for upper and lower bands allows to constrain the produced energy diagram within the BB, apart from some punctual overruns. This occurs for all the arrays. Therefore, the volatility of the produced energy is well represented by a $3\sigma$ channel width. Moreover, it results that the width increases during the time, i.e., the volatility in March is higher than that in January. Combined information of time-series within the BB and spreads lower than the alert threshold returns feedback that no criticality is present.

**Table 1.** Mean energy and spread with respect to the global mean for the quarter analysis.

| Array | 1   | 2   | 3   | 4   | 5   | 6   |
|-------|-----|-----|-----|-----|-----|-----|
| Mean (kWh) | 7.00 | 6.83 | 7.00 | 6.92 | 6.93 | 7.01 |
| Global mean | 6.95 |       |     |     |     |     |
| Spread %    | 0.76 | 1.73 | 0.76 | 0.40 | 0.28 | 0.91 |

4.2. Six-Months Analysis (January–June 2016)

This dataset contains 182 samples per array and each sample is the sum of 144 energy measurements per day. Figures 5 and 6 and Table 2 contain information such as those of Figures 3 and 4 and Table 1, but they refer to a longer time, i.e., January–June 2016.

**Table 2.** Mean energy and spread with respect to the global mean for the semester analysis.

| Array | 1   | 2   | 3   | 4   | 5   | 6   |
|-------|-----|-----|-----|-----|-----|-----|
| Mean (kWh) | 10.85 | 10.49 | 10.77 | 10.56 | 10.64 | 10.77 |
| Global mean | 10.68 |       |     |     |     |     |
| Spread %    | 1.54 | 1.75 | 0.86 | 1.16 | 0.35 | 0.86 |

By comparing the energy produced by the arrays (first row of Figures 5 and 6), it turns out that the time-series and the mean values are very similar. This is confirmed by the data in Table 2. In fact, the spread never exceeds 3%. Focusing attention on the BB, it turns out that the choice of $1.5\sigma$ for upper and lower bands allows us to constrain the produced energy diagram within the BB, apart from some punctual overruns. Moreover, it results that the width increases until March, then remains
constant until May, and finally shrinks in June. It means that the volatility in June is lower than that in May. This result was expected, because the weather in June, in the south of Italy, is usually good. Combined information of time-series within the BB and spreads lower than the alert threshold returns feedback that no criticality is present.

### 4.3. Nine-Months Analysis (January–September 2016)

This dataset contains 274 samples per array and each sample is the sum of 144 energy measurements per day. Figures 7 and 8 and Table 3 contain information such as those of Figures 3 and 4 and Table 1, but they refer to a longer time, i.e., January–September 2016.

#### Table 3. Mean energy and spread with respect to the global mean for the nine-month analysis.

| Array | 1     | 2     | 3     | 4     | 5     | 6     |
|-------|-------|-------|-------|-------|-------|-------|
| Mean (kWh) | 12.74 | 12.35 | 12.66 | 12.66 | 12.53 | 12.66 |
| Global mean | 12.56 |
| Spread % | 1.46 | -1.65 | 0.81 | -1.18 | -0.25 | 0.81 |
4.4. Twelve-Months Analysis (January–December 2016)

This dataset contains 366 samples per array and each sample is the sum of 144 energy measurements per day. Figures 9 and 10 and Table 4 contain information such as those of Figures 3 and 4 and Table 1, but they refer to a longer time, i.e., January–December 2016.

By comparing the energy produced by the arrays (first row of Figures 7 and 8), it turns out that the time-series and the mean values are very similar. This is confirmed by the data in Table 3. In fact, the spread never exceeds 3%. Focusing attention on the BB, it turns out that the choice of 1.5σ for upper and lower bands allows us to constrain the produced energy diagram within the BB, except for the July peak and some punctual overruns. Furthermore, it turns out that the width is narrower in the summer—with low volatility—than in any other season. This result was also expected. Combined information of time-series within the BB and spreads lower than the alert threshold returns feedback that no criticality is present.

Figure 8. (a) Energy produced by array #4 in nine months and its mean value as red line; (b) upper and lower BB20 of array #4 in red color, and EMA20 in magenta color. (c,d) refer to array #5. (e,f) refer to array #6.

Figure 9. (a) Energy produced by array #1 in twelve months and its mean value as red line; (b) upper and lower BB20 of array #1 in red color, and EMA20 in magenta color. (c,d) refer to array #2. (e,f) refer to array #3.
By comparing the energy produced by the arrays (first row of Figures 9 and 10), it turns out that the time-series and the mean values are very similar. This is confirmed by the data in Table 4. In fact, the spread never exceeds 3%. Focusing attention on the BB, it turns out that the choice of 1.5σ for upper and lower bands allows to constrain the produced energy diagram within the BB, except for the July peak and some punctual overruns. Furthermore, it turns out that the width increases after the summer, i.e., the volatility increases, because the weather becomes unstable. Combined information of time-series within the BB and spreads less than the alert threshold returns feedback that no criticality is present. It is important to note that in the October–December period, the diagram of the produced energy frequently touches the lower band, which acts as “support”—that is, a known behavior in the financial field when a price is decreasing [31].

Table 5 groups the spreads of each array in the four analyzed periods. It turns out that arrays #1, #3, and #6 always have positive spreads, and vice versa for the arrays #2, #4 and #5. Therefore, there are three arrays (#1, #3, and #6) that produce more energy than the other three arrays (#2, #4, and #5) in any analyzed period. Moreover, array #1 is the best one in any period, apart from the first period (0.76). It probably has the best sun exposure. Instead, array #2 is the worst one in any period; even if it never exceeds the 3% threshold, it requires specific attention to understand if the low values are due to an external cause (e.g., partial shading for an obstacle) or to premature aging. Array #5 has values closer to zero than other arrays in any period; therefore, its behavior is representative of the average behavior of the PV system. Arrays #3, #4, and #6 have values around 1% almost always.

Table 4. Mean energy and spread with respect to the global mean for the twelve-months analysis.

| Array | 1   | 2   | 3   | 4   | 5   | 6   |
|-------|-----|-----|-----|-----|-----|-----|
| Mean (kWh) | 11.59 | 11.01 | 11.28 | 11.10 | 11.17 | 11.33 |
| Global mean | 11.21 |       |       |       |       |       |
| Spread % | 1.20 | −1.72 | 0.66 | −0.94 | −0.35 | 1.15 |

Table 5. Spread of each array in each period.

| S_k (%) | 1   | 2   | 3   | 4   | 5   | 6   |
|---------|-----|-----|-----|-----|-----|-----|
| 3 months | 0.76 | −1.73 | 0.76 | −0.40 | −0.28 | 0.91 |
| 6 months | 1.54 | −1.75 | 0.86 | −1.16 | −0.35 | 0.86 |
| 9 months | 1.46 | −1.65 | 0.81 | −1.18 | −0.25 | 0.81 |
| 12 months | 1.20 | −1.72 | 0.66 | −0.94 | −0.35 | 1.15 |
4.5. Comparison among Simple, Linear and Exponential MA

The BB of the previous analyses were based on EMA, whereas the standard application of the BB considers SMA or LMA. John Bollinger advises to always use 20 periods for MA to avoid false signals. For financial purposes, the upper and lower bands are defined as $UB/LB = \text{AVG} \pm 2\sigma$, and the width is $4\sigma$. This choice is too large to analyze the energy data of a PV plant, because its volatility is limited during the whole year. In fact, whatever the environmental conditions in a whole year, the energy time series of each arrays always has the typical quasi-Gaussian waveform represented by the magenta curves in Figures 9 and 10. As a result, the yearly variability of the atmospheric phenomena on the same PV plant, installed in the same place, is limited. However, too large a space between the upper and lower bands is as ineffective as too small a space. After many applications on different energy datasets of different PV plants, the optimal choice returns a width of $3\sigma$, i.e., $UB/LB = \text{AVG} \pm 1.5\sigma$. A comparison among the BB based on SMA, LMA, and EMA is reported in Figure 11. The three cases are based on the same parameters: 20 periods for the MA and $F = 1.5$. The black arrows indicate the samples out of the BB: 14 samples for SMA, 9 for LMA, and 6 for EMA. Therefore, the width based on EMA is the best fitting.

![Simple, linear and exponential MA for the total daily energy of Array 2](image)

Figure 11. Comparison among the BB of EMA (a), LMA (b), and EMA (c). Width is $3\sigma$.

5. Conclusions

The proposed statistical approach to supervise the performance of multi-array and small- to medium-rated power (3–50 kWp) PV plants is useful when meteorological data are not available. The procedure is cumulative because new energy samples are added to the previous ones before starting the new statistical analysis. The case study is a real operating PV system and the cumulative dataset is based on three, six, nine, and twelve months. The paper introduces two important modifications to the standard BB method. The former one is to use EMA$_{20}$ instead of SMA$_{20}$ or LMA$_{20}$. The latter one is to set $F = 1.5$ instead of $F = 2$. The results of the case study with these new settings allow several
considerations. The BB method can follow the variability of the energy performance of a PV plant due to the variability of the environmental conditions. In fact, the narrow channel of the BB during the summer depends on the low variability of the environmental conditions in that season, and vice versa in the other seasons. However, BB are calculated for each single array, without any correlation with the other arrays; therefore, even if BB method can detect a strong failure in a single array, it cannot detect a low-intensity anomaly. This implies that the BB method is able to detect even a low-intensity anomaly only if used in combination with at least one other index, which allows to compare the energy performance of the arrays. This paper has proposed use of the relative percentual spread to support the BB method, but future work will be focused in exploring the effectiveness of other statistical tools.
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