Dynamics of screening in photodoped Mott insulators
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We use a nonequilibrium implementation of extended dynamical mean-field theory in combination with a noncrossing approximation impurity solver to study the effect of dynamical screening in photoexcited Mott insulators. The insertion of doublons and holes adds low-energy screening modes and leads to a reduction of the Mott gap. The coupling to low-energy bosonic modes furthermore opens new relaxation channels and significantly speeds up the thermalization process. We also investigate the effect of the energy distribution of the photodoped carriers on the screening.
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I. INTRODUCTION

Driving a material out of equilibrium by a strong laser pulse can provide new insights into correlation phenomena [1–4] and even induce transitions into nonthermal “dark” states [5]. A conceptually rather simple example of a pulse induced nonequilibrium phase transition is the photodoping of a Mott insulator [6–9]. In these experiments, a pulse with frequency larger than the Mott gap produces doublon-hole pairs and hence results in a nonthermal conducting state. While the metallization happens on a femtosecond time scale, the relaxation back to a Mott insulating state can take several picoseconds [6].

On the theoretical side, different aspects of the photodoping and thermalization process have been recently investigated. In a system with sufficiently large gap, the relaxation proceeds in two stages. In the first stage, the photodoped carriers “thermalize” within the Hubbard band due to electron-electron scattering, or loose their kinetic energy due to scattering with phonons [10,11] or spins [12–14]. Scattering processes, which change the number of doublon-hole pairs, necessary for thermalization, depend exponentially on the gap size [15,16]. In small-gap insulators, the initial kinetic energy of the photodoped carriers may be sufficient for “impact ionization” [17], which introduces an additional time scale into the problem.

An important aspect, which has not been considered in these previous studies based on the nonequilibrium dynamical mean-field approximation [18], is the effect of screening from longer-ranged Coulomb interactions. The interaction parameters used within a (extended) Hubbard-model type description are partially screened interactions, which can be obtained from the fully screened interaction by removing the screening processes within the subspace of the low-energy model [19]. The low-energy screening is, however, very different in a Mott insulator and in a metal. If mobile carriers are inserted into a Mott insulator by photodoping, the screening of the Coulomb interaction will change, and this should have a noticeable effect on the nature of the photodoped state and on the relaxation processes. Other effects of the longer-range Coulomb interaction on the nonequilibrium dynamics have been studied in a one-dimensional chain using the time-dependent Lanczos method. There, a local enhancement of charge (spin) order [20,21] and an appearance of in-gap states [22] can be observed. The screening of charge carriers under nonequilibrium conditions has also been studied experimentally [23] and theoretically [24,25] in semiconducting materials.

A method, which captures the screening from long-range Coulomb interactions, is the extended dynamical mean-field theory (EDMFT). While this formalism has been developed more than a decade ago [26–28], an accurate numerical implementation has only recently become feasible [29–31]. Applications to the Hubbard model with on-site and intersite interactions have clarified the phase diagram and the dominant low-energy screening modes in the insulating and metallic phase [32]. Here, we extend EDMFT to the nonequilibrium domain by implementing the scheme on a Kadanoff-Baym contour. For numerically efficient simulations, we develop a real-time impurity solver which combines a hybridization expansion with a weak-coupling expansion in the retarded interaction at the noncrossing approximation (NCA) level. This formalism allows us to study the dynamical screening effect after a photodoping excitation of Mott insulators in real time. We show that the screening, and the associated possibility to emit and absorb plasmons, influences the thermalization process in significant ways and that the doping-induced screening of the Coulomb interaction has an effect on the gap size of photodoped Mott insulators. We also show evidence for nontrivial transient states induced by time-dependent changes of the screening environment.

This paper is organized as follows. In Sec. II, we discuss the nonequilibrium generalization of EDMFT and its implementation using an impurity solver which combines the noncrossing approximation with a weak-coupling expansion for the retarded interaction. In Sec. III, we analyze the relaxation dynamics of doublons after a photodoping pulse, the doping-induced changes in the electron spectral function and in the screening modes, and the effect of the energy distribution of the carriers on the screening. While most of the results pertain to Mott insulators, we also consider the photodoping of strongly correlated metals and in particular the effect of the destruction of the quasiparticle peak on the screening. Section IV is a conclusion and outlook.
II. MODEL AND METHOD

A. U-V Hubbard model

We consider the single-band U-V Hubbard model on the two-dimensional square lattice

\[ H(t) = -\sum_{\langle ij \rangle \sigma} t_{ij}(c_{i\sigma}^\dagger c_{j\sigma} + H.c.) - \mu \sum_i n_i \]

+ \int_0^t U(t)(n_i^+ - \frac{1}{2})(n_i^- - \frac{1}{2}) d^3x dt,

+ \int_0^t V(t)(n_i - 1)(n_j - 1),

where \( c_{i\sigma} \) denotes the annihilation operators of a fermion with spin \( \sigma \) at the lattice site \( i \), \( n_i = n_{i\uparrow} + n_{i\downarrow} \), \( s(t) \) is the hopping integral between neighboring sites, whose time dependence captures the effect of an in-plane electric field, \( \mu \) is the chemical potential, \( U \) is the on-site interaction energy, and \( V \) is the interaction energy between two electrons on neighboring sites. The case \( V = 0 \) corresponds to the conventional Hubbard model. Using the identity \( (n_i - 1)(n_j - 1) = 2(n_i - 1/2)(n_j - 1/2) + 1/2 \), we can combine the interaction terms as \( \frac{1}{2} \sum_{ij} v_{ij}\hat{n}_i\hat{n}_j \) with \( \hat{n} = n - 1 \) the density fluctuation operator (for the case of half-filling),

\[ v_{ij} = U\delta_{ij} + V\delta_{ij}, \]

and a shift of the chemical potential \( \mu \rightarrow \tilde{\mu} = \mu + U/2 \).

The grand-canonical partition function is \( Z = \text{Tr} [ \mathcal{T}_C e^{S} ] \), where \( \mathcal{T}_C \) denotes the contour-ordering operator for the Kadanoff-Baym contour, which runs from time 0 to some maximum simulation time \( t_{\text{max}} \) along the real-time axis, back to 0 along the real-time axis, and then to \( -i\beta \) along the imaginary-time axis. Following Ref. [31], we express \( Z \) as a coherent-state path integral, \( Z = \int \mathcal{D}[c_c^\dagger, c_c] e^{S} \) with the action given by

\[ S[e^e, c] = -i \int_0^\beta \int_0^\beta dt dt' \sum_{i\sigma} c_i^\dagger(t) [(\{G_0^{H}\}^{-1})_{ij}(t,t') c_j(t) + \frac{1}{2} \sum_{i\sigma} \phi_i(t) [v^{-1}]_{ij}\hat{n}_i(t) \hat{n}_j(t') \],

In order to decouple the interaction term, we will use the Hubbard-Stratonovich identity

\[ \exp \left( \frac{1}{2} \int_0^\beta dt dt' \sum_{i\sigma} b_i(t) A_{ij}(t,t') b_j(t') \right) = \int \mathcal{D}[x_i(t), x_j(t), \ldots] \frac{1}{\sqrt{2\pi}^{\beta} \text{det} A} \exp \left[ i \left( \int_0^\beta dt dt' \left( -\frac{1}{2} \sum_{i\sigma} x_i(t)[A^{-1}]_{ij}(t,t') x_j(t') - \sum_i x_i(t) b_i(t) \delta_c(t,t') \right) \right) \right], \]

where \( A \) is a real symmetric positive-definite matrix and \( b_i(t) \) and \( x_i(t) \) are fields defined on the contour. We will perform the so-called “UV decoupling” [31], where the full interaction term is decoupled via an auxiliary bosonic field \( \phi_i \). Choosing \( b_i = i\tilde{n}_i \), \( A_{ij} = v_{ij} \), and \( x_i = \phi_i \), the transformed action becomes

\[ S[e^e, c, \phi] = -i \int_0^\beta dt dt' \left[ -\sum_{i\sigma} c_i^\dagger(t) [(\{G_0^{H}\}^{-1})_{ij}(t,t') c_j(t') + \frac{1}{2} \sum_{i\sigma} \phi_i(t) [v^{-1}]_{ij}\delta_c(t,t') \phi_j(t') + \frac{1}{2} \sum_{i\sigma} \phi_i(t) \delta_c(t,t') \tilde{n}_i(t') \right], \]

where we have introduced the fermionic Green’s function \( \{G_0^{H}\}^{-1} \) \( \delta_c(t,t') \). The fermionic and bosonic Green’s functions for this action are

\[ G_{ij}(t,t') = -i(c_i(t)c_j(t')^\dagger), \quad W_{ij}(t,t') = i(\phi_i(t)\phi_j(t')^\dagger), \]

with the expectation values defined as \( \langle \ldots \rangle = \frac{1}{2} \int \mathcal{D}[c_c^\dagger, c_c] e^{S} \ldots \).

B. Nonequilibrium EDMFT

The EDMFT approximation maps the lattice problem onto a single-site effective action

\[ S_{\text{imp}}^{e^e} e^{h_{\text{imp}}} = e^{\mathcal{S}^e} e^{\mathcal{T}_{\text{imp}}[\ln(t)]}, \]

where the electronic action \( S_e \) is given by

\[ S_e[e^e, c] = -i \int_0^\beta dt dt' \left[ -\sum_{\sigma} c_{\sigma}^\dagger(t) [G_{\text{imp}}^{e^e}]^{-1}(t,t') c_{\sigma}(t') \right] + \frac{1}{2} \tilde{n}(t) \mathcal{U}(t,t') \tilde{n}(t'). \]
In EDMFT, the impurity Dyson equations for $G_{\text{imp}}(t,t') = -i\langle e(t)e^\dagger(t') \rangle_{\text{imp}}$ and $W_{\text{imp}} = i\langle \phi(t)\phi(t') \rangle_{\text{imp}}$ are given by

\begin{align}
G_{\text{imp}} &= G_0 + G_0 \star \Sigma \star G_{\text{imp}}, \\
W_{\text{imp}} &= \mathcal{U} + \mathcal{U} \star \Pi \star W_{\text{imp}},
\end{align}

where $\Sigma$ ($\Pi$) is the fermionic (bosonic) self-energy and the star denotes the convolution on the contour. The bosonic propagator $W_{\text{imp}}$ and the retarded interaction $\mathcal{U}$ are connected through the charge-charge correlator $\chi_{\text{imp}}(t,t') = \langle T_{\bar{c}}\bar{n}(t)\bar{n}(t') \rangle$ as (see Appendix)

\begin{align}
W_{\text{imp}} &= \mathcal{U} - \mathcal{U} \star \chi_{\text{imp}} \star \mathcal{U}.
\end{align}

The solution of the impurity problem, i.e., the calculation of $G_{\text{imp}}$ and $W_{\text{imp}}$ is described in Sec. II C. From the Dyson equations (9) and (10), we obtain the self-energies $\Sigma$ and $\Pi$, and the EDMFT approximation identifies these with the lattice self-energies. The solution of the lattice Dyson equations

\begin{align}
G_k &= G_{0,k} + G_{0,k} \star \Sigma \star G_k, \\
W_k &= v_k + v_k \star \Pi \star W_k,
\end{align}

then yields an approximation for the lattice Green’s functions $G_k$ and $W_k$, and from these we can estimate the local lattice Green’s functions $G_{\text{loc}}$ and $W_{\text{loc}}$ by averaging over $k$. The EDMFT self-consistency condition demands that $G_{\text{loc}} = G_{\text{imp}}$ and $W_{\text{loc}} = W_{\text{imp}}$. Therefore updated Weiss fields can be obtained from the impurity Dyson equations (9) and (10) by replacing the impurity Green’s functions with the local lattice Green’s functions. The solution of the impurity problem (8) via (11), the impurity and lattice Dyson equations (9) and (10) and (12) and (13), the EDMFT approximation for the lattice self-energies, and the EDMFT self-consistency equations for $G_{\text{loc}}$ and $W_{\text{loc}}$ form the closed set of nonequilibrium EDMFT equations.

The nonequilibrium EDMFT calculation is implemented as a stepwise time-propagation, which starts from an equilibrium EDMFT solution at time $t = 0$. For each time step along the real-time axis, we iterate the following procedure until convergence is reached: (1) start with some initial guess for the dynamical mean fields $\Delta(t,t')$ and $D(t,t')$ (for example, extrapolations of the converged solution for the previous time step); (2) solve the impurity problem and obtain $G_{\text{imp}}(t,t')$ and $W_{\text{imp}}(t,t')$ as described in the Sec. II C; and (3) obtain a new approximation for the dynamical mean fields by closing the lattice self-consistency relations as described in Sec. II D.

Since we will use a strong-coupling impurity solver [16], the implementation of the self-consistency loop needs to be slightly reformulated. While the scheme for the fermionic self-consistency loop has been discussed in Ref. [18], we will explain the implementation of the bosonic self-consistency loop in Sec. II D.

C. Impurity solver

In order to solve the impurity problem corresponding to the action (8), we combine a hybridization expansion and a weak-coupling expansion in powers of the retarded density-density interaction. It is therefore convenient to first express the partition function in terms of $\Delta$ and $D$ as $Z = \text{Tr}_e[T_0e^S]$, with the contour action

\begin{align}
S &= -i \int_\mathcal{C} dt dt' \sum_\sigma c_\sigma^\dagger(t)\Delta_{\sigma}(t,t')c_\sigma(t') \\
&\quad + \frac{1}{2} \int_\mathcal{C} dt dt' \bar{n}(t)D(t,t')\bar{n}(t') + \int_\mathcal{C} dt H_{\text{loc}}(t) + \text{const.}
\end{align}

and $H_{\text{loc}}(t) = -\tilde{\mu} \sum \bar{n}(t) + U(t)\bar{n}(t)\bar{n}(t)$. The double expansion then leads to

\begin{align}
Z &= \sum_{n=0}^\infty \sum_{m=0}^\infty \left( \frac{-i}{n!} \right) \left( \frac{-i}{m!} \right) \sum_{\sigma_1...\sigma_\Lambda} \text{Tr} \left[ \int dt_1 ... dt_n \right. \\
&\quad \times \left. \int dt_1' ... dt_m \bar{T}_0 e^{-\int_{t_1}^{t_1'} dt H_{\text{loc}}(t')} \bar{c}_{\sigma_1}(t_1) c_{\sigma_1}(t_1') \right] \\
&\quad \times \bar{c}_{\sigma_n}(t_n)c_{\sigma_n}(t_n')\bar{n}(t_1)\bar{n}(t_1')...\bar{n}(t_m)\bar{n}(t_m') \\
&\quad \times \Delta_{\sigma_1}(t_1,t_1')...\Delta_{\sigma_n}(t_n,t_n')D(t_1,t_1')...D(t_m,t_m').
\end{align}

In order to evaluate the trace over the electronic configurations, one can insert a complete set of eigenstates of $H_{\text{loc}}$, $\sum |n\rangle \langle n|$, between consecutive operators $O$ and factor the trace into a product of impurity propagators $g$ and hybridization vertices for electrons ($F^\sigma$) or bosons ($K$):

\begin{align}
g_{\sigma}(t,t') &= -i \langle n| T_0 e^{-\int_{t_1}^{t_1'} dt H_{\text{loc}}(t')} |n \rangle, \\
F^\sigma_{\text{num}} &= \langle n | c_{\sigma} | m \rangle, \\
K_{\text{num}} &= \delta_{nm} \langle \bar{n} | \bar{n} | n \rangle.
\end{align}

The Taylor expansion of the partition function can then be represented as the sum of all diagrams made up of bare impurity propagators and vertices connected by $\Delta$ and $D$ lines, in analogy to the discussion for the Hubbard model in Ref. [18]. The vertices corresponding to the coupling between the pseudoparticles and the hybridization function $\Delta$, and the coupling between pseudoparticles and the retarded interaction $D$ are shown Fig. 1(a).

\begin{figure}[h]
(a) $\rightarrow$ $g$ \quad \rightarrow$ $\Delta$ \quad $\rightarrow$ $D$ \\
(b) $\Phi = \rightarrow$ $+ \rightarrow$ $F^\sigma$ \quad $\rightarrow$ $= K$
\end{figure}

\begin{figure}[h]
(c) $\Sigma = \rightarrow$ $+ \rightarrow$ $+ \rightarrow$
\end{figure}

FIG. 1. (a) Vertices representing the coupling between pseudoparticle propagators (solid lines) and hybridization functions (dashed lines), or between pseudoparticle propagators and retarded interactions (wavy lines). (b) The lowest-order diagrams (in $\Delta$ and $D$) contributing to the Luttinger-Ward functional. (c) The pseudoparticle self-energy diagrams corresponding to the approximation (b) for the Luttinger-Ward functional.
To resum the series, we define the pseudoparticle self-energy $\Sigma_\rho$, as a sum of all parts of the diagrams, that cannot be separated into two by cutting one pseudoparticle propagator line. With this we can define the renormalized pseudoparticle propagator $\mathcal{G}$ via the pseudoparticle Dyson equation

$$\mathcal{G} = g + g \otimes \Sigma_\rho \otimes \mathcal{G},$$

where the star with arrow denotes the cyclic convolution $\int dt_a(t,i)U(t,i)\delta(t,i')$ restricted to countour-ordered time arguments $t > i > t'$ (cyclic time ordering), for details see Ref. [16].

In practice, we need to truncate the self-energy expansion at a given order in $\Delta$ and $\mathcal{D}$; to obtain a conserving approximation, we construct a Luttinger-Ward functional $\Phi$ from all vacuum skeleton diagrams involving fully renormalized pseudoparticle propagators and the corresponding vertices. The lowest-order perturbative strong-coupling method is called noncrossing approximation (NCA) [34,35], because it sums all diagrams without crossing $\Delta$ and/or $\mathcal{D}$ lines. We will use this approximation in the present study for the nonequilibrium case.

A detailed derivation of the strong-coupling equations on the Keldysh counour has been presented for the Hubbard model in Refs. [16,18]. In this case, the NCA diagrams for $\Phi$ contain just one $\Delta$ line. The generalization to the partial resummation of the series given in Eq. (15) includes an additional diagram with a single $\Delta$ line, see Fig. 1(b). The expansion of the partition function in Eq. (15) includes terms with crossing electron and boson propagators, but the lowest-order $\Phi$ diagram, which produces these terms is $O(K^2F^2)$ or $O(F^2K^4)$ and will be neglected in our calculations.

The self-energies are obtained as a functional derivative of the Luttinger-Ward functional with respect to the corresponing pseudoparticle propagators,

$$\Sigma_\rho(t,t') = \frac{\delta \Phi}{\delta \mathcal{G}(t',t)},$$

and are depicted for the NCA case in Fig. 1(c). The explicit expression for these diagrams is

$$\Sigma_\rho(t,t') = -i\left[ F_{pm}^\sigma g_{mn}(t,t') F_{np}^\sigma \Delta_\rho(t,t') + F_{pm}^\sigma g_{mn}(t,t') F_{np}^\sigma \Phi_\rho(t',t) \right] - i\left[ K_{pm} g_{mn}(t,t') K_{np} \Phi(t,t') \right].$$

D. Lattice Dyson equation

We need to solve the lattice Dyson equations in order to obtain new approximations for the Weiss functions. In EDMFT, the impurity and the lattice Dyson equations for the fermions read

$$G_{\text{imp}}^{-1}(t,t') = G_0^{-1}(t,t') - \Sigma(t,t'),$$

$$G_k^{-1}(t,t') = (i\hbar + \mu)\delta(t,t') - E_k(t,t') - \Sigma(t,t'),$$

where we have introduced $E_k(t,t') = \epsilon_k(t,t')$. In order to close the self-consistency loop for the electrons, we can proceed as described in Sec. II B 4 of Ref. [18], but the bosonic self-consistency loop requires some modifications.

The impurity and the lattice Dyson equations for the bosons read

$$W_{\text{imp}}^{-1}(t,t') = U^{-1}(t,t') - \Pi(t,t'),$$

$$W_k^{-1}(t,t') = v_k^{-1}(t,t') - \Pi(t,t'),$$

where the Weiss field is given by $U(t,t') = U_0(t,t') + \mathcal{D}(t,t')$ and $U_0(t,t') = U\delta(t,t')$. Note that the inverse of the bosonic Weiss field appears in the Dyson equation, so we have to calculate $U^{-1}$. We make the ansatz $U^{-1} = U_0^{-1} - B$. Since $U \ast U^{-1} = \delta(t)$, the components $U_0^{-1}$ and $B$ have to satisfy the condition $(U_0 + \mathcal{D}) \ast (U_0^{-1} - B) = \delta(t)$. From this and the relation $U_0^{-1} = \frac{1}{U}(\delta C(t,t'))$, one finds

$$\left[ \delta C(t,t') + \frac{1}{U}(\delta \mathcal{D}(t,t')) \right] \ast B(t,t') = \frac{1}{U}(\delta \mathcal{D}(t,t')) \
\mathcal{D}(t,t') \ast B(t,t') = \frac{1}{U}(\delta \mathcal{D}(t,t')),$$

so that the equation for $B(t,t')$ is a numerically stable integral equation.

Next, we define the bosonic function $u^{-1}(t,t') = U_0^{-1}(t,t') - \Pi(t,t')$, which allows us to write the impurity Dyson equation as

$$W_{\text{imp}}^{-1}(t,t') = u^{-1}(t,t') - B(t,t'),$$

$$1 + W_{\text{imp}} \ast B \ast u = W_{\text{imp}}.$$
We now use again Eqs. (25) and (26) with the substitutions

\[ G = W_k, \quad Q = u, \quad F = -u * A_k = -U(t) a_k(t) \delta(t,t') - u^{\text{reg}}(t,t') a_k(t) \]:

\[
W_k(t) = \frac{U(t)}{1 - U(t) a_k(t)} = (U + v^{\text{nonloc}}(t),)
\]

\[
\left[ 1 - \frac{u^{\text{reg}}(t,t') a_k(t)}{1 - U(t) a_k(t)} \right] * W_k^{\text{reg}}
\]

\[
= \left[ 1 - \frac{u^{\text{reg}}(t,t')}{1 - U(t) a_k(t)} + \frac{u^{\text{reg}}(t,t') a_k(t) (U + v_k(t'))}{1 - U(t) a_k(t)} \right]. \tag{30}
\]

The sum over \( k \) for the instantaneous term \( W_k \) gives the correct instantaneous contribution for the local bosonic propagator:

\[
\sum_k (U + v^{\text{nonloc}}) = U. \quad \text{In analogy to the electronic case, we take the sum over} \quad k \ \text{in Eq. (29) and use Eq. (24) to obtain} \quad W_1:
\]

\[
B * W_{\text{imp}} = \sum_k A_k * W_k \equiv W_1, \tag{31}
\]

where in the middle expression the instantaneous contribution vanishes, \( \sum_k A_k (U + v_{\text{nonloc}}) = \sum_k v_{\text{nonloc}} / U = 0 \), in agreement with the left-hand side. After inserting the conjugate of Eq. (29), namely, \( W_k = u + W_k * A_k * u \), and \( W_{\text{imp}} = u + W_{\text{imp}} * B * u \) into Eq. (31), we find

\[
B + B * W_{\text{imp}} * B = \sum_k [A_k + A_k * W_k * A_k] \equiv W_2, \tag{32}
\]

where the instantaneous contribution to the middle expression vanishes due to \( \sum_k \frac{u_k}{U} + \sum_k v_k U (U + v_k) = \sum_k \frac{U}{U} = 0 \). The regular part \( B \) of the new \( U^{-1} \) can now be calculated from

\[
(1 + W_1) * B = W_2. \tag{33}
\]

We still need to obtain the expression for the retarded interaction \( \mathcal{D}(t,t') \) and therefore we once more use Eq. (22) in the form

\[
(1 - U(t) B(t,t')) * \mathcal{D}(t,t') = U(t) B(t,t') U(t'), \tag{34}
\]

which is again a stable Volterra integral equation.

### E. Benchmarks in equilibrium

To test the accuracy of the impurity solver, we compare some equilibrium results for the double occupancy with numerically exact Monte Carlo data [30]. Instead of an EDMFT solution for the extended Hubbard model, we first consider DMFT results for the Holstein-Hubbard model. In this case, there is only one bosonic mode with frequency \( \omega_0 \) and coupling strength \( \lambda \). The bosonic Weiss field is given by the single bosonic mode propagator

\[
\mathcal{D}(t,t') = \frac{\lambda^2}{\pi} \text{Tr}[\rho(t) \rho(t')] = -i \lambda^2 \text{Tr}[\phi(t) \phi(t')] \quad \text{where} \quad \Phi denotes the conjugate momentum. The black solid and dashed lines in panel (a) of Fig. 2 show the double occupation for \( \beta = 5, U = 10 \), and \( \omega_0 = 2 \) obtained from the combined hybridization and weak-coupling expansion, with the solid line corresponding to the NCA approximation and the dashed curve to the one-crossing approximation (OCA), which considers self-energy diagrams with at most one crossing \( \Delta \) and/or \( \Phi \) line. The Monte Carlo result, which considers all relevant diagrams, is shown by the green dots.

For \( U = 10 \), the model without phonon coupling is in the Mott insulating phase. As \( \lambda \) is increased, the Coulomb interaction gets screened and the double occupancy increases. Around \( \lambda \approx 3.0 \), the solution crosses over to the bipolaronic insulating phase, which is marked by a large value of the double occupancy, see inset of Fig. 2(a). (At lower temperature, the transition to the bipolaronic insulator occurs via an intermediate metallic phase, see Ref. [30].) As expected, the NCA approximation overestimates the correlation effects and thus underestimates the double occupation, while the OCA approximation is quantitatively more accurate. We also see that the weak-coupling treatment of the electron-phonon interaction correctly captures the screening effect, i.e., while the double occupancy is shifted to lower values (as expected in an NCA / OCA calculation), it exhibits the correct \( \lambda \) dependence in the weak-coupling regime. The method, however, does not capture the transition into the bipolaronic state.

For comparison, we also show with red lines the equilibrium results from an alternative scheme in which the phonons are first decoupled by a Lang-Firsov transformation and then integrated out. The Monte Carlo method is actually based on such a decoupling [29,30], and the NCA/OCA approximation
of this Lang-Firsov approach has been discussed in Ref. [36]. In the small-$\lambda$ regime, this approximate method is slightly less accurate than the combined hybridization and weak-coupling expansion discussed in this work. On the other hand, the Lang-Firsov method is not limited to small phonon couplings and correctly captures the crossover to the bipolaronic phase.

We next test the EDMFT solution for the $U$-$V$ Hubbard model. The comparison of the double occupancy $n_d$ to the QMC results shows a similar trend as found in the Holstein-Hubbard calculations, see Fig. 2(b). The NCA approximation underestimates the double occupation, but correctly captures the screening effects in the weak-coupling regime $V \lesssim 3.5$.

Since the combined NCA and weak-coupling approach provides a qualitatively correct description of the physics in the Mott insulator, as long as one stays away from the charge-ordered phase, we will use it in the rest of this work to investigate the real-time dynamics of photodoped Mott insulators and of models in the metal-insulator crossover regime.

III. RESULTS

We use the nonequilibrium EDMFT scheme to simulate the time evolution of a $U$-$V$ Hubbard model in which an electric field pulse produces a nonthermal occupation of doublons and holes. The photodoping induced changes and the relaxation and eventual thermalization are illustrated by measuring the fermionic and bosonic spectral functions, as well as the double occupancy. To incorporate the electric field into the model, we use a gauge with pure vector potential ($A$), so that the electric field is given by $E = -\partial_t A$. The vector potential enters Eq. (1) via the Peierls substitution, i.e., the hopping integrals $t_{ij}(t)$ acquire a time-dependent phase factor, or, equivalently, the band energies $\epsilon_k$ are shifted as $\epsilon_k \rightarrow \epsilon_k - A(t)$ [37,38]. Specifically, we use a pump pulse of the form $E(t) = E_0 \sin(\omega t - t_0) \exp(-4.6(\omega t - t_0)^2/t_0^2)$ with frequency $\omega$, amplitude $E_0$, and a Gaussian envelope. The width of the pulse, $t_0 = 2\pi/\omega$, is chosen such that the envelope accommodates a single cycle. Unless otherwise stated, the pulse frequency is $\omega = 8.0$. The calculations are done for a 2D square lattice with bandwidth $W = 8|s|$ and the field is pointing along the lattice diagonal. We use $|s|$ as the unit of energy, and $\hbar/|s|$ as the unit of time.

A. NCA phase diagram

Before proceeding to the nonequilibrium dynamics we will consider the equilibrium properties in two different phases, namely the paramagnetic Mott insulating and metallic phase. In equilibrium, the Mott insulator is characterized by a well defined gap in the equilibrium spectral function $A(\omega) = -\frac{1}{2} \text{Im}[G^R(\omega)]$, while the metallic phase shows a coherent quasiparticle peak, see Fig. 3(a). Within the NCA approximation we are limited to rather high temperatures, $T \gtrsim 1/20$.

**FIG. 3.** (Color online) (a) Equilibrium spectral functions for $\beta = 20$ and indicated values of $U$ and $V$. (b) Equilibrium phase diagram in the space of $U$ and $V$ at $\beta = 20$. The dashed line roughly indicates the metal-insulator crossover defined by the appearance of a quasiparticle peak. (c) and (d) The equilibrium spectral function $A(\omega)$ for $U = 12$ (c) and $U = 7$ (d) for indicated values of the nearest-neighbor interaction $V$. The insets show the spectra on a logarithmic scale.
Although this temperature lies above the end-point of the Mott transition line, one nevertheless still observes a relatively sharp crossover between the metallic and insulating regimes. We determined the boundary between the metallic and insulating regimes by the (dis)appearance of the quasiparticle peak in the equilibrium spectral function. This crossover line is plotted in Fig. 3(b).

In order to understand the effect of the nonlocal interaction $V$, we show the spectral functions for $U = 12$, deep in the Mott insulator, in Fig. 3(c) and for a system close to the MIT at $U = 7$ in Fig. 3(d). In the Mott insulator, increasing the nearest-neighbor coupling $V$ causes a slight shift of the Hubbard band toward lower frequencies and an enhanced weight of the high energy plasmon satellite, see inset of Fig. 3(c). Note that the high-energy peak is already present in the $V = 0$ case (Hubbard model), where it is a consequence of higher-order processes entering the strong-coupling diagrams via the hybridization function [39]. This can be easily understood in the case of the Bethe lattice, where the lattice self-consistency condition simplifies to $\Delta(t,t') = \langle \sigma \sigma \rangle_0^2 G_{\text{imp}}(t,t')$. The hybridization function is within NCA given by a bubble of pseudoparticle Green’s functions [16], which also leads to excitations of $2U$ from the lower Hubbard band, i.e. to a sideband at $\omega \approx -U/2 + 2U = 3U/2$. The enhancement of this peak with increasing nearest-neighbor interaction $V$ is a consequence of plasmonic excitations, with characteristic energy $U$, from the upper Hubbard band. These excitations contribute spectral weight at the same energy $\omega \approx U/2 + U = 3U/2$. Close to the MIT the increased screening due to the intersite interaction leads to a crossover to a coherent metallic state as a function of $V$ [cf. data for $V = 2$ and $U = 7$ in Fig. 3(d)], and a significant increase of spectral weight at high frequencies [31,32,40].

### B. Enhanced doublon relaxation due to dynamical screening

In the following, we focus on the nonequilibrium dynamics deep in the Mott insulating regime and close to the crossover line. In Fig. 4, we plot the time evolution of the double occupancy after the pump. The amplitude of the pump is chosen such that a relatively high density of charge excitations is created in the system. (For $U = 10, V = 2$ the change in the double occupancy is $\Delta n_d \approx 0.04$. All the results shown in Fig. 4 are computed for a fixed amplitude $E_0$, and thus correspond to similar values of $\Delta n_d$, because the double occupancy only weakly depends on the nearest-neighbor interaction $V$.)

After a transient dynamics, the double occupancy follows an exponential relaxation. In the Hubbard model, the relaxation time increases exponentially with increasing $U$ if the gap size is large [15,41]. In small gap insulators, impact ionization processes can lead to a rapid carrier multiplication at short times, followed by a slower exponential relaxation [17]. As can be seen from the equilibrium spectra plotted in Fig. 3(a), even $U = 10$ lies within this small gap regime, so that we will focus on the long-time relaxation. The relaxation dynamics for different values of the nearest-neighbor interaction $V$ are plotted in panels (a) and (b) for $U = 7$ and $U = 10$, respectively. We fit the relaxation by an exponential function $n_d(t) = n_d(t = \infty) + A \exp(-t/\tau)$ in the range $5 < t < 30$ to extract the relaxation times. While the relaxation curves look qualitatively similar, the relaxation times, plotted in Figs. 5(a) and 5(c), are strongly reduced for larger $V$.

Several effects could potentially explain this observation. On the one hand, the dynamical screening reduces the effective instantaneous interaction $U(\omega = 0)$ (see Sec. III D for a detailed analysis), so the dynamics may be more properly described by a Hubbard model with an effectively reduced repulsion $U = U(\omega = 0)$, which in turn leads to a faster relaxation. In order to test this scenario, we measured the screened effective interaction $U(\omega = 0)$ after the photodoping pulse for different values of the nearest-neighbor interaction $V$, see Table I, and then recalculated the dynamics in the Hubbard model ($V = 0$) using these reduced interaction parameters. The corresponding relaxation times are shown by dashed lines in Figs. 5(a) and 5(c). At $U = 7$, in the metal-insulator crossover regime, the reduction in the effective on-site interaction (and hence gap-size) contributes substantially to the faster relaxation times, but in the Mott insulator case ($U = 10$), this effect cannot explain the observed large changes.

The second scenario is that the relaxation rate is enhanced due to the absorption of bosonic collective excitations (plasmons), which opens an additional relaxation channel. The coupling to the bosonic excitations can be understood from the form of the electron-boson action in Eq. (6), which is equivalent to the action of an Anderson-Holstein model with a coupling to a continuum of free bosons [31]. Previous studies of the relaxation dynamics in the Hubbard-Holstein...
model [11,36] showed an enhanced relaxation of the charge excitations due to the coupling with phonons. In order to check the latter idea, we can use the empirical Matthiessen’s rule $1/\tau = 1/\tau_{V=0} + 1/\tau_{b}$ to separate the inverse relaxation time into an electronic and bosonic contribution. Based on this formula we extract the inverse relaxation time due to the scattering with the bosonic bath $1/\tau_{b}$ from the relaxation times obtained by fitting. The result is presented in Figs. 5(b) and 5(d).

We note that the extracted relaxation times $1/\tau_{b}$ are proportional to $V^2$ for small $V$. One can understand this scaling from the effective Hamiltonian representation of the impurity model, which corresponds to an Anderson impurity model coupled to a bath of bosonic modes [31,42]. The relaxation time due to the coupling to the bosonic bath can be approximated by Fermi’s golden rule:

$$\frac{1}{\tau_{b}} \approx \sum_{k} \lambda_k^2 A(\omega - \omega_k) \approx A(\omega_F) \sum_{k} \lambda_k^2$$

$$= -\frac{A(\omega_F)}{\pi} \int d\omega \text{Im}[D(\omega)] \propto A(\omega_F)V^2,$$

where $\lambda_k, \omega_k$ are the coupling constants and boson frequencies for the $k$th bosonic mode and $A(\omega)$ is the electronic spectral function. The main simplification used was to approximate the spectral function at the final energy $A(\omega_F = \omega - \omega_k)$ as a constant. The numerical investigation in Ref. [31] showed that for weak nearest-neighbor interaction $V$ the integral over the bosonic Weiss field scales as $\int d\omega \text{Im}[D(\omega)] \propto V^2$. Hence our phenomenological analysis shows that the enhancement of the relaxation due to the nonlocal interaction $V$ and the corresponding $V^2$ scaling is consistent with a relaxation aided by the coupling to a bath of bosonic degrees of freedom (plasmons) [36,43–46].

### C. Spectral properties

Further insight into the relaxation dynamics is obtained from the evolution of the partially Fourier transformed spectral function $A(t, \omega) = -\frac{1}{\pi} \text{Im} \int_{t + t_{\text{max}}} dt' e^{i\omega(t' - t)} G_R(t', t)$, where we use $t_{\text{max}} = 10$. First, we study the effect of the screening in the Mott insulating phase ($U = 10$), where the

| $V$  | $U = 10$ | $U = 7$ |
|------|----------|----------|
| 0.5  | 9.97     | 6.92     |
| 1.0  | 9.86     | 6.67     |
| 2.0  | 9.29     | 5.47     |
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FIG. 6. (Color online) (a) and (b) Partial Fourier transform of the spectral function $A(\omega,t)$ with insets showing the difference from the initial value $A(\omega,t) - A(\omega,t=0)$ for $U = 10, V = 2, E_0 = 5.0$ (a) and $U = 7, V = 2, E_0 = 3.5$ (b). The dashed black lines represent the initial equilibrium spectral function. (c) and (d) Change in the gap size measured by the frequency $\omega^*$ at which the spectral function is equal to some fixed value, $A(\omega^*)$ for the same parameters but with coupling to an external bath with $\lambda = 1$, see also the discussion in the main text. For $U = 7$, there is no intersection for $A_0 = 0.05$ in the case with coupling to an external bath. The corresponding cuts through the spectral function are shown by the dashed lines in (a) and (b). (e) and (f) Occupation function at fixed time delay $A^{\omega}(\omega,t = 10.0)$, for $U = 10, V = 2$ (e) and $U = 7.3, V = 2$ (f) at different pulse strength $E_0$.

The equilibrium spectral function consists of upper and lower Hubbard bands separated by a well defined gap [Fig. 6(a)]. The pulse leads to an increase in the number of charge carriers (doublons and holes), which in turn results in stronger screening. The spectral weight at $\omega = 0$ increases slightly due to the effect of screening, heating, and doping. The enhanced screening effect manifests itself on the time scale of $1/\text{bandwidth}$ (note the nonuniform time mesh in Fig. 6). At longer times, the screening is further increased due to the redistribution of the charge carriers within the Hubbard bands and on even longer time scales due to doublon production associated with thermalization.

In order to compare these results to the evolution of a system close to the metal-insulator crossover ($U = 7$), we adjust the pulse strength $E_0$ such that the same amount of photodoped charge carriers $\delta n_d \approx 0.04$ is present after the excitation. The result is shown in Fig. 6(b). While the quasiparticle peak quickly disappears, there is again a shift and broadening of the Hubbard bands, associated with an increase in the spectral weight in the pseudogap region. The insets in Figs. 6(a) and 6(b) show the evolution of the difference of the time-dependent spectral function $A(\omega,t) - A(\omega,t=0)$ for $\omega > 0$. The spectral weight at the lower and upper edges of the Hubbard band is increased and as a consequence the gap is reduced and partially filled in. Since the system is almost thermalized for $t > 10$, these changes can be attributed to the heating of the system, which we have confirmed by comparison to the equilibrium spectral functions at elevated temperatures. 
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In particular, the increase of weight at low $\omega$ is related to the partial filling-in of the gap, while the increase at large $\omega$ is related to the appearance of side bands in the photodoped or thermally excited system [see Figs. 3(c) and 3(d)].

In order to analyze the doping and screening induced changes in the gap size, we plot the evolution of the frequency $\omega^*$, where the spectral function takes some fixed value: $A(\omega^*) = A_0$, see Figs. 6(c) and 6(d). The corresponding cuts are shown as dashed lines in Figs. 6(a) and 6(b). At the shortest times, the charge carriers are inserted near the middle of the upper Hubbard band, which results in a distortion of the spectral function (the dashed black line shows the initial equilibrium result). While the pulse is on ($t \lesssim 3$), there are field induced effects, which lead to a nontrivial dynamics of the spectral function. The doping, heating, and screening induced changes result in an asymmetric reshaping of the Hubbard bands (see insets) and the modifications in the gap size are quite different from what one would obtain from a rigid shift of the Hubbard bands of the undoped system. In order to investigate the reduction of the gap quantitatively, we analyze the difference of the frequency $\omega^*$ from the equilibrium value, $\Delta \omega^*(t) = \omega^*(t) - \omega_0^*$. The rapid reduction of $\Delta \omega^*$ just after the excitation is related to the fast reduction of the effective $U$ due to screening, see Sec. III D. The longer time dynamics depends on the gap size; for $U = 10$, the gap keeps decreasing even on the longest accessible time scales, while for $U = 7$, the gap size rapidly stabilizes. This difference can be explained by the longer thermalization time in the $U = 10$ case.

The dashed lines in Figs. 6(c) and 6(d) show the analogous results for a model with local coupling to a heat bath; for details and further analysis, see Sec. IV. Due to the cooling by the heat bath, the gap recovers its original value, as will be further discussed in Sec. IV C.

One nontrivial consequence of the dynamical screening is the appearance of high-energy plasmonic peaks, see Sec. III A. The increase of charge fluctuations in the photodoped Mott insulator should lead to increased spectral weight of the plasmonic peaks. In order to demonstrate this, we plot the lesser component of the spectral function at fixed time $A^-(t = 10, \omega) = -\frac{1}{2} \text{Im} \int_{t'-t}^{t'+\text{max}} dt' e^{i\omega t' - i\omega t} S^-(t', t)$, at different pulse amplitudes $E_0$, see Figs. 6(e) and 6(f) for $U = 10$, 7.3, and $V = 2$. The occupation of the upper Hubbard band and the spectral weight of the plasmonic peak indeed monotonously increase with the pulse strength $E_0$. A larger pulse amplitude leads to more charge carriers and to additional (low-energy) doublon-hole excitations, which results in enhanced, but rather smeared-out sidebands. More specifically, the photodoping induces additional low-energy bosonic modes related to excitations within the Hubbard bands, see Fig. 7, whose interactions with the electrons in the upper (lower) Hubbard band induce the broad high-energy features. The effect of the screening is therefore an increase of the spectral weight above (below) the upper (lower) Hubbard band in a rather broad energy range, and this effect is monotonously increasing with the pulse strength.

D. Effective interaction

Within EDMFT, the intersite interaction translates into a retardation of the effective on-site interaction $U(t, t')$, while the fully screened interaction $W(t, t')$ also includes the local screening effects. In equilibrium and in the Mott insulating phase, the imaginary part of the fully screened interaction $\text{Im}[W(\omega)]$ consists of one broad peak around $\omega \approx U$, which is weakly shifted to lower frequencies upon increasing $V$ [31,32]. In the chemically doped Mott insulator, or in the strongly correlated metal phase, $\text{Im}[W(\omega)]$ exhibits a two-peak structure.

The low-energy peak is associated with transitions between the quasiparticle peak and Hubbard bands, while the higher-energy peak at $\omega \approx U$ is associated with transitions between the Hubbard bands. By increasing the doping, the weight of the low-energy peaks is strongly enhanced. The real part of the fully screened interaction $\text{Re}[W(\omega)]$ is reduced for low frequencies as we increase the nearest-neighbor interaction $V$ or the doping, reflecting the stronger screening effect.

An interesting question is how these spectral functions change after a photodoping excitation in a Mott insulator. In order to get insights into the nonequilibrium dynamics of screening, we perform the partial Fourier transform of the fully screened interaction to obtain $W^R(t, \omega) = \int_{t'-t}^{t'+\text{max}} dt' e^{i\omega t' - i\omega t} R(t', t)$. The results for $U = 10$, $V = 2$ and a photodoping concentration of $N_\text{ph} = 0.04$ are shown in Figs. 7(a), 7(c), and 7(e). In equilibrium, the imaginary part of $W$ shows a broad peak at $\omega_p \approx U$, while the real part is slightly reduced for $\omega < \omega_p$, as a result of local screening. During and shortly after the pulse ($t \lesssim 3$), there is a strong modification in the distribution and coupling strength of the screening modes. Due to the photodoping and the screening from low-energy excitations within the Hubbard bands, a broad low-energy peak appears in the imaginary part of $W^R(t, \omega)$ and the instantaneous effective interaction $\text{Re}[W^R(t, \omega = 0)]$ is strongly reduced.

Even though the screened interaction $W(t, \omega)$ of the photodoped Mott insulator looks qualitatively similar to that of a chemically doped Mott insulator, the origin of the low-energy peak in $\text{Im}[W^R(t, \omega)]$ is different: the single-particle spectral function of photodoped Mott insulators does not feature a quasiparticle peak at $\omega = 0$, nor sharply defined quasiparticle features near the gap edges [41]. The low-energy peak in $\text{Im}[W^R(t, \omega)]$ is therefore not associated with transitions between a well-defined quasiparticle band and the Hubbard bands, but rather with excitations within the Hubbard bands. As a result, the feature is broader in the photodoped system than in a chemically doped one.

A useful quantity to characterize the screening is the average boson frequency

$$\overline{\omega}(t) = \frac{\int_0^\infty d\omega \text{Im}[W(t, \omega)]}{\int_0^\infty d\omega \text{Im}[W(t, \omega)]}.$$  

It strongly decreases during the pulse ($t \lesssim 2.5$), as shown in the inset of Figs. 7(a) and 7(b). In the case of $U = 10$, the initial fast drop of $\overline{\omega}(t)$, which is a consequence of the doping-induced appearance of the low energy mode, is followed by a slower long time relaxation associated with changes in the energy distribution of the photocarriers. For $U = 7$, the system is essentially thermalized after $t \approx 7$ and no further changes in the bosonic spectral function or average screening frequency occur.
the evolution of the average boson frequency of the real part of the partial Fourier transform of the partially screened on-site interaction $Re[U(t, \omega)] - U$ for $U = 10, E_0 = 5$ (left column), and $U = 7, E_0 = 3.0$ (right column) at fixed $V = 2, \omega = 8$. The insets in (a) and (b) show the evolution of the average boson frequency $\tilde{m}(t)$. The black dashed lines represent the screened interaction in the initial equilibrium state. (c) and (d) Real part of the partial Fourier transform of the regular part of the partially screened on-site interaction $Re[\tilde{D}^{\text{reg}}(t, \omega)] = Re[\tilde{D}(t, \omega)] - U$ for $U = 10, E_0 = 5$ (c) and $U = 7, E_0 = 3.5$ (f).

We note that the changes in the screened interaction are less dramatic for $U = 7$ than for $U = 10$, see Figs. 7(a) and 7(b). This can be understood by the fact that the initial state is metallic, and already has low-energy screening modes. The heating destroys the quasiparticle peak (i.e., the system moves across the metal-insulator line in temperature), so that the final state is a thermally excited insulator for which the screening is not much larger than in the metallic initial state. In contrast, for $U = 10$, the initial and final states correspond to a cold and hot Mott insulator with a very different number of thermally excited carriers. The partial Fourier transform of the regular part of the effective on-site interaction $D(t, \omega) = \tilde{D}(t, \omega) - \delta(t, \omega')U$ shows a behavior which is qualitatively similar to that of the screened interaction $W(t, \omega)$. The main difference is that the reduction is smaller [see Figs. 7(e) and 7(f)], since the local screening effects are absent. The time-dependent changes in the effective interactions are consistent with the observed changes in the spectral function, where a strong reduction of the gap size is observed on the time scale 1/bandwidth.

Photodoping a metallic state destroys the quasiparticle peak [41], which leads to a loss of low-energy excitations and hence low-energy screening. This effect competes with the increase of the screening due to the photodoping. In a strongly excited system, the two effects cannot be easily disentangled. To single out the effect of the destruction of the quasiparticle peak, we choose a low-frequency and low amplitude pulse, namely $\omega_0 = 2.0$ and $E_0 = 0.25$, which reduces the photodoping effect. With this pulse we indeed observe a decrease of the screening in the low energy regime $\omega \lesssim 2$ of the real part of the partial Fourier transform of the fully screened interaction $W(t, \omega)$, see Fig. 8. In addition to this increase of the real part of $W$, the low-energy feature associated
with excitations within the quasiparticle band disappears. The latter excitations are responsible for the polelike structure near \( \omega = 0.3 \), which disappears rapidly in agreement with the dynamics of the spectral function, see Fig. 8(c) and inset of (a).

The reduced screening effect feeds back onto the spectral function, and leads to a further decrease of spectral weight in the low-energy region in comparison with the dynamics of the Hubbard model with appropriately reduced \( U \). For the comparison in panel (c), we have chosen \( U \) such that the equilibrium spectral function reproduces the result of the \( U-V \) Hubbard model at low-energies (\( \omega \leq 2 \)) in the initial state. As can be seen, the reduction of the spectral weight is more pronounced in the case of the \( U-V \) model due to the change in the screening environment.

**IV. COUPLING TO A THERMAL BATH**

To describe the dissipation of energy to external degrees of freedom we need to couple the system to some environment [18]. On short times, the dissipative environment will lead to a redistribution of the energy of the photodoped carriers (intraband relaxation), while on longer time scales, the bath enhances recombination processes, and enables the system to relax back towards the initial equilibrium state. Here we will in particular study how the screening is influenced by the transient modification of the energy distribution of the photodoped carriers.

Technically, one can integrate out the environment to obtain an effective description of the system by adding a corresponding contribution to the electronic self-energy \( \Sigma \). We use the lowest-order diagram for a Holstein-like electron-phonon coupling [41], namely, \( \Sigma_{\text{diss}}(\omega) = \lambda^2 G(t,t')B_0(t,t') \), where \( \lambda \) is the coupling strength and \( B_0(t,t') \) is the free bosonic propagator with a linear spectral density between a low-energy and high-energy cutoff, namely \(-\frac{1}{2}\text{Im}[B_0(\omega)] = \omega\), if \( \omega_l < \omega < \omega_h \) with \( \omega_l = 0.2 \) and \( \omega_h = 1.0 \), and zero elsewhere. The bath temperature is set to \( T = 1/20 \). Since this treatment is only suitable in the weak-coupling regime, we will restrict ourselves to values of the coupling \( \lambda < 1.0 \), for which the bath only results in a slight broadening of the spectral function in equilibrium. The spectral distribution of the bath has a substantial effect on the relaxation dynamics.

To efficiently relax the states around the quasiparticle peak, the system needs to be able to excite low energy bosons, while a restriction to only low-energy bosons will slow down the relaxation of high-energy carriers due to the necessity for high-order processes. For this reason, we choose a continuous spectrum, which includes low as well as relatively high-energy bosons.

**A. Relaxation with bath**

In contrast to the system without bath, which is approaching a thermal equilibrium state at higher temperatures, the addition of the heat bath ensures that the system relaxes back to the initial state, as can be seen in the evolution of the double occupancy in Figs. 9(a) and 9(b). This behavior is consistent with the previous investigation of the Hubbard model [41]. The question which we would like to address here is the effect of the bath on the screening.

For the Mott insulator case \( U = 10 \), the bath tends to reduce the screened interaction \( \text{Re}[W(\omega)] \) at low frequencies on the observed time scale. This is a consequence of the faster relaxation of the highly excited doublons to the lower edge of the Hubbard band, which enhances the screening, compare Figs. 9(c) and 7(a). The increase in \( \text{Re}[W(\omega)] \) at later times is the result of the bath-enhanced doublon-hole recombination. Deeper in the Mott phase \( (U = 14) \), the recombination is suppressed and even with a coupling to a heat bath the double occupation remains approximately constant on the accessible time scales (not shown). The bath nevertheless enhances the relaxation of the high energy doublons to the lower edge of the upper Hubbard band, which leads to a monotonically increasing screening effect with time, see Fig. 9(e). For \( U = 7 \), the screening dynamics is nonmonotonous; the initial increase of charge carriers enhances the screening, but the coupling to the bath leads to a faster recombination of the charge carriers, which eventually reduces \( W(\omega,t) \) to a function close to the initial equilibrium screened interaction, see Fig. 9(d).

**B. Photodoping in the metal-insulator crossover regime**

An appealing scenario would be the appearance of a transient metallic state (with quasiparticle peak) after the photodoping of an insulating initial state, as a result of...
enhanced screening. To investigate this possibility, we have systematically studied the photoinduced dynamics for a system close to the metal-insulator crossover line, where this effect may be expected to occur.

We found that photodoping an insulator in the vicinity of the metal-insulator crossover line can trigger a nontrivial evolution which reflects the effects of increased scattering and of the changes in the screening environment, but we were not able to realize a screening-induced metal state even close to the metal-insulator regime, where it is easy to realize a setup in which $U(\omega = 0)$ drops below the critical static value for which one finds a metallic solution in equilibrium. A potential reason may be the detrimental effect of doublon/hole scattering on the emergence of coherent quasiparticles. This resembles the observation that the build-up of a coherent quasiparticle peak in a photodoped Mott-insulator takes at least longer than the quasiparticle lifetime [41]. We also used rather weak pulses, since stronger pulses enhance the destruction of the quasiparticle peak and in addition lead to stronger heating. Another limitation is the NCA based impurity solver, which systematically underestimates the metallic nature of the solution, and which does not allow us to study the low-temperature behavior in the vicinity of the first-order metal-insulator transition.

Photodoping in the vicinity of the metal-insulator crossover line can nevertheless trigger a nontrivial evolution which reflects the effects of increased scattering and of the changes in the screening environment. Figure 10 shows the change in the kinetic energy and in the double occupation after a weak pulse in systems with weak and strong coupling to a heat-bath. We compare the system at $U = 7.1$, where in equilibrium a weak quasiparticle peak is present and at $U = 7.3$, where the system only exhibits a pseudogap. Let us first consider the insulating system with weak coupling to a heat-bath ($\lambda = 0.5$). After the pulse, the kinetic energy drops, while the doublon number increases, as expected in a photodoped insulator with dissipation. At longer times, the recombination of doublon-hole pairs leads to a slow relaxation back to the initial equilibrium state. The system with strong coupling to a heat bath ($\lambda = 1$) shows a more puzzling behavior. After an initial drop, the kinetic energy starts to increase beyond the initial equilibrium value, while the double occupancy drops below the value in the initial state. Both observations suggest that a transient state is induced which is even more insulating than the initial state, as a result of reduced screening and an enhanced effective interaction.

This is consistent with the dynamics of Re[$D(\omega)$] which is increased at low energies for long times, see Fig. 10(e), so that electrons are moving in an effectively more insulating-like system. Similarly the spectral function at $\omega = 0$ shows an initial decrease, which is followed by a slow re-filling of the pseudogap [see Figs. 10(c) and 10(g)]. Apparently, the photodoping perturbs the low-energy screening modes in this pseudogapped state, resulting in a larger effective interaction, while the small concentration of photodoped carriers (<1%) is not sufficient to compensate this.

FIG. 9. (Color online) Relaxation dynamics of the double occupancy $n_d$ for $U = 7$ (a), 10 (b), and 14 (c) with different values of the coupling to the bath $\lambda$ during and after the pulse with frequency $\omega = 8$ and pulse amplitude $E_0 = 5$. The real part of the partial Fourier transform of the screened interaction Re[$W_{\omega}(t,\omega)]] = \text{Re}[W(t,\omega)]] - U$ for $U = 7$ (d), 10 (e), and 14 (f) at fixed $V = 2.0, \lambda = 1.0, E_0 = 5.$
FIG. 10. (Color online) Relaxation dynamics of the kinetic energy $E_{\text{kin}}$ (a) and the double occupancy $n_d$ (b) for $U = 7.3$ and $U = 7.1$ at $V = 2.0$ for different values of the coupling with the bath $\lambda = 0.5, 1.0$ during and after a pulse with $\omega = 8$ and $E_0 = 1.0$. The partial Fourier transform of the spectral function $A(\omega,t)$ for $U = 7.3$ and $U = 7.1$ is shown in (c) and (d). The dashed lines corresponds to the equilibrium spectral function. (e) and (f) plot the real part of the partial Fourier transform of the regular part of the partially screened on-site interaction $\text{Re}[D(t,\omega)] = \text{Re}[U(t,\omega)] - U$ for $U = 7.3$ (e) and $U = 7.1$ (f). The bottom panels shows the time evolution of the spectral function $A(\omega = 0,t)$ for $U = 7.3$ (g) and $U = 7.1$ (h) for $\lambda = 1$. 
The opposite procedure is to start in an initially metallic state and by applying an electric field pulse destroy the quasiparticle peak, which results in a reduced screening effect. Photodoping an initially metallic state also leads to an increase in ΔE_{kin} (reduction in the absolute value of the kinetic energy), and after a brief transient a drop in the number of doubly occupied sites. The time resolved spectral function shown in panel (d) reveals a rapid destruction of the quasiparticle peak, which is followed on longer time-scales by a slow recovery. The destruction of the quasiparticle peak reduces the low-energy screening, see Fig. 10(f), since conducting electrons are removed from the system. Despite the slow reappearance of the quasiparticle peak, the values of E_{kin} and n_d at the longest times indicate that the system is considerably more strongly correlated than in the initial state, so that the system may again be regarded as trapped in a transient insulating nonequilibrium state. Despite the strong coupling to the heat bath, the relaxation back to the initial metallic state appears to be inhibited on the accessible time scales, presumably due to strong doublon-hole scattering. Note that this effect was already present in the system studied in the previous subsection, where the double occupancy n_d for U = 7, λ = 1 was reduced below the initial value, see Fig. 9(b), but there, due to the competing effect of the stronger photodoping, the dynamics of screening was nonmonotonous. In order to eliminate this competing effect, we used here a weak pulse, which prevents a substantial photodoping, but still results in the destruction of the quasiparticle peak.

C. Reduction of the gap

The effect of the screening on the reduction of the gap in the presence of the thermal bath was presented in Figs. 6(c) and 6(d) by the dashed lines, which indicate a gradual recovery of the gap back to its original size. In the case of U = 10, see Fig. 6(c), and the cut at A_0 = 0.01, we see the decrease and subsequent reappearance of the gap, while the cut at higher energy (A_0 = 0.03) shows a decrease on the longest available time scales. For the metallic solution U = 7, the gap is also initially reduced, but for longer times it starts to recover. The different behavior of the two cases is the consequence of the longer thermalization times in the insulating case U = 10. In order to eliminate the effect of charge recombination, we will study a system deep in the Mott insulator, namely U = 14. To present the effect of screening, we will compare the evolution of the spectral function A(ω,t) for the Hubbard model (V = 0) and the U-V Hubbard model with V = 2. The density of photodoped carriers is Δn_d ≈ 0.04. At the shortest times, the charge carriers are inserted near the middle of the upper Hubbard band. While the pulse is still on, there is a strong distortion of the spectral function due to field induced effects. The inclusion of the thermal bath enhances the subsequent
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relaxation of the high-energy doublons to the lower edge of the Hubbard band. This leads to the formation of a pronounced shoulder-like feature at the band edge both for $V = 0$ and $V = 2$, in agreement with previous results for the Hubbard model [41]. In contrast to the Hubbard model, however, which shows only a formation of the shoulder-like feature, for $V = 2$ the increased screening effect leads to a reduction of the gap, see Fig. 11(a).

Following the analysis in Sec. III C, we analyze the frequency $\omega^\ast(t)$, where the spectral function takes some fixed value: $A(\omega^\ast(t),t) = A_0$. The reduction of the gap $\Delta \bar{\omega}^\ast$ is defined as the difference between the long time average $\bar{\omega}^\ast$ (measured between times $t = 15$ and $t = 25$) of the excited system and the equilibrium system $\Delta \bar{\omega}^\ast = \bar{\omega}^\ast(E_0) - \bar{\omega}^\ast_{eq}$.

The reduction of the gap $\Delta \bar{\omega}^\ast$ versus the change in the double occupancy $\Delta n_d$ for different pulse strengths between 4.0 $\leq E_0 \leq$ 15.0 is shown in Fig. 11(c). The model with screening $V = 2$ shows a decrease of the gap for all cuts at different energies. In the case of low photodoping $\Delta n_d \leq 0.015$, the decrease of the gap is linear. The fast decrease and the later saturation for $A_0 = 0.04, 0.05$ is a consequence of the formation of the shoulder like feature at the edge of the Hubbard band, while at lower energies $A = 0.01, \bar{\omega}^\ast$ monotonously decreases with increasing density of the photodoped carriers, due to the partial filling-in of the gap. Therefore, in all of the analyzed cases, the effect of screening is stronger than the distortion of the spectral function due to photodoping. The Hubbard model shows a quite different behavior: the initial reshaping of the Hubbard band leads to an increase of the Hubbard gap for low energy cuts ($A_0 = 0.01$), while for $A_0 = 0.04,0.05$, the initial decrease in $\Delta \bar{\omega}^\ast$ is a consequence of the formation of the shoulder like feature. The increase at even higher photodoping is a consequence of the stronger reshaping of the upper Hubbard band.

V. CONCLUSIONS

We have discussed the nonequilibrium generalization of extended dynamical mean-field theory, which allows to study the screening effect in correlated lattice systems in real time. To solve the nonequilibrium EDMFT equations, we have introduced a perturbative impurity solver, which combines a self-consistent hybridization expansion with a weak-coupling expansion in the retarded interaction. This method should yield qualitatively correct results in Mott insulators or the metal-insulator crossover regime at elevated temperature, and for systems where the effect of screening is relatively weak (no tendency of charge ordering).

The formalism has been applied to the half-filled $U$-$V$ Hubbard model on the square lattice, which is driven out of a strongly correlated equilibrium state by a single-cycle laser pulse. The photodoping of carriers into a Mott insulator leads to a rapid change in the screening environment, on the time scale of the inverse bandwidth, and an associated reduction in the size of the Mott gap. The low-energy bosonic excitations in the photodoped Mott insulator also open up new relaxation channels, which can substantially reduce the doublon-hole recombination or production and hence the thermalization time of the system.

In strongly correlated metallic systems, the effect of a field pulse depends on the pulse frequency and amplitude. In these systems, the low-energy quasiparticle band contributes to the screening. If the coherent quasiparticles are destroyed by a weak low-energy pulse, low-energy screening processes are eliminated, and the system can be switched into a more strongly interacting, hot insulating state. If the pulse intensity is large, or the pulse frequency is of the order of the splitting between the Hubbard side bands, the resulting state is essentially a photodoped narrow-gap insulator in which the screening from low-energy excitations within the photodoped Hubbard bands may overcompensate the loss of screening associated with the vanishing of the quasiparticle peak. Even though the effective on-site interaction in such a photodoped narrow gap insulator can be less than in the initial metallic equilibrium state, the re-emergence of a quasiparticle peak appears to be prevented by heating and strong doublon/hole scattering. Within the time scale accessible in our simulations (about 30 inverse hoppings), we were only able to observe the emergence of a quasiparticle peak in systems coupled to a heat bath with broad energy spectrum, or in quenches to on-site interactions which are substantially lower than what can be achieved by photodoping in the regime of weak-to-intermediate $V$.

For a more accurate simulation in metal-insulator crossover regime and the study of screening induced transient states near the first-order metal-insulator transition, a more accurate solver for the electron-boson impurity problem is needed. The extension of our NCA + weak-coupling based solver to one crossing diagrams, or the implementation of the real-time OCA + Lang-Firsov scheme would seem the obvious next steps on the methodological side.

Our nonequilibrium EDMFT framework is an important step towards the development of an ab-initio scheme for out-of-equilibrium strongly correlated materials. The screening of the Coulomb interaction is a crucially important effect in solids, and simple schemes, such as a straightforward nonequilibrium extension of the widely used LDA+DMFT framework, will fail to describe changes in the screening environment induced, for example, by a laser pulse. Ab-initio schemes such as the GW+DMFT method [47], which are built on top of an EDMFT framework and compute the (partially) screened Coulomb interaction in a self-consistent manner, appear to be a promising route forward.
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APPENDIX: BOSONIC PROPAGATOR FROM CHARGE-CHANGE CORRELATIONS

In this Appendix, we derive the relation between the bosonic propagator $W$ and density-density correlator $\chi$.
defined in Eq. (11) for the nonequilibrium case. Using the action (6), the bosonic propagator \( W \) can be expressed as \[ W_{\text{imp}}(t',t) = -2 \frac{\delta \ln(Z)}{\delta U^{-1}(t',t)} = -2 \frac{\delta Z}{\delta U(t_1,t_2)} \frac{1}{U^{-1}(t',t)} = 2U(t_1,t_2) \frac{\delta \ln(Z)}{\delta U(t_1,t_2)} \frac{1}{U(t_1,t_2)}, \] (A1)

where we have used the chain rule and the relations \( \delta U \ast U^{-1} = \delta \epsilon \), \( \delta U * U^{-1} = -\delta \epsilon * U^{-1} \), which imply

\[
\frac{\delta U}{U^{-1}} = -\frac{\delta \epsilon}{U^{-1}} * U,
\]

\[
\frac{\delta U(t_1,t_2)}{U^{-1}(t',t)} = -U(t_1,t_2) \frac{\delta \epsilon}{U^{-1}(t',t)} * U.
\]

(A2)

On the other hand, we can express the partition function using Eqs. (7) and (8). From this, we obtain \( \frac{\delta \ln(Z)}{U} = -\frac{1}{U^2} \epsilon_{\text{imp}} + \frac{1}{2} U^{-1} \) and finally arrive at

\[
W_{\text{imp}} = U - \epsilon_{\text{imp}} * U.
\]

(A3)
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