A THEORETICAL CONNECTION BETWEEN THE NOISY LEAKY INTEGRATE-AND-FIRE AND THE ESCAPE RATE MODELS: THE NON-AUTONOMOUS CASE
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Abstract. Finding a mathematical model that incorporates various stochastic aspects of neural dynamics has proven to be a continuous challenge. Among the different approaches, the noisy leaky integrate-and-fire and the escape rate models are probably the most popular. These two models are generally thought to express different noise action over the neural cell. In this paper we investigate the link between the two formalisms in the case of a neuron subject to a time dependent input. To this aim, we introduce a new general stochastic framework. As we shall prove, our general framework entails the two already existing ones. Our results have theoretical implications since they offer a general view upon the two stochastic processes mostly used in neuroscience, upon the way they can be linked, and explain their observed statistical similarity.
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1. Introduction

Stochasticity is nowadays considered as an unavoidable ingredient that cannot safely be ignored in the study of biological systems [36]. Conceptual frameworks are thus needed to appropriately render out the presence of random fluctuations. In mathematical neuroscience, the noisy behavior of neuronal dynamics [23] makes the use of stochastic processes necessary. The problem is then to identify the key elements one needs to incorporate in models in order to reproduce the experimentally observed emergent patterns. A great deal of attention has been devoted to the precise analytical expression of these fluctuations. A generally accepted formalism to express the variability present in neural dynamics has not been found yet, but among the most notable models dealing with this aspect stand out the noisy leaky integrate-and-fire (NLIF) [8, 9], and the escape rate models [25].

Keywords and phrases: Neural noise, noisy leaky integrate-and-fire model, escape rate model.

¹ École Normale Supérieure, Group for Neural Theory, 45 Rue d’Ulm, 75005 Paris, France.
² INRIA team Carmen, INRIA Bordeaux Sud-Ouest, 200 Avenue de la Vieille Tour, 33405 Talence cedex, France.
³ Department of Mathematics and Informatics, “Gheorghe Asachi” University of Iași, Bulevardul Carol I 11, 700506 Iași, Romania.
⁴ Interdisciplinary Research Department, Field - Sciences, “Alexandru Ioan Cuza” University of Iași, Lascăr Catargi 54, Iași, Romania.

* Corresponding author: tarniceriuoana@yahoo.co.uk

© The authors. Published by EDP Sciences, 2020

This is an Open Access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.
The modelling assumptions on which these two models were built correspond to different mechanisms of noise action over the neural cell. As it is well known, there are various sources of noise that influence the neural dynamics [29], but a simplistic categorization of them in concordance with the localization (external or internal) of the origin of the randomness has been popularized [26]. In this classification, *external noise* stands for the sources of randomness that are mainly due to the fluctuation of synaptic input over a single unit, *internal noise* however, usually refers to the intrinsic stochastic mechanisms that allow the cell to initiate an action potential. Accordingly, the NLIF model renders out the effect of an external noise while the escape rate model is used to express the internal neural noise. Of course, the use of each of these models comes with its own advantages.

The NLIF model – a model going back to Lapique’s work in 1907 [1, 3, 7] – describes neurons as simple electrical circuits consisting in a capacitor in parallel with a resistor driven by a noisy input. Written in the language of stochastic differential equations, it gives rise to a Langevin equation [28] completed with a reset mechanism that mimics the onset of an action potential. Related to a stochastic variable satisfying the Langevin equation, stands the probability density function that expresses the likelihood of the state variable to take on a specific value [24]. For the NLIF model, its associated pdf follows the well-known Fokker-Planck (FP) equation [24].

The escape rate model – a formalism proposed by W. Gerstner and J.L. van Hemmen in 1992 [25] – introduces a rather different approach, in which the neuron’s dynamics remain deterministic but the generation of an action potential is of stochastic nature. The firing probability is then described by a *stochastic intensity of firing* or *hazard function* which depends on the momentary distance between the membrane potential and a formal firing threshold [25, 26]. In this setting, the neuron fires in a stochastic manner [26]. The pdf associated to the escape rate model satisfies a pure transport equation along the deterministic trajectories, and a term to express the probabilistic nature of spike initiation is added. This equation, completed with a nonlocal boundary condition that models the reset mechanism, leads to an age structured (AS) system, where the *age* variable accounts for the time elapsed since the neuron had its last spike [25].

At a first sight, the two stochastic processes reminded above seem essentially different, both in form and in modelling assumptions. Despite their contrasting nature, it has been observed that they can behave in a surprisingly comparable fashion [34]. Which generates the main question that we address in the present paper: is there an underlying reason for the reported similar statistical activity of the two models?

In our previous work [19, 20], we made a first step in this direction. We have highlighted an unforeseen relationship between the two modelling frameworks in the case of a constant stimulus acting over the neural cell, but we have left several open questions, especially in the context of time dependent stimuli, which will be the case analysed in the present paper. We introduced there integral transforms between the solutions of Fokker-Planck and Age-Structured systems using kernels defined by the first passage time problem, which will be the case analysed in the present paper. We introduced there integral transforms between the solutions of Fokker-Planck and Age-Structured systems using kernels defined by the first passage time problem. Considering a time-independent stimulus, we could build a transformation valid at any time. However, when considering a time-dependent stimulus instead, these time transformations are not possible any more, and, as we pointed out in [19], time dependence of the kernels becomes necessary. For this reason, in the current paper, we have introduced a two-dimensional stochastic processes and used the corresponding Kolomogorov equations (forward and backward in time) to construct new integral transforms. As a consequence, we now have a more general transform to the one previously introduced in [20].

The paper is structured as follows: We shall first remind the NLIF and the escape rate models as they are usually encountered in the literature. Next, we introduce a two dimensional stochastic description of the neural state, and, starting from there, we show that our general stochastic framework entails the two already existing ones. Integral transforms, similar to those treated in [19, 20], that set the connections between the two formalisms (FP equation and AS systems) are proven for the general time-dependent system. In addition to our previous results, we make use here of the dual problem to the first passage time problem in the non-autonomous case. Numerical simulations have been performed for each model to illustrate the corresponding dynamics. We finish with a discussion on how the proposed transform can help to estimate the level of the stimulus over a neuronal population when only observing the number of neurons firing at an instant \( t \) and have been silent since then.
2. TWO STANDARD MODELS FOR NEURAL NOISE

2.1. Fokker-Planck equation

The first process that we shall refer to is the NLIF model given by a Langevin equation which describes the dynamics of the neural membrane in the subthreshold regime, subject to a time dependent stimulus:

\[ \frac{d}{dt}v(t) = (\mu(t) - v) + \sigma \xi(t), \] (2.1)

where \( \mu(t) \) is the mean of the external stimuli, which will be considered bounded in the rest of the paper, \( \sigma \) is the noise intensity of the external stimuli, and \( \xi \) is a normalized Gaussian white noise

\[ \langle \xi(t) \rangle = 0, \quad \langle \xi(t)\xi(t') \rangle = \delta(t - t'). \]

Here, the brackets denote a time-dependent ensemble averaging over possible realizations of the stochastic process.

It is supposed that, whenever the potential variable reaches a fixed threshold value, in this paper normalized to 1, the neuron emits a spike and the potential is immediately reset to another given value \( v_r < 1 \). The firing mechanism of the neuron is therefore expressed by a discontinuous reset process:

\[ \text{if } v \geq 1 \text{ then } v \mapsto v_r. \] (2.2)

After spiking, the process continues following the same dynamics (2.1) up until the reset condition (2.2) is again fulfilled. Thus, the dynamics of the process are influenced on each inter spike interval by the last firing time and by the time course of the stimulus \( \mu(t) \) at any instant of the subinterval. This fact situates us in the case of input dependent renewal processes [26].

By associating to the stochastic variable \( v \) a pdf \( p(t, v) \), it is found that the pdf satisfies the FP equation [6]:

\[ \frac{\partial}{\partial t} p(t, v) + \frac{\partial}{\partial v} [(\mu(t) - v)p(t, v)] - \frac{\sigma^2}{2} \frac{\partial^2}{\partial v^2} p(t, v) = \delta(v - v_r)r(t), \] (2.3)

where an absorbing boundary condition at the spiking threshold is imposed in order to express the immediate reset of the potential variable,

\[ p(t, 1) = 0, \]

whereas the flux at this boundary defines the firing rate:

\[ r(t) = -\frac{\sigma^2}{2} \frac{\partial}{\partial v} p(t, 1). \] (2.4)

At the lower boundary, the no-flux condition is imposed:

\[ \lim_{v \to -\infty} [(v - \mu(t))p(t, v) + \frac{\sigma^2}{2} \frac{\partial}{\partial v} p(t, v)] = 0. \] (2.5)

An initial repartition is assumed as known:

\[ p(0, v) = p_0(v), \] (2.6)
Figure 1. Simulations of the NLIF model (2.1), (2.2) and of its associated pdf that satisfies the FP model (2.3)–(2.6) in the case of constant in time stimulus. Comparison between the density function extracted from several realizations of the stochastic process (2.1), (2.2) in red, and a simulation of the density given by its associated FP equation (2.3)–(2.6) in black. A Gaussian was taken as initial condition; the parameters of the simulations are: $v_r = 0.3$, $\mu = 3$, $\sigma = 0.15$, the different plots A-B-C correspond to different time instants: $t = 0$, $t = 0.05$, $t = 0.3$.

for which the normalization condition is imposed, due to the interpretation of $p$ as a pdf:

$$\int_{-\infty}^{1} p_0(v) \, dv = 1. \tag{2.7}$$

It can be easily shown that, once the condition (2.7) is assumed, then the conservation property of the solution to the system (2.3)–(2.6) takes place at any time:

$$\int_{-\infty}^{1} p(t, v) \, dv = 1. \tag{2.8}$$

We present in Figure 1 a simulation of the FP equation (2.3)–(2.6), in black, compared with Monte Carlo simulations for the stochastic NLIF model (2.1), (2.2), in red, for the time independent stimulus case. A Gaussian was taken as initial condition (see Fig. 1A). Under the drift and the diffusion effects, the density function gives a non zero flux at the threshold that is reset according to the condition (2.2). This effect can be seen clearly in the second panel of the simulation presented in Figure 1B. Asymptotically, the solution reaches a stationary repartition (see Fig. 1C).

In Figure 2, a simulation of the NLIF model (2.1), (2.2) in the case of constant in time stimulus is presented. The first panel (Fig. 2A) illustrates the dynamics of the stochastic process under different noise realizations. As expected, the corresponding dynamics are different and the neuron spikes at different times. In the second panel (Fig. 2B), the spiking activity of the same cell is extracted from a bigger number of trials. Finally, in the
Figure 2. Simulations of the NLIF model (2.1), (2.2) and of its associated pdf that satisfies the FP model (2.3)–(2.6) in the case of constant in time stimulus. (A) Illustration of the noise action onto the membrane potential via two realizations of the stochastic process (2.1), (2.2). (B) Spiking activity generated via several realizations of the stochastic process (2.1), (2.2), each dot representing the realization of an action potential. (C) Comparison between the activity extracted from 200 realizations of the stochastic process (2.1), (2.2) in red, and the activity given by the FP equation (2.3)–(2.6) in black. A Gaussian was taken as initial condition; the parameters of the simulations are: \(v_r = 0.3\), \(\mu = 3\), \(\sigma = 0.15\).

In Figure 3, a comparison between the spiking activities generated by the NLIF model and by the FP equation subject to a time-dependent stimulus is presented. The first panel (Fig. 3A) shows the time evolution of the stimulus. In the second panel (Fig. 3B), the spiking activity of the cell is displayed, from which we can extract the firing rate. A comparison with the spiking activity generated by the FP equation is shown in the last panel (Fig. 3C).

### 2.2. Age-structure formalism

Contrary to the case of stochastic trajectories completed with fix firing threshold, which was the case illustrated in the previous subsection, the escape rate models consider deterministic trajectories combined with a probabilistic firing mechanism [25]. Without restraining the generality, we can consider the state variable for the deterministic trajectories as the time elapsed since the last spike, that we will generically call age:

\[
\frac{d}{dt} a(t) = 1. \quad (2.9)
\]

The probability that an action potential occurs during a small time interval is computed via the hazard function \(S(t, a)\) that gives the probability of spiking of a neuron that has at time \(t\) the age \(a\). More precisely, during the
Figure 3. Comparison between the neural activity generated via 200 realizations of the stochastic process (2.1), (2.2) and the one generated by the FP model (2.3)–(2.6) for a time dependent stimulus $\mu(t)$. (A) Time evolution of the stimulus. (B) Activity obtained from 200 realizations of the stochastic process (2.1), (2.2). (C) Comparison between the firing rate obtained from the stochastic process (2.1), (2.2) in red, and the one given by the FP model (2.3)–(2.6) in black. A Gaussian was taken as initial condition; the parameters of the simulations are: $v_r = 0.5$, $\sigma = 0.2$.

time interval $(t, t + dt)$, a spike occurs with probability $S(t, a(t))dt$, and, consequently, the age is reset to zero immediately after:

\[
\text{If the spike occurs at time } t \text{ then } a \rightarrow 0. \tag{2.10}
\]

Note that, as in the NLIF case, the process described here classifies as an input dependent renewal process, due to the time dependence of the hazard rate. In the case of a constant stimulus acting over the neural cell, the dynamics of the process will only be influenced by the last firing time, therefore, only by the age of the system. It is not the same case when a time dependent input is taken, since in that case, the dynamics are also time dependent due to the time course of the stimulus.

The associated probability density function, $n(t, a)$, satisfies the following PDE [25, 26]:

\[
\frac{\partial}{\partial t} n(t, a) + \frac{\partial}{\partial a} n(t, a) + S(t, a)n(t, a) = 0, \tag{2.11}
\]

where the first two terms describe the pure transport along the deterministic trajectories (2.9), and the last term accounts for the probability of spiking.

A non-local boundary condition models the reset mechanism at age zero after the neuron spikes:

\[
n(t, 0) = r(t) = \int_0^\infty S(t, a)n(t, a) \, da, \tag{2.12}
\]
Figure 4. Simulations of the stochastic process (2.9), (2.10) and of its associated AS system (2.11)–(2.13) in the case of constant stimulus. (A) Illustration of the noise action onto the age dynamics (2.9), (2.10). (B) Spiking activity generated via several realizations of the stochastic process (2.9), (2.10). (C) Comparison between the activity extracted from several realizations of the stochastic process (2.9), (2.10) in red, and a simulation of the firing rate given by its associated AS system (2.11)–(2.13) in black. A Gaussian was taken as initial condition; the functions and the parameters of the simulation are: \( S(a) = \exp(h - V(a)) \), with \( V(a) = - \log(1 - \exp(-a/\tau)) \) and \( \tau = 30, h = 10 \).

where the right hand side of the above equation defines the firing rate of the system.

As before, an initial repartition is taken as known:

\[
n(0, a) = n_0(a).
\]  

(2.13)

The conservation property of the system (2.11)–(2.13) takes place as well. Namely,

\[
\int_0^\infty n(t, a) \, da = 1,
\]

at any \( t \), as soon as

\[
\int_0^\infty n_0(a) \, da = 1.
\]
Figure 5. Simulations of the stochastic process (2.9), (2.10) and of its associated AS system (2.11)–(2.13) in the case of constant stimulus. Comparison between the density function extracted from several realizations of the stochastic process (2.9), (2.10) in red, and a simulation of the density function given by its associated AS system (2.11)–(2.13) in black. A Gaussian was taken as initial condition; the functions and the parameters of the simulation are: 
\[ S(a) = \exp(h - V(a)) \], with 
\[ V(a) = -\log(1 - \exp(-a/\tau)) \], \( \tau = 30 \) and \( h = 10 \). The different plots, A-B-C, correspond to different time instants: \( t = 0 \), \( t = 0.005 \), \( t = 0.1 \).

We present in Figure 4 a numerical simulation of the model (2.11)–(2.13) in the particular case when the hazard rate depends only on age, i.e., \( S(t, a) \equiv S(a) \). Again, we have made a comparison between the firing rates given by the stochastic process (2.9), (2.10) (red curve) and by the corresponding system (2.11)–(2.13) (black curve). The first panel (Fig. 4A) presents two simulations of the evolution in time of the age variable for the same neuron. As expected, due to the probabilistic firing process, the corresponding dynamics have different spike times. In the second panel (Fig. 4B), the spiking activity of the same cell is extracted from a large number of trials. In the last panel (Fig. 4C), the corresponding spiking activity is compared with the firing rate given by the AS system (2.12).

In Figure 5 a simulation of the problem (2.11)–(2.13), in black, compared with one of the stochastic process (2.9), (2.10), in red, is presented. The simulation starts with a Gaussian as initial condition (Fig. 5A). Due to the spiking process, the age of the neuron is reset to zero, which is well perceived in Figure 5B. As expected from the model, the density function converges to an equilibrium repartition (Fig. 5C).

In Figure 6, a numerical simulation of the stochastic process defined by (2.9), (2.10), in the case of a time dependent hazard rate is illustrated. Note that the neuron never fires exactly at the same age, since its probability to fire (escape) is purely stochastic. The first panel (Fig. 6A) shows the time evolution of the stimulus, which was taken as a sum of Heaviside functions multiplied with cosine functions. In the second panel (Fig. 6B), the
Figure 6. Comparison between the neural activity generated via simulations of the stochastic process (2.9), (2.10) and the AS system (2.11)–(2.13) for a time dependent stimulus. (A) Time evolution of the stimulus. (B) Activity obtained from several realizations of the stochastic process (2.9), (2.10) in red, and the one given by the AS system (2.11)–(2.13) in black. A Gaussian was taken as initial condition; the functions and the parameters used in the simulation are: \( S(t, a) = \exp(h(t) - V(a)) \), with \( V(a) = -\log(1 - \exp(-a/\tau)) \) and \( \tau = 30 \). Here \( h(t) \) represents the stimulus that is shown in the first panel.

spiking activity of the cell is shown, from which the firing rate is extracted. A comparison between the firing rate directly computed and the one extracted from the AS system is presented in the last panel (Fig. 6C).

3. AN AGE AND POTENTIAL STRUCTURED MODEL. CONNECTIONS WITH FP AND AS SYSTEMS

3.1. A two-dimensional stochastic model

The model that we shall introduce here simply takes into account the simultaneous time evolution of both variables: potential and age. In the subthreshold regime, both variables evolve in time independently by each other: the evolution of the potential is described by the NLIF model (2.1), while the age grows linearly with time (2.9). The connection between both variables is obtained at the firing time, which is considered to take place when the potential variable reaches a fixed threshold value. At this moment, the potential is reset to another fix value and the age is reset to zero. We deal therefore with the following two-dimensional stochastic process, where a noise term acts only over the dynamics of the potential variable:

\[
\begin{align*}
\frac{d}{dt}v(t) &= \left( \mu(t) - v(t) \right) + \sigma \xi(t), \\
\frac{d}{dt}a(t) &= 1,
\end{align*}
\]  

(3.1)
but affects also the age of the neuron via the firing mechanism:

\[
\text{if } v \geq 1 \text{ then } v \mapsto v_r \text{ and } a \mapsto 0. \tag{3.2}
\]

As in the previous section, \(\mu(t)\) is the mean of the external stimulus, \(\sigma\) is the noise intensity of the external stimulus, and \(\xi\) is again a Gaussian white noise

\[
\langle \xi(t) \rangle = 0, \quad \langle \xi(t) \xi(t') \rangle = \delta(t - t').
\]

The probability density function associated to the system (3.1), (3.2) satisfies therefore a two-dimensional Fokker-Planck equation (see [24]):

\[
\frac{\partial}{\partial t} \pi(t,a,v) + \frac{\partial}{\partial a} \pi(t,a,v) + \frac{\partial}{\partial v} \left( [\mu(t) - v] \pi(t,a,v) \right) - \frac{\sigma^2}{2} \frac{\partial^2}{\partial v^2} \pi(t,a,v) = 0. \tag{3.3}
\]

Corresponding to the spiking mechanism (3.2), we impose an absorbing boundary condition at the firing threshold:

\[
\pi(t,a,1) = 0,
\]

while a no-flux boundary condition is taken at the lower boundary:

\[
\lim_{v \to -\infty} (-\mu + v) \pi(t,a,v) + \frac{\sigma^2}{2} \frac{\partial}{\partial v} \pi(t,a,v) = 0.
\]

As a consequence of the diffusion process, the following relation takes place:

\[
\lim_{a \to +\infty} \pi(t,a,v) = 0.
\]

The flux at the firing threshold

\[
\rho(t,a) = -\frac{\sigma^2}{2} \frac{\partial}{\partial v} \pi(t,a,1), \tag{3.4}
\]

gives the probability flux of firing at age \(a\), and, since once firing occurs, both membrane potential and the age of a neuron are reset in the value \((0,v_r)\), the following boundary condition corresponding to age \(a = 0\) arises:

\[
\pi(t,0,v) = \delta(v - v_r)r(t), \tag{3.5}
\]

where the firing rate of the system is defined by:

\[
r(t) = \int_0^\infty \rho(t,a) \, da.
\]

Finally, an initial distribution is assumed as known:

\[
\pi(0,a,v) = \pi_0(a,v). \tag{3.6}
\]
Figure 7. Simulation of the age-potential system (3.3)–(3.6). A two dimensional Gaussian (age-potential) was taken as initial condition; the parameters of the simulation are: $v_r = 0.5$, $\mu = 85$, $\sigma = 1$. The plots show the evolution in time of the solution, respectively at $t = 0$, $t = 0.5$ and $t = 7$ for the respective panels A–C.

The model is now complete, and one can check directly by integration over the state space that, if the initial distribution satisfies

$$
\int_{-\infty}^{1} \int_{0}^{\infty} \pi_0(a,v) \, da \, dv = 1,
$$

then, at any $t > 0$:

$$
\int_{-\infty}^{1} \int_{0}^{\infty} \pi(t,a,v) \, da \, dv = 1.
$$

In Figure 7, a simulation of the age-potential system (3.3)–(3.6) is presented. The three panels (A–C) show the evolution in time of the probability density. The simulation starts with a Gaussian as initial condition (the first panel of Fig. 7). Under the influence of the drift term, the density function advances in age, which is clearly seen in the plots of Figure 7. After the spiking process, the age of the neuron is reset to zero and its membrane potential is reset to $v_r$. This effect is well perceived in the second panel of Figure 7.

### 3.2. The first passage time problem

The associated first passage time problem for the probability density of a neuron to be at time $t$ in the state $(a,v)$, given that at the firing time $t - a$ has been in the state $(0,v_r)$, denoted here by $\varphi(t,a,v)$, is therefore
given by:

\[
\frac{\partial}{\partial t} \varphi(t, a, v) + \frac{\partial}{\partial a} \varphi(t, a, v) + \frac{\partial}{\partial v} \left[(\mu(t) - v)\varphi(t, a, v)\right] - \frac{\sigma^2}{2} \frac{\partial^2}{\partial v^2} \varphi(t, a, v) = 0
\]  (3.7)

with a pulse boundary condition at the firing time, i.e. at age \(a = 0\):

\[
\varphi(t, 0, v) = \delta(v - v_r),
\]  (3.8)

and completed with the boundary conditions:

\[
\varphi(t, a, 1) = 0,
\]

\[
\lim_{v \to -\infty} (-\mu(t) + v)\varphi(t, a, v) + \frac{\sigma^2}{2} \frac{\partial}{\partial v} \varphi(t, a, v) = 0.
\]

As initial condition we impose

\[
\varphi(0, a, v) = \varphi_0(a, v),
\]  (3.9)

by assuming that for past times, \(t < 0\), the external stimulus was constant \(\mu(t) \equiv \mu_0\); in this case, \(\varphi_0\) can be taken as the asymptotic value of the solution to (3.7) when \(\mu\) is constant.

The corresponding survivor function, i.e. the probability that a neuron did not fire yet at time \(t\) and age \(a\), is then by definition:

\[
P(t, a) = \int_{-\infty}^{1} \varphi(t, a, v) \, dv,
\]  (3.10)

and the corresponding inter-spike intervals density (ISI) function is given by the flux at the spiking threshold:

\[
ISI(t, a) = -\frac{\sigma^2}{2} \frac{\partial}{\partial v} \varphi(t, a, 1).
\]  (3.11)

It checks out immediately that

\[
P(t, 0) = 1,
\]

which is natural given the interpretation of the survivor function.

The following relation between the survivor function and the ISI function takes place:

\[
ISI(t, a) = -\frac{D}{Dt} P(t, a) = -\left(\frac{\partial}{\partial t} P(t, a) + \frac{\partial}{\partial a} P(t, a)\right).
\]  (3.12)

In the rest of the paper we shall consider the hazard rate defined as

\[
S(t, a) = \frac{ISI(t, a)}{P(t, a)},
\]  (3.13)
3.3. The dual problem

We shall denote now by $\psi(t, a, v)$ the adjoint function to $\varphi(t, a, v)$, i.e., the solution to the following equation

$$\frac{\partial}{\partial t}\psi(t, a, v) + \frac{\partial}{\partial a}\psi(t, a, v) + (\mu(t) - v)\frac{\partial}{\partial v}\psi(t, a, v) + \frac{\sigma^2}{2}\frac{\partial^2}{\partial v^2}\psi(t, a, v) = 0$$  \hspace{1cm} (3.14)

with the threshold boundary condition

$$\psi(t, a, v_r) = \psi(t, a, 1),$$  \hspace{1cm} (3.15)

completed with

$$\psi(t, 0, v_r) = \int_0^\infty \text{ISI}(t, a)\psi(t, a, 1)\,da.$$  \hspace{1cm} (3.16)

Combining the last two conditions, we can consider a more general nonlocal one for $a = 0$:

$$\psi(t, 0, v) = \int_0^\infty \text{ISI}(t, a)\psi(t, a, v)\,da.$$  \hspace{1cm} (3.17)

It is straightforward to check that $\psi$ satisfies:

$$\frac{\partial}{\partial t} \int_0^\infty \int_{-\infty}^1 \varphi(t, a, v)\psi(t, a, v)\,dv\,da = 0.$$

As usual, the dual problem defined by (3.14)–(3.17) is inverse in time.

3.3.1. Theoretical connections

Having set the necessary theoretical framework, we are ready now to introduce our results. The first one introduces a special solution to (3.3)–(3.6), and we shall prove that both models reminded in the previous two sections, i.e. FP model (2.3)–(2.6), respectively the AS model (2.11)–(2.13), although known as different formalizations of noise action over the neural dynamics, can, in fact, be viewed as generated by it. In fact, this solution allows us to see the solution of the FP model (2.3)–(2.6) as an integral transform of the solution to the AS system with a kernel that depends of the solution to the first passage time problem. We need to underline though that the AS system generated by it has a special age-dependent death rate, as it can be seen below. In reverse, our second result allows an inverse transform from the solution to the FP system to the solution to the AS system with the help of the solution to the dual system.

**Theorem 3.1.** Let $\pi$ be a solution to the system (3.3)–(3.6).

1. The function defined by

$$\pi(t, a, v) = \frac{\varphi(t, a, v)}{P(t, a)}n(t, a)$$  \hspace{1cm} (3.18)

is a solution to the system (3.3)–(3.6), where $n(t, a)$ is a solution to (2.11)–(2.13).

2. The probability density function defined as

$$p(t, v) = \int_0^\infty \pi(t, a, v)\,da,$$  \hspace{1cm} (3.19)
is the solution to the FP system (2.3)–(2.6) with the initial repartition given by

\[ p_0(v) = \int_0^\infty \pi_0(a, v) \, da. \]

Let us remind first that we assume the boundedness of the stimulus, i.e. \( \alpha \leq \mu(t) \leq \beta \), for all \( t \geq 0 \), with \( \alpha, \beta \) real constants. We shall introduce first the notion of weak solutions to system (2.3)–(2.6) in the sense introduced in [10]. Namely:

**Definition 3.2.** A pair of nonnegative functions \((p, r)\) such that \( p \in L^2_+((0, T) \times (-\infty, 1)) \), \( r \in L^2_+((0, T) \times (-\infty, 1)) \) is a weak solution to (2.3)–(2.6) if, for any test functions \( \xi(t, v) \in L^2((0, T) \times (-\infty, 1)) \) such that \( \partial^2 \xi(t, v) / \partial v^2 \) \( \xi(t, v), (\mu(t) - v) \partial \xi(t, v) \in L^2((0, T) \times (-\infty, 1)), \xi(T, v) = 0 \), the following relation takes place:

\[
\int_0^T \int_{-\infty}^1 p(t, v) \left[ -\frac{\partial \xi(t, v)}{\partial t} - (\mu(t) - v) \frac{\partial \xi(t, v)}{\partial v} \right] \, dv \, dt = 0. \tag{3.20}
\]

It is also possible to define the time derivative as follows, by choosing \( \Phi(v) \in L^2(-\infty, 1) \) such that \( \Phi'(v), \Phi''(v) \in L^2(-\infty, 1) \):

\[
\frac{\partial}{\partial t} \int_{-\infty}^1 p(t, v) \Phi(v) \, dv = \int_{-\infty}^1 p(t, v) \left[ (\mu(t) - v) \Phi'(v) + \frac{\sigma^2}{2} \Phi''(v) \right] \, dv + r(t) [\Phi(v_r) - \Phi(1)]. \tag{3.21}
\]

In the same manner, we can introduce the weak solution for the systems (3.3)–(3.6):

**Definition 3.3.** A pair of nonnegative functions \((\pi, \rho)\) such that \( \pi \in L^2_+((0, T) \times (0, A)), \rho \in L^2_+((0, T) \times (0, A)) \) is a weak solution to (3.3)–(3.6), if for any test functions \( \Phi(v) \in L^2(-\infty, 1) \) such that \( \Phi'(v), \Phi''(v) \in L^2(-\infty, 1) \), the following relation takes place:

\[
\left( \frac{\partial}{\partial t} + \frac{\partial}{\partial a} \right) \int_{-\infty}^1 \pi(t, a, v) \Phi(v) \, dv = \int_{-\infty}^1 \pi(t, a, v) \left[ (\mu(t) - v) \Phi'(v) + \frac{\sigma^2}{2} \Phi''(v) \right] \, dv - \rho(t, a) \Phi(1). \tag{3.22}
\]

**Proof.** 1. The proof is straightforward. Let us formally check that equation (3.3) is satisfied:

\[
\begin{align*}
\frac{\partial}{\partial t} \left( \frac{\varphi(t, a, v)}{P(t, a)} \right) n(t, a) &+ \frac{\partial}{\partial a} \left( \frac{\varphi(t, a, v)}{P(t, a)} \right) n(t, a) \\
&+ \frac{\partial}{\partial v} \left[ (\mu(t) - v) \frac{\varphi(t, a, v)}{P(t, a)} \right] n(t, a) - \frac{\sigma^2}{2} \frac{\partial^2}{\partial v^2} \left( \frac{\varphi(t, a, v)}{P(t, a)} \right) n(t, a) \\
&= \left( \frac{\partial}{\partial t} \varphi(t, a, v) + \frac{\partial}{\partial a} \varphi(t, a, v) \right) \frac{n(t, a)}{P(t, a)} \\
&+ \left( \frac{\partial}{\partial t} n(t, a) + \frac{\partial}{\partial a} n(t, a) \right) \frac{\varphi(t, a, v)}{P(t, a)} \\
&- \left( \frac{\partial}{\partial v} P(t, a) + \frac{\partial}{\partial a} P(t, a) \right) \frac{\varphi(t, a, v)}{P(t, a)} n(t, a) \\
&+ \frac{\partial}{\partial v} \left[ (\mu(t) - v) \varphi(t, a, v) \right] \frac{n(t, a)}{P(t, a)} - \frac{\sigma^2}{2} \frac{\partial^2}{\partial v^2} \varphi(t, a, v) \frac{n(t, a)}{P(t, a)}.
\end{align*}
\]
CONNECTIONS BETWEEN NOISY NEURONAL MODELS

\[ n(t, a) \left( \frac{\partial}{\partial t} \varphi(t, a, v) + \frac{\partial}{\partial a} \varphi(t, a, v) + \frac{\partial}{\partial v} [(\mu(t) - v)\varphi(t, a, v)] - \frac{\sigma^2}{2} \frac{\partial^2}{\partial v^2} \varphi(t, a, v) \right) \]

\[ - \frac{\varphi(t, a, v)}{P(t, a)} \left( \frac{\partial}{\partial t} n(t, a) + \frac{\partial}{\partial a} n(t, a) + S(t, a)n(t, a) \right) \]

\[ = 0. \]

The boundary condition at \( a = 0 \) checks out immediately:

\[ \pi(t, 0, v) = \varphi(t, 0, v) \]

\[ n(t, 0) = \delta(v - v_r)r(t), \]

where

\[ r(t) = \int_0^\infty S(t, a)n(t, a) da = \int_0^\infty n(t, a) \left( \frac{\sigma^2}{2} \frac{\partial}{\partial v} \varphi(t, a, 1) \right) da \]

\[ = \int_0^\infty \rho(t, a) da. \]

2. Let us consider the distributional derivative of what we will denote for now \( p(t, v) := \int_0^\infty \pi(t, a, v) da \):

\[ \frac{\partial}{\partial t} \int_{-\infty}^1 \Phi(v)p(t, v) dv = \frac{\partial}{\partial t} \int_{-\infty}^1 \Phi(v) \int_0^\infty \pi(t, a, v) da dv \]

\[ = \int_{-\infty}^1 \Phi(v) \int_0^\infty \frac{\partial}{\partial t} \pi(t, a, v) da dv \]

\[ = \int_{-\infty}^1 \int_0^\infty \left\{ -\frac{\partial}{\partial a} \pi(t, a, v) - \left[ \frac{\partial}{\partial v} [(\mu(t) - v)\pi(t, a, v)] + \frac{\sigma^2}{2} \frac{\partial^2}{\partial v^2} \pi(t, a, v) \right] \Phi(v) \right\} da dv \]

\[ = \int_{-\infty}^1 \pi(t, 0, v)\Phi(v) dv + \int_0^\infty \left( -\frac{\sigma^2}{2} \frac{\partial}{\partial v} \pi(t, a, 1)\Phi(1) \right) da \]

\[ + \int_{-\infty}^1 \int_0^\infty \pi(t, a, v) \left[ (\mu - v)\Phi'(v) + \frac{\sigma^2}{2} \Phi''(v) \right] da dv. \]

We remind now that we defined:

\[ \rho(t, a) = -\frac{\sigma^2}{2} \frac{\partial}{\partial v} \pi(t, a, 1), \]

\[ \pi(t, 0, v) = \delta(v - v_r)r(t), \]

\[ r(t) := \int_0^\infty \rho(t, a) da. \]

Then, replacing the last formulae in the previous relation, we get:

\[ \frac{\partial}{\partial t} \int_{-\infty}^1 \Phi(v) \left( \int_0^\infty \pi(t, a, v) da \right) dv \]

\[ = \int_{-\infty}^1 \left( \int_0^\infty \pi(t, a, v) da \right) \left[ (\mu - v)\Phi'(v) + \frac{\sigma^2}{2} \Phi''(v) \right] dv \]

\[ + r(t) [\Phi(v_r) - \Phi(1)], \]
which proves that $p$ defined by (3.19) is solution to (2.3)–(2.6). We end the proof by noticing that taking $\Phi(v) \equiv 1$, the conservation property

$$\int_{-\infty}^{1} p(t,v) \, dv = 1,$$

is fulfilled. \hfill \Box

Remark 3.4. Note that under the assumptions of Theorem 3.1, the solution to the AS system is similarly obtained as:

$$n(t,a) = \int_{-\infty}^{1} \pi(t,a,v) \, dv.$$  

Theorem 3.5. The function defined via the integral

$$n(t,a) = \int_{-\infty}^{1} \chi(t,a,v)p(t,v) \, dv,$$  

where

$$\chi(t,a,v) = P(t,a)\psi(t,a,v),$$  

is a solution to the age-structured system (2.11)–(2.13) as soon as

$$n_0(a) = \int_{-\infty}^{1} \chi_\infty(a,v)p_0(v) \, dv,$$

with $\chi_\infty$ solution to the corresponding stationary adjoint system.

Remark 3.6. At this point, there is no evidence that the dual problem for the adjoint function $\psi$ is well posed. However, there is evidence that it is possible to prove the well posedness for the associated problem in $\chi$, under the assumption of finite potential and age intervals using a method given in [17]. This result is in working progress. In the following, therefore, the computations are at the formal level.

Proof. One can check directly that, setting

$$S(t,a) = \frac{ISI(t,a)}{P(t,a)},$$  

the function defined by (3.24) satisfies the following system:

$$\frac{\partial}{\partial t} \chi(t,a,v) + \frac{\partial}{\partial a} \chi(t,a,v) + (\mu(t) - v) \frac{\partial}{\partial v} \chi(t,a,v) + \frac{\sigma^2}{2} \frac{\partial^2}{\partial v^2} \chi(t,a,v) + S(t,a)\chi(t,a,v) = 0$$  

with

$$\chi(t,a,v_r) = \chi(t,a,1).$$
Moreover, by imposing the following condition
\[ \int_0^\infty \chi(t, a, v) \, da = 1, \]
the non-local boundary condition
\[ \chi(t, 0, v) = \int_0^\infty S(t, a) \chi(t, a, v) \, da \]
follows from equation (3.27) by directly integrating it over the age-interval.

To verify that the function defined by (3.23) is a solution to the AS system, we can formally compute:
\[
\frac{\partial}{\partial t} \int_{-\infty}^{1} \chi(t, a, v) p(t, v) \, dv + \frac{\partial}{\partial a} \int_{-\infty}^{1} \chi(t, a, v) p(t, v) \, dv \\
= \int_{-\infty}^{1} \left\{ \left[ \frac{\partial}{\partial t} \chi(t, a, v) + \frac{\partial}{\partial a} \chi(t, a, v) \right] p(t, v) + \chi(t, a, v) \frac{\partial}{\partial t} p(t, v) \right\} \, dv \\
+ \int_{-\infty}^{1} \frac{\partial}{\partial v} \left\{ \left[ -(\mu(t) - v) p(t, v) \right] + \frac{\sigma^2}{2} \frac{\partial^2}{\partial v^2} p(t, v) + \delta(v - v_r) r(t) \right\} \chi(t, a, v) \, dv.
\]
Integrating by parts in \( I_2 \), we get:
\[ I_2 = \int_{-\infty}^{1} \left[ (\mu(t) - v) \frac{\partial}{\partial v} \chi(t, a, v) + \frac{\sigma^2}{2} \frac{\partial^2}{\partial v^2} \chi(t, a, v) \right] p(t, v) \, dv - \chi(t, a, 1) r(t) + \chi(t, a, v_r) r(t). \]
Using now the boundary condition (3.28) and replacing \( I_2 \) in the expression above, it follows that:
\[ \frac{\partial}{\partial t} \int_{-\infty}^{1} \chi(t, a, v) p(t, v) \, dv + \frac{\partial}{\partial a} \int_{-\infty}^{1} \chi(t, a, v) p(t, v) \, dv = -S(t, a) \int_{-\infty}^{1} \chi(t, a, v) p(t, v) \, dv, \]
therefore, the function defined by (3.23) is a solution to (2.11).

The boundary condition checks out immediately:
\[ n(t, 0) = \int_{-\infty}^{1} \chi(t, 0, v) p(t, v) \, dv \\
= \int_0^\infty S(t, a) \int_{-\infty}^{1} \chi(t, a, v) p(t, v) \, dv \, da \\
= \int_0^\infty S(t, a) n(t, a) \, da. \]
Last, the conservation property is also verified directly since

\[
\int_0^\infty n(t,a) \, da = \int_0^\infty \int_{-\infty}^1 \chi(t,a,v)p(t,v) \, dv \, da = \int_{-\infty}^1 \int_0^\infty \chi(t,a,v) p(t,v) \, dv \, da = \int_{-\infty}^1 p(t,v) \, dv = 1.
\]

4. DISCUSSION

The present paper is thought as a continuation of our previous work \[19, 20\], where we have uncovered a connection between the NLIF and the escape rate model in the context of a time independent stimulus. We proved there that the corresponding solutions to the FP equation and the AS system can be mapped one-to-another via integral transforms. In the present paper, we wish to go further by considering stimuli that are time dependent, in which case our previous results do not apply. We did find out though that it is possible to recover both the NLIF and the escape rate models starting from a more general, two dimensional stochastic model. Our work is thus a first attempt to describe a general theoretical framework that can be used to understand key issues related to the mathematical treatment of neural variability.

The importance of our results is mostly theoretical. Our conclusion is that it is always possible to adjust parameters such that the NLIF and the escape rate models exhibit the same statistics. This finding enables us to give one possible explanation for the reported similarities between the two frameworks \[34\]. The choice of using any of it would then be influenced only by which of the variables - age or membrane potential - one wants to take into account.

From a practical point of view, finding an explicit formula of the correspondence, or, at least, an approximation would be a plus. This is a difficult task, as we have seen \[19, 20\], such a mapping relies on the first passage time problem for which no explicit solution has been found. Even though in this paper we do not address the issue, a possible biological application would be the connection between the external stimulus \(\mu\) which is explicit in the FP equation and the spiking activity of the corresponding AS model. To this aim, let us consider the following hypothetical situation:

Let us consider a population of similar NLIF neurons that is subject to an external input received from another population of neurons. Suppose that the activity of the population is recorded by a network of electrodes that can record individually the firing of some neurons. Assuming that the population considered is large enough, we can have a good statistical representation of the whole population. The recordings provide a number of neurons \(n_{\text{obs}}(t,a)\) that had a spike at time \(t - a\) and none since then. The issue addressed then is the following: Given \(n_{\text{obs}}(t,a)\) and knowing that for \(t < 0\), \(\mu(t) \equiv \mu_0\), can we estimate the stimulus \(\mu(t)\) acting over the population? We think that our transform (3.23) can be used in such a situation. This can be done by defining in a classical manner the quadratic error function:

\[
J(\mu) = \int_0^T \int_0^\infty \|n_{\text{obs}}(t,a) - n(t,a;\mu)\|^2 \, da \, dt,
\]

which is to be minimized with respect to \(\mu\). Here \(n(t,a;\mu)\) is defined via the integral transform (3.23), relation that uses the solutions \(\psi(t,a,v)\) and \(p(t,v)\) that satisfy systems having explicit dependence on the external stimulus. The issue presented here is currently under our investigations.

Although the FP equation in neuronal dynamics context has been studied over the past few years and qualitative results regarding its solutions have been proven \[10, 13, 14, 16, 22\], the AS systems theory has received a lot of attention in the last decades, see monographs \[27, 37\] for example, and different associated
control problems have been considered [2]. There is, therefore, a big advantage from a mathematical point of view to privilege its use in neuronal modelling.

Let us finally conclude by saying that our work opens several pathways for future research. From our side, the most exciting one is the investigation of emergent properties of neural networks. Both formalisms (FP and AS) have been employed to describe neural circuits in the mean-field approximation (see [4, 5, 10, 11, 22, 35] for the FP and see [12, 15, 21, 30–33] for the AS), and both of them have generated key insights in neuroscience, especially in the quest of the underlying mechanism of neural synchronization [18, 33]. It would be therefore relevant to use our new framework to investigate the links and differences between the two approaches, especially when conclusions are contradictory.
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