Conductance of closed and open long Aharonov-Bohm-Kondo rings
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We calculate the finite temperature linear DC conductance of a generic single-impurity Anderson model containing an arbitrary number of Fermi liquid leads, and apply the formalism to closed and open long Aharonov-Bohm-Kondo (ABK) rings. We show that, as with the short ABK ring, there is a contribution to the conductance from the connected 4-point Green’s function of the conduction electrons. At sufficiently low temperatures this contribution can be eliminated, and the conductance can be expressed as a linear function of the T-matrix of the screening channel. For closed rings we show that at temperatures high compared to the Kondo temperature, the conductance behaves differently for temperatures above and below $v_F/L$ where $v_F$ is the Fermi velocity and $L$ is the circumference of the ring. For open rings, when the ring arms have both a small transmission and a small reflection, we show from the microscopic model that the ring behaves like a two-path interferometer, and that the Kondo temperature is unaffected by details of the ring. Our findings confirm that ABK rings are potentially useful in the detection of the size of the Kondo screening cloud, the $\pi/2$ scattering phase shift from the Kondo singlet, and the suppression of Aharonov-Bohm oscillations due to inelastic scattering.

I. INTRODUCTION

The Kondo problem, one of the most influential problems in condensed matter physics, emerges from a deceptively unembellished model: a localized impurity spin coupled with a Fermi sea of conduction electrons. Perturbation theory in the coupling constant is plagued by infrared divergence, but after much theoretical endeavor it has been recognized that the model has a relatively simple low energy behavior. For the single-channel spin-1/2 model, at temperatures well below the Kondo temperature $T_K$, the impurity spin is “screened” by the conduction electrons, forming a local singlet state. The spatial extent of this singlet state, commonly termed the “Kondo screening cloud”, is expected to be $L_K = v_F T_K$ where $v_F$ is the Fermi velocity. The remaining conduction electrons are well described by a Fermi liquid theory at zero temperature, and acquire a phase shift ($\pi/2$ in the presence of particle-hole symmetry) upon being elastically scattered by the Kondo singlet. Moreover, at finite temperatures, scattering by the Kondo impurity can have both elastic and inelastic contributions, and it has been suggested that the inelastic scattering can be the origin of decoherence in mesoscopic structure, as measured for example by weak localization.

Advances in semiconductor technology have made it possible to imitate the impurity spin with a quantum dot (QD) when the ground state number of electrons in the QD is odd, the QD hosts a nonzero spin at temperatures lower than the charging energy. This possibility has triggered renewed experimental and theoretical interest in mesoscopic manifestations of Kondo physics in QD devices, such as the observation of the length scale $L_K$, the $\pi/2$ phase shift, and also decoherence effects of inelastic Kondo scattering.

Many mesoscopic configurations have been proposed in order to observe $L_K$. These include QD-terminated finite quantum wires and also various geometries with an embedded QD, including finite quantum wires, small metallic grains/larger QDs, and in particular, closed long Aharonov-Bohm (AB) rings with and without external electrodes. (A closed ring conserves the electric current and there is no leakage current.) Another motivation for quantum rings is that they may be used to answer the question of whether or not the inelastic scattering from the Kondo QD can cause decoherence by suppressing the amplitude of AB oscillations. A common feature of all these configurations is that they introduce at least one additional mesoscopic length scale $L$. When the bare Kondo coupling strength is adjusted so that $L_K$ crosses the scale $L$, the dependence of observables on other control parameters changes qualitatively. In the closed long AB ring with an embedded QD [also known as the Aharonov-Bohm-Kondo (ABK) ring], for instance, $L$ is the circumference of the ring: it is known that both $L_K$ and the conductance through the ring can have drastically different AB phase dependences for $L_K \gg L$ and $L_K \lesssim L$. In the “large Kondo cloud” regime $L_K \gg L$, corresponding to a relatively small bare Kondo coupling, the Kondo cloud “leaks” out of the ring and the size of the cloud becomes strongly influenced by the ring size and other mesoscopic details of the system. For a given bare Kondo coupling, $L_K$ can be extremely sensitive to the AB phase at certain values of Fermi energy, varying by many orders of magnitude. This sensitivity is completely lost in the opposite “small Kondo cloud” regime $L_K \lesssim L$, where the bare Kondo coupling is relatively large.

The conductance calculation of ABK rings, however, involves an additional layer of complications that went neglected in a number of early works. In mesoscopic Kondo problems with Fermi liquid electrodes, it is usually convenient to work with the scattering states and rotate to the basis of the so-called screening and non-screening...
channels: the screening channel $\psi$ is coupled to the QD and therefore has a nonzero T-matrix, while the non-screening channel $\phi$ is described by a decoupled non-interacting theory. A careful evaluation by Kubo formula at finite temperatures reveals that, unlike a QD directly coupled to external leads, the interaction effects on the linear DC conductance of short ABK rings are generally not fully encoded by the screening channel T-matrix in the single-particle sector, or equivalently the two-point function. Instead, there exists a contribution from connected four-point diagrams, corresponding to two-particle scattering processes in the screening channel, which cannot be interpreted as resulting from a single-particle scattering amplitude. This is not in contradiction with the famous Meir-Wingreen formula due to the violation of the proportionate coupling condition. For the short ABK ring, the four-point contribution becomes comparable to the two-point contribution well above the Kondo temperature $T \gg T_K$, but can be approximately eliminated at temperatures low compared to the bandwidth and the on-site repulsion of the QD, $T \ll \min \{t, U\}$, by applying the bias voltage and probing the current in a particular fashion. (This does not mean the four-point contribution is negligible for $T \ll \min \{t, U\}$, however.) One naturally wonders how this result generalizes to the closed long ring at high and low temperatures, and how it possibly modifies early predictions on conductance, which is again expected to display qualitatively different behaviors for $L_K \gg L$ and $L_K \lesssim L$.

On the other hand, efforts to measure the $\pi/2$ phase shift are mainly concentrated on two-path AB interferometer devices. In these devices, electrons from the source lead propagate through two possible paths (QD path and reference path) to the drain lead; the two paths enclose a tunable AB phase $\varphi$, and a QD tuned into the Kondo regime is embedded in the QD path. Most importantly, the complex transmission amplitudes through the two paths $t \theta e^{i\varphi}$ and $t_{\text{ref}}$ should be independent of each other, and the total coherent transmission amplitude at zero temperature $t_{\text{tot}} = t \theta e^{i\varphi} + t_{\text{ref}} e^{-i\varphi}$ is the sum of the individual amplitudes (the “two-slit condition”), meaning multiple traversals of the ring are negligible. Using a multi-particle scattering formalism, and assuming that only single-particle scattering processes are coherent, Ref. calculates the conductance of such an interferometer with an embedded Kondo QD in terms of the single-particle T-matrix through the QD, and concludes that the AB oscillations are suppressed by inelastic multi-particle scattering processes due to the Kondo QD.

The two-path interferometer can in principle be realized through open AB rings, where in contrast to closed rings, the propagating electrons may leak into side leads attached to the ring. For a non-interacting QD, Ref. presents the criteria for an open long ring to yield the intrinsic transmission phase through the QD: all lossy arms with side leads should have a small transmission and a small reflection. A small transmission suppresses multiple traversals of the ring and guarantees the validity of the two-slit assumption, while a small reflection prevents electrons from “rattling” (tunneling back and forth) across the QD. However, when the QD is in the Kondo regime, as with the previously discussed closed AB rings, the transmission probability through the QD and even the Kondo temperature may be sensitive to the AB phase and other details of the geometry, hampering the detection of the intrinsic phase shift across the QD. In addition, since the screening channels in the open ABK ring and in the simple embedded QD geometry are usually not the same, it is not obvious that the single-particle sector T-matrices coincide in the two geometries. These issues are not addressed in Ref., which simply assumes that the two-slit condition is obeyed by the coherent processes, and that the T-matrix of the open AB ring is identical to that of the QD embedded between source and drain leads. To our knowledge, it has been a mystery whether in certain parameter regimes the open long ABK ring realizes the two-path interferometer with a Kondo QD, where the Kondo temperature and the transmission probability through the QD are independent of the details of other parts of the ring, and the T-matrix of the ring truthfully reflects the T-matrix of the QD.

The aforementioned problems in closed and open ABK rings prompt a unified treatment of linear DC conductance in different mesoscopic geometries containing an interacting QD. Much work has been done on generic mesoscopic geometries but in our formalism presented in this paper we aim to take the connected contribution into account expressly, and refrain from making assumptions about the geometry in question (such as parity symmetry).

We study a QD represented by an Anderson impurity, which is embedded in a junction connecting an arbitrary number of Fermi liquid leads. The junction is regarded as a black box characterized only by its scattering S-matrix and its coupling with the QD, and all leads (including source, drain and possibly side leads) are treated on equal footing. In parallel with Ref. we find that the linear DC conductance is given by the sum of a “disconnected” part and a “connected” part. The disconnected part has the appearance of a linear response Landauer formula, where the “transmission amplitude” is linear in the T-matrix of the screening channel in the single-particle sector, and indeed reduces at zero temperature to a non-interacting transmission amplitude appropriate for the local Fermi liquid theory. The connected part is again a Fermi surface property, can be eliminated by proper application of bias voltages, and is calculated perturbatively at weak coupling $T \gg T_K$, as well as at strong coupling $T \ll T_K$ provided the local Fermi liquid theory applies.

Our formalism is subsequently applied to long ABK rings. In the case of closed rings, we show that for $T \gg T_K$, the high-temperature conductance does exhibit qualitatively different behaviors as a function of the AB phase for $T \gg v_F/L$ and $T \ll v_F/L$. In the case of open rings, when the small transmission condition is met, we find the mesoscopic fluctuations are suppressed, and the two-path interferometer behavior is indeed recovered at low
temperatures. If in addition the small reflection condition is satisfied, the Kondo temperature of the QD and the complex transmission amplitude through the QD are both unaffected by the details of the ring. We then find the conductance at $T \gg T_K$ and $T \ll T_K$, and in particular rigorously calculate the normalized visibility of the AB oscillations in the Fermi liquid regime. We show that while the deviation of normalized visibility from unity is indeed proportional to inelastic scattering as predicted by Ref. 26, the constant of proportionality depends on non-universal particle-hole symmetry breaking potential scattering. Our findings also suggest that the $\pi/2$ phase shift across the QD is measurable in our two-path interferometer when the criteria of small transmission and small reflection are fulfilled. We stress again that, while we focus on long ABK rings in this paper, our general formalism is applicable to a Kondo impurity embedded in an arbitrary non-interacting multi-terminal mesoscopic structure.

The rest of this paper is outlined below. In Sec. II we provide a formulation of our generalized Anderson model with an interacting QD, separate the screening channel from the non-screening ones, and discuss the effective Kondo model in the local moment regime. In Sec. III the linear DC conductance is calculated using Kubo formula.Disconnected and connected contributions are examined separately, along with the approximate elimination of the latter. Perturbation theories in the weak-coupling and Fermi liquid regimes are employed in Sec. IV: weak-coupling results applicable at high temperatures formally resemble the short ring case. Sec. V applies the abstract formalism to the closed long ring, and Sec. VI studies open long rings and their potential utilization as two-path interferometers. Conclusions and open questions are presented in Sec. VII. In Appendix A we make contact with early results by applying our formalism in a few other mesoscopic systems. Appendix B consists of details related to the calculation of disconnected contributions. Appendix C is a check of our formalism in the case of a non-interacting QD. Appendix D focuses on the Fermi liquid regime: we derive the T-matrix for the screening channel, and perform another consistency check on our formalism by calculating the connected contribution explicitly. Finally, Appendix E presents the non-interacting Schrödinger equations for the open long ring, whose solutions are used in Sec. VI.

II. MODEL

Our generalized tight-binding Anderson model describes $N$ Fermi liquid leads meeting at a junction containing a QD with an on-site Coulomb repulsion. In addition to the QD, the junction comprises an arbitrary configuration of non-interacting tight-binding sites. The full Hamiltonian contains a non-interacting part, a QD part, and a coupling term between the two:

$$H = H_0 + H_T + H_d.$$  

The non-interacting part is made up of two terms,

$$H_0 = H_{0,\text{leads}} + H_{0,\text{junction}};$$

the lead term

$$H_{0,\text{leads}} = -t \sum_{j=1}^{N} \sum_{n=0}^{\infty} (c_{j,n}^\dagger c_{j,n+1} + \text{h.c.})$$

models the Fermi liquid leads as semi-infinite nearest-neighbor tight-binding chains with hopping $t$, where $j$ is the lead index and $n$ is the site index. For simplicity all leads are assumed to be identical, and we temporarily suppress the spin index. $H_{0,\text{junction}}$ is the non-interacting part of the junction; it glues all leads together and often includes additional sites (e.g. representing the arms of an ABK ring), but does not include coupling to the interacting QD. In a typical open ABK ring with electron leakage, two of the leads serve as source and drain electrodes, while the remaining $N - 2$ leads mimic the base contacts through which electrons escape the junction. In experiments usually the current flowing through the source or the drain is monitored, but the leakage current can also be measured.

Assume that there are $M$ sites in the junction to which the QD is directly coupled; hereafter we refer to these sites as the coupling sites. The coupling to the QD can be written as

$$H_T = -\sum_{r=1}^{M} (t_r c_{C,r}^\dagger c_d + \text{h.c.})$$
FIG. 1. Sketch of a generic system which allows the application of our formalism. Here \( N = 5 \) and \( M = 3 \).

where \( d \) annihilates an electron on the QD, and \( c_{C,r}^\dagger \) creates an electron on the \( r \)th coupling site. \( c_{C,r} \) may coincide with \( c_{j,0} \). In the simplest AB ring, there is only one physical AB phase, which may be incorporated in either \( H_{0,\text{junction}} \) or \( H_T \). In more complicated models both \( H_{0,\text{junction}} \) and \( H_T \) can depend on AB phases.

Finally, the Hamiltonian of the interacting QD is given by

\[
H_d = \epsilon_d d^\dagger d + U n_{d\uparrow} n_{d\downarrow}
\]

A generic system with \( N = 5 \) and \( M = 3 \) is sketched in Fig. 1 with details of the mesoscopic junction hidden. We will analyze more concrete examples in Secs. V and VI; additional examples, previously studied in Refs. 15, 26, and 30, are provided in Appendix A.

A. Screening and non-screening channels

While it is \( H_{0,\text{junction}} \) that ultimately determines the properties of the junction, its details are actually not important in our formalism. Instead, in the following we characterize the model by its background scattering S-matrix and coupling site wave functions. Both quantities are easily obtained from a given \( H_{0,\text{junction}} \), and as we show in Sec. III they play a central role in our quest for the linear DC conductance.

To recast our model into the standard form of an interacting QD coupled to a continuum of states, it is convenient to first diagonalize the non-interacting part of the Hamiltonian \( H_0 \) by introducing the scattering basis \( q_{j,k} \):

\[
H_0 = \int_0^\pi \frac{dk}{2\pi} \sum_{j=1}^N \epsilon_k q_{j,k}^\dagger q_{j,k},
\]

where \( \epsilon_k = -2t \cos k \) is the dispersion relation in the leads, and for simplicity we let the lattice constant \( a = 1 \). In addition to the scattering states \( q_{j,k} \), there may exist a number of bound states with their energies outside of the continuum, but since their wave functions decay exponentially away from the junction region, they do not affect linear DC transport properties.

The scattering basis operator \( q_{j,k} \) annihilates a scattering state electron incident from lead \( j \) with momentum \( k \), and obeys the anti-commutation relation \( \{ q_{j,k}, q_{j',k'}^\dagger \} = 2\pi \delta_{jj'} \delta (k - k') \). The corresponding wave function has the following form on site \( n \) in lead \( j' \),

\[
\chi_{j,k} (j', n) = \delta_{jj'} e^{-i kn} + S_{j,j'} (k) e^{i kn};
\]

and on coupling site \( r \),
\[ \chi_{j,k}(r) = \Gamma_{rj}(k). \]  

(2.3b)

In other words, for an electron incident from lead \( j \), \( S_{j'j} \) is the background reflection or transmission amplitude in lead \( j' \), and \( \Gamma_{rj} \) is the wave function on coupling site \( r \). The scattering S-matrix \( S \) is unitary: \( S^\dagger S = 1 \).

From its wave function, \( q_{j,k} \) can be related to \( c_{j,n} \) and \( c_{C,r} \):

\[ c_{j,n} = \int_0^\pi \frac{dk}{2\pi} \sum_{j'=1}^N \left[ \delta_{jj'} e^{-ikn} + S_{jj'}(k) e^{ikn} \right] q_{j',k}, \]  

(2.4a)

and

\[ c_{C,r} = \int_0^\pi \frac{dk}{2\pi} \sum_{j'=1}^N \Gamma_{rj'}(k) q_{j',k}. \]  

(2.4b)

We now express \( H_T \) in the scattering basis. Inserting Eq. (2.4b) into Eq. (2.1c), we find the QD is only coupled to one channel in the continuum, i.e. the screening channel:

\[ H_T = - \int_0^\pi \frac{dk}{2\pi} V_k \left( \psi_k^\dagger d + \text{h.c.} \right), \]  

(2.5)

where the screening channel operator \( \psi_k^\dagger \) is defined by

\[ \psi_k^\dagger = \frac{1}{V_k} \sum_{j=1}^N \sum_{r=1}^M t_r^* \Gamma_{r,j}(k) q_{j,k}, \]  

(2.6)

and the normalization factor \( V_k > 0 \) is defined by

\[ V_k^2 = \sum_{j=1}^N \sum_{r,r'=1}^M t_r t_r'^* \Gamma_{r,j}(k) \Gamma_{r',j}(k) = \text{tr} \left[ \Gamma^\dagger(k) \Lambda(k) \right]. \]  

(2.7)

This ensures \( \{ \psi_k, \psi_{k'}^\dagger \} = 2\pi \delta(k-k') \). Here we also introduce the \( M \times M \) Hermitian QD coupling matrix \( \lambda \),

\[ \lambda_{rr'} = t_r t_r'^*. \]  

(2.8)

It will be useful to define a series of non-screening channels \( \phi_{l,k} \) orthogonal to \( \psi \), where \( l = 1, \cdots, N-1 \). The \( \phi \) channels are decoupled from the QD. In a compact notation we can write the transformation from the scattering basis to the screening–non-screening basis as

\[ \Psi_k \equiv \begin{pmatrix} \psi_k \\ \phi_{1,k} \\ \cdots \\ \phi_{N-1,k} \end{pmatrix} = U_k \begin{pmatrix} q_{1,k} \\ q_{2,k} \\ \cdots \\ q_{N,k} \end{pmatrix}, \]  

(2.9)

where \( U \) is a unitary matrix. The first row of \( U \) is known:

\[ U_{1,j,k} = \frac{1}{V_k} \sum_{r=1}^M t_r^* \Gamma_{r,j}(k). \]  

(2.10)
As long as $U$ stays unitary, its remaining matrix elements can be chosen freely without affecting physical observables. $\Psi_k$ now also diagonalizes $H_0$,

$$H_0 = \int_0^\pi \frac{dk}{2\pi} \epsilon_k \left( \psi_k^\dagger \psi_k + \sum_{l=1}^{N-1} \phi_{l,k}^\dagger \phi_{l,k} \right); \quad (2.11)$$

we shall also need the inverse transformation,

$$q_{j,k} = U^*_1 \psi_k + \sum_{l=1}^{N-1} U^*_l \phi_{l,k}.$$

### B. Kondo model

In the local moment regime of the Anderson model\(^{1,2}\) for $T \ll U$ we can perform the Schrieffer-Wolff transformation\(^{43}\) on $\psi$ to obtain an effective Kondo model with a reduced bandwidth and a momentum-dependent coupling:

$$H = H_0 + \int \frac{dkdk'}{(2\pi)^2} \left( J_{kk'} \psi_k^\dagger \sigma \cdot \hat{S}_d + K_{kk'} \psi_k^\dagger \psi_{k'} \right), \quad (2.13a)$$

where all momenta are between $k_F - \Lambda_0$ and $k_F + \Lambda_0$ with Fermi wave vector $k_F$, $0 < \Lambda_0 \ll k_F$ is the initial momentum cutoff, and the dispersion is linearized near the Fermi energy as $\epsilon_k = v_F (k - k_F)$. For the tight-binding model $v_F = 2t \sin k_F$.

The interaction consists of a spin-flip term $J$,

$$J_{kk'} = V_k V_{k'} (j_k + j_{k'}) \approx j_k,$$

and a particle-hole symmetry breaking potential scattering term $K$,

$$K_{kk'} = \frac{1}{4} V_k V_{k'} (\kappa_k + \kappa_{k'}) \approx \kappa.$$

The energy cutoff is initially $D_0 \equiv v_F \Lambda_0$. When we reduce the running energy cutoff from $D$ to $D + dD$ ($0 < -dD \ll D$) to integrate out the high-energy degrees of freedom in the narrow strips of energy $(-D, -D - dD)$ and $(D + dD, D)$, $K$ is exactly marginal in the renormalization group (RG) sense, whereas $J$ is marginally relevant and obeys the following RG equation:

$$-\frac{d}{d\ln D} (\nu J_{kk'}) = \frac{1}{2} (\nu J_{k,kF+\Lambda} + \nu J_{kF+\Lambda,k'} + \nu J_{k,kF-\Lambda} + \nu J_{kF-\Lambda,k'}) \quad (2.14)$$

or equivalently

$$-\frac{dj}{d\ln D} = \nu j^2 \left(V_{kF+\Lambda}^2 + V_{kF-\Lambda}^2 \right) \quad (2.15)$$
where \( \nu \) is the density of states per channel per spin, \( \nu = 1/(2\pi v_F) \). Therefore, renormalization of the Kondo coupling is controlled by the momentum-dependent normalization factor \( V_k^2 \), defined in Eq.\ (2.7). \( j \) is the only truly independently renormalized coupling constant despite the appearance of Eq.\ (2.14); this follows from the fact that the screening channel is the only channel coupled to the QD\footnote{15}.

The prototype Kondo model possesses a momentum-independent coupling function, \( J_{kk'} \approx 2j_k^2 \). As a result, spin-charge separation occurs and the Kondo interaction is found to be exclusively in the spin sector\footnote{14}. The charge sector is nothing but a non-interacting theory with a particle-hole symmetry breaking phase shift due to the potential scattering term \( K \), while at very low energy scales the spin sector renormalizes to a local Fermi liquid theory with \( \pi/2 \) phase shift.

On the other hand, in a mesoscopic geometry \( V_k^2 \) often exhibit fluctuations on a mesoscopic energy scale \( E_D \). (More precisely, \( E_D \) can be defined as the energy corresponding to the largest Fourier component in the spectrum of \( V_k^2 \), but for both specific models discussed in this paper we can simply read it off the analytic expression.) In the presence of a characteristic length scale \( L \), \( E_D \) may be of the order of the Thouless energy \( v_F/L \), as is the case for the closed long ABK ring in Sec.\footnote{17} where \( E_D \) is of the order of the bandwidth \( 4t \). Well above \( E_D \), \( V_k^2 \) appears featureless and can be approximated by its mean value \( \overline{V_k^2} \) with respect to \( k \). The Kondo temperature \( T_K \) can be loosely defined as the energy cutoff at which the dimensionless coupling \( 2\nu V_k^2 \) becomes \( \mathcal{O}(1) \). As briefly sketched in Sec.\footnote{1} there are two very different parameter regimes of the Kondo temperature\footnote{15,22}.

a) The small Kondo cloud regime \( T_K \gg E_D \). For \( E_D \approx v_F/L \), the size of the Kondo screening cloud \( L_K \equiv v_F/T_K \ll L \); hence the name. In this regime, the bare Kondo coupling is sufficiently large, so that \( 2\nu \overline{V_k^2} \) renormalizes to \( \mathcal{O}(1) \) before it “senses” any mesoscopic fluctuation. By approximating \( V_k^2 \approx \overline{V_k^2} \), Eq.\ (2.16) has a solution

\[
 j(D) \approx \frac{j_0}{1 + 2\nu j_0 \overline{V_k^2} \ln \frac{D}{D_0}},
\]

(2.16)

where \( j_0 \) is the bare Kondo coupling constant at the initial energy cutoff \( D_0 \). Eq.\ (2.16) gives the “background” Kondo temperature

\[
 T_K \approx T_K^0 \equiv D_0 \exp \left(-\frac{1}{2\nu j_0 \overline{V_k^2}}\right),
\]

(2.17)

independent of the mesoscopic details of the geometry. For \( T \ll T_K \), the low-energy effective theory is also conjectured to be a Fermi liquid, but the T-matrix (or the phase shift) of the screening channel is not yet known with certainty\footnote{15,22}.

b) The very large Kondo cloud regime \( T_K \ll E_D \). For \( E_D \approx v_F/L \), \( L_K \gg L \). In this regime, the bare Kondo coupling is very small, and \( j \) does not begin to renormalize significantly until the energy cutoff is well below \( E_D \). The variation of \( V_k^2 \) is hence negligible in the resulting low energy theory, \( V_k^2 \approx V_k^2_F \), but \( V_k^2_F \) may be significantly different from \( \overline{V_k^2} \), which means Kondo temperature is thus highly sensitive to the mesoscopic details of \( V_k^2_F \). Because \( V_k^2 \) is almost independent of \( k \), we may map the low-energy theory in question onto the conventional Kondo model, where conduction electrons are scattered by a point-like spin in real space. (We stress that this mapping would not be possible for a strongly \( k \)-dependent \( V_k^2 \), which is the case for the small cloud regime.) Following well-known results in the conventional Kondo model\footnote{2} we see that the low-energy effective theory is a local Fermi liquid theory, with parameters also sensitive to mesoscopic details.

### III. LINEAR DC CONDUCTANCE

In this section we calculate the DC conductance tensor of the system in linear response theory, generalizing the results in Ref.\ 26 to our multi-terminal setup. The result is presented as the sum of a disconnected contribution and a connected one (Fig.\ 2). By “disconnected” and “connected”, we are referring to the topology of the corresponding Feynman diagrams: a disconnected contribution originates from a Feynman diagram without any cross-links, and can always be written as the product of two two-point functions. The disconnected contribution has a simple Landauer form, and is quadratic in the T-matrix of the screening channel \( \psi \). The connected contribution is also shown to depend on properties near the Fermi surface only, but it is usually difficult to evaluate analytically except at high temperatures, or at low temperatures if the Fermi-liquid perturbation theory is applicable. Nevertheless, just as with the short ABK ring, the connected contribution can be approximately eliminated at temperatures low compared to another mesoscopic energy scale \( T \ll E_{conn} \).
FIG. 2. Disconnected (self-energy) and connected (vertex correction) contributions to the density-density correlation function, which is directly related to the conductance through the Kubo formula Eq. (3.2). The dashed lines represent external legs at times $\bar{t}$ and 0, the solid lines represent fully dressed $\Psi$ fermion propagators, and the hatched circle represents all connected 4-point vertices of the screening channel.

### A. Kubo formula in terms of screening and non-screening channels

The linear DC conductance tensor $G_{jj'}$ is defined through $\langle I_j \rangle = \sum_{j'} G_{jj'} V_{j'}$, where $I_j$ is the current operator in lead $j$, and $V_{j'}$ is the applied bias voltage on lead $j'$. $I_j$ is given by $I_j = -edN_j/d\bar{t}$, where $\bar{t}$ is the real time variable, and

$$N_j \equiv \sum_{n=0}^{\infty} c_{j,n}^{\dagger} c_{j,n}$$  \hspace{1cm} (3.1)

is the density operator in lead $j$. $G_{jj'}$ is then given by the Kubo formula

$$G_{jj'} = \frac{e^2}{h} \lim_{\Omega \to 0} (2\pi i \Omega) G_{jj'}' (\Omega),$$  \hspace{1cm} (3.2)

where the retarded density-density correlation function is

$$G_{jj'}' (\Omega) \equiv -i \int_0^{\infty} d\bar{t} e^{i\Omega+\bar{t}} \langle [N_j (\bar{t}), N_{j'} (0)] \rangle$$  \hspace{1cm} (3.3)

and $\Omega+ \equiv \Omega + i0^+$. The retarded correlation function can be obtained by means of analytic continuation $i\omega_p \to \Omega^+$ from its imaginary time counterpart,

$$G_{jj'}' (i\omega_p) = - \int_0^{\beta} d\tau e^{i\omega_p \tau} \langle T_{\tau} N_j (\tau) N_{j'} (0) \rangle,$$  \hspace{1cm} (3.4)

where $\omega_p = 2p\pi/\beta$ is a bosonic Matsubara frequency, $\beta = 1/T$ is the inverse temperature, and $T_{\tau}$ is the imaginary time-ordering operator.

To calculate the correlation function we need the density operator $N_j$ written as bilinears of $\Psi$. This is achieved by the insertion of Eq. (2.4a) and then Eq. (2.12) into Eq. (3.1). We find

$$N_j = \int_0^{\pi} \frac{dk_1 dk_2}{(2\pi)^2} \Psi_{k_1}^{\dagger} M_{k_1 k_2}^{j} \Psi_{k_2},$$  \hspace{1cm} (3.5)

where for $l_1, l_2 = 1, \ldots, N$, 

The matrix $M$ obeys $M^j_{k_1k_2} = (M^j_{k_2k_1})^\dagger$ which ensures $N_j$ is Hermitian.

### B. Disconnected part

We substitute Eq. (3.5) into Eq. (3.3). The disconnected part of the conductance is obtained by pairing up $\Psi$ and $\Psi^\dagger$ operators to form two two-point Green’s functions:

$$G^{D}_{jj'}(\Omega) = -2i \int_0^\infty dt e^{i\Omega t} \int_0^\pi \frac{dk_1dk_2 dq_1dq_2}{(2\pi)^2} \text{tr} \left[ M^j_{k_1k_2} G^>_{k_2q_1} (\bar{t}) M^j'_{q_1q_2} G^<_{q_2k_1} (\bar{t}) - M^j'_{q_1q_2} G^<_{q_2k_1} (\bar{t}) M^j_{k_1k_2} G^>_{k_2q_1} (\bar{t}) \right].$$

(3.7)

Here the factor of 2 in the second line is due to the spin degeneracy. The greater and lesser Green’s functions in the screening–non-screening basis are defined as

$$G^>_{kq} (\bar{t}) \equiv -i \begin{pmatrix} \langle \psi_k (\bar{t}) \psi^\dagger_q (0) \rangle \\ \langle \phi_{1,k} (\bar{t}) \phi^\dagger_{1,q} (0) \rangle \\ \vdots \\ \langle \phi_{N-1,k} (\bar{t}) \phi^\dagger_{N-1,q} (0) \rangle \end{pmatrix},$$

(3.8a)

and

$$G^<_{kq} (\bar{t}) \equiv +i \begin{pmatrix} \langle \phi^\dagger_{1,q} (0) \psi_k (\bar{t}) \rangle \\ \langle \phi^\dagger_{1,q} (0) \phi_{1,k} (\bar{t}) \rangle \\ \vdots \\ \langle \phi^\dagger_{N-1,q} (0) \phi_{N-1,k} (\bar{t}) \rangle \end{pmatrix}. $$

(3.8b)

In equilibrium, fluctuation-dissipation theorem requires that $G^>_{kq} (\omega) = 2i [1 - f (\omega)] \text{Im} G^R_{kq} (\omega)$, and $G^<_{kq} (\omega) = -2i f (\omega) \text{Im} G^R_{kq} (\omega)$, where $f (\omega) = 1 / (e^{\beta\omega} + 1)$ is the Fermi function. These equilibrium relations result from the fact that $G^R_{kq} (\omega) = G^R_{qk} (\omega)$ for the Anderson model [see Eq. (3.12) below]. With these relations Eq. (3.7) becomes

$$G^{D}_{jj'} (\Omega) = 8 \int \frac{d\omega d\omega'}{(2\pi)^2} \frac{f (\omega) - f (\omega')}{\omega - \omega' + \Omega^+} \int_0^\pi \frac{dk_1dk_2 dq_1dq_2}{(2\pi)^2} \text{tr} \left[ M^j_{k_1k_2} \text{Im} G^R_{k_2q_1} (\omega') M^j'_{q_1q_2} \text{Im} G^R_{q_2k_1} (\omega) \right].$$

(3.9)

We note that, in contrast to the case of Ref. [26], the momentum integral here is not necessarily real. Instead, its complex conjugate takes the same form but with $\omega$ and $\omega'$ interchanged:

$$\int_0^\pi \frac{dk_1dk_2 dq_1dq_2}{(2\pi)^2} \text{tr} \left[ M^j_{k_1k_2} \text{Im} G^R_{k_2q_1} (\omega') M^j'_{q_1q_2} \text{Im} G^R_{q_2k_1} (\omega) \right]^*$$

$$= \int_0^\pi \frac{dk_1dk_2 dq_1dq_2}{(2\pi)^2} \text{tr} \left[ M^j_{k_1k_2} \text{Im} G^R_{k_2q_1} (\omega) M^j'_{q_1q_2} \text{Im} G^R_{q_2k_1} (\omega') \right].$$

(3.10)

Making use of this property, we can show that $[G^{D}_{jj'} (-\Omega)]^* = G^{D}_{jj'} (\Omega)$. Thus the disconnected contribution to the DC conductance can be written as
\[ G^D_{jj'} = \frac{e^2}{h} \lim_{\Omega \to 0} (-2\pi\Im G^D_{jj'}(\Omega)). \] (3.11)

We should realize, however, that taking the imaginary part of \( G^D_{jj'} \) is generally not equivalent to taking the \( \delta \)-function part of \( 1/ (\omega - \omega' + \Omega^+) \) in Eq. (3.9).

For the Anderson model, it is not difficult to find the Dyson’s equation for the retarded Green’s function by the equation-of-motion technique:

\[ G^R_{kq} (\omega) = 2\pi \delta (k_2 - q_1) g^R_{k_2} (\omega) + \tau_\psi g^R_{k_2} (\omega) T_{k_2 q_1} (\omega) g^R_{q_1} (\omega), \] (3.12)

where the free retarded Green’s function for \( \psi \) and \( \phi \) is

\[ g^R (\omega) = \frac{1}{\omega^+ - \epsilon_k}, \] (3.13)

and \( \tau_\psi \) is the projection operator onto the screening channel subspace. Again, only the Green’s function of the screening channel is modified by coupling to the QD. The retarded T-matrix of the screening channel in the single-particle sector is related to the retarded two-point function of the QD by

\[ T_{k_2 q_1} (\omega) = V_{k_2} G^R_{dd} (\omega) V_{q_1}, \] (3.14)

where \( G^R_{dd} (\omega) \equiv -i \int_0^\infty d\bar{t} e^{i\omega \bar{t}} \langle \{ d(\bar{t}) , d^\dagger (0) \} \rangle \).

From Eqs. (3.9) and (3.12) we may express the disconnected contribution to the linear DC conductance in the Landauer form:

\[ G^D_{jj'} = \frac{2e^2}{h} \int_{-2t}^{2t} d\epsilon_p [-f' (\epsilon_p)] \mathcal{T}^D_{jj'} (\epsilon_p), \] (3.15)

where the disconnected “transmission probability” \( \mathcal{T}^D_{jj'} \) is written in terms of the absolute square of a “transmission amplitude”

\[ \mathcal{T}^D_{jj'} (\epsilon_p) = \delta_{jj'} - \left| \{ S(p) [1 - 2i\pi \nu_p T_{pp} (\epsilon_p) \Gamma (p) \Lambda (p)] \}_{jj'} \right|^2 
= \delta_{jj'} - \left| S_{jj'} (p) + \frac{2i}{\nu_p} [S(p) \Gamma^\dagger (p) \Lambda (p)] \right|^2 \] (3.16)

Again \( \lambda \) is the QD coupling matrix defined in Eq. (2.8) and \( \nu_p \) is the density of states per channel per spin for the tight-binding model

\[ \nu_p = \frac{1}{4\pi t \sin \theta}. \] (3.17)

The detailed derivation of Eq. (3.16) by contour methods is left for Appendix B. As a consistency check, we show in Appendix C that for a non-interacting QD, \( U = 0 \), Eq. (3.16) and solving the Schroedinger’s equation yield the same transmission probability.

At zero temperature, when the single-particle sector of the screening channel T-matrix obeys the optical theorem and the inelastic part of the T-matrix vanishes, there is no connected contribution and Eq. (3.15) yields the full linear DC conductance. In this case a clear picture emerges from Eq. (3.16): the conductance is given by the Landauer formula with an effective single-particle S-matrix, which is obtained from the original S-matrix simply by imposing a phase shift on the screening channel, corresponding to the particle-hole symmetry breaking potential scattering and the elastic scattering by the Kondo singlet.\[ ^{20,45} \]
Another useful representation of the disconnected probability, similar to that in Ref. [26], is obtained by expanding Eq. (3.16):

\[
T_{j,j'}^D (\epsilon_p) = T_{0,j,j'} (\epsilon_p) + Z_{R,j,j'} (\epsilon_p) \text{Re}[-\pi \nu_p T_{pp} (\epsilon_p)] \\
+ Z_{L,j,j'} (\epsilon_p) \text{Im}[-\pi \nu_p T_{pp} (\epsilon_p)] + Z_{2,j,j'} (\epsilon_p) |{-\pi \nu_p T_{pp} (\epsilon_p)}|^2,
\]

(3.18a)

with a background transmission term

\[
T_{0,j,j'} (\epsilon_p) = \delta_{jj'} - |S_{jj'} (\epsilon_p)|^2,
\]

(3.18b)
a term linear in the real part of the T-matrix, proportional to

\[
Z_{R,j,j'} (\epsilon_p) = \frac{4}{V^2_p} \text{Im} \left\{ \left[ S (p) \Gamma (p) \lambda \Gamma (p) \right]_{j,j'} S^\dagger_{j,j'} (p) \right\},
\]

(3.18c)
a term linear in the imaginary part, proportional to

\[
Z_{L,j,j'} (\epsilon_p) = \frac{4}{V^2_p} \text{Re} \left\{ \left[ S (p) \Gamma (p) \lambda \Gamma (p) \right]_{j,j'} S^\dagger_{j,j'} (p) \right\},
\]

(3.18d)
and a term quadratic in the T-matrix, proportional to

\[
Z_{2,j,j'} (\epsilon_p) = - \frac{4}{V^2_p} \left| \left[ S (p) \Gamma (p) \lambda \Gamma (p) \right]_{j,j'} \right|^2.
\]

(3.18e)

In the DC limit, the total current flowing out of the junction is zero, and a uniform voltage applied to all leads does not result in any current; hence the linear DC conductance satisfies current and voltage Kirchhoff’s laws \( \sum G_{j,j'} = \sum G_{j'} = 0 \). As a comparison it is interesting to consider the sum of the disconnected transmission probability, Eq. (3.18a), over \( j \) or \( j' \). Using the unitarity of \( S \) and Eq. (2.8) it is not difficult to find that

\[
\sum_j T_{j,j'}^D (\epsilon_p) = \left\{ \text{Im}[-\pi \nu_p T_{pp} (\epsilon_p)] - \text{Im}[-\pi \nu_p T_{pp} (\epsilon_p)]^2 \right\} \frac{4}{V^2_p} \left[ \Gamma (p) \lambda \Gamma (p) \right]_{j,j'},
\]

(3.19)

and

\[
\sum_{j'} T_{j,j'}^D (\epsilon_p) = \left\{ \text{Im}[-\pi \nu_p T_{pp} (\epsilon_p)] - \text{Im}[-\pi \nu_p T_{pp} (\epsilon_p)]^2 \right\} \frac{4}{V^2_p} \left[ S (p) \Gamma (p) \lambda \Gamma (p) S^\dagger (p) \right]_{j,j}.
\]

(3.20)

As mentioned in Ref. [26], the quantity in curly brackets in Eqs. (3.19) and (3.20) measures the deviation of the single-particle sector of the T-matrix from the optical theorem. In the case of a non-interacting QD or the \( T = 0 \) Fermi liquid theory of the Kondo limit, where the connected contribution to the conductance vanishes, these row/column sum formulas conform to our expectations: the T-matrix obeys the optical theorem, leading to \( \sum_j T_{j,j'}^D = \sum_{j'} T_{j,j'}^D = 0 \), so that \( \sum_j G_{j,j'} = \sum_{j'} G_{j,j'} = 0 \) is ensured.

### C. Connected part and its low-temperature elimination

In this subsection we show that the connected contribution to the conductance is again a Fermi surface contribution, and discuss how it can be approximately eliminated at low temperatures. Following Ref. [26] we construct a transmission probability for this contribution. After a partial insertion of Eq. (3.15) into Eq. (3.4), the connected part of the density-density correlation function can be written as
where the connected four-point function $P_{j,j'}$ with two temporal arguments is

$$P_{j,j'} (\tau_1, \tau_2) \equiv -\int_0^\beta \frac{dk_1dk_2}{(2\pi)^2} \left( M^j_{k_1k_2} \right)_{11} \sum_\sigma \left\{ T_\tau \psi^\dagger_{k_1\sigma} (\tau_1) \psi_{k_2\sigma} (\tau_2) N_{j'} (0) \right\}_C. \tag{3.22}$$

the subscript $C$ denotes connected diagrams. Note that only the screening channel contributes to the connected part, as the non-screening channels are free fermions. Using the equation-of-motion technique, it is easy to relate $P_{j,j'}$ to a partially amputated quantity:

$$P_{j,j'} (\tau, \tau) = \int_0^\beta \frac{dk_1dk_2}{(2\pi)^2} \left( M^j_{k_1k_2} \right)_{11} V_{k_1} V_{k_2} \int d\tau_1 d\tau_2 g_{k_1} (\tau_1 - \tau) g_{k_2} (\tau - \tau_2) \sum_\sigma \left\{ T_\tau d^\dagger_\sigma (\tau_1) d_\sigma (\tau_2) N_{j'} (0) \right\}_C, \tag{3.23}$$

where

$$g_k (\tau) \equiv [f (\tau) - \theta (\tau)] e^{-\epsilon_k \tau} \tag{3.24}$$

is the imaginary time free Green’s function and $\theta (\tau)$ is the Heaviside unit-step function. With $\tau$ only appearing in free propagators, we can perform the Fourier transform explicitly,

$$G^C_{j,j'} (i\omega_p) = \frac{1}{\beta} \sum_{\omega_m} P_{j,j'} (i\omega_m, i\omega_m + i\omega_p)$$

$$= \frac{1}{\beta} \sum_{\omega_m} \int_0^\beta \frac{dk_1dk_2}{(2\pi)^2} \left( M^j_{k_1k_2} \right)_{11} g_{k_1} (i\omega_m) g_{k_2} (i\omega_m + i\omega_p) V_{k_1} V_{k_2}$$

$$\times \int d\tau_1 d\tau_2 e^{-i\omega_m \tau_1} e^{i(i\omega_m + i\omega_p)\tau_2} \sum_\sigma \left\{ T_\tau d^\dagger_\sigma (\tau_1) d_\sigma (\tau_2) N_{j'} (0) \right\}_C. \tag{3.25}$$

One may now use the contour integration argument in Ref. 26,26 The final result is that the connected contribution to the DC conductance is expressed in terms of a transmission probability $T^C_{j,j'}$ related to $P_{j,j'}$:

$$G^C_{j,j'} = \frac{2e^2}{h} \int_{-2t}^{2t} d\omega \left[ -f' (\omega) \right] T^C_{j,j'} (\omega), \tag{3.26}$$

where

$$T^C_{j,j'} (\omega) = \lim_{\Omega \to 0} \frac{\Omega^2}{8} P_{j,j'} (\omega - i\eta_1, \omega + \Omega + i\eta_2) + c.c. \tag{3.27}$$

and

$$P_{j,j'} (\omega - i\eta_1, \omega + \Omega + i\eta_2)$$

$$= \int_0^\beta \frac{dk_1dk_2}{(2\pi)^2} \left( M^A_{k_1k_2} \right)_{11} g^{R}_{k_1} (\omega) g^{R}_{k_2} (\omega + \Omega) V_{k_1} V_{k_2} \int d\tau_1 d\tau_2 e^{-i\omega \tau_1} e^{i(i\omega + \Omega)\tau_2} \sum_\sigma \left\{ T_\tau d^\dagger_\sigma (\tau_1) d_\sigma (\tau_2) N_{j'} (0) \right\}_C. \tag{3.28}$$

Here $\eta_1, \eta_2 \to 0^+$ are positive infinitesimal numbers. It is in fact possible to do the $k_1$ and $k_2$ integrals. Using Eqs. (2.10), (3.6) and finally (B6), we obtain...
\[
\int_0^\pi \frac{dk_1 dk_2}{(2\pi)^2} \left( M_{k_1, k_2}^{\Omega} \right)_{11} g^A_{k_1}(\epsilon_p) g^R_{k_2}(\epsilon_p + \Omega) V_{k_1} V_{k_2} = \sum_{r \tau_2} t_{r \tau_2} \int_0^\pi \frac{dk_1 dk_2}{(2\pi)^2} g^A_{k_1}(\epsilon_p) g^R_{k_2}(\epsilon_p + \Omega) \Gamma_{r \tau_2}(k_1) \Gamma^\ast_{r \tau_2}(k_2) \frac{1}{1 - e^{i(\epsilon_1 - \epsilon_2 + \Omega)}}.
\] (3.29)

Here domains of the momentum integrals are extended to \((-\pi, \pi)\) according to Eq. (36), which facilitates the application of the residue method. As explained in Appendix B, the poles of \(\Gamma(k_1)\) and \(\Gamma^\ast(k_2)\) are not important in the DC limit \(\Omega \to 0\). Therefore, the \(O(1/\Omega)\) contribution is dominated by the poles of the free Green's functions, and is given by

\[
\int_0^\pi \frac{dk_1 dk_2}{(2\pi)^2} \left( M_{k_1, k_2}^{\Omega} \right)_{11} g^A_{k_1}(\epsilon_p) g^R_{k_2}(\epsilon_p + \Omega) V_{k_1} V_{k_2} = \frac{2\pi i}{\Omega} \nu_p \left[ S(\epsilon') \Gamma^\dagger(\epsilon') \lambda \Gamma(\epsilon) S(\epsilon) \right]_{jj} + O(1).
\] (3.30)

where \(\epsilon_p + \Omega \equiv \epsilon_{p'}\), \(0 \leq p, p' \leq \pi\). This leads to

\[
T_{j'j}^C(\epsilon_p) = \nu_p \left[ S(\epsilon') \Gamma^\dagger(\epsilon') \lambda \Gamma(\epsilon) S(\epsilon) \right]_{jj} \left[ \frac{i\pi}{4} \lim_{\Omega \to 0} \int d\tau_1 d\tau_2 e^{-i\omega_\tau_2} e^{i(\omega + \Omega)\tau_2} \sum_\sigma \langle T_\sigma^j \tau_1 \rangle \langle T_\sigma^j \tau_2 \rangle N_{j'}^0(0) \rangle_C + c.c. \right].
\] (3.31)

A similar manipulation can be done for the \(N_{j'}^0\) part of the correlation function.

One can again consider the row and column sums of the tensor \(T^C\). Tracing over \(j\) immediately yields

\[
\sum_j T_{j'j}^C(\epsilon_p) = \nu_p V_p^2 \left[ \frac{i\pi}{4} \lim_{\Omega \to 0} \int d\tau_1 d\tau_2 e^{-i\omega_\tau_2} e^{i(\omega + \Omega)\tau_2} \sum_\sigma \langle T_\sigma^j \tau_1 \rangle \langle T_\sigma^j \tau_2 \rangle N_{j'}^0(0) \rangle_C + c.c. \right];
\] (3.32)

combining the last two equations, we have

\[
T_{j'j}^C(\epsilon_p) - \frac{1}{V_p^2} \left[ S(\epsilon') \Gamma^\dagger(\epsilon') \lambda \Gamma(\epsilon) S(\epsilon) \right]_{jj} \sum_{j''} T_{j''j'}^C(\epsilon_p) = 0.
\] (3.33)

Let us now define \(E_{\text{conn}}\) as the characteristic energy scale below which both \(S(\epsilon)\) and \(\Gamma(\epsilon)\) vary slowly. By definition \(E_{\text{conn}} \lesssim E_V\): while \(E_{\text{conn}}\) is not necessarily the same as \(E_V\), for the two ABK ring geometries considered in this paper \(E_V \sim E_{\text{conn}}\). For a mesoscopic structure with characteristic length scale \(L\), \(E_{\text{conn}}\) is usually the Thouless energy, \(E_{\text{conn}} \sim v_F / L\); however, this is again not always the case, and the open long ABK ring in Sec. \(\Box\) provides a counterexample where \(E_{\text{conn}}\) is comparable to the bandwidth. Below \(E_{\text{conn}}\), the function \(\left[ S(\epsilon') \Gamma^\dagger(\epsilon') \lambda \Gamma(\epsilon) S(\epsilon) \right]_{jj} / V_p^2\) is only weakly dependent on \(\epsilon_p\).

Eq. (3.33) suggests that we can approximately eliminate the connected part of \(G_{jj'}\), provided the temperature is low compared to \(E_{\text{conn}}\). Consider the linear combination

\[
G_{jj'} - \frac{1}{V_p^2} \left[ S(\epsilon') \Gamma^\dagger(\epsilon') \lambda \Gamma(\epsilon) S(\epsilon) \right]_{jj} \sum_{j''} G_{j''j'} \equiv G_{jj'}^c;
\] (3.34)

this corresponds to measuring the conductance by measuring the current in lead \(j\), plus a constant times the total current in all leads. (Note that here we include both disconnected and connected contributions.) By Kirchhoff's law, this linear combination must equal \(G_{jj'}\) itself. We write it as a sum of disconnected and connected contributions:

\[
G_{jj'} = \left( G_{jj'}^D - \frac{1}{V_p^2} \left[ S(\epsilon') \Gamma^\dagger(\epsilon') \lambda \Gamma(\epsilon) S(\epsilon) \right]_{jj} \sum_{j''} G_{j''j'}^D \right)
+ \int d\epsilon_p \left\{ T_{j'j}^C(\epsilon_p) - \frac{1}{V_p^2} \left[ S(\epsilon') \Gamma^\dagger(\epsilon') \lambda \Gamma(\epsilon) S(\epsilon) \right]_{jj} \sum_{j''} T_{j''j'}^C(\epsilon_p) \right\}.
\] (3.35)
For $T \ll E_{\text{conn}}$, by Eq. (3.33), the quantity in curly brackets approximately vanishes for $|\epsilon_p - \epsilon_{k_F}| \lesssim T$, whereas the Fermi factor approximately vanishes for $|\epsilon_p - \epsilon_{k_F}| \gg T$. Therefore

$$G_{jj'} \approx G_{jj'}^{D} - \frac{1}{V_{k_F}^2} \left[ S(k_F) \Gamma^\dagger(k_F) \lambda \Gamma(k_F) S^\dagger(k_F) \right]_{jj} \sum_{j''} G_{jj'}^{D}.$$  \hspace{1cm} (3.36)

in other words, at $T \ll E_{\text{conn}}$ it is possible to write the conductance in terms of disconnected contributions alone.

Since Eq. (3.36) contains only the disconnected contribution, we may calculate it explicitly using Eqs. (3.18a) and (3.19). Since both $S(p)$ and $\Gamma(p)$ are slowly varying below the energy scale $E_{\text{conn}}$, we find the conductance is approximately linear in the $T$-matrix,

$$G_{jj'} \approx \frac{2e^2}{h} \int d\epsilon_p \left[ \sum_{j'} \{ T_{0,j,j'}(\epsilon_{k_F}) + Z_{R,j,j'}(\epsilon_{k_F}) \} \text{Re} \left[ -\pi \nu_p T_{pp}(\epsilon_p) \right] 
+ \left[ Z_{I,j,j'}(\epsilon_{k_F}) + Z_{2,j,j'}(\epsilon_{k_F}) \right] \text{Im} \left[ -\pi \nu_p T_{pp}(\epsilon_p) \right] \right],$$  \hspace{1cm} (3.37)

provided $T \ll E_{\text{conn}}$. Eq. (3.37) can also be obtained by eliminating the connected part with the column sum Eq. (3.26) instead of the row sum,

$$G_{jj'} \approx \frac{1}{V_{k_F}^2} \left[ \sum_{j''} G_{jj''} \right] \sum_{j''} G_{j''j'},$$  \hspace{1cm} (3.38)

which corresponds to measuring the conductance by applying a small uniform bias voltage in all leads, in addition to the small bias voltage in lead $j'$.

Eq. (3.37) is the first central result of this paper. It generalizes the result of the two-lead short ABK ring in Ref. \[26\] to an arbitrary ABK ring, and expresses the linear DC conductance as a linear function of the scattering channel $T$-matrix, as long as the temperature is low compared to the mesoscopic energy scale $E_{\text{conn}}$ at which $S(p)$ and $\Gamma(p)$ varies significantly.

IV. PERTURBATION THEORIES

A. Weak-coupling perturbation theory

Although we now understand that the connected part of the conductance can be eliminated at low temperatures, this procedure may not be applicable in the weak-coupling regime $T \gg T_K$. In this subsection we calculate the linear DC conductance perturbatively in powers of $V_{R}^2/U$, again generalizing the short ring results of Ref. \[26\]; we expect the result to be valid in both small and large Kondo cloud regimes as long as $T \gg T_K$ and the renormalized Kondo coupling constant remains weak.

1. Disconnected part

We first find the disconnected part; the result is already given in Ref. \[26\] but for completeness we reproduce it here. As implied by Eq. (3.16), our task amounts to calculating the retarded $T$-matrix of the screening channel in the single-particle sector, which is in turn achieved by calculating the two-point Green’s function $-\langle T_{\tau} \psi_{k}^\dagger(\tau) \psi_{k'}^\dagger(0) \rangle$. The pertinent Feynman diagrams to $O(J^2)$ and $O(K^2)$ are depicted in Fig. 3 and we find

$$\nu T_{kk'}(\Omega) = \nu K_{kk'} + \nu^2 \int d\epsilon_q \frac{1}{\Omega - \epsilon_q - \epsilon_q} \left( K_{kq} K_{qk'} + \frac{3}{16} J_{kq} J_{qk'} \right),$$  \hspace{1cm} (4.1)

where again $\nu = 1/(2\pi v_F)$ for the model with a reduced band. The factor of $3/16$ results from time-ordering and tracing over the impurity spin, where we have used the following identity

$$\langle T_{\tau} S_{a}^\dagger(\tau_1) S_{b}^\dagger(\tau_2) \rangle = \frac{1}{4} \delta^{ab}.$$  \hspace{1cm} (4.2)
FIG. 3. Diagrammatics of weak-coupling perturbation theory. a) The vertices corresponding to the Kondo coupling and the potential scattering in Eq. (2.13a). b) Diagrams contributing to the T-matrix of the screening channel \( \psi \) electrons up to \( O(J^2) \sim O(K^2) \). We have traced over the impurity spin so that the double dashed lines (impurity spin propagators) form loops, and arranged the internal time variables from left to right in increasing order. c) Connected diagrams contributing to the linear DC conductance up to \( O(J^2) \).

The \( O(K) \) and \( O(K^2) \) terms, accounting for the particle-hole symmetry breaking potential scattering due to the QD, clearly obey the optical theorem \( \text{Im} \left[ -\pi \nu \frac{\mathcal{T}_{pp}(\epsilon_p)}{\nu^2 \rho^2} \right] = \left| -\pi \nu \frac{\mathcal{T}_{pp}(\epsilon_p)}{\nu^2 \rho^2} \right|^2 \). If \( \kappa \) is comparable to the renormalized value of \( j \) then the \( O(K) \) term dominates the T-matrix.

On the other hand, if we tune the QD to be particle-hole symmetric, \( \epsilon_d = -U/2 \) and \( \kappa = 0 \), both terms containing \( K \) will vanish, and the \( O(J^2) \) term becomes the lowest order contribution to the T-matrix. For this term, one should also make a distinction between the real principal value part and the imaginary \( \delta \)-function part. As noticed in Ref. 30 and reiterated in Ref. 26, the principal value part introduces non-universalities due to its dependence on all energies in the reduced band \((-D,D)\); nevertheless it is merely an elastic potential scattering term, and we neglect it in the following. Meanwhile, the \( \delta \)-function part is an inelastic effect stemming from the Kondo physics, as can be seen from its violation of the optical theorem. (The T-matrix apparently disobeys the optical theorem because it is restricted to the single-particle sector, and the sum over intermediate states excludes many-particle states.) Therefore, for a particle-hole symmetric QD, to \( O(J^2) \) we have\(^{26}\)

\[
- \pi \nu \mathcal{T}_{pp}(\epsilon_p) = \frac{3\pi^2}{16} \nu^2 \rho^2 J_{pp}^2.
\]

(4.3)

The weak-coupling perturbation theory is famous for being infrared divergent at \( O(J^3) \)\(^{1,46}\) but as long as \( T \gg T_K \), to logarithmic accuracy we can verify that the \( O(J^3) \) corrections to the T-matrix can be absorbed into our \( O(J^2) \) result by reinterpreting the bare Kondo coupling constant \( J_{pp} \) as a renormalized one. The renormalization is governed by Eq. (2.14), and cut off at either the “electron energy” \( |\epsilon_p| \) or the temperature \( T \), whichever is larger. In other words, the Kondo coupling \( J_{pp} \) in Eq. (4.3) should be replaced by \( J_{pp} \left( \max \{|\epsilon_p|, T\} \right) \), where the argument in round brackets stands for the energy cutoff \( D \) in Eq. (2.14) where the running coupling constant is evaluated.
2. Connected part

We now calculate the connected part to \(O(J^2)\); the calculation follows Ref. 26 closely. Inserting Eq. (3.5) into Eq. (3.4), we write the connected part of the density-density correlation function in terms of a four-point correlation function of \(\psi\):

\[
\mathcal{G}^{C}_{jj'}(i\omega_p) = \int_0^\beta \frac{dk_1dk_2dq_1dq_2}{(2\pi)^4} \left( M_{k_1k_2}^{ij} \right)_{11} \left( M_{q_1q_2}^{ij'} \right)_{11} \mathcal{G}^{C}_{k_1k_2q_1q_2}(i\omega_p),
\]

where

\[
\mathcal{G}^{C}_{k_1k_2q_1q_2}(i\omega_p) = -\int_0^\beta d\tau e^{i\omega_p\tau} \sum_{\sigma\sigma'} \left\langle T_{\tau} \psi_{k_1\sigma}(\tau) \psi_{k_2\sigma}(\tau) \psi_{q_1\sigma'}(0) \psi_{q_2\sigma'}(0) \right\rangle_C.
\]

We insert Eqs. (2.10) and (3.6) into Eq. (4.4), and take the continuum limit, which is appropriate for the Kondo model. Because in the wide band limit the most divergent contribution to \(\mathcal{G}^{C}_{jj'}(\Omega)\) is from \(k_1 \approx k_2\) and \(q_1 \approx q_2\), we can expand the integrand around these points,

\[
\mathcal{G}^{C}_{jj'}(i\omega_p) = O(1) + \int \frac{dk_1dk_2dq_1dq_2}{(2\pi)^4} \frac{1}{V_{k_1}V_{k_2}V_{q_1}V_{q_2}} \mathcal{G}^{C}_{k_1k_2q_1q_2}(i\omega_p) \sum_{r_1r_2r'_1r'_2} t^r_{r_1} t^r_{r_2} t^{r'}_{r'_1} t^{r'}_{r'_2} \times \left\{ \Gamma_{r_1j}(k_1) \Gamma_{r_2j}(k_2) \frac{1}{-i(k_1 - k_2 + i\delta)} \Gamma_{r_1j'}(q_1) \Gamma_{r_2j'}(q_2) \frac{1}{-i(q_1 - q_2 + i\delta)} \right\} \times \left\{ \Gamma_{r_1j}(k_1) \Gamma_{r_2j}(k_2) \frac{1}{-i(k_1 - k_2 + i0)} \Gamma_{r_1j'}(q_1) \Gamma_{r_2j'}(q_2) \frac{1}{-i(q_1 - q_2 + i0)} \right\}. \tag{4.6}
\]

The only non-vanishing diagrams at \(O(J^2)\) are shown in panel c) of Fig. 3. The frequency summation is performed by deforming the complex plane contour and wrapping it around the lines \(\text{Im} z = 0\) and \(\text{Im} z = -i\omega_p\). Analytic continuation yields

\[
\mathcal{G}^{C}_{k_1k_2q_1q_2}(\Omega) = -\frac{3J_{q_1}J_{q_2}}{16\pi^2} \int d\omega f(\omega) \left\{ \left[ g_{q_2}^R(\omega) g_{k_1}^R(\omega) - g_{q_2}^A(\omega) g_{k_1}^A(\omega) \right] g_{q_2}^R(\omega + \Omega) g_{q_1}^R(\omega + \Omega) \right. + \left. g_{q_2}^A(\omega - \Omega) g_{k_1}^A(\omega - \Omega) \left[ g_{k_2}^R(\omega) g_{q_1}^R(\omega) - g_{k_2}^A(\omega) g_{q_1}^A(\omega) \right] \right\}. \tag{4.8}
\]

Substituting Eqs. (4.6) and (2.13b) into Eq. (4.4), we are able to evaluate the momentum integrals in the \(\Lambda \to \infty\) limit by contour methods. The \(RRRR\) and \(AAAA\) terms vanish, and the \(AARR\) terms combine to produce a Fermi surface factor \(f'(\omega)\):

\[
\mathcal{G}^{C}_{jj'}(\Omega) = O(1) - \frac{1}{\Omega} \int d\omega \left[ f'(\omega) \right] \frac{3(2j)^2}{16\pi^2} \sum_{r_1r_2r'_1r'_2} t^r_{r_1} t^r_{r_2} t^{r'}_{r'_1} t^{r'}_{r'_2} \left[ \Gamma^* \left( k_F + \frac{\omega}{v_F} \right) \Gamma_{r_1j} \Gamma_{r_2j'} \left( k_F + \frac{\omega + \Omega}{v_F} \right) \Gamma^*_{r_2j'} \left( k_F + \frac{\omega + \Omega}{v_F} \right) \right] \tag{4.9}
\]

\[
= O(1) + \frac{1}{16\pi^2} \int d\epsilon_p \left[ f'(\epsilon_p) \right] \frac{3\pi^2 \nu^2 J^2_{Fp}}{16} Z_{2,jj'}(\epsilon_p),
\]
where we used Eq. (3.18a). The connected contribution to the conductance is now clearly a Fermi surface property:

\[
G_{jj'}^{\text{C}} = \frac{2e^2}{h} \int d\epsilon_p \left[ -f' (\epsilon_p) \right] \mathcal{T}_{jj'}^{\text{C}(2)} (\epsilon_p),
\]

where the connected transmission probability is

\[
\mathcal{T}_{jj'}^{\text{C}} (\epsilon_p) = Z_{2, jj'} (\epsilon_p) \frac{3\pi^2}{16} \nu^2 J_{pp}^2.
\]

This is formally identical to the short ring result, and is of the same order of magnitude \([O (J^2)]\) as the disconnected contribution for a particle-hole symmetric QD.\(^{13}\) In fact, if leads \(j\) and \(j'\) are not directly coupled to each other (i.e. they become decoupled when their couplings with the QD are turned off; the simplest example is a QD embedded between source and drain leads), we have \(S_{jj'} = 0\), and the disconnected contribution for a particle-hole symmetric QD is \(O (J^4)\). In this case the \(O (J^2)\) connected contribution dominates.

Just as with the T-matrix, when we calculate the connected part further to \(O (J^3)\) to logarithmic accuracy, the result can be absorbed into Eq. (4.11) if the coupling constant \(J\) is understood as fully renormalized according to Eq. (2.14), with its renormalization cut off by \(|\epsilon_p|\) or \(T\).

3. Total conductance

We write the total conductance at \(T \gg T_K\) as a background term and a correction due to the QD:

\[
G_{jj'} = \frac{2e^2}{h} \int d\epsilon_p \left[ -f' (\epsilon_p) \right] \left[ \mathcal{T}_{0, jj'} (\epsilon_p) + \delta \mathcal{T}_{jj'} (\epsilon_p) \right].
\]

If the QD is well away from particle-hole symmetry, \(\kappa\) can be of the same order of magnitude as \(j (T)\) even when the latter is fully renormalized to the given temperature. In this case, the \(T \gg T_K\) correction to the background conductance will be dominated by the potential scattering term; the connected contribution is negligible. The expression for \(\delta \mathcal{T}\) is

\[
\delta \mathcal{T}_{jj'} (\epsilon_p) \approx -Z_{R, jj'} (\epsilon_p) \pi \nu K_{pp}.
\]

If, however, the QD is particle-hole symmetric, the connected contribution becomes important. Inserting Eq. (4.13) into Eq. (3.18a) and combining with (4.11), we find the Kondo-type correction to \(O (J^2)\) at \(T \gg T_K\)

\[
\delta \mathcal{T}_{jj'} (\epsilon_p) = \left| Z_{1, jj'} (\epsilon_p) + Z_{2, jj'} (\epsilon_p) \right| \frac{3\pi^2}{16} \nu^2 J_{pp}^2.
\]

Again, in the RG improved perturbation theory, \(J_{pp}\) in Eq. (4.14) should be replaced by \(J_{pp} (\max (|\epsilon_p|, T))\), indicating that \(J_{pp}\) is the renormalized value at the running energy cutoff \(\max (|\epsilon_p|, T)\). This expression is valid as long as \(T \gg T_K\), irrespective of whether the system is in small or large Kondo cloud regime.

Eq. (4.14) is formally similar to the previously obtained short ring result.\(^{26}\) It should be noted, however, that the energy dependence of \(Z_{1}\), \(Z_{2}\) and \(J^2\) is possibly much stronger than the short ring case, and the thermal averaging in Eq. (4.12) can lead to very different results in small and large Kondo cloud regimes. For instance, if \(E_{\text{conn}} \ll T_K \ll T\) (which may happen in the small cloud regime), the Fermi factor in Eq. (4.12) averages over many peaks in \(\mathcal{T}, Z_{1}, Z_{2}\) and \(V^2\) that are associated with the underlying mesoscopic structure. In this case connected part elimination is not applicable. On the other hand, if \(T_K \ll T \ll E_{\text{conn}}\), the variation of \(\mathcal{T}, Z_{1}, Z_{2}\) or \(V^2\) is negligible on the scale of \(T\), and the Fermi factor in Eq. (4.12) may be approximated by a \(\delta\) function. This leads to

\[
G_{jj'} = \frac{2e^2}{h} \left\{ \mathcal{T}_{0, jj'} (\epsilon_{k_F}) + \left| Z_{1, jj'} (\epsilon_{k_F}) + Z_{2, jj'} (\epsilon_{k_F}) \right| \frac{3\pi^2}{16} \nu^2 J_{kk_F}^2 \right\},
\]

which agrees with our prescription of eliminating the connected part, Eq. (3.37).
B. Fermi liquid perturbation theory

It is also interesting to consider temperatures low compared to the Kondo temperature \( T \ll T_K \). Since our formalism does not by itself provide a low-energy effective theory of the small cloud regime for \( T_K \gg E_V \), we focus on the very large Kondo cloud regime \( T_K \ll E_V \), where as explained in Sec. \( \text{II} \) the low-energy effective theory is simply a Fermi liquid theory. If we further assume \( T \ll E_{\text{conn}} \), then we can simply eliminate the connected contribution to the conductance with Eq. \((3.37)\).

To use Eq. \((3.37)\) we need the low-energy \( T \)-matrix for the screening channel in the single-particle sector in the Fermi liquid regime, which is again well known.\(^{44,47}\) As mentioned in Sec. \( \text{I} \), the strong-coupling single-particle wave function at zero temperature is obtained by imposing a phase shift on the weak-coupling wave function. This phase shift \( \psi_{\psi,\sigma} = \sigma \pi/2 + \psi_{\sigma} \), \((4.16)\), where \( \sigma = \pm 1 \) for spin-up/spin-down electrons. To the lowest order in potential scattering \( O(K) \), we have\(^{30}\)

\[
\tan \delta_P = -\pi \nu K_{k_F k_F}.
\]

Let us introduce the phase-shifted screening channel \( \tilde{\psi} \), which is then related to the original screening channel \( \psi \) via a scattering basis transformation:

\[
\psi_{k,\sigma} = \int_{k_F - \Lambda}^{k_F + \Lambda} \frac{dp}{2\pi} \left( \frac{i}{k - p + i0} - e^{2i\delta_{\psi,\sigma}} \frac{i}{k - p - i0} \right) \tilde{\psi}_{p,\sigma}.
\]

Using the definition of the \( T \)-matrix in the single-particle sector Eq. \((3.12)\) and the transformation Eq. \((4.18)\) one can show that retarded \( T \)-matrices for \( \psi \) and \( \tilde{\psi} \) are related by

\[
T_{kk',\sigma}(\omega) = \frac{i}{2\pi \nu} \left( e^{2i\delta_{\psi,\sigma}} - 1 \right) + e^{2i\delta_{\psi,\sigma}} \tilde{T}_{kk',\sigma}(\omega).
\]

Since \( \tilde{\psi} \) diagonalizes the strong-coupling fixed point Hamiltonian, by definition \( \tilde{T}_{k_F k_F,\sigma}(\omega = 0) = 0 \) at zero temperature.

The leading irrelevant operator perturbing the strong-coupling fixed point is localized at the QD (with a spatial extent of \( v_F/T_K \)), and quadratic in spin current.\(^{13,44}\) It is most conveniently written in terms of \( \tilde{\psi} \):

\[
H_{\text{int}} = \frac{2\pi v_F^2}{T_K} \left[ \tilde{\psi}_{\alpha} \tilde{\psi}_{\beta} \tilde{\psi}_{\beta} \tilde{\psi}_{\alpha} : (x = 0) \right. \\
- \frac{v_F^2}{T_K} \left[ \tilde{\psi}_{\alpha} \left( i \frac{d}{dx} - k_F \right) \tilde{\psi}_{\alpha} + \left( -i \frac{d}{dx} - k_F \right) \tilde{\psi}_{\alpha} \tilde{\psi}_{\alpha} : \right] (x = 0).
\]

\[
\]

Here \( :: \) denotes normal ordering, and sums over repeated spin indices \( \alpha \) and \( \beta \) are implied. The \( \tilde{\psi} \) operators have been unfolded, so that their wave functions are now defined on the entire real axis instead of the positive real axis. The two terms in \( H_{\text{int}} \) are illustrated in panel a) of Fig. \( \text{I} \) as a four-point vertex and a two-point one. Both terms share a single coupling constant of \( O(1/T_K) \), because the leading irrelevant operator written in the \( \tilde{\psi} \) basis must be particle-hole symmetric by definition. The on-shell retarded \( T \)-matrix for \( \tilde{\psi} \) in the single-particle sector is calculated to \( O(1/T_K^2) \) in Ref. \( 44\)

\[
- \pi \nu \tilde{T}_{pp}(\epsilon_p) = \frac{\epsilon_p}{T_K} + i \frac{3e_p^2 + \pi^2 T^2}{2T_K^2}.
\]

For completeness we give a derivation of this result in Appendix \( \text{D} \). It is diagrammatically represented by Fig. \( \text{II} \) panel b).
FIG. 4. Diagrammatics of Fermi liquid perturbation theory. a) The two vertices given by the leading irrelevant operator, Eq. (4.20). b) Diagrams contributing to the T-matrix of $\tilde{\psi}$ electrons up to $O(1/T_K^2)$. The propagators are those of the phase-shifted screening channel operators $\tilde{\psi}$.

Substituting Eqs. (4.19), (4.21) into Eq. (3.37), we eliminate the connected contribution, and obtain the $T \ll T_K$ conductance in the very large Kondo cloud regime:

$$G_{jj'} \approx \frac{2e^2}{h} \left\{ T_{0,jj'} (\epsilon_{k_F}) - Z_{R,jj'} (\epsilon_{k_F}) \left( \frac{1}{2} - \frac{\pi^2 T^2}{T_K^2} \right) \sin 2\delta_P ight. \\
+ \left. [Z_{1,jj'} (\epsilon_{k_F}) + Z_{2,jj'} (\epsilon_{k_F})] \left( \cos^2 \delta_P - \frac{\pi^2 T^2}{T_K^2} \cos 2\delta_P \right) \right\}.$$ (4.22)

We note that the connected contribution can in fact be evaluated directly in the Fermi liquid theory. This is also done in Appendix D and provides further verification of our scheme of eliminating the connected contribution.

Predictions of the conductance at high temperatures [Eq. (4.12)] and at low temperatures [Eq. (4.22)] constitute the second main result of this paper. We emphasize once more that, while Eq. (4.12) is valid as long as $T \gg T_K$, Eq. (4.22) is expected to be justified provided $T \ll T_K \ll E_V$, so that the Fermi liquid theory applies, and also $T \ll E_{\text{conn}}$, so that the connected contribution can be eliminated.

For clarity we tabulate various regimes of energy scales discussed so far (Table I). Note again that the connected contribution to conductance can be eliminated when $T \ll E_{\text{conn}}$. In general we have $E_{\text{conn}} \lesssim E_V$, but we assume in this table that $E_{\text{conn}} \sim E_V$, which is the case with the systems to be discussed in this paper.

V. CLOSED LONG ABK RINGS

In this section we apply our general formalism to the simplest model of a closed long ABK ring, studied in Ref. 24 (Fig. 5): the QD is coupled directly to the source and drain leads, and a long reference arm connects the two leads smoothly. A weak link with hopping $t'$ splits the reference arm into two halves of equal length $d_{\text{ref}}/2$ where $d_{\text{ref}}$ is an even integer. As opposed to Ref. 24, however, we use gauge invariance to assign the AB phase to the QD tunnel couplings rather than the weak link: $t_1 \equiv t_L e^{i\theta/2}$ and $t_2 \equiv t_R e^{-i\theta/2}$. We assume no additional non-interacting long arms connecting the QD with the source and drain leads, because multiple traversal processes in such long QD arms will lead to interference effects independent of the AB phase, complicating the problem. The Hamiltonian representing this model takes the form...
FIG. 5. Geometry of the long ABK ring with short upper arms and a pinched reference arm.

\[
H_{0,junction} = -t \left( \sum_{n=1}^{d_{ref}/2-1} + \sum_{n=d_{ref}/2+1}^{d_{ref}-1} \right) c_{ref,n}^{\dagger} c_{ref,n+1} + \text{h.c.} \] 
\[
- t \left( c_{ref,1}^{\dagger} c_{1,0} + c_{ref,d_{ref}}^{\dagger} c_{2,0} + \text{h.c.} \right) 
- t' \left( c_{ref,d_{ref}/2}^{\dagger} c_{ref,d_{ref}/2+1} + \text{h.c.} \right) ; \] (5.1)

the coupling sites are \( c_{C,r=1} \equiv c_{1,0} \) and \( c_{C,r=2} \equiv c_{2,0} \).

We first repeat the Kondo temperature analysis in Ref. 24 in order to distinguish between small and large Kondo cloud regimes, then carefully study the conductance at high and low temperatures, taking into account the previously neglected connected contribution.

**A. Kondo temperature**

The background S-matrix for this model is identical to the short ABK ring up to overall phases, due to the smooth connection between reference arm and leads.

| Energy Scales | Weak-coupling perturbation theory applies | \( T_K \) depends on mesoscopic details | Connected part elimination possible |
|--------------|------------------------------------------|------------------------------------------|-----------------------------------|
| \( T \gg T_K \gg E_V \) | Yes | No | No |
| \( T \gg E_V \gg T_K \) | Yes | Yes | No |
| \( E_V \gg T \gg T_K \) | Yes | Yes | Yes |

| Energy Scales | Fermi liquid perturbation theory applies | \( T_K \) depends on mesoscopic details | Connected part elimination possible |
|--------------|------------------------------------------|------------------------------------------|-----------------------------------|
| \( T \ll T_K \ll E_V \) | Yes | Yes | Yes |
| \( T \ll E_V \ll T_K \) | ? | No | Yes |
| \( E_V \ll T \ll T_K \) | ? | No | No |
where the S-matrix elements $\tilde{r}$ and $\tilde{t}$ for the weak link are

$$\tilde{r} (k) = -\frac{1 - \tilde{t}^2}{e^{-2ik} - \tilde{t}^2}, \quad \tilde{t} (k) = -\frac{2i\tilde{r} \sin k}{e^{-2ik} - \tilde{t}^2},$$

and we introduce the shorthand $\tilde{r} = t'/t$. The wave function is also straightforward to find:

$$\Gamma_{jj'} (k) = \delta_{jj'} + S_{jj'} (k).$$

In the wide band limit, $\tilde{r}$ and $\tilde{t}$ are approximately independent of $k$ in the reduced band $k_F - \Delta_0 < k < k_F + \Delta_0$ where the momentum cutoff $\Delta_0 \ll 1$. This allows us to approximate them by their Fermi surface values, $\tilde{r} (k) \approx |\tilde{r}| e^{i\theta}$ and $\tilde{t} (k) \approx \pm |\tilde{t}| e^{i\theta}$ (the $\pm \pi/2$ phase difference is required by unitarity of $S$); without loss of generality we focus on the $\tilde{t} = i |\tilde{t}| e^{i\theta}$ case.

From Eq. (5.4) one conveniently obtains the normalization factor

$$V_k^2 = 2 (t_L^2 + t_R^2) \left[ 1 + |\tilde{r}| \cos (kd_{ref} + \theta) - \gamma |\tilde{t}| \cos \varphi \cos (kd_{ref} + \theta) \right]$$

$$= 2 (t_L^2 + t_R^2) \left[ 1 + \sqrt{1 - |\tilde{t}|^2 (1 - \gamma^2 \cos^2 \varphi \cos (kd_{ref} + \theta))} \right],$$

where $\gamma = 2t_L t_R / (t_L^2 + t_R^2)$ measures the degree of symmetry of coupling to the QD. In the second line we have used $|\tilde{r}|^2 + |\tilde{t}|^2 = 1$ and introduced another phase $\theta'$, where $\theta' - \theta$ is a function of $\gamma$, $|\tilde{r}|$ and $\varphi$ but independent of $k$. We note that this expression is also applicable in the continuum limit, where the lattice constant $a \to 0$ (we have previously set $a = 1$) but the arm length $d_{ref} a$ is fixed. In that case $d_{ref}$ should be understood as the arm length $d_{ref} a$.

For long rings and filling factors not too small small $k_F d_{ref} \gg 1$, $V_k^2$ oscillates around 2 ($t_L^2 + t_R^2$) as a function of $k$, and has its extrema at $k_n = (n\pi - \theta') / d_{ref}$ where $n$ takes integer values. The only characteristic energy scale for $V_k^2$ is therefore the peak/valley spacing $\Delta = v_F \pi / d_{ref}$, and $E_V \sim E_{\text{conn}} \sim \Delta$. As in Ref. 24 we define the reduced band such that $\Delta \ll D_0 \equiv v_F \Delta_0$, and the reduced band initially contains many oscillations.

In the small Kondo cloud regime $T_K \gg \Delta$, one may assume the oscillations of $V_k^2$ are smeared out when the energy cutoff is being reduced from $D_0$, which is still well above $T_K$: $V_k^2 \simeq V_{0}^2 = 2 (t_L^2 + t_R^2)$. This means $T_K$ in this regime is approximatively the background Kondo temperature $T_{0K}$ defined in Eq. (2.17), independent of the position of the Fermi level at the energy scale $\Delta$, and also independent of the magnetic flux.

On the other hand, in the large cloud regime $T_K \lesssim \Delta$, now that the Kondo temperature is largely determined by the value of $V_k^2$ in a very narrow range of energies around the Fermi level, the mesoscopic $k$ oscillations become much more important. When the running energy cutoff $D$ is above the peak/valley spacing $\Delta$, the renormalization of $j$ is controlled by $V_k^2$ as in Eq. (2.16). Once $D$ is reduced below $\Delta$, we may approximate the renormalization of $j$ as being dominated by $V_{kF}^2$. This leads to the following estimation of the Kondo temperature:

$$T_K \simeq \Delta \exp \left[ -\frac{1}{2 V_{kF}^2 \nu_j (\Delta)} \right] = \Delta \left( \frac{T_{0K}}{\Delta} \right)^{1 + \sqrt{1 - |\tilde{t}|^2 (1 - \gamma^2 \cos^2 \varphi \cos (kd_{ref} + \theta'))}}^{-1}.$$

It is clear that $T_K$ can be significantly dependent on the AB phase $\varphi$ in this regime. In particular, $T_K$ varies from $\sim \sqrt{T_{0K} \Delta}$ (“on resonance”) to practically 0 (“off resonance”) as $\varphi$ is tuned between 0 and $\pi$, when the Fermi energy is located on a peak or in a valley $k_F = k_n$, the background transmission is perfect $|\tilde{t}| = 1$, and coupling to the QD is symmetric $\gamma = 1$: see Fig. 4.24 (The special case $V_{0K}^2 = 0$ corresponds to a pseudogap problem $\nu V_k^2 \propto (k - k_F)^2$, and the stable RG fixed point can be the local moment fixed point or the asymmetric strong coupling fixed point, depending on the degree of particle-hole symmetry). As a general rule, stronger transmission through the pinch $|\tilde{t}|$ and greater symmetry of coupling $\gamma$ result in stronger interference between the two tunneling paths through the device, and hence increases the tunability of the Kondo temperature by the magnetic flux.
FIG. 6. Kondo temperature $T_K$ for the closed long ABK ring, calculated by numerical integration of the weak coupling RG equation Eq. (2.15), plotted against the AB phase $\phi$. $T_K(\phi)$ is an even function of $\phi$ and has a period of $2\pi$, so only $0 \leq \phi \leq \pi$ is shown. System parameters are: $d_{ref} = 60$, $\theta = \pi/2$, $|\tilde{r}| = 0$, $t_L = t_R$, $D_0 = 10$. The curves with $T_K \gg \Delta$ (small Kondo cloud regime) have a large bare Kondo coupling $(t_L^2 + t_R^2)j_0/\pi = 0.15$, whereas the curves with $T_K \ll \Delta$ (large Kondo cloud regime) have a much smaller bare Kondo coupling $(t_L^2 + t_R^2)j_0/\pi = 0.02$. In the small cloud regime $T_K$ is almost independent of $\phi$ and $k_F$, as the curves are flat and overlapping with each other. In the large cloud regime, however, $T_K$ highly sensitive to both $\phi$ and $k_F$.

B. High-temperature conductance

We now calculate the conductance at $T \gg T_K$ by perturbation theory. Following the discussion in Ref. [24], we consider the case of a particle-hole symmetric QD $\kappa = 0$ and $K_{kk'} = 0$, and also ignore the elastic real part of the potential scattering generated at $O(J^2)$. These assumptions allow us to adopt Eq. (4.11) for the $O(J^2)$ correction to the transmission probability:

$$
\delta T_{jj'}(\epsilon_k) = 3\pi^2\nu^2 j^2 \left( V_k^2 \text{Re} \left\{ \left| S(k) \Gamma^\dagger(k) \lambda^\dagger(k) \right|_{jj'} S^*_{jj'}(k) \right\} - \left| [S(k) \Gamma^\dagger(k) \lambda^\dagger(k)]_{jj'} \right|^2 \right),
$$

(5.7)

where we have used Eqs. (3.18a) and (3.18c).

Note that Eq. (5.7) does not depend on details of the non-interacting part of the ring Hamiltonian $H_{0,junction}$. For a parity-symmetric geometry with two leads and two coupling sites ($N = M = 2$), when coupling to the QD is also symmetric ($t_L = t_R$) and time-reversal symmetry is present ($\phi = 0$ or $\pi$), we can further show that the sign of the $O(J^2)$ transmission probability correction is determined by the sign of $1 - 2|T_{0,12}|$, a property discussed in Ref. [24] at the end of Sec. IV C. Indeed, parity symmetry implies that $S_{11} = S_{22}$, $S_{12} = S_{21}$, $\Gamma_{11} = \Gamma_{22}$, $\Gamma_{12} = \Gamma_{21}$; hence it is not difficult to find from Eq. (5.7) that

$$
\frac{1}{4} \left[ \delta T_{11}(\epsilon_k) + \delta T_{22}(\epsilon_k) - \delta T_{12}(\epsilon_k) - \delta T_{21}(\epsilon_k) \right] = \frac{3}{8} \pi^2\nu^2 J_{kk}^2 \left[ 1 - 2|S_{12}(k)|^2 \right].
$$

(5.8)

The left-hand side correspond to a particular way to measure the conductance, namely parity-symmetric bias voltage and parity-symmetric current probes, or $y = 1/2$ in Sec. V of Ref. [26].

We now return to the long ring geometry without assumptions about $t_L$, $t_R$ and $\phi$. Plugging Eqs. (5.2) and (5.4) into Eq. (5.7) we find
\[ \delta T_{11} (\epsilon_k) = -3\pi^2 \nu_j^2 \left[ C_0 (k) + C_1 (k) \cos \phi + C_2 (k) \cos 2\phi \right], \] (5.9)

where the coefficients \( C_0 (k), C_1 (k) \) and \( C_2 (k) \) are independent of \( \phi \) but are usually complicated functions of \( k \):

\[
C_0 (k) = (t_{L}^2 + t_{R}^2) \left| t \right|^2 \left[ 1 + 2 \left| \vec{r} \right| \cos (kd_{ref} + \theta) + \left| \vec{r} \right|^2 \cos 2 (kd_{ref} + \theta) \right] \\
- 2t_{L}^2 t_{R}^2 \left[ 3 - 4 \left| \vec{r} \right|^2 + 4 \left| \vec{r} \right|^3 \cos (kd_{ref} + \theta) + \left( \left| \vec{r} \right|^4 + \left| \vec{r} \right|^4 \right) \cos 2 (kd_{ref} + \theta) \right],
\]

(5.10a)

\[
C_1 (k) = 4 \left| \vec{r} \right| t_{L} t_{R} (t_{L}^2 + t_{R}^2) \sin (kd_{ref} + \theta) \\
\times \left[ \left| \vec{r} \right|^2 \cos 2 (kd_{ref} + \theta) + \left| \vec{r} \right| \left( \left| \vec{r} \right|^2 - \left| \vec{r} \right|^2 \right) \cos (kd_{ref} + \theta) - \left| \vec{r} \right|^2 \right],
\]

(5.10b)

\[
C_2 (k) = 2 \left| \vec{r} \right|^2 t_{L}^2 t_{R}^2 \left\{ 1 + 2 \left| \vec{r} \right| \cos (kd_{ref} + \theta) + \left| \vec{r} \right|^2 \cos 2 (kd_{ref} + \theta) \right\}.
\]

(5.10c)

In the special case of a smooth reference arm \( \left| \vec{r} \right| = 0 \) and \( \left| \vec{r} \right| = 1 \), the Kondo-type correction becomes especially simple:

\[
\delta T_{11} (\epsilon_k) = -3\pi^2 \nu_j^2 \left[ t_{L}^2 + t_{R}^2 - 2t_{L} t_{R} \sin (kd_{ref} + \theta + \phi) \right] \\
\times \left[ t_{L}^2 + t_{R}^2 - 2t_{L} t_{R} \sin (kd_{ref} + \theta - \phi) \right].
\]

(5.11)

As in Refs. 24 and 26, only the first and the second harmonics of the AB phase \( \phi \) appear in the correction to the transmission probability \( \delta T_{11} \).

We may perform the thermal averaging in Eq. (4.12) at this stage. The Fermi factor \(-f' (\epsilon_k)\) ensures only the energy range \( |\epsilon_k| \lesssim T \) contributes significantly to the conductance; in this energy range the renormalization of \( j \) is cut off by \( T \).

In the small Kondo cloud regime, \( T \gg T_K \) means \( T \gg \Delta \) so that we can average over many peaks of \( \delta T_{jj'} (\epsilon_k) \), so we may drop all rapidly oscillating Fourier components in Eq. (5.9). This leads to

\[
\delta G \approx -\frac{2e^2}{\hbar} \left( t_{L}^2 + t_{R}^2 \right) \left| \vec{r} \right|^2 \left[ t_{L}^2 + t_{R}^2 \right] \left( 3 - 4 \left| \vec{r} \right|^2 \right) + 2 \left| \vec{r} \right|^2 t_{L} t_{R} \cos 2\phi.
\]

(5.12)

We see that the first harmonic in \( \phi \) approximately drops out upon thermal averaging.

On the other hand, in the large Kondo cloud regime, for \( T \gg T_K \) it is possible to have either \( T \gg \Delta \) or \( T \ll \Delta \). In the former case Eq. (6.12) continues to hold. In the latter case \( \delta T_{jj'} (\epsilon_k) \) has little variation in the energy range \( |\epsilon_k| \lesssim T \), so it is appropriate to replace \(-f' (\epsilon_k)\) with a \( \delta \) function at the Fermi level; thus

\[
\delta G \approx -\frac{2e^2}{\hbar} \left( t_{L}^2 + t_{R}^2 \right) \left| \vec{r} \right|^2 \left[ C_0 (k_F) + C_1 (k_F) \cos \phi + C_2 (k_F) \cos 2\phi \right].
\]

(5.13)

Fig. 7 illustrates these two different cases for the large Kondo cloud regime. We note that our \( T \gg T_K \) results, Eq. (5.12) for \( T \gg \Delta \) and Eq. (5.13) for \( T \ll \Delta \), are different from those of Ref. 24. We believe the discrepancy is due to the fact that only single-particle scattering processes are taken into consideration by Ref. 24; the connected contribution to the conductance is omitted, despite being of comparable magnitude with the disconnected contribution.

C. Fermi liquid conductance

It is also interesting to calculate the conductance in the \( T \ll T_K \) limit in the very large Kondo cloud regime, starting from Eq. (4.22). We make the assumption that the particle-hole symmetry breaking potential scattering is negligible, \( \delta F = 0 \), as in Ref. 24. Inserting Eqs. (5.2) and (5.4) into Eqs. (3.18d) and (3.18e), we find the total conductance has the form
FIG. 7. Kondo-type correction to the conductance $\delta G$ at $T \gg T_K$ for the closed long ABK ring with a particle-hole symmetric QD, calculated by RG improved perturbation theory Eq. (5.9), plotted against the AB phase $\varphi$. Again only $0 \leq \varphi \leq \pi$ is shown. System parameters are: $d_{\text{ref}} = 60$, $\theta = \pi/2$, $|\tilde{r}| = 0$, $t_L = t_R$, $(t_2^L + t_2^R)\eta_0/\pi = 0.02$ at $D_0 = 10$ (i.e. the system is in the large cloud regime). $T/\Delta = 0.0955$ in panel a) and $T/\Delta = 19.1$ in panel b). For $T \ll \Delta$ the conductance shows considerable $k_F$ dependence, while for $T \gg \Delta$ such dependence essentially vanishes and curves at different $k_F$ overlap. Also, for $T \gg \Delta$ the first harmonic $\cos \varphi$ drops out as predicted by Eq. (5.12), and $\delta G(\varphi)$ has a period of $\pi$.

\[ G = \frac{2e^2}{h} \left[ T_s + (|\tilde{r}|^2 - T_s) \left( \frac{\pi T}{T_K} \right)^2 \right], \quad (5.14) \]

where the $T = 0$ transmission probability is

\[ T_s = \left| e^{ikFd_{\text{ref}}} - \frac{2}{V_{K_F}} \left[ t_L e^{i\tilde{r}} (e^{ikFd_{\text{ref}}} + 1) + t_RE^{-i\tilde{r}} e^{ikFd_{\text{ref}}} \right] \right|^2 \times \left[ t_L e^{-i\tilde{r}} e^{ikFd_{\text{ref}}} - t_RE^{i\tilde{r}} (1 + e^{ikFd_{\text{ref}}}) \right]^2. \quad (5.15) \]

While Eq. (5.14) is ostensibly in agreement with Eq. (69) of Ref. 24, we suspect that there are two oversights in the derivation of the latter: at finite temperature, Ref. 24 neglects the connected contribution to the conductance, and also replaces the thermal factor $-f'(\epsilon_p)$ with a $\delta$ function in Eq. (3.37). These two discrepancies cancel each other, leading to the same $T \ll T_K$ result as ours.

VI. OPEN LONG ABK RINGS

We turn to the open long ABK ring, with strong electron leakage due to side leads coupled to the arms of the ring, where our multi-terminal formalism shows its full capacity.
In our geometry shown in Fig. 8 the source lead branches into two paths at the left Y-junction, a QD path of length \( d_L + d_R \) and a reference path of length \( d_{\text{ref}} \). These two paths converge at the right Y-junction at the end of the drain lead. An embedded QD in the Kondo regime separates the QD path into two arms of lengths \( d_L \) and \( d_R \).

To open up the ring we attach additional non-interacting side leads to all sites inside the ring other than the two central sites in the Y-junctions and QD 23,39–41. The side leads, numbering \( d_L + d_R + d_{\text{ref}} \) in total, are assumed to be identical to the main leads (source and drain), except that the first link on every side lead (connecting site 0 of the side lead to its base site in the ring) is assumed to have a hopping strength \( t_x \) which is generally different than the bulk hopping \( t \). The Hamiltonian representing this model is therefore

\[
H_{0,\text{junction}} = -t \left( \sum_{n=0}^{d_L-2} c_{L,n}^\dagger c_{L,n+1} + \sum_{n=0}^{d_R-2} c_{R,n}^\dagger c_{R,n+1} + \sum_{n=1}^{d_{\text{ref}}-1} c_{\text{ref},n}^\dagger c_{\text{ref},n+1} + \text{h.c.} \right)
\]

\[
- \left[ \left( t_{\text{JL}} c_{1,0}^\dagger + t_{\text{JQ}} c_{L,d_L-1}^\dagger + t_{\text{JRL}} c_{1,1}^\dagger \right) c_{\text{JL}} + \text{h.c.} \right]
\]

\[
- \left[ \left( t_{\text{JL}} c_{2,0}^\dagger + t_{\text{JQ}} c_{R,d_R-1}^\dagger + t_{\text{JRL}} c_{2,1}^\dagger \right) c_{\text{JRL}} + \text{h.c.} \right]
\]

\[
-t_x \left( \sum_{n=0}^{d_L-1} c_{L,n}^\dagger c_{(L),n} + \sum_{n=0}^{d_R-1} c_{R,n}^\dagger c_{(R),n} + \sum_{n=1}^{d_{\text{ref}}-1} c_{\text{ref},n}^\dagger c_{\text{ref},0} + \text{h.c.} \right), \tag{6.1}
\]

where \( c_{\text{JL}(R)} \) is the annihilation operator on the central site of the left (right) Y-junction, and \( c_{\text{JL}(R)}^{(a)} \) is the annihilation operator on site 0 of the side lead attached to the nth site on arm \( \alpha, \alpha = L, R \) and \( \text{ref} \). The coupling sites are \( c_{\text{C},a=1} = c_{L,0} \) and \( c_{\text{C},a=2} = c_{R,0} \), and again we let the couplings to the QD be \( t_1 = t_2 e^{i\frac{\pi}{4}} \) and \( t_2 = t_R e^{-i\frac{\pi}{4}} \).

Our hope is that in certain parameter regimes the open long ring provides a realization of the two-path interferometer, where the two-slit interference formula applies:

\[
G_{sd} = G_{\text{ref}} + G_d + 2\sqrt{\eta_c} \sqrt{G_{\text{ref}} G_d} \cos (\phi + \varphi_t), \tag{6.2}
\]

where \( G_{\text{ref}} \) is the conductance through the reference arm with the QD arm sealed off, and \( G_d \) is the conductance through the QD with the reference arm sealed off. \( \phi \) is as before the AB phase, and \( \varphi_t \) is the accumulated non-magnetic phase difference of the two paths (including the \( \pi/2 \) transmission phase through the QD). \( \eta_c \) is the unit-normalized visibility of the AB oscillations; \( \eta_c = 1 \) at zero temperature if all transport processes are coherent. In the two-path interferometer regime, \( \varphi_t \) reflects the intrinsic transmission phase through the QD, provided that the geometric phases of the two paths are the same (e.g. identical path lengths in a continuum model), no external magnetic field is applied to the QD, and the particle-hole symmetry breaking phase shift is zero.

For non-interacting embedded QDs well outside of the Kondo regime, small transmission through the lossy arms is known to suppress multiple traversals of the ring and ensure that the transmission amplitudes in two paths are mutually independent. We show below that in our interferometer with a Kondo QD, the same criterion renders the mesoscopic fluctuations of the normalization factor \( V_k^2 \) negligible, and paves the way to the two-slit condition \( t_{sd} = t_{\text{ref}} + t_d e^{i\pi} \). If we additionally have small reflection by the lossy arms, then both the Kondo temperature of the system and the intrinsic transmission amplitude through the QD are the same as their counterparts for a QD directly embedded between the source and the drain. At finite temperature \( T \ll T_K \), we recover and generalize the single-channel Kondo results of Ref. 39 for the normalized visibility \( \eta_c \) and the transmission phase \( \varphi_t \).

### A. Wave function on a single lossy arm

To solve for the background S-matrix \( S \) and the wave function matrix \( \Gamma \) of the open ring, we first analyze a single lossy arm attached to side leads, depicted in Fig. 9 40.

Consider an arbitrary site labeled \( n \) on this arm; let the wave function on this site be \( \phi_n \), and let incident and scattered amplitudes on the side lead attached to this site be \( A_n^s \) and \( B_n^s \). The wave function on site \( l (l \geq 0) \) on the side lead is then written as \( A_n^s e^{-i kl} + B_n^s e^{ikl} \). The Schroedinger’s equations are

\[
t \left( A_n^s e^{ikl} + B_n^s e^{-ikl} \right) = t_x \phi_n, \tag{6.3a}
\]
FIG. 8. Geometry of the open long ABK ring. Side leads are appended to the QD arms and the reference arms, which are all of comparable lengths.

\[ (-2t \cos k) \phi_n = -t \phi_{n-1} - t \phi_{n+1} - t_z (A^*_n + B^*_n). \]  

(6.3b)

Eliminating \(B^*_n\), we find
It is now straightforward to find the transmission and reflection coefficients:

\[
\left(-2 \cos k + \frac{t_x^2}{t^2} e^{i k}\right) \phi_n = -\phi_{n-1} - \phi_{n+1} + e^{i k} \left(2 i \sin k\right) \frac{t_x}{t} A_n^s.
\]  

(6.4)

This means if \(A_n^s = 0\), i.e. no electron is incident from the side lead \(n\), we can write the wave function on the \(n\)th site on the arm as

\[
\phi_n = C_L \eta_1^n + C_R \eta_2^n,
\]

(6.5)

where \(C_L, R\) are constants independent of \(n\) and \(k\). \(\eta_{1,2}\) are roots of the characteristic equation

\[
\eta^2 + \left(-2 \cos k + \frac{t_x^2}{t^2} e^{i k}\right) \eta + 1 = 0,
\]

(6.6)

so that \(\eta_1 \eta_2 = 1\). Hereafter we choose the convention \(|\eta_1| < 1\). When \(t_x/t \ll \sin k\), to the lowest nontrivial order in \(t_x/t\),

\[
\eta_1 \approx e^{i k} \left(1 - \frac{t_x^2}{2t^2} 2i \sin k\right),
\]

(6.7)

and thus \(|\eta_1|^2 \approx 1 - t_x^2/t^2\).

Eq. (6.5) bypasses the difficulty of solving for each \(\phi_n\) individually: on the same arm the constants \(C_L\) and \(C_R\) only change where the side lead incident amplitude \(A_n^s \neq 0\).

Let us now quantify the conditions of small transmission and small reflection. Connecting external leads smoothly to both ends of a lossy arm of length \(d_A \gg 1\), we may write the scattering state wave function incident from one end as

\[
\begin{cases}
    e^{-i k n} + \tilde{R} e^{i k n} & \text{(left lead, } n = 0, 1, 2, \cdots) \\
    C_L \eta_1^n + C_R \eta_2^{-n} & \text{(lossy arm, } n = 1, \cdots, d_A) \\
    \tilde{T} e^{i k n} & \text{(right lead, } n = 0, 1, 2, \cdots)
\end{cases}
\]

(6.8)

the Schrödinger’s equation then yields

\[
1 + \tilde{R} = C_L + C_R,
\]

(6.9a)

\[
e^{i k} + \tilde{R} e^{-i k} = C_L \eta_1 + C_R \eta_1^{-1},
\]

(6.9b)

\[
\tilde{T} = C_L \eta_1^{-d_A + 1} + C_R \eta_1^{-d_A - 1},
\]

(6.9c)

\[
\tilde{T} e^{-i k} = C_L \eta_1^{d_A} + C_R \eta_1^{-d_A}.
\]

(6.9d)

It is now straightforward to find the transmission and reflection coefficients:

\[
\tilde{T} = \frac{e^{i k} \left(2 e^{2 i k} - 1\right) \eta_1^{d_A} \left(\eta_1^2 - 1\right)}{1 - \eta_1^{2 d_A + 2} + 2 e^{i k} \eta_1 \left(\eta_1^{d_A} - 1\right) + e^{2 i k} \left(\eta_1^2 - \eta_1^{2 d_A}\right)},
\]

(6.10a)

\[
\tilde{R} = \frac{e^{i k} \left(\eta_1^{2 d_A} - 1\right) \left[e^{i k} \left(1 + \eta^2_1\right) - \left(e^{2 i k} + 1\right) \eta_1\right]}{1 - \eta_1^{2 d_A + 2} + 2 e^{i k} \eta_1 \left(\eta_1^{d_A} - 1\right) + e^{2 i k} \left(\eta_1^2 - \eta_1^{2 d_A}\right)}.
\]

(6.10b)

At \(k = 0\) or \(\pi\) we always have trivially \(|\tilde{R}| = 1\) and \(|\tilde{T}| = 0\); we therefore focus on energies that are not too close to the band edges, so that \(\sin k\) is not too small. In this case, under the long arm assumption \(d_A \gg 1\), the small transmission condition \(|\tilde{T}| \ll 1\) is satisfied if and only if \(|\eta_1|^{d_A} \ll 1\), and the small reflection condition \(|\tilde{R}| \ll 1\) is satisfied if and only if \(t_x \ll t_{\perp 0}\).
B. Background S-matrix and coupling site wave functions

We now return to the open long ring model to solve for \( S \) and \( \Gamma \) with the aid of Eq. (6.5). Let us denote the incident amplitude vector by

\[
\begin{pmatrix}
A_1, A_2, A^{(L)}_0, \cdots, A^{(L)}_{d_L-1}, A^{(rf)}_1, \cdots, A^{(rf)}_{d_R-1}, A^{(R)}_0, \cdots, A^{(R)}_{d_R-1}
\end{pmatrix}^T ;
\]

(6.11)

here \( A^{(\alpha)}_n \) is the incident amplitude in the side lead attached to the \( n \)th site on arm \( \alpha \). We are interested in the normalization factor \( V^2 \) and the source-lead component of the conductance tensor \( G_{12} \); for this purpose, according to Eqs. (2.7) and (4.22), the first two rows of the S-matrix can be found. In other words, we need to express the scattered amplitudes in the main leads \( V_{1} \) and \( V_{2} \), as well as the wave functions at the coupling sites \( \Gamma_1 \) and \( \Gamma_2 \), in terms of incident amplitudes. Some details of this straightforward calculation are given in Appendix E, and we skip to the solution now.

If we assume \( d_L \sim d_R \sim d_{rf}/2 \gg 1 \) (comparable arm lengths and path lengths in the long ring) and \( |\eta_1|^{d_L} \ll 1 \) (small transmission criterion), to \( O \left( |\eta_1|^{d_L} \right) \) we have

\[
B_1 = S'_{L11}A_1 + S'_{L13}S'_{R31} \eta_1^{d_{rf}-1} A_2 - \sum_{n=0}^{d_L-1} e^{ik(2i \sin k)} \frac{t_x}{\eta_1} \frac{\eta_1^{n+1} - \eta_1^{n-1}}{\eta_1 - \eta_1} S'_{L12} \eta_1^{d_L} A^{(L)}_n
\]

\[+
\sum_{n=1}^{d_{rf}} e^{ik(2i \sin k)} \frac{t_x}{\eta_1} S'_{R33} \eta_1^{d_{rf}-n} + \eta_1^{d_{rf}+n} S'_{L13} \eta_1^{d_{rf}-1} A^{(rf)}_n, \]

(6.12a)

\[
B_2 = S'_{L31} S'_{R31} \eta_1^{d_{rf}-1} A_1 + S'_{R11} A_2 + \sum_{n=1}^{d_{rf}} e^{ik(2i \sin k)} \frac{t_x}{\eta_1} \frac{\eta_1^{n+1} - \eta_1^{n-1}}{\eta_1 - \eta_1} S'_{R12} \eta_1^{d_R} A^{(R)}_n
\]

\[-
\sum_{n=0}^{d_{R}-1} e^{ik(2i \sin k)} \frac{t_x}{\eta_1} \frac{\eta_1^{n+1} - \eta_1^{n-1}}{\eta_1 - \eta_1} S'_{R13} \eta_1^{d_{R}-1} A^{(ref)}_n, \]

(6.12b)

\[
\Gamma_1 = S'_{L21} \eta_1^{d_L-1} (1 - \eta_1^2) A_1 - \sum_{n=0}^{d_L-1} e^{ik(2i \sin k)} \frac{t_x}{\eta_1} \left( \eta_1^{-d_L+n+1} + S'_{L22} \eta_1^{d_L-n-1} \right) \eta_1^{d_L} A^{(L)}_n
\]

\[-
\sum_{n=1}^{d_{rf}} e^{ik(2i \sin k)} \frac{t_x}{\eta_1} \left( S'_{R33} \eta_1^{d_{rf}-n} + \eta_1^{d_{rf}+n} \right) S'_{L23} \eta_1^{d_{rf}} A^{(rf)}_n, \]

(6.12c)

\[
\Gamma_2 = S'_{R21} \eta_1^{d_R-1} (1 - \eta_1^2) A_2 - \sum_{n=1}^{d_{rf}} e^{ik(2i \sin k)} \frac{t_x}{\eta_1} \left( \eta_1^{-n+1} + S'_{R22} \eta_1^{n-1} \right) S'_{R23} \eta_1^{d_R} A^{(ref)}_n
\]

\[-
\sum_{n=0}^{d_{R}-1} e^{ik(2i \sin k)} \frac{t_x}{\eta_1} \left( \eta_1^{-d_R+n+1} + S'_{R22} \eta_1^{d_R-n-1} \right) \eta_1^{d_R} A^{(R)}_n, \]

(6.12d)

Here the 3 \( \times \) 3 matrices \( S'_{L} \) and \( S'_{R} \) are defined in Eqs. (122) and (123); they are generally not unitary. Being properties of the Y-junctions, they are independent of the amplitudes (\( A, B \) etc.) and arm lengths (\( d_L, d_R \) and \( d_{rf} \)), as can be seen from e.g. Eq. (1E4). In the limit \( t_x/t = 0 \), \( S'_{L} \) and \( S'_{R} \) turn into the usual unitary S-matrices \( S_L \) and \( S_R \).

C. Kondo temperature and conductance

To the lowest nontrivial order in \( |\eta_1|^{d_L} \), Eq. (6.12) leads to the following simple results after some algebra:

\[
V_k^2 = -(\eta_1 - \eta_1^*) (2i \sin k) (t_L^2 + t_R^2),
\]

(6.13)
FIG. 10. Normalization factor $V^2_k$ from Eq. (2.7) as a function of $k$ for different AB phases $\varphi$ in the open long ABK ring, obtained by solving the full tight-binding model. We focus on a small slice of momentum $|k - \pi/3| < 0.05$. Two values of $t_x$ are considered: $t_x = 0$ corresponding to the closed ring without electron leakage, and $t_x = 0.3t$ corresponding to strong leakage along and small transmission across the arms. System parameters are: $d_L = d_R = d_{ref}/2 = 100$, $t_{L,R} = J_{L,R} = t_{Q,R} = t$, and symmetric QD coupling $t_L = t_R$. For comparison we have also plotted the analytic prediction Eq. (6.13) for $t_x = 0.3t$, which agrees quantitatively with the full tight-binding solution. While $V^2_k$ for the closed ring is extremely sensitive to $k_F$ and $\varphi$, the sensitivity is strongly suppressed by electron leakage, and curves for different $\varphi$ overlap when $t_x = 0.3t$. Since $V^2_k$ controls the renormalization of the Kondo coupling, the Kondo temperature of the open long ABK ring is not sensitive to mesoscopic details in the small transmission limit.

In obtaining Eq. (6.15) we have used the algebraic identity

$$\begin{align*}
S_{12}^{\prime}(k) & = S_{L12}^{\prime}\bar{S}_{R12}^{\prime}\eta_1^{d_{ref}} - 1,
\end{align*}$$

(6.14)

$$\begin{align*}
[S(k) \Gamma^{\dagger}(k) \lambda \Gamma(k)]_{12} & = t_L t_R e^{ik} (2i \sin k) (\eta_1 - \eta_1^{-1}) S_{L12}^{\prime} S_{R21}^{\prime} \eta_1^{d_L + d_R}.
\end{align*}$$

(6.15)

In obtaining Eq. (6.15) we have used the algebraic identity

$$\begin{align*}
S_{L21}^{\prime} S_{L11}^{\prime} |(1 - \eta_1^2)|^2 & = (4 \sin^2 k) \left(\frac{t_x}{t}\right)^2 \left[\frac{|\eta_1|^2 \eta_1^* S_{L12}^{\prime}}{\eta_1 - \eta_1^*} - \frac{|\eta_1|^2}{1 - |\eta_1|^2} (S_{L22}^{\prime} S_{L12}^{\prime} + S_{L23}^{\prime} S_{L13}^{\prime}) \right];
\end{align*}$$

(6.16)

in the limit $t_x \to 0$ this is just a statement of the S-matrix unitarity.

Eq. (6.13) tells us that, in the small transmission limit, the normalization factor $V^2_k$ exhibits little mesoscopic fluctuation, so that $E_V \sim t$; furthermore, it does not depend on the AB phase $\varphi$ at all (see Fig. 10). When we also impose the small reflection condition $t_x \ll t$, $\eta_1 \approx e^{ik}$ and we find $V^2_k \approx (4 \sin^2 k) \left(\frac{t_x^2}{t_L^2 + t_R^2}\right)$; this is precisely the normalization factor for a QD embedded between source and drain leads. We recall from Eq. (2.15) that the normalization of the Kondo coupling is governed by $V^2_k$. Therefore, at least for our simple model of an interacting QD, the conditions of small transmission and small reflection combine to reduce the Kondo temperature of the open long ABK ring to that of the simple embedded geometry, independent of the details of the ring or the AB flux.

Proceeding with the small transmission assumption, we observe that since $E_V \sim t$, the distinction between small and large Kondo cloud regimes is no longer applicable. This is presumably because the Kondo cloud leaks into the side leads in the open ring, and is no longer confined in a mesoscopic region as in the closed ring. The low-energy theory of our model is therefore the usual local Fermi liquid. At zero temperature, the connected contribution to the conductance vanishes, and the conductance $G_{12}$ is proportional to the disconnected transmission probability Eq. (3.16) at the Fermi energy:}
where \( \eta_1, S'_L \) and \( S'_R \) are all evaluated at the Fermi surface, and we have used Eqs. (4.16) and (4.19). In the small reflection limit, Eq. (6.17) becomes

\[
- T_{12}^D (\epsilon_{k_F}) = \left| S'_{L13} S'_{R31} \eta_1 d_{\epsilon_f}^{-1} + \frac{2t_L t_R}{t_L^2 + t_R^2} e^{i\varphi} \frac{\eta_1 - \eta_1^{-1}}{\eta_1 - \eta_1^{-1}} S'_{L12} S'_{R21} \eta_1^{-1} d_{L+R} - \frac{1}{2} \left( e^{2i\delta_P} + 1 \right) \right|^2, \tag{6.18}
\]

where \( S_{L,R} \equiv S'_{L,R} (t_x \to 0) \) are the aforementioned S-matrices of the Y-junctions, and

\[
t_{QD} \equiv e^{2ik} \frac{2t_L t_R}{t_L^2 + t_R^2} \frac{1}{2} \left( e^{2i\delta_P} + 1 \right) \tag{6.19}
\]

is the transmission amplitude through an embedded QD in the Kondo limit [see Eq. (A3)].

It is clear from Eq. (6.17) that the two-slit condition \( t_{ad} = t_{ref} + t_d e^{i\varphi} \) is satisfied at zero temperature. Furthermore, under the small reflection condition, both \( t_{ref} = S'_{L13} S'_{R31} \eta_1 d_{\epsilon_f}^{-1} \) and \( t_d = S'_{L12} S'_{R21} \eta_1^{-1} d_{L+R} - \frac{1}{2} t_{QD} \) have straightforward physical interpretations; in particular \( t_d \) can be factorized into a part \( t_{QD} \) which is the intrinsic transmission amplitude through QD, and a part due completely to the rest of the QD arm and the two Y-junctions.

We now consider the finite temperature conductance, assuming realistically that \( T \ll t \) and \( T_K \ll t \). If we further assume that the two Y-junctions are non-resonant, so that \( S'_L \) and \( S'_R \) change significantly as functions of energy only on the scale of the bandwidth \( 4t \), then mesoscopic fluctuations are entirely absent from Eq. (6.15), i.e. \( E_{\text{conn}} \sim t \). It is worth mentioning that \( E_{\text{conn}} \) can be much less than \( t \) if the Y-junctions allow resonances, e.g. when the central site of each Y-junction is weakly coupled to all three legs; however, \( E_V \sim t \) even in this case.) Since \( T \ll E_{\text{conn}} \), we can comfortably eliminate the connected contribution and use Eq. (4.22). At \( T \ll T_K \) the total Fermi liquid regime conductance \( G(T, \varphi) \equiv -G_{12} \) is found to be \( O(T/T_K)^2 \):

\[
G(T, \varphi) \equiv G_{ref} + G_d + 2 \sqrt{G_{ref} G_d} \left\{ \cos (\varphi + \theta + \delta_P) - \left( \frac{\pi T}{T_K} \right)^2 \times \left[ \cos (\varphi + \theta + \delta_P) + \frac{\cos (\varphi + \theta + \delta_P)}{2\cos^2 \delta_P} - \tan \delta_P \sin (\varphi + \theta + \delta_P) \right] \right\}. \tag{6.20a}
\]

Here the conductance through the reference path is defined as

\[
G_{ref} \equiv \frac{2e^2}{h} \left| S'_{L13} S'_{R31} \eta_1 d_{\epsilon_f}^{-1} \right|^2, \tag{6.20b}
\]

the conductance through the QD path is defined as

\[
G_d (T) = G_d^{(0)} \left[ \cos^2 \delta_P - \left( \frac{\pi T}{T_K} \right)^2 \cos 2\delta_P \right] \tag{6.20c}
\]

with its \( T = 0 \) and \( \delta_P = 0 \) value

\[
G_d^{(0)} \equiv \frac{2e^2}{h} \frac{4t_L^2 t_R^2}{(t_L^2 + t_R^2)^2} \left| \frac{\eta_1 - \eta_1^{-1}}{\eta_1 - \eta_1^{-1}} S'_{L12} S'_{R21} \eta_1^{-1} d_{L+R} \right|^2, \tag{6.20d}
\]

and finally the non-magnetic phase difference between the QD path and the reference path (including the QD) in the absence of \( \delta_P \) is

\[
\theta = \arg \left( \frac{\eta_1 - \eta_1^{-1}}{\eta_1 - \eta_1^{-1}} d_{L+R} - d_{\epsilon_f} + 1 \frac{S'_{L12} S'_{R21}}{S'_{L13} S'_{R31}} \right). \tag{6.20e}
\]
Once again, $\eta_1, S'_L$ and $S'_R$ are all evaluated at the Fermi surface.

For $T \gg T_K$, we discuss two different scenarios: the particle-hole symmetric case and the strongly particle-hole asymmetric case. In the particle-hole symmetric case, as explained in Sec. IV, the potential scattering term $K$ vanishes, and the $O(J^2)$ connected contribution plays an important role. Inserting Eqs. (6.13)–(6.15) into Eqs. (4.14) and (4.12), we find the total high-temperature conductance in the particle-hole symmetric case to be

$$G(T, \varphi) = G_{\text{ref}} + G_d + 2\sqrt{\frac{3}{4}} \pi G_{\text{ref}} G_d \cos(\varphi + \theta).$$

(6.21)

Here the conductance through the reference path $G_{\text{ref}}$ is given as before, while the conductance through the QD path has the usual logarithmic temperature dependence,

$$G_d(T) = \frac{3}{16} \frac{\pi^2}{\ln^2 \frac{T}{T_K}} G_d^{(0)}. \quad (6.22)$$

We have taken into account the renormalization of the Kondo coupling, Eq. (2.16); thermal averaging cuts off the logarithm at $T$. For our slowly varying $V_2^k$ given by Eq. (6.13), $V_2^k$ is simply the Fermi surface value $V_{2F}^k$, and the Kondo temperature is defined by Eq. (2.17).

Comparing Eqs. (6.20a) and (6.21) and noting that $\delta_P = 0$, we find that there is no phase shift between $T \ll T_K$ and $T \gg T_K$ in the presence of particle-hole symmetry, which is consistent with e.g. Fig. 4(d) of Ref. 50. We also observe that the particle-hole symmetric normalized visibility $\eta_v$, defined in Eq. (6.2), has a characteristic logarithmic behavior at $T \gg T_K$:

$$\eta_v = \frac{3}{16} \frac{\pi^2}{\ln^2 \frac{T}{T_K}}. \quad (6.23)$$

On the other hand, to demonstrate the $\pi/2$ phase shift due to Kondo physics, it is more useful to consider the case of relatively strong particle-hole asymmetry $\kappa \sim j(T)$ at $T \gg T_K$. The leading contribution to the conductance from potential scattering is $O(K)$, and the leading contribution from the Kondo coupling is $O(J^2)$; therefore, $\kappa \sim j(T)$ indicates that we may neglect the Kondo coupling altogether at temperature $T$. To the lowest order in potential scattering $O(K)$, Eq. (4.13) applies; also, since $T \ll t$, the thermal averaging in Eq. (4.12) becomes trivial. Using the relation between $K$ and $\delta_P$, Eq. (4.17), we finally obtain

$$G(T, \varphi) = G_{\text{ref}} + 2\sqrt{G_{\text{ref}} G_d^{(0)}} \tan \delta_P \sin(\varphi + \theta).$$

(6.24)

Comparing Eqs. (6.20a) and (6.24), it becomes evident that transmission through the QD undergoes a $\pi/2 + \delta_P$ phase shift from $T \gg T_K$ to $T \ll T_K$ as the Kondo correlations are switched on; see Fig. 11. We remark that the strongly particle-hole asymmetric case represents the situation without Kondo correlation whereas the particle-hole symmetric case does not. This is because in the latter case the leading QD contribution to the conductance is $O(J^2)$, which is of Kondo origin as we have discussed above Eq. (4.3).

We can again make a direct comparison with Eq. (6.2). While $\theta$ itself is not necessarily $\pi/2$, $\phi_t$ is experimentally observed with respect to its value with Kondo correlations turned off, so we should define the reference value $\phi_t^{(0)}$ by e.g. comparing with Eq. (6.24):

$$\phi_t^{(0)} = \theta - \frac{\pi}{2}. \quad (6.25)$$

Therefore, to $O(T/T_K)^2$ we readily obtain the following results for the $T \ll T_K$ transmission phase and the normalized visibility:

$$\phi_t - \phi_t^{(0)} = \frac{\pi}{2} + \delta_P - \left(\frac{\pi T}{T_K}\right)^2 \tan \delta_P, \quad (6.26)$$
FIG. 11. Low-temperature and high-temperature conductances \( G \) as functions of AB phase \( \varphi \) in the open long ABK ring with a particle-hole asymmetric QD, calculated with Eqs. (6.20a) and (6.24). We assume \( T_K \ll t \) so that the thermal averaging in the high temperature case is trivial. System parameters are: \( t_x = 0.3t \), \( k_F = \pi/3 \), \( d_L = d_R = d_{ref}/2 = 100 \), \( \ell^{L,R}_{J L} = \ell^{J L}_{J R} = \ell^{L,R}_{J Q} = t \), and particle-hole symmetry breaking phase shift \( \delta_P = 0 \). A phase shift of approximately \( \pi/2 \) is clearly visible as the temperature is lowered and Kondo correlations become important.

\[
\eta_v = 1 - \left( \frac{\pi T}{T_K} \right)^2 \frac{1}{\cos^2 \delta_P}. \tag{6.27}
\]

These are in agreement with the \(|\delta_P| \ll 1\), \( T = 0 \) and \( \delta_P = 0 \), \( T \ll T_K \) results of Ref. 39, which assumes \( \varphi^{(0)}_t = 0 \), i.e. the non-magnetic phase difference between the two paths is zero without Kondo correlations. Note that in obtaining the \( T \) dependence in Eq. (6.27) it is crucial to include the connected contribution to conductance.

We stress that our \( O(T/T_K)^2 \) results for the transmission phase across the QD and the normalized visibility, Eqs. (6.26) and (6.27), are both exact in \( \delta_P \), which is non-universal and encompasses the effects of all particle-hole symmetry breaking perturbation. In particular, the \( (T/T_K)^2 \) coefficients were not reported previously.

**VII. CONCLUSION AND OPEN QUESTIONS**

In this paper, we generalized the method developed in Ref. 26 to calculate the linear DC conductance tensor of a generic multi-terminal Anderson model with an interacting QD. The linear DC conductance of the system has a disconnected contribution of the Landauer form, and a connected contribution which is also a Fermi surface property. At temperatures low compared to the mesoscopic energy scale below which the background S-matrix and the coupling site wave functions vary slowly, \( T \ll E_{\text{conn}} \), the connected contribution can be approximately eliminated using properties of the conductance tensor; the elimination procedure physically corresponds to probing the current response or applying the bias voltages in a particular manner. At temperatures high compared to the Kondo temperature \( T \gg T_K \) this connected part is computed explicitly to \( O(J^2) \), and found to be of the same order of magnitude as the disconnected part in the case of a particle-hole symmetric QD.

With this method we scrutinize both closed and open long ABK ring models. We find modifications to early results on the closed ring with a long reference arm of length \( L \): the high-temperature conductance at \( T \gg T_K \) should have qualitatively distinct behaviors for \( T \gg v_F/L \) and \( T \ll v_F/L \). In the open ring we conclude that the two-path interferometer is realized when the arms on the ring have weak transmission and weak reflection, and demonstrate the possibility to observe in this device the \( \pi/2 \) phase shift due to Kondo physics, and the suppression of AB oscillation visibility due to inelastic scattering.
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Appendix A: Comparison with early results

1. Short ABK ring

Our formalism can be applied to the short ABK ring shown in Fig. 12. There are two leads (N = 2) and two coupling sites (M = 2): for each lead and two coupling sites (M = 2): for each lead, we have:

\[ H_{0,\text{junction}} = -t' \sum_{\sigma} c^+_{1,\sigma} c_{2,\sigma} + \text{h.c.} \]

The coupling sites coincide with the 0th sites of the leads, \( c_{C, r=1} \equiv c_{1,0} \), \( c_{C, r=2} \equiv c_{2,0} \), and the AB phase is on the couplings to the QD. Let \( \tilde{t} = t_L e^{i \tilde{\phi}} \) and \( \tilde{t} = t_R e^{-i \tilde{\phi}} \). We again let \( \tilde{\phi} = t'/t \).

It is straightforward to obtain the background S-matrix and coupling site wave function matrix:

\[ S = \begin{pmatrix} S_{11} & S_{12} \\ S_{21} & S_{22} \end{pmatrix}, \quad \psi(C, r) = \begin{pmatrix} \psi_1(C, r) \\ \psi_2(C, r) \end{pmatrix} \]

where \( \psi_1(C, r) \) and \( \psi_2(C, r) \) are the wave functions for lead 1 and 2, respectively. The S-matrix is given by:

\[ S_{ij} = \frac{1}{\pi} \ln \left( \frac{1}{2} + \frac{1}{2} \frac{\tilde{t}}{U} \right) \]

\[ T_{ij} = \frac{1}{\pi} \ln \left( \frac{1}{2} - \frac{1}{2} \frac{\tilde{t}}{U} \right) \]

and the coupling site wave function matrix is:

\[ \chi_{ij} = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \]

These results agree with Ref. 39.
FIG. 12. The short ABK ring studied in Refs. 26 and 30.

\[ S(k) = -\frac{1}{1 - e^{2ik}} \begin{pmatrix} e^{2ik}(1 - \tau^2) & e^{ik\tau}(e^{2ik} - 1) \\ e^{ik\tau}(e^{2ik} - 1) & e^{2ik}(1 - \tau^2) \end{pmatrix}, \]  

(A1)

\[ \Gamma(k) = -\frac{1}{1 - e^{2ik}} \begin{pmatrix} e^{2ik} - 1 & 2ie^{2ik\tau}\sin k \\ 2ie^{2ik\tau}\sin k & e^{2ik} - 1 \end{pmatrix}. \]  

(A2)

With Eqs. (2.15), (4.14) and (4.22), one reproduces all analytic results in Refs. 26 and 30, including the Kondo temperature, the high- and low-temperature conductance, and the elimination of connected contribution at low temperatures. The limit \( t' = 0 \) is useful as a benchmark against long ring geometries so we study it in some more detail. In this limit we recover the simplest geometry where a QD is embedded between source and drain leads. The normalization factor is

\[ V_k^2 = 4(t_L^2 + t_R^2)\sin^2 k, \]  

(A3)

and the zero-temperature transmission amplitude through the QD is given by Eqs. (3.16), (4.16), (4.19) and (4.21):

\[ t_{QD} = \frac{2i}{V_k} [S(k) \Gamma(k) \Lambda(k)]_{12} [-\pi\nu \Gamma_{kk}(\epsilon_k)] \]

\[ = e^{2ik} \frac{2t_L t_R}{t_L^2 + t_R^2} \frac{1}{2} (e^{2is_d} + 1). \]  

(A4)

2. Finite quantum wire

Another special case is the finite wire (or semi-transparent Kondo box) geometry in Fig. 13 where the reference arm is absent again \( N = M = 2 \). The left and right QD arms and coupling sites are subject to gate voltages:

\[ H_0_{\text{junction}} = -t \left( \sum_{n=1}^{d_L-1} c_{L,n}^\dagger c_{L,n+1} + \sum_{n=1}^{d_R-1} c_{R,n}^\dagger c_{R,n+1} + \text{h.c.} \right) \]

\[ + \left( t_W^L \sum_{n=1}^{d_L} c_{L,n}^\dagger c_{L,n} + t_W^R \sum_{n=1}^{d_R} c_{R,n}^\dagger c_{R,n} \right) \]

\[ - \left( t_{LW} c_{L,d_L}^\dagger c_{1,0} + t_{LW}^R c_{R,d_R}^\dagger c_{2,0} + \text{h.c.} \right). \]  

(A5)
The coupling sites are the first sites of the QD arms, \( c_{C,r=1} \equiv c_{L,1}, c_{C,r=2} \equiv c_{R,1} \); \( t_1 \equiv t_{WD}^L \) and \( t_2 \equiv t_{WD}^R \).

The two leads are decoupled without the QD, so \( S \) and \( \Gamma \) are both diagonal. In this system we have

\[
S_{11}(k) = -\frac{e^{ik} \sin k_L (d_L + 1) - \gamma_L^2 \sin k_L d_L}{e^{-ik} \sin k_L (d_L + 1) - \gamma_L^2 \sin k_L d_L},
\]

(A6)

and

\[
\Gamma_{11}(k) = -\frac{2i \gamma_L \sin k \sin k_L}{e^{-ik} \sin k_L (d_L + 1) - \gamma_L^2 \sin k_L d_L},
\]

(A7)

where \( k_L \) is determined by the gate voltage \( \epsilon_W^L \),

\[
-2t \cos k_L + \epsilon_W^L = -2t \cos k,
\]

(A8)

and \( \gamma_L = t_{WD}^L/t \). \( S_{22} \) and \( \Gamma_{22} \) can be obtained simply by substituting \( L \) with \( R \). Again, these results allow us to reproduce the (weak coupling) Kondo temperature, the high-temperature conductance, as well as the low-temperature conductance in the large Kondo cloud regime. (We did not quantitatively discuss the low-temperature conductance in the small cloud regime in this paper; see Sec. VII.)

Appendix B: Details of the disconnected contribution

In this appendix we present the detailed derivation of Eq. (3.16) [or equivalently Eq. (3.18a)] from Eq. (3.9). The calculations are similar to those in Appendix B of Ref. 26, but an important difference is that here we cannot simply take the \( \delta \)-function part and neglect the principal value part in Eq. (3.9). Instead, most of the momentum integrals are evaluated by means of contour integration.

From Eq. (3.12)

\[
-2 \text{Im } \mathcal{G}_{k_2 q_1}^R (\omega) = (2\pi)^2 \delta (k_2 - q_1) \delta (\omega - \epsilon_{k_2}) + i\tau \psi \\
\times \left[ g_{k_2}^R (\omega) V_{k_2} G_{dd}^A (\omega) V_{q_1} g_{q_1}^R (\omega) - g_{k_2}^A (\omega) V_{k_2} G_{dd}^A (\omega) V_{q_1} g_{q_1}^A (\omega) \right].
\]

(B1)

We denote the three terms above as 0, \( R \) and \( A \) respectively. Inserting into Eq. (3.9), we find 3 types of contributions to the disconnected part:

\[
G_{jj'}^{D0} (\Omega) = G_{jj'}^{D0} (\Omega) + \left[ G_{jj'}^{D0,R0} (\Omega) + G_{jj'}^{D0,A0} (\Omega) \right]
+ \left[ G_{jj'}^{D0,RA} (\Omega) + G_{jj'}^{D0,RRA} (\Omega) + G_{jj'}^{D0,AAR} (\Omega) \right];
\]

(B2)

The 00 term is the background transmission, the first pair of square brackets is linear in the T-matrix of the screening channel, and the second pair of square brackets is quadratic in the T-matrix.
Due to the multiplying factor of $\Omega$ in Eq. (3.2), $O(1/\Omega)$ terms in $G_{jj}'$ contribute to the linear DC conductance, while $O(1)$ and other terms which are regular in the DC limit $\Omega \to 0$ do not contribute. (We can check explicitly that there are no $O(1/\Omega^2)$ or higher-order divergences.) Therefore, in the DC limit we are only interested in the $O(1/\Omega)$ part of $G_{jj}'$.

1. Properties of the S-matrix and the wave functions

Before actually doing the calculations it is useful to examine the properties of the background S-matrix and the wave functions in our tight-binding model, since we rely on these properties to transform the momentum integrals into contour integrals and evaluate them.

First consider the analytic continuation $k \to -k$. The wave function “incident” from lead $j$ at momentum $-k$ takes the following form on lead $j'$ [cf. Eq. (2.3a)],

$$\chi_{j,-k} (j', n) = \delta_{jj'} e^{ikn} + S_{jj'} (-k) e^{-ikn}; \quad (B3)$$

and on coupling site $r$,

$$\chi_{j,-k} (r) = \Gamma_{j} (-k).$$

This wave function should be a linear combination of the scattering state wave functions at momentum $k$ which form a complete basis. The linear coefficients are obtained from S-matrix unitarity:

$$\chi_{j,-k} (j', n) = \sum_{j''} S_{jj''}^* (k) \chi_{j''} (j', n) = \delta_{jj'} e^{ikn} + S_{jj'}^* (k) e^{-ikn}, \quad (B4)$$

and the same coefficients apply to the coupling sites:

$$\chi_{j,-k} (r) = \sum_{j''} S_{jj''}^* (k) \Gamma_{j''} (k) .$$

Hence

$$S (-k) = S^\dagger (k), \quad (B5)$$

$$\Gamma (-k) = \Gamma (k) S^\dagger (k). \quad (B6)$$

Eq. (B5) is known as the Hermitian analyticity of the S-matrix.$^{55}$

Another useful property is the location of poles of $S (k) \equiv S (z = e^{ik})$ on the $z$ complex plane. Our analysis closely follows Ref. $56$ which deals with the case of quadratic dispersion.

Consider one pole of the S-matrix $k \equiv k_1 + ik_2$, where for certain values of $j$ and $j'$, $|S_{jj'} (k)| \to \infty$. In the scattering state $|q_j, k\rangle \equiv q_{j,k}^\dagger |0\rangle$, where $|0\rangle$ is the Fermi sea ground state, the incident component of the wave function at momentum $k$ becomes negligible relative to the scattered component. Therefore, the time-dependent wave function on lead $j'$ at site $n$ reads

$$\chi_{j,k} (j', n, \bar{t}) \approx S_{j', k} (k) e^{ikn} e^{-i\bar{t}k_1} = S_{j', j} (k) e^{ikn} e^{2itn} e^{e2itn} \cos k_1 \cosh k_2 \epsilon e^{2itn} \sin k_1 \sinh k_2. \quad (B7)$$

This expression is valid for any $j'$ where $|S_{j', j} (k)|$ is divergent; for other $j'$ the wave function is negligible.

We define the “junction area” to include any tight-binding site that is not part of a lead, together with the 0th site of each lead. The total probability of the electron being inside the junction area, $N (\bar{t})$, obeys the probability continuity equation
\[ \frac{d}{dt} N (\bar{t}) = i t \sum_{j' \neq j} \left( c_{j',0}^+ c_{j',-1} - c_{j',-1}^+ c_{j',0} \right) (\bar{t}), \]

where the right-hand side is the current operator between site 0 and site 1 of lead \( j' \), summed over all leads. Taking the expectation value in the state \( | q_{j,k} \rangle \), we find

\[ - (4t \sin k_1 \sin k_2) C_j (k) e^{4t i \sin k_1 \sin k_2} = \sum_j (2t \sin k_1) e^{-k_1} | S_{j',j} (k) |^2 e^{4t i \sin k_1 \sin k_2}. \]  

For the left-hand side we have used the form of the time evolution \( e^{-i k \bar{t}} \), and \( C_j (k) \) is a positive time-independent constant proportional to the total probability in the junction area; \( C_j (k) \) is divergent whenever \( | S_{j,j'} (k) | \) is divergent. For the right-hand side, we have used Eq. (B7) at \( n = 0 \) and \( n = 1 \); the summation is over any \( j' \) where \( | S_{j,j'} (k) | \) is divergent.

Eq. (B9) implies that either \( \sin k_1 = 0 \), in which case \( k_1 = 0 \) or \( \pi \); or \( \sin k_2 < 0 \), in which case \( | e^{i(k_1 + i k_2)} | > 1 \). The poles of \( S (k) \) on the \( z = e^{ik} \) plane are therefore either outside the unit circle or located on the real axis. For the models we study in this paper, the poles of \( S (k) \) and those of \( \Gamma (k) / (\sin k) \) coincide (see also Sec. C); in other words, the poles of \( S (k) \) and \( \Gamma (k) / (\sin k) \) on the \( z = e^{ik} \) plane are either outside the unit circle or on the real axis.

We mention that similar results apply in the theory with a reduced bandwidth and a linearized dispersion in the leads. Eqs. (B5) and (B6) continue to hold; on the other hand, the probability current is proportional to \( v \phi \) instead of \( 2t \sin k_1 \), and all poles of \( S (k) \) and \( \Gamma (k) / (\sin k) \) are located in the lower half of the \( k \) plane.

2. Background transmission

This part is independent of the QD and the result should be the famous Landauer formula:

\[ G_{j,j'}^{D,00} (\Omega) = 2 \int_0^\pi \frac{dk_1 dk_2}{2\pi^2} \frac{f (\epsilon_{k_1}) - f (\epsilon_{k_2})}{\epsilon_{k_1} - \epsilon_{k_2} + \Omega^+} \text{tr} \left( M^j_{k_1 k_2} M^{j'}_{k_2 k_1} \right). \]

Inserting Eq. (B8), taking advantage of Eq. (B5) and the unitarity of the \( U \) matrix, we find

\[ G_{j,j'}^{D,00} (\Omega) = 2 \int_0^\pi \frac{dk_1 dk_2}{2\pi^2} \frac{f (\epsilon_{k_1}) - f (\epsilon_{k_2})}{\epsilon_{k_1} - \epsilon_{k_2} + \Omega^+} \times \left\{ \delta_{j,j'} \left[ \frac{1}{1 - e^{i(k_1 - k_2 + \Omega) t}} \right] + S_{jj'}' (k_1) \delta_{j,j'} \left[ \frac{1}{1 - e^{i(k_1 + k_2 - \Omega) t}} + \frac{1}{1 - e^{i(k_1 + k_2 + \Omega) t}} \right] \right\}. \]

By residue theorem we can perform the \( k_2 \) integral in the part proportional to \( f (\epsilon_{k_1}) \) and the \( k_1 \) integral in the part proportional to \( f (\epsilon_{k_2}) \). In the following we assume \( \Omega > 0 \); the case \( \Omega < 0 \) can be dealt with similarly.

We begin from the first term in curly brackets, which is proportional to \( \delta_{j,j'} \). For the part proportional to \( f (\epsilon_{k_1}) \), making the substitution \( z_2 = e^{ik_2} \), and calculating the contour integral on the counterclockwise unit circle, we find

\[ \int_{-\pi}^\pi \frac{dk_2}{2\pi} \frac{f (\epsilon_{k_1})}{\epsilon_{k_1} - \epsilon_{k_2} + \Omega^+} \frac{1}{1 - e^{i(k_1 - k_2 + \Omega) t}} \frac{1}{1 - e^{i(k_1 + k_2 - \Omega) t}} = \frac{f (\epsilon_{k_1})}{2 t \sin p_1} \frac{1}{1 - e^{i(k_1 - p_1) t}} + \frac{f (\epsilon_{k_1})}{\Omega} \frac{1}{1 - e^{-2\eta t}}, \]

where \( \eta \rightarrow 0^+ \). (\( \eta \) corresponds to the rate of switching on the bias voltage in Kubo formalism, so the limit \( \eta \rightarrow 0 \) should be taken before the DC limit \( \Omega \rightarrow 0 \).) We have assumed \( \epsilon_{k_1} + \Omega \equiv \epsilon_{p_1} \) where \( 0 \leq p_1 \leq \pi \) if \( p_1 \) is real; the poles of the integrand inside the unit circle are then \( z_2 = e^{i(p_1 + \Omega) t} \) and \( z_2 = e^{i(k_1 + \eta) t} \). At the band edges, \( 2t - \Omega < \epsilon_{k_1} < 2t, \)
and \( p_1 \) is purely imaginary; we can choose it to have a positive imaginary part so the above expression remains valid. Similarly

\[
\int_{-\pi}^{\pi} \frac{dk_1}{2\pi} f (\epsilon_{k_1}) \frac{1}{\epsilon_{k_1} - \epsilon_{k_2} + \Omega + 1 - e^{i(k_1 - k_2 + i\eta)}} \frac{1}{1 - e^{i(k_2 - k_1 + i\eta)}} = \frac{f (\epsilon_{k_2})}{2it \sin p_2} \frac{1}{1 - e^{i(p_2 - k_2)}} \frac{1}{1 - e^{i(p_2 + k_2)}} + \frac{f (\epsilon_{k_2})}{\Omega} \frac{1}{1 - e^{-2\eta}}
\]

(B12b)

where \( \epsilon_{k_2} - \Omega = \epsilon_{p_2}, 0 \leq p_2 \leq \pi \) if \( p_2 \) is real, or \( p_2 = -i |p_2| \) if \( p_2 \) is purely imaginary. Now combine the two parts. In the \( \Omega \rightarrow 0 \) limit, \( p_1 \rightarrow k_1 \) only for \( p_1 \) real and \( k_1 > 0 \), and \( p_2 \rightarrow -k_2 \) only for \( p_2 \) real and \( k_2 < 0 \); the most divergent contribution is therefore

\[
\int_{-\pi}^{\pi} \frac{dk_1}{2}\frac{dk_2}{2\pi i} \frac{f (\epsilon_{k_1}) - f (\epsilon_{k_2})}{\epsilon_{k_1} - \epsilon_{k_2} + \Omega + 1 - e^{i(k_1 - k_2 + i\eta)}} \frac{1}{1 - e^{i(k_2 - k_1 + i\eta)}} = \int_{-2t}^{2t-\Omega} \frac{dk_1}{2\pi i} \left[ f (\epsilon_{k_1}) \right] + O (1) .
\]

(B13)

We have substituted the dummy variables \( k_2 \rightarrow p_1, p_2 \rightarrow k_1 \), and noted that \( \epsilon_{p_1} = \epsilon_{k_1} + \Omega \). Expanding various parts of the integrand in \( \Omega \rightarrow 0 \) limit, we find

\[
\int_{-\pi}^{\pi} \frac{dk_1}{2\pi i} \frac{dk_2}{2\pi i} \frac{f (\epsilon_{k_1}) - f (\epsilon_{k_2})}{\epsilon_{k_1} - \epsilon_{k_2} + \Omega + 1 - e^{i(k_1 - k_2 + i\eta)}} \frac{1}{1 - e^{i(k_2 - k_1 + i\eta)}} = \frac{1}{2\pi i \Omega} \int_{-2t}^{2t-\Omega} d\epsilon_{k_1} \left[ -f' (\epsilon_{k_1}) \right] + O (1) .
\]

(B14)

The two terms in \( G^{D}_{ijj'}(\Omega) \) which are linear in the S-matrix do not contribute any terms of \( O (1/\Omega) \) to \( G^{D}_{ijj'} \); the difference of Fermi functions is proportional to \( \Omega \), but the denominators are also \( O (\Omega) \), unlike the case for the \( \delta_{jj'} \) terms whose denominators are \( O (\Omega^2) \). This leaves us with the term quadratic in the S-matrix, which can be similarly evaluated. For the part proportional to \( f (\epsilon_{k_1}) \),

\[
\int_{-\pi}^{\pi} \frac{dk_2}{2\pi} \frac{f (\epsilon_{k_1})}{\epsilon_{k_1} - \epsilon_{k_2} + \Omega + 1 - e^{i(k_2 - k_1 + i\eta)}} S_{jj'}^*(k_1) S_{jj'}(k_2) \frac{1}{\left[ 1 - e^{i(k_2 - k_1 + i\eta)} \right]^2} = \sum_{k_1} \frac{f (\epsilon_{k_1})}{2i \sin p_1} S_{jj'}^*(k_1) S_{jj'}(p_1) \frac{1}{\left[ 1 - e^{i(p_1 - k_1)} \right]^2} + \text{(contribution of poles of } S_{jj'}^*)
\]

(B15a)

the poles of \( S_{jj'}^* \) inside the unit circle (on the real axis) may contribute to the contour integral, but these terms are regular in the \( \Omega \rightarrow 0 \) limit and do not contribute to the DC conductance. Similarly

\[
\int_{-\pi}^{\pi} \frac{dk_1}{2\pi} \frac{f (\epsilon_{k_1})}{\epsilon_{k_1} - \epsilon_{k_2} + \Omega + 1 - e^{i(k_2 - k_1 + i\eta)}} S_{jj'}(k_1) S_{jj'}^*(k_2) \frac{1}{\left[ 1 - e^{i(k_2 - k_1 + i\eta)} \right]^2} = \sum_{k_2} \frac{f (\epsilon_{k_2})}{2i \sin p_2} S_{jj'}(p_2) S_{jj'}^*(k_2) \frac{1}{\left[ 1 - e^{i(p_2 - k_2)} \right]^2} + \text{(contribution of poles of } S_{jj'}^*)
\]

(B15b)

Therefore

\[
\int_{-\pi}^{\pi} \frac{dk_1}{2\pi} \frac{dk_2}{2\pi} \frac{f (\epsilon_{k_1}) - f (\epsilon_{k_2})}{\epsilon_{k_1} - \epsilon_{k_2} + \Omega + 1 - e^{i(k_2 - k_1 + i\eta)}} S_{jj'}^*(k_1) S_{jj'}(k_2) \frac{1}{\left[ 1 - e^{i(k_2 - k_1 + i\eta)} \right]^2} = \int_{-2t}^{2t-\Omega} \frac{dk_1}{2\pi i} \frac{f (\epsilon_{k_1}) - f (\epsilon_{k_1} + \Omega)}{2i \sin k_1 (2t \sin p_1)} S_{jj'}^*(k_1) S_{jj'}(p_1) \frac{1}{\left[ 1 - e^{i(p_1 - k_1)} \right]^2} + O (1)
\]

\[
= -\frac{1}{2\pi i \Omega} \int_{-2t}^{2t-\Omega} d\epsilon_{k_1} \left[ -f' (\epsilon_{k_1}) \right] S_{jj'}^*(k_1) S_{jj'}(p_1) + O (1) .
\]

(B16)
From Eqs. \([\text{B14]}\) and \([\text{B16]}\), we conclude that
\[
G_{j,0}^{D,00} (\Omega) = \frac{1}{\pi i \Omega} \int_{-\infty}^{\infty} \text{d} \varepsilon_{k_1} \left[ -f' (\varepsilon_{k_1}) \right] \left[ \delta_{j,j'} - S_{j,j'} (k_1) S_{j,j'} (p_1) \right] + O (1);
\] 
(\text{B17})
taking the \(\Omega \to 0\) limit, noting that \(p_1 \to k_1\), we recover the Landauer formula, Eq. \([\text{3.18b}].\)

### 3. Terms linear in T-matrix

We focus on \(G_{j,j'}^{D,0R} + G_{j,j'}^{D,0A} \); the calculation of \(G_{j,j'}^{D,0R} + G_{j,j'}^{D,0A} \) is analogous.

\[
G_{j,j'}^{D,0R} (\Omega) + G_{j,j'}^{D,0A} (\Omega)
= 2 \int_{-\pi}^\pi \frac{dk_1 dq_1 dq_2}{(2\pi)^3} \int \frac{d\omega}{(2\pi)^2} \left[ g_{q_2}^{R,0} (\omega) V_{k_1} G_{dd}^R (\omega) V_{k_1} g_{q_1}^A (\omega) \right] \sum_{r_1 r_2} t_{r_1}^* t_{r_2}
\times \Gamma_{r_1 j} (k_1) \left[ \delta_{j,j'} \left( \frac{1}{1 - e^{i(k_1 - q_1 + \tilde{q})}} \right) + S_{j,j'} (q_1) \frac{1}{1 - e^{i(k_1 + \tilde{q} + \tilde{q})}} \right] \Gamma_{r_2 j'}^* (q_2) \frac{1}{1 - e^{i(q_1 - q_2 + \tilde{q})}}.
\] 
(\text{B18a})

\[
G_{j,j'}^{D,0A} (\Omega)
= 2 \int_{-\pi}^\pi \frac{dk_1 dq_1 dq_2}{(2\pi)^3} \int \frac{d\omega}{(2\pi)^2} \left[ g_{q_2}^{A,0} (\omega) V_{k_1} G_{dd}^A (\omega) g_{q_1}^A (\omega) \right] \sum_{r_1 r_2} t_{r_1}^* t_{r_2}
\times \Gamma_{r_1 j} (k_1) \left[ \delta_{j,j'} \left( \frac{1}{1 - e^{i(k_1 - q_1 + \tilde{q})}} \right) + S_{j,j'} (q_1) \frac{1}{1 - e^{i(k_1 + \tilde{q} + \tilde{q})}} \right] \Gamma_{r_2 j'}^* (q_2) \frac{1}{1 - e^{i(q_1 - q_2 + \tilde{q})}}.
\] 
(\text{B18b})

Writing \(\omega = \varepsilon_k\), where \(0 < k \leq \pi\) or \(k = i |k|\), we are now free to do the \(k_1\) and \(q_2\) integrals. The poles of \(\Gamma (k_1)\) and \(\Gamma^* (q_2)\) are again not important in the DC limit:

\[
G_{j,j'}^{D,0R} (\Omega)
= 2 \int_{-\pi}^\pi \frac{dq_1}{(2\pi)^2} \int d\varepsilon_k \frac{f (\varepsilon_k) - f (\varepsilon_{q_1})}{\varepsilon_k - \varepsilon_{q_1} + \Omega^+} \sum_{r_1 r_2} \frac{t_{r_1}^* t_{r_2}}{2it \sin k} \frac{1}{2it \sin k} G_{dd}^R (\varepsilon_k) \frac{1}{2it \sin k}
\times \Gamma_{r_1 j} (k) \left[ \delta_{j,j'} \left( \frac{1}{1 - e^{i(k_1 - q_1 + \tilde{q})}} \right) + S_{j,j'} (q_1) \frac{1}{1 - e^{i(k_1 + \tilde{q} + \tilde{q})}} \right] \Gamma_{r_2 j'}^* (-k) \frac{1}{1 - e^{i(q_1 + \tilde{q})}} + O (1),
\] 
(\text{B20a})

\[
G_{j,j'}^{D,0A} (\Omega)
= 2 \int_{-\pi}^\pi \frac{dq_1}{(2\pi)^2} \int d\varepsilon_k \frac{f (\varepsilon_k) - f (\varepsilon_{q_1})}{\varepsilon_k - \varepsilon_{q_1} + \Omega^+} \sum_{r_1 r_2} \frac{t_{r_1}^* t_{r_2}}{2it \sin k} \frac{1}{2it \sin k} G_{dd}^A (\varepsilon_k) \frac{1}{2it \sin k}
\times \Gamma_{r_1 j} (-k) \left[ \delta_{j,j'} \left( \frac{1}{1 - e^{i(-k_1 - q_1 + \tilde{q})}} \right) + S_{j,j'} (q_1) \frac{1}{1 - e^{i(-k_1 + \tilde{q} + \tilde{q})}} \right] \Gamma_{r_2 j'}^* (k) \frac{1}{1 - e^{i(q_1 - k_1 + \tilde{q})}} + O (1).
\] 
(\text{B20b})
Now do the $\epsilon_k$ and $q_1$ integrals. The $\delta_{ij'}$ terms are regular in the DC limit, so we only need to keep the $S_{jj'}$ terms. In the 0R term, while the $q_1$ integral in the $f(\epsilon_k)$ part is straightforward, the $\epsilon_k$ integral in the $f(\epsilon_{q_1})$ part can be simplified by expanding around $k + q_1 = 0$:

$$G_{jj',0R}^{D} (\Omega) = 2 \frac{1}{2\pi} \int_{-2t}^{2t-\Omega} df(\epsilon_k) \frac{1}{2it}(\epsilon_{q_1}) \frac{1}{2it} G_{dd}^{R}(\epsilon_k) \frac{\Gamma_{r_1j} (k) \Gamma_{r_2j'}'(-k)}{2it} S_{jj'}(p)$$

$$\times \left[ 1 - e^{i(kp + i\delta)} \right] - 2 \int_{-\infty}^{0} dq_1 \frac{2q_1}{(2\pi)^2} (2t \sin q_1) S_{jj'}(q_1) \int_{-\infty}^{\infty} \frac{df(\epsilon_k)}{2it} \frac{\Gamma_{r_1j} (k) \Gamma_{r_2j'}'(-k)}{\epsilon_{r_1} - \epsilon_{r_2} + i\delta} + O(1)$$

$$= O(1). \quad \text{(B21a)}$$

Here, in the $f(\epsilon_k)$ part, we have written $\epsilon_k + \Omega \equiv \epsilon_p, (0 \leq p \leq \pi)$ assuming $\Omega > 0$, integrated over $q_1$ using the complex variable $e^{iq_1}$, and again neglected $O(1)$ contributions from the poles of $S(q_1)$. Because $k + p$ is always positive and never close to 0, the denominator for the $f(\epsilon_k)$ part is $O(1)$; thus the $f(\epsilon_k)$ part is itself $O(1)$. Meanwhile, in the $f(\epsilon_{q_1})$ part, we have used $(2t \sin k)(k + q_1 + i\delta) \approx (2t \sin q_1)(k + q_1 + i\delta) \approx \epsilon_k - \epsilon_{q_1} + i\delta$ for $|k + q_1| \ll 1$. We then extend the $\epsilon_k$ domain of integration back to the entire real axis. Both $G_{dd}^{R}(\epsilon_k)$ and $\Gamma_{r_1j} (k) \Gamma_{r_2j'}'(-k)$ / $(\sin k)$ are analytic in the upper $\epsilon_k$ half plane; thus, closing the $\epsilon_k$ contour above the real axis, the $\epsilon_k$ integral in the $f(\epsilon_{q_1})$ part see no pole and vanishes. Similarly, in the 0A term,

$$G_{jj',0A}^{D} (\Omega) = 2 \frac{1}{2\pi} \int_{-2t}^{2t-\Omega} df(\epsilon_k) \frac{1}{2it}(\epsilon_{q_1}) \frac{1}{2it} G_{dd}^{A}(\epsilon_k) \frac{\Gamma_{r_1j} (k) \Gamma_{r_2j'}'(-k)}{2it} S_{jj'}(p) \frac{1}{\Omega^2}$$

$$- 2 \int_{-2t}^{2t} \frac{dc_k}{2\pi} S_{jj'}(q_1) f(\epsilon_k) [-i] \Gamma_{r_1j} (k) \Gamma_{r_2j'}'(-k) \pi \nu_{k} G_{dd}^{A}(\epsilon_k) S_{jj'}(p) + O(1)$$

$$= -2 \frac{1}{\pi} \int_{-2t}^{2t-\Omega} dc_k [-f'(\epsilon_k)] \Gamma_{r_1j} (k) \Gamma_{r_2j'}'(-k) \pi \nu_{k} G_{dd}^{A}(\epsilon_k) S_{jj'}(p) + O(1). \quad \text{(B21b)}$$

We have adopted the shorthand $\epsilon_{q_1} - \Omega \equiv \epsilon_{p1}, (0 \leq p_1 \leq \pi)$ and identified $k$ with $p_1$ and $p$ with $q_1$. This result, together with $G_{jj',0R}^{D} + G_{jj',0A}^{D}$ which yields its complex conjugate, leads to Eqs. (3.18e) and (3.18d).

4. Terms quadratic in T-matrix

We focus on $G_{jj',0R}^{D} (\Omega) + G_{jj',0A}^{D} (\Omega)$ first.

$$G_{jj',0R}^{D} (\Omega) + G_{jj',0A}^{D} (\Omega) = 2 \int d\omega d\omega' f(\omega) - f(\omega') \int_{0}^{\pi} dk_1 dk_2 dq_1 dq_2 \frac{M_{k_1 k_2} (i\tau \psi) g_{k_1}^{R} (\omega') V_{k_2} G_{dd}^{R} (\omega') V_{q_1} g_{q_1}^{R} (\omega')}{(2\pi)^2}$$

$$\times \frac{M_{q_1 q_2} (i\tau \psi) [g_{q_2}^{R} (\omega) V_{q_2} G_{dd}^{R} (\omega) V_{k_1} g_{k_1}^{R} (\omega) - g_{q_2}^{A} (\omega) V_{q_2} G_{dd}^{A} (\omega) V_{k_1} g_{k_1}^{A} (\omega)]}{V_{q_1} g_{q_1}^{R} (\omega') V_{k_2} G_{dd}^{R} (\omega') V_{k_1} g_{k_1}^{R} (\omega')}.$$  \quad \text{B22}
\[ G_{jj',RR}^{D} (\Omega) + G_{jj',RA}^{D} (\Omega) \]
\[ = 2 \int \frac{d\omega d\omega'}{(2\pi)^2} \frac{\omega - \omega'}{-\omega - \omega' + \Omega^+} \int_{-\pi}^\pi \frac{dk_1dk_2 dq_1dq_2}{(2\pi)^2} \sum_{r_1r_2r_1'r_2'} t_{r_1}^*t_{r_2}t_{r_1'}t_{r_2'} \Gamma_{r_1j} (k_1) \]
\[ \times \Gamma_{r_2j}^* (k_2) \frac{1}{1 - e^{i(k_1-k_2+i\Omega^+)}} g_{k_2}^R (\omega') G_{dd}^R (\omega') g_{k_1}^R (\omega) \Gamma_{r_1j'} (q_1) \Gamma_{r_2j'}^* (q_2) \]
\[ \times \frac{1}{1 - e^{i(k' + q_2 - q_1 + \Omega^+)}} [g_{q_2}^R (\omega) G_{dd}^R (\omega) g_{q_1}^A (\omega) g_{k_1}^A (\omega)] . \]  

(B23)

We can integrate over all four momenta. Let \( \omega = \epsilon_k \) where \( 0 \leq k \leq \pi \) or \( k = i|k| \), and \( \omega' = \epsilon_{k'} \) where \( 0 \leq k' \leq \pi \) or \( k' = -i |k'| \); integrating over \( k_2 \) and \( q_1 \),

\[ G_{jj',RR}^{D} (\Omega) + G_{jj',RA}^{D} (\Omega) \]
\[ = 2 \int \frac{d\epsilon_k d\epsilon_{k'}}{(2\pi)^2} \frac{\epsilon_k - \epsilon_{k'} + \Omega^+}{\epsilon_k - \epsilon_{k'} + \Omega^+} \int_{-\pi}^\pi \frac{dk_1dq_2}{(2\pi)^2} \sum_{r_1r_2r_1'r_2'} t_{r_1}^*t_{r_2}t_{r_1'}t_{r_2'} \Gamma_{r_1j} (k_1) \]
\[ \times \Gamma_{r_2j}^* (-k') \frac{1}{2t \sin k'} \frac{1}{2t \sin k'} \frac{1}{2t \sin k'} G_{dd}^R (\epsilon_k) G_{dd}^A (\epsilon_k) . \]  

(B24)

finally, integrating over \( k_1 \) and \( q_2 \), we find

\[ G_{jj',RR}^{D} (\Omega) = O (1) , \]  

(B25a)

\[ G_{jj',RA}^{D} (\Omega) \]
\[ = 2 \int \frac{d\epsilon_k d\epsilon_{k'}}{(2\pi)^2} \frac{\epsilon_k - \epsilon_{k'} + \Omega^+}{\epsilon_k - \epsilon_{k'} + \Omega^+} \sum_{r_1r_2r_1'r_2'} t_{r_1}^*t_{r_2}t_{r_1'}t_{r_2'} \Gamma_{r_1j} (-k) \Gamma_{r_2j}^* (-k') \Gamma_{r_1j'} (k') \]
\[ \times \Gamma_{r_2j'}^* (k) \frac{1}{2t \sin k'} \frac{1}{2t \sin k'} \frac{1}{2t \sin k'} G_{dd}^R (\epsilon_k) G_{dd}^A (\epsilon_k) . \]  

(B25b)

Expanding around \( k = k' \) and integrating over \( \epsilon_k \) and \( \epsilon_{k'} \), assuming \( \Omega > 0 \), we obtain

\[ G_{jj',RA}^{D} (\Omega) \]
\[ = 2 \int_{-2t}^{2t} \frac{d\epsilon_k}{2t} \Omega [- f' (\epsilon_k)] \sum_{r_1r_2r_1'r_2'} t_{r_1}^*t_{r_2}t_{r_1'}t_{r_2'} \frac{\Gamma_{r_1j} (-k) \Gamma_{r_2j'}^* (k)}{2t \sin k} \]
\[ \times \frac{\Gamma_{r_2j} (-p) \Gamma_{r_1j'} (p)}{2t \sin p} \frac{1}{\Omega^2} G_{dd}^R (\epsilon_p) G_{dd}^A (\epsilon_k) + O (1) , \]  

(B26)

where we have written \( \epsilon_k + \Omega = \epsilon_p \). A similar calculation can be performed on \( G_{jj',AR}^{D} (\Omega) \) and \( G_{jj',AA}^{D} (\Omega) \); both are \( O (1) \) for the same reason that \( G_{jj',RR}^{D} (\Omega) \) is \( O (1) \). Therefore, \( G_{jj',RA}^{D} \) is the only term quadratic in the T-matrix which contributes to the linear DC conductance. Note that this is not the case in Ref. 26, where the RA term and the AR term are complex conjugates as a result of taking the \( \delta \)-function part in Eq. (3.9). It is easy to see that Eq. (1426) reproduces Eq. (3.18e).

We mention in passing that Eq. (3.18m) can be derived in the wide band limit with essentially the same method, although the pole structure is much simpler in that case.
Appendix C: Non-interacting QD

In this appendix we verify Eq. (3.16) in the case of a non-interacting QD with $U = 0$ as a consistency check on our formalism. The connected part must vanish completely in this case; thus the disconnected contribution to the conductance should coincide with the Landauer formula, with an $S$-matrix modified by the presence of the non-interacting QD.

1. Relation between $S (k)$ and $\Gamma (k)$

First let us quantify the relation between the background $S$-matrix $S (k)$ and the coupling site wave function matrix $\Gamma (k)$. $S (k)$ and $\Gamma (k)$ are both determined by the non-interacting part of the system $H_D$ with the QD decoupled, and are usually intimately related: for instance they often have the same poles on the complex momentum plane, and have resonances (sharp changes in amplitude and phase) over the same range of real momenta. To characterize this relation, we attach to each of the $M$ coupling sites an additional “phantom” lead. These phantom leads have the same nearest neighbor hopping $t$ as the $N$ pre-existing leads. The coupling site is designated as site 0 of its phantom lead. We let $S^0_m$ be the $S$-matrix of the resulting non-interacting system with $(N + M)$ leads; that is, for the scattering state incident from lead $m$ with momentum $k$, the wave function on lead $m'$ should be

$$\chi_{m,k} (m', n) = \delta_{mm'} e^{-ikn} + S^0_{m'm} (k) e^{ikn}. \tag{C1}$$

$m$ and $m'$ can be $j = 1, \ldots , N$ or $r = 1, \ldots , M$, so that $S^0$ is an $(N + M) \times (N + M)$ unitary matrix. For future convenience we partition $S^0$ as follows,

$$S^0 = \begin{pmatrix} S^0_{LL} & S^0_{LD} \\ S^0_{DL} & S^0_{DD} \end{pmatrix}, \tag{C2}$$

where $L$ and $D$ are shorthands for lead and dot respectively; $S^0_{LL}$ is $N \times N$ and $S^0_{DD}$ is $M \times M$. Note that $S^0_{LL}$ and $S^0_{DD}$ are not usually unitary, although all four blocks are constrained by the overall unitarity of $S^0$. Also, our argument for $S (\pi - k)$ in Sec. 3 applies to $S^0 (\pi - k)$:

$$S^0 (\pi - k) = S^0 (k) \dagger. \tag{C3}$$

Due to the non-interacting nature of the system, we can conveniently express $S$ and $\Gamma$ in terms of the auxiliary object $S^0$. With the QD decoupled, the phantom leads should be terminated by open boundary conditions. The wave function on phantom lead $r$ should be

$$\chi_{j,k} (r, n) = \frac{\Gamma_{rj} (k)}{2i \sin k} (e^{ik} e^{-ikn} - e^{-ik} e^{ikn}), \tag{C4}$$

so that $\chi_{j,k} (r, 1) = 0$ and $\chi_{j,k} (r, 0) = \Gamma_{rj} (k)$. The incident amplitude and reflected amplitude in lead $r$ are respectively $e^{\pm ik} \Gamma_{rj} (k) / (2i \sin k)$. We then see, from the definition of $S^0$, that $\Gamma_{rj} (k)$ and $S$ obey the following relations:

$$S^0_{r'j} (k) + \sum_{r'=1}^M S^0_{r'r} (k) \frac{\Gamma_{r'j} (k) e^{ik}}{2i \sin k} = - \frac{\Gamma_{rj} (k) e^{-ik}}{2i \sin k}, \tag{C5a}$$

$$S^0_{j'} (k) = S^0_{j'j} (k) + \sum_{r'=1}^M S^0_{j'r'} (k) \frac{\Gamma_{r'j} (k) e^{ik}}{2i \sin k}. \tag{C5b}$$

Therefore,

$$\Gamma (k) = - (2i \sin k) [e^{ik} S^0_{DD} (k) + e^{-ik}]^{-1} S^0_{DL} (k), \tag{C6}$$
and

\[ S(k) = S_{LL}^0(k) - S_{LD}^0(k) [e^{ik} S_{DD}^0(k) + e^{-ik}]^{-1} S_{DL}^0(k) e^{ik}. \]  

(C7)

It is straightforward to check the unitarity of \( S(k) \).

2. Green’s function of the QD

We now find the retarded T-matrix of the non-interacting QD. As is standard for the non-interacting Anderson model in Eq. (2.5), the retarded Green’s function for the QD is

\[ G_{dd}^{R}(\omega) = \frac{1}{\omega^+ - \epsilon_d - \Sigma_{dd}^{R}(\omega)}, \]  

(C8)

where \( \omega^+ \equiv \omega + i0 \), and the retarded self-energy is

\[ \Sigma_{dd}^{R}(\omega) = \int_{0}^{\pi} dq \frac{V_q^2}{2\pi \omega^+ - \epsilon_q} = \int_{0}^{\pi} dq \text{tr} \left( \lambda \Gamma_q \Gamma_q^\dagger \right). \]  

(C9)

We have used Eq. (2.7). Inserting Eq. (C6), using the unitarity of \( S^0 \) and Eq. (C8), we obtain

\[
\begin{align*}
\int_{0}^{\pi} dq \frac{\Gamma_q \Gamma_q^\dagger}{2\pi \omega^+ - \epsilon_q} &= \int_{0}^{\pi} dq \frac{4 \sin^2 q}{2\pi \omega^+ - \epsilon_q} \left[ e^{2iq} S_{DD}^0(q) + 1 \right]^{-1} \left[ 1 - S_{DD}^0(q) (S_{DD}^0(q))^{\dagger} \right] \left\{ [e^{2iq} S_{DD}^0(q) + 1]^{\dagger} \right\}^{-1} \\
&= \int_{0}^{\pi} dq \frac{4 \sin^2 q}{2\pi \omega^+ - \epsilon_q} \left( e^{2iq} S_{DD}^0(q) + 1 \right)^{-1} + \left\{ [e^{2iq} S_{DD}^0(q) + 1]^{\dagger} \right\}^{-1} - 1 \\
&= \int_{-\pi}^{\pi} dq \frac{4 \sin^2 q}{2\pi \omega^+ - \epsilon_q} \left( e^{2iq} S_{DD}^0(q) + 1 \right)^{-1} - \frac{1}{2}.
\end{align*}
\]

(C10)

With contour methods it is straightforward to show, for \( 0 < p < \pi \) and integer \( n \), that

\[
\int_{-\pi}^{\pi} dq \frac{e^{inq}}{2\pi \epsilon_p - \epsilon_q + i0} = \frac{e^{i|n|p}}{2it \sin p}.
\]

(C11)

We now make the assumption that \( S_{DD}^0(z = e^{iq}) \equiv S_{DD}^0(q) \) is analytic at the origin of the complex plane. This appears to be a reasonable assumption, because a singularity at the origin would imply an infinite energy feature, which should decouple completely from any properties of system probed at finite energies. Thus \( S_{DD}^0(z) \) can be expanded around the origin in a Taylor series of \( z \), and we may integrate term by term to find

\[
\int_{-\pi}^{\pi} dq \frac{e^{inq}}{2\pi \epsilon_p - \epsilon_q + i0} = \frac{e^{in_1 p} [S_{DD}^0(q)]^{n_2}}{2it \sin p},
\]

(C12)

where \( n_1 \) and \( n_2 \) are non-negative integers.

Expanding \( 4 \sin^2 q \left\{ [e^{2iq} S_{DD}^0(q) + 1]^{-1} - 1/2 \right\} \) in powers of \( e^{iq} \) and \( S_{DD}^0(q) \), the only negative power term in the series is \( - (1/2) e^{-2iq} \); therefore, by Eq. (C11),

\[
\int_{0}^{\pi} dq \frac{\Gamma_q \Gamma_q^\dagger}{2\pi \epsilon_p - \epsilon_q + i0} = \frac{1}{2t \sin p} \left( 4 \sin^2 p \left\{ [e^{2ip} S_{DD}^0(p) + 1]^{-1} - \frac{1}{2} \right\} + \frac{1}{2} e^{-2ip} - \frac{1}{2} e^{2ip} \right).
\]

(C13)
and hence
\[ \Sigma_{dd}^R (\epsilon_p) = - \frac{1}{t} \text{tr} \left( \lambda \left\{ e^{-ip} + 2i \sin p \left[ e^{2ip} S_{DD}^0 (p) + 1 \right]^{-1} \right\} \right), \] (C14)

Eqs. (C8) and (C14) give the retarded T-matrix \( T_{pp} (\epsilon_p) = V^2_{pp} \Sigma_{dd}^R (\epsilon_p) \). One can easily verify that the optical theorem \( \text{Im} \left\{ - \pi \nu_p T_{pp} (\epsilon_p) \right\} = | - \pi \nu_p T_{pp} (\epsilon_p) |^2 \) is obeyed, which must be the case for a non-interacting system. Inserting Eqs. (C7), (C6), (C8), and (C14) into Eq. (3.16), we find
\[ T_{jj'}^D (\epsilon_p) = \delta_{jj'} - |S_{jj'}^\text{NI} (p)|^2, \] (C15)
where
\[ S_{jj'}^\text{NI} (p) = S_{LL}^0 (p) + S_{LD}^0 (p) \left\{ \frac{(2i \sin p) e^{-2ip} [S_{DD}^0 (p) + e^{-2ip}]^{-1} \lambda_p [S_{DD}^0 (p) + e^{-2ip}]^{-1}}{1 + \text{tr} \left( \lambda_p \left\{ e^{-ip} + 2i \sin p \left[ e^{2ip} S_{DD}^0 (p) + 1 \right]^{-1} \right\} \right)} \right\} S_{Dj}^0 - [S_{DD}^0 (p) + e^{-2ip}]^{-1} \right\} S_{DL}^0 (p). \] (C16)

Here we have defined the dimensionless coupling matrix
\[ \tilde{\lambda}_p = \frac{\lambda}{t (\epsilon_p - \epsilon_d)}. \] (C17)

3. Landauer formula

We turn to the alternative method of scattering state wave functions to find the S-matrix \( S_{\text{NI}} \) in the presence of the QD.

By definition, for the scattering state incident from \( j \), the wave function on lead \( j' \) is
\[ \chi_{j,k} (j', n) = \delta_{jj'} e^{-ikn} + S_{\text{NI}}^j (k) e^{ikn}. \] (C18)

The coupling sites are now attached to the QD. We imagine that the QD and the coupling sites are separated by "phantom leads" of zero length, so that the wave function on phantom lead \( r \) takes the form
\[ \chi_{j,k} (r, n) = A_{r,j,k} e^{-ikn} + B_{r,j,k} e^{ikn}, \] (C19)
where \( n = 0 \) only. Since the phantom leads are also attached to the QD, the Schroedinger equation on coupling site \( r \) is
\[ t \left( A_{r,j,k} e^{-ik} + B_{r,j,k} e^{ik} \right) = t_r \phi_j (k), \] (C20)
where \( \phi_j (k) \) is the wave function on the QD. Meanwhile, the Schroedinger equation on the QD itself is
\[ \epsilon_k \phi_j (k) = \epsilon_d \phi_j (k) - \sum_r t_{r'} (A_{r,j,k} + B_{r,j,k}). \] (C21)

Eqs. (C20) and (C21) allow us to express \( B_{r,j,k} \) in terms of \( A_{r,j,k} \), i.e. to find the S-matrix for the non-interacting QD:
\[ t \left( A_{r,j,k} e^{-ik} + B_{r,j,k} e^{ik} \right) = \frac{t_r}{\epsilon_k - \epsilon_d} \sum_{r'} t_{r'} (A_{r',j,k} + B_{r',j,k}), \] (C22)
or more compactly

\[ e^{-ik}A_k + e^{ik}B_k = -\bar{\lambda}_k(A_k + B_k), \tag{C23} \]

\[ B_k = -\left(e^{ik} + \bar{\lambda}_k\right)^{-1}(e^{-ik} + \bar{\lambda}_k)A_k. \tag{C24} \]

On the other hand, the amplitudes \(A_k\) and \(B_k\) are also related to each other and to \(S^{NI}\) by the phantom-lead S-matrix \(S^0\):

\[ S^0_{ij}(k) + \sum_{r'} S^0_{ir'}(k) A_{r', j, k} = B_{r, j, k}, \tag{C25} \]

and

\[ S^{NI}_{i'j}(k) = S^0_{i'j}(k) + \sum_{r'} S^0_{ij'}(k) A_{r', i, k}. \tag{C26} \]

Eliminating \(A_k\) and \(B_k\) from Eqs. (C24), (C25) and (C26) finally yields

\[ S^{NI}(k) = S^0_{LL}(k) - S^0_{LD}(k) \left[ S^0_{DD}(k) + (e^{ik} + \bar{\lambda}_k)^{-1}(e^{-ik} + \bar{\lambda}_k) \right]^{-1} S^0_{DL}(k). \tag{C27} \]

Using Eqs. (2.8) and (C17), it is a lengthy but straightforward task to prove the equivalence of Eqs. (C16) and (C27). Therefore the disconnected contribution to the conductance recovers the Landauer formula in the case of a non-interacting QD.

**Appendix D: Fermi liquid perturbation theory**

In this appendix, we discuss the perturbation theory in the Fermi liquid regime \(T \ll T_K \ll E_V\) (also assuming \(E_V \sim E_{conn}\); see Table I). We first present an alternative derivation of Eq. (4.21), the \(O\left(1/T_K^2\right)\) retarded T-matrix obtained in Ref. 44. Then we perform an additional consistency check on our formalism of eliminating the connected contribution to the DC conductance at low temperatures: we directly compute the connected contribution to \(O\left(T^2/T_K^2\right)\), and show that Eq. (3.33) is indeed satisfied.

In momentum space, the leading irrelevant operator Eq. (4.20) takes the form

\[ H_{int} = \frac{2\pi v_F^2}{T_K} \int d\eta H(\eta) \int \frac{dq_1dq_2dq_3dq_4}{(2\pi)^4} e^{i(q_1 - q_2 + q_3 - q_4)\eta} : \tilde{\psi}^\dagger_{q_1\alpha} \tilde{\psi}_{q_2\alpha} \tilde{\psi}^\dagger_{q_3\beta} \tilde{\psi}_{q_4\beta} : \]

\[ - \frac{v_F^2}{T_K} \int d\eta H(\eta) \int \frac{dq_1dq_2}{(2\pi)^2} (q_1 + q_2) e^{i(q_1 - q_2)\eta} : \tilde{\psi}^\dagger_{q_1\alpha} \tilde{\psi}_{q_2\alpha} :. \tag{D1} \]

(We measure all momenta relative to the Fermi wavevector \(k_F\) hereafter.) Here \(\eta\) is the location of the operator; the weight function \(H(\eta)\) is peaked at the origin and can be approximated as a \(\delta\)-function above the length scale \(v_F/T_K\).

To lighten notations, we take \(H(\eta) = \delta(\eta)\) whenever it is unambiguous to do so.

At \(O\left(1/T_K^2\right)\) both terms in Eq. (D1) contribute to the T-matrix, but only the first term plays a role in the connected 4-point function.

1. **T-matrix**

To find the retarded T-matrix of the phase-shifted screening channel \(\tilde{\psi}\), we begin from the imaginary time 2-point Green’s function
\[ \mathcal{G}_{kk'}(\tau) \equiv -\left\langle T_\tau \hat{\psi}_k(\tau) \hat{\psi}_{k'}^\dagger(0) \right\rangle. \] (D2)

This object is diagonal in spin indices. The three diagrams in Fig. 4 panel b) evaluate to

\[
\mathcal{G}_{kk'}(\tau) = 2\pi \delta(k - k') g_k(\tau) - \frac{v_F^2}{T_K} (k + k') \int d\tau_1 g_k(\tau - \tau_1) g_{k'}(\tau_1) + \frac{v_F^2}{T_K} \frac{2}{2\pi} \int dq \int \frac{dq}{2\pi} (k + q) \\
\times (q + k') \int d\eta_1 d\eta_2 H(\eta_1) H(\eta_2) e^{i(k_{1n} - k'q)} e^{iq\eta - \eta_1} \int d\tau_1 d\tau_2 g_k(\tau - \tau_1) g_q(\tau_1 - \tau_2) \\
\times g_{k'}(\tau_2) - 4 \left( \frac{2\pi v_F^2}{T_K} \right)^2 \int dq dq_3 dq_4 \int \frac{dq 1 dq_2 H(\eta_1) H(\eta_2) e^{i(k_{1n} - k'q)}}{(2\pi)^3} \\
\times e^{i(q - q_3 + q_4)(\eta_2 - \eta_1)} \int d\tau_1 d\tau_2 g_k(\tau - \tau_1) g_{q_2}(\tau_1 - \tau_2) g_{q_3}(\tau_2 - \tau_1) g_{q_4}(\tau_1 - \tau_2) g_{k'}(\tau_2). \] (D3)

Going to the Fourier space, we identify the imaginary time T-matrix as

\[
\mathcal{T}_{kk'}(i\omega_n) = -\frac{v_F^2}{T_K} (k + k') + \left( \frac{v_F^2}{T_K} \right)^2 \frac{2}{2\pi} \int dq \frac{dq}{2\pi} (k + q)(q + k') \int d\eta_1 d\eta_2 H(\eta_1) H(\eta_2) e^{i(k_{1n} - k'\eta_2)} \\
\times e^{iq(\eta_2 - \eta_1)} g_q(i\omega_n) = -4 \left( \frac{2\pi v_F^2}{T_K} \right)^2 \int dq dq_3 dq_4 \int \frac{dq 1 dq_2 H(\eta_1) H(\eta_2) e^{i(k_{1n} - k'\eta_2)}}{(2\pi)^3} \\
\times e^{i(q - q_3 + q_4)(\eta_2 - \eta_1)} \left[ \int f_B(\epsilon_{q_3} - \epsilon_{q_4}) - f(\epsilon_{q_4}) \right] [f(\epsilon_{q_4}) - f(\epsilon_{q_3})] \frac{1}{\omega^+ - \epsilon_{q_3} - \epsilon_{q_4} - \epsilon_{q_2}}. \] (D4)

where all Matsubara frequencies are fermionic, e.g. \( \omega_n = (2n + 1)\pi/\beta \). Both frequency summations are standard and analytic continuation \( i\omega_n \to \omega^+ \) yields

\[
\mathcal{T}_{kk'}(\omega) = -\frac{v_F^2}{T_K} (k + k') + \left( \frac{v_F^2}{T_K} \right)^2 \frac{2}{2\pi} \int dq \frac{dq}{2\pi} (k + q)(q + k') \int d\eta_1 d\eta_2 H(\eta_1) H(\eta_2) e^{i(k_{1n} - k'\eta_2)} \\
\times e^{iq(\eta_2 - \eta_1)} \omega^+ - \epsilon_q = -4 \left( \frac{2\pi v_F^2}{T_K} \right)^2 \int d\eta_1 d\eta_2 H(\eta_1) H(\eta_2) e^{i(k_{1n} - k'\eta_2)} \int dq dq_3 dq_4 \int \frac{dq 1 dq_2 H(\eta_1) H(\eta_2) e^{i(k_{1n} - k'\eta_2)}}{(2\pi)^3} \\
\times e^{i(q - q_3 + q_4)(\eta_2 - \eta_1)} \left[ \int f_B(\epsilon_{q_3} - \epsilon_{q_4}) - f(\epsilon_{q_4}) \right] [f(\epsilon_{q_4}) - f(\epsilon_{q_3})] \frac{1}{\omega^+ + \epsilon_{q_3} - \epsilon_{q_4} - \epsilon_{q_2}}, \] (D5)

where \( f_B(\omega) = 1/ (e^{\beta\omega} - 1) \) is the Bose function.

In the \( q \) integral we close the contour in the upper half plane for \( \eta_2 > \eta_1 \), and in the lower half plane for \( \eta_2 < \eta_1 \); this leads to

\[
\int \frac{dq}{2\pi} (k + q)(q + k') \frac{e^{iq(\eta_2 - \eta_1)}}{\omega^+ - \epsilon_q} = -\frac{i}{v_F} \left( k + \omega \right) \left( \frac{\omega}{v_F} + k' \right) e^{i\frac{\omega v_F}{\beta}(\eta_2 - \eta_1)} \theta(\eta_2 - \eta_1). \] (D6)

For the on-shell T-matrix \( \mathcal{T}_{pp}(\epsilon_p) \), the phase factors involving \( \eta_1 \) and \( \eta_2 \) cancel, and the \( \eta \) integrals become \( \int d\eta_1 d\eta_2 H(\eta_1) H(\eta_2) \theta(\eta_2 - \eta_1) = 1/2 \). We can simplify the triple integral over \( q_2, q_3 \) and \( q_4 \) by the contour method in a similar fashion, before using the following identity,

\[
\int_{-\infty}^{\infty} dq_3 dq_4 \left[ f_B(\epsilon_{q_3} - \epsilon_{q_4}) + f(\epsilon_{q_4}) \right] [f(\epsilon_{q_4}) - f(\epsilon_{q_3})] \delta(\omega + \epsilon_{q_3} - \epsilon_{q_4} - \epsilon_{q_2}) = \frac{1}{2} (\pi^2 T^2 + \omega^2), \] (D7)

which has been given in Ref. 3 in the context of an inelastic scattering collision integral. Collecting all three terms, we recover Eq. (121).
FIG. 14. The three connected diagrams at $O\left(T^2/T_K^2\right)$ contributing to the conductance. ZS, ZS' and BCS label only the topology of the diagrams and not necessarily the physics.

2. Connected contribution to the conductance

Inserting Eqs. (4.5) and (4.18) into the 4-point function Eq. (4.6), and performing the $k_1, k_2, q_1$ and $q_2$ integrals, we obtain

$$G_{j'j}^C (i\omega_p) = \int \frac{dp_1 dp_2 dp_3 dp_4}{(2\pi)^4} G_{p_1 p_2 p_3 p_4}^C (i\omega_p) \sum_{j_1, j_2, j_1', j_2'} U_{1, j_1} U_{1, j_2} U_{1, j_1'} U_{1, j_2'}$$

$$\times \left( \delta_{j_1, j_2} \delta_{j_1', j_2'} \frac{i}{p_1 - p_2 + i0} + S_{j_1, j_2}^* S_{j_1', j_2'} \frac{i}{p_2 - p_1 + i0} \right)$$

$$\times \left( \delta_{j_1', j_2'} \delta_{j_1, j_2} \frac{i}{p_3 - p_4 + i0} + S_{j_1', j_2}^* S_{j_1, j_2'} \frac{i}{p_4 - p_3 + i0} \right); \quad (D8)$$

we have ignored the momentum dependence of $U$ and $S$ in the Fermi liquid regime (which is justified at $T_K \ll E_{conn}$). Here the $\delta_P$-independent connected four-point correlation function for $\tilde{\psi}$ is defined as

$$\tilde{G}_{p_1 p_2 p_3 p_4}^C (i\omega_p) = -\int_0^\beta d\tau e^{i\omega_p\tau} \sum_{\sigma \sigma'} \left\langle T_\tau \tilde{\psi}_{p_1 \sigma}^\dagger (\tau) \tilde{\psi}_{p_2 \sigma} (\tau) \tilde{\psi}_{p_3 \sigma'}^\dagger (0) \tilde{\psi}_{p_4 \sigma'} (0) \right\rangle_C. \quad (D9)$$

We observe that $\delta_{\psi\psi}$ drops out of $G_{j'j}^C$ completely, which reflects the inelastic nature of the connected contribution.

To $O\left(1/T_K^2\right)$, there are three diagrams resulting in nonzero connected contributions to the linear DC conductance, depicted in Fig. 14. The corresponding 4-point functions read

$$\tilde{G}_{p_1 p_2 p_3 p_4}^{C, BCS} (i\omega_p) = -4 \left(\frac{2\pi v_F^2}{T_K}\right)^2 \int_0^\beta d\tau e^{i\omega_p\tau} \int_0^\beta d\tau_1 d\tau_2 \sum_{\sigma \sigma'} \int \frac{dq_1 dq_2}{(2\pi)^2}$$

$$\times g_{p_1} (\tau_1 - \tau) g_{p_2} (\tau - \tau_2) g_{p_3} (\tau_1) g_{p_4} (-\tau_2) g_{q_1} (\tau_2 - \tau_1) g_{q_2} (\tau_2 - \tau_1), \quad (D10a)$$
\[ \tilde{G}^{C,ZS}_{p_1 p_2 p_3 p_4} (i\omega_p) = -4 \left( \frac{2\pi v_F^2}{T_K} \right)^2 \int_0^\beta d\tau e^{i\omega_p \tau} \int_0^\beta d\tau_1 d\tau_2 \sum_{\sigma\sigma'} \delta_{\sigma\sigma'} \int \frac{dq_3 dq_4}{(2\pi)^2} \times g_{p_1} (\tau_1 - \tau) g_{p_2} (\tau - \tau_2) g_{p_3} (\tau_2 - \tau_1) g_{p_4} (-\tau_1 - \tau_2), \] (D10b)

\[ \tilde{G}^{C,ZS'}_{p_1 p_2 p_3 p_4} (i\omega_p) = -4 \left( \frac{2\pi v_F^2}{T_K} \right)^2 \int_0^\beta d\tau e^{i\omega_p \tau} \int_0^\beta d\tau_1 d\tau_2 \sum_{\sigma\sigma'} \delta_{\sigma\sigma'} \int \frac{dq_1 dq_4}{(2\pi)^2} \times g_{p_1} (\tau_1 - \tau) g_{p_2} (\tau - \tau_2) g_{p_3} (\tau_2 - \tau_1) g_{p_4} (-\tau_1 - \tau_2). \] (D10c)

Here the terminology of BCS, ZS and ZS' is borrowed from Ref. [57] and refers only to the topology of the diagrams. We illustrate the calculation with the BCS diagram; ZS and ZS' again turn out to be completely analogous. Going to the Fourier space,

\[ \tilde{G}^{C,BCS}_{p_1 p_2 p_3 p_4} (i\omega_p) \]

\[ = - f (\epsilon_{p_3}) \frac{1}{\epsilon_{p_3} - i\omega_p - \epsilon_{p_4}} \frac{1}{\epsilon_{p_3} - \epsilon_{q_1} - \epsilon_{q_3}} + f (\epsilon_{p_4}) \frac{1}{\epsilon_{p_4} + \epsilon_{p_3} - \epsilon_{q_1} - \epsilon_{q_3}} - f_B (\epsilon_{q_1} + \epsilon_{q_3}) \frac{1}{\epsilon_{q_1} + \epsilon_{q_3} - \epsilon_{p_3} - \epsilon_{q_1} - \epsilon_{q_3}} \]

\[ - f_B (\epsilon_{q_1} + \epsilon_{q_3}) \frac{1}{\epsilon_{q_1} + \epsilon_{q_3} - \epsilon_{p_3} - \epsilon_{q_1} - \epsilon_{q_3}} \]

the \( \omega_{n_5} \) summation is standard, whereas the \( \omega_{n_1} \) and \( \omega_{n_3} \) summations require the following identities:

\[ \frac{1}{\beta} \sum_{\omega_{n_3}} \frac{1}{\omega_{n_3} - \epsilon_{p_3} - \epsilon_{p_4} - \epsilon_{q_1} - \epsilon_{q_3}} \]

\[ = f (\epsilon_{p_3}) \frac{1}{\epsilon_{p_3} - i\omega_p - \epsilon_{p_4} - \epsilon_{q_1} - \epsilon_{q_3}} + f (\epsilon_{p_4}) \frac{1}{\epsilon_{p_4} + \epsilon_{p_3} - \epsilon_{q_1} - \epsilon_{q_3}} - f_B (\epsilon_{q_1} + \epsilon_{q_3}) \frac{1}{\epsilon_{q_1} + \epsilon_{q_3} - \epsilon_{p_3} - \epsilon_{q_1} - \epsilon_{q_3}} \]

and

\[ \frac{1}{\beta} \sum_{\omega_{n_1}} \frac{1}{\omega_{n_1} - \epsilon_{p_1} - \epsilon_{p_1} + i\omega_p + \epsilon_{q_1} - \epsilon_{q_3}} \]

\[ = \int_{-\infty}^{\infty} \frac{d\epsilon}{2\pi i} f (\epsilon) \frac{1}{\epsilon - i\omega_p - \epsilon_{p_1} + \epsilon_{p_2} + \epsilon_{p_3} + \epsilon_{q_1} - \epsilon_{q_3}} \]

\[ - f (\epsilon_{p_1}) \frac{1}{\epsilon_{p_1} + i\omega_p - \epsilon_{p_2} + \epsilon_{p_3} + \epsilon_{q_1} - \epsilon_{q_3}} \]

\[ - f (\epsilon_{p_1}) \frac{1}{\epsilon_{p_1} + i\omega_p - \epsilon_{p_2} + \epsilon_{p_3} + \epsilon_{q_1} - \epsilon_{q_3}} \]

where \( \epsilon^ \pm = \epsilon \pm i0^+ \). The second identity can be derived by allowing the complex plane contour to wrap around the line \( \text{Im} \ z = \omega_p \frac{48}{\pi} \).

After applying the identities above, performing analytic continuation \( i\omega_p \to \Omega^+ \), and performing all \( p \) integrals that are approachable by the contour method in Eq. [D38], we find

\[ G^{C,BCS}_{jj'} (\Omega) \]

\[ = - \left( \frac{2\pi v_F^2}{T_K} \right)^2 \sum_{j_1 j_2} U_{1,j_1} U_{1,j_2} U_{1,j'} U_{1,j'} S_{j_1 j_2} S_{j_2 j_1} \frac{1}{\Omega} \int \frac{dq_1 dq_3}{(2\pi)^2} [f (-\epsilon_{q_1}) - f (\epsilon_{q_3})] \]

\[ \times \left\{ \int \frac{dp_1 dq_4}{(2\pi)^2} \left[ f (\epsilon_{p_1}) + f_B (\epsilon_{q_1} + \epsilon_{q_3}) \right] \frac{f (\epsilon_{p_1} + \Omega) - f (\epsilon_{p_1})}{\Omega} \frac{1}{\epsilon_{p_1} + \Omega^+ + \epsilon_{p_4} - \epsilon_{q_1} - \epsilon_{q_3}} \right. \]

\[ \left. - \int \frac{dp_2 dq_3}{(2\pi)^2} \left[ f (\epsilon_{p_3}) + f_B (\epsilon_{q_1} + \epsilon_{q_3}) \right] \frac{f (\epsilon_{p_2} - \Omega) - f (\epsilon_{p_2})}{-\Omega} \frac{1}{\epsilon_{p_2} - \Omega^+ + \epsilon_{p_4} - \epsilon_{q_1} - \epsilon_{q_3}} \right\}. \] (D13)
In the DC limit, the principal value parts of the integrands cancel to $O(1/\Omega)$, while the $\delta$-function parts remain:

$$G_{jj'}^{C,BCS}(\Omega) = \frac{(2\pi)^2}{T_K} \sum_{j,j'z} U_{1,jz} U_{1,j'z}^* U_{1,j'z}^* S_{jz}^* S_{jz}^* \frac{2i\pi}{\Omega} \int d\epsilon_{p1} [-f'(\epsilon_{p1})]$$

$$\times \int d\epsilon_{p4} d\epsilon_{q1} d\epsilon_{q3} [f(\epsilon_{p4}) + f_B(\epsilon_{q1} + \epsilon_{q3})] [f(-\epsilon_{q1}) - f(\epsilon_{q1})] \delta(\epsilon_{p1} + \epsilon_{p4} - \epsilon_{q1} - \epsilon_{q3}) + O(1)$$

$$= -\frac{4}{T_K} \sum_{j,j'z} U_{1,jz} U_{1,j'z}^* U_{1,j'z}^* S_{jz}^* S_{jz}^* \frac{1}{\Omega} \int d\epsilon_{p1} [-f'(\epsilon_{p1})] \left(\pi^2 T^2 + \epsilon_{p1}^2\right) + O(1). \quad (D14)$$

In the second step we have again invoked Eq. (D7).

Each of the ZS and ZS' contributions ends up being the opposite of the BCS contribution,

$$G_{jj'}^{C,ZS}(\Omega) = G_{jj'}^{C,ZS'}(\Omega) = -G_{jj'}^{C,BCS}(\Omega). \quad (D15)$$

therefore, using Eq. (2.10) for the $U$ matrix elements, we can express the total connected contribution to the conductance to $O(1/T_K^2)$ as

$$G_{jj'}^{C} = \frac{e^2}{h} \lim_{\Omega \to 0} \left(2\pi i\Omega\right) G_{jj'}^{C,BCS}(\Omega) = \frac{2e^2}{h} \int d\omega [-f'(\omega)] T_{jj'}^C(\omega), \quad (D16)$$

where

$$T_{jj'}^C(\omega) = -\frac{2}{V_{k_F}^3} \left[S(k_F) \Gamma^\dagger(k_F) \lambda \Gamma(k_F) S^\dagger(k_F)\right]_{jj'} \left[\Gamma^\dagger(k_F) \lambda \Gamma(k_F)\right]_{jj'} \frac{\pi^2 T^2 + \omega^2}{T_K^2}. \quad (D17)$$

We have reintroduced the coupling matrix Eq. (2.8). The $\omega$ integral can be done explicitly:

$$G_{jj'}^{C} = -\frac{2e^2}{h} \frac{8}{3V_{k_F}^3} \left[S(k_F) \Gamma^\dagger(k_F) \lambda \Gamma(k_F) S^\dagger(k_F)\right]_{jj'} \left[\Gamma^\dagger(k_F) \lambda \Gamma(k_F)\right]_{jj'} \left(\frac{\pi T}{T_K}\right)^2, \quad (D18)$$

i.e. the lowest order connected contribution to the conductance is $O(T^2/T_K^2)$, characteristic of a Fermi liquid.

Eq. (D17) is in explicit agreement with Eq. (3.33). We can also check its consistency with the Eq. (3.19) and single-particle T-matrix inelasticity. Recall that, by virtue of Eq. (3.36), we should have the following approximate identity for $\omega \approx 0$ in the Fermi liquid regime:

$$T_{jj'}^C(\omega) = -\frac{1}{V_{k_F}^3} \left[S(k_F) \Gamma^\dagger(k_F) \lambda \Gamma(k_F) S^\dagger(k_F)\right]_{jj} \sum_{j''} T_{jj''j'}^D(\omega). \quad (D19)$$

On the other hand, Eqs. (4.19) and (4.21) yield for the on-shell T-matrix

$$\text{Im} \left[-\pi \nu T(\omega)\right] - |-\pi \nu T(\omega)|^2 = \frac{\pi^2 T^2 + \omega^2}{2T_K^2}; \quad (D20)$$

therefore, plugging Eq. (D20) into Eq. (3.19), we find that for $\omega \approx 0$,

$$\sum_{j''} T_{jj''j'}^D(\omega) = \frac{\pi^2 T^2 + \omega^2}{2T_K^2} \left[\Gamma^\dagger(k_F) \lambda \Gamma(k_F)\right]_{jj'}, \quad (D21)$$

Eqs. (D19) and (D21) are fully consistent with Eq. (D17).
Appendix E: Non-interacting Schrödinger equations for the open long ring

In this appendix we sketch how to obtain Eq. (6.12) which expresses, in terms of incident amplitudes $A$, the scattered amplitudes in the main leads $B_1, B_2$ and the coupling site wave functions $\Gamma_1, \Gamma_2$. Because the Schrödinger equation is linear and all incident amplitudes are independent, we can let all but one of the incident amplitudes be zero at a time, and obtain the full solution by means of linear superposition.

When the incident amplitudes from the side leads are all zero $A_n^{(\alpha)} = 0$, according to Eq. (6.5) the wave function at wave vector $k$ takes the form

$$
\begin{align*}
A_1 e^{-ikn} + B_1 e^{ikn} \quad &\text{(main lead $j = 1, 2$, $n = 0, 1, 2, \cdots$)} \\
D_{L}^{(L)} \eta_1^n + D_{R}^{(L)} \eta_1^{-n} \quad &\text{(left QD arm, $n = 0, 1, \cdots, d_L - 1$)} \\
D_{L}^{(ref)} \eta_1^n + D_{R}^{(ref)} \eta_1^{-n} \quad &\text{(reference arm, $n = 0, 1, \cdots, d_{ref}$)} \\
D_{L}^{(R)} \eta_1^n + D_{R}^{(R)} \eta_1^{-n} \quad &\text{(right QD arm, $n = 0, 1, \cdots, d_R - 1$)}
\end{align*}
$$

(E1)

To characterize the two Y-junctions in the AB ring, it is convenient to introduce the auxiliary objects $S'_L$ and $S'_R$:

$$
\begin{align*}
\begin{pmatrix}
B_1 \\
D_{L}^{(L)} \eta_1^{-d_L+1} \\
D_{L}^{(ref)} \eta_1
\end{pmatrix}
&= S'_L \begin{pmatrix}
A_1 \\
D_{L}^{(L)} \eta_1 d_L-1 \\
D_{L}^{(ref)} \eta_1^{-1}
\end{pmatrix}, \\
\begin{pmatrix}
B_2 \\
D_{R}^{(R)} \eta_1^{-d_R+1} \\
D_{R}^{(ref)} \eta_1^{-d_{ref}}
\end{pmatrix}
&= S'_R \begin{pmatrix}
A_2 \\
D_{L}^{(R)} \eta_1 d_R-1 \\
D_{L}^{(ref)} \eta_1 d_{ref}
\end{pmatrix}.
\end{align*}
$$

(E2)

(E3)

The physical meaning of $S'_L$ and $S'_R$ is discussed below Eq. (6.12). For our model we can find $S'_L$ explicitly by solving the Schrödinger equations,

$$
\begin{align*}
t^{(L)}_{jL} \phi_L = t \left( A_1 e^{ik} + B_1 e^{-ik} \right), \\
t^{(L)}_{jQ} \phi_L = t \left( D_{L}^{(L)} \eta_1 d_L + D_{R}^{(L)} \eta_1^{-d_L} \right), \\
t^{(L)}_{jR} \phi_L = t \left( D_{L}^{(ref)} + D_{R}^{(ref)} \right), \\
(-2t \cos k) \phi_L = -t^{(L)}_{jL} (A_1 + B_1) - t^{(L)}_{jQ} \left( D_{L}^{(L)} \eta_1 d_L-1 + D_{R}^{(L)} \eta_1^{-d_L+1} \right) \\
&- t^{(L)}_{jR} \left( D_{L}^{(ref)} \eta_1 + D_{R}^{(ref)} \eta_1^{-1} \right),
\end{align*}
$$

(E4a)

(E4b)

(E4c)

(E4d)

where $\phi_L$ is the wave function on the central site of the left Y-junction. We can solve for $S'_R$ in a similar fashion.

For given $A_1$ and $A_2$, Eq. (E1) has 8 unknowns. Now that $S'_L$ and $S'_R$ are known, Eqs. (E2) and (E3) provide us with 6 equations. The remaining two equations are the open boundary conditions at the ends of the two QD arms, appropriate when the QD is decoupled:

$$
\begin{align*}
D_{L}^{(L)} \eta_1^{-1} + D_{R}^{(L)} \eta_1 = 0, \\
D_{L}^{(R)} \eta_1^{-1} + D_{R}^{(R)} \eta_1 = 0.
\end{align*}
$$

(E5)

(E6)
It is straightforward to solve the closed set of equations.

On the other hand, when we let one of the incident amplitudes in the side leads be nonzero, there are two additional amplitudes in the wave function. For instance, if $A_m^{(L)} \neq 0$ for a given $m$, we need to effectuate the following changes to the wave function on the left QD arm in Eq. (E1):

$$
\begin{cases}
D_L^{(L)} \eta_1^n + D_R^{(L)} \eta_1^{-n} & (\text{left QD arm, } n = 0, 1, \ldots, m) \\
D_L^{(L)} \eta_1^n + D_R^{(L)} \eta_1^{-n} & (\text{left QD arm, } n = m, m+1, \ldots, d_L-1)
\end{cases}
$$

(E7)

$D_L^{(L)}$ should be replaced by $D_{L,R}^{(L)}$ in Eq. (E5) and by $D_{L,R}^{(L)}$ in Eq. (E2). Furthermore, we should have two boundary conditions at site $m$:

$$D_L^{(L)} \eta_1^m + D_R^{(L)} \eta_1^{-m} = D_L^{(L)} \eta_1^m + D_R^{(L)} \eta_1^{-m},$$

(E8)

thus closing the set of equations. The last equation is none other than Eq. (6.12).

Solving all four different sets of equations in the limit of $d_L \sim d_R \sim d_{cf}/2 \gg 1$ and $|\eta_1^{(L)}| \ll 1$ and combining the solutions, we promptly arrive at Eq. (6.12).
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