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Abstract

The overview article [1] surveyed advances related to adaptation, learning, and optimization over synchronous networks. Various distributed strategies were discussed that enable a collection of networked agents to interact locally in response to streaming data and to continually learn and adapt to track drifts in the data and models. Under reasonable technical conditions on the data, the adaptive networks were shown to be mean-square stable in the slow adaptation regime, and their mean-square-error performance and convergence rate were characterized in terms of the network topology and data statistical moments [5]. Classical results for single-agent adaptation and learning were recovered as special cases. Following the works [2]–[4], this chapter complements the exposition from [1] and extends the results to asynchronous networks where agents are subject to various sources of uncertainties that influence their behavior, including randomly changing topologies, random link failures, random data arrival times, and agents turning on and off randomly. In an asynchronous environment, agents may stop updating their solutions or may stop sending or receiving information in a random manner and without coordination with other agents. The presentation will reveal that the mean-square-error performance of asynchronous networks remains largely unaltered compared to synchronous networks. The results justify the remarkable resilience of cooperative networks.

I. INTRODUCTION

Adaptive networks consist of a collection of agents with learning abilities. The agents interact with each other on a local level and diffuse information across the network to solve inference and optimization tasks in a decentralized manner. Such networks are scalable, robust to node and link failures, and are particularly suitable for learning from big data sets by tapping into the power of collaboration among distributed agents. The networks are also endowed with cognitive abilities due to the sensing abilities of their agents, their interactions with their neighbors, and the embedded feedback mechanisms for acquiring and refining information. Each agent is not only capable of sensing data and experiencing the environment directly, but it also receives information through interactions with its neighbors and processes and analyzes this information to drive its learning process.

As already indicated in [1], [5], there are many good reasons for the peaked interest in networked solutions, especially in this day and age when the word “network” has become commonplace whether one is referring to social networks, power networks, transportation networks, biological networks, or other networks. Some of these reasons have to do with the benefits of cooperation over networks in terms of improved performance and improved robustness and resilience to failure. Other reasons deal with privacy and secrecy considerations where agents may not be comfortable sharing their data with remote fusion centers. In other situations, the data may already be available in dispersed locations, as happens with cloud computing. One may also be interested in learning and extracting information through data mining from large data sets. Decentralized learning procedures offer an attractive approach to dealing with such data sets. Decentralized mechanisms can also serve as important enablers for the design of robotic swarms, which can assist in the exploration of disaster areas.

A. Asynchronous Behavior

The survey article [1] and monograph [5] focused on the case of synchronous networks where data arrive at all agents in a synchronous manner and updates by the agents are also performed in a synchronous manner. The network topology was assumed to remain largely static during the adaptation process. Under these conditions, the limits of performance and stability of these networks were identified in some detail for two main classes of distributed strategies: consensus and diffusion constructions. In this chapter, we extend the overview from [1] to cover asynchronous environments. In such environments, the operation of the network can suffer from the occurrence of various random events including randomly changing topologies, random link failures, random data arrival times, and agents turning on and off randomly. Agents may also stop updating their solutions or may stop sending or receiving information in a random manner and without coordination with other agents. Results in [2]–[4] examined the implications of such asynchronous events on network performance in some detail and under a fairly
general model for the random events. The purpose of this chapter is to summarize the key conclusions from these works in a manner that complements the presentation from [1] for the benefit of the reader. While the works [2]–[4] consider a broader formulation involving complex-valued variables, we limit the discussion here to real-valued variables in order not to overload the notation and to convey the key insights more directly. Proofs and derivations are often omitted and can be found in the above references; the emphasis is on presenting the results in a motivated manner and on commenting on the insights they provide into the operation of asynchronous networks.

We indicated in [2]–[4] that there already exist many useful studies in the literature on the performance of consensus strategies in the presence of asynchronous events (see, e.g., [11]–[21]. There are also some studies in the context of diffusion strategies [22], [23]. However, with the exception of the latter two works, the earlier references assumed conditions that are not generally favorable for applications involving continuous adaptation and learning. For example, some of the works assumed a decaying step-size, which turns off adaptation after sufficient iterations have passed. Some other works assumed noise-free data, which is a hindrance when learning from data perturbed by interferences and distortions. A third class of works focused on studying pure averaging algorithms, which are not required to respond to continuous data streaming. In the works [2]–[4], we adopted a more general asynchronous model that removes these limitations by allowing for various sources of random events and, moreover, the events are allowed to occur simultaneously. We also examined learning algorithms that respond to streaming data to enable adaptation. The main conclusion from the analysis in these works, and which will be summarized in future sections, is that asynchronous networks can still behave in a mean-square-error stable manner for sufficiently small step-sizes and, interestingly, their steady-state performance level is only slightly affected in comparison to synchronous behavior. The iterates computed by the various agents are still able to converge and hover around an agreement state with a small mean-square-error. These are reassuring results that support the intrinsic robustness and resilience of network-based cooperative solutions.

B. Organization of the Chapter

Readers will benefit more from this chapter if they review first the earlier article [1]. We continue to follow a similar structure here, as well as a similar notation, since the material in both this chapter and the earlier reference [1] are meant to complement each other. We organize the presentation into three main components. The first part (Sec. II) reviews fundamental results on adaptation and learning by single stand-alone agents. The second part (Sec. III) covers asynchronous centralized solutions. The objective is to explain the gain in performance that results from aggregating the data from the agents and processing it centrally at a fusion center. The centralized performance is used as a frame of reference for assessing various implementations. While centralized solutions can be powerful, they nevertheless suffer from a number of limitations. First, in real-time applications where agents collect data continuously, the repeated exchange of information back and forth between the agents and the fusion center can be costly especially when these exchanges occur over wireless links or require nontrivial routing resources. Second, in some sensitive applications, agents may be reluctant to share their data with remote centers for various reasons including privacy and secrecy considerations. More importantly perhaps, centralized solutions have a critical point of failure: if the central processor fails, then this solution method collapses altogether.

For these reasons, we cover in the remaining sections of the chapter (Secs. IV and V) distributed asynchronous strategies of the consensus and diffusion types, and examine their dynamics, stability, and performance metrics. In the distributed mode of operation, agents are connected by a topology and they are permitted to share information only with their immediate neighbors. The study of the behavior of such networked agents is more challenging than in the single-agent and centralized modes of operation due to the coupling among interacting agents and due to the fact that the networks are generally sparsely connected.

II. SINGLE-AGENT ADAPTATION AND LEARNING

We begin our treatment by reviewing stochastic gradient algorithms, with emphasis on their application to the problems of adaptation and learning by stand-alone agents.

A. Risk and Loss Functions

Thus, let $J(w) : \mathbb{R}^{M \times 1} \rightarrow \mathbb{R}$ denote a twice-differentiable real-valued (cost or utility or risk) function of a real-valued vector argument, $w \in \mathbb{R}^{M \times 1}$. When the variable $w$ is complex-valued, some important technical differences arise that are beyond the scope of this chapter; they are addressed in [2]–[5]. Likewise, some adjustments to the arguments are needed when the risk function is non-smooth (non-differentiable); as explained in the works [24], [25]. It is sufficient for our purposes in this chapter to limit the presentation to real arguments and smooth risk functions without much loss in generality.

We denote the gradient vectors of $J(w)$ relative to $w$ and $w^T$ by the following row and column vectors, respectively:

\[
\nabla_w J(w) \triangleq \left[ \frac{\partial J(w)}{\partial w_1}, \frac{\partial J(w)}{\partial w_2}, \ldots, \frac{\partial J(w)}{\partial w_M} \right] \\
\n\nabla_{w^T} J(w) \triangleq \left[ \nabla_w J(w) \right]^T 
\] (1a) (1b)
These definitions are in terms of the partial derivatives of \( J(w) \) relative to the individual entries of \( w = \text{col}\{w_1, w_2, \ldots, w_M\} \), where the notation \( \text{col}\{\cdot\} \) refers to a column vector that is formed by stacking its arguments on top of each other. Likewise, the Hessian matrix of \( J(w) \) with respect to \( w \) is defined as the following \( M \times M \) symmetric matrix:

\[
\nabla^2_w J(w) \triangleq \nabla_w \nabla^\top_w J(w) = \nabla_w \nabla^\top_w J(w) \tag{1c}
\]

which is constructed from two successive gradient operations. It is common in adaptation and learning applications for the risk function \( J(w) \) to be constructed as the expectation of some loss function, \( Q(w; x) \), where the \textbf{boldface} variable \( x \) is used to denote some random data, say,

\[
J(w) = \mathbb{E} Q(w; x) \tag{2}
\]

and the expectation is evaluated over the distribution of \( x \).

**Example II.1 (Mean-square-error (MSE) costs).** Let \( d \) denote a zero-mean scalar random variable with variance \( \sigma_d^2 = \mathbb{E} d^2 \), and let \( u \) denote a zero-mean \( 1 \times M \) random vector with covariance matrix \( R_u = \mathbb{E} u^\top u > 0 \). The combined quantities \( \{d, u\} \) represent the random variable \( x \) referred to in (2). The cross-covariance vector is denoted by \( r_{du} = \mathbb{E} du^\top \). We formulate the problem of estimating \( d \) from \( u \) in the linear least-mean-squares-error sense or, equivalently, the problem of seeking the vector \( w^o \) that minimizes the quadratic cost function:

\[
J(w) \triangleq \mathbb{E} (d - uw)^2 = \sigma_d^2 - r_{du}^\top w - w^\top r_{du} + w^\top R_u w \tag{3a}
\]

This cost corresponds to the following choice for the loss function:

\[
Q(w; x) = (d - uw)^2 \tag{3b}
\]

Such quadratic costs are widely used in estimation and adaptation problems [26]–[30]. They are also widely used as quadratic risk functions in machine learning applications [31], [32]. The gradient vector and Hessian matrix of \( J(w) \) are easily seen to be:

\[
\nabla_w J(w) = 2(R_u w - r_{du})^\top, \quad \nabla^2_w J(w) = 2R_u \tag{3c}
\]

**Example II.2 (Logistic or log-loss risks).** Let \( \gamma \) denote a binary random variable that assumes the values \( \pm 1 \), and let \( h \) denote an \( M \times 1 \) random (feature) vector with covariance matrix \( R_h = \mathbb{E} hh^\top > 0 \). The combined quantities \( \{\gamma, h\} \) represent the random variable \( x \) referred to in (2). In the context of machine learning and pattern classification problems [31]–[33], the variable \( \gamma \) designates the class that feature vector \( h \) belongs to. In these problems, one seeks the vector \( w^o \) that minimizes the regularized logistic risk function:

\[
J(w) \triangleq \frac{\rho}{2} \|w\|^2 + \mathbb{E} \left\{ \ln \left[ 1 + e^{-\gamma h^\top w} \right] \right\} \tag{4a}
\]

where \( \rho > 0 \) is some regularization parameter, \( \ln(\cdot) \) is the natural logarithm function, and \( \|w\|^2 = w^\top w \). The risk (4a) corresponds to the following choice for the loss function:

\[
Q(w; x) \triangleq \frac{\rho}{2} \|w\|^2 + \ln \left[ 1 + e^{-\gamma h^\top w} \right] \tag{4b}
\]

Once \( w^o \) is recovered, its value can be used to classify new feature vectors, say, \( \{h_\ell\} \), into classes \( +1 \) or \( -1 \). This can be achieved by assigning feature vectors with \( h_\ell^\top w^o \geq 0 \) to one class and feature vectors with \( h_\ell^\top w^o < 0 \) to another class. It can be easily verified that:

\[
\nabla_w J(w) = \rho w^\top - \mathbb{E} \left\{ \frac{\gamma h^\top w}{1 + e^{-\gamma h^\top w}} \right\} \tag{4c}
\]

\[
\nabla^2_w J(w) = \rho I_M + \mathbb{E} \left\{ \frac{h h^\top}{(1 + e^{-\gamma h^\top w})^2} \right\} \tag{4d}
\]

where \( I_M \) denotes the identity matrix of size \( M \times M \).

**B. Conditions on Cost Function**

Stochastic gradient algorithms are powerful iterative procedures for solving optimization problems of the form

\[
\min_w J(w) \tag{5}
\]
While the analysis that follows can be pursued under more relaxed conditions (see, e.g., the treatments in [34]–[37]), it is sufficient for our purposes to require \( J(w) \) to be strongly-convex and twice-differentiable with respect to \( w \). The cost function \( J(w) \) is said to be \( \nu \)-strongly convex if, and only if, its Hessian matrix is sufficiently bounded away from zero [35], [38]–[40]:

\[
J(w) \text{ is } \nu\text{-strongly convex } \iff \nabla_w^2 J(w) \geq \nu I_M > 0
\]

for all \( w \) and for some scalar \( \nu > 0 \), where the notation \( A > 0 \) signifies that matrix \( A \) is positive-definite. Strong convexity is a useful condition in the context of adaptation and learning from streaming data because it helps guard against ill-conditioning in the algorithms; it also helps ensure that \( J(w) \) has a unique global minimum, say, at location \( w^* \); there will be no other minima, maxima, or saddle points. In addition, it is well-known that strong convexity helps endow stochastic-gradient algorithms with geometric convergence rates in the order of \( O(\alpha^i) \), for some \( 0 \leq \alpha < 1 \) and where \( i \) is the iteration index [35], [36].

In many problems of interest in adaptation and learning, the cost function \( J(w) \) is either already strongly-convex or can be made strongly-convex by means of regularization. For example, it is common in machine learning problems [31], [32] and in adaptation and estimation problems [28], [30] to incorporate regularization factors into the cost functions; these factors help ensure strong convexity. For instance, the mean-square-error cost (3a) is strongly convex whenever \( R_u > 0 \). If \( R_u \) happens to be singular, then the following regularized cost will be strongly convex:

\[
J(w) = \frac{\rho}{2} \|w\|^2 + \mathbb{E}(d - uw)^2
\]

where \( \rho > 0 \) is a regularization parameter similar to (4a).

Besides strong convexity, we shall also assume that the gradient vector of \( J(w) \) is \( \delta \)-Lipschitz, namely, there exists \( \delta > 0 \) such that

\[
\| \nabla_w J(w_2) - \nabla_w J(w_1) \| \leq \delta \| w_2 - w_1 \|
\]

for all \( w_1 \) and \( w_2 \). It can be verified that for twice-differentiable costs, conditions (6) and (8) combined are equivalent to

\[
0 < \nu I_M \leq \nabla_w^2 J(w) \leq \delta I_M
\]

For example, it is clear that the Hessian matrices in (3c) and (4d) satisfy this property since

\[
2\lambda_{\text{min}}(R_u)I_M \leq \nabla_w^2 J(w) \leq 2\lambda_{\text{max}}(R_u)I_M
\]

in the first case and

\[
\rho I_M \leq \nabla_w^2 J(w) \leq (\rho + \lambda_{\text{max}}(R_h))I_M
\]

in the second case, where the notation \( \lambda_{\text{min}}(R) \) and \( \lambda_{\text{max}}(R) \) refers to the smallest and largest eigenvalues of the symmetric matrix argument, \( R \), respectively. In summary, we will be assuming the following conditions [2], [5], [41], [42].

**Assumption II.1 (Conditions on cost function).** The cost function \( J(w) \) is twice-differentiable and satisfies (9) for some positive parameters \( \nu \leq \delta \). Condition (9) is equivalent to requiring \( J(w) \) to be \( \nu \)-strongly convex and for its gradient vector to be \( \delta \)-Lipschitz as in (6) and (8), respectively.

\[\text{♦}\]

### C. Stochastic-Gradient Approximation

The traditional gradient-descent algorithm for solving (5) takes the form:

\[
w_i = w_{i-1} - \mu \nabla_{w_i} J(w_{i-1}), \quad i \geq 0
\]

where \( i \geq 0 \) is an iteration index and \( \mu > 0 \) is a small step-size parameter. Starting from some initial condition, \( w_{-1} \), the iterates \( \{w_i\} \) correspond to successive estimates for the minimizer \( w^* \). In order to run recursion (11), we need to have access to the true gradient vector. This information is generally unavailable in most instances involving learning from data. For example, when cost functions are defined as the expectations of certain loss functions as in (2), the statistical distribution of the data \( x \) may not be known beforehand. In that case, the exact form of \( J(w) \) will not be known since the expectation of \( Q(w;x) \) cannot be computed. In such situations, it is customary to replace the true gradient vector, \( \nabla_{w_i} J(w_{i-1}) \), by an instantaneous approximation for it, and which we shall denote by \( \nabla_{w_i}^* J(w_{i-1}) \). Doing so leads to the following stochastic-gradient recursion in lieu of (11):

\[
w_i = w_{i-1} - \mu \nabla_{w_i}^* J(w_{i-1}), \quad i \geq 0
\]

We use the boldface notation, \( w_i \), for the iterates in (12) to highlight the fact that these iterates are now randomly perturbed versions of the values \( \{w_i\} \) generated by the original recursion (11). The random perturbations arise from the use of the approximate gradient vector. The boldface notation is therefore meant to emphasize the random nature of the iterates in (12).
We refer to recursion (12) as a *synchronous* implementation since updates occur continuously over the iteration index $i$. This terminology is meant to distinguish the above recursion from its *asynchronous* counterpart, which is introduced later in Sec. II-E.

We illustrate construction (12) by considering a scenario from classical adaptive filter theory [26]–[28], where the gradient vector is approximated directly from data realizations. The construction will reveal why stochastic-gradient implementations of the form (12), using approximate rather than exact gradient information, become naturally endowed with the ability to respond to streaming data.

**Example II.3 (LMS adaptation).** Let $d(i)$ denote a streaming sequence of zero-mean random variables with variance $\sigma^2_d = \mathbb{E}d^2(i)$. Let $u_i$ denote a streaming sequence of $1 \times M$ independent zero-mean random vectors with covariance matrix $R_u = \mathbb{E}u_iu_i^T > 0$. Both processes $\{d(i), u_i\}$ are assumed to be jointly wide-sense stationary. The cross-covariance vector between $d(i)$ and $u_i$ is denoted by $r_{du} = \mathbb{E}d(i)u_i^T$. The data $\{d(i), u_i\}$ are assumed to be related via a linear regression model of the form:

$$d(i) = u_iw^o + v(i)$$  \hspace{1cm} (13a)

for some unknown parameter vector $w^o$, and where $v(i)$ is a zero-mean white-noise process with power $\sigma^2_v = \mathbb{E}v^2(i)$ and assumed independent of $u_i$ for all $i, j$. Observe that we are using parentheses to represent the time-dependency of a scalar variable, such as writing $d(i)$, and subscripts to represent the time-dependency of a vector variable, such as writing $u_i$. This convention will be used throughout the chapter. In a manner similar to Example II.1, we again pose the problem of estimating $w^o$ by minimizing the mean-square error cost

$$J(w) = \mathbb{E} (d(i) - u_iw)^2 \equiv \mathbb{E}Q(w; x_i)$$  \hspace{1cm} (13b)

where now the quantities $\{d(i), u_i\}$ represent the random data $x_i$ in the definition of the loss function, $Q(w; x_i)$. Using (11), the gradient-descent recursion in this case will take the form:

$$w_i = w_{i-1} - 2\mu [R_u w_{i-1} - r_{du}], \quad i \geq 0$$  \hspace{1cm} (13c)

The main difficulty in running this recursion is that it requires knowledge of the moments $\{r_{du}, R_u\}$. This information is rarely available beforehand; the adaptive agent senses instead realizations $\{d(i), u_i\}$ whose statistical distributions have moments $\{r_{du}, R_u\}$. The agent can use these realizations to approximate the moments and the true gradient vector. There are many constructions that can be used for this purpose, with different constructions leading to different adaptive algorithms [26]–[29]. It is sufficient to focus on one of the most popular adaptive algorithms, which results from using the data $\{d(i), u_i\}$ to compute *instantaneous* approximations for the unavailable moments as follows:

$$r_{du} \approx d(i)u_i^T, \quad R_u \approx u_i^Tu_i$$  \hspace{1cm} (13d)

By doing so, the true gradient vector is approximated by:

$$\nabla_{w^T} J(w) = 2 [u_i^Tu_iw - u_i^T d(i)] = \nabla_{w^T} Q(w; x_i)$$  \hspace{1cm} (13e)

Observe that this construction amounts to replacing the true gradient vector, $\nabla_{w^T} J(w)$, by the gradient vector of the loss function itself (which, equivalently, amounts to dropping the expectation operator). Substituting (13e) into (13c) leads to the well-known (synchronous) least-mean-squares (LMS, for short) algorithm [26]–[28], [43]:

$$w_i = w_{i-1} + 2\mu u_i^T [d(i) - u_i w_{i-1}], \quad i \geq 0$$  \hspace{1cm} (13f)

The LMS algorithm is therefore a stochastic-gradient algorithm. By relying directly on the instantaneous data $\{d(i), u_i\}$, the algorithm is infused with useful tracking abilities. This is because drifts in the model $w^o$ from (13a) will be reflected in the data $\{d(i), u_i\}$, which are used directly in the update (13f).

If desired, it is also possible to employ iteration-dependent step-size sequences, $\mu(i)$, in (12) instead of the constant step-size $\mu$, and to require $\mu(i)$ to satisfy

$$\sum_{i=0}^{\infty} \mu^2(i) < \infty, \quad \sum_{i=0}^{\infty} \mu(i) = \infty$$  \hspace{1cm} (14)

Under some technical conditions, it is well-known that such step-size sequences ensure the convergence of $w_i$ towards $w^o$ almost surely as $i \to \infty$ [5], [35]–[37]. However, conditions (14) force the step-size sequence to decay to zero, which is problematic for applications requiring continuous adaptation and learning from streaming data. This is because, in such applications, it is not unusual for the location of the minimizer, $w^o$, to drift with time. With $\mu(i)$ decaying towards zero, the stochastic-gradient algorithm (12) will stop updating and will not be able to track drifts in the solution. For this reason, we shall focus on constant
step-sizes from this point onwards since we are interested in solutions with tracking abilities.

Now, the use of an approximate gradient vector in (12) introduces perturbations relative to the operation of the original recursion (11). We refer to the perturbation as gradient noise and define it as the difference:

\[ s_i(w_{i-1}) = \nabla_{w^T} J(w_{i-1}) - \nabla_{w^T} J(w_{i-1}) \]  

(15)

The presence of this perturbation prevents the stochastic iterate, \( w_i \), from converging almost-surely to the minimizer \( w^o \) when constant step-sizes are used. Some deterioration in performance will occur and the iterate \( w_i \) will instead fluctuate close to \( w^o \). We will assess the size of these fluctuations by measuring their steady-state mean-square value (also called mean-square-deviation or MSD). It will turn out that the MSD is small and in the order of \( O(\mu) \) — see (28c) further ahead. It will also turn out that stochastic-gradient algorithms converge towards their MSD levels at a geometric rate. In this way, we will be able to conclude that adaptation with small constant step-sizes can still lead to reliable performance in the presence of gradient noise, which is a reassuring result. We will also be able to conclude that adaptation with constant step-sizes is useful even for stationary environments. This is because it is generally sufficient in practice to reach an iterate \( w_i \) within some fidelity level from \( w^o \) after a finite number of iterations. As long as the MSD level is satisfactory, a stochastic-gradient algorithm will be able to attain satisfactory fidelity within a reasonable time frame. In comparison, although diminishing step-sizes ensure almost-sure convergence of \( w_i \) to \( w^o \), they nevertheless disable tracking and can only guarantee slower than geometric rates of convergence (see, e.g., [5], [35], [36]). The next example from [41] illustrates the nature of the gradient noise process (15) in the context of mean-square-error adaptation.

**Example II.4 (Gradient noise).** It is clear from the expressions in Example II.3 that the corresponding gradient noise process is

\[ s_i(w_{i-1}) = 2 (R_{u} - u_i^T u_i) \bar{w}_{i-1} - 2u_i^T v(i) \]  

(16a)

where we introduced the error vector:

\[ \bar{w}_i \triangleq w^o - w_i \]  

(16b)

Let the symbol \( F_{i-1} \) represent the collection of all possible random events generated by the past iterates \( \{w_j\} \) up to time \( i - 1 \) (more formally, \( F_{i-1} \) is the filtration generated by the random process \( w_j \) for \( j \leq i - 1 \)):

\[ F_{i-1} \triangleq \text{filtration } \{w_{-1}, w_0, w_1, \ldots, w_{i-1}\} \]  

(16c)

It follows from the conditions on the random processes \( \{u_i, v(i)\} \) in Example II.3 that

\[ E[s_i(w_{i-1})|F_{i-1}] = 0 \]  

(16d)

\[ E[|s_i(w_{i-1})|^2|F_{i-1}] \leq 4c||\bar{w}_{i-1}||^2 + 4\sigma_o^2 \text{Tr}(R_u) \]  

(16e)

for some constant \( c \geq 0 \). If we take expectations of both sides of (16e), we further conclude that the variance of the gradient noise, \( E[|s_i(w_{i-1})|^2] \), is bounded by the combination of two factors. The first factor depends on the quality of the iterate, \( E[||\bar{w}_{i-1}||^2] \), while the second factor depends on \( \sigma_o^2 \). Therefore, even if the adaptive agent is able to approach \( w^o \) with great fidelity so that \( E[||\bar{w}_{i-1}||^2] \) is small, the size of the gradient noise will still depend on \( \sigma_o^2 \).

\[ \text{D. Conditions on Gradient Noise Process} \]

In order to examine the convergence and performance properties of the stochastic-gradient recursion (12), it is necessary to introduce some assumptions on the stochastic nature of the gradient noise process, \( s_i(\cdot) \). The conditions that we introduce in the sequel are similar to conditions used earlier in the optimization literature, e.g., in [35, pp. 95–102] and [44, p. 635]; they are also motivated by the conditions we observed in the mean-square-error case in Example II.4. Following the developments in [2], [41], [42], we let

\[ R_{s,i}(w_{i-1}) \triangleq E[s_i(w_{i-1})s_i^T(w_{i-1})|F_{i-1}] \]  

(17a)

denote the conditional second-order moment of the gradient noise process, which generally depends on \( i \). We assume that, in the limit, the covariance matrix tends to a constant value when evaluated at \( w^o \) and is denoted by

\[ R_s \triangleq \lim_{i \to \infty} E[s_i(w^o)s_i^T(w^o)|F_{i-1}] \]  

(17b)
For example, comparing with expression (16a) for mean-square-error costs, we have
\[ s_i(w^\sigma) = -2u_i^T v(i) \quad (18a) \]
\[ R_s = 4\sigma^2_w R_u \quad (18b) \]

**Assumption II.2 (Conditions on gradient noise).** It is assumed that the first and second-order conditional moments of the gradient noise process satisfy (17b) and
\[ E[s_i(w_{i-1})|F_{i-1}] = 0 \quad (19a) \]
\[ E[\|s_i(w_{i-1})\|^2|F_{i-1}] \leq \beta^2 \|\bar{w}_{i-1}\|^2 + \sigma^2_s \quad (19b) \]
almost surely, for some nonnegative scalars \( \beta^2 \) and \( \sigma^2_s \).

Condition (19a) ensures that the approximate gradient vector is unbiased. It follows from conditions (19a)–(19b) that the gradient noise process itself satisfies:
\[ E{s_i(w_{i-1})} = 0 \quad (20a) \]
\[ E\|s_i(w_{i-1})\|^2 \leq \beta^2 E\|\bar{w}_{i-1}\|^2 + \sigma^2_s \quad (20b) \]

It is straightforward to verify that the gradient noise process (16a) in the mean-square-error case satisfies conditions (19a)–(19b). Note in particular from (16e) that we can make the identifications \( \sigma^2_s \rightarrow 4\sigma^2_w \text{Tr}(R_u) \) and \( \beta^2 \rightarrow 4c \).

**E. Random Updates**

We examined the performance of synchronous updates of the form (12) in some detail in [1], [5]. As indicated earlier, the focus of the current chapter is on extending the treatment from [1] to asynchronous implementations. Accordingly, the first main digression in the exposition relative to [1] occurs at this stage.

Thus, note that the stochastic-gradient recursion (12) employs a constant step-size parameter, \( \mu > 0 \). This means that this implementation expects the approximate gradient vector, \( \nabla_{w^\sigma} J(w_{i-1}) \), to be available at every iteration. Nevertheless, there are situations where data may arrive at the agent at random times, in which case the updates will also be occurring at random times. One way to capture this behavior is to model the step-size parameter as a random process, which we shall denote by the boldface notation \( \mu(i) \) (since boldface letters in our notation refer to random quantities). Doing so, allows us to replace the synchronous implementation (12) by the following asynchronous recursion:

\[ w_i = w_{i-1} - \mu(i)\nabla_{w^\sigma} J(w_{i-1}), \quad i \geq 0 \quad (21) \]

Observe that we are attaching a time index to the step-size parameter in order to highlight that its value will now be changing randomly from one iteration to another.

For example, one particular instance discussed further ahead in Example II.5 is when \( \mu(i) \) is a Bernoulli random variable assuming one of two possible values, say, \( \mu(i) = \mu > 0 \) with probability \( p_\mu \) and \( \mu(i) = 0 \) with probability \( 1 - p_\mu \). In this case, recursion (21) will be updating \( p_\mu \)-fraction of the time. We will not limit our presentation to the Bernoulli model but will allow the random step-size to assume broader probability distributions; we denote its first and second-order moments as follows.

**Assumption II.3 (Conditions on step-size process).** It is assumed that the stochastic process \( \{\mu(i), i \geq 0\} \) consists of a sequence of independent and bounded random variables, \( \mu(i) \in [0, \mu_{\text{ub}}] \), where \( \mu_{\text{ub}} > 0 \) is a constant upper bound. The mean and variance of \( \mu(i) \) are fixed over \( i \), and they are denoted by:
\[ \tilde{\mu} \triangleq E(\mu(i)) \quad (22a) \]
\[ \sigma^2_\mu \triangleq E((\mu(i) - \tilde{\mu})^2) \quad (22b) \]
with \( \tilde{\mu} > 0 \) and \( \sigma^2_\mu \geq 0 \). Moreover, it is assumed that, for any \( i \), the random variable \( \mu(i) \) is independent of any other random variable in the learning algorithm.

The following variable will play an important role in characterizing the mean-square-error performance of asynchronous updates...
and, hence, we introduce a unique symbol for it:

\[
\mu_x \triangleq \bar{\mu} + \frac{\sigma^2}{\mu} \quad (23)
\]

where the subscript “\(x\)” is meant to refer to the “asynchronous” mode of operation. This expression captures the first and second-order moments of the random variations in the step-size parameter into a single variable, \(\mu_x\). While the constant step-size \(\mu\) determines the performance of the synchronous implementation (12), it turns out that the constant variable \(\mu_x\) defined above will play an equivalent role for the asynchronous implementation (21). Note further that the synchronous stochastic-gradient iteration (12) can be viewed as a special case of recursion (21) when the variance of \(\mu(i)\) is set to zero, i.e., \(\sigma^2 = 0\), and the mean value \(\bar{\mu}\) is set to \(\mu\). Therefore, by using these substitutions, we will be able to deduce performance metrics for (12) from the performance metrics that we shall present for (21). The following two examples illustrate situations involving random updates.

**Example II.5 (Random updates under a Bernoulli model).** Assume that at every iteration \(i\), the agent adopts a random “on-off” policy to reduce energy consumption. It tosses a coin to decide whether to enter an active learning mode or a sleeping mode. Let \(0 < p_\mu < 1\) denote the probability of entering the active mode. During the active mode, the agent employs a step-size value \(\mu\). This model is useful for situations in which data arrives randomly at the agent: at every iteration \(i\), new data is available with probability \(p_\mu\). The random step-size process is therefore of the following type:

\[
\mu(i) = \begin{cases} 
\mu, & \text{with probability } p_\mu \\
0, & \text{with probability } 1 - p_\mu 
\end{cases} \quad (24a)
\]

In this case, the mean and variance of \(\mu(i)\) are given by:

\[
\bar{\mu} = p_\mu \mu, \quad \sigma^2 = p_\mu (1 - p_\mu) \mu^2, \quad \mu_x = \mu
\]

\[(24b)\]

**Example II.6 (Random updates under a Beta model).** Since the random step-size \(\mu(i)\) is limited to a finite-length interval \([0, \mu_{ub}]\), we may extend the Bernoulli model from the previous example by adopting a more general continuous Beta distribution for \(\mu(i)\). The Beta distribution is an extension of the Bernoulli distribution. While the Bernoulli distribution assumes two discrete possibilities for the random variable, say, \(\{0, \mu\}\), the Beta distribution allows for any value in the continuum \([0, \mu]\).

Thus, let \(x\) denote a generic scalar random variable that assumes values in the interval \([0, 1]\) according to a Beta distribution. Then, according to this distribution, the pdf of \(x\), denoted by \(f_x(x; \xi, \zeta)\), is determined by two shape parameters \(\{\xi, \zeta\}\) as follows [45], [46]:

\[
f_x(x; \xi, \zeta) = \begin{cases} 
\frac{\Gamma(\xi + \zeta)}{\Gamma(\xi) \Gamma(\zeta)} x^{\xi-1} (1 - x)^{\zeta-1}, & 0 \leq x \leq 1 \\
0, & \text{otherwise}
\end{cases} \quad (25a)
\]

where \(\Gamma(\cdot)\) denotes the Gamma function [47], [48]. Figure 1 plots \(f_x(x; \xi, \zeta)\) for two values of \(\zeta\). The mean and variance of the Beta distribution (25a) are given by:

\[
\bar{x} = \frac{\xi}{\xi + \zeta}, \quad \sigma_x^2 = \frac{\xi \zeta}{(\xi + \zeta)^2 (\xi + \zeta + 1)}
\]

\[(25b)\]

We note that the classical uniform distribution over the interval \([0, 1]\) is a special case of the Beta distribution for \(\xi = \zeta = 1\)—see Fig. 1. Likewise, the Bernoulli distribution with \(p_\mu = 1/2\) is recovered from the Beta distribution by letting \(\xi = \zeta \to 0\).

In the Beta model for asynchronous adaptation, we assume that the ratio \(\mu(i)/\mu_{ub}\) follows a Beta distribution with parameters \(\{\xi, \zeta\}\). Under this model, the mean and variance of the random step-size become:

\[
\bar{\mu} = \left( \frac{\xi}{\xi + \zeta} \right) \mu_{ub}, \quad \sigma^2 = \left( \frac{\xi \zeta}{(\xi + \zeta)^2 (\xi + \zeta + 1)} \right) \mu_{ub}^2
\]

\[(26)\]

**F. Mean-Square-Error Stability**

We now examine the convergence of the asynchronous stochastic-gradient recursion (21). In the statement below, the notation \(a = O(\mu)\) means \(a \leq b\mu\) for some constant \(b\) that is independent of \(\mu\).

**Lemma II.1 (Mean-square-error stability).** Assume the conditions under Assumptions II.1, II.2, and II.3 on the cost function,
the gradient noise process, and the random step-size process hold. Let \( \mu_o = 2\nu/(\delta^2 + \beta^2) \). For any \( \mu_x \) satisfying
\[
\mu_x < \mu_o \tag{27}
\]
it holds that \( \mathbb{E} \| \tilde{w}_i \|^2 \) converges exponentially (i.e., at a geometric rate) according to the recursion
\[
\mathbb{E} \| \tilde{w}_i \|^2 \leq \alpha \mathbb{E} \| \tilde{w}_{i-1} \|^2 + (\bar{\mu}^2 + \sigma_s^2)\sigma_s^2 \tag{28a}
\]
where the scalar \( \alpha \) satisfies \( 0 < \alpha < 1 \) and is given by
\[
\alpha \triangleq 1 - 2\nu\bar{\mu} + (\delta^2 + \beta^2)(\bar{\mu}^2 + \sigma_s^2) \tag{28b}
\]
It follows from (28a) that, for sufficiently small step-sizes:
\[
\limsup_{i \to \infty} \mathbb{E} \| \tilde{w}_i \|^2 = O(\mu_x) \tag{28c}
\]

**Proof:** We subtract \( w^o \) from both sides of (21) to get
\[
\tilde{w}_i = \tilde{w}_{i-1} + \mu(i) \nabla w^t J(w_{i-1}) + \mu(i) s_i(w_{i-1}) \tag{29a}
\]
We now appeal to the mean-value theorem [5], [35], [49] to write:
\[
\nabla w^t J(w_{i-1}) = -\left[ \int_0^1 \nabla^2_{w^t} J(w_{i-1} - t\tilde{w}_{i-1}) dt \right] \tilde{w}_{i-1} \triangleq -H_{i-1} \tilde{w}_{i-1} \tag{29b}
\]
where we are introducing the symmetric and random time-variant matrix \( H_{i-1} \) to represent the integral expression. Substituting into (29a), we get
\[
\tilde{w}_i = [I_M + \mu(i) H_{i-1}] \tilde{w}_{i-1} + \mu(i) s_i(w_{i-1}) \tag{29c}
\]
so that from Assumption II.2:
\[
\mathbb{E} \left[ \| \tilde{w}_i \|^2 | \mathbf{F}_{i-1} \right] \leq \left( \mathbb{E} \left[ \| I_M - \mu(i) H_{i-1} \|^2 | \mathbf{F}_{i-1} \right] \right) \| \tilde{w}_{i-1} \|^2 + (\mathbb{E} \mu^2(i)) (\mathbb{E} \| s_i(w_{i-1}) \|^2 | \mathbf{F}_{i-1} \)) \tag{30}
\]
It follows from (9) that
\[
\| I_M - \mu(i) H_{i-1} \|^2 = [\rho (I_M - \mu(i) H_{i-1})]^2 \leq \max \left\{ [1 - \mu(i) \delta]^2, [1 - \mu(i) \nu]^2 \right\} \leq 1 - 2\mu(i) \nu + \mu^2(i) \delta^2 \tag{31a}
\]
since \( \nu \leq \delta \). In the first line above, the notation \( \rho(A) \) denotes the spectral radius of its matrix argument (i.e., \( \rho(A) = \max_k |\lambda_k(A)| \)) in terms of the largest magnitude eigenvalue of \( A \). From (31a) we obtain
\[
\mathbb{E} \left( \| I_M - \mu(i) H_{i-1} \|^2 | \mathbf{F}_{i-1} \right) \leq 1 - 2\bar{\mu} \nu + (\bar{\mu}^2 + \sigma_s^2)\delta^2 \tag{31b}
\]
Taking expectations of both sides of (30), we arrive at (28a) from (20b) and (31b) with \( \alpha \) given by (28b). The bound in (27) on the moments of the random step-size ensures that \( 0 \leq \alpha < 1 \). For the \( O(\mu_x^2) \) approximation in expression (28b) note from (23) that

\[
(\mu^2 + \sigma^2_{\mu}) = \mu_{w} \leq \mu_x^2
\]  

Iterating recursion (28a) gives

\[
E \| \tilde{w}_i \|^2 \leq \alpha^i + 1 E \| \tilde{w}_{i-1} \|^2 + \frac{(\mu^2 + \sigma^2_{\mu})\sigma^2_i}{1 - \alpha}
\]  

(33a)

Since \( 0 \leq \alpha < 1 \), there exists an iteration value \( I_0 \) large enough such that

\[
\alpha^{i+1} E \| \tilde{w}_{i-1} \|^2 \leq \frac{(\mu^2 + \sigma^2_{\mu})\sigma^2_i}{1 - \alpha}, \quad i > I_0
\]  

(33b)

It follows that the variance \( E \| \tilde{w}_i \|^2 \) converges exponentially to a region that is upper bounded by \( 2(\mu^2 + \sigma^2_{\mu})\sigma^2_i/(1 - \alpha) \). It can be verified that this bound does not exceed \( 2\mu_x\sigma^2_i/\nu \), which is \( O(\mu_x) \), for any \( \mu_x < \mu_o/2 \).

G. Mean-Square-Error Performance

We conclude from (28c) that the mean-square error (MSE) can be made as small as desired by using small step-sizes, \( \mu_x \). In this section we derive a closed-form expression for the asymptotic mean-square error, which is more frequently called the mean-square deviation (MSD) and is defined as:

\[
\text{MSD} \triangleq \lim_{i \to \infty} E \| \tilde{w}_i \|^2
\]  

(34a)

Strictly speaking, the limit on the right-hand side of the above expression may not exist. A more accurate definition for the MSD appears in Eq. (4.86) of [5], namely,

\[
\text{MSD} \triangleq \mu_x \cdot \left( \lim_{\mu_x \to 0} \limsup_{i \to \infty} \frac{1}{\mu_x} E \| \tilde{w}_i \|^2 \right)
\]  

(34b)

However, it was explained in [5][Sec. 4.5] that derivations that assume the validity of (34a) still lead to the same expression for the MSD to first-order in \( \mu_x \) as derivations that rely on the more formal definition (34b). We therefore continue with (34a) for simplicity of presentation. We explain below how an expression for the MSD can be obtained by following the energy conservation technique of [5], [28], [29], [50], [51]. For that purpose, we need to introduce two smoothness conditions.

Assumption II.4 (Smoothness conditions). In addition to Assumptions II.1 and II.2, we assume that the Hessian matrix of the cost function and the noise covariance matrix defined by (17a) are locally Lipschitz continuous in a small neighborhood around \( w = w^o \):

\[
\| \nabla^2_w J(w^o + \delta w) - \nabla^2_w J(w^o) \| \leq \tau \| \delta w \| \quad \text{(35a)}
\]

\[
\| R_{s,i}(w^o + \delta w) - R_{s,i}(w^o) \| \leq \tau_2 \| \delta w \|^\kappa \quad \text{(35b)}
\]

for small perturbations \( \| \delta w \| \leq \tau \) and for some \( \tau, \tau_2 \geq 0 \) and \( 1 \leq \kappa \leq 2 \).

The range of values for \( \kappa \) can be enlarged, e.g., to \( \kappa \in (0, 4] \). The only change in allowing a wider range for \( \kappa \) is that the exponent of the higher-order term, \( O(\mu_x^{3/2}) \), that will appear in several performance expressions, as is the case with (41a)–(41b), will need to be adjusted from \( \frac{3}{2} \) to \( \min\left\{ \frac{3}{2}, 1 + \frac{1}{4}\right\} \), without affecting the first-order term that determines the MSD [3], [5], [52]. Therefore, it is sufficient to continue with \( \kappa \in [1, 2] \) to illustrate the key concepts though the MSD expressions will still be valid to first-order in \( \mu_x \).

Using (9), it can be verified that condition (35a) translates into a global Lipschitz property relative to the minimizer \( w^o \), i.e., it will also hold that [3], [5]:

\[
\| \nabla^2_w J(w) - \nabla^2_w J(w^o) \| \leq \tau' \| w - w^o \| \quad \text{(35c)}
\]
for all $w$ and for some $\tau' \geq 0$. For example, both conditions (35a)–(35b) are readily satisfied by mean-square-error costs. Using property (35c), we can now motivate a useful long-term model for the evolution of the error vector $\tilde{w}_i$ after sufficient iterations, i.e., for $i \gg 1$. Indeed, let us reconsider recursion (29c) and introduce the deviation matrix:

$$\tilde{H}_{i-1} \triangleq H - H_{i-1}$$

(36a)

where the constant (symmetric and positive-definite) matrix $H$ is defined as:

$$H \triangleq \nabla^2_w J(w^\theta)$$

(36b)

Substituting (36a) into (29c) gives

$$\tilde{w}_i = (I_M - \mu(i) H) \tilde{w}_{i-1} + \mu(i) s_i(w_{i-1}) + \mu(i) c_{i-1}$$

(37a)

where

$$c_{i-1} \triangleq \tilde{H}_{i-1} \tilde{w}_{i-1}$$

(37b)

Using (35c) and the fact that $(E a)^2 \leq E a^2$ for any real-valued random variable, we can bound the conditional expectation of the norm of the perturbation term as follows:

$$E[\|\mu(i) c_{i-1}\| | F_{i-1}] = (E \mu(i)) (E[\| c_{i-1}\| | F_{i-1}])$$

$$\leq \sqrt{(E \mu^2(i)) E[\| c_{i-1}\| | F_{i-1}]}$$

(35c)

$$\leq \sqrt{\bar{\mu}^2 + \sigma^2 \cdot \frac{\tau'}{2}} \|\tilde{w}_{i-1}\|^2$$

$$\leq \frac{\bar{\mu}^2 + \sigma^2 \cdot \frac{\tau'}{2}}{\mu} \|\tilde{w}_{i-1}\|^2$$

$$= \mu_x \cdot \frac{\tau'}{2} \|\tilde{w}_{i-1}\|^2$$

(38a)

so that using (28c), we conclude that:

$$\limsup_{i \to \infty} E[\|\mu(i) c_{i-1}\|] = O(\mu_x^2)$$

(38b)

We can deduce from this result that $\|\mu(i) c_{i-1}\| = O(\mu_x^2)$ asymptotically with high probability [3], [5]. To see this, let $r_c = m\mu_x^2$, for any constant integer $m \geq 1$. Now, calling upon Markov’s inequality [53]–[55], we conclude from (38b) that for $i \gg 1$:

$$\Pr(\|\mu(i) c_{i-1}\| < r_c) = 1 - \Pr(\|\mu(i) c_{i-1}\| \geq r_c)$$

$$\geq 1 - \frac{E[\|\mu(i) c_{i-1}\|]}{r_c}$$

(38b)

$$\geq 1 - O\left(\frac{1}{m}\right)$$

(38c)

This result shows that the probability of having $\|\mu(i) c_{i-1}\|$ bounded by $r_c$ can be made arbitrarily close to one by selecting a large enough value for $m$. Once the value for $m$ has been fixed to meet a desired confidence level, then $r_c = O(\mu_x^2)$. This analysis, along with recursion (37a), motivate us to assess the mean-square performance of the error recursion (29c) by considering instead the following long-term model, which holds with high probability after sufficient iterations $i \gg 1$:

$$\tilde{w}_i = (I_M - \mu(i) H) \tilde{w}_{i-1} + \mu(i) s_i(w_{i-1}) + O(\mu_x^2)$$

(39)

Working with iteration (39) is helpful because its dynamics is driven by the constant matrix $H$ as opposed to the random matrix $H_{i-1}$ in the original error recursion (29c). If desired, it can be shown that, under some technical conditions on the fourth-order moment of the gradient noise process, the MSD expression that will result from using (39) is within $O(\mu_x^{3/2})$ of the actual MSD expression for the original recursion (29c) — see [3], [5], [52] for
a formal proof of this fact. Therefore, it is sufficient to rely on the long-term model (39) to obtain performance expressions that are accurate to first-order in $\mu_x$. Figure 2 provides a block-diagram representation for (39).

Before explaining how model (39) can be used to assess the MSD, we remark that there is a second useful metric for evaluating the performance of stochastic gradient algorithms. This metric relates to the mean excess-cost; which is also called the excess-risk (ER) in the machine learning literature [31], [32] and the excess-mean-square-error (EMSE) in the adaptive filtering literature [26]–[28]. We denote it by the letters ER and define it as the average fluctuation of the cost function around its minimum value:

$$
ER \triangleq \lim_{i \to \infty} E \{ J(w_{i-1}) - J(w^0) \}
$$

Using the smoothness condition (35a), and the mean-value theorem [35], [49] again, it can be verified that [3], [5], [52]:

$$
ER \triangleq \lim_{i \to \infty} E \| \tilde{w}_{i-1} \|_H^2 + O(\mu_x^{3/2})
$$

**Lemma II.2 (Mean-square-error performance).** Assume the conditions under Assumptions II.1, II.2, II.3, and II.4 on the cost function, the gradient noise process, and the random step-size process hold. Assume further that the asynchronous step-size parameter $\mu_x$ is sufficiently small to ensure mean-square stability as required by (27). Then, the MSD and ER metrics for the asynchronous stochastic-gradient algorithm (21) are well-approximated to first-order in $\mu_x$ by the expressions:

$$
\text{MSD}_{\text{asyn}} = \frac{\mu_x}{2} \text{Tr} \left( H^{-1} R_s \right) + O(\mu_x^{3/2})
$$

$$
\text{ER}_{\text{asyn}} = \frac{\mu_x}{4} \text{Tr} \left( R_s \right) + O(\mu_x^{3/2})
$$

where $R_s$ and $H$ are defined by (17b) and (36b), and where we are adding the superscript “asyn” for clarity in order to distinguish these measures from the corresponding measures in the synchronous case (mentioned below in (43a)–(43c)). Moreover, we derived earlier in (28b) the following expression for the convergence rate:

$$
\alpha_{\text{asyn}} = 1 - 2\nu\bar{\mu} + O(\mu_x^{2})
$$

**Proof:** We introduce the eigen-decomposition $H = U\Lambda U^T$, where $U$ is orthonormal and $\Lambda$ is diagonal with positive entries, and rewrite (39) in terms of transformed quantities:

$$
\tilde{w}_i = \left( I_M - \mu(i) \Lambda \right) \tilde{w}_{i-1} + \mu(i) \tilde{s}_i(w_{i-1}) + O(\mu_x^2)
$$

where $\tilde{w}_i = U^T\tilde{w}_i$ and $\tilde{s}_i(w_{i-1}) = U^T s_i(w_{i-1})$. Let $\Sigma$ denote an arbitrary $M \times M$ diagonal matrix with positive entries that we are free to choose. Then, equating the weighted squared norms of both sides of (42a) and taking expectations gives for $i \gg 1$:

$$
E \| \tilde{w}_i \|_S^2 = E \| \tilde{w}_{i-1} \|_S^2 + (\bar{\mu}^2 + \sigma_\mu^2) E \| \tilde{s}_i(w_{i-1}) \|_S^2 + O(\mu_x^{5/2})
$$

where

$$
\Sigma' \triangleq E (I_M - \mu(i) \Lambda)\Sigma(I_M - \mu(i) \Lambda) = \Sigma - 2\bar{\mu}\Lambda\Sigma + O(\mu_x^2)
$$

Fig. 2. A block-diagram representation of the long-term recursion (39) for single-agent adaptation and learning. Figure extracted with permission from [1].
From (17b), (19b), (28c), and (35b) we obtain:

\[
\lim_{i \to \infty} \mathbb{E} \| \mathbf{x}_i(w_{i-1}) \|_2^2 = \text{Tr}(U\Sigma U^T R_s) + O(\mu^3/2) \tag{42d}
\]

Therefore, substituting into (42b) gives for \( i \to \infty \):

\[
\lim_{i \to \infty} \mathbb{E} \| \bar{w}_i \|_2^2 \Sigma = \mu_x \text{Tr}(U\Sigma U^T R_s) + O(\mu^3/2) \tag{42e}
\]

Since we are free to choose \( \Sigma \), we let \( \Sigma = \frac{1}{2} \Lambda^{-1} \) and arrive at (41a) since \( \| \bar{w}_i \|^2 = \| \bar{w}_i \|^2 \) and \( U\Sigma U^T = \frac{1}{2} H^{-1} \). On the other hand, selecting \( \Sigma = \frac{1}{2} I_M \) leads to (41b).

We recall our earlier remark that the synchronous stochastic-gradient recursion (12) can be viewed as a special case of the asynchronous update (21) by setting \( \sigma^2_\mu = 0 \) and \( \mu_x = \bar{\mu} \equiv \mu \). Substituting these values into (41a)–(41c), we obtain for the synchronous implementation (12):

\[
\text{MSD}^{\text{sync}} = \frac{\mu}{2} \text{Tr} \left( H^{-1} R_s \right) + O(\mu^3/2) \tag{43a}
\]

\[
\text{ER}^{\text{sync}} = \frac{\mu}{2} \text{Tr} \left( R_s \right) + O(\mu^3/2) \tag{43b}
\]

\[
\alpha^{\text{sync}} = 1 - 2\nu \mu + O(\mu^2) \tag{43c}
\]

which are the same expressions presented in [1] and which agree with classical results for LMS adaptation [56]–[61]. The matrices \( R_s \) that appear in these expressions, and in (41a)–(41c), were defined earlier in (17b) and they correspond to the covariance matrices of the gradient noise processes in their respective (synchronous or asynchronous) implementations. The examples that follow show how expressions (41a) and (41b) can be used to recover performance metrics for mean-square-error adaptation and learning under random updates.

**Example II.7 (Performance of asynchronous LMS adaptation).** We reconsider the LMS recursion (13f) albeit in an asynchronous mode of operation, namely,

\[
w_i = w_{i-1} + 2\mu(i) u_i^T [d(i) - u_i w_{i-1}], \quad i \geq 0 \tag{44}
\]

We know from Example II.3 and (18a) that this situation corresponds to \( H = 2R_a \) and \( R_s = 4\sigma^2_x R_a \). Substituting into (41a) and (41b) leads to the following expressions for the MSD and EMSE of the asynchronous LMS filter:

\[
\text{MSD}^{\text{asyn}}_{\text{LMS}} \approx \mu_x M \sigma^2_\nu = O(\mu_x) \tag{45a}
\]

\[
\text{EMSE}^{\text{asyn}}_{\text{LMS}} \approx \mu_x \sigma^2_\nu \text{Tr}(R_a) = O(\mu_x) \tag{45b}
\]

where here, and elsewhere, we will be using the notation \( \approx \) to indicate that we are ignoring higher-order terms in \( \mu_x \). For example, let us assume a Bernoulli update model for \( \mu(i) \) where the filter updates with probability \( p_\mu \) using a step-size value \( \mu \) or stays inactive otherwise. In this case, we conclude from (24b) that \( \mu_x = \mu \) so that the above performance expressions for the MSD and EMSE metrics will coincide with the values obtained in the synchronous case as well. In other words, the steady-state performance levels are not affected whether the algorithm learns in a synchronous or asynchronous manner. However, the convergence rate is affected since \( \bar{\mu} = \mu p_\mu \) and, therefore,

\[
\alpha^{\text{asyn}}_{\text{LMS}} \approx 1 - 2\nu \mu
\]

\[
\alpha^{\text{asyn}}_{\text{LMS}} \approx 1 - 2\nu \mu p_\mu > \alpha^{\text{sync}}_{\text{LMS}} \tag{46b}
\]

It follows that asynchronous LMS adaptation attains the same performance levels as synchronous LMS adaptation albeit at a slower convergence rate.

We may alternatively compare the performance of the synchronous and asynchronous implementations by fixing their convergence rates to the same value. Thus, consider now a second random update scheme with mean \( \bar{\mu} \) and let us set \( \mu = \bar{\mu} \). That is, the step-size used by the synchronous implementation is set equal to the mean step-size used by the asynchronous implementation. Then, in this case, we will get \( \alpha^{\text{sync}}_{\text{LMS}} = \alpha^{\text{asyn}}_{\text{LMS}} \) so that the convergence rates coincide to first-order. However, it now holds that \( \text{MSD}^{\text{asyn}}_{\text{LMS}} > \text{MSD}^{\text{sync}}_{\text{LMS}} \) since \( \mu_x > \mu \) so that some deterioration in MSD performance occurs.

**Example II.8 (Performance of asynchronous online learners).** Consider a stand-alone learner receiving a streaming sequence of independent data vectors \( \{x_i, i \geq 0\} \) that arise from some fixed probability distribution \( \mathcal{X} \). The goal is to learn the vector...
Moreover, according to (28b), agent $w^o$ that optimizes some $\nu$-strongly convex risk function $J(w)$ defined in terms of a loss function [62], [63]:

$$w^o \triangleq \text{argmin}_w J(w) = \text{argmin}_w \mathbb{E} Q(w; x_i)$$

In an asynchronous environment, the learner seeks $w^o$ by running the stochastic-gradient algorithm with random step-sizes:

$$w_i = w_{i-1} - \mu(i) \nabla_{w^T} Q(w_{i-1}; x_i), \quad i \geq 0$$

The gradient noise vector is still given by

$$s_i(w_{i-1}) = \nabla_{w^T} Q(w_{i-1}; x_i) - \nabla_{w^T} J(w_{i-1})$$

Since $\nabla_w J(w^o) = 0$, and since the distribution of $x_i$ is stationary, it follows that the covariance matrix of $s_i(w^o)$ is constant and given by

$$R_s = \mathbb{E} \nabla_{w^T} Q(w^o; x_i) \nabla_{w} Q(w^o; x_i)$$

The excess-risk measure that will result from this stochastic implementation is then given by (41b) so that $\text{ER} = O(\mu_x)$.

III. Centralized Adaptation and Learning

The discussion in the previous section establishes the mean-square stability of stand-alone adaptive agents for small step-sizes (Lemma II.1), and provides expressions for their MSD and ER metrics (Lemma II.2). We now examine two situations involving a multitude of similar agents. In the first scenario, each agent senses data and, albeit with noise $v_k(i)$, performs computations independently of the other agents. We refer to this mode of operation as non-cooperative processing.

Examine two situations involving a multitude of similar agents. In the first scenario, each agent senses data and small step-sizes (Lemma II.1), and provides expressions for their MSD and ER metrics (Lemma II.2). We now separately consider the stand-alone case, where each agent operates on its own.

A. Non-Cooperative MSE Processing

Thus, consider separate agents, labeled $k = 1, 2, \ldots, N$. Each agent, $k$, receives streaming data

$$\{d_k(i), u_{k,i}; i \geq 0\}$$

where we are using the subscript $k$ to index the data at agent $k$. We assume that the data at each agent satisfies the same statistical properties as in Example II.3, and the same linear regression model (13a) with a common $w^o$ albeit with noise $v_k(i)$. We denote the statistical moments of the data at agent $k$ by

$$R_{u,k} = \mathbb{E} u_{k,i}^T u_{k,i} > 0, \quad \sigma^2_{v,k} = \mathbb{E} v^2_k(i)$$

We further assume in this motivating example that the $R_{u,k}$ are uniform across the agents so that

$$R_{u,k} \equiv R_u, \quad k = 1, 2, \ldots, N$$

In this way, the cost $J_k(w) = \mathbb{E} (d_k(i) - u_{k,i} w)^2$, which is associated with agent $k$, will satisfy a condition similar to (9) with the corresponding parameters $\{\nu, \delta\}$ given by (cf. (10a)):

$$\nu = 2\lambda_{\text{min}}(R_u), \quad \delta = 2\lambda_{\text{max}}(R_u)$$

Now, if each agent runs the asynchronous LMS learning rule (44) to estimate $w^o$ on its own then, according to (45a), each agent $k$ will attain an individual MSD level that is given by

$$\text{MSD}_{\text{ncop},k}^{\text{async}} \approx \mu_x M \sigma^2_{v,k}, \quad k = 1, 2, \ldots, N$$

where we are further assuming the parameter $\mu_x$ is uniform across the agents to enable a meaningful comparison. Moreover, according to (28b), agent $k$ will converge towards this level at a rate dictated by:

$$\alpha_{\text{ncop},k}^{\text{async}} \approx 1 - 4\mu_x \lambda_{\text{min}}(R_u)$$
The subscript “ncop” is used in (49b) and (49c) to indicate that these expressions are for the non-cooperative mode of operation. It is seen from (49b) that agents with noisier data (i.e., larger $\sigma^2_{v,k}$) will perform worse and have larger MSD levels than agents with cleaner data. We are going to show in later sections that cooperation among the agents, whereby agents share information with their neighbors, can help enhance their individual performance levels.

B. Centralized MSE Processing

Let us now contrast the above non-cooperative solution with a centralized implementation whereby, at every iteration $i$, the $N$ agents transmit their raw data $\{d_k(i), u_{k,i}\}$ to a fusion center for processing. In a synchronous environment, once the fusion center receives the raw data, it can run a standard stochastic-gradient update of the form:

$$w_i = w_{i-1} + \mu \left[ \frac{1}{N} \sum_{k=1}^{N} 2u_{k,i}^T(d_k(i) - u_{k,i}w_{i-1}) \right]$$

(50a)

where $\mu$ is the constant step-size, and the term multiplying $\mu$ can be seen to correspond to a sample average of several approximate gradient vectors. The analysis in [1], [5] showed that the MSD performance that results from this implementation is given by (using expression (64a) with $H_k = 2R_u$ and $R_{s,k} = 4\sigma^2_{v,k}R_u$):

$$\text{MSD}_\text{cent}^{\text{sync}} \approx \frac{\mu M}{N} \left( \frac{1}{N} \sum_{k=1}^{N} \sigma^2_{v,k} \right)$$

(50b)

Moreover, using expression (64b) given further ahead, this centralized solution will converge towards the above MSD level at the same rate as the non-cooperative solution:

$$\alpha^{\text{sync}}_\text{cent} \approx 1 - 4\mu \lambda_{\text{min}}(R_u)$$

(50c)

In an asynchronous environment, there are now several random events that can interfere with the operation of the fusion center. Let us consider initially one particular random event that corresponds to the situation in which the fusion center may or may not update at any particular iteration (e.g., due to some power-saving strategy). In a manner similar to (21), we may represent this scenario by writing:

$$w_i = w_{i-1} + \mu(i) \left[ \frac{1}{N} \sum_{k=1}^{N} 2u_{k,i}^T(d_k(i) - u_{k,i}w_{i-1}) \right]$$

(51a)

with a random step-size process, $\mu(i)$; this process is again assumed to satisfy the conditions under Assumption II.3. The analysis in the sequel will show that the MSD performance that results from this implementation is given by:

$$\text{MSD}_\text{cent}^{\text{asyn},1} \approx \frac{\mu_x M}{N} \left( \frac{1}{N} \sum_{k=1}^{N} \sigma^2_{v,k} \right)$$

(51b)

where we are adding the superscript “1” to indicate that this is a preliminary result pertaining to the particular asynchronous implementation (51a). We will be generalizing this result soon, at which point we will drop the superscript “1”. Likewise, using expression (64b) given further ahead, this version of the asynchronous centralized solution converges towards the above MSD level at the same rate as the non-cooperative solution (49c) and the synchronous version (50c):

$$\alpha^{\text{asyn},1}_\text{cent} \approx 1 - 4\mu_x \lambda_{\text{min}}(R_u)$$

(51c)

Observe from (50b) and (51b) that the MSD level attained by the centralized solution is proportional to $1/N$ times the average noise power across all agents. This scaled average noise power can be larger than some of the individual noise variances and smaller than the remaining noise variances. This example shows that it does not generally hold that centralized stochastic-gradient implementations outperform all individual non-cooperative agents [64].
Now, more generally, observe that in the synchronous batch processing case (50a), as well as in the asynchronous implementation (51a), the data collected from the various agents are equally aggregated with a weighting factor equal to $1/N$. We can incorporate a second type of random events besides the random variations in the step-size parameter. This second source of uncertainty involves the possibility of failure (or weakening) in the links connecting the individual agents to the fusion center (e.g., due to fading or outage, or perhaps due to the agents themselves deciding to enter into a sleep mode according to some power-saving policy). We can capture these possibilities by extending formulation (51a) in the following manner:

$$\mathbf{w}_i = \mathbf{w}_{i-1} + \boldsymbol{\mu}(i) \left[ \sum_{k=1}^{N} 2\pi_k(i) \mathbf{u}_{k,i}^T (d_{k}(i) - \mathbf{u}_{k,i} \mathbf{w}_{i-1}) \right]$$

(52a)

where $\boldsymbol{\mu}(i)$ continues to be a random step-size process, but now the coefficients $\{\pi_k(i); k = 1, 2, \ldots, N\}$ are new random fusion coefficients that satisfy:

$$\sum_{k=1}^{N} \pi_k(i) = 1, \quad \pi_k(i) \geq 0$$

(52b)

for every $i \geq 0$.

**Assumption III.1** (Conditions on random fusion coefficients). It is assumed that $\pi_k(i)$ is independent of $\boldsymbol{\mu}(i)$ and of other random variables in the learning algorithm. The fusion coefficients are also independent over time, namely, $\pi_k(i)$ and $\pi_{\ell}(j)$ are independent for any $i \neq j$. For the same time $i$, the coefficients $\{\pi_k(i)\}$ are correlated over space in view of the first requirement in (52b). The mean and co-variance(s) of each $\pi_k(i)$ are denoted by:

$$\bar{\pi}_k \triangleq \mathbb{E}[\pi_k(i)]$$

(53a)

$$c_{\pi,k\ell} \triangleq \mathbb{E}[(\pi_k(i) - \bar{\pi}_k)(\pi_{\ell}(i) - \bar{\pi}_{\ell})]$$

(53b)

for all $k, \ell = 1, 2, \ldots, N$ and all $i \geq 0$. When $k = \ell$, the scalar $c_{\pi, kk}$ corresponds to the variance of $\pi_k(i)$ and, therefore, we shall also use the alternative notation $\sigma_{\pi, k}^2$ for this case:

$$\sigma_{\pi, k}^2 \triangleq c_{\pi, kk} \geq 0$$

(53c)

It is straightforward to verify that the first and second-order moments of the coefficients $\{\pi_k(i)\}$ satisfy:

$$\bar{\pi}_k \geq 0, \quad \sum_{k=1}^{N} \bar{\pi}_k = 1$$

(54a)

$$\sum_{k=1}^{N} c_{\pi, k\ell} = 0, \quad \text{for any } \ell$$

(54b)

$$\sum_{\ell=1}^{N} c_{\pi, k\ell} = 0, \quad \text{for any } k$$

(54c)

Note that the earlier asynchronous implementation (51a) is a special case of the more general formulation (52a) when the mean of the random fusion coefficients are chosen as $\bar{\pi}_k = 1/N$ and their variances are set to zero, $\sigma^2_{\pi, k} = 0$. In order to enable a fair and meaningful comparison among the three centralized implementations (50a), (51a), and (52a), we shall assume that the means of the fusion coefficients in the latest implementation are set to $\bar{\pi}_k = 1/N$ (results for arbitrary mean values are listed in Example III.1 further ahead and appear in [4]). We will
show in the sequel that for this choice of \( \bar{\pi}_k \), the MSD performance of implementation (52a) is given by:

\[
\text{MSD}_\text{asyn}^\text{cent} \approx \frac{\mu_x M}{N} \left[ \frac{1}{N} \sum_{k=1}^{N} \left( 1 + N^2 \sigma_{\bar{\pi},k}^2 \right) \sigma_{v,k}^2 \right]
\]

(55a)

Moreover, using expression (62b) given further ahead, this asynchronous centralized solution will converge towards the above MSD level at the same rate as the non-cooperative solution (49c) and the synchronous version (50c):

\[
\alpha_\text{asyn}^\text{cent} \approx 1 - 4 \mu_x \lambda_{\text{min}}(R_u)
\]

(55b)

C. Stochastic-Gradient Centralized Solution

The previous two sections focused on mean-square-error costs. We now extend the conclusions to more general costs. Thus, consider a collection of \( N \) agents, each with an individual convex cost function, \( J_k(w) \). The objective is to determine the unique minimizer \( w^o \) of the aggregate cost:

\[
J_{\text{glob}}(w) \triangleq \sum_{k=1}^{N} J_k(w)
\]

(56)

It is now the above aggregate cost, \( J_{\text{glob}}(w) \), that will be required to satisfy the conditions of Assumptions II.1 and II.4 relative to some parameters \( \{\nu_c, \delta_c, \tau_c\} \), with the subscript “c” used to indicate that these factors correspond to the centralized implementation. Under these conditions, the cost \( J_{\text{glob}}(w) \) will have a unique minimizer, which we continue to denote by \( w^o \). We will not be requiring each individual cost, \( J_k(w) \), to be strongly convex. It is sufficient for at least one of these costs to be strongly convex while the remaining costs can be convex; this condition ensures the strong convexity of \( J_{\text{glob}}(w) \). Moreover, although some individual costs may not have a unique minimizer, we require in this exposition that \( w^o \) is one of their minima so that all individual costs share a minimum at location \( w^o \); the treatment in [1], [5], [65] considers the more general case in which the minimizers of the individual costs \( \{J_k(w)\} \) can be different and need not contain a common location, \( w^o \).

There are many centralized solutions that can be used to determine the unique minimizer \( w^o \) of (56), with some solution techniques being more powerful than other techniques. Nevertheless, we shall focus on centralized implementations of the stochastic-gradient type. The reason we consider the same class of stochastic gradient algorithms for non-cooperative, centralized, and distributed solutions in this chapter is to enable a meaningful comparison among the various implementations. Thus, we first consider a synchronous centralized strategy of the following form:

\[
w_i = w_{i-1} - \mu \left[ \frac{1}{N} \sum_{k=1}^{N} \nabla w^T J_k(w_{i-1}) \right], \quad i \geq 0
\]

(57a)

with a constant step-size, \( \mu \). When the fusion center employs random step-sizes, the above solution is replaced by:

\[
w_i = w_{i-1} - \mu(i) \left[ \frac{1}{N} \sum_{k=1}^{N} \nabla w^T J_k(w_{i-1}) \right], \quad i \geq 0
\]

(57b)

where the process \( \mu(i) \) now satisfies Assumption II.3. More generally, the asynchronous implementation can employ random fusion coefficients as well such as:

\[
w_i = w_{i-1} - \mu(i) \sum_{k=1}^{N} \pi_k(i) \nabla w^T J_k(w_{i-1}), \quad i \geq 0
\]

(57c)

where the coefficients \( \{\pi_k(i)\} \) satisfy Assumption III.1 with means

\[
\bar{\pi}_k = \frac{1}{N}
\]

(57d)
D. Performance of Centralized Solution

To examine the performance of the asynchronous implementation (57c)–(57d), we proceed in two steps. First, we identify the gradient noise that is present in the recursion; it is equal to the difference between the true gradient vector for the global cost, \( J_{\text{glob}}(w) \), defined by (56) and its approximation. Second, we argue that (57c) has a form similar to the single-agent stochastic-gradient algorithm (21) and, therefore, invoke earlier results to write down performance metrics for the centralized solution (57c)–(57d).

We start by introducing the individual gradient noise processes:

\[
s_{k,i}(w_{i-1}) \triangleq \nabla_{w^\top} J_k(w_{i-1}) - \nabla_{w^\top} J_k(w_{i-1})
\]  \hspace{1cm} (58a)

for \( k = 1, 2, \ldots, N \). We assume that these noises satisfy conditions similar to Assumption II.2 with parameters \( \{\beta_k^2, \sigma_{s,k}^2, R_{s,k}\} \), i.e.,

\[
R_{s,k} \triangleq \lim_{i \to \infty} \mathbb{E} \left[ s_{k,i}(w^\circ)s_{k,i}(w^\circ)|\mathbf{F}_{i-1}\right]
\]  \hspace{1cm} (58b)

and

\[
\begin{align*}
\mathbb{E} \left[ s_{k,i}(w_{i-1})|\mathbf{F}_{i-1}\right] &= 0 \hspace{1cm} (58c) \\
\mathbb{E} \left[ ||s_{k,i}(w_{i-1})||^2|\mathbf{F}_{i-1}\right] &\leq \beta_k^2 ||\bar{w}_{i-1}||^2 + \sigma_{s,k}^2 \hspace{1cm} (58d)
\end{align*}
\]

Additionally, we assume that the gradient noise components across the agents are uncorrelated with each other:

\[
\mathbb{E} \left[ s_{k,i}(w_{i-1})s_{\ell,i}(w_{i-1})|\mathbf{F}_{i-1}\right] = 0, \hspace{1cm} \text{all } k \neq \ell \hspace{1cm} (58e)
\]

Using these gradient noise terms, it is straightforward to verify that recursion (57c) can be rewritten as:

\[
w_i = w_{i-1} - \frac{\mu(i)}{N} \left[ s_i(w_{i-1}) + \sum_{k=1}^{N} \nabla_{w^\top} J_k(w_{i-1}) \right]
\]  \hspace{1cm} (59)

where \( s_i(w_{i-1}) \) denotes the overall gradient noise; its expression is given by

\[
s_i(w_{i-1}) = \sum_{k=1}^{N} \left[ N\pi_k(i)\nabla_{w^\top} J_k(w_{i-1}) - \nabla_{w^\top} J_k(w_{i-1}) \right]
\]  \hspace{1cm} (60)

Since iteration (59) has the form of a stochastic gradient recursion with random update similar to (21), we can infer its mean-square-error behavior from Lemmas II.1 and II.2 if the noise process \( s_i(w_{i-1}) \) can be shown to satisfy conditions similar to Assumption II.2 with some parameters \( \{\beta_c^2, \sigma_s^2\} \). Indeed, starting from (60), some algebra will show that

\[
\begin{align*}
\mathbb{E} \left[ s_i(w_{i-1})|\mathbf{F}_{i-1}\right] &= 0 \hspace{1cm} (61a) \\
\mathbb{E} \left[ ||s_i(w_{i-1})||^2|\mathbf{F}_{i-1}\right] &\leq \beta_c^2 ||\bar{w}_{i-1}||^2 + \sigma_s^2 \hspace{1cm} (61b)
\end{align*}
\]

where

\[
\begin{align*}
\beta_c^2 &\triangleq \sum_{k=1}^{N} \left[ \beta_k^2 + N^2\sigma_{s,k}^2(\beta_k^2 + \delta_c^2) \right] \hspace{1cm} (61c) \\
\sigma_s^2 &\triangleq \sum_{k=1}^{N} (1 + N^2\sigma_{s,k}^2)\sigma_{s,k}^2 \hspace{1cm} (61d)
\end{align*}
\]

The following result now follows from Lemmas II.1 and II.2 [4], [5].

**Lemma III.1 (Convergence of centralized solution).** Assume the aggregate cost (56) satisfies the conditions under Assumption II.1 for some parameters \( 0 < \nu_c \leq \delta_c \). Assume further that the individual gradient noise processes defined by (58a) satisfy the conditions under Assumption II.2 for some parameters \( \{\beta_k^2, \sigma_{s,k}^2, R_{s,k}\} \), in addition to the orthogonality condition (58e). Let \( \mu_o = 2\nu_c/(\delta_c^2 + \beta_c^2) \). For any \( \mu_o/N < \mu_o \), the iterates generated by the
asynchronous centralized solution (57c)–(57d) satisfy:

\[ \mathbb{E} \| \tilde{w}_i \|^2 \leq \alpha \mathbb{E} \| \tilde{w}_{i-1} \|^2 + \sigma^2 (\mu^2 + \sigma^2) / N^2 \]  

(62a)

where the scalar \( \alpha \) satisfies \( 0 \leq \alpha < 1 \) and is given by

\[ \alpha_{\text{cent}}^{\text{asyn}} = 1 - 2 \nu_c \left( \mu_x / N \right) + (\delta^2_c + \beta^2_c) (\mu_x^2 + \sigma^2_t) / N^2 \]  

(62b)

It follows from (62a) that for sufficiently small step-size parameter \( \mu_x \ll 1 \):

\[ \limsup_{i \to \infty} \mathbb{E} \| \tilde{w}_i \|^2 = O(\mu_x) \]  

(62c)

Moreover, under smoothness conditions similar to (35a) for \( J^{\text{glob}}(w) \) for some parameter \( \tau_c \geq 0 \), and similar to (35b) for the individual gradient noise covariance matrices, it holds for small \( \mu_x \) that:

\[ \text{MSD}_{\text{cent}}^{\text{asyn}} = \frac{\mu_x}{2N} \text{Tr} \left[ \left( \sum_{k=1}^{N} H_k \right)^{-1} \left( \sum_{k=1}^{N} (1 + N^2 \sigma^2_{\pi,k}) R_{s,k} \right) \right] + O \left( \mu_x^{3/2} \right) \]  

(63)

where \( H_k = \nabla^2_{w} J_k(w') \).

\[ ♦ \]

We can recover from the expressions in the lemma, performance results for the particular asynchronous implementation described earlier by (57b) by setting \( \sigma^2_{\pi,k} = 0 \) so that

\[ \text{MSD}_{\text{cent}}^{\text{asyn,1}} \approx \frac{\mu_x}{2N} \text{Tr} \left[ \left( \sum_{k=1}^{N} H_k \right)^{-1} \left( \sum_{k=1}^{N} R_{s,k} \right) \right] \]  

(64a)

\[ \alpha_{\text{cent}}^{\text{asyn,1}} \approx 1 - 2 \nu_c \mu_x / N \]  

(64b)

It is seen from (63) and (64a) that when the fusion center operates under the more general asynchronous policy (57c), the additional randomness in the fusion coefficients \( \{ \pi_k(i) \} \) degrades the MSD performance relative to (64a) due to the presence of the factor \( 1 + N^2 \sigma^2_{\pi,k} > 1 \), i.e., to first-order in \( \mu_x \) we have:

\[ \text{MSD}_{\text{cent}}^{\text{asyn,1}} < \text{MSD}_{\text{cent}}^{\text{asyn}} \]  

(65a)

In comparison, the added randomness due to the \( \{ \pi_k(i) \} \) does not have significant impact on the convergence rate since it is straightforward to see that, to first order in the step-size parameter \( \mu_x \):

\[ \alpha_{\text{cent}}^{\text{asyn,1}} \approx \alpha_{\text{cent}}^{\text{asyn}} \]  

(65b)

Likewise, setting \( \bar{\mu}_k = \mu \) and \( \sigma^2_{\pi,k} = 0 \), the performance of the synchronous centralized solution (57a) is obtained as a special case of the results in the lemma:

\[ \text{MSD}_{\text{cent}}^{\text{sync}} \approx \frac{\mu}{2N} \text{Tr} \left[ \left( \sum_{k=1}^{N} H_k \right)^{-1} \left( \sum_{k=1}^{N} R_{s,k} \right) \right] \]  

(66a)

\[ \alpha_{\text{cent}}^{\text{sync}} \approx 1 - 2 \nu_c \mu / N \]  

(66b)

These expressions agree with the performance results presented in [1], [5].

Example III.1 (Case of general mean-values). Although not used in this chapter, we remark in passing that if the mean values \( \{ \bar{\pi}_k \} \) are not fixed at \( 1 / N \), as was required by (57d), then the MSD performance of the asynchronous centralized solution (57c) will instead be given by

\[ \text{MSD}_{\text{cent}}^{\text{asyn}} = \frac{\mu_x N}{2} \text{Tr} \left[ \left( \sum_{k=1}^{N} H_k \right)^{-1} \left( \sum_{k=1}^{N} (\bar{\pi}_k^2 + \sigma^2_{\pi,k}) R_{s,k} \right) \right] + O \left( \mu_x^{3/2} \right) \]  

(67)

\[ ♦ \]
E. Comparison with Non-Cooperative Processing

We can now compare the performance of the asynchronous centralized solution (57c) against the performance of non-cooperative processing when agents act independently of each other and run the recursion:

\[ w_{k,i} = w_{k,i-1} - \mu(i) \nabla w^{T} J_k(w_{k,i-1}), \quad i \geq 0 \]  

(68a)

This comparison is meaningful when all agents share the same unique minimizer so that we can compare how well the individual agents are able to recover the same \( w^0 \) as the centralized solution. For this reason, we re-introduce the requirement that all individual costs \( \{J_k(w)\} \) are \( \nu \)-strongly convex with a uniform parameter \( \nu \). Since \( J_{\text{glob}}(w) \) is the aggregate sum of the individual costs, then we can set the lower bound \( \nu_c \) for the Hessian of \( J_{\text{glob}}(w) \) at \( \nu_c = N \nu \). From expressions (28b) and (64b) we then conclude that, for a sufficiently small \( \mu_x \), the convergence rates of the asynchronous non-cooperative solution (68a) and the asynchronous centralized solution with random update (57b) will be similar:

\[ \alpha_{\text{cent}}^{\text{asyn}} \approx 1 - 2\nu_c (\mu_x / N) = 1 - 2\nu \mu_x \approx \alpha_{\text{ncop},k}^{\text{asyn}} \]  

(68b)

Moreover, we observe from (41a) that the average MSD level across \( N \) non-cooperative asynchronous agents is given by

\[ \text{MSD}_{\text{ncop},\text{av}}^{\text{asyn}} \approx \frac{\mu_x}{2N} \text{Tr} \left[ \sum_{k=1}^{N} H_k^{-1} R_{s,k} \right] \]  

(68c)

so that comparing with (64a), some simple algebra allows us to conclude that, for small step-sizes and to first order in \( \mu_x \):

\[ \text{MSD}_{\text{cent}}^{\text{asyn},1} \leq \text{MSD}_{\text{ncop},\text{av}}^{\text{asyn}} \]  

(68d)

That is, while the asynchronous centralized solution (57b) with random updates need not outperform every individual non-cooperative agent in general, its performance outperforms the average performance across all non-cooperative agents.

The next example illustrates this result by considering the scenario where all agents have the same Hessian matrices at \( w = w^0 \), namely, \( H_k \equiv H \) for \( k = 1, 2, \ldots, N \). This situation occurs, for example, when the individual costs are identical across the agents, say, \( J_k(w) \equiv J(w) \), as is common in machine learning applications. This situation also occurs for the mean-square-error costs we considered earlier in this section when the regression covariance matrices, \( \{R_{u,k}\} \), are uniform across all agents, i.e., \( R_{u,k} \equiv R_u \) for \( k = 1, 2, \ldots, N \). In these cases with uniform Hessian matrices \( H_k \), the example below establishes that the asynchronous centralized solution (57b) with random updates improves over the average MSD performance of the non-cooperative solution (68a) by a factor of \( N \).

Example III.2 (\( N \)-fold improvement in MSD performance). Consider a collection of \( N \) agents whose individual cost functions, \( J_k(w) \), are \( \nu \)-strongly convex and are minimized at the same location \( w = w^0 \). The costs are also assumed to have identical Hessian matrices at \( w = w^0 \), i.e., \( H_k \equiv H \). Then, using (64a), the MSD of the asynchronous centralized implementation (57b) with random updates is given by:

\[ \text{MSD}_{\text{cent}}^{\text{asyn},1} \approx \frac{1}{N} \left( \frac{\mu_x}{2N} \sum_{k=1}^{N} \text{Tr}(H^{-1} R_{s,k}) \right) \approx \frac{1}{N} \text{MSD}_{\text{ncop},\text{av}}^{\text{asyn}} \]  

(69)

Example III.3 (Random fusion can degrade MSD performance). Although the convergence rates of the asynchronous centralized solution (57c) and the non-cooperative solution (68a) agree to first-order in \( \mu_x \), the relation between their MSD values is indefinite (contrary to (68d)), as illustrated by the following example.

Consider the same setting of Example III.2 and assume further that the variances of the random fusion coefficients are uniform, i.e., \( \sigma_{\pi,k}^2 \equiv \sigma_{\pi}^2 \). Then, using (63), the MSD of the asynchronous centralized implementation (57c) is given by

\[ \text{MSD}_{\text{cent}}^{\text{asyn}} \approx \frac{1 + N^2 \sigma_{\pi}^2}{N} \left( \frac{\mu_x}{2N} \sum_{k=1}^{N} \text{Tr}(H^{-1} R_{s,k}) \right) \approx \frac{1 + N^2 \sigma_{\pi}^2}{N} \text{MSD}_{\text{ncop},\text{av}}^{\text{asyn}} \]  

(70)
Therefore, to first-order in $\mu_x$, we find that
\[
\begin{cases}
MSD_{\text{cent}}^{\text{asyn}} \leq MSD_{\text{ncop,av}}^{\text{asyn}}, & \text{if } \sigma^2 \leq \frac{N-1}{N^2} \\
MSD_{\text{cent}}^{\text{asyn}} > MSD_{\text{ncop,av}}^{\text{asyn}}, & \text{if } \sigma^2 > \frac{N-1}{N^2}
\end{cases}
\]

In other words, if the variance of the random fusion coefficients is large enough, then the centralized solution will generally have degraded performance relative to the non-cooperative solution (which is an expected result).

Example III.4 (Fully-connected networks). In preparation for the discussion on networked agents, it is useful to describe one extreme situation where a collection of $N$ agents are fully connected to each other — see Fig. 3. In this case, each agent is able to access the data from all other agents and, therefore, each individual agent can run a synchronous or asynchronous centralized implementation, say, one of the same form as (57b):
\[
w_{k,i} = w_{k,i-1} - \mu(i) \left[ \frac{1}{N} \sum_{\ell=1}^{N} \hat{\nabla} J_{\ell}(w_{k,i-1}) \right], \quad i \geq 0
\]

Fig. 3. Example of a fully-connected network, where each agent can access information from all other agents. Figure extracted with permission from [1].

When this happens, each agent will attain the same performance level as that of the asynchronous centralized solution (57b). Two observations are in place. First, note from (72) that the information that agent $k$ is receiving from all other agents is their gradient vector approximations. Obviously, other pieces of information could be shared among the agents, such as their iterates $\{w_{\ell,i-1}\}$. Second, note that the right-most term multiplying $\mu(i)$ in (72) corresponds to a convex combination of the approximate gradients from the various agents, with the combination coefficients being uniform and all equal to $1/N$. In general, there is no need for these combination weights to be identical. Even more importantly, agents do not need to have access to information from all other agents in the network. We are going to see in the sequel that interactions with a limited number of neighbors is sufficient for the agents to attain performance that is comparable to that of the centralized solution.

Figure 4 shows a simple selection of connected topologies for five agents. The leftmost panel corresponds to the non-cooperative case and the rightmost panel corresponds to the fully-connected case. The panels in between illustrate some
other topologies. In the coming sections, we are going to present results that allow us to answer useful questions about such networked agents such as: (a) Which topology has best performance in terms of mean-square error and convergence rate? (b) Given a connected topology, can it be made to approach the performance of the centralized solution? (c) Which aspects of the topology influence performance? (d) Which aspects of the combination weights (policy) influence performance? (e) Can different topologies deliver similar performance levels? (f) Is cooperation always beneficial? and (g) If the individual agents are able to solve the inference task individually in a stable manner, does it follow that the connected network will remain stable regardless of the topology and regardless of the cooperation strategy?

![Fig. 4. Examples of connected networks, with the left-most panel representing a collection of non-cooperative agents. Figure extracted with permission from [1].](image)

IV. SYNCHRONOUS MULTI-AGENT ADAPTATION AND LEARNING

In this section, we describe distributed strategies of the consensus (e.g., [7], [11], [15] and [68]–[77]) and diffusion (e.g., [1], [5]–[7], [41], [78]–[80]) types. These strategies rely solely on localized interactions among neighboring agents, and they can be used to seek the minimizer of (56). We first describe the network model.

A. Strongly-Connected Networks

Figure 5 shows an example of a network consisting of \( N \) connected agents, labeled \( k = 1, 2, \ldots, N \). Following the presentation from [5], [7], the network is represented by a graph consisting of \( N \) vertices (representing the agents) and a set of edges connecting the agents to each other. An edge that connects an agent to itself is called a self-loop. The neighborhood of an agent \( k \) is denoted by \( \mathcal{N}_k \) and it consists of all agents that are connected to \( k \) by an edge. Any two neighboring agents \( k \) and \( \ell \) have the ability to share information over the edge connecting them.

We assume an undirected graph so that if agent \( k \) is a neighbor of agent \( \ell \), then agent \( \ell \) is also a neighbor of agent \( k \). We assign a pair of nonnegative scaling weights, \( \{a_{k\ell}, a_{\ell k}\} \), to the edge connecting \( k \) and \( \ell \). The scalar \( a_{k\ell} \) is used by agent \( k \) to scale the data it receives from agent \( \ell \); this scaling can be interpreted as a measure of the confidence level that agent \( k \) assigns to its interaction with agent \( \ell \). Likewise, \( a_{\ell k} \) is used by agent \( \ell \) to scale the data it receives from agent \( k \). The weights \( \{a_{k\ell}, a_{\ell k}\} \) can be different so that the exchange of information between the neighboring agents \( \{k, \ell\} \) need not be symmetrical. One or both weights can also be zero.

A network is said to be connected if paths with nonzero scaling weights can be found linking any two distinct agents in both directions, either directly when they are neighbors or by passing through intermediate agents when they are not neighbors. In this way, information can flow in both directions between any two agents in the network, although the forward path from an agent \( k \) to some other agent \( \ell \) need not be the same as the backward path from \( \ell \) to \( k \). A strongly-connected network is a connected network with at least one non-trivial self-loop, meaning that \( a_{kk} > 0 \) for some agent \( k \).

The strong connectivity of a network translates into a useful property on the combination weights. Assume we collect the coefficients \( \{a_{k\ell}\} \) into an \( N \times N \) matrix \( A = [a_{k\ell}] \), such that the entries on the \( k \)-th column of \( A \) contain the coefficients used by agent \( k \) to scale data arriving from its neighbors \( \ell \in \mathcal{N}_k \); we set \( a_{k\ell} = 0 \) if \( \ell \notin \mathcal{N}_k \). We refer to \( A \) as the combination matrix or policy. It turns out that combination matrices that correspond to strongly-connected networks are primitive — an \( N \times N \) matrix \( A \) with nonnegative entries is said to be primitive if there exists some finite integer \( n_o > 0 \) such that all entries of \( A^{n_o} \) are strictly positive [5], [7], [81].
Fig. 5. Agents that are linked by edges can share information. The neighborhood of agent $k$ is marked by the highlighted area. Figure extracted with permission from [1].

B. Distributed Optimization

Network cooperation can be exploited to solve adaptation, learning, and optimization problems in a decentralized manner in response to streaming data. To explain how cooperation can be achieved, we start by associating with each agent $k$ a twice-differentiable cost function $J_k(w) : \mathbb{R}^{M \times 1} \mapsto \mathbb{R}$. The objective of the network of agents is to seek the unique minimizer of the aggregate cost function, $J_{\text{glob}}(w)$, defined by (56). Now, however, we seek a distributed (as opposed to a centralized) solution. In a distributed implementation, each agent $k$ can only rely on its own data and on data from its neighbors.

We continue to assume that $J_{\text{glob}}(w)$ satisfies the conditions of Assumptions II.1 and II.4 with parameters $\{\nu_d, \delta_d, \tau_d\}$, with the subscript “d” now used to indicate that these parameters are related to the distributed implementation. Under these conditions, the cost $J_{\text{glob}}(w)$ will have a unique minimizer, which we continue to denote by $w^o$. For simplicity of presentation, we will also assume in the remainder of this chapter that the individual costs $J_k(w)$ are strongly convex as well. These costs can be distinct across the agents or they can all be identical, i.e., $J_k(w) \equiv J(w)$ for $k = 1, 2, \ldots, N$; in the latter situation, the problem of minimizing (56) would correspond to the case in which the agents work together to optimize the same cost function. If we let $w^o_k$ denote the minimizer of $J_k(w)$, we continue to assume for this exposition that each $J_k(w)$ is also minimized at $w^o$:

$$w^o_k \equiv w^o, \quad k = 1, 2, \ldots, N$$ (73)

The case where the individual costs are only convex and need not be strongly convex is discussed in [1], [5], [42]; most of the results and conclusions continue to hold but the derivations become more technical. Likewise, the case in which the individual costs need not share minimizers is discussed in these references. In that case, as was already shown in [65], the iterates $w_{k,i}$ by the individual agents will not approach the minimizer $w^o$ of (56), but rather the minimizer $w^*$ of a weighted aggregate function with some positive scaling weights $\{q_k\}$. This function was defined in Eq. (57b) of [1]. It was also explained in [1] how this convergence property adds a useful degree of freedom to the operation of the network, and how it can be exploited advantageously to steer the network to converge to desirable limit points, including to $w^o$, through the selection of the combination policy $A$ (which determines the
scaling weights \( \{ q_k \} \) in the weighted aggregate cost.

It is, nevertheless, sufficient for the purposes of this chapter to continue with the case (73). There are many important situations in practice where the minimizers of individual costs coincide with each other. For instance, examples abound where agents need to work cooperatively to attain a common objective such as tracking a target, locating a food source, or evading a predator (see, e.g., [6], [82], [83]). This scenario is also common in machine learning problems [31], [32], [84]–[87] when data samples at the various agents are generated by a common distribution parameterized by some vector, \( w^0 \). One such situation is illustrated in the next example.

**Example IV.1 (Mean-square-error (MSE) networks).** Consider the same setting of Example II.3 except that we now have \( N \) agents observing streaming data \( \{ d_k(i), u_{k,i} \} \) that satisfy the regression model (13a) with regression covariance matrices \( R_{u,k} = E u_{k,i}^T u_{k,i} > 0 \) and with the same unknown \( w^o \), i.e.,

\[
d_k(i) = u_{k,i} w^o + v_k(i) \tag{74a}
\]

The individual mean-square-error costs are defined by

\[
J_k(w) = E (d_k(i) - u_{k,i} w)^2 \tag{74b}
\]

and are strongly convex in this case, with the minimizer of each \( J_k(w) \) occurring at

\[
w_k^o = R_{u,k}^{-1} r_{du,k}, \quad k = 1, 2, \ldots, N \tag{74c}
\]

If we multiply both sides of (74a) by \( u_{k,i}^T \) from the left, and take expectations, we find that \( w^o \) satisfies

\[
r_{du,k} = R_{u,k} w^o \tag{75}
\]

This relation shows that the unknown \( w^o \) from (74a) satisfies the same expression as \( w_k^o \) in (74c), for any \( k = 1, 2, \ldots, N \), so that we must have \( w^o = w_k^o \). Therefore, this example amounts to a situation where all costs \( \{ J_k(w) \} \) attain their minima at the same location, \( w^o \).

We shall use the network model of this example to illustrate other results in the chapter. For ease of reference, we shall refer to strongly-connected networks with agents receiving data according to model (74a) and seeking to estimate \( w^o \) by adopting the mean-square-error costs \( J_k(w) \) defined above, as *mean-square-error (MSE) networks*. We assume for these networks that the measurement noise process \( v_k(i) \) is temporally white and independent over space so that

\[
E v_k(i) v_j(j) = \sigma^2_{v,k} \delta_{k,l} \delta_{i,j} \tag{76}
\]

in terms of the Kronecker delta \( \delta_{k,l} \). Likewise, we assume that the regression data \( u_{k,i} \) is temporally white and independent over space so that

\[
E u_{k,i}^T u_{j,j} = R_{u,k} \delta_{k,l} \delta_{i,j} \tag{77}
\]

Moreover, the measurement noise \( v_k(i) \) and the regression data \( u_{i,j} \) are independent of each other for all \( k, l, i, j \). These statistical conditions help facilitate the analysis of such networks.

In the next subsections we list *synchronous* distributed algorithms of the consensus and diffusion types for the optimization of \( J^{\text{glob}}(w) \). We only list the algorithms here; for motivation and justifications, the reader may refer to the treatments in [1], [5]. Moreover, Sec. V.D of [1] provides commentary on several other related works in the literature, in addition to the history and evolution of the consensus and diffusion strategies.

**C. Synchronous Consensus Strategy**

Let \( w_{k,i} \) denote the iterate that is available at agent \( k \) at iteration \( i \); this iterate serves as the estimate for \( w^o \). The consensus iteration at each agent \( k \) is described by the following construction (see, e.g., [11], [15], [36], [69], [71], [77]):

\[
w_{k,i} = \sum_{\ell \in N_k} a_{\ell k} w_{\ell,i-1} - \mu_k \nabla_{w^o} J_k(w_{k,i-1}) \tag{78}
\]
where the $\{\mu_k\}$ are individual step-size parameters, and where the combination coefficients $\{a_{\ell k}\}$ that appear in (78) are nonnegative scalars that are required to satisfy the following conditions for each agent $k = 1, 2, \ldots, N$:

$$a_{\ell k} \geq 0, \quad \sum_{\ell=1}^{N} a_{\ell k} = 1, \quad a_{\ell k} = 0 \text{ if } \ell \notin N_k$$  \hfill (79a)

Condition (79a) implies that the combination matrix $A = [a_{\ell k}]$ satisfies

$$A^T \mathbb{1} = \mathbb{1}$$  \hfill (79b)

where $\mathbb{1}$ denotes the vector with all entries equal to one. We say that $A$ is left-stochastic. One useful property of left-stochastic matrices is that their spectral radius is equal to one [7], [81], [88]–[90]:

$$\rho(A) = 1$$  \hfill (79c)

An equivalent representation that is useful for later analysis is to rewrite the consensus iteration (78) as shown in the following listing, where the intermediate iterate that results from the neighborhood combination is denoted by $\psi_{k,i-1}$. Observe that the gradient vector in the consensus implementation (80) is evaluated at $w_{k,i-1}$ and not $\psi_{k,i-1}$.

**Consensus strategy for distributed adaptation**

for each time instant $i \geq 0$:

- each agent $k = 1, 2, \ldots, N$ performs the update:

$$\begin{cases} 
\psi_{k,i-1} = \sum_{\ell \in N_k} a_{\ell k} w_{\ell,i-1} \\
w_{k,i} = \psi_{k,i-1} - \mu_k \nabla w^T J_k (w_{k,i-1}) 
\end{cases}$$  \hfill (80)

We remark that one way to motivate the consensus update (78) is to start from the non-cooperative step (68a) and replace the first iterate $w_{k,i-1}$ by the convex combination used in (78).

**Example IV.2 (Consensus LMS networks).** For the MSE network of Example IV.1, the consensus strategy reduces to:

$$\begin{cases} 
\psi_{k,i-1} = \sum_{\ell \in N_k} a_{\ell k} w_{\ell,i-1} \\
w_{k,i} = \psi_{k,i-1} + 2\mu_k u^T_k(d_k(i) - u_{k,i}w_{k,i-1}) 
\end{cases}$$  \hfill (81)

**D. Synchronous Diffusion Strategies**

There is an inherent asymmetry in the consensus construction. Observe from the computation of $w_{k,i}$ in (80) that the update starts from $\psi_{k,i-1}$ and corrects it by the approximate gradient vector evaluated at $w_{k,i-1}$ (and not at $\psi_{k,i-1}$). This asymmetry will be shown later, e.g., in Example VII.4, to be problematic when the consensus strategy is used for adaptation and learning over networks. This is because the asymmetry can cause an unstable growth in the state of the network [80] — see also the explanations in [1] and [5][Sec. 10.6]. Diffusion strategies remove the asymmetry problem.

**Combine-then-Adapt (CTA) Diffusion.** In the CTA formulation of the diffusion strategy, the same iterate $\psi_{k,i-1}$ is used to compute $w_{k,i}$, thus leading to description (82a) where the gradient vector is evaluated at $\psi_{k,i-1}$ as well. The reason for the name “Combine-then-Adapt” is that the first step in (82a) involves a combination step, while the second step involves an adaptation step. The reason for the qualification “diffusion” is that the use of $\psi_{k,i-1}$ to evaluate the gradient vector allows information to diffuse more thoroughly through the network. This is because information is not only being diffused through the aggregation of the neighborhood iterates, but also through the evaluation of the gradient vector at the aggregate state value.
Diffusion strategy for distributed adaptation (CTA)

for each time instant \( i \geq 0 \):

each agent \( k = 1, 2, \ldots, N \) performs the update:

\[
\begin{align*}
\psi_{k,i-1}^{(\ell)} &= \sum_{\ell \in N_k} a_{\ell k} w_{\ell,i-1} \\
w_{k,i} &= \psi_{k,i-1}^{(\ell)} - \mu_k \nabla_{\psi_{k,i-1}^{(\ell)}} J_k \left( \psi_{k,i-1}^{(\ell)} \right)
\end{align*}
\]  

(82a)

end

Adapt-then-Combine (ATC) Diffusion. A similar implementation can be obtained by switching the order of the combination and adaptation steps in (82a), as shown in the listing (82b). The structure of the CTA and ATC strategies are fundamentally identical: the difference lies in which variable we choose to correspond to the updated iterate \( \psi_{k,i} \). In ATC, we choose the result of the combination step to be \( \psi_{k,i} \), whereas in CTA we choose the result of the adaptation step to be \( \psi_{k,i} \).

Diffusion strategy for distributed adaptation (ATC)

for each time instant \( i \geq 0 \):

each agent \( k = 1, 2, \ldots, N \) performs the update:

\[
\begin{align*}
\psi_{k,i} &= w_{k,i-1} - \mu_k \nabla_{w_{k,i-1}} J_k (w_{k,i-1}) \\
w_{k,i} &= \sum_{\ell \in N_k} a_{\ell k} \psi_{\ell,i}
\end{align*}
\]  

(82b)

end

One main motivation for the introduction of the diffusion strategies (82a) and (82b) is the fact that they enable single time-scale distributed learning from streaming data under constant step-size adaptation and in a stable manner [2], [65], [78], [79] and [91]–[95] — see also [5][Chs. 9–11]; the diffusion strategies further allow \( A \) to be left-stochastic, which permit larger modes of cooperation than doubly-stochastic policies. The CTA diffusion strategy (83a) was first introduced for mean-square-error estimation problems in [78], [91]–[93]. The ATC diffusion structure (83b), with adaptation preceding combination, appeared in the work [96] on adaptive distributed least-squares schemes and also in the works [79], [95], [97], [98] on distributed mean-square-error and state-space estimation methods. The CTA structure (82a) with an iteration dependent step-size that decays to zero, \( \mu(i) \to 0 \), was employed in [13], [99], [100] to solve distributed optimization problems that require all agents to reach agreement. The ATC form (82b), also with an iteration dependent sequence \( \mu(i) \) that decays to zero, was employed in [101], [102] to ensure almost-sure convergence and agreement among agents.

Example IV.3 (Diffusion LMS networks). For the MSE network of Example IV.1, the ATC and CTA diffusion strategies reduce to:

\[
\begin{align*}
\psi_{k,i-1} &= \sum_{\ell \in N_k} a_{\ell k} w_{\ell,i-1} \quad \text{(CTA diffusion)} \\
w_{k,i} &= \psi_{k,i-1} + 2\mu_k u_{k,i}^T [d_k(i) - u_k w_{k,i-1}] \\
\psi_{k,i} &= w_{k,i-1} + 2\mu_k u_{k,i}^T [d_k(i) - u_k w_{k,i-1}] \\
w_{k,i} &= \sum_{\ell \in N_k} a_{\ell k} \psi_{\ell,i} \quad \text{(ATC diffusion)}
\end{align*}
\]  

(83a)

and

(83b)

Example IV.4 (Diffusion logistic regression). We revisit the pattern classification problem from Example II.2, where we consider a collection of \( N \) networked agents cooperating with each other to solve the logistic regression problem. Each agent receives streaming data \( \{\gamma_k(i), h_{k,i}\} \), where the variable \( \gamma_k(i) \) assumes the values \( \pm 1 \) and designates the class that the feature vector \( h_{k,i} \) belongs to. The objective is to use the training data to determine the vector \( w^o \) that minimizes the cost

\[
J_k(w) = \frac{1}{2} \|w\|^2 + E \left\{ \ln \left[ 1 + e^{-\gamma_k(i)h_{k,i}^T w} \right] \right\}
\]  

(84)
under the assumption of joint wide-sense stationarity over the random data. It is straightforward to verify that the ATC diffusion strategy (82b) reduces to the following form in this case:

\[
\begin{align*}
\psi_{k,i} &= (1 - \rho \mu_k) w_{k,i-1} + \mu_k \left( \frac{\gamma_k(i)}{1 + e^{\gamma_k(i)}h_k h_{k,i}} \right) h_{k,i} \\
w_{k,i} &= \sum_{\ell \in N_k} a_{\ell k} \psi_{\ell,i}
\end{align*}
\] (85)

\[\diamondsuit\]

V. ASYNCHRONOUS MULTI-AGENT ADAPTATION AND LEARNING

There are various ways by which asynchronous events can be introduced into the operation of a distributed strategy. Without loss in generality, we illustrate the model for asynchronous operation by describing it for the ATC diffusion strategy (82b); similar constructions apply to CTA diffusion (82a) and consensus (80).

A. Asynchronous Model

In a first instance, we model the step-size parameters as random variables and replace (82b) by:

\[
\begin{align*}
\psi_{k,i} &= w_{k,i-1} - \mu_k(i) \nabla w^T J_k(w_{k,i-1}) \\
w_{k,i} &= \sum_{\ell \in N_k} a_{\ell k} \psi_{\ell,i}
\end{align*}
\] (86)

In this model, the neighborhoods and the network topology remain fixed and only the \(\mu_k(i)\) assume random values. The step-sizes can vary across the agents and, therefore, their means and variances become agent-dependent. Moreover, the step-sizes across agents can be correlated with each other. We therefore denote the first and second-order moments of the step-size parameters by:

\[
\begin{align*}
\bar{\mu}_k &\triangleq \mathbb{E} \mu_k(i) \\
\sigma^2_{\mu,k} &\triangleq \mathbb{E} (\mu_k(i) - \bar{\mu}_k)^2 \\
c_{\mu,k\ell} &\triangleq \mathbb{E} (\mu_k(i) - \bar{\mu}_k)(\mu_\ell(i) - \bar{\mu}_\ell)
\end{align*}
\] (87a, b, c)

When \(\ell = k\), the scalar \(c_{\mu,kk}\) coincides with the variance of \(\mu_k(i)\), i.e., \(c_{\mu,kk} = \sigma^2_{\mu,k} \geq 0\). On the other hand, if the step-sizes across the agents happen to be uncorrelated, then \(c_{\mu,k\ell} = 0\) for \(k \neq \ell\).

More broadly, we can allow for random variations in the neighborhoods (and, hence, in the network structure), and random variations in the combination coefficients as well. We capture this more general asynchronous implementation by writing:

\[
\begin{align*}
\psi_{k,i} &= w_{k,i-1} - \mu_k(i) \nabla w^T J_k(w_{k,i-1}) \\
w_{k,i} &= \sum_{\ell \in N_{k,i}} a_{\ell k}(i) \psi_{\ell,i}
\end{align*}
\] (88)

where the combination coefficients \(\{a_{\ell k}(i)\}\) are now random and, moreover, the symbol \(N_{k,i}\) denotes the randomly-changing neighborhood of agent \(k\) at time \(i\). These neighborhoods become random because the random variations in the combination coefficients can turn links on and off depending on the values of the \(\{a_{\ell k}(i)\}\). We continue to require the combination coefficients \(\{a_{\ell k}(i)\}\) to satisfy the same structural constraint as given before by (79a), i.e.,

\[
\sum_{\ell \in N_{k,i}} a_{\ell k}(i) = 1, \quad \text{and} \quad \begin{cases} 
\quad a_{\ell k}(i) > 0, & \text{if } \ell \in N_{k,i} \\
\quad a_{\ell k}(i) = 0, & \text{otherwise}
\end{cases}
\] (89)
Since these coefficients are now random, we denote their first and second-order moments by:

\[
\bar{a}_{\ell k} \triangleq \mathbb{E} \{ a_{\ell k}(i) \} \tag{90a}
\]

\[
\sigma^2_{a,\ell k} \triangleq \mathbb{E} \{ (a_{\ell k}(i) - \bar{a}_{\ell k})^2 \} \tag{90b}
\]

\[
c_{a,\ell k,nm} \triangleq \mathbb{E} \{ (a_{\ell k}(i) - \bar{a}_{\ell k}) (a_{nm}(i) - \bar{a}_{nm}) \} \tag{90c}
\]

When \( \ell = n \) and \( k = m \), the scalar \( c_{a,\ell k,nm} \) coincides with the variance of \( a_{\ell k}(i) \), i.e., \( c_{a,\ell k,nm} = \sigma^2_{a,\ell k} \geq 0 \).

**Example V.1 (Asynchronous diffusion LMS networks).** For the MSE network of Example IV.1, the ATC diffusion strategy (86) with random update reduces to

\[
\left\{ \begin{array}{l}
\psi_{k,i} = w_{k,i-1} + 2 \mu_k(i) u_{k,i}^T [d_k(i) - u_{k,i} w_{k,i-1}] \\
w_{k,i} = \sum_{\ell \in \mathcal{N}_k} a_{\ell k} \psi_{\ell,i} \quad \text{(diffusion with random updates)}
\end{array} \right. \tag{91a}
\]

whereas the asynchronous ATC diffusion strategy (88) reduces to:

\[
\left\{ \begin{array}{l}
\psi_{k,i} = w_{k,i-1} + 2 \mu_k(i) u_{k,i}^T [d_k(i) - u_{k,i} w_{k,i-1}] \\
w_{k,i} = \sum_{\ell \in \mathcal{N}_k} a_{\ell k}(i) \psi_{\ell,i} \quad \text{(asynchronous diffusion)}
\end{array} \right. \tag{91b}
\]

We can view implementation (91a) as a special case of the asynchronous update (91b) when the variances of the random combination coefficients \( \{a_{\ell k}(i)\} \) are set to zero.

**Example V.2 (Asynchronous consensus LMS networks).** Similarly, for the same MSE network of Example IV.1, the asynchronous consensus strategy is given by

\[
\left\{ \begin{array}{l}
\psi_{k,i-1} = \sum_{\ell \in \mathcal{N}_{k,i}} a_{\ell k}(i) w_{\ell,i-1} \\
w_{k,i} = \psi_{k,i-1} + 2 \mu_k(i) u_{k,i}^T [d_k(i) - u_{k,i} w_{k,i-1}] 
\end{array} \right. \quad \text{(92)}
\]

\[\checkmark\]

**B. Mean Graph**

We refer to the topology that corresponds to the average combination coefficients \( \{\bar{a}_{\ell k}\} \) as the mean graph, which is fixed over time. For each agent \( k \), the neighborhood defined by the mean graph is denoted by \( \mathcal{N}_k \). It is straightforward to verify that the mean combination coefficients \( \bar{a}_{\ell k} \) satisfy the following constraints over the mean graph (compare with (79a) and (89)):

\[
\sum_{\ell \in \mathcal{N}_k} \bar{a}_{\ell k} = 1, \quad \text{and} \quad \begin{cases} 
\bar{a}_{\ell k} > 0, & \text{if } \ell \in \mathcal{N}_k \\
\bar{a}_{\ell k} = 0, & \text{otherwise}
\end{cases} \tag{93}
\]

One example of a random network with two equally probable realizations and its mean graph is shown in Fig. 6 [2]. The letter \( \omega \) is used to index the sample space of the random matrix \( A_i \).

There is one useful result that relates the random neighborhoods \( \{\mathcal{N}_{k,i}\} \) from (88) to the neighborhoods \( \{\mathcal{N}_k\} \) from the mean graph. It is not difficult to verify that \( \mathcal{N}_k \) is equal to the union of all possible realizations for the random neighborhoods \( \mathcal{N}_{k,i} \); this property is already illustrated by the example of Fig. 6:

\[
\mathcal{N}_k = \bigcup_{\omega \in \Omega} \mathcal{N}_{k,i}(\omega) \tag{94}
\]

for any \( k \), where \( \Omega \) denotes the sample space for \( \mathcal{N}_{k,i} \).

**C. Random Combination Policy**

The first and second-order moments of the combination coefficients will play an important role in characterizing the stability and mean-square-error performance of the asynchronous network (88). We collect these moments in
matrix form as follows. We first group the combination coefficients into a matrix:

\[
\mathbf{A}_i \triangleq \left[ \alpha_{\ell k}(i) \right]_{\ell,k=1}^{N} \quad (N \times N)
\]

The sequence \( \{ \mathbf{A}_i, i \geq 0 \} \) represents a stochastic process consisting of left-stochastic random matrices whose entries satisfy the conditions in (89) at every time \( i \). We subsequently introduce the mean and Kronecker-covariance matrix of \( \mathbf{A}_i \) and assume these quantities are constant over time; we denote them by the \( N \times N \) matrix \( \bar{\mathbf{A}} \) and the \( N^2 \times N^2 \) matrix \( \mathbf{C}_A \), respectively:

\[
\bar{\mathbf{A}} \triangleq \mathbb{E} \mathbf{A}_i = \left[ \bar{a}_{\ell k} \right]_{\ell,k=1}^{N} \quad (N \times N)
\]

\[
\mathbf{C}_A \triangleq \mathbb{E} \left[ (\mathbf{A}_i - \bar{\mathbf{A}}) \otimes (\mathbf{A}_i - \bar{\mathbf{A}}) \right] \quad (N^2 \times N^2)
\]

The matrix \( \mathbf{C}_A \) is not a conventional covariance matrix and is not necessarily Hermitian. The reason for its introduction is because it captures the correlations of each entry of \( \mathbf{A}_i \) with all other entries in \( \mathbf{A}_i \). For example, for a network with \( N = 2 \) agents, the entries of \( \bar{\mathbf{A}} \) and \( \mathbf{C}_A \) will be given by:

\[
\bar{\mathbf{A}} = \begin{bmatrix}
\bar{a}_{11} & \bar{a}_{12} \\
\bar{a}_{21} & \bar{a}_{22}
\end{bmatrix}
\]

\[
\mathbf{C}_A = \begin{bmatrix}
\mathbf{c}_{11,11} & \mathbf{c}_{11,12} & \mathbf{c}_{11,21} & \mathbf{c}_{11,22} \\
\mathbf{c}_{12,11} & \mathbf{c}_{12,12} & \mathbf{c}_{12,21} & \mathbf{c}_{12,22} \\
\mathbf{c}_{21,11} & \mathbf{c}_{21,12} & \mathbf{c}_{21,21} & \mathbf{c}_{21,22} \\
\mathbf{c}_{22,11} & \mathbf{c}_{22,12} & \mathbf{c}_{22,21} & \mathbf{c}_{22,22}
\end{bmatrix}
\]

We thus see that the \( (\ell, k) \)-th block of \( \mathbf{C}_A \) contains the covariance coefficients of \( \alpha_{\ell k} \) with all other entries of \( \mathbf{A}_i \). One useful property of the matrices \( \{ \bar{\mathbf{A}}, \mathbf{C}_A \} \) so defined is that their elements are nonnegative and the following matrices are left-stochastic:

\[
(\bar{\mathbf{A}})^T \mathbb{1}_N = \mathbb{1}_N, \quad (\bar{\mathbf{A}} \otimes \bar{\mathbf{A}} + \mathbf{C}_A)^T \mathbb{1}_{N^2} = \mathbb{1}_{N^2}
\]
Assumption V.1 (Asynchronous network model). It is assumed that the random processes \( \{\mu_k(i), a_{\ell m}(j)\} \) are independent of each other for all \( k, \ell, m, i, \) and \( j \). They are also independent of any other random variable in the learning algorithm.

The asynchronous network model described in this section covers many situations of practical interest. For example, we can choose the sample space for each step-size \( \mu_k(i) \) to be the binary choice \( \{0, \mu\} \) to model random “on-off” behavior at each agent \( k \) for the purpose of saving power, waiting for data, or even due to random agent failures. Similarly, we can choose the sample space for each combination coefficient \( a_{\ell k}(i), \ell \in \mathcal{N}_k \setminus \{k\} \), to be \( \{0, a_{\ell k}\} \) to model a random “on-off” status for the link from agent \( \ell \) to agent \( k \) at time \( i \) for the purpose of either saving communication cost or due to random link failures. Note that the convex constraint (89) can always be satisfied by adjusting the value of \( a_{kk}(i) \) according to the realizations of \( \{a_{\ell k}(i); \ell \in \mathcal{N}_k, i \} \).

Example V.3 (The spatially-uncorrelated model). A useful special case of the asynchronous network model of this section is the spatially-uncorrelated model. In this case, at each iteration \( i \), the random step-sizes \( \{\mu_k(i); k = 1, 2, \ldots, N\} \) are uncorrelated with each other across the network, and the random combination coefficients \( \{a_{\ell k}(i); \ell \neq k, k = 1, 2, \ldots, N\} \) are also uncorrelated with each other across the network. Then, it can be verified that the covariances \( \{c_{\ell m}(i)\} \) in (87c) and \( \{c_{a,\ell m}(i)\} \) in (90c) will be fully determined by the variances \( \{\sigma_{\mu,k}^2, \sigma_{a,\ell k}^2\} \):

\[
\begin{align*}
c_{\mu,kk} &= \sigma_{\mu,k}^2, & c_{\mu,k\ell} &= 0, \ k \neq \ell \\
c_{a,\ell m} &= \begin{cases} 
\sigma_{a,\ell k}^2, & \text{if } k = m, \ell = n, \ell \in \mathcal{N}_k \setminus \{k\} \\
-\sigma_{a,\ell k}^2, & \text{if } k = m, n \in \mathcal{N}_k \setminus \{k\} \\
-\sigma_{a,\ell k}^2, & \text{if } k = m = \ell, n \in \mathcal{N}_k \setminus \{k\} \\
\sum_{j \in \mathcal{N}_k \setminus \{k\}} \sigma_{a,jk}^2, & \text{if } k = m = \ell = n \\
0, & \text{otherwise}
\end{cases}
\end{align*}
\] (99a,b)

D. Perron Vectors

Now that we introduced the network model, we can move on to examine the effect of network cooperation on performance. Some interesting patterns of behavior arise when agents cooperate to solve a global optimization problem in a distributed manner from streaming data [1], [5]. For example, one interesting result established in [2], [3], [42], [65], [103] is that the effect of the network topology on performance is captured by the Perron vector of the combination policy. This vector turns out to summarize the influence of the topology on performance so much so that different topologies with similar Perron vectors will end up delivering similar performance. We explained the role of Perron vectors in the context of synchronous adaptation and learning in [1], [5]. Here we focus on asynchronous networks. In this case, two Perron vectors will be needed since the randomness in the combination policy is now represented by two moment matrices, \( \bar{A} \) and \( \bar{C}_A \). In the synchronous case, only one Perron vector was necessary since the combination policy was fixed and described by a matrix \( A \). Although we are focusing on the asynchronous case in the sequel, we will be able to recover results for synchronous networks as special cases.

Let us first recall the definition of Perron vectors for synchronous networks, say, of the form described by (82b) with combination policy \( A \). We assume the network is strongly-connected. In this case, the left-stochastic matrix \( A \) will be primitive. For such primitive matrices, it follows from the Perron-Frobenius Theorem [81] that: (a) the matrix \( A \) will have a single eigenvalue at one; (b) all other eigenvalues of \( A \) will be strictly inside the unit circle so that \( \rho(A) = 1 \); and (c) with proper sign scaling, all entries of the right-eigenvector of \( A \) corresponding to the single eigenvalue at one will be positive. Let \( p \) denote this right-eigenvector with its entries \( \{p_k\} \) normalized to add up to one, i.e.,

\[
Ap = p, \quad 1^T p = 1, \quad p_k > 0, \ k = 1, 2, \ldots, N
\] (100)

We refer to \( p \) as the Perron eigenvector of \( A \). It was explained in [1], [5] how the entries of this vector determine the mean-square-error performance and convergence rate of the network; these results will be revisited further ahead when we recover them as special cases of the asynchronous results.
On the other hand, for an asynchronous implementation, the individual realizations of the random combination matrix \( A_i \) in (88) need not be primitive. In this context, we will require a form of primitiveness to hold on average as follows.

**Definition V.1 (Strongly-connected asynchronous model).** We say that an asynchronous model with random combination coefficients \( \{a_{\ell k}(i)\} \) is strongly-connected if the Kronecker-covariance matrix given by \( \tilde{A} \otimes \tilde{A} + C_A \) is primitive.

Observe that if we set \( \tilde{A} = A \) and \( C_A = 0 \), then we recover the condition for strong-connectedness in the synchronous case, namely, that \( A \) should be primitive.

Definition V.1 means that the directed graph (digraph) associated with the matrix \( \tilde{A} \otimes \tilde{A} + C_A \) is strongly-connected (e.g., [89, pp. 30,34] and [5]). It is straightforward to check from the definition of \( C_A \) in (96b) that

\[
\tilde{A} \otimes \tilde{A} + C_A = \mathbb{E}(A_i \otimes A_i) \tag{101}
\]

so that the digraph associated with \( \tilde{A} \otimes \tilde{A} + C_A \) is the union of all possible digraphs associated with the realizations of \( A_i \otimes A_i \) [104, p. 29]. Therefore, as explained in [2]–[4], definition V.1 amounts to an assumption that the union of all possible digraphs associated with the realizations of \( A_i \otimes A_i \) is strongly-connected. As illustrated in Fig. 7, this condition still allows individual digraphs associated with realizations of \( A_i \) to be weakly-connected with or without self-loops or even to be disconnected [3].

Fig. 7. The combination policy \( A_i \) has two equally probable realizations in this example, denoted by \( \{A_i(\omega_1), A_i(\omega_2)\} \). Observe that neither of the digraphs \( A_i(\omega_1) \otimes A_i(\omega_1) \) or \( A_i(\omega_2) \otimes A_i(\omega_2) \) is strongly-connected due to the existence of the source and sink nodes. However, the digraph associated with \( \mathbb{E}(A_i \otimes A_i) \), which is the union of the first two digraphs, is strongly-connected, where information can flow in any direction through the network. This is a modified version of Fig. 7 from [3]; extracted with permission.

It follows from property (98) and Definition V.1, the matrix \( \tilde{A} \otimes \tilde{A} + C_A \) is left-stochastic and primitive. It can be verified that mean matrix \( \bar{A} \) is also primitive if \( \tilde{A} \otimes \tilde{A} + C_A \) is primitive (although the converse is not true). Therefore, the matrix \( \bar{A} \) is both left-stochastic and primitive. We denote the Perron eigenvector of \( \tilde{A} \otimes \tilde{A} + C_A \) by \( p_c \in \mathbb{R}^{N^2 \times 1} \), which satisfies:

\[
(\bar{A} \otimes \bar{A} + C_A)p_c = p_c, \quad p_c^T 1 = 1 \tag{102a}
\]
Likewise, we denote the Perron eigenvector of $\bar{A}$ by $\bar{p} \in \mathbb{R}^{N \times 1}$, which satisfies:

$$\bar{A}\bar{p} = \bar{p}, \quad \bar{p}^T \mathbb{1} = 1$$  (102b)

Observe that if we set $C_A = 0$ and $\bar{A} = A$, then we recover the synchronous case information, namely, $\bar{p} = p$ and $p_c = p \otimes p$.

The entries of the Perron vectors $\{p_c, \bar{p}\}$ are related to each other, as illustrated by the following explanation (proofs appear in [3][App. VII]). Since the vector $p_c$ is of dimension $N^2 \times 1$, we partition it into $N$ sub-vectors of dimension $N \times 1$ each:

$$p_c \triangleq \text{col}\{p_1, p_2, \ldots, p_N\}$$  (103a)

where $p_k$ denotes the $k$-th sub-vector. We construct an $N \times N$ matrix $P_c$ from these sub-vectors:

$$P_c \triangleq \begin{bmatrix} p_1 & p_2 & \cdots & p_N \end{bmatrix} = [p_{c,\ell k}]_{k,\ell=1}^N$$  (103b)

We use $p_{c,k}$ to denote the $(\ell, k)$-th element of matrix $P_c$, which is equal to the $\ell$-th element of $p_k$. It can be verified that the matrix $P_c$ in (103b) is symmetric positive semi-definite and it satisfies

$$P_c \mathbb{1} = \bar{p}, \quad P_c^T = P_c, \quad P_c \geq 0$$  (103c)

where $\bar{p}$ is the Perron eigenvector in (102b). We can further establish the following useful relations:

$$p_{c,\ell k} = p_{c,k\ell}, \quad \sum_{k=1}^N p_{c,\ell k} = \bar{p}_\ell, \quad \sum_{\ell=1}^N p_{c,\ell k} = \bar{p}_k$$  (103d)

We can also verify that the matrix difference

$$C_c \triangleq P_c - \bar{p}\bar{p}^T, \quad C_c^T = C_c, \quad C_c \geq 0$$  (103e)

is symmetric, positive semi-definite, and satisfies $C_c \mathbb{1} = 0$. Moreover, it is straightforward to verify that

$$c_{c,kk} = p_{c,kk} - \bar{p}_k^2 \geq 0$$  (104)

where $c_{c,kk}$ denotes the $(k, k)$-th entry in $C_c$.

VI. ASYNCHRONOUS NETWORK PERFORMANCE

We now comment on the performance of asynchronous networks and compare their metrics against both non-cooperative and centralized strategies.

A. MSD Performance

We denote the MSD performance of the individual agents and the average MSD performance across the network by:

$$\text{MSD}_{\text{dist},k} \triangleq \lim_{i \to \infty} \mathbb{E} \left\| \tilde{w}_{k,i} \right\|^2$$  (105a)

$$\text{MSD}_{\text{dist},av} \triangleq \frac{1}{N} \sum_{k=1}^N \text{MSD}_{\text{dist},k}$$  (105b)

where the error vectors are measured relative to the global optimizer, $w^o$. We further denote the gradient noise process at the individual agents by

$$s_{k,i}(w) \triangleq \nabla_{w^T} J_k(w) - \nabla_{w^T} J_k(w)$$  (106a)
and define

\[ H_k \triangleq \nabla_{u_k} J_k(u^o) \]  
\[ R_{s,k} \triangleq \lim_{i \to \infty} \mathbb{E} \left[ s_{k,i}(u^o)s_{k,i}^\top(u^o) \mid \mathcal{F}_{i-1} \right] \]

where \( \mathcal{F}_{i-1} \) now represents the collection of all random events generated by the iterates across all agents, \( \{w_{k,j}, k = 1, 2, \ldots, N\} \), up to time \( i - 1 \):

\[ \mathcal{F}_{i-1} \triangleq \text{filtration}\{w_{k,-1}, w_{k,0}, w_{k,1}, \ldots, w_{k,i-1}, \text{ all } k\} \]

It is stated later in (149a), under some assumptions on the gradient noise processes (106a), that for strongly-connected asynchronous diffusion networks of the form (86), and for sufficiently small step-sizes \( \mu_x \) [3], [5]:

\[
\text{MSD}_{\text{dist,}k}^{\text{asyn}} \approx \text{MSD}_{\text{dist,}av}^{\text{asyn}} \approx \frac{1}{2} \text{Tr} \left[ \left( \sum_{k=1}^{N} \bar{\mu}_k p_k H_k \right)^{-1} \left( \sum_{k=1}^{N} \bar{\mu}_k^2 \sigma_{\mu,k}^2 p_{c,kk} R_{s,k} \right) \right] 
\]

The same result holds for asynchronous consensus and CTA diffusion strategies. Observe from (107) the interesting conclusion that the distributed strategy is able to equalize the MSD performance across all agents for sufficiently small step-sizes. It is also instructive to compare expression (149a) with (63) and (67) in the centralized case. Observe how cooperation among agents leads to the appearance of the scaling coefficients \( \{\bar{\mu}_k, p_{c,kk}\} \); these factors are determined by \( \bar{A} \) and \( C_A \).

Note further that if we set \( \bar{\mu}_k = \mu \), \( \sigma_{\mu,k}^2 = 0 \), \( \bar{p}_k = p_k \) and \( p_{c,kk} = p_k^2 \), then we recover the MSD expression for synchronous distributed strategies:

\[
\text{MSD}_{\text{dist,}k}^{\text{sync}} \approx \text{MSD}_{\text{dist,}av}^{\text{sync}} \approx \frac{1}{2} \text{Tr} \left[ \left( \sum_{k=1}^{N} \mu_k p_k H_k \right)^{-1} \left( \sum_{k=1}^{N} \mu_k^2 \sigma_{\mu,k}^2 p_{c,kk} R_{s,k} \right) \right] 
\]

This result agrees with expression (62) from [1].

**Example VI.1 (MSE networks with random updates).** We continue with the setting of Example IV.1, which deals with MSE networks. We assume the first and second-order moments of the random step-sizes are uniform, i.e., \( \bar{\mu}_k = \bar{\mu} \) and \( c_{\mu,kk} = \bar{\sigma}_{\mu}^2 \), and also assume uniform regression covariances matrices, i.e., \( R_{u,k} = R_u \) for \( k = 1, 2, \ldots, N \). It follows that \( H_k = 2R_u = \bar{H} \) and \( R_{s,k} = 4\sigma_{\mu,k}^2 R_u \). Substituting into (149a), and assuming a fixed topology with fixed combination coefficients set to \( \alpha_k \), we conclude that the MSD performance of the diffusion strategy (91a) with random updates is well approximated by:

\[
\text{MSD}_{\text{dist,}k}^{\text{asyn1}} \approx \text{MSD}_{\text{dist,}av}^{\text{asyn1}} \approx \mu_x M \left( \sum_{k=1}^{N} \frac{\mu_k^2}{p_k} \sigma_{\mu,k}^2 \right) 
\]

where

\[
\mu_x = \bar{\mu} + \frac{\sigma_{\mu}^2}{\bar{\mu}} 
\]

and \( p_k \) is the \( k \)-th entry of the Perron vector \( \mu \) defined by (100).

If the combination matrix \( A \) happens to be doubly stochastic, then its Perron eigenvector becomes \( p = 1/N \). Substituting \( p_k = 1/N \) into (109a) gives

\[
\text{MSD}_{\text{dist,}k}^{\text{asyn1}} \approx \text{MSD}_{\text{dist,}av}^{\text{asyn1}} \approx \mu_x M \left( \frac{1}{N} \sum_{k=1}^{N} \sigma_{\mu,k}^2 \right) 
\]

which agrees with the centralized performance (51b). In other words, the asynchronous diffusion strategy is able to match the performance of the centralized solution for doubly stochastic combination policies, when both implementations employ random updates. Since the centralized solution can improve the average MSD performance over non-cooperative networks, we further conclude that the diffusion strategy can also exceed the average performance of non-cooperative networks.

**Example VI.2 (Asynchronous MSE networks).** We continue with the setting of Example VI.1 except that we now employ
the asynchronous LMS diffusion network (91b). Its MSD performance is well approximated by:

\[
\text{MSD}_{\text{dist,k}}^{\text{async}} \approx \text{MSD}_{\text{dist,av}}^{\text{async}} \approx \mu_x M \left( \sum_{k=1}^{N} p_{c,k} \sigma^2_{v,k} \right) \tag{110a}
\]

If the mean combination matrix \( \bar{A} \) happens to be doubly stochastic, then its Perron eigenvector becomes \( \bar{p} = \frac{1}{N} \). Substituting \( p_k = 1/N \) into (109a), and using \( p_{c,kk} = \bar{p}_k^2 + c_{c,kk} \), where \( c_{c,kk} \) is from (103e), gives

\[
\text{MSD}_{\text{dist,k}}^{\text{async}} \approx \text{MSD}_{\text{dist,av}}^{\text{async}} \approx \frac{\mu_x M}{N} \left[ \frac{1}{N} \sum_{k=1}^{N} (1 + N^2 c_{c,kk}) \sigma^2_{v,k} \right] \tag{110b}
\]

It is clear that if \( c_{c,kk} = \sigma^2_{v,k} \), then the MSD performance in (110b) will agree with the centralized performance (55a). In other words, the distributed diffusion strategy is able to match the performance of the centralized solution.

\[\star\]

VII. NETWORK STABILITY AND PERFORMANCE

In this section, we examine more closely the performance and stability results that were alluded to in the earlier sections. We first examine the consensus and diffusion strategies in a unified manner, and subsequently focus on diffusion strategies due to their enhanced stability properties, as the ensuing discussion will reveal.

A. MSE Networks

We motivate the discussion by presenting first some illustrative examples with MSE networks, which involve quadratic costs. Following the examples, we extend the framework to more general costs.

Example VII.1 (Error dynamics over MSE networks). We consider the MSE network of Example IV.1, which involves quadratic costs with a common minimizer, \( w^\circ \). The update equations for the non-cooperative, consensus, and diffusion strategies are given by (68a), (81), and (83a)–(83b). We can group these strategies into a single unifying description by considering the following structure in terms of three sets of combination coefficients \( \{ a_{o,\ell k}(i), a_{1,\ell k}(i), a_{2,\ell k}(i) \} \):

\[
\begin{align*}
\phi_{k,i-1} &= \sum_{\ell \in \mathcal{N}_{k,i}} a_{1,\ell k}(i) w_{k,i-1} \\
\psi_{k,i} &= \sum_{\ell \in \mathcal{N}_{k,i}} a_{o,\ell k}(i) \phi_{k,i-1} + 2 \mu_k(i) u_k^T \left[ d_k(i) - u_k(i) \phi_{k,i-1} \right] \\
w_{k,i} &= \sum_{\ell \in \mathcal{N}_{k,i}} a_{2,\ell k}(i) \psi_{k,i}
\end{align*}
\tag{111}
\]

In (111), the quantities \( \{ \phi_{k,i-1}, \psi_{k,i} \} \) denote \( M \times 1 \) intermediate variables, while the nonnegative entries of the \( N \times N \) matrices \( A_{o,i} = [a_{o,\ell k}(i)] \), \( A_{1,i} = [a_{1,\ell k}(i)] \), and \( A_{2,i} = [a_{2,\ell k}(i)] \) are assumed to satisfy the same conditions (89). Any of the combination weights \( \{ a_{o,\ell k}(i), a_{1,\ell k}(i), a_{2,\ell k}(i) \} \) is zero whenever \( \ell \notin \mathcal{N}_{k,i} \). Different choices for \( \{ A_{o,i}, A_{1,i}, A_{2,i} \} \), including random and deterministic choices, correspond to different strategies, as the following examples reveal:

- non-cooperative: \( A_{1,i} = A_{o,i} = A_{2,i} = I_N \)
- consensus: \( A_{o,i} = A_i, A_{1,i} = I_N = A_{2,i} \)
- CTA diffusion: \( A_{1,i} = A_i, A_{2,i} = I_N = A_{o,i} \)
- ATC diffusion: \( A_{2,i} = A_i, A_{1,i} = I_N = A_{o,i} \)

where \( A_i \) denotes some generic combination policy satisfying (89). We associate with each agent \( k \) the following three errors:

\[
\begin{align*}
\bar{w}_{k,i} &\triangleq w^\circ - w_{k,i} \\
\bar{\psi}_{k,i} &\triangleq w^\circ - \psi_{k,i} \\
\bar{\phi}_{k,i-1} &\triangleq w^\circ - \phi_{k,i-1}
\end{align*}
\tag{113}
\]
which measure the deviations from the global minimizer, \( w^* \). Subtracting \( w^* \) from both sides of the equations in (111) we get

\[
\begin{align*}
\bar{\phi}_{k,i-1} &= \sum_{\ell \in \mathcal{N}_{k,i}} a_{1,\ell k}(i) \bar{w}_{\ell,i-1} \\
\bar{\psi}_{k,i} &= \sum_{\ell \in \mathcal{N}_{k,i}} a_{2,\ell k}(i) \bar{\phi}_{\ell,i-1} - 2\mu_k(i)u_{k,i}^T u_{k,i} \bar{\phi}_{k,i-1} - 2\mu_k(i)u_{k,i}^T v_k(i)
\end{align*}
\]  

(114a)

In a manner similar to (16a), the gradient noise process at each agent \( k \) is given by

\[
s_{k,i}(\phi_{k,i-1}) = 2(R_{u,k} - u_{k,i}^T u_{k,i}) \bar{\phi}_{k,i-1} - 2u_{k,i}^T v_k(i)
\]  

(114b)

In order to examine the evolution of the error dynamics across the network, we collect the error vectors from all agents into \( N \times 1 \) block error vectors (whose individual entries are of size \( M \times 1 \) each):

\[
\bar{w}_i \triangleq \begin{bmatrix}
\bar{w}_{1,i} \\
\bar{w}_{2,i} \\
\vdots \\
\bar{w}_{N,i}
\end{bmatrix}, \quad \bar{\psi}_i \triangleq \begin{bmatrix}
\bar{\psi}_{1,i} \\
\bar{\psi}_{2,i} \\
\vdots \\
\bar{\psi}_{N,i}
\end{bmatrix}, \quad \bar{\phi}_{i-1} \triangleq \begin{bmatrix}
\bar{\phi}_{1,i-1} \\
\bar{\phi}_{2,i-1} \\
\vdots \\
\bar{\phi}_{N,i-1}
\end{bmatrix}
\]  

(115a)

Motivated by the last term in the second equation in (114a), and by the gradient noise terms (114b), we also introduce the following \( N \times 1 \) column vectors whose entries are of size \( M \times 1 \) each:

\[
z_i \triangleq \begin{bmatrix}
2u_{1,i}^T v_1(i) \\
2u_{2,i}^T v_2(i) \\
\vdots \\
2u_{N,i}^T v_N(i)
\end{bmatrix}, \quad s_i \triangleq \begin{bmatrix}
s_{1,i}(\phi_{1,i-1}) \\
s_{2,i}(\phi_{2,i-1}) \\
\vdots \\
s_{N,i}(\phi_{N,i-1})
\end{bmatrix}
\]  

(115b)

We further introduce the Kronecker products

\[
\mathcal{A}_{o,i} \triangleq A_{o,i} \otimes I_M, \quad \mathcal{A}_{1,i} \triangleq A_{1,i} \otimes I_M, \quad \mathcal{A}_{2,i} \triangleq A_{2,i} \otimes I_M
\]  

(116a)

and the following \( N \times N \) block diagonal matrices, whose individual entries are of size \( M \times M \) each:

\[
\mathcal{M}_i \triangleq \text{diag}\{ \mu_1(i)I_M, \mu_2(i)I_M, \ldots, \mu_N(i)I_M \} \quad \text{(116b)}
\]

\[
\mathcal{R}_i \triangleq \text{diag}\{ 2u_{1,i}^T u_{1,i}, 2u_{2,i}^T u_{2,i}, \ldots, 2u_{N,i}^T u_{N,i} \} \quad \text{(116c)}
\]

From (114a) we can then easily conclude that the block network variables satisfy the recursions

\[
\begin{align*}
\bar{\phi}_{i-1} &= \mathcal{A}_{1,i}^T \bar{w}_{i-1} \\
\bar{\psi}_i &= (\mathcal{A}_{1,i}^T - \mathcal{M}_i \mathcal{R}_i) \bar{\phi}_{i-1} - \mathcal{M}_i z_i \\
\bar{w}_i &= \mathcal{A}_{2,i}^T \bar{\psi}_i
\end{align*}
\]  

(117a)

so that the network weight error vector, \( \bar{w}_i \), evolves according to:

\[
\bar{w}_i = \mathcal{A}_{2,i}^T (\mathcal{A}_{o,i}^T - \mathcal{M}_i \mathcal{R}_i) \bar{w}_{i-1} - \mathcal{A}_{2,i}^T \mathcal{M}_i z_i
\]  

(117b)

For comparison purposes, if each agent operates individually and uses the non-cooperative strategy (68a), then the weight error vector would instead evolve according to the following recursion:

\[
\bar{w}_i = (I_{MN} - \mathcal{M}_i \mathcal{R}_i) \bar{w}_{i-1} - \mathcal{M}_i z_i, \quad i \geq 0
\]  

(118)

where the matrices \( \{ \mathcal{A}_{o,i}, \mathcal{A}_{1,i}, \mathcal{A}_{2,i} \} \) do not appear any longer, and with a block diagonal coefficient matrix \( (I_{MN} - \mathcal{M}_i \mathcal{R}_i) \).

It is also straightforward to verify that recursion (117b) can be equivalently rewritten in the following form in terms of the gradient noise vector, \( s_i \), defined by (115b):

\[
\bar{w}_i = \mathcal{B}_i \bar{w}_{i-1} + \mathcal{A}_{2,i}^T \mathcal{M}_i s_i
\]  

(119a)
where
\[
\mathcal{B}_i \triangleq \mathcal{A}_{z,i}^T \left( \mathcal{A}_{o,i}^T \mathcal{M}_i \mathcal{R} \right) \mathcal{A}_{v,i}^T
\]  
\( (119b) \)
\[
\mathcal{R} \triangleq \mathbb{E} \mathcal{R}_i = \text{diag}\{2R_{u,1}, 2R_{u,2}, \ldots, 2R_{u,N}\}
\]  
\( (119c) \)

**Example VII.2 (Mean-error behavior).** We continue with the setting of Example VII.1. In mean-square-error analysis, we are interested in examining how the quantities \( \mathbb{E} \bar{w}_i \) and \( \mathbb{E} \| \bar{w}_i \|^2 \) evolve over time. If we refer back to the data model described in Example IV.1, where the regression data \( \{u_{k,i}\} \) were assumed to be temporally white and independent over space, then the stochastic matrix \( \mathcal{R}_i \) appearing in (117b)–(118) is seen to be statistically independent of \( \bar{w}_{i-1} \). We further assume that, in the unified formulation, the entries of the combination policies \( \{ \mathcal{A}_{o,i}, \mathcal{A}_{1,i}, \mathcal{A}_{2,i} \} \) are independent of each other (as well as over time) and of any other variable in the learning algorithm. Therefore, taking expectations of both sides of these recursions, and invoking the fact that \( u_{k,i} \) and \( v_{k}(i) \) are also independent of each other and have zero means (so that \( \mathbb{E} z_i = 0 \), we conclude that the mean-error vectors evolve according to the following recursions:

\[
\mathbb{E} \bar{w}_i = \bar{B} (\mathbb{E} \bar{w}_{i-1}) \quad \text{(distributed)}
\]  
\( (120a) \)
\[
\mathbb{E} \bar{w}_i = (I_{MN} - \bar{M} \mathcal{R}) (\mathbb{E} \bar{w}_{i-1}) \quad \text{(non-cooperative)}
\]  
\( (120b) \)

where
\[
\bar{B} \triangleq \mathbb{E} \mathcal{B}_i = \mathcal{A}_{v,i}^T (\mathcal{A}_{v,i}^T - \bar{M} \mathcal{R}) \mathcal{A}_{v,i}^T
\]  
\( (121a) \)
\[
\bar{M} = 2 \mathbb{E} \mathcal{M}_i = \text{diag}\{ \bar{u}_1I_M, \ldots, \bar{u}_NI_M \}
\]  
\( (121b) \)
\[
\bar{A}_o = \mathbb{E} \mathcal{A}_{o,i}
\]  
\( (121c) \)
\[
\bar{A}_1 = \mathbb{E} \mathcal{A}_{1,i,i}
\]  
\( (121d) \)
\[
\bar{A}_2 = \mathbb{E} \mathcal{A}_{2,i,i}
\]  
\( (121e) \)

The matrix \( \bar{B} \) controls the dynamics of the mean weight-error vector for the distributed strategies. Observe, in particular, that \( \bar{B} \) reduces to the following forms for the various strategies (non-cooperative (68a), consensus (81), and diffusion (83a)–(83b)):

\[
\bar{B}_{\text{ncop}} = I_{MN} - \bar{M} \mathcal{R}
\]  
\( (122a) \)
\[
\bar{B}_{\text{cons}} = \bar{A}^T - \bar{M} \mathcal{R}
\]  
\( (122b) \)
\[
\bar{B}_{\text{atc}} = \bar{A}^T (I_{MN} - \bar{M} \mathcal{R})
\]  
\( (122c) \)
\[
\bar{B}_{\text{cta}} = (I_{MN} - \bar{M} \mathcal{R}) \bar{A}^T
\]  
\( (122d) \)

where \( \bar{A} = \bar{A} \otimes I_M \) and \( \bar{A} = \mathbb{E} \mathcal{A}_i \).

**Example VII.3 (MSE networks with uniform agents).** The results of Example VII.2 simplify when all agents employ step-sizes with the same mean value, \( \bar{\mu}_k \equiv \bar{\mu} \), and observe regression data with the same covariance matrix, \( R_{u,k} \equiv R_u \) [7], [80]. In this case, we can express \( \mathcal{M} \) and \( \mathcal{R} \) from (152b) and (119c) in Kronecker product form as follows:

\[
\mathcal{M} = \bar{\mu}I_N \otimes I_M, \quad \mathcal{R} = I_N \otimes 2R_u
\]  
\( (123) \)

so that expressions (122a)–(122d) reduce to

\[
\bar{B}_{\text{ncop}} = I_N \otimes (I_M - 2\bar{\mu}R_u)
\]  
\( (124a) \)
\[
\bar{B}_{\text{cons}} = \bar{A}^T \otimes I_M - 2\bar{\mu}(I_M \otimes R_u)
\]  
\( (124b) \)
\[
\bar{B}_{\text{atc}} = \bar{A}^T \otimes (I_M - 2\bar{\mu}R_u)
\]  
\( (124c) \)
\[
\bar{B}_{\text{cta}} = \bar{A}^T \otimes (I_M - 2\bar{\mu}R_u)
\]  
\( (124d) \)

Observe that \( \bar{B}_{\text{atc}} = \bar{B}_{\text{cta}} \), so we denote these matrices by \( \bar{B}_{\text{diff}} \). Using properties of the eigenvalues of Kronecker products of matrices, it can be easily verified that the \( MN \) eigenvalues of the above \( \bar{B} \) matrices are given by the following expressions in terms of the eigenvalues of the component matrices \( \{ \bar{A}, R_u \} \) for \( k = 1, 2, \ldots N \) and \( m = 1, 2, \ldots, M \):

\[
\lambda(\bar{B}_{\text{ncop}}) = 1 - 2\bar{\mu}\lambda_m(R_u)
\]  
\( (125a) \)
\[
\lambda(\bar{B}_{\text{cons}}) = \lambda_k(\bar{A}) - 2\bar{\mu}\lambda_m(R_u)
\]  
\( (125b) \)
\[
\lambda(\bar{B}_{\text{diff}}) = \lambda_k(\bar{A}) \left[ 1 - 2\bar{\mu}\lambda_m(R_u) \right]
\]  
\( (125c) \)
Example VII.4 (Potential instability in consensus networks). Consensus strategies can become unstable when used for adaptation purposes [5], [80]. This undesirable effect is already reflected in expressions (125a)–(125c). In particular, observe that the eigenvalues of $\tilde{A}$ appear multiplying $(1 - 2\mu \lambda_m(R_a))$ in expression (125c) for diffusion. As such, and since $\rho(\tilde{A}) = 1$ for any left-stochastic matrix, we conclude for this case of uniform agents that $\rho(\tilde{B}_{\text{diff}}) = \rho(\tilde{B}_{\text{cop}})$. It follows that, regardless of the choice of the mean combination policy $\tilde{A}$, the diffusion strategies will be stable in the mean (i.e., $\mathbb{E} \tilde{w}_t$ will converge asymptotically to zero) whenever the individual non-cooperative agents are stable in the mean:

$$\text{individual agents stable } \Rightarrow \text{ diffusion networks stable} \quad (126a)$$

The same conclusion is not true for consensus networks; the individual agents can be stable and yet the consensus network can become unstable. This is because $\lambda_k(\tilde{A})$ appears as an additive (rather than multiplicative) term in (125b) (see [5], [6], [80] for examples):

$$\text{individual agents stable } \not\Rightarrow \text{ consensus networks stable} \quad (126b)$$

The fact that the combination matrix $\tilde{A}^T$ appears in an additive form in (122b) is the result of the asymmetry that was mentioned earlier in the update equation for the consensus strategy. In contrast, the update equations for the diffusion strategies lead to $\tilde{A}^T$ appearing in a multiplicative form in (122c)–(122d).

Example VII.5 (Useful stability result). It is observed from expressions (122c)–(122d) in the asynchronous case, as well as from the corresponding expressions (81c)–(81d) in the synchronous case studied in [1], that the mean stability of diffusion strategies usually involves examining the stability of a matrix product of the form:

$$B \triangleq A_2^T D A_1^T \quad (127)$$

where $D$ is a block diagonal symmetric matrix with blocks of size $M \times M$, while $A_1$ and $A_2$ are Kronecker product matrices defined in terms of $N \times N$ left-stochastic matrices $A_1$ and $A_2$ as $A_1 = A_1 \otimes I_M$ and $A_2 = A_2 \otimes I_M$. For example, in (122c) we have $A_1 = I_N$, $A_2 = A$, $A_1 = I_{MN}$, $A_2 = A$, and $D = I_{MN} - M R$.

Matrix products of the form (127) are induced by the cooperation mechanism that is inherent to diffusion learning. They have a useful property: it turns out that these matrix products are stable, regardless of $A_1$ and $A_2$, as long as $D$ is stable (i.e., has all its eigenvalues strictly inside the unit disc). This useful result is easy to establish for symmetric left-stochastic matrices $A_1$ and $A_2$, as already noted in [78]. This is because for symmetric matrices, their spectral radii coincide with their 2—induced norms and, hence,

$$\rho(A_1) = \|A_1\|, \quad \rho(A_2) = \|A_2\| \quad (128)$$

Consequently, since we already know that $\rho(A_1) = \rho(A_2) = 1$, it follows that

$$\rho(B) \leq \|B\| \leq \|A_2\| \cdot \|D\| \cdot \|A_1\| = \rho(A_2) \cdot \rho(D) \cdot \rho(A_1) = \rho(A_2) \cdot \rho(D) \cdot \rho(A_1) = \rho(D) \quad (129)$$

which confirms that a stable $D$ guarantees a stable $B$, regardless of $A_1$ and $A_2$.

The conclusion that $B$ in (127) is stable whenever $D$ is stable continues to hold even when the matrices $A_1$ and $A_2$ are not necessarily symmetric. However, the argument leading to (129) will need to be adjusted because property (128) need not hold anymore. This more general result was established in [7, App. D] and also in [105, App. A, pp. 3471–3473], where it was shown that multiplication of a symmetric block diagonal matrix $D$ by any (not necessarily symmetric) left-stochastic Kronecker-product transformations from left and right generally reduces the spectral radius, i.e.,

$$\rho(A_2^T D A_1^T) \leq \rho(D) \quad (130)$$

Accordingly, a stable $D$ again ensures a stable $B$. This conclusion was established in the above references by replacing the 2—induced norm used to arrive at (129) by a more convenient block-maximum norm, denoted by $\| \cdot \|_{b,\infty}$ and defined as follows.

Let $x = \text{col}\{x_1, x_2, \ldots, x_N\}$ denote an $N \times 1$ block column vector whose individual entries are themselves vectors of size $M \times 1$ each. Following [7], [36], [106], the block maximum norm of $x$ is denoted by $\|x\|_{b,\infty}$ and is defined as

$$\|x\|_{b,\infty} \triangleq \max_{1 \leq k \leq N} \|x_k\| \quad (131)$$
The validity of property (130) for general left-stochastic matrices was already noted and exploited in earlier works, e.g., in Lemma 1 of [79] and in Lemma 2 of [125]. However, the statement of Lemma 1 in [79] left out the qualification “diagonal” for the center matrix, and the norm $\| \cdot \|_\rho$ that was used in the proof of the lemma in Appendix I of [79] should be replaced by the $\| \cdot \|_\infty$–norm. Although these corrections were already noted in the references [7], [105], we restate below the correct form of Lemma 1 from [79] for accuracy, and provide its adjusted proof using the current notation. That lemma deals with left-stochastic matrices $A_1$ and $A_2$ prior to extension by Kronecker products. Its correct statement should read as follows (the word “diagonal” is missing from the statement in [79]).

**Restatement of Lemma 1 [79]:** Let $A_1$, $A_2$, and $D$ denote arbitrary $N \times N$ matrices, where $A_1$ and $A_2$ have real non-negative entries, with columns adding up to one, i.e., $1^T A_1 = 1^T$, $1^T A_2 = 1^T$. Then, the matrix $B = A_1^T DA_1^T$ is stable for any choice of $A_1$ and $A_2$ if, and only if, the diagonal matrix $D$ is stable.

**Proof:** One immediate derivation is to employ the $\infty$–norm and to note that

$$\| A_1^T \|_\infty = 1 = \| A_2^T \|_\infty, \quad \| D \|_\infty = \rho(D)$$

and, hence,

$$\rho(B) \leq \| B \|_\infty \leq \| A_1^T \|_\infty \cdot \| D \|_\infty \cdot \| A_1^T \|_\infty = \rho(D)$$

It follows that a stable $D$ guarantees a stable $B$. A second derivation that fixes the argument from Appendix I of [79] relies on using the $\infty$–norm instead of the $\rho$–norm used there. Thus, note that we can alternatively argue that

$$\| B^i \|_\infty \leq (\| A_1^T \|_\infty)^i \cdot (\| D \|_\infty)^i \cdot (\| A_1^T \|_\infty)^i = (\rho(D))^i \rightarrow 0, \text{ as } i \rightarrow \infty$$

when $D$ is stable. This completes the proof of Lemma 1 from [79].

**Remark 3:** These same arguments establish the validity of Lemma 2 from [125], which deals with a special case involving a matrix of the form $B = A_1^T D$ using the current notation (the matrix in [125] is denoted by $F = C^T M$ with $B \leftarrow F$, $A_2 \leftarrow C$, and $D \leftarrow M$; moreover, the matrix $M$ is now generally non-symmetric but still block diagonal with stable entries of the form $M_{kk} = (I - P_k S_k) F$ for some matrices $\{P_k, S_k, F\}$ defined in [125]. When $\| M_{kk} \|_2 < 1$, these block diagonal entries will have $2$–induced norms smaller than one so that $\| D \|_{b, \infty} < 1$. Again, the $\rho$–norm used in the proof of Lemma 2 in [125] should be replaced by the $\| \cdot \|_{b, \infty}$ norm and the argument adjusted as in (133) or, alternatively, we note that

$$\| B^2 \|_{b, \infty} \leq (\| A_2^T \|_{b, \infty})^2 \cdot (\| D \|_{b, \infty})^2 \rightarrow 0, \text{ as } i \rightarrow \infty$$

**B. Diffusion Networks**

Given the superior stability properties of diffusion strategies for adaptation and learning over networks, we continue our presentation by focusing on this class of algorithms. The results in the previous section focus on MSE
networks, which deal with mean-square-error cost functions. We now consider networks with more general costs, \( \{J_k(w)\} \), and apply diffusion strategies to seek the global minimizer, \( w^o \), of the aggregate cost function, \( J^{\text{glob}}(w) \), defined by (56). Without loss in generality, we consider ATC diffusion implementations of the form (88):

\[
\begin{align*}
\psi_{k,i} &= w_{k,i-1} - \mu_k(i) \nabla w^T J_k(w_{k,i-1}) \\
\beta_k &= \sum_{\ell \in \mathcal{N}_{i,i}} a_{\ell k}(i) \psi_{\ell,i}
\end{align*}
\]  

(138a)  

(138b)

Similar conclusions will apply to CTA diffusion implementations.

**Assumption VII.1 (Conditions on cost functions).** The aggregate cost \( J^{\text{glob}}(w) \) in (56) is twice differentiable and satisfies a condition similar to (9) in Assumption II.1 for some positive parameters \( \nu_d \leq \delta_d \). Moreover, all individual costs \( \{J_k(w)\} \) are assumed to be strongly-convex with their global minimizers located at \( w^o \), as indicated earlier by (73).

As explained before following (73), references [1], [5], [42] present results on the case in which the individual costs are only convex and need not be strongly convex. These references also discuss the case in which the individual costs need not share minimizers. With each agent \( k \) in (88), we again associate a gradient noise vector:

\[
\begin{align*}
s_{k,i}(w_{k,i-1}) &\triangleq \nabla w^T J_k(w_{k,i-1}) - \nabla w^T J_k(w_{k,i-1})
\end{align*}
\]  

(139)

**Assumption VII.2 (Conditions on gradient noise).** It is assumed that the first and second-order conditional moments of the gradient noise components satisfy:

\[
\begin{align*}
\mathbb{E} \left[ s_{k,i}(w_{k,i-1}) \mid \mathcal{F}_{i-1} \right] &= 0 \\
\mathbb{E} \left[ s_{k,i}(w_{k,i-1}) s_{\ell,i}^T(w_{\ell,i-1}) \mid \mathcal{F}_{i-1} \right] &= 0, \quad \forall k \neq \ell \quad (140a) \\
\mathbb{E} \left[ \|s_{k,i}(w_{k,i-1})\|^2 \mid \mathcal{F}_{i-1} \right] &\leq \beta_k^2 \|\tilde{w}_{k,i-1}\|^2 + \sigma_{s,k}^2 \quad (140b)
\end{align*}
\]

almost surely for some nonnegative scalars \( \beta_k^2 \) and \( \sigma_{s,k}^2 \), and where \( \mathcal{F}_{i-1} \) represents the collection of all random events generated by the iterates from across all agents, \( \{w_{\ell,j}, \ell = 1, 2, \ldots, N\} \), up to time \( i - 1 \). Moreover, it is assumed that the limiting covariance matrix of \( s_{k,i}(w^o) \) exists:

\[
R_{s,k} \triangleq \lim_{i \to \infty} \mathbb{E} \left[ s_{k,i}(w^o) s_{k,i}^T(w^o) \mid \mathcal{F}_{i-1} \right] \quad (140d)
\]

We collect the error vectors and gradient noises from across all agents into \( N \times 1 \) block vectors, whose individual entries are of size \( M \times 1 \) each:

\[
\begin{align*}
\tilde{w}_i &\triangleq \begin{bmatrix}
\tilde{w}_{1,i} \\
\tilde{w}_{2,i} \\
\vdots \\
\tilde{w}_{N,i}
\end{bmatrix}, \quad s_i &\triangleq \begin{bmatrix}
s_{1,i} \\
s_{2,i} \\
\vdots \\
s_{N,i}
\end{bmatrix}
\end{align*}
\]  

(141)

and where we are dropping the argument \( w_{k,i-1} \) from the \( s_{k,i}(\cdot) \) for compactness of notation. Likewise, we introduce the following \( N \times N \) block diagonal matrices, whose individual entries are of size \( M \times M \) each:

\[
\begin{align*}
\mathcal{M}_i &= \text{diag}\{ \mu_1(i)I_M, \mu_2(i)I_M, \ldots, \mu_N(i)I_M \} \quad (142a) \\
\mathcal{H}_{i-1} &= \text{diag}\{ H_{1,i-1}, H_{2,i-1}, \ldots, H_{N,i-1} \} \quad (142b)
\end{align*}
\]

where

\[
H_{k,i-1} \triangleq \int_0^1 \nabla w^2 J_k(w^o - t\tilde{w}_{k,i-1}) dt \quad (142c)
\]
Now, in a manner similar to (29b), we can appeal to the mean-value theorem [5], [35], [49] to note that
\[
\nabla w^\top J_k(w_{k,i-1}) = -H_{k,i-1}\bar{w}_{k,i-1}
\]
so that the approximate gradient vector can be expressed as:
\[
\nabla w^\top J_k(w_{k,i-1}) = -H_{k,i-1}\bar{w}_{k,i-1} + s_{k,i}(w_{k,i-1})
\]
(144)
 Subtracting \(w^o\) from both sides of (138a)–(138b), and using (144), we find that the network error vector evolves according to the following stochastic recursion:
\[
\bar{w}_i = B_{i-1}\bar{w}_{i-1} + A_i^\top \mathcal{M}_i s_i
\]
(145a)
where
\[
B_{i-1} \triangleq A_i^\top (I_{NM} - \mathcal{M}_i \mathcal{H}_{i-1})
\]
(145b)
 Recursion (145a) describes the evolution of the network error vector for general convex costs, \(J_k(w)\), in a manner similar to recursion (119a) in the mean-square-error case. However, recursion (145a) is more challenging to deal with because of the presence of the random matrix \(\mathcal{H}_{i-1}\); this matrix is replaced by the constant term \(R\) in the earlier recursion (119a) because that example deals with MSE networks where the individual costs, \(J_k(w)\), are quadratic in \(w\) and, therefore, their Hessian matrices are constant and independent of \(w\). In that case, each matrix \(H_{k,i-1}\) in (142c) will evaluate to \(2R_{u,k}\) and the matrix \(\mathcal{H}_{i-1}\) in (145b) will coincide with the matrix \(R\) defined by (119c).

The next statement ascertains that sufficiently small step-sizes exist that guarantee the MSE stability of the asynchronous diffusion strategy (138a)–(138b) [2], [5].

**Lemma VII.1 (MSE network stability).** Consider an asynchronous network of \(N\) interacting agents running the ATC diffusion strategy (138a)–(138b). Assume the conditions in Assumptions VI.1, VII.1, and VII.2 hold. Let
\[
\mu_{x,max} = \max_{1 \leq k \leq N} \{\mu_{x,k}\} = \max_{1 \leq k \leq N} \left(\hat{\mu}_k + \frac{\sigma^2_{\mu,k}}{\mu_k}\right)
\]
(146)
Then, there exists \(\mu_0 > 0\) such that for all \(\mu_{x,max} < \mu_0\):
\[
\limsup_{i \to \infty} \mathbb{E}\|\bar{w}_{k,i}\|^2 = O(\mu_{x,max})
\]
(147)

*Proof:* See App. IV of [2].

Result (147) shows that the MSD of the network is in the order of \(\mu_{x,max}\). Therefore, sufficiently small step-sizes lead to sufficiently small MSDs. As was the case with the discussion in subsection II-G, we can also seek a closed-form expression for the MSD performance of the asynchronous diffusion network and its agents. To do that, we first introduce the analog of Assumption II.4 for the network case.

**Assumption VII.3 (Smoothness Conditions).** The Hessian matrix of the individual cost functions \(\{J_k(w)\}\), and the noise covariance matrices defined for each agent in a manner similar to (17a) and denoted by \(R_{s,k,i}(w)\), are assumed to be locally Lipschitz continuous in a small neighborhood around \(w^o\):
\[
\begin{align*}
\|\nabla^2 w J_k(w^o + \delta w) - \nabla^2 w J_k(w^o)\| &\leq \tau_{k,d}\|\delta w\| \\
\|R_{s,k,i}(w^o + \delta w) - R_{s,k,i}(w^o)\| &\leq \tau_{k,s}\|\delta w\|^\kappa
\end{align*}
\]
(148a)
(148b)
for small perturbation \(\|\delta w\| \leq r_d\) and for some \(\tau_{k,d}, \tau_{k,s} \geq 0\) and \(1 \leq \kappa \leq 2\).

**Lemma VII.2 (Asynchronous network MSD performance).** Consider an asynchronous network of \(N\) interacting agents running the asynchronous diffusion strategy (138a)–(138b). Assume the conditions under Assumptions VI.1, VII.1, VII.2, and VII.3 hold. Assume further that the step-size parameter \(\mu_{x,max}\) is sufficiently small to ensure mean-
square stability, as already ascertained by Lemma VII.1. Then,

$$\text{MSD}_{\text{diff, k}}^{\text{asyn}} \approx \text{MSD}_{\text{diff, av}}^{\text{asyn}} \approx \frac{1}{2} \text{Tr} \left[ \left( \sum_{k=1}^{N} \mu_k \tilde{p}_k H_k \right)^{-1} \left( \sum_{k=1}^{N} (\mu_k^2 + \sigma_{\mu,k}^2) p_{c,k} R_{s,k} \right) \right]$$

(149a)

where $H_k = \nabla^2 w_k (w^o)$. Moreover, for large enough $i$, the convergence rate towards the above steady-state value is well approximated by the scalar:

$$\alpha_{\text{dist}}^{\text{asyn}} = 1 - 2\lambda_{\min} \left( \sum_{k=1}^{N} \mu_k \tilde{p}_k H_k \right) + O \left( \mu_{\max}^{1+1/N^2} \right)$$

(149b)

**Proof:** See App. XII in [3].

---

**Example VII.6 (Gaussian regression data).** MSE performance expressions of the form (149a) are accurate to first-order in the step-size parameters, i.e., they are on the order of $O(\mu_k)$. The same is true of expression (112) from [1] in the synchronous case. There are situations, however, where exact expressions for the MSE performance can be derived for multi-agent networks. We illustrate this possibility here for the case of MSE networks of the type described earlier in Example IV.1. We consider first synchronous networks and comment later on how the results should be adjusted to handle asynchronous behavior.

We refer to the same setting of Example 9 from [1] where we have $N$ agents observing streaming data $\{d_k(i), u_{k,i} \}$ that satisfy the regression model:

$$d_k(i) = u_{k,i} w^o + v_k(i)$$

(150a)

We assume the regression vectors are zero-mean Gaussian-distributed with diagonal covariance matrices denoted by $\Lambda_k$, say,

$$R_{u,k} = \mathbb{E} u_{k,i}^T u_{k,i} \stackrel{\Delta}{=} \Lambda_k > 0$$

(150b)

We further assume that the regression data is temporally white and independent over space so that

$$\mathbb{E} u_{k,i}^T u_{\ell,j} = R_{u,k} \delta_{k,\ell} \delta_{i,j}$$

(150c)

We also assume that the measurement noise process $v_k(i)$ is temporally white and independent over space so that $\mathbb{E} v_k(i) v_j(j) = \sigma_v^2 k \delta_{k,i} \delta_{j,j}$ in terms of the Kronecker delta sequence $\delta_{m,n}$. Likewise, the measurement noise $v_k(i)$ and the regression data $u_{k,i}$ are assumed to be independent of each other for all $k, \ell, i, j$.

The Gaussian assumption on the regression data is useful because, for this case, fourth-order moments of the regression vectors can be evaluated in closed-form (and such fourth-order moment calculations will arise in the process of determining closed-form expressions for the MSE). Specifically, for any matrix $Q \geq 0$ of size $M \times M$, it holds for independent *real-valued* Gaussian regressors that [28] (there is a typo in reproducing this expression in the second equation of App. II in [79]):

$$\mathbb{E} u_{k,i}^T u_{\ell,i} u_{\ell,i} u_{\ell,i} = R_{u,k} Q R_{u,\ell} + \delta_{k,\ell} \{ R_{u,k} \mathbb{E} u_{\ell,i}^T (QR_{u,k}) \} + R_{u,k} Q$$

(150d)

We assume the network is running a diffusion strategy of the form:

$$\begin{cases}
\phi_{k,i-1} = \sum_{\ell \in N_k} a_{1,\ell k} w_{\ell,i-1} \\
\psi_{k,i} = \phi_{k,i-1} + 2\mu_k u_{k,i}^T [d_k(i) - u_{k,i} \phi_{k,i-1}] \\
w_{k,i} = \sum_{\ell \in N_k} a_{2,\ell k} \psi_{\ell,i}
\end{cases}$$

(151a)

which includes both the ATC and CTA LMS diffusion forms as special cases. We know from (77b) in [1] that the error network vector evolves according to the dynamics

$$\bar{w}_i = A_2^T (I - \mathcal{M} \mathcal{R}_i) A_1^T \bar{w}_{i-1} - A_2^T \mathcal{M} z_i, \quad i \geq 0$$

(151b)

which is defined in terms of the following $N \times 1$ column vectors whose entries are of size $M \times 1$ each:

$$z_i \triangleq \begin{bmatrix} 2u_{1,i}^T v_1(i) \\ 2u_{2,i}^T v_2(i) \\ \vdots \\ 2u_{N,i}^T v_N(i) \end{bmatrix}, \quad s_i \triangleq \begin{bmatrix} s_{1,i}(\phi_{1,i-1}) \\ s_{2,i}(\phi_{2,i-1}) \\ \vdots \\ s_{N,i}(\phi_{N,i-1}) \end{bmatrix}$$

(151c)
Moreover,

\[ A_1 \triangleq A_1 \otimes I_M, \quad A_2 \triangleq A_2 \otimes I_M \]  

while the quantities

\[ M \triangleq \text{diag}\{ \mu_1 I_M, \mu_2 I_M, \ldots, \mu_N I_M \} \]

\[ R_i \triangleq \text{diag}\{ 2u_{1,i}^T u_{1,i}, 2u_{2,i}^T u_{2,i}, \ldots, 2u_{N,i}^T u_{N,i} \} \]

\[ R \triangleq \mathbb{E} R_i = \text{diag}\{ 2R_{u,1}, 2R_{u,2}, \ldots, 2R_{u,N} \} \]

\[ S \triangleq \mathbb{E} z_i z_i^T = \text{diag}\{ 4\sigma_i^2 R_{u,1}, 4\sigma_i^2 R_{u,2}, \ldots, 4\sigma_i^2 R_{u,N} \} \]

are \( N \times N \) block diagonal matrices, whose individual entries are of size \( M \times M \) each. Let \( \Sigma \) be any \( N \times N \) non-negative definite block matrix that we are free to choose, with blocks of size \( M \times M \). Computing the \( \Sigma \)-weighted squared norm of the error vector in (151b) under expectation gives (see the derivation leading to (269) in [7] or (38)–(39) in [79]):

\[ \mathbb{E}\|\tilde{w}_i\|_2^2 = \mathbb{E}\|\tilde{w}_{i-1}\|_2^2 + \mathbb{E} (z_i^T \mathcal{M} A_2 \Sigma A_1^T \mathcal{M} z_i) \]  

(153a)

where the deterministic weighting matrix \( \Sigma' \) is given by:

\[ \Sigma' = A_1 \{ A_2 \Sigma A_1^T - A_2 \Sigma A_1^T \mathcal{M} R \mathcal{M} - R \mathcal{M} A_2 \Sigma A_1^T \} + \mathbb{E} (R_i \mathcal{M} A_2 \Sigma A_1^T \mathcal{M} R_i) \} A_1^T \]  

(153b)

We can evaluate the last expectations in (153a)–(153b) in closed-form. But first we need to introduce a convenient block-vector notation, denoted by \( \text{bvec}(\cdot) \). Thus, given an \( N \times N \) block matrix, with blocks of size \( M \times M \) each, say for \( N = 3 \),

\[ X = \begin{bmatrix} X_{11} & X_{12} & X_{13} \\ X_{21} & X_{22} & X_{23} \\ X_{31} & X_{32} & X_{33} \end{bmatrix} \]  

(154a)

its block vectorization is obtained as follows. We first vectorize each of the block entries and define the column vector \( x_{kl} = \text{vec}(X_{kl}) \); this operation stacks the columns of \( X_{kl} \) on top of each other. Subsequently, the quantity \( \text{bvec}(X) \) is obtained by stacking the vectors \( \{x_{kl}\} \) on top of each other:

\[ \text{bvec}(X) \triangleq \text{col}\{x_{11}, x_{21}, x_{31}, x_{12}, x_{22}, x_{32}, x_{13}, x_{23}, x_{33}\} \]  

(154b)

The following two useful properties can be easily verified for any block matrices \( \{A, B, \Sigma\} \) of compatible dimensions [152], [153]:

\[ \text{bvec}(A \Sigma B) = (B^T \otimes_b A) \text{bvec}(\Sigma) \]

\[ \text{Tr}(A^T B) = (\text{bvec}(A))^T \text{bvec}(B) \]  

(154c)

(154d)

where the notation \( A \otimes_b B \) denotes the block Kronecker product of two block matrices \( A \) and \( B \) (assumed here to be both of size \( N \times N \) with \( M \times M \) blocks); the \( k \ell \)–th block of \( A \otimes_b B \) has size \( NM^2 \times NM^2 \) and is given by [153]:

\[ [A \otimes_b B]_{k\ell} = \begin{bmatrix} A_{k1} \otimes B_{11} & A_{k1} \otimes B_{12} & \cdots & A_{k1} \otimes B_{1N} \\ A_{k2} \otimes B_{21} & A_{k2} \otimes B_{22} & \cdots & A_{k2} \otimes B_{2N} \\ \vdots & \vdots & \ddots & \vdots \\ A_{kN} \otimes B_{N1} & A_{kN} \otimes B_{N2} & \cdots & A_{kN} \otimes B_{NN} \end{bmatrix} \]  

(154e)

in terms of the traditional Kronecker product operation. Using the block Kronecker properties (154c)–(154d) we now find that the last expectation in (153a) is given by:

\[ \mathbb{E} (z_i^T \mathcal{M} A_2 \Sigma A_1^T \mathcal{M} z_i) = b^T \sigma \]

(155a)

\[ \sigma \triangleq \text{bvec}(\Sigma) \]  

(155b)

\[ b \triangleq (A_1^T \otimes_b A_1^T)(\mathcal{M} \otimes_b \mathcal{M})\text{bvec}(S) \]  

(155c)

This is the same expression (56) from [78] for the case of CTA diffusion, and the same expression (42) from [79]) for CTA and ATC diffusion (except that this latter reference used the traditional \( \text{vec}(\cdot) \) and Kronecker notation \( \otimes \) instead of \( \text{bvec}(\cdot) \) and the block Kronecker notation \( \otimes_b \)).

Let us now evaluate the last expectation in (153a). Let \( Q = \mathcal{M} A_2 \Sigma A_1^T \mathcal{M} \) so that we can rewrite more compactly:

\[ K \triangleq \mathbb{E} (R_i \mathcal{M} A_2 \Sigma A_1^T \mathcal{M} R_i) = \mathbb{E} \mathcal{R}_i Q \mathcal{R}_i \]

(156a)
The \( k\ell \)–th block entry in this matrix is given by

\[
K_{k\ell} = 4 \mathbf{E} \mathbf{u}_k^T \mathbf{u}_{k,i} \mathbf{Q}_{k\ell} \mathbf{u}_{k,i}^T \mathbf{u}_{\ell,i}
\]

in terms of the \( k\ell \)–th block of \( \mathbf{Q} \). Using property (150d) for Gaussian regressors, we get

\[
K_{k\ell} = 4 R_{u,k} \mathbf{Q}_{k\ell} R_{u,\ell} + 4 \delta_{k\ell} \{ R_{u,k} \text{Tr} [ \mathbf{Q}_{kk} R_{u,k} ] + R_{u,k} \mathbf{Q}_{kk} R_{u,k} \}
\]

It is clear from the above expression that the matrix \( \mathbf{K} \) has the following general form involving two block diagonal matrices:

\[
\frac{1}{4} \mathbf{K} = \mathbf{R} \mathbf{Q} \mathbf{R} + \mathbf{Z}_1 + \mathbf{Z}_2
\]

Introduce the block diagonal matrices (written for \( N = 3 \)):

\[
\mathbf{L}_1 \triangleq \begin{bmatrix}
I_{M^2} & 0 & 0 \\
0 & I_{M^2} & 0 \\
0 & 0 & I_{M^2}
\end{bmatrix}
\]

\[
\mathbf{L}_2 \triangleq \begin{bmatrix}
\lambda_1 \lambda_1^T & 0 & 0 \\
0 & \lambda_2 \lambda_2^T & 0 \\
0 & 0 & \lambda_3 \lambda_3^T
\end{bmatrix}
\]

where \( \lambda_k = \text{vec}(\Lambda_k) \). Then, it can be verified that

\[
\text{bvec}(\mathbf{Z}_1) = \mathbf{L}_1 (\mathbf{R} \otimes \mathbf{b} \mathbf{R}) \text{bvec}(\mathbf{Q})
\]

\[
\text{bvec}(\mathbf{Z}_2) = \mathbf{L}_2 \text{bvec}(\mathbf{Q})
\]

Noting that

\[
\text{bvec}(\mathbf{Q}) = (\mathbf{M} \otimes \mathbf{b} \mathbf{M})(\mathbf{A}_2 \otimes \mathbf{b} \mathbf{A}_2)\sigma
\]

we conclude that

\[
\text{bvec}(\mathbf{K}) = 4 \mathbf{X} (\mathbf{M} \otimes \mathbf{b} \mathbf{M})(\mathbf{A}_2 \otimes \mathbf{b} \mathbf{A}_2)\sigma
\]

Note that the matrix \( \mathbf{X} \) has the following block-diagonal structure:

\[
\mathbf{X} \triangleq (I + \mathbf{L}_1)(\mathbf{R} \otimes \mathbf{b} \mathbf{R}) + \mathbf{L}_2
\]

\[
\mathbf{X} \triangleq \begin{bmatrix}
\mathbf{X}_1 & \mathbf{X}_2 & \cdots & \mathbf{X}_N \\
\mathbf{X}_k & \mathbf{X}_k & \cdots & \mathbf{X}_k
\end{bmatrix}
\]

\[
\mathbf{X}^{(\ell)}_k = \begin{cases}
\Lambda_k \otimes \Lambda_\ell, & \text{when } k \neq \ell \\
\lambda_k \lambda_k^T + 2 \Lambda_k \otimes \Lambda_k, & \text{when } k = \ell
\end{cases}
\]

which is the same structure derived through equations (57)–(67) in [78]. Substituting (160a) into (153b) and using again (154c)–(154d) we find that the block vectorized forms of the weighting matrices \( \{ \Sigma, \Sigma' \} \) are related via the expression for \( \mathbf{F} \) below fixes the typo in Eq. (44) from [79]; in the derivation in this example we considered the special case in which \( \mathcal{S}_m = I \).
in (44) from [79]):

\[ \begin{align*}
\sigma' &= \mathcal{F} \sigma \\
\mathcal{F} &\triangleq \left( A_1 \otimes_b A_1 \right) \left\{ I - (RM \otimes_b I) - (I \otimes_b RM) + 4(M \otimes_b M)X \right\} \left( A_2 \otimes_b A_2 \right) 
\end{align*} \]  

(161a)

(161b)

This is the same expression for \( \mathcal{F} \) in Eq. (69) from [78] for the case of CTA diffusion (where \( A_2 = I_N \)). This is also the same expression for \( \mathcal{F} \) in Eq. (41) from [79] for CTA and ATC diffusion (except that this latter reference wrote \( \otimes \) instead of \( \otimes_b \)). Substituting (155a) and the above expression for \( \sigma' \) into (153a), and using the compact notation \( \| x \|^2_\Sigma \) for \( \| x \|^2_\Sigma \), we rewrite (153a) in the form

\[ \mathbb{E} \| \tilde{w}_i \|^2_\sigma = \mathbb{E} \| \tilde{w}_{i-1} \|^2_\sigma + b^T \sigma \]  

(162)

In steady-state, as \( i \to \infty \), the mean-square-error approaches

\[ \lim_{i \to \infty} \mathbb{E} \| \tilde{w}_i \|^2_{(I-\mathcal{F})\sigma} = b^T \sigma \]  

(163)

As explained in Sec. 6.6 of [7], the network MSD can be assessed by selecting \( \sigma \) to satisfy

\[ (I - \mathcal{F})\sigma = \frac{1}{N} b \text{vec}(I_{NM}) \]  

(164)

which leads to the desired expression

\[ \text{MSD}^{\text{SYNC,av}}_{\text{MSD}} = \frac{1}{N} b^T (I - \mathcal{F})^{-1} \text{vec}(I_{NM}) \]  

(165)

which is expression (105a) from [78].

To illustrate how these results are adjusted for asynchronous behavior, we consider the case in which the step-size parameters \( \{ \mu_k \} \) in (151a) are replaced by random values \( \{ \mu_k(i) \} \). We denote the mean and variances of these random variables as follows:

\[ \bar{\mu}_k \triangleq \mathbb{E} \mu_k(i) \]  

(166a)

\[ \mathcal{M}_i \triangleq \text{diag} \{ \mu_1(i)I_M, \mu_2(i)I_M, \ldots, \mu_N(i)I_M \} \]  

(166b)

\[ \bar{\mathcal{M}} \triangleq \mathbb{E} \mathcal{M}_i \]  

(166c)

\[ C_\mu \triangleq \mathbb{E} (\mathcal{M}_i - \bar{\mathcal{M}}) \otimes_b (\mathcal{M}_i - \bar{\mathcal{M}}) \]  

(166d)

If we now repeat the same analysis, expressions (153a)–(153b) are replaced by

\[ \begin{align*}
\mathbb{E} \| \tilde{w}_i \|^2_\Sigma &= \mathbb{E} \| \tilde{w}_{i-1} \|^2_\Sigma + \mathbb{E} \left( z_i^T \mathcal{M}_i A_2 \Sigma A_2^T \mathcal{M}_i z_i \right) \\
\Sigma' &= \mathcal{A}_1 \left\{ A_2 \Sigma A_2^T - A_2 \Sigma A_2^T \mathcal{R} \mathcal{M}_i A_2 \Sigma A_2^T + \mathbb{E} \left( \mathcal{R}_i \mathcal{M}_i A_2 \Sigma A_2^T \mathcal{M}_i \mathcal{R}_i \right) \right\} \mathcal{A}_1^T 
\end{align*} \]  

(167a)

(167b)

We can evaluate the last expectations in (167a)–(167b) as follows. First we have:

\[ \mathbb{E} \left( z_i^T \mathcal{M}_i A_2 \Sigma A_2^T \mathcal{M}_i z_i \right) = b^T \sigma \]  

(168a)

where

\[ b \triangleq \mathbb{E} \text{vec} \left( \mathcal{A}_1 \mathcal{M}_i S \mathcal{M}_i A_2 \right) = (A_1^T \otimes_b A_2^T) \mathbb{E} (\mathcal{M}_i \otimes_b \mathcal{M}_i) \text{vec}(S) = (A_1^T \otimes_b A_2^T) (C_\mu + \bar{\mathcal{M}} \otimes_b \bar{\mathcal{M}}) \text{vec}(S) \]  

(168b)

Second, we have:

\[ \mathbb{E} \left( \mathcal{R}_i \mathcal{M}_i A_2 \Sigma A_2^T \mathcal{M}_i \mathcal{R}_i \right) = \mathbb{E} (\mathcal{M}_i \otimes_b \mathcal{M}_i) \mathbb{E} (\mathcal{R}_i \otimes_b \mathcal{R}_i) (A_2 \otimes_b A_2) \sigma = (C_\mu + \bar{\mathcal{M}} \otimes_b \bar{\mathcal{M}}) \mathbb{E} (\mathcal{R}_i \otimes_b \mathcal{R}_i) (A_2 \otimes_b A_2) \sigma \]  

(169)

so that we replace the quantities \( \mathcal{M} \) and \( (\mathcal{M} \otimes_b \mathcal{M}) \) in the expressions (155c) and (161b) for \( b \) and \( \mathcal{F} \) by \( \bar{\mathcal{M}} \) and \( (C_\mu + \bar{\mathcal{M}} \otimes_b \bar{\mathcal{M}}) \), respectively.

\^{\diamond}

**VIII. Concluding Remarks**

This chapter provides an overview of asynchronous strategies for adaptation, learning, and optimization over networks including non-cooperative, centralized, consensus, and diffusion strategies. Particular attention is given to
the constant step-size case in order to examine solutions that are able to adapt and learn continuously from streaming data. The presentation complements the results from [1], [5]. We introduced a fairly general model for asynchronous behavior that allows for random step-sizes, link failures, random topology variations, and random combination coefficients. We examined the mean-square-error performance and stability properties under asynchronous events and recovered results for synchronous operation as a special case. The results indicate that asynchronous networks are robust, resilient to failure, and remain mean-square stable for sufficiently small step-sizes.

There are of course several aspects of distributed strategies that are not covered in this work. Comments on these aspects can be found in [1], [5], [7], including issues related to (a) the noisy exchange of information over links (e.g., [7], [14] and [108]–[112]); (b) the use of gossip strategies (e.g., [12], [15], [20], [22], [71], [113], [114]); (c) the exploitation of sparsity constraints (e.g., [115]–[118]); (d) the solution of constrained optimization problems (e.g., [13], [100], [119]–[121]); (e) the use of distributed solutions of the recursive least-squares type (e.g., [7], [72], [98]); (f) the development of distributed state-space solutions (e.g., [72], [97] and [122]–[128]); (g) the study of incremental-based strategies (e.g., [129]–[141]); (h) the study of distributed solutions under multi-task environments [142]–[146]; (i) the case of non-smooth risk functions in the context of subgradient learning [24], [25], [69], [116]; and (j) the incorporation of proximal operators into the distributed setting [147]–[151].
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