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## 1 Introduction

Out-of-time-order correlators (OTOCs) have attracted significant attention for two reasons. First, they describe quantum chaos in a way comparable to classical chaos (at least, for systems with a large parameter $N$, where the early-time OTOCs are characterized by a Lyapunov exponent). The second reason has to do with black holes and gravity. In this setting, OTOCs serve as a unique probe of high energy physics, namely, gravitational...
scattering between incoming and outgoing particles at the event horizon. The formal theory of such scattering was initiated by Dray and 't Hooft [1] and further developed by 't Hooft [2–4], but its physical meaning was hard to grasp because there seemed to be no observable effects. Only later it was realized that the relevant quantity is an OTOC and that it provides a basis for comparison between black holes and other systems. Maximal chaos, namely, the relation \( \kappa = 2\pi T \) between the Lyapunov exponent and temperature, is a hallmark of gravity [5], whereas small corrections to \( \kappa \) may be attributed to stringy effects [6] or some other form of nonlocality. (The term “maximal chaos” is due to the inequality \( \kappa \leq 2\pi T \), which holds under very general assumptions [7].)

The Sachdev-Ye-Kitaev model realizing maximal chaos [8, 9] has contributed to the concept of quantum gravity as a very general phenomenon, something like “quantum thermodynamics”. We would like to move toward a more concrete understanding of gravity. The SYK model is relatively simple but has a very rough bulk-dual picture, as compared with the celebrated duality between certain supersymmetric conformal field theories and superstrings in anti-de Sitter spaces [10]. The main goal of this paper is to figure what exactly is missing. For higher-dimensional CFTs, sub-AdS locality can be probed by thought experiments where particles created at the boundary collide and scatter in the bulk, as reflected by certain features in the S-matrix and four-point correlation functions [11, 12]. The bulk locality is also related to a gap in the conformal dimension spectrum [13]. Speaking abstractly, the absence of such a gap for the SYK model might explain the difficulty with bulk description. However, the known arguments do not seem to work in the case at hand, i.e. for a \((1 + 1)\)-dimensional bulk with a \((0 + 1)\)-dimensional boundary. We will try to give an alternative explanation, which could help to dissect the problem and find a way around.

The rest of the introduction is devoted to the comparison between bulk-local and bulk-nonlocal effects in the context of the SYK model. In the main part of the paper, we show that the nonlocal effects cannot be diminished within a more general setting. This should provide useful guidance for the future search of holographic models.

In the discussion of holography for the SYK model, we will focus on the soft mode [14–17]. In its basic form, the holographic correspondence is between the Schwarzian action \( I_{\text{Sch}} = -N\alpha_s^{-1} \int_0^1 \text{Sch}(e^{i\varphi(\tau)}, \tau) \, d\tau \) on the boundary and Jackiw-Teitelboim (JT) gravity in the bulk [18–20]. The latter has the following action:

\[
I_{\text{JT}} = \frac{1}{4\pi} \int_D (-\Phi R + U(\Phi)) \sqrt{g} \, d^2x - \frac{1}{2\pi} \int_{\partial D} \Phi K \sqrt{g_{\varphi\varphi}} \, d\varphi, \quad U(\Phi) = -2\Phi, \quad (1.1)
\]

where the dilaton field \( \Phi \) is normalized in such a way that its extremal value in an on-shell configuration equals the entropy. (The zero-temperature entropy, which can be represented by a topological term, is not included.) This model has inspired a lot of interesting work, but it has an unfortunate feature that the on-shell metric is fixed. Therefore, any nonlocal, or “stringy” modes in the bulk may be decoupled from gravity. Furthermore, the bulk-boundary correspondence is too simple because the Schwarzian action is already local. A more interesting form of holography would be one that provides a bulk-local description of some nonlocal boundary physics.\(^1\)

\(^1\)Here, we mean the nonlocality of the effective action for collective modes. At the fundamental level, the system is described by a quantum Hamiltonian or the corresponding action, which is local in time.
Let us mention yet another reason to regard JT gravity degenerate. It has to do with Dray-'t Hooft “shock waves”. In the JT theory, a gravitational shock can be eliminated by an SL(2,R) coordinate transformation on one of the two half-spaces (say, on the future of the shock), such that the only remaining effect is a boundary shift. As a consequence, the boundary representation of the shock generator is local; for example, a shock at the past horizon is represented by $L_{-1} = e^{\alpha t} \partial_t$. This operator is applied to one side of the thermofield double. In the low-temperature limit of the SYK model, the thermofield double is described by the Wightman function $G^W$; its perturbation by the shock is given by the eigenfunction of the retarded kernel, $\Upsilon^R = L_{-1}^{(1)} G^W$, where $L_{-1}^{(1)}$ denotes the action of $L_{-1}$ on the first variable of $G^W$ [17, 21]. The shock generator is more physical than the effective action because it is an on-shell object. For AdS black holes, it is defined as the transformation of boundary fields where a field is propagated back in time to the past horizon, shifted by a constant infinitesimal amount, and propagated forward to the boundary. We expect this procedure to generalize to all maximally chaotic systems. Note that the shock generator is boundary-nonlocal for $(3 + 1)$-dimensional black holes, and it would be very desirable to find a concrete quantum model with this property.

Unlike with microscopic models, boundary nonlocality is easily achieved in the dilaton gravity setting. To break the degeneracy of the JT theory, let us perturb the dilaton potential with a quadratic term:

$$U(\Phi) = -2\Phi - a\Phi^2. \quad (1.2)$$

Its holographic dual is present in the SYK model as a correction to the Schwarzian action [17]. We will now make use of some formulas from the cited paper to quantify the corresponding physical effects, which we call bulk-local. Then we will compare them with the correction to the Lyapunov exponent, which is a measure of bulk nonlocality. This may seem too technical for an introduction, but all cumbersome factors will magically cancel, resulting in a simple figure of merit.

The most important manifestation of the quadratic term is in thermodynamics. So let us consider static, i.e. Euclidean, rotationally symmetric, on-shell field configurations. Recall that the dilaton potential $\Phi$ at the center is equal to the entropy (up to a constant term). Furthermore, $-U(\Phi)$ is the temperature (up to an arbitrary factor) [17, 22]. Thus, the entropy as a function of temperature is

$$S = \text{const} + \frac{1}{2}(cT) - \frac{a}{8}(cT)^2 + O(T^3), \quad (1.3)$$

where $c$ is arbitrary. On the SYK side, we have the following expansion in powers of $N$, where the extensive part is further expanded in $T/J$ [17, 23, 24]:

$$\ln Z + E_0/T = N\left( S + 2\pi^2\alpha_S(T/J) - \frac{\pi^2}{6}\gamma(T/J)^2 + \cdots \right) + O(N^0). \quad (1.4)$$

Here $E_0$ is the ground state energy, $S$ is the zero-temperature entropy per Majorana site, $\alpha_S$ is the coefficient in the Schwarzian action, and $\gamma$ is the coefficient in the correction to
it. Neglecting the $O(N^0)$ term, we obtain the entropy in the thermodynamic limit:

$$S = \frac{\partial (T \ln Z)}{\partial T} = N \left( S + 4\pi^2 \alpha_S(T/J) - \frac{\pi^2}{2} \gamma(T/J)^2 + \cdots \right).$$  \hfill (1.5)

The comparison between equations (1.3) and (1.5) gives the value of parameter $a$ in the dilaton potential:

$$a = \frac{\gamma}{16\pi^2 \alpha_S^2 N} = \frac{9q^3}{-k_c'(2) \pi (q-1)(q-2) \tan(\pi/q) N},$$  \hfill (1.6)

where we have used the expressions for $\alpha_S$ and $\gamma$ from table 1 in ref. [17]. The notation $k_c(h)$ stands for the eigenvalue of the conformal kernel; $k_c'(2)$ is its derivative at $h = 2$.

We are now in a position to determine the relative strengths of bulk-local and bulk-nonlocal corrections to the JT theory. More details for this argument are given in section 5.

To characterize bulk-local effects, we consider the two terms in the specific heat:

$$C = T \frac{\partial S}{\partial T} = N (4\pi^2 \alpha_S(T/J) - \pi^2 \gamma(T/J)^2 + \cdots).$$  \hfill (1.7)

Denoting the second (relatively small) term by $-\delta C$, we get:

$$\frac{\delta C}{C} = \frac{\gamma}{4\alpha_S(T/J)} = \frac{36\pi q^3 \alpha_S}{-k_c'(2) \pi (q-1)(q-2) \tan(\pi/q)} (T/J).$$  \hfill (1.8)

This should be compared with the finite-temperature correction to the Lyapunov exponent, $\kappa = 2\pi T - \delta \kappa$. Taking the value of $\delta \kappa$ from [16] or [21], we get:

$$\frac{\delta \kappa}{\kappa} = \frac{1}{3} k_c'(2) k_R'(-1).$$  \hfill (1.9)

This is the promised figure of merit. A slightly different quantifier of bulk nonlocality can be extracted from the estimate of stringy effects in near-extremal black holes [16].\footnote{We thank the referee for pointing this out.} We argue in section 5 that it is more relevant in higher dimensions. But for generic higher-dimensional systems, whose bulk dual is a Schwarzschild black hole, $\delta \kappa/\kappa$ seems to be the right quantifier.

It would be interesting to know how general equation (1.9) is, in the (0+1)-dimensional case but beyond the SYK setting. In any case, a holographic model would be one for which the left-hand side of the equation is small. For the SYK model, we have

$$- k_c'(2) - k_R'(-1) = \pi \tan(\pi/q) > 0,$$  \hfill (1.10)

and hence, $-k_c'(2) k_R'(-1) > 1$. Looking for holography among slightly more general models, one could try to either decrease $-k_c'(2)$ or increase $k_R'(-1)$. We will see that the second recipe does not work because

$$\kappa \frac{k_R'(-\kappa)}{2\pi T} \leq 2$$  \hfill (1.11)

for a large class of SYK-like models. The number $t_B = \frac{1}{2\pi T} k_R'(-\frac{\kappa}{2\pi T})$ is called “branching time” [21]; its definition and use do not require maximal chaos.
1.1 Outline of the paper

The remainder of this paper is organized as follows. In section 2, we review the kinetic equation for OTOCs with general rung function and establish our conventions. In section 2.3, we review the concept of branching time. In section 3, we present the main result of this paper, the inequality (1.11). It is derived by relating the branching time to the winding speed of the phase of the Green function. The required upper bound for the winding speed is proved in appendix B. In section 4, we investigate the branching time for weakly coupled models and discuss its relation to the quasi-particle lifetime and the Lyapunov exponent. Section 5 is mainly concerned with general discussion, including some conjectures and research proposals.

2 Preliminaries

We adopt the notation of ref. [21], namely, set \( \beta = 2\pi \) and denote the connected out-of-time-order correlator by \( \text{OTOC}(t_1, t_2, t_3, t_4) \). More explicitly,

\[
\text{OTOC}(t_1, t_2, t_3, t_4) := \langle X_1(\theta_1)X_2(\theta_2)\rangle \langle X_3(\theta_3)X_4(\theta_4) \rangle = \langle X_1(\theta_1)X_3(\theta_3)X_2(\theta_2)X_4(\theta_4) \rangle,
\]

where \( \theta_j = \tau_j + it_j \) (\( j = 1, 2, 3, 4 \)) are complex variables with their real parts (i.e. imaginary times) fixed as follows:

\[
\theta_1 = it_1 + \pi, \quad \theta_2 = it_2, \quad \theta_3 = it_3 + \frac{\pi}{2}, \quad \theta_4 = it_4 - \frac{\pi}{2}.
\]

The – and + signs in (2.1) are for bosons and fermions respectively. Following [17], we assume the single mode ansatz

\[
\text{OTOC}(t_1, t_2, t_3, t_4) \approx \frac{e^{2\pi(t_1 + t_2 - t_3 - t_4)/2}}{C} \Upsilon_{X_1, X_2}(t_{12}) \Upsilon_{X_3, X_4}(t_{34}) \notag, \quad t_{jk} := t_j - t_k
\]

within the time window

\[
t_{\text{scr}} \gg \frac{t_1 + t_2}{2} - \frac{t_3 + t_4}{2} \gg \kappa^{-1}, \quad t_{12} \sim t_{34} \sim 1,
\]

where the scrambling time \( t_{\text{scr}} \) is the time scale at which non-linear effects appear. For example, in the low temperature limit of the SYK model, \( C \sim \frac{N}{\beta} \) and \( t_{\text{scr}} \approx \beta \ln C \). Finally, \( \Upsilon_{X,Y}^R(t) \) and \( \Upsilon_{X,Y}^A(t) \) denote the retarded and advanced vertex functions, respectively.

Conventions. In this paper, we use the condensed matter convention in defining Green functions; for example, the imaginary-time and the retarded/advanced Green functions for Majorana operators are defined as follows:

\[
G(\tau, \tau') = \langle \chi_j(\tau)\chi_j(\tau') \rangle \quad \text{for} \quad \tau > \tau', \quad G^{R/A}(t,t') = \mp i\theta(\pm(t-t')) \langle \{\chi_j(it),\chi_j(it')\} \rangle.
\]

Here the factors \(-1\) and \(\pm i\) are chosen such that the bare Green functions in the frequency domain\(^3\) have the standard form, \(\tilde{G}_0(\omega) = \omega^{-1}\). Let us also remind the reader that \(\tilde{G}^R(\omega)\) and \(\tilde{G}^A(\omega)\) are complex conjugates of each other and that they can be analytically continued to the upper and lower complex half-planes, respectively. These analytic continuations have the property that \(\tilde{G}_\text{R}(z) = \tilde{G}_\text{A}(z^*)^*\).

\(^3\)In this paper, we add an additional tilde for functions in the frequency domain.
2.1 Rung function in SYK-like models

Connected four-point functions, including OTOCs, are given by sums of ladder diagrams. The function $\text{OTOC}(t_1, t_2, t_3, t_4)$ with fixed $t_3, t_4$ satisfies a kinetic equation [9, 16, 21, 25],

$$
\int dt_5 \, dt_6 \, K^R(t_1, t_2, t_5, t_6) \, \text{OTOC}(t_5, t_6, t_3, t_4) \approx \text{OTOC}(t_1, t_2, t_3, t_4),
$$

with retarded kernel expressed as follows

$$
K^R(t_1, t_2, t_3, t_4) = G^R(t_{13}) G^A(t_{42}) R(t_{34}) = t_4 \frac{t_3}{(q - 2)!} t_2 \frac{t_1}{t_3 - t_4}.
$$

Here $R$, represented by the vertical wavy line and called the rung function, depends on the exact form of interactions in the model. In the most general case, a “rung” is a two-particle irreducible diagram that involves four times at its corners. However, we consider the class of models where $R$ depends only on two times (or rather, their difference $t_{34} = t_3 - t_4$) and refer to this assumption as the thin rung approximation. For example, in the SYK model, the rung function is a product of Wightman functions, multiplied by the second moment of the random coupling:

$$
R(t_{34}) = J^2(q - 1) |G^W(t_{34})|^{q-2}, \quad \text{i.e.} \quad \frac{t_3}{t_4} = \frac{1}{(q - 2)!} \left( \begin{array}{c} 2 \\ t_3 \\ t_4 \\ \end{array} \right) \left( \begin{array}{c} 2 \\ t_3 \\ t_4 \end{array} \right) (\text{in SYK}).
$$

(The dotted line, representing the averaging over disorder, contributes the factor $(q - 1)!J^2$.) With our choice of imaginary time shifts (2.2), the Wightman function is related to the imaginary-time Green function as $G^W(t) = G(it + \pi)$. In the generalized Keldysh formalism (see appendix C), the Wightman function is, essentially, the Keldysh Green function between two different contour folds (corresponding to the upper and lower rails in ladder diagrams), $G^W = -\frac{i}{2} G_{21}^K$. Meanwhile, the rung function can be expressed as the variational derivative of the Keldysh self-energy with respect to the Keldysh Green function, namely, $R = \frac{\delta \Sigma_{K21}}{\delta G^K_{21}}$.

One more thing the rung function is relevant to is the definition of the inner product of vertex functions,

$$
\left( \Upsilon^A, \Upsilon^R \right) := \int \Upsilon^R(t) R(t) \Upsilon^A(t) \, dt,
$$

which has been used in the ladder identity [21].

2.2 Kinetic equation in the frequency domain

Following [21], we define a variant of the kernel utilizing the time translation symmetry:

$$
K^R_\alpha(t, t') = \int_{-\infty}^{+\infty} K^R \left( s + \frac{t}{2}, s - \frac{t'}{2}, \frac{t}{2}, -\frac{t'}{2} \right) e^{\alpha s} \, ds, \quad \alpha < 0.
$$

We denote its largest eigenvalue by $k_R(\alpha)$ and the corresponding eigenvector by $\Upsilon^R_\alpha(t)$, i.e.

$$
\int K^R_\alpha(t, t') \Upsilon^R_\alpha(t') \, dt' = k_R(\alpha) \Upsilon^R_\alpha(t).
$$
In this notation, finding the Lyapunov exponent \( \varepsilon \) amounts to solving the equation \( k_R(-\varepsilon) = 1 \). The retarded vertex function is given by the corresponding eigenvector \( \Upsilon^R(t) = \Upsilon^R_R(t) \). Similarly, the advanced vertex function \( \Upsilon^A = \Upsilon^A_R \) is the corresponding eigenvector of the operator \( K^A \) that is adjoint to \( K^R \) with respect to the inner product (2.9).

For the purpose of this paper, it is useful to rewrite (2.11) with \( \alpha = -\varepsilon \) in the frequency representation,

\[
\int \tilde{K}_R^R(\omega, \omega') \Upsilon^R(\omega') \frac{d\omega'}{2\pi} = \tilde{\Upsilon}^R(\omega),
\]

(2.12)

where \( \tilde{\Upsilon}^R(\omega) \) is the Fourier transform of \( \Upsilon^R(t) \), and \( \tilde{K}_R^R(\omega, \omega') = \int K_R^R(t, t') e^{i(\omega t' - \omega t)} dt dt' \). Combining (2.7) and (2.10), we have the following explicit expression

\[
\tilde{K}_R^R(\omega, \omega') = \int G^R \left( s + \frac{t - t'}{2} \right) G^A \left( -s + \frac{t - t'}{2} \right) R(t') e^{i(\omega t' - \omega t + i\varepsilon s)} ds dt'
\]

\[
= \tilde{G}^R \left( \omega + i\frac{\varepsilon}{2} \right) \tilde{G}^A \left( \omega - i\frac{\varepsilon}{2} \right) \tilde{R}(\omega - \omega').
\]

(2.13)

For later convenience, we define the \( W \) function as follows

\[
\tilde{G}^R \rightarrow \omega + i\frac{\varepsilon}{2}, \quad \tilde{G}^A \rightarrow \omega - i\frac{\varepsilon}{2}, \quad W \left( \omega + i\frac{\varepsilon}{2} \right) = \tilde{G}^R \left( \omega + i\frac{\varepsilon}{2} \right) \tilde{G}^A \left( \omega - i\frac{\varepsilon}{2} \right) = \left| \tilde{G}^R \left( \omega + i\frac{\varepsilon}{2} \right) \right|^2 \geq 0
\]

(2.14)

where we have used the property \( \tilde{G}^R(\omega + i\frac{\varepsilon(\mu)}{2})^* = \tilde{G}^A(\omega - i\frac{\varepsilon(\mu)}{2}) \). Note that the equal sign in (2.14) is only possible on the real axis, i.e. \( W > 0 \) in the upper half-plane.

In the Keldysh formalism, \( W \) can be understood as the variation of the Keldysh Green function with respect to the Keldysh self-energy, \( W = \frac{\delta G^K}{\delta \Sigma^K} \). In general, it depends on two variables, the center-of-mass frequency \( i\varepsilon \) and the relative frequency \( \omega \). However, in the current problem, the center-of-mass frequency is set to be imaginary as we assume exponential growth, and the relative frequency is kept real. So we recast the two variables into a complex argument, \( \omega + i\frac{\varepsilon}{2} \).

Diagrammatically, the kinetic equation (2.12) can be represented as follows

\[
\tilde{G}^R \xrightarrow{\omega + i\frac{\varepsilon}{2}} \tilde{G}^R \quad \text{and} \quad \tilde{G}^A \xrightarrow{\omega - i\frac{\varepsilon}{2}} \tilde{G}^A
\]

\[
\tilde{G}^R \quad \tilde{G}^A
\]

\[
\omega - \omega' \quad \omega'.
\]

(2.15)

Here the blue curve represents the vertex function \( \tilde{\Upsilon}^R \), and the frequency \( \omega' \) in the loop should be integrated over.

---

4Where in the second step, we change the integration variables \( (s, t, t') \rightarrow (s + \frac{t - t'}{2}, -s + \frac{t - t'}{2}, t') \) with Jacobian 1 and reorganize \( \omega t - \omega' t' + i\varepsilon s \) as \( \left( \omega + i\frac{\varepsilon}{2} \right) \left( s + \frac{t - t'}{2} \right) + \left( \omega - i\frac{\varepsilon}{2} \right) \left( -s + \frac{t - t'}{2} \right) + (\omega - \omega') t' \).

5Because the imaginary part of the retarded Green function is always negative in the upper half-plane (cf. eq. (B.4)). On the other hand, \( G^R \) can have zeros on the real axis.
To summarize, we have obtained the equation for the Lyapunov exponent $\nu$ and the retarded vertex function $\Upsilon_R$ in the frequency domain,

$$W\left(\omega + i\frac{\nu}{2}\right) \int \tilde{R}(\omega - \omega') \tilde{\Upsilon}_R(\omega') \frac{d\omega'}{2\pi} = \tilde{\Upsilon}_R(\omega).$$

(2.16)

### 2.3 Branching time and a generating function

The branching time $t_B$ is defined in ref. [21] as

$$t_B := k'_R(-\nu),$$

(2.17)

which measures the average rung separation. Physically, the branching time characterizes the sensitivity of the Lyapunov exponent to perturbations of the system. Let us imagine some theory with the retarded kernel $K^R$, eigenvalue function $k_R(\alpha)$, and Lyapunov exponent $\nu$. Now we perturb the theory, which changes the retarded kernel, $K^R \rightarrow K^R + \delta K^R$, and its eigenvalue, $k_R(\alpha) \rightarrow k_R(\alpha) + \delta k_R(\alpha)$. The corresponding first-order shift $\delta \nu$ of the Lyapunov exponent can be found as follows:

$$k_R(-\nu - \delta \nu) + \delta k_R(-\nu) = 1 \implies \delta \nu = \frac{\delta k_R(-\nu)}{t_B}.$$  

(2.18)

Now, we will compute the branching time by a generating function method. Within the thin rung approximation, the OTOC is given by a sum of diagrams with $n$ rungs (denoted by $F_n$),

$$\text{OTOC}(t_1, t_2, t_3, t_4) = \sum_{n=0}^{\infty} F_n(t_1, t_2, t_3, t_4).$$

(2.19)

We may interpret $F_n/\text{OTOC}$ as the “probability”$^6$ for a $n$-rung ladder to appear in the OTOC, and define the average number of rungs as

$$\pi(t_1, t_2, t_3, t_4) = \sum_{n=0}^{\infty} \frac{n F_n(t_1, t_2, t_3, t_4)}{\text{OTOC}(t_1, t_2, t_3, t_4)}.$$  

(2.20)

To proceed, let us introduce a generating function with a parameter $\mu$ representing the chemical potential for rungs,

$$Z(\mu, t_1, t_2, t_3, t_4) = \sum_{n=0}^{\infty} e^{\mu n} F_n(t_1, t_2, t_3, t_4) = \sum_{n=0}^{\infty} \frac{t_1}{t_2} \cdots \frac{t_n}{t_4};$$

(2.21)

then the average number of rungs is the logarithmic derivative of the generating function, namely,

$$\pi(t_1, t_2, t_3, t_4) = \partial_\mu \ln Z(\mu, t_1, t_2, t_3, t_4)|_{\mu=0}.$$  

(2.22)

A useful observation is that the generating function $Z(\mu, t_1, t_2, t_3, t_4)$ can be determined by the same kinetic equation approach, with a weighted kernel $e^\mu K^R$:

$$\int dt_5 dt_6 e^\mu K^R(t_1, t_2, t_5, t_6) Z(\mu, t_5, t_6, t_3, t_4) \approx Z(\mu, t_1, t_2, t_3, t_4).$$

(2.23)

$^6$In general, $F_n(t_1, t_2, t_3, t_4)/\text{OTOC}(t_1, t_2, t_3, t_4)$ may not be positive.
This suggests $Z(\mu, t_1, t_2, t_3, t_4)$ should have a similar form to the OTOC,

$$Z(\mu, t_1, t_2, t_3, t_4) = \frac{e^{\mathcal{V}(\mu)(t_1 + t_2 - t_3 - t_4)/2}}{C(\mu)} \mathcal{Y}^R(t_{12}, \mu) \mathcal{Y}^A(t_{34}, \mu), \quad (2.24)$$

where $C(\mu)$ and $\mathcal{Y}^R/A(t, \mu)$ are smooth functions near $\mu = 0$. Plugging the last equation into (2.22), we get

$$\pi(t_1, t_2, t_3, t_4) = \mathcal{V}(0) \frac{t_1 + t_2 - t_3 - t_4}{2} + \text{(non-growing part)}. \quad (2.25)$$

The number $\mathcal{V}(\mu)$ is determined by solving the eigenvalue equation $e^{\mu}k_R(-\mathcal{V}(\mu)) = 1$. Differentiating it with respect to $\mu$, we find

$$\mathcal{V}'(0) = \frac{1}{k_R'(-\mathcal{V})} = \frac{1}{t_B}. \quad (2.26)$$

Practically speaking, this relation provides an alternative route to the branching time. The branching time is the change in the Lyapunov exponent when a weight $e^{\mu}$ is added to the retarded kernel $K^R$. This method will be applied in following sections to prove a bound for the branching time and to estimate the branching time of weakly interacting systems.

We would also like to comment on the meaning of equation (2.25). Together with (2.26), it gives

$$\pi(t_1, t_2, t_3, t_4) \approx \frac{t_1 + t_2 - t_3 - t_4}{2t_B}, \quad (2.27)$$

which is consistent with the interpretation of $t_B$ as the average rung separation. Note that (2.27) is correct only for large time differences such that

$$\overline{n^2} - \pi^2 = \partial^2 \ln Z(\mu, t_1, t_2, t_3, t_4)|_{\mu=0} \approx \mathcal{V}''(0) \frac{t_1 + t_2 - t_3 - t_4}{2} \ll \pi^2, \quad (2.28)$$

and therefore, the distribution of $n$ approaches a delta function.

## 3 A bound on the branching time

In this section, we present the main result of this paper: we show that within the thin rung approximation, the following bound on the branching time holds for fermionic models:

$$t_B \mathcal{V} \lesssim 2. \quad (3.1)$$

We will prove it using the generating function trick with parameter $\mu$, and express the branching time as the $\mu$-derivative of $\mathcal{V}$ via (2.26). Our proof involves two steps:

1. Relate $t_B$ to $\partial_\omega \phi$, where

$$\phi \left( \omega + i \frac{\mathcal{V}}{2} \right) = -\frac{i}{2} \ln \frac{\tilde{G}^R(\omega + i \frac{\mathcal{V}}{2})}{\tilde{G}^A(\omega - i \frac{\mathcal{V}}{2})} \quad (3.2)$$

is the phase of the retarded Green function on the upper half plane. This step is completed by a Hellmann-Feynman type argument, which will be shown momentarily.
2. Derive a bound on $\partial_\phi \phi$.

This second part is common to fermionic Green functions (i.e. the result does not rely on the kinetic equation or the thin rung approximation). For this reason, we have put the proof of the bound in a separate section as appendix B.

We start with the deformed kernel $e^\mu K^R$ and the following equation (i.e. introduce a parameter $\mu$ to eq. (2.16))

$$e^\mu W \left( \omega + i \frac{x(\mu)}{2} \right) \int \tilde{R}(\omega - \omega') \tilde{Y}^R(\omega', \mu) \frac{d\omega'}{2\pi} = \tilde{Y}^R(\omega, \mu).$$ (3.3)

Since $W > 0$ away from the real axis, we can equivalently write

$$e^\mu \int \tilde{R}(\omega - \omega') \tilde{Y}^R(\omega', \mu) \frac{d\omega'}{2\pi} = \frac{\tilde{Y}^R(\omega, \mu)}{W(\omega + i \frac{x(\mu)}{2})}.$$ (3.4)

Using the property $\tilde{R}(\omega) = \tilde{R}(-\omega)^*$ (i.e. the reality of the rung function in the time representation, $R(t) = R(t)^*$ -- see appendix D for a proof), we get the following formula for the complex conjugate of (3.4):

$$e^\mu \int \tilde{R}(-\omega + \omega') \tilde{Y}^R(\omega', \mu)^* \frac{d\omega'}{2\pi} = \frac{\tilde{Y}^R(\omega, \mu)^*}{W(\omega + i \frac{x(\mu)}{2})}.$$ (3.5)

We have also used the fact that $W$ is real. A neater way to write these formulas is to use bra $\langle \tilde{Y}^R|$ and ket $|\tilde{Y}^R\rangle$ with the Hermitian inner product given by the integral over $d\omega$. Then $\tilde{R}$ may be regarded as a Hermitian operator with the matrix elements $\langle \omega|\tilde{R}|\omega'\rangle = \tilde{R}(\omega - \omega') = \tilde{R}(\omega' - \omega)^* = \langle \omega'|\tilde{R}|\omega\rangle^*$, while $W$ is a diagonal Hermitian operator. Thus, (3.4) and (3.5) become

$$e^\mu \langle \tilde{Y}^R|\tilde{R}\rangle = W^{-1}|\tilde{Y}^R\rangle, \quad e^\mu \langle \tilde{Y}^R|\tilde{R}\rangle = \langle \tilde{Y}^R|W^{-1}\rangle.$$ (3.6)

Consequently, we have $e^\mu \langle \tilde{Y}^R|\tilde{R}|\tilde{Y}^R\rangle = \langle \tilde{Y}^R|W^{-1}|\tilde{Y}^R\rangle$. Next, we run a Hellmann-Feynman type of argument: when we take the $\mu$ derivative of both sides of the equation $e^\mu \langle \tilde{Y}^R|\tilde{R}|\tilde{Y}^R\rangle = \langle \tilde{Y}^R|W^{-1}|\tilde{Y}^R\rangle$, the terms involving derivatives of $\langle \tilde{Y}^R|$ and $|\tilde{Y}^R\rangle$ cancel due to (3.6). Therefore, only the derivatives of $e^\mu \tilde{R}$ and $W^{-1}$ survive, namely,

$$\frac{dW^{-1}}{d\mu} = e^\mu \langle \tilde{Y}^R|\tilde{R}|\tilde{Y}^R\rangle = \langle \tilde{Y}^R|W^{-1}|\tilde{Y}^R\rangle.$$ (3.7)

In the last step, we used equation (3.6) again. Recall that $W(\omega + i \frac{x}{2}) = \tilde{G}^R(\omega + i \frac{x}{2}) \tilde{G}^A(\omega - i \frac{x}{2}) = |\tilde{G}^R(\omega + i \frac{x}{2})|^2$ is the square of the magnitude of $\tilde{G}^R$, whose derivative along the imaginary axis is related to the derivative of the phase of $\tilde{G}^R$ along the real axis. More explicitly, we have the following formula:

$$\frac{dW^{-1}}{d\mu} = W^{-1} x'(\mu) \partial_\omega \phi \left( \omega + i \frac{x}{2} \right), \quad \text{where} \quad \phi \left( \omega + i \frac{x}{2} \right) := -\frac{i}{2} \ln \frac{\tilde{G}^R(\omega + i \frac{x}{2})}{\tilde{G}^A(\omega - i \frac{x}{2})}. \quad (3.8)$$
Setting $\mu = 0$, we obtain $t_B = \mathcal{A}'(0)^{-1}$:

$$t_B = \frac{\langle \tilde{\Upsilon}^R | W^{-1} \frac{d\tilde{\Upsilon}^R}{d\omega} | \tilde{\Upsilon}^R \rangle}{\langle \tilde{\Upsilon}^R | W^{-1} \tilde{\Upsilon}^R \rangle} \quad \text{at} \quad \mu = 0. \quad (3.9)$$

We would like to interpret the above expression for $t_B$ as the average value of the winding speed of $\phi$ with some probability distribution $P$. Such an interpretation is indeed possible:

$$t_B = \int d\omega P(\omega) \frac{d\phi}{d\omega}, \quad P(\omega) = \frac{1}{\mathcal{N}} \left| \frac{\tilde{\Upsilon}^R(\omega)}{G^R(\omega + i\frac{s}{2})} \right|^2 , \quad (3.10)$$

where $\mathcal{N} = \int d\omega \left| \frac{\tilde{\Upsilon}^R(\omega)}{G^R(\omega + i\frac{s}{2})} \right|^2$ is a normalization factor.\(^7\) Next, we will bound $t_B$ using a lemma that bounds the winding speed of $\phi$.

**Lemma.** The retarded/advanced Green function $G^{R/A}$ of an arbitrary Fermi system satisfies the following inequality for all $\omega \in \mathbb{R}$ and $s \in \mathbb{R}^+$:

$$-\frac{i}{2} \partial_\omega \ln \frac{G^R(\omega + is)}{G^A(\omega - is)} \leq \frac{1}{s} . \quad (3.11)$$

The proof is given in the appendix B.

Applying the Lemma with $s = \frac{s}{2}$ to (3.10), we conclude that $t_B \leq \frac{2}{s}$, which is equivalent to the bound (3.1).

Now we make a few comments on the bound.

1. It is not clear if one can get arbitrarily close to saturating the bound $t_B \mathcal{A} \leq 2$. The best example we know is the SYK model at strong coupling (see eq. (52) of ref. [21]), where

$$t_B \mathcal{A} = \pi \cot(2\pi \Delta) - \frac{1}{2\Delta} - \frac{1}{2\Delta - 1} - \frac{1}{2\Delta - 2} \in (0, 3/2) . \quad (3.12)$$

The equal sign in the Lemma is achievable if the spectral function is a delta function; for example, if $A(\omega) = 2\pi \delta(\omega)$, then the equality is attained at $\omega = 0$. Note that in order to get an equal sign in the branching time bound, $t_B \mathcal{A} = 2$, one needs the bound in the Lemma to be tight whenever the ratio $\tilde{\Upsilon}^R(\omega)/G^A(\omega + i\frac{s}{2})$ is non-zero.

On the other hand, the equality in the Lemma can not hold for all $\omega$ because the total change of the phase difference between $G^R$ and $G^A$ is fixed, namely,

$$\int_{-\infty}^{+\infty} \left( -\frac{i}{2} \partial_\omega \ln \frac{G^R(\omega + is)}{G^A(\omega - is)} \right) d\omega = \pi . \quad (3.13)$$

\(^7\)The integral for $\mathcal{N}$ is convergent. First, the integrand is finite because $G^R(\omega)$ for a fermion has strictly negative imaginary part for $\text{Im} \omega > 0$. Second, $G^R(\omega) \sim 1/\omega$ at large $\omega$ but $\tilde{\Upsilon}^R(\omega)$ decays at least exponentially,

$$|\tilde{\Upsilon}^R(\omega)| < c e^{-|\omega|/\beta} ,$$

which can be seen from (2.11) where $\Upsilon^R(t)$ is analytic in the strip $|\text{Im}(t)| < \beta/2$. 
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| Date       | Page |
|------------|------|
| 094        | 11   |
This is true because $\text{Im} \tilde{G}^R$ is strictly negative on the upper half plane, so $\tilde{G}^R$ has no winding number and we only need to compare the phase at $\omega = -\infty$ and $\omega = +\infty$. Since $\tilde{G}^R \to 1/\omega$ at large frequency, we conclude the phase difference is $\pi$. Therefore, we expect that the equality in (3.11) can be achieved only at isolated points. On the other hand, $\tilde{T}^R(t)$ tends to zero at $t \to \pm \infty$, and therefore, its Fourier transform can not be a sum of delta functions. Combining these two observations, we expect that the branching time bound can not be saturated in any physical model.

For a more rigorous argument along similar lines, let us assume that $G^R(t,0)$ decays as $e^{-\Gamma t/2}$ as $t$ goes to infinity. In the frequency representation, this means that $\tilde{G}^R(z)$ is analytic for $\text{Im} z > -\Gamma/2$. As a result, the lemma proved in appendix B can be strengthened as follows:

$$\frac{-i}{2} \partial_\omega \ln \frac{\tilde{G}^R(\omega + i\frac{\Gamma}{2})}{\tilde{G}^A(\omega - i\frac{\Gamma}{2})} \leq \frac{2}{\pi + \Gamma},$$

which consequently provides a tighter upper bound on the branching time,

$$t_B \leq \frac{2}{\pi + \Gamma}.$$  

2. The key assumption for the bound to hold is the thin rung approximation for OTOCs. This condition might be violated, for example, in matrix models.

3. Our proof works only for fermionic systems, since the proof of the Lemma relies on the positivity of the spectral function, which is only true for fermionic Green functions.

4. The proof can be generalized to the higher-dimensional case under mild assumptions. The only change is to add momentum arguments to the vertex and Green functions and to integrate over the momentum whenever there is a loop in the diagram. The conclusion is that the bound $t_B \pi \leq 2$ still holds, provided the center-of-mass momentum of the exponentially growing mode is zero. One also needs the identity $\tilde{R}(\vec{p} - \vec{q}, \omega - \omega') = \tilde{R}(\vec{q} - \vec{p}, \omega' - \omega)^*$, which is analogous to the multi-flavor case discussed below.

5. The bound and its proof also generalize to multi-flavor Fermi system, where we need to introduce flavor indices for the rung function $\tilde{R}_{ab}$, the Green functions $\tilde{G}_{a}^{R,A}$, and vertex functions $\tilde{T}_{a}^{R,A}$. Here, we have assumed that the Green function is diagonal in the flavor basis, i.e. $\tilde{G}_{ab}^{R,A} = \delta_{ab} \tilde{G}_{a}^{R,A}$. Diagrammatically, the rung function looks like this:

$$\tilde{R}_{ab} :$$

Note that we require the incoming and outgoing flavors on each side to be the same. For SYK-like models with disorder, this assumption is true if the disorder is flavor-diagonal, e.g. if $J_{abcd}J_{a'b'c'd'} \propto \delta_{aa'}\delta_{bb'}\delta_{cc'}\delta_{dd'}$. A natural generalization of the reality condition for $R$ is Hermiticity, namely, $\tilde{R}_{ab}(\omega - \omega') = \tilde{R}_{ba}(-\omega + \omega')^*$, see appendix D for a proof. The derivation of the inequality $t_B \pi \leq 2$ requires minor modifications but remains correct.
4 Branching time at weak coupling

In this section, we investigate the special case where the Green function has a quasiparticle pole, which is expected at weak coupling. To be concrete, let us take the Majorana SYK model as an example and comment on the general case and higher dimensions later. In the limit of weak interaction, i.e. at temperatures $\beta^{-1} \gg J$, we may approximate the retarded Green function by that of a quasiparticle with zero energy and lifetime $\tau_{qp} = 1/\Gamma$, where $\Gamma \sim J$:

$$\tilde{G}^R(\omega) \approx \frac{1}{\omega + i\Gamma/2}. \quad (4.1)$$

In general, $\tilde{G}^R$ could have multiple poles characterized by decay rates $\Gamma$ of the same order of magnitude. As a consequence, the calculation of $t_B$ based on (4.1) in the following subsections will only give an order-of-magnitude estimate. See appendix C.5 for more discussions on the estimation of $\Gamma$.

4.1 A bound state problem

We have previously mentioned the bound $t_B \leq \frac{2}{\sqrt{\kappa+\Gamma}}$. This result, along with an actual estimate for $t_B$, can also be derived using the intuition from solving a bound state problem in ordinary quantum mechanics, similar to the large-$q$ SYK discussed in ref. [16]. We would like to explain the quantum mechanical interpretation here, which will also be useful for later discussions of various approximation methods.

Let us start with the kinetic equation (3.4) with parameter $\mu$ and insert the quasiparticle ansatz (4.1) into $W = |\tilde{G}^R|^2$, which yields $W = \frac{1}{\omega^2 + (\frac{\kappa + \Gamma}{2})^2}$ so that equation becomes

$$e^\mu \int \tilde{R}(\omega - \omega')\tilde{Y}^R(\omega', \mu) \frac{d\omega'}{2\pi} = \left( \frac{\kappa + \Gamma}{2} \right)^2 \tilde{Y}^R(\omega, \mu). \quad (4.2)$$

In the time domain, the above equation turns into a second order differential equation,

$$\left( -\partial_t^2 - e^\mu R(t) \right) Y^R(t, \mu) = -\frac{\omega^2 + (\kappa + \Gamma)^2}{4} Y^R(t, \mu), \quad (4.3)$$

which can be further interpreted as a Schrödinger equation with potential $V = -e^\mu R(t)$ and total energy $E = -\frac{(\omega^2 + (\kappa + \Gamma)^2)}{4} < 0$ (i.e. a bound state problem). Using the Hellmann-Feynman theorem, we get the potential energy at $\mu = 0$ by taking the $\mu$-derivative of the total energy, i.e.

$$E_V = -\frac{\kappa + \Gamma}{2} - \kappa'(0) = -\frac{\kappa + \Gamma}{2t_B}. \quad (4.4)$$

Note that the kinetic energy $E_K$ is always non-negative, and hence, $E = E_K + E_V \geq E_V$. Expressing $E$ and $E_V$ in terms of $\kappa$, $\Gamma$, and $t_B$, we get

$$\frac{(\kappa + \Gamma)^2}{4} \leq \frac{\kappa + \Gamma}{2t_B} \quad \text{i.e. } t_B \leq \frac{2}{\frac{\kappa + \Gamma}{4}}, \quad (4.5)$$

which reproduces the bound at weak coupling (3.15).
4.2 Comments on various approximation methods

The bound state interpretation provides a useful clue for various approximation methods. We will start with the zero range potential approximation (see ref. [26] for an exposition) for the rung function (potential term in the QM interpretation) and derive an approximate relation between the branching time $t_B$, the Lyapunov exponent $\kappa$, and the quasiparticle decay rate $\Gamma$:

$$\kappa \approx \frac{1}{t_B} - \Gamma. \quad (4.6)$$

In other words, the branching time is half of its upper bound (3.15). We also comment on a widely used approximation in the literature, the delta function approximation in the kinetic equation introduced by Stanford [27], and show that it leads to the same relation.

**Zero-range potential approximation for the bound state energy.** For the bound state problem (4.3), the simplest approximation is to replace the potential with a delta-function:

$$R(t) \to \tilde{R}(0)\delta(t) \quad \text{with} \quad \tilde{R}(0) = \int_{-\infty}^{+\infty} R(t)dt. \quad (4.7)$$

Then the wave function and the corresponding bound state energy $E = -\frac{(\kappa + \Gamma)^2}{4}$ are expressed as follows

$$\Upsilon^{R}(t,\mu) \sim e^{-\lambda|t|}, \quad \lambda = \frac{e^\mu \tilde{R}(0)}{2}, \quad E = -\lambda^2. \quad (4.8)$$

Therefore, we have $\kappa(\mu) = e^\mu \tilde{R}(0) - \Gamma$ and

$$\kappa = \tilde{R}(0) - \Gamma, \quad t_B = \kappa'(0)^{-1} = \tilde{R}(0)^{-1}. \quad (4.9)$$

Eliminating $\tilde{R}(0)$, we get the relation (4.6):

$$\kappa = \frac{1}{t_B} - \Gamma. \quad (4.10)$$

This formula shows that at weak coupling, branching is essential for scrambling to occur, which is in contrast to the strong coupling limit, where the branching slows down the scrambling. For example, in the SYK model with $J \gg 1$, the deviation of the Lyapunov exponent from its maximal value is

$$\delta\kappa = 1 - \kappa \sim \frac{1}{Jt_B} \quad \text{(in SYK at strong coupling).} \quad (4.11)$$

The contrast suggests that there are actually two different mechanisms for scrambling, one at weak coupling and another at strong coupling (corresponding, respectively, to high and low temperature) [28, 29].

As to the validity of the zero-range potential approximation we have used, it should work when the range of the potential $R(t)$ (denoted as $t_0$) is much smaller than the size of the wave packet given by $\Upsilon^R(t,\mu)$ in (4.8), namely

$$t_0 \ll \tilde{R}(0)^{-1} = t_B. \quad (4.12)$$
For example, in appendix E, we show that this criterion is satisfied for the Brownian SYK [30, 31], where the rung function is indeed a delta function, and therefore, the relation (4.6) is exact. On the other hand, there is also a weakly coupled model where this approximation (and the approximations below) are not accurate. In appendix F, we show that for the (regular) large $q$ SYK at weak coupling, there is an order 1 prefactor discrepancy between the approximated and exact results.

**Delta function approximation in the kinetic equation.** The zero range potential approximation for the bound state problem above is similar to the type of approximation used in [27] by Stanford, where the product of retarded and advanced Green functions (which is denoted as $W$ in this paper) is approximated by a delta function:

$$W^R \left( \omega + i \frac{\kappa(\mu)}{2} \right) \approx \frac{1}{\omega^2 + \left( \frac{\kappa + \Gamma}{2} \right)^2} \approx 1$$

(4.13)

In the last step, the Lorentzian function is replaced by the delta function. Therefore, we have a simplified equation,

$$e^{\mu \pi \delta(\omega)} \int \tilde{R}(\omega - \omega') \tilde{\Upsilon}^R(\omega', \mu) \frac{d\omega'}{2\pi} \approx (\kappa + \Gamma) \tilde{\Upsilon}^R(\omega, \mu).$$

(4.14)

The appearance of the delta function supplies additional convenience: the vertex function $\tilde{\Upsilon}^R(\omega, \mu)$ should also be proportional to $\delta(\omega)$ in this approximation. Thus, we have the following relation,

$$\kappa(\mu) + \Gamma = e^{\mu} \tilde{R}(0),$$

(4.15)

which is identical to the result obtained using the zero range potential approximation, and therefore, entails the same conclusion,

$$\kappa = \frac{1}{t_B} - \Gamma.$$  

(4.16)

We would like to make a few additional comments about this approach:

1. The approximation in (4.13) is valid when $\kappa + \Gamma \ll \omega_0$, where $\omega_0$ is the frequency scale below which the rung function $\tilde{R}(\omega)$ is almost constant. This is merely the frequency space version of the criterion (4.12).

2. The computations here generalize to higher dimensions and the multi-flavor case straightforwardly, where the retarded Green function has the following form

$$\tilde{G}^R_a(\vec{p}, \omega) = \frac{1}{\omega - \epsilon_a(\vec{p}) + i\Gamma_a(\vec{p})/2}.$$ 

(4.17)

The subscript $a$ labels the quasiparticle flavor, and $\vec{p}$ is the momentum vector. In this case, we need to consider a generalized version of equation (3.3), namely,

$$e^{\mu} W^R_{ab}(\vec{p}, \omega + i \frac{\kappa}{2}) \sum_b \int \tilde{R}_{ab}(\vec{p} - \vec{q}, \omega - \omega') \tilde{\Upsilon}^R_{b}(\vec{q}, \omega', \mu) \frac{d\omega'}{2\pi} \frac{d^dq'}{(2\pi)^d} = \tilde{\Upsilon}^R_{a}(\vec{p}, \omega, \mu).$$

(4.18)

---

*For a slightly different explanation, see ref. [27].*
Next, we use the following approximation in the above equation,

\[ W^R_a(\vec{p}, \omega + i \frac{x}{2}) \approx \frac{2\pi \delta(\omega - \varepsilon_a(\vec{p}))}{x + \Gamma_a(\vec{p})}, \]  

(4.19)

which leads to the following result:

\[ \kappa(\mu) = \langle e^{\mu} \tilde{R} - \Gamma \rangle. \]  

(4.20)

Here \( \tilde{R} \) and \( \Gamma \) are understood as matrices in the flavor \((a, b)\) and momentum \((\vec{p}, \vec{q})\) indices, namely,

\[ \tilde{R}_{a,\vec{p};b,\vec{q}} = \delta_{ab} \delta(\vec{p} - \vec{q}) \Gamma_a(\vec{p}) \]  

(4.21)

and the expectation value \( \langle \cdot \rangle \) is taken on the eigenvector with largest eigenvalue \( \kappa(\mu) \). Then the branching time is given by the Hellmann-Feynman theorem, with \( 1/t_B = \langle \tilde{R} \rangle \) evaluated on the same eigenvector, which leads to the following relation:

\[ \kappa = \frac{1}{t_B} - \langle \Gamma \rangle. \]  

(4.22)

5 Summary and discussion

In the introduction, we argued that nontrivial local and nonlocal effects in the putative bulk-dual picture for \((0 + 1)\)-dimensional large-\( N \) systems are characterized by \( \delta C/C \) and \( \delta \{ / \{ \}, respectively. Let us give a more technical explanation of this choice. It is based on the analysis of \( 1/(\beta J) \) effects in the SYK model. In ref. [17], a nonlocal correction to the Schwarzian action was proposed. Although its non-locality may be attributed to gauge fixing, it is a consistent boundary theory that is dual to dilaton gravity with linear plus quadratic potential. This theory is responsible for all but one terms in the expression (209) in [17] for the first subleading correction to the 4-point function. The \( f^\perp \) term has a different origin, coming from “hard” modes (which are complementary to the Schwarzian mode). We may regard \( f^\perp \) as an analogue of strings, and indeed, this term alone determines the correction \( \delta \kappa \) to the Lyapunov exponent. On the other hand, the “non-local” boundary action gives rise to \( \delta C \).

The ratio of the two numbers, \( \frac{\delta \kappa}{\kappa} / \frac{\delta C}{C} \), is not the only possible quantifier of bulk nonlocality. In section 6.3 of ref. [16], Maldacena and Stanford interpreted the dilaton in JT gravity in terms of transversal dimensions for an extremal black hole and estimated the stringy corrections to the Lyapunov exponent following [6]. The result (equation (6.199)) reads:

\[ \frac{\delta \kappa}{\kappa} = \frac{\ell^2_s}{2R^2_{AdS}} \frac{\delta S}{S}, \]  

(5.1)

where \( \ell_s \) is the string length and \( \delta S = S - S_0 \) is the finite-temperature contribution to the entropy, proportional to \( T/J \). Thus, the stringiness of the bulk is quantified by

\[ \frac{\ell^2_s}{R^2_{AdS}} = 2 \frac{\delta \kappa}{\kappa} / \frac{\delta S}{S}. \]  

(5.2)
However, this argument relies on the existence of transversal dimensions. Furthermore, the appearance of the zero-temperature entropy $S_0$ seems unnatural in the purely two-dimensional setting because $S_0$ represents a topological term, and thus, is not relevant to dynamics. For the SYK model, $\delta S/\delta \alpha$ is inversely proportional to the branching time $t_B = k'_R(-1)$. The formula (1.9) for $\delta S/\delta \alpha$ contains non-universal factors.

Our main result is a bound on the branching time, $\alpha t_B \leq 2$, for a large class of SYK-like models, which may be interpreted as a warning sign against naive attempts to obtain a holographic model with bulk locality. On the other hand, the assumptions used to prove the bound might serve as a guide for the search of desired models in a broader class. A general retarded kernel contains four matrix indices and a rung function of four time variables:
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\end{array} \begin{array{Here all indices are different. Each operator can be bosonic or fermionic, as long as the total fermion parity is even. The rung function $R_{abcd}(t_1, t_2, t_3, t_4)$ is the sum of general 2-particle irreducible (2PI) diagrams. To derive the bound, we made the following assumptions:

1. The conservation of flavor singlet. We assumed that we could restrict to the subspace where the Green functions on the two parallel rails for the retarded kernel are fermionic and with the same flavor index. In other words, we require the “scramblon” that mediates the propagation of chaos to be a singlet in the fermion flavor:

$$K^R_{ab} = K^R_{aa;bb} :$$

In SYK-like models, this conservation owes to the disorder averaging and the condition that the disorder is flavor-diagonal.

2. The model is purely fermionic. We used the fact that the spectral function is positive semi-definite, which is not true for bosonic operators. It is then interesting to study models with both bosons and fermions [25], and ask whether similar bounds exists.

3. The thin rung approximation requires that the rung function only depend on two times (and further, due to the time translation symmetry, it only depends on the time difference of the two ends):

$$R_{aa;bb}(t_1, t_2, t_3, t_4) = R_{ab}(t_1, t_2)\delta(t_{13})\delta(t_{24}) :$$

These assumptions are used to prove the bound and serve as a guide for the search of desired models in a broader class. A general retarded kernel contains four matrix indices and a rung function of four time variables:
It would be interesting to study models with more complicated rung functions. As an example, we could consider a matrix model, where the 2PI diagrams can be nontrivial:

\[
R_{ab}(t_1, t_2; t_3, t_4) = \begin{array}{c}
\begin{array}{c}
\begin{array}{c}
 a, t_1 \quad b, t_3 \\
 a, t_1 \quad b, t_3
\end{array} \\
\begin{array}{c}
 a, t_2 \\
 b, t_4
\end{array} \\
 a, t_2 \quad b, t_4 \\
 a, t_2 \quad b, t_4
\end{array}
\end{array} + \begin{array}{c}
\begin{array}{c}
 a, t_2 \quad b, t_4 \\
 a, t_2 \quad b, t_4
\end{array} \\
 a, t_1 \quad b, t_3 \\
 a, t_1 \quad b, t_3
\end{array} + \cdots
\] (5.6)

Here, the double lines represent the matrix fields that mediate the interaction between fermions.

It would also be interesting to understand logical connection between these conditions and bulk non-locality.

Another motivation of our work was to investigate the relation between scrambling and branching. There are two distinct behaviors: for the SYK model at strong coupling, the branching (occurring at rate \(1/t_B\)) slows down the scrambling \([21]\),

\[
\approx 1 - \frac{\text{const}}{Jt_B},
\] (5.7)

while in this paper, we have found the opposite tendency at weak coupling:

\[
\approx \frac{1}{t_B} - \Gamma.
\] (5.8)

The contrast may be attributed to different modes of scrambling, coherent at low temperatures vs. incoherent at high temperatures \([28, 29]\).
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A An alternative derivation of the ladder identity

In ref. \([21]\), the following identity relating \(t_B\), the Lyapunov exponent \(\kappa\), and the prefactor \(C\),

\[
\frac{2N \cos \frac{\pi}{2} \cdot t_B \cdot (\Upsilon^A, \Upsilon^R)}{C} = 1, \text{ where } (\Upsilon^A, \Upsilon^R) := \int \Upsilon^R(t) R(t) \Upsilon^A(t) dt,
\] (A.1)

was derived using a cut-and-glue consistency condition. Schematically, the procedure is to decompose a long ladder diagram into two shorter ladders glued by a “box” (formed by
Figure 1. To explain why one of the OTOCs in (A.2) is retarded, we draw the double Keldysh contour with time going left\(^9\) and consider four ways of attaching the blue rung to it. The choice of attachment points affects the value of the left part of the diagram so that the four terms add up to the retarded OTOC. The right part is equal to the ordinary OTOC in all cases.

two rungs and two horizontal rails). The branching time \(t_B\) appears as the typical size of the box in the aforementioned derivation.

Now, we give an alternative derivation using formula (2.27) for the average number of rungs. The idea is that we can divide the long ladder by a rung instead of a box. In other words, if we connect two OTOCs by a rung, we will get a sum of longer ladders with certain multiplicities

\[
\begin{align*}
\sum \left( \text{OTOC}^R + \text{OTOC} + \ldots \right) \cdot \text{OTOC} \cdot \left( \text{OTOC}^R + \text{OTOC} + \ldots \right) \\
= \text{F}_1 + 2 \text{F}_2 + 3 \text{F}_3 + \ldots 
\end{align*}
\]

(A.2)

The l.h.s. of the equation consists of one retarded OTOC (as explained in figure 1; see also ref. [21] section 5), a rung function, and an ordinary OTOC. The “dot” product represents the integration over intermediate times. There should be an additional \(N\) factor on the l.h.s. due to the summation over internal indices. The r.h.s. of the equation is a sum over \(n\)-rung diagrams \(F_n\) with a counting factor \(n\). That is to say,

\[
N \int dt_5 dt_6 \text{OTOC}^R(t_1, t_2, t_5, t_6) \cdot R(t_{56}) \cdot \text{OTOC}(t_5, t_6, t_3, t_4) \approx \sum_{n=0}^{\infty} n F_n(t_1, t_2, t_3, t_4), \quad \text{(A.3)}
\]

where the retarded OTOC \(\text{OTOC}^R\) differs from the ordinary one by the factor of \(2 \cos \frac{\pi t}{T}\), namely

\[
\text{OTOC}^R(t_1, t_2, t_3, t_4) \approx \frac{2 \cos \frac{\pi t}{T}}{C} e^{\frac{\pi (t_1 + t_2 - t_3 - t_4)}{T}} \Upsilon^R(t_{12}) \Upsilon^A(t_{34}). \quad \text{(A.4)}
\]

Next, we insert the single mode ansatz into the composition formula (A.3). Note that the r.h.s. of (A.3) is the average number of rungs times the OTOC, as discussed in section 2.3.

\(^9\)Here we follow the convention in ref. [21] (consistent with the right-to-left operator multiplication order, see e.g. (A.3)). One can equivalently use the more standard notation as in appendix C, where the time goes right.
Together with (2.27), we get the following expression:

\[
\frac{\text{r.h.s.}}{2t_B} \approx \frac{t_1 + t_2 - t_3 - t_4}{2t_B} \text{OTOC}(t_1, t_2, t_3, t_4)
\]

\[
\approx \frac{t_1 + t_2 - t_3 - t_4}{2t_B} e^{e^{(t_1 + t_2 - t_3 - t_4)/2}} C R(t_{12}) R(t_{34}).
\]

(A.5)

Meanwhile, the l.h.s. of (A.3) consists of two OTOCs,

\[
\text{l.h.s.} \approx 2N \cos(\frac{\pi}{2}) C^2 R(t_{12}) R(t_{34}) e^{e^{(t_1 + t_2 - t_3 - t_4)/2}} \int dt_5 dt_6 R(t_{56}) R(t_{56}) R(t_{56})
\]

\[
= \frac{t_1 + t_2 - t_3 - t_4}{2} \left( R(t_{12}) R(t_{34}) \right),
\]

(A.6)

where the last integral is done by switching to new integration variables, \( t_{56} = t_5 - t_6 \) and \( t = \frac{t_5 + t_6}{2} \). The latter is constrained by the endpoints, i.e. \( t_5 + t_6 > t > \frac{t_5 + t_6}{2} \). The integration over \( t_{56} \) gives the normalization factor \( (R, R) \) by definition, while the integration over \( t \) gives the factor \( \frac{t_1 + t_2 - t_3 - t_4}{2} \). Comparing (A.5) and (A.6), we prove the ladder identity (A.1).

### B Proof of the Lemma

In this appendix, we present a proof of the Lemma stated in the main text. The lemma asserts a bound on the rate of phase winding for the retarded and advanced fermionic Green functions. For convenience, let us denote

\[
I_s(\omega) := -\frac{i}{2} \partial_\omega \ln \tilde{G}^R(\omega + is), \quad s > 0.
\]

(B.1)

The lemma asserts that

\[
I_s(\omega) \leq \frac{1}{s}, \quad \forall \omega \in \mathbb{R}.
\]

(B.2)

Our proof relies on the positivity of the fermionic spectral function, namely,

\[
\tilde{G}^R(z) = \int_{-\infty}^{+\infty} \frac{A(\omega)}{z - \omega + i\epsilon} d\omega = \left. \frac{z^+ A(\omega) d\omega}{\pi} \right|_{\omega = \infty} = 1.
\]

(B.3)

The retarded Green function (B.3) is holomorphic in the upper half-plane. Moreover, for \( \text{Im} z > 0 \), we have

\[
-\text{Im} \tilde{G}^R(z) = -\int_{-\infty}^{+\infty} \frac{A(\omega) d\omega}{z - \omega} = \int_{-\infty}^{+\infty} \frac{A(\omega) \text{Im} z d\omega}{|z - \omega|^2} > 0.
\]

(B.4)

In other words, \( f(z) = -\tilde{G}^R(z) \) is an analytic function that maps the upper half-plane to itself. Our goal is to find a bound on the derivative of \( f(z) \) at \( z_0 = \omega + is \).

To apply the basic version of the Schwarz lemma (about a bounded holomorphic map of the unit disk preserving the origin), we need to construct two maps transforming the upper half-plane to the unit disk and vice versa:
1. $y = y(\eta)$ maps the upper half-plane to the unit disk with $y(-G^R(\omega + is)) = 0$, e.g.

$$y(\eta) = \frac{\eta + \tilde{G}^R(\omega + is)}{\eta + (\tilde{G}^R(\omega + is))^*}. \quad \text{(B.5)}$$

We have $y'(-\tilde{G}^R(\omega + is)) = \frac{i}{2\text{Im} \tilde{G}^R(\omega + is)}$.

2. $z = z(\xi)$ maps the unit disk to the upper half plane with $z(0) = \omega + is$. Such a map can be defined by the formula

$$z(\xi) = \omega + is \cdot \frac{1 - \xi}{1 + \xi} \quad \text{(B.6)}$$

and has the property $z'(0) = -2is$.

Composing these two maps together with $f(z) = -\tilde{G}^R(z)$ in the middle, we obtain a holomorphic function that maps the unit disk to itself,

$$g(\xi) = y(f(z(\xi))) = \frac{-\tilde{G}^R(\omega + is \cdot \frac{1 - \xi}{1 + \xi}) + \tilde{G}^R(\omega + is)}{-\tilde{G}^R(\omega + is \cdot \frac{1 - \xi}{1 + \xi}) + (\tilde{G}^R(\omega + is))^*}, \quad \text{(B.7)}$$

with $g(0) = 0$. Therefore, according to the Schwarz lemma, we have $|g'(0)| \leq 1$, which implies

$$|g'(0)| = |g'(-\tilde{G}^R(\omega + is))||\partial_\omega \tilde{G}^R(\omega + is)||z'(0)| = \frac{s|\partial_\omega \tilde{G}^R(\omega + is)|}{|\text{Im} \tilde{G}^R(\omega + is)|} \leq 1. \quad \text{(B.8)}$$

Now we use the above inequality to bound $I_s(\omega)$. Let us begin with this chain of inequalities:

$$I_s(\omega) = \text{Im} \partial_\omega \ln \tilde{G}^R(\omega + is) \leq |\partial_\omega \ln \tilde{G}^R(\omega + is)| = \left| \frac{\partial_\omega \tilde{G}^R(\omega + is)}{\tilde{G}^R(\omega + is)} \right| \leq \left| \frac{\partial_\omega \tilde{G}^R(\omega + is)}{\text{Im} \tilde{G}^R(\omega + is)} \right|. \quad \text{(B.9)}$$

Combining it with (B.8), we conclude that

$$I_s(\omega) \leq \frac{1}{s}. \quad \text{(B.10)}$$

### C Keldysh formalism for multiple contour folds

In this appendix, we study correlation functions on contours with multiple folds, as illustrated by figure 2. In some parts, we will use the SYK model as an example. Our principal goal is to introduce the necessary language for the proof of Hermiticity of the rung function in appendix D. The multi-fold Keldysh formalism has been discussed in the literature, e.g. in ref. [32].

The main difference from the standard Keldysh formalism is that the Green functions $G^R, G^A, G^K$ are matrices with respect to the fold index ($G^R$ and $G^A$ are actually diagonal), but the equations have the same form as for scalar functions. We first derive the Keldysh equations, i.e. a variant of the Schwinger-Dyson equation and an expression for self-energy.
Figure 2. Keldysh contour with multiple folds. Each fold has two sides, \( u \) (forward time evolution) and \( d \) (backward evolution). Here we use the convention (as is customary in the literature) that time runs from left to right. Note that this is different from the convention for a similar figure in ref. [21], where the forward time evolution is chosen to run from right to left for the convenience of operator interpretation.

C.1 Green function in the Keldysh basis

Points on the contour folds are specified by the real part of time, \( t \), fold index (\( \alpha = 1, 2 \)), and the choice of particular side of the fold (\( u \) or \( d \)). Fields as such are functions of complex time, so for each \( t \), we have \( \psi_1(t) = \psi(t) \) and \( \psi_2(t) = \psi(t - i\tau) \) on the first and second fold, respectively. The distinction between \( u \) and \( d \) comes into play in the construction of correlation functions, which are contour-ordered. Thus, the Green function is a matrix in the \((u,d)\) basis (apart from its dependence on the fold indices):

\[
\begin{pmatrix}
G^{uu}_{\alpha\beta}(t_1, t_2) & G^{ud}_{\alpha\beta}(t_1, t_2) \\
G^{du}_{\alpha\beta}(t_1, t_2) & G^{dd}_{\alpha\beta}(t_1, t_2)
\end{pmatrix},
\]

where \( G^{ab}_{\alpha\beta}(t_1, t_2) = -i \langle T_c \psi^a_\alpha(t_1) \psi^b_\beta(t_2)^\dagger \rangle \). \hfill (C.1)

The symbol \( T_c \) denotes the contour ordering: the operators are arranged such that their right-to-left order agrees with their sequence along the contour, as indicated by arrows in figure 2. For example, \( T_c \psi^u_1(t_1) \psi^d_1(t_2)^\dagger = \zeta \psi^u_1(t_2)^\dagger \psi^u_1(t_1) \), where \( \zeta \) is 1 for bosons and \(-1\) for fermions.

It is often convenient to introduce the \((+,-)\) basis,

\[
|+\rangle = \frac{|u\rangle + |d\rangle}{\sqrt{2}}, \quad |-\rangle = \frac{|u\rangle - |d\rangle}{\sqrt{2}}.
\]

(C.2)

Note that the \(--\) correlator always vanishes. The \(+--\) and \(--++\) correlators are the retarded and advanced Green functions, namely, \( G^R = G^{+-} \) and \( G^A = G^{-+} \); they are diagonal in the contour index. The \(++\) correlator is the Keldysh Green function, \( G^K = G^{++} \). We may summarize this notation in a matrix form,

\[
\begin{pmatrix}
G^K & G^R \\
G^A & 0
\end{pmatrix} = \frac{1}{2} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix} \begin{pmatrix} G^{uu} & G^{ud} \\
G^{du} & G^{dd} \end{pmatrix} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix}.
\]

(C.3)
Written in terms of the field operators $\psi_\alpha(t)$, the Green functions are as follows:

\begin{equation}
\begin{aligned}
iG^{\Gamma}_{\alpha\beta}(t_1, t_2) & = \delta_{\alpha\beta}(t_1 - t_2) \langle \psi_\alpha(t_1) \psi_\beta^+(t_2) - \zeta \psi_\beta(t_2) \psi_\alpha(t_1) \rangle, \\
iG^{A}_{\alpha\beta}(t_1, t_2) & = -\delta_{\alpha\beta}(t_2 - t_1) \langle \psi_\alpha(t_1) \psi_\beta^+(t_2) - \zeta \psi_\beta(t_2) \psi_\alpha(t_1) \rangle, \\
iG^{K}_{\alpha\beta}(t_1, t_2) & = \begin{cases} \\
2\zeta \langle \psi_\beta(t_1) \psi_\alpha(t_2) \rangle & \text{if } \alpha = \beta, \\
2 \langle \psi_\alpha(t_1) \psi_\beta^+(t_2) \rangle & \text{if } \alpha < \beta, \\
\langle \psi_\alpha(t_1) \psi_\beta(t_2) \rangle & \text{if } \alpha > \beta. 
\end{cases}
\end{aligned}
\end{equation}

Let us give explicit expressions for the off-diagonal Keldysh functions at thermal equilibrium:

\begin{equation}
\begin{aligned}
i\tilde{G}^{K}_{12}(\omega) & = 2\zeta \int \langle \psi^+(t) \psi(t) \rangle e^{i\omega t} dt = \frac{2\zeta e^{i(\tau - \beta)\omega}}{1 - \zeta e^{-\beta\omega}} A(\omega), \\
i\tilde{G}^{K}_{21}(\omega) & = 2 \int \langle \psi(t - i\tau) \psi^+(0) \rangle e^{i\omega t} dt = \frac{2 e^{-\tau\omega}}{1 - \zeta e^{-\beta\omega}} A(\omega),
\end{aligned}
\end{equation}

where $A(\omega)$ is the spectral function,

\begin{equation}
A(\omega) = -2 \text{Im} \tilde{G}^{R}(\omega)_{\text{equilibrium}} = i \left( \tilde{G}^{R}(\omega) - \tilde{G}^{A}(\omega) \right)_{\text{equilibrium}}.
\end{equation}

In this notation, the Wightman function $G^{W}$ we used in the main text is related to $G^{K}$ for the contour with fold separation $\tau = \beta/2$ (or $\tau = \pi$ in dimensionless units):

\begin{equation}
G^{W}(t) = \frac{i}{2} G^{K}_{12}(t) = -\frac{i}{2} G^{K}_{21}(t) \quad \text{for } \tau = \frac{\beta}{2}.
\end{equation}

### C.2 Schwinger-Dyson equations

The Keldysh equation is the Schwinger-Dyson equation,

\begin{equation}
(G_{0}^{-1} - \Sigma) G = 1 = G(G_{0}^{-1} - \Sigma),
\end{equation}

where the self-energy $\Sigma$ and the inverse Green function $G_{0}^{-1}$ are matrices:

\begin{equation}
\Sigma = \begin{pmatrix} 0 & \Sigma^{A} \\ \Sigma^{R} & \Sigma^{K} \end{pmatrix}, \quad G_{0}^{-1} = \begin{pmatrix} 0 & \tilde{\omega} \\ \tilde{\omega} & 0 \end{pmatrix}.
\end{equation}

Here, $\tilde{\omega} = i\partial_{t}$ is understood as the operator representing frequency. In terms of components, we have

\begin{equation}
G^{R} = (\tilde{\omega} - \Sigma^{R})^{-1}, \quad G^{A} = (\tilde{\omega} - \Sigma^{A})^{-1},
\end{equation}

\begin{equation}
(\tilde{\omega} - \Sigma^{R})G^{K} - \Sigma^{K}G^{A} = 0 = G^{K}(\tilde{\omega} - \Sigma^{A}) - G^{R}\Sigma^{K}.
\end{equation}

### C.3 Diagrammatic rules

Now, we derive the diagrammatic rules using the SYK model as an example. In addition to the Green functions, we will need the interaction term on the Keldysh contour:

\begin{equation}
\mathcal{L}_{\text{int}} = - \sum_{j_1, \ldots, j_q, \alpha} \frac{i^{j_1 + \cdots + j_q} q!}{2} \left( \psi_{\alpha,j_1}^{\dagger} \psi_{\alpha,j_2}^{\dagger} \cdots \psi_{\alpha,j_q}^{\dagger} - \psi_{\alpha,j_1}^{\dagger} \psi_{\alpha,j_2} \cdots \psi_{\alpha,j_q} \right)
\end{equation}
The prefactor $2^{1-q/2} = (2^{-1/2})^q \cdot 2$ in the second line arises as follows: $2^{-1/2}$ comes from the basis change formula (C.2), and the additional factor of 2 is due to duplicate contributions from the two terms in the first line. The factor $\binom{q}{k}$ counts different choices leading to the same term with $k$ “+” fields.

We are now in a position to formulate the Feynman rules specific to the model.

1. Green function in $(+, -)$ basis:

\[
\begin{pmatrix}
(+, -) \\
t_1, \alpha \\
\end{pmatrix} \begin{pmatrix}
(+, -) \\
t_2, \beta \\
\end{pmatrix} = i \begin{pmatrix}
G^K_{\alpha \beta}(t_1, t_2) & G^R_{\alpha \beta}(t_1, t_2) \\
G^A_{\alpha \beta}(t_1, t_2) & 0 \\
\end{pmatrix}.
\]

(C.14)

Note the factor of $i$ in the definition.

2. Interaction vertex in the $(u, d)$ basis (for the purpose of illustration, we draw the diagrams for $q = 4$):

\[
\begin{pmatrix}
+ & + \\
\end{pmatrix} = i^{q-1} J_{jklm}, \quad \begin{pmatrix}
- & - \\
\end{pmatrix} = -i^{q-1} J_{jklm}.
\]

(C.15)

In the $(+, -)$ basis,

\[
\begin{pmatrix}
- & + \\
\end{pmatrix} = \begin{pmatrix}
+ & - \\
\end{pmatrix}, \quad \begin{pmatrix}
+ & - \\
\end{pmatrix} = -i^{q-1} 2^{1-q} J_{jklm}.
\]

(C.16)

The construction of diagrams involves one more step: Gaussian averaging over $J_{jklm}$ is represented by dotted lines connecting pairs of vertices.

C.4 Expression for the self-energy

Neglecting subleading (in $1/N$) terms, we have

\[
-i \Sigma_{\alpha \beta}(t_1, t_2) = \frac{1}{(q-1)!} \begin{pmatrix}
t_1, \alpha \\
\end{pmatrix} \begin{pmatrix}
t_2, \alpha \\
\end{pmatrix},
\]

where $(q-1)!$ in the denominator is the number of symmetries and the dotted line represents the disorder averaging, which gives a factor $J^2(q-1)!$. Both sides of the above equation are matrices in the $(u, d)$ or $(+, -)$ basis. For the calculation of its elements, we should sum over patterns of pluses and minuses with an odd number of pluses around each vertex. Not all such patterns are allowed because $G^{-+} = 0$ and because the product of the retarded and advanced Green functions vanishes, i.e. $G^+_{\alpha \beta}(t_1, t_2)G^-_{\alpha \beta}(t_1, t_2) = 0$. In particular, the allowed Green functions in the expression for $\Sigma^R = \Sigma^{-+}$ are $G^R = G^{+-}$ and $G^K = G^{++}$:

\[
\begin{pmatrix}
- & + \\
\end{pmatrix} = -\begin{pmatrix}
+ & - \\
\end{pmatrix} + 3 \begin{pmatrix}
+ & + \\
\end{pmatrix}.
\]

(C.18)
In the above equation, we have assumed that \( q = 4 \). For a general \( q \), the series continues as follows:

\[
\Sigma^R_{\alpha\beta}(t_1, t_2) = \frac{i^{q-2}(q-1)!J^2}{2q^2} \sum_{1 \leq k < q, \text{odd}} \frac{1}{(q - k)![(k - 1)!]} G^R_{\alpha\beta}(t_1, t_2)^q G^K_{\alpha\beta}(t_1, t_2)^{k-1}.
\]

(C.19)

The prefactor \( i^{q-2}/2q^2 \) comes from (C.16), and \((q - 1)!J^2\) is due to disorder averaging. The combinatorial factor \( \frac{1}{(q - k)![(k - 1)!]} \) is the inverse number of symmetries of the diagram, which has \( q - k \) retarded (i.e. \(+--\)) lines and \( k - 1 \) Keldysh (i.e. \(+++\)) lines. There are also some implicit factors that cancel each other: \( (-1)^{\frac{q-1}{2}} \) (fermionic sign), \( i^{q-1} \) from \( q - 1 \) Green functions (see (C.14)), and \( i \) from the definition of self-energy (see (C.17)). We may transform the above series into a more compact form:

\[
\Sigma^R_{\alpha\beta}(t_1, t_2) = \frac{i^{q-2}J^2}{2q-1} \left[ \left( G^R_{\alpha\beta}(t_1, t_2) + G^K_{\alpha\beta}(t_1, t_2) \right)^{q-1} + \left( G^R_{\alpha\beta}(t_1, t_2) - G^K_{\alpha\beta}(t_1, t_2) \right)^{q-1} \right].
\]

Similarly, the advanced self-energy is given by this expression:

\[
\Sigma^A_{\alpha\beta}(t_1, t_2) = \frac{i^{q-2}J^2}{2q-1} \left[ \left( G^A_{\alpha\beta}(t_1, t_2) + G^K_{\alpha\beta}(t_1, t_2) \right)^{q-1} + \left( G^A_{\alpha\beta}(t_1, t_2) - G^K_{\alpha\beta}(t_1, t_2) \right)^{q-1} \right].
\]

The Keldysh self-energy needs to be derived separately,

\[
\Sigma^K_{\alpha\beta}(t_1, t_2) = \frac{i^{q-2}J^2}{2q-2} \times \left[ \sum_{1 \leq k < q, \text{odd}} \left( \frac{q-1}{k-1} \right) G^K_{\alpha\beta}(t_1, t_2)^{q-k} \left( G^R_{\alpha\beta}(t_1, t_2)^{k-1} + G^A_{\alpha\beta}(t_1, t_2)^{k-1} - \delta_{k,1} \right) \right]
\]

where the last term is to compensate the double counting in the summation when \( k = 1 \). For later convenience, we may rewrite

\[
G^R_{\alpha\beta}(t_1, t_2)^{k-1} + G^A_{\alpha\beta}(t_1, t_2)^{k-1} = (G^R_{\alpha\beta}(t_1, t_2) - G^A_{\alpha\beta}(t_1, t_2))^{k-1}, \quad \text{(for odd } k > 1) \quad \text{(C.24)}
\]

since the mixed terms all vanish due to time constraints for the retarded and advanced Green functions. Again, the \( k = 1 \) term needs individual care, and we find

\[
\Sigma^K_{\alpha\beta}(t_1, t_2) = \frac{i^{q-2}J^2}{2q-1} \left[ \left( G^K_{\alpha\beta}(t_1, t_2) + G^R_{\alpha\beta}(t_1, t_2) - G^K_{\alpha\beta}(t_1, t_2) \right)^{q-1} + \left( G^K_{\alpha\beta}(t_1, t_2) - G^R_{\alpha\beta}(t_1, t_2) + G^K_{\alpha\beta}(t_1, t_2) \right)^{q-1} \right].
\]

(C.25)

Note that the retarded and advanced Green functions \( G^{RA}_{\alpha\beta} \) are diagonal in the fold index (i.e. vanish if \( \alpha \neq \beta \)); therefore the corresponding self-energies \( \Sigma^{RA}_{\alpha\beta} \) are also diagonal. In contrast, the Keldysh component \( \Sigma^K_{\alpha\beta} \) is not necessarily diagonal.
An alternative way to obtain the above relations is to work in the \((u,d)\) basis, where the vertex is diagonal
\[
\begin{pmatrix}
\Sigma^{uu} & \Sigma^{ud} \\
\Sigma^{du} & \Sigma^{dd}
\end{pmatrix} = iJ^2 \begin{pmatrix}
-(iG^{uu})^{q-1} & (iG^{ud})^{q-1} \\
(iG^{du})^{q-1} & -(iG^{dd})^{q-1}
\end{pmatrix}.
\] (C.26)

Besides the basis transformation law of \(G\) shown in (C.3), one needs to use a similar rule for \(\Sigma\):
\[
\begin{pmatrix}
0 & \Sigma^A \\
\Sigma^R & \Sigma^K
\end{pmatrix} = \frac{1}{2} \begin{pmatrix}
1 & 1 \\
1 & -1
\end{pmatrix} \begin{pmatrix}
\Sigma^{uu} & \Sigma^{ud} \\
\Sigma^{du} & \Sigma^{dd}
\end{pmatrix} \begin{pmatrix}
1 & 1 \\
1 & -1
\end{pmatrix}.
\] (C.27)

### C.5 Quasiparticle decay rate \(\Gamma\) for SYK at weak coupling

As a simple application of the formalism, we will estimate the quasiparticle decay rate \(\Gamma\) for the SYK model at \(\beta J \ll 1\). This quantity is defined by the \(t \to \infty\) asymptotics of the Green function,
\[G^R(t,0) \sim e^{-\Gamma t/2}.
\] Let us make a stronger assumption and adopt the ansatz
\[\tilde{G}^R(\omega) \approx \frac{1}{\omega^2 + \Gamma^2/4}, \quad \tilde{G}^K(\omega) = -i\frac{1 - e^{-\beta\omega}}{1 + e^{-\beta\omega}} A(\omega).
\] (C.28)

For a large \(t\), we have
\[G^R(t,0) \approx -i\theta(t) e^{-\Gamma t/2}, \quad G^K(t,0) \approx -i\frac{1 - e^{i\Gamma\beta/2}}{1 + e^{i\Gamma\beta/2}} e^{-\Gamma|\beta|/2}.
\] (C.29)

Inserting these expressions into (C.19), we obtain an explicit formula for the retarded self-energy:
\[\Sigma^R(t,0) \approx -i\frac{J^2}{2(\sqrt{q} - 1)} \theta(t) e^{-(q-1)\Gamma t/2} \sum_{1 \leq k < q, \text{odd}} \frac{(q-1) x^{k-1}}{1 + e^{i\Gamma\beta/2}}.
\] (C.30)

We are interested in the high temperature limit, where \(x \approx -i\frac{\Gamma\beta}{4}\) is small, and therefore, negligible for the leading order calculation. (In other words, the diagonal component of the Keldysh function is small, \(|G^K| \ll |G^R|\).) Next, we estimate the zero frequency value of the self-energy by integrating its long-time asymptotic form (C.30),\(^{10}\) i.e.
\[\tilde{\Sigma}^R(0) \approx -i\frac{J^2}{(q-1)2\sqrt{q} - 1} \frac{1}{\Gamma}.
\] (C.31)

This quantity should be set to \(-i\Gamma/2\) as a self-consistency condition. Thus, we obtain
\[\Gamma \approx \frac{1}{\sqrt{q - \Gamma^2/2}} J.
\] (C.32)

We now make a few remarks about this formula.

\(^{10}\)This is a crude approximation, and we will comment on its limitations shortly.

---

\(\text{JHEP03(2021)094}\)
Figure 3. Quasiparticle decay rate $\Gamma$ in units of $\Gamma_* = \sqrt{\frac{2\pi q}{q+1}} J$ as a function of $q$. The red line, $\Gamma/\Gamma_* = 1$, is the analytic large $q$ result, whereas the blue line, $\Gamma/\Gamma_* = \sqrt{\frac{q}{2(q+1)}}$, represents the estimate (C.32). The black circles are numerical results for even integer $q$ at $\beta = 0$.

1. The quasiparticle decay rate $\Gamma$ is of order $J$ instead of $J^2$; the latter is what one might have guessed based on perturbation theory as all disorder-averaged diagrams come with even powers of $J$. However, the naive perturbative argument fails due to the divergence arising from the long-lived bare Green function. We need to include the quasiparticle decay in the first place. On the other hand, $\Gamma \sim J$ is a reasonable result from the dimensional analysis perspective since $J$ is the only energy scale at infinite temperature.

2. We should not trust the order 1 prefactor because in (C.31), we have used the long-time asymptotics to approximate $\Sigma^R(t)$. It is not valid at times $t \lesssim 1/\Gamma$, and therefore, the expression for $\Gamma$ is off by an order 1 factor, though the $J$ scaling is correct. We expect the approximation (C.31) and the final formula to become accurate in the $q \to 2$ limit. Indeed, as shown in figure 3, the approximate formula (C.32) agrees with the numerical solution for $q = 2$.

3. We can also compare (C.32) with the exact large $q$ result (see appendix F), which we denote by $\Gamma_*$. Specifically, $\Gamma_* = 2vq^{-1}$ and $v \approx 2^{3/2-q/2}\sqrt{q}J$ for weak coupling. There is some discrepancy, with $\Gamma$ given by (C.32) equal to $\Gamma_*/\sqrt{2}$ in the $q \to \infty$ limit. This is not a surprise for the reason discussed in point 2.

D Hermiticity of $R(t)$

In this appendix, we show the Hermiticity of the rung function, namely

$$R_{ab}(t) = R_{ba}^*(t), \quad \text{i.e.} \quad \begin{pmatrix} a & b \\ a & b \end{pmatrix} = \begin{pmatrix} b & a \\ b & a \end{pmatrix}^*.$$ 

where $a, b$ label field flavors (not to be confused with fold indices $\alpha, \beta$). Here we assume that the flavors on the top and the bottom rails come in identical pairs. That is a nontrivial condition, restricting the class of models we can handle.
To formulate the problem, we consider the interaction vertex $\lambda_{abc} \psi^\dagger_a \psi^\dagger_b O_c$, where $O_c$ is a bosonic field that mediates the interaction between the rails (cf. eq. (5.1) in ref. [21]). Without loss of generality, we choose $O_c$ to be real; namely, we treat the real and imaginary parts of a complex field separately. In the Keldysh basis $(u, d)$, the interaction is written as follows:

\[ \mathcal{L}_{\text{int}} = -i \lambda_{abc} \left[ (\psi^\dagger_a)^4 \psi^\dagger_b O^\dagger_c - (\psi^\dagger_d)^4 \psi^\dagger_d O^\dagger_c \right] \]

i.e.

\[ \begin{pmatrix} u & u \\ d & d \end{pmatrix} \]

(D.2)

In the $(+, -)$ basis,

\[ \begin{pmatrix} + & + \\ - & - \\ + & + \\ - & - \end{pmatrix} \]

(D.3)

In our formalism, only the third term in (D.3) will contribute to the rung function for the retarded kernel. Thus, we have

\[ R_{ab}(t) = \sum_{c, c'} \lambda_{abc} \lambda^*_{bac'} G^K_{cc'}(t), \]

where

\[ G^K_{cc'}(t) = \text{Tr} \left( \sqrt{\rho} O_c(t) \sqrt{\rho} O_{c'}(0) \right), \quad \rho = e^{-\beta H / Z}. \]

(D.5)

To relate $R_{ab}$ to $R_{ba}^*$, we will examine how each factor in (D.4) is transformed under complex conjugation. In fact, $G^K_{cc'}(t)$ is real since $O_c$ and $O_{c'}$ are real and the configuration we have chosen is symmetric on the imaginary time circle. As for the coefficients $\lambda_{abc}$, we will use the Hermiticity of the interaction Hamiltonian:

\[ H_{\text{int}} = \sum_{abc} \lambda_{abc} \psi^\dagger_a \psi^\dagger_b O_c, \quad H_{\text{int}} = H^\dagger_{\text{int}} \implies \lambda_{abc} = \lambda^*_{bac}. \]

(D.6)

It follows that

\[ \lambda_{abc} \lambda^*_{bac'} = (\lambda_{bac} \lambda^*_{abc'})^*. \]

(D.7)

Together with the reality of $G^K$, this implies the desired identity, $R_{ab}(t) = R_{ba}^*(t)$.

E Branching time for Brownian SYK

The Brownian SYK [30, 31] and the regular SYK have the same form for Hamiltonian

\[ H(t) = i \frac{\hat{J}}{2} \sum_{j_1 < \ldots < j_q} J_{j_1 \ldots j_q}(t) \psi_{j_1} \ldots \psi_{j_q}, \]

(E.1)

but the random ensembles for the couplings are different:

\[
\begin{align*}
\text{regular:} & \quad J_{j_1 \ldots j_q}(t) J_{j'_1 \ldots j'_q}(t') = \delta_{j_j' \ldots j_j'_q} \frac{J^2(q - 1)!}{N^{q-1}}, \\
\text{Brownian:} & \quad J_{j_1 \ldots j_q}(t) J_{j'_1 \ldots j'_q}(t') = \delta_{j_j' \ldots j_j'_q} f(t - t') \frac{J(q - 1)!}{N^{q-1}}.
\end{align*}
\]

(E.2)
Here \( f \) is an even narrowly peaked function with integral equal to 1, so that \( f(t) \approx \delta(t) \) for most purposes.

The retarded self-energy \( \Sigma^R \) has the following form for the Brownian SYK (by analogy with the regular SYK):

\[
\Sigma^R(t_1, t_2) = \frac{ig^2 Jf(t_1-t_2)}{2q-1} \left[ (G^R(t_1, t_2) + G^K(t_1, t_2))^q - (G^R(t_1, t_2) - G^K(t_1, t_2))^q \right].
\]

(E.3)

Since \( f(t_1 - t_2) \) enters as an overall factor, we may assume that \( t_1 - t_2 \) is small and use the UV asymptotics of \( G^R \) and \( G^K \), namely, \( G^R(t) \approx -i\theta(t) \) and \( G^K(t) \approx 0 \). Thus,

\[
\Sigma^R(t) = -iJf(t) \theta(t) \approx -iJ\delta(t).
\]

(E.4)

This gives the quasiparticle decay rate,

\[
\Gamma := 2i\Sigma^R(0) = \frac{J}{2q-2}.
\]

(E.5)

Now, the Keldysh self-energy \( \Sigma^K \) for the Brownian SYK is as follows:

\[
\Sigma^K_{\alpha\beta}(t_1, t_2) = \frac{ig^2 J\delta(t_1-t_2)}{2q-1} \left[ (G^K_{\alpha\beta}(t_1, t_2) + G^R_{\alpha\beta}(t_1, t_2) - G^A_{\alpha\beta}(t_1, t_2))^q - (G^K_{\alpha\beta}(t_1, t_2) - G^R_{\alpha\beta}(t_1, t_2) + G^A_{\alpha\beta}(t_1, t_2))^q \right].
\]

(E.6)

For the calculation of OTOC and Lyapunov exponent, we are interested in off-diagonal matrix elements, e.g. \( \alpha = 1, \beta = 2 \):

\[
\Sigma^K_{12}(t) = \frac{ig^2 J\delta(t)}{2q-2} \left( G^K_{12}(t) \right)^q.
\]

(E.7)

The rung function,

\[
R(t) = \frac{\delta \Sigma_{12}}{\delta G^K_{12}} = (q-1) \frac{ig^2 J\delta(t)}{2q-2} \left( G^K_{12}(t) \right)^{q-2}
\]

(E.8)

has a delta function factor, and therefore, is an example where the zero-range potential approximation is exact. Finally, we insert the UV form of \( G^K \),

\[
G^K_{12}(0) = 2i\langle \psi\psi \rangle = i
\]

(E.9)

into the formula for \( R(t) \) and get

\[
R(t) = (q-1) \frac{J\delta(t)}{2q-2}, \quad \tilde{R}(0) = (q-1) \frac{J}{2q-2}.
\]

(E.10)

Thus, we obtain the Lyapunov exponent and the branching time:

\[
x = \tilde{R}(0) - \Gamma = (q-2) \frac{J}{2q-2}, \quad t_B = \frac{1}{R(0)} = \frac{2q-2}{(q-1)J}.
\]

(E.11)

The explicit form of the Lyapunov exponent is consistent with the expectation that for \( q > 2 \), the model is chaotic. We have also checked the calculated Lyapunov exponent against the numerical result in [31] and found a good agreement.
F  Branching time for the regular SYK model at large \( q \)

The large \( q \) SYK model was studied in [16]. Starting from the standard SYK Hamiltonian,

\[
H = i^q \sum_{j_1 < j_q} J_{j_1, \ldots, j_q} \psi_{j_1} \cdots \psi_{j_q}, \quad \{\psi_j, \psi_k\} = \delta_{jk}, \quad \frac{J^2_{j_1, \ldots, j_q}}{N^{q-1}} = \frac{J^2 (q-1)!}{N^{q-1}}, \tag{F.1}
\]

the order of limits is this: first take the \( N \to \infty \) limit, and then take \( q \) to infinity while keeping \( J = \sqrt{2^{1-\frac{1}{q}} J} \) fixed. In this limit, the two-point function can be computed for any \( J \):

\[
G(\tau) = -\frac{\text{sgn}(\tau)}{2} \left[ \frac{\cos \frac{\pi v}{2}}{\cos \pi v \left( \frac{1}{2} - \frac{|\tau|}{\beta} \right)} \right]^{2\Delta}, \quad \text{where} \quad \frac{v}{2 \cos \frac{\pi v}{2}} = J, \quad \beta = 2\pi. \tag{F.2}
\]

The parameter \( v \in (0,1) \) characterizes the coupling strength. At strong coupling, \( J \gg 1 \) and \( v \approx 1 - \frac{1}{\pi J} \), whereas at weak coupling, \( J \ll 1 \) and \( v \approx 2 J \). Roughly speaking, \( v \) determines the effective time scale in the system. For example, the quasiparticle decay rate at weak coupling is given by \( \Gamma = 2v\Delta \) as indicated by the \( \tau \to i\infty \) asymptotics of the two-point function. We will also need the rung function,

\[
R(t) = \frac{v^2}{2 \cosh^2 \frac{vt}{2}}, \quad \tilde{R}(\omega) = \frac{2\pi \omega}{\sinh(\pi \omega/v)}, \tag{F.3}
\]

We now compare the exact expressions for the Lyapunov exponent [16] and branching time [21],

\[
\varkappa = v, \quad t_B = \frac{3}{2v}, \tag{F.4}
\]

with the ones derived from the zero-range potential approximation, see section 4.2. Using the fact that \( \Gamma \) is small, we get

\[
\varkappa_{\text{approx}} = \tilde{R}(0) - \Gamma \approx 2v, \quad t_{B,\text{approx}} = \frac{1}{R(0)} = \frac{1}{2v}. \tag{F.5}
\]

Note an order 1 factor discrepancy between the approximate and exact results. This discrepancy is expected since the “potential term” \( R(t) = \frac{v^2}{2 \cosh^2 \frac{vt}{2}} \) can not be well approximated by a delta function.
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