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Abstract: We propose a learning architecture for integrating multi-modal information e.g., vision, audio information. In recent years, artificial intelligence (AI) is making major progress in key tasks like a language, vision, voice recognition tasks. Most studies focus on how AI could achieve human-like abilities. Especially, in human-robot interaction research field, some researchers attempt to make robots talk with human in daily life. The key challenges for making robots talk naturally in conversation are to need to consider multi-modal non-verbal information same as human, and to learn with small amount of labeled multi-modal data. Previous multi-modal learning needs a large amount of labeled data while labeled multi-modal data are shortage and difficult to be collected. In this research, we address these challenges by integrating single-modal classifiers which trained each modal information respectively. Our architecture utilized knowledge by using bi-directional associative memory. Furthermore, we conducted the conversation experiment for collecting multi-modal non-verbal information. We verify our approach by comparing accuracies between our system and conventional system which trained multi-modal information.
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1. Introduction

In recent years, the social robot becomes more popular for use at home. Especially, in human-robot interaction (HRI) research field, communication robots which use any techniques of image, audio and natural language processing are expected to talk with people in daily life. According to psychological study [1], human estimates the human state unconsciously by using multimodal non-verbal information during communication. The human state is the internal state like emotion or timid/hard to talk about the topic. Thus, the ability to estimate human state is necessary for communication robots to realize smooth communication like a human.

For estimating or classifying tasks by machines, the neural networks which utilize a large amount of labeled data for creating a classifier have been successfully applied to many pattern classification problems [2]. These classifiers solve human recognition problems [3], object detection [4] in image processing field, acoustic modeling for automatic speech recognition [5], and semantic analysis [6] in natural language processing field. These methods focus on realizing the end to end learning system by using a large amount of labeled data.

However, it is necessary to consider multi-modal information for estimating complex tasks like human state. It is difficult to accumulate the labeled data of multi-modal information at a large scale. Furthermore, neural networks for multi-modal learning model are quite complex and require labeled data more than general neural networks.

In this paper, we divide the multi-modal information into multi-simplified single modal information, and classifiers by learning simplified single modal information. Additionally, we integrate the results of classifiers by using rule-based architecture for estimating multi-modal information. This rule-based integration architecture is inspired by the methods which utilize structured knowledge to learn from small
Fig. 1 Model overview. Our model uses multi-modal classifiers and integrates the results of each classifier which trained each modal information respectively.

amounts of experience for scene understanding [7]. Fig. 1 shows the concept of our proposed method. We utilized integrating multi-modal classifiers model to estimate the above-mentioned human internal state.

We conduct an experiment to obtain the non-verbal features for learning. In this research, we focus on the human state of “hard to talk” about topics. Furthermore, to verify the validity of the proposed method, we compare the accuracy between the conventional learning model which uses multi-modal features in a neural network model and proposed architecture.

This paper is organized as follows: Section 2 explains related works; our proposed method is described in Section 3; Section 4 introduces the experimental settings; Section 5 presents experimental results and discussions, and Section 6 gives conclusions.

2. Related Works

2.1 Multi-modal Non-verbal Features of Human Internal State

The sensors which obtain non-verbal features from human are divided into two types. One is contacted to human like heart rate sensor and polygraph [8]. The other is non-contact sensor like camera and microphone. In this research, we aim to apply for communication robots in daily life and non-contact sensors which are embedded in robot are appropriate for communication robot. In the next subsections, we discussed about non-contact sensors for capturing voice features and vision features respectively.

2.1.1 Voice Features

Kismet [9] used an indirect approach to analyze the emotional content of interlocutor voices. First, it classified voices into one of 5 categories (approval, prohibition, comfort, attention and neutral) using a Gaussian Mixture Model (GMM) [10] trained on 12 features. These categories were then mapped by hand onto affective dimensions of arousal, valence, and stance (defined as [A, V, S]). For instance, approval was mapped to medium high arousal, high positive valence, and an approaching stance. These [A, V, S] values in turn were fed into Kismet’s emotional system to produce an appropriate social response. Neurobaby [11] was a simulated infant that responded to changes in voice, using a neural network to detect one of four emotional states, and a robotic hand interface that detected intensity. DePaulo et al. [12] used pitch and power of voice as features to estimate the participants lie. It shows that the non-verbal information of voice (pitch, power) is the important factor of estimate human internal state.

2.1.2 Vision Features

Thermal imaging is able to record the thermal patterns and measure the blood flow of the body [13]. However, thermal cameras are quite expensive, and RGB cameras and depth cameras get attention for capturing visual features. Early works [14], used blob analysis to track head and hand movements, which were used to classify human behavior in videos in three different behavioral states. However, these methods used images of specific sample person for training blob detector. Furthermore, since the database was small, the methods were prone to overfitting and did not generalize new subjects. Mancini et al. [15] created a real-time system for detecting emotions which were expressed through dancing video. However, the emotional behavior through dancing is largely different from the emotional behavior in daily life. The work of Ballihi et al. [16] detects positive/negative
emotion from RGB-D data. They classify the intensity of each expression using the upper body motion and face expressions. It shows that upper body movement is important factors of estimating human internal state.

2.2 Multi-modal Learning Methods

Recent successful neural networks methods are applied for tasks which utilize single model information. Furthermore, a lot of researchers attempt to solve complex tasks like the research of self-driving car and human state estimation using multi-sensor information. However, it is still difficult to estimate/understand the above-mentioned complex tasks by using simple modal model. Most researchers tend to solve such a complex task by using multi-modal cue information.

Afouras et al. [17] and Mroueh et al. [18] utilized the voice information and video information which captured rip movements for the robust voice recognition. This method realized to improve voice recognition accuracy by adding image information captured rip motion. Image captioning [19] is successful method of multi-modal learning. This method converted image to text. In contrast, text2image [20] converted text to image. As application, visual question answering [21] used natural language processing for conversation related to image information. But, to train multi-modal classifier needs a large amount of labeled data than to train single modal classifier. Furthermore, multi-modal labeled data are difficult to be collected.

Therefore, it is necessary to build a simplified architecture for integrating multi-classifiers which train single modal information.

3. Proposed Method

The architecture of our integrating multi-modal classifiers system is described in Fig. 2. Our model combined the neural networks classifiers by using associative architecture. To verify the validity of the proposed system, we set the learning task by using two features: motion and voice features during communication (details of features are described in Section 3.1).

3.1 Multi-modal Features for Learning

In this research, we aim to estimate the one of human internal states: “hard to talk” situation during communication. As the above-mentioned previous insights, we utilized the motion of upper body and acoustic of voice information. Furthermore, we analyzed these non-verbal information, and decided the learning features which have significant difference between “hard to talk” and “natural” situations. The analysis is described in Section 4.

We set the three neural networks. One is a model which trained motion features only. Second model trained voice features. These two classifier’s models are used to be integrated by our system. The other is the model which is trained by multi-modal features (motion and voice features). It is used for comparing the accuracy to our model.
3.2 Integration the Outputs of Classifiers

Our integrating learning system consisted of bi-directional associative memory (BAM) [22] construction. The BAM is the rule base architecture which defines rules by using if-then rule model. Our system has two layers (input and output). Input layer stored input rules which is the if part of if-then rule model. Output layer describes the inference results by calculation from integrating inputs, which is the then part of if-then rule modal. Input rules and output rules are described as matrixes and each rule is represented as one hot vector.

For learning our model, we defined the if-then rule and calculated a correlation matrix which connected the input layer and output layer according to defined if-then rule model. In this paper, each neural network learned voice/motion features respectively. These neural networks’ inference results are utilized as input of our system and inference of the output by calculating with correlation matrix. The rule base method could be able to change easily according to the well-defined weight of NNs relationships or specific environment.

4. Experiment

4.1 The Procedure of Collecting Multi-modal Non-verbal Features

We conducted the conversation experiment that experimenter asks three questions in each topic to a participant. The three questions consist of two types. One is a binary question to answer yes or no. The other is a question that required participants to answer the reason following the previous yes/no binary questions. We asked two yes/no binary questions and a reason question in a topic, and we asked four topics during the conversation experiment.

For setting the “hard to talk” situation, we made participants answer opposite opinions from what they think in yes/no binary questions in two topics. Similarly, for setting the “natural” situation, we made participants answer own opinions naturally to questions in yes/no binary questions. The experimental process is illustrated in Fig. 3.

When participants answered opposite opinions from what they think in yes/no questions, participants needed to consider a reason at question that required participants to answer the reason following the previous yes/no binary questions. Thus, we defined the duration that participants answer a reason following the previous yes/no binary questions as “hard to talk” situation in two topics. In contrast, participants answered own opinions naturally in yes/no binary questions for collecting “natural” features in other two topics. We conducted the conversation experiment for nine participants.

4.2 Experimental Settings

The experimental settings are shown in Fig. 4. A motion sensing device, Kinect (Microsoft, Kinect v2) is placed on the desk for capturing participant’s motion during a conversation experiment. Our system is considered to capture behavior of a participant who is seated on a chair. It means that we recorded participant’s upper body motion, head motion and voice simultaneously. The illumination setting of experimental is similar to general home’s. In order to prevent erroneous other person recognition, the experiment settings allow only one participant in
Table 1 Noticeable difference of the “hard to talk” and “natural”.

| Features            | Participant A | Participant B | Participant C |
|---------------------|---------------|---------------|---------------|
|                     | Natural       | Hard to talk  | Natural       | Hard to talk  | Natural       | Hard to talk  |
| Head movement       |               |               |               |               |               |               |
| Pitch [m/frame]     | 0.08377       | 0.12509       | 0.05120       | 0.12946       | 0.06728       | 0.18781       |
| Yaw [m/frame]       | 0.12230       | 0.18125       | 0.11140       | 0.14080       | 0.07185       | 0.25163       |
| X-axis [m/frame]    | 0.02582       | 0.04527       | 0.01674       | 0.02544       | 0.02715       | 0.74050       |
| Z-axis [m/frame]    | 0.03453       | 0.04737       | 0.02326       | 0.02715       | 0.01973       | 0.07992       |
| Voice               |               |               |               |               |               |               |
| Maximum values of pitch [Hz] | 594.34       | 372.73       | 427.81       | 305.79       | 459.87       | 129.97       |
| Duration [s]        | 9.750         | 2.081         | 4.577         | 3.623         | 8.089         | 2.117         |

Fig. 4 The setting of experiments.

Fig. 5 Motion features extracted by depth sensor.

Kinect’s field of view. Kinect is installed over 0.8 m from a participant and 0.3 m in height from desk for obtaining skeleton robustly. The height of desk is 1.2 m. We use another microphone (SONY, ICD-SX1000) for recording the voice clearly in quiet environment. Each feature was described in the next section.

4.3 Multi-modal Features Extraction

In this paper, we utilized human user’s motion (gesture or posture) obtained by depth camera, and voice obtained by the microphone as multi-modal non-verbal features. Fig. 5 shows the motion features extracted by Kinect. Furthermore, we select features that make a noticeable difference as learning features. Table 1 shows the features which have the noticeable differences of the two state: “hard to talk” and “natural” from three participants. The bold numbers described the numbers which are larger than opposite human state. Motion features are head movements and audio features are pitch and duration. We describe the detail of these features in next section.

4.3.1 Motion Features

Kinect is a marker-less motion capture RGB-D camera. Kinect has an infrared camera to recognize human users as skeleton data and follow their actions in the Kinect’s field of view. Skeleton data (human user’s body) can be obtained by locating joints of tracked participants and track their movement. Moreover, Kinect can capture face feature points and head rotation (pitch roll yaw) data. The depth information from body motion is recorded by Kinect to create a velocity vector. The resolution of depth images which are obtained by Kinect is 512 × 424 pixels and frame rates are 15 frame per second. We used Kinect to capture human posture and record the voice at the same time. The features which have the noticeable difference are head’s rotation (pitch, yaw) and head’s movement (x-axis, z-axis).

Head’s rotations: these parameters (pitch and yaw) are obtained by tracking face features (eyes, mouse and noses). We used the velocity of these parameters.

Head’s movement: these parameters are obtained by tracking joint’s 3-dimentional axis of head.
4.3.2 Voice Features

Most implementations of the speech are converted into text form, and then processed by using natural language processing technologies. However, it is not only text words but also non-verbal information during human-human communication. Non-verbal information of voice is usually called voice signals. Voice signal is not verbal message, and consists of the tone and pitch of the voice, the speed, volume, range at which a message is delivered, pauses and hesitations between words. We obtained above-mentioned features from captured voice by using PRAAT software [23]. The features which have a noticeable difference are Pitch and Duration.

Pitch (F0): It is fundamental frequency of speech signal. We estimated max, minimum and average values of pitch.

Duration: It is the features model temporal aspects having the basis unit milliseconds, such as position in time or length intervals. We defined that the duration feature is the time of participant’s speaking duration.

4.4 Integrating Multi-modal Classifiers System

4.4.1 The Learning of Neural Networks

Our model utilized neural network’s inference outputs. These neural networks are trained in advance. Thus, we set three neural network models for comparing the accuracy. One is a model which trained motion features only. Second model trained voice features. These two classifier’s models are used to be integrated by our system. The other is the model which is trained by multi-modal features (motion and audio) features are labeled as “natural”.

4.4.2 If-Then Rule Model

We defined the If-Then rule model (“natural” and “hard to talk”) as input rule matrix and output inference matrix. We defined the 4 rules for BAM architecture. The rules were organized as follows:

Rule 1: IF motion is “hard to talk” and voice is “hard to talk” THEN “hard to talk”.

Rule 2: IF motion is “hard to talk” and voice is “natural” THEN “hard to talk”.

Rule 3: IF motion is “natural” and voice is “hard to talk” THEN “hard to talk”.

Rule 4: IF motion is “natural” and voice is “natural” THEN “natural”.

4.4.3 The Learning the Integrating Associative Model

The above-mentioned rules are represented as one hot vector like a [0,1] values. In this experiment, we defined “hard to talk” state as 1, and “natural” state as 0. In the multi-modal features, integrating patterns of motion and audio are described to [1,0,1,0] as a matrix. Moreover, for energy minimization problem, we employ the bi-polar translation to 0 for -1. Eq. (1) is used to calculate the correlation matrix \( M_{IO} \) which connected input and output layers.

\[
M_{IR} = \sum_{k=1}^{n} I_k R_k^T
\]

where, the \( I \), \( R \) are input and output rule matrixes, respectively. The \( n \) is the number of if-then rule. In the inference phase, we can calculate the result by multiplying the input of neural network’s inference results and correlation matrix \( M_{IR} \).

5. Results

In this section, we describe the result of comparison of the accuracy between neural networks which trained multi-modal features as conventional model and our integrating multi-modal classifiers system which combined the single-modal neural networks. We evaluate the classification accuracy by the F-measures.
Table 2 The result of classification accuracy.

| Methods           | Precision | Recall | F-measure |
|-------------------|-----------|--------|-----------|
| Conventional model| 0.625     | 0.625  | 0.625     |
| Proposed method   | 0.750     | 0.667  | 0.706     |

F-measures are calculated by precision and recall. F-measure can be interpreted as a weighted average of the precision and recall. We employed the 10-fold cross validation to evaluate the precision, recall and F-measures. Table 2 shows the result of each classification accuracy. The result shows our proposed system’s classification accuracy exceeds conventional model which is a neural network trained multi-modal information. From the result, our system is effective to integrate neural networks which trained single-modal information.

6. Conclusions

In this paper, we presented the integrating classifier’s model to combine the pre-trained single-modal neural networks by using rule base architecture. Our proposed system estimated the human internal state during the communication by using non-verbal information. We utilized the motion and voice information of human as multi-modal non-verbal information. Furthermore, we conducted the conversation experiment and obtained above-mentioned features for estimating human internal states (“hard to talk” or “natural”) during communication. To verify the validity of the proposed system, we compared the accuracies of our proposed method which combined single-modal neural networks and conventional method which trained multi-modal feature. The result shows that our proposed method is more accurate than conventional method. Our proposed method is able to be applied to complex tasks by using multi-modal cue information.
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