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Understanding how coronal structure propagates and evolves from the Sun and into the heliosphere has been thoroughly explored using sophisticated MHD models. From these, we have a reasonably good working understanding of the dynamical processes that shape the formation and evolution of stream interaction regions and rarefactions, including their locations, orientations, and structure. However, given the technical expertise required to produce, maintain, and run global MHD models, their use has been relatively restricted. In this study, we refine a simple Heliospheric eXtrapolation Technique (HUX) to include not only forward mapping from the Sun to 1 AU (or elsewhere), but backward mapping toward the Sun. We demonstrate that this technique can provide substantially more accurate mappings than the standard, and often applied “ballistic” approximation. We also use machine learning (ML) methods to explore whether the HUX approximation to the momentum equation can be refined without loss of simplicity, finding that it likely provides the optimum balance. We suggest that HUX can be used, in conjunction with coronal models (PFSS or MHD) to more accurately connect measurements made at 1 AU, Stereo-A, Parker Solar Probe, and Solar Orbiter with their solar sources. In particular, the HUX technique: 1) provides a substantial improvement over the “ballistic” approximation for connecting to the source longitude of streams; 2) is almost as accurate, but considerably easier to implement than MHD models; and 3) can be applied as a general tool to magnetically connect different regions of the inner heliosphere together, as well as providing a simple 3-D reconstruction.
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1 INTRODUCTION

Plasma is heated in the corona and accelerates away from it to form the solar wind. It is convenient (although probably an oversimplification) to separate what we believe to be intrinsically spatial variations from temporal variations [1]. The former is the repeating large-scale structure we observe in the interplanetary medium from one rotation to the next, while the latter manifests as sporadic eruptions of transient phenomena, including coronal mass ejections (CMEs) as well a rich set of other effects, such as jets, plumes, small-scale flux ropes, etc., We recognize, however, that even the structure we label as “spatial”, is undoubtedly driven, at least to some extent, by time-dependent phenomena. Nevertheless, it remains useful to treat the large-scale, quasi-corotating structure as a predominantly time-stationary process. This is supported by many observations over the last 50+ years, which show
Heliospheric Upwinding eXtrapolation (HUX). This simplification of components allowed MHD solutions to be reproduced with high accuracy (Pearson correlation coefficient, $CC \sim 0.98$).

Several studies have leveraged the HUX technique to improve space weather forecasts of solar wind streams. For example, they developed ensemble solutions of solar wind conditions at Earth by sampling a range of latitudes about the sub-Earth point, resulting in more accurate forecasts and variances that accurately captured the model uncertainty. Furthermore, they used HUX to propagate several competing models for defining the speed of the solar wind in the high corona out to 1 AU, allowing them to assess forecasting performance among them. They also found that the ability to incorporate multiple realizations (which would not have been computationally feasible with global MHD model solutions), they were able to improve forecasting performance of all the models considered. More recently, they refined HUX by generalizing it to a form similar to that of the viscous Burger’s equation (Tunable HUX, or THUX), essentially adding an additional term to mimic the effects of viscosity. It is worth noting that this also introduced a new free parameter, $\eta$, that can be tuned to make the model comparisons better, and, the changes in the forecasted speeds were found to be modest, and not obviously improvements (see their Figure 1). Combined the HUX approach with a machine learning (ML) algorithm (specifically, Gradient Boosting Regressors), to produce a fast and accurate model for forecasting ambient solar wind speeds at Earth.

The HUX technique is also being incorporated into space weather programs. For example, they have integrated HUX into a pilot program for developing space weather capabilities for the Indian Space Research Organization (ISRO). Additionally, they have used HUX within an ensemble-based CME arrival prediction model (ELEvoHI), finding that the combination of the WSA model for prescribing the speed at the inner boundary and HUX resulted in a reduction in the Mean Absolute Error (MAE) by almost 2 h, in comparison to other techniques using the observed solar wind speed at L1.

The HUX technique has also been generalized to study time-dependent phenomena, interpreted the $\partial v/\partial t$ term not in terms of latitude, but explicitly as time, to allow them to consider both time-stationary evolution as well as direct temporal evolution, such as the propagation of simple “pulselike” ICME structures. The so-called HUXt generalization was shown to produce results in the equatorial plane that were comparable to 3D global MHD solutions, but at a tiny fraction of the computational cost.
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**Figure 1** (A) Field lines traced out from the inner boundary of the MHD solution using the MHD velocity solution. (B) Field lines traced out from the inner equatorial boundary assuming that the speed for that field line remains the same (i.e., the ballistic approximation).
of the computational resources, positioning it to be a useful, complementary tool for generating ensemble-based forecasts.

In this study, we describe a simple refinement to the HUX allowing the user to map solar wind streams from 1 AU (or elsewhere) back to the Sun, which can have a substantial impact on the inferred source longitudes of the observed plasma. Additionally, using a data-driven sparse regression method, we explore whether there are any simple improvements that can be applied to the HUX approach. Finally, we explore the possible impacts of including differential rotation, as well as any constraints imposed by resolution.

2 MODELS

Here, we introduce the three main modeling techniques that are applied in our study. Specifically: 1) ballistic mapping; 2) MHD modeling; and 3) the HUX technique.

2.1 Ballistic Mapping

The simplest (but least useful) approximation we could make for evolving the speed of the solar wind as it propagates away from the Sun is to assume that it does not change speed in response to dynamical interactions between adjacent parcels of plasma. This has a number of obvious problems, perhaps largest of which is that in mapping the speeds out, it becomes possible for faster parcels to outrun slower ones. By virtue of the fact that the solar wind can be reasonably approximated as a fluid, this is patently nonphysical. When the procedure is instead applied in the reverse direction, this can lead to the well known problems of “dells”, where parcels of plasma observed at a later times in the solar wind map back to earlier launch times at the Sun, again by apparently “crossing paths” [16].

In spite of its simplicity, for completeness, we formally define the ballistic approximation as:

$$v_{i+1,j} = v_{i,j}$$

which simply states that the speed at $i + 1$ is the same as the speed at $i$, where $i$ is the radial index and $j$ is the azimuthal or longitudinal index. In terms of mapping solar wind streams from one location to another, and usually back to the Sun from 1 AU, this allows us to estimate the change in longitude as follows:

$$\Delta \phi = -\Omega_{rot} \frac{\Delta r}{v_i}$$

where $\Delta r$ is the total radial distance along which the plasma is mapped and $\Omega_{rot}$ is the angular frequency of the Sun’s rotation, equal to $2\pi/25.38$ days at the solar equator.

2.2 Magnetohydrodynamic Model

For our numerical experiments, we use the Magnetohydrodynamic Algorithm outside a Sphere (MAS) code, which solves the time-dependent resistive magnetohydrodynamic (MHD) equations (e.g., [8]). Although the model can be run with a range of increasingly complex energy transport processes, for the purposes of our study, we rely on either polytropic or thermodynamic solutions [4]. The inner boundary of the calculation is set to $R = 30R_{\odot}$, by which point, all flow is super-Alfvénic. The outer boundary is set to 1 AU. The results presented here were undertaken with a relatively modest resolution of $281 \times 181 \times 361$ points in radius ($r$), colatitude ($\theta$), and azimuth ($\phi$), respectively; however, the analyses were performed at both higher and lower resolution without any substantial differences in the results. Although MAS is a time-dependent code, capable of modeling CMEs (e.g., [17]), in this study, we drove the model with a synoptic map of the photospheric magnetic field, allowing it to evolve in time until it reached a steady-state equilibrium [2]. We focus on Carrington Rotation (CR) 2068, which was a generally quiescent time period, but also representative of the declining phase of the solar cycle, with two strong high-speed streams per rotation. Thus, it is ideal for exploring the evolution of large-scale structure in the solar wind. However, we also analyzed a number of other periods (e.g., CRs 2050, 2068, 2100, 2170, and 2231) to verify that the results held in general. Please see the GitHub repository supporting this study for more examples (https://github.com/predsci/HUX).

2.3 Heliospheric Upwinding eXtrapolation Technique

In an earlier study [9], herein referred to as paper 1, we developed a simple mapping technique that approaches the simplicity of the ballistic approach but retains most of the accuracy of the MHD approach, by reducing the momentum equation to the much simpler Burger equation.

Briefly, the solar wind motion can be described as the fluid momentum equation in a corotating frame of reference:

$$-\Omega_{rot} \frac{\partial v}{\partial \phi} + (v \cdot \partial)v = \frac{1}{\rho} \nabla p - \frac{GM_{\odot}}{r^2}$$

where $\rho$ is the proton mass density, $V$ is the velocity, $p$ is the thermal pressure, $G$ is the gravitational constant, $M_{\odot}$ is the mass of the Sun, and $y$ is the polytropic index. This contrasts the more common form of the momentum equation in that the time derivative, $\partial / \partial t$, has been replaced by the term $-\Omega_{rot} \partial / \partial \phi$, which is exact for time-stationary flows in a corotating frame of reference. By neglecting magnetic field, pressure gradient and gravity, the fluid momentum equation reduces to the inviscid Burgers’ equation:

$$\frac{\partial v}{\partial \phi} = \frac{1}{\Omega_{rot} v} \frac{\partial v}{\partial r}$$

Using the forward upwind difference algorithm, we can represent this as:

$$v_{i+1,j} = v_{i,j} + \frac{\Delta r \Omega_{rot}}{v_{i,j}} \left( \frac{v_{i+1,j} - v_{i,j}}{\Delta \phi} \right)$$

Equation 5, thus, allows us to take a set of velocity measurements at some radius, $i$, as a function of longitude ($j$), and march them forward to larger heliocentric distances. We denote this operation as HUX-forward, or HUX-f. It is straightforward to show that
given a set of measurements at some radius, $i$, we can march them back to the Sun with the following expression:

$$v_{i-1,j} = v_{i,j} + \Delta r \frac{\Omega_{\text{rot}}}{v_{i,j}} \left( \frac{v_{i,j-1} - v_{i,j}}{\Delta \phi} \right)$$

(6)

We denote this form as HUX-backward, or HUX-b.

As discussed in more detail in paper 1, we can apply an acceleration term to the forward mapped speeds of the form:

$$v_{\text{acc}}(r) = \alpha v_{r0} \left(1 - \exp\left(-\frac{r}{r_h}\right)\right),$$

(7)

where $v_{r0}$ is the speed at the inner boundary ($r_0$), $\alpha$ is some factor by which the initial speed is increased, and $r_h$ is the scale length over which the acceleration spans. Thus, the final speed is enhanced as follows:

$$v_f(r) = v_0 + v_{\text{acc}}(r)$$

(8)

Similarly, by inspection, we can define a deceleration term for the HUX-b mapping as follows:

$$v_{b}(r) = v_0 - v_{\text{acc}}(r)$$

(9)

3 RESULTS

3.1 A “Ground Truth” From the Magnetohydrodynamic Results and Comparison With The Ballistic Approximation

As in paper 1, we use a global MHD solution as the “ground truth” for validating the more approximate HUX results. We focus again on CR 2068, but also add a number of other Carrington rotations to the analysis, to ensure that we do not over-generalize the results from one solution. In Figure 2A we summarize the equatorial magnetic field lines from CR 2068. In contrast to the usual way that field lines are drawn by tracing along the magnetic field vectors, in this case, we use the velocity field directly to evolve the field lines since they are convected out along the plasma flow, and there are no time-dependent effects to complicate matters. Thus, strictly speaking, these “field lines” are really streamlines. They are arbitrarily colored, but, importantly, each source longitude is drawn with the same color in subsequent plots, allowing us to directly compare the relative evolution of the “field lines” between approaches.

In Figure 2B we have drawn field lines from the same sources under the assumption that the speed does not evolve as the field is dragged radially out with the flow. This is the so-called ballistic approximation. We note that while field lines generally terminate near the correct location, there is considerable variability in the accuracy of the mapping. More importantly, we see that the “field lines” overlap one another; a physically forbidden result.

To more quantitatively assess the difference between the MHD mapping and the ballistic mapping, in Figure 1, we show the difference between the ballistically mapped longitudes and the MHD-mapped longitudes of the field lines. The orange curve is a Gaussian fit to the data to enable an estimate of the statistical
parameters for the distribution of errors. We find that the mean/median error in the ballistic mapping is 16.42/15.37°, with a SD of 9.9°. Thus, even under the absolutely quietest of conditions, we can expect errors in mapping the source longitudes from the Sun to 1 AU of at least 15°. Moreover, this assumes that we know what was the initial speed of the plasma dragging the field out. When that must be assumed, say, 400 km/s−1, the errors would be substantially larger. It should be noted, however, that when mapping out to different radial distances, the associated errors would be proportional to the distance mapped. Between, Solar Orbiter and Parker Solar Probe (PSP), for example, when separated by fractions of an AU, the errors may be considerably smaller.

3.2 Mapping Solar Wind Streams Out From the Sun With HUX-f

Figure 3 (top panel) shows the radial speed at the inner boundary of the MHD calculation (30RS). This profile shows a typical structure for the declining phase of the solar cycle, with slow flow organized about the equator, and including the presence of an equatorial coronal hole centred at approximately 100°. The undulation of the slow-flow band about the heliographic equator reflects the fact that the wind structure is organized about the heliomagnetic equator, and that a tilted dipole field component dominates during this period. The equatorial coronal hole also underscores the presence of pseudo-streamer structure during this time [18]. As this wind propagates into the heliosphere and the Sun rotates underneath it, the corotating sources move westward; thus, by 1 AU even in the absence of dynamical evolution, the global pattern appears to have precessed to earlier Carrington longitudes (middle panel). Dynamical evolution, however, also modifies the picture such that where fast wind lies to the east of slower wind, it is compressed, whereas where fast wind lies to the west of slower wind, a rarefaction is created. These features are, to a large extent, captured by the HUX-f procedure (bottom panel). Although there are some quantitative differences between the MHD and HUX-f solutions, overall, the main inference is positive: The HUX-f technique has captured the evolution of the streams. To investigate this in more detail, we can extract slices at specific latitudes, which would correspond to time series under the assumption that the structure at the Sun is not changing in time.

Before doing this, however, it is useful to assess how much evolution has taken place from the inner radial boundary to 1 AU in the MHD model. In Figure 4A, we compare the equatorial solar wind at 30RS (red) against the final speed at 1 AU. Clearly, the streams have evolved substantially in moving from the inner to the outer boundary. Much of this evolution is intuitively easy to understand. First, there is a general progression to early longitudes (eastward) due to the fact that the Sun and hence source of a particular high-speed stream is moving westward. Second, there is a general acceleration of all plasma. Third, the
western edge of each stream tends to steepen (this is the compression side of the stream), while the eastern edge broadens, as an expansion wave propagates into the wind ahead and behind (e.g., [19]). In Figure 4B we compare the same 1 AU MHD result with the HUX-f-mapped stream. As described in paper 1 in more detail, this simple method has captured a significant fraction of the aforementioned evolution (CC = 0.96). The most noteworthy discrepancy is that it underestimates the peak values and overestimates the troughs.

We explore the errors more quantitatively in Figure 5, which shows the difference between the HUX-f and MHD speeds, normalized to the MHD speeds at 1 AU. On average, the errors associated with the HUX-f approach are 0.086, or approximately 9%. Comparison with Figure 3 also suggests that the sense of the errors are systematic, with positive errors associated with compression regions, and negative errors associated with rarefactions. This is reinforced qualitatively in Figure 4, which, as already noted, showed that the HUX-f technique underestimates the peak of the high-speed streams, but also tends to overestimate the troughs. Nevertheless, the key point is that the average errors are substantially smaller than, say, a ballistic approximation would produce.

As a final consideration of the errors associated with the mapped speeds, in Figure 6A we show the point-by-point relationship between all grid points (i.e., all latitudes and longitudes) at 1 AU for the HUX-f and MHD solutions. The computed Pearson correlation coefficient for this was found to be 0.997. However, it should be noted that this is likely heavily biased by the large fraction of the solar wind volume that is not undergoing any significant evolution, that is, the fastest and slowest wind pinning the extremes of the correlation. A more appropriate estimate is to limit the comparison to the equator. This is accomplished in Figure 6B, where the equatorial values as well as one slice on either side have been plotted. The correlation coefficient for this subset, while still remarkably high (0.96) is lower than for the full comparison.

### 3.3 Outward Extrapolation of Field Lines Using HUX-f

We can also map out field lines using the HUX-f technique and compare them with the MHD results. In Figure 7B we have
drawn field lines from the same sources as in Figure 1. At least qualitatively, comparison between panels (a) and (b) suggests a very close match between the MHD and HUX-f approaches.

Again, to more quantitatively assess the difference between the MHD mapping and the HUX-f mapping, in Figure 8, we show the difference between the HUX-f-mapped longitudes and the MHD-mapped longitudes of the field lines. This time, we find that the mean/median error in the ballistic mapping is 1.14/1.00°, with a SD of 0.82°. These values are a factor of 15 or more smaller than the errors associated with the ballistic mapping. Thus, given accurate values of solar wind speed, we can map them out with an accuracy of ~ 1°.

3.4 Inward Extrapolation of Field Lines Using Heliospheric Upwinding eXtrapolation-B

Finally, we can repeat the analysis using the HUX-b technique. In this case, we start the mapping at 1 AU and draw the field lines back to the Sun. In Figure 9B we have drawn field lines from the same MHD sources at 1 AU using the HUX-b formulation. Again, at least qualitatively, comparison between panels (a) and (b) suggest a close match between the MHD and HUX-b approaches. However, it can be noted that in the high-speed streams (where the field lines are more radial and show more space between them), the HUX-b field lines are not separated to the same degree. Additionally, where the field lines are closer together, the effect is reduced in the HUX-b solution. We can interpret this in terms of compression and rarefaction regions, suggesting that the HUX-b solutions would produce weaker compression regions and less tenuous rarefaction regions that would, in reality, be present. Nevertheless, a novel application of such a visualization is that it allows one to infer the location of compression/rarefaction regions with only a knowledge of the velocity field.

Considering the distribution in the errors, in Figure 10, we show the difference between the HUX-b-mapped longitudes and the MHD-b-mapped longitudes of the field lines. This time, we find that the mean/median error in the ballistic mapping is 2.64/2.36°, with a standard deviation (s.d.) of 1.67°. These values are a factor of seven smaller than the errors associated with the ballistic mapping. Thus, even though they are larger than the HUX-f results, they are significantly less than the ballistic mapping.

3.5 Potential Improvements to the Heliospheric Upwinding eXtrapolation Approach

The HUX approach is simple. In fact, it is probably the simplest physically based improvement to a ballistic approximation that could be made. As noted earlier, several refinements have been made, principally to better address the mixing of temporal and spatial variations at the source. However, here we would like to ask specific questions. First, does differential rotation affect the tuning of the free parameters in the HUX model? Second, does the inclusion of more terms from the momentum equation would improve the approach? And third, is the HUX mapping sensitive to grid resolution?
3.5.1 Effects of Differential Rotation
In paper 1, we estimated the two free parameters of the HUX technique \((\alpha = 0.15 \text{ and } r_h = 50)\) rather subjectively by choosing values that were physically reasonable and produced results that matched with the MHD output at 1 AU for a specific Carrington rotation. We also did not consider the effects of differential rotation on the mapping; a reasonable assumption given the focus on near-equatorial solutions. To address both limitations, we generalized the HUX model to include an angular rotation frequency of the form:

\[
\Omega_{\text{rot}}(\theta) = 2\pi \left( 25.38 - \frac{2.77\pi}{180} \cos^{2}(\theta) \right) \tag{10}
\]

where \(\theta\) is colatitude. Thus, at the equator, this produces a rotation rate corresponding to a period of 25.38 days, while at the pole, the period is 31.5 days.

To estimate the error associated with these solutions, we define the residuals between the MHD model (the “data”, or “ground truth” in this case) and the HUX model to be:

\[
r_i = y_i - f(x_i, \alpha, r_h) \tag{11}
\]

and use the mean square error (MSE) as a measure of the goodness-of-fit of the model:

\[
\text{MSE} = \frac{1}{m} \sum_{i=1}^{m} r_i^2 \tag{12}
\]

For CR 2068 (Figure 3), using the values of \(\alpha\) and \(r_h\) derived in Paper 1, produced a MSE of 3435 over all latitudes and longitudes. By including differential rotation, and allowing the two free parameters to then be optimized, however, we were able to reduce the MSE by a factor of three. We repeated the analysis for a number of other rotations, finding comparable good improvements. However, such optimization is biased in the sense that much of the reduction in error comes from improving the match at mid and high latitudes, and not the equator. When we limited the comparison to the region \(\pm 7.25^\circ\) about the heliographic equator, the average optimal \(\alpha\) and \(r_h\) were found to be 0.16 and 52.6 \(R_S\), respectively.

3.5.2 Incorporation of the Pressure Term Into the Heliospheric Upwinding eXtrapolation Model
As shown in paper 1, we could reduce the momentum equation to the inviscid Burgers’ equation under the assumption that the magnetic field, pressure gradient, and gravity can be neglected. But, to what extent is this a reasonable approximation, or, stated another way, what errors are likely introduced? As a secondary question, we can ask whether there is a more speculative formalism that might produce better mappings of the streams from the Sun to 1 AU?

To investigate this, we consider the following generalized expression for \(\frac{\partial v_\phi}{\partial \phi}\):

\[
\frac{\partial v_\phi}{\partial \phi} = \Theta \xi \tag{13}
\]
where:
\[
\Theta = \begin{bmatrix}
    \frac{\partial v_r}{\partial x} & \frac{\partial v_r}{\partial y} & \frac{\partial v_r}{\partial z} & v_r & \frac{\partial v_r}{\partial t} & \sin(v_r) & \cos(v_r) & \frac{1}{\rho} \frac{\partial}{\partial r} P \\
\end{bmatrix}
\]  

(14)

Here, \(\Theta\) represents the library of potential terms and \(\xi\) is a sparse vector containing the optimal coefficients. To build a library of \(\Theta\) terms requires us to numerically differentiate the magnetofluid variables. In general, using a central finite difference approach with noisy data would result in terms that are dominated by the amplification of the noise. However, fortunately, since we have smooth-valued MHD solutions, it produces reasonable estimates.

To fully explore the parameter space defined by Eq. 14, we employed the PDE-FIND package, developed by [20]; which searches through a library of terms to find the optimal subset for time-series-like data (or model results).

The details of the analysis are provided in the supplemental information (SI, GitHub), but briefly, we used ridge sparse regression to find the optimal number of terms:

\[
\xi' = \text{argmin}_{\xi} \left( \frac{\partial v_r}{\partial \phi} - \Theta \right)^2 + \lambda \left( \xi \right)^2
\]  

(15)

The results (SI) showed that the terms \(v_r \frac{\partial v_r}{\partial r}\) and \(\frac{1}{\rho} \frac{\partial P}{\partial r}\) are the most dominant in the library. The resulting equation for CR 2068 was \(\frac{\partial v_r}{\partial \phi} = 3.59 v_r \frac{\partial v_r}{\partial r} + 3.14 \frac{1}{\rho} \frac{\partial P}{\partial r}\), with a Pearson coefficient of 0.977 and a MSE of 136.0. On the other hand, when excluding \(\frac{1}{\rho} \frac{\partial P}{\partial r}\) from the library \(\Theta\), the resulting underlying equation was \(\frac{\partial v_r}{\partial \phi} = 3.398 v_r \frac{\partial v_r}{\partial r}\), with a Pearson coefficient of 0.956 and a MSE = 296.1. As an aside, we note that the magnitude of these coefficients makes intuitive sense. The coefficient has units of days/radians, or, the inverse of an angular frequency. During the course of a solar rotation, the implied number of degrees advanced would be: \((180/\pi) \times 25.38/3.6, or, \sim 400^\circ\). So, at least approximately, the coefficient is consistent with the inverse of the solar rotation rate. Thus, adding \(\frac{1}{\rho} \frac{\partial P}{\partial r}\) to model solar wind proton velocity, reduced the model’s relative error by 8.65 percent. Repeating this exercise for a total of five rotations, produced relative errors of: 5.8, 8.7, 8.2, 2.9, and 3.1% (CR 2050, 2068, 2100, 2170, and 2231), or, an average relative error of 5.7%. Given the complexity of including the \(\frac{\partial P}{\partial r}\) term into the HUX methodology suggests that this modest improvement in accuracy is not worth the cost. Moreover, given the fact that the pressure and density would be very difficult to define at the inner radial boundary, it is not clear that—in practice—the resulting mapping would actually be more accurate. Since the combined ion-electron plasma-\(\beta\) is approximately 2 in the solar wind, this suggests that thermal and magnetic pressures are comparable. Thus, although we have not demonstrated it, we anticipate that the inclusion of magnetic forces would, at best provide a minor improvement that would not be worth the added complexity.

Finally, it is worth noting that PDE-FIND is a physics-agnostic approach, thus, our inclusion of various combinations of first and second-order partial derivatives of was a useful test for validating the approach since it correctly and independently identified the term \(v_r \frac{\partial v_r}{\partial r}\) as the dominant term, as well as the secondary contribution from the pressure term, which we had inferred from the full momentum equation. More details outlining this analysis can be found in the SI.

### 3.5.3 Numerical Convergence of the Heliospheric Upwinding eXtrapolation Mapping

Although the HUX approach is extremely simple, it is still derived from a partial differential equation, and subject to potential convergence issues, such as the Courant–Friedrichs–Lewy (CFL) condition. For the HUX technique, this requires that:

\[
\frac{|v_r| \Delta \phi}{\Delta r \Omega_{\text{rot}}} \leq 1
\]  

(16)

In Figure 11 we compare speed traces as a function of longitude for a range of radial resolutions, from a maximum of \(n_r = 1000\) down to \(n_r = n_{\text{min}}\), where \(n_{\text{min}}\) for this case was found to be 32 (below this value no solution could be found). Several points are worth noting.
First, resolution does not appear to impact the mappings significantly. There are some systematic differences in moving from the lowest to highest resolutions, but the differences are modest. Second, decreasing the resolution has a tendency of stretching both the peaks and troughs of the profiles, that is increasing the peak speeds and reducing the minimum speeds. On one hand, this could be considered a net improvement for predicting the height of high-speed streams, which tend to be underestimated by the HUX technique; however, it also tends to pull the lowest speeds below those in the "true" MHD solution. The next effect, at least qualitatively, is that any benefits the two effects would tend to cancel. Overall, then, resolution appears to play a minor role when applying the HUX technique. This may turn out to be important when mapping \textit{in situ} measurements, particularly inwards, where noise in the highest resolution data may lead to nonphysical artifacts being generated and/or amplified, necessitating some form of smoothing and interpolation onto a coarser mesh.

4 CONCLUSIONS AND DISCUSSION

In this study, we have further developed the Heliospheric Upwinding eXtrapolation (HUX) technique. Specifically, we have: 1) Demonstrated how the approach can be used to map solar wind streams back to the Sun; and 2) Shown that the current formalism is probably as complicated as it needs to be to produce useful results. In addressing these questions, we were able to show how much the HUX technique would improve the accuracy of ballistic mapping studies, which are typically used to identify the source regions of solar wind streams or energetic particles, for example.

This study is not without limitations. In particular, we used MHD model results as the "ground truth". Although this is reasonable in the sense that we have no other global dataset of solar wind speeds, it assumes that the MHD formalism is accurate enough to evolve solar wind streams through the heliosphere. This, of course breaks down at sufficiently high frequencies. Thus we can only claim that the HUX approach is reasonable on the largest spacial and temporal scales (i.e., macroscopic structure). Additionally, any artifacts introduced by the MHD model, such as numerical diffusion, which are also mimicked by the HUX technique would also contribute to a higher accuracy of the results, but which might not exist in practice. However, given the many studies that have validated the MHD approach for studying solar wind evolution (e.g., [2, 18, 21, 22]), it seems reasonable to conclude that the MHD solutions provide a sufficiently good "ground truth" for such tests.

It is worth noting that our application of PDE-FIND included the viscous term $\left(\eta \frac{\partial^2 \nu}{\partial \phi^2}\right)$, and this was identified as a contributor when the damping term was small. However, as the damping was increased, it ceased to be important. On average, we estimated that the addition of the viscous term would result in a \(\sim 1\%\) improvement in the linear fit. Thus, we argue that it does not improve the accuracy of the HUX technique sufficiently to merit inclusion. This is consistent with the results of [11] in the sense that they found that it did modify the fit, but did not establish that it made a robust improvement.

In closing, we reiterate that in this study, we have focused on the procedure that could be applied to various \textit{in situ} datasets, allowing them to be mapped back toward the Sun, or outward from one spacecraft location to another. With the successful launch and commissioning of PSP and Solar Orbiter, as well as the presence of 1 AU spacecraft, including ACE and DSCOVR at Earth, and STEREO-A offset from the Earth Sun line to varying degrees, the technique we have described should be a useful tool for exploring the evolution of streams from one location to another. The approach can also be applied to a broad set of historical datasets including Helios, Ulysses, Pioneer, and Voyagers 1 and 2, just to mention a few. In a future study, we will describe the application of HUX-b and HUX-f to a variety of heliospheric \textit{in situ} datasets.
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