ReFormer: The Relational Transformer for Image Captioning

Xuewen Yang∗
xuewen.yang@innopeaktech.com
InnoPeak Technology, Inc.
Palo Alto, CA, USA

Yingru Liu
liu231665@hotmail.com
Stony Brook University
Stony Brook, NY, USA

Xin Wang
x.wang@stonybrook.edu
Stony Brook University
Stony Brook, NY, USA

ABSTRACT
Image captioning is shown to be able to achieve a better performance by using scene graphs to represent the relations of objects in the image. The current captioning encoders generally use a Graph Convolutional Net (GCN) to represent the relation information and merge it with the object region features via concatenation or convolution to get the final input for sentence decoding. However, the GCN-based encoders in the existing methods are less effective for captioning due to two reasons. First, using the image captioning as the objective (i.e., Maximum Likelihood Estimation) rather than a relation-centric loss cannot fully explore the potential of the encoder. Second, using a pre-trained model instead of the encoder itself to extract the relationships is not flexible and cannot contribute to the explainability of the model. To improve the quality of image captioning, we propose a novel architecture ReFormer—a RELational transformER to generate features with relation information embedded and to explicitly express the pair-wise relationships between objects in the image. ReFormer incorporates the objective of scene graph generation with that of image captioning using one modified Transformer model. This design allows ReFormer to generate not only better image captions with the benefit of extracting strong relational image features, but also scene graphs to explicitly describe the pair-wise relationships. Experiments on publicly available datasets show that our model significantly outperforms state-of-the-art methods on image captioning and scene graph generation.
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1 INTRODUCTION
Research on image captioning to generate textual descriptions of images has made a great progress in recent years thanks to the introduction of encoder-decoder architectures [3, 4, 17, 18, 28, 40, 44, 50]. Existing models are generally trained and evaluated on datasets created for image captioning like COCO [6, 23] and Flickr [15] that only contain generic object categories but not pair-wise relations of the objects in the image.

To equip the captioning model with relation information, some more recent studies resort to the scene graph generation [43, 53] to provide the graph representations of real-world images with the semantic summaries of objects and their pair-wise relationships. For example, the graph in Figure 1 encodes the key objects in the image such as people (‘man’), their possessions (‘hair’ and ‘shirt’, both possessed by the man), and their activities (the man is ‘holding’ a ‘racket’). The graph representation has been applied to improve the image related tasks that involve natural language [37, 52]. When it comes to the task of image captioning, recent studies [41, 47, 51] propose to first use a scene graph generation model well-trained on Visual Genome [20] dataset to predict the pair-wise relationships existing in the COCO image and then use a Graph Convolutional Net (GCN) to encode the relation information. Typically, the object region features and the relation representations are then merged together via concatenation or convolution to feed into a decoder for generating a sentence using the Maximum Likelihood Estimation (MLE). These methods typically suffer from at least one of three main weaknesses: (i) There are mis-alignments between the image objects and the relation labels, because the regions containing the objects do not correspond to those used to predict the relations; (ii) Given that the goal of using a GCN is to extract the relation information, the training of model for GCN is less effective by only using the objective to optimize the captioning without considering the object relationship; (iii) The encoder itself cannot extract the relations between objects but relying on other pre-trained models to do it, which makes the captioning less explainable. As another observation, recent studies [1, 5, 9, 11, 34] have pointed out that good metric scores can be achieved with a strong decoder, without the need of underlying encoder to truly understand the visual content. Thus, it becomes less likely to determine if the models are really learning some important relationships through the encoder or they just follow some language rules by the decoder. To be more concrete, for a generated sentence like ‘a man is riding a bike’, can
2 BACKGROUND AND RELATED WORK

In this section, we first introduce the background knowledge of scene graph generation, and then discuss the related work on image captioning and the application of scene graphs in image captioning.

2.1 Scene Graph Generation

A scene graph, $G$, as shown in Figure 1, is a structural representation of the semantic contents in an image [20]. It consists of:

- a set of bounding boxes $B = \{b_1, \ldots, b_m\}$, $b_i = (x_{i1}, y_{i1}, x_{i2}, y_{i2})$;
- a corresponding set of objects $O = \{o_1, \ldots, o_m\}$, where $o_i \in C$ is the class label assigned to the bounding box $b_i$ and $C$ is the set containing all label categories.
- a set of pair-wise relationships $R = \{\ldots, r_{i\rightarrow j}, \ldots\}$, with $r_{i\rightarrow j} \in \mathcal{R}$ representing the relationship between a start node $(b_i, o_i)$ and an end node $(b_j, o_j)$. $\mathcal{R}$ is the set of relation types, including the ‘background’ predicate, which indicates that there is no edge between the specified objects.

Scene graph [35, 36, 53] is often generated with a few procedures: object detection (detecting $b_i$), classification (classifying $o_i$) and predicate (relation label) prediction to determine $r_{i\rightarrow j}$ given $(b_i, o_i)$ and $(b_j, o_j)$. Most of the methods on scene graph generation have been developed on the Visual Genome [20] dataset, which provides annotated scene graphs for 100K images, consisting of over 1M instances of objects and 600K relations. Since only a small portion of images in this data set also exist in the COCO captioning dataset [6], directly using a multi-task learning scheme on both tasks is challenging.

2.2 Image Captioning

State-of-the-art approaches [3, 10, 12, 17, 24, 25, 33, 42, 44, 49, 50] mainly use encoder-decoder frameworks with attention to generate captions for images. Xu et al. [44–46, 48] developed soft and hard attention mechanisms to focus on different regions in the image when generating different words. Similarly, Anderson et al. [3] used a Faster R-CNN [31] to extract regions of interest that can be attended to. Yang et al. [50] used self-critical sequence training for image captioning.

Various Transformer-based [38] models have achieved promising success on the image captioning task [7, 12, 13, 21]. Cornia et al. [7] proposed a meshed-memory transformer that learns a multi-level representation of the image regions, and uses a mesh-like connectivity at decoding stage to exploit low- and high-level features. Li et al. [21] introduced the entangled attention that enables the Transformer to exploit semantic and visual information simultaneously. He et al. [12] introduced the image transformer, which consists of a modified encoding transformer and an implicit decoding transformer to adapt to the structure of images. Herdade et al. [13] introduced the object transformer, that explicitly incorporates information about the spatial relationship between detected objects through geometric attention.

Some research studies have been using scene graphs for image captioning [26, 41, 51, 54]. Zhong et al. [54] proposes a scene graph decomposition method that decomposes a scene graph into a set of sub-graphs, with each sub-graph capturing a semantic component of the input image. By selecting important sub-graphs, different target sentences are decoded. Wang et al. [41] uses two encoders, one is a ResNet image encoder, the other is a GCN encoder for the relation labels of the objects. The two encoders are then attached with an LSTM decoder and combined together using attention. Yoo

![Figure 1: A scene graph containing entities, such as man, hair or racket, that are localized in the image with bounding boxes and the relationships between those entities, such as with, wearing and holding.](image)

The model really tell the difference among ‘riding’, ‘rolling’ or ‘on’ or it just follows some language expression rules (i.e., ‘riding’ is more commonly used than ‘rolling’ and ‘on’)?

Regularizing the encoder with a relation-centric objective is essential since it can not only guide the encoder to learn representations with relation information embedded, but also explicitly express the pair-wise relationships and explain the generation of some relational words. In this paper, we propose ReFormer: the RELational transFORMER that learns a scene graph to express the object relationships in the process of decoding a sentence description. ReFormer incorporates both image captioning and scene graph generation components via a novel transformer encoder. Different from conventional Transformer [38] that only uses the image captioning as the final objective to train both the encoder and the decoder, ReFormer uses a scene graph generation objective to guide the encoder to learn better relational representations. Since the image captioning and scene graph generation are two distinct tasks, directly using the Multi-Task Learning paradigm is non-trivial. We propose a sequential training algorithm that guides the ReFormer to learn both tasks step by step.

Our work has three main contributions. (i) We propose to generate scene graphs as a way to enrich the captions that they together can better describe the images; (ii) We design a novel relational Transformer (ReFormer) that can better learn the image features for captioning with the relationships embedded via an auxiliary scene graph generation task; (iii) We propose a sequential training algorithm that guides the ReFormer to accomplish both tasks in three consecutive steps. Experimental results show that ReFormer can achieve better performance than state-of-the-art methods on both image captioning and scene graph generation. We will release the source code.
et al. [51] proposes to use two GCNs to encode the spatial and semantic relations in an image. Then the features from the two encoders are merged together via attention to get the final feature. Guo et al. [26] proposed to explicitly model the object interactions in semantics and geometry based on Graph Convolutional Networks (GCNs). Yang et al. [47] proposed the scene graph auto-encoding technique to learn a dictionary that helps to encode the desired language prior, which guides the encoding-decoding pipeline.

ReFormer differs from the previous methods in two aspects: (i) ReFormer can not only generate a caption but also a scene graph to capture the relationships between the objects without using an external scene graph generator. (ii) ReFormer integrates the scene graph generation with image captioning using a *sequential training* algorithm to better learn the relational image features step by step.

### 3 DESIGN OF REFORMER

In this section, we first discuss the problems of existing schemes and propose the basic architecture to construct the ReFormer that combines the scene graph generation with image captioning to learn relational features of images. We then present the scene graph generation task which is used to first pre-train the encoder of ReFormer and later used as an auxiliary objective to generate captions. Finally, we describe the image captioning task as well as the training algorithm to train on both tasks.

#### 3.1 A Relational Encoding Learning Idea

In a standard image captioning model based on encoder-decoder structure, the decoder directly predicts the target sequence conditioned on the source input x. The captioning probability \( P(y|x) \) is modeled directly using the probability of each target word \( y_i \) at the time step \( i \) conditioned on the source input sequence \( x \) and the current partial target sequence \( y_{1:i-1} \) as follows:

\[
P(y|x; \theta) = \prod_{i=1}^{N} P(y_i|x, y_{1:i-1}; \theta)
\]

where \( \theta \) denotes the parameters of the model.

In general, \( x \) are image features that can be obtained by feeding an image \( X \) to a pre-trained CNN (e.g., ResNet) encoder \( x = CNN(X) \). To integrate relational information into the image features, some state-of-the-art methods first use a well-trained scene graph generation model to extract a graph \( g \) from the same image and then use a Graph Convolutional Net (GCN) to encode \( g \) to vectors, shown in Figure 2a. The image features and the relational features are merged together \( x = [CNN(X); GCN(g)] \), where \( [\cdot; \cdot] \) can be concatenation, attention or convolution. This straightforward way of integrating relational information may suffer from a few problems. First, training a GCN with the objective of getting the image caption (Maximum Likelihood Estimation, i.e., MLE) might be less effective. The goal of using a GCN is to capture the relational information existing in the image, while the likelihood function used to estimate the probability distribution is not directly relevant to the relation of objects in an image. Second, if the model no longer has access to the pre-trained scene graph generator (e.g., using a different dataset), the caption generation might not be feasible any more. Third, recent studies show that good metric scores can be obtained with a strong decoder, without the underlying encoder to truly understand the visual content. This indicates that the caption objective alone cannot effectively guide the training of the encoder to accurately extract the relationships between the objects.

The above analysis motivates us to design a model that can generate scene graphs together with the learning of image caption using the same dataset without the need of an external scene graph generator, but with the objective of producing the good scene graph. In this way, we can also better train the encoder to well understand the visual contents without being misled by the good results from a stronger decoder. We propose a second objective \( P(g|X) \) for good scene graph generation and apply it to the encoder learning. We use a Transformer model where the encoder is used to generate scene graphs and the decoder is applied to generate captions. By incorporating this ‘RElational’ objective, our transFORMER can also better learn the image features with relation information embedded. The simplified model structure of ReFormer is shown in Figure 2b.

#### 3.2 Scene Graph Generation

We first lay out the mathematical formulation of the scene graph generation problem. As introduced in Section 2.1, for an image of \( m \) objects, its visually grounded scene graph consists of tuples \( (r_{i \rightarrow j}, (b_i, o_i), (b_j, o_j))_{k=1}^{m} \), with \( b_i \) being the bounding box of the object \( i \), \( o_i \) the label and \( r_{i \rightarrow j} \) the predicate (relation label) between objects \( i \) and \( j \). Thus, the scene graph generation objective can be derived as follows:

\[
P(g|X) = \prod_{i,j}(r_{i \rightarrow j}, (b_i, o_i), (b_j, o_j), X)
\]

To simplify the learning process and improve the effectiveness of training, we conveniently use Faster-RCNN to model \( P(o_k | b_k, X) \)

\( i \in 1 \ldots m, j \in 1 \ldots m, \) but \( i \neq j \).
We model $P(b_k|X)$ and $P(o_k|b_k, X)$ with object detector Faster R-CNN [31] to automatically generate a set of bounding boxes $b_k$ and the corresponding object labels $o_k$ from an image $X$ (Figure 3(a)). In practice, training a Faster R-CNN is highly non-trivial. To simplify the training of our proposed ReFormer, we first train a Faster R-CNN till its convergence. Then with its parameters learnt, we train the model $P(r_{i\rightarrow j} | (b_i, o_i), (b_j, o_j), X)$ (Figure 3(b)) with $(b_i, o_i), (b_j, o_j)$ and $X$ as the input. In theory, if the groundtruth $b_k$ and $o_k$ are provided, we can eliminate Faster R-CNN. To feed in $b_k, o_k$ and $X$, we use a Pre-Processing Layer (Section 3.3.1) which converts the three inputs into vectors and then concatenate them together to get the final input features.

Modeling $P(r_{i\rightarrow j} | (b_i, o_i), (b_j, o_j), X)$ is actually a predicate classification task. We use the ReFormer encoder (Section 3.3.2) to first encode the input into high-level features and then apply a Post-Processing Layer (Section 3.3.3) to get the final output for classification. The features right before the Post-Procesing layer contain useful relational information and are used as the input to the decoder for caption generation (Section 3.4). We talk about more details about the model architecture in Section 3.3.

### 3.3 Encoder Architecture

The encoder takes as input a set of $m$ image region tuples, $(b_1, o_1, v_1)^m$, where $v_1$ is defined as the mean-pooled convolutional feature from region $1$ with dimension 2048 and the number of region varies for different images. It consists of three main components which process the input consecutively: (i) a Pre-Processing Layer that takes the bounding boxes, object labels and image region features as input and linearizes them to form the input vector; (ii) the Encoder Layers further process the features with Multi-Head Attention to create a contextualized representation of each object; and (iii) the Post-Processing Layer where the object features are paired to make predictions of their relationships.

#### 3.3.1 Pre-Processing Layer

Different from conventional image captioning model where only image region features $v_1$ are used as the input, we also use object labels $o_1$ as well as bounding boxes $b_1$ as the input to encode both object information and spatial relation information.

Given the bounding box $b = (x_1, y_1, x_2, y_2)$, to better represent its location as well as size in the image, we normalize it with the size of the image and convert it into a 9-dimensional vector $(c_x, c_y, w, h, x_1, y_1, x_2, y_2, w, h)$, where $(c_x, c_y)$ is the coordinate of the bounding box center, $(w, h)$ and $(W, H)$ are the width and height of the bounding box and the image respectively. We use a two-layer feed-forward net to encode it into vector $v_b$ of dimension $d_b$.

As object labels (e.g. 'man') are meaningful words from natural languages, we use Glove [30] features, which contain pre-trained features to capture fine-grained semantic and syntactic regularities
in natural languages. The dimension of the object label feature $v_j$ is denoted as $d_j$.

Thus, the final image feature is represented as $v = f([v_i; v_k; v_j])$, where $[; ; ;]$ is the concatenation operation, and $f(\cdot)$ is a feed-forward network to map the feature to dimension $d_f$.

3.3.2 Transformer Encoder Layer: Given a set of image features $v = \{v_1, \ldots, v_m\}$ extracted using the Pre-Processing Layer, we use a stack of $N_E$ Transformer [38] encoder layers to obtain a permutation invariant encoding. Each encoder layer consists of a multi-head self-attention layer followed by a small feed-forward network. The multi-head self-attention layer itself consists of $h$ identical heads. Each attention head first calculates the queries $Q$, keys $K$ and values $V$ for the $m$ input features as follows:

$$Q = XW_Q, K = XW_K, V = XW_V,$$

where $X$ contains all the input vectors $x_1, \ldots, x_m$ stacked into a matrix and $W_Q, W_K, W_V$ are learned projection matrices. The image features are used as the input to the first self-attentive layer. For the following layers, we use the output of the previous encoder layer as the input to the current layer. The output of each head are then computed via scaled dot-product attention without using any recurrence:

$$\text{head}(X) = \text{Attention}(Q, K, V) = \text{softmax} \left( \frac{QK^T}{\sqrt{d}} \right) V$$

where $d$ is a scaling factor. Eq. 4 and 5 are calculated for every head independently. The output of all $h$ heads are then concatenated to one output vector and multiplied with a learned projection matrix $W_O$:

$$\text{MultiHead}(X) = \text{Concat}(\text{head}_1, \ldots, \text{head}_h) W_O$$

The multi-head attention is then fed into a point-wise feed-forward network (FFN), which is applied to each output of the attention layer:

$$h = FFN(x) = \max(0, xW_1 + b_1) W_2 + b_2$$

where $W_1, b_1$ and $W_2, b_2$ are the weights and biases of two fully connected layers. In addition, skip-connections and layer-norm are applied to the outputs of the self-attention and the feed-forward layer.

Other choices like LSTM or convolutional layers are also feasible. In this paper, we choose self-attention layers because self-attention operation can be seen as a way of encoding pair-wise relationships between input features given that the self-attention weights depend on the pair-wise similarities between the input features. This is coherent to the objective of the paper: to model the relationships from the input objects.

3.3.3 Post-Processing Layer: For an image of $m$ objects, there are $m(m-1)$ possible relationships. For each possible relationship between object $i$ and $j$, we compute the probability of the relationship of label $r_{ij}$. Since the output of the last Transformer encoder layer $h$ contains $m$ features $h_1, \ldots, h_m$, directly predicting the relationships using these features is impossible. We thus use a Post-Processing Layer that maps $m$ object features into $m(m-1)$ pair-wise features. We use a Linear layer to map $h_i$ of dimension $d_h$ into $r_i$ of dimension $2d_h$. By doubling the dimension of $h_i$, we can then equally split $r_i$ into two parts, head $h_i^L$ and tail $h_i^T$, with head standing for the relationship starts from this node while tail stands for the relationship ends at this node. Thus, for each pair-wise relationship representation, we can have:

$$r_{ij} = (W_r h_i^L, h_j^T) \odot [v_i; v_j]$$

where $\odot$ is point-wise multiplication operation, $[; ; ]$ is concatenation and $W_r$ is a trainable parameter. The distribution is:

$$P(r_{ij}|(b_i, o_i), (b_j, o_j), X) = \text{softmax}(r_{ij})$$

3.4 Weighted Decoder for Image Captioning

As discussed in Section 3.1, the objective of our model for caption generation is to minimize the negative log-likelihood of the correct caption using the maximum likelihood estimation:

$$L_c = -\sum_{i=1}^{n} \log p(y_i|y_{0:i-1}, x)$$

The decoder that is used to model Eq. 10 consists of a stack of $N_D$ decoder layers (Figure 3(c)). For each layer, to calculate the distribution for the word at the time step $i$, it takes as input: the embeddings of all previously generated words $y_{0:i-1}$ and the context embeddings $x$ from the encoder.

For conventional Transformer [38], $x = h_i^{1:N_E}$, which means the decoder layers only take the output of the final layer (i.e. the $N_E$-th) as input. This might omit some of the useful features from the lower encoder layers. In this paper, given the outputs from all the encoder layers, $\{h_i^{1:N_E}\}$, we take a weighted sum across all layers to obtain the final image feature as:

$$x_i = a_j \sum_{l=1}^{N_E} h_i^l$$

where $a_j$ are weights obtained using a softmax layer.

3.5 Sequential Training with Inferred Labels

Training ReFormer involves three steps: (i) training the Faster R-CNN object detector on Visual Genome dataset; (ii) the trained Faster R-CNN is applied to train the encoder with Eq. 3 on Visual Genome dataset; (iii) when the encoder is well trained, it is further trained with the joint objective of scene graph generation and image captioning following Eq. 12 on COCO dataset. As the relation labels are not available on COCO dataset, we infer the labels for objects in COCO dataset using the encoder trained in step (ii).

The overall loss function in step (iii) is:

$$L = L_c + \lambda L_r$$

with $\lambda$ being a hyper-parameter.

One possible variant of this training algorithm is to only use $L_c$ without $L_r$ as the training loss, as done in the literature work. However, our Ablation studies in Tab. 3 show that this variant cannot achieve as good results as those using the proposed training algorithm. The main purpose of incorporating $L_r$ is to ensure that the relational features learned do not vary much in step (iii) while being used to generate an accurate scene graph.
4 EXPERIMENTS

4.1 Datasets
We evaluate ReFormer on two large-scale publicly available datasets: MS COCO [23] which is an image captioning dataset and Visual Genome [20] which is a scene graph generation dataset.

COCO. The dataset is the most popular benchmark for image captioning, which contains 82,783 training images and 40,504 validation images. There are 5 human annotated descriptions per image. As the annotations of the official test set are not publicly available, we follow the widely used splits provided by [18], where 5,000 images are used for validation, 5,000 for testing and the rest for training. We convert all the descriptions in the training set to lower case and discard rare words which occur less than 5 times, resulting in the final vocabulary with 10,201 unique words in the COCO dataset.

Visual Genome. The dataset is a large-scale image dataset for modeling the relationships between objects, which contains 108K images with densely annotated objects, attributes, and relations. To pre-train the Faster R-CNN object detector, we take 98K for training, 5K for validation and 5K for testing. As part of images (about 50K) in the Visual Genome are also found in COCO, the split of the Visual Genome is carefully selected to avoid contamination of the COCO validation and test sets. We perform extensive cleaning and filtering of training data, and train Faster R-CNN over the selected 1,600 object classes. To pre-train the encoder of ReFormer on the scene graph generation task, we adopt the same data split for training the object detector. Moreover, we select the top-50 frequent predicates in training data. The semantic relation detection model is thus trained over the 50 relation classes plus a non-relation class.

4.2 Methods & Metrics
We compare against three types of baselines. (i) The CNN-LSTM [14] based models: Up-Down [3] which uses attention over regions of interest, NBT [28] that first generates a sentence ‘template’ and then fill in by visual concepts identified by object detectors, Att2all [32] which uses self-critical sequence training for image captioning, and AoA [16] which uses attention on attention for encoding image regions and an LSTM language model; (ii) Transformer-based models: M^2-T [7] which uses a mesh-like connections to learn prior knowledge, Image-T [12], an image transformer, Object-T [13] that models the spatial relationship between objects, and ETA [21] which proposes the entangled attention mechanism; (iii) The GCN-LSTM based models: VSUA [26] that uses GCNs to model the semantic and geometric interactions of the objects, GCN [51] which exploits pairwise relationships between image regions through a GCN, and SGAE [47] which instead uses auto-encoding scene graphs.

For the caption generation evaluation, we follow the other baselines and use the BLEU-1 and BLEU-4 [29], ROUGE [22], METEOR [8], CIDER [39] and SPICE [2] metrics.

To evaluate the Scene Graph Generation, we divide it into three sub-tasks [53]: (i) Predicate Classification (PredCls), to predict \( r_{i \rightarrow j} \) with \((b_i, o_j)\) and \((b_j, o_i)\) given; (ii) Scene Graph Classification (SGCls), to predict the object labels \( o_i \) and \( o_j \) and the relationship \( r_{i \rightarrow j} \) with \( b_i \) and \( b_j \) given; (iii) Scene Graph Detection (SGDet), to directly predict \((b_i, o_j), (b_j, o_i), (r_{i \rightarrow j})\) from an image without the groundtruth bounding boxes or object labels.

| Method       | B-1 | B-4 | M   | R  | C  | S   |
|--------------|-----|-----|-----|----|----|-----|
| Up-Down [3]  | 79.8| 36.3| 27.7| 56.9| 120.1| 21.4|
| Att2all [32]| --  | --  | 34.2| 55.7| 114.0| --  |
| NBT [28]     | 75.5| 34.7| 27.1| 54.7| 107.2| 20.1|
| AoA [16]     | 80.2| 38.9| 29.2| 58.8| 129.8| 22.4|
| ETA [21]     | 81.5| 39.3| 28.8| 58.9| 126.6| 22.7|
| Object-T [13]| 80.5| 38.6| 28.7| 58.4| 128.3| 22.6|
| Image-T [12] | 80.8| 39.5| 29.1| 59.0| 130.8| 22.8|
| M^2-T [7]    | 80.8| 39.1| 29.2| 58.6| 131.2| 22.6|
| GCN [51]     | 80.5| 38.2| 28.5| 58.3| 127.6| 22.0|
| SGAE [47]    | 80.8| 38.4| 28.4| 58.6| 127.8| 22.1|
| VSUA [26]    | --  | 38.4| 28.5| 58.4| 128.6| 22.6|
| ReFormer     | 82.3| 39.8| 29.7| 59.8| 131.9| 23.0|

Table 1: Results on COCO dataset. We only report the single model results on the ‘Karpathy’ test split. We highlight the best model in bold.

The evaluation metrics we report are recall @\(x\), where \(x = 20, 50, 100\). Recall @\(x\) computes the fraction of times the correct relationship is predicted in the top \(x\) confident relationship predictions. It was first proposed in [27] and then widely adopted in other papers [36, 36, 53]. We notice that mean average precision (mAP) is another widely used metric. However, mAP is a pessimistic evaluation metric because we cannot exhaustively annotate all possible relationships in an image. We thus do not report the results using this metric.

4.2.1 Implementation Details. To represent image regions, we use Faster R-CNN with ResNet-101 finetuned on the Visual Genome dataset, thus obtaining a 2048-dimensional feature vector for each region. To represent words, we use one-hot vectors and linearly project them to the input dimensionality of 512. The dimension of the encoded bounding box, object label and the final image feature are \(d_h = 100\), \(d_l = 300\), and \(d_b = 512\) respectively. We set the dimension of each layer to \(d = 512\) and the number of heads to \(h = 8\). We use the same number of encoders and decoders, thus having \(N_E = N_D = 3\). We employ dropout with a probability 0.9 after each attention and feed-forward layer. Training with the overall objective function (Eq. 12) is done following the learning rate scheduling strategy of [38] with a warmup equal to 10K iterations. Then, during CIDEr optimization, we use a fixed learning rate of \(5 \times 10^{-4}\). We train all models using the Adam [19] optimizer. We use Glove [30] embedding to initialize word embedding layer. The total number of objects in one image varies from 10 to 50, depending on the IOU threshold that is set to 0.3. After some parameter tuning, we fix \(\lambda = 0.1\) at which ReFormer provides the best CIDEr score.

4.3 Evaluation
4.3.1 General Caption Generation. We first evaluate our model with the general caption generation metrics. We first compare the performances of our ReFormer with those of several recent proposals for image captioning on the COCO ‘Karpathy’ test split. As shown in Tab. 1, in general, the Transformer-based models outperform other two types of baselines: the models using pre-trained CNN to encode image information and the LSTM decoder with attention to decode a caption and those using GCN to encode scene graph information and the LSTM decoder to generate a sentence. This proves that Transformer can be used to better learn high-level
image features and is capable of decoding sentences with a higher quality. The GCN-based models outperform the CNN-based ones but perform worse than the ones using the Transformer, which indicates that the scene graph information is useful for better learning the image features but still not well explored. Our proposed ReFormer outperforms all other models. For example, it provides an improvement of 1.5, 0.7, 0.5, 1.2, 0.7 and 0.4 points over baseline model $M^2$-T [7] on 6 metrics respectively. This demonstrates the effectiveness of concurrently exploiting the Transformer structure and scene graphs in extracting the relational image features.

We evaluate the model on the COCO online test server, composed of 40775 images for which annotations are not made publicly available. The MSCOCO online testing results are listed in Tab. 2, our ReFormer outperforms previous transformer based model on several evaluation metrics.

### 4.3.2 Ablation

We first do ablation studies on the number of Transformer layers. We start from the vanilla Transformer without using any other techniques proposed in the paper. We vary the number of encoder and decoder layers from 2 to 6. As shown in Tab. 3, the Transformer model with 3 layers achieves the best results. To evaluate the importance of keeping $L_c$ in step (iii) of Section 3.5, we conduct two ablation experiments. We first keep the parameters of the encoder fixed, which means $L_c$ is not used to update the parameters of the encoder. We denote this variant as ReFormer $. We find that the CIDEr score drops from 131.2 to 128.9. We then remove $L_c$ and only use $L_r$ to update the parameters of the encoder and the decoder. We denote this case as ReFormer $\rightarrow L_r$. We find that the CIDEr score drops as well. We can thus conclude that using $L_r$ helps to improve the quality of caption generation.

### 4.3.3 Scene Graph Generation Evaluation

Generating scene graphs is essential not only because it provides a way of explaining the relationships between the objects in the image, but also the resource of the scene graphs when there is no other state-of-the-art scene graph generator available. To evaluate the proposed ReFormer in generating scene graphs, we compare it with other state-of-the-art scene graph generation methods. IMP [43] solves the scene graph inference problem using standard RNNs and learns to iteratively improves its predictions via message passing. MOTIFS [53] is a stacked bi-directional LSTM architecture designed to capture higher order motifs in scene graphs. VCTree [36] is a dynamic tree structure that places the objects in an image into a visual context which helps to improve the scene graph generation task. The results are shown in Tab. 4. ReFormer achieves better results than all other three baselines on all the three tasks: SGGen, SGCls and PredCls. This demonstrates the capability of our ReFormer to exploit the relationships between the objects in the image.

### 4.3.4 Qualitative Evaluation

In Figure 4, we show the image, groundtruth caption and the caption generated by $M^2$-Transformer and ReFormer. Our model is able to not only generate a meaningful and more accurate caption than the baseline, but also generate a scene graph showing the relationships between the objects in the image. With the graphs generated, captions become more expressive and explainable. Interestingly, the graphs usually contain useful information to describe the image. For instance, in the first example, the scene graph generated by ReFormer tells us that the player is wearing a shirt and he is holding a racket. While in the second example, the graph shows that there is a glass on the table and an arm from a person. These information cannot be inferred from only the caption generated. Since the average number of words in a sentence in the COCO dataset is $\approx 10$, it becomes very difficult for a captioner to describe details from the image using such short sentences. Thus, a scene graph can be a good complementing component to the caption.

## 5 CONCLUSION

Exploring object relationships for image captioning is a challenging task, because it not only requires a strong encoder-decoder model to generate accurate captions but also a scheme to embed the relational information in the encoder. To effectively improve the image caption quality, we propose the use of ReFormer to integrate the extraction of object relationship and caption generation into the same learning framework that the encoder can be more accurately trained. Our method achieves significant gains over COCO dataset compared to the state-of-the-art models. However, there is still a room to improve the quality of image captioning. For example, to get more accurate scene graphs, one might use the online crowdsourcing tools like Amazon Mechanical Turk to manually annotate the COCO dataset with relational labels.
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