Review of key technologies for warehouse 3D reconstruction
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ABSTRACT — Most of the current warehouse management system is made out of two-dimensional (2D) plane schematic warehouse, which brings a lot of inconvenience to warehouse management, including the warehouse data, storage of goods, location search, inventory, etc. 3D warehouse model began to attract attention as it can provide more intuitive view of warehouse-related information. This paper aims to review and investigate the current key technologies used for 3D modeling of warehouse system. This paper reviewed the method of 3D view reconstruction of the warehouse management system, including the active and passive, active and passive fusion methods, and makes a detailed comparison between the active and passive methods. It was found that different methods were applied to reconstruct the 3D view of warehouse, each with its own advantages and disadvantages.

INTRODUCTION

Traditional warehouse management system (WMS) is a management software that provides functionality to handle complex warehouse processes such as transaction of goods, record of inventories, monitor and control of workflow etc., through the use of computer technology [1]. Warehouse storage information relies on manual entry and modification and cannot be updated in a timely manner, nor can it accurately determine the inventory locations, making it inefficient. Figure 1 shows the typical warehousing activities in a warehouse equipped with traditional WMS.

![Figure 1. Traditional warehouse management system](image)

On par with the paradigm shift in the manufacturing domain, Logistics 4.0 has been introduced to keep up with the industrial revolution [2–3]. However, Small and Medium-sized Enterprises (SMEs) find it difficult to adopt the Logistics 4.0 concept due to high investment costs [4–5]. Most SMEs are still relying on labors to perform logistics activities in the production warehouse. Non-transparent warehouse operation and inevitable human error in the logistics activities will jeopardize the entire manufacturing processes downstream. For example, in a large automobile manufacturing plant,
misplaced items and containers may cause significant amount of resource wastage [6]. Automobile manufacturers spend millions of dollars each year just to retrieve and to replace missing containers in a plant. Operational uncertainties from both demand and supply sides are also associated with deleterious impact on logistics services that value high efficiency and low cost. As SMEs are the backbone of economy [7-8], there is an imminent need to provide them more economic and effective means to solve the logistics problems.

Difficulties of managing inventory in large complex operational environments originate from randomness and various intertwining business processes [9]. It is hard to monitor, collect, and process necessary information and to make real-time decisions based on seemingly random information [10]. Traditional warehouse management systems require operators to update the logistics processes periodically using KANBAN systems [11]. Not only this method is laborious and prone to errors, the management personnel have to be present physically in the warehouse to oversee the logistics operations. Inventory accuracy, space utilization, process management and picking optimization are the major challenges in modern warehouse management [12-13].

Most of the current WMS is made of two-dimensional (2D) plane schematic warehouse, which brings a lot of inconvenience to warehouse management, including the warehouse data, storage of goods, location search, inventory, etc. Based on these problems, 3D warehouse model began to attract attention. 3D warehouse can provide intuitively view warehouse-related information. However, most of the current available 3D models require manual entry of warehouse information to develop the warehouse 3D view. Due to large number of manual data collection, it increases manpower and human error. Although data collection of complex warehouses using 3D scanning, Lidar and other technologies are used to collect 3D information of the warehouse and the construction of 3D model is swift, but these instruments are expensive and cannot be commonly used in SMEs. Computer vision was introduced into warehouse management, using depth cameras, such as ZED binocular camera and special algorithms to construct 3D view of the warehouse and goods [14-17].

WMS is a real-time computer software system, it can realize the storage position, goods according to the specific storage business rules and logic efficient and accurate management of orders and personnel to realize the cost reduction and efficiency increase of storage operations [18].

The world is embarking on revolutionizing the manufacturing industry once more. Known as Industry 4.0, its ultimate goal is to create smart-factories through the use of cyber-physical systems, internet-of-things (IoT), cloud computing, and artificial intelligence (AI), enabling manufacturers to become flexible and better adapt to market changes. Geek+ and Hik Vision introduced AGV intelligent robots to replace manual picking, handling, and sorting, which greatly improved the efficiency of warehousing and reduced labour costs [19]. With the aim of improving the efficiency of warehousing operations, intelligent or smart WMS that incorporates IoT technology with advanced data analytics have been proposed to handle the rising complexity and demands of logistics processes [20-22]. Chen et al. integrated the lean production concept and RFID technology to a distribution warehouse management, significantly shortening the total operation time of the warehousing activities [23]. Laxmi & Mishra pointed out that IEEE 802.11 WLAN network has higher transmission power and higher data rate transfer, making it a good solution to use with RFID to construct an intelligent WMS [24].

Leng et al. proposed a digital twin system (DTS) to map the physical warehouse to the cyber model, in which a joint optimisation is implemented to optimise stacked packing and storage assignment activities using the real-time data [25]. Li et al. proposed the use of 2D and 3D image data from Kinect sensor to monitor warehouse order picking operations [26], Zou et al. presented an indoor localisation and 3D scene reconstruction modelling method using the Microsoft Kinect sensor[27]. Li proposed drone vision technology to accomplish 3D stereo reconstruction and object recognition [28]. Rashid et al. proposed an RFID-based design solution for automated warehouse management, as well as the use of cloud storage technology for target detection and remote access to data [29]. Lee et al. proposed an IoT based WMS in the face of increasingly complex and diverse customer orders, where warehouse productivity, picking accuracy and efficiency can be improved and robust to order variability [30]. Based on RFID technology, Harry et al. designed and implemented a Resource Management System (RFID-RMS) designed to help users retrieve and analyse useful knowledge from a case-based data warehouse to select the most appropriate resource use package for processing warehouse operations orders [31].

This paper aims to review and investigate the current key technologies used for 3D modeling of warehouse system.

3D RECONSTRUCTION

3D reconstruction is the process of generating the geometry and appearance of real objects using computer vision and computer graphics. Building realistic 3D models of real environments is an important task in computer vision [32].

Accurate indoor scene modelling, as well as fast, low-cost, accurate real-time collection of warehouse visualization data, help to promote the progress tracking and management efficiency of warehouse management. Isgro et al categorized 3D reconstruction into active and passive types. Active type requires a structural light source to be transmitted into the scene and detect the target location by calculating and extracting the projection information of the light source from the scene. Passive type generally uses the surrounding environment such as the reflection of natural light, using the camera to obtain images, and through a specific algorithm to calculate the 3D spatial information of the object [33].

At present, 3D warehouse reconstruction is often implemented by visual and laser. Generally, depth cameras are used to directly obtain depth information, or binocular cameras are used to obtain depth information through calculation, and laser scanning is used for 3D warehouse reconstruction. Although the detection scope is limited, its working principle is more intuitive [34-35].
Active Visual 3D Reconstruction

Active vision-based 3D reconstruction technology has a variety of methods, such as 3D laser scanning/Lidar, TOF (Time of Flight) and structural light vision. This technology mainly uses the optical principle to obtain a data point cloud for warehouse 3D reconstruction.

3D Laser Scanning / Lidar

3D laser measurement technology can quickly and accurately determine the spatial location information of real objects and provide advanced means for a wide range of 3D reconstruction of large or complex geometrical entities [36]. 3D laser scanning uses the Lidar to project laser beams onto the surface and uses triangulation to measure the reflected laser beams for reconstructing a dense 3D point cloud. Although commercial 3D laser scanners have very high accuracy, the high price greatly limits their application [37].

The laser scanning data process is shown in Figure 2. The point cloud data is first obtained by the laser scanning method, then registration with the original obtained data is conducted to obtain the registered point cloud data, and finally the point cloud data acquired is carried out for a series of processing, so as to obtain the 3D model of the target object [38].

Figure 2. The process of laser scanning data processing [38]

3D laser scanning technology is to represent the information on the surface of the object in the form of point cloud data by laser, and then go through the process of segmentation, denoising and streamlining of the point cloud data, and finally reconstruct the 3D image of the object for modelling. It is a continuous process of data acquisition and data processing, through the point cloud map composed of 3D spatial coordinate values with a certain resolution to express the results of the system's sampling of the surface of the object to be measured [39].

Lidar (Light Detection and Ranging) is the abbreviation for laser scanning and detection system, which mainly consists of a laser transmitter, receiver, processing system and display system. The raw data acquired directly by Lidar through scanning is called depth data. When scanning a target with Lidar, the measurement period of a single point is very short because the laser propagates at the speed of light, and the laser transmitter and receiver can be controlled by a control device to rotate at a certain frequency, thus measuring the Lidar distance to the target within a certain angular range. Scanning in this way can obtain a large range of target 3D data, and the large collection of target data points represented in 3D vector form is called a point cloud [40].

TOF (Time of Flight)

TOF is a kind of active ranging technology. The basic principle is to use the instrument to emit a laser or ultrasound every other time on the measured object, and then to accept the reflected light after meeting the object, and to calculate the depth information of the photographed object by calculating the time difference of the light and the reflection [41]. The principle is shown in Eq. (1) [42].

\[
d = \frac{n + \frac{q}{2\pi}}{2}\lambda
\]
Among, $\lambda$ represents the wavelength of the pulse, $n$ denotes the number of wavelengths, $\varphi$ represents the phase when the pulse returns, $d$ denotes the distance between the object from the emission. TOF camera differs from conventional 3D laser technology in that it can send multiple light pulses at the same time, resulting in an image of all objects within its range. However, the principle of acquiring spatial target points is different from that of binocular system, as binocular measurement is based on the triangulation principle after left-right matching, whereas TOF acquisition is based on the round-trip time of the incident and reflected light [43].

The TOF camera is a new hardware measurement device that can obtain distance data information and gray scale value in real time. Moreover, the TOF camera is a face-array-type of active imaging camera that measures the information of the whole scene without scanning, and does not rely on ambient light. The TOF camera is used in the field of 3D reconstruction to calculate the 3D data information of the target object, and then the 3D data information obtained by the TOF camera is used to complete the 3D reconstruction of the warehouse through certain 3D reconstruction methods [44-45].

**Structure Light Vision**

In the binocular stereo vision measurement, when the optical projector is replaced by one camera, the optical projector projects a certain light mode, such as the light plane, cross light plane, network beam, etc., to restrict the position of the scene object in space, unique coordinate value of the point on the scene object can be obtained, thus forming the structural light 3D visual measurement [46] as shown in Figure 3.

![Structured Light Projector and Camera](image_url)

**Figure 3. Principles of three-dimensional visual measurement of structured light [46]**

Structured light 3D reconstruction methods are divided into line and surface structured light. The line structured light method uses a structured light projector (e.g. laser projector) to project a single line of stripes onto the scene to be reconstructed. The camera acquires the image of the scene containing the single line of stripes and calculates the 3D coordinates of the scene point at which the stripes are projected by means of the position relationship between the line structured light and the camera. Stripe extraction is a fundamental step in the line structured light 3D reconstruction method. Edge extraction, contour extraction and model fitting methods are used in turn to improve the accuracy and speed of the structured light stripe extraction results. The line structured light streak image is fast and computationally efficient, but each shot can only reconstruct the field point corresponding to the line structured light streak, which usually requires multiple scans from different views to complete the scan of the whole target.

Surface structured light 3D reconstruction uses a structured light projector (e.g. a projector) to project a coded (temporally and spatially coded) pattern or stripe onto the surface of the target to be reconstructed. The camera acquires the scene image containing the projected pattern, decodes the pattern information through image processing to obtain the depth information of the target surface, and then calculates the 3D information of the target to be measured [46-47].

**Passive Vision 3D Reconstruction**

Passive vision-based 3D reconstruction technology is much simpler and more convenient compared to active vision-based 3D reconstruction technology. This method does not need to directly control the use of light sources. Instead, the information in the photographs is analyzed and a 3D model of the actual object is recovered by means of specific algorithms. This technique is relatively simple to operate, and does not require high lighting conditions. The cost required is relatively small, and the feasibility is relatively high. Complex and difficult scenes can be reconstructed in 3D.
Depending on the number of cameras, the 3D reconstruction techniques of passive vision can be divided into monocular, binocular, and multi vision [48].

**Monocular Vision**

The process of camera photography is the projection of a 3D object in space onto a 2D image. The imaging principle of the camera is usually described by mathematical models, such as the small-aperture model and the binocular model. In the imaging principle model, there are four reference coordinate systems, which are the important groundwork for the subsequent calculation of the 3D coordinates of the object from the 2D coordinates on the image. Pinhole imaging model is the simplest and currently the most widely used model. The specific process of camera imaging can be explained through the analysis of pinhole imaging model as shown in Figure 4.

![Figure 4. Pinhole imaging model [49]](image)

The pinhole imaging model mainly consists of four parts: pinhole plane, imaging plane, optical center and optical axis. Where, \( f \) is the focal length of the camera and \( Z \) is the linear distance from the camera's optical center to the 3D object. In the imaging model of the camera, four coordinate systems need to be established to represent the transformation relationship in the imaging process, which are: pixel coordinate system \((u,v)\), image coordinate system \((x,y)\), camera coordinate system \((X_c,Y_c,Z_c)\) and the world coordinate system \((X_w,Y_w,Z_w)\). From the pinhole imaging model, it can be seen that the camera imaging is the transformation of the world coordinate system to the image coordinate system. The conversion relationship between them is described in Eq. (2).

\[
Z_c \begin{bmatrix} u \\ v \\ 1 \end{bmatrix} = \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix} \begin{bmatrix} f \\ 0 \\ 0 \end{bmatrix} \text{Rot} \begin{bmatrix} R \\ t \end{bmatrix} \begin{bmatrix} X_w \\ Y_w \\ Z_w \end{bmatrix} = \begin{bmatrix} \alpha_x & 0 & u_0 \\ 0 & \alpha_y & v_0 \\ 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} R \\ t \end{bmatrix} \begin{bmatrix} X_w \\ Y_w \\ Z_w \end{bmatrix}
\] (2)

Where \( \alpha_x = f / d_x \) and \( \alpha_y = f / d_y \) are the normalized focal length, the intrinsic parameter of the camera include \( \alpha_x, \alpha_y, u_0,v_0 \) of which is only related to the device's own structure. The extrinsic parameter matrix is determined by the rotation matrix \( R \) and the translation vector \( t \) [50-51].

The monocular vision method is a method of 3D reconstruction with a single camera. The images captured can be single or multiple images from a single viewpoint or multiple images from multiple viewpoints. The former uses 2D features (represented by X) to calculate the depth information of a spatially 3D object using a specific algorithm. These 2D features include lightness, darkness, texture, focus, contours, etc., and are therefore also known as shape from X methods. This type of method has a simple device structure and can reconstruct a 3D model of an object using a single image or a few images. The disadvantage is that the required conditions are idealized and the reconstruction is generally effective. The latter method matches the same feature points in multiple images. These matching conditions are used to obtain spatial 3D point coordinate information through specific algorithms, thus realizing 3D reconstruction of the object. This method can meet the needs of large-scale scene 3D reconstruction, and the 3D reconstruction effect of multiple images is better. The disadvantages are such as the amount of operations and computation are relatively large and the reconstruction time is longer [52]. 3D reconstruction flow based on monocular vision is shown in Figure 5.
Binocular Vision

With the development of laser scanner, the warehouse three dimensional shape information can be accurately captured. However, the optical parts are usually very expensive which makes it difficult to be widely applied. So the 3D reconstruction method based on binocular vision become more popular. A binocular vision system uses two cameras to capture two images of the same scene under realistic lighting conditions. Since the two images are taken from two different angles, 3D information can be recovered from the 2D image of the target object. Schematic diagram of stereo vision is shown in Figure 6 [53]. \(O_1, O_2\) are two cameras, \(P\) is a certain point of space object, \(P\) point in the left and right imaging plane is \(P_1\) and \(P_2\), respectively. The corresponding points \(P_1\) and \(P_2\) are obtained through a specific algorithm, which is the focus of stereo matching, and then find the three-dimensional coordinates of space point \(P\) according to the triangle \(PP_1P_2\).

The mathematical model of the parallax of the left and right image is shown in Figure 7 [54]. \(O_1\) and \(O_r\) are the two camera centers, where \(f\) is the focus length and \(b\) is the baseline and the two camera center point \(O_1O_r\) connection. \(P\) is a point of space using \((X Y Z)\) coordinates system. The 3D coordinates of the \(P\) points can be found based on the properties of the similar triangles, as shown in Eq. (3). Where \(d\) is the parallax of the left and right image, \(d = x_l - x_r\) [55].
Figure 7. Mathematical model of disparity image in left and right [54]

\[
\begin{align*}
X &= u_l \frac{B}{d} \\
Y &= v_l \frac{B}{d} \\
Z &= f \frac{B}{d}
\end{align*}
\]

Binocular stereo vision uses two cameras with the same parameters to capture the same object from two viewpoints to obtain two views. It triangulates and calculates the position deviation between the images (parallax) to obtain 3D information about the object. A process similar to the perception process of human vision. A complete stereo vision system can be divided into five parts: image acquisition, camera calibration, feature extraction, stereo matching and 3D reconstruction [56].

**Multi-Vision**

Multi-eye stereo vision uses more than two cameras to acquire multiple images of the same target from different viewpoints of the same target. It is an extension of binocular stereo vision. It has the same basic principle as binocular stereo vision. The images of the object’s surface are synchronously acquired from different viewpoints by multiple cameras and these images can be processed to reconstruct the model. The main difference is that multi-vision method increases cameras to obtain more viewpoints, which can resolve the problem of limited space and occlusion when large-size and complex objects are reconstructed. Multi-vision system model is as shown in Figure 8 [57].

Figure 8. Diagram of muti-view reconstruction [58]
The main problems of binocular vision method in the 3D reconstruction process are: firstly, the presence of duplicate or similar features in the image is prone to the generation of false targets; secondly, when using epipolar constraints, the edges parallel to the epipolar lines are prone to blurring; thirdly, if the baseline distance increases, making the occlusion serious, the number of spatial points that can be reconstructed decreases, and at the same time, due to the increase in the parallax range, resulting in a larger search space in which the possibility of incorrect matching in a larger search space also increases. In response to these problems, a triocular vision method is proposed, and its basic idea is to provide additional constraints by adding one camera as a way to avoid the binocular vision problems [59].

Fusion Vision Methods

The combination of active and passive visual measurement is by adding specific light source mode in the passive visual measurement system. With the help of the projected light source mode, the matching problem in passive binocular vision can be solved, so as to improve the matching accuracy and measurement accuracy.

The active camera has a low resolution, for example, the TOF has a resolution of only $320 \times 240$ or less, it is unable to rebuild fine-object structures. However, the passive 3D reconstruction method can restore the more refined structure of the high-texture area, and it can easily obtain high-resolution maps in high-speed detection. However, the binocular stereo matching algorithm has high requirements for the scene, and the weak texture area will produce many mismatches. Thus, TOF camera can combine with a passive camera to improve the resolution, moreover, active sensors are able to sense depth even in non-textured regions, which compensates for the disadvantage of low robustness of active cameras in weak texture regions [60].

Comparison of the active and passive sensors are listed in Table 1. As can be seen, active and passive sensors complement each other [61].

| Sensor   | Resolution | Highly-textured Region | Non-textured |
|----------|------------|------------------------|--------------|
| Active   | Low        | Non-robust             | Robust       |
| Passive  | High       | Robust                 | Non-robust   |

Lidar + Stereo Vision

Both Lidar and binocular stereo vision are capable of recovering 3D warehouse. Binocular stereo vision uses the relationship between feature points corresponding to the left and right views and uses specific algorithms to recover 3D warehouse. However, as it uses images as input data, it is affected by changes in ambient lighting and weakly textured areas that are difficult to match. Lidar measures the 3D information of a scene directly by emitting a laser. This approach is accurate and less affected by changes in the extrinsic environment but has the disadvantage of sparse data. The fusion of Lidar and stereo vision can therefore compensate for their respective disadvantages [62].

The fusion of Lidar and binocular stereo vision can be divided into two main types: post-fusion and pre-fusion. Post-fusion refers to the fusion of 3D data measured by Lidar and 3D data measured by binocular stereo vision at the data level to enhance the final system output of 3D data. This fusion is generally direct to different areas of the scene according to the strengths and weaknesses of the two data to directly fuse, the amount of data and complex calculations. On the contrary, pre-fusion is the fusion of Lidar data as a priori information into the stereo vision calculation method to improve the parallax map obtained by stereo vision. This fusion uses the Lidar a priori information to constrain the stereo matching algorithm, the data volume is small and can improve the speed of stereo matching [63-65]. Figure 9 shows data fusion flowchart.

Combining Lidar and dual camera for 3D reconstruction has four main modules: image preprocessing module, radar data preprocessing module, three-dimensional matching module and 3D reconstruction module.
**TOF + Stereo Vision**

Binocular stereo vision is a classical passive technique and is the most used stereo vision technique. Binocular stereo matching is capable of obtaining dense, high resolution, high accuracy parallax maps but it has its own limitations such as very complex algorithms, susceptibility to interference from environmental factors, dependence on ambient light sources, neither matching algorithm is a good solution to the problems of occlusion, lack of texture features. TOF technology can directly acquire depth information, can obtain a denser 3D point cloud than structured light, and has better real-time performance, lower cost, lower body performance and power requirements, and no dependence on the surface texture of the object. However, its disadvantages are such as unreliable results at the edge of the field of view, relatively low resolution, (even 320 × 240 or less) and lack of depth measurement at closer distances. Therefore, based on the complementary properties between the TOF depth camera and binocular stereo matching, the combination of the TOF depth camera and binocular stereo technology can result in a more robust parallax map, ultimately extending the applicability of the camera’s 3D reconstruction to obtain a more complete and highly accurate 3D point cloud, and thus providing a better warehouse 3D reconstruction [66].

The combination of TOF and binocular stereo vision is of great practical importance, as both methods have their advantages and disadvantages, and it is difficult to use a single technique for all scenes. By combining the two, the advantages of each are fully exploited and better reconstructions can be obtained. The combination of the two methods improves the warehouse reconstruction efficiency, reconstruction accuracy and algorithm robustness of the 3D reconstruction method while ensuring the reconstruction accuracy. Figure 10 shows the flow of the fusion method [67].

![Figure 10. Flowchart of fusion method [67]](image)

**Structure Light + Stereo Vision**

Binocular is a stereo matching of the picture taken and 3D reconstruction, but when texture, geometry and other information are missing in the scene, Binocular stereo vision cannot effectively perform 3D reconstruction. Structural light technology through the optical projector projection pattern, increase the features within the scene, can reconstruct the three-dimensional scenes with missing features [68].

The structured light is applied to the surface of the object to be measured, and the distorted image of the object surface is captured by two cameras, which are then processed to obtain the information of the corresponding spatial points of the light bars, and finally combined with the intrinsic and extrinsic parameters of the two cameras to recover the 3D spatial information of the object surface projected by the structured light. The structured light binocular vision system consists of two optical cameras, a structured light source, a computer, and other hardware [69]. Structural light binocular visual measurement model is shown in Figure 11.
DISCUSSION

Traditional warehouse reconstruction lacks three-dimensional and intuitive. 3D warehouse reconstruction provides a more intuitive view of the warehouse, including shelves and goods identification. Only through this method, can we facilitate the 3D visual management of the warehouse, and save manpower and material resource. The current mainstream 3D reconstruction methods are reviewed, including active, passive, and fusion methods of 3D reconstruction methods. Active method including 3D scanning, TOF camera and structure light. Passive methods include monocular, binocular and multi-ocular (with only trinocular 3D reconstruction). Table 2 shows the comparison of the 3D reconstruction methods.

This paper reviewed both active and passive fusion 3D reconstruction methods such as laser scanning + stereo fusion, TOF + stereo fusion. Laser scanning method is mainly used to scan the 3D point cloud data on the object surface for warehouse reconstruction, the method not only able to establish a simple shape object 3D model, but can also generate irregular object 3D model and generate 3D model accuracy. However, laser scanning method cannot identify the shelves and goods in the warehouse, which needs to combine stereo image acquisition, in order to achieve the purpose of identification and reconstruction [71].

The application of TOF camera in the field of 3D reconstruction is mainly by calculating the 3D data information of the camera system imaging model and distance data information, and then using the 3D data information to complete the 3D reconstruction of the warehouse. TOF camera is easy to be affected by noise interference and low depth map resolution. However, stereo vision can obtain high resolution depth map. Based on the complementary advantages of TOF and stereo vision, obtaining a better effect 3D view. For example, by using TOF method in weak texture or repeated texture area, and stereo vision in complex texture area to obtain high quality depth map. Combine the two methods to complete the shelves and cargo identification and reconstruction, get a better effect warehouse 3D view [72].

Binocular stereo equipment is simple and the effect is good, but the matching algorithm is complex. Structure light method is not affected by light change and texture, and has high robustness. Combining the advantages of the two methods, structural light was added to the passive binocular measurements, the main purpose is to reduce mismatching, to enhance its robustness and accuracy and to improve warehouse reconstruction accuracy [73].

| Table 2. Comparison of 3D reconstruction methods [35,44,61,71,74-78] |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| **3D Reconstruction** | **Active Method** | **Passive Method** | **Multi-Vision (Trinocular)** |
| **Methods** | 3D Scanning | TOF | Structure Light | Monocular | Simulated human eyes took multiple sets of photos from different angles, camera calibration, feature point extraction, stereo matching, and finally 3D reconstruction |
| **Operational Principle** | Information on the object surface by laser is presented in the form of point cloud data | Reflect light time difference | Encode structural light | Individual cameras are taken from different angles for 3D reconstruction through some column algorithms | Multiple cameras, shot from various different angles |
Table 2. Comparison of 3D reconstruction methods [35,44,61,71,74-78] (cont.)

| 3D Reconstruction Effect | Active Method | Passive Method |
|--------------------------|---------------|----------------|
| Measuring Range          | Radius is up to 25m not within 100m | 0-10m 0-150m 0-10m 0-10m |
| Anti-Environmental Light  | Higher Lower Higher Lower |
| Influence Factors        | Blocking problem, only the surface facing Lidar can be scanned Unaffected by light variations and textures, affected by multiple reflections Unaffected by light variations and textures, affected by reflections Easy to light and stripe changes, and unavailable at night |
| Power Consumption        | High Very high Middle Low |
| Image Resolution Ratio   | None Middle Lower Higher |
| Measurement Accuracy     | 0.8% 0.01mm-1mm 1% 3% 2% 2% |
| Advantage                | High accuracy, Fast speed, rich details, need no lighting. Indoor and outdoor are suitable High precision, strong real-time performance High robustness and high measurement accuracy Low cost and easy to operate Adaptable, reliable and flexible |
| Disadvantage             | Large amount of data and expensive equipment. The detection range is limited. The reconstructed model lacks the semantic information High hardware cost and slow reconstruction speed The resolution is low, and the measured 3D point cloud error is large, up to 30cm Large operation volume. Scale missing. Low accuracy Characteristic extraction and matching were difficult. Baseline constraints. Small range measurement |
| Reconstruction Effect    | The effect is more meticulous The effect is better General The reconstruction effect is poor which is slightly better with rich image resources. Better, but the reconstruction effect is significantly lower with a larger baseline The reconstruction is better than the binocular |
| Application scenarios    | Building surface reconstruction, topographic survey, industrial robots and other high-precision modeling Cultural relics digitization, human three-dimensional face modeling, etc., is not suitable for outdoor Rich application scenarios are suitable, indoor and outdoor |
|                          | Human 3D modeling, large-scale 3D scene reconstruction |
|                          | Can meet most scenes, more suitable for close range |
|                          | Autonomous vehicle driving, robot vision, multi-degree-of-freedom mechanical device control |

CONCLUSION

With the rapid development of sensor technology and computer vision, the traditional two-dimensional warehouse view can no longer meet people's needs. The three-dimensional reconstruction of the warehouse can be more realistic, more intuitively to view the warehouse shelves and goods location, which is conducive to the improvement of the level of warehouse automation management. In order to realize the more intuitive and efficient warehouse management, it is necessary to introduce 3D reconstruction technology. Current 3D reconstruction methods can generally be divided into active and passive types. Active refers to using light or energy sources such as lasers, acoustic waves, electromagnetic waves, etc. to emit to the target object and receiving the returned light waves to obtain the depth information of the object. The active type consists of 3D laser scanning/Lidar, TOF and structured light. Passive methods can be divided into monocular reconstruction, binocular reconstruction and multi-vision reconstruction according to the number of cameras.
1. 3D laser scanning technology/Lidar can continuously, automatically and quickly scan the surface of the object to be measured to obtain a large amount of 3D coordinate information, i.e. point clouds. The 3D reconstruction of warehouses through this method is effective, with high accuracy and fast reconstruction. More importantly, it can solve the problem of visual 3D reconstruction affected by high light. However it lacks semantic information, a huge amount of data information needs to be processed and the equipment cost is high, therefore it not widely used.

2. TOF is not affected by light and object texture, the software is relatively simple, can be used in both indoor and outdoor. It has high robustness and high measurement accuracy, and is more suitable for long-distance of 3D reconstruction. But the resolution is low, and the measured 3D point cloud error is large. So the reconstruction of WMS reconstruction effect is not meeting expectation.

3. The structural light method is not affected by light change and texture, and the measurement range is within 10 meters, so it is suitable for three-dimensional reconstruction. The reconstruction effect is good, the accuracy is close to 0.01-0.1mm, but the high hardware cost, affected by reflection, slow reconstruction speed, complex algorithm, and high power consumption.

4. Passive 3D reconstruction, whether monocular vision or multi-vision, the image reconstruction process have their own application advantages and disadvantages. Compared to monocular stereo vision, multi-vision stereo vision is more widely used and adopted in practice. Taking into account the cost and complexity of the algorithm, in the 3D reconstruction of the commonly used type of binocular 3D reconstruction, binocular 3D reconstruction cost, low power consumption, accuracy depends on the baseline, close accuracy can reach millimetre, but easily affected by the light, the algorithm is complex, the reconstruction effect is generally, more suitable for close 3D reconstruction.

5. Regardless of the 3D reconstruction method, it has advantages and disadvantages, combining the active and passive 3D reconstruction methods to improve the reconstruction accuracy and reconstruction results. This paper reviewed three fusion modes. Lidar + stereo vision combination, TOF + stereo vision combination, structured-light + stereo vision combination. Because of the low TOF resolution, the combination of the TOF depth camera and binocular stereo technology can result in a more robust parallax map, ultimately extending the applicability of the camera's 3D reconstruction to obtain a more complete and highly accurate 3D point cloud, and thus providing a better 3D warehouse reconstruction. Binocular utilizes the relationship between feature points corresponding to the left and right views, and uses specific algorithms to restore warehouse 3D views, but it is influenced by changes in environmental illumination and weak-texture regions that are difficult to match. Lidar directly measures the 3D information of a scene with an emission laser. The method is less affected by changes in the extrinsic environment, but the disadvantage is that the data is sparse. Therefore, the fusion of Lidar and stereo vision can compensate for their respective shortcomings. What’s more, structural light technology artificially increases the features in the scene, which can reconstruct 3D scenes with missing features. So these three fusion methods can reconstruct a better effective 3D view of the warehouse.
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