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ABSTRACT

Municipal solid waste management has become a global concern during the past decades in many countries such as Canada and waste management technological advancements and regulations have been increased. Solid wastes emit greenhouse gases which result in global climate change, pollution of air and water which has tremendous negative impact on human health. Due to the excessive urbanization and fast economic development, municipal solid wastes have been increased in developing countries. In order to manage this emerging issue, polluted countries need a series of legislations and policies toward solid wastes. Accurate prediction of future municipal solid waste generation plays a critical role for future planning. This paper focuses on municipal solid waste generation in city of Tehran, the most populated city in Middle East. Three methods are explored in this paper to analyze the past solid waste time-series analysis: regression, Artificial Neural Network (ANN) and Adaptive Neuro-Fuzzy Inference System (ANFIS). The first method, which is the classical regression approach, is used as a baseline for considered neural networks models. The second method utilizes the past data as training example of neural network to find autocorrelation among target; lastly, the neuro-fuzzy learns the relation of data using fuzzy-rule. Mean Absolute Percentage Error (MAPE) metric is used to evaluate the performance. Finally, analysis of variance (ANOVA) and Duncan experiment are performed to verify and validate the outcome of the experiments.

1. Introduction

Municipal solid waste (MSW) generation and management is affecting all countries around the world. Big portion of MSW is the “consumption trash” in daily life that is produced by residents such as bottles, kitchen garbage, newspaper, school trash, old furniture, newspaper, product packaging and etc. Production and manufacturing of these products also generate a lot of solid waste. For the fact that consumption seems to be ever increasing, waste production has become an important issue and their disposal is a big concern, that may threaten the sustainable development of society (Takahashi et al., 2012). Factors like economic development, urbanization, living and education standards improvement and countries’ infrastructures have caused an increase in amount of generated waste and complexity of municipal solid waste. Nowadays, governments, pollution agencies, and even residents are becoming more concerned on managing of MSW (Erdogan et al., 2008; Manaf et al., 2009). In general, to dispose...
MSW four practices are followed: (1) reduction of solid waste, this can be for example done by educating people to use less plastic packaging, buy reusable water bottles, or donate their old clothes or old furniture to charities instead of throwing them in the trash. (2) Recycling items by carefully separating different materials. For example, different components of electronic appliances can be reused (Nasiri et al., 2017a). Or dense plastic materials can be converted to other materials that are used in outdoor furniture. (3) Combustion: in this process solid waste is burned to generate energy. (4) Reduction the number of landfills, and instead having larger landfills because the amount of solid waste would remain constant (Rabbani et al., 2017).

Analysis of waste is not only valuable for city management; it also often leads to interesting observations. For example, Rhyner (1992) has predicted the commercial, residential, industrial wastes in Brown County, Wisconsin, USA. The author has observed that monthly amount of residential and commercial waste in the summer was 23.8% more than average and 19.8% lower than average in winter months. Similarly, Gómez et al. (2009) has analyzed waste generation in different seasons in Chihuahua (a city in Mexico). The statistics showed that the quantities of waste generation in high temperature season (April) were 28% higher than in low temperature season (January). Assessment of generation of solid waste are not limited to annual or monthly prediction, for example, Denafas et al. (2014) have studied the seasonal generation of different types waste such as organic, inorganic, wood, glass, and metal waste. The data was analyzed by time series models such as non-parametric seasonal exponential smoothing, winter’s additive, and winters multiplicative methods. Climate conditions play a critical role in composition of municipal solid waste in every place. Visvanathan and Trankler (2003) have compared the solid waste generating and management in tropical countries in dry and rainy seasons.

Regression is one of the widely used approaches in modeling time series. In the waste prediction, 'time' is independent variable and waste in the past years is the only dependent variable. To estimate parameters of a regression model, the first step is to inspect the trend of the data that could be linear, polynomial, logistic, etc. These trends differ in terms of number of parameters and complexities in estimating these parameters. For example, a three-parametric time series model was applied by (Skovgaard et al., 2005). Rimaitytė et al. (2012) have leveraged the combination of seasonal exponential smoothing and autoregressive integrated moving average approaches to forecast the waste generation in two quickly developing cities of Eastern European. They also observed that time series methods are accurate enough to predict the weekly variation of data, while more advanced approach such as regression is appropriate for yearly forecast. Mwenda et al. (2014) have applied ARMA/ARIMA and Exponential Smoothing approaches on waste data from July 2008 to June 2013 in Arusha, Tanzania. In addition, in the past few years researches are exploiting more advance technique such as Artificial Neural Network (ANN) to predict time series. ANN is a powerful technique in machine learning that has been used in many domains. The first introduction of ANNs dates back to 1940s (McCulloch and Pitts, 1943). The growing interest in this tool was stopped about 1960s when Minsky and Papert (1969) highlighted that it is not effective to train networks of practical size. While in mid-1980s, Rumelhart et al. (1986) again discovered a calibration algorithm that robustly train networks of practical sizes and complexities, once again ANNs became popular and even more research and models utilized this tool. Training algorithm in ANNs tries to model the complex relationship between independent variables (input to the network) and dependent variables (output of network) if there is sufficient data provided. Therefore, to model complex problems in economic, finance, medical diagnosis ANN models are widely used (Toth-Nagy et al., 2006). Application of ANNs in waste management has pervaded recently, prediction the rate of leachate flow in solid waste in Istanbul, Turkey (Karaca & Özkaya, 2006); utilizing multilayer perceptron neural networks to estimate energy content of Taiwan MSW (Shu et al., 2006); examining the characteristics of Hydrogen chloride (HCl) emitted from coal co-fired fluidized beds using back propagation neural networks (Chi and ZHANG, 2005); use of models based on ANN to assess recycling capacity and recycling strategy (Liu et al., 2002); and estimation of heat generation from urban solid waste using ANN and multi-variable linear regression in Nanjing, China. Dong et al. (2003) are all examples of application of ANN in waste management domain.
(2009a), where the authors have compared ANN with multivariate linear regression model in weekly prediction of waste in city of Tehran, Iran. Noori et al. (2009b) in another article extended their work to predict the waste generation in Tehran for longer time period, one or more months. They provide the experiments based on Wavelet Transform-ANN and WT-ANFIS approaches. Pamnani and Meka have presented that generating the solid waste depends on some variables for example: population, socio economic condition of the area and geographic location of it. These variables are assumed independent to each other. In this study, static and dynamic ANN models is presented to estimate MSW generation, in which Levenberg-Marquardt algorithm is used to train the neural network. Changes in population and income are important to predict the solid waste (Beede and Bloom, 1995). In this work, it has shown that 1% increase in population will increase the solid waste by 1.04%; and 1% increase in per capita income causes solid waste generation to increase by 0.34%. The author proposed static and dynamic model of ANN to forecast the MSW of a small city and closed by villages in India. Qdais et al. (2010) collected the historical data over 177 days of a plant in Jordan to feed in a two layers ANN to estimate gas production, genetic algorithm is also used as a tool to optimize the Methane size. There are several optimization approach in ANN, such as: resilient back-propagation (RP), scale conjugate gradient (SCG), one step secant (OSS), and Levenberg-Marquardt (LM), these approaches are compared by Noori et al. (2010) to forecast weekly solid waste generation in Mashhad Iran. The MSW historical data in developing countries are incomplete usually. Therefore, they need a prediction model to be robust against missing data. Antanasijević et al. (2013) trained an ANN model that is able to handle missing or incomplete data in countries such as Bulgaria and Serbia. In this model the correlation of other parameters such Gross domestic product, domestic material consumption, and productivity of resource are used to handle missing data in prediction of waste generation.

2. Methodology

There are 22 districts in Tehran metropolis with millions of people and increasing amount of solid waste volume. Our initial goal was to process the data of all districts, but since accessing to data was not possible in all districts, inputs were limited to data of the last six years of district 1. In this paper, three methods are utilized to analyze a solid waste time-series: regression, ANN, and ANFIS methods. In summery the following steps are done to predict waste generation:

- **Step1**: Collected data usually are quite noisy, so they should be first preprocessed and transformed to the same scale.
- **Step2**: Input and output variables are specified based on the collected data. Daily solid wastes between 2006 to 2011 are considered as input and data of 2012 are the corresponding output.
- **Step3**: In the first experiment, we compare several methods of regression such as: linear, Logarithmic, Growth curve and etc. MAPE and R-squared metrics are then utilized to compare their performance. Similarly, the best structures of ANNs and ANFIS models are selected based on the minimum MAPE.
- **Step 4**: The models are compared by changing the percent of training and test data set.
- **Step 5**: Finally, ANOVA and Duncan test are used to verify and validate the results and select the appropriate model. Figure 1 shows the steps of the presented approach.

2.1. Regression models

One of the traditional approaches to develop a predictive model for time series is statistical regression model. The goal is to predict the future value, $Y$, based on the past observation of variables, $X$. In the regression function, $f$ specifies the relation between $Y$ and $X$ (Kutner et al., 2004). For example, in linear regression, the output only depends on the weighted input variables. These parameters, $\beta_1$, are estimated by least squared method:

$$Y \approx f(X, \beta)$$  \hspace{1cm} (1)
In Table 1, several regression methods are compared based on the MAPE and R-squared metric. Where MAPE is defined in the Eq. (2).

\[
\text{MAPE} = \frac{1}{N} \sum_{i=1}^{N} \left| \frac{Y_i - \bar{Y}_i}{Y_i} \right|
\]  \hspace{1cm} (2)

In this Equation \(Y_i\), \(\bar{Y}_i\) and \(N\) are the accurate data, estimated value and number of training examples, respectively.

| Type            | MAPE   | R-squared |
|-----------------|--------|-----------|
| Linear          | 0.947  | 0.444     |
| Logarithmic     | 1.793  | 0.318     |
| Growth curve    | 0.582  | 0.358     |
| S-curve         | 0.510  | 0.456     |
| Power           | 0.735  | 0.442     |
| Exponential     | 0.575  | 0.357     |
| **Exponential smoothing** | **0.273** | **0.894** |

According to this table, Exponential Smoothing has the minimum MAPE and maximum R-squared value compared to other approaches.

2.2. Artificial Neural Network

Artificial neural network is a branch of machine learning that is able to recognize the complex pattern in data. Some of the attributes that make this method appropriate to solve complex problems are learning ability, generalization, parallel processing and error endurance (Strouboulis et al., 1992). Basically, the human brain is the source that ANN models try to imitate. Generally, there are two types of ANN: feed forward and recurrent. The first type is the simplest and most widely used ANNs which is often called MLP-ANN (multi-layer perceptron-ANN). In this model the information only moves forward;
i.e. from input to hidden and finally to output layer (Sy, 2006). While in recurrent ANN, there is a backward connection in the network which form a directed circle. In this work we only focus on feed forward ANN. Although a lot of examples with less noise are required to train ANN; usually this method creates better results in comparison with other approaches. The architecture of ANN is composed of three types of layers of neurons: Input, hidden and output layer. The ‘input layers’ are directly connected to the data. These layers are connected to the neurons in the ‘hidden layers’ using some weighted connections (Dreiseitl & Ohno-Machado, 2002).

The main task of a hidden layer is to model the complex relation between input and output variables and recognize the existent pattern in the data (Bandyopadhyay & Chattopadhyay, 2007). Output layer in this experiment is the predicted waste value. For example, suppose that you would like to use the amount of generated waste in the last three months and predict the amount of waste that will be generated in the next month. Therefore, you would need a neural network with input layer with three nodes and output layer with just one node. Unfortunately, there is no clear guideline of selecting the number of hidden layers and neurons in that layer. These parameters usually are selected by trial and error. In Eq. (3) represents relationship between the inputs and outputs (Azadeh et al., 2017).

\[
x_t = \beta_0 + \sum_{j=1}^{m} \beta_{ij} g \left( \sum_{i=1}^{n} \beta_{ij} x_{t-i} \right) + \epsilon_t
\]

(3)

![Fig. 2. Architecture of a feed-forward artificial neural network](image)

The parameters of the hidden layers and output layer are represented by \( \beta_{ij} \) and \( \beta_j \) respectively. The number of input nodes and the number of output nodes are represented by \( n \) and \( m \) respectively. The transfer function of the neurons ‘g’ can take various forms, the log-sigmoid and tangent-Sigmoid functions usually show better performance compared to other type of functions. To calculate the weights of the network in the Eq. (2), we partition the data into training and test sets. In this study, 80% of the data is used as the training set and the rest of it as test data set. We design 12 different experiments; in each one we change the number of neurons, number of hidden layers, and training algorithm. We used linear activation function in the output layer. Table 2 illustrates these models as well as their MAPE metric (Hornik et al., 1989). In this experiment, MATLAB® 2014 neural network toolbox is used for our implementation.

Based on Table 2, network architecture 1 has the least MAPE and is selected as representative of ANN category for our further experiments. This model has one hidden layer with 5 neurons, and Levenberg-Marquardt is used as optimization function.
Table 2
Effect of hyper-parameters of ANN

| Model No. | Training Function | Number of Hidden layers | Training function of first hidden layer | Neurons in first layer | Training function of second hidden layer | Neurons in second layer | Performance MAPE |
|-----------|-------------------|-------------------------|----------------------------------------|-----------------------|------------------------------------------|------------------------|------------------|
| No. 1     | GD                | 1                       | Logsig                                 | 5                     |                                          |                        | 0.256            |
| No. 2     | LM                | 1                       | Tansig                                 | 5                     | Logsig                                   | 5                      | 0.331            |
| No. 3     | LM                | 2                       | Tansig                                 | 5                     | Logsig                                   | 5                      | 0.441            |
| No. 4     | BFGS              | 2                       | Logsig                                 | 6                     | tansig                                   | 6                      | 0.449            |
| No. 5     | GD                | 2                       | Tansig                                 | 10                    | tansig                                   | 10                     | 0.501            |
| No. 6     | LM                | 1                       | Logsig                                 | 25                    |                                          |                        | 0.325            |
| No. 7     | GD                | 1                       | Tansig                                 | 20                    |                                          |                        | 0.310            |
| No. 8     | GDA               | 2                       | Logsig                                 | 9                     | tansig                                   | 9                      | 0.496            |
| No. 9     | LM                | 1                       | Tansig                                 | 3                     |                                          |                        | 0.326            |
| No. 10    | BFGS              | 2                       | Logsig                                 | 14                    | tansig                                   | 14                     | 0.295            |
| No. 11    | GD                | 2                       | Tansig                                 | 12                    | tansig                                   | 12                     | 0.298            |
| No. 12    | LM                | 1                       | Logsig                                 | 37                    |                                          |                        | 0.382            |

LM: Levenberg-Marquardt back propagation; GDA: Gradient descent with adaptive learning rule back propagation; BFGS: quasi-Newton back propagation; GD: Gradient descent back propagation.

2.3. Adaptive Neuro-Fuzzy Inference System

One of the drawbacks of ANN approach is that it is hard to interpret what the network has learned. Adaptive Neuro-Fuzzy Inference System is a type of artificial neural network that applies fuzzy inference techniques to model the data. It is developed by Jang in 1993 and it has inherited the learning strength from ANN and ability to represent structured knowledge from fuzzy inference Tiwari et al. (2012). ANFIS maps the input to a middle space using input membership functions and this middle space is later maps to output through output membership functions. In contrary to the ANN, it contains five different layer types and uses a hybrid-learning mode (Gradient descent and least square) to learn the parameters of the network (Azadeh et al., 2010).

![Fig. 3. Structure of ANFIS model](image)

Structure of ANFIS is shown in Fig. 3. Similar to ANN model, in ANFIS model 12 different architectures have been designed and compared based on MAPE metric in Table 3. The data is partitioned to 80% and 20%, representing training and test set respectively. According to Table 3, structure 10 of ANFIS method has the minimum MAPE metric. The selected model uses Gaussian membership function for input layer, linear membership function for output layer, subtractive clustering in initial fuzzy inference system and back propagation in optimization method.
### Table 3
Comparison between different ANFIS architecture

| Model No. | Membership function Input | Initial fuzzy inference system | Clusters | Membership functions | Radius | Optimization method | And | Or | Implication method | Aggregation method | Output MAPE |
|-----------|---------------------------|--------------------------------|----------|----------------------|--------|---------------------|-----|----|-------------------|-------------------|------------|
| 1         | Gaussmf                   | Linear                         | Fuzzy Clustering | 4            | -     | Hybrid              | Prod | Probor | Prod               | Sum               | 0.3537     |
| 2         | Gaussmf                   | Linear                         | Fuzzy Clustering | 7            | -     | Backpropagation     | Min  | Max     | Prod               | Max               | 0.3482     |
| 3         | Gaussmf                   | Linear                         | Fuzzy Clustering | 5            | -     | Hybrid              | Prod | Max     | Min                | Sum               | 0.3762     |
| 4         | Gaussmf                   | Linear                         | Fuzzy Clustering | 6            | -     | Backpropagation     | Min  | Max     | Probor             | Min               | 0.3486     |
| 5         | Gaussmf                   | Linear                         | Grid Partition  | -            | 2     | Backpropagation     | Prod | Max     | Max                | Sum               | 0.3029     |
| 6         | Gaussmf                   | Constant                       | Grid Partition  | -            | 2     | Hybrid              | Prod | Max     | Min                | Sum               | 0.4927     |
| 7         | Gaussmf                   | Linear                         | Grid Partition  | -            | 2     | Backpropagation     | Prod | Max     | Probor             | Max               | 0.2748     |
| 8         | Gaussmf                   | Constant                       | Grid Partition  | -            | 2     | Backpropagation     | Min  | Max     | Prod               | Sum               | 0.5029     |
| 9         | Gaussmf                   | Linear                         | Subtractive Clustering | -         | -     | 0.3                 | Hybrid | Prod | Probor | Min | Max | 0.301     |
| 10        | Gaussmf                   | Linear                         | Subtractive Clustering | -         | -     | 0.4                 | Backpropagation | Min | Probor | Min | Sum | 0.235     |
| 11        | Gaussmf                   | Linear                         | Subtractive Clustering | -         | -     | 0.6                 | Hybrid | Min | Max | Min | Max | 0.354     |
| 12        | Gaussmf                   | Linear                         | Subtractive Clustering | -         | -     | 0.5                 | Backpropagation | Prod | Max | Probor | Sum | 0.283     |
3. Validation and Verification

In this section, the analysis of variance (ANOVA) is exploited to select the best model among regression, ANN and ANFIS models. Let $\mu_1, \mu_2, \mu_3$ represent the estimated average of selected regression, ANN and ANFIS models respectively. Null hypothesis is defined in Eq. (4). Evaluation is done using SPSS 22 and is summarized in Table 4.

\[
H_0: \mu_1 = \mu_2 = \mu_3 \\
H_1: \mu_i \neq \mu_j, i \neq j, i, j = 1, 2
\]  

(4)

Table 4
ANOVA output for solid waste generation

| Source             | SS  | DF | MS    | F      | P     |
|--------------------|-----|----|-------|--------|-------|
| Between Groups     | 0.067 | 2  | 0.033 | 16.197 | 0.000 |
| Within Groups      | 0.185 | 90 | 0.02  | -      | -     |
| Total              | 0.251 | 92 | -     | -      | -     |

SS: Sum of Squares; DF: Degrees of Freedom; MS: Mean Square; F: F test statistic; p: p-value (reports the significance level).

Based on this table, null hypothesis is rejected when $\alpha = 0.05$. To find which average has meaningful difference, we apply Duncan’s Multiple Range Test. In this test, series of pairwise comparison have been done and our two hypotheses are defined in Eq. (5). The results are shown in Table 5.

\[
H_0: \mu_1 = \mu_2, \mu_1 = \mu_3, \mu_2 = \mu_3 \\
H_1: otherwise
\]  

(5)

Table 5
Duncan test output for solid waste generation

| (I) VAR00004 | (J) VAR00004 | Mean Difference (I-J) | Std. Error | Sig. | 95% Confidence Interval |
|--------------|--------------|-----------------------|------------|------|------------------------|
|              | ANFIS        | .05409*               | .01151     | .000 | [.0267, .0815]         |
|              | REG          | -.05905*              | .01151     | .000 | [-.0316, -.0865]      |
| ANFIS        | ANFIS        | .05409*               | .01151     | .000 | [.0815, .0267]         |
|              | REG          | -.00496               | .01151     | .903 | [-.0225, .0316]       |
| ANN          | ANFIS        | .05905*               | .01151     | .000 | [.0865, .0316]        |
|              | REG          | .00496                | .01151     | .903 | [-.0324, .0225]       |

* The mean difference is significant at the 0.05 level.

Table 5 shows that the performance of ANFIS method is different from ANN and Regression methods, because $\mu_1 \neq \mu_2$ and $\mu_1 \neq \mu_3$. However performance of Regression and ANN methods are similar because $\mu_2 = \mu_3$. Based on this observation and our previous experiments ANFIS had the least MAPE, we can conclude that ANFIS is more accurate method compared to regression approaches and ANN method (Nasiri et al., 2017b). Furthermore, two-sample t-test and f-test have been used to evaluate the equality of mean and variance of actual data and ANFIS prediction. These tests confirm that, from a statistical point of view, there is not significant difference between ANFIS and real data at $\alpha = 0.05$. Results of this comparison are shown in the Table 6.

Table 6
Analysis of mean and variance between actual and ANFIS prediction

| Treatment | n  | F-test    | t-test    |
|-----------|----|-----------|-----------|
|           |    | p-value   | F-value   | H_0: $\sigma_1^2 = \sigma_2^2$ | p-value | t-value | H_0: $\mu_1 = \mu_2$ |
| ANFIS     | 35 | 0.2252    | 1.5228    | Accepted   | 0.8161  | -0.2344 | Accepted   |

Table 6
4. Conclusion

Municipal solid waste generation is a major concern around the world especially in developing countries. In this paper, prediction of municipal solid waste of city of Tehran has been modeled as a time series based on the historical data (year 2006 to 2011). To achieve this goal, we have applied three widely used prediction methods: regression, ANN and ANFIS. In each of these methods, we have performed extensive experiments to understand the effect of relevant parameters. For example, in regression methods Exponential Smoothing has the least MAPE among other regression approaches. Next, the ANOVA test has been applied to select the best prediction method based on the MAPE metric. Since null hypothesis in the ANOVA test was rejected, Duncan’s Multiple Range Test was used to determine which average had meaningful difference. Finally, we concluded that Regression and ANN method have similar performance and ANFIS was selected as the best method for prediction the solid waste generation in this case study. The selected ANFIS model have employed Gaussian membership function in the input layer, linear membership function for output layer, subtractive clustering in initial fuzzy inference system, and back propagation in optimization method. Furthermore, t-test and f-test have confirmed that from a statistical standpoint, there is no considerable difference between the real and predicted data. In future, we plan to extend this work to the whole city. Since different regions might have different waste generation pattern, more complex regression approach might be needed to better model the data. Another future improvement would be incorporating the society changes in the prediction model. For example, by transition to the fast food culture, more and more takeout plastic containers will be added to the municipal solid waste and previous regression models will not be able to precisely estimate MSW. Therefore the number of fast food companies/stores or their yearly production should be considered in the regression model.
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