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Abstract
Attention deficit hyperactivity disorder (ADHD) is a neurodevelopmental disorder that includes symptoms such as inattentiveness, hyperactivity and impulsiveness. It is considered as an important public health issue and prevalence of, as well as demand for diagnosis, has increased as awareness of the disease grew over the past years. Supply of specialist medical experts has not kept pace with the increasing demand for assessment, both due to financial pressures on health systems and the difficulty to train new experts, resulting in growing waiting lists. Patients are not being treated quickly enough causing problems in other areas of health systems (e.g. increased GP visits, increased risk of self-harm and accidents) and more broadly (e.g. time off work, relationship problems). Advances in AI make it possible to support the clinical diagnosis of ADHD based on the analysis of relevant data. This paper reports on findings related to the mental health services of a specialist Trust within the UK’s National Health Service (NHS). The analysis studied data of adult patients who underwent diagnosis over the past few years, and developed a hybrid approach, consisting of two different models: a machine learning model obtained by training on data of past cases; and a knowledge model capturing the expertise of medical experts through knowledge engineering. The resulting algorithm has an accuracy of 95% on data currently available, and is currently being tested in a clinical environment.
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Introduction
Attention-deficit/hyperactivity disorder (ADHD) is one of the most common neuropsychiatric conditions with a pooled worldwide prevalence estimated at approximately 5% in school-aged children with persistence of impairing symptoms in adulthood in up to 65% of cases. The pooled estimated prevalence of ADHD in adults is approximately 2.5% [1]. ADHD is characterised by a persistent and impairing pattern of inattention and/or hyperactivity/impulsivity that causes significant impairment across domains [2]. Along with these three main symptomatic clusters, people with ADHD also present with deficits in executive functions, behaviour and emotion regulation, and motivation [3].

For the people who are diagnosed, the modes of interventions for primary ADHD symptoms with robust evidence base are pharmacological and psychological [4]. The first line treatment for adult ADHD is psychostimulants [5]. Medication is safe and effective, with 70% of patients reported improvement compared to 7% of controls [5, 6].

The adverse effects of untreated ADHD are well documented with negative effects on academic outcomes [7–9], social functioning [10], employment [11] but also life itself leading to increased mortality [12]. The total yearly costs to the individual and state combined were recently estimated to be €17,769 per person, per year [13] thus there is strong impetus for interventions.

For the UK, the National Institute for Health and Clinical Excellence (NICE) suggested in 2008 that the standard benchmark rate for referral to a Service in adults is
25 per 100,000 per year [14]. The largest challenge at the moment for the adult population, bearing in mind the relative recency of acceptance amongst the professional community that ADHD can persist into adulthood [15], is the dearth of clinicians appropriately trained and confident to place the diagnosis. Such bottleneck prevents patients receiving appropriate treatments and hence contributes to the morbidity of the adult ADHD.

Recent advance in machine learning has enjoyed a number of successes in medical applications [16–18]. To address this challenge, we wanted to investigate if there was a way by which using clinical information collected from a Service, which delivers a clinical pathway that is compliant with NICE recommendations (i.e. gold standard), can create a decision tool that can automate the process of making a diagnosis. The clinical data collected in this paper is from a NHS specialist mental health provider in the form of screening questionnaires and clinical interviews, which are routinely collected when a new patient is referred. We are not aware of this being achieved anywhere else in mental health populations whereby an AI algorithm will propose diagnostic decisions based on the form of data we use.

Being commonly used in medical settings where the demand of interpretability is generally considered high, knowledge-based systems aim to represent knowledge explicitly via tools such as production or if-then rules, which allow such a system to reason about how it reaches a conclusion and to provide explanation of its reasoning to the user [19]. Following on our previous work [20] where only machine learning-based approaches were used, a new innovative approach is now undertaking that simultaneously employs machine learning and a knowledge-based approach in a hybrid manner.

On the one hand, we trained a prediction model based on machine learning using the data made available to us. The “Experimental evaluation” section demonstrates that by applying machine learning, we can achieve a diagnostic accuracy of 85%. On the other hand, we captured knowledge from medical experts and represented it in the form of rules that may conflict with each other. This model seeks to give yes/no answers for clear-cut cases, while referring the remainder for further assessment by medical experts. The latter outcome reflects the fact that the AI algorithm is meant to serve as a decision support tool that increases the productivity of a clinical team, not as a way to reduce or replace the clinical team. We proceeded to combine the two algorithms, with the driving idea that where they are in disagreement, patients are referred to medical experts. On this basis, the algorithm achieves an accuracy of 95%.

The remainder of this paper is organised as follows. "Data collection" section describes the available data.

### Table 1 Demographics information

| Total number of patients: | 69 |
|--------------------------|----|
| Age                      | Average (std) |
| Whole population         | 33.01 (9.931) |
| Men                      | 31.36 (10.85) |
| Women                    | 36.13 (7.12)  |
| Gender                   | Number of subjects (%) |
| Male                     | 45 (65.2%) |
| Female                   | 24 (34.8%)  |
| Post code                | Number of subjects (%) |
| Wakefield                | 42 (60.9%) |
| Barnsley                 | 27 (39.1%)  |

The screening questionnaires included the Conner’s ADHD Rating Scales [21], the Drug Abuse Screening Test (DAST-10) [22], the Iowa Personality Disorder Screen (IOWA) [23], the Alcohol Use Disorders Identification Test (AUDIT) [24], the Mood Disorder Questionnaire (MDQ) [25], the GAD-7 measuring Generalized Anxiety [26], the Patient Health Questionnaire (PHQ-9) which measures the severity of depression and the HELPS brain injury screening tool [27]. The clinical interviews

---

1. [https://www.nashia.org/pdf/hotopics/pa-helps-screening-tool.pdf](https://www.nashia.org/pdf/hotopics/pa-helps-screening-tool.pdf)
were both structured and unstructured. The structured interviews were made using the Diagnostic Interview for ADHD in adults (DIVA) [28] and unstructured where captured in the text of the final medical report which was also provided. In addition, we had data from the scores of the Sainsbury’s Risk Assessment Tool [29] and results from the objective measurement of ADHD symptoms obtained using the QbTest [30].

**Machine learning model**

In order to generate an assessment-centered dataset for constructing a predictive model, patient demographics, self-reported assessment, Conner’s Adult ADHD Rating Scale (short version) on the basis of both - self-report and observe mode, the QbTest, and the diagnostic interview for ADHD in Adults are jointed to form the main assessment data. Depending on whether the risk assessment data is combined, two groups of predicted analysis are designed as follows:

- Construct the predictive model by purely using the main assessment data, which consisted of 27 variables. Note that missing values occasionally occur for some of variables. Though more advanced techniques [31] may be employed, this paper adopts the conventional approach that fills with the average value for a continuous variable and mode value for a discrete variable where missing values apply.
- Build the predictive model on the basis of joining the main assessment and the risk assessment data, which results in an additional 66 variables and 93 variables in total. Note that each variable from the risk assessment data is binary that only takes ‘yes’ or ‘no’ for a given assessment question.

Considering the number of available data is relatively small, which only comprises 69 patients in total, the leave-one-out cross validation is utilised such that the learning method is trained on all the data except for one patient and a prediction is made for this particular patient. The performance of a model will be evaluated with accuracy and AUC score. A total number of six machine learning algorithms will be employed in an effort to select the best model for clinical use. This includes Support Vector Machine, Naive Bayes, Decision Tree, K-nearest Neighbour, all of which have been considered as top 10 algorithms in data mining [32], as well as Logistic Regression [33] and Random Forest [34].

**Knowledge model**

Developing a knowledge model for ADHD diagnosis requires a different approach compared to machine learning. Instead of focusing on a data-centric method, experts in the field of ADHD diagnosis need to be interviewed in order to extract and encode their empirical knowledge. In this work, there was one clinician who is an international expert in adult ADHD. The process was conducted through three interviews. The first interview was to outline the rules, the second to refine them and the third to confirm them. In this way, knowledge that has been acquired through experience (e.g. working with patients) can be transformed into a systematic approach based on if-then rules. More specifically, clinicians have a deep understanding of various tests and questionnaires that need to be conducted, including those mentioned in “Data Collection” section, as well as their meaning and overall contribution towards a diagnosis. However, such experience is not straightforward to encode in a machine readable format while ensuring that the resulting knowledge model leads to diagnosis that follows the rational of a clinical expert.

In order to develop a successful knowledge model, the meaning of each source of data needs to be explored. In general, DIVA scores could be used in order to inform a decision, namely low DIVA scores indicate that ADHD should not be inferred, while high DIVA scores provide a more clear indication towards ADHD diagnosis. However, the impact of each indicator such as DAST-10, IOWA, AUDIT, MDQ, GAD-7, PHQ-9 and HELPS could be used in order to assess the level that patients are affected by substance abuse, personality disorder, alcohol use, bipolar disorder, anxiety, depression and brain injury, respectively. Such indicators need to be considered and weighted towards a decision as well since the presence of high anxiety levels or personality disorder could lead to overlapping symptoms with ADHD.

The unique experience of a clinical expert dictates the contribution of each data source into the decision making process and could be translated into if-then rules such as:

- If DIVA scores are high, then the decision is ‘yes’
- If DIVA scores are low, then the decision is ‘no’
- If multiple indicators are present, then the decision is ‘expert’

The aforementioned rules are not specific and cannot be applied directly on the existing dataset since the definition of high and low DIVA scores is ambiguous. Thus, a threshold based on experience is set in order to differentiate between high and low scores. Moreover, the presence of multiple indicators is independent of DIVA scores. Thus, the decision to refer the patient to a medical expert could potentially override a yes/no decision. Such conflicts can be resolved through rule prioritisation, namely when multiple rules are applicable, the rule with the highest priority is chosen.
The following generic rules were identified and prioritised by the expert:

- Rule #1: If DIVA scores are below threshold, then the decision is 'no'.
- Rule #2: If multiple indicators are present, then the decision is 'expert'.
- Rule #3: If DIVA scores are above threshold, then the decision is 'yes'.

The knowledge model initially considers the applicability of rule #1, where for low DIVA scores the decision is 'no'. However, in case DIVA scores are high (namely rule #1 is not applicable), the knowledge model needs first to evaluate the presence of multiple indicators. Assuming there are multiple indicators present, both rule #2 and rule #3 are applicable. However, rule #2 has a higher priority, thus the decision is 'expert'. Note that only when neither rule #1 nor #2 are applicable, the decision is based based on rule #3, namely the decision is 'yes'.

A comprehensive knowledge model requires a wide range of rules and a carefully selected rule prioritisation. This can be achieved through a trial and error process where clinical experts and knowledge engineers bridge the gap between empirical knowledge and machine read-able representation of knowledge. The quality of a developed knowledge model is eventually assessed based on existing data and should be periodically re-evaluated as more data is made available through new patients.

### Hybrid model

The results of a knowledge model could be combined with the results of a machine learning model. Note that the machine learning model provides yes/no answers, while the knowledge model provides yes/no/expert answers. Thus, a hybrid model can be developed by combining the two approaches. When both models agree on a yes/no answer, then this is the final answer. However, when the two models are in disagreement, then patients are referred to a medical expert. Table 2 summarises all possible outcomes for the hybrid model.

The hybrid model is thus more robust since a yes/no answer is endorsed by both machine learning and knowledge model. Note that referring patients to medical experts is a valid and desirable outcome since the developed algorithm is designed to speed-up the diagnosis process for clear-cut cases, thus leading to a higher throughput of cases per clinical expert who is already on the team; the aim is not to reduce or replace a clinical team by AI.

Another benefit of the hybrid approach is that the machine learning model provides input even for cases that are referred to clinical specialists - the latter can conduct their evaluation with the additional information that the AI algorithm has a tendency to a particular outcome.

### Experimental evaluation

#### Machine learning model

To demonstrate the performance of machine learning algorithms for the predictive modelling of ADHD diagnosis, experiments were conducted using the scikit-learn open source machine learning library for the Python programming language, which integrates the implementation of all aforementioned machine learning approaches with default settings unless otherwise explicitly specified. Performances are reported as accuracy, which is the percentage of correct predictions, i.e. the resultant model predicts positive in case the patient to be diagnosed has ADHD and negative in case the patient does not have ADHD. A perfect classification model would always make correct predictions, resulting in 100% accuracy. In addition, Area Under the Receiver Operating Characteristic (ROC) curve (AUROC or just AUC) is also reported, which illustrates the performance for a binary classification problem, when a threshold is varied on the predictions. AUC is the curve of sensitivity (i.e. true positive rate), plotted against 1-specificity (i.e. false positive rate), which is independent of the prior class distribution, i.e. percentages of positive and negative samples. A perfect classification would produce $AUC = 1$, while random guessing would produce a $AUC = 0.5$.

Table 3 summaries the performance on the main assessment report, which consisted of 27 variables. Most algorithms achieve accuracy in the range of 70–80%, with the decision tree algorithm having accomplished the highest accuracy as highlighted in bold, followed by Random Forest and Naive Bayes. In terms of AUC, the three algorithms that achieve the top 3 best accuracies are also competent with each other, resulting in very close AUC. It is worth noting that the experiment at this stage aims to identify the optimum machine learning algorithm for this ADHD predictive modelling task, hence necessary to compare their performances.

### Table 2 Possible outcomes of a hybrid model

| Machine learning model | Knowledge model | Hybrid model |
|------------------------|-----------------|-------------|
| yes                    | yes             | yes         |
| yes                    | no              | expert      |
| yes                    | expert          | expert      |
| no                     | yes             | expert      |
| no                     | no              | no          |
| no                     | expert          | expert      |
In addition to the main assessment data, the experiment carries on utilizing the risk assessment data as well, which evaluates a potential patient historical behaviour that might be related to the occurrence of ADHD. On the basis of the additional 66 variables resulted from the risk assessment, the aforementioned machine learning algorithms construct predictive models joining the main assessment and the risk assessment data, resulting in 93 variables in total.

According to Table 4, in spite of a significantly larger number of variables, performances of the resulting algorithms generally match that of Table 3. That is, most algorithms still perform in the level of 70–80%. However, performances of most algorithms have generally improved (except k-nearest neighbour and Random Forest). This is also expected from a clinical viewpoint, considering a lot of relevant and targeted information is now embedded in the training by utilising the risk assessment which is specifically carried out as a clinical activity. Overall, the decision tree is a clear winner being the only algorithm with accuracy above 80%, as well as top AUC value.

Reflecting on the above two sets of results, decision tree has been the best overall classifier in comparison to five popular alternatives, achieving 2 highest accuracies and 1 top AUC values. In addition, the decision tree algorithm generates a set of if-then rules, with each rule providing a diagnosis specified by the condition. The rule base is interpretable, offering a means to explain how a conclusion is derived, which is necessary for a data-driven model to be employed in practice. In case of rules against medical knowledge, clinicians can easily make changes or simply delete abnormal rules. On the other hand, the risk assessment data has helped improve performance of the decision tree from 82.609 to 85.507% if put into use in conjunction with the main assessment data. Such risk assessment data should be utilised to generate the final model.

### Knowledge model

The knowledge model is based on if-then rules, encoding the knowledge of medical experts. In addition, the best performing machine learning algorithm, namely the decision tree algorithm, generates a set of if-then rules as well. The results of the two models are combined by the hybrid model as described in "Hybrid Model" section, leading to an overall prediction of an ADHD diagnosis.

We evaluated all three models over the existing dataset

---

### Table 3 Experimental results on the main assessment data

| Machine learning method       | # Patients | # Variables | Accuracy(%) | AUC  |
|-------------------------------|------------|------------|-------------|------|
| Support vector machine        | 69         | 27         | 72.464      | 0.784|
| Logistic regression           | 69         | 27         | 72.464      | 0.795|
| Decision Tree                 | 69         | 27         | 82.609      | 0.866|
| K-Nearest neighbour           | 69         | 27         | 59.420      | 0.558|
| Random forest                 | 69         | 27         | 81.159      | 0.866|
| Naive Bayes                   | 69         | 27         | 75.362      | 0.870|
| Averaged                      | 69         | 27         | 73.91±8.30  | 0.79±0.12|

### Table 4 Experimental results on the main assessment and risk assessment data

| Machine learning method       | # Patients | # Variables | Accuracy(%) | AUC  |
|-------------------------------|------------|------------|-------------|------|
| Support vector machine        | 69         | 93         | 76.812      | 0.806|
| Logistic regression           | 69         | 93         | 75.362      | 0.815|
| Decision tree                 | 69         | 93         | 85.507      | 0.871|
| K-Nearest neighbour           | 69         | 93         | 59.420      | 0.559|
| Random forest                 | 69         | 93         | 75.362      | 0.804|
| Naive Bayes                   | 69         | 93         | 72.464      | 0.740|
| Averaged                      | 69         | 93         | 74.15±8.47  | 0.77±0.11|

### Table 5 Number of patients assigned to each outcome

| Model  | Yes (%) | No (%) | Expert (%) |
|--------|---------|--------|------------|
| KR     | 14 (20.29) | 24 (34.78) | 31 (44.93) |
| ML     | 39 (56.52) | 30 (43.48) | 0 (0)      |
| Hybrid | 12 (17.39) | 23 (33.33) | 34 (49.28) |
for the 69 patients and compared the results to the diagnosis made by the medical experts. Note that the knowledge model, the machine learning model and the hybrid model are referred below as KR, ML and Hybrid models, respectively.

Table 5 shows how patients were classified by the three models. It is evident that in the ML model all patients are classified as either having ADHD or not having ADHD (YES/NO outcomes only), while in the KR model only approximately 55% of patients are classified to a YES/NO outcome with almost 45% of patients being referred to a medical expert. This then leads the Hybrid model to classify 50% of patients to a YES/NO outcome and 50% of patients being referred to a medical expert. In general, it is expected that the Hybrid model will classify the minimum number of patients to a YES/NO outcome (as both KR and ML models must provide the same classification) and the maximum number of patients will be referred to a medical expert (those referred by the KR model as well as all outcome disagreements between KR and ML models). It is worth pointing out that a rate of 50% of patients being referred to a senior clinical specialist will significantly speed-up the diagnosis process, considering the fact that currently all patients are assessed by a senior clinical specialist.

Table 6 provides the number of patients whose outcomes were misclassified as well as the corresponding misclassification rate. The ML model misclassified 4 (out of 39) patients as having ADHD and 4 (out of 30) patients as not having ADHD. However, since in the ML model all patients are assigned to a YES/NO outcome the misclassification rates are relatively low, namely 10.26 and 13.33% for YES and NO outcomes, respectively. Both KR and Hybrid models exhibit the same number of misclassified patients (two patients as having ADHD and one patient as not having ADHD). However, the Hybrid model shows a higher misclassification rate compared to the KR model. This is attributed to the fact that the same 3 patients were misclassified by both KR and Hybrid models, while 3 correctly classified patients by the KR model were referred to a medical expert by the Hybrid model due to conflicting classifications between the KR and ML models (for more details, see Table 8). Note that a referral to a medical expert is considered a valid outcome. Nonetheless, it reduces the number of patients assigned to a YES/NO outcome.

Table 7 presents the accuracy of each model, namely how many patients where correctly classified out of all patients assigned to a specific set of outcomes, where the set of allowed outcomes is either YES/NO or YES/NO/EXPERIMENT. Note that the highest accuracy is highlighted in bold. By restricting the possible outcomes to YES/NO only, it is evident that the KR model outperforms both ML and Hybrid models. However, when all outcomes are allowed, namely YES/NO/EXPERT, then the Hybrid model performs on par with the KR model, with both KR and Hybrid models outperforming the ML model. It is worth noting that the results of KR and Hybrid models, when all three outcomes are allowed, are not directly comparable to the results of the ML model, since the ML model does not refer patients to a medical expert.

Finally, Table 8 provides a detailed list of outcomes for misclassified patients (with misclassified outcomes highlighted in bold). It is evident that all eight patients where misclassified by the ML model. In comparison, only 3 (out of eight) patients were misclassified by the KR model, with additional three patients being classified correctly (in terms of YES/NO outcomes) and two patients referred to a medical expert. In general, our expectation is that with more patients being assessed in the future, a number of patients will be misclassified by the KR model while being correctly classified by the ML model, and vice versa. Thus, the Hybrid model will provide the best overall results since it will misclassify only patients that are misclassified by both KR and ML models, with referrals
to medical expert (due to conflicts between KR and ML models) serving as valid outcomes.

Conclusions and future work
In order to introduce automation support to the diagnosis of adult ADHD, we used a combination of AI technologies: a machine learning model that was trained from clinical data of past cases, provided by an NHS Trust, and a knowledge model representing domain knowledge captured from clinical experts. The AI technology takes as input the same clinical data routinely collected by the NHS upon referral, and comes up with three possible outcomes: has ADHD, does not have ADHD, or consult medical expert.

Results obtained so far show great promise of the technology, because it can accurately identify clear-cut cases where a decision can be safely made, while referring the more complex cases for further assessment by a clinical specialist. This approach leads to increased productivity and throughput of cases, significantly reducing waiting lists and speeding up diagnosis and, where needed, treatment.

The combined use of symbolic AI and machine learning has the potential to combine the strengths of both approaches: explainability and easy transferability based on the knowledge model, and adaptability and refinement based on the machine learning model. Generally speaking, we expect the machine learning model to gain a greater role in the future as the data basis is expanded as new cases are treated and their data is collected. Another benefit of having a machine learning model is that it provides input even for cases that are referred to clinical specialists—the latter can conduct their evaluation with the additional information that the AI algorithm has a tendency to a particular outcome.

At present, the ongoing trial is tested in the largest NHS Service for adults with ADHD in the UK, with the developed decision support tool being used by 8 clinicians. In doing so, we are trying, among others, to (a) establish the predictive accuracy; (b) investigate how to best embed the AI technology in clinical practice by defining relevant clinical pathways, and (c) establishing economic value. For the latter, one important parameter to determine is what proportion of cases can be handled automatically, and what percentage will need consultation of a human expert. Alternatively, the difficult cases will be dealt with by senior clinical experts, while the clear-cut cases will receive a recommended diagnosis by the AI algorithm which will be verified by a less senior clinician.

It would also be interesting to investigate the use of alternative approaches to constructing the predictive model, e.g., using the recently proposed fuzzy rule-based models like the ones proposed in [35, 19], which may work better while dealing with the uncertainty and linguistic imprecision embedded in the cognitive tests, as well as other interpretable models such as Naive Bayes that is able to explicitly demonstrate the contributions made by each attribute towards the overall decision.
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