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Abstract—A benchmark for multi-UAV task assignment is presented in order to evaluate different algorithms. An extended Team Orienteering Problem is modeled for a kind of multi-UAV task assignment problem. Three intelligent algorithms, i.e., Genetic Algorithm, Ant Colony Optimization and Particle Swarm Optimization are implemented to solve the problem. A series of experiments with different settings are conducted to evaluate three algorithms. The modeled problem and the evaluation results constitute a benchmark, which can be used to evaluate other algorithms used for multi-UAV task assignment problems.

Index Terms—multi-UAV, task assignment, benchmark, Team Orienteering Problem, intelligent algorithms

I. INTRODUCTION

Unmanned aerial vehicles (UAVs) develop rapidly due to their large potential in both civilian and military uses, such as disaster rescue, reconnaissance and surveillance. Limited by its size and capability, a single UAV can hardly complete complex and persistent tasks [1]. Therefore, swarms of UAVs are emerging as a disruptive technology to enable highly-reconfigurable, on-demand, distributed intelligent autonomous systems with high impact on many areas of science, technology, and society [2].

To achieve cooperation between UAVs, task assignment is necessary to make them conduct tasks in a good order and maximize total performance. The basic task assignment problem can be formulated as a Vehicle Routing Problem (VRP) [3]. VRP asks what the optimal set of routes for a fleet of vehicles is to traverse in order to deliver to a given set of customers. For VRP, all the targets need to be reached and no time limit is set, which is unsuitable for many kinds of task assignment problems. Compared with VRP, Team Orienteering Problem (TOP) considers time limit and its goal is to maximize total reward under the time limit [4]. Conventional TOP considers all vehicles have the same speed, which is unsuitable for the heterogeneous UAV swarm. And it doesn’t consider the time cost when the UAV executes the task after reaching the target. To solve the unsuitability, we extend TOP, in which different UAVs have different flight speeds and different targets have different time costs. Moreover, unlike VRP and TOP, each UAV is unnecessary to come back to the depot in our proposed problem. The object of our proposed problem is to obtain as more reward as possible under certain time limit.

The extended TOP is suitable for a wide range of multi-UAV task assignment problems, such as reconnaissance and transportation. Therefore, it can be a benchmark to evaluate different algorithm. In this paper, three intelligent algorithms, Genetic Algorithm (GA), Ant Colony Optimization (ACO) and Particle Swarm Optimization (PSO) are tested under a series of experiments. The experiment environment, settings and analysis, together with the implementation of three algorithms are open sourced 1. Researchers can use the benchmark to evaluate their own algorithms.

1Source code at https://gitee.com/robin_shaun/multi-uav-task-assignment-benchmark or https://github.com/robin-shaun/Multi-UAV-Task-Assignment-Benchmark
II. PROBLEM FORMATION

The extended TOP is built on a directed graph. A complete graph \( G = (V, A) \) is given, where \( V = \{0, \ldots, n\} \) is the set of vertices and \( A \) is the set of arcs. Vertices in \( N = V \setminus \{0\} = \{1, \ldots, n\} \) correspond to the targets, and vertex 0 corresponds to the depot where UAVs start. \( d_{ij} \) is the distance from vertex \( i \in V \) to vertex \( j \in V \) and \( d_{ij} = d_{ji} \). \( r_i \) is the reward associated with target \( i \) and \( r_0 = 0 \) because the depot cannot supply any reward. \( t_i \) is the time consumption to finish the mission at target \( i \). \( T_{\text{max}} \) is the time limit of the total task. If a UAV arrives target \( i \) but the remaining time is less than \( t_i \), it cannot obtain the reward \( r_i \).

Given a set of \( K \) of UAVs, the TOP calls for the determination of at most \( |K| \) UAV routes that maximize the total collected reward, while satisfying a maximum duration constraint [5]. The extended TOP has the same goal with TOP. \( y_{ik} \) is binary variable equal to 1 if target \( i \in V \) is visited by UAV \( k \in K \), and 0 otherwise. \( x_{ijk} \) is binary variable equal to 1 if path \((i,j)\in A\) is traversed by UAV \( k \), and 0 otherwise. \( s_k \) is the flight speed of UAV \( k \).

The mathematical programming formulation for the extended TOP is as follows.

\[
\text{maximize} \sum_{i \in V} r_i \sum_{k \in K} y_{ik} \\
\text{s.t.} \sum_{j \in V} x_{ijk} = y_{ik} \quad \forall i \in V, k \in K \\
\sum_{j \in V} x_{ijk} = y_{ik} \quad \forall i \in V, k \in K \\
\sum_{k \in K} y_{ik} \leq |K| \quad \forall i \in V \setminus \{0\} \\
\sum_{(i,j) \in S \in A} x_{ijk} \geq y_{ik} \quad \forall S \subseteq V \setminus \{0\}, b \in S, k \in K \\
\sum_{(i,j) \in A} x_{ijk} + t_i y_{ik} \leq T_{\text{max}} \quad \forall k \in K \\
y_{ik} \in \{0, 1\} \quad \forall i \in V, k \in K \\
x_{ijk} \in \{0, 1\} \quad \forall (i,j) \in A, k \in K
\]

Even though the position coordinate system is unnecessary for the problem, it is built to visualize the result. Fig. 1 shows the extended TOP solved by GA. The red points are the targets not reached and the blue points are targets reached. The black vertex is the depot. The size of the point is proportional to the reward. Lines with different colors are paths traversed by different UAVs.

III. DESIGN OF THREE INTELLIGENT ALGORITHMS

In this section, three intelligent algorithms, Genetic Algorithm, Ant Colony Optimization and Particle Swarm Optimization are designed to solve the extended TOP.

A. Genetic Algorithm

Genetic algorithm (GA) is a method to search the optimal solution by simulating natural selection and genetic mechanism of biological evolution process [6]. The algorithm transforms the process of solving a searching problem into a process similar to the crossover and mutation of chromosome during biological evolution. While dealing with complex combination optimization problems with large solution space, genetic algorithm can obtain great results quickly.

The first step is to determine a genetic representation of the solution domain and a fitness function to evaluate the solution domain. Assuming that the time limit is large enough so that all target can be reached, we can determine a string \( \epsilon \) by arranging all the targets [7]. The length of string \( \epsilon \) is equal to the total number of targets. And then, we can determine a string \( \delta \) by dividing string \( \epsilon \) into \(|K|\) groups [8]. The length of string \( \delta \) is \(|K| - 1\). The combination of string \( \epsilon \) and string \( \delta \) corresponds to a feasible solution. Fig. 2 shows the genetic representation. The fitness function is defined as the total reward.

\[
\text{Fitness} = \sum_{i \in V} r_i \sum_{k \in K} y_{ik}
\]

The flow chart of GA is shown as Fig. 3. In the selection operation, the roulette is performed on the new population combined by the parent population and offspring population to generate a new parent population. In the crossover operation, any two gene codes in the new parent population exchanges their codes with each other at a rate of 0.6. In the mutation operation, each code in the population changed in its value range at a rate of 0.05. After the crossover operation and the mutation operation, a new offspring population is generated. In order to speed up the convergence of genetic algorithm, the termination condition is set as whether the maximum fitness of the population does not change for 500 steps.
Fig. 4. Flow Chart of ACO

B. Ant Colony Optimization

The idea of ant colony optimization (ACO) is firstly given in 1989 [9], and gradually implemented as a probabilistic technique for solving computational problems which can be reduced to finding good paths through graphs [10]. Currently, the great majority of problems attacked by ACO are which all the necessary information is available and does not change during problem solution [11]. Hence, it is a great method for solving this problem. The flow chart of ACO is shown as Fig. 4.

The ants in the ant colony are equally divided into $m$ groups. Since there are $|K|$ UAVs (with different speeds), the number of ants in each group is set as $|K|/m$. In other words, there are $|K|$ types of ants. The target points of each group of ants are not repeated, so the unvisited list would be reset only when a group of ants are traversed.

The next target of each ant could be obtained by roulette method. The reward function used for evaluating the solution is defined as the sum of reward obtained by all ants in the group, denoted by $r_{\text{group}}$. And the reward function used for evaluating each ant is defined as the sum of the reward obtained by the ant, denoted by $r_{\text{ant}}$. And $r_{\text{max}}$ is the maximum of all the $r_{\text{group}}$. Because of the time limit, the heuristic function should be not only positively related to value, but also negatively related to time. Thus, the heuristic function $H$ is designed as

$$H(\text{ant}, j) = \frac{s_{\text{ant}} \times r_j}{d_{j-1,j} \times t_j}$$

where $j \in V$

C. Particle Swarm Optimization

Particle swarm optimization (PSO) is a global random search algorithm which simulates the migration and swarm behavior of birds in the process of foraging. Its basic core is to make use of the information shared by the individuals in the group, so that the movement of the whole group will evolve from disorder to order in the problem solving space [12].

The flow chart of PSO is shown in Fig. 5. The first step is to initialize the particle swarm according to UAV number $|K|$ and target number $n$, which includes the initialization of the number of particles and iteration, the position of particle and the velocity of particle. In our design, $PN = 2(n + |K| - 1)$ is the number of particles and $\text{iter} = 40(n + |K| - 1)$ is the number of iterations. Both the position and the velocity of particle swarm are set to be $PN(n + |K| - 1)$ dimensional arrays. Similar to GA described above, the first $n$ dimension of particle position represents the arrangement of targets, and the last $|K| - 1$ dimension represents the way of dividing the targets.

The number of iterations is set as a constant $\text{iter}$. The rewards of a group is related to the ants in the group, while pheromone of a type is related to the ants belonging to the type. The total number of ants in an iteration is $|K| \times m$, so tremendous number of ants are needed for solving the problem. In order to improve the convergence speed, the volatilization factor($V$) of each type of pheromone is determined by the reward obtained by the type of ants in one iteration.

$$V(\text{type}) = \sum_{\text{ant} \in \text{type}} \frac{r_{\text{ant}}}{1 + (r_{\text{max}} - r_{\text{group}}) \eta / m}$$

Fig. 3. Flow chart of GA
Secondly, in the mutation part, there is a probability that the particle position will change. Referring to [13], the mutation probability of each iteration is set as 0.4, the particle number proportion of each mutation is set as 0.5, and the mutation position ratio of each mutation particle is set as 0.5. Thirdly, we use local PSO, in which all particles are divided into small swarms and the optimization is done separately in all small swarms, to jump out the local maximum in the early period. And then, in the velocity updating part, the new velocity of each particle is generated according to the current global optimal particle position and historical optimal particle position [14]. Then, in the position updating part, the new position of each particle is updated by the current position plus the new velocity.

Then the reward of each particle is calculated. The reward is set as the total reward obtained by a particle. If the reward is greater than historical optimal solution, the historical optimal particle position will be updated to the current particle position and then if the reward is even greater than global optimal solution, the global optimal particle position will also be updated to the current particle position. The termination condition is when the number of iterations reaches the upper limit $\text{iter}$.

IV. EXPERIMENT AND RESULT ANALYSIS

A. Experiment settings

Generally, intelligent algorithms cannot obtain global optimum solution and has a certain degree of randomness. To evaluate different algorithms fairly, a series of repeated experiments have been conducted.

The experiments are divided into three groups, small scale, medium scale and large scale. Different groups have different settings, shown as Table I. Except the number of UAVs and targets, other key parameters of the extended TOP are generated randomly, such as target positions, target rewards, time consumption at different targets and flight speeds. For one scale, 10 groups of parameters are generated randomly. Under each parameter setting, each algorithm solves 10 times.

Intel Core i5-8250 CPU is used in the experiment.

| Small scale | Medium scale | Large scale |
|-------------|--------------|-------------|
| UAV number  | 5            | 10          | 15          |
| Target number | 30           | 60          | 90          |

B. Result Analysis

The evaluation index includes obtained reward and time complexity. The experiment results are shown as Fig. 6 and Fig. 7. For mean reward, ACO performs best in the large scale group, but performs worst in the small scale. As a whole, three algorithms obtain similar rewards. However, for mean computational time usage, three algorithms have different performances: GA performs best, PSO follows, and ACO performs worst. Considering both obtained reward and time complexity, GA is recommended to solve the extended TOP among the three algorithms.
Fig. 7. Mean computational time usage comparison among three algorithms

V. CONCLUSION

An extended Team Orienteering Problem is modeled for multi-UAV task assignment. Three intelligent algorithms, Genetic Algorithm, Ant Colony Optimization and Particle Swarm Optimization are implemented to solve the problem. A series of experiments are conducted and results are analyzed. The extended Team Orienteering Problem and experiment results constitute a benchmark for multi-UAV task assignment, which can be used to evaluate other algorithms.

REFERENCES

[1] S. Martinez, "UAV Cooperative Decision and Control: Challenges and Practical Approaches (Shima, T. and Rasmussen, S.; 2008) [Bookshelf]," in IEEE Control Systems Magazine, vol. 30, no. 2, pp. 104-107, April 2010.
[2] S. Chung, A. A. Paranjape, P. Dames, S. Shen and V. Kumar, "A Survey on Aerial Swarm Robotics," IEEE Transactions on Robotics, vol. 34, no. 4, pp. 837-855, Aug. 2018.
[3] Dantzig, G. B. and Ramser, J. H. The Truck Dispatching Problem, Management Science, 6(1), 809-811, 1959.
[4] Chao, I.-M., Golden, B. L., and Wasil, E. A. The team orienteering problem, European Journal of Operational Research, 88(3), 464-474, 1996.
[5] Archetti, C., Speranza, M. G., and Vigo, D. Vehicle Routing Problems with rewards, in Vehicle Routing, 2014, pp. 273-291.
[6] Goldenberg, David E. "Genetic algorithms in search, optimization and machine learning." 1989.
[7] L. Wang, J. Zhang and H. Li, "An Improved Genetic Algorithm for TSP" 2007 International Conference on Machine Learning and Cybernetics, Hong Kong, 2007, pp. 925-928.
[8] SINGH, Alok; BAGHEL and Anurag Singh, A new grouping genetic algorithm approach to the multiple traveling salesperson problem, Soft Computing, 2009, 13.1: 95-101.
[9] GÖSS, Simon, et al., Self-organized shortcuts in the Argentine ant, Naturwissenschaften, 1989, 76.12: 579-581.
[10] Dorigo, Marco, Mauro Birattari, and Thomas Stützle, "Ant colony optimization." IEEE computational intelligence magazine 2006, 1.4: 28-39.
[11] Dorigo, Marco, and Thomas Stützle. "The ant colony optimization metaheuristic: Algorithms, applications, and advances," Handbook of metaheuristics. Springer, Boston, MA, 2003. 250-285.
[12] Kennedy, James, and Russell Eberhart. "Particle swarm optimization," Proceedings of ICNN’95-International Conference on Neural Networks. IEEE, 1995. pp. 1942-1948.
[13] Wang, Yubing, et al. "Reconnaissance mission conducted by UAV swarms based on distributed PSO path planning algorithms." IEEE Access, 2019, 7: 105086-105099.
[14] Manasrah, Ahmad M., and Hanan Ba Ali. "Workflow scheduling using hybrid GA-PSO algorithm in cloud computing." Wireless Communications and Mobile Computing 2018, 2018.