Entropy of hard square lattice gas with k distinct species of particles: coloring problems and vertex models
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Abstract. Coloring the faces of a two-dimensional square lattice with k distinct colors such that no two adjacent faces have the same color is considered by establishing a connection between the k-coloring problem and a generalized vertex model. Associating the colors with k distinct species of particles with an infinite repulsive force between nearest neighbors of the same type and zero chemical potential \(\mu\) associated with each species, the number of ways \([W(k)]^N\) for large \(N\) is related to the entropy of the hard square lattice gas at close packing of the lattice, where \(N\) is the number of lattice sites. We discuss the evaluation of \(W(k)\) using the transfer matrix method with non-periodic boundary conditions imposed along at least one direction, and show the characteristic Toeplitz block structure of the transfer matrix. Using this result, we present some analytical calculations for non-periodic models that remain finite in one dimension. The case \(k = 3\) is found to approach the exact result obtained by Lieb for the residual entropy of ice with periodic boundary conditions. Finally, we show, by explicit calculation of the contribution of subgraphs and the series expansion of \(W(k)\), that the generalized Pauling type estimate (which is based on a mean-field approximation) dominates at
1. Introduction

Ice has a residual entropy at low temperatures that cannot be explained by any conceivable lattice vibrations [1, 2, 7]. Pauling [1, 2, 6, 7] suggested that this is because the O–O bond length (2.76 Å) is more than twice the O–H bond length (0.95 Å) and thus the hydrogen atom has two possible positions on each of the O–O bonds. ‘In the gas molecule the O–H distance is 0.95 Å, and the magnitudes of the changes in properties from steam to ice are not sufficiently great to permit us to assume that this distance is increased to 1.38 Å’, writes Pauling [1]. Furthermore, he writes ‘The concentration of (OH)– and (H₃O)⁺ ions in water is very small and we expect the situation to be unchanged in ice. Thus each oxygen atom must be surrounded by two oxygen atoms near it and two on the far side’ [1, 6, 7]. Associating with each hydrogen atom near (far
from) an oxygen atom an arrow pointing towards (away from) the oxygen atom, the problem can be transformed into an interesting graph-theoretic problem of determining the number of ways of arranging arrows on the edges of square lattice such that the number of arrows going into a vertex is equal to that coming out of the vertex [8]. Lenard (according to [7]) has shown that, aside from a factor of three, the problem is isomorphic to the three colorings of the square lattice. The problem of residual entropy of ice and related problems has been discussed extensively in the literature [1–5, 7–10]. Lieb [7] found the exact value for the exponent \( W(3) \) for a toroidal lattice as:

\[
W(3) = \left( \frac{4}{3} \right)^{3/2} \approx 1.5396 \ldots
\]

Baxter [3, 4] found the grand canonical partition function for the three-coloring of the square lattice where the activities \( z_1, z_2, z_3 \) are associated with each color and every configuration at a vertex has zero energy, which is equivalent to a general case of the close packed hard square lattice gas mentioned before. Thus Lieb’s result [7] is recovered when \( z_1 = z_2 = z_3 = 1 \). Pauling [2] made an approximation for \( W \) based on the assumption that the lattice bonds and vertex configurations are independent. If there are \( N \) lattice sites, then the total number of ways of placing arrows, were there no restrictions, would be \( 2^{2N} \), because there are \( 2N \) bonds in the lattice. Because of the ice condition, only 6 out of 16 possible configurations are allowed at each vertex. Thus the number of ways is:

\[
W_N \approx 2^{2N} \left( \frac{6}{16} \right)^N
\]

and thus

\[
W = \lim_{N \to \infty} W_N^{1/N} \approx \frac{3}{2} = 1.5.
\]

The above estimate is due to Pauling. Nagle [10] improved the methods of Stillinger et al [9] to obtain the series expansion of \( W \):

\[
W = \frac{3}{2} \left( 1 + \frac{1}{3^4} + \frac{4}{3^6} + \frac{22 - 4}{3^8} + \ldots \right).
\]

In this paper, we construct a vertex model that maps to the \( k \) coloring of the square lattice. We begin by discussing the transfer matrix method, which incorporates the interaction of two rows of a lattice. The transfer matrix for chains with a non-periodic boundary condition imposed on the rows is found to have Toeplitz block structure. We also show that the maximum eigenvalue of the transfer matrix for non-periodic boundary conditions approaches the result obtained by [7] for \( k = 3 \) for toroidal ice, as expected. Analytical values of open and cylindrical square lattices that remain finite in only one dimension are derived (for the case \( k = 3 \)) without resorting to the method of diagonalizing the transfer matrix. We illustrate the \( k \)-coloring problem by considering in detail the case of \( k = 4 \) for brevity, where we find a 21-vertex model. Graph theoretical methods [9] and matrix methods [10] are generalized to obtain a series expansion of \( W(k) \) in terms of \( k \). The first term of the series is the generalized Pauling estimate
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and subsequent terms are $O(1/k^n)$. The results of [10] are recovered for the special case of $k = 3$, corresponding to the six-vertex model.

2. The transfer matrix approach

Consider a square lattice with $m$ rows, each having $p$ lattice sites. The last lattice site of each row is connected to the first lattice site via a bond and the $m$th row is connected to the first row via $p$ bonds. Thus, while considering the assignment of arrows on the bonds of the lattice, we have $m$ rows of $p$ up–down arrows and $p$ left–right arrows. Let $\phi$ denote a possible configuration of a row of $p$ vertical bonds. For two adjacent rows of vertical bonds having configurations $\phi$ and $\phi'$, define $B(\phi, \phi')$ to be the number of ways of arranging horizontal arrows on the row of horizontal bonds common to these two rows. Thus $B$ is a $2^p \times 2^p$ matrix called the transfer matrix [4] and the number of ways $Z$ of arranging the arrows on the lattice is:

$$Z = \sum_{\phi_1} \ldots \sum_{\phi_m} B(\phi_1, \phi_2)B(\phi_2, \phi_3) \ldots B(\phi_{m-1}, \phi_m)B(\phi_m, \phi_1) = \text{Tr}[B^m].$$

For large $m$,

$$Z = \Lambda^m$$

where $\Lambda$ is the maximum eigenvalue of $B$.

2.1. The non-toroidal ice

Unlike Lieb [7], we consider a square lattice that is not toroidal, i.e. either it is a completely open square lattice or a cylindrical lattice with the last row connected to the first row.

2.1.1. Cylindrical lattice. For a cylindrical lattice, we have

$$Z = \sum_{\phi_1} \ldots \sum_{\phi_m} B(\phi_1, \phi_2)B(\phi_2, \phi_3) \ldots B(\phi_{m-1}, \phi_m)B(\phi_m, \phi_1) = \text{Tr}[B^m].$$

Note that the matrix $B$ is not the same as that for the toroidal ice because removing the cyclic boundary condition in each row would allow some of the configurations of two adjacent rows to have non-zero elements $B(\phi, \phi')$ which were zero for the cyclic rows.

Let $L_p$ be an ordered set of all possible configurations of $p$ up–down arrows. Thus the size of $L_p$ is $2^p$. Let

$$L_1 = \{\uparrow, \downarrow\}.$$  \hspace{1cm} (1)

The set $L_p$ is constructed in the following manner:

If $L_p = \{\phi_1, \phi_2, \ldots, \phi_{2^p}\}$, then $L_{p+1} = \{\uparrow \phi_1, \uparrow \phi_2, \ldots, \uparrow \phi_{2^p}, \downarrow \phi_1, \downarrow \phi_2, \ldots, \downarrow \phi_{2^p}\}$

where $\uparrow \phi$ denotes a configuration of $p + 1$ arrows whose first arrow is up and the rest are in configuration $\phi$, and similarly for $\downarrow \phi$. Note that the first $2^p$ elements of $L_{p+1}$ have their first arrow as $\uparrow$ and the next $2^p$ have their first arrow as $\downarrow$, and this observation
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is very crucial in the arguments that follow. Let \( B_p(i, j) = B(\phi_i, \phi_j) \) where \( \phi_i, \phi_j \in \mathcal{L}_p \) and \( \phi_i \) is the \( i \)th element of \( \mathcal{L}_p \). Also,

\[
B(\phi, \phi') = B(\downarrow \phi, \uparrow \phi') + B(\uparrow \phi, \downarrow \phi').
\]  

(3)

The proof of equation (3) is simple: the down arrow–up arrow in the first sites of two adjacent rows would force the horizontal arrow at the beginning of \( \phi' \) to take the left position(\( \leftarrow \)), which is counted by the first term of the right-hand side, the up arrow–down arrow in the first sites of two adjacent rows would force the horizontal arrow at the beginning of \( \phi' \) to take the right position(\( \rightarrow \)), which is counted by the second term (refer to figure 1). Since the horizontal arrow at the beginning of \( \phi' \) can point either to the left or to the right, all possibilities are exhaustively counted by the right-hand side of the equation. Define

\[
B(\downarrow \phi, \uparrow \phi') = A(\phi, \phi').
\]  

(4)

Let \( A_p(i, j) = A(\phi_i, \phi_j) \) where \( \phi_i, \phi_j \in \mathcal{L}_p \) and \( \phi_i \) is the \( i \)th element of \( \mathcal{L}_p \). Since \( B(\phi, \phi') = B(\phi', \phi) \)

\[
B_p(i, j) = A_p(i, j) + A_p^T(i, j).
\]  

(5)

Now, we consider the four \( 2^p \times 2^p \) block matrices of the \( 2^{p+1} \times 2^{p+1} \) matrix \( A_{p+1} \). For the upper left block (\( 1 \leq i \leq 2^p \) and \( 1 \leq j \leq 2^p \)), we have:

\[
A_{p+1}(i, j) = A(\uparrow \phi_i, \uparrow \phi_j) = B(\uparrow \uparrow \phi_i, \uparrow \phi_j) = B(\downarrow \phi_i, \uparrow \phi_j) = A_p(i, j)
\]  

(6)

where \( \phi_i, \phi_j \in \mathcal{L}_p \). For the lower right block (\( 2^p < i \leq 2^{p+1} \) and \( 2^p < j \leq 2^{p+1} \)), we have:

\[
A_{p+1}(i, j) = A(\downarrow \phi_{i-2^p}, \uparrow \phi_{j-2^p}) = B(\downarrow \phi_{i-2^p}, \uparrow \phi_{j-2^p}) = B(\downarrow \phi_{i-2^p}, \uparrow \phi_{j-2^p}) = A_p(i - 2^p, j - 2^p)
\]  

(7)

where \( \phi_{i-2^p}, \phi_{j-2^p} \in \mathcal{L}_p \). Thus the diagonal blocks of \( A_{p+1} \) are the same as \( A_p \). For the upper off-diagonal block (\( 1 \leq i \leq 2^p \) and \( 2^p < j \leq 2^{p+1} \)), we have:

\[
A_{p+1}(i, j) = A(\uparrow \phi_i, \downarrow \phi_{j-2^p}) = B(\uparrow \phi_i, \downarrow \phi_{j-2^p}) = B(\uparrow \phi_i, \downarrow \phi_{j-2^p}) = A_p^T(i, j - 2^p)
\]  

(8)

where \( \phi_i, \phi_{j-2^p} \in \mathcal{L}_p \). By similar argument, the lower off-diagonal block has all elements 0. Thus

\[
A_{p+1} = \begin{pmatrix} A_p & A_p^T \\ 0 & A_p \end{pmatrix}.
\]  

(9)

We have the \( 1 \times 1 \) matrix \( A_0 = B(\downarrow, \uparrow) = [1] \). Equation (9) sets up a recursive scheme whereby as \( p \) increases, we can find the maximum eigenvalue, and recover the results by Lieb. For the triangular lattice also, arguments as above lead to block matrices and whence ensue the corresponding results by Baxter.

2.2. Lieb’s square ice constant for cylindrical chain

From the matrices constructed in the previous section, it is clear that

\[
\lim_{p \to \infty} \left[ \lambda_{\text{max}}(A_p + A_p^T) \right]^{1/p}
\]
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gives Lieb’s result. We performed the computation of $[\lambda_{\text{max}}(A_p + A_p^T)]^{1/p}$ till $p = 10$ using MATHEMATICA and the values we found were the following:

| $p$ | $[\lambda_{\text{max}}(A_p + A_p^T)]^{1/p}$ |
|-----|------------------------------------------|
| 1   | 3.00000                                  |
| 2   | 2.13578                                  |
| 3   | 1.91037                                  |
| 4   | 1.80789                                  |
| 5   | 1.74955                                  |
| 6   | 1.71195                                  |
| 7   | 1.68573                                  |
| 8   | 1.66641                                  |
| 9   | 1.65159                                  |
| 10  | 1.63987                                  |

A plot of these data points is shown in figure 2. We fitted the data to the following functional form:

$$a_0 + a_1/x + a_2/x^2 + \ldots + a_5/x^5.$$  

We obtained the asymptotic limit as $a_0 = 1.53967$, which is not too bad all things considered.

We prove two theorems involving the matrix $A_p$ that will be useful later.

**Theorem 1.** $\text{Tr}[A^n_p] = 2^p$ for all non-zero positive integers $n$ and $p$.

It is elementary to show that

$$A_{p+1}^n = \begin{pmatrix} A_p^n & X_n \\ 0 & A_p^n \end{pmatrix}$$  

(10)

where $X_n = \sum_{i=1}^n A_p^{n-i}A_p^T A_p^{-1}$, with $A_p^0$ taken to be equal to $I_p$. Thus

$$\text{Tr}[A_{p+1}^n] = 2\text{Tr}[A_p^n].$$  

(11)

Since $\text{Tr}[A_0^0] = 1$, we get

$$\text{Tr}[A_p^n] = 2^p.$$  

(12)
Theorem 2. \( \text{Tr}[A_n^p A_p^T] = (n + 2)^p \) for all non-zero positive integers \( n \) and \( p \).

\[
A_{p+1}^T = \begin{pmatrix} A_p^T & 0 \\ A_p & A_p^T \end{pmatrix}
\]  

and thus

\[
A_{p+1}^n A_{p+1}^T = \begin{pmatrix} A_n^p A_p^T + X_n A_p & X_n A_p^T \\ A_{n+1}^p & A_n^p A_p^T \end{pmatrix}.
\]  

(14)

It is trivial to show, by using the cyclic property of the trace of product of matrices, that

\[
\text{Tr}[X_n A_p] = n \text{Tr}[A_n^p A_p^T].
\]  

(15)

We get the following iterative formula

\[
\text{Tr}[A_{p+1}^n A_{p+1}^T] = (n + 2) \text{Tr}[A_n^p A_p^T]
\]  

(16)

since \( \text{Tr}[A_0^0 A_0^T] = 1 \), we have

\[
\text{Tr}[A_p^n A_p^T] = (n + 2)^p.
\]  

(17)

Equipped with the block matrix structure and the above two theorems, we present the exact number of ways of satisfying the ice condition of a \( 2 \times p \) and \( 3 \times p \) cylindrical lattice in the appendix, for illustrative purpose.

2.3. The four-coloring problem: ‘warm up’

The connection between the ice problem and the three-coloring problem was argued by Andrew Lenard (it appears in [7]). We present the case of four colors, which we hope will serve as an illustration for the general case discussed later.

Let the four colors be given numbers: \( S = \{1, 2, 3, 4\} \). The edges emanating from a given vertex can be assigned states by traversing in (say) a clockwise direction about it, in terms of the two distinct colours on two sides of an edge. Precisely, \( A, B, C, D \) are colors (they could be any \( \in S \) shown in figure 3, with \( D \neq A \), \( A \neq B \), \( B \neq C \), \( C \neq D \). On
traversing clockwise about the vertex \( v \), we assign the number \((C - B) \mod 4\) to edge 1. Clearly, the state of edge 1 with respect to the vertex \( v' \) is \((B - C) \mod 4\) in such a way that \((C - B) \mod 4 + (B - C) \mod 4 \equiv 0 \mod 4\). To abbreviate the notation, the states of edge 1 w.r.t. vertex \( v \) \((v')\) are \( e_1 \) \( (e_1')\). Let the states of edges 2, 3 and 4 w.r.t. \( v \) be \( e_2 \), \( e_3 \) and \( e_4 \) respectively. It is obvious now that \( e_1 + e_2 + e_3 + e_4 \equiv 0 \mod 4\) and \( e_1 + e_1' \equiv 0 \mod 4\). These rules will hold at every vertex of the lattice. The edge states are uniquely specified for a given coloring because the mod 4 operation will always give us a unique number. (The positive remainder we get by dividing an integer by 4 is always unique.) Corresponding to every assignment of states satisfying the two rules above, there are four ways of coloring the faces of the square lattice using four colors. Let us start with a face and color it by, say, \( A \). We could have chosen any one of the four colors, and it is this freedom that gives us a factor of four. If we traverse about \( v \) clockwise (where \( v \) is one of the vertices of face colored \( A \)) and use the color \( X(X \neq A) \) for the next face, sharing the edge, then \( X \) must satisfy \((X - A) \mod 4 \equiv e_1\) (where \( e_1 \) is the state of common edge w.r.t. \( v \)). That \( X \) is unique can be immediately proved by assuming the contradiction that there are two colors, \( X_1 \) and \( X_2 \) obeying \((X_1 - A) \mod 4 \equiv e_1\) and \((X_2 - A) \mod 4 \equiv e_1\). Immediately, we have \( X_1 = X_2 \) as \((X_1 - X_2) \mod 4 \equiv 0\) and \( X \) can only take values from the set, \( S - \{A\} \). This also shows that if we take any two different \( X \) and calculate the value \((X - A) \mod 4\) for these two \( X \), we will never get the same value. Thus out of all the three possibilities of \( X \), one (and only one) will exist that will satisfy \((X - A) \mod 4 = e_1\). In this way, we can color all the faces for a given edge state configuration.

Let us denote the number of ways of assigning edge states to a square lattice having \( N \) lattice sites by \( W_{\text{vertex}} \), and, the number of ways of coloring the faces by \( W_{\text{coloring}} \). We see that \( W_{\text{coloring}} = 4W_{\text{vertex}} \); however, the factor ‘4’ is immaterial when we consider the quantity \( \lim_{N \to \infty} W_{\text{vertex}}^{1/N} \).

The number of possible configurations such that \( e_1 + e_2 + e_3 + e_4 \equiv 0 \mod 4\) is \((4 - 1)^3 - (4 - 1)^2 + (4 - 1) = 21\). Thus, we have established that four-coloring of a square lattice is equivalent to a 21-vertex model (figure 4).

2.4. The \( k \)-coloring problem

The generalization of the above scheme to \( k \) coloring immediately follows. We number the colors as \( \{1, 2, \ldots, k\} \). We follow the same procedure for assigning edges states as for the four-coloring problem but we replace mod 4 with mod \( k \) (for example edge 1 in figure 3 is assigned the state \((C - B) \mod k\) w.r.t. vertex \( v \)). By construction, the states of the edges will belong to the set \( \mathcal{F}_k - \{0\} \), where \( \mathcal{F}_k \) is a set such that

\[
\mathcal{F}_k = \{0, 1, 2, \ldots, k - 1\}.
\]

The states will then satisfy the following conditions:

1. If \( v_1 \) and \( v_2 \) are two vertices connected by an edge \( e \), and \( e_1 \) and \( e_2 \) are the respective states of \( e \) with respect to \( v_1 \) and \( v_2 \), then

\[
e_1 + e_2 = 0 \mod k
\]

where \( e_1, e_2 \in \mathcal{F}_k - \{0\} \).

https://doi.org/10.1088/1742-5468/aaeb41
2. If $e_1, e_2, e_3$ and $e_4$ are the states (with respect to vertex $v$) of four edges emanating from the vertex $v$ (figure 3), then

$$e_1 + e_2 + e_3 + e_4 = 0 \mod k$$

where $e_1, e_2, e_3, e_4 \in \mathcal{F}_k - \{0\}$.

It is very easy to show that corresponding to every edge state configuration satisfying the above two conditions, there exists ‘$k$ possible $k$ coloring’ of the faces. (Like in the case of four coloring, we can always find a unique color $X(\neq A)$ satisfying $(X - A) \mod k = e_1$, where $e_1 \in \mathcal{F}_k - \{0\}$.) In fact, for $k = 3$, the problem stated above is just the ice problem in disguise. To show how this works for the three-coloring and associated six-vertex model, we show an example for illustrative purpose (figure 5).

2.4.1. The transfer matrix for open rows. The transfer matrix for the problem can be written in a similar manner as for the classic ice problem by Lieb. Consider two adjacent rows with $p$ lattice sites each, labelled $r_1$ and $r_2$ ($r_2$ above $r_1$). Let $\phi$ be a configuration of $p$ states of the row of vertical edges just below $r_1$ with respect to the corresponding lattice sites of $r_1$, and $\phi'$ be the configuration of $p$ states of the row just below $r_2$ with respect to the corresponding lattice sites of $r_2$. $B(\phi, \phi')$ is the number of ways of assigning states on the row of horizontal edges common to these two rows such that the conditions embodied in (18) and (19) are satisfied. We argue that it is possible to choose and fix configurations $\Phi(n)$ and $\Phi'(n)$ such that the state of the horizontal edge hanging out of the last lattice site of $\frac{\Phi'(n)}{\Phi(n)}$ will take the value $n$ and no other value, $n \in \mathcal{F}_k - \{0\}$ (refer to figure 6). Let $(a_i + b_i) \mod k = A_i$, $A_i \neq 0 \mod k$ for all $i$. The state of the second horizontal edge with respect to the second lattice site can have all possible states except $A_1$. The state of the third horizontal edge with respect to the third lattice site can have all possible states except $A_1 + A_2$ and $A_2$. The state of the $n$th
horizontal edge with respect to the $i$th lattice site can have all possible values except $(A_1 + A_2 + \ldots + A_{i-1}), (A_2 + A_3 + \ldots + A_{i-1}), \ldots, A_{i-1}$ (all numbers are mod $k$). Thus by suitably choosing the number $A_i$, it is possible to exclude $i - 1$ states from the $i$th horizontal edge. Similarly, it is possible to exclude $i$ distinct states from the $i+1$th horizontal edge. Thus if $i = (k - 2)$ and we suitably choose the numbers $A_i$, then we

Figure 4. 21 vertex configurations corresponding to the four-coloring problem.
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can exclude all states except \((k - n)\). Thus the state of the last horizontal edge in the figure with respect to the last lattice site can only have the state \( n \), and our argument is complete. Define

\[
A_n(\phi, \phi') = B(\Phi(n)\phi, \Phi'(n)\phi')
\]

which is the generalization of (4). Define \( A_n(\phi, \phi') = 0 \) when \( n = 0 \mod k \), because the state of an edge cannot be 0 with respect to any vertex. \( \Phi(n)\phi \) denotes configuration \( \phi \) appended to \( \Phi(n) \). The state of the last horizontal edge of \( \frac{\Phi'(n)}{\Phi(n)}\phi' \) with respect to the first lattice site of \( \phi' \) is \(-n \mod k = k - n\). As \( n \) varies from 1 to \( k - 1 \), \( k - n \) will vary from \( k - 1 \) to 1 and the state of the first horizontal edge of \( \frac{\Phi'(n)}{\Phi(n)}\phi' \) with respect to the first lattice site of \( \phi' \) will take all values in \( F_k - \{0\} \) without any exclusion. Thus, the generalization of (3) is

\[
B(\phi, \phi') = \sum_{n=1}^{k-1} A_n(\phi, \phi').
\]

Let \( L_1 = \{1, 2, \ldots, k - 1\} \). The set \( L_p \) is constructed in the following manner. If \( L_p = \{\phi_1, \phi_2, \ldots, \phi_{(k-1)p}\} \), then

\[
L_{p+1} = \{1\phi_1, 1\phi_2, \ldots, 1\phi_{(k-1)p}, 2\phi_1, 2\phi_2, \ldots, 2\phi_{(k-1)p}, \ldots, (k - 1)\phi_1, (k - 1)\phi_2, \ldots, (k - 1)\phi_{(k-1)p}\}
\]

where \( 1\phi_1 \) is a configuration of states of \( p + 1 \) vertical edges such that the state of the first edge is 1 and the rest are in configuration \( \phi_1 \), and so on. For the case \( k = 3 \), the sets \( L_p \) are the same as those defined in section 2.1.1 with 1 replaced by \( \uparrow \) and 2 replaced by \( \downarrow \). If \( \phi_i, \phi_j \) are the \( i \)th and \( j \)th elements of \( L_p \), then let

\[
A_{n_p}(i, j) = A_n(\phi_i, \phi_j).
\]

Thus \( A_{n_p} \) is a \((k - 1)^p \times (k - 1)^p \) matrix. Consider the subdivision of the matrix \( A_{n_{p+1}} \) into \((k - 1)^2 \) block matrices each of size \((k - 1)^p \times (k - 1)^p \).

The \((l, m)\)th element of the \((i, j)\)th block matrix is

\[
A_n(i\phi_l, j\phi_m) = A_{((n+k-j+i) \mod k)}(\phi_l, \phi_m) = A_{((n+j-i) \mod k)}(\phi_l, \phi_m) = A_{((n+j-i) \mod k)} \phi_l \phi_m
\]

where \( \phi_l, \phi_m \in L_p \), and we have used (18) and (19). Thus we get the following Toeplitz block structure

\[
A_{n_{p+1}} = \begin{pmatrix}
A_{n_p} & A_{(n+1)_p} & A_{(n+2)_p} & \cdots & \cdots & \cdots & \cdots \\
A_{(n-1)_p} & A_{n_p} & A_{(n+1)_p} & A_{(n+2)_p} & \cdots & \cdots & \cdots \\
A_{(n-2)_p} & A_{(n-1)_p} & A_{n_p} & A_{(n+1)_p} & A_{(n+2)_p} & \cdots & \cdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ddots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ddots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ddots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ddots \\
& & & \cdots & A_{(n-2)_p} & A_{(n-1)_p} & A_{n_p}
\end{pmatrix},
\]

it being understood that the indices of the \( A \) matrices are to be taken \( \mod k \).
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3. Graph-theoretical approach

Although graph-theoretical methods have been applied to the $k$-coloring problem [10, 12, 13], the method we adopt for the $k$-coloring problem begins with the mapping between the $k$-coloring problem and the vertex model mentioned in section 2.4. Following [10], $W_N$ is the number of ways of assigning states on the edges (of a very large two dimensional square lattice having $N$ lattice sites) consistent with the two rules (18) and (19):

$$W_N = \sum_{[\xi]} \prod_{i<j} A(\xi_i, \xi_j).$$

(24)
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\( A(\xi_i, \xi_j) \) is the compatibility matrix relating two adjacent sites. \( \xi_i \) and \( \xi_j \) are the configurations at two adjacent vertices. \( \sum_{|\xi|} \) denotes the “sum over all different combinations of \( \xi \) arrangements at each vertex \( i \), and \( \prod_{i<j} \) is the product over nearest neighbours with each pair taken once” [10]. If \( e_1 \) and \( e_2 \) are the states of the edge (with respect to the two lattice sites connected by it) common to the two adjacent sites having configuration \( \xi_i \) and \( \xi_j \), then

\[
A(\xi_i, \xi_j) = \begin{cases} 
1, & \text{if } e_1 + e_2 = 0 \mod k \\
0, & \text{if } e_1 + e_2 \neq 0 \mod k.
\end{cases}
\]

The number of configurations (\( M_k \), say) that a vertex can have is (here \( |S| \) denotes the number of elements in set \( S \))

\[
M_k = | \{(a_1, a_2, a_3, a_4) : a_1 + a_2 + a_3 + a_4 = 0 \mod k, a_1, a_2, a_3, a_4 \in F_k - \{0\} \} |
\]

\[
= | \{(a_1, a_2, a_3) : a_1, a_2, a_3 \in F_k - \{0\} \} |
\]

\[
- | \{(a_1, a_2, a_3) : a_1 + a_2 + a_3 = 0 \mod k, a_1, a_2, a_3 \in F_k - \{0\} \} |
\]

\[
= (k-1)^3 - (k-1)^2 - | \{(a_1, a_2) : a_1 + a_2 = 0 \mod k, a_1, a_2 \in F_k - \{0\} \} |. 
\]

So,

\[
M_k = (k-1)^3 - (k-1)^2 + (k-1), \tag{25}
\]

Thus the Pauling estimate for the \( k \)-coloring problem is \( \frac{M_k}{(k-1)^3} \) and \( \sum_{|\xi|} \) means sum over all possible \( M_k^N \) configurations of \( N \) lattice sites. We do the following transformation

\[
W_N = \sum_{|\xi|} \prod_{i<j} (C + A(\xi_i, \xi_j) - C) = (M_k C^2)^N \sum_{|\xi|} \prod_{i<j} \frac{1}{\sqrt{M_k}} (1 + a(\xi_i, \xi_j)) \tag{26}
\]

where

\[
a(\xi_i, \xi_j) = \frac{1}{C} (A(\xi_i, \xi_j) - C). 
\]

Every term in the expansion of (26) can be assigned a graph [9, 10]. To cancel contributions from all open-ended graphs [9, 10], the following condition must be satisfied

\[
\sum_{\xi_i, \xi_j \text{ or } \xi_j} a(\xi_i, \xi_j) = 0. \tag{27}
\]

If we fix \( \xi_i \), then the number of possible \( \xi_j \) that will be compatible with \( \xi_i \) is (where \( b \) is the state of the edge connecting \( \xi_i \) and \( \xi_j \) with respect to the vertex \( \xi_i \) and \( a_1, a_2, a_3 \) are the states of three of the four edges emanating from \( \xi_j \) other than that connecting \( \xi_i \) and \( \xi_j \) )

\[
| \{(a_1, a_2, a_3) : a_1 + a_2 + a_3 = b \mod k, a_1, a_2, a_3 \in F_k - \{0\} \} |
\]

\[
= | \{(a_1, a_2) : a_1, a_2 \in F_k - \{0\} \} | - | \{a_1 + a_2 = b \mod k, a_1, a_2 \in F_k - \{0\} \} |
\]

\[
= (k-1)^2 - (k-2).
\]
Since the ones in $A(\xi_i, \xi_j)$ become $\frac{1-C}{C}$ in $a(\xi_i, \xi_j)$ and the zeros become $-1$, (27) gives
\[
\left( \frac{1-C}{C} \right) [(k-1)^2 - (k-2)] - (M_k - (k-1)^2 + (k-2)) = 0.
\]
Letting $k-1 = x$, the equation written above simplifies to
\[
\frac{1}{C} = x = k - 1
\]
and
\[
\frac{1-C}{C} = x - 1 = k - 2
\]
and thus we get the following
\[
a(\xi_i, \xi_j) = \begin{cases} (k-2), & \text{if } \xi_i \text{ and } \xi_j \text{ are compatible}, \\ -1, & \text{if } \xi_i \text{ and } \xi_j \text{ are not compatible}. \end{cases}
\]

### 3.1. Non-Eulerian cycles

We examine whether a generalization of a statement in [10] that the contribution of non-Eulerian graphs, i.e. graphs having one or three incident edges at a vertex [10, 11] have zero contribution, holds for a general $k$ or not. Graphs having one incident edge at a vertex have zero contribution because requirement (27) has already been fulfilled. Thus what remains to be examined (for a general $k$) is the value of the following expression for three incident edges
\[
\sum_{\xi_i} a(\xi_i, \xi_j)a(\xi_i, \xi_l)a(\xi_i, \xi_m).
\]
For the sake of notation, let (refer to figure 7) $e_j = l_1$, $e_m = l_2$ and $e_l = l_3$. We have the following statements \((a_1, a_2, a_3)\) are the states of the three edges connecting $\xi_i$ with $\xi_j, \xi_m, \xi_l$ with respect to the lattice site having configuration $\xi_i$, \(a\) is the state of the remaining edge). Note that in the statements that follow, $a_i \in \mathcal{F}_k - \{0, (k-l_1)\}$, $a \in \mathcal{F}_k - \{0\}$.

1. Number of configurations $\xi_i$ that are compatible with all three lattice sites is 1 if $l_1 + l_2 + l_3 \neq 0 \ mod \ k$ and is 0 otherwise.

2. Number of configurations that are compatible with any two of the three lattice sites, and not with the third one (say the one out of which $l_3$ is protruding) is
\[
| \{(a_3, a) : a_3 + a = l_1 + l_2 \ mod \ k\} | = (k-2) - | \{a_3 : a_3 = l_1 + l_2 \ mod \ k\} |.
\]

3. Number of configurations that are compatible with only one lattice site (say the one out of which $l_1$ is protruding) is
\[
| \{(a_2, a_3, a) : a_2 + a_3 + a = l_1 \ mod \ k\} |
\]
\[
= (k-2)^2 - | \{a_2 + a_3 = l_1 \ mod \ k\} |
\]
\[
= (k-2)^2 - [(k-2) - | \{a_2 : a_2 = l_1 \ mod \ k \text{ or } a_2 = l_1 + l_3 \ mod \ k\} |].
\]
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4. Number of configurations that are compatible with none of the three lattice sites are

\[|\{(a_1, a_2, a_3) : a_1 + a_2 + a_3 + a = 0 \mod k\}| = (k - 2)^3 - [(k - 2)^2 - (2(k - 2) - |\{a_1 = l_2 \mod k\}| - |\{a_1 = l_3 \mod k \text{ or } a_1 = l_2 + l_3 \mod k\}|]].\]

One can easily verify by the statements listed above that for the case \(l_1 + l_2 + l_3 = 0 \mod k\)

\[\sum_{\xi_i} a(\xi_i, \xi_j) a(\xi_i, \xi_l) a(\xi_i, \xi_m) = (k - 2) - 2(k - 2)^2 - (k - 2)^3 + 2\]

which is zero for \(k = 3\), which is Nagle’s [10] result, but for \(k > 3\), it is not zero.

3.2. Elementary Eulerian cycles

Our next step is to compute the following

\[\sum_{\xi_2, \xi_3, \ldots, \xi_{i-1}} a(\xi_1, \xi_2) a(\xi_2, \xi_3) \ldots a(\xi_{i-1}, \xi_i) = a^{i-1}(\xi_1, \xi_i).\]

We use the symbol \(a(\xi_i \leftrightarrow \xi_j)\) for \(a(\xi_i, \xi_j)\), if \(\xi_i\) and \(\xi_j\) are compatible, otherwise we use \(a(\xi_i \neq \xi_j)\). The entries in the compatibility matrix \(a\) clearly depend on the compatibility of the two adjacent sites, and the same is true for the higher powers of \(a\). Thus we do not need to worry about what \(\xi_i\) and \(\xi_j\) are in \(a(\xi_i \leftrightarrow \xi_j)\) or \(a(\xi_i \neq \xi_j)\). We have the following recursion relation:

\[a^i(\xi_i \leftrightarrow \xi_j) = \sum_{\xi_k} a^{i-1}(\xi_i, \xi_k) a(\xi_k, \xi_j)\]

\[= (k - 1) a^{i-1}(\xi_1 \leftrightarrow \xi_2) a(\xi_1 \leftrightarrow \xi_2) + (k - 2)^2 a^{i-1}(\xi_1 \leftrightarrow \xi_2) a(\xi_1 \neq \xi_2)\]

\[+ (k - 2)^2 a^{i-1}(\xi_1 \neq \xi_2) a(\xi_1 \leftrightarrow \xi_2) + [(k - 2)^3 + (k - 2)] a^{i-1}(\xi_1 \neq \xi_2) a(\xi_1 \neq \xi_2)\]

\[= (k - 2) [a^{i-1}(\xi_1 \leftrightarrow \xi_2) - a^{i-1}(\xi_1 \neq \xi_2)].\]  

(28)

Similarly, we have

\[a^i(\xi_1 \neq \xi_2) = -(a^{i-1}(\xi_1 \leftrightarrow \xi_2) - a^{i-1}(\xi_1 \neq \xi_2)).\]  

(29)
Fortunately, the recursion can be solved easily without resorting to any matrix method, and we get
\[
a^i(\xi_1 \leftrightarrow \xi_2) = (k - 1)^{i-1}(k - 2)
\]
\[
a^i(\xi_1 \neq \xi_2) = -(k - 1)^{i-1}
\]
\[
\text{Tr}[a^i] = (k - 1)^2a^i(\xi_1 \leftrightarrow \xi_2) + [M_k - (k - 1)^2]a^i(\xi_1 \neq \xi_2)
\]
\[
= (k - 2)(k - 1)^i.
\]
And so the contribution of elementary Eulerian cycle having \( n \) vertices is
\[
\frac{\text{Tr}[a^n]}{M_k^n} = \frac{(k - 2)(k - 1)^n}{M_k^n}.
\]
At large values of \( k \), their contribution goes as \( O(1/k^{2n-1}) \).

For any cycle, we can say that the contribution of that cycle must go as \( O(1/k^n) \) (for some \( n > 0 \)), because if it were not so, the asymptotic relation, \( W(k) \sim k \) for large \( k \) [12] would not hold good. Thus, at large values of \( k \), the mean field approximation (which is Pauling’s estimate) dominates (refer also to figure 8):
\[
W(k) \approx \frac{M_k}{(k - 1)^2} \left( 1 + \frac{(k - 2)(k - 1)^4}{M_k^4} \right) \approx \frac{(k - 1)^3 - (k - 1)^2 + (k - 1)}{(k - 1)^2}.
\]
(30)
One can see that the above approximation for \( k = 4, 5, 6, 7 \) agrees well with the values given in [12]. Calculating the general algebraic expressions for contributions due to complicated cycles is tricky and can be another avenue of investigation.
4. Summary

We have established the connection between the \( k \)-coloring problem of the square lattice and a vertex model that reduces to the ice-type model for \( k = 3 \). We have, for instance, explicitly shown that the four-coloring problem is in correspondence with a 21-vertex model. We have defined a transfer matrix for the \( k \)-coloring problem and showed its Toeplitz block structure for the non-periodic boundary conditions.

We have also calculated Lieb’s square ice constant for a cylindrical chain. Further, applying graph-theoretical methods to the vertex model corresponding to the \( k \)-coloring problem, we have shown that the generalized Pauling estimate dominates for large values of \( k \).
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Appendix

A.1. Analytical results for some finite models

We present some simple analytical results for models that remain finite in one of the dimensions using theorems stated in section 2.2.

A.1.1. 2 \( \times \) \( p \) cylindrical lattice. The number of ways, \( Z_{2p} \), is

\[
\text{Tr}[B_{p}^2] = \text{Tr}[A_p^2 + A_p A_p^T + A_p^T A_p + A_p^T A_p^T] \\
= 2(\text{Tr}[A_p^2] + \text{Tr}[A_p A_p^T]) = 2(2^p + 3^p). \tag{A.1}
\]
Thus, the maximum eigenvalue here is
\[
\lim_{p \to \infty} Z_{2p}^{1/2p} = \sqrt{3} \approx 1.732 \ldots
\]  
(A.2)

### A.1.2. 3 × p cylindrical lattice.

The number of ways \( Z_{3p} \) is
\[
\text{Tr}[B^3] = \text{Tr}[A_p^3 + A_p^T A_p + A_p A_p^T A_p + A_p A_p^T A_p + A_p A_p^T A_p + A_p A_p^T A_p + A_p A_p^T A_p] \\
= 2\text{Tr}[A_p^3] + 6\text{Tr}[A_p^2 A_p^T].
\]  
(A.3)

Thus by using the two theorems, we get
\[
\text{Tr}[B^3] = 2^{p+1} + 6 \times 4^p.
\]  
(A.4)

In this case, the maximum eigenvalue is
\[
\lim_{p \to \infty} Z_{3p}^{1/3p} = 4^{1/3} \approx 1.5874.
\]  
(A.5)

Evaluating \( Z \) for \( m \times p \) lattices for \( m > 3 \) is possible in principle and we get coupled recursion while evaluating terms like \( \text{Tr}[A_p^2 A_p^T A_p^2] \) and in general, terms like \( \text{Tr}[A_p^m A_p^{Tm} A_p^{m_3} \ldots] \). The coefficients of these coupled recursion become difficult to predict analytically for very large \( m \). We present the evaluation for a \( 4 \times p \) lattice as an illustration.

### A.1.3. 4 × p cylindrical lattice.

Before embarking on \( Z_{4p} \), we evaluate \( \text{Tr}[A_p^2 A_p^{T2}] \).
\[
A_{p+1}^2 A_{p+1}^{T2} = \begin{pmatrix} A_p^2 & A_p A_p^T + A_p^T A_p \\ 0 & A_p^2 \end{pmatrix} \begin{pmatrix} A_p^T \cr A_p \end{pmatrix} + \begin{pmatrix} A_p^2 \cr 0 \end{pmatrix} \begin{pmatrix} A_p^T \cr A_p \end{pmatrix}
\]
\[
= \begin{pmatrix} A_p^2 A_p^T + A_p A_p^T A_p + A_p^T A_p A_p^T + A_p^T A_p^T A_p^T \\ A_p^2 A_p^T + A_p A_p^T A_p + A_p^T A_p A_p^T + A_p^T A_p^T A_p^T \end{pmatrix}
\]

where
\[
Y = A_p^2 A_p^T + A_p A_p^T A_p + A_p^T A_p A_p^T + A_p^T A_p^T A_p^T + A_p A_p^T A_p^T A_p + A_p^T A_p^T A_p^T A_p.
\]

Thus we get
\[
\text{Tr}[A_{p+1}^2 A_{p+1}^{T2}] = \text{Tr}[Y] + \text{Tr}[A_p^2 A_p^{T2}] \\
= 4\text{Tr}[A_p^2 A_p^T A_p A_p^T] + 2\text{Tr}[A_p A_p^T A_p A_p^T].
\]  
(A.6)

We also have
\[
A_{p+1} A_{p+1}^T A_{p+1} A_{p+1}^T = \begin{pmatrix} A_p^T \cr A_p \end{pmatrix} \begin{pmatrix} A_p^T \cr A_p \end{pmatrix} \begin{pmatrix} A_p^T \cr 0 \end{pmatrix} \begin{pmatrix} A_p^T \cr A_p \end{pmatrix} + \begin{pmatrix} A_p^T \cr 0 \end{pmatrix} \begin{pmatrix} A_p^T \cr A_p \end{pmatrix} \begin{pmatrix} A_p^T \cr A_p \end{pmatrix}
\]
\[
= \begin{pmatrix} A_p A_p^T + A_p A_p^T A_p + A_p A_p^T A_p + A_p A_p^T A_p + A_p A_p^T A_p + A_p A_p^T A_p \\ A_p^2 A_p^T + A_p A_p^T A_p + A_p A_p^T A_p + A_p A_p^T A_p + A_p A_p^T A_p + A_p A_p^T A_p \end{pmatrix}
\]
Thus
\[
\text{Tr}[A_{p+1}^T A_{p+1}^T A_p A_p A_{p+1}^T] = \text{Tr}[(A_p A_p^T + A_p^T A_p)^2 + A_p^T A_p^2] + \text{Tr}[A_p^2 A_p^T A_p A_p^T] \\
= 3\text{Tr}[A_p A_p^T A_p^T A_p] + 4\text{Tr}[A_p^2 A_p^T].
\] (A.7)

Letting \( x_p = \text{Tr}[A_p^2 A_p^T] \) and \( y_p = \text{Tr}[A_p A_p^T A_p A_p^T] \), equations (A.6) and (A.7) reduce to the following coupled recursion
\[
x_0, y_0 = 1 \\
x_{p+1} = 4x_p + 2y_p \\
y_{p+1} = 4x_p + 3y_p
\] (A.8)

which is the same as
\[
\begin{pmatrix}
x_{p+1} \\
y_{p+1}
\end{pmatrix} =

\begin{pmatrix}
4 & 2 \\
4 & 3
\end{pmatrix}

\begin{pmatrix}
x_p \\
y_p
\end{pmatrix}
\]

and we get
\[
\begin{pmatrix}
x_p \\
y_p
\end{pmatrix} =

\begin{pmatrix}
4 & 2 \\
4 & 3
\end{pmatrix}^p

\begin{pmatrix}
1 \\
1
\end{pmatrix}.
\] (A.9)

The \( p \)th power was calculated using MATHEMATICA and (since \( \frac{7+\sqrt{33}}{2} \) and \( \frac{7-\sqrt{33}}{2} \) are the eigenvalues of the matrix) we get the following
\[
\begin{pmatrix}
x_p \\
y_p
\end{pmatrix} =

\begin{pmatrix}
a_1 \left( \frac{7+\sqrt{33}}{2} \right)^p + a_2 \left( \frac{7-\sqrt{33}}{2} \right)^p \\
b_1 \left( \frac{7+\sqrt{33}}{2} \right)^p + b_2 \left( \frac{7-\sqrt{33}}{2} \right)^p
\end{pmatrix}
\]

where \( a_1, a_2, b_1, b_2 \) are constants independent of \( p \). The \( Z_{4p} \) for the lattice is given by
\[
\text{Tr}[B_p^4] = \text{Tr}[(A_p + A_p^T)^4] = 2\text{Tr}[A_p^4] + 8\text{Tr}[A_p^3 A_p^T] + 4\text{Tr}[A_p^2 A_p^T]^2 + 2\text{Tr}[A_p A_p^T A_p A_p^T]
\]

and thus
\[
\lim_{p \to \infty} Z_{4p}^{1/4} = \left( \frac{7 + \sqrt{33}}{2} \right)^{1/4} \approx 1.589.
\] (A.10)

A.1.4. Open lattice. The number of ways \( Z \) for open lattice is
\[
Z = \sum_{\phi_1} \ldots \sum_{\phi_m} B(\phi_1, \phi_2) B(\phi_2, \phi_3) \ldots B(\phi_{m-1}, \phi_m) = \sum_{\phi_1, \phi_m} B^{m-1}(\phi_1, \phi_m).
\] (A.11)

Calculating \( Z_{m \times p} \) for finite \( m \) is still possible in principle by constructing recursive formula for sum of the elements of matrix \( B_{m-1}^p \) similar to the way it is done for cylindrical lattice, but for large values of \( m \), it becomes too involved.
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