Man-In-The-Middle Attack against Certain Authentication Protocols Revisited: Insights into the Approach and Performances Re-Evaluation
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Abstract: We address a class of authentication protocols called “HB” ones and the man-in-the-middle (MIM) attack, reported at the ASIACRYPT conference, called OOV-MIM (Ouafi-Overbeck-Vaudenay MIM). Analysis of the considered attack and its systematic experimental evaluation are given. It is shown that the main component of OOV-MIM, the algorithm for measuring the Hamming weight of noise vectors, outputs incorrect results as a consequence of the employed approximation of the probability distributions. The analysis reveals that, practically, the only scenario in which the OOV-MIM attack is effective is the one in which two incorrect estimations produced by the algorithm for measuring the Hamming weight, when coupled, give the correct result. This paper provides additional insights into the OOV-MIM and corrected claims about the performance/complexity showing that the performances of the considered attack have been overestimated, i.e., that the complexity of the attack has been underestimated. Particularly, the analysis points out the reasons for the incorrect claims and to the components of the attack that do not work as expected.
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1. Introduction

RFID (radio frequency identification) is a technology that uses electromagnetic fields to detect, identify, and track objects. It has found its application in various fields, such as supply chain management, toll collection, access control, animal identification, and more. The necessity to provide some level of security and privacy in RFID systems, on one hand, and inherent constraints of the RFID devices, on the other, have made RFID authentication a very active and challenging research subject [1–4]. As a solution, a number of lightweight authentication protocols have been proposed, and one of the significant families of protocols among these is the HB family. The HB family of authentication protocols has received a great deal of attention as a cryptographic technique for authentication. One of the reasons is that its security is based on the hardness of the so-called learning parity with noise (LPN) problem, which is shown to be NP-complete (see [5]). This security means that if the adversary can break the protocol (in a certain scenario), the adversary is also capable of solving a hard problem (employing appropriate reduction technique). The fact that the LPN problem could be easily implemented in hardware since it uses XOR and AND operations only, makes it particularly suitable for applications in lightweight cryptography.

The HB family of authentication protocols originates from the HB protocol [6], proven to be secure against passive attacks where the adversary is capable of eavesdropping the communication sessions between the tag and the reader. However, the HB protocol appears to be vulnerable against an active
The HB family of authentication protocols originates from the HB protocol [6], proven to be secure against the considered attack. Later on, it was found that the HB+ protocol could be broken by a stronger adversary who can modify the messages sent by the reader (called GRS-MIM attack) [9]. After that, a number of variants of the HB+ protocol were proposed in order to hinder the GRS-MIM attack (e.g., HB++ [10], HB-MP [11]), but all of them appeared to be vulnerable, until the HB# and Random-HB# protocols [12] were introduced and proven to be secure against the GRS-MIM attack. A follow-up was that Ouafi et al. [13] have introduced a more general MIM attack which can break HB# and Random-HB#. This attack has been referred to as the OOV attack, and it presupposes an adversary that can modify the messages exchanged in both directions between the tag and the reader. An improvement of Random-HB#, known as HB-MAC [14], was later proposed. In parallel, improved successors of HB-MP were introduced: HB-MP+ [15], HB-MP++ [16], HB-MP* [17]. The HB family also includes Trusted-HB [18], NLHB [19], HBN [20], and GHB# [21], as well as HB+PUF [22], PUF-HB [23], and Tree-LSHB [24,25]. Avoine et al. [1] emphasize that the OOV attack remains one of the keystones in the analysis of any new HB-like authentication scheme.

Tomović et al. [26] proposed the NHB# protocol, a modification of HB#, which uses randomized selection of secret matrices, in order to impede this kind of attack. Later, it was shown that the NHB# protocol, as well, can be broken by an adversary who employs the OOV attack as its component [27], but the complexity of such an attack on NHB# is significantly higher than the one for HB#. The security analysis of the NHB# protocol presented by Tomović et al. [27], does not go into a detailed evaluation of the OOV attack and its correctness, but rather observes the OOV attack in a “black-box” manner and refers to the results about its efficiency given in [13] (see Figure 1). By examining the papers citing the OOV attack [13], it can be found they take the same “black-box” approach, i.e., the do not attempt a replication study nor reconsider the claims about the complexity of the OOV attack.

![Diagram](image)

**Figure 1.** The OOV-MIM attack is used as a “black box” component of the attack on the NHB# protocol.
Motivation for the Work. The MIM attack is recognized as a very important one for security evaluation considerations of authentication protocols. The OOV-MIM attack reported in [13] is an important instantiation of MIM attacks and it has received significant research attention. We have implemented the OOV-MIM attack for practical security evaluation of the NHB# authentication scheme and the performed experiments have shown a discrepancy between the expectations based on the performance claimed in [13] and the results obtained in the experiments. Consequently, it has appeared as an interesting issue to perform a systematic experimental evaluation of the attack proposed in [13] and to provide more insights about the considered OOV-MIM attack approach. It should be noted that not only the feasibility of an attack, but also its performances, appear as very important in security evaluation scenarios. In particular, the OOV-MIM requires a certain (large) number of modifications, i.e., interruptions of authentication sessions to be executed, and from a practical point, this number determines the complexity of the attack and strongly implies its practical impact. In some scenarios requirement for 50% larger sample could be a significant limitation. To the best of our knowledge, there have been no reports on experimental re-evaluation of the theoretical analysis and the claimed complexity of the OOV-MIM attack given in [13].

Summary of the Results. The paper provides significant novel insights into the OOV-MIM attack through in-depth analysis that includes: (i) the analysis of the employed technical elements, (ii) simulation of the entire algorithm, and (iii) its performance re-evaluation. We show that the core component of the OOV-MIM attack (Algorithm 1, which measures the Hamming weight of a noise vector) has the high probability of an incorrect output. Nevertheless, an interesting finding is that coupling of two incorrect outputs can result in an unplanned neutralization of the errors, yielding a correct outcome. Furthermore, the analysis shows that, practically, the only scenario in which the OOV-MIM attack is effective is the one in which the errors mutually neutralize each other. The results justify that the claimed performances of the OOV-MIM attack are overestimated, i.e., the complexity of the attack execution is significantly higher in comparison with the claimed complexity which could imply significant impact in certain practical applications of the attack.

Organization of the Paper. Section 2 provides the background elements. An overview of the performed analysis is given in Section 3. Experimental evaluation of the OOV-MIM attack and a detailed analysis of the result are given in Sections 4 and 5. Finally, some concluding remarks are given in Section 6.

2. Background

Here, we briefly review the HB# and Random-HB# protocols from [12], and the mechanism of the MIM attack against them, which has been introduced in [13]. The following notation is used throughout the remainder of the paper:
\begin{tabular}{|c|l|}
\hline
Notation & Description \\
\hline
\$\mathbb{Z}_k^k\$ & The set of all \(k\)-dimensional binary vectors \\
\$\mathbb{Z}_k^{km}\$ & The set of all \(k \times m\)-dimensional binary matrices \\
\$x \in \mathbb{Z}_k\$ & The operation of sampling a value \(x\) from the uniform distribution on the finite set \(X\) \\
\$x_i$ & \(i\)-th bit of vector \(x\) \\
\(\text{Ber}_\tau\) & The Bernoulli distribution with parameter \(\tau\) \\
\(v \leftarrow \text{Ber}_\tau\) & The bit \(v\) follows the Bernoulli distribution \(\text{Ber}_\tau\), i.e., \(Pr[v = 1] = \tau\) and \(Pr[v = 0] = 1 - \tau\) \\
\(e \leftarrow \text{Ber}_m\) & The operation of randomly choosing vector \(e\) among all the vectors of length \(m\), such that \(\sum e_i = m\) for \(0 \leq i \leq m - 1\) \\
\(\|x\|\) & The Hamming weight of binary vector \(x\), which is the number of non-zero bits \\
\(Pr[A]\) & The probability of an event \(A\) \\
\(\mathcal{N}(\mu, \sigma^2)\) & Normal distribution with mean \(\mu\) and standard deviation \(\sigma\) \\
\(\Phi(x)\) & The standard normal cumulative distribution function \\
\(\text{erfc}(x)\) & The complementary error function \\
\(P(\overline{\nu})\) & The probability of accepting a vector \(\overline{e}\) whose Hamming weight is \(\overline{\nu}\) in HB\# and Random-HB\# after adding random noise \(e \leftarrow \text{Ber}_m\) to \(\overline{e}\), i.e., \(P(\nu) := Pr||e@\nu|| \leq \nu\) is the approximation for \(P(\nu)\) used in the OOV paper [13] which is defined as \(P_{\text{OOV}}(\nu) := \Phi\left(\frac{\nu - \mu}{\sqrt{\nu(1-\nu)}}\right)\) \\
\(P_{\text{exp}}(\nu)\) & The experimentally-obtained value for \(P(\nu)\) \\
\hline
\end{tabular}

2.1. Review of the HB\# and Random-HB\# Protocols

In Random-HB#, the tag and the reader share some secret, random matrices \(X, Y \in \mathbb{Z}_2^{k \times m}\) and perform the following authentication process (see Figure 2): first, the tag sends a random vector \(b\) to the reader (a blinding vector) and the reader responds with a random vector \(a\) (a challenge). Then the tag computes \(z = aX @ bY @ e\), where \(e\) is a noise vector whose bits follow the Bernoulli distribution independently with some coefficient \(\tau\), and sends \(z\) to the reader. Finally, the reader performs the validation of the tag: the authentication is successful if and only if \(\|aX @ bY @ z\| \leq \nu\), for a given threshold value \(\nu\). HB\# has the same construction as Random-HB\# with only difference in that the secret matrices \(X\) and \(Y\) are Toeplitz matrices.

\begin{figure}[h]
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\caption{HB\# and Random-HB\# authentication protocols [13].}
\end{figure}

2.2. The Man-In-The-Middle Attack against HB\# and Random-HB\#

Random-HB\# and HB\# were formally proven to be secure against a special GRS-MIM adversary. In the first phase of the attack, the adversary is capable of eavesdropping the communication between the honest tag and the reader (including the reader’s decision on the authentication success) and modifying the messages sent from the reader to the tag. After gathering enough information, the adversary tries to authenticate itself to the reader by impersonating the valid tag.

However, Ouafi et al. [13] have reported a more powerful MIM attack (the OOV attack), where the adversary has the ability to change all the messages exchanged between the tag and the reader. The main idea behind this attack is that the adversary repeatedly corrupts authentication sessions between the honest tag and the reader by replacing triplets \((a, b, z)\) with \((a @ \overline{a}, b @ \overline{b}, z @ \overline{z})\) each time, and to
count the number of successful authentications afterwards. This number, i.e., the acceptance rate in these corrupted sessions, leaks the critical information for recovering the secret keys.

More precisely, the authors in [13] notice that the probability of acceptance in a corrupted session is

\[ P(\overline{\omega}) = \Pr[\| \mathbf{a}X \oplus \mathbf{b}Y \oplus \mathbf{z} \| \leq \text{thr}] = \Pr[\| \mathbf{e} \oplus \overline{\mathbf{e}} \| \leq \text{thr}], \]

where \( \overline{\omega} = \| \overline{\mathbf{e}} \| \). Then they observe that if \( c \) is the number of successful authentications in \( n \) corrupted sessions using a triplet \((\mathbf{a}, \mathbf{b}, \mathbf{z}) = \mathbf{aX} \oplus \mathbf{bY} \oplus \overline{\mathbf{e}}\), it holds that:

\[ \frac{c}{n} \approx P(\overline{\omega}) \approx \Phi\left( \frac{\text{thr} - (m-\| \mathbf{e} \|) \tau - \| \overline{\mathbf{e}} \| (1-\tau)}{\sqrt{m\tau(1-\tau)}} \right). \]  

(1)

The joint approximation \( \frac{c}{n} \approx \Phi\left( \frac{\text{thr} - (m-\| \mathbf{e} \|) \tau - \| \overline{\mathbf{e}} \| (1-\tau)}{\sqrt{m\tau(1-\tau)}} \right) \) provides the adversary with enough means to estimate the Hamming weight \( \overline{\omega} \) of the noise vector \( \mathbf{e} \) using the empirically obtained frequency \( \frac{c}{n} \), for \( n \) large enough (see Algorithm 1). The adversary then recovers \( \mathbf{e} \) by flipping its bits one-by-one and measuring its weight after flipping: if the weight of \( \mathbf{e} \) has increased, the original bit was 0, otherwise the bit was 1 (see Algorithm 2). By recovering \( \mathbf{e} \), the adversary discovers the linear combination \( \mathbf{aX} \oplus \mathbf{bY} = \mathbf{z} \oplus \mathbf{e} \). Since one triplet forms a system \( \mathbf{aX} \oplus \mathbf{bY} = \mathbf{z} \oplus \mathbf{e} \) of \( m \) equations, in order to obtain a full linear system with unknown \( \mathbf{X} \) and \( \mathbf{Y} \), the adversary repeats the previous process \( \frac{l}{m} \) times on linearly independent pairs \( (\mathbf{a}, \mathbf{b}) \), where \( l \) is the number of secret bits, which is \( l = k_X + k_Y + 2m - 2 \) for HB#, and \( l = (k_X + k_Y)m \) for Random-HB#. Finally, the adversary recovers the secret \( \mathbf{X} \) and \( \mathbf{Y} \) as the solution to this system.

The illustration of the OOV attack (Figure 3), and the pseudocodes of Algorithm 1 and Algorithm 2 from [13] are given below.

**Figure 3.** Man-in-the-middle OOV attack against the HB# and Random-HB# authentication protocols [13].

Here we denote by \( \mathbf{a}, \mathbf{b}, \mathbf{z} \) as the messages created and sent by the tag and the reader, and by \( \hat{\mathbf{a}}, \hat{\mathbf{b}}, \hat{\mathbf{z}} \) as the corresponding messages they received after the adversary’s intervention.

### OOV Algorithm 1 [13]: Approximating \( \overline{\omega} = \| \overline{\mathbf{e}} \| \)

**Input:** \( \mathbf{a}, \mathbf{b}, \mathbf{z}, n \)

**Output:** \( P^{-1}\left( \frac{c}{n} \right) \), an approximation of 

\( \overline{\omega} = \| \mathbf{aX} \oplus \mathbf{bY} \oplus \overline{\mathbf{e}} \| \), where

\[ P(\overline{\omega}) = \Pr[\| \mathbf{e} \oplus \overline{\mathbf{e}} \| \leq \text{thr}] \]

\[ = \Phi\left( \frac{\text{thr} - (m-\| \mathbf{e} \|) \tau - \| \overline{\mathbf{e}} \| (1-\tau)}{\sqrt{m\tau(1-\tau)}} \right) \]

**Processing:**

1: Initialize \( c \leftarrow 0 \)

2: for \( i = 1 \) to \( n \) do

3: During a protocol, set \( \hat{\mathbf{a}} \leftarrow \mathbf{a} \oplus \overline{\mathbf{a}}, \hat{\mathbf{b}} \leftarrow \mathbf{b} \oplus \overline{\mathbf{b}}, \hat{\mathbf{z}} \leftarrow \mathbf{z} \oplus \overline{\mathbf{z}} \)

4: if reader accepts then

5: \( c \leftarrow c + 1 \)

6: end if

7: end for
Algorithm 1 uses as input a triplet \((a, b, z)\) obtained by eavesdropping a previous authentication session between the honest tag and the reader. The output is the Hamming weight of the noise vector \(\overline{e} = aX \oplus bY \oplus z\). The algorithm iterates through \(n\) intercepted authentications, where \(n\) is big enough to accurately recover \(w = \|\overline{e}\|\). That is, \(\frac{c}{n} \in \left(\frac{P(\overline{w}) - |rP'(\overline{w})|}{P(\overline{w}) + |rP'(\overline{w})|}\right)\) with high probability 

\[1 - erf(c(\theta))\] if \(n \geq n_0(r, \overline{w}) = \frac{\theta^2}{\tau} R(\overline{w})\) where:

\[R(\overline{w}) = 2 \frac{P(\overline{w})(1 - P(\overline{w}))}{(P'(\overline{w}))^2},\] (2)

\[P(\overline{w}) \approx \Phi(u)\] (3)

\[P'(\overline{w}) \approx - \frac{1 - 2\tau}{\sqrt{\pi(1-\tau)}} \times \frac{1}{\sqrt{2\pi}} e^{-\frac{u^2}{2}},\] (4)

\[u = \frac{thr - (m - \overline{w})\tau - \overline{w}(1 - \tau)}{\sqrt{m\tau(1-\tau)}},\] (5)

as derived in [13].

**OOV Algorithm 2 [13]:** Getting linear equations for secret keys \(X, Y\)

**Input:** \(a, b, z,\) and \(\overline{w}_{est}\) the expected weight of \(\overline{e} = aX \oplus bY \oplus z\)

**Output:** A linear equation \(aX \oplus bY = \overline{c}\)

**Processing:**
1. Initialize m-bit vector \(\overline{c} \leftarrow z\)
2. Call Algorithm 1 with input \((a, b, z, n_0(\frac{1}{2}, \overline{w}_{est}) = 4\theta^2 R(\overline{w}_{est}))\) to get \(\overline{w}\)
3. for \(i = 1\) to \(m\) do
4. Flip bit \(i\) in \(\overline{z}\) to get \(\overline{z}_i\)
5. Call Algorithm 1 with input \((a, b, z_i, n_0(1, \overline{w}) = \theta^2 R(\overline{w}))\) to get \(\overline{w}'\)
6. if \(\overline{w}' = \overline{w} - 1\) then
7. \(\overline{c}_i \leftarrow \overline{c}_i \oplus 1\)
8. end if
9. end for

Algorithm 2 takes as input \((a, b, z)\), a triplet obtained by eavesdropping a communication session between the honest tag and the reader, and the expected weight \(\overline{w}_{est}\) of \(\overline{e} = aX \oplus bY \oplus z\), and it recovers a linear combination of the secret keys \(aX \oplus bY = \overline{c}\).

Ouafi et al. [13] show that the overall complexity of the attack can be expressed in terms of the number of intercepted authentication sessions between the tag and the reader. The optimal weight of the noise vector is the weight which minimizes the number of these authentication sessions in Algorithm 1, i.e., \(w_{opt} = \arg\min_{\overline{w}} n_0(r, \overline{w})\). In order to achieve that the input triplet \((a, b, z)\) in Algorithm 1 contains noise vector whose expected weight is optimal, they manipulate the number of errors (i.e., one-bits) in the observed noise vector by flipping the adequate number of bits.

### 3. Overview of the Performed Analysis and Results

This section provides an overview of the in-depth analysis of the OOV-MIM attack presented in Sections 4 and 5. Our analysis includes: (i) examination of OOV Algorithm 1, which is the core element of the attack; (ii) reconstruction, simulation, and analysis of the full attack; and (iii) correction of the algorithm performance/complexity. Accordingly, this section yields an overview of the obtained results and additional insights into the OOV-MIM attack. The findings of this paper are summarized in the five statements (a)–(e) below which not only correct the incorrect claims about the attack efficiency...
and complexity, but also point out to the components of the attack that do not work as expected, and the reasons for their faulty behavior:

(a) **Algorithm 1 outputs incorrect results.** As the first step, we investigate correctness and efficiency of Algorithm 1 for estimating the Hamming weight of a noise vector, which is a fundamental operation and determines complexity of the attack. As in the OOV-MIM attack [13], in our focus are the noise vectors with the optimal Hamming weight, since the complexity of a key recovery is lowest for such vectors. Experimental results for a standard parameter set show that Algorithm 1 has a tendency to estimate the weight of the observed noise vector lower than the actual value. Moreover, by increasing $n$, instead of better precision, the number of erroneous weight estimates increases as well. The detailed results are presented in Section 4.2. We show the difference between the acceptance rate expected values claimed in [13] and our experimental results. In addition, we demonstrate that, for very large $n$, contrary to what is expected, the percentage of correctly estimated weights is particularly low for the vectors closer to the optimal weight. 99% of the noise vectors weights that are being measured by Algorithm 1 for the analyzed standard parameter set fall into the interval [60,95] and only 5.38% of them are correctly guessed. We show that the probability of the correct weight estimate is significantly lower than the claimed one. Section 5.1 provides analytical and illustrative numerical consideration of the probability of correct weight estimation.

(b) **Employment of Algorithm 1 in the OOV-MIM attack is such that two incorrect results of Algorithm 1 can cancel each other and yield the correct output of Algorithm 2, i.e., recovery of the noise vector.** We show that when the noise vector weight is correctly estimated, the probability of a noise vector recovery and consequently key recovery is negligible. On the other hand, we identify an unintended feature that the error in the weight estimation and the error in the bit guessing procedure can neutralize each other and give correct bit estimate as a result. Namely, our analysis shows that the attacker can incorrectly estimate the weight, but correctly recover all the bits, and discover that the observed vector has one more “1” than expected, having in mind the initial noise vector’s weight estimate. On the other hand, a more severe situation regarding the correct key recovery occurs when the attacker correctly guesses the weight, which happens with a probability that is not negligible. Figure 4 illustrates this interesting behavior and shows actual probabilities of a noise vector recovery for a standard parameter set. Sections 5.2–5.5 provide analytical and illustrative numerical analysis of the probabilities for correct recovery of the noise bits in the four basic scenarios.

(c) **Findings (a)–(b) appear as a consequence of employing an inappropriate approximation of the probability distributions.** The difference between the acceptance rate expected values as given in [13] and the experimentally obtained ones is analyzed in Section 4.2. The results show that as we are moving away from the optimal weight, the two curves get closer, but it is important to notice that in the central part of the graph, around the optimal weight, the curves are the most distant. This explains the observed tendency of the OOV Algorithm 1 to estimate noise weight as 1 lower than the actual value, when the weight is close to the optimal.

(d) **The complexity of the attack has been underestimated, i.e., its performances have been overestimated.** Section 5.6 gives the analytical and numerical evaluation of the key recovery probability. We show how the probability of key recovery increases with an increase of the number of intercepted authentication sessions $n$ which, consequently, implies the increase of the total (key recovery) complexity as well. In order to achieve the success rate claimed in [13], it is necessary to significantly increase the overall complexity budget of the algorithm. In the case of the HB# protocol it is necessary to use $n = 1634$ instead of 1382 (increase of 18%), and in the case of the Random-HB# protocol it is necessary to use $n = 4196$ instead of 2697 (increase of 55%).

(e) **Employment of block optimization in the advanced version of the OOV-MIM attack leads to precision loss.** Ouafi et al. [13] propose an optimization of the basic, bit-by-bit version of the attack. The optimization is based on splitting the vectors into blocks and measuring weight of
blocks instead of individual bits. This way, the total number of measurements, and consequently the complexity of the attack, decreases. However, we experimentally demonstrate that this optimization leads to deterioration of the key recovery probability. We also provide an adequate rationale and explanation for this finding.

Figure 4. Probability of correct noise vector recovery (Algorithm 2) in the OOV attack depends on mutual cancelation of errors produced by Algorithm 1. If the weight of a noise vector has been correctly measured, the probability that Algorithm 2 will correctly recover the bits of the vector is negligible. Practically, the only way Algorithm 2 can recover the noise vector is that to initially incorrectly estimate its weight, and then rely on the fact that the error made in the bits guessing procedure can neutralize the previous error.

4. Analysis of Algorithm 1—The Core Component of the Attack against the HB# Protocols

We have implemented and simulated the core component of the OOV attack (Algorithm 1) in MATLAB (The MathWorks Inc., Natick, Massachusetts). The results reveal incorrectness regarding the output of Algorithm 1, i.e., the Hamming weight estimate. This section provides details about initial experimental evaluation of Algorithm 1.

4.1. Acceptance Rates and the OOV Weight Estimates

The authors in [13] point out two probabilistic approximations:

\[
\frac{c}{n} \approx P(\overline{w}) = \Pr[\|e \oplus \overline{e}\| \leq thr]
\]  

(6)
\[ P(\overline{w}) \approx \Phi \left( \frac{thr - (m - \overline{w})\tau - \overline{w}(1 - \tau)}{\sqrt{m\tau(1 - \tau)}} \right) \tag{7} \]

and afterwards, they join them into one approximation \( \frac{c}{n} \approx \Phi \left( \frac{thr - (m - \overline{w})\tau - \overline{w}(1 - \tau)}{\sqrt{m\tau(1 - \tau)}} \right) \) which is used to estimate the weight \( \overline{w} \) in Algorithm 1:

\[
\overline{w} \approx \left[ thr - m\tau - \Phi^{-1} \left( \frac{c}{n} \right) \sqrt{m\tau(1 - \tau)} \right] / (1 - 2\tau) \tag{8}
\]

The first approximation \( \frac{c}{n} \approx P(\overline{w}) \) is a direct consequence of the law of large numbers. The second one \( \Pr[\|\underline{e} \oplus \overline{e}\| \leq \text{thr}] \approx \Phi \left( \frac{thr - (m - \overline{w})\tau - \overline{w}(1 - \tau)}{\sqrt{m\tau(1 - \tau)}} \right) \) follows from the central limit theorem, where \( \underline{e} \oplus \overline{e} \) is a sum of independent Bernoulli random variables.

### 4.2. Erroneous Weight Estimate Using the OOV Algorithm

We conducted a series of experiments simulating the OOV attack proposed by Ouafi et al. [13]. First, we investigated the correctness and efficiency of Algorithm 1 for measuring the Hamming weight of a noise vector, which is a fundamental operation and complexity unit of the attack. Our focus was initially set on the noise vectors with the optimal Hamming weight. The optimal Hamming weight \( w_{\text{opt}} \) requires the minimal number \( n \) of intercepted authentication sessions (message modifications). The optimal weight is, consequently, such that the acceptance rate \( P(w_{\text{opt}}) \) is (closest to) \( \frac{1}{2} \). For parameter set II, the OOV paper marks weight 77 as optimal. Experimental results show that Algorithm 1 has a tendency to estimate the weight of the observed noise vector as lower than the actual value. Specifically, the noise vectors of the weight 77 were estimated as 76, those of the weight 78 as 77, and so on. We tested the algorithm with different number of modifications \( n \), in order to confirm whether the OOV estimate for \( n \) was large enough, i.e., if the detected error, was a consequence of underestimating \( n \). For each \( n \), 100,000 noise vectors with Hamming weight of 78 were generated and their weight was estimated using Algorithm 1. The experiments showed that by increasing \( n \), instead of better precision, the number of erroneous weight estimates increased as well. The results are presented in Table 1 and Figure 5.

![Figure 5](image-url) The increase in erroneous weight estimates with the increase of number of modifications. The observed sample consists of 100,000 noise vectors of the Hamming weight 78.
Table 1. The ratio of correct weight estimates gets smaller as the number of modifications increases.

| Number of Modifications | Ratio of Correct Estimates |
|-------------------------|-----------------------------|
| 5528 ¹                   | 0.0391                      |
| 10,788 ²                 | 0.0069                      |
| 12,000                   | 0.0048                      |
| 14,000                   | 0.0025                      |
| 16,000                   | 0.0015                      |
| 18,000                   | $6.3 \times 10^{-4}$        |

¹ The number of modifications used in the OOV algorithm for computing the Hamming weight of an error vector in case of the HB# protocol. $n = 4 \times \lceil \theta^2 R \rceil = 4 \times \lceil 2.265 \times 269.39 \rceil = 5528$. ² The number of modifications used in the OOV algorithm for computing the Hamming weight of an error vector in case of the Random-HB# protocol. $n = 4 \times \lceil \theta^2 R \rceil = 4 \times \lceil 3.164 \times 269.39 \rceil = 10788$.

From Table 1 we also see that the empirical probability of successful weight estimation for noise vectors of the optimal weight significantly deviates from the probability claimed in [13] which is equal to $1 - \text{erfc}(\theta)$, i.e., for the HB# protocol the claimed precision is 0.9986, and the empirical precision is 0.0391; for Random-HB# the claimed precision is 0.9999923, and the empirical precision is 0.0069.

Since the quality of the weight guessing procedure worsened as the number of modifications increased, we suspected that the problem may lay in the OOV acceptance rates. Figure 6 shows the difference between the acceptance rate expected values as given in [13] and the experimental results. The results show that as we are moving away from the optimal weight, the two curves get closer, but it is important to notice that in the central part of the graph, around the optimal weight, the curves are the most distant (see also Table 2). This difference explains the observed tendency of the OOV Algorithm 1 to estimate noise weight as 1 lower than the actual value, when the weight is close to the optimal.

Figure 6. Divergence between the OOV approximation and the experimental results of the acceptance rates for the noise vectors with the Hamming weight between 60 and 95. The detected divergence causes the OOV algorithm to make erroneous weight estimates.
As mentioned earlier, the optimal weight \( w_{\text{opt}} \) is the one for which \( P(w_{\text{opt}}) \) is closest to \( \frac{1}{2} \). It should be noted that this stands for the weight 78, and not 77, as stated in [13].

Further on, we have analyzed performance of the OOV weight estimate algorithm for noise vectors of different Hamming weights. Since almost all (~99%) noise vectors have the Hamming weight between 60 and 95 (this is after flipping \( (w_{\text{opt}} - m\tau)/(1 - 2\tau) \) bits in order to obtain a vector of the optimal weight from a vector of expected weight), we have focused on that interval and applied the OOV algorithm for weight estimate on a set of 20,000 randomly generated vectors. We have used 18,000 modifications which should give high success rate. Figure 7 shows that the percentage of correctly estimated weights is particularly low for the vectors closer to the optimal weight. Only 5.38% of the noise vector weights from the interval [60,95] are correctly guessed. This is in accordance and further confirms the previously observed deviation of the experimentally-obtained values shown in Figure 6 from the OOV approximation.

### Table 2. Difference between the OOV approximation and the experimental acceptance rates for the noise vectors with the Hamming weight close to \( w_{\text{opt}} \).

| Weight \( w \) | OOV Approximation \( P_{\text{OOV}}(w) \) | Experimental Res. \( P_{\text{exp}}(w) \) |
|---------------|-------------------------------|-------------------------------|
| 72            | 0.7116                        | 0.7382                        |
| 73            | 0.6736                        | 0.7024                        |
| 74            | 0.6338                        | 0.6643                        |
| 75            | 0.5925                        | 0.6244                        |
| 76            | 0.5501                        | 0.5830                        |
| 77            | 0.5072                        | 0.5405                        |
| 78            | 0.4642                        | 0.4975                        |
| 79            | 0.4215                        | 0.4544                        |
| 80            | 0.3798                        | 0.4117                        |
| 81            | 0.3395                        | 0.3699                        |
| 82            | 0.3009                        | 0.3295                        |

As mentioned earlier, the optimal weight \( w_{\text{opt}} \) is the one for which \( P(w_{\text{opt}}) \) is closest to \( \frac{1}{2} \). It should be noted that this stands for the weight 78, and not 77, as stated in [13].

5. Re-Evaluation of the Man-In-The-Middle Attack against HB# and Random-HB# Protocols

Algorithm 1 for weight estimation is used multiple times in the OOV attack. First, it is used for estimating the weight of the observed noise vector. Thereafter, the same algorithm is used to
discover bits of that vector. In this section we will elaborate on how the approximation used in the algorithm affects the recovery of the bits in the noise vector(s) and the overall key recovery. The results of our analysis refute the claims about the algorithm correctness, efficiency, and complexity given by Ouafi et al. [13]. Specifically, we evaluate the probability of the correct noise weight estimate, and further analyze how (in)correct weight estimate affects bit guessing. As in the OOV paper, our focus will be on the noise vectors with the optimal Hamming weight, since the complexity of a key recovery is lowest for such vectors. We show that the probability of the correct weight estimate is significantly lower than the probability of an error. We also show that when the weight is correctly estimated, the probability of the noise vector recovery (and consequently key recovery) is negligible (see Table 3).

### Table 3. Probability of successful noise vector recovery for HB# and Random-HB# protocols using the OOV algorithm, depending on the correctness of the initial weight estimate. Paradoxically, a noise vector can effectively be recovered only if its weight has initially been incorrectly estimated.

| Weight Estimate | Successful Noise Vector Recovery (HB#) | Successful Noise Vector Recovery (Random-HB#) |
|-----------------|----------------------------------------|----------------------------------------------|
| correct         | $2 \times 10^{-42}$                     | $5 \times 10^{-27}$                          |
| incorrect       | 0.5949                                  | 0.9802                                       |

Further, we study how the error in the weight estimate and the error in the bit guessing can unintentionally neutralize each other and produce a correct bit estimate. Nevertheless, in order to achieve the success rate claimed in [13], it will be necessary to significantly increase the overall complexity of the algorithm. We also show that the optimized (block-by-block) version of the algorithm cannot be applied straightforwardly with the same number of modifications $n$ that is used in the non-optimized (bit-by-bit) version, since that leads to deterioration in the key recovery success rate.

### 5.1. The Probability of Correct Weight Estimate

First, we determine the probability that an attacker will correctly guess the weight of a noise vector using the OOV algorithm, when the weight is optimal, i.e., equal to 78. For $n$ modifications, the number of acceptances $c$ follows a binomial distribution, as it a sum of independent Bernoulli random variables, each with the same parameter $P(78)$. From the central limit theorem, $\frac{c}{n}$ will follow a normal distribution:

$$N\left(P(78), \frac{P(78)(1-P(78))}{n}\right)$$

In order to evaluate the probability that the attacker will correctly guess the weight, we use experimentally obtained value for $P(78)$, i.e., $P_{\text{exp}}(78) = 0.4975$.

However, the OOV attack observes the "shifted" distribution $P_{\text{OOV}}$ (see Figure 8), and concludes that the noise vector’s weight is 78 iff:

$$\frac{c}{n} > P_{\text{OOV}}(78) - \frac{1}{2}(P_{\text{OOV}}(78) - P_{\text{OOV}}(79)) = 0.4428$$

and:

$$\frac{c}{n} < P_{\text{OOV}}(78) + \frac{1}{2}(P_{\text{OOV}}(77) - P_{\text{OOV}}(78)) = 0.4857.$$  

Since $\frac{c}{n}$ follows the distribution (9), the probability that it falls into the interval $(0.4428, 0.4857)$ is:

$$\Pr\left[0.4428 < \frac{c}{n} < 0.4857\right] = \Phi\left(\frac{0.4857 - P_{\text{exp}}(78)}{\sqrt{\frac{P_{\text{exp}}(78)(1-P_{\text{exp}}(78))}{n}}}\right) - \Phi\left(\frac{0.4428 - P_{\text{exp}}(78)}{\sqrt{\frac{P_{\text{exp}}(78)(1-P_{\text{exp}}(78))}{n}}}\right)$$

(12)
Table 4 shows the probability that the OOV algorithm will correctly estimate the weight of a noise vector whose weight is optimal, i.e., equal 78. We can see how this probability changes as \( n \) increases. For each \( n \) we provide analytical value obtained from the Formula (12) as well as the value from the experimental results.

![Figure 8. The probability of correct weight estimate: When the weight of the observed noise vector is optimal (\( \approx 78 \)), the experimental acceptance rate \( \frac{c}{n} \) follows the distribution \( \mathcal{N}(P_{\text{exp}}(78), \frac{P_{\text{exp}}(78)(1-P_{\text{exp}}(78))}{n}) \), while the OOV algorithm uses the approximation \( \mathcal{N}(P_{\text{OOV}}(78), \frac{P_{\text{OOV}}(78)(1-P_{\text{OOV}}(78))}{n}) \); the application of this approximation leads to high error rate in the weight estimation process.](image)

**Table 4.** Probability that the OOV algorithm will correctly estimate the weight of the noise vector whose weight is optimal (\( \approx 78 \)). Both analytically and experimentally obtained results demonstrate the algorithm has exceptionally low accuracy.

| \( n \)  | Formula | Experiments |
|--------|---------|-------------|
| 10,788 | 0.0071  | 0.0069      |
| 12,000 | 0.0048  | 0.0048      |
| 14,000 | 0.0026  | 0.0025      |
| 16,000 | 0.0014  | 0.0015      |
| 18,000 | \( 7.6 \times 10^{-4} \) | \( 6.3 \times 10^{-4} \) |

Based on the weight estimate, each bit of the noise vector is guessed. Hereinafter, we will analyze the error probability in the bit guessing process depending on the (in)correct weight estimate.

### 5.2. The Probability of an Incorrect 0-bit Guess when the Weight Estimate Is Correct

In the case when the observed bit is zero, after flipping it, the ratio \( \frac{c}{n} \) follows the normal distribution:

\[
\mathcal{N}(P(79), \frac{P(79)(1-P(79))}{n})
\]

\( (13) \)

In order to evaluate the probability that the attacker will incorrectly guess the bit, we use experimentally obtained value for \( P(79) \), i.e., \( P_{\text{exp}}(79) = 0.4544 \).

When the OOV algorithm correctly estimates the weight of the observed noise vector as 78, it will conclude that the flipped bit is zero iff (see Figure 9):

\[
\frac{c}{n} < P_{\text{OOV}}(78) = 0.4641
\]

\( (14) \)
Figure 9. The probability of an incorrect 0-bit guess when the weight estimate is correct: After flipping a 0-bit, acceptance rate $c_n$ follows the distribution $\mathcal{N}(p_{\text{exp}}(79), \frac{p_{\text{exp}}(79)(1-p_{\text{exp}}(79))}{n})$; knowing the weight of the noise vector (=78), the OOV algorithm estimates a bit as 0 iff $\frac{c_n}{p_{\text{exp}}(79)} < p_{\text{OOV}}(78)$.

Since $\frac{c_n}{p_{\text{exp}}(79)}$ follows the distribution (13), the probability of an error, i.e., that the bit will be wrongly evaluated as 1, is:

\[
\Pr\left[\frac{c_n}{p_{\text{exp}}(79)} < \frac{p_{\text{OOV}}(78)}{p_{\text{exp}}(79)}\right] = 1 - \Phi\left(\frac{p_{\text{OOV}}(78) - p_{\text{exp}}(79)}{\sqrt{\frac{p_{\text{exp}}(79)(1-p_{\text{exp}}(79))}{n}}}\right) \tag{15}
\]

Table 5 shows the probability that the OOV algorithm will wrongly estimate a zero-bit as a one-bit, when the noise vector weight is correctly estimated as 78. We can see how this probability changes as $n$ increases. For each $n$ we provide analytical value obtained from Formula (15) as well as the value from the experimental results. The error rates are too high and make it practically impossible to successfully recover the noise vector, as we will show in Section 5.6.

Table 5. Probability that the OOV algorithm will incorrectly estimate a zero bit of the noise vector whose weight is correctly estimated as 78.

| $n$   | Formula | Experiments |
|-------|---------|-------------|
| 2697  | 0.1537  | 0.1538      |
| 3000  | 0.1408  | 0.1377      |
| 3500  | 0.1224  | 0.1198      |
| 4000  | 0.1069  | 0.1099      |
| 4500  | 0.0937  | 0.0912      |

5.3. The Probability of an Incorrect One-Bit Guess when the Weight Estimate Is Correct

In the case when the observed bit is one, after flipping it, the ratio $\frac{c_n}{p_{\text{exp}}(77)}$ follows the normal distribution:

\[
\mathcal{N}\left(P(77), \frac{P(77)(1-P(77))}{n}\right) \tag{16}
\]

In order to evaluate the probability that the attacker will incorrectly guess the bit, we use experimentally obtained value for $P(77)$, i.e., $p_{\text{exp}}(77) = 0.5405$. 
When the OOV algorithm correctly estimates the weight of the observed noise vector as 78, it will conclude that a bit is one iff (see Figure 10):

\[ \frac{c}{n} > P_{OOV}(78) = 0.4641 \]  \hspace{1cm} (17)

Figure 10. The probability of an incorrect one-bit guess when the weight estimate is correct: After flipping a one-bit, acceptance rate \( \frac{c}{n} \) follows the distribution \( \mathcal{N}(P_{exp}(77), \frac{P_{exp}(77)(1-P_{exp}(77))}{n}) \); knowing the weight of the noise vector (=78), the OOV algorithm estimates a bit as 1 iff \( \frac{c}{n} > P_{OOV}(78) \).

Since \( \frac{c}{n} \) follows the distribution shown in Equation (16), the probability of an error, i.e., that the bit will be wrongly evaluated as zero, is:

\[ \Pr \left[ \frac{c}{n} < P_{OOV}(78) \right] = \Phi \left( \frac{P_{OOV}(78) - P_{exp}(77)}{\sqrt{\frac{P_{exp}(77)(1-P_{exp}(77))}{n}}} \right) \]  \hspace{1cm} (18)

Table 6 shows the probability that the OOV algorithm will wrongly estimate a one-bit as a zero-bit, when the noise vector weight is correctly estimated as 78. We can see how this probability changes as \( n \) increases. For each \( n \) we provide analytical value obtained from the Formula (18) as well as the value from the experimental results.

Table 6. Probability that the OOV algorithm will incorrectly estimate one-bit of the noise vector whose weight is correctly estimated as 78.

| \( n \)  | Formula       | Experiments |
|--------|--------------|-------------|
| 2697   | \( 8.75 \times 10^{-16} \) | 0           |
| 3000   | \( 2.37 \times 10^{-17} \) | 0           |
| 3500   | \( 6.21 \times 10^{-20} \) | 0           |
| 4000   | \( 1.64 \times 10^{-22} \) | 0           |
| 4500   | \( 4.37 \times 10^{-25} \) | 0           |
5.4. The Probability of an Incorrect Zero-Bit Guess When the Weight Estimate Is Incorrect

In the case when the observed bit is zero, the ratio \( \frac{c}{n} \) follows the normal distribution shown in Equation (13). When the OOV algorithm incorrectly estimates the weight of the observed noise vector as 77, it will conclude that a bit is zero if (see Figure 11):

\[
\frac{c}{n} < P_{\text{OOV}}(77) = 0.5072
\]  

(19)

![Figure 11. The probability of an incorrect zero-bit guess when the weight estimate is incorrect.](image)

Since \( \frac{c}{n} \) follows the distribution shown in Equation (13), the probability of an error, i.e., that the bit will be wrongly evaluated as 1, is:

\[
\Pr \left[ P_{\text{OOV}}(77) < \frac{c}{n} \right] = 1 - \Phi \left( \frac{P_{\text{OOV}}(77) - \mu_{\text{exp}}(79)}{\sqrt{\frac{\sigma_{\text{exp}}^2(79)}{n} \left(1 - \mu_{\text{exp}}(79)\right)}} \right)
\]  

(20)

Table 7 shows the probability that the OOV algorithm will wrongly estimate a zero-bit as a one-bit, when the noise vector weight is incorrectly estimated as 77. We can see how this probability changes as \( n \) increases. For each \( n \) we provide analytical value obtained from the Formula (20) as well as the value from the experimental results. The results demonstrate that the error made in the initial weight estimate can be neutralized during the bit guessing process and produce correct bit estimate.

| \( n \)  | Formula  | Experiments |
|--------|----------|-------------|
| 2697   | 1.80 \times 10^{-8} | 0           |
| 3000   | 3.12 \times 10^{-9} | 0           |
| 3500   | 1.74 \times 10^{-10} | 0           |
| 4000   | 9.78 \times 10^{-12} | 0           |
| 4500   | 5.55 \times 10^{-13} | 0           |
5.5. The Probability of an Incorrect One-Bit Guess when the Weight Estimate Is Incorrect

In the case when the observed bit is 1, after flipping it, the ratio \( \frac{c}{n} \) follows the normal distribution (16). When the OOV algorithm incorrectly estimates the weight of the observed noise vector as 77, it will conclude that a bit is 1 iff (see Figure 12):

\[
\frac{c}{n} > P_{OOV}(77) = 0.5072
\]  

(21)

Figure 12. The probability of an incorrect one-bit guess when the weight estimate is incorrect: After flipping a one-bit of a noise vector whose weight is optimal (=78), its acceptance rate \( \frac{c}{n} \) follows the distribution \( N\left(P_{exp}(77), \frac{P_{exp}(77)(1-P_{exp}(77))}{n}\right) \), nevertheless, after incorrectly estimating the weight of the vector as 77, the OOV algorithm estimates a bit as 1 iff \( \frac{c}{n} > P_{OOV}(77) \).

Since \( \frac{c}{n} \) follows the distribution (16), the probability of an error, i.e., that the bit will be wrongly evaluated as zero, is:

\[
\Pr\left[ \frac{c}{n} < P_{OOV}(77) \right] = \Phi\left( \frac{P_{OOV}(77) - P_{exp}(77)}{\sqrt{\frac{P_{exp}(77)(1-P_{exp}(77))}{n}}} \right)
\]  

(22)

Table 8 shows the probability that the OOV algorithm will wrongly estimate a one-bit as a zero-bit, when the noise vector weight is incorrectly estimated as 77. We can see how this probability changes as \( n \) increases. For each \( n \) we provide analytical value obtained from the Formula (22) as well as the value from the experimental results. The results demonstrate that the error made in the initial weight estimate can be neutralized to some extent during the bit guessing process and produce correct bit estimate (the error rates are still somewhat higher than claim, for example, \( n = 2697 \) should limit the error to \( 3.8 \times 10^{-6} \) (see [13] and Section 5.6)).

| \( n \) | Formula     | Experiments |
|--------|-------------|-------------|
| 2697   | 2.57 \times 10^{-4} | 2.60 \times 10^{-4} |
| 3000   | 1.24 \times 10^{-4} | 9.00 \times 10^{-5} |
| 3500   | 3.80 \times 10^{-5} | 4.33 \times 10^{-5} |
| 4500   | 3.62 \times 10^{-6} | 3.61 \times 10^{-6} |
5.6. Key Recovery Probability

Previous analysis shows how the erroneous OOV Algorithm 1 for weight estimation, which uses the approximation that is not precise enough, can make two errors (the first one when estimating the weight of the original noise vector, and the second one when estimating its weight after flipping a bit), but the two errors can unintendedly cancel each other and output correct bit guess. Furthermore, the attacker can incorrectly estimate the weight, but correctly recover all the bits, and discover that the observed vector has one bit more than it is expected, having in mind the initial noise vector’s weight estimate. On the other hand, a greater problem occurs when the attacker correctly guesses the weight, but the two errors can unintendedly cancel each other and output correct bit guess. Furthermore, the approximation that is not precise enough, can make two errors (the first one when estimating the weight of the original noise vector, and the second one when estimating its weight after flipping a bit), but the two errors can unintendedly cancel each other and output correct bit guess. Therefore, the attacker can incorrectly estimate the weight, but correctly recover all the bits, and discover that the observed vector has one bit more than it is expected, having in mind the initial noise vector’s weight estimate. On the other hand, a greater problem occurs when the attacker correctly guesses the weight, but the two errors can unintendedly cancel each other and output correct bit guess. Furthermore, the approximation that is not precise enough, can make two errors (the first one when estimating the weight of the original noise vector, and the second one when estimating its weight after flipping a bit), but the two errors can unintendedly cancel each other and output correct bit guess.

Based on the probabilities derived in Sections 5.1–5.5, we can calculate the probability of the successful recovery of a noise vector whose weight is optimal.

If the weight of a vector has been correctly estimated, the probability of success is:

\[
1 - \Phi \left( \frac{P_{OOV}(78) - P_{exp}(77)}{\sqrt{P_{exp}(77)(1-P_{exp}(77))}} \right)^{78} \Phi \left( \frac{P_{OOV}(78) - P_{exp}(79)}{\sqrt{P_{exp}(79)(1-P_{exp}(79))}} \right)^{m-78}
\]

For the parameter set II, this probability is equal to \(2 \times 10^{-42}\) for the HB# protocol, and \(5 \times 10^{-27}\) for the Random-HB# protocol. On the other hand, if the weight of a vector has been incorrectly estimated as 77, the probability of correct bits recovery is:

\[
1 - \Phi \left( \frac{P_{OOV}(77) - P_{exp}(77)}{\sqrt{P_{exp}(77)(1-P_{exp}(77))}} \right)^{78} \Phi \left( \frac{P_{OOV}(77) - P_{exp}(79)}{\sqrt{P_{exp}(79)(1-P_{exp}(79))}} \right)^{m-78}
\]

For parameter set II, this probability is equal to 0.5949 for the HB# protocol, and 0.9802 for the Random-HB# protocol.

Since the probability that all bits of a noise vector, whose weight is optimal, will be correctly guessed after the weight has been estimated correctly is negligible, in order for the OOV attack to be successful, it is important that the optimal weight of this noise vector is estimated as (one) lower than its actual value. The OOV algorithm estimates the weight as 77 iff:

\[
\frac{c}{n} > P_{OOV}(77) - \frac{1}{2}(P_{OOV}(77) - P_{OOV}(78)) = 0.4857
\]

and:

\[
\frac{c}{n} < P_{OOV}(77) + \frac{1}{2}(P_{OOV}(76) - P_{OOV}(77)) = 0.5287.
\]

Since \(\frac{c}{n}\) follows the distribution \(\mathcal{N}\left(\frac{P_{exp}(78)}{n}, \frac{P_{exp}(78)(1-P_{exp}(78))}{n}\right)\), the probability that it falls into the interval (0.4857, 0.5287) is:

\[
\Phi \left( \frac{0.4857-P_{exp}(78)}{\sqrt{P_{exp}(78)(1-P_{exp}(78))}} \right) - \Phi \left( \frac{0.5287-P_{exp}(78)}{\sqrt{P_{exp}(78)(1-P_{exp}(78))}} \right)
\]

(27)
For the parameter set II, this probability is equal 0.9605 for the HB# protocol, and 0.9929 for the Random-HB# protocol. Let us notice that the probability that the weight of the noise vector whose weight is 78 will be estimated as something other than 77 or 78 is negligible.

In order to recover a key, an attacker needs 592 noise vectors in case of Random-HB# and four noise vectors in case of the HB# protocol. Hence, the probability an attacker will recover the key is equal \( 0.9929^{592} \times 0.9802^{592} = \frac{1}{10} - 7 \) in case of the Random-HB# protocol. In case of the HB# protocol, an attacker needs 1472 bits which correspond to three complete noise vectors and 149 bits of the fourth noise vector. The probability that 149 bits will be correctly estimated, when the weight is incorrectly estimated as 77 is:

\[
1 - \Phi \left( \frac{P_{OOV}(77) - P_{exp}(77)}{\sqrt{\frac{P_{exp}(77)(1-P_{exp}(77))}{n}}} \right)^{149\tau} \Phi \left( \frac{P_{OOV}(77) - P_{exp}(79)}{\sqrt{\frac{P_{exp}(79)(1-P_{exp}(79))}{n}}} \right)^{149(1-\tau)}
\]

where \( \tau \) denotes the probability that a bit is 1, and \( \tau = 0.125 \) for the parameter set II.

The probability (28) is equal 0.8818, and the probability the attacker will recover the key in the HB# protocol is 0.9605\(^4 \times 0.5949^3 \times 0.8818 = 0.158\). Figures 13 and 14 show how key recovery probability increases with an increase of the number of modifications \( n \) and, consequently, the increase of the total (key recovery) complexity. In the OOV paper, for selected \( n \), which is equal 1382 for the HB# protocol and 2697 for the Random-HB# protocol, claimed error probability in the bit recovery process is \( \frac{1}{2}erfc(\theta) \). Thus, the error probability on a bit level is \( \frac{1}{2}erfc(2.265) = 6.8 \times 10^{-4} \) for HB# and \( \frac{1}{2}erfc(3.164) = 3.8 \times 10^{-6} \) for Random-HB#. At the same time, the error probability in the weight estimate process is equal \( erfc(\theta) \). Based on this, we can derive that the claimed probability of a successful key recovery for the OOV algorithm is:

\[
(1 - erfc(2.265))^{4}(1 - \frac{1}{2}erfc(2.265))^{1472} \tag{29}
\]

for HB# and:

\[
(1 - erfc(3.164))^{592}(1 - \frac{1}{2}erfc(3.164))^{592\times441} \tag{30}
\]

for Random-HB#, which in both cases gives 0.37. However, as we have shown, due to the use of the approximation that is not precise (and fine) enough for this application, the actual probability is different and is equal 0.158 for HB# and \( 10^{-7} \) for Random-HB#. The claimed precision can be achieved by increasing the number of modifications \( n \) and, consequently, the total complexity of the key recovery algorithm. In case of the HB# protocol it is necessary to set \( n \) to 1634 instead of 1382 (an increase of 18%). In case of the Random-HB# protocol it is necessary to set \( n \) to 4196 instead of 2697 (an increase of 55%).
Figure 13. The increase rate of the key recovery probability of the OOV algorithm for the HB# protocol depending on the number of modifications $n$ and total key recovery complexity. In order to achieve the attack precision claimed in [13], the number of modifications, i.e., the complexity of the attack, should be increased by 18%.

Figure 14. The increase rate of the key recovery probability of the OOV algorithm for the Random-HB# protocol depending on the number of modifications $n$ and total key recovery complexity respectively. In order to achieve the attack precision claimed in [13], the number of per-bit modifications, i.e., the complexity of the attack, should be increased by 55%.
5.7. Loss of Precision with Block Optimization

The authors in [13] noted that the basic OOV algorithm (bit-by-bit recovery of the noise vector) can be optimized using an adaptive solution to the weighting problem [28]. Namely, instead of the approach where each bit of the noise vector is evaluated separately, the authors proposed an optimized algorithm which divides the vector into $k$-bit windows and recovers the bits by measuring the weight using the following recursive procedure: (i) for each $k$-bit window, estimate its weight, (ii) if the weight estimate is not equal either zero or the window size, split the window into two windows of the same length and measure each of them, taking into account the partial information obtained by the previous measurements. This leads to a lower number of measurements necessary to recover the noise vector, compared to the bit-by-bit algorithm. The authors examined the algorithm behavior for different window sizes and discovered that the optimal results (i.e., lowest complexity) is obtained for $k = 8$.

The non-optimized (bit-by-bit) version of the algorithm takes $m$ measurements in order to recover the noise vector of length $m$, while the optimized (block-by-block) algorithm takes $\left\lceil \frac{m}{k} \right\rceil \cdot C(k)$ measurements, where $C(k)$ is the average number of measurements needed to recover the bits in a $k$-bit window. For the parameter set II, $C(k)$ is equal 3.3585. The authors in [13] use the same number of modifications $n$ for both bit-by-bit and block-by-block version of the algorithm, and thus reduce the complexity of the optimized algorithm by the factor of $\frac{m}{k} \cdot C(k) = 2.33$ in comparison to the non-optimized version.

Let us notice that in Algorithm 3 from [13] (the algorithm for finding errors in $j$-bit windows) at 8th line, the number of modifications used for estimating the weight of a sub-block is given with the factor 4, but there are two strong reasons to consider this as a slip in the pseudocode specification: (a) this is in contradiction with Formula (7) from [13] that gives the complexity of the OOV attack, and (b) if the complexity of the optimized algorithm was calculated with the factor 4, it would be higher than the complexity of the non-optimized algorithm.

The experiments we conducted showed that if the block-by-block algorithm uses the same number of modifications $n$ as the bit-by-bit version, the precision, i.e., key recover probability, decreases. Namely, for the HB# protocol and the parameter set II, the block-by-block algorithm for $n = 1382$ correctly recovered 122 keys out of 5000, which gives the precision of 0.0244, while the precision of the bit-by-bit version is 0.158.

These results can be explained by the following: when evaluating bits of a noise vector (whose weight is optimal), the bit-by-bit algorithm always decides if the weight of the vector changed to $w_{\text{opt}} - 1$ or $w_{\text{opt}} + 1$ after flipping the observed bit, while in the case of the block-by-block optimization, all the bits in the block are flipped together and the decision has to be made between multiple possible weights. For example, for a block of the size $k = 8$, after flipping eight bits, new weight of the observed noise vector is equal $w_{\text{opt}} + k - 2i$, where $i$ is the number of one-bits in that block. Since $i$ is unknown, the algorithm has to decide between the following nine possible weights: $w_{\text{opt}} - 8, w_{\text{opt}} - 6, w_{\text{opt}} - 4, w_{\text{opt}} - 2, w_{\text{opt}}, w_{\text{opt}} + 2, w_{\text{opt}} + 4, w_{\text{opt}} + 6, w_{\text{opt}} + 8$. However, in order to decide between, for example, weights $w_{\text{opt}} + 6$ and $w_{\text{opt}} + 8$ (in general, the weights that are further from the optimal), a number of modifications larger than the one for deciding between $w_{\text{opt}} - 1$ and $w_{\text{opt}} + 1$ has to be used in order to preserve the key recovery precision. This is not related to the quality of the acceptance rate approximation used in [13] and similar behavior should be noticed if the correct acceptance rate values are used.

6. Conclusions

The detailed evaluation and analysis presented in this paper provide additional insights on the OOV-MIM algorithm and these findings should be taken into account if the algorithm is employed in certain practical scenarios. The output of the core element of the OOV-MIM attack, Algorithm 1, depends on the approximation of the probability distributions which is shown to be not precise enough for this particular application. Due to this, Algorithm 1 gives erroneous results and, moreover,
it cannot be corrected by increasing the “sample” size (number of interrupted authentication sessions). However, as a very interesting issue, this paper points out that the errors that result from Algorithm 1 can, unintendedly, cancel each other so that the resulting effect is not as “disastrous” as it could be. Nevertheless, this affects the total complexity of the attack.

An interesting issue for a future work would be to derive the exact probability distribution and find a better approximation to be used instead the one employed in [13]. Additionally, a challenge is the development of improved MIM attacks against the HB-class of authentication protocols.
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