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Semantic segmentation, i.e. assigning each pixel in an image a class to which it belongs, can be a part of the implementation for the perception model of autonomous vehicles. Over the last years multiple powerful neural network architectures for solving this task have been developed. In this work, a simple lightweight but modular, fully convolutional encoder-decoder network has been implemented and multiple, publicly available pre-trained classification networks are evaluated on their encoder performance on the Cityscapes \cite{8} benchmark dataset with respect to their accuracy and their inference speed.

1 Introduction

A neural network solving the task of semantic image segmentation for \( N_C \) classes is a map \( F: I \rightarrow O \), where \( I := \mathbb{R}^{c \times h \times w} \) is the space of all images with \( c \) channels and spatial dimensions \( h \) and \( w \), while \( O := [0, 1]^{N_C \times h \times w} \) is the output space of all per pixel probability distributions of \( N_C \) classes. The output \( F(x) \) for an image \( x \) is the predicted class distribution for each pixel across spatial dimensions. Since the inception of the field of learned segmentation models, numerous network architectures have been developed to improve the prediction accuracy. If the network can be decomposed to the form \( F = F_d \circ F_e \), where \( F_e: I \rightarrow Z \) is an encoder that maps images to some latent space \( Z \) and \( F_d: Z \rightarrow O \) decodes variables from the latent space into the per pixel distribution of classes, we say \( F \) is an encoder-decoder network.

Many segmentation architectures such as Deeplab \cite{1}, PSPNet \cite{2} and others utilize the convolutional part of popular image classifiers such as resnets \cite{3} or densenets \cite{4} as their encoder. During the training process the encoder stages are often pre-trained, i.e. initialized to weights given by solving a classification task to get a more meaningful starting point for the optimization. In real time applications, the choice of network architecture and especially the choice of encoder, which is often the most computationally expensive part of the model, is constrained by requirements on the inference speed. In the following, an encoder-decoder model for semantic segmentation is introduced and a range of pre-trained encoder networks that are publicly available within the PyTorch \cite{5} model zoo are evaluated on their effect on prediction accuracy and inference speed.

2 Network Architecture

The proposed network architecture combines ideas from the classical U-net \cite{6} approach with the atrous spatial pyramid pooling (ASPP) introduced with Deeplab \cite{1}. An illustration of the architecture can be seen in Fig. 1. After the last encoder layer, the encoder output is passed to the decoder which applies ASPP and upscales using bilinear upsampling. To equalize decoder complexity for arbitrary encoder networks a channel reduction is performed via \( 1 \times 1 \) convolutions. The ASPP output is upsampled to a quarter of the input size and concatenated with the quarter scale encoder features and the upsampled eighth scale encoder features. Final upsampling back to height and width of the original input image and prediction is done via dense upsampling convolution \cite{7}. For a more detailed insight into the architecture and its implementation see \cite{9}.

3 Training and Evaluation

All models are implemented in Pytorch and trained using two RTX2080Tis on the Cityscapes segmentation benchmark dataset. The encoders are initialized with publicly available weights obtained by training classification on the Imagenet dataset. Models
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are trained with a batch size of 14 on square patches with 768px in width, which are randomly sampled from the finely annotated training subset of the dataset. Prior to selecting patches data augmentation is used, e.g. training images are randomly scaled between 50% and 200% in size, randomly mirrored horizontally, altered in histogram and color as well as having gaussian noise applied. To reduce the memory footprint during the learning phase, the networks are trained using half precision floats. We are employing the Adamax optimizer with a base learning rate of 0.004 for the decoder and 0.001 for the encoder. The learning rate is lowered by a factor of 0.4 at epochs 80, 160, 240, and 280 with 300 training epochs in total.

Table 1 shows the results of all trained models with respect to the encoder network used. The model accuracy is measured by the mean intersection over union achieved on the Cityscapes validation dataset, while the inference speed is measured by the achieved frames per second during prediction on 500 images. To indicate model complexity both the number of multiply-add computations (MACs) and the models total number of parameters is given. All numbers are obtained on full resolution input images of size 2048px by 1024px evaluated on a single RTX2080Ti.

Overall, all encoders behave somewhat similarly in accuracy, falling into a three percentage point window between 74.3% and 77.3% mIOU. Computational complexity varies wildly however, with the encoders mobilenet v2, resnet18 and resnet34 achieving real-time capability, i.e. inference faster than 20 fps. Fig. 2 shows the relationship between inference time and prediction accuracy. Modern networks are either very fast or very accurate, with the resnet34 based model falling somewhere in between. The older VGG classifiers fall short in terms of both accuracy as well as speed.
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