Abstract

In this paper, we proposed a novel deep-learning method called Inception LSTM for video frame prediction. A standard convolutional LSTM uses a single size kernel for each of its gates. Having multiple kernel sizes within a single gate would provide a richer features that would otherwise not be possible with a single kernel. Our key idea is to introduce inception like kernels within the LSTM gates to capture features from a bigger area of the image while retaining the fine resolution of small information. We implemented the proposed idea of inception LSTM network on PredNet network with both inception version 1 and inception version 2 modules. The proposed idea was evaluated on both KITTI and KTH data. Our results show that the Inception LSTM has better predictive performance compared to convolutional LSTM. We also observe that LSTM with Inception version 1 has better predictive performance compared to Inception version 2, but Inception version 2 has less computational cost.

Introduction

Video frame prediction has generated a lot of interest given its utility in several computer vision applications such as video transcoding, video frame synthesis, autonomous vehicle navigation and robotic motion planning. Both convolutional recurrent neural network and inception neural network architectures were proven to be quite successful in image processing. Recent work by Shi et. al. (Xingjian et al. 2015) and Lotter et. al. (Lotter, Kreiman, and Cox 2016) demonstrate the effectiveness of convolutional LSTM, where the affine weight multiplication is replaced with convolutions for processing image sequences. The standard convolutional LSTM has a fixed kernel size for all the gates. Inception neural networks (Szegedy et al. 2015) use multiple kernel sizes for each convolution that has a different receptive field. This makes the inception network adaptable to varying scales of objects in the image.

This paper introduces a novel Inception-inspired LSTM architecture that uses multiple-kernels with different sizes for each input gate within the LSTM. The idea of using different kernel sizes to capture the magnitude of motion (i.e. slow vs fast motion) in sequence of images was originally inspired from convolutional LSTM from Shi et. al. (Xingjian et al. 2015). But the kernel size in convolution LSTM is typically set as a hyper parameter. In our proposed architecture, we incorporated multiple-kernels with different sizes. These kernels are passed to the gate activation functions by concatenating multiple kernels. The proposed model is implemented with two variations of inception, namely inception-v1 and inception-v2 networks. The proposed model is compared with two standard widely used video frame prediction data-sets, namely Kitti and KTH.

The Inception LSTM

The general idea of Inception LSTM is to introduce an inception layer that has the ability to perform convolution with multiple kernel sizes instead of a single kernel. Inception v1 (Szegedy et al. 2016) architecture has 3 different kernels with sizes \(1 \times 1, 3 \times 3\), and \(5 \times 5\). In the case of Inception v2, the \(5 \times 5\) is replaced with 2 stacked \(3 \times 3\) kernels. Figure 1 shows the architecture of Inception LSTM cell with Inception v2. We can see that the modified inception module (without max pooling and the \(1 \times 1\) kernel) is added to each gate in the LSTM cell.

The equations for Inception LSTM v2 are given by:
with the exception of weights.

The source code for this implementation is made available at https://github.com/matinhosseiny/Inception-inspired-LSTM-for-Video-frame-Prediction. The proposed models are compared using widely accepted KITTI (Geiger et al. 2013) and walking video data from KTH (Schüldt, Laptev, and Caputo 2004) data sets. Three quantitative measures were used for performance comparison. The Mean Squared Error (MSE), the Structural Similarity Index (SSIM) and Mean Absolute Error (MAE).

Table 1 provides performance comparison of the proposed Inception LSTM (version 1 and version 2) with convolutional LSTM for the KITTI and KTH data sets. Inception version 1 has the best performance with respect to MSE. The original PredNet uses 150 epochs for training. We use only 50 epochs in our model for all the experimental results. We can observe that Inception LSTM with 3-layer outperforms 4-layer convolutional LSTM.

**Discussion and Conclusions**

This paper presents Inception LSTM architecture for video frame prediction. We observe that larger range of kernels create a rich feature set that help improve prediction accuracy. The proposed model made some minor modifications to the original Inception module by removing the max pooling and 1x1 convolution. We observed that both versions of Inception-inspired LSTM show performance improvements when compared to the original convolutional LSTM.
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