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Abstract

In this letter, we investigate joint application of reconfigurable intelligent surface (RIS) and vertical beamforming in cognitive radio networks (CRN). After properly modeling the network, an optimization problem is formed to jointly design the beamforming vector and tilt angle at the secondary base station (BS) as well as the phase shifts at the RIS with the objective of maximizing spectral efficiency of the secondary network. The optimization problem is non-convex; thus, we propose an efficient solution method for it. Numerical results show that adding a RIS and optimizing the radiation orientation, can significantly improve performance of the CRNs.
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I. INTRODUCTION

Recently, reconfigurable intelligent surface (RIS), also known as intelligent reflecting surface (IRS), has been considered as a key technology to manipulate the wireless propagation environment for achieving various objectives [1]. An RIS-aided network comprises a programmable meta-surface with massive reflecting elements that their phases are optimized in a way to improve
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some metrics such as interference reduction, security enhancement, and energy efficiency [2] - [5].

On the other hand, another well-known technique for improving the spectrum usage in wireless channels is cognitive radio which has always been known as a promising candidate for evolving the wireless networks [6]. RIS technology can be used in the cognitive radio networks (CRN) for further improvement in spectrum efficiency. In [7], the authors maximized the achievable weighted sum rate of the secondary system in an RIS-aided multiple-input multiple-output (MIMO) CRN wherein the precoding vector of the secondary base station (SBS) and the phase shifts of the RIS were jointly optimized. Authors in [8] and [9] maximized the achievable rate of the secondary system in a single-RIS-assisted downlink multiple-input single-output (MISO) CRN and in a multi-RIS-assisted downlink MISO CRN through joint optimization of the beamforming of the secondary transmitter and the RIS’s phases. A similar optimization approach was proposed in [10] - [12] to address the resource allocation and spectrum sharing problems in the RIS-assisted CRNs. Moreover, in [13], it was illustrated how to equip CRNs with RIS to solve the security issue attributed to CRNs.

In addition to the above technologies, three dimensional (3D) beamforming is another evolving technology in new generations of wireless networks in which the radiation pattern of the base station (BS) in the elevation and azimuth domains are carefully adjusted to improve signal reception at some desired locations [14]. Because of the low sensitivity of the radiation pattern to the azimuth angle, 3D beamforming usually leads to optimization of the tilt angle, and, therefore, is also known as the vertical beamforming [15]. Particularly, vertical beamforming is useful for improving different network metrics such as spectral and energy efficiencies and security [16]. Vertical beamforming can also be jointly used with the RIS technology for more improvement in the network performance. The authors in [17] contemplated a BS with 3D beamforming capability to provide more degrees of freedom in design and deployment of the RIS-assisted MISO networks.

In this letter, we show how the performance of a CRN is improved by equipping it with an RIS and vertical beamforming mechanism at the SBS. In this way, we first propose a system model including a primary base station (PBS), an SBS and an RIS that helps both BSs in their signal transmissions. While both BSs are equipped with multiple antennas, only the SBS has the capability of vertical beamforming. Then, we aim to maximize the spectral efficiency (SE) of the secondary network by jointly optimizing the beamforming vector and tilt angle at the SBS and
the phase shifts at the RIS. The proposed joint optimization problem is non-convex and hence we propose an efficient method to solve it. Specifically, we utilize alternative optimization and semidefinite relaxation (SDR) techniques to iteratively optimize the variables. We further extend the results to the 3D beamforming case. Also, we calculate the complexity of our proposed method. Numerical results illustrate that the performance of the CRNs can considerably improve when the tilt angle radiates in the direction of the RIS, and also the SE of the system gets better when the number of reflecting elements of the RIS increases.

![System Model of the RIS-aided cognitive radio network.](image)

II. SYSTEM MODEL

As illustrated in Fig. 1, we consider the downlink transmission of an MISO CRN using underlay spectrum sharing. The network consists of a primary and a secondary system. The primary system consists of a PBS equipped with $N_p$ antennas that serves a single-antenna primary user (PU). Also, the secondary system consists of an SBS equipped with $N_s$ antennas that serves a single-antenna secondary user (SU). Furthermore, an RIS comprising $N$ reflecting elements is deployed to assist both primary and secondary transmissions. The SBS is equipped with a full-dimensional array of antennas that adopts an optimized beamforming vector and tilt angle to transmit signals to its intended receivers by the help of the RIS. Besides, we only consider the first-order reflection from the RIS due to the significantly path loss.

In Fig. 1, $G \in \mathbb{C}^{N \times N_s}$ denotes the channel matrix between the SBS and the RIS. Also, $v \in \mathbb{C}^{N \times 1}$ and $u \in \mathbb{C}^{N \times 1}$ are the channel vectors between the RIS and the PU and SU,
respectively. In addition, \( h_p \in \mathbb{C}^{N_p \times 1} \) and \( h_s \in \mathbb{C}^{N_s \times 1} \) denote the channel vectors between the PBS and SBS and the PU and SU, respectively. Moreover, \( f_p \in \mathbb{C}^{N_s \times 1} \) and \( f_s \in \mathbb{C}^{N_p \times 1} \) are the interference channel vectors between the SBS and PBS and the PU and SU, respectively.

Note that to employ vertical beamforming, we model the vertical antenna attenuation (pattern) at the SBS as follows [17]

\[
a^x_V(\theta_{\text{tilt}}, \theta_x) = -\min \left[ 12 \left( \frac{\theta_x - \theta_{\text{tilt}}}{\theta_{3dB}} \right)^2, SLA_V \right],
\]

where \( x \in \{d, r, i\} \) and \( \theta_d, \theta_r \) and \( \theta_i \) are the elevation angles of the SU, RIS and PU, respectively. Moreover, \( \theta_{\text{tilt}} \) is the vertical tilt angle, \( \theta_{3dB} \) is the vertical 3 dB beamwidth, and \( SLA_V \) is the maximum side-lobe level where it is usually assumed that \( SLA_V = \infty \). Since \( \theta_x \) is fixed for given positions for the users and RIS, we define the vertical antenna attenuation (pattern) as \( a^x_V(\theta_{\text{tilt}}) \), or in linear scale as \( A^x_V(\theta_{\text{tilt}}) \). Therefore, the received signal at the RIS can be written as

\[
r_r = \sqrt{A^r_V(\theta_{\text{tilt}})} \Phi G w_s s_s,
\]

where \( \Phi \triangleq \text{diag}(\phi) = \text{diag}(\phi_1, \phi_2, ..., \phi_N) \) is a diagonal matrix accounting for the effective phase shifts applied by all passive RIS reflecting elements, where \( \phi_n = e^{j\alpha_n}, \forall n = 1, ..., N \). Moreover, \( w_s \) is beamforming vector at the SBS. Also, \( s_s \) denotes the normalized data signal transmitted by the SBS.

After reflecting from the RIS, the received signals at the SU and PU are as follows, respectively

\[
r_s = \sqrt{A^d_V(\theta_{\text{tilt}})} h^H s_s + \sqrt{A^i_V(\theta_{\text{tilt}})} f^H p p_p s_p + \sqrt{u^H r_r} + n_s,
\]

\[
r_p = h^H p p_p s_p + \sqrt{v^H r_r} + n_p,
\]

where \( w_p \) is beamforming vector at the PBS. Furthermore, \( s_p \) denotes the normalized data signal transmitted by the PBS. Also, \( n_s, n_p \in \mathcal{CN}(0, \sigma_n^2) \) signify circularly-symmetric complex Gaussian (CSCG) noise at the SU and PU, respectively.

In this paper, we aim to maximize the SE of the secondary system. To this end, we first derive the SE of the secondary system in terms of the network parameters including the SBS tilt angle, \(^1\)To maximize the signal reflection of the RIS, the reflection amplitude is set as one. \(^1\)
beamforming vector and RIS phase shifts, and then maximize the SE through an optimization problem.

Specifically, based on (3), the signal-to-interference-plus-noise ratio (SINR) of the SU can be expressed as

$$SINR_s = \left| \frac{\sqrt{A_d V_{\theta \text{tilt}}} h_s^H + \sqrt{A_r V_{\theta \text{tilt}}} u^H \Phi G}{\sigma_n^2 + |f_s^H w_p|^2} \right|^2. \quad (5)$$

Then, the secondary SE is obtained as

$$SE_s = \log_2 \left( 1 + SINR_s \right). \quad (6)$$

According to the above, to maximize the $SE_s$, we formulate an optimization problem as follows

$$\max_{\Phi, \theta_{\text{tilt}}, w_s} \log_2 \left( 1 + \left| \frac{\sqrt{A_d V_{\theta \text{tilt}}} h_s^H + \sqrt{A_r V_{\theta \text{tilt}}} u^H \Phi G}{\sigma_n^2 + |f_s^H w_p|^2} \right|^2 \right)$$

$$s.t. \ C_1 : \left| \frac{\sqrt{A_d V_{\theta \text{tilt}}} f_p^H + \sqrt{A_r V_{\theta \text{tilt}}} v^H \Phi G}{\sigma_n^2 + |f_s^H w_p|^2} \right|^2 \leq \Gamma,$$

$$C_2 : |\phi_n|^2 = 1, \ \forall n = 1, ..., N,$$

$$C_3 : -\pi \leq \theta_{\text{tilt}} \leq 0,$$

$$C_4 : \sum_{i=1}^{N_s} |w_{si}|^2 \leq P. \quad (7)$$

The constraints of (7) are as follows. $C_1$ guarantees the primary system interference condition, where $\Gamma$ is the interference threshold of the primary network. Furthermore, $C_2$ is the RIS-gain constraint. Moreover, $C_3$ denotes the allowable interval of each $\theta_{\text{tilt}}$. Also, $C_4$ represents the power budget condition of the SBS where $P$ is the maximum total power of the SBS.

The optimization variables in the objective function of problem (7) are coupled so that the objective function exhibits a non-convex form. Moreover, the left-hand-side of the constraint $C_1$ is a non-convex function and also the left hand side of the equality constraint $C_2$ is nonlinear. Therefore, the problem (7) is a highly non-convex problem and it is difficult to find its optimal value in polynomial time. Accordingly, to solve it, we utilize SDR technique and propose an alternating method as follows.
III. PROPOSED METHOD

In this section, we propose an efficient solution method for (7). By ignoring the monotonic logarithm function and constant terms, we have an equivalent optimization problem as follows:

\[
\max_{\Phi, \tilde{\theta}_{\text{tilt}}, \mathbf{w}_s} \left( \sqrt{A_d} (\tilde{\theta}_{\text{tilt}}) \mathbf{h}_s^H + \sqrt{A_r} (\tilde{\theta}_{\text{tilt}}) \mathbf{u}^H \Phi \mathbf{G} \right) \mathbf{w}_s \right|^2
\]

s.t. \(C_1\) : \( \left( \sqrt{A_i} (\tilde{\theta}_{\text{tilt}}) \mathbf{f}_p^H + \sqrt{A_r} (\tilde{\theta}_{\text{tilt}}) \mathbf{v}^H \Phi \mathbf{G} \right) \mathbf{w}_s \right|^2 \leq \Gamma, \)

\(C_2\) : \( |\phi_n|^2 = 1 \quad \forall n = 1, \ldots, N, \)

\(C_3\) : \(-\pi \leq \tilde{\theta}_{\text{tilt}} \leq 0, \)

\(C_4\) : \( \sum_{i=1}^{N} |\mathbf{w}_s|^2 \leq P. \)

In the following, we first obtain the optimum value of \(\tilde{\theta}_{\text{tilt}}\) with given \(\Phi\) and \(\mathbf{w}_s\) and then optimize \(\mathbf{w}_s\) with given \(\Phi\) and \(\tilde{\theta}_{\text{tilt}}\). After that, we obtain the optimum value of \(\Phi\) with given \(\tilde{\theta}_{\text{tilt}}\) and \(\mathbf{w}_s\), and we propose an alternating algorithm to solve (8). Finally, we analyze the computational complexity of our proposed method.

A. Optimizing \(\tilde{\theta}_{\text{tilt}}\) with Given \(\Phi\) and \(\mathbf{w}_s\)

We firstly focus on the objective function of (8) to obtain the optimum value of \(\tilde{\theta}_{\text{tilt}}\), i.e. \(\tilde{\theta}_{\text{tilt}}^*\). Let us rewrite the objective function of (8) as follows:

\[
\left| 10^{-0.6(\frac{\theta_d-\tilde{\theta}_{\text{tilt}}}{\frac{\pi}{3}dB})^2} \mathbf{h}_s^H \mathbf{w}_s + 10^{-0.6(\frac{\theta_r-\tilde{\theta}_{\text{tilt}}}{\frac{\pi}{3}dB})^2} \mathbf{u}^H \Phi \mathbf{G} \mathbf{w}_s \right|^2.
\]

(9)

It is not difficult to check that the curve of \(10^{-0.6(\frac{\theta_d-\tilde{\theta}_{\text{tilt}}}{\frac{\pi}{3}dB})^2}\) has a unique maximum value at \(\theta_d\). Therefore, by assuming \(\theta_r \neq \theta_d\), (9) has two extrema at \(\theta_d\) and \(\theta_r\). Now, if \(|\mathbf{h}_s^H \mathbf{w}_s| > |\mathbf{u}^H \Phi \mathbf{G} \mathbf{w}_s|\), then \(\tilde{\theta}_{\text{tilt}}^* = \theta_d\), and if \(|\mathbf{h}_s^H \mathbf{w}_s| < |\mathbf{u}^H \Phi \mathbf{G} \mathbf{w}_s|\), then \(\tilde{\theta}_{\text{tilt}}^* = \theta_r\).

Due to the randomness of the channels, we compare the expectation of \(|\mathbf{h}_s^H \mathbf{w}_s|^2\) and \(|\mathbf{u}^H \Phi \mathbf{G} \mathbf{w}_s|^2\) to find \(\tilde{\theta}_{\text{tilt}}^*\). By assuming that all channels’ elements have identically independent distributions of \(\mathcal{CN}(0, \sigma^2)\), we have:

\[
E \left[ |\mathbf{h}_s^H \mathbf{w}_s|^2 \right] = \sigma^2 \text{Tr}(\mathbf{w}_s \mathbf{w}_s^H) = \sigma^2 ||\mathbf{w}_s||_2^2,
\]

(10)

where \(\text{Tr}(\cdot)\) stands for trace of matrix and \(a\) is because of the following equalities:

\[
E \left[ \text{Tr}(\cdot) \right] = \text{Tr} \left( E \left[ . \right] \right),
\]

\[
\text{Tr}(\mathbf{AB}) = \text{Tr}(\mathbf{BA}).
\]

(11)
Also
\[
E \left[ |u^H \Phi G w_s|^2 \right] = \sigma^2 Tr \left( E \left[ \Phi G w_s w_s^H G^H \Phi^H \right] \right)
\]
\[
= \sigma^2 E \left[ Tr \left( G^H G w_s w_s^H \right) \right] = \sigma^2 Tr \left( E \left[ G^H G \right] w_s w_s^H \right)
\]
\[
= \sigma^4 N ||w_s||_2^2,
\] (12)

where \( b \) is verified by (11) and also independent of \( u \) and \( G \), \( c \) is due to \( \Phi^H \Phi = I_N \) and \( d \) is due to \( w_s \) is deterministic in this subsection.

When \( \sigma^4 N ||w_s||_2^2 > \sigma^2 ||w_s||_2^2 \), i.e. \( \sigma^2 N > 1 \), we obtain \( \theta^*_\text{tilt} = \theta_r \). This is the case for large values of \( N \), which is usual in RIS technology. Moreover, for sufficiently large value of \( \Gamma \), constraint \( C1 \) of (8) will be satisfied for \( \theta^*_\text{tilt} = \theta_r \). Our simulation results reveal that the value of \( \Gamma = 1 \) \( w \) is enough.

It should be noted that, extending our results from tilt angle optimization to 3D beamforming, i.e. tilt and azimuth angles optimization, is straightforward. To elaborate, consider the overall SBS antenna gain in linear scale as
\[
A^x(\theta_{\text{tilt}}, \phi_{\text{azimuth}}) = A_m 10^{\left(-1.2 \left[ \frac{(\theta_x-\theta_{\text{tilt}})}{\phi_{3dB}} \right]^2 + \left[ \frac{(\phi_x-\phi_{\text{azimuth}})}{\phi_{3dB}} \right]^2 \right)},
\] (13)

where \( x \in \{d, r, i\} \) and \( \phi_d, \phi_r \) and \( \phi_i \) are the horizontal angles of the SU, RIS and PU, respectively. Moreover, \( \phi_{\text{azimuth}} \) is the azimuth angle, \( \phi_{3dB} \) is the horizontal 3 dB beamwidth, and \( A_m \) is the maximum directional gain of the antenna array elements. It is easy to verify optimizing \( \phi_x \) is completely similar to that of \( \theta_x \) and the optimal \( \phi_x \) is \( \phi_r \). Therefore, the spectral efficiency of the secondary system improves when the tilt and azimuth angles orient towards the RIS.

### B. Optimizing \( w_s \) with Given \( \Phi \) and \( \theta_{\text{tilt}} \)

By fixing \( \Phi \) and \( \theta_{\text{tilt}} \), we need to solve the following sub-problem.

\[
\max_{w_s} \quad a^H w_s a
\]
\[
s.t. \quad b w_s w_s^H b^H \leq \Gamma,
\]
\[
\sum_{i=1}^{N_s} |w_{s_i}|^2 \leq P,
\] (14)

where \( w_s \) is deterministic in this subsection.
where \( a = \sqrt{A_v^2(\theta_{\text{tilt}})u^H} + \sqrt{A_v^2(\theta_{\text{tilt}})v^H} \) and \( b = \sqrt{A_v^2(\theta_{\text{tilt}})f_p^H} + \sqrt{A_v^2(\theta_{\text{tilt}})v^H} \). Then, we define \( W_s = w_s w_s^H \) and therefore, the optimization problem can be rewritten as

\[
\begin{align*}
\max_{W_s} & \quad a W_s a^H \\
\text{s.t.} & \quad b W_s b^H \leq \Gamma, \\
& \quad \text{tr}(W_s) \leq P, \\
& \quad W_s \succeq 0, \\
& \quad \text{rank}(W_s) = 1.
\end{align*}
\] (15)

This optimization problem is still non-convex. Thus, we use SDR technique by removing \( \text{rank}(W_s) = 1 \) to transform it to a convex problem. Then, to address the relaxed constraint \( \text{rank}(W_s) = 1 \), and to obtain solution to problem (15), we apply the sequential rank-one constraint relaxation (SROCR) technique [18].

**Algorithm 1 Proposed Solution Method**

1. **Requirement:** \( \theta_r, \theta_d, \theta_i, N, N_s, P, \Gamma, \sigma_n \).
2. **Initialization:** \( \Phi^{(0)} \).
3. \( \theta_{\text{tilt}}^* = \theta_r \).
4. \( \text{Err} = \infty \).
5. **while** \( \text{Err} \geq \epsilon \) **do**
6. \( \text{Set } t = t + 1 \).
7. With given \( \Phi^{(t-1)} \) solve problem (15), then apply SROCR technique over its solution to obtain \( w_s^{(t)} \).
8. With given \( w_s^{(t)} \) solve problem (19), then apply SROCR technique over its solution to obtain \( \Phi^{(t)} \).
9. Obtain \( SE_s^{(t)} \) using (6).
10. \( \text{Err} = \frac{SE_s^{(t)} - SE_s^{(t-1)}}{SE_s^{(t)}} \).

**C. Optimizing \( \Phi \) with Given \( w_s \) and \( \theta_{\text{tilt}} \)**

In this section, by using \( u^H \Phi G = \phi^H \text{diag}(u)G \) and \( v^H \Phi G = \phi^H \text{diag}(v)G \) [2], we have the following sub-problem

\[
\begin{align*}
\max_x & \quad l_1 + x^H H_1 x \\
\text{s.t.} & \quad l_2 + x^H H_2 x \leq \Gamma, \\
& \quad \text{diag}(xx^H) = 1,
\end{align*}
\] (16)
where $x = [\phi^H, 1]^H$, $l_1 = A_d^d(\theta_{tilt})h_s^Hwswana$ and $l_2 = A^i_d(\theta_{tilt})f_p^Hw_s^Hf_p$. Also, $H_1$ and $H_2$ are given in (17) and (18), respectively.

\[
H_1 = \begin{bmatrix}
A^d_V(\theta_{tilt})\text{diag}(u)GW_sG^H\text{diag}(u)
& \sqrt{A^d_V(\theta_{tilt})A^d_V(\theta_{tilt})}\text{diag}(u)GW_s, h_s

\sqrt{A^d_V(\theta_{tilt})A^d_V(\theta_{tilt})}h_s^HW_sG^H, \text{diag}(u)
& 0
\end{bmatrix}
\]

(17)

\[
H_2 = \begin{bmatrix}
A^d_V(\theta_{tilt})\text{diag}(v)GW_sG^H\text{diag}(v)
& \sqrt{A^d_V(\theta_{tilt})A^d_V(\theta_{tilt})}\text{diag}(v)GW_s, f_p

\sqrt{A^d_V(\theta_{tilt})A^d_V(\theta_{tilt})}f_p^HW_sG^H, \text{diag}(v)
& 0
\end{bmatrix}
\]

(18)

Problem (16) is a non-convex problem, thus, we use semidefinite programming to solve it as follows.

\[
\max_X \quad l_1 + \text{tr}(H_1X)
\]
\[
s.t. \quad l_2 + \text{tr}(H_2X) \leq \Gamma,
\]
\[
\text{diag}(X) = 1,
\]
\[
X \succeq 0,
\]
\[
\text{rank}(X) = 1,
\]

where $X = xx^H$. Note that, $\text{rank}(X) = 1$ in problem (19) is a non-convex constraint. Thus, we use SDR by simply removing $\text{rank}(X) = 1$ to convexify (19). After that, we use SROCR to obtain an approximate solution to problem (19).

**D. Complexity of the Proposed Solution Method**

The main complexity of Algorithm 1 is determined by steps 7 and 8. The complexity of these steps are $O((N_s + 1)^{4.5})$ and $O((N + 1)^{4.5})$, respectively. Thus, the complexity of Algorithm 1 is approximately of $O(M ((N_s + 1)^{4.5} + (N + 1)^{4.5}))$, where $M$ indicates the iteration number required for achieving convergence. Based on our simulations, $M$ is usually less than 4 for an accuracy of $\epsilon = 10^{-3}$.

**IV. Numerical Results**

In this section, the performance of the proposed scheme is investigated. The parameters that we use are presented in Table I. We assume that the SBS, PBS, SU, PU, and RIS are located at $(0, 0, 30), (100, 0, 30), (60, 20, 3), (40, 40, 3), (0, 100, 20)$ in meter, in a three dimensional plane, respectively. We have generated all the channel coefficients $G, u, v, h_p, h_s, f_p$ and $f_s$ using the relationship $\sqrt{\zeta_0(d_0/d)^\alpha} g_R$, where $\zeta_0 = -30dB$ is the path loss at the reference point $d_0 = 1m$, $d$ denotes the distance between the source and the destination, $\alpha$ shows the path loss exponent.
Table I

| Parameter                        | Value |
|----------------------------------|-------|
| Elevation angle of the SU ($\theta_d$) | -80°   |
| Elevation angle of the RIS ($\theta_r$) | -30°   |
| Elevation angle of the PU ($\theta_i$) | -110°  |
| Vertical 3 dB beamwidth ($\theta_{3dB}$) | 10°    |
| Maximum total power of the PBS ($P_p$) | 5 dBw |
| Interference threshold of the primary system ($\Gamma$) | 1 W   |

Figure 2. Secondary spectral efficiency versus the vertical tilt angle ($\theta_{\text{tilt}}$) in different values of the number of antennas at the SBS ($N_s$) (with $P = 10 dBw$ and $N = 20$).

which is considered as 3, and $g_R$ denotes the small scale fading component. Also, to model the small scale fading, we utilize Rician fading model with Rician factor $K = 1$ \cite{2}. Furthermore, we consider noise power as $\sigma_n^2 = -90$ dBm. Moreover, we assume that $w_p = \sqrt{P_p \frac{h_p}{||h_p||}}$, where $P_p$ is the maximum total power of the PBS. Also, we use CVX toolbox of MATLAB to solve the resultant convex problems, and adopt the Monte Carlo method to obtain the results.

Fig. 2 shows the secondary spectral efficiency versus the vertical tilt angle ($\theta_{\text{tilt}}$). It can be seen that when the vertical tilt angle ($\theta_{\text{tilt}}$) is adjusted to be equal to the elevation angle of the
Figure 3. Secondary spectral efficiency versus the number of reflecting elements at the RIS ($N$) (with $P = 10dBw$, $N_s = 2$ and optimized tilt angle).

Figure 4. Secondary spectral efficiency versus the secondary maximum allowed total power ($P$) (with $N_s = 4$, $N_s = 20$ and optimized tilt angle).

RIS ($\theta_r$), the maximum SE at the secondary system is achieved. In other words, the optimum value of $\theta_{tilt}$ is equal to $\theta_r$. Also, another peak in the secondary SE occurs at $\theta_d$ shows that when there is no RIS in the network, the optimum value of $\theta_{tilt}$ is equal to $\theta_d$. However, in this case,
the achievable SE is lower than the case that RIS is used. Besides, we can see that increasing the number of antennas at the SBS ($N_s$) enhances the secondary spectral efficiency.

Fig. 3 depicts the secondary spectral efficiency versus the number of reflecting elements of the RIS ($N$) at the optimum value of $\theta_{\text{tilt}}$ that obtains in Fig. 2. It is observed that the SE of the proposed RIS phase optimization method is higher than a scheme with random and fixed phase shifts at the RIS. Also, it is observed that the SE always increases with $N$. Moreover, by increasing $N$, the gap between the “proposed method”, and other methods becomes larger, which shows that our proposed method is particularly effective for larger $N$.

Fig. 4 illustrates that the spectral efficiency of the secondary system improves when the secondary system has a large maximum allowed total power ($P$). In addition, we can see that the system equipped with the RIS has better performance than the system with no RIS at all SBS powers.

V. CONCLUSION

In this letter, we investigated vertical beamforming in an RIS-aided CRN. We formulated a maximization problem to improve the secondary spectral efficiency, and then proposed an efficient method to solve it. Numerical results showed that the network performance improves when the SBS orientation is towards the RIS and also when the RIS is equipped with a large number of reflecting elements.
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