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Abstract

In this work, we present a hybrid simulator for space docking and robotic proximity operations methodology. This methodology also allows for the emulation of a target robot operating in a complex environment by using an actual robot. The emulation scheme aims to replicate the dynamic behavior of the target robot interacting with the environment, without dealing with a complex calculation of the contact dynamics. This method forms a basis for the task verification of a flexible space robot. The actual emulating robot is structurally rigid, while the target robot can represent any class of robots, e.g., flexible, redundant, or space robots. Although the emulating robot is not dynamically equivalent to the target robot, the dynamical similarity can be achieved by using a control law developed herein. The effect of disturbances and actuator dynamics on the fidelity and the contact stability of the robot emulation is thoroughly analyzed.

1 Introduction and Motivation

There is growing interest in employing robotic manipulators to perform assembly tasks. In particular, space robots have become a viable means to perform extra-vehicular robotic tasks [1–10]. For instance, the Special Purpose Dextrous Manipulator (SPDM) will be used to handle various orbital replacement units (ORU) for maintenance operations performed on the International Space Station.

The complexity of a robotic operation associated with a task demands a verification facility on the ground to ensure that the task can be performed on orbit as intended. This requirement has motivated the development of the SPDM task verification facility at Canadian Space Agency [7,11–16]. The verification operation on the ground is challenging as space robots are designed to work only in a micro-g environment. Actually, thanks to weightlessness on orbit, the SPDM can handle payloads as massive as 600 kg. On the ground, however, it cannot even support itself against gravity. Although this problem could be fixed by using a system of weights and pulleys to counterbalance gravity, the weights change the robot inertia and its dynamic behavior. Moreover, it is difficult to replicate the dynamic effects induced by the flexibility of the space robot or space structure on which the manipulator is stowed.

Simulation is another tool that can be used to validate the functionality of a space manipulator [17]. Although the dynamics and kinematics models of space manipulators are more
complex that those of terrestrial manipulators due to dynamic coupling between the manipulator and its spacecraft, Vafa et al. [18,19] showed that the space-robot dynamics can be captured by the concept of a Virtual-Manipulator, which has a fixed base in inertial space at a point called Virtual Ground. Today, with the advent of powerful computers, faithful and real-time simulators exist, which are able to capture dynamics of almost any type of manipulator with many degrees of freedom. However, simulation of a robot interacting with its environment with a high fidelity requires accurate modelling of both the manipulator and the contact interface between the manipulator and its environment. Faithful models of space-robots are available; it is the calculation of the contact force which poses many technical difficulties associated with contact dynamics [20]. In the literature, many models for the contact force, comprised of normal and friction forces, have been reported [20,22]. Hertzian contact theory is used to estimate local forces [22]. However, predicting the contact point locations requires calling an optimization routine [20], thus demanding substantial computational effort. In particular, the complexity of contact-dynamics modelling tends to increase exponentially when the two objects have multi-point contacts [17]. Moreover, since the SPDM is tele-operated by a human operator, the validation process requires inclusion of a real-time simulation environment since the simulation should allow human operators to drive the simulation in real-time. All these difficulties can be avoided by emulating the contact dynamics.

Figure 1: Schematics of the space manipulator (A) and the terrestrial manipulator (B) performing a task involving contact.
Design and implementation of a laboratory test-bed for study the dynamics coupling between a space-manipulator and its spacecraft operating in free space are presented in [23]. Similar concepts have been also pursued by other space agencies for different applications [24–34,34–36]. In this work we develop an emulation technique which can replicate the dynamic behavior of a robot interacting with a complex environment, without actually simulating the environment [1]. Fig.1B schematically illustrates the concept of the robot emulation system. The system consists of three main functional elements: a real-time simulator capturing the dynamics of the space robot, the mock-up of the payload and its work-site, and a rigid robot which handles the payload. Interconnecting the simulator and the emulating robot, the entire system works in a hardware-in-loop simulation configuration that permits us to replicate the dynamic behavior of the space robot [1, 7, 12].

The purpose of the control system is to make the constrained-motion dynamical behavior of the emulating robot as close as possible to that actually encountered by the space robot [1]. The obvious advantage of this methodology is that there is no need for modeling a complex environment. Moreover, because of using the real hardware, a visual cue of the payload and the work-site is available which otherwise, must be simulated. The main contribution of this paper is to layout a control architecture for the emulation of a robot operating in free space and in contact with the environment. It follows by an analysis of the fidelity and the stability of the robot emulation; the validity of the analysis is demonstrated by experimental results.

This paper is organized as follows: In section 2 we formulate the emulation problem and develop the control law. Section 3 describes the equations of motion of independent coordinate which arise in the case of flexible target robots. A thorough analysis of the robot emulation, including fidelity of the emulation with respect to the disturbance and stability conditions are given in section 4.

2 Control of Emulating Robot

Let’s consider an emulating robot and a target robot, referred to by subscripts r and s, with n and m degrees-of-freedom (DOF), respectively, operating in an n-dimensional task space. The generalized coordinates of the robots are represented by vectors \( q_r \in \mathbb{R}^n \) and \( q_s \in \mathbb{R}^m \), respectively. Note that the emulating robot is rigid but the space robot is typically a flexible one with many degrees-of-freedom. Hence, we can say

\[
\dim(q_s) = m \geq \dim(q_r) = n.
\]

Let vector \( p_r^T = [x_r^T, \phi_r^T] \) denote the pose of the end-effector of the emulating robot, where \( x_r \) and \( \phi_r \) describe, respectively, the position and a minimal representation of the orientation of the end-effector expressed in the base frame attached to the work-site; see Fig.1. Similarly, the pose of the target robot is denoted by vector \( p_s \).

**Assumption 1**

i. Both robots have identical end-effector pose configuration with respect to their base frames, i.e., \( p_r = p_s = p \) and

ii. they experience the same contact force/moment \( f \in \mathbb{R}^n \).
Moreover, we assume that \( M_r \in \mathbb{R}^{n \times n} \) and \( M_s \in \mathbb{R}^{m \times m} \) are the inertia matrices of the two manipulators; \( h_r \in \mathbb{R}^n \) and \( h_s \in \mathbb{R}^m \) contain Coriolis, centrifugal, friction, gravity (for the emulating robot), and stiffness (for the space robot); \( \tau_r \in \mathbb{R}^n \) and \( \tau_s \in \mathbb{R}^m \) are the joint torque vectors; and that \( J_r = \partial p_r / \partial q_r \in \mathbb{R}^{n \times n} \) and \( J_s = \partial p_s / \partial q_s \in \mathbb{R}^{n \times m} \) are the analytical Jacobian matrices. Then, the equations of motion of the robots can be described by [37–39]\(^\dagger\):

\[
M_r \ddot{q}_r + h_r(q_r, \dot{q}_r) = \tau_r + J_r^{T} f_a, \tag{1}
\]

\[
M_s \ddot{q}_s + h_s(q_s, \dot{q}_s) = B \tau_s + J_s^{T} f_a, \tag{2}
\]

where \( B = \begin{bmatrix} I \\ 0 \end{bmatrix} \in \mathbb{R}^{m \times n} \), and \( f_a \in \mathbb{R}^n \) is the vector of generalized constraint force expressed in the base frame. Note that \( f_a \) performs work on \( \dot{p} \), and it is related to the contact force \( f \) by

\[
f_a = \Lambda(\phi) f, \tag{3}\]

where \( \Lambda(\phi) = \text{diag}\{I, \Lambda_1(\phi)\} \) is a transformation matrix that depends on a particular set of parameters used to represent the end-effector orientation [37]; \( \phi_s = \phi_r = \phi \) because of Assumption [1].

Now, assume that a real-time simulator captures the dynamics of the space robot. Also, assume that the endpoint pose of the simulated robot is constrained by that of the emulating robot, i.e., the following rheonomic constraint

\[
\Phi(q_s, q_r(t)) = p_r(q_r(t)) - p_s(q_s) \equiv 0 \tag{4}
\]

holds. Enforcing the constraint ensures that the end-effector of the simulated robot is constrained by the pose of the environment barriers, which physically constrains the emulating robot [40–42]. The Lagrange equations of the simulated robot can be formally expressed by a set of Differential Algebraic Equations (DAE) as

\[
M_s \ddot{q}_s + \Phi^{T}_{q_s} \lambda = -h_s + B \tau_s, \tag{5}
\]

\[
\Phi(q_s, t) = 0 \tag{6}
\]

where \( \Phi_{q_s} = \partial \Phi / \partial q_s = -J_s \in \mathbb{R}^{m \times n} \) denotes the Jacobian of the constraint with respect to \( q_s \), and \( \lambda \in \mathbb{R}^n \) represents the Lagrange multiplier which can be solved from equation (5) together with the second time derivative of the constraint equation (6). That is,

\[
\lambda = (J_s M_s^{-1} J_s^T)^{-1} \left( c + J_s M_s^{-1} (h_s - B \tau_s) \right), \tag{7}
\]

where \( c = \ddot{p}_r - \dot{J}_s \dot{q}_s \); note that the constraint force \( \lambda \) can be measured only if a measurement of pose acceleration \( \ddot{p}_r \) is available, say via an accelerometer.

A comparison of equations (5) and (2) reveals that the Lagrange multiplier \( \lambda \) acts as a constraint force/moment on the simulated robot. Therefore, our goal is to equate the constraint force and the Lagrange multiplier, i.e., \( f_a = \lambda \). This can be achieved by using the computed torque method in the task space [31, 37, 38, 43, 44]. Substituting the joint acceleration from (1) into the second time derivative of the pose, \( \ddot{p}_r = J_r \ddot{q}_r + \dot{J}_r \dot{q}_r \), yields

\[
\ddot{p}_r = J_r M_r^{-1} (\tau_r + J_r^{T} f_a - h_r) + \dot{J}_r \dot{q}_r. \tag{8}
\]
This equation can then be substituted into (7) to obtain the joint torque solution, assuming $f_a = \lambda$. That is
\[
\tau_c^r = h_r + J_r J_r^{-1} (J_s M_s^{-1} (B \tau_s - h_s) + J_s \dot{q}_s - J_s \dot{q}_r)
\]
\[
- J_r^T (I - M_r M_r^{-1}) f_a,
\]
force feedback

where $\mathcal{M} := \left[ J M_r J_r^T \right]^{-1}$ is the Cartesian inertia matrix whose inverse can be interpreted as mechanical impedance. The torque control (9) can be grouped into force and motion feedback terms.

**Remark 1** The force feedback gain tends to decrease when the inertia ratio approaches one. In the limit, i.e., when $\mathcal{M}_s = \mathcal{M}_r$, the force feedback is disabled, and hence the robot emulation can be realized without using force feedback.

In free space, where $f_a = 0$, the controller matches the end-point poses of two robots at acceleration level and that inevitably leads to drift. We can improve the control law by incorporating a feedback loop to minimize the drift error, i.e.,
\[
\tau_c^r = h_r - M_r J_r^{-1} \dot{J}_r \dot{q}_r - J_r^T f_r + M_r J_r^{-1} u
\]
where
\[
u := \tilde{a}_s - G_v (J_r \dot{q}_r - \int \tilde{a}_s dt) - G_p (p_r(q_r) - \int \int \tilde{a}_s dt)
\]
is the auxiliary input, $\tilde{a}_s := J_s M_s^{-1} (B \tau_s - h_s) + J_s \dot{q}_s + J_s M_s^{-1} J_s^T f_a$ is the estimated pose acceleration of the target robot calculated from the unconstrained dynamics model, and $G_v > 0$ and $G_p > 0$ are drift compensation gains. In the following, we show that the constraint force asymptotically tracks the Lagrange multiplier. Denoting
\[
\ddot{e}_p := \ddot{p}_r - \ddot{a}_s,
\]
then the dynamics of the errors under the control law (10) is
\[
\ddot{e}_p + G_v \dot{e}_p + G_p e_p = 0.
\]
The dynamics is asymptotically stable if the gain parameters are adequately chosen, i.e., $e_p, \dot{e}_p, \ddot{e}_p \to 0$ as $t \to \infty$. Furthermore, let
\[
e_f := f_a - \lambda
\]
represent the force error. Then, one can show from (7) that the force error is related to the acceleration error by
\[
e_f = \mathcal{M}_s \ddot{e}_p.
\]
Since the mass matrix is bounded, i.e. $\exists \kappa > 0$ such that $\mathcal{M}_s(q_s) \leq \kappa I$, then
\[
\|e_f\| \leq \kappa \|\ddot{e}_p\|
\]
and hence $e_f \to 0$ as $t \to \infty$. Therefore, the error between the constraint force and the Lagrange multiplier is asymptotically stable under the control law (10). The above mathematical development can be summarized in the following proposition.
Proposition 1  Assuming the following: (i) the endpoint pose of the simulated robot is constricted with that of the emulating robot performing a contact task, (ii) the torque control law \((11)\) is applied on the emulating robot. Then, (i) the emulating robot produces the end-effector motion of the space robot, (ii) the constraint force asymptotically approaches the Lagrange multiplier: \(f_a \to \lambda\).

In this case, the simulated robot behaves as if it interacts virtually with the same environment as the emulating robot does. In other words, the combined system of the simulator and the emulating robot is dynamically equivalent to the original target robot.

2.1 Force Error Feedback

Incorporating a feedback of the force error into the control law \((10)-(11)\) can improve the force response of the emulating system, particularly during the non-contact to contact transition. However, to establish such a feedback requires an estimation of the force error, which, in turn, can be obtained from \((14)\) provided that a measurement of the pose acceleration is available. Then one can show that changing the auxiliary input \((11)\) to
\[
u = \tilde{a}_s - G_v \dot{e}_p - G_p e_p - G_f e_f,
\]
where \(G_f > 0\) is the force feedback gain, yields the following error dynamics
\[
[I + M_s G_f] \ddot{e}_p + G_v \dot{e}_p + G_p e_p = 0.
\]
The above differential equation is asymptotically stable if the force feedback gain is sufficiently small— see Appendix A.

3 Calculating States of the Flexible Robot

To implement control law \((10)\) the values of \(q_r, q_s,\) and their time derivatives are required. Vectors \(q_r\) and \(\dot{q}_r\) can be measured, but \(q_s\) and its time derivative should be obtained by calculation. Consider the rheonomic constraint \(\Phi(q_r(t), q_s) = 0\) whose differentiation with respect to time leads to
\[
J_s \ddot{q}_s = J_r \dot{q}_r(t) - \dot{p}_r(t)
\]
In the case that both robots have the same number of degrees of freedom, i.e., \(m = n\), one can obtain \(\ddot{q}_s\) uniquely from the above equation. Subsequently, \(q_s\) can be found algebraically through solving inverse kinematics \(\Phi(q_r(t), q_s) = 0\), that is \(q_s = \Omega(q_r(t))\). Although, more often an explicit function may not exist, one can solve the set of nonlinear constraint equations numerically, e.g., by using the Newton-Raphson method, as elaborated in Appendix B. Alternatively, an estimation of \(q_s\), can be solved by resorting to a closed-loop inverse kinematic (CLIK) scheme based on either the Jacobian transpose \([45, 46]\) or the Jacobian pseudoinverse \([47]\).

Since the emulating robot is structurally rigid while the simulated robot is usually flexible, we can say \(n < m\). Therefore, there are less equations than unknowns in \((15)\). The theory of linear systems equations establishes \([48]\) that the general solution can be expressed by
\[
\dot{q}_s = \dot{q}_s^p + P \xi,
\]
where
\[
\dot{q}_s^p := J_s^+ \dot{p}_r(t) = J_s^+ J_s \dot{q}_r(t).
\]
Figure 2: The CLIK jacobian transpose scheme for extracting the generalized coordinate of the target manipulator.

is the particular solution and $P\xi$ represents the general solution of the homogenous velocity. In the above $J_s^+ = J_s^T(J_sJ_s^T)^{-1}$ is the pseudoinverse of $J_s$, and $P$ is a projection matrix whose columns annihilate the constraints [48], i.e., $J_sP = 0$, and $\xi \in \mathbb{R}^{n-m}$ is the independent coordinate, which represents the self-motion of the robot.

Similarly, the general solution of acceleration can be found from the second derivative of the constraint equations as

$$\ddot{q}_s = P\dot{\xi} + J_s^+ c$$

with $c$ defined previously below (7). Now, substituting the acceleration from (18) into (5) and premultiplying by $P^T$ and knowing that that $P^T$ annihilates the constraint force, i.e., $P^T J_s^+ = 0$, we arrive at

$$N\dot{\xi} = P^T h_s + v,$$

where $N = P^T M_s P$ and $v = P^T M_s J_s^+ c$. Equation (19) expresses the acceleration of the independent coordinates in closed-form that constitutes the dynamics of the independent coordinates.

Now, one can make use of the dynamics equation to obtain the velocity of the independent coordinate $\xi$ by numerical integration; that, in turn, can be substituted in (16) to yield the velocity $\dot{q}_s$. Subsequently, $q_s$ can be obtained as a result of numerical integration. However, since integration inevitably leads to drift, we need to correct the generalized coordinate, e.g., by using the Newton-Raphson method, in order to satisfy the constraint precisely. Alternatively, an estimate of the generalized coordinates of the target robot can be solved by resorting to a closed-loop inverse kinematics (CLIK) scheme, where the inverse kinematics problem is solved by reformulating it in terms of the convergence of an equivalent feedback control systems [45,46]. Fig.2 illustrates the Jacobian transpose CLIK scheme to extract the generalized coordinates of a redundant system whose null-space component $P\xi$ and $q_r$ are considered as input channels. The feedback loop after the integration of the velocity ensures that constraint error can be diminished by increasing the feedback gain [46]. More specifically,

**Theorem 1** Assume that a gain matrix $K$ is positive-definite and that the Jacobian matrix $J_s$ is of full rank. Then, the closed-loop inverse kinematics solution based on a control law $\dot{q}_s = P\xi + J_s^T K\Phi(q_s, q_r(T))$, see Fig.2, ensures that the constraint error is ultimately bounded into an attractive ball centered at $\Phi = 0$; the radius of the ball can be reduced arbitrarily by increasing the minimum eigenvalue of the gain matrix.

The proof of the theorem is given in Appendix [C] and is similar to the proof of convergence of the CLIK solution for redundant manipulators presented by Chiaccio et al. [46].

To summarize, the robot emulation can proceed in the following steps:
Figure 3: The robot-emulation scheme with the application of the rheonomic constraint; the simulator comprises the DAE model of the target robot.

i. Start at the time when the entire system states, i.e., \( \{q_s, \dot{q}_s, q_r, \dot{q}_r\} \), are known.

ii. Apply the control law (10).

iii. Upon the measurement of the emulating-robot joint angles and velocities, simulate independent states of the target robot by making use of the acceleration model (19).

iv. Solve the inverse kinematics, e.g., by using the CLIK, to solve the generalized coordinate of the target robot; then go to step ii.

Fig.3 illustrates the implementation of the robot-emulation scheme with the application of the rheonomic constraint. Note that the target robot is modelled as a rheonomically constrained manipulator and the equations of motion are represented by the DAE system (11-16).

3.1 Flexible-Joint Case Study

This subsection is devoted to derivation of the emulation scheme pertaining to robot with flexible-joints. The generalized coordinates of the simulated flexible-joint robot are given by \( q_s^T = [q_{s1}^T \ q_{s2}^T] \), where vectors \( q_{s1} \) and \( q_{s2} \) represent the joint angles and motor angles, respectively. Since only the joint angles contribute to the robot end-effector motion, we have \( \Phi(q_{s1}, q_r) = 0 \), which implies that the Jacobian of flexible-joint manipulators should be of this form

\[
J_s = \begin{bmatrix} J_{s1} & 0 \end{bmatrix}
\]  

(20)

Assuming submatrix \( J_{s1} \) is invertible means that the joint variables can be derived uniquely from the mapping below

\[
\dot{q}_{s1} = J_{s1}^{-1} J_r \dot{q}_r.
\]

(21)

The independent coordinates, which are comprised of the motor rotor angles, should be obtained through simulation. The structure of Jacobian (20) specifies the projection matrix as

\[
P = \begin{bmatrix} 0 \\ I \end{bmatrix}.
\]

(22)

Moreover, the dynamics model of flexible-joint manipulators [49,50] can be written as

\[
\begin{bmatrix} M_{s1} & M_{s12} \\ M_{s12}^T & M_{s2} \end{bmatrix} \begin{bmatrix} \ddot{q}_{s1} \\ \ddot{q}_{s2} \end{bmatrix} = \begin{bmatrix} h_{s1} \\ h_{s2} \end{bmatrix} + \begin{bmatrix} 0 \\ \tau_s \end{bmatrix}
\]

(23)
Finally, substituting the parameters from (22) and (23) into (19) yields \( N = M_{s2} \) and \( v = M_{s21}J_{s1}^{-1}c \). Hence, the acceleration model of the independent coordinates is given by

\[
\ddot{q}_{s2} = \dot{\xi} = M_{s2}^{-1}(h_{s2} + \tau_{s} + M_{s12}J_{s1}^{-1}c),
\]

which can be numerically integrated to obtain \( \dot{q}_{s2} \).

### 3.2 Simulation Without Applying the Constraints

In this section, we reformulate the robot emulation problem without imposing the kinematic constraint. Indeed, one can show that the control law can maintain the asymptotic stability of the constraint condition if the dynamics model of the emulating robot is accurately known. Assume that the constraint is no longer applied to the simulated robot. In other words, the dynamics of the target robot is described by (2), which is an Ordinary Differential Equation (ODE). Then, we can obtain the complete states of the target robot from integration of the acceleration

\[
\ddot{q} = M_{s}^{-1}(B\tau_{s} - h_{s} + J_{s}^{T}f_{a}).
\]

It can be readily shown that the dynamics of the constraint error under the control law (10) is described by

\[
\ddot{\Phi} + G_{v}\dot{\Phi} + G_{p}\Phi = 0.
\]

Therefore, by selecting adequate gains, the constraint error is exponentially stable, \( \Phi, \dot{\Phi} \rightarrow 0 \) as \( t \rightarrow \infty \).

Fig. 4 illustrates the concept of robot emulation without the application of the constraint. Note that the simulator contains the dynamics model of the target robot in the ODE form.

### 3.3 Topological Difference Between the Two Robot-Emulation Schemes

Both emulation schemes establish identical force/motion dynamics between the end-effector of the emulating-robot and that of the target robot. The difference between the two schemes, however, lies in how the simulator is synchronized with the actual emulating robot. In the first scheme, Fig. 3, the end-effector pose of the simulated robot is rheonomically constrained with that of the actual robot, and the controller matches trajectories of the simulated constraint force, i.e. the Lagrange multiplier, and that of physical constraint force. On the other hand, in the second scheme, Fig. 4, the physical constraint force is input to the simulator and the controller matches the pose trajectories of the simulated and the actual robots. The former scheme requires that the simulated robot be rheonomically constrained and hence the simulator...
comprises a DAE system, whereas the latter scheme does not require the application of the constraint and hence the simulator comprises an ODE system. Ideally, both schemes should yield the same result. But in presence of lumped uncertainty and external disturbance, as shall be discussed in the next section, the first and the second schemes result in pose error and constraint force error, respectively.

4 Stability and Performance Analysis

In this section, we limit our attention to stability and performance analysis of robot emulation in presence of external disturbance or actuator dynamics to the case where the manipulator is fully constrained by environment.

Since there is small displacement during the contact phase, the velocities and centripetal and Coriolis forces go to zero and also the mass inertia matrices and the Jacobian matrices can be assumed constant. Hence we will proceed with the frequency domain analysis.

4.1 Effect of Disturbance

In practice, the fidelity of the robot-emulation is adversely affected by disturbance and sensor noise. Assume vector $d$ captures the disturbance caused by error in contact force/moment measurement, sensor noise, and lumped uncertainty in the robot parameters such as uncompensated gravitational forces and joint frictions. Then, the robot dynamics in presence of the disturbance can be written as

$$M_r \ddot{q}_r + h_r = \tau_r + J^T_r (f_a + d).$$  \hspace{1cm} (26)

In the following, the effect of the additive disturbance on the two schemes shall be investigated. In the case of the robot-emulation without application of the constraint, the dynamics of the constraint error (25) is no longer homogeneous. The transmissivity from the disturbance to the constraint error can be obtained in the Laplace domain by

$$\Phi = s^2 Z(s)^{-1} M_r^{-1} d, \hspace{1cm} (27)$$

where $Z(s) = \frac{s^2}{s^2 + G_v s + G_p}$ can be interpreted as the admittance of the motion controller. It is apparent from (27) that decreasing the inertia of the emulating-robot makes the constraint error more sensitive to the disturbance and the sensor noise.

In contrast, the robot emulation scheme with the application of the constraint naturally fulfills the constraint condition even in the presence of external disturbance. However, the simulated and emulating robots may no longer experience identical constraint forces. One can obtain the transmissivity from the disturbance to the force error in the Laplace domain by

$$e_f = -Z(s) Q d, \hspace{1cm} (28)$$

where $Q = M_s M_r^{-1}$ is the inertia ratio of the two robots. Adequate choice of gains implies that $\|Z\|_\infty = 1$. Hence, we can say $\|e_f\| \leq \sigma(Q) \|d\|$, where $\sigma(\cdot)$ denotes the maximum singular value.
Remark 2. The magnitude of the sensitivity of the force error to the disturbance depends on the inertia ratio; the higher the ratio $\|Q\|$, the more sensitivity. Roughly speaking, choosing a massive emulating robot is preferable because it minimizes the disturbance sensitivity of the emulating system to sensor noise and disturbance.

4.2 Actuator Dynamics and Contact Stability

Practical implementation of the control law requires ideal actuators. In free space, the actuator dynamics can be neglected, because the fast dynamics of the actuators is well masked by relatively slow dynamics of the manipulator. In contact phase, however, where the velocity tends to be zero, the manipulator loses its link dynamics. In this case, the simulator and actuators form a closed-loop configuration which may lead to instability.

In the contact phase, the emulating-robot develops constraint force/moment as a result of its joint torques, i.e. $f_a = -J_r^{-T} \tau_r$. The joint torques, in turn, are a function of the contact force according to the torque-control law (10). This input-output connection forms an algebraic loop which cannot be realized in a physical system unless the actuator dynamics is taken into account. In fact, the emulating-robot cannot produce joint torque instantaneously due to finite bandwidth of its actuators and time delay. Let transfer function $H(s)$ represent the actuator dynamics, i.e., $\tau_r = H(s)\tau_r^c$, where $\tau_r^c$ is the joint torque command. Then, the contact force developed by the emulating-robot is

$$f_a = -H(s)J_r^{-T}\tau_r^c$$

Assuming negligible velocity and acceleration at the contact, i.e. $\dot{q} \approx 0$, and substituting the torque-control law (10) into (29) yields

$$f_a = H(s)f_a - H(s)Z(s)^{-1}Q^{-1}f_a - H(s)Z(s)^{-1}Q^{-1}\lambda$$

$$= -L(s)(f_a - \lambda), \tag{30}$$

where $L(s) = Q^{-1}L'(s)$ is the loop-gain transfer function and $L'(s) = H(s)/(Z(s) - Z(s)H(s))$; recall that $Z(s)$ and $Q$ have been already defined in the previous section. It is clear from (30) that the actuator dynamics is responsible to form a force feedback loop which only exist if the actuator has finite bandwidth, otherwise the force terms from both sides of equation (30) are cancelled out.

According to the Nyquist stability criterion for a multi-variable system [51], the closed-loop system is stable if and only if the Nyquist plot of $\det(I + L(s))$ does not encircle the origin. This is equivalent to saying that there must exist a gain $\epsilon \in (0, 1]$ such that

$$\det(I + \epsilon L(s)) \neq 0 \quad \forall s > 0 \tag{31}$$

Since $\det(I + \epsilon L) = \prod_i \lambda_i(I + \epsilon L)$, $\lambda_i(I + \epsilon Q^{-1}L') = 1 + \epsilon L'\lambda_i(Q^{-1})$, and $\lambda_i(Q^{-1}) = 1/\lambda_i(Q)$, the stability condition (31) is equivalent to the following

$$\epsilon L'(s)/\lambda_i(Q) + 1 \neq 0 \quad \forall s > 0, \forall i, \forall \epsilon \in (0, 1] \tag{32}$$

Let the actuator dynamics (or time delay) be captured by a first-order system $H(s) = \frac{1}{1 + \omega_a^{-1}s}$, where $\omega_a$ is the actuator’s bandwidth, i.e.,

$$L'(s) = \frac{s^2 + G_v s + G_p}{\omega_a^{-1}s^3}.$$
Then, the characteristic equation of (32) is given by

\[
\frac{\lambda_i(Q)}{\epsilon \omega_a} s^3 + s^2 + G_v s + G_p \neq 0 \quad \forall s > 0, \forall i, \forall \epsilon \in (0,1]
\]

Since the inertia matrices are always positive definite, one expects that matrix \( Q \) to be positive definite too. Assume that \( \lambda_i(Q) > 0 \), \( G_p > 0 \), and \( G_v > 0 \). Then, according to the Routh-Hurwitz stability criterion [52], one can show that the above equation has no roots in the right-half plane—the schedule of the characteristic equation is written in Appendix D—if and only if \( \lambda_i(Q) > 0 \) and

\[
-\lambda_i(Q) (\epsilon \omega_a)^{-1} G_p + G_v > 0 \quad \forall i, \forall \epsilon \in (0,1]
\]

\[
\Leftrightarrow \lambda_{max}(Q) < \frac{2 \omega_a}{\omega_p}, \tag{33}
\]

where \( \omega_p = 2G_p/G_v \) is the bandwidth of the controller. The above development can be summarized in the following proposition

**Proposition 2** Assume matrices \( M_r \) and \( M_s \) represent the Cartesian inertia of the emulating and the target robots, respectively. Also assume that the control law (10) with bandwidth \( \omega_p \) be applied to the emulating-robot whose actuators have bandwidth \( \omega_a \). Then, the emulating-robot can establish a stable contact if matrix \( Q = M_s M_r^{-1} \) remains positive-definite and its maximum eigenvalue is bounded by \( 2 \omega_a/\omega_p \).

**Remark 3** The stability condition (33) imposes a lower bound limit on the ratio of Cartesian inertia matrix of the emulating matrix to that of the simulated robot.

**Remark 4** Since \( |\lambda_{max}(Q)| \leq \sigma(Q) \), remarks 2 and 3 imply that the low disturbance sensitivity and contact stability requirements relating to \( Q \) are not in conflict.

### 4.3 Force Transmissivity

The Lagrange multiplier is no longer consistent with \( \lambda \equiv f_a \) in presence of actuator dynamics. Assuming stable contact, one can show from (30) that the constraint force \( f_a \) is related to the Lagrange multiplier \( \lambda \) by

\[
f_a = T(s)\lambda
\]
where

\[ T(s) = [I + L(s)]^{-1}L(s) \]
\[ = [Q + L'(s)I]^{-1}L'(s) \] (34)

is the transmissivity transfer function.

**Remark 5** Observe that in the presence of actuator dynamics, the force response of the emulating-robot depends on the inertia ratio of the two robots.

A high fidelity emulation requires that \(|T(s)|\) be flat over a wide bandwidth and then roll-off at high frequency. The graph of \(|T(j\omega)|\) for a scaler case is shown in Fig.5 for \(\omega_p = 10, \omega_a = 25,\) and different values of \(Q\). Note that according to (33), contact stability requires \(Q < 5\). It is evident from the figure that \(Q\) has to be sufficiently larger than the critical value \(Q = 5\) in order to avoid the resonance.

## 5 Conclusion

We have presented the development of a methodology for emulation of a target robot, say a space robot, operating in a complex environment by using an actual robot. Although the actual emulating-robot is not dynamically equivalent to the target robot, the former is controlled such that the dynamic similarity is achieved. The emulation scheme aims to replicate the dynamic behavior of the target robot interacting with environment, without dealing with a complex calculation of the contact dynamics. In our approach, the target robot is modelled as a rheonomically constrained manipulator that constitutes a real-time simulator, which together with the control system, drives the actual robot. It has been shown that the Lagrange multipliers corresponding to the constraint is tantamount to a constraint force seen by the simulated robot. Consequently, the difference between the Lagrange multipliers and the physical constraint force is chosen as the force error to be minimized by the controller. To this end, an emulating-robot controller has been developed such that it (i) produces the endpoint motion of the target robot and (ii) regulates the force error to zero.

The fidelity and the stability of the emulation scheme has been analyzed. In this regard, the inertia ratio of the two robots, \(Q = M_s M_r^{-1}\), turned out to be an important factor. Specifically, the analysis has yielded the following results:

i. \(|Q| \gg 1\) makes the emulating system sensitive to force/moment sensor noise and disturbance; a low-noise force/moment sensor is required.

ii. \(\lambda_{max}(Q) \gg 1\) may lead to contact instability due to actuator dynamics and delay; a high bandwidth actuator is required.

iii. \(|Q| = 1\) minimizes actuation effort; a large deviation from one requires actuators with large torque capacity.

These remarks should be considered in design of the emulating robot.

In addition, a number of preliminary experiments for emulation of flexible-joint robots have been performed to support the concept of robot-emulation.
A

Choose the following Lyapunov function

\[ V_1 = \frac{1}{2} \dot{e}_p^T p \dot{e}_p + \frac{1}{2} \dot{e}_p^T G_f \dot{M}_s \dot{e}_p + \frac{1}{2} \dot{e}_p^T G_p \dot{e}_p, \]

whose time derivative is

\[ \dot{V}_1 = -\frac{1}{2} \dot{e}_p^T (2G_v I - \lambda_i(\dot{M}_s)) \dot{e}_p. \]

Since \( \lambda_i(2G_v I - \lambda_i(\dot{M}_s)) = 2G_v - G_f \lambda_i(\dot{M}_s) \), we can say \( \dot{V}_1 < 0 \) if

\[ G_f < \frac{2G_v}{\lambda_{\text{max}}(\dot{M}_s)}. \]

B

The constraint equations can be linearized up to a first-order approximation by writing the Taylor expansion around a neighborhood, say initial guess \( q_s^0 \), as

\[ \Phi(q_s, q_r) + \Phi_q(q_s - q_s^0) \approx 0. \tag{35} \]

Where the variables \( q_r \) is considered as a constant value, and \( \Phi_{q_s} = -J_s \). Then, the following loop

\[ q_s^{k+1} = q_s^k + J_s^{+} \Phi(q_s^k, q_r) \]

can be worked out iteratively until the error in the constraint falls within an acceptable tolerance range, e.g. \( \|\Phi\| \leq \epsilon \).

C

Consider the positive definite function candidate

\[ V = \frac{1}{2} \Phi^T K \Phi. \]

Its derivative along the trajectories of the system is

\[ \dot{V} = \Phi^T K \dot{\Phi} - \Phi^T K J_s J_s^T \Phi - \Phi^T K J_s P \xi \] \( \quad \tag{36} \)

where the last term in the right-hand side of \( \text{(36)} \) vanishes because \( J_s P = 0 \). An upper bound of \( \dot{V} \) is

\[ \dot{V} \leq \|\Phi\| \lambda_M(K) \|\dot{\Phi}\| - \|\Phi\|^2 \lambda_m^2(K) \lambda_m(J_s J_s^T). \] \( \quad \tag{37} \)

Denoting \( \lambda_M(A) \) and \( \lambda_m(A) \) as maximum and minimum eigenvalues of matrix \( A \), we can find the following condition for negative \( \dot{V} \)

\[ \dot{V} \leq 0, \quad \forall \|\Phi\| \geq \mu = \frac{\lambda_M(K) \|\dot{\Phi}\|_{\text{max}}}{\lambda_m^2(K) \lambda_m(J_s J_s^T)}. \] \( \quad \tag{38} \)
Furthermore, we can say the following bounds on the Lyapunov function as
\[
\frac{1}{2} \lambda_m(K) \| \Phi \|^2 \leq V \leq \frac{1}{2} \lambda_M(K) \| \Phi \|^2
\]
Therefore, according to the uniform ultimate boundedness theorem of uncertain dynamic system [53,54], one can say from (37) and (36) that the constraint error $\Phi$ is then uniformly ultimately bounded into the ball centered at $\Phi = 0$ and radius
\[
\rho = \frac{\gamma^{3/2}(K) \| \dot{p}_r \|_{\max}}{\lambda_m(K) \lambda_m(J_s J_s^T)};
\]
where $\gamma(A) = \lambda_M(A)/\lambda_m(A)$ is the condition number of matrix $A$, which concludes the proof.

Note that $K$ can be conveniently chosen as a diagonal matrix $K = k I$, and hence $\gamma = 1$ and $\lambda_m(K) = k$. Then, the error can be diminished at will by increasing $k$ [37].

The Routh-Hurwitz schedule of the coefficients of the characteristic equation is
\[
\begin{array}{c|cc}
 s^3 & \lambda_i(Q)/\epsilon \omega_a & G_v \\
 s^2 & 1 & G_p \\
 s & G_v - \lambda_i(Q) G_p / \epsilon \omega_a & 0 \\
 1 & G_p & 0 \\
\end{array}
\]
The Routh-Hurwitz criterion states that the number of roots of the characteristic equation with positive real parts is equal to the number of changes in the sign of the first column array.

In this appendix, the control algorithm for emulation of 1-dof flexible joint arm is developed. The dynamics of a 1-dof flexible joint arm can be expressed by [49,50]
\[
\begin{bmatrix}
 m_{s1} \ddot{q}_{s1} \\
m_{s2} \ddot{q}_{s2}
\end{bmatrix} =
\begin{bmatrix}
 k(q_{s2} - q_{s1}) + \zeta (\dot{q}_{s2} - \dot{q}_{s1}) \\
-k(q_{s2} - q_{s1}) - \zeta (\dot{q}_{s2} - \dot{q}_{s1}) - c_s \dot{q}_{s2} + \tau_s(t)
\end{bmatrix}
\]
where $m_{s1} = 0.05kgm^2$ and $m_{s2} = 0.1kgm^2$ are the link inertia and the drive inertia, $l = 0.3m$ is the arm length, $k = 3.0Nm/rad$ represents joint stiffness, $\zeta = 0.1Nms/rad$ is damping at joint, and $\tau_s(t)$ is real-time control input of the simulated robot – in this particular illustration, the control law is comprised of the resolved-rate controller accompanied with a force-moment accommodation (FMA) loop [55].

The dynamics of the rigid joint robot is simply described by
\[
m_r \ddot{q}_r + c_r \dot{q}_r + w \cos(q_r) = \tau_r + fl
\]
where $c_r = 0.022Nms/rad$ represents joint viscous friction, and $m_r = 0.05kgm^2$ is the collective arm inertia, and $w = 0.5Nm$ is the maximum gravity torque. Since $J_{s1} = J_r = l$, we have
\( q_{s1} \equiv q_r \). Hence, the control law for the rigid robot makes it behave as a flexible joint robot whose dynamics is expressed by

\[
\tau_r = c_r \dot{q}_r + w \cos(q_r) - fl + m_r m_{s1}^{-1} [\ddot{q}_{s1} + G_v (\dot{q}_r - \dot{q}_{s1}) + G_p (q_r - q_{s1})],
\]

where

\[
\dot{\xi} = m_{s2}^{-1} [-k(\xi - q_r) - \zeta (\dot{\xi} - \dot{q}_r) + \tau_s(t)],
\]

and

\[
\ddot{q}_{s1} = m_{s1}^{-1} [k(\xi - q_r) + \zeta (\dot{\xi} - \dot{q}_r)].
\]
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