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Abstract—In recent works on semantic segmentation, there has been a significant focus on designing and integrating transformer-based encoders. However, less attention has been given to transformer-based decoders. We emphasize that the decoder stage is equally vital as the encoder in achieving superior segmentation performance. It disentangles and refines high-level cues, enabling precise object boundary delineation at the pixel level. In this paper, we introduce a novel transformer-based decoder called MUSTER, which seamlessly integrates with hierarchical encoders and consistently delivers high-quality segmentation results, regardless of the encoder architecture. Furthermore, we present a variant of MUSTER that reduces FLOPS while maintaining performance. MUSTER incorporates carefully designed multi-head skip attention (MSKA) units and introduces innovative upsampling operations. The MSKA units enable the fusion of multi-scale features from the encoder and decoder, facilitating comprehensive information integration. The upsampling operation leverages encoder features to enhance object localization and surpasses traditional upsampling methods, improving mIoU (mean Intersection over Union) by 0.4% to 3.2%. On the challenging ADE20K dataset, our best model achieves a single-scale mIoU of 50.23 and a multi-scale mIoU of 51.88, which is on-par with the current state-of-the-art model. Remarkably, we achieve this while significantly reducing the number of FLOPS by 61.3%.

Index Terms—Semantic segmentation, transformer, decoder, lightweight, feature fusion.

I. INTRODUCTION

Semantic segmentation is a task that predicts the category of each pixel in an image, rather than the image level prediction in image classification task. In semantic segmentation, the decoder is as important as the encoder, or even more so, because it is more challenging to upsample a sequence to a segmentation map than to obtain features from the sequence.

Compared to traditional convolutional neural networks (CNN) [1], it has been shown that transformers perform better in computer vision tasks including semantic segmentation [2], [3], [4], [5]. Nevertheless, existing works only pay attention to the application of the transformer or its variants as a backbone in a model in order to diffuse use it in all computer vision or even multimedia tasks. We believe a well-designed decoder is critical to realizing the full potential of strong backbones, as the encoder serves as the sole link between the wealth of information extracted by the backbone, and the desired prediction. There are a number of well-designed segmentation decoders in CNN-based networks, such as FPN [6], FCN [1], and UperNet [7]. However, there are also some weaknesses that should be considered: CNN decoders are not as effective as transformer decoders in fully understanding the feature maps extracted by the transformer backbone. This is because CNN decoders rely on a limited receptive field to decode feature maps, which may not capture all relevant information. Another weakness of CNN decoders is their lack of flexibility in adapting to different input sizes and aspect ratios. This can lead to reduced accuracy when processing images with varying scales or orientations. In addition, CNN decoders typically require a large number of floating point operations (e.g., convolution and bilinear) to achieve good performance, which can make them computationally expensive and difficult to train on limited hardware resources. After rethinking the applications of Swin Transformer [3] in semantic segmentation, in this paper, we design an innovative Multi-Scale Transformer-based decoder, dubbed MUSTER, in order to not only address the limited receptive field and high complexity issues of CNN decoders, but also propose a generic and performant method applicable to any other types of hierarchical backbones in the field of semantic segmentation.

While a large number of existing works focus on the backbone design, few methods [1], [8] in semantic segmentation pay attention to designing the effective skip connection operation. However, due to the dense prediction characteristic of segmentation, it is crucial to obtain local features from a high resolution feature image. We recognize recent works (e.g., U-Net [9] and SegFormer [10]) alleviate this issue by utilizing simple concatenation. However, the concatenation is not able to fully capture local features, since directly concatenating will induce many ineffective and redundant information from encoder features. To tackle this problem, we propose a novel method using multi-head skip attention (MSKA) to more efficiently aggregate the ineffective and redundant information from encoder features. With the transformer [11] from natural language processing to computer vision such as image classification [2], the original decoder of transformer is usually removed, and...
We design a lightweight version of MUSTER to lower and PVT. Firstly, inspired by the symmetric encoder and decoder, we propose a hierarchical transformer-based decoder for semantic segmentation, dubbed MUSTER, which gradually increases the spatial resolution of the features based on attention mechanism. The MUSTER does the reverse operation as Swin Transformer, which enables the use of pretraining of Swin Transformer for fine-tuning, distinctly different from existing transformer-based segmentation heads (e.g., SegFormer [10] and PVT [15]) which need to pretrain the encoder.

To enable dense per-pixel category prediction, we propose a Multihead Skip Attention (MSKA) block, which combines the upsampled output at the decoder and the same-scale feature at the encoder via self-attention mechanism. As will be demonstrated, this skip connection via self-attention exhibits better localization performance compared to the concatenation operation, which is adopted almost in all current encoder-decoder symmetric structures, e.g., CNN-based U-Net [9] and SegNet [16], transformer-based TransU-Net [17], [18], [19].

- We design a lightweight version of MUSTER to lower the model complexity and boost the inference efficiency. Instead of simply removing some blocks or downsampling the feature map in a crude way, we modify the attention mechanism and the entire decoder architecture.

The major contributions of this paper are summarized as follows:

- Firstly, inspired by the symmetric encoder and decoder architecture in CNN, we propose a hierarchical transformer-based decoder for semantic segmentation, dubbed MUSTER, which gradually increases the spatial resolution of the features based on attention mechanism. The MUSTER does the reverse operation as Swin Transformer, which enables the use of pretraining of Swin Transformer for fine-tuning, distinctly different from existing transformer-based segmentation heads (e.g., SegFormer [10] and PVT [15]) which need to pretrain the encoder.

- To enable dense per-pixel category prediction, we propose a Multihead Skip Attention (MSKA) block, which combines the upsampled output at the decoder and the same-scale feature at the encoder via self-attention mechanism. As will be demonstrated, this skip connection via self-attention exhibits better localization performance compared to the concatenation operation, which is adopted almost in all current encoder-decoder symmetric structures, e.g., CNN-based U-Net [9] and SegNet [16], transformer-based TransU-Net [17], [18], [19].

- We design a lightweight version of MUSTER to lower the model complexity and boost the inference efficiency. Instead of simply removing some blocks or downsampling the feature map in a crude way, we modify the attention mechanism and the entire decoder architecture.

A. Semantic Segmentation

Semantic segmentation is an essential component in many visual understanding systems [20], [21], which is a computer vision task that aims to assign each pixel in an image with a corresponding class label, which represents the meaning of the object or region it belongs to. The goal of semantic segmentation is to enable machines to perceive and understand visual information in a way similar to human perception.

Before the deep learning era, early attempts at semantic segmentation relied on low-level image processing techniques such as edge detection, thresholding, and clustering [22]. These methods often required hand-crafted features and were limited in their ability to capture high-level semantics. One popular approach was based on graph-based optimization [23], where an energy function was defined over the image pixels and optimized to obtain a globally consistent labeling. Another approach was based on Markov Random Fields (MRFs) [24], where the label distribution was modeled using a probabilistic framework. However, these methods suffered from limitations in scalability, generalization, and accuracy, and could not handle complex scenes with multiple objects and occlusions.

B. Encoders of Semantic Segmentation

Following the advent of AlexNet [25], both inchoate models like fully convolutional network [1], U-Net [9], SegNet [16]...
and recent strong models like Swin Transformer V2 [26], SegFormer [10], SSformer [27] are all encoder-decoder based models. As a result, both encoder and decoder are of great significance in semantic segmentation. This work aims to propose a strong decoder that can make contribute to this field.

Since AlexNet [25] was firstly proposed to apply convolutional network to get a outstanding performance in image classification, more and more CNN based models are designed. Fully convolutional network (FCN) [1] is a classic method of semantic segmentation. This work is considered a milestone in image segmentation, since it demonstrated that deep networks can be trained for semantic segmentation in an end-to-end manner on variable sized images [20]. There are many deep and effective convolutional neural architectures are proposed following closely, like HRNet [28] and ResNet [13]. Spiking neural networks (SNNs) [29], [30], [31], [32], [33], as the brain-inspired neural networks, are also a strong architecture for semantic segmentation.

In recent years, as an effective method in natural language processing field, Transformer [11] was adapted to the domain of computer vision, including image classification, semantic segmentation, etc. Transformer is able to model the long-range dependency due to the self-attention mechanism. Vision Transformer (ViT) [2] has convincingly proved that a pure transformer backbone can deal with all kinds of missions in computer vision. Since then, works based on Transformer has flourished, and some notable examples [3], [10], [34], [35], [36], [37], [38], [39], [40], [41], [42], [43] have arose. Among them, SETR [14] is a powerful work which firstly apply Vision Transformer on semantic segmentation and becomes state-of-the-art structure and Swin Transformer adds an inductive bias to make Transformer better adapt to pixel-level prediction tasks like semantic segmentation. These models have achieved state-of-the-art performance on various benchmark datasets and enabled a wide range of applications in fields such as autonomous driving, medical imaging, and robotics.

C. Decoders of Semantic Segmentation

Decoders for semantic segmentation are an essential component of encoder-decoder models. One popular approach is the FCN-style decoder, which uses transposed convolutions to upsample the feature maps from the encoder and generate a segmentation map. Another popular method is the PSPNet [44], which incorporates a pyramid pooling module to capture multi-scale contextual information. DeepLab [45] employs atrous (dilated) convolutions to capture more extensive spatial context at multiple scales.

Recently, transformer-based decoders have shown promising results in natural language processing tasks and have also been applied to computer vision problems such as object detection (e.g., DETR [46]). However, the current status of transformer-based decoders for semantic segmentation is still in its early stages, with limited research and experiments conducted thus far. One challenge is the high computational cost associated with using transformers in dense prediction tasks like semantic segmentation.

III. METHOD

In this section we introduce MUSTER and Light-MUSTER, decoders designed for hierarchical backbones to better fuse the feature maps with different sizes and strengthen the attention mechanism in transformer. MUSTER retains detailed low-level information, and also gives good consideration to high-level semantic information. As a result, MUSTER achieves a great balance between segmentation details and semantic information.

A. Overall Architecture

An overview of MUSTER is demonstrated in Fig. 3. MUSTER requires the backbone to generate hierarchical feature maps as its inputs, and in our experiments, the C dimensions of these feature maps are geometric series. Actually, the channels are not strictly limited to geometric series since we can modify the channels while using $1 \times 1$ convolution to upsample.

In each stage of MUSTER, we implement the output of the last stage and the feature map produced by the corresponding stage in backbone as the inputs. Both of them are used in the Swin Transformer Block with skip attention following skip-connection operation of Unet [9], which enables MUSTER to obtain more high-resolution information when upsampling. Then we pass both the output of Swin Transformer Block in decoder and encoder to upsample to keep the shape of output consistent to the next stage’s feature map.

Supposing the four outputs of the backbone are $\{F_i(\frac{H}{2^i}, \times W/2^i \times 2^{3-i}C) | i \in \{0, 1, 2, 3\}\}$, the process of every stage can
be formulated as:

\[
\hat{F} = \begin{cases} 
\text{SwinBlock}(F_i, F_i), & i = 0 \\
\text{SwinBlock}(M_{i-1}, F_i), & i > 0
\end{cases}
\]  

(1)

\[M_i = \begin{cases} 
\text{FuseUpsampleBlock}(\hat{F}, F_i), & i < 3 \\
\text{FuseBlock}(\hat{F}, F_i), & i = 3
\end{cases}
\]  

(2)

Each SwinBlock receives two feature maps for the proposed multi-head Skip Attention. We’ll explain it in the next subsection.

Based on the proposed architecture presented in Fig. 3, the computational complexity of MUSTER on an image of \(h \times w\) patches is as follows (constant omitted):

\[
\Omega(\text{MUSTER}) = hwC^2 + M^2hwC
\]  

(3)

where \(M\) is fixed and is set to 12 by default. \(M\) is the size of the window. The first term \(hwC^2\) in the equation represents the computational complexity of MLPs in MUSTER. Since the computational complexity of self-attention for each window is \(M^4C\), and there are \(\frac{HW}{M^2}\) windows, the total self-attention complexity is \(M^2hwC\).

The second term \(M^2hwC\) represents the computational complexity of SW-MSKA in MUSTER. Since the computational complexity of window-wise attention for each window is \(C\), and there are \(\frac{HW}{M^2}\) windows, the total window-wise attention complexity is \(M^2hwC\).

As a result, the computational complexity of our proposed MUSTER is linear with the input image size, and it is still lightweight although transformer is applied here.

### B. Multi-Head Skip Attention

In order to better utilize the feature maps from different stages of the backbone, we improve the attention mechanism used in Swin Transformer from multi-head Self Attention (MSA) to Multihead Skip Attention (MSKA). We believe that it is difficult for the MSA to effectively activate a single category in one attention head since it simply calculates the similarity with itself. With MSKA, we calculate the similarity of two different feature maps with the same semantics, which better utilizes the attention mechanism and is able to activate a single category in one attention head.

Inspired by the interaction between the encoder and decoder of the Transformer used in the field of natural language processing (NLP), we use the previous stage’s output \(M\) as Key-Value pairs, and the feature map \(F\) as query. The Window-MSKA (W-MSKA) is estimated as:

\[
\text{Attn}(Q_F, K_M, V_M) = \text{SoftMax}\left(\frac{Q_F(K_M)^T}{\sqrt{d}} + B\right) V_M
\]  

(4)

where \(Q_F\) is the query of Skip Attention, which is a linear transformation of \(F\). \(K_M\) and \(V_M\) are key and value respectively, which are both linear transformations of \(M\). \(d\) is the dimension of \(Q_F\) and \(K_M\). \(B\) is relative position bias mentioned in Swin Transformer [3].

Similarly, we regard the output of W-MSKA after layers of layer-norm and MLP as query, and the previous output \(M\) as Key-Value pairs. The Shift-Window-MSKA (SW-MSKA) is estimated as:

\[
\text{Attn}(Q_{out}, K_M, V_M) = \text{SoftMax}\left(\frac{Q_{out}(K_M)^T}{\sqrt{d}} + B\right) V_M
\]  

(5)

The complete process of the Swin Transformer Block with MSKA is presented in Fig. 4.

### C. Fuse&Upsample

Contrary to other upsampling methods like interpolation or deconvolution, which rely on the limited information in a single feature map, we propose a succinct but effective way of upsampling by leveraging the complementary information contained in multiple feature maps from different sources. The process of the Fuse&Upsample block is presented in Fig. 5.
Fig. 4. Multi-head Skip Attention Architecture. The shape of $Q, K, V$ should be $M^2 \times \frac{C}{N_{\text{head}}}$, where $N_{\text{head}}$ means count head in Multi-head Skip Attention.

Fig. 5. Fuse&Upsample.

We argue that an ideal upsampling operation – by recovering high-frequency details – should produce an output that contains more information than its low-resolution input does. Therefore, to perform upsampling effectively, additional cues is needed to supplement the information contained in the low-resolution input.

To achieve so, we first concatenate the output of Skip Attention Swin Transformer block with a feature map of the same scale in encoder, in order to enlarge channels from $C_i$ to $2C_i$. Then we use a $1 \times 1$ convolution to build a connection between the two combined feature maps. The $1 \times 1$ convolution can also be used to modify the channels to $2C_i$ if the feature maps from backbone and decoder have different numbers of channels. In the end, we apply Pixel Shuffle [50] to transfer the image scale from $H_i \times W_i \times 2C_i$ to $2H_i \times 2W_i \times \frac{C_i}{2}$. Pixel shuffle is estimated as:

$$PS(T)_{x,y,c} = T_{\lfloor x/r \rfloor, \lfloor y/r \rfloor, c \cdot r \mod(y,r) + c \cdot r \mod(x,r)}$$

In our model, $r$ equals to 2. Eventually, the image scale is upsampled from $H \times W \times 8C$ to the image scale $H \times W \times 2C$.

Fig. 6. Forward process of attention mechanism in Light-MUSTER, where $B_i$ and $B_o$ represents learnable inner bias and outer bias.

**D. Lightweight Attention Mechanism**

To make MUSTER lighter, we redesigned an attention mechanism for it which is used in Light-MUSTER, which is detailed described in Fig. 6. The whole process of our light attention mechanism can be formulated as:

$$Q = \text{Linear}(X_{\text{skip}})$$

$$K, V = \text{DepthwiseConv}(X)$$

(7)

$$\text{Attn}(Q, K, V) = \text{SoftMax}(Q^T K + B_i + M) + B_o) V,$$ 

(8)

where $M$ means mask, which is applied in shift-window attention block. There are three main modifications. Firstly, we removed superfluous linear layers in the forward process of the attention mechanism and added some learnable bias to maintain its learnability, i.e., the inner bias $B_i \in \mathbb{R}^{M^2 \times M^2}$, and the outer bias $B_o \in \mathbb{R}^{M^2 \times M^2}$, where $M$ represents the window size. Secondly, we used a depthwise convolution to downsample $K$ and $V$ in order to reduce FLOPS in the matrix multiplication. Thirdly, due to the change of shape of key and value, we had to redesign the original mask mechanism in Swin Transformer to fit it. The transition of four masks corresponding to the four areas in the shifted window is shown in Fig. 7, where

$$\mathcal{M}(x, y) = \begin{cases} 0 & \text{if } \mathcal{M}(x, y) \text{ is colored with white} \\ -\infty & \text{otherwise} \end{cases}$$

(9)

In the mask in Fig. 7, areas colored by dark blue mean the dot-product between the tokens is not necessarily computed due to non-adjacent subwindows, so we need to mask the attention weights. The white parts indicate we calculate the self-attention as in the non-shifted window. In implementation, it is complex to locate the original location of each window, so we used a hash map to recognize which new mask a window should match with.
segmentation dataset, covering a broad range of 150 semantic categories. Compared to other datasets, scene parsing for ADE20K is challenging due to the huge semantic concepts. It has 25K images in total, with 20K for training, 2K for validation, and another 3K for testing. Cityscapes is a large-scale dataset which mainly contains images of urban roads, streets and landscapes. It has 5K images in total, with 2975 for training, 500 for validation, and another 1525 for testing.

B. Implementation Details

We use MMsegmentation [55] as our codebase. Four RTX 3090 GPUs were used to train models for comparison experiments, while we only use a single RTX 3090 GPU for ablation studies. All experiments of MUSTER adopted AdamW as optimizer [48], [56], and the learning rate was set to $6 \times 10^{-5}$ in the beginning with a poly learning rate strategy and 1500 iterations’ warm-up. The size of training images is $512 \times 512$ when using ADE20K, $768 \times 768$ when using Cityscapes. The swin transformer backbones are pretrained with Imagenet-22K.

We test the models with both the same input size with the training images and resized, flipped images. Specific training configurations are presented in Table I. Attention heads means the number of heads in both W-MSA and SW-MSA in Swin Transformer, and that in both W-MSKA and SW-MSKA in MUSTER. Detailed configurations are expounded in Table II. The output channels should strictly correspond with the outputs of the hierarchical backbone, and Table II shows the case when using Swin-T-Base [3] as the backbone. The window size and numbers of attention heads are the same with Swin-T-Base.

C. Comparisons With the State-of-the-Art

As illustrated in Table III, on ADE20K, MUSTER with Swin Transformer backbone performs better than any CNN-based models from 10% to 26% while the FLOPs are 50% lower. We believe that it is MUSTER’s attention mechanism that makes MUSTER performs better when using CNN-based backbones. It illustrates that attention mechanism is effective not only in backbones, but also in decoders. Among transformer-based models, MUSTER achieves comparable performance with UperNet. Note that, UperNet is a multi-task learning framework, which is CNN-based and has multiple heads corresponding to various visual concept parsing, i.e., scene, object, part, material, texture. While, MUSTER only has one object segmentation head, whose FLOPs are less than half compared to UperNet. Moreover, MUSTER is distinguished by its relatively lightweight design, as its core components consist primarily of four Swin Blocks, in contrast to the more parameter-heavy MLP layers found in UperNet. Further, compared to recent specially-designed transformer-based models, SETR and SegFormer, MUSTER improves the mIoU metric by 1.65 and 1.1, respectively. SSFormer [27] utilizes the same Swin Transformer backbone as MUSTER, paired with a lightweight all-MLP decoder. The superior results of MUSTER provide further insights into its performance advantages. The similar performance gains can be observed for multi-scaled and flipped data.

IV. EXPERIMENTS

To verify the effectiveness of MUSTER and Light-MUSTER, we conducted a series of experiments and comparisons with other mainstream methods in the field of Semantic Segmentation. The results demonstrate the superior performance of our models.

Firstly, we compared our model with existing state-of-the-art methods for Semantic Segmentation. We evaluated the performance of MUSTER and Light-MUSTER on standard benchmark datasets and achieved remarkable FLOPs and results. These results highlight the effectiveness of our models in accurately segmenting semantic regions in images.

Furthermore, we extended the application of Light-MUSTER to weakly supervised semantic segmentation. This scenario poses additional challenges due to the limited availability of labeled data. However, Light-MUSTER successfully addressed these challenges and achieved impressive results even with weak supervision. This demonstrates the robustness and adaptability of our approach in handling different segmentation scenarios.

In addition to the comparisons and applications mentioned above, we conducted ablation experiments specifically targeting the MSKA and Fuse& Upsample module. These ablation experiments provided valuable evidence of the importance of MSKA and Fuse& Upsample module in achieving state-of-the-art performance in MUSTER.

A. Datasets

We conduct experiments using ADE20K [51] and Cityscapes [52] datasets. ADE20K is a widely used semantic dataset, covering a broad range of 150 semantic categories. Compared to other datasets, scene parsing for ADE20K is challenging due to the huge semantic concepts. It has 25K images in total, with 20K for training, 2K for validation, and another 3K for testing. Cityscapes is a large-scale dataset which mainly contains images of urban roads, streets and landscapes. It has 5K images in total, with 2975 for training, 500 for validation, and another 1525 for testing.

B. Implementation Details

We use MMsegmentation [55] as our codebase. Four RTX 3090 GPUs were used to train models for comparison experiments, while we only use a single RTX 3090 GPU for ablation studies. All experiments of MUSTER adopted AdamW as optimizer [48], [56], and the learning rate was set to $6 \times 10^{-5}$ in the beginning with a poly learning rate strategy and 1500 iterations’ warm-up. The size of training images is $512 \times 512$ when using ADE20K, $768 \times 768$ when using Cityscapes. The swin transformer backbones are pretrained with Imagenet-22K.

We test the models with both the same input size with the training images and resized, flipped images. Specific training configurations are presented in Table I. Attention heads means the number of heads in both W-MSA and SW-MSA in Swin Transformer, and that in both W-MSKA and SW-MSKA in MUSTER. Detailed configurations are expounded in Table II. The output channels should strictly correspond with the outputs of the hierarchical backbone, and Table II shows the case when using Swin-T-Base [3] as the backbone. The window size and numbers of attention heads are the same with Swin-T-Base.

C. Comparisons With the State-of-the-Art

As illustrated in Table III, on ADE20K, MUSTER with Swin Transformer backbone performs better than any CNN-based models from 10% to 26% while the FLOPs are 50% lower. We believe that it is MUSTER’s attention mechanism that makes MUSTER performs better when using CNN-based backbones. It illustrates that attention mechanism is effective not only in backbones, but also in decoders. Among transformer-based models, MUSTER achieves comparable performance with UperNet. Note that, UperNet is a multi-task learning framework, which is CNN-based and has multiple heads corresponding to various visual concept parsing, i.e., scene, object, part, material, texture. While, MUSTER only has one object segmentation head, whose FLOPs are less than half compared to UperNet. Moreover, MUSTER is distinguished by its relatively lightweight design, as its core components consist primarily of four Swin Blocks, in contrast to the more parameter-heavy MLP layers found in UperNet. Further, compared to recent specially-designed transformer-based models, SETR and SegFormer, MUSTER improves the mIoU metric by 1.65 and 1.1, respectively. SSFormer [27] utilizes the same Swin Transformer backbone as MUSTER, paired with a lightweight all-MLP decoder. The superior results of MUSTER provide further insights into its performance advantages. The similar performance gains can be observed for multi-scaled and flipped data.
TABLE I
DETAILED TRAINING CONFIGURATIONS

| Method   | Backbone    | Pretrain      | Optimizer  | Learning Rate | Dataset    | Batch Size | Iterations | Image Size |
|----------|-------------|---------------|------------|---------------|------------|------------|------------|------------|
| UperNet* | ResNet-101  | ImgNet1K [48] | SGD [49]   | 0.01†         | ADE20K     | 16         | 160000     | 512 × 512  |
| MUSTER   | ResNet-101  | ImgNet1K      | AdamW [50] | 6 × 10⁻⁵†     |            |            |            |            |
| UperNet* | Swin-T-Base | ImgNet22K     | AdamW      | 6 × 10⁻⁵†     | Cityscapes | 8          | 80000      | 768 × 768  |
| MUSTER   | Swin-T-Base | ImgNet22K     | AdamW      | 6 × 10⁻⁵†     |            |            |            |            |

*To make fair comparison with UperNet, we remove the FCN auxiliary head from these models and trained them by ourselves. †The learning rates are in accordance with the configurations in their papers.

TABLE II
MUSTER* DECODER CONFIGURATIONS

| Stage | Output Downsp. Rate | Output Channels | Window Size | Attention Heads |
|-------|---------------------|-----------------|-------------|-----------------|
| Stage 1 | 16 x               | 512             | 12 × 12    | 32              |
| Stage 2 | 8 x                | 256             | 12 × 12    | 16              |
| Stage 3 | 4 x                | 128             | 12 × 12    | 8               |
| Stage 4 | 4 x                | 256             | 12 × 12    | 4               |

*With Swin-Transformer Backbone. The output channels are doubled when using LightMLP [2] and RS-EPM [57] and RCA [58].

As shown in Fig 8, MUSTER’s results of each class align well with human expectations of detection difficulty for various classes. There are no significant performance gaps, and the model performs strongly in more challenging areas as expected.

We have also compared the FPS (Frames Per Second) with other mainstream models in Table IV. Our model shows an improvement of 8.7% in FPS compared to the UperNet-based Swin Transformer.

On Cityscapes, since Cityscapes has less semantic categories and is less challenging, the performance gap between old models and latest models is not as large as that on ADE20K, but the MUSTER’s advantage on efficiency of calculation still exists.

Fig. 9 shows that MUSTER performs better when segmenting small objects like traffic signs. Besides, for large objects like trucks, The consistency of segmentation is also better than DeepLabV3+. Fig. 10 also proves MUSTER’s ability on segmenting small objects, but it sometimes causes jagged edges of segmentation under complicated semantic conditions, which decreases the final mIoU of MUSTER. We believe that the application of larger backbones or more MLP layers may fix this problem.

D. Application to Weakly Supervised Semantic Segmentation

Furthermore, we tested our MUSTER on the task of weakly supervised semantic segmentation. Some segment results are shown in Fig. 12. In this task, we simply used pseudo labels produced by other models, e.g. RS+EPM [57] and RCA [58], to train our MUSTER without any additional modifications to the architecture. The results are shown in Table V, which indicate that a pure Light-MUSTER can outperform some designs that include redundant loss or data interaction. This suggests that good-quality pseudo-labels are all that are needed for effective...
TABLE III
COMPARISON OF SEGMENTATION RESULTS OF DIFFERENT METHODS ON ADE20K AND CITYSCAPES DATASET

| Method            | Backbone       | Parama | ADE20K | Cityscapes |
|-------------------|----------------|--------|--------|------------|
|                   |                |        | FLOPs**| mIoU       | FLOPs      | mIoU       |
|                   |                |        | (ms+flip)**|           | (ms+flip)  |
| FPN [6]           | ResNet-101     | 47.1M  | 65.04G | 39.35      | 40.72      |
| UpperNet [7]      | ResNet-101     | 83.11M | 257.37G| 40.66      | 40.44      |
| MUSTER (Ours)†    | ResNet-101     | 247.8M | 248.3G | 43.18      | 44.08      |
| PCN [1]           | ResNet-101-D8  | 68.59M | 275.69G| 39.91      | 41.40      |
| DeepLabV3+ [46]   | ResNet-101-D8  | 62.68M | 273.14G| 45.47      | 46.35      |
| DNet [54]         | ResNet-101-D8  | 72.27M | 256.64G| 45.42      | 46.76      |
| PSPNet [45]       | ResNet-101-D8  | 68.07M | 273.48G| 43.74      | 45.35      |
| FSA Net [55]      | ResNet-101-D8  | 73.06M | 183.30G| 49.13      | 50.22      |
| SETR-PUP [14]     | ViT-Large      | 317.29M| 270.55G| 48.58      | 50.09      |
| SegFormer [10]    | MT-B5          | 82.01M | 299.81G| 50.21      | 52.02      |
| UpperNet [7]      | Swin-T-Base    | 121.42M| 91.01G | 47.71      |            |
| S2Former [27]     | Swin-T-Base    | 87.5M  | 139.53G| 50.18      | 51.8       |
| MUSTER (Ours)     | Swin-T-Base    | 138.94M| 122.24M| 50.23      | 51.8       |
| Light-MUSTER (Ours) | Swin-T-Base  |        | 166.99G| 50.23      | 51.8       |

*ms+flip means we use multi-scaled and flipped data when training. On ADE20K, the 512 × 512 images are augmented to 256 × 512 and 1024 × 1024. On Cityscapes, the 2048 × 1024 images are augmented to 2048 × 1024 and 4096 × 2048.

**On ADE20K, the FLOPs are calculated with input images of 512 × 512. On Cityscapes, the FLOPs are calculated with input images of 2048 × 1024.

It should be noted that the performance of SegFormer presented in this table is not exactly the same as its original paper, because its original test scale is 640 × 640, but here we use 512 × 512 to control variable to meet hardware resource requirement.

The maximum output channels of ResNet are 2048, while that of Swin-T are 1024. So the Params and FLOPs of MUSTER+ResNet are quite larger than MUSTER+Swin-T, but the FLOPs are still lower than most of the models.

TABLE IV
COMPARISON OF FPS ON ADE20K

| Method            | Backbone       | FPS | mIoU |
|-------------------|----------------|-----|------|
| Light-MUSTER      | Swin-T-Base    | 11.2| 50.23|
| MUSTER            | Swin-T-Base    | 11.0| 50.18|
| UpperNet          | Swin-T-Base    | 10.3| 50.21|
| SegFormer         | MT-B5          | 9.8 | 49.13|
| SETR              | ViT-Large      | 5.4 | 48.58|
| DeepLabV3+        | ResNet-101     | 14.1| 45.47|

TABLE V
EXPERIMENT RESULTS ON PASCAL VOC 2012 VAL

| Method            | Pseudo Label | mIoU |
|-------------------|--------------|------|
| Light-MUSTER      | RS+IPEM      | 75.71|
|                      | RS+IPEM      | 74.40|
| Light-MUSTER      | RCA          | 72.76|
|                      | RCA          | 72.20|

E. Ablation Study

We also perform ablation studies to verify the effectiveness of the proposed MSKA. The results are presented in Table VI. We make the ablation experiments in a smaller scale, which is still enough to demonstrate the effectiveness of MSKA. In Fig. 11, we ablate the proposed key component visually, where we consider various combination between “Bilinear, TransConv, and Fuse&Upsample” and “MSA and MSKA”. By comparing “Fuse&Upsample+MSA” and “Fuse&Upsample+MSKA”, we can observe the segmentation accuracy improvement brought performance. Combined with MUSTER, we are ranked the 2nd place at the time of submission in the leaderboard [59] of weakly supervised semantic segmentation on PASCAL VOC 2012 dataset. Fig. 12 presents the weakly supervised segmentation results of employing Swin plus MUSTER as the encoder-decoder structure.
by MSKA block. Similarly, it is evident that Fuse&Upsample can improve the results over traditional upsampling. As shown in Fig. 13, we compare the feature maps output from the third stage of decoder. Specifically, the images are fed to the same Swin Transformer backbone, but the left-hand one with proposed MUSTER with MSKA and the right-hand one with MUSTER with MSA instead. For both feature maps, we keep all architecture and training settings unchanged, except for the attention mechanism. The image is chosen from validation data of ADE20K. We can clearly infer from the feature map comparison that skip attention help to focus more on what we need, which are the tall buildings in the image. Fig. 14 compares the output of different attention head from the second stage of decoder. It is obvious that in MSKA maps, one head of attention achieves better notice on a specific category such as the ground, the sky or the house. In different images, the same color represents the same value of Meanwhile, the feature map of MSA is much weaker to differentiate the objects of different categories.

Regarding ablation experiments of Fuse&Upsample, we replace the concatenate operation with bilinear. It transforms the feature from $H_i \times W_i \times C_i$ to $2H_i \times 2W_i \times C_i$. Then we use a $1 \times 1$ convolution layer to transform the channels from $C_i$ to $C_i^2$. In the experiments using TransConvolution, an layer of TransConvolution with kernel size $2 \times 2$ and stride 2 was applied to directly transform the feature from $H_i \times W_i \times C_i$ to $2H_i \times 2W_i \times C_i^2$. Table VII illustrates that the proposed Fuse&Upsample Block performs better than traditional upsampling methods like bilinear and transconvolution. The experiment
on SelfConcat proves that extra information from backbone does help improve model’s performance.

V. CONCLUSION

In this work, we explore the way of designing a proper decoder that is able to effectively fuse features from the transformer encoder for semantic segmentation tasks. To achieve this, we present MUSTER, a fully transformer-based decoder, which comprises multi-head skip attention units. Meanwhile, we propose a enhanced while lightweight version of MUSTER, which comprises multi-head skip attention units. Meanwhile, we propose an enhanced while lightweight version of MUSTER, which is still powerful and is 18% lighter than original MUSTER in FLOPS. We have done extensive experiments to demonstrate effectiveness and efficiency of the proposed approach on two publicly benchmarking datasets i.e., Cityscapes and ADE20K. In the future, we consider to apply MUSTER on some new architecture of semantic segmentation or some new segmentation tasks, e.g., maskformer and segment anything model, to achieve better performance.

REFERENCES

[1] E. Shellhammer, J. Long, and T. Darrell, “Fully convolutional networks for semantic segmentation,” IEEE Trans. Pattern Anal. Mach. Intell., vol. 39, no. 4, pp. 640–651, Apr. 2017.
[2] A. Dosovitskiy et al., “An image is worth 16x16 words: Transformers for image recognition at scale,” in Proc. Int. Conf. Learn. Representations, 2021. [Online]. Available: https://openreview.net/forum?id=YicbFmNTTty
[3] Z. Liu et al., “Swin transformer: Hierarchical vision transformer using shifted windows,” in Proc. Int. Conf. Comput. Vis., 2021, pp. 10012–10022.
[4] R. Strudel, R. Garcia, I. Laptev, and C. Schmid, “Segmenter: Transformer for semantic segmentation,” in Proc. Comput. Vis. Pattern Recognit., 2021, pp. 7262–7272.
[5] Y. Jin, D. K. Han, and H. Ko, “TrSeg: Transformer for semantic segmentation,” Pattern Recognit. Lett., vol. 148, pp. 29–35, 2021.
[6] T.-Y. Lin, P. Dollár, R. Girshick, K. He, B. Hariharan, and S. Belongie, “Feature pyramid networks for object detection,” in 2017 IEEE Conf. Comput. Vis. Pattern Recognit., 2017, pp. 936–944.
[7] T. Xiao, Y. Liu, B. Zhou, Y. Jiang, and J. Sun, “Unified perceptual parsing for scene understanding,” in Proc. Eur. Conf. Comput. Vis., 2018, pp. 415–434.
[8] Z. Zhu, M. Xu, S. Bai, T. Huang, and X. Bai, “Asymmetric non-local neural networks for semantic segmentation,” in 2019 IEEE/CVF Int. Conf. Comput. Vis., 2019, pp. 593–602.
[9] O. Ronneberger, P. Fischer, and T. Brox, “U-Net: Convolutional networks for biomedical image segmentation,” in Proc. Med. Image Comput. Assist. Interv., 2015, pp. 234–241.
[10] E. Xie, W. Wang, Z. Yu, A. Anandkumar, J. M. Alvarez, and P. Luo, “SegFormer: Simple and efficient design for semantic segmentation with transformers,” in Proc. Comput. Vis. Pattern Recognit., 2021, pp. 12077–12090.
[11] A. Vaswani et al., “Attention is all you need,” in Proc. 31st Int. Conf. Neural Inf. Process. Syst., 2017, pp. 6000–6010.
[12] Z. Hechen, W. Huang, and Y. Zhao, “VIT-LSLA: Vision transformer with light self-limited-attention,” 2022, arXiv:2210.17115.
[13] K. He, X. Zhang, S. Ren, and J. Sun, “Deep residual learning for image recognition,” in 2016 IEEE Conf. Comput. Vis. Pattern Recognit., 2016, pp. 770–778.
[14] S. Zheng et al., “Rethinking semantic segmentation from a sequence-to-sequence perspective with transformers,” in 2021 IEEE/CVF Conf. Vis. Pattern Recognit., 2021, pp. 6877–6886.
[15] W. Wang et al., “Pyramid vision transformer: A versatile backbone for dense prediction without convolutions,” in 2021 IEEE/CVF Int. Conf. Comput. Vis., 2021, pp. 548–558.
[16] V. Badrinarayanan, A. Kendall, and R. Cipolla, “SegNet: A deep convolutional encoder-decoder architecture for image segmentation,” IEEE Trans. Pattern Anal. Mach. Intell., vol. 39, no. 12, pp. 2481–2495, Dec. 2017.
[17] J. Chen et al., “TransUNet: Rethinking the U-Net architecture design for medical image segmentation through the lens of transformers,” Med. Image Anal., Elsevier, 2024, Art. no. 103280.
[18] H. Wang, P. Cao, J. Wang, and O. R. Zaiane, “U-CTransNet: Rethinking the skip connections in U-Net from a channel-wise perspective with transformers,” in Proc. AAAI Conf. Artif. Intell., 2021, pp. 2441–2449.
[19] H. Cao et al., “Swin-Unet: U-net-like pure transformer for medical image segmentation,” in Proc. Eur. Conf. Comput. Vis. Workshops, 2022.
[20] S. Minaee, Y. Boykov, F. Porikli, A. Plaza, N. Kehtarnavaz, and D. Terzopoulos, “Image segmentation using deep learning: A survey,” IEEE Trans. Pattern Anal. Mach. Intell., vol. 44, no. 7, pp. 3523–3542, July 2022.
[21] S. Hao, Y. Zhou, Y. Guo, R. Hong, J. Cheng, and M. Wang, “Real-time semantic segmentation via spatial-detail guided context propagation,” IEEE Trans. Neural Netw. Learn. Syst., early access, Mar. 08, 2022, doi: 10.1109/TNNLS.2022.3154443.
[22] H.-D. Cheng, X.-H. Jiang, Y. Sun, and J. Wang, “Color image segmentation: Advances and prospects,” Pattern Recognit., vol. 34, no. 12, pp. 2259–2281, 2001.
[23] C. Couprie, L. Grady, L. Najman, and H. Talbot, “Power watershed: A unifying graph-based optimization framework,” IEEE Trans. Pattern Anal. Mach. Intell., vol. 33, no. 7, pp. 1384–1399, Jul. 2011.
[24] P. Clifford, “Markov random fields in statistics,” Disorder Phys. Syst.: A. Vol. Honour John M. Hammersley, pp. 19–32, 1990.
[25] A. Krizhevsky, I. Sutskever, and G. E. Hinton, “Imagenet classificatiion with deep convolutional neural networks,” Commun. ACM, vol. 60, no. 6, pp. 84–90, 2012.
[26] Z. Liu et al., “Swin transformer V2: Scaling up capacity and resolution,” in 2022 IEEE/CVF Conf. Computer Vis. Pattern Recognit., 2021, pp. 11999–12009.
[27] W. Shi, J. Xu, and P. Gao, “SSFormer: A lightweight transformer for semantic segmentation,” in 2022 IEEE 24th Int. Workshop Multimedia Signal Process. 2022, pp. 1–5.
[28] K. Sun, B. Xiao, D. Liu, and J. Wang, “Deep high-resolution representation learning for human pose estimation,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit., 2019, pp. 5693–5703.
[29] Q. Su, W. He, X. Wei, B. Xu, and G. Li, “Multi-scale full spike pattern for semantic segmentation,” Neural Netw., vol. 176, 2024, Art. no. 106330.
[30] Q. Xu, J. Shen, X. Ran, H. Tang, G. Pan, and J. K. Liu, “Robust transcoding sensory information with neural spikes,” IEEE Trans. Neural Netw. Learn. Syst., vol. 33, no. 5, pp. 1935–1946, May 2022.
[31] Q. Xu, Y. Li, J. Shen, J. K. Liu, H. Tang, and G. Pan, “Constructing deep spiking neural networks from artificial neural networks with knowledge distillation,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit., 2023, pp. 7886–7895.
[32] J. Shen, Q. Xu, J. K. Liu, Y. Wang, G. Pan, and H. Tang, “ESL-SNNs: An evolutionary structure learning strategy for spiking neural networks,” in Proc. AAAI Conf. Artif. Intell., 2023, vol. 37, no. 1, pp. 86–93.
[33] Q. Xu et al., “CSNN: An augmented spiking based framework with perceptron-inception,” in Proc. 27th Int. Joint Conf. Artif. Intell., 2018, vol. 1646, pp. 1646–1652.
[34] C. Yang et al., “Life vision transformer with enhanced self-attention,” in 2022 IEEE/CVF Conf. Comput. Vis. Pattern Recognit., 2022, pp. 11998–11999.
[35] Z. Xu et al., “Twins: Revisiting the design of spatial attention in vision transformers,” in Proc. 35th Int. Conf. Neural Inf. Process. Syst., 2024, Art. no. 716.
[36] X. Dong et al., “CSWin-Transformer: A general vision transformer backbone with cross-shaped windows,” in Proc. Int. Joint Conf. Artif. Intell., 2024, Art. no. 716.
[38] Y. Li, K. Zhang, J. Cao, R. Timofte, and L. V. Gool, “LocalVit: Bringing locality to vision transformers,” in Proc. Comput. Vis. Pattern Recognit., 2021.

[39] M. Douze et al., “Training data-efficient image transformers & distillation through attention,” in Proc. 38th Int. Conf. Mach. Learn., 2020, pp. 10347–10357.

[40] L. Yuan et al., “Tokens-to-token ViT: Training vision transformers from scratch on imagenet,” in Proc. IEEE/CVF Int. Conf. Comput. Vis. Pattern Recognit., 2021, pp. 558–567.

[41] Y. Liang, X. Zhu, and J. Zhang, “Mitu-net: An efficient mix transformer U-like network for forward-looking sonar image segmentation,” in 2022 IEEE 2nd Int. Conf. Comput. Commun. Artif. Intell., Beijing, China, 2022, pp. 149–154.

[42] P. Zhang et al., “Multi-scale vision longformer: A new vision transformer for high-resolution image encoding,” in Proc. IEEE Int. Conf. Comput. Vis., Canada, 2021, pp. 2978–2988.

[43] T. Xiao, M. Singh, E. Minnun, T. Darrell, P. Dollár, and R. Girshick, “Early convolutions help transformers see better,” in Proc. 35th Int. Conf. Neural Inf. Process. Syst., 2021, pp. 30392–30400.

[44] H. Zhao, J. Shi, X. Qi, X. Wang, and J. Jia, “Pyramid scene parsing network,” in 2017 IEEE Conf. Comput. Vis. Pattern Recognit., 2017, pp. 6230–6239.

[45] L.-C. Chen, Y. Zhu, G. Papandreou, F. Schroff, and H. Adam, “Encoder-decoder with atrous separable convolution for semantic image segmentation,” in Proc. 15th Eur. Conf. Comput. Vis., 2018, pp. 833–851.

[46] N. Carion, F. Massa, G. Synnaeve, N. Usunier, A. Kirillov, and S. Zagoruyko, “End-to-end object detection with transformers,” in Proc. Comput. Vis. – ECCV 2020: 16th Eur. Conf., Glasgow, UK, Aug. 2020, pp. 213–229, doi: 10.1007/978-3-030-58452-8_13.

[47] J. Deng, W. Dong, R. Socher, L.-I. Li, K. Li, and L. Fei-Fei, “ImageNet: A large-scale hierarchical image database,” 2009 IEEE Conf. Comput. Vis. Pattern Recognit., 2009, pp. 248–255.

[48] A. Mustapha, L. Mohamed, and K. Ali, “An overview of gradient descent algorithm optimization in machine learning: Application in the ophthalmology field,” in Proc. Smart Appl. Data Anal., Marrakesh, Morocco, 2020, vol. 1207, pp. 349–359.

[49] I. Loshchilov and F. Hutter, “Decoupled weight decay regularization,” in Proc. 7th Int. Conf. Learn. Representations, New Orleans, LA, USA, 2019.

[50] W. Shi et al., “Real-time single image and video super-resolution using an efficient sub-pixel convolutional neural network,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit., 2016 pp. 1874–1883.

[51] B. Zhou, H. Zhao, X. Puig, S. Fidler, A. Barriuso, and A. Torralba, “Scene parsing through ADE20K dataset,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit., 2017, pp. 633–641.

[52] M. Cordts et al., “The cityscapes dataset for semantic urban scene understanding,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit., 2016, pp. 3213–3223.

[53] J. He, Z. Deng, and Y. Qiao, “Dynamic multi-scale filters for semantic segmentation,” in Proc. IEEE/CVF Int. Conf. Comput. Vis., Oct. 2019, pp. 3562–3572.

[54] H. Zhao et al., “PSSANet: Point-wise spatial attention network for scene parsing,” in Proc. Eur. Conf. Comput. Vis., 2018, pp. 267–283.

[55] M. Contributors, “MMSegmentation: Openmmlab semantic segmentation toolbox and benchmark,” 2020, [Online]. Availavble: https://github.com/open-mmlab/mmsegmentation

[56] D. P. Kingma and J. L. Ba, “Adam: A method for stochastic optimization,” in Proc. 3rd Int. Conf. Learn. Representations, San Diego, CA, USA, 2015.

[57] S. Jo, I. Yu, and K. Kim, “Recursedec and edgepredictmix: Single-stage learning is sufficient for weakly-supervised semantic segmentation,” 2022, arXiv:2204.06754.

[58] T. Zhou, M. Zhang, F. Zhao, and J. Li, “Regional semantic contrast and aggregation for weakly supervised semantic segmentation,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit., 2022, pp. 4299–4309.

[59] “Papers with code,” 2023, [Online]. Availavble: https://paperswithcode.com/sota/weakly-supervised-semantic-segmentation

Jing Xu is currently working toward the graduation degree with the College of Computer Science and Technology, Nanjing University of Aeronautics and Astronautics, Nanjing, China. His research interests include computer vision, representation learning, and 3D vision.

Wentao Shi is currently working toward the graduation degree with the School of Computer Science, Nanjing University of Aeronautics and Astronautics, Nanjing, China. His research interests include computer vision and Big Data mining.

Pan Gao (Member, IEEE) received the Ph.D. degree in electronic engineering from the University of Southern Queensland, Toowoomba, QLD, Australia, in 2017. From 2018 to 2019, he was a Postdoctoral Research Fellow with the School of Computer Science and Statistics, Trinity College Dublin, Dublin, Ireland. Since 2016, he has been with the College of Computer Science and Technology, Nanjing University of Aeronautics and Astronautics, Nanjing, China, where he is currently an Associate Professor. His research interests include computer vision, deep learning, and artificial intelligence.

Qizhu Li received the graduation degree from the University of Oxford, Oxford, U.K., and the D.Phil. degree in engineering science from the Philip Torr, University of Oxford, where he focused on pixel-level object understanding at both category- and instance-level. He is currently with TikTok Pte. Ltd., Singapore, working primarily on recommendation algorithms. His research interests include industrial-scale recommendation, object parsing and understanding, weakly and semi-supervised learning.

Zhengwei Wang received the B.E. degree in electronic engineering from Maynooth University, Kildare, Ireland, in 2014, the M.Sc. degree in advanced control system engineering from The University of Manchester, Manchester, U.K., in 2015, and the Ph.D. degree from the Insight Centre for Data Analytics, Dublin City University, Dublin, Ireland, in 2019. He was a Research Fellow with the School of Computer Science and Statistics, Trinity College Dublin, Dublin. He is currently with ByteDance, Shanghai, China. His research interests include video understanding, brain-computer interface, graph neural networks, and large-scale recommendation systems. He is a reviewer for several international journals, such as Neural Networks, IEEE TRANSACTIONS ON IMAGE PROCESSING, and IEEE TRANSACTIONS ON EMERGING TOPICS IN COMPUTATIONAL INTELLIGENCE.