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Abstract—This paper proposes a deep learning framework for decreasing large-scale domain shift problems in object detection using domain adaptation techniques. We have approached data-centric domain adaptation with Image-to-Image translation models for this problem. It is one of the methodologies that changes source data to target domain’s style by reducing domain shift. However, the method cannot be applied directly to the domain adaptation task because the existing Image-to-Image model focuses on style translation. We solved this problem using the data-centric approach simply by reordering the training sequence of the domain adaptation model. We defined the features to be content and style. We hypothesized that object-specific information in images was more closely tied to the content than the style and thus experimented with methods to preserve content information before style was learned. We trained the model separately only by altering the training data. Our experiments confirmed that the proposed method improves the performance of the domain adaptation model and increases the effectiveness of using the generated synthetic data for training object detection models. We argue that our proposed method is more practical for training object detection models than others. The emphasis in this study is to preserve image content while changing the style of the image. In the future, we plan to conduct additional experiments to apply synthetic data generation technology to various other application areas like indoor scenes and bin picking.
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I. INTRODUCTION

Domain adaptation is a way to reuse knowledge obtained from other domains in a new target domain. It is mainly used to reduce the cost of model training in a new domain or when it is not easy to obtain data in that domain. Recently, attempts to utilize domain adaptation are increasing due to the difficulty of constructing datasets in the field of computer vision, such as image classification, object detection, and semantic segmentation. Among image recognition technologies, object detection shows the highest potential and performance, and many attempts have been made to apply it to various fields. We investigated various domain adaptation methods for object detection and found that, in many cases, they are not yet suitable for practical applications. Unlike image classification and semantic segmentation, object detection models perform complex tasks such as classification and localization. Due to these complex tasks, it is not easy to find a direction for improving domain adaptation techniques that can help object detection models. Thus, research achievements on domain adaptation for object detection remain at the preliminary stage.

To solve the impractical problem of domain adaptation, we used the image-to-image method in our research, which is one of the existing methods in the field. This method directly generates synthetic image data which is used to train the model. Generating synthetic image data is a difficult task, but the advent of Generative Adversarial Nets (GANs) \cite{1} made it possible to overcome some of the existing difficulties. In particular, the method of changing the domain of image data using GAN emerged as one of the useful methods in generating synthetic image data.

Fig. 1 schematically shows how to train an object detection model using synthetic data generated through image-to-image translation. Fig. 1 assumes that there is a model to detect objects in domain B. Domain B dataset $x_B$ is necessary for model training, but it lacks data. If domain A dataset $x_A$ exists, it can be transformed into a domain B dataset $x_{AB}$ through the domain adaptation model $G_{AB}$. 
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This allows us to obtain additional datasets for model training. In conclusion, if one domain has enough data, image-to-image translation can transform that domain data to generate synthetic data in a new domain with relatively little data. Though promising, image-to-image translation used in generating training data for object detection models is not practical. In image data, a single image often contains multiple objects, and each object has a shape and a location that are critical pieces of information in object detection. As part of translating images, we found that such critical information is also likely to be distorted. The result is that generating good synthetic images for training through image-to-image translation is complicated at best. Building an image-to-image translation model then involves solving the problems of reducing the high cost of training and improving poor performance in inferencing. We want to develop a practical domain adaptation model that generates realistic synthetic images while preserving critical content information.

We provide the following main contributions:

- We propose a data-centric method for domain adaptation. This method is highly efficient as it does not require auxiliary network engineering.
- Our proposed method makes the domain adaptation model good at preserving object-specific information in an image, thus facilitating object detection.
- Experiments demonstrated that the domain adaptation model could be used to train deep learning models as a new data augmentation method.
- We analyzed the appropriate number of synthetic data required for training the deep learning model through experiments.

II. MATERIALS AND METHOD

A. Domain Adaptation for Object Detection

Among several domain adaptation methods, we selected the most practical field of use. Domain adaptation studies for object detection are classified into several main categories [2]: image-to-image translation, adversarial feature learning, pseudo-label-based self-training, domain randomization, and graph reasoning.

- image-to-image translation [3]-[12] converts the target domain image to the source domain or vice versa. This is the most intuitive and easy-to-use methodology because it visually reduces the differences between domains. This makes it easy to perform object detection training, and most studies and methods use the following approach.
  - Adversarial feature learning [13]-[21] performs adversarial training of the object detection model with the help of a domain discriminator. The detector model is trained to fool the domain discriminator, while the domain discriminator learns to classify the domain correctly. This causes the detector to generate domain-independent features. Therefore, the model can detect objects regardless of the domain.
  - Pseudo-label-based self-training [22]-[27] learns how to generate a pseudo-label in the target domain using the ground truth label of the source domain. The model predicts pseudo-label in the target domain specified from the source domain. The model gradually learns the object detection model for the target domain.
  - Domain randomization [28]-[29] is a method of creating an object detection model regardless of the domain by generating random style data and training it. Thus, it is possible to detect the object in the target domain correctly.
  - Graph reasoning [30]-[31] utilizes relationships within or between objects in the detection dataset. By learning the object relationship from the target domain, which is like that of the source domain, the object detection model can also detect the object in the target domain.

We considered practicality, learning difficulty, and performance of the research field. In the case of domain randomization and graph reasoning, there was a problem of either poor performance or very high learning difficulty. In the case of adversarial feature learning and pseudo-label-based self-training, there was a problem that practical application fields were considerably limited. As a result, we conducted a study on the image-to-image translation method.

B. Image-to-image Translation

We classified the image-to-image method into two cases based on the training dataset. One is a model that trains only with the source image, and the other is a model that is guided by labeled data.

Since the advent of GAN, research on the domain adaptation model at the image level using only the source image has been actively conducted. GAN-based image-to-
image translation techniques emerged, such as CycleGAN [3] and UNIT [4] [5]. These models use only the source image as training data, resulting in easy data acquisition and faster model training and application. However, this method does not provide good qualitative results in practice due to the high learning difficulty of the model itself.

Since then, researchers have improved the performance of the domain adaptation model by training it with additional information from existing data. Some models, such as AugGAN [6], [7], were trained with additional segmentation information. Some models, such as GraspGAN [8], were trained with additional behavioral information on top of the segmentation information on existing data. The models were trained not only with raw image data but also were supplied with additional information such as segmentation. As a result, they can learn and recognize objects in images. However, this increases the cost of constructing a dataset of the domain adaptation model and slows down model training and application.

Our research aims to speed up the development of models in various domains. If an image-to-image translation model that requires labeled data is used, the model development cost may exceed that of the existing method depending on the dataset construction difficulty of the model. So, instead of using a model that learns only the original image, such as CycleGAN or UNIT, we studied a method to improve the model's performance.

We performed a qualitative evaluation of each model by generating synthetic data through the image-to-image method. We tried changing the daytime driving environment to night using CycleGAN and UNIT.

Fig. 2 Failure cases of CycleGAN and labels for object detection

Fig. 2 shows the output of translating the day environment to night through CycleGAN, and ground truth label information for object detection model training. It can be confirmed that the appearances of objects existing in the image are completely invisible. We interpreted the model's training process as weak in learning the information of individual objects in the image. And we judged that this would be critical for object detection models in which localization is important.

Fig. 3 Failure cases of UNIT and labels for object detection

Fig. 3 shows the output of translating the day environment to night through UNIT and ground truth label information for object detection model training. Compared to CycleGAN, it was confirmed that the object's shape remained, but it was confirmed that the style application was strange.

Fig. 4 The final result image sample of the UNIT model and the result by training step.

As shown in Fig. 4, we checked the model's training process by extracting the image translation result of the UNIT model for each training step. We found that once the target domain became complex, generating qualitative data became prohibitively difficult, and training a model suddenly became limited. As a result, we did not find these methods practical for object detection training.

C. Learning Content before Style

We analyzed the results of the previous two models and set two goals for model improvement. One is to maintain the information of the object in the image, and the other is to apply the style of the object in the image well. For this, we referred to studies related to style transfer.

Studies on the style transfer of images using deep neural networks have been actively conducted [32]-[37]. Leon A. Gatys [32] published a paper on style transfer using convolutional neural networks. Leon A. Gatys attempted to create a new image by separating style and content from features learned through convolutional neural networks, and it was highly successful. Studies related to style transfer were conducted afterward, resulting in excellent research results such as AdaIN [33] and StyleGAN [34] [35].

In some studies, domain adaptation and object detection were attempted using style transfer techniques [36], [37].
Unfortunately, style transfer also had a problem in that it did not significantly reduce the visual gap with the source area. Therefore, it was difficult to apply these techniques for object detection.

As studies related to style transfer were actively conducted and showed good results, researchers agreed that image recognition through deep learning consists of two things. One is content, which represents the structure and shape of an image. The other is style, which refers to the texture and color of an image. We focused on the fact that deep learning models learn them both.

Existing studies on style transfer have been conducted to improve the model for separating style and content. One of these studies is AdaIN [33], where the image is styled through deep networks. However, this model-centric style transfer also had a limit in significantly reducing the visual gap with the source area. This visual gap between domains creates a kind of bias in training deep learning models and causes performance degradation rather than performance improvement. We studied another method to reduce the visual difference between domains to overcome this. We planned data-centric studies rather than models and designed a data training strategy to improve performance using classical models, such as CycleGAN or UNIT.

**D. Proposed Method**

We hypothesize that training content and style information simultaneously to existing domain adaptation models causes frequent loss of object-specific information in an image during training. Fig. 2 and Fig. 3 show the results of image conversion in which object information is lost. We hypothesized that object-specific information in images was tied closely to the content and thus experimented with methods to preserve content information before style was learned.

![Fig. 5 Diagram of the two-stage training model](image)

We divided the training into two stages, as shown in Fig. 5. The domain adaptation model $G_{AB}$ that changes domain A to B performs training through competition with discriminator D. Then, the training goes through two stages. In the first stage, the source domain data $x_A$ was used as both the input and the output of the model. In the second stage, the target domain data $x_B$ was set as the target output. The model is then trained to generate domain-unchanged data $x_{AA}$ in the first step and then generates domain-changed data $x_{AB}$ in the second step. The idea was to let the model focus on training the content first before training the style. For this reason, we named our method, “the two-stage training method.” In contrast, we decided to call the existing training domain adaptation method, “a single-stage training method.”

![Fig. 6 Comparison of two training methods by training step.](image)

Fig. 6 shows the change in the image output generated by the generator while training is in progress. In the existing single-stage model, the style became fixed first at some point after the beginning of training, and training did not proceed anymore. This quickly learned style produced images with strange styles that had nothing to do with the properties of the objects in the image. This phenomenon occurred in most domains as well as the domains shown in Fig. 6. Based on the following results, we judged that the content and style have different training times and difficulties and concluded that if the training is performed simultaneously, the model is frail to falling into local minimum due to imbalance.

Therefore, we postponed the training of the fast-learned style and performed the training in the proposed two-stage method so that the training of the content would take place first. Changes in the generated image for the proposed two-stage method can also be seen in Fig. 6. We found that the style was naturally applied in the subsequent style training stage.

**III. RESULTS AND DISCUSSION**

We experimented on domain adaptation to verify that our proposed method is effective. We focused on two aspects of object detection experiments with synthesized data. First, we compared the two datasets’ visual quality and quantity metrics generated by the two domain adaptation models. Second, we analyzed the performance metrics of object detection models separately trained with the data generated by the two domain adaptation models. The specifications of the deep learning training server adopted in this work are shown in Table 1.

| CPU        | Intel Xeon Processor (Skylake, IBRS) |
|------------|--------------------------------------|
| GPU        | Tesla V100-PCIE-16GB x 2              |
| RAM        | 16GB RAM x 8                          |
| OS         | Ubuntu 16.04.6 LTS                    |
| AI Framework | Tensorflow v1.15.0             |

**A. The Dataset**

We constructed a new model application scenario to validate our experiments. It is an object detection model training in a driving environment. The driving environment was collected by dividing it into day and night, and the nighttime driving environment was collected relatively less than the daytime driving environment. Then, we designed a
model to supplement the insufficient dataset of the nighttime driving environment from the dataset of the day driving environment through domain adaptation.

We collected the driving environment of a car as data for the experiment. We collected 10,000 images of the daytime driving environment and 4000 images of the nighttime driving environment. Fig. 7 and Fig. 8 show samples of each environmental driving image. The data of each environment was labeled for training the object detection model. We consisted of three classes of objects in the image: car, bus, and truck.

![Fig. 7 Daytime driving environment dataset.](image)

![Fig. 8 Nighttime driving environment dataset.](image)

**B. Domain Adaptation**

The first experiment was the domain adaptation task to transform daytime driving images into nighttime images. The same UNIT model [4] was used for both the single-stage and the two-stage methods. The datasets consisted of 10,000 daytime driving images and 4,000 nighttime driving images.

![Fig. 9 Results compare the two domain adaptation methods: the single-stage and the two-stage methods.](image)

As can be seen from the sample images in Fig. 9, the two-stage method produced more plausible nighttime images than those from the single-stage method. The single-stage method frequently generated image data in which some objects became blurred or even disappeared. On the other hand, the two-stage method generated image data where objects in the image were well preserved.

Moreover, we visualized the T-SNE [38] embedding of the real and synthesis data extracted from ResNet101 in Fig. 10. This visual distribution indicates that the synthetic data of the two-stage method were closer to real night images than the results of the single-stage method.

**C. Object Detection with Synthetic Data**

In the second experiment, we compared the performance of the two object detection models. The models were trained using the data generated by the single-stage and two-stage methods. The target objects for object detection were vehicles in different driving environments. We used Faster R-CNN [39] as the object detection model and ResNet101 network. Five different training datasets were created based on the number of real nighttime driving images: namely, 200, 400, 600, 800, and 1000 real nighttime driving images. On top of these real images acting as seeds, we added synthetic data generated by a domain adaptation model. The real and synthetic data ratio was set to 0%, 100%, 200%, 300%, and 400%. We used 2,000 nighttime driving images as a test set to evaluate the performance. We used mAP (mean Average Precision) as a quantitative evaluation indicator of object detection.

**TABLE II
RESULTS OF THE MODEL TRAINED WITH THE DATA FROM THE ONE-STAGE TRAINING METHOD**

| Synthetic Data Ratio | mAP (%) |
|----------------------|---------|
|                     | 200 data | 400 data | 600 data | 800 data | 1000 data |
| 0                    | 51.42    | 59.79    | 62.55    | 66.61    | 66.62     |
| 1                    | 54.88    | 61.95    | 64.30    | 65.56    | 67.17     |
| 2                    | **56.87** | **62.74** | 63.67    | 66.08    | 67.36     |
| 3                    | 56.09    | 62.66    | 63.28    | 65.21    | **67.38** |
| 4                    | 57.32    | 60.90    | 63.88    | **66.86** | 66.78     |

**TABLE III
RESULTS OF THE MODEL TRAINED WITH THE DATA FROM THE TWO-STAGE TRAINING METHOD**

| Synthetic Data Ratio | mAP (%) |
|----------------------|---------|
|                     | 200 data | 400 data | 600 data | 800 data | 1000 data |
| 0                    | 51.42    | 59.79    | 62.55    | 66.61    | 66.62     |
| 1                    | 55.69    | 62.01    | 64.20    | 66.86    | 68.04     |
| 2                    | 57.06    | 63.35    | 65.29    | 67.50    | 68.92     |
| 3                    | **58.50** | **63.24** | **67.99** | 68.85    | 68.89     |
| 4                    | 58.20    | **64.11** | 67.84    | **70.22** | **69.73** |
study of image-to-image translation among several domain adaptation methodologies. We assumed the existing problem of image-to-image translation models to be information loss of objects in images. By changing the training method, we designed the model to focus on training the content first before training the style. The result images of the proposed method were more plausible and recognizable. Our experiments provide insights into cost-effective and practical methods to solve the lack of data problems.

To prove the feasibility of this method, our results are still encouraging and should be explored in more diverse environments. In the future, we plan to apply synthetic data generation techniques to areas where data is insufficient, and our technique can be applied to a wide range of outdoor applications.
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