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Abstract—Translating visual data into natural language is essential for machines to understand the world and interact with humans. In this work, a comprehensive study is conducted on video paragraph captioning, which is a developing and challenging task evolved from video captioning, with the goal to generate paragraph-level descriptions for a given video. However, current researches mainly focus on detecting objective facts (e.g., objects, actions and events), ignoring the needs to establish the logical associations between sentences and to discover more accurate emotions related to video contents. Such a problem of ignorance impairs fluent and abundant expressions of predicted captions, which are far below human language standards. To solve this problem, we propose to construct a large-scale emotion and logic driven multilingual dataset for this task. This dataset is named EMVPC (standing for “Emotional Video Paragraph Captioning”) and contains 53 widely-used emotions in daily life, 376 common scenes corresponding to these emotions, 10,291 high-quality videos and 20,582 elaborated paragraph captions with English and Chinese versions. Relevant emotion categories, scene labels, emotion word labels and logic word labels are also provided in this new dataset. The proposed EMVPC dataset intends to provide full-fledged video paragraph captioning in terms of rich emotions, coherent logic and elaborate expressions, which can also benefit other tasks in vision-language fields. Furthermore, a comprehensive study is conducted through experiments on existing benchmark video paragraph captioning datasets (Charades Captions and ActivityNet Captions) and the proposed EMVPC. The state-of-the-art schemes from different visual captioning tasks are compared in terms of 15 popular metrics, and their detailed objective as well as subjective results are summarized. Finally, remaining problems and future directions of video paragraph captioning are also discussed. The unique perspective of this work is expected to boost further development in video paragraph captioning research.

Index Terms—Video Paragraph Captioning, Emotion, Logic, Dataset, Benchmark.

1 INTRODUCTION

Automatically describing video content with natural language is a fundamental and challenging task, and has attracted rapidly growing attention in computer vision and natural language processing (NLP) communities. It has promising applications in human-robot interaction [1], [2], video retrieval [3], [4] and assisting the visually-impaired [5], [6]. The long-standing problem in computer vision and NLP is the semantic gap between low-level visual data and high-level abstract knowledge. To bridge the semantic gap, dominant video captioning models [7]–[10] have been proposed to generate a single sentence to describe video content which primarily covers one main event happened in a short duration. However, the videos in real-world situations are usually untrimmed and contain abundant events along the temporal dimension. In general, information extracted from long videos cannot be fully expressed by a single sentence. Therefore, video paragraph captioning methods [11]–[13] have been reported to explore multiple events in video content and depict these events with paragraph-level descriptions.

In video paragraph captioning, it is essential to generate logical, abundant and coherent expressions based on video contents, and meaningful contextual information needs to be deduced for language generation. Generally, the expression abilities of existing video paragraph captioning methods are limited in two aspects: (1) learning representation from given contextual information and (2) ensuring logical structure in story-oriented descriptions. On one hand, in addition to extract the 2D appearance features (e.g., ResNeXt101 [11], ResNet200 [13]), most video captioning methods also concentrate on employing other features, such as motion features [10], [13], [14], audio features [15] and 3D features [16]. However, these features are all extracted according to video contents and still have a semantic gap with textual representation, leading to inaccurate translation. In order to extract textual representation directly, several recent methods [17]–[19] introduced external knowledge (e.g., scene graph [20], video retrieval content [21]) into text generation module. Nevertheless, these additional contexts are learned by post-processing visual information instead of utilizing intrinsic annotated captions directly.

On the other hand, several effective models [12], [13] were proposed to enhance logical expression of the generated paragraph. The recurrent memory mechanism [12] aimed at producing a generalized memory state to guide the next sentence generation, and the dynamic video memory module [13] was designed to enhance logical construction in the temporal dimension. Consequently, the logical structure containing contextual information is crucial to output coherent sentences. However, these two methods [12], [13] can only establish superficial logical association between sentences. Due to deep dependency on the characteristics...
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of training data, they still cannot produce human-like language with logicality and coherence. For existing video paragraph captioning datasets, logical association between sentences and informative representation in captions are usually overlooked.

In addition, emotion expression is essential for visual captioning from basic factual description to high-level emotional narration. Benefitting from deep learning techniques, the researches in visual sentiment analysis [22]–[24] have advanced rapidly with great success. However, most visual captioning approaches neglect emotion expression and only focus on objective factual description, resulting in plain, rigid and bored descriptions. Facing this challenge, the emotion captioning datasets FlickrStyle10K [25] and EmVidCap [26] were constructed to enrich emotion expression for the generated sentences. Specifically, FlickrStyle10K [25] contains 10K Flickr images with stylized captions (i.e., humour and romance). The style factors can be disentangled from sentences and incorporated to generate captions with different styles. Nonetheless, this dataset only covers two specific styles, restricting the model’s capacity to produce adequate expressions. EmVidCap [26] consists of 1,897 videos covered with 34 common emotion categories, and emotion words are embedded into most descriptive sentences. A fact stream and an emotion stream are designed to generate emotion expressions for videos. Emotion word accuracy and emotion sentence accuracy are used as the emotion evaluation metrics. Although this method of constructing an emotion-embedding dataset is easy to realize, it inevitably lacks logical coherence. In summary, FlickrStyle10K [25] and EmVidCap [26] contain small-scale images or videos, few emotion categories and short sentence descriptions. They are not suitable for designing new schemes that can significantly improve emotional and logical expression for paragraph captioning.

To address the aforementioned problems, a large-scale dataset named EMVPC (Emotional Video Paragraph Captioning) is constructed for conducting research in video paragraph captioning. This dataset contains 10,291 unique videos and 20,582 elaborated captions. In particular, this dataset consists of 53 human emotions and 376 real-world scenes, in which each video is supplied with one English paragraph caption, one Chinese paragraph caption, emotion category, scene label, topic-aware emotion words and logic words. The goal of constructing EMVPC is to provide a large-scale corpus with rich emotions, coherent logic and elaborate expressions, promoting possible paradigm shifting research in video paragraph captioning from monotonous descriptions to rich and coherent expressions. To this end, all annotating volunteers were trained to comprehend video content from different perspectives. Specifically, they not only provide objective statements about the superficial information obtained from the given videos (e.g., objects, characters, environments, events), but also describe the deep understanding of multiple complex scenarios (e.g., summarizing the topic-aware emotion, clarifying the logical relations between different events, inferring the potential activity out of the video). Different from the superficial factual captions in the existing video captioning datasets [27]–[29], the proposed EMVPC dataset presents a deeper understanding about topical emotion, paragraph logic, relation inference and narrative description. Figure 1 shows two visualized examples of the proposed dataset.

Generally, EMVPC has the following three unique characteristics. First, EMVPC is paired with both English and Chinese paragraph captions, which can boost the development of vision-language study from monolingual to multilingual. Second, EMVPC contains abundant and comprehensive video contents, including 53 emotion categories and 376 realistic scenes. Third, the logic words in EMVPC enrich the lexical expression and support the generation of a paragraph with logical structure. Extensive experiments are conducted on two existing video paragraph captioning datasets (Charades Captions [29] and ActivityNet Captions [28]) as well as the proposed EMVPC. This work has evaluated 13 state-of-the-art models in terms of 15 popular metrics on these three datasets and performed comprehensive qualitative and quantitative analyses.

The main contributions of this work are summarized in the following three aspects.

- First, a full-fledged emotion and logic oriented video paragraph captioning research has been carried out that considers both emotions and logic in the narration. Existing state-of-the-art models are also evaluated in terms of 15 popular metrics on three challenging datasets (Charades Captions, ActivityNet Captions and the proposed EMVPC). An open-source benchmark library will be created to share the predicted results and the pre-trained models for all the competing methods with the research community.
- Second, extensive experiments are carried out and the results are comprehensively analyzed in terms of qualitative and quantitative comparisons. Four important issues including efficiency, topicality, logicality and metric are investigated to provide the guidance for future research. This full-fledged dataset and associated study are pioneering attempts to promote paradigm-shifting advances in video paragraph captioning.
- Third, a comprehensive video paragraph captioning dataset is constructed. The dataset with English-Chinese corpus contains 10,291 videos, 167.8 hours, 53 emotion classes and 376 realistic scenes, in which each emotion class is covered with several scenes. Moreover, the paragraph caption of each video is accompanied by emotion words and logic words to generate more logical and emotional expressions.

The rest of this paper is organized as follows. The related works in video paragraph captioning, video captioning datasets and video emotion recognition datasets are introduced in Section 2. The details of the EMVPC dataset including emotion and logic, data collection and dataset analysis are presented in Section 3. The comprehensive quantitative and qualitative analyses of experimental results are described in Section 4. Discussion of important issues and future research directions are provided in Section 5. Finally, we conclude this paper in Section 6.

2 RELATED WORK

2.1 Video Paragraph Captioning

Video paragraph captioning is the task of automatically describing video contents with multiple sentences and has
achieved rapid development in the fields of computer vision and natural language processing. Different from the video captioning task that aims to output a simple and short sentence [8]–[10], [19], [29], the task of video paragraph captioning is more challenging for its multiple-sentence generation based on a long video with several events, and it can be generally divided into three categories. First, most popular methods [14], [15], [30], [31] adopted a two-stage strategy that divided the event segments separately and described each segment with a sentence. These models concatenated individual sentences to obtain the final paragraph description. In [14], Zhou et al. designed an end-to-end transformer model consisting of a proposal decoder and a captioning decoder to establish video event segments and restricted the attention of encoded representations. Wang et al. [30] designed an attention fusion module and a context gating mechanism to effectively deal with event proposals and extracted video features. Iashin et al. [15] developed a bi-modal transformer to construct a transformer framework to generate dense captions with audio, visual and textual inputs. Though each generated sentence is highly related to its event proposal, the final paragraph is not coherent or diverse after concatenating multiple sentences. Second, several recurrent-based models [12], [32], [33] leveraged the last hidden state of the decoder as the guidance of the next sentence prediction. Xiong et al. [32] proposed a recurrent network to jointly select a sequence of characteristic video clips and generated coherent sentences. Lei et al. [12] presented a novel approach called memory-augmented recurrent transformer to form a generalized memory state to encourage the next sentence production. These recurrent methods have shown good performance in processing multiple sentences, but they were still not able to obtain desirable results because the prior hidden state was only achieved at the last word or sentence level and the information degradation problem existed in the temporal dimension. Third, the one-stage model [13] is emerging and achieves superior performance. Song et al. [13] firstly proposed a framework which abandoned the event detection step and directly outputted paragraph captioning. Despite of its diverse and coherent descriptions, this model is not capable of detecting precise event proposals and thus may produce captions that do not match the theme of a given video. Recently, several captioning formats are rapidly developing, such as emotion expressions [26], [34] and stylized representations [25], [35]. In this work, an emotion and logic-driven video paragraph captioning dataset is proposed to boost the fluency, logicality and abundance of the generated paragraph captions.

2.2 Video Captioning Dataset
In order to advance the research in video captioning, numerous datasets covering different domains have been proposed, such as social media [36], movies [37], [38], cook-

Fig. 1. Video samples of the proposed EMVPC dataset. It has rich information, i.e., emotion categories, scene labels, emotion words, logic words, elaborate expressions and multilingual. The segment of each video has a time stamp label and is annotated with one sentence. The emotional and logical representations of the annotated caption are highlighted in red and blue, respectively.
ing [39]–[42] and human activities [27], [28], [43]–[45]. Generally, existing datasets for video captioning can be divided into single-sentence and multi-sentence counterparts. The characteristics of existing video captioning datasets [46] are summarized in Table 1. First, most datasets provide single sentence description [27], [39], [43], [47] to convey the information of the entire video clip. Chen et al. [43] proposed the MSVD dataset which consists of 1,970 video clips with simple and short sentences. Xu et al. [27] built a large-scale dataset named MSR-VTT, providing 10k web video clips with one annotated sentence for each video. Wang et al. [47] presented the VATEX dataset with 10 English and 10 Chinese captions per video. However, videos generally contain multiple activities or events, and a single sentence is typically not able to convey rich semantic information of the video. Second, multi-sentence datasets [28], [36], [40]–[42], [44], [48] are introduced for a richer textual description. Rengner et al. [41] extended the existing cooking corpus [49] to multiple textual descriptions. Rohrbach et al. [42] proposed the TSCoS-MultiLevel dataset which provides detailed description with multiple sentences for each video. Zhou et al. [40] constructed the YouCook-II dataset to elaborately record the cooking procedure in a video. Sigurdsson et al. [44] proposed the Charades dataset in which caption is annotated with several sentences to depict human activities in the room. Nevertheless, these multi-sentence datasets are limited to specific domains (e.g., cooking and indoor). For open-domain datasets, VTW [48] is an “in a wild” video-language dataset that provides video titles and non-visual information in the description, but its primary goal is to generate video titles. Krishna et al. [25] introduced the ActivityNet Captions dataset for the dense-captioning task, but the narration of each video is not coherent because of the overlap between events. Gella et al. [36] proposed the VideoStory dataset that aims to tell a coherent story rather than a simple combination of multiple captions. Though multi-sentence datasets can record video contents with several captions, they either suffer from scene limitations of specific domains, or lack of informative cues (e.g., semantic coherence and rich emotions) in open domains. In order to tackle these problems, the EMVPC dataset is constructed for video paragraph captioning, in which the selected videos are from wide domains to cover a variety of human activities and emotions, the annotated paragraph captions are emotional, logical, coherent, elaborative and multilingual.

### 2.3 Video Emotion Recognition Dataset

The psychological theory believes that emotions can be distinguished and divided into static categories on the basis of facial expressions, physiological measurements, behaviors and external causes [51]. On one hand, according to the discrete emotion theory, all humans have a set of basic emotions that are innately and cross-culturally recognizable [52]. Ekman [53] concluded six pan-cultural basic emotions, including anger, disgust, fear, happiness, sadness and surprise. Plutchik [54] diagramed a wheel of eight basic emotions, where anticipation and trust are added on the top of Ekman’s six emotions. It is a conventional wisdom in psychology that humans are more likely to experience simultaneous emotions at a time while encountering external events, rather than just one certain basic emotion. The blend of emotions at three different levels (i.e., primary, secondary and tertiary dyads) are achieved through the pairwise combination on Plutchik’s wheel of emotions [55]. For example, joy and trust lead to love, fear and sadness lead to despair, anticipation and fear lead to anxiety, etc. In this work, Plutchik’s emotion theory is employed as the basis of static emotion categories, including basic and blended emotions. In addition, 9 empirical emotions in daily life are added, such as pain, excitement, embarrassment, etc.

On the other hand, as an essential and challenging direction in visual understanding, video emotion recognition has attracted great interest of researchers in recent years. The early works [56]–[58] on emotion mainly focused on movies, which are limited to video scales and emotion types. Kang et al. [56] collected various shots from six movies, in which three emotion categories were manually annotated. Wang et al. [57] extracted 2,040 scenes from 36 popular Hollywood films as training data, and these scenes were labeled with 7 emotion categories. Irie et al. [58] translated 24 movies into 206 scenes and labeled 8 emotion categories. Recent works on video emotion recognition introduced user-generated videos from sharing-websites, but the data scale and identifiable emotion categories were not significantly expanded, due to the difficulty of collecting and labeling. Jiang et al. [59] collected videos from the Web and adopted 8 emotions based on the Plutchik’s wheel. Xu et al. [22] proposed two emotion-centric video datasets, YF-E6 and VideoStory-P14. YF-E6 was collected from social video-sharing websites through using 6 basic emotions as the keywords. VideoStory-P14 contains 626 videos belonging to 14 emotion classes, which was derived from the VideoStory dataset. In this work, the proposed EMVPC dataset is a large-scale emotion and logic driven dataset, containing over 10,000 videos and 53 emotion categories. As shown in Table 2, EMVPC is compared with existing video emotion recognition and emotion description datasets. Obviously, EMVPC is the largest benchmark in terms of video-emotion corpora.

### Table 1

Comparison of existing video description datasets. MLinguial: multilingual dataset; multi-sent.: multiple-sentence description; len(hrs): duration of total videos (hours). ✓ indicates that the data is not reported. ✓ indicates datasets with multiple sentences, which can be used to generate multiple-sentence descriptions.

| Dataset       | multi-sent | MLinguial | Domain          | videos/ clips | len(hrs) |
|---------------|------------|-----------|-----------------|---------------|----------|
| YouCook-99    | -          | -         | cooking         |              | 88-1      |
| YouCook-II    | ✓          | -         | cooking         | 2k:15.4k     | 176      |
| TACoS-M        | ✓          | -         | cooking         | 127:3.5k     | 15.9     |
| TACoS-M-2.4k  | ✓          | -         | cooking         | 185:25k      | 27.1     |
| MPII-MD [37]  | -          | -         | movie           | 94:68k       | 73.6     |
| M-VAD [50]    | ✓          | -         | movie           | 92:49k       | 84.6     |
| LSMDC [38]    | ✓          | -         | movie           | 200:128k     | 150      |
| Charades [44] | ✓          | -         | indoor          | 10k:8k       | 82.01    |
| VideoStory [36] | ✓        | paragraph | social media    | 20k:123k     | 396      |
| VTW [48]      | ✓          | open      |                  | 18k:13k      | 213.2    |
| TGIF [45]     | ✓          | -         | open            | <10k         | 86.1     |
| VATEX [47]    | ✓          | ✓         | open            | 41.3k:41.3k  | 103      |
| MSVD [43]     | ✓          | ✓         | open            | 23k:2k       | 7.3      |
| MSR-VTT [27]  | -          | ✓         | open            | 7k:10k       | 41.2     |
| Anet-Cap [25] | ✓          | -         | open            | 20k:100k     | 849.0    |
| EMVPC (Ours)  | ✓          | paragraph | ✓               | 10k:31.7k    | 167.8    |
TABLE 2
Comparison of existing video emotion recognition datasets and emotion description datasets. ‡ denotes emotion description datasets, and - indicates that the item is not reported.

| Dataset       | Domain          | Num | Emotion classes |
|---------------|-----------------|-----|-----------------|
| Shots-3 [56]  | movie           | -   | 3               |
| Scenes-7 [57] | movie           | 2,040 | 7                |
| Movie-8 [58]  | movie           | 206 | 8               |
| YouTube-8 [59]| open            | 1,101 | 8                |
| YouTube-24 [22], [59] | open | 1,101 | 24             |
| YF-En [22]    | open            | 1,637 | 6                |
| VideoStory-P14 [22] | social media | 626 | 14             |
| FlickrStyle10K† [25] | open | 10K | 2               |
| EmVidCap† [26] | open            | 1,897 | 34             |
| EMVPC (Ours)  | open            | 10,291 | 55              |

3 THE EMVPC DATASET

As aforementioned, the proposed EMVPC dataset aims to provide a large-scale emotion and logic driven multilingual dataset to encourage the generation of emotional and logical video paragraph captions. The details of EMVPC are presented below.

3.1 Emotion and Logic

Emotion is an essential element in user-generated videos, as well as movies and TV shows. In order to build a dataset that embodies rich-emotion videos, as shown in Fig. 2, 53 human emotions based on the psychological theories [54], [55] are selected as the primary keywords for video collection. Because human emotional perception is subjective, different annotators may have different understandings of the emotions of a video. To avoid this cognitive conflict as much as possible, various realistic scenes are selected to support emotion identification in videos and are regarded as the secondary keywords for video collection. The whole process can be divided into two stages: emotion selection and scene collection.

In the first stage, according to Plutchik’s wheel of emotions [54], 8 basic emotions (i.e., joy, trust, fear, surprise, sadness, disgust, anger and anticipation) are chosen. Then, 8 stronger emotions (i.e., ecstasy, admiration, terror, amazement, grief, loathing, rage and vigilance) and 8 weaker ones (i.e., serenity, acceptance, apprehension, distraction, pensiveness, boredom, annoyance and interest) corresponding to the above 8 basic emotions are selected. Furthermore, 20 blended emotions at three different levels are employed, including 8 primary dyads (i.e., love, submission, awe, disapproval, remorse, contempt, aggressiveness and optimism), 7 secondary dyads (i.e., guilt, curiosity, despair, unbelief, envy, cynicism and pride) and 5 tertiary dyads (i.e., sentimentality, shame, morbidness, dominance and anxiety).

As shown in Fig. 2, the primary dyad is a mixture of two neighboring basic emotions (e.g., fear and surprise lead to awe), the secondary dyad is a mixture of two basic emotions separated by one emotion (e.g., anger and joy lead to pride) and the tertiary dyad is a mixture of two basic emotions separated by two emotions (e.g., fear and disgust lead to shame) according to the rules in [55], [60]. Note that “hope” from the secondary dyad, “delight”, “outrage” and “pessimism” from the tertiary dyad are abandoned, because they are similar to the selected emotions. Moreover, 9 emotions which usually happen in daily life (i.e., pain, excitement, embarrassment, nervousness, hesitation, disappointment, confusion, sympathy and appreciation) are added. In total, 53 emotions are used for the construction of EMVPC. In the second stage, a number of candidate scenes are firstly listed for each emotion to choose, and a number of professional volunteers are employed to update the scene list for each emotion. During the decision of scene list, it is required to ensure that each emotion relates to 6-9 scenes. Note that scenes are added or deleted according to the actual situation in the collection procedure, and the final number of scenes is 367 after completing video collection.

Logic plays a key role in forming the structure of human language, boosting the contextual relevance and fluent expression which are important for understanding. In a paragraph, the logical connectors [61] can reflect the logical relationships between sentences. According to the logical connectors in [61]–[65], 17 customized logical relationships are summarized in Table 3, and each logical relationship is given a detailed definition with characteristics, related logical connectors and exemplary sentences to assist annotation. Note that there are inclusive or supplementary relations between some logical relationships, such as adversative relation and concession relation, ordinal relation and time relation, so several connectors belonging to different logical relations may overlap, but annotation is not affected. As shown in Table 3, the logical connectors corresponding to each logical relationship are presented, including adversative relation, concession relation, contrast relation, comparison relation, parallel relation, ordinal relation, progressive relation, illustration relation, causal relation, purpose relation, conditional relation, negative relation, interpretation.
relation, alternative relation, summary relation, time relation and reporting relation. Specifically, in order to enhance the logic of paragraph description in EMVPC, annotators are required to describe paragraph with at least one logical connector based on the designed logical relationships.

**TABLE 3**
Logical relationships and examples of logical connectors.

| #  | Logical relationships | Examples of logical connectors |
|----|-----------------------|--------------------------------|
| 1  | adversative           | out, however, while, despite, yet, nevertheless |
| 2  | concession            | although, though, even though, even if |
| 3  | contrast              | in contrast, on the contrary, rather than, far from |
| 4  | comparison            | bigger than, more than, as...as |
| 5  | parallel              | and, as well as, likewise, equally...nor |
| 6  | ordinal               | after, before, when, then, first-second-last of all |
| 7  | progressive           | even, indeed, in addition, furthermore, besides |
| 8  | illustration          | such as, for example, for instance, namely |
| 9  | causal                | because, hence, due to, as a result, so that, therefore |
| 10 | purpose               | in order to, so that, for, so as to |
| 11 | condition             | if, unless, once, depending on, as long as, whatever |
| 12 | negative              | not, never, none, neither, anything...but, too...too |
| 13 | interpretation        | that is, which means, to explain |
| 14 | alternative           | either...or, would rather...than, prefer...to, instead of |
| 15 | summary               | in all, in brief, altogether, in conclusion, to summarize |
| 16 | time                  | at the same time, immediately, afterwards, later |
| 17 | reporting             | quote, report |

### 3.2 Data Collection

The videos in EMVPC are collected from two sources: (1) major video sharing websites on the Internet (e.g., YouTube¹, YOUKU²), and (2) popular TV shows and movies. In order to make it easier to distinguish the emotion in videos, emotion and scene are considered at the same time to collect videos as candidates. The collectors can choose any Internet videos, popular TV shows and movies except those involving sexism, racial discrimination, political sensitivity, pornographic and violence. The duration of a video is required to be controlled between 30 seconds and 5 minutes. Each video is divided into several segments which are then translated into corresponding natural language annotations with emotions and logic. The entire data collection and paragraph annotation take around 21 months.

To ensure the high quality of EMVPC, annotators are native Chinese who are graduates in English major or have professional English certificates and skills. The annotation process is divided into three steps. First, annotators are required to watch the video. Next, the video is semantically split into 2 to 9 segments, and each segment is described by sentence in English and Chinese versions. Finally, these sentences are combined into a paragraph for further polishing. Especially, a paragraph is required to contain at least one emotion word for reflecting the topical emotion, and logical connection words should be embodied to highlight the logic of the paragraph.

To further improve dataset quality, a strict verification process is conducted first. Each video is reviewed by 2 to 4 volunteers and scored according to the relevance between video content and emotion label. The score is divided into five grades, concretely, identical (corresponding to 10 points), related (corresponding to 9, 8, 7 points), almost (corresponding to 6, 5, 4 points), bare (corresponding to 3, 2, 1 points) and unrelated (corresponding to 0 point). When the average score of a video is less than 7 points, or there are more than 3 points between the highest and the lowest scores, the video will be reviewed and discussed again. Second, a comprehensive review process is implemented for paragraph verification, which contains 3 evaluation criteria (i.e., the rationality of video segmentation, the correctness of emotion and logic, and the accuracy and richness of paragraph expression). Moreover, these criteria are specifically divided into the following 11 aspects: (1) whether each segment’s starting and ending times are reasonable, (2) whether the caption and the corresponding segment are semantically consistent, (3) whether the paragraph narrative contains the corresponding emotion, (4) whether the logic in the paragraph narrative is reasonable, (5) the correctness of emotion words, (6) the correctness of logic words, (7) the tenses in English, (8) whether the paragraph is too complex or too colloquial, (9) objective expression (accuracy, fluency, logic), (10) whether the detailed description is rich and delicate and (11) whether emotional vocabularies are diverse. The quality of each annotated caption is measured based on scores summed from the above 11 aspects, and the higher score means the better annotation quality.

### 3.3 Dataset Analysis

The EMVPC dataset contains 10,291 videos, and each video is annotated with one English and one Chinese paragraph captions. All videos are emotion related and the video number of each emotion is shown in Table 4. In general, some emotions that people easily expose tend to associate with more videos, such as joy, anger, fear, etc. On the contrary, some emotions that are hard to detect in videos relate to fewer videos, such as sympathy, appreciation, envy, etc. Specifically, more than 50% and nearly 70% of emotions relate to more than 100 and 50 videos, respectively. Each emotion relates to an average of 7.1 scenes, but there are big differences in the number of scenes covered by different emotions. For common emotions (e.g., joy, fear), they relate to 21 and 15 scenes, respectively. While for some emotions that are difficult to collect, such as unbelief, envy and cynicism, they only relate to one scene. Overall, more than 50% of emotions relate to more than 7 scenes.

Figure 3(a) compares the proposed dataset with the Charades Captions dataset [29] and the ActivityNet Captions dataset [28] on the number of words per caption. It can be observed that the captions of EMVPC-en and EMVPC-cn are longer than Charades Captions and shorter than ActivityNet Captions. The short videos in Charades Captions usually generate brief descriptions and the long videos in ActivityNet Captions tend to produce dense captions according to their segmented clips. Different from the rough or redundant descriptions in previous datasets, the number of words in each sentence of EMVPC is controlled from 8 to 35, and if it is more than 35 words, annotators are recommended to divide segments and translate them again. Therefore, a concise yet comprehensive paragraph caption is provided for each video, and the paragraph length is mainly in the range of 21 to 70 words. Figure 3(b) reports the number of emotion and logic words per caption in EMVPC. It can be seen that each caption usually contains 1-4 emotion

1. https://www.youtube.com/
2. https://www.youku.com/
and logic words, indicating the rich emotional and logical information in the caption.

![Fig. 3. Statistic histogram distribution of the proposed EMVPC. (a) Distribution of the number of words per caption. (b) Distribution of the number of emotion and logic words per caption.](image)

### 3.4 Data Split

Experiments are conducted on the Charades Captions dataset [29], the ActivityNet Captions dataset [28] and the proposed EMVPC dataset. Charades Captions is consisted of 6,963 training videos, 500 validation videos and 1,760 testing videos, and each video is annotated with multiple sentences. ActivityNet Captions contains 10,009 training videos, 4,917 validation videos and 5,044 testing videos, each training video has one annotated paragraph and each validation video has two annotated paragraphs; following the previous work [15], the validation set is split into two components: 2,460 ae-val videos and 2,457 ae-test videos. The proposed EMVPC has 8,232 training videos and 2,059 test videos. The proposed EMVPC dataset. Charades Captions is consisted of 6,963 training videos, 500 validation videos and 1,760 testing videos, and each video is annotated with multiple sentences. ActivityNet Captions contains 10,009 training videos, 4,917 validation videos and 5,044 testing videos, each training video has one annotated paragraph and each validation video has two annotated paragraphs; following the previous work [15], the validation set is split into two components: 2,460 ae-val videos and 2,457 ae-test videos. The proposed EMVPC has 8,232 training videos and 2,059 test videos, and each video is annotated with multiple paragraphs and one Chinese paragraph.

### 4 Benchmark Experiment

#### 4.1 Experimental Setting

##### 4.1.1 Evaluation Metric

Comprehensive experiments are conducted to evaluate the quantitative performance on the proposed EMVPC in terms of the following metrics, including BLEU [66], METEOR [67], ROUGE_L [68], CIDEr [69] and SPICE [70]. The goal of these metrics is to provide the measurement of semantic correlations between predicted sentences and annotated references. Specifically, BLEU [66] primarily measures the n-gram overlapping between candidates and annotations, and more number of matches usually means the better translation quality of predictions. METEOR [67] explores the unigram matching between machine-generated translation and human-generated translation, and precision, recall and a metric of fragmentation are combined to compute METEOR. ROUGE_L [68] computes the longest common subsequence of candidates and references, and precision, recall and a weighting factor are merged to obtain the ROUGE L score. CIDEr [69] is a customized measurement for visual captioning evaluation, which calculates the cosine similarities between predictions and references to measure the consistency of annotations. SPICE [70] utilizes the scene graph to obtain the semantical embeddings of objects, attributes and relationships, then the score that corresponds to human judgment standard is calculated. In addition, a language generation based metric called BERTScore [71] is rapidly emerging in the field of machine translation, which extracts the token embeddings of each candidate and reference sentence using the pre-trained BERT [72] network, and then computes their token similarity for obtaining the recall ($R_{bert}$), precision ($P_{bert}$) and F-score ($F_{bert}$), respectively. BERTScore is able to measure the sentence-level semantic similarity between the generated paragraph and the reference. The higher the BERTScore is, the better logic the generated paragraph contains. Moreover, in order to evaluate emotion accuracy of generated sentences, ACC$_{ev}$, ACC$_{sw}$, BFS and CFS are proposed in [26], where ACC$_{ev}$ and ACC$_{sw}$ calculate the accuracy of emotion words and emotion sentences, respectively, and BFS as well as CFS give a comprehensive evaluation of generated sentences in terms of facts and emotions.

#### 4.1.2 Competitor

In the video paragraph captioning task, 13 state-of-the-art models are selected for performance comparison, including 4 image captioning methods [Transformer [73], M2NET [74], XTransformer [75], XLAN [75]], 2 video captioning approaches (MP-LSTM [7], TA [8]), 1 vision-language pretrained model [UniVL [16]], 3 dense video captioning methods [VTransformer [14], MDVC [31], BMT [15]] and 3 video paragraph captioning methods [AdvInf [11], MART [12], TDPC [13]]. These models are chosen following two principles: (1) representative and (2) source codes and results.

#### 4.1.3 Benchmark Protocol

The competing methods are evaluated on three video paragraph captioning datasets including Charades Captions [29], ActivityNet Captions [28] and the proposed EMVPC. To the best of our knowledge, the largest and most extensive video paragraph captioning benchmark is established in this work. To compare fairly, the released codes are directly trained and inferred with official settings.
4.2 Qualitative Comparison

Four visualized groups of the three methods MART [12], TDPC [13] and XLAN [75] are presented in Fig. 4. Generally, benefiting from rich emotional and logical representations of the proposed EMVPC, the generated sentences are more abundant, coherent and narrative than the generated paragraph captions based on traditional captioning datasets. First, there are more emotion expressions in the generated sentences. For example, in the top-left video, TDPC vividly depicts human emotions with “surprise” and “happily”. Second, the cohesion among the generated sentences becomes smoother, and the logical relationship is clearer. For example, in the top-left video, all of these three methods generate ordinal logical connectors like “then-finally” and “then-at last”. In the top-right video, besides ordinal connectors, time connectors “suddenly” and “later” are also generated.

However, several apparent problems still exist in the produced sentences. First, the captioning models cannot identify the appropriate emotions that occur in untrimmed video clips. For example, in the top-left and bottom-right videos, the XLAN model [75] misses emotions. In the top-left video, the MART model [12] misunderstands the thematic emotion “interest”, describing the emotion with “calm” instead. Second, the produced paragraph is lack of reasonable and fluent description. For the MART model in the top-right video, the generation has grammatical mistakes and the logical associations among sentences are unreasonable, such as the description “points it at the man in the gray shirt feels very scared and he turns to leave the car”. Third, existing approaches restrict the diverse representations of the generated sentences. In the top-left video, the second and third sentences of XLAN exhibit the repetitive sentence “in the suit asks the man next to him to leave”. Such situations damage the plentiful description of video paragraph, and there still exists huge room for exploring advanced schemes.

4.3 Quantitative Comparison

4.3.1 Performance on Charades Captions

The Charades Captions dataset [29] usually has 1-2 descriptive sentences for each video. The benchmark results of existing state-of-the-art approaches on Charades Captions are represented in Table 5, where it is observed that the Transformer [73] and UniVL [16] models obtain the top-2 performance. Interestingly, the image captioning method Transformer achieves the best BLEU-1, BLEU-2, CIDEr, SPICE and $F_bert$ scores of 0.6522, 0.4513, 0.2942, 0.1737 and 0.8990, which even outperforms the latest video paragraph captioning method TDPC [13]. Moreover, the methods MP-LSTM [7] and TA [8] developed in early years get promising statistic results compared with their performances on ActivityNet Captions and EMVPC. The experiment implies that the image captioning and video captioning methods are more suitable to generate satisfying captions on short videos.

4.3.2 Performance on ActivityNet Captions

The ActivityNet Captions dataset [28] is the most popular and largest dataset for video paragraph captioning. The comparison in Table 5 shows that many methods obtain competitive performance on this dataset, e.g., XLAN [75] achieves the best BLEU-2, BLEU-3 and BLEU-4 scores of 0.3157, 0.2034 and 0.1338, MART [12] achieves the best BLEU-1, METEOR and SPICE scores of 0.5198, 0.3544 and 0.1710, TDPC [13] achieves the best CIDEr, $P_{bert}$ and $F_{ bert}$ scores of 0.2737, 0.8890 and 0.8833, Transformer [73] achieves the best ROUGE-L score of 0.3459, and AdvInf‡ [11] achieves the best $R_{bert}$ score of 0.8784. Interestingly, it can be observed that no method obtains the best performance in most metrics and the methods with annotations (e.g., MART) do not achieve absolute advantages than those without annotations.
4.3.3 Performance on EMVPC

The overall statistic comparisons on the proposed EMVPC are reported in Table 6. The top-3 performance methods on English version are XLAN [75], Transformer [73] and BMT [15], their BLEU-4 scores are 0.8897, 0.8873, 0.8803 and METEOR scores are 0.3405, 0.3421, 0.3299. For the Chinese version of EMVPC, MART [12] obtains the best statistic performance in most metrics, where the BLEU-1, BLEU-2, BLEU-3, METEOR, CIDEr, R$_h$ and F$_h$ scores are 0.5198, 0.3133, 0.1931, 0.1220, 0.3544, 0.3449, 0.2601, 0.1710. Nonetheless, it can be observed that the models show worse performance compared with the statistic results on the other two datasets. The unsatisfactory results demonstrate the challenges of EMVPC and more effective models need to be designed for performance improvement. Note that some image captioning methods (e.g., XLAN [75]) can even achieve better performance than the video paragraph captioning models (e.g., TDPC [13]), demonstrating the potential capability to leverage image captioning based technology to address the video paragraph captioning task.

Another interesting observation is that the evaluation results on Chinese version perform worse than that on English version, for example, the BLEU-4 and METEOR scores of BMT [15] are 0.8803 and 0.3299 on English version, while
the scores clearly drop to 0.0559 and 0.2614 on Chinese version. The reasons may lie in the following two aspects: (1) inaccurate predictions caused by the long-tail distribution of larger Chinese vocabulary, and (2) more complex Chinese syntax and grammatical structures, making it difficult to learn coherent, accurate and expressive sentences.

In order to provide more detailed analysis about each emotion, the evaluation results about 53 emotions are further reported in Table 7 and Table 8. It can be observed that lower METEOR scores are obtained in the emotions such as terror, curiosity, sentimentality and sympathy, which contain abstract or implicit emotions in untrimmed videos. Moreover, XLAN and Transformer are the top-2 performance models on English version, which obtain the best METEOR scores in 20 and 16 emotions, respectively. MART achieves the best METEOR scores in most emotion categories on Chinese version.

Moreover, the accuracy of emotion words and emotion sentences of the generated paragraphs on EMVPC is further evaluated by employing the metrics of ACC_{sw}, ACC_{c}, BFS and CFS [26], with the comparison results shown in Table 9. From the results, it can be observed that XLAN and Trans-
former achieve the top-2 statistic results, which outperform other methods by a large margin. Nonetheless, the emotion scores of the competing methods are unsatisfying and need to be improved in future works.

5 Discussion and Future Direction

From the quantitative and qualitative evaluations in Section 4, it is obvious that the image captioning methods (e.g., M2NET [74], XLAN [75]) or dense video captioning methods (e.g., MDVC [31], BMT [15]) can be easily transformed to address the video paragraph captioning task and have achieved promising performances. Nonetheless, the statistic results on video paragraph captioning datasets are worse than those on other visual captioning datasets. For example, the ROUGE_L scores of XLAN on the MS COCO [76] dataset and the proposed EMVPC (English version) dataset are 0.5800 and 0.3084, respectively. A number of challenging problems in this area lead to the ineffectiveness of models and still need to be solved. In order to find out the weaknesses of existing methods and solve these problems in future researches, four important issues are discussed.
in the following to guide the direction of improving video paragraph captioning.

5.1 Efficiency
Efficiency is regarded as one of the most important standards when constructing the framework of captioning model, which implies a model’s real-time performance to handle dense and complex videos. It is acknowledged that the duration of the input video is long and the generated paragraph usually contains multiple events, so the methods which do not take the efficiency into consideration will increase the computation cost. Therefore, solving the efficiency problem will boost the deployment of video paragraph captioning models to practical applications.

5.2 Topicality
Topicality reflects the capability to capture multiple happened events and identify the accurate topic from video contents, facilitating to the generation of final descriptions. However, many existing models cannot summarize multiple events well and incorporate the most important emotion into the generated paragraph. This influences the generalization of topicality and will also damage the performance of video paragraph captioning approaches.

5.3 Logicality
It is an important yet difficult task to ensure reasonable associations between generated sentences. Most advanced captioning methods only focus on discovering local connections instead of considering non-local contextual information of extracted multi-modal features, leading to produce incoherent and unreasonable sentences. To solve such a challenge, designing a framework with logicality should be considered, for generating fluent and logic expressions easily.

5.4 Metric
The evaluation metrics in image captioning and text generation areas can also be applied to video paragraph captioning, i.e., measuring the n-gram overlapping or calculating contextual embeddings’ similarity between candidate and reference. However, the generated paragraph contains logical relationships among sentences and topic-aware emotions, which is more comprehensive and increases the evaluation difficulty. Moreover, traditional metrics are suitable to evaluate single sentence, rather than judging the potential relationships in multiple sentences. Therefore, more suitable metrics need to be designed in future researches.

6 Conclusion
In this work, a comprehensive investigation is presented for video paragraph captioning. Upon analyzing the problem of insufficient learning data for video paragraph captioning, e.g., lacking of logical association and emotional indications, a large-scale emotion and logic driven multilingual dataset named EMVPC is developed in order to provide a deeper description of video contents. In particular, this EMVPC dataset consists of 10,291 high-quality videos and 20,582 elaborate paragraphs with English and Chinese captions, with large number of human emotion indications, logic of annotated paragraphs and narrations of complex plots. We believe this dataset is a paradigm shifting milestone in terms of rich emotions, context logic and detailed expressions that promote the full-fledged development of new research related to vision-language tasks. Besides, this paper also reports a comprehensive and fundamental study based on experiments conducted on three benchmark datasets (Charades Captions, ActivityNet Captions and the proposed EMVPC). The results based on existing state-of-the-art approaches from different visual captioning tasks are evaluated extensively in terms of 15 popular metrics. Finally, based on the experimental results, the existing challenges are analyzed and insightful suggestions for future directions are also provided. It is expected that this work shall facilitate further advances in video paragraph captioning research.
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