This paper addresses the open set recognition (OSR) problem, where the goal is to correctly classify samples of known classes while detecting unknown samples to reject. In the OSR problem, “unknown” is assumed to have infinite possibilities because we have no knowledge about unknowns until they emerge. Intuitively, the more an OSR system explores the possibilities of unknowns, the more likely it is to detect unknowns. Thus, this paper proposes a novel synthetic unknown class learning method that generates unknown-like samples while maintaining diversity between the generated samples and learns these samples. In addition to this unknown sample generation process, knowledge distillation is introduced to provide room for learning synthetic unknowns. By learning the unknown-like samples and known samples in an alternating manner, the proposed method can not only experience diverse synthetic unknowns but also reduce overgeneralization with respect to known classes. Experiments on several benchmark datasets show that the proposed method significantly outperforms other state-of-the-art approaches. It is also shown that realistic unknown digits/letters can be generated and learned via the proposed method after training on the MNIST dataset.

1. Introduction

In the past few years, the performance of recognition systems has greatly improved thanks to advancements in deep learning [4, 28, 31]. However, the vast majority of recognition systems still have difficulty detecting unknown samples because their performance improvements are obtained with the closed-world assumption, in which all categories are known a priori. As more applications are encountered under changing and open environments [6, 10, 23, 32], the robustness of pattern recognition models to open environments where knowns and unknowns coexist becomes more important. In an open environment, we should reject unknown samples that are unseen in the training stage while maintaining high classification performance on known class samples. This more complex but realistic recognition task is called open set recognition (OSR) [25].

One of the most straightforward solutions for the OSR problem is to set a threshold on the posterior probability of the most likely class produced by classifiers; this is often called the confidence score [5]. We can easily determine a sample as unknown if its confidence score is lower than the threshold. However, most classifiers, particularly deep neural networks (DNNs) with softmax output activation, also give very high confidence scores to unknown samples. This is because most neural networks used for classification are trained with the objective of maximizing the probability of belonging to one of the known classes based on the closed-world assumption, thereby establishing generalized decision boundaries [8]. If the closed-world assumption holds, setting generalized decision boundaries can reduce the risk of misclassification [18]. However, in an open environment, closed-world classifiers easily miss unknown samples because they classify the unknown samples into one of the known classes. For example, in Fig. 7, the unknown sample “?” is misclassified as belonging to the black circle class even though the overly generalized decision boundary can...
...correctly classify the red star into the red dashed circle that is far from the other red star samples. On the other hand, a well-trained OSR model can reject the unknown sample “?” while maintaining its generalization capability for known samples (high closed-set classification performance).

Researchers have found that information extracted from deep discriminative models, including general softmax convolutional neural networks (CNNs), is not sufficient for distinguishing unknowns. Thus, some studies have proposed methods to harness information from reconstructive networks for unknown detection to supplement the discriminative information for known classes learned by a softmax CNN [21, 22, 29, 34]. Here, unknown detection is a binary classification problem that involves determining whether a sample belongs to a known class or not. Despite the performance improvements achieved, these reconstructive networks are also vulnerable to overgeneralization since they do not learn discriminative representations for unknowns [30], nor do they make a significant difference in reconstruction error [9]. That is, little discriminative information is given for the detection of unknowns. Other researchers have proposed utilizing generative networks to generate synthetic unknown samples and learn these unknown samples [3, 9, 19]. However, the synthetic samples generated by these works are not sufficiently diverse to cover unknowns because the existing methods do not consider diversity in the generated samples, or they limit the generated samples to a subspace of the known classes.

To overcome this shortcoming, this paper proposes a novel OSR method by assuming that unknowns come from various categories. The proposed method consists of training three different models. First, a teacher network, a general softmax CNN, is pretrained to classify only known class samples. Then, the knowledge learned by the teacher is transferred to a student network by using a knowledge distillation technique [7]. Several nodes are added to the final layer of the student network (in addition to the nodes of known classes) to represent synthetic unknown classes. With this knowledge distillation technique, the student can not only learn softened probabilities about known classes but also leave room to learn unknowns. To help the student learn synthetic unknown classes, a recommender, i.e., a generative adversarial network (GAN) in which the generator takes the synthetic unknown class vector as a condition, generates samples for each synthetic unknown class and recommends these samples to the student. This process is defined as synthetic unknown class learning in this paper. The recommender can maintain the diversity of the generated samples since it tries to generate different samples for each synthetic unknown class. By alternately learning known samples through knowledge distillation and the synthetic unknown samples given by the recommender, the student can correctly detect unknown samples while minimizing the loss of classification performance on known samples.

Extensive experiments are conducted on various benchmark datasets, and the experimental results show that the proposed method outperforms other state-of-the-art methods in terms of unknown detection performance (the performance of classifying known/unknown) and OSR performance (the performance with respect to detecting unknowns and classifying known samples). Both knowledge distillation and synthetic unknown class learning contribute to the achieved performance improvement. Interestingly, it is also shown that the recommender can produce realistic fake samples that are almost visually unknown digits/letters.

This paper makes the following contributions:

- Knowledge distillation [7], a transfer learning technique, is employed to reduce overgeneralization on known classes by softening the posterior probabilities for known classes. This technique also helps the student and the recommender by leaving room for learning synthetic unknown classes.
- Novel synthetic unknown class learning improves the OSR performance of the proposed network by generating realistic unknown-like samples and learning them.
- Since the recommender is trained to produce different samples for each synthetic unknown class, the diversity in the synthetic unknown samples is maintained. In addition, an experiment shows that the generated synthetic samples have high intraclass diversity as well as high interclass diversity.

2. Related Work

OSR can be seen as a problem of establishing decision boundaries to discriminate open set samples that are far from any known training samples while minimizing the loss of classification performance on known class samples. In summary, OSR consists of two main tasks: unknown detection and closed-set classification. Early works on OSR focused on setting decision boundaries to minimize the open set risk concept formalized in [25], which combines the risk of misclassifying an unknown as a known sample with the risk of misclassifying a known sample as unknown, by using shallow machine learning models. For example, Scheirer et al. [25] used a set of one-vs.-set machines that expanded the one-vs.-rest support vector machine (SVM) by introducing an open set risk minimization term to SVM parameter optimization. Similarly, Scheirer et al. [26] adopted statistical extreme value theory (EVT) to establish more sophisticated decision boundaries based on the distribution of extreme scores produced by a radial basis function SVM.
With the recent advancements in deep learning, especially for classification tasks, many deep learning techniques have been introduced for OSR. The generalization capabilities of DNN classifiers provide high-performance classification enabling them to assign a test sample to the best-matching known class [12]. However, in an open environment in which unknowns can emerge, the generalization capabilities of these models can increase the risk of misclassifying an unknown sample as belonging to a known class. It is known that DNNs are vulnerable to overgeneralization, giving very high confidence scores to alien examples from well outside the distribution of the training examples [11]. Thus, the main issue in OSR model development is how to mitigate overgeneralization while minimizing the loss of generalization capacity necessary for closed-set classification.

Many studies have utilized single DNNs to extract discriminative information for unknown detection. The first attempt in this category was the OpenMax model, which apportions known classes’ membership probabilities to an additional “unknown” class based on EVT [1]. Shu et al. [27] found that replacing a softmax output layer with a sigmoid layer could help establish tighter decision boundaries. Similarly, Jang and Kim [8] introduced a one-vs.-rest network architecture for the DNN output layer and combined class-specific decisions to obtain a robust unknown detection score. Yang et al. [33] proposed a convolutional prototype network to learn several prototypes for each known class while leaving room for unknowns in the feature space.

Reconstructive models have also been used for OSR for auxiliary purposes to calibrate classification decision scores or to implement unknown detection based on reconstruction error. The methods in this category also use softmax DNNs for closed-set classification. For example, Yoshihashii et al. [34] proposed a deep hierarchical reconstruction network that implements classification and reconstruction together and additionally considers feature representations in OpenMax score calculations. Oza and Patel [21] produced unknown detection scores by modeling the tail of the reconstruction error distribution based on EVT. Sun et al. [30] proposed a conditional Gaussian distribution learning (CGDL) method to learn a class-conditional distribution in the feature space by using a variational autoencoder. They used the distribution information in the feature space, as well as the reconstruction error of the variational autoencoder, for unknown detection.

Data augmentation strategies involving GANs have been used to generate synthetic unknown samples during training. For example, Ge et al. [3] used synthetic samples generated by a conditional GAN, which takes one-hot encoded class labels as conditions, to enhance the OpenMax model. However, a conditional GAN can only produce samples that can be inferred with class label combinations. Neal et al. [19] proposed a method to generate counterfactual unknown images that were close to known samples in the feature space to establish tight decision boundaries. However, this method ignores the possibility that an unknown sample far from the known samples in the feature space can fool the DNN classifier. Jang and Kim [9] trained a GAN that fooled a CNN classifier and then fed the generated samples to the CNN classifier to help it learn unknowns. However, the GAN produced synthetic examples that were similar to each other during each training epoch. Thus, this paper aims to provide a method that generates diverse unknown-like samples with the intuition that the DNN classifier can achieve high OSR performance if it can learn various probabilities for unknowns.

3. Proposed Method

Fig. 2 shows an overview of the proposed method. The proposed method is comprised of three different training steps. First, the teacher network, a general softmax CNN, is pretrained with known training samples. Then, two different complementary substeps are implemented alternately. The first substep transfers the teacher’s knowledge regarding known training samples by harnessing a knowledge distillation technique [7], which is often called teacher-student learning. Before this substep, the student network’s weights for synthetic unknown classes are initialized with small values, and the synthetic unknown classes are added to the teacher with small (negligible) weights. In the second substep, the student network is trained on the synthetic unknown samples provided by the recommender. Here, the recommender attempts to produce samples that can fool the discriminator into determining the samples as “real” and can enable the student to determine that the samples belong to a synthetic unknown class (given as condition vectors). Finally, during the testing phase, the teacher’s knowledge and the student’s knowledge are combined to make decisions.

3.1. Knowledge distillation

Following the conventional DNN classifier training scheme, the teacher network (T) is first trained with the aim of minimizing the cross-entropy loss function. DNN classifiers are usually overgeneralized, producing very high confidence scores even for unknowns during testing. Thus, we introduce an additional network, the student network, and apply a knowledge distillation technique [7] based on the pretrained teacher network to relax the posterior probabilities of the student network for known classes. Knowledge distillation transfers softened versions of the target probabilities provided by the pretrained teacher network. The soft target probabilities are defined by introducing a temperature
\( \tau \) in the softmax function as follows:

\[
q_{ic}^T = \frac{\exp(l_{ic}/\tau)}{\sum_{k=1}^{C} \exp(l_{ik}/\tau) + \sum_{k=C+1}^{U} \exp(l_{ik}^u/\tau)} \quad \text{and} \\
q_{ic}^{U^T} = \frac{\exp(l_{ic}^u/\tau)}{\sum_{k=1}^{C} \exp(l_{ik}/\tau) + \sum_{k=C+1}^{U} \exp(l_{ik}^u/\tau)},
\]

(1)

where \( l_{ik} \) is the logit of sample \( x_i \) for the \( k \)-th known class and \( l_{ik}^u \) is the logit for the \( k \)-th synthetic unknown class. The same temperature scaling technique is applied to the student network when it learns known training samples, yielding temperature-scaled posterior probabilities \( p_{ic}^T \) and \( p_{ic}^{U^T} \). The student network is then trained to minimize the following knowledge distillation loss function:

\[
\mathcal{L}_{KD}(\mathcal{D}) = \frac{1}{|\mathcal{D}|} \sum_{(x_i, y_i) \in \mathcal{D}} \mathcal{H}(Q_i^T, P_i^T),
\]

(2)

where \( \mathcal{D} \) is a known training sample set, \( |\mathcal{D}| \) is the size of \( \mathcal{D} \), \( \mathcal{H} \) is the cross-entropy function, and \( Q_i^T \) and \( P_i^T \) are temperature-scaled probability vectors for the teacher and student, respectively.

Unlike original knowledge distillation [7], we do not consider the cross-entropy between the true labels and the nonscaled probability vector of the student because our purpose is to minimize overgeneralization while leaving room for learning unknowns. In this way, the student can have a chance to produce high probabilities for the synthetic unknown classes when evaluating an unfamiliar sample by reducing the risk of overfitting for known classes. This chance is further amplified via the synthetic unknown class learning approach described in the next subsection.

### 3.2. Synthetic unknown class learning

The recommender adopts a GAN structure consisting of a generator and a discriminator. The original GAN was trained with the aim of generating realistic samples by training the generator to deceive the discriminator, which was trained to discriminate between real and fake samples. In addition to this original goal, the generator in the recommender must satisfy the student by producing and recommending samples that follow the distribution of the target synthetic unknown class in the feature space of the student, as shown in Fig. 3. Let \( S, G, \) and \( D \) be the student, generator, and discriminator, respectively, and \( \theta_S, \theta_G, \) and \( \theta_D \) be the corresponding sets of parameters. Let us assume that a latent noise vector \( z \) follows a prior distribution \( \mathcal{P}_{pr1}(z) \).
Then, the generator is trained to minimize the following objective function:

$$\min_{\theta_G} E_{z \sim p_w(z)} \left[ \log(1 - D(G(z))) + \alpha \mathcal{H}(\|0, cv\|, S(G(z))) \right],$$

where $\|0, cv\|$ is the vector combining the zero vector for known classes and the randomly given condition vector $cv$, and $\alpha$ is a balancing parameter. The discriminator is trained with the original goal of discriminating between real training samples and generated fake samples based on the objective function, which is defined as:

$$\max_{\theta_D} E_{x \sim D} \left[ \log(D(x)) \right] + E_{z \sim p_w(z)} \left[ \log(1 - D(G(z))) \right].$$

(4)

Figure 3. The training goal of the generator in the recommender is to produce samples that satisfy the student and deceive the discriminator.

Whenever the generator generates fake unknown samples, the generated samples are recommended to the student. Then, the student learns only the unknown samples that are worth learning based on the loss defined in (5). The student determines that a sample is worth learning if the teacher assigns it a confidence score lower than $\lambda$. Here, $\lambda$ is the minimum confidence score threshold, which is lower than the confidence scores of the vast majority of the known training samples. The student network is trained on both the known training samples and recommended synthetic unknown samples in an alternating manner. The pseudocode in Algorithm 1 shows the alternating training process.

$$L_S(z) = \mathcal{H}(\|0, cv\|, S(G(z))).$$

(5)

### 3.3. Testing

For testing, two strategies are proposed by using both the student’s knowledge, which includes both knowns and synthetic unknowns, and the teacher’s knowledge, which is specialized for knowns. The first strategy focuses on producing a score for unknown detection, leaving the closed-set classification task to the teacher network. Let $C$ and $U$ be the numbers of known classes and synthetic unknown classes, respectively. Then, the corresponding unknown score $U(x_i)$ is defined as follows:

$$U(x_i) = \left(1 - \max_{k \in \{1, \ldots, C\}} q_{ik}\right) \times \sum_{k=1}^{U} p_{uk}. \tag{6}$$

The first strategy determines that sample $x_i$ belongs to an unknown class if $U(x_i) > \delta$. Here, $\delta$ is the unknown score threshold for unknown detection.

As the second strategy, we propose setting a classwise decision boundary based on the average known probability score $K(x_i)_k = \frac{q_{ik} + p_{ik}}{2}$, $\forall k \in \{1, \ldots, C\}$. With this known class score, the second strategy determines $y_i$, the class of $x_i$, based on the following recognition rule:

$$y_i = \begin{cases} \arg\max_{k \in \{1, \ldots, C\}} K(x_i)_k & \text{if } K(x_i)_k > \epsilon_k, \\ "unknown" & \text{otherwise} \end{cases} \tag{7}$$

where $\epsilon_k$ is the known score threshold defined for a class $k$. In this paper, $\epsilon_k$ is set to ensure that 90% of the class $k$ training samples are classified as belonging to class $k$.

### 4. Experiments

#### 4.1. Implementation details

We employed a plain CNN as the backbone of the teacher network and the student network for training on the MNIST [16] and the redesigned VGGNet for training on other image datasets (both networks are defined in [34]). The number of synthetic unknown classes was set to 10. The architecture of the recommender network can be found in our Supplementary Material. All networks were trained using the Adam optimizer with a learning rate of 0.002. The temperature $\tau$ in (2) was set to 5, and the balancing parameter $\alpha$ in (3) was set to 0.5. The sensitivity analysis results
for \( \tau \) and \( \alpha \) can be found in our Supplementary Material. We set the minimum confidence score threshold \( \lambda \), which ensured that 99\% of the training data had higher confidence scores than the threshold.

### 4.2. Effects of recommended samples

The student network learns unknowns through the synthetic samples generated by the recommender. Thus, it is important to validate whether the recommender produces good samples and whether the samples help the student learn unknowns. For this experiment, the MNIST dataset was split into six known classes (0–5) and four unknown classes (6–9), and only the training dataset containing the known classes was used for training. Fig. 4 shows that the generator in the recommender produced a diverse set of unknown-like samples according to given synthetic unknown classes. In addition, we can see that the synthetic samples had high intraclass diversity and interclass diversity. Interestingly, some generated samples look like unknown numbers “6”, “7”, “8”, and “9” (see the samples in red boxes). In summary, this figure shows that our primary goal of obtaining diverse synthetic unknown samples could be achieved by the proposed learning method.

![Figure 4. The synthetic samples generated by the recommender network. For each row, a different synthetic unknown class was activated in the condition vector.](image)

We produced an unknown probability, which is the sum of the posterior probabilities for synthetic unknown classes, for both the known and unknown test samples. Fig. 5 shows that the student could provide much higher unknown probabilities to unknowns than to knowns after learning the unknown-like samples produced by the recommender. This reveals that the student’s knowledge about synthetic unknowns could be utilized for unknown detection.

![Figure 5. Unknown probability histogram for known and unknown samples. Here, the unknown probability is the sum of the posterior probabilities for the synthetic unknown classes.](image)

### 4.3. Ablation study

In this section, the effect of each component in the proposed method was analyzed. All the baselines applied the second recognition strategy of setting class-specific decision boundaries. Specifically, the following four baselines were compared:

1) T: This baseline uses only the teacher network, a general softmax CNN.

2) TS: A pretrained teacher network transfers its knowledge through a knowledge distillation technique to train the student network. However, no synthetic unknown sample is fed during training.

3) RS: In this baseline, the recommender provides synthetic unknown samples to the student for unknown learning. However, the recommender and the student start the learning process from scratch without any prior knowledge provided by the teacher.

4) TRS: This baseline is the proposed method that uses the teacher, the recommender, and the student together.

For an ablation study, the 10 digit classes of the MNIST dataset were used as known classes, and the 47 letter classes of the Extended MNIST (EMNIST) dataset [2] were considered “unknown”. We set various open set scenarios by varying the number of unknown letter classes used in the scenarios, and we then measured how open each scenario was by using the openness concept, which is defined as follows:

\[
\text{openness} = 1 - \sqrt{\frac{2C_{TR}}{C_{TE} + C_{R}}},
\]

(8)
where \( C_{TR} \) is the number of classes used in training, \( C_{TE} \) is the number of classes used in testing, and \( C_R \) is the number of classes to be recognized during testing. The openness was varied from 4.7% to 45.4% by randomly sampling 2 to 47 unknown classes in intervals of 5. For each scenario, the macroaveraged F1 score over the known classes and “unknown” was used for evaluation.

Fig. 6 shows the F1 score changes yielded by the four baseline methods according to openness. For each openness value, we repeated a randomized unknown class sampling process five times and averaged the results, except in the case where all unknown classes were used. First, the F1 scores of all models generally decreased as openness increased. This reveals that more unknown classes or samples during testing usually leads to OSR performance degradation. Compared with T, TRS always provided better performance, and the performance gap increased as openness increased. This result demonstrates that more sophisticated decision boundaries can be established by combining the knowledge provided by the student and teacher. When the openness value was small, there were no significant differences between TRS and the other baselines. However, as the openness increased, TRS significantly outperformed not only T but also TS and RS, showing that both the teacher and the recommender are necessary in the proposed method when various types of unknown samples are likely to emerge.

4.4. Comparison with state-of-the-art OSR methods

In this section, the proposed method was compared with state-of-the-art methods. The proposed method was evaluated under two different experimental setups. In the first setup, the unknown detection performance was measured in terms of the area under the receiver operating characteristic curve (AUROC) metric. In the second setup, the OSR performance was measured in terms of the macroaveraged F1 score considering both known classes and unknowns.

**Unknown detection.** We carried out an unknown detection performance comparison by following the protocol described in [19] and utilizing four image datasets: SVHN [20], CIFAR-10 [13], CIFAR-100 [13], and Tiny-ImageNet [15]. Here, Tiny-ImageNet is a subdataset of 200 classes drawn from the ImageNet dataset [24] and downsampled to 32 × 32. In [19], the authors generated open set scenarios by randomly selecting a fixed number of classes as knowns, while the remaining classes were considered “unknown”. This random class selection process was repeated five times, and the average AUROC was reported. To maintain the consistency of the comparison, we used the same class splits as those employed in [19], and the results obtained based on the class splits utilized in [22] are reported for comparison purposes. Specifically, for SVHN and CIFAR-10, six classes were selected as knowns, and the remaining four classes were considered unknown. Open set scenarios defined as CIFAR+10 and CIFAR+50 were also used. In CIFAR+10, four nonanimal categories from CIFAR-10 were used as knowns, and 10 animal categories from CIFAR-100 were added as unknowns during testing. Similarly, four nonanimal categories from CIFAR-10 and 50 animal categories from CIFAR-100 were selected for CIFAR+50. Finally, 20 classes were chosen as knowns, and the remaining 180 classes were used as unknowns for Tiny-ImageNet.

Tab. 4 shows the results of the unknown detection performance comparison. The proposed method was marginally better on SVHN and marginally worse on CIFAR-10 than GDFR, which exhibited the best results among the comparison methods. However, for more difficult open set scenarios with larger openness levels, the proposed method outperformed the other approaches. In particular, the proposed method was able to achieve a significant improvement on the Tiny-ImageNet dataset, with a 6.6% increase in performance.

**Open Set Recognition.** An OSR system must classify known samples effectively while also effectively rejecting unknown samples. Thus, in the experiments described below, the proposed method was compared with state-of-the-art methods by measuring their classification performance on known classes and “unknown” using macroaveraged F1 scores. The models were trained with all training samples of one dataset, but during testing, another dataset was added to the test set as “unknown”. Specifically, MNIST and CIFAR-10 were used for training.

Omniglot [14], MNIST-Noise, and Noise were added as “unknown” when MNIST was used for training. Here, Noise involved a set of synthesized images obtained by sampling each pixel value independently from a uniform distribution on [0, 1]. MNIST-Noise is also a synthesized image dataset made by superimposing the test sam-
Table 1. Unknown detection performance in terms of the AUROC metric. N/R indicates that a particular figure was not reported in the original work. For CIFAR+50, the standard deviation is not reported because only one open set scenario is available for evaluation.

| Method                  | SVHN       | CIFAR-10   | CIFAR+10   | CIFAR+50   |
|-------------------------|------------|------------|------------|------------|
| Openness                | 13.4%      | 13.4%      | 33.3%      | 62.9%      |
| SoftMax                 | 0.886±0.014| 0.677±0.038| 0.816±N/R  | 0.805      |
| OpenMax (CVPR16) [1]    | 0.894±0.013| 0.695±0.044| 0.817±N/R  | 0.796      |
| G-OpenMax (BMVC17) [3]  | 0.896±0.017| 0.675±0.044| 0.827±N/R  | 0.819      |
| OSRCI (ECCV18) [19]     | 0.910±0.010| 0.699±0.038| 0.838±N/R  | 0.827      |
| C2AE (CVPR19) [21]      | 0.892±0.013| 0.711±0.008| 0.810±0.005| 0.803      |
| CROSR (CVPR19) [34]     | 0.899±0.018| N/R        | N/R        | 0.589±N/R  |
| G-OpenMax (CVPR19) [3]  | 0.896±0.017| 0.675±0.044| 0.827±N/R  | 0.581±0.019|
| Ours                    | 0.937±0.010| 0.791±0.032| 0.930±0.009| 0.928      |

Table 2. OSR results obtained on the MNIST dataset with various “unknown” datasets added to the test set. Performance was measured using macroaveraged F1 scores.

| Method                  | Omniglot   | MNIST -Noise | Noise    |
|-------------------------|------------|--------------|----------|
| SoftMax                 | 0.592      | 0.641        | 0.826    |
| OpenMax (CVPR16) [1]    | 0.680      | 0.720        | 0.890    |
| LadderNet+SoftMax [34]  | 0.588      | 0.772        | 0.828    |
| LadderNet+OpenMax [34]  | 0.764      | 0.821        | 0.826    |
| DHRNet+SoftMax [34]     | 0.595      | 0.801        | 0.829    |
| DHRNet+OpenMax [34]     | 0.780      | 0.816        | 0.826    |
| CROSR (CVPR19) [34]     | 0.793      | 0.827        | 0.826    |
| CGDL (CVPR20) [30]      | 0.850      | 0.887        | 0.859    |
| Ours                    | 0.907      | 0.948        | 0.948    |

Table 3. OSR results obtained on the CIFAR-10 dataset with various “unknown” datasets added to the test set. Performance was measured using macroaveraged F1 scores.

| Method                  | ImageNet -crop | ImageNet -resize | LSUN -crop | LSUN -resize | Avg.    |
|-------------------------|-----------------|------------------|------------|--------------|---------|
| SoftMax                 | 0.639           | 0.653            | 0.642      | 0.647        | 0.645   |
| OpenMax                 | 0.660           | 0.684            | 0.657      | 0.668        | 0.667   |
| CROSR                   | 0.721           | 0.735            | 0.720      | 0.749        | 0.731   |
| CGDL [34]               | 0.840           | 0.832            | 0.806      | 0.812        | 0.823   |
| GDFR [34]               | 0.821           | 0.792            | 0.843      | 0.847        | 0.813   |
| Ours                    | 0.839           | 0.817            | 0.843      | 0.847        | 0.837   |

In this paper, we proposed a novel OSR method by harnessing three networks: a teacher network, a student network, and a recommender network. In the proposed method, a knowledge distillation technique and a synthetic unknown class learning method were introduced. Knowledge distillation helped to make room for learning unknowns by softening the posterior probabilities of a softmax CNN. Furthermore, the synthetic unknown class learning method helped the student directly learn diverse unknown-like samples after generating them. Experiments on several benchmark datasets showed that both techniques helped improve the OSR performance of our approach. As a result, the proposed method significantly outperformed other state-of-the-art OSR methods in terms of both unknown detection performance and OSR performance. However, whether the proposed method is effective for large-scale images should be further evaluated in the next study.
6. Supplementary Material

6.1. Recommender network architecture

We applied the network architecture shown in Tab. 4 for the recommender network. Here, FC\( (x) \) is a fully connected layer with \( x \) nodes. \( R \) is a reshaping layer. \( C(x, y, z) \) and \( TC(x, y, z) \) are a convolutional layer and a transposed convolutional layer, respectively, with \( x \) filters, \( y \times y \) kernels, and a stride of \( z \), respectively. In the input layer, \( Z(100) \times FC(100)(cv) \) denotes that the condition vector \( cv \) was embedded in 100 dimensions and multiplied with a 100-dimensional noise vector. Sigmoid activation was used for the output layer, and a leaky rectified linear unit (LReLU) was employed for the other layers.

Table 4. Recommender network architectures used for MNIST and the other datasets.

| MNIST Generator                | Discriminator       |
|-------------------------------|---------------------|
| Input: \( Z(100) \times FC(100)(cv) \) | Input: (28, 28, 1) |
| FC\( (7 \times 7 \times 128) \) | C(64, 3, 2)         |
| R\( (7, 7, 128) \)             | C(64, 3, 2)         |
| TC\( (128, 4, 2) \)            | FC(1)               |
| TC\( (128, 4, 2) \)            | Output: 1           |
| C\( (1, 7, 1) \)               |                      |
| Output: (28, 28, 1)            |                      |

| Others Generator              | Discriminator       |
|-------------------------------|---------------------|
| Input: \( Z(100) \times FC(100)(cv) \) | Input: (32, 32, 3) |
| FC\( (4 \times 4 \times 256) \) | C(64, 3, 2)         |
| R\( (4, 4, 256) \)             | C(128, 3, 2)        |
| TC\( (128, 4, 2) \)            | C(128, 3, 2)        |
| TC\( (128, 4, 2) \)            | C(256, 3, 2)        |
| TC\( (128, 4, 2) \)            | FC(1)               |
| C\( (3, 3, 1) \)               | Output: 1           |
| Output: (32, 32, 3)            |                      |

6.2. Sensitivity Analysis

To implement the proposed method, we must set two hyperparameters: the temperature \( \tau \) for relaxing the posterior probabilities of the teacher network during knowledge distillation and the balancing parameter \( \alpha \) for adjusting the effect of synthetic unknown samples on synthetic unknown class learning. For sensitivity analysis, the macroaveraged F1 score was measured for the case used in the ablation study, in which MNIST was used as “known” and EMNIST was added as “unknown” during testing. Fig. 7 shows the sensitivities of the two hyperparameters at different openness values. The figures show that the combinations of \( \alpha \) between 0.5 and 1.5 with \( \tau \) between 2.5 and 5 provided high overall performance. However, with \( \alpha = 0 \) (no unknown synthetic class learning) and \( \alpha > 1.5 \) (when the student learns too much from the synthetic unknown samples), the performance decreased considerably, especially when a high temperature was given. In addition, excessive softening of the posterior probabilities with a high temperature can significantly degrade the performance regardless of the selected value of \( \alpha \).

![Sensitivity Analysis](image)

Figure 7. Sensitivity of the proposed method to different hyperparameters with varying openness levels.
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