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Abstract

In this paper, we consider stochastic master equations describing the evolution of a multi-qubit system interacting with electromagnetic fields undergoing continuous-time measurements. By considering multiple $z$-type (Pauli $z$ matrix on different qubits) and $x$-type (Pauli $x$ matrix on all qubits) measurements and one control Hamiltonian, we provide general conditions on the feedback controller and the control Hamiltonian ensuring almost sure exponential convergence to a predetermined Greenberger-Horne-Zeilinger (GHZ) state, which is assumed to be a common eigenstate of the measurement operators. We provide explicit expressions of feedback controllers satisfying such conditions. We also consider the case of only $z$-type measurements and multiple control Hamiltonians, and we discuss asymptotic convergence towards a predetermined GHZ state. Finally, we demonstrate the effectiveness of our methodology for a three-qubit system through numerical simulations.

1 Introduction

Entanglement is an important property with applications in e.g., quantum teleportation, quantum cryptography and quantum computation [NC02, BŽ17]. For two-qubit systems, maximally entangled (correlated) states are the Bell states. For multi-qubit systems with $n \geq 3$ qubits (i.e., $n$ spin-$\frac{1}{2}$ systems), such maximally entangled states are the Greenberger-Horne-Zeilinger (GHZ) states [GHZ89].

The evolution of an open quantum system undergoing indirect continuous-time measurements is described by quantum filtering theory [Bel89, Bel83]. The mathematical tools to study open quantum systems are quantum stochastic calculus and quantum probability theory (developed by Hudson and Parthasarathy [HP84]). Feedback stabilization of continuous-time open quantum systems has been studied in different papers [vHSM05, AAS+02, MvH07, Tsu08, ADL02, YTH07, MK05, LAM18, LAM19a].
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Concerning stabilization of Bell states for two-qubit systems, a switching quantum feedback controller ensuring asymptotic stabilization towards the target state has been designed in [MvH07]. In case of perfect measurements, in [YTH07] the authors constructed a continuous feedback controller to stabilize Bell states. With a more general approach, in [LAM19b], we investigated the exponential and asymptotic stabilization towards a target Bell state.

In this paper we derive some general conditions on the feedback controller and the control Hamiltonian enforcing the exponential convergence towards the target GHZ state. In addition, when only z-type measurements are available, we show a local stability result and we discuss asymptotic stabilization of the system to an arbitrary GHZ state. To our knowledge, this study provides the first results on exponential stabilization of GHZ states.

The approach that we adopt here generalizes the method developed in [LAM19a] in presence of multiple channels and in the case in which the measurement operators possess degenerate eigenvalues. The degeneracy of the eigenvalues is due to the fact that the GHZ states are assumed to be common eigenstates of the measurement operators. In [LAM19a], we studied feedback exponential stabilization of N-level quantum angular momentum systems towards an eigenstate of the measurement operator. Our approach is based on stochastic and geometric control tools. In contrast with previous methods, with this approach we can precise the rate of convergence, which is central in quantum information processing.

This paper is organized as follows. In Section 2, we introduce the stochastic model describing multi-qubit systems with multiple quantum channels in presence of imperfect measurements. In Section 3, we prove a quantum state reduction result with exponential rate in presence of both z-type and x-type measurements. In Section 4, we provide general conditions on the feedback controller and the control Hamiltonian ensuring the exponential stabilization of a predetermined GHZ state, we give the convergence rate, and explicit feedback controllers are obtained. In Section 5, we consider the case where only z-type measurements are present and multiple control Hamiltonians act on the system. Simulations of a three-qubit system are provided in Section 6.

Notations: The imaginary unit is denoted by $i$. We denote the identity matrix by $I$. We denote the conjugate transpose of a matrix $A$ by $A^\ast$. $A_{i,j}$ represents the element of the matrix $A$ at $i$-th row and $j$-th column. The function $\text{Tr}(A)$ corresponds to the trace of a square matrix $A$. The commutator of two square matrices $A$ and $B$ is denoted by $[A,B] := AB - BA$. For $x \in \mathbb{C}$, $\text{Re}\{x\}$ is the real part of $x$ and $\text{Im}\{x\}$ is the imaginary part of $x$.

Given a $m \times n$ matrix $A$ and a $p \times q$ matrix $B$, the Kronecker product $A \otimes B$ is defined as the block matrix whose $(i,j)$-th block is equal to $A_{ij}B$ (or, equivalently, $(A \otimes B)_{p(i-1)+r,q(j-1)+s} = A_{ij}B_{rs}$), for $i = 1, \ldots , m$ and $j = 1, \ldots, n$. The Kronecker product of $n$ copies of a matrix $A$ is indicated as $A^{\otimes n}$. Given $n$ matrices $A_1, \ldots, A_n$ we use the notation $\bigotimes_{j=1}^n A_j = A_1 \otimes \cdots \otimes A_n$.

We will sometimes use the Dirac notation $|\cdot\rangle$ to denote column vectors. The Pauli matrices are

$$\sigma_x = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_y = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma_z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}. $$

We denote by $\text{int}(S)$ the interior of a subset of a topological space and by $\partial S$ its boundary.

2 Multi-qubit systems with multiple quantum channels

Here we consider a multi-qubit system undergoing continuous-time non-demolition measurements through $m$ quantum channels. The corresponding quantum state is described by the
density matrix $\rho$, which belongs to the compact space $S_N := \{ \rho \in \mathbb{C}^{N \times N} \mid \rho = \rho^*, \text{Tr}(\rho) = 1, \rho \geq 0 \}$ with $N = 2^n$ and $n$ is the number of entangled qubits. The dynamics of the quantum state is described by the following matrix-valued stochastic differential equation, in Itô form

$$d\rho_t = F_0(\rho_t)dt + \sum_{k=1}^m F_k(\rho_t)dt + \sum_{k=1}^m \sqrt{\eta_k} G_k(\rho_t)dW_k(t). \quad (1)$$

We suppose $W_t = (W_k(t))_{1 \leq k \leq m}$ is a $m$-dimensional standard Wiener process and its components $W_k$ are mutually independent. The parameter $\eta_k \in (0, 1]$ represents the measurement efficiency for the $k$-th channel. The vector fields in (1) are given by

$$F_0(\rho) := -i[H_0, \rho] - i \sum_{j=1}^n u_j(\rho)[H_j, \rho],$$

$$F_k(\rho) := L_k \rho L_k - L_k^2 \rho/2 - \rho L_k^2/2,$$

$$G_k(\rho) := L_k \rho + \rho L_k - 2\text{Tr}(L_k \rho),$$

where $H_0 = H_0^* \in \mathbb{C}^{N \times N}$ denotes the free Hamiltonian, $u_j := u_j(\rho_0)$ is the feedback controller taking values in $\mathbb{R}$, $H_k = H_k^* \in \mathbb{C}^{N \times N}$ with $k \in \{1, \ldots, n\}$ are the control Hamiltonians, and $L_i = L_i^* \in \mathbb{C}^{N \times N}$ are the measurement operators associated with the $i$-th quantum channel.

If $u \in C^1(S_N, \mathbb{R}^n)$, the existence and uniqueness of the solution of (1) can be shown by similar arguments as in [MvH07, Proposition 3.5]. Moreover, it can be shown as in [MvH07, Proposition 3.7] that $\rho_t$ is a strong Markov process in $S_N$.

In the following, we aim to stabilize the above system towards a target GHZ state. The GHZ states are a class of $2^n$ entangled states described by the density matrices $\text{GHZ}_k^\pm = \text{ghz}_k^\pm (\text{ghz}_k^\pm)^*$ for $k \in \{1, \ldots, N/2\}$ where

$$\text{ghz}_k^\pm = \frac{1}{\sqrt{2}} \left( \bigotimes_{j=1}^n |k_j\rangle \pm \bigotimes_{j=1}^n |1 - k_j\rangle \right),$$

where $k_1 = 0$ and $k_2, \ldots, k_n$ represent the binary digits from left to right of the number $k - 1$.

The family $\{\text{ghz}_k^\pm\}_{1 \leq k \leq N/2}$ is an orthogonal basis of $\mathbb{C}^N$. Throughout this paper we will make use of the following assumption.

(A0) $H_0, L_1, \ldots, L_m$ are diagonal in $\{\text{ghz}_k^\pm\}_{1 \leq k \leq N/2}$.

Before stating the notions of stability, we recall that the Bures distance [BZ17] between two density matrices $\rho$ and $\sigma$ in $S_N$ is defined as $d_B(\rho, \sigma) := (2 - 2\text{Tr}(\sqrt{\rho \sigma} \sqrt{\rho}))^{1/2}$. This distance reduces to $d_B(\rho, \sigma) = (2 - 2\sqrt{\text{Tr}(\rho \sigma)})^{1/2}$ when at least one among $\rho$ and $\sigma$ is a pure state. This Bures distance between $\rho$ and a set $E \subseteq S_N$ is defined by $d_B(\rho, E) := \min_{\sigma \in E} d_B(\rho, \sigma)$. We denote the ball of radius $r > 0$ around $E \subseteq S_N$ as $B_r(E) := \{ \rho \in S_N \mid d_B(\rho, E) < r \}$.

Now we are ready to give some definitions of stochastic stability adapted from classical notions (see e.g., [Mao07, Kha11]) to our setting.

**Definition 1.** Let $\tilde{E}$ be an invariant set of System (1), then $\tilde{E}$ is said to be

1. locally stable in probability, if for every $\varepsilon \in (0, 1)$ and for every $r > 0$, there exists $\delta = \delta(\varepsilon, r)$ such that,

$$\mathbb{P} \left( \rho_t \in B_r(\tilde{E}) \text{ for } t \geq 0 \right) \geq 1 - \varepsilon,$$

whenever $\rho_0 \in B_\delta(\tilde{E})$. 

3
2. almost surely asymptotically stable, if it is locally stable in probability and,

\[ P \left( \lim_{t \to \infty} d_B(\rho_t, \bar{E}) = 0 \right) = 1, \]

whenever \( \rho_0 \in S_N \).

3. exponentially stable in mean, if for some positive constants \( \alpha \) and \( \beta \),

\[ \mathbb{E}(d_B(\rho_t, \bar{E})) \leq \alpha d_B(\rho_0, \bar{E}) e^{-\beta t}, \]

whenever \( \rho_0 \in S_N \). The smallest value \( -\beta \) for which the above inequality is satisfied is called the average Lyapunov exponent.

4. almost surely exponentially stable, if

\[ \limsup_{t \to \infty} \frac{1}{t} \log d_B(\rho_t, \bar{E}) < 0, \ \text{a.s.} \]

whenever \( \rho_0 \in S_N \). The left-hand side of the above inequality is called the sample Lyapunov exponent of the solution.

Clearly any equilibrium of (1), that is any quantum state \( \bar{\rho} \) satisfying \( \sum_{k=0}^{m} F_k(\bar{\rho}) = 0 \) and \( G_k(\bar{\rho}) = 0 \) for all \( k \in \{1, \ldots, m\} \), is a special case of invariant set.

In the following, we make use of Lyapunov techniques to study the stability properties of the system (1). To analyze the variation of Lyapunov functions, a crucial tool is the infinitesimal generator. Given a stochastic differential equation

\[ dq_t = f(q_t) dt + \sum_{k=1}^{m} g_k(q_t) dW_k(t), \]

where \( W_k \) are independent Wiener processes and \( q_t \) takes values in \( Q \subset \mathbb{R}^p \), the infinitesimal generator is the operator \( \mathcal{L} \) acting on twice continuously differentiable functions \( V : Q \times \mathbb{R}_+ \to \mathbb{R} \) in the following way

\[ \mathcal{L}V(q, t) := \frac{\partial V(q, t)}{\partial t} + \sum_{i=1}^{p} \frac{\partial V(q, t)}{\partial q_i} f_i(q) \]

\[ + \frac{1}{2} \sum_{k=1}^{m} D^2V(q, t)(g^k(q), g^k(q)), \]

where \( D^2V(q, t) \) is the Hessian of the function \( V(\cdot, t) \). Itô formula describes the variation of the function \( V \) along solutions of the stochastic differential equation and is given as follows

\[ dV(q, t) = \mathcal{L}V(q, t) dt + \sum_{k=1}^{m} \nabla V(q, t) g^k(q) dW_k(t). \]

From now on, the operator \( \mathcal{L} \) is associated with Equation (1).

### 3 Quantum state reduction

In this section, we discuss the stability properties of System (1) in the case in which the control action is turned off, i.e., when \( u \equiv 0 \).

We will make use of the variance functions of the measurement operators \( L_i \), defined as

\[ \mathcal{V}_i(\rho) := \text{Tr}(L_i^2 \rho) - \text{Tr}(L_i \rho)^2. \]

By endowing the space of density matrices with the Hilbert-Schmidt norm and by a simple application of the Cauchy-Schwarz inequality it is easy to see that \( \mathcal{V}_i(\rho) = 0 \) if and only if \( L_i \rho = \lambda \rho \), where \( \lambda \) is an eigenvalue of \( L_i \). The density matrices
satisfying this condition are precisely those whose range is contained in the eigenspace of $L_i$ corresponding to $\lambda$. Under Assumption (A0), a simple computation shows that

$$\mathcal{L} \mathcal{V}_i(\rho) = -4\eta_i \mathcal{V}_i(\rho)^2 - \sum_{k \neq i} \eta_k \text{Tr}(L_i G_k(\rho))^2 \leq -4\eta_i \mathcal{V}_i(\rho)^2,$$

which implies

$$\mathcal{L} \left( \sum_{i=1}^m \mathcal{V}_i(\rho) \right) \leq -4 \sum_{i=1}^m \eta_i \mathcal{V}_i(\rho)^2 \leq -4 \frac{n}{m} \left( \sum_{i=1}^m \mathcal{V}_i(\rho) \right)^2,$$

where $\eta := \min\{\eta_1, \ldots, \eta_m\} > 0$. By the stochastic LaSalle-type theorem [Mao99], it follows that $\sum_{i=1}^m \mathcal{V}_i(\rho_t)$ converges to zero almost surely, when $t$ goes to infinity. In other words, $\rho_t$ converges almost surely to the set of density matrices whose range is contained in a common eigenspace of the operators $L_i$, for $i = 1, \ldots, m$. Hence, in order to enforce the convergence towards the set of GHZ states, a natural hypothesis is that the common eigenspaces of the operators $L_i$ reduce to the one-dimensional spaces generated by the GHZ states.

In the following, we take $m = m_z + 1$, $L_i := \sqrt{M_i} L_z^{(i)}$ for $i = 1, \ldots, m_z$ and $L_m := \sqrt{M_m} L_x$ with $M_i > 0$ for $i = 1, \ldots, m$ describing the strength of measurements. Here $L_x = \sigma_x^\otimes n$ and each $L_z^{(i)}$ belongs to the space generated by the $N$-dimensional diagonal matrices of the form $\otimes_{j=1}^n \sigma^j$, where $\sigma^j \in \{\sigma_z, 1\}$ and an even number of copies of $\sigma_z$ appear in the Kronecker product. These matrices form a set of $\sum_{j=0}^{n/2} n \choose 2j \right) = 2^{n-1}$ linearly independent elements spanning the space of matrices of the form $\text{diag}\{x_1, \ldots, x_{N/2}, x_{N/2}, \ldots, x_1\}$ with $x_i \in \mathbb{R}$. We denote

$$L_z := \sum_{i=1}^{m_z} L_z^{(i)} = \text{diag}(l_1, \ldots, l_{N/2}, l_{N/2}, \ldots, l_1),$$

and we suppose the following

(A1) $l_i \neq l_j$ if $i \neq j$.

We denote $\ell > 0$ the minimum difference, in absolute value, between any two different $l_i$ and $l_j$, i.e., $\ell := \min_{i \neq j} \{|l_i - l_j|\}$.

For $n$-qubit systems, we denote the set of all GHZ states by $E_n := \{\text{GHZ}^\uparrow_1, \ldots, \text{GHZ}^\uparrow_{n/2}\}$. Since, up to multiplicative constants, the GHZ states are the only common eigenstates of the measurement operators $L_i$ for $i = 1, \ldots, m$, we deduce from the above argument that the solution of the $n$-qubit system converges to $E_n$ almost surely, when $t$ goes to infinity. Note that, if we only consider the $z$-type measurements $L_i = \sqrt{M_i} L_z^{(i)}$ for $i = 1, \ldots, m_z$, then the system converges to the larger set given by the union of the sets $T_k := \{\rho \in S_N | \Lambda_k(\rho) = 1\}$, where

$$\Lambda_k(\rho) := \rho_{k,k} + \rho_{\bar{k},\bar{k}}$$

with $\bar{k} := N + 1 - k$ and $k \in \{1, \ldots, N/2\}$.

LaSalle theorem does not provide any information concerning the rate of convergence towards the set of equilibria. Hence, by following the alternative approach introduced in [LAM19a, Theorem 5.1], in the rest of this section we will prove the almost sure exponential convergence towards $E_n$.

Firstly, we provide some invariance properties of the solution of System (1) via the following lemma.
Lemma 2. Assume \( u \equiv 0 \) and let \( k \in \{1, \ldots, N/2\} \). If \( \text{Tr}(\rho_0 \mathsf{GHZ}_k^\pm) = 0 \) then \( \mathbb{P}(\text{Tr}(\rho_t \mathsf{GHZ}_k^\pm) = 0, \forall t \geq 0) = 1 \). If, on the contrary, \( \text{Tr}(\rho_0 \mathsf{GHZ}_k^\pm) > 0 \) then \( \mathbb{P}(\text{Tr}(\rho_t \mathsf{GHZ}_k^\pm) > 0, \forall t \geq 0) = 1 \).

Proof. For any \( k \in \{1, \ldots, N/2\} \) and \( u \equiv 0 \), the dynamics of \( \text{Tr}(\rho_t \mathsf{GHZ}_k^\pm) \) is given by

\[
\begin{align*}
\frac{d\text{Tr}(\rho_t \mathsf{GHZ}_k^\pm)}{dt} &= 2 \sum_{i=1}^{m} \sqrt{\eta_i} M_i \text{Tr}(\rho_t \mathsf{GHZ}_k^\pm)(l_k^{(i)} - \text{Tr}(L_x^{(i)} \rho_t))dW_i(t) \\
&\quad + 2\sqrt{\eta_m M_m} \text{Tr}(\rho_t \mathsf{GHZ}_k^\pm)(\pm 1 - \text{Tr}(L_x \rho_t))dW_m(t),
\end{align*}
\]

where \( L_z^{(i)} \mathsf{GHZ}_k^\pm = l_k^{(i)} \mathsf{GHZ}_k^\pm \) for \( i \in \{1, \ldots, m_z\} \) and \( k \in \{1, \ldots, N/2\} \). In particular, we have

\[
\begin{align*}
2\sqrt{\eta_i} M_i \text{Tr}(\rho_t \mathsf{GHZ}_k^\pm)(l_k^{(i)} - \text{Tr}(L_z^{(i)} \rho_t)) &\leq R \text{Tr}(\rho_t \mathsf{GHZ}_k^\pm), \\
2\sqrt{\eta_m M_m} \text{Tr}(\rho_t \mathsf{GHZ}_k^\pm)(\pm 1 - \text{Tr}(L_x \rho_t)) &\leq R \text{Tr}(\rho_t \mathsf{GHZ}_k^\pm),
\end{align*}
\]

for some \( R > 0 \). This yields the first part of the lemma.

Given \( \varepsilon > 0 \), consider any \( C^2 \) function on \( S_N \) such that \( V_k(\rho) = 1/\text{Tr}(\rho_0 \mathsf{GHZ}_k^\pm) \) if \( \text{Tr}(\rho_0 \mathsf{GHZ}_k^\pm) > \varepsilon \). A simple computation shows that \( \mathcal{L} V_k(\rho) \leq KV_k(\rho) \) if \( \text{Tr}(\rho_0 \mathsf{GHZ}_k^\pm) > \varepsilon \) for some positive constant \( K \). By setting \( f(\rho, t) = e^{-Kt}V_k(\rho) \), one has \( \mathcal{L} f \leq 0 \) whenever \( \text{Tr}(\rho_0 \mathsf{GHZ}_k^\pm) > \varepsilon \). From this fact, by applying the same arguments as in [LAM19a, Lemma 4.1], one proves that the probability of \( \text{Tr}(\rho_t \mathsf{GHZ}_k^\pm) \) becoming zero in a finite fixed time \( T \) is proportional to \( \varepsilon \) and, being the latter arbitrary, it must be zero. \( \square \)

We denote \( V_x(\rho) := 1 - \text{Tr}(L_x \rho)^2 \) and recall that \( \Lambda_k(\rho) = \rho_{k,k} + \rho_{\bar{k},\bar{k}} \) with \( \bar{k} = N + 1 - k \). Note that

\[
\Lambda_k(\rho) = \text{Tr}((\mathsf{GHZ}_k^+ + \mathsf{GHZ}_k^-)\rho) \geq 0 \tag{4}
\]

and

\[
V_x(\rho) = \text{Tr}((\mathds{1} - L_x)\rho)\text{Tr}((\mathds{1} + L_x)\rho) = 4\sum_{k=1}^{N} \text{Tr}(\mathsf{GHZ}_k^+\rho)\sum_{k=1}^{N} \text{Tr}(\mathsf{GHZ}_k^-\rho) \geq 0. \tag{5}
\]

We now show the exponential convergence towards \( \bar{E}_n \) in mean and almost surely for \( n \)-qubit systems when \( u \equiv 0 \).

Theorem 3 (Exponential quantum state reduction). For System (1) with \( L_i = \sqrt{M_i}L_i^{(i)} \) for \( i = 1, \ldots, m_z \) and \( L_m = \sqrt{M_m}L_x \), \( u \equiv 0 \) and \( \rho_0 \in S_N \), the set \( \bar{E}_n \) is exponentially stable in mean and a.s. with average and sample Lyapunov exponent less than or equal to \(-\min\{\Gamma_z^2/2m_z, 2\eta_m M_m\}\) with \( \Gamma_z := \min_{i \in \{1, \ldots, m_z\}} \{\eta_i M_i\} \). Moreover, the probability of convergence to \( \bar{\rho} \in \bar{E}_n \) is \( \text{Tr}(\rho_0 \bar{\rho}) \).

Proof. Let \( I := \{k| \Lambda_k(\rho_0) = 0\} \) and \( S_I := \{\rho \in S_N| \Lambda_k(\rho) = 0 \} \) if and only if \( k \in I \). By Lemma 2 and (4), \( S_I \) is a.s. invariant for System (1). Similarly by the above lemma and
the sets \( \{ \rho \in S_N | V_x(\rho) = 0 \} \) and \( \{ \rho \in S_N | V_x(\rho) > 0 \} \) are a.s. invariant for System (1). Consider the candidate Lyapunov function

\[
V(\rho) := \sum_{k \neq h} \sqrt{\Lambda_k(\rho)\Lambda_h(\rho)} + \sqrt{V_x(\rho)}.
\]

Note that \( V(\rho) = 0 \) if and only if \( \rho \in \bar{E}_n \). Since \( V(\rho) \) is twice continuously differentiable on the invariant sets \( S_I \cap \{ \rho \in S_N | V_x(\rho) > 0 \} \) and \( S_I \cap \{ \rho \in S_N | V_x(\rho) = 0 \} \), by a straightforward computation (see Appendix A), we have

\[
\mathcal{L}V(\rho) \leq -\bar{C}V(\rho),
\]

where \( \bar{C} := \min\{\Gamma_xL^2/2m_z, 2\eta_mM_m\} \). Thus, for all \( \rho_0 \in S_N \), \( \mathbb{E}(V(\rho_t)) = V(\rho_0) - \bar{C} \int_0^t \mathbb{E}(V(\rho_s))ds \).

In virtue of Gröwall inequality, we have \( \mathbb{E}(V(\rho_t)) \leq V(\rho_0)e^{-\bar{C}t} \). By a straightforward calculation, we can show that the candidate Lyapunov function is bounded from below and above by the Bures distance from \( \bar{E}_n \), more precisely, \( C_1d_B(\rho, \bar{E}_n) \leq V(\rho) \leq C_2d_B(\rho, \bar{E}_n) \), where \( C_1 = 1/8 \) and \( C_2 = N(N/2 - 1) + 4 \). It implies \( \mathbb{E}(d_B(\rho_t, \bar{E}_n)) \leq \frac{\bar{C}}{\mathcal{C}}d_B(\rho_0, \bar{E}_n)e^{-\bar{C}t} \) for all \( \rho_0 \in S_N \), which means that the set \( \bar{E}_n \) is exponentially stable in mean with average Lyapunov exponent less than or equal to \( -\bar{C} \). By employing the same arguments as in [LAM19a, Theorem 5.1], we obtain \( \limsup_{t \to \infty} \frac{1}{t} \log d_B(\rho_t, \bar{E}_n) \leq -\bar{C} \) almost surely, which means that the set \( \bar{E}_n \) is a.s. exponentially stable with sample Lyapunov exponent less than or equal to \( -\bar{C} \).

Finally, the probability of convergence to \( \bar{p} \in \bar{E}_n \) is \( \text{Tr}(\rho_0\bar{p}) \), this can be shown by the similar arguments as in the proof of [LAM19a, Theorem 5.1]). The proof is complete.

4 Almost sure global exponential stabilization

Our aim here is to provide general conditions on the feedback controller and the control Hamiltonian to exponentially stabilize System (1) towards the target GHZ state \( \bar{p} \in \bar{E}_n \). To this aim, firstly we establish some technical results concerning invariance and reachability properties of the system. These results together with a local Lyapunov approach allow us to show the exponential convergence towards \( \bar{p} \) and to estimate the convergence rate under some assumptions on the feedback law. Finally, we design a parametrized family of feedback controllers satisfying such conditions for some choice of the control Hamiltonian.

In the following, we take \( n = 1 \), that is we assume that only one control input \( u = u_1(\rho) \), together with a control Hamiltonian \( H_1 \), is available. We consider the presence of \( m = m_z + 1 \) quantum channels with \( L_i = \sqrt{M_iL_z(i)} \) for \( i = 1, \ldots, m_z \) and \( L_m = \sqrt{M_mL_x} \). In order to achieve our control goal, we need to ensure that the elements of \( \bar{E}_n \setminus \{ \bar{p} \} \) are no more equilibria of the system, so that we make the following hypothesis on the feedback controller:

\[
(A2) \quad u \in \mathcal{C}^1(S_N, \mathbb{R}), u(\bar{p}) = 0 \text{ and } u(\rho)[H_1, \rho] \neq 0 \text{ for all } \rho \in \bar{E}_n \setminus \{ \bar{p} \}.
\]

4.1 Preliminary results on invariance and non-invariance properties

The following lemmas are analogous to the results in [LAM19a, Section 4] and they concern invariance properties of System (1) involving the boundary \( \partial S_N := \{ \rho \in S_N | \det(\rho) = 0 \} \).

Since their proofs are based on the same arguments, we omit them.

**Lemma 4.** The set of positive-definite matrices is a.s. invariant for (1). More in general, the rank of \( \rho_t \) is a.s. non-decreasing.
Lemma 5. Assume \( u \in C^1(S_N, \mathbb{R}) \). If \( \eta_i = 1 \) for all \( i \in \{1, \ldots, m\} \), then \( \partial S_N \) is a.s. invariant for (1).

Lemma 6. Assume that (A2) is satisfied. If the initial state satisfies \( \rho_0 \neq \bar{\rho} \), then \( \mathbb{P}(\rho_t \neq \bar{\rho}, \forall t \geq 0) = 1 \).

The following lemma shows that pure states become immediately mixed states for the case \( \eta_i \in (0, 1) \) for all \( i \in \{1, \ldots, m\} \).

Lemma 7. Suppose that \( \eta_i \in (0, 1) \) for all \( i \in \{1, \ldots, m\} \) and (A2) is satisfied. Then for all \( \rho_0 \in \{ \rho \in S_N | \text{Tr}(\rho^2) = 1 \} \setminus \{ \bar{\rho} \} \), the density matrix \( \rho_t \) is mixed (i.e., \( \text{Tr}(\rho_t^2) < 1 \)) for all \( t > 0 \) almost surely.

Proof. For all \( \rho \in \{ \rho \in S_N | \text{Tr}(\rho^2) = 1 \} \), there exists a vector \( \xi \in \mathbb{C}^N \) such that \( \rho = \xi \xi^* \). Then we have \( \text{Tr}(L_i \rho L_i \rho) = (\xi^* L_i \xi)^2 = \text{Tr}(L_i \rho)^2 \) for \( i = 1, \ldots, m \). Thus, by Itô formula, for all \( \rho_0 \in \{ \rho \in S_N | \text{Tr}(\rho^2) = 1 \} \setminus \{ \bar{\rho} \} \), \( d\text{Tr}(\rho_t^2) = -2 \sum_{i=1}^m (1 - \eta_i) \mathcal{V}_i(\rho_t) dt \) where \( \mathcal{V}_i(\rho) := \text{Tr}(L_i^2 \rho) - \text{Tr}(L_i \rho)^2 \). Since \( \eta_i \in (0, 1) \), we have \( -2 \sum_{i=1}^m (1 - \eta_i) \mathcal{V}_i(\rho) \leq 0 \) and the equality holds if and only if \( \rho \in E_n \). By Lemma 6, Lemma 4 and the fact that \( \rho_t \) exits \( E_n \setminus \{ \bar{\rho} \} \) immediately almost surely by (A2), the density matrix \( \rho_t \) becomes mixed immediately and remains mixed afterwards almost surely. The proof is complete. \( \square \)

4.2 Reachability of the target state

In this section, our aim is to show that the stochastic trajectories \( \rho \), solutions of Equation (1) enter any arbitrary neighborhoods of the target state \( \bar{\rho} \) with non-zero probability in finite time. Our method is based on the use of the celebrated support theorem \([SV72]\) which interprets the stochastic solutions as limits of solutions of a deterministic equation.

Before stating the support theorem, we recall that any stochastic differential equation in Itô form in \( \mathbb{R}^K \)

\[
\frac{dx_t}{dt} = \dot{X}_0(x_t)dt + \sum_{k=1}^n \dot{X}_k(x_t) dW_k(t), \quad x_0 = x,
\]

can be written in the following Stratonovich form \([RW00]\)

\[
\frac{dx_t}{dt} = X_0(x_t)dt + \sum_{k=1}^n X_k(x_t) \circ dW_k(t), \quad x_0 = x,
\]

where \( X_0(x) = \dot{X}_0(x) - \frac{1}{2} \sum_{l=1}^K \sum_{k=1}^n \frac{\partial^2 X_k}{\partial x_l^2}(x) \langle \dot{X}_k \rangle_l(x), \langle \dot{X}_k \rangle_l \) denoting the component \( l \) of the vector \( \dot{X}_k \), and \( X_k(x) = \dot{X}_k(x) \) for \( k \neq 0 \).

Theorem 8 (Support theorem \([SV72]\)). Let \( X_0(x) \) be a bounded and uniformly Lipschitz continuous function, and \( X_k(x) \) be twice continuously differentiable, with bounded derivatives, for \( k \neq 0 \). Consider the Stratonovich equation

\[
\frac{dx_t}{dt} = X_0(x_t)dt + \sum_{k=1}^n X_k(x_t) \circ dW_k(t), \quad x_0 = x.
\]
Let $\mathbb{P}_x$ be the probability law of the solution $x_t$ starting at $x$. Consider in addition the associated deterministic control system

\[
\frac{d}{dt} x_v(t) = X_0(x_v(t)) + \sum_{k=1}^{n} X_k(x_v(t)) v_k(t), \quad x_v(0) = x.
\]

with $v_k \in \mathcal{V}$, where $\mathcal{V}$ is the set of all locally bounded measurable functions from $\mathbb{R}_+$ to $\mathbb{R}$. Now we define $\mathcal{W}_x$ as the set of all continuous paths from $\mathbb{R}_+$ to $\mathbb{R}^K$ starting at $x$, equipped with the topology of uniform convergence on compact sets, and $\mathcal{I}_x$ as the smallest closed subset of $\mathcal{W}_x$ such that $\mathbb{P}_x(x(\cdot) \in \mathcal{I}_x) = 1$. Then, $\mathcal{I}_x = \{x(\cdot) \in \mathcal{W}_x | \nu \in \mathcal{V} \} \subset \mathcal{W}_x$.

Based on the above theorem, we consider the following deterministic equation

\[
\dot{\rho}_v(t) = F_0(\rho_v(t)) + \sum_{k=1}^{m} \hat{F}_k(\rho_v(t)) + \sum_{k=1}^{m} \sqrt{\eta_k} G_k(\rho_v(t)) v_k(t), \quad (8)
\]

for $\rho_v(0) = \rho_0$, with $v_k(t) \in \mathcal{V}$ for $k = 1, \ldots, m$, where

\[
\hat{F}_k(\rho) : = (1 - \eta_k) L_k \rho L_k - \frac{1}{2} \eta_k (L_k^2 \rho + \rho L_k^2) + 2\eta_k \text{Tr}(L_k^2 \rho) \rho + 2\eta_k \text{Tr}(L_k \rho)(L_k \rho + \rho L_k - 2\text{Tr}(L_k \rho) \rho),
\]

$F_0$ and $G_k$ are defined as in (1). By Theorem 8, the set $\mathcal{S}_N$ is invariant for Equation (8).

For $l \in \mathbb{Z}$ and $\xi \in \mathbb{R}^N$, define

\[
\mathbf{M}_{l,\xi} := [\xi, H_l, L_z^{(1)}H_l \xi, \ldots, L_z^{(m_z)} H_l \xi, L_z H_l \xi, H_l^1, \ldots, L_z^{(1)} H_l^1 \xi, \ldots, L_z^{(m_z)} H_l^1 \xi, L_z H_l^1 \xi]
\]

and recall that $L_z^{(i)} \text{GHZ}_k^\pm = l(i)^\pm \text{GHZ}_k^\mp$.

**Lemma 9.** Let $\bar{\rho} = \text{GHZ}_k^\pm$ with $\epsilon \in \{+,-\}$ and $k \in \{1, \ldots, N/2\}$ and set $\mathbf{P}^{(i)}_x := \{\rho \in \mathcal{S}_N | \text{Tr}(L_z^{(i)} \rho) = 0\}$ for $i = 1, \ldots, m_z$ and $\mathbf{P}_x := \{\rho \in \mathcal{S}_N | \epsilon 1 - \text{Tr}(L_z \rho) = 0\}$. Assume that (A1) and (A2) are satisfied. Suppose that

(i) there exists at least one $k \in \{1, \ldots, m\}$ such that $\nabla u \cdot \mathbf{F}_k(\rho_0) \neq 0$, or $\nabla u \cdot (F_0(\rho_0) + \sum_{k=1}^{m} \hat{F}_k(\rho_0)) \neq 0$ for any $\rho_0 \in \mathcal{S}_N | \text{Tr}(\rho \bar{\rho}) = 0, \ u = 0$,

(ii) there exists a finite $l \in \mathbb{Z}$ such that $\text{rank}(\mathbf{M}_{l,\text{GHZ}_k^\pm}) \geq N - 1$,

(iii) for all $\rho \in (\bigcap_{i=1}^{m_z} \mathbf{P}^{(i)}_x \cap \mathbf{P}_x) \setminus \{\bar{\rho}\}$, the feedback controller and the control Hamiltonian satisfy

\[
2\text{Tr}(\rho \bar{\rho}) \sum_{i=1}^{m_z} \eta_i \mathcal{Y}_i(\rho) > u \text{Tr}(i[H_1, \rho] \bar{\rho}), \quad (9)
\]

where $\mathcal{Y}_i(\rho) = \text{Tr}(L_z^2 \rho) - \text{Tr}(L_z \rho)^2$.

Then, for all $r > 0$ and any given initial state $\rho_0 \in \mathcal{S}_N$, $\mathbb{P}(\tau_r < \infty) = 1$, where $\tau_r := \inf \{t \geq 0 | \rho_t \in B_r(\bar{\rho})\}$ and $\rho_t$ corresponds to the solution of System (1).
Proof. The proof is based on similar arguments as in [LAM19a, Lemma 6.1]. For \( \rho_0 \in B_{\mathcal{N}}(\bar{\rho}) \), we have \( \tau_r = 0 \). Let us thus suppose that \( \rho_0 \in \mathcal{S}_N \setminus B_{\mathcal{N}}(\bar{\rho}) \). We show that there exists \( T \in (0, \infty) \) and \( \zeta \in (0, 1) \) such that \( \mathbb{P}_{\rho_0}(\tau_r < T) > \zeta \). Let \( \rho_v \) be a solution of Equation (8) and consider the following equation

\[
\text{Tr}(\dot{\rho}_v(t)\bar{\rho}) = -\Theta_u(\rho_v(t)) + \sum_{k=1}^{m} \Theta_k(\rho_v(t)) + \text{Tr}(\rho_v(t)\bar{\rho}) \sum_{k=1}^{m} \sqrt{\eta_k M_k} P_k(\rho_v(t)) v_k(t)
\]

(10)

where \( v_k(t) \) belonging to \( \mathcal{V} \) are the control inputs, \( \Theta_u(\rho) := u\text{Tr}(i[H_1, \rho]\bar{\rho}) \) and for \( i \in \{1, \ldots, m_2\} \),

\[
P_i(\rho) := i_{k}^{(i)} - \text{Tr}(L_{\zeta}^{(i)}\rho),
\]

\[
P_m(\rho) := \epsilon_1 - \text{Tr}(L_{\zeta}\rho),
\]

\[
\Theta_i(\rho) := 2\eta_i M_i \text{Tr}(\rho\bar{\rho})(\text{Tr}(L_{\zeta}^{(i)}\rho)^2 - i_{k}^{(i)} + 2\text{Tr}(L_{\zeta}^{(i)}\rho)P_1(\rho)),
\]

\[
\Theta_m(\rho) := 4\eta_m M_m \text{Tr}(\rho\bar{\rho})\text{Tr}(L_{\zeta}\rho)P_m(\rho).
\]

Consider the special case in which \( \text{Tr}(\rho_0\bar{\rho}) = 0 \). The technical conditions \( (i) \), \( (ii) \) and Lemma 7 allow us to apply similar arguments as in the proof of [LAM19a, Proposition 4.5], in order to show the existence of a control input \( v \in \mathcal{V}^m \) such that \( \text{Tr}(\rho_v(t)\bar{\rho}) > 0 \) for some \( t > 0 \) arbitrarily small.

First, by Lemma 7 and the support theorem, we can suppose without loss of generality that \( \text{rank}(\rho_v(t)) \geq 2 \) for \( t > 0 \) arbitrarily small. Moreover, by the condition \( (i) \), we can assume that \( u(\rho_v(t)) \neq 0 \). Next we proceed by contradiction, that is we show that \( \text{Tr}(\rho_v(t)\bar{\rho}) \equiv 0 \) on an interval \([0, \delta]\) implies \( \text{rank}(M_{i,\text{ghz}}) < N - 1 \). Note that \( \text{Tr}(\rho_v(t)\bar{\rho}) = 0 \) is equivalent to \( \rho_v(t)\text{ghz}_{\bar{k}} = 0 \).

Let \( \xi \in \mathbb{C}^N \) such that \( \rho_v(t)\xi = 0 \) on \([0, \delta]\). We next show that \( \rho_v(t)L_i\xi = 0 \) for \( i = 1, \ldots, m \) and \( \rho_v(t)H_1\xi = 0 \). Indeed, by simple calculations, one has

\[
\xi^*\dot{\rho}_v(t)\xi = \sum_{i=1}^{m} (1 - \eta_i)\xi^*L_i\rho_v(t)L_i\xi = 0,
\]

which implies \( \rho_v(t)L_i\xi = 0 \). Moreover, as a consequence one also has

\[
\dot{\rho}_v(t)\xi = i\rho_v(t)H_0\xi + iu(\rho_v(t))\rho_v(t)H_1\xi = 0.
\]

Let \( \tilde{L} \) be a linear combination of the matrices \( L_i \) only admitting simple eigenvalues (its existence is guaranteed by the condition \( (A1) \)). Since the minimal polynomial of \( \tilde{L} \) has degree \( N \), one easily deduces that the matrices \( \tilde{L}^k \) for \( k = 0, \ldots, N - 1 \) span the space of matrices diagonal with respect to the basis of GHZ states. Hence \( \rho_v(t)H_0\xi = 0 \) and as \( u(\rho_v(t)) \neq 0 \), we have \( \rho_v(t)H_1\xi = 0 \). This yields a contradiction with the condition \( (ii) \). Thus, without loss of generality, we suppose \( \text{Tr}(\rho_0\bar{\rho}) > 0 \).

Next we show that there exist a control input \( v \in \mathcal{V}^m \) and a time \( T \in (0, \infty) \) such that \( \rho_v(t) \in B_{\mathcal{N}}(\bar{\rho}) \) for \( t \leq T \) in the two following separate cases.
1. Let $l_k > l_k$ or $l_k < l_k$ for all $k \neq k$. Obviously, for all $\rho \in \bigcap_{i=1}^{m} P^{(i)}$, we have $\sum_{i=1}^{m} P_i(\rho) = l_k - \text{Tr}(L_\rho) = 0$. In this case, we have that $\bigcap_{i=1}^{m} P^{(i)} \cap P_\rho = \emptyset$. Due to the compactness of $S_N \setminus B_r(\bar{\rho})$, $-\Theta_u(\rho) + \sum_{k=1}^{m} \Theta_k(\rho)$ is bounded from above in $S_N \setminus B_r(\bar{\rho})$ and at least one among $|P_i(\rho)|$ for $i = 1, \ldots, m$ is bounded from below. By choosing $v_i = K P_i(\rho)/\text{Tr}(\rho \bar{\rho})$ with $K > 0$ sufficiently large and $v_j = 0$ for $j \neq i$, we can guarantee that $\rho_v(t) \in B_r(\bar{\rho})$ for $t \leq T$ with $T < \infty$ if $\text{Tr}(\rho_\rho) > 0$.

2. Now consider the general case. By (9) and the compactness of $C_r := (\bigcap_{i=1}^{m} P^{(i)} \cap P_\rho) \setminus B_r(\bar{\rho})$, we obtain

$$m := \min_{\rho \in C_r} \left( -\Theta_u(\rho) + \sum_{k=1}^{m} \Theta_k(\rho) \right)$$

$$= \min_{\rho \in C_r} \left( 2 \sum_{i=1}^{m} \eta_i \gamma_i(\rho) \text{Tr}(\rho \bar{\rho}) - u \text{Tr}(i[H_1, \rho] \bar{\rho}) \right)$$

$$> 0.$$

Then we define an open set $U \subseteq S_N$ containing $C_r$,

$$C_r \subseteq U := \{\rho \in S_N | -\Theta_u(\rho) + \sum_{k=1}^{m} \Theta_k(\rho) > m/2 \}.$$

Thus, setting $v_1(t) = v_2(t) = \cdots = v_m(t) = 0$ whenever $\rho_v(t) \in U$, we have

$$\text{Tr}(\rho_v(t) \bar{\rho}) = -\Theta_u(\rho_v(t)) + \sum_{k=1}^{m} \Theta_k(\rho_v(t)) > \frac{m}{2}.$$

Moreover, $(S_N \setminus B_r(\bar{\rho})) \setminus U$ is compact, then $-\Theta_u(\rho) + \sum_{k=1}^{m} \Theta_k(\rho)$ is bounded from above and at least one among $|P_i(\rho)|$ for $i = 1, \ldots, m$ is bounded from below in this domain. Similarly to 1), we can take $v_i = K P_i(\rho)/\text{Tr}(\rho \bar{\rho})$ with $K > 0$ sufficiently large and $v_j = 0$ for $j \neq i$. The proposed inputs guarantee that $\rho_v(t) \in B_r(\bar{\rho})$ for $t \leq T$ with $T < \infty$ if $\text{Tr}(\rho \bar{\rho}) > 0$.

Summing up, we have shown the existence of some $T > 0$ such that for all $\rho_0 \in S_N \setminus B_r(\bar{\rho})$, there exists $v \in \gamma^m$ steering the system from $\rho_0$ to $B_r(\bar{\rho})$ by time $T$. Finally, the arguments provided in [LAM19a, Lemma 6.1] allow to show that $\mathbb{P}_{\rho_0}(\tau_r < \infty) = 1$. □

4.3 Main results on feedback exponential stabilization

By combining the previous lemmas and following the same arguments as in [LAM19a, Theorem 6.2], we get the following general result concerning the exponential stabilization towards the GHZ state $\bar{\rho}$.

**Theorem 10.** Assume that $\rho_0 \in S_N$ and the assumptions of Lemma 9 are satisfied. Additionally, suppose that there exists a positive-definite function $V(\rho)$ such that $V(\rho) = 0$ if and only if $\rho = \bar{\rho}$, and $V$ is continuous on $S_N$ and twice continuously differentiable on the set $S_N \setminus \{ \bar{\rho} \}$. Moreover, suppose that there exist positive constants $C$, $C_1$ and $C_2$ such that

(i) $C_1 d_B(\rho, \bar{\rho}) \leq V(\rho) \leq C_2 d_B(\rho, \bar{\rho})$, $\forall \rho \in S_N$, and

(ii) $\limsup_{\rho \to \bar{\rho}} \mathcal{L} V(\rho)/V(\rho) \leq -C$.
Then, \( \bar{\rho} \) is almost surely exponentially stable for System (1) with sample Lyapunov exponent less or equal than \(-C - K/2\), where \( K := \liminf_{\rho \to \bar{\rho}} \sum_{i=1}^{m} g_i(\rho)^2 \) with \( g_i(\rho) := \sqrt{\eta_i} \text{Tr} \left( \frac{\partial V(\rho)}{\partial \rho} \frac{\partial G(\rho)}{\partial V(\rho)} \right) \) for \( i = 1, \ldots, m \).

In the following, as applications of the previous theorem, we obtain explicit conditions on the feedback controller guaranteeing the exponential convergence and the corresponding estimates of the rate of convergence. Recalling that \( \bar{\rho} = \text{GHZ}_k \), where \( \epsilon \in \{+, -\} \) and \( k \in \{1, \ldots, N/2\} \), we define \( \Gamma_m := \min_{i \in \{1, \ldots, m\}} \{ \eta_i M_i \} \), \( c_+ := \frac{1}{\sqrt{m_2}} (l_k - \max_{k \neq k} \{l_k\}) - 1 \) and \( c_- := \frac{1}{\sqrt{m_2}} (l_k - \min_{k \neq k} \{l_k\}) + 1 \).

\textbf{Theorem 11.} Consider System (1) with \( \rho_0 \in S_N \) and assume \( \eta_1, \ldots, \eta_m \in (0, 1) \). Let \( \bar{\rho} = \text{GHZ}_k \) be the target GHZ state. Suppose that either \( c_+ > 0 \) or \( c_- < 0 \), and the assumptions of Lemma 9 are satisfied. Moreover, assume that

\[
\limsup_{\rho \to \bar{\rho}} \Theta_\rho(\rho) / d_B(\rho, \bar{\rho})^2 = 0, \tag{11}
\]

where \( \Theta_\rho(\rho) = \frac{\text{Tr}(i[H_1, \rho] \bar{\rho})}{\text{Tr}(i[H_1, \rho] \rho)} \). Then, \( \bar{\rho} \) is almost surely exponentially stable with sample Lyapunov exponent less than or equal to

(i) \(-2 \bar{C}_+ \) with \( \bar{C}_+ := \Gamma_m \{c_+, 1\} \) if \( c_+ > 0 \);
(ii) \(-2 \bar{C}_- \) with \( \bar{C}_- := \Gamma_m \{c_-, 1\} \) if \( c_- < 0 \).

\textbf{Proof.} We apply Theorem 10 with the Lyapunov function

\[
V_{k, e}(\rho) = \sqrt{1 - \text{Tr}(\rho \bar{\rho})} = \frac{\sqrt{2}}{2} \sqrt{(1 - \Lambda_k) + (1 - \epsilon 2 \text{Re}(\rho_{k,k}))}.
\]

Since \( \frac{\sqrt{2}}{2} d_B(\rho, \bar{\rho}) \leq V_{k, e}(\rho) \leq d_B(\rho, \bar{\rho}) \) for all \( \rho \in S_N \), then the condition (i) of Theorem 10 is verified. Next, we show that the condition (ii) of Theorem 10 holds true as well. The infinitesimal generator of the Lyapunov function is estimated by

\[
\mathcal{L} V_{k, e}(\rho) \leq \frac{u(\rho) \text{Tr}(i[H_1, \rho] \bar{\rho})}{2 V_{k, e}(\rho)} - \frac{\Gamma_m \text{Tr}(\rho \bar{\rho})^2}{4 V_{k, e}(\rho)^3} \left( \frac{1}{\sqrt{m_2}} \sum_{i=1}^{m_2} P_i(\rho)| + |P_m(\rho)| \right)^2,
\]

where we have \( \sum_{i=1}^{m_2} P_i(\rho) = l_k - \text{Tr}(L_z \rho) = l_k - \sum_{n=1}^{N/2} l_n \Lambda_n \) and \( P_m(\rho) = 1 - \epsilon \sum_{n=1}^{N/2} 2 \text{Re}(\rho_{n, \bar{n}}) \).

Since \( \left| \sum_{n \neq k} 2 \text{Re}(\rho_{n, \bar{n}}) \right| \leq \sum_{n \neq k} \Lambda_n = 1 - \Lambda_k \), we deduce the following results for two cases \( c_+ > 0 \) and \( c_- < 0 \).

If \( c_+ := \frac{1}{\sqrt{m_2}} (l_k - \max_{k \neq k} \{l_k\}) - 1 > 0 \), then

\[
\frac{1}{\sqrt{m_2}} \sum_{i=1}^{m_2} P_i(\rho)| + |P_m(\rho)| \geq \frac{1}{\sqrt{m_2}} \sum_{i=1}^{m_2} P_i(\rho) + |P_m(\rho)| \geq c_+ (1 - \Lambda_k) + (1 - \epsilon 2 \text{Re}(\rho_{k, k})) \geq 2 \min \{c_+, 1\} V_{k, e}^2(\rho),
\]
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then we have
\[
\left( \frac{1}{\sqrt{m_z}} \sum_{i=1}^{m_z} P_i(\rho) + |P_m(\rho)| \right)^2 \geq 4\left( \min\{c_+, 1\} \right)^2 V_{k,\varepsilon}(\rho)
\]
which implies that
\[
\mathcal{L} V_{k,\varepsilon}(\rho) \leq \frac{\Theta_u(\rho)}{2V_{k,\varepsilon}(\rho)} - \Gamma_m \left( \min\{c_+, 1\} \right)^2 \text{Tr}(\rho\tilde{\rho})^2 V_{k,\varepsilon}(\rho)
\]
\[
\leq -\bar{C}_+ \left( \text{Tr}(\rho\tilde{\rho})^2 - \frac{\Theta_u(\rho)}{2\bar{C}_+ V_{k,\varepsilon}(\rho)^2} \right) V_{k,\varepsilon}(\rho),
\]
where \( \bar{C}_+ := \Gamma_m \left( \min\{c_+, 1\} \right)^2 \). By the equivalence between \( V_{k,\varepsilon}(\rho) \) and \( d_B(\rho, \tilde{\rho}) \) and the condition (11), we have \( \limsup_{\rho \to \rho} \frac{\mathcal{L} V_{k,\varepsilon}(\rho)}{V_{k,\varepsilon}(\rho)} \leq -\bar{C}_+ \). Moreover, we have \( \sum_{i=1}^{m} g_i(\rho)^2 \geq 2\bar{C}_+ \text{Tr}(\rho\tilde{\rho})^2 \), where \( g_i(\rho) \) for \( i = 1, \ldots, m \) are defined in Theorem 10. This implies \( K = 2\bar{C}_+ \).

Similarly, if \( c_- := \frac{1}{\sqrt{m_z}}(l_k - \min_{k \neq k} \{l_k\}) + 1 < 0 \), then
\[
\mathcal{L} V_{k,\varepsilon}(\rho) \leq -\bar{C}_- \left( \text{Tr}(\rho\tilde{\rho})^2 - \frac{\Theta_u(\rho)}{2\bar{C}_- V_{k,\varepsilon}(\rho)^2} \right) V_{k,\varepsilon}(\rho),
\]
where \( \bar{C}_- := \Gamma_m \left( \max\{c_-, -1\} \right)^2 \). With the same reasoning provided above in (i), we find \( K = 2\bar{C}_- \).

The proof is complete.

By dropping the assumptions on the sign of \( c_+ \) or \( c_- \), we get the following result.

**Theorem 12.** Consider System (1) with \( \rho_0 \in \text{int}(S_N) \). Let \( \tilde{\rho} = \text{GHZ}_k^\ast \). Suppose that the assumptions of Lemma 9 are satisfied, and for all \( \rho \in S_N \), \( |u(\rho)| \leq Cd_B(\rho, \tilde{\rho})^\zeta \) for some constants \( \zeta > 1 \) and \( C > 0 \). Then, \( \tilde{\rho} \) is almost surely exponentially stable with sample Lyapunov exponent less than or equal to \(-\bar{C}\) with \( \bar{C} := \min\{\Gamma_z \ell^2/2m_z, 2\eta_m M_m\} \), where \( \Gamma_z = \min_{i \in \{1, \ldots, m_z\}} \{\eta_i M_i\} \).

**Proof.** Consider the candidate Lyapunov function \( V_{k,\varepsilon}(\rho) = \sum_{n \neq k}^{N/2} \sqrt{\Lambda_n} + \sqrt{1 - \epsilon \text{Tr}(L_x \rho)} \geq 0 \).

Due to Lemma 4, all diagonal elements of \( \rho_t \) remain strictly positive for all \( t \geq 0 \) almost surely. We remark that \( V_{k,\varepsilon}(\rho) \) is \( C^2 \) in \( \text{int}(S_N) \), and we can show that \( \frac{\sqrt{2}}{\sqrt{m_z}} d_B(\rho, \tilde{\rho}) \leq V_{k,\varepsilon}(\rho) \leq 2d_B(\rho, \tilde{\rho}) \) for all \( \rho \in S_N \), which verifies the condition (i) of Theorem 10.

In order to verify the condition (ii) of Theorem 10, we note that for any \( n \neq k \),
\[
\mathcal{L} \sqrt{\Lambda_n} = -\frac{u(\rho)}{2\sqrt{\Lambda_n}}\left( [H_1, \rho_\circ](\text{GHZ}_n^+ + \text{GHZ}_n^-) \right)
\]
\[
- \frac{\sqrt{\Lambda_n}}{2} \sum_{i=1}^{m_z} \eta_i M_i Q_i^{(i)}(\rho)^2
\]
\[
- \frac{\eta_m M_m}{2(\Lambda_n)^{3/2}} \left( 2\Re\{\rho_{n,\tilde{n}}\} - \Lambda_n \text{Tr}(L_x \rho) \right)^2
\]
\[
\leq -\frac{u(\rho) \text{Tr}(i[H_1, \rho_\circ](\text{GHZ}_n^+ + \text{GHZ}_n^-))}{2\sqrt{\Lambda_n}}
\]
\[
- \frac{\Gamma_z \sqrt{\Lambda_n}}{2} \sum_{i=1}^{m_z} Q_i^{(i)}(\rho)^2,
\]
\[
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\]
where \( Q^{(i)}_n(\rho) := l_n^{(i)} - \text{Tr}(L_x^{(i)} \rho) \) for \( i \in \{1, \ldots, m_z\} \).

In some neighborhood of \( \text{GHZ}_k \) for \( n \neq k \), we have

\[
\begin{align*}
& m_z \sum_{i=1}^{m_z} Q^{(i)}_n(\rho)^2 \geq (l_n - \text{Tr}(L_x \rho))^2 \\
& \geq (|l_n - l_k| - |l_k - \text{Tr}(L_x \rho)|)^2 \geq (\ell - |l_k - \text{Tr}(L_x \rho)|)^2
\end{align*}
\]

Moreover, since \( (\text{Re}\{\rho_{m,n}\})^2 + (\text{Im}\{\rho_{m,n}\})^2 \leq \rho_{m,m}\rho_{n,n} \) for \( m, n \in \{1, \ldots, N\} \) and the fact that \( H_1 \) and \( \rho \) are Hermitian, after a straightforward calculation, we can show that, for all \( \rho \in S_N \) and for all \( n \neq k \), \(|\text{Tr}(i[H_1, \rho](\text{GHZ}_n^+ + \text{GHZ}_n^-)|) \leq c_n \sqrt{\Lambda_n} \), for some \( c_n > 0 \). Then, we deduce that

\[
\mathcal{L}\left(\sum_{n \neq k}^{N/2} \sqrt{\Lambda_n}\right) \leq |u| \sum_{n \neq k}^{N/2} c_n - \frac{\Gamma_z}{2m_z} (\ell - |l_k - \text{Tr}(L_x \rho)|)^2 \sum_{n \neq k}^{N/2} \sqrt{\Lambda_n}.
\]

We denote \( V_x(\rho) := 1 - \text{Tr}(L_x \rho)^2 \) and \( V_\epsilon(\rho) := 1 + \epsilon \text{Tr}(L_x \rho) \) for \( \epsilon \in \{+,-\} \). We find

\[
\begin{align*}
\mathcal{L}\sqrt{1 - \epsilon \text{Tr}(L_x \rho)} & = \frac{\epsilon u \text{Tr}(i[H_1, \rho]L_x)}{\sqrt{1 - \epsilon \text{Tr}(L_x \rho)}} - \frac{\eta_m M_m V_x(\rho)^2}{2(1 - \epsilon \text{Tr}(L_x \rho))^{3/2}} \\
& \leq 2\sqrt{2} |H_1| \sqrt{\rho}_{\text{HS}} |u| - \frac{\eta_m M_m V_x(\rho)^2}{2(1 - \epsilon \text{Tr}(L_x \rho))^{3/2}} \\
& \leq C |u| - \frac{\eta_m M_m V_x(\rho)^2}{2} \sqrt{1 - \epsilon \text{Tr}(L_x \rho)},
\end{align*}
\]

where \( C > 0 \) and the first term of the first inequality follows from

\[
\begin{align*}
& |\text{Tr}([H_1, \rho]L_x)| \\
& = |\text{Tr}([H_1, \rho](L_x - \epsilon 1))| = |\text{Tr}(H_1[\rho, L_x - \epsilon 1])| \\
& \leq |\text{Tr}(H_1 \rho(L_x - \epsilon 1))| + |\text{Tr}(H_1(L_x - \epsilon 1)\rho)| \\
& \leq 2\|H_1\sqrt{\rho}\|_{\text{HS}} \|(L_x - \epsilon 1)\sqrt{\rho}\|_{\text{HS}} \\
& = 2\sqrt{2} \|H_1\sqrt{\rho}\|_{\text{HS}} \sqrt{1 - \epsilon \text{Tr}(L_x \rho)},
\end{align*}
\]

where we have used Cauchy-Schwartz inequality and \( \| \cdot \|_{\text{HS}} \) represents the Hilbert-Schmidt norm.

By the assumption of the theorem on the feedback controller and the equivalence between the Lyapunov function and the Bures distance, we have \( |u| \leq KV_{k,\epsilon}(\rho) \) for some \( K > 0 \) and
Finally, we have the following estimation of the infinitesimal generator of $V_{k,\epsilon}(\rho)$,

\[
\mathcal{L}V_{k,\epsilon}(\rho) \leq |u| \left( \sum_{n \neq k}^{N/2} c_n + C \right) - \frac{\eta_m M_m V_{\epsilon}(\rho)^2}{2} \sqrt{1 - \epsilon \text{Tr}(L_z \rho)} \\
- \frac{\Gamma_z}{2m_z} (\ell - |l_k - \text{Tr}(L_z \rho)|)^2 \sum_{n \neq k}^{N/2} \sqrt{\Lambda_n} \\
\leq - \left( C^\epsilon_k(\rho) - K \left( \sum_{n \neq k}^{N/2} c_n + C \right) V_{k,\epsilon}(\rho)^{\epsilon - 1} \right) V_{k,\epsilon}(\rho),
\]

where

\[
C^\epsilon_k(\rho) := \min \{ \eta_m M_m V_{\epsilon}(\rho)^2 / 2, \Gamma_z (\ell - |l_k - \text{Tr}(L_z \rho)|)^2 / 2m_z \}.
\]

Note that, \( \lim_{\rho \to \bar{\rho}} V_{\epsilon}(\rho) = 2 \), thus we have

\[
\limsup_{\rho \to \bar{\rho}} \frac{\mathcal{L}V_{k,\epsilon}(\rho)}{V_{k,\epsilon}(\rho)} \leq - \min \{ \Gamma_z \ell^2 / 2m_z, 2\eta_m M_m \} < 0.
\]

Therefore, the condition (ii) of Theorem 10 is verified. The proof is complete. \( \square \)

**Remark 13.** Suppose \( \rho_0 \in \text{int}(\mathcal{S}_N) \), and the assumptions on the feedback controller and the control Hamiltonian of Theorem 11 are satisfied. By applying the arguments in the proof of Theorem 12, we can show that \( \bar{\rho} \) is almost surely exponentially stable with sample Lyapunov exponent less than or equal to \( -\min \{ \Gamma_z \ell^2 / 2m_z, 2\eta_m M_m \} - \bar{C}_+ \) if \( c_+ > 0 \) and \( -\min \{ \Gamma_z \ell^2 / 2m_z, 2\eta_m M_m \} - \bar{C}_- \) if \( c_- < 0 \), where \( \bar{C}_\pm \) are defined in Theorem 11.

### 4.4 Feedback controller design

In this section, we give explicit forms of feedback controllers satisfying the assumptions of Theorem 11 and Theorem 12.

**Proposition 14.** Consider System (1) with \( \rho_0 \in \mathcal{S}_N \). Let \( \bar{\rho} = \text{GHZ}_k^\epsilon \). Suppose that (A1) is satisfied, either \( c_+ > 0 \) or \( c_- < 0 \), and the control Hamiltonian satisfies the assumptions of Lemma 9. Define the feedback controller as

\[
u(\rho) = \alpha \left( 1 - \text{Tr}(\rho \bar{\rho}) \right)^\beta,
\]

where \( \beta > 1 \) and \( \alpha > 0 \). Then, \( \bar{\rho} \) is almost surely exponentially stable with sample Lyapunov exponent less than or equal to

i) \( -2\bar{C}_+ \) with \( \bar{C}_+ := \Gamma_m (\min \{ c_+, 1 \})^2 \) if \( c_+ > 0 \), and

ii) \( -2\bar{C}_- \) with \( \bar{C}_- := \Gamma_m (\max \{ c_-, -1 \})^2 \) if \( c_- < 0 \).
Proposition 15. Consider System (1) with \( \rho_0 \in \text{int}(S_N) \). Let \( \bar{\rho} = \text{GHZ}_k^\epsilon \). Suppose that \((A1)\) holds and the control Hamiltonian satisfies the assumptions of Lemma 9. Define the feedback controller as

\[
u(\rho) = \alpha(\ell_k - \text{Tr}(L_z \rho))^\beta + \gamma(\epsilon_1 - \text{Tr}(L_x \rho))^\delta,
\]

where \( \beta, \delta > 1 \) and \( \alpha, \gamma > 0 \) sufficiently large. Then, \( \bar{\rho} \) is almost surely exponentially stable with sample Lyapunov exponent less than or equal to \(-\bar{C}\) with \( \bar{C} := \min\{\Gamma_z \ell^2/2m_z, 2\eta_m M_m\} \).

5 Discussion on asymptotic stabilization in presence of only \( z \)-type measurements

In this section, we denote the target state as \( \bar{\rho} = \text{GHZ}_k^\epsilon \). We suppose only \( m = m_z \) measurement operators \( L_i = \sqrt{M_i}L_i^{(z)} \) are present and \((A1)\) is satisfied. Due to the analysis in Section 3, System (1) with \( u \equiv 0 \) converges to the union of the sets \( T_k = \{\rho \in S_N| \Lambda_k = 1\} \) for \( k \in \{1, \ldots, N/2\} \), each of which contains two GHZ states \( \text{GHZ}^\pm \). We assume the presence of \( n \geq 2 \) control Hamiltonians.

By employing similar arguments as those in the first step of the proof of [LAM19a, Theorem 6.2], we obtain general Lyapunov-type conditions ensuring local stability in probability of the target state with only \( z \)-type measurements. Denote by \( \mathcal{K} \) the family of all continuous non-decreasing functions \( \mu : \mathbb{R}_{\geq 0} \to \mathbb{R}_{\geq 0} \) such that \( \mu(0) = 0 \) and \( \mu(r) > 0 \) for all \( r > 0 \).

Lemma 16. Assume that there exists a twice continuously differentiable positive function \( V(\rho) \) such that \( V(\rho) = 0 \) if and only if \( \rho = \bar{\rho} \). Moreover, suppose that there exists \( \mu \in \mathcal{K} \) such that

(i) \( V(\rho) \geq \mu(d_B(\rho, \bar{\rho})) \) for all \( \rho \in S_N \), and

(ii) \( L V(\rho) \leq 0 \) for all \( \rho \in B_r(\bar{\rho}) \) with \( r > 0 \).

Then, \( \bar{\rho} \) is locally stable in probability for System (1).

Inspired by [MvH07, Theorem 5.1], we propose the following example satisfying the assumptions of the above lemma. We define a continuously differentiable function on \([0, 1]\),

\[
f(x) := \begin{cases} 
0, & \text{for } x \in [0, \epsilon_1); \\
\frac{1}{2} \sin\left(\frac{\pi(2x - \epsilon_1 - \epsilon_2)}{2(\epsilon_2 - \epsilon_1)}\right) + \frac{1}{2}, & \text{for } x \in [\epsilon_1, \epsilon_2); \\
1, & \text{for } x \in (\epsilon_2, 1],
\end{cases}
\]

where \( 0 < \epsilon_1 < \epsilon_2 < 1 \).

Example 17. Consider System (1) with \( \rho_0 \in S_N \) and \( n = 2 \). Consider the feedback laws

\[
\begin{align*}
u_1(\rho) &= \gamma - \text{Tr}(i[H_1, \rho] \bar{\rho}), \\
u_2(\rho) &= f(\text{Tr}(\rho \bar{\rho}))(\gamma - \text{Tr}(i[H_2, \rho] \bar{\rho})).
\end{align*}
\]
We suppose \([H_1 + H_2, \varrho] = 0\) and we consider the following Lyapunov function \(V(\varrho) = 1 - \text{Tr}(\varrho \bar{\varrho})\) whose infinitesimal generator, for all \(\varrho \in B_r(\bar{\varrho})\), is given by

\[
\mathcal{L}V(\varrho) = \sum_{k=1}^{2} u_k(\varrho) \text{Tr}(i[H_k, \varrho] \bar{\varrho})
\]

\[
= -\text{Tr}(i[H_1, \varrho] \bar{\varrho})^2 - \text{Tr}(i[H_2, \varrho] \bar{\varrho})^2 \leq 0,
\]

where \(r > 0\) is sufficiently small, and for the last equality we used \([H_1 + H_2, \bar{\varrho}] = 0\). Hence, Lemma 16 can be applied.

To ensure asymptotic stability of \(\bar{\varrho}\), we need to prove the reachability of any neighborhood of the target state. The proof of this property is not straightforward, since roughly speaking, compared to the situation in Section 4, the trajectories of the new system are more constrained due to the absence of random displacements generated by \(L_x\). In the following, we discuss some conditions which may be sufficient to conclude the reachability.

We suppose \(H_0 = \sum_{i=1}^{m} \alpha_i L_i\) with \(\alpha_i \in \mathbb{R}\). For \(l \in \mathbb{Z}\) and \(\xi \in \mathbb{R}^N\), we define

\[
M_{l,\xi} := [\xi, H_1 \xi, L_1 \xi, \ldots, L_z^{(m)} H_1 \xi, \ldots, H_1^{(l)} \xi, L_1^{(l)} \xi, \ldots, L_z^{(m)} H_1^{(l)} \xi].
\]

Moreover, we assume \(l_k > l_r\) or \(l_k < l_r\) for all \(k \neq k\) and \(\eta_1, \ldots, \eta_m \in (0, 1)\).

The following condition ensures that \(\bar{E}_n \setminus \{\bar{\varrho}\}\) does not contain any equilibrium of System (1).

(A) \(u \in C(\mathcal{S}_N, \mathbb{R}^m), u_1(\varrho)[H_1, \varrho] \neq 0\) and \(u_k \equiv 0\) for \(k > 1\) for all \(\varrho \in \bar{E}_n \setminus \{\bar{\varrho}\}\).

Furthermore, we consider the following conditions.

(B) There exists at least one \(i \in \{1, \ldots, m_1\}\) such that \(\nabla u_1 \cdot G_i(\varrho_0) \neq 0\), or \(\nabla u_1 \cdot (F_0(\varrho_0) + \sum_{i=1}^{m_2} \bar{F}_i(\varrho_0)) \neq 0\) for any \(\varrho_0 \in \{\varrho \in \mathcal{S}_N | \text{Tr}(\varrho \bar{\varrho}) = 0, u_1 = 0\}\), and \(u_k \equiv 0\) for \(k > 1\) if \(\text{Tr}(\varrho \bar{\varrho}) = 0\).

(C) For all \(k \in \{1, \ldots, N/2\}\) and \(\epsilon \in \{+,-\}\), there exists a finite \(l \in \mathbb{Z}\) such that \(\text{rank}(M_{l,\xi}) = N\), where \(\xi = ghz_{k}\).

As \(H_0 = \sum_{i=1}^{m} \alpha_i L_i\), similar to the proof of Lemma 9, we can show that \(\text{Tr}(\rho_0(t) \bar{\varrho}) > 0\) for some \(t > 0\) arbitrarily small under the assumptions (B) and (C).

Now consider the case \(\rho_0(t) \notin T_k\). Since \(l_k > l_k\) or \(l_k < l_k\) for all \(k \neq k\), we deduce that \(l_k - \text{Tr}(L_z \rho_0(t)) \neq 0\) and therefore \(|P_n(\rho_0(t))| = |l_k^{(n)} - \text{Tr}(L_z^{(n)} \rho_0(t))| > 0\) for at least one \(n \in \{1, \ldots, m_z\}\). Hence \(\text{Tr}(\rho_0(t) \bar{\varrho})\) can be made arbitrarily large by appropriately choosing \(v \in V_m\).

In the set \(T_k \setminus \{\bar{\varrho}\}\), the functions \(P_1(\varrho)\) vanish for all \(i \in \{1, \ldots, m\}\). Hence in this set, the dynamics of \(\text{Tr}(\rho \bar{\varrho})\) is simply given by the vector field \(\sum_{k=1}^{n} u_k[H_k, \varrho]\) and does not depend on \(v\). Therefore, we consider the following condition.

(D) \(T_k \setminus \{\bar{\varrho}\}\) does not contain complete integral curves of the vector field \(\sum_{k=1}^{n} u_k[H_k, \varrho]\).

Unfortunately, the above arguments are not sufficient to conclude that any arbitrary neighborhood of the target state can be reached in finite time. The main obstacle is that one needs to provide a control input \(v\) ensuring that \(\text{Tr}(\rho_0 \bar{\varrho})\) approaches any arbitrary neighborhood of \(\rho_0\) runs into \(T_k \setminus \bar{\varrho}\).
Figure 1: Quantum state reduction of a three-qubit system with \( u \equiv 0 \): the black curve represents the mean value of 10 arbitrary samples, the red curve represents the exponential reference with exponent \(-0.3\). The figures at the bottom are the semi-log versions of the ones at the top.

### 6 Simulation of three-qubit systems

In this section, we consider the case of a three-qubit system with both \( z \)-type and \( x \)-type measurements, and only \( z \)-type measurements. We take \( L^{(1)}_z = \sigma_z \otimes 1 \otimes \sigma_z \) and \( L^{(2)}_z = 2\sigma_z \otimes \sigma_z \otimes 1 \), and we set \( H_0 = \omega L^{(1)}_z + \omega L^{(2)}_z \) with \( \omega = 0.3 \).

**a) \( z \)-type and \( x \)-type measurements:** We assume \( L^1 \mapsto \sqrt{M^1}L^{(1)}_z \), \( L^2 \mapsto \sqrt{M^2}L^{(2)}_z \), and \( L^3 \mapsto \sqrt{M^3}L_x \) with \( M^1 = 1 \), \( M^2 = 1 \), and \( M^3 = 0 \). We take \( \eta_1 = 0.5 \), \( \eta_2 = 0.3 \) and \( \eta_3 = 0.4 \).

We consider a Lyapunov function \( V(\rho) \) of the form given in (6). The simulations with \( u \equiv 0 \) starting from \( \rho_0 = \frac{1}{2}I \) are shown in Figure 1. In particular, we observe that the expectation of the Lyapunov function \( E(V(\rho_t)) \) is bounded by the exponential function \( V(\rho_0)e^{-\bar{C}t} \) with \( \bar{C} = \min\{\eta_1M^1, \eta_2M^2, 2\eta_2M^2\} \), and the expectation of the Bures distance \( E(d_B(\rho_t, \bar{E}_3)) \) is always below the exponential function \( C^2/C_1d_B(\rho_0, \bar{E}_3)e^{-\bar{C}t} \), with \( C_1 = 1/8 \) and \( C_2 = 28 \) in accordance with Theorem 3.

We consider the control Hamiltonian \( H_1 = (1 \otimes I \otimes \sigma_x + \sigma_z \otimes \sigma_x + \sigma_z \otimes \sigma_y) \otimes \sigma_x \). By straightforward calculations, we have \([H_1, \hat{\rho}] \neq 0 \) for all \( \rho \in \bar{E}_3 \), and \( \text{rank}(M_{3, \xi}) = 8 \) for all \( \xi = \text{ghz}_k^\epsilon \) with \( k \in \{1, \ldots, 4\} \) and \( \epsilon = \pm \). If we choose \( \hat{\rho} = \text{GHZ}_1^+ \) we have \( c_+ = \sqrt{2} - 1 > 0 \), and if we choose \( \hat{\rho} = \text{GHZ}_4^- \) we have \( c_- = 1 - \sqrt{2} < 0 \).

In Fig. 2, we show the convergence of the system towards \( \hat{\rho} = \text{GHZ}_1^+ \) with a feedback controller (12) with \( \alpha = 10 \) and \( \beta = 7 \), and starting at \( \text{GHZ}_1^- \in \partial S_N \). Then, the convergence of the system towards \( \hat{\rho} = \text{GHZ}_4^+ \) with a feedback controller (13) with \( \alpha = \gamma = 1 \) and \( \beta = \delta = 5 \), and starting at \( \frac{1}{8}I \in \text{int}(S_N) \) is shown in Fig. 3. We observe that the behaviors of the
Lyapunov function and the Bures distance along the sample trajectories are consistent with the convergence rate estimates $\nu = -(6 - 4\sqrt{2})/5$ given in Theorem 11 (Fig. 2), and $\nu = -\min\{\eta_1 M_1, \eta_2 M_2, 2\eta_3 M_3\}$ given in Theorem 12 (Fig. 3). In the figures, the red curves represent the exponential reference with the exponent $\nu$, the black curves describe the mean values of the Lyapunov functions and the Bures distances of ten samples. On the figures, in particular in the semi-log versions, we can see that the cyan (sample trajectories) and the red curves have similar asymptotic behaviors.

b) Z-type measurements: In this case, we have only the measurement operators $L_1 = \sqrt{M_1} L_2^{(1)}$ and $L_2 = \sqrt{M_2} L_2^{(2)}$ with $M_1 = 1.1$ and $M_2 = 1$. We set $\eta_1 = 0.5$, $\eta_2 = 0.3$ and $\text{GHZ}_1^+$ as the target state, and define the following control Hamiltonians

$$H_1 = (\mathbf{1} \otimes \mathbf{1} + \sigma_x \otimes \sigma_x \otimes \sigma_x + \sigma_z \otimes \sigma_y) \otimes \sigma_x,$$

$$H_2 = -\sigma_x \otimes \sigma_x \otimes \mathbf{1} - \mathbf{1} \otimes \sigma_x \otimes \sigma_x$$

$$-\sigma_z \otimes \sigma_x \otimes \sigma_x - \sigma_y \otimes \sigma_z \otimes \mathbf{1}.$$

By straightforward calculations, we have $[H_1, \rho] \neq 0$ for all $\rho \in \mathcal{E}_3$, and we find $\text{rank}(M_2^{(k)} \xi) = 8$ for all $\xi = \text{ghz}^k_\epsilon$ with $k \in \{1, \ldots, 4\}$ and $\epsilon = \pm$. We can check that the conditions (A)-(D) of Section 5 hold true as well as the assumption $[H_1 + H_2, \rho] = 0$ in Example 17. The convergence of the system towards $\text{GHZ}_1^+$ with the feedback controller (14) with $\gamma = 5$, starting at $\text{GHZ}_1^+ \in \partial S_N$ is shown in Fig. 4.
Figure 3: Exponential stabilization of a three-qubit system towards $\text{GHZ}_1^2$ with $u$ defined in (13): the black curve represents the mean value of 10 arbitrary samples, the red curve represents the exponential reference with exponent $\nu = -0.3$. The figures at the bottom are the semi-log versions of the ones at the top.

Figure 4: Asymptotic stabilization of a three-qubit system towards $\text{GHZ}_1^1$ with $u$ defined in (14): the black curve represents the mean value of 10 arbitrary samples.

7 Conclusion and perspectives

In this paper, we have studied the exponential and asymptotic stabilization of GHZ states. In presence of both $z$-type and $x$-type measurements and of one control Hamiltonian, general
conditions on the feedback controller and control Hamiltonian guaranteeing exponential stabiliza-
tion were provided, with estimations of the rate of convergence. Moreover, parametrized
continuous feedback controllers satisfying such conditions were proposed. For the case of
only $z$-type measurements and multiple control Hamiltonians, we discussed the possibility of
asymptotically stabilizing the system towards the target GHZ state.

Further research lines will address the possibility of extending our results in presence
of delays, and will focus on the robustness of our feedback scheme for multi-qubit sys-
tems [LAM20a, LAM20b].
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A Proof of Inequality (7)

Due to the cyclic property of the trace and the commutativity between $H_0$, all measurement operators $L_k$ and all GHZ states, we have $\sum_{k=0}^n \text{Tr}((\text{GHZ}_n^+ + \text{GHZ}_n^-)F_k(\rho)) = 0$ when $u \equiv 0$. Then for any $n \in \{1, \ldots, N/2\}$, the dynamics of $\Lambda_n(\rho_t) = \text{Tr}((\text{GHZ}_n^+ + \text{GHZ}_n^-)\rho_t)$
when \( u \equiv 0 \) are given by

\[
d\Lambda_n(\rho_k) = \text{Tr}((\text{GHZ}_n^+ + \text{GHZ}_n^-)d\rho_k)
\]

\[
= \sum_{k=1}^{m} \sqrt{\eta_k} \text{Tr}((\text{GHZ}_n^+ + \text{GHZ}_n^-)G_k(\rho_t))dW_k(t)
\]

\[
= 2\Lambda_n(\rho_t) \sum_{k=1}^{m} \sqrt{\eta_k} P_n^{(k)}(\rho)dW_k(t)
\]

with \( P_n^{(k)}(\rho) := l_n^{(k)} - \text{Tr}(L_k\rho) \) where \( L_k(\text{GHZ}_n^+ + \text{GHZ}_n^-) = l_n^{(k)}(\text{GHZ}_n^+ + \text{GHZ}_n^-) \) and \( l_n^{(k)} := \sqrt{M_n^{(k)}} \) for \( k \in \{1, \ldots, m_z\} \) and \( l_n^{(m)} = 0 \). By Itô product rule, we have

\[
d(\Lambda_i(\rho_t)\Lambda_j(\rho_t))
\]

\[
= \Lambda_j(\rho_t)d\Lambda_i(\rho_t) + \Lambda_i(\rho_t)d\Lambda_j(\rho_t) + d\Lambda_i(\rho_t)d\Lambda_j(\rho_t)
\]

\[
= 2\Lambda_i(\rho_t)\Lambda_j(\rho_t) \sum_{k=1}^{m} \left( \sqrt{\eta_k}(P_i^{(k)}(\rho_t) + P_j^{(k)}(\rho_t))dW_k(t) + 2\sqrt{\eta_k} P_i^{(k)}(\rho_t)P_j^{(k)}(\rho_t)dt \right).
\]

Due to the invariance of the set \( S_1 \) defined in the proof of Theorem 3, we apply the Itô formula to \( \sqrt{\Lambda_j(\rho_t)\Lambda_i(\rho_t)} \) with \( i \neq j \) and obtain the following infinitesimal generator

\[
\mathcal{L} \sqrt{\Lambda_j(\rho_t)\Lambda_i(\rho_t)} = -\sqrt{\Lambda_j(\rho_t)d\Lambda_i(\rho_t)} \sum_{k=1}^{m} \frac{\eta_k}{2} (P_i^{(k)}(\rho_t) - P_j^{(k)}(\rho_t))^2
\]

\[
= -\sqrt{\Lambda_j(\rho_t)d\Lambda_i(\rho_t)} \sum_{k=1}^{m} \frac{\eta_k M_k}{2} (l_i^{(k)} - l_j^{(k)})^2
\]

\[
\leq -\frac{\Gamma_z}{2} \sqrt{\Lambda_j(\rho_t)d\Lambda_i(\rho_t)} \sum_{k=1}^{m} (l_i^{(k)} - l_j^{(k)})^2
\]

\[
\leq -\frac{\Gamma_z \ell^2}{2m_z} \sqrt{\Lambda_j(\rho_t)d\Lambda_i(\rho_t)}
\]

where \( \Gamma_z := \min_{k \in \{1, \ldots, m_z\} \{\eta_k M_k\} } \), and we used \( \sum_{k=1}^{m_z} x_k^2 \geq \frac{1}{m_z} \left( \sum_{k=1}^{m_z} x_k \right)^2 \) for the last inequality. It implies

\[
\mathcal{L} \sum_{i \neq j} \sqrt{\Lambda_j(\rho_t)\Lambda_i(\rho_t)} \leq -\frac{\Gamma_z \ell^2}{2m_z} \sum_{i \neq j} \sqrt{\Lambda_j(\rho_t)d\Lambda_i(\rho_t)}.
\]

The dynamics of \( \text{Tr}(L_x \rho_t) \) when \( u \equiv 0 \) is given by

\[
d\text{Tr}(L_x \rho_t) = 2 \sum_{k=1}^{m_z} \sqrt{\eta_k} \Delta_k(\rho_t)dW_k(t)
\]

\[
+ 2 \sqrt{\eta_m M_m V_x(\rho_t)}dW_m(t)
\]

where \( \Delta_k(\rho) := \text{Tr}(L_k L_x \rho) - \text{Tr}(L_k \rho)\text{Tr}(L_x \rho) \) and \( V_x(\rho) = 1 - \text{Tr}(L_x \rho)^2 \geq 0 \). Since the invariant of sets \( \{ \rho \in S_N | V_x(\rho) = 0 \} \) and \( \{ \rho \in S_N | V_x(\rho) > 0 \} \), we can apply Itô formula to
\[ \sqrt{V_x(\rho)} \] and obtain the following infinitesimal generator

\[
\mathcal{L} \sqrt{V_x(\rho)} = -2\eta_m M_m \sqrt{V_x(\rho)} - 4 \sum_{k=1}^{m_\Lambda} \frac{\eta_k \Delta_k(\rho)^2}{V_x(\rho)^{3/2}} \\
\leq -2\eta_m M_m \sqrt{V_x(\rho)}.
\]

Therefore, for \( V(\rho) = \sum_{k \neq h} \sqrt{\Lambda_k(\rho) \Lambda_h(\rho)} + \sqrt{V_x(\rho)} \), we have

\[
\mathcal{L} V(\rho) \leq \frac{\Gamma_z \ell^2}{2m_z} \sum_{k \neq h} \sqrt{\Lambda_k(\rho) \Lambda_h(\rho)} - 2\eta_m M_m \sqrt{V_x(\rho)} \\
\leq -\bar{C} V(\rho).
\]

where \( \bar{C} := \min\{ \Gamma_z \ell^2 / 2m_z, 2\eta_m M_m \} \).