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Abstract: Permanent magnet synchronous motors (PMSMs) are becoming more popular, both in industrial applications and in electric and hybrid vehicle drives. Unfortunately, like the others, these are not reliable drives. As in the drive systems with induction motors, the rolling bearings can often fail. This paper focuses on the possibility of detecting this type of mechanical damage by analysing mechanical vibrations supported by shallow neural networks (NNs). For the extraction of diagnostic symptoms, the Fast Fourier Transform (FFT) and the Hilbert transform (HT) were used to obtain the envelope signal, which was subjected to the FFT analysis. Three types of neural networks were tested to automate the detection process: multilayer perceptron (MLP), neural network with radial base function (RBF), and Kohonen map (self-organizing map, SOM). The input signals of these networks were the amplitudes of harmonic components characteristic of damage to bearing elements, obtained as a result of FFT or HT analysis of the vibration acceleration signal. The effectiveness of the analysed NN structures was compared from the point of view of the influence of the network architecture and various parameters of the learning process on the detection effectiveness.
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1. Introduction

Today, permanent magnet synchronous motors (PMSMs) are gaining more popularity in industrial applications. They are also willingly used in the drive systems of electric and hybrid vehicles. This is due to their numerous advantages, such as high efficiency, possibility of high torque overload, and high power-to-weight ratio. They work well in applications that require both high precision and high dynamics [1,2]. Reliability is an equally important requirement for a modern drive system. Very good operating parameters do not make the PMSM failure-free. The factors causing different damages may include: too high of a current flow, high operating temperature, inadequate lubrication, or corrosion [2]. The introduction of diagnostics of the drive system enables the detection of damage to motor components already in the initial stage of their development. Usually, the failure of one of the components leads to subsequent failures. Monitoring allows you to plan the replacement of the damaged part and prevent failure of subsequent components. Appropriate diagnostics guarantees safety and extends the service life of the machine [3].

The rolling bearings discussed in this article are the most damaged components of the AC (alternating current) motors of medium power. They account for about 40% of all failures in electrical machines, while stator, rotor, and other failures account 36%, 9%, and 14%, respectively [4]. Rolling bearings are responsible for maintaining a constant air gap between the rotor and the stator. Therefore, their failure gradually leads to the failure of the entire machine [3,4].
There are many methods for diagnosing AC motor bearings. When detecting this type of damage, vibrations are most often used as a diagnostic signal [5]. Other popular carriers of failure symptoms are current [6], speed [7], noise [8], and temperature [9]. The Fast Fourier Transform (FFT) was used in [3] as one of the methods that can be used for the pre-processing of the stator current for diagnostic purposes. The method requires that the processed signal is stationary, which is difficult to achieve in a variable speed drive system. Therefore, in References [3] and [10], for transient states (under load torque change), the increasingly popular wavelet decomposition was used. In Reference [11], the less frequently used Variational Mode Decomposition (VMD) method is presented, which allows for the separation of the vibration signal components important in the diagnostics process from those disturbing this process. The Hilbert transform (HT) was used to increase the stability of the detection with VMD method.

More often, authors compare the possibility of detecting rolling bearing damages using several diagnostic signals. For example, in Reference [12], three diagnostic signals were tested: stator current, rotor speed, and mechanical vibrations. The symptoms were extracted using FFT and the kurtosis spectrum analysis, which improves the signal-to-noise ratio. The tests included the influence of different values of rotational speed and the change of the load torque. Another approach consists in the comparative analysis of several methods of processing one diagnostic signal. In Reference [13], the authors analysed the vibration acceleration signal to detect the damage to rolling bearings in Brushless Direct Current Motor (BLDCM) drive. In the presented research, the possibility of detecting a damaged bearing was assessed using four methods of signal processing: classical FFT of the signal, Fourier transform from the absolute value of the signal, Fourier transform from the envelope signal calculated using the Hilbert transform, and Fourier transform from the signal filtered by the Teager–Kaiser energy operator. The results were presented for three different cases of rolling bearing failures and compared with an undamaged bearing. Authors showed that the use of an additional signal processing method, based on the Hilbert transform, TKEO (Teager–Kaiser energy operator) filter or the absolute value transform, allows to better monitor bearing condition. The relative amplitude of the observed characteristic frequencies increased several dozen or several hundred times, and in the case of TKEO, even several thousand times, which simplified the fault recognition.

As the mechanical structure of AC motors (IMs, PMSMs, BLDCMs) are different, the structure resonances are also different. Thus, the amplitudes of the same fault can vary from machine to machine and we will get different amplitude values at different harmonic numbers describing the specific bearing. However, the methodology of fault diagnosis will be the same for rolling bearings of different machines [2,5,13,14]. The main task of the diagnostic system designer is to select those harmonics, which are most sensitive to selected fault types for a given drive system.

The use of any of the above-mentioned signal processing methods to the mechanical and/or electrical signals carrying symptoms of bearing failures requires the analysis and evaluation of the obtained results. The expert knowledge is required to use these symptoms in diagnostic process, to interpretation of the results, to setting the suitable thresholds and to carry out regular monitoring of these analyses. This type of approach introduces a human factor that reduces the fault tolerance of the entire system. Therefore, methods are being sought to eliminate this human factor and automate the detection process. At present, this task is more often performed by neural networks (NNs), which can act as detectors and/or classifiers of damages, minimizing human participation in the diagnostic process [1,5,14–23].

Recently, in the research on the detection of damage to rolling bearings in AC motor drives, frequently, deep neural networks (DNNs) are proposed, which are gaining more popularity due to the development of deep learning methods [1,15,16]. In Reference [1], the diagnostics of rolling bearings of the PMSM drive using a convolutional neural network (CNN) was presented, based on the measurement of stator current and vibration signals. Simultaneous analysis of stator current frequency spectrum and raw vibration signal allowed
obtaining detection efficiency at the level of 96%. Diagnostics based on one measured signal only led to the efficiency on a two-fold lower level. In Reference [15], the deep autoencoder based unsupervised learning method was used to classify three states of the PMSM motor: undamaged, bearing outer-race fault, and 10% inter-turn short circuit fault. The Continuous Wavelet Transformation (CWT) was used for the initial signal processing of the stator current and mechanical vibration signals. The authors obtained the classification accuracy with the simultaneous use of both signals at the level of approximately 91% for signals without noise and approximately 88% for signals with noise. The classifier based only on the current signal achieved a detection accuracy of approximately 99% (signal without noise) and approximately 75% for a signal with noise, while based on mechanical vibrations, approximately 69% and approximately 66%, respectively. Authors of [16] present a classifier of three states of the PMSM motor: undamaged, bearing outer-race fault, and 10% inter-turn short circuit fault. In this case, the motor operated under conditions of variable speed and variable load torque. The stator current and mechanical vibrations were analysed, and the classification was carried out by a Support Vector Machine with the Gaussian radial basis function (RBF) as the kernel in the Support Vector Machine (SVM). The obtained accuracy of this SVM classifier was approximately 93%.

The growing interest of scientists in deep neural networks has resulted in a much smaller number of articles using classic shallow neural networks (NNs) in the PMSM drive diagnostics. However, classic NNs have several important advantages that should be taken into account, such as simpler architecture, shorter learning time and therefore lower computational complexity, including lower requirements on the power of processors during practical implementation.

It needs to be highlighted that a properly parameterized classic NN allows for a very high level of efficiency in electric machine diagnostics. An example of such a network is the multilayer perceptron (MLP) used in Reference [17], where authors present the use of networks with one hidden layer, learned with the delta rule algorithm to detect eccentricity and damage to rolling bearings in the PMSM. Stator current was used as a diagnostic signal. The effectiveness was tested for variable speed and load torque values. The problem was treated in a binary way, thus the network response showed only failure (1) or healthy (0) operating conditions. The best results, 100% efficiency, was obtained for the highest load and speed values.

Self-organizing maps (SOMs), also known as Kohonen Neural Network (KNN), were also used as damage classifiers of rolling bearings. The bearing fault diagnosis using SOM was presented, e.g., in Reference [5]. In this work, the diagnostics was based on vibration measurement. FFT and wavelet transform were used for the initial signal processing. The task of the NN was the fault level classification. The research was conducted for five different loading conditions, five different shaft speeds and eight bearing failures. The proposed SOM made it possible to detect a damaged bearing with a low topological error of about ±0.04, but a moderate quantisation error of ±0.5.

An example of a very extensive classical NN can be found in Reference [22]. The authors developed three-layer MLPs with 10, 15, 20, 25, 30, and 35 neurons in the hidden layer, respectively. In addition to the two amplitudes of characteristic frequencies of the damage, the amplitude of the rotational frequency, the Kurtosis factor of the vibration waveform, and the maximum and average values of the vibration signals are applied for the inputs of these NNs. The neural network had three outputs, each one serving as an indicator for one of the three faults: bearing looseness, defects on the inner raceway, and defects on the rolling element. At the output information about the technical condition of the tested bearing element was obtained (damaged or not). The Levenberg–Marquardt algorithm was used for training supported by cross-validation method to improve generalization and to avoid overtraining. Despite relatively larger number of neurons in the hidden layer, the presented detectors were characterized by an average efficiency of approximately 86–96%. Another example of using classic NNs consists in expanding the number of network inputs [23]. The authors used measurement data from the Bearing Data Center of Case
Western Reserve University to train a Self-Organizing Map (SOM) to classify damages to rolling bearings. Differences of 70 features, such as statistical features, frequency domain features, autoregressive model coefficients, wavelet packet decomposition analysis, and empirical mode decomposition entropy energy were used as SOM inputs. Two techniques were used to select the optimal features (extended relief and min redundancy max relevance (mRMR) algorithms), which allowed to obtain as much as 100% effectiveness for 33 features. However, a practical realisation of such extended fault detectors or classifiers is rather difficult, especially when you want to use simple processors, e.g., ARM type and applied such solutions in industry.

Although, as can be seen from the above literature overview, there are examples of the use of selected classic NN structures for the diagnostics of rolling bearings in variable speed PMSM drives, there is a lack of comparison of the effectiveness of various neural structures in the detection and/or classification of bearing failures carried out for a wide range of operating conditions of such a drive.

Hence, the aim of this study is a comparative analysis of the effectiveness of three selected types of NNs for the detection of damage to rolling bearings in PMSM drive. Two methods of vibration signal processing were used to obtain diagnostic symptoms: fast Fourier transform (FFT) and Hilbert transform (HT) to obtain the envelope signal, which was next subjected to FFT analysis. The preliminary analysis allowed distinguishing several diagnostic symptoms characteristics for the failure of rolling bearings. The article presents and compares the possibility of using MLPs, RBF networks, and Kohonen maps for detection and classification of bearing damages. Two variants of the NN detector operations were analysed: the first one determined whether there was damage or not (fault detector), the second one identified the type of damaged structural element of the bearing (fault classifier). In addition, in this article, the impact of NN topology, activation function, learning method and learning rate on the detection/classification efficiency was analysed. It was assumed that developed neural detector and classifiers should achieve accuracy at the level of 95–100%, but not less than 90%. The article presents selected results of the operation of the developed and tested neural detectors of rolling bearings based on vibration acceleration signals acquired in the laboratory set-up with PMSM drive.

The first part of the article contains a review of the literature on the diagnosis of rolling bearings, with particular emphasis on PMSM drives, and the motivation of the research presented. In the following two sections, the characteristics of the damage to rolling bearings and the methods used for the initial signal analysis are discussed. In the fourth section, the applied NN structures are shortly characterized. In the fifth section, the experimental test results of the shallow NN-based rolling bearing fault detectors and classifiers are presented. These tests were carried out with the use of FFT and HT as preprocessing methods applied for selecting the most significant symptoms of the vibration acceleration signals for analysed NN structures with different architectures and parameters. The article ends with a short conclusion and summary of the results obtained.

2. Brief Characteristic of Bearing Failure Symptoms

Rolling bearings are elements of a drive enabling rotation of the rotor with minimal mechanical losses. The bearings allow minimizing the resistance to movement of the shaft and keep it in the right position. Therefore, bearings are the elements most intensively subject to the wear process [3,4]. In general, rolling bearings consist of a cage in which the rolling elements are placed and properly separated. The cage is located between the inner ring, which is placed on the machine shaft, and the outer ring [21]. The rolling bearing structure is shown in Figure 1.
During operation, and, along with their deterioration, may lead to the eccentricity of the motor over a wide range. Due to their nature, they are difficult to describe in terms of specific frequencies. The occurrence of damage and its further deepening causes a change in the geometry of the rolling elements, an increase in vibration and noise level of the motor.

Both types of damages lead to different symptoms. Point damages cause vibrations in the low frequency range. Diffuse damages are detected by observing the vibration spectrum over a wide range. Due to their nature, they are difficult to describe in terms of specific frequencies. The occurrence of damage and its further deepening causes a change in the geometry of the rolling elements, an increase in vibration and noise level of the motor during operation, and, along with their deterioration, may lead to the eccentricity of the rotor in relation to the stator and damage to the mechanical connection with the working machine. Like any element of the electric drive, the bearings have a long service life and their natural damage results from the nature and time of operation. Premature failures can occur for many reasons. Most often, they result from improper assembly, often they are also caused by improper selection of the bearing to the drive requirements and its improper operation [26–29]. Depending on which element of the bearing is spot damaged, different damage symptoms appear in the spectrum of the mechanical vibration signal [13,21,24,25].

The symptoms defining the bearing condition are obtained by determining the amplitudes of the characteristic frequencies occurring in the vibration spectrum. A significant increase in these amplitudes indicates a point damage to a given element. To calculate the characteristic frequencies, it is necessary to find the rotational frequency $f_r$ of the motor shaft:

$$f_r = \frac{n}{60}$$  \quad (1)

where $n$—motor velocity (rpm).

Then the frequencies characteristic harmonics for failures of individual bearing elements can be determined on the basis of the formulas below [21,22,24]:

$$f_{ic} = \frac{1}{2} f_r \left(1 - \frac{D_b}{D_c} \cos \beta \right),$$  \quad (2)

$$f_{or} = \frac{N_b}{2} f_r \left(1 - \frac{D_b}{D_c} \cos \beta \right),$$  \quad (3)

$$f_{ir} = \frac{N_b}{2} f_r \left(1 + \frac{D_b}{D_c} \cos \beta \right),$$  \quad (4)

$$f_{re} = \frac{D_c}{D_b} f_r \left(1 - \left(\frac{D_b}{D_c} \cos \beta \right)^2 \right),$$  \quad (5)
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\centering
\includegraphics[width=\textwidth]{diagram.png}
\caption{Diagram of the construction of a rolling bearing.}
\end{figure}
where: \( N_b \) — number of rolling elements (balls), \( D_b \) — rolling element diameter, \( D_c \) — bearing pitch diameter, \( \beta \) — bearing working angle (0° for rolling bearing), \( f_{bc}, f_{or}, f_{ir}, f_{re} \) — frequencies specific for a given failure: bearing cage, outer race, inner race, and rolling element.

It is clearly seen that frequencies of the characteristic harmonics depend only on the shaft frequency (which, in the PMSM motor, is independent on the load torque, contrary to IM) and rolling bearing geometry.

3. Methods Used for Failure Symptoms Analysis in the Vibration Signal

In this work, two methods of vibration signal analysis were used to prepare the input signals of the developed neural detectors: the classical Fast Fourier Transform (FFT) and FFT of the vibration acceleration envelope signal calculated using the Hilbert transform (ENV).

3.1. Fast Fourier Transform

Classic FFT is the transformation most often used in machine diagnostics. It converts a signal from the time domain to the frequency domain and in a continuous form can be written as follows [30]:

\[
F(j, \omega) = \int_{-\infty}^{\infty} f(t) e^{-j\omega t} dt. \tag{6}
\]

The Fourier transform assumes that the analysed signals are periodic and stationary and performs decoding of the analysed signal into a specified number of sinusoidal signals with a specified component frequency. The real signals in most cases do not meet the periodicity and stationarity conditions. In addition, the signal must be sampled synchronously with the fundamental frequency of the signal, according to Shannon’s sampling theorem. The length of the analysed signal fragment must be an integer multiple of its fundamental harmonic period. For signals that meet these criteria, the obtained spectrum is correct; otherwise, there is a blurring of the spectrum. It is also related to the inaccuracy of the amplitude determination and can have a significant influence on the interpretation of the results. The transition from the time domain to the frequency domain means that the moment of appearance of a given component does not affect its place in the spectrum. Therefore, the signal subjected to such analysis should be stationary due to the loss of time information.

The Discrete Fourier Transform (DFT) is used for signal analysis [30]:

\[
X(k) = \sum_{n=0}^{N-1} x(n) e^{-j\frac{2\pi nk}{N}}, \tag{7}
\]

where: \( x(n) \) — real discrete signals of finite length \( N \), generated during continuous signal sampling.

The basic form used to present results after the Discrete Fourier Transform (DFT) is the frequency spectrum with harmonic magnitudes calculated according to:

\[
|X(k)| = \sqrt{(\text{Re}\{X(k)\})^2 + (\text{Im}\{X(k)\})^2}. \tag{8}
\]

For the purpose of scaling the spectrum in frequency units, each \( |X(k)| \) sample is attributed frequency \( f(k) \) calculated according to the following expression:

\[
f(k) = k \frac{f_p}{N}, \tag{9}
\]

where: \( f_p \) is the signal sampling frequency and \( N \) the number of all signal samples.
3.2. Hilbert Transform

The continuous Hilbert transform for any time course \( x(t) \) has the following form \[31\]:

\[
H[x(t)] = \frac{1}{\pi} \int_{-\infty}^{\infty} \frac{x(\tau)}{t-\tau} \, d\tau.
\] (10)

The analytical signal \( a(t) \) created from the real signal \( x(t) \) and its Hilbert transform has the following form \[31\]:

\[
a(t) = x(t) + jH[x(t)] = a_{ENV}(t)e^{j\varphi(t)},
\] (11)

where: \( a_{ENV}(t) \)—instantaneous amplitude of the envelope of original signal \( x(t) \), \( \varphi(t) \)—instantaneous phase calculated as follows \[31,32\]:

\[
a_{ENV}(t) = \sqrt{x^2(t) + H^2[x(t)]},
\] (12)

\[
\varphi(t) = \arctan\frac{H[x(t)]}{x(t)}.
\] (13)

Analysis of the \( a_{ENV}(t) \) signal makes it possible to find the frequencies characteristic for failures in the medium-frequency range of the spectrum. Finding the characteristic frequencies in the low-frequency range requires high frequency resolution. Obtaining the high frequency resolution requires steady-state operation of the machine, which is difficult to maintain in real conditions. A characteristic feature of the Hilbert transform application is resistance to the detection of vibrations originating from sources other than bearing damage. A signal is obtained from which the natural frequency of the diagnosed motor is also eliminated. This is a significant advantage of this transformation. HT improves the symptom extraction process, and thus the effectiveness of the diagnostic system, even in the case of significant disturbances in the measurement signal \[31\].

4. Neural Network Structures Used

In this study, bearing failure detectors using various structures of shallow neural networks were analysed and their effectiveness in the detection and classification of the analysed failures was compared. The following NNS were taken into account: multilayer perceptrons (MLPs), networks with radial base functions (RBFs), and self-organizing Kohonen maps (self-organizing maps, SOMs).

4.1. Multilayer Perceptrons

Feedforward MLPs are most popular in various industrial applications, and consist of the input layer, one or more hidden layers, and the output layer. Each neuron in each layer is connected to a neuron of the next layer; there are no connections between neurons of the same layer, and the data are processed in parallel. This type of NN performs a global approximation \[33,34\]. This means that many neurons simultaneously decide to map each element of the input vector. The structure of the MLP network with one hidden layer is shown in Figure 2.

In general, the MLP network can be described as follows:

\[
y_k = f_2\left(\sum_{i=1}^{M} w_{ki}^{(2)} \times f_1\left(\sum_{j=1}^{N} w_{ij}^{(1)} \times x_j + w_0^{(1)}\right) + w_0^{(2)}\right),
\] (14)

where: \( y_k \)—\( k \)-th output of the network, \( x_j \)—\( j \)-th input of the network, \( w_{ij}^{(1)}, w_{ki}^{(2)} \)—weights of the first and second hidden layers, respectively, \( w_0^{(1)}, w_0^{(2)} \)—biases in the first and second hidden layers, respectively.
Bayesian regularization. This improves the generalizing properties of the network. Regularization introduces a change to the objective function. Not only is the aim to minimize the mean square error, but also to achieve it with the lowest possible weights. The objective function takes the following form [39,40]:

\[ C = \beta E + \alpha E_w, \]

where: \(E\)—sum of mean square errors, \(E_w\)—sum of squared weights, \(\beta\)—learning factor, \(\alpha\)—decay rate.

The \(\alpha\) factor enforces low weight values which greatly reduces the tendency of the network to over-fit. This modification also provides greater immunity to noise and incorrect input data, but is more time-consuming [39,40].
4.2. Radial Basis Networks

Another structures used in this research are radial networks (radial basis functions, RBFs), i.e., feedforward NNs with one hidden layer in which activation functions are radial. Each element of the input vector is mapped by a particular radial neuron of the hidden layer. The output layer neurons are linear and are responsible for summing the outputs of individual neurons of the hidden layer. The structure of the RBF network is shown in Figure 3.

Contrary to MLP networks, whose neurons perform the task of global stochastic approximation of functions of many variables, in RBF networks, the mapping of the full set of input data is the sum of local mappings [34]. Output values of the RBF network are obtained as a sum of product of the RBF neuron outputs and weight factors:

\[ y_k = \sum_{j=1}^{N} w_{jk} \varphi_j + w_{k0} \]  

(17)

with outputs of the RBF neurons calculated obtained as follows:

\[ \varphi_j = \exp\left(-\frac{v_j^2(X)}{2\sigma^2}\right), \]  

(18)

where: \( y_k \)—k-th output of the network, \( w_{jk} \)—weight factor between the \( j \)-th output of the hidden (RBF) layer and \( k \)-th neuron of NN output, \( w_{k0} \)—bias of \( k \)-th output neuron, \( v_j(X) \)—the Euclidean distance input vector values and centres of RBF functions, \( \sigma \)—is a spread factor of the activation function.

The Euclidean distances between input vector values and centres of RBF functions are calculated:

\[ v_j(X) = \|X - C_j\| = \sqrt{\sum_{k=1}^{N} (x_k - c_k)^2}, \quad k = 1, 2, 3 \ldots, N \]  

(19)

where: \( X = [x_1, x_2, x_3, \ldots, x_N]^T \) is the input vector, \( C_j \)—vector related to the centre of each RBF neuron.

The design process for RBF networks is much simpler than for MLP. The learning procedure consists of three stages that include [41]:
• Choice of the centres, $C_j$, of the hidden radial basis neurons;
• Choice of the spread parameter, $\sigma$—width of the radial function for each hidden neuron;
• Determination of the weight factors, $w_{jk}$, between hidden (radial) and output layer.

The first step may be carried out randomly with even distribution. For more complicated problems, data clustering algorithms are used. The most popular is the k-means algorithm [41]. The algorithm requires top-down determination of the number of clusters. In general, the k-means algorithm aims to place the centres of RBF neurons in the areas with the most significant data [42,43]. The weights of the output layer are determined by the supervised learning method, e.g., according to the delta rule. Learning rate is much shorter and the problem of local minimum is avoided.

4.3. Kohonen Maps

The last NN structures used in this work to detect damage to rolling bearings are self-organizing maps (SOMs). Network learning is based on the built-in mechanism of competition and neighbourhood assessment. The SOM is formed by the input and output (competition) layers. The construction is less complicated than the MLP and RBF networks due to the lack of a hidden layer (Figure 4).

![General architecture of Kohonen map.](image)

As for the similarities, these are also feedforward networks, and each input layer element is connected to each output layer element. The output signal $y_k$ of the $k$-th neuron is described by the vector relationship:

$$y_k = W^T x = \|W\| \|x\| \cos \phi_k.$$  

(20)

Since the input $x$ and the weight $W$ vectors are normalized in the network, the output value of $y_k$ (neuron activation) is determined by the angular difference $\phi_k$ between the vectors $x$ and $W$.

Self-organizing networks allow you to find unknown connections between input data, which is possible using two learning methods: Winner Takes All (WTA) and Winner Takes Most (WTM). In the WTA method, only the winning neuron is adapted. Adaptation consists in bringing the winning neuron closer to the input pattern. The WTM algorithm assumes that also neurons from an appropriately defined neighbourhood (e.g., Gauss neighbourhood function) can be activated (weight adaptation). Usually, Euclidean distance is taken as the neighbourhood measure [44–46].

5. Description of the Laboratory Set-Up

In order to obtain training and testing data for the developed NN detectors, the vibration acceleration signal of the tested PMSM (Lenze MCS14H15), with a rated power of 2.5 kW ($U_N = 325$ V, $I_N = 6.6$ A, $T_N = 21$ Nm, $f_s = 100$ Hz, $n_N = 1500$ rpm, $p_r = 2$), was measured. It should be highlighted that in the presented research the original measurement data were used, obtained in laboratory set-up developed by authors, for the PMSM supplied
from the industrial frequency converter operating in vector control mode, as it can be met in real industrial conditions. The authors resigned from the use of generally accessible databases, the analysis of which has been presented in numerous articles. The tested motor was powered by a 4 kW Lenze E84VTCE40245 × 0 converter. This device allows us to control the motor in one of several vector or scalar modes. The load torque for the tested PMSM was generated by the second Lenze motor powered by the E84AVTCE40245X0 converter with a rated power of 4 kW. The tested motor with the loading motor and supplying inverters are shown in Figure 5. The measurements were carried out with the use of the NI PXIe-4492 measurement card and the NI PXIe-1082 computer. Vibration measurements were carried out for bearings with modelled damage to the outer and inner raceways and rolling elements, and for bearing without a defect, using the DeltaTron 4506 accelerometer by Brüel and Kjær. Additionally, bearings under testing were damaged by a spark jump to the selected element (electric discharge between the electrode and the damaged element) similar to [1,8,13,31]. In the literature, bearing failures are often presented with a cut raceway or a hole made in the damaged raceway [7,13,17,18,23,25].

In this article, the vibration acceleration measured in three axes was used as a diagnostic signal. Based on the analysis of the measurement results, it was found that the greatest reaction to bearing damage was visible in the signal on the X-axis, so only this signal was used for further analysis. The measurements were carried out in three series with variable supplying voltage frequency and variable load torque. Two series were used to learn NNs; the third one was applied to test them.

The use of the Fourier transform allowed determining the amplitudes of the characteristic failure frequencies using an application developed in the Labview environment. Amplitudes of 32 harmonics with frequencies associated with damage to the inner race, outer race and rolling element were analysed. The harmonic amplitudes at cage failure frequencies were neglected due to their increase in the presence of other types of failure. Taking the basket damage into account could disturb the proper operation of the detector. In order to take into account the variability of the load moment, the rotational frequency \( f_r \) was selected as an auxiliary symptom. Sample spectra for a healthy bearing and a bearing with a modelled damage are shown in Figure 6.
Frequencies characteristic for inner race, $f_{ir}$, outer race, $f_{or}$, and rolling element, $f_{re}$, taking into account coefficients obtained from the bearing producer, were calculated as follows:

$$f_{ir} = k \cdot 4.95 \pm l \cdot f_r,$$

$$f_{or} = k \cdot 3.05 \pm l \cdot f_r,$$

$$f_{re} = k \cdot 3.99 \pm l \cdot f_r,$$

with: $k = 1, 2, 3, 4; l = 0,1$.

The rotating frequency, $f_r$, was calculated as:

$$f_r = \frac{f_s}{p_p}.$$  \hspace{1cm} (24)

Amplitudes of 32 harmonics with frequencies associated with damage to the inner race, outer race and rolling element were analysed from the point of view of their sensitivity to particular bearing damage. Detailed analysis allowed selecting symptoms that responded most strongly to the selected type of damaged structural element of the bearing. It was checked how the load torque and frequency of the supply voltage affected the selected symptoms. In order to take into account the variability of the load torque, the rotational frequency $f_r$ was selected as an auxiliary symptom. If this step were omitted, the tested structures would be very complex. Furthermore, they would require a large number of neurons in hidden layers. It is also possible that such complex neural networks could lose their generalization properties, i.e., be over-fitted. On this basis, the first 7th-element input vector of NNs was selected, consisting of the amplitudes of characteristic harmonics with failure frequencies, for which a significant increase in value was observed when the failure occurred. Moreover, the selected harmonics were characterized by certain regularity with the increase of the supply frequency, $f_s$, or the change of the load torque value. The frequency values of these harmonics for a few examples of motor operating conditions are presented in Table 1.

| $f_s$ (Hz) | $f_r$ (Hz) | $3f_{ir}$ (Hz) | $4f_{ir}$ (Hz) | $2f_{or}$ (Hz) | $3f_{or}$ (Hz) | $4f_{re} + f_r$ (Hz) |
|-----------|------------|----------------|----------------|----------------|----------------|---------------------|
| 20        | 5          | 74.25          | 99             | 30.5           | 45.75          | 84.8                |
| 60        | 15         | 222.75         | 297            | 91.5           | 137.25         | 254.4               |
| 100       | 25         | 371.25         | 495            | 152.5          | 228.75         | 424                 |

The second input vector was developed based on the HT analysis of the vibration acceleration signal and next FFT of the obtained envelope (ENV), calculated according Equation (12). After applying the Hilbert transformation of the signal, there was a significant increase in the amplitude values of the harmonics with frequencies characteristic for
individual failures. The response to failure for several of the selected harmonics obtained for different supplying frequencies and loads is shown in Figure 7.
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**Figure 7.** Examples of harmonic amplitudes with characteristic frequencies obtained using envelope (ENV) for vibration acceleration signal; different load torques and supplying frequencies of PMSM drive.

### 6. Analysis of the Operation of Neural Detectors of Damages to Rolling Bearings

Two types of neural detectors were developed:

- **Fault detector (type I)—** determining the condition of the bearing, i.e., whether there is damage (1) or not (0) (healthy–faulty);
- **Fault classifier (type II)—** determining the type of damage, i.e., which bearing element was damaged.

The data vectors from the FFT analysis or the ENV analysis of the vibration signal presented before were divided into training and testing sets, obtaining the data structure presented in Table 2.

| Number of Samples | FFT Analysis | ENV Analysis |
|-------------------|--------------|--------------|
| Training set      | 240          | 240          |
| Testing set       | 120          | 120          |

The effectiveness of detectors using the following types of neural networks: MLP, RBF, and SOM was compared. The search of the minimum structure of selected NN types depending on the number of degrees of freedom and training algorithms was carried out with the assumption that neural detectors/classifiers would achieve an accuracy of 95–100%, but not less than 90%.

#### 6.1. Fault Detector Based on MLP Network

Neural detectors based on MLP were tested first. The effectiveness of the detectors was checked in terms of the number of hidden layers (only for the fault detector, because in the case of the fault classifier the structure with one hidden layer was insufficient), the
number of neurons in the hidden layer, the type of activation function, and the learning method. The research was conducted in the MATLAB environment, for the training and testing data sets given in Table 2. A schematic diagram of an example structure with two hidden layers is shown in Figure 8, with the input vector containing samples from either the FFT analysis or the ENV analysis.

The study of perceptron effectiveness due to the random nature of the initialization of the weights was carried out in 15 training and testing series. Table 3 shows the average percentage effectiveness of the fault detectors (type I) using the damage symptoms from the FFT analysis or from the ENV analysis, respectively, as mean values obtained after 15 series of NN testing. First, the tests were performed for two types of activation functions: \textit{tansig} and \textit{logsig} for various MLP structures using the Levenberg–Marquardt training method (\textit{trainlm}) with the learning rate \( \eta = 0.5 \).

Table 3. Comparison of the effectiveness of the fault detectors of type I (0–1 detectors).

| Structure          | FFT     | ENV     |
|--------------------|---------|---------|
| \textit{tansig} + \textit{trainlm} | 98.33%  | 100%    |
| \textit{logsig} + \textit{trainlm}  | 100%    | 100%    |
| \textit{tansig} + \textit{trainbr}  | 100%    | 100%    |

The use of the \textit{logsig} activation function has a positive effect not only on the effectiveness of the detector operation, but also on the increase in the stability of the learning process in relation to the \textit{tansig} function, both in the case of using ENV or the FFT itself. For all tested cases, the network achieved 100% efficiency. Next, the influence of the Levenberg–Marquardt method with Bayes regularization (\textit{trainbr} learning) was checked, with weight limitation introduced. Tests were performed using the \textit{tansig} activation function.

In the case of the 0–1 detector, after obtaining the proper structure, there are no significant differences between the use of ENV or the FFT itself. The differences are only noticeable during the learning process. The use of the Hilbert transform eliminates significant deviations from the expected values and ensures more repeatable network responses for individual learning and testing cycles, which significantly simplifies this process.

Then, the fault classifier (detector type II) was tested, whose task was to determine the type of bearing damage. Efficiency tests were performed analogously with FFT or ENV in 15 series of learning and testing. The results for variable parameters of MLPs and learning methods are presented in Table 4. The effectiveness of the MLP-based fault

![Figure 8. Schematic diagram of a fault detector or fault classifier based on MLP network with different input signals: after FFT or ENV analysis.](image-url)
classifier was checked for various activation functions: \texttt{tansig} and \texttt{logsig} using the \texttt{trainlm} or \texttt{trainbr} learning methods and the learning rate $\eta = 0.5$.

Table 4. Comparison of the effectiveness of fault classifiers (detectors type II) determining the type of damage.

| Structure        | FFT 7-9-6-1 | ENV 7-9-6-1 | FFT 7-9-8-1 | ENV 7-9-8-1 |
|------------------|------------|------------|------------|------------|
| \texttt{tansig} + \texttt{trainlm} | 98.94%     | 99.22%     | 99.61%     | 99.50%     |
| \texttt{logsig} + \texttt{trainlm} | 99.17%     | 97.2%      | 99.17%     | 100%       |
| \texttt{tansig} + \texttt{trainbr} | 99.5%      | 97.2%      | 99.94%     | 99.83%     |

Based on Table 4, it can be concluded that the use of the Hilbert transform improves the detection efficiency, with the structure reduced by two neurons in the hidden layers. The differences in the operation of the network based on FFT or ENV are noticeable in the results presented in Table 4, but not to the same extent as in the course of the exact output values of the analysed detectors, which are demonstrated in Figure 9. The output of the ENV-based detector fluctuates much less, regarding the expected value, than the output of the detector based on the FFT analysis. This greatly increases the stability and average accuracy of the detection.

![Figure 9](image_url)

Figure 9. Waveforms of output values from the MLP-based fault classifier (type II) using the \texttt{tansig} activation function, \texttt{trainlm} learning method, learning rate $\eta = 0.5$ for various MLP structures based on the ENV (a) or FFT (b) analyses.

In the case of the fault classifier, the study was carried out only for structures with two hidden layers, because the structure with one hidden layer was insufficient for the investigated problem and network responses were significantly different from the expected values.

6.2. Fault Detector Based on RBF Network

RBF networks, unlike MLP, are characterized by the repeatability of results in the learning process. For the same network parameters, the same output results are always obtained, which significantly facilitates network training in the MATLAB environment, performed with the use of data sets presented in Table 1. The general structure of the studied networks with inputs created with FFT or ENV analyses, respectively, is shown in Figure 10.
First, tests were carried out for the damage detector and fault classifiers for different values of a spread parameter $\sigma$ of the radial function and for a different number of radial neurons in the hidden layer, which was selected during the learning process. The respective results for both RBF-based detectors, with input vectors created using FFT or ENV analyses are collected in Table 5.

Table 5. RBF network efficiency for fault detector and classifier using FFT or ENV analyses for different spread, $\sigma$, coefficients.

| Detector Type          | $\sigma$ | 0.05 | 0.09 | 0.1  | 0.3  | 0.5  | 0.9  | 1.2  | 1.5  | 2    | 3    |
|------------------------|----------|------|------|------|------|------|------|------|------|------|------|
| Fault detector (type I)| FFT      | 92.5%| 95%  | 95%  | 100% | 95%  |      |      |      |      |      |
|                        | ENV      |      | 96.7%| 100% | 100% | 100% | 100% | 100% | 100% | 100% | 100% |
| Fault classifier (type II)| FFT | 92.5%| 97.5%| 96.7%| 95.8%| 90%  |      |      |      |      |      |
|                        | ENV      |      | 85%  | 90%  | 98.3%| 100% | 100% | 98.3%| 100% | 98.3%| 100% |

The use of ENV in the case of RBF network training data resulted in the correct operation of the network for a greater number of spread parameter values, $\sigma$. It made the selection of this parameter much easier in the process of detectors’ learning. Based on Table 5, it can be seen that with the increase in the value of the parameter $\sigma$, the effectiveness of NN using the data from the FFT analysis increases, and from the value of 0.3 it begins to decrease. In the case of fault detector based on ENV data, increasing the value of the spread parameter up to several times the value presented for FFT-based detector did not decrease its effectiveness.

In the case of the fault classifier, the RBF network also worked correctly for a larger set of the spread parameter after applying ENV, but not as large as in the case of the type I detector. On the exact output waveforms, presented in Figure 11, it can be observed that the RBF network response fluctuates strongly from the expected value, even when an ENV-based input vector is used. Nevertheless, with proper selection of parameters, 100% efficiency is possible.
The effectiveness of the RBF-based fault detectors was also tested in terms of the effect of limiting the number of neurons in the hidden layer. The analysis showed that the lack of constraints does not always ensure a better network efficiency. In the case of fault classifiers, too many neurons reduce the effectiveness. The network over-adjusts to the input data and the problem becomes oversized (Figure 12). In the case of network using only FFT data, the effectiveness drops to approximately 70%. The optimal value for all studied cases is about 100 neurons in the hidden layer.

6.3. Fault Detector Based on SOM Network

Due to the sensitivity of Kohonen maps to the training data, only the network, whose inputs were harmonics obtained as a result of ENV analysis, was tested, for the same number of training and testing samples as before. The general schematic diagram of the structure is shown in Figure 13.
Tests were performed for different map sizes, neighbourhood radius, and distance functions. The research was carried out for a hexagonal grid, for neighbourhood radius equal to: 2 and 6, respectively, and for the distance function determined on the basis of the Euclidean distance ($\text{dist}$) and Link distance function ($\text{linkdist}$). The influence of the distance function and neighbourhood radius is presented in Figure 14, while results for variable size of SOM is shown in Figure 15. Testing Kohonen maps consisted of generating a map from the training data and then superimposing the results for the testing data on it. Overlapping of the respective areas indicated correct fault detection.

![Figure 14](image-url)

**Figure 14.** Results of the SOM-based fault detector for the 10 × 10 hexagonal map and the $\text{linkdist}$ distance function for different values of the neighbourhood radius: 2 (a), 6 (b), and for different distance function: $\text{linkdist}$ (c), $\text{dist}$ (d) with the neighbourhood radius equal to 2.

![Figure 15](image-url)

**Figure 15.** Results of the SOM-based fault detector for various sizes of the hexagonal map 8 × 8 (a), 10 × 10 (b), 16 × 16 (c), 20 × 20 (d) with the neighbourhood radius equal 2 and the $\text{linkdist}$ function.

The neighbourhood radius equal to 2 and the Euclidean distance function $\text{dist}$ allowed for a better separation of the areas on the map (Figure 14d) compared to the radius value equal to 6 and the function $\text{linkdist}$ (Figure 14a). As shown in Figure 15c,d, error-free detection was obtained only for maps with increased sizes (16 × 16, 20 × 20). Based on the results presented in Figures 14 and 15, the average effectiveness of SOM-based detectors was calculated, and the results are presented in Table 6 for different SOM structures and in Table 7 for hexagonal 10 × 10 map with different training parameters. It can be noticed that, even for a relatively small structure, the average effectiveness of the tested SOM-based detector is very high, over 98%.

**Table 6.** Comparison of the effectiveness of the SOM-based fault detector with the neighbourhood radius equal 2 and the $\text{linkdist}$ function for various sizes of the hexagonal map.

| Parameters | Sizes of the Hexagonal Map |
|------------|-----------------------------|
|            | 8 × 8 | 10 × 10 | 16 × 16 | 20 × 20 |
| Average effectiveness | 98.7% | 98.8% | 99.3% | 99% |
Table 7. Comparison of the effectiveness of the SOM-based fault detector for the 10 × 10 hexagonal map and the linkdist distance function for different values of the neighbourhood radius and for different distance function with the neighbourhood radius equal to 2.

| Parameters | Neighbourhood Radius | Distance Function |
|------------|----------------------|-------------------|
|            | 2                    | linkdist          |
|            | 6                    | dist              |
| Average effectiveness | 98.6% | 98.7% | 98.7% | 98.8% |

SOM nets were also tested for the activity of individual areas on samples for healthy and damaged bearings (Figure 16). These areas are consistent with the maps shown in Figures 14 and 15. Responses to samples from a damaged bearing cover a much larger area on the map, which is also visible in Figures 14 and 15. Additionally, this area shows a much greater activity of neurons.

![Figure 16. Active areas of the 10 × 10 Kohonen map in the case of an undamaged bearing (a) and with a fault (b) for the neighbourhood radius equal to 2 and the linkdist function.](image)

When the type of damage is classified, tangles appear on the map. It can be seen that the greatest relationship is between the failure of the rolling element and the inner race. These effects are shown in following figures. In the detectors based on the MLP and RBF networks, errors also appeared when distinguishing these specific failures.

As shown in Figure 17, irrespective of the value of the neighbourhood radius and the selected distance function, there is one, constantly repeating error on the maps. The mistake appeared when testing the information obtained for a bearing with a damaged outer race. In the case of the fault classifier, even increasing the number of neurons did not allow achieving 100% effectiveness (Figure 18). It was observed that, for each examined parameter, the error in the activity of the neuron of the healthy area was repeated due to damage to the outer raceway. Moreover, for fault detector (type I) the error appeared in a similar area. For many of the cases studied, this was the only wrong answer of the network.

Based on the results presented in Figures 17 and 18, the average effectiveness of SOM-based classifiers was calculated and the results are presented in Table 8 for different SOM structures and in Table 9 for hexagonal 10 × 10 map with different training parameters. It can be noticed, that even for relatively small structure the average effectiveness of the tested SOM-based classifiers is also high, over 92%.
Figure 17. The results of the SOM classifier for the 10 × 10 hexagonal map and the linkdist distance function for different values of the neighbourhood radius: 2 (a), 6 (b), and for different distance function: linkdist (c), dist (d) with the neighbourhood radius equal to 2.

Figure 18. The results of the SOM-based classifier for different sizes of the hexagonal map: 8 × 8 (a), 10 × 10 (b), 16 × 16 (c), 20 × 20 (d) with the neighbourhood radius equal to 2 and the linkdist distance function.

Table 8. Comparison of the effectiveness of the SOM-based classifier with the neighbourhood radius equal 2 and the linkdist function for various sizes of the hexagonal map.

| Parameters | Sizes of the Hexagonal Map |
|------------|-----------------------------|
|            | 8 × 8 | 10 × 10 | 16 × 16 | 20 × 20 |
| Average effectiveness | 83.3% | 92.3% | 95.3% | 95% |

Table 9. Comparison of the effectiveness of the SOM-based classifier for the 10 × 10 hexagonal map and the linkdist distance function for different values of the neighbourhood radius, and for different distance function with the neighbourhood radius equal to 2.

| Parameters | Neighbourhood Radius | Distance Function |
|------------|----------------------|-------------------|
|            | 2 | 6 | linkdist | dist |
| Average effectiveness | 92% | 92.3% | 90.8% | 92.5% |

The activity of individual areas of the Kohonen map in response to single fault samples was also examined (Figure 19). Neurons respond least intensively to damage to the rolling element. Therefore, in each case, tangles appeared for this failure. In the case of other types of networks, errors also occurred most frequently for this fault type. It can also be seen
that the areas of activity related to the failure of the rolling element and the outer raceway overlap to some extent, hence, the errors that occur when distinguishing them.

Figure 19. Active areas of 10 × 10 SOM map in the case of healthy bearing (a), damage to outer raceway (b), inner raceway (c), rolling element (d) for the neighbourhood radius equal to 2 and the linkdist distance function.

In the case of Kohonen maps, a graphical network response to both detector types is shown. The presented maps should be subject to additional analysis. The use of an additional classifier (e.g., cascaded MLP as in Reference [47]) analysing the obtained maps would automate the process of determining the type of the damage.

7. Summary and Conclusions

The application of classical NNs in the diagnostics of rolling bearings of a synchronous motor with permanent magnets enables the automation of this process and very high efficiency with a correctly selected structure and method of network training. This tool requires neither a mathematical model nor the involvement of a human expert in the diagnostic process, which are its significant advantages.

The use of the MLP network to develop the fault detector (type I) allowed for very high efficiency. For several structures, after 15 series of training and testing, it was possible to achieve 100% correct answers. In the case of the fault classifier (type II), achieving 100% efficiency required a more complex structure. One hidden layer was insufficient for the problem studied. The best results for both types of detectors were provided by the Levenberg–Marquardt learning method with Bayesian regularization and Log-sigmoid activation function. The classical MLP network provided the best efficiency and the smallest deviations from the expected value from all of the examined structures, especially for training data obtained from the analysis of the vibration acceleration signal using the Hilbert transformation.

Networks with radial basis functions are characterized by repeatability of responses for structures with the same parameters and the same input vector for each subsequent learning process. This is due to the fact that the initial weights are selected based on the
input vector, and not randomly as in MLP networks. For this reason, the selection of RBF
network parameters is less time-consuming.

The use of Kohonen maps does not fully automate the diagnostic process. In this case,
it is necessary to use the evaluation of a human operator or add an algorithm that will be
responsible for additional analysis of the result obtained by SOM. Nevertheless, Kohonen
maps seem to be the most interesting for further research of all of the structures tested. The
k-means algorithm is most often used to automate the result classification process [48,49].
Kohonen network outputs may also be inputs for other networks, which will ensure full
automation of the process, as proposed in Reference [47]. For such purposes, studies can be
carried out with both MLP and RBF networks. An important advantage of using Kohonen
maps is the lack of difficulties in selecting their parameters.

The industry requires solutions that ensure an efficient and automated diagnostic
process. The proposed NNs can be easily implemented using a low-budget integrated
hardware platform based on, e.g., Arm Cortex-M or similar processors, or the diagnostics
can be based on the measurement infrastructure existing in the industry and its extension
with additional neural detectors. An exemplary concept of a cheap diagnostic system is
presented in [14]. Based on the presented work, it can be concluded that classical NNs still
are able to meet these requirements and are much less time-consuming in training and
simpler in practical implementation than more popular deep-learning networks.
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