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Abstract

Currently, corpus based-similarity, string-based similarity, and knowledge-based similarity techniques are used to compare short phrases. However, no work has been conducted on the similarity of phrases in Sinhala language. In this paper, we present a hybrid methodology to compute the similarity between two Sinhala sentences using a Semantic Similarity Measurement technique (corpus-based similarity measurement plus knowledge-based similarity measurement) that makes use of word order information. Since Sinhala WordNet is still under construction, we used lexical resources in performing this semantic similarity calculation. Evaluation using 4000 sentence pairs yielded an average MSE of 0.145 and a Pearson correlation factor of 0.832.

1 Introduction

There has been no research conducted for measuring similarity between short sentences written in Sinhala, an official language of Sri Lanka, which is currently used by a population of over 16 million. Several unsupervised techniques are used for short sentence similarity calculations. These unsupervised approaches can be categorized into four basic classes: corpus-based, knowledge-based, string-based, and other similarity measures (e.g., those that consider word order and word length). Corpus-based similarity determines the similarity between two sentences/texts according to information gained from a corpus. Knowledge-based similarity measures are based on identifying the degree of similarity between words using information derived from semantic networks (e.g., WordNet) or lexical resources. Corpus-based and knowledge-based measures are also referred to as semantic similarity measures (Li, 2006). String-based similarity measures operate on string sequences and character composition. This technique can be further divided into character-based similarity measures and term-based similarity measures. Even though each of these techniques could be directly used to calculate the similarity of two given sentences, much previous research work combined two or more approaches to form hybrid similarity measuring techniques to gain a higher accuracy (Li, 2006; Zhao, 2014). The most popular hybrid techniques include corpus based similarity calculations, and knowledge based similarity calculations that use WordNet for Word Sense Disambiguation (WSD). For English, the most promising results were given by the latter. The former technique does not require special Natural Language processing (NLP) tools other than a corpus. In contrast, the latter requires many NLP resources such as part of speech (POS) taggers, lexical databases, word lists, and corpora in addition to WordNet. However, as an under-resourced language, development of many of these basic resources for Sinhala is still at inception stage (Welgama, 2011; Weerasinghe, 2013).

This research focuses on finding the best possible NLP technique(s) for similarity calculation between short Sinhala phrases by utilising existing unsupervised techniques for English. Constrained by the available resources, we experimented with two hybrid techniques: semantic similarity measures that make use of word order information as presented by Li et al’s (2006), and semantic similarity measures that make use of word length information as presented by Zhao (2014). Both these hybrid similarity measures make use of corpus based and knowledge based approaches plus a basic lexical database, and
domain-specific word glossaries. Best results were given for the first approach that made use of word order information. The rest of the paper is organized as follows. Section 2 discusses previous work on short sentence similarity in general. Section 3 provides the methodology whereas section 4 describes the results and discussion. Conclusion and limitations of the current implementation, and suggestions for future work are given in sections 5 and 6, respectively.

2 Related work

Techniques for short sentence similarity measurement can be broadly categorised into two groups as unsupervised and supervised approaches. In this section, we only discuss unsupervised techniques, as this is what is employed in our research. However, we mention in passing that most of the methodologies used in supervised approaches require WordNet, morphological analyser, and/or a POS tagger to generate the features (Mohler, 2011; Alves, Bestgen, Bičici and, Zhao 2014), whereas most of the unsupervised approaches do not require these resources. Moreover, as reported by some researchers, unsupervised techniques have performed well than supervised approaches in some situations (Marelli, 2014).

As mentioned earlier, previous research focused on combining two or more unsupervised approaches to form a hybrid similarity measuring technique to gain a higher accuracy.

Gomaa (2012) employed thirteen well-known algorithms (Damerau-Levenshtein, Jaro, Jaro–Winkler, N-gram, Cosine Similarity, etc.) to calculate the similarity score between two short English sentences. Six of these algorithms are character-based and the other seven are term-based measures. For the corpus based similarity measures they have used Latent Semantic Analysis (LSA) and Explicit Semantic Analysis (ESA). Gomaa (2012) claims that the best results are given when N-gram was combined with LSA.

A research focused on similarity calculation for Hindi language employs knowledge-based similarity approaches using WordNet and String-Based approaches (Tayal, 2014). They claim that semantic similarity calculation can be applied for any Indic language such as Hindi, Marathi, Sinhala also belongs to this branch of the language tree.

Mohler et. al (2009) has done a comprehensive evaluation of different knowledge-based and corpus-based measures for the task of short answer grading using both corpus-based algorithms and knowledge-based algorithms. Their techniques make use of WordNet hierarchy and Wikipedia corpus. They conducted comparative evaluations using eight knowledge-based measures of semantic similarity (shortest path, Leacock and Chodorow(1998), Lesk(1986), Wu & Palmer (1994), Resnik (1995), Lin (1998), Jiang & Conrath (1997), Hirst and St-Onge, (1998)), and two corpus-based measures (LSA and ESA) . Out of all these techniques, the best results were given for the LSA approach.

A research done by Li et. al’s (2006) focused on sentence similarity measurement based on a hybrid approach by combining semantic similarity measures (knowledge and corpus based similarity measures) and, word order based similarity measures. It presents an algorithm that takes account of semantic information and word order information implied in the sentences. The semantic similarity of two sentences is calculated using information from the WordNet and from the corpus statistics using Brown corpus. In this approach, a sentence is considered as a sequence of words, each of which carries useful information about the meaning. The words and their combined structure make a sentence to convey a particular meaning. When comparing all the possible unsupervised techniques for English short sentence similarity, Li’s (2006) method has given the most accurate results.

Recent research work done by Zhao (2014) has focused on a combined unsupervised approach using knowledge based similarity measures (8 similarity measures based on WordNet : Wu & Palmer (Wu and Palmer, 1994), Resnik (Resnik, 1995), etc) and word length based similarity measurements (8 similarity measures, which are further described in section 3.3 ). They have combined knowledge based feature vector and length measure vector for their final similarity calculation. This has outperformed author’s supervised approach for the similarity calculation task.

3 Methodology

As described in the literature review, most of the unsupervised techniques do not require much NLP resources, and the techniques are language independent to a great extent. Moreover, unsupervised techniques have given comparable, or even better results than supervised approaches in some cases. Due to these facts, we decided to follow an unsupervised approach in this research.
We identified that Li’s (2006) methodology has given the best results among other research for semantic similarity based techniques we referred to ((Gomaa, 2012) and (Mohler, 2011)). This approach focuses on combining semantic similarity measures (knowledge-based and, corpus based similarity measures) and word order based similarity measures to form a hybrid approach. In the absence of Sinhala WordNet, we modified Li’s (2006) knowledge-based similarity measures to use the Sinhala lexical resources we created considering similar word sets. We also modified his corpus based similarity calculation methodology to consider statistical information taken from Sinhala word glossaries. Other than this, Li’s (2006) methodology is language-independent.

Following Zhao (2014), we also tried combining semantic similarity calculation with word length based similarity measures, however, this did not outperform our previous approach.

3.1 Data Preparation

In the Semeval-2014 task 1, a dataset called SICK was built using the 8K ImageFlickr data set (Marelli, 2014). The SICK data set consists of about 10,000 English sentence pairs, each sentence pair was annotated for relatedness and entailment by means of crowdsourcing techniques. Similar to the approach followed for data set preparation in this task, we selected 500 images from this dataset and asked five participants to describe each image using one short Sinhala sentence. Thereby we collected 2500 short Sinhala sentences. We randomly formed 5000 sentence pairs from these 2500 sentences. Finally, we employed another three persons to manually annotate these pairs with a score from 0 to 5 (with 0 being completely dissimilar and 5 being exactly similar). Table 1 shows example sentence pairs with different degrees of semantic relatedness; gold relatedness scores are expressed on a 6-point rating scale. For the final evaluation, these scores (between 0-5) were normalized to form a similarity score that lies between 0 and 1.

| Relatedness score | Example Sentence Pair |
|-------------------|-----------------------|
| 3.34              | A : වැටුමක් සඳහා පුළු දිවිය අති (A man repairs a vehicle) |
|                   | B : වැටුමක් පිළිගන්නු දිවිය අති ආණි උපදිවිය අති (A man is washing a motor car, which is lifted) |
| 2.34              | A : වැටුමක් පිළිගන්නු දිවිය අති (A man rides a motorcycle) |
|                   | B : මොටර් ක්‍රීඩාව අති පිළිගන්නු දිවිය අති (A motorcycle rider takes a right turn at a bend) |
| 3.67              | A : නඟතල් විද්‍යාවක් දිගත් සොයා මොටර් ක්‍රීඩාව අති ආණි උපදිවිය අති (In a game, three players are competing to grab the ball that is in the air) |
|                   | B : නඟතල් විද්‍යාවක් දිගත් විද්‍යාවක් ශැතිය ආණි උපදිවිය අති (A Football player tries to get the ball from another player) |
| 0.00              | A : වැඩියා සැපඩෙර කාර අති ආණි උපදිවිය අති (A player falls from a horseback) |
|                   | B : බහුලයක් විද්‍යාවක් ශැතිය මොටර් ක්‍රීඩාව අති (A baseball player is holding a black bat by the hand) |

Table 1: Example sentence pairs with their gold relatedness scores (on 6-point rating scale).

3.2 Sinhala Lexical Database and Domain Specific Glossaries

Almost all the knowledge-based techniques reviewed in section 2 employ WordNet for calculating semantic similarity between short sentences (Li, 2006; Mohler, 2009; Tayal, 2014; Zhao, 2014). However, WordNet for Sinhala is still under construction (Welgama, 2011; Wijesiri, 2014). Thus we opted to use a Sinhala lexical database, as approaches that employed lexical databases have also given performance results similar to those employed WordNet (Corley, 2005). Accordingly, we created a Sinhala lexical database consisting of 195781 words and 30564 synsets using online dictionaries (English-Sinhala). This lexical resource is created in such a way that all the words similar in meaning share a unique identification number. Using our lexical resource, we were able to check whether two Sinhala words are
similar or dissimilar, but we are unable to get partial relatedness values as given by WordNet synsets. We also used domain specific word glossaries from the Department of Official Languages\(^5\), Sri Lanka. These glossaries\(^6\) are for 22 domains such as education, statistics, physics, mathematics, sports, and linguistics.

### 3.3 Semantic Similarity Calculation using Word Order Information

Fig. 1 shows the procedure for calculating the semantic similarity between two candidate sentences using the technique presented by Li et. al’s (2006). In this approach, a vector is dynamically formed in the form of a Bag of Word vector (BoW vector) considering the occurrence of unique words in the two sentences. For both sentences \((S_1 \text{ and } S_2)\), raw vectors \((v_1 \text{ and } v_2)\) are derived with the help of the lexical resources. Each entry in the raw vector corresponds to a word in the BoW, so the dimension of the vectors equals the number of unique words in the two sentences. When creating the raw vectors, we consider two cases: if word appears in the sentence, corresponding element of the vector is set to 1, if word does not appear in the sentence, lexical resources are used to check whether a similar word is there. If it is there, corresponding element of the vector is set to 1 and if it is not there, vector element is set to 0. Then \(v_1\) and \(v_2\) are further processed to form two semantic vectors \((V_1 \text{ and } V_2)\). Here, since every word in a sentence differently contributes to the meaning of the whole sentence according to the domain in which we compare the similarity, a weight is introduced to the words. This weight is introduced as the TF-IDF (term frequency-inverse document frequency) value for the particular word considering relevant domain specific glossary vs. other available glossaries. Sports domain glossary is selected as specific glossary as our dataset was created using mostly sports images. Semantic similarity between two sentences \((S_{1,2})\) is defined as the cosine coefficient between the two vectors \(V_1\) and \(V_2\).

As in other comparable Indic languages (e.g. Hindi), stop words in Sinhala sentences also carry very important information about the semantic similarity (Tayal, 2014). Because of that, we chose not to remove stop words.

Now consider the below sentences, \(S_1\) and \(S_2\).

\[
S_1 : \text{මිනිසෙකු බල්සලකු තට එතුටින් පනී (A man happily jumps onto a dog)}
S_2 : \text{බල්සලකු බල්සලකු තට එතුටින් පනී (A dog happily jumps onto a man)}
\]

If the two sentences \((S_1 \text{ and } S_2)\) contain the same set of words, any method based on the BoW model will give a decision that \(S_1\) and \(S_2\) are exactly the same.

However, it is clear to a human eye that \(S_1\) and \(S_2\) are not same. The dissimilarity between \(S_1\) and \(S_2\) is due to the word order. Therefore, the similarity calculation method for sentence comparison should consider the impact of word order as well.

The right hand side of Fig. 1 shows the procedure for calculating the word order similarity between two candidate sentences. For the sentence pair \(S_1\) and \(S_2\), the joint word set \((S = S_1 \cup S_2)\) can be formed as:

\[
S : \{ \text{මිනිසෙකු, බල්සලකු, ෙතුටින්, පනී, පිය } \} \text{ (a man, a dog, onto, happily, jumps)}
\]

If we assign a unique index number for each word in \(S_1\) and \(S_2\), we can form two word order vectors \((r_1 \text{ and } r_2)\). The index number is simply the order number in which the word appears in the sentences. For an example, the index number is 2 for “මිනිසෙකු (a dog)” in \(S_1\) and index number is 1 for “බල්සලකු (a dog)” in \(S_2\). If a particular word is not present in a sentence, we look for similar words using the lexical database. By applying the procedure on \(S_1\) and \(S_2\), the word order vectors \((r_1 \text{ and } r_2)\) can be obtained:

\[
\begin{align*}
  r_1 & : \{ 1 2 3 4 5 \} \\
  r_2 & : \{ 2 1 3 4 5 \}
\end{align*}
\]

---

\(^5\)http://www.languagesdept.gov.lk
Therefore, a word order vector is a basic structure of information of words for a sentence. The task is to measure how similar the word order is. Therefore, we determined the word order similarity \( S_r \) by the normalized difference of word order as in equation (1). According to Li et al.’s (2006), this metric is the best one for indicating the word order in terms of word sequence and location in a sentence.

\[
S_r = 1 - \frac{|r_1 - r_2|}{|r_1 + r_2|} \quad (1)
\]

In par with Li et al.’s (2006), semantic similarity measure is calculated using corpus-based and knowledge-based similarity measures with the aid of the lexical database and domain specific glossaries, respectively. Relationship between the words is represented by word order based similarity measures. Therefore, combination of these two measures represents both semantic and syntactic information about the short sentences, respectively. Previous researchers have combined many different similarity features using simple weighted average mechanisms (Gomaa, 2012; Mohler, 2011; Li, 2006). Li et. al (2006) combined semantic similarity measures and word order based similarity measures considering only a single weight. Since our approach also requires a single weighted feature combining equation, we adapted Li et. al’s (2006) feature combining equation and thus the overall similarity can be calculated as in equations (2) and (3),

\[
\text{Fig. 1 Overview of the similarity calculation process}
\]
\[ Sim(S_1, S_2) = T_{val}.S_{1,2} + (1 - T_{val}).S_r \] (2)

\[ Sim(S_1, S_2) = T_{val}.\frac{V_1.V_2}{|V_1||V_2|} + (1 - T_{val}).\frac{|r_1-r_2|}{|r_1+r_2|} \] (3)

where \( T_{val} > 0 \) decides the relative contributions of semantic and word order information to the overall similarity computation. Since syntax plays a subordinate role for semantic processing of text, \( T_{val} \) should be a value greater than 0.5, i.e. \( T_{val} \in (0.5,1] \). We can tune this parameter to any specific domain with minimum effort. For example, when it comes to automatic grading, \( S_1 \) would be a student answer sentence and \( S_2 \) would be a model answer sentence.

**Semantic Similarity Calculation using Word Length Information**

When considering the similarity of sentences, word length features also play an important role (Zhao, 2014). For any given two sentences \( S_1 \) and \( S_2 \), length features record the length information using the following eight measurement functions given in Table 2 as proposed by Zhao (2014). Since these features are language independent, we could directly use them in the context of Sinhala. We created two length vectors \((l_1 \text{ and } l_2)\) for the sentences \( S_1 \) and \( S_2 \). Considering these eight length features, we calculated the cosine similarity between the two vectors to form the word length based similarity measures.

| Feature | Description |
|---------|-------------|
| \(|S_1|\) | Number of non-repeated words in sentence \( S_1 \). |
| \(|S_2|\) | Number of non-repeated words in sentence \( S_2 \). |
| \(|S_1 - S_2|\) | Number of unmatched words found in \( S_1 \) but not in \( S_2 \). |
| \(|S_2 - S_1|\) | Number of unmatched words found in \( S_2 \) but not in \( S_1 \). |
| \(|S_1 \cup S_2|\) | Set size of non-repeated words found in either \( S_1 \) or \( S_2 \). |
| \(|S_1 \cap S_2|\) | Set size of shared words found in both \( S_1 \) and \( S_2 \). |
| \(|S_1 - S_2|\) | Normalized number of unmatched words found in \( S_1 \) but not in \( S_2 \). |
| \(|S_2 - S_1|\) | Normalized number of unmatched words found in \( S_2 \) but not in \( S_1 \). |

Table 2: Eight length features used in the similarity calculation approach.

Similar to the previous technique, we combined this word length based similarity value \((L_{1,2})\) with the semantic similarity value calculated earlier using a single weight by replacing \( S_r \) in equation 2 with \( L_{1,2} \). So word length feature based similarity value can be calculated as in equation (4).

\[ Sim(S_1, S_2) = T_{val}.\frac{V_1.V_2}{|V_1||V_2|} + (1 - T_{val}).\frac{l_1l_2}{|l_1||l_2|} \] (4)

### 4 Results and Discussion

Due to space limitations, we only report the results for the hybrid similarity calculation that combined semantic similarity measures with word order based similarity measures, as it gave us the best results.

The hybrid similarity measurement technique discussed in Section 3.3 requires one parameter to be determined before use: the factor \( T_{val} \) for weighting the significance between semantic information and syntactic information. Using 1000 sentence pairs, we tuned \( T_{val} \) parameter to be 0.87. For the rest of the sentence pairs (4000), we calculated similarity values using our algorithm and compared the results against manually annotated similarity scores. Table 3 shows a comparison of similarities between randomly selected sentence pairs from the 4000 sentence pairs. Even though there are few variations, it can
be clearly seen that the two similarity values always represent the same meaning about the sentences and the similarities in Table 3 are fairly consistent with human intuition.

In par with previous research (Bestgen, Biçici, Gupta and Zhao, 2014), we evaluated our results using Pearson (r) and Spearman (ρ) correlation factors along with average Mean Square Error (MSE) for the 4000 sentence pairs. Fig. 2 shows the performance comparison with different values for $T_{val}$. According to the experimental results, the optimum $T_{val}$ is 0.87 (for English this value is 0.75, for Li et. al’s (2006)), results in the lowest average MSE of 0.145. When we compared results reported in previous work done on the SICK dataset (ECNU (Zhao, 2014), CECL ALL (Bestgen, 2014), RTM-DCU (Biçici, 2014), and UoW (Gupta, 2014)), the lowest reported average MSE is 0.325 (Marelli, 2014) whereas our approach gave average MSE of 0.145. We also compared the correlation factors: for the Pearson correlation factor the maximum they could get was 0.828 (Marelli, 2014) whereas our system gave 0.832, and for the Spearman correlation factor they obtained maximum of 0.772 (Marelli, 2014) when our system gave 0.798.

| Sentence Pair                                                                 | Manually Annotated Score | System Generated Score |
|------------------------------------------------------------------------------|--------------------------|------------------------|
| A: දෙර කොටසේ (A man is repairing a vehicle)                                    | 0.87                     | 0.75                   |
| B: දෙර කොටසේ (A man is repairing a motor car)                                 |                          |                        |
| A: දෙර කොටසේ (A dog is looking ahead)                                       | 0.23                     | 0.20                   |
| B: දෙර කොටසේ (A dog is running fast across the grass)                       |                          |                        |
| A: දෙර කොටසේ (A bird is trying to fly from the surface of the water)        | 0.60                     | 0.53                   |
| B: දෙර කොටසේ (A bird is flying over a river)                                |                          |                        |
| A: දෙර කොටසේ (A deer is jumping over a fence)                               | 1.00                     | 0.85                   |
| B: දෙර කොටසේ (A deer is jumping over a wired fence)                         |                          |                        |
| A: දෙර කොටසේ (The tennis player in a blue suit is celebrating his victory) | 0.35                     | 0.29                   |
| B: දෙර කොටසේ (A player is holding up the bat happily)                      |                          |                        |

Table 3: Comparison of similarities between randomly selected sentence pairs

It can be seen that word order similarity calculation has a less impact ($(1 - T_{val}) = 0.13$) on the final similarity calculation, when compared with English. This is due to the inflection (inflexion) nature of Sinhala. For an example, let’s consider the sentence pair $S_3$ and $S_4$: the joint word set ($S = S_3 \cup S_4$) for English and Sinhala are {the, man, gives, book, to, child} and {ත්‍රිකුතයේ (the man), මිනිොට (to the child), පාවත්ත (the book), අංක (give), ආදා (the child), පාවත්ත (to the man)}, respectively. When we form joint vectors for both sentences, it will be exactly similar for the two English sentences, whereas it would be different for the two Sinhala sentences. Here, in English, ‘to child’ is written as one word ‘给予’ in Sinhala, where ‘给予’ gets inflated into ‘මිනිොට’ using the dative case.

The high accuracy of the results may be due to the following reasons: when expressing the same idea, the average word count is high for English than Sinhala due to the high agglutinative behaviour in Sinhala (e.g. “to the honourable president” can be written in one word in Sinhala as “ංරක්‍යේ ප්‍රශ්නකම්”)

For the 2500 sentences that we created for Sinhala, the average word count per sentence is 6.694 and for the SICK English dataset used in SemEval 2014, the average word count per sentence is 9.683. Because of this, when we form the semantic vector, we have more information about a single idea using
a small number of words. Secondly our lexical resource was created in a way that words similar in meaning are in the same category.

We should also admit that it is not very reasonable to compare the results against that for English, however there is no other way to emphasise our results.

Fig. 2 Graphical representation of performance comparison with different $T_{val}$

5 Conclusion

We presented the first-ever research on short sentence similarity calculation for Sinhala language. This was carried out using an unsupervised approach based on a hybrid technique, which used semantic similarity measures and word order information. This approach could be implemented because it does not require any complex NLP lexical resources. Therefore, for an under-resourced language such as Sinhala, this is the most suitable way to compare short sentences. Since this technique is largely language independent, the algorithms used for English could be used for Sinhala with only minor modifications.

We found a higher accuracy than what was reported for a comparable dataset for English. Despite the simplicity of the approach used, this result could be partly due to the less average word count in Sinhala short sentences when compared with the same for English short sentences. The best results were given when weight for the word order similarity is 0.13 ($1 - T_{val}$). Therefore, we can conclude that the word order contribution to short sentence similarity is less for Sinhala, due to the inflection (inflexion) nature of Sinhala.

6 Limitations & Future work

Our lexical database is limited to one to one mappings of similar words, and it does not contain partial similarity values as we have in WordNet. Therefore, our lexical resource should be improved to increase the accuracy of the implemented methodology. Even though our lexical resource consists of multi-words, we do not consider multi-word lookups while creating the semantic vector, which is yet another limitation to be addressed in future research. In order to improve the accuracy furthermore, we plan to test more features for sentence comparison. We also have plans to improve the algorithm to disambiguate word sense using the surrounding words to give contextual information. We also plan to explore different types of short text answers from different domains with varying number of topics in order to prove the generality of our solution.
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