The partition function of the four-vertex model in inhomogeneous external field and trace statistics
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Abstract
The exactly solvable four-vertex model with the fixed boundary conditions in the presence of an inhomogeneous linearly growing external field is considered. The partition function of the model is calculated and represented in the determinantal form. The established connection with the boxed plane partitions allows us to calculate the generating function of plane partitions with the fixed sums of their diagonals. The obtained results are another example of the connection of integrable models with enumerative combinatorics.
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1. Introduction

The vertex models with fixed boundary conditions of two-dimensional statistical mechanics play an important role in contemporary studies of integrable models [1–7]. There is an intriguing connection of these models with enumerative combinatorics [8–11], the theory of symmetric functions [12, 13], and with the limit shapes phenomena [14–18].

The four-vertex model is a particular case of the six-vertex model [19] in which two vertices are frozen out. The quantum inverse scattering method (QISM) [20, 21] was applied to the solution of the four-vertex model on a finite lattice with different boundary conditions in [22, 23]. The partition function of the model was calculated, and in the case of the fixed boundary conditions it was represented in the determinantal form. In the cited papers the connection of the model with the theory of random lattice paths and plane partitions [8, 10] was...
discussed. The relation of the model with the infinite anisotropy limit of the XXZ Heisenberg magnetic chain was studied in [11].

Non-intersecting lattice paths and determinants are fundamental tools for analyzing plane partitions. In the paper [24] Stanley derived the norm-trace generating function—the generating function for plane partition with unbounded parts and with the fixed sum of its main diagonal. Later the trace formula was generalized in [25] on the \( l \)-traces case. The trace statistics of the bounded plane partitions (boxed plane partitions) equipped with a special weights was considered in [26, 27], where the generating functions of these partitions were expressed as triple products.

Computing partition functions of two-dimensional lattice models is one of the central problems in statistical mechanics. In the present paper we consider the four-vertex model on the finite lattice in presence of an inhomogeneous linearly growing external field. The fixed boundary conditions are applied. Using QISM we have calculated the partition function of this model and represent it as determinant. In the case of the unlimited height of the box the determinant may be calculated and the partition function is expressed as double product. Exploring the connection of the considered vertex model with the boxed plane partitions we have represented in the determinantal form the generation functions of plane partitions with the fixed sums of their diagonals. In the case of unbounded plane partitions the resulting formulas generalize the trace generating functions by Stanley and by Gansner [24, 25].

The paper is organized as follows. In section 2 we define the anisotropic four-vertex model with the fixed boundary conditions on a two dimensional square lattice of finite size. The inhomogeneous external field is introduced and the partition function of the model is considered. In section 3 the spin description of the model that allows us to apply the QISM to the solution of the model is discussed. The partition function of the model is calculated and expressed as the determinant in section 4. The obtained determinant is calculated in the case of semi-infinite lattice and represented in a double product form. The connection of the model with the boxed plane partitions with the fixed sums of their diagonals is established in section 5. This connection allows us to study the trace statistics of plane partitions. Section 6 is the conclusion.

2. Four-vertex model

Consider a square grid of \( 2N \) vertical lines and \( M + 1 \) horizontal ones. A four-vertex model is described by four different arrows arrangements pointing in and out of each vertex on a grid (figure 1). Representing the arrows pointed up and to the right by the lines we obtain an alternate description of the vertices in terms of lines flowing through the vertices. Since a lattice edge can exist in two states, line or no line, there exists a one-to-one correspondence between the arrow configuration on the lattice and the graphs of lines on the lattice—nests of lattice paths. A statistical weight corresponds to each type of the vertices and there are four vertex Boltzmann weights \( \omega_a \), \( \omega_b \) and \( \omega_c \). For the general inhomogeneous case the weights are site dependent.

The allowed configurations of arrows depend on the imposed boundary conditions which are specified by the direction of the arrows on the boundary of the grid. Under the fixed boundary conditions we shall understand the following arrangement of boundary arrows: the arrows on the top and bottom of the \( N \) vertical lines (counting from the left) are pointing inwards, and the arrows on the top and bottom of the last \( N \) ones are pointing outwards. All arrows on the left and right boundaries of the grid are pointing to the left.

To enumerate all possible configurations \( \{ \nu \} \) of the vertices it is more convenient to use the description of the model in terms of flowing lines and to represent the allowed configurations as nests of lattice paths. The path is running from one of the \( N \) down left vertices to the
The four allowed types of vertices in terms of arrows and lines.

top $N$ right ones and always moves east or north. The paths cannot touch each other and arbitrary number of consequent steps are allowed in vertical direction while only a single step is allowed in the horizontal one. The length of the path is $N + M$ and there are $N$ paths in a nest of lattice paths. A typical nest of lattice paths is represented in figure 2. The step in the horizontal direction is defined by the neighbouring pairs of vertices (c). The number of these pairs in the admissible path is $N$ and, hence, the number of (c) vertices in the nest of lattice paths is $F = 2N^2$. Since only one step is allowed in horizontal direction the number of (b) vertices in the path is $N - M + 1$. It means that the numbers of (a) and (b) vertices in the nest of lattice paths are equal: $|^a| = |^b| = N(M - N + 1)$.

In our paper we shall consider the inhomogeneous model defined by site depending weights $(\omega_a)^k, (\omega_b)^k$, $(\omega_e)^k$ ($j = 1, 2, \ldots, 2N, k = 0, 1, \ldots, M$). To define these weights it is convenient to label by $s$ the columns of the grid formed by the horizontal edges lying between the neighbouring vertical lines $s$ and $s + 1$ ($s = 1, 2, \ldots, 2N - 1$). The coordinates $\mu^s_k$ of arrows turned to the right in the $s$th column form a strict partition $\mu^s$, that is $M \geq \mu^s_1 > \mu^s_2 > \ldots > \mu^s_K > 0$ ($K \leq N$), with the parts satisfying the condition $\mu^s_k > \mu^s_{k+1} + 1$. The norm of the partition is equal to the sum of its parts $|\mu^s| = \sum_k \mu^s_k$. The nest of lattice paths $\nu$ uniquely defines the configuration of vertex weights on a lattice and also the set of coordinates of arrows turned to the right $\mu \equiv (\mu^1, \mu^2, \ldots, \mu^{2N - 1})$.

The vertices (c) appear in configurations $\{\nu\}$ only in pairs, since a single step is allowed in horizontal direction (figure 2). We define their Boltzmann weights as

$$
(\omega_c)^s_{\mu^s_1} = (\omega_c)^{s+1}_{\mu^s_1} = \exp (h_i \mu^s_k), \quad s = 1, 2, \ldots, 2N - 1
$$

so that

$$
(\omega_c)^s_{\mu^s_1} \times (\omega_c)^{s+1}_{\mu^s_1} = \exp (2\mu^s_k h_i),
$$

where $2h_i \equiv -\beta H_i$, $\beta$ is the inverse temperature, and $H_i$ is the external horizontal field. Equation (2) may be considered as the weight of an arrow turned to the right. The weights of vertices (a) and (b) are inhomogeneous only in horizontal direction:

$$
(\omega_a)^k_{\beta} = e^{-\beta(\mathcal{E}_a - \nu_j)}, \quad (\omega_b)^k_{\beta} = e^{-\beta(\mathcal{E}_b + \nu_j)}, \quad (\omega_e)^k_{\beta} = e^{-\beta(\mathcal{E}_e + \nu_j)} \quad \text{for all } j = 1, 2, \ldots, 2N.
$$

The partition function of the model introduced above is equal to

$$
Z(\omega_a, \omega_b, \omega_e) = e^{-\beta N(M - N + 1)(\mathcal{E}_a + \mathcal{E}_b)} \sum_{\nu} \prod_{j=1}^{2N} \omega_{\nu_j}^{\mathcal{E}_a - \nu_j} \prod_{k=1}^{K} (\omega_c)^{s}_{\mu^s_k} \equiv e^{-\beta N(M - N + 1)(\mathcal{E}_a + \mathcal{E}_b)} Z(\omega, \omega_c),
$$

where $Z(\omega_c)$ is the partition function of the homogeneous model.
where \(2N\)-tuple \(\omega \equiv (\omega_1, \omega_2, \ldots, \omega_{2N})\) is introduced in right-hand side. The summation in (4) is taken over all allowed vertex configurations \(\nu\) (admissible nests of lattice paths) and \(l^\nu_j, \ell^\nu_j\) are the numbers of corresponding vertices in the vertical lines \(j\). The modified partition function \(\tilde{Z}(\omega, \omega_c)\) (4) may be rewritten under the parametrization (2) in the form

\[
\tilde{Z}(\omega, e^{2h}) = \sum_{\nu}^{2N-1} \prod_{s=1}^{2N} e^{2|\mu^s| h_s} \prod_{j=1}^{2N} \omega_j^{\ell^\nu_j - l^\nu_j},
\]

where \((2N - 1)\)-tuple \(e^{2h} \equiv (e^{2h_1}, e^{2h_2}, \ldots, e^{2h_{2N-1}})\) is introduced to point out that \(\tilde{Z}\) depends now on the parameters \(h_s, s = 1, 2, \ldots, 2N - 1\). Two particular cases of the partition function (5) are of importance below. When ‘horizontal’ field is absent, \(h_s = 0, s = 1, 2, \ldots, 2N - 1\), we put:

\[
\tilde{Z}_V(\omega) \equiv \sum_{\nu}^{2N} \prod_{j=1}^{2N} \omega_j^{\ell^\nu_j - l^\nu_j}.
\]

When ‘vertical’ field is absent, \(\omega_j = 1, j = 1, 2, \ldots, 2N\), we put:

\[
\tilde{Z}_H(e^{2h}) \equiv \sum_{\nu}^{2N-1} \prod_{s=1}^{2N} e^{2|\mu^s| h_s}.
\]

In the absence of the external fields \(\mathcal{E}\) and \(\mathcal{H}\) the modified partition function (5) is equal to the number of lattice paths on a \(2N \times (M + 1)\) square grid described above.

### 3. Spin description of the model

To apply the Quantum Inverse Scattering Method to the solution of the model we shall use the spin description of the model. With each vertical and horizontal bond of the grid we associate a local space isomorphic to \(\mathbb{C}^2\), with spin ‘up’ \(\begin{pmatrix} 1 \\ 0 \end{pmatrix}\) and spin ‘down’ \(\begin{pmatrix} 0 \\ 1 \end{pmatrix}\) states forming a...
natural basis in this space. The spin ‘up’ state on the vertical bond corresponds to the arrow pointing up, while the spin ‘down’ state to the arrow pointing down. The spin ‘up’ state on the \(i\)th horizontal bond \((\begin{pmatrix} 1 \\ 0 \end{pmatrix})_i \equiv | \leftarrow ⟩_i\), corresponds to the horizontal arrow pointing to the left, spin ‘down’ state to the arrow pointing to the right \((\begin{pmatrix} 0 \\ 1 \end{pmatrix})_i \equiv | \rightarrow ⟩_i\). States corresponding to the \(i\)th vertical line are denoted by arrows directed upwards or downwards: \((\begin{pmatrix} 1 \\ 0 \end{pmatrix})_i \equiv | \uparrow ⟩_i\) and \((\begin{pmatrix} 0 \\ 1 \end{pmatrix})_i \equiv | \downarrow ⟩_i\). The auxiliary space \(\mathcal{V}\) is the tensor product of all the local spaces associated with the vertical lines: \(\mathcal{V} = \mathbb{C}^2 \otimes 2^N\), and the quantum space \(\mathcal{H}\) is the tensor product of all local spaces associated with the horizontal lines: \(\mathcal{H} = \mathbb{C}^2 \otimes (M+1)\).

The partition function (5) will be calculated by the Quantum Inverse Scattering Method [20]. With each vertex of the lattice we associate an operator acting in the space \(\mathbb{C}^2 \otimes \mathcal{H}\). This operator is called \(L\)-operator and it acts trivially (as the identity operator) on all sites except the fixed vertex. The \(L\)-operator of the four vertex model is equal to [22, 23]:

\[
L(n|u) = -u \hat{e}_n \epsilon + u^{-1} \hat{e}_n \epsilon + \sigma_+^n \sigma_n^- + \sigma_n^+ \sigma_-^n = \left( \begin{array}{cc} -u \hat{e}_n \epsilon \sigma_n^+ & \sigma_n^- \\ \sigma_n^+ & u^{-1} \hat{e}_n \epsilon \end{array} \right),
\]

where the parameter \(u \in \mathbb{C}\), \(\sigma^{z,\pm}\) are the Pauli matrices, and \(\hat{e} = \frac{1}{2} (1 + \sigma^z), \hat{\epsilon} = \frac{1}{2} (1 - \sigma^z)\) are projectors on the states with spins ‘up’ and ‘down’ respectively. The matrix with sub-index \(n\) acts nontrivially only in the \(n\)th space: \(s_n = 1 \otimes \cdots \otimes 1 \otimes s_n \otimes 1 \otimes \cdots \otimes 1\), where \(0 \leq n \leq M\). The monodromy matrix is the product of \(L\)-operators

\[
T(u) = L(M|u)L(M-1|u) \cdots L(0|u) = \left( \begin{array}{cc} A(u) & B(u) \\ C(u) & D(u) \end{array} \right).
\]

The matrix elements of the introduced \(L\)-operator (8) can be represented graphically as dots with the attached arrows (see figure 3). In a representation of the matrix element \(L_{11}(nlu)\) a dot stands for the operator \(-u \epsilon_n\), this operator acts on the local spin state, and the only non-zero matrix element of this operator is \(n\langle \leftarrow | -u \epsilon_n | \leftarrow \rangle_n\) what gives the vertex \((b)\) (figure 1) with a weight \(-u\). In the representation of the matrix element \(L_{22}(nlu)\) a dot is the operator \(u^{-1} \epsilon_n\), and the non-zero matrix element \(n\langle \leftarrow | u^{-1} \epsilon_n | \leftarrow \rangle_n\) is the vertex \((a)\) (figure 1) with a weight \(u^{-1}\). The nonzero matrix elements \(n\langle \rightarrow | \sigma_n^+ | \leftarrow \rangle_n\) and \(n\langle \leftarrow | \sigma_n^- | \rightarrow \rangle_n\) of \(L_{12}(nlu)\) and \(L_{21}(nlu)\) are vertices \((c)\) (figure 1).

The entries of the monodromy matrix (9) are expressed as sums over all possible configurations of arrows with different boundary conditions on a one-dimensional lattice with \(M + 1\) sites (figure 4). Namely, the operator \(B(u)\) corresponds to the boundary conditions, when arrows on the top and bottom of the lattice are pointing outwards. Operator \(C(u)\) corresponds to the boundary conditions, when arrows on the top and bottom of the lattice are pointing inward. Operators \(A(u)\) and \(D(u)\) correspond to the boundary conditions, when arrows on the top and bottom of the lattice are pointing up and down respectively.
The operator-valued matrices (8) and (9) are associated with the following $R$-matrix [22]:

$$R(u,v) = \begin{pmatrix}
  f(v,u) & 0 & 0 & 0 \\
  0 & g(v,u) & 1 & 0 \\
  0 & 0 & g(v,u) & 0 \\
  0 & 0 & 0 & f(v,u)
\end{pmatrix},$$

(10)

where

$$f(v,u) = \frac{u^2}{u^2 - v^2}, \quad g(v,u) = \frac{uv}{u^2 - v^2}.$$  
(11)

The commutation relations of the matrix elements of the monodromy matrix (9) are defined by the introduced $R$-matrix (10). The most important relations are:

$${C(u)B(v) = g(u,v)\{A(u)D(v) - A(v)D(u)\},}$$

(12)

where

$${B(u)B(v) = C(u)C(v).}$$

(13)

The $L$-operator (8) satisfies the relations

$$e^{-2\hbar \sigma_{i}'}L(n|u)e^{2\hbar \sigma_{i}'} = e^{2\hbar \sigma_{i}'}L(n|u)e^{-2\hbar \sigma_{i}'}$$

(14)

and

$$e^{-2\hbar \sigma_{j}}L(n|u) = e^{-2\hbar \sigma_{j}}L(n|e^{-2\hbar u})e^{2\hbar \sigma_{j}}.$$  
(15)

From these equations and from the definition of the monodromy matrix (9) it follows that

$$e^{-2\hbar \sum_{i=0}^{M} \sigma_{i}'}T(u)e^{2\hbar \sum_{i=0}^{M} \sigma_{i}'} = e^{2\hbar \sigma_{i}'}T(u)e^{-2\hbar \sigma_{i}'}.$$  
(16)

The relations

$$e^{2\hbar \sum_{i=0}^{M} \beta_{i}}B(u) = e^{\hbar M}B(e^{-\hbar u})e^{2\hbar \sum_{i=0}^{M} \beta_{i}},$$

(17)

and

$$C(u)e^{2\hbar \sum_{i=0}^{M} \beta_{i}} = e^{\hbar M}e^{2\hbar \sum_{i=0}^{M} \beta_{i}}C(e^{\hbar u}),$$
Let us consider the scalar product
\[
W(v, u) = \langle \left| C(v_1) C(v_2) \cdots C(v_N) B(u_1) B(u_2) \cdots B(u_N) \right| \rangle,
\]
where \(v \equiv (v_1, v_2, \ldots, v_N)\) and \(u \equiv (u_1, u_2, \ldots, u_N)\) are the sets of \(N\) independent parameters, and the state
\[
| \langle \rangle \rangle = \otimes_{i=0}^{M} | \langle \rangle \rangle_i = \otimes_{i=0}^{M} \begin{pmatrix} 1 \\ 0 \end{pmatrix}_i.
\] 

The graphical representation of the scalar product (18) in figure 5 corresponds to the model with the fixed boundary conditions.

Figure 5. One of configurations that contribute into the scalar product
\[
\langle \left| C(v_1) C(v_2) \right. \rangle B(u_1) B(u_2) \rangle \langle \left| C(v_3) C(v_4) \right. \rangle B(u_3) B(u_4) \rangle \langle \right| \rangle.
\]

are the consequence of equation (16).

For arbitrary \(N\) and \(M\) this scalar product is evaluated by means of the commutation relations (12) and for the integrable models associated with the \(R\)-matrix (10) may be represented in the determinantal form \([22, 23]\):

\[
W(v, u) = \left\{ \prod_{1 \leq k < j \leq N} g(v_k, v_j) \prod_{1 \leq m < j \leq N} g(u_m, u_j) \right\} \det \tilde{H}(v, u)
\]

\[
= \prod_{k=1}^{N} \left( \frac{v_k}{u_k} \right)^{N-1} \frac{\Delta_N(v^2)}{\Delta_N(u^{-2})}.
\] 

The matrix \(\tilde{H}(v, u) \equiv \tilde{H}_{kn}(v, u)\) is given by the entries

\[
\tilde{H}_{kn}(v, u) = \frac{\alpha_{M+1}(v_m) \delta_{M+1}(v_k) \left( \frac{v_k}{v_m} \right)^{N-1} - \alpha_{M+1}(u_k) \delta_{M+1}(v_m) \left( \frac{u_k}{v_m} \right)^{N-1}}{\left( \frac{u_k}{v_m} \right)^{-1}}.
\]
where $\alpha_{M+1}(u)$ and $\delta_{M+1}(u)$ are the eigenvalues of operators $A(u)$ and $D(u)$, equation (9):

$$
A(u)| \equiv \alpha_{M+1}(u)| \equiv ,
$$

$$
D(u)| \equiv \delta_{M+1}(u)| \equiv .
$$

In (20), $\Delta_N(x^2)$ is the Vandermonde determinant

$$
\Delta_N(x^2) = \prod_{1 \leq m < k \leq N} (x_k^2 - x_m^2). \tag{23}
$$

For the considered model $\alpha_{M+1}(u) = (-u)^{M+1}$ and $\delta_{M+1}(u) = u^{-(M+1)}$, and the answer for the scalar product (18) is the following:

$$
W(v, u) = \frac{(-1)^{MN} \prod_{k=1}^{N} \left( \frac{v_k}{u_k} \right)^{-(M-2N+2)}}{\Delta_N(v^2) \Delta_N(u^{-2})} \det \left[ \frac{1 - \left( \frac{v_k}{u_m} \right)^{2(M-N+2)}}{1 - \left( \frac{v_m}{u_k} \right)^{2}} \right]_{1 \leq k, m \leq N}. \tag{24}
$$

Let us consider the weighted scalar product

$$
W(v, u) = \langle \equiv | C(v_1) \hat{z}_1 C(v_2) \hat{z}_2 \cdots C(v_{N-1}) \hat{z}_N C(v_N) \hat{z}_N \rangle \times B(u_1) \hat{z}_N+1 B(u_2) \hat{z}_N+2 B(u_{N-1}) \hat{z}_N-1 B(u_N) | \equiv \rangle. \tag{25}
$$

where operator $\hat{z}_n = e^{2h_0 \sum_{j=1}^{N} j \hat{v}_j}$ is introduced, and $h = (h_1, h_2, \ldots, h_{2N-1})$. Moving the operators $\hat{z}_j$ with $j = 1, 2, \ldots, N$ to the left and with $j = N + 1, N + 2, \ldots, 2N - 1$ to the right with the help of equations (17), we obtain:

$$
\kappa^{-M} W(v, u) = \langle \equiv | C(e^{\sum_{j=1}^{N} h_j \hat{v}_j}) \cdots C(e^{\sum_{j=1}^{N} h_j \hat{v}_j}) \cdots C(e^{\sum_{j=1}^{N} h_j \hat{v}_j}) \times B(u_1) B(e^{-\sum_{j=1}^{N} h_j \hat{u}_j} u_2) \cdots B(e^{-\sum_{j=1}^{N} h_j \hat{u}_j} u_{N-1}) B(u_N) | \equiv \rangle = \langle \equiv | C(\bar{v}_1) \cdots C(\bar{v}_N) B(\bar{u}_1) \cdots B(\bar{u}_N) | \equiv \rangle, \tag{26}
$$

where the property $| \equiv \rangle = | \equiv \rangle$ and $| \equiv | \equiv \rangle = \langle \equiv | \equiv \rangle$ was taken into account, and the variables $\bar{v}_k = e^{\sum_{j=1}^{N} h_j \hat{v}_j}$ and $\bar{u}_k = e^{-\sum_{j=1}^{N} h_j \hat{u}_j}$ were introduced. The coefficient $\kappa$ in (26) is equal to

$$
\kappa = e^{\sum_{j=1}^{N} h_j e^{\sum_{j=1}^{N} (N-j) h_j \hat{u}_j}}. \tag{27}
$$

From the equation (26) it follows that the weighted scalar product (25) is expressed through the scalar product (18) by the equality:

$$
W(v, u) = \kappa^M W(\bar{v}, \bar{u}). \tag{28}
$$

4. Partition function

The graphical representation of the operators $B(u)$ and $C(u)$ and of the state (19), which describes arrows pointing to the left on the left and right boundaries of the grid, allows us to interpret the scalar product (18) as the sum over all allowed configurations of vertices on a square lattice with the fixed boundary conditions (see figure 5):
\[ W(\mathbf{v}, \mathbf{u}) = \sum_{\{\nu\}} \prod_{k=1}^{N} (-v_k)^{\nu_k} (v_k^{-1})^{\nu_k} \prod_{j=1}^{N} (-u_j)^{\nu_j} (u_j^{-1})^{\nu_j} \]
\[ = (-1)^{MN} \sum_{\{\nu\}} \prod_{k=1}^{N} (v_k)^{\nu_k} (v_k^{-1})^{\nu_k} \prod_{j=1}^{N} (u_j)^{\nu_j} (u_j^{-1})^{\nu_j}. \]  

(29)

Let us put
\[ v_j = \omega_j, \quad u_j = \omega_{N+j}, \quad 1 \leq j \leq N, \]
and introduce the notations
\[ \omega^I \equiv (\omega_1, \omega_2, \ldots, \omega_N), \quad \omega^II \equiv (\omega_{N+1}, \omega_{N+2}, \ldots, \omega_{2N}) \]
so that 2\(N\)-tuple \(\omega = (\omega^I, \omega^II)\). Then, using (30) in (29), we find out that the ‘vertical’ partition function (6) is expressed through the scalar product (18):
\[ \tilde{Z}_V(\omega) = (-1)^{MN} W(\omega^I, \omega^II), \]
where (31) is accounted for.

By the construction, the partition function (5) in the presence of the external horizontal field \(h\) and the ‘weighted’ scalar product (25) are related:
\[ \tilde{Z}(\omega, e^{2h}) = (-1)^{MN} W(\omega^I, \omega^II)[h]. \]  

(33)

This relation together with equations (24) and (28) solves the problem of calculation of the partition function (5) and, respectively, of (4).

Let us pass from \(N\)-tuples \(\omega^I\) and \(\omega^II\) (31) to \(N\)-tuples \(\tilde{\omega}^I\) and \(\tilde{\omega}^II\):
\[ \tilde{\omega}^I \equiv (\omega_1 e^{\sum_{j=1}^{N} h_j}, \ldots, \omega_k e^{\sum_{j=1}^{N} h_j}, \ldots, \omega_N e^{\sum_{j=1}^{N} h_j}), \]
\[ \tilde{\omega}^II \equiv (\omega_{N+1}, \ldots, \omega_{N+k} e^{-\sum_{j=1}^{N} h_{N+j}}, \ldots, \omega_{2N} e^{-\sum_{j=1}^{N} h_{2N}}). \]

(34)

Substituting representation (34) into (24) and (28), we obtain the partition function (5) in the determinantal form:
\[ \tilde{Z}(\omega, e^{2h}) = \frac{1}{\Delta_N((\tilde{\omega}^I)^{-1}) \Delta_N((\tilde{\omega}^II)^{-1})} \]
\[ \times \prod_{k=1}^{N} \frac{\omega_k}{\omega_{N+k}} \left( e^{\sum_{j=1}^{N} h_{N+j}} + \sum_{j=1}^{N} h_j \right)^{2(N-1)} \]
\[ \times \det \left[ 1 - \left( \frac{\omega_k e^{\sum_{j=1}^{N} h_{N+j}} + \sum_{j=1}^{N} h_j}{\omega_{N+k} e^{\sum_{j=1}^{N} h_{N+j}} + \sum_{j=1}^{N} h_j} \right)^2 \right]_{1 \leq k, m \leq N}. \]

(35)

In the derivation of this expression we have used the equality:
\[ \prod_{j=1}^{N} a_j^{h_j} \prod_{j=1}^{N-1} d_{N+j}^{(N-j)M} \prod_{k=1}^{N} \left( \prod_{j=1}^{N} a_{N+j} \prod_{j=k}^{N} d_j \right)^{-(M-2N+2)} \]
\[ = \left( \prod_{j=1}^{N} a_j \prod_{j=1}^{N-1} d_{N+j} \right)^{2(N-1)}. \]
Let us consider a case when the height of a lattice is large, \( M \gg 1 \), and its length \( N \) satisfies the condition \( N \ll M \). Then the determinant in (35) turns into the Cauchy determinant and may be calculated. In the considered limit the normalized partition function is equal to

\[
\tilde{Z}(\omega, e^{2h}) \equiv \lim_{M \to \infty} \left( \prod_{j=1}^{N} \left( \frac{\omega_j}{\omega_{N+j}} \right)^{M-1} \tilde{Z}(\omega, e^{2h}) \right)
\]

\[
= \left( \omega^{N-1} e^{\sum_{j=1}^{M-N} h_{2j} + \sum_{j=2}^{M-N+1} h_{2j}} \right) 2^{N-1} \prod_{k=1}^{N} \prod_{m=1}^{N} \left( \frac{1}{1 - \left( \omega^{k+m} e^{\sum_{j=1}^{M-N} h_{2j} + \sum_{j=2}^{M-N+1} h_{2j}} \right)^2} \right).
\]

The equations (35) and (36) solve the problem of calculation of the partition function of the considered four-vertex model in general.

Let us study the model in the homogeneous horizontal field characterized by appropriate \((2N-1)\)-tuple \( e^{2h_{\text{hom}}} \equiv (e^{2h_1}, e^{2h_2}, \ldots, e^{2h_{2N-1}}) \) and consider the case when the vertical field \( V \) is absent. The ‘horizontal’ partition function (7) takes the form:

\[
\tilde{Z}_H(e^{2h_{\text{hom}}}) = \sum_{\{\nu\}} e^{2h \sum_{j=1}^{N-1} \left| \nu_j \right|},
\]

where the sum \( \sum_{\{\nu\}} \) is taken over all admissible nests of lattice paths on the \( 2N \times (M + 1) \) grid.

In the limit discussed equation (35) leads to the determinantal representation alternate to (37):

\[
\tilde{Z}_H(e^{2h_{\text{hom}}}) = e^{2hN^2(N-1)} \prod_{1 \leq m < k \leq N} e^{-2hN} \left( e^{h(k-m)} - e^{-h(k-m)} \right)^{-2} \times \det \left[ \frac{1 - e^{2h(k+m-1)(M-N+2)}}{1 - e^{2h(k+m-1)}} \right]_{1 \leq k,m \leq N}.
\]

The determinant in (38) is calculated by means of the following relation obtained in [9]:

\[
\det \left( \frac{1 - q^{i+j+k-1}}{1 - q^{i+j+k-1}} \right) = q^{-\binom{N-1}{2}} \prod_{1 \leq m < k \leq N} \left( \frac{q^{|\nu|} - q^{-|\nu|}}{q^{|\nu|} + q^{-|\nu|}} \right)^2 \prod_{k=1}^{N} \prod_{j=1}^{N} \left( 1 - sq^{j-k} \right)^{-1}.
\]

As a result, equation (38) takes the form

\[
\tilde{Z}_H(e^{2h_{\text{hom}}}) = e^{2hN^2(N-1)} \prod_{k=1}^{N} \prod_{m=1}^{N} \left( \frac{1 - e^{2h(M-N+2+m-k)}}{1 - e^{2h(k+m-1)}} \right) = e^{2hN^2(N-1)} \prod_{k=1}^{N} \prod_{m=1}^{N} \left( \frac{1 - e^{2h(M+3-m-k)}}{1 - e^{2h(k+m-1)}} \right).
\]

The number of admissible nests of lattice paths on the \( 2N \times (M + 1) \) grid appears as \( h \to 0 \) in (40):

\[
\lim_{h \to 0} \tilde{Z}_H(e^{2h_{\text{hom}}}) = \prod_{k=1}^{N} \prod_{m=1}^{N} \frac{M + 3 - k - m}{k + m - 1}.
\]
5. Plane partitions and generating functions

A plane partition $\pi$ is an array

$$
\pi = \begin{pmatrix}
\pi_{11} & \pi_{12} & \cdots & \pi_{1j} & \cdots \\
\pi_{21} & \pi_{22} & \cdots & \pi_{2j} & \cdots \\
\vdots & \vdots & \ddots & \vdots & \ddots \\
\pi_{i1} & \pi_{i2} & \cdots & \pi_{ij} & \cdots \\
\vdots & \vdots & \cdots & \vdots & \cdots \\
\end{pmatrix}
$$

of non-negative integers $\pi_{ij}$ that are non-increasing as functions both of $i$ and $j$ [12]. The entries $\pi_{ij}$ are the parts of the plane partition, and its norm (volume) is $|\pi| = \sum_{ij} \pi_{ij}$. Each plane partition is represented by a three-dimensional Young diagram consisting of unit cubes arranged into stacks so that the stack with coordinates $(i,j)$ is of height $\pi_{ij}$. It is said that the plane partition is contained in a box with side lengths $L, N, P$ if $i \leq L$, $j \leq N$ and $\pi_{ij} \leq P$ for all cubes of the Young diagram. A plane partition $\pi$ that is decaying along each column and each row, $\pi_{ij} > \pi_{i+1,j}$ and $\pi_{ij} > \pi_{i,j+1}$, is called strict plane partition and denoted as $\pi_{spp}$. The element $(\pi_{spp})_{11}$ of strict plane partition $\pi_{spp}$ satisfies the condition $(\pi_{spp})_{11} \geq 2N - 2$ if all $i,j \leq N$. An arbitrary plane partition $\pi$ in a box $N \times N \times P$ may be transferred into strict plane partition $\pi_{spp}$ in a box $N \times N \times (P + 2N - 2)$ by adding to $\pi$ the matrix

$$\pi_{\min} = \begin{pmatrix}
2N - 2 & 2N - 3 & \cdots & N - 1 \\
2N - 3 & 2N - 4 & \cdots & N - 2 \\
\vdots & \vdots & \ddots & \vdots \\
N - 1 & N - 2 & \cdots & 0 \\
\end{pmatrix}
$$

which corresponds to a minimal strict plane partition.

To connect the four-vertex model with plane partitions one may notice that each admissible configuration of lattice paths may be associated with an $N \times N$ array $\pi_{spp}$. The $m$th path (counting from the left) may be thought of as the $m$th column in this array with entries $(\pi_{spp})_{k,m}$ equal to the number of the cells in the subsequent columns $k$ of the lattice (starting from the right) under the $m$th path. The number of admissible configurations of lattice paths on a $2N \times (M + 1)$ grid is equal to the number of strict plane partitions in $N \times N \times M$ box.

The diagonals of an array $\pi_{spp}$ counting from the lower one (consisting of one element) are formed by the partitions $\mu'$ with the elements equal to the number of cells lying under the horizontal parts of the paths in the $s$th column ($s = 1, 2, \ldots, 2N - 1$). The sum of the elements of the $s$th diagonal is equal to the norm of the correspondent partition $|\mu'| = \sum_{s} \mu'_s$, and the volume of the plane partition is $|\pi_{spp}| = |\mu| = \sum_{s} |\mu'|$. Let us introduce the notation $\text{tr}_s \pi_{spp}$ for the sum of the entries of the matrix $\pi_{spp}$ along non-principal diagonals counted from the left down corner, we have $\text{tr}_s \pi_{spp} = |\mu'|$. The array

$$
\pi_{spp} = \begin{pmatrix}
6 & 5 & 3 \\
5 & 3 & 1 \\
4 & 1 & 0 \\
\end{pmatrix} = \begin{pmatrix}
\mu'_1 & \mu'_2 & \mu'_3 \\
\mu'_1 & \mu'_2 & \mu'_3 \\
\mu'_1 & \mu'_2 & \mu'_3 \\
\end{pmatrix}
$$

corresponds to the nest of lattice paths in figure 6.

The modified partition function (37) may be expressed in the form

$$
\tilde{Z}_{\mathcal{H}}(e^{2b_{	ext{corn}}}) = \sum_{\{\pi_{spp}\}} e^{2b|\pi_{spp}|},
$$

(44)
where the sum is taken over all strict plane partitions in $N \times N \times M$ box, and may be considered as a partition function of strict three-dimensional Young diagram, where $2\hbar$ plays the role of the chemical potential. On the other hand, this partition function gives the generating function of strict plane partitions $G^{\text{spp}}(N, N, M|a)$:

$$
\tilde{Z}_N(a_{\text{hom}}) = G^{\text{spp}}(N, N, M|a) = \sum_{\{\pi_{\text{spp}}\}} q^{||\pi_{\text{spp}}||},
$$

(45)

where $(2N-1)$-tuple $a_{\text{hom}} \equiv (a, a, \ldots, a)$ is defined, $a_{\text{hom}} = e^{2\hbar a}$, i.e. $a = e^{2\hbar}$. The number of strict plane partitions in $N \times N \times M$ box is obtained at $a \rightarrow 1$ and is given by Equation (41).

It is of interest to consider the weight $\omega$ in the $q$-parametrization:

$$
\omega_j = q^{j/2}, \quad \omega N+j = q^{(j-1)/2}, \quad j = 1, 2, \ldots, N,
$$

$$
\omega = (\omega_1, \omega_2, \ldots, \omega_{2N}) = q^\nu,
$$

(46)

where $2N$-tuple $q^\nu$ is introduced:

$$
q^\nu \equiv (q^{1/2}, q, \ldots, q^{N/2}, 1, q^{-1/2}, \ldots, q^{-(N-1)/2}).
$$

(47)

It may be proved, [11, 22], that the partition function (6) under this parametrization is the generating function of strict plane partition:

$$
\tilde{Z}_N(q^\nu) = q^{-\sum_{j=1}^{N} \omega_j} \sum_{\{\pi_{\text{spp}}\}} q^{||\pi_{\text{spp}}||} q^{-\sum_{j=1}^{N} \omega_j} \tilde{Z}_N(q_{\text{hom}}),
$$

(48)

where the ‘horizontal’ partition function (37) depends on $(2N-1)$-tuple $q_{\text{hom}} \equiv (q, q, \ldots, q)$ introduced so that $q_{\text{hom}} = e^{2\hbar a}$.

The generating function of strict plane partitions with the fixed values of its diagonal parts is written in the form:

$$
G^{\text{spp}}(N, N, M|q, a) = q^{\sum_{j=1}^{N} \omega_j} \tilde{Z}(q^\nu, a)
$$

$$
= \sum_{\{\pi_{\text{spp}}\}} q^{||\pi_{\text{spp}}||} \prod_{j=1}^{2N-1} a_{j}^{\nu_j} \equiv \sum_{\{\pi_{\text{pp}}\}} q^{||\pi_{\text{spp}}||} \prod_{j=1}^{2N-1} a_{j}^{\nu_j} \pi_{\text{spp}},
$$

(49)

where $(2N-1)$-tuple $a = (a_1, a_2, \ldots, a_{2N-1})$ is introduced.

The volume of the plane partition (42) is equal to

$$
|\pi_{\text{min}}| = \sum_{j=1}^{N} \sum_{k=1}^{N} (2N - (j + k)) = N^2(N - 1),
$$

(50)

and therefore the volumes of plane partitions $\pi$ and of strict plane partitions $\pi_{\text{spp}}$ are related:

$$
|\pi_{\text{spp}}| = |\pi| + N^2(N - 1).
$$

(51)

The expression (51) allow us to relate the generating functions of plane and strict plane partitions [11]:

$$
G^{\text{spp}}(N, N, M|q, a) = q^{N^2(N - 1)}
$$

$$
\times \left( \prod_{j=1}^{N} a_{j}^{N-1} \prod_{j=1}^{N-1} a_{N+j}^{N-j} \right) G(N, N, M - 2N + 2|q, a).
$$

(52)
Taking into account equation (35), we obtain the explicit answer for the generating function of plane partitions in $N \times N \times P$ box with the fixed values of its diagonal parts:

\[
G(N, N, P | q, a) = \prod_{1 \leq m < k \leq N} \left( q^{k-1} \prod_{j=1}^{k-1} a_{N+j} - q^{m-1} \prod_{j=1}^{m-1} a_{N+j} \right)^{-1} \prod_{1 \leq m < k \leq N} \left( q^k \prod_{j=k}^{N} a_j - q^m \prod_{j=m}^{N} a_j \right)^{-1} \\
\times \det \left[ \frac{1 - q^{k+m-1} \prod_{j=1}^{k-1} a_{N+j} \prod_{j=m}^{N} a_j}{1 - q^{d+m-1} \prod_{j=1}^{d-1} a_{N+j} \prod_{j=m}^{N} a_j} \right]_{1 \leq k, m \leq N}.
\] (53)

In a box of unbounded height $P$ and $N$ finite, the determinant in (53) turns into the Cauchy determinant, and we obtain the answer:

\[
G_N(q, a) \equiv \lim_{P \to \infty} G(N, N, P | q, a) = \prod_{k=1}^{N} \prod_{m=1}^{N} \frac{1}{1 - q^{k+m-1} \prod_{j=1}^{k-1} a_{N+j} \prod_{j=m}^{N} a_j}.
\] (54)

In the special case of inhomogeneous $(2N - 1)$-tuple

\[
a = (1, 1, \ldots, 1, a, 1, 1, \ldots, 1),
\]

$1 \leq s \leq N$, the relation (54) transfers into

\[
G_N(q, a) = \prod_{k=1}^{N} \left\{ \prod_{m=1}^{s} \frac{1}{1 - a q^{k+m-1}} \prod_{m=s+1}^{N} \frac{1}{1 - q^{d+m-1}} \right\}.
\] (55)

Equation (55) is the generating function of plane partitions with fixed trace $\text{tr}_s \pi$, $1 \leq s \leq N$. Equation (55) at $s = N$ reduces to the norm-trace generating function obtained by Stanley in [24].
Let us introduce the $q$-deformed Barnes $G$-function:

$$G_{q}(n + 1) \equiv \prod_{k=1}^{n} \Gamma_{q}(k),$$

(56)

where $\Gamma_{q}(n)$ is $q$-Gamma function [29]:

$$\Gamma_{q}(n) \equiv [1][2] \cdots [n - 1], \quad [k] \equiv \frac{1 - q^{k}}{1 - q}, \quad k \in \mathbb{Z}^{+}.$$ (57)

With the help of (56) and (57) the generating function (55) may be brought into the form

$$G_{N}(q, a) = \frac{G_{q}(N + 1)G_{q}(N + s + 1)}{G_{q}(s + 1)G_{q}(2N + 1)} \prod_{k=1}^{N} \frac{(a, q)_{k}}{(a, q)_{k+s}}.$$ (58)

where

$$(a, q)_{n} \equiv (1 - a)(1 - aq)(1 - aq^{2}) \cdots (1 - aq^{n-1}), \quad (a, q)_{0} = 1.$$ (59)

Equation (58) for $s = N$ reads:

$$G_{N}(q, a) = \prod_{k=1}^{N} \frac{(a, q)_{k}}{(a, q)_{k+N}}.$$ (60)

The choice of inhomogeneous $(2N - 1)$-tuple

$$a \equiv (1, 1, \ldots, 1, a, a, \ldots, a, 1, 1, \ldots, 1)$$

leads to the generating function of plane partitions with the fixed value of the sum $\sum_{s=N-l+1}^{N} \text{tr}_{s} \pi$, i.e. to an $l$-trace type formula of Gansner [25]:

$$G_{N}(q, a) = \prod_{k=1}^{N} \left\{ \prod_{m=1}^{N-l+1} \frac{1}{1 - a^{k}q^{k+m-1}} \prod_{m=N-l+2}^{N} \frac{1}{1 - a^{k-m+1}q^{k+m-1}} \right\}.$$ (61)

Equation (61) can be also rewritten by means of (59):

$$G_{N}(q, a) = \prod_{m=1}^{N-l+1} \frac{(a^{N-m+1}, q)_{m+N}}{(a^{N-m+1}, q)_{m}} \frac{(a^{N}, q)_{m}}{(a^{N}, q)_{m+N}}$$

$$\times \prod_{k=1}^{N} \frac{(a^{N-k+1}, q)_{k}}{(a^{N-k+1}, q)_{k+N}}.$$ (62)

Equation (62) is reduced to (60) at $l = 1$.

6. Conclusion

Let us point out the new results obtained. The partition function of the anisotropic four-vertex model in the inhomogeneous external field is calculated. The derivation of the determinant representation of the partition function is based on the QISM approach. The established connection of the considered model with the boxed plane partitions with the fixed sums of its diagonals allows us to study their trace statistics. The obtained results are the generalization of the approach used in the paper [28] for the calculation of the temporal evolution of the first
moment of particles distribution of the quantum phase model. In the present paper we have concentrated on the calculation of the partition function of the model in question. The problems of the trace statistic in the generic case of an asymmetric box and the arctic curves phenomena are connected with calculation of the correlation functions of the four-vertex model in presence of the external horizontal field.
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