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ABSTRACT

We introduce a nonparametric graphical model for discrete node variables based on additive conditional independence. Additive conditional independence is a three-way statistical relation that shares similar properties with conditional independence by satisfying the semi-graphoid axioms. Based on this relation we build an additive graphical model for discrete variables that does not suffer from the restriction of a parametric model such as the Ising model. We develop an estimator of the new graphical model via the penalized estimation of the discrete version of the additive precision operator and establish the consistency of the estimator under the ultrahigh-dimensional setting. Along with these methodological developments, we also exploit the properties of discrete random variables to uncover a deeper relation between additive conditional independence and conditional independence than previously known. The new graphical model reduces to a conditional independence graphical model under certain sparsity conditions. We conduct simulation experiments and analysis of an HIV antiretroviral therapy dataset to compare the new method with existing ones. Supplementary materials for this article are available online.

1. Introduction

A graphical model uses a graph-based representation as the basis for analyzing multivariate data. It has been gaining popularity in various applied fields. The most frequently studied graphical models are those based on conditional independence (CI) between node variables, which are also called Markov random fields (MRF). Let \( X \) be a \( p \)-dimensional random vector, and \( \mathcal{E} \subseteq \{(i, j) \in V \times V : i \neq j \} \). Then \( X \) follows a Markov random field with respect to the undirected graph \( \mathcal{G} = (V, \mathcal{E}) \) if and only if \( X^i \) and \( X^j \) are independent given the rest of \( X \), that is,

\[
(i, j) \notin \mathcal{E} \iff X^i \perp \perp X^j | X^{\sim(i,j)},
\]

where \( X^{\sim(i,j)} \) represents \( X \) with its \( i \)th and \( j \)th components removed.

Discrete graphical models, where \( X^1, X^2, \ldots, X^p \) are discrete random variables, naturally appear in many fields. The simplest of such models is the binary graphical model, where the node vector \( X \) is a member of \([a_0, a_1]^p\), with \( a_0 \) and \( a_1 \) being the possible labels. One particular example is the Ising model, where \( X \in \{-1, 1\}^p \). The Ising model (Ising 1925) was originally introduced as a mathematical model of ferromagnetism in statistical mechanics. Nowadays it has been applied to such diverse fields as image restoration (Geman and Geman 1993), biophysics (Ahsan, Rudnick, and Bruinsma 1998), genetics (Fierst and Phillips 2015), and network psychometrics (Marsman et al. 2018).

The Ising model has the probability mass function (pmf) of the form:

\[
f_X(x^1, x^2, \ldots, x^p) = \frac{1}{z(\beta)} \exp \left( \sum_i \beta_i x^i + \sum_{i<j} \beta_{ij} x^i x^j \right),
\]

where \( z(\beta) = \sum_{x \in \{-1, 1\}^p} \exp \left( \sum_i \beta_i x^i + \sum_{i<j} \beta_{ij} x^i x^j \right) \) is the partition function. Let \( \beta_{ij} := \beta_{ji} \), for \( i > j \). It is easier to view the parameter as the symmetric matrix \( \beta = (\beta_{ij})_{i,j=1}^p \) in \( \mathbb{R}^{p \times p} \).

For any pair \((i, j)\) with \( i \neq j \) the parameter \( \beta_{ij} \) characterizes the conditional independence between \( X^i \) and \( X^j \) given \( X^{\sim(i,j)} \) by the equivalence

\[
X^i \perp \perp X^j | X^{\sim(i,j)} \iff \beta_{ij} = 0,
\]

as can be seen from the conditional pmf

\[
f(x^1, x^2 | X^{\sim(i,j)}) \propto \exp \left( \beta_{ij} x^i x^j + x^i (\beta_{ij} + \sum_{k \neq i,j} \beta_{ik} x^k) \right) + x^j (\beta_{ij} + \sum_{k \neq i,j} \beta_{jk} x^k).
\]

Wherever \( \beta_{ij} = 0 \), the conditional pmf is separable for \( x^i \) and \( x^j \). Thus, by (1) and (3), for the Ising model, estimating \( \mathcal{G} \) amounts to identifying the zero entries or, equivalently, the sparsity pattern of the symmetric matrix \( \beta \). There have been some related works for learning the edge set of the Ising model. For example, Höfling and Tibshirani (2009), Wang, Chao, and Hsu (2011), and Xue, Zou, and Cai (2012) developed the penalized estimation procedure based on a pseudo-likelihood, while Ravikumar, Wainwright, and Lafferty (2010) suggested fitting separate \( \ell_1 \)-penalized logistic regressions for each node to learn its neighborhood. Cheng et al. (2014) proposed a sparse covari-
ate dependent Ising model. Guo et al. (2015) and Lee et al. (2022) studied the graphical models for discrete and ordered data.

For many applications, the Ising distribution assumption can be violated, making the Ising model inapplicable. An intuitive explanation is that an Ising model has limited degrees of freedom: it can only explain $(p(p + 1))/2$ out of a total of $(2^p - 1)$ degrees of freedom in the pmf. Thus, for a large graph, the Ising models often become inadequate. In this article, we seek a new discrete graphical model without the Ising distribution assumption, which retains the fundamental simplicity of the Ising dependency structure in (3). This is achieved by replacing conditional independence with additive conditional independence (ACI), which is a new statistical relation introduced by Li, Chun, and Zhao (2014). Inspired by this idea, we propose a discrete graphical model derived from ACI, which we refer to as the discrete additive semi-graphoid model (DASG).

Our methods can be summarized as follows. Between the Hilbert spaces of the functions of the node variables, we introduce the cross-covariance operators and use them to define a discrete additive precision operator (DAPO). The DAPO is a matrix of linear operators that inherits the relation (3) at the operator level: the $(i,j)$th entry of the DAPO is the zero operator if and only if $X_i$ and $X_j$ are additively conditionally independent given $X_{-i,j}$. The nonzero entries of the DAPO then determine the edges of the graph.

Li, Chun, and Zhao (2014) and Lee, Li, and Zhao (2016) developed an estimator based on the additive precision operator (APO) to learn the edge set of the ACI graphs with continuous-valued node variables. The APO-based estimator is a hard-thresholding estimator, which asymptotically converges at a relatively slow rate. Furthermore, the tuning of the thresholding parameter is based on generalized cross-validation, which can be difficult to carry out thoroughly when $p$ is very large. There are some important differences between discrete graphs and continuous ones. For example, in the discrete case, the Hilbert spaces of node functions are finite-dimensional and the properties of the related operators—particularly those pertaining to their inverses—are a lot more pleasant. We use a penalized method to obtain a sparse matrix estimation of the DAPO, which has a faster convergence rate. Additionally, our estimator can be easily tuned with common tuning methods like cross-validations. It is worth pointing out that we also investigate the relation between ACI and CI to a deeper degree than previously understood, which fills a gap in the literature. This result is made possible by carefully studying the special structure of the discrete distribution.

The rest of the article is organized as follows. In Section 2, we introduce the DASG and its operator characterization. In Section 3, we investigate the relation between ACI and CI under the Ising model. In Section 4, we derive sample-level coordinate representations of DASG linear operators and develop the new estimator. In Section 5, we establish the asymptotic properties of the proposed estimator. In Section 6, we conduct simulation experiments to evaluate our estimator. In Section 7, we apply our estimator to an HIV antiretroviral therapy dataset. All the proofs are presented in the supplementary materials.

## 2. Discrete Additive Semi-Graphoid Model

We first review the definition of additive conditional independence and propose the discrete semi-graphoid model in Section 2.1. We then introduce the equivalent form of additive conditional independence in terms of linear operators in Section 2.2.

### 2.1. Additive Conditional Independence

Let $\\mathcal{R} \subseteq 2^V \times 2^V \times 2^V$ be a three-way relation on $V$, where $2^V$ consists of all subsets of $V$.

**Definition 1 (Pearl and Verma 1987).** A three-way relation $\\mathcal{R}$ is called a semi-graphoid if it satisfies the following conditions:

1. (symmetry) $(A, C, B) \in \mathcal{R} \Rightarrow (B, C, A) \in \mathcal{R}$;
2. (decomposition) $(A, C, B \cup D) \in \mathcal{R} \Rightarrow (A, C, B) \in \mathcal{R}$;
3. (weak union) $(A, C, B \cup D) \in \mathcal{R} \Rightarrow (A, C \cup B, D) \in \mathcal{R}$;
4. (contraction) $(A, C \cup B, D) \in \mathcal{R}$, $(A, C, B) \in \mathcal{R} \Rightarrow (A, C, B \cup D) \in \mathcal{R}$.

These axioms are extracted from the conditional independence (CI) to convey the general idea of “$B$ is irrelevant for understanding $A$ once $C$ is known,” or “$C$ separates $A$ and $B$.” The CI is a special case of the semi-graphoid three-way relation (Dawid 1979).

Li, Chun, and Zhao (2014) proposed the notion of the additive conditional independence (ACI) as a promising alternative to the CI for constructing graphical models. The ACI satisfies the axioms for a semi-graphoid (Pearl and Verma 1987), which captures the essence of a graph.

Let $X = (X^1, X^2, \ldots, X^p)^T \in \mathbb{R}^p$ be a random vector. For any node $i \in V$, let $L^2(P_X)$ denote the class of functions of $X^i$ such that $\mathbb{E}\phi(X^i) = 0$, $\mathbb{E}\phi^2(X^i) < \infty$. Let $\mathcal{A}_X \subseteq L^2(P_X)$ be a Hilbert subspace. For any nonempty node subset $A \subseteq V$, the subvector of $X$ on $A$ means $X^A := \{X^i\}_{i \in A}$. Let $\mathcal{A}_X^A$ denote the additive family

$$\bigoplus_{i \in A} \mathcal{A}_X^i = \left\{ \sum_{i \in A} \phi_i : \phi_i \in \mathcal{A}_X^i, \ i \in A \right\}$$

For two subspaces $\mathcal{A}$ and $\mathcal{B}$ of $L^2(P_X)$, let $\mathcal{A} \oplus \mathcal{B} = \mathcal{A} \cap \mathcal{B}^\perp$, where the orthogonality is in terms of the $L^2(P_X)$-inner product.

**Definition 2.** Let $X^A, X^B, X^C$ be subvectors of $X$. $X^A$ and $X^B$ are additively conditionally independent given $X^C$ with respect to $(\mathcal{A}_X^A, \mathcal{A}_X^B, \mathcal{A}_X^C)$ if and only if

$$(\mathcal{A}_X^A + \mathcal{A}_X^C) \cap \mathcal{A}_X^C \perp \perp (\mathcal{A}_X^B + \mathcal{A}_X^C) \cap \mathcal{A}_X^C,$$

where $\perp \perp$ indicates orthogonality with respect to the $L^2(P_X)$-inner product. The above relation is written as $X^A \perp_{\mathcal{A}^B} X^B | X^C$.

Suppose $X = (X^1, X^2, \ldots, X^p)^T \in \{0, 1, \ldots, m\}^p$, $m \geq 1$. The discrete additive semi-graphoid model (DASG) is defined through the following equivalence

$$X^i \perp_{\mathcal{A}^B} X^j | X^{-i,j} \iff (i, j) \notin E.$$
2.2. Discrete Additive Precision Operator

We now introduce a linear operator that characterizes the ACI.

Definition 3 (Baker 1973; Fukumizu, Bach, and Jordan 2009). The cross-covariance operator of \((X_i, X_j)\), denoted by \(\Sigma_{X_iX_j}\), is a mapping from \(\mathcal{A}_{X_i}\) to \(\mathcal{A}_{X_j}\), such that for any \(\phi \in \mathcal{A}_{X_i}\), \(\psi \in \mathcal{A}_{X_j}\)

\[
\langle \phi, \Sigma_{X_iX_j} \psi \rangle_{\mathcal{A}_{X_i}} = \text{cov}[\phi(X_i), \psi(X_j)].
\]  

(4)

By the Cauchy-Schwarz inequality and \(X\) being finitely discrete, the bilinear form \(\mathcal{A}_{X_i} \times \mathcal{A}_{X_j} \rightarrow \mathbb{R}: (\phi, \psi) \mapsto \text{cov}[\phi(X_i), \psi(X_j)]\) is bounded. The existence and uniqueness of \(\Sigma_{X_iX_j}\) defined through (4) is guaranteed by Riesz’s representation theorem.

Let ker\((\Sigma_{X_iX_j}) = \{ h \in \mathcal{A}_{X_j} : \Sigma_{X_iX_j} h = 0 \}\) be the kernel space of \(\Sigma_{X_iX_j}\). Note that \(\phi \in \text{ker}(\Sigma_{X_iX_j})\) if and only if \(\text{var}[\phi(X_i)] = 0\). This implies that ker\((\Sigma_{X_iX_j})\) is a linear subspace of constant functions. Since \(\mathcal{A}_{X_i}\) only contains mean zero functions, we have ker\((\Sigma_{X_iX_j}) = \{0\}\), which implies that the operator \(\Sigma_{X_iX_j}\) is invertible.

The following definitions contain two key matrices of operators in our theory.

Definition 4. The operator \(\Sigma_{XX} := \{ \Sigma_{X_iX_j} \}_{i,j=1}^p\) that satisfies \(\Sigma_{XX} \phi = \sum_{i,j=1}^p \Sigma_{X_iX_j} \phi_i\) for any \(\phi = \phi_1 + \cdots + \phi_p \in \mathcal{A}_{X}\) is called the discrete additive precision operator (DAPO).

By this definition, for any \(\phi = \phi_1 + \cdots + \phi_p\), \(\psi = \psi_1 + \cdots + \psi_p \in \mathcal{A}_{X}\),

\[
\langle \phi, \Sigma_{XX} \psi \rangle_{\mathcal{A}_{X}} = \langle \phi, \Sigma_{X_iX_j} \psi \rangle_{\mathcal{A}_{X_i}} = \sum_{i,j=1}^p \langle \phi_i, \Sigma_{X_iX_j} \psi_j \rangle_{\mathcal{A}_{X_i}}.
\]

By the definition of cross-covariance operator, this is \(\sum_{i,j=1}^p \text{cov}[\phi_i(X_i), \psi_j(X_j)]\), which sums up to \(\text{cov}[\phi(X), \psi(X)]\). The variance matrix, or the covariance matrix, can be regarded as the Gram matrix of the set of random variables \((X_1, \ldots, X_p)\) with respect to the \(L^2(\mathcal{P}_X)\)-inner product. Similarly, the DAVO serves as the Gram matrix of operators with respect to the inner product on the additive function space \(\mathcal{A}_{X}\).

Assumption 1. ker\((\Sigma_{XX}) = \{0\}\).

This condition is satisfied by any nondegenerate node variables, where any nonzero function of the node variables will be linearly independent. Under this assumption, the mapping \(\phi \mapsto \Sigma_{XX} \phi\) is invertible.

Definition 5. The operator \(\Sigma_{XX}^{-1}\) is called the discrete additive precision operator (DAPO), and is written as \(\Theta_{XX}\).

By being the inverse operator of \(\Sigma_{XX}\), \(\Theta_{XX}\) satisfies \(\phi = \Theta_{XX} \Sigma_{XX} \phi = \Sigma_{XX} \Theta_{XX} \phi\) for any \(\phi \in \mathcal{A}_{X}\). We use \(\Theta_{XX}\) to denote the \((i,j)\)th block of \(\Theta_{XX}\), which is a mapping from \(\mathcal{A}_{X_i}\) to \(\mathcal{A}_{X_j}\), such that \(\Theta_{XX} \phi = \sum_{i,j=1}^p \Theta_{XX} \phi_i\) for \(\phi = \phi_1 + \cdots + \phi_p\).

The next theorem re-expresses pairwise independence and ACI in terms of the DAVO and the DAPO.

Theorem 1. The DAVO and the DAPO have the following properties:

1. \(X^i \perp \perp X^j\) if and only if \(\Sigma_{X_iX_j} = 0\).
2. \(X^i \perp_{ACI} X^j (X^{-\{i,j\}})\) if and only if \(\Theta_{X_iX_j} = 0\).

The first statement of Theorem 1 gives a probabilistic interpretation of the DAVO, which can be shown by verifying the definition of independence. The relation between DAVO and the DASG is analogous to that between the covariance matrix and the Gaussian graphical model, where the covariance matrix determines pairwise independence, whereas its inverse determines CI. In our context, DAVO still determines pairwise independence, but its inverse, DAPO, determines the new statistical relationship, ACI.

3. Relation between ACI and CI under the Ising Model

Li, Chun, and Zhao (2014) demonstrated some relations between ACI and CI under the copula Gaussian model assumption. Loh and Wainwright (2012) studied the relationship between the zero pattern of inverse covariance matrices and the edge set for Ising models. In this section, we further investigate the relation between ACI and CI under the Ising model, whose distributional simplicity allows us to uncover a deeper relation than previously understood.

Definition 6. Consider a graph \(G = (V, E)\). For any node pair \((i, j) \in V \times V\) with \(i \neq j\), a subset \(R \subseteq V \setminus \{i, j\}\) is an \((i, j)\)-separator if the removal of the edge \((i, j)\) and the edges between \(R\) and \(V \setminus R\) from the graph \(G\) separates \(i\) and \(j\) into distinct connected components.

For any node pair \((i, j)\), the set \(V \setminus \{i, j\}\) is naturally an \((i, j)\)-separator, so the existence of a node separator is guaranteed. Given a node separator \(R\), let \(G'\) be the graph with the edge \((i, j)\) and the edges between \(R\) and \(V \setminus R\) removed. Consider the maximal connected subgraph of \(G'\) including \(i\), whose node set is denoted by \(C_i\). Similarly, let \(C_j\) denote the node set of the maximal connected subgraph of \(G'\) including \(j\). Then \(C_i\) and \(C_j\) are two mutually exclusive and disconnected components of the graph \(G'\).

Definition 7. Let \(X = (X^1, X^2, \ldots, X^p)^\top \in \mathbb{R}^p\) be a random node vector. For node \(i \in V\) and subset \(D \subseteq V \setminus \{i\}\), \(\mathcal{A}_{X_i}^D\) is said to have linear conditional mean with respect to \(\mathcal{A}_{X}^D\), if either \(D = \emptyset\) or for any \(\phi \in \mathcal{A}_{X_i}^D\),

\[
E(\phi(X^i)|X^D) \in \mathcal{A}_{X_i}^D.
\]  

(5)

When \(D = \emptyset\), \(X^D = \{X^i\}_{i \in D}\) is an empty subvector and \(\mathcal{A}_{X_i}^{\emptyset} = \{0\}\). Then the meaning of linear conditional mean is that \(E(\phi(X^i)) = 0\) by the definition of \(\mathcal{A}_{X_i}^D\). Let \(|D|\) denote its cardinality. When \(X\) is binary, (5) means there exists a constant vector \(\xi \in \mathbb{R}^{|D|}\) such that

\[
E(X^i - EX^i|X^D) = \xi^\top (X^D - EX^D).
\]

In this case, for simplicity, the binary node variable \(X^i\) is said to have a linear conditional mean with respect to \(X^D\), as \(\mathcal{A}_{X_i}\) is one dimensional. The next theorem gives a relation between ACI and CI under a binary graphical model with a linear conditional mean.
Theorem 2. Suppose $X = (X^1, X^2, \ldots, X^P)^\top \in \{a_0, a_1\}^P$, $p \geq 3$, follows a MRF with respect to $(V, E)$. For any node pair $(i, j)$ with $i \neq j$, if there exists an $(i, j)$-separator $R$ on $(V, E)$ such that $X^R$ has linear conditional mean with respect to $X^k$ for any $k \in C_i$, then $X^i \perp \!\!\!\!\perp X^j|X^{-ij}(i, j)$. The equivalence between CI and CI can be obtained.

Corollary 1. Suppose $X = (X^1, X^2, \ldots, X^P)^\top$, $p \geq 3$, follows a symmetric Ising model (6) with respect to $(V, E)$. For any node pair $(i, j)$ with $i \neq j$, if there exists an $(i, j)$-separator $R$ on $(V, E)$ with $|R| \leq 2$, then $X^i \perp \!\!\!\!\perp X^j|X^{-ij}(i, j)$. The equivalence between ACI and CI can be established if $R$ is chosen as the largest separator $V \setminus \{i, j\}$ under the linear conditional mean assumption for this separator.

Theorem 3. Suppose $X = (X^1, X^2, \ldots, X^P)^\top$, $p \geq 3$, follows a symmetric Ising model (6) with respect to $(V, E)$. For any node pair $(i, j)$ with $i \neq j$, if there exists an $(i, j)$-separator $R$ on $(V, E)$ with $|R| \leq 2$, then $X^i \perp \!\!\!\!\perp X^j|X^{-ij}(i, j)$. The linear conditional mean can be easily violated by Ising models. To have a closer look at the reason, let $N_i := \{k \in V \setminus \{i\} : (i, k) \in E\}$ be the neighborhood of node $i \in V$ on the given graph $(V, E)$. Then $N_i \setminus \{j\}$ and $N_j \setminus \{i\}$ are $(i, j)$-separators as well, which can have a much smaller size than $V \setminus \{i, j\}$.

Corollary 2. Suppose $X = (X^1, X^2, \ldots, X^P)^\top$, $p \geq 3$, follows a symmetric Ising model (6) with respect to $(V, E)$. For any node pair $(i, j)$ with $i \neq j$, if $N_i$ is the neighborhood of node $i \in V$ on $|N_i \setminus \{j\}| \leq 2$, then $X^i \perp \!\!\!\!\perp X^j|X^{-ij}(i, j)$. Note that all these results are pairwise statements with respect to a pair of nodes $(i, j)$ rather than graph-level statements. That is, for an interested $(i, j)$, as long as $|N_i \setminus \{j\}| \leq 2$ or $|N_j \setminus \{i\}| \leq 2$, the equivalence between CI and ACI will hold regardless of the other nodes. The pairwise statements are turned into graph-level statements if the node degree $|N_i| \leq 2$ for all $i \in V$, in which case the entire MRF will be the same as DASG. Such graphs may consist of some loops and threads. Figure 1 shows some special cases where such graph-level equivalence holds.

For example, consider the left most graph shown in Figure 1, where the set of nodes is $V = \{1, 2, 3, 4\}$ and the edge set is $E = \{(1, 2), (2, 3), (3, 4), (1, 4), (2, 4)\}$. If the joint distribution is the symmetric Ising distribution specified by the first formula in (7), then the DAPO has blockwise norms given by the second formula in (7). Thus, the graphs determined by ACI and CI are equivalent.

$$\beta = \frac{\log(2)}{2} \times \begin{pmatrix} 0 & 1 & 0 & 1 \\ 0 & 1 & 1 & 0 \\ 1 & 1 & 0 & 0 \end{pmatrix}.$$ 

The condition $|N_i \setminus \{j\}| \leq 2$ or $|R| \leq 2$ requires a rather sparse edge set. The equivalence will not be guaranteed if they are violated. A simple counter-example can be constructed when the graph has five nodes and is fully connected except for one edge, as shown in Figure 2.

In this case, the blockwise norm of $\Theta_{XX}$ is given by

$$\{\|\Theta_{XX}\|_{\text{HS}}\}_{i,j=1}^4 = \begin{pmatrix} 11 & 33 & 33 & 33 \\ 33 & 11 & 33 & 33 \\ 33 & 33 & 11 & 33 \\ 33 & 33 & 33 & 11 \end{pmatrix}.$$ 

The Hilbert-Schmidt norm of $\Theta_{XX}$ is $\|\Theta_{XX}\|_{\text{HS}} = 27\sqrt{15}$, which is strictly greater than 0. Unlike the conditional independence graph, the node variables here are all additive conditionally dependent on each other. For the conditional means,

$$\mathbb{E}[X^i|X^{[3,4,5]}] = \mathbb{E}[X^3|X^{[3,4,5]}]$$

$$= 1 - \frac{2}{1 + \exp\{\log(2)(X^3 + X^4 + X^5)\}},$$

neither of which is an element of $\Theta_{XX}^{[3,4,5]}$.

Next, for the augmented graph with node vector $Y = (X^1, X^2, X^3, X^4, X^5)^\top$, it is easy to see that the MRF is
Figure 2. The fully connected symmetric Ising model except for the edge \((1, 2)\). It has the unique \((1, 2)\)-separator \(R = N_1 \setminus \{2\} = N_2 \setminus \{1\} = \{3, 4, 5\}\). In this case, \(X_1 \perp \perp_A X_2 | X_3, X_4, X_5\) is not true. The DASG yields a fully connected graph.

the complete graph with the edge \((1, 2)\) removed. The blockwise norms of \(\Theta_{YY}\) is given by

\[
\left\|\Theta_{YY}\right\|_{HS}^2 = \begin{pmatrix} 27 & 0 & 15 & 15 & 3 & 28 \\ 6 & 15 & 14 & 12 & 20 & 21 \\ 0 & 7 & 15 & 19 & 21 & 26 \\ 27 & 28 & 15 & 18 & 21 & 28 \\ 28 & 15 & 26 & 25 & 21 & 28 \\ 28 & 28 & 28 & 28 & 28 & 28 \end{pmatrix}.
\]

Thus, the DASG agrees with the MRF again. The key difference between the original graph and the augmented graph lies in whether the linear conditional mean assumption (5) is satisfied. On the other hand, \(Y_{[3,4,5,6]} = (X_1, X_3, X_4, X_5)\) is actually a complete basis of odd function space of \(Y_{[3,4,5]} = (X_1, X_3, X_5)\), which is slightly larger than \(\mathcal{A}_{Y_{[3,4,5]}}\). The conditional expectation can then be expressed by

\[
\mathbb{E}[Y_1 | Y_{[3,4,5,6]}] = \frac{5}{18} (Y_3 + Y_4 + Y_5) - \frac{1}{18} Y_6.
\]

That is to say, \(Y_1\) has a linear conditional mean with respect to \(Y_{[3,4,5,6]}\).

Loh and Wainwright (2012) studied the relationship between CI and the inverse of a generalized covariance matrix by augmenting a graph with interaction terms. We exploit this idea to get a more complete picture of the relation between ACI and CI. Let \(D \subseteq V\) be a subset of nodes with \(|D| \geq 3\). Let

\[
\mathcal{F}_D(X) := \left\{ \prod_{i \in D} u^{n_i}(X_i) : n_i \in \{0, 1\} \text{ and } \sum_{i \in D} n_i > 1, \text{ and } \sum_{i \in D} n_i \equiv 1 \pmod{2} \right\},
\]

where \(u^{(0)}(x) = 1\) and \(u^{(1)}(x) = x\). Note that these terms are still binary. For example, if \(D = \{3, 4, 5, 6\}\), \(\mathcal{F}_D(X) = \{X_1 X_3 X_4 X_5, X_1 X_3 X_4 X_6, X_1 X_3 X_5 X_6, X_1 X_4 X_5, X_1 X_4 X_6, X_1 X_5 X_6\}\); if \(D = \{3, 4, 5, 6, 7\}\), the fifth order interaction \(X_1 X_3 X_4 X_5 X_6 X_7\) is also contained in \(\mathcal{F}_D(X)\).

Now, we may summarize the relation between ACI and CI in the next theorem.

**Theorem 4.** Suppose \(X = (X_1, X_2, \ldots, X_p)^T, p \geq 5\), follows a symmetric Ising model (6) with respect to \([V, E]\). For any pair of nodes \((i, j)\) with \(i \neq j\), let \(R\) be a nonempty \((i, j)\)-separator on \([V, E]\). Then \(X_i \perp \perp_A X_j | X_{(i,j)} \Rightarrow X_i \perp \perp_A X_j | X_{(i,j)} \cup \mathcal{F}_R(X)\). Furthermore, if \(R = N_i \setminus \{j\}\), \(X_i \perp \perp_A X_j | X_{(i,j)} \Rightarrow X_i \perp \perp_A X_j | X_{(i,j)} \cup \mathcal{F}_R(X)\).

This theorem provides some intuition of how much ACI and CI differ. Note that Theorem 4 focuses on a specific pair of nodes \((i, j)\) and the construction of \(\mathcal{F}_R(X)\) depends on \((i, j)\). To obtain the graph-level equivalence, we should augment the graph with nodes of interactions based on each pair \((i, j)\).

**Corollary 3.** Suppose \(X = (X_1, X_2, \ldots, X_p)^T, p \geq 5\), follows a symmetric Ising model (6) with respect to \([V, E]\). Let \(\mathcal{G}(X)\) be a vector function of \(X\) such that for any pair of nodes \((i, j)\) with \(i \neq j\), there exists a nonempty \((i, j)\)-separator \(R_{ij}\) on \([V, E]\) satisfying \(\mathcal{F}_{R_{ij}}(X) \subseteq \mathcal{G}(X)\). Then for any \(1 \leq i, j \leq p\) with \(i \neq j\), \(X_i \perp \perp_A X_j | X_{(i,j)} \Rightarrow X_i \perp \perp_A X_j | X_{(i,j)} \cup \mathcal{G}(X)\). Furthermore, if \(\mathcal{F}_{N_i \setminus \{j\}}(X) \subseteq \mathcal{G}(X), X_i \perp \perp_A X_j | X_{(i,j)} \Rightarrow X_i \perp \perp_A X_j | X_{(i,j)} \cup \mathcal{G}(X)\).

All the discussions so far are about pairwise Markov property. As shown in Li, Chun, and Zhao (2014), the pairwise Markov property in terms of ACI is equivalent to the global Markov property in terms of CI. On the other hand, it is well known that if the pmf of \(X\) is positive for all values of \(X\), then pairwise Markov property is equivalent to global Markov property (Lauritzen 1996). Hence, under the pairwise equivalence between CI and ACI, the graph derived from ACI satisfies the global Markov property in terms of CI. We summarize this fact as the following corollary.

**Corollary 4.** Suppose

1. the pmf of \(X = (X_1, X_2, \ldots, X_p)^T\) is positive for all values of \(X\);
2. CI and ACI are equivalent for all distinct pairs, that is, \(X_i \perp \perp_A X_j | X_{(i,j)} \Rightarrow X_i \perp \perp_A X_j | X_{(i,j)} \) for all \(i \neq j\);
3. the edge set \(E\) is determined by pairwise ACI, that is, \((i, j) \notin E \Rightarrow X_i \perp \perp_A X_j | X_{(i,j)} \) for all \(i \neq j\).

Then \(X\) satisfies the global Markov property in terms of CI with respect to \([V, E]\); that is, for any subsets \(A, B, C\) of \(V\) such that \(C\) separates \(A\) and \(B\), we have \(X_A \perp \perp X_B | X_C\).

### 4. Penalized Estimation

Given that \(X\) follows a DASG with respect to \(\mathcal{G} = (V, E)\), we need to estimate the edge set \(E\) from a sample of \(X\). Since the relationship defined in Definition 2 is difficult to check directly, we look for a DAPO-based estimator. We derive the matrix form of this operator in Section 4.1 and introduce a group penalized D-trace estimator in Section 4.2.

#### 4.1. Coordinate Representation

The discussion so far is in operator form. In this section, we represent the operators as matrices using coordinate representation. Two versions of such coordinate representations are derived, which are more direct than those given in Li, Chun, and Zhao (2014) thanks to the simplicity offered by the discrete \(X\). We first give the matrix representations at the population level, which lead naturally to a sample estimate.
For each node variable $X^i$, consider its function space $\mathcal{A}_{X^i} = L^2(P_{X^i})$, the centered $L^2$ class. That is, for any $\phi \in \mathcal{A}_{X^i}$, $\mathbb{E}\phi(X^i) = 0$ and $\mathbb{E}\phi(X^i)^2 < \infty$. A natural way to represent such a function is by simply listing its values on the support, that is, $(\phi(0), \ldots, \phi(m))^\top$. Thus, $\mathcal{A}_{X^i}$ has a finite dimension $\dim(\mathcal{A}_{X^i}) \leq m + 1$. Since the node variable $X^i$ takes its values in a finite set, $\phi(X^i)$ is a bounded random variable, whose second moment always exists. Therefore, the only restriction on $\phi$ is that its mean is zero and this renders the dimension of $\mathcal{A}_{X^i}$ as $m$. We select an orthonormal basis $\{u_i^a(\cdot), \ldots, u_i^{(m)}(\cdot)\}$ of $\mathcal{A}_{X^i}$; $(u_i^a(\cdot), u_i^b(\cdot))_{\mathcal{A}_{X^i}} = 0$, for any $a, b = 1, \ldots, m$ and $a \neq b$. Let $U_i(\cdot) = (u_i^1(\cdot), \ldots, u_i^{(m)}(\cdot))^\top$. Then any function $\phi$ in $\mathcal{A}_{X^i}$ can be represented by a vector $c_\phi \in \mathbb{R}^m$ as $\phi(\cdot) = U_i(\cdot)^\top c_\phi$. With such a representation of functions, the $L^2(P_{X^i})$-inner product is just Euclidean inner product $(\phi, \psi)_{\mathcal{A}_{X^i}} = c_\phi^\top c_\psi$. The function basis $U_i(\cdot), i \in V$, will give rise to the orthonormal representation of the DASG operator.

**Definition 8 (Orthonormal Representation).** 1. With $U_i(\cdot), i \in V$ defined above, the matrix $[\Sigma_{XX}]_0 := \text{cov}[U_i(X^i), U_j(X^j)] \in \mathbb{R}^{m \times m}$ is called an orthonormal representation of $\Sigma_{XX}$.

2. The matrix $[\Sigma_{XX}]_0 := \{[\Sigma_{XX}]_0\}_{i,j=1}^{mp \times mp}$ is called an orthonormal representation of the DAVO.

3. The matrix $[\Theta_{XX}]_0 := \{[\Theta_{XX}]_0\}_{i,j=1}^{mp \times mp}$ is called an orthonormal representation of the DAVO. Let $[\Theta_{XX}]_0 \in \mathbb{R}^{m \times m}$ denote the $(i,j)$th block of $[\Theta_{XX}]_0$.

The orthonormal representation is a natural way to represent the operators. Note that "orthonormal" refers to the function basis. Such a representation is not unique since it depends on the choice of $U_i(\cdot)$. If we are only interested in the signal (zero or nonzero) of a block in the operators, there is a more convenient representation, as defined below.

**Definition 9 (Vertex Representation).** 1. Let $V(\cdot) = (I_{i(1)}(\cdot), \ldots, I_{i(m)}(\cdot))^\top$ be a vector-valued function on $\{0,1,\ldots,m\}$, whose $\ell$th coordinate $I_{i(\ell)}(\cdot)$ is the indicator function on $\{0,1,\ldots,m\}$. We call the matrix $[\Sigma_{XX}]_v := \text{cov}[V(X^i), V(X^j)] \in \mathbb{R}^{m \times m}$ as the vertex representation of $\Sigma_{XX}$.

2. The matrix $[\Sigma_{XX}]_v := \{[\Sigma_{XX}]_v\}_{i,j=1}^{mp \times mp}$ is called the vertex representation of the DAVO.

3. The matrix $[\Theta_{XX}]_v := \{[\Theta_{XX}]_v\}_{i,j=1}^{mp \times mp}$ is called the vertex representation of the DAVO. Let $[\Theta_{XX}]_v \in \mathbb{R}^{m \times m}$ denote the $(i,j)$th block of $[\Theta_{XX}]_v$.

The word "vertex" in the name comes from the fact that $V$ maps $\{0,1,\ldots,m\}$ into $\{0,1\}^m$, which is the set of all vertices of the standard $m$-dimensional cube. Replacing $U_i(\cdot)$s with indicator function vector $V(\cdot)$ is computationally efficient. One may notice that $V(\cdot)$ itself is not a mean zero function basis. But it still works since the constant functions vanish in the cross-covariance operator. The actual input function vector for node $i$ is $V(\cdot) - \mathbb{E}V(X^i)$. Even though the constant functions are excluded when defining the operators, they can still be borrowed back for computational purposes.

**Theorem 5.** The operators $\Sigma_{X^iX^j}$ and $\Theta_{X^iX^j}$ and their coordinate representations satisfy:

1. $\Sigma_{X^iX^j} = 0 \leftrightarrow [\Sigma_{X^iX^j}]_0 = 0 \leftrightarrow [\Sigma_{X^iX^j}]_v = 0$.

2. $\Theta_{X^iX^j} = 0 \leftrightarrow [\Theta_{X^iX^j}]_0 = 0 \leftrightarrow [\Theta_{X^iX^j}]_v = 0$.

Within each statement, the first 0 is the zero operator that maps any function in $\mathcal{A}_{X^i}$ to the zero function in $\mathcal{A}_{X^j}$. The second and the third 0s are $m \times m$ zero matrices. We give two examples of coordinate representations and their roles in constructing the DASG.

**Example 1.** Suppose that $X = (X_1^1, X_2^2, X_3^3)^\top \in \{0,1\}^3$ is a random vector with pmf $f(x) = 3x^2/12$. The orthonormal and vertex representations of the DAVO and the DAPO are shown below:

$[\Sigma_{XX}]_0 = \begin{pmatrix} 1 & \frac{1}{4} & 0 \\ \frac{1}{4} & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}$

$[\Theta_{XX}]_0 = \begin{pmatrix} 1 & \frac{1}{15} & -\frac{4}{15} & 0 \\ \frac{15}{15} & 1 & 0 & 0 \\ -4/15 & 0 & 0 & 1 \\ 0 & 0 & 1/4 \end{pmatrix}$

$[\Sigma_{XX}]_v = \begin{pmatrix} \frac{24}{5} & -6 & 0 \\ -6 & \frac{24}{5} & 0 \\ 0 & 0 & 4 \end{pmatrix}$

$[\Theta_{XX}]_v = \begin{pmatrix} 8.2 & -16.1 & 23.4 \\ -10.5 & 0 \end{pmatrix}$

The matrix $[\Sigma_{XX}]_0$ has 1’s as its diagonal entries since the orthonormal basis $u_i$ actually normalizes the node variable. As a result, for a binary DASG, the edge set is determined by $[\Theta_{XX}]_0 = (\text{corr}(X))^\top$, the inverse of the correlation matrix. In comparison, it is easy to verify that the vertex representation $[\Sigma_{XX}]_v$ is the covariance matrix $\operatorname{var}(X)$ and $[\Theta_{XX}]_v = (\text{var}(X))^{-1}$. Clearly, both representations lead to the same graph.

**Example 2.** Suppose that $X = (X_1^1, X_2^2, X_3^3)^\top \in \{0,1,2\}^3$ is a random vector with pmf $f(x) = 2^x(x^2+x^3)/499$. Take $V(\cdot) = (I_{1(1)}(\cdot), I_{2(2)}(\cdot))^\top$. For instance, the vertex representation of the cross-covariance operator $\Sigma_{X^1X^2}$ is $[\Sigma_{X^1X^2}]_v = \text{cov}[V(X^1), V(X^2)] = 10^{-3} \times \begin{pmatrix} 8.2 & -16.1 & 23.4 \\ -10.5 & 0 \end{pmatrix}$.

The vertex representation of the DAPO is $[\Theta_{XX}]_v = \begin{pmatrix} \Sigma_{X^1X^1} & [\Sigma_{X^1X^2}]_v & [\Sigma_{X^1X^3}]_v \\ [\Sigma_{X^2X^1}]_v & \Sigma_{X^2X^2} & [\Sigma_{X^2X^3}]_v \\ [\Sigma_{X^3X^1}]_v & [\Sigma_{X^3X^2}]_v & \Sigma_{X^3X^3} \end{pmatrix}^{-1}$
Note that the entire (2, 3)th block of $[\Theta_{XX}]_v$ is zero, which means additive conditional independence holds between $X^2$ and $X^3$ given $X^1$.

We have assumed each node $X^i$ has the same support $\{0, \ldots , m\}$ for simplicity. But this is not necessary for constructing the DASG. Suppose for $X = (X^1, X^2, \ldots , X^p)\top$, the node variable $X^i$ has the support $\{0, 1, \ldots , m\}$ for $i \in V$. Let $V_i(\cdot ) = (\mathbb{1}_{[1]}(\cdot ), \ldots , \mathbb{1}_{[m]}(\cdot ))\top$. The vertex representation of the DAVO is $\{\Sigma_{XX}\}_v := \{[\Sigma_{X_iX_j}]_v\}_{i,j=1}^p$ with its $(i,j)$th block being $[\Sigma_{X_iX_j}]_v := \text{cov}(V_i(X^i), V_j(X^j)) \in \mathbb{R}^{m \times m}$. Hence, the off-diagonal sub-blocks may not be square matrices, as in the case of a common support $\{0, 1, \ldots , m\}$. $\Sigma_{X_iX_j}$, its Frobenius norm $\|\|\Sigma_{X_iX_j}\|_F$ coincides with the Hilbert-Schmidt norm $\|\|\Sigma_{X_iX_j}\|_{HS}$.

### 4.2. Group Penalized D-Trace Estimator

Suppose $X$ follows a DASG with respect to the graph $G = \{V, E\}$. We now develop an estimator of $E$ based on an iid sample of $X$ of size $n$. In Li, Chun, and Zhao (2014) and Lee, Li, and Zhao (2016), $E$ is estimated by thresholding the small entries of the estimated APO. Here, we propose a penalized sparse procedure to estimate it.

In the Gaussian (copula) graphical model setting, a well-known method for estimating a positive definite sparse precision matrix is via the penalized Gaussian likelihood estimator or its rank-based alternative (Yuan and Lin 2007; Friedman, Hastie, and Tibshirani 2008; Fan, Feng, and Wu 2009; Xue and Zou 2012). This is so because, from the estimation point of view, where estimating the edge set $E$ reduces to a sparse estimation of $[\Theta_{XX}]_v$, with its vanishing blocks determining the absence of edges. Instead of the negative Gaussian log-likelihood, we choose the loss function as the difference between two traces of operators (D-trace), $L_D(\Theta, \Sigma) = \frac{1}{2}\text{tr}(\Theta^2, \Sigma) - \text{tr}(\Theta)$, proposed by Zhang and Zou (2014), where $\langle \cdot, \cdot \rangle$ is the Frobenius inner product. This loss function is a smooth and convex function of $\Theta$ with a unique minimizer $\Sigma^{-1}$. The convexity ensures computational efficiency.

We first need an estimate of the coordinate representation of the DAVO. Since $\{\Sigma_{XX}\}_v$ is the covariance matrix of $(V(X^1), \ldots , V(X^p))\top$, its sample version is a natural choice. Let $\{\hat{\Sigma}_{XX}\}_v := \{[\hat{\Sigma}_{X_iX_j}]_v\}_{i,j=1}^p$, whose $(i,j)$th block is $[\hat{\Sigma}_{X_iX_j}]_v := \text{cov}_n(V(X^i), V(X^j))$, the sample covariance between $V(X^i)$ and $V(X^j)$, with $[\hat{\Sigma}_{XX}]_v$ thus constructed, we propose to estimate the DAVO by

$$\hat{\Theta}_{XX} := \text{arg min}_{\Theta = \Theta^\top} \left\{ L_D(\Theta, [\hat{\Sigma}_{XX}]_v) + \lambda_n P(\Theta) \right\},$$

where $\lambda_n > 0$ is the regularization parameter, and $P(\Theta)$ is a penalty function, which is chosen to be $\sum_{1 \leq i,j,p,i \neq j} \|\|\Theta_{ijp}\|_F$ with $[i,j]$ representing the index set corresponding to the $(i,j)$th block of a $p \times p$ block matrix. That is, $[i,j] = \{(a, b) \in \mathbb{N} \times \mathbb{N} : (a-1)m < a \leq im, (j-1)m < b \leq jm\}$, where $\mathbb{N} = \{1, 2, \ldots\}$ stands for the set of natural numbers. With the norm in the penalty being chosen as the Frobenius norm, $P(\Theta)$ is actually a group-Lasso penalty (Yuan and Lin 2006). By the definition of the orthonormal representation

$$\Theta_{XX} = D_A\Sigma_A D_A^\top,$$

where $\Sigma_A$ is the eigenvalue decomposition with ordered eigenvalues $\sigma_1 \geq \cdots \geq \sigma_{mp}$, then $H(A, B)$ can be written down explicitly as

$$H(A, B) := D_A\{D_A^\top B D_A\} \circ C D_A^\top,$$

where $\circ$ denotes the Hadamard product and $C$ is the matrix $\{\frac{1}{\sigma_i + \sigma_j}\}_{i,j=1}^{mp}$. For (10), we have the stepwise solution

$$\Theta_0^{(t+1)} = \text{arg min}_{\Theta \in \Theta^\top} \left\{ \frac{1}{2} \Theta^2, A_F - \langle \Theta, B \rangle_F \right\}.$$
where $S(A, \lambda)$ is the function

$$S(A, \lambda) := \arg \min_{\Theta_0} \left\{ \frac{1}{2} \langle \Theta_0, I_{mp} \rangle_F - \langle \Theta_0, A \rangle_F + \lambda P(\Theta_0) \right\}.$$ 

Given a symmetric matrix $A$, the $(i,j)$th block of $S(A, \lambda)$ can be obtained by soft-thresholding:

$$S(A, \lambda)_{ij} = \begin{cases} A_{ij} & \text{if } i = j, \\ (1 - \frac{\lambda}{\|A_{ij}\|_F}) A_{ij} & \text{if } i \neq j, \|A_{ij}\|_F > \lambda, \\ 0 & \text{if } i \neq j, \|A_{ij}\|_F \leq \lambda. \end{cases}$$

We summarize the procedure developed above as the following algorithm. For any matrix $M$ in $\mathbb{R}^{mp \times mp}$, let $\text{diag}(M)$ denote its diagonal matrix, that is, $\text{diag}(M) = M \circ I_{mp}$.

**Algorithm 1** D-trace group-Lasso

Input: Sample DAVO $\hat{\Sigma}_{XX}^V$, block size $m$ and regularization parameter $\lambda_0$.

Initialize: Set $t = 0$, $\theta^{(0)} = \Theta_0^{(0)} = [\text{diag}(\hat{\Sigma}_{XX}^V)]^{-1}$ and $\Lambda^{(0)} = 0$.

while not converge do

$$\theta^{(t+1)} = H(\hat{\Sigma}_{XX}^V + \eta I_{mp}, I_{mp} + \eta \Theta_0^{(t)} - \Lambda^{(t)}).$$

$$\Theta^{(t+1)} = S(\theta^{(t+1)} + \Lambda^{(t)} / \eta, \lambda_0 / \eta).$$

$$\Lambda^{(t+1)} = \Lambda^{(t)} + \eta(\theta^{(t+1)} - \Theta_0^{(t)}).$$

$t = t + 1$.

end while

Return: $\Theta^{(t)}$.

The above algorithm can be easily extended to the case where the node variables $X^1, \ldots, X^p$ have different (but finite) supports $\{0, 1, \ldots, m_i\}, i \in V$, by allowing the blocks of $[\Theta_{XX}]_0$ to be nonsquared matrices of different sizes. We can allow the penalty in (8) to be adaptive to different block sizes, similar to the group Lasso (Yuan and Lin 2006) in linear regression. That is,

$$P(\Theta) = \sum_{i \neq j} w_{ij} \|\Theta_{ij}\|_F,$$

where $w_{ij}$ accounts for the varying block sizes, such as $w_{ij} = \sqrt{m_im_j}$.

**5. Asymptotic Properties**

In this section we derive the convergence rate of the penalized D-trace estimator (8). In the ultrahigh-dimensional setting, where $\log(p)$ is comparable to the sample size $n$, we will show that under an irrepresentable condition, the proposed estimator $[\hat{\Theta}_{XX}]_0$ is consistent. It then follows by the consistency of $\hat{\Sigma} = \{(i,j) \in V \times V : [\Theta_{XX}]_0 \neq 0\}$, the estimated edge set based on the estimated DAVO.

We first study the behavior of the sample-level coordinate representation of the DAVO. Since we use $[\hat{\Sigma}_{XX}]_0$ to estimate $[\Sigma_{XX}]_0$, the consistency requires a bound on the difference $[\hat{\Sigma}_{XX}]_0 - [\Sigma_{XX}]_0$ in the entrywise $\ell_\infty$-norm. For a matrix $M$, $\|M\|_\infty = \max_{ij} |M_{ij}|$.

**Lemma 1.** For any constant $\tau > 2$, with probability at least $1 - 1/p^{\tau-2}$, we have

$$\|\hat{\Sigma}_{XX}^V - [\Sigma_{XX}]_0\|_\infty \leq \frac{3}{\sqrt{2}} \left( \frac{\log(6n^2) + \tau \log(p)}{n} \right) .$$

As with the classical Lasso, we need a type of irrepresentable condition for it to be consistent. For this purpose, we introduce some additional notations. Let $\mathcal{S}$ be the true blockwise support of $[\Theta_{XX}]_0$, that is $\mathcal{S} := \{(i,j) \in V \times V : [\Theta_{XX}]_0 \neq 0\}$. It is easy to see that $\mathcal{S} = \mathcal{E} \cup \{(i,j) : i \in V\}$, which is the union of the edge set and the diagonal elements. Let $[i,j]$ be the index set defined in the previous section. Furthermore, for any subset $A$ of $V \times V$, let $[A] := \bigcup_{(i,j) \in A} [i,j]$ be the index set of the union of the blocks corresponding to the members of $A$. Denoting the Kronecker product by $\otimes$, an important quantity involved in the irrepresentable condition is

$$\Gamma := \frac{1}{2}([\Sigma_{XX}]_0 \otimes I_{mp} + I_{mp} \otimes [\Sigma_{XX}]_0).$$

For any two subsets $B_1$ and $B_2$ of $\{1, \ldots, mp\} \times \{1, \ldots, mp\}$, let $\Gamma_{B_1, B_2}$ denote the submatrix of $\Gamma$ with rows and columns indexed by $B_1$ and $B_2$, that is $\Gamma_{B_1, B_2} = \frac{1}{2} ([\Sigma_{XX}]_0)_{\delta B_1 \delta B_2} + ([\Sigma_{XX}]_0)_{\delta B_1 \delta \bar{B}_2} + ([\Sigma_{XX}]_0)_{\delta \bar{B}_1 \delta B_2}$, where $\delta$ is the Kronecker delta function. The next assumption adapts the irrepresentable condition (Ravikumar et al. 2011; Zhang and Zou 2014) to our blockwise setting. Note that, for any subset $A \subseteq V \times V$, $|[A]| = |A|m^2$.

**Assumption 2.** Let $\Upsilon := [\mathcal{S}]_0 \{[\mathcal{S}]_0 \}^{-1} \in \mathbb{R}^{[\mathcal{S}]_0 \times [\mathcal{S}]_0 \times [\mathcal{S}]_0 \times [\mathcal{S}]_0}$. Assume the following irrepresentable condition for the D-trace group-Lasso estimator (8):

$$\max_{e \in [\mathcal{S}]_0} \sum_{f \in [\mathcal{S}]_0} \left( \left\| \Upsilon_{f,e} \right\|_2 \right)^2 < 1,$$

where $\Upsilon_{f,e}$ is the $m^2$-dimensional vector $[\Upsilon_{f,g} : g \in [e]]$ and $\left\| \Upsilon_{f,e} \right\|_2$ is its Euclidean norm. In the binary case with $m = 1$, (12) reduces to $\max_{e \in [\mathcal{S}]_0} \sum_{f \in [\mathcal{S}]_0} \left\| \Upsilon_{f,e} \right\|_2 < 1$.

Let $\gamma := 1 - \max_{e \in [\mathcal{S}]_0} \sqrt{\sum_{f \in [\mathcal{S}]_0} \left( \left\| \Upsilon_{f,e} \right\|_2 \right)^2}$, then an equivalent way to express the irrepresentable condition is that $\gamma > 0$. Assume the edge set $\mathcal{E}$ is sparse in the sense that the maximum degree is bounded from $p$, where the maximum degree is defined by $d := \max_{e \in \mathcal{E}} |N_e| = \max_{e \in \mathcal{E}} |\{k \in V \setminus \{i,j\} : (i,k) \in \mathcal{E}\}|$, which corresponds to its maximum number of nonzero blocks in any row of $[\Theta_{XX}]_0$. For a matrix $M$, the norm $\|M\|_{1,\infty}$ means $\max_{i,j} |M_{ij}|$. Let $\kappa_p := \|([\mathcal{S}]_0)^{-1}\|_{1,\infty}$ and $\kappa_p := \|\Sigma_{XX}\|_{1,\infty}$. The three quantities, $d$, $\kappa_p$, and $\kappa_p$, control the degree of the sparsity of the graph. Let $\delta := \min_{(i,j) \in \mathcal{E}} \|\Theta_{XX}\|_{1,\infty}$ be the minimum Frobenius norm of the nonzero off-diagonal blocks of $[\Theta_{XX}]_0$.

We now establish the convergence rate under the assumption that the $n$ observations of $X$ are independently and identically sampled from a certain DASG.
Theorem 6. Suppose κΓ and κΣ are bounded and the irrepre-
sentable condition (12) holds. There exists C > 0 such that for any con-
tant τ > 2, if
\[
\begin{align*}
  n &> \max \left( m^{-2}, \gamma^{-2}(\kappa_\Sigma \kappa_\Gamma + 1)^2 \right) \cdot \frac{81}{2} \kappa_\Sigma^2 m^4 d^2 \log(6m^2) + \tau \log(p), \\
  \lambda_n &= \frac{2}{\sqrt{\gamma}} \gamma^{-1} (\kappa_\Sigma \kappa_\Gamma + \kappa_\Sigma \kappa_\Gamma) m^2 dn^{-\frac{1}{2}} \log(6m^2) + \tau \log(p),
\end{align*}
\]
then with probability at least 1 − 1/pτ−2, the solution [\(\widehat{\Theta}_{\text{XX}}\)] is unique and satisfies:
\[
\|\widehat{\Theta}_{\text{XX}} - [\Theta_{\text{XX}}]\|_\infty \leq C m^\frac{5}{2} d \left( \frac{\log(6m^2) + \tau \log(p)}{n} \right).
\]
In addition, \(\widehat{\Theta} \subseteq \varepsilon\). Moreover, if
\[
n > \tau^{-2} C^2 m^7 d^2 \log(6m^2) + \tau \log(p),
\]
then \(\widehat{\Theta} = \varepsilon\).

The error bound of the binary DASG can be obtained as a special case. Assume the node vector \(X\) is a member of \([a_0, a_1]^p\), where \(a_0\) and \(a_1\) are the two labels. The vertex representation of its DAPO is a scaled version of the inverse covariance matrix of \(X\). For a matrix \(M\), let \(\|M\|_{\text{op}}\) be its operator norm.

Corollary 5. The binary random vector \(X\) follows the DASG with respect to \(G = (V, E)\). Suppose κΓ and κΣ are bounded and the irrepre-
tentable condition (12) holds. There exists C > 0 such that for any constant τ > 2, if
\[
\begin{align*}
  n &> \max \left( m^{-2}, \gamma^{-2}(\kappa_\Sigma \kappa_\Gamma + 1)^2 \right) \cdot \frac{81}{2} \kappa_\Sigma \kappa_\Gamma m^4 d^2 \log(6) + \tau \log(p), \\
  \lambda_n &= \frac{2}{\sqrt{\gamma}} \gamma^{-1} (\kappa_\Sigma \kappa_\Gamma + \kappa_\Sigma \kappa_\Gamma) m^2 dn^{-\frac{1}{2}} \log(6) + \tau \log(p),
\end{align*}
\]
then with probability at least 1 − 1/pτ−2, the solution [\(\widehat{\Theta}_{\text{XX}}\)] is unique and satisfies:
1. \(\|\widehat{\Theta}_{\text{XX}} - [\Theta_{\text{XX}}]\|_\infty \leq C d \left( \frac{\log(p)}{n} \right)^{\frac{1}{2}}\),
2. \(\|\widehat{\Theta}_{\text{XX}} - [\Theta_{\text{XX}}]\|_{1, \infty} \leq C d \left( \frac{\log(p)}{n} \right)^{\frac{1}{2}}\),
3. \(\|\widehat{\Theta}_{\text{XX}} - [\Theta_{\text{XX}}]\|_{\text{op}} \leq C \min \left( |S|^{-\frac{1}{2}}, d \right) d \left( \frac{\log(p)}{n} \right)^{\frac{1}{2}}\).

This corollary shows that the convergence rate of our proposed estimator is the same as D-trace lasso estimator for Gaussian graphical model (Zhang and Zou 2014). It is also close to the graphical Lasso (Ravikumar et al. 2011) up to the maximum node degree \(d\). This is significant as our method is model-free, whereas the graphical Lasso is a parametric method. Finally, Li, Chun, and Zhao (2014) and Li and Solea (2018) developed consistency and convergence rates for the APO-based thresholding estimators only for fixed \(p\). In comparison, as shown in Theorem 6 and Corollary 5, our penalized method allows us to develop its consistency and convergence rate in the ultra-high dimensional setting. The improved rate also lies in the fact that there is no need to deal with nonparametric smoothing in the discrete setting.

6. Simulation Study
In this section we compare our new D-trace group-DASG estimator (DLasso) with the APO-based estimator (APO; Li, Chun, and Zhao 2014; Lee, Li, and Zhao 2016) and graphical Lasso (GLasso; Friedman, Hastie, and Tibshirani 2008) for binary data. Since binary data does not follow the Gaussian model, the parametric assumption of GLasso is not satisfied. Nonetheless, its algorithm can be adapted to the blockwise setting to produce a DASG estimator. That is, the GLasso estimator in this section is
\[
[\Theta_{\text{XX}}]_{ij}^{(\text{GLasso})} := \arg\min_{\Theta = \Theta^T} \left\{ \langle \Theta, [\Sigma_{\text{XX}}]_{ij} \rangle_F - \log \det(\Theta) + \lambda_n \sum_{i\neq j} \|\Theta_{[i,j]}\|_F \right\}.
\]
We also provide examples where the DASG and the MRF are equivalent, in which case the sparse Ising model (SPising; Xue, Zou, and Cai 2012) is also included for comparison.

For any given edge set \(E\), we construct a random vector \(X\) following a DASG with respect to \(E\) using the following procedure:
1. Choose a positive definite \(A = [A_{ij}]_{p \times p} \) such that \((i,j) \notin E \Rightarrow A_{ij} = 0\) and let \(B = A^{-1}\).
2. Let \(\Sigma = C_B^{-\frac{1}{2}} B C_B^{-\frac{1}{2}}\), where \(C_B = \text{diag}(B)\) is a diagonal matrix.
3. Transform \(\Sigma\) to \(\Sigma' \in \mathbb{R}^{p \times p}\) by \(\Sigma'_{ij} = \sin\left( \frac{\pi}{2} \Sigma_{ij} \right)\). Suppose \(\Sigma'\) is also positive definite.
4. Generate a Gaussian random vector \(W = [W_1, \ldots, W_p]^T \sim N(0, \Sigma')\).
5. Obtain the binary node vector \(X = \text{sign}(W) = (\text{sign}(W_1), \ldots, \text{sign}(W_p))^T\).

By construction, the DAPO for \(X\) has the orthonormal representation as \([\Theta_{XX}]_{0} = C_B^{-\frac{1}{2}} A C_B^{-\frac{1}{2}}\), which agrees with \(E\). The matrix \(A\) in the first step is called a pattern matrix.

We consider the following models:
- Model 1: Ising model with parameter \(\beta_{ij} = 0.3 \cdot 1_{|i-j|=1} + 0.3 \cdot 1_{|i-j|=p-1}\).
- Model 2: Ising model with parameter \(\beta_{i,i+1} = 0.3\) for any \(i \notin D; \beta_{ij} = 0.2\) for \(j \in D \setminus \{1\}\) or \((j-1) \in D\); and \(\beta_{ij} = 0\) otherwise, where \(D = \{1, p/50, 2p/50, \ldots, 49p/50, p\}\), with \(p\) chosen to be 50 for some integer \(q \geq 2\).
- Model 3: binary DASG generated by the above procedure with the pattern matrix \(A\), where \(A_{ij} = 1_{|i-j|=1} + 0.25 \cdot 1_{|i-j|=p-1}\).  \(\beta_{i,i+1} = 0.3\) for any \(i \notin D; \beta_{ij} = 0.2\) for \(j \in D \setminus \{1\}\) or \((j-1) \in D\); and \(\beta_{ij} = 0\) otherwise, where \(D = \{1, p/50, 2p/50, \ldots, 49p/50, p\}\), with \(p\) chosen to be 50 for some integer \(q \geq 2\).
- Model 4: binary DASG generated by the above procedure with the pattern matrix \(A\), where \(A_{ij} = 1_{|i-j|=1} + 0.24 \cdot 0.75^{(i-j)-1} \cdot 1_{1 \leq |i-j| \leq 3}\).

We choose \(n = 300\) and \(p = 200, 400\), and repeat the experiment 100 times for each \((n, p)\). The DLasso and the GLasso are tuned by the 5-fold cross-validation and the APO is tuned by generalized cross-validation.

We use three criteria to compare the prediction performance: the true positive rate (TPR), the true negative rate (TNR), and
the $F_1$ score, as defined below:

$$TPR = \frac{\hat{E} \cap E}{|E|}, \quad TNR = \frac{\hat{E} \cap E^c}{|E^c|}, \quad F_1 = \frac{2|\hat{E} \cap E|}{|\hat{E}| + |E|}.$$

TPR is the proportion of correctly estimated nonzeros; TNR is the proportion of correctly estimated zeros; $F_1$ score is the harmonic mean of $\frac{|\hat{E} \cap E|}{|E|}$ and $\frac{|\hat{E} \cap E^c|}{|E^c|}$.

The simulation results are shown in Table 1 ($p = 200$) and Table 2 ($p = 400$). We see that DLasso has good accuracy. For Model 1, DLasso, as a model-free estimator, yields comparable results to the parametric Splsing with close TPR and TNR. For Model 2, the DASG estimators give higher TPR than Splsing, and DLasso maintains high TNR as well. For Models 3 and 4, DLasso achieves the highest TNR and $F_1$ score, and an acceptably high TPR. APO, the norm thresholding estimator, tends to give the highest TPR at the cost of the lowest TNR. GLasso behaves similarly to DLasso, but its TNR is uniformly lower than DLasso. By taking advantage of the sparsity of the graph, DLasso uncovers significantly more true negatives (true absent edges) than GLasso. On the other hand, DLasso gives much smaller standard errors in TPR and TNR than those of GLasso, reflecting its robustness due to the D-trace loss function.

Table 3 compares the estimation errors in matrix norms by the DLasso and the GLasso. The DLasso has smaller errors with respect to the $\ell_{1,\infty}$-norm and the operator norm. The two estimators behave similarly with respect to the $\ell_{\infty}$-norm.

We also computed the receiver operating characteristic (ROC) curves of the estimators, which are presented in Figure 3. In each panel the horizontal axis shows the false positive rate (1-specificity) and the vertical axis the true positive rate (sensitivity). For Models 3 and 4, we studied four different $(n, p)$ settings, where $n = 300$ is fixed and $p = 200, 400, 600, 800$. Each curve in Figure 3 is the average of ROC curves across 10 simulation runs. We see that, in all cases, the areas under the curve (AUC) for the DLasso are substantially larger than both GLasso and APO.

7. Application to HIV Antiretroviral Therapy Data

High throughput technology in biomedicine produces enormous data, offering an integrated view of life for scientists and clinicians. Processing and interpreting these data are on the frontiers of statistical methodological research. By presenting pairwise connections between variables intuitively, graphical models have been widely applied in disease diagnosis, drug discovery, and prediction of regulatory networks. In this section, the DASG is used to detect the association between mutations in a dataset of HIV-1 protease sequences. It could provide evidence for drug discovery in the future.

We apply our method to an HIV antiretroviral therapy (ART) susceptibility dataset, which is a binary dataset, as described in Rhee et al. (2006). The dataset includes virus mutation information at 99 protease residues for $n = 702$ isolates from the plasma of HIV-1-infected patients. A mutation for a certain protease residue is denoted by $+1$, and no mutation is denoted by $-1$. Our analysis only includes $p = 62$ of the 99 residues that contain at least five mutations.

The CI graphical structure of this dataset was studied by Xue, Zou, and Cai (2012) using the Ising model-based method. However, it is questionable whether the data follows an Ising model. Recent work by Yang et al. (2018) provided a goodness-of-fit test for the Ising model assumption via the Kernelized Discrete Stein Discrepancy (KDS). We perform the KDS test for two null hypotheses, the Ising model (2) and the symmetric Ising model (6). Since the KDS-test is a bootstrap-based test, we repeat it 100 times. For the Ising model (2) hypothesis, we obtain an average $p$-value of 0.0281 and the maximum $p$-value of 0.044; for the symmetric Ising model (6) hypothesis, this average $p$-value is 0.0034 and the maximum $p$-value is 0.008.
Figure 3. The comparison of ROC curves with respect to Model 3 and Model 4.
for the two sets of p-values for the two hypotheses are presented in Figure 4. Both the Ising model hypothesis and the symmetric Ising model hypothesis are rejected with a significance level 0.05. Especially, for the symmetric Ising model, the p-value is less than 0.01. This can be partly explained by the mean values of the data, as zero expectation is a basic property satisfied by the symmetric Ising model (6). In fact, except for residues 10, 63, and 71, the mutation frequency at all the other residues are lower than 0.38, leading to mostly negative column mean values. For that reason, a symmetric Ising model is not a good choice for CI structure learning.

Thus, by the test results, the Ising model does not seem to be a valid assumption. It is then reasonable to turn to a nonparametric method such as the DASG. In Figure 5 we present the bootstrapped stable edges of the Ising model and the DASG: we draw 100 bootstrap samples of size 702 and estimate the Ising model and the DASG repeatedly, and plot the edges selected more than 95 times.

In the following discussion, a string such as “x", “Ax", and “AxB", where “A" and “B" are capital letters and “x" is an integer, corresponds to a node represented by the number “x" in the graphs in Figure 5. With “x" standing for residue x, “Ax" means that its original type of amino acid is A and “AxB" means the mutation into type B amino acid.

The stable edge set of the DASG includes 48 edges. Many of them are meaningful in the context of HIV study, which can be verified by some previous literature. Some of the important pairs of residues are labeled in the ribbon diagram shown in Figure 6. Hoffman, Schiffer, and Swanstrom (2003) discovered and explained many pairs of interactions that are consistent with our findings. For example, in the K20R:M36I double mutant, where K20 and M36 are physically close to each other, the double mutation would compensate for the original interaction between the two residues (Hoffman, Schiffer, and Swanstrom 2003); Residues 35 and 37 are near one another in the protease structure in the hinge region of the flap. E35 forms an ionic bond with R57 and N37D would be stabilized by interacting with R57 (Hoffman, Schiffer, and Swanstrom 2003); An M46I mutant exhibits enhanced catalytic activity over the wild-type enzyme and improves the activity of a protease mutant containing both V82T and I84V (Schock, Garsky, and Kuo 1996; Hoffman, Schiffer, and Swanstrom 2003); The double mutation D30N and N88D can reduce nelfinavir susceptibility by 50-fold (Rhee et al. 2003; Liu, Eyal, and Bahar 2008).

The DASG identifies residue 10 as an important node hub. L10I, although not causing resistance alone (it is a minor resistance residue), plays a critical role in eliciting the cooperative response along with L90M at the dimer interface (Ohtaka, Schön, and Freire 2003; Liu, Eyal, and Bahar 2008). Mutations at both residues 10 and 71 frequently appear in clinical samples from subjects who have failed protease inhibitor therapy and these mutations can be selected by the passage of HIV-1 in the presence of a protease inhibitor in vitro (Hoffman, Schiffer, and Swanstrom 2003).

Compared with the DASG, the Ising model recovers only the most significant pairs with 25 stable edges. Based on 2244 subtype B HIV-1 isolates from 1919 persons with different protease inhibitor experiences, Wu et al. (2003) reported (54, 82) and (32, 47) as two of the most highly correlated pairs. Hoffman, Schiffer, and Swanstrom (2003) pointed out that residues 48, 54, and 82 represent a hierarchy of interactions, where G48V is likely a late mutation added after changes at both 54 and 82 have occurred. The Ising model finds (54, 82) but misses their interactions with 48; the HIV-1 protease with drug-resistant mutations V32I, I47V, and V82I has been evaluated as a model for inhibition of HIV-2 protease to overcome the problem of autoproteolysis of HIV-2 protease. There are hydrophobic interactions of residues 32 and 47 according to molecular biology analysis (Pawar et al. 2019). The Ising model fails to keep (32, 47) as an important edge while the DASG captures it successfully. Another pair uncovered by the DASG only is (12, 19), and the interaction between residues 12 and 19 seems to be necessary to maintain Van der Waals force (Hoffman, Schiffer, and Swanstrom 2003).

8. Discussion

In this work, we developed the additive semi-graphoid model for finite discrete data, which is a nonparametric graphical model based on ACI. We discussed the relationship between ACI and CI under the Ising model and showed some sufficient conditions under which the DASG agrees with the MRF. We proposed the DLasso estimator and derived corresponding asymptotic properties under the high-dimensional setting. We demonstrated the power of DLasso in structure learning on both synthetic and real datasets.

The idea of DASG can be further extended to situations where the discrete random variables on the nodes have finite but countable supports. Roy and Dunson (2020) studied a nonparametric exponential family for count data with countably infinite supports. It is worthwhile to extend the current method to this type of data. Also, Fan, Feng, and Xia (2020) proposed the framework of learning a nonparametric CI graphical model via conditional independence tests. This test-based method is another important direction of future development for the ACI graphical models.
Figure 5. Comparison of the Ising model (MRF) and the DASG on the HIV data.

Figure 6. A ribbon diagram of the HIV-1 protease dimer about the locations of some double mutations found by the DASG, with each pair of residues highlighted in the same color. The diagram was generated from the molecular visualization system PyMOL (DeLano 2002).
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