Wildcard error: Quantifying unmodeled errors in quantum processors
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Error models for quantum computing processors describe their deviation from ideal behavior and predict the consequences in applications. But those processors’ experimental behavior – the observed outcome statistics of quantum circuits – are rarely consistent with error models, even in characterization experiments like randomized benchmarking (RB) or gate set tomography (GST), where the error model was specifically extracted from the data in question. We show how to resolve these inconsistencies, and quantify the rate of unmodeled errors, by augmenting error models with a parameterized wildcard error model. Adding wildcard error to an error model relaxes and weakens its predictions in a controlled way. The amount of wildcard error required to restore consistency with data quantifies how much unmodeled error was observed, in a way that facilitates direct comparison to standard gate error rates. Using both simulated and experimental data, we show how to use wildcard error to reconcile error models derived from RB and GST experiments with inconsistent data, to capture non-Markovianity, and to quantify all of a processor’s observed error.

The performance of a quantum computing processor is constrained and defined by the errors it experiences. Errors cause quantum circuits (programs) run on the processor to yield observed outcomes that deviate from their ideal, intended behavior. Probabilistic error models that describe these deviations are essential tools for assessing performance, predicting results of circuits, and informing error correction [1–11] and error mitigation [12–15] strategies. Error models can be constructed from low-level physics descriptions [16–19], device characterization experiments such as randomized benchmarking (RB) [20–23] or gate set tomography (GST) [24–26], or simple heuristics. But even carefully constructed error models often yield predictions that are visibly inconsistent with experimental data. Inconsistencies are especially problematic when an error model derived from experiments disagrees with the training data used to construct it – which, unfortunately, is common [25–28].

Inconsistency with experimental data makes it hard to take an error model seriously, or to trust its predictions for future experiments. Including more potential error sources can help models fit their training data better, but this increased sophistication incurs increased experimental and analytical costs. And even complex models are unlikely to ever capture all observed errors. The alternative solution we pursue here is to rehabilitate simple error models, by quantifying unmodeled errors and accounting for them in the model’s predictions. This is distinct from using standard statistical techniques based on hypothesis tests [24, 29] to detect statistically significant evidence of unmodeled errors, because those methods do not quantify the size or impact of unmodeled errors. If enough data is taken, even tiny unmodeled effects can generate signatures with overwhelming statistical significance!

In this Letter, we introduce wildcard models, a general technique to quantify unmodeled errors. A wildcard model for a quantum processor augments an error model, weakening its predictions to make them consistent with experimental observations (see Fig. 1). As we demonstrate with simulated and experimental data, a “wildcard error rate” can be assigned to each of a processor’s logic operations, to quantify the rate at which it induces unmodeled errors. Wildcard error rates can be used to quantify many different effects – including non-Markovian errors like leakage [30] – by augmenting an appropriate error model.

**Wildcard models.** For our purposes, an error model $M$ for a quantum processor with logic operations $\{g_i\}$ is simply a map from circuits over $\{g_i\}$ (i.e., circuits composed of the gates in $\{g_i\}$) to probability distributions over their measurement outcomes. A model $M$ predicts that running a circuit $C$ on the modeled quantum processor will result in a sample drawn from the outcome distribution $M(C) = \bar{p}_C$. Many different error models are possible. Process matrices are a common and useful framework that can be learned from experiments [24, 25] or constructed from low-level physical modeling. But to introduce wildcard models we begin with a simpler alternative: the depolarizing model. In this model, each gate acts perfectly except that it induces uniform depolarization with probability $r$. The parameter $r$ can be estimated using
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Assigning wildcard error to each gate: Structured wildcard models can quantify the “amount” of observed unmodeled error. To do so, we use wildcard models that assign a wildcard error rate $w_g \in [0, 1]$ to each logic operation $g$ and then define $w_C$ as the sum over $C$’s component operations,

$$w_C = \sum_{g \in C} w_g = \sum_{g} n_g(C)w_g = n(C) \cdot \mathbf{w},$$

where $n_g(C)$ is the number of times that $g$ appears in $C$. This family of wildcard models is parameterized by a vector $\mathbf{w} = \{w_g\} \over \{g\}$, so we denote a specific model in the family by $W_{\mathbf{w}}$. This “wildcard error-per-gate” parameterized family is simple, mirrors the general structure of many error models, and is faithful to the basic properties of imperfect quantum operations (e.g., subadditivity of worst-case error rates [36]).

If $n_g(C) = n_w(C)$ for all circuits $C \in S$, then only the sum $w_g + w_\epsilon$ impacts the per-circuit wildcard error $w_C$. In all examples herein, both state preparation and measurement appear once in every circuit, so only the sum of their wildcard error rates matters. To make this explicit, we write $R_C$ is correct. $R_C$ is not a distribution over distributions.

There are other contexts in which point predictions are relaxed to regions. For example, uncertainty in an estimated model’s parameters (“error bars” [32, 33]) can be represented as prediction regions [34]. But that is distinct from what we do here with wildcard error – those regions represent uncertainty about model parameters that could be reduced by taking more data, whereas wildcard models specifically represent out-of-

model effects. These two types of prediction region could be combined, but we do not attempt to do so here.

Statistical consistency: Wildcard models can weaken the predictions of an error model $M$ so that they are consistent with observed data $D = \{\bar{f}_C\}_{C \in S}$. Here, $\bar{f}_C$ is the empirical distribution from $N$ runs of the circuit $C$ and $S$ is some set of circuits over $\{g_i\}$. As $N \rightarrow \infty$, probabilities $\bar{p}$ are consistent with data $\bar{f}$ if and only if $\bar{p} = \bar{f}$, so a wildcard-augmented model $\{M, W\}$ is consistent with data $D = \{\bar{f}_C\}$ if and only if $\delta_{\text{TVD}}(\bar{p}_C, \bar{f}_C) \leq w_C \forall C \in S$.

For finite $N$, statistical consistency has no unique definition. We choose to use a 95% confidence hypothesis test that de-

fines prediction regions $[R_C]$ and data $\{\bar{f}_C\}$ as inconsistent if either [29]: (1) $\bar{f}_C$ rejects $R_C$ by a loglikelihood-ratio (LLR) hypothesis test with $\geq 95.7\%$ familywise confidence for any $C$ [35], or (2) all the data together reject $[R_C]$ by an aggregated LLR test at the 97.5% confidence level. Condition 1 captures effects with a large impact on a few circuits, while condition 2 captures effects with a small impact on many circuits. If a wildcard model satisfies these conditions we call it feasible. In the RB example of Fig. 2(a), many individual circuits’ output statistics are inconsistent with the depolarizing model (by condition 1), so a wildcard model is required to reconcile them.
\( \mathbf{w} = (w_{\text{spam}}, w_{g_1}, w_{g_2}, \ldots, w_{g_n}) \) where \( g_1, g_2, \ldots, g_n \) are unitary logic gates. Sometimes it is useful to consider a restricted model that fixes certain gates’ wildcard error rates to be equal. In our RB example (Fig. 2), we assign each gate the same amount of wildcard error rate. This defines a family of wildcard models parameterized by amount of wildcard error rate. This defines a family of wildcard logic gates. Sometimes it is useful to consider a restricted condition for \( \mathbf{W} \) for all circuits. Equivalently, \( \mathbf{W} \) with wildcard is an admission of that model’s failure. So, we want to add a minimal wildcard model with wildcard is \( \mathbf{W} \) with the data. In this example, wildcard error rates for \( g_i \) and \( g_j \), (a) One instance of simulated data (points, \( w_i \)) error bars, colored according to ideal circuit outcome) versus circuit depth and prediction regions (similarly colored) of a wildcard-augmented model that relaxes the target model’s predictions to make them consistent with the data. In this example, wildcard error rates for \( G_x \) and \( G_y \) were set equal (\( w_i = w_j \)) to facilitate visualization. (b) Results of 1000 independent simulations show that \( w_i \) (blue) and \( w_j \) (green) correlate well with the worst-case error rate (\( \epsilon \)) of the \( G_x \) and \( G_y \) gates. Each gate’s error channel was chosen independently and randomly for each simulation, and \( w_i \) was not set equal to \( w_j \).
circuit depth, from a simulation with $N = 1000$ and where $G_x$ and $G_z$ are subject to the same over-rotation and depolarization rates. It also shows the prediction regions for a minimal wildcard model $W_w$ where $w_x$ and $w_y$ were fixed to be equal (to simplify visualizing these regions). Fig. 3(b) summarizes the results of 1000 independent simulations with randomly chosen rotation and depolarization errors on the gates, comparing each wildcard error assignment to $\epsilon$, for the corresponding gate used in that simulation. There is a strong correlation, although the wildcard error for each gate is consistently slightly less than $\epsilon$, because although GST experiments are sensitive to worst-case error, tomographic analysis is required to infer it exactly.

Quantifying non-Markovian error in GST: GST fits on experimental data often reveal statistically significant model violation [25–27]. Since $n$-qubit GST is designed to capture all $n$-qubit Markovian errors, this indicates non-Markovian errors that cannot be modeled by $n$-qubit process matrices. We could quantify these out-of-model errors by expanding the GST model to include other types of errors by, e.g., using a generic higher-dimensional model [38], or modelling a specific effect like time-dependent gates [27] or leakage (which cannot be modeled as a single-qubit, completely-positive, trace-preserving process matrix). But larger models increase computational and experimental costs, and the errors outside of the GST model might be so small that they are of little practical importance. The easy alternative is to quantify the observed rates of non-Markovian errors in the GST data by augmenting the best-fit GST model with a minimal wildcard model. If the $\epsilon_i$ error rates of the GST gate estimates are much larger than the wildcard errors assigned to the gates, then the GST process matrices represent a good model for the dominant errors.

To demonstrate this analysis we applied it to simulated GST data from a qubit that suffers leakage. We simulated the GST experiments on four gates: $G_i$, $G_x$, $G_z$, and $G_{\text{idle}}$, where $G_{\text{idle}}$ is an idle. All four gates were subject to Markovian errors [39], and the $G_i$ and $G_z$ gates also caused irreversible incoherent leakage at rates of $1 \times 10^{-4}$ and $3 \times 10^{-4}$, respectively, to a state that is detected as $|0\rangle$. Without wildcard, the best-fit GST model is inconsistent with the data (Fig. 4(a)). We constructed the $\|\mathbf{w}\|_1$-minimal wildcard model that reconciles this GST model with the data. It eliminates all of the inconsistency (Fig. 4(b)) using only a tiny amount of wildcard error: $w_i = 1.1 \times 10^{-3}$, $w_x = 1.1 \times 10^{-4}$, $w_y, w_z < 10^{-6}$ and $w_{\text{max}} = 0$ (Fig. 4(d)). The GST models’ predictions are only weakened significantly for circuits that contain many $G_i$ or $G_z$ gates, and the amount of $w$ assigned to them correlates very closely with the TVD between the observed frequencies and the GST model’s predictions (Fig. 4(c)). The wildcard error rates assigned to $G_i$ and $G_z$ are lower than the underlying leakage rates, for two reasons. First, GST found process matrices that managed to explain some of the leakage errors’ effects. Second, while GST circuits are sensitive to leakage, they are not designed for maximal sensitivity to it. Neither these circuits nor the GST model are designed to distinguish leakage from Markovian errors. It is possible that jointly fitting an error model and a wildcard model to data could mitigate the artifacts induced by out-of-model effects, but this remains an open question.

As a final test, we applied wildcard-augmented GST to two sets of experimental GST data from a 2017 trapped-ion experiment on the gates $G_i$, $G_x$, and $G_z$ [25]. The GST fits to these two sets of data exhibit model violation—over $30\sigma$ in the earlier experiment, and about $6\sigma$ in the last experiment. This final experiment was described in Ref. [25] as remarkably Markovian, but even $6\sigma$ is overwhelming statistical evidence [40] — so the errors in that experiment were certainly not perfectly Markovian! To quantify the observed non-Markovianity, we augmented each best-fit GST model with the $\|\mathbf{w}\|_1$-minimal wildcard model. The data from the early experiment could be reconciled by adding $w_{\text{max}} = 0$, $w_i = 5 \times 10^{-3}$, $w_x = 1 \times 10^{-6}$ and $w_y = 1 \times 10^{-4}$ to the GST estimate that had $\epsilon_i$ error rates of $\epsilon_i = 7 \times 10^{-3}$, $\epsilon_x = 8 \times 10^{-5}$ and $\epsilon_y = 9 \times 10^{-6}$. In that experiment $w_i > \epsilon_i$ and $w_y \approx \epsilon_y$, implying that non-Markovian errors are a large proportion of the
total error, and the GST estimate is likely to be unreliable. In contrast, the final experiment required only adding $w_{\text{DAM}} = 0$, $w_1 = 2 \times 10^{-6}$, $w_2 = 7 \times 10^{-8}$, and $w_3 = 2 \times 10^{-6}$ to a GST estimate with $\epsilon_w$ error rates between $7 \times 10^{-5}$ and $1.3 \times 10^{-4}$. In this experiment, the smallest $\epsilon_w$ was around 35× larger than the largest wildcard error rate, so Markovian errors dominate and the GST estimate is reliable. This confirms and quantifies the ad hoc assertion in Ref. [25] that non-Markovian error in the final experiment is negligible compared with the Markovian errors, and it demonstrates that wildcard can be used to show that an error model captures most of the important behavior, despite being technically (and demonstrably) wrong.

**Conclusions:** Wildcard models can rehabilitate error models that are visibly wrong by qualifying their predictions, and wildcard error rates can be useful estimates of how much observed error wasn’t captured by a given model. Although we originally developed wildcard models to quantify non-Markovian errors in GST experiments, they can easily enhance other characterization protocols and other error models. Specific types of error can be quantified by constructing an error model that doesn’t account for the chosen error, adding a wildcard model, and analyzing data designed to reveal the chosen error. Crosstalk is an excellent example, because although crosstalk errors are important for quantum computing [23, 29, 41, 42], general crosstalk cannot be modelled efficiently [43]. The easy alternative is to build a crosstalk-free model [43], fit it to experiments that expose crosstalk, and use wildcard error rates to quantify the rate of crosstalk errors.Wildcard analysis is intrinsically scalable, and because scalable error models must necessarily consider only restricted types of errors, we anticipate that wildcard will be especially valuable for many-qubit characterization protocols [42, 44].
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