A MODEL FOR MINING MULTILEVEL FUZZY ASSOCIATION RULE IN DATABASE
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Abstract: The problem of developing models and algorithms for multilevel association mining pose for new challenges for mathematics and computer science. These problems become more challenging, when some form of uncertainty like fuzziness is present in data or relationships in data. This paper proposes a multilevel fuzzy association rule mining models for extracting knowledge implicit in transactions database with different support at each level. The proposed algorithm adopts a top-down progressively deepening approach to derive large itemsets. This approach incorporates fuzzy boundaries instead of sharp boundary intervals. An example is also given to demonstrate that the proposed mining algorithm can derive the multiple-level association rules under different supports in a simple and effective manner.
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1 Introduction

Data mining, referred to as knowledge discovery from databases, a process of nontrivial extraction of implicit, previously unknown and potentially useful information from databases, has wide application in information management, query processing, decision making, process control, etc [1], [10]. An Association rule mining is an important process in data mining, which determines the correlation between items belonging to a transaction database [11], [13]. In general, every association rule must satisfy two user specified constraints: support and confidence. The support of a rule X \( \Rightarrow \) Y is defined as the fraction of transactions that contain XUY, where X and Y are disjoint sets of items from the given database [10], [15]. The confidence is defined as the ratio support (XUY)/support(X). Here the aim is to find all rules that satisfy user specified minimum support and confidence values. A good number of models and algorithms are reported in the literature [13] for single level association rule mining, which has been developed using techniques from mathematics, statistics and computer science. Some applications even need us to mine association rules in multiple levels of abstraction [2]. For example, a user may not only be concerned with the associations between “computer” and “printer”, but also wants to know the association between desktop PC price and laser printer price. Some approaches for constructing a concept hierarchy and then trying to discover knowledge in the multi-level abstractions to solve this problem are reported in the literature [7] like Apriori algorithm [13], [10] etc. Under the same minimum support and minimum confidence thresholds. This method is simple, but may lead to some undesirable results. In fact different levels should have different support to extract appropriate patterns. Higher support usually exists at higher levels and if one wants to find interesting rules at lower levels, he/she must define lower minimum support values [4], [6].

Another trend to deal with the problem is based on fuzzy theory [11], [12] which provide an excellent means to model the "fuzzy" boundaries of linguistic terms by introducing gradual membership [3]. Instead of using sharp boundary intervals, fuzzy sets are used in discovering fuzzy association rules, which are easily understandable to humans [2], [14],[15]. Here efficient model based on fuzzy sets and Han’s mining approach for multiple-level items is proposed. It adopts a top-down progressively deepening method to finding large itemsets. It integrates fuzzy-set concepts, data-mining technologies and multiple-level taxonomy to find fuzzy association rules in given transaction data sets. The mined rules are more natural and understandable for human beings.

2. Apriori Algorithm and Apriori Property:
Apriori is an influential algorithm in market basket analysis for mining frequent itemsets for Boolean association rules. The name of Apriori is based on the fact that the algorithm uses prior knowledge of frequent itemset properties. Apriori employs an iterative approach known as a level-wise search, where k-itemsets are used to explore (k+1)-itemsets [9], [13]. First, the set of frequent 1-itemsets is found, denoted by L1. L1 is used to find L2, the set of frequent 2-itemsets, which is used to find L3, and so on, until no more frequent k-itemsets can be found.

Property: All non empty subsets of frequent item sets must be frequent.

2.1 Multilevel Association Rule:
In multilevel association rules mining, different minimum support setting should be used at different concept levels. We discover frequent patterns and strong association rules at the top-most concept level. Assume the minimum support at this level is 5 percent and the minimum confidence is 50 percent. One may find a set of single frequent items (each called a frequent 1-itemset), a set of pair-wised frequent items (each called a frequent 2-itemset) and a set of strong association rules [7], [8]. At the second level, if the minimum support is 2 percent and the minimum confidence is 40 percent, one may find frequent 1-itemsets and frequent 2-itemsets and strong association rules. The process repeats at every lower concept levels until no frequent patterns can be found [3]. During multi-level association rule mining, the taxonomy information for each (grouped) item in figure.1 is encoded as a sequence of digits in the transaction table T [1] represents. For example, the item dairyland chocolate milk’ is encoded as ‘111’ in which the
first digit, '1', represents 'milk' at level-1, the second, '1', for the flavor 'chocolate' at level 2, and the third, '1', for the brand 'Dairyland' at level-3. Similar to [6], repeated items (i.e., items with the same encoding) at any level will be treated as one item in one transaction.

"(Fig. 1)" The taxonomy for the relevant data items

3 The Proposed Model:
In the proposed Model, items may have different minimum supports and taxonomic relationships to discover the large itemsets. Each level is given a predefined support threshold (minimum support). The minimum support for an itemset is set as the minimum supports of the items contained in the itemset, while the minimum support for an item at a higher taxonomic concept is set as the minimum supports of the items belonging to it. Under the constraint, the characteristic of downward-closure is kept, such that the original apriori algorithm can be easily extended to find the fuzzy large itemsets [2]. In this paper, we use Han and Fu's encoding scheme, as described in [7] to represent nodes in predefined taxonomies for mining multilevel rules. Nodes are encoded with respect to their positions in the hierarchy using sequences of numbers and the symbol "*". It then filters out unpromising itemsets in two phases. In the first phase, an item group is removed if its occurring count is less than the support threshold. In the second phase, the count of a fuzzy region is checked to determine whether it is large [5], [9]. The proposed algorithm then finds all the large itemsets for given transactions, where \(|M|\) is the number of qualified transactions. \(\gamma \in \{2, 3, ..., \}\) (Maximum item threshold).

Step-3: Determine minimum support for p-itemsets at level k, denoted by \(\alpha^k_p \in (0, |M|]\) as a minimum threshold of a combination items appearing in the whole qualified transactions, where \(|M|\) is the number of qualified transactions. \(\alpha^k_p\) May have same value for every p at level k.

Step-4: Group the items with the same first k digits in each transaction \(T_i\), and add the occurrence of the items in the same groups in \(T_i\). Denote the amount of the j-th group \(l^p_j\) for \(T_i\) as \(v^p_{ij}\). Step 7: Construct every candidate p-itemset, \(I^p\) as a fuzzy set on set of qualified transactions, \(M\). A fuzzy membership function \(\mu^p\) is a mapping:

\[
\mu^p : M \rightarrow [0, 1]
\]

as defined by:

\[
\mu^p (T) = \inf_{i \in M} \left( \frac{\eta^p (i)}{\text{Card}(T)} \right), \forall T \in M
\]

(2)

Where \(T\) be a qualified transaction in which \(T\) can be regarded also as a subset of items. \(T \subseteq D\)

A Boolean membership function, \(\eta\), is a mapping

\[
\eta_T : D \rightarrow \{0,1\}
\]

as defined by:

\[
\eta_T (i) = \begin{cases} 1, & i \in T \\ 0, & \text{otherwise} \end{cases}
\]

(3)

Such that if an item, \(i\), is an element of \(T\) then \(\eta_T (i) = 1\), otherwise \(\eta_T (i) = 0\).

Step-8: Calculate support for every (candidate) p-itemset using the following equations:

\[
\text{Support}(I^p)^k = \sum_{T \in M} v^p_{ij} \cdot \mu^k_I
\]

(4)

M is the set of qualified transactions; it can be proved that (4) satisfied the following property:

\[
\sum_{i \in D} \text{Support}(i) = |M|
\]
For $p = 1$, $I^p$ can be considered as a single item. If $p > 1$ then generate candidate set $C^k_2$ has to follow next step for each newly from 2-itemsets.

Step-9:

$I^p$ will be stored in the set of frequent p-itemsets, $I^k_p$ if and only if $\text{support} (I^p) \geq \alpha_p$.

Step-10

Set $p = p + 1$, for the same level k and if $p > 3$, then go to step-12.

Step-11

Looking for possible/candidate p-itemsets from L$p-1$ by the following rules:

A p-itemset, $I^p$, will be considered as a candidate p-itemset if $I^p$ satisfies:

$\forall F \subseteq I^p | | F | = K - 1 \Rightarrow F \in L_{p-1}$

For example, $I^p = \{411, 412, 422, 211, 221\}$ will be considered as a candidate 5-itemset, if $\{222, 411, 211\}$, $\{222, 212, 322\}$, $\{322, 212, 422, 311\}$ and $\{311, 412, 221, 311, 322\}$ in L3. If there is no candidate p-itemset then go to Step-12. Otherwise, the process is going to Step-4.

Step-12 Similar to Apriori Algorithm, confidence of an association rule mining, $A \Rightarrow B$, can be calculated by the following equation:

$$\text{Conf} (A \Rightarrow B) = P(B | A) = \frac{\text{Support}(A \cup B)}{\text{Support}(A)}$$

Where $A, B \in D$

It can be followed that (5) can also be expressed by

$$\text{Conf} (A \Rightarrow B) = \frac{\sum_{T \in M} \inf \{v_{ij} \cdot \mu_i(T)\}_{T \in M \in A \cup B}}{\sum_{T \in M} \inf \{v_{ij} \cdot \mu_i(T)\}_{T \in M \in A}}$$

Where $A$ and $B$ is any p-itemsets in L$p$. Therefore, support of an itemset as given by (4) can be expressed as following:

$$\text{Support}(I^p) = \sum_{T \in M \in I^p} \inf \{\mu_i(T)\}$$

Step-13

Set $k = k + 1$ and go to step-6 (for repeating the whole processing for next level).

4. AN ILLUSTRATIVE EXAMPLE

An illustrative example is given to understand well the concept of the proposed model and algorithm and how the process of the generating fuzzy association rule mining is performed step by step. The process is started from a given transactional database as shown in Table 1[a].
The Qualified set of Transaction (M)

Step-3:
Let k ∈ {1, 2, 3}, where k is used to store the level number being processed.

Step-4:
The process is started by looking for support of 1-itemsets (p = 1) for level k = 1.

Step-5:
Since p ∈ {1, 2, 3}. It is arbitrarily given $a_1^1 = 2$, $a_2^2 = 2$, $a_3^3 = 0.33$. That means the system just considers support of p-itemsets that is greater than or equal to 1.1, for K=1, and greater than or equal to 1.67 for K=2, and greater than or equal to 1.25, for K=3.

Step-6:
All the items in the transactions are first grouped at level one and their corresponding occurrence are added. Take the items in transaction T1 as an example. The items (222) and (211) are grouped into (2**, 2), representation of grouped data items with their occurrence count is given in table3.

Table-3

| Trans ID | List of items          |
|----------|------------------------|
| T1       | (2**, 2) (4**, 1)      |
| T2       | (2**, 2) (4**, 3)      |
| T3       | (2**, 2) (3**, 1) (4**, 1) |
| T5       | (2**, 1) (3**, 2) (4**, 1) |
| T6       | (2**, 1) (3**, 2) (4**, 1) |
| T7       | (2**, 1) (3**, 3) (4**, 1) |
| T8       | (2**, 2) (3**, 1) (4**, 1) |
| T10      | (1**, 1) (3**, 1)      |
| T11      | (1**, 1) (2**, 1)      |
| T12      | (1**, 1)              |

The Grouped items in transaction
Step-7
Every p-itemset I $P_k$ is represented as a fuzzy set on set of qualified transactions M as given by the following results:

**Level k = 1**

Min support ($a_1^1$) = 2.0

1-Itemset

Support of 1-Itemsets

\{1**\} = \{0.5/T10, 0.5/T11, 1/T12\}
\{1**\} = 2.0
\{2**\} = \{0.67/T1, 0.4/T2, 0.5/T3, 0.25/T5, 0.25/T6, 0.2/T7, 0.5/T8, 0.5/T11\}
\{2**\} = 3.27
\{3**\} = \{0.25/T3, 0.5/T5, 0.5/T6, 0.6/T7, 0.25/T8, 0.5/T10\}
\{3**\} = 2.6
\{4**\} = \{0.33/T1, 0.6/T2, 0.25/T3, 0.25/T5, 0.25/T6, 0.2/T7, 0.25/T8\}
\{4**\} = 2.13

Table-4

| 1-itemset | Min_Support |
|-----------|-------------|
| {1**}     | 2           |
| {2**}     | 3.27        |
| {3**}     | 2.6         |
| {4**}     | 2.13        |

All 1-items considered for further process because their support $\geq a_1^1$.

2-Itemset

Support of 2-Itemsets

\{1**, 2**\} = \{0.5/T11 \AND 0.5/T11\} = \{0.5/T11\}
\{1**, 3**\} = \{0.5/T10 \AND 0.5/T10\} = \{0.5/T10\}
\{1**, 4**\} = \{0\}
\{2**, 3**\} = \{0.5/T3 \AND 0.25/T3, 0.25/T5 \AND 0.5/T5\}
\{2**, 4**\} = \{0.5/T8\}
\{3**, 4**\} = \{0.25/T3, 0.25/T5, 0.25/T6, 0.2/T7, 0.3\}

2-Itemset

Support

\{2**, 3**\} = 1.2
\{2**, 4**\} = 1.93
\{3**, 4**\} = 1.2

The \{1**,2**\}, \{1**,3**\}, \{1**,4**\} cannot be considered for further process because their support $\leq a_2^1$.

3-Itemset

Support of 3-Itemsets

\{2**, 3**, 4**\} = \{0.5/T3 \AND 0.25/T5 \AND 0.25/T3\}
\{2**, 3**, 4**\} = \{1.2\}
\{25/T5 \AND 0.5/T5 \AND 0.25/T5\}
\{25/T6 \AND 0.5/T6 \AND 0.25/T6\}
\{0.2/T7 \AND 0.6/T7 \AND 0.2/T7\}
\{0.25/T8 \AND 0.25/T8\}
\{0.25/T3, 0.25/T5, 0.25/T6, 0.2/T7, 0.25/T8\}

Table-5

| 2-itemset | Support |
|-----------|---------|
| \{2**, 3**\} | 1.2     |
| \{2**, 4**\} | 1.93    |
| \{3**, 4**\} | 1.2     |

The \{1**,2**,3**,4**\} is not considered for further process because their support $\leq a_3^1$. 

Table-6

| 3-itemset | Support of 3-Itemsets |
|-----------|------------------------|
| \{2**, 3**, 4**\} | 1.2                    |

L$^1_3$
Level k = 2
Min_support (α₂) = 1.0
1-Itemset

| Itemset         | Support |
|-----------------|---------|
| {21*}           | 1.28    |
| {22*}           | 1.98    |
| {31*}           | 1.7     |
| {32*}           | 1.68    |
| {41*}           | 0.45    |

The {31*}, {42*} cannot be considered for further process because their support < α₂.

2-Itemset

| Itemset         | Support |
|-----------------|---------|
| {21*, 22*}      | 1.03    |
| {21*, 41*}      | 1.03    |
| {22*, 41*}      | 1.48    |
| {21*, 32*}      | 0.95    |
| {22*, 32*}      | 1.48    |
| {32*, 41*}      | 0.95    |

The {21*, 32*}, {22*, 32*}, {32*, 41*} cannot be considered for further process because their support <= α₂.

3-Itemset

| Itemset         | Support |
|-----------------|---------|
| {21*, 22*, 41*} | 1.03    |
| {21*, 32*, 41*} | 1.03    |
| {22*, 32*, 41*} | 1.03    |

The {21*, 32*, 41*}, {22*, 32*, 41*} cannot be considered for further process because their support <= α₂.

Level k = 3
Min_support (α₃) = 0.33
Support of 1-Itemsets

| Itemset         | Support |
|-----------------|---------|
| {211}           | 0.53    |
| {212}           | 0.75    |
| {221}           | 0.65    |
| {222}           | 1.33    |
| {411}           | 1.60    |
| {412}           | 0.65    |

The {211}, {212}, {221}, {222}, {411}, {412} cannot be considered for further process because their support <= α₃.

Support of 2-Itemsets

| Itemset         | Support |
|-----------------|---------|
| {21*, 22*}      | 1.03    |
| {21*, 32*}      | 0.75    |
| {21*, 41*}      | 1.03    |

Support of 3-Itemsets

| Itemset         | Support |
|-----------------|---------|
| {21*, 22*, 41*} | 1.03    |
| {21*, 32*, 41*} | 1.03    |
| {22*, 32*, 41*} | 1.03    |

All itemsets be considered for further process because their support <= α₃.
support \geq \alpha_1^3.

**2-Itemset**

| Itemset          | Support of 2-Itemsets |
|------------------|-----------------------|
| {211, 212}      | 0.33/T1 \& 0.33/T1   |
| {{211, 221}}   | 0.2/T2 \& 0.2/T2     |
| {211, 222}      | 0.33/T1 \& 0.33/T1   |
| {211, 212, 222} | 0.33/T1 \& 0.33/T1   |
| {{211, 212, 221}} | 0.33/T1 \& 0.33/T1 |
| {212, 222}      | 0.2/T2 \& 0.2/T2     |

**Support of 2-Itemsets**

| Itemset          | min-support |
|------------------|-------------|
| {211, 212}      | 0.33        |
| {211, 221}      | 0.2         |
| {211, 222}      | 0.33        |
| {211, 212, 222} | 0.33        |
| {211, 212, 221} | 0.33        |

**3-Itemset**

| Itemset          | min-support |
|------------------|-------------|
| {211, 212, 222} | 0.33        |
| {211, 212, 411} | 0.33        |
| {212, 222, 411} | 0.33        |

Step-8

Support of each p-itemset is calculated as given in the following results:

Step=9

From the results as performed by Step-7 and 8, the sets of frequent 1-itemsets, 2-itemsets and 3-itemsets at level 1 are given in Table 4, 5, 6, 7, 8, 9, 10 and 11, 12, respectively.

Step-10

This step is just for increment the value of k in which if \( P > \gamma \), then the process is going to Step-12.

Step-11

This step is looking for possible/candidate p-itemsets from \( L_{p-1} \) at level k as there is no more candidate itemsets (as \( p = 3 \) ) then go to Step-12. Otherwise, the process is going to Step-5.

Step-12

The step is to calculate every confidence of each possible association rules as follows:

**At level k = 1**

\[
\text{Conf}(1** \Rightarrow 2**) = \frac{\text{Support}(1** \& 2**)}{\text{Support}(1**)} = \frac{0.5}{2} = 0.25
\]

Similarly the confidence calculated for itemset

\[
\text{Conf}(2** \& 3** \Rightarrow 4**) = \frac{\text{Support}(2** \& 3** \& 4**)}{\text{Support}(2** \& 3**)} = \frac{1.2}{1.2} = 1
\]

Similarly the confidence calculated for levels \( k = 2 \& 3 \) are following:

\[
\text{Conf}(21* \& 22* \Rightarrow 41*) = \frac{\text{Support}(21* \& 22* \& 41*)}{\text{Support}(21* \& 22*)} = \frac{1.03}{1.03} = 1
\]

\[
\text{Conf}(211 \& 212 \Rightarrow 222) = \frac{\text{Support}(211, 212, 222)}{\text{Support}(211, 212)} = \frac{0.33}{0.33} = 1
\]

\[
\text{Conf}(211 \& 212 \Rightarrow 411) = \frac{\text{Support}(211, 212, 411)}{\text{Support}(211, 212)} = \frac{0.33}{0.33} = 1
\]
CONCLUSION

This paper, we have employed fuzzy set concepts, multiple-level taxonomy and different minimum supports to find fuzzy association rules in a given transaction data set. The models works well with problems involving uncertainty in data relationships, which are represented by fuzzy set concepts. The proposed fuzzy mining algorithm can thus generate large itemsets level by level and then derive fuzzy association rules from transaction dataset. The results shown in the example implies that the proposed algorithm can derive the multiple-level association rules under different supports in a simple and effective way.

REFERENCES

[1] Yeong-Chyi Lee a, Tzung-Pei Hong, Tien Chin Wang, "Multi-level fuzzy mining with multiple minimum supports," Journal of Elsevier Expert Systems with Applications, vol.34, pp.459–468, 2008.

[2] Mehmet Kaya, Reda Alhajj, "Mining Multi-Cross-Level Fuzzy Weighted Association Rules," Second IEEE International Conference on Intelligent Systems. vol.1, pp.225-230, 2004.

[3] Yo-Ping Huang, LiJen Kao,"Using Fuzzy Support and Confidence Setting to Mine Interesting Association Rules," In Processing NAFIPS, IEEE Annual meeting, vol.2, pp. 514 - 519, 2004.

[4] B. Liu, W. Hsu, and Y. Ma, "Mining association rules with multiple minimum supports," Proceedings of the Fifth ACM SIGKDD International Conference Knowledge Discovery and Data Mining. pp.125-134, 1999.

[5] Rolly Intan, "An Algorithm for Generating Single Dimensional Fuzzy Association Rule Mining," Journal Informatika, pp. 61 - 66, vol.7, 2006.

[6] R.S Thakur, R.C. Jain, K.R.Pardasani, "Fast Algorithm for Mining Multilevel Association Rule Mining," Journal of Computer Science, Vol-1, pp no: 76-81, 2007.

[7] Ha and Y. Fu, "Mining Multiple-Level Association Rules in Large Databases," IEEE TKDE. vol.1, pp. 798-805, 1999.

[8] N.Rajkumar, M.R.Karthik, S.N.Sivana, S.N. Sivanandamndam,"Fast Algorithm for Mining Multilevel Association Rules," IEEE, Vol-2, pp . 688-692, 2003.

[9] Neelu Khare ,Neeru Adlakha, K. R. Pardasani,"An Algorithm for Mining Multidimensional Fuzzy Association Rules," International Journal of Computer Science and Information Security, Vol.5, pp.72-76, 2009.

[10] J. Han, M. Kamber, "Data Mining: Concepts and Techniques," The Morgan Kaufmann Series, 2001.

[11] I. Ha",Y. Cai, and N. Cercone, “Data-driven of quantitative rules in relational databases," IEEE Trans. Knowledge and Data Eng., vol. 5, pp.29-40, 1993.

[12] Rolly Intan, “Mining Multidimensional Fuzzy Association Rules from a Normalized Database," International Conference on Convergence and Hybrid Information Technology 2008.

[13] R. Agrawal, T. Imielinski, and A. Swami, "Mining association rules between sets of items in large databases," In Proceeding ACM SIGMOD Conference, pp. 207-216, 1993.

[14] Scott Fortin,Ling Liu,"An object-oriented approach to multi-level