Confounding in Observational Studies Evaluating the Safety and Effectiveness of Medical Treatments

Magdalene M. Assimon

KIDNEY360 2: 1156–1159, 2021. doi: https://doi.org/10.34067/KID.0007022020

Introduction
Randomized controlled trials (RCTs) are considered the “gold standard” for establishing the safety and efficacy of medical treatments, such as drugs, devices, and procedures. Patients with kidney disease are often excluded from these studies (1), and it is well established that trial participants tend to be healthier than the broader kidney disease population (2). Furthermore, the number of nephrology-specific trials conducted continues to lag behind other subspecialties (3).

In the absence of RCT data, nephrology practitioners may look to population-specific observational evidence to guide therapy selection. Observational studies using real-world data (e.g., administrative claims and electronic healthcare record data) to evaluate the safety and effectiveness of medical treatments can provide highly generalizable and valuable information to clinicians (4). However, like nonrandomized prospective cohort studies, these studies may suffer from biases that limit their validity, such as confounding.

In this commentary, I describe what confounding is and provide a brief overview of common types of confounding that can arise in observational studies of medical treatments. I then highlight some common strategies for addressing confounding and discuss potential sources of residual confounding.

Confounding
In an observational study, confounding occurs when a risk factor for the outcome also affects the exposure of interest, either directly or indirectly. The resultant bias can strengthen, weaken, or completely reverse the true exposure-outcome association. For a factor to be a confounder, it has to be associated with both the study exposure and the study outcome, and temporally precede the exposure (i.e., it cannot be an intermediary factor on the causal pathway between the exposure and the outcome) (5).

Confounding by Indication and Examples of Other Types of Confounding
Confounding by indication (6) is one of the most common forms of bias present in observational studies evaluating the safety and effectiveness of medical treatments. It occurs when the clinical indication for treatment, such as the presence of a disease or disease severity, also affects the outcome of interest. Bias due to confounding by indication can make it appear that a treatment under investigation is associated with the occurrence of an outcome that it is supposed to prevent, especially in studies comparing the use of a medical treatment with nonuse. For example, confounding by indication would likely be present in an observational study assessing the association between aldosterone antagonist use versus nonuse and mortality in patients with heart failure. In such a study, heart failure severity is an important confounder. Clinicians are more likely to prescribe an aldosterone antagonist to patients with more severe heart failure, and more severe heart failure is also a risk factor for death. If heart failure severity is not adequately controlled for, it may appear that the use of an aldosterone antagonist increases the risk of death, which is contrary to existing evidence from placebo-controlled trials (7).

Confounding by frailty (8) can be another important source of bias in observational studies of medical treatments. This type of confounding occurs because frail patients, who are close to death, tend to have a lower likelihood of receiving preventative therapies than individuals who are healthier. When confounding by frailty is present, the preventative treatment being evaluated appears to be more beneficial than it actually is. For instance, confounding by frailty has been proposed as a potential explanation for the implausible 40%–60% mortality reduction seen in observational studies assessing influenza vaccine effectiveness in older adults (9). Compared to healthier patients, frailer patients with a poor short-term prognosis may be less likely to receive an influenza vaccine due to a perceived lack of benefit. In this scenario, frailty is a confounder because it associates with vaccine receipt and death.

Other types of confounding can arise when healthy behaviors are associated with both the medical exposure under study and the outcome of interest. For example, confounding by the healthy adherer effect (10) occurs because patients who adhere to treatments tend to have a higher likelihood of taking part in other beneficial healthy behaviors (e.g., exercising) than their nonadherent counterparts. When confounding by the healthy adherer effect is present, studies evaluating...
the effect of treatment adherence versus nonadherence on the occurrence of adverse clinical outcomes will often overestimate the beneficial effects of treatment adherence.

Finally, time-varying confounding occurs when the exposure of interest and potential confounders change across time. A common type of time-varying confounding that may be present in observational studies of medical treatments is “time-varying confounding affected by previous exposure.” (11) It arises when the clinical parameter indicating that a treatment change is necessary is independently related to the outcome of interest and is also affected by previous exposure to the treatment (12). For example, in a study assessing the association between erythropoietin-stimulating agent (ESA) dose and mortality in patients on hemodialysis, serum hemoglobin is a time-varying confounder that needs to be accounted for. Hemoglobin levels predict ESA dose, are influenced by prior ESA dose, and are independently associated with mortality (the outcome).

Strategies for Addressing Confounding

Confounding can be addressed in the design and analytic phases of observational studies. Common strategies are discussed below, and their advantages and disadvantages are summarized in Table 1.

Addressing Confounding in the Design Phase

Restriction is a method that can be used for confounding control in the design phase. Similar to RCTs, restriction in an observational study involves setting criteria for study inclusion. By limiting the study to individuals who meet specific criteria, confounding by each respective inclusion criterion is either eliminated or reduced. For instance, in an observational study evaluating the risk of fracture associated with the use versus nonuse of benzodiazepines, age and sex are likely important confounders. Restricting the study cohort to males who are <65 years of age would eliminate confounding by sex and reduce confounding by age. Confounding by sex is eliminated because there is no variation in benzodiazepine use by sex—all benzodiazepine users and nonusers are male. Limiting the study cohort to individuals <65 years of age does not completely remove confounding by age, because benzodiazepine use patterns and fracture risk likely varies across the 18- to 64-year-old age group. Although restriction is an intuitive method that can be easily implemented, potential disadvantages include sample size reduction and decreased generalizability.

Another confounding control strategy that can be used in the design phase is matching. In a cohort study, matching involves selecting a comparator group that is matched to the treatment group on one or more confounders. Usually, individual-level matching is performed. Consider the previously mentioned observational study evaluating the benzodiazepine-fracture association. Because age and sex are important confounders, one or more benzodiazepine nonusers would be matched to a patient taking a benzodiazepine on the basis of age and sex. For example, a 63-year-old female not taking a benzodiazepine would be matched to a 63-year-old female taking a benzodiazepine. Although exact matching on the basis of age is ideal, it may not be possible. Broader age-based matching categories—such as matching on age within 5 years—can be used, but residual confounding by age may remain. In addition, it is important to keep in mind that identifying matched pairs of treated and comparator patients becomes more difficult as the number of matching factors increases.

Specific to observational studies evaluating medical treatments, a design strategy that can be used to minimize the effect of confounding by indication is using an active comparator rather than a nonuser comparator. The treatment of interest and the selected comparator should have the same clinical indication and therapeutic role, and in the case of medications, have the same mode of delivery (4). Furthermore, using an active comparator is the only logical comparator choice when irretractable confounding by indication is expected. Besides mitigating confounding by indication, head-to-head comparisons of two or more treatments with the same indication provide relevant information on comparative safety and effectiveness that can be used to inform the selection of one treatment over another in clinical practice.

Addressing Confounding in the Analytic Phase

There are several statistical approaches that can be used for confounding control in the analysis phase. Multivariable adjustment, which involves including potential confounders as covariates in regression models, is the most common analytic technique used. However, recently, propensity score methods, such as propensity score matching and propensity score weighting, have gained popularity (13).

In studies evaluating medical treatments, a propensity score is a patient’s predicted probability of receiving the treatment of interest versus a comparator, given their measured baseline characteristics. This summary score is estimated for each patient in the study cohort and is subsequently used for confounding control. In propensity score matching, each patient who received the treatment of interest is matched to one or more patients who received the comparator with an equivalent propensity score. This results in the generation of a matched cohort of treated and comparator patients that have similar baseline characteristics. In propensity score weighting, the propensity score is used to generate weights that are applied to the original study cohort to create a pseudo-population of treated and comparator patients that have similar baseline characteristics (14). The resultant matched and weighted cohorts can be used to estimate the treatment-outcome association, where the influence of measured baseline confounding is minimized. Propensity score methods and multivariable adjustment typically yield similar adjusted estimates of the treatment-outcome association (13). However, because a propensity score combines multiple covariates into a single summary score, these methods are preferred when the exposure of interest is common and outcome of interest is rare, a setting where multivariable outcome models are susceptible to overfitting. Readers interested in learning more about propensity score methods can refer to the tutorial provided by Fu et al. (15).

G methods, such as inverse probability–weighted marginal structural models, are complex analytic methods that appropriately handle time-varying confounding in the setting of time-varying exposures. A thorough description of G methods is beyond the scope of this commentary and
| Method                  | Overview                                                                 | Advantages                                                                 | Disadvantages                                                                 |
|------------------------|--------------------------------------------------------------------------|-----------------------------------------------------------------------------|------------------------------------------------------------------------------|
| Design phase           |                                                                          |                                                                             |                                                                               |
| Restriction            | Setting criteria for study inclusion                                     | Easy to implement                                                          | Only removes or reduces confounding by the inclusion criteria                |
|                        |                                                                          |                                                                             | Reduces sample size                                                          |
|                        |                                                                          |                                                                             | Cannot generalize findings to those excluded                                |
| Matching               | Creates matched sets of patients who have similar values of one or more confounders | Intuitive                                                                  | Difficult to match on multiple confounders                                  |
|                        |                                                                          |                                                                             | Only removes or reduces confounding by the matching factors                  |
|                        |                                                                          |                                                                             | Unmatched patients are excluded, reducing sample size, effect estimate precision, and generalizability |
| Active comparator      | Comparing the treatment of interest to an active comparator rather than treatment nonuse | Mitigates confounding by indication                                          | Cannot be used when there is only one treatment option                        |
|                        |                                                                          | Clinically relevant head-to-head comparison of two or more treatments       |                                                                               |
| Analysis phase         |                                                                          |                                                                             |                                                                               |
| Multivariable adjustment | Potential confounders are included as covariates in regression models   | Easy to implement in standard statistical software packages                 | Only controls for measured confounders                                        |
|                        |                                                                          |                                                                             | The total number of confounders that can be included in regression models is contingent on the number of outcome events |
| Propensity score matching | Each patient who received the treatment of interest is matched to one or more patients who received the comparator treatment with an equivalent propensity score, generating a matched cohort of treated and comparator patients that have similar baseline characteristics | Preferred in studies where there are relatively few outcome events compared with the number of potential confounders Ability to check if covariate balance between the treated and comparator groups was achieved in the matched cohort | Only controls for measured confounders Unmatched patients are excluded, reducing sample size, effect estimate precision, and generalizability |
| Propensity score weighting | The propensity score is used to generate weights that are applied to the original study cohort to create a pseudo-population of treated and comparator patients that have similar baseline characteristics | Preferred in studies where there are relatively few outcome events compared with the number of potential confounders Ability to check if covariate balance between the treated and comparator groups was achieved in the weighed cohort | Only controls for measured confounders Less intuitive than propensity score matching |
| G methods              | Complex analytic methods that handle time-varying confounding in the setting of time-varying exposures | Appropriately handle time-varying confounding                               | Only controls for measured confounders Complex methods requiring advanced statistical expertise |
can be found elsewhere (11). However, it is important to recognize that the use of these methods is increasing in the field of nephrology.

**Common Sources of Residual Confounding**

Despite the use of study designs and analytic strategies that aim to eliminate confounding, residual confounding may persist. Common reasons why residual confounding may be present are: (1) information on a confounder is not available; (2) the version of the confounding variable present in the data source is an imperfect surrogate or is misclassified; and (3) continuous confounders are parameterized as categoric variables, especially when overly broad categories are used (16).

**Conclusion**

Observational studies using real-world data can provide clinically actionable information on the potential benefits and harms of medical treatments in populations excluded from RCTs, such as patients with kidney disease. Confounding is a common source of bias threatening the validity of these studies. Thus, it is important to be aware of the types confounding that may be present and understand the advantages and disadvantages of common strategies used for confounding control.
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