ESPINA: a tool for the automated segmentation and counting of synapses in large stacks of electron microscopy images
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The synapses in the cerebral cortex can be classified into two main types, Gray's type I and type II, which correspond to asymmetric (mostly glutamatergic excitatory) and symmetric (inhibitory GABAergic) synapses, respectively. Hence, the quantification and identification of their different types and the proportions in which they are found, is extraordinarily important in terms of brain function. The ideal approach to calculate the number of synapses per unit volume is to analyze 3D samples reconstructed from serial sections. However, obtaining serial sections by transmission electron microscopy is an extremely time consuming and technically demanding task. Using focused ion beam/scanning electron microscope microscopy, we recently showed that virtually all synapses can be accurately identified as asymmetric or symmetric synapses when they are visualized, reconstructed, and quantified from large 3D tissue samples obtained in an automated manner. Nevertheless, the analysis, segmentation, and quantification of synapses is still a labor intensive procedure. Thus, novel solutions are currently necessary to deal with the large volume of data that is being generated by automated 3D electron microscopy. Accordingly, we have developed ESPINA, a software tool that performs the automated segmentation and counting of synapses in a reconstructed 3D volume of the cerebral cortex, and that greatly facilitates and accelerates these processes.
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INTRODUCTION

Chemical axo-dendritic synapses are by far the most common type of synapse in the mammalian brain. Other types of synapses are not found in all regions of the nervous system and when they are present, they are usually only established between specific types of neurons (Peters et al., 1991). The axon terminal has an electron dense thickening on the cytoplasmic face of the pre-synaptic membrane, and close to this pre-synaptic density numerous synaptic vesicles accumulate that are loaded with neurotransmitter molecules. On the opposite side, the inner surface of the post-synaptic membrane also has an electron dense thickening. These pre- and post-synaptic membranes are separated by a narrow gap known as the synaptic cleft. Therefore, the synaptic junction is the complex formed by the pre- and post-synaptic densities and the synaptic cleft (Peters and Palay, 1996). According to their morphology, the synapses in the cerebral cortex can be classified into two main types, Gray’s type I and type II (Gray, 1959), that correspond to the asymmetric and symmetric types of Colonnier, respectively (Colonnier, 1968). In general, asymmetric synapses are considered to be excitatory and much more abundant (75–95% of all neocortical synapses) than symmetric synapses (5–25%), which are inhibitory (for reviews, see Houser et al., 1984; White, 1989; DeFelipe et al., 2002). Therefore, the quantification of synapses, and the identification of the different types and the proportions in which they are found is extraordinarily important in functional terms.

The commonly used stereological methods to quantify synapses are based on the analysis of a limited number of single sections (Sterio, 1984; Colonnier and Beaulieu, 1985) and thus, estimates of the number of synapses per unit volume are very variable and dependent on the sampling methods used in different studies (DeFelipe et al., 1999). To avoid such variability, the ideal approach would be to analyze 3D samples reconstructed from serial sections. However, obtaining serial sections by transmission electron microscopy is an extremely time consuming task that is technically very demanding (Harris et al., 2006; Hoffpauri et al., 2007). Methods have been developed to overcome these difficulties in which serial images are taken from the block face, sequentially removing slices either with a diamond knife (Denk and Horstmann, 2004), or by means of a focused ion beam (FIB) that is used in combination with scanning electron microscopy (SEM; Knott et al., 2008). Using FIB/SEM microscopy, we recently showed that asymmetric and symmetric synapses can be accurately identified, reconstructed, and quantified from large 3D tissue samples, and that virtually all synaptic junctions can be classified regardless of the plane of the section (Merchán-Pérez et al., 2009a). This is important since
it has been estimated that approximately 40–60% of the synaptic junctions remain uncharacterized using other techniques (DeFelipe et al., 1999).

In addition, the use of this technique allows long series of sections to be acquired in an automated way, drastically reducing the time necessary to obtain large amounts of data. However, the analysis, segmentation, and quantification of synapses still requires labor intensive user intervention and new solutions must be sought to deal with the large volume of data that is generated by these new automated 3D electron microscopy techniques. The complexity of the information available not only increases due to the amount of images collected but also, because of the type of new data available (e.g., the spatial distribution of objects, their reconstruction and the identification of processes, etc.). When dealing with such complex data, it is essential to design techniques that are specifically adapted to each particular case. This problem, along with the capacity of the human being to analyze and to understand the information visually, has turned the visual representation of information into a highly attractive method. If the problem to which the method is applied is complex, as is the case here, complexity can be depicted in the search process itself as a series of iterative steps that provide tentative solutions to the problem. With regards the analysis of the search process or any interaction with it, the integration of visualization techniques can help improve the quality of the solutions. Furthermore, as mentioned by Fuchs and Hauser (2009), interaction is probably the most important tool to understanding complex data. The interaction process allows us to dynamically modify the visualization parameters, displaying data in such a way that the presence of relevant information is maximized.

There are excellent general purpose software applications that are freely available to address these tasks, including IMOD (Kremer et al., 1996) or ImageJ (W. Rasband, National Institutes of Health) and its distributions especially suited for microscopy (e.g., ImageJ for microscopy: Collins, 2007, and Fiji). The Reconstruct program (Fiala, 2005) has been especially developed to deal with serial electron microscopy sections, but the accurate reconstruction of synaptic junctions requires manual tracing of the synaptic contours (Arellano et al., 2007; Merchán-Pérez et al., 2009a,b). Other approaches mark-up synaptic junctions instead of rendering their 3D shapes, although this was considered sufficient to tabulate connections in the retina (Anderson et al., 2009). More recently, two promising prototypes to explore and analyze bulky optical and electron microscopy images were described, SSECRETT and NeuroTrace, which reconstruct complex neural circuits of the mammalian nervous system (Jeong et al., 2010). However, no information is available about the distribution policy of these tools. Commercial software such as Amira also have segmentation utilities that could be used for this purpose (Pruggnaller et al., 2008), although none of them address the specific problem of synaptic junction segmentation.

Hence, we have developed ESPINA, a software tool that performs automated segmentation and that counts synapses present in a reconstructed 3D volume of the cerebral cortex, greatly accelerating these analyses. The tool is interactive, allowing the user to supervise the process of segmentation, reconstruction, and counting, modifying the appropriate parameters and validating the results. It is also modular, which permits new functions to be implemented as needed. We have also focused on usability, implementing a user friendly interface to minimize the learning curve for the tool, as well as on portability, to make it accessible to a wide range of users.

In the following sections we will describe the capabilities of this software tool together with the data pre-processing required to handle FIB/SEM images with ESPINA.

TISSUE PREPARATION AND SERIAL SECTION IMAGING

Brain tissue from mice and rats was used to develop and test the software. Animals were administered a lethal intraperitoneal injection of sodium pentobarbital (40 mg/kg) and they were intracardially perfused with the fixative. The animals’ brain was then extracted from the skull and processed for electron microscopy (Merchán-Pérez et al., 2009a). All animals were handled in accordance with the guidelines for animal research set out in the European Community Directive 86/609/EEC and all the procedures were approved by the local ethics committee of the Spanish National Research Council (CSIC).

Regions of the neuropil were chosen on the surface of the tissue block for 3D analysis. The 3D study of the brain samples was carried out using a combined FIB/SEM (Crossbeam® Neon40 EsB, Carl Zeiss NTS GmbH, Oberkochen, Germany). This instrument combines a high resolution field emission SEM column with a focused gallium ion beam which can mill the sample surface, removing thin layers of material on a nanometer scale.

After removing each slice (20 nm of thickness), the milling process was paused and the freshly exposed surface was imaged with a 2-kV acceleration potential using the in-column energy selective backscattered (EsB) electron detector (Figure 1). A 30-μm aperture was used and the retarding potential of the EsB grid was 1500 V. The milling and imaging processes were continuously repeated and long series of images were acquired through a fully automated procedure. For this study, we obtained 2048 × 1536 pixel images, at a resolution of 3.7 nm per pixel, thereby covering an area of 7,577 μm2 × 5,683 μm before correcting for shrinkage. Under these conditions each milling/imaging cycle took approximately 4 min.

IMAGE STACK PRE-PROCESSING

Alignment (registration) of the stack of images is performed using the stackreg and turboreg plugins of ImageJ (Ph. Thévenaz, École Polytechnique Fédérale de Lausanne1), or with the plugins included with Fiji or any similar application. We apply a rigid registration method (translation only, no rotation) to avoid any deformation of single sections. After registration, the resulting stack must be filtered, cropped, and resized. We use a Gaussian Blur filter with ImageJ to eliminate noisy pixels. Although cropping is not essential, it helps to eliminate undesired margins that may be added during registration, and to select the area to be studied. Finally, resizing is important in order to save computer memory.

---

1http://rsb.info.nih.gov/ij
2http://bigwww.epfl.ch/thevenaz/turboreg and /stackreg
The use of large samples (currently up to 750 serial sections) is very demanding on memory as a typical series of 250 full size images occupies about 1 GB of disk memory. If the image resolution is halved from the original 3.7 nm/pixel to a final resolution of 7.4 nm/pixel, the memory required for the stack is reduced to one quarter of the original size. In our experience, when samples are resized to one-third of the original size (final resolution approximately 11.1 nm/pixel) they are still good enough to use for synaptic junction segmentation, reducing the memory required for the stack to one-ninth of its original size. The resolution in the z axis is equivalent to the section thickness and it was always maintained at 20 nm. Once the stack is filtered and resized it must be saved in raw format using the MetaImage_Reader_Writer plugin (Kang Li, Carnegie Mellon School of Computer Science⁴), which also generates the accompanying mhd file necessary to load the stack in ESPINA.

DESCRIPTION OF THE SOFTWARE
THE GRAPHICAL USER INTERFACE
The graphical user interface (GUI) is comprised of a main window and three additional auxiliary windows (Figure 2 and Video 1 in Supplementary Material). In the main window the sections are viewed through the original plane of section, the x–y plane, as they were obtained by FIB/SEM microscopy. Other two windows show the same stack sectioned through the other two orthogonal planes. A fourth window shows a 3D representation of the three orthogonal planes and the reconstructions of the segmented objects (if indicated by the user). Any of the windows can be resized and placed at will. Finally, the menu and tool bars are visible at the top of the screen. Additional widgets for input/output operation, object segmentation, object management, counting brick definition, and data viewing are also available (Figure 3 and Video 1 in Supplementary Material).

3D NAVIGATION WITHIN THE STACK
The user can navigate within the image stack using the sliders located at the bottom of the window or by selecting the desired window and using the mouse wheel. When the mouse is situated at any position in a window, its location can be marked by crosshairs in all the windows by pressing control-left click. This greatly facilitates the identification of dubious synapses or other structures since the three orthogonal sections of any object can be viewed simultaneously, and the position of these sections can be modified interactively by the user. The 3D window represents the three orthogonal planes, crossing at the point marked by the mouse (Figures 2 and 4). Sections and reconstructed objects can be shown or hidden to facilitate navigation. One of two display modes can be chosen: the first shows a 3D volume reconstruction of the objects that is automatically refreshed when an object is added or deleted; the second shows an accurate 3D volume reconstruction of the objects that, for efficiency, must be refreshed by clicking on the “Refresh” button.

⁴http://www.cs.cmu.edu/~kangli/code/MetaImage_Reader_Writer.html
SPATIAL CALIBRATION
By default, cubic voxels of 1 cubic pixel are used. However, in practice voxels will rarely be cubic since the resolution in the x–y plane is usually better than the thickness of the section. For example, we currently use image pixel sizes that typically range between 3 and 10 nm per pixel in the x and y axes, although the sections are 20 nm thick in the z axis. Thus, the voxel size must be entered independently in the x, y, and z axes. Once this is done, all measurements and calculations will be based on this spatial calibration and the data will be expressed in the units chosen by the user (Figure 3). The 3D rendering of the stack and reconstructed objects will also be scaled to the calibrated voxel size.

THE UNBIASED COUNTING BRICK
In order to quantify the number of objects per unit volume, a 3D counting frame must be constructed within the stack. This unbiased counting brick is a regular rectangular prism bounded by three acceptance planes and three exclusion planes (Howard and Reed, 2005; Figure 3). All objects within the counting brick or intersecting any of the acceptance planes will be counted, while any object outside the counting brick or intersecting any of the exclusion planes will not. The user can choose the position of the six planes. By default, when viewed in the main window, the acceptance planes correspond to the front, top, and left sides of the stack, while the exclusion planes are the back, right, and bottom sides. The margins between the counting brick and the borders of the stacks must be set carefully, especially for the acceptance planes. These margins can be chosen by entering the desired distances for the top, bottom, left, and right planes. For the front and back planes, the user can choose a section near the beginning of the series and another near the end of the series as the acceptance and exclusion planes.

SEGMENTATION OF SYNAPTIC JUNCTIONS
MANUAL SYNAPTIC JUNCTION SEGMENTATION
There are two different means to perform synaptic junction segmentation. In the first of these the synaptic junctions must be identified by the user and selected manually. The user must click on the “Add synapse” tool and then click on any synaptic junction that appears in the main panel, or in any of the other two orthogonal planes (Figure 2). The synapse is extracted using heuristics based on two features: gray levels and connectivity. The seed value clicked by the user, combined with a gray threshold value, allows the 3D propagation of the seed around the neighboring voxels following a region growing scheme with six-connectivity: those voxels that fit into the interval \( \text{seed} - \text{gray\_threshold} \), marked by crosshairs in all the windows. Segmented objects appear in green or red according to the colors selected by the user. Each segmented object is given a unique name and number, and it is listed in the “Objects manager” window. Although numerous synaptic junctions are apparently split into two or more parts, these parts are connected in other sections of the series (see also Video 1 in Supplementary Material).
This second method of segmentation permits the automatic segmentation of multiple synaptic junctions. It requires that one or several synaptic junctions have been segmented manually. Once the magic wand tool is selected, the user must select one of the previously segmented synaptic junctions to act as a reference. Next, the application will automatically search for similar objects within the stack, in terms of gray level and size, and all of them will be segmented. Similar heuristics to those described in the manual operation are applied to magic wand segmentation. This is a computationally demanding process and multiple threads are launched to segment several objects in parallel. Several seeds are sequentially defined following a deterministic process to avoid duplicating computations. The search for new candidates is pruned by matching the gray level and size parameters of the reference synaptic junction to the data extracted from subsequent candidates. The first step is to binarize the stack of images looking for the voxels whose gray level is within the range defined by the voxels of the reference object. The second step consists of pruning all the candidates (connected pixels) in order to select those that fit into the size range. If the result is not satisfactory,
the user may repeat the automatic segmentation process, again adjusting the thresholds as in the manual operation. In addition, incorrectly extracted objects can be manually discarded by selecting the delete control and simply clicking on the erroneous objects with the mouse.

**THE 3D REGION OF INTEREST**
The same operations described above can be performed within a 3D region of interest (ROI; Figure 5). This ROI can be selected with the ROI button to set its height and width in the x–y plane, and with two other buttons that establish the depth dimension by selecting sections that define the front and back limits. Once the ROI has been selected, it can be magnified and translated independently of the rest of the stack. This is especially useful when the gray level of the object to be segmented is similar to the surrounding structures, and automatic segmentation tends to spread outside the synaptic junction. This is particularly the case of many symmetric synapses as their post-synaptic densities are much less pronounced than those of asymmetric synapses and thus, the synaptic junction only differs slightly from the adjacent non-synaptic membranes.

**THE OBJECT MANAGER**
Segmented objects can be easily managed using a specific widget that allows the list of objects to be manipulated graphically (Figures 2 and 3). Objects can be grouped in categories, allowing the data to be better organized. Each object can be individually selected/unselected to show/hide each separate object. Objects can be removed one by one from the list by just clicking on them and then selecting the delete control. The object manager is not only coupled to the segmentation widgets but also to the unbiased counting brick. Therefore, changes in the limits of the counting brick include or exclude objects accordingly after selecting the counting brick control.

**THE DATA VIEWER**
The final step of the working session is the extraction of the geometrical measurements for each object segmented. This widget groups the information presented by object classes, allowing the easy and direct comparison of features between several instances of the same class (Figure 3). We have defined the features on which the analysis of synaptic junction morphology is focused, although new parameters can be easily incorporated if new requirements are necessary. The data viewer shows the following attributes:

- Object label and category assigned.
- Size of the object, defined as the number of voxels.
- Physical size, defined as the real object size after multiplying the size by the voxel size.
- Center of gravity of the object, measured in physical units.
- Physical dimension of the bounding box.
- Binary principal moments obtained over the physical units.
- Principal axes of the object.
- Feret diameter, defined as the value of the minimum sphere diameter that circumscribes the object measured in physical units.
- Physical size of the equivalent ellipsoid, obtained from the principal axes of the object.
- Number of synaptic junctions, symmetric or asymmetric, per unit volume.

All these measurements can be easily exported to the standard CSV spreadsheet format. The dimensions of the counting brick are also saved along with the parameters collected in the data viewer widget in order to have a reference of the analysis performed.

**TECHNOLOGIES USED IN THE IMPLEMENTATION**
The *scrum* development methodology was followed as it fits very well to the time requirements established to implement the tool and the environment found in our case (Rising and Janoff, 2000). This methodology favors quick software development based on small sprints, each one producing a new improvement on the tool. The following basic milestones were defined in the early stages of development: tuning of the segmentation algorithm in order to...
prove the feasibility of the approach selected, implementation of the 3D navigation function to allow users to visualize and move within the stack, and GUI improvement to favor the usability of the tool. Later milestones focused on efficiency issues to achieve the shortest possible response times and new functionalities were gradually added to the tool (e.g., the magic wand, the object manager, the spatial calibration, the unbiased counting brick, the restriction of the segmentation area to the ROI, the data viewer and, in the future, extension of the input/output capabilities to manage other file formats like TIFF images or VRML scenarios). Currently, we have successfully installed the tool on several systems with Linux and Windows, and it is expected that it will also migrate without problems to Mac OS. For this purpose, we have chosen a set of stable and widely tested free distribution tools that make this objective easier to attain: Python vs. 2.6 and C++ as programming languages; ITK vs. 3.16 as the image processing library; VTK vs. 5.4 as the visualization library; and QT for the user interface development. Python allows for rapid development, while C++ ensures code efficiency when needed. ITK and VTK provide a vast collection of classes and functions that implement almost all the algorithms required to date\(^1\). The LabelMap class that provides services for object manipulation, labeling and feature extraction has been especially useful (Lehmann, 2008). QT supplies all the widgets and controls that the user needs in a very friendly interface\(^2\).

**CONCLUSION**

ESPINA establishes new strategies to handle and visualize complex images like those obtained through FIB/SEM, improving response times and interactivity, thereby facilitating the analysis of the images. The study of synapses has been improved by accelerating the identification, quantification, and reconstruction of synapses in the large tissue volumes obtained by FIB/SEM. The tool deals satisfactorily with images at different resolutions, opening new opportunities to analyze other structures found in FIB/SEM or other image stacks.

The tool offers definite advantages over other packages that implement tagging or contour tracing for synaptic junction segmentation. In a normal operation, several clicks are sufficient to reconstruct the 3D morphology of the synaptic junction in just a few seconds. In an optimal case, most synapses can be automatically extracted from the stack by the user with a single click, only requiring revision of the false positive and false negative synaptic junctions. Automatic feature extraction is the final step to avoid intensive user manipulation since multiple geometric parameters are calculated from the reconstructed 3D objects. Collected measurements can be easily expanded in future versions if necessary.

ESPINA can be downloaded free as a multiplatform package\(^3\). One problem to resolve in terms of the tool’s distribution is to merge all the libraries needed in a sufficiently compact size, reducing the excessive disk demand. We think that we can still improve this aspect in future versions. Further improvements may be introduced to resolve the difficulties found in segmenting symmetric synapses. Identification of the vesicles that appear besides the synaptic junction may help to introduce new heuristic parameters that refine the automatic extraction of synapses. We expect that ESPINA will also be useful to analyze other morphological structures found in FIB/SEM or other stacks, like mitochondria, axon and dendrite membranes, microtubules, etc. Also, more work will be needed to expand the input/output capabilities of ESPINA to a wider range of file formats and to other microscopy techniques.
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**SUPPLEMENTARY MATERIAL**

The Video 1 for this article can be found online at http://www.frontiersin.org/neuroscience/neuroanatomy/paper/10.3389/fnana.2011.00018/

Video 1 Shows a working session of ESPINA and demonstrates some of its features and capabilities. Please consider that some image quality has been lost during the video compression process.

---

\(^2\) http://www.itk.org

\(^3\) http://www.vtk.org

\(^4\) http://qt.nokia.com

\(^5\) http://cajalbbp.cesvima.upm.es/espina
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