Abstract The Douglas–Rachford and alternating direction method of multipliers are two proximal splitting algorithms designed to minimize the sum of two proper lower semi-continuous convex functions whose proximity operators are easy to compute. The goal of this work is to understand the local linear convergence behaviour of Douglas–Rachford (resp. alternating direction method of multipliers) when the involved functions (resp. their Legendre–Fenchel conjugates) are moreover partly smooth. More precisely, when the two functions (resp. their conjugates) are partly smooth relative to their respective smooth submanifolds, we show that Douglas–Rachford (resp. alternating direction method of multipliers) (i) identifies these manifolds in finite time; (ii) enters a local linear convergence regime. When both functions are locally polyhedral, we show that the optimal convergence radius is given in terms of the cosine of the Friedrichs angle between the tangent spaces of the identified submanifolds. Under polyhedrality of both functions, we also provide conditions sufficient for finite convergence. The obtained results are illustrated by several concrete examples and supported by numerical experiments.
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1 Introduction

1.1 Non-smooth Optimization

In this paper, we consider a structured optimization problem where the objective function is the sum of two proper convex and lower semi-continuous (lsc) functions on an Euclidean space. An efficient and provably convergent method to solve this optimization problem is the Douglas–Rachford (DR) splitting algorithm. DR was originally proposed in [1] to solve a system of linear equations arising from the discretization of a partial differential equation. The extension of this method suitable to solve optimization and feasibility problems is due to [2].

Global sublinear convergence rate estimates of DR and the alternating direction method of multipliers (ADMM) iterations have been recently established in the literature; see, e.g., [3,4] and the references therein. Such rate becomes linear under further assumptions, typically smoothness and strong convexity; see, e.g., [5,6] and references therein. However, it has been observed that DR method admits local linear convergence in various situations where strong convexity is absent, and the studying of this behaviour of DR or ADMM has received increasing attentions in recent years; see the detailed discussion in Sect. 1.2.

Unfortunately, most of the existing work either focuses on some special cases where a specific structure of the problem at hand can be exploited, or imposes certain regularity conditions which are barely verified in practical situations. Therefore, it is important to present a unified analysis framework and possibly with stronger claims. This is one of the main motivations of this work. More precisely, our main contributions are the following.

Globally convergent non-stationary DR In this paper, we consider a non-stationary version of DR. By casting the non-stationarity as an additional error, in Sect. 4 we establish a global convergence result for the non-stationary DR iteration (6). This exploits our previous result on the convergence of the general inexact and non-stationary Krasnosel’ski–Mann iteration introduced in [3].

Finite time activity identification Assuming that both functions in the objective are partly smooth at a global minimizer relative to smooth submanifolds (see Definition 5.1), we show in Sect. 5.1 that under a non-degeneracy condition, the non-stationary DR sequences respectively identify in finite time these submanifolds. In plain words, this means that after a finite number of iterations, these sequences enter these submanifolds and never leave them.

Local linear convergence Exploiting the finite identification property, we then show that the non-stationary DR iterates converge locally linearly in Sect. 6. We charac-
terize the convergence rate precisely based on the properties of the identified partial smoothness submanifolds. Moreover, when the involved functions are locally polyhedral around a global minimizer and the DR scheme is run with constant parameters, we show that the optimal convergence rate is given in terms of the cosine of the Friedrichs angle between the tangent spaces of the two submanifolds. We also generalize these claims to the minimization of the sum of more than two functions.

**Finite convergence** Building upon our local convergence analysis, we also characterize situations where finite convergence occurs in Sect. 7. More precisely, when the stationary and unrelaxed DR scheme is used and the involved functions are locally polyhedral nearby a global minimizer, and if either of the two functions is differentiable at that minimizer, we obtain finite convergence.

We also touch on some practical acceleration schemes, since once the active submanifolds are identified, the globally convex but non-smooth problem becomes locally $C^2$-smooth, though possibly non-convex. As a consequence, it opens the door to high-order optimization methods, such as Newton-like or nonlinear conjugate gradient.

**ADMM** Consider the same optimization problem where, now, one of the functions is the composition of a proper lsc and convex function with an injective operator. It was shown by Gabay [7] (see also [8]) that ADMM amounts to applying DR to the Fenchel–Rockafellar dual problem. Therefore, we can deliver the same local convergence analysis by considering the partial smoothness submanifolds of the Legendre–Fenchel conjugates of the functions in the primal problem, and that the class of partly smooth functions is closed under precomposition by a surjective linear operator [9, Theorem 4.2]. Therefore, to avoid unnecessary repetitions, we only focus in detail on the primal DR splitting method (6).

### 1.2 Relation to Prior Work

There are problem instances in the literature where the (stationary) DR and ADMM algorithms are proved to converge linearly either globally or locally. For instance, in [2, Proposition 4], it is assumed that the “internal” function is strongly convex with a Lipschitz continuous gradient. This local linear convergence result is further investigated in [4,6] under smoothness and strong convexity assumptions. The special case of basis pursuit (BP), *i.e.* one-norm minimization with an affine constraint, is considered in [10] and an eventual local linear convergence is shown in the absence of strong convexity. In [11], the author analyses the local convergence behaviour of ADMM for quadratic or linear programs and shows local linear convergence if the optimal solution is unique and strict complementarity holds. For the case of two subspaces (though in general real Hilbert space), linear convergence of DR with the optimal rate being the cosine of the Friedrichs angle between the subspaces is proved in [12]. It turns out that [10–12] are special cases of our framework, and our results generalize theirs to a larger class of problems. The proposed work is also a more general extension of our previous results in [13] which tackled only the case of locally polyhedral functions.
For the non-convex case, [14] considers DR for a feasibility problem of a sphere intersecting a line or more generally a proper affine subset. Such feasibility problems with an affine subspace and a super-regular set (in the sense of [15]) with strongly regular intersection is considered in [16] and is generalized later to two regular sets with linearly regular intersection [17]; see also [18] for an even more general setting.

Our finite convergence result complements and extends that of [19] who established finite convergence of (unrelaxed stationary) DR in the presence of Slater’s condition, for solving convex feasibility problems where one set is an affine subspace and the other is a polyhedron.

1.3 Paper Organization

The rest of the paper is organized as follows. Some preliminaries are collected in Sect. 2. Section 3 states our main assumptions on problem (P) and introduces the non-stationary DR algorithm. Its global convergence is established in Sect. 4. Section 5 discusses the notion of partial smoothness and some essential properties. We then turn to the main contributions of this paper, namely finite time activity identification (Sect. 5.1), local linear convergence (Sect. 6) and finite termination (Sect. 7) of DR under partial smoothness. Section 8 extends the results to the sum of more than two functions. In Sect. 9, we report various numerical experiments to support our theoretical findings.

2 Preliminaries

Throughout the paper, \( \mathbb{N} \) is the set of non-negative integers, \( \mathbb{R}^n \) is a \( n \)-dimensional real Euclidean space equipped with scalar product \( \langle \cdot, \cdot \rangle \) and norm \( \| \cdot \| \). Id denotes the identity operator on \( \mathbb{R}^n \). For a vector \( x \in \mathbb{R}^n \) and a subset of indices \( b \subset \{1, \ldots, n\} \), \( x_b \) is the restriction of \( x \) to the entries indexed in \( b \). Define \( \| x \|_p := \left( \sum_{i=1}^n |x_i|^p \right)^{1/p}, \) \( p \in [1, +\infty] \), as the \( \ell_p \)-norm in \( \mathbb{R}^n \) with the usual adaptation for \( p = +\infty \). \( \ell_+^1 \) denotes the set of summable sequences in \([0, +\infty[\). For a matrix \( M \in \mathbb{R}^{n \times n} \), we denote \( \| M \| \) its operator norm and \( \rho(M) \) its spectral radius.

\( \Gamma_0(\mathbb{R}^n) \) is the class of proper convex and lsc functions on \( \mathbb{R}^n \). The subdifferential of a function \( J \in \Gamma_0(\mathbb{R}^n) \) is the set-valued operator,

\[
\partial J : \mathbb{R}^n \rightharpoonup \mathbb{R}^n, \ x \mapsto \left\{ g \in \mathbb{R}^n : J(y) \geq J(x) + \langle g, y-x \rangle, \ \forall y \in \mathbb{R}^n \right\}. \tag{1}
\]

\( \text{prox}_{\gamma J} : \mathbb{R}^n \to \mathbb{R}^n \) denotes the proximity operator of \( \gamma J \), defined as,

\[
\text{prox}_{\gamma J}(\cdot) := \arg\min_{x \in \mathbb{R}^n} \gamma J(x) + \frac{1}{2}\|x - \cdot\|^2.
\]

In the sequel, we also denote the reflected proximity operator of \( \gamma J \) as

\[
\text{rprox}_{\gamma J} := 2\text{prox}_{\gamma J} - \text{Id}.
\]

\( \text{prox}_{\gamma J} \) is also the resolvent of \( \gamma \partial J \), i.e. \( \text{prox}_{\gamma J} = (\text{Id} + \gamma \partial J)^{-1} \).
For a non-empty and convex set \( C \subset \mathbb{R}^n \), denote cone\((C)\) its conical hull, aff\((C)\) its affine hull, and the subspace parallel to \( C \) is \( \text{par}(C) = \mathbb{R}(C - C) \), i.e. a translate of aff\((C)\) to the origin. \( P_C \) is the orthogonal projection operator onto \( C \) and \( N_C(x) \) its normal cone at \( x \).

### 2.1 Operators and Matrices

#### Definition 2.1 (Monotone operator) A set-valued operator \( \mathcal{A} : \mathbb{R}^n \rightrightarrows \mathbb{R}^n \) is monotone if, given any \( x, z \in \mathbb{R}^n \), there holds
\[
\langle x - z, u - v \rangle \geq 0, \quad \forall (x, u) \in \text{gph}(\mathcal{A}) \text{ and } (z, v) \in \text{gph}(\mathcal{A}),
\]
where \( \text{gph}(\mathcal{A}) := \{(x, u) \in \mathbb{R}^n \times \mathbb{R}^n : u \in \mathcal{A}(x)\} \). It is moreover maximal monotone if its graph is not strictly contained in the graph of any other monotone operators.

The best-known example of maximal monotone operator is the subdifferential mapping of functions in \( \Gamma_0(\mathbb{R}^n) \).

#### Definition 2.2 (Averaged non-expansive operator) An operator \( F : \mathbb{R}^n \to \mathbb{R}^n \) is non-expansive if
\[
\forall x, y \in \mathbb{R}^n, \quad \|F(x) - F(y)\| \leq \|x - y\|.
\]
For any \( \alpha \in ]0, 1[ \), \( F \) is called \( \alpha \)-averaged if there exists a non-expansive operator \( \mathcal{R} \) such that \( F = \alpha \mathcal{R} + (1 - \alpha)\text{Id} \).

The class of \( \alpha \)-averaged operators is closed under relaxation, convex combination and composition [20,21]. In particular when \( \alpha = \frac{1}{2} \), \( F \) is called firmly non-expansive. Several properties of firmly non-expansive operators are collected in the following lemma.

#### Lemma 2.1 Let \( \mathcal{F} : \mathbb{R}^n \to \mathbb{R}^n \). Then the following statements are equivalent:

(i) \( \mathcal{F} \) is firmly non-expansive;

(ii) \( \text{Id} - \mathcal{F} \) is firmly non-expansive;

(iii) \( 2\mathcal{F} - \text{Id} \) is non-expansive;

(iv) Given any \( \lambda \in ]0, 2[ \), \( (1 - \lambda)\text{Id} + \lambda \mathcal{F} \) is \( \frac{1}{2} \)-averaged;

(v) \( \mathcal{F} \) is the resolvent of a maximal monotone operator \( \mathcal{A} : \mathbb{R}^n \rightrightarrows \mathbb{R}^n \).

**Proof** (i)\(\Leftrightarrow\)(ii)\(\Leftrightarrow\)(iii) follow from [20, Proposition 4.2, Corollary 4.29], (i)\(\Leftrightarrow\)(iv) is [20, Corollary 4.29], and (i)\(\Leftrightarrow\)(v) is [20, Corollary 23.8]. \(\Box\)

Recall the fixed-point operator \( \mathcal{F}_\gamma \) from (5).

#### Lemma 2.2 \( \mathcal{F}_\gamma \) of (5) is firmly non-expansive.

**Proof** The reflected resolvents \( \text{rprox}_{\gamma J} \) and \( \text{rprox}_{\gamma G} \) are non-expansive [20, Corollary 23.10(ii)], and so is their composition. The claim follows from Lemma 2.1(i)\(\Leftrightarrow\)(ii). \(\Box\)

#### Definition 2.3 (Convergent matrices) A matrix \( M \in \mathbb{R}^{n \times n} \) is convergent to some \( M^\infty \in \mathbb{R}^{n \times n} \) if its power \( M^k \) is convergent to \( M^\infty \in \mathbb{R}^{n \times n} \), i.e. if, and only if
\[ \lim_{k \to \infty} \|M^k - M^\infty\| = 0. \]

The following identity is known as the spectral radius formula
\[ \rho(M) = \lim_{k \to +\infty} \|M^k\|^{1/k}. \quad (2) \]

### 2.2 Angles Between Subspaces

In this part we introduce the principal angles and the Friedrichs angle between two subspaces \( T_1 \) and \( T_2 \). Without loss of generality, let \( p := \dim(T_1) \) and \( q := \dim(T_2) \) such that \( 1 \leq p \leq q \leq n - 1 \).

**Definition 2.4 (Principal angles)** The principal angles \( \theta_k \in [0, \pi/2], k = 1, \ldots, p \) between subspaces \( T_1 \) and \( T_2 \) are defined by, with \( u_0 = v_0 := 0 \) and
\[
\cos(\theta_k) := \langle u_k, v_k \rangle = \max_{u \in T_1, v \in T_2} \langle u, v \rangle \quad \text{s.t.} \quad \|u\| = 1, \|v\| = 1, \\
\langle u, u_i \rangle = \langle v, v_i \rangle = 0, \quad i = 0, \ldots, k - 1.
\]

The principal angles \( \theta_k \) are unique with \( 0 \leq \theta_1 \leq \theta_2 \leq \cdots \leq \theta_p \leq \pi/2 \).

**Definition 2.5 (Friedrichs angle)** The Friedrichs angle \( \theta_F \in [0, \pi/2] \) between \( T_1 \) and \( T_2 \) is
\[
\cos(\theta_F(T_1, T_2)) := \max_{u \in T_1 \cap (T_1 \cap T_2)^\perp} \langle u, v \rangle \quad \text{s.t.} \quad \|u\| = 1, \\
v \in T_2 \cap (T_1 \cap T_2)^\perp, \|v\| = 1.
\]

The following lemma shows the relation between the Friedrichs and principal angles whose proof can be found in [22, Proposition 3.3].

**Lemma 2.3** We have \( \theta_F(T_1, T_2) = \theta_{d+1} > 0 \) where \( d := \dim(T_1 \cap T_2) \).

**Remark 2.1** One approach to obtain the principal angles is through the singular value decomposition (SVD). For instance, let \( X \in \mathbb{R}^{n \times p} \) and \( Y \in \mathbb{R}^{n \times q} \) form orthonormal bases for the subspaces \( T_1 \) and \( T_2 \), respectively. Let \( U \Sigma V^T \) be the SVD of the matrix \( X^T Y \in \mathbb{R}^{p \times q} \), then \( \cos(\theta_k) = \sigma_k, k = 1, 2, \ldots, p \) and \( \sigma_k \) corresponds to the \( k \)'th largest singular value in \( \Sigma \).

### 3 Assumptions and Algorithm

We consider the structured optimization problem
\[
\min_{x \in \mathbb{R}^n} \left[ G(x) + J(x) \right], 
\quad (P)
\]
where
(A.1) $G, J \in \Gamma_0(\mathbb{R}^n)$, the class of proper convex and lsc functions on $\mathbb{R}^n$;

(A.2) $\text{ri}(\text{dom}(G)) \cap \text{ri}(\text{dom}(J)) \neq \emptyset$, where $\text{ri}(C)$ is the relative interior of the non-empty convex set $C$, and $\text{dom}(\cdot)$ denotes the domain of the corresponding function;

(A.3) $\text{Argmin}(G + J) \neq \emptyset$, i.e., the set of minimizers is non-empty.

We also assume that these two functions are simple, meaning that their corresponding proximity operators $\text{prox}_{\gamma J}$ and $\text{prox}_{\gamma G}$, $\gamma \in ]0, +\infty[$, are easy to compute, either exactly or up to a very good approximation. Problem $(P)$ covers a large number of problems in areas such as statistical machine learning, inverse problems, signal and image processing to name a few (see Sect. 9).

In its exact relaxed form [8,23,24], the iteration of DR reads

$$v_{k+1} = \text{prox}_{\gamma G}(2x_k - z_k),$$

$$z_{k+1} = (1 - \lambda_k)z_k + \lambda_k(z_k + v_{k+1} - x_k),$$

$$x_{k+1} = \text{prox}_{\gamma J}(z_{k+1}),$$

where $\gamma \in ]0, +\infty[$, $\lambda_k \in ]0, 2[$ is the relaxation parameter. The DR scheme (3) can be cast as a fixed-point iteration with respect to $(z_k)_{k \in \mathbb{N}}$, i.e.

$$z_{k+1} = F_{\gamma, \lambda_k}(z_k),$$

where the fixed-point operator

$$F_{\gamma, \lambda} := (1 - \lambda)\text{Id} + \lambda F_{\gamma} \quad \text{and} \quad F_{\gamma} := \frac{\text{rprox}_{\gamma G} \circ \text{rprox}_{\gamma J} + \text{Id}}{2}. \quad (5)$$

Under assumptions (A.1)–(A.3), and if $\sum_{k \in \mathbb{N}} \lambda_k(2 - \lambda_k) = +\infty$, it is known that $z_k$ converges to some fixed point $z^* \in \text{Fix}(F_{\gamma}) \neq \emptyset$, and that the shadow point $x_k$ and $v_k$ both converge to $x^* := \text{prox}_{\gamma J}(z^*) \in \text{Argmin}(G + J)$; see, e.g., [20, Corollary 27.7].

In this paper, we consider a non-stationary version of (3), which is described below in Algorithm 1.

**Algorithm 1:** Non-stationary Douglas–Rachford splitting

**Initial:** $k = 0$, $z_0 \in \mathbb{R}^n$, $x_0 = \text{prox}_{\gamma_0 J}(z_0)$;

**repeat**

Let $\gamma_k \in ]0, +\infty[$, $\lambda_k \in ]0, 2[$:

$$v_{k+1} = \text{prox}_{\gamma_k G}(2x_k - z_k),$$

$$z_{k+1} = (1 - \lambda_k)z_k + \lambda_k(z_k + v_{k+1} - x_k),$$

$$x_{k+1} = \text{prox}_{\gamma_{k+1} J}(z_{k+1}),$$

$k = k + 1$;

**until** convergence;
Remark 3.1

(i) By definition, the DR method is not symmetric with respect to the order of the functions $J$ and $G$; see [25] for a systematic study of the two possible versions in the exact, stationary and unrelaxed case. Nevertheless, all of our statements throughout hold true, with minor adaptations, when the order of $J$ and $G$ is reversed in (6). Note also that the standard DR only accounts for the sum of two functions. Extension to more than two functions is straightforward through a product space trick; see Sect. 8 for details.

(ii) This paper consists of two main parts, the first one dealing with global convergence guarantees of (6) (Sect. 4), and a second one on its local convergence properties when the involved functions are also partly smooth (Sect. 6). It is for the sake of the latter that we mainly focus on the finite dimensional setting $\mathbb{R}^n$. It is worth pointing out, however, that the global convergence result (Theorem 4.1) also holds for real Hilbert space case where weak convergence can be obtained.

(iii) For global convergence, one can also consider an inexact version of (6) by incorporating additive errors in the computation of $x_k$ and $v_k$, though we do not elaborate more on this for the sake of local convergence analysis.

4 Global Convergence

Recall the operators defined in (5). The non-stationary DR iteration (6) can also be written

$$z_{k+1} = \mathcal{F}_{\gamma_k, \lambda_k}(z_k) = \mathcal{F}_{\gamma_k, \lambda_k}(z_k) + (\mathcal{F}_{\gamma_k, \lambda_k} - \mathcal{F}_{\gamma, \lambda_k})(z_k).$$

In plain words, the non-stationary iteration (6) is a perturbed version of the stationary one (3).

Theorem 4.1 (Global convergence) Consider the non-stationary DR iteration (6). Suppose that the following conditions are fulfilled

(\textbf{H.1}) Assumptions (A.1)–(A.3) hold;

(\textbf{H.2}) $\lambda_k \in [0, 2]$ such that $\sum_{k \in \mathbb{N}} \lambda_k (2 - \lambda_k) = +\infty$;

(\textbf{H.3}) $(\gamma_k, \gamma) \in ]0, +\infty[^2$ such that $\{\lambda_k | |\gamma_k - \gamma|\}$ is in $\ell_1^1$.

Then the sequence $\{z_k\}_{k \in \mathbb{N}}$ converges to a fixed point $z^* \in \text{Fix}(\mathcal{F}_\gamma)$ with $x^* = \text{prox}_{\gamma J}(z^*) \in \text{Argmin}(G + J)$. Moreover, the shadow sequence $\{x_k\}_{k \in \mathbb{N}}$ and $\{v_k\}_{k \in \mathbb{N}}$ both converge to $x^*$ if $\gamma_k$ is convergent.

See “Appendix A” for the proof.

Remark 4.1

(i) The conclusions of Theorem 4.1 remain true if $x_k$ and $v_k$ are computed inexact with additive errors $\varepsilon_{1,k}$ and $\varepsilon_{2,k}$, provided that $\{\lambda_k \varepsilon_{1,k}\}_{k \in \mathbb{N}} \in \ell_1^1$ and $\{\lambda_k \varepsilon_{2,k}\}_{k \in \mathbb{N}} \in \ell_1^1$. 

[Springer]
The summability assumption (H.3) is weaker than imposing it without $\lambda_k$. Indeed, following the discussion in [26, Remark 5.7], take $q \in ]0, 1]$, and let $\lambda_k = 1 - \sqrt{1 - 1/k}$ and $|\gamma_k - \gamma| = \frac{1 + \sqrt{1 - 1/k}}{k^{q/2}}$, then it can be verified that $|\gamma_k - \gamma| \notin \ell_1^r$, $|\gamma_k - \gamma| = \frac{k^{q/2}}{k^{1/2}} \notin \ell_1^r$, and $\lambda_k(2 - \lambda_k) = \frac{1}{k^{1/2}} \notin \ell_1^r$.

(iii) The assumptions made on the sequence $\{\gamma_k\}_{k \in \mathbb{N}}$ imply that $\gamma_k \to \gamma$ (see Lemma A.1). If $\inf_{k \in \mathbb{N}} \lambda_k > 0$, we have $||\gamma_k - \gamma||_{k \in \mathbb{N}} \notin \ell_1^r$, entailing $\gamma_k \to \gamma$, and thus, the convergence assumption on $\gamma_k$ is superfluous.

5 Partial Smoothness

The concept of partial smoothness was formalized in [9]. This notion, as well as that of identifiable surfaces [27], captures the essential features of the geometry of non-smoothness which are along the so-called active/identifiable submanifold. For convex functions, a closely related idea is developed in [28]. Loosely speaking, a partly smooth function behaves smoothly as we move along the identifiable submanifold, and sharply if we move transversal to the manifold. In fact, the behaviour of the function and of its minimizers depend essentially on its restriction to this manifold, hence offering a powerful framework for algorithmic and sensitivity analysis theory.

Let $\mathcal{M}$ be a $C^2$-smooth embedded submanifold of $\mathbb{R}^n$ around a point $x$. To lighten the notations, henceforth we shall state $C^2$-manifold instead of $C^2$-smooth embedded submanifold of $\mathbb{R}^n$. The natural embedding of a submanifold $\mathcal{M}$ into $\mathbb{R}^n$ permits to define a Riemannian structure on $\mathcal{M}$, and we simply say $\mathcal{M}$ is a Riemannian manifold. $T_{\mathcal{M}}(x)$ denotes the tangent space to $\mathcal{M}$ at any point near $x$ in $\mathcal{M}$. More material on manifolds is given in Sect. C.

We are now in position to formally define the class of partly smooth functions in $\Gamma_0(\mathbb{R}^n)$.

**Definition 5.1 (Partly smooth function)** Let $F \in \Gamma_0(\mathbb{R}^n)$, and $x \in \mathbb{R}^n$ such that $\partial F(x) \neq \emptyset$. $F$ is then said to be partly smooth at $x$ relative to a set $\mathcal{M}$ containing $x$ if

(i) **Smoothness** $\mathcal{M}$ is a $C^2$-manifold around $x$, and $F$ restricted to $\mathcal{M}$ is $C^2$ around $x$;

(ii) **Sharpness** The tangent space $T_{\mathcal{M}}(x)$ coincides with $T_x = \operatorname{par}(\partial F(x))^\perp$;

(iii) **Continuity** The set-valued mapping $\partial F$ is continuous at $x$ relative to $\mathcal{M}$.

The class of partly smooth functions at $x$ relative to $\mathcal{M}$ is denoted as $\text{PSF}_x(\mathcal{M})$.

In fact, local polyhedrality also implies that the subdifferential is locally constant around $x$ along $x + T_x$. Capitalizing on the results of [9], it can be shown that under mild transversality assumptions, the set of partly smooth functions is closed under addition and precomposition by a linear operator. Moreover, absolutely permutation-invariant convex and partly smooth functions of the singular values of a real matrix, i.e. spectral functions, are convex and partly smooth spectral functions of the matrix [29]. Some examples of partly smooth functions will be discussed in Sect. 9.

The next lemma gives expressions of the Riemannian gradient and Hessian (see Sect. C for definitions) of a partly smooth function.
Lemma 5.1 If $F \in \text{PSF}_x(\mathcal{M})$, then for any $x' \in \mathcal{M}$ near $x$

$$\nabla_{\mathcal{M}} F(x') = P_{T_{x'}}(\partial F(x')).$$

In turn, for all $h \in T_{x'}$

$$\nabla^2_{\mathcal{M}} F(x') h = P_{T_{x'}} \nabla^2 \tilde{F}(x') h + \mathcal{W}_{x'} \left( h, P_{T_{x'}} \nabla \tilde{F}(x') \right),$$

where $\tilde{F}$ is any smooth extension (representative) of $F$ on $\mathcal{M}$, and $\mathcal{W}_{x'}(\cdot, \cdot) : T_x \times T_{x'}^\perp \to T_x$ is the Weingarten map of $\mathcal{M}$ at $x$.

Proof See [30, Fact3.3]. □

5.1 Finite Activity Identification

With the above global convergence result at hand, we are now ready to state the finite time activity identification property of the non-stationary DR method.

Let $z^* \in \text{Fix}(\mathcal{F}_{\gamma, \lambda})$ and $x^* = \text{prox}_{\gamma J}(z^*) \in \text{Argmin}(G + J)$, then at convergence of the DR iteration (6), we have the following inclusion holds,

$$x^* - z^* \in \gamma \partial G(x^*) \quad \text{and} \quad z^* - x^* \in \gamma \partial J(x^*).$$

Our identification result is built upon this inclusion.

Theorem 5.1 (Finite activity identification) For the DR iteration (6), suppose that (H.1)–(H.3) hold and $\gamma_k$ is convergent, entailing that $(z_k, x_k, v_k) \to (z^*, x^*, x^*)$, where $z^* \in \text{Fix}(\mathcal{F}_{\gamma, \lambda})$ and $x^* \in \text{Argmin}(G + J)$. Assume that $\inf_{k \in \mathbb{N}} \gamma_k \geq \gamma > 0$.

If $G \in \text{PSF}_{x^*}(\mathcal{M}^G_x)$ and $J \in \text{PSF}_{x^*}(\mathcal{M}^J_x)$, and the non-degeneracy condition

$$x^* - z^* \in \gamma \text{ri}(\partial G(x^*)) \quad \text{and} \quad z^* - x^* \in \gamma \text{ri}(\partial J(x^*)) \quad \text{(ND)}$$

holds. Then

(i) There $\exists K \in \mathbb{N}$ large enough such that for all $k \geq K$, $(v_k, x_k) \in \mathcal{M}^G_x \times \mathcal{M}^J_x$.

(ii) Moreover,

(a) If $\mathcal{M}^J_x = x^* + T^J_x$, then $\forall k \geq K$, $T^J_{x_k} = T^J_x$.

(b) If $\mathcal{M}^G_x = x^* + T^G_x$, then $\forall k \geq K$, $T^G_{y_k} = T^G_x$.

(c) If $J$ is locally polyhedral around $x^*$, then $x_k \in \mathcal{M}^J_x = x^* + T^J_x$, and $T^J_{x_k} = T^J_x$, $\forall k \geq K$. Moreover, $\nabla_{\mathcal{M}^J_x} J(x_k) = \nabla_{\mathcal{M}^J_x} J(x^*)$, and $\nabla^2_{\mathcal{M}^J_x} J(x_k) = 0$.

(d) If $G$ is locally polyhedral around $x^*$, then $v_k \in \mathcal{M}^G_x = x^* + T^G_x$, and $T^G_{x_k} = T^G_x$, $\forall k \geq K$. Moreover, $\nabla_{\mathcal{M}^G_x} G(v_k) = \nabla_{\mathcal{M}^G_x} G(x^*)$, and $\nabla^2_{\mathcal{M}^G_x} G(v_k) = 0$.

See “Appendix B” for the proof.
Remark 5.1

(i) The theorem remains true if the condition on $\gamma_k$ is replaced with $\gamma_k \geq \gamma > 0$ and $\lambda_k \geq \lambda > 0$ (use (H.3) in the proof).

(ii) A non-degeneracy condition of the form $v \in \text{ri}(G(x))$ is a geometric generalization of strict complementarity slackness in nonlinear programming. One can easily verify that both conditions coincide when $G = \iota_C$, where $C = \{x : F(x) \leq 0\}$, with $F : \mathbb{R}^n \to \mathbb{R}^p$, and each component $F_j$ is differentiable and convex. Building on the arguments of [31], it is almost a necessary condition for the finite identification of $M_{x^*}$. Relaxing it in general is a challenging problem.

(iii) In general, we have no identification guarantees for $x_k$ and $v_k$ if the proximity operators are computed with errors, even if the latter are summable, in which case one can still prove global convergence (see Remark 4.1). The deep reason behind this is that in the exact case, under condition (ND), the proximal mapping of a partly smooth function and that of its restriction to the corresponding active manifold locally agree nearby $x^*$. This property can be easily violated if approximate proximal mappings are involved.

(iv) When the minimizer is unique, using the fixed-point set characterization of DR; see, e.g., [24, Lemma 2.6], it can be shown that condition (ND) is also equivalent to $z^* \in \text{ri}(\text{Fix}(\mathcal{F}_\gamma))$.

A bound on the finite identification iteration In Theorem 5.1, we only mention the existence of $K$ and have not provided an estimate of the number of iterations beyond which finite identification occurs. In fact, there is a situation where the answer is trivial, i.e. $J$ (resp. $G$) is the indicator function of a subspace. However, answering such a question in general remains challenging. In the following, we shall give a bound in some important cases.

We start with the following general statement and then show that it holds true typically for indicators of polyhedral sets. Denote $\tau_k := \lambda_k(2 - \lambda_k)$.

Proposition 5.1 For the DR iteration (6), suppose that (H.1)–(H.3) hold and $\gamma_k > 0$ is convergent, entailing that $z_k \to z^* \in \text{Fix}(\mathcal{F}_{\gamma, \lambda})$ and $(v_k, x_k) \to (x^*, x^*)$, where $x^* \in \text{Argmin}(G + J)$. Assume that $G \in \text{PSF}_{x^*}(M^G_{x^*})$ and $J \in \text{PSF}_{x^*}(M^J_{x^*})$, and the non-degeneracy condition (ND) holds. Suppose moreover that $\inf_{k \in \mathbb{N}} \tau_k \geq \exists > 0$, and the iterates are such that $\partial J(x_k) \subset \text{rbd}(\partial J(x^*))$ whenever $x_k \notin M^J_{x^*}$ and $\partial G(v_k) \subset \text{rbd}(\partial G(x^*))$ whenever $v_k \notin M^G_{x^*}$. Then, $M^J_{x^*}$ and $M^G_{x^*}$ will be identified for some $k$ obeying

$$k \geq \frac{\|z_0 - z^*\|^2 + O(\sum_{k \in \mathbb{N}} |\lambda_k| \gamma_k - \gamma|)}{\gamma^2 \|x^*\| \text{dist}(0, \text{rbd}(\partial J(x^*) + \partial G(x^*)))^2}.$$  

(8)

See “Appendix B” for the proof.

Observe that the assumption on $\tau_k$ automatically implies (H.2). As one intuitively expects, this lower bound increases as (ND) becomes more demanding.

Example 5.1 (Indicators of polyhedral sets) We will discuss the case of $J$, and the same reasoning applies to $G$. Consider $J$ as the indicator function of a polyhedral set

\[ \text{ Springer} \]
\[ J(x) = \iota_{\mathcal{C}^J}(x), \quad \text{where} \quad \mathcal{C}^J = \left\{ x \in \mathbb{R}^n : \left( c_i^J, x \right) \leq d_i^J, i = 1, \ldots, m \right\}. \]

Define \( I_x^J := \left\{ i : \left( c_i, x \right) = d_i \right\} \) the active set at \( x \). The normal cone to \( \mathcal{C}^J \) at \( x \in \mathcal{C}^J \) is polyhedral and given by \([32, \text{Theorem 6.46}]\)

\[ \partial J(x) = N_{\mathcal{C}^J}(x) = \text{cone}\left( \left( c_i^J \right)_{i \in I_x^J} \right). \]

It is immediate then to show that \( J \) is partly smooth at \( x \in \mathcal{C}^J \) relative to the affine subspace \( \mathcal{M}^J_x = x + T^J_x \), where \( T^J_x = \text{span}(\left( c_i^J \right)_{i \in I_x^J})^\perp \). Let \( \mathcal{F}^J_x \) be the face of \( \mathcal{C}^J \) containing \( x \). From \([33, \text{Theorem 18.8}]\), one can deduce that

\[ \mathcal{F}^J_x = \mathcal{M}^J_x \cap \mathcal{C}^J. \tag{9} \]

We then have

\[ \mathcal{M}^J_{x^*} \subsetneq \mathcal{M}^J_x \iff \mathcal{F}^J_{x^*} \subsetneq \mathcal{F}^J_x \tag{10} \]

\[ \text{[34, Proposition 3.4]} \rightarrow N_{\mathcal{C}^J}(x) \text{ is a face of (other than) } N_{\mathcal{C}^J}(x^*) \tag{11} \]

\[ \text{[33, Corollary 18.1.3]} \rightarrow \partial J(x) \subset \text{rbd}(\partial J(x^*)). \tag{12} \]

Suppose that \( \mathcal{M}^J_{x^*} \) has not been identified yet. Therefore, since \( x_k = P_{\mathcal{C}^J}(z_k) = P_{\mathcal{F}^J_{x_k} \setminus \mathcal{F}^J_{x^*}}(z_k) \), and thanks to (10), this is equivalent to

\[
\begin{align*}
\text{either } & \mathcal{F}^J_{x^*} \subsetneq \mathcal{F}^J_{x_k} \quad \text{or} \quad \mathcal{F}^J_{x_k} \cap \mathcal{F}^J_{x^*} = \emptyset.
\end{align*}
\]

It then follows from (11) and Proposition 5.1 that the number of iterations where \( \mathcal{F}^J_{x^*} \subsetneq \mathcal{F}^J_{x_k} \) and \( \mathcal{F}^G_{x^*} \subsetneq \mathcal{F}^G_{x_k} \) cannot exceed the bound in (8), and thus, identification will happen indeed for some large enough \( k \) obeying (8).

### 6 Local Linear Convergence

Building upon the identification results from the previous section, we now turn to the local behaviour of the DR iteration (6) under partial smoothness. The key feature is that, once the active manifolds are identified, the DR iteration locally linearizes (possibly up to first-order). It is then sufficient to control the spectral properties of the matrix appearing in the linearized iteration to exhibit the local linear convergence rate.
6.1 Locally Linearized Iteration

Let $z^* \in \text{Fix}(\mathcal{F}_{\gamma,\lambda})$ and $x^* = \text{prox}_{\gamma J}(z^*) \in \text{Argmin}(G + J)$. Define the following two functions

$$
\overline{G}(x) := \gamma G(x) - \langle x, x^* - z^* \rangle, \quad \overline{J}(x) := \gamma J(x) - \langle x, z^* - x^* \rangle.
$$

(13)

We start with the following key lemma.

**Lemma 6.1** Suppose that $G \in \text{PSF}_{x^*}(\mathcal{M}^G_{x^*})$ and $J \in \text{PSF}_{x^*}(\mathcal{M}^J_{x^*})$. Define the two matrices

$$
H_G := P^T_{x^*} \nabla^2 M^G_{x^*} (x^*) P^T_{x^*} \quad \text{and} \quad H_J := P^T_{x^*} \nabla^2 M^J_{x^*} (x^*) P^T_{x^*}.
$$

(14)

$H_G$ and $H_J$ are symmetric positive semi-definite under either of the following cases:

(i) $(ND)$ holds.

(ii) $\mathcal{M}^G_{x^*}$ and $\mathcal{M}^J_{x^*}$ are affine subspaces.

In turn, the matrices

$$
W_G := (\text{Id} + H_G)^{-1} \quad \text{and} \quad W_J := (\text{Id} + H_J)^{-1},
$$

(15)

are both firmly non-expansive.

**Proof** Here we prove the case for $J$ since the same arguments apply to $G$ just as well. Claims (i) and (ii) follow from [30, Lemma 4.3] since $J \in \text{PSF}_{x^*}(\mathcal{M}^J_{x^*})$. Consequently, $W_J$ is symmetric positive definite with eigenvalues in $[0, 1]$. Thus by virtue of [20, Corollary 4.3(ii)], it is firmly non-expansive.

Now define $M_G := P^T_{x^*} W_G P^T_{x^*}$ and $M_J := P^T_{x^*} W_J P^T_{x^*}$, and the matrices

$$
M := \text{Id} + 2M_G M_J - M_G - M_J = \frac{1}{2} \text{Id} + \frac{1}{2} (2M_G - \text{Id})(2M_J - \text{Id}),
$$

$$
M_\lambda := (1 - \lambda) \text{Id} + \lambda M, \quad \lambda \in ]0, 2[.
$$

(16)

We have the following locally linearized version of (6).

**Proposition 6.1** (Locally linearized DR iteration) For the DR iteration (6), suppose that (H.1)–(H.3) hold and $\gamma_k > 0$ is convergent, entailing that $z_k \to z^* \in \text{Fix}(\mathcal{F}_{\gamma,\lambda})$ and $v_k, x_k \to x^* \in \text{Argmin}(G + J)$. Assume also that $G \in \text{PSF}_{x^*}(\mathcal{M}^G_{x^*})$ and $J \in \text{PSF}_{x^*}(\mathcal{M}^J_{x^*})$, and the non-degeneracy condition $(ND)$ holds. Assume also that $\lambda_k \to \lambda \in ]0, 2[$. Then $M$ is firmly non-expansive and $M_\lambda$ is $\frac{\lambda}{2}$-averaged. Moreover, for all $k$ large enough, we have

$$
z_{k+1} - z^* = M_\lambda(z_k - z^*) + \psi_k + \phi_k,
$$

(17)

where $||\psi_k|| = o(||z_k - z^*||)$ and $\phi_k = O(\lambda_k ||\gamma_k - \gamma||)$. $\psi_k$ and $\phi_k$ vanish when $G$ and $J$ are locally polyhedral around $x^*$ and $(\gamma_k, \lambda_k)$ are chosen constant in $]0, +\infty[ \times ]0, 2[$.
See “Appendix C” for the proof.

**Remark 6.1** If $\phi_k = o(||z_k - z^*||)$, then the rest in (17) is $o(z_k - z^*)$. However, this is of little practical interest as $z^*$ is unknown.

Next we derive a characterization of the spectral properties of $M_\lambda$, which in turn will allow to study the linear convergence rates of its powers $M_\lambda^k$ to the limit $M^\infty$. Recall the notion of convergent matrices from Definition 2.3. To lighten the notation, we will set $S_{x^*}^J := (T_{x^*}^J)^\perp$ and $S_{x^*}^G := (T_{x^*}^G)^\perp$.

**Lemma 6.2** Suppose that $\lambda \in \mathbb{R}$, then,

(i) $M_\lambda$ is convergent with

$$M^\infty = P_{\ker(M_G((\text{Id} - M_J) + (\text{Id} - M_G)M_J))},$$

and we have

$$\forall k \in \mathbb{N}, M_\lambda^k - M^\infty = (M_\lambda - M^\infty)^k \text{ and } \rho(M_\lambda - M^\infty) < 1.$$

In particular, if

$$T_{x^*}^J \cap T_{x^*}^G = \{0\}, \text{ span}(\text{Id} - M_J) \cap S_{x^*}^G = \{0\} \text{ and } \text{span}(\text{Id} - M_G) \cap T_{x^*}^G = \{0\},$$

then $M^\infty = 0$.

(ii) Given any $\rho \in ]\rho(M_\lambda - M^\infty), 1[$, there is $K$ large enough such that for all $k \geq K$,

$$||M_\lambda^k - M^\infty|| = O(\rho^k).$$

(iii) If, moreover, $G$ and $J$ are locally polyhedral around $x^*$, then $M_\lambda$ is normal (i.e. $M_\lambda^T M_\lambda = M_\lambda M_\lambda^T$) and converges linearly to $P_{(T_{x^*}^J \cap T_{x^*}^G) \oplus (S_{x^*}^J \cap S_{x^*}^G)}$ with the optimal rate

$$\sqrt{(1 - \lambda)^2 + \lambda(2 - \lambda) \cos^2 (\theta_F (T_{x^*}^J, T_{x^*}^G))} < 1.$$

In particular, if $T_{x^*}^J \cap T_{x^*}^G = S_{x^*}^J \cap S_{x^*}^G = \{0\}$, then $M_\lambda$ converges linearly to 0 with the optimal rate

$$\sqrt{(1 - \lambda)^2 + \lambda(2 - \lambda) \cos^2 (\theta_1 (T_{x^*}^J, T_{x^*}^G))} < 1.$$

See “Appendix C” for the proof.

Combining Proposition 6.1 and Lemma 6.2, we have the following equivalent characterization of the locally linearized iteration.

**Corollary 6.1** For the linearized iteration in Proposition 6.1, the following holds.
(i) \((17)\) is equivalent to
\[
(Id - M^\infty)(z_{k+1} - z^*) = (M_\lambda - M^\infty)(Id - M^\infty)(z_k - z^*) + (Id - M^\infty)\psi_k + \phi_k. \tag{18}
\]

(ii) If \(G\) and \(J\) are locally polyhedral around \(x^*\) and \((\gamma_k, \lambda_k)\) are constant in \([0, +\infty[ \times ]0, 2[\), then
\[
z_{k+1} - z^* = (M_\lambda - M^\infty)(z_k - z^*). \tag{19}
\]

The direction \(\Rightarrow\) is easy, and the converse needs more arguments. See “Appendix C” for the proof.

### 6.2 Local Linear Convergence

We are now in position to present the local linear convergence of the DR iteration (6).

**Theorem 6.1** (Local linear convergence of DR) For the DR iteration (6), suppose that Proposition 6.1 holds. Recall \(M^\infty\) from Lemma 6.2. The following holds:

(i) Given any \(\rho \in ]\rho(M_\lambda - M^\infty), 1[\), there exists \(K \in \mathbb{N}\) large enough such that for all \(k \geq K\), if \(\lambda_k \gamma_k - \gamma\) is \(O(\eta^k)\) for \(0 \leq \eta < \rho\), then
\[
\|(Id - M^\infty)(z_k - z^*)\| = O(\rho^{k-K}).
\]

(ii) If \(G\) and \(J\) are locally polyhedral around \(x^*\) and \((\gamma_k, \lambda_k)\) are constant in \([0, +\infty[ \times ]0, 2[\), then there exists \(K \in \mathbb{N}\) large enough such that for all \(k \geq K\),
\[
\|z_k - z^*\| \leq \rho^{k-K}\|z_K - z^*\| \tag{20}
\]

where the convergence rate \(\rho = \sqrt{(1 - \lambda)^2 + \lambda(2 - \lambda) \cos^2(\theta_F(T_{x^*}^J, T_{x^*}^G))}\) in \([0, 1[\), is optimal.

See “Appendix C” for the proof.

**Remark 6.2**

(i) If \(M^\infty = 0\) in (i) or in the situation of (ii), we also have local linear convergence of \(x_k\) and \(v_k\) to \(x^*\) by non-expansiveness of the proximity operator.

(ii) The condition on \(\phi_k\) in Theorem 6.1(i) amounts to saying that \(\gamma_k\) should converge fast enough to \(\gamma\). Otherwise, the local convergence rate could be dominated by that of \(\phi_k\). In particular, if \(\phi_k\) converges sublinearly to 0, then the local convergence rate will eventually become sublinear. See Fig. 5 in the numerical experiments section.

(iii) For Theorem 6.1(ii), it can be observed that the best rate is obtained for \(\lambda = 1\). This has been also pointed out in [10] for basis pursuit. This assertion is, however, only valid for the local convergence behaviour and does not mean in general that the DR will be globally faster for \(\lambda_k \equiv 1\).
(iii) Observe also that the local linear convergence rate does not depend on $\gamma$ when both $G$ and $J$ are locally polyhedral around $x^*$. This means that the choice of $\gamma_k$ only affects the number of iterations needed for finite identification. For general partly smooth functions, $\gamma_k$ influences both the identification time and the local linear convergence rate, since $M_\lambda$ depends on it through the matrices $W_G$ and $W_J$ ($\gamma$ weights the Riemannian Hessians of $G$ and $J$; see (13)--(15)).

7 Finite Convergence

We are now ready to characterize situations where finite convergence of DR occurs.

**Theorem 7.1** Assume that the unrelaxed stationary DR iteration is used (i.e. $\gamma_k \equiv \gamma \in [0, +\infty[$ and $\lambda_k \equiv 1$), such that $(z_k, x_k, v_k) \to (z^*, x^*, x^*)$, where $G$ and $J$ are locally polyhedral nearby $x^*$. Suppose that either $J$ or $G$ is locally $C^2$ at $x^*$. Then the DR sequences $(z_k, x_k, v_k)_{k \in \mathbb{N}}$ converge in finitely many steps to $(z^*, x^*, x^*)$.

**Proof** We will prove the statement when $J$ is locally $C^2$ at $x^*$, and the same reasoning holds if the assumption is on $G$. Local $C^2$-smoothness of $J$ at $x^*$ entails that $\partial J(x^*) = \{\nabla J(x^*)\}$ and $J$ is partly smooth at $x^*$ relative to $\mathcal{M}_{x^*} = \mathbb{R}^n$. Moreover, the non-degeneracy condition (ND) is in force. It then follows from Proposition 6.1 and Lemma 6.2(i) that there exists $K \in \mathbb{N}$ large enough such that

$$\forall k \geq K, \quad z_{k+1} = P_{T_{x^*}G}(z_k - z^*) \Rightarrow \forall k \geq K + 1, \quad z_k - z^* \in T_{x^*}G,$$

whence we conclude that

$$\forall k \geq K + 1, \quad z_k = z_{k+1} = \cdots = z^*.$$

$\square$

DR is known (see, e.g., [8, Theorem 6]) to be a special case of the exact proximal point algorithm (PPA) with constant step-size $\gamma_k \equiv 1$. This suggests that many results related to PPA can be carried over to DR. For instance, finite convergence of PPA has been studied in [35,36] under different conditions. However, [8, Theorem 9] gave a negative result that suggests that these previous conditions sufficient for finite termination of PPA can be difficult or impossible to carry over to DR even for the polyhedral case. The authors in [19] considered the unrelaxed and stationary DR for solving the convex feasibility problem

$$\text{Find a point in } C_1 \cap C_2,$$

where $C_1$ and $C_2$ are non-empty closed convex sets in $\mathbb{R}^n$, $C_1 \cap C_2 \neq \emptyset$, $C_1$ is an affine subspace and $C_2$ is a polyhedron. They established finite convergence under Slater’s condition

$\odot$ Springer
They also provided examples where this condition holds where the conditions of \[35,36]\ for finite convergence do not apply.

Specializing our result to \(G = t C_1\) and \(J = t C_2\), then under Slater’s condition, if \(x^* \in C_1 \cap \text{int}(C_2)\), we have \(G\) is partly smooth at any \(x \in C_1\) relative to \(C_1\) with \(T^G_{x^*} = \text{par}(C_1)\) (i.e. a translate of \(C_1\) to the origin), and \(\partial J(x^*) = NC_2(x^*) = \{0\}\), and we recover the result of \[19\]. In fact, \[19, \text{Theorem 3.7}\] shows that the cluster point \(x^*\) is always an interior point regardless of the starting point of DR. The careful reader may have noticed that in the current setting, thanks to Example 5.1, the estimate in (5.1) gives a bound on the finite convergence iteration.

8 More Than Two Functions

We now want to tackle the problem of solving

\[
\min_{x \in \mathbb{R}^n} \sum_{i=1}^{m} J_i(x), \quad (P_m)
\]

where

\[
(A'.1) \quad J_i \in \Gamma_0(\mathbb{R}^n), \forall i = 1, \ldots, m;
\]

\[
(A'.2) \quad \cap_{1 \leq i \leq m} \text{ri(dom}(J_i)) \neq \emptyset;
\]

\[
(A'.3) \quad \text{Argmin} \left(\sum_{i=1}^{m} J_i\right) \neq \emptyset.
\]

In fact, problem \((P_m)\) can be equivalently reformulated as \((P)\) in a product space; see, e.g., \[37,38\]. Let \(H = \mathbb{R}^n \times \cdots \times \mathbb{R}^n\) \(m\) times endowed with the scalar inner-product and norm

\[
\forall x, y \in H, \langle x, y \rangle = \sum_{i=1}^{m} (x_i, y_i), \|x\| = \sqrt{\sum_{i=1}^{m} \|x_i\|^2}.
\]

Let \(\mathcal{S} = \{x = (x_i)_i \in H : x_1 = \cdots = x_m\}\) and its orthogonal complement \(\mathcal{S}^\perp = \{x = (x_i)_i \in H : \sum_{i=1}^{m} x_i = 0\}\). Define the canonical isometry \(C : \mathbb{R}^n \to H, x \mapsto (x, \ldots, x)\), we have \(P_\mathcal{S}(z) = C \left( \frac{1}{m} \sum_{i=1}^{m} z_i \right)\).

Problem \((P_m)\) is now equivalent to

\[
\min_{x \in \mathcal{H}} J(x) + G(x), \quad \text{where} \quad J(x) = \sum_{i=1}^{m} J_i(x_i) \quad \text{and} \quad G(x) = t \mathcal{S}(x), \quad (P)
\]

which has the same structure on \(\mathcal{H}\) as \((P)\) on \(\mathbb{R}^n\).

Obviously, \(J\) is separable and therefore,

\[
\text{prox}_{\gamma J}(x) = \left( \text{prox}_{\gamma J_i}(x_i) \right)_i.
\]

Let \(x^* = C(x^*)\). Clearly, \(G\) is polyhedral, hence partly smooth relative to \(\mathcal{S}\) with \(T^G_{x^*} = \mathcal{S}\). Suppose that \(J_i \in \text{PSF}_{x^*}(\mathcal{M}_{x^*} J_i)\) for each \(i\). Denote \(T^J_{x^*} = \bigotimes_i T^J_i\) and...
Similarly to (14), define

\[ H_T := P_{T_{x_i}^*} \nabla^2 \bar{J}(x^*) P_{T_{x_i}^*} \quad \text{and} \quad W_T := (\text{Id} + H_T)^{-1}, \]

where \( \bar{J}(x) := \gamma \sum_{i=1}^m J_i(x_i) - \{x, z^* - x^*\} \), \( \tilde{J}_i \) is the smooth representation of \( J_i \) on \( M_{x_i}^* \), and \( \text{Id} \) is the identity operator on \( \mathcal{H} \). Since \( G \) is polyhedral, we have \( W_G = \text{Id} \).

Now we can provide the product space form of (16), which reads

\[ M = \text{Id} + 2P_{T_{x_i}^*} P_{T_{x_i}^*} W_T P_{T_{x_i}^*} - P_{T_{x_i}^*} W_T P_{T_{x_i}^*}, \]

\[ = \frac{1}{2} \text{Id} + P_{T_{x_i}^*} \left( 2P_{T_{x_i}^*} W_T P_{T_{x_i}^*} - \text{Id} \right) - \frac{1}{2} \left( 2P_{T_{x_i}^*} W_T P_{T_{x_i}^*} - \text{Id} \right), \]

and \( M_\lambda := (1 - \lambda) \text{Id} + \lambda M \). Owing to Lemma 6.2, we have

\[ M^\infty = P_{\ker (P_{T_{x_i}^*} \text{Id} - P_{T_{x_i}^*} W_T P_{T_{x_i}^*}) + (P_{T_{x_i}^*} \text{Id} - P_{T_{x_i}^*} W_T P_{T_{x_i}^*})}, \]

and when all \( J_i \)'s are locally polyhedral nearby \( x^* \), \( M^\infty \) specializes to

\[ M^\infty = P_{(T_{x_i}^* \cap S) \oplus (S_{x_i}^* \cap S^\perp)}. \]

**Corollary 8.1** Suppose that (A’.1)–(A’.3) and (H.2)–(H.3) holds. Consider the sequence \( \{z_k, x_k, v_k\}_{k \in \mathbb{N}} \) provided by the non-stationary DR method (6) applied to solve (P). Then,

(i) \( (z_k, x_k, v_k) \) converges to \( (z^*, x^*, x^*) \), where \( x^* = C(x^*) \) and \( x^* \) is a global minimizer of \( (P_m) \).

(ii) Assume, moreover, that \( \gamma_k \geq \gamma > 0 \) and \( \gamma_k \to \gamma, J_i \in \text{PSF}_{x^*}(M_{x_i}^*), \) and

\[ z^* \in x^* + \gamma \text{ri} \left( \bigotimes_i \partial J_i(x^*) \right) \cap S^\perp. \quad \text{(ND)} \]

Then,

(a) for all \( k \) large enough, \( x_k \in \bigotimes_i M_{x_i}^* \).

(b) in addition, if \( \lambda_k \to \lambda \in [0, 2[, \) then given any \( \rho \in ]0, (M_\lambda - M^\infty), 1[, \) there exists \( K \in \mathbb{N} \) large enough such that for all \( k \geq K, \) if \( \lambda_k |\gamma_k - \gamma| = O(\eta^k) \) where \( 0 \leq \eta < \rho, \) then

\[ \| (\text{Id} - M^\infty)(z_k - z^*) \| = O(\rho^k - K). \]

In particular, if all \( J_i \)'s are locally polyhedral around \( x^* \) and \( (\gamma_k, \lambda_k) \equiv (\gamma, \lambda) \in [0, +\infty[ \times [0, 2[, \) then \( z_k \) (resp. \( x_k := \frac{1}{m} \sum_{i=1}^m x_{k,i} \)) con-
verges locally linearly to $z^*$ (resp. $x^*$) at the optimal rate

$$
\rho = \sqrt{(1-\lambda)^2 + \lambda (2-\lambda) \cos^2 \left( \theta_F \left( T^J_{x^*}, S \right) \right)} \in [0, 1[.
$$

Proof

(i) Apply Theorem 4.1 to $(P)$.

(ii) (a) By the separability rule, we have $J \in \text{PSF}_{x^*}(\bigtimes_i \mathcal{M}^i_{x^*})$; see [9, Proposition 4.5]. We have also $\partial G(x^*) = N_{S}(x^*) = S^\perp$. Then (ND) is simply a specialization of condition (ND) to problem $(P)$. The claim then follows from Theorem 5.1.

(b) This is a direct consequence of Theorem 6.1. For the local linear convergence of $x_k$ to $x^*$ in the last part, observe that

$$
\|x_k - x^*\|^2 = \left\| \frac{1}{m} \sum_{i=1}^{m} x_{k,i} - \frac{1}{m} \sum_{i=1}^{m} x^*_i \right\|^2 \leq \frac{1}{m} \sum_{i=1}^{m} \|x_{k,i} - x^*_i\|^2 \\
= \frac{1}{m} \sum_{i=1}^{m} \|\text{prox}_{\gamma J_i}(z_{k,i}) - \text{prox}_{\gamma J_i}(z^*_i)\|^2 \\
\leq \frac{1}{m} \sum_{i=1}^{m} \|z_{k,i} - z^*_i\|^2 = \frac{1}{m} \|z_k - z^*\|^2.
$$

\[\Box\]

We also have the following corollary of Theorem 7.1.

Corollary 8.2 Assume that the unrelaxed stationary DR iteration is used (i.e. $\gamma_k \equiv \gamma \in [0, +\infty[$ and $\lambda_k \equiv 1$), such that $(z_k, x_k, v_k) \to (z^*, C(x^*), C(x^*))$, where, $\forall i$, $J_i$ is locally polyhedral nearby $x^*$ and is differentiable at $x^*$. Then the sequences $\{z_k, x_k, v_k, \frac{1}{m} \sum_{i=1}^{m} x_{k,i}\}_{k \in \mathbb{N}}$ converge in finitely many steps to $(z^*, C(x^*), C(x^*), x^*)$.

9 Numerical Experiments

9.1 Examples of Tested Partly Smooth Functions

Table 1 provides some examples of partly smooth functions that we will use throughout this section in our numerical experiments. These functions are widely used in the literature to regularize a variety of problems in signal/image processing, machine learning and statistics; see, e.g., [39] and references therein for details. The corresponding Riemannian gradients can also be found in [39]. Since the $\ell_1$, $\ell_\infty$ and the (anisotropic) total variation semi-norm are polyhedral, their Riemannian Hessians vanish. The Riemannian Hessians for the $\ell_{1,2}$ and the nuclear norm are also provided in [39].

© Springer
Affinely constrained minimization Let us first consider the affine-constrained minimization problem

$$\min_{x \in \mathbb{R}^n} J(x) \text{ subject to } Lx = Lx_{ob},$$

where $L : \mathbb{R}^n \rightarrow \mathbb{R}^m$ is a linear operator, $x_{ob} \in \mathbb{R}^n$ is known and $J \in J_0(\mathbb{R}^n)$. Problem (22) is of importance in various areas to find regularized solutions to linear equations (one can think, for instance, of the active area of compressed sensing, matrix completion, and so on). By identifying $G$ with the indicator function of the affine constraint $C := \{ x \in \mathbb{R}^n : Lx_{ob} = Lx \} = x_{ob} + \ker(L)$, it is immediate to see that $G$ is indeed polyhedral and partly smooth at any $x \in C$ relative to $C$.

We here solve (22) with $J$ being the $\ell_1$, $\ell_\infty$, $\ell_{1,2}$ and nuclear norms. For all these cases, the proximity operator of $J$ can be computed very easily. In all these experiments, $L$ is drawn randomly from the standard Gaussian ensemble, i.e. compressed sensing/matrix completion scenario, with the following settings:

- $\ell_1$-norm $(m, n) = (48, 128)$, $x_{ob}$ is sparse with 8 nonzero entries;
- $\ell_{1,2}$-norm $(m, n) = (48, 128)$, $x_{ob}$ has 3 nonzero blocks of size 4;
- $\ell_\infty$-norm $(m, n) = (123, 128)$, $x_{ob}$ has 10 saturating components;
- Nuclear norm $(m, n) = (500, 1024)$, $x_{ob} \in \mathbb{R}^{32 \times 32}$ and rank($x_{ob}$) = 4.

For each setting, the number of measurements is sufficiently large so that one can prove that the minimizer $x^*$ is unique, and in particular that $\ker(L) \cap T_{x^*}J = \{0\}$ (with high probability); see, e.g., [40]. We also checked that $\ker(L)^\perp \cap S_{x^*}J = \{0\}$, which is equivalent to the uniqueness of the fixed point and also implies that $M^\infty = 0$ (see Lemma 6.2(i)). Thus, (ND) is fulfilled, and Theorem 6.1 applies. DR is run in its stationary version (i.e. constant $\gamma = 1/2$).

Figure 1 displays the profile of $\|z_k - z^*\|$ as a function of $k$, and the starting point of the dashed line is the iteration number at which the active partial smoothness manifold of $J$ is identified (recall that $\mathcal{M}^{G^*} = C$ which is trivially identified from the first iteration). One can easily see that for the $\ell_1$ and $\ell_\infty$ norms, the observed linear convergence coincides with the optimal rate predicted by Theorem 6.1(ii). For...
a \ell_1\text{-norm.} \quad b \ell_{\infty}\text{-norm.} \quad c \ell_{1,2}\text{-norm.} \quad d \text{Nuclear norm.}

The starting point of the dashed line is the iteration at which the active manifold of $J$ is identified.

the case of $\ell_{1,2}$-norm and nuclear norm, though not optimal, our estimates are very tight.

Noise removal In the following two examples, we suppose that we observe $y = x_{ob} + \varepsilon$, where $x_{ob}$ is a piecewise-constant vector, and $\varepsilon$ is an unknown noise supposed to be either uniform or sparse. The goal is to recover $x_{ob}$ from $y$ using the prior information on $x_{ob}$ (i.e. piecewise-smooth) and $\varepsilon$ (uniform or sparse). To achieve this goal, a popular and natural approach in the signal processing literature is to solve

$$\min_{x \in \mathbb{R}^n} \|x\|_{TV} \quad \text{subject to} \quad \|y - x\|_p \leq \tau,$$

where $p = +\infty$ for uniform noise, and $p = 1$ for sparse noise, and $\tau > 0$ is a parameter to be set by the user to adapt to the noise level. Identifying $J = \| \cdot \|_{TV}$ and $G = \|y - \cdot\|_p \leq \tau$, one recognizes that for $p \in \{1, +\infty\}$, $J$ and $G$ are indeed polyhedral and their proximity operators are simple to compute. For both examples, we set $n = 128$ and $x_{ob}$ is such that $D_{\text{DIFF}}x_{ob}$ has 8 nonzero entries. For $p = +\infty$, $\varepsilon$...
Theoretical estimation
Practical observation

\[ \| z_k - z^* \| \]

Fig. 2  Observed (solid) and predicted (dashed) convergence profiles of DR (3) in terms of \( \| z_k - z^* \| \) with \( \gamma_k \equiv 1/2 \). a Uniform noise removal by solving (23) with \( p = +\infty \), b sparse noise removal by solving (23) with \( p = 1 \). The starting point of the dashed line is the iteration at which the manifolds \( M_{J,z^*}^I \) and \( M_{G,x^*}^G \) are identified.

is generated uniformly in \([-1, 1]\), and for \( p = 1 \) \( \varepsilon \) is sparse with 16 nonzero entries. DR is run in its stationary version. The corresponding local convergence profiles are depicted in Fig. 2a, b. Condition (ND) is checked posterior, and it is satisfied for the considered examples. Owing to polyhedrality, our rate predictions are again optimal.

9.2 Finite Convergence

We now numerically illustrate the finite convergence of DR. For the remainder of this subsection, we set \( n = 2 \), and solve \((P)\) with \( G = \| \cdot \|_1 \) and \( J = t_C \), \( C = \{ x \in \mathbb{R}^2 : \| x - (3/4, 3/4)^T \|_1 \leq 1/2 \} \). The set of minimizers is the segment \( [(1/4, 3/4)^T, (3/4, 1/4)^T] \), and \( G \) is differentiable at any minimizer with gradient \( (1, 1)^T \). The set of fixed points is thus \( [(1/4, 3/4)^T, (3/4, 1/4)^T] - \gamma \). Figure 3a shows the trajectory of the sequence \( \{ z_k \}_{k \in \mathbb{N}} \) and the shadow sequence \( \{ x_k \}_{k \in \mathbb{N}} \) which both converge finitely as predicted by Theorem 7.1 (DR is used with \( \gamma = 0.25 \)).

For each starting point \( z_0 \in [-10, 10]^2 \), we run the DR algorithm until \( z_{k+1} = z_k \) (up to machine precision), with \( \gamma = 0.25 \) and \( \gamma = 5 \). Figure 3b, c shows the number of iterations to finite convergence, where \( \gamma = 0.25 \) for (b) and \( \gamma = 5 \) for (c). This confirms that DR indeed converges in finitely many iterations regardless of the starting point and choice of \( \gamma \), though more iterations are needed for higher \( \gamma \) in this example (see next subsection for further discussion on the choice of \( \gamma \)).

9.3 Choice of \( \gamma \)

Impact of \( \gamma \) on identification

We now turn to the impact of the choice of \( \gamma \) in the DR algorithm. We consider (22) with \( J \) being the \( \ell_1 \), the \( \ell_{1,2} \) and nuclear norms.
The results are shown in Fig. 4, where $K$ denotes the number of iterations needed to identify $\mathcal{M}_x^\star$, and $\rho$ denotes the local linear convergence rate. We summarize our observations as follows:

- For all examples, the choice of $\gamma$ affects the iteration $K$ at which activity identification occurs. Indeed, $K$ typically decreases monotonically and then either stabilizes or slightly increases. This is in agreement with the bound in (8);
- When $J$ is the $\ell_1$, which is polyhedral, the local linear convergence rate is insensitive to $\gamma$ as anticipated by Theorem 6.1(ii). For the other two norms, the local rate depends on $\gamma$ (see Theorem 6.1(i)), and this rate can be optimized for the parameter $\gamma'$;
- In general, there is no correspondence between the optimal choice of $\gamma$ for identification and the one for local convergence rate.

**Stationary versus non-stationary DR** We now investigate numerically the convergence behaviour of the non-stationary version of DR and compare it to the stationary one. We fix $\lambda_k \equiv 1$, i.e. the iteration is unrelaxed. The stationary DR algorithm is run with
some $\gamma > 0$. For the non-stationary one, four choices of $\gamma_k$ are considered:

Case 1: $\gamma_k = \gamma + \frac{1}{k^{1.1}}$,  
Case 2: $\gamma_k = \gamma + \frac{1}{k^{2}}$,  
Case 3: $\gamma_k = \gamma + 0.95^k$,  
Case 4: $\gamma_k = \gamma + 0.5^k$,  
Case 5: $\gamma_k = \gamma + e^{-k/8}$.

Obviously, we have $\{||\gamma_k - \gamma||\}_{k \in \mathbb{N}} \in \ell^1_{\infty}$ for all the four cases. Problem (22) is considered again with $J$ the $\ell_1$, the $\ell_{1,2}$ and the nuclear norms. The comparison results are displayed in Fig. 5. Table 2 shows the number of iteration $K$ needed for the identification of $M_{j,*}^I$.  

For the stationary iteration, the local convergence rate of the 3 examples is,

$\ell_1$-norm: $\rho = 0.9129$,  
$\ell_{1,2}$-norm: $\rho = 0.9324$,  
Nuclear norm: $\rho = 0.8869$.

We can make the following observations from the comparison:
Fig. 5 Comparison between stationary (“S-DR”) and non-stationary DR (“NS-DR X”, X stands for Case X) when solving (22) with different functions $J$ in Table 1. a $\ell_1$-norm. b $\ell_{1,2}$-norm. c Nuclear norm

Table 2 Number of iterations $K$ needed for the identification of $M_{j,*}$ for each tested case

|                | S-DR | NS-DR 1 | NS-DR 2 | NS-DR 3 | NS-DR 4 | NS-DR 5 |
|----------------|------|---------|---------|---------|---------|---------|
| $\ell_1$-norm  |  62  |   46    |   59    |  244    |    56   |   109   |
| $\ell_{1,2}$-norm |  47  |   42    |   43    |  227    |    41   |    79   |
| Nuclear norm   | 109  |  103    |  108    |   72    |   107   |    94   |

“NS-DR X” stands for the non-stationary DR with choice of $\gamma_k$ as in Case X

- The local convergence behaviour of the non-stationary iteration is no better than the stationary one (same local convergence rate) which is in agreement with our analysis;
- As argued in Remark 6.2(ii), the convergence rate is eventually controlled by the error $|\gamma_k - \gamma|$, except for “Cases 4 and 5”, since 0.5 and the exponential function decay faster than the local linear rate of the stationary version (i.e. $|\gamma_k - \gamma| = o(\|z_k - z^*\|)$);
• The non-stationary DR seems to generally lead to faster identification. Though this is not a systematic behaviour as observed, for instance, for “Cases 3 and 5”, where slower identification is obtained for the ℓ_1 and the ℓ_{1,2} norms.

Overall, “Case 5” shows the best performance, which implies that in practice, at least for the presented examples, a good strategy is use bigger values of γ_k at beginning for a faster identification, and locally converges to the limit value quickly in order to have faster local performance.

10 Conclusions

In this paper, we investigated local convergence properties of DR and ADMM when the involved functions (or their conjugates) are convex and partly smooth. In particular, we showed that these schemes identify the active manifolds in finite time and then converge locally linearly at a rate that we characterized precisely. Under polyhedrality of both functions, we also characterize situations where finite convergence occurs. Future work includes several extensions of this work. At first, finite identification and finite convergence under milder assumptions than those required here would be important. Another important extension would be to tackle the non-convex setting.
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Appendix A: Proof of Theorem 4.1

We start with the following lemma which is needed in the proof of Theorem 4.1.

Lemma A.1 Suppose that conditions (H.2) and (H.3) hold, and that γ_k is convergent. Then

\[ \lim_{k \to +\infty} \gamma_k = \gamma. \]

Proof Since γ_k is convergent, it has a unique cluster point, say \( \lim_{k \to +\infty} \gamma_k = \gamma' \). It is then sufficient to show that \( \gamma' = \gamma \). Suppose that \( \gamma' \neq \gamma \). Fix some \( \varepsilon \in ]0, |\gamma' - \gamma|[ \).

Thus, there exist an index \( K > 0 \) such that for all \( k \geq K \),

\[ |\gamma_k - \gamma'| < \varepsilon / 2. \]

Therefore

\[ |\gamma_k - \gamma| \geq |\gamma' - \gamma| - |\gamma_k - \gamma'| > \varepsilon / 2. \]

It then follows that

\[ \lambda_k (2 - \lambda_k) \varepsilon \leq 2 \lambda_k \varepsilon \leq 4 \lambda_k |\gamma_k - \gamma|. \]
Denote \( \tau := \sup_{k \in \mathbb{N}} \lambda_k (2 - \lambda_k) \) which is obviously positive and bounded since \( \lambda_k \in [0, 2] \). Summing both sides for \( k \geq K \) we get

\[
\varepsilon \sum_{k \in \mathbb{N}} \lambda_k (2 - \lambda_k) - K \tau \leq \varepsilon \sum_{k = K}^{+\infty} \lambda_k (2 - \lambda_k) \leq 4 \sum_{k \in \mathbb{N}} \lambda_k |\gamma_k - \gamma|,
\]

which, in view of (H.3), implies

\[
\sum_{k \in \mathbb{N}} \lambda_k (2 - \lambda_k) \leq \varepsilon^{-1} (\lambda_k |\gamma_k - \gamma| + K \tau) < +\infty,
\]

leading to a contradiction with (H.2).

\( \square \)

**Proof (Theorem 4.1)** To prove our claim, we only need to check the conditions listed in [3, Theorem 4].

(i) As (A.3) assumes the set of minimizers of (P) is non-empty, so is the set \( \text{Fix}(F_\gamma) \), since the former is nothing but \( \text{prox}_{\gamma J}(\text{Fix}(F_\gamma)) \) [20, Proposition 25.1(ii)].

(ii) Since \( F_\gamma \) is firmly non-expansive by Lemma 2.2, \( F_{\gamma, \lambda_k} \) is \( \lambda_k \)-averaged non-expansive, hence non-expansive, owing to Lemma 2.1(iii).

(iii) Let \( \rho \in [0, +\infty[ \) and \( z \in \mathbb{R}^n \) such that \( \|z\| \leq \rho \), then we have

\[
(F_{\gamma_k} - F_\gamma)(z) = \frac{\text{prox}_{\gamma_k G \circ \text{prox}_{\gamma_k J}}}{2}(z) - \frac{\text{prox}_{\gamma G \circ \text{prox}_{\gamma J}}}{2}(z)
\]

\[
= \left( \frac{\text{prox}_{\gamma_k G \circ \text{prox}_{\gamma_k J}}}{2}(z) - \frac{\text{prox}_{\gamma_k G \circ \text{prox}_{\gamma J}}}{2}(z) \right)
\]

\[
- \left( \frac{\text{prox}_{\gamma G \circ \text{prox}_{\gamma J}}}{2}(z) - \frac{\text{prox}_{\gamma_k G \circ \text{prox}_{\gamma J}}}{2}(z) \right)
\]

\[
= \left( \frac{\text{prox}_{\gamma_k G \circ \text{prox}_{\gamma_k J}}}{2}(z) - \frac{\text{prox}_{\gamma_k G \circ \text{prox}_{\gamma J}}}{2}(z) \right)
\]

\[
- \left( \text{prox}_{\gamma G \circ \text{prox}_{\gamma J}}(z) - \text{prox}_{\gamma_k G \circ \text{prox}_{\gamma J}}(z) \right).
\]

Thus, by virtue of Lemma 2.1(iii), we have

\[
\|(F_{\gamma_k} - F_\gamma)(z)\| \leq \|\text{prox}_{\gamma_k J}(z) - \text{prox}_{\gamma J}(z)\|
\]

\[
+ \|\text{prox}_{\gamma_k G}(\text{prox}_{\gamma J}(z)) - \text{prox}_{\gamma G}(\text{prox}_{\gamma J}(z))\|.
\]

Let’s bound the first term. From the resolvent equation [41], and Lemma 2.1(i) (ii) (v), we have

\[
\|\text{prox}_{\gamma_k J}(z) - \text{prox}_{\gamma J}(z)\| = \|\text{prox}_{\gamma_k J}(z) - \text{prox}_{\gamma_k J}(\frac{\gamma_k}{\gamma} z + (1 - \frac{\gamma_k}{\gamma}) \text{prox}_{\gamma J}(z))\|
\]

\[
\leq \frac{|\gamma_k - \gamma|}{\gamma} \|\text{Id} - \text{prox}_{\gamma J}(z)\|
\]

\[
\leq \frac{|\gamma_k - \gamma|}{\gamma} (\rho + \|\text{prox}_{\gamma J}(0)\|).
\]
With similar arguments, we also obtain
\[
\|\text{prox}_{\gamma_k G}(r\text{prox}_{\gamma J}(z)) - \text{prox}_{\gamma G}(r\text{prox}_{\gamma J}(z))\| \\
\leq \frac{|\gamma_k - \gamma|}{\gamma} (\rho + \|\text{prox}_{\gamma G}(0)\| + 2\|\text{prox}_{\gamma J}(0)\|). \tag{25}
\]
Combining (24) and (25) leads to
\[
\|(\mathcal{F}_{\gamma_k} - \mathcal{F}_{\gamma})(z)\| \leq \frac{|\gamma_k - \gamma|}{\gamma} (2\rho + \|\text{prox}_{\gamma G}(0)\| + 3\|\text{prox}_{\gamma J}(0)\|). \tag{26}
\]
whence we get
\[
\|(\mathcal{F}_{\gamma_k, \lambda_k} - \mathcal{F}_{\gamma, \lambda_k})(z)\| = \lambda_k \|(\mathcal{F}_{\gamma_k} - \mathcal{F}_{\gamma})(z)\| \leq \lambda_k \frac{|\gamma_k - \gamma|}{\gamma} (2\rho + \|\text{prox}_{\gamma G}(0)\| + 3\|\text{prox}_{\gamma J}(0)\|).
\]
Therefore, from (H.3), we deduce that
\[
\left\{ \sup \|(\mathcal{F}_{\gamma_k, \lambda_k} - \mathcal{F}_{\gamma, \lambda_k})(z)\|_{k \in \mathbb{N}} \right\} \in \ell^1_+.
\]

In other words, the non-stationary iteration (7) is a perturbed version of the stationary one (4) with an error term which is summable thanks to (H.3). The claim on the convergence of $z^*$ follows by applying [24, Corollary 5.2]. Moreover, $x^* := \text{prox}_{\gamma J}(z^*)$ is a solution of $\mathcal{P}$. In turn, using non-expansiveness of $\text{prox}_{\gamma J}$ and (24), we have
\[
\|x_k - x^*\| \leq \|z_k - z^*\| + \frac{|\gamma_k - \gamma|}{\gamma} (\|z^*\| + \|\text{prox}_{\gamma J}(0)\|),
\]
and thus, the right-hand side goes to zero as $k \to +\infty$ as we are in finite dimension and since $\gamma_k \to \gamma$ owing to Lemma A.1. This entails that the shadow sequence $\{x_k\}_{k \in \mathbb{N}}$ also converges to $x^*$. With similar arguments, we can also show that $\{v_k\}_{k \in \mathbb{N}}$ converges to $x^*$ (using, for instance, (25) and non-expansiveness of $\text{prox}_{\gamma_k G}$).

Appendix B: Proofs of Section 5

Proof (Theorem 5.1) By Theorem 4.1, all the sequences generated by (6) converge, i.e.
\[
z_k \to z^* \in \text{Fix}(\mathcal{F}_{\gamma, \lambda}), \quad x_k, v_k, \to x^* = \text{prox}_{\gamma J}(z^*) \in \text{Argmin}(G + J).
\]
The non-degeneracy condition (ND) is equivalent to
\[
\frac{x^* - z^*}{\gamma} \in \text{ri}(\partial G(x^*)) \quad \text{and} \quad \frac{z^* - x^*}{\gamma} \in \text{ri}(\partial J(x^*)). \tag{27}
\]
(i) The update of $x_{k+1}$ and $v_{k+1}$ in iteration (6) is equivalent to the monotone inclusions
\[ \frac{2x_k - z_k - v_{k+1}}{y_k} \in \partial G(v_{k+1}) \quad \text{and} \quad \frac{z_k - x_k}{y_k} \in \partial J(x_k). \]

It then follows that
\[
\begin{align*}
\text{dist} \left( \frac{x^* - z^*}{\gamma}, \partial G(v_{k+1}) \right) & \leq \left\| \frac{x^* - z^*}{\gamma} - \frac{2x_k - z_k - v_{k+1}}{y_k} \right\| \\
& = \left\| \frac{(y_k - \gamma)(x^* - z^*)}{\gamma y_k} + \frac{x^* - z^*}{\gamma y_k} - \frac{2x_k - z_k - v_{k+1}}{y_k} \right\| \\
& \leq \frac{|y_k - \gamma|}{\gamma y_k} \left\| (\text{Id} - \text{prox}_{\gamma J})(z^*) \right\| + \frac{1}{\gamma} \left\| (z_k - z^*) \right\| \\
& \quad - 2(x_k - x^*) + (v_{k+1} - x^*) \right\| \\
& \leq \frac{|y_k - \gamma|}{\gamma y_k} \left( \left\| z^* \right\| \right. + \text{prox}_{\gamma J}(0) \right) + \frac{1}{\gamma} \left( \left\| z_k - z^* \right\| \right. \\
& \quad + 2 \left\| x_k - x^* \right\| + \left\| v_{k+1} - x^* \right\| \\
& \rightarrow 0.
\end{align*}
\]

and the right-hand side converges to 0 in view of Theorem 4.1 and Lemma A.1. Similarly, we have
\[
\begin{align*}
\text{dist} \left( \frac{z^* - x^*}{\gamma}, \partial J(x_k) \right) & \leq \left\| \frac{z^* - x^*}{\gamma} - \frac{z_k - x_k}{y_k} \right\| \\
& = \left\| \frac{(y_k - \gamma)(z^* - x^*)}{\gamma y_k} + \frac{z^* - x^*}{\gamma y_k} \right\| \\
& \leq \frac{|y_k - \gamma|}{\gamma y_k} \left( \left\| z^* \right\| \right. + \text{prox}_{\gamma J}(0) \right) + \frac{1}{\gamma} \left( \left\| z_k - z^* \right\| \right. \\
& \quad + \left\| x_k - x^* \right\| \left\| v_{k+1} - x^* \right\|) \rightarrow 0.
\end{align*}
\]

By assumption, $G, J \in \Gamma_0(\mathbb{R}^n)$, hence are subdifferentially continuous at every point in their respective domains [32, Example 13.30], and in particular at $x^*$. It then follows that $G(v_k) \rightarrow G(x^*)$ and $J(x_k) \rightarrow J(x^*)$. Altogether, this shows that the conditions of [42, Theorem 5.3] are fulfilled for $G$ and $J$, and the finite identification claim follows.

(ii) (a) In this case, $\mathcal{M}_{x^*}^J$ is an affine subspace, i.e. $\mathcal{M}_{x^*}^J = x^* + T_{x^*}^J$. Since $J$ is partly smooth at $x^*$ relative to $\mathcal{M}_{x^*}^J$, the sharpness property holds at all nearby points in $\mathcal{M}_{x^*}^J$ [9, Proposition 2.10]. Thus for $k$ large enough, i.e. $x_k$ sufficiently close to $x^*$ on $\mathcal{M}_{x^*}^J$, we have indeed $\mathcal{T}_{x_k}(\mathcal{M}_{x^*}^J) = T_{x^*}^J = T_{x_k}^J$ as claimed.

(b) Similar to (ii)(a).

(c) It is immediate to verify that a locally polyhedral function around $x^*$ is indeed partly smooth relative to the affine subspace $x^* + T_{x^*}^J$, and thus, the first claim follows from (ii)(a). For the rest, it is sufficient to observe that by polyhedrality, for any $x \in \mathcal{M}_{x^*}^J$ near $x^*$, $\partial J(x) = \partial J(x^*)$. Therefore, combining local normal sharpness [9, Proposition 2.10] and Lemma 5.1 yields the second conclusion.

(d) Similar to (ii)(c).
Proof (Proposition 5.1) From (7), we have

\[ z_{k+1} = \mathcal{F}_{\gamma, \lambda_k}(z_k) + e_k \]

where \( \{e_k\}_{k \in \mathbb{N}} = \{O(\lambda_k|\gamma_k - \gamma|)\}_{k \in \mathbb{N}} \in \ell_1^\perp \) (see the proof of Theorem 4.1). Since \( \mathcal{F}_{\gamma_k} \) is firmly non-expansive by Lemma 2.2, \( \mathcal{F}_{\gamma, \lambda_k} \) is \( \frac{\lambda_k}{2} \)-averaged non-expansive owing to Lemma 2.1(iii). Thus arguing as in the proof of [24, Theorem 3.1], we have

\[
\|z_k - z^*\|^2 \leq \|\mathcal{F}_{\gamma, \lambda_k}(z_{k-1}) - \mathcal{F}_{\gamma, \lambda_k}(z^*)\|^2 + C\|e_{k-1}\|
\]

\[
\leq \|\mathcal{F}_{\gamma, \lambda_k}(z_{k-1}) - \mathcal{F}_{\gamma, \lambda_k}(z^*)\|^2 - \frac{2-\lambda_k}{\lambda_k-1}\|z_k - z_{k-1}\|^2 + C\|e_{k-1}\|
\]

\[
\leq \|z_{k-1} - z^*\|^2 - \tau_{k-1}\|v_k - x_{k-1}\|^2 + C\|e_{k-1}\|,
\]

where \( C < +\infty \) by boundedness of \( z_k \) and \( e_k \). Let \( g_k = (z_{k-1} - x_{k-1})/\gamma_{k-1} \) and \( h_k = (2x_{k-1} - z_{k-1} - v_k)/\gamma_{k-1} \). By definition, we have \((g_k, h_k) \in \partial J(x_{k-1}) \times \partial G(v_k)\). Suppose that neither \( M_{\gamma_k}^I \) nor \( M_{\gamma_k}^G \) have been identified at iteration \( k \). That is \( x_{k-1} \notin M_{\gamma_k}^I \) and \( v_k \notin M_{\gamma_k}^G \), and by assumption, \( g_k \in \text{rbd}(\partial J(x^*)) \) and \( h_k \in \text{rbd}(\partial G(x^*)) \), which implies that \( g_k + h_k = (v_k - x_{k-1})/\gamma_{k-1} \in \text{rbd}(\partial J(x^*)) + \text{rbd}(\partial G(x^*)) \). Thus, the above inequality becomes

\[
\|z_k - z^*\|^2 \leq \|z_{k-1} - z^*\|^2 - \gamma_{k-1}^2\|v_k - x_{k-1}\|^2 + C\|e_{k-1}\|
\]

\[
\leq \|z_{k-1} - z^*\|^2 - \gamma_{k-1}^2\|v_k - x_{k-1}\|^2 \text{dist}(0, \text{rbd}(\partial J(x^*) + \partial G(x^*)))^2 + O\left(\sum_{k \in \mathbb{N}} \lambda_k |\gamma_k - \gamma|\right),
\]

and \( \text{dist}(0, \text{rbd}(\partial J(x^*) + \partial G(x^*))) > 0 \) owing to condition (ND). Taking \( k \) as the largest integer such that the bound in the right hand is positive, we deduce that the number of iterations where both \( M_{\gamma_k}^I \) and \( M_{\gamma_k}^G \) have not been identified yet does not exceed the claimed bound (8). Thus, finite identification necessarily occurs at some \( k \) larger than this bound. \( \square \)

Appendix C: Proofs of Section 6

Riemannian Geometry

Let \( \mathcal{M} \) be a \( C^2 \)-smooth embedded submanifold of \( \mathbb{R}^n \) around a point \( x \). With some abuse of terminology, we shall state \( C^2 \)-manifold instead of \( C^2 \)-smooth embedded submanifold of \( \mathbb{R}^n \). The natural embedding of a submanifold \( \mathcal{M} \) into \( \mathbb{R}^n \) permits to define a Riemannian structure and to introduce geodesics on \( \mathcal{M} \), and we simply say \( \mathcal{M} \) is a Riemannian manifold. We denote respectively \( T_{\mathcal{M}}(x) \) and \( N_{\mathcal{M}}(x) \) the tangent and normal space of \( \mathcal{M} \) at point near \( x \) in \( \mathcal{M} \).
Exponential map  Geodesics generalize the concept of straight lines in $\mathbb{R}^n$, preserving the zero acceleration characteristic, to manifolds. Roughly speaking, a geodesic is locally the shortest path between two points on $\mathcal{M}$. We denote by $g(t; x, h)$ the value at $t \in \mathbb{R}$ of the geodesic starting at $g(0; x, h) = x \in \mathcal{M}$ with velocity $\dot{g}(t; x, h) = \frac{dg}{dt}(t; x, h) = h \in T_x \mathcal{M}$ (which is uniquely defined). For every $h \in T_x \mathcal{M}$, there exists an interval $I$ around 0 and a unique geodesic $g(t; x, h) : I \to \mathcal{M}$ such that $g(0; x, h) = x$ and $\dot{g}(0; x, h) = h$. The mapping

$$\text{Exp}_x : T_x \mathcal{M} \to \mathcal{M}, \quad h \mapsto \text{Exp}_x(h) = g(1; x, h),$$

is called Exponential map. Given $x, x' \in \mathcal{M}$, the direction $h \in T_x \mathcal{M}$ we are interested in is such that $\text{Exp}_x(h) = x' = g(1; x, h)$.

Parallel translation  Given two points $x, x' \in \mathcal{M}$, let $T_x \mathcal{M}$, $T_{x'} \mathcal{M}$ be their corresponding tangent spaces. Define $\tau : T_x \mathcal{M} \to T_{x'} \mathcal{M}$ the parallel translation along the unique geodesic joining $x$ to $x'$, which is isomorphism and isometry w.r.t. the Riemannian metric.

Riemannian gradient and Hessian  For a vector $v \in \mathcal{N}_x \mathcal{M}$, the Weingarten map of $\mathcal{M}$ at $x$ is the operator $\mathcal{W}_x(\cdot, v) : T_x \mathcal{M} \to T_x \mathcal{M}$ defined by $\mathcal{W}_x(\cdot, v) = -P_{T_x \mathcal{M}} dV[h]$, where $V$ is any local extension of $v$ to a normal vector field on $\mathcal{M}$. The definition is independent of the choice of the extension $V$, and $\mathcal{W}_x(\cdot, v)$ is a symmetric linear operator which is closely tied to the second fundamental form of $\mathcal{M}$; see [43, Proposition II.2.1].

Let $G$ be a real-valued function which is $C^2$ along the $\mathcal{M}$ around $x$. The covariant gradient of $G$ at $x' \in \mathcal{M}$ is the vector $\nabla_{\mathcal{M}} G(x') \in T_{x'} \mathcal{M}$ defined by

$$\langle \nabla_{\mathcal{M}} G(x'), h \rangle = \left. \frac{d}{dt} G(P_{\mathcal{M}}(x' + th)) \right|_{t=0}, \quad \forall h \in T_{x'} \mathcal{M},$$

where $P_{\mathcal{M}}$ is the projection operator onto $\mathcal{M}$.

The covariant Hessian of $G$ at $x'$ is the symmetric linear mapping $\nabla^2_{\mathcal{M}} G(x')$ from $T_{x'} \mathcal{M}$ to itself which is defined as

$$\langle \nabla^2_{\mathcal{M}} G(x') h, h \rangle = \left. \frac{d^2}{dt^2} G(P_{\mathcal{M}}(x' + th)) \right|_{t=0}, \quad \forall h \in T_{x'} \mathcal{M}, \quad (28)$$

This definition agrees with the usual definition using geodesics or connections [44]. Now assume that $\mathcal{M}$ is a Riemannian embedded submanifold of $\mathbb{R}^n$ and that a function $G$ has a $C^2$-smooth restriction on $\mathcal{M}$. This can be characterized by the existence of a $C^2$-smooth extension (representative) of $G$, i.e. a $C^2$-smooth function $\tilde{G}$ on $\mathbb{R}^n$ such that $\tilde{G}$ agrees with $G$ on $\mathcal{M}$. Thus, the Riemannian gradient $\nabla_{\mathcal{M}} G(x')$ is also given by

$$\nabla_{\mathcal{M}} G(x') = P_{T_{x'} \mathcal{M}} \nabla \tilde{G}(x'), \quad (29)$$
and \( \forall h \in T_M(x') \), the Riemannian Hessian reads

\[
\nabla^2_M G(x') h = P_{T_M(x')} d(\nabla_M G)(x')(h) = P_{T_M(x')} d(x' \mapsto P_{T_M(x') \nabla_M \tilde{G}})[h]
\]

\[
= P_{T_M(x')} \nabla^2 \tilde{G}(x') h + 2 \mathfrak{M}(h, P_{N_M(x')} \nabla \tilde{G}(x')),
\]

(30)

where the last equality comes from [45, Theorem 1]. When \( M \) is an affine or linear subspace of \( \mathbb{R}^n \), then obviously \( M = x + T_M(x) \), and \( \mathfrak{M}(h, P_{N_M(x')} \nabla \tilde{G}(x')) = 0 \), hence (30) reduces to \( \nabla^2_M G(x') = P_{T_M(x')} \nabla^2 \tilde{G}(x') P_{T_M(x')} \). See [43,46] for more materials on differential and Riemannian manifolds.

We have the following proposition characterizing the parallel translation and the Riemannian Hessian of two close points in \( M \).

**Lemma C.1** Let \( x, x' \) be two close points in \( M \), denote \( T_M(x), T_M(x') \) be the tangent spaces of \( M \) at \( x, x' \), respectively, and \( \tau : T_M(x') \to T_M(x) \) be the parallel translation along the unique geodesic joining from \( x \) to \( x' \), then for the parallel translation we have, given any bounded vector \( v \in \mathbb{R}^n \)

\[
(\tau P_{T_M(x')} - P_{T_M(x)}) v = o(v).
\]

(31)

The Riemannian Taylor expansion of \( J \in C^2(M) \) at \( x \) for \( x' \) reads,

\[
\tau \nabla_M J(x') = \nabla_M J(x) + \nabla^2_M J(x) P_{T_M(x)}(x' - x) + o(x' - x).
\]

(32)

**Proof** See [30, Lemma B.1 and B.2]. \( \square \)

**Proof** (Proposition 6.1) Since \( W_\tilde{G}, W_I \) are both firmly non-expansive by Lemma 6.1, it follows from [20, Example 4.7] that \( M_\tilde{G} \) and \( M_I \) are firmly non-expansive. As a result, \( M \) is firmly non-expansive [20, Proposition 4.21(i)–(ii)], and equivalently that \( M_\tilde{G} \) is \( \tilde{\frac{1}{2}} \)-averaged by Lemma 2.1(i)\( \iff \)(iii).

Under the assumptions of Theorem 5.1, there exists \( K \in \mathbb{N} \) large enough such that for all \( k \geq K, (x_k, u_k) \in M_{x_k}^I \times M_{x_k}^G \). Denote \( T_{x_k}^I \) and \( T_{x_k}^G \) be the tangent spaces corresponding to \( x_k \) and \( x^* \in M_{x_k}^I \), and similarly \( T_{x_k}^G \) and \( T_{x_k}^G \), the tangent spaces corresponding to \( u_k \) and \( x^* \in M_{x_k}^G \). Denote \( \tau_{x_k}^I : T_{x_k}^I \to T_{x_k}^I \) (resp. \( \tau_{x_k}^G : T_{x_k}^G \to T_{x_k}^G \)) the parallel translation along the unique geodesic on \( M_{x_k}^I \) (resp. \( M_{x_k}^G \)) joining \( x_k \) to \( x^* \) (resp. \( u_k \) to \( x^* \)).

From (6), for \( x_k \), we have

\[
\begin{aligned}
\begin{cases}
x_k = \text{prox}_{\gamma_k J}(z_k), \\
x^* = \text{prox}_{\gamma J}(z^*)
\end{cases}
\iff
\begin{cases}
z_k - x_k \in \gamma_k \partial J(x_k), \\
z^* - x^* \in \gamma \partial J(x^*)
\end{cases}
\end{aligned}
\]

Projecting on the corresponding tangent spaces, using Lemma 5.1, and applying the parallel translation operator \( \tau_{x_k}^I \) lead to
\[ \gamma \nabla_{\mathcal{M}_{x_k}^J} J(x_k) = \tau_k^J P_{T_{x_k}^J} (z_k - x_k) = \tau_k^J P_{T_{x_k}^J} (z_k - x_k) + (\tau_k^J P_{T_{x_k}^J} - P_{T_{x_k}^J}) (z_k - x_k), \]

We then obtain

\[ \gamma \nabla_{\mathcal{M}_{x_k}^J} J(x^*) = \gamma \nabla_{\mathcal{M}_{x_k}^J} J(x_k) - \gamma \nabla_{\mathcal{M}_{x_k}^J} J(x^*) \]

\[ = \gamma \tau_k^J \nabla_{\mathcal{M}_{x_k}^J} J(x_k) - \gamma \nabla_{\mathcal{M}_{x_k}^J} J(x^*) \]

\[ + (\gamma - \gamma) \tau_k^J \nabla_{\mathcal{M}_{x_k}^J} J(x_k) \]

\[ = P_{T_{x_k}^J} ((z_k - z^*) - (x_k - x^*)) \]

\[ + (\tau_k^J P_{T_{x_k}^J} - P_{T_{x_k}^J}) (z_k - x_k - z^* + x^*) \]

\[ + (\tau_k^J P_{T_{x_k}^J} - P_{T_{x_k}^J}) (z^* - x^*). \]

(33)

For \((\gamma_k - \gamma) \tau_k^J \nabla_{\mathcal{M}_{x_k}^J} J(x_k)\), since the Riemannian gradient \(\nabla_{\mathcal{M}_{x_k}^J} J(x_k)\) is single-valued and bounded on bounded sets, we have

\[ \| (\gamma_k - \gamma) \tau_k^J \nabla_{\mathcal{M}_{x_k}^J} J(x_k) \| = O(|\gamma_k - \gamma|). \]

(34)

Combining (24) and (31), we have for Term 1

\[ \left( \tau_k^J P_{T_{x_k}^J} - P_{T_{x_k}^J} \right) (z_k - x_k - z^* + x^*) = o(z_k - z^*) + o(|\gamma_k - \gamma|). \]

(35)

As far as Term 2 is concerned, with (13), (24) and the Riemannian Taylor expansion (32), we have

\[ \gamma \tau_k^J \nabla_{\mathcal{M}_{x_k}^J} J(x_k) - \gamma \nabla_{\mathcal{M}_{x_k}^J} J(x^*) - (\tau_k^J P_{T_{x_k}^J} - P_{T_{x_k}^J}) (z^* - x^*) \]

\[ = \tau_k^J \left( \gamma \nabla_{\mathcal{M}_{x_k}^J} J(x_k) - P_{T_{x_k}^J} (z^* - x^*) \right) - \left( \gamma \nabla_{\mathcal{M}_{x_k}^J} J(x^*) - P_{T_{x_k}^J} (z^* - x^*) \right) \]

\[ = \tau_k^J \nabla_{\mathcal{M}_{x_k}^J} J(x_k) - \nabla_{\mathcal{M}_{x_k}^J} J(x^*) = P_{T_{x_k}^J} \nabla_{\mathcal{M}_{x_k}^J} J(x_k - x^*) + o(z_k - x^*) \]

\[ = P_{T_{x_k}^J} \nabla_{\mathcal{M}_{x_k}^J} J(x^*) P_{T_{x_k}^J} (x_k - x^*) + o(z_k - z^*) + o(|\gamma_k - \gamma|). \]

(36)

Therefore, inserting (34), (35) and (36) into (33), we obtain

\[ H_J(x_k - x^*) = P_{T_{x_k}^J} (z_k - z^*) - P_{T_{x_k}^J} (x_k - x^*) + o(z_k - z^*) + O(|\gamma_k - \gamma|) \]

\[ \Rightarrow (\mathrm{Id} + H_J) P_{T_{x_k}^J} (x_k - x^*) = P_{T_{x_k}^J} (z_k - z^*) + o(z_k - z^*) + O(|\gamma_k - \gamma|) \]

\[ \Rightarrow P_{T_{x_k}^J} (x_k - x^*) = W_J P_{T_{x_k}^J} (z_k - z^*) + o(z_k - z^*) + O(|\gamma_k - \gamma|) \]

\[ \Rightarrow P_{T_{x_k}^J} (x_k - x^*) = P_{T_{x_k}^J} W_J P_{T_{x_k}^J} (z_k - z^*) + o(z_k - z^*) + O(|\gamma_k - \gamma|) \]

\[ \Rightarrow x_k - x^* = M_J (z_k - z^*) + o(z_k - z^*) + O(|\gamma_k - \gamma|), \]

(37)
where we used the fact that \( x_k - x^* = P_{T_{x^*}}(x_k - x^*) + o(x_k - x^*) \) [47, Lemma 5.1]. Similarly for \( v_{k+1} \), we have

\[
\begin{align*}
\begin{cases}
v_{k+1} = \text{prox}_{\gamma T} G(2x_k - z_k), \\
x^* = \text{prox}_{\gamma G}(2x^* - z^*)
\end{cases}
\iff \begin{cases}
2x_k - z_k = v_{k+1} \in \gamma \partial J(u_{k+1}), \\
2x^* - z^* - x^* \in \gamma \partial J(x^*)
\end{cases}
\end{align*}
\]

Upon projecting onto the corresponding tangent spaces and applying the parallel translation \( \tau^G_{k+1} \), we get

\[
\begin{align*}
\gamma \tau^G_{k+1} \nabla_{M^G} G(v_{k+1}) &= \tau^G_{k+1} P_{T^G_{\gamma}} (2x_k - z_k - v_{k+1}) \\
&= P_{T^G_{\gamma}} (2x_k - z_k - v_{k+1}) + (\tau^G_{k+1} P_{T^G_{\gamma}} - P_{T^G_{\gamma}}) \\
&\times (2x_k - z_k - v_{k+1}), \\
\gamma \nabla_{M^G} G(x^*) &= P_{T^G_{x^*}} (2x^* - z^* - x^*).
\end{align*}
\]

Subtracting both equations, we obtain

\[
\begin{align*}
\gamma \tau^G_{k+1} \nabla_{M^G} G(v_{k+1}) - \gamma \nabla_{M^G} G(x^*)
&= \gamma \tau^G_{k+1} \nabla_{M^G} G(v_{k+1}) - \gamma \nabla_{M^G} G(x^*) \\
&\quad + (\gamma k - \gamma) \tau^G_{k+1} \nabla_{M^G} G(v_{k+1}) \\
&= P_{T^G_{x^*}} (2x_k - z_k - v_{k+1}) - (2x^* - z^* - x^*) + \left( \frac{\tau^G_{k+1} P_{T^G_{\gamma}} - P_{T^G_{\gamma}}}{P_{T^G_{x^*}}} \right) (x^* - z^*) \\
&\quad + \left( \tau^G_{k+1} P_{T^G_{\gamma}} - P_{T^G_{\gamma}} \right) (2x_k - z_k - v_{k+1}) - (2x^* - z^* - x^*) \\
&\quad \quad \text{Term 4} \\
&\quad \quad \text{Term 3}.
\end{align*}
\]

As for (34), we have

\[
\| (\gamma k - \gamma) \tau^G_{k+1} \nabla_{M^G} G(v_{k+1}) \| = O(|\gamma k - \gamma|). \tag{39}
\]

With similar arguments to those used for \textbf{Term 1}, we have \textbf{Term 3} = \( o(z_k - z^*) + o(|\gamma k - \gamma|) \). Moreover, similarly to (36), we have for \textbf{Term 4},

\[
\begin{align*}
\gamma \tau^G_{k+1} \nabla_{M^G} G(v_{k+1}) - \gamma \nabla_{M^G} G(x^*)
&\quad - \left( \tau^G_{k+1} P_{T^G_{\gamma}} - P_{T^G_{\gamma}} \right) (x^* - z^*) \\
&= P_{T^G_{x^*}} \nabla^2_{M^G} \nabla (x^*) P_{T^G_{x^*}} (v_{k+1} - x^*) + o(z_k - x^*) + o(|\gamma k - \gamma|). \tag{40}
\end{align*}
\]

Then for (38) we have,

\[
H_G(v_{k+1} - x^*) = 2P_{T^G_{x^*}}(x_k - x^*) - P_{T^G_{x^*}}(z_k - z^*) - P_{T^G_{x^*}}(v_{k+1} - x^*) \\
+ o(z_k - z^*) + O(|\gamma k - \gamma|) \Rightarrow (\text{Id} + H_G)P_{T^G_{x^*}}(v_{k+1} - x^*)
\]

\( \circ \) Springer
\[= 2P_{T^*_x}(x_k - x^*) - P_{T^*_x}(z_k - z^*) + o(z_k - z^*) + O(|\gamma_k - \gamma|)\]
\[\Rightarrow P_{T^*_x}(v_{k+1} - x^*) = 2M_G M_T(z_k - z^*) - M_G(z_k - z^*) + o(z_k - z^*) + O(|\gamma_k - \gamma|)\]
\[\Rightarrow v_{k+1} - x^* = 2M_G M_T(z_k - z^*) - M_G(z_k - z^*) + o(z_k - z^*) + O(|\gamma_k - \gamma|), \quad (41)\]

where \(v_{k+1} - x^* = P_{T^*_x}(v_{k+1} - x^*) + o(v_{k+1} - x^*)\) is applied again [47, Lemma 5.1]. Summing up (37) and (41), we get

\[(z_k + v_{k+1} - x_k) - (z^* + x^* - x^*) = (z_k - z^*) + (v_{k+1} - x^*) - (x_k - x^*)\]
\[= (\text{Id} + 2M_G M_T - M_G - M_T)(z_k - z^*) + o(z_k - z^*) + O(|\gamma_k - \gamma|)\]
\[= M(z_k - z^*) + o(z_k - z^*) + O(|\gamma_k - \gamma|).\]

Hence for the relaxed DR iteration, we have

\[z_{k+1} - z^* = (1 - \lambda_k)(z_k - z^*) + \lambda_k((z_k + v_{k+1} - x_k) - (z^* + x^* - x^*))\]
\[= (1 - \lambda_k)(z_k - z^*) + \lambda_k M(z_k - z^*) + o(z_k - z^*) + \phi_k\]
\[= M_\lambda(z_k - z^*) - (\lambda_k - \lambda)(\text{Id} - M)(z_k - z^*) + o(z_k - z^*) + \phi_k\]

Since \(\text{Id} - M\) is also (firmly) non-expansive (Lemma 2.1(ii)) and \(\lambda_k \to \lambda \in ]0, 2[,\) we thus get

\[
\lim_{k \to \infty} \frac{||\lambda_k - \lambda||(\text{Id} - M)(z_k - z^*)||}{||z_k - z^*||} = \lim_{k \to \infty} \frac{|\lambda_k - \lambda||(\text{Id} - M)(z_k - z^*)||}{||z_k - z^*||} \leq \lim_{k \to \infty} |\lambda_k - \lambda| = 0,
\]

which means that

\[z_{k+1} - z^* = M_\lambda(z_k - z^*) + \psi_k + \phi_k,\]

and the claimed result is obtained. \(\square\)

**Proof (Lemma 6.2)**

(i) Since \(M\) is firmly non-expansive and \(M_\lambda\) is \(\frac{\lambda}{2}\)-averaged by Proposition 6.1, we deduce from [20, Proposition 5.15] that \(M\) and \(M_\lambda\) are convergent, and their limit is \(M^\infty = P_{\text{Fix}(M)} = P_{\text{Fix}(M)} = M^\infty [22, \text{Corollary 2.7(ii)}].\) Moreover, \(M_\lambda^k - M^\infty = (M_\lambda - M^\infty)^k, \forall k \in \mathbb{N},\) and \(\rho(M_\lambda - M^\infty) < 1\) by [22, Theorem 2.12]. It is also immediate to see that

\[
\text{Fix}(M) = \ker(\text{Id} - M_T + (\text{Id} - M_G)T_G).
\]

Observe that

\[
\text{span}(M_T) \subseteq T_x^G \quad \text{and} \quad \text{span}(M_G) \subseteq T_x^G,
\]
\[
\ker(\text{Id} - M_G) \subseteq T_x^G \quad \text{and} \quad \ker(M_G) = S_x^G,
\]
span((Id - M_G)M_J) ⊆ span(Id - M_G) and span(M_G(Id - M_J)) ⊆ T^G_x, 
where we used the fact that W_G and W_J are positive definite. Therefore, M^∞_λ = 0, 
if and only if, Fix(M) = {0}, and for this to hold true, it is sufficient that 
\[ \text{span}(M_J) \cap \ker(Id - M_G) \subseteq T^J_x \cap T^G_x = \{0\}, \]
\[ \text{span}(Id - M_J) \cap \ker(M_G) = \text{span}(Id - M_J) \cap S^G_x = \{0\}, \]
\[ \text{span}((Id - M_G)M_J) \cap \text{span}(M_G(Id - M_J)) \subseteq \text{span}(Id - M_G) \cap T^G_x = \{0\}. \]

(ii) The proof is classical using the spectral radius formula (2); see, e.g., [22, Theorem 2.12(i)].

(iii) In this case, we have W_G = W_J = Id. In turn, M_G = P^G_T_x and M_J = P^J_T_x, 
which yields 
\[ M = Id + 2P^G_T_xP^J_T_x - P^G_T_x - P^J_T_x = P^G_T_xP^J_T_x + P^G_xP^J_x, \]
which is normal, and so is M_λ. From [12, Proposition 3.6(i)], we get that 
\[ \text{Fix}(M) = (T^J_x \cap T^G_x) \oplus (S^J_x \cap S^G_x). \]
Thus, combining normality, statement (i) and [22, Theorem 2.16] we get that 
\[ \|M^{k+1-K}_\lambda - M^\infty\| = \|M_\lambda - M^\infty\|^{k+1-K}, \]
and \[ \|M_\lambda - M^\infty\| \] is the optimal convergence rate of M_λ. Combining together 
[22, Proposition 3.3] and arguments similar to those of the proof of [12, Theorem 3.10(ii)] (see also [22, Theorem 4.1(ii)]), we get indeed that 
\[ \|M_\lambda - M^\infty\| = \sqrt{(1-\lambda)^2 + \lambda(2-\lambda)\cos^2(\theta_F(T^J_x, T^G_x))}. \]
The special case is immediate. This concludes the proof. \(\square\)

Proof (Corollary 6.1)

(i) Let K \(\in\mathbb{N}\) sufficiently large such that the locally linearized iteration (17) holds. 
Then we have for k \(\geq K\)
\[ z_{k+1} - z^* = M_\lambda(z_k - z^*) + \psi_k + \phi_k \]
\[ = M_\lambda(M_\lambda(z_{k-1} - z^*) + \psi_{k-1} + \phi_{k-1}) \]
\[ + \psi_k + \phi_k = M_\lambda^{k+1-K}(z_K - z^*) + \sum_{j=K}^{k} M_\lambda^{k-j}(\psi_j + \phi_j). \]
(42)
Since \(z_k \to z^*\) from Theorem 4.1 and M_λ is convergent to M^∞ by Lemma 6.2(i), 
taking the limit as k \(\to\infty\), we have for all finite p \(\geq K\),
\[ \lim_{k \to \infty} \sum_{j=p}^{k} M_\lambda^{k-j}(\psi_j + \phi_j) = -M^\infty(z_p - z^*). \]
(43)
Using (43) in (42), we get

\[ z_{k+1} - z^* = (M_\lambda - M^\infty)(z_k - z^*) + \psi_k + \phi_k - \lim_{l \to \infty} \sum_{j=k}^{l} M_{\lambda}^{l-j}(\psi_j + \phi_j) \]

\[ = (M_\lambda - M^\infty)(z_k - z^*) + \psi_k + \phi_k - \lim_{l \to \infty} \sum_{j=k+1}^{l} M_{\lambda}^{l-j}(\psi_j + \phi_j) \]

\[ - M^\infty(\psi_k + \phi_k) \]

\[ = (M_\lambda - M^\infty)(z_k - z^*) + (\text{Id} - M^\infty)(\psi_j + \phi_j) + M^\infty(z_{k+1} - z^*). \]

It is also immediate to see from Lemma 6.2(i) that \(|\| \text{Id} - M^\infty \| \leq 1\) and

\[ (M_\lambda - M^\infty)(\text{Id} - M^\infty) = M_\lambda - M^\infty. \]

Rearranging the terms gives the claimed equivalence.

(ii) Under polyhedrality and constant parameters, we have from Proposition 6.1 that both \(\phi_k\) and \(\psi_k\) vanish. In this case, (43) reads

\[ z_k - z^* \in \ker(M^\infty), \quad \forall k \geq K, \]

and therefore (17) obviously becomes (19). \(\square\)

**Proof (Theorem 6.1)**

(i) Let \(K \in \mathbb{N}\) sufficiently large such that (18) holds. We then have from Corollary 6.1(i)

\[ (\text{Id} - M^\infty)(z_{k+1} - z^*) = (M_\lambda - M^\infty)^{k+1-K}(\text{Id} - M^\infty)(z_K - z^*) \]

\[ + \sum_{j=K}^{k} (M_\lambda - M^\infty)^{k-j}((\text{Id} - M^\infty)\psi_j + \phi_j). \]

Since \(\rho(M_\lambda - M^\infty) < 1\) by Lemma 6.2(i), from the spectral radius formula, we know that for every \(\rho \in ]0, \rho(M_\lambda - M^\infty)\), \([1,\infty)\) there is a constant \(C\) such that

\[ \|(M_\lambda - M^\infty)^j\| \leq C\rho^j \]

for all integers \(j\). We thus get

\[ \|(\text{Id} - M^\infty)(z_{k+1} - z^*)\| \leq C\rho^{k+1-K}\|z_K - z^*\| + C \sum_{j=K}^{k} \rho^{k-j}\phi_j \]

\[ + C \sum_{j=K}^{k} \rho^{k-j}\|(\text{Id} - M^\infty)\psi_j\| \]

\[ = C\rho^{k+1-K}(\|z_K - z^*\| + \rho^{K-1}\sum_{j=K}^{k} \phi_j) \]

\[ + C \sum_{j=K}^{k} \rho^{k-j}\|(\text{Id} - M^\infty)\psi_j\|. \quad (44) \]
By assumption, $\phi_j = C' \eta^j$, for some constant $C' \geq 0$ and $\eta < \rho$, and we have
\[
\rho^{K-1} \sum_{j=K}^{k} \frac{\phi_j}{\rho^j} \leq C' \rho^{K-1} \sum_{j=K}^{\infty} \frac{\eta}{\rho^j} = \frac{C' \eta^K}{\rho - \eta} < +\infty.
\]
Setting $C'' = C(||z_K - z^*|| + \frac{C' \eta^K}{\rho - \eta}) < +\infty$, we obtain
\[
||(\text{Id} - M^\infty)(z_{k+1} - z^*)|| \leq C'' \rho^{k+1-K} + C \sum_{j=K}^{k} \rho^{k-j}||(\text{Id} - M^\infty)\psi_j||.
\]
This, together with the fact that $||(\text{Id} - M^\infty)\psi_j|| = o(||(\text{Id} - M^\infty)(z_j - z^*)||)$ yields the claimed result.

(iii) From Corollary 6.1(2), we have
\[
z_k - z^* = (M_{\lambda} - M^\infty)^{k+1-K}(z_K - z^*).
\]
Moreover, by virtue of Lemma 6.2(iii), $M_{\lambda}$ is normal and converges linearly to
\[
M^\infty = P(T_{x^*}^J \cap T_{x^*}^G) \oplus (S_{x^*}^J \cap S_{x^*}^G)
\]
at the optimal rate
\[
\rho = ||M_{\lambda} - M^\infty|| = \sqrt{(1 - \lambda)^2 + \lambda(2 - \lambda) \cos^2(\theta_F(T_{x^*}^J, T_{x^*}^G))}.
\]
Combining all this then entails
\[
||z_{k+1} - z^*|| \leq ||(M_{\lambda} - M^\infty)^{k+1-K}||z_K - z^*|| = ||M_{\lambda} - M^\infty||^{k+1-K} ||z_K - z^*|| = \rho^{k+1-K} ||z_K - z^*||,
\]
which concludes the proof. \(\square\)
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