A New Approach to the Habit Determination of Nano-objects by SEM
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Abstract A novel approach to the inspection of nanoparticle habit was proposed in our previous papers. This approach is based on a joint analysis of two scanning electron microscopy (SEM) images corresponding to different convergences of illuminating electron beams. However, increasing convergence worsens an image as the result of spherical aberration. Therefore, for the first time in this paper we describe in detail a new approach which is an alternative to the method of two convergences. It is based on the use of two defocusings which are identical in size, but opposite in signs, thereby simplifying the demands of SEM.
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1. Introduction

The problem of nanoparticle characterization is still a significant one in nanotechnologies. It is especially important for pharmacology and medicine. Particles can be vehicles for drugs in given points of an organism, but their percolation through membranes depends on their structure and shape (habit). Particles can stimulate desirable and undesirable (even fatal dangerous) variations of metabolism and these processes depend also on their structural-morphological characteristics. Nanoparticles could be used as catalysts in technologies for the manufacture of drugs or as substances for encapsulation of non-persistent medicines. Many substances which can be used as medicines are water-insoluble, yet their digestion in an organism is required; therefore, their nanodimensional forms are assimilated more easily. Nanocrystallization can then be a principal approach in pharmacology, providing the creation of new medicines in essence [1–3]. It is imperative that we utilize the vast opportunities that are provided by the use of nanoparticles and, therefore, the nanoparticle industry should certainly be developed.

2. The problem of size characterization of nano-objects

The rapid progress made in modern nanotechnologies has escalated the problem of precise and ultra-precise size measurements. The semimetal–semiconductor phase transition occurs in Bi nanowires with a diameter of 48 nm [4]. The transition to the superparamagnetic state is suppressed in Ni wires with a diameter of 35 nm [5] and in Co nanowires with a diameter of 14 nm [6]. The influence of quantum
effects caused by excitons is observed in InP wires with a diameter of less than 20 nm [7]. When the size of ZrO₂ particles changes from 3.7 to 29.5 nm, three structural modifications arise and several changes in equilibrium habits occur [8]. However, even precise measurements of average sizes do not solve the problem of characterization of a nano-object. First, properties of nano-objects are anisotropic, the objects themselves can have a complex shape and an adequate explanation of their properties requires the knowledge of their sizes along different crystallographic directions. Second, in order to ensure ecological safety, it is necessary to determine the habit of nanoparticles and the relevant numerical characteristics, i.e., relative fractions of faces of different types [9–11].

A spatial resolution that makes it possible to solve metrological problems for nano-objects is provided by scanning probe methods, transmission electron microscopy and SEM [10, 11]. Scanning probe methods enable one to measure details of a relief several tens of nanometres in height (for example, arrays of quantum dots) with an Ångström accuracy, and to determine the shape of nano-objects or etch figures. The efficiency of scanning probe methods, which is required to control devices with larger areas of the location of nano-objects, can be increased using multicantilever systems. However, the problems associated with the low velocity of mechanical scanning, inhomogeneities of nano-objects in height and distribution, the necessity of determining the crystal structure and orientation of the objects, large aspect ratios and slopes of lateral faces [12] have not been overcome to date. Exhaustive information on the structural and morphological characteristics of nano-objects has been obtained using transmission electron microscopy with a spatial resolution of approximately 0.15 nm on instruments operating in static and scanning image modes. Transmission electron microscopy makes it possible to determine the crystallographic characteristics of nano-objects and to examine their habit with the use of stereomicroscopy [13]. High-resolution electron microscopy methods ensure an Ångström accuracy of measurements [11, 14]. However, although transmission electron microscopy is a promising method for characterizing arrays of nano-objects [11], its limiting resolution is suited only for layers with a thickness close to or less than 10 nm, which, in turn, has limited its application to objects with a relief height ≥ 10 nm [14]. In a number of cases, the interpretation of nano-object images invites theoretical investigation of the contrast [14–15]. This requires that the operators have the highest level of skill. Therefore, the solution to metrological problems in nanotechnologies necessitates the use of alternative approaches, which, at the present time, can be based only on SEM techniques.

3. Traditional and untraditional approaches to the size characterization of nano-objects by scanning electron microscopy

The formation of SEM images includes two stages. In the first stage, which is based on the use of the wave properties of electrons, the formation of an electron probe occurs in accordance with the laws of electron optics. In the second stage, which is based on the use of the corpuscular properties of electrons, a particle releases its energy in inelastic scattering. The main difficulties encountered in performing SEM metrology are associated with the mechanism of image formation, when images are formed in the course of electron beam scanning over the surface of the object and represent the sum of sequential responses (from secondary and backscattered electrons) generated by the object in response to inelastic scattering of electrons of an illuminating beam (probe) (the probe is a cross section of the electron beam by the surface of the object). The intensity profiles in SEM images depend on the energy of electrons in the illuminating beam, the probe size, the material of the object and its relief; they reflect the probability distribution of the escape of recoil electrons from different points [16–17]. As a result, the intensity profiles have the shape of curves on which points corresponding to the edges of the object cannot be determined, i.e., the sizes of the object cannot be directly measured. The SEM image is not a copy of the object but is merely its analogue. Therefore, in order to measure sizes of an object with a scanning electron microscope, it is recommended to use an approach based on the simulation of SEM images. This approach involves Monte Carlo calculations of the probabilistic cascade of collisions upon injection of a single electron into the object (and, correspondingly, the escape of recoil electrons) as a function of the energy of this electron and the atomic number of the material under investigation, the averaging/summation of the results and subsequent fitting of the calculated curve to the experimental curve by varying the sizes of the object (the profile fitting method) [16].

The above approach underlies the modern SEM metrology [18] and makes it possible to change over from the image of a reference sample with the known habit and composition [16–17], to the image of a structure that has a similar habit and is formed by another chemical element or an alloy with a homogeneous composition. This approach has been successfully used for measuring sizes of objects with a rectangular or trapezoidal vertical cross section. However, like any approach based on modelling, it depends on the adequacy of the chosen model and is difficult to apply to objects for which their habits and/or distributions of the scattering material are not known exactly a priori. In scanning electron
microscopy, the determination of the habit is based on stereoscopic methods. However, a change in the orientation of the object leads to a change not only in its projection but also in the yield of recoil electrons. Changes in the images of nano-objects due to variations in this yield are comparable to the changes caused by the changes in the projections; consequently, the determination of the habit of the nano-object also presents some problems [16, 19].

The “model” approach is based on two assumptions. First, each electron is scattered independently of other electrons [19], which is equivalent to the independence of the image of each volume with the sizes determined by the sizes of the probe. Second, the image is completely determined by the stage of generation of recoil electrons, i.e., by the corpuscular properties of particles, whereas the role of the process based on the wave properties of an electron is reduced only to changes in the sizes of the probe. When the illuminating electron beam scans the surface of a relief object, the probe becomes alternately farther and closer to the focusing plane, and its sizes change, i.e., defocusings arise [20]. As a result, the object affects the parameters of the probe. However, in the framework of the model approach, it has been postulated that the sizes of a probe during its motion over the surface of a three-dimensional object remain unchanged. This assumption agrees satisfactorily with the modern practice of scanning electron microscopy that operates with images for which the angle of convergence of illuminating electron beams is approximately equal to 10°rad and the depth of the focus exceeds 1 μm, i.e., in the majority of cases, it exceeds the height of the object [16–17]. The situation radically changes with an increase in the angle of convergence. When the angle of convergence reaches approximately 10°rad, the depth of the focus becomes equal to or less than 10 nm, which gives rise to noticeable defocusings even for objects with a height of 10-20 nm. These defocusings (in contrast to the instrumental defocusings associated with the operation of the microscope) can be referred to as the habit defocusings.

Backscattered and secondary electron images exhibit specific features and are differently affected by defocusings. However, in the present paper, these features are not described. We consider only the general regularities of habit defocusings and the possibilities of their use for purposes of metrology. The figure describing the habit defocusings is termed the “action surface,” and its cross section along a certain direction is called the “action curve” [20]. The action surface and the action curve uniquely reflect the shape of an object and can be used in measuring the object sizes. In this paper, we consider the approach with the use of action curves, but the results obtained and the recommendations elaborated here can be generalized to the action surfaces.

The action curve is described by the following expression [20]:

\[ I_\Sigma = \frac{f}{\sqrt{\pi}} \cdot \frac{1}{\sigma} \cdot \exp \left( -\frac{(x-x_0)^2}{\sigma^2} \right) dx_0. \]  

(1)

Here, in the linear approximation,

\[ \sigma = |z - f| \frac{R - r}{f} + r, \]  

(2)

\( I_\Sigma \) is the intensity profile, \( x_0 \) is the coordinate of the centre of the probe, \( f \) is the total intensity of the probe, \( \sigma \) is the root-mean-square deviation (the quantity characterizing the size of the probe), \( z \) is the distance from the point on the surface of the object to the output diaphragm of the objective lens, \( f \) is the focal length, \( r \) is the size of the cross section of the electron beam by the focusing plane, \( R \) is the size of the exit aperture of the objective lens, \( |z - f| \) is the distance from the point on the surface of the object to the focusing plane, \( \sigma \) corresponds to a particular point on the surface of the object and the region of integration \( X \) is determined by the lateral size of the object along the specified direction.

Expression (1) accounts for both the defocusing associated with the object shape, which is responsible for the different distances from the object points at different heights to the focusing plane, and the instrumental defocusing caused by the change in the performance of the optical system. The properties of the action curve can be determined by analysing the regularities of the SEM images with inclusion of the habit defocusing. This treatment can be performed using expression (1), which, in the general case, should be analysed numerically. However, for objects with a rectangular or trapezoidal cross section, this expression can be subjected to an analytical treatment.

If the escape of recoil electrons through the lateral surface of the object is excluded from our consideration, the integration of expression (1) over \( x \), for the object with a rectangular cross section gives

\[ I_x = I_\Sigma + \frac{1}{4} \left[ \text{erf} \left( \frac{x-x_2}{\sigma_1} \right) - \text{erf} \left( \frac{x-x_1}{\sigma_1} \right) \right], \]  

(3)

where \( I_x \) is the total response at the point with the coordinate \( x \), \( x_1 \) and \( x_2 \) are the coordinates of the points at the edges of the object, \( I_\Sigma \) is the total intensity of the responses from the sample, \( \sigma_1 \) is the root-mean-square deviation from the point inside the object and \( I_\Sigma \) is the total intensity of the point of the sample outside the object.
Let us introduce the conditions according to which the probe located at one object/substrate interface should not be superimposed on the probe located at the opposite interface:

\[ x = x_2, \quad (x_2 - x_1) > \sigma. \]

Under these conditions, expression (3) at the edge of the object transforms into the expression

\[ I_x = I_2 + \frac{I_1}{4}[(0-1)[(-1)-1]]. \]

Expression (4) reflects the simple situation: the intensity in the vicinity of the object/substrate interface is determined by the superposition of signals emitted by regions on both sides of the interface in accordance with the intensities of the probe fractions incident on these regions. It follows from expression (4) that all action curves corresponding to different instrumental defocusings intersect each other at the edges of the object at its half-height. During the motion along the line passing through the intersection points, the escape from the object occurs and, after these points are passed, the responses cannot be formed. The image profiles for instrumental defocusings also intersect in the vicinity of these points [21]. However, these profiles account not only for the action curve but also for the regularities of the escape of recoil electrons and, therefore, only approximately reflect the sizes of the object.

4. Determination of the differential profiles, their properties and possibilities of their use in the metrology of nano-objects

Information on the action curve is provided by the images formed under the conditions where the depth of the focus is smaller than the height of the object. The intensity distributions for these images can be described as the sum of two components. The first component is a distribution that is independent of the convergence of the illuminating electron beam and, hence, does not reflect the shape of the object. The second component is determined by the changes in the sizes of the probe during its motion over the surface of the object, i.e., by the habit defocusing. Therefore, in order to determine the component dependent on the habit defocusing, the component independent of the convergence of the illuminating electron beam should be eliminated from the total distribution. There are two techniques used for performing this operation (they are illustrated in Figs. 1 and 2).

In Fig. 1, scheme (1) reflects the specific features of the image formation at a small angle of convergence of the illuminating beam (at a focus depth larger than the object height) and scheme (2) reflects the specific features of the image formation at a large angle of convergence of the illuminating beam (at a focus depth smaller than the object height). In both schemes, the zero-height plane of the object is brought into coincidence with the 'a' plane onto which the beam is focused. The sizes of the cross sections of the illuminating beam by the zero-height plane of the object (d11 and d12) are identical, but the probe sizes (d2 and d2z) are different, so that the subtraction of the first profile from the second profile gives the differential profile corresponding to d2 - d2z. The first technique can also be implemented using defocused images under the condition where the sizes of the cross sections of the beam by the 'a' and 'a*' planes are identical, which is provided by focusing onto the 'b' and 'b*' planes or the 'c' and 'c*' planes. The defocusing planes 'b' and 'b*' or 'c' and 'c*' are separated from the 'a' and 'a*' planes by different distances (h11 > h12 and h21 > h22), but these distances are chosen so that the sizes of the cross sections of the illuminating beam by the 'a' and 'a*' planes are identical, which is reflected by the equalities \( \xi_{11} = \xi_{21} \) and \( \xi_{12} = \xi_{22}. \)

![Figure 1](image_url)

**Figure 1.** Schemes illustrating the specific features of the implementation of the first technique.

In Fig. 2, scheme (1) reflects the specific features of the image formation in the case where the beam is focused onto two equidistant planes ('b' and 'c') and the zero-height plane of the object is brought into coincidence with the central plane ('a*'). The scheme (2) reflects the specific features of the image formation in the case where the zero-height plane of the object lies in equidistant planes ('b' and 'c') and the beam is focused onto the central plane ('a*'). In both schemes, \( h_1 \) is the distance between the 'a' and 'b' planes, and \( h_2 \) is the distance between the 'a' and 'c' planes (\( h_1 \) and \( h_2 \) are identical distances due to changes in the sizes of the cross sections of the illuminating beam).

Designations in scheme (1): 1 and 1* are the generatrices of the cone of rays in focusing onto the b plane; 2 and 2* are the generatrices of the cone of rays in focusing onto the c plane; \( d_1 \) is the size of the cross section of the beam by the b plane and \( d_2 \) is the size of the cross section of the
beam by the c plane \((d_b = d_c)\); \(d_b\) is the size of the cross section of the beam by the a plane, which is identical for both defocusings; \(\Delta f_1\) is the distance from the top point of the object to the b plane and \(\Delta f_2\) is the distance from the top point of the object to the c plane \((\Delta f_1 < \Delta f_2)\); \(d_b\) is the probe size in focusing onto the b plane and \(d_c\) is the probe size in focusing onto the c plane \((d_b < d_c)\).

![Figure 2](image)

**Figure 2.** Schemes illustrating the specific features of the implementation of the second technique.

Designations in scheme (2): 1 and 2 are the generatrices of the cone of rays in focusing onto the a plane; \(\Delta f_1\) is the distance between the top point of the object with the zero-height plane in the b plane and the focusing plane a and \(\Delta f_2\) is the distance between the top point of the object with the zero-height plane in the c plane and the focusing plane a \((\Delta f_1 > \Delta f_2)\); \(d_b\) and \(d_c\) are the sizes of the cross sections of the beam by the b and c planes, respectively (graphically shown) \((d_b = d_c)\); and \(d_b^*\) and \(d_c^*\) are the probe sizes in the case where the zero-height planes of the object lie in the b and c planes, respectively \((d_b^* > d_c^*)\).

The first technique is based on the fact that the distribution independent of the convergence of the illuminating beam is also independent of the depth of the focus. According to this technique, the intensity distribution corresponding to the depth of the focus that is many times larger than the height of the object is subtracted from the intensity distribution determined at the depth of the focus that is smaller than the height of the object (Fig. 1). Let us introduce the notion of the zero-height plane of an object, i.e., the plane relative to which the height of the object is measured. A necessary and sufficient condition for the subtraction operation to be realized is the rigorous identity of the sizes of the cross sections of the illuminating beam by the zero-height plane of the object for the two images used (for the image obtained at a larger depth of the focus, this is equivalent to the sizes of the probe). In a specific case, the technique under consideration can be implemented using two images obtained by focusing the beam onto the zero-height plane of the object. However, this technique can also be implemented with the use of the images obtained for instrumental defocusings that are identical in magnitude, i.e., the defocusings for which the sizes of the cross sections of the beam by the zero-height plane of the object during the formation of the compared images are equal to each other. The images obtained under conditions of precision focusings are the most sensitive to the shape of the object, and the defocused images can be used for a detailed examination of the habit.

The second technique is based on the use of two defocused images that correspond to the same sizes of the cross section of the illuminating beam by the zero-height plane of the object and to the defocusings of different signs (Fig. 2). A necessary and sufficient condition for this technique to be realized is the identity of two instrumental defocusings in magnitude. Figure 2 illustrates two variants that ensure this identity. In the first variant, the zero-height plane of the object is brought into coincidence with the central plane and the beam is focused onto two planes that are equidistant with respect to the central plane. In the second variant, two defocused images are formed by means of alternate coincidences of the zero-height plane of the object with two planes that are equidistant with respect to the focusing plane. It should be noted that the equidistance is optical, i.e., the cross sections of the illuminating beam by two profile planes are identical to each other upon focusing onto the central plane, but, upon focusing onto the profile planes, there arise equal cross sections in the central plane irrespective of the plane onto which the beam is focused. Since these two images correspond to the same zero-height plane of the object, the subtraction of one of the relevant intensity distributions from the other distribution also gives rise to a differential profile that depends uniquely only on the habit of the object.

The differential profiles arising in the use of the first and second techniques are described by the expression

\[
I_x = \frac{1}{\sqrt{\pi} \sigma_1} \exp\left(-\frac{(x-x_0)^2}{\sigma_1^2}\right)dx \quad - \quad \frac{1}{\sqrt{\pi} \sigma_2} \exp\left(-\frac{(x-x_0)^2}{\sigma_2^2}\right)dx',
\]

where \(I_x\) is the intensity, and \(\sigma_1\) and \(\sigma_2\) correspond to the second and first intensity profiles, respectively.

If the quantity \(\sigma_i\) is written in the form \(\sigma_i = \tilde{\sigma}_i + \tau\), where \(\tilde{\sigma}_i\) corresponds to the cross section of the beam by the zero-height plane of the object and \(\tau\) reflects the changes in the root-mean-square deviation due to the habit defocusing, expression (5) for \(|\sigma_0| > |\tau|\) in the case where the two profiles used correspond to the same instrumental defocusing \(\sigma_0\) transforms into the expression

\[
L_x = \frac{1}{\sqrt{\pi} \sigma_0} \exp\left(-\frac{(x-x_0)^2}{\sigma_0^2}\right)dx \quad - \quad \frac{1}{\sqrt{\pi} \sigma_1} \exp\left(-\frac{(x-x_0)^2}{\sigma_1^2}\right)dx,
\]
The intensity distribution of the habit of the object is given by the following expression:

\[ I_z = \frac{1}{\sqrt{\pi}} \int_{-\infty}^{\infty} \exp \left( -\frac{(x-x_c)^2}{\sigma_0^2} \right) \, dx_c. \]  

(6)

According to the equality \( a_1 = a_0 + \tau \), expression (6) for the first technique can be rewritten as

\[ I_z = \frac{1}{\sqrt{\pi}} \int_{-\infty}^{\infty} \tau \left[ 1 - 2 \left( \frac{x-x_c}{\sigma_0^2} \right)^2 \right] \exp \left( -\frac{(x-x_c)^2}{\sigma_0^2} \right) \, dx_c. \]  

(7a)

In the second technique, for each point on the surface, we can write \( |\tau_1| = |\tau_2| \), and the quantities \( \tau_1 \) and \( \tau_2 \) have different signs depending on the defocusing sign. As a result, expression (6) can be represented in the form

\[ I_z = \frac{1}{\sqrt{\pi}} \int_{-\infty}^{\infty} \tau \left[ 1 - 2 \left( \frac{x-x_c}{\sigma_0^2} \right)^2 \right] \exp \left( -\frac{(x-x_c)^2}{\sigma_0^2} \right) \, dx_c. \]  

(7b)

In these expressions, the defocusing parameter \( \tau \) can be replaced by \( f(z) \), where \( z \) is the displacement of the corresponding point on the surface of the object with respect to the focusing plane; therefore, expressions (6) and (7) can be used for determining the habit of the object.

The intensity distributions reflecting the habit defocusings can also be represented as the sum of two components. The first component is related to the change in the size of the probe according to expressions (1)–(4). The second component is the derivative of the first component, and it accounts for the change in the yield of recoil electrons due to the aforementioned variations in the probe size. The first component affects primarily the resolution, and the average intensity of the detected signal reflecting this component remains unchanged until the probe reaches the edge of the object with a homogeneous composition. However, this signal should change when the probe reaches the edge of the object and its intensity is distributed between the object and the substrate according to expression (4).

In the proposed techniques, it is natural that the substrate surface on which the object is located or formed is chosen as the zero-height plane of the object. In the first technique, the cross section of the illuminating electron beam by the zero-height plane of the object has a size identical to the size of the probe for the image formed at a large depth of the focus and, in the formation of the differential profile, the contribution to the object image due to the scattering from the substrate is eliminated with the first component. In the second technique, both defocused images have the same zero-height plane of the object. This eliminates the contribution of recoil electrons emitted by the substrate to the differential profile. The elimination is especially effective for secondary-electron images for which the response is formed by a thin surface layer and the differential profile reflects only variations in the yield of recoil electrons due to the habit defocusing. However, the elimination also affects the backscattered-electron images in which its efficiency increases with a decrease in the convergence angle of the illuminating beam.

The differential profiles account for the uncorrectable loss of the part of the intensity of the illuminating electron beam in its passage through the contour of the object and the dependence of the yield of recoil electrons, i.e., the differential profiles, in essence, follow the same mechanism of formation as the images arising at a focus depth multiple exceeding the height of the object. However, the differential profile and the intensity distribution in the image formed at a large depth of the focus differ significantly. First, the differential profiles reflect changes in the yield of recoil electrons depending on the habit of the object. Second, the differential profiles are not affected by electrons emitted by the substrate.

The profile of the object along the specified direction can be reconstructed from the differential profile for this direction with the use of the calculation methods based on the inverse integral transformation (matrix inversion) according to expressions (5)–(7) (the habit of the object is reconstructed from the difference surfaces). The accuracy of the determination can be increased by employing the iterative approach with the sequential use of a set of differential profiles corresponding to different instrumental defocusings and/or different techniques used for obtaining the differential profiles. In this case, at each stage, the habit is determined by applying the transformations to the current differential profile with the use of the results obtained at the preceding stages.

The regularities of the formation of the intensity profiles and differential profiles allow for the acquisition of additional information meaning that one can then simplify and refine the results of the above calculations. A number of techniques exist for obtaining this information, and, in some simple cases, the use of these techniques is sufficient for solving metrological problems in the entirety. Let us consider some of these techniques.

Information on the regularities of the change in the height of the object can be obtained by differentiation of the differential profile with respect to \( z \), while information on the changes in the profile of the object along the lateral directions can be obtained by differentiation with respect to \( x \). In combination, these operations enable one to gain an insight into the regularities of the habit of the object.
The yield of recoil electrons drastically increases when the point illuminated by the electron beam comes close to the lateral surface or other face at the distance \( l = \Omega/2 + \delta \), where \( \Omega \) is the size of the probe and \( \delta \) is the characteristic mean free path in the particular material at the given energy of escape electrons. (A change in the intensity of the escape of recoil electrons can also be stimulated by variations in the composition. The methods used for identifying the factors responsible for the observed changes in the framework of the technique based on the differential profile will be described in the next paper of this series.) Therefore, if the points corresponding to the increase in the escape signal for two compared images are fixed, the distance between these points \( \Delta l \) and the height \( h \) of the object is related by the expression \( h = \Delta l/(2 \tan \nu) \), where \( \nu \) is the angle of convergence of the illuminating beam. This approach also makes it possible to estimate the slope of the lateral face (and its crystallographic indices when the plane of projection is determined from diffraction patterns) from the ratio between the measured values of the face height and the length of the face projection. (If the intensity of the incident beam and the sizes of the probe are known, the experimental intensity profiles can be “cleaned of horns” that reflect the escape of recoil electrons near the lateral faces and complicate the operation of the reconstruction of the habit with the use of the inverse integral transformations.) These techniques can also be used to normalize the differential profile of a faceted object and enable one to scale the angles corresponding to the profile of the object. In micrographs, the positions of the points on the surface of the object at which different faces are matched can be determined according to the expression \( l = \Omega/2 + \delta \), when the position of the centre at which the yield of recoil electron begins to increase is determined. Similar procedures have been used for studying the habit of objects with a curvilinear surface. However, in this case, the points at which part of the probe goes from the object to the substrate are used as reference points and allowance is made for the fact that probes with different sizes appear on the surface of the object at different distances from its zero-height plane.

From the instant of time when the probe has come close to the lateral surface at a distance equal to the mean free path of electrons with a specified energy, the yield of recoil electrons (intensity) continuously increases as the probe further approaches this surface due to the escape through the two surfaces. However, the yield of recoil electrons begins to decrease after the probe has come into contact with the lateral surface. Therefore, the distance between the maxima of the intensity in two images corresponding to different sizes of the cross sections of the electron beam by the zero-height plane of the object carries information on the sizes of the probes (i.e., on the magnitude of the defocusings).

The differential profiles intersect the zero-height plane of the object at the points lying on the object/substrate interface, i.e., they provide information on the near-bottom region of the object, thus creating conditions for the extraction of information on near-bottom distortions of the object of the specified shape. Points also exist at which differential profiles corresponding to different instrumental defocusings intersect each other. Since the recoil electrons emitted by the substrate do not contribute to the formation of differential profiles, these points lie on its surface and carry information on the lateral sizes of the object.

All the aforementioned points can be used as centres through which the object profiles obtained by the matrix inversion or by fitting of the differential profile should pass.

5. Conclusions: modern scanning electron microscopes and the possibilities of implementing techniques based on differential profiles

One of the conditions providing for the acquisition of reliable data on the sizes and habit of the object is the equidistance of all the points lying on its zero-height plane from the plane of the output diaphragm of the objective lens, which is possible only in the case where the zero-height plane of the object is perpendicular to the optical axis of the instrument. The orientation of the object that ensures this condition became possible owing to the advent of instruments with emitted electron detectors located along the optical axis of the instrument (in-lens SEM), for example, an LEO 1550 VP microscope in which secondary-electron and backscattered-electron detectors are arranged in a similar manner.

Our methods (irrespective of their real incarnation) are based on the use of convergence electron beams. An increase of a convergence of illuminating beam enlarges dramatically the blurring of an illuminated point as a result of the spherical aberration. Possible limitations of the spherical aberration effects (including aberrations associated with large angles of the beam convergence) have been solved in the Hitachi patent [22]. For the implementation of the method, it is necessary to vary the convergence of the illuminating electron beam at precisely specified values. The problem of variation in the angles of convergence is solved by using a two-lens condenser and sets of condenser and objective diaphragms in the Hitachi patent [23].

However, the development of methods of spherical aberration correction and controlled convergence of illuminating beams in scanning electron microscopy is only in its infancy. Therefore, the use of methods
associated with the use of images corresponding to beams with different convergences is difficult especially for small particles. Suggested variants of the method using a sole beam with a limited convergence and based on two defocusings identical in a size, but opposite in signs, is the real alternative to the methods using different convergences. It allows using one convergence, already available in modern microscopes, and realizing the necessary control operations.

The simultaneous processing of the intensity distributions requires the identity (the intensities can be different) (or knowledge) of the intensities of the illuminating beams used for their recording. This problem is also solved for scanning electron microscopes equipped with energy-dispersive X-ray microanalysis systems [24]. In this case, the location of the intensity detector in the plane of the objective lens diaphragms permits one to control the optimization of the shape of the electron beams with the replacement of these diaphragms. The proposed method can also be used to identify the faceting of crystalline objects. For this purpose, it is necessary to determine the crystallographic indices of projections, which can be realized in scanning electron microscopes equipped with detectors for recording Kikuchi maps that arise in electron backscatter diffraction (the EBSD method). These maps make it possible to identify the crystal structure of the object under observation, which is necessary, in particular, to ensure ecological monitoring [11].

The compared profiles should correspond to the same magnifications and the same directions in the object. These problems are solved with software that is installed on computers built into scanning electron microscopes and corrects the operation conditions of the scanning system. It should be noted that the computer support of LEO, Hitachi, JEOL and FEI scanning electron microscopes is sufficient for solving this problem.

The key problem governing the implementation of the proposed approach is to bring the zero-height plane of the object into coincidence with the plane for which the initial sizes of the cross section of the illuminating beam are determined. For objects with nanosizes, these planes must be brought into coincidence with Ångström accuracy. The coincidence of the planes with this accuracy (especially the planes with the a priori unknown relief) cannot be achieved using SEM images. (Particularly stringent requirements are imposed on the coincidence of planes located in regions for which the depth of the focus is less than the height of the object.) Therefore, the planes with which the zero-height plane of the object is brought into coincidence should be built into the system by the manufacturer, and the motion of the object along the axis of the instrument should be terminated at the instant of time when the planes are made coincident with each other. This procedure can be performed using the whole arsenal of development tools that exist in scanning probe microscopy techniques [12]. For example, displacements (especially at the final stage) can be achieved with piezoelectric motors, and the positioning of the object table can be fixed through contacts of the cantilevers with the zero-height plane of the object.

The necessity of performing measurements in the nanoscale range is one of the key problems in nanotechnologies [14, 25]. Among three methods (transmission electron microscopy, scanning probe microscopy and scanning electron microscopy) that have been used for solving metrological problems in the nanoscale range, scanning electron microscopy is the simplest technique, which offers the most illustrative results and does not impose high requirements on the skill of the operators. This method provides the broadest set of magnifications (from ×10 to ×5·10⁶ ± 1·10⁶) and makes it possible to easily change over from one magnification to another, thus retaining specified regions of the object in the field of vision. Scanning electron microscopy is the least demanding in terms of sample preparation and can be non-destructive [16–17]. Modern scanning electron microscopes are equipped with a large number of inbuilt devices, enabling one to control not only the morphology of the object but also its crystal structure, electrophysical characteristics, optical properties, etc. Although the accuracy of measurements decreases because of the noises generated in the signal detection system, the adverse effects of the noises can be reduced by means of improving the detection system and increasing the scan time.

Scanning electron microscopy has remained the most promising candidate to become the key tool for production control in nanotechnologies [14, 26], and the main obstacle to this is the complexity (and, in many cases, impossibility) of the use of SEM images for metrological purposes. Research on the increase in the metrological capabilities of scanning electron microscopes has been performed by all leading manufacturers of these instruments (LEO, Hitachi, JEOL and FEI). The most prominent example of these efforts is provided by the Hitachi microscope in which the pixel of the image system is put in correspondence with the illuminated spot on the surface of the object for the image formation [22]. Although this microscope makes it possible to “draw” the projection of the object with a high accuracy, it does not solve two problems of SEM metrology: (1) the absence of direct relationships between the habit of the object and its image, and (2) distortions of the images due to the superposition of signals (generated by scattering from the substrate) on the intensity profiles of the object.
The proposed method is intended to solve the above problems. This method can be implemented in modern instruments and can be one of the variants of the application of these instruments without the loss of their other capabilities. At the current state of the art in the development of computer technologies, the time required to examine one object is determined by the sum of the times of displacements of the object to the working planes and the times of the recording of intensity profiles. The performance of the operator in implementing the proposed method can be reduced to the insertion of the object into the microscope and the subsequent pressing of buttons that provide changes in the convergence of the illuminating beam, transfer of the object from one plane to another, or the change of the focusing planes, i.e., the complete automation of the measurement process. In this version, the method is especially promising as a tool for production control.

The present paper does not pretend that the proposed method for measuring the sizes of micro- and nano-objects and for determining their habit is ready for practical applications. The microscope community has no experience in comparisons of SEM images that correspond both to different convergences of illuminating beams and to defocusings identical in magnitude, but different in sign, which arise at an insufficient depth of the focus, as the currently available instruments are not suitable for these comparisons. Admittedly, the performed analysis is tentative in character and the habit defocusings were simulated by small instrumental defocusings. Since we were unaware of the magnetic fields penetrating into regions of the location of the objects (most likely, they vary even with changes in the performance of the optical system), the problem was considered in the linear approximation. Undeniably, all these factors will subsequently lead to refinements of the recommendations offered; however, the main conclusion drawn in this paper that it is possible to obtain the intensity distributions, which are sufficient for determining the sizes and habit of the object because they reflect only the object shape, is beyond question.

For the practical implementation of the method, the above systems and components should be built into instruments. Moreover, it is necessary to develop the software that will make it possible to reconstruct the sizes and profile of the object, and to take into account simultaneously the loss of the intensity of the probe due to its motion through the contour of the object and the possibility of escaping recoil electrons through different faces. The solution to this problem will necessitate mental efforts, financial expenses and organization activities. However, without solving the problem of adequate geometric characterization of nano-objects, the further successful and safe (in every respect) development of nanotechnologies is impossible. The purpose of our paper is to call the reader’s attention to the fact that there exists a radically new approach in the metrology of micro- and nano-objects, which, in our (possibly, preconceived) opinion, ensures an adequate solution to this metrological problem for the first time. The implementation of the proposed method is associated with certain difficulties. Therefore, this method can be implemented only in the case where its necessity will be recognized by all participants of the nanotechnology community: users of information on the size characteristics of nano-objects (i.e., developers and manufacturers of instruments), providers of information (i.e., metrologists), manufacturers of microscopes and users of nanodevices.
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