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Abstract—Recommender systems have become an essential tool for providers and users of online services and goods, especially with the increased use of the Internet to access information and purchase products and services. This work proposes a novel recommendation method based on complex networks generated by a similarity-popularity model to predict ones. We first construct a model of a network having users and items as nodes from observed ratings and then use it to predict unseen ratings. The prospect of producing accurate rating predictions using a similarity-popularity model with hidden metric spaces and dot-product similarity is explored. The proposed approach is implemented and experimentally compared against baseline and state-of-the-art recommendation methods on 21 datasets from various domains. The experimental results demonstrate that the proposed method produces accurate predictions and outperforms existing methods. We also show that the proposed approach produces superior results in low dimensions, proving its effectiveness for data visualization and exploration.
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1 INTRODUCTION

A recommendation system (RS) is a software system that gathers users’ actions and information as inputs to predict their future behavior by utilizing various techniques and then advises them with item recommendations that best fit their preferences [1]. Items may refer to any product or service across various domains, including online dating, travel destinations, books, movies, and news. Recommendation systems aim to lessen the information overload problem and reduce the enormous number of choices a user faces in online systems by highlighting only the most pertinent items [2].

Depending on the data used to generate recommendations, recommender systems can be broadly classified into two categories: collaborative filtering and content-based recommendation systems. In collaborative filtering (CF), the recommendations are based on the similarities between user preferences. The premise is that agreement in taste between users is sustained over extended periods, and past data can be used to predict future preferences [3]. In content-based recommendation, on the other hand, the system recommends items with similar characteristics to items the user has positively rated. In other words, the recommendations are determined solely by items’ features, properties, or descriptions.

Networks or graphs are powerful data representations naturally occurring in various real-world settings. Many applications have adopted graphs for their usefulness in providing insights into the intrinsic structure of the relationships within data [4], [5]. Network-based or graph-based RS models, where users and items are represented as nodes connected by weighted links that represent their similarity or relevancy, can achieve high accuracy while effectively handling data sparsity and limited coverage issues. Recently, many network-based approaches have been introduced into the field of RS, including networks based on physics theories such as complex networks [6], [7], [8]. Using a complex network to guide the recommendation process is a promising direction of research within the field [9]. However, most of the work in this direction uses ad-hoc networks with no underlying model or established properties.

In this work, we propose a novel recommendation method that uses a complex network generated by a similarity-popularity model to predict ratings. Users and items are represented as nodes in a graph possessing a complex network structure with an underlying hidden metric space model controlling the connection between users and items. We estimate the positions of users and items in a multidimensional Euclidean space from the observed user-items ratings. The coordinates of a user represent the user’s preferences, and similarly, for items, the coordinates of an item represent its characteristics. The predicted ratings are then determined using the connection probabilities computed based on the similarity between nodes and their popularity.

Our main contributions are summarized as follows:

- We develop a novel similarity-popularity recommendation method that takes advantage of the latest developments in the field of complex networks.
- We adopt a complex network model, namely a similarity-popularity model, to direct the recommendation process. First, the model parameters are estimated from observed user-item ratings. The learned model is then used to predict unknown ratings while providing
We conduct extensive experiments on several public datasets from various domains to evaluate the proposed method’s effectiveness. The experiment results show that our approach produces accurate predictions and outperforms state-of-art methods.

The rest of this paper is organized as follows. Section 2 presents background on complex networks and their models and reviews the related work on network-based RS methods. Section 3 introduces the proposed method. In Section 4, we conduct a detailed experimental analysis to evaluate the performance of the proposed method. Finally, we conclude the paper and highlight future research directions in Section 5.

2 BACKGROUND AND RELATED WORK

This section covers essential concepts from the field of complex networks with emphasis on network models, in particular similarity-popularity models. We then give an overview of recent related research in the field of recommender systems.

2.1 Complex networks

The interest in studying complex networks arises from the fact that most real networks are naturally structured as complex networks. The nontrivial topological features of complex networks can be seen in virtually all types of networks, such as social, technological, and biological networks. For example, in real-life social networks, the interaction between people can be represented as a complex network. The nodes in this graph are the people, and the edges are the relationships among them [10]. Another natural network that adheres to the structure of complex networks is that of academic citations among papers, where nodes are the papers, and a directed edge indicates a citation [11]. Complex networks also include technological networks that serve or deliver resources, such as the electric grid network or the network of roads and airports. One of the most studied examples of this type of network is the Internet which exhibits the structure of a scale-free network [9], [12]. Food webs are also one of the most studied types of complex networks. In a food web, species are nodes, and directed edges between species are created when one species preys on the other [13]. Recent studies show that trust networks [14], [15], [16] in collaborative filtering systems also possess complex network characteristics, specifically those of scale-free networks [17], [18].

2.1.1 Complex networks models

Initially, complex networks have been studied as part of the mathematical graph theory field that traditionally focused on regular graphs. In 1959 Paul Erdős and Alfréd Rényi proposed a random network model [19] structured as a simple, straightforward design of a large-scale graph with no apparent design principles. Scientists were influenced afterward by their work and treated all real-life networks as if they were random [20], [21]. However, later studies showed that most networks are, in fact, more complex than random. For this, the field of network science witnessed a rebirth when Watts and Strogatz proposed small-world networks in 1998 [22], followed by scale-free networks one year later by Barabási and Albert [23]. Since then, complex networks have been considered graphs with nontrivial topological features that often occur in natural structures such as social or biological networks. Networks with characteristics that are not purely random or regular are considered complex. Figure 1 shows some examples of the mentioned models. This section will discuss scale-free complex network models and their properties.

Scale-free networks gained considerable interest within the network science community upon publishing the Barabási-Albert model [23], which generates networks with scale-free properties. It is now considered one of the models that most reflect real-world natural network properties. The Barabási-Albert model focuses on two main features that the previous model lacked, the preferential attachment property and dynamic growth of the network. It also shares certain characteristics with the Erdős-Rényi random network model [19] and Watts-Strogatz small-world model [22]. These include the small-world property and the tendency to cluster, which do occur in the Watts-Strogatz model but not in simple networks such as the Erdős-Rényi model.

Real-world networks contain highly connected nodes, or hubs, that have a much higher degree than the average degree of the network. The preferential attachment property states that new nodes are more likely to connect with these hubs, which describes the ”rich get richer” phenomenon observed in the real world [20]. Hub nodes do not appear in random or small-world models; their existence affects the degree distribution and changes it from a Poisson distribution in random and small-world networks to a power-law distribution with a long tail.

2.1.2 Similarity-popularity models

The preferential attachment principle relies solely on nodes’ popularity, represented by their degree, to construct the network. Similarity-popularity models are a class of complex network models extending this principle to include similarity between nodes as a factor contributing to link formation. The hidden metric space model [24] is an example of a similarity-popularity model in which similarity between nodes is encoded using a hidden metric space underlying the network. The one-dimensional ring or circle is the simplest suggested model to construct such space [25]. This technique generates a hidden metric space for any scale-free network by first positioning nodes uniformly randomly along the ring. Each node is then assigned its hidden degree $\kappa$ following a power-law distribution $P(\kappa) \sim \kappa^{-\gamma}$, where $\gamma > 2$. Finally, each pair of nodes is connected with probability $r(d; \kappa, \kappa')$:

$$r(d; \kappa, \kappa') = r(d/d_0) = (1 + d/d_0)^{-\alpha}, \quad (1)$$

where $\alpha > 1$, $d$ is the distance between the two nodes, and $d(d) \sim \kappa \kappa'$ is the characteristic distance of the two nodes, with $\kappa, \kappa'$ being their hidden degrees. According to this formula, the likelihood of a connection between any two nodes increases when the hidden degree $\kappa$ grows and decreases as their distance $d$ increases. The generated network possesses three characteristics observed in complex real-life networks: A pair of nodes with large degrees is more likely to become
connected even if the distance \(d\) is large. A pair of nodes with only one node having a high degree is connected if the distance \(d\) is moderate. Finally, a pair of unpopular nodes with low degrees is connected if and only if the distance \(d\) between them is small.

Closely related to the hidden metric space model is the popularity similarity optimization model (PSO) [26], which combines scale-free properties with hidden metric space properties to generate networks in a hyperbolic space where angular and radial coordinates represent nodes’ positions. In PSO, the probability of connecting two nodes does not rely exclusively on popularity but on optimizing a balance between node popularity, abstracted by their radial coordinate and similarity, abstracted by the distance between their angular coordinates. As a result, PSO generates networks that possess a scale-free structure with degrees following power-law distribution and present many properties of real-world networks.

Similarity-popularity models have been successfully applied to various tasks including, network modeling [27], information routing [25] and link prediction [28], [29], [30].

2.2 Related work

Using networks to guide the recommendation process has attracted increasing interest within the research community. The earliest work done in this direction is presented in [31], where users are represented by nodes in a directed graph and connected according to their similarity. Later on, many recommendation approaches adopted graph representations at their core [32], either to model users and items as a bipartite graph, where users and items lie in separate groups with edges representing ratings, or as a single network where both users and items co-exist in the same space.

More recently, authors in [33] proposed a graph-based recommendation method by constructing a connected undirected graph to model their system. Their method (GraphRec) aims to find accurate yet novel items. In their work, only items are represented as nodes in the graph, and links between them indicate positive correlations. After constructing the graph, observed user ratings are used to filter the items. Positively correlated items ensure the relevancy of an item to the user preference, providing hence accurate recommendations. This idea is similar to our work. However, in our case, we position both items and users within the graph using a similarity-popularity model.

Authors in [34] proposed a collaborative filtering method that embeds both users and items in a Euclidean space, where the distance between nodes is inversely proportional to their ratings. Thus, the distance between users and items is shorter for items rated high. In their work, the training phase begins by constructing a model that finds the ideal location of each item and user in a high-dimensional Euclidean space based on observed ratings. Recommending items to a user is then done by searching for the nearest items in the space. The accuracy of their method was validated by experiments and showed improved results. Even though their method and the proposed method in our paper share similar fundamentals, the distances between items and users are not directly taken from the observed ratings in our case. Instead, we use an underlying model with additional factors to construct the graph. As a result, the generated network resembles real-world networks, including the existence of hubs and power-law degree distribution.

The authors construct a bipartite graph to represent items and users separately in another work [8] focusing on applying analytical techniques used in complex networks to implement graph-based CF. The distances between nodes are calculated using cosine similarity. Once the graph is constructed, items are recommended to users following the preferential attachment principle, whereby popular items are assumed to be more likely to be chosen by a user. Even though the intuition behind popular items recommendation can be accepted as a solution to overcome the cold-start issue when user preferences are unknown, this approach has the obvious limitation of recommending popular items at the expense of relevant ones. Other related works that focused on using networks include guiding recommendation process by random graph modeling [6], which confirms the feasibility of modeling users-items as random graphs. However, the characteristics of real-life networks do not match those of purely random graphs since real-world user-item interactions are more complex and contain a higher tendency to form clusters. Hence, it would be more beneficial to use a more realistic underlying model to better reflect the connections between users and items.
Several approaches represent trust relationships as a graph, where links between users indicate their trust instead of their similarity. In trust-based networks, users can trust each other either explicitly [35] or implicitly [36] through their ratings or other observed actions. Once the trust between users has been established, it can be used to guide the recommendations process as in similarity-based CF. In [35], the authors propose a recommendation system that takes advantage of trust between users in an online social network. They obtained favorable results by proposing a model that uses the predefined relationships between users in the network to reach and filter information and knowledge. Their model consists of a bipartite graph of users and object nodes representing recommended items, and the weights of the connection between users and objects are ratings. In our case, instead of using a predefined neighborhood produced from the friendship network, the network is constructed based on previous ratings, similarities, and popularities of items without an additional source of information.

The experimental results obtained by the authors in [14] confirm the viability of using a scale-free network for recommendation as they experimentally show that trust networks possess the small-world property in which the network diameter is significantly small compared to the number of nodes. They use this property to estimate the trust between users based on the distance that separates them in the network. The computed trust value is then used to weigh the recommendations obtained from different users. The trust network approach also overcomes the cold-start and data sparsity issues. The authors in [36] argue that most e-commerce RSs users do not have explicitly trusted users, either because the functionality to establish trust between users explicitly is unavailable or due to cold-start and data sparsity issues. Thus, they proposed constructing a weighted directed trust network for each user using both explicit and implicit trust. The network consists of nodes representing users’ neighbors and only those are used to compute the recommendations.

Using trust in recommender systems increases the resistance to malicious attacks. However, the trust network’s primary purpose is to overcome the cold-start issue. New users can find trusted users even if the system cannot find similar users as their preferences are still unknown. However, the main drawback of trust-based recommendation is the need for additional information that is not always present nor easy to elicit from data. In this paper, we build a network from ratings only, which broadens the applicability of our proposed approach.

3 The Proposed Method

This paper proposes a recommendation approach based on a similarity-popularity model, where users and items are modeled as nodes in a graph having a scale-free network structure. Before delving into the details of the approach, however, we start by introducing notation. We consider a recommendation system consisting of $n$ users and $m$ items and denote by $r_{ij}$ the rating given by user $i$ to the item $j$ and by $\bar{R}$ the set of all ratings. We denote by $\bar{r}_i$ the average rating for user $i$ and by $\bar{r}_j$ the average rating for item $j$. The minimum and maximum ratings are denoted by $r_{\text{min}}$ and $r_{\text{max}}$, respectively. We will often need to transform the ratings into probabilities. For this, we define the set $\bar{R}$ of scaled ratings $\tilde{r}_{ij}$ obtained from raw ratings by applying the function $\phi$ defined as:

$$\tilde{r}_{ij} \equiv \phi(r_{ij}) = \frac{r_{ij} - r_{\text{min}}}{r_{\text{max}} - r_{\text{min}}} (p_{\text{max}} - p_{\text{min}}) + p_{\text{min}},$$

where $p_{\text{min}}$ and $p_{\text{max}}$ are the minimum and maximum probabilities, respectively. The function $\phi$ maps the raw ratings to the closed interval $[p_{\text{min}}, p_{\text{max}}]$. To avoid boundary issues, we exclude the two extremities 0 and 1 when selecting $p_{\text{min}}$ and $p_{\text{max}}$ so that we have $0 < p_{\text{min}}; p_{\text{max}} < 1$. We also define the translation $\varphi$ as follows:

$$\varphi(r) = r - r_{\text{min}} + 1.$$  

In the proposed approach, each user $i$ is assigned a point $x^i$ in a $D$-dimensional Euclidean space:

$$x^i = (x^i_1, x^i_2, \ldots, x^i_D)^T, \quad i = 1, \ldots, n.$$  

The users’ coordinates reflect their preferences concerning the nature of the recommended items. Hence, each hidden dimension represents a hidden feature relevant to the recommendation or a combination of several such features. For example, in a movie recommendation system, relevant features may be the length of the movie the user usually watches or how much action, drama, or comedy the user prefers. Likewise, each item is assigned a position $y^j$ in the same $D$-dimensional Euclidean space.

$$y^j = (y^j_1, y^j_2, \ldots, y^j_D)^T, \quad j = 1, \ldots, m.$$  

Likewise, the position of an item represents its description or list of features.

The rating $r_{ij}$ given by user $i$ to item $j$ is assumed to be proportional to the probability of connection between the two corresponding nodes, that is, $r_{ij} \propto p_{ij}$, where $p_{ij}$ is prescribed by a similarity-popularity model. The first model we propose is a similarity-popularity model based on a hidden metric space model inspired by [24] and will henceforth be referred to as SPHM1. The connection probability under SPHM1 is defined as:

$$p_{ij}^{\text{SPHM1}} = \left(1 + \frac{d^2(x^i, y^j)}{\kappa_i^{\text{SPHM1}} \kappa_j^{\text{SPHM1}}}ight)^{-\alpha},$$

where $\kappa_i^{\text{SPHM1}}$ and $\kappa_j^{\text{SPHM1}}$ are the expected degrees of $i$ and $j$ respectively, and $d(x^i, y^j)$ is the hidden Euclidean distance between them. Hence, the connection probability decreases with the squared hidden distance $d^2(x^i, y^j)$ (dissimilarity) and increases with the popularity $\kappa_i^{\text{SPHM1}}$ and $\kappa_j^{\text{SPHM1}}$. The rationale is that users tend to favor items that fit their preferences, that is, items that are close to them in the Euclidean space. However, items with a high degree can be liked by users even if they are considerably different from what they usually prefer. Also, some items having a small or average degree may be liked by faraway users having a large degree.

The parameter $\alpha$ controls the network clustering and the effect of the distance and popularity on the connection probability. As illustrated in Figure 2, larger values of $\alpha$ cause a faster decay in probability as the distance grows.
and a slower increase in probability as popularity increases. Consequently, with everything else fixed, low values of $\alpha$ result in denser graphs. In contrast, larger values of $\alpha$ result in sparser, more clustered graphs with mostly short-range connections and long-range connections only occurring between highly popular nodes.

The second similarity-popularity model (SPHM2) is deduced from the first model by defaulting the value of $\alpha$ to 1, which results in a simpler model which requires less effort for parameter tuning and validation:

$$p_{ij}^{SPHM2} = \left(1 + \frac{d^2(x^i, y^j)}{\kappa_i^{SPHM2} \kappa_j^{SPHM2}}\right)^{-1}. \quad (7)$$

The third model uses the dot product to encode the similarity between nodes instead of the Euclidean distance. This results in a gradient that is easier to compute and thus faster optimization:

$$p_{ij}^{SPDP} = \sqrt{\kappa_i^{SPDP} \kappa_j^{SPDP}} \exp(x^i \cdot y^j). \quad (8)$$

Unlike the two previous models, $p_{ij}^{SPDP}$ is not restricted to the interval $[0, 1]$ and hence does not qualify as a valid connection probability. We can instead think about it as a score assigned to node couples, where higher scores indicate a higher likelihood of connection, which is a common practice in the link prediction literature [37].

As illustrated in Figure 3, users and items in the proposed approach co-exist in a graph embedded in a $D$-dimensional space. They are connected based on two factors, their similarity (or distance) and popularity (or degree). For instance, item $j_1$ is popular, which increases its probability of connecting to distant dissimilar users, especially if they have large degrees, such as user $i_1$. For the same reason, the latter is highly likely to connect to many items. On the other hand, low-degree items such as $j_2$ have less probability of connecting to users. Thus, it will not be able to connect to nearby users with a low degree such as $i_2$. This phenomenon can be observed in real life, where some movies, for instance, have a broad audience and are enjoyed by people who do not usually appreciate that type of movies. Similarly, some moviegoers have a taste for a wide range of movie genres and styles.

Figure 3 also hints at the possibility of using the model for visualization, which requires training the model in two or three dimensions. Such a low dimensionality, however, can negatively impact recommendation accuracy. One can overcome this issue by training the model in a high-dimensional space, then picking the desired neighborhood of users and items and their distances, and finally, rebuilding the space in two or three dimensions using any graph embedding technique.

To learn the proposed models from data, we first set the users’ and items’ degrees. For the two first models, SPHM1 and SPHM2, we set the degrees as follows:

$$\kappa_i^{SPHM1} = \kappa_i^{SPHM2} = \varphi(\tilde{r}_i), \quad i = 1, \ldots, n \quad (9)$$

$$\kappa_j^{SPHM1} = \kappa_j^{SPHM2} = \varphi(\tilde{r}_j), \quad j = 1, \ldots, m. \quad (10)$$

This step guarantees that all degrees are greater than or equal to one. For the SPDP model, we transform the average ratings using the function $\phi$ instead:

$$\kappa_i^{SPDP} = \phi(\tilde{r}_i), \quad i = 1, \ldots, n \quad (11)$$

$$\kappa_j^{SPDP} = \phi(\tilde{r}_j), \quad j = 1, \ldots, m. \quad (12)$$

Once the node degrees are fixed, computing the distances between nodes amounts to finding the coordinates of each user and each item so that the predicted ratings are as similar as possible to the actual ratings. This problem can be formulated as that of minimizing the following objective function:

$$J_{L_2}(x^1, \ldots, x^n, y^1, \ldots, y^m) = \sum_{\tilde{r}_{ij} \in \tilde{R}} (p_{ij} - \tilde{r}_{ij})^2 + \lambda \left( \sum_{i=1}^n \|x^i\|^2_2 + \sum_{j=1}^m \|y^j\|^2_2 \right), \quad (13)$$

where $p_{ij}$ is the predicted probability or score computed by one of the proposed models (Eq. (6), (7) or (8)), $\lambda$ is the regularization coefficient, and $\|\cdot\|_2$ stands for the $L_2$ norm. The hyper-parameter $\lambda$ is chosen from a pre-defined set of values during the validation phase. Instead of using the squared error and $L_2$ normalization, it is possible to use the absolute error with $L_1$ normalization:

$$J_{L_1}(x^1, \ldots, x^n, y^1, \ldots, y^m) = \sum_{\tilde{r}_{ij} \in \tilde{R}} |p_{ij} - \tilde{r}_{ij}| + \lambda \left( \sum_{i=1}^n \|x^i\|_1 + \sum_{j=1}^m \|y^j\|_1 \right). \quad (14)$$

The problem of minimizing the objective functions (13) and (14) falls into the category of nonlinear optimization problems. Since the objective function is not convex, only local minima can be computed in general. Several algorithms for local optimization exist that can be used to solve this minimization problem, such as simple gradient descent or conjugate gradient. For completeness, we include the gradients of all combinations of the two cost functions $J_{L_2}$ and $J_{L_1}$ with the three proposed models in Table 1.

In summary, the proposed models’ parameters fall into three categories. The dimension $D$, the constant $\alpha$, and the regularization coefficient $\lambda$ are hyper-parameters determined during the validation phase using a simple grid search. The users’ and items’ degrees $\kappa_i$, $\kappa_j$ are computed directly from the observed ratings. Finally, the positions of users and items, $x^i$, $y^j$, are found by optimizing the objective functions $J_{L_2}$ and $J_{L_1}$. The last step represents the bulk of the computational effort required to build the models.

4 Experimental Evaluation

In this section, we report the results of an extensive experimental analysis of the proposed method. We start by presenting the data used for the evaluation, the performance criteria, the competing methods, and the experimental setup. We then present and discuss the obtained results.
4.1 Data
The proposed method is compared to baseline and state-of-the-art methods found in the literature on 21 publicly available datasets. The datasets are of various domains and sizes and are widely used in the literature to evaluate recommender systems. Datasets were pre-processed to retain only users having at least five ratings. Table 2 shows the datasets’ names, description, and basic statistics.

The experiments use 5-fold cross-validation to maximize the results’ accuracy. The data is randomly shuffled and split into five equal batches. Each batch is used once as a test set while the rest is used for training, resulting in 80%-20% splits for training and testing, respectively. The training set is further divided into a (proper) training set containing 90% of the initial training samples and a validation test containing the remaining 10% of the samples. The validation set is used to tune the model hyperparameters using grid search. Once the best parameters are found, the model is retrained on the whole training set before testing. Finally, the average performance over all five folds is reported.

4.2 Evaluation criteria
Several metrics have been proposed for evaluating recommendation systems. These metrics measure the accuracy of the predicted ratings provided by the recommendation method by comparing them to ground truth ratings. The model is used to predict a previously unseen rating by generating an estimate of it denoted by \( \hat{r}_{ij} \), whereas \( r_{ij} \) denotes the actual rating from the ground truth data. The most used rating prediction accuracy metrics are the Root Mean Squared Error (RMSE) and the Mean Absolute Error (MAE) [47]. These metrics allow the evaluation of the quality of numeric predictions. The MAE takes the sum of differences between the actual and predicted ratings and divides it by the number of ratings considered:

\[
MAE = \frac{1}{|R^{test}|} \sum_{r_{ij} \in R^{test}} |\hat{r}_{ij} - r_{ij}|. 
\]  

(15)

where \( R^{test} \) is the test set. Unlike MAE, the RMSE emphasizes more significant errors by first squaring each error value, averaging the squared errors, then taking the square root of the average:

\[
RMSE = \sqrt{\frac{1}{|R^{test}|} \sum_{r_{ij} \in R^{test}} (\hat{r}_{ij} - r_{ij})^2}. 
\]  

(16)

To aggregate the performance over all datasets, we first rank the methods according to their performance on each dataset with the convention that lower ranks are better then report the mean rank over all datasets.
The proposed method is experimentally compared against classical baselines as well as state-of-the-art algorithms to assess its performance. The following methods have been used in this experiment:

- **ItemKNN**: An item-based CF method that computes the similarity between items based on users’ past preferences.
the average rating of the $k$ most similar neighbors to the target item. The similarity between the items is based on Pearson correlation Coefficient. Since it serves as a baseline, this method was used un-tuned with a constant number of neighbors, $k = 25$.

- **SVD++**: An efficient algorithm that extends the classical SVD model by including implicit feedback and mixing the strengths of latent factor models and neighborhood models [48].

- **PMF**: An efficient matrix factorization model that factorizes the explicit user-item rating matrix as a product of two lower-rank users and items matrices to be used for predicting ratings [49].

- **BiasedMF**: An efficient biased matrix factorization model that extends factorizing explicit user-item rating matrices by introducing users and item biases [50].

### 4.4 Implementation

All the variants of the proposed method are implemented using C++. Since an efficient and effective solver is essential for solving the optimization problems resulting from our models, we use CG_DESCENT [51], which is a stable and well-tested code that implements a nonlinear conjugate gradient with a guaranteed descent method for unconstrained optimization [52]. To iteratively proceed towards the solution, the CG_DESCENT solver requires, at each iteration, the value of the objective function and its gradient. For each of the proposed models, we implemented and tested two variations of the objective function, the $L_1$ and $L_2$ versions, as described in Section 3. For the competing methods, a Java code on top of LibRec Java recommender system library [53] was used.

### 4.5 Parameter settings and tuning

The experiment is conducted on 21 datasets. For each dataset, an extensive number of experiments were conducted to tune the hyper-parameters using grid search on a validation set. The dimensions $D$ for all proposed similarity-popularity models and factors $f$ in PMF, BiasedMF and SVD++ are selected from the set $\{5, 10, 20\}$. For the proposed similarity-popularity models, PMF, and BiasedMF, we tried the following combination of regularization $\lambda \in \{0.1, 0.01\}$. For PMF and BiasedMF we tried learning rate $\gamma \in \{0.1, 0.01\}$. For SPHM1, we included $\alpha \in \{2, 3, 4, \ldots, 8, 9\}$ in the grid search. For simplicity, we fixed $k$ in ItemKNN method to $k = 25$. All other parameters are kept to LibRec default values.

### 4.6 Experimental results

In the first experiment, we compare the performance of each variant of the proposed method. Namely, we compare the three proposed models, SPHM1, SPHM2, and SPDP, with the $L_1$ and $L_2$ objectives giving a total of six variants. Table 3 reports the performance results in terms of RMSE and MAE of all six models on all datasets. The last row represents the mean rank of each model. The results show that SPHM2 with the $L_1$ objective function outperforms the other variants in terms of MAE in 17 of the 21 datasets, with a mean rank of 1.57. It is followed by SPHM1 with the $L_1$ objective, which comes in second with a mean rank of 2.52. Regarding RMSE, SPHM2 with the $L_2$ objective function and SPDP with the $L_1$ objective function perform better in 9 of the 21 datasets. However, SPHM2-L2 ranks better with an average of 1.62 compared to SPDP-L1 with a mean rank of 2.90.

The top-performing methods in terms of MAE and RMSE, respectively SPHM2-L1 and SPHM2-L2, are picked for the second experiment, where we compare their performance against state-of-the-art recommendation methods. Table 4 reports the RMSE and MAE results of SPHM2-L1 and SPHM2-L2 and the competing methods. The mean ranks over all datasets are reported in the last row and plotted for convenience in Figure 4.

The results show that SPHM2-L1 outperforms the other methods in 18 of 21 datasets in terms of MAE with a mean rank of 1.38, followed by SPHM2-L2 with a mean rank of 2.29. SPHM2-L2 outperforms other methods in 20 of

---

**TABLE 2**: Datasets description and statistics.

| Dataset      | Description       | Ratings | Users | Items |
|--------------|-------------------|---------|-------|-------|
| AmazonAA [38]| Apps for Android  | 835,648 | 94,945| 44,675|
| AmazonAuto [38]| Automotive      | 284,101 | 34,892| 129,108|
| AmazonBaby [38]| Baby             | 232,749 | 27,655| 32,553|
| AmazonDM [38]| Digital Music    | 238,692 | 22,878| 115,082|
| AmazonGGR [38]| Grocery and Gourmet Food| 329,057 | 32,228| 84,357|
| AmazonHPC [38]| Health and Personal Care | 625,534 | 70,488| 122,090|
| AmazonV [38]| Amazon Instant Video | 63,836  | 8,072 | 11,830 |
| AmazonMI [38]| Musical Instruments | 87,791  | 10,057| 36,099 |
| AmazonPLG [38]| Patio, Lawn and Garden | 114,504 | 15,114| 37,983 |
| AmazonTHI [38]| Tools and Home Improvement | 390,454 | 45,791| 112,855|
| AmazonVG [38]| Video Games      | 300,003 | 31,027| 33,899 |
| Anime [39]    | Anime            | 6,318,424 | 60,970| 9,927 |
| Book-Crossing [40]| Books         | 1,028,948 | 22,816| 319,198|
| CiaoDVD [41]  | Movies           | 49,382  | 2,609 | 14,312 |
| Epinions [42] | General goods    | 631,192 | 23,253| 137,289|
| FilmTrust [43]| Movies           | 34,886  | 12,277| 2,059 |
| Food.com [44]| Food recipes     | 692,791 | 16,440| 175,941|
| ML100K [45]   | Movies           | 100,000 | 943   | 1,682 |
| ML1M [45]     | Movies           | 1,000,209 | 6,040 | 319,198|
| YahooMovies [46]| Movies         | 221,364 | 7,642 | 11,916 |
| YahooMusic [46]| Music           | 365,704 | 15,400| 1,000 |

...
TABLE 3: Comparison of the different variants of the proposed method in terms of RMSE and MAE. The last row indicates the average rank over all datasets; the lower, the better.

| Dataset     | RMSE | MAE  |
|-------------|------|------|
|              | SPHM1-L1 | SPHM2-L1 | SPDP-L1 | SPHM1-L2 | SPHM2-L2 | SPDP-L2 |
| AmazonAA     | 1.273 | 1.291 | 1.255 | 1.253 | 1.244 | 1.401 | 0.912 | 0.914 | 0.948 | 0.988 | 0.972 | 1.063 |
| AmazonAuto   | 1.103 | 1.102 | 1.089 | 1.109 | 1.096 | 1.104 | 0.718 | 0.703 | 0.761 | 0.772 | 0.736 | 0.766 |
| AmazonBaby   | 1.146 | 1.154 | 1.112 | 1.158 | 1.140 | 1.183 | 0.829 | 0.800 | 0.859 | 0.898 | 0.858 | 0.891 |
| AmazonDM     | 0.794 | 0.809 | 0.792 | 0.790 | 0.784 | 0.818 | 0.467 | 0.463 | 0.515 | 0.502 | 0.484 | 0.523 |
| AmazonGGF    | 1.089 | 1.098 | 1.080 | 1.103 | 1.087 | 1.143 | 0.730 | 0.710 | 0.789 | 0.809 | 0.769 | 0.824 |
| AmazonHPC    | 1.139 | 1.146 | 1.119 | 1.152 | 1.136 | 1.179 | 0.782 | 0.754 | 0.830 | 0.859 | 0.817 | 0.859 |
| AmazonIV     | 1.070 | 1.081 | 1.071 | 1.081 | 1.077 | 1.085 | 0.750 | 0.736 | 0.793 | 0.803 | 0.780 | 0.805 |
| AmazonMI     | 1.009 | 1.027 | 0.993 | 1.016 | 1.005 | 1.010 | 0.662 | 0.665 | 0.709 | 0.717 | 0.682 | 0.714 |
| AmazonPLG    | 1.182 | 1.182 | 1.165 | 1.190 | 1.180 | 1.186 | 0.819 | 0.805 | 0.859 | 0.870 | 0.830 | 0.867 |
| AmazonTHI    | 1.097 | 1.096 | 1.076 | 1.109 | 1.094 | 1.107 | 0.747 | 0.722 | 0.783 | 0.805 | 0.764 | 0.796 |
| AmazonVG     | 1.132 | 1.135 | 1.105 | 1.136 | 1.129 | 1.186 | 0.818 | 0.801 | 0.859 | 0.876 | 0.851 | 0.899 |
| Anime        | 1.175 | 1.166 | 1.172 | 1.144 | 1.138 | 1.142 | 0.871 | 0.866 | 0.860 | 0.867 | 0.863 | 0.857 |
| Book-Crossing| 3.790 | 3.745 | 3.761 | 3.450 | 3.416 | 3.819 | 2.403 | 2.392 | 2.568 | 2.625 | 2.767 | 2.797 |
| CiaoDVD      | 0.996 | 0.986 | 0.957 | 0.984 | 0.982 | 1.011 | 0.734 | 0.730 | 0.746 | 0.761 | 0.752 | 0.779 |
| Epinions     | 1.087 | 1.078 | 1.165 | 1.069 | 1.060 | 1.200 | 0.795 | 0.782 | 0.859 | 0.836 | 0.819 | 0.901 |
| FilmTrust    | 0.805 | 0.805 | 0.868 | 0.796 | 0.791 | 0.862 | 0.607 | 0.603 | 0.644 | 0.618 | 0.613 | 0.646 |
| Food.com     | 0.989 | 0.988 | 0.967 | 0.960 | 0.938 | 1.062 | 0.438 | 0.438 | 0.505 | 0.585 | 0.558 | 0.621 |
| ML100K       | 0.932 | 0.930 | 0.989 | 0.915 | 0.912 | 0.948 | 0.728 | 0.724 | 0.755 | 0.726 | 0.724 | 0.734 |
| ML1M         | 0.872 | 0.872 | 0.893 | 0.852 | 0.853 | 0.867 | 0.679 | 0.678 | 0.679 | 0.679 | 0.674 | 0.676 |
| YahooMovies  | 3.062 | 3.064 | 3.221 | 2.944 | 2.941 | 3.279 | 2.070 | 2.058 | 2.185 | 2.172 | 2.200 | 2.295 |
| YahooMusic   | 1.670 | 1.666 | 1.370 | 1.178 | 1.190 | 1.316 | 1.186 | 1.190 | 0.970 | 0.955 | 0.989 | 0.958 |
| Mean Rank    | 3.76  | 4.14  | 2.90  | 3.38  | 1.62  | 5.19  | 2.52  | 1.57  | 4.00  | 4.52  | 3.29  | 5.10  |

21 datasets in terms of RMSE with a mean rank of 1.05, followed by SPHM2-L1 with a mean rank of 2.81.

We conduct an additional experiment to evaluate the data visualization prospect of the proposed approach against the competing methods. Data visualization requires embedding users and items as nodes, is first constructed from observed ratings and then used to predict unseen ratings. We explored and items as nodes, is first constructed from observed dimensions except obviously for ItemKNN, which does not assign coordinates to items and users. The resulting mean ranks based on RMSE and MAE depicted in Figure 5 show that the proposed method SPHM2-L2 performs better in terms of MAE and RMSE, followed closely by SPDP-L1 then BiasedMF.

5 Conclusion and Future Work

This work introduced a novel recommendation method that utilizes a similarity-popularity complex network model to generate recommendations. The network, which has users and items as nodes, is first constructed from observed ratings and then used to predict unseen ratings. We explored the effectiveness of dot-product and Euclidean distance-based similarity with $L_1$ and $L_2$ norms for error cost and regularization. We implemented the proposed models, conducted extensive experiments on multiple datasets from diverse domains, and demonstrated the superiority of the proposed approach against state-of-the-art recommendation methods. We also showed that the proposed approach outperforms existing methods in low dimensions, proving the method’s effectiveness for data visualization and exploration.

The proposed similarity-popularity model is a starting point in the direction of applying complex network latent spaces as models that guide the recommendations process. Additional similarity-popularity models other than the hidden metric space model and dot-product can be examined to assess their suitability for recommendation systems. Furthermore, other objective functions can be tested, especially one that combines both $L_1$ and $L_2$, such as an elastic net.

Another direction is to apply the proposed method to other forms of the recommendation problem, such as item ranking, context-aware, and sequence-aware recommendation tasks. We also propose to investigate adding content-based features along with similarity and popularity to tackle further recommendation systems challenges, such as recommendation diversification and the cold start problem.
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**Fig. 4:** Mean rank comparison over all datasets in terms of RMSE and MAE.

**Fig. 5:** Mean rank comparison over all datasets in terms of RMSE and MAE in 3D.
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