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Abstract—This paper considers key challenges to using reinforcement learning (RL) with attack graphs to automate penetration testing in real-world applications from a systems perspective. RL approaches to automated penetration testing are actively being developed, but there is no consensus view on the representation of computer networks with which RL should be interacting. Moreover, there are significant open challenges to how those representations can be grounded to the real networks where RL solution methods are applied. This paper elaborates on representation and grounding using topic challenges of interacting with real networks in real-time, emulating realistic adversary behavior, and handling unstable, evolving networks. These challenges are both practical and mathematical, and they directly concern the reliability and dependability of penetration testing systems. This paper proposes a layered reference model to help organize related research and engineering efforts. The presented layered reference model contrasts traditional models of attack graph workflows because it is not scoped to a sequential, feed-forward generation and analysis process, but to broader aspects of lifecycle and continuous deployment. Researchers and practitioners can use the presented layered reference model as a first-principles outline to help orient the systems engineering of their penetration testing systems.
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I. INTRODUCTION

The challenge of real-world applications of artificial intelligence (AI) and machine learning (ML) is that they need representations of reality that are well-grounded to the system within which they operate. This is known as the grounding problem [1], [2]. The application of reinforcement learning (RL) to automate penetration testing is no different. Attack graphs are commonly used representations in the academic literature [3]–[5]. But how those attack graphs are actively grounded to real networks has been understudied in the literature from the perspective of RL. Leaving the grounding problem unaddressed puts the reliability of proposed RL-based cybersecurity solutions into serious question. This paper presents a layered reference model for how RL agents are grounded to real networks, shown in Fig. 1.

How exhaustive or succinct should attack graphs that RL agents interact with be? One concept of an attack graph is that it consists of all and only those paths from an initial state to reach terminal or success states, e.g., by violating a security or correctness property of a network model [6]. Exhaustive and succinct attack graphs like these, when used with RL, keep their exponential and polynomial growth rates (with respect to the number of hosts in a network) in order to turn the RL task into a needle-in-the-haystack problem of finding realistic attack paths or subgraphs within the graph. This bottlenecks the run-time of RL and directly violates a classic adage from learning theory, “do not solve a specific problem by first solving a more general problem” [7]. RL agents for penetration testing most often need to find a small set of realistic attack paths or subgraphs matching an attack template, playbook, adversary profile, etc.—to do so they do not need to find every possible attack path first.

At the very least, formulating the RL agent’s learning task as finding a subgraph within an exhaustive and succinct attack graph is an indirect formulation—the agent is more directly tasked with finding a or some realistic subgraphs within a network satisfying a goal (e.g., violating a security or correctness property of the tested network). The former assumes a full attack graph has already been generated and given to the agent, and, therefore, presupposes that generating
such a graph is a necessary part of solution methods. The latter clearly does not.

It is not clear how the techniques developed and lessons learned from classical attack graph generation techniques like model checking [8] and logic programming [9] apply when RL agents, as opposed to human operators, will be interacting with the attack graphs. For example, should RL agents handle attack graph generation themselves? Or be confined to analysis? Or should they do both in an end-to-end manner? Answering these questions requires a broad view of the defining challenges of using RL with attack graphs.

This paper provides a framing of these defining challenges in the form of a layered reference model termed LRM-RAG. The model is developed from a systems perspective rooted in the AI and ML character of using RL with attack graphs. LRM-RAG is defined and used to consider key challenges. Challenges are organized into three questions:

- How can RL interact with real networks in real-time?
- How can RL emulate realistic adversary behavior?
- How can RL deal with unstable/evolving networks?

These challenges are elaborated in Sections V-A, V-B, and V-C, respectively. When possible, the identified challenges are tied to ongoing research efforts in the RL with attack graphs literature.

Recent surveys of attack graph techniques provide a distillation of the major developments in attack graph generation [3], a taxonomy for attack graph generation and analysis [4], and an overview of analysis methodologies [5]. This paper is not a survey, however, it does offer an alternative, similarly broad perspective on attack graphs from the perspective of their use with RL. In this respect, this paper offers:

- an extension of Kaynar’s taxonomy for attack graph generation and analysis [4], shown in Figure 2, into Markov decision processes (MDPs) and RL,
- an alternative, RL-oriented perspective to Barik et al.’s survey of attack graph generation methods [3],
- and a model for layering knowledge of terrain, adversaries, and tasks into generic MDPs over attack graphs.

In sum, this paper provides an accounting of the basic elements of using RL with attack graphs for practitioners.

The paper is structured as follows. First, related work is described in Section II and the RL for penetration testing literature is reviewed in Section III. Then, a layered reference model is defined that hierarchically (and visually) outlines penetration testing with RL and attack graphs in Section IV. Then, the key challenges are elaborated in Sections V-A, V-B, and V-C. The challenges all relate to questions of representation and grounding and they are organized into generation and actuation, realism, and unstable and evolving networks, respectively. The paper concludes in Section VI with a synopsis of the presented challenges and a discussion of the factors limiting researchers from addressing them.

**II. RELATED WORK**

A. Attack Graph Generation

Barik et al. [3] trace the development of attack graphs first from privilege graphs [10], to state enumeration graphs [11], to scenario graphs [6], then from there jointly to exploit dependency graphs [12], [13], as used in topological vulnerability analysis (TVA), to logic programming approaches like MulVal [9], and to multiple-prerequisite graphs, as used in NetSPA [14]. Privilege graphs were a precursor to attack graphs that modeled users, their privileges, and their vulnerabilities [10]. Deemed too user-centric, state enumeration graphs which modeled hosts, their configurations, and their vulnerabilities directly were introduced [6], [11]. But generating state enumeration graphs and the closely-related scenario graphs has an exponential growth rate with respect to the number of hosts in a network.

By using the monotonicity assumption [12], which specifies that privileges can only be gained, TVA approaches using exploit dependency graphs [13] and logic programming approaches like MulVal [9] are able to reduce the exponential growth rate to polynomial. But to do so, both model the vulnerabilities or the vulnerabilities on hosts directly, as opposed to the hosts themselves, and therefore do not embed or represent the entire network model. NetSPA is able to further reduce the growth rate to be log-linear and maintains the concept of host at the node-level in attack graphs [14]. But, NetSPA generates cyclical graphs, in contrast to the acyclical graphs generated by TVA, MulVal, and (exhaustive and succinct) model checking approaches to state enumeration graphs. Table I summarizes the basic character of these varied approaches to attack graph generation.
There are a number of works in the literature that seek to extend the methods in Table I. Topics include addressing completeness [15], complexity [16], [17], and what-if analyses [18], [19]. Current research into attack graph generation focuses on alert-driven methodology. This includes approaches that weigh completeness against alerts [20] and others that minimize the use of a priori expert knowledge [21]. Alert-driven attack graph generation can greatly reduce the scope of attack graph generation to relevant parts of networks, and is a promising area of research. Current efforts are tied more closely to attack graph visualization than to automated penetration testing with RL, however.

The process of generating and analyzing attack graphs is complex and merits its own taxonomy. Kaynar provides a general taxonomy for the basic workflow of using attack graphs [4], as shown in Figure 2. The basic workflow is that reachability analysis provides a network model, then an attack graph model must be chosen, e.g., from the aforementioned, and then the attack graph must be generated according to the chosen attack graph model and reachability analysis. This latter phase is termed the core building phase. The final phase is to perform analysis of the attack graph, i.e., to apply it to a use case. Kaynar breaks these phases into a number of subtypes, but even Kaynar admits that the taxonomy is unable to partition the literature, i.e., generation and analysis methods belong to multiple subtypes, as attack graph generation and analysis is a complex and technically detailed process.

| Method         | Growth Rate in Hosts $n$ [3] | Are nodes hosts? | Is the graph acyclic? |
|----------------|------------------------------|------------------|-----------------------|
| State-Enumeration [11] | $O(2^n)$                     | Yes              | No                    |
| Scenario [6]   | $O(n^2)$                     | Partially        | Yes                   |
| TVA [13]       | $O(n^3)$                     | No               | Yes                   |
| MulVal [9]     | $O(n^2)$                     | No               | Yes                   |
| NetSPA [14]    | $O(n \log n)$                | Sometimes        | No                    |

B. Critiques of MDPs with Attack Graphs

The use of ML in cyber applications has broad, general challenges [22]–[24]. The use of RL with attack graphs has drawn specific criticism. Shmaryahu et al. well elaborate the difficulties with assuming that MDPs modeled over attack graphs are fully observable, as well as with treating such difficulties with partially observable MDPs (POMDPs) [25]. In short, they prefer attack trees to attack graphs. Formally speaking, it is unclear that taking the more specific tree structure instead of a graph structure makes a significant difference regarding observability if the full attack graph or full attack tree is not provided to the RL agent as a given. Notions of observability will be discussed herein.

Other criticisms concern realism and the use of vulnerability metrics like the Common Vulnerability Scoring System (CVSS) [26], [27]. Specifically, the use of the CVSS and other vulnerability databases helps automate and scale MDP construction, but, if vulnerability information is used exclusively, it provides a representation of networks that is highly biased towards known vulnerabilities [28]. Gangupantulu et al. propose balancing this bias by introducing concepts of cyber terrain [29], [30] into MDPs, as will be discussed herein [31].

C. Ontology Based Approaches

One alternative to dealing with the complexities and difficulties of attack graphs is to take an entirely different orientation to applying RL to computer networks. Ontology-based approaches to penetration testing [32]–[35] can avoid the use of attack graphs by using model-based RL. Agent-based ontologies can use a formal or semi-formal domain specific language to interact directly with software tools that in turn interact with networks [36]–[38]. In essence, this changes network structure from an external input to an internal representation the RL agent must learn. Hybrid approaches can provide ontology-based RL agents with network structure as an input, e.g., via an attack graph, but, naturally, this reintroduces the challenges described herein.

III. RL FOR PENETRATION TESTING

Recently, enabled by advances in deep learning, RL has seen broad application in cyber [39], and a revival of interest from the penetration testing community in particular [31], [40]–[50]. Recently published literature on penetration testing with RL and attack graphs is summarized in Table II.

Denis et al. define penetration testing as, “a simulation of an attack to verify the security of a system or environment to be analyzed ... through physical means utilizing hardware, or through social engineering” [51]. If port scanning is looking through binoculars at a building to identify entry points, penetration testing is having someone actually break into the building. Penetration testing and static analysis combine to make up vulnerability detection and analysis [52], [53], [54].

Historically, penetration testing models have taken the form of the flaw hypothesis model [55], [56], attack trees [57], [58], and attack graphs [59]. Each approach has its own strengths. But attack graphs are particularly well-suited for RL. In fact, the earliest use of RL with attack graphs may be the use of the value iteration algorithm by Sheyner et al. to do probabilistic reliability analysis in their seminal work on scenario graphs [6].

In RL, an agent is (typically) considered to interact with an environment $E$ over a discrete number of time-steps by selecting an action $a_t$ at time-step $t$ from the set of actions $A$. In return, the environment $E$ returns to the agent a new state $s_{t+1}$ and reward $r_{t+1}$. Thus, the interaction between the agent and environment $E$ can be seen as a sequence

\[ s, a, r, s' \]
s_1, a_1, s_2, a_2, ..., a_{t-1}, s_t. When the agent reaches a terminal state, the process stops.

When \( \mathcal{E} \) is a finite MDP, it is a tuple \( (S, \Phi, P, R) \), where \( S \) is a set of states, \( A \) is a set of actions, \( \Phi \subset S \times A \) is the set of admissible state-action pairs, \( P : \Phi \times S \rightarrow [0, 1] \) is the transition probability function, and \( R : \Phi \rightarrow \mathbb{R} \) is the expected reward function where \( R \) is the set of real numbers. \( P(s, a, s') \) denotes the transition probability from state \( s \) to state \( s' \) under action \( a \), and \( R(s, a) \) denotes the expected reward from taking action \( a \) in state \( s \). The goal of learning is to find a policy \( \pi \in \Pi \), where \( \Pi : \mathcal{S} \rightarrow A \), that maximizes the sum of discounted future rewards.

As noted in Table II, other than Ghanem and Chen [42], the authors in the RL with attack graphs literature use fully observable MDPs to model networks. Many authors use the CVSS to furnish their MDPs. Yousefi et al. provide the earliest work doing so in deep RL for penetration testing [40]. Hu et al. extend the use of the CVSS by proposing to use exploitability scores weight rewards [44]. Gangupantulu et al. [31], [45] and Cody et al. [50] explicitly extend the methods of Hu et al. with concepts of terrain. Gangupantulu et al. advocate defining models of terrain in terms of the rewards and transition probabilities of MDPs, first in the case of firewalls as obstacles [31], then in the case of lateral pivots nearby key terrain [45]. Cody et al. apply these concepts to exfiltration [50]. Other authors either handcraft the MDP or do not remark on how its components are estimated.

Many authors apply generic deep Q learning (DQN) [60], [61] to solve point-to-point network traversal tasks, termed ‘pathing’ in Table II [31], [40], [41], [43], [44]. Typically the terminal state is unknown and solutions take the form of individual paths. Others develop domain-specific modifications for deep RL including the double agent architecture [46], a hierarchical action decomposition approach [49], and various improvements to DQN termed NDSPI-DQN [47]. Another line of research focuses on developing more specific penetration testing tasks than ‘pathing’. A number of authors define more specific tasks by reward engineering and other modifications to the MDP including formulations of capture the flag [48], crown jewel analysis [45], and discovering exfiltration paths [50]. Existing literature will be discussed in the context of LRM-RAG in Section V.

### IV. Layered Reference Model

LRM-RAG is constructed from general to specific, as shown when reading left-to-right in Figure 1. At the most general, a distinction is made between reality and the abstractions used to model it. Reality corresponds to the real network where penetration testing is applied. Attack graphs, MDPs, and RL are abstractions that model those networks, and they model structural and behavioral phenomena.

Structure is modeled by generating an attack graph and constructing an MDP. Next, behavior is modeled by enriching the transition probabilities and reward in the MDP and by training RL agents to interact with it. Then, informed by interacting with MDPs, RL agents can interact with real networks or inform interactions with real networks. RL agents observe outcomes of their actions in real networks or those they inform as filtered by the processes producing MDPs.

LRM-RAG gives a heterarchical view of automating penetration testing with RL and attack graphs. It contrasts the hierarchical (feed-forward) view offered by Kaynar [4] depicted in Figure 2. The elements of LRM-RAG are classified in Table III, and in the following, each element is defined explicitly.

#### A. Real Network Processes

The base layer in LRM-RAG is termed real network processes and it consists of the real network and its interface.

**Definition 1. Real Network**

The **real network** is the (computer) network where penetration testing is applied.

The real network may be uncertain, dynamic, and only partially observable. Defining the real network is more of a general scoping and place-setting activity than an exact specification of network properties.

**Definition 2. Network Interface**

The **network interface** is the means for interaction with the real network.

It has a two-way connection with the real network. It can be entirely automated or could involve cyber operators.

### Table II

**Penetration Testing Using RL with Attack Graphs**

| Authors            | Graph Type | Network Size          | Model   | Task       | Use CVSS? | Use terrain? |
|--------------------|------------|-----------------------|---------|------------|-----------|--------------|
| Yousefi et al. [40]| MulVal     | 44 vertices, 43 edges | MDP     | Pathing    | Yes       | No           |
| Schwartz & Kurnawati [41]| Network Model | 50 hosts            | MDP     | Pathing    | No        | No           |
| Ghanem & Chen [42]   | Network Model | 100 hosts           | POMDP   | Unspecified| Yes       | Yes          |
| Chowdary et al. [43]  | MulVal     | 109 vertices, edges unknown | MDP     | Pathing    | Yes       | No           |
| Hu et al. [44]       | MulVal     | 44 vertices, 52 edges | MDP     | Pathing    | Yes       | Yes          |
| Gangupantulu et al. [31]| MulVal | 955 vertices, 2350 edges | MDP     | Pathing    | Yes       | Yes          |
| Gangupantulu et al. [45] | MulVal | 1617 vertices, 4331 edges | MDP     | Crown Jewel Analysis | Yes | Yes |
| Nguyen et al. [46]   | Network Model | 1024 hosts         | MDP     | Pathing    | No        | No           |
| Zhou et al. [47]     | Network Model | 17 hosts            | MDP     | Pathing    | Yes       | Yes          |
| Zennaro and Erodi [48]| Network Model | Not reported     | MDP     | Capture the Flag | No | Yes |
| Tran et al. [49]     | Network Model | 900 hosts           | MDP     | Pathing    | No        | No           |
| Cody et al. [50]     | Network Model | 26 hosts            | MDP     | Exfiltration| Yes | Yes |

---
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TABLE III
CLASSIFICATION OF ELEMENTS IN LRM-RAG

| Reality Layer 1 | Abstraction Layer 2 | Reality Layer 3 | Abstraction Layer 4 |
|-----------------|---------------------|-----------------|---------------------|
| Real Network Processes | Attack Graph Generation Processes | MDP Construction Processes | Machine Learning Processes |
| Layer 1 | Layer 2 | Layer 3 | Layer 4 |
| 1.1 Real Network | 2.1 Reachability Analysis | 3.1 Generic MDP | 4.1 Reinforcement Learning |
| 1.2 Network Interface | 2.2 Attack Graph Modeling | 3.2 Terrain MDP | 4.2 Meta-Learning |
| 2.3 Core Building Phase | 3.3 Adversary MDP | 3.4 Task MDP |

B. Attack Graph Generation Processes
The next layer is termed attack graph generation processes. It corresponds to Kaynar’s taxonomy for generating attack graphs [4]. Attack graphs are largely structural constructs that represent the topology of a network in consideration of vulnerabilities and notions of adversary success.

Definition 3. Reachability Analysis.
Reachability analysis discovers the basic topology of the network and produces a description of the connectivity between hosts and subnets.

Definition 4. Attack Graph Modeling.
Attack graph modeling selects an attack graph model, e.g., from Table I, that is appropriate for the use case.

Definition 5. Core Building Phase.
The core building phase generates an attack graph corresponding to a selected model.

Kaynar can be consulted for more detail on attack graph generation [4].

C. MDP Construction Processes
The next layer is termed MDP construction processes. Given a graphical model of a network, this layer adds additional structure (particularly in the form of terrain) and adds behavior (in the form of transition probabilities and rewards). Whereas the previous layer is meant to generate a generic state space for the real network, the MDP construction processes need to generate representations for the various penetration activities an RL agent is to perform. This means that there may be many specific MDPs associated with an attack graph. LRM-RAG treats the construction of these MDPs as a sequential process of layering detail on top of an attack graph.

Definition 6. Generic MDP.
The generic MDP is foundational for subsequent layers and its basic purpose is to represent the generic value (if any) of exploiting vulnerabilities and the likelihood of successfully exploiting vulnerabilities.

Using the state space provided by attack graph generation, the generic MDP initializes rewards and transition probabilities for later layers to modify. A common approach is to use vulnerabilities databases, e.g., the CVSS, as a scalable approach to modeling behavior.

Definition 7. Terrain MDP.
The terrain MDP imbues the generic MDP with terrain, specifically, the kind of terrain uncovered through intelligence preparation of the battlefield.

Terrain is general, meaning adversaries and tasks on a network share similar terrain.

Definition 8. Adversary MDP.
The adversary MDP scopes the RL agent’s representation by tailoring the MDP to specific adversaries.

Adversaries are modeled primarily by using attack templates, attack patterns, knowledge of red-team capabilities and infrastructure, etc. to define the set of actions an RL agent can take, but can also include varying transition probabilities with adversary skill or sophistication.

Definition 9. Task MDP.
The task MDP refines the adversary MDP to specify particular penetration testing activities.

In general, the information specifying individual RL tasks is supplemental or otherwise not provided by the real network. A common effect of the task layer is to reallocate reward or to re-scope the state space.

D. Machine Learning Processes
The final layer is termed machine learning processes. At the highest level of abstraction, machine learning is used to approximate functions associated with penetration testing. RL is used to directly learn the MDP, while higher-level, meta-learning processes learn-to-learn.

Definition 10. Reinforcement Learning Agent.
The reinforcement learning agent is an agent that maximizes the sum of discounted, expected future rewards in a MDP modeled over attack graphs.

The RL agent interacts with the task MDP, and, the outcomes of that interaction are shared with the network interface. In effect, this creates two closed loops. The first, smaller loop is that between the RL agent and the task MDP. The second, much longer loop is that between the RL agent and real network. Transfer learning, multi-task learning, and other means of augmenting RL processes which are directly used to learn the MDP are at the same level of abstraction as the RL agent. Meta-learning occurs a level higher as its own learning process, and, naturally, can have its own transfer learning, etc.

Definition 11. Meta-Learning Agent.
The meta-learning agent is responsible for learning-to-learn new tasks in (new) networks.
As tasks change, e.g., over the duration of an attack campaign, and as networks change, e.g., due to a dynamic user-base, new RL agents may need to be instantiated. Meta-learning takes a learning-to-learn approach to efficiently training new agents [62].

E. Summary

LRM-RAG is depicted in Figure 3 and can be summarized as follows. Information from the real network is abstracted into an attack graph by the attack graph generation processes. This attack graph is a largely structural representation of vulnerabilities, their pre- and post-conditions, and (sometimes) hosts. To formulate an environment for the RL agent, a MDP is modeled over the generated attack graph using the MDP construction processes. The result of this is a layering of behavior and additional structure on top of the attack graph. The RL agent learns by interacting with the MDP, and as tasks, adversaries, and terrain change, the RL agent can transfer learn (i.e., share knowledge) or meta-learn (i.e., learn-to-learn) and thereby reaply lessons learned across penetration testing activities. The RL agent’s interaction with the MDP is interpreted by the network interface to realize penetration testing and its outcomes in reality.

F. Limitations

As stated, the LRM-RAG is a reference model—not a survey. The view offered of RL and attack graphs by LRM-RAG does not model the specifics of penetration tasks. In the case that RL is treated as automating the general task of penetration testing, those tasks are essentially specifications on the MDP, i.e., they are at a lower-level of abstraction than LRM-RAG aims to model. Alternatively, in the case that RL is treated as automating specific penetration testing activities, it is not obvious what more can be generally said at a systems-level about specific tasks other than the basic layering of information involved in formulating them. Similarly, LRM-RAG does not survey or explicitly define state, action, and reward spaces. Formulations of MDPs for RL with attack graphs are a varied and evolving research topic. LRM-RAG identifies an emerging, general systems structure implicit to existing formulations, as evidenced by the connections drawn between existing literature and LRM-RAG in Section V.

V. KEY CHALLENGES

The following subsections demonstrate the use of LRM-RAG for orienting engineers to key challenges to penetration testing with RL and attack graphs. First, generation and actuation is discussed. Then, realism is related to the MDP construction processes. Lastly, challenges in unstable and evolving networks are elaborated in terms of LRM-RAG.

A. Generation and Actuation

There are several challenges to generating attack graphs for RL agents and applying their policy or related analysis to real networks.

- What is the role of supplemental information?
- How exhaustive and succinct an attack graph is needed?
- How much of the network model should be embedded into the attack graph?

LRM-RAG does not address these challenges, but offers a structured framework to support discussion.

The real network may be only partially observable, may be uncertain, and may be dynamic. The connection from the real network to the network interface is defining of what can be represented. However, LRM-RAG accounts for supplemental information being added to the RL agent’s representation in subsequent steps, as depicted in Figure 3. And so, some concern should be directed to the ratio of the information in the RL agent’s representation directly observed through the network interface to the information supplemented in various subsequent layers.

There is not a universal value judgement that can be made as to whether this ratio should be higher or lower. It should be noted, though, that a low-latency or low-information connection from the real network to the network interface suggests an implicit requirement for a high-ratio of supplemental information. It can be noted, too, that a low-ratio of supplemental information suggests an implicit requirement for the attack graph generation, MDP construction, or RL agent to imbue the RL agent’s representation with those concepts typically treated with supplemental information, e.g., terrain.

The character of supplemental information is coupled to the choice of attack graph model, and the choice of attack graph model is preceded by a choice of whether or not RL should be involved directly in the attack graph generation process. RL agents generating their own MDPs from reachability analysis may require a significant amount of representation learning to learn concepts like pre- and post-conditions, e.g., that seem essential to penetration testing. On the other hand, additional information needs to be layered into MDPs in the first place because of the narrow scope of highly optimized attack graph generation tools. These trade-offs are system, stakeholder, and use case specific.

The existing literature has taken two approaches to the generation challenge. As reported in Table II, Yousefi et al. [40], Chowdhary et al. [43], Hu et al. [44], and Ganguipantulu et al. [31], [45] all use MulVal, while others use some form of network model—i.e., the network model is not processed into a graph of attack paths prior to interaction with RL. Instead, RL agents use network attack simulators or handcrafted network models. This divide seems to be tied to the role of supplemental information, as all authors using MulVal use the CVSS to provide vulnerability information.

MulVal, run to completion, will produce exhaustive and succinct attack graphs—attack graphs consisting of all and only the attack paths violating a given correctness or security property. The resulting environment $E$ is therefore necessarily biased towards particular attacks and adversaries. Using network models as the environment $E$ provides a kind-of generic template that can be refined using the MDP construction processes, and therefore without re-generating an (exhaustive and succinct) attack graph. While the scalability of retaining
full network models, i.e., not processing them into proper attack graphs, in future networks is dubious, it is unclear if MulVal or other existing attack graph models are able to scale either.

The other connection is from the network interface to the real network. RL agents need a well-grounded means of observation as well as a well-grounded means of actuation. In LRM-RAG, the translation of the pattern of states, actions, and rewards generated by the RL agent into interactions with real networks is treated as a process internal to the network interface. This modeling decision—the decision to abstract away the interpretation of RL solutions to MDPs by path analysis programs or cyber operators—follows LRM-RAG’s focus on RL.

Significant post-processing of MDP solutions may mean greatly biasing information as it travels from the RL agent to the network. The literature underreports current practice for translating the interactions between attack graphs and RL into actions in the real network, but LRM-RAG suggests two loops grounding RL agents—a smaller loop between the agent and the attack graph and a larger loop between the agent and the network interface. These two loops will be discussed in more detail in Section V-C.

**B. Realism**

Emulating realistic adversary behavior in networks is another key challenge to using RL with attack graphs. There are countless examples of RL agents solving MDPs by finding software bugs or modeling errors in their environment $E$ which generate reward but do not lead the agent to completing its desired task. In RL with attack graphs, allotting reward for traversing a network switch undetected, e.g., could create positive feedback that incentivizes the agent to continuously loop through already exploited hosts to reuse the network switch. For this reason, reward engineering is a difficult and avoided task in RL.

LRM-RAG breaks MDP engineering into four parts. The generic MDP uses the CVSS to furnish incremental rewards for exploiting vulnerabilities and assigning transition probabilities $[31], [40], [43], [44]$. Nearly half the authors in Table II implicitly use a generic MDP; however, even those that use...
it remark on its deficiencies. The terrain MDP addresses these deficiencies by introducing general concepts of terrain which apply to adversaries and tasks generally. Ganguapantulu et al. [31], [45] and Cody et al. [50] propose several terrain concepts for RL with attack graphs including obstacles, key terrain, and cover and concealment.

Terrain may give a realistic network behavior, perhaps, but terrain is not specific enough to give realistic adversary behavior. Adversaries have some preference over terrain, meaning different adversaries with different infrastructure, etc., will behave differently with the same terrain constraints. A nuanced challenge to modeling adversaries with MDPs is that campaigns are time-dependent. MDP engineering to represent an adversary’s time-varying goals can treat using the task MDP. For example, the adversary MDP can set the action space based on an understanding of adversary capabilities, and then the task MDP can scope to a specific part of the network, modify terrain penalties, and set the terminal state [45], [50].

To an RL researcher, LRM-RAG appears to suggest extensive reward engineering. The convention in the RL literature is that reward engineering bottlenecks RL performance. However, there are a number of unavoidable steps to specifying penetration testing activities. These steps certainly lead to an MDP with engineered states, transitions, and rewards. And for rewards in particular, it is highly unlikely that the full scope of detail that a penetration testing system may be tasked with emulating can be summarized by allotting large, sparse terminal rewards to agents.

Thus, LRM-RAG does not suggest reward engineering, but rather identifies a natural bias towards RL solutions that rely on extensive reward (and MDP) engineering. It is unclear that this natural bias can be removed without removing the meaning of penetration testing.

C. Unstable and Evolving Networks

Recall the basic structure of LRM-RAG. Information from the real network is abstracted into an attack graph by the attack graph generation processes. The generated attack graph is a largely structural representation of vulnerabilities, their pre- and post-conditions, and (sometimes) hosts. To formulate an environment for the RL agent, a MDP is modeled over the generated attack graph using the MDP construction processes. The result of this is a layering of behavior and additional structure on top of the attack graph. The RL agent learns by interacting with the MDP, and as tasks, adversaries, and terrain change, the RL agent can transfer learn (i.e., share knowledge) or meta-learn (i.e., learn-to-learn) and thereby reapply lessons learned across penetration testing activities.

The RL agent’s interaction with the MDP is interpreted by the network interface to realize penetration testing and its outcomes in reality.

The long chain of functions between RL agents and real networks is an RL agents grounding to reality. When information in an RL agent’s representation is made available primarily by lower-level processes, the RL agent’s representation is more directly grounded to the real network than when a majority of information comes from higher-level processes, e.g., from reward engineering tasks and terrain or from hand-engineering action sequences. But there is a dynamic aspect to the grounding problem as well.

When the real network undergoes a change, that change is communicated to the machine learning processes by way of the network interface, attack graph generation processes, and MDP construction processes. Clearly, if the rate at which the real network changes is faster than the rate at which the RL agent’s MDP can be created, then the RL agent will be grounded to an out-of-date representation of the real network while such a change occurs (and for a period thereafter). For largely static enterprise networks, or when analysis is offline, or when changes are small, this may not be a large concern. But in dynamic networks, a careful study should be made.

Recall the two loops identified in Section V-A. In the smaller loop, the RL agent searches over attack graphs by way of interaction to find a particular subgraph or path. In the larger loop, this search process or discovered subgraph informs changes to the real network, e.g., it informs network hardening or resilience measures. In theory, these two loops could be similar length, if, e.g., the RL agent took actions in the attack graph at the same rate that the attack graph is refreshed. However, since once the task MDP is formed, its analysis is entirely computational, RL agent interaction with the MDP can likely, in general, be at least as fast. For example, the RL agent could interact every millisecond with an attack graph that is refreshed every 30 seconds.

Such a rate differential may make minute-to-minute host variations, e.g., due to virtual private network (VPN) use, a non-issue. But, in future networks, e.g., software-defined networks and Internet of Things networks [63], [64], the rate at which networks can evolve will seriously challenge automated penetration testing systems [65]. Moreover, emulating phenomena like payload mutation and intelligent entry-point crawling may require learning under the assumption that networks are unstable and evolving, i.e., RL will be tasked with emulating adversary responses in changing networks.

VI. Conclusion

The task of grounding RL agents to real networks is an open area of research. The choice to use attack graphs is not only a choice of (network) representation (for the RL agent), but also it is a specification on the grounding mechanism. Attack graphs are abstractions that must be generated, and that generation takes time. Consider, attack graphs (currently) grow at best log-linear and at worst exponentially with the number of hosts in the real network. Efforts to make attack graph generation computationally efficient highly bias representations, e.g., by not representing hosts, in effect, trading off the latency of the grounding mechanism for resolution in (network) representation.

The information needed but left out by the generation process must be re-introduced. Customizable representations that can fit models of terrain or adversaries are highly desired in penetration testing activities, but relying on external information makes grounding tenuous. When a network destabilizes,
changes, or otherwise evolves, detailed modeling becomes a bottleneck in re-establishing an RL agent’s grounding. To that end, dynamic networks impose a preference for automated and empirical solution methods to constructing representations. In contrast, translating an RL agent’s states and actions into interactions with real networks gives a nearly direct grounding. This asymmetry underpins LRM-RAG and is characteristic of its framing of continuous penetration testing with RL agents and attack graphs.

LRM-RAG provides a systems-level, extensible reference model for engineering the grounding of RL agents and their attack graphs to real networks. Domain experts can use LRM-RAG to give context to the individual engineering problems with which they are faced: attack graph generation, MDP formulation, RL algorithm design, etc. And, naturally, systems engineers can use LRM-RAG to relate those individual problems to each other.
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