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Abstract

The increasing volumes of data produced by high-throughput instruments coupled with advanced computational infrastructures for scientific computing have enabled what is often called a Fourth Paradigm for scientific research based on the exploration of large datasets. Current scientific research is often interdisciplinary, making data integration a critical technique for combining data from different scientific domains. Research data management is a critical part of this paradigm, through the proposition and development of methods, techniques, and practices for managing scientific data through their life cycle. Research on microbial communities follows the same pattern of production of large amounts of data obtained, for instance, from sequencing organisms present in environmental samples. Data on microbial communities can come from a multitude of sources and can be stored in different formats. For example, data from metagenomics, metatranscriptomics, metabolomics, and biological imaging are often combined in studies. In this article, we describe the design and current state of implementation of an integrative research data management framework for the Cluster of Excellence Balance of the Microverse aiming to allow for data on microbial communities to be more easily discovered, accessed, combined, and reused. This framework is based on research data repositories and best practices for managing workflows used in the analysis of microbial communities, which includes recording provenance information for tracking data derivation.
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1 Introduction

Current infrastructures for computational research and the increasing volumes of data produced by high-capacity scientific instruments (e.g. next-generation sequencing and high-end microscopes) have enabled a new way of conducting scientific research, often called data-intensive scientific computing [1]. In this context, it is critical to collect and combine data that can come from various sources to pose and explore research questions and hypotheses. Therefore, data integration [2] techniques are essential in enabling this form of research practice. Also, Mons [3] observed that researchers can spend up to 60% of their work time on searching, gathering, reformattinng, and integrating data for meta-analysis. Data stewardship, which consists of ensuring the quality and fitness-for-use of datasets and associated metadata, should allow for researchers to spend less time doing data wrangling and more time doing actual data analysis. producing machine-readable (or machine-actionable) research data should be a first-order priority. Current research is increasingly done following the open science approach, which makes research objects [4], such as data, scientific software, scientific workflows, and the resulting articles, openly accessible to society. Research
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objects such as data, methods, protocols, and workflows should follow the FAIR principles [5], providing rich and standardized metadata, unique identifiers, and provenance information [6].

Microbial data present similar challenges since they also involve large-scale data collection from high-throughput instruments and are highly heterogeneous in format. Kyripides et al. [7] explored the landscape of microbiome data science. They observed that reuse of microbiome data is very limited, often being stored and managed in specialized ways that hinder data integration and meta-analysis. This has negative consequences, such as redundant work. Another point mentioned is the limited availability of reference microbiome data. They recommend the creation of a center for high performance analysis and integration of microbiome data that would explore the comparative analysis of these datasets and ensure their quality to foster better data integration. Jurburg et al. [8] surveyed the availability of microbial community data by analyzing the existing literature. Text from the articles mentioning 16S rRNA amplicon sequencing was extracted and analyzed with respect to data availability. Even though a small percentage of the works did not make the data public, about 40% of the data was neither available nor reusable. In this article, we describe our progress toward a comprehensive integrative research data management framework for the Cluster of Excellence Balance of the Microverse (https://www.microverse-cluster.de), funded by the German Research Foundation. It is comprised of ten research institutions and about forty research groups focusing on the dynamic balance of microbial communities. A framework for the integrative data management of microbial community data was designed and is being implemented encompassing the data repositories BEXIS2 [9], as a general repository for managing microbial community data, and OMERO [10], a specialized repository for biological imaging data. A dataset catalogue is also being implemented based on BEXIS2 for aggregating metadata about Microverse datasets that were published on public research data repositories. Additional components include libraries and tools [11] [12] [13] for supporting the computational reproducibility [14] [15] of scripts used for analyzing microbial community data. Finally, an instance of the Data Stewardship Wizard [16] is used for data management planning. This framework aims to make research objects, produced across the Microverse cluster, more findable, accessible, interoperable, and reusable, therefore providing good support for the FAIR principles [5].

This article is organized as follows. In section 2, we give an overview of other articles that somehow approach similar problems. In section 3, we describe the design and current state of the implementation of the framework. In section 4, we provide an evaluation of the current prototype. Finally, in section 5 we explore the next steps in the development and deployment of the framework and make some remarks.

2 Related Work

Vangay et al. [17] report on a National Microbiome Data Collaborative (NMDC) workshop that focused on encouraging microbiome data sharing and reducing the barriers for metadata submission. They recognize the work of the Genomics Standards Consortium (GSC) [18] and the Open Biomedical Ontologies (OBO) Foundry [19] in the proposition of sample metadata standards. They surveyed the use of the Minimum Information about any (x) Sequence (MiXS) [20] standard in both EMBL and NCBI repositories and observed different patterns of usage of MiXS packages, with ENA focusing on using them more often across studies than across samples, when compared to NCBI. Mayer et al. [21] describe six use cases in the German Network for Bioinformatics Infrastructure (de.NBI) and propose them as blueprints for FAIR data management, including practicing metadata collection and general research data management. A self-assessment of the use cases according to the FAIR principles is also provided. Eloe-Fadrosh et al. [22] describe the NMDC Data Portal which allows for discovery and analysis following the FAIR principles. It is built on top of a data schema structured according to the existing microbiome data management practices, linking biosamples, annotations, environmental context, and multi-omic workflows. Data can be explored using, for instance, geographical, environmental, and temporal views. Cernava et al. [23] propose new efforts for the harmonization of metadata standards to facilitate large-scale microbiome meta-analysis, including the metadata submission tool recognized globally by public repositories and global minimum required metadata standards.

Our framework for research data management in the Microverse cluster differs from the research mentioned in this section in different ways. First, our cluster does not focus only on microbiome sequencing data,
other types of data such as mass spectrometry and biological imaging are also part of the studies. Also, our data management efforts are directed toward early stages of the research life cycle. As we describe in section 3, many datasets at later stages of this life cycle are published directly to public repositories, which often delays metadata recording to this data publication stage. By focusing on early stages of research, metadata can be provided during or right after data collection procedures facilitating both early data integration efforts and publication to public repositories.

3 Design and Current Status of Implementation

A prototype for the integrative data management framework in the cluster was implemented and is continually being improved. It consists of the data repositories BEXIS2 [9] and OMERO [10], a specialized repository for biological imaging data. BEXIS2 will also work as a dataset catalog by aggregating metadata about datasets that were published on public research data repositories and were produced in the Microverse cluster. Additional components include libraries and tools [11] [12] [13] for supporting the computational reproducibility and scripts used for analyzing microbial community data. Finally, an instance of the Data Stewardship Wizard [16] is used for data management planning. An overview of the framework is presented in Figure 1.

The Microverse cluster comprises a large number of independent groups at different organizations, all with their respective preexisting practices regarding data management. Therefore, a first challenge was to elaborate data management plans (DMPs) in collaboration with stakeholders from the various research groups comprising the cluster. It encompassed activities such as identifying data that needs to be collected, how they will be documented (e.g., using metadata standards), which data quality control techniques will be applied, and how data will be stored, preserved, and disseminated. Data stewards were appointed in each subgroup of the Microverse cluster and a survey was conducted with them to map current data types, yearly estimates for data size, metadata adoption, compliance to FAIR principles, tools used for data analysis, data retention policies, and repositories used for data publication. The survey showed low adoption of metadata standards in the cluster, which is essential for enabling data integration. Therefore, one of the
activities underway is surveying and choosing metadata standards and documenting existing data using best practices and minimum information guidelines. With the support of the Data Stewardship Wizard [16], this information was consolidated into DMPs that document and guide research data management in the Microverse cluster. These guidelines include recommendations for research data repositories to which datasets can be published, depending on their type and format. Next, we describe two repositories that are part of our framework and aim to support data management for ongoing research in the Microverse cluster, before eventual publication to a domain-specific public repository.

BEXIS2 [9] is a general research data repository able to manage different steps in the data life cycle, such as collection, documentation, and preservation. It was developed and is maintained by our research group. Standard metadata profiles, mainly from the biodiversity domain, are supported by default, and metadata schema for other domains can be conveniently added through its user interface. Additionally, data structures can be defined for tabular data, allowing the automated generation of templates for data collection. Other features of interest include support for data versioning, data linking, authentication and fine-grained authorization, data access through application programming interfaces (e.g. from analysis scripts), and publication of datasets to reference domain repositories. In the Microverse cluster, support for linking datasets in BEXIS2 is leveraged to keep track of the data management workflow. To illustrate this feature, one can add a metadata entry describing a study. Subsequently, one can add metadata for samples and link them to the respective study. If these samples are analyzed and tabular data is derived from them, they can be published in BEXIS2 (along with metadata) and linked to the original samples. This allows for keeping track of the different steps of the research process and recording the relationships among the existing research objects. These relationships may also describe the provenance [24] of these datasets using ontologies from the W3C PROV [25] family of standards, keeping track of data derivation.

OMERO [10] is a biological imaging research repository software. An instance of it was installed to store microscopy images collected at the Microverse Imaging Facility, that serves the cluster. Metadata is provided in the OME-XML [26] format and additional metadata will be provided using minimum metadata guidelines and the OME.mde extension [27]. OMERO provides an API that allows for various clients to connect to the repository and explore the datasets available. For instance, Jupyter notebooks can connect to the repository though its Python API. The CAESAR provenance store [11], displayed in figure 1 as a component of OMERO, is a module for capturing provenance information from computational notebooks used for image analysis and was developed for a previous project by our research group. It will be integrated into the Microverse OMERO repository.

The framework will also benefit from the German National Research Data Infrastructure (NFDI) [1] which is advancing in providing large-scale research data management services and resources in different scientific domains. NFDI4Chem [28] will provide a virtual environment of federated repositories for managing chemical data, develop minimum information metadata standards, foster the use of electronic laboratory notebooks, and promote open research data management and the FAIR principles [5]. By fostering the use of ELNs, NFDI4Chem aims to capture data earlier in its life cycle. This is motivated by the fact that currently efficient systems for the curation of user-provided descriptive and contextual data and connection to related device-captured experimental and analytical data are missing. For NFDI4Chem, software for spectroscopic data is also needed since this type of data is currently processed manually or with stand-alone software. NFDI4Chem has developed and deployed Chemotion [29], an electronic laboratory notebook tailored for chemical data that we plan to integrate into our framework so that research objects from both infrastructures can be linked to each other. For instance, a notebook in Chemotion could eventually reference a dataset stored either on the BEXIS or OMERO Microverse repositories. The Microverse Data Catalogue could also reference notebooks available on Chemotion from Microverse researchers. Similar integrations are planned with other NFDI initiatives for scientific domains related to the Microverse, such as the NFDI4Biodiversity [30], which serves the biodiversity, ecology, and environmental data communities, and specially the NFDI4Microbiota [31], which is being implemented to serve the microbiome data community. Finally, the NFDI4BIOMAGE [32] was recently recommended for funding, it will serve the biological imaging community.

Hu et al. [33] described challenges for managing large-scale microbiome analysis workflows and the
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approach used at NMDC for managing them, which included the use of workflows management systems, standard workflow definition languages, preservation of computational environments with containers, and a data schemas for storing workflow details. The field of Cheminformatics, for instance, provides different computational algorithms and software to manipulate and analyze the chemical data obtained from analytical high-throughput techniques such as Mass Spectrometry. The reproducibility of these tools is reliant on whether the reimplementation of the source code provides confirmation of the results. To ensure such reproducibility practices, provenance collection from the code can provide validation while re-implementing the tool [34].

For supporting the computational reproducibility of scripts used for data analysis in the Microverse cluster, we developed tools for collecting semantically enriched provenance information using the REPRODUCE-ME ontology [35] from the execution of scripts written in Python and R [11] [12], which are scripting languages often used in the cluster. This provenance information is essential for interpreting, validating, and reproducing computational analyses. We plan to couple these provenance collection tools to best practices for managing scientific workflows and scripts, improving our support for the FAIR principles for computational workflows [36] [37] [38]. These include using the Common Workflow Language (CWL) standard [39] for representing the workflows and improving interoperability. Computational activities can also be described using standardized metadata, such as the EDAM ontology [40], for describing bioscientific computational activities and data types, and Bioschemas [41], for providing general information on research activities in the life sciences. We will use these metadata standards and the RO-Crate [13] format for packaging and publishing the scientific workflows and scripts to repositories. In our experience [42], scalability is also an important aspect of bioinformatics workflows. Therefore, we are also examining the performance of workflows and applying implicit parallelization [43] for improving scalability.

### 4 Results and Prototype Evaluation

We used the Data Stewardship Wizard [16] for preparing DMPs. The tool allows for importing data stewardship knowledge models developed for different domains. In our case, we used the Life Sciences DSW Knowledge Model (Knowledge Model ID: dsw:lifesciences:2.3.0). A questionnaire is derived from the knowledge model and can be applied to collect the information needed for preparing a DMP. Each of the seven Microverse research subgroups indicated a data steward to participate in the process. The process of going through the questionnaire is complete for six of the seven subgroups. In table 1, we present a summary of the information collected so far. The DMPs will be periodically reviewed with the data stewards for evaluation and updates.

| DMP section                  | Responses (number of subgroups)                  |
|------------------------------|--------------------------------------------------|
| Data types                   | Biological imaging (6), sequencing (5), chemistry (4), metabolomics and proteomics (3), biological assays (2), clinical records (1), environmental (1), sketches (1) |
| Sources of reference data    | GenBank (5), UniProt (4), SRA (3), MetaboLights (2), SILVA (2), ENA (1), GEO (1), Metabolomics Workbench (1), UNITE (1) |
| Target public repositories   | GenBank (3), SRA (3), MetaboLights (3), ENA (1), GEO (1), BioImage Archive (1), IDR (1), figshare (1), BioProject (1), Zenodo (1) |
| Metadata standards and ontologies | GO (3), OME-XML (3), MixS (2), mzML (2), NCBI Taxonomy (2), EnVO (1), nmrCV (1), SBML (1), W3C PROV (1) |
| Electronic laboratory notebooks | Benchling (2), RSpace (2), Chemotion (1), eLabFTW (1) |
| Scripting and workflows      | R (3), Python (1), QIIME (1), Snakemake (1), Perl (1) |
| Privacy-sensitive data       | Yes (1), No (5)                                  |

Two repositories are currently operational and dedicated to managing research data from the Microverse.
cluster. The Microverse BEXIS2 repository\(^2\) is available and is customized to support the MiXs family of metadata standards in addition to the ones that are pre-installed. Additional metadata standards listed in \(^1\) are being added. The Microverse OMERO repository\(^3\) was launched recently and as of July 2022 has 16 user accounts and about 36GB of data stored in its early stage of operation. OMERO.insight is a Java-based client that is currently used for uploading datasets to the OMERO repository and can also be used to provide metadata in addition to the microscope-metadata collected automatically. The repository is hosted by the Computing Center of the University of Jena (FSU URZ) and the Microverse Imaging Facility. An overview of the Microverse OMERO repository is provided in figure 2.

As a first step toward a dataset catalogue, we surveyed existing Microverse datasets in public research repositories. The procedure consisted of obtaining a list of publications that acknowledge Microverse funding. Each article on the list was examined for data availability sections. For the existing data availability sections, dataset identifiers were collected. Table 2 shows the distribution of Microverse datasets across different public research repositories as of July 2022. The complete list of datasets and research software can be found on Github\(^4\). A next step will be to collect metadata from each of these datasets for building the Microverse data catalogue.

We are currently working on applying best practices for supporting reproducibility and the FAIR principles\(^5\) in the Metabolome Annotation Workflow\(^5\) (MAW), which is a data analysis pipeline for Mass Spectrometry data. So far, we have worked on preserving the computational environments and dependencies of tools that compose the workflow using the Conda package manager and Docker containers. The workflow is being encoded using CWL\(^5\).

Next steps include obtaining unique identifiers for the research objects that comprise analyses performed with MAW, providing rich contextual metadata, including provenance\(^1\), using appropriate ontologies and metadata standards. Finally the workflow and contextual metadata will be package and published using the RO-Crate\(^1\) format. With the practices already in place described in this section, we advanced toward providing rich and standardized metadata along with unique identifiers for the research objects in the Microverse cluster, which are accessible through our repositories. Therefore, providing better support for the FAIR principles.

5 Future Work and Concluding Remarks

In this article, we described the design and the current state of implementation of a framework for integrative research data management for the Microverse cluster. Our survey of data management workflows and

\(^1\)http://mv-bexis.bioimbgle.uni-jena.de
\(^2\)https://omero.microverse.uni-jena.de/
\(^3\)https://github.com/microverse-rdm/dataset-survey/
\(^4\)https://github.com/zmahnoor14/MAW
\(^5\)https://github.com/zmahnoor14/MAW
Table 2: Survey of Microverse datasets on public repositories.

| Data type                                      | # of subgroups |
|------------------------------------------------|----------------|
| ArrayExpress                                   | 02             |
| BioModels                                      | 01             |
| BioProject                                     | 43             |
| BMRB                                           | 06             |
| Dryad                                          | 01             |
| EDMOND                                         | 02             |
| ENA                                            | 10             |
| Figshare                                       | 05             |
| GenBank (without linked BioProject)            | 36             |
| GEO                                            | 09             |
| HKI                                            | 03             |
| MassIVE                                        | 01             |
| MetaboLights                                   | 03             |
| Metabolomics Workbench                         | 01             |
| OSF                                            | 02             |
| PRIDE                                          | 07             |
| RefSeq                                         | 02             |
| Zenodo                                         | 03             |
| **Total**                                      | **137**        |

practices in the various research groups that are part of the cluster provided a basis for the DMPs but and supported also the identification and proposition of design patterns for microbial data management. As next steps, we plan to advance with the interconnection of the components described and to propose data management workflows to capture information from study conception and definition to the resulting datasets. Many research groups in the Microverse cluster already publish data in reference domain repositories, such as the Sequence Read Archive (SRA) and MetaboLights, for high-throughput sequencing and metabolomics data, respectively. For data integration, it is important to keep track of these datasets as well so they can be incorporated into new studies. Therefore, a data catalog for the cluster is being by harvesting metadata from both the internal and public repositories.

We plan to further integrate the provenance collection tools and libraries described, based on the REPRODUCE-ME ontology, into a computational reproducibility framework previously proposed [44]. This will allow not only the collection of provenance information from script executions but also the preservation of reproducibility-critical information, such as the description and documentation of the computational environments used for execution. With the framework described here, we believe that better support will be provided for following the FAIR principles in microbial data management, not only for data but also for other types of research objects, such as scripts and workflows. Finally, we plan to explore other data integration techniques in addition to the metadata catalogue. Knowledge graphs [45], for instance, can be built from information extracted from the academic literature produced by the Microverse cluster and its metadata catalogue. They can enable more sophisticated querying, search, and reasoning about microbial community data.
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