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Biological neural network system is a complex nonlinear dynamic system, and research on its dynamics is an important topic at home and abroad. This paper briefly introduces the dynamic characteristics and influencing factors of the neural network system, including the effects of time delay and noise on neural network synchronization, synchronous transition, and stochastic resonance, and introduces the modeling of the neural network system. There are irregular mixing problems in the complex biological neural network system. The BP neural network algorithm can be used to solve more complex dynamic behaviors and can optimize the global search. In order to ensure that the neural network increases the biological characteristics, this paper adjusts the parameters of the BP neural network to receive EEG signals in different states. It can simulate different frequencies and types of brain waves, and it can also carry out a variety of simulations during the operation of the system. Finally, the experimental analysis shows that the complex biological neural network model proposed in this paper has good dynamic characteristics, and the application of this algorithm to data information processing, data encryption, and many other aspects has a bright prospect.

1. Introduction

Artificial neural network model, as a system of effective data processing, is also a nonlinear dynamic system. According to the continuous research of domestic and foreign scholars, many different models based on neural network algorithms have been developed. Because of the continuous development of artificial neural networks, they have been widely used in many fields. In the actual application process, they have shown that they can effectively solve many complex problems [1–3]. They are also playing an increasingly important role in many industries, such as image recognition. Because artificial neural networks have powerful data information processing and analysis capabilities, domestic researchers have gradually begun to define artificial neural network algorithms for simulation. The multichannel memory resistance pulse-coupled neural network model proposed based on nano-level memory resistance accurately simulates the neural network. The change of the middle connection coefficient can effectively solve the estimation problem of the corresponding parameter in the neural network algorithm process. A 3D memristive HR neuron model based on the overall hidden oscillation is proposed, which can truly reflect the complex dynamic characteristics of brain waves in the neural network [4]. Among them, the state of the turbid system not only is determined by its real-time state but also depends on the initialization state of the system. This characteristic also reflects the characteristics of the biological brain.

Based on the biological neuron’s own excitement characteristics, power changes, and the statistical characteristics of biological neuron excitement with different learning coefficients combined with the application of neural network algorithms in real life, this paper uses BP neural network to construct a complex biological neural network model, and the research results show that the learning
coefficient of the connection weight of the biological neural network has an optimizing effect on the excitement characteristics of the network.

2. BP Neural Network Algorithm

Neural networks are often in different states in life, and the corresponding brain wave types are also different. The sine wave signal in brain waves does not exist alone. The lower the frequency, the lower the amplitude, and vice versa [5–7]. Consider the brain. Multifrequency sine wave signals are multiple sine wave signals with different amplitudes, phases, and frequencies. The mathematical expression of the neural network signal is as follows:

\[ x(t) = \sum_{i=1}^{N} A_i \sin(\omega_i t + \varphi_i), \]  

where \( A_i, \omega_i \), and \( \varphi_i \) are amplitude, angular frequency, and initial phase, respectively.

In order to facilitate the analysis, this article will simplify it, use the superposition of two sinusoidal signals with different frequencies and initial phases to form a neural network signal, and introduce it into the BP neural network of the biological neural network; the BP neural network is defined as

\[ S(x) = A_1 \sin \left( \frac{x}{\epsilon_1} + \varphi_1 \right) + A_2 \sin \left( \frac{x}{\epsilon_2} + \varphi_2 \right) \]

\[ = A e^{-q|x|} \left[ \sin \left( \frac{x \pi}{\epsilon_1 e^{-m|x|}} \right) + \sin \left( \frac{2x \pi}{\epsilon_2 e^{-n|x|}} + \varphi_2 \right) \right] \]  

\[ A_1 = A_2, \]

where \( x \) is the independent variable, indicating the strength of brain activity; \( A, A_1, \) and \( A_2 \) are amplitudes (the interval is \( 0 \leq A \leq 1 \), in which \( A_1 = A_2 = A \); \( q, m, \) and \( n \) are positive parameters; \( \epsilon_1 \) and \( \epsilon_2 \) are two different steepness parameters of the sine function; and \( \varphi_1 \) and \( \varphi_2 \) are the initial phases. When the parameter values are \( A = 0.3, \epsilon_1 = 0.04, \epsilon_2 = 0.02, \varphi_1 = 0, \varphi_2 = \pi/4 =, m = 6.8, n = 1.8, \) and \( q = 7 \), the waveform of the BP neural network is as shown in Figure 1.

It can be seen from Figure 1 that the amplitude and frequency changes of the BP neural network formed by the superposition of two different frequency sine functions are more complicated. Compared with the single-frequency conversion sine function, two sine functions of different frequencies and phases superimpose these functions, making the whole function closer to the biological mechanism of brain waves.

3. Modeling Problem of Neural Network Model

This is currently one of the most active directions in computational neuroscience and is an important method and means for studying brain functions [8–10].

There are 3 types of brain networks. One is that the structural network is based on the principles of neuro-anatomy and is composed of electrical or chemical connections between neuronal synapses. It is generally determined by anatomy of the subject and MRI. The second is the functional network which describes the neuron clusters (for example, the cortical area). The result of the information generated by the statistical connection relationship between each node is a nondirectional network. The third is the effective network. The effective network describes the interaction or information flow between the nonlinear dynamic behaviors of each node of the layer neural network and is directed toward the network. A reasonable neural network model is extremely important for neuroscientific computing, and it is also an extremely difficult task. Up to now, a lot of modeling work of artificial neural network models has been carried out, but the nature and connection methods of the units are highly artificial. How to combine the characteristics of real biological neural networks and cognitive function requirements, including anatomical connections (considering spatial constraints) and functional connections (considering information exchange and integration), will receive special attention in the future.

In the entire biological neural network system, transmission and conversion of information between neurons are mainly realized by neural keys. According to the combination mechanism of neurons, antenna transmission is divided into electrical antenna and chemical antenna. According to the response characteristics, it is divided into excitatory type and inhibitory type. Since the 1990s, some theoretical models on the combination of electric cigars and chemical cigars have been established, and various synchronous discharge behaviors of the combined neuronal system have been studied. These results preliminarily reflect the complex phase relationship and the dynamics of information transmission in the neuron clusters and indicate that neuron synchronization plays an important role in the brain’s information processing. However, in most neural network modeling, the connection scheme does not consider the spatial distance. In large neuron networks, long-distance connections in space mean high energy consumption. Therefore, real-world models should consider space constraints. In addition, in current research, symmetric and unweighted connection matrices are usually considered, but the actual weighted asymmetric coupling matrix is more reasonable in the interaction of neurons.
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The topology recognition of complex neural networks is also a hot issue, which is the inverse problem of synchronization and control of complex power networks. Current network topology recognition mainly uses adaptive methods to construct auxiliary networks (response networks) and uses adaptive rules to achieve the purpose of identifying network side rights. Because of the large amount of calculation, this method is more difficult for large-scale networks. How to make further use of anti-synchronization, noise, chaos and other novel segments for network topology recognition is a very interesting problem.

4. The Dynamic Characteristics and Influencing Factors of the Neural Network Model

The current research studies on neural network synchronization are mainly carried out on complete synchronization problems and phase synchronization of ideal models, but there are few studies on phase synchronization, cluster synchronization, and so on, which are closely related to the physiological functions of biological neural network systems [11, 12]. In particular, how can these synchronizations be combined with the normal and abnormal physiological functions of the biological neural network system? The neural network model has fewer total spatiotemporal dynamics, information transmission, and recognition problems. The dynamic characteristics of neural networks include stability, robustness, functional efficiency, control characteristics, dynamic behavior, spatiotemporal evolution models, etc. These issues are worthy of in-depth study.

Time axis and noise are important factors that cannot be ignored in the actual biological neural network, and for these two factors, the theoretical analysis of scholars often cannot be ignored. Most of them need to use the means based on numerical simulation to explain the problem and analyze whether to form a theoretical system.

In the current research, the electrical combination between nerve elements is considered a lot, but in fact, the information exchange between the neurons, the electrical neurons, and the chemical antennae is carried out at the same time. These play a complementary role in the common rhythm of the overall performance of the network. In addition, the neurons corresponding to these two types should be considered because in the cluster activity of the network, inhibitory neurons and excitatory neurons can cause different dynamic properties. The topological structure and statistical characteristics of neural network models are closely related to neurocognitive functions. What is important is the small-world nature of the brain network. It has been found that we only understand the first step of its complex network structure and dynamic behavior. The development of network science theory requires the establishment of more measurements of network topology characteristics, through experimental measurements, to study the new relationship with the dynamic behavior of neural network models.

5. Complex Biological Neural Network Model Based on BP Neural Network

The function with biological characteristics designed in this paper is combined with the original BP neural network as its nonlinear BP neural network. The biological neural network model can be described as

$$\frac{dx_j}{dt} = -x_j + a_jf(x_j) + \sum_{k=1}^{n} A_{jk}f(x_k) + \sum_{k=1}^{n} S_{jk}x_k + I_j,$$  

(3)

where $a_j$, $A_{jk}$, and $S_{jk}$ are constants. When $a_j$, $A_{jk}$, and $f(x_j)$ take some specific values, it can present chaos with rich dynamic characteristics. Let the biological parameters of the sixth-order biological neural network be

$$A_{24} = 4, \text{ other } A_{jk} = 0.$$  

Then, this BP neural network complex biological neuron model can be described as

$$\begin{align*}
\dot{x}_1 &= S_{13}x_3 + S_{14}x_4, \\
\dot{x}_2 &= S_{23}x_3 + S_{24}x_4 + A_{24}f(x_4), \\
\dot{x}_3 &= S_{31}x_1 + S_{32}x_2, \\
\dot{x}_4 &= S_{43}x_1 + S_{44}x_4, \\
\dot{x}_5 &= S_{53}x_1 + S_{54}x_2 + S_{55}x_3, \\
\dot{x}_6 &= S_{63}x_2 + S_{64}x_5 + S_{66}x_6.
\end{align*}$$  

(5)

Among them,

$$f(x_4) = A e^{-n|x_4|} \left[ \sin \left( \frac{x_4 \pi}{\varepsilon \varepsilon^{|x_4|}} \right) + \sin \left( \frac{2x_4 \pi}{\varepsilon \varepsilon^{|x_4|} + \theta} \right) \right] + g(x_4),$$

$$g(x_4) = \frac{1}{2}(|x_4 + 1| - |x_4 - 1|).$$  

(6)

This article takes several representative parameters $c$, $q$, and $n$ in the BP neural network to analyze the influence of the BP neural network on the biological neural network. Among them, $c$ represents the proportional coefficient of the BP neural network, $q$ is the parameter that controls the amplitude $A$, and $n$ is the parameter that controls the frequency change. As the parameters $c$, $q$, and $n$ change, the
system will be in a different state. Fix the initial conditions
(0.1, 0.2, 0.3, 0.4, 0.5, 0.6) and let the parameters $c$, $q$, and $n$,
respectively, change within a certain interval; the values of
other parameters are listed in Table 1, and the bifurcation
diagram and Lyapunov exponent spectrum of the corre-
sponding system are shown in Figure 2.

5.1. The Influence of BP Neural Network Parameter $n$ on System
Dynamics. When $n$ changes in the interval $[0, 5]$, the values
of $c$ and $q$ are $c = 0.25$ and $q = -1$, and the remaining pa-
rameters are listed in Table 1. The branch diagram and Lyapunov index spectrum of the system are shown in Figure 3.

In the BP neural network, $n$ is the parameter that
controls the frequency change. It can be seen from Figure 3
that as the parameter $n$ increases, the system becomes
chaotic. Therefore, in the frequency range of $n > 3.2$, the
system does not appear to be complicated.

5.2. The Influence of BP Neural Network Parameter $c$ on
Dynamic Characteristics. When $c$ changes in the interval $[0, 1]$, the values of $q$ and $n$ are $q = -1$ and $n = 2.5$, and the
remaining parameters are shown in Table 1. The branch
diagram and Lyapunov index spectrum of the system are
shown in Figure 4.

In Figure 4 it can be seen from Figure 4 that the system branches
periodically through periodic orbits and becomes a chaotic
state. The parameter $c$ is the proportional coefficient of the
BP neural network. When $c$ is larger, the proportion of the
BP neural network function in the biological neural network
is also larger. As the parameter $c$ gradually increases, the
chaotic mapping interval of the variable $x$ (amplitude)
gradually increases. When $c$ runs to 0.51 and 0.7, the chaotic
mapping interval suddenly increases. At this time, the
attractor of the system becomes more complicated. This
phenomenon also verifies that the larger the parameter $c$. The
larger the proportion of the neural network function, the
larger the chaotic mapping interval of system variables, and
its dynamic characteristics are more varied. Its typical
chaotic attractor is shown in Figure 5.

5.3. The Influence of BP Neural Network Parameter $q$ on
Dynamic Characteristics. When $q$ changes in the interval
$[-1.5, 0.5]$, the values of $c$ and $n$ are 0.25 and 2.5, and the
remaining parameters are listed in Table 1. The branch
diagram and Lyapunov index spectrum of the system are
shown in Figure 6.

In the BP neural network, $q$ is the parameter that controls
the amplitude $A$. It can be seen that as the parameter $q$ in-
creases, the system gradually evolves from chaotic to periodic
through several inverse period-doubling bifurcation windows,
and there are many times in the whole evolution process. The
switching between periodic orbits and chaotic orbits puts a
certain limit on the amplitude of the system’s BP neural
network. Several typical phase diagrams of the $x-y$ plane
attractor varying with $q$ are shown in Figure 7.

It can be seen from Figures 3, 4, and 6 that when the
system changes with the parameters $c$, $q$, and $n$, the Lya-
punov exponents of the generated chaotic attractors are all
large. When the parameter $c$ changes, the maximum Lyap-
unov exponent is 2.5214, and when the parameter $q$ changes,
the maximum Lyapunov exponent is 2.0653. The
large Lyapunov exponent reflects the degree of separation
between the orbits of the system when the initial value
changes, that is, it has better initial sensitivity. This shows
that the system will produce more complex chaotic dy-
namics under the action of BP neural network.
Table 1: The values of other parameters when the parameters $c$, $q$, and $n$ take different values.

| Parameter | Parameter value | Parameter | Parameter value |
|-----------|-----------------|-----------|-----------------|
| $A_{24}$  | 5               | $\epsilon_1$ | 0.03            |
| $A$       | 0.6             | $\epsilon_2$ | 0.12            |
| $m$       | 10.6            | $\varphi$   | $-\pi/4$        |

Figure 2: Two-dimensional complexity of the system: (a) Lyapunov exponential spectrum; (b) SE diagram; (c) C0 diagram.

Figure 3: The system shows the branch diagram and Lyapunov index spectrum that vary according to the parameter $n$: (a) branch diagram; (b) Lyapunov exponent spectrum.
6. Analysis of Dynamic Characteristics of Complex Biological Neural Network Model

The system setting parameters $A_2 = 6$, $A = 0.5$, $c = 0.24$, $m = 5.6$, $n = 2.7$, $q = -1$, $\epsilon_1 = 0.05$, $\epsilon_2 = 0.04$ and $\varphi = -\pi/4$. The changes in the initial conditions $[0.1, y(0), 0.3, 0.4, 0.5, 0.6]$ are shown in Figure 8 for the Lyapunov exponent spectrum and branch diagram of the system.

It can be seen that the system is in a chaotic state most of the time, and its trajectory is roughly divided into three parts. The first part is in the state of switching between periodic orbits and chaotic orbits; the second and third parts are in a chaotic state, and its attractor type and shape change accordingly, as shown in Figure 9. When $y(0)$ is in the interval $[-2, -1]$, the system is in the periodic state most of the time, but there are many times of switching between the periodic orbit and the chaotic orbit. When $y(0)$ is in the interval $[-1, 2]$, the system is in the chaotic state, but when $y(0)$ is at 0.7, the chaos are as shown in Figure 8.

13, 14 The traditional initial value sensitivity generally refers to the same. In a chaotic attractor, the chaotic orbits are separated rapidly due to the small disturbance of the

![Figure 4](image1.png)  
**Figure 4:** The system shows the branch diagram and Lyapunov index spectrum that vary according to parameter $c$: (a) bifurcation graph and (b) Lyapunov exponent spectrum of the system with the parameter $c$.

![Figure 5](image2.png)  
**Figure 5:** Phase diagram of the system changing with parameter $c$: (a) $c = 0.07$; (b) $c = 0.117$; (c) $c = 0.25$; (d) $c = 0.51$; (e) $c = 0.532$; (f) $c = 0.72$. 
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initial value. It has the characteristics of system dynamics, but the characteristics are different. Therefore, there are two types of coexisting attractors: different attractors with the same dynamic behavior, called homogenous coexistence attractors, and different attractors with different dynamic behaviors, called heterogeneous coexisting attractors. If the
chaotic system has a coexisting attractor, the chaotic system is more sensitive to the initial value and has more complex dynamic behavior, and the system has better application value in information encryption and secure communication.

7. Conclusions
In this paper, the BP neural network algorithm is used in the construction of complex biological neural network models. The neural network model can generate good dynamic characteristics, which are mainly composed of different types of mixed attractors, periodic attractors, and different types of coexisting attractors. The experimental analysis results show that the complex biological neural network model constructed in this paper has good performance. Kinetic characteristics.
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