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Abstract—Interpretability of neural networks (NNs) and their underlying theoretical behavior remain an open field of study even after the great success of their practical applications, particularly with the emergence of deep learning. In this work, NN2Poly is proposed: a theoretical approach to obtain an explicit polynomial model that provides an accurate representation of an already trained fully connected feed-forward artificial NN (a multilayer perceptron (MLP)). This approach extends a previous idea proposed in the literature, which was limited to single hidden layer networks, to work with arbitrarily deep MLPs in both regression and classification tasks. NN2Poly uses a Taylor expansion on the activation function, at each layer, and then applies several combinatorial properties to calculate the coefficients of the desired polynomials. Discussion is presented on the main computational challenges of this method, and the way to overcome them by imposing certain constraints during the training phase. Finally, simulation experiments as well as applications to real tabular datasets are presented to demonstrate the effectiveness of the proposed method.
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NOMENCLATURE

Symbol Description
$L$ Number of hidden layers +1.
$(l)g_j$ Activation function at layer $l$. 
$(l)w_{ij}$ Weight connecting neuron $i$ at layer $l−1$ with neuron $j$ at layer $l$.
$x_i$ Original variable $i$.
$p$ Dimension (number of variables).
$q_l$ Taylor expansion order at layer $l$.
$Q$ Polynomial order at layer $l$.
$N_{p,Q}$ Number of terms in a polynomial with $p$ variables and order $Q$.
$\lambda$ in/out$P_j$ Input–output polynomial at layer $l$ and neuron $j$.
$B_k$ Monomial $k$ inside a polynomial.
$\beta_k$ Coefficient $k$ for the monomial $B_k$ inside a polynomial.
$M$ Multiset.
$\mathcal{M}(p, Q)$ Set of all possible multisets $M$ for a given number of variables $p$ and total order $Q$.
$\tilde{\iota}$ Vector representation of the multiplicities of all variables in a polynomial term/coefficient.
$\pi(\tilde{\iota}, Q, n)$ Set of allowed vectors that satisfy the conditions from Lemma 1, for the combinations of variables given by $\tilde{\iota}$, $Q$, and $n$.

I. INTRODUCTION

While early neural networks (NNs) were conceived several decades ago, the rise of deep learning has occurred mainly in the last decade [1]. With the rise in the use of NNs in their various forms, some research lines have been focused on solving their issues and limitations. Among some of the most addressed topics, the study of the interpretability and explainability of their behavior—aiming to solve their black-box nature [2], [3]—and the dimensioning of their structure, topology, or hyperparameters—which is mainly done heuristically [4], [5], [6]—have attracted an increasing interest. Furthermore, it has been argued that the theoretical understanding of deep NNs has not been developed at the same pace as their success in practical applications, resulting in the lack of a theory that explains their behavior satisfactorily [7].

In order to solve some of these problems, and to obtain a better understanding of the underlying aspects of these models, different efforts have been made in order to relate NNs and deep learning models with more classical statistical tools. For example, the equivalence between kernel machines and NNs has been explored [8], especially with the concept of neural tangent kernel (NTK) [9], as well as their relation with general additive models [10]. In an additional approach, LassoNet [11] integrates regularization with parameter learning to achieve feature sparsity.

Following this notion of joining traditional models with NNs, the idea of using polynomials to explain the output of a related NN has also been explored previously. In the work developed by Chen et al. [12] and Chen and Manry...
From [26] is used to obtain a polynomial representation at each feed-forward NNs, i.e., MLPs. In brief, the previous method extends the previous work to arbitrarily deep fully connected networks to propose NN2Poly, a theoretical approach that relies on to propose NN2Poly, a theoretical approach that naturally present in polynomials and have been proposed to have an important role in designing new NN architectures [18]. Thus, for example, in [19], deep polynomial NNs (also named Π networks) are presented as a model where the output is a high-order polynomial of the input, using high-order tensors obtained via tensor factorization. The computational cost of modeling all interactions is reduced with the use of factor sharing, following the ideas proposed in [20]. Furthermore, Chrysos et al. [21] of Π networks had previously studied similar ideas to present an alternative to generative adversarial networks (GANs), PolyGAN, using high-order polynomials represented by high-order tensors.

These lines of research have produced not only new ways and architectures to train polynomial-related NNs, but also relevant studies about their properties. In a recent study, Fan et al. [22] propose the use of quadratic networks as an alternative to traditional NNs. These quadratic networks replace the standard inner product in the neurons with a quadratic function, allowing for an increased expressivity. To train these networks, the authors introduce a new strategy called ReLinear. The properties of polynomial NNs are also explored in [23], where spectral analysis is carried out to study the properties of polynomial NNs, with a particular focus on the relationship between spectral bias and the learning of higher frequencies. Finally, another recent development on this line is a new class of GAMS with tensor rank decompositions of polynomials [24], which claims to be able to model all higher order feature interactions and defends the use of polynomial- and GAM-based solutions due to their interpretable nature.

This relation between NNs and polynomials (in fact, polynomial regression) was also proposed by Cheng et al. [25], where they conjecture that both models are equivalent. In this context, a method to obtain a polynomial representation from a given NN with a single hidden layer and linear output was proposed in [26]. This was the initial step where this article relies on to propose NN2Poly, a theoretical approach that extends the previous work to arbitrarily deep fully connected feed-forward NNs, i.e., MLPs. In brief, the previous method from [26] is used to obtain a polynomial representation at each unit in the first layer of an MLP, and from this point on, further polynomials are built iteratively, layer by layer, until the final output of the NN is reached. The output is modeled as well by a final polynomial, in the regression case, or several ones in the classification case. Therefore, NN2Poly uses a direct combination of the weights of a given MLP, combined with a polynomial approximation of the activation function, and obtains an explicit expression for the polynomial coefficients, differing here from previous proposals.

The preceding research studies on polynomial NNs have focused on the advantages of developing novel architectures and networks with a polynomial output that are specifically trained to achieve it. Our proposal distinguishes itself from these studies in that it can be employed on a preexisting MLP to represent its internal parameters as a polynomial. As a result, our method can serve as an interpretability tool and provide insights into the patterns learned at each layer of the MLP. In particular, this article focuses on applications to tabular datasets, where the traditional statistical interpretation of polynomial coefficients is well known and widely used.

Another relevant study to our proposal is the analytically modified integral transform expansion (AMITE) [27], which also proposes a polynomial expansion to analyze the non-linearities of NNs. This innovative approach expands the activation functions using Chebyshev polynomials. However, it is limited to a single hidden layer case, similar to [26], and hence, NN2Poly represents a significant advancement in the direction of generalizing it to deeper polynomials. This procedure constitutes a combinatorial problem, which means that the number of possible solutions grows exponentially with the number of features. This can limit the scalability of the method when the number of features is too high. To address this issue, we propose several solutions that can make the method more efficient and applicable to a wider range of problems.

The rest of this article is organized as follows. Section II introduces some notation and definitions, and Section III presents the proposed method. Section IV discusses practical implementation details and the considerations to overcome some of its main computational challenges. Finally, experimental results were obtained from simulations as well as from the application to two real tabular datasets.

II. NOTATION AND DEFINITIONS

A. Neural Network

Nomenclature summarizes and defines the main symbols used throughout this article. In this work, we consider fully connected feed-forward NNs—also often referred to as MLPs—with \( L - 1 \) hidden layers and \( h_l \) neurons at each layer \( l \). The input variables to the network are denoted by \( \hat{x} = (x_1, \ldots, x_p) \), with dimension \( p \), and the output response is \( \hat{y} = (y_1, \ldots, y_c) \), with \( c = 1 \), if there is a single output (usual regression setting), and \( c \gg 1 \) if there is more than one output (usual classification setting with \( c \) classes). At any given layer \( l \) and neuron \( j \), its output is \((0)^j y_j\), while its inputs are the outputs from the previous layer, \((l-1)^i y_i\), for \( i \in 1, \ldots, h_{l-1} \). By definition, the input to the first hidden layer is the network’s input, \((0)^i y_i = x_i\) for \( i \in 1, \ldots, p \). The network’s final output.
is denoted by \((L)_{ij}\) for \(i \in 1, \ldots, c\). \((L)_{W}\) denotes the weights matrix connecting layer \(l - 1\) to layer \(l\), where its element at row \(i\) and column \(j\) is denoted by \((L)_{wij}\), and \((L)_{g}\) is the activation function at that layer. Then, the output from each neuron \(j = 1, \ldots, h_{l}\) at layer \(l\) can be written as follows:

\[
(\ell)_{y_{j}} = (\ell)_{g}((\ell)_{u_{j}}) = (\ell)_{g} \left( \sum_{i=0}^{b_{i}} (\ell)_{w_{ij}} (\ell-1)_{y_{i}} \right)
\]

(1)

where \((\ell)_{u_{j}}\) is the synaptic potential, i.e., the value computed at the neuron before applying the activation function. Note also that the matrix \((\ell)_{W}\) has dimensions \((h_{l-1}+1) \times h_{l}\), including the bias term \((\ell)_{y_{0}} = 1\).

**B. Polynomials**

The main goal of the NN2Poly method described in Section III is to obtain a polynomial that approximately matches the predictions of a given pretrained MLP. To this end, \(P\) will denote a general polynomial of order \(Q\) in \(p\) variables, considering all possible interactions of variables up to this order \(Q\). The cardinality of the polynomial terms can be computed as follows:

\[
N_{p,Q} = \sum_{T=0}^{Q} \binom{p+T-1}{T}
\]

(2)

where \(T\) represents the order of each possible term or monomial, from 0 to \(Q\). The term \(\binom{p+T-1}{T}\) represents the number of possible combinations when taking \(T\) elements (the terms of the monomial) from a set with \(p\) elements (the variables) with repetition where the order does not matter, i.e., the number of possible monomials in \(p\) variables of order \(T\). The vector of coefficients can then be defined as \(\beta = (\beta_{1}, \ldots, \beta_{N_{p,Q}})\), where \(\beta_{k}\) is the coefficient associated with a specific monomial. Furthermore, each monomial will be denoted as \(B_{k}\), which will contain \(\beta_{k}\) and its associated combination of variables. Therefore, the polynomial can be represented explicitly as follows:

\[
P = \sum_{k=1}^{N_{p,Q}} B_{k}
\]

(3)

An alternative representation that is explicit about the variables considered in each monomial will be needed later. Each monomial of order \(T\) can be represented by a vector \(\vec{t} = (t_{1}, t_{2}, \ldots, t_{p})\), where each element \(t_{i}\) is an integer that represents the number of times that variable \(i\) appears in the monomial, i.e., the multiplicity of that variable, for all \(i = 1, \ldots, p\). Note that \(T = \sum_{i=1}^{p} t_{i}\). As an example, the monomial containing the combination of variables \(x_{1}^{3}x_{2}x_{4}\) in a polynomial with \(p = 4\) will be

\[
B_{(2,1,0,1)} = \beta_{(2,1,0,1)} \cdot x_{1}^{3}x_{2}x_{4}
\]

Using this representation, (3) can be written using the multiplicities as follows:

\[
P = \sum_{\vec{t} \in T(p,Q)} B_{\vec{t}} = \sum_{\vec{t} \in T(p,Q)} \beta_{\vec{t}} \cdot x_{1}^{t_{1}} \cdots x_{p}^{t_{p}}
\]

(4)

where \(T(p,Q)\) is the set of all possible vectors \(\vec{t}\), for a given number of variables \(p\) and total order \(Q\), and considering all interactions. Note that its cardinality is \(|T(p,Q)| = N_{p,Q}\). For convenience, the intercept will be denoted as \(\beta_{(0)}\).

A bijection exists between the explicit \(k\) index notation [see (3)] and the multiplicities \(\vec{t}\) vector notation [see (4)], and both will be used when developing the NN2Poly algorithm, according to the specific needs at each step. However, the explicit details of this bijection do not need to be defined to develop the algorithm.

**C. Multisets and Multiset Partitions**

As NN2Poly will build polynomial terms based on sums and products of terms from previous polynomials, a combinatorial problem will arise when identifying the previous terms that are involved in the construction of an specific term of the new polynomial. In this context, the concepts of a multiset and its possible partitions have to be introduced.

A multiset \(M\) is a set where its elements may appear more than once, i.e., they may have a multiplicity greater than 1. An example would be \(M = \{1, 1, 2, 3\}\), which is formed by elements \(\{1\}, \{2\}, \{3\}\), with multiplicities 2, 1, and 1, respectively.

A partition \(V_{r}\) of a multiset \(M\) (also known as multipartition) is a combination of \(R_{r}\) multisets \(V_{r,i}\) for \(i = 1, \ldots, R_{r}\), such that its union forms the initial multiset. Following the previous example, the multiset \(M = \{1, 1, 2, 3\}\) can be partitioned into \(V_{1} = \{\{1, 2\}, \{1, 3\}\}\), which has \(R_{1} = 2\) elements, but also into \(V_{2} = \{\{1, 1\}, \{2, 3\}\}\), which has \(R_{2} = 3\) elements. As can be seen, there are many possible different partitions of a multiset. All possible partitions of the example \(M = \{1, 1, 2, 3\}\) are as follows.

1) \(\{1, 1, 2, 3\}\).
2) \(\{1\}, \{1, 2, 3\}\).
3) \(\{2\}, \{1, 1, 3\}\).
4) \(\{3\}, \{1, 1, 2\}\).
5) \(\{1, 1\}, \{2, 3\}\).
6) \(\{1, 2\}, \{1, 3\}\).
7) \(\{1\}, \{1\}, \{2, 3\}\).
8) \(\{1\}, \{2\}, \{1, 3\}\).
9) \(\{1\}, \{3\}, \{1, 2\}\).
10) \(\{2\}, \{3\}, \{1, 1\}\).
11) \(\{1\}, \{1\}, \{2\}, \{3\}\).

Obtaining all the possible partitions of a given multiset still presents some open problems and questions that remain unanswered [28]. Appendix A contains the algorithm used to compute them, extracted from [28].

Using these concepts, a third way of representing a given term in the polynomial can be defined by means of multisets. Using the \(\vec{t}\) vector notation [see (4)], given the term \(B_{\vec{t}}\), where \(\vec{t} = (t_{1}, t_{2}, \ldots, t_{p})\), a multiset can be associated with it in the following manner:

\[
M = \left\{ t_{1}, 1, 2, \ldots, 2, \ldots, p, \ldots, p \right\}
\]

(5)

where each variable \(i\) appears \(t_{i}\) times in the multiset. As an example, using the multiset notation, the monomial containing
the combination of variables \(x_1^2x_2x_4\) in a polynomial, with \(p = 4\), will be

\[
B_{[1,1,2,4]} = \beta_{[1,1,2,4]} \cdot x_1^2x_2x_4.
\]

Therefore, an alternative way of representing a polynomial as in (3) and (4), now using the multisets, is

\[
P = \sum_{M \in \mathcal{M}(p, Q)} B_M
\]

where \(\mathcal{M}(p, Q)\) is the set of all possible multisets \(M\) for a given number of variables \(p\) and total order \(Q\), considering all interactions. Note that its cardinality is, again, \(|\mathcal{M}(p, Q)| = N_{p, Q}\). By definition, there exists a bijection that relates (6) with (4), and by the transitive property, also with (3). Therefore, the three representations of \(P\) are equivalent, and they will be used at different steps in Section III. Table I summarizes these three equivalent notations in order to get a look at the three representations of \(P\).

### III. NN2POLY: THEORETICAL DEVELOPMENT

In this section, the NN2Poly method is proposed and justified. An inductive argument will be employed, which will inspire the iterative implementation of the method discussed in Section IV.

Consider a trained MLP with \(L - 1\) hidden layers where each neuron is computed as in (1). Then, the final objective of the NN2Poly method is to obtain a polynomial of the form presented in (3), or in its alternative representations, for each neuron at output layer \(L\). In order to do so, an iterative approach will be employed, which will yield two polynomials at each neuron \(j\) and layer \(l\), one as the input to the nonlinearity or activation function (denoted by the prefix \(in\)) and a second one as the output (denoted by the prefix \(out\))

\[
^{(i)}_{in} P_j = \sum_{\vec{t} \in T(p, Q)}^{(i)}_{in} B_{j, \vec{t}}
\]

\[
^{(i)}_{out} P_j = \sum_{\vec{t} \in T(p, Q)}^{(i)}_{out} B_{j, \vec{t}}
\]

following the notation from (4). Note that the two polynomials at the same layer will be related by the application of the activation function at each layer, \(^{(i)} g()\), as follows:

\[
^{(i)}_{out} P_j \approx ^{(i)} g\left(\sum_{k=0}^{N_{p, Q}} \sum_{\vec{n}} \left(\frac{n}{\vec{n}}\right)^{N_{p, Q}} \prod_{k=1} B_{k}^{n_k} \right)
\]

In order to find this relationship, a Taylor expansion and several combinatorial properties will be exploited to obtain a polynomial in the original variables \(x_1, \ldots, x_p\) from the expansion of the nonlinearity \(g()\) applied to another polynomial in the same variables. This follows the idea used in [26] to approximate the nonlinearity of a single hidden layer NN, with the notable difference that the input to \(g()\) in that case was a linear combination of the original variables instead of a higher order polynomial. Lemma 1 shows the way to obtain the coefficients of this polynomial. Note that, without loss of generality, the indices \(l\) and \(j\) denoting the layer and neuron can be omitted in the lemma for the sake of simplicity.

**Lemma 1:** Let \(^{(i)}_{in} P\) be a polynomial of order \(Q\) in \(p\) variables and \(g()\) a \(k\)-times differentiable function. Applying a Taylor expansion around 0 and up to order \(q\) yields a new polynomial \(^{(i)}_{out} P\) in the same variables, of order \(Q \times q\), whose coefficients are given by

\[
^{(i)}_{out} B_{\vec{t}} = \sum_{n=0}^{q} \frac{g^{(n)}(0)}{n!} \sum_{\vec{n} \in \pi(\vec{t}, Q, n)} \left(\frac{n}{\vec{n}}\right)^{N_{p, Q}} \prod_{k=1} B_k^{n_k}
\]

for all \(\vec{t} \in T(p, Q \times q)\), where \(\pi(\vec{t}, Q, n)\) is the set of vectors \(\vec{n} = (n_1, \ldots, n_{N_{p, Q}})\) that represents all the possible combinations of terms \(^{(i)}_{in} B\) that need to obtain \(^{(i)}_{out} B\), satisfying the following conditions.

1) **Condition 1:** \(n_1 + \cdots + n_{M} = n\).
2) **Condition 2:** For all \(k\), the order \(T_k\) of the monomial \(^{(i)}_{in} B_k\) associated with \(^{(i)}_{in} B\) must satisfy that \(T_k \leq Q\).

**Proof:** Applying Taylor expansion to function \(g\) around 0 and up to order \(q\)

\[
g\left(\sum_{\vec{n} \in \pi(\vec{t}, Q, n)} \left(\frac{n}{\vec{n}}\right)^{N_{p, Q}} \prod_{k=1} B_k^{n_k}\right) = \sum_{n=0}^{q} \frac{g^{(n)}(0)}{n!} \left(\sum_{\vec{n} \in \pi(\vec{t}, Q, n)} \left(\frac{n}{\vec{n}}\right)^{N_{p, Q}} \prod_{k=1} B_k^{n_k}\right)^n.
\]

Using the \(k\) notation from (3), the previous equation can be rewritten as follows:

\[
g\left(\sum_{\vec{n} \in \pi(\vec{t}, Q, n)} \left(\frac{n}{\vec{n}}\right)^{N_{p, Q}} \prod_{k=1} B_k^{n_k}\right) = \sum_{n=0}^{q} \frac{g^{(n)}(0)}{n!} \left(\sum_{k=0}^{N_{p, Q}} \sum_{\vec{n}} \left(\frac{n}{\vec{n}}\right)^{N_{p, Q}} \prod_{k=1} B_k^{n_k}\right)^n
\]

where \(N_{p, Q}\) is the total number of terms in the polynomial. Then, the last term can be expanded using the multinomial theorem as follows:

\[
\left(\sum_{k=0}^{N_{p, Q}} \sum_{\vec{n}} \left(\frac{n}{\vec{n}}\right)^{N_{p, Q}} \prod_{k=1} B_k^{n_k}\right)^n = \sum_{\vec{n} \in \pi(\vec{t}, Q, n)} \left(\frac{n}{\vec{n}}\right)^{N_{p, Q}} \prod_{k=1} B_k^{n_k}
\]
where vector \( \tilde{n} = (n_1, \ldots, n_{N_{\mathbf{r}}q}) \) denotes a vector with nonnegative integer components, and the multinomial coefficient is

\[
\binom{n}{\tilde{n}} = \frac{n!}{n_1!n_2!\cdots n_{N_{\mathbf{r}}q}!}.
\]  

(14)

Note that the summation is computed over all vectors \( \tilde{n} \), such that the sum of all its components is \( n \). Then, the expansion of \( g() \) is

\[
g(\mathbf{p}) = \sum_{\mathbf{n}=0}^{Q} \frac{g(\mathbf{n})(0)}{n!} \sum_{n_1+\cdots+n_{N_{\mathbf{r}}q}=n} \binom{n}{\tilde{n}} \prod_{k=1}^{N_{\mathbf{r}}q} \mathbf{i}_{\mathbf{n}} \mathbf{B}_{k}. \tag{15}
\]

Equation (15) consists of sums and products of constants and terms \( \mathbf{i}_{\mathbf{n}} \mathbf{B}_{k} \), which contain monomials of the original variables per (3), so it is a polynomial in the original variables. The order of the polynomial will be given by the highest order term, which will be obtained when \( n_k = n = q \) for some \( k \), such that \( \mathbf{i}_{\mathbf{n}} \mathbf{B}_{k} \) is a monomial of order \( Q \) from the original polynomial, which will yield a term of order \( Q \times q \) in the output polynomial.

To obtain the coefficients \( \mathbf{i}_{\mathbf{n}} \mathbf{B}_{k} \), the polynomial has to be divided into terms associated with each combination of variables. For a given coefficient \( \mathbf{i}_{\mathbf{n}} \mathbf{B}_{k} \), all the products of terms \( \mathbf{i}_{\mathbf{n}} \mathbf{B}_{k} \) that would yield the combination of variables determined by \( \tilde{n} \) need to be considered. At this point, it is convenient to switch to the multiset notation \( M \) determined by \( \tilde{n} \), given the values \( n \) and \( Q \) and satisfying both previous restrictions, will be denoted as \( \pi(\tilde{n}, Q, n) \). Then, the expression for each term in \( \mathbf{i}_{\mathbf{n}} \mathbf{P} \) is

\[
\mathbf{i}_{\mathbf{n}} \mathbf{P} = \sum_{\mathbf{n}=0}^{Q} \frac{g(\mathbf{n})(0)}{n!} \sum_{\tilde{n} \in \pi(\tilde{n}, Q, n)} \binom{n}{\tilde{n}} \prod_{k=1}^{N_{\mathbf{r}}q} \mathbf{i}_{\mathbf{n}} \mathbf{B}_{k}. \tag{16}
\]

which leads to the expression for the coefficients

\[
\mathbf{i}_{\mathbf{n}} \mathbf{P} = \sum_{\mathbf{n}=0}^{Q} \frac{g(\mathbf{n})(0)}{n!} \sum_{\tilde{n} \in \pi(\tilde{n}, Q, n)} \binom{n}{\tilde{n}} \prod_{k=1}^{N_{\mathbf{r}}q} \mathbf{i}_{\mathbf{n}} \mathbf{B}_{k}. \tag{17}
\]

After Lemma 1 has been evaluated, it can be used to define the NN2Poly algorithm in an iterative manner. For any given neuron \( j \), in the first hidden layer \( l = 1 \), its activation potential is \( \mathbf{u}_{j} = \sum_{i=0}^{p} \mathbf{w}_{ij}^{(1)} \mathbf{u}_{i} \). It is clear that this is a polynomial of order \( 1 \), as it is a linear combination of the original variables, and thus, it will be denoted by \( \mathbf{u}_{j} \). Then, the nonlinearity is applied to this activation potential

\[
\mathbf{y}_{j} = \mathbf{g}^{(1)}(\mathbf{u}_{j}) = \mathbf{g}^{(1)}(\mathbf{u}_{j}) \approx \mathbf{g}^{(1)}(\mathbf{u}_{j}) \mathbf{P}_{j}
\]

where Lemma 1 has been applied in the last step to obtain the explicit coefficients of a new output polynomial. Then, the activation potential at the next layer, \( l = 2 \), is a linear combination of polynomials, which yields another polynomial

\[
\mathbf{y}_{j} = \sum_{i=0}^{h_{1}} \mathbf{w}_{ij}^{(2)} \mathbf{y}_{i} = \sum_{i=0}^{h_{1}} \mathbf{w}_{ij}^{(2)} \mathbf{y}_{i} = \mathbf{g}^{(2)}(\mathbf{u}_{j}) \approx \mathbf{g}^{(2)}(\mathbf{u}_{j}) \mathbf{P}_{j}
\]

where \( \mathbf{y}_{i} \approx \mathbf{g}^{(1)}(\mathbf{u}_{i}) \mathbf{P}_{i} \) for all \( \mathbf{i} \). This process can then be iterated over all layers until \( l = L-1 \), and, in the final layer \( l = L \), the algorithm stops at \( \mathbf{y}_{j} \approx \mathbf{g}^{(L)}(\mathbf{u}_{j}) \mathbf{P}_{j} \); if the MLP output is linear or stops at \( \mathbf{y}_{j} \approx \mathbf{g}^{(L)}(\mathbf{u}_{j}) \mathbf{P}_{j} \) if the output layer contains a nonlinearity. It is worth noting that, in classification tasks, the final layer often includes a nonlinear activation function, such as the sigmoid. An alternative approach involves training an NN with a linear output, which can then be transformed into a probability using a function like the softmax to make class predictions. In the latter scenario, a polynomial can be obtained to represent the linear output before the softmax operation. This polynomial coefficients can be interpreted in a similar manner to the classical interpretation of the coefficients in a logistic regression model (see Section V-D). The final
Lemma 1 is denoted by \( l \) where Algorithm 2 is presented. An accurate approximation of the NN are discussed in Section IV, in Algorithm 1. The set of constraints required to achieve a description of the theoretical version of NN2Poly is presented and discussed in this section.

Algorithm 1 NN2Poly

Require: Weight matrices \((i) W\), activation functions \((i) g\), Taylor truncation order at each layer \( q_l \).

1: Set \( (i) P_j = (i) u_j \) for all \( j = 1, \ldots, h_1 \).
2: for \( l = 1, \ldots, L - 1 \) do
3: \hspace{1em} for \( j = 1, \ldots, h_l \) do
4: \hspace{2em} Compute \( (i)_{\text{out}} P_j \approx g((i)_{\text{in}} P_j) \) using Lemma 1.
5: \hspace{1em} end for
6: \hspace{1em} for \( j = 1, \ldots, h_{l+1} \) do
7: \hspace{2em} Compute \( (i+1)_{\text{in}} P_j = \sum_{i=0}^{h_i} (i+1) w_{ij} (i)_{\text{out}} P_i \)
8: \hspace{1em} end for
9: end for
10: if Non-linear output at last layer then
11: \hspace{1em} for \( j = 1, \ldots, h_{L+1} \) do
12: \hspace{2em} Compute \( (L)_{\text{out}} P_j \approx g((L)_{\text{in}} P_j) \) using Lemma 1.
13: \hspace{1em} end for
14: end if

Algorithm 2 NN2Poly: Practical Implementation

Require: Weight matrices \((i) W\), activation functions \((i) g\), Taylor truncation order at each layer \( q_l \), maximum order \( Q_{\text{max}} \).

1: Compute all multiset partitions for every equivalent \( M_0 \) needed for a polynomial of order \( Q_{\text{max}} \) in \( \rho \) variables.
2: Set \( (i)_{\text{in}} P_j = (i) u_j \) for all \( j = 1, \ldots, h_1 \).
3: for \( l = 1, \ldots, L - 1 \) do
4: \hspace{1em} for \( j = 1, \ldots, h_l \) do
5: \hspace{2em} Compute the coefficients, only up to order \( Q_l^* \), from \( (i)_{\text{out}} P_j \approx g((i)_{\text{in}} P_j) \) using Lemma 1.
6: \hspace{1em} end for
7: \hspace{1em} for \( j = 1, \ldots, h_{l+1} \) do
8: \hspace{2em} Compute the coefficients, only up to order \( Q_l^* \), from \( (i+1)_{\text{in}} P_j = \sum_{i=0}^{h_i} (i+1) w_{ij} (i)_{\text{out}} P_i \)
9: \hspace{1em} end for
10: end for
11: if Non-linear output at last layer then
12: \hspace{1em} for \( j = 1, \ldots, h_{L+1} \) do
13: \hspace{2em} Compute the coefficients, only up to order \( Q_l^* \), from \( (L)_{\text{out}} P_j \approx g((L)_{\text{in}} P_j) \) using Lemma 1.
14: \hspace{1em} end for
15: end if

and the order of \((i)_{\text{in}} P_j\) is \( Q_l = \prod_{i=1}^{l} q_i \) \( (18) \) and the order of \((i)_{\text{out}} P_j\) is \( Q_{l-1} \), as the Taylor expansion has not yet been applied to the input.

The final expressions of the input and output coefficients of variables \( i \) at layer \( l \) and neuron \( j \) are

\[
(i)_{\text{in}} \beta_l = \sum_{i=0}^{h_{l+1}} (i+1)_{\text{out}} \beta_{l,i,i} \]
\[
(i)_{\text{out}} \beta_l = \sum_{n=0}^{q_l} \frac{g(n)(0)}{n!} \sum_{h \in \{0, \ldots, q_l\}} \prod_{k=1}^{N_p q_{l+1}} \beta_k^b. \]

IV. PRACTICAL IMPLEMENTATION

In this section, some practical considerations about the implementation of NN2Poly are presented and discussed. First, given that it is common practice to scale the input of an NN to the \([-1, 1]\) range, our method uses a Taylor expansion around 0. The validity of this approximation depends on the Taylor order as well as the activation function. Therefore, some constraints need to be imposed on the NN weights in order to limit the growth of the synaptic potentials to the range in which this Taylor expansion is well behaved. Second, the polynomial order grows too fast when using all possible coefficients obtained from successive layers. In practice, it is often observed that the higher order terms in the polynomial model are negligible, leading to a situation where imposing a maximum order does not result in any significant loss of accuracy. Finally, a simplified approach is presented to avoid computing all the multiset partitions. A reference NN2Poly implementation is available, as an R package, at https://github.com/IBiDat/nn2poly, and all the results are available at https://github.com/IBiDat/nn2poly.

A. Validity of Taylor Approximations

The practical application of NN2Poly relies heavily on the synaptic potentials at each neuron being close enough to 0, where the performed Taylor expansion is centered and, therefore, remains accurate. In this context, there are several regularization techniques that are usually employed when training NNs, which can be useful to overcome this problem. In particular, restricting the norm of the hidden layer weight vectors while leaving the last layer weights unrestricted is used in [29]. This approach to ensure that the Taylor approximation is in the desired range was already explored in [26] in the case of a single hidden layer NN. In this approach, it is proposed that the NN is trained, satisfying that the vector weights in the single hidden layer \( (l = 1) \) are constrained to have an \( \ell_1 \) norm equal to 1

\[
\| (1) \tilde{w}_j \|_1 = \sum_{i=0}^{p} |(1) w_{ij}| = 1 \quad (21)
\]

for all \( j = 1, \ldots, h_1 \). This restriction is especially useful in the algorithm presented in [26], because, combining it with the scaling of the input data to the \([-1, 1]\) interval, it allows us to also constrain the activation potentials to be \( |(1) u_j| \leq 1 \),
as it is shown as follows:

\[
\left| (1) u_j \right| = \sum_{i=0}^{p} (1) w_{ij} x_i \leq \sum_{i=0}^{p} (1) w_{ij} x_i \leq \sum_{i=0}^{p} (1) w_{ij} = \left\| (1) w_{ij} \right\|_1 = 1
\]

where \(|x_i| \leq 1\) due to the \([-1, 1]\) input data scaling.

In order to extend this condition to every hidden layer \(l\), so it holds that \(\left| (l) u_j \right| \leq 1\), an extra consideration has to be made. The input \((l-1) y_l\) to layer \(l\) may no longer satisfy \(\left| (l-1) y_l \right| \leq 1\) for \(l \geq 2\). To ensure this condition, the activation function \((l-1) g\) can be chosen, such that its output remains in \([-1, 1]\), such as the hyperbolic tangent \(tanh()\). This holds because \((l-1) y_l = (l-1) g((l-1) u_i)\), so a \((l-1) g()\) that satisfies this will ensure that \(\left| (l-1) y_l \right| \leq 1\). Furthermore, a less strict condition can be used: assuming \(\left| (l-1) u_i \right| \leq 1\), any activation function \((l-1) g\) that maps \([-1, 1]\) into itself will produce the same result. Therefore, an NN trained with activation functions that satisfy this and with a constraint that forces the weights to have an \(\ell_1\)-norm equal to 1 will ensure that the synaptic potentials \((l) u_j\) will be constrained, avoiding errors in the Taylor expansion. Note also that the weights in the output layer do not need to be restricted when solving a regression problem, as no Taylor expansion is performed in the output layer.

Other regularization techniques, such as the \(\ell_2\)-norm, or different bounds might be employed to solve the problem of controlling the Taylor expansion and the synaptic potentials. However, it should be noted that there is a trade-off between the explainability using NN2Poly with these constraints and the speed and effectiveness of the NN training.

### B. Polynomial Order and Number of Interactions

With the general procedure developed in Section III, the polynomial order grows, as the product of the Taylor truncation order used at each layer [see (18)], which generates a highly increasing number of interactions. Fig. 1 shows the growth of the number of polynomial terms with respect to the number of variables \(p\) and the polynomial order \(Q\). This raises two issues. First, in terms of computational complexity, the problem quickly becomes infeasible for deep learning architectures. Second, the interpretability obtained from those coefficients becomes less useful when there are too many of them.

However, the relationships that the NN might learn from the data may not be so complex for many problems. In practice, the obtained higher order coefficients tend to be close to zero and not relevant in the polynomial prediction (see Section V). This can be exploited to impose an overall truncation order \(Q_{\text{max}}\) at every layer, which hugely simplifies the computations. As an example, let us consider a case where the input data have quadratic relations, and the NN trained with it has four hidden layers. Using NN2Poly with Taylor truncation order \(q_i = 3\), at all the hidden layers, would yield a final polynomial of order \(Q = 3^4 = 81\), which is obviously excessive for quadratic data. Therefore, it is expected that the weights learned by the NN will be such that the final function represents those quadratic relations, and thus, the higher order coefficients will be close to zero. Then, setting \(Q_{\text{max}} = 2\) or \(Q_{\text{max}} = 3\) will suffice, avoiding the computation of higher order terms. Then, the new polynomial order obtained at each layer \(l\) will be

\[
Q_l^* = \min \left( \prod_{i=1}^{l} q_i, Q_{\text{max}} \right).
\]

This new condition is included in Algorithm 2 to make a more practical and efficient version of Algorithm 1.

### C. Multiset Partitions Generation and Selection

One of the main computational efforts of the presented method is the computation of all the allowed partitions of a given multiset \(M\) associated with \(i\) to obtain \(\pi(i, Q, n)\) from Lemma 1. In general, finding all the partitions of a multiset can be done with Algorithm 3, presented in Appendix A as developed in [28]. However, as these partitions have to be computed for each term in the polynomial, this can become quite computationally expensive when the polynomial grows both in size \(p\) and order \(Q\), as was shown in Fig. 1. Furthermore, the partitions of higher order terms become significantly harder to compute. Fig. 2 (top) shows the computational time and memory size required to compute and store the multiset partitions, associated with each term in a polynomial, and with several values of order \(Q\) and size \(p\).

A useful idea to reduce this computational burden is to identify partitions that are equivalent, which happens when two multisets have the same number of unique elements and the same multiplicities, i.e., there exists a bijection between the elements of both multisets. Consider the multiset \(M_1 = \{1, 2, 3\}\), for which its partitions have been computed, and another multiset \(M_2 = \{2, 3, 3, 5\}\). Then, performing the changes \(3 \rightarrow 1, 2 \rightarrow 2, 5 \rightarrow 3\), \(M_2\) can be transformed into \(M_1\), and all the \(M_1\) partitions can be transformed into the \(M_2\) partitions. Using this idea, the number of multisets for which we need to explicitly compute their partitions can be reduced significantly.

To determine a consistent criterion to choose the multiset that will be used to compute the partitions of all equivalent multisets, consider an arbitrary multiset \(M\) given by the combination of variables \(t = (t_1, t_2, \ldots, t_p)\) per (5). Then,
consider \( t_0 \) the number of components \( t_i > 0 \) for all \( i = 1, \ldots, p \), and order those components greater than zero in a descending order in a new vector \( t_0 = (t_{i(1)}, t_{i(2)}, \ldots, t_{i(p_0)}) \), where \( t_{i(1)} \geq t_{i(2)} \geq \cdots \geq t_{i(p_0)} \) and each \( t_{i(j)} \) takes the value of some \( t_i > 0 \) starting from \( t_{i(1)} = \max_{i=1}^p (t_i) \). Then, the multiset \( M_0 \) given by \( t_0 \), defined by

\[
M_0 = \left\{ \frac{1}{t_{i(1)}}, \frac{1}{t_{i(2)}}, \ldots, \frac{1}{t_{i(p_0)}} \right\}
\]  

(23)

is equivalent to \( M \) given by \( \bar{t} \). To provide a clarifying example, consider \( M = \{2, 3, 3, 5\} \), which is equivalent to \( \bar{t} = (0, 1, 2, 0, 1) \) if \( p = 5 \). Then, the equivalent multiset is given by \( t_0 = (2, 1, 1) \) and \( M_0 = \{1, 1, 2, 3\} \), where \( t_{i(1)} = 2 = t_1 \), so 3 is changed to 1, \( t_{i(2)} = 1 = t_2 \), so 2 is changed to 2, and \( t_{i(3)} = 1 = t_3 \), so 5 is changed to 3. Note that this would yield the multiset \( \{2, 1, 1, 3\} \), but, as order does not affect multisets, it is the same multiset as \( M_0 = \{1, 1, 2, 3\} \). Computing only the partitions of the multisets \( M_0 \) that represent each possible class of equivalence between multisets significantly decreases the computation times and storage sizes as can be seen in Fig. 2 (bottom). This efficiency improvement is also included in Algorithm 2.

Finally, Lemma 1 defines two conditions that would discard some of the computed partitions. These conditions are currently checked after generating all the partitions using Algorithm 3, but in the future could be included in the partition generation algorithm to avoid unnecessary computations. However, when including a forced maximum order for the polynomial, \( Q_{\text{max}} \) from (22), the number of discarded partitions becomes really low. As soon as \( Q_{\text{max}} \) is achieved at some layer, Condition 2 is no longer excluding any partition, and as long as \( q_l \) is set as greater than \( Q_{\text{max}} \), the same happens with Condition 1.

Algorithm 2 implements NN2Poly including the efficiency improvements from Sections IV-B and IV-C.

V. SIMULATION STUDY AND DISCUSSION

In this section, some simulation results will be presented, showcasing the effectiveness of NN2Poly, especially on those networks that satisfy the \( \ell_1 \) norm equal to one constraint, presented in Section IV. Notably, if any MLP is randomly initialized under such constraints, the resulting polynomial inferred by NN2Poly perfectly matches the NN predictions. Therefore, the challenge here is to demonstrate that the NN can successfully learn patterns from data and that the proposed method still can be used to understand them. To this end, the final section shows two real use cases with tabular data based on the Boston Housing dataset (regression problem) [30] and the Forest Covertype dataset (classification problem) [31]. Tabular data have been identified still as an important challenge for NNs [32], and NN2Poly can be a useful tool in this line of research. The chosen real datasets (Boston Housing and Covertype) have been chosen following the recommendations for tabular data benchmarks and NNs given in [32]. Other types of data, such as images (where each pixel would represent a variable), require future work when adapting the computational implementation, because, as explained in Section IV-B, the number of variables considered is critical when scaling the method.

A. Performance Example

Before proceeding with the complete simulation study, two performance examples are presented in detail to motivate and understand the results that can be expected from NN2Poly in different situations. For illustration purposes, a small polynomial of order 2, in three variables, is used to generate data: \( 4X_1 - 3X_2X_3 \). Each variable \( X_i \) is generated from an \( N(0, 1) \). The response \( Y \) is computed using the polynomial and adding a small error from an \( N(0, 0.1) \). The process is repeated 500 times. The dataset is randomly divided in a 75–25% split for training and test and subsequently scaled to the \([-1, 1]\) interval.

With this data, two NN have been trained, with the same hyperparameters, differing only in the fact that one of the NN has the weights constrained to have \( \ell_1 \) norm equal to 1, as explained in Section IV-A. Both NNs have three hidden layers with 100 hidden neurons per layer and include the hyperbolic tangent as activation function, and they are trained with the adaptive moment estimation (ADAM) optimizer [33]. NN2poly is then employed on both NNs, using \( Q_{\text{max}} = 3 \).

Fig. 3 shows the performance for the NN trained with \( \ell_1 \)-norm weight constraints (top) and the NN trained with no weight constraints (bottom). Fig. 3(a) and (c) compares the NN predictions to the original response \( Y \), and Fig. 3(b) and (d) compares the NN predictions to the polynomial predictions obtained using NN2Poly. Note here that the NN performance is not directly relevant to the NN2Poly performance, as the method will represent the NN behavior without taking into account the polynomial.
consideration how well the NN solves the given problem. Regarding this, it should be noted how the polynomial predictions closely match the NN in the constrained case (top right) opposed to the unconstrained situation (bottom right). However, the NN learns more slowly when trained under these constraints. This is a clear example of the existing trade-off discussed in Section IV-A.

Fig. 4 represents the behavior of the Taylor approximation at each layer in the two previous NNs (constrained and unconstrained). The black line represents the actual activation function at that layer, the red line, its Taylor approximation, and the blue line, the error computed as the absolute value between them. Then, the green line represents the density distribution of the synaptic potentials, obtained from the test data. The narrower this density is centered around zero, the closer the Taylor expansion is to the real activation function in most of the data points. In these examples, both have their synaptic potentials centered around zero, but the restricted case quickly reduces its range in the deeper layers, while the unrestricted case has synaptic potentials that are wider and increase their range, which is a behavior that impairs NN2Poly’s representation accuracy.

Fig. 5 corresponds to training ten NNs on the same data and the same conditions as before, in the constrained case. The polynomial coefficients are averaged over the ten realizations, and the obtained means are represented in absolute value in a descending order and including their standard deviations as error bars. Only the ten highest coefficients are represented. It is clear that the obtained polynomial is an accurate representation of the original data, as the two most important coefficients are “2, 3” (the interaction between variables 2 and 3) and “1” (variable 1 alone), corresponding to the two terms in the original polynomial that generated the data. The rest of the coefficients are small and appear due to the error term added when generating the data and because of the approximation nature of the polynomial. Note that the coefficients are scaled, because training data falls within the $[-1, 1]$ interval, while the original polynomial coefficients were defined before scaling. Therefore, they retain equivalent magnitudes but not the exact same values.

B. Simulation Study

In order to address the effectiveness of NN2Poly over several examples, the method is tested using different MLP configurations in a regression setting, trained over simulated data. In these examples, the data are generated from polynomials of order 2 in five variables ($p = 5$), limiting the number of possible interactions of order 2 to be five out of all possible, chosen at random. The coefficients of the selected terms in the polynomial are taken at random from $[-1, 1]$. The predictor variables $X_i$ are generated from a uniform distribution in $[-10, 10]$, taking 500 samples. Finally, the output $Y$ is computed using the selected polynomial coefficients and predictor variables and adding an error $\epsilon \sim \mathcal{N}(0, 1)$. Then, the dataset is randomly divided in a 75%–25% split for training and test and subsequently scaled to the $[-1, 1]$ interval. The NNs are created with one, three, five, and seven hidden layers, with 50 and 100 neurons per hidden layer, and different activation functions are tested (hyperbolic tangent, softplus, and sigmoid) with the $\ell_1$-norm weight constraint.

The NN2Poly method is applied after training, using Taylor expansion of order 8 at each layer and $Q_{\text{max}} = 3$, obtaining the coefficients of a polynomial representation. This process is repeated 20 times for each NN configuration, and each time, the maximum-squared error (MSE) between the obtained polynomial predictions and the NN predictions is computed and represented in Fig. 6 (left). The MSE between the NN and the original response is also represented in Fig. 6 (right). It can be observed that the representation error achieved with NN2Poly is quite low, then slightly higher and increasing with the number of layers in the case of the hyperbolic tangent. On the other hand, the softplus and sigmoid examples seem to get lower errors and improve with the number of layers. However, it should be noted that NNs using both the softplus and the sigmoid seem to have problems when actually learning the original response $Y$, as can be seen in Fig. 6 (right), where the NN performance does only achieve satisfactory results in the case of the hyperbolic tangent.

In terms of the variability, Fig. 6 (left) shows that the NN2Poly MSE has higher variability when the number of layers is increased for the softplus and sigmoid cases, while the hyperbolic tangent does not show this behavior, even reducing its variability with more layers. This difference can be due to the bounds and the symmetry around zero of the hyperbolic tangent’s output, while the sigmoid and softplus response characteristics may affect subsequent layers when using a Taylor expansion centered around zero.
Fig. 4. Taylor expansion analysis by layers for the two NNs from Fig. 3, one with weight constraints (top) and the other with no constraints (bottom). The blue line represents the absolute error between the Taylor approximation (red) and the actual activation function (black). The green line on top of each plot represents the density distribution of the synaptic potentials obtained from the test data (transformed using \(\log(x+1)\) to better visualize the results). The constrained NN (top) does a better job of keeping the potentials inside the acceptable region.

Fig. 5. Average polynomial coefficients obtained after applying NN2Poly on ten NNs trained with the same structure as in Fig. 3. The ten highest average coefficients, scaled and in absolute value, are shown. The two principal coefficients are “2, 3” and “1,” corresponding to the terms in the original polynomial that generated the data. Variables or interactions are represented with numbers in the horizontal axis, with red being negative coefficients and green positive ones.

C. Real Application: Boston Housing Dataset (Regression)

In this section, a real use case of NN2Poly is showcased using the Boston Housing dataset [30]. It presents a regression problem aimed at predicting the median value of homes in a Boston suburb in the 1970s. The dataset contains 506 rows, split in 404 and 102, for train and test, respectively. See Appendix B for further details.

With these data, ten NNs are trained using the same methodology described in Section V-A, with three hidden layers, 100 neurons per layer, and including the hyperbolic tangent as activation function. The weights are updated using ADAM [33], imposing the \(\ell_1\)-norm weight constraint. Then, NN2Poly is applied with \(Q_{\text{max}} = 3\) to obtain a polynomial representation. The NN’s performance for one of these realizations is depicted in Fig. 7(a) (all of them achieve similar results). On the other hand, Fig. 7(b) shows that the polynomial representation obtained by NN2Poly closely matches the NN predictions.

The mean and the standard deviation of the coefficients of this polynomial are obtained over the ten realizations. The most important 20 coefficients are shown in Fig. 8, where 0 represents the intercept, 1 represents the first variable, and so on (see Appendix B for their meanings). This allows us to observe which variables (or interactions) are more important, interpret their meaning, and analyze their corresponding variation with different trainings of the NN. Note that the obtained results are consistent with the expected behavior both in importance (absolute value) and direction (coefficient sign). For example, the four most important variables are 13 (percentage lower status of the population, appears in the polynomial with negative sign), 6 (the average number of rooms per dwelling, appears with positive sign), 1 (per capita crime rate, appears with negative sign), and 8 (weighted distances to five Boston employment centers, appears with negative sign). On the other hand, variables like 7 (the proportion of owner-occupied units built before 1940) do not appear in the selected coefficients, meaning that it affects the output less, which is coherent, as this variable does not seem as relevant as the previous ones.

D. Real Application: Covertype Dataset (Classification)

In this section, a different real dataset is utilized to train an NN, and subsequently, NN2Poly is employed to derive the polynomial representation in a classification setting, showcasing how distinct polynomials are obtained for each class. The Covertype dataset [31] contains cartographic data from four wilderness areas in the Roosevelt National Forest, CO, USA. The observations correspond to 30 squared meters cells,
where one out of seven forest types is assigned. Each of these observations contains 54 predictor variables, corresponding to both quantitative and qualitative variables (in binary form).

The dataset contains 581,012 observations, where 80% is used for training and the rest for testing, and all variables have been scaled to the $[-1, 1]$ interval.

With this dataset, an NN is trained with three hidden layers and 100 neurons each, using the hyperbolic tangent as the activation function. Given that there are seven forest types as targets, the final layer has seven outputs. The NN is trained using a sparse categorical cross-entropy loss. This final layer does not present an activation function when training, as explained in Section III. Then, the probabilities for each observation and class are obtained with the final trained model adding a softmax activation layer. The actual class predictions will be then obtained, taking the maximum of those probabilities. This yields an accuracy of 0.7169, which is similar to the accuracy for a simple feed forward NN of 0.7058 reported in [31]. Note that this is the original NN accuracy, which is not relevant when using NN2Poly to represent it as polynomials. The confusion matrix for the test data can be seen in Table II. It is worth noting that some classes can be particularly challenging to distinguish, such as class 5. There are several factors that can contribute to the difficulty in correctly predicting this class, including the presence of a class imbalance, a poor feature representation, and the inherent complexity of the class itself.

NN2Poly is used on the trained model (linear output, no softmax activation layer included at this point), and seven different polynomials are obtained at each output neuron.
The maximum order obtained for the polynomial, \( Q_{\text{max}} \), was tested with values 1–3. The straightforward application of the obtained polynomials can be measured with the MSE between the original NN predictions (linear prediction, before the softmax activation function) and the linear predictions of both polynomials. This results are in Table III, where it can be seen that \( Q_{\text{max}} = 1 \) and \( Q_{\text{max}} = 2 \) have similar results, with a slightly lower MSE for \( Q_{\text{max}} = 2 \). However, \( Q_{\text{max}} = 3 \) presents a significant increase in MSE. This can be explained due to the fact that increasing the Taylor order can increase the range in which the approximation is correct, but at the same time, the error grows at a faster rate outside of that range [26]. The polynomial predictions are subjected to the same process as the NN predictions. First, the predictions are converted to probabilities using the softmax function, and then, the class with the highest probability is assigned as the predicted class. The obtained accuracy is 0.99342, for the polynomial with \( Q_{\text{max}} = 2 \), 0.99339 for the polynomial with \( Q_{\text{max}} = 2 \), and 0.95311 with \( Q_{\text{max}} = 3 \), due to the increase in MSE explained previously. The confusion matrix for \( Q_{\text{max}} = 1 \) can be seen in Table IV. This result shows that NN2Poly can accurately obtain polynomial representations that predict in almost the same way as the original NN. In this case, it also showcases that even in real scenarios with tabular data, a first or second order polynomial is enough to capture the NN’s behavior. The rest of the analysis will be carried out using the \( Q_{\text{max}} = 1 \) polynomial. Note also that the number of terms in these polynomials grows as follows: 55 terms for \( Q_{\text{max}} = 1 \), 1540 terms for \( Q_{\text{max}} = 2 \), and 29,260 terms for \( Q_{\text{max}} = 3 \). Therefore, if the lower order polynomial is accurate enough, it should always be preferred.

The obtained polynomials also increase the model interpretability; however, in this case, the coefficients are not linearly related to the actual prediction, as happened in the regression case. Rather, these coefficients effect on the class probabilities can be interpreted through the softmax function in an analogous manner as the classical interpretation of the coefficients in a logistic regression. Fig. 9 contains, for visualization purposes, the ten highest coefficients in absolute value of the polynomial associated with each class. Note that this results are quite consistent with the forest type. The following relations exemplify this: forest type 1 corresponds to the \textit{spruce/fir} forest type, which is characteristic of high elevation mountains, and its highest coefficient (positive value) is associated with variable 1, that is, \textit{elevation}. On the other hand, note how forest type 2, which corresponds to \textit{lodgepole pine}, is the only type that does not present elevation (1) as its ten most important features; this type of forest can be present from ocean shores to subalpine regions; therefore, elevation is not a key feature when predicting this class. Finally, forest type 5 corresponds to \textit{aspen} forest, which is typical of high plains and mountains; in this case, elevation (1) shows a negative coefficient, which is incorrect according to the previous forest description. However, this is the class that is never predicted by the NN, which can be seen in Table II. Therefore, the NN has not properly learned this forest-type characteristics, and NN2Poly allows to detect this by interpreting the coefficients and comparing them with the expectations from expert knowledge.

\section{VI. Conclusion}

The proposed method, NN2Poly, obtains a polynomial representation that, under certain conditions, performs equivalently as a given densely connected feed-forward NN. This extends to deeper layers the work presented in [26], where it was solved for the case of a single hidden layer. NN2Poly is first presented theoretically using an inductive approach that features Taylor expansions and the combinatorial approach.
properties of an MLP. The method only relies on the condition that the synaptic potentials fall in the acceptable range of the Taylor expansion, which can be achieved by imposing some weight constraints during the training phase and using certain activation functions, such as tanh(). Furthermore, a practical and more efficient version is presented in Section IV, which lightens some of the computational burdens by reducing the total order of the computed polynomial and by simplifying the computation of multiset partitions. This shows promising results both for simulated and real tabular data in the context of regression and classification. However, there is still room for improving the efficiency of the method and increasing its application to even larger networks or higher dimension problems, as scalability still poses a challenge. Thus, advances in that regard should help expand the applications and simulations to higher dimensional tabular data or nontabular data, such as images or audio.

Furthermore, future research should be conducted on improving some of the imposed constraints to obtain an efficient way to apply NN2Poly to a broader class of NNs and activation functions. In this regard, the analysis of different regularization techniques is quite interesting, because depending on the selected technique, the effectiveness of NN2Poly may vary. Nevertheless, this analysis can be used to understand the impact of those constraints on the NNs through the obtained polynomials.

Several applications can be derived from this transformation from an NN into a polynomial. First of all, the number of parameters could be highly reduced, and this allows new interpretability and explainability techniques, as the coefficients of a polynomial have a classical statistical interpretation. Furthermore, the study of NN properties can benefit from this approach in several ways. For example, given that NN2Poly is able to generate a polynomial representation at every neuron that can be related to any other previous layer, this approach could be used to study partial internal representations learned by the NN. Moreover, these polynomials, as well as the output one, could be studied at different stages of the learning process to derive insightful conclusions. A rigorous study of these possibilities should emerge with the application of NN2Poly and the improvements in its efficiency.

APPENDIX A

MULTISET PARTITION ALGORITHM

In this appendix, details are presented on how to compute all possible partitions of a multiset $M$ (or multipartitions), associated with a combination of variables $\vec{t}$, that are needed in $\pi(\vec{t}, Q, n)$ from (17). Obtaining all of them can be done with Algorithm 3, extracted from [28].

First, note that these multipartitions can be seen as sums of vectors with nonnegative integer components, with each component representing each different element in the multiset, i.e., a representation of each partition using the notation $\vec{t}$ from (4). Consider the example of multiset $M = \{1, 1, 2, 3\}$. Then, some of its partitions are represented with vectors, as shown in Table V.

With this representation, Knuth [28] presents a procedure to obtain all possible partitions of a given multiset (Algorithm 3).

In brief, this algorithm uses tuples $(c, u, v)$ with $c$ representing the component of a multipartition vector representation, $u$ the remaining amount to be partitioned in component $c$, and $v$ the amount in the current partition. Then, the algorithm runs over all possible partitions, extracting the $v$ values for each of them.

Formally, these tuples are defined as follows. Define $(c, u, v)$ as three tuples representing a partition, where $c$ denotes the component index in the partition vector, which

---

**Algorithm 3** Multipartitions in a Decreasing Lexicographic Order [28]

**Part 1 - Initialize**

1: for $0 \leq j < m$ do
2:   Set $c_j \leftarrow j + 1$, $u_j \leftarrow v_j \leftarrow n_{j+1}$;
3: end for

**Part 2 - Subtract $v$ from $a$**

4: Set $f_0 \leftarrow a \leftarrow l \leftarrow 0$, $f_1 \leftarrow b \leftarrow m$;

**Part 3 - Push if nonzero**

5: Set $j \leftarrow a$, $k \leftarrow b$, $x \leftarrow 0$,
6: while $j < b$ do
7:   $u_k \leftarrow u_k - v_j$;
8:   if $u_k = 0$ then
9:      Set $x \leftarrow 1$, $j \leftarrow j + 1$;
10: else if $x = 0$ then
11:      $c_k \leftarrow c_j$, $v_k \leftarrow -\min(v_j, u_k)$, $x \leftarrow [u_k < v_j]$, $k \leftarrow k + 1$, $j \leftarrow j + 1$;
12: else
13:      Set $c_k \leftarrow c_j$, $v_k \leftarrow u_k$, $k \leftarrow k + 1$, $j \leftarrow j + 1$;
14: end if
15: end while

**Part 4 - Visit a partition**

16: if $k > b$ then
17:   Set $a \leftarrow b$, $b \leftarrow k$, $l \leftarrow l + 1$, $f_{l+1} \leftarrow b$;
18: return to Part 2;
19: end if

**Part 5 - Decrease $v$**

20: for $0 \leq k \leq l$ do
21:   for $f_s \leq j < f_{s+1}$ do
22:      The vector contains $v_j$ in component $c_j$
23:   end for
24: end for

**Part 6 - Backtrack**

25: Set $j \leftarrow -1$;
26: while $v_j = 0$ do
27:   Set $j \leftarrow j - 1$;
28: end while
29: if $j = a$ and $v_j = 1$ then
30:   Go to Part 6;
31: else
32:   Set $v_j \leftarrow v_j - 1$;
33:   for $j < k < b$ do
34:      Set $v_k \leftarrow u_k$;
35:     return to Part 5;
36:   end for
37:   return to Part 5;
38: if $l = 0$ then
39:   Terminate;
40: else
41:   Set $l \leftarrow l - 1$, $b \leftarrow a$, $a \leftarrow f_j$;
42:   return to Part 5;
43: end if

---
that still needs to be partitioned, and $u$ represents the amount of the $c$ component in the current partition, satisfying $0 \leq v \leq u$. Define $m$ as the number of elements in a multiset $\{n_1 \cdot 1, \ldots, n_m \cdot m\}$, and $n = n_1 + \cdots + n_m$. Then, these three tuples are stored as arrays $(c_0, c_1, \ldots, c_m)$, $(u_0, u_1, \ldots, u_m)$, and $(v_0, v_1, \ldots, v_m)$ of length $m \cdot n$. An extra array $(f_0, f_1, \ldots, f_{n+1})$ is used as a “stack,” such that the $(l+1)$ vector of the partition is formed by the elements from $f_l$ to $f_{l+1} - 1$ in the $c$, $u$, and $v$ arrays. Then, using this arrays, Algorithm 3 obtains all possible partitions of a given multiset.

APPENDIX B
REAL DATASETS

Tables VI and VII present the predictor variables descriptions for the Boston Housing and the Forest Covertype datasets. Table VIII contains the seven forest type identifiers for the response variable in the Covertype dataset.
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