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NEARBY CYCLE SHEAVES FOR SYMMETRIC PAIRS

By MIKHAIL GRINBERG, KARI VILONEN, and TING XUE

Abstract. We present a nearby cycle sheaf construction in the context of symmetric spaces. This construction can be regarded as a replacement for the Grothendieck-Springer resolution in classical Springer theory.
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1. Introduction. In this paper, we present a nearby cycle sheaf construction which is a crucial ingredient in the development of the theory of character sheaves in the context of symmetric spaces. We generalize the results of the first named author in [G1] (see also [G4]) to the case where we allow equivariant local systems as coefficients. It is shown in [VX] that this construction, and its variant, produce all character sheaves up to parabolic induction in the setting of classical symmetric spaces. The special case of the split symmetric pair \((\text{SL}(n), \text{SO}(n))\) was treated in the paper [CVX], which also relies on the construction presented here.

We consider a connected complex reductive group \(G\) and an involution \(\theta : G \to G\), giving rise to a symmetric pair \((G, K)\), with \(K = G^\theta\). We have a decomposition \(g = k \oplus p\) into \(+1\) and \(-1\) eigenspaces of \(\theta\). Let us write \(N\) for the nilpotent cone in \(g\) and let \(N_p = N \cap p\). Let \(a \subset p\) be a Cartan subspace, i.e., a maximal abelian subspace of \(p\) consisting of semisimple elements, and let \(W_a = N_K(a)/Z_K(a)\) be the little Weyl group. We write \(p^{\text{rs}}\) for the set of regular semisimple elements of \(p\) and let \(a^{\text{rs}} = a \cap p^{\text{rs}}\). We refer the reader to Section 2.1 for a definition of a regular element of \(p\), and remark that a regular semisimple element of \(p\) is not necessarily regular in \(g\). We have the adjoint quotient map:

\[
f : p \to p//K \cong a/W_a.
\]

Note that \(f^{-1}(0) = N_p\). The fiber of this map at a point \(\tilde{a}_0 \in a^{\text{rs}}/W_a\) is a regular semisimple \(K\)-orbit \(X_{\tilde{a}_0}\), whose equivariant fundamental group is given by:

\[
\pi^K_1(X_{\tilde{a}_0}) = I := Z_K(a)/Z_K(\tilde{a}_0).
\]

For each character \(\chi \in \hat{I}\), we construct a nearby cycle sheaf \(P_{\chi} \in \text{Perv}_K(N_p)\), a \(K\)-equivariant perverse sheaf on the nilpotent cone \(N_p\). We study the topological Fourier transform of \(P_{\chi}\), and show that this Fourier transform is an IC-extension of a \(K\)-equivariant local system on \(p^{\text{rs}}\) (under a suitable identification of \(p\) and \(p^\ast\)). The local systems on \(p^{\text{rs}}\) arising in this way are described explicitly in our main Theorem 3.6, where Hecke algebras with parameters \(\pm 1\), attached to certain
Coxeter subgroups of $W_a$, enter the description. The construction of these Hecke algebras can be viewed as an instance of endoscopy, as explained in [VX, Section 3.3]. This nearby cycle sheaf construction can be regarded as a replacement for the Grothendieck-Springer resolution in classical Springer theory.

The paper is organized as follows. In Section 2, we fix some notation and discuss preliminaries on the little Weyl group $W_a$ and the equivariant fundamental group $\pi^K_1(p_{rs})$. In particular, we introduce the notion of a regular splitting homomorphism, which enables us to view the fundamental group $\pi^K_1(p_{rs})$ as a semidirect product of the group $I$ and the braid group $B_{W_a}$ associated to $W_a$. This notion is needed to state our main result. We present two constructions of regular splitting homomorphisms. The first construction is geometric, arising from a Kostant-Rallis slice $s \subset p$. The second construction is more algebraic, and it leads to a full classification of such homomorphisms. In Section 3, we define the perverse sheaves $P_\chi$, $\chi \in \hat{I}$, and state our main Theorem 3.6. We also state Theorem 3.7, which describes the Fourier transform of the sheaf $P_1$, corresponding to the trivial character $\chi = 1$, as well as the monodromy action of the braid group $B_{W_a}$ on $P_1$. In Section 4, we describe in detail the example of the symmetric pair $(\text{SL}(2), \text{SO}(2))$. This example is later used in the proof of our main result. Proofs of several key facts from Sections 2 and 3 are deferred to Section 5. In Section 6, we prove Theorem 3.7. Although this result essentially already appears in [G1, G4], this section sets the stage for the proof of our main theorem in the next section. Finally, in Section 7, we prove our main theorem.
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2. Preliminaries. We work throughout over the complex numbers in the classical topology. However, we expect that our statements can be extended to other settings, such as the étale one. The classical topology allows us to work with perverse sheaves with coefficients in a general commutative ring $\mathbb{k}$, which we assume to be an integral domain and of finite global dimension. For perverse sheaves we use the conventions of [BBD]. The reader can just imagine our ring of coefficients to be $\mathbb{Z}$, as only integers arise in our constructions. In particular, Propositions 6.3 and 7.1 imply that it suffices to prove our main theorems in the case $\mathbb{k} = \mathbb{Z}$; see Remarks 6.4 and 7.2.

2.1. Symmetric pairs. Let $G$ be a connected reductive algebraic group over the complex numbers and let $\theta : G \to G$ be an involution of $G$. We write:

$$G^\theta = K.$$ 

Let $\mathfrak{g} = \text{Lie } G$. Then we have:

$$\mathfrak{g} = \mathfrak{k} \oplus \mathfrak{p},$$
where \( K \) (resp. \( p \)) is the \(+1\)-eigenspace (resp. \(-1\)-eigenspace) of \( \theta \). We fix a Cartan subspace \( a \) of \( p \); i.e., \( a \subset p \) is a maximal abelian subspace consisting of semisimple elements. We write \( p^{rs} \) for the set of regular semisimple elements of \( p \), and we let:

\[
\mathfrak{a}^{rs} = a \cap p^{rs}.
\]

Here, an element \( x \in p \) is called regular if \( \dim Z_K(x) \leq \dim Z_K(x') \) for all \( x' \in p \). We note that an element of \( p^{rs} \) is not necessarily regular semisimple as an element of \( g \). We write \( A \) for the maximal \( \theta \)-split torus of \( G \) corresponding to \( a \), where \( \theta \)-split means that \( \theta(t) = t^{-1} \) for all \( t \in A \).

Let \( L = Z_G(a) \). Note that \( L \) is \( \theta \)-stable and \( L^\theta = Z_K(a) \). We fix a \( \theta \)-stable maximal torus \( T \subset L \). Then we have \( A \subset T \) (as \( A \) is contained in the center of \( L \)), and \( T \) is also a maximal torus of \( G \). Let us write:

\[
(2.1) \quad C = T^\theta.
\]

On the level of Lie algebras, we have:

\[
(2.2) \quad \text{Lie } T = t = a \oplus c,
\]

where \( c = \text{Lie}(C) \subset \mathfrak{a} \).

We write \( X^*(T) = \text{Hom}(T, \mathbb{G}_m) \), \( X_*(T) = \text{Hom}(\mathbb{G}_m, T) \), for the characters and the cocharacters of \( T \), respectively, and \( \langle , \rangle \) for the pairing \( X^*(T) \times X_*(T) \to \mathbb{Z} \). We let \( \Phi \subset X^*(T) \) denote the set of roots of \( g \) with respect to the maximal torus \( T \subset G \), and we write \( \check{\Phi} \subset X_*(T) \) for the corresponding set of coroots. For each \( \alpha \in \Phi \), we write \( \check{\alpha} \in \check{\Phi} \) for the corresponding coroot. For \( \alpha \in \Phi \), we write \( g_\alpha \subset g \) for the associated root space. We then have:

\[
\mathfrak{g} = t \oplus \bigoplus_{\alpha \in \Phi} g_\alpha.
\]

Similarly, we write \( X^*(A) = \text{Hom}(A, \mathbb{G}_m) \), \( X_*(A) = \text{Hom}(\mathbb{G}_m, A) \), and we continue to write \( \langle , \rangle \) for the pairing \( X^*(A) \times X_*(A) \to \mathbb{Z} \). For a free abelian group \( H \) of finite rank, we write \( H_\mathbb{R} = H \otimes \mathbb{Z} \mathbb{R} \) and \( H_\mathbb{C} = H \otimes \mathbb{Z} \mathbb{C} \). We have natural identifications \( X_*(T)_\mathbb{C} \cong t, X_*(A)_\mathbb{C} \cong a, X^*(T)_\mathbb{C} \cong t^*, \) and \( X^*(A)_\mathbb{C} \cong a^* \). We will use these identifications to regard \( X_*(T) \) as a subset of \( t \), etc.

### 2.2. The little Weyl group \( W_a \)

Let us write \( W_a = W(K, a) \) for the “little” Weyl group:

\[
W_a = W(K, a) := N_K(a)/Z_K(a).
\]
Given an $\alpha \in \Phi$ we have $\theta \alpha = \beta \in \Phi$ and $\theta g_\alpha = g_\beta$, since $T$ is $\theta$-stable. We recall the following notions:

\begin{align*}
\alpha \in \Phi & \text{ is real} \quad \text{if } \alpha|_c = 0 \iff \theta \alpha = -\alpha \\
\alpha \in \Phi & \text{ is imaginary} \quad \text{if } \alpha|_a = 0 \iff \theta \alpha = \alpha \\
\alpha \in \Phi & \text{ is complex} \quad \text{otherwise.}
\end{align*}

We write:

$$\Phi_r = \{\alpha \in \Phi | \alpha \text{ real}\}, \quad \Phi_i = \{\alpha \in \Phi | \alpha \text{ imaginary}\}.$$ 

Both $\Phi_r$ and $\Phi_i$ are sub-root systems of $\Phi$.

We write $\Sigma \subset X^*(A)$ for the restricted root system, i.e., for the root system formed by the non-zero restrictions of the roots in $\Phi$ to $a$. Thus, $\Sigma$ consists of the restrictions of the real and complex roots to $a$. We have:

\begin{equation}
(2.3) \quad g = Z_g(a) \oplus \bigoplus_{\bar{\alpha} \in \Sigma} g_{\bar{\alpha}},
\end{equation}

where we denote the restricted roots by $\bar{\alpha}$ and the corresponding root spaces by $g_{\bar{\alpha}}$. The root system $\Sigma$ is not necessarily reduced, and the root spaces $g_{\bar{\alpha}}$ are not necessarily one dimensional. We note that for $\alpha \in \Phi \setminus \Phi_i$, the roots $\alpha$ and $-\theta \alpha$ give rise to the same restricted root in $\Sigma$, since $(\alpha + \theta \alpha)|_a = 0$. We denote the resulting restricted root by $\bar{\alpha}$. If we interpret $\alpha^* \supseteq$ a as a subspace of $t'$, using the direct sum decomposition (2.2), then we can write:

\begin{equation}
(2.4) \quad \bar{\alpha} = \frac{1}{2}(\alpha - \theta \alpha).
\end{equation}

In particular, for a complex root $\alpha \in \Phi$, the (restricted) root space attached to $\bar{\alpha}$ is at least two dimensional.

It is well known that the little Weyl group $W_a$ is the Coxeter group associated to the restricted root system $\Sigma$ (see, for example, [K, R]), thus generated by the reflections $s_{\bar{\alpha}}$ at the restricted roots $\bar{\alpha} \in \Sigma$.

In what follows we describe the structure of $W_a$ in more detail, following [V]. Let $W = W(G,T) = N_G(T)/Z_G(T)$ denote the “big” Weyl group. Then $W$ is the Coxeter group associated to the root system $\Phi \subset X^*(T)_R \subset X^*(T)_C \cong t^*$. Recall that the pair $(G,\theta)$ uniquely determines a $\theta$-invariant real form $G_R$ of $G$, such that $K_R = K \cap G_R$ is a maximal compact subgroup of $K$. We let $g_R = \text{Lie}(G_R)$, $k_R = \text{Lie}(K_R) = k \cap g_R$, and $p_R = p \cap g_R$. Then $g_R = k_R \oplus p_R$ is a Cartan decomposition, meaning that $u = k_R \oplus ip_R$ is a compact real form of $g$ (where $i = \sqrt{-1}$). We will also write $t_R = t \cap g_R$, $c_R = c \cap g_R$, and $a_R = a \cap g_R$. Then we have natural identifications: $X_*(A)_R \cong a_R$ and $X_*(T)_R \cong ic_R \oplus a_R$.

Pick a $G$-invariant symmetric bilinear form $\nu_{\theta}$ on $g$, which restricts to a pseudo-Euclidean structure on $g_R$, so that $g_R = k_R \oplus p_R$ is an orthogonal decomposition,
and we have $\nu|_{R_R} < 0$ and $\nu|_{p_R} > 0$. Note that, by construction, the form $\nu$ is non-degenerate and $\theta$-invariant. Note also that if $G$ is semisimple, we can take $\nu$ to be the Killing form. By construction, the form $\nu$ restricts to a Euclidean structure on $X_*(T)_R$. This exhibits the Weyl groups $W$ and $W_a$ as Coxeter groups acting on the Euclidean spaces $X_*(T)_R$ and $X_*(A)_R$, respectively. From now on, we will use the above identification to write $a_R$ for $X_*(A)_R$.

**Remark 2.1.** Since many of our constructions will depend on the choice of the bilinear form $\nu$, we note that this choice comes from a convex, and therefore contractible, set of possibilities.

In a number of places in this paper, we will need to fix a metric on $p$. To that end, note that the bilinear form $\nu$ gives rise to a Hermitian structure $\langle \cdot, \cdot \rangle$ on $p_R$, defined by $\langle x, y \rangle = \nu(x, y)$ for all $x, y \in p_R$. We will measure distances and angles in $p$ with respect to this Hermitian structure.

Recall the root systems $\Phi_r$ and $\Phi_i$. Pick positive systems $\Phi_r^+ \subset \Phi_r$ and $\Phi_i^+ \subset \Phi_i$ (for example, we can choose a positive system $\Phi_{+} \subset \Phi$ and let $\Phi_r^+ = \Phi_r \cap \Phi^+$, $\Phi_i^+ = \Phi_i \cap \Phi^+$). Let $\rho^r$ and $\rho^i$ be the half sums of the positive real roots and the positive imaginary roots, defined with respect to $\Phi_r^+$ and $\Phi_i^+$, respectively. With these choices we define:

$$\Phi_c = \{ \alpha \in \Phi \mid \alpha \text{ complex and perpendicular to } \rho^r \text{ and } \rho^i \}. $$

Note that the condition that $\alpha$ is complex in the above definition is redundant. Note further that $\Phi_c$ is also a sub-root system of $\Phi$, and that $\theta$ restricts to an involution on $\Phi_c$. Let us write:

$$W_r \ (\text{resp. } W_i, W_c) = \text{the Coxeter group associated to } \Phi_r (\text{resp. } \Phi_i, \Phi_c).$$

Let $W^\theta \subset W$ (resp. $W_c^\theta \subset W_c$) be the subgroup consisting of the elements that commute with $\theta$. Then, according to [V, Proposition 3.12], we have:

$$W^\theta = W_c^\theta \ltimes (W_r \times W_i).$$

Moreover, we have an isomorphism:

$$W_a \cong W_c^\theta \ltimes W_r,$$

given by restricting elements of the RHS to $a$ (see, for example, [V, Proposition 4.16]).

The group $W_r$ (as a subgroup of $W_a$) is generated by the reflections $s_{\alpha}$ for the real roots $\alpha \in \Phi_r$. The structure of $W_c^\theta$ is described as follows. By [V, Lemma 3.1, p. 958], we can write $\Phi_c$ as a disjoint union $\Phi_1^1 \sqcup \Phi_2^2$, such that:

- the roots in $\Phi_1^1$ are orthogonal to the roots in $\Phi_2^2$ and
- $\theta: \Phi_1^1 \to \Phi_2^2$ is an isomorphism of root systems.
In particular, we have:

\[(2.7) \quad \alpha \text{ and } \theta \alpha \text{ are perpendicular, } \alpha \in \Phi_c.\]

By (2.6), we have:

\[(2.8) \quad W^\theta_c \text{ is generated by the products } s_\alpha s_{\theta \alpha}, \quad \alpha \in \Phi_c.\]

Using (2.4), one can readily check that:

\[(2.9) \quad \text{for } \alpha \in \Phi_c, \quad s_\tilde{\alpha} = s_\alpha s_{\theta \alpha}|_a \in W_a.\]

We now pick a Weyl chamber \(a^+ \subset a \subset p_{rs}\) for the little Weyl group \(W_a\), as follows. The choice of the positive system \(\Phi^+_r \subset \Phi_r\) gives us a choice of a Weyl chamber \(a^+_r \subset a_r\), i.e., a connected component of \(a_r - \cup_{\alpha \in \Phi_c} H_{\tilde{\alpha}}\), where the \(H_{\tilde{\alpha}} \subset a\) is the root hyperplane corresponding to \(\tilde{\alpha} \in \Sigma \subset a^*_R \cong X^*_A(R)\). We take \(a^+_r\) to be one of the connected components of the intersection \(a^+_r \cap a^r\) (cf. (2.5)).

Let \(S \subset W_a\) be the set of simple reflections associated to the Weyl chamber \(a^+_r\), i.e., the reflections in the walls of \(a^+_r\). Using the semidirect product decomposition (2.5), we observe that if \(w \in W_a\) fixes the Weyl chamber \(a^+_r\), then we have \(w \in W^\theta_c\). Thus, by our choice of the Weyl chamber \(a^+_r\), each simple reflection \(s \in S\) belongs to either \(W_r\) or \(W_c^\theta\). Let \(s \in W_a\) be a reflection, i.e., \(s = s_{\tilde{\alpha}}\) for some \(\tilde{\alpha} \in \Sigma\) (where \(s_{\tilde{\alpha}}\) denotes the reflection corresponding to the restricted root \(\tilde{\alpha} \in \Sigma\)). Then, by (2.5), we have:

\[(2.10) \quad \text{either } \exists \alpha \in \Phi_r \text{ such that } s = s_{\tilde{\alpha}} \text{ or } \exists w \in W_a \text{ such that } ws w^{-1} \in W^\theta_c.\]

For each reflection \(s \in W_a\), we define:

\[(2.11) \quad \Phi_s = \{ \alpha \in \Phi \mid \tilde{\alpha} \neq 0, \ s_{\tilde{\alpha}} = s \},\]

and

\[(2.12) \quad \delta(s) = \frac{1}{2} |\Phi_s| = \frac{1}{2} \sum_{\tilde{\alpha} \in \Sigma \atop s_{\tilde{\alpha}} = s} \dim g_{\tilde{\alpha}}.\]

If \(\delta(s) = 1\), we write \(\alpha_s \in \Phi^+_r\) for the unique positive real root such that \(s = s_{\tilde{\alpha}_s}\).

2.3. The equivariant fundamental group \(\pi^K_1(p^r, a_0)\). Pick a basepoint \(a_0 \in a^+_r \subset p^r_s\). In this subsection, we describe the equivariant fundamental group \(\pi^K_1(p^r, a_0)\).

Remark 2.2. Note that the Weyl chamber \(a^+_r \subset p^r_s\) is contractible. Therefore, the fundamental groups \(\pi^K_1(p^r, a)\), for different choices of \(a \in a^+_r\), are all canonically isomorphic to each other.
Given an algebraic group $G$, we will write $G^0$ for the identity component of $G$. If $G$ acts on a variety $X$, we can think of the equivariant fundamental group $\pi_1^G(X)$ in a classical way as $\pi_1((EG \times X)/G)$. Furthermore, we choose our conventions so that $\pi_1^G(pt) = G/G^0$. In particular, if $X$ is connected, we identify $G$-equivariant local systems on $X$ with (left) representations of $\pi_1^G(X)$.

Let:

$$I = Z_K'(a)/Z_K(a)^0,$$

be the component group of $Z_K(a)$. We have:

$$I = C/C^0,$$

where $C$ is defined in (2.1). Let us write $A[2]$ for the group of order 2 elements of the torus $A$. Then we have $A[2] \subset C$ and $C = C^0 \cdot A[2]$ (see, for example, [KR, Proposition 1]). Thus, there is a surjection:

\begin{equation}
(2.13) \quad A[2] \to C/C^0 = I.
\end{equation}

It follows that $I$ is an elementary abelian 2-group, i.e., a finite product of copies of $\mathbb{Z}/2$, and the little Weyl group $W_a$ acts on $I$ via conjugation.

Consider the adjoint quotient map:

$$f : p \to p/K \cong a/W_a.$$ 

It restricts to a fibration $f : p^{rs} \to a^{rs}/W_a$. We set $\tilde{a}_0 = f(a_0)$. Recall that:

$$B_{W_a} := \pi_1(a^{rs}/W_a, \tilde{a}_0),$$

is the braid group attached to the Coxeter group $W_a$. Let us write:

$$X_{\tilde{a}_0} = f^{-1}(\tilde{a}_0) = \text{the semisimple } K\text{-orbit through } a_0.$$ 

We have $X_{\tilde{a}_0} \cong K/Z_K(a_0)$, $Z_K(a_0) = Z_K(a)$, and therefore:

$$\pi_1^K(X_{\tilde{a}_0}, a_0) \cong I.$$ 

Note that the group $K$ is not necessarily connected. To deal with this disconnectedness, we write:

$$I^0 = \pi_1^K(X_{\tilde{a}_0}, a_0) = Z_{K^0}(a)/Z_K(a)^0 = \text{Im}(\pi_1(X_{\tilde{a}_0}, a_0) \to \pi_1^K(X_{\tilde{a}_0}, a_0)) \subset I.$$ 

We then have:

$$I/I^0 \cong K/K^0.$$ 

Here we have used the fact that $X_{\tilde{a}_0}$ is connected, and hence it is also a homogenous space for $K^0$. Furthermore, we have:

\begin{equation}
(2.14) \quad W_a = N_K(a)/Z_K(a) = N_{K^0}(a)/Z_{K^0}(a).
\end{equation}
Let us write:
\[
\tilde{B}_W = \pi_1^K(p^{rs}, a_0), \quad \tilde{B}_W^0 = \pi_1^{K_0}(p^{rs}, a_0) = \text{Im} (\pi_1(p^{rs}, a_0) \to \pi_1^K(p^{rs}, a_0)).
\]

Then we have \(\tilde{B}_W / \tilde{B}_W^0 \cong K/K^0\). We thus have the following commutative diagram:

\[
\begin{array}{ccccccccc}
1 & \longrightarrow & I^0 & \longrightarrow & \tilde{B}_W^0 & \longrightarrow & B_W & \longrightarrow & 1 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \\
1 & \longrightarrow & I & \longrightarrow & \tilde{B}_W & \longrightarrow & B_W & \longrightarrow & 1 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \\
K/K^0 & & K/K^0.
\end{array}
\]

To gain further insight into the structure of \(\tilde{B}_W\), define:
\[
\tilde{W}_a = N_K(a)/Z_K(a)^0.
\]

We then have the following commutative diagram:

\[
\begin{array}{ccccccccc}
1 & \longrightarrow & I & \longrightarrow & \tilde{B}_W & \longrightarrow & B_W & \longrightarrow & 1 \\
\downarrow & & \downarrow \tilde{q} & & \downarrow p & & \downarrow q & & \\
1 & \longrightarrow & I & \longrightarrow & \tilde{W}_a & \longrightarrow & W_a & \longrightarrow & 1.
\end{array}
\]

To define the maps in the diagram above, note that we have:
\[
\tilde{B}_W = \pi_1^K(p^{rs}, a_0) \cong \pi_1^{N_K(a)}(a^{rs}, a_0) \cong \pi_1^{\tilde{W}_a}(a^{rs}, a_0).
\]

Also, we have:
\[
B_W = \pi_1(a^{rs}/W_a, \bar{a}_0) \cong \pi_1^{W_a}(a^{rs}, a_0).
\]

The maps \(p\) and \(\tilde{p}\) are given by mapping \(a^{rs}\) to a point, the map \(q\) is the natural quotient map, and the map \(\tilde{q}\) is induced by \(q\). It follows from diagram (2.15) and the abelian property of \(I\) that the conjugation action of \(\tilde{B}_W\) on itself descends to an action of \(B_W\) on \(I\), and that this action factors through the conjugation action of \(W_a\) on \(I\). We will denote these actions of \(B_W\) and \(W_a\) on \(I\) by “·”; so we have \(b \cdot u = p(b) \cdot u \in I\) for all \(u \in I\) and \(b \in B_W\). Note that the action of \(W_a\) preserves the subgroup \(I^0 \subset I\) and induces a trivial action on the quotient \(I/I^0 \cong K/K^0\). Note also that the kernel of the map \(p\) is the pure braid group \(PB_W = \pi_1(a^{rs}, a_0)\).

Moreover, by inspection, the right square of diagram (2.15) is Cartesian, and hence we can identify the group \(\tilde{B}_W\) as a subgroup of \(\tilde{W}_a \times B_W\) as follows:

\[
(\tilde{w}, b) \in \tilde{W}_a \times B_W \mid q(\tilde{w}) = p(b).
\]
A further remarkable property of diagram (2.15) is that the top row of this diagram splits, i.e., the map \( \tilde{\varphi} : B_{W_a} \to \tilde{B}_{W_a} \). To show this, it suffices to split the exact sequence:

\[
1 \to \pi_1(X_{\tilde{a}_0}) \to \pi_1(p^{\text{rs}}, a_0) \to B_{W_a} \to 1.
\]  

We can do so using a Kostant-Rallis section. More precisely, for each regular nilpotent element \( y \in N_{p} \), there exists a linear subvariety (i.e., a parallel translate of a vector subspace) \( s \subset p \) containing \( y \), such that the embedding \( s \to p // K \cong a//W_a \) (see [KR, Theorems 11, 12, 13]). Let \( s^{\text{rs}} = s \cap p^{\text{rs}} \). The \( K \)-orbit \( X_{\tilde{a}_0} \) intersects the section \( s \) at exactly one point \( a' \in s^{\text{rs}} \). The restriction \( f|_{s^{\text{rs}}} : s^{\text{rs}} \to a^{\text{rs}}//W_a \) induces an isomorphism:

\[
B_{W_a} = \pi_1(a^{\text{rs}}/W_a, \tilde{a}_0) \cong \pi_1(s^{\text{rs}}, a').
\]  

By composing isomorphisms (2.18) and (2.19) with the map of fundamental groups induced by the embedding \( s^{\text{rs}} \to p^{\text{rs}} \), we obtain a homomorphism \( B_{W_a} \to \pi_1(p^{\text{rs}}, a_0) \) which splits the exact sequence (2.17). Note that this splitting homomorphism depends on the triple \([y, s, \Gamma]\). It gives rise to a homomorphism:

\[
\tilde{\varphi}[y, s, \Gamma] : B_{W_a} \to \tilde{B}_{W_a},
\]  

which splits the top row of diagram (2.15). We will refer to the homomorphism \( \tilde{\varphi}[y, s, \Gamma] \) as the Kostant-Rallis splitting corresponding to the triple \([y, s, \Gamma]\).

### 2.4. The subgroups \( \tilde{W}_s \) and the concept of a regular splitting.

The homomorphism \( \tilde{\varphi}[y, s, \Gamma] \) possesses a certain key property with respect to the simple reflections in \( W_a \), which we call regularity, and which we now proceed to describe. We begin by associating to each reflection \( s \in W_a \) certain subgroups \( W_s \subset W_a \), \( \tilde{W}_s \subset \tilde{W}_a \), and \( I_s \subset I \).

Let \( s \in W_a \) be a reflection. Let \( a_s \subset a \) denote the hyperplane fixed by \( s \). Let:

\[
K_s = Z_K(a_s) \quad \text{and} \quad \mathfrak{k}_s = \text{Lie}(K_s) \subset \mathfrak{k}.
\]  

Define:

\[
W_s = N_{K_s^0}(a)/Z_{K_s^0}(a) \quad \text{and} \quad \tilde{W}_s = N_{K_s^0}(a)/Z_{K_s^0}(a)^0.
\]  

We have a natural projection \( q_s : \tilde{W}_s \to W_s \). Note that \( Z_{K_s^0}(a)^0 = Z_K(a)^0 \). Therefore, we have inclusions \( W_s \to W_a \) and \( \tilde{W}_s \to \tilde{W}_a \). We will use these inclusions to
view $W_s$ (resp. $\widetilde{W}_s$) as a subgroup of $W_a$ (resp. $\widetilde{W}_a$). We have the following short exact sequence:

$$1 \rightarrow I_s := Z_{K^0_s}(a)/Z_{K^0_s}(a)^0 \rightarrow \widetilde{W}_s \xrightarrow{q_s} W_s \rightarrow 1.$$ 

Note that, by construction, we have $I_s \subset I^0 \subset I$.

The groups $W_s, \widetilde{W}_s, I_s$ defined above can be described as follows. Recall the positive real root $\alpha_s$, associated to $s$ when $\delta(s) = 1$, such that $s = s_\alpha s$.

**Lemma 2.3.** We have:

(i) $W_s = \{1, s\} \subset W_a$.

(ii) If $s = s_\alpha$ for $\alpha \in \Phi$, then $\alpha(-1)$ represents an element of $I_s \subset I$.

(iii) If $\delta(s) > 1$, then $Z_{K^0_s}(a)$ is connected, we have $I_s = \{1\}$, and $q_s : \widetilde{W}_s \rightarrow W_s$ is an isomorphism.

(iv) If $\delta(s) = 1$, then we have $I_s = \langle \alpha_s(-1) \rangle$. Furthermore,

(a) if $\alpha_s(-1) \in Z_K(a)^0$ then $Z_{K^0_s}(a)$ is connected, we have $I_s = \{1\}$, and $q_s : \widetilde{W}_s \rightarrow W_s$ is an isomorphism;

(b) if $\alpha_s(-1) \notin Z_K(a)^0$, then we have $I_s \cong \mathbb{Z}/2$, $\widetilde{W}_s \cong \mathbb{Z}/4$, and $q_s : \widetilde{W}_s \rightarrow W_s$ is a surjection.

A proof of Lemma 2.3 will be given in Section 5.1.

**Remark 2.4.** The groups $I_s = \ker(q_s) \subset \widetilde{W}_s$, for all reflections $s \in W_a$, generate the subgroup $I^0 \subset I$; see, for example, [K, Theorem 7.55]. In [K] the result is stated for semisimple groups, but by passing to the derived group, we can conclude that it also holds for reductive groups.

Recall the set $S \subset W_a$ of simple reflections corresponding to the Weyl chamber $a_\mathbb{R}^+$. For each $s \in S$, let $\sigma_s \in B_{W_a}$ be the counterclockwise braid generator corresponding to $s$.

**Definition 2.5.** Let $\tilde{r} : B_{W_a} \rightarrow \widetilde{B}_{W_a}$ be a homomorphism which splits the top row of diagram (2.15). We say that $\tilde{r}$ is a regular splitting if the composition $r = \tilde{p} \circ \tilde{r} : B_{W_a} \rightarrow \widetilde{W}_a$ satisfies:

$$r(\sigma_s) \in \widetilde{W}_s \subset \widetilde{W}_a,$$

for every $s \in S$.

**Proposition 2.6.** The splitting homomorphism $\tilde{r}[y, s, \Gamma]$ of equation (2.20) is regular for every choice of the triple $[y, s, \Gamma]$.

We suspect that, in fact, every splitting homomorphism $\tilde{r} : B_{W_a} \rightarrow \widetilde{B}_{W_a}$ is regular, and every regular splitting is a Kostant-Rallis splitting for some triple $[y, s, \Gamma]$. A proof of Proposition 2.6 will be given in Section 5.3.
A more algebraic description of the set of all regular splittings can be given by demonstrating that they can be constructed “one simple reflection at a time.” More precisely, we have the following lemma.

**Lemma 2.7.** Let $s_1, s_2 \in S$ be a pair of simple reflections. For each $i = 1, 2$, pick a lift:

$$\tilde{s}_i \in q_{s_i}^{-1}(s_i) \subset \tilde{W}_{s_i}.$$  

Then the elements $\tilde{s}_1, \tilde{s}_2 \in \tilde{W}_a$ satisfy the braid relation for $\sigma_{s_1}, \sigma_{s_2} \in B_{W_a}$.

A proof of Lemma 2.7 will be given in Section 5.4. The lemma enables us to define a splitting homomorphism $\tilde{r}: B_{W_a} \rightarrow \tilde{B}_{W_a}$ as follows. For each simple reflection $s \in S$, pick an element:

$$(2.21) \quad \tilde{s} \in q_s^{-1}(s) \subset \tilde{W}_s \subset \tilde{W}.$$  

Note that, by Lemma 2.3, there is either one or two choices for each $\tilde{s}$. Define a lifting homomorphism:

$$r: B_{W_a} \rightarrow \tilde{W}_a \quad \text{by} \quad r: \sigma_s \mapsto \tilde{s}, \ s \in S.$$  

Lemma 2.7 ensures that the map $r$ is well defined. Finally, in terms of isomorphism (2.16), define the splitting homomorphism:

$$\tilde{r}: B_{W_a} \rightarrow \tilde{B}_{W_a} \quad \text{by} \quad \sigma_s \mapsto (r(s), \sigma_s), \ s \in S.$$  

By construction, the map $\tilde{r}$ is a regular splitting in the sense of Definition 2.5.

Moreover, it is clear from Definition 2.5 that every regular splitting arises via the above construction from some choice of the $\{\tilde{s}\}_{s \in S}$.

Note that, given a splitting homomorphism $\tilde{r}: B_{W_a} \rightarrow \tilde{B}_{W_a}$, whether regular or not, we obtain an identification:

$$\tilde{B}_{W_a} \cong I \ltimes B_{W_a}, \quad (\tilde{w}, b) \mapsto (\tilde{w}r(b)^{-1}, b),$$

where $r = \tilde{p} \circ \tilde{r}: B_{W_a} \rightarrow \tilde{W}_a$, and $B_{W_a}$ acts on $I$ through the map $p: B_{W_a} \rightarrow W_a$, via $b : u \mapsto r(b)ur(b)^{-1}, \ b \in B_{W_a}, \ u \in I$. In order to state our main theorem in Section 3, we now fix a regular splitting homomorphism:

$$(2.22) \quad \tilde{r}: B_{W_a} \rightarrow \tilde{B}_{W_a}.$$  

For example, we can use Proposition 2.6 and take $\tilde{r}$ to be a Kostant-Rallis splitting.

### 3. Statement of the main theorem.

Recall the $G$-invariant and $\theta$-invariant non-degenerate symmetric bilinear form $\nu_g$ on $g$, which was fixed in Section 2.2.
Using this form, we identify $p^*$ with $p$. We write $\mathcal{F}$ for the topological Fourier transform functor, which induces an equivalence:

$$\mathcal{F} : \text{Perv}_K(p)_{\mathbb{C}^*\text{-conic}} \to \text{Perv}_K(p)_{\mathbb{C}^*\text{-conic}},$$

on the category of $K$-equivariant $\mathbb{C}^*$-conic perverse sheaves on $p$. See [KS, Definition 3.7.8] for a definition of this functor up to a shift.

In [G1, G3, G4], the first named author explains how to analyze the nearby cycle sheaf $P = P_f$ with constant coefficients for the adjoint quotient map $f : p \to p//K$. In particular, it is shown in [G1, G4] that $P$ is a $\mathbb{C}^*$-conic perverse sheaf on the nilcone $N_p = f^{-1}(0)$, which is independent of the curve one chooses to perform the nearby cycle construction. It is also shown that the topological Fourier transform $\mathcal{F}P$ is the IC-extension of a local system on $p_{rs}$, which is further explicitly described.

We now proceed to generalize the results of [G1, G4] on the sheaf $P$ to the case of nearby cycle sheaves with twisted coefficients. There are two technical distinctions between the settings of [G1, G4] and of the present paper. First, in the present paper, we allow $K$ to be disconnected and work with $K$-equivariant sheaves and local systems. Second, we work with coefficients in $\mathbb{k}$, while [G1, G3, G4] work with coefficients in $\mathbb{C}$. The latter distinction does not materially affect any of the discussion.

\subsection{Nearby cycle sheaves with twisted coefficients.}

In this subsection, we introduce the nearby cycle sheaves $P_{\chi}$ for $\chi \in \hat{I}$, and the monodromy action of the braid group $B_{W_a}$ on $P_{\chi}$ for $\chi = 1$. Let $\mathbb{k}^*$ be the group of invertible elements of $\mathbb{k}$, and let $\hat{I} := \text{Hom}(I, \mathbb{k}^*)$ be the set of characters of $I$. Since $I$ is an elementary abelian 2-group, and $\mathbb{k}$ is an integral domain, we have:

$$\hat{I} = \text{Hom}(I, \{\pm 1\}).$$

Note that there is only one character if $\mathbb{k}$ is of characteristic 2. Fix a character $\chi \in \hat{I}$. Recall that the equivariant fundamental group of $X_{\tilde{a}_0}$ is given by:

$$\pi_1^K(X_{\tilde{a}_0}, a_0) \cong I.$$ 

Therefore, the character $\chi$ gives rise to a rank one $K$-equivariant local system $\mathcal{L}_\chi$ on $X_{\tilde{a}_0}$, with $(\mathcal{L}_\chi)_{a_0} = \mathbb{k}$. We apply base change to the adjoint quotient map $f : p \to a/W_a$, to form a family:

$$Z_{\tilde{a}_0} = \{(x, c) \in p \times \mathbb{C} \mid f(x) = c\tilde{a}_0\} \to \mathbb{C},$$

where the $\mathbb{C}$-action on $a/W_a$ is induced by the action on $a$, so that $f(ca) = cf(a)$ for all $c \in \mathbb{C}$ and $a \in a$. Let $Z_{\tilde{a}_0}^{rs} = \{(x, c) \in Z_{\tilde{a}_0} \mid c \neq 0\}$, and let $p_{\tilde{a}_0} : Z_{\tilde{a}_0}^{rs} \to X_{\tilde{a}_0}$ be the map $p_{\tilde{a}_0} : (x, c) \mapsto c^{-1}x$. By construction, the family $Z_{\tilde{a}_0} \to \mathbb{C}$ is $K$-equivariant.
Let us write $\psi_{\tilde{a}_0}$ for the nearby cycle functor with respect to this family. We set:

\[ P_\chi = \psi_{\tilde{a}_0} \circ p^*_a \left( L_\chi \right)[ - ] \in \text{Perv}_K \left( \mathcal{N}_p \right). \]

Here and henceforth $[ - ]$ denotes an appropriate cohomological shift, so that the resulting sheaf is perverse. Note that every object of $\text{Perv}_K(\mathcal{N}_p)$ is $\mathbb{C}^\ast$-conic, since the nilcone $\mathcal{N}_p$ consists of finitely many $K$-orbits, and each $K$-orbit $O \subset \mathcal{N}_p$ is $\mathbb{C}^\ast$-invariant.

Note that the construction of the sheaf $P_\chi$ depends on the choices of the general fiber $X_{\tilde{a}_0} = f^{-1}(\tilde{a}_0)$ and of the basepoint $a_0 \in X_{\tilde{a}_0}$. We will next discuss how this construction varies as we vary the fiber $X_{\tilde{a}_0}$. We begin with the case where $\chi = 1$ is the trivial character and the local system $L_1$ is trivial. We consider the following family:

\[ Z = \{ (x, \tilde{a}, c) \in p \times (a^{rs}/W_a) \times \mathbb{C} \mid f(x) = c\tilde{a} \} \xrightarrow{F} a^{rs}/W_a \times \mathbb{C} \]

\[ \xrightarrow{\Rightarrow} a^{rs}/W_a \times \mathbb{C} \]

where all the maps are projections. Let $F_2 : Z \to \mathbb{C}$ be the map $(x, \tilde{a}, c) \mapsto c$, and let $\psi_{F_2}$ be the corresponding nearby cycle functor. Note that we have:

\[ F^{-1}(\tilde{a}, c) = cX_{\tilde{a}} \times \{ \tilde{a} \} \times \{ c \} \quad \text{and} \quad F_2^{-1}(0) = \mathcal{N}_p \times a^{rs}/W_a \times \{ 0 \}. \]

We now set:

\[ \mathcal{P} = \psi_{F_2}(k_Z)[ - ] \in \text{Perv}_K \left( \mathcal{N}_p \times (a^{rs}/W_a) \right). \]

Let $Z_0 = F_2^{-1}(0)$ and let $Z^{rs} = Z - Z_0$. Write $\mathcal{N}_p/K$ for the set of $K$-orbits in $\mathcal{N}_p$. Let $\mathcal{S}_Z$ be the stratification of $Z$ given by:

\[ Z = Z^{rs} \cup \bigcup_{O \in \mathcal{N}_p/K} O \times a^{rs}/W_a \times \{ 0 \}, \]

and let $\mathcal{S}_{Z_0}$ be the corresponding stratification of $Z_0$. Note that $\mathcal{S}_{Z_0}$ is a product of an orbit stratification of $\mathcal{N}_p$ and a trivial stratification of $a^{rs}/W_a$. Thus, it is a Whitney stratification. We fully expect that $\mathcal{S}_Z$ is a Whitney stratification as well, i.e., that Whitney conditions hold for the pair $(Z^{rs}, O \times a^{rs}/W_a \times \{ 0 \})$, for every $O \in \mathcal{N}_p/K$. However, this seems to require a separate argument, and is not necessary for our applications.

**Proposition 3.1.** For every $O \in \mathcal{N}_p/K$, the pair of strata:

\[ (Z^{rs}, O \times a^{rs}/W_a \times \{ 0 \}), \]

satisfies Thom’s $A_{F_2}$ condition.
We defer the proof of Proposition 3.1 to Section 5.5, where we also recall the definition of the $A_{F_2}$ condition (see Definition 5.7). A general reference for this condition is [Ma, Section 11]. The significance of Proposition 3.1 is in the following corollary.

**Corollary 3.2.** The sheaf $\mathcal{P}$ is constructible with respect to the stratification $S_{Z_0}$.

**Proof.** Consider the ambient manifold $M = \mathfrak{p} \times (a^{rs}/W_a) \times \mathbb{C} \supset Z$. For every $c \in \mathbb{C}^*$, let $\Lambda_c = T^{rs-1}(c)M \subset T^*M$ be the conormal bundle to the general fiber of $F_2$. Let $SS(\mathcal{P}) \subset T^*M$ denote the micro-support of $\mathcal{P}$. For this argument, we are only interested in $SS(\mathcal{P})$ as a Lagrangian subvariety without multiplicities. By a theorem of Ginzburg, see [Gi, Theorem 5.5] and the remark that follows that theorem, we have:

$$SS(\mathcal{P}) = \lim_{c \to 0} \Lambda_c.$$ 

By Proposition 3.1, we have $\lim_{c \to 0} \Lambda_c \subset \Lambda_{S_{Z_0}}$, where $\Lambda_{S_{Z_0}} \subset T^*M$ is the conormal variety to the stratification $S_{Z_0}$. The corollary follows. □

**Remark 3.3.** In the proof of Corollary 3.2, we have cited [Gi], which works in the setting of $\mathcal{D}$-modules. However, the corollary can also be readily established by a standard transversality argument in the context of constructible sheaves. Roughly speaking, it follows from the fact that, given a point $z \in Z_0$ and a pair of small numbers $0 < \epsilon \ll \delta \ll 1$, the boundary $\partial B_{z,\delta}$ of the $\delta$-ball around $z$ meets the fiber $F^{rs-1}(c)$ transversely for all $c \in \mathbb{C}^*$ with $|c| < \epsilon$.

Let $\text{Perv}_K(Z_0, S_{Z_0})$ denote the category of $K$-equivariant perverse sheaves on $Z_0$, constructible with respect to $S_{Z_0}$. For every $\bar{a} \in a^{rs}/W_a$, let $j_{\bar{a}} : N_p \to Z_0$ be the inclusion $x \mapsto (x, \bar{a}, 0)$, and let $j_{\bar{a}}^* : \text{Perv}_K(Z_0, S_{Z_0}) \to \text{Perv}_K(N_p)$ be the corresponding perverse (i.e., properly shifted) restriction functor. Using Corollary 3.2, for each $\bar{a} \in a^{rs}/W_a$, we can consider the sheaf:

$$\mathcal{P}_{\bar{a}} = j_{\bar{a}}^*(\mathcal{P}) \in \text{Perv}_K(N_p).$$

Note that we have:

$$\mathcal{P}_{\bar{a}_0} \cong \mathcal{P}_1.$$

The sheaves $\{\mathcal{P}_\bar{a} \in \text{Perv}_K(N_p)\}$ form a local system over $a^{rs}/W_a$. Thus, we obtain a monodromy representation:

$$\mu : B_{W_a} \to \text{Aut}(\mathcal{P}),$$

(3.4)

where $P = P_1$. We will refer to this action as the monodromy in the family $f$. 
3.2. Monodromy in the family with twisted coefficients. In this subsection, we introduce the natural counterparts of the monodromy representation (3.4) for a general character $\chi \in \hat{I}$. These constructions are not needed to state our main results, but will be used in their proofs. The situation for a general character $\chi$ is more complex than for $\chi = 1$. The local system $L_\chi$ does not, in general, extend to all of $p^a$. However, we can make the following construction. Let us write $W_{a,\chi}$ for the stabilizer of $\chi$ in $W_a$, i.e.,

$$W_{a,\chi} := \text{Stab}_{W_a}(\chi).$$

Let us also write:

$$B^X_{W_a} := p^{-1}(W_{a,\chi}) \subset B_{W_a}, \quad \tilde{B}^X_{W_a} := \tilde{q}^{-1}(B^X_{W_a}) \subset \tilde{B}_{W_a}.$$ 

Thus, we obtain the following commutative diagram:

$$
\begin{array}{cccc}
1 & \longrightarrow & I & \longrightarrow & \tilde{B}^X_{W_a} \longrightarrow & B^X_{W_a} \longrightarrow & 1 \\
\| & & \downarrow \overline{p} & & \downarrow p & & \\
1 & \longrightarrow & I & \longrightarrow & \tilde{W}_{a,\chi} & \longrightarrow & W_{a,\chi} \longrightarrow & 1.
\end{array}
$$

Consider the projection $a/W_{a,\chi} \rightarrow a/W_a$, and form a Cartesian commutative diagram as follows:

$$
\begin{array}{ccc}
\tilde{p}_\chi & \longrightarrow & p \\
\downarrow f & & \downarrow f \\
a/W_{a,\chi} & \longrightarrow & a/W_a.
\end{array}
$$

Let $\tilde{p}^{rs}_\chi = f^{-1}_X(a^{rs}/W_{a,\chi}) \subset \tilde{p}_\chi$. Let $\hat{a}_0 \in a/W_{a,\chi}$ be the image of $a_0 \in a \subset p$, and let $\hat{a}_0 = (a_0, \hat{a}_0) \in \tilde{p}^{rs}_\chi$. Then $g : \tilde{p}^{rs}_\chi \rightarrow p^{rs}$ is a $K$-equivariant covering map, and we have:

$$\pi^K_1(\tilde{p}^{rs}_\chi, \hat{a}_0) = \tilde{B}^X_{W_a} \subset \tilde{B}_{W_a}.$$ 

The splitting homomorphism $\tilde{r}$ of equation (2.22) determines a canonical extension $\hat{\chi} : \tilde{B}^X_{W_a} \rightarrow \{\pm 1\}$ of the character $\chi : I \rightarrow \{\pm 1\}$. More precisely, $\hat{\chi}$ is the unique extension such that:

$$\hat{\chi} \circ \tilde{r} : B^X_{W_a} \rightarrow \{\pm 1\}$$

is the trivial character.

Let $\hat{L}_\chi$ be the rank one $K$-equivariant local system on $\tilde{p}^{rs}_\chi$, corresponding to the character $\hat{\chi}$. Note that we have $(\hat{L}_\chi)_{\hat{a}_0} = k$. Recall that $\hat{a}_0 = f_X(\hat{a}_0) \in a^{rs}/W_{a,\chi}$, and let $X_{\hat{a}_0} = f^{-1}_X(\hat{a}_0)$. Then we have natural identifications:

$$X_{\hat{a}_0} \cong X_{\hat{a}_0} \quad \text{and} \quad \hat{L}_\chi|_{X_{\hat{a}_0}} \cong L_\chi.$$
As in the case of $\chi = 1$, we construct a family:

$$
Z_\chi = \{(\tilde{x}, \tilde{a}, c) \in \tilde{p}_\chi \times (a^{rs}/W_{a, \chi}) \times \mathbb{C} \mid f_\chi(\tilde{x}) = c\tilde{a}\}
$$

$$
\xrightarrow{F} a^{rs}/W_{a, \chi} \times \mathbb{C}
$$

$$
\xleftarrow{\mathfrak{a}^{rs}/W_{a, \chi}}
$$

define the second component function $F_2 : Z_\chi \to \mathbb{C}$, and let $Z^{rs}_{\chi} = F_2^{-1}(\mathbb{C}^*)$. We continue to write $\hat{L}_\chi$ for the rank one $K$-equivariant local system on $Z^{rs}_{\chi}$ obtained by pullback from $\tilde{p}^{rs}_{\chi}$. We now form:

$$
\mathcal{P}_\chi = \psi_{F_2}(\hat{L}_\chi)[-] \in \text{Perv}_K(\mathcal{N}_p \times (a^{rs}/W_{a, \chi})).
$$

As in the case of $\chi = 1$, we have:

$$
(\mathcal{P}_\chi)_{\tilde{a}_0} \cong P_\chi,
$$

and we obtain a monodromy representation:

$$(3.7) \quad \mu : B^{X}_{W_{a}} = \pi_1(a^{rs}/W_{a, \chi}, \tilde{a}_0) \to \text{Aut}(P_\chi).$$

We will refer to this action as the monodromy in the family $f_{\chi}$. Note that it depends on the choice of the regular splitting (2.22). By construction, the action (3.7) for $\chi = 1$ coincides with the action (3.4).

In fact, there is a further monodromy structure associated to the character $\chi$, which we call extended monodromy, or extended monodromy in the family. For every $w \in W_a$, let $w \cdot \chi \in \hat{I}$ be the character $u \mapsto \chi(w^{-1}u)$, $u \in I$. Then, for every $w \in W_a$ and $b \in B_{W_a}$, there is an extended monodromy transformation:

$$(3.8) \quad \mu(b) : P_{w \cdot \chi} \to P_{(p(b)w) \cdot \chi}.$$

These transformations arise from the following construction.

Consider the natural map $\tilde{g} : Z_\chi \to Z$, given by:

$$
(\tilde{x}, \hat{a}, c) \mapsto (g(\tilde{x}), \hat{a}, c),
$$

where $\hat{a} \in a/W_a$ is the image of $\hat{a} \in a/W_{a, \chi}$. Consider the pushforward local system $\tilde{g}_*\hat{L}_\chi$ on $Z^{rs}_{\chi}$. We can now form:

$$
\tilde{\mathcal{P}}_\chi = \psi_{F_2}(\tilde{g}_*\hat{L}_\chi)[-] \in \text{Perv}_K(\mathcal{N}_p \times (a^{rs}/W_{a}))
$$

The sheaf $\tilde{\mathcal{P}}_\chi$ is again constructible with respect to the stratification $S_{Z_0}$. For every left coset $\tilde{w} \in W_a/W_{a, \chi}$, let $\tilde{w}^{-1}$ be the corresponding right coset. We write $\tilde{w}^{-1}\tilde{a}_0 \in a/W_{a, \chi}$ for the image of $w^{-1}a_0 \in a$, for some $w \in \tilde{w}$. Note that this image
is independent of the choice of \( w \in \tilde{w} \). Note also that the element \( \tilde{w}^{-1} \hat{a}_0 \in a/W_{a,\chi} \)
depends on the choice of the lift \( a_0 \in a \) of \( \hat{a}_0 \in W_{a,\chi} \). We then have:

\[
(\mathcal{P}_\chi)_{\tilde{a}_0} \simeq \bigoplus_{\tilde{w} \in W_{a}/W_{a,\chi}} (\mathcal{P}_\chi)_{\tilde{w}^{-1} \hat{a}_0}.
\]

For each \( \tilde{w} \in W_{a}/W_{a,\chi} \), let \( X_{\tilde{w}^{-1} \hat{a}_0} = f_\chi^{-1}(\tilde{w}^{-1} \hat{a}_0) \) and let:

\[
\tilde{w}^{-1} \hat{a}_0 = (a_0, \tilde{w}^{-1} \hat{a}_0) \in X_{\tilde{w}^{-1} \hat{a}_0} \subset \tilde{p}_\chi.
\]

We have a natural identification:

\[
(3.9) \quad \tilde{\mathcal{L}}_{\tilde{w}^{-1} \hat{a}_0} \simeq \tilde{\mathcal{L}}_{\hat{a}_0} = \mathbb{k}.
\]

To see this, pick an arbitrary braid \( b \in B_{W_a} \) with \( p(b) \in \tilde{w} \), and consider the image \( \tilde{r}(b) \in \tilde{B}_{W_a} = \pi_1^K(p_{rs}, a_0) \). Isomorphism (3.9) is the holonomy operator defined by the element \( \tilde{r}(b) \) via the \( K \)-equivariant covering map \( g: \tilde{p}_{rs} \to p_{rs} \); it is well defined by the property (3.6) of the extension \( \tilde{\chi} \). By tracing through the definitions, we find that isomorphism (3.9) gives rise to an isomorphism:

\[
(\mathcal{P}_\chi)_{\tilde{w}^{-1} \hat{a}_0} \simeq P_{\tilde{w} \cdot \chi},
\]

where \( \tilde{w} \cdot \chi \in \tilde{I} \) is the character \( u \mapsto \chi(w^{-1} \cdot u), u \in I, w \in \tilde{w} \). Thus, we obtain an extended monodromy representation:

\[
(3.10) \quad \mu: B_{W_a} \to \mathrm{Aut} \left( \bigoplus_{\tilde{w} \in W_{a}/W_{a,\chi}} P_{\tilde{w} \cdot \chi} \right).
\]

In order to see how this extended monodromy representation restricts to the individual summands in the RHS of (3.10), we need to understand the holonomy \( h_\chi \) of the covering map \( a_{rs}/W_{a,\chi} \to a_{rs}/W_a \). This holonomy can be readily deduced from the holonomy of the larger covering \( a_{rs} \to a_{rs}/W_a \). Namely, for every \( b \in B_{W_a} \) and \( \tilde{w} \in W_{a}/W_{a,\chi} \), we have:

\[
h_\chi(b): \tilde{w}^{-1} \hat{a}_0 \mapsto (\tilde{w}^{-1} p(b)^{-1}) \hat{a}_0 = (p(b) \tilde{w})^{-1} \hat{a}_0.
\]

Thus, the representation (3.10) restricts to the individual summands as follows:

\[
\mu(b): P_{\tilde{w} \cdot \chi} \to P_{(p(b) \tilde{w}) \cdot \chi},
\]

for every \( b \in B_{W_a} \). This defines the transformations (3.8). We will make crucial use of this extended monodromy structure.
3.3. The group $W^0_{a,\chi}$ and the Hecke algebra $\mathcal{H}_{W^0_{a,\chi}}$. To state our main result describing the Fourier transform of the sheaf $P_\chi$ (Theorem 3.6), we begin by defining a Coxeter subgroup $W^0_{a,\chi} \subset W_a$. An interpretation of the Coxeter group $W^0_{a,\chi}$ making use of the dual group of $G$ is given in [VX, Sections 3.3–3.4].

Recall the integer $\delta(s)$ associated to each reflection $s \in W_a$ (see (2.12)), and the positive real root $\alpha_s$ associated to each $s$ with $\delta(s) = 1$. For each real root $\alpha \in \Phi_r$ we have $\check{\alpha}(-1) \in Z_K(a)$, and we view $\check{\alpha}(-1)$ as an element in $I$ via the natural projection map.

**Definition 3.4.** We define:

$$W^0_{a,\chi} = \text{the subgroup of } W_a \text{ generated by all reflections } s \in W_a \text{ such that}$$

either $\delta(s) > 1$, or $\delta(s) = 1$ and $\chi(\check{\alpha}_s(-1)) = 1$.

By construction, $W^0_{a,\chi}$ is a Coxeter group. A proof of the following lemma will be given in Section 5.2.

**Lemma 3.5.** The group $W^0_{a,\chi}$ is a subgroup of $W_{a,\chi}$.

We now define a Hecke algebra $\mathcal{H}_{W^0_{a,\chi}}$ associated to the Coxeter group $W^0_{a,\chi}$ as follows. The Weyl chamber $a^+R$ for $W_a$ is contained in a unique Weyl chamber $a^+R,\chi \subset a R$ for $W^0_{a,\chi}$. Let $S_\chi = \{s_{\check{\alpha}_1}, \ldots, s_{\check{\alpha}_n}\}$ be the set of simple reflections for $W^0_{a,\chi}$, corresponding to the Weyl chamber $a^+R,\chi$. We note that, in general, $S_\chi$ is not a subset of a set of simple reflections for $W_a$. The Hecke algebra $\mathcal{H}_{W^0_{a,\chi}}$ is generated by the symbols $\{T_i\}$ associated to the simple reflections $\{s_{\check{\alpha}_i}\}$. The generators $\{T_i\}$ are subject to the braid relations for the reflections $\{s_{\check{\alpha}_i}\}$, plus the relations:

$$(T_i - 1)(T_i + q_i) = 0,$$

where the parameters $\{q_i\}$ are defined by:

$q_i = (-1)^{\delta(s_{\check{\alpha}_i})}.$

We note that it is more common to replace $T_i$ by $-T_i$. The Hecke algebra $\mathcal{H}_{W^0_{a,\chi}}$ is free of rank $|W^0_{a,\chi}|$ over $k$.

3.4. A character of the component group $K/K^0$. Recall the compact form $K_R$ of $K$, introduced in Section 2.2. Let us write $M_R = Z_K(a)$. We have:

$$K/K^0 = K_R/K^0_R = M_R/(K^0_R \cap M_R).$$

Let $m_R = \text{Lie}(M_R)$. The adjoint action of $K_R$ on $\mathfrak{g}_R$ induces an action of $M_R$ on the top exterior power $\wedge^{\text{top}}(\mathfrak{a}_R/m_R)$, and we obtain a homomorphism:

$$\tau' : M_R \to \text{Aut} \left( \wedge^{\text{top}}(\mathfrak{a}_R/m_R) \right) = \mathbb{R}^*.$$
Since the group \( M_\mathbb{R} \) is compact, we have \( \text{Im}(\tau') \subset \{ \pm 1 \} \). The quotient space \( K_\mathbb{R}/M_\mathbb{R} = K_\mathbb{R}^0/(K_\mathbb{R}^0 \cap M_\mathbb{R}) \) is orientable; see, for example, [Ko, Corollary 1.1.10] and the proof of Proposition 6.15 below. It follows that \( \tau'|_{K_\mathbb{R}^0 \cap M_\mathbb{R}} = 1 \), and we obtain a character:

\[
\tau : I \to I/I^0 \cong K/K^0 \to \{ \pm 1 \}.
\]

Recall that \( W_a \) acts trivially on \( I/I^0 \), and hence it acts trivially on \( \tau \). Thus, we can use the splitting homomorphism \( \tilde{r} \) of equation (2.22) to extend \( \tau \) to a character:

\[
(3.12) \quad \tau : \tilde{B}_{W_a} \to \{ \pm 1 \},
\]

such that \( \tau \circ \tilde{r}(b) = 1 \) for every \( b \in B_{W_a} \).

### 3.5. Statement of the theorem.

We begin by constructing a \( \mathbb{k}[\tilde{B}_{W_a}] \)-module \( \mathcal{M}_\chi \) associated to a character \( \chi \in \hat{I} \).

Pick a basepoint \( l \in a_\mathbb{R}^+ \). All fundamental groups in this subsection will be taken relative to \( l \), and we use Remark 2.2 to identify \( \tilde{B}_{W_a} \) with \( \pi_1^K(p_{rs}, l) \), etc. Recall the maps \( p : B_{W_a} \to W_a \) and \( \tilde{q} : \tilde{B}_{W_a} \to B_{W_a} \) of diagram (2.15). Let us write:

\[
B^{\chi,0}_{W_a} := p^{-1}(W^{0}_{a,\chi}) \quad \text{and} \quad \tilde{B}^{\chi,0}_{W_a} := \tilde{q}^{-1}(B^{\chi,0}_{W_a}) \cong I \rtimes B^{\chi,0}_{W_a}.
\]

Let \( a_{\chi}^{rs} \subset a_\chi \) be the complement of the hyperplane arrangement corresponding to the Coxeter group \( W^{0}_{a,\chi} \). We have \( a^{rs} \subset a_{\chi}^{rs} \). Let \( B^{W^{0}_{a,\chi}}_{W^{0}_{a,\chi}} = \pi_1(a^{rs}_{\chi}/W^{0}_{a,\chi}, l) \) be the braid group of \( W^{0}_{a,\chi} \). Note that the basepoint \( l \) lies in \( a^{rs} \subset a_{\chi}^{rs} \) rather than in the quotient \( a^{rs}_{\chi}/W^{0}_{a,\chi} \); but the above fundamental group notation is unambiguous. We then have the following commutative diagram:

\[
\begin{array}{cccccc}
1 & \longrightarrow & \pi_1(a^{rs}) & \longrightarrow & B_{W_a} = \pi_1(a^{rs}/W_a) & \longrightarrow & W_a & \longrightarrow & 1 \\
& | & & | & & | & & | \\
1 & \longrightarrow & \pi_1(a^{rs}) & \longrightarrow & B^{\chi,0}_{W_a} = \pi_1(a^{rs}/W^{0}_{a,\chi}) & \longrightarrow & W^{0}_{a,\chi} & \longrightarrow & 1 \\
& \varphi_1 \downarrow & & \varphi \downarrow & & \varphi \downarrow & & \varphi \downarrow \\
1 & \longrightarrow & \pi_1(a^{rs}_{\chi}) & \longrightarrow & B^{W^{0}_{a,\chi}}_{W^{0}_{a,\chi}} = \pi_1(a^{rs}_{\chi}/W^{0}_{a,\chi}) & \longrightarrow & W^{0}_{a,\chi} & \longrightarrow & 1,
\end{array}
\]

where the vertical maps from the second row to the third are induced by the inclusion \( a^{rs} \subset a^{rs}_{\chi} \). Thus, we obtain the following morphisms of rings:

\[
\mathbb{k}[B_{W^{0}_{a,\chi}}] \xleftarrow{\varphi} \mathbb{k}[\tilde{B}^{\chi,0}_{W_a}] \xrightarrow{\varphi} \mathbb{k}[\tilde{B}_{W_a}],
\]

where the morphism \( \varphi \) is induced by the composition \( \varphi \circ \tilde{q} : \tilde{B}^{\chi,0}_{W_a} \to B^{W^{0}_{a,\chi}}_{W^{0}_{a,\chi}} \).

Recall the Hecke algebra \( \mathcal{H}_{W^{0}_{a,\chi}} \) with specific parameters introduced in Section 3.3. Let:

\[
\eta_\chi : \mathbb{k}[B^{W^{0}_{a,\chi}}_{W^{0}_{a,\chi}}] \to \mathcal{H}_{W^{0}_{a,\chi}},
\]
be the canonical quotient map. More precisely, let \( \{ \sigma_1, \ldots, \sigma_n \} \subset B_{W_0^a, \chi} \) be the counterclockwise braid generators associated to the simple reflections \( \{ s_{\bar{\alpha}_1}, \ldots, s_{\bar{\alpha}_n} \} \) of Section 3.3. Then the map \( \eta_\chi \) is defined by:

\[ \eta_\chi : \sigma_i \mapsto T_i, \quad i = 1, \ldots, n. \]

We can now view the Hecke algebra \( H_{W_0^a, \chi} \) as a \( k[\tilde{B}_W^0, \chi] \)-module via the composition:

\[ \eta_\chi \circ \tilde{\varphi} : k[\tilde{B}_W^0, \chi] \to H_{W_0^a, \chi}. \]

Recall that the character \( \chi : I \to \{ \pm 1 \} \) extends uniquely to a character \( \hat{\chi} : \tilde{B}_W^0, \chi \to \{ \pm 1 \} \), such that \( \hat{\chi} \circ \tilde{r}(b) = 1 \) for every \( b \in \tilde{B}_W^0 \) (see (3.6)). Note that Lemma 3.5 implies that we have \( \tilde{B}_W^0, \chi \subset \tilde{B}_W^X \). Let \( k_\chi \) denote a copy of \( k \), viewed as a \( k[\tilde{B}_W^0, \chi] \)-module via the restriction of \( \hat{\chi} \) to \( \tilde{B}_W^0, \chi \).

Consider the tensor product \( k_\chi \otimes H_{W_0^a, \chi} \), taken over \( k \), and view it as a \( k[\tilde{B}_W^0, \chi] \)-module by combining the \( k[\tilde{B}_W^0, \chi] \)-module structures on \( k_\chi \) and \( H_{W_0^a, \chi} \). We now induce this module to \( k[\tilde{B}_W^0] \), and define:

\[ (3.13) \quad M_\chi = \left( k[\tilde{B}_W^0] \otimes_{k[\tilde{B}_W^0]} \left( k_\chi \otimes H_{W_0^a, \chi} \right) \right) \otimes k_\tau, \]

where \( k_\tau \) is a copy of \( k \), viewed as a \( k[\tilde{B}_W^0] \)-module via the character \( \tau \) of equation (3.12). Note that \( M_\chi \) is free of rank \( |W_0| \) over \( k \). We interpret the \( k[\tilde{B}_W^0] \)-module \( M_\chi \) as a \( K \)-equivariant local system on \( \mathfrak{p}^{rs} \), whose fiber over the basepoint \( l \in a^\alpha \) is equal to \( M_\chi \), and whose holonomy is given by the \( k[\tilde{B}_W^0] \)-module structure.

**Theorem 3.6.** Consider the perverse sheaf \( P_\chi \) defined in (3.1). Its Fourier transform is given by:

\[ \mathfrak{F} P_\chi \cong IC \left( \mathfrak{p}^{rs}, M_\chi \right), \]

where the RHS is the IC-extension of the local system \( M_\chi \) defined in (3.13) above.

**3.6. The case \( \chi = 1 \).** Note that Theorem 3.6 describes the perverse sheaf \( P_\chi \), but not the monodromy action:

\[ \mu : B_W^X \to \text{Aut} \left( P_\chi \right), \]

of equation (3.7). Consider now the special case \( \chi = 1 \). In this case, we can readily describe both the sheaf \( P_\chi \) and the action \( \mu \). In fact, the statement of Theorem 3.6 for \( \chi = 1 \) is a partial paraphrase of [G1, Theorem 6.1] (see also [G4, Section 4]). Here we adapt the full statement of [G1, Theorem 6.1] to our setting. From now on, we write \( P = P_1 \).}

Assume that \( \chi = 1 \), and write \( H_1 = H_{W_0^0, a, \chi} \) for short. Note that we have \( W_{a, \chi}^0 = W_a \), so we have \( S_{\chi} = S \), and the Hecke algebra \( H_1 \) is naturally a quotient of the
group algebra $\mathbb{k}[B_{Wa}]$. Write:

$$\eta = \eta_1 : \mathbb{k}[B_{Wa}] \to \mathcal{H}_1,$$

for the quotient map. Next, define an involution $\omega : \mathcal{H}_1 \to \mathcal{H}_1$ by:

$$\omega : T_i \mapsto (-1)^{\delta(s_{a_i})} \cdot T_i, \quad i = 1, \ldots, n.$$

Let $\text{End}_k(\mathcal{H}_1)$ be the endomorphism ring of $\mathcal{H}_1$ as a $\mathbb{k}$-module, and let:

$$L_{\mathcal{H}_1}, R_{\mathcal{H}_1} : \mathcal{H}_1 \to \text{End}_k(\mathcal{H}_1),$$

be the $\mathbb{k}$-algebra homomorphisms given by:

$$L_{\mathcal{H}_1}(T_i) : h \mapsto T_i h \quad \text{and} \quad R_{\mathcal{H}_1}(T_i) : h \mapsto h T_i, \quad i = 1, \ldots, n.$$

Define a $\mathbb{k}[\tilde{B}_{Wa}]$-module $M$ as follows. Let $M = \mathcal{H}_1$ as $\mathbb{k}$-modules, and let $\mathbb{k}[\tilde{B}_{Wa}]$ act on $M$ via the homomorphism:

$$(L_{\mathcal{H}_1} \circ \eta \circ \tilde{q}) \otimes \tau : \tilde{B}_{Wa} \to \text{End}_k(M).$$

It is not hard to see that we have $M \cong M_1$ as $\mathbb{k}[\tilde{B}_{Wa}]$-modules, where $M_1$ is the module defined in Section 3.5 for $\chi = 1$. We interpret the module $\mathcal{M}$ as an $\mathbb{k}$-equivariant local system on $p_{rs}$, whose fiber over the basepoint $l \in a_{rs}$ is equal to $M$, and whose holonomy is given by the $\mathbb{k}[\tilde{B}_{Wa}]$-module structure. Write $\mu_l : \tilde{B}_{Wa} \to \text{Aut}(\mathcal{M})$ for the action induced by the monodromy in the family $\mu : B_{Wa} \to \text{Aut}(\mathcal{P})$ of equation (3.4).

**Theorem 3.7.** In the situation of Theorem 3.6, assume that $\chi = 1$.

(i) We have $\tilde{\mathcal{F}} \mathcal{P} \cong IC(p_{rs}, \mathcal{M})$.

(ii) The monodromy action $\mu_l : B_{Wa} \to \text{Aut}(\mathcal{M})$ is given by $\mu_l = R_{\mathcal{H}_1} \circ \omega \circ \eta$.

**Remark 3.8.** For $\chi \in \hat{I}$, let $\mathcal{H}^o_\chi$ be the opposite of the Hecke algebra $\mathcal{H}^o_{Wa, \chi}$. Theorem 3.7 implies that the monodromy action $\mu$ of equation (3.4) generates the endomorphism ring $\text{End}(\mathcal{P})$, and we have $\text{End}(\mathcal{P}) \cong \mathcal{H}^o_1$. At the time of this writing, we do not see a similarly nice description of $\text{End}(\mathcal{P}_\chi)$ for a general character $\chi \in \hat{I}$. However, in situations where $W^0_{a, \chi} = W_{a, \chi}$, Theorem 3.6 implies that $\text{End}(\mathcal{P}) \cong \mathcal{H}^o_\chi$, and is generated by the monodromy action $\mu$ of equation (3.7). In situations where $W^0_{a, \chi} \subset W_{a, \chi}$ is a proper subgroup, we expect that $\text{End}(\mathcal{P}_\chi)$ is free of rank $|W_{a, \chi}|$ over $\mathbb{k}$, and is still generated by the action $\mu$.

4. **An example: the pair $(SL(2), SO(2))$.** In this section, we describe the nearby cycle sheaves $\{P_\chi\}_{\chi \in \hat{I}}$, and the actions of the monodromy in the family on these sheaves, in the case of the symmetric pair $(SL(2), SO(2))$ and $\mathbb{k} = \mathbb{C}$. In particular, we illustrate the dependence of the monodromy in the family (3.7) on the
choice of the splitting homomorphism \( \tilde{r} : B_{W_a} \to \tilde{B}_{W_a} \). In addition to illustrating Theorems 3.6 and 3.7, this example will be used in the proof of Theorem 3.6.

The reason for assuming that \( \k = \mathbb{C} \) is to ensure that the category \( \text{Perv}_K(\mathcal{N}_p) \) is Artinian, so we can discuss simple objects and composition series. In this example, we could have chosen \( \k \) to be any other field of characteristic \( \neq 2 \). Proposition 4.1 below will describe the structure of the sheaves \( \{P_{\chi_i}\}_{\chi_i \in I} \) as objects in \( \text{Perv}_K(\mathcal{N}_p) \) for \( \k = \mathbb{C} \).

Assume that \( G = \text{SL}(2) \) and \( K = \text{SO}(2) \). Then we have \( p \cong \mathbb{C}^2, a \cong \mathbb{C}, W_a = \mathbb{Z}/2 \), and \( f : p \to a/W_a \) is a non-degenerate quadric. The nilcone \( \mathcal{N}_p \) is a pair of lines through the origin, and it consists of three \( K \)-orbits:

\[
\mathcal{N}_p = \bigcup_{i=0}^{2} \mathcal{O}_i,
\]

where \( \mathcal{O}_0 = \{0\} \), and \( \mathcal{O}_1 \cong \mathcal{O}_2 \cong \mathbb{C}^* \). We have \( \pi_1^K(\mathcal{O}_1) \cong \pi_1^K(\mathcal{O}_2) \cong \mathbb{Z}/2 \). For \( i = 1, 2 \), let \( E_0[\mathcal{O}_i] \) and \( E_1[\mathcal{O}_i] \) be the rank one local systems on \( \mathcal{O}_i \) with holonomy \( 1 \) and \(-1\), respectively. Note that \( E_0[\mathcal{O}_i] \cong \k \mathcal{O}_i \). Similarly, let \( E_0[\mathcal{O}_0] = \k \mathcal{O}_0 \).

Turning now to diagram (2.15), it takes the following form:

\[
\begin{array}{cccccccccc}
1 & \longrightarrow & \mathbb{Z}/2 & \longrightarrow & \mathbb{Z} \times_{\mathbb{Z}/4} \mathbb{Z}/4 & \longrightarrow & \mathbb{Z} & \longrightarrow & 1 \\
\downarrow{\bar{p}} & & \downarrow{p} & & & & & & \\
1 & \longrightarrow & \mathbb{Z}/2 & \longrightarrow & \mathbb{Z}/4 & \longrightarrow & \mathbb{Z}/2 & \longrightarrow & 1.
\end{array}
\]

There are two characters \( \chi_0, \chi_1 : I \to \{\pm 1\} \), where \( \chi_0 = 1 \) is the trivial character. We write \( \mathcal{L}_{\chi_0}, \mathcal{L}_{\chi_1} \) for the corresponding local systems on the general fiber \( X_{a_0} \). We have:

\[
W_{a,\chi_0} = W_{a,\chi_1} = W_a.
\]

Consequently, we have \( \bar{p}_{rs} = \bar{p}_{rs} = p_{rs} \). Let \( s \in W_a \) be the non-trivial element. There are two choices for the regular splitting homomorphism \( \tilde{r} : B_{W_a} \to \tilde{B}_{W_a} \), corresponding to the two elements of the preimage \( q^{-1}(s) \). We denote these two choices by \( \tilde{r}_1, \tilde{r}_2 : B_{W_a} \to \tilde{B}_{W_a} \). To distinguish between \( \tilde{r}_1 \) and \( \tilde{r}_2 \), consider the corresponding extensions \( \hat{L}_{\chi_1,1} \) and \( \hat{L}_{\chi_1,2} \) of \( \mathcal{L}_{\chi_1} \) to \( p_{rs} \). Note that \( \pi_1(p_{rs}, a_0) \cong \mathbb{Z}^2 \). For \( i = 1, 2 \), let \( \gamma_i \in \pi_1(p_{rs}, a_0) \) be the element represented by a small counterclockwise loop linking the orbit \( \mathcal{O}_i \). We assume that the holonomy of \( \hat{L}_{\chi_1,i} \) around \( \gamma_i \) is trivial \( (i = 1, 2) \). Note that the trivial local system \( \mathcal{L}_{\chi_0} \) extends to the trivial local system \( \hat{L}_{\chi_0} \) on \( p_{rs} \), regardless of which of the splitting homomorphisms \( \tilde{r}_1, \tilde{r}_2 \) is used.

Let \( P_{\chi_0}, P_{\chi_1} \) be the nearby cycle sheaves corresponding to the characters \( \chi_0, \chi_1 \), as in Section 3.1. The sheaf \( P_{\chi_0} \) is equipped with a monodromy transformation:

\[
(4.2) \quad \mu_0 = \mu_0(\sigma_s) : P_{\chi_0} \to P_{\chi_0},
\]
whereas the sheaf $P_{X_1}$ is equipped with a pair of monodromy transformations:

\[(4.3) \quad \mu_1,1, \mu_1,2 : P_{X_1} \to P_{X_1},\]

where $\mu_{1,i} = \mu_{1,i}(\sigma_s)$ corresponds to the splitting homomorphism $\tilde{r}_i$ ($i = 1, 2$; see discussion following (3.7)).

**Proposition 4.1.** Assume that $\mathbb{k} = \mathbb{C}$. The properties of the sheaves $P_{X_0}, P_{X_1} \in \text{Perv}_K(N_p)$ can be summarized as follows.

(i) The sheaf $P_{X_0}$ has four simple constituents:

- two copies of $\text{IC} (\mathcal{O}_0, \mathcal{E}_0[\mathcal{O}_0])$, $\text{IC} (\mathcal{O}_1, \mathcal{E}_0[\mathcal{O}_1])$, and $\text{IC} (\mathcal{O}_2, \mathcal{E}_0[\mathcal{O}_2])$.

The monodromy transformation $\mu_0 \in \text{End}(P_{X_0})$ generates the endomorphism ring, and satisfies:

\[(\mu_0 - 1)^2 = 0.\]

We have $\text{Im}(\mu_0 - 1) \cong \text{Coker}(\mu_0 - 1) \cong \text{IC}(\mathcal{O}_0, \mathcal{E}_0[\mathcal{O}_0])$. Thus, we have:

\[\text{End}(P_{X_0}) = \mathbb{C}[\mu_0]/(\mu_0 - 1)^2.\]

(ii) We have:

\[P_{X_1} \cong \text{IC} (\mathcal{O}_1, \mathcal{E}_1[\mathcal{O}_1]) \oplus \text{IC} (\mathcal{O}_2, \mathcal{E}_1[\mathcal{O}_2]).\]

In terms of the above direct sum decomposition, we can describe the monodromy transformations (4.3) in matrix form, as follows:

\[\mu_{1,1} = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad \mu_{1,2} = \begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix}.\]

Thus, we have:

\[\text{End}(P_{X_1}) = \mathbb{C}[\mu_{1,1}]/(\mu_{1,1}^2 - 1) = \mathbb{C}[\mu_{1,2}]/(\mu_{1,2}^2 - 1).\]

**Proof.** Part (i) is a special case of [G1, Examples 3.7 and 3.8]. For part (ii), we can readily check that the restrictions of $P_{X_1}$ to the open orbits $\mathcal{O}_1$ and $\mathcal{O}_2$ are given by:

\[P_{X_1}|_{\mathcal{O}_i} \cong \mathcal{E}_i[\mathcal{O}_i][1], \quad i = 1, 2.\]

The actions of the monodromy transformations $\mu_{1,1}$ and $\mu_{1,2}$ on these restrictions are likewise readily computed from the definitions. Let $h \in p^*$ be a generic covector at the origin for the $K$-orbit stratification of $N_p$, and let:

\[M_{(0,h)} : \text{Perv}_K(N_p) \to \{\mathbb{C}\text{-vector spaces}\},\]

be the corresponding Morse group functor. By Morse theory, we have:

\[M_{(0,h)}(P_{X_1}) \cong \mathbb{C}^2.\]
By a standard calculation with perverse sheaves on the complex line, we have:

\[ M_{(0,h)} \left( \text{IC} \left( O_1, E_1 [O_1] \right) \right) \cong M_{(0,h)} \left( \text{IC} \left( O_2, E_1 [O_2] \right) \right) \cong \mathbb{C}. \]

It follows that the above IC sheaves are the only simple constituents of \( P_{X_1} \). The direct sum decomposition claim follows from considering the actions of the monodromy transformations \( \mu_{1,1} \) and \( \mu_{1,2} \).

The assertions of Proposition 4.1 concerning the equations for the monodromy in the family translate readily to the case of the general \( \mathbb{k} \).

**Corollary 4.2.** The monodromy transformations (4.2), (4.3) satisfy:

\[ (\mu_0 - 1)^2 = 0, \quad (\mu_{1,1}^2 - 1) = (\mu_{1,2}^2 - 1) = 0, \]

for every coefficient ring \( \mathbb{k} \) as in Section 2.

**Proof.** This follows from Proposition 4.1, plus the observation that all Morse groups of the sheaves \( P_{X_0}, P_{X_1} \) are free \( \mathbb{k} \)-modules. Thus, the case \( \mathbb{k} = \mathbb{C} \) implies the case \( \mathbb{k} = \mathbb{Z} \), and the case \( \mathbb{k} = \mathbb{Z} \) implies the general case. \( \square \)

5. **Proofs of key preliminary results.** In this section, we collect the proofs of the key preliminary results that we used in order to state Theorems 3.6 and 3.7. In Section 5.1, we discuss rank one symmetric pairs associated to a reflection \( s \in W_a \), and give a proof of Lemma 2.3 which describes the subgroup \( \tilde{W}_s \subset \tilde{W}_a \). In Section 5.2, we give a proof of Lemma 3.5, establishing the inclusion \( W_{a,\chi}^0 \subset W_{a,\chi} \). In Section 5.3 we give a proof of Proposition 2.6, establishing the regularity of Kostant-Rallis splittings. In Section 5.4, we give a proof of Lemma 2.7, which provides a full classification of regular splittings. In Section 5.5, we give a proof of Proposition 3.1, which provides an underpinning for the monodromy in the family structures introduced in Sections 3.1 and 3.2.

5.1. **Rank one symmetric pairs associated to a reflection.** We define the (semisimple) rank of the pair \((G, K)\) by:

\[ \text{rank}(G, K) = \dim a - \dim Z(g) \cap p. \]

Fix a reflection \( s \in W_a \), as in Section 2.4. In this subsection, we introduce rank one symmetric pairs \((G_s, K_s), (G_s', K_s'), (\bar{G}_s, \bar{K}_s), (\bar{G}_s', \bar{K}_s')\) associated to \( s \), and use them to give a proof of Lemma 2.3. A number of key arguments in the rest of this paper will also make use of these rank one symmetric pairs.

Begin by setting \( G_s = Z_G(a_s) \), and recall that we write \( K_s = Z_K(a_s) \). Note that the group \( G_s \) is connected. We let \( g_s = \text{Lie}(G_s) \) and \( p_s = g_s \cap p \), so that \( g_s = \)
$\mathfrak{h}_s \oplus \mathfrak{p}_s$. Recall the subset $\Phi_s \subset \Phi$ of equation (2.11). We have:

$$\mathfrak{g}_s = Z_{\mathfrak{R}}(\mathfrak{a}) \oplus \mathfrak{a} \oplus \bigoplus_{\alpha \in \Phi_s} \mathfrak{g}_\alpha.$$ 

Let $\mathfrak{a}_s^\perp \subset \mathfrak{a}$ be the orthogonal complement to $\mathfrak{a}_s$, i.e., the $-1$-eigenspace of the reflection $s$. We define:

$$\tilde{\mathfrak{g}}_s = Z_{\mathfrak{R}}(\mathfrak{a}) \oplus \mathfrak{a}_s^\perp \oplus \bigoplus_{\alpha \in \Phi_s} \mathfrak{g}_\alpha \subset \mathfrak{g}_s.$$ 

By construction, $\tilde{\mathfrak{g}}_s$ is the Lie algebra of a connected closed subgroup $\tilde{G}_s \subset G_s$. We let $\tilde{K}_s = \tilde{G}_s \cap K$ and note that $\text{Lie}(\tilde{K}_s) = \mathfrak{h}_s$. We also let $\tilde{\mathfrak{p}}_s = \tilde{\mathfrak{g}}_s \cap \mathfrak{p}$, so that $\tilde{\mathfrak{g}}_s = \mathfrak{h}_s \oplus \tilde{\mathfrak{p}}_s$. Note that $\mathfrak{a}_s^\perp \subset \tilde{\mathfrak{p}}_s$ is a Cartan subspace for the pair $(\tilde{G}_s, \tilde{K}_s)$, and we have:

$$\dim \tilde{\mathfrak{p}}_s = \delta(s) + 1, \quad \tilde{\mathfrak{p}}_s = \mathfrak{a}_s^\perp \oplus [\mathfrak{h}_s, \mathfrak{a}], \quad \mathfrak{p}_s = \mathfrak{a} \oplus [\mathfrak{h}_s, \mathfrak{a}].$$

For some purposes, it will be convenient to further reduce the dimension of the group $G_s$. Consider the centralizer $Z_{\tilde{K}_s}(\tilde{\mathfrak{p}}_s)$ and let $Z_{\tilde{K}_s}(\tilde{\mathfrak{p}}_s)^0 \subset Z_{\tilde{K}_s}(\tilde{\mathfrak{p}}_s)$ be the identity component. Note that $Z_{\tilde{K}_s}(\tilde{\mathfrak{p}}_s)^0$ is a normal subgroup of $\tilde{G}_s$. We let:

$$\tilde{G}_s' = \tilde{G}_s/Z_{\tilde{K}_s}(\tilde{\mathfrak{p}}_s)^0 \quad \text{and} \quad \tilde{K}_s' = \tilde{K}_s/Z_{\tilde{K}_s}(\tilde{\mathfrak{p}}_s)^0.$$ 

Note that the little Weyl group of each of the symmetric pairs $(G_s, K_s)$, $(\tilde{G}_s, \tilde{K}_s)$, $(\tilde{G}_s', \tilde{K}_s')$ is equal to $\mathbb{Z}/2 = \{1, s\}$.

**Proof of Lemma 2.3.** For part (i), by applying equation (2.14) to the pair $(G_s, K_s)$, we see that the group $W_s$ is the little Weyl group of this pair, which is $\mathbb{Z}/2 = \{1, s\}$, as required.

For part (ii), let:

$$g_{\pm \alpha} = \mathfrak{a}_s^\perp \oplus \mathfrak{g}_\alpha \oplus \mathfrak{g}_{-\alpha} \subset \tilde{\mathfrak{g}}_s \quad \text{and} \quad \mathfrak{h}_{\pm \alpha} = \mathfrak{g}_{\pm \alpha} \cap \tilde{\mathfrak{h}} \subset \mathfrak{h}_s.$$ 

By construction, the subspace $g_{\pm \alpha}$ is a Lie algebra isomorphic to $\mathfrak{sl}(2)$. Fix a group homomorphism $\varphi : \text{SL}(2) \to \tilde{G}_s$, such that $d\varphi(\mathfrak{sl}(2)) = g_{\pm \alpha}$ and $d\varphi(\mathfrak{so}(2)) = \mathfrak{h}_{\pm \alpha}$. Note that we have $\varphi(-1) = \tilde{\alpha}(-1)$. Since $-1 \in \text{SO}(2) \subset \text{SL}(2)$ and $\varphi(\text{SO}(2)) \subset \tilde{K}_s^0$, we can conclude that $\tilde{\alpha}(-1) \in Z_{K_s^0}(\mathfrak{a})$. The claim follows.

For part (iii), assume that $\delta(s) > 1$, and let:

$$\bar{f}_s : \tilde{\mathfrak{p}}_s / K_s \to \tilde{\mathfrak{p}}_s / \tilde{K}_s = \tilde{\mathfrak{p}}_s / K_s^0 \cong \mathfrak{a}_s^\perp / W_s,$$

be the quotient map. We have an isomorphism $\mathfrak{a}_s^\perp / W_s \cong \mathbb{C}$, which is canonical up to scalar multiplication. In terms of this isomorphism, the map $\bar{f}_s$ is given by a non-degenerate homogeneous quadratic polynomial. Since $\dim \tilde{\mathfrak{p}}_s = \delta(s) + 1 > 2$ (see equation (5.1)), we can conclude that the general fiber of $\bar{f}_s$ is simply connected.
Note that $K^0_s = \tilde{K}^0_s$. It follows that the centralizer $Z_{K^0_s}(a) = Z_{\tilde{K}^0_s}(a^\perp)$ is connected. The claim follows.

For part (iv), assume that $\delta(s) = 1$, and define subalgebras $g_{\pm \alpha_s} \subset \tilde{g}_s$, $\mathfrak{r}_{\pm \alpha_s} \subset \mathfrak{r}_s$ as in equation (5.2). Fix a homomorphism $\varphi : SL(2) \to \tilde{G}_s$ such that $d\varphi(\mathfrak{sl}(2)) = g_{\pm \alpha_s}$ and $d\varphi(\mathfrak{so}(2)) = \mathfrak{r}_{\pm \alpha_s}$, as in the proof of part (ii) above. As before, we have $\varphi(-1) = \bar{\delta}_s(-1)$. Furthermore, at the level of Lie algebras, we have:

$$\tilde{g}_s = Z_{\mathfrak{r}_s}(\bar{p}_s) \oplus g_{\pm \alpha_s}.$$ 

Therefore, the homomorphism $\varphi$ extends to a surjection:

$$\bar{\varphi} : Z_{\tilde{K}_s}(\bar{p}_s)^0 \times SL(2) \to \tilde{G}_s,$$ 

such that $\bar{\varphi}(Z_{\tilde{K}_s}(\bar{p}_s)^0 \times SO(2)) = K^0_s$. It follows that we have:

$$Z_{K^0_s}(a) = \bar{\varphi}(Z_{\tilde{K}_s}(\bar{p}_s)^0 \times \{\pm 1\}).$$ 

The claim that $I_s = \langle \bar{\delta}_s(-1) \rangle$ follows, and with it part (iv)(a) of the Lemma. In the situation of part (iv)(b), we can conclude that the surjection $\bar{\varphi}$ is an isomorphism, and we have:

$$(\tilde{G}'_s, \tilde{K}'_s) \cong (SL(2), SO(2)).$$ 

The claim now follows from an easy calculation for the symmetric pair $(SL(2), SO(2))$, as in diagram (4.1).

As in the proof above, we will write $\bar{f}_s : \bar{p}_s \to a^\perp_s / W_s$ for the quotient map. We will also make use of the quotient map:

$$f_s : p_s \to p_s / K_s = p_s / K^0_s \cong a / W_s.$$ 

We have the following commutative diagram:

$$\begin{array}{ccc}
\bar{p}_s & \longrightarrow & p_s \\
\downarrow f_s & & \downarrow f \\
\alpha^\perp_s / W_s & \longrightarrow & a / W_s
\end{array}$$

where the bottom right horizontal arrow is a projection map, while the other three horizontal arrows are inclusion maps. Moreover, using the identifications $p_s = \bar{p}_s \times \alpha_s$ and $a / W_s = (\alpha^\perp_s / W_s) \times \alpha_s$, we can write:

$$f_s(x, a) = (\bar{f}_s(x), a), \quad \text{for all } x \in \bar{p}_s, \ a \in \alpha_s.$$ 

5.2. The stabilizer group $W_{a, \chi}$ and the Coxeter subgroup $W^0_{a, \chi}$. Let us fix a character $\chi \in \hat{I}$. In this subsection, we analyze the stabilizer group $W_{a, \chi}$ and prove Lemma 3.5, i.e., the containment $W^0_{a, \chi} \subset W_{a, \chi}$.
Lemma 5.1. We have:
(i) $W_c^{\theta} \subset W_{a,\chi}$.
(ii) If $s = s_\alpha \in W_a$, $\alpha \in \Phi_r$, and $\chi(\check{\alpha}(-1)) = 1$, then $s \in W_{a,\chi}$.

Proof. Recall that $A[2]$ denotes the set of order 2 elements in $A$. We have a bijection:
\[ X_*(A)/2X_*(A) \rightarrow A[2], \quad \text{given by } x \mapsto x(-1). \]
We regard an element of $X_*(A)$ as an element of $X_*(T)$ via the inclusion $A \rightarrow T$. Note that for every $x \in X_*(A)$, we have $\theta(x) = -x$.

We now prove part (i). Let $\alpha \in \Phi_c$ and $x \in X_*(A)$. Then $\alpha$ and $\theta \alpha$ are perpendicular (see (2.7)). Using (2.9), we have:
\[ s_\alpha(x) = s_\alpha s_{\theta \alpha}(x) = x - \langle \alpha, x \rangle \check{\alpha} - \langle \theta \alpha, x \rangle \theta \check{\alpha} = x - \langle \alpha, x \rangle \check{\alpha} + \langle \alpha, x \rangle \theta \check{\alpha}. \]
It follows that:
\[ s_\alpha s_{\theta \alpha}(x(-1)) = x(-1) (\check{\alpha}(-1) \theta \check{\alpha}(-1))^{(\alpha,x)}. \]
We claim that $\check{\alpha}(-1) \theta \check{\alpha}(-1) \in C^0 = (T^\theta)^0$. This can be seen as follows. Let us write $\check{\alpha}(-1) = t_1 t_2$, where $t_1 \in C$ and $t_2 \in A$. Then we have $\check{\alpha}(-1) \theta \check{\alpha}(-1) = t_1^2$, and since $I = C/C^0$ is a 2-group, we have $t_1^2 \in C^0$. In view of (2.8) and (2.13), we conclude that $W_c^{\theta}$ acts trivially on $I$, and thus is automatically contained in $W_{a,\chi}$.

The proof of part (ii) is similar. Let $\alpha \in \Phi_r$ and $x \in X_*(A)$. We have $s_\alpha(x(-1)) = x(-1) \check{\alpha}(-1)^{(\alpha,x)}$. If $\chi(\check{\alpha}(-1)) = 1$, then we have $\chi(s_\alpha(x(-1))) = \chi(x(-1))$ for every $x \in X_*(A)$. The claim follows.

Corollary 5.2. We have:
\[ W_{a,\chi} = W_c^{\theta} \ltimes W_{r,\chi}, \quad \text{where } W_{r,\chi} = W_r \cap W_{a,\chi}. \]

Proof. This follows from Lemma 5.1(i) and equation (2.5).

Corollary 5.3. Let $s \in W_a$ be a reflection. If $\delta(s) > 1$, then $s \in W_{a,\chi}$.

Proof. In view of equation (2.10) and Lemma 5.1(i), we only need to consider the case when $s = s_\alpha$, for $\alpha \in \Phi_r$. In this case, if $\delta(s) > 1$, then Lemma 2.3 implies that $\check{\alpha}(-1) = 1$ in $I$. Thus by Lemma 5.1(ii), we have $s \in W_{a,\chi}$.

Lemma 3.5 now follows from Lemma 5.1(ii) and Corollary 5.3. We note the following two corollaries of Lemma 3.5.

Corollary 5.4. Let $s \in W_a$ be a reflection. Then we have:
\[ s \in W_{a,\chi}^0 \text{ if and only if } \chi|_{I_s} = 1. \]

Proof. By Lemma 2.3 and the definition of the group $W_{a,\chi}^0$ (Definition 3.4), the Coxeter group $W_{a,\chi}^0$ is generated by all the reflections $s \in W_a$ such that $\chi|_{I_s} = 1$. 
Combining this with [H, Exercise 1.14], we have $s \in W_{a,\chi}^0$ if and only if there exist a reflection $t \in W_{a,\chi}^0$ and an element $g \in W_{a,\chi}^0$, such that $s = g t g^{-1}$ and $\chi|_t = 1$. Recall that we write “.” for the action of $W_a$ on $I$. By the definition of $I_s \subset I$, we have $I_s = g \cdot I_t$. The corollary now follows from Lemma 3.5.

**Corollary 5.5.** Let $\tilde{r} : B_{W_a} \to \tilde{B}_{W_a}$ be a regular splitting homomorphism (see Definition 2.5), and let $r = \tilde{p} \circ \tilde{r} : B_{W_a} \to W_a$. Let $s \in S$ and $\chi \in \hat{I}$. Then we have:

$$\chi(r(\sigma_s^2)) = 1 \text{ if and only if } s \in W_{a,\chi}^0.$$

**Proof.** This follows from Definitions 2.5 and 3.4, Lemma 2.3, and Corollary 5.4.

### 5.3. Regularity of the Kostant-Rallis splitting.

In this subsection, we give a proof of Proposition 2.6. We will make use of the following construction. Pick a reflection $s \in S$. Let $a_{0,s} \in a_s$ be the orthogonal projection of the basepoint $a_0 \in a_\mathbb{R}^+$ onto the hyperplane $a_s \subset a$, taken with respect to the bilinear form $\nu_a$. Let $\bar{a}_{0,s} = f(a_{0,s}) / a/W_a$, and let $X_{\bar{a}_{0,s}} = f^{-1}(\bar{a}_{0,s})$. Let $p_{\text{reg}} \subset p$ be the set of regular points for $f$, and let $X_{\text{reg}}^{\bar{a}_{0,s}} = X_{\bar{a}_{0,s}} \cap p_{\text{reg}}$. Pick a point $y_s \in X_{\text{reg}}^{\bar{a}_{0,s}}$. Let $N \subset p_{\text{reg}}$ be a normal slice to $X_{\text{reg}}^{\bar{a}_{0,s}}$ through $y_s$. By this we mean that $N$ is a locally closed smooth submanifold of $p_{\text{reg}}$, with $\dim_{\mathbb{R}} N = \dim_{\mathbb{R}} a$, which is transverse to $X_{\text{reg}}^{\bar{a}_{0,s}}$ at $y_s$.

Before proceeding further, we briefly indicate the idea of the proof of Proposition 2.6. Consider a small free loop $\gamma_3$ (this notation will be made clear shortly) in the normal slice $N$, linking the hypersurface $f^{-1}(f(a_s)) \subset p$ in the counterclockwise direction. Let us write $\tilde{B}_{W_a}/T^0$ for the set of $T^0$-orbits in $B_{W_a}$ under the conjugation action. The loop $\gamma_3$ represents a canonical element of $\tilde{B}_{W_a}/T^0$; namely the image of $\tilde{r}[y,s,\Gamma](\sigma_s) \in \tilde{B}_{W_a}$. Moreover, this element depends on the pair $[y_s,N]$ only through the connected component of $y_s \in X_{\text{reg}}^{\bar{a}_{0,s}}$. This enables us, when computing the image of $\tilde{r}[y,s,\Gamma](\sigma_s)$ in $\tilde{B}_{W_a}/T^0$, to replace the Kostant-Rallis slice $s \subset p$ by a normal slice $N$ to $X_{\text{reg}}^{\bar{a}_{0,s}}$ which is contained in the subspace $p_s = Z_p(a_s)$ of Section 5.1. The proposition follows, once we note that conjugation by elements of $T^0$ preserves the subgroup $W_s \subset W_a$.

To make the above paragraph precise, recall the Hermitian structure $\langle , \rangle$ on $p$ introduced in Section 2.2. We will measure distances with respect to this Hermitian structure. For each $\epsilon > 0$, let $B[a_{0,s},\epsilon] \subset a$ be the open $\epsilon$-ball around $a_{0,s} \in a_s$, and let $B[\bar{a}_{0,s},\epsilon] = f(B[a_{0,s},\epsilon]) \subset a/W_a$. We will say that $\epsilon > 0$ is sufficiently small for the normal slice $N \subset p_{\text{reg}}$ through $y_s$ if there exists a smooth map $g_N : B[\bar{a}_{0,s},2\epsilon] \to N$, such that $g_N(\bar{a}_{0,s}) = y_s$ and $f \circ g_N = \text{Id}_{B[\bar{a}_{0,s},2\epsilon]}$. Note that, in this case, the map $g_N$ is determined uniquely by the triple $[y_s,N,\epsilon]$.

Fix an $\epsilon \in (0, \text{dist}(a_0,a_{0,s}))$ which is sufficiently small for $N$. Let $a = a[a_{0,s},\epsilon] \in a_\mathbb{R}^+$ be the unique point of the segment $[a_0,a_{0,s}]$ satisfying $\text{dist}(a,a_{0,s}) = \epsilon$. Let
\[ \tilde{a} = f(a) \text{ and } X_{\tilde{a}} = f^{-1}(\tilde{a}). \] Next, pick a continuous path \( \Gamma : [0, 1] \to X_{\tilde{a}} \), with \( \Gamma(0) = a \) and \( \Gamma(1) = g_N(\tilde{a}) \). The quadruple \([y_s, N, \epsilon, \Gamma]\) determines an element
\[
\gamma = \gamma[y_s, N, \epsilon, \Gamma] \in \widehat{B}_{W_a} = \pi^K_{r_1}(p_s, a_0)
\]
as follows. The element \( \gamma \) is given by composing five paths \( \gamma_1, \ldots, \gamma_5 : [0, 1] \to p_s \), where:
- \( \gamma_1 : [0, 1] \to a^+_\tilde{a} \) is the straight line path from \( a_0 \) to \( a \);
- \( \gamma_2 : [0, 1] \to X_{\tilde{a}} \);
- \( \gamma_3 : [0, 1] \to N \) is given by \( \gamma_3(t) = (g_N \circ f)(a_{0,s} + \exp(t\pi i)(a - a_{0,s})) \);
- \( \gamma_4 : [0, 1] \to a_\tilde{a} \) is given by \( \gamma_4(t) = \gamma_2(1 - t) \);
- \( \gamma_5 : [0, 1] \to a^+_{\tilde{a}} \) is given by \( \gamma_5(t) = \gamma_1(1 - t) \).

Let \( p_s^{\text{reg}} = p_s^{\text{reg}} \cap f^{-1}(f(a_s)) \). Then \( p_s^{\text{reg}} \) is a hypersurface in \( p_s^{\text{reg}} \), and \( y_s \in p_s^{\text{reg}} \) is a smooth point of this hypersurface. The path \( \gamma_3 \) is just a closed loop in \( p_s^{\text{reg}} \subset p_s^{\text{reg}} - p_s^{\text{reg}} \), which links the hypersurface \( p_s^{\text{reg}} \) near the point \( y_s \). The paths \( \gamma_1, \gamma_2, \gamma_4, \gamma_5 \) are needed to turn \( \gamma_3 \) into an element of \( \pi^K_{r_1}(p_s, a_0) \).

The following lemma clarifies the dependence of \( \gamma[y_s, N, \epsilon, \Gamma] \in \widehat{B}_{W_a} \) on the path \( \Gamma \).

**Lemma 5.6.** In the above construction, suppose \( \Gamma_1, \Gamma_2 : [0, 1] \to X_{\tilde{a}} \) are two continuous paths from \( a \) to \( g_N(\tilde{a}) \). Then there exists an element \( u \in I^0 \) such that:
\[
\gamma[y_s, N, \epsilon, \Gamma_2] = u \gamma[y_s, N, \epsilon, \Gamma_1] u^{-1}.
\]

**Proof.** We have a natural identification \( I^0 = \pi^K_{r_1}(X_{a_0}, a_0) = \pi^K_{r_1}(X_{\tilde{a}}, a) \). The element \( u \in I^0 \) is obtained by composing the paths \( \Gamma_1 \) and \( \Gamma_2^{-1} \) in a suitable order. \( \square \)

By Lemma 5.6, we can unambiguously omit the path \( \Gamma \) from the notation, to obtain an element \( \gamma[y_s, N, \epsilon, \Gamma] \in \widehat{B}_{W_a}/I^0 \).

**Proof of Proposition 2.6.** We fix a triple \( [y, s, \Gamma] \) as in equation (2.20). We also fix a reflection \( s \in S \). Let \( y_{s,0} \in X_{\tilde{a}_{0,s}} \) be the unique point of the intersection \( s \cap X_{\tilde{a}_{0,s}} \). Let \( N_0 = s \), i.e., let us view the Kostant-Rallis slice \( s \subset p_s^{\text{reg}} \) as a normal slice to \( X_{\tilde{a}_{0,s}}^{\text{reg}} \) through \( y_{s,0} \). Take \( \epsilon_0 = \text{dist}(a_0, a_{0,s}) \). Note that \( \epsilon_0 \) (and, in fact, every \( \epsilon > 0 \)) is sufficiently small for \( N_0 \). By examining the definitions, we have:
\[
\tilde{r}[y, s, \Gamma](s_\sigma) = \gamma[y_{s,0}, N_0, \epsilon_0, \Gamma].
\]
Thus, we need to show that:
\[
(5.5) \quad \tilde{p}\left( \gamma[y_{s,0}, N_0, \epsilon_0, \Gamma] \right) \in \widetilde{W}_s.
\]

The map \( \tilde{p} : \widehat{B}_{W_a} \to \widetilde{W}_a \) of diagram (2.15) induces a map of sets of \( I^0 \)-orbits under the conjugation action, which we also denote by \( \tilde{p} : \widehat{B}_{W_a}/I^0 \to \widetilde{W}_a/I^0 \). Moreover, it follows from the definitions in Section 2.4 that the subgroup \( \widetilde{W}_s \subset \widetilde{W}_a \)
is invariant under the conjugation action of $I^0$. Thus, we can restate equation (5.5) as follows:

\[(5.6) \quad \tilde{p}(\gamma[y_{s,0}, N_0, \epsilon_0]) \in \widetilde{W}_s/I^0.\]

The idea of the proof of equation (5.6) is to exploit the fact that the element $\gamma[y_{s}, N, \epsilon] \in \widetilde{B}_{W_a}/I^0$ remains unchanged as we vary the arguments $[y_s, N, \epsilon]$ continuously. Since the choice of $\epsilon$ in the construction of $\gamma[y_{s}, N, \epsilon]$ comes from a path-connected set, namely an interval in $\mathbb{R}$, we can conclude that $\gamma[y_{s}, N, \epsilon]$ is independent of $\epsilon$. Thus, we can unambiguously write $\gamma[y_{s}, N] = \gamma[y_{s}, N]$. Likewise, since any two normal slices to $X_{\tilde{a}_0,s}^{\text{reg}}$ can be included into a smooth family of such normal slices over the interval $[0, 1]$, we can conclude that $\gamma[y_{s}, N] = \gamma[y_{s}]$ is independent of $N$. Furthermore, the element $\gamma[y_{s}] \in \widetilde{B}_{W_a}/I^0$ only depends on the connected component of $y_{s}$ in $X_{a_0,s}^{\text{reg}}$. We will now make use of the above observations to replace the pair $[y_{s,0}, N_0]$ by a pair $[y_{s,1}, N_1]$, such that $\gamma[y_{s,0}, N_0] = \gamma[y_{s,1}, N_1]$, but the RHS is easier to relate to the subgroup $\widetilde{W}_s \subset \widetilde{W}_a$.

Recall that we let $p_s = \mathcal{Z}_p(a_s)$ and write $f_s: p_s \to a/W_s$ for the quotient map (see diagram (5.3)). It follows from the restricted root space decomposition (2.3) that we have:

\[(5.7) \quad p = [\mathcal{R}, a_{0,s}] \oplus p_s.\]

Thus, the subspace $p_s \subset p$ is a normal slice through $a_{0,s}$ to the closed orbit $K \cdot a_{0,s} = K^0 \cdot a_{0,s} \subset p$. Note that $K^0 \cdot a_{0,s}$ is the unique closed $K^0$-orbit in $X_{a_0,s}^{\text{reg}}$. It follows that every $K^0$-orbit in $X_{a_0,s}^{\text{reg}}$ meets the connected component $a_{0,s} + \tilde{f}_s^{-1}(0)$ of $X_{a_0,s}^{\text{reg}} \cap p_s$. Thus, we can pick a point $y_{s,1} \in K^0 \cdot y_{s,0} \cap (a_{0,s} + \tilde{f}_s^{-1}(0))$. By construction, the points $y_{s,0}$ and $y_{s,1}$ lie in the same connected component of $X_{a_0,s}^{\text{reg}}$.

Let $N_1 \subset p_s$ be a normal slice through $y_{s,1}$ to the orbit $K^0 \cdot y_{s,1}$. Note that $f_s(a_{0,s}) \in a/W_s$ is a regular point for the projection map $a/W_s \to a/W_a$. It follows by examining the right square of diagram (5.3) that $N_1$ is also a normal slice through $y_{s,1}$ to $X_{a_0,s}^{\text{reg}} \subset p_{\text{reg}}$. By construction, the element $\gamma[y_{s,1}, N_1] \in \widetilde{B}_{W_a}/I^0$ can be represented by a closed loop in $p_{\text{reg}} \cap p_s$. It follows that:

$$
\tilde{p}(\gamma[y_{s,0}, N_0]) = \tilde{p}(\gamma[y_{s,1}, N_1]) \in \widetilde{W}_s/I^0,
$$

as required. \qed

**5.4. A classification of regular splittings.** In this subsection, we give a proof of Lemma 2.7. To that end, we recall a standard construction. Following [S, Lemma 8.1.4], for each $\alpha \in \Phi$, let us choose an isomorphism:

$$
u_{\alpha} : \mathbb{G}_\alpha \to U_{\alpha} \subset G,$$
so that for each $\alpha \in \Phi$, we have:

\begin{align}
(5.8a) \quad & tu_\alpha(x)t^{-1} = u_\alpha(\alpha(t)x) \quad \text{for all } t \in T \text{ and } x \in \mathbb{C}; \\
(5.8b) \quad & n_\alpha := u_\alpha(1) u_{-\alpha}(-1) u_\alpha(1) \in N_G(T) \text{ and has image } s_\alpha \in W; \\
(5.8c) \quad & u_\alpha(a) u_{-\alpha}(-1/a) u_\alpha(a) = \check{\alpha}(a)n_\alpha \quad \text{for all } a \in \mathbb{C}^*;
\end{align}

where $s_\alpha \in W$ is the reflection corresponding to $\alpha$ and $\check{\alpha} \in X_*(T)$ is the coroot corresponding to $\alpha$. We have:

\begin{align}
(5.9) \quad & n_\alpha^2 = \check{\alpha}(-1), \quad n_{-\alpha} = n_\alpha^{-1}, \quad \text{and} \\
& \quad \text{for each } u \in U_\alpha - \{1\}, \text{ there is a unique } u' \in U_{-\alpha} - \{1\}, \\
(5.10) \quad & \quad \text{such that } uu'u \in N_G(T).
\end{align}

Note that for each $\alpha \in \Phi$, there exists a $c_\alpha \in \mathbb{C}^*$ such that:

\begin{equation}
(5.11) \quad \theta(u_\alpha(x)) = u_{\theta\alpha}(c_\alpha x) \quad \text{for all } x \in \mathbb{C}.
\end{equation}

By combining equations (5.8c) and (5.10), and by applying $\theta$ to both sides of equation (5.11), we see that:

$$c_{-\alpha} = c_{\theta\alpha} = 1/c_\alpha.$$ 

By letting $\tilde{u}_\alpha(x) = u_\alpha(x/\sqrt{c_\alpha})$ (and choosing square roots so that $\sqrt{c_\alpha}\sqrt{c_{\theta\alpha}} = 1$), we can and will assume that the isomorphisms $\{u_\alpha\}$ are chosen so that:

\begin{equation}
(5.12) \quad \theta(u_\alpha(x)) = u_{\theta\alpha}(x).
\end{equation}

Let us write $X_\alpha = d_0 u_\alpha(1) \in \mathfrak{g}_\alpha$. Then we have $\theta(X_\alpha) = X_{\theta\alpha}$.

Let us also record that:

\begin{equation}
(5.13) \quad n_\alpha \check{\beta}(a)n_\alpha^{-1} = s_\alpha \check{\beta}(a), \quad \text{for all } \alpha, \beta \in \Phi \text{ and } a \in \mathbb{C}^*.
\end{equation}

This follows directly from equation (5.8b).

\textbf{Proof of Lemma 2.7.} Without loss of generality, we can assume that $G$ is semisimple. As discussed at the end of Section 2.2, we can order the set $S$ of simple reflections, writing $S = \{s_1, \ldots, s_r\}$, so that $s_i = s_{\alpha_i}$ where $\alpha_i \in \Phi_r$, for $i = 1, \ldots, m$, and $s_i = s_{\beta_i} = s_{\beta_i^*} s_{\theta\beta_i} |_a$ where $\beta_i \in \Phi^1_c$ (see equations (2.6) and (2.9)), for $i = m + 1, \ldots, r$. Here we use the convention that $m = 0$ if $\Phi_r = \emptyset$ and $m = r$ if $\Phi_c = \emptyset$. For $\check{\alpha} \in \Sigma \subset X^*(A)$, let us write $\check{\alpha} \in X_*(A)$ for the corresponding coroot. We can and will assume that:

\begin{equation}
(5.14) \quad \langle \check{\alpha}_i, \check{\alpha}_j \rangle \leq 0, \quad \langle \check{\beta}_i, \check{\beta}_j \rangle \leq 0, \quad \langle \check{\alpha}_i, \check{\beta}_j \rangle \leq 0, \quad \langle \check{\beta}_i, \check{\alpha}_j \rangle \leq 0.
\end{equation}

For each $\alpha \in \Phi$, let $n_\alpha \in N_G(T)$ be as in equation (5.8b). We define:

\begin{equation}
(5.15) \quad n_{\tilde{\alpha}} = \check{\alpha}(i)n_\alpha \quad \text{or} \quad \check{\alpha}(-i)n_\alpha \quad \text{if } \alpha \in \Phi_r, \\
& \quad n_{\check{\beta}} = \check{\beta}(i)n_\beta(-\theta\check{\beta}(i))n_{\theta\beta} = \check{\beta}(i)\theta\check{\beta}(-i)n_\beta n_{\theta\beta} \quad \text{if } \beta \in \Phi^1_c.
\end{equation}
We claim that $n_{\tilde{\alpha}}, n_{\tilde{\beta}} \in N_K(a) \cap Z_K(a_s)^0$. To see this, first note that, by the definition of $\Phi_c \subset \Phi$ and by equation (2.6), we have $\beta \pm \theta \beta' \notin \Phi$ for all $\beta, \beta' \in \Phi_{\tilde{c}}$. More precisely, if we had $\gamma = \beta \pm \beta' \in \Phi$, then we must have $\gamma \in \Phi_c$, but $\gamma$ is not orthogonal to either $\beta$ or $\beta'$, which contradicts equation (2.6). It follows that:

\begin{equation}
(5.16) \quad n_{\beta} n_{-\theta \beta'} = n_{-\theta \beta'} n_{\beta} \quad \text{for } \beta, \beta' \in \Phi_{\tilde{c}}.
\end{equation}

Combining equation (5.16) with equations (5.8b), (5.9), (5.12), and (5.13), we find that:

\begin{align*}
\theta(n_\alpha) &= \bar{\alpha}(-1)n_\alpha \quad \text{for } \alpha \in \Phi_t, \\
\theta(n_{\beta} n_{-\theta \beta}) &= \bar{\beta}(-1)\theta \bar{\beta}(-1)n_{\beta} n_{-\theta \beta} \quad \text{for } \beta \in \Phi_c.
\end{align*}

Based on this, one can readily check that $n_{\tilde{\alpha}}, n_{\tilde{\beta}} \in K$. It follows that $n_{\tilde{\alpha}}, n_{\tilde{\beta}} \in N_K(a)$. It remains to show that $n_{\tilde{\alpha}}, n_{\tilde{\beta}}$ belong to the identity component $Z_K(a_s)^0$ of $Z_K(a_s)$. This follows from the fact that the entire construction of the elements $n_{\tilde{\alpha}}, n_{\tilde{\beta}} \in G$ can be lifted to the simply-connected cover $G_{sc}$ of $G$, where the corresponding $\theta$-fixed point group $K_{sc} = G_{sc}^0 \subset G_{sc}$ is connected. By (5.13), we have $n_{\tilde{\alpha}}^2 = \bar{\alpha}(-1)$. It follows that the two expressions for $n_{\tilde{\alpha}}$ in (5.15) are the inverses of each other. Moreover, we have:

\begin{equation}
(5.17) \quad \tilde{W}_s = \langle n_{\tilde{\alpha}} \rangle \text{ if } s = s_{\tilde{\alpha}}, \alpha \in \Phi_t, \quad \tilde{W}_s = \{1, n_{\tilde{\beta}} \} \text{ if } s = s_{\tilde{\beta}}, \beta \in \Phi_{\tilde{c}}.
\end{equation}

We now show that the elements \( \{n_{\tilde{\alpha}_i}, n_{\tilde{\beta}_j}\}_{i,j} \subset K \) pairwise satisfy braid relations (as elements of $K$). To begin with, using (2.4) and (2.6), one can readily check that:

\begin{align}
(5.18a) \quad \langle \tilde{\alpha}_i, \tilde{\alpha}_j \rangle &= \langle \alpha_i, \tilde{\alpha}_j \rangle, \\
(5.18b) \quad \langle \tilde{\beta}_i, \tilde{\beta}_j \rangle &= \langle \beta_i, \tilde{\beta}_j \rangle, \\
(5.18c) \quad \langle \tilde{\alpha}_i, \tilde{\beta}_j \rangle &= 2\langle \alpha_i, \tilde{\beta}_j \rangle, \quad \langle \tilde{\beta}_j, \tilde{\alpha}_i \rangle = \langle \beta_j, \tilde{\alpha}_i \rangle.
\end{align}

Equation (5.18c) implies that:

\begin{equation}
\text{either } \langle \alpha_i, \tilde{\beta}_j \rangle = \langle \beta_j, \tilde{\alpha}_i \rangle = 0 \quad \text{and} \quad \langle \alpha_i, -\theta \tilde{\beta}_j \rangle = \langle -\theta \beta_j, \tilde{\alpha}_i \rangle = 0, \\
\text{or } \langle \alpha_i, \tilde{\beta}_j \rangle = \langle \beta_j, \tilde{\alpha}_i \rangle = -1 \quad \text{and} \quad \langle \alpha_i, -\theta \tilde{\beta}_j \rangle = \langle -\theta \beta_j, \tilde{\alpha}_i \rangle = -1. \tag{5.19}
\end{equation}

In view of (5.14), (5.16), (5.18a)–(5.18c), and (5.19), by applying [S, Proposition 9.3.2], we can conclude that the elements \( \{n_{\alpha_i}, n_{\beta_j}, n_{-\theta \beta_j}\}_{i,j} \subset G \) pairwise satisfy braid relations.

The braid relations for the \( \{n_{\tilde{\alpha}_i}, n_{\tilde{\beta}_j}\}_{i,j} \) can now be verified by a direct computation using the definitions in (5.15), equation (5.13), and the braid relations for the \( \{n_{\alpha_i}, n_{\beta_j}, n_{-\theta \beta_j}\}_{i,j} \). More precisely, one can show that the pair $n_{\tilde{\alpha}_i}, n_{\tilde{\alpha}_j}$ (resp. $n_{\tilde{\beta}_i}, n_{\tilde{\beta}_j}$) satisfies the same braid relation as the pair $n_{\alpha_i}, n_{\alpha_j}$ (resp. $n_{\beta_i}, n_{\beta_j}$). In the former case of (5.19), the pair $n_{\tilde{\alpha}_i}, n_{\tilde{\beta}_j}$ satisfies the same braid relation as the
pair $n_{\alpha_i}, n_{\beta_j}, i.e., n_{\alpha_i}n_{\beta_j} = n_{\beta_j}n_{\alpha_i}$. In the latter case of (5.19), the pair $n_{\alpha_i}, n_{\beta_j}$ satisfies the braid relation $n_{\alpha_i}n_{\beta_j}n_{\alpha_i} = n_{\beta_j}n_{\alpha_i}n_{\beta_j}$, while the pair $n_{\alpha_i}, n_{\beta_j}$ satisfies the braid relation $n_{\alpha_i}n_{\beta_j}n_{\alpha_i} = n_{\beta_j}n_{\alpha_i}n_{\beta_j}$. We spell out this last case in more detail. Let us write $\alpha = \alpha_i, \beta = \beta_j$ for brevity, and let us choose $n_{\alpha_i} = \hat{n}(i)$ in (5.15), the alternative being similar. By repeatedly applying (5.13), we find:

$$n_{\alpha_i}n_{\beta_j} = \hat{n}(i)\hat{n}(j)\theta(j)i, n_{\alpha_i}n_{\beta_j}n_{\alpha_i} = \hat{n}(i)\hat{n}(j)\theta(j)i, n_{\alpha_i}n_{\beta_j}n_{\alpha_i} = \hat{n}(i)\hat{n}(j)\theta(j)i.$$ 

The desired braid relation now follows from the braid relations:

$$n_{\alpha_i}n_{\beta_j}n_{\alpha_i} = n_{\beta_j}n_{\alpha_i}n_{\beta_j}, \quad n_{\alpha_i}n_{\beta_j}n_{\alpha_i} = n_{\beta_j}n_{\alpha_i}n_{\beta_j}, \quad n_{\beta_j}n_{\alpha_i}n_{\beta_j} = n_{\beta_j}n_{\alpha_i}n_{\beta_j}, \quad n_{\beta_j}n_{\alpha_i}n_{\beta_j} = n_{\beta_j}n_{\alpha_i}n_{\beta_j}.$$ 

The lemma follows from equation (5.17) and the above discussion. \( \square \)

5.5. Thom’s $A_{F_2}$ condition. In this subsection, we give a proof of Proposition 3.1. Fix an orbit $O \in N_p/K$, and write $Z_O = O \times (\alpha^s/W_a) \times \{0\} \subset Z_O$ for short. We recall the statement of Thom’s $A_{F_2}$ condition for the pair $(Z^s, Z_O)$. For every $z \in Z$, let $\tilde{z} = F_2(z)$ and $Z_{\tilde{z}} = F_2^{-1}(\tilde{z})$.

**Definition 5.7.** We say that the pair $(Z^s, Z_O)$ satisfies Thom’s $A_{F_2}$ condition, if for every sequence $z_1, z_2, \ldots \in Z^s$ with $\lim z_i = z \in Z_O$, we have:

$$\text{if there exists a limit } \Delta = \lim T_{z_i}Z_{z_i} \subset T_zZ, \text{ then } \Delta \supset T_zZ_O.$$

The symbol $T_zZ$ in the above definition denotes the Zariski tangent space. It is clear that the $A_{F_2}$ condition is local in the parameter space $\alpha^s/W_a$. It will be convenient to consider the pullback of diagram (3.2) via the covering map $\alpha^s \rightarrow \alpha^s/W_a$. More precisely, let:

$$\tilde{Z} = Z \times (\alpha^s/W_a)\alpha^s = \{(x, a, c) \in p \times \alpha^s \times \mathbb{C} \mid f(x) = cf(a)\}.$$ 

Let $\tilde{F}_2 : \tilde{Z} \rightarrow \mathbb{C}$ be the map $(x, a, c) \mapsto c$, let $\tilde{Z}_0 = \tilde{F}_2^{-1}(0)$, and let $\tilde{Z}^s = \tilde{Z} - \tilde{Z}_0$. By analogy with the stratification $S_Z$ of $Z$, we have a stratification $S_{\tilde{Z}}$ of $\tilde{Z}$ given by:

$$\tilde{Z} = \tilde{Z}^s \cup \bigcup_{O \in N_p/K} \tilde{Z}_O,$$

where $\tilde{Z}_O = O \times \alpha^s \times \{0\}$. Proposition 3.1 is then equivalent to the following.

**Proposition 5.8.** For the every $O \in N_p/K$, the pair of strata $(\tilde{Z}^s, \tilde{Z}_O)$ satisfies Thom’s $A_{\tilde{F}_2}$ condition.
The statement of the $A_{\widetilde{F}_2}$ condition is an obvious paraphrase of Definition 5.7. In order to prove Proposition 5.8, we restate it in metric terms. Let $\widetilde{M} = p \times a^{rs} \times C$. Recall the Hermitian metric $\langle \cdot, \cdot \rangle$ on $p$ introduced in Section 2.2. By restriction, it gives a Hermitian metric on $a^{rs}$. We combine these Hermitian metrics on $p$ and $a^{rs}$ with the standard Hermitian metric on $C$, to obtain a flat Hermitian product metric on $\widetilde{M}$. We will use $\langle \cdot, \cdot \rangle$ to denote this product metric, or one of its three constituent components, depending on the context. All norms and angles in this subsection will be taken with respect to $\langle \cdot, \cdot \rangle$. By analogy with the map $F_2 : Z \to C$, for every $z \in \tilde{Z}$, we let $\tilde{z} = \tilde{F}_2(z)$ and $\tilde{Z}_z = \tilde{F}_2^{-1}(\tilde{z})$. Fix a point $z = (y, a, 0) \in \tilde{Z}_O$, where $y \in O$ and $a \in a^{rs}$. The following is a restatement of Proposition 5.8.

**PROPOSITION 5.9.** For every non-zero vector $v \in T_z \tilde{Z}_O \subset T_z \tilde{M}$ and every $\epsilon > 0$, there exists an open neighborhood $U \subset \tilde{M}$ of $z$, such that for every $z_1 \in U \cap \tilde{Z}^{rs}$, there exists a non-zero vector $v_1 \in T_{z_1} \tilde{Z}_{\tilde{z}_1} \subset T_{z_1} \tilde{M}$, such that we have: $\angle(v, v_1) < \epsilon$.

Note that the angle $\angle(v, v_1)$ is well defined, because the metric $\langle \cdot, \cdot \rangle$ on $\tilde{M}$ is flat. Proposition 5.8 follows immediately from Proposition 5.9, by inspecting the definition of the $A_{\widetilde{F}_2}$ condition. We now proceed to prove Proposition 5.9. The Hermitian metric $\langle \cdot, \cdot \rangle$ on $p$ induces a Hermitian metric on the dual space $p^*$. Moreover, if we view the restriction $\nu_p = \nu_a|_p$ as a vector space isomorphism $\nu_p : p \to p^*$, then this isomorphism is an isometry. We will need the following fact.

**LEMMA 5.10.** Every $h \in \nu_p(a) \subset p^*$ is the shortest point of its $K$-orbit.

**Proof.** This follows from [KN, Theorem 0.1].

**Proof of Proposition 5.9.** Note that we have $T_z \tilde{Z}_O \cong T_y O \oplus T_a a^{rs}$. Therefore, we can write $v = (v_y, v_a)$, where $v_y \in T_y O$ and $v_a \in T_a a^{rs}$. By linearity, it suffices to consider the cases $v = (v_y, 0)$ and $v = (0, v_a)$. The first of these two cases follows immediately from the fact that $T_y O \subset T_z \tilde{Z}_O$ is the tangent space to the $K$-orbit $K \cdot z \subset \tilde{Z}$, and the $K$-action on $\tilde{Z}$ preserves the function $\tilde{F}_2 : \tilde{Z} \to C$.

Let us now tackle the case $v = (0, v_a)$. In this case, we take:

$$U = U[v, \epsilon] = \{ z_1 \in \tilde{M} \mid |\tilde{F}_2(z_1)| < \epsilon \}.$$

Pick a point $z_1 = (x_1, a_1, c_1) \in U \cap \tilde{Z}^{rs}$, where $x_1 \in p^{rs}$, $a_1 \in a^{rs}$, and $c_1 = \tilde{F}_2(z_1) \in C$. We let $v_1 = (v_{x_1}, v_{a_1}, 0) \in T_{z_1} \tilde{Z}_{\tilde{z}_1}$, where we view $v_{a_1} \in T_a a^{rs} = T_a a$ as an element of $T_a a^{rs}$ and $v_{x_1} \in T_{x_1} p$ remains to be constructed.

Note that, by construction, we have $\tilde{x}_1 = f(x_1) = c_1 f(a_1)$. Let:

$$X_{\tilde{x}_1} = f^{-1}(\tilde{x}_1) \subset p \quad \text{and} \quad a_2 = c_1 a_1 \in X_{\tilde{x}_1} \cap a.$$

Note that we have:

$$T_{a_2} a = (T_{a_2} X_{\tilde{x}_1})^\perp \subset T_{a_2} p,$$
and define:
\[ N_{x_1} := (T_{x_1}, X_{x_1}) \subseteq T_{x_1}p, \]
where the orthogonal complements are taken with respect to \((, )\). Define an isomorphism:
\[ \eta = ((d_{x_1} f)|_{N_{x_1}})^{-1} \circ d_{a_2} a : T_{a_2} a \to N_{x_1}. \]

We set \( v_{x_1} = \eta(c_1 v_a) \) and \( v_1 = (v_{x_1}, v_a, 0) \in T_{z_1} Z_{\tilde{z}_1} \). We then have:
\[ \angle(v, v_1) < \tan(\angle(v, v_1)) = \frac{\|v_{x_1}\|}{\|v_a\|} = |c_1| \cdot \frac{\|\eta(v_a)\|}{\|v_a\|}. \]

By the choice of the open set \( U \), we have \( |c_1| < \epsilon \). Therefore, to show that \( \angle(v, v_1) < \epsilon \) it will suffice to show that the operator norm \( \|\eta\| \), computed using \((, )\), satisfies:
\[ \|\eta\| \leq 1. \]

To see this, consider the conormal bundle \( \Lambda = T^*_{X_{x_1}} p \subseteq T^* p \). Let \( \Lambda_{a_2} \) and \( \Lambda_{x_1} \) be the fibers of \( \Lambda \) over \( a_2 \) and \( x_1 \), respectively. We view \( \Lambda_{a_2}, \Lambda_{x_1} \) as linear subspaces of \( p^* \). By the \( G \)-invariance of \( \nu_g \), in the notation of Lemma 5.10, we then have \( \Lambda_{a_2} = \nu_p(a) \subseteq p^* \). Further, we have isometries:
\[ \Lambda_{a_2}^* \cong \Lambda_{a_2} \quad \text{and} \quad (N_{x_1})^* \cong \Lambda_{x_1}. \]

Let \( g \in K \) be an element such that \( ga_2 = x_1 \). Let \( g^* : p^* \to p^* \) be the vector space adjoint of the action of \( g \) on \( p \). We have \( g^*(\Lambda_{x_1}) = \Lambda_{a_2} \). Moreover, in terms of the isometries (5.21), we have \( g^*|_{\Lambda_{x_1}} = \eta^* \). By Lemma 5.10, we have \( \|g^*|_{\Lambda_{x_1}}\| < 1 \). Inequality (5.20) follows. \( \square \)

This completes our proof of Proposition 3.1.

6. Proof of Theorem 3.7. Our Theorem 3.7 is very close to, and can be readily derived from, [G1, Theorem 6.1] (see also [G4, Section 4]). Indeed, there are only three material distinctions between these two theorems. Two of them were mentioned at the start of Section 3. Namely, in the present paper, we work \( K \)-equivariantly with a possibly disconnected group \( K \), and we use \( \mathbb{k} \) as the coefficient ring, while [G1] uses \( \mathbb{C} \). And third, in Theorem 3.7, microlocal monodromy acts on the algebra \( \mathcal{H}_1 \) via left multiplications, and monodromy in the family acts via right multiplications, while this convention is reversed in [G1, Theorem 6.1]. The second distinction is not significant, as the Morse groups at the origin we will study are free over \( \mathbb{k} \). The third distinction is purely notational, reflecting the fact that, in the present paper, microlocal monodromy is the primary object of study.

In this section, we will give a proof of Theorem 3.7, relying on the general geometric results of [G1] and [G3] on the Fourier transform of the nearby cycles, but not on the main results of [G1] in [G1, Section 3] or the specific discussion of
symmetric spaces in [G1, Section 6]. There are two reasons for doing this. First, our proof of Theorem 3.7 will prepare the ground, and introduce most of the necessary notions, for the proof of Theorem 3.6 in Section 7. Second, the paper [G1], whose setting is the class of polar representations of Dadok and Kac (see [DK]), contains a gap in the proofs of [G1, Lemmas 4.2 and 4.3]. This gap has been fixed, without affecting the main results of [G1], in the recent document [G4]. The fix required a substantial additional argument; see [G4, Section 3]. However, this issue is easy to deal with in the case of symmetric spaces. The substantial additional argument is only needed for general polar representations, where complex reflection groups which are not Coxeter groups arise. Thus, in this section, we will use the results of [G1, Sections 1 and 2] and [G3], but not the parts of [G1] which depend on the additional argument of [G4, Section 3].

6.1. Fourier transform of the nearby cycles. Let $S$ be the stratification of the nilcone $N_p$ by $K$-orbits. For each $y \in p$, let $h_y : p \to \mathbb{C}$ be the linear function given by $h_y : x \mapsto \nu_g(x, y)$, where $\nu_g$ is the symmetric bilinear form introduced in Section 2.2. Also, write:

$$\xi_y = \text{Re}(h_y) : p \to \mathbb{R} \quad \text{and} \quad \zeta_y = \text{Im}(h_y) : p \to \mathbb{R}.$$ 

**Lemma 6.1.** For every $y \in p^{rs}$, the pair $(0, h_y) \in T^* p = p \times p^*$ is a generic covector for the stratification $S$, in the sense of stratified Morse theory.

**Proof.** If $O \subset N_p$ is a nilpotent $K$-orbit, then we have:

$$T^*_Op = \{(x, h_y) \in p \times p^* \mid [x, y] = 0, x \in O\}.$$ 

The lemma follows, as the stratification $S$ is $\mathbb{C}^*$-conic, and $x = 0$ is the only element of $N_p$ which commutes with a regular semisimple element. \qed

Recall that we write $P_1 = P$. By Lemma 6.1, we can consider the Morse local system $M(P)$ of the perverse sheaf $P$ on the open set $p^{rs}$. More precisely, we set:

$$M_y(P) = M_{(0, h_y)}(P) = \mathbb{H}^0\left(N_p, \{x \in N_p \mid \xi_y(x) \leq -1\}; P\right).$$

Note that we can use the number $-1$ in the above definition, because the sheaf $P$ is constructible with respect to the $\mathbb{C}^*$-conic stratification $S$. Note also that some authors use the opposite convention for Morse groups, writing $\xi_y(x) \geq 1$ instead of $\xi_y(x) \leq -1$. The two conventions can be identified canonically, using a choice of a $\sqrt{-1}$. Finally, note that $\mathbb{H}^i(N_p, \{x \in N_p \mid \xi_y(x) \leq -1\}; P) = 0$ for $i \neq 0$.

**Lemma 6.2.** The restriction of the perverse sheaf $\mathcal{F}P$ to the open set $p^{rs} \subset p$ is given by the Morse local system $M(P)$. More precisely, we have:

$$\mathcal{F}P|_{p^{rs}} \cong M(P)[\dim p].$$
Proof. The lemma follows by applying [KS, Proposition 3.7.12(ii)] to a small convex open neighborhood of a point \( y \in p^S \), then using Lemma 6.1 and the conical property of \( S \). □

By the general geometric results of [G1, Section 2] and [G3], we now have the following.

**Proposition 6.3.** We have:

\[
\mathfrak{F} P \cong \text{IC} \left( p^S, M(P) \right).
\]

**Proof.** The paper [G3] uses \( \mathbb{C} \) as the coefficient ring, but the proof of [G3, Theorem 1.1] goes through with minimal changes with coefficients in \( k \). Namely, the proof of [G3, Theorem 1.1] proceeds by establishing the IC bounds on the stalks of \( \mathfrak{F} P \) by a direct geometric argument, then invoking Verdier duality to establish the IC bounds on the costalks. This use of Verdier duality is not available over \( k \). However, the bounds on the costalks can be established by a direct argument which is entirely parallel (and in some sense dual) to that provided for the stalks. The proposition thus follows from the analog of [G3, Theorem 1.1] with coefficients in \( k \), combined with Lemma 6.2 and [G1, Proposition 2.17], which verifies the main hypothesis of [G3, Theorem 1.1]. □

Proposition 6.3 indicates that the main content of Theorem 3.7, specific to symmetric spaces, is in identifying the Morse local system \( M(P) \) and the action of the monodromy in the family on \( M(P) \).

**Remark 6.4.** Recall that the module \( \mathcal{M} \) of Theorem 3.7 is free over \( k \). Moreover, if we write \( \mathcal{M}[\mathbb{Z}] \) for the corresponding module over \( \mathbb{Z} \), then we have \( \mathcal{M} \cong \mathcal{M}[\mathbb{Z}] \otimes_{\mathbb{Z}} k \). In view of Proposition 6.3, it follows that the claim of Theorem 3.7 for \( k = \mathbb{Z} \) implies the claim for general \( k \).

### 6.2. Picard-Lefschetz classes

Recall the basepoints \( a_0, l \in a^+_R \), where \( a^+_R \) is the Weyl chamber specified in Section 2.2. Let us write \( d = \dim_{\mathbb{C}} X_{a_0} \).

**Lemma 6.5.** The Morse group \( M_l(P) \) can be identified as follows. We have:

\[
M_l(P) \cong H^d \left( X_{\bar{a}_0}, \left\{ x \in X_{\bar{a}_0} \mid \xi_l(x) \leq -\xi_0 \right\}; k \right),
\]

where \( \xi_0 \gg 1 \) is a sufficiently large real number.

**Proof.** This follows from the definition of the Morse group \( M_l(P) \) (see equation (6.1)) and the definition of the nearby cycle functor \( \psi_{a_0} \) in Section 3.1. See also [G2, Lemma 3.1(i)]. □

**Lemma 6.6.** We have:

\[
M_l(P) \cong H^d \left( X_{\bar{a}_0}, \left\{ x \in X_{\bar{a}_0} \mid \xi_l(x) \geq \xi_0 \right\}; k \right),
\]

where \( \xi_0 \gg 1 \) is a sufficiently large real number.
Proof. This follows from Lemma 6.5, plus Poincare-Lefschetz duality on $X_{\tilde{a}_0}$, plus the generic property of $h_l$ (see Lemma 6.1); cf. [G1, Lemma 2.7]. We use the complex structure to orient $X_{\tilde{a}_0}$. □

Let $h_{l,\tilde{a}_0} = h_l|_{X_{\tilde{a}_0}} : X_{\tilde{a}_0} \to \mathbb{C}$. Write $Z_l \subset X_{\tilde{a}_0}$ for the critical locus of $h_{l,\tilde{a}_0}$. For each $w \in W_\alpha$, let $e_w = wa_0 \in \alpha$.

**Lemma 6.7.** We have:

(i) $Z_l = \{ e_w \mid w \in W_\alpha \}$;
(ii) each $e_w \in Z_l$ is a Morse critical point of $h_{l,\tilde{a}_0}$;
(iii) $\zeta_l(e_w) = 0$ for all $w \in W_\alpha$.

Proof. As in the proof of Lemma 6.1, we have:

\[ T_{X_{\tilde{a}_0}}^* \mathfrak{p} = \{ (x, h_y) \in \mathfrak{p} \times \mathfrak{p}^* \mid [x, y] = 0, \ x \in X_{\tilde{a}_0} \} . \] (6.2)

Part (i) of the lemma follows from equation (6.2). Consider the projection to the second factor $\pi_2 : T_{X_{\tilde{a}_0}}^* \mathfrak{p} \to \mathfrak{p}^*$. It is not hard to check that the differential $d_{(x, h_y)} \pi_2$ is non-degenerate whenever $y \in \mathfrak{p}^\alpha$. Part (ii) of the lemma follows. Part (iii) of the lemma follows from the fact that we have $l, e_w \in \mathfrak{a}_R$ for every $w \in W$, and the fact that $\nu_{l_i}$ is real on $\mathfrak{a}_R$.

Let $C_l = h_l(Z_l)$ be the set of critical values of $h_{l,\tilde{a}_0}$. By Lemma 6.7(iii), we have $C_l \subset \mathbb{R} \subset \mathbb{C}$. We can not assert that the critical values $\{ h_l(e_w) \}_{w \in W_\alpha}$ are all distinct. But we can claim that the order of the critical values on the real line is consistent with the Bruhat order on $W_\alpha$. More precisely, let $\prec$ denote the Bruhat order on $W_\alpha$ arising from the choice of the Weyl chamber $\mathfrak{a}_R^+$, so that $1 \prec w$ for every $w \in W_\alpha - \{1\}$. Also, let $L_S : W_\alpha \to \mathbb{N}$ be the length function associated to the set of simple reflections $S$, so that $L_S(1) = 0$ and $L_S(s) = 1$ for every $s \in S$. Then we have the following.

**Lemma 6.8.** For every $w_1, w_2 \in W_\alpha$ with $w_1 \prec w_2$, we have $h_l(e_{w_1}) = \xi_l(e_{w_1}) > \xi_l(e_{w_2}) = h_l(e_{w_2})$.

Proof. Let us begin by recalling the definition of the Bruhat order. We have $w_1 \prec w_2$ if and only if there exists a sequence of reflections $t_1, \ldots, t_m \in W_\alpha$, such that $w_2 = w_1 t_1 \cdots t_m$ and $L_S(w_1 t_1 \cdots t_i) > L_S(w_1 t_1 \cdots t_{i-1})$ for every $i = 1, \ldots, m$. Thus, it suffices to prove the lemma for $w_1 \prec w_2$ with $w_2 = w_1 t$ for some reflection $t \in W_\alpha$. Let $w_2 = s_1 \cdots s_k$ be a reduced expression, where $s_i \in S$ (and repetitions are allowed). Then, by the Strong Exchange Condition, there exists a unique $1 \leq i \leq k$ such that $t = s_i \cdots s_{i+1} s_i s_{i+1} \cdots s_k$ and $w_1 = s_1 \cdots s_i \cdots s_k$.

Let $\tilde{a}_i \in \Sigma \subset \mathfrak{a}_R^+$ be a restricted root such that $s_i = s_{\tilde{a}_i}$ and $\tilde{a}_i(a) > 0$ for every $a \in \mathfrak{a}_R^+$. Let $\tilde{a}_i \in \mathfrak{a}_R$ be the corresponding coroot, so that $sa = a - \tilde{a}_i(a)\tilde{a}_i$ for every $a \in \mathfrak{a}_R$. Define $\tilde{\alpha} = (s_k \cdots s_{i+1})\tilde{a}_i$ and $\tilde{\alpha} = (s_k \cdots s_{i+1})\tilde{a}_i$. Then we have
ta = a − α(a) for every a ∈ aR. Further, we have:
\[ \xi_l(e_w) = \langle w_1a_0, l \rangle = \langle a_0, w_1^{-1}l \rangle = \langle ta_0, w_2^{-1}l \rangle = \langle a_0 - \alpha(a)\tilde{\alpha}, w_2^{-1}l \rangle = \xi_l(e_w) - \alpha(a)\langle w_2\tilde{\alpha}, l \rangle. \]

Note that \( \alpha(a) = (s_k \cdots s_{i+1}\tilde{\alpha})/(a_0) > 0 \), because the word \( s_k \cdots s_i \) is reduced and \( a_0 \in a^+_R \). Similarly, we have \( \langle w_2\tilde{\alpha}, l \rangle = \langle s_1 \cdots s_i\tilde{\alpha}, l \rangle = -\langle s_1 \cdots s_{i-1}\tilde{\alpha}, l \rangle < 0 \), because the word \( s_1 \cdots s_i \) is reduced and \( l \in a^+_R \). The lemma follows.

Using Lemma 6.8, we can identify how large the number \( \xi_0 \) in Lemma 6.6 needs to be.

**Lemma 6.9.** The homology group in the RHS of the isomorphism of Lemma 6.6 is independent of \( \xi_0 \) for \( \xi_0 > \xi(e_1) \).

**Proof.** This is an application of Morse theory, using Lemmas 6.1 and 6.8. □

We will analyze the relative homology group \( M_i(P) \cong H_d(X_{\tilde{a}_0}, \{x \in X_{\tilde{a}_0} \mid \xi_l(x) \geq \xi_0 \}; \mathbb{K}) \) of Lemma 6.6 using the techniques of the classical Picard-Lefschetz theory. Thus, we now recall the standard construction of Picard-Lefschetz classes in the Morse group \( M_i(P) \). Fix a \( \xi_0 > \xi(e_1) \), as in Lemma 6.9. Pick a critical point \( e \in Z_i \). Let \( \mathcal{H}[e] : T_e X_{\tilde{a}_0} \to \mathbb{C} \) be the Hessian of \( h_{l,\tilde{a}_0} \) at \( e \). We view \( \mathcal{H}[e] \) as a complex-valued quadratic form. Note that, by Lemma 6.7(ii), the form \( \mathcal{H}[e] \) is non-degenerate. Next, pick a smooth path \( \gamma : [0, 1] \to \mathbb{C} \) such that:

1. \( \gamma(0) = h_{l}(e) \);
2. \( \gamma'(t) \neq 0 \) for all \( t \in [0, 1] \), and \( \gamma'(0) = i \); 
3. \( \gamma(1) = \xi_0 \);
4. \( \gamma(t) \notin C_l \) for all \( t \in (0, 1) \);
5. \( \gamma(t_1) \neq \gamma(t_2) \) for all \( t_1, t_2 \in [0, 1] \) with \( t_1 \neq t_2 \).

Recall that we write \( i = \sqrt{-1} \). Let \( \mathcal{H}[e] = \text{Re}(-i \cdot \mathcal{H}[e]) : T_e X_{\tilde{a}_0} \to \mathbb{R} \); it is a non-degenerate real-valued quadratic form. Here, the subscript \( v \) stands for “vertical”, referring to the direction of \( \gamma'(0) \). Recall the Hermitian structure \( \langle \cdot, \cdot \rangle \) on \( p \) introduced in Section 2.2. Let \( T_v[e] \subset T_e X_{\tilde{a}_0} \) be the positive eigenspace of the real quadratic form \( \mathcal{H}_v[e] \) relative to \( \langle \cdot, \cdot \rangle \), where by “positive eigenspace” we mean the direct sum of all the eigenspaces corresponding to positive eigenvalues. Note that we have \( \dim_{\mathbb{R}} T_v[e] = \dim_{\mathbb{C}} X_{\tilde{a}_0} = d \), since the real-valued quadratic form \( \mathcal{H}_v[e] \) is the real part of a complex-valued quadratic form. Finally, pick an orientation \( o \) of the real vector space \( T_v[e] \).

The data \([e, \gamma, o]\) defines a Picard-Lefschetz homology class:

\[ \text{PL}[e, \gamma, o] \in H_d(X_{\tilde{a}_0}, \left\{ x \in X \mid \xi_l(x) \geq \xi_0 \right\}; \mathbb{K}) \],

as follows. The class \( \text{PL}[e, \gamma, o] \) is represented by a smoothly embedded disk:

\[ \kappa : (D^d, \partial D^d) \to (X_{\tilde{a}_0}, \left\{ \xi_l(x) \geq \xi_0 \right\}), \]
such that:
   (i) \( h_I \circ \kappa(D^d - \{0\}) = \gamma((0,1]) \subset \mathbb{C}; \)
   (ii) \( h_I \circ \kappa(\partial D^d) = \{\xi_0\}; \)
   (iii) \( \kappa(0) = e; \)
   (iv) \( d\kappa(T_0 D^d) = T_v[e]; \)
   (v) the orientation of the relative cycle \( \kappa(D^d) \) is given by \( o. \)

We use Lemma 6.6 to view the class \( \text{PL}[e,\gamma,o] \) as an element of \( M_I(P). \) It is a standard fact that the class \( \text{PL}[e,\gamma,o] \) depends on the path \( \gamma \) only through the smooth homotopy class of \( \gamma \) within the class of all paths satisfying properties (P1)–(P5).

### 6.3. A canonical basis up to sign for \( M_I(P) \)

In this subsection, we introduce a canonical basis up to sign \( \{\pm v_w\}_{w \in W_a} \) for the Morse group \( M_I(P). \) Here, the word “canonical” refers to the fact that the basis \( \{\pm v_w\} \) will, in a certain sense, be independent of the choices of the basepoints \( a_0, l \in a_R^+. \)

For each \( w \in W_a, \) we choose a path \( \gamma_w: [0,1] \to \mathbb{C}, \) satisfying properties (P1)–(P5) of Section 6.2 for \( e = e_w, \) and such that we further have:



Note that, by Lemma 6.7(iii), property (P6) determines the path \( \gamma_w \) uniquely up to smooth homotopy within the class of all paths satisfying properties (P1)–(P5).

For each \( w \in W_a, \) we set:

\[ \pm v_w = \text{PL}[e_w,\gamma_w] \in M_I(P). \]

Note that, in this definition, we do not specify an orientation of the positive eigenspace \( T_v[e_w]. \) As a result, each element \( v_w \) is only defined up to sign.

**Lemma 6.10.** The \( \mathbb{k}\)-module \( M_I(P) \) is free, and the elements \( \{\pm v_w\}_{w \in W_a} \) form a basis of \( M_I(P) \) up to sign.

**Proof:** This is a standard application of Picard-Lefschetz theory, using Lemmas 6.1, 6.6, and 6.7. \( \square \)

The following remark, which is standard in Picard-Lefschetz theory, explains the sense in which the basis \( \{\pm v_w\} \) is canonical. Recall the sheaves \( \{P_{\tilde{a}}\} \) introduced in Section 3.1 for all \( \tilde{a} \in a^R/W_a. \) We have \( P = P_{\tilde{a}_0}. \) For every pair \( a,l \in a_R^+, \) let \( M[a,l] = M_I(P_{\tilde{a}}), \) where \( \tilde{a} = f(a). \) As in Lemma 6.10, we have a basis up to sign:

\[ \{\pm v_w[a,l]\}_{w \in W_a} \subset M[a,l]. \]

**Remark 6.11.** (i) The groups \( \{M[a,l]\}_{a,l \in a_R^+} \) form a local system over the set \( a_R^+ \times a_R^+, \) which is contractible. The holonomy of this local system in the “\( a\)-direction” is given by the monodromy in the family, i.e., by the structure of the perverse sheaf \( \mathcal{P} \) of equation (3.3), as in Section 3.1.
(ii) For each $w \in W_\alpha$, the basis elements $\{\pm v_w[a, l]\}_{a, l \in \mathfrak{a}^+_R}$ form a section up to sign of the local system $\{M[a, l]\}_{a, l \in \mathfrak{a}^+_R}$.

In working with the basis $\{\pm v_w\}_{w \in W_\alpha}$ of Lemma 6.10, Remark 6.11 will give us the flexibility to assume, whenever convenient, that either $a_0$ or $l$ is near one of the walls of the Weyl chamber $\mathfrak{a}^+_R$.

**6.4. Partial description of the monodromy actions on $M_l(P)$.** Let us write:

$$\lambda_l : \tilde{B}_{W_\alpha} \rightarrow \text{Aut} \left( M_l(P) \right),$$

for the microlocal monodromy action arising from the structure of $P$ as a $K$-equivariant perverse sheaf. The content of Theorem 3.7 is in describing the actions $\lambda_l$ and $\mu_l$ on the Morse group $M_l(P)$. Note that, by construction, these two actions commute with each other. In this subsection, we provide a partial description of these two actions in terms of the basis $\{\pm v_w\}_{w \in W_\alpha}$. Recall the set of simple reflections $S \subset W_\alpha$, and the associated length function $L_S : W_\alpha \rightarrow \mathbb{N}$. Also, recall the counterclockwise braid generators $\{\sigma_s\}_{s \in S} \subset B_{W_\alpha}$.

**Proposition 6.12.** We have:

(i) for every $w \in W_\alpha$ and every $s \in S$ such that $L_S(w) < L_S(sw)$,

$$\lambda_l \circ \tilde{r} \left( \sigma_s \right) \left( \pm v_w \right) = \pm v_{sw};$$

(ii) for every $w \in W_\alpha$ and every $s \in S$ such that $L_S(w) < L_S(ws)$,

$$\mu_l \left( \sigma_s \right) \left( \pm v_w \right) = \pm v_{ws}.$$  

**Proof.** For part (i), recall the hyperplane $\mathfrak{a}_s \subset \mathfrak{a}$ fixed by $s$, and let $\overline{\mathfrak{a}_s} \subset \mathfrak{a}_R$ be the closure of the Weyl chamber $\mathfrak{a}^+_R$. Pick a point $l_s \in \mathfrak{a}_s \cap \overline{\mathfrak{a}^+_R}$, such that $\text{Stab}_{W_\alpha}(l_s) = W_s = \{1, s\}$. Using Remark 6.11, we can assume that the base-point $a_0 \in \mathfrak{a}_R$ is sufficiently generic, so that:

$$h_{l_s}(e_{w_1}) = h_{l_s}(e_{w_2}) \Rightarrow w_2 = sw_1, \quad \text{for all } w_1, w_2 \in W_\alpha.$$

Pick a small $\epsilon > 0$. Using Remark 6.11, we can further assume that $l \in \mathfrak{a}^+_R$ is the unique point such that $l - l_s \in \mathfrak{a}^+_s$ and $\text{dist}(l, l_s) = \epsilon$, where $\mathfrak{a}^+_s \subset \mathfrak{a}$ is the orthogonal complement to $\mathfrak{a}_s$, as in Section 5.1.

By the assumptions on the basepoints $a_0, l \in \mathfrak{a}^+_R$, the critical values $\{h_l(e_w)\}_{w \in W_\alpha}$ are all distinct, and they appear on the real line as a set of $|W_\alpha|/2$ pairs of nearby points, corresponding to the right cosets $W_\alpha \setminus W_\alpha$.

We now define an explicit loop $\Gamma_s : [0, 1] \rightarrow p^K$, representing the element $\tilde{r}(\sigma_s) \in \tilde{B}_{W_\alpha} = \pi_1^K(p^K, l)$. Recall that we write: $r = \tilde{r} \circ \tilde{r} : B_{W_\alpha} \rightarrow \tilde{W}_\alpha$. Pick a representative $k_s \in N_K(\mathfrak{a})$ for the element $r(\sigma_s) \in N_K(\mathfrak{a})/Z_K(\mathfrak{a})^0$. By the definition of a regular splitting (Definition 2.5), we have $\tilde{r}(\sigma_s) \in \tilde{B}_{W_\alpha}^0$. It follows
that \( k_s \in K^0 \). Let \( \Gamma_{k_s} : [0, 1] \to K^0 \) be any continuous path with \( \Gamma_{k_s}(0) = 1 \) and \( \Gamma_{k_s}(1) = k_s \). We define:

\[
\Gamma_s(t) = \begin{cases} 
  l_s + \exp(2t\pi i) \cdot (l - l_s) & \text{for } t \in [0, 1/2] \\
  \Gamma_{k_s}(2t - 1)s(l) & \text{for } t \in [1/2, 1].
\end{cases}
\]

Note that \( s|_{a^s_{\perp}} = -1 \). Therefore, the two branches of the definition of \( \Gamma_s \) agree for \( t = 1/2 \), with \( \Gamma_s(1/2) = s(l) \).

Write \( l_t = \Gamma_s(t) \) and \( h_t = h_{l_t} \), for short. The proposition follows by tracing what happens to the critical values of \( h_t|_{X_{a_0}} \), as \( t \) traces the interval \([0, 1]\). To that end, let us write \( Z_t \) for the set of critical points of \( h_t|_{X_{a_0}} \). Note that, for \( t \in [0, 1/2] \), we have \( Z_t = Z_t = \{ e_w \}_{w \in W_a} \), and for \( t \in [1/2, 1] \), we have \( Z_t = \Gamma_{k_s}(2t - 1)Z_t \).

For every right coset \( u \in W_a \setminus W_a \), let \( w_u \in u \) be the unique element such that \( L_S(w_u) < L_S(sw_u) \). By Lemma 6.8, we have \( h_t(e_{sw_u}) < h_t(e_{w_u}) \). Let \( C_u \subset \mathbb{C} \) be the small circle whose diameter is the closed interval \([h_t(e_{sw_u}), h_t(e_{w_u})] \subset \mathbb{R} \).

Then, by construction, as \( t \) traces the interval \([0, 1/2]\), each pair of critical values \((h_t(e_{w_u}), h(t_{e_{sw_u}}))\), \( u \in W_a \setminus W_a \), moves counterclockwise halfway around the circle \( C_u \). Further, as \( t \) traces the interval \([1/2, 1]\), the critical values of \( h_t|_{X_{a_0}} \) remain unchanged. The intervals \([h_t(e_{sw_u}), h_t(e_{w_u})]\) for different \( u \in W_a \setminus W_a \) are mutually disjoint. Part (i) of the proposition follows.

The proof of part (ii) is similar, with the roles of \( a_0 \) and \( l \) reversed. We briefly indicate the argument. We pick a generic point \( a_{0,s} \in a_{\perp}^s \cap a_s \), and a generic \( l \in a_{\perp}^s \). We then assume that \( a_0 \in a_{\perp}^s \) is near \( a_{0,s} \), with \( a_0 - a_{0,s} \in a_{\perp}^s \). We consider the loop \( \Gamma_s : [0, 1] \to a^{s}/W_a \), defined by:

\[
\Gamma_s(t) = f(a_{0,s} + \exp(t\pi i) \cdot (a_0 - a_{0,s})),
\]

which represents \( \sigma_s \in B_{W_a} = \pi_1(a^{s}/W_a, a_0) \). The critical values \( \{h_t(e_w)\}_{w \in W_a} \) are organized into pairs, corresponding the left cosets \( W_a \setminus W_a \). As \( t \) traces the interval \([0, 1]\), the critical values of \( h_t|_{X_{a_0}} \) move counterclockwise in pairs, as in the proof of part (i). Part (ii) of the proposition follows.

### 6.5. Picking the signs for the basis \( \{ \pm v_w \} \)

In this subsection, we use Proposition 6.12 to assign specific signs to the basis elements \( \{ \pm v_w \}_{w \in W_a} \).

By, for example, \([S, \text{Proposition 8.3.3}]\), there exists a unique map of sets \( \beta : W_a \to B_{W_a} \) such that:

- (i) \( \beta(1) = 1; \beta(s) = \sigma_s \) for \( s \in S \);
- (ii) \( \beta(w_1w_2) = \beta(w_1)\beta(w_2) \) for every pair \( w_1, w_2 \in W_a \) with \( L_S(w_1w_2) = L_S(w_1) + L_S(w_2) \).

We will write \( b_w = \beta(w) \in B_{W_a} \). Note that, using our previous notation, we have \( b_s = \sigma_s \) for a simple reflection \( s \in S \).
It follows from Proposition 6.12, arguing by induction on the length $L_S(w)$ of an element $w \in W_a$, that we have:

\[(6.3) \quad \lambda_l \circ \tilde{r}(b_w)(\pm v_1) = \pm v_w \quad \text{for every } w \in W_a.\]

Now, for each $w \in W_a$, recall the positive eigenspace $T_v[e_w] \subseteq T_{e_w}X_{\overline{a}_0}$. Let $\mathcal{O}[w]$ be the $\mathbb{Z}/2$-torsor of orientations of $T_v[e_w]$. Note that, since the Weyl chamber $a_+^R$ is contractible, the torsor $\mathcal{O}[w]$ is canonically independent of the choice of the basepoints $a_0, l \in a_+^R$. Pick an orientation $o_1 \in \mathcal{O}[1]$. We define:

\[v_1 = PL[e_1, \gamma_1, o_1] \in M_l(P); \quad v_w = \lambda_l \circ \tilde{r}(b_w)v_1 \in M_l(P) \text{ for } w \in W_a - \{1\}.\]

Note that, by equation (6.3), for every $w \in W_a$, there is a unique $o_w \in \mathcal{O}[w]$ such that:

\[v_w = PL[e_w, \gamma_w, o_w] \in M_l(P).\]

We can now summarize much of the content of Theorem 3.7 in terms of the basis:

\[\{v_w\}_{w \in W_a} \subseteq M_l(P),\]

as follows.

**Proposition 6.13.** We have:

(i) for every $w \in W_a$ and every $s \in S$ such that $L_S(w) < L_S(sw)$,

\[\lambda_l \circ \tilde{r}(\sigma_s)v_w = v_{sw};\]
\[\lambda_l \circ \tilde{r}(\sigma_s)v_{sw} = -v_w + 2v_{sw}, \quad \text{if } \delta(s) \text{ is odd};\]
\[\lambda_l \circ \tilde{r}(\sigma_s)v_{sw} = v_w, \quad \text{if } \delta(s) \text{ is even};\]

(ii) for every $w \in W_a$ and every $s \in S$ such that $L_S(w) < L_S(ws)$,

\[\mu_l(\sigma_s)v_w = v_{ws}, \quad \text{if } \delta(s) \text{ is odd};\]
\[\mu_l(\sigma_s)v_w = -v_{ws}, \quad \text{if } \delta(s) \text{ is even};\]
\[\mu_l(\sigma_s)v_{ws} = -v_w + 2v_{ws}, \quad \text{if } \delta(s) \text{ is odd};\]
\[\mu_l(\sigma_s)v_{ws} = -v_w, \quad \text{if } \delta(s) \text{ is even}.\]

The next several subsections will be devoted to the proof of Proposition 6.13.

**6.6. Equations for the monodromy in the family.** In this subsection, we provide the following key geometric input into the proof of Proposition 6.13.

**Proposition 6.14.** Let $s \in S$ be a simple reflection. The monodromy transformation $\mu(\sigma_s) \in \text{End}(P)$ satisfies:

\[\left(\mu(\sigma_s) - 1\right)^2 = 0, \quad \text{if } \delta(s) \text{ is odd};\]
\[\mu(\sigma_s)^2 - 1 = 0, \quad \text{if } \delta(s) \text{ is even}.\]
Proof. The majority of the argument consists of a reduction to rank one, i.e., to the case where \( \dim a = 1 \). The key to the argument is to make use of Thom’s \( A_f \) condition for the adjoint quotient map \( f : p → a/W_a \). We use this property of \( f \) to show that specializing to the discriminant locus and then to the nilpotent cone gives the same result as specializing to the nilpotent cone directly.

With that in mind, similarly to the beginning of the proof of Proposition 6.12, we pick a generic point \( a_{0,s} ∈ a_s ∩ \overline{a_0^+} \) and a small \( ε > 0 \), and we assume (using Remark 6.11) that \( a_0 ∈ a_0^+ \) is the unique point such that \( a_0 - a_{0,s} ∈ a^+_s \) and \( \text{dist}(a_0, a_{0,s}) = ε \). Let \( D_γ = \{ z ∈ C \mid |z| < 2ε \} \). Define an analytic arc \( γ : D_γ → a \) by:

\[
γ(z) = a_{0,s} + (z/ε) · (a_0 - a_{0,s}).
\]

Let \( D_γ = \{ z ∈ C \mid |z| < 4ε^2 \} \), and let \( \tilde{γ} : D_γ → a/W_a \) be the unique analytic arc such that:

\[
f ◦ γ(z) = \tilde{γ}(z^2) \quad \text{for every } z ∈ D_γ.
\]

We base change the family \( f : p → a/W_a \) to \( D_γ \), to obtain a family:

\[
f \tilde{γ} : p_γ = p × a/W_a D_γ → D_γ.
\]

Let \( \tilde{a}_{0,s} = f(a_{0,s}) \) and \( X_\tilde{a}_{0,s} = f^{-1}(\tilde{a}_{0,s}) = f_\tilde{γ}^{-1}(0) \). Write \( p_γ^{\text{rs}} = f_\tilde{γ}^{-1}(D_γ - \{0\}) \subset p_γ \). Form the nearby cycle sheaf:

\[
P_γ = \psi f_γ k_{p_γ} [-] ∈ \text{Perv}_K (X_\tilde{a}_{0,s}),
\]

which, as usual, we make perverse by an appropriate shift. Let \( μ_γ : P_γ → P_γ \) be the associated (counterclockwise) monodromy. Consider the functor:

\[
ψ_\tilde{a}_{0,s} : \text{Perv}_K (X_\tilde{a}_{0,s}) → \text{Perv}_K (N_p),
\]

defined in the same manner as the functor \( ψ_{a_0} \) of Section 3.1, now using the family:

\[
Z_\tilde{a}_{0,s} = \{ (x, c) ∈ p × C \mid f(x) = c\tilde{a}_{0,s} \} → C.
\]

We claim that:

\[
(6.4) \quad ψ_\tilde{a}_{0,s} (P_γ) \cong P \quad \text{and} \quad ψ_\tilde{a}_{0,s} (μ_γ) = μ(σ_s).
\]

To prove this fact, we proceed as in Section 3.1, and consider the family:

\[
F : Z_γ = \{ (x, z, c) ∈ p × D_γ × C \mid f(x) = c\tilde{γ}(z) \} → D_γ × C,
\]

which extends, via pullback to \( D_γ \), the appropriate part of the family \( Z \) of Section 3.1 across the codimension one locus in \( a/W_a \). Note that this family is \( (K × C^+)\)-equivariant, where \( C^+ \) acts trivially on \( D_γ \). The space \( Z_γ \) is equipped with a natural stratification \( S_{Z_γ} \), which we now describe. Recall that we write
\( \mathcal{N}_p/K \) for the set of \( K \)-orbits in \( \mathcal{N}_p \). Let \( D_\gamma = D_\gamma \cap \mathbb{C}^* \). Consider the decomposition:

\[
Z_\gamma = \bigcup_{i=0}^{3} Z_{\gamma,i},
\]

where \( Z_{\gamma,0} = F^{-1}\left(\{0\} \times \{0\}\right) \), \( Z_{\gamma,1} = F^{-1}\left(\{0\} \times \mathbb{C}^*\right) \), \( Z_{\gamma,2} = F^{-1}\left(D_\gamma^* \times \{0\}\right) \), and \( Z_{\gamma,3} = F^{-1}\left(D_\gamma^* \times \mathbb{C}^*\right) \). The stratification \( S_{Z_\gamma} \) respects this decomposition. The locus \( Z_{\gamma,0} \cong \mathcal{N}_p \) is stratified by \( K \)-orbits. The locus \( Z_{\gamma,1} \) is stratified by \((K \times \mathbb{C}^*)\)-orbits. The locus \( Z_{\gamma,2} = \mathcal{N}_p \times D_\gamma \times \{0\} \) is stratified by the products \( \mathcal{O} \times D_\gamma \times \{0\} \) for all \( \mathcal{O} \in \mathcal{N}_p/K \). Finally, the locus \( Z_{\gamma,3} \) is a single stratum.

Let us write \( F_1 : Z_\gamma \to D_\gamma \) and \( F_2 : Z_\gamma \to \mathbb{C}^* \) for the two components of \( F \). The family \( F \) satisfies the following properties.

(P0) For every stratum \( S_0 \subset Z_{\gamma,0} \), Thom’s \( A_F \) condition holds for the pair \((Z_{\gamma,3}, S_0)\).

(P1) For every stratum \( S_1 \subset Z_{\gamma,1} \), Thom’s \( A_{F_1} \) condition holds for the pair \((Z_{\gamma,3}, S_1)\).

(P2) For every stratum \( S_2 \subset Z_{\gamma,2} \), Thom’s \( A_{F_2} \) condition holds for the pair \((Z_{\gamma,3}, S_2)\).

Property (P0) follows from the \( K \)-equivariance of \( F \), property (P1) follows from the \((K \times \mathbb{C}^*)\)-equivariance of \( F \), and property (P2) is analogous to Proposition 3.1.

Let \( R = [0, 4e^2] \times [0, +\infty) \subset D_\gamma \times \mathbb{C} \). Let \( Z_R = F^{-1}(R) \subset Z_\gamma \). For each \( i = 0, 1, 2, 3 \), let \( Z_{R,i} = Z_R \cap Z_{\gamma,i} \), and let \( j_i : Z_{R,i} \to Z_R \) be the inclusion map. We now form the following diagram of perverse sheaves on \( Z_{R,0} \cong \mathcal{N}_p \):

\[
\begin{array}{ccc}
j_0^*(j_1)_* j_1^*(j_3)_* k_{Z_{R,3}}[\cdot] & \leftarrow & j_0^*(j_2)_* j_2^*(j_3)_* k_{Z_{R,3}}[\cdot] \\
\end{array}
\]

where all pushforward functors are understood to be derived. Here, the shifts are used to make the sheaves perverse, as usual, and the maps are induced by the inclusions \( Z_{R,i} \to Z_{R,i} \cup Z_{R,3} \), \( i = 1, 2 \). By property (P1) of the family \( F \), the sheaf \( j_1^*(j_3)_* k_{Z_{R,3}} \) is constructible with respect to the stratification of \( Z_{\gamma,1} \), and therefore we have:

\[
\begin{array}{ccc}
j_0^*(j_1)_* j_1^*(j_3)_* k_{Z_{R,3}}[\cdot] & \cong & \psi_{\delta_0,s} (P_\gamma) \\
\end{array}
\]

By property (P2) of the family \( F \), the sheaf \( j_2^*(j_3)_* k_{Z_{R,3}} \) is constructible with respect to the stratification of \( Z_{\gamma,2} \), and therefore we have:

\[
\begin{array}{ccc}
j_0^*(j_2)_* j_2^*(j_3)_* k_{Z_{R,3}}[\cdot] & \cong & P. \\
\end{array}
\]

Finally, by property (P0) of the family \( F \), both of the maps in diagram (6.5) are isomorphisms.

More precisely, for the last assertion, let \( M_\gamma = p \times D_\gamma \times \mathbb{C} \supset Z_\gamma \), and fix a Hermitian metric on \( M_\gamma \). Fix a point \( m \in Z_{\gamma,0} \). For \( \delta > 0 \), let \( B_{m,\delta} \subset M_\gamma \) be the closed \( \delta \)-ball around \( m \). By the Whitney conditions for the stratification of \( Z_{\gamma,0} \), there exists an \( \delta_0 > 0 \), such that the ball \( B_{m,\delta_0} \) is compact, and for every \( \delta \in (0, \delta_0] \), the boundary \( \partial B_{m,\delta} \) meets the strata of \( Z_{\gamma,0} \) transversely. By the \( A_F \)
condition of property (P0), for every $\delta_1 \in (0, \delta_0]$, there exists a $\zeta \in (0, \delta_1)$, such that for every $\delta \in [\delta_1, \delta_0]$ and every pair $(z, c) \in (0, \zeta) \times (0, \zeta) \subset R$, the intersection $\partial B_{m, \delta} \cap F^{-1}(z, c)$ is transverse. It follows that the restriction of $F$ to the intersection $B_{m, \delta} \cap F^{-1}((0, \zeta) \times (0, \zeta))$ is a smooth fibration, whose fibers are manifolds with boundary, and the stalk of the sheaf $j_0^*(j_3)_*\mathcal{K}_{Z, \ell, 3}$ at $m$ is given by the cohomology of the total space, or equivalently of any of the fibers, of this fibration.

By tracing the definitions, we can conclude that the maps in diagram (6.5) induce isomorphisms on the stalks at $m$. The assertion follows.

This proves the first assertion of equation (6.4). For the second assertion we need to consider a version of diagram (6.5) parametrized by the circle $S^1 = \{z \in \mathbb{C} \mid |z| = 1\}$. Namely, for each $z \in S^1$, we obtain an analog of diagram (6.5) by restricting the family $F$ to the region $R_z = (z \cdot [0, 4\varepsilon^2]) \times [0, +\infty) \subset D_\gamma \times \mathbb{C}$. We omit the details.

Thus, we are reduced to proving the equations for $\mu_\gamma$ in place of $\mu(\sigma_s)$, which we do by reducing to rank one. Recall the subspaces $p_s = \mathbb{Z}_p(a_s) = a \oplus [\mathfrak{h}_s, a]$, $\tilde{p}_s = a_s^+ \oplus [\mathfrak{k}_s, a]$ of $p$, and the symmetric pair $(\bar{G}_s, \bar{K}_s) \subset (G, K)$, introduced in Section 5.1. The space $\tilde{p}_s$ is the $(-1)$-eigenspace of this pair. Consider the intersection $X_{\bar{a}_0, s} \cap p_s$. In view of diagram (5.3) and equation (5.4), the connected component of this intersection that passes through $a_{0, s}$ can be described as $X_{\bar{a}_0, s} \cap (a_{0, s} + \tilde{p}_s) = a_{0, s} + \tilde{f}_s^{-1}(0)$. Note that $K \cdot a_{0, s}$ is the unique closed $K$-orbit in $X_{\bar{a}_0, s}$.

Note also, as in the proof of Proposition 2.6 (see equation (5.7)), that the subspace $p_s \subset p$ is a normal slice to $K \cdot a_{0, s}$ at $a_{0, s}$. Recall that the group $\bar{K}_s$ acts on the zero-fiber $\bar{f}_s^{-1}(0)$ with orbits that are $\mathbb{C}^*$-conic. It follows that, for every $K$-orbit $O \subset X_{\bar{a}_0, 1}$, the locus $O_{\bar{a}_0, s} \coloneqq O \cap (a_{0, s} + \tilde{p}_s)$ is non-empty, and the intersection $O \cap p_s \subset p$ is transverse along $O_{\bar{a}_0, s}$. Therefore, there is a well-defined perverse (i.e., properly shifted) restriction functor:

$$j^* : \text{Perv}_K(X_{\bar{a}_0, s}) \to \text{Perv}_{K_s}(X_{\bar{a}_0, s} \cap (a_{0, s} + \tilde{p}_s)),$$

where $j : X_{\bar{a}_0, s} \cap (a_{0, s} + \tilde{p}_s) \to X_{\bar{a}_0, s}$ is the inclusion map. Since every $K$-orbit in $X_{\bar{a}_0, s}$ meets the locus $a_{0, s} + \tilde{p}_s$, the functor $j^*$ is faithful. Thus, it will suffice to prove the required quadratic relations for the restriction:

$$j^*(\mu_\gamma) \in \text{End}(j^*(P_\gamma)).$$

On the other hand, the sheaf $j^*(P_\gamma)$ is the nearby cycles in the family:

$$a_{0, s} + \tilde{p}_s \to (a_{0, s} + \tilde{p}_s)/K_s \cong a_s^+/W_s,$$

and $j^*(\mu_\gamma)$ is the associated monodromy transformation.

Thus, we are reduced to the case of the symmetric pair $(\bar{G}_s, \bar{K}_s)$ of rank one. In this case, we have $\dim \tilde{p}_s = \delta(s) + 1$ (see equation (5.1)), the little Weyl group is $W_{a_s^+} \cong \mathbb{Z}/2$, and the quotient map $\bar{f}_s$ is a non-degenerate homogeneous quadratic
polynomial. The equations for the monodromy in this case are well known; see, for example, [G1, Example 3.7].

6.7. The fundamental class of $X_{\tilde{a}0}$. In this subsection, we provide another geometric ingredient for the proof of Proposition 6.13. Consider the absolute homology group:

$$M^0_l(P) := H_d(X_{\tilde{a}0}; \mathbb{k}).$$

From the long exact sequence of the pair of Lemma 6.6, we can see that $M^0_l(P)$ is naturally a submodule of the Morse group $M_l(P)$. Recall the character $\tau : \tilde{B}_W \to \{\pm 1\}$ of Section 3.4.

**Proposition 6.15.** We have:

(i) $M^0_l(P) \cong \mathbb{k}$;

(ii) both of the monodromy actions $\lambda_l$ and $\mu_l$ preserve the submodule $M^0_l(P) \subset M_l(P)$;

(iii) the microlocal monodromy action $\lambda_l$ restricted to $M^0_l(P)$ is given by $\tau$;

(iv) the monodromy in the family action $\mu_l$ restricts to $M^0_l(P)$ as follows:

$$\mu(\sigma_s)|_{M^0_l(P)} = (-1)^{\delta(s)+1}$$

for every $s \in S$, we have: $\mu(\sigma_s)|_{M^0_l(P)} = (-1)^{\delta(s)+1}$.

**Proof.** Recall the compact form $K_\mathbb{R}$ of $K$, introduced in Section 2.2. By a theorem of Mostow, [Mo], see also the discussion in [SV], the orbit $X_{\tilde{a}0} = K \cdot a_0$ can be identified with the normal bundle to the orbit $C_{\tilde{a}0} = K_\mathbb{R} \cdot a_0 \subset X_{\tilde{a}0}$. In particular,

$C_{\tilde{a}0}$ is a deformation retract of $X_{\tilde{a}0}$. As the orbit $C_{\tilde{a}0}$ is connected and orientable, see, for example, [Ko, Corollary 1.1.10], we conclude that $M^0_l(P) = H_d(X_{\tilde{a}0}; \mathbb{k}) = H_d(C_{\tilde{a}0}; \mathbb{k}) \cong \mathbb{k}$. This proves part (i). Part (ii) follows from the definitions of the two actions. As to part (iii), it is clear that the subgroup $\tilde{B}^0_W \subset \tilde{B}_W$, which is the image of the map $\pi_1(p^s, l) \to \pi_1^K(p^s, l) = \tilde{B}_W$, acts trivially on $M^0_l(P)$. It remains to consider the action of $\tilde{B}_W/\tilde{B}^0_W \cong K/K^0$. Using the notation of Section 3.4, we have $C_{\tilde{a}0} \cong K_\mathbb{R}/M_\mathbb{R}$. By the construction of the character $\tau$, the component group $K/K^0 \cong K_\mathbb{R}/K^0_\mathbb{R}$ then acts on $H_d(C_{\tilde{a}0}; \mathbb{k})$ via $\tau$.

It remains to prove part (iv). Consider the family $f : p^s \to a^s/W_a$, and pull it back to $a^s$ to obtain the following diagram:

$$
\begin{array}{ccc}
\mathbb{P}^s \times a^s/W_a & \to & \mathbb{P}^s \\
\tilde{f} \downarrow & & \downarrow f \\
a^s/W_a & \to & a^s/W_a.
\end{array}
$$

The family $\tilde{f}$ is trivial, i.e., we have $\mathbb{P}^s \times a^s/W_a \cong K/Z_K(a) \times a^s$. Thus, the action of $\mu(\sigma_s)$ on the total homology $H_*(X_{\tilde{a}0})$ is induced by the right action of $s \in W_a = N_K(a)/Z_K(a)$ on $X_{\tilde{a}0} = K/Z_K(a)$. In particular, the action of $\mu(\sigma_s)$ on $H_d(X_{\tilde{a}0}; \mathbb{k}) = H_d(C_{\tilde{a}0}; \mathbb{k})$ is given by the right action of $s \in N_K_\mathbb{R}(a)/Z_K_\mathbb{R}(a) = N_K(a)/Z_K(a)$ on $C_{\tilde{a}0} = K_\mathbb{R}/Z_K_\mathbb{R}(a)$. We will now reduce the calculation to the
rank one case. Recall the pair $(G_s, K_s)$ of Section 5.1. Write $K_{s, \mathbb{R}} = K_s \cap K_{\mathbb{R}}$. We have:

$$s \in N_{K_{s, \mathbb{R}}}(a)/Z_{K_{s, \mathbb{R}}}(a) \subset N_{K_{\mathbb{R}}}(a)/Z_{K_{\mathbb{R}}}(a).$$

Consider the fibration:

$$K_{s, \mathbb{R}}/Z_{K_{s, \mathbb{R}}}(a) \to C_{\bar{a}_0} = K_{\mathbb{R}}/Z_{K_{\mathbb{R}}}(a) \to K_{\mathbb{R}}/K_{s, \mathbb{R}}.$$ 

The self-map $R_s : C_{\bar{a}_0} \to C_{\bar{a}_0}$ of the total space of this fibration, given by the right multiplication by $s$, commutes with the projection to the base $K_{\mathbb{R}}/K_{s, \mathbb{R}}$. Therefore, the action of $R_s$ on the top homology $H_d(C_{\bar{a}_0}; \mathbb{Z})$ is given by the action of $R_s$ on the top homology of the fiber $K_{s, \mathbb{R}}/Z_{K_{s, \mathbb{R}}}(a)$. Thus, the problem is reduced to the case of the symmetric pair $(G_s, K_s)$, or equivalently, to the case of the symmetric pair $(G_s, K_s)$ with Cartan subspace of dimension 1 (see Section 5.1).

In the case where $\dim a = 1$, we have $d = \delta(s)$, the compact core $C_{\bar{a}_0}$ of $X_{\bar{a}_0}$ is homeomorphic to the sphere $S^d$, and the map $R_s : C_{\bar{a}_0} \to C_{\bar{a}_0}$ is conjugate by a homeomorphism to the antipodal map of $S^d$. The degree of this antipodal map is $(-1)^{\delta(s)+1}$. This concludes the proof of part (iv). \hfill \Box

### 6.8. The path $\gamma_{1,s}$

In this subsection, we provide the final geometric ingredient for the proof of Proposition 6.13. Pick a simple reflection $s \in S$. As in the proofs of Propositions 6.12 and 6.14 above, we pick a generic point $a_0, s \in a_0, s \cap a_{\mathbb{R}}$ and a small $\epsilon > 0$, and we assume, for the duration of this subsection, that $a_0 \in a_{\mathbb{R}}$ is the unique point such that $a_0 - a_0, s \in a_{\mathbb{R}}$ and $\text{dist}(a_0, a_0, s) = \epsilon$. We also assume that $l = a_0$.

For every $w \in W_a - \{1, s\}$, we have:

$$0 < \xi_l(e_1) - \xi_l(e_s) \ll \xi_l(e_s) - \xi_l(e_w). \quad (6.6)$$

To see this, consider the limit $\epsilon \to 0$, and use the fact that $\nu_{\bar{a}}(wa_0, s, a_0, s_0) < \nu_{\bar{a}}(a_0, s, a_0, s_0)$ for every $w \in W_a - \{1, s\}$. To paraphrase inequality (6.6), we can say that, with the given choice of $a_0, l \in a_{\mathbb{R}}$, the critical values $h_l(e_1)$ and $h_l(e_s)$ are close to each other, and far to the right of all the other critical values of the restriction $h_{l, \bar{a}_0} : X_{\bar{a}_0} \to \mathbb{C}$.

We pick a smooth path $\gamma_{1,s} : [0, 1] \to \mathbb{C}$, satisfying properties (P1)--(P5) of Section 6.2 for $e = e_1$, and such that we further have:

1. **(P7)** $\gamma_{1,s}(1/3) = (h_l(e_1) + h_l(e_s))/2 \in \mathbb{R}$;
2. **(P8)** $\gamma_{1,s}(2/3) = (-h_l(e_1) + 3h_l(e_s))/2 \in \mathbb{R}$;
3. **(P9)** $\xi_l(\gamma_{1,s}(t)) > 0$ for all $t \in (0, 1/3) \cup (2/3, 1)$;
4. **(P10)** $\xi_l(\gamma_{1,s}(t)) < 0$ for all $t \in (1/3, 2/3)$.

Note that, by Lemma 6.7(iii) and inequality (6.6), properties (P7)--(P10) determine the path $\gamma_{1,s}$ uniquely up to smooth homotopy within the class of all paths satisfying properties (P1)--(P5). Topologically, we can say that the path $\gamma_{1,s}$ differs from the path $\gamma_1$ of Section 6.3 only in that it passes the critical value $h_l(e_s)$ on the left,
rather than on the right. Therefore:

there exists an \( m_s \in \mathbb{Z} \), independent of \( k \), such that

(6.7) \[ \text{PL} [e_1, \gamma_{1,s}, o_1] = v_1 + m_s v_s \in M_t(P). \]

The integer \( m_s \) can be interpreted, via the Picard-Lefschetz formula, as an intersection number for a pair of vanishing spheres. However, we will not be using this interpretation. The significance of the path \( \gamma_{1,s} \) is given by the following lemma.

**Lemma 6.16.** We have:

(i) \( \lambda_l \circ \tilde{r}(\sigma_s) v_s = \pm \text{PL}[e_1, \gamma_{1,s}, o_1]; \)

(ii) \( \mu_l(\sigma_s) v_s = \pm \text{PL}[e_1, \gamma_{1,s}, o_1]. \)

**Proof.** We prove (i), and the proof of (ii) is similar but easier. We proceed as in the proof of Proposition 6.12, and consider the path \( \Gamma_s : [0,1] \to \mathcal{P}^s \), representing \( \tilde{r}(\sigma_s) \in \tilde{B}_W = \pi_1^K(\mathcal{P}^s, l) \), defined in that proof. We also write \( h_t = \Gamma_s(t) \) and \( h_{t|} = h_{t|}, \) for short. Each critical point \( e_w \) of \( h_{t,a_0} \), \( w \in W_a \), gives rise to a continuous path \( \tilde{e}_w : [0,1] \to X_{a_0} \), such that \( \tilde{e}_w(0) = e_w \) and \( \tilde{e}_w(t) \) is a critical point of \( h_t|X_{a_0} \) for all \( t \in [0,1] \). In our situation, it suffices to only consider the critical points \( \tilde{e}_1(t) \) and \( \tilde{e}_s(t) \), as the critical values corresponding to these critical points remain far to the right of all other critical values of \( h_t|X_{a_0} \) for all \( t \in [0,1] \).

Let \( C \subset \mathbb{C} \) be the small circle whose diameter is the interval \( [h_t(e_s), h_t(e_1)] \subset \mathbb{R} \). As \( t \) traces the interval \([0,1/2]\), the pair of critical values \( (h_t(\tilde{e}_1(t)), h_t(\tilde{e}_s(t))) \) moves counterclockwise halfway around the circle \( C \). In particular, the path \( \gamma_s \) gets taken to the path \( \gamma_{1,s} \). As \( t \) traces the interval \([1/2,1]\), the critical values of \( h_t|X_{a_0} \) remain unchanged. \( \square \)

6.9. **Proof of Proposition 6.13.** We are now prepared to put together the geometric ingredients of Sections 6.6–6.8 to give a proof of Proposition 6.13. We begin with the following analog of Proposition 6.14.

**Lemma 6.17.** Let \( s \in S \) be a simple reflection. The microlocal monodromy transformation \( \lambda_l \circ \tilde{r}(\sigma_s) \in \text{End}(M_t(P)) \) satisfies:

\[
\begin{align*}
(\lambda_l \circ \tilde{r}(\sigma_s) - 1)^2 &= 0, \quad \text{if } \delta(s) \text{ is odd;} \\
(\lambda_l \circ \tilde{r}(\sigma_s))^2 - 1 &= 0, \quad \text{if } \delta(s) \text{ is even.}
\end{align*}
\]

**Proof.** By Lemma 6.10, it suffices to prove the lemma for \( k = \mathbb{Z} \), so we proceed with this assumption. Consider the set of right cosets \( W_s \backslash W_a \). For each coset \( u \in W_s \backslash W_a \), consider the rank 2 submodule \( M_t[u] \subset M_t(P) \) generated by the basis elements \( \{v_w\}_{w \in u} \). We have:

(6.8) \[ M_t(P) = \bigoplus_{u \in W_s \backslash W_a} M_t[u]. \]
Let $u_1 \in W_s \setminus W_\alpha$ be the coset of $1 \in W_\alpha$. By Proposition 6.12, Lemma 6.16, and equation (6.7), we know that both the microlocal monodromy operator $\lambda_l \circ \tilde{r}(\sigma_s)$ and the monodromy in the family operator $\mu_l(\sigma_s)$ preserve the submodule $M_l[u_1] \subset M_l(P)$. Furthermore, we have:

$$\lambda_l \circ \tilde{r}(\sigma_s) v_1 = \pm \mu_l(\sigma_s) v_1.$$  

We also know that the restrictions $\lambda_l \circ \tilde{r}(\sigma_s)|_{M_l[u_1]}$ and $\mu_l(\sigma_s)|_{M_l[u_1]}$ commute, and that $v_1$ is a cyclic element for both. It follows that:

$$\lambda_l \circ \tilde{r}(\sigma_s)|_{M_l[u_1]} = \pm \mu_l(\sigma_s)|_{M_l[u_1]}.$$  

(6.9)

Pick any $u \in W_s \setminus W_\alpha$, and let $w_u \in u$ be the element such that $L_S(w_u) < L_S(sw_u)$. Consider the monodromy transformation $\mu_l(b_{w_u}^{-1}) : M_l(P) \to M_l(P)$. By Proposition 6.12(ii), we have:

$$\mu_l(b_{w_u}^{-1})(M_l[u_1]) = M_l[u].$$

This implies that the operator $\lambda_l \circ \tilde{r}(\sigma_s)$ preserves the submodule $M_l[u] \subset M_l(P)$, and we have:

(6.10) the restriction $\lambda_l \circ \tilde{r}(\sigma_s)|_{M_l[u]}$ is conjugate to $\lambda_l \circ \tilde{r}(\sigma_s)|_{M_l[u_1]}$.

Write $\text{Spec}(\lambda_l \circ \tilde{r}(\sigma_s)|_{M_l[u_1]}) \subset \mathbb{C}$ for the spectrum of the operator induced by $\lambda_l \circ \tilde{r}(\sigma_s)$ on the complex 2-space $M_l[u_1] \otimes_{\mathbb{Z}} \mathbb{C}$. We view this spectrum as a set without multiplicities. Combining equation (6.9) with Proposition 6.14, we can conclude that:

- $\text{Spec}(\lambda_l \circ \tilde{r}(\sigma_s)|_{M_l[u_1]}) = \{1\}$ or $\{-1\}$, if $\delta(s)$ is odd;
- $\text{Spec}(\lambda_l \circ \tilde{r}(\sigma_s)|_{M_l[u_1]}) = \{1, -1\}$, if $\delta(s)$ is even.

In view of (6.10), the claim of the lemma for even $\delta(s)$ follows.

Assume now that $\delta(s)$ is odd. We need to rule out the possibility that:

$$\text{Spec}(\lambda_l \circ \tilde{r}(\sigma_s)|_{M_l[u_1]}) = \{-1\}.$$  

But this, together with (6.10), would imply that:

$$\text{Spec}(\lambda_l \circ \tilde{r}(\sigma_s)) = \{-1\},$$

which is in contradiction with Proposition 6.15(iii). Thus, we conclude that the operator $\lambda_l \circ \tilde{r}(\sigma_s)$ is unipotent, so we have:

$$\lambda_l \circ \tilde{r}(\sigma_s)|_{M_l[u_1]} = \mu_l(\sigma_s)|_{M_l[u_1]}.$$  

(6.11)

The claim of the lemma for odd $\delta(s)$ follows. \[\square\]
Part (i) of Proposition 6.13 follows immediately from Lemma 6.17 and the definition of the basis \( \{v_w\}_{w \in W_a} \) in Section 6.5. Turning to part (ii) of the proposition, recall that the actions \( \lambda_l \) and \( \mu_l \) commute with each other. Together with part (i), this implies that it suffices to verify the claim of part (ii) for \( w = 1 \) only. In the case where \( \delta(s) \) is odd, the claim of part (ii) for \( w = 1 \) follows immediately from equation (6.11). For the case where \( \delta(s) \) is even, we will need the following lemma.

Recall the submodule \( M_1^0(P) \subset M_1(P) \) of Section 6.7. Pick an orientation of the \( K\text{-orbit} C_{\tilde{a}_0} \subset X_{\tilde{a}_0} \) from the proof of Proposition 6.15(i), and let \( F \in M_1^0(P) \) be the corresponding generator. Let:

\[
(6.12) \quad F = \sum_{w \in W_a} c_w v_w, \quad c_w \in \mathbb{k}.
\]

Let \( s \in S \) be a simple reflection. Let \( u_1 = \{1, s\} \in W_s \setminus W_a \) be the identity coset, and let \( M_l[\{1\}] \subset M_l(P) \) be the rank 2 submodule generated by \( \{v_1, v_s\} \), as in the proof of Lemma 6.17. We define:

\[
F_{1,s} = c_1 v_1 + c_s v_s \in M_l[\{1\}] \subset M_l(P),
\]

where \( c_1, c_s \) are as in equation (6.12).

**Lemma 6.18.** We have:

(i) \( c_1 \neq 0 \);

(ii) \( \lambda_l \circ \tilde{r}(\sigma_s) F_{1,s} = F_{1,s} \);

(iii) \( \mu_l(\sigma_s) F_{1,s} = (-1)^{\delta(s)+1} F_{1,s} \).

**Proof.** For every simple reflection \( s' \in S \), we have a direct sum decomposition:

\[
M_l(P) = \bigoplus_{u \in W_{s'} \setminus W_a} M_l[u],
\]

as in equation (6.8) of the proof of Lemma 6.17. Moreover, by Proposition 6.13(i) (which has been established), the operator \( \lambda_l \circ \tilde{r}(\sigma_{s'}) \) preserves this decomposition. By Proposition 6.15(iii), we have: \( \lambda_l \circ \tilde{r}(\sigma_{s'}) F = F \). It follows that:

\[
(6.13) \quad \lambda_l \circ \tilde{r}(\sigma_{s'})(c_w v_w + c_s v_s v_{s'w}) = c_w v_w + c_s v_s v_{s'w}
\]

for each coset \( \{w, s'w\} \in W_{s'} \setminus W_a \).

Part (ii) follows by setting \( w = 1 \) and \( s' = s \).

We now prove part (i). Suppose \( c_1 = 0 \). Pick a \( w \in W_a \), such that \( c_w \neq 0 \) and \( c_w' = 0 \) for every \( w' \in W_a \) with \( L_S(w') < L_S(w) \). Pick an \( s' \in S \), such that \( L_S(s'w) < L_S(w) \). By Proposition 6.13(i), we have \( \lambda_l \circ \tilde{r}(\sigma_{s'}^{-1}) v_w = v_{s'w} \). Combining this with equation (6.13), we obtain a contradiction as follows:

\[
\begin{align*}
&c_w v_w + c_s v_s v_{s'w} = \lambda_l \circ \tilde{r}(\sigma_{s'}) (c_w v_w + c_s v_s v_{s'w}) = c_w v_{s'w}, \quad \text{Part (i) follows.}
\end{align*}
\]
For part (iii), consider the set of left cosets $W_a/W_s$. As for the right cosets, for each $u \in W_a/W_s$, let $M_l[u] \subset M_l(P)$ be the rank 2 submodule generated by the basis elements $\{v_w\}_{w \in u}$. We obtain a direct sum decomposition:

$$M_l(P) = \bigoplus_{u \in W_a/W_s} M_l[u].$$

As in the first paragraph of the proof of Lemma 6.17, the monodromy operator $\mu_l(\sigma_s)$ preserves the submodule $M_l[u_1] \subset M_l(P)$ (note that $u_1 = W_s \subset W_a$ is both a left and a right coset). Moreover, we can use an argument as in the second paragraph of the proof of Lemma 6.17, reversing the roles of the actions $\lambda_l$ and $\mu_l$, to conclude that $\mu_l(\sigma_s)$ preserves the submodule $M_l[u] \subset M_l(P)$ for every $u \in W_a/W_s$.

Together with Proposition 6.15(iv), this implies part (iii) of the lemma. □

Assume now that $\delta(s)$ is even. Lemma 6.18 enables us to conclude that the sign in equation (6.9) is a minus, i.e., we have:

$$\lambda_l \circ \tilde{\rho}(\sigma_s)|_{M_l[u_1]} = -\mu_l(\sigma_s)|_{M_l[u_1]}.$$

The claim of Proposition 6.13(ii) for $w = 1$ follows. This completes the proof of Proposition 6.13.

6.10. Completing the proof of Theorem 3.7. To complete the proof of Theorem 3.7, it remains to describe the action of the subgroup $I \subset \tilde{B}_{W_a}$ on $M_l(P)$.

**Lemma 6.19.** The restriction $\lambda_l|_I$ of the microlocal monodromy action:

$$\lambda_l : \tilde{B}_{W_a} \to \text{Aut}(M_l(P)),$$

is given by the character $\tau : I \to \{\pm 1\}$ of Section 3.4.

**Proof.** Pick an element $u \in I$, and an element $g \in Z_K(a)$ representing $u$. The action of $\lambda_l(u)$ on $M_l(P)$ is induced by the action of $g$ on $X_{\tilde{a}_0}$, via the isomorphism of Lemma 6.6. Note that $g(l) = l$, and so $g$ acts as an automorphism of the pair $(X_{\tilde{a}_0}, \{\xi_l(x) \geq \xi_0\})$ appearing in that lemma. Let:

$$\kappa : (D^d, \partial D^d) \to \left(X_{\tilde{a}_0}, \{\xi_l(x) \geq \xi_0\}\right),$$

be an embedded disk representing the class $v_1 = \text{PL}[e_1, \gamma_1, o_1]$, as in Section 6.2. Then the composition:

$$g \circ \kappa : (D^d, \partial D^d) \to \left(X_{\tilde{a}_0}, \{\xi_l(x) \geq \xi_0\}\right),$$

with a suitable orientation, represents the class $\lambda(u)v_1$. Since $g(l) = l$, we have $h_l \circ g \circ \kappa = h_l \circ \kappa$. It follows that the embedding $g \circ \kappa$ satisfies conditions (i)–(iii)
of Section 6.2, which suffice to determine the relative homology class represented by \( g \circ \kappa \) up to sign. Namely, we have:

\[
\lambda_t(u)v_1 = \pm v_1.
\]

Note that we do not assert that the embedding \( g \circ \kappa \) satisfies condition (iv) of Section 6.2.

Recall that the action \( \lambda_t \) commutes with the monodromy action:

\[
\mu_t : BW_a \to \text{Aut}(M_t(P)),
\]

and that \( v_1 \in M_t(P) \) is a cyclic element for the latter (this follows from Proposition 6.12(ii)). It follows that we have:

\[
\lambda_t(u) = \pm \text{Id}_{M_t(P)}.
\]

Finally, by Proposition 6.15(iii), the sign in the above equation is equal to \( \tau(u) \). □

Theorem 3.7 now follows from Propositions 6.3 and 6.13, and Lemma 6.19. The isomorphism of Theorem 3.7(i) comes from a \( \tilde{B}W_a \)-module isomorphism \( \mathcal{M} = H_1 \to M_t(P) \) which sends \( 1 \in H_1 \) into \( v_1 \in M_t(P) \).

7. Proof of the main theorem. Our proof of Theorem 3.6 will in many ways be parallel to the proof of Theorem 3.7 in Section 6. The main distinction is that the perverse sheaf \( P = P_1 \) of Section 6 is equipped with a monodromy action \( \mu : BW_a \to \text{Aut}(P) \) of the full braid group \( BW_a \) (see (3.4)), whereas the sheaf \( P_\chi \) for \( \chi \neq 1 \) is only equipped with a monodromy action \( \mu : B_{W_a}^{\chi} \to \text{Aut}(P_\chi) \) (see (3.7)). We will get around this limitation by utilizing the extended monodromy in the family, introduced in Section 3.2 (see (3.10)).

7.1. A canonical basis for \( M_t(P_\chi) \). As in Section 6.1, for every \( y \in p^{rs} \), we consider the Morse group \( M_y(P_\chi) = M_{(0, h_y)}(P_\chi) \), and we write \( M(P_\chi) \) for the resulting Morse local system on \( p^{rs} \).

**Proposition 7.1.** We have:

\[
\mathfrak{S}P_\chi \cong \text{IC}(p^{rs}, M(P_\chi)).
\]

**Proof.** The proof of Proposition 6.3 goes through in the presence of the local system \( \mathcal{L}_\chi \); see [G3, Remark 1.4]. □

**Remark 7.2.** As in Remark 6.4, we can conclude from Proposition 7.1 that the claim of Theorem 3.6 for \( k = \mathbb{Z} \) implies the claim for general \( k \).
Recall the basepoint \( l \in a^+_R \), and consider the Morse group \( M_l(P_\lambda) \). As in Section 6, we will write:

\[
\lambda_l : \tilde{B}_W a \to \operatorname{Aut}(M_l(P_\lambda)),
\]

for the microlocal monodromy action. Our proof of Theorem 3.6 will be based on the following analog of Proposition 6.13.

**Proposition 7.3.** The \( \kappa \)-module \( M_l(P_\lambda) \) is free, and there exists a basis \( \{ v_w \}_{w \in W_a} \) of \( M_l(P_\lambda) \) such that, for every \( w \in W_a \) and every \( s \in S \), we have:

\[
\begin{align*}
\lambda_l \circ \tilde{r}(\sigma_s)v_w &= -v_{sw} + 2v_w, & \text{if } L_S(sw) < L_S(w), \ w^{-1}sw \in W^0_{a,\lambda}, \text{ and } \delta(s) \text{ is odd}; \\
\lambda_l \circ \tilde{r}(\sigma_s)v_w &= v_{sw}, & \text{otherwise}.
\end{align*}
\]

Sections 7.2–7.5 below will be devoted to the proof of Proposition 7.3.

### 7.2. Picard-Lefschetz classes

As in Section 6.2, we have the following lemma.

**Lemma 7.4.** The Morse group \( M_l(P_\lambda) \) can be identified as follows:

\[
M_l(P_\lambda) \cong H_d\left(X_{\tilde{a}_0}, \{ x \in X_{\tilde{a}_0} \mid \xi_l(x) \geq \xi_0 \}; \mathcal{L}_\lambda \right),
\]

where \( \xi_0 \) is any real number with \( \xi_0 > \xi(e_1) \).

**Proof.** The proof is the same as those of Lemmas 6.6 and 6.9. \( \square \)

As in Section 6.5, the basis elements \( \{ v_w \}_{w \in W_a} \) of Proposition 7.3 will be constructed as Picard-Lefschetz classes. In order to specify a Picard-Lefschetz class with coefficients in \( \mathcal{L}_\lambda \), one needs to specify a triple \([e, \gamma, o]\) as in Section 6.2, and in addition, to pick a generator \( c \in (\mathcal{L}_\lambda)_e \) of the stalk \((\mathcal{L}_\lambda)_e \cong \kappa\). The data \([e, \gamma, o, c]\) determines a Picard-Lefschetz class:

\[
\operatorname{PL}[e, \gamma, o, c] \in H_d\left(X_{\tilde{a}_0}, \{ x \in X_{\tilde{a}_0} \mid \xi_l(x) \geq \xi_0 \}; \mathcal{L}_\lambda \right),
\]

as follows. Let:

\[
\kappa : (D^d, \partial D^d) \to \left(X_{\tilde{a}_0}, \{ \xi_l(x) \geq \xi_0 \} \right),
\]

be a smoothly embedded disk, representing the Picard-Lefschetz class \( \operatorname{PL}[e, \gamma, o] \), as in Section 6.2. The local system \( \mathcal{L}_\lambda \) is trivial on the image of \( \kappa \). Therefore, the generator \( c \) determines a section of \( \mathcal{L}_\lambda|_{\operatorname{Im}(\kappa)} \), and hence a Picard-Lefschetz class \( \operatorname{PL}[e, \gamma, o, c] \) as above.

Note that the \( K \)-equivariant structure on \( \mathcal{L}_\lambda \) gives rise to a \( \tilde{W}_a \)-equivariant structure on the restriction of \( \mathcal{L}_\lambda \) to the set \( Z_l = \{ e_w \}_{w \in W_a} \). Thus, for every \( \tilde{w} \in \tilde{W}_a \) and \( w' \in W_a \), we obtain an action map \((\mathcal{L}_\lambda)_e \rightarrow (\mathcal{L}_\lambda)_{e_{\tilde{w}(w')}}\), which we denote by \( c \mapsto \tilde{w} \cdot c \).
We are now prepared to define the basis elements \( \{ v_w \}_{w \in W_a} \). Pick a generator \( c_1 \in (\mathcal{L}_\chi)_{e_1} \). For each \( w \in W_a - \{1\} \), define a generator \( c_w \in (\mathcal{L}_\chi)_{e_w} \) by setting:

\[
c_w = r(b_w) \cdot c_1,
\]

where \( r = \tilde{p} \circ \tilde{r} \), as in Definition 2.5. Finally, for every \( w \in W_a \), define:

\[
v_w = PL[e_w, \gamma_w, o_w, c_w] \in M_l(P_\chi),
\]

where \([e_w, \gamma_w, o_w]\) are as in Sections 6.3 and 6.5. The claim that the \( k \)-module \( M_l(P_\chi) \) is free and that the elements \( \{ v_w \}_{w \in W_a} \) form a basis of \( M_l(P_\chi) \) is analogous to Lemma 6.10.

**Lemma 7.5.** For every \( w \in W_a \), we have:

\[
v_w = \lambda_l \circ \tilde{r}(b_w) v_1.
\]

**Proof.** By induction on \( L_S(w) \), it suffices to show that for every \( w \in W_a \) and every \( s \in S \) such that \( L_S(w) < L_S(sw) \), we have:

\[
\lambda_l \circ \tilde{r}(\sigma_s) v_w = v_{sw}.
\]

In the case of the trivial local system \( (\chi = 1) \), we have established this fact up to sign in Proposition 6.12(i), and then fixed the signs by our choice of the orientations \( \{ o_w \}_{w \in W_a} \) in Section 6.5. We now proceed as in the proof of Proposition 6.12(i), making use of the path \( \Gamma_s \). The only additional observation we need is that the effect of \( \Gamma_s \) on the interval \([1/2, 1]\) on the generator \( c_w \in (\mathcal{L}_\chi)_{e_w} \) amounts to the action of \( r(\sigma_s) \in \overline{W}_a \). This establishes the induction step. \( \square \)

Lemma 7.5 immediately implies the claim of Proposition 7.3 for pairs \((w, s)\) with \( L_S(w) < L_S(sw) \). For the case of pairs \((w, s)\) with \( L_S(w) > L_S(sw) \), it will be convenient to reverse the roles of \( w \) and \( sw \), and to restate the claim of the proposition as follows.

**Proposition 7.6.** For every \( w \in W_a \) and every \( s \in S \) with \( L_S(w) < L_S(sw) \), we have:

\[
\begin{align*}
\lambda_l \circ \tilde{r}(\sigma_s^2) v_w &= v_w - 2v_{sw}, & \text{if } w^{-1}sw \in W_{a, \chi}^0 \text{ and } \delta(s) \text{ is odd}; \\
\lambda_l \circ \tilde{r}(\sigma_s^2) v_w &= v_w, & \text{otherwise}.
\end{align*}
\]

For the proof of Proposition 7.6, we will need the geometric input of the next subsection.
7.3. Equations for the monodromy in the family. We have the following analog of Proposition 6.14. Recall the pure braid group $PB_{W_a} \subset B_{W_a}$.

**Proposition 7.7.** (i) Let $s \in S$ be a simple reflection with $s \in W^0_{a,\chi}$. Then we have $\sigma_s \in B^\chi_{W_a}$ and the monodromy transformation $\mu(\sigma_s) \in \text{End}(P_\chi)$ satisfies:

\[
(\mu(\sigma_s) - 1)^2 = 0, \text{ if } \delta(s) \text{ is odd;}
\]

\[
\mu(\sigma_s)^2 - 1 = 0, \text{ if } \delta(s) \text{ is even.}
\]

(ii) Let $s \in S$ be a simple reflection with $s \notin W^0_{a,\chi}$. Then we have $\sigma_s^2 \in PB_{W_a} \subset B^\chi_{W_a}$ and the monodromy transformation $\mu(\sigma_s^2) \in \text{End}(P_\chi)$ satisfies:

\[
\mu(\sigma_s^2) - 1 = 0.
\]

**Proof.** For part (i), the proof proceeds by analogy with the proof of Proposition 6.14, but working with the family $f_s : \bar{\rho}_\chi \to a/W_{a,\chi}$ instead of $f$. Just as in that proof, the statement can be reduced to the rank one case. We continue to use the notation of that proof. Consider the map:

\[
\nu : (a_{0,s} + \bar{p}_s) \to (a_{0,s} + \bar{p}_s) \cap K_s \cong (a_{0,s} + a_s^+) / W_s \to a / W_{a,\chi},
\]

where the last arrow is induced by the inclusion $a_{0,s} + a_s^+ \to a$ (note that we have $s \in W^0_{a,\chi} \subset W_{a,\chi}$). Using the map $\nu$, we obtain an embedding:

\[
\tilde{j}_{a_{0,s}} : \bar{p}_s \to \tilde{\rho}_\chi, \quad x \mapsto (\nu(a_{0,s} + x), a_{0,s} + x).
\]

Recall the quotient map $\tilde{f}_s : \bar{p}_s \to a_s^+ / W_s \cong \bar{p}_s / K_s$. Consider the regular semisimple locus $\bar{p}_s^\text{rs} = \tilde{f}_s^{-1}(a_s^+ / W_s - \{0\}) \subset \bar{p}_s$. It is not the case that $\tilde{j}_{a_{0,s}}(\bar{p}_s^\text{rs})$ is a subset of $\bar{p}_s^\text{rs}$. However, if we pick a small neighborhood of zero $U_s \subset a_s^+ / W_s$, then we have $\tilde{j}_{a_{0,s}}(\bar{p}_s^\text{rs} \cap \tilde{f}_s^{-1}(U_s)) \subset \tilde{p}_s^\text{rs}$. Moreover, by Corollary 5.4 and the regularity assumption on the splitting homomorphism $\tilde{r}$ (see Definition 2.5), the pullback $\tilde{j}_{a_{0,s}}^* \tilde{\rho}_\chi$ restricts to a trivial local system on $\tilde{p}_s^\text{rs} \cap \tilde{f}_s^{-1}(U_s)$. Thus, we are reduced to the same problem for the rank one pair $(\tilde{G}_s, \tilde{K}_s)$ as in the proof of Proposition 6.14. Part (i) follows.

For part (ii), note that $s \notin W^0_{a,\chi}$ implies that $\delta(s) = 1$ and $\bar{\sigma}_s(-1) \notin Z_K(a)^0$, i.e., we are in the situation Lemma 2.3(iv)(b). Since we have $\sigma_s^2 \in PB_{W_a}$, we can base change the family $f$ all the way to $a$, and consider the family:

\[
\tilde{f} : \tilde{\rho} = p \times_{a / W_a} a \to a.
\]

Using this family, we proceed again similarly to the proof of Proposition 6.14, but using the pullback via the arc $\gamma : D \gamma \to a$ instead of $\bar{\gamma} : D \bar{\gamma} \to a / W_a$, to reduce the statement to the case of the rank one pair $(\tilde{G}_s, \tilde{K}_s)$. Moreover, we can further reduce to the case of the pair $(\tilde{G}_s', \tilde{K}_s')$ which is isomorphic to $(\text{SL}(2), \text{SO}(2))$, as in the proof of Lemma 2.3(iv)(b). By Corollary 5.4, the character that we obtain
in this way for the pair \((\text{SL}(2), \text{SO}(2))\) is the non-trivial character \(\chi_1\) of Section 4. Part (ii) now follows from Corollary 4.2.

7.4. Proof of Proposition 7.6 for \(w = 1\). Assume that the basepoints \(a_0 = l \in \mathfrak{a}_{\mathbb{C}}^+\) have been chosen as in Section 6.8 (i.e., near the hyperplane \(\mathfrak{a}_s \subset \mathfrak{a}\)), and recall the path \(\gamma_{1,s} : [0, 1] \to \mathbb{C}\) defined in that section. As in (6.7), we have:

\[
(7.1) \quad \text{PL} \left[ e_1, \gamma_{1,s}, o_1, c_1 \right] = v_1 + m_s v_s \in M_1(P_{\chi}),
\]

for some \(m_s \in \mathbb{Z}\), independent of \(\mathbb{k}\). By arguing as in Lemma 6.16(i) and using Lemma 7.5, we obtain:

\[
\lambda_l \circ r(\sigma_s^2) v_1 = \lambda_l \circ r(\sigma_s) v_s = \text{PL} \left[ e_1, \gamma_{1,s}, o_1, c_1 \right],
\]

where \(o_1, c_1 \in O[1] \) is an orientation which is independent of \(\chi\), and \(c_1, s \in (L_{\chi})_{e_1}\) is given by:

\[
c_1, s = r(\sigma_s^2) \cdot c_1.
\]

By the definition of the equivariant local system \(L_{\chi}\), we have:

\[
c_1, s = \chi(\sigma_s^2) \cdot c_1.
\]

Thus, by Corollary 5.5, we have:

\[
c_1, s = c_1, \text{ if } s \in W_{\mathfrak{a}, \chi}^0, \quad \text{and} \quad c_1, s = -c_1, \text{ otherwise}.
\]

Moreover, by Proposition 6.13(i), we have:

\[
o_1, s = (-1)^{\delta(s)} \cdot o_1.
\]

Consider now the case \(s \in W_{\mathfrak{a}, \chi}^0\). In this case, we have \(\sigma_s \in B_{W_{\mathfrak{a}}^\chi}\), and we can consider the monodromy transformation \(\mu(\sigma_s) : P_{\chi} \to P_{\chi}\). Arguing as in the proof of Proposition 6.12(ii), and using Proposition 6.13(ii) and the definition of the local system \(\hat{L}_{\chi}\) on \(\tilde{p}_{\chi}^\mathbb{C}\) in Section 3.2, we obtain:

\[
\mu(\sigma_s) v_1 = \text{PL} \left[ e_s, \gamma_s, (-1)^{\delta(s)+1} \cdot o_s, r(\sigma_{s-1}) \cdot c_1 \right].
\]

Moreover, by Corollary 5.5, we have:

\[
r(\sigma_{s-1}) \cdot c_1 = r(\sigma_s) \cdot (r(\sigma_s^{-2}) \cdot c_1) = \chi(r(\sigma_s^{-2})) \cdot r(\sigma_s) \cdot c_1 = c_s.
\]

Thus, we have:

\[
\mu(\sigma_s) v_1 = (-1)^{\delta(s)+1} \cdot v_s.
\]

Similarly, as in Lemma 6.16(ii) and using Proposition 6.13(ii), we have:

\[
\mu(\sigma_s) v_s = \text{PL} \left[ e_1, \gamma_{1,s}, -o_1, r(\sigma_s^{-1}) \cdot c_s \right] = -\text{PL} \left[ e_1, \gamma_{1,s}, o_1, c_1 \right] = -v_1 - m_s v_s.
\]
Thus, we see that the monodromy transformation \( \mu(\sigma_s) \) preserves the rank 2 submodule \( M_{1,s} \subset M_l(P_{\chi}) \) spanned by the basis elements \( \{v_1, v_s\} \). Let \( \mu_{1,s}(\sigma_s) \) be the restriction of \( \mu(\sigma_s) \) to \( M_{1,s} \). Using the basis \( \{v_1, v_s\} \), we can summarize the above as follows:

\[
\mu_{1,s}(\sigma_s) = \begin{pmatrix} 0 & -1 \\ (-1)^{\delta(s)+1} & -m_s \end{pmatrix}.
\]

Using Proposition 7.7(i), we can conclude that the integer \( m_s \) of equation (7.1) is given by:

\[
m_s = (-1)^{\delta(s)} - 1.
\]

The claim of Proposition 7.6 for \( w = 1 \) and \( s \in W^0_{a,\chi} \) follows.

Consider now the case \( s \notin W^0_{a,\chi} \). In this case, we necessarily have \( \delta(s) = 1 \). We have \( \sigma_s^2 \in B^X_{W_a} \), and we can consider the monodromy transformation \( \mu(\sigma_s^2) : P_{\chi} \to P_{\chi} \). As before, we compute:

\[
\mu(\sigma_s^2) v_1 = PL[e_1, \gamma_1, s,-o_1, r(\sigma_s^{-2}) \cdot c_1].
\]

However, in this case, we have:

\[
r(\sigma_s^{-2}) \cdot c_1 = \chi(r(\sigma_s^{-2})) \cdot c_1 = -c_1.
\]

Thus, we obtain:

\[
\mu(\sigma_s^2) v_1 = PL[e_1, \gamma_1, s, o_1, c_1] = v_1 + m_s v_s.
\]

Using Proposition 7.7(ii), we can conclude that \( m_s = 0 \). The claim of Proposition 7.6 for \( w = 1 \) and \( s \notin W^0_{a,\chi} \) follows. This completes the proof Proposition 7.6 for \( w = 1 \).

### 7.5. Proof of Proposition 7.6 for general \( w \)

Recall the extended monodromy structure introduced in equation (3.10). We use it to complete the proof of Proposition 7.6. We recall that the extended monodromy is given by:

\[
\mu : B_{W_a} \to \text{Aut} \left( \bigoplus_{\bar{w} \in W_a/W_{a,\chi}} P_{\bar{w} \cdot \chi} \right),
\]

and that for a braid \( b \in B_{W_a} \), we have \( \mu(b) : P_{\bar{w} \cdot \chi} \to P_{(p(b)\bar{w}) \cdot \chi} \).

Recall the basis \( \{v_{w'} \}_{w' \in W_a} \) of the Morse group \( M_l(P_{\chi}) \) constructed in Section 7.2. For each \( w \in W_a \), we can apply the same construction to obtain a basis:

\[
\{v_{w'[w]} \}_{w' \in W_a} \text{ of } M_l(P_{w \cdot \chi}).
\]

Each element \( b \in B_{W_a} \) induces a map \( \mu_l(b) : M_l(P_{w \cdot \chi}) \to M_l(P_{(p(b)w) \cdot \chi}) \). Note that we have:

\[
(7.2) \quad w^{-1}sw \in W^0_{a,\chi} \iff s \in W^0_{a,w \cdot \chi}.
\]
Let \( w = s_1 \cdots s_m, s_i \in S \), be a reduced expression. Recall that we write \( b_w = \sigma_{s_1} \cdots \sigma_{s_m} \in B_{W_a} \). Let \( \bar{b}_w = \sigma_{s_1}^{-1} \cdots \sigma_{s_m}^{-1} \in B_{W_a} \). The key step of the proof is the following claim:

\[
\mu_l(\bar{b}_w) v_w = \pm v_1[w].
\]

This claim follows by induction on the length \( L_S(w) \), using the following:

\[
\text{if } L_S(w) < L_S(ws) \text{ then } \mu_l(\sigma_s) v_w[w'] = \pm v_{ws}[sw'] \quad \text{for all } w' \in W_a.
\]

The claim (7.4) is analogous to Proposition 6.12(ii). The claim (7.3) follows.

Since extended monodromy commutes with microlocal monodromy, equation (7.3) allows us to reduce the claim of Proposition 7.6 for general \( w \in W_a \) to a corresponding claim about the action of \( \lambda_l \circ \tilde{r}(\sigma_s^2) \) on the basis element \( v_1[w] \in M_l(P_{w,\chi}) \). In view of equation (7.2), this corresponding claim has been proved in Section 7.4. This completes the proof of Proposition 7.6, and with it, that of Proposition 7.3.

**7.6. Proof of Theorem 3.6.** Let us note first that, by Lemma 7.5, we have:

\[
\mu_l(\sigma_s) v_w[w'] = \pm v_{ws}[sw'] \quad \text{for all } w' \in W_a.
\]

Let us write:

\[
M_l(P_{\chi}) = \bigoplus_{u \in W_a/W_{a,\chi}^0} V_u,
\]

where \( V_u = \text{span}\{v_w \mid w \in u\} \). Let \( u_0 \in W_a/W_{a,\chi}^0 \) be the identity coset, and let \( V_0 = V_{u_0} \).

The \( B_{W_a} \)-action \( \lambda_l \circ \tilde{r} \) respects the direct sum decomposition in (7.6), acting on it in the following manner. Pick a set of representatives \( \{w_u \in u\}_{u \in W_a/W_{a,\chi}^0} \). Then, for every \( s \in S \), we have:

\[
\lambda_l \circ \tilde{r}(\sigma_s) V_u = V_{u_1}, \quad \text{if } w_u^{-1}sw_u \in W_{a,\chi}^0,
\]
\[
\lambda_l \circ \tilde{r}(\sigma_s) V_u = V_{su_1}, \quad \text{if } w_u^{-1}sw_u \notin W_{a,\chi}^0.
\]

To see this, note that \( w \) and \( sw \) are in the same coset precisely when \( w_u^{-1}sw_u \in W_{a,\chi}^0 \), then apply the formulas of Proposition 7.3. It follows that, for every \( b \in B_{W_a} \), we have:

\[
\lambda_l \circ \tilde{r}(b) : V_{u_1} \mapsto V_{u_2}, \quad \text{where } u_2 = p(b) u_1 \in W_a/W_{a,\chi}^0.
\]

In particular, the submodule \( V_0 \subset M_l(P_{\chi}) \) is stable under the action of \( B_{W_a}^{\chi,0} \subset B_{W_a} \).
Using the formulas of Proposition 7.3 once again, we see that, for every \( s \in S \), we have:

\[
(\lambda_l \circ \tilde{r}(\sigma_s) - 1)^2 = 0 \quad \text{on} \quad V_u, \quad \text{if} \quad w_{s}^{-1}sw_{u} \in W_{a,\chi}^0 \quad \text{and} \quad \delta(s) \quad \text{is odd,}
\]

\[
\lambda_l \circ \tilde{r}(\sigma_s^2) = 1 \quad \text{on} \quad V_u, \quad \text{otherwise.}
\]

Let us now make use of these considerations to analyze the action of \( B_{W_a}^{\chi,0} \) on \( V_0 \). First, we claim that this action factors through the braid group \( B_{W_a}^0 \). To see this, recall from Section 3.5 that we have the following commutative diagram:

\[
\begin{array}{c}
1 \rightarrow \pi_1(\mathfrak{a}^s) \rightarrow B_{W_a}^{\chi,0} = \pi_1(\mathfrak{a}^s/W_{a,\chi}^0) \rightarrow W_{a,\chi}^0 \rightarrow 1 \\
\varphi \downarrow \quad \varphi \downarrow \\
1 \rightarrow \pi_1(\mathfrak{a}_{\chi}^s) \rightarrow B_{W_{a,\chi}}^0 = \pi_1(\mathfrak{a}_{\chi}^s/W_{a,\chi}^0) \rightarrow W_{a,\chi}^0 \rightarrow 1.
\end{array}
\]

By inspection, we have \( \ker(\varphi) = \ker(\varphi_1) \). Thus, it suffices to show that \( \ker(\varphi) \) acts trivially on \( V_0 \). To do so, for every \( s \in S \) and every \( b \in B_{W_a} \), consider the element:

\[
\sigma_{s,b} = b\sigma_s b^{-1} \in B_{W_a}.
\]

We have \( \sigma_{s,b}^2 \in \ker(\varphi_1) \), whenever \( p(b)sp(b)^{-1} \notin W_{a,\chi}^0 \). Moreover, the elements \( \{\sigma_{s,b}^2\} \), for all such pairs \( (s,b) \), generate the group \( \ker(\varphi_1) \); this follows, for example, from [BMR, Proposition A1, p. 181]. Using equations (7.7) and (7.8), we can readily check that:

\[
p(b)sp(b)^{-1} \notin W_{a,\chi}^0 \Rightarrow \lambda_l \circ \tilde{r}(\sigma_{s,b}^2) = 1 \quad \text{on} \quad V_0,
\]

thus verifying the claim.

Let us now analyze the action of \( B_{W_{a,\chi}}^0 \) on \( V_0 \). To that end, recall the set of simple reflections \( S_{\chi} = \{s_{\tilde{\alpha}_1}, \ldots, s_{\tilde{\alpha}_n}\} \subset W_{a,\chi}^0 \), introduced in Section 3.3, and the associated set of counterclockwise braid generators \( \{\sigma_1, \ldots, \sigma_n\} \subset B_{W_{a,\chi}}^0 \). Each of these braid generators can be written as:

\[
\sigma_i = \varphi(\sigma_{s_i,b_i}),
\]

for some \( s_i \in S \) and \( b_i \in B_{W_a} \). (Note that the \( s_i \) for different \( i \) do not have to be distinct.) Moreover, we have \( \delta(s_{\tilde{\alpha}_i}) = \delta(s_i) \). Using equations (7.7) and (7.8), we can readily infer that:

\[
(\lambda_l \circ \tilde{r}(\sigma_{s_i,b_i}) - 1)^2 = 0 \quad \text{on} \quad V_0, \quad \text{if} \quad \delta(s_{\tilde{\alpha}_i}) \quad \text{is odd,}
\]

\[
\lambda_l \circ \tilde{r}(\sigma_{s_i,b_i}^2) = 1 \quad \text{on} \quad V_0, \quad \text{if} \quad \delta(s_{\tilde{\alpha}_i}) \quad \text{is even.}
\]

Consider the map of \( k \)-modules:

\[
k[B_{W_{a,\chi}}^0] \rightarrow V_0, \quad \text{defined by} \quad \varphi(b) \mapsto \lambda_l \circ \tilde{r}(b)v_1, \quad b \in B_{W_a}^{\chi,0}.
\]

By applying Lemma 7.5 to all \( w \in W_{a,\chi}^0 \), we can see that this map is surjective.
Equations (7.9) imply that this map factors through the canonical quotient map \( \eta : \mathbb{k}[B_{W^0_{a,\chi}}] \rightarrow \mathcal{H}_{W^0_{a,\chi}} \). Since both \( V_0 \) and \( \mathcal{H}_{W^0_{a,\chi}} \) are free \( \mathbb{k} \)-modules of rank \( |W^0_{a,\chi}| \), and since \( \mathbb{k} \) is an integral domain, we have:

(7.11) the map (7.10) yields an isomorphism of \( \mathbb{k}[B_{W^0_{a,\chi}}] \)-modules \( V_0 \cong \mathcal{H}_{W^0_{a,\chi}} \).

By an argument as in the proof of Lemma 6.19, and using that lemma for the case \( \chi = 1 \), one can show that, for every \( u \in I \), we have:

(7.12) \( \lambda_l(u)v_1 = \chi(u) \cdot \tau(u) \cdot v_1 \).

We can use Lemma 7.5, plus the fact that the group \( W^0_{a,\chi} \) preserves the character \( \chi \), while all of \( W_a \) preserves the character \( \tau \), to generalize equation (7.12) as follows.

(7.13) \( \lambda_l(u)v_w = \chi(u) \cdot \tau(u) \cdot v_w \).

Combining (7.11) and (7.13), we obtain an isomorphism of \( \mathbb{k}[\tilde{B}^\chi_{W_a}] \)-modules:

(7.14) \( V_0 \cong \mathbb{k}_\chi \otimes \mathcal{H}_{W^0_{a,\chi}} \otimes \mathbb{k}_\tau \).

Consider the following map of \( \mathbb{k}[\tilde{B}^\chi_{W_a}] \)-modules:

\[
\Psi : \mathbb{k}[\tilde{B}^\chi_{W_a}] \otimes_{\mathbb{k}[\tilde{B}^\chi_{W_a}]} (\mathbb{k}_\chi \otimes \mathcal{H}_{W^0_{a,\chi}} \otimes \mathbb{k}_\tau) \rightarrow M_l(P_\chi),
\]

\[
\Psi : \tilde{b} \otimes (1_\chi \otimes 1_\mathcal{H} \otimes 1_\tau) \mapsto \lambda_l(\tilde{b})v_1,
\]

where \( 1_\mathcal{H} \in \mathcal{H}_{W^0_{a,\chi}} \) denotes the identity. This map is well defined in view of equation (7.14). By (7.5), the map \( \Psi \) is surjective. As before, we observe that both the domain and the range of \( \Psi \) are free \( \mathbb{k} \)-modules of rank \( |W_a| \). It follows that \( \Psi \) is an isomorphism. Finally, we note that:

\[
\mathbb{k}[\tilde{B}^\chi_{W_a}] \otimes_{\mathbb{k}[\tilde{B}^\chi_{W_a}]} (\mathbb{k}_\chi \otimes \mathcal{H}_{W^0_{a,\chi}} \otimes \mathbb{k}_\tau) \cong \left( \mathbb{k}[\tilde{B}^\chi_{W_a}] \otimes_{\mathbb{k}[\tilde{B}^\chi_{W_a}]} (\mathbb{k}_\chi \otimes \mathcal{H}_{W^0_{a,\chi}}) \right) \otimes \mathbb{k}_\tau,
\]

since \( \tau \) is preserved by \( W_a \). By the definition of \( \mathcal{M}_\chi \) in (3.13), this completes the proof of Theorem 3.6.
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