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We study the rheological signatures of departure from equilibrium in two-dimensional viscous fluids with and without internal spin. Under the assumption of isotropy, we provide the most general linear constitutive relations for stress and couple stress in terms of the velocity and spin fields. Invoking Onsager’s regression hypothesis for fluctuations about steady states, we derive the Green-Kubo formulae relating the transport coefficients to time correlation functions of the fluctuating stress. In doing so, we verify the claim that one of the non-equilibrium transport coefficients, the odd-viscosity, requires time reversal symmetry breaking in the case of systems without internal spin. However, the Green-Kubo relations for systems with internal spin also show that there is a possibility for non-vanishing odd viscosity even when time reversal symmetry is preserved. Furthermore, we find that breakdown of equipartition in non-equilibrium steady states results in the decoupling of the two rotational viscosities relating the vorticity and the internal spin.

\textbf{Introduction.} This paper presents the consequences of time reversal symmetry breaking at the microscale, and other signatures of non-equilibrium on emergent transport coefficients in two-dimensional viscous fluids. A motivation for this work is the recent emergence of the field of active matter, which studies systems that consume and dissipate energy at the particle scale. Active systems have been found to yield novel phase behaviors \cite{11,12} and continuum descriptions with unusual transport behaviors \cite{7,13} including odd viscosity \cite{19,20}. They also provide insights into activity-mediated biological processes, including flows in the actin cortex \cite{21,22} and collective motion in swarming and growing bacterial colonies \cite{23–25}.

Active systems with non-conservative forces at the microscale result in non-equilibrium steady states different in nature from those arising from spatial gradients in temperature, pressure, or chemical potential by means of boundary conditions. The latter class of problems has been of intense interest for over a century and may be addressed within a well-established non-equilibrium thermodynamics formalism that unifies a variety of transport processes, building on the seminal work of Onsager, Prigogine, deGroot, and Mazur \cite{26,27}. This approach is based on the local equilibrium hypothesis, expressing entropy production as a bilinear form of generalized thermodynamic forces $X_{\alpha}$ and fluxes $J_{\alpha}$, with $\alpha$ enumerating the concerned transport process. The fluxes and forces are then related by linear laws,

$$ J_{\alpha} = \sum_{\beta} L_{\alpha\beta} X_{\beta}. \quad (1) $$

The proportionality constants $L_{\alpha\beta}$, also referred to as transport coefficients, obey the celebrated Onsager reciprocal relations, $L_{\alpha\beta} = L_{\beta\alpha}$, derived by Onsager via invocation of the principle of microscopic time-reversibility (or time reversal symmetry), and a regression hypothesis connecting the macroscopic boundary-driven gradient phenomena to fluctuations in equilibrium systems \cite{26,27}. These same assumptions were used by Kubo, Yokota, and Nakajima to derive another set of prominent relations, the Green-Kubo relations, relating the constants $L_{\alpha\beta}$ to integrals of the time correlation functions of the fluxes $J_{\alpha}$ in equilibrium systems \cite{30,31}.

Active matter systems, which break time reversal symmetry at the microscale, still lack a unifying thermodynamic description for explaining emergent transport phenomena. In this work, we study the non-equilibrium viscous transport behaviors of generic isotropic active systems in two-dimensions with and without internal spin, investigate the fluctuations in the non-equilibrium steady state, analyze the consequences of time reversal symmetry breaking on the emergent transport coefficients, and demonstrate the breakdown of Onsager’s reciprocal relations by deriving Green-Kubo relations. We thus provide a first step towards developing the non-equilibrium thermodynamics formalism for transport phenomena in active media.

\textbf{Odd Viscosity and Time-Reversal.} We begin our treatment of emergent behavior in viscous non-equilibrium fluids with a brief discussion of odd viscosity, recently proposed as a consequence of time reversal symmetry breaking in active media \cite{19,32,33}. In general, the viscosity tensor $\eta_{ijkl}$ defines the linear relation between the stress tensor $T_{ij}$ and the velocity gradient $v_{k,i}$ in a viscous fluid, where $(\cdot)_{,i}$ indicates the spatial derivative. Certain symmetries of the viscosity are physically meaningful. It is well-known that the symmetry $\eta_{ijkl} = \eta_{jikl}$ enforces the symmetry of the stress tensor, while the symmetry $\eta_{ijkl} = \eta_{ijlk}$ expresses the objectivity of the stress tensor, i.e., its insensitivity to the antisymmetric part of the velocity gradient, reflecting the rigid body rotation of the fluid. Another symmetry that has
recently attracted interest is $\eta_{ijkl} = \eta_{klij}$. Components of the viscosity that are antisymmetric with respect to this permutation do not contribute to the stress power $T_{ij}v_{ij} = \eta_{ijkl}v_{ij}v_{kl}$, and are referred to as odd viscosities. These have interesting hydrodynamical consequences such as transverse response to shear strain that have been explored in both classical [19,34] and quantum fluids. In the quantum setting, the odd viscosity is expected to appear in quantum Hall fluids [33].

In previous works associated with odd viscosity [19,33], the symmetry $\eta_{ijkl} = \eta_{klij}$ has been claimed as a necessary consequence of time reversal symmetry, on the basis of Onsager’s reciprocal relations $L_{\alpha\beta} = L_{\beta\alpha}$. At first glance, it is plausible to take the symmetry $\eta_{ijkl} = \eta_{klij}$ of the viscosity to be a particular instance of Onsager reciprocity, identifying $\alpha = ij$ and $\beta = kl$, with stress being the flux of momentum and velocity gradient as the generalized thermodynamic force. This analogy is incorrect, as the reciprocal relations were developed for coupled thermodynamical transport processes using the entropy as a central tool [26,27]. The center of mass momentum of a fluid parcel is not a thermodynamic quantity, and does not enter into any proper account of the entropy of that parcel. Thus an independent demonstration is required to prove that time reversal symmetry breaking is necessary for the observation of odd viscosity, and therefore the breakdown of the reciprocal relations for the viscosity tensor. This is one of the results we provide here, still using Onsager’s particular insight, the hypothesis connecting the fluctuations in the steady state to macroscopic boundary-driven gradients in velocity.

Generalizations to other thermodynamic transport processes involving gradients in pressure, chemical potential and temperature, and the consequences of time reversal symmetry breaking on the corresponding transport coefficients and reciprocal relations will require understanding the role of entropy and entropy production in non-equilibrium steady states [35,36] and will be left for future work. In this work, we focus on the viscous effects in fluids with internal structure, and study only transport processes involving gradients in dynamical quantities based on momentum and internal spin.

**Conservation laws.** To study two-dimensional fluids with internal structure, we take as fundamental dynamical fields the velocity vector $v_i$ and the scalar internal spin $m$. Conservation of linear and angular momentum are guaranteed by the balance equations

$$\rho \ddot{v}_i = T_{ij,j},$$  \hspace{1cm} (2)
$$\rho \dot{m} = C_{ij} - \varepsilon_{ij} T_{ij},$$  \hspace{1cm} (3)

with $T_{ij}$ the stress tensor and $C_i$ the couple stress or spin flux. The dot indicates the convective or material derivative $\partial_t + v_i \partial_i$, and $\varepsilon_{ij}$ is the two-dimensional Levi-Civita tensor. Such a microstructural continuum theory was proposed by Dahler and Scriven [37,38] and has been used in many contexts [39,42].

The coupling term $-\varepsilon_{ij} T_{ij}$ between the linear and internal angular momentum balance equations preserves conservation of total angular momentum, with density $J = \rho x \times v + \rho m$ ($x$ is the position), while permitting the existence of a nonvanishing antisymmetric component of the stress. This is forbidden by conservation of angular momentum in fluids without a microstructural field capable of absorbing angular momentum from the velocity field.

**Constitutive relations and isotropy.** To close the equations (2) and (3) for $v_i$ and $m$, we require constitutive equations relating the stress $T_{ij}$ and couple stress $C_i$ to the fields $v_i$ and $m$. We assume these relations are linear, Galilean invariant, and contain derivatives of the fields only up to first order. The most general linear constitutive relations are then given by

$$T_{ij} = \eta_{ijkl} v_{kl} + \chi_{ij} m + \xi_{ijk} m_k,$$  \hspace{1cm} (4)
$$C_i = \beta_{ij} v_{j,k} + \kappa_i m + \alpha_{ij} m_j,$$  \hspace{1cm} (5)

where repeated indices are summed, and $\eta$, $\gamma$, $\xi$, $\beta$, $\kappa$, and $\alpha$ are linear maps.

Imposing isotropy further restricts the couplings in (4) and (5). Isotropic tensors of any rank in dimension $n$ may be expressed as linear combinations of terms consisting only of the rank two Kronecker tensor $\delta_{ij}$ and the rank $n$ Levi-Civita tensor $\epsilon_{i_1 i_2 \ldots i_n}$ (see Appendix I). In two dimensions, both of these are rank two, so there are no nonzero isotropic tensors of odd rank. This forbids the existence of nontrivial isotropic linear maps between tensors with ranks differing by an odd number. For instance, the couple stress $C_i$, a vector, cannot depend on the spin density $m$, a scalar, or the velocity gradient $v_{ij}$, a rank two tensor. Similarly, the stress tensor $T_{ij}$, a rank two tensor, cannot depend on the spin gradient $m_{ij}$, a vector. Therefore, the most general isotropic constitutive equations have the form

$$T_{ij} = \eta_{ijkl} v_{kl} + \gamma_{ij} m,$$  \hspace{1cm} (6)
$$C_i = \alpha_{ij} m_j.$$  \hspace{1cm} (7)

The maps $\gamma_{ij}$ and $\alpha_{ij}$ may be expressed as

$$\gamma_{ij} = \gamma_1 \delta_{ij} + \gamma_2 \epsilon_{ij},$$  \hspace{1cm} (8)
$$\alpha_{ij} = \alpha_1 \delta_{ij} + \alpha_2 \epsilon_{ij}.$$  \hspace{1cm} (9)

The viscosity tensor $\eta_{ijkl}$ is an element of the six-dimensional space of isotropic rank four tensors in two dimensions (see Appendix I). An orthogonal basis $s^{(\alpha)}$ for this space is provided in Table I, along with the symmetry properties of the basis elements under various index permutations of physical significance. We can express
the viscosity tensor as a linear combination of these basis elements:

$$\eta_{ijkl} = \sum_{\alpha=1}^{6} \lambda_\alpha s^{(\alpha)}_{ijkl}. \tag{10}$$

In Table I, we also provide the components $s^{(\alpha)}_{ijkl} v_{k,1}$ of the stress tensor due to each of the basis tensors, elucidating the physical meaning of each coefficient. The bulk viscosity $\lambda_1$ and shear viscosity $\lambda_2$ resist compression and shearing as in a typical Newtonian fluid. The rotational viscosity $\lambda_3$ resists rotation, corresponding to the appearance of a torque in response to non-vanishing vorticity, breaking both symmetry and objectivity of the stress tensor. All three of these components of the viscosity are even under mirror symmetry, implying that they may arise in non-chiral systems.

The other three components of the viscosity are odd under mirror symmetry, and thus should be expected to vanish in non-chiral systems. The odd viscosity $\lambda_4$, corresponding to a term that violates the permutation symmetry $\eta_{ijkl} = \eta_{klij}$, responds to pure shear along one axis with pure shear stress along an axis rotated by $\pi/4$. Equivalently, it responds to simple shear along one axis with pressure or tension along the orthogonal axis, depending on the sign of the shear. An interesting feature of this component of the viscosity is that it is non-dissipative in the sense that it does not contribute to the stress power $T_{ij} v_{i,j}$. This term satisfies both objectivity and symmetry of the stress tensor, so that it is compatible with conservation of angular momentum even in the absence of internal spin.

Finally, the component $\lambda_5$ responds to compression with torque, breaking symmetry of the stress, while the component $\lambda_6$ responds to vorticity with isotropic pressure, breaking objectivity. The corresponding basis tensors $s^{(5)}$ and $s^{(6)}$ both violate the symmetry $\eta_{ijkl} = \eta_{klij}$. They span a two-dimensional subspace with one even and one odd direction under this index permutation, so that there are in fact two independent odd components of the viscosity.

**Onsager’s regression hypothesis and Green-Kubo relations.** In what follows we derive Green-Kubo formulae relating the viscous coefficients introduced in [8]–[10] to the stress-stress time correlation function in a fluctuating steady-state, starting from an assumption on the fluctuations in the spirit of Onsager’s regression hypothesis. The philosophy adopted here is to suppose that the fields $v_i$, $m$, $T_{ij}$, and $C_i$ are fluctuating or stochastic rather than deterministic, but that small fluctuations about a steady state behave, in expectation, in the same manner as the deterministic transport equations would predict. In other words, a viscous fluid is best described in different regimes by either a deterministic or a stochastic theory, and the two must be related in some plausible way. This is the informal content of Onsager’s regression hypothesis [26, 27, 30, 31].

We now provide a more formal presentation of the statement of the regression hypothesis in a general setting, which will be central to the derivation of Green-Kubo relations. Suppose a system is characterized by some set of complex variables $A_i$ and $B_j$, and that the system is described by a deterministic theory that obeys the linear dynamical (or conservation) and constitutive equations

$$\frac{dA_i}{dt} = \sum_j M_{ij} B_j, \tag{11}$$

$$B_j = \sum_i S_{ji} A_i, \tag{12}$$

where $M_{ij}$ and $S_{kl}$ are constant coefficients, and $A_i = B_j = 0$ is a stable fixed point. These lead to the transport equations

$$\frac{dA_i}{dt} = \sum_{j,k} M_{ij} S_{jk} A_k, \tag{13}$$

where any external perturbation to the variables $A_i$ decays with a characteristic relaxation time $\tau_i \approx \frac{1}{M_{ij} S_{jk}}$.

Extending Onsager’s regression hypothesis to non-equilibrium steady states [27], we suppose that spontaneous fluctuations about the steady state decay according to the transport equation [13] in expectation, in the sense that

$$\frac{\langle A_i(t+\Delta t) \rangle_{t,a} - a_i}{\Delta t} = \sum_{j,k} M_{ij} S_{jk} a_k, \tag{14}$$

where the subscript indicates that the expectation is taken over the subensemble of trajectories satisfying $A_i(t) = a_i$. In [14], $\Delta t$ is chosen to be small in comparison with the macroscopic relaxation time $\tau_i$, but sufficiently large compared to the microscopic or molecular time scales [27, 31]. This is the mathematical statement of the regression hypothesis.

Following Kubo-Yokota-Nakajima [31], we may derive from the regression [14] (see Appendix III) the generalized Green-Kubo relations

$$M_{ij} S_{jk} \langle A_i(0) A^*_k(0) \rangle = -\int_0^\infty \left\langle \dot{A}_i(t) \dot{A}^*_k(0) \right\rangle dt, \tag{15}$$

$$= -M_{ij} M^*_{rk} \int_0^\infty \left\langle B_j(t) B^*_k(0) \right\rangle dt, \tag{16}$$

where the averages are taken over the steady state ensemble of trajectories, $\langle \cdot \rangle^*$ denotes complex conjugation, and repeated indices are summed. Deriving [15] requires an important condition on the separation of time scales:

$$\tau_{\text{corr}} \ll \Delta t \ll \frac{1}{M_{ij} S_{jk}}, \tag{17}$$
where \( \tau_{\text{corr}} \) is the time scale associated with the decay of the correlation functions \( \langle A_i(t) A_i^*(0) \rangle \).

**Green-Kubo relations for viscous fluids.** For our system of non-equilibrium fluids, the role of the variables \( A_i \) and \( B_i \) will be played by the large wavenumber components of the fluctuations of the fields \( v_i \), \( m \), \( T_{ij} \), and \( C_i \) about the steady state with \( v_i = 0 \) and \( m = \text{constant} \). The evolution of these components is governed by the linearized Fourier forms of the linear and angular momentum balance equations (see Appendix II). Invoking a regression hypothesis on these variables in the spirit of [14] and examining the large wavelength limit of the fluctuations yields the following Green-Kubo relations for the transport coefficients (see Appendix V for detailed derivations):

\[
\gamma_1 = \frac{1}{2 \rho_0 v} \delta_{ij} \epsilon_{kl} \mathcal{T}^{ijkl}, \\
\gamma_2 = \frac{1}{2 \rho_0 \nu} \epsilon_{ij} \epsilon_{kl} \mathcal{T}^{ijkl}, \\
\lambda_1 + 2 \lambda_2 + \lambda_3 = - \frac{\gamma_1 \pi}{2 \mu} + \frac{\gamma_2 \tau}{2 \mu} = \frac{1}{2 \rho_0 \nu} \delta_{ij} \delta_{kl} \mathcal{T}^{ijkl}, \\
\lambda_4 + \lambda_5 + \lambda_6 = - \frac{\gamma_1 \pi}{4 \mu} - \frac{\gamma_2 \tau}{4 \mu} = \frac{1}{4 \rho_0 \nu} \epsilon_{ij} \delta_{kl} \mathcal{T}^{ijkl}, \\
\lambda_5 - \gamma_2 \tau = \frac{1}{8 \rho_0 \mu} \epsilon_{ij} \delta_{kl} \mathcal{T}^{ijkl}, \\
\lambda_3 + \frac{\gamma_2 \tau}{2 \mu} = \frac{1}{4 \rho_0 \mu} \epsilon_{ij} \epsilon_{kl} \mathcal{T}^{ijkl},
\]

where \( \mathcal{T}^{ijkl} \) is the time-integrated stress-stress correlator

\[
\mathcal{T}^{ijkl} = \frac{1}{L^4} \int_0^\infty dt \int d^2x \, d^2y \, \langle \delta T_{ij}(x, t) \delta T_{kl}(y, 0) \rangle,
\]

and \( \mu, \nu, \pi, \) and \( \pi \) are the steady-state correlation functions defined by

\[
\mu \delta_{ij} = \frac{1}{L^4} \int \langle \delta v^i(x) \delta v^j(y) \rangle \, d^2x \, d^2y,
\]

\[
\pi = \frac{1}{L^4} \int \langle (y - x)^i \rangle \, \langle \delta v^i(x) \delta m(y) \rangle \, d^2x \, d^2y,
\]

\[
\tau = \frac{1}{L^4} \int \epsilon_{kr} (y^r - x^r) \, \langle \delta m(x) \delta v^k(y) \rangle \, d^2x \, d^2y,
\]

\[
\nu = \frac{1}{L^4} \int \langle \delta m(x) \delta m(y) \rangle \, d^2x \, d^2y.
\]

In \([18]-[28]\), \( \delta a \) indicates the fluctuation about the steady-state value of \( a \).

The constants \( \mu \) and \( \nu \) provide an estimate of the effective kinetic temperature in the steady state and by the equipartition theorem are proportional to the Boltzmann temperature in the special case of equilibrium systems. The constant \( \pi \) measures the correlation of the internal spin with the fluid vorticity, in other words the correlation between the internal and external angular momentum density fields. The constant \( \tau \) measures the correlation of the internal spin with the fluctuating divergence of the velocity field.

Several features of the Green-Kubo relations \([18]-[28]\) are noteworthy. In the absence of internal spin (or the

| Basis Tensor | Components | Components | Components | Components | Components | Components | Components | Components | Components | Components |
|-------------|------------|------------|------------|------------|------------|------------|------------|------------|------------|------------|
| \( s_{ijkl}^{(1)} \) | \( \delta_{ij} \delta_{kl} \) | + | + | + | + | \( \nabla \cdot \mathbf{v} \delta_{ij} \) |
| \( s_{ijkl}^{(2)} \) | \( \delta_{ik} \delta_{jl} + \delta_{il} \delta_{jk} - \delta_{ij} \delta_{kl} \) | + | + | + | + | 2\( \mathbf{u} \) |
| \( s_{ijkl}^{(3)} \) | \( \epsilon_{ij} \epsilon_{kl} \) | - | - | + | + | -2\( \omega \epsilon_{ij} \) |
| \( s_{ijkl}^{(4)} \) | \( \epsilon_{ik} \delta_{jl} + \epsilon_{jl} \delta_{ik} \) | + | + | - | - | \( (\sigma_z \otimes \sigma_x - \sigma_x \otimes \sigma_z) : \mathbf{u} \) |
| \( s_{ijkl}^{(5)} \) | \( \epsilon_{ik} \delta_{jl} - \epsilon_{jl} \delta_{ik} + \epsilon_{ij} \delta_{kl} + \epsilon_{kl} \delta_{ij} \) | - | + | N/A | - | \( (\nabla \cdot \mathbf{v}) \epsilon_{ij} \) |
| \( s_{ijkl}^{(6)} \) | \( \epsilon_{ik} \delta_{jl} - \epsilon_{jl} \delta_{ik} - \epsilon_{ij} \delta_{kl} - \epsilon_{kl} \delta_{ij} \) | + | - | N/A | - | 4\( \omega \delta_{ij} \) |

**TABLE I.** The tensors \( s_{ijkl}^{(a)} \) form a basis for the isotropic rank four tensors in two dimensions, and are orthogonal with respect to the inner product \( A_{ijkl} B_{ijkl} \). This basis has been chosen to be an eigenbasis for the mirror permutations \( i \leftrightarrow j \) and \( k \leftrightarrow l \), corresponding to the symmetry and objectivity of the stress tensor, respectively. It is also an eigenbasis for the mirror transformation (\( \mathbf{P} \)). Four of these basis tensors are also eigenvectors of the index permutation \( i \leftrightarrow j \), also known as the parity transformation (\( \mathbf{P} \)). Four of these basis elements transform into each other under rotation. The tensor \( \sigma_z \otimes \sigma_x - \sigma_x \otimes \sigma_z \) maps a pure shear mode of the velocity gradient to a rotated pure shear mode of the stress. A complete eigenbasis \( \mathbf{e}^{(a)} \) for the permutation \( ij \leftrightarrow kl \) is presented in Appendix I.
absence of a mechanism for coupling internal spin to the velocity field), \( \gamma_1 = \gamma_2 = 0 \) by assumption and \( \lambda_3 = \lambda_5 = 0 \) by conservation of angular momentum. Then we are left with the Green-Kubo relations

\[
\begin{align*}
\lambda_1 + 2\lambda_2 &= \frac{1}{2\rho_0\mu} \delta_{ik}\delta_{jl}T^{ijkl}, \\
\lambda_4 + \lambda_6 &= \frac{1}{4\rho_0\mu} \epsilon_{ik}\epsilon_{jl}T^{ijkl}.
\end{align*}
\]

(29) (30)

If we demand that the stress tensor be objective, then \( \lambda_6 = 0 \) and we are left with a Green-Kubo relation for the odd viscosity \( \lambda_4 \). Given the form (24) of the integrated stress-stress correlation function \( T^{ijkl}_G \), it is clear that only the component of the stress autocorrelation function that is odd under time reversal survives contraction with \( \epsilon_{ik} \) as appears in (21). Therefore, non-vanishing odd viscosity \( \lambda_4 \neq 0 \) requires breaking time reversal symmetry at the level of the steady-state stress fluctuations for fluids without internal spin.

Now allowing for coupling of internal spin to the fluid velocity, we may observe from (19) and (23) that

\[
2\lambda_3 = \left( \frac{\mu - \tau}{\mu} \right) \gamma_2.
\]

(31)

In an equilibrium system, \( \nu = \mu \) by equipartition and there exist no correlations between internal spin and vorticity, so that \( \tau = 0 \). Then \( \gamma_2 = 2\lambda_3 \), so that there is a single parameter characterizing the response of the stress to both the spin \( m \) and the vorticity \( \omega \). This feature is assumed in many previous works on out-of-equilibrium active systems [20, 40-43]. It should be noted that such active systems may break equipartition in the steady state so that in general \( \nu - \tau \neq \mu \), which leads to decoupling of the two rotational viscosity coefficients coupling the vorticity and internal spin, and therefore this assumption must be revisited.

Finally, we note that in a system with internal spin that obeys time reversal symmetry at the level of the stress correlations, the Green-Kubo relation (21) involving the odd viscosity reduces to

\[
\lambda_4 + \lambda_5 + \lambda_6 = \frac{\gamma_1\tau}{4\mu} + \frac{\gamma_2\pi}{4\mu}.
\]

(32)

Thus \( \lambda_4 \) need not necessarily vanish. Therefore, it is possible that there are systems that do not break time reversal symmetry at the level of stress correlations, yet do exhibit odd viscosity due to a coupling of internal spin to fluid velocity. This possibility merits future consideration.

**Conclusion.** In this work, we have made progress towards the goal of understanding transport phenomena in systems that break time reversal symmetry. By deriving Green-Kubo formulae via an Onsager regression hypothesis, we have put on stronger footing the claim that in systems without internal spin, non-vanishing odd viscosity requires breaking time reversal symmetry at the level of stress-stress correlations. However, in systems with internal spin, we cannot rule out the possibility of non-vanishing odd viscosity even when this symmetry is preserved. Furthermore, we have demonstrated that breaking of equipartition leads to modification of the coupling between internal spin and fluid vorticity. Future work will attempt to show how these phenomena emerge in particular microscopic models of active systems. The Green-Kubo formulae we derive provide a route to estimating the transport coefficients in molecular simulations [41, 45] involving microscopic models and analyzing the nature of non-equilibrium steady states. It will also be interesting to consider the effect of time reversal symmetry breaking on other transport processes involving truly thermodynamic quantities, such as multi-component diffusion and heat transfer.
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Time reversal symmetry breaking in two-dimensional
non-equilibrium viscous fluids
Jeffrey M. Epstein and Kranthi K. Mandadapu

In this Supplementary Information, we provide the detailed derivations required to arrive at the results referenced in the main text. In Section I, we prove for convenience a well-known and useful representation theorem for isotropic tensors of any rank in any dimension, namely that they may be represented in terms of the Kronecker and Levi-Civita tensors alone. This allows us to generate a complete basis for the viscosity tensors. In Section II, we describe the balance equations for fluids with internal spin as well as the constitutive equations relating the stress and couple stress to the velocity and spin fields, and describe the assumptions we make about the regime in which we describe the fluid. In section III, we introduce Onsager’s regression hypothesis and provide a derivation of a generalized Green-Kubo equation from a set of assumptions on the decay of fluctuations of observables about a non-equilibrium steady state. In Section IV, we discuss the consequences of isotropy for the forms of various correlation functions. In Section V, we combine these tools to derive Green-Kubo equations for the various components of the viscosity from a regression hypothesis on the steady-state fluctuations of the viscous fluid.

I. Representation Theorem for Rank-\(m\) Isotropic Tensors in Dimension \(n\)

It is well known that the pair \((\delta, \epsilon)\), where \(\delta\) is the rank two Kronecker tensor and \(\epsilon\) is the rank \(n\) Levi-Civita or fully antisymmetric tensor, generate all isotropic tensors on dimension \(n\). Recall that the components of these tensors are

\[
\delta_{ij} = \begin{cases} 1 & i = j \\ 0 & i \neq j, \end{cases}
\]

and

\[
\epsilon_{i_1...i_n} = \begin{cases} 1 & i_1 ... i_n \text{ even permutation of } 1...n \\ -1 & i_1 ... i_n \text{ odd permutation of } 1...n \\ 0 & \text{otherwise}. \end{cases}
\]

The sense in which these are generators is made clearer by the graphical calculus frequently used for tensor manipulation in the tensor network community, see for example [46] for an introduction to this streamlined language. Briefly, rank \(m\) tensors are represented by boxes with \(m\) “legs”, each representing one of the indices. Connecting two legs corresponds to identifying the corresponding indices and performing a summation over all possible values of the index, so that for example the scalar product of two rank four tensors is represented pictorially by the diagram in Fig. 1a. The absence of “free legs” indicates that this is indeed a scalar. In this graphical language, the representation theorem is simple to state: a basis for the isotropic tensors of order \(m\) in \(n\) dimensions may be obtained by contracting \(m\) indexed legs with copies of the \(\delta\) and \(\epsilon\) tensors in all possible ways, which we may visualize as in Fig. 1b. For example, in two dimensions we can construct the isotropic rank four tensors drawn in Fig. 1c, which are written in component notation as \(\delta_{ij}\epsilon_{kl}, \delta_{il}\delta_{kj}, \text{ and } \delta_{ik}\delta_{jl}\). We note the curious circumstance, due to the fact that viscosity is rank four and the Levi-Civita tensor is rank \(n\), that only in dimensions two and four is there a possibility of a component of the viscosity manifesting breaking of mirror symmetry.

Proofs of the fact that \(\delta\) and \(\epsilon\) tensors generate all isotropic tensors in dimension \(n\) appear in both [47] and [48], but the former reference proves a more general theorem using more powerful machinery, while the latter is (for the authors) somewhat difficult to follow. We provide here for convenience a compact proof. The essential idea is simply that the two geometrical quantities that are preserved by rotations of \(n\)-dimensional Euclidean space are the inner product between pairs of vectors and the signed volume of the parallelepiped spanned by \(n\) vectors. These correspond to the tensors \(\delta\) and \(\epsilon\). The only point that must be verified is that nothing else is preserved. We approach the proof in three steps.

Let \(v_1, \ldots, v_m\) and \(u_1, \ldots, u_m\) be ordered \(m\)-tuples of vectors in \(\mathbb{R}^n\). Let \(\langle w_1, w_2 \rangle\) denote the inner product of vectors \(w_1\) and \(w_2\) and \([w_1, w_2, \ldots, w_n]\) denote the determinant of the matrix whose \(i^{th}\) column is \(w_i\). Then the following hold:
1. If \( \langle v_i, v_j \rangle = \langle u_i, u_j \rangle \) for all \( i, j \), then for some \( Q \in O(n) \) we have \( u_i = Qv_i \) for all \( i \).

2. If moreover \([v_{i_1}, v_{i_2}, \ldots, v_{i_n}] = [u_{i_1}, u_{i_2}, \ldots, u_{i_n}]\) for all \( n \)-tuples of index assignments, then for some \( Q \in SO(n) \) we have \( u_i = Qv_i \) for all \( i \).

We can establish this result by making use of the notion of Gram-Schmidt orthogonalization. Consider forming the \( n \times n \) matrix \( E_0 \) as follows:

1. Begin by setting \( E_0 \) equal to the \( n \times 1 \) column vector \( v_1 \).

2. For \( i \) from 2 to \( m \), check whether \( v_i \) is in the column space of \( E_0 \), and if it is not, append \( v_i \) as the right-most column of \( E_0 \).

3. If \( E_0 \) has fewer than \( n \) columns, append columns to the right such that the column space of \( E_0 \) is \( \mathbb{R}^n \).

Now we may define an orthogonal matrix \( E \in O(n) \) by performing Gram-Schmidt orthogonalization on the columns of \( E_0 \). Let the columns of \( E \) be denoted by \( e_\alpha \), \( \alpha = 1, 2, \ldots, n \). The \( n \times m \) matrix \( V \) with columns \( v_i \) may then be expressed as \( V = EM \), where \( M_{\alpha j} = \langle e_\alpha, v_j \rangle \).

We may proceed analogously with the \( u_i \) to define matrices \( \tilde{E} \), \( \tilde{M} \), and \( U \) such that \( U = \tilde{E}\tilde{M} \). Because the inner products \( \langle e_\alpha, v_j \rangle \) and \( \langle \tilde{e}_\alpha, u_j \rangle \) depend only on pairwise inner products of the \( v_i \) and the \( u_i \), respectively, we may conclude that \( M = \tilde{M} \). Then \( U = \tilde{E}M = \tilde{E}\tilde{E}^{T}EM = \tilde{E}\tilde{E}^{T}V = QV \), so that \( u_i = \tilde{E}\tilde{E}^{T}v_i \) for all \( i \). Because \( E \) and \( \tilde{E} \) (and their transposes) are orthogonal, so is \( Q = \tilde{E}\tilde{E}^{T} \), establishing the first point above.

In order to establish the second point, we need to consider the determinant of \( Q = \tilde{E}\tilde{E}^{T} \). Because orthogonal matrices have determinant \( \pm 1 \) and the Gram-Schmidt procedure uses matrix column operations that do not change the sign of the determinant, we have

\[
\det E = \text{sgn} \det E_0 \quad \text{(35)}
\]

\[
\det \tilde{E} = \text{sgn} \det \tilde{E}_0 \quad \text{(36)}
\]
Then $\tilde{E}E^T \in SO(n)$ if and only if $\det E = \det \tilde{E}$.

If the $v_i$ and $u_i$ independently span $\mathbb{R}^n$, then all of the columns of $E_0$ and $\tilde{E}_0$ are members of these sets of vectors. Then the determinants are equal if and only if $[v_{i_1}, v_{i_2}, \ldots, v_{i_n}] = [u_{i_1}, u_{i_2}, \ldots, u_{i_n}]$ for all choices $i_1, i_2, \ldots, i_n$. If the $v_i$ and $u_i$ do not span $\mathbb{R}^n$, we are free to choose the extra basis vectors, so may arrange to have $\det(\tilde{E}E^T) = 1$. In this situation, $[v_{i_1}, v_{i_2}, \ldots, v_{i_n}] = [u_{i_1}, u_{i_2}, \ldots, u_{i_n}] = 0$. This establishes the second point above.

This fact allows us to prove the following:

Suppose that $f$ is a function of $m$-tuples of vectors in $\mathbb{R}^n$ that is invariant under the orthogonal group $O(n)$ in the sense that $f(Qv_1, \ldots, Qv_n) = f(v_1, \ldots, v_n)$ for any $Q \in O(n)$. Then $f$ can be expressed as a function of the pairwise inner products $\langle v_i, v_j \rangle$. If $f$ is only required to be invariant under the special orthogonal group $SO(n)$, then $f$ may be expressed as a function of the pairwise inner products $\langle v_i, v_j \rangle$ and the determinants $[v_{i_1}, \ldots, v_{i_n}]$.

Let $f$ be invariant under $O(n)$. Suppose that $\langle v_i, v_j \rangle = \langle u_i, u_j \rangle$ for all $i, j$ and that $f(u_1, \ldots, u_m) \neq f(v_1, \ldots, v_n)$. By the result given above, the equality of pairwise inner products implies that there is some $Q \in O(n)$ such that $u_i = Qv_i$ for all $i$. Then $f(Qv_1, \ldots, Qv_n) \neq f(v_1, \ldots, v_n)$. But this contradicts the assumption that $f$ is invariant under $O(n)$. Therefore, $f$ must be completely determined by the set of pairwise inner products $\langle v_i, v_j \rangle$.

Now let $f$ be invariant under $SO(n)$ but not necessarily under all of $O(n)$. Suppose that $\langle v_i, v_j \rangle = \langle u_i, u_j \rangle$ and $[v_{i_1}, \ldots, v_{i_n}] = [u_{i_1}, \ldots, u_{i_n}]$ for all choices of index assignments $f(u_1, \ldots, u_m) \neq f(v_1, \ldots, v_m)$. By the above result, there is some $Q \in SO(n)$ such that $u_i = Qv_i$ for all $i$, so $f(Qv_1, \ldots, Qv_m) \neq f(v_1, \ldots, v_m)$. Again, this leads to a contradiction, so $f$ must be determined by the set of inner products and determinants.

Now we are equipped to prove the promised representation theorem:

**Theorem 1.** Let $T$ be an order $m$ tensor on dimension $n$, in other words a multilinear map

$$T : \mathbb{R}^n \otimes \mathbb{R}^n \otimes \cdots \otimes \mathbb{R}^n \to \mathbb{R}. \quad (37)$$

Suppose that $T$ is invariant under the special orthogonal group $SO(n)$ of proper rotations in the sense that for any $Q \in SO(n)$ and any $u_1, u_2, \ldots, u_m \in \mathbb{R}^n$, we have

$$T(Qu_1 \otimes Qu_2 \otimes \cdots \otimes Qu_m) = T(u_1 \otimes u_2 \otimes \cdots \otimes u_m). \quad (38)$$

Then $T$ may be expressed as a linear combination of products of order 2 Kronecker tensors $\delta$ and at most one order $n$ alternating/Levi-Civita tensors $\epsilon$ acting on disjoint sets of tensor factors (indices). If $T$ is invariant under the entire orthogonal group $O(n)$, then it is expressible only in terms of Kronecker tensors.

By invariance under $SO(n)$, we can conclude using the previous result that $T(u_1 \otimes u_2 \otimes \cdots \otimes u_m)$ is determined completely the pairwise inner products $\langle u_i, u_j \rangle$ and volumes $|u_{i_1}, \ldots, u_{i_n}|$. For $T$ to be linear in each of its arguments, this function must be a linear combination of products of inner products and volume forms in which each argument $u_i$ appears exactly once. The inner product is given by $\langle u, v \rangle = \delta(u \otimes v)$ with $\delta$ the Kronecker tensor, and the volume form is given by $|u, v, \ldots, w| = \epsilon(u \otimes v \otimes \cdots \otimes w)$ with $\epsilon$ the alternating tensor. It is easy to see that the alternating tensor itself is odd under reflections so that a product of two alternating tensors on disjoint sets of indices is even. Then such products may be expressed solely in terms of Kronecker tensors. This establishes the first part of the theorem. If $T$ is required to be invariant under $O(n)$, it can’t contain any terms with an odd number of $\epsilon$ tensors, as these are odd under parity-inverting transformations. This establishes the second, and the representation theorem is proven.

This representation theorem provides a method for generating and studying the possible isotropic viscosity tensors, as we may use it to construct orthonormal bases for the full space of isotropic rank four tensors in two dimensions that diagonalize any symmetry of interest. In two dimensions, the space of isotropic rank four tensors is six-dimensional. Two different orthogonal bases (eigenbases for different sets of symmetries) for this space are presented in Tables [I] and [II].
II. Balance and Constitutive Equations for Fluctuations About Steady State

1. Balance Equations

In the absence of external sources of linear or angular momentum, the global conservation of these quantities as well as of mass leads to the balance equations

\[
\begin{align*}
\dot{\rho} &= -\rho v_i i, \\
\rho \dot{v}_i &= T_{ij,j}, \\
\rho \dot{m} &= -\epsilon_{ij} T_{ij} + C_{i,i},
\end{align*}
\]  

(39)  
\(40\)  
\(41\)

where the variables are the mass density \(\rho\), velocity \(v_i\), internal spin \(m\) (scalar in two dimensions), stress tensor \(T_{ij}\), couple stress \(C_i\). The dot indicates the material derivative \(\partial_t + v^i \partial_i\). Let \(\rho_0\), \(v_0\), \(m_0\), and so on denote the spatially-uniform values of the fields in a stable steady state. We may express the balance equations in terms of small

| Basis Tensor | Components | \(j \leftrightarrow l\) | \(i \leftrightarrow kl\) | P |
|--------------|------------|-----------------|-----------------|---|
| \(e^{(1)}\)  | \(\delta_{ij} \delta_{kl} - \epsilon_{ij} \epsilon_{kl}\) | +   | +   | + |
| \(e^{(2)}\)  | \(\epsilon_{ik} \epsilon_{jl}\) | -   | +   | + |
| \(e^{(3)}\)  | \(\delta_{ik} \delta_{jl}\) | +   | +   | + |
| \(e^{(4)}\)  | \(\epsilon_{ik} \delta_{jl}\) | +   | -   | - |
| \(e^{(5)}\)  | \(\epsilon_{ij} \delta_{kl} + \epsilon_{kl} \delta_{ij}\) | +   | +   | - |
| \(e^{(6)}\)  | \(\epsilon_{jl} \delta_{ik}\) | -   | -   | - |

TABLE II. Basis for the isotropic rank four tensors in two dimensions in which the index permutations \(j \leftrightarrow l\) and \(i \leftrightarrow k\), \(j \leftrightarrow l\) are diagonal. Components of the viscosity odd under the former do not contribute to the momentum balance, while components odd under the latter contribute to the odd viscosity. The mirror transformation \((x_1, x_2) \rightarrow (-x_1, x_2)\) is also diagonal in this basis. Note that the \((+\) (−)) indicates that the basis tensor is even (odd) under the indicated transformation. The basis tensors are orthogonal (but not normalized) with respect to the inner product \(A_{ijkl} B_{ijkl}\).

| Basis Tensor | Components | \(i \leftrightarrow j\) | \(k \leftrightarrow l\) | \(ij \leftrightarrow kl\) | P |
|--------------|------------|-----------------|-----------------|-----------------|---|
| \(s^{(1)}\)  | \(\delta_{ij} \delta_{kl}\) | +   | +   | +   | + |
| \(s^{(2)}\)  | \(\delta_{ik} \delta_{jl} - \epsilon_{ik} \epsilon_{jl}\) | +   | +   | +   | + |
| \(s^{(3)}\)  | \(\epsilon_{ij} \epsilon_{kl}\) | -   | -   | +   | + |
| \(s^{(4)}\)  | \(\epsilon_{ik} \delta_{jl} + \epsilon_{jl} \delta_{ik}\) | +   | +   | -   | - |
| \(s^{(5)}\)  | \(\epsilon_{ik} \delta_{jl} - \epsilon_{jl} \delta_{ik} + \epsilon_{ij} \delta_{kl} + \epsilon_{kl} \delta_{ij}\) | -   | +   | N/A | - |
| \(s^{(6)}\)  | \(\epsilon_{ik} \delta_{jl} - \epsilon_{jl} \delta_{ik} - \epsilon_{ij} \delta_{kl} - \epsilon_{kl} \delta_{ij}\) | +   | -   | N/A | - |

TABLE III. Basis for the isotropic rank four tensors in two dimensions in which the index permutation \(i \leftrightarrow j\), the permutation \(k \leftrightarrow l\), and again the mirror transformation are diagonal. All but two of these basis elements are also eigenvectors of the permutation \(i \leftrightarrow k\), \(j \leftrightarrow l\), so where possible we also indicate the eigenvalue of the basis tensors under this symmetry. It is this basis we use for discussing the Green-Kubo relations presented in the main text.
deviations $\delta \rho$, $\delta v^i$, $\delta m$, and so on from the steady state:

$$\partial_t \delta \rho + (v^0_j + \delta v^j)\delta \rho_j = -(\rho_0 + \delta \rho)\delta v_{i,i},$$  \hspace{1cm} (42)

$$(\rho_0 + \delta \rho)\partial_t \delta v_i + (\rho_0 + \delta \rho)(v^0_i + \delta v^i)\delta v_{i,j} = \delta T_{ij},$$  \hspace{1cm} (43)

$$(\rho_0 + \delta \rho)\partial_t \delta m + (\rho_0 + \delta \rho)(v^0_i + \delta v^i)\delta m_j = -\epsilon_{ij}(T^0_{ij} + \delta T_{ij}) + \delta C_{i,i}.$$  \hspace{1cm} (44)

Now requiring $v_0 = 0$, to linear order in the deviations from the steady state, these become

$$\partial_t \delta \rho = -\rho_0 \delta v_{i,i},$$  \hspace{1cm} (45)

$$\rho_0 \partial_t \delta v_i = \delta T_{ij},$$  \hspace{1cm} (46)

$$\rho_0 \partial_t \delta m = -\epsilon_{ij} \delta T_{ij} + \delta C_{i,i},$$  \hspace{1cm} (47)

where we have used the fact that $\epsilon_{ij} T_{ij}$ must vanish in a steady state.

Taking the fields to be defined on a square region of side length $L$ with periodic boundary conditions, we may decompose them into Fourier components, so that

$$\delta \rho(x, t) = \sum_k \rho_k(t)e^{ik \cdot x},$$  \hspace{1cm} (48)

$$\delta v^i(x, t) = \sum_k v^i_k(t)e^{ik \cdot x},$$  \hspace{1cm} (49)

$$\delta m(x, t) = \sum_k m_k(t)e^{ik \cdot x},$$  \hspace{1cm} (50)

$$\delta T_{ij}(x, t) = \sum_k T_{ij}^k(t)e^{ik \cdot x},$$  \hspace{1cm} (51)

$$\delta C_i(x, t) = \sum_k C_i^k(t)e^{ik \cdot x},$$  \hspace{1cm} (52)

with $k$ taking discrete values. In terms of the Fourier variables, the linearized balance equations then take the forms

$$\dot{\rho}_k = -i\rho_0 k^i v^i_k,$$  \hspace{1cm} (53)

$$\rho_0 \dot{v}^i_k = ik^j T^{ij}_k,$$  \hspace{1cm} (54)

$$\rho_0 \dot{m}_k = -\epsilon_{ij} T^{ij}_k + ik^i C^i_k.$$  \hspace{1cm} (55)

2. Constitutive Equations

We will assume that the fluid is in a regime in which the mass density $\rho$ is approximately constant, and that the variations in the stress $T_{ij}$ and couple stress $C_i$ depend only on the velocity gradient $v_{k,l}$, the internal spin $m$, and the spin gradient $m_j$. In principle, the constants relating these quantities may depend on $\rho$. Under these assumptions, the most general linear constitutive relations for $T_{ij}$ and $C_i$ are

$$T_{ij} = \eta_{ijkl} v_{k,l} + \gamma_{ij} m + \xi_{ijk} m_k,$$  \hspace{1cm} (56)

$$C_i = \beta_{ijk} v_{j,k} + \kappa_i m + \alpha_{ij} m_j.$$  \hspace{1cm} (57)

Now imposing isotropy, as mentioned in the main text, we may eliminate several of the terms by using the fact that there do not exist isotropic tensors of ranks one or three in two dimensions. We find

$$T_{ij} = \eta_{ijkl} v_{k,l} + \gamma_{ij} m,$$  \hspace{1cm} (58)

$$C_i = \alpha_{ij} m_j.$$  \hspace{1cm} (59)

Expressing these in the Fourier basis, we see that

$$T^{ij}_k = i\eta_{ijkl} v^l_k + \gamma_{ij} m_k,$$  \hspace{1cm} (60)

$$C^i_k = i\alpha_{ij} k^j m_k.$$  \hspace{1cm} (61)
3. Matrix Form of Balance Equations and Constitutive Equations

The Fourier forms of the balance (or conservation) equations may be expressed in matrix form by

\[
\frac{d}{dt} \begin{bmatrix} v_k^1 \\ v_k^2 \\ m_k \end{bmatrix} = \frac{1}{\rho_0} \begin{bmatrix} ik^1 ik^2 0 0 0 0 \\ 0 0 ik^1 ik^2 0 0 \\ 0 -1 1 0 ik^1 ik^2 \end{bmatrix} \begin{bmatrix} T_1^k \\ T_2^k \\ T_3^k \\ T_4^k \\ C_1^k \\ C_2^k \end{bmatrix}
\]

or more compactly by

\[
\frac{d}{dt} \begin{bmatrix} v^k \\ m_k \end{bmatrix} = \frac{1}{\rho_0} \begin{bmatrix} ik^2 \delta_{\mu\nu} 0 & -\epsilon_{\mu\nu} ik^3 \\ \end{bmatrix} \begin{bmatrix} T^{\mu\nu}_k \\ C^\lambda_k \end{bmatrix},
\]

where, for convenience, Latin indices have been used to label components of the configuration variables \( v_k \) and \( m_k \), and Greek indices to label components of the generalized fluxes \( T_k \) and \( C_k \).

The Fourier forms of the constitutive relations \((60)\) and \((61)\) may also be cast in matrix form:

\[
\begin{bmatrix} T_1^k \\ T_2^k \\ T_3^k \\ T_4^k \\ C_1^k \\ C_2^k \end{bmatrix} = \begin{bmatrix} \eta_{111j}^k & \eta_{112j}^k & \gamma_{11} & \eta_{12} & \gamma_{21} & \eta_{22} \\ \eta_{121j}^k & \eta_{122j}^k & \gamma_{12} & \eta_{21} & \gamma_{21} & \eta_{22} \\ \eta_{211j}^k & \eta_{212j}^k & \gamma_{21} & \eta_{21} & \gamma_{21} & \eta_{22} \\ 0 & 0 & \iota_{\alpha_1j}^k & 0 & 0 & \iota_{\alpha_2j}^k \\ 0 & 0 & \iota_{\alpha_1j}^k & 0 & 0 & \iota_{\alpha_2j}^k \end{bmatrix} \begin{bmatrix} v^k \\ v^k \\ m_k \end{bmatrix}
\]

and more compactly using the aforementioned convention with the Latin and Green indices as

\[
\begin{bmatrix} T^{\mu\nu}_k \\ C^\lambda_k \end{bmatrix} = \begin{bmatrix} \eta_{\mu\nu R}^k & \gamma_{\mu\nu} \\ 0 & \iota_{\alpha R}^k \end{bmatrix} \begin{bmatrix} v^k \\ m_k \end{bmatrix}.
\]

Making the definitions

\[
A = \begin{bmatrix} v^k \\ m_k \end{bmatrix}, \quad B = \begin{bmatrix} T^{\mu\nu}_k \\ C^\lambda_k \end{bmatrix}, \quad M = \frac{1}{\rho_0} \begin{bmatrix} ik^2 \delta_{\mu\nu} 0 & -\epsilon_{\mu\nu} ik^3 \\ \end{bmatrix}, \quad S = \begin{bmatrix} \eta_{\mu\nu R}^k & \gamma_{\mu\nu} \\ 0 & \iota_{\alpha R}^k \end{bmatrix},
\]

we see that the small deviations about the steady state obey the dynamical (or conservation) and constitutive equations

\[
\frac{d}{dt} A = MB, \quad B = SA.
\]

4. Expansion of Balance and Constitutive Equations in Basis Tensors

We now express \( \gamma \) and \( \eta \) in terms of bases for the isotropic tensors of rank two and four, respectively, in two dimensions, as discussed in Appendix I:

\[
\gamma_{ij} = \gamma_1 \delta_{ij} + \gamma_2 \epsilon_{ij},
\]

\[
\eta_{ijkl} = \sum_{\alpha=1}^{6} \beta_{\alpha} e_{ijkl}^{(\alpha)} = \sum_{\alpha=1}^{6} \lambda_{\alpha} s_{ijkl}^{(\alpha)}
\]

\[
= \beta_1 (\delta_{ij} \delta_{kl} - \epsilon_{ijkl}) + \beta_2 \epsilon_{iik} \epsilon_{jkl} + \beta_3 \delta_{ik} \delta_{jl} + \beta_4 \epsilon_{iik} \delta_{jkl} + \beta_5 (\epsilon_{iik} \delta_{jkl} + \epsilon_{jkl} \delta_{ijkl}) + \beta_6 \epsilon_{ijkl},
\]

\[
= \lambda_1 \delta_{ij} \delta_{kl} + \lambda_2 (\delta_{ik} \delta_{jkl} - \epsilon_{ik} \epsilon_{jkl}) + \lambda_3 \epsilon_{ij} \epsilon_{kl} + \lambda_4 (\epsilon_{iik} \delta_{jkl} + \epsilon_{jkl} \delta_{ijkl}) + \lambda_5 (\epsilon_{iik} \delta_{jkl} - \epsilon_{jkl} \delta_{ijkl} + \epsilon_{ijkl} \delta_{ijkl} + \lambda_6 (\epsilon_{ijkl} \delta_{jkl} - \epsilon_{jkl} \delta_{ijkl} - \epsilon_{ijkl} \delta_{ijkl}).
\]
where the $e^{(a)}$ and $s^{(a)}$ are the basis tensors given in Tables II and III. This leads to the constitutive equations for the stress in the $s^{(a)}$ basis:

$$T_{ij} = \eta_{ijkl} v_{k,i} + \gamma_1 m \delta_{ij} + \gamma_2 m e_{ij}$$

where the $e_{ij}$ is the stress in the $A$ stress field. We now assume that the generalized fluxes themselves depend on the configuration variables $\lambda$ stress, so that

$$\lambda_1 v_{k,i}^j + \lambda_2 (\delta_{ik} \delta_{jl} - \epsilon_{ij} \epsilon_{jl}) v_{k,l} + \lambda_3 \epsilon_{ij} \epsilon_{kl} v_{k,l} + \lambda_4 (\epsilon_{ik} \delta_{jl} + \epsilon_{jl} \delta_{ik}) v_{k,l}$$

$$+ \lambda_5 (\epsilon_{ij} \delta_{kl} - \epsilon_{kl} \delta_{ij}) v_{k,l} + \lambda_6 (\epsilon_{ik} \delta_{jl} - \epsilon_{jl} \delta_{ik}) v_{k,l} + \gamma_1 m \delta_{ij} + \gamma_2 m e_{ij}$$

$$= \lambda_1 v_{k,i}^j + \lambda_2 (\epsilon_{ij} \epsilon_{jl} - \epsilon_{ij} \epsilon_{kl} - \epsilon_{ij} v_{k,l} + v_{j,i}) - 2\lambda_3 \omega \epsilon_{ij} + \lambda_4 (\epsilon_{ik} v_{k,j} + \epsilon_{jl} v_{i,l})$$

$$+ \lambda_5 (\epsilon_{ik} v_{k,j} - \epsilon_{jl} v_{i,l} + \epsilon_{ij} v_{k,l} - 2\omega \delta_{ij}) + \lambda_6 (\epsilon_{ik} v_{k,j} - \epsilon_{jl} v_{i,l} - \epsilon_{ij} v_{k,l} + 2\omega \delta_{ij})$$

$$+ \gamma_1 m \delta_{ij} + \gamma_2 m e_{ij}$$

$$= (\lambda_1 - \lambda_2) v_{k,i}^j + \lambda_2 (\epsilon_{ij} \epsilon_{jl} - \epsilon_{ij} \epsilon_{kl} - \epsilon_{ij} v_{k,l} + v_{j,i}) + \gamma_2 m - 2\lambda_3 \omega \epsilon_{ij} + \lambda_4 (\epsilon_{ik} v_{k,j} + \epsilon_{jl} v_{i,l})$$

$$+ (\lambda_5 + \lambda_6)(\epsilon_{ik} v_{k,j} - \epsilon_{jl} v_{i,l}) + (\lambda_5 - \lambda_6) v_{k,i}^j + \gamma_1 m - 2(\lambda_5 - \lambda_6) \omega \delta_{ij}$$

$$= (\lambda_1 - \lambda_2) v_{k,i}^j + \lambda_2 (\epsilon_{ij} \epsilon_{jl} - \epsilon_{ij} \epsilon_{kl} - \epsilon_{ij} v_{k,l} + v_{j,i}) + \gamma_2 m - 2\lambda_3 \omega \epsilon_{ij} + (\lambda_4 + \lambda_5 + \lambda_6) \epsilon_{ik} v_{k,j}$$

$$+ (\lambda_4 - \lambda_5 - \lambda_6) \epsilon_{ik} v_{k,j} + (\lambda_5 - \lambda_6) v_{k,i}^j + \gamma_1 m - 2(\lambda_5 - \lambda_6) \omega \delta_{ij},$$

where we have used the definition of the vorticity $\omega = -\frac{1}{2} \epsilon_{ij} v_{ij}$. Substituting the constitutive equations in the linear momentum balance, we obtain the transport equations

$$\rho \dot{\mathbf{v}} = \lambda_1 \nabla (\nabla \cdot \mathbf{v}) + \lambda_2 \Delta \mathbf{v} + (\lambda_3 - \lambda_5) \epsilon \cdot \nabla (\nabla \cdot \mathbf{v}) + (\lambda_3 + \lambda_5 + \lambda_6) \epsilon \cdot \Delta \mathbf{v}$$

$$+ \epsilon \cdot \nabla (2\lambda_3 \omega) + \nabla [\gamma_1 m - 2(\lambda_5 - \lambda_6) \omega].$$

In the absence of internal spin, the stress must be symmetric, so that $\lambda_3 = \lambda_5 = 0$, and demanding objectivity of the stress, so that $\lambda_3 = \lambda_5 = 0$, equation [76] becomes

$$\rho \dot{\mathbf{v}} = \lambda_1 \nabla (\nabla \cdot \mathbf{v}) + \lambda_2 \Delta \mathbf{v} + \lambda_4 \epsilon \cdot \Delta \mathbf{v},$$

which contains an additional term corresponding to the odd viscosity $\lambda_4$ compared to a typical Newtonian fluid. Analogous transport equations can be derived with the $e^{(a)}$ basis.

### III. Onsager’s Regression Hypothesis and Green-Kubo Relations

The physics of matter at large scales is typically captured by theories with deterministic evolution equations. On the other hand, measurements made at small scales with high precision reveal stochastic behavior. As a consequence, a single physical system may be best described in different regimes by two different theories, one deterministic and one stochastic. Clearly, there must be some relation between these. The regression hypothesis proposed by Onsager and used in his derivation of the reciprocal relations of transport coefficients is one possible such relation [26] [27]. Informally, the content of the regression hypothesis is that the dynamical and constitutive equations that yield the transport equations obeyed by the variables in a deterministic theory are also satisfied in expectation by the stochastic theory describing fluctuations of the same system about a steady state, when conditioned on initial conditions.

We can provide a more formal account of the regression hypothesis by considering a system described by some generalized configuration variables $A_k$ whose evolution we are interested in modeling. In a fluid, for example, these may be Fourier modes $v_k$ of the velocity field. We suppose that these evolve according to some conservation laws associated with generalized flux variables $B_j$, obeying a relationship

$$\frac{dA_k}{dt} = M_{ij} B_j,$$

where the repeated index summation convention is used. In a fluid, the variables $B_j$ will be Fourier modes $T^{ij}$ of the stress field. We now assume that the generalized fluxes themselves depend on the configuration variables $A_k$ via the
constitutive relations

\[ B_j = S_{ji} A_i , \]  

(79)

where \( S_{ji} \) are transport coefficients. Together, (78) and (79) define a deterministic theory and lead to the macroscopic transport equations

\[ \frac{dA_i}{dt} = M_{ij} S_{jk} A_k. \]  

(80)

Let \( A_i = B_j = 0 \) be a fixed point for the transport equation (80) corresponding to some stable steady state, possibly non-equilibrium. Any external perturbation to the steady state will decay on a time scale \( \tau_r \) given by

\[ \tau_r \approx \frac{1}{M_{ij} S_{jk}}. \]  

(81)

Suppose that we are interested in spontaneous fluctuations arising in the steady state. Let \( A_i(t) \) be stochastic fluctuations about the steady state \( \langle A_i \rangle = \langle B_j \rangle = 0 \). Any fluctuations in \( A_i \) should decay back to zero. Let \( A_i(t) = a_i \) at an initial time \( t \). There exist many trajectories of the system that are commensurate with such a choice. Let \( \langle A_i(t + \Delta t) \rangle_{t,a} \) be an average of the observable \( A_i \) at time \( t + \Delta t \), where the subscript indicates an average of the ensemble compatible with the choice \( A_i(t) = a_i \), and \( \Delta t \) is sufficiently small compared to the macroscopic relaxation time \( \tau_r \) in (81) but sufficiently large compared to a molecular time scale, which will be defined later. In this case, assuming that the fluctuations are sufficiently small, one may postulate that the decay of the fluctuations follows the same transport equations (80) in a finite time difference manner given by

\[ \frac{\langle A_i(t + \Delta t) \rangle_{t,a} - a_i}{\Delta t} = M_{ij} S_{jk} a_k. \]  

(82)

Equation (82) is the form of the regression hypothesis implemented by Kubo-Yokota-Nakajima in their derivation of the Green-Kubo relations for responses of thermal origin [31]. Note that the conservation laws/dynamical equations (78) are valid for every trajectory, and it is the linear constitutive relations that are satisfied in expectation in (82). In the Irving-Kirkwood framework [17, 49], for instance, the spatially coarse-grained stress field is defined (78) are valid for every trajectory, and it is the linear constitutive relations that are satisfied in expectation in (82). In the Irving-Kirkwood framework [17, 49], for instance, the spatially coarse-grained stress field is defined by the procedure adopted in the original derivation of Green-Kubo relations by Kubo-Yokota-Nakajima [31]. To this end, we multiply (82) by \( a_k^* \) to find

\[ \frac{1}{\Delta t} \left( \langle A_i(t + \Delta t) \rangle_{t,a} a_r^* - a_i a_k^* \right) = M_{ij} S_{jk} a_k a_r^*. \]  

(83)

where \((\cdot)^*\) indicates a complex conjugate. Taking average over the entire ensemble on both sides of (83) corresponding to all possible values of \( a_k \) yields

\[ \frac{1}{\Delta t} \left[ \langle A_i(t + \Delta t) A_j^*(t) \rangle - \langle A_i(t) A_j^*(t) \rangle \right] = M_{ij} S_{jk} \langle A_k(0) A_j^*(0) \rangle , \]  

(84)

which then reduces to

\[ \frac{1}{\Delta t} \left[ \langle A_i(\Delta t) A_j^*(0) \rangle - \langle A_i(0) A_j^*(0) \rangle \right] = M_{ij} S_{jk} \langle A_k(0) A_j^*(0) \rangle . \]  

(85)

Consider the left hand side of (85):

\[ \frac{1}{\Delta t} \left[ \langle A_i(\Delta t) A_j^*(0) \rangle - \langle A_i(0) A_j^*(0) \rangle \right] = \frac{1}{\Delta t} \left[ \langle A_i(0) + \int_0^{\Delta t} \dot{A}_i(t') dt' \rangle A_j^*(0) - \langle A_i(0) A_j^*(0) \rangle \right] \]  

(86)

\[ = \frac{1}{\Delta t} \left[ \int_0^{\Delta t} dt' \langle \dot{A}_i(t') A_j^*(0) \rangle \right] , \]  

(87)
which reduces (85) to
\[
\frac{1}{\Delta t} \left[ \int_0^{\Delta t} dt' \langle \hat{A}_i(t')A^*_i(0) \rangle \right] = M_{ij}S_{jk} \langle A_k(0)A^*_i(0) \rangle. \tag{88}
\]

Consider the following time derivative of correlation function:
\[
\frac{d}{d\tau} \langle \hat{A}_i(\tau)A^*_i(0) \rangle = \frac{d}{d\tau} \langle \hat{A}_i(0)A^*_i(-\tau) \rangle,
\]
\[
= - \langle \hat{A}_i(0)A^*_i(-\tau) \rangle,
\]
\[
= - \langle \hat{A}_i(\tau)A^*_i(0) \rangle, \tag{91}
\]

which yields
\[
\langle \hat{A}_i(\tau)A^*_i(0) \rangle = - \int_0^{\tau} dt'' \langle \hat{A}_i(t'')A^*_i(0) \rangle + \langle \hat{A}_i(0)A^*_i(0) \rangle. \tag{92}
\]

At this stage, we assume that the steady-state time correlation of observables \( A_i(t) \) and \( A_r(0) \) reaches an extremum at \( t = 0 \), so that
\[
\langle \hat{A}_i(0)A^*_i(0) \rangle = 0. \tag{93}
\]

This is true for equilibrium systems as it is a product of a function even in time and another function odd in time. However, we assume this to be true even for non-equilibrium steady states, and leave the general case for future work. In such a case, (92) reduces to
\[
\langle \hat{A}_i(\tau)A^*_i(0) \rangle = - \int_0^{\tau} dt'' \langle \hat{A}_i(t'')A^*_i(0) \rangle. \tag{94}
\]

Using (94), (88) can be rewritten as
\[
M_{ij}S_{jk} \langle A_k(0)A^*_i(0) \rangle = - \frac{1}{\Delta t} \left[ \int_0^{\Delta t} dt' \int_0^{t'} d\tau \langle \hat{A}_i(\tau)A^*_i(0) \rangle \right]
\]
\[
= - \int_0^{\Delta t} d\tau \left( 1 - \frac{\tau}{\Delta t} \right) \langle \hat{A}_i(\tau)A^*_i(0) \rangle, \tag{96}
\]

where the second equality is obtained by exchanging the order of integration. If the time decay \( \tau_{\text{corr}} \) of the autocorrelation function of \( \hat{A}_i \) and \( \hat{A}_r \) is small compared to the time scale \( \Delta t \), then the integral in (96) can be rewritten to yield
\[
M_{ij}S_{jk} \langle A_k(0)A^*_i(0) \rangle = - \int_0^{\infty} dt \langle \hat{A}_i(t)A^*_i(0) \rangle, \tag{97}
\]

which are the Green-Kubo relations relating the transport coefficients \( S_{jk} \) with the time integrals of the correlation functions of rates of the observables \( A_i \). Since the dynamical equations or conservation laws (78) is valid for every member of the ensemble, the Green-Kubo relations (97) can be rewritten in terms of the time correlation functions of the flux variables \( B_j \) as
\[
M_{ij}S_{jk} \langle A_k(0)A^*_i(0) \rangle = -M_{ij}M^*_{ik} \int_0^{\infty} \langle B_j(t)B^*_k(0) \rangle dt. \tag{98}
\]

It is this equation that will allow us to derive the Green-Kubo relations for the viscosity coefficients from the regression hypothesis on decay of fluctuations about the steady state of the fluid described in Appendix II.3. An important component in being able to derive the Green-Kubo relations (97) and (98) is the requirement on the separation of time scales: the time scale required to observe the decay of the fluctuations about the steady state \( \Delta t \) is larger than the \( \tau_{\text{corr}} \) measuring the molecular relaxation processes in terms of the correlation functions of flux variables, and small compared to the time decay of the external perturbation \( \tau_r \), i.e.,
\[
\tau_{\text{corr}} \ll \Delta t \ll \tau_r. \tag{99}
\]
IV. Correlation Functions and Isotropy

In this section constraints on various correlation functions resulting from the assumption of isotropy. Let $s$ and $t$ be zero-mean random tensor fields, possibly of different rank, defined on a square box of side length $L$ with periodic boundary conditions. These have Fourier components

$$s_k = \frac{1}{L^2} \int e^{-ik \cdot x} s(x) \, d^2x$$

and similarly for $t$. Assuming that spatial correlations decay rapidly with separation, we may expand the correlations of Fourier modes as

$$\langle s_k \otimes t_{-k} \rangle = \frac{1}{L^4} \int e^{ik \cdot (y-x)} \langle s(x) \otimes t(y) \rangle \, d^2x \, d^2y$$

$$= \frac{1}{L^4} \int \langle s(x) \otimes t(y) \rangle \, d^2x \, d^2y + \frac{ik_r}{L^4} \int \langle y^r - x^r \rangle \langle s(x) \otimes t(y) \rangle \, d^2x \, d^2y$$

$$- \frac{k_r k_s}{2L^4} \int \langle y^r - x^r \rangle \langle y^s - x^s \rangle \langle s(x) \otimes t(y) \rangle \, d^2x \, d^2y + O(k^3).$$

Assuming isotropy, the spatial correlators must satisfy $\langle Q_s s(Qx) \otimes Q_t t(Qy) \rangle = \langle s(x) \otimes t(y) \rangle$ for any proper rotation $Q$ which acts on tensors of types $s$ and $t$ by $Q_s$ and $Q_t$. Using this relation, we can note that the Fourier-space correlator is isotropic to zeroth order in $k$. To see that this is the case, consider any rotation $Q$. The zeroth order term in the expansion satisfies:

$$\int \langle s(x) \otimes t(y) \rangle \, d^2x \, d^2y = \int \langle Q_s s(Qx) \otimes Q_t t(Qy) \rangle \, d^2x \, d^2y = \langle Q_s \otimes Q_t \rangle \int \langle s(x) \otimes t(y) \rangle \, d^2x \, d^2y$$

where the first equality uses the assumption of isotropy of the spatial correlators, and the third uses the rotational invariance of the integration measure. One consequence of this zeroth-order isotropy is that the correlators $\langle s_k \otimes t_{-k} \rangle$ vanish to zeroth order in $k$ if the difference between the ranks of $s$ and $t$ is odd, as there are no isotropic odd rank tensors in two dimensions. If $s = t$, then the zeroth order term is also symmetric. In particular, this means that the autocorrelator of $v_k$ is proportional to the Kronecker tensor.

It will be convenient for the Green-Kubo analysis in the subsequent section to give compact notation for the lowest-order non-vanishing terms of the various correlators:

$$\langle v^j_k v^k_{-k} \rangle \approx \frac{1}{L^4} \int \langle \delta v^j(x) \delta v^k(y) \rangle \, d^2x \, d^2y := \mu_{jk},$$

$$\langle v^j_k m_{-k} \rangle \approx \frac{ik_r}{L^4} \int \langle y^r - x^r \rangle \langle \delta v^j(x) \delta m(y) \rangle \, d^2x \, d^2y := ik_r \Omega_{jr},$$

$$\langle m^j_k v^k_{-k} \rangle \approx \frac{ik_r}{L^4} \int \langle y^r - x^r \rangle \langle \delta m(x) \delta v^k(y) \rangle \, d^2x \, d^2y := -ik_r \Omega_{rk},$$

$$\langle m^j_k m_{-k} \rangle \approx \frac{1}{L^4} \int \langle \delta m(x) \delta m(y) \rangle \, d^2x \, d^2y := \nu.$$

V. Green-Kubo Relations for Non-equilibrium Viscous Fluids

In what follows, we derive the Green-Kubo relations for the viscosity coefficients in terms of the stress auto-correlation functions. In Appendix II we expressed the dynamics of fluctuations about a $v = 0$ and $m = constant$ steady state in in matrix form by

$$\frac{d}{dt} \Lambda = MB,$$

$$B = SA,$$
with the definitions

\[
A = \begin{bmatrix} v^r_k \\ m_k \end{bmatrix}, \quad B = \begin{bmatrix} T_{\mu\nu}^k \\ C_k^\lambda \end{bmatrix}, \quad M = \frac{1}{\rho_0} \begin{bmatrix} ik^\nu \delta_{\mu r} & 0 \\ -\epsilon_{\mu\nu} & ik^\lambda \end{bmatrix}, \quad S = \begin{bmatrix} \eta_{\mu\nu} k^R \gamma_{\mu\nu} \\ 0 & i\alpha_k r_k \end{bmatrix}.
\] (109)

These lead to the deterministic fluid transport equations

\[
\frac{d}{dt} A = M S A.
\] (110)

We now make the Onsager regression hypothesis presented in Appendix III, that is, we assume that the small stochastic fluctuations about the steady state decay with the same transport equations in the spirit of (82). If this assumption is valid, we may apply the machinery of Appendix III and the result (98) to obtain the general Green-Kubo relations in matrix form as

\[
M S (A \otimes A^*) = -M \left( \int_0^\infty \langle B(t) \otimes B^*(0) \rangle dt \right) M^T,
\] (111)

where the $M^T$ is the conjugate transpose of $M$. Plugging in the definitions of the matrices in (109), we evaluate the two sides of (111), discarding in each matrix element all but the lowest order non-vanishing terms in $k$. To this end, using the results (103)-(106) from Appendix IV, the left-hand side of (111) yields

\[
\text{LHS} = \frac{1}{\rho_0} \left[ \begin{array}{c} ik^\nu \delta_{\mu i} \\
-\epsilon_{\mu\nu} \end{array} \right] \left[ \begin{array}{cc} \eta_{\mu\nu} k^R \gamma_{\mu\nu} \\
0 & i\alpha_k r_k \end{array} \right] \left[ \begin{array}{c} \langle v^i_k m_k \rangle \\
\langle m_k \gamma_{\mu i} \rangle \langle m_k m_{-k} \rangle \end{array} \right]
\] (112)

\[
= \frac{1}{\rho_0} \left[ \begin{array}{c} ik^\nu \delta_{\mu i} \\
-\epsilon_{\mu\nu} \end{array} \right] \left[ \begin{array}{cc} \eta_{\mu\nu} k^R \gamma_{\mu\nu} \\
0 & i\alpha_k r_k \end{array} \right] \left[ \begin{array}{c} \mu \delta_{jk} \ i k^r \Omega_{rj} \\
-ik^r \Omega_{rk} \end{array} \right]
\] (113)

\[
= \frac{1}{\rho_0} \left[ \begin{array}{c} -k^\nu k^R \eta_{\mu i} \gamma_{\nu\mu} \\
-ik^k \epsilon_{\mu\nu} \eta_{\mu i} \gamma_{\nu\mu} \end{array} \right] \left[ \begin{array}{c} \mu \delta_{jk} \ i k^r \Omega_{rj} \\
-ik^r \Omega_{rk} \end{array} \right]
\] (114)

\[
= \frac{1}{\rho_0} \left[ \begin{array}{c} -k^\nu k^R \mu \epsilon_{\mu i} k^R + k^r k^\nu \gamma_{\nu\mu} \Omega_{rk} \\
-i\mu k^R \epsilon_{\mu i} \eta_{\mu i} k^R + i k^k \epsilon_{\mu\nu} \gamma_{\nu\mu} \Omega_{rk} \end{array} \right],
\] (115)

Next, the right-hand side of (111) to lowest order in the wave-vector $k$ gives

\[
\text{RHS} = -\frac{1}{\rho_0} \int_0^\infty \left[ \begin{array}{c} ik^\nu \delta_{\mu i} \\
-\epsilon_{\mu\nu} \end{array} \right] \left[ \begin{array}{cc} T_{\mu\nu}^k (t) T_{\mu\nu}^k (0) \\
C_k^\lambda (t) T_{\mu\nu}^k (0) \end{array} \right] \left[ \begin{array}{c} -ik^\sigma \delta_{pk} - \epsilon_{p\sigma} \\
0 - ik^\omega \end{array} \right] dt
\] (116)

\[
= -\frac{1}{\rho_0} \left[ ik^\nu \delta_{\mu i} \\
-\epsilon_{\mu\nu} \end{array} \right] \left[ \begin{array}{c} \{ TT \}_{\mu p\sigma} \{ TC \}_{\mu\nu} \\
\{ CT \}_{\lambda \rho\sigma} \{ CC \}_{\lambda\omega} \end{array} \right] \left[ \begin{array}{c} -ik^\sigma \delta_{pk} - \epsilon_{p\sigma} \\
0 - ik^\omega \end{array} \right]
\] (117)

\[
= -\frac{1}{\rho_0} \left[ ik^\nu \{ TT \}_{\mu p\sigma} \\
-\epsilon_{\mu\nu} \{ TT \}_{\mu p\sigma} \end{array} \right] \left[ \begin{array}{c} -ik^\sigma \delta_{pk} - \epsilon_{p\sigma} \\
0 - ik^\omega \end{array} \right]
\] (118)

\[
= -\frac{1}{\rho_0} \left[ k^\nu k^\sigma \{ TT \}_{\mu p\sigma} + ik^\nu \{ TC \}_{\mu p\sigma} \\
ik^\sigma \epsilon_{\mu\nu} \{ TT \}_{\mu p\sigma} \end{array} \right],
\] (119)
where we have introduced the definitions
\[
\{TT\}_{\mu\nu\rho\sigma} = \int_0^\infty \langle T_k^{\mu\nu}(t)T_k^{\rho\sigma}(0) \rangle \, dt,
\]
(120)
\[
\{TC\}_{\mu\nu\omega} = \int_0^\infty \langle T_k^{\mu\nu}(t)C_k^{\omega}(0) \rangle \, dt,
\]
(121)
\[
\{CT\}_{\lambda\rho\sigma} = \int_0^\infty \langle C_k^{\lambda}(t)T_k^{\rho\sigma}(0) \rangle \, dt,
\]
(122)
\[
\{CC\}_{\lambda\omega} = \int_0^\infty \langle C_k^{\lambda}(t)C_k^{\omega}(0) \rangle \, dt.
\]
(123)

Equating the (2,2) entries of (115) and (119), we find
\[
\epsilon_{ij} \gamma_{ij} = \frac{1}{\rho_0} \epsilon_{ij} \epsilon_{kl} \{TT\}_{ijkl}.
\]
(124)

Equating the (1,2) entries of (115) and (119) and contracting with \(k^i\), we find
\[
k^i k^j \gamma_{ij} = \frac{1}{\rho_0} \epsilon_{kl} k^i k^j \{TT\}_{ijkl}.
\]
(125)

This equation holds independently for \(k = k \hat{e}_1\) and \(k = k \hat{e}_2\), yields two equations. Summing these amounts to replacing \(k^i k^j\) with the tensor \(\delta_{ij}\), resulting in
\[
\delta_{ij} \gamma_{ij} = \frac{1}{\rho_0} \delta_{ij} \epsilon_{kl} \{TT\}_{ijkl}.
\]
(126)

Equating the (1,1) entries of (115) and (119), we find
\[
-k^j k^l \eta_{ijkl} + k^j k^l \gamma_{ij} \Omega_{jk} = -\frac{1}{\rho_0} k^j k^l \{TT\}_{ijkl}.
\]
(127)
As before, this equation holds independently for \(k = k \hat{e}_1\) and \(k = k \hat{e}_2\), and therefore we may replace \(k^j k^l\) by \(\delta_{jl}\) to obtain
\[
\delta_{jl} \eta_{ijkl} - \frac{\gamma_{ij} \Omega_{jk}}{\mu} = \frac{1}{\rho_0 \mu} \delta_{jl} \{TT\}_{ijkl}.
\]
(128)

Contracting this equation with \(\delta_{ik}\) and \(\epsilon_{ik}\) we find the two equations
\[
\delta_{ik} \delta_{jl} \eta_{ijkl} - \frac{\delta_{ik} \gamma_{ij} \Omega_{jk}}{\mu} = \frac{1}{\rho_0 \mu} \delta_{ik} \delta_{jl} \{TT\}_{ijkl},
\]
(129)
\[
\epsilon_{ik} \delta_{jl} \eta_{ijkl} - \frac{\epsilon_{ik} \gamma_{ij} \Omega_{jk}}{\mu} = \frac{1}{\rho_0 \mu} \epsilon_{ik} \delta_{jl} \{TT\}_{ijkl}.
\]
(130)

Equating the (2,1) entries of (115) and (119), we find
\[
k^i \epsilon_{ij} \gamma_{ijkl} - \epsilon_{ij} k^l \gamma_{ijkl} = \frac{1}{\rho_0 \mu} k^i \epsilon_{ij} \{TT\}_{ijkl}.
\]
(131)

Contracting (131) with \(k^k\) and replacing \(k^k k^l\) by \(\delta_{kl}\), we find
\[
\epsilon_{ij} \delta_{kl} \eta_{ijkl} - \epsilon_{ij} k^l \gamma_{ijkl} = \frac{1}{\rho_0 \mu} \epsilon_{ij} \delta_{kl} \{TT\}_{ijkl}.
\]
(132)

Equating the (1,2) entries of (115) and (119) and replacing \(k^r k^l\) by \(\delta_{rl}\), we find
\[
\epsilon_{ij} \epsilon_{kl} \eta_{ijkl} - \epsilon_{ij} \epsilon_{kl} \gamma_{ijkl} = \frac{1}{\rho_0 \mu} \epsilon_{ij} \epsilon_{kl} \{TT\}_{ijkl}.
\]
(133)
|       | s₁ | s₂ | s₃ | s₄ | s₅ | s₆ | e₁ | e₂ | e₃ | e₄ | e₅ | e₆ |
|-------|----|----|----|----|----|----|----|----|----|----|----|----|
| δₖₗδᵢⱼ | 2  | 4  | 2  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  |
| εₖₗδᵢⱼ | 0  | 0  | 0  | 4  | 4  | 0  | 0  | 0  | 0  | 0  | 0  | 4  |
| εᵢⱼδᵢⱼ | 0  | 0  | 0  | 0  | 8  | 0  | 0  | 0  | 2  | 4  | −2 |    |
| εᵢⱼεᵢⱼ | 0  | 0  | 4  | 0  | 0  | 0  | −4 | 2  | 2  | 0  | 0  | 0  |

TABLE IV. Inner products of the tensors appearing in the Green-Kubo relations (140)-(143) with the (non-normalized) elements of the two orthogonal bases for the isotropic rank four tensors (in two dimensions) introduced in Appendix I.

Using the basis expansions (69) and (70) of γ and η and the inner products provided in Table IV we may compute

\[
\delta_{ik}\delta_{jl}\eta_{ijkl} = 2\lambda_1 + 4\lambda_2 + 2\lambda_3 = 4\beta_3, \tag{134}
\]

\[
\epsilon_{ik}\delta_{jl}\eta_{ijkl} = 4\lambda_4 + 4\lambda_5 + 4\lambda_6 = 4\beta_4, \tag{135}
\]

\[
\epsilon_{ij}\delta_{kl}\eta_{ijkl} = 8\lambda_5 = 2\beta_4 + 4\beta_5 - 2\beta_6, \tag{136}
\]

\[
\epsilon_{ij}\epsilon_{kl}\eta_{ijkl} = 4\lambda_3 = -4\beta_1 + 2\beta_2 + 2\beta_3. \tag{137}
\]

Now using \(\gamma_{ij} = \gamma_1 \delta_{ij} + \gamma_2 \epsilon_{ij}\), defining \(\tau = \epsilon_{ij} \Omega_{ij}\) and \(\pi = \delta_{ij} \Omega_{ij}\), and using the equations (124), (126), (129), (130), (132), (133), we finally have the six Green-Kubo equations relating the viscosity coefficients as

\[
\gamma_1 = \frac{1}{2\rho_0\nu} \delta_{ij} \epsilon_{kl} \{TT\}_{ijkl}, \tag{138}
\]

\[
\gamma_2 = \frac{1}{2\rho_0\nu} \epsilon_{ij} \epsilon_{kl} \{TT\}_{ijkl}, \tag{139}
\]

\[
\lambda_1 + 2\lambda_2 + 2\lambda_3 = \frac{\gamma_1 \tau}{2\mu} + \frac{\gamma_2 \tau}{2\mu} = \frac{1}{2\rho_0\nu} \delta_{ik} \delta_{jl} \{TT\}_{ijkl}, \tag{140}
\]

\[
\lambda_4 + \lambda_5 + \lambda_6 = \frac{\gamma_1 \tau}{4\mu} - \frac{\gamma_2 \tau}{4\mu} = \frac{1}{4\rho_0\mu} \epsilon_{ik} \delta_{jl} \{TT\}_{ijkl}, \tag{141}
\]

\[
\lambda_5 = \frac{\gamma_2 \tau}{4\mu} = \frac{1}{8\rho_0\mu} \epsilon_{ij} \delta_{kl} \{TT\}_{ijkl}, \tag{142}
\]

\[
\lambda_3 = \frac{\gamma_3 \tau}{2\mu} = \frac{1}{4\rho_0\mu} \epsilon_{ij} \epsilon_{kl} \{TT\}_{ijkl}. \tag{143}
\]

Using the expansion of correlation function in small \(k\), we may write to lowest-order in \(k\) for the stress-stress correlation function

\[
\{TT\}_{ijkl} = \frac{1}{L^4} \int_0^\infty dt \int d^4x \int d^4y \langle \delta T_{ij}(x,t) \delta T_{kl}(y,0) \rangle, \tag{144}
\]

where we have recalled that the \(T_k\) are fluctuations about the steady-state mean stress tensor.