Jet $p_T$ Resummation in Higgs Production at NNLL'+NNLO
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We present predictions for Higgs production via gluon fusion with a $p_T$ veto on jets and with the resummation of jet-veto logarithms at NNLL'/+NNLO order. These results incorporate explicit $O(\alpha_s^2)$ calculations of soft and beam functions, which include the dominant dependence on the jet radius $R$. In particular the NNLL' order accounts for the correct boundary conditions for the N'LL resummation, for which the only unknown ingredients are higher-order anomalous dimensions. We use scale variations in a factorization theorem in both rapidity and virtuality space to estimate the perturbative uncertainties, accounting for both higher fixed-order corrections as well as higher-order towers of jet-$p_T$ logarithms. This formalism also predicts the correlations in the theory uncertainty between the exclusive 0-jet and inclusive 1-jet bins. At the values of $R$ used experimentally, there are important corrections due to jet algorithm clustering that include logarithms of $R$. Although we do not sum logarithms of $R$, we do include an explicit contribution in our uncertainty estimate to account for higher-order jet clustering logarithms. Precision predictions for this $H + 0$-jet cross section and its theoretical uncertainty are an integral part of Higgs analyses that employ jet binning.

I. INTRODUCTION

After the discovery of a Higgs boson [1, 2], a central objective of the LHC physics program is to measure the properties of the new particle by exploiting all accessible production and decay channels. The $gg \rightarrow H \rightarrow WW$ channel is very sensitive to the Higgs coupling to $gg$ production and decay channels. The $gg \rightarrow H \rightarrow \tau\tau$ channel provides direct sensitivity to the Higgs couplings to fermions and is the only measurable channel that gives direct access to the Higgs couplings in the leptonic sector of the Standard Model. In both these channels the experimental analyses separate the data into jet bins to take advantage of the fact that the signal over background ratio, as well as the dominant background contributions, strongly depend on the number of jets in the final state. Of particular importance is the 0-jet bin, where any hard jets are vetoed, as it contains the largest signal cross section.

Extracting the Higgs couplings from the measured exclusive 0-jet cross section requires precise theoretical predictions. Any type of jet veto introduces a veto scale, $k_{\text{cut}}$. For a tight jet veto, $k_{\text{cut}} \ll m_H$, large Sudakov logarithms of the veto scale, $\alpha_s \ln \left( k_{\text{cut}}/m_H \right)$, appear in the perturbative series and must be resummed to all orders to obtain a meaningful perturbative prediction. For $k_{\text{cut}} \sim m_H$, fixed-order perturbation theory can safely be applied, and the cross section with arbitrary cuts has been calculated at fixed next-to-next-to-leading order (NNLO) [3, 4]. In the transition region between these two limits, both the veto logarithms and nonlogarithmic fixed-order corrections are numerically important, and a complete description including both types of perturbative corrections must be used to obtain the best possible theoretical precision. For earlier theoretical work on analytic resummation for Higgs jet vetoes see for example [5, 6].

In principle, there are several different ways to implement a veto on additional emissions due to initial-state and final-state radiation in a given process. A “global jet veto” corresponds to a restriction applied to the sum of all radiation, for example through a global event shape such as beam thrust [7] or equivalently $(N = 0)$-jettiness [8] or $E_T = \sum \mathbf{p}_T$, and allows for precise resummed predictions [9, 10].

The current experimental analyses use a jet clustering algorithm (the anti-$k_T$ algorithm [11] with a jet radius $R = 0.4$ for ATLAS and $R = 0.5$ for CMS) to identify jets. The jet veto is then implemented by requiring $p_T^{\text{jett}} < p_T^{\text{cut}}$ for any jets with $|\mathbf{p}_T| < \eta^{\text{cut}}$ (while jets at larger pseudorapidities are unrestricted). The typical experimental ranges are $p_T^{\text{cut}} \sim 25 - 30$ GeV for $\eta^{\text{cut}} \sim 4.5 - 5$ (with the high value of $\eta^{\text{cut}}$ having a small effect on the cross section). In contrast to a global jet veto, this procedure corresponds to a “local jet veto”, since the restriction on final state radiation is applied separately to each individual local cluster of emissions.

For a cut on either $E_T < p_T^{\text{cut}}$ or $p_T^{\text{jett}} < p_T^{\text{cut}}$, the jet-veto scale is set by $p_T^{\text{cut}}$ and Sudakov double logarithms of the ratio $p_T^{\text{cut}}/m_H$ arise. The leading correction to the 0-jet cross section for Higgs production via gluon fusion has the form

$$\sigma_0(p_T^{\text{cut}}) = \sigma_{\text{LO}} \left( 1 - \frac{\alpha_s C_A}{\pi} 2 \ln^2 \frac{p_T^{\text{cut}}}{m_H} + \ldots \right),$$

where $\sigma_{\text{LO}}$ denotes the lowest-order cross section. The hierarchy between $p_T^{\text{cut}}$ and $m_H$ implies that resummation of logarithms of $p_T^{\text{cut}}/m_H$ should be performed. For the $p_T^{\text{jett}} \leq p_T^{\text{cut}}$ veto, the resummation of $p_T^{\text{cut}}$-logarithms up to NNLL has been presented in Refs. [9, 10].

In this paper, we calculate the resummed $H + 0$-jet cross section from gluon fusion using the framework of soft-collinear effective theory (SCET) [20, 21], where the cross section is factorized into calculable pieces and the
resummation is performed by renormalization group evolution (RGE) in both virtuality and rapidity space. We determine the cross section at NNLL \(_{F_p}^{F_p}+\)NNLO order, where we use the subscript \(p_T\) to explicitly denote the fact that the resummation order only counts logarithms of \(p_T^{\text{cut}}/m_H\) (and not \(R^2\)). The primed order counting is described for example in Ref. [3]. It includes the NNLL resummation in and addition the full \(O(\alpha_s^2)\) dependence of the functions appearing in the factorization theorem (including in our case the \(O(\alpha_s^2)\) effects from jet clustering). These corrections incorporate the dominant NNLO corrections at small \(p_T^{\text{cut}}\) into the resummed result. They are formally part of the N\(^3\)LL resummation for which they provide the correct RGE boundary conditions. The missing ingredients for a complete N\(^3\)LL resummation are the unknown three-loop non-cusp and four-loop cusp anomalous dimensions. We also include the “nonsingular” \(O(\alpha_s^2)\) corrections that vanish as \(p_T^{\text{cut}} \to 0\), which are not part of the resummation. Thus our results incorporate the complete NNLO cross section for all values of \(p_T^{\text{cut}}\), including the total NNLO cross section in the limit of large \(p_T^{\text{cut}}\). This allows us to also obtain resummed predictions for the exclusive 0-jet event fraction (or efficiency) and the inclusive 1-jet cross section with a cut \(p_T^{\text{jet}} \geq p_T^{\text{cut}}\) on the leading jet.

In our analysis, we place a particular emphasis on a careful estimate of the remaining perturbative uncertainties in our predictions. The different contributions to the uncertainty are estimated by appropriate variations of the different scales in virtuality and rapidity space appearing in the factorization theorem. This allows us to distinguish between and account for both resummation and fixed-order uncertainties. This formalism then automatically determines the correlations in the perturbative uncertainties between the total inclusive, exclusive 0-jet, and inclusive 1-jet cross sections.

The 0-jet cross section defined by \(p_T^{\text{jet}} \leq p_T^{\text{cut}}\) has a complex dependence on the jet algorithm, whose effect is to introduce a nontrivial dependence on the jet radius \(R\),

\[
\ln \frac{\sigma_0(n)(p_T^{\text{cut}})}{\sigma_{\text{LO}}} = \left(\frac{\alpha_s}{4\pi}\right)^n \ln \frac{m_H}{p_T^{\text{cut}}} C_n(R). \tag{2}
\]

For small \(R^2\) the numerically most relevant terms contain logarithms of \(R^2\) and at \(O(\alpha_s^n)\) are of the form [11]

\[
C_n(R) \sim \ln^{n-1} R^2 + \ln^{n-2} R^2 + \ldots \ln R^2 + O(R^2). \tag{3}
\]

They also contain subleading power corrections of \(O(R^2)\). The jet clustering effects start at \(O(\alpha_s^2)\) (\(n = 2\)) relative to \(\sigma_{\text{LO}}\). They were first calculated in Ref. [10] and at present are the only clustering corrections that are known. They turn out to have a sizeable effect on the cross section for jet radii \(R = 0.4\) and 0.5. The large clustering effects for such small values of \(R\) imply that the logarithms of \(R^2\) should be formally treated as being of similar size as the logarithms of \(p_T^{\text{cut}}/m_H\) and hence should also be resummed. In particular, as Eq. (2) shows, counting \(\ln R^2 \sim \ln(p_T^{\text{cut}}/m_H)\) implies that there are NLL terms from clustering at each order in \(\alpha_s\). However, the clustering coefficients \(C_{n>2}(R)\) are unknown, and in principle a separate fixed-order calculation is required to obtain each one. This renders the resummation of the clustering logarithms intractable at present. In our analysis, we incorporate the known \(O(\alpha_s^2)\) clustering effects, calculate the \(O(\alpha_s^2)\) clustering effects that involve \(\ln R^2\) without a \(\ln(m_H/p_T^{\text{cut}})\), and include an explicit contribution in our uncertainty estimate for unknown higher-order clustering terms.

The paper is laid out as follows: In Sec. II we overview how the cross section is computed using SCET and give a summary of the results for each part of the cross section. In Sec. III we discuss how the perturbative uncertainties are estimated through scale variation and how its various components are combined to estimate the total perturbative uncertainty in the 0-jet cross section, the 0-jet fraction, and the inclusive 1-jet cross section. In Sec. IV we present the results of our numerical analysis and our predictions for the LHC for these cross sections. We conclude in Sec. V.

II. FACTORIZATION WITH A JET ALGORITHM AT SMALL \(R\)

The factorization of the \(pp \to H + 0\)-jet cross section with a jet algorithm has been discussed in Refs. [8, 11]. For the case of the \(p_T\) veto on jets in Higgs production via gluon fusion, the factorized cross section is given by

\[
\sigma_0(p_T^{\text{cut}}) = \sigma_B H_{gg}(m_t, m_H, \mu) \frac{dY}{dR} B_{gg}(m_H, p_T^{\text{cut}}, R, x_a, \mu, \nu) \times B_{gg}(m_H, p_T^{\text{cut}}, R, x_b, \mu, \nu) S_{gg}(p_T^{\text{cut}}, R, \mu, \nu) + \sigma_0^{\text{Resub}}(p_T^{\text{cut}}, R) + \sigma_0^{\text{sub}}(p_T^{\text{cut}}, R, \mu_{ns}), \tag{4}
\]

where

\[
x_{a,b} = \frac{m_H}{E_{cm}} e^{\pm Y}, \quad \sigma_B = \frac{\sqrt{2} G_F m_H^2}{576\pi E_{cm}^2}. \tag{5}
\]

The first term in Eq. (4) provides the leading contribution to the cross section at small \(p_T^{\text{cut}}\), and contains all the singular logarithmic terms \(\alpha_s^2 \ln(p_T^{\text{cut}}/m_H)\). It is factorized into hard, beam, and soft functions, which are discussed below. For instance, the leading double logarithm in Eq. (4) is split up as

\[
\ln \frac{p_T^{\text{cut}}}{m_H} = \ln \frac{m_H}{\mu} + 2 \ln \frac{p_T^{\text{cut}}}{\mu} \ln \frac{\nu}{m_H} + \ln \frac{p_T^{\text{cut}}}{\mu} \ln \frac{\mu}{\nu^2}, \tag{6}
\]

where the three terms on the right-hand side are contained in the hard, beam, and soft functions, respectively. In Eqs. (4) and (6) \(\mu\) is the usual renormalization/factorization scale in virtuality, while \(\nu\) denotes the corresponding scale in rapidity [23, 24]. Hence, we can
already see that both invariant mass and rapidity running will be needed to resum the $\ln(p_T^{cut}/m_H)$ terms with renormalization group methods.

The resummation at NNLL’ requires determining the functions $H_{gg}$, $B_{2g}$, and $S_{gg}$ to $\mathcal{O}(\alpha_s^2)$, as well as identifying their anomalous dimensions to $\mathcal{O}(\alpha_s^2)$, and their cusp anomalous dimensions to $\mathcal{O}((\alpha_s^3)$. We present our new two-loop results for the soft and beam functions in Secs. IIIB and IIIC below, leaving the details of the calculations to a separate publication.

The second term in Eq. (1), $\sigma_0^{\text{local}}(p_T^{cut}, R)$, contains $\mathcal{O}(R^2)$ contributions whose all-orders soft-collinear factorization is challenging and not known at present. In the $R^2 \ll 1$ regime, these corrections can formally be treated as subleading power corrections. Numerically, they are indeed very small for the values $R \approx 0.4$–0.5 which are of interest. (As explained in Ref. [11], counting $R \sim 1$, they would significantly complicate the soft-collinear factorization at leading order in the power counting.) As shown in Ref. [3], their contribution to the NNLL series is obtained by multiplying them with the same evolution factor as the singular terms, and we will follow this approach here. Their contribution to the resummed cross section is discussed in Sec. IIID.

The last term in Eq. (1), $\sigma_0^{\text{cusp}}(p_T^{cut}, R, \mu_\text{ns})$, contains $\mathcal{O}(g_s^2/m_H)$ nonsingular corrections, which vanish for $p_T^{cut} \to 0$ but become important at large $p_T^{cut}$. These terms are added to the NNLL’ result and are required to reproduce the complete NNLO cross section and achieve the full NNLL’+NNLO accuracy. Our extraction and analysis of these terms is discussed in Sec. IIIE.

## A. Hard Function

The hard function, $H_{gg}$, in Eq. (1) is determined by matching QCD onto the gluon fusion operator $O_{ggH}$ in SCET. As discussed in detail in Ref. [7], this matching can be performed as a two-step matching or a one-step matching. Since parametrically $m_H/m_t \approx 1$, we employ the one-step matching, which also makes it easy to include the $m_t$ dependence of the $ggH$ form factor in the matching coefficient $C_{ggH}(m_t, m_H, \mu)$.

The hard matching coefficient satisfies the RG equation

$$\frac{d}{d \ln \mu} \ln[C_{ggH}(m_t, m_H, \mu)] = \gamma_H^g(m_H, \mu),$$

where the anomalous dimension has the structure

$$\gamma_H^g(m_H, \mu) = \Gamma_{\text{cusp}}(\alpha_s(\mu)) \ln \frac{-m_H^2 - i0}{\mu^2} + \gamma_H^g(\alpha_s(\mu)).$$

The solution of Eq. (7) yields the RGE of the matching coefficient from an initial scale $\mu_H$ to some final scale $\mu$,

$$C_{ggH}(m_t, m_H, \mu) = C_{ggH}(m_t, m_H, \mu_H) \exp \left[ \int_{\mu_H}^{\mu} \frac{d \mu'}{\mu'} \gamma_H^g(m_H, \mu') \right].$$

The hard function is then given by the absolute value squared of the RG evolved coefficient,

$$H_{gg}(m_t, m_H, \mu) = |C_{ggH}(m_t, m_H, \mu)|^2.$$  \hspace{1cm} (10)

For the resummation at NNLL’, we require the NNLO result for $C_{ggH}$, the two-loop result for the non-cusp hard anomalous dimension $\gamma_H^g$, and the three-loop result for the gluon cusp anomalous dimension $\Gamma_{\text{cusp}}^g$ [31]. These results as well as the explicit NNLL expression for the evolution factor can be found in App. B of Ref. [7].

To all orders in perturbation theory the matching coefficient contains logarithms of the ratio $(-m_H^2 - i0)/\mu_H^2$.

Choosing a real value for the starting scale $\mu_H \sim m_H$ leaves large Sudakov double logarithms $\ln^2(-1 - i0) = -\pi^2$, leading to a poorly convergent perturbative expansion of the hard function at this scale. Since these terms are associated with the logarithms in the matching coefficient, they can be summed through its RGE by using an imaginary starting scale $\mu_H \simeq -i m_H$ [32, 33]. In this way, the double logarithms are fully minimized, leading to a much better perturbative convergence [27, 33]. To illustrate this numerically, for $m_H = 125$ GeV we find

$$\frac{H_{gg}(\mu_H = m_H)}{H_{gg}(\mu_H = m_H)} = 1 + 0.815 + 0.356 + \cdots , \hspace{1cm} \frac{H_{gg}(\mu_H = -i m_H)}{H_{gg}(\mu_H = -i m_H)} = 1 + 0.274 + 0.042 + \cdots ,$$

where $H_{gg}^{(0)}$ is the lowest-order result in each case, and the second and third numbers on the right-hand side give the NLO and NNLO corrections, respectively. The substantial improvement in convergence also implies reduced perturbative uncertainties. We therefore use the imaginary hard scale as the default choice in our numerical results.

## B. Soft Function

The soft function describes the soft radiation across the entire event. It is defined as a forward scattering matrix element of soft Wilson lines along the two incoming beam directions, with the jet-veto measurement on the final state,

$$S_{gg}(p_T^{cut}, R, \mu, \nu) = \langle 0 | Y_{a} Y_{a}^\dagger \mathcal{M}^{\text{jet}}(p_T^{cut}, R) Y_{a} Y_{a}^\dagger | 0 \rangle.$$  \hspace{1cm} (12)

Here, the measurement function $\mathcal{M}^{\text{jet}}(p_T^{cut}, R)$ acts on the soft final state by clustering it into jets of radius $R$ and requiring that all these jets have $p_T < p_T^{cut}$. This local veto on individual jets can be divided into a global veto and a local correction from the jet algorithm clustering, consequently dividing the soft function into a global.
The soft and beam functions separately contain rapidity divergences. When they are combined in the cross section, the rapidity divergences cancel, leaving large “rapidity logarithms” $d \ln S_{gg}(p_T^\text{cut}, R, \mu, \nu)$ at fixed order. We employ the rapidity renormalization group \[25, 26\], which allows one to apply standard effective theory and RG methods to regulate and renormalize the rapidity divergences and perform the resummation of the associated rapidity logarithms. It introduces an arbitrary rapidity renormalization scale $\nu$, whose role in the rapidity RGE is the same as that of the usual renormalization scale $\mu$ in the standard virtuality RGE.

In our case, the soft function is multiplicatively renormalized in both $\mu$ and $\nu$,

$$\frac{d}{d \ln \mu} \ln S_{gg}(p_T^\text{cut}, R, \mu, \nu) = \gamma^g_S(\mu, \nu),$$

$$\frac{d}{d \ln \nu} \ln S_{gg}(p_T^\text{cut}, R, \mu, \nu) = \gamma^g_p(p_T^\text{cut}, R, \mu).$$

The anomalous dimensions have the general structure \[11\]

$$\gamma^g_S(\mu, \nu) = 4 \Gamma^g \cusp [\alpha_s(\mu)] \ln \frac{\mu}{\nu} + \gamma^g_{0}(\nu),$$

$$\gamma^g_p(p_T^\text{cut}, R, \mu) = -4 \eta^g_{p_T}(p_T^\text{cut}, \mu) + \gamma^g_{0}(p_T^\text{cut}, \mu, R),$$

where

$$\eta^g_{p_T}(\mu_0, \mu) = \int_{\mu_0}^{\mu} \frac{d \mu'}{\mu'} \Gamma^g \cusp [\alpha_s(\mu')] = \Gamma^g \cusp \ln \frac{\mu}{\mu_0} + \cdots$$

sums an all-orders set of terms in the anomalous dimension that are determined by the RG consistency. (They are required to ensure the exact path independence of the evolution in the two-dimensional $\mu, \nu$ space \[26\].) The RGE of the soft function is obtained by solving Eq. (14).

Evoking first in rapidity and then in virtuality, we have

$$S_{gg}(p_T^\text{cut}, R, \mu, \nu) = S_{gg}(p_T^\text{cut}, R, \mu_S, \nu_S) \exp \left[ \frac{\nu}{\nu_S} \gamma^g_{0}(p_T^\text{cut}, R, \mu_S) \right] \times \exp \left[ \int_{\mu_S}^{\mu} \frac{d \mu'}{\mu'} \Gamma^g_S(\mu', \nu) \right].$$

We have calculated the complete soft function to $O(\alpha^3)$, which to our knowledge is the first two-loop calculation employing the rapidity renormalization. Our result for the perturbative soft function through $O(\alpha^3)$ is

$$S_{gg}(p_T^\text{cut}, R, \mu_S, \nu_S) = 1 + \frac{\alpha_s(\mu_S)}{4\pi} \left[ 2 \Gamma^g \cusp_0 L_5^\mu (L_5^\mu - 2 L_3^\mu) - \frac{\pi^2}{3} C_A \right] + \frac{\alpha_s^2(\mu_S)}{(4\pi)^2} \left\{ \frac{1}{2} \left[ 2 \Gamma^g \cusp_0 L_5^\mu (L_5^\mu - 2 L_3^\mu) - \frac{\pi^2}{3} C_A \right]^2 \ight.

+ 2 \beta_0 L_5^\mu \left[ 2 \Gamma^g \cusp_0 L_3^\mu \left( \frac{1}{3} L_5^\mu - L_3^\mu \right) - \frac{\pi^2}{3} C_A \right] \

+ \gamma^g_{0,1} L_3^\mu + \gamma^g_{1,1}(R) L_3^\mu + s_3(R),$$

where we abbreviated

$$L_5^\mu \equiv \ln \frac{\mu_S}{p_T^\text{cut}}, \quad L_3^\mu \equiv \ln \frac{\mu_S}{p_T^\text{cut}}.$$

Hence, the natural soft scales for which the large logarithms in the soft function are minimized are $\mu_S \sim p_T^\text{cut}$ and $\nu_S \sim p_T^\text{cut}$.

In Eq. (15) and in the following, the $\beta$ function and anomalous dimensions are expanded as

$$\beta(\alpha_s) = -2 \alpha_s \sum_{n=0}^{\infty} \beta_n \left( \frac{\alpha_s}{4\pi} \right)^{n+1},$$

$$\gamma(\alpha_s) = \sum_{n=0}^{\infty} \gamma_n \left( \frac{\alpha_s}{4\pi} \right)^{n+1},$$

where the coefficients needed in Eq. (15) are

$$\beta_0 = \frac{11}{3} C_A - \frac{4}{3} T_F n_f,$$

$$\beta_1 = \frac{34}{3} C_A^2 - \left( \frac{20}{3} C_A + 4 C_F \right) T_F n_f,$$

$$\Gamma_0^g = 4 C_A,$$

and

$$\Gamma_1^g = 4 C_A \left[ \left( \frac{67}{9} \right) - \frac{\pi^2}{3} \right] C_A - \frac{20}{9} T_F n_f,$$

and $C_A = 3$, $C_F = 4/3$, $T_F = 1/2$, and $n_f = 5$ is the number of light quark flavors. The coefficients $\beta_2$ and $\Gamma_2^g$ are also used in the NNLL resummation.
At one loop, the non-cusp soft and rapidity anomalous dimensions vanish,
\[
\gamma^g_{S0} = 0, \quad \gamma^g_{\nu 0}(R) = 0.
\] (22)

The dependence on the jet algorithm starts to enter at two loops through the two-loop \(\nu\) anomalous dimension, \(\gamma^g_{\nu 1}(R)\), which determines the coefficient of the single logarithm of \(\ln(\nu/p_T^{cut})\), as well as the nonlogarithmic twoloop soft constant, \(s_2(R)\). For the two-loop coefficients of the non-cusp anomalous dimensions we find
\[
\gamma^g_{S1} = 8C_A \left[ \frac{52}{9} - 4(1 + \pi^2) \ln 2 + 11\zeta_3 \right] C_A \\
+ \left( \frac{2}{9} + \frac{7\pi^2}{12} - \frac{20}{3} \ln 2 \right) \beta_0 \\
= 16C_A^2 (-3.83),
\]
\[
\gamma^g_{\nu 1}(R) = -16C_A \left[ \frac{17}{9} - (1 + \pi^2) \ln 2 + 2\zeta_3 \right] C_A \\
+ \left( \frac{4}{9} + \frac{\pi^2}{12} - \frac{5}{3} \ln 2 \right) \beta_0 + C_2(R) \\
= 16C_A^2 (4.16) + C_2(R).
\] (23)

Here, \(C_2(R)\) is the clustering correction due to the jet algorithm, and was computed earlier in Ref. [11]. It is given by
\[
C_2(R) = 2C_A \left[ \left( 1 - \frac{8\pi^2}{3} \right) C_A + \left( \frac{23}{3} - 8\ln 2 \right) \beta_0 \right] \ln R^2 \\
+ 15.62C_A^2 - 9.17C_A\beta_0 + C_{R^{emb}}(R) \\
= 16C_A^2 (-2.49 \ln R^2 - 0.49) + O(R^2),
\] (24)

where \(C_{R^{emb}}(R) \sim O(R^2)\) contains all subleading power corrections in \(R^2\). Note that we define the clustering effects in \(C_2(R)\) relative to the global \(E_T\) veto. A different choice, such as the \(p_T\) of the Higgs used in Ref. [10], would give a different \(R\)-independent constant in \(C_2(R)\). Nevertheless, the full result for \(\gamma^g_{S1}(R)\) is independent of this choice and our final NNLL cross section agrees with that of Ref. [10].

For the two-loop soft function constant \(s_2(R)\), which is not determined from RGE constraints, we find
\[
s_2(R) = C_A \left[ \frac{19}{3} - 10 \ln 2 + 8\zeta_3 \right] C_A \\
+ \left( \frac{163}{9} + \frac{58}{3} \ln 2 + 8 \ln 2^2 \right) \beta_0 \\
- 18.68C_A^2 - 3.25C_A\beta_0 + s_{R^{emb}}(R) \\
= 16C_A^2 (0.43 \ln R^2 - 1.69) + O(R^2),
\] (25)

where \(s_{R^{emb}}(R) \sim R^2\). This result for \(s_2(R)\) is new and also constitutes the first calculation of the \(p_T^{cut}\) independent clustering terms in the soft function.

The terms not proportional to \(\ln R^2\) in \(C_2(R)\) and \(s_2(R)\) involve complicated phase-space integrals, which are computed numerically. The contributions of \(\gamma^g_{\nu 1}(R)\) and \(s_2(R)\) to the fixed NNLO cross section including their full \(R\) dependence are shown in Fig. 1.

As mentioned above, the jet algorithm corrections in the soft function start at \(O(\alpha_s^2)\). They have the all-order structure
\[
\Delta s_{gg}(\nu, R, \mu_S) = \sum_{n \geq 2} \frac{\alpha_s^n(\mu_S)}{(4\pi)^n} \left[ C_n(R) \ln \frac{\nu_S}{p_T^{cut}} + \Delta s_n(R) \right],
\] (26)

where \(C_n(R)\) and \(\Delta s_n(R)\) contain up to \(n - 1\) powers of \(\ln R^2\). The \(C_n(R)\) in the soft function are the same as in Eq. (2) for the cross section. The beam functions contain an equivalent set of terms \(\sim \alpha_s^n C_n(R) \ln(m_H/\nu_B)\). In the fixed-order cross section (i.e., for \(\nu_B = \nu_S = \nu\)) they combine with the soft function terms to give the total clustering correction \(\sim \alpha_s^n C_n(R) \ln(m_H/p_T^{cut})\) in Eq. (26). For \(R^2 \sim p_T^{cut}/m_H\), the leading \(\ln^{n-1} R^2\) terms in \(C_n(R)\) formally count as NLL in the exponent of the cross section. Similarly, the leading \(\ln^{n-2} R^2\) terms in \(\Delta s_n(R)\), as well as the \(\ln^{n-2} R^2\) terms in \(C_n(R)\), formally count as NNLL. The anomalous dimension \(\gamma^g_{\nu}(R)\) includes the \(C_n(R)\), so its perturbative series explicitly contains the \(\ln R^2\) terms, which means that the NLL and higher logarithmic series from \(\ln R^2\) clustering corrections are not resummed here. A formalism for this resummation is not currently known. Since these clustering corrections are numerically large at \(O(\alpha_s^2)\), we perform an estimate of the potential size of the higher-order clustering effects as part of our uncertainty analysis.
C. Beam Function

The beam function is defined as the forward proton matrix element of collinear gluon fields. It provides a combined description of collinear initial-state radiation from the incoming gluons together with their extraction from the colliding protons via the nonperturbative parton distribution functions (PDFs) [13].

Like the soft function, the beam function is multiplicatively renormalized in both $\mu$ and $\nu$,

$$\frac{d}{d\ln \mu} \ln B_g(m_H, \mu, \nu) = \gamma_B^g(m_H, \mu, \nu),$$

$$\frac{d}{d\ln \nu} \ln B_g(m_H, \mu, \nu) = -\frac{1}{2} \gamma_B^g(p_T^{\text{cut}}, R, \mu),$$

(27)

The anomalous dimensions can be determined from those of the hard and soft functions using the consistency of the factorization theorem. The $\nu$ anomalous dimension, $\gamma_B^g$, is the same as in Eq. (15). The $\mu$ anomalous dimension is given by

$$\gamma_B^g(m_H, \mu, \nu) = 2\Gamma^g_{\text{cusp}}[\alpha_s(\mu)] \ln \frac{\nu}{m_H} + \gamma_B^g[\alpha_s(\mu)],$$

$$\gamma_B^g(\alpha_s) = -\gamma_B^g(\alpha_s) - \frac{1}{2} \gamma_B^g(\alpha_s),$$

(28)

with the resulting one-loop and two-loop coefficients

$$\gamma_B^{g,0} = 2\beta_0,$$

$$\gamma_B^{g,1} = 2\beta_1 + 8C_A \left[ \left( \frac{5}{4} + 2(1 + \pi^2) \ln 2 - 6\zeta_3 \right) C_A + \left( \frac{5}{24} - \frac{\pi^2}{3} + \frac{10}{3} \ln 2 \right) \beta_0 \right].$$

(29)

The RGE of the beam function follows from solving Eq. (27), and is analogous to that of the soft function,

$$B_g(m_H, p_T^{\text{cut}}, R, x, \mu, \nu) = B_g(m_H, p_T^{\text{cut}}, R, x, \mu, \nu) \times \exp \left[ \frac{1}{2} \ln \frac{\mu_B}{\nu} \gamma^{g}_{\text{cut}}(p_T^{\text{cut}}, R, \mu_B) \right] \times \exp \left( \int_{\mu_B}^{\mu} \frac{d\mu'}{\mu'} \gamma^{g}_{B}(m_H, \mu', \nu) \right).$$

(30)

Note that in contrast to the PDF evolution, the evolution of the beam function does not change its value of $x$. This is a general feature of beam functions and is due to the fact that their evolution describes the initial-state radiation from an incoming parton that is not confined to the proton anymore, while the PDF evolution is frozen out at the beam scale $\mu_B$ [13, 18].

At the beam scale, the gluon beam function can be computed as a convolution between perturbative matching kernels, $I_{gj}(m_H, p_T^{\text{cut}}, z, \mu_B, \nu_B)$, and the standard quark and gluon PDFs, $f_j(x, \mu_B)$,

$$B_g(m_H, p_T^{\text{cut}}, R, x, \mu_B, \nu_B) = \sum_j \int_{x}^{1} \frac{dz}{z} I_{gj}(m_H, p_T^{\text{cut}}, R, z, \mu_B, \nu_B) f_j \left( \frac{x}{z}, \mu_B \right).$$

(31)

We expand the matching kernels $I_{gj}$ to $\mathcal{O}(\alpha_s^2)$ as (suppressing the arguments for brevity)

$$I_{gj} = \delta_{gj} \delta(1-z) + \frac{\alpha_s(\mu_B)}{4\pi} I_{gj}^{(1)} + \frac{\alpha_s^2(\mu_B)}{(4\pi)^2} I_{gj}^{(2)} + \mathcal{O}(\alpha_s^3).$$

(32)

The $\mathcal{O}(\alpha_s)$ coefficients are common to several observables, and we agree with the calculation of $I_{gj}^{(1)}$ using the rapidity regulator in Ref. [26]. We find,

$$I_{gj}^{(1)}(m_H, p_T^{\text{cut}}, z, \mu_B, \nu_B) = 4C_A \delta(1-z) P_{gg}(z),$$

$$I_{gj}^{(1)}(m_H, p_T^{\text{cut}}, z, \mu_B, \nu_B) = 2C_F \left[ -2L_B^{\mu} P_{gg}(z) + I_{gj}^{(1)}(z) \right],$$

(33)

where we abbreviated

$$L_B^{\mu} \equiv \ln \frac{\mu_B}{p_T^{\text{cut}}}, \quad L_B^{\nu} \equiv \ln \frac{\nu_B}{m_H}.$$ (34)

The natural scales for the beam function are thus $\mu_B \sim p_T^{\text{cut}}$ and $\nu_B \sim m_H$. Our results for $I_{gj}^{(1)}$ agree with Ref. [8], after taking into account the different rapidity regularization.

The $\mathcal{O}(\alpha_s^2)$ kernel for the $gg$ contribution is given by

$$I_{gj}^{(2)}(m_H, p_T^{\text{cut}}, R, z, \mu_B, \nu_B) = 32C_A^2 \left( L_B^{\mu} \right)^2 L_B^{\nu} \left[ L_B^{\mu} \delta(1-z) - P_{gg}(z) \right] + 4C_A \left( \frac{5}{4} + 2(1 + \pi^2) \ln 2 - 6\zeta_3 \right) C_A + \left( \frac{5}{24} - \frac{\pi^2}{3} + \frac{10}{3} \ln 2 \right) \beta_0 \right].$$

(29)

The $\mathcal{O}(\alpha_s^2)$ kernel for the $qg$ contribution is given by

$$I_{gj}^{(2)}(m_H, p_T^{\text{cut}}, R, z, \mu_B, \nu_B) = 16C_A C_F L_B^{\mu} L_B^{\nu} \left[ -2L_B^{\mu} P_{gg}(z) + I_{gj}^{(1)}(z) \right] + 8C_F \left( \frac{5}{4} + 2(1 + \pi^2) \ln 2 - 6\zeta_3 \right) C_A + \left( \frac{5}{24} - \frac{\pi^2}{3} + \frac{10}{3} \ln 2 \right) \beta_0 \right].$$

(30)

The convolutions ($g \otimes h)(z)$ are defined as

$$(g \otimes h)(z) \equiv \int_{z}^{1} \frac{d\xi}{\xi} g \left( \frac{z}{\xi} \right) h(\xi).$$

(37)

The various splitting functions $P_{ij}(z)$ and convolutions between them are given in App. B2 of Ref. [7]. The
additional convolutions we need are
\[ (I^{(1)}_{gg} \otimes P_{gg})(z) = 1 + z - 2z^2 + 2z \ln z, \quad (38) \]
\[ (I^{(2)}_{gg} \otimes P_{gg})(z) = 1 + z - 2z \ln z + 2z \ln(1 - z). \]

The terms involving logarithms of \( \mu \) and \( \nu \) in the \( I_{gg} \) kernels are fully determined by renormalization group (RG) constraints. The nonlogarithmic terms \( I^{(2)}_{gg}(z, R) \) require the full two-loop calculation of the beam functions. Note that the full two-loop \( gg \) contribution to the beam function for the transverse momentum of the vector boson has been computed recently in Ref. [41]. At two loops, the \( p_T^{\text{jet}} \) beam function needed here is different and requires a separate calculation. Like the soft function, it receives both global and jet clustering contributions. In particular, we can calculate directly the leading clustering corrections proportional to \( \ln R^2 \), and determine the contribution from the remaining terms numerically, giving
\[
I^{(2)}_{gg}(z, R) = \frac{C_A}{2} \left(1 - \frac{8\pi^2}{3}\right) C_A + \left(\frac{23}{3} - 8 \ln 2\right) \beta_0 \\
\times P_{gg}(z) \ln R^2 + \left(I^{(2,c)}_{gg}(z) + I^{(2,\text{sub})}_{gg}(z, R)\right),
\]
\[
I^{(2)}_{gg}(z, R) = 2C_F \left(3 - \frac{\pi^2}{3} - 3 \ln 2\right) P_{gg}(z) \ln R^2 \\
+ P_{gg}(z) + \left(I^{(2,c)}_{gg}(z) + I^{(2,\text{sub})}_{gg}(z, R)\right).
\]

Here, \( I^{(2,c)}_{gg}(z) \) denotes the constant \( R \) independent terms, while \( I^{(2,\text{sub})}_{gg}(z, R) \) are the \( \mathcal{O}(R^2) \) suppressed contributions. Their explicit form is not known at present. We extract their total contribution after convolution with the PDFs numerically from the fixed-order cross section as explained in Sec. [11] below. This is sufficient for practical purposes, since their effect is found to be numerically small compared to the \( \ln R^2 \) terms for \( R \sim 0.4-0.5 \). The total contribution (from both beam functions) of the full \( I^{(2)}_{gg}(z, R) \) and \( I^{(2)}_{gg}(z, R) \) to the fixed NNLO cross section is shown by the blue dashed line in Fig. [11] that is labeled as 2b2.

### D. \( \mathcal{O}(R^2) \) Corrections From Uncorrelated Emissions

Starting at \( \mathcal{O}(a_s^2) \), the clustering effects from the jet algorithm includes contributions that scale as powers of \( R^2 \) in the small \( R \) limit. Clustering effects from correlated emissions in the soft or collinear sectors are included in the subleading \( \mathcal{O}(R^2) \) corrections in the soft and beam functions. On the other hand, the clustering of uncorrelated emissions from the soft and collinear beam sectors inhibits the factorization of the jet-veto measurement into independent soft and collinear measurements at \( \mathcal{O}(R^2) \). The all-order factorization of the cross section at this level is therefore not known at present.\(^2\)

The full contribution from clustering of uncorrelated emissions to the fixed NNLO cross section is \( \mathcal{O}(a_s^2) \)
\[
\sigma_0^{(2)}(p_T^{\text{cut}}) = \sigma_{\text{LO}} \left(\frac{\alpha_s C_A}{\pi}\right)^2 \ln \frac{m_H}{p_T^{\text{cut}}} \left(-\frac{\pi^2}{3} R^2 + \frac{4}{3}\right). \quad (40)
\]

It is shown by the green dotted line in Fig. [1] for \( p_T^{\text{cut}} = 25 \text{ GeV} \). As one can see, at the \( R \) values of interest it is numerically very small compared to the corresponding \( \ln R^2 \) enhanced clustering corrections contained in \( \sigma_0^{(1)}(R) \), and can thus safely be treated as a power correction.

As argued in Refs. [9, 10], the above \( \mathcal{O}(a_s^2) \) coefficient determines the complete NNLL series coming from this contribution [i.e. no new coefficients appear at \( \mathcal{O}(a_s^3L^2) \) or higher]. Therefore, we can include this correction in the resummed cross section at NNLL by multiplying it with the total evolution factor as follows,
\[
\sigma_0^{R\text{sub}}(p_T^{\text{cut}}, R) = \frac{a_s^3(\sqrt{\mu_B \mu_S})}{\pi^2} C_A \ln \frac{m_H}{p_T^{\text{cut}}} \left(-\frac{\pi^2}{3} R^2 + \frac{4}{3}\right) \times [F^{(0)}U_0](\mu_H, \mu_B, \mu_S, \nu_B, \nu_S). \quad (41)
\]

Here, \( F^{(0)} \) denotes the leading fixed-order contributions from the hard, beam, and soft functions, and \( U_0 \) is their combined NNLL evolution factor [given explicitly in Eq. [67] below]. Since these corrections come from soft or collinear emissions we choose to evaluate the argument of the \( a_s^2 \) in the prefactor at the geometric mean of the beam and soft scales.

In Ref. [8], this coefficient is absorbed into the two-loop rapidity anomalous dimension, which amounts to

---

2 The statement in Ref. [8] that soft-collinear mixing is absent at leading power for \( R \sim 1 \) relies on a power counting for collinear rapidities \( (y_c) \) and soft rapidities \( (y_s) \) where \( y_c \gg y_s \sim \mathcal{O}(1) \) such that \( y_c - y_s \gg R \sim 1 \). For typical values \( p_T = 25 \text{ GeV} \) and \( Q = 125 \text{ GeV} \) there is a legitimate power expansion in \( \lambda = p_T/Q = 0.2 \ll 1 \). But this gives \( y_c \gg y_s \ll 1/\lambda \). Indeed, physically, emissions at fixed \( p_T \) tend to be uniform in rapidity rather than having a rapidity gap between soft and collinear regions. (The analogous statement using light-cone variables is \( e^{-R} \gg e^{y_s-y_c} = (k_z/k_T)(p_T/p_c) \sim \mathcal{O}(1) \times \lambda \). For \( R = 1 \), this corresponds to counting 0.37 \( \gg \mathcal{O}(1) \times \lambda = \mathcal{O}(1) \times 0.2 \).) As discussed in detail in Ref. [11], the contribution from clustering a soft and a collinear emission is \( \sim R^2 \), so the only way to expand it to zero is \( R^2 \ll 1 \).
writing this contribution as $A \exp(\alpha_2^2)$, instead of $A(1 + \alpha_2^2)$ as in Ref. 9. Since this contribution first appears at $\mathcal{O}(\alpha_2^2)$, either form gives the same NNLL contribution and the difference is higher order, meaning the results of Refs. 9, 10 do not determine which is the correct all-order structure beyond NNLL.

### E. Nonsingular Contributions

In fixed-order perturbation theory, the cross section at $\mu_f = \mu_r = \mu_{FO}$ has the all-order structure

$$\sigma_0^{FO} (p_T^{cut}, \mu_{FO}) = \sigma_0^{NS} (p_T^{cut}, \mu_{FO}) + \sigma_0^{NS} (p_T^{cut}, \mu_{FO}),$$

(42)

$$\sigma_0^{NS} (p_T^{cut}, \mu_{FO}) = \sum_{m} \sum_{n \leq 2m} c_{mn}(\mu_{FO}) \alpha_s^n(\mu_{FO}) \ln^n \frac{p_T^{cut}}{m_H}.$$  

Here, the singular cross section, $\sigma_0^S$, contains all terms that are nonzero for $p_T^{cut} \to 0$ and which are contained in the resummed cross section. The nonsingular cross section, $\sigma_0^{NS}$, scales as $\mathcal{O}(p_T^{cut}/m_H)$ and vanishes for $p_T^{cut} \to 0$. To reproduce the full fixed-order cross section, we need to include the nonsingular terms, in particular when going to large $p_T^{cut}$ where they become important.

An important feature of the NNLL' (NNLL) resummed result is that by construction its fixed-order expansion to NNLO (NLO) in terms of $\alpha_s(\mu_{FO})$ can be obtained by simply setting all scales equal to $\mu_{FO}$. And this precisely reproduces the fixed-order singular contributions. Hence, we can determine the nonsingular corrections by subtracting the latter from the full fixed-order cross section,

$$\sigma_0^{NS} (p_T^{cut}, R, \mu_{FO}) = \sigma_0^{FO} (p_T^{cut}, R, \mu_{FO})$$

$$\sigma_0^{NS} (p_T^{cut}, R, \mu_{FO}) = \sigma_0^{FO} (p_T^{cut}, R, \mu_{FO}) - \sigma_0^{NS} (p_T^{cut}, R, \mu_i = \nu_i = \mu_{FO}).$$

At NLO, this procedure is straightforward since the one-loop hard, beam, and soft functions at NNLL' are completely known, while $\sigma_0^{NLL} (p_T^{cut}, \mu_{FO})$ is easily obtained numerically e.g. from MCFM.

At NNLO, we obtain the full fixed-order cross section by subtracting the NLO $gg \to H + j$ cross section for a leading jet with $p_T^{cut} > p_T^{cut}$, obtained using MCFM 3, 43, from the total NNLO cross section 44–46. For the resummed NNLL' cross section we include all available contributions through $\mathcal{O}(\alpha_s^2)$ summarized in the previous subsections, including the $\sigma_0^{Rsub}$ terms in Eq. (41). The only missing pieces at two loops are the unknown $f_{ij}^{(c,Rsub)}(z, R)$ terms in the beam function, which when integrated against the PDFs give a $p_T^{cut}$ independent contribution determined by a constant $b_{ij}^{(c,Rsub)}(R)$. Hence, we have

$$\sigma_0^{NS,NNLO} (p_T^{cut}, R, \mu_{FO}) + \sigma_{LO} (\mu_{FO}) \alpha_s^2(\mu_{FO}) \frac{2b_2^{(c,Rsub)}}{4 \pi^2} (R)$$

$$\sigma_0^{NS} (p_T^{cut}, R, \mu_i = \nu_i = \mu_{FO}).$$

Here, the right-hand side is obtained numerically and then fit with a set of functions suitable to describe the $p_T^{cut}$ dependence of $\sigma_{NS} (p_T^{cut}, R, \mu_{FO})$. Since the latter vanishes for $p_T^{cut} \to 0$, this fit also allows us to determine the numerical value of $2b_2^{(c,Rsub)}(R)$ from the intercept at $p_T^{cut} = 0$. Note that since there are large numerical cancellations between the full and singular results on the right-hand side, the remaining nonsingular data has large statistical fluctuations for $p_T^{cut} \to 0$. Ensuring a stable fit result therefore required the use of very high statistics from MCFM as well as a careful validation of the fitting procedure.

Note also that the scale $\mu_B$ at which the $b_2^{(c,Rsub)}$ contribution is evaluated in the beam function is relevant at NNLL' (i.e. it contributes to the subset of $N^3\text{LL}$ effects that are supposed to be included at NNLL'). In the numerical determination above the PDFs are evaluated at a fixed $\mu_B = \mu_{FO}$. To account for this we rescale it by the PDF dependence of the LO cross section, as indicated in Eq. (11). Since we perform the nonsingular fit at different values of $\mu_{FO}$, we are able to check that this captures the PDF scale dependence to very good approximation.

At large $p_T^{cut}$, the distinction between singular and nonsingular contributions becomes meaningless since both are of similar size and there are nontrivial cancellations between them (as can be seen in Fig. 4 below). When using the imaginary scale setting in the hard function, it modifies the cross section at all values of $p_T^{cut}$. Therefore, it is important to implement an analogous improvement for the nonsingular contributions, since otherwise these cancellations would be spoiled. The final expression for the nonsingular cross section entering in Eq. (4) is given by

$$\sigma_0^{NS} (p_T^{cut}, R, \mu_{NS})$$

$$\sigma_0^{NS} (p_T^{cut}, R, \mu_{NS}) = \left\{ \begin{array}{ll}
\sigma_0^{NS(1)} (p_T^{cut}, R, \mu_{NS}) & \left[ 1 - \frac{\alpha_s(\mu_{NS})}{2\pi} C_A \pi^2 \right] \\
+ \sigma_0^{NS(2)} (p_T^{cut}, R, \mu_{NS}) & U_H (-i\mu_{NS}, \mu_{NS}) \left(45\right)
\end{array}\right.$$

Here, $\sigma_0^{NS(1)} (p_T^{cut}, R, \mu_{NS})$ are the $\mathcal{O}(\alpha_s)$ nonsingular terms obtained numerically for given values of $R$ and $\mu_{NS}$, and $U_H (-i\mu_{NS}, \mu_{NS})$ is the evolution factor of the hard function. The latter is used to apply the analogous resummation of $\pi^2$ terms to the nonsingular cross section as was induced by the hard function in the singular terms.

The NLO and NNLO nonsingular contributions for $R = 0.4$ and $\mu_{NS} = m_H$ are shown in Fig. 2 for both real (left panel) and imaginary (right panel) scale setting. We observe that the latter substantially improves the perturbative convergence also in the nonsingular terms at all values of $p_T^{cut}$. This is not unexpected from the point of view of the power expansion in SCET. For $p_T^{cut} \ll m_H$ and at subleading order in the SCET power counting, the nonsingular terms would arise from a combination of leading and subleading hard, beam, and soft functions, and many of the hard functions in these contributions can be expected to require an imaginary hard scale.
III. RESUMMATION AND PERTURBATIVE UNCERTAINTIES

A critical aspect of precision cross section predictions is the theoretical control of perturbative uncertainties. Ultimately, the formal perturbative accuracy in the predictions is only meaningful together with a robust understanding and estimate of theoretical uncertainties.

The categorization of the data into jet bins is used in the experimental analyses to optimize the control of backgrounds and experimental systematic effects. In the end, the information from all measured categories flows together, thereby maximizing the use of the available data. In this context, vetoing jets in the 0-jet cross section amounts to dividing the total inclusive cross section, \( \sigma_{\text{tot}} \equiv \sigma_{\geq 0} \), into an exclusive 0-jet bin equivalent to \( \sigma_0(p_T^{\text{cut}}) \) and the remaining inclusive 1-jet bin,

\[
\sigma_{\geq 0} = \sigma_0(p_T^{\text{cut}}) + \sigma_{\geq 1}(p_T^{\text{cut}}).
\]

Therefore, a complete theoretical description of this binning procedure is needed. This requires a framework, which, in addition to the resummation of \( \sigma_0(p_T^{\text{cut}}) \) at small \( p_T^{\text{cut}} \), provides a valid description of the cross section at all values of \( p_T^{\text{cut}} \) as well as the correlations between the perturbative uncertainties in the jet bins and the total cross section.

As we discuss in detail in this section, the framework we use for resummation and fixed-order matching, based on SCET and profile functions, is well-suited for this task. It allows us with direct theoretical handles to reliably assess the perturbative uncertainties and allows us to predict the required correlations by utilizing common underlying theory parameters in the scales \( \mu_H, \mu_B, \mu_S, \nu_B, \) and \( \nu_S \). These are varied to obtain the uncertainty estimates.

In Sec. IIIA we give an overview of perturbative uncertainties for jet bins, and establish the necessary notation. As the jet-veto cut is increased our resummed results smoothly reproduce the fixed-order cross section and its standard uncertainties by using profile functions, which are discussed in Sec. III B. In Sec. IIIC we explain how variations of the hard, soft, and beam scales in the effective theory determine the fixed-order and jet-binning uncertainties. Finally, in Sec. III D we discuss our estimate for the additional uncertainty from clustering effects at higher orders in perturbation theory. Note that we will not discuss additional parametric uncertainties from input parameters such as PDFs or \( \alpha_s(m_Z) \). These have to be estimated separately and included with the usual uncertainty propagation.

A. Perturbative Uncertainties in Jet Binning

A convenient way to describe the uncertainties involved in the jet binning is in terms of fully correlated and fully anticorrelated components \( \Delta \) \cite{12,47}, which amounts to parametrizing the covariance matrix for \( \{\sigma_0, \sigma_{\geq 1}\} \) as

\[
C(\{\sigma_0, \sigma_{\geq 1}\}) = \begin{pmatrix}
                   (\Delta_0^\gamma)^2 & \Delta_0^\gamma \Delta_{\geq 1}^\gamma \\
                   \Delta_0^\gamma \Delta_{\geq 1}^\gamma & (\Delta_{\geq 1}^\gamma)^2
                   \end{pmatrix} + \begin{pmatrix}
                   \Delta_0^2 & -\Delta_0^2 \\
                   -\Delta_0^2 & \Delta_{\geq 1}^2
                   \end{pmatrix}.
\]

(47)

The first correlated component, denoted with a superscript \( \gamma \), can be interpreted as an overall yield uncertainty shared among all bins. The second anticorrelated component can be interpreted as a migration uncertainty between the two bins, which is introduced by the binning cut and drops out in their sum. The total uncertainty for each bin is given by

\[
\Delta_{\geq 0} = \Delta_0^\gamma + \Delta_{\geq 1}^\gamma = \Delta_0^\gamma,
\]

\[
\Delta_0^2 = (\Delta_0^\gamma)^2 + \Delta_{\geq 1}^2,
\]

\[
\Delta_{\geq 1}^2 = (\Delta_{\geq 1}^\gamma)^2 + \Delta_{\geq 1}^2.
\]

(48)
Equation (17) is a completely generic parametrization of a $2 \times 2$ symmetric matrix. This choice of parameters is convenient because of the above physical interpretation. An additional advantage is that the uncertainties are described in terms of two independent components, which are fully correlated or anticorrelated between the different observables, so that the experimental implementation is straightforward (e.g. in a profile likelihood fit, the yield and migration uncertainties can each be implemented by an independent nuisance parameter).

To estimate each uncertainty component in our resummation framework we make the following identifications:

$$\Delta_Y \equiv \Delta_{\mu i}, \quad \Delta_{\text{cut}} \equiv \Delta_{\text{resum}}. \quad (49)$$

Here, $\Delta_{\mu i}$ corresponds to the uncertainties in the cross section that reproduce the fixed-order uncertainty in the total cross section and probe the nonlogarithmic contributions at finite $p_T^{\text{cut}}$. This makes it natural to identify these with the yield uncertainties. The resummation uncertainty, $\Delta_{\text{resum}}$, corresponds to the intrinsic uncertainty in the resummed logarithmic series. The logarithms $\ln(p_T^{\text{cut}}/m_H)$ are directly caused by the binning cut and at small $p_T^{\text{cut}}$ are the dominant veto-dependent effect, which cancels between $\sigma_0$ and $\sigma_{\geq 1}$. Hence, higher-order logarithms are the primary source of uncertainty in the division of the cross section into bins and we can therefore identify $\Delta_{\text{resum}}$ with the migration uncertainty. Furthermore, $\Delta_{\text{resum}}$ vanishes at large $p_T^{\text{cut}}$ where the resummation of logarithms becomes unimportant. This is consistent with the fact that in this limit migration effects become irrelevant since $\sigma_{\geq 1}$ becomes numerically much smaller than $\sigma_{0}(p_T^{\text{cut}})$. Our procedure to estimate $\Delta_{\mu i}$ and $\Delta_{\text{resum}}$ through scale variations in the resummed cross section is discussed in the following sections.

With these identifications, the full covariance matrix for $\{\sigma_{\geq 0}, \sigma_0, \sigma_{\geq 1}\}$ is given by

$$C(\{\sigma_{\geq 0}, \sigma_0, \sigma_{\geq 1}\}) = C_{\mu} + C_{\text{resum}}, \quad (50)$$

where

$$C_{\mu} = \begin{pmatrix} \Delta_{\text{tot}}^2 & \Delta_{\text{tot}} \Delta_{\mu 0} & \Delta_{\text{tot}} \Delta_{\mu \geq 1} \\ \Delta_{\text{tot}} \Delta_{\mu 0} & \Delta_{\mu 0}^2 & \Delta_{\mu 0} \Delta_{\mu \geq 1} \\ \Delta_{\text{tot}} \Delta_{\mu \geq 1} & \Delta_{\mu 0} \Delta_{\mu \geq 1} & \Delta_{\mu \geq 1}^2 \end{pmatrix},$$

$$C_{\text{resum}} = \begin{pmatrix} \Delta_{\text{resum}}^2 & 0 & 0 \\ 0 & -\Delta_{\text{resum}}^2 & 0 \\ 0 & 0 & -\Delta_{\text{resum}}^2 \end{pmatrix}, \quad (51)$$

and we can easily read off the uncertainties in the different cross sections

$$\Delta_{\text{tot}} \equiv \Delta_{\mu \geq 0} = \Delta_{\mu 0} + \Delta_{\mu \geq 1},$$

$$\Delta_{\mu i}^2(p_T^{\text{cut}}) = \Delta_{\text{resum}}^2 + \Delta_{\mu i 0}^2,$$

$$\Delta_{\mu \geq 1}^2(p_T^{\text{cut}}) = \Delta_{\text{resum}}^2 + (\Delta_{\text{tot}} - \Delta_{\mu 0})^2. \quad (52)$$

The uncertainties in other observables follow by standard uncertainty propagation. For example, for the 0-jet efficiency, $\epsilon_0(p_T^{\text{cut}}) \equiv \sigma_0(p_T^{\text{cut}})/\sigma_{\geq 0}$, we have

$$\frac{\Delta_{\epsilon_0}^2(p_T^{\text{cut}})}{\epsilon_0^2(p_T^{\text{cut}})} = \frac{\Delta_0^2(p_T^{\text{cut}})}{\sigma_0^2(p_T^{\text{cut}})} + \frac{\Delta_{\text{tot}}^2}{\sigma_{\geq 0}^2} - 2 \frac{\Delta_{\text{tot}} \Delta_{\mu 0}}{\sigma_{\geq 0} \sigma_0(p_T^{\text{cut}})}. \quad (53)$$

Through the last term the correlation between $\Delta_{\text{tot}}$ and $\Delta_{\mu 0}$ reduces the relative uncertainty in the 0-jet efficiency, which will be noticeable in our numerical analysis. In particular, in the limit of large $p_T^{\text{cut}}$ where $\epsilon_0 \to 1$ the uncertainty $\Delta_{\epsilon_0}$ will go to zero as it should.

1. Fixed Order

In a pure fixed-order prediction, there is no way to fully disentangle the two uncertainty components. Using a common fixed-order scale variation for all observables amounts to setting $\Delta_{\text{cut}} = 0$ and setting $\Delta_Y = \Delta_{\text{FO}}$. However, as demonstrated in detail in Refs. [12, 47], at small values of $p_T^{\text{cut}}$, as soon as the logarithmic corrections become sizable, migration effects are important and cannot be neglected. Doing so can lead to a significant underestimate of uncertainties. A more reliable fixed-order estimate is obtained by explicitly taking into account $\Delta_{\text{cut}}$ by using instead

$$\Delta_Y = \Delta_{\text{FO}} = \Delta_{\text{tot}}, \quad \Delta_{\text{cut}} = \Delta_{\text{FO}} \geq 1, \quad (54)$$

where $\Delta_{\text{FO}}$ are the fixed-order uncertainties in the inclusive cross sections. (As explained in Ref. [12], this choice is motivated by the fact that the perturbative series in $\sigma_{\geq 1}$ starts as $\alpha_s \ln^2(p_T^{\text{cut}}/m_H)$ and its fixed-order scale variation therefore directly estimates the size of the $p_T^{\text{cut}}$ logarithms. An alternative prescription proposed in Ref. [10] yields very similar results for $\Delta_0(p_T^{\text{cut}})$.)

With the choice in Eq. (54) the uncertainties in the pure fixed-order prediction are described by

$$C_{\text{ST}}(\{\sigma_{\geq 0}, \sigma_0, \sigma_{\geq 1}\}) = \begin{pmatrix} \Delta_{\text{tot}}^2 & \Delta_{\text{tot}}^2 & 0 \\ \Delta_{\text{tot}}^2 & (\Delta_{\text{FO}})_{\geq 1}^2 & -\Delta_{\text{FO}}^2 \\ 0 & -\Delta_{\text{FO}}^2 & (\Delta_{\text{FO}}^2)_{\geq 1} \end{pmatrix}. \quad (55)$$

These are the default fixed-order Higgs jet-binning uncertainties used by the experiments, and also what we will use when comparing our results to fixed order in Sec. IV.

B. Resummation and Matching to Fixed Order with Profile Scales

In the effective field theory framework, the resummation is performed by RGE running. First, we evaluate each of the hard, beam, and soft functions appearing in the factorized cross section at their natural virtuality scales $\mu_i$ and rapidity scales $\nu_j$. Next, we evolve them all to arbitrary, common scales: $\mu$ for invariant mass and $\nu$ for rapidity. This resums the logarithms of the invariant mass ratios $\mu_i/\mu_j$ and rapidity ratios $\nu_i/\nu_j$. As
we saw in Sec. II, the beam and soft functions evolve in both virtuality and rapidity space, while the hard function only evolves in virtuality. The evolution together with the natural scales is illustrated in Fig. 3. Finally, the evolved functions are combined together in the cross section at the common scales (µ, ν), which is a point in the plane shown in this figure.

The resummed cross section is explicitly independent of the arbitrary scales µ and ν at each order in resummed perturbation theory, which means we are free to pick any convenient values. Taking µ = µB and ν = νS, and combining all the ingredients detailed in Sec. II, the cross section in Eq. (4) takes the form

\[ \sigma_0(p_{T}^{cut}) = \sigma_B H_{gg}(m_t, m_H, \mu_H) \int dY B_g(m_H, p_{T}^{cut}, R, x_a, \mu_B, \nu_B) \times B_g(m_H, p_{T}^{cut}, R, x_B, \mu_B, \nu_B) S_{gg}(p_{T}^{cut}, R, \mu_S, \nu_S) \times U_0(p_{T}^{cut}, R; \mu_B, \mu_B, \mu_S, \nu_B, \nu_S) + \sigma_0^{ren}(p_{T}^{cut}, R) + \sigma_n^{ns}(p_{T}^{cut}, R, \mu_n), \]

(56)

where the combined renormalization group evolution factor \( U_0 \) is given by

\[ U_0(p_{T}^{cut}, R; \mu_H, \mu_B, \mu_S, \nu_B, \nu_S) = \left[ \exp \left( \int_{\mu_H}^{\mu_B} \frac{d\mu'}{\mu'} \gamma_H^g(m_H, \mu') \right) \right] \times \exp \left( \int_{\mu_S}^{\mu_B} \frac{d\mu'}{\mu'} \gamma_S^g(\mu', \nu_S) \right) \times \exp \left( \ln \frac{\nu_B}{\nu_S} \gamma_V^g(p_{T}^{cut}, R, \mu_B) \right). \]

(57)

Next, we discuss how to choose numerical values for the scales µH, µB, µS, νB, and νS as a function of \( p_{T}^{cut} \), which are referred to as profile scales \([48, 49]\). For this purpose we can distinguish three different regimes according to the relative importance of the singular and nonsingular cross section contributions. In Fig. 4 the singular and nonsingular terms are plotted against the total fixed-order cross section at \( O(\alpha_s^2) \).

In the resummation region at low values of \( p_{T}^{cut} \), the singular contributions dominate and must be resummed, while the nonsingular contributions are perturbative power corrections. To resum the logarithms, the scales should parametrically follow their canonical values dictated by the RGE,

\[ \mu_H \sim -i\mu_{FO}, \quad \mu_B \sim \mu_S \sim p_{T}^{cut}, \quad \nu_B \sim m_H, \quad \nu_S \sim p_{T}^{cut}. \]

(58)

At large \( p_{T}^{cut} \approx m_H/2 \), the singular and nonsingular contributions are equally important, and fixed-order perturbation theory should be used. In this fixed-order region it is essential that the resummation is turned off to ensure that the correct fixed-order cross section is obtained. The reason is that there are important cancellations between singular and nonsingular terms, which are spoiled if the resummation is kept on too long. In this region, all virtuality scales must approach a common fixed-order scale and the rapidity scales must be equal,

\[ |\mu_H| = \mu_B = \mu_S = \mu_{ns} = \mu_{FO}, \quad \nu_B = \nu_S. \]

(59)

Finally, in the transition between the resummation and fixed-order regions typically both the logarithmic resummation as well as the fixed-order corrections are important. To obtain a proper description of this transition region, which in our case also includes the experimental range of interest, we have to use profiles that incorporate the constraints imposed by the resummation toward small \( p_{T}^{cut} \) and the fixed-order matching toward large \( p_{T}^{cut} \), together with a smooth interpolation between these two regimes. There is a growing body of literature on the construction of appropriate profiles in a variety of contexts \([5, 13, 14, 48–56]\).

For the central profiles we take

\[ \mu_H = -i\mu_{FO}, \quad \mu_{ns} = \mu_{FO}, \]

\[ \nu_B = \nu_{FO}, \quad \mu_B = \mu_S = \nu_S = \mu_{FO} f_{run}(p_{T}^{cut}/m_H). \]

(60)

That is, we take fixed values for \( \mu_H, \mu_{ns}, \) and \( \nu_B \), while \( \mu_B, \mu_S, \) and \( \nu_S \) are constructed in terms of the common profile function

\[ f_{run}(x) = \begin{cases} x_0 \left[ 1 + \left( x/x_0 \right)^2/4 \right] & x \leq 2x_0, \\ x + \frac{(2 - x - x_3)(x - x_1)}{2(x - x_1)(x - x_1)} & 2x_0 \leq x \leq x_1, \\ 1 - \frac{(2 - x_1 - x_2)(x - x_3)}{2(x_3 - x_1)(x_3 - x_2)} & x_1 \leq x \leq x_2, \\ 1 & x_2 \leq x \leq x_3, \\ 1 & x_3 \leq x. \end{cases} \]

(61)
The first regime, $x \leq 2x_0$, is the nonperturbative region and the scales $\mu_{B,S}$ and $\nu_S$ asymptote as $x \to 0$ to a fixed scale $x_0 \mu_{FO} \gtrsim \Lambda_{QCD}$. This ensures that factors of $\alpha_s(\mu_i)$ that enter from solving perturbatively defined anomalous dimension equations, never become nonperturbative. The second regime has the canonical scaling for resummation. The third and fourth have quadratic scaling (of positive and negative second derivative, respectively) and simply provide a smooth transition to the final (constant) region where all scales are equal and resummation is turned off. This profile function and its first derivative are both continuous.

For the overall scale parameter we have $\mu_{FO} \sim m_H$ and for our central result we will use $\mu_{FO} = m_H$ in Eq. (59). In Eq. (61) the parameters $x_i$ mark the boundary between the different regimes, and their values are chosen by considering the importance of the singular versus nonsingular contributions plotted in Fig. 4. The singular and nonsingular contributions become comparable near $p_T^\text{cut} = 40 \text{ GeV}$ so the profile must transition towards the fixed-order result beyond this value. For our central profiles we choose

$$x_0 = 2.5 \text{ GeV}/\mu_{FO}, \quad \{x_1, x_2, x_3\} = \{0.15, 0.4, 0.65\}.$$  \hfill (62)

For $\mu_{FO} = m_H = 125 \text{ GeV}$ the $\{x_1, x_2, x_3\}$ values correspond to $\{19, 50, 81\}$ GeV. The resulting central profile scales are shown in Fig. 5 so we see that the transition occurs roughly between 30–65 GeV. In the next subsection, we discuss in detail the profile scale variations that we use to evaluate perturbative uncertainties.

Note that in the transition from small to large $p_T^\text{cut}$, we are essentially forced to keep the hard scale at its imaginary value $\mu_H = -im_H$. In principle, one could contemplate rotating it to the real axis as a function of $p_T^\text{cut}$ to turn off the resulting resummation of large $\pi^2$ terms in the hard virtual corrections. However, this would inevitably lead to an unphysical result of a decreasing cross section with increasing $p_T^\text{cut}$. What this means is that the significantly improved perturbative stability observed in the small $p_T$ region also directly translates into an improved convergence in the fixed-order cross section at large $p_T^\text{cut}$, simply because a large part of the total cross section comes from the small $p_T$ region. Furthermore, as we have seen in Fig. 2 the imaginary scale also translates into an improved convergence of the nonsingular contributions themselves. The total cross section for $\mu_H = -im_H$ increases by about 7% compared to the NNLO cross section evaluated at $\mu_{FO} = m_H/2$. This increase is quite consistent with the expected increase in the total cross section at N$^3$LO from the recent estimate in Ref. [57].
C. Yield and Resummation Uncertainties Via Profile Scale Variations

To evaluate the perturbative uncertainties in our predictions we vary the profile scales about the central profiles defined in the previous section. We consider several types of variation in turn, and discuss how they are used to determine the yield and resummation uncertainties that appear in the matrices $C_p$ and $C_{\text{resum}}$ in Eq. (51).

The first type of variation is a collective variation of all of the scales up or down by a factor of 2. This is accomplished by taking $\mu_{FO} = 2m_H$ or $\mu_{FO} = m_H/2$ in Eq. (60). At large $p_T^\text{cut}$, where all scales become equal to $\mu_{FO}$, this variation becomes equivalent to the usual scale variation in the fixed-order cross section. Indeed, in the limit of very large $p_T^\text{cut}$ it reproduces the fixed-order scale variation of the total cross section. When varying $\mu_{FO}$, all scale ratios are kept fixed, so this does not change any of the arguments inside the logarithms $\ln(\mu_H/\mu_{B,S})$ and $\ln(\mu_B/\mu_S)$ that sum up the large $\ln(m_H/p_T^\text{cut})$ terms. Hence, this variation is clearly identified as contributing to the yield uncertainties.

A second type of variation is to the profile shape. The values $\{x_1, x_2, x_3\}$ determine the boundaries between the different scaling regions of the low-scale profiles as a function of $p_T^\text{cut}$. We account for the ambiguity in this shape by using four different choices for $\{x_1, x_2, x_3\}$ to provide a variation away from the central scale choice $\{x_1, x_2, x_3\} = \{0.15, 0.4, 0.65\}$:

$$\{x_1, x_2, x_3\} : \{0.1, 0.3, 0.5\}, \{0.2, 0.5, 0.8\}, \{0.04, 0.4, 0.8\}, \{0.2, 0.35, 0.5\}.$$  (63)

These changes to the profile have an impact on the uncertainty from varying $\mu_{FO}$ since they determine the transition between the region where the resummation is active and where the fixed-order prediction is used and hence the extent of the fixed-order region. They also vary the logarithms $\ln(\mu_H/\mu_{B,S})$, and hence have some impact on uncertainties that would be associated to resummation. In practice, with $\mu_{FO} = m_H$ the effect of varying the $x_i$ in the central profile is smaller than the other resummation uncertainties (discussed below), whereas when varying $\mu_{FO}$ up and down there is a noticeable impact on the yield uncertainties. Therefore we will group this variation with the yield uncertainty, and use each of the five profiles specified by $\{x_1, x_2, x_3\}$ together with each of the three values of $\mu_{FO}$. This set of profile variations is plotted in the left panel of Fig. 6. We still note that the range of cross section values obtained from changing $\mu_{FO}$ with a fixed profile is significantly larger than the range from changing the profile via $x_{1,2,3}$ for a fixed $\mu_{FO}$, and hence the $\mu_{FO}$ variation is the more important variation by far.

The total yield uncertainty for the 0-jet cross section is thus defined as the maximum absolute deviation from the central scale over all 14 variations,

$$\Delta_{\mu_0}(p_T^\text{cut}) = \max_{\nu_i \in \nu_p} |\sigma_0^{\nu_i}(p_T^\text{cut}) - \sigma_{0,\text{central}}^{\nu_i}(p_T^\text{cut})|.$$  (64)

where $\nu_p$ is the set of variations. To determine the total uncertainty in the fixed-order cross section we make use of the fact that $\lim_{p_T^\text{cut} \to \infty} \Delta_{\mu_0}(p_T^\text{cut}) = \Delta_{\text{tot}}$, and in practice we extract $\Delta_{\text{tot}}$ for $p_T^\text{cut} = 600$ GeV. Together this determines the two parameters occurring in the yield covariance matrix $C_p$.

Resummation uncertainties are estimated through variations of the beam and soft scales, while keeping $\mu_{FO} = m_H$ at its central value. The variations of the beam and soft scales are performed with a multiplicative variation factor $f_{\text{vary}}(p_T^\text{cut})$. For a generic beam or soft scale $\mu_i$ or $\nu_i$, the up and down variations are performed via the variations

$$\begin{align*}
\mu_{i,\text{up}}(p_T^\text{cut}) &= \mu_{i,\text{central}}(p_T^\text{cut}) \times f_{\text{vary}}(p_T^\text{cut}/m_H), \\
\mu_{i,\text{down}}(p_T^\text{cut}) &= \mu_{i,\text{central}}(p_T^\text{cut}) / f_{\text{vary}}(p_T^\text{cut}/m_H), \\
\nu_{i,\text{up}}(p_T^\text{cut}) &= \nu_{i,\text{central}}(p_T^\text{cut}) \times f_{\text{vary}}(p_T^\text{cut}/m_H), \\
\nu_{i,\text{down}}(p_T^\text{cut}) &= \nu_{i,\text{central}}(p_T^\text{cut}) / f_{\text{vary}}(p_T^\text{cut}/m_H).
\end{align*}$$  (65)

The variation factor is defined by

$$f_{\text{vary}}(x) = \begin{cases} 
2(1 - x^2/x_3^2) & 0 \leq x \leq x_3/2, \\
1 + 2(1 - x/x_3)^2 & x_3/2 \leq x \leq x_3, \\
1 & x_3 \leq x.
\end{cases}$$  (66)

It is designed to smoothly turn off these variations, since they must turn off when the resummation is turned off at high $p_T^\text{cut}$ values. These variations for $\mu_{B,S}, \mu_B$, and $\nu_{B,S}$ are plotted in the right panel of Fig. 6.

The resummation uncertainty is a combination of a set of up, down, and central values for the $\mu_{B,S}, \mu_B$, and $\nu_{B,S}$ scales. The dependence on each of these scales cancels between RG evolution and the fixed-order contributions at the order we are working, while the remaining residual dependence probes the higher-order contributions in resummed perturbation theory.

The purpose of an individual scale variation is to vary the argument of the logarithms it appears in by a factor in order to probe the potential size of higher-order logarithms of that scale. For our profiles the variation factor above is 1/2 or 2 for $p_T^\text{cut} \to 0$ and goes towards 1 for $p_T^\text{cut} \to x_3m_H$ where the resummation is turned off. Certain combinations of scale variations are undesirable as they double the variations of the logarithms, for example $\nu_{B,\text{up}}^i, \nu_{S,\text{down}}^i$ gives a factor of 4 variation for the logarithm of $\nu_B/\nu_S$. To avoid varying the scales in logarithms outside of the desired factor of 2 range, we consider all the ratios of beam and soft scales that appear in

\[ ^3 \text{For } p_T^\text{cut} > x_3m_H \text{ and real } \mu_H = \mu_{FO} \text{ we exactly reproduce the fixed-order cross section scale variation for equal factorization and renormalization scales. If these two scales are varied independently they give essentially the same final result since the renormalization scale variation dominates by far.} \]
This is a unique combination as it features a large logarithm of \( \mu_B / \nu_S \) multiplying a rapidity anomalous dimension that depends on \( \mu_B \). A simultaneous variation of \( \mu_B \) down with either \( \nu_S \) down or \( \nu_B \) up gives sensitivity to small scales \( \alpha_s(\mu_B) \), and the effect is effectively doubled by the \( \ln(\nu_S/\nu_B) \) variation, leading us to eliminate these two combinations from the set of scale variations we consider.

With these restrictions, there are 35 remaining (of an original possible 80) profile scale variations of \( \mu_B, \mu_S, \nu_S, \nu_B \), and \( \nu_S \) away from their central profile which probe the resummation uncertainty. We note that without separately varying \( \mu_B \) and \( \mu_S \), and without explicit variations of the \( \nu_B \) and \( \nu_S \) scales there would be only a single up/down variation and a significant reduction in the resummation uncertainty. Exploring a much larger space for the scale variations is crucial to reliably estimate the uncertainty from the summation of logarithms. Note that at small \( R \) the large \( \ln R^2 \) effects appear through the rapidity RGE, so it is important to vary the rapidity scales to probe the effect of these terms on the \( p_T^{\text{cut}} \) resummation. For the final resummation uncertainty we use

\[
\Delta_{\text{resum}}(p_T^{\text{cut}}) = \max_{v_i \in V_{\text{resum}}} |\sigma_i^{\text{resum}}(p_T^{\text{cut}}) - \sigma_i^{\text{central}}(p_T^{\text{cut}})|, \tag{69}
\]

where \( V_{\text{resum}} \) is the above set of 35 resummation scale variations. This uncertainty determines the covariance matrix \( C_{\text{resum}} \), and together with \( C_\mu \) gives the full covariance matrix.

### D. Uncertainties from Clustering Effects

The purpose of the profile scale variations is to estimate the effect of uncalculated higher-order terms in the cross section. This includes the higher-order corrections in the perturbative series of the various anomalous dimensions, which would be needed for the resummation at \( N^3 \)LL. While this is effective for the logarithms of \( p_T^{\text{cut}}/m_H \), which are being resummed, the clustering effects generate an all-orders series of logarithms of \( p_T^{\text{cut}}/m_H \) and logarithms of \( R^2 \). In particular, as explained at the end of Sec. [11] the \( \ln R^2 \) terms appear as an unresummed series of large logarithms in the rapidity anomalous dimension. The effect of these terms on the resummed cross section is not necessarily well estimated from scale variation of the lowest order term alone.

The new clustering effects (those not determined from soft function exponentiation) arising at \( \mathcal{O}(\alpha_s^n) \) depend on a coefficient \( C_n(R) \), whose small \( R \) limit has the form in Eq. (6). The term with the most factors of \( \ln R^2 \) at \( \mathcal{O}(\alpha_s^n) \) gives a contribution to the cross section of the
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**FIG. 6:** The variations of the central profiles as described in the text. On the left, the variations are shown that contribute to the yield uncertainty, where all scales are collectively multiplied by a factor 2 or 1/2, for all four profile shapes. The central profile shape is shown with thick lines, while the other profile shapes are shown with dotted lines, and we shade between the shapes. On the right, the variations of \( \mu_B, \mu_S, \) and \( \nu_S \) (solid lines, yellow shading) and \( \nu_B \) (dotted lines, green shading) are shown which contribute to the resummation uncertainty. Combinations of variations of these scales make up the set of variations that we perform to assess the uncertainties in our prediction.
form
\[
\ln \left( \frac{\sigma^{(n)}_{T,\text{cut}}}{\sigma_{LO}} \right) \supset C_{n,-1} \left[ \frac{\alpha_s(p_{T,\text{cut}}^2)C_A}{\pi} \ln R^2 \right]^{n-1} \times \left[ \frac{\alpha_s(p_{T,\text{cut}}^2)C_A}{\pi} \ln \frac{m_H^2}{p_{T,\text{cut}}^2} \right],
\]
where only the lowest $O(\alpha_s^4)$ clustering coefficient $C_{2,1} = -2.49$ is known [see Eq. (51)]. Note that $\ln R^2$ dependent terms with more powers of $\ln(m_H/p_{T,\text{cut}}^2)$ are determined by exponentiation through the rapidity RGE [i.e. the terms in Eq. (70) arise as higher-order corrections in $\gamma_s(R)$].

Until a calculation of any of the higher-order clustering coefficients exists, the best we can do is to estimate their effect on the cross section. To derive an uncertainty estimate from higher-order clustering effects, we use the ansatz $C_{3,2} = \pm C_{2,1}$ and add the corresponding $O(\alpha_s^4)$ term to the rapidity anomalous dimension. We have chosen the above way of factoring out color factors and defining the higher-order clustering coefficients, such that $C_{2,1}$ is roughly an $O(1)$ number and the higher-order corrections scale with a power of
\[
\frac{\alpha_s(p_{T,\text{cut}}^2)C_A}{\pi} \ln R^2.
\]
In this way, taking $C_{3,2} = \pm C_{2,1}$ leads to a reasonable estimate of the potential size of the higher-order clustering corrections. For example, for $R = 0.4$, $p_{T,\text{cut}}^2 = 25$ GeV, this factor is $-0.25$, so taking $C_{3,2} = \pm C_{2,1}$ the $O(\alpha_s^4)$ clustering term would give a 25% correction to the $O(\alpha_s^2)$ clustering term. This leads to a clustering uncertainty which is not negligible but fortunately does not dominate the uncertainty. Numerical results for different parameters of phenomenological interest are given in the next section.

### IV. Predictions for the LHC

In this section we present our predictions for the exclusive 0-jet cross section $\sigma_0$, the inclusive 1-jet cross section $\sigma_1$, and the exclusive 0-jet fraction $e_0$. In analyzing our results we will consider varying: the perturbative order (NNLO, NNLL, NNLL' + NLO, and NNLL' + NNLO), the choice of jet radius $R$, and the choice of $p_{T,\text{cut}}$. The Higgs mass dependence may also be examined, but we will fix $m_H = 125$ GeV. The order of the hard, beam, and soft functions, nonsingular corrections, and anomalous dimensions entering at each order in the resummed cross section are given in Table I.

| order     | matching $(H_{gg}, B_S, S_{gg})$ | nonsingular | $\gamma_{H,B,S}$ | $\gamma_s$ | $\beta$ | PDF | $\alpha_s(m_z)$ |
|-----------|----------------------------------|-------------|------------------|-----------|--------|-----|----------------|
| NLL$pp_T$ | LO                              | -           | 1-loop           | 1-loop    | 2-loop | LO  | 0.13939       |
| NLL$pp_T+NLO$ | NLO                      | NLO         | 1-loop           | 1-loop    | 2-loop | NLO | 0.12018       |
| NNLL$pp_T+NNLO$ | NNLO                  | NNLO        | 2-loop           | 2-loop    | 3-loop | NNLO| 0.11707       |

We start with a summary of our main results. In Table I we give our predictions for each of $\sigma_0, \sigma_1, \sigma_1$, and $e_0$ using $p_{T,\text{cut}} \in \{25,30\}$ GeV and $R \in \{0.4,0.5,0.7\}$. The uncertainties are determined by the covariance matrix in Eq. (51). The basic parameters in the matrix are the resummation uncertainty $\Delta_{\text{resum}}$ and the fixed-order uncertainties $\Delta_{\text{tot}}, \Delta_{\mu_0}$, and $\Delta_{\mu \geq 1} = \Delta_{\text{tot}} - \Delta_{\mu_0}$. The values of these uncertainties for two examples are

$\begin{align*}
\Delta_{\text{tot}} & : 1.49 \text{ pb} & 1.49 \text{ pb} \\
\Delta_{\text{resum}} & : 0.86 \text{ pb} & 0.52 \text{ pb} \\
\Delta_{\mu_0} & : 0.87 \text{ pb} & 0.70 \text{ pb} \\
\Delta_{\mu \geq 1} & : 0.62 \text{ pb} & 0.79 \text{ pb}
\end{align*}$

which can be compared to total uncertainties quoted in Table II. In Eq. (72) the reduction in resummation uncertainties at larger $R$ and $p_{T,\text{cut}}$ is to be expected, and is mainly driven by the increase in $p_{T,\text{cut}}$. This is also the main reason for the reduced uncertainties with increasing $p_{T,\text{cut}}$ in $\sigma_0$ and $e_0$ at NNLL$pp_T+NLO$, seen in Table II.

We will discuss additional aspects of Table II and associated figures for $\sigma_0, \sigma_1$, and $e_0$ in the following subsections. In Figs. 7, 8, and 9 we will show predictions at different orders and compare our most accurate prediction to the NNLO result. In Eq. (73) we will estimate the uncertainty from higher-order clustering terms. Then in Fig. 10 we will plot various correlation coefficients as a function of $p_{T,\text{cut}}$, and in Table III give correlation coefficients for two different values of $R$. In App. A we will discuss in more detail the impact of the $\pi^2$ summation on our analysis.

---

4 At NNLO, the $\alpha_s$ running order required by the LO PDFs and the resummation differ. In this case, we use the pragmatic solution of including the required 2-loop beta function coefficients in the RGE evolution kernels, but use the 1-loop running required by the LO PDFs to obtain the numerical value of $\alpha_s$ at a given scale. This mismatch does not happen at the higher orders.
A. The 0-Jet Cross Section

The fundamental quantity measured by experiments that needs to be calculated theoretically is \( \sigma_0(p^\text{cut}_T, R) \), the fiducial cross section in the 0-jet bin. For this reason the predictions discussed here for the 0-jet cross section at NNNLL_{pr} + NNLO are our main results. The purpose of the resummation is to improve the precision and accuracy of the fixed-order cross section when \( p^\text{cut}_T \ll m_H \), so it is natural to compare the resummed result to the NNLO cross section. For NNLO we use the central scale \( \mu_{\text{FO}} = m_H \) throughout. In addition, to verify the validity of our uncertainty analysis it is important to study the convergence of the resummation by studying different orders in the resummed perturbation theory. We make these comparisons in Fig. 5 using \( R = 0.4 \). From the top left panel one sees that there is indeed a substantial reduction of uncertainties when increasing the accuracy of the resummation/matching, with higher orders falling inside the uncertainty bands of the lower order results, as desired. From the top right panel one sees that the NNNLL_{pr} + NNLO prediction has noticeably smaller uncertainties than the NNLO prediction. This is expected for smaller \( p^\text{cut}_T \), but even remains true for larger \( p^\text{cut}_T \) due to the \( \pi^2 \) summation that is present in the NNNLL_{pr} + NNLO result, but not in the NNLO result. (The corresponding comparisons for \( R = 0.5 \) are quite similar, yielding the same conclusions.)

The bottom left panel shows percent uncertainties for the two highest order resummation results, and also breaks them down into the contributions from the resummation uncertainty \( \Delta_{\text{resum}} \) and the total uncertainty from combining yield and resummation uncertainties in quadrature. For large \( p^\text{cut}_T \) the yield uncertainties dominate at both NNNLL_{pr} + NLO and NNNLL_{pr} + NNLO, since the resummation is not important in this region. For both of these orders the resummation uncertainty starts to have a relevant impact for \( p^\text{cut}_T \lesssim 40 \text{ GeV} \).

In the bottom right panel of Fig. 6 we show the percent uncertainties relative to the central curve for the NNNLL_{pr} + NNLO and NNLO cross sections. In this figure the size of the improvement is clear. For instance, for \( R = 0.4 \) and \( p^\text{cut}_T = 25 \text{ GeV} \) the uncertainty decreases from 20% at NNLO to 9.6% at NNNLL_{pr} + NNLO. Similar improvements by roughly a factor of 2 are observed for \( p^\text{cut}_T = 30 \text{ GeV} \) and for \( R = 0.5 \). Jet binning is a key aspect of the experimental \( H \to WW \) and \( H \to \tau\tau \) analyses, which will therefore directly benefit from this substantial improvement in the theoretical uncertainties.

The clustering effects provide an additional uncertainty. Using the procedure discussed in Sec. 3.D, the relative uncertainty from clustering, \( \Delta_0^{\text{clus}}/\sigma_0(p^\text{cut}_T) \), is

\[
(\Delta_0^{\text{clus}}/\sigma_0(p^\text{cut}_T)) \quad p^\text{cut}_T = 25 \text{ GeV} \quad p^\text{cut}_T = 30 \text{ GeV}
\]

\[
R = 0.4 : \quad 3.6\% \quad 2.9\% \\
R = 0.5 : \quad 2.1\% \quad 1.7\% \quad (73) \\
R = 0.7 : \quad 0.5\% \quad 0.4\%
\]

Since our method of estimating these uncertainties is likely to be improved in the future by calculations or a better understanding of clustering effects, we have not included them in the plots or in our numbers in Table 11. These clustering uncertainties are small compared to the perturbative uncertainties discussed above and shown in Table 11 but are nonnegligible, so we will quote them as an additional uncertainty on each 0-jet cross section. One should interpret these with care since they come from a rough estimate of the higher-order clustering coefficient which could easily be twice as large or one-half as large. As representative final results we quote the following val-
ues for $\sigma_0(p_T^{\text{cut}}, R)$ with both theoretical uncertainties:

$$\sigma_0(25 \text{ GeV}, 0.4) = 12.67 \pm 1.22_{\text{pert}} \pm 0.46_{\text{clust}} \text{ pb},$$

$$\sigma_0(30 \text{ GeV}, 0.5) = 13.85 \pm 0.87_{\text{pert}} \pm 0.24_{\text{clust}} \text{ pb}. \quad (74)$$

It is interesting to compare our results and uncertainties for $\sigma_0$ to the NNLL+NNLO results presented earlier in Ref. [9]. Our results build on their results in a few ways. In particular, our RG approach includes $\pi^2$ resummation, our results are quoted as NNLL' because they go beyond NNLL by including the complete NNLO singular terms in the fixed-order matching (which are the correct boundary conditions for the N$^3$LL resummation), and finally we use a factorization based approach to uncertainties, which also makes predictions for the correlations between the different jet bins.

Comparing $\sigma_0$ at $p_T^{\text{cut}} = 25 \text{ GeV}$ and $R = 0.4$ our central values agree with those in Ref. [9], and are well within each other's uncertainties. Our perturbative uncertainty of 9.6% is a bit smaller than the 13.3% uncertainty for $\sigma_0$ of Ref. [9] which seems reasonable given the above mentioned additions. One important ingredient in this comparison is the inclusion of the $\pi^2$ resummation which improves the convergence of our results and decreases our uncertainty. On the other hand, in Ref. [9] the central scale is chosen to be $\mu_{FO} = m_H/2$ which also works in the same direction, decreasing the uncertainty relative to the choice $\mu_{FO} = m_H$. For the total cross section Ref. [9] has a 7.4% uncertainty, whereas we have 6.9% uncertainty using $\mu_{FO} = m_H$ and including $\pi^2$ resummation (see Table II). From Table IV in appendix App. A we see that our perturbative uncertainty for $\sigma_0(25 \text{ GeV}, 0.4)$ would increase to 12.8% if the $\pi^2$ resummation were turned off (while still taking the central $\mu_{FO} = m_H$), and that at this level the uncertainty would become comparable to that of Ref. [9]. For $p_T^{\text{cut}} = 30 \text{ GeV}$ and $R = 0.5$ our central values remain perfectly compatible with Ref. [9], and the uncertainties follow a pattern similar to the case above.
The inclusive 1-jet cross section contains the same jet-veto logarithms as the exclusive 0-jet cross section,

\[ \sigma_{\geq 1}(p_T^{cut}) = \sigma_{\geq 0} - \sigma_0(p_T^{cut}). \]  

(75)

Here, \( p_T^{cut} \) in \( \sigma_{\geq 1}(p_T^{cut}) \) is now the lower limit on the \( p_T \) of the leading jet in this inclusive cross section. Since our resummation framework consistently includes both \( \sigma_0(p_T^{cut}) \) and \( \sigma_{\geq 0} \), we can determine a resummed prediction for \( \sigma_{\geq 1}(p_T^{cut}) \) from their difference. A nontrivial ingredient in this prediction is determining its perturbative uncertainty via the theory covariance matrix determined in Sec. III.

In Fig. 8 we show the convergence of the resummed and matched predictions at different orders, as well as the comparison to the fixed-order cross section. The total cross section used to obtain \( \sigma_{\geq 1}(p_T^{cut}) \) is evaluated with an accuracy equal to the fixed-order matching results contained in \( \sigma_0(p_T^{cut}) \). This is required to enforce \( \sigma_{\geq 1}(p_T^{cut} \to \infty) \to 0 \). For this reason in the left panel of Fig. 8 the NLL_{pert} distribution (whose matching does not even include the full tree-level matrix element for the \( H + 1 \) jet rate) is lower than the higher-order distributions. The NNNLL_{pert}+NLO distribution is well contained within the NLL_{pert}+NLO uncertainty band, with the expected improvement in accuracy. Note that when including the resummation, \( \sigma_{\geq 1}(p_T^{cut}) \) approaches the total cross section as \( p_T^{cut} \to 0 \), whereas it would diverge at fixed order.

In the right panel of Fig. 8 we compare the fixed-order result for \( \sigma_{\geq 1}(p_T^{cut}) \) with the result obtained from Eq. (75) using our NNLL_{pert}+NLO 0-jet distribution. (We label the NNLL_{pert}+NLO prediction as such to be consistent with our predictions for other observables, although in terms of the fixed-order contributions it is not beyond the NLO result for \( H + 1 \) jet denoted as NLO 1 in the figure.) The resummed prediction for \( \sigma_{\geq 1}(p_T^{cut}) \) is larger than the NLO 1 result due to the summation of \( \pi^2 \) terms in \( \sigma_0 \) and \( \sigma_0(p_T^{cut}) \) in Eq. (75). Without this \( \pi^2 \) summation, the resummed \( \sigma_{\geq 1}(p_T^{cut}) \) would give a slightly lower rate than at fixed order. For \( R = 0.4 \) and \( p_T^{cut} = 25 \text{ GeV} \) the fixed-order uncertainty is 20\%. It is reduced to 11.8\% at NNLL_{pert}+NLO (see Table II). This reduction is similar to what was observed for \( \sigma_0 \), as is the mild dependence on \( R \). On the other hand, increasing \( p_T^{cut} \) to 30 GeV does not really change the relative uncertainty for \( \sigma_{\geq 1} \), unlike for \( \sigma_0 \). Note the importance of the theory correlations here, since we can see from Eq. (72) that the yield uncertainty \( \Delta\sigma_{\geq 1} \) alone behaves in the opposite fashion.

Our resummed results for the inclusive 1-jet cross section \( \sigma_{\geq 1}(p_T^{cut}, R) \) provide improved predictions compared to the accuracy of its NLO result, but should be used together with the appropriate theory uncertainty correlations determined here. As representative final results for \( \sigma_{\geq 1}(p_T^{cut}, R) \), where we also include the uncertainty from clustering estimated as in Eq. (74), we quote

\[ \sigma_{\geq 1}(25 \text{ GeV}, 0.4) = 9.01 \pm 1.06_{\text{pert}} \pm 0.46_{\text{clust}} \text{ pb}, \]
\[ \sigma_{\geq 1}(30 \text{ GeV}, 0.5) = 7.83 \pm 0.94_{\text{pert}} \pm 0.24_{\text{clust}} \text{ pb}. \]  

(76)

Note that the clustering uncertainties have a larger relative size here (5.1\% and 3.0\%) since \( \sigma_{\geq 1} \) is numerically smaller than \( \sigma_0 \).

Recently, the \( gg \to Hg \) contribution to the \( H+1 \)-jet cross section has been calculated at NNLO [52]. This calculation includes all \( \mathcal{O}(\alpha_s^3) \) corrections which include logarithms of \( p_T^{cut}/m_H, \pi^2 \) terms, and nonsingular contributions. Our resummed calculation captures all of the logarithms of \( p_T^{cut}/m_H \) except for the single logarithms (which would require N3LL resummation) as well as the \( \pi^2 \) terms at \( \mathcal{O}(\alpha_s^4) \), but does not include any nonsingular contributions. In contrast, the fixed-order calculation does not include the resummation of the \( p_T^{cut} \) logarithms or \( \pi^2 \) terms beyond \( \mathcal{O}(\alpha_s^3) \). The different theoretical ingredients in these two calculations makes a comparison between them interesting. In fact, for phenomenologically relevant parameters the \( gg \to Hg \) NNLO calculation finds a \( K \)-factor relative to NLO that is quantitatively similar to the increase over the NLO cross section that we observe between the two central curves in the right panel of Fig. 8. As mentioned above, in our case the resummation of the \( p_T^{cut} \) logarithms lowers the 1-jet inclusive cross section relative to fixed NLO, but including also the \( \pi^2 \) summation raises it above. Although the purely virtual \( \pi^2 \) terms from the hard function cancel out in Eq. (75), there are real-virtual cross terms involving \( \pi^2 \) factors in \( \sigma_{\geq 0} \) that are not canceled. This suggests that these \( \pi^2 \) terms may play an important role in determining the magnitude of the NNLO \( K \)-factor. (In contrast, the \( \pi^2 \) terms that can be determined from imaginary scale setting in the exclusive \( H+1 \)-jet cross section are known to not play a dominant role at NLO [50].)

C. The 0-Jet Efficiency

Another observable that can be predicted using our results is the 0-jet efficiency,

\[ \epsilon_0(p_T^{cut}) = \frac{\sigma_0(p_T^{cut})}{\sigma_{\geq 0}}. \]  

(77)

Once again it is important to account for the correlations in theoretical uncertainties when computing the uncertainty in this observable according to Eq. (83). In Fig. 9 we plot \( \epsilon_0(p_T^{cut}) \) and its uncertainty as a function of \( p_T^{cut} \) for \( R = 0.4 \) and we give explicit numbers in Table II. At NNLL_{pert}+NLO the relative uncertainties for \( \sigma_0 \) and \( \epsilon_0 \) are similar, but this is no longer the case at NNLL_{pert}+NNLO. With the decreased uncertainties that occur at this order, a more significant amount of the uncertainties in the numerator and denominator of Eq. (77) become positively correlated and cancel. As a result, our 0-jet efficiency at NNLL_{pert}+NNLO has smaller relative uncertainties than
FIG. 8: The inclusive 1-jet cross section for $R = 0.4$ and $m_H = 125$ GeV. On the left we show the different orders of our resummed predictions, and on the right we compare our best prediction to that derived from the fixed NNLO cross section. As in the 0-jet cross section, we observe a good convergence and reduction in uncertainties at successively higher orders of accuracy.

FIG. 9: The 0-jet efficiency for $R = 0.4$ and $m_H = 125$ GeV. On the left we show the different orders in our resummed predictions, and on the right we compare our best prediction to that derived from the fixed NNLO cross section. Because the efficiency is the ratio of the 0-jet and total cross sections, the correlated fixed-order scale uncertainty in each quantity reduces the uncertainty in the 0-jet efficiency, making it relatively more accurate than the cross section itself.

our 0-jet cross section. This is reflected in both the numbers in Table I and in the results shown in Fig. 9.

In the left panel of Fig. 9 we show results for the efficiency at different orders. The results at NLL$'_p$+NNLO are within the uncertainty band of the lower order NLL$'_p$+NLO results, and again display an improved level of precision. In the right panel of Fig. 9 we see that the comparison of $\epsilon_0(p_T^{\text{cut}})$ between NLL$'_p$+NNLO and pure NNLO follows a similar pattern of improvement to what we have already observed for the 0-jet and inclusive 1-jet cross sections.

Since the 0-jet efficiency is the more fundamental quantity in the framework of Ref. [9], it makes sense to extend the comparison made in Sec. III C to this observable, again taking $R = 0.4$ and $p_T^{\text{cut}} = 25$ GeV. At NNLL+NNLO Ref. [9] has a 11.5% perturbative uncertainty for $\epsilon_0$, which in their framework is assumed to be independent from the uncertainty in the total cross section. Thus, their uncertainty for $\sigma_0$ is always larger than that for $\epsilon_0$. This 11.5% uncertainty for their $\epsilon_0$ is close to the 9.6% uncertainty for our $\sigma_0$, but larger than the 6.8% uncertainty for our $\epsilon_0$. For the analysis of Ref. [9] there is no corresponding cancellation of uncertainties between the numerator and denominator of Eq. (77), and hence the same cancellation that we observe does not occur.

D. Correlations

When evaluating the perturbative uncertainties via the profile scale variations as discussed in Sec. III C the correlations in the total perturbative uncertainties between
the resulting total covariance matrix.

On the other hand, since the correlations arise from the interplay between the relative size of the \( C_\mu \) and \( C_{\text{resum}} \) components, the changes between orders is not unexpected.

### Table III: Correlations in the perturbative uncertainties between different observables at \( p_T^{\text{cut}} = 30 \) GeV for \( R = 0.4 \) and \( R = 0.5 \).

| \( p_T^{\text{cut}} \) [GeV] | \( \sigma_{\geq 0} \) | \( \sigma_0(p_T^{\text{cut}}) \) | \( \sigma_{\geq 1}(p_T^{\text{cut}}) \) | \( \epsilon_0(p_T^{\text{cut}}) \) |
|-----------------------------|-----------------|-----------------|-----------------|-----------------|
| \( R = 0.4 \)               | \( \sigma_{\geq 0} \) | 1.00            | 0.80            | 0.78            | 0.30            |
|                             | \( \sigma_0(p_T^{\text{cut}}) \) | 1               | 0.25            | 0.30            |
|                             | \( \sigma_{\geq 1}(p_T^{\text{cut}}) \) | 1               | 0.85            |
|                             | \( \epsilon_0(p_T^{\text{cut}}) \) | 1               |                   |
| \( R = 0.5 \)               | \( \sigma_{\geq 0} \) | 1.00            | 0.81            | 0.84            | 0.35            |
|                             | \( \sigma_0(p_T^{\text{cut}}) \) | 1               | 0.35            | 0.18            |
|                             | \( \sigma_{\geq 1}(p_T^{\text{cut}}) \) | 1               | 0.86            |
|                             | \( \epsilon_0(p_T^{\text{cut}}) \) | 1               |                   |

The different observables are automatically predicted by the resulting total covariance matrix \( C_\mu + C_{\text{resum}} \). In previous subsections we have highlighted a few cases where these correlations are important for determining uncertainties, and in this section we discuss them in more detail.

As an example, in Table III we give the correlation coefficients obtained at \( p_T^{\text{cut}} = 30 \) GeV for both \( R = 0.4 \) and \( R = 0.5 \). One observes that they have a fairly mild dependence on \( R \). On the other hand, since the correlations arise from the interplay between the relative size of the anticorrelated component \( C_\mu \) and correlated component \( C_{\text{resum}} \), they can have a much stronger dependence on \( p_T^{\text{cut}} \). Similarly, the correlation matrix can also change by a large amount between perturbative orders because uncertainties are decreased by going to higher order, and therefore the relative importance of \( C_\mu \) and \( C_{\text{resum}} \) can change. These two features are illustrated in Fig. The \( p_T^{\text{cut}} \) dependence is strongest in the correlations between the inclusive cross section, \( \sigma_{\geq 0} \), and the exclusive 0-jet observables \( \sigma_0 \) (solid orange lines) and \( \epsilon_0 \) (blue dashed lines). The reason for this is that the 0-jet observables receive contributions from \( C_{\text{resum}} \), whose importance relative to \( C_\mu \) depends on \( p_T^{\text{cut}} \), while \( \sigma_{\geq 0} \) has no contribution from \( C_{\text{resum}} \). We also see that at NNLL\( '+NLO \) the correlation between \( \sigma_0 \) and \( \sigma_{\geq 1} \) decreases toward smaller \( p_T^{\text{cut}} \) and turns negative below \( \lesssim 30 \) GeV, because the anticorrelated migration uncertainties from \( C_{\text{resum}} \) start dominating over their common correlated yield uncertainty in \( C_\mu \). This anti-correlation is not so evident in the resummed result at NNLL\( '+NLO \) since \( C_\mu \) plays a bigger role at this order. Finally, we observe that in the large \( p_T^{\text{cut}} \) regime, where the resummation turns off and the \( C_\mu \) contributions dominate, the correlations between the 0-jet efficiency and the total cross section in our formalism approaches -1, as it must. For large \( p_T^{\text{cut}} \) the correlations between any two cross sections tends to 1, also as they must.

From this discussion it should also be apparent that we do not expect the correlations obtained after resummation to be the same as in the pure fixed-order calculation. Indeed, including the resummation the perturbative uncertainties in the logarithmic series induced by the jet binning are significantly reduced compared to in the fixed-order case. This means the correlation between the uncertainties in \( \sigma_0 \) and \( \sigma_{\geq 1} \) should be more negative at fixed order. This is indeed what happens when using the method of Ref. 12, for which at pure NNLO we find \( \rho(\sigma_0, \sigma_{\geq 1}) \) rises from -0.7 to -0.2 over the \( p_T^{\text{cut}} \) range shown in Fig. The added advantage of the resummation framework used here is that it automatically provides theory based handles to estimate both the correlated contributions \( C_\mu \) and anticorrelated contributions in \( C_{\text{resum}} \) without having to make an assumption about the correlation between any two quantities. As a final cautionary note, we remark that one should recall that the magnitude of the correlation coefficients does
not indicate the relative importance of their entries in determining the final uncertainties since the size of the corresponding diagonal uncertainties is also required.

V. CONCLUSIONS

In this paper we have presented results for Higgs production via gluon fusion with a jet veto. Jets are identified with a $k_T$-type clustering algorithm (which includes the experimentally used anti-$k_T$ algorithm) with jet radius $R$, and are vetoed via the requirement $p_T^{\text{jet}} < p_T^{\text{cut}}$. The logarithms of $p_T^{\text{cut}}/m_H$ are resummed to NNLL’ and the resummation is matched to the full fixed NNLO cross section. Our analysis is based around the small $R$ limit, where the cross section can be factorized into hard, beam, and soft functions. To achieve NNLL’ order we computed the relevant soft function to $O(\alpha_s^2)$ and computed the full $\alpha_s^2 \ln R^2$ term for the beam function, determining the remaining $p_T^{\text{cut}}$ independent $O(\alpha_s^2)$ terms in the beam function numerically. Our resummation results also include $\pi^2$ summation in the hard corrections through imaginary scale setting. To consistently incorporate the full NNLO result we made use of profile functions that properly handle both the small and large $p_T^{\text{cut}}$ regions, and in particular the experimentally relevant transition region in between. We also included a precise numerical determination of the $O(\alpha_s^4)$ nonsingular terms. Our results include predictions for the exclusive 0-jet cross section, the 0-jet efficiency, and the inclusive 1-jet cross section.

A key aspect of our numerical analysis is the robust estimation of perturbative uncertainties. The uncertainty comes from two independent components: overall yield uncertainties (which are correlated between jet bins) and resummation uncertainties (related to predicting the migration between jet bins as we vary $p_T^{\text{cut}}$). Each of these can be estimated through the variation of various invariant mass and rapidity scales in the factorization theorem. The uncertainty framework discussed in Sec. VI allows us to construct the complete covariance matrix for the total, exclusive 0-jet, and inclusive 1-jet cross sections.

In Sec. VI we presented results for the 0-jet cross section, the inclusive 1-jet cross section, and the 0-jet efficiency. Our numerical results for several phenomenological points of interest ($p_T^{\text{cut}} = 25, 30$ GeV and $R = 0.4, 0.5, 0.7$) are given in Table I. The precision of the predictions increases significantly as the resummation and matching is improved, from NNLL$_{\text{part}}$ to NNLL’$_{\text{part}}$+NLO to NNLL’$_{\text{part}}$+NNLO. For the most precise predictions, the uncertainties are significantly smaller than the fixed-order NNLO uncertainties, which are currently the nominal benchmark uncertainties for the experimental $H \to WW$ and $H \to \tau\tau$ analyses. Our results add a few additional ingredients on top of the NNLL results in Ref. 2, in particular: by including $\pi^2$ summation [22], by including the complete NNLO singular terms in the fixed-order matching for soft and beam functions at $O(\alpha_s^2)$, and because our factorization based framework also makes predictions for both correlated and anticorrelated contributions to the theory uncertainty correlation matrix between different jet bins. We observe a corresponding modest improvement in the size of the uncertainties, where details can be found in Sec. VI A and Sec. VI C.

Our results are part of an ongoing effort to more completely understand jet vetoes for Higgs production and their associated uncertainties. The $H + 0$-jet cross section is an excellent testing ground for the new methods being developed to improve the theoretical predictions. Currently, the fixed-order perturbative uncertainties due to the jet binning in the $H \to WW$ analysis are the dominant systematic uncertainties. Our results can be directly applied to provide improved theory predictions with substantially reduced perturbative uncertainties.
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Note Added:

While finalizing this paper Ref. [60] appeared, which also makes predictions for the $H + 0$-jet cross section including contributions beyond the NNLL results of Ref. [9]. In this note added we compare their theoretical ingredients with ours.

Regarding the derivation of factorization for terms of $O(R^2)$ we believe the discussion of rapidity scaling in our footnote 2 still applies to Ref. [60].

A common goal of both our work and Ref. [60] is the inclusion of fixed-order corrections from the low-energy matrix elements (corresponding to beam and/or soft functions) that are needed as ingredients in a calculation at N$^3$LL order. In our analysis we have fully calculated the $O(\alpha_s^2)$ soft function, including the $R$-dependent anomalous dimension and finite corrections that depend on $\ln R^2$. In addition, we have calculated the finite corrections in the beam function that depend on $\ln R^2$. Thus, the dominant $R$ dependence has been fully determined analytically, and the only numerical ingredient is the re-
main contribution in the beam function. In contrast, in Ref. [60] an analytic calculation is done for the anomalous dimension terms, but a numerical extraction is done for the combined finite soft + beam contributions including their $R$ dependence. We make use of the rapidity renormalization group in our analysis, including rapidity scale variations in our uncertainties to estimate the size of higher-order rapidity logarithms, while Ref. [60] accounts for these contributions using the “collinear anomaly” formalism without variations of the rapidity scales. A resummation of $\pi^2$ contributions through imaginary scale setting is used in both our work and their work.

Ref. [60] refers to the accuracy of their resummation as “N$^3$LL$p$", where "p" stands for partial, which can be contrasted with our NNLL'. As far as perturbative ingredients that have been either calculated analytically or extracted numerically, both our results include the same theoretical ingredients. Ref. [60] makes an additional ansatz about the anomalous dimensions required for N$^3$LL resummation, since none of the required coefficients are currently known. Their method of estimating and varying the size of these coefficients in some range is another method for estimating uncertainties from unknown higher-order perturbative corrections. It does not however improve the perturbative accuracy of the resummation beyond NNLL' order.

In our analysis we have used profile scales to properly describe the transition between the resummation and fixed-order regimes, which ensures that we have canonical scales in the small $p_T^{\text{cut}}$ region and also reproduce the fixed-order cross section in the large $p_T^{\text{cut}}$ limit. In contrast, Ref. [60] limit themselves to using canonical scales, which can only be used to properly describe the cross section in the small $p_T^{\text{cut}}$ region below the transition region. As we have seen in our analysis, for phenomenologically relevant values of $p_T^{\text{cut}}$, the cross section and its uncertainties are influenced by the transition region. The connection to the fixed-order cross section also provides an important constraint when predicting correlations (which are not considered in Ref. [60]). Overall, our method of calculating perturbative uncertainties by varying all scales appearing in the RGE is therefore quite different from Ref. [60]. Numerically, the resummed perturbation theory as organized in Ref. [60] show a slower convergence (as shown, e.g., in their Figs. 8 and 11) compared to our results shown in Fig. 7.

Appendix A: Results for Real $\mu_H$

For completeness and to demonstrate the benefit of the imaginary scale setting for $\mu_H$, in this Appendix we give predictions for the real scale setting $\mu_H = \mu_{\text{FO}}$, which excludes the large $\pi^2$ terms from the resummation in the hard function.

In Fig. 11 we plot the analog of Fig. 7 for $\sigma_0(p_T^{\text{cut}})$ but using real $\mu_H$. Comparing these two figures, it is clear that including the $\pi^2$ terms in the resummation significantly improves the convergence and precision of the 0-jet predictions at small $p_T^{\text{cut}}$. This improvement also translates into an improved convergence and reduced uncertainties at larger values of $p_T^{\text{cut}}$. In Table IV we give the analogous values without $\pi^2$ summation to those in Table III. For $p_T^{\text{cut}} = 25$ GeV, $R = 0.4$ and $p_T^{\text{cut}} = 30$ GeV, $R = 0.5$, the corresponding components of the uncertainty are

\[
\begin{array}{lll}
 p_T^{\text{cut}} = 25 \text{ GeV} & p_T^{\text{cut}} = 30 \text{ GeV} \\
 R = 0.4 & R = 0.5 \\
 \Delta_{\text{tot}} : & 1.91 & 1.91 \\
 \Delta_{\text{resum}} : & 1.08 & 0.95 \quad \text{(A1)} \\
 \Delta_{\mu_0} : & 1.16 & 1.32 \\
 \Delta_{\mu > 1} : & 0.75 & 0.59 \\
\end{array}
\]

Both the resummed and fixed-order uncertainties for the 0-jet cross section are larger when the $\pi^2$ terms are excluded from the resummation, indicating that these large $\pi^2$ terms have an effect on the shape as well as the normalization of the cross section. This is also reflected in Fig. 11.
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FIG. 11: The 0-jet cross section for \( m_H = 125 \text{ GeV} \) and \( R = 0.4 \) using the real scale setting \( \mu_R = \mu_F \), which excludes the \( \pi^2 \) resummation. The poor convergence of the hard function results in larger uncertainties and a poorer convergence of the cross section at all values of \( p_T^{\text{cut}} \).

| \( \sigma_{\geq 0} \) [pb] | \( \sigma_0(p_T^{\text{cut}}) \) [pb] | \( \sigma_{\geq 1}(p_T^{\text{cut}}) \) [pb] | \( \epsilon_0(p_T^{\text{cut}}) \) |
|-----------------|-----------------|-----------------|-----------------|
| NLL\(_{\mu_T}^F\)+NLO | 14.57 \( \pm \) 2.91 \( (20.0\%) \) | 8.96 \( \pm \) 2.44 \( (27.2\%) \) | 5.51 \( \pm \) 2.44 \( (45.5\%) \) | 0.615 \( \pm \) 0.136 \( (22.1\%) \) |
| \( p_T^{\text{cut}} = 25 \text{ GeV} \) | 14.57 \( \pm \) 2.91 \( (20.0\%) \) | 10.08 \( \pm \) 2.62 \( (26.0\%) \) | 4.49 \( \pm \) 2.32 \( (51.7\%) \) | 0.692 \( \pm \) 0.138 \( (19.9\%) \) |
| NLL\(_{\mu_T}^F\)+NLO (\( R = 0.4 \)) | 18.38 \( \pm \) 1.91 \( (10.4\%) \) | 12.44 \( \pm \) 1.59 \( (12.8\%) \) | 5.94 \( \pm \) 1.32 \( (22.2\%) \) | 0.677 \( \pm \) 0.059 \( (8.8\%) \) |
| \( p_T^{\text{cut}} = 25 \text{ GeV} \) | 18.38 \( \pm \) 1.91 \( (10.4\%) \) | 13.54 \( \pm \) 1.71 \( (12.6\%) \) | 4.84 \( \pm \) 1.13 \( (23.4\%) \) | 0.737 \( \pm \) 0.055 \( (7.4\%) \) |
| NLL\(_{\mu_T}^F\)+NLO (\( R = 0.5 \)) | 18.38 \( \pm \) 1.91 \( (10.4\%) \) | 12.14 \( \pm \) 1.50 \( (12.4\%) \) | 6.24 \( \pm \) 1.29 \( (20.7\%) \) | 0.661 \( \pm \) 0.056 \( (8.4\%) \) |
| \( p_T^{\text{cut}} = 25 \text{ GeV} \) | 18.38 \( \pm \) 1.91 \( (10.4\%) \) | 13.29 \( \pm \) 1.63 \( (12.2\%) \) | 5.09 \( \pm \) 1.12 \( (21.9\%) \) | 0.723 \( \pm \) 0.052 \( (7.2\%) \) |
| NLL\(_{\mu_T}^F\)+NLO (\( R = 0.7 \)) | 18.38 \( \pm \) 1.91 \( (10.4\%) \) | 11.69 \( \pm \) 1.41 \( (12.1\%) \) | 6.68 \( \pm \) 1.33 \( (19.9\%) \) | 0.636 \( \pm \) 0.055 \( (8.6\%) \) |
| \( p_T^{\text{cut}} = 25 \text{ GeV} \) | 18.38 \( \pm \) 1.91 \( (10.4\%) \) | 12.91 \( \pm \) 1.54 \( (11.9\%) \) | 5.47 \( \pm \) 1.18 \( (21.6\%) \) | 0.703 \( \pm \) 0.052 \( (7.5\%) \) |

TABLE IV: Predictions for various cross sections with real scale setting \( \mu_H = \mu_F \) and \( \mu_F = m_H \) as central scale.
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