Graphene-based topological insulator in the presence of a disclination submitted to a uniform magnetic field
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In this paper we investigate quasiparticles in graphene-based topological insulator with a wedge disclination in the presence of a uniform magnetic field. In particular, we consider a massive spinless model. The Landau levels are analytically found for the described system. We show that the Landau levels are lifted for a specific range of the parameter $\nu$. In addition, we also show that, for appropriate parameter values, one finds gapless and gapped states.

I. INTRODUCTION

Graphene has a large number of important properties widely studied nowadays. Among them there are some effects of the theory of relativity and quantum electrodynamics in low dimensions that can be mimicked by laboratory experiments [1–3]. Graphene is a honeycomb lattice made up of a set of carbon atoms. The carbon atoms are distributed in each of hexagonal vertices of the structure with each unit cell having two carbon atoms. Indeed, the honeycomb lattice can be considered as a superposition of two $A/B$ triangular sublattices. The Dirac electrons in graphene occur in two degenerate families that correspond to the presence of two different valleys in the structure of bands - a phenomenon known as doublet fermions. Due to degeneracy, in many cases, it is difficult to observe the physics of a simple valley in experiments, because of the two valleys have equal and opposite contributions to the measurable quantities. One way to break down this degeneracy is to produce a fictitious magnetic field in a simple valley by a defect in the crystalline lattice. The field has an opposite sign in the other valley, so it raises the degeneracy. The broken valley degeneracy leads to some interesting contributions of quantum oscillations.
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Haldane [4] has considered a model for a honeycomb lattice without spin to study the quantum Hall effect, without magnetic field (no Landau levels), and maintaining the translation symmetry of the lattice. In this model, Haldane [4] advocated that the quantum Hall effect should be placed in a broader context in which time-reversal symmetry is broken down. This system investigated by Haldane is the first model of Chern insulator (CI), also known as Haldane insulator, and it is a quantum Hall anomalous phase. Despite being a simplified model, Kane and Mele employed it to describe Hall Effect of Quantum Spin [5]. It is well known that the classification of different phases of matter is indeed a topic of great interest in several areas of physics. In turn, some phase scenes can be interpreted and analysed using a Landau theory. This is the type of phase transition that characterizes states whose symmetries have been broken. So that the electronic states operated by the Quantum Hall Effect (QHE) there will be no broken symmetries, but they define a topological phase with respect to some fundamental properties like the quantized value of Hall Conductance.

For strong magnetic fields, this conductivity is quantized due to the Landau levels and the number of gapless modes at the edges of the sample are insensitive to soft changes in the parameters of the material, and do not change for a system that does not undergo a quantum phase transition.

Kane and Mele [5] did investigations on the effects of the intrinsic($\Delta$) and Rashba type($\lambda_R$) spin-orbit coupling (SOC) in a monolayer of graphene and have showed that the spin-orbit interaction converts the ideal two-dimensional semi-metallic state of graphene to a quantum spin Hall insulator. Thus, creating a new electronic state of the matter that is gapped in the bulk, but with topologically protected edge states near the boundary of the sample[11], this new class of material was denominated topological insulators. In Ref.[12], Pan et al. performed experiments using techniques angle-resolved photoemission spectroscopy in $Bi_2Se_3$ and was obtained that this material have behaved as a topological insulator. Also, Roushan et al. [6] using the same experimental technique used in Ref. [12] have studied the $Bi_{12-x}Se_x$ alloys and concluded that this material had topological insulator characteristics, such as, a large energy gap and single-surface Dirac cone associated with its topologically protected state[13]. In a recent work, De Martino et al.[14] have analyzed the electronic properties of graphene monolayer in the presence of a magnetic and pseudomagnetic field taking into account SOC interactions, they have found the Landau levels considering the intrinsic and Rashba interactions. The Landau levels for a series of gapped Dirac materials, i.e., silicene, germanene, etc, with intrinsic Rashba interaction was investigated by Tsaran and Sharapov[16]. The Landau levels in graphene layer with Rashba coupling was investigated in Ref.[15], where was observed that two zero modes emerge in the eigenvalues of energy. A theoretical investigation of the Landau levels in bilayer graphene was made by Mireles and
Schliemann[17] in the limit of low energy in the presence of transverse magnetic field and a Rashba SOC. The bound states of energy in Graphene-based topological insulator have been studied by De Martino et al.[18] and they have obtained the spectrum of energy for Kane-Mele Hamiltonian in the presence of an attractive potential and considered intrinsic and Rashba SOC. In recent years, the study of the influence of topological defects in electronic properties of graphene has been widely investigated by several authors [19–25]. Recently, Rüegg and Lin [8] have investigated the bound states induced by disclinations in Graphene-based topological insulators. Rüegg et al. have investigated the Haldane honeycomb lattice model[9] on topologically spherical nanosurfaces: tetrahedron, the octahedron and the icosahedron, and conclude that each corner of such structures carries a non-trivial bound state, they are named nanostructures of topological fullerenes. Choudhari and Deo [10] have studied the influence of a disclination in a graphene layer where was considered non-trivial SOC, intrinsic and Rashba couplings, and was found the eigenvalues and eigenfunctions for a modified Kane-Mele Hamiltonian obtained for a graphene layer with disclination, for a case of intrinsic SOC the problem was solved exactly . In this contribution we consider the modified Kane-Mele Hamiltonian for disclinated graphene layer considering the intrinsic SOC in the presence of magnetic flux and a uniform magnetic field in z-direction. We obtain analytically the eigenfunctions and eigenvalues of energy for Landau levels in this geometry. We investigate the influence of the parameter that characterizes the disclination and discuss the physical implications.

The structure of this paper is organized as follows. In section II, we describe the main features of the Kane-Mele Hamiltonian for a graphene layer with a mass term. Afterwards, in section III, we obtain the energy spectrum for the graphene layer in the presence of wedge disclinations without spin and discuss their main physical consequences. Ultimately, in section IV, we provide a summary and conclusions of our main results.

II. MODEL FOR A GRAPHENE LAYER

In this section we briefly discuss the general model we will use throughout this work. To start with, let us consider the Kane-Mele model with an additional mass term. Kane and Mele developed a model for graphene [5] using the tight-binding model taking on the possibility of the electron hopping to the second neighbors. In that case, the modified Kane-Mele Hamiltonian looks like

\[ H = \sum_{<ij>} t_{ij} c_{i\alpha}^\dagger c_{j\alpha} + \sum_{<<ij>>} i t_{ij} s_{ij} a_{\alpha}^\dagger a_{\beta} c_{j\alpha} c_{i\beta} + m c_{i\alpha}^\dagger c_{i\alpha}. \]  \hspace{1cm} \text{(1)}
Note that, the first term in equation (1) is the usual tight-binding Hamiltonian for graphene considering the interaction with the first neighbors in the lattice. From it, we can see that the \(t\)-parameter gives us the probability of one electron present in the site \(A/B\) to hop for the first neighbors, i.e., the site \(B/A\). The second term describes the second neighbors interaction with spin-dependent amplitude. The parameter \(t_2\) characterizes the second neighbors hopping amplitude. In addition, \(s_{\alpha\beta}\) is the spin operator for an electron with spin lying in \(z\)-direction. The parameter \(\nu_{ij}\) depends on the orientation of the two next nearest neighbor bonds, say \(\vec{d}_1\) and \(\vec{d}_2\). For convenience, let us choose the following convention: anticlockwise - defined as positive hopping, i.e., hopping from the site \(j\) to \(i\) corresponds to \(\nu_{ji} = +1\) whilst clockwise - defined as negative hopping, i.e., corresponds to \(\nu_{ji} = -1\). Finally, the last term is the mass one, which is the new term we are interested in.

At this moment, we are able to write the tight-binding Hamiltonian in the low-energy limit for an electron with spin and in the presence of a mass term:

\[
\mathcal{H} = v_f \hbar (\tau_z \sigma_x k_x + \sigma_y k_y) + \Delta_{soc} \tau_z \sigma_z s_z + m \tau_z \sigma_z. \tag{2}
\]

It is important to point out that the equation (2) has three sets of Pauli matrices: \(\tau_i\), \(\sigma_i\), and \(s_i\) acting in their respective spaces, namely: valley, sublattice, and spin spaces. Here, we are using the particular notation where \(\tau_z = \pm 1\) for two valleys \(K(K')\) in Brillouin zone, \(\sigma_z = \pm 1\) for sublattice \(A/B\), and \(s_z = \pm 1\) for spin up or down of the electron. Therefore each valley \((K\text{ or }K')\) in Brillouin zone has four degrees of freedom, and the Hamiltonian \(\mathcal{H}\) acts on a eight-component spinor:

\[
\Psi = [(\psi_{A\uparrow} \psi_{A\downarrow} \psi_{B\uparrow} \psi_{B\downarrow}), (\psi_{A'\uparrow} \psi_{A'\downarrow} \psi_{B'\uparrow} \psi_{B'\downarrow})]^T,
\]

where \(A\) and \(B\) label the sublattices in the valley \(K\), and \(A'\) and \(B'\) label the sublattices in the valley \(K'\).

III. ENERGY LEVELS FOR DISCLINATED GRAPHENE WITH A MASS TERM

So far we have introduced the modified Kane-Mele Hamiltonian for a simple graphene layer, however the aim in this present study is to exploit the graphene in the presence of a topological defect, more precisely, a disclination. Topological defects are quite common in the preparation of real solid crystals. In particular, disclinations are related to the arising of pentagons or heptagons in the honeycomb lattice, as a consequence, it has a failure in the atoms distribution on two sublattices \(A/B\). The presence of topological defects in the crystalline lattice was explained by Volterra in [26] using the “cut and glue” processes. For example, in graphene lattice, the presence of pentagons and
heptagons is due to the removal (or the insertion) of an angular sector of the flat lattice by cutting and gluing its edges to form a lattice with three bonds per atom. This angular sector is an integer multiple of $\frac{\pi}{3}$, i.e., $\lambda = N\frac{\pi}{3}$, with $-6 < N < 6$. As expected this procedure provides a non-trivial curvature to the resulting lattice. Indeed, removing an angular sector ($N > 0$) generates a positive curvature and it sets up the conical shape of the graphene, while the insertion of an angular sector ($N < 0$) engenders a negative curvature. Thenceforth, for the sake of convenience, we shall use the angular deficit parameter $\alpha_N$ to characterize the disclination, it is defined by $\alpha_N = \left(1 - \frac{N}{6}\right)$.

We now focus our attention on positive disclinations, i.e., the graphene with a conical shape. It is worth stressing that the presence of pentagon defects ($N = 1$) in graphene lattice has the connection between two sites belonging the same sublattice, such that if we rotate the spinor around the disclination core, it leads to a non-trivial holonomy. The best manner to explore the physical properties of the holonomy is to split it into two singular contributions, namely: the first one is related to the parallel transport of spinor around the apex of the cone in a closed path, as a result, it provides the variation of the local reference frame along the path [7, 21, 22]. Its explicit form is given by $U_s(\phi) = e^{i\frac{\phi}{2}\tau_z \sigma_z s_0}$. It has been shown in [7, 10], the holonomy $U_s(\phi)$ is responsible for transforming $\Psi$ to a corotating spinor. The second contribution for the holonomy is a Aharonov-Bohm-like contribution [21, 36] and is given by $V_{ns}(\theta) = e^{i\frac{n\theta}{4}\tau_y \sigma_y s_0}$. As pointed out in [38], it introduces a matrix-valued gauge field in the Hamiltonian. Therefore, the holonomy imposes the following boundary condition for the Dirac spinor:

$$\Psi(\theta = 2\pi) = U_s(\phi)V_{ns}(\theta)\Psi(\theta = 0),$$

(3)

where we have transformed the angle $\phi$ in the unfolded plane into the polar angle $\theta = \frac{\phi}{\alpha_N}$, with $0 < \theta < 2\pi$, see [38] for a detail discussion.

To proceed further, let us also introduce two extra fields in this model through the minimal coupling procedure in the modified Kane-Mele Hamiltonian. The first is a field related to the holonomy (3), and it is similar to the Aharonov-Bohm flux [36] defined in a conical space. Actually, this field plays a role of a potential vector of the “fictitious” magnetic flux generated by the disclination source. Such a procedure is well-known and has been discussed in details in [7, 10]. Following these references, the potential vector is given by

$$\vec{A} = \frac{\Phi}{\tau \alpha_N \Phi_0} \hat{\phi},$$

(4)

where $\Phi_0 = h/e$ is the quantum magnetic flux.

In regard the second field, we implement it as being an external magnetic field in z-direction, we mean, $\vec{B} = B_0\hat{z}$, defined in conical space. Note that, this configuration of magnetic field is
known as symmetric gauge and its associated potential vector has been studied in conical space in [37]. From this configuration we can generate the potential vector in the continuum space with the presence of disclination as follow,

$$\vec{A}_r = \frac{B_0 r}{2} \hat{\phi}. \quad (5)$$

Having implemented these ingredients we are now ready to find the energy spectrum. In particular, we will concentrate our attention on the effects of the disclination and the mass term, so, from now on, we disregard SOC interactions, $\Delta_{soc} = 0$. In this case, the modified Kane-Mele Hamiltonian reduces to the Haldane Hamiltonian with a mass term. It is noteworthy that now it suffices two degrees of freedom in order to describe an irreducible spin representation for this system, i.e., $\Psi = [(\psi_A \psi_B), (\psi_A' \psi_B')]^T$. The next step is to solve the eigenvalue equation for the Haldane Hamiltonian,

$$H_{MH} \Psi = \epsilon \Psi,$$

for a disclinated graphene with a mass term. In terms of the coordinates $(r, \theta)$, the momentum operator in equation (2) is defined by $k_r = -i \frac{\partial}{\partial r}$ and $k_\theta = \frac{i}{r} \frac{\partial}{\partial \theta}$.

By introducing those two extra fields (4) and (5), then the resulting Hamiltonian reads

$$H_{MH} = v_f \hbar \left[ \tau_z \sigma_x k_r + \sigma_y \left( k_\theta + \frac{\Phi}{r \alpha_N \Phi_0} + \frac{eB_0 r}{2\hbar} \right) \right] + m \tau_z \sigma_z. \quad (6)$$

The holonomy (3) lead us to the gauge transformation in (6) in the following way $H_{1MH} = U_1(\phi)V_{ns}(\theta)H_{MH}U_s(\phi)V_{ns}(\theta)$, and thereby the transformed Hamiltonian for disclinated lattice is

$$H_{1MH} = \left[ k_r - i \frac{\nu}{2r} \right] \tau_z \sigma_x + \left[ k_\theta + \frac{\Phi}{r \alpha_N \Phi_0} + \frac{eB_0 r}{2 \hbar} + \frac{n}{4r \alpha_N} \right] \sigma_y + m \tau_z \sigma_z, \quad (7)$$

where we have used natural units $\hbar = v_f = 1$.

Assuming the azimuthal symmetry, it suggests introducing the ansatz $\Psi(r, \theta) = e^{ij\theta} X(r)$, where $j$ is a half integer number $j = \pm 1/2, \pm 3/2, ...$. Using this ansatz, we obtain

$$H_{1MH} X(r) = \left[ \left( k_r - i \frac{\nu}{2r} \right) \tau_z \sigma_x + \left( \frac{\nu}{r} + \omega r \right) \sigma_y + m \tau_z \sigma_z \right] X(r) = \epsilon X(r), \quad (8)$$

where we have defined the frequency as $\omega = \frac{eB_0}{\tau}$, and $\tau = \pm 1$ for two emergent valleys. In addition, we have also used the shorthand notation:

$$\nu = \frac{\Phi_0}{\alpha_N} + \frac{N \tau}{\alpha_N}, \quad (9)$$

The eigenfunction $X(r)$ belongs to the spinor space and then can be represented as a column matrix with two components. As a result, we obtain a set of two coupled differential equations corresponding to the first valley $K$. The sublattices $A/B$ play a role of pseudospin. Then, the two
differential equations can be written as:

\[-i \frac{d}{dr} X_B (r) - \frac{i (1/2 + \nu_+)}{r} X_B (r) - i \omega r X_B (r) - (\epsilon - m) X_A (r) = 0; \quad (10)\]

\[-i \frac{d}{dr} X_A (r) + \frac{i (-1/2 + \nu_+)}{r} X_A (r) + i \omega r X_A (r) - (\epsilon + m) X_B (r) = 0. \quad (11)\]

Proceeding in a similar way to the first valley, one finds the set of coupled differential equations describing the second valley \( K' \). Therefore, we can write down

\[i \frac{d}{dr} X_B' (r) + \frac{i (1/2 - \nu_-)}{r} X_B' (r) - i \omega r X_B' (r) - (\epsilon + m) X_A' (r) = 0; \quad (12)\]

\[i \frac{d}{dr} X_A' (r) + \frac{i (1/2 + \nu_-)}{r} X_A' (r) + i \omega r X_A' (r) - (\epsilon - m) X_B' (r) = 0, \quad (13)\]

where the prime in the former set of equations indicates we are referring to the valley \( K' \).

Note that for each set of differential equations above, one for the valley \( K \) and the other for the valley \( K' \), we have one pair of first order coupled differential equation. In order to decouple them, we substitute Eq.\((10)\) in Eq.\((11)\) to find a second order decoupled differential equation for \( X_B \). Similarly, substituting Eq.\((11)\) in Eq. \((10)\) we find a second order decoupled differential equation for \( X_A \). Accordingly, we find

\[
\frac{d^2 X_A}{dr^2} + \frac{1}{r} \frac{dX_A}{dr} - \left[ \frac{\chi_A^2}{r^2} + \omega^2 r^2 - \beta_A \right] X_A = 0; \quad (14)
\]

\[
\frac{d^2 X_B}{dr^2} + \frac{1}{r} \frac{dX_B}{dr} - \left[ \frac{\chi_B^2}{r^2} + \omega^2 r^2 - \beta_B \right] X_B = 0,
\]

where we defined the parameters as follow,

\[
\chi_A = \nu_+ - \frac{1}{2}; \quad (16)\]

\[
\chi_B = \nu_+ + \frac{1}{2}; \quad (17)\]

\[
\chi_A' = \nu_- + \frac{1}{2}; \quad (18)\]

\[
\chi_B' = \nu_- - \frac{1}{2}; \quad (19)\]

The same procedure should be adopted to find the decoupled differential equations for the valley \( K' \), thus arriving at

\[
\frac{d^2 X_A'}{dr^2} + \frac{1}{r} \frac{dX_A'}{dr} - \left[ \frac{\chi_{A'}^2}{r^2} + \omega^2 r^2 - \beta_{A'} \right] X_A' = 0; \quad (15)
\]

\[
\frac{d^2 X_B'}{dr^2} + \frac{1}{r} \frac{dX_B'}{dr} - \left[ \frac{\chi_{B'}^2}{r^2} + \omega^2 r^2 - \beta_{B'} \right] X_B' = 0.
\]
and,
\begin{align*}
\beta_A &= (e^2 - m^2) - 2\omega \left( \nu_+ + \frac{1}{2} \right); \\
\beta_B &= (e^2 - m^2) - 2\omega \left( \nu_+ - \frac{1}{2} \right); \\
\beta_{A'} &= (e^2 - m^2) - 2\omega \left( \nu_- - \frac{1}{2} \right); \\
\beta_{B'} &= (e^2 - m^2) - 2\omega \left( \nu_- + \frac{1}{2} \right).
\end{align*}

To gain any further insight on the solutions of Eqs. (14) and (15), let us first examine their asymptotic behavior near the singular points: \( r \to 0 \) and \( r \to \infty \). Before we keep going, it is convenient to take the following coordinate transformation: \( \rho = \omega r^2 \). By doing so, we can write them in a more compact way,
\[
\rho \frac{d^2 X_\gamma}{d\rho^2} + \frac{dX_\gamma}{d\rho} + \left[ \frac{\beta_\gamma}{4\omega} - \frac{1}{2} - \frac{\chi^2}{4\rho} \right] X_\gamma = 0, \tag{24}
\]
where \( \gamma = A, A', B \) or \( B' \) labels the components of spinor. Furthermore, proceeding with the following redefinition:
\[
X_\gamma(\rho) = e^{-\frac{\psi}{2}} \rho^{|\chi|} F_\gamma(\rho). \tag{25}
\]
Note that the equation (25) are the asymptotic solutions from each equation represented by equation (24). The set of functions \( F_\gamma(\rho) \) are the confluent hypergeometric functions, and they are solutions of following confluent hypergeometric differential equations:
\[
\rho \frac{d^2 F_\gamma(\rho)}{d\rho^2} + \left( |\chi| + 1 - \rho \right) \frac{dF_\gamma(\rho)}{d\rho} + \left[ \frac{\beta_\gamma}{4\omega} - \frac{1}{2} - \frac{|\chi_\gamma|}{2} \right] F_\gamma(\rho) = 0 \tag{26}
\]
Typically, we must impose boundary conditions in order to get regular solutions at the singular points: \( \rho = 0 \) and \( \rho = \infty \). Using the special properties of hypergeometric functions [39], the regularity conditions are attained by requiring that the first argument of the hypergeometric function \( \text{}_1F_1(a, b, \rho) \) be identified as a non-positive integer number, i.e., \( a = -n \), thus \( n = 0, 1, 2, ... \). Such a condition reduces the hypergeometric function to a polynomial of degree \( n \). Using the above notation we write the dependence of the Hypergeometric equations in terms of \( \chi' \)'s and \( \beta' \)'s, and therefore we have that \( F_\gamma(\rho) = \text{}_1F_1 \left( - \left[ \frac{\beta_\gamma}{4\omega} - \frac{1}{2} - \frac{|\chi_\gamma|}{2} \right], |\chi_\gamma| + 1; \rho \right) \). The wavefunction can be set into the form
\[
\Psi(\rho, \theta) = e^{-\frac{\psi}{2}} e^{ij\theta} \left( \begin{array}{c}
\rho^{|\chi_A|} \text{}_1F_1 \left( - \left[ \frac{\beta_A}{4\omega} - \frac{1}{2} - \frac{|\chi_A|}{2} \right], |\chi_A| + 1; \rho \right) \\
\rho^{|\chi_B|} \text{}_1F_1 \left( - \left[ \frac{\beta_B}{4\omega} - \frac{1}{2} - \frac{|\chi_B|}{2} \right], |\chi_B| + 1; \rho \right) \\
\rho^{|\chi_{A'}|} \text{}_1F_1 \left( - \left[ \frac{\beta_{A'}}{4\omega} - \frac{1}{2} - \frac{|\chi_{A'}|}{2} \right], |\chi_{A'}| + 1; \rho \right) \\
\rho^{|\chi_{B'}|} \text{}_1F_1 \left( - \left[ \frac{\beta_{B'}}{4\omega} - \frac{1}{2} - \frac{|\chi_{B'}|}{2} \right], |\chi_{B'}| + 1; \rho \right)
\end{array} \right). \tag{27}
\]
The requirement of regularity conditions imposes a quantization condition on the energy levels. Explicitly, we have

\[ \epsilon_{n,N} = \sqrt{m^2 + 4\omega n + 2\omega \left[ \left| \nu_{\tau} - \frac{\sigma_z}{2} \right| + \left( \nu_{\tau} - \frac{\sigma_z}{2} \right) + 1 + \sigma_z \right]}, \tag{28} \]

which are the Landau levels and recalling that \( \tau \) and \( \sigma_z \) can assume the values \( \pm 1 \) depending on the sublattice and valley we are dealing with. Furthermore, the energy spectrum also depends on the disclination parameter \( N \) which appears implicitly in \( \nu_{\tau} \), see Eq. (9). To cast light on this, observe that the first two terms in the former equation describe the standard energy spectrum of Dirac fermions in the presence of a constant magnetic field, as long as the third term is a sublattice/valley-dependent one, that comes from the second-neighbors interactions and the wedge disclination. In order to interpret Eq. (28) further, it is useful to take the “non-relativistic” limit, \( m \gg 2\omega = eB_0 \), then:

\[ \epsilon_{n,N} \approx \left( n + \frac{1}{2} \right) \frac{eB_0}{m} + m - \frac{1}{2} \frac{eB_{eff}}{m}, \tag{29} \]

where we have defined \( B_{eff} \equiv B_0 \left[ \left| \nu_{\tau} - \frac{\sigma_z}{2} \right| + \left( \nu_{\tau} - \frac{\sigma_z}{2} \right) + \sigma_z \right]. \) Within this approximation, the energy spectrum might be separated into two parts: the Landau level spectrum for a constant magnetic field added by a zero point energy, as a result, even for the ground state, \( n = 0 \), there exists a non-trivial Landau level \([40]\) which, in our case, relies on \( m, B_{eff}. \) The degeneracy in each Landau level, in particular, has now been raised. To the best of our knowledge, let us go back to the full expression of the energy spectrum. We illustrate the plot of the energy level as a function of the parameter \( \nu \) for the sublattice \( A, \) Fig. (1), and \( B, \) Fig. (2). Observe from Fig. (1) that the new effects of the second neighbors interactions and the wedge disclination are triggered within the range \( \nu > \frac{1}{2}; \) otherwise, these effects are turned off and then we recovered the Landau levels of Dirac fermions in the presence of a constant magnetic field as one has already been deduced by taking the non-relativist limit. We check a similar effect for the sublattice \( B \) displayed in Fig. (2), though, the new effects are now turned on within the range \( \nu > -\frac{1}{2}. \)

Now we will examine the energy spectrum in terms of the mass. In order to do so, let us pick \( j = \frac{1}{2}, \frac{\Phi}{\Phi_0} = -\frac{2}{3} \) and \( N = 1 \) (it corresponds to a pentagon defect). Interestingly, the Fig. (3) exhibits a gapless graphene layer, thus the system behaves as a metal at the valley \( K' \) and sublattice \( B. \) On the other hand, the Fig. (4) displays a gapped graphene layer, in this case, the system behaves as an insulator at the valley \( K \) and sublattice \( B. \) Figs. (5) and (6) show the same behavior (insulator) for both valleys.
FIG. 1: Plot of the energy levels as a function of $\nu$ by fixing $m = 1$ and $\omega = 0.1$ for the sublattice $A$.

FIG. 2: Plot of the energy levels as a function of $\nu$ by fixing $m = 1$ and $\omega = 0.1$ for the sublattice $B$.

IV. SUMMARY AND CONCLUSIONS

In this work we have considered a particular modified Kane-Mele Hamiltonian (with trivial SOC) in the presence of a wedge disclination plus a mass term. First, by solving the eigenvalue equation for the Hamiltonian, we have been able to find the quantized energy spectrum by imposing
FIG. 3: Plot of the energy levels as a function of $m$ by fixing $\omega = 0.1$ for the sublattice $B$ and valley $K'$.

FIG. 4: Plot of the energy levels as a function of $m$ by fixing $\omega = 0.1$ for the sublattice $B$ and valley $K$.

Regularity conditions for the hypergeometric functions. Once the energy spectrum is known, we have seen that they can be interpreted as: the standard Landau levels plus a zero point energy which in turn depends on the disclination parameter $\alpha_N$ or $N$. As a straightforward consequence, we have found that the degeneracy of the Landau levels is lifted within the ranges $\nu > \frac{1}{2}$ and $\nu > -\frac{1}{2}$ at the sublattice $A$ and $B$, respectively.
FIG. 5: Plot of the energy levels as a function of $m$ by fixing $\omega = 0.1$ for the sublattice $\mathcal{A}$ and valley $K'$.

FIG. 6: Plot of the energy levels as a function of $m$ by fixing $\omega = 0.1$ for the sublattice $\mathcal{A}$ and valley $K$.

We have also realized the existence of gapless and gapped states depending on the valley we are dealing with. This is the main effect observed by the presence of wedge disclinations in the energy spectrum.
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