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Abstract
In this paper, we focus on the tempered subdiffusive Black-Scholes model. The main part of our work consists of the finite difference method as a numerical approach to the option pricing in the considered model. We derive the governing fractional differential equation and the related weighted numerical scheme. The proposed method has the $2 - \alpha$ order of accuracy with respect to time, where $\alpha \in (0, 1)$ is the subdiffusion parameter, and 2 with respect to space. Furthermore, we provide the stability and convergence analysis. Finally, we present some numerical results.
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Introduction
Options are one of the most popular and important financial derivatives, therefore the question about their valuation has an essential meaning for financial institutions and global economies. The value of the global derivatives market is estimated to 700 trillion dollars to upwards of 1.5 quadrillion dollars [39]. In 2019 the volume of traded derivative contracts reached 34.47 billion, including 15.23 billion of options contracts [13]. The option is a contract in which the holder can buy/sell a property for a fixed price $K$. Underlying assets can be actions, stock exchange indexes, foreign currency, futures contracts, or obligations.

Over the past two decades, the B-S model has been increasingly attracting interest as an effective and easy tool for option valuation. The model was of such great importance that the authors were awarded the Nobel Prize for Economics in 1997. Although the discovery was initially recognized as outbreaking, the model can not be used in many different cases [25]. It was the reason the model was generalized for allowing such features as, e.g., stochastic interest or volatility [2, 15, 29], transaction costs [4, 10, 33], jumps [5, 8, 41], and switching regime [8, 11, 21].

In recent years, it can be observed among different economies characteristic periods of stagnation (see, e.g. [6, 17], and the references in them). This feature is most common for emerging markets in which the number of participants and thus the number of transactions, is rather low. These characteristic periods of financial processes correspond to the trapping events in which the test particle is motionless [10]. In response to empirical evidence of fat tails, $\alpha$-stable distribution as an alternative to the Gaussian law was proposed. The subdiffusive regime is obtained by the use of the inverse stable subordinator (see [28, 33] and references in them). The stable distribution has found many important applications, for example in physics [14, 18, 32] and electrical engineering [40]. Since Mandelbrot [30] and Fama [12] introduced the $\alpha$-stable distribution in modeling financial asset returns, numerous empirical studies have been conducted in both natural and economic sciences. In [35, 36] and the references therein, a wide range of applications of the $\alpha$-stable distribution in finance is considered. The empirical study confirms that the $\alpha$-stable distribution does not always adequately describe the data following the stagnation phenomenon. Asset return time series often demonstrate heavier tails than the normal distribution and thinner tails than the $\alpha$-stable distribution. Partly in response to the above empirical evidences, and to maintain suitable properties of the stable model, a proper generalization of the $\alpha$-stable distribution was introduced. The $\alpha$-stable $\lambda$-tempered distributions are manifested by heavier tails than the normal distribution and thinner than the stable distribution, moreover, they have finite moments.
of all orders \[37\]. Similarly to subdiffusive B-S, tempered subdiffusive Black-Scholes (tsB-S) is the generalization of the classical B-S model to the cases where the underlying assets display characteristic periods in which they remain motionless \[23\]. The standard B-S model assumes that the asset is described by a continuous Gaussian random walk, so the underlying asset at each step has to move up or down. As a result of option pricing in such a stagnated market, the fair price provided by the B-S model is misestimated. To properly describe this dynamics, the tsB-S model assumes that the underlying asset is driven by $\alpha$-stable $\lambda$-tempered inverse subordinator (see \[28, 33\] and the references therein). The frequency of the constant periods appearing then depends on the subdiffusion parameter $\alpha \in (0, 1)$ and tempering parameter $\lambda > 0$ (the particular case of tsB-S where $\lambda = 0$ is the subdiffusive B-S considered e.g. in \[24, 27, 44\]). If $\alpha \to 1$, tsB-S is reduced to the classical model. In contrast to the tsB-S model, the B-S model does not take into account the empirical property of the stagnated periods of the underlying instrument. In Figure \[4\] we compare the sample simulation of the underlying instrument in the classical and tempered stable market model. Even a short constant period of a market cannot be simulated by the classical B-S model. As a generalization of the classical B-S model, the tsB-S model can be used in a wide range of cases, including all cases where B-S can be applied.

In this paper, we find the corresponding fractional differential equation, and for such a model we solve the problem numerically. To do so, we use the weighted finite difference method. We provide the stability/convergence analysis. Finally, we present some numerical examples. The most important advantages of our model are the property of the lack of arbitrage and the clear motivation of such a generalization of the classical and subdiffusive B-S model.

1. **Tempered subdiffusive B-S model**

1.1. **Assumptions of the tsB-S**

Let us consider a market whose evolution is occurring up to the time horizon $T$ and is contained in the probability space $(\Omega, \mathcal{F}, \mathbb{P})$. Here, $\Omega$ is the sample space, $\mathcal{F}$ is filtration interpreted as information on the history of the asset price which completely is available for the investor and $\mathbb{P}$ is the “objective” probability measure. The assumptions are the same as in the classical case \[22\] with the exception that we do not have to assume market liquidity and that the underlying instrument instead of the Geometric Brownian Motion (GBM) has to follow a tempered subdiffusive GBM \[28\]:

\[
\begin{cases}
Z_{a,\lambda}(t) = Z(S_{a,\lambda}(t)), \\
Z(0) = Z_0,
\end{cases}
\]

where $0 < a < 1$, $\lambda > 0$, $Z_{a,\lambda}(t)$ is the price of the underlying instrument, $\mu$ - drift (constant), $\sigma$ - volatility (constant), $B(t)$- Brownian motion, $Z(t) = Z(0) e^{\mu t + \sigma B(t)}$, $S_{a,\lambda}(t)$ is the inverse $\alpha$-stable $\lambda$-tempered subordinator defined as $S_{a,\lambda}(t) = \inf(\tau : W_{a,\lambda}(\tau) \geq t)$ \[19\], $W_{a,\lambda}(\tau)$ is a $\alpha$-stable $\lambda$-tempered subordinator defined by its Laplace transform $\mathbb{E} e^{-u W_{a,\lambda}(\tau)} = e^{-((u+\lambda)^{\alpha} - \lambda^{\alpha})} \[1\]$. We assume that $S_{a,\lambda}(t)$ is independent of $B(t)$ for each $t \in [0, T]$.

Note that with $\alpha \to 1$ the tsB-S model reduces to the classical case. Due to its simplicity and practicality, the classical B-S model is one of the most widely used in option pricing. Although in contrast to the subdiffusive and tempered subdiffusive cases, it does not take into account the empirical property of constant price periods. The method of calibrating $\alpha$ and $\lambda$ from empirical data is the same as in \[34\].
As shown in [4] for tsB-S the put-call parity holds:

**Proposition 1.1.** For the fair price of the European call and put options in tsB-S, we have the following relationship:

$$C_{tsB-S} = P_{tsB-S} + Z_0 - E^{K e^{-rS_{\alpha,\lambda}(T)}},$$  \hspace{1cm} (1)

where $C_{tsB-S}$ and $P_{tsB-S}$ are the fair prices of the European put and call options in the tsB-S model. Note that both $C_{tsB-S}$ and $P_{tsB-S}$ should have identical $Z_0$, $K$, $T$, $\sigma$, $r$, $\alpha$, $\lambda$. Here and in the entire paper: $K$ - strike, $T$ - expiration time, $\sigma$ - volatility, $r$ - interest rate. Without loss of generality, in the entire paper we assume that the dividend rate is equal 0. One of the most expected properties of the market is that there is no possibility of earning money without taking the risk. This property is called the lack of arbitrage and formally means that the self-financing strategy $\phi$ that leads to a positive profit without any probability of intermediate loss cannot be constructed [7]. According to the Fundamental Theorem of Asset Pricing [7], the market model described by $(\Omega, \mathcal{F}, \mathbb{P})$ and underlying instrument $Z_{\alpha,\lambda}$ with filtration $\mathcal{F}_{\mathbb{P}|[0,T]}$ is arbitrage-free if and only if there exists a probability measure $\mathbb{Q}$, (called the risk neutral measure) equivalent to $\mathbb{P}$ such that the asset $Z_{\alpha,\lambda}$ is a martingale with respect to $\mathbb{Q}$. Under this measure, financial instruments have the same expected rate of return, regardless of the variability of the prices. This contrasts with the physical probability measure (the actual probability distribution of prices), under which more risky instruments have a higher expected rate of return than less risky instruments. Let us introduce the probability measure

$$\mathbb{Q}(A) = \int_A e^{-\gamma B(S_{\alpha,\lambda}(T)) - \frac{\gamma^2}{2} S_{\alpha,\lambda}(T)} d\mathbb{P},$$  \hspace{1cm} (2)

where $\gamma = \frac{\mu + \frac{\sigma^2}{2}}{\sigma}$, $A \in \mathcal{F}$. As shown in [28] the process $Z_{\alpha,\lambda}$ is a martingale with respect to $\mathbb{Q}$, so we have the following
Theorem 1.1. \[28\] The tsB-S model is arbitrage-free.

Another property of the market model is the so-called completeness. Intuitively, the market model is complete if the set of possible gambles on future states of the world can be constructed with existing assets. More formally, the market model is complete if every $\mathcal{F}_{t \in [0,T]}$-measurable random variable $X$ admits a replicating self-financing strategy $\phi$.

The Second Fundamental Theorem of Asset Pricing \[7\] states that a market model described by $(\Omega, \mathcal{F}, \mathbb{P})$ and underlying instrument $Z_{0,\lambda}$ with filtration $\mathcal{F}_{t \in [0,T]}$ is complete if and only if there is a unique martingale measure equivalent to $\mathbb{P}$.

Theorem 1.2. \[28\] The market model in which the price of the underlying instrument follows the tempered subdiffusive GBM $Z_{0,\lambda}$ is incomplete.

Market incompleteness means that there is no unique fair price of financial derivatives because for different market models, different prices could be obtained. Although $\mathbb{Q}$ defined in \[28\] is not unique, in the sense of the criterion of minimal relative entropy, it is the “best” martingale measure. It means that the measure $\mathbb{Q}$ minimizes the distance to the measure $\mathbb{P}$ \[28\]. Another essential fact is that for $\alpha \to 1$, $\mathbb{Q}$ reduces to the measure of the classical B-S model which is arbitrage-free and complete. It is consistent with our intuition if we consider the tsB-S model as a generalization of the standard B-S model.

1.2. The fair price of a call option in the tsB-S model

In this section, we will prove a tempered analogue of Theorem 2.3. from \[24\].

Theorem 1.3. Let us denote $f(x) \sim g(x)$ with $x \to \infty$ if $\lim_{x \to \infty} \frac{f(x)}{g(x)} = 1$. We introduce the following variable:

$$x = \ln z$$

and function:

$$u(x,t) = \nu(e^x, T-t).$$

Then the fair price of a call option in the tsB-S model with respect to $\mathbb{Q}$ is equal to $v(z, 0)$, where $v(z, t)$ satisfies \[3\] and \[4\], and $u(x, t)$ is the solution of

$$\begin{align*}
\partial_t^{\alpha,\lambda} u(z, t) &= \frac{1}{2} \partial^2_x u(z, t) + \left( r - \frac{1}{2} \sigma^2 \right) \frac{\partial u(z, t)}{\partial x} - ru(z, t), \\
u(x, 0) &= \max(e^x - K, 0), \\
\lim_{x \to +\infty} u(x, t) &= 0, \\
u(x, t) &= e^x \text{ for } x \to \infty,
\end{align*}$$

for $(x, t) \in (-\infty, \infty) \times (0, T]$. The operator $\partial_t^{\alpha,\lambda}$ is a tempered Caputo fractional derivative defined as \[1\]:

$$\partial_t^{\alpha,\lambda} u(z, t) = e^{-\lambda t} R_L D_t^{\alpha}(e^{\lambda t} (u(z, t) - u(z, 0))) - \lambda^\alpha (u(z, t) - u(z, 0)),$$

where $\alpha \in (0, 1)$, $\lambda > 0$, and the Riemann-Liouville derivative $R_L D_t^{\alpha}$ is defined as \[20\]:

$$R_L D_t^{\alpha} g(t) = \frac{1}{\Gamma(1-\alpha)} \frac{d}{dt} \int_0^t \frac{g(s)ds}{(t-s)^\alpha}$$

for locally integrable function $g$ on $(0, T)$.
Proof.: Let us consider a fair price for the European call option in the standard B-S model $\xi(z, t)$ depending on the price of the underlying instrument $z = Z_0$ and the time $t$ left to expiration $T$, for $(z, t) \in (0, \infty) \times [0, T]$. In other words, $\xi(z, T - t)$ is the fair price of this option depending on the actual time $T - t$. By the B-S formula \([42]\), it holds that:

$$
\xi(z, t) = z\Phi(d_1) - Ke^{-rt}\Phi(d_2),
$$

where

$$
d_1 = \frac{\log(z) + (r + \frac{1}{2}\sigma^2)t}{\sigma\sqrt{t}},
$$

$$
d_2 = \frac{\log(z) + (r - \frac{1}{2}\sigma^2)t}{\sigma\sqrt{t}},
$$

and $\Phi$ is the CDF of the normal distribution. For $(z, t) \in (0, \infty) \times (0, \infty)$ $\xi(z, t)$ follows a classical B-S equation \([22, 31, 43]\):

$$
\frac{\partial}{\partial t}\xi(z, t) = \frac{1}{2}\sigma^2z^2\frac{\partial^2\xi(z, t)}{\partial z^2} + rz\frac{\partial \xi(z, t)}{\partial z} - r\xi(z, t).
$$

Furthermore, there is an initial condition for a call option $\xi(z, 0) = \max(z - K, 0)$, for $z \in (0, \infty)$. Let us consider $w(z, t)$ given by

$$
w(z, t) = \int_0^\infty \xi(z, s)\theta_{a, \lambda}(s, t)ds,
$$

where $(z, t) \in (0, \infty) \times (0, \infty)$ and $\theta_{a, \lambda}(s, t)$ denotes a density of $S_{a, \lambda}(t)$. Based on \([1]\), formula (6.3), we know that for $(z, t) \in (0, \infty) \times (0, T)$, $w(z, t)$ follows

$$
\frac{\partial^\lambda w(z, t)}{\partial t^\lambda} = \frac{1}{2}\sigma^2z^2\frac{\partial^2w(z, t)}{\partial z^2} + rz\frac{\partial w(z, t)}{\partial z} - rw(z, t)
$$

and

$$
w(z, 0) = \xi(z, 0).
$$

We introduce the function $v(z, t) = w(z, T - t)$ for $(z, t) \in (0, \infty) \times [0, T]$. Then, we have:

$$
v(z, 0) = w(z, T) = \int_0^\infty \xi(z, s)\theta_{a, \lambda}(s, T)ds.
$$

Based on \([38, 28, 27]\), the right side of \([5]\) is a fair price (in respect with \([2]\)) of European option for the same payoff as $\xi$. Therefore, we conclude that $v(z, 0)$ is a fair price of the European call option. Let us introduce a variable $x = \ln z$ and a function $T(x, t) = \xi(e^x, t)$, $u(x, t) = w(e^x, t)$ for $(z, t) \in (0, \infty) \times [0, \infty)$. Based on \([7]\) and \([8]\), $u(x, t)$ follows two first conditions of \([5]\). By \([6]\) and the definition of the function $T$ and $u$ we get

$$
u(x, 0) = w(z, T) = \int_0^\infty \xi(z, s)\theta_{a, \lambda}(s, T)ds.
$$

where $(x, t) \in \mathbb{R} \times [0, T]$. Let us observe that, based on \([10]\), the boundary conditions of $\xi$ (i.e., the boundary conditions of the standard B-S equation after space transformation) will be conserved for $u$, therefore we obtain the last two conditions of \([5]\). Let us observe that the boundary conditions are related with the financial interpretation - i.e., for sufficiently low price of the underlying instrument the option is useless, and that for high enough price of the underlying we use the option obtaining the value of this asset minus the discounted value of $K$. It is important to note that \([1]\) by \([10]\) we obtain the existence and uniqueness of \([5]\). Moreover, the price of the European call option in respect with $t$ in the classical B-S model is bounded and $\theta_{a, \lambda}(s, t)$ is a probability density of $S_{a, \lambda}(t)$. Therefore, by \([10]\) we find that $u(x, t)$ for $(x, t) \in (-\infty, \infty) \times (0, T)$ is finite. Please note, that a proof of Theorem \([13]\) for $\lambda = 0$ serves as a proof of Theorem 2.3. from \([24]\). Note that for $\eta(t) = \xi(z, t) - \xi(z, 0)$ we have $\eta(0) = 0$. We recall that for all differentiable functions in the sense of the Caputo
and Riemann-Liouville, following the zero initial condition property, the Riemann-Liouville derivative is equal to its Caputo equivalent \[ 20 \]. Thus, we have
\[
\partial_t^{\alpha,\beta}u(t) = e^{-\lambda t} D_t^{\alpha}(e^{\lambda t}(u(t) - u(t, 0))) - \lambda^\alpha(u(t) - u(0, 0)),
\]
where \( \alpha \in (0, 1), \lambda > 0 \), and \( D_t^{\alpha} \) is the Caputo derivative defined as
\[
D_t^{\alpha} g(t) = \frac{1}{\Gamma(1-\alpha)} \int_0^t g(s) (t-s)^{-\alpha} \, ds
\]
for \( g(t) \in AC[0, T] \) \[ 20 \].

2. Finite difference method

To solve the above problem numerically, we will approximate the limits by finite numbers and the derivatives by finite differences. After obtaining the discrete analogue of (5) we will solve the problem recursively using boundary conditions.

2.1. Weighted scheme for tS-B-S model

The system (5) has the following form:
\[
\begin{aligned}
D_t^{\alpha} u(x,t) = x + \frac{\partial u(x,t)}{\partial x} + (-c + x^2)u(x,t) - u(x,0),
\end{aligned}
\]
where \( a = \frac{1}{2} r^2 > 0, b = \left( r - \frac{1}{2} r^2 \right), c = r > 0, f(x) = \max(e^x - K, 0), p(t) \to 0 \) if \( x_{\min} \to -\infty, q(t) \to e^{\infty} \) if \( x_{\max} \to \infty \). Since we assume that \( x_{\min} (x_{\max}) \) is small (large) enough, we have \( p(t) = 0 \). Moreover, the put-call parity \[ 11 \] implies that \( q(t) = e^{x_{\max} - Ke^{-rt}} \). Let us denote
\[
\begin{aligned}
b_j &= (j + 1)^{1-\alpha} - j^{1-\alpha},
d &= \Gamma(2-\alpha) \Delta x^2,
u_j &= (u_j^1, u_j^2, \ldots, u_j^N)^T,
G^k &= \left( \frac{ad}{\Delta x^2} - \frac{bd}{2\Delta x} \right) u_0^k, 0, \ldots, 0, \left( \frac{ad}{\Delta x^2} + \frac{bd}{2\Delta x} \right) u_0^k)^T,
f &= (f_1, \ldots, f_{N-1})^T,
\end{aligned}
\]
where \( u_j^k = u(x_j, t_k) \), \( f_i = f(x_i), i = 1, \ldots, n - 1, q_i = q(t_k), k = 0, 1, \ldots, N, j = 0, 1, \ldots, n, j = 0, 1, \ldots, N, \) respectively. Note that \( x_{\min} \) and \( x_{\max} \) are the approximations of \( -\infty \) and \( \infty \), respectively. These values are determined experimentally such that further decreasing \( x_{\min} \) (or increasing \( x_{\max} \)) has a negligible impact (e.g. of the machine epsilon’s order) on the final solution. We will use the following approximations for space derivatives:
\[
\begin{aligned}
\frac{\partial u(x_i, t_k)}{\partial x} &= \frac{u(x_{i+1}, t_k) - u(x_{i-1}, t_k)}{2\Delta x} + O(\Delta x^2),
\frac{\partial^2 u(x_i, t_k)}{\partial x^2} &= \frac{u(x_{i+1}, t_k) - 2u(x_i, t_k) + u(x_{i-1}, t_k)}{\Delta x^2} + O(\Delta x^2),
\end{aligned}
\]
where $k = 0, 1, \ldots, N - 1, l = 1, \ldots, n - 1$. We approximate the fractional-time derivative by [26]:

$$D_t^\alpha u(x_i, t_{k+1}) = \frac{1}{\Gamma(2 - \alpha)} \sum_{j=0}^{k} \frac{u(x_i, t_{k+1-j}) - u(x_i, t_{k-j})}{\Delta t^\alpha} ((j + 1)^{1-\alpha} - j^{1-\alpha}) + O(\Delta t^{2-\alpha}). \quad (13)$$

After omitting the truncation errors, the implicit discrete scheme can be expressed in the following form:

$$\begin{align*}
A\hat{u}^1 &= (1 - d\Delta t)\hat{u}^0 + G^1, \\
A\hat{u}^{k+1} &= \sum_{j=1}^{k-1} (b_j - b_{j+1}) e^{-(j+1)\Delta t}(\hat{u}^{k-j} - \hat{u}^0) + (1 - d\Delta t)\hat{u}^0 + G^{k+1},
\end{align*}$$

where $k = 1, \ldots, N - 1, A = (a_{ij})_{(n-1)\times(n-1)}$, such that:

$$a_{ij} = \begin{cases}
1 + 2\frac{ad}{\Delta x^2} + cd - \lambda d, & \text{for } j = i, i = 1, 2, \ldots, n - 1, \\
\frac{2\lambda d}{\Delta x^2}, & \text{for } j = i - 1, i = 2, \ldots, n - 1, \\
-\frac{2\lambda d}{\Delta x^2}, & \text{for } j = i + 1, i = 1, \ldots, n - 2, \\
0, & \text{in other cases}
\end{cases}$$

The corresponding initial boundary conditions are as follows:

$$\begin{align*}
\hat{u}^0 &= f, \\
\hat{u}^0_1 &= 0, \\
\hat{u}^0_n &= q^n,
\end{align*}$$

where $k = 1, \ldots, N$. Similarly, let us write an explicit discrete scheme. We use approximations for space derivatives as follows:

$$\begin{align*}
\frac{\partial u(x_i, t_k)}{\partial x} &= \frac{u(x_{i+1}, t_k) - u(x_{i-1}, t_k)}{2\Delta x} + O(\Delta x^2), \\
\frac{\partial^2 u(x_i, t_k)}{\partial x^2} &= \frac{u(x_{i+1}, t_k) - 2u(x_i, t_k) + u(x_{i-1}, t_k)}{\Delta x^2} + O(\Delta x^2),
\end{align*}$$

where $k = 0, 1, \ldots, N - 1, l = 1, \ldots, n - 1$.

In matrix form, the explicit discrete scheme can be expressed in the following form:

$$\begin{align*}
\hat{u}^1 &= e^{-\lambda \Delta t} B\hat{u}^0 + (1 - d\Delta t) e^{-\lambda \Delta t} \hat{u}^0 + G^1 e^{-\lambda \Delta t}, \\
\hat{u}^{k+1} &= e^{-\lambda \Delta t} B\hat{u}^k + \sum_{j=0}^{k-1} (b_j - b_{j+1}) e^{-(j+1)\Delta t}(\hat{u}^{k-j} - \hat{u}^0) + (1 - d\Delta t) e^{-\lambda \Delta t} \hat{u}^0 + G^k e^{-\lambda \Delta t},
\end{align*}$$

where $k = 1, \ldots, N - 1, B = (b_{ij})_{(n-1)\times(n-1)}$, such that:

$$b_{ij} = \begin{cases}
\left(\frac{ad}{\Delta x^2} + cd - \lambda d\right), & \text{for } j = i, i = 1, \ldots, n - 1, \\
\frac{ad}{\Delta x^2}, & \text{for } j = i + 1, i = 1, \ldots, n - 2, \\
\frac{bd}{\Delta x^2}, & \text{for } j = i - 1, i = 2, \ldots, n - 1, \\
0, & \text{in other cases}
\end{cases}$$

Taking the linear combination of (14) and (17) we obtain a weighted scheme:
\[
\begin{align*}
C_i^l &= ((1 - \theta)(1 - d\lambda^v) + \theta(1 - d\lambda^v e^{-\lambda\Delta t}))\hat{u}^0 + (1 - \theta)G^1_i + \theta G^0 e^{-\lambda\Delta t} + \theta e^{-\lambda\Delta t} B\hat{u}^0, \\
C_i^{l+1} &= \sum_{j=0}^{k-1} (b_j - b_{j+1}) e^{-(j+1)\lambda\Delta t}(u_{i,j} - \hat{u}^0) + \\
&\quad ((1 - \theta)(1 - d\lambda^v) + \theta(1 - d\lambda^v e^{-\lambda\Delta t}))\hat{u}^0 + (1 - \theta)G^{l+1}_i + \theta G^0 e^{-\lambda\Delta t} + \theta e^{-\lambda\Delta t} B\hat{u}^1,
\end{align*}
\]

where \( k = 1, \ldots, N - 1, C = \theta I + (1 - \theta)A, \theta \in [0, 1] \) and the corresponding initial boundary conditions are defined in (15).

2.2. Consistency of the weighted discrete scheme

In this section, we show the following

**Theorem 2.1.** For \( \theta \in [0, 1] \) and \( 1 \leq i \leq n - 1, 1 \leq j \leq N \), the truncation error \( R_i^l \) of the numerical scheme (18) satisfies

\[
|R_i^l| \leq C_1 \Delta e^2 \left( \Delta t^{2-\alpha} + \Delta x^2 \right).
\]

**Proof.** Let us replace the derivatives in the first equation of (11) by their discrete equivalents. Then, by (12), (13) and (15), we get the full formulation of the discrete weighted scheme with the truncation error:

\[
\begin{align*}
&\left( -\frac{ad}{\Delta x^2} + \frac{bd}{2\Delta x} \right) (\theta u_{i+1}^{l+1} + (1 - \theta)u_i^{l+1}) + \frac{2ad}{\Delta x^2} + cd - d\lambda x \right) (\theta u_i^0 + (1 - \theta)u_i^1) -
\left( \frac{ad}{\Delta x^2} - \frac{bd}{2\Delta x} \right) (\theta u_{i-1}^{l+1} + (1 - \theta)u_{i-1}^{l+1}) = (\theta e^{\lambda\Delta t} + (1 - \theta) - d\lambda x)u_i^0 - (\theta e^{\lambda\Delta t} + 1 - \theta)u_i^1 + (1 - \theta)R_i^l + \theta R_i^0,
\left( \frac{ad}{\Delta x^2} + \frac{bd}{2\Delta x} \right) (\theta u_{i+1}^{l+1} + (1 - \theta)u_i^{l+1}) + \frac{2ad}{\Delta x^2} + cd - d\lambda x \right) (\theta u_i^0 + (1 - \theta)u_i^1) -
\left( \frac{ad}{\Delta x^2} - \frac{bd}{2\Delta x} \right) (\theta u_{i-1}^{l+1} + (1 - \theta)u_{i-1}^{l+1}) = \sum_{j=0}^{k-1} (b_j - b_{j+1}) ((1 - \theta)e^{-(j+1)\lambda\Delta t} + \theta e^{-j\lambda\Delta t})(u_{i-1,j}^{l+1} - u_i^0) +
\left( \theta e^{\lambda\Delta t} + (1 - \theta) - d\lambda x \right)u_i^0 - (\theta e^{\lambda\Delta t} + 1 - \theta)u_i^{l+1} + (1 - \theta)R_i^{l+1} + \theta R_i^0.
\end{align*}
\]

Here \( k = 1, \ldots, N - 1, i = 1, \ldots, n - 1, R_i^l = d_i^l \) for the (original) truncation error \( e_i^l \) and the corresponding initial boundary conditions are defined in (15). Note that in this paper, both \( R_i^l \) and \( e_i^l \) are called truncation errors, but only \( R_i^l \) will be considered further. By (12), (13) and (15), we have

\[
|R_i^l| \leq C_1 \Delta e^2 \left( \Delta t^{2-\alpha} + \Delta x^2 \right),
\]

where \( C_i^l \) are constants \((1 \leq i \leq n, 1 \leq j \leq N)\). Let us denote \( C_1 = \max_{1 \leq i \leq n, 1 \leq j \leq N} C_i^l \). Then, for the truncation error, it holds that

\[
|R_i^l| \leq C_1 \Delta e^2 \left( \Delta t^{2-\alpha} + \Delta x^2 \right).
\]

Note that the parameters \( \theta \) and \( \lambda \) have no influence in the above analysis.

2.3. Stability of the weighted discrete scheme

For the purposes of stability and convergence analysis, for \( l = 0, 1, \ldots, n \) and \( k = 0, 1, \ldots, N \) let us denote: \( u_i^l = u(x_i, t_k) \) - the exact solution of (5) evaluated at the grid point, \( \hat{u}_i^l = \hat{u}(x_i, t_k) \) - the exact solution of the numerical
scheme (18), \( \tilde{u}_l^k \) - some approximation of \( \hat{u}_l^k \). We will proceed using the von Neumann method. After omitting the truncation error and introducing \( \varepsilon_l^k = \tilde{u}_l^k - \hat{u}_l^k \) \( (l = 0, 1, \ldots, n, k = 0, 1, \ldots, N) \), (19) can be transformed into:

\[
\begin{align*}
- \left( \frac{ad}{\Delta x^2} + \frac{bd}{2\Delta x} \right) (\theta e_{i+1}^0 + (1 - \theta)e_i^1) + \left( \frac{2ad}{\Delta x^2} + cd - d\lambda \right) (\theta e_i^0 + (1 - \theta)e_i^1) - \left( \frac{ad}{\Delta x^2} - \frac{bd}{2\Delta x} \right) (\theta e_{i-1}^0 + (1 - \theta)e_{i-1}^1) = \\
(\theta e^{k-1} + (1 - \theta) - d\lambda e_i^0) - (\theta e^{k} - (1 - \theta)e_i^1), \\
- \left( \frac{ad}{\Delta x^2} + \frac{bd}{2\Delta x} \right) (\theta e_{i+1}^k + (1 - \theta)e_i^{k+1}) + \left( \frac{2ad}{\Delta x^2} + cd - d\lambda \right) (\theta e_i^k + (1 - \theta)e_i^{k+1}) - \left( \frac{ad}{\Delta x^2} - \frac{bd}{2\Delta x} \right) (\theta e_{i-1}^k + (1 - \theta)e_{i-1}^{k+1}) = \\
\sum_{j=0}^{k-1} (b_j - b_{j+1}) (\theta e^{-j\Delta t} + (1 - \theta)e^{-(j+1)\Delta t})(\varepsilon_i^{k-j} - \varepsilon_i^0) + (\theta e^{j\Delta t} + (1 - \theta) - d\lambda \varepsilon_i^0) ,
\end{align*}
\]

where \( k = 1, \ldots, N - 1, m = 1, \ldots, N, i = 1, \ldots, n - 1 \). Note that the last equality in (20) holds because we assume that \( \hat{u}_1^0 = \hat{u}_0^0 \) and \( \hat{u}_0^m = \hat{u}_n^m \). Now, let us introduce the following grid function:

\[
\varepsilon_l^k(x) = \begin{cases}
\varepsilon_l^k, & x \in (x_l - \Delta x/2, x_l + \Delta x/2], \ l = 1, 2, \ldots, n - 1, \\
0, & x \in [x_{\min}, x_{\min} + \Delta x/2] \cup [x_{\max} - \Delta x/2, x_{\max}].
\end{cases}
\]

Because \( \varepsilon_l^0 = \varepsilon_l^1 \), we make a periodic expansion for \( \varepsilon_l^1 \) with period \( \Delta x = x_{\max} - x_{\min} \). Then \( \varepsilon_l^k(x) \) has the following Fourier series extension:

\[
\varepsilon_l^k(x) = \sum_{j=-\infty}^{\infty} v_j^k e^{jk\pi x/\Delta x},
\]

where \( v_j^k = \frac{1}{\Delta x} \int_0^\Delta x \varepsilon_l^k(x)e^{jk\pi x/\Delta x} dx \), \( k = 0, 1, \ldots, N \). We define the norm \( \| \cdot \|_{\Delta x} \) as

\[
\| \varepsilon_l^k \|_{\Delta x} = \sqrt{\sum_{j=-\infty}^{\infty} \Delta x |v_j^k|^2},
\]

where

\[
\varepsilon_l^k = (\varepsilon_l^1, \varepsilon_l^2, \ldots, \varepsilon_l^{n-1}).
\]

Because \( \varepsilon_l^0 = \varepsilon_l^1 = 0 \), it follows

\[
\| \varepsilon_l^0 \|^2_{\Delta x} = \int_0^\Delta x |\varepsilon_l^0(x)|^2 dx = \| \varepsilon_l^0 \|^2,
\]

where \( \| \cdot \| \) is \( L^2[0, Y] \). Using the Parseval identity we have:

\[
\| \varepsilon_l^k \|^2_{\Delta x} = \sum_{j=-\infty}^{\infty} \Delta x |v_j^k|^2 = Y \sum_{j=-\infty}^{\infty} |v_j^k|^2,
\]

\( k = 0, 1, \ldots, N \). Based on the above analysis and the fact that \( x_l = x_{\min} + l\Delta x \) for \( l = 0, \ldots, n \), we infer that the solution of (20), has the form:

\[
\varepsilon_l^k = v_k^l e^{i(k\pi x_{\min} + l\Delta x)},
\]
where $\beta = \frac{2\pi j}{Y}$. Substituting into (20) we get:

$$\left(-\frac{ad}{\Delta x^2} + \frac{bd}{2\Delta x}\right)e^{\beta_1\Delta x} + \left(2\frac{ad}{\Delta x} + cd - d\lambda^x\right) = \left(\frac{ad}{\Delta x^2} - \frac{bd}{2\Delta x}\right)e^{-\beta_1\Delta x}\left(\theta_{y_0} + (1 - \theta)v_1\right)$$

where

$$\lim_{t \to 0} \frac{(\theta t^{1/2} + (1 - \theta) - d\lambda^x)\beta_0 - ((\theta t^{1/2} + 1 - \theta)v_1,}{(\theta t^{1/2} + 1 - \theta)v^{k+1}}$$

for $k = 1, \ldots, N - 1$. To continue, we have to find a relation between the coefficients $b_j$.

**Proposition 2.1.** For $N \geq 1$ we have

$$\frac{1 - \alpha}{(N + 1)^{1-\alpha}} < (N + 1)^{1-\alpha} - N^{1-\alpha} < \frac{1 - \alpha}{N^{\alpha}}$$

\((23)\)

**Proof.** Let us introduce the function $f(x) = x^{1-\alpha}$ for $x > 0$. By Lagrange’s Mean Value Theorem, we have

$$\frac{f(x + 1) - f(x)}{(x + 1) - x} = f'(C) = \frac{1 - \alpha}{C^{\alpha}},$$

where $C \in (x, x + 1)$. Since $f'$ is a decreasing function, the proof is completed. \(\blacksquare\)

**Proposition 2.2.** \(\text{[2.4]}\) The coefficients $b_j = (j + 1)^{1-\alpha} - j^{1-\alpha}$ satisfy:

1. $b_j > 0$, $j = 0, 1, \ldots$
2. $1 = b_0 > b_1 > \cdots > b_k$
3. $\lim_{k \to \infty} b_k = 0$
4. $\sum_{j=0}^{k-1} (b_j - b_{j+1}) + b_k = 1$

**Proof.**

1. $b_j = (j + 1)^{1-\alpha} - j^{1-\alpha} > 0$, for $j \geq 0$ and $\alpha \in (0, 1)$.
2. This is the conclusion of Proposition\([2.1]\).
3. This is the conclusion of Proposition\([2.1]\)
4. $\sum_{j=0}^{k-1} (b_j - b_{j+1}) + b_k = (1 - b_1) + (b_1 - b_2) + (b_2 - b_3) + \cdots + (b_{k-1} - b_k) + b_k = 1$.

Now we will check under which conditions $|v^m| \leq |v^0|$ for each $m = 1, \ldots, N$. Then $\|v^m\| \leq \|v^0\|$, in other words, the weighted scheme is stable.
**Theorem 2.2.** Let $\theta \in [0, 1]$. If the following inequality holds, then the scheme (18) is stable.

$$
\zeta = \left(-4 \sin^2 \left(\frac{\beta \Delta x}{2}\right) + 2 \left(\frac{ad}{\Delta x^2}\right) + cd - 2 \frac{bd}{\Delta x} \sin (\beta \Delta x) = \sin^2 \left(\frac{\beta \Delta x}{2}\right) \frac{4ad}{\Delta x^2} + cd - \frac{bd}{\Delta x} \sin (\beta \Delta x) .
$$

**Proof:** We have to show that $\nu^m$ defined in (21) follows $|\nu^m| \leq |\nu^0|$ for $m = 2, 3, \ldots, k$. Let us denote

$$
\zeta = \left(1 - \theta\right) (cd - d \lambda^2 + 1) + \theta e^{\lambda \Delta t} .
$$

At the beginning, we will show that \( \forall j \)

$$
\sum_{j=1}^{N-1} (b_j - b_{j+1}) \left(\theta e^{-\lambda \Delta t} + (1 - \theta) e^{-\lambda(j+1)\Delta t}\right) + \left|\theta e^{\lambda \Delta t} + 1 - \theta - d \lambda^2 - \sum_{j=0}^{k} (b_j - b_{j+1}) \left(\theta e^{-\lambda \Delta t} + (1 - \theta) e^{-\lambda(j+1)\Delta t}\right)\right| < 0.
$$

It is equivalent to

$$
0 \leq \sum_{j=k+1}^{N-1} (b_j - b_{j+1}) \left(\theta e^{-\lambda \Delta t} + (1 - \theta) e^{-\lambda(j+1)\Delta t}\right) + \left|\theta e^{\lambda \Delta t} + 1 - \theta - d \lambda^2 - \sum_{j=0}^{k} (b_j - b_{j+1}) \left(\theta e^{-\lambda \Delta t} + (1 - \theta) e^{-\lambda(j+1)\Delta t}\right)\right|.
$$

Let us consider 3 cases:

1. $\theta e^{\lambda \Delta t} + 1 - \theta - d \lambda^2 \geq \sum_{j=0}^{N-1} (b_j - b_{j+1}) \left(\theta e^{-\lambda \Delta t} + (1 - \theta) e^{-\lambda(j+1)\Delta t}\right)$. Then (26) has the form:

$$
0 \leq \sum_{j=k+1}^{N-1} (b_j - b_{j+1}) \left(\theta e^{-\lambda \Delta t} + (1 - \theta) e^{-\lambda(j+1)\Delta t}\right) + \sum_{j=0}^{k} (b_j - b_{j+1}) \left(\theta e^{-\lambda \Delta t} + (1 - \theta) e^{-\lambda(j+1)\Delta t}\right) - \sum_{j=0}^{N-1} (b_j - b_{j+1}) \left(\theta e^{-\lambda \Delta t} + (1 - \theta) e^{-\lambda(j+1)\Delta t}\right) = 0.
$$
2. \[
\begin{align*}
\theta e^{\Delta t} + 1 - \theta - d\lambda^a & \geq \sum_{j=0}^{k} \left( b_j - b_{j+1} \right) \left( \theta e^{-j\Delta t} + (1 - \theta) e^{-j(1+1)\Delta t} \right), \\
\theta e^{\Delta t} + 1 - \theta - d\lambda^a & \leq \sum_{j=0}^{N-1} \left( b_j - b_{j+1} \right) \left( \theta e^{-j\Delta t} + (1 - \theta) e^{-j(1+1)\Delta t} \right).
\end{align*}
\]

Then (26) has the form:

\[
0 \leq \sum_{j=k+1}^{N-1} \left( b_j - b_{j+1} \right) \left( \theta e^{-j\Delta t} + (1 - \theta) e^{-j(1+1)\Delta t} \right) + \sum_{j=0}^{k} \left( b_j - b_{j+1} \right) \left( \theta e^{-j\Delta t} + (1 - \theta) e^{-j(1+1)\Delta t} \right) - 2 \left( \theta e^{\Delta t} + 1 - \theta - d\lambda^a \right) = 2 \sum_{j=0}^{N-1} \left( b_j - b_{j+1} \right) \left( \theta e^{-j\Delta t} + (1 - \theta) e^{-j(1+1)\Delta t} \right),
\]

where the expression on the right side is always positive by the first equation of (27).

3. \[
\theta e^{\Delta t} + 1 - \theta - d\lambda^a \leq \sum_{j=0}^{k} \left( b_j - b_{j+1} \right) \left( \theta e^{-j\Delta t} + (1 - \theta) e^{-j(1+1)\Delta t} \right). Then (26) has the form:
\[
0 \leq \sum_{j=k+1}^{N-1} \left( b_j - b_{j+1} \right) \left( \theta e^{-j\Delta t} + (1 - \theta) e^{-j(1+1)\Delta t} \right) + \sum_{j=0}^{N-1} \left( b_j - b_{j+1} \right) \left( \theta e^{-j\Delta t} + (1 - \theta) e^{-j(1+1)\Delta t} \right) - 2 \sum_{j=0}^{N-1} \left( b_j - b_{j+1} \right) \left( \theta e^{-j\Delta t} + (1 - \theta) e^{-j(1+1)\Delta t} \right),
\]

where the expression on the right side is always positive by Proposition 2.2. In this way, we have shown that (25) holds.

Now we will follow the mathematical induction method to show that for each \( m = 1, 2 \ldots N \) we have \( |v^m| \leq |v^0| \).

1. \( n = 1 \) By the identity

\[
\sin^2 \frac{\pi}{2} = -\frac{1}{4} \left( e^i - 2 + e^{-i} \right),
\]

the first equation of (22) can be transformed into

\[
\zeta \left( (1 - \theta) v^1 + \theta^0 \right) - d\lambda^a \left( (1 - \theta) v^1 + \theta^0 \right) = v^1 \left( \theta e^{\Delta t} + 1 - \theta - d\lambda^a \right) - v^1 \left( \theta e^{\Delta t} + 1 - \theta \right).
\]

So

\[
|\zeta (1 - \theta) - (1 - \theta) d\lambda^a + \theta e^{\Delta t} + 1 - \theta | v^1 | = |\theta e^{\Delta t} + 1 - \theta - d\lambda^a - \zeta \theta + d\lambda^a \theta | v^0 |.
\]

If

\[
|\theta e^{\Delta t} + 1 - \theta - d\lambda^a - \zeta \theta + d\lambda^a \theta | \leq |\zeta (1 - \theta) - (1 - \theta) d\lambda^a + \theta e^{\Delta t} + 1 - \theta |.
\]

then

\[
|v^1| \leq |v^0|.
\]
Note, that

\[ |\theta e^{i\Delta t} + 1 - \theta - d\lambda^t - \zeta \theta + d\lambda^t \theta| = \]

\[ |-\zeta \theta + d\lambda^t \theta + (1 - b_1) (\theta + (1 - \theta) e^{-\lambda t}) + \theta e^{i\Delta t} + 1 - \theta - d\lambda^t - (1 - b_1) (\theta + (1 - \theta) e^{-\lambda t})| \leq \]

\[ |\theta e^{i\Delta t} + 1 - \theta - d\lambda^t - \zeta \theta + d\lambda^t \theta| = \]

\[ \sqrt{(-\theta(\sin^2(\frac{\theta\Delta t}{2}) + \frac{4\alpha\theta}{\Delta t^2} + c + d) + d\lambda^t \theta + (1 - b_1) (\theta + (1 - \theta) e^{-\lambda t})^2 + (\theta \beta \Delta t ^2 \sin(\theta \Delta t))})^2 + \]

\[ \left| \sum_{j=1}^{k-1} (b_j - b_{j+1}) \left( \theta e^{-\lambda t} + (1 - \theta) e^{-\lambda(j+1) t} \right) + \theta e^{i\Delta t} + 1 - \theta - d\lambda^t - \sum_{j=0}^{k-1} (b_j - b_{j+1}) \left( \theta e^{-\lambda t} + (1 - \theta) e^{-\lambda(j+1) t} \right) \right| \leq \]

\[ \max \left( \left( \frac{4\alpha \theta}{\Delta t^2} + c \theta d^t d^t - (1 - b_1) (\theta + (1 - \theta) e^{-\lambda t})^2 \right)^2 + \left( \frac{\theta \beta \Delta t ^2 \sin(\theta \Delta t)}{\Delta t} \right)^2 + \right) \]

\[ \sum_{j=1}^{k-1} (b_j - b_{j+1}) \left( \theta e^{-\lambda t} + (1 - \theta) e^{-\lambda(j+1) t} \right) + \theta e^{i\Delta t} + 1 - \theta - d\lambda^t - \sum_{j=0}^{k-1} (b_j - b_{j+1}) \left( \theta e^{-\lambda t} + (1 - \theta) e^{-\lambda(j+1) t} \right) \leq \]

\[ \sqrt{\left( \left( \frac{4\alpha \theta}{\Delta t^2} + c \theta d^t d^t - (1 - b_1) (\theta + (1 - \theta) e^{-\lambda t})^2 \right)^2 + \left( \frac{\theta \beta \Delta t ^2 \sin(\theta \Delta t)}{\Delta t} \right)^2 + \right) \]

\[ \sum_{j=1}^{N-1} (b_j - b_{j+1}) \left( \theta e^{-\lambda t} + (1 - \theta) e^{-\lambda(j+1) t} \right) + \theta e^{i\Delta t} + 1 - \theta - d\lambda^t - \sum_{j=0}^{N-1} (b_j - b_{j+1}) \left( \theta e^{-\lambda t} + (1 - \theta) e^{-\lambda(j+1) t} \right) \],

where the last inequality is true by (23). On the other hand,

\[ \left| (1 - \theta) (\zeta - d\lambda^t) + \theta e^{i\Delta t} + 1 - \theta \right| = \sqrt{\left( 1 - \theta \right) \left( \sin^2 \frac{\beta \Delta t \alpha}{2} + \frac{4\alpha \theta}{\Delta t^2} + c - d\lambda^t + 1 \right) + \theta e^{i\Delta t}}^2 + \left( 1 - \theta \right) \frac{\beta \Delta t \alpha}{\Delta t} \sin(\beta \Delta t) x^2 \leq \]

\[ \sqrt{\min \left( \left( 1 - \theta \right) \left( c - d\lambda^t + 1 + \theta e^{i\Delta t} \right)^2 \left( 1 - \theta \right) \left( \frac{4\alpha \theta}{\Delta t^2} + c - d\lambda^t + 1 \right) + \theta e^{i\Delta t} \right) \right)} = \]

\[ \min \left( \left( 1 - \theta \right) \left( c - d\lambda^t + 1 + \theta e^{i\Delta t} \right), \left( 1 - \theta \right) \left( \frac{4\alpha \theta}{\Delta t^2} + c - d\lambda^t + 1 \right) + \theta e^{i\Delta t} \right). \] (28)

So, as the conclusion, (23) implies

\[ \left| \theta e^{i\Delta t} + 1 - \theta - d\lambda^t - \zeta \theta + d\lambda^t \theta \right| \leq \left| (1 - \theta) - (1 - \theta) d\lambda^t + \theta e^{i\Delta t} + 1 - \theta \right|, \]

from which it follows:

\[ |v^1| \leq |v^0|. \]

2. Let us suppose that

\[ |v^m| \leq |v^0|, \]

for \( m = 1, 2, \ldots, k, k < N. \)

To complete the proof, we have to show that

\[ |v^{k+1}| \leq |v^0|. \]

By the second equation of (22) we get

\[ |v^{k+1} (\zeta - (1 - \theta) d\lambda^t + \theta e^{i\Delta t} + 1 - \theta)| = \]

\[ |v^k (-\zeta + d\lambda^t \theta) + \sum_{j=0}^{k-1} (b_j - b_{j+1}) \left( \theta e^{-\lambda(t)} + (1 - \theta) e^{-\lambda(j+1) t} \right) (v^{k-j} - v^0) + \left( \theta e^{i\Delta t} + 1 - \theta - d\lambda^t \right) v^0|. \]
Note that
\[ |v^{k+1}(\zeta (1 - \theta) - (1 - \theta) d\lambda^\alpha + \theta e^{\Delta t} + 1 - \theta)| = |v^{k+1}|(\zeta (1 - \theta) - (1 - \theta) d\lambda^\alpha + \theta e^{\Delta t} + 1 - \theta), \] (29)
and
\[ |v^j (-\theta \xi + d\lambda^\beta \theta) + \sum_{j=0}^{k-1} (b_j - b_{j+1}) (e^{-j\lambda/\Delta t} + (1 - \theta) e^{-j\lambda/\Delta t}) (v^{k-j} - v^0) + (\theta e^{\Delta t} + 1 - \theta - d\lambda^\alpha) v^j | \leq \\
|v^j| - \theta \xi + d\lambda^\beta \theta + (1 - b_1) (\theta + (1 - \theta) e^{-\lambda/\Delta t}) + \sum_{j=0}^{k-1} (b_j - b_{j+1}) (e^{-j\lambda/\Delta t} + (1 - \theta) e^{-j\lambda/\Delta t}) | v^{k-j} | + \\
|\theta e^{\Delta t} + 1 - \theta - d\lambda^\alpha - \sum_{j=0}^{k-1} (b_j - b_{j+1}) (e^{-j\lambda/\Delta t} + (1 - \theta) e^{-j\lambda/\Delta t}) | v^0 | \leq \\
|v^0| \sqrt{(-\theta (\sin^{2} (\beta \Delta x / 2))} \frac{4\alpha d}{\lambda x^2} + cd\lambda^\beta + (1 - b_1) (\theta + (1 - \theta) e^{-\lambda/\Delta t})^2 + (\theta e^{\Delta t} + 1 - \theta - d\lambda^\alpha - \sum_{j=0}^{k-1} (b_j - b_{j+1}) (e^{-j\lambda/\Delta t} + (1 - \theta) e^{-j\lambda/\Delta t}) | v^0 | \\
|v^0| \sum_{j=0}^{k-1} (b_j - b_{j+1}) (e^{-j\lambda/\Delta t} + (1 - \theta) e^{-j\lambda/\Delta t}) | v^0 | |\theta e^{\Delta t} + 1 - \theta - d\lambda^\alpha - \sum_{j=0}^{k-1} (b_j - b_{j+1}) (e^{-j\lambda/\Delta t} + (1 - \theta) e^{-j\lambda/\Delta t}) | v^0 | \leq \\
|v^0| \sqrt{\max \left( \frac{4\alpha d}{\lambda x^2} + cd\lambda^\beta - \lambda^\beta d\theta + (1 - b_1) (\theta + (1 - \theta) e^{-\lambda/\Delta t})^2 \right) + \left( \frac{bd\lambda^\beta}{\Delta x} \right)^2} + \\
|v^0| \sum_{j=0}^{k-1} (b_j - b_{j+1}) (e^{-j\lambda/\Delta t} + (1 - \theta) e^{-j\lambda/\Delta t}) | v^0 | |\theta e^{\Delta t} + 1 - \theta - d\lambda^\alpha - \sum_{j=0}^{k-1} (b_j - b_{j+1}) (e^{-j\lambda/\Delta t} + (1 - \theta) e^{-j\lambda/\Delta t}) | v^0 | \leq \\
\sqrt{\max \left( \frac{4\alpha d}{\lambda x^2} + cd\lambda^\beta - \lambda^\beta d\theta + (1 - b_1) (\theta + (1 - \theta) e^{-\lambda/\Delta t})^2 \right) + \left( \frac{bd\lambda^\beta}{\Delta x} \right)^2} + \\
\sum_{j=1}^{N-1} (b_j - b_{j+1}) (e^{-j\lambda/\Delta t} + (1 - \theta) e^{-j\lambda/\Delta t}) | v^0 | |\theta e^{\Delta t} + 1 - \theta - d\lambda^\alpha - \sum_{j=0}^{k-1} (b_j - b_{j+1}) (e^{-j\lambda/\Delta t} + (1 - \theta) e^{-j\lambda/\Delta t}) | v^0 | \leq \\
\left( \frac{4\alpha d}{\lambda x^2} + cd\lambda^\beta - \lambda^\beta d\theta + (1 - b_1) (\theta + (1 - \theta) e^{-\lambda/\Delta t})^2 \right) + \left( \frac{bd\lambda^\beta}{\Delta x} \right)^2 + \\
\sum_{j=1}^{N-1} (b_j - b_{j+1}) (e^{-j\lambda/\Delta t} + (1 - \theta) e^{-j\lambda/\Delta t}) | v^0 | |\theta e^{\Delta t} + 1 - \theta - d\lambda^\alpha - \sum_{j=0}^{k-1} (b_j - b_{j+1}) (e^{-j\lambda/\Delta t} + (1 - \theta) e^{-j\lambda/\Delta t}) | v^0 | \\
(30)
where the last inequality is true by (25). By (28), (29) and (30), equation (24) implies
\[ |v^0| \geq |v^{k+1}|. \]

Note that for \( \theta = 0 \) (24) has a much simpler form. Moreover, only for that case, the stability can be provided independently on \( \Delta t \).

**Proposition 2.3.** Let us assume
\[ 1 - d\lambda^\alpha - \sum_{j=0}^{N-1} (b_j - b_{j+1}) e^{-\lambda(j+1)/\Delta t} \geq 0. \] (31)
Then, for \( \theta = 0 \) the scheme (18) is stable.

**Proof:** By (31), the left side of (24) for \( \theta = 0 \) has the form
\[ cd - d\lambda^\alpha + 1. \]
On the other hand, the right side of (24) is equal
\[ 1 - d\lambda^\alpha. \]
Thus, (24) holds.
2.4. Convergence of the weighted discrete scheme

We will show the convergence using the same techniques as in the case of stability. Let us define the error at the point \((x_i, t_k)\) by \(E^i_k = u^i_k - \hat{u}^i_k\), \(l = 0, 1, \ldots, n, k = 0, 1, \ldots, N\). Since \(u\) and \(\hat{u}\) have the same values in the initial condition, we conclude that \(E^0_0 = 0\). Moreover, we assume that \(x_{\min}\) and \(x_{\max}\) are such that the error at the boundary is negligible, that is, \(E^0_n = E^n_n = 0\). Then, similarly to (20) we get the following system:

\[
\begin{align*}
-\frac{ad}{\Delta x^2} + \frac{bd}{2\Delta x} (\theta E^0_{i+1} + (1 - \theta)E^1_{i+1}) + \frac{2ad}{\Delta x^2} cd - dE^0_i &= (\theta E^0_i + (1 - \theta)E^1_i) - \\
\frac{ad}{\Delta x^2} + \frac{bd}{2\Delta x} (\theta E^0_{i-1} + (1 - \theta)E^1_{i-1}) &= (\theta e^{\lambda \Delta t} + (1 - \theta) - d\lambda x^2) E^0_i - (\theta e^{\lambda \Delta t} + 1 - \theta) E^1_i + \theta R^0_i + (1 - \theta) R^1_i,
\end{align*}
\]

\[
\begin{align*}
-\frac{ad}{\Delta x^2} + \frac{bd}{2\Delta x} (\theta E^k_{i+1} + (1 - \theta)E^{k+1}_{i+1}) + \frac{2ad}{\Delta x^2} cd - dE^k_i &= (\theta E^k_i + (1 - \theta)E^{k+1}_i) - \\
\frac{ad}{\Delta x^2} + \frac{bd}{2\Delta x} (\theta E^k_{i-1} + (1 - \theta)E^{k+1}_{i-1}) &= (\theta e^{\lambda \Delta t} + (1 - \theta) - d\lambda x^2) E^k_i - (\theta e^{\lambda \Delta t} + 1 - \theta) E^{k+1}_i + \theta R^k_i + (1 - \theta) R^{k+1}_i,
\end{align*}
\]

where \(k = 1, \ldots, N - 1, i = 1, 2, \ldots, n - 1, m = 0, \ldots, N\), and \(\theta \in [0, 1]\). Similarly as in the case of stability, we will proceed with the von Neumann method. We introduce the following grid functions:

\[
E^k(x) = \begin{cases} E^k_i, & x \in (x_i - \Delta x/2, x_i + \Delta x/2], \quad l = 1, 2, \ldots, n - 1, \\ 0, & x \in (x_{\min}, x_{\min} + \Delta x/2) \cup [x_{\max} - \Delta x/2, x_{\max}]. \end{cases}
\]

\[
R^k(x) = \begin{cases} R^k_i, & x \in (x_i - \Delta x/2, x_i + \Delta x/2], \quad l = 1, 2, \ldots, n - 1, \\ 0, & x \in (x_{\min}, x_{\min} + \Delta x/2) \cup [x_{\max} - \Delta x/2, x_{\max}]. \end{cases}
\]

Because \(E^k_0 = E^k_n\), we make a periodic expansion of \(E^k_i\) with the period \(Y = x_{\max} - x_{\min}\). Then \(E^k(x)\) has the following Fourier series extension:

\[
E^k(x) = \sum_{j=-\infty}^{\infty} E^k_j e^{2\pi j x / Y},
\]

where \(E^k_j = \frac{1}{Y} \int_0^Y E^k(x) e^{2\pi j x / Y} dx\), \(i = \sqrt{-1}, k = 0, 1, \ldots, N\). By analogy, because \(R^k_0 = R^k_n\), we make a periodic expansion for \(R^k(x)\) with the period \(Y\). Then \(R^k(x)\) has the following Fourier series extension:

\[
R^k(x) = \sum_{j=-\infty}^{\infty} R^k_j e^{2\pi j x / Y},
\]

where \(R^k_j = \frac{1}{Y} \int_0^Y R^k(x) e^{2\pi j x / Y} dx\), \(i = \sqrt{-1}, k = 0, 1, \ldots, N\). We define the norm \(\|\cdot\|_{\Delta x}\) as

\[
\|E^k\|_{\Delta x} = \sqrt{\sum_{j=1}^{n-1} \Delta x |E^k_j|^2},
\]

\[
\|R^k\|_{\Delta x} = \sqrt{\sum_{j=1}^{n-1} \Delta x |R^k_j|^2},
\]
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where
\[ E^k = (E^k_1, E^k_2, \ldots, E^k_{n-1}), \]
\[ R^k = (R^k_1, R^k_2, \ldots, R^k_{n-1}). \]

Because \( E^k_0 = E^k_n = 0 \) and \( R^k_0 = R^k_n = 0 \), there holds
\[
\|E^k\|^2_{L^2} = \int_0^\ell |E^k(x)|^2 \, dx = \|E^k(x)\|^2_{L^2},
\]
\[
\|R^k\|^2_{L^2} = \int_0^\ell |R^k(x)|^2 \, dx = \|R^k(x)\|^2_{L^2}.
\]

Using the Parseval identity we have:
\[
\begin{align*}
\|E^k\|^2_{L^2} &= \sum_{j=1}^{n-1} \Delta x |E^k_j|^2 = Y \sum_{j=0}^{\infty} |w^k_j|^2, \\
\|R^k\|^2_{L^2} &= \sum_{j=1}^{n-1} \Delta x |R^k_j|^2 = Y \sum_{j=0}^{\infty} |v^k_j|^2.
\end{align*}
\]

where \( k = 0, 1, \ldots, N \). Based on the above analysis and the fact that \( x_j = x_{\text{min}} + l \Delta x \) for \( l = 0, \ldots, n \), we suppose that the solution of (32) has the form:
\[
E^k_i = w^k \theta^k e^{\delta (x_{\text{min}} + l \Delta x)},
\]
\[
R^k_i = \rho^k \theta^k e^{\delta (x_{\text{min}} + l \Delta x)},
\]

where \( \beta = \frac{2\pi j}{Y} \). Substituting into (32) we get:
\[
\begin{align*}
\left( -\frac{ad}{\Delta x^2} + \frac{bd}{2\Delta x} \right) e^{i\beta \Delta x} + \left( \frac{2ad}{\Delta x^2} + cd - d\lambda^k \right) - \left( \frac{ad}{\Delta x^2} + \frac{bd}{2\Delta x} \right) e^{-i\beta \Delta x} \right) \left( \theta w^0 + (1 - \theta) w^1 \right) = \\
\left( \frac{bd}{\Delta x^2} + cd - d\lambda^k \right) w^0 - \left( \frac{bd}{\Delta x^2} + cd - d\lambda^k \right) w^1 + \theta \rho^0 + (1 - \theta) \rho^1, \\
\left( -\frac{ad}{\Delta x^2} + \frac{bd}{2\Delta x} \right) e^{i\beta \Delta x} + \left( \frac{2ad}{\Delta x^2} + cd - d\lambda^k \right) - \left( \frac{ad}{\Delta x^2} + \frac{bd}{2\Delta x} \right) e^{-i\beta \Delta x} \right) \left( \theta v^k + (1 - \theta) v^{k+1} \right) = \\
\left( \frac{bd}{\Delta x^2} + cd - d\lambda^k \right) v^0 - \left( \frac{bd}{\Delta x^2} + cd - d\lambda^k \right) v^1 + \theta \rho^0 + (1 - \theta) \rho^{k+1},
\end{align*}
\]

where \( k = 1, \ldots, N - 1 \). By the identity
\[
\sin^2 \frac{z}{2} = \frac{1}{4} \left( e^z - 2 + e^{-z} \right)
\]
and by \( \rho^0 = 0, \theta^0 = 0 \), we find that (33) has the following form:
\[
\begin{align*}
\left( \zeta - d\lambda^k \right) (1 - \theta) w^1 &= \left( \theta e^{i\beta \Delta x} + (1 - \theta) \right) w^1 + (1 - \theta) \rho^1, \\
\left( \zeta - d\lambda^k \right) (1 - \theta) v^k &= \sum_{j=0}^{k-1} \left( b_j - b_{j+1} \right) \left( \theta e^{i\beta \Delta x} + (1 - \theta) e^{-i(j+1)\Delta t} \right) w^{k-j}, \\
\left( \theta e^{i\beta \Delta x} + (1 - \theta) \right) w^{k+1} &= \theta \rho^k + (1 - \theta) \rho^{k+1},
\end{align*}
\]

where \( k = 1, \ldots, N - 1 \) and \( \zeta, \theta, \rho, \rho^0 \) were previously defined.
Lemma 2.1. Let us assume that \( \theta = 0 \) and
\[
2d (c - \lambda^0) + 1 \geq \sum_{j=0}^{N-1} (b_j - b_{j+1}) e^{-\Delta t(j+1)}.
\]
(36)
Then:

1. if \( \lambda^0 \neq c \), then \( u^{k+1} \) follows
\[
|u^{k+1}| \leq \frac{C_2 \| \rho^1 \|}{|c - \lambda^0| d},
\]
where \( k = 0, 1, \ldots, N - 1 \) and the constant \( C_2 \) is independent of \( \Delta t \) and \( \Delta x \).

2. if \( \lambda^0 = c \), then \( u^{k+1} \) follows
\[
|u^{k+1}| \leq \frac{C_2 \| \rho^1 \|}{b_k},
\]
where \( k = 0, 1, \ldots, N - 1 \) and the constant \( C_2 \) is independent of \( \Delta t \) and \( \Delta x \).

Proof: At the beginning, let us observe that assuming \( \theta = 0 \) and (36), the left side of (34) is equal to \( 1 - d\lambda^0 + cd \).
Furthermore, by (36) we have \( 1 - d\lambda^0 + cd > 0 \). Thus, by (34) we have
\[
|\xi - d\lambda^0 + 1| \geq 1 - d\lambda^0 + cd > 0.
\]
(37)
The convergence of the right series in the second line of (33) implies that
\[
\| \rho^1 \| \equiv \| \rho^1_k \| \leq C_3 \| \rho^1 \| \equiv C_3 \| \rho^1 \|,
\]
(38)
for some positive constant \( C_3 \) and \( k = 2, \ldots, N, l = 1, \ldots, n - 1 \). Let us denote \( C_2 = \max(1, C_3) \).

1. Let us observe that by (36) we have
\[
1 + cd - d\lambda^0 \geq |cd - d\lambda^0| + \sum_{j=0}^{N-1} (b_j - b_{j+1}) e^{-\Delta t(j+1)}.
\]
(39)
By the first equation of (35), we have
\[
|w^m| = \frac{\| \rho^1 \|}{|\xi - d\lambda^0 + 1|} \leq \frac{|\rho^1|}{|cd - d\lambda^0 + 1|} \leq \frac{\| \rho^1 \|}{|cd - d\lambda^0|} \leq \frac{C_2 \| \rho^1 \|}{d|c - \lambda^0|},
\]
where the first inequality holds by (37) and the second by (39). Now let us suppose that
\[
|w^m| \leq \frac{C_2 \| \rho^1 \|}{d|c - \lambda^0|},
\]
(40)
where \( m = 1, 2, \ldots, k < N \). By the second equation of (35) and by (38), we have
\[
|\xi - d\lambda^0 + 1| \| u^{k+1} \| \leq \sum_{j=0}^{k-1} (b_j - b_{j+1}) e^{-\Delta t(j+1)} |u^{k-j}| + \| \rho^{k+1} \| \leq \sum_{j=0}^{k-1} (b_j - b_{j+1}) e^{-\Delta t(j+1)} |u^{k-j}| + \| \rho^{k+1} \| \leq C_3 \| \rho^1 \| \leq \frac{C_2 \| \rho^1 \|}{d|c - \lambda^0|},
\]
(41)
where the third inequality is true by (40) and the last by (39). Dividing (41) by \( |\xi - d\lambda^0 + 1| \), by (37) we get
\[
|u^{k+1}| \leq \frac{C_2 \| \rho^1 \|}{d|c - \lambda^0|}.
\]
By mathematical induction, the proof of the first part is completed.
2. At the beginning, let us observe that by Proposition 2.2,

\[ 1 \geq \sum_{j=0}^{N-1} (b_j - b_{j+1}) e^{-\lambda(j+1)\Delta t} + b_N. \]  

(42)

holds. By the first equation of (35), we have

\[ |w^1| = \frac{|\rho^1|}{k^2 - d\lambda^p + 1} \leq \frac{|\rho^1|}{1} \leq \frac{C_2 |\rho^1|}{b_0}, \]

where the first inequality holds by (37) and by \( c = \lambda^p \). Now let us suppose that

\[ |w^m| \leq \frac{C_2 |\rho^1|}{b_{k-1}}, \]  

(43)

where \( m = 1, 2, \ldots, k, k < N \). By the second equation of (35) and by (48), we have

\[ |w^{k+1}| = \sum_{j=0}^{k-1} (b_j - b_{j+1}) (e^{-\lambda(j+1)\Delta t}) w^{k-j} + \rho^{k+1} \leq \sum_{j=0}^{k-1} (b_j - b_{j+1}) e^{-\lambda(j+1)\Delta t} |w^{k-j}| + C_3 |\rho^1| \leq \sum_{j=0}^{k-1} (b_j - b_{j+1}) e^{-\lambda(j+1)\Delta t} + b_k \frac{C_2 |\rho^1|}{b_k} \leq \sum_{j=0}^{k-1} (b_j - b_{j+1}) e^{-\lambda(j+1)\Delta t} + b_k \frac{C_2 |\rho^1|}{b_k}, \]  

(44)

where the second inequality is true by (43) and the last by (42). By mathematical induction, the proof of the second part is completed.

\[ \blacksquare \]

**Theorem 2.3.** Let us assume the conditions of Lemma 2.1, then the discrete scheme (13) is convergent and it follows that

\[ \|w^k - \tilde{w}^k\|_{\Delta x} \leq C_4 \left( \Delta t^{2-\alpha} + \Delta x^2 \right), \]

for \( k = 1, 2, \ldots, N \), where \( C_4 \) is a positive constant independent of \( \Delta t \) and \( \Delta x \).

**Proof.** By Theorem 2.1, there exists a positive constant \( C_1 \), such that for \( \Delta t \) and \( \Delta x \) small enough there holds

\[ |R_k^j| \leq C_1 \Delta t^\alpha \left( \Delta t^{2-\alpha} + \Delta x^2 \right), \]

where \( k = 1, \ldots, N, j = 1, \ldots, n - 1 \). Then by (33) we get

\[ \|R^j\|_{\Delta x} \leq C_1 \sqrt{y} \Delta t^\alpha \left( \Delta t^{2-\alpha} + \Delta x^2 \right). \]  

(45)

By Lemma 2.1 for \( c \neq \lambda^p \) and \( k = 1, \ldots, N \) we have

\[ |w^k| \leq \frac{C_2 |\rho^1|}{|c - \lambda^p| \lambda^p}. \]

Similarly, by (33) and (45), we have the following:

\[ \|E^k\|_{\Delta x} \leq \frac{C_2}{d |c - \lambda^p|}, \]

\[ \|R^1\|_{\Delta x} \leq \frac{C_2}{\Gamma(2-\alpha)|c - \lambda^p|}, \]

\[ C_1 \sqrt{y} \Delta t^\alpha \left( \Delta t^{2-\alpha} + \Delta x^2 \right). \]
Then $C_4 = \frac{C_2}{|c - \lambda^a| T(2 - \alpha)} C_1 \sqrt{Y}$. If $c = \lambda^a$, then by Lemma 2.7 for $k = 1, \ldots, N$ we have

$$|x^k| \leq \frac{C_2 \alpha^a T^a |y^k|}{b_{k-1}} \leq \frac{C_2\alpha^a T^a |y^k|}{b_{N-1}N^a} \leq \frac{C_2\alpha^a T^a |y^k|}{1 - \alpha},$$

where the second inequality holds by Proposition 2.2 and the last by (23). Similarly

$$\|E^k\|_{\Delta x} \leq \frac{C_2\alpha^a T^a \|R^k\|_{\Delta x}}{1 - \alpha} \leq \frac{C_2\alpha^a T^a}{1 - \alpha} C_1 \sqrt{Y} (\Delta^2 + \Delta x^2).$$

Then $C_4 \leq \frac{C_2 T^a}{1 - \alpha} C_1 \sqrt{Y}$.

We recall the observation of [16] that the rate of convergence depends on the smoothness of the option payoff function. Since the payoff function is not continuously differentiable (in the case of the European option, the critical point is at the strike), the rate of convergence can be lower than indicates the previous theorem. This problem can resolve the smoothing of the payoff function, for example, by transforming the original payoff function $f(x)$ into $f'(x) = \frac{1}{\sqrt{\pi}} \int_{|x-y|}^{\infty} f(x-y) dy$ [14]. The same remark is true for both the finite difference (FD) and the CRR method (the method considered in the numerical examples). A further analysis of the impact of smoothing the payoff function extends the scope of this paper. Let us observe that because of the lack of unconditional stability/convergence (i.e., the stability/convergence which is independent of $\Delta t$ and $\Delta x$) we can not decide which value of the parameter $\theta$ is the most optimal. In [24] it was shown that for the subdiffusive B-S model (case $\lambda = 0$) the most optimal value is $\bar{\theta}_o = \frac{2 - 3^{-\alpha}}{3 - 2^{-\alpha}}$. Then the lowest boundary for an error is achieved with the conservation of unconditional stability/convergence. We cannot repeat this approach since (18) is not unconditionally stable/convergent. However, for $\theta = 0$ and $\lambda^a \leq c$, (16) holds for all $\Delta t$ and $\Delta x$. Thus, by Theorem 2.3 in that particular case the numerical scheme (18) is unconditionally convergent. Note that all considerations - especially (23) - are much easier if $\theta = 0$. Only in this scenario, the stability/convergence of (18) can be obtained independently on $\Delta x$. Moreover, we have shown the conditional convergence only for $\theta = 0$. In our opinion, the implicit scheme (i.e., the scheme (19) for $\theta = 0$) has the most practical impact. In Figure 2, the relation between the price of European call option and the parameter $\theta$ is presented. For the considered parameters and $\theta = 0$, (36) is satisfied. However, with increasing $\theta$, the numerical scheme (16) loses stability. Note that in the case of the subdiffusive B-S model, the unconditional stability/convergence is provided for $\theta \in [0, \bar{\theta}_o]$, and for $\theta \in (\bar{\theta}_o, 1]$ there is a conditional stability/convergence [24]. In the classical B-S the same property is conserved because $\bar{\theta}_i = 1/2$ [22]. For the case considered in Figure 2, $\bar{\theta}_o = 0.46$. We can conclude that each generalization of the B-S model is paid by a more narrow interval for $\theta$ where the unconditional stability/convergence holds. We can also observe that with the generalization of B-S model, the conditions providing convergence are getting more complex. Note that for given parameters $T$, $\alpha$, $\lambda$, $r$ finding $N$ such that (36) is satisfied can be difficult or even impossible, especially for the “big” $\lambda$.

Let us observe that the tsB-S model (similarly to a standard B-S model) uses the expiration time in a non-dimensional form - in other words, $T = 1$ can be 1 day or 1 year. It is important to highlight that an interest rate $r$, a dividend rate $d$, volatility $\sigma$ and tempered subdiffusion parameters $\alpha$, $\lambda$ have to be related with the considered unit of time. This is the essence of the following fact:

**Proposition 2.4.** Let us denote $C_{tsB-S}(Z_0, K, T, r, \delta, \alpha, \lambda)$ as a fair price of the European call option in the tsB-S model. Then, for $\beta > 0$ we have:

$$C_{tsB-S}(Z_0, K, T, r, \delta, \alpha, \lambda) = C_{tsB-S}(Z_0, K, \beta T, \frac{r}{\beta}, \frac{\delta}{\beta}, \frac{\sigma}{\sqrt{\beta}}, \alpha, \lambda).$$

(46)

**Proof.** Let us consider a change of scale of time:

$$t^* = \beta t,$$

(47)

for $\beta > 0$ and $t \in [0, T]$. An interest rate after transformation (47) is related to the old one by

$$e^{r T} = e^{r^* T},$$
Figure 2: The European call price in dependence of $\theta$. The result of lack of stability is observed. The parameters: $T = \sigma = \lambda = 0.3, S_0 = 1$, $r = 0.08, x_{\min} = -20, x_{\max} = 10, n = 5000, N = 100, \alpha = 0.8, K = 2$.

Hence,

$$r^* = \frac{r}{\beta}. \quad (48)$$

After the time transformation $(47)$, $\sigma$ will change as follows:

$$\sigma^* = \frac{\sigma}{\sqrt{\beta}}. \quad (49)$$

Therefore, based on $(47)-(48)$ and $(49)$ we get

$$C(Z_0, K, T, r, \delta, \sigma) = C(Z_0, K, T \beta, r \beta, \delta \beta, \sigma \sqrt{\beta}), \quad (50)$$

where $\beta > 0$ and $C(Z_0, K, T, r, \delta, \sigma)$ denotes a fair price of European call option in the standard B-S model. It is worth to observe, that $(50)$ can be easily verified. We know, that the fair price of European call option in dependence on $(Z_0, K, T \beta, r \beta, \delta \beta, \sigma \sqrt{\beta})$ (for $\beta > 0$) is given by B-S formula [31]:

$$C(Z_0, K, T \beta, r \beta, \delta \beta, \sigma \sqrt{\beta}) = Z_0 e^{-\delta \beta T} \Phi(d_1) - K e^{-r \beta T} \Phi(d_2), \quad (51)$$

where $d_1 = \frac{\log\left(\frac{Z_0}{K} + \frac{r \beta - \delta \beta + \frac{\sigma^2 \beta}{2}T}{\sqrt{\beta}} \right)}{\sqrt{T \beta}}$ and $d_2 = d_1 - \frac{\sigma \sqrt{T \beta}}{\sqrt{\beta}}$. Since $\beta$ in $(51)$ can be reduced, so by $(51)$ we get $(50)$. By $(51)$ we have

$$\theta_{a,\lambda}(x, \beta t) = \frac{1}{\beta^a} \theta_{a,\lambda}\left(\frac{x}{\beta^a t}\right),$$

which can be summarized as

$$S_{a,\lambda}(\beta t) \overset{d}{=} \beta^a S_{a,\lambda}(t). \quad (52)$$
Let us observe that for $\beta > 0$ we have:

$$
C_{tS-B-S}(Z_0, K, T, r, \delta, \sigma, \alpha, \lambda) = \mathbb{E} C(Z_0, K, S_{\alpha,\lambda}(T \beta), r, \delta, \sigma, \alpha, \lambda) = \\
\mathbb{E} C(Z_0, K, \beta S_{\alpha,\lambda}(T), r, \delta, \sigma) = \mathbb{E} C(Z_0, K, S_{\alpha,\lambda,\beta}(T), r \beta^2, \delta \beta^2, \sigma \sqrt{\beta^2}) = \\
C_{tS-B-S}(Z_0, K, T, r \beta^2, \delta \beta^2, \sigma \sqrt{\beta^2}, \alpha, \beta, \lambda),
$$

(53)

where the first and last equalities are satisfied by \([28]\), the second equality by \([52]\), and the third by \([50]\). Based on \([53]\) the proof is completed.

### 2.5. Numerical examples

**Example 1.** The $tS-B-S$ is the generalization of the subdiffusive B-S model \([23, 24, 24]\) therefore, we can expect that for $\lambda$ close to 0 the prices in both models will be almost the same. It is important to note that for small $\alpha$ and $\lambda$ close to 0, the term $\lambda^\alpha$ can be close to 1. Then, even for $\lambda$ close to 0, \([5]\) is not reducing to the subdiffusive PDE \([24]\) (to be so, $\lambda^\alpha$ has to diminish). Let us consider the following parameters: $\lambda = 10^{-10}$, $T = 1$, $K = 2$, $Z_0 = 1$, $\theta = 0$, $x_{\text{min}} = -10$, $x_{\text{max}} = 10$, $r = \sigma = 0.5$, $n = N = 900$. In Table\(1\) the prices of European call options in the $tS-B-S$ and subdiffusive models for different $\alpha$ are presented. The last column of the table is the relative difference, i.e., $|C_{tS-B-S} - C_{\text{subB-S}}|/C_{tS-B-S}$. We see that for a small value of $\alpha$, even $\lambda$ close to 0 cannot guarantee that both models will return almost the same result. However, with $\lambda \rightarrow 0$, $tS-B-S$ will be reduced to the subdiffusive model. The essential question is how small $\lambda$ should be to allow the $tS-B-S$ model for a given $\alpha$ to be close to the subdiffusive B-S model. Consider the threshold to be equal to 1%. If such an effect is caused by the term $\lambda^\alpha$, we have to provide at least $\lambda^\alpha = 1\%$. In Table\(2\) the prices of European call options are presented in the $tS-B-S$ and subdiffusive B-S models for different parameters $\alpha$ and $\lambda = 0.01/\alpha$. We see that for the assumed threshold 1%, the relative difference $|C_{tS-B-S} - C_{\text{subB-S}}|/C_{tS-B-S}$ is between 1.33% and 1.35%. Therefore, we conclude that the effect discussed is caused by the term $\lambda^\alpha$. Note that for the considered parameters and all $\alpha$ from Table\(1\) Table\(2\) and Table\(3\) the convergence condition \([55]\) is satisfied.

| $\alpha$ | $C_{tS-B-S} \times 10^\alpha$ | $C_{\text{subB-S}} \times 10^\alpha$ | relative difference |
|----------|-------------------------------|-------------------------------|-------------------|
| $\alpha = 10^{-10}$ | 97.86 | 15.11 | 547.66% |
| $\alpha = 0.01$ | 58.86 | 15.22 | 286.69% |
| $\alpha = 0.1$ | 18.51 | 16.15 | 14.67% |
| $\alpha = 0.2$ | 17.2 | 16.97 | 1.35% |
| $\alpha = 0.3$ | 17.59 | 17.57 | 0.13% |
| $\alpha = 0.4$ | 17.91 | 17.91 | 0.01% |
| $\alpha = 0.5$ | 17.97 | 17.97 | 1.21 $\times 10^{-5}$ |
| $\alpha = 0.6$ | 17.7 | 17.7 | 1.1 $\times 10^{-6}$ |
| $\alpha = 0.7$ | 17.06 | 17.06 | $10^{-7}$ |
| $\alpha = 0.8$ | 16.03 | 16.03 | 9.3 $\times 10^{-9}$ |
| $\alpha = 0.9$ | 14.58 | 14.58 | 7.58 $\times 10^{-10}$ |
| $\alpha = 0.999$ | 12.77 | 12.77 | 1.82 $\times 10^{-12}$ |

Table 1: The prices of the European call option in $tS-B-S$ and subdiffusive B-S for $\lambda = 10^{-10}$ and different $\alpha$. For small $\alpha$ the prices provided by both models are not close to each other.

Finally, we expect that for $\alpha$ close to 1, the prices of the option in $tS-B-S$ should be close to the prices provided by the subdiffusive B-S and B-S model. Let us take $\alpha = 0.999$. In Table\(3\) we investigate how close $tS-B-S$ and B-S are, depending on $\lambda$. The last row of the table is the relative difference, i.e., $|C_{tS-B-S} - C_{B-S}|/C_{B-S}$. The related price of the European call option in the subdiffusive B-S and B-S models is 0.1277 and 0.1276, respectively. The models return results that are very close to each other. Note that as $\lambda$ increases, the relative difference also increases.

In Figure\(3\) we present how the price of the European call option $C_{tS-B-S}$ behaves for different values of $\alpha$ and $\lambda$. To correctly present the shape of $C_{tS-B-S}(\alpha, \lambda)$, we have to use a more dense mesh for $\lambda$ close to 0. It is also worth mentioning that $C_{tS-B-S}(\alpha, \lambda)$ is not an injective function. The parameters are $\sigma = r = T = Z_0 = 1$, $K = 2$, $n = 1000$, $N = 400$, $x_{\text{min}} = -10$, $x_{\text{max}} = 10$, $\theta = 0$. 
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α \lambda = 0.01^{1/4}.

\begin{table}
\centering
\begin{tabular}{|c|c|c|c|}
\hline
\alpha & \lambda & C_{tSb,S} \times 10^4 & C_{nbp,S} \times 10^4 \\
\hline
0.01 & 10^{-11} & 15.42 & 15.22 \\
0.02 & 10^{-100} & 15.54 & 15.33 \\
0.03 & 2.15 \times 10^{-57} & 15.65 & 15.44 \\
0.04 & 10^{-50} & 15.76 & 15.55 \\
0.05 & 10^{-40} & 15.86 & 15.65 \\
0.06 & 4.64 \times 10^{-34} & 15.97 & 15.76 \\
0.07 & 2.68 \times 10^{-29} & 16.07 & 15.86 \\
0.08 & 10^{-25} & 16.17 & 15.96 \\
0.09 & 6 \times 10^{-23} & 16.27 & 16.05 \\
0.1 & 10^{-20} & 16.36 & 16.15 \\
\hline
\end{tabular}
\caption{The prices of the European call option in tsB-S and subdiffusive B-S models for different $\alpha$ and $\lambda = 0.01^{1/4}$. For each $\alpha$ the prices provided by both models are close to each other.}
\end{table}

\begin{table}
\centering
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline
\lambda & C_{tSb,S} \times 10^2 & 0.01 & 0.1 & 0.4 & 0.7 & 0.9 \\
\hline
\alpha & \text{relative difference} & 12.77 & 12.78 & 12.78 & 12.81 & 12.82 \\
\hline
relative difference & 0.1% & 0.11% & 0.16% & 0.29% & 0.41% & 0.49% \\
\hline
\end{tabular}
\caption{The prices of European call options in the tsB-S model with a relative difference from the corresponding prices of the option in the B-S model for $\alpha = 0.999$ and different $\lambda$. In each case, the prices provided by both models are close to each other.}
\end{table}

**Example 2.** Let us take the parameters $Z_0 = 1$, $\sigma = 1$, $\alpha = \theta = 0$, $x_{\text{max}} = 10$, $x_{\text{min}} = -20$, $n = 70$, $N = 360$. In Figure 4 we present the dependence of the fair price of the European call option on $K$ and $T$. We see how the well-known interactions from the classical and subdiffusive cases are conserved in tsB-S. For Figure 4 we take $r = \lambda = 1$. Let us observe that for parameters of Figures 3-4 (36) holds. In Figures 5 (a) and 5 (b) we compare the FD with the MC (Monte Carlo) method (for $M_1 = 400$ repetitions and $k_1 = 50$ intermediate points) explained in [28] and the CRR method explained in [4] (for $M_2 = 400$ repetitions and $k_2 = 40$ intermediate points). The other parameters are $N = 360$, $K = 2$. For such parameters, all methods compute the price of the option at approximately the same time 1.1s. We conclude that MC and CRR are less accurate than FD output. Increasing the value of numerical parameters $k$ and $M$ of both methods follows their output is approaching the real fair price but also increases the time of computation. Although for most of the values $\lambda$ in Figure 5 (a) the convergence condition (36) is not satisfied, the output of the FD method is in the regime indicated by the MC and CRR methods. However, if (36) is not provided, the output of the FD method may be different from the real value of the option. Particular caution should be taken for the "big" $\lambda$. In Figure 5 (b) the effect of lack of convergence is observed. The best practice is to use the method if its convergence conditions are provided.
Figure 3: The dependence of the European call price on $\lambda$ and $\alpha$ for $T = 1$. Note that for $\lambda = 0$, the argument $T = 1$ is the inflection point of the function $C_{tsB-S}(\alpha, T)$ [23].

Figure 4: The dependence on $K$ and $T$ of the European call price in $tsB-S$ model. The behavior of the option price in the dependence of financial parameters is analogous to the classical B-S model.

**Example 3.** Let us consider the parameters: $T = K = \sigma = r = \lambda = 1$, $\delta = 0$, $Z_0 = 2$, $n_{FD} = 200$, $N_{FD} = 200$, $\theta = 0$, $x_{max} = 10$, $x_{min} = -20$. The equality (46) can be used to optimize numerical methods. Tables 4-6 present relative errors (multiplied by $10^3$) calculated by $\alpha$ and scale parameter $\beta$, for the FD, MC and CRR methods (the latter two were introduced in Example 2). MC and CRR methods were used for $M_{MC} = M_{CRR} = 1000$ repetitions and $k_{CRR} = k_{MC} = 50$ intermediate points. Furthermore, for the CRR method, we take $n_{CRR} = 50$, where $n_{CRR}$ is the number of nodes in the classical CRR method. The exact value is approximated by the result of the FD method for
Figure 5: The price of European call option in dependence of $\lambda$ for $T = 0.5$.

$N_{FD} = 800$, $n_{FD} = 300$, and $\beta = 1$. Tables 7 - 9 contain running time (in seconds) corresponding to Tables 4 - 6. Let us observe that the FD method is not significantly dependent on the scale parameter $\beta$ - that is, for each investigated value of $\beta$ the method returns the same values approximately at the same time. However, the MC and CRR methods depend significantly on $\beta$, where the sensitivity to this parameter increases for smaller $\alpha$. In particular, both methods work in a "long" time for the "small" values of $\beta$. Moreover, they are not precise for "big" $\beta$. Optimization of $\beta$ with respect to the MC and CRR methods seems to be an interesting matter. We can conclude from this numerical example that the FD method has an advantage over the MC and CRR methods, which is the lack of sensitivity on the scale parameter $\beta$. 
3. Summary

In this paper:

– We have shown that the solution of the fractional tempered B-S equation is equal to the fair price of the European option with respect to $\mathbb{Q}$ in the tsB-S model.

– We have introduced a weighted numerical scheme for this equation. It allows us to approximate the fair price of European call options in the tsB-S model.

– We have given conditions under which the discrete scheme is stable and convergent.

Table 4: A relative error (multiplied by $10^3$) for the FD method in dependence on $\alpha$ and $\beta$.

| $\alpha$ | $\beta$ | $10^{-8}$ | $10^{-3}$ | 1 | $10^3$ | $10^8$ |
|----------|----------|------------|------------|---|--------|--------|
| 0.67     | 0.67     | 3.81       | 3.81       | 3.81| 3.81   | 3.81   |
| 0.7      | 0.7      | 3.68       | 3.68       | 3.68| 3.68   | 3.68   |
| 0.8      | 0.8      | 3.34       | 3.34       | 3.34| 3.34   | 3.34   |
| 0.9      | 0.9      | 3.23       | 3.23       | 3.23| 3.23   | 3.23   |
| 0.99     | 0.99     | 3.39       | 3.39       | 3.39| 3.39   | 3.39   |

Table 5: A relative error (multiplied by $10^3$) for the MC method in dependence on $\alpha$ and $\beta$.

| $\alpha$ | $\beta$ | $10^{-8}$ | $10^{-3}$ | 1 | $10^3$ | $10^8$ |
|----------|----------|------------|------------|---|--------|--------|
| 0.67     | 0.67     | 8.67       | 1.71       | 3.87| 13.17  | 440.75 |
| 0.7      | 0.7      | 2.34       | 0.39       | 4.96| 10.97  | 436.89 |
| 0.8      | 0.8      | 2.85       | 1.71       | 9.29| 4.76   | 89.9   |
| 0.9      | 0.9      | 6.32       | 2.61       | 2.3 | 8.08   | 16.52  |
| 0.99     | 0.99     | 5.09       | 5.62       | 5.49| 4.81   | 5.39   |

Table 6: A relative error (multiplied by $10^3$) for the CRR method in dependence on $\alpha$ and $\beta$.

| $\alpha$ | $\beta$ | $10^{-8}$ | $10^{-3}$ | 1 | $10^3$ | $10^8$ |
|----------|----------|------------|------------|---|--------|--------|
| 0.67     | 0.67     | 2.94       | 0.35       | 5.83| 13.96  | 440.75 |
| 0.7      | 0.7      | 0.74       | 4.41       | 3.02| 18.49  | 436.89 |
| 0.8      | 0.8      | 0.65       | 2.49       | 2.44| 7.53   | 86.73  |
| 0.9      | 0.9      | 2.37       | 1.74       | 1.38| 6.05   | 13.03  |
| 0.99     | 0.99     | 2.74       | 3.9        | 3.45| 4.97   | 4.32   |

Table 7: Computation time of FD metod corresponding to Table 4.

| $\alpha$ | $\beta$ | $10^{-8}$ | $10^{-3}$ | 1 | $10^3$ | $10^8$ |
|----------|----------|------------|------------|---|--------|--------|
| 0.67     | 0.67     | 0.71       | 0.63       | 0.64| 0.66   | 0.66   |
| 0.7      | 0.7      | 1.43       | 1.44       | 1.38| 1.49   | 1.4    |
| 0.8      | 0.8      | 0.65       | 0.56       | 0.45| 0.46   | 0.55   |
| 0.9      | 0.9      | 0.84       | 0.77       | 0.94| 0.91   | 0.81   |
| 0.99     | 0.99     | 0.6        | 0.63       | 0.78| 0.61   | 0.63   |
– We have discussed the problem of the optimal discretization parameter $\theta$ in dependence of the subdiffusion parameter $\alpha$ with tempering parameter $\lambda$.

– We have presented some numerical examples to illustrate the introduced theory.

We believe that the numerical techniques presented in this paper can be successfully repeated for other fractional diffusion-type problems.
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