Primordial black holes as dark matter and gravitational waves from single-field polynomial inflation
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Abstract. We consider the possibility that the majority of dark matter in our Universe consists of black holes of primordial origin. We determine the conditions under which such black holes may have originated from a single-field model of inflation characterized by a quartic polynomial potential. We also explore the effect of higher-dimensional operators. The large power spectrum of curvature perturbations that is needed for a large black hole abundance sources sizable second order tensor perturbations. The resulting stochastic background of primordial gravitational waves could be detected by the future space-based observatories LISA and DECIGO or — as long as we give up on the dark matter connection — by the ground-based Advanced LIGO-Virgo detector network.
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1 Motivations and main results

The possibility that all dark matter in our Universe consists of black holes of primordial origin (PBHs) is exciting. This is a viable idea in the mass window $10^{17} \lesssim M_{\text{PBH}} \lesssim 10^{21}$, as recently discussed in refs. [1–3]. Assuming the majority of dark matter (or at least a sizable fraction) to be comprised of PBHs, in this work we will investigate the mechanism that is responsible for its generation. We consider the case in which the inflaton potential features an approximate stationary inflection point a few e-folds before the end of inflation. As it is well-known, in this case it is possible to have a peak in the power spectrum of comoving curvature perturbations at scales much smaller than those probed by cosmic microwave background (CMB) anisotropy measurements, $0.005 \lesssim k [\text{Mpc}^{-1}] \lesssim 0.2$. If these fluctuations have a large enough amplitude, they may trigger the collapse of Hubble-sized regions into PBHs upon horizon re-entry during the radiation-dominated era; see ref. [4] for a recent review. What kind of inflaton potential possesses the above-mentioned property? Early attempts in the context of single-field inflation were already put forward for the production of PBH dark matter in refs. [5–7]. More recently, a model based on a ratio of polynomials was proposed in [8], initiating a search for single-field inflation models with an approximate stationary inflection point for PBH formation. Popular examples that can accommodate this feature are motivated by string theory and supergravity, such as axion-like potentials [10, 11]. Other examples are potentials constructed within the framework of type IIB flux compactifications [12] or supersymmetric $\alpha$-attractor models [13]. In the context of more standard (bottom-up) particle physics models, an interesting possibility is offered by the case in which the approximate stationary inflection point has a radiative origin [14]. In this case, the inflaton $\phi$ has a classical potential that is dominated by the quartic term while at the quantum level an approximate stationary inflection point appears due to a precise balance between

\footnote{A phenomenological variant of this idea consists in adding an ad-hoc small bump to the inflaton potential [9].}
logarithmic and double-logarithmic corrections. Embedding this last idea in the context of PBH formation [15] requires the addition of a non-minimal, but completely general, coupling to gravity [16] that flattens the potential at large field values and allows us to fit the CMB observations. In this note, we are interested in the simplest possible scenario, in which the potential is the most general renormalizable one for a real scalar $\phi$:

$$V(\phi) = a_2 \phi^2 + a_3 \phi^3 + a_4 \phi^4$$

and the flattening at large field values is also due to the non-minimal quadratic coupling of $\phi$ to the Ricci scalar [15].

Let us anticipate our results straight away in figure 1. In the left panel, we show the fraction of the dark matter in the form of PBHs as a function of their mass $M_{\text{PBH}}$. We find acceptable inflationary solutions in which the majority of dark matter — in the case of figure 1 up to a fraction of order 70% — is comprised of PBHs (region shaded in green with solid boundary). The observationally excluded regions are depicted with diagonal vertical meshes and refer to limits based on extragalactic background photons from PBH Hawking evaporation [17] (left side, red) and micro-lensing searches [1] (right side, orange). As far as the bound based on Hawking evaporation is concerned, we assume Schwarzschild PBHs. See ref. [18] for an extension of this bound including a non-zero spin distribution, ref. [19] for a recent re-analysis and future prospects, and refs. [20–25] for additional constraints based on Hawking evaporation. Furthermore, it is worth noticing that the Hawking evaporation bound reproduced in figure 1 is strictly applicable only for a monochromatic PBH mass function. However, our PBH mass distribution is well described by a log-normal function with width $\sigma \simeq 0.25$, and for such small value of $\sigma$ the monochromatic bound can be considered as
approximately correct (see discussion in ref. [26]). The region shaded in pink with dashed boundary refers to a projected sensitivity of femto-lensing searches assuming 20 suitable gamma-ray burst events [2].

As we shall discuss in section 3, all the inflationary solutions that are capable of producing a sizable fraction of the dark matter in the form of PBHs obtained by means of the potential in eq. (1.1) are characterized by a spectral index at CMB scales \( n_s \lesssim 0.95 \). At face value, this number is slightly smaller compared to what is preferred by cosmological measurements, namely \( n_s \simeq 0.96 \), thus creating a 3\( \sigma \) tension with the latest Planck constraints [27]. As it was already pointed out in [15], and as we shall argue in more detail in section 3, this is not necessarily enough to rule out our solutions but it might be the indication (assuming the correctness of eq. (1.1)) of some non-standard cosmology beyond the base \( \Lambda \)CDM model. However, having a 3\( \sigma \) tension may be unsettling, and invoking a non-standard cosmological setup may not be the most appealing solution. For this reason, we will discuss in section 4 a simple — and arguably natural — way of circumventing the aforementioned \( n_s \) tension. The latter is based on just a slight deformation of the potential in eq. (1.1), by including higher-dimensional operators (HDO) of the form

\[
V(\phi) = a_2 \phi^2 + a_3 \phi^3 + a_4 \phi^4 + \sum_{n \geq 5} a_n \phi^n. \tag{1.2}
\]

We shall argue that a natural organization of the series of HDO leads to good inflationary solutions with a value of the spectral index in perfect agreement with Planck data. In fact, a single five-dimensional operator with a naturally small coefficient and negligible higher-order terms is sufficient. We show the abundance of PBHs generated by one of these solutions in the left panel of figure 1 (region shaded in cyan with dashed boundary). In this case we find that having 100\% of dark matter in the form of PBHs is in excellent agreement with CMB observations. It is also worth noticing that this population of PBHs satisfies the bound discussed in refs. [23, 24] based on the observation of the 511 keV gamma-ray line from positrons in the Galactic center, which is stronger than the Hawking evaporation bound obtained using the isotropic gamma-ray background.

We also discuss gravitational wave signatures. In the right panel of figure 1 — where we plot the gravitational wave energy density in units of the critical energy density as a function of frequency — we show the gravitational wave signal that comoving curvature perturbations generate as a second-order effect [28–33]. We superimpose the signal (region shaded in green with solid boundary for the quartic example in the left panel) on the expected sensitivity curves of the future gravitational wave detectors LISA (assuming the C1 configuration, see ref. [34]), DECIGO [35] and MAGIS-100 [36] (shaded regions with dashed boundaries, see caption for details). We find that the signal could be detected by LISA and DECIGO, and it stands out over the stochastic gravitational wave background from binary black holes (BBH) and binary neutron stars (BNS), which has been computed following ref. [37].

The position of the peak amplitude of the power spectrum of curvature perturbations, the peak height in the PBH mass distribution and the frequency of the peak of the gravitational wave signal are related by:

\[
\left( \frac{M_{\text{PBH}}}{10^{17} \text{g}} \right)^{-1/2} \approx \frac{k}{2 \cdot 10^{14} \text{Mpc}^{-1}} \approx \frac{f}{0.3 \text{Hz}}. \tag{1.3}
\]

A peak in the power spectrum of curvature perturbations at \( k \approx 2 \cdot 10^{16} \text{Mpc}^{-1} \) generates a gravitational wave signal with frequency \( f \approx 30 \text{ Hz} \). This is an interesting frequency for
Figure 2. Left panel: Fraction of the Universe’s mass in PBHs at their formation time as a function of the PBH mass. The bounds are taken from ref. [17]. Right panel. Fraction of the energy density in gravitational waves relative to the critical energy density of the Universe as a function of the frequency. The inflationary solution shown in this plot provides a good fit to all cosmological observables at CMB scales and can be obtained either with the quartic polynomial potential or with its generalization that includes HDO. In the first case, the solution is characterized by a spectral index $n_s \simeq 0.955$. While in the second case we find $n_s \simeq 0.965$, the latter in full agreement with the central value indicated by Planck data.

the ground-based Advanced LIGO-Virgo detector network, which already placed important limits on the energy density in gravitational waves by combining data from the first (O1) and second (O2) observing runs [38] (region shaded in yellow with diagonal meshes and solid boundary in figure 1; we also show the design sensitivity with dashed boundary). A gravitational wave signal at frequency $f \simeq 30$ Hz would correspond to PBHs with mass $M_{\text{PBH}} \simeq 10^{13}$ g. These PBHs cannot constitute the observed abundance of dark matter since they would have completely evaporated through the emission of Hawking radiation from their formation to the present day. Nevertheless, a population of PBHs with mass around $M_{\text{PBH}} \simeq 10^{13}$ g, although extinct today, is still subject to experimental constraints associated with the effects of their evaporation on big bang nucleosynthesis [17]. In the left panel of figure 2 we consider the case in which the PBH mass distribution peaks at $M_{\text{PBH}} \simeq 10^{13}$ g. We show the corresponding bounds in terms of the quantity $\beta(M_{\text{PBH}})$ which is related to the fraction of the Universe’s mass in PBHs at their formation time (see ref. [17] for details). In the right panel of figure 2 we show the corresponding second-order gravitational wave signal. In agreement with the scaling of eq. (1.3), the frequency of the peak is around $f \simeq 30$ Hz. This signal can be an appealing target for the updated Advanced LIGO sensitivity, as shown in figure 2, where we superimpose on the signal the bound obtained by combining the first and second observing runs [38] (region shaded in yellow with diagonal meshes) and the design sensitivity curve (region shaded in brown with dotted boundary) [39]. To make contact with the analysis in ref. [38], we have used the explicit value $H_0 = 67.9 \, \text{km s}^{-1} \, \text{Mpc}^{-1}$ for the present day Hubble expansion rate. To fully establish the relevance of the proposed signal, it is important — if not crucial — to understand to what extent it can be distinguished from the expected astrophysical stochastic gravitational wave background from coalescing (astrophysical) binary black holes (BBH) and binary neutron stars (BNS). A comprehensive...
analysis of this issue is left for future work. In the present note, we just compare the signal with the prediction of the astrophysical stochastic BBH+BNS background. The latter is shown in the right panel of figure 2 with a purple dashed line together with a gray band that represents the statistical Poisson uncertainty in the local binary merger rate [38, 40]. As this graphical comparison suggests, we may expect to be able to detect these signals, because the stochastic background from light PBHs (if present) lies well above the astrophysical one.

2 Analysis

Our analysis follows the standard literature. We shall, therefore, write down explicitly only those equations that are necessary to understand our line of reasoning. We set the reduced Planck mass to 1 ($M_{\text{Pl}} = 1$). Consider the inflaton $\phi$ with a quartic polynomial potential $V(\phi) = a_2\phi^2 + a_3\phi^3 + a_4\phi^4$. In full generality, we cannot avoid the presence of a non-minimal coupling to gravity of the form $\xi \sqrt{-g} \phi^2 R$, where $R$ is the Ricci scalar. This term is in fact required to exist for an interacting scalar field in curved space. In the Einstein frame, the potential is

$$V(\phi) = \frac{1}{(1 + \xi \phi^2)^2} (a_2\phi^2 + a_3\phi^3 + a_4\phi^4), \quad (2.1)$$

where the field $\phi$ is not canonically normalized. The potential $\tilde{V}(\phi)$ has the right properties to provide a working inflationary model since it has a minimum at $\phi = 0$ where inflation ends, and it flattens, thanks to the presence of the non-minimal coupling, at large field values. We look for viable inflationary solutions in the special case in which the values of the parameters $a_i$ and $\xi$ are such that an approximate stationary inflection point is present a few $e$-folds before the end of inflation at the field value $\phi = \phi_0$ (a stationary inflection point is defined by the two conditions $\tilde{V}'(\phi_0) = \tilde{V}''(\phi_0) = 0$). We refer to appendix A for the exact definition of the parametrization used in our numerical analysis.

As it is customary, the kinetic term of $\phi$ can be canonically normalized by means of the field redefinition (using the boundary condition $h(\phi = 0) = 0$)

$$\frac{dh}{d\phi} = \sqrt{\frac{1 + \xi\phi^2(1 + 6\xi)}{1 + \xi\phi^2}} \implies h = \sqrt{\frac{1 + 6\xi}{\xi}} \sinh^{-1} \left[ \frac{\phi \sqrt{\xi(1 + 6\xi)}}{\sqrt{1 + \xi(1 + 6\xi)\phi^2}} \right]$$

$$- \sqrt{6} \tanh^{-1} \left[ \frac{\sqrt{6} \xi \phi}{\sqrt{1 + \xi(1 + 6\xi)\phi^2}} \right], \quad (2.2)$$

and we indicate with $U(h) \equiv \tilde{V}[\phi(h)]$ the physical potential function of the canonically normalized field $h$. The dynamics of $h$ can be obtained solving the equation of motion [41]

$$\frac{d^2h}{dN_e^2} + 3 \frac{dh}{dN_e} \left( \frac{dh}{dN_e} \right)^2 + \frac{3}{2} \left( \frac{dh}{dN_e} \right)^2 \frac{d\log U}{dh} = 0,$$  \quad (2.3)$$

with slow-roll initial conditions. $N_e$ indicates the number of $e$-folds defined by $dN_e = H dt$, where $H \equiv \dot{a}/a$ is the Hubble rate, $a$ the scale factor of the Friedmann-Lemaître-Robertson-Walker metric, and $t$ the cosmic time (with $\dot{} \equiv d/dt$). In the left panel of figure 3 we show the

\footnote{A non-minimal coupling to gravity of the form $\phi R$ which is linear in the field $\phi$ can be eliminated by a field redefinition at the prize of redefining the Newton’s constant in the Jordan frame.}
while the values of \( \lambda \) and \( \xi \) are tuned in order to obtain, respectively, the correct normalization of the power spectrum \( A_s \) at CMB scales and the maximum amount of PBH abundance compatible with observations. The results of a scan over different values of \( c_{2,3} \), with \( \lambda \) and \( \xi \) tuned accordingly, as discussed before, will be presented in section 3 but the results discussed in the rest of this section are of general validity. Typical values of \( \lambda \) and \( \xi \) for the solutions that we find are of order \( \lambda \sim O(10^{-9}) \) and \( \xi \sim O(0.1) \). The dashed blue line in figure 1 (which refers to the right-side \( y \)-axis) represents the physical potential \( U(h) \) as a function of the canonically normalized field \( h \). Inflation starts at large field values and ends at the absolute minimum of the potential (at \( h = 0 \)). Before the end of inflation, the potential features the presence of an approximate stationary inflection point with a local minimum, marked by the vertical black dotted line close to \( h = 1 \), and a subsequent local maximum, marked by the black vertical dot-dashed line (we refer to appendix A for a better visualization of the potential close to the approximate stationary inflection point). The solid red line (which refers to the left-side \( y \)-axis) represents the inflaton velocity \( dh/dN_e \) as a function of the canonically normalized field \( h \). Along the inflationary trajectory, the red dots count the number of \( e \)-folds (in steps of 5). It is instructive to follow the amount of inflation by tracking the comoving wavelengths \( \lambda \) that — one after each other starting from the largest one (that is from small to large comoving wavenumber \( k = 2\pi/\lambda \)) — exit the conformal Hubble horizon \( 1/(aH) \) as inflation proceeds.\(^3\) The yellow star marks the number of \( e \)-folds corresponding to the Hubble exit of the pivot scale \( k_\ast = 0.05 \text{ Mpc}^{-1} \) where we fit the CMB observables. From this time to the end of inflation, we count \( \Delta N_e^{0.05} \approx 51.4 \)

\(^3\) It is common to use loosely the term “horizon” to refer to the boundary at a Hubble length \( 1/(aH) \). We will follow this practice here.
e-folds, where $\Delta N_k^e$ is the number of e-folds between the time at which the scale $k$ (in Mpc$^{-1}$) exits the Hubble horizon and the end of inflation. This is enough to solve the horizon and flatness problems of our observable Universe. We recall that at least from 50 to 60 e-folds of inflation are needed between the time that the largest observable scale, $k \sim 0.001$ Mpc$^{-1}$ exited the Hubble horizon and the time at which inflation ended. In the numerical solution explored in this section, we count $\Delta N_e^{0.001} \approx 55.4$ e-folds. When the inflaton draws near the approximate stationary inflection point, its velocity suddenly decreases almost to zero. The inflaton almost stops close to the approximate stationary inflection point of the potential but it has just enough inertia to overcome the barrier. This part of the dynamics is called ultra-slow roll (USR) phase \cite{42}. It corresponds to the vertical region shaded in pink, which lasts for approximately $\Delta N_{\text{USR}} \simeq 2.45$ e-folds. The USR phase is formally defined by the condition $\eta_H > 3$ on the Hubble parameter $\eta_H$ defined by

$$
\epsilon_H \equiv \frac{\dot{H}}{H^2} = \frac{1}{2} \left( \frac{d\dot{h}}{dN_e} \right)^2, \quad \eta_H \equiv -\frac{\ddot{H}}{2H\dot{H}} = \epsilon_H - \frac{1}{2} \frac{d\log \epsilon_H}{dN_e}.
$$

(2.5)

It is also possible to introduce the so-called Hubble-flow parameters defined (for $i \geq 1$) by $\epsilon_i \equiv \dot{\epsilon}_{i-1}/(H \epsilon_{i-1})$, with the first parameter of the series given by $\epsilon_0 \equiv 1/H$. In this case we have $\epsilon_1 = \epsilon_H$ and $\epsilon_2 = 2\epsilon_H - 2\eta_H$, and, alternatively, the USR phase can be identified with the region where $\epsilon_2 < -6$.

The presence of the USR phase boosts significantly the power spectrum of comoving curvature perturbations, $P_{\mathcal{R}}(k)$. At the linear order in the Hubble parameters (in the slow-roll approximation), we have

$$
P_{\mathcal{R}}(k) = \frac{H^2}{8\pi^2 \epsilon_H} \left( \frac{k}{aH} \right)^{-4\epsilon_H + 2\eta_H} = A_s \left( \frac{k}{aH} \right)^{n_s - 1},
$$

(2.6)

with spectral index $n_s = 1 - 4\epsilon_H + 2\eta_H$ and amplitude $A_s = H^2/8\pi^2 \epsilon_H$. Although these expressions are only approximate, they indicate that when the inflaton almost stops at the approximate stationary inflection point (where it accumulates almost 5 e-folds and we have $\epsilon_H \propto (d\dot{h}/dN_e)^2 \approx 0$) a sudden increase of $P_{\mathcal{R}}(k) \propto 1/\epsilon_H$ occurs. This happens for comoving scales of order $k \sim 10^{14}$ Mpc$^{-1}$. As it is well known, eq. (2.6) is not enough to fully describe the power spectrum at small scales in the presence of an USR phase \cite{15, 43–45}. To account accurately for the dynamics, we solve numerically, for each mode $k$, the Mukhanov-Sasaki equation in Fourier space

$$
\frac{d^2 u_k}{dN_e^2} + (1 - \epsilon_H) \frac{d u_k}{dN_e} + \left[ \frac{k^2}{a^2 H^2} + (1 + \epsilon_H - \eta_H)(\eta_H - 2) - \frac{d}{dN_e}(\epsilon_H - \eta_H) \right] u_k = 0,
$$

(2.7)

where $u_k$ is related to the gauge-invariant comoving curvature perturbation $\mathcal{R}$ by means of the relation (in position space) $\mathcal{R} = -u/z$, with $z = a(d\dot{h}/dN_e)$. We impose standard Bunch-Davies initial conditions. The power spectrum of $\mathcal{R}$ is:

$$
P_{\mathcal{R}}(k) = \frac{k^3}{2\pi^2} \left| \frac{u_k}{z} \right|^2 \left| k \ll aH \right|,
$$

(2.8)

where for each mode $k$ the contribution to $P_{\mathcal{R}}(k)$ is evaluated on super-Hubble scales $k \ll aH$ where it remains frozen. We show the power spectrum corresponding to the numerical solution explored in this section in the right panel of figure 3. The black line is the solution.
obtained by means of eq. (2.8). At small $k$, the power spectrum is well-described by the slow-roll approximation in eq. (2.6) (dashed line). At larger $k$, the power spectrum has a pronounced dip (vertical dotted green line in figure 3) at scales that exit the Hubble horizon few e-folds before the onset of the USR phase. This sudden dip is followed by a rapid growth that can be well-described by a power law with scaling approximately given by $\sim k^{3.49}$ (where the exponent is specific for the values of eq. (2.4)). The power spectrum peaks at scales $k \sim 10^{14} \text{Mpc}^{-1}$ with a peak amplitude of order $A_s \sim 10^{-1}$. As discussed in [15], the difference in $P_R(k)$ between the approximate and the Mukhanov-Sasaki solutions in this region is of a couple of orders of magnitude, which is very relevant for the PBH abundance, as this is exponentially sensitive to $P_R(k)$.

The relation between the USR phase and the growth of the power spectrum deserves an in-depth discussion, and a simple — although just approximated — analytical understanding is possible. The equation of motion of the inflaton, eq. (2.3), can be recast in the form

$$\eta_H = 3 + (3 - \epsilon_H) \frac{d \log U}{dh} \left( \frac{dh}{dN_e} \right)^{-1}. \quad (2.9)$$

In what follows, we will assume that $\epsilon_H < 3$. From the previous equation we see that $\eta_H \leq 3$ are the possible values attainable for a monotonically increasing potential, with $\eta_H = 3$ corresponding, for instance, to the presence of a stationary inflection point. Therefore, in the presence of an approximate stationary inflection point, the USR phase $\eta_H > 3$ is confined to the small region in between the local minimum and the subsequent maximum of the potential (see the pink strip in the left panel of figure 3), where the second term on the right side of eq. (2.9) becomes positive and enhances $\eta_H$. As far as the behavior of perturbations in eq. (2.7) is concerned, however, the condition $\eta_H > 3$ is not immediately illuminating. It is more instructive to look at the equation for the comoving curvature perturbation in Fourier space $R_k$ for the mode with comoving wavenumber $k$, which we write in the exact form

$$\frac{d^2 R_k}{dN_e^2} + (3 + \epsilon_H - 2\eta_H) \frac{dR_k}{dN_e} + \frac{k^2}{a^2 H^2} R_k = 0. \quad (2.10)$$

This is the differential equation of a damped harmonic oscillator. After horizon crossing ($k = aH$) during inflation, and for a standard positive friction term, the solution to eq. (2.10) freezes exponentially fast to a constant value. This is because in the limit $k^2/a^2 H^2 \ll 1$, in which we neglect the last term in eq. (2.10), the solution has first derivative given by $dR_k/dN_e \propto e^{-(3-2\eta_H)N_e}$ (assuming $\epsilon_H \ll |\eta_H|$ and the latter constant) with $N_e$ the number of e-folds after horizon crossing. However, if the condition $2\eta_H - \epsilon_H > 3$ is met during the subsequent evolution of the inflaton field, a phase during which the friction term is negative (driving force) takes place. In such a situation, an exponential growth (or suppression) of the mode is possible. To better illustrate this point, let us define $\Theta \equiv 3 + \epsilon_H - 2\eta_H$ and $\epsilon^2_k \equiv k^2/a^2 H^2$. We indicate with $N_{in}$ ($N_{end}$) the e-fold time at which the negative friction phase starts (ends). For simplicity, we take $\Theta$ to be a negative constant in this range, and assume a constant $\epsilon^2_k$ equal, for instance, to the value it takes at $N_{in}$. We also impose the boundary conditions $R_k(N_{in}) = R_0$ and $dR_k/dN_e(N_{in}) = 0$, which simulate a mode freezing at some early time before the negative friction phase. These approximations are enough for
a qualitative understanding of eq. (2.10).\footnote{A slightly better approximation can be obtained if we rewrite eq. (2.10) in the form}

\[
\frac{d\hat{R}_k}{dN_e^2} + \Theta \frac{d\hat{R}_k}{dN_e} + \epsilon^2 e^{-2N_e} \hat{R}_k = 0, \quad \text{with} \quad \epsilon^2 \equiv \left( \frac{k}{H_*} \right)^2,
\]

with \( k_* = 0.05 \text{Mpc}^{-1} \) the pivot scale at which \( N_{\text{CMB}} = 0 \) where we fit CMB observables and \( H_* \equiv H(N_{\text{CMB}}) \).

In this approximation, \( H = H_* \) is constant during the negative friction phase (equal to the value it takes at \( N_{\text{in}} \)). Eq. (2.11) admits the general solution

\[
\hat{R}_k(N_e) = \left( \frac{\epsilon_k}{2} \right)^{\Theta/2} e^{-N_e^{\epsilon/2} \left[ c_1 \Gamma(1 - \Theta/2) J_{-\Theta/2}(\epsilon_k e^{-N_e}) + c_2 \Gamma(1 + \Theta/2) J_{\Theta/2}(\epsilon_k e^{-N_e}) \right]},
\]

with \( c_{1,2} \) integration constants, \( J_{\nu}(x) \) Bessel functions of the first kind and \( \Gamma \) the Euler’s gamma function. However, considering this solution does not really add much to the qualitative results based on the simpler approximation in eq. (2.13), which we have thus preferred for the main discussion. Furthermore, Bessel functions cannot be represented in general through elementary functions, and considering the solution in eq. (2.12) as analytical would be a bit like cheating.

\footnote{More precisely, in these cases we solve eq. (2.13) with a non-zero initial condition for the velocity \( d\hat{R}_k/dN_e(N_{\text{in}}) = \delta R \neq 0 \) so that we have}

\[
\hat{R}_k(N_e) = \frac{e^{-\Theta(N_e^\epsilon-N_{\text{in}})/2}}{\sqrt{\Theta^2 - 4\epsilon_k^2}} \left\{ R_0 \sqrt{\Theta^2 - 4\epsilon_k^2} \cosh \left[ \frac{(N_e - N_{\text{in}})}{\sqrt{2}} \sqrt{\Theta^2 - 4\epsilon_k^2} \right] \right. \nonumber \vspace{-1.5cm}
\]

\[ \left. + \left( R_0 \Theta + 2\delta R \right) \sinh \left[ \frac{(N_e - N_{\text{in}})}{\sqrt{2}} \sqrt{\Theta^2 - 4\epsilon_k^2} \right] \right\}. \nonumber \]

The precise value of \( \delta R \) is not relevant for the validity of our discussion.
Figure 4. For each comoving wavenumber $k$ we plot the value of $N_e$ (with $N_e = 0$ the $e$-fold time where we fit CMB observables) after which the corresponding mode freezes to the constant value that it maintains up to its horizon re-entry after the end of inflation (left-side $y$-axis, band shaded in blue). The width of the blue band depends on the exact definition of the $e$-fold time at which the transition takes place (for each $k$, the two extrema — from the left- to the right-end of the band — correspond to the $e$-fold time after which the mode stays constant at the 0.01% or 0.001% level). The different tonalities of blue follow the value of the power spectrum at each comoving wavenumber on the $y$-axis, according to the legend on the right. The $y$-coordinate of the label “peak” (“dip”) corresponds to the peak (dip) position of $\mathcal{P}_R$ at $k_{\text{peak}} \simeq 2.5 \times 10^{14}$ Mpc$^{-1}$ ($k_{\text{dip}} \simeq 3.2 \times 10^{11}$ Mpc$^{-1}$). For comparison, we also show (dotted blue line) the value of $N_e$ obtained by means of the conventional horizon-crossing relation $k = aH$. We superimpose (right-side $y$-axis, dashed red line) the value of the Hubble parameter $\eta_H$ (see eq. (2.5)) and we highlight with a vertical pink band the region where the USR phase (defined by $\eta_H > 3$) takes place. The band shaded with a lighter tone of pink (slightly wider than the USR phase) is the region where the friction term in eq. (2.10) is negative: $2\eta_H - \epsilon_H > 3$ (roughly equivalent to $\eta_H > 3/2$). The vertical double-headed arrow indicates the interval of comoving wavenumbers over which we restrict the computation of the power spectrum in the left panel of figure 7. The yellow star marks the horizon-crossing time given by the condition $k = aH$ for the mode with $k = 10^{12}$ Mpc$^{-1}$ (horizontal dot-dashed gray line) whose evolution is shown in the left panel of figure 6.

needs $(N_e - N_{in}) \gtrsim (-1/\Theta) \log \Theta^2/\epsilon_k^2$. Typical values of $\epsilon_k/|\Theta|$ are shown in the left panel of figure 5 for the explicit solution studied in this section. If we consider, for illustrative purposes, $\Theta = -5$ (meaning that $\eta_H = 4 > \epsilon_H \approx 0$) and $k = 10^{11}$ Mpc$^{-1}$ (that is $\epsilon_k/|\Theta| \simeq 10^{-4}$) we find that we need at least $(N_e - N_{in}) \gtrsim 3$ to sizably affect this mode. In the particular example that we are using for illustration in this section, the duration of the negative friction phase is approximately $N_{\text{end}} - N_{\text{in}} \simeq 3$, and indeed only the scales $k \gtrsim 10^{11}$ Mpc$^{-1}$ are altered by the negative friction phase (see figure 4), in agreement with the analytical argument.

- For modes with larger values of $k$, which satisfy $\epsilon_k^2 \lesssim \Theta^2/4$, the solution of eq. (2.13) with $\Theta$ negative depends on $N_e$ through a superposition of exponential functions, and $|\mathcal{R}_k|$ can be either enhanced or suppressed, as we will now discuss. In the right panel of figure 5 we show the behavior of $|\mathcal{R}_k|$ in eq. (2.13) during the negative friction phase
Figure 5. Left panel: We plot the quantity $\epsilon_k/|\Theta|$ (with $\Theta \equiv 3 + \epsilon H - 2\eta H$ and $\epsilon_k \equiv k/aH$) during the negative friction phase. In the explicit example discussed in section 2 we have $N_{in} \simeq 36.5$ and $N_{end} \approx 39.7$. The solid line is the exact numerical result while the dashed line is the approximation obtained by taking constant $\Theta = -5$ and $\epsilon_k$ fixed at the value it takes at the beginning of the phase with negative friction. The dot-dashed line takes into account the redshift of $k/aH$ during the negative friction phase (assuming $H$ constant during the latter, see eq. (2.11)) which explains the slope of the exact numerical result. Right panel: We plot the absolute value of the solution in eq. (2.13) for three representative values of $\epsilon_k < 1$ (solid, dashed and dot-dashed red lines for, respectively, increasing values of $\epsilon_k < 1$) and for one representative value of $\epsilon_k > |\Theta|/2$ (dotted blue line).

Figure 6. Left panel: Time evolution (with the number of e-folds as time variable), of the mode with benchmark value of comoving wavenumber $k = 10^{12}$ Mpc$^{-1}$. The dashed orange and green lines represent, respectively, the real and imaginary parts of the function plotted on the $y$-axis, while the solid black is its modulus. The e-fold time after which the mode (modulus) freezes to its final constant value is marked by a vertical blue line. The width of the blue band depends on the exact definition of the e-fold time at which the final freezing of the mode takes place, and it corresponds to the width of the blue band plotted in figure 4. Right panel: Same analysis, for the mode with $k = 10^{16}$ Mpc$^{-1}$.

for three different values of $\epsilon_k$. The solution with smaller $\epsilon_k$ (solid line) is suppressed towards $N_{end}$ and it is, therefore, a proxy for the typical mode contributing to the dip of the power spectrum. On the other hand, for larger values of $\epsilon_k$ (dashed and dot-dashed lines) the corresponding modes are exponentially enhanced, and contribute to the growth of the power spectrum. Notice that the solution in eq. (2.13) vanishes at $N_0 = N_{in} + 2 \arccosh(-\Theta/2\epsilon_k)/\sqrt{\Theta^2 - 4\epsilon_k^2}$ and becomes negative for $N_e > N_0$. This is because under the assumption $\Theta^2 - 4\epsilon_k^2 > 0$ the arguments of the exponential functions in eq. (2.13) are always positive, but $R_k$ is driven towards negative values because of
the sinh term, which is proportional to $\Theta < 0$. However, since it is the modulus $|\tilde{R}_k|$ that matters for the primordial power spectrum, the exponential suppression towards negative values of $\tilde{R}_k$ results in an enhancement of $|\tilde{R}_k|$ for $N_0 < N_{\text{end}}$. As can be seen in the right panel of figure 5, $N_0 < N_{\text{end}}$ for the modes contributing to the growth of the power spectrum, whereas the mode contributing to the dip is attracted towards zero — which explains the suppression — but has $N_0 > N_{\text{end}}$. Despite the simplicity of our approximation, this feature is present also in the full numerical solutions (left panel of figure 6 and figure 7 that we shall discuss later). In particular, we remark that also in the numerical solutions the enhancement in $|\tilde{R}_k|$ actually comes from an exponential suppression towards negative values of its real or imaginary part. At the end of the phase with negative friction, $\Theta$ becomes positive again and the modes, after being enhanced or suppressed, freeze a second time to reach the final constant value that is maintained until horizon re-entry after the end of inflation (see the left panel of figure 6 for a representative example).

- Let us now consider the case with $\epsilon_k^2 \gtrsim \Theta^2/4$. This can be thought of as a proxy for the case in which the horizon crossing happens after the negative friction phase.

The term in curly brackets in eq. (2.13) now consists of a combination of oscillating functions with exponentially growing amplitude controlled by the overall coefficient in front. We show one representative solution of this kind in the right panel of figure 6.

The negative friction phase triggers an exponential growth also in this case, but the
enhancement occurs more slowly than for $\epsilon_k^2 \lesssim \Theta^2/4$. This can be seen from eq. (2.13), since for $\epsilon_k^2 \gtrsim \Theta^2/4$ the quantity $\tilde{R}_k$ grows as $\propto e^{-\Theta(N_k-aH)/2}$, whereas for $\epsilon_k^2 \lesssim \Theta^2/4$ the additional positive contributions coming from the cosh and sinh functions make the solution grow much faster. Indeed, in the limit $\epsilon_k^2 \ll \Theta^2/4$, $\tilde{R}_k$ grows as $\propto e^{-\Theta(N_k-aH)}$, see eq. (2.14). Interestingly, this behavior can be noticed also in the full numerical solutions, as we shall see later in the right panel of figure 7. The modes for which $\epsilon_k^2 \gtrsim \Theta^2/4$ are the ones with $k \gtrsim 2 \times 10^{15}$ Mpc$^{-1}$ in figure 4. In this case the modes are still exponentially enhanced during the negative friction phase but after its end — being still sub-Hubble — they keep oscillating until their horizon exit with an amplitude that is now exponentially suppressed because $\Theta$ turns positive. This is well illustrated by the mode with $k = 10^{16}$ Mpc$^{-1}$ shown in the right panel of figure 6 where $|\tilde{R}_k|$ grows exponentially during the negative friction phase and then decays until it freezes to a constant value after horizon exit takes place. If the modes freeze right after the end of the negative friction phase (i.e. if $\epsilon_k$ is not too large) we have a final net enhancement, since there is not enough time before horizon crossing to completely erase the growth gained during this phase. This is precisely what happens in the case shown in the right panel of figure 6, and modes like this one contribute to the right-side of the peak in the power spectrum.

- For $\epsilon_k^2 \gg \Theta^2/4$, the transition between the end of the negative friction phase and the horizon crossing will be, eventually, long enough to completely erase the effect of the exponential enhancement. We estimate that this occurs if $N_{k=aH} - N_{\text{end}} \gtrsim (N_{k=aH}^\text{cr} - N_{\text{end}}) \equiv (N_{\text{end}} - N_{\text{in}})(-\Theta)/\Theta_\ast$, where $N_{k=aH}$ denotes the $e$-fold time at which the horizon crossing for the mode $k$ takes place, and $\Theta_\ast$ is the positive value of $\Theta$ after the negative friction phase. Since we have in general $\Theta_\ast < |\Theta|$, as can be deduced if one looks at the values of $\eta_H$, the exponential decay for $N_e \in [N_{\text{end}}, N_{k=aH}]$ will be slower than the preceding growth. In terms of their comoving wavenumber, the modes for which the effect of the negative friction phase is erased by the subsequent decay have a comoving scale $k \gtrsim k_{\text{cr}} \simeq k_s(H_{k=aH}^\text{cr}/H_s)e^{N_{k=aH}^\text{cr}}$ with $H_{k=aH}^\text{cr}$ being the value of the Hubble rate at $N_{k=aH}^\text{cr}$ and $k_{\text{cr}} = a_{\text{cr}}H_{k=aH}^\text{cr}$. Of course, it would be incorrect to conclude that modes with $k \gtrsim k_{\text{cr}}$ are not affected by the negative friction phase. The reason is that these modes need to spend $N_{k=aH} - N_{\text{in}}$ $e$-folds to come back to the value they had at $N_{\text{in}}$, an interval of time during which — if the negative friction phase were absent — they would have continued decreasing down to a value at horizon crossing much smaller than the one they actually reach in the presence of the negative friction phase. This means that also for these modes the power spectrum is enhanced if compared to that of standard slow-roll dynamics. We give an illustrative example of this kind of modes in the right panel of figure 7.

We will discuss a different analytical approximation that captures the relevant features of the power spectrum in appendix C. With the previous discussion, the most relevant point that we aim to stress is that the “negative friction condition” $2\eta_H - s_H > 3$ (which is approximately $\eta_H > 3/2$) determines, more precisely than $\eta_H > 3$, the phase during which perturbations can be enhanced or suppressed. Let us now further corroborate this fact. In the left panel of figure 7 we show the part of the power spectrum composed by modes with comoving wavenumbers that are affected by the negative friction phase. Indeed, the latter is responsible for the dip, the peak and the subsequent decrease of the power spectrum. In the right panel of figure 7, we consider explicitly the evolution of five modes. The first of these
modes is responsible for the dip of the power spectrum (with $k = 2.5 \times 10^{11}$ Mpc$^{-1}$), the second for its early growth (with $k = 5 \times 10^{11}$ Mpc$^{-1}$), the third for the peak (with $k = 2 \times 10^{14}$ Mpc$^{-1}$), the fourth corresponds to the critical value of $k$ (with $k_{\text{cr}} = 2.42 \times 10^{17}$ Mpc$^{-1}$) and the last one being responsible for the right-side end of the peak (with $k = 10^{19}$ Mpc$^{-1}$). The vertical bands mark the intervals of $e$-folds during which the USR (darker pink) and the negative friction (lighter pink, wider) phases occur. We see that the USR phase does not fully capture the sudden changes of the modes with $k = 5 \times 10^{11}$ Mpc$^{-1}$ and $k = 2.5 \times 10^{11}$ Mpc$^{-1}$, which, as explained by means of the analytical model, take place within the negative friction phase. A final comment about the orange mode with $k = 2 \times 10^{14}$ Mpc$^{-1}$, $k_{\text{peak}}$ that contributes to the peak of the power spectrum is in order. As it is clear from our analytical discussion — and confirmed by the exact numerical computation in figure 7 — the location of the peak of the power spectrum comes from modes for which horizon crossing takes place close to the beginning of the negative friction phase (see also figure 4). These modes have indeed at their disposal the whole negative friction phase to grow exponentially fast.

After this discussion about the properties of the primordial power spectrum, we now return to its relation to the PBH abundance. In order to connect the two, we assume Gaussian fluctuations and apply the Press-Schechter formalism of gravitational collapse to compute the probability that a given horizon-sized volume forms a PBH when a large curvature fluctuation reenters the horizon during the radiation era.\footnote{If $\mathcal{P}_{\eta}$ peaks at scales which re-enter the horizon during a period of matter domination, the formation of PBHs is enhanced with respect to the case of radiation domination. Our potential has an approximately quadratic absolute minimum, which allows for an early period of matter domination if the inflaton is weakly coupled to other species, preventing violent preheating from happening. Following the analysis of \cite{11}, we find examples compatible with the CMB and capable of producing $f_{\text{PBH}} \simeq 1$ in an adequate range of mass in this scenario.}

The fraction of PBHs in the form of dark matter is\footnote{We have used eq. (2.7) of ref. \cite{15} with the standard value $\gamma = 0.2$ for the efficiency factor and $\mathcal{q} = 106.75$. See eq. (2.2) of ref. \cite{11} for a more precise expression, which reduces to the previous one assuming $g_s \simeq g$ (equality between the energy density and entropy degrees of freedom). Notice that uncertainties in $\delta_c$, $\gamma$ can be compensated with slight variations of the parameters of the potential to maintain the same $f_{\text{PBH}}$.}

\begin{equation}
 f_{\text{PBH}} = \frac{\Omega_{\text{PBH}}}{\Omega_{\text{DM}}} \simeq \left( \frac{m_{\text{PBH}}}{10^{18} \mathcal{g}} \right)^{-1/2} \frac{1.25 \times 10^{15}}{\sqrt{2\pi}\sigma^2} \int_{\delta_c}^{\infty} \exp \left[ -\frac{\delta^2}{2\sigma^2} \right] d\delta \tag{2.15}
\end{equation}

In this expression the integral is over the radiation density contrast in the total matter gauge (see \cite{46}), $\delta_c = 0.45$ is the standard value for the PBH formation threshold in a radiation-dominated era (see e.g. \cite{47, 48})\footnote{It has been argued that the threshold for collapse is non-universal and depends on the (radial) mass profile of the collapsing overdensity \cite{49}. See however \cite{50} for a formulation (in terms of the so-called compaction function) which may allow to define an approximately universal $\delta_c \simeq 0.4$.}

\begin{equation}
 \sigma^2 = \frac{16}{81} \int \frac{dq}{q} \left( \frac{q}{k} \right)^4 \mathcal{P}_{\mathcal{R}}(q) W^2(q/k), \tag{2.16}
\end{equation}

where $W$ is a window function that we choose as $W(q/k) = \exp(-(q/k)^2/2)$. Our final result for $f_{\text{PBH}}$ is shown in the left panel of figure 1.

Notice that eq. (2.15) is based on the assumption of a Gaussian statistic. Non-Gaussian effects are in general expected \cite{7, 51}, and they alter the Gaussian estimate of the abundance by introducing corrections controlled by higher-order cumulants of the probability density functions (of order equal of higher than three, which in the Gaussian case vanish) \cite{52}. If the...
higher-order cumulants are positive, non-Gaussian corrections enhance the abundance computed by means of the Gaussian approximation. As already anticipated in section 1, we are mostly interested in the position of the peak (since it is directly related to the observed value of $n_s$) rather than its amplitude. For this reason, we stick to the Gaussian approximation introduced before, and leave to a future work a proper quantification of non-Gaussianities in this model.

In order to make contact with CMB observables, at scales $10^{-4} \lesssim k \lesssim 0.5$, we fit our power spectrum against the parametric function [53]

$$\log P(k) = \log A_s + \left( n_s - 1 + \frac{\alpha}{2} \log \frac{k}{k_*} + \frac{\vartheta}{6} \log^2 \frac{k}{k_*} + \ldots \right) \log \frac{k}{k_*},$$

(2.17)

with $\alpha = \frac{dn_s}{d \log k}$, $\vartheta = \frac{d^2 n_s}{d \log k^2}$. At the pivot scale $k_* = 0.05 \text{ Mpc}^{-1}$, we find

$$\log(10^{10} A_s) \simeq 3.06, \quad n_s \simeq 0.9491, \quad \alpha \simeq -10^{-3}, \quad \vartheta \simeq 2 \times 10^{-4}.$$  

(2.18)

For the tensor-to-scalar ratio, we find (by means of the slow-roll approximation) $r \simeq 0.03$. All these values but the spectral index, $n_s$, are in good agreement with observations. The fit of the spectral index $n_s$ results in a $\sim 3 \sigma$ tension with the latest Planck constraints if one takes the analysis obtained assuming the 6-parameters Base $\Lambda$CDM model or the extension in which the running of the spectral index is added as an additional free parameter [53]:

Base $\Lambda$CDM: \quad $n_s = 0.9649 \pm 0.0042,$  

(68\% CL, Planck TT, TE, EE + lowE + lensing),  

(2.19)

Base $\Lambda$CDM $+ \frac{dn_s}{d \log k}$: \quad $n_s = 0.9641 \pm 0.0044,$  

(68\% CL, Planck TT, TE, EE + lowE + lensing).  

(2.20)

To be even more concrete, we show in figure 8 the two-dimensional 65\%, 95\% and 99\% confidence contours for the parameters $n_s$ and $A_s$ in the Base $\Lambda$CDM model (left panel) and for the parameters $n_s$ and $\frac{dn_s}{d \log k}$ in the case in which the running of the spectral index is added to the Base $\Lambda$CDM.\footnote{\textsuperscript{11}A scan over the parameters of the potential\textsuperscript{12} seems to suggest that values of $n_s$ slightly smaller than the one expected on the basis of eqs. (2.19), (2.20) is a general result, and not just a vice of the specific numerical solution analyzed in this section. More in detail, we find that increasing the value of $n_s$ in order to reduce the tension with eqs. (2.19), (2.20) results in a shift of the peak of the PBH mass distribution towards smaller values of $M_{\text{PBH}}$. Even though we find that in these cases it is still possible to obtain a peak in the power spectrum of order $\sim 10^{-1}$, the constraint from Hawking evaporation, as evident from figure 1, kicks in and very rapidly forbids sizable abundances of PBHs. On the contrary, moving the peak of the PBH mass distribution towards larger values of $M_{\text{PBH}}$ implies a decrease of the spectral index below $n_s \simeq 0.95$, thus exacerbating the tension with CMB observables. Having a better understanding of the implications of this tension is an important point that we shall discuss in more detail in section 3. For the sake of the present analysis, we always refer to CMB parameters (such as $n_s$) at the scale $k_* = 0.05 \text{ Mpc}^{-1}$, even if the latter is not mentioned explicitly.}\footnote{\textsuperscript{12}The addition of BAO data increases the best fit value of $n_s$ in both cases just at the level of 0.2\%, see [53].}\footnote{\textsuperscript{11}We smooth the 99\% confidence contours by means of a Gaussian approximation which works extremely well for our illustrative purposes.}\footnote{\textsuperscript{12}A less intensive scan was already performed for [15], with the same qualitative result, which we now confirm.}
discussion, let us consider the results of the fit in eq. (2.18) as acceptable, and continue with the description of our analysis.

Given the power spectrum of curvature perturbations computed by means of eq. (2.8) and shown in figure 3, we compute the induced second-order gravitational wave spectrum. Our result is shown on the right panel of figure 1, where we plot the fraction of the energy density of gravitational waves relative to the critical energy density, $\Omega_{\text{GW}}$. We follow the computation recently revisited in ref. [55] (see refs. [29, 30] for earlier analyses), and we validate our numerical results against the analysis in ref. [56]. For illustrative purposes, we superimpose to the signal the expected sensitivity curves computed for the gravitational wave detectors LISA, DECIGO and MAGIS-100. The sensitivity curves are obtained by converting the noise spectra $S_h(f)$, a function of the frequency $f$, into the corresponding fractional energy density by means of $\Omega_{\text{GW}} = (4\pi^2/3H_0^2)f^3S_h$. We find that the signal could be in principle detected. In particular, we point out that the gravitational wave signal peaks in the region covered by the DECIGO sensitivity curve but it features a “shoulder” within the reach of LISA sensitivity.

Before moving on to the next section, we should remark that our calculation of the power spectrum of curvature perturbations is based on the classical roll of the inflaton along its potential. Quantum diffusion may modify the result for large deviations from slow-roll, playing a role in the generation of curvature perturbations. The importance of quantum diffusion for the formation of PBHs has been investigated in refs. [57–60]. Ref. [57] focuses on scenarios with an USR phase. This effect can have a large impact on the PBHs abundance, which is very sensitive to the amplitude of the power spectrum of curvature perturbations. On the other hand, the latter can also be easily modified by a small tuning of the parameters of the model, as stressed in appendix A. Ref. [60] develops a framework to compute the probability distribution of curvature perturbations including quantum diffusion. This analysis is valid for slow-roll dynamics and therefore it can not be directly applied to our case. We leave for future work a thorough investigation of quantum diffusion during the USR phase.
3 Discussion

We now come back to the case illustrated in figure 1 in which the PBHs are responsible for the majority of dark matter. As already discussed below eqs. (2.19), (2.20) the inflationary solutions corresponding to this situation are characterized by \( n_s \approx 0.95 \), a value that is smaller than the one suggested by the most recent Planck analysis. As anticipated in the previous section, if we try to alleviate the tension by increasing the value of \( n_s \), the peak of the PBH mass distribution shifts towards smaller values of \( M_{\text{PBH}} \) where the Hawking evaporation bound excludes sizable fractions of dark matter in the form of PBHs. To be more quantitative, in figure 9 we show the result of a scan over the parameter space of the model. All solutions found are characterized by acceptable values for the CMB observables \( A_s, r, \alpha, \vartheta, \Delta N_{e,0.05} \) and by the condition \( \Delta N_{e,0.05} > 50 \) e-folds. The plot confirms that values of the spectral index \( n_s > 0.95 \) are compatible with a fraction of the dark matter in the form of PBHs smaller than \( 10^{-3} \) while the totality of dark matter in the form of PBHs can be obtained only if \( n_s \approx 0.949 \) or smaller. The tendency for a value of \( n_s \) smaller than suggested by Planck seems to be a rather common property of single-field inflationary models with an approximate stationary inflection point. See e.g. the discussions in ref. [15] relative to the model we study here and the model with a radiatively induced inflection point. In the model discussed in ref. [10], some inflationary solutions with \( n_s \gtrsim 0.96 \) are presented. However, these solutions — although consistent as far as the value of the spectral index is concerned — are all characterized by a large running (\( \alpha \approx -0.03 \)) that is in conflict with the Planck bound (see the right panel of figure 8). Examples consistent with the CMB can however be found with the model recently put forward in [11].

In light of the above discussion, it is important to interpret the actual relevance of this tension. The value of \( n_s \) quoted in eq. (2.19) refers to the 6-parameter Base ΛCDM model while the one in eq. (2.20) to the extension in which also the running of the spectral index
is added as a free parameter. Let us consider other popular extensions of the 6-parameters Base ΛCDM model [27]. There are indeed valid motivations to believe that the Base ΛCDM model does not capture all the relevant physics throughout the evolution of the Universe, from inflation to the present day. For instance, in the Base ΛCDM model there are three massless neutrinos. This is a reasonable first-order approximation. However, neutrino oscillations indicate that neutrinos have a small but non-zero mass. It is, therefore, more than legitimate to extend the Base ΛCDM model by including the sum over the active neutrino masses, \( \sum m_\nu \). This parameter is negatively correlated with \( n_s \), and smaller values of \( n_s \) correspond to increasing values of \( \sum m_\nu \). Another plausible extension includes the effective number of relativistic degrees of freedom, \( N_{\text{eff}} \). Quoting from the official Planck 2018 release [27]:

\[
\text{Base } \Lambda \text{CDM} + N_{\text{eff}} : \quad n_s = 0.9589 \pm 0.0084, \\
\text{[68\% CL, Planck TT, TE, EE+lowE+lensing], (3.1)}
\]

\[
\text{Base } \Lambda \text{CDM} + N_{\text{eff}} + \sum m_\nu : \quad n_s = 0.9587 \pm 0.0086, \\
\text{[68\% CL, Planck TT, TE, EE+lowE+lensing], (3.2)}
\]

\[
\text{Base } \Lambda \text{CDM} + N_{\text{eff}} + \frac{dn_s}{d\log k} : \quad n_s = 0.950 \pm 0.011, \\
\text{[68\% CL, Planck TT, TE, EE+lowE+lensing], (3.3)}
\]

and in all these motivated extensions the tension with respect to the value \( n_s \approx 0.95 \) is significantly reduced. It is indeed known that including a marginalization over the total neutrino mass or the number of relativistic degrees of freedom could induce a shift towards lower values in the determination of \( n_s \) [61]. Of course, one should take the one-parameter confidence intervals quoted in eqs. (3.1), (3.2), (3.3) with a grain of salt. For instance, \( N_{\text{eff}} \) is positively correlated with \( n_s \), and smaller values of \( n_s \) can be reached only at the prize of lowering \( N_{\text{eff}} \) thus obtaining \( N_{\text{eff}} < 3 \). This correlation — not explicit in eq. (3.1) — can be better appreciated by looking at the two-dimensional marginalized constraint contours for \( n_s \) and \( N_{\text{eff}} \) that we show in the left panel of figure 10. A very similar comment also applies to the primordial Helium abundance \( Y_p \). This is because both the Helium abundance and relativistic degrees of freedom affect the CMB damping tail and they are, therefore, partially degenerate. The prediction of the standard neutrino decoupling model is \( N_{\text{eff}} = 3.046 \) [62]. It is worth mentioning that deviations from the standard value of \( N_{\text{eff}} \) due only to neutrino physics are possible. For instance, in very low-reheating scenarios in which the reheating temperature is as low as few MeV, neutrinos do not have time to thermalize. This affects their contribution to the radiation content of the Universe, and results in a value of \( N_{\text{eff}} \) that can be lower than otherwise expected, see [63–65]. This is shown in the right panel of figure 10. We admit that this is a very coerced possibility but — since physics is based on facts and not only personal taste — it is worth mentioning this as a valid scenario. On a more speculative ground, the increasing statistical significance (that is now at the level of 5.3σ [66]) of the so-called “Hubble tension” — the discrepancy between the values of the present day Hubble expansion rate \( H_0 \) derived from the local distance ladder and the CMB, see, e.g., [67, 68] and references therein — further motivates the need of some new physics beyond the Base ΛCDM model. Following this line of reasoning, ref. [69] considered a global analysis of current cosmological data in a cosmological scenario that is significantly more extended than the one provided by the Base ΛCDM model — They included as free parameters \( \alpha, N_{\text{eff}}, \sum m_\nu \) and the equation of state of dark energy — finding a preferred value
of the spectral index of order $n_s \simeq 0.95$ (but, importantly, again in combination with a slight preference for $N_{\text{eff}} < 3$, due to the degeneracy discussed before).\footnote{This preference for small $n_s$ is lost if the lensing amplitude $A_L$ is also left free, see ref. \cite{69}.}

In light of these results, we argue that values of the spectral index of order $n_s \simeq 0.95$ — favored by our analysis assuming the majority of dark matter to be comprised of PBHs — could consistently fit in the context of a cosmological model that extends the standard Base ΛCDM one. A dedicated analysis of what are the possible and best motivated extensions is underway.

Finally, let us mention that also the theoretical uncertainty on the calculation of the PBH mass could be relevant to determine whether a solution is viable or not. As shown in figure 9, shifting the mass by a factor $\gtrsim 3$ would push solutions with $n_s = 0.95$ (at the limit of the 99\% C.L. contours in figure 8) away from the Hawking evaporation constraints. In this way it would be possible to explain all the DM in terms of PBHs with these solutions. In our calculation, we have assumed that the mass of the PBHs is proportional to the mass contained in one Hubble volume at horizon crossing. Numerical simulations in combination with the application of peaks theory suggest that the mass of the PBHs depends on the shape of the perturbation from which it is formed \cite{70}. Moreover it is related to the mass in an Hubble volume at a time slightly different from the horizon crossing time. Unfortunately, these calculations carry uncertainties of $O(1)$, which (at the moment) prevent a reliable determination of the fate of the models with low $n_s$.

Independently on this uncertainty, in the next section we will show that the effect of the higher dimensional operators of the potential in eq. (1.2), which we have neglected so far, can easily solve the $n_s$ tension. Before that we will briefly comment on earlier work. Ref. \cite{8}, proposed a model characterized by a potential with the functional form of eq. (2.1). In ref. \cite{8} the field $\phi$ of eq. (2.1) is canonically normalized, whereas in our case it has a non-canonical kinetic term arising from the transformation from the Jordan to the Einstein frame. In simple words: the inflaton field in the Einstein frame in the two models is different, see eq. (2.2).

The denominator of eq. (2.1) appears in our model as a consequence of the metric redefinition
required to go from one frame to the other, while it is instead postulated from the start in ref. [8]. This difference has a relevant phenomenological consequence: the examples provided in [8] lead to PBHs several orders of magnitude heavier, which are allowed only at the level of $f_{\text{PBH}} \lesssim 10\%$ due to the microlensing bounds from the EROS project [74]. Another related work is ref. [75]. This differs from ours in two respects: a running of the quartic coupling of the inflation above a mass threshold is introduced, and the power spectrum is computed only in the slow-roll approximation.

4 On the role of higher-dimensional operators

In models of large-field inflation one should generically take into consideration HDOs in the inflaton potential. It is then natural to question whether these corrections might spoil solutions that lead to a considerable abundance of PBHs at the renormalizable level, either by lowering the abundance, or by changing the power spectrum parameters at CMB scales. Consider the scalar potential

$$\tilde{V}(\phi) = \frac{1}{(1 + \xi \phi^2)^2} \left( a_2 \phi^2 + a_3 \phi^3 + a_4 \phi^4 + \sum_{n=5}^{N} a_n \phi^n \right), \quad (4.1)$$

where we remind that all dimensionful quantities are expressed in units of $M_{\text{Pl}}$ which is set to 1. A precise characterization of the HDOs is of course possible only if one knows the ultraviolet completion of gravity. Nevertheless, it is still possible to gain an interesting insight from a minimal set of assumptions. To validate our construction, we shall follow two simple rules:

i) The HDOs must be subdominant compared to the leading renormalizable terms.

ii) The HDOs must be organized in the form of a “convergent” series. The meaning of this will be immediately clear.

Let us explain our rationale in more detail. If we rewrite eq. (4.1) as follows

$$\tilde{V}(\phi) = \frac{a_4}{(1 + \xi \phi^2)^2} \left[ \tilde{a}_2 \phi^2 + \tilde{a}_3 \phi^3 + \phi^4 \left( 1 + \sum_{n=5}^{N} \tilde{a}_n \phi^{n-4} \right) \right], \quad (4.2)$$

the conditions i) and ii) translate into the order relation

$$\cdots < \tilde{a}_n \phi^{n-4} < \cdots < \tilde{a}_5 \phi < 1, \quad (4.3)$$

meaning that, at each order $n \geq 5$ in the expansion, the coefficient $\tilde{a}_n$ has to be small enough (compared to the previous one) to compensate the additional power of $\phi$, which can easily be $O(10)$ at CMB scales. The description in terms of the effective operators breaks down at large field values where eq. (4.3) ceases to be valid. Driven by a pure phenomenological approach, one can, for instance, fix the coefficient $\tilde{a}_5$ to a very small number such that the condition $\tilde{a}_5 \phi < 1$ is satisfied all along the inflationary trajectory while setting the remaining coefficients $\tilde{a}_{n \geq 6}$ to zero. It is indeed easy to check that, if we take for simplicity the same values for $c_{2,3}$ and $\phi_0$ chosen in eq. (2.4), the presence of a dimension-five HDO with coefficient $\tilde{a}_5 \sim O(10^{-3})$ (together with $\tilde{a}_{n \geq 6} = 0$) is enough to give acceptable solutions with $n_s \approx 0.960$ and the correct mass and abundance of PBHs. However, it is better to follow
some organization principle that may help elucidating the physical interpretation of eq. (4.3). Our take on this is the following: broadly speaking, the ultraviolet theory that generates the HDOs in eq. (4.2) will be described, at least, by a mass scale $M$ and a dimensionless coupling $g$. Let us discuss how these fundamental quantities enter in our construction. We rewrite each HDO as

$$O_n = a_n \phi^n = \frac{\phi^n}{\Lambda_n^{-4}}, \quad n \geq 5,$$

where (for each operator) we introduce a suppression scale $\Lambda_n$ (that is not necessarily equal to $M_{Pl}$). The scale $\Lambda_n$ defines the strength of the effective interaction $O_n$, and it is given by the ratio between a mass scale and a certain power of couplings. A simple but pertinent example is that of the electroweak scale $v$. Its inverse squared, the Fermi constant $G_F = 1/v^2$, defines the strength of the dimension-six four-fermion operator in the Fermi theory, and can be defined by means of the ratio between the $W^\pm$ mass and the weak gauge coupling. As anticipated, we make the simplified assumption that the ultraviolet completion that is responsible for the generation of the effective operators in eq. (4.4) is characterized by a single coupling $g$ and a single mass scale $M$. In such a case, by means of dimensional analysis [71], we expect in the weak coupling limit the scaling

$$\frac{1}{\Lambda_n} = g^n \frac{M}{\Lambda_n^{-4}} \implies \frac{1}{\Lambda_n^{-4}} = g^2 \left( \frac{g}{M} \right)^n \equiv \frac{g^2}{\Lambda_n^{-4}},$$

where $\Lambda \equiv M/g$. We refer to appendix B for a detailed derivation of the scaling in eq. (4.5). The mass scale $M$ can be considered as the mass associated to new degrees of freedom populating the ultraviolet theory, while $g$ characterizes their self-coupling as well as their coupling with $\phi$. Consequently, if we compare — in the spirit of eq. (4.2) — the HDO $O_n$ with the renormalizable term $a_4 \phi^4$, we can write (keeping only track of powers of $M$ and $g$, and neglecting $O(1)$ proportionality coefficients)

$$a_4 \phi^4 + O_n = a_4 \phi^4 \left[ 1 + \left( \frac{g^2}{a_4} \frac{g}{M} \right)^n \phi^{-4} \right].$$

From dimensional analysis, we know that the coefficient $a_4$ has dimension of a coupling squared. This implies that the ratio $c \equiv g^2/a_4$ is a genuine dimensionless number (see appendix B for details). The hierarchy among the coefficients $\tilde{a}_n$ for $n \geq 5$ can be obtained if $\Lambda > \phi$. More precisely, the conditions in eq. (4.3) translate into

$$\frac{1}{\Lambda} = \min \left\{ \frac{a_4}{g^2 \phi_{in}}, \frac{1}{\phi_{in}} \right\},$$

where $\phi_{in} \equiv \phi(\Delta N_{eq}^{0.001})$ corresponds to the field value at the largest observable comoving scale (since we need to trust our theoretical description at least up to such field values). Clearly, as we already mentioned, for sufficiently large values of $\phi$ the hierarchy eq. (4.3) will break down. This is just a manifestation of an old problem of initial conditions in large-field inflation. We stress that this problem is by no means unique to our model, but completely generic for large field inflation, and we do not aim to solve it in this paper. We simply assume that the slow-roll approximation is valid at $\phi = \phi_{in}$.
Figure 11. Left panel. Corrections to the potential in eq. (4.2) due to the presence of HDOs. Right panel. Inflationary solutions that give 100% of dark matter in the form of PBHs in the plane $(1/\Lambda, n_s)$ where $\Lambda = M/g$ (in units of $M_{Pl}$) defines the suppression scale that controls the impact of HDOs (with large values of $\Lambda$ that correspond to more and more suppressed HDOs). All remaining cosmological observables respect their corresponding CMB constraints. We show solutions with fixed number of e-folds $\Delta N_{0.05} \simeq 51$. We show two representative cases. The first case corresponds to the solid red line, and represents the impact of the HDOs in eq. (4.8) with $g^2 = a_4$ and $c_n = 1$. The second case corresponds to the solid red line, and represents the impact of the HDOs in eq. (4.8) with $g^2 = a_4$ and $c_n = (-1)^{n+1}$. The cyan star marks the solution whose PBH abundance and induced signal of gravitational waves are plotted in figure 1 (cyan regions with dashed boundary).

Finally, let us notice that one further condition needs to be satisfied. As it is clear from the previous discussion, we expect new states associated to the ultraviolet completion of our effective theory to lie at the mass scale $M$. We have to check, therefore, that the energy density during inflation is not high enough to excite these states (which could alter our effective inflationary potential). This means that the relation $H < M = g\Lambda$ should be imposed.

Bearing in mind these conceptual limitations, let us investigate some numerical consequences of the potential of eq. (4.2). If we set for simplicity $g^2 = a_4$, the HDOs are controlled by one single dimensionful free parameter, the inverse scale $1/\Lambda$, and we have

$$\tilde{V}(\phi) = \frac{a_4}{(1 + \xi \phi^2)^2} \left[ \tilde{a}_2 \phi^2 + \tilde{a}_3 \phi^3 + \phi^4 \left( 1 + \sum_{n=5}^{N} c_n \phi^{n-4} \frac{\Lambda^{n-4}}{\Lambda_{n-4}} \right) \right].$$

(4.8)

The coefficients $c_n$ are $O(1)$ dimensionless numbers whose exact values cannot be computed with dimensional analysis alone. We consider two benchmark examples. In the first one, we assume $c_n = 1$ $\forall n$. Qualitatively, the effect of the HDOs is shown in the left panel of figure 11 where we consider for illustration $\Lambda^{-1} = 10^{-3}$ (we take $\xi = 0.3$ while the coefficients $\tilde{a}_2$ and $\tilde{a}_3$ are fixed in order to have a stationary inflection point at the field value $\phi_0 = 1$, see appendix A). The important point is that, at small field values, the stationary inflection point is not affected by the presence of the HDOs since it is controlled by the quartic and cubic coefficients (which must have opposite signs). At large field values, on the contrary, the presence of the HDOs introduces a small deviation with respect to the renormalizable case (solid versus dashed line), and alters the first and second derivatives of the potential, thus changing the slow-roll parameters at the CMB pivot scale $k_* = 0.05 \text{ Mpc}^{-1}$. In our numerical
analysis, for each value of $\Lambda^{-1}$ we consider inflationary solutions which give rise to $f_{\text{PBH}} \simeq 1$ and consistently fit CMB observables at large scales. In order to facilitate the comparison with the renormalizable case, in figure 11 we show solutions with fixed number of $e$-folds $\Delta N_e^{0.05} \simeq 51$. The values of $c_{2,3}$ and $c_0$ are the same used in eq. (2.4) for the renormalizable case while $\lambda$ and $\xi$ are tuned, for each value of $\Lambda$, in such a way to obtain, respectively, the correct normalization of the power spectrum at CMB scales and the condition $f_{\text{PBH}} \simeq 1$ on the abundance of PBHs. Furthermore, it is important to remark that all solutions shown in the right panel of figure 11 have, by construction, the position of the peak of the power spectrum, $k_{\text{peak}}$, fixed at the value $k_{\text{peak}} \simeq 1.5 \times 10^{14} \text{ Mpc}^{-1}$. This choice gives an abundance of PBHs peaked at $M_{\text{PBH}} \simeq 5 \times 10^{17} \text{ g}$, which is compatible with the possibility of having 100% of dark matter in the form of PBHs. Moreover, it eliminates all those solutions, like the ones in figure 9, in which larger values of $n_s$ are obtained at the expense of a larger $k_{\text{peak}}$ (and larger $\Delta N_e^{0.05}$). We consider HDOs up to $N = 8$, and check that our results remain stable if further higher-order terms are added. In the right panel of figure 11 we show, for each one of these solutions, the corresponding value of $n_s$. If $\Lambda^{-1}$ is too small, the impact of the HDOs is negligible and it is possible to have 100% of dark matter in the form of PBHs only for values of the spectral index that are $3 \sigma$ away from the central value of Planck, as already discussed in section 3 and shown in figure 9. However, by increasing the value of $\Lambda^{-1}$ without clashing against eq. (4.3) (region shaded in gray), the small correction introduced at large $\phi$ gives values of the spectral index that are in perfect agreement with the current observational bounds. This is shown by the red solid line in figure 11.

Let us now consider specifically the solution marked by the cyan star which has $n_s \simeq 0.96$ and $\Lambda^{-1} \simeq 2 \times 10^{-3}$. As specified before, we include in our analysis HDOs up to $N = 8$ but for $\Lambda^{-1} \simeq 2 \times 10^{-3}$ it is possible to see that the first two with $N = 5, 6$ dominate over the remaining ones. The corresponding population of PBHs is shown in the left panel of figure 1 while the induced gravitational wave signal is shown in the right panel of the same figure (cyan regions with dashed boundary in both cases). The value of $a_4$ is fixed by the amplitude of the power spectrum at CMB scales, and we find $a_4 \simeq 10^{-10}$. Since we assumed $g^2 = a_4$, we have $g \simeq 10^{-5}$. From our discussion, it follows that for the mass scale $M = g \Lambda$ we have $M \simeq 10^{-2}$ in units of $M_{\text{Pl}}$. The condition $H < M$ is, therefore, verified since $H \sim \sqrt{a_4}/\xi \simeq 10^{-5}$. The same conclusion holds true for all solutions in the right panel of figure 11.

To better understand how the presence of HDOs solves the $n_s$ tension and gives an abundance of PBHs in the right mass window, it is instructive to look at the dynamics of the inflaton field in two extreme cases shown in the right panel of figure 11. The former, with $n_s \simeq 0.948$, has been obtained with $\Lambda^{-1} \simeq 10^{-5}$ or lower and it is marked with a dashed line in figure 12. The latter, with $n_s \simeq 0.970$ and obtained with $\Lambda^{-1} \simeq 3 \times 10^{-3}$, is shown with a solid line in figure 12. Four points are worth emphasizing.

1. We first consider the Hubble parameter $\eta_H$ in the initial slow-roll phase. This is shown in the left panel of figure 12 where on the left-side $y$-axis we plot in blue the values of $\eta_H$ as function of the first 10 $e$-folds of inflation (bottom-side $x$-axis with $N_e = 0$ corresponding to the time at which we fit the CMB observables). The modification of the potential induced by HDOs increases the value of $\eta_H$ towards less negative values. This $O(1)$ change in $\eta_H$ is enough to modify, at the percent level, the value of $n_s$ from $n_s \simeq 0.948$ to $n_s \simeq 0.970$ (we remind the reader that in the initial slow-roll phase we have $n_s = 1 - 4\epsilon_H + 2\eta_H \simeq 1 + 2\eta_H$).
2. The power spectrum at large scales considerably flattens, going from $n_s \simeq 0.948$ to $n_s \simeq 0.970$. This can be appreciated in the right panel of figure 12. As a consequence, the dip of the power spectrum shifts towards larger values of $k$. This is more evident in the inset plot, where we zoom in around the position of the dip of $P_R(k)$. Keeping in mind the analytical discussion carried out in section 2, this is simply because the beginning of the negative friction phase gets shifted to larger $N_{\text{in}}$. Consequently, assuming $\Theta$ fixed, for the same $\epsilon_k$ the value of $N_0$ also increases.

3. The shift in the position of the dip of $P_R(k)$, for a negative friction phase of the same duration, would also shift the position of the peak of $P_R(k)$ towards larger $k$, producing PBHs with unacceptably small mass. In light of the analytical discussion carried out in section 2, this happens because for a negative friction phase of the same duration, shifting $N_{\text{in}}$ towards larger values will also shift $N_{\text{end}}$ which, in turn, controls the position of the peak. However, it is possible to compensate the shift in the position of the dip without changing the position of the peak at the prize of a shorter negative friction phase. As shown in appendix C, we have the approximate analytical relation $k_{\text{dip}}/k_{\text{peak}} \propto e^{-5\Delta \Theta_{<}/2}$ where $k_{\text{dip}}$ is the position of the dip of the power spectrum and $\Delta \Theta_{<} \equiv N_{\text{end}} - N_{\text{in}}$ is the duration of the negative friction phase. Since all our solutions in figure 11 are characterized, by construction, by the same value of $k_{\text{peak}}$, the previous relation implies that we need a smaller $\Delta \Theta_{<}$ to compensate the larger value of $k_{\text{dip}}$. This is indeed confirmed in the left panel of figure 12 where in the right-side $y$-axis we plot in red the value of $\eta_H$ at around the negative friction phase (top-side $x$-axis). Numerically, we find $\Delta \Theta_{<} \simeq 3.140$ for $n_s \simeq 0.948$ and $\Delta \Theta_{<} \simeq 3.091$ for $n_s \simeq 0.970$ and the relation $k_{\text{dip}}/k_{\text{peak}} \propto e^{-5\Delta \Theta_{<}/2}$ is verified since we have $k_{\text{dip}} \simeq 1.9 \times 10^{11}$ Mpc$^{-1}$ for $n_s \simeq 0.948$ and $k_{\text{dip}} \simeq 2.1 \times 10^{11}$ Mpc$^{-1}$ for $n_s \simeq 0.970$. Concretely, a shorter phase during which the power spectrum grows is obtained by means of a steeper slope of the latter as a function of $k$. This behavior can be seen in the inset plot in the right panel of figure 12, especially where $P_R(k)$ starts to rise just after the dip.
4. Without including HDOs, we do not have the freedom to change the potential at large field values. Consequently, the simplest way to get a larger $n_s$ is to fit CMB observables at larger field values. If we assume the renormalizable potential to be dominated by the quartic term, it is indeed possible to obtain, by means of the slow-roll approximation, the qualitative scaling $n_s = 1 - 16/[\{1 + 6\xi\}\phi^2_{CMB}] + O(1/\phi^3_{CMB})$. However, increasing $\phi_{CMB}$ increases, in turn, the value of $\Delta N_{0.05}$ and shifts the peak of the power spectrum towards smaller scales. This qualitative behavior characterizes all solutions in figure 9 which produce a sizable abundance of PBHs. Although we do not have a solid-rock mathematical proof, our numerical scan suggests that this is a generic feature of the renormalizable model.

These simple points make clear that the $n_s$ tension can be solved with HDOs while obtaining PBHs as the totality of dark matter in perfect agreement with observational constraints.

In the second example that we consider we take $c_n = (-1)^{n+1}$. This choice can be justified, for instance, in the context of toy ultraviolet completions as the one discussed in appendix B (see in particular eq. (B.7)). We perform the same analysis discussed before, and our result is shown by the red dashed line in figure 11. Also in this case the series of HDOs can fix the $n_s$ tension. For large values of $\Lambda$, the impact of HDOs is negligible, as in the case with $c_n = 1$. Larger values of $\Lambda^{-1}$, in comparison to the case $c_n = 1$, are needed in order to obtain the same $n_s$. The reason is that in the case $c_n = (-1)^{n+1}$ the alternating signs cause a partial cancellation of the HDOs.

It is worth recalling now that the perturbative unitarity breaking scale for the potential of eq. (2.1) is $\Lambda_{U4} = 1/\xi$ [72, 73]. New dynamics must arise at a scale lower or equal than $\Lambda_{U4}$ in order to restore unitarity. The values of $\xi \sim O(0.1)$ that we find in our solutions push $\Lambda_{U4}$ formally above $M_{Pl}$. It is thus tantalizing that $M \sim 10^{-2} \ll \Lambda_{U4}$, as we can speculate with the possibility that the new states arising at the mass scale $M$ (and the corresponding HDOs) may harbor a UV completion ensuring unitarity beyond $\Lambda_{U4}$.

Although simplistic, the numerical analysis carried out in this section shows that small corrections to the inflaton potential generated by HDOs — whose presence, in particular in the context of large-field models of inflation, has no reason to be neglected — have the capability to fix the $n_s$ tension pointed out in section 3. Before concluding, it is worth mentioning some possible extension of our analysis. First, the condition $g^2 = a_4$, that we imposed for simplicity, has no fundamental reason to be true, and relaxing it would open an additional direction in the parameter space $(g, \Lambda)$ that would be interesting to explore. Second, one can in principle add HDOs that include field derivatives; for instance an effective operator of this kind with canonical mass-dimension $d$ would have the general form $\mathcal{O}_d = (1/\Lambda_d^{d-4})\partial^n\phi\partial^n\phi$ with $d = n_\partial + n_\phi$. In light of our discussion, the relevance of these operators could be related to the fact that we expect for the suppression scale $\Lambda_\partial$ a different scaling in terms of powers of $M$ and $g$ according to $1/\Lambda_\partial = g^{n_\partial - 2/d-4}/M$.

5 Summing up

In this paper we have analyzed the possibility to generate PBHs from single-field inflation with a quartic polynomial potential and a non-minimal coupling to gravity. We conclude with a summary list of our findings.

- Single-field inflation with the simple potential $V(\phi) = a_2\phi^2 + a_3\phi^3 + a_4\phi^4$ and the general non-minimal coupling to gravity $\xi \sqrt{-g} \phi^2 R$ (in addition to the usual Einstein-Hilbert term) allows the formation of an abundant population of PBHs in the window
$10^{17} \lesssim M_{\text{PBH}} [g] \lesssim 10^{21}$, which can comprise the totality of the dark matter. However, the possible values of $n_s$ at 0.05 Mpc$^{-1}$ are smaller than indicated by the latest Planck analysis for the standard 6-parameters Base ΛCDM model, which amounts to a $\sim 3\sigma$ tension. This discrepancy is a rather common feature of PBH inflationary models with a near-stationary inflection point.$^{14}$

- Extensions of the Base ΛCDM model can alleviate the tension with $n_s$. In particular, values of $N_{\text{eff}}$ smaller than the standard 3.046 can allow $n_s$ to be closer to 0.95.

- A well-motivated fix for this $n_s$ tension is obtained by considering the simplest extension of the potential $V(\phi)$, with the inclusion higher-order dimensional operators which are naturally suppressed. Remarkably, the PBH dark matter predictions are robust under the addition of these operators. Indeed, a small five-dimensional term in the potential is already sufficient to enhance $n_s$, eliminating the tension while producing $f_{\text{PBH}} \approx 1$ in the above window and enough inflation.

- The stochastic gravitational wave background induced by the curvature fluctuations in the examples with $f_{\text{PBH}} \sim 1$ could be observed in the future by LISA and DECIGO. Moreover, this signal is orders of magnitude larger than the expected background from astrophysical binary black hole and neutron star mergers. Examples producing light PBHs which would have evaporated by now, but that are nonetheless in agreement with BBN bounds, generate a stochastic background of gravitational waves that may be observed by Advanced LIGO.
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### A General polynomial potential with an approximate stationary inflection point

Consider the scalar potential

$$\tilde{V}(\phi) = \frac{a_4}{(1 + \xi \phi^2)^2} \left( \tilde{a}_2 \phi^2 + \tilde{a}_3 \phi^3 + \phi^4 + \sum_{n=5}^{N} \tilde{a}_n \phi^n \right), \quad (A.1)$$

$^{14}$The same applies to the radiative inflation model of [15], but see [11] for an exception.
with $\tilde{a}_i \equiv a_i/a_4$. We impose the condition that $\tilde{V}(\phi)$ must have an exact stationary inflection point at some field value $\phi = \phi_0$, meaning that $\tilde{V}'(\phi_0) = \tilde{V}''(\phi_0) = 0$. It is possible to recast these two conditions in terms of the coefficients $\tilde{a}_{i=2,3}$. Some trivial algebra then gives the following potential

$$
\tilde{V}(\phi) = \frac{a_4\phi^4}{(1 + \xi\phi^2)^2(3 + \xi^2\phi_0^4)} \times \left\{ \frac{\phi_0^2}{\phi^2} \left[ 2(3 + \xi\phi_0^2) + \sum_{n=5}^{N} \tilde{a}_n \mathcal{F}_n(\phi_0, \xi) \right] + \frac{\phi_0}{\phi} \left[ -8 + 8 \sum_{n=5}^{N} \tilde{a}_n \mathcal{G}_n(\phi_0, \xi) \right] + (3 + \xi^2\phi_0^4) \left[ 1 + \sum_{n=5}^{N} \tilde{a}_n \phi^{n-4} \right] \right\},
$$

(A.2)

where

$$
\mathcal{F}_n(\phi_0, \xi) \equiv \frac{3}{2} n(n-3)\phi_0^{n-4} + (6 - 5n + n^2)\xi\phi_0^{n-2} - \frac{1}{2}(n-4)(n-3)\xi^2\phi_0^n,
$$

(A.3)

$$
\mathcal{G}_n(\phi_0, \xi) \equiv (2 - n)n\phi_0^{n-4} + (8 - 6n + n^2)\xi^2\phi_0^n.
$$

(A.4)

The coefficients $\tilde{a}_3$ and $\tilde{a}_2$ are given by the following expressions

$$
\tilde{a}_2 = \frac{2\phi_0^2(3 + \xi\phi_0^4)}{3 + \xi^2\phi_0^4} + \frac{1}{3 + \xi^2\phi_0^4} \sum_{n=5}^{N} \tilde{a}_n \times \left[ \frac{3}{2} n(n-3)\phi_0^{n-2} + (6 - 5n + n^2)\xi\phi_0^{n-2} - \frac{1}{2}(n-4)(n-3)\xi^2\phi_0^n \right],
$$

(A.5)

$$
\tilde{a}_3 = \frac{6\phi_0(-1 + \xi\phi_0^2)}{3 - 8\xi\phi_0^2 + \xi^2\phi_0^4} + \frac{\tilde{a}_2(-1 + 8\xi\phi_0^2 - 3\xi^2\phi_0^4)}{3 - 8\xi\phi_0^2 + \xi^2\phi_0^4} + \frac{1}{3 - 8\xi\phi_0^2 + \xi^2\phi_0^4} \sum_{n=5}^{N} \tilde{a}_n \left[ \frac{1}{2} (1 - n)n\phi_0^{n-2} + (2 + 5n - n^2)\xi\phi_0^n - \frac{1}{2}(n-5)(n-4)\xi^2\phi_0^{n+2} \right].
$$

(A.6)

Without loss of generality, we define $\lambda/4! \equiv a_4/(3 + \xi^2\phi_0^4)$. A slight deformation of the exact stationary inflection point in eq. (A.7) can be described introducing two small parameters $c_{2,3}$ defined in such a way that our final ansatz for the inflaton potential is

$$
\bar{V}(\phi) = \frac{\lambda\phi^4}{4!(1 + \xi\phi^2)^2} \times \left\{ \frac{\phi_0^2}{\phi^2} \left[ 2(3 + \xi\phi_0^2) + \sum_{n=5}^{N} \tilde{a}_n \mathcal{F}_n(\phi_0, \xi) \right] - \frac{\phi_0}{\phi} \left[ -8 + 8 \sum_{n=5}^{N} \tilde{a}_n \mathcal{G}_n(\phi_0, \xi) \right] + (3 + \xi^2\phi_0^4) \left[ 1 + \sum_{n=5}^{N} \tilde{a}_n \phi^{n-4} \right] \right\}.
$$

(A.7)
If we restrict this expression to the renormalizable case, we have (see ref. [15])

$$
\tilde{V}(\phi) = \frac{\lambda \phi^4}{4(1 + \xi \phi^2)^2} \left[ 3 + \xi^2 \phi_0^4 - 8(1 + c_3) \frac{\phi_0}{\phi} + 2(1 + c_2)(3 + \xi \phi_0^2) \frac{\phi_0^2}{\phi^2} \right]
$$

where in the inset plot we show (for $\phi_0 = 1$ and $\xi = 0.1$) the shape of the potential in the presence of an exact stationary inflection point ($c_2 = c_3 = 0$, solid black line) and for a slight deformation of it ($0.02 \leq c_2 = c_3 \leq 0.1$, red lines with increasing tonality of red). The region shaded in light gray illustrates the effect of changing $\xi$ in the range $0.1 \pm 0.75$ (while keeping $c_2 = c_3 = 0$), with larger values of $\xi$ corresponding to milder slopes of the potential. Increasing the value of $\xi$, therefore, has the effect of reducing the classical velocity with which the inflaton field reaches the approximate stationary inflection point. Consequently, being the classical velocity smaller, quantum fluctuations play a more prominent role increasing the height of the peak of the primordial curvature power spectrum. However, too large values of $\xi$ eventually trap the inflaton field in the local minimum.

**B Power counting and higher-dimensional operators**

Power counting is a simple but powerful method to organize HDOs [76–79]. To this end, it is convenient to restore the appropriate powers of $\hbar$ (while keeping $c = c_0 = 1$, with $c$ the speed of light and $c_0$ the vacuum permittivity). Equivalently, we can introduce a unit of energy $E$ and length $L$, with $[\hbar] = E L$ (natural units correspond to $E = L = 1$ with $\hbar$ dimensionless). The main advantage of this way of counting is that, in contrast to the case of natural units, couplings, and not only masses, are dimensionful quantities. It is, therefore, easy to keep track of the correct scaling in terms of couplings that are needed in a given expression just from dimensional arguments.

A canonically normalized scalar field has dimension $[\phi] = E^{1/2} L^{-1/2}$ (this can be seen using the fact that a generic Lagrangian density has dimension $[\mathcal{L}] = E L^{-3}$). Similarly, the dimension of a coupling constant (like a gauge coupling) is $[g] = E^{-1/2} L^{-1/2}$ while for a scalar quartic (like $a_4$ in our parametrization) we have $[\lambda] = E^{-1} L^{-1}$ (and $[g^2] = [\lambda]$, thus justifying our comment below eq. (4.6) about the dimensionality of the quartic coefficient $a_4$). The Planck scale, as the electroweak scale or the scale $\Lambda$ introduced in eq. (4.5), has dimension $[\Lambda] = E^{1/2} L^{-1/2}$. This way of counting, as anticipated before, shows that couplings are dimensionful quantities. It is, therefore, useful to introduce — instead of $E$ and $L$ — units of mass $M \equiv L^{-1}$ and coupling $C \equiv E^{-1/2} L^{-1/2}$ [80]. Consequently, we have $[\mathcal{L}] = M^4 C^{-2}$ and $[\phi] = MC^{-1}$. Furthermore, notice that a loop diagram is always accompanied by the factor $\kappa \equiv \hbar/(4\pi)^2$ which has dimension of an inverse coupling squared $[\kappa] = C^{-2}$. For the operator
in eq. (4.4) we have

\[ [O_n] = \left[ \frac{1}{\Lambda_n} \right]^{n-4} \Lambda_n C^n = M^4 C^{-2} \implies \left[ \frac{1}{\Lambda_n} \right] = \frac{C_{n-4}}{M}. \]  

(B.1)

This scaling can be obtained in two ways (a third one, involving field derivatives, was briefly discussed at the end of section 4)

\[ O_n = \frac{C_{n-2}}{M^{n-4}} \phi^n = \begin{cases} g_{n-2} M^{n-4} \phi^n = O_n^{\text{tree}} \\ \kappa g_{n-2} M^{n-4} \phi^n = O_n^{\text{loop}} \end{cases} \]  

(B.2)

where in \( O_n^{\text{tree}} \) we genuinely use \( g \) to keep track of the powers of coupling \( C \) and \( M \) to keep track of the powers of mass \( M \) while \( O_n^{\text{loop}} \) pays the prize of the one-loop suppression \( \kappa \) that is compensated by the presence of two additional powers of \( g \). We have \( O_n^{\text{loop}} / O_n^{\text{tree}} = \kappa g^2 \), and we expect \( O_n^{\text{loop}} \ll O_n^{\text{tree}} \) in a weakly coupled theory with \( g \ll 4\pi \). We consider only operators with scaling \( O_n^{\text{tree}} \) in eq. (4.5).

An explicit example — that, needless to say it, is just illustrative and by no means intends to give a comprehensive description of the ultraviolet theory — clarifies the distinction between the two classes of operators. Consider the interactions of \( \phi \) with a scalar field \( \Phi \) whose dynamics is described by the Lagrangian density

\[ L[\Phi] = \frac{1}{2} (\partial_\mu \Phi)(\partial^\mu \Phi) - V(\Phi, \phi), \quad V(\Phi, \phi) = \frac{1}{2} M^2 \Phi^2 + \frac{c_1}{2} g M \phi \Phi^2 + \frac{c_2}{2} g M \phi^2 \Phi, \]  

(B.3)

where the coefficient of each term is a proper combination of \( g \) and \( M \) fixed — as explained before, and modulo \( O(1) \) coefficients \( c_{1,2} \) — by dimensional analysis. This potential produces, upon integrating out \( \Phi \), the operators \( O_n^{\text{tree}} \) that arise from the geometric series generated by the expansion of the \( \Phi \) propagator. For instance, for \( n = 5 \) we have (we include a schematic diagram to better visualize how the power counting of \( g, M, \phi \) works)

\[ g M \quad g M \quad g M \quad g M \quad g M \quad M \gg \phi \quad \Rightarrow \quad g^3 / M \quad = \quad O_5^{\text{tree}} = g^3 / M \phi^5, \]  

(B.4)

where each trilinear elementary vertex, marked by a red dot on the left-side diagram, contributes with a power of \( g M \). In the diagrammatic approach, the HDOs arise from the contraction of heavy propagators inside diagrams of the full theory. In more detail, the solution of the classical equation of motion for \( \Phi \) is

\[ \Phi_{EOM} = (\Box + M^2 + c_1 g M \phi)^{-1} \left( -\frac{c_2 g M \phi^2}{2} / 2 \right) \]

\[ \simeq \left[ \frac{1}{M^2} - \frac{(\Box + c_1 g M \phi)}{M^4} + \frac{(\Box + c_1 g M \phi)^2}{M^6} + \ldots \right] \left( -\frac{c_2 g M \phi^2}{2} / 2 \right). \]  

(B.5)
This solution, plugged back into eq. (B.3), generates the effective Lagrangian

\[
L[\Phi_{\text{EoM}}(\phi)] = \frac{c_2}{8} g^2 M^2 \phi^2 \left[ \frac{1}{M^2} - \frac{\Box + c_1 g M \phi}{M^4} + \frac{(\Box + c_1 g M \phi)^2}{M^6} + \ldots \right] \phi^2
\]

\[
= \frac{c_2}{8} g^2 \phi^4 - \frac{c_1 c_2}{8} g^3 M \phi^5 + \frac{c_1^2 c_2^2}{8} g^4 M^2 \phi^6 + \ldots + \text{operators with derivatives}
\]

\[
= \sum_{n=1}^{\infty} \frac{(-1)^n c_1^{n-4} c_2^2}{8 M^{n-4}} g^n \phi^n + \text{operators with derivatives}, \quad \text{(B.6)}
\]

so that we have non-derivative HDOs (with an extra overall -1 since written in terms of the potential for \(\phi\))

\[
O_{\text{tree}}^{n \geq 4} = \frac{(-1)^{n+1} c_1^{n-4} c_2^2}{8 M^{n-4}} g^n \phi^n. \quad \text{(B.7)}
\]

Some comments are in order. The effective Lagrangian in eq. (B.6) contains the whole tower of operators \(O_{\text{tree}}^n\) starting from the dimension-four operator \(O_{\text{tree}}^4 = g^2 \phi^4\). This is not in contradiction with the decoupling theorem. This is because the dimensionful scalar trilinear coupling, as a consequence of our working assumptions, has the structure \(g M \phi^2 \Phi\), and does not decouple in the limit \(M \to \infty\) \[81\]. The equality \(g^2 = a_4\) that we assumed for simplicity in our analysis in section 4, therefore, is compatible with the possibility that the quartic term \(a_4 \phi^4\) is generated by the ultraviolet dynamics rather than introduced by hand in our renormalizable potential. Moreover, we see that integrating out \(\Phi\) also generates HDOs with derivatives of \(\phi\). These operators, that should be in general included, were neglected in our analysis in section 4. This can be justified based on the fact that in the slow-roll regime (where the effect of the HDOs is more relevant for our analysis) terms with two derivatives of \(\phi\) can be neglected while slow-roll violation occurs at small field values where the effects of HDOs is less relevant since they are more suppressed. Nevertheless, we reiterate that it would be interesting to perform a more general analysis that includes also derivative operators. Finally, the explicit construction shows that the expansion in terms of effective operators is valid as long as \(M \gg g \phi\). This is precisely the condition that led to eq. (4.7) where we introduced the scale \(\Lambda = g M / g\). Notice that in our way of counting the product \(g \phi\) has dimension of mass, and the ratio \(g \phi / M\), therefore, is a genuine dimensionless expansion parameter.

Together with the tree level operators just discussed, we also have loop-generated operators of the kind

\[
O_{\text{loop}}^5 = g M \phi^4 + \frac{\kappa}{M^6} g M \phi^4 = \frac{\kappa g^5}{M^5} \phi^5, \quad \text{(B.8)}
\]

where, on dimensional grounds, the loop integral contributes as \(\kappa \int d^4 k / M^{10} = \kappa / M^6\), where \(k\) is the momentum running in the loop. In the context of a weakly-coupled ultraviolet completion, we expect \(g \ll 4\pi\). In this case the operator \(O_{\text{loop}}^5\) pays, compared to \(O_{\text{tree}}^5\), the suppression factor \(\kappa g^2 \ll 1\).
As an additional comment, notice that in general we expect, instead of the simplified potential in eq. (B.3), the more articulated function

\[
V(\Phi, \phi) = \frac{1}{2} M^2 \Phi^2 + \frac{c_{12}}{2} g M \Phi \phi^2 + \frac{c_{21}}{2} g M \phi^2 \Phi + \frac{c_{22} g^2}{4} \phi^2 \Phi^2 + \frac{c_{13} g^2}{3!} \phi \Phi^3 + \frac{c_{31} g^2}{3!} \phi^3 \Phi + \frac{c_{03}}{3!} g M \Phi^3 + \frac{c_{04}}{4!} g^2 \Phi^4. \tag{B.9}
\]

If we integrate out \( \Phi \), we find HDOs (neglecting derivative operators and setting for simplicity \( c_{ij} = 1 \)) of the form \( O_{\text{tree}}^{\text{tree}} n \geq 4 = b_n (g^n / M^n - 4) \phi^4 \). The expected scaling with \( g \) and \( M \) remains unaltered but non-trivial numerical coefficients \( b_n \) are generated. In the case of the potential in eq. (B.9), we have \( b_{n>4} = \{-1/8, 1/24, -1/72, -1/144, 13/576, \ldots\} \). The presence of these numerical coefficients can be qualitatively understood if we consider the diagrammatic origin of the HDOs. Consider, for instance, the operators \( O_{\text{tree}}^{\text{tree}} n=4,6,8,\ldots \). In the limit in which \( \Phi \) is heavy, we have additional diagrams of the form (we show only a representative set of them)

where in this case non-trivial combinatorics arises because of the presence of trilinear self-interactions of \( \Phi \). The coefficients \( b_n \) are pure numbers, and power counting alone, without additional assumptions about the full theory, cannot give any clue about their actual value.

Let us close this appendix with a final remark closely related to what we just discussed. Although the scaling in eq. (B.2) can be considered as a generic expectation based on dimensional analysis (given the assumption that the sector responsible for the ultraviolet completion is characterized only by one coupling and one scale), important structural differences (caused by underlying symmetries) may arise in the series of HDOs as the consequence of specific properties of the ultraviolet completion. Consider for instance the case in which the heavy field \( \Phi \) is even under some \( \mathbb{Z}_2 \) symmetry. In this case the potential in eq. (B.9) reduces to

\[
V(\Phi, \phi) = \frac{1}{2} M^2 \Phi^2 + \frac{c_{12}}{2} g M \Phi \phi^2 + \frac{c_{22} g^2}{4} \phi^2 \Phi^2 + \frac{c_{04}}{4!} g^2 \Phi^4. \tag{B.10}
\]

In this case, only loop-suppressed operators \( O_{\text{loop}}^{\text{loop}} = \kappa g^n \phi^n / M^n - 4 \) are generated. One can try to perform an analysis similar to the one presented in section 4. The most relevant difference is that the condition \( g^2 = a_4 \) would be now replaced by \( \kappa g^4 = a_4 \). This implies \( g \sim O(10^{-2}) \).

C Solving the Mukhanov-Sasaki equation analytically

The Mukhanov-Sasaki equation must be solved numerically in order to obtain a precise estimate of the abundance of PBHs. Nevertheless, analytical solutions — although approximated and not best-suited for accurate computations — can be useful to highlight some of the properties of the power spectrum. We refer to [46, 57, 82, 83] for some recent discussions in the context of PBH formation. See also [84, 85] for earlier numerical an analytical analyses.
Using the conformal time $\tau$ as time variable (with $dt/d\tau = a$, $dN_e/d\tau = aH$), the Mukhanov-Sasaki equation in Fourier space is

$$\frac{d^2 u_k}{d\tau^2} + \left( k^2 - \frac{1}{z} \frac{d^2 z}{d\tau^2} \right) u_k = 0, \quad \text{with} \quad z = a \frac{dh}{dN_e} = a\sqrt{2\epsilon_H}, \quad (C.1)$$

where we have the following exact result

$$\frac{1}{z} \frac{d^2 z}{d\tau^2} = a^2 H^2 (1 + \epsilon_H - \eta_H)(2 - \eta_H) + a^2 H^2 \frac{d}{dN_e} (\epsilon_H - \eta_H), \quad \text{with} \quad \eta_H = \epsilon_H - \frac{1}{2} \frac{d\log \epsilon_H}{dN_e}. \quad (C.2)$$

If we integrate by parts the expression $d\tau = (1/a^2 H) da$, we find for the conformal time

$$\tau = \int \frac{da}{a^2 H} = -\frac{1}{aH} + \int \epsilon_H d\tau, \quad (C.3)$$

where the first term corresponds to the approximation in which $H$ is constant, the second term comes from $aH dH/da = -\epsilon_H$. If we now consider $\epsilon_H$ to be constant, we can integrate eq. (C.3), and we find the following expression for the evolution of the scale factor:

$$a(\tau) = -\frac{1}{\tau H(1 - \epsilon_H)}, \quad \text{constant } \epsilon_H \neq 0, \quad (C.4)$$

with $a = -1/\tau H$ in the limit with constant $H$ ($\epsilon_H = 0$). If we use this relation in eq. (C.1) and expand for small $\epsilon_H \ll 1$, we find that

$$\frac{d^2 u_k}{d\tau^2} + \left[ k^2 - \frac{1}{\tau^2} \left( \nu^2 - \frac{1}{4} \right) \right] u_k = 0, \quad \text{with} \quad \nu^2 = \frac{9}{4} - 3\eta_H + \eta_H^2 \quad (C.5)$$

and we have the canonically normalized solution

$$v_k(\tau) = \frac{\sqrt{\pi}}{2} e^{i(\nu+1/2)\pi/2} \sqrt{-\tau} H^{(1)}_\nu(-k\tau), \quad (C.6)$$

where $H^{(1)}_\nu$ is the Hankel function of the first kind. The most general solution for $u_k$ has the form

$$u_k(\tau) = \alpha_k v_k(\tau) + \beta_k v_k^*(\tau), \quad |\alpha_k|^2 - |\beta_k|^2 = 1, \quad (C.7)$$

where $\alpha_k$ and $\beta_k$ are complex coefficients subject to the Wronskian condition above. Eq. (C.6) is normalized in such a way to match the plane-wave solution that we expect in flat Minkowski space-time for $k \gg aH$ (i.e. $-k\tau \gg 1$). For $\eta_H$ constant, $\nu = \pm(3 - 2\eta_H)/2$ is just a (real) number independent on $\tau$. In the following, we shall exploit the fact that $\eta_H$ can be approximated by a piecewise function, as shown in the left panel of figure 13 (dashed red line, compared to the numerical result in solid black). In each of the three regions indicated in the plot above, $\eta_H$ is approximated with a constant value.

**Region I.** This region extends up to the beginning of the phase during which the friction becomes negative (see discussion in section 2). In this region we approximate $\eta_H^1 = 0$ and, correspondingly, we have $\nu_1 = +3/2$. The $\epsilon_H$ parameter takes a constant value
that we indicate with $\epsilon_H^I$. The comoving curvature perturbation $\mathcal{R} = -u/z$ in region I takes the form

$$\mathcal{R}^{(I)}_k(\tau) = \frac{-i}{a\tau} e^{-ik\tau}(1 + ik\tau) \approx \frac{iH}{\sqrt{4\epsilon_H^I k^3}} e^{-ik\tau}(1 + ik\tau), \quad (C.8)$$

where in the second step we used eq. (C.4) at the leading order in $\epsilon_H$ (meaning that, in eq. (C.8), $H$ can be considered as constant).

**Region II.** The parameter $\eta_H$ takes the constant value $\eta_H^I \geq 3$ (consequently, we take $\nu^I = (3 - 2\eta_H^I)/2 \leq -3/2$). In terms of the number of $e$-folds, let us indicate the transition between region I and region II — corresponding to the beginning of the negative friction phase — with $N_{\text{in}}$ (and with $\tau_{\text{in}}$ the corresponding conformal time). In this region the $\epsilon_H$ parameter evolves (following the equation $d\epsilon_H/dN_e = 2\epsilon_H(\epsilon_H - \eta_H)$) starting from the constant value $\epsilon_H^I$ in region I. Solving this equation for constant $\eta_H^I$ we find the scaling

$$\epsilon_H^I(\tau) = \epsilon_H^I \left( \frac{\tau}{\tau_{\text{in}}} \right)^{2\eta_H^I}. \quad (C.9)$$

The comoving curvature perturbation in region II takes the form

$$\mathcal{R}^{(II)}_k(\tau) = -H(-\tau)^{3/2} \sqrt{\frac{\pi}{8\epsilon_H^I}} \left( \frac{\tau_{\text{in}}}{\tau} \right)^{\eta_H^I} \times \left[ \alpha_k^I e^{i(\nu^I + 1/2)/2} H^{(1)}_{\nu^I}(-k\tau) + \beta_k^I e^{-i(\nu^I + 1/2)/2} H^{(2)}_{\nu^I}(-k\tau) \right], \quad (C.10)$$

where $H_{\nu}^{(2)}$ is the Hankel function of the second kind (for real argument, we have $H_{\nu}^{(1)*} = H_{\nu}^{(2)}$). The complex coefficients $\alpha_k^I$ and $\beta_k^I$ can be obtained via matching with region I by imposing Israel junction conditions.
Region III. The simplest possibility is to go back to a slow-roll phase with \( \eta_{H}^{III} = 0 \). This is not a perfect approximation but it is enough for our purposes. Consequently, in region III the parameter \( \epsilon_{H} \) is again constant. Its value is given by eq. (C.9) evaluated at the end of the negative friction phase. Let us indicate with \( \tau_{\text{end}} \) the end of the negative friction phase in conformal time (and with \( N_{\text{end}} \) the corresponding number of e-folds). We have

\[
\epsilon_{H}^{III} = \epsilon_{H}^{II}(\tau_{\text{end}}) = \epsilon_{H}^{II} \left( \frac{\tau_{\text{end}}}{\tau_{\text{in}}} \right)^{2\eta_{H}^{II}}.
\] (C.11)

The comoving curvature perturbation in region III takes the form

\[
R_{k}^{(III)}(\tau) = - \frac{iH}{\sqrt{4\epsilon_{H}^{II}k^{3}}} \left( \frac{\tau_{\text{in}}}{\tau_{\text{end}}} \right)^{\eta_{H}^{II}} \left[ \alpha_{k}^{III}(1 + ik\tau)e^{-ik\tau} - \beta_{k}^{III}(1 - ik\tau)e^{ik\tau} \right].
\] (C.12)

The complex coefficients \( \alpha_{k}^{III} \) and \( \beta_{k}^{III} \) can be obtained via matching with region II by imposing Israel junction conditions. By integrating \( dN_{e}/d\tau = aH \) we get

\[
\frac{\tau_{\text{in}}}{\tau_{\text{end}}} = e^{N_{\text{end}} - N_{\text{in}}} = e^{\Delta\Theta_{<}}, \quad \tau_{\text{in}} = -\frac{1}{k_{\text{in}}},
\] (C.13)

where \( k_{\text{in}} \) is the scale that exit the Hubble horizon at time \( N_{\text{in}} \).

On super-horizon scales \((-k\tau \ll 1)\), using eq. (C.12) with the appropriate coefficients \( \alpha_{k}^{III} \) and \( \beta_{k}^{III} \), the power spectrum is given by the analytical formula

\[
\mathcal{P}_{R}(k) = \frac{H^{2}}{8\pi^{2}\epsilon_{H}^{II}} e^{2\eta_{H}^{II}\Delta\Theta_{<}} \left[ \alpha_{k}^{III}\left(\alpha_{k}^{III}\right)^{*} + \beta_{k}^{III}\left(\beta_{k}^{III}\right)^{*} - \alpha_{k}^{III}\left(\beta_{k}^{III}\right)^{*} - \left(\alpha_{k}^{III}\right)^{*}\beta_{k}^{III} \right],
\] (C.14)

where we have \( \lim_{x \to 0} \mathcal{F}(\eta_{H}^{II}, \Delta\Theta_{<}, x) = 1 \). The analytical expressions for \( \alpha_{k}^{III} \) and \( \beta_{k}^{III} \) for generic \( \eta_{H}^{II} \) are quite lengthy. An important simplification takes place if we consider \( \eta_{H}^{II} = 4 \) since in this case \( \eta_{H} = -5/2 \) and we can use the explicit expressions

\[
H_{-5/2}^{(1)}(-k\tau) = \frac{\sqrt{2/\pi e^{-ik\tau}}}{k^{2}\tau^{2}\sqrt{-k\tau}} (3 + 3ik\tau - k^{2}\tau^{2}), \quad \left[ H_{-5/2}^{(1)}(-k\tau) \right]^{*} = H_{-5/2}^{(2)}(-k\tau).
\] (C.15)

If we expand for small \( x \equiv k/k_{\text{in}} \), we find

\[
\mathcal{F}(\eta_{H}^{II} = 4, \Delta\Theta_{<}, x) \quad (C.16)
\]

\[
= \left( 1 - \frac{64e^{5}\Delta\Theta_{<}}{105}x^{2} \right)^{2} + \frac{8}{5}x^{2} + \left( \frac{28}{75} + \frac{512e^{3}\Delta\Theta_{<}}{2205} - \frac{2048e^{5}\Delta\Theta_{<}}{4725} \right)x^{4} + O(x^{6})
\]

where we neglected all terms suppressed by positive powers of \( e^{-\Delta N_{\text{USR}}} \). The position of the dip corresponds to the value of \( x \) such that the leading term in eq. (C.16) vanishes. We find

\[
\frac{k_{\text{dip}}}{k_{\text{in}}} \bigg|_{\eta_{H}^{II} = 4} = \sqrt{\frac{105}{64}} e^{-5\Delta\Theta_{<}/2}.
\] (C.17)
This is the expression used in section 4 (third point, where we used the approximation $k_{\text{peak}} \approx k_{\text{in}} \gg k_{\text{dip}}$). In the right panel of figure 13 we show the analytical approximation in eq. (C.14) with $\eta_{II}^H = 4$ for two different durations of the negative friction phase, namely $\Delta \Theta_\prec = 3.2$ (dashed line) and $\Delta \Theta_\prec = 3.0$ (solid line). Despite the simplicity of the approximations used, we see that, at the qualitative level (that is, as far as the presence of the peak and the dip in the power spectrum and their separation as a function of the duration of the negative friction phase are concerned), the numerical result shown in figure 12 is well mimicked (compared to figure 12, here we used two more distant values $\Delta \Theta_\prec = 3.2$ and $\Delta \Theta_\prec = 3.0$ to visualize better the difference in the position of $k_{\text{dip}}$). In particular, we confirm what we already argued in section 4. For fixed $k_{\text{peak}}$, a shorter negative friction phase moves the position of the dip towards smaller scales thus allowing to fit larger values of $n_s$ at large scales. Of course, at the quantitative level the crude approximation used in this appendix cannot compete with the exact numerical result. For instance, using $\eta_{II}^H = 4$, which greatly simplifies the math, generates a peak that is too high and approximating $\eta_{II}^H$ with a piecewise function does not capture the right slope of the power spectrum.
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