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Abstract

We study the moduli space \( \mathcal{AS}_g \) of Artin-Schreier curves of genus \( g \) over an algebraically closed field \( k \) of positive characteristic \( p \). The moduli space is partitioned into strata, which are irreducible. Each stratum parameterizes Artin-Schreier curves whose ramification divisors have the same coefficients. We construct deformations of these curves to study the relations between those strata. As an application, when \( p = 3 \), we prove that \( \mathcal{AS}_g \) is connected for all \( g \). When \( p > 3 \), it turns out that \( \mathcal{AS}_g \) is connected for a sufficiently large value of \( g \). In the course of our work, we answer a question of Pries and Zhu about how a combinatorial graph determines the geometry of \( \mathcal{AS}_g \).

1 Introduction

Let \( k \) be an algebraically closed field of characteristic \( p > 0 \). An Artin-Schreier \( k \)-curve is a smooth projective connected \( k \)-curve \( Y \) which is a \( \mathbb{Z}/p \)-cover of the projective line \( \mathbb{P}^1_k \). In \([PZ12]\), the authors introduce the moduli space \( \mathcal{AS}_g \) of Artin-Schreier \( k \)-curves of genus \( g \). They enumerate a family of irreducible strata of \( \mathcal{AS}_g \) by partitions of the integer \( d + 2 \), where \( d := 2g/(p-1) \) such that no entries are congruent to 1 modulo \( p \). From there, Pries and Zhu give the formula to calculate the dimension of a stratum from its corresponding partition (see \([PZ12\), Corollary 3.11]). Furthermore, they construct a deformation to show whether a stratum lies in the closure of another under certain conditions (see \([PZ12\), Proposition 4.6]).

In this paper, based on the framework of \([PZ12]\), we continue to study the relations between these irreducible strata of \( \mathcal{AS}_g \) with the aim of finding sufficient conditions for the moduli space to be connected. Corollary 1.2 of \([PZ12]\) implies that \( \mathcal{AS}_g \) is irreducible and thus connected when \( p = 2 \). For \( p > 2 \), the same corollary only tells us that \( \mathcal{AS}_g \) is connected for small values of \( g \). We are able to prove that for \( p = 3 \), the moduli space \( \mathcal{AS}_g \) is also connected for all \( g \). When \( p > 3 \), the following result, which implies that \( \mathcal{AS}_g \) is connected for \( g \) sufficiently large, is the main result of this paper.

**Theorem 1.1.** When \( p = 3 \), the moduli space \( \mathcal{AS}_g \) is connected for any \( g \).

When \( p = 5 \), \( \mathcal{AS}_g \) is connected for any \( g \geq 14 \).

When \( p > 5 \), \( \mathcal{AS}_g \) is connected if \( g \geq \frac{(p^3-2p^2+p-8)(p-1)}{8} \).

**Remark 1.2.** When \( p = 5 \), the only cases that the theorem does not cover are \( g = 10 \) and \( g = 12 \). The techniques we use in this paper are inadequate to study these cases. A more conceptual approach, which will be introduced in my thesis, will show that \( \mathcal{AS}_g \) is disconnected when \( g = 10 \) or \( g = 12 \).
To prove Theorem 1.1, we use an idea of Pries and Zhu in [PZ12] about how the deformations of Artin-Schreier covers determine the geometry of the moduli space as follows. Suppose $\overrightarrow{E}_1$ and $\overrightarrow{E}_2$ are two partitions that satisfy the conditions in the previous paragraph. Then the stratum indexed by $\overrightarrow{E}_1$, which is denoted by $\Gamma_{\overrightarrow{E}_1}$, is in the closure of $\Gamma_{\overrightarrow{E}_2}$ if and only if each $k$-point of $\overrightarrow{E}_1$ can be deformed over $k[[t]]$ to a $k((t))$-point of $\overrightarrow{E}_2$ (see Proposition 3.4). These kind deformations, which actually change the number of branch points but do not change the genus, are only possible for wildly ramified cover. They were first studied by Mézard in her thesis [Mé98] and were also used by Pries and Zhu in [PZ12]. With the aim to prove Theorem 1.1, we will construct explicitly some deformations of this type in Theorem 3.7.

Remark 1.3. In [PZ12], the authors define a combinatorial invariant for $\mathcal{AS}_g$. They call it the graph $G_d$. Each vertex of $G_d$ indexes a stratum of $\mathcal{AS}_g$ of the same type as ones were mentioned previously. More details will be given in the following chapter. The existence of a chain of oriented edges connecting two vertices in $G_d$ is necessary for the stratum corresponding to one vertex to lie in the closure of another (see [PZ12, Lemma 4.3]). When considering two vertices connected by a single edge, we able to show whether the necessary condition is also sufficient by comparing the dimensions of the corresponding strata (see Corollary 3.12). That answers Open Question 1 of [PZ12].

Here is an outline of this paper. In Section 2, we give a review on Artin-Schreier theory and some results of [PZ12] about the relationship between irreducible strata of $\mathcal{AS}_g$ and partitions of integers. Section 3 introduces some deformation results and gives us information on how irreducible strata fit together in $\mathcal{AS}_g$ by looking at their corresponding partitions (Theorem 3.7). Open Question 1 of [PZ12] is also answered in this section. Connectedness of $\mathcal{AS}_g$ is discussed in Section 4. In particular, Theorem 1.1 will be proved in this section using Theorem 3.7 and graph theory on the "tree" formed by partitions of $d$. The details of how the deformations are constructed are postponed to Section 5, which is the most novel part, but also the most technical part of this paper.
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2 Moduli space of Artin-Schreier curves

2.1 Artin-Schreier Theory

Let $K$ be a field of characteristic $p$. If $L$ is a separable extension of $K$ of degree $p$, then Artin-Schreier theory says that $L = K(\alpha)$ where $\alpha$ is a root of the polynomial $y^p - y = a$ for some element $a \in K$ (detailed in [Lan02]).

Let $Y$ be an Artin-Schreier $k$-curve. Then there is a $\mathbb{Z}/p$-cover $\phi: Y \to \mathbb{P}^1_k$ with an affine equation of the form $y^p - y = f(x)$ for some non-constant rational function $f(x) \in k(x)$. A cover $\phi': Y' \to \mathbb{P}^1_k$ defined by an affine equation $y^p - y = g(x)$ is isomorphic to $\phi$ if $g(x) = f(x) + h(x)^p - h(x)$ for some $h(x) \in K(x)$. At each ramification point, there is a filtration...
of the inertia group \( \mathbb{Z}/p \), called the filtration of higher ramification groups (see, e.g., [Ser79], IV). Suppose \( f(x) \) has \( r \) poles: \( \{P_1, \ldots, P_r\} \) on \( \mathbb{P}^1_k \). Let \( d_j \) be the order of the pole of \( f(x) \) at \( P_j \). One may assume that \( f(x) \) has minimal form; i.e., the number \( d_j \) is prime to \( p \) by Artin-Schreier theory. It is an easy exercise to show that \( d_j \) is the ramification jump at \( P_j \). Let \( e_j = d_j + 1 \). Then \( e_j \geq 2 \) and \( e_j \not\equiv 1 \pmod{p} \). The ramification divisor of \( \phi \) is \( D := \sum_{j=1}^{r} (p-1)e_j Q_j \) where \( Q_j \) is the ramification point above \( P_j \) ([Ser79], IV, Proposition 4). The \( p \)-rank of \( Y \) is an integer \( s \) such that the cardinality of \( \text{Jac}[p](k) = p^s \). Applying Riemann-Hurwitz formula ([Har77], IV, Corollary 2.4) and Deuring-Shafarevich formula ([Cre84], Corollary 1.8), we have the following lemma.

**Lemma 2.1** ([PZ12, Lemma 2.6]). The genus of \( Y \) is \( g_Y = (\sum_{j=1}^{r} e_j) - 2(p-1)/2 \). The \( p \)-rank of \( Y \) is \( s_Y = (r-1)(p-1) \).

Throughout the paper, we define \( d \) by \( d = d(p-1)/2 \). So, we have the identities: \( d = (\sum_{j=1}^{r} e_j) - 2 \) and \( \sum_{j=1}^{r} e_j = d + 2 = 2g/(p-1) + 2 \).

**Remark 2.2.** The above lemma shows that all the Artin-Schreier \( k \)-curves with the same genus \( g \) have the same \( d \). That is the essential difference between \( \mathbb{Z}/p \)-curves and \( \mathbb{Z}/q \)-curves where \( q \neq p \) is prime. For each \( \mathbb{Z}/q \)-curve, a branch point contributes \( q - 1 \) to the degree of its ramification divisor. Thus, every \( \mathbb{Z}/q \)-cover of genus \( g \) must have the same number of branch points.

**Remark 2.3.** Lemma 2.1 also implies that for \( p > 2 \), the moduli space \( \mathcal{A}_g \) is empty and thus is connected if \( g \) is not a multiple of \( (p-1)/2 \). Hence, throughout the paper we will assume \( g \) is a multiple of \( (p-1)/2 \) when \( p > 2 \).

### 2.2 Partitions of Integers

Fix a prime \( p > 0 \) and an integer \( d \geq 1 \). Let \( \Omega_d \) be the set of partitions of \( d + 2 \) into positive integers \( e_1, e_2, \ldots \) with each \( e_j \not\equiv 1 \pmod{p} \). Without loss of generality, suppose \( e_1 \geq e_2 \geq \ldots \geq e_n \). Define a partial ordering \( \prec \) on \( \Omega_d \): \( \overrightarrow{E} \prec \overrightarrow{E}' \) if \( \overrightarrow{E}' \) is a refinement of \( \overrightarrow{E} \). Using this partial ordering, one can construct a directed graph \( G_d \). The vertices of the graph correspond to the partitions \( \overrightarrow{E} \) in \( \Omega_d \). We say a partition \( \overrightarrow{E} = \{e_1, \ldots, e_n\} \) of length \( n \) is in the \( n \)-th level of \( G_d \), denoted \( \overrightarrow{E} \in \Omega_{d,n-1} \). There is an edge from \( \overrightarrow{E} \) to \( \overrightarrow{E}' \) if and only if \( \overrightarrow{E} \prec \overrightarrow{E}' \) and there is no partition lying strictly between them. It is easy to see that there are only two types of edges. The first type has the form \( \{e\} \rightarrow \{e_1, e_2\} \) and the second type has the form \( \{e\} \rightarrow \{e_1, e_2, e_3\} \) where \( e_i \equiv \frac{p+1}{2} \pmod{p} \). We say there is a path connecting \( \overrightarrow{E} \) and \( \overrightarrow{E}' \) if one can go from \( \overrightarrow{E} \) to \( \overrightarrow{E}' \) through some sequence of edges in \( G_d \).

Below are some straightforward results about the set \( \Omega_d \) and the graph \( C_d \) from [PZ12] that will be used in §3.

**Lemma 2.4.** The set \( \Omega_{d,0} \) is nonempty if and only if \( p \nmid (d+1) \). If \( p \nmid (d+1) \), then \( \Omega_{d,0} \) contains one partition \( \{d+2\} \) which is an initial vertex of \( G_d \). If \( p \mid (d+1) \), then \( \Omega_{d,1} \) consists of \( [(d+1)/(p-2)/2p] \) partitions, and every vertex of \( G_d \) is larger than one of these.

**Lemma 2.5.** Let \( p \geq 3 \). A partition is maximal if and only if its entries are all equal to two or three. Every integer \( r + 1 \) with \( (d-1)/3 \leq r \leq d/2 \) occurs exactly once as the length of a maximal partition. There are \( \lfloor d/2 \rfloor - \lfloor (d-4)/3 \rfloor \) maximal partitions. There is a unique maximal partition if and only if \( d \in \{1, 2, 3, 4\} \).

**Proof.** Lemma 2.4 of [PZ12].
The next proposition, which shows that $G_d$ is connected when $k$ has small characteristic, will be used to show $\mathcal{AS}_g$ is connected.

**Proposition 2.6.** If $k$ has characteristic 2 or 3, then $G_d$ is connected for all $d$.

**Proof.**

**Case $p = 2$:** Since $d + 2 = 2g/(2 - 1) + 2$ is even for any $g$, the partition $\overrightarrow{E} = \{d + 2\}$ is the unique minimal partition of $\Omega_d$ by Lemma 2.4. Thus, $G_d$ is connected.

**Case $p = 3$:**

- If $d + 2 \not\equiv 1 \text{ mod } 3$, all partitions $\overrightarrow{E} \in \Omega_d$ satisfy $\{d + 2\} \prec \overrightarrow{E}$. Thus $G_d$ is connected.
- If $d + 2 \equiv 1 \text{ mod } 3$, i.e. $d + 2 = 3n + 1$ for some $n \geq 1$, all the minimum partitions are of the form $\overrightarrow{E} = \{3N + 2, 3M + 2\}$ where $N + M = n - 1$ by Lemma 2.4. All the branches of the graph $G_d$ starting from these $\overrightarrow{E}$ must have the same maximal partition $\{3, \ldots, 3, 2, 2\}$ by Lemma 2.5. Thus, $G_d$ is connected.

\[\square\]

**Remark 2.7.** The above proposition is not true when $k$ has characteristic $p > 3$. For instance, when $p = 5$ then $\Omega_4$ has only two partitions: $\{3, 3\}$ and $\{2, 4\}$. Since it is clear that $\{3, 3\} \not\prec \{2, 4\}$ or vice versa, $G_4$ is disconnected.

**Example 2.8.** Let $p = 5$ and $d = 7$. Here is the graph $G_7$ for $\Omega_7$.

\[\begin{array}{c}
\{9\} \\
\{5, 4\} & \{3, 3, 3\} & \{7, 2\} \\
\{4, 3, 2\} & \{5, 2, 2\} \\
\{3, 2, 2, 2\}
\end{array}\]

### 2.3 Moduli of Artin-Schreier Curves and Partitions of Integers

Recall that $\mathcal{AS}_g$ is the moduli space that parameterizes Artin-Schreier curves of genus $g$. For detail, see [PZ12, Section 3.1]. From the fact that Artin-Schreier curves of the same genus $g$ have the same invariant $d + 2$, Pries and Zhu show that $\mathcal{AS}_g$ can be partitioned by locally closed strata corresponding to elements of $\Omega_d$. In particular, the partition $\overrightarrow{E} = \{e_1, \ldots, e_r\}$ of $d + 2$ is associated with the stratum $\mathcal{AS}_{g, \overrightarrow{E}}$ (or $\Gamma_{\overrightarrow{E}}$) which is the collection of all the points of $\mathcal{AS}_g$ that represent Artin-Schreier curves with ramification divisors of the form $\sum_{j=1}^{r}(p - 1)e_jP_j$, where $P_j$ are distinct points of $\mathbb{P}_k^1$.

**Proposition 2.9.** The moduli space $\mathcal{AS}_g$ is partitioned by a set of irreducible strata that is in one-to-one correspondence with elements of $\Omega_d$. If $\overrightarrow{E} = \{e_1, e_2, \ldots, e_r\}$, then the dimension $d_{\overrightarrow{E}}$ over $k$ of the irreducible stratum $\mathcal{AS}_{g, \overrightarrow{E}}$ is $d - 1 - \sum_{j=1}^{r}[(e_j - 1)/p]$.

**Proof.** Corollary 3.11 of [PZ12]. \[\square\]
As a result of the above proposition, one has a necessary condition for one stratum to be in the closure of another stratum by comparing their dimensions.

**Lemma 2.10.** For $a \in \mathbb{Z}_{>0}$, let $\bar{a}$ be the integer so that $\bar{a} \equiv a \pmod{p}$ and $0 \leq \bar{a} < p$.

1. If the edge from $E_1$ to $E_2$ is of the form $\{e\} \to \{e_1, e_2\}$ with $2 < \bar{e}_1 + \bar{e}_2 \leq p$ and $\bar{e}_1 \bar{e}_2 \neq 0$, then $\dim_k(\Gamma_{E_1}) = \dim_k(\Gamma_{E_2})$ and $\Gamma_{E_1}$ is not in the closure of $\Gamma_{E_2}$ in $\mathcal{A}S_g$.

2. In all other cases, $\dim_k(\Gamma_{E_1}) = \dim_k(\Gamma_{E_2}) - 1$.

**Proof.** Lemma 4.5 of [PZ12].

**Remark 2.11.** Suppose we have two strata connected by an edge in $G_d$. We will see later in Corollary 3.12 that comparing dimensions also gives a sufficient condition for one stratum lie in the closure of another.

**Remark 2.12.** The original statement of Lemma 4.5 of [PZ12] does not have the condition that $\bar{e}_1 \bar{e}_2 \neq 0$, which is a mistake. Since, for instance, if $p = 5$, $E_1 = \{7\}$ and $E_2 = \{5, 2\}$, then $\dim_k(\Gamma_{E_1}) = 3 = \dim_k(\Gamma_{E_2}) - 1$.

Finally, it is known when the moduli space $\mathcal{A}S_g$ is irreducible.

**Corollary 2.13.** The moduli space $\mathcal{A}S_g$ is irreducible in exactly the following cases: i. $p = 2$; or ii. $g = 0$ or $g = (p - 1)/2$; or, and iii. $p = 3$ and $g = 2, 3, 5$.

**Proof.** Corollary 1.2 of [PZ12].

**Remark 2.14.** The above corollary implies that the moduli space $\mathcal{A}S_g$ is connected when $p = 2$.

# 3 Strata lying in closures of the other strata

In this section, we introduce some techniques to study whether a stratum lies in the closure of certain other ones in $\mathcal{A}S_g$. This involves deformations of wildly ramified curves with non-constant branch locus.

## 3.1 Some Deformation Results

Let us first prove a general result for $k$-varieties.

**Lemma 3.1.** Suppose $A$ is an affine ring of dimension $d$ over the field $k$ and $m$ is a maximal ideal of $A$. Suppose moreover that we have a chain of prime ideals $(0) \subseteq I \subseteq m$ of $A$ with $d > \dim(A/I) = d_1 > 0$. Then there exists a $k$-algebra homomorphism

$$\phi : A \to k[[t]],$$

where $\phi^{-1}((t)) = m$ and $\phi^{-1}(0) \not\subseteq I$.

**Proof.** By Noether’s Normalization Lemma (see [Eis95], §13, Theorem 13.3), $A$ is isomorphic as a $k$-algebra to $k[x_1, \ldots, x_d, y_1, \ldots, y_l]/(p_1, \ldots, p_n)$ where each $p_i$ is irreducible and of the form

$$p_i(X, y_i) = y_i^{l_i} + Q_{k_i-1}^i(X)y_i^{l_i-1} + \cdots + Q_0^i(X),$$
with \( Q_k(X) = \sum_{\nu \in \mathbb{N}d} \alpha_\nu X^\nu \in k[x_1, \ldots, x_d] \). In other words, \( A \) is integral over \( k[x_1, \ldots, x_d] \). With a good choice of \( x_i \) and \( y_j \), one may assume that \( m = (x_1, \ldots, x_d, y_1, \ldots, y_l), \) \( I \cap k[x_1, \ldots, x_d] = (x_{d+1}, \ldots, x_d) \neq (0) \) and \( Q_0^i(X) \) has no constant term for all \( j \). Define a map

\[
\phi : A = k[x_1, \ldots, x_d, y_1, \ldots, y_m]/(p_1, \ldots, p_m) \rightarrow k((T)),
\]

by mapping each \( x_i \) to \( T \) and each \( y_j \) to a root of

\[
p_j(\phi(X), Y_j) = Y_j^{L_j} + Q_{k_{i-1}}^j(\phi(X))Y_j^{L_j-1} + \cdots + Q_0^j(\phi(X))
\]

in \( k((T)) \). Since \( Q_0^i(X) \) has no constant term, \( Q_0^j(\phi(X)) \) is a multiple of \( T \), i.e. \( v_T(Q_0^j(\phi(X)) \in \mathbb{Z}_+ \). Let \( L/k((T)) \) be the splitting field of the polynomials \( p_j(\phi(X), Y_j) \). Suppose \([L : k((T))]| = s \). Then there exists \( t \in L \) such that \( L = k((t)) \). Because \( k((T)) \) is complete with respect to the \( T \)-adic valuation, the valuation \( v_T \) extends uniquely to \( k((t)) \) (see [Neu99], II, §4, Theorem 4.8). Moreover, the extension \( v_t \) is given by the formula:

\[
v_t(\alpha) = \frac{1}{s}v_T(N_{k((t))/k((T))}(\alpha)).
\]

Hence, \( v_t(\phi(y_j)) = \frac{1}{s}v_T(Q_0^j(X)^{(s/L_j)}) = \frac{1}{s}v_T(Q_0^j(X)) \in \frac{1}{s}\mathbb{Z}_+ \) for each \( j = 1, 2, \ldots, m \). Thus, the map \( \phi \) restricts to a \( k \)-algebra homomorphism:

\[
\phi : k[x_1, \ldots, x_d, y_1, \ldots, y_m]/(p_1, \ldots, p_m) \rightarrow k[[t]],
\]

where each of the generators of \( A \) is mapped to a multiple of a positive integer power of \( t \). The proposition follows easily.

**Proposition 3.2.** Suppose \( U \) and \( V \) are two irreducible disjoint subsets of a \( k \)-variety \( X \) and \( 0 < \dim U = \dim \overline{U} < \dim V =: d \). If \( U \) is contained in the closure of \( V \) then for each point \( u \) of \( U \), there exists a \( k[[t]] \)-point of \( X \) whose generic point is in \( V \) and whose closed point is \( u \).

**Proof.** Suppose \( \text{Spec} \, A \subseteq (\overline{U} \cup V) \) is an irreducible affine variety of dimension equal to \( d \) that containing \( u \). Then there exists a chain of prime ideals \( (0) \subseteq I \subseteq m \) of \( A \) where \( \overline{U} \cap \text{Spec} \, A = \mathcal{V}(I) \) and \( u = \mathcal{V}(m) \) and \( \dim A > \dim(A/I) =: d_1 > 0 \) and \( \dim(A/m) = 0 \). By Lemma 3.1 there exists a \( k \)-algebra homomorphism:

\[
\tilde{\theta} : A \rightarrow k[[t]],
\]

where \( \tilde{\theta}^{-1}(t) = m \) and \( \tilde{\theta}^{-1}(0) \nsubseteq I \). Thus \( \tilde{\theta} \) induces a morphism of \( k \)-varieties:

\[
\theta : \text{Spec} \, k[[t]] \rightarrow \text{Spec} \, A,
\]

where \( \theta(\mathcal{V}(t)) = \mathcal{V}(m) \) and \( \theta(\mathcal{V}(0)) \nsubseteq \mathcal{V}(I) \), that is \( \theta(\mathcal{V}(0)) \in (V \cap \text{Spec} \, A) \). Hence, \( \theta \) is a \( k[[t]] \)-point whose generic point is in \( V \) and whose closed point is \( u \).

The next fact about germs of Artin-Schreier curves will help us to reduce the problem of constructing deformations for an Artin-Schreier curve to the local case.

**Proposition 3.3.** Suppose \( \phi : Y \rightarrow \mathbb{P}_k^1 \) is an Artin-Schreier cover and \( P \in \mathbb{P}_k^1 \) is a branch point of \( \phi \). Then the localization of \( \phi \) at \( P \) is determined by the ramification jump at \( P \).
Proof. See Lemma 2.1.2 of [Pr03].

The next proposition, which is about the relation between the irreducible strata of $\mathcal{AS}_g$ and deformations of wildly ramified curves, will be used intensively in §5.

**Proposition 3.4.** Suppose $\overline{E}_1 = \{e_1, e_2, \ldots, e_n\} < \overline{E}_2 = \{f_{11}, f_{12}, \ldots, f_{1m_1}, f_{21}, f_{22}, \ldots, f_{nm_n}\}$, with $\{e_i\} < \{f_{ij}\}$ for $i = 1, 2, \ldots, n$. Then $\Gamma_{\overline{E}_1}$ is in the closure of $\Gamma_{\overline{E}_2}$ if and only if there exist $n$ Artin-Schreier covers $\Phi_1, \Phi_2, \ldots, \Phi_n$ over $S = \text{Spec} k[[t]]$, where the generic fiber of $\Phi_i$ yields a $k((t))$-point of $\Gamma_{\{f_{ij}\}}$ and the special fiber yields a $k$-point of $\Gamma_{\{e_i\}}$.

Proof. The “if” conditions of the above proposition can be rephrased as follows. There are $n$ Artin-Schreier covers $\Phi_i : Y_i \to Z_i \simeq \mathbb{P}_S^1$, for $i = 1, 2, \ldots, n$, whose special fiber is an Artin-Schreier curve over $k$, branched at a point $b_i$ with ramification jump $e_i - 1$, and whose generic fiber is an Artin-Schreier curve over $k((t))$, branched at $m_i$ points that specialize to $b_i$ and which have ramification jumps $f_{i1} - 1, \ldots, f_{im_i} - 1$. Consider a point in $\Gamma_{\overline{E}_2}$ that represents an Artin-Schreier cover $\phi : Y \to \mathbb{P}_k^1$, which is wildly ramified at $y_1, \ldots, y_n \in Y$ over $b_1, \ldots, b_n \in \mathbb{P}_k^1$, respectively, with ramification jumps $e_1 - 1, \ldots, e_n - 1$, respectively. Let $\phi_j$ be the germ of $\phi$ at $y_j$. The localization of the special fiber of $\Phi_j$ at its branch point has ramification jump $e_j - 1$ by the hypothesis. Since the germ of an Artin-Schreier cover at its branch point is uniquely determined by the ramification jump at this point by Proposition [3.3], the germ in the previous sentence is isomorphic to $\phi_j$. Thus, $\Phi_j$ is a deformation of a curve such that the localization at its branch point is isomorphic to $\phi_j$. Using formal patching, see e.g., [BM00, Theorem 3.3.4], one can construct a deformation $\Phi : \mathcal{X} \to \mathbb{P}_S^1$ of $\phi$ locally via the deformations $\Phi_j$ of $\phi_j$. It follows from the construction that $\Phi$ is a $\mathbb{Z}/p\mathbb{Z}$-cover whose special fiber is isomorphic to $\phi$ and whose generic fiber can be represented by a $k((t))$-point of $\Gamma_{\overline{E}_2}$. Whence, the point in $\Gamma_{\overline{E}_1}$ that indexes $\phi$ is in the closure of $\Gamma_{\overline{E}_2}$.

Conversely, if $\Gamma_{\overline{E}_1}$ is in the closure of $\Gamma_{\overline{E}_2}$, then $\dim \Gamma_{\overline{E}_1} < \dim \Gamma_{\overline{E}_2}$. Thus, by Proposition [3.2], for each $k$-point of $\Gamma_{\overline{E}_1}$ that represents a cover $\phi : Y \to \mathbb{P}_k^1$, there exists an Artin-Schreier curve $\Phi : \mathcal{X} \to \mathbb{P}_S^1$ so that the generic fiber yields a $k((t))$-point of $\Gamma_{\overline{E}_2}$ and the special fiber is isomorphic to $\phi$. Suppose $\phi$ is wildly ramified at $y_1, \ldots, y_n \in Y$ over $b_1, \ldots, b_n \in \mathbb{P}_k^1$, respectively, with ramification jumps $e_1 - 1, \ldots, e_n - 1$, respectively. We can get each of the local deformations $\Phi_i$ simply by restricting $\Phi$ to the spectrum of the complete local ring $\mathcal{O}_{\mathcal{X},y_j}$.

**Remark 3.5.** The above proposition implies that it suffices to study the deformations of germs or, in other words, to reduce to the case $\overline{E}_1$ has only one entry.

The following corollary will be used in §4.4 to prove a result about disconnectedness of $\mathcal{AS}_g$.

**Corollary 3.6.** Let $\overline{E}_1$ and $\overline{E}_2$ be as in the preceding proposition. Suppose $\Gamma_{\overline{E}_1}$ is not in the closure of $\Gamma_{\overline{E}_2}$. Then $\Gamma_{\overline{E}_1}$ is disjoint from the closure of $\Gamma_{\overline{E}_2}$.

Proof. Suppose that there is a $k$-point of $\Gamma_{\overline{E}_1}$, which corresponds to a cover $\phi : Y \to \mathbb{P}_k^1$, that is in the closure of $\Gamma_{\overline{E}_2}$. Then, there is a deformation $\Phi$ over $S = \text{Spec} k[[t]]$ whose generic fiber yields a $k((t))$-point of $\Gamma_{\overline{E}_2}$ and its special fiber is isomorphic to $\phi$. Thus, for each $e_i$, there exists a deformation over $S$ from a $k((t))$-point of $\Gamma_{\{f_{ij}\}}$ to a $k$-point of $\Gamma_{\{e_i\}}$ formed by restricting $\Phi$. Hence, by the preceding proposition, $\Gamma_{\overline{E}_1}$ is in the closure of $\Gamma_{\overline{E}_2}$.
Motivated by Proposition 4.1 of [PZ12] and with the aim to find sufficient conditions for the moduli space $\mathcal{AS}_g$ to be connected, we construct deformations that will prove Theorem 1.1.

**Theorem 3.7.** Let $e \not\equiv 1 \pmod{p}$ be an integer and \( \{e_1, e_2, \ldots, e_n\} \) be a partition of $e$ such that $e_i \not\equiv 1 \pmod{p}$ for all $i$. Fix a projective line $\mathbb{P}^1_{k[[t]]}$ and a $k$-point $b$ of $\mathbb{P}^1_{k[[t]]}$. Identify a projective line $\mathbb{P}^1_{k((t))}$ with the generic fiber of $\mathbb{P}^1_{k[[t]]}$. Then there exists a $\mathbb{Z}/p$-Galois cover $\psi_S$ over $S = \text{Spec } k[[t]]$ whose special fiber is an Artin-Schreier cover over $k$, branched only at $b$ with ramification jump $e - 1$, and whose generic fiber is isomorphic to an Artin-Schreier cover $\psi_\eta$ over $\mathbb{P}^1_{k((t))}$ that is branched at $n$ distinct points $a_1, a_2, \ldots, a_n$ which specialize to $b$ and which have ramification jumps $e_i - 1$ at $a_i$ in the following situations:

(a) $n = 2$ and $\left\lfloor \frac{e-1}{p} \right\rfloor > \left\lfloor \frac{e_1-1}{p} \right\rfloor + \left\lfloor \frac{e_2-1}{p} \right\rfloor$, or

(b) $n = 3$ and $e_i \equiv \frac{e_i+1}{2} \pmod{p}$ for all $i$, or

(c) $n = 3$ and $e_i = p - 1$ for some $i$, or

(d) $n = p - m + 1$ and $e_i = m + 1$ for all $i$, or

(e) $n = 4$ and $\{e_1, e_2, e_3, e_4\} = \{3, 2, 2, 2\}$ or $\{3, 3, 2, 2\}$ where $p = 5$.

**Proof.** The proof will be provided in §5.

\[\square\]

**Remark 3.8.** Proposition 4.1 of [PZ12] is a special case of Theorem 3.7 part (a).

### 3.1.1 The Oort-Sekiguchi-Suwa Component

Suppose $\Psi$ is a $\mathbb{Z}/p$-cover over $R = W(k)[\zeta_p]$. In [BM00], Bertin and Mézard study the *versal deformation ring* $R_\Psi$ whose spectrum is the formal deformation space of $\Psi$. They construct explicitly a family of infinitesimal deformations for $\Psi$ that is parameterized by an irreducible component of the formal deformation space, called the *Oort-Sekiguchi-Suwa component*. It turns out that the dimension of the component is equal to the dimension of the versal deformation ring. In particular, if $\Psi$ has ramification jump $m = pq - l$, where $l \in [1, p[$, we have:

\[
\dim_{\text{Krull}} R_\Psi = \begin{cases} 
q & l \neq 1 \\
q + 1 & l = 1
\end{cases}
\]

For more details, see Theorem 5.3.3 of [BM00]. Most of the deformations that we will construct to prove Theorem 3.7 are explicit examples of ones that do *not* lie in the Oort-Sekiguchi-Suwa component. In particular, only the local deformation $\psi_S$ in part (a) of Theorem 3.7 under the additional condition $e_1 = p$ and $e_2 \leq p$ is an element of the component.

In the rest of this subsection, we shall realize the characteristic $p$ fibers of the deformations in the Oort-Sekiguchi-Suwa component as special cases of ones that are used by Pries and Zhu in the proof of Proposition 4.1 of [PZ12]. Consider an Artin-Schreier cover $\phi$ over $k$ defined by an affine equation:

\[
y^p - y = t^{-m},
\]

where $m = pq - l$, $l \in [1, p[$. One can think of $\phi$ as a $k$-point of $\Gamma_{\{m+1\}}$. We will study the case $l = 1$ and $l \neq 1$ separately.
Case $l = 1$. Let $\zeta = yt^q$, then (1) can be written as:

$$\zeta^p - t^{(p-1)q}\zeta = t. \tag{2}$$

Consider the Artin-Schreier cover $\Phi$ over $S = \text{Spec} \, k[[x_1, \ldots, x_q]]$ given by the following affine equation:

$$\zeta^p - (t^q + x_1t^{q-1} + \cdots + x_q)^{p-1}\zeta = t. \tag{3}$$

The special fiber of $\Phi$ is clearly birationally equivalent to $\phi$. On the generic fiber of $\Phi$, we define $Z = \zeta/(t^q + x_1t^{q-1} + \cdots + x_q)$. Equation (3) can be written in familiar form:

$$Z^p - Z = \frac{t}{(t^q + x_1t^{q-1} + \cdots + x_q)^p} =: F(t). \tag{4}$$

Let us study $a(t) = t^q + x_1t^{q-1} + \cdots + x_q$. One can show that the polynomial is separable over $k[[t]][x_1, \ldots, x_q]$. Suppose $u_0, u_1, \ldots, u_q$ are roots of $x^q + x_1t^{q-1} + \cdots + x_q$ over a fixed algebraic closure of $k[[t]][x_1, \ldots, x_q]$. Then the right hand side of the above equation is:

$$F(t) = \frac{1}{\prod_{i=1}^{q+1} (t - u_i)^p}.$$ 

Thus,

$$(t - u_j)^p F(t)' = \frac{1}{\prod_{i=1}^{q+1} (t - u_i)^p}$$

is clearly not equal to 0 or undefined when we plug in $t = u_j$. Hence, the minimal form of Artin-Schreier equation (4) has precisely $q$ distinct poles of order $p-1$. It follows from Lemma IV.2.3 of [SOS89] that $\Phi$ is a deformation from a point of $\Gamma_{\{p,q\}}$ to a point of $\Gamma_{\overline{E}_2}$ where $\overline{E}_2 = \{p, p, \ldots, p\}$.

Case $l \neq 1$. Again, let $\zeta = yt^q$. This time, equation (1) is written as:

$$\zeta^p - t^{(p-1)q}\zeta = t^l. \tag{5}$$

Consider the Artin-Schreier cover $\Phi$ over $S = k[[x_1, \ldots, x_{q-1}]]$ defined by the equation:

$$\zeta^p - (t^q + x_1t^{q-1} + \cdots + x_{q-1}t)^{p-1}\zeta = t^l. \tag{6}$$

Again, the special fiber is birationally equivalent to $\phi$. On the generic fiber, just like when $l = 1$, define $Z = \zeta/(t^q + x_1t^{q-1} + \cdots + x_{q-1}t)$. Equation (6) becomes:

$$Z^p - Z = \frac{t^l}{(t^q + x_1t^{q-1} + \cdots + x_{q-1}t)^p}. \tag{7}$$

By a similar argument as in the case $l = 1$, the minimal form of Artin-Schreier equation (7) has precisely a pole at 0 of order $p - l$ and $q - 1$ other distinct poles of order $p - 1$. Thus, again by Lemma IV.2.3 of [SOS89], $\Phi$ is a deformation from a point of $\Gamma_{\{m+1\}}$ to a point of $\Gamma_{\overline{E}_2}$ where $\overline{E}_2 = \{p, p, \ldots, p, p - l + 1\}$.

Let us compare those deformations above with one in [PZ12]. Pries and Zhu’s deformations in Proposition 4.1 of [PZ12] are defined by equations of the form:
\[ y^p - y = \frac{1}{x^{e_2-1}(x-t)^{e_1}}, \]  

(8)

where \( p \mid e_1 \), say \( e_1 = pm_1 \). One can check the minimal form of the Artin-Schreier equation has a pole at 0 of order \( e_2 - 1 \) and at \( t \) of order \( e_1 - 1 \). Thus, this is a deformation from a point of \( \Gamma_{\{e\}} \) to a point of \( \Gamma_{\{pm_1, e_2\}} \). One can get all elements of the Oort-Sekiguchi-Suwa component by iterating Pries and Zhu’s deformation.

**Remark 3.9.** When \( p = 2 \), if \( \vec{E} = \{e_1, e_2, \ldots, e_n\} \in \Omega_d \) then \( e_i \) must all be even, or else \( e_i \) would be congruent to 1 modulo \( p \). Thus, all deformations are formed by repeated applications of equation (8).

### 3.2 Some Closure Results

In this section, we show that the combinatorial data in the graph \( G_d \) gives partial information about how irreducible strata of \( \mathcal{AS}_g \) relate. In fact, we will see in §4 that the graph \( G_d \) gives complete information about this question when \( p = 2 \) or \( p = 3 \).

Let us fix a prime \( p \) and construct a directed graph \( C_d \). The vertices of the graph correspond to the partitions \( \vec{E} \) in \( \Omega_d \). There is an edge from \( \vec{E} \) to \( \vec{E}' \) if and only if \( \vec{E} < \vec{E}' \), and \( \Gamma_{\vec{E}} \) lies in the closure \( \Gamma_{\vec{E}'} \). We will show in §4 that for \( p = 2 \) or \( p = 3 \), the graph \( G_d \) is a subgraph of \( C_d \).

In general topology, if one irreducible subset of a space lies in the closure of another, then they are contained in the same connected component of that space. Thus, if \( C_d \) is connected then so is \( \mathcal{AS}_g \). From now on, we will study the connectedness of \( C_d \).

**Theorem 3.10.** Suppose \( \vec{E}_1 < \vec{E}_2 \). Then there is an edge from the former to the latter in \( C_d \) if each entry of \( \vec{E}_1 \) splits into entries of \( \vec{E}_2 \) of the form:

(a) \( \{e\} \to \{e_1, e_2\} \) where \( \left\lfloor \frac{e-1}{p} \right\rfloor > \left\lfloor \frac{e_1-1}{p} \right\rfloor + \left\lfloor \frac{e_2-1}{p} \right\rfloor \).

(b) \( \{e\} \to \{e_1, e_2, e_3\} \) where \( e_i \equiv \frac{p+1}{2} \pmod{p} \) for \( i = 1, 2, 3 \).

(c) \( \{e\} \to \{p-1, e_1, e_2\} \).

(d) \( \{(n+1)(p-n+1)\} \to \{n+1, n+1, \ldots, n+1\} \) where \( 1 \leq n \leq p-1 \).

(e) \( \{9\} \to \{3, 2, 2, 2\} \) or \( \{10\} \to \{3, 3, 2, 2\} \) where \( p = 5 \).

**Proof.** It suffices to show that if \( \vec{E}_1 \) and \( \vec{E}_2 \) satisfy the conditions listed above then \( \Gamma_{\vec{E}_1} \) is in the closure of \( \Gamma_{\vec{E}_2} \). By Proposition 3.4, we can reduce to the case \( \vec{E}_1 = \{e\} \).

(a) Let \( \phi_o : Y_o \to \mathbb{P}^1_k \) be an Artin-Schreier cover that corresponds to a \( k \)-point of \( \Gamma_{\vec{E}_1} \). The element \( e \) in the partition \( \Gamma_{\vec{E}_2} \) indicates the ramification jump of a branch point \( b \in \mathbb{P}^1_k \) so that the ramification jump of \( \phi_o \) above \( b \) is \( e - 1 \).

Let \( S = \text{Spec}(k[[t]]) \). By Theorem 3.7 (a), there exists an Artin-Schreier cover \( \phi_S \) over \( S \) whose special fiber is isomorphic to \( \phi_o \) and whose generic fiber is branched at two points that specialize to \( b \) and that have ramification jumps \( e_1 - 1 \) and \( e_2 - 1 \). Furthermore, the ramification divisor is otherwise constant. Thus the generic fiber \( \phi_S \) has partition \( \vec{E}_2 \). Thus \( \Gamma_{\vec{E}_1} \) is in the closure of \( \Gamma_{\vec{E}_2} \) in \( \mathcal{AS}_g \).

Parts (b), (c), (d), (e), are proved using similar arguments as in part (a) and Theorem 3.7 parts (b), (c), (d), (e). \qed
Remark 3.11. Item (e) of the above lemma is used to lower the bound for the genus $g$ so that the moduli space $\mathcal{AS}_g$ is connected when the base field has characteristic 5.

Combining the result above with the discussion in Section 2.2 about the two types of edges in the directed graph $G_d$, we have the complete answer for Open Question 1 of [PZ12]: the necessary and sufficient conditions on the edge $\{e\} \rightarrow \{e_1, e_2\}$ or the edge $\{e\} \rightarrow \{e_1, e_2, e_3\}$ in $G_d$ for $\Gamma_{\vec{E}_1}$ to be in the closure of $\Gamma_{\vec{E}_2}$ in $\mathcal{AS}_g$.

Corollary 3.12. (a) If $\vec{E}_1 \prec \vec{E}_2$ with an edge of the form $\{e\} \rightarrow \{e_1, e_2\}$ in $G_d$ from $\vec{E}_1$ to $\vec{E}_2$, then $\Gamma_{\vec{E}_1}$ is in the closure of $\Gamma_{\vec{E}_2}$ if and only if $\left\lfloor \frac{e-1}{p} \right\rfloor > \left\lfloor \frac{e_1-1}{p} \right\rfloor + \left\lfloor \frac{e_2-1}{p} \right\rfloor$.

(b) If $\vec{E}_1 \prec \vec{E}_2$ with an edge of the form $\{e\} \rightarrow \{e_1, e_2, e_3\}$ in $G_d$ from $\vec{E}_1$ to $\vec{E}_2$, then $\Gamma_{\vec{E}_1}$ is in the closure of $\Gamma_{\vec{E}_2}$.

(c) Suppose $\vec{E}_1 \prec \vec{E}_2$ with an edge between them in $G_d$. Then $\Gamma_{\vec{E}_1}$ is in the closure of $\Gamma_{\vec{E}_2}$ if and only if $\text{dim}_k(\Gamma_{\vec{E}_1}) < \text{dim}_k(\Gamma_{\vec{E}_2})$.

Proof. For edge of the form $\{e\} \rightarrow \{e_1, e_2\}$: The “if” direction follows from part (a) of Theorem 3.10. Conversely, if $\left\lfloor \frac{e-1}{p} \right\rfloor = \left\lfloor \frac{e_1-1}{p} \right\rfloor + \left\lfloor \frac{e_2-1}{p} \right\rfloor$, then by theorem 3.10 of [PZ12], $\text{dim}_k(\Gamma_{\vec{E}_1}) = \text{dim}_k(\Gamma_{\vec{E}_2})$ and $\Gamma_{\vec{E}_1}$ is not in the closure of $\Gamma_{\vec{E}_2}$ in $\mathcal{AS}_g$.

For edge of the form $\{e\} \rightarrow \{e_1, e_2, e_3\}$: In order to have an edge of type $\{e\} \rightarrow \{e_1, e_2, e_3\}$ in $G_d$, we must have $e_1 + e_2 \equiv 1 \pmod{p}$, $e_1 + e_3 \equiv 1 \pmod{p}$ and $e_2 + e_3 \equiv 1 \pmod{p}$. Thus, $e_1 \equiv e_2 \equiv e_3 \equiv \frac{p+1}{2} \pmod{p}$. This is then an immediate result of part (b) of Theorem 3.10.

Since an edge in $G_d$ is either of a type in part (a) or type in part (b), part (c) easily follows.

4 Connectedness

In this section, we will prove Theorem 3.7. Let’s take a look at one example.

Example 4.1. Let $p = 5$ and $g = 14$. Then $d = 7$. Using Lemma 3.10, we can draw a subgraph of $C_7$.

Since the subgraph is connected, the graph $C_7$ is connected. Thus, follow the discussion at the beginning of §3.2, $\mathcal{AS}_{14}$ is also connected.
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Proposition 4.2. Suppose $\overrightarrow{E}_1 = \{e, e_3, \ldots, e_n\} < \overrightarrow{E}_2 = \{e_1, e_2, e_3, \ldots, e_n\}$ with an edge in $G_d$ of the form $\{e\}$ to $\{e_1, e_2\}$ such that $e_1 > p$ and $\Gamma_{\overrightarrow{E}_1}$ is not in the closure of $\Gamma_{\overrightarrow{E}_2}$. Then $\Gamma_{\overrightarrow{E}_1}$ and $\Gamma_{\overrightarrow{E}_2}$ are both in the closure of $\Gamma_{\overrightarrow{E}_3}$, where $\overrightarrow{E}_3 = \{p - 1, e_1 - p + 1, e_2, e_3, \ldots, e_n\}$.

Proof. Suppose $e_i - 1 = pr_i + s_i$ where $1 \leq s_i \leq p - 1$ and $r_i \geq 1$. Then $e - 1 = p(r_1 + r_2) + s_1 + s_2 + 1$. By Corollary 3.12, $\Gamma_{\overrightarrow{E}_1}$ is not in the closure of $\Gamma_{\overrightarrow{E}_2}$ if and only if $[\frac{e - 1}{p}] = [\frac{r_1 + r_2}{p}] + [\frac{s_1 + s_2}{p}]$, or $3 \leq s_1 + s_2 + 1 \leq p - 1$. Thus, $e_1 - p = p(r_1 - 1) + s_1 + 1$, and $s_1 + 1 < p - 1$. It follows that $[\frac{e - 1}{p}] > [\frac{r_1 - 1}{p}] + [\frac{s_1 - p + 1}{p}]$. Whence, $\Gamma_{\overrightarrow{E}_2}$ is in the closure of $\Gamma_{\overrightarrow{E}_3}$ by Lemma 3.10(a). Also, by Lemma 3.10(c), $\Gamma_{\overrightarrow{E}_1}$ is in the closure of $\Gamma_{\overrightarrow{E}_3}$.

The above proposition gives us a strategy to study the connectedness of $C_d$: even though there is no edge on $C_d$ directly connecting two vertices, we can still go from one vertex to another through a third one. The following corollary will show that for most choices of the genus $g$, we can connect all the vertices of $C_d$ corresponding to partitions where at least one entry has a value greater than or equal to $p$.

Corollary 4.3. Fix a base field of characteristic $p > 0$.

1. If $d + 2 \not\equiv 1 \pmod{p}$, then all vertices of $C_d$ that correspond to partitions with at least one entry having a value greater than or equal to $p$ lie in the same connected component.

2. If $d + 2 \equiv 1 \pmod{p}$, then all vertices of $C_d$ that correspond to partitions with at least one entry having a value greater than or equal to $p$ are in the same connected component with a partition on the second level.

Proof. Case $d + 2 \not\equiv 1 \pmod{p}$. By Lemma 2.7, we have that $\overrightarrow{E} > \{d + 2\}$ for all $\overrightarrow{E} \in \Omega_d$. Thus, it suffices to show that all partitions having at least one entry greater than or equal to $p$ can be connected with $\{d + 2\}$ in $C_d$.

Suppose $\overrightarrow{E} = \{e_1, \ldots, e_n\}$ with $e_1 > p$. Then there is a “path” from $\{d + 2\}$ to $\{e_1, \ldots, e_n\}$ in $G_d$ such that each partition in the path has at least one entry greater than $p$. By Proposition 4.2, all the partitions in the path are in the same connected component in $C_d$. In other words, one can go from $\{d + 2\}$ to $\overrightarrow{E}$ in $C_d$.

If $\overrightarrow{E} = \{p, e_2, \ldots, e_n\}$ then $\lfloor \frac{p + e_2 - 1}{p} \rfloor = 1 + \lfloor \frac{e_2 - 1}{p} \rfloor > \lfloor \frac{p - 1}{p} \rfloor + \lfloor \frac{e_1 - 1}{p} \rfloor = \lfloor \frac{e_1 - 1}{p} \rfloor$. Thus, there is an edge from $\overrightarrow{E'} = \{p + e_2, \ldots, e_n\}$ to $\overrightarrow{E}$ in $C_d$ by Lemma 3.10(a). By the argument in the previous paragraph, $\overrightarrow{E'}$ is in the same component with $\{d + 2\}$, then so is $\overrightarrow{E}$.

Case $d + 2 \equiv 1 \pmod{p}$. Consider a partition $\overrightarrow{E} = \{e_1, \ldots, e_n\} \in \Omega_d$. Suppose, without loss of generality, that $e_1 > p$ and $e_n \not\equiv 0 \pmod{p}$. Then, the number $e' = \sum_{i=1}^{n-1} e_i$ is greater than $p$ and not congruent to $1$ modulo $p$. Thus, $\overrightarrow{E} = \{e_1, \ldots, e_n\} < \overrightarrow{E'} = \{e', e_n\}$, and by the previous discussion, $\{e'\}$ and $\{e_1, \ldots, e_{n-1}\}$ are linked in $C_{e'-2}$. Thus, $\overrightarrow{E'}$ and $\overrightarrow{E}$ lie in the same connected component in $C_d$.

Remark 4.4. Corollary 4.3 implies that the problem of determining whether $\mathcal{A} \mathcal{S}_g$ with $d + 2 \not\equiv 1 \pmod{p}$ is connected can be reduced to the study of whether all strata indexed by partitions with all entries less than $p$ contain in their closure at least one stratum enumerated by a partition with at least one entry greater than or equal to $p$. 
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4.1 Case $p = 3$

**Proposition 4.5.** The strata $\overrightarrow{E}_1, \overrightarrow{E}_2$ satisfy $\overrightarrow{E}_1 < \overrightarrow{E}_2$ if and only if $\Gamma_{\overrightarrow{E}_1}$ is in the closure of $\Gamma_{\overrightarrow{E}_2}$.

*Proof.* “If” follows from Lemma 4.3 of [PZ12]. Conversely, suppose $\overrightarrow{E}_1$ and $\overrightarrow{E}_2$ are connected by an edge of the form $\{e\} \to \{e_1, e_2\}$. Suppose moreover that $e_2 - 1 = 3a + u$ and $e_1 - 1 = 3b + v$ with $1 \leq u, v < 3$. Then $e - 1 = e_1 + e_2 - 1 = 3(a + b) + u + v + 1$. In order for $3 \nmid (e - 1)$, we need $u + v + 1 \neq 3$. Moreover, since $u, v \geq 1$, we must have $u + v + 1 > 3$, thus $\lfloor \frac{e - 1}{3} \rfloor > \lfloor \frac{e_1 - 1}{3} \rfloor + \lfloor \frac{e_2 - 1}{3} \rfloor$. Hence, by Lemma 3.10(a), $\Gamma_{\overrightarrow{E}_1}$ is in the closure of $\Gamma_{\overrightarrow{E}_2}$. If the edge connecting $\overrightarrow{E}_1$ and $\overrightarrow{E}_2$ is of the form $\{e\} \to \{e_1, e_2, e_3\}$, we get the same result by Lemma 3.10(b). Thus, one can conclude that for any $\overrightarrow{E}_1 < \overrightarrow{E}_2$, $\Gamma_{\overrightarrow{E}_1}$ is in the closure of $\Gamma_{\overrightarrow{E}_2}$.

□

**Proposition 4.6.** When the base field has characteristic 3, the moduli space $\mathcal{AS}_g$ is connected for any value of $g$.

*Proof.* Just like the case $p = 2$, Proposition 4.5 implies that the graph $G_d$ is a subgraph of $C_d$. Hence, in order to show that $\mathcal{AS}_g$ is connected, it suffices to prove that $G_d$ is connected, which follows from Proposition 2.7.3.

□

4.2 Case $p = 5$

**Proposition 4.7.** Given $p = 5$, the graph $C_d$ is connected when $d \geq 7$. In particular, $\mathcal{AS}_g$ is connected when $g \geq 14$.

*Proof.* When $g \geq 14$, then $d + 2 \geq 9$ so $d \geq 7$.

Case $d + 2 \equiv 1 \pmod{5}$: It suffices to show that every partition of $\Omega_d$ lies in the same connected component with $\{d + 2\}$ in $C_d$.

- If $\overrightarrow{E} = \{e_1, \ldots, e_n\}$ has at least one entry greater than or equal to 5, $\overrightarrow{E}$ is in the same component with $\{d + 2\}$ by Proposition 4.2.
- If $\overrightarrow{E} = \{e_1, \ldots, e_n\}$ has no entry greater than 5, then $e_1$ can only be 4, 3 or 2. Suppose there exists an entry equal to 4, say $e_1 = 4$. Since $d + 2 \geq 9$, there exists at least one more entry, say $e_2$. Let $e' = e_1 + e_2$. If $e_2 = 3$ or $e_2 = 4$, then $e' \equiv 1 \pmod{5}$ and $\lfloor \frac{e' - 1}{5} \rfloor = \lfloor \frac{e_1 + e_2 - 1}{5} \rfloor > \lfloor \frac{e_1 - 1}{5} \rfloor = 1$ and $\lfloor \frac{e_1}{5} \rfloor + \lfloor \frac{e_2}{5} \rfloor = 0$. Thus, by Lemma 3.10(a), $\Gamma_{\{e'\}}$ is in the closure of $\Gamma_{\{e_1, e_2\}}$, that means $\Gamma_{\{e_1, \ldots, e_n\}}$ is in the closure of $\Gamma_{\{e' , \ldots, e_n\}}$ which is in the same component with $\Gamma_{\{d + 2\}}$. If $e_i = 2$ for all $i \geq 2$, then $n \geq 3$. Thus, there is an edge from $\{8, e_4, \ldots, e_n\}$ to $\{4, 2, e_4, \ldots, e_n\}$ in $C_d$ by Lemma 3.10(c), and $\{8, e_4, \ldots, e_n\}$ is in the same component with $\{d + 2\}$.

Suppose all entries are equal to 2 or 3. If there are more than three entries equal to 3 or more than 5 entries equal to 2, then, by Lemma 3.10(b) and (d), there is an edge in $C_d$ that connects $\overrightarrow{E}$ with a partition $\overrightarrow{E}'$, which is different from $\overrightarrow{E}$ by edges in $G_d$ of the form $\{9\} \to \{3, 3, 3\}$ or $\{10\} \to \{2, 2, 2, 2\}$. So, $\overrightarrow{E}$ is in the same component with $\{d + 2\}$. Otherwise, since $d + 2 \geq 9$, we are left with the only possible partitions: $\{3, 2, 2, 2\}$ or $\{3, 3, 2, 2\}$. These particular cases are solved by Lemma 3.10(e).
Case $d + 2 \equiv 1 \pmod{5}$: All the minimal deformations on the second level are of the form \( \{5a_1 + 2, 5a_2 + 4\} \) or \( \{5b_1 + 3, 5b_2 + 3\} \) where \( \sum a_i = \sum b_j \). It follows that:

\[
\{5b_1 + 3, 5b_2 + 3\} \preceq \{3, \ldots, 3, 2, \ldots, 2\}_{b_1+b_2+2} \quad \text{and} \quad \{5a_1 + 2, 5a_2 + 4\} \preceq \{3, \ldots, 3, 2, \ldots, 2\}_{a_1+a_2+3}.
\]

Thus, by an argument similar to the case \( d+2 \not\equiv 1 \pmod{5} \), all partitions on the branches started by ones of the form \( \{5a_1 + 2, 5a_2 + 4\} \) (or \( \{5b_1 + 3, 5b_2 + 3\} \)) are in the same components in \( C_d \).

In order to show \( C_d \) is connected, it now suffices to show that \( \{5a_1 + 2, 5a_2 + 4\} \) and \( \{5b_1 + 3, 5b_2 + 3\} \) are in the same component in \( G_d \) for some values of \( a_1, a_2, b_1 \) and \( b_2 \). Again, by the condition that \( d + 2 \geq 9 \), the smallest \( d + 2 \) that can be congruent to \( 1 \pmod{5} \) is 11.

Thus, there exists in the second level a partition of the form \( \{5a_1 + 2, 5a_2 + 4\} \) where \( a_2 \geq 1 \). Whence \( \{5a_1 + 2, 5a_2 + 4\} \prec \{5a_1 + 2, 5(a_2 - 1), 9\} \prec \{3, \ldots, 3, 2, \ldots, 2\} \), where the number of entries of the latter partition equal to 3 is \( a_1 + a_2 - 1 + 3 = a_1 + a_2 + 2 = b_1 + b_2 + 2 \) and the number of entries equal to 2 is \( a_1 + 1 + a_2 - 1 = a_1 + a_2 = b_1 + b_2 \). Thus, all partitions are in the same component in \( C_d \).

\[ \square \]

4.3 Case \( p > 5 \)

**Proposition 4.8.** Given \( p > 5 \), if \( d \geq \frac{p(p-1)^2}{4} \) or \( d \leq 1 \) then \( C_d \) is connected. In particular, the moduli space \( \mathcal{M}_g \) is connected when \( g \geq \frac{(p^3 - 2p^2 + p - 8)(p-1)}{8} \) or \( g \leq \frac{p-1}{2} \).

**Proof.** Case \( d + 2 \not\equiv 1 \pmod{p} \): By Proposition 4.2, all partitions of \( \Omega_d \) with at least one entry greater than or equal to \( p \) lie in the same connected component of \( C_d \). Thus, it suffices to show that when \( g \geq \frac{(p^3 - 2p^2 + p - 8)(p-1)}{8} \), i.e. \( d \geq \frac{p(p-1)^2}{4} \), every partition of the form \( \{e_1, e_2, \ldots, e_n\} \) such that \( e_i < p \) for all \( i \) can be connected with some partition having an entry not less than \( p \).

Consider a partition of \( d + 2 \) with all entries smaller than or equal to \( \frac{p+1}{2} \). By the Pigeonhole Principle, we can guarantee to have \( p \) entries with the same value \( n \) between 1 and \( \frac{p-1}{2} \) when the partition has at least \( \frac{p(p-1)^2}{4} \) entries. Thus, when \( d \geq \frac{p(p-1)^2}{4} \), the partition we consider is in the same component with \( \tilde{E} = \{(n+1)p - n^2 + 1, e_2, \ldots, e_m\} \) for some \( n \) between 1 and \( \frac{p-1}{2} \) by Lemma 3.10(d). The first entry of \( \tilde{E} \) is greater than \( p \). Hence, \( \tilde{E} \) and \( \{d + 2\} \) are linked.

Consider a partition of \( d + 2 \), called \( \tilde{E} = \{e_1, e_2, \ldots, e_n\} \), where one entry has value \( m \) such that \( \frac{p+1}{2} < m \leq p \). When \( \sum_{i=1}^{n} e_i > \frac{p(p-1)^2}{4} \), we must have the sum of all entries except the one with value \( m \) greater than \( \frac{p(p-1)^2}{4} - m \). If there is another entry which has value greater than \( p - m + 1 \), call the value \( n \), then the corresponding stratum lies in the same connected component with one indexed by \( \{m + n, \ldots\} \prec \{m, n, \ldots\} = \tilde{E} \) by Theorem 3.10(a). Otherwise, all other entries are smaller than or equal to \( p - m + 1 \). Again by the Pigeonhole Principle, we can guarantee to have \( p \) entries with the same values \( n \) such that \( 1 \leq n \leq p - m + 1 \) when the partitions have at least \( p(p - m + 1) + 1 \) entries ("+1" coming from the entry with value \( m \)). Thus, if \( \frac{p(p-1)^2}{4} - m < p(p - m + 1)^2 \), by a similar argument as in the previous paragraph, \( \tilde{E} \) and \( \{d + 2\} \) are in the same connected component. In order to prove the above claim, we study the function:

\[
F(m) := p(p - m + 1)^2 - \frac{p(p-1)^2}{4} + m.
\]
One can show that $F(m)$ is strictly increasing on the closed interval $[\frac{p-1}{2}, p-1]$. Moreover, the value of $F(m)$ at $(p+1)/2$ is: $F(\frac{p+1}{2}) = \frac{p+1}{2} > 0$. Hence, $F(m)$ is positive on the whole interval $[\frac{p+1}{2}, p-1]$ and we are done.

Case $d + 2 \equiv 1 \mod p$: All deformations on the second level are of the form \{\{a + pe_1, p+1 - a + pe_2\}\} where $2 \leq a \leq p - 1$. Suppose $d + 2$ is odd. Then one of the entries of each partition in the second level is even and the another is odd. Thus, we have \{\{a + pe_1, p+1 - a + pe_2\}\} $\prec \{2, 2, \ldots, 2, 3\}$ for all possible $a, e_1, e_2$. Also, the number of entries equal to 2 in the latter partition is greater than $p$ and one of the entries of the former partition is greater than $2p$ by the assumption that $d + 2 \geq \frac{p(p-1)^2}{4}$. We have a chain of partitions \{\{a + pe_1, p+1 - a + pe_2\}\} $\prec \{2p, e + (e_1 - 2)p, p+1 - a + pe_2\}$ (or \{\{2p, e + e_1p, 1 - a + p(e_2 - 1)\}\}) $\prec \{2p, 2, \ldots, 2, 3\}$ $\prec \{2, 2, \ldots, 2, 3\}$ where the first three are in the same component of $C_d$ by Corollary 3.10. Applying Lemma 3.10(d) for $n = 1$, we know that there is a path in $C_d$ connecting \{2p, 2, \ldots, 2, 3\} and \{2, 2, \ldots, 2, 3\}. Furthermore, \{\{a + pe_1, p+1 - a + pe_2\}\} and \{2p, 2, \ldots, 2, 3\} are linked by Corollary 3.13. Hence, the partition \{\{a + pe_1, p+1 - a + pe_2\}\} lies in the same connected component with \{2, 2, \ldots, 2, 3\}. Similarly, if $d + 2$ is even, \{\{a + pe_1, p+1 - a + pe_2\}\} can be linked with \{2, 2, \ldots, 2, 3\} in $C_d$ and the proof follows as in the odd case.

When $d \leq 1$, i.e. when $d = 1$ or $d = 0$, then $\Omega_d$ has exactly one partition: either \{3\} or \{2\}. Thus, the graph $C_d$ is connected.

\[\square\]

### 4.4Disconnectedness of $\mathcal{A}S_g$

**Proposition 4.9.** Suppose $p \geq 5$. Then $\mathcal{A}S_g$ is disconnected when $\frac{p-1}{2} < g \leq \frac{(p-1)^2}{2}$.

**Proof.** If $g \leq \frac{(p-1)^2}{2}$, then $d + 2 \leq p + 1$. This implies that all elements of $\Omega_d$ have entries with values less than $p$. By Corollary 3.16 of [Man06], each irreducible stratum of $\mathcal{A}S_g$ has dimension equal to $d - 1$. Thus, no closure of one stratum contains another. Hence, by Corollary 3.9, each stratum is a connected component of $\mathcal{A}S_g$. Whence, if $g$ satisfies the second inequality and $\Omega_d$ has more than one partition in $\Omega_d$ then $\mathcal{A}S_g$ is disconnected. By Corollary 2.13, $\mathcal{A}S_g$ is irreducible if and only if $g = 0$ or $g = \frac{p-1}{2}$, which implies the first inequality.

**Remark 4.10.** The only obstructions for a deformation that have been known thus far were the dimensions of the strata and the “$\prec$” relation of the partitions which says $\overline{E}_1 \prec \overline{E}_2$ if $\overline{E}_2$ is a refinement of $\overline{E}_1$. More precisely, there is a deformation from $\Gamma_{\overline{E}_1}$ to $\Gamma_{\overline{E}_2}$ only if $\dim_k(\Gamma_{\overline{E}_1}) < \dim_k(\Gamma_{\overline{E}_2})$ and $\overline{E}_1 \prec \overline{E}_2$. Our new approach, which was mentioned in Remark 1.2, gives us another obstruction and improves Proposition 4.9. In particular, we are able to show that for $p > 5$, $\mathcal{A}S_g$ disconnected if $(p-1)/2 < g \leq 2(p-1)$.

### 5 Proof of Technical Results

In this section, we give the proof of Theorem 5.7. Each subsection will prove one item of this theorem.

By the discussion at the beginning of §3.1, it suffices to study relations between two partitions $\overline{E}_1 = \{e\} \prec \overline{E}_2 = \{e_1, e_2, \ldots, e_n\}$.
5.1 Edge of Type \( \{e\} \to \{e_1, e_2\} \)

Throughout this subsection, suppose \( \overrightarrow{E}_1 = \{e\} \prec \overrightarrow{E}_2 = \{e_1, e_2\} \). Then there is an edge in \( G_d \) from \( \overrightarrow{E}_1 \) to \( \overrightarrow{E}_2 \). Given \( e = e_1 + e_2 \) such that \( p \nmid (e - 1)(e_1 - 1)(e_2 - 1) \). Without loss of generality, one can assume that \( e_1 \geq e_2 \). Let \( pw \) be the smallest multiple of \( p \) that is greater than or equal to \( e_1 \). Before going into the technical details, let us take a look at a concrete example.

**Example 5.1.** Let \( p = 5 \), \( g = 10 \) and consider \( \overrightarrow{E}_1 = \{7\} \) and \( \overrightarrow{E}_2 = \{4, 3\} \). Then there is a deformation over \( S = \text{Spec} \ k[[t]] \) given by the normalization of \( \mathbb{P}^1_S \) over the extension of its fraction field that is defined by the following affine equation:

\[
y^5 - y = \frac{-2x + t}{(-2)x^5(x - t)^2} = H(x, t).
\]

The special fiber has the affine equation:

\[
y^5 - y = \frac{1}{x^9},
\]

which represents a \( k \)-point of \( \Gamma_{\overrightarrow{E}_1} \).

On the generic fiber, when \( t \neq 0 \), the partial fraction decomposition of \( H(x, t) \) is of the form:

\[
-\frac{1}{2tx^5} + \frac{1}{2tx^3} + \frac{1}{t^4x^2} + \frac{3}{2tx} + \frac{1}{2t^4(x - t)^2} - \frac{3}{2t^5(x - t)}
\]

One can obtain a \( \mathbb{Z}/p \)-curve that is isomorphic to the generic fiber by adding \( \frac{1}{2tx^5} - \frac{1}{\sqrt{2tx}} \) to \( H(x) \). The curve is thus defined by the affine equation:

\[
y^5 - y = -\frac{1}{\sqrt{2tx}} + \frac{1}{2tx^3} + \frac{1}{t^4x^2} + \frac{3}{2tx} + \frac{1}{2t^4(x - t)^2} - \frac{3}{2t^5(x - t)}.
\]

Hence, the generic fiber is branched at two points \( x = 0 \) and \( x = t \), which have ramification jumps 3 and 2, respectively. Thus, it represents a \( k((t)) \)-point of \( \Gamma_{\overrightarrow{E}_2} \).

**Remark 5.2.** The previous example also illustrates our main approach in the whole chapter. We will look for a rational function \( H(x, t) \in \text{Frac}(k[x, t]) \) such that \( H(x, 0) = c/x^{e-1} \) and has a desired partial fraction decomposition in terms of \( x \).

**Lemma 5.3.** Suppose \( v \leq u \). Then:

\[
\sum_{k=0}^{v} \binom{u}{k}(-1)^k = \frac{(-1)^v}{v!} \prod_{l=1}^{v} (u - l).
\]

**Proof.** Induction on \( v \).

For \( v = 1 \):

\[
\sum_{k=0}^{1} \binom{u}{k}(-1)^k = \binom{u}{0} - \binom{u}{1} = 1 - u = \frac{(-1)^1}{1!} \prod_{l=1}^{1} (u - l).
\]

Suppose the proposition is true for \( v = n \). Then, for \( v = n + 1 \):
Thus, \( e \equiv e \mod p \).

Suppose \( \lfloor \frac{e-1}{p} \rfloor > \lfloor \frac{e_1-1}{p} \rfloor + \lfloor \frac{e_2-1}{p} \rfloor \). Then \( p \nmid \left( \frac{e_2-1}{p} \right) \), \( p \nmid \left( \frac{e_2-1}{p} + 1 \right) \) and \( p \nmid \sum_{k=0}^{p^v-e_1} \left( \frac{e_2-1}{k} \right) \) for any \( v \geq 0 \).

Proof. Suppose \( e_2 - 1 = pa + u \), and \( e_1 - 1 = pb + v \) such that \( 1 \leq u, v < p \) and either \( a \leq b \) or \( u \leq v \) if \( a = b \). Thus, \( e - 1 = e_1 + e_2 - 1 = (a + b) + u + v + 1 \), and \( pw = p(b + 1) \). Because \( \lfloor \frac{e-1}{p} \rfloor > \lfloor \frac{e_1-1}{p} \rfloor + \lfloor \frac{e_2-1}{p} \rfloor \), we have \( p + 1 \leq u + v + 1 \leq 2p - 1 \).

Now consider:

\[
\left( \frac{e_2 - 1}{pw - e_1} \right) = \frac{(e_2 - 1)!}{(pw - e_1)!(e_1 + e_2 - 1 - pw)!} = \frac{1}{(pw - e_1)!}(e_1 + e_2 - pw) \ldots (e_2 - 1).
\]

Because \( e_1 + e_2 - pw = pa + u + v - p + 2 \geq pa + 2 \), we have \( p \nmid (e_1 + e_2 - pw) \ldots (e_2 - 1) \).

Thus, \( p \nmid \left( \frac{e_2-1}{e_1-1} \right) \).

Similarly,

\[
\left( \frac{e_2 - 1}{pw - e_1 + 1} \right) = \frac{(e_2 - 1)!}{(pw - e_1 + 1)!(e_1 + e_2 - 2 - pw)!} = \frac{1}{(pw - e_1 + 1)!}(e_1 + e_2 - 1 - pw) \ldots (e_2 - 1)\).
\]

Because \( e_1 + e_2 - 1 - pw = pa + u + v - p + 1 \geq pa + 1 \), we have \( p \nmid (e_1 + e_2 - 1 - pw) \ldots (e_2 - 1) \).

Thus, \( p \nmid \left( \frac{e_2-1}{e_1-1} + 1 \right) \).

Now we want to show \( p \nmid Z = \sum_{k=0}^{p^v-e_1} \left( \frac{e_2 - k}{1} \right) \ldots \left( \frac{e_2 - 1}{k} \right) (-1)^{e_2-1-k} \). Taking reduction modulo \( p \), it suffices to prove that:

\[
p \nmid \sum_{k=0}^{p^v-1} \left( \frac{u}{k} \right) (-1)^k \text{ for } 1 \leq u, v < p, u + v \geq p.
\]

Apply Lemma 5.3: \( \sum_{k=0}^{p^v-1} \left( \frac{u}{k} \right) (-1)^k = \frac{(-1)^{p^v-1}}{(p - v - 1)!} \prod_{l=1}^{p^v-1} (u - l) \). Since \( p \nmid (u - l) \) for any \( 1 \leq l \leq (p - v - 1) \), we conclude that \( p \nmid \sum_{k=0}^{p^v-1} \left( \frac{u}{k} \right) (-1)^k \).

\[
\square
\]

Proposition 5.5. Suppose \( \lfloor \frac{e_1-1}{p} \rfloor > \lfloor \frac{e_1-1}{p} \rfloor + \lfloor \frac{e_2-1}{p} \rfloor \). Then there exists a rational function \( G(x, t) \in \text{Frac}(k[x, t]) \) that has partial fraction decomposition in \( k(t)(x) \) of the form:
\[ G(x,t) = \sum_{i=1}^{e_1-1} \frac{a_i}{x^i} + \frac{a_{pw}}{x^{pw}} + \sum_{j=1}^{e_2-1} \frac{b_j}{(x-t)^j} \]

such that \(a_{pw}, a_{e_1-1}, b_{e_2-1} \neq 0\); \(a_i, b_j\) are elements of \(k(t)\); and \(G(x,0) \in \text{Frac}(k[x])\) has exactly one pole of order \(e-1\) at \(x = 0\).

**Proof.** If \(G(x,t)\) is the rational function we are looking for, it should have the fraction form:

\[
G(x,t) = \frac{\sum_{i=1}^{e_1-1} a_i x^{pw-i}(x-t)^{e_2-1} + a_{pw}(x-t)^{e_2-1} + \sum_{j=1}^{e_2-1} b_j x^{pw}(x-t)^{e_2-1-j}}{x^{pw}(x-t)^{e_2-1}} = \frac{N(x,t)}{D(x,t)}.
\]

We want the numerator of \(G(x,t)\), called \(N(x,t)\), to lie in \(k[t][x]\) and \(N(x,0)\) to be a \(k^\times\)-multiple of \(x^{pw-e_1}\).

In order to construct such a function, it suffices to find values for \(a_{pw}, a_1, \ldots, a_{e_1-1}, b_1, \ldots, b_{e_2-1}\) in \(k(t)\) that satisfy the following conditions:

1. Each term of \(N(x,t)\) having power of \(x\) less than \(pw - e_1\) is a multiple of \(t\).
2. The term with power of \(x\) equal to \(pw - e_1\) is not a multiple of \(t\).
3. All the terms of \(N(x,t)\) having \(x\)-degree greater than \(pw - e_1\) are equal to 0.
4. \(a_{pw}, a_{e_1-1}\) and \(b_{e_2-1}\) are not equal to 0.

Observe that all the terms of \(b_j x^{pw}(x-t)^{e_2-1-j}\) have \(x\)-degree at least \(pw\), which is strictly greater than \(pw - e_1\). The terms of \(a_i x^{pw-i}(x-t)^{e_2-1}\) have \(x\)-degree at least \(pw - e_1 + 1\), which is also greater \(pw - e_1\). Thus, all the terms of \(N(x,t)\) with \(x\)-degree less than or equal to \(pw - e_1\) lie in \(a_{pw}(x-t)^{e_2-1}\). Note that \(e_2 - 1 > pw - e_1\) follows from the assumption that \([\frac{e_2-1}{p}] > [\frac{e_1-1}{p}] + [\frac{e_1-1}{p}]\).

The term of \(N(x,t)\) with \(x\)-degree \(n\), for \(pw - e_1 + 1 \leq n \leq pw + e_2 - 2\), has coefficient of the form:

\[
\sum_{\substack{pw-i+r=n \\ 1 \leq i \leq e_1-1 \\ 0 \leq r \leq e_2-1}} a_i \left(\frac{e_2-1}{r}\right)(-t)^{e_2-1-r} + \sum_{\substack{pw-i+r=n \\ 0 \leq l \leq e_2-1-j \\ 1 \leq j \leq e_2-1}} b_j \left(\frac{e_2-1-j}{l}\right)(-t)^{e_2-1-j-r} + a_{pw} \left(\frac{e_2-1}{n}\right)(-t)^{e_2-1-n}
\]

We want all these terms to be equal to 0, i.e., \(a_1, \ldots, a_{e_1-1}, b_1, \ldots, b_{e_2-1}\) are the solutions of the linear system:

\[
\begin{pmatrix}
  b_1 \\
  b_2 \\
  \vdots \\
  b_{e_2-2} \\
  b_{e_2-1} \\
  a_1 \\
  a_2 \\
  \vdots \\
  a_{e_1-2} \\
  a_{e_1-1}
\end{pmatrix}
= \begin{pmatrix}
  0 \\
  0 \\
  \vdots \\
  -a_{pw} \\
  -a_{pw}(-t) \\
  \vdots \\
  -a_{pw} \left(\frac{e_2-1}{pw-e_1+2}\right)(-t)^{e_2-1-(pw-e_1+2)} \\
  -a_{pw} \left(\frac{e_2-1}{pw-e_1+1}\right)(-t)^{e_2-1-(pw-e_1+1)}
\end{pmatrix}
\]
Where $A_{ij}$ is a size $(e_1 + e_2 - 2)$ square matrix of the form:

\[
\begin{pmatrix}
1 & 0 & \ldots & 0 & 0 \\
(e_2 - 2)(-t) & 1 & \ldots & \ldots & \ldots \\
\ldots & \ldots & \ldots & \ldots & \ldots \\
\ldots & \ldots & 1 & 0 & \ldots \\
0 & 0 & \ldots & 0 & 0 \\
0 & 0 & \ldots & 0 & 0 \\
\ldots & \ldots & \ldots & \ldots & \ldots \\
0 & 0 & \ldots & 0 & 0 \\
0 & 0 & \ldots & 0 & 0 \\
\end{pmatrix}
\]

The entry $a_{ij}$ of the matrix is the multiple of $b_j$ if $1 \leq j \leq e_2 - 1$ or the multiple of $a_{j-e_2+1}$ if $e_2 \leq j \leq e_1 + e_2 - 2$ in the coefficient of the term with $x$-degree $pw + e_2 - 1 - i$. The right hand side of the linear system is a $(e_1 + e_2 - 2) \times 1$ matrix where the $i$-th row is the coefficient of $x$-degree $pw + e_2 - 1 - i$ term of the polynomial $-a_{pw}(x-t)^{e_2-1}$. One can easily see that $A_{ij}$ is a block triangular matrix. The size of the blocks, clockwise from top, are $(e_2 - 1) \times (e_2 - 1)$, $(e_1 - 1) \times (e_1 - 1)$, $(e_2 - 1) \times (e_2 - 1)$, and $(e_1 - 1) \times (e_1 - 1)$. Thus, it is invertible and we can always find the desired values for $a_{pw}$, $a_1$, ..., $a_{e_1-1}$, $b_1$, ..., $b_{e_2-1}$.

Now consider:

\[
a_{pw}(x-t)^{e_2-1} = \sum_{r=0}^{e_2-1} a_{pw} \binom{e_2-1}{r} x^r (-t)^{e_2-1-r}.
\]

Pick $a_{pw} = \frac{1}{le_1+e_2-1-pw}$. Then $G(x,t)$ has the form:

\[
G(x,t) = \sum_{r=0}^{p_{pw}-e_1} \binom{e_2-1}{r} x^r (-1)^{e_2-1-r} t^{p_{pw}-e_1-r}.
\]

With that choice of $a_{pw}$, conditions 1, 2, 3 and the part of condition 4 that $a_{pw} \neq 0$ are satisfied.

It now suffices to show that $a_{e_1-1} \neq 0$ and $b_{e_2-1} \neq 0$. Consider the coefficient of the term of $N(x,t)$ with $x$-degree $pw - e_1 + 1$, which is equal to 0 by the previous construction:

\[
a_{e_1-1}(-t)^{e_2-1} + a_{pw} \binom{e_2-1}{pw-e_1+1} (-t)^{e_2-1-(pw-e_1+1)} = a_{e_1-1}(-t)^{e_2-1} + \binom{e_2-1}{pw-e_1+1}(-1)^{e_1-pw} \frac{1}{t}.
\]

By Lemma 5.4, $p \mid (e_2-1)$, so in order for the $pw - e_1 + 1^{th}$ coefficient to be 0, we must have $a_{e_1-1} \neq 0$. In particular, we have $a_{e_1-1} = \binom{e_2-1}{pw-e_1+1}(-1)^{e_1-e_2+1-pwt-e_2}$.

Now, we want to prove that $b_{e_2-1} \neq 0$. Consider:

\[
H(x,t) = G(x,t)(x-t)^{e_2-1} = \sum_{r=0}^{p_{pw}-e_1} \binom{e_2-1}{r} x^r (-1)^{e_2-1-r} t^{p_{pw}-e_1-r}.
\]

The coefficient of the leading term of the expansion of $H(x,t)$ around $x = t$ coincides with the
We use notation from Lemma 5.4.

Proof. \( j e \psi \) jumps \( \psi \) a deformation of \( \psi \) where the right-hand-side of (11) is just a scalar multiple of (10). We will show that Schreier cover over \( k \).

By Lemma 5.4, \( p \mid \sum_{r=0}^{pw-1} \left( \frac{e_{2-1}}{r} \right)(-1)^{e_2-1-r} \). So \( b_{e_2-1} \neq 0 \).

The following proposition will prove part (a) of Theorem 3.7.

**Proposition 5.6.** Suppose \( \left\lfloor \frac{e_{2-1}}{p} \right\rfloor > \left\lfloor \frac{e_{1-1}}{p} \right\rfloor + \left\lfloor \frac{e_{2-1}}{p} \right\rfloor \). Suppose moreover that \( \psi_0 \) is an Artin-Schreier cover over \( k \), branched at a point \( b \) with ramification jump \( e_1 + e_2 - 1 \). Then there exists an Artin-Schreier cover \( \psi_S \) over \( S = \text{Spec } k[[t]] \) whose special fiber is isomorphic to \( \psi_0 \), whose generic fiber is branched at two points that specialize to \( b \) and which have ramification jumps \( e_1 - 1 \) and \( e_2 - 1 \), and which is unramified everywhere else.

**Proof.** We use notation from Lemma 5.4.

By Proposition 3.3 and 3.4, it suffices to construct a deformation for the germ of \( \psi_0 \) at \( b \).

Let us study the Artin-Schreier cover \( \Psi \) over \( S = \text{Spec } k[[t]] \) given by the normalization of \( \mathbb{P}^1_S \) over the extension of its fraction field that is defined by the following affine equation:

\[
y^p - y = \sum_{r=0}^{pw-1} \left( \frac{e_{2-1}}{r} \right) x^r ( -1 )^{e_2-1-r} \frac{pw-1-r}{pw-1} x^{pw-1} (x-t)^{e_2-1} := F(x,t)
\]

where the right-hand-side of (11) is just a scalar multiple of (10). We will show that \( \Psi \) is locally a deformation of \( \psi_0 \) that satisfies the conditions we seek.

On the special fiber of \( \Psi \), when \( t = 0 \), we have:

\[
F(x,0) = \left( \frac{e_{2-1}}{pw-1} \right) (-1)^{e_1+e_2-1-pw} = \frac{1}{x^{e_1-1}}.
\]

Thus, the normalization of the special fiber \( \Psi_0 \) of \( \Psi \) has ramification jump \( e - 1 \) at its branch point. Hence, \( \Psi_S \) is birationally equivalent to \( \psi_0 \).

On the generic fiber, when \( t \neq 0 \), the cover \( \Psi_\eta \) is branched above \( x = 0 \) and \( x = t \). The order of the pole of \( F(x,t) \) at \( x = t \) is \( e_2 - 1 \) by the construction from Proposition 5.3. Since, \( e_2 - 1 \) is prime to \( p \) by hypothesis, the ramification jump above \( x = t \) is \( e_2 - 1 \).

The expansion of \( F(x,t) \) around \( x = 0 \) is of the form:

\[
a_{pw} x^{pw} + \sum_{i=1}^{e_1-1} a_i x^i + \text{terms with non negative } x\text{-degree},
\]

where \( a_{pw} = \frac{1}{\left( \frac{e_{2-1}}{pw-1} \right) (-1)^{e_1+e_2-1-pw} t^{e_1+e_2-1-pw}} \). After a finite inseparable extension of \( k((t)) \) with equation \( t^p = t \), the leading term of \( F(x,t) \) is a \( p \)-th power. The second term is \( a_{e_1-1} = \left( \frac{e_{2-1}}{pw-1+1} \right) (-1)^{e_1+e_2+1-pw} t^{e_2-2} \), which is non-zero and thus becomes the leading term of the affine equation in standard form for \( \Psi_\eta \). Thus, the ramification jump above \( x = 0 \) is \( e_1 - 1 \).

Hence, the cover \( \Psi_\eta \) is branched at two points that specialize to 0 which have ramification jumps \( e_1 - 1 \) and \( e_2 - 1 \). By Lemma 2.1 and Lemma IV.2.3 of [SOS89], \( \Psi \) is a deformation of \( \psi_0 \) over \( S \).

\[\square\]
Remark 5.7. Suppose $p | e_1 e_2$. Without loss of generality, we may assume $p | e_1$. Then, we can use $pw = e_1$ and equation (11) becomes:

$$y^p - y = \frac{1}{x^{e_1}(x-t)^{e_2-1}}. \quad (12)$$

Which is precisely equation (8) after a change of variables.

5.2 Edge of Type $\{e\} \rightarrow \{e_1, e_2, e_3\}$

From the discussion in the beginning of section 5.2 we know that there is an edge of type $\{e\} \rightarrow \{e_1, e_2, e_3\}$ in $G_d$ if and only if $e_1 \equiv \frac{p+1}{2} \pmod{p}$. Let $pw = e_1 + \frac{p-1}{2}$ be the smallest multiple of $p$ greater than or equal to $e_1$.

The proof of the below proposition is easy, and we will leave it for the reader.

Lemma 5.8. Suppose $i < p$. Then $(\frac{q}{i}) \equiv \left(\frac{q}{i}\right) \pmod{p}$, for $0 \leq \alpha < p, a \equiv \alpha \pmod{p}$.

Lemma 5.9. The polynomial $\sum_{n=0}^{p-1} \left(\begin{array}{c} p-1 \\ n \end{array}\right) x^{p-1-n}$ is separable over $k[x]$ where $k$ has characteristic $p$.

**Proof.** Theorem 4.1 in chapter V of [Sil86]. \qed

Proposition 5.10. Suppose $\psi_0$ is an Artin-Schreier cover over $k$, branched at a point $b$ with ramification jump $e_1 + e_2 + e_3 - 1$. Then there exists an Artin-Schreier cover $\Psi$ over $S = \text{Spec}\, k[[t]]$ whose special fiber is isomorphic to $\psi_0$, whose generic fiber is branched at three points that specialize to $b$ and which have ramification jumps $e_1 - 1, e_2 - 1$ and $e_3 - 1$, where $e_i \equiv \frac{p-1}{2} \pmod{p}$, and whose ramification divisor is otherwise constant.

**Proof.** Let us study the Artin-Schreier cover $\Psi$ over $S = \text{Spec}\, k[[t]]$ given by the normalization of $\mathbb{P}^1_S$ over the extension of its fraction field that is defined by the following affine equation:

$$y^p - y = \frac{\sum_{n=0}^{p-1} \left(\begin{array}{c} p-1 \\ i \end{array}\right) \left(\begin{array}{c} p-1 \\ j \end{array}\right) r^{e_3-1-j} (-1)^{i-j} t^{\frac{p-1}{2} - n} x^n - t^{\frac{p-1}{2}} x^{p-1}}{\sum_{n=0}^{p-1} \left(\begin{array}{c} p-1 \\ i \end{array}\right) \left(\begin{array}{c} p-1 \\ j \end{array}\right) x^n} =: F(x,t),$$

where $r$ is a solution of:

$$\sum_{i+j=\frac{p-1}{2}} \left(\begin{array}{c} p-1 \\ i \end{array}\right) \left(\begin{array}{c} p-1 \\ j \end{array}\right) r^{e_3-1-j} = t^2. \quad (13)$$

over a fixed algebraic closure of $k((t))$ such that its value when $t = 0$, called $r_0$, satisfies $\sum_{i+j=\frac{p-1}{2}} \left(\begin{array}{c} p-1 \\ i \end{array}\right) \left(\begin{array}{c} p-1 \\ j \end{array}\right) r_0^{e_3-1-j} \neq 0$. We will show that $\Psi$ is locally a deformation of $\psi_0$ that satisfies the conditions we seek.

Since the left-hand-side of (13) is congruent to $\sum_{i+j=\frac{p-1}{2}} \left(\begin{array}{c} p-1 \\ i \end{array}\right) \left(\begin{array}{c} p-1 \\ j \end{array}\right) r^{e_3-1-i}$ modulo $p$ by Lemma 5.8, showing that there exists $r \in k((t))$ which satisfies the above conditions is equivalent to showing that there are some roots of the polynomial $\sum_{i+j=\frac{p-1}{2}} \left(\begin{array}{c} p-1 \\ i \end{array}\right) \left(\begin{array}{c} p-1 \\ j \end{array}\right) r^{e_3-1-i}$ that are not roots of the polynomial $\sum_{i+j=\frac{p-1}{2}} \left(\begin{array}{c} p-1 \\ i \end{array}\right) \left(\begin{array}{c} p-1 \\ j \end{array}\right) r^{e_3-1-j} = r^{e_3-1-i} \sum_{i+j=\frac{p-1}{2}} \left(\begin{array}{c} p-1 \\ i \end{array}\right) \left(\begin{array}{c} p-1 \\ j \end{array}\right) r^{e_3-1-j}$. Since the former polynomial has degree higher than $\sum_{i+j=\frac{p-1}{2}} \left(\begin{array}{c} p-1 \\ i \end{array}\right) \left(\begin{array}{c} p-1 \\ j \end{array}\right) r^{e_3-1-j}$, it suffices to show the former one is separable, which follows from Lemma 5.9.
On the special fiber, when \( t = 0 \), then:

\[
F(x, 0) = \frac{x^{\frac{p-3}{2}}}{x^{pw}(x - 0)^{e_2-1}(x - 0)^{e_3-1}} = \frac{1}{x^{e_1-1}}.
\]

Thus, the normalization of the special fiber \( \Psi_s \) has ramification jump \( e - 1 \) at its only branch point. Hence, the cover \( \Psi_s \) is birationally equivalent to \( \psi_0 \).

On the generic fiber, when \( t \neq 0 \), then \( \Psi_t \) is branched above \( x = 0 \), \( x = t \) and \( x = tr \).

Consider:

\[
H(x, t) = F(x, t)(x - t)^{e_2-1} = \frac{\sum_{n=0}^{\frac{p-3}{2}} \sum_{i+j=n} \left( \frac{p-1}{i} \right) \left( \frac{p-1}{j} \right) r^{e_3-1-j}(-1)^{\frac{p-3}{2}-n} t^{\frac{p-3}{2}-n} x^n - t x^{\frac{p-1}{2}}}{\left( \sum_{i+j=\frac{p-3}{2}} \left( \frac{p-1}{i} \right) \left( \frac{p-1}{j} \right) r^{e_3-1-j} \right)x^{pw}(x - tr)^{e_3-1}}.
\]

Then:

\[
H(t, t) = \frac{\sum_{n=0}^{\frac{p-3}{2}} \sum_{i+j=n} \left( \frac{p-1}{i} \right) \left( \frac{p-1}{j} \right) r^{e_3-1-j}(-1)^{\frac{p-3}{2}-n} t^{\frac{p-3}{2}-n} x^n - t x^{\frac{p-1}{2}}}{\left( \sum_{i+j=\frac{p-3}{2}} \left( \frac{p-1}{i} \right) \left( \frac{p-1}{j} \right) r^{e_3-1-j} \right) t^{pw}(t - tr)^{e_3-1}} \neq 0.
\]

Because \( H(x, t) \) does not have a zero at \( x = t \), the order of the pole of \( F(x, t) \) at \( x = t \) is \( e_2 - 1 \).

Moreover, \( e_2 - 1 \) prime to \( p \) by hypothesis. Thus, the ramification jump above \( x = t \) is \( e_2 - 1 \).

Similarly, consider:

\[
K(x, t) = F(x, t)(x - tr)^{e_3-1} = \frac{\sum_{n=0}^{\frac{p-3}{2}} \sum_{i+j=n} \left( \frac{p-1}{i} \right) \left( \frac{p-1}{j} \right) r^{e_3-1-j}(-1)^{\frac{p-3}{2}-n} t^{\frac{p-3}{2}-n} x^n - t x^{\frac{p-1}{2}}}{\left( \sum_{i+j=\frac{p-3}{2}} \left( \frac{p-1}{i} \right) \left( \frac{p-1}{j} \right) r^{e_3-1-j} \right)x^{pw}(x - t)^{e_2-1}}.
\]

Then:

\[
K(tr, t) = \frac{\sum_{n=0}^{\frac{p-3}{2}} \sum_{i+j=n} \left( \frac{p-1}{i} \right) \left( \frac{p-1}{j} \right) r^{e_3-1-j}(-1)^{\frac{p-3}{2}-n} t^{\frac{p-3}{2}-n} x^n - t x^{\frac{p-1}{2}}}{\left( \sum_{i+j=\frac{p-3}{2}} \left( \frac{p-1}{i} \right) \left( \frac{p-1}{j} \right) r^{e_3-1-j} \right) (tr)^{pw}(tr - t)^{e_2-1}} \neq 0.
\]

By the same argument as above, the ramification jump above \( x = tr \) is \( e_3 - 1 \).

Finally, let us consider the expansion of \( F(x, t) \) around \( x = 0 \):

\[
\sum_{i=1}^{pw} a_i x^i + \text{terms with non negative } x\text{-degree}, \quad (14)
\]

where \( a_{pw} = \frac{1}{\left( \sum_{i+j=\frac{p-3}{2}} \left( \frac{p-1}{i} \right) \left( \frac{p-1}{j} \right) r^{e_3-1-j} \right)(-t)^{e_2-1}(x) + \frac{p-3}{2}} \). In order for \( \frac{a_{pw}}{x^{pw}} \) to have the same denominator as \( F(x, t) \), we multiply the top and the bottom of the fraction by \( (x - t)^{e_2-1}(x - tr)^{e_3-1} \).

It would have the form:

\[
\frac{(x - t)^{e_2-1}(x - tr)^{e_3-1}(-t)^{-e_2-e_3+2-p_{pw}^{\frac{p-1}{2}}}}{\left( \sum_{i+j=\frac{p-3}{2}} \left( \frac{p-1}{i} \right) \left( \frac{p-1}{j} \right) r^{e_3-1-j} \right)(x - t)^{e_2-1}(x - tr)^{e_3-1}}. \quad (15)
\]

One can check that the coefficients of the terms of the numerator of the above fraction with \( x\)-degree \( 0, 1, \ldots, \frac{p-1}{2} \) are precisely the corresponding ones of the numerator of \( F(x, t) \). Thus,
we have \( a_{p_w-1} = \ldots = a_{p_w-k-1} = 0 \). Moreover, we must have \( a_{p_w-k} = a_{e_1-1} \) different from 0, or else we can not cancel out the term with x-degree \( \frac{a}{x} \) of the numerator of \([15]\). After a finite inseparable extension of \( k((t)) \) with equation \( t_1^p = t \), the leading term \( \frac{a_{p_w}}{x^{p_w}} \) of the expansion of \( F(x, t) \) around \( x = 0 \) is a \( p \)-th power. The second term is \( \frac{a_{e_1-1}}{x^{e_1}} \), which is non-zero and thus becomes the leading term of the affine equation in standard form for \( \Psi_{1} \). Thus, the ramification jump above \( x = 0 \) is \( e_1 - 1 \).

Hence, the cover \( \Psi_{1} \) is branched at three points that specialize to 0 which have ramification jumps \( e_1 - 1, e_2 - 1 \) and \( e_3 - 1 \). By Lemma 2.1 and Lemma IV.2.3 of \([SOS89]\), \( \Psi \) is a deformation of \( \psi_0 \) over \( S \).

\[ \square \]

Theorem 3.7 (b) is proved.

5.3 Edge of Type \( \{e\} \to \{p - 1, e_1, e_2\} \)

**Proposition 5.11.** Suppose \( \psi_0 \) is an Artin-Schreier cover over \( k \), branched at a point \( b \) with ramification jump \( e - 1 = p + e_1 + e_2 - 2 \) where \( e_1, e_2, e_1 + e_2 - 1 \not\equiv 1 \pmod{p} \). Then there exists an Artin-Schreier cover \( \Psi \) over \( S = \text{Spec} k[[t]] \) whose special fiber is isomorphic to \( \psi_0 \), whose generic fiber is branched at three points which specialize to \( b \) and which have ramification jumps \( p - 2, e_1 - 1 \) and \( e_2 - 1 \), and whose ramification divisor is otherwise constant.

**Proof.** We define an Artin-Schreier cover \( \Psi \) over \( S = \text{Spec} k[[t]] \) given by the normalization of \( \mathbb{P}^1_S \) over the extension of its fraction field that is defined by the following affine equation:

\[
y^p - y = \frac{r - tx}{e_1 x^p(x - t)^{e_1-1}(x - tr)^{e_2-1}} =: F(x, t)
\]

Where \( r = \frac{t^2 - e_2 + 1}{e_1} \). Going through a process similar to one in the proof of Proposition 5.10 one can show that \( \Psi \) is a deformation satisfies the proposition. In particular, its special fiber is an Artin-Schreier cover over \( k \), branched at 0 with ramification jump \( e - 1 \). Its generic fiber is an Artin-Schreier cover over \( k((t)) \) branched at 0, \( t \), and \( tr \), which all specialize to 0 and which have ramification jumps \( p - 2, e_1 - 1 \), and \( e_2 - 1 \) respectively.

\[ \square \]

Part (c) of Theorem 3.7 is proved.

5.4 Edge of Type \( \{(n + 1)(p - n + 1)\} \to \{n + 1, n + 1, \ldots, n + 1\} \)

**Proposition 5.12.** Suppose \( \psi_0 \) is an Artin-Schreier cover over \( k \), branched at a point \( b \) with ramification jump \( (n + 1)p - n^2 \) where \( p \nmid n((n + 1)p - n^2) \), then there exists an Artin-Schreier cover \( \Psi \) over \( S = \text{Spec} k[[t]] \) whose special fiber is isomorphic to \( \psi_0 \), whose generic fiber is branched at \( p - n + 1 \) points that specialize to \( b \) and which all have ramification jumps \( n \), and whose ramification divisor is otherwise constant.

**Proof.** Let us study the Artin-Schreier cover \( \Psi \) over \( S = \text{Spec} k[[t]] \) given by the normalization of \( \mathbb{P}^1_S \) over the extension of its fraction field that is defined by the following affine equation:

\[
y^p - y = \frac{1}{x^p(x - n - tp - n)n} =: F(x, t).
\]

We will show that \( \Psi \) is locally a deformation of \( \psi_0 \) that satisfies the conditions we seek.
On the special fiber, when $t = 0$, we have:

$$F(x, 0) = \frac{1}{x^{p+(p-n)n}} = \frac{1}{x^{(n+1)p-n^2}}.$$  

Thus, the special fiber $\Psi_s$ has ramification jump $e - 1$ at its only branch point. Hence, the cover $\Psi_s$ is birationally equivalent to $\psi_0$.

On the generic fiber, where $t \neq 0$, the derivative of $x^{p-n} - tp^n$ (with respect to $x$) is $(p-n)x^{p-n-1}$, which differs from $0$ and only has $x = 0$ as root. Thus $x^{p-n} - tp^n$ is relatively prime to its derivative i.e. $x^{p-n} - tp^n$ has $p - n$ distinct roots. Whence $F(x, t)$ on generic fiber has a pole at $x = 0$, and $p - n$ distinct poles that are roots of $x^{p-n} - tp^n$. By a similar argument as before, $F(x, t)$ has poles of order exactly $n$ at those later points.

Let us consider the Taylor expansion of $F(x, t)$ around $x = 0$:

$$\left(\frac{-1}{t^{n(p-n)}x^n}\right) \left(1 + n\left(\frac{x}{t}\right)^{p-n} + \cdots\right)$$

After a finite inseparable extension of $k((t))$ with equation $t_1^p = t$, the leading term of expansion of $F(x, t)$ around $0$ is a $p$-th power. The second term is $\frac{n(-1)^n}{t^{p(n+1)-n^2-a_n x^n}}$ which is nonzero and thus becomes the leading term of the affine equation in standard form. Thus, the ramification jump above $x = 0$ is $n$.

Thus, the cover $\Psi_y$ is branched at $n + 1$ points that specialize to $0$ which have ramification jumps all equal to $n$. By Lemma 2.7 and Lemma IV.2.3 of SOS99, $\Psi$ is a deformation of $\psi_0$ over $S$.

That proves part (d) of Theorem 3.7

5.5 Deformations in Characteristic 5

In this section, the base field $k$ has characteristic $5$.

Proposition 5.13. Suppose $\psi_0$ is an Artin-Schreier cover over $k$, branched at a point $b$ with ramification jump $8$. Then there exists an Artin-Schreier cover $\psi_S$ over $S = \text{Spec} k[[t]]$ whose special fiber is isomorphic to $\psi_0$, whose generic fiber is branched at four points that specialize to $b$ and which have ramification jumps $2, 1, 1$ and $1$, and whose ramification divisor is otherwise constant.

Proof. Let us study the Artin-Schreier cover $\Psi$ over $S = \text{Spec} k[[t]]$ given by the normalization of $\mathbb{P}^1_S$ over the extension of its fraction field that is defined by the following affine equation:

$$y^5 - y = \frac{-rs + tx - tx^2}{-r_0 s_0 x^5(x - t)(x - tr)(x - ts)} =: F(x, t).$$

Where $r, s$ are solutions in $k((t))$ of the equation:

$$X^2 - (t^3 - 1)X + t^2 - t^3 + 1 = 0.$$  

And $r_0, s_0 \in k$ are the values of $r$ and $s$, respectively, when we plug in $t = 0$. We will show that $\Psi_S$ is locally a deformation of $\psi_0$ that satisfies the conditions we seek.

On the special fiber, when $t = 0$, $r_0, s_0$ are solutions in $k$ of the equation $X^2 + X + 1 = 0$ which does not have 0 as a root. Thus $r_0, s_0 \neq 0$. Also, $X^2 + X + 1$ is separable on $k(X)$.  
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Hence, $r_0 \neq s_0$. It follows that $r \neq s$, and it is also clear that $r, s \neq 1$. Moreover, the special fiber of $\Psi$ is defined by:

$$y^5 - y = F(x, 0) = \frac{-r_0 s_0}{-r_0 s_0 x^8} = \frac{1}{x^8}.$$ 

Thus, the normalization of the special fiber $\Psi_s$ has ramification jump 8 at its only branch point. Hence, the cover $\Psi_s$ is birationally equivalent to $\psi_0$.

On the generic fiber, $\Psi_\eta$ is branched above $x = 0$, $x = t$, $x = tr$ and $x = ts$. The order of the poles of $F(x, t)$ at $x = t$, $x = tr$ and $x = ts$ is 1.

The expansion of $F(x, t)$ around $x = 0$ is

$$\frac{a_5}{x^5} + \sum_{i=1}^{4} \frac{a_i}{x^i} + \text{terms with non negative } x\text{-degree},$$

where $a_5 = -\frac{1}{r_0 s_0 x^8}$. In order for $\frac{a_5}{x^5}$ to have the same denominator as $F(x, t)$, we multiply the top and the bottom of the fraction by $\frac{(x-t)(x-tr)(x-ts)}{t^i}$. It would have the form:

$$\frac{(x-t)(x-tr)(x-ts)t^{-3}}{-r_0 s_0 x^5(x-t)(x-tr)(x-ts)}.$$ 

One can check that the coefficients of the terms of the numerator of the above fraction with $x$-degree 0, 1, 2 are precisely the corresponding ones of the numerator of $F(x, t)$. Thus, we have $a_4 = a_3 = 0$. Moreover, we must have $a_2$ different from 0, or else we can not cancel out the term with $x$-degree 3 of the numerator of (16). After a finite inseparable extension of $k((t))$ with equation $t^5 = t$, the leading term $\frac{a_2}{x^2}$ of the expansion of $F(x, t)$ around $x = 0$ is a 5-th power. The second term is $\frac{a_4}{x^4}$, which is non-zero and thus becomes the leading term of the affine equation in standard form for $\Psi_\eta$. Thus, the ramification jump above $x = 0$ is 2.

Thus, the cover $\Psi_\eta$ is branched at four points that specialize to 0 which have ramification jumps 2, 1, 1 and 1. By Lemma 2.1 and Lemma IV.2.3 of [SOS89], $\Psi$ is a deformation of $\psi_0$ over $S$.

### Proposition 5.14

Suppose $\psi_0$ is an Artin-Schreier cover over $k$, branched at a point $b$ with ramification jump 9. Then there exists an Artin-Schreier cover $\psi_S$ over $S = \text{Spec } k[[t]]$ whose special fiber is isomorphic to $\psi_0$, whose generic fiber is branched at four points that specialize to $b$ and which have ramification jumps 2, 1, 1 and 1, and whose ramification divisor is otherwise constant.

**Proof.** Let us study the Artin-Schreier cover $\Psi$ over $S = \text{Spec } k[[t]]$ given by the normalization of $\mathbb{P}^1_S$ over the extension of its fraction field that is defined by the following affine equation:

$$y^5 - y = \frac{rs - tx + tx^2}{r_0 s_0 x^5(x-t)^2(x-tr)(x-ts)} =: F(x, t).$$

Where $r$, $s$ are solutions in $k((t))$ of the equation:

$$X^2 - 2(2t^3 - t^2 - 2)X - 2(t^3 - 2t^2 - 1) = 0.$$ 

And $r_0$, $s_0$ are the values of $r$ and $s$, respectively, when $t = 0$. We will show that $\Psi$ is locally a deformation of $\psi_0$ that satisfies the conditions we seek.
On the special fiber, when \( t = 0 \), \( r_0 \), \( s_0 \) are solutions in \( k \) of the equation \( X^2 + 4X + 2 = 0 \) which does not have 0 as a root. Thus \( r_0, s_0 \neq 0 \). Also, \( X^2 + 4X + 2 \) is separable on \( k(X) \). Hence, \( r_0 \neq s_0 \). It follows that \( r \neq s \neq 1 \).

\[
F(x, 0) = \frac{r_0 s_0}{r_0 s_0 x^9} = \frac{1}{x^9}.
\]

Thus, the normalization of the special fiber \( \Psi_s \) has ramification jump 9 at its only branch point. Hence, the cover \( \Psi_s \) is birationally equivalent to \( \psi_0 \).

On the generic fiber, when \( t \neq 0 \), then \( \Psi_\eta \) is branched above \( x = 0 \), \( x = t \), \( x = tr \) and \( x = ts \). The order of the poles of \( F(x, t) \) at \( x = t \), \( x = tr \) and \( x = ts \) is 1. Expansion of \( F(x, t) \) around 0:

\[
a_5 + \sum_{i=1}^{4} \frac{a_i}{x^i} + \text{terms with non negative } x\text{-degree},
\]

where \( a_5 = \frac{1}{r_0 s_0 t^6} \). In order for \( \frac{a_5}{x^5} \) to have the same denominator as \( F(x, t) \), we multiply the top and the bottom of the fraction by \( \frac{(x-t)^2(x-tr)(x-ts)}{t^4} \). It would have the form:

\[
\frac{(x-t)^2(x-tr)(x-ts)t^{-4}}{r_0 s_0 x^5(x-t)^2(x-tr)(x-ts)}.
\]

(17)

One can check that the coefficients of the terms of the numerator of the above fraction with \( x \)-degree 0, 1, 2 are precisely the corresponding ones of the numerator of \( F(x, t) \). Thus, we have \( a_4 = a_3 = 0 \). Moreover, we must have \( a_2 \) different from 0, or else we can not cancel out the term with \( x \)-degree 3 of the numerator of (17). After a finite inseparable extension of \( k((t)) \) with equation \( t^5 = t \), the leading term \( \frac{a_2}{x^2} \) of the expansion of \( F(x, t) \) around \( x = 0 \) is a 5-th power. The second term is \( \frac{a_4}{x^4} \), which is non-zero and thus becomes the leading term of the affine equation in standard form for \( \Psi_\eta \). Thus, the ramification jump above \( x = 0 \) is 2.

Thus, the cover \( \Psi_\eta \) is branched at four points that specialize to 0 which have ramification jumps 2, 2, 1 and 1. By Lemma 2.1 and Lemma IV.2.3 of [SOS89], \( \Psi \) is a deformation of \( \psi_0 \) over \( S \).

\[ \square \]

We have proved part \( (e) \) and completed the proof of Theorem 3.7.
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