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1. Introduction

In recent years, the research on the fractional calculus is becoming an interesting and useful topic among applied scientists.([3,4,8,17,23,24,32,36,37]) Many physical and chemical processes are described by fractional differential equations.([8, 22])

The existence and uniqueness of the solution to an Cauchy type problem for the fractional differential equations were studied in many papers.([1,11,13,16,20,29,35])

In researches for the solving methods and representations of the solutions to Cauchy type problems mainly the linear fractional differential equations with constant coefficients were considered while those with variable coefficients were partly considered for some special forms of equations([2, 3, 9, 10, 14, 15, 16, 25, 29, 30, 33]). In [16, 30, 32, 33] linear fractional differential equations with constant coefficients were considered using Laplace transform and in [6, 7, 9, 16, 21, 29] considered using operational method. Especially, in [16, 32, 34] a representation of Green’s function for linear fractional differential operator with constant coefficients in terms of multi-variable Mittag-Leffler function was provided using Laplace transform. In [16, 20] a solution representation of linear Caputo fractional differential equation with constant coefficients was provided using operational calculus of Mikusinski’s type. In [9, 29] a solution representation of linear generalized Riemann-Liouville fractional differential equation with constant coefficients was provided using operational calculus of Mikusinski’s type. Solving methods and solution representations of linear fractional differential equations with constant coefficients were provided using the method of distribution theory in [27, 28], Neumann series method in [27] and Adomian decomposition method in [10].

In [2] the solving method by Green’s function of the system of linear fractional differential equations with constant coefficients was provided and in [30] a representation of Green’s function for linear fractional differential operator with variable coefficients was given. In [14], the analytic solution of linear fractional differential operator with variable coefficients was given by power series method. In [5], the analytic solution of a class of fractional differential equations with variable coefficients was provided using properties of Laguerre derivatives and Caputo fractional
This article concerns with the existence and representation of solutions to Cauchy type problems of linear Riemann-Liouville fractional differential equations with variable coefficients in a space of integrable functions. First, we consider the existence and uniqueness of solution for a Cauchy type problem with special initial conditions in the space of integrable functions. Then we provide an example of the problem that has no solution in the space of integrable functions. We give a solving method and a representation of solutions for such Cauchy type problems. Last we give some examples which provide counter examples of corollary 3.6 at page 158 of [16].

Our method is just the same method of [16]. We only took notice that some terms are not integrable.

2. Preliminaries

Here the definitions and properties of fractional derivatives are described based on [16, 17, 23, 31, 35].

For real numbers \( a, b \) with \( a < b \), we use notations
\[
\mathbb{R}_b := [a, b], \quad \mathbb{R} := [a, \infty), \quad R = (-\infty, \infty).
\]

We use notations \( Z \) and \( N \) to denote the sets of all integers and all natural numbers. For \( a, b \in Z \) with \( a \leq b \), \( aZ_b \) is the set of all integers \( i \) satisfying \( a \leq i \leq b \) and \( aZ \) the set of all integers \( i \) satisfying \( i \geq a \). Thus \( N = 1Z \). Similarly, we use notations \( aN_b \), \( aN \) for \( a, b \in N \) with \( a \leq b \).

We denote by \( C^\gamma[a, b] \) the sets of functions satisfying \( (x - a)^\gamma f^{(n)}(x) \in C[a, b] \) for \( f : (a, b) \to R \) and \( 0 \leq \gamma < 1 \). When \( n = 0 \), we denote \( C^\gamma[a, b] := C^0[a, b] \).

Let \( \Omega = [a, b] \) \((-\infty < a < b \leq \infty) \) be a finite or infinite interval of the real axis \( R \). We denote by \( L_p(a, b) \) the set of those Lebesgue complex-valued measurable functions \( f \) for which \( |f|_p < \infty \), where
\[
\|f\|_p := \left( \int_a^b |f(x)|^p \, dx \right)^{1/p} \quad (1 \leq p < \infty)
\]
\[
\|f\|_p := \text{ess sup}_{a \leq x \leq b} |f(x)| \quad (p = \infty)
\]

Here \( \text{ess sup} \) is the essential maximum of the function \( |f(x)| \).

When \( p = 1 \), we denote \( L(a, b) := L_1(a, b) \).

Let \( [a, b](-\infty < a < b \leq \infty) \) be a finite interval and let \( AC[a, b] \) be the space of absolutely continuous functions \( f \) on \( [a, b] \). It is known that \( AC[a, b] \) coincides with the space of primitives of Lebesgue summable functions, that is,
\[
f(x) \in AC[a, b] \iff f(x) = c + \int_a^x \varphi(t) \, dt \quad (\varphi(x) \in L(a, b)).
\]

Therefore, an absolutely continuous function \( f(x) \) has a summable derivative \( f'(x) = \varphi(x) \) almost everywhere on \( [a, b] \) and \( c = f(a) \).
For \( n \in \mathbb{N} \) we denote by \( AC^n[a, b] \) the space of complex-valued functions \( f(x) \) which have all continuous derivatives of order \( i (0 \leq i \leq n-1) \) on \([a, b]\) such that \( f^{(n-1)}(x) \in AC[a, b] \):

\[
AC^n[a, b] := \left\{ f : [a, b] \rightarrow C, \ (D^{n-1}f)(x) \in AC[a, b], \left( \frac{d}{dx} \right) \right\}
\]

This space is characterized by the following assertion

\[
AC^n[a, b] \ni f(x) \iff f(x) = (I^n_{a+} \varphi)(x) + \sum_{k=0}^{n-1} c_k (x-a)^k.
\]

Here \( \varphi(x) \in L(a, b) \) and \( c_k (k = 0, 1, \cdots, n-1) \) are arbitrary constants, and

\[
(I^n_{a+} \varphi)(x) = \frac{1}{(n-1)!} \int_a^x (x-t)^{n-1} \varphi(t) dt.
\]

From (2.7) we have

\[
\varphi(x) = f^{(n)}(x), \ c_k = \frac{f^{(k)}(a)}{k!} \ (k = 0, 1, \cdots, n-1).
\]

Let \( C \) be the set of all complex numbers. The Riemann-Liouville fractional integrals \( I_{a+}^\alpha \) of order \( \alpha \in C \) (Re \( \alpha > 0 \)) are defined by

\[
(I_{a+}^\alpha f)(x) := \frac{1}{\Gamma(\alpha)} \int_a^x \frac{f(t) dt}{(x-t)^{1-\alpha}} \ (x > a, \ \text{Re} \alpha > 0).
\]

Here \( \Gamma(\alpha) \) is the Gamma function and \((x-t)^{1-\alpha} = e^{(1-\alpha) \ln(x-t)} \). These integrals are called the left-sided fractional integrals. When \( \alpha = n \in \mathbb{N} \), the definition (2.9) coincides with the nth iterated integral

\[
(I^n_{a+} f)(x) = \frac{1}{(n-1)!} \int_a^x (x-t)^{n-1} f(t) dt \ (n \in \mathbb{N}).
\]

The Riemann-Liouville fractional derivatives \( D_{a+}^\alpha y \) of order \( \alpha \in C \) (Re \( \alpha \geq 0 \)) are defined by

\[
(D_{a+}^\alpha y)(x) := \left( \frac{d}{dx} \right)^n (I_{a+}^\alpha y)(x) = \frac{1}{\Gamma(n-\alpha)} \left( \frac{d}{dx} \right)^n \int_a^x \frac{y(t) dt}{(x-t)^{n-1-\alpha}} \ (n = [\text{Re} \alpha] + 1, \ x > a).
\]

Here \([\text{Re} \alpha]\) means the integral part of \( \text{Re} \alpha \). In particular, when \( \alpha = n \in \mathbb{Z} \), then

\[
(D_0^0 y)(x), \ (D_{a+}^\alpha y)(x) = y^{(n)}(x).
\]

Here \( y^{(n)}(x) \) is the usual derivative of \( y(x) \) of order \( n \). If \( 0 < \text{Re} \alpha < 1 \), then

\[
(D_{a+}^\alpha y)(x) = \frac{1}{\Gamma(1-\alpha)} \frac{d}{dx} \int_a^x \frac{y(t) dt}{(x-t)^{1-\alpha-[\text{Re} \alpha]}} \ (0 < \text{Re} \alpha < 1, \ x > a)
\]

When \( \alpha \in \mathbb{R}^+ = (0, \infty) \), then (2.11) take the following form:

\[
(D_{a+}^\alpha y)(x) = \frac{1}{\Gamma(n-\alpha)} \left( \frac{d}{dx} \right)^n \int_a^x \frac{y(t) dt}{(x-t)^{n-1-\alpha}} \ (n = [\alpha] + 1, \ x > a).
\]
and (2.13) is given by

\[
(D_{a+}^\alpha y)(x) = \frac{1}{\Gamma(1-\alpha)} \frac{d}{dx} \int_a^x \frac{y(t)dt}{(x-t)^{\alpha-1}}. \tag{2.15}
\]

If \( \Re \alpha = 0 \) (\( \alpha \neq 0 \)), then (2.11) yields fractional derivatives of a purely imaginary order:

\[
(D_{a+}^{i\theta} y)(x) = \frac{1}{\Gamma(1-i\theta)} \frac{d}{dx} \int_a^x \frac{y(t)dt}{(x-t)^{\theta}} \quad (\theta \in \mathbb{R} \setminus \{0\}, \ x > a) \tag{2.16}
\]

For \( \alpha \in \mathbb{C}, \ Re\alpha > 0, 1 \leq p < \infty \), the spaces of functions \( I_{a+}^\alpha(L_p) \) is defined by

\[
I_{a+}^\alpha(L_p) := \{ f : f = I_{a+}^\alpha \varphi, \ \varphi \in L_p(a, b) \}. \tag{2.17}
\]

For \( \alpha \in \mathbb{C} \) (\( Re\alpha > 0 \)), the spaces of functions \( L^{\alpha}(a, b) \) is defined by

\[
L^{\alpha}(a, b) := \{ y \in L(a, b) : D_{a+}^\alpha y \in L(a, b) \}. \tag{2.18}
\]

**Lemma 2.1** If \( \beta \in \mathbb{C} \) (\( Re\beta > 0 \)), then

\[
(I_{a+}^\alpha(t-a)^{\beta-1})(x) = \frac{\Gamma(\beta)}{\Gamma(\beta+\alpha)}(x-a)^{\beta+\alpha-1} \quad (Re\alpha > 0) \tag{2.19}
\]

\[
(D_{a+}^\alpha(t-a)^{\beta-1})(x) = \frac{\Gamma(\beta)}{\Gamma(\beta+\alpha)}(x-a)^{\beta-\alpha-1} \quad (Re\alpha \geq 0) \tag{2.20}
\]

In particular, if \( \beta = 1 \) and \( Re\alpha \geq 0 \), then Riemann-Liouville fractional derivatives of constant functions are not equal to zero and we have

\[
(D_{a+}^\alpha 1)(x) = \frac{(x-a)^{-\alpha}}{\Gamma(1-\alpha)}. \tag{2.21}
\]

On the other hand, for \( j = 1, 2, \cdots, [Re\alpha] + 1 \), we have

\[
(D_{a+}^\alpha(t-a)^{\alpha-j})(x) = 0. \tag{2.22}
\]

From (2.22) we have the following result.

**Lemma 2.2** Let \( Re\alpha > 0, n = [Re\alpha] + 1, n-1 < Re\alpha < n \). The equality

\[
(D_{a+}^\alpha y)(x) = 0 \tag{2.23}
\]

is valid if and only if

\[
y(x) = \sum_{j=1}^n c_j (x-a)^{\alpha-j}. \tag{2.24}
\]

Here \( c_j \in \mathbb{R} \) (\( j = 1, \cdots, n \)) are arbitrary constants. In particular, when \( 0 < Re\alpha < 1 \), the relation \( (D_{a+}^\alpha y)(x) = 0 \) holds if and only if \( y(x) = c(x-a)^{\alpha-1}, \ \forall c \in \mathbb{R} \).

**Lemma 2.3** If \( Re\alpha \geq 0, n = [Re\alpha] + 1, y(x) \in AC^n[a, b] \), then the fractional derivatives \( D_{a+}^\alpha y \) exist almost everywhere on \( [a, b] \) and we have

\[
(D_{a+}^\alpha y)(x) = \sum_{k=0}^{n-1} \frac{\gamma^{(k)}(a)(x-a)^{k+\alpha}}{\Gamma(1+k-\alpha)} + \frac{1}{\Gamma(n-\alpha)} \int_a^x \frac{y^{(n)}(t)dt}{(x-t)^{\alpha-\alpha-1}}. \tag{2.25}
\]

**Lemma 2.4** If \( Re\alpha > 0, Re\beta > 0 \) and \( f(x) \in L_p(a, b) \) (\( 1 \leq p \leq \infty \)), then we have

\[
(I_{a+}^\alpha f)(x) = (I_{a+}^{\alpha+\beta} f)(x) \tag{2.26}
\]
at almost every point \( x \in [a, b] \). If \( \alpha + \beta > 1 \), then (2.26) is true for any point of \([a, b]\).

**Lemma 2.5.** If \( \Re \alpha > 0 \), \( f(x) \in L_p(a, b) \) \((1 \leq p < \infty)\), then for almost all \( x \in [a, b] \) we have

\[
(D_{a+}^\alpha I_{a+}^\beta f)(x) = f(x). \tag{2.27}
\]

From lemma 2.3, lemma 2.4 and lemma 2.5, we have the following lemma.

**Lemma 2.6.** If \( \Re \alpha > \Re \beta > 0 \), \( f(x) \in L_p(a, b) \) \((1 \leq p \leq \infty)\), then we have

\[
(D_{a+}^\alpha I_{a+}^\beta f)(x) = (I_{a+}^{\alpha-\beta} f)(x), \ a.e. \ x \in [a, b]. \tag{2.28}
\]

In particular, if \( \beta = k \in N \) and \( \Re \alpha > k \), then we have

\[
(D^k I_{a+}^\alpha f)(x) = (I_{a+}^{\alpha-k} f)(x), \ a.e. \ x \in [a, b]. \tag{2.29}
\]

**Lemma 2.7** Let \( \Re \alpha \geq 0 \), \( m \in N \), \( D = \frac{d}{dx} \). If the fractional derivatives \((D_{a+}^\alpha y)(x), (D_{a+}^{\alpha+m} y)(x)\)
exist, then we have

\[
(D_{a+}^\alpha D_{a+}^\beta y)(x) = (D_{a+}^{\alpha+m} y)(x), \ a.e. \ x \in [a, b]. \tag{2.30}
\]

**Lemma 2.8.** Let \( \Re \alpha > 0 \), \( n = [\Re \alpha] + 1 \), \( f_{n-\alpha}(x) := (I_{a+}^{\alpha-n} f)(x) \).

(a) If \( 1 \leq p \leq \infty \) and \( f(x) \in I_{a+}^\alpha (L_p) \), then we have

\[
(I_{a+}^\alpha D_{a+}^\beta f)(x) = f(x). \tag{2.31}
\]

(b) If \( f(x) \in L(a, b) \), \( f_{n-\alpha} \in AC^n[a, b] \), \( n-1 < \Re \alpha < n \), then we have

\[
(I_{a+}^\alpha D_{a+}^\beta f)(x) = f(x) - \sum_{j=1}^{n} \frac{f^{(n-a-\beta)}(a)}{\Gamma(\alpha-j+1)} (x-a)^{\alpha-j}, \ a.e. x \in [a, b]. \tag{2.32}
\]

If \( \alpha = n \in N \), then we have

\[
(I_{a+}^\alpha D_{a+}^\beta f)(x) = f(x) - \sum_{k=0}^{n} \frac{f^{(k)}(a)}{k!} (x-a)^{k}, \ a.e. x \in [a, b]. \tag{2.33}
\]

**Remark 2.1** In what follows, we will regard that all the equalities hold almost everywhere on the interval.

### 3. Cauchy type problems of linear equations

For a complex number \( \alpha \in C \) with \( \Re \alpha \geq 0 \), we define the natural number \( n \) by

\[
n := \begin{cases} 
[\Re \alpha] + 1, \ & \alpha \in N \\
\alpha, \ & \alpha \in N
\end{cases} \tag{3.1}
\]

Let \( l \in N \) and assume that complex numbers \( \alpha_j \in C \) \((j = 1, \cdots, l)\) satisfy

\[
0 = \alpha_0 < \Re \alpha_1 < \cdots < \Re \alpha_l < \Re \alpha. \tag{3.2}
\]

We consider the following Cauchy type problem of the linear fractional differential equation of order \( \alpha \in C \) with variable coefficients;

\[
(D_{a+}^\alpha y)(x) + \sum_{j=0}^{l} a_j(x)(D_{a+}^{\alpha_j} y)(x) = g(x) \tag{3.3}
\]

\[
(D_{a+}^{\alpha-k} y)(a+) = b_k, \ k = 1, \cdots, n, \tag{3.4}
\]

where the functions \( a_j(x) \) and \( g(x) \) are complex valued functions with real variable \( t \).
satisfying
\[ a_j(x) \in C[a, b] \ (j = 0, \cdots, l), \ g(x) \in L(a, b) \] (3.4-1)
and
\[ b_k \in C, \ k = 1, \cdots, n. \] (3.4-2).

We use the natural number \( k_0 \) defined by
\[ k_0 = \max \left\{ k \in \mathbb{N} : \forall j \in \mathbb{Z}, \ a_j(t) \frac{(x-a)^{a_j-k}}{\Gamma(\alpha - a_j - k + 1)} \in L(a, b) \right\}. \] (3.5)

\subsection*{3.1 A special Cauchy type problem}
We consider a special Cauchy type problem finding the function \( y(x) \) satisfying the equation (3.3) and the initial condition
\[ (D^n_{a+} y)(a+) = b_k H(k_0 - k), \ k = 1, \cdots, n. \] (3.6)

Here
\[ H(k) = \begin{cases} 1, & k \geq 0, \\ 0, & k < 0. \end{cases} \] (3.7)

We consider the following Volterra integral equation of the second kind corresponding to the Cauchy type problem (3.3), (3.6)
\[ \Phi(x) = g(x) - \sum_{j=0}^{l} \sum_{k=1}^{n} b_k H(k_0 - k) a_j(x) \frac{(x-a)^{a_j-k}}{\Gamma(\alpha - a_j - k + 1)} - \sum_{j=0}^{l} a_j(x) (I^a_{a+} \Phi)(x). \] (3.8)

First, we consider the equivalence of the Cauchy type problem (3.3) and (3.6) with the Volterra integral equation (3.8).

\begin{Theorem} \label{Theorem3.1}
Assume that for \( \alpha, \alpha_j (j = 0, \cdots, l), n, \ a_j(x)(j = 0, \cdots, l), \ g(x), b_k (k = 1, \cdots, n) \) and \( k_0 \) (3.1), (3.2), (3.4-1), (3.4-2) and (3.5) hold. Then \( y(x) \in L^n(a, b) \) is the solution to the Cauchy type problem (3.3) and (3.6) if and only if
\[ (D^n_{a+} y)(x) = \Phi(x) \in L(a, b) \] (3.9)
satisfies the integral equation (3.8).
\end{Theorem}

\textbf{Proof.} First we prove the necessity. Let \( y(x) \in L^n(a, b) \) be a solution to the problem (3.3), (3.6). Then we have
\[ (D^n_{a+} y)(x) = g(x) - \sum_{j=0}^{l} a_j(x) (D^n_{a+} y)(x) \] (3.10)
\[ (D^n_{a+} y)(a+) = b_k H(k_0 - k) (k = 1, \cdots, n) \] (3.11)
and \( (D^n_{a+} y)(x) \in L(a, b), \ g(x) \in L(a, b) \). From (3.10) we have
\[ \sum_{j=0}^{l} a_j(x) (D^n_{a+} y)(x) \in L(a, b). \] (3.12).

\( y(x) \in L^n(a, b) \) and (2.18) yield \( y(x) \in L(a, b) \). By (3.9) and the definition of the fractional derivative, we have
\[ (D^n_{a+} y)(x) = (D^n I^n_{a+} y)(x) = \Phi(x) \in L(a, b) \] (3.13)
and from (2.6) we have \( y_{n-\alpha}(x) = (I^n_{a+} y)(x) \in AC^n[a, b] \).
The fact that \( n - 1 < \text{Re} \alpha < n \) and lemma 2.8 (a) give
\[
(I^{\alpha}_{a+} D^{\alpha}_{a+} y)(x) = y(x) - \sum_{k=1}^{n} s_{n-k} (a+) \frac{(x-a)^{\alpha-k}}{\Gamma(\alpha-k+1)}.
\] (3.14)

Since \( n - k - 1 < \text{Re}(\alpha - k) = \text{Re} \alpha - k \leq n - k \) we have
\[
y^{(n-k)}(x) = (D^{n-k} I^{\alpha}_{a+} y)(x) = (D^{n-k} I^{\alpha}_{a+} (a-k) y)(x) = (D^{\alpha}_{a+} y)(x).
\]

Therefore we have
\[
(I^{\alpha}_{a+} D^{\alpha}_{a+} y)(x) = y(x) - \sum_{k=1}^{n} (D^{\alpha}_{a+} y)(a+) \frac{(x-a)^{\alpha-k}}{\Gamma(\alpha-k+1)}.
\] (3.15)

Applying the fractional integral operator \( I^{\alpha}_{a+} \) in the both sides of (3.9) under consideration of (3.11) and (3.15), we have
\[
y(x) = \sum_{k=1}^{n} b_{k} H(k_{0} - k) \frac{(x-a)^{\alpha-k}}{\Gamma(\alpha-k+1)} + (I^{\alpha}_{a+} \Phi)(x) \text{ in } L(a, b).
\] (3.16)

Thus from (3.9) and (3.11), we obtain the relation (3.16). Conversely, we can easily obtain the relations (3.9) and (3.11) from (3.16). Thus the relations (3.9) and (3.11) and the relation (3.16) are equivalent. From (3.16), considering (2.20) and (2.28), we have
\[
(D^{\alpha}_{a+} y)(x) = \sum_{k=1}^{n} b_{k} H(k_{0} - k) \frac{(x-a)^{\alpha-k}}{\Gamma(\alpha-k+1)} + (I^{\alpha}_{a+} \Phi)(x).
\] (3.17)

Therefore, we have
\[
\sum_{j=0}^{l} a_{j} (D^{\alpha}_{a+} y)(x) = \sum_{j=0}^{l} \sum_{k=1}^{n} b_{k} H(k_{0} - k) \frac{(x-a)^{\alpha-k}}{\Gamma(\alpha-k+1)} + \sum_{j=0}^{l} a_{j} (I^{\alpha}_{a+} \Phi)(x).\] (3.18)

Here the first term of the right side of (3.18) is integrable by the definition (3.5) of \( k_{0} \) and the left side is integrable by (3.12). The second term of the right side is integrable by the assumptions on \( a_{j} \) and \( \Phi \). Therefore the equation (3.18) holds in \( L(a, b) \).

Substituting (3.9) and (3.18) into (3.10), we have (3.8), i.e. \( \Phi(x) \in L(a, b) \) in (3.9) satisfies the integral equation (3.8).

Now we prove the sufficiency. Assume that \( \Phi(x) \in L(a, b) \) satisfies the equation (3.8). The equation (3.8) can be rewritten as
\[
\Phi(x) = g(x) - \sum_{j=0}^{l} a_{j} \left[ \sum_{k=1}^{n} b_{k} H(k_{0} - k) \frac{(x-a)^{\alpha-k}}{\Gamma(\alpha-k+1)} - (I^{\alpha}_{a+} \Phi)(x) \right].
\] (3.19)

For \( \Phi(x) \in L(a, b) \) satisfying (3.8), the equality (3.16) and the equalities (3.9) and (3.11) are equivalent, and thus we have (3.17). Therefore for \( \Phi(x) \in L(a, b) \) satisfying (3.8) we have
\[
y(x) = \sum_{k=1}^{n} b_{k} H(k_{0} - k) \frac{(x-a)^{\alpha-k}}{\Gamma(\alpha-k+1)} + (I^{\alpha}_{a+} \Phi)(x)
\] (3.20)
\[
(D^{\alpha}_{a+} y)(x) = \Phi(x)
\] (3.21)
\[
(D^{\alpha}_{a+} y)(a+) = b_{k} H(k_{0} - k)
\] (3.22)
\[
(D^{\alpha}_{a+} y)(x) = \sum_{k=1}^{n} b_{k} H(k_{0} - k) \frac{(x-a)^{\alpha-k}}{\Gamma(\alpha-k+1)} + (I^{\alpha}_{a+} \Phi)(x)
\] (3.23)
\[ y(x) \in L^\alpha (a, b). \]  

(3.24)

Substituting (3.21) and (3.23) into (3.19), then we have (3.3) and (3.6). Thus if \( \Phi(x) \in L(a, b) \) satisfies (3.8), then \( y(x) \) given by (3.16) satisfies \( y(x) \in L^\alpha (a, b) \) and (3.3) and (3.6). Thus the sufficiency is proved, which completes the proof of theorem.

In Theorem 3.1 we proved that the Cauchy type problem (3.3), (3.6) and the integral equation (3.8) are equivalent. Therefore in order to prove the existence and uniqueness of solution to the initial value problem (3.3), (3.6), is sufficient to prove the existence of a unique solution the integral equation (3.8).

**Theorem 3.2.** Under the conditions of Theorem 3.1, there exists a unique solution \( y(x) \in L^\alpha (a, b) \) to the Cauchy type problem (3.3), (3.6).

**Proof.** By Theorem 3.1, it is sufficient to establish the existence of a unique solution \( \Phi(x) \in L(a, b) \) to the integral equation

\[ \Phi(x) = g(x) - \sum_{j=0}^{l} \sum_{k=1}^{n} b_k H(k_0 - k)a_j(x) \frac{(x-a)^{\alpha-a_j-k}}{\Gamma(\alpha-a_j-k+1)} - \sum_{j=0}^{l} a_j(x)(I_{a+}^{\alpha-a_j}\Phi)(x). \]

Define

\[ \Phi_0(x) := g(x) - \sum_{j=0}^{l} \sum_{k=1}^{n} b_k H(k_0 - k)a_j(x) \frac{(x-a)^{\alpha-a_j-k}}{\Gamma(\alpha-a_j-k+1)}, \]  

(3.25)

\[ (T\Phi)(x) := \Phi_0(x) - \sum_{j=0}^{l} a_j(x)(I_{a+}^{\alpha-a_j}\Phi)(x). \]  

(3.26)

Then the integral equation (3.8) can be rewritten as

\[ \Phi(x) = (T\Phi)(x). \]  

(3.27)

Let

\[ A = \max_{x \in [a, b]} |a_j(x)|. \]  

(3.28)

Choose a positive number \( \delta \) such that

\[ \omega = A \sum_{j=0}^{l} \left\| \delta^{\alpha-a_j} \right\| < 1. \]  

(3.29)

Then we can prove the existence of a unique solution to the equation (3.8) in \( L(a, x_1) \) with \( x_1 = \min \{ a + \delta, b \} \). By (3.26), we have

\[ T: (a, x_1) \rightarrow L(a, x_1) \]  

(3.30)

If \( \Phi_1, \Phi_2 \in L(a, x_1) \), then from the boundedness of fractional integration operator we have

\[ \left\| T\Phi_1 - T\Phi_2 \right\|_{L(a, x_1)} \leq \sum_{j=0}^{l} \left\| a_j(x)(I_{a+}^{\alpha-a_j}(\Phi_1 - \Phi_2))(x) \right\|_{L(a, x_1)} \leq \]  

\[ \leq A \sum_{j=0}^{l} \frac{(x_1 - a)^{\alpha-a_j}}{\Gamma(\alpha-a_j+1)} \left\| \Phi_1 - \Phi_2 \right\|_{L(a, x_1)} = A \left\| \Phi_1 - \Phi_2 \right\|_{L(a, x_1)} \]

and \( 0 < \omega < 1 \), there exists the unique solution \( \Phi(x) \in L(a, x_1) \) to the integral equation (3.8) on the interval \([a, x_1]\). And the solution \( \Phi(x) \) is the limit of the sequence \{ \( T^m\Phi_0 \) \}, i.e.
\[\lim_{m \to \infty} \left\| T^m \Phi_0^* - \Phi^* \right\|_{L(a, x)} = 0. \quad (3.31)\]

Here \(\Phi_0^*\) is a function in \(L(a, b)\). If for at least one \(k \in \{1, \ldots, n\}, \ b_k \neq 0\) in the initial condition, then we can take \(\Phi_0^* = \Phi_0(x)\).

\((T^m \Phi_0^*)(x)\) is written by the recursion formulas

\[\Phi_m(x) = \Phi_0(x) - \sum_{j=0}^{m-1} a_j(x)(I_{a+}^{-\alpha_j} \Phi_{m-1})(x) \quad (m = 1, 2, \ldots). \quad (3.32)\]

If we denote \(\Phi_m(x) := (T^m \Phi_0^*)(x)\), then we have

\[\Phi_m(x) = \Phi_0(x) - \sum_{j=0}^{m-1} a_j(x)(I_{a+}^{-\alpha_j} \Phi_{m-1})(x) \quad (m = 1, 2, \ldots). \quad (3.33)\]

(3.31) can be written as follows:

\[\lim_{m \to \infty} \left\| \Phi_m - \Phi \right\|_{L(a, x)} = 0. \quad (3.34)\]

If \(x_1 \geq b\) then the proof is completed.

If \(x_1 < b\) then let

\[\Phi_{01}(x) := \Phi_0(x) - \sum_{j=0}^{m-1} a_j(x)(I_{a+}^{-\alpha_j} \Phi)(x_1). \quad (3.35)\]

Note that \(I_{a+}^{-\alpha_j} \Phi(x) = I_{a+}^{-\alpha_j} \Phi(x_1) + I_{a+}^{-\alpha_j} \Phi(x)\). Then (3.8) is rewritten as follows

\[\Phi(x) = \Phi_{01}(x) - \sum_{j=0}^{m-1} a_j(x)(I_{a+}^{-\alpha_j} \Phi)(x). \quad (3.36)\]

From (3.29) and the above consideration, we can prove that the equation (3.36) has the unique solution \(\Phi^* \in L(x_1, x_2)\) with \(x_2 = \min\{x_1 + \delta, b\}\).

Repeating these processes, we conclude that the equation (3.8) has a unique solution \(\Phi \in L(a, b)\).

Thus, there exists a unique solution \(y(x) \in L^\alpha(a, b)\) to the Cauchy type problem (3.3),(3.6) by Theorem 3.1. By (3.16) we have

\[y(x) = \sum_{k=1}^{n} b_k H(k_0 - k) \frac{(x - a)^{\alpha - k}}{\Gamma(\alpha - k + 1)} + (I_{a+}^{-\alpha} \Phi^*)(x) \quad (3.37)\]

This completes the proof of Theorem 3.2.

### 3.2 A Note for general Cauchy type problems

We proved that the special Cauchy type problem (3.3), (3.6) has the unique solution \(y(x) \in L^\alpha(a, b)\). But in the case when the natural number \(k_0\) defined by (3.5) is less than \(n = [\text{Re}\alpha] + 1\), the Cauchy type problem

\[(D_{a+}^\alpha y)(x) + \sum_{j=0}^{l} a_j(x)(D_{a+}^\alpha y)(x) = g(x) \quad (3.38)\]

\[(D_{a+}^{\alpha-k} y)(a+) = b_k, \ k = 1, \ldots, n \quad (3.39)\]
might not have solution \( y(x) \in L^2(a, b) \).

Under the assumption of Theorem 3.1, if we assume that there exists the solution \( y(x) \in L^2(a, b) \) of the problem (3.38), (3.38), then we have \( y(x), (D_{a+}^\alpha y)(x) \in L(a, b) \) from the definition of \( L^2(a, b) \). The equation (3.38) can be rewritten as

\[
(D_{a+}^\alpha y)(x) = g(x) - \sum_{j=0}^{l} a_j(x)(D_{a+}^\alpha y)(x). \tag{3.40}
\]

Since \( (D_{a+}^\alpha y)(x), g(x) \in L(a, b) \), we have

\[
\sum_{j=0}^{l} a_j(x)(D_{a+}^\alpha y)(x) \in L(a, b). \tag{3.41}
\]

By the definition of fractional derivatives, \( (D_{a+}^\alpha y)(x) = (D^\alpha I_{a+}^\alpha y)(x) \in L(a, b) \) and thus from (2.6) we have \( y_{n-\alpha}(x) = (I_{a+}^\alpha y)(x) \in AC^n[a, b] \). From \( n-1 < \text{Re} \alpha < n \) and lemma 2.8 (a) we have

\[
(I_{a+}^\alpha D_{a+}^\alpha y)(x) = y(x) - \sum_{k=1}^{n} y^{(n-k)}(a+) \frac{(x-a)^{\alpha-k}}{\Gamma(\alpha-k+1)}. \]

From \( n-k-1 < \text{Re} (\alpha-k) = \text{Re} \alpha-k \leq n-k \) and the definition of fractional derivatives we have

\[
y^{(n-k)}(x) = (D^{n-k}I_{a+}^\alpha y)(x) = (D^{n-k}I_{a+}^{\alpha-n+k}(a-k)y)(x) = (D_{a+}^{\alpha-k}y)(x). \]

Taking the operator \( I_{a+}^{\alpha} \) to the both sides of (3.40) and considering (3.39), we have

\[
y(x) = \sum_{k=1}^{n} b_k \frac{(x-a)^{\alpha-k}}{\Gamma(\alpha-k+1)} + I_{a+}^{\alpha} \left[ g(x) - \sum_{j=0}^{l} a_j(x)(D_{a+}^\alpha y)(x) \right]. \tag{3.42}
\]

Operating the fractional derivative operator \( D_{a+}^\alpha \) in the both sides and considering (2.20) and (2.28), we have

\[
(D_{a+}^\alpha y)(x) = \sum_{k=1}^{n} b_k \frac{(x-a)^{\alpha-k}}{\Gamma(\alpha-k+1)} + I_{a+}^{\alpha} \left[ g(x) - \sum_{j=0}^{l} a_j(x)(D_{a+}^\alpha y)(x) \right].
\]

Therefore, we have

\[
\sum_{j=0}^{l} a_j(x)(D_{a+}^\alpha y)(x) =
\]

\[
= \sum_{k=0}^{k_0} \sum_{j=1}^{l} b_k a_j(x) \frac{(x-a)^{\alpha-k}}{\Gamma(\alpha-k+1)} + \sum_{j=0}^{l} \sum_{k=k_0+1}^{n} b_k a_j(x) \frac{(x-a)^{\alpha-k}}{\Gamma(\alpha-k+1)} + \tag{3.43}
\]

\[
+ \sum_{j=0}^{l} a_j(x) I_{a+}^{\alpha-k} \left[ g(x) - \sum_{j=0}^{l} a_j(x)(D_{a+}^\alpha y)(x) \right].
\]

By the definition of \( k_0 \), the continuity of \( a_j(x) (j=0, 1, \ldots, l) \), the integrability of \( g(x) \) and (3.41), the left side and the first and third terms of right side of (3.43) are integrable on \( (a, b) \). If some \( b_k, k \in \{k_0+1, \ldots, n\} \) are not zero, then some terms are not integrable in the second term of right side of (3.43). Because of these terms, in this case there might not exist the solution of
Example 1. For \( b_i \in C \) \((i = 1, 2, 3, 4)\), consider the problem

\[
(D^{3.5}_{\alpha+} y)(x) - 3(D^{1.4}_{\alpha+} y)(x) = 0, \quad 0 < x < T
\] (3.44)

\[
(D^{2.5}_{\alpha+} y)(0+) = b_1, \quad (D^{1.5}_{\alpha+} y)(0+) = b_2, \quad (D^{0.5}_{\alpha+} y)(0+) = b_3, \quad (D^0_{\alpha+} y)(0+) = b_4. \quad (3.45)
\]

If we assume that the problem (3.44) and (3.45) has a solution \( y(x) \in L^{3.5}(0, T) \), then from (3.43) we have

\[
(D^{3.4}_{\alpha+} y)(x) = \frac{b_1(x - 0)^{-a.9}}{\Gamma(-1.9)} + \frac{b_2(x - 0)^{-1.9}}{\Gamma(-2.9)} + \frac{b_3(x - 0)^{-2.9}}{\Gamma(-3.9)} + \frac{b_4(x - 0)^{-3.9}}{\Gamma(-4.9)} + f^0_{\alpha+}(D^{3.4}_{\alpha+} y)(x).
\]

Here all terms except for the second, third and fourth terms of right side are integrable and thus if the above equality holds, the the sum of these second, third and fourth terms of right side is integrable. This is only possible when \( b_k, \quad k \in \{2, 3, 4\} \) are all zero. So the problem of (3.44) and (3.45) has no solution if and only if some of \( b_k, \quad k \in \{2, 3, 4\} \) are not zero.

This example show us that if \( a_j(x) \equiv a_j(\text{const}) \), then the problem (3.38) and (3.39) with constant coefficients has a solution if and only if \( b_k = 0, \quad k \in \{k_0 + 1, \ldots, n\} \).

### 3.3 Solving Method of the Cauchy type problems

In section 3.1, we saw that there exists a unique solution \( y(x) \in L^\alpha(a, b) \) to the Cauchy type problem (3.3), (3.6), and the solution \( y(x) \) is represented by (3.16) using the solution \( \Phi(x) \in L(a, b) \) of the integral equation (3.8), where \( \Phi(x) \in L(a, b) \) is obtained by successive approximations:

\[
\Phi_0(x) = g(x) - \sum_{j=0}^{n} \sum_{k=1}^{n} b_k H(k_0 - k)a_j(x) \frac{(x - a)^{\alpha - a_j - k}}{\Gamma(\alpha - a_j - k + 1)}.
\]

\[
\Phi_m(x) = \Phi_0(x) - \sum_{j=0}^{n} a_j(x) \int_{a}^{x} \Phi_{m-1}(x) dx, \quad m = 1, 2, \ldots,
\]

\[
\Phi(x) = \lim_{m \to \infty} \Phi_m(x) \quad \text{(in } L(a, b))\).
\]

In this section, using this successive approximations, we get representation of the solution to the problem (3.3),(3.6) by coefficients and initial value of the equation.

#### 3.3.1 Representation of the solution to the homogeneous equation.

We find a representation of the solution \( y(x) \in L^\alpha(a, b) \) satisfying the linear homogeneous equation

\[
(D^{\alpha}_{\alpha+} y)(x) + \sum_{j=0}^{l} a_j(x)(D^{\alpha}_{\alpha+} y)(x) = 0, \quad x > a
\] (3.47)
and inhomogeneous initial condition (3.6).

**Definition 3.1.** Let \( y_j(x) \in L^a(a, b), \ i = 1, \cdots, k_0 \) be the solution of the problem
\[
(D_{a+}^j y_j)(x) + \sum_{j=0}^{l} a_j(x) (D_{a+}^j y_j)(x) = 0, \quad x > a, \quad (3.48)
\]
\[
(D_{a+}^{a-k} y_j)(a+) = \delta_{ik}, \quad k = 1, \cdots, n. \quad (3.49)
\]
The system of \( \{y_j(x) \in L^a(a, b), \ i = 1, \cdots, k_0\} \) is called the canonical fundamental system of solutions of the linear homogeneous equation (3.47).

**Theorem 3.3.** Under the conditions of Theorem 3.1 for \( \alpha, n, k_0, \alpha_j, a_j(x) \ (j = 0, \cdots, l) \), the canonical fundamental system \( y_j(x) \in L^a(a, b) \ (i = 1, \cdots, k_0) \) of solutions of the homogeneous equation (3.47) is given as follows:
\[
y_j(x) = \sum_{k=0}^{\alpha} (-1)^{k+1} \frac{x-a}{\Gamma(\alpha - i + 1)} \left( \sum_{j=0}^{l} a_j(x) I_{a+}^{\alpha-\alpha_j} \right) \sum_{k=0}^{l} a_j(x) \frac{(x-a)^{\alpha-\alpha_j-i}}{\Gamma(\alpha - \alpha_j - i + 1)}. \quad (3.50)
\]

**Proof.** By theorem 3.2, the Cauchy type problem (3.48), (3.49) has a unique solution \( y_j(x) \in L^a(a, b) \ (i = 1, \cdots, k_0) \). The integral equation (3.8) corresponding to the Cauchy type problem (3.48), (3.49) is
\[
\Phi_j(x) = -\sum_{j=0}^{\alpha} a_j(x) \frac{(x-a)^{\alpha-\alpha_j-i}}{\Gamma(\alpha - \alpha_j - i + 1)} - \sum_{j=0}^{l} a_j(x) (I_{a+}^{\alpha-\alpha_j} \Phi_j)(x). \quad (3.51)
\]
Form (3.16), by the solution \( \Phi_j(x) \in L(a, b) \) of the equation (3.51), the solution \( y_j(x) \in L^a(a, b) \) of the problem (3.48) and (3.49) is represented by
\[
y_j(x) = \sum_{k=0}^{\alpha} (-1)^{k+1} \frac{x-a}{\Gamma(\alpha - i + 1)} \left( \sum_{j=0}^{l} a_j(x) I_{a+}^{\alpha-\alpha_j} \Phi_j(x) \right). \quad (3.52)
\]
If we apply the successive approximations (3.46) to solve the solution of the equation (3.51), then we have
\[
\Phi_{i0}(x) = -\sum_{j=0}^{l} a_j(x) \frac{(x-a)^{\alpha-\alpha_j-i}}{\Gamma(\alpha - \alpha_j - i + 1)}
\]
\[
\Phi_{im}(x) = \Phi_{i0}(x) - \sum_{j=0}^{l} a_j(x) (I_{a+}^{\alpha-\alpha_j} \Phi_{im-1})(x), \quad m = 1, 2, \cdots, \quad (3.53)
\]
\[
\Phi_i(x) = \lim_{m \to \infty} \Phi_{im}(x), \quad \text{in} \ L(a, b).
\]
Calculating \( \Phi_{i1}(x) \), we have
\[
\Phi_{i1}(x) = \Phi_{i0}(x) - \sum_{j=0}^{l} a_j(x) (I_{a+}^{\alpha-\alpha_j} \Phi_{i0})(x) =
\]
\[
= -\sum_{j=0}^{l} a_j(x) \frac{(x-a)^{\alpha-\alpha_j-i}}{\Gamma(\alpha - \alpha_j - i + 1)} + (-1)^{l} \left( \sum_{j=0}^{l} a_j(x) I_{a+}^{\alpha-\alpha_j} \right)^{l} \sum_{j=0}^{l} a_j(x) \frac{(x-a)^{\alpha-\alpha_j-i}}{\Gamma(\alpha - \alpha_j - i + 1)}. \]
Calculating \( \Phi_{i2}(x) \), we have
\[ \Phi_{i2}(x) = \Phi_{i0} - \sum_{j=0}^{l} a_j(x)(I_{a^+}^{\alpha - \alpha_j})^j \Phi_{i1}(x) = \Phi_{i0}(x) - \sum_{j=0}^{l} a_j(x)I_{a^+}^{\alpha - \alpha_j} \]

\[
= -\sum_{j=0}^{l} a_j(x) \frac{(x-a)^{\alpha - \alpha_j-i}}{\Gamma(\alpha - \alpha_j - i + 1)} + (-1)^2 \left( \sum_{j=0}^{l} a_j(x)I_{a^+}^{\alpha - \alpha_j} \right) \sum_{j=0}^{l} a_j(x) \frac{(x-a)^{\alpha - \alpha_j-i}}{\Gamma(\alpha - \alpha_j - i + 1)} + \sum_{j=0}^{l} a_j(x) \frac{(x-a)^{\alpha - \alpha_j-i}}{\Gamma(\alpha - \alpha_j - i + 1)} \]

Calculating \( \Phi_{im}(x) \) similarly, we have

\[
\Phi_{im}(x) = \Phi_{i0} - \sum_{k=0}^{m} (-1)^{k+1} \left( \sum_{j=0}^{l} a_j(x)I_{a^+}^{\alpha - \alpha_j} \right)^k \sum_{j=0}^{l} a_j(x) \frac{(x-a)^{\alpha - \alpha_j-i}}{\Gamma(\alpha - \alpha_j - i + 1)}. \]

Therefore we have

\[
\Phi(x) = \lim_{m \to \infty} \Phi_{im}(x) = \sum_{k=0}^{\infty} (-1)^{k+1} \left( \sum_{j=0}^{l} a_j(x)I_{a^+}^{\alpha - \alpha_j} \right)^k \sum_{j=0}^{l} a_j(x) \frac{(x-a)^{\alpha - \alpha_j-i}}{\Gamma(\alpha - \alpha_j - i + 1)}. \]  \hspace{1cm} (3.54)

Here \( \sum_{j=0}^{l} a_j(x)I_{a^+}^{\alpha - \alpha_j} \) is the composition operator of \( k \) times of the operator \( \sum_{j=0}^{l} a_j(x)I_{a^+}^{\alpha - \alpha_j} \) and in case with \( k = 0 \) is a unit operator. Substituting (3.54) into (3.52), we have (3.50). The proof of the theorem is completed.

**Corollary 3.4.** Under the conditions of Theorem 3.1 for \( \alpha, n, k_0, \alpha_j, a_j(x) \) \((j = 0, \ldots, l)\), the solution \( y(x) \in L^\alpha(a, b) \) to the Cauchy type problem (3.3), (3.6) is represented as follows:

\[
y(x) = \sum_{i=1}^{k_0} b_i y_i(x). \]  \hspace{1cm} (3.55)

Here \( y_i(x) \) \((i = 1, \ldots, k_0)\) is the canonical fundamental system of the solution to the homogeneous equation (3.47).

**Remark 3.1.** (3.55) with complex numbers \( b_i \in C \) \((i = 1, \ldots, k_0)\) is the general solution to the homogeneous equation (3.3).

### 3.3.2 Representation of the solution to the inhomogeneous equation

We find a representation of the solution \( y(x) \in L^\alpha(a, b) \) to the problem
(\(D_{a+}^\alpha y\))(x) + \sum_{j=0}^{l} a_j(x)(D_{a+}^{\alpha-j} y\))(x) = g(x), \quad x > a
(3.56)

(\(D_{a+}^{\alpha-k} y\))(a+) = 0, \quad k = 1, \ldots, n.
(3.57)

**Theorem 3.5.** Under the conditions of Theorem 3.1 for \(\alpha, n, k_0, \alpha_j, a_j(x) \ (j = 0, \ldots, l),\)
g(x), the solution \(y(x) \in L^p(a, b)\) to the problem (3.56)-(3.57) is represented by

\[y(x) = \sum_{k=0}^{\infty} (-1)^k I_{a+}^\alpha \left( \sum_{j=0}^{l} a_j(x)I_{a+}^{\alpha-j} \right)^k g(x).\]
(3.58)

**Proof.** By Theorem 3.2, this problem has a unique solution \(y(x) \in L^p(a, b)\). This solution is obtained by (3.8), (3.16) and (3.46). The integral equation (3.8) corresponding to the problem (3.56) and (3.57) is

\[\Phi(x) = g(x) - \sum_{j=0}^{l} a_j(x)(I_{a+}^{\alpha-j} \Phi)(x).\]
(3.59)

The corresponding (3.16) is

\[y(x) = (I_{a+}^\alpha \Phi)(x).\]
(3.60)

The corresponding successive approximation is given by

\[\Phi_0(x) = g(x)\]
\[\Phi_m(x) = \Phi_0(x) - \sum_{j=0}^{l} a_j(x)(I_{a+}^{\alpha-j} \Phi_{m-1})(x), \quad m = 1, 2, \ldots\]
(3.61)

\[\Phi(x) = \lim_{m \to \infty} \Phi_m(x) \text{ in } L(a, b).\]

In the similar way with theorem 3.3 deriving of \(y_i(x), i = 1, \ldots, k_0\), (3.58) is derived by (3.59), (3.60) and (3.61). The proof of the theorem is completed.

**Definition 3.2.** The solution \(G(x; \xi) \in L^p(\zeta, b), \xi > a\) to the Cauchy type problem;

\[(D_{\zeta+}^\alpha G)(x; \xi) + \sum_{j=0}^{l} a_j(x)(D_{\zeta+}^{\alpha-j} G)(x; \xi) = 0, \quad x > \xi\]
(3.62)

\[(D_{\zeta+}^{\alpha-k} G)(x; \xi) \bigg|_{x = \xi} = \begin{cases} 1, & k = 1 \\ 0, & k \neq 1 \end{cases}, \quad k = 1, \ldots, n\]
(3.63)

is called the Green’s function of the inhomogeneous Cauchy type problem (3.56),(3.57).

**Remark 3.2.** According to the definition, the Green’s function is just the first function \(y_1(x)\) of the canonical fundamental system of the solution to the homogeneous equation when \(a = \xi\) and thus there exists the Green’s function \(G(x; \xi) \in L^p(\zeta, b)\) of the Cauchy type problem (3.56) (3.57) and it is represented as follows:

\[G(x; \xi) = \frac{(x - \xi)^{\alpha-1}}{\Gamma(\alpha)} + \sum_{k=0}^{\infty} (-1)^k \eta^\alpha \left( \sum_{j=0}^{l} a_j(x)I_{\xi+}^{\alpha-j} \right)^k \sum_{j=0}^{l} a_j(x)(x - \xi)^{\alpha-j-1}.\]
(3.64)

**Theorem 3.6.** Under the conditions of Theorem 3.1 for \(\alpha, n, k_0, \alpha_j, a_j(x) \ (j = 0, \ldots, l),\)
g(x), the solution \(y(x) \in L^p(a, b)\) to the inhomogeneous Cauchy type problem (3.56) (3.57) is
represented as follows:

\[ y(x) = \int_a^x G(x; \xi)g(\xi)d\xi. \]  \hspace{1cm} (3.65)

And (3.65) is equal to the solution given by (3.58).

**Proof.** In Theorem 3.5 we proved that the unique solution \( y(x) \in L^2(a, b) \) to the inhomogeneous Cauchy type problem (3.56), (3.57) is represented by (3.58). Therefore, if we prove that (3.65) is equal to (3.58), the proof is completed.

By the representation of the Green’s function \( G(x; \xi) \),

\[ y(x) = \int_a^x G(x; \xi)g(\xi)d\xi = \int_a^x \frac{(x-\xi)^{\alpha-1}}{\Gamma(\alpha)}g(\xi)d\xi + \sum_{k=0}^{l} (-1)^{k+1} \int_a^x I_{\xi+}^a I_{\xi+}^{\alpha-\alpha_j} \left( \sum_{j=0}^{l} a_j(x)I_{\xi+}^{\alpha-\alpha_j} \right)^k g(x) = \sum_{k=0}^{l} (-1)^k I_{a+}^\alpha \left( \sum_{j=0}^{l} a_j(x)I_{a+}^{\alpha-\alpha_j} \right)^k g(x). \]

By the definition of fractional integral operators \( I_{\xi+}^\alpha, I_{\xi+}^{\alpha-\alpha_j} \) and the generalized Fubini’s theorem, we have

\[ y(x) = (I_{a+}^\alpha g)(x) + \sum_{k=0}^{\infty} (-1)^{k+1} I_{a+}^\alpha \left( \sum_{j=0}^{l} a_j(x)I_{a+}^{\alpha-\alpha_j} \right)^k g(x). \]

**Theorem 3.7.** Under the conditions of Theorem 3.1 for \( \alpha, n, k_0, \alpha_j, a_j(x) \) \((j = 0, \cdots, l)\), \( g(x), b_k \in C \) \((k = 1, \cdots, n)\), the unique solution \( y(x) \in L^2(a, b) \) to the problem (3.3) \((3.6)\) is represented as follows

\[ y(x) = \sum_{i=1}^{k_0} b_i y_i(x) + \int_a^x G(x; \xi)g(\xi)d\xi. \]  \hspace{1cm} (3.66)

Here \( \{ y_i(x) \} \) \((i = 1, \cdots, k_0)\) is the canonical fundamental system \((3.50)\) of the solutions to the homogeneous equation \((3.47)\) and the function \( G(x; \xi) \) is the Green’s function \((3.64)\) of the inhomogeneous Cauchy type problem \((3.56)\) \((3.57)\).

### 3.3.3 Note on linear fractional differential equations with constant coefficients

We consider the linear fractional differential equation with constant coefficients;

\[ (D_{\alpha+}^a y)(x) + \sum_{j=0}^{l} a_j(D_{\alpha+}^a y)(x) = g(x), \quad x > a \]  \hspace{1cm} (3.67)

\[ (D_{\alpha-}^{a-k} y)(a+) = b_k H(k_0 - k), \quad k = 1, 2, \cdots, n. \]  \hspace{1cm} (3.68)

Here \( a_j \) \((j = 0, 1, \cdots, l)\) are the complex constants.

The homogeneous equation corresponding to the inhomogeneous equation \((3.67)\) is
Now we consider the representation of the canonical fundamental system of the solutions to the homogeneous equation (3.69). As a special case of the results of Theorem 3.3 we have the following theorem.

**Theorem 3.8.** Under the conditions of Theorem 3.1 for $\alpha \in C, \alpha_j \in C \ (j = 0, 1, \ldots, l)$, $k_0, n$, the canonical fundamental system $\{y_i(x) \in L^a(a, b) \ (i = 1, \ldots, k_0)\}$ of the solutions to the homogeneous equation (3.69) is represented as follows:

$$y_i(x) = \frac{(x-a)^{\alpha-i}}{\Gamma(\alpha - i + 1)} + \sum_{k=0}^{\infty} (1)^{k+1} \sum_{|\beta| \leq k} \frac{k!}{\beta_0! \cdots \beta_l!} a_0^{\beta_0} \cdots a_l^{\beta_l} I_\alpha^{(\alpha-a)\beta_0 + \cdots + (\alpha-a)\beta_l + \alpha} \cdot$$

$$\cdot \sum_{j=0}^{l} a_j \frac{(x-a)^{\alpha-a_j-i}}{\Gamma(\alpha - \alpha_j - i + 1)}, \quad i = 1, 2, \ldots, k_0.$$

(3.70)

Here $\beta = (\beta_0, \ldots, \beta_l) \in Z_{+}^{l+1}$ and $|\beta| = \beta_0 + \cdots + \beta_l$.

**Remark 3.3.** The Green’s function $G(x; \xi) \in L^a(\xi, b)$ for the Cauchy type problem (3.67), (3.68) is represented as follows:

$$G(x; \xi) = \sum_{k=0}^{\infty} (1)^{k} \sum_{|\beta| \leq k} \frac{k!}{\beta_0! \cdots \beta_l!} a_0^{\beta_0} \cdots a_l^{\beta_l} \frac{(x-a)^{\alpha-a\beta_0 + \cdots + (\alpha-a)\beta_l + \alpha}}{\Gamma((\alpha - \alpha_0)\beta_0 + \cdots + (\alpha - \alpha_l)\beta_l + \alpha)}.$$

(3.71)

**Remark 3.4.** If we let $\xi \to 0+$ in (3.71), then we have

$$G(x) = \lim_{\xi \to 0^+} G(x; \xi) = \sum_{k=0}^{\infty} (1)^{k} \sum_{|\beta| \leq k} \frac{k!}{\beta_0! \cdots \beta_l!} a_0^{\beta_0} \cdots a_l^{\beta_l} \frac{x^{\alpha-a\beta_0 + \cdots + (\alpha-a)\beta_l + \alpha}}{\Gamma((\alpha - \alpha_0)\beta_0 + \cdots + (\alpha - \alpha_l)\beta_l + \alpha)}.$$

(3.72)

This is equal to the result of [29](See the equation (2.25) of [29])

**Remark 3.5.** Under the conditions of Theorem 3.1 for $\alpha \in C, \alpha_j \in C \ (j = 0, 1, \ldots, l)$, $n \in N, \ g(x), \ h_k \in C \ (k = 1, \ldots, n), \ k_0$, the unique solution $y(x) \in L^a(a, b)$ to the problem (3.67)-(3.68) is represented as follows:

$$y(x) = \sum_{i=1}^{k_0} h_i y_i(x) + \int_a^x G(x; \xi) g(\xi) d\xi.$$

(3.73)

Here $y_i(x) \ (i = 1, \ldots, k_0)$ and $G(x; \xi)$ are equal to (3.70) and (3.71), respectively. This result is obtained in [29] using Neumann’s series method in the case of $a = 0$. (See (2.22) and theorem 1 in [29].)

### 3.3.4 Some examples.

**Example 2.** Consider the following linear homogeneous fractional differential equation with constant coefficients

$$(D_{a+}^l y)(x) + 3(D_{a+}^l y)(x) = 0, \quad 0 < x < T, \quad T > 0$$

(3.74)

This is the case when $\alpha = 1.5, \ n = 2, \ \alpha_1 = 1, \ l = 1, \ a_1 = 3, \ a = 0, \ b = T$ in (3.3). We can obtain the $k_0$ by the equation (3.5). Since
we have \( k_0 = 1 < 2 = n \). There exists a unique solution \( y(x) \in L^{1.5}(0, T) \) to the equation (3.74) satisfying the following initial conditions

\[
(D_{0^+}^{1.5-1} y)(0+) = (D_{0^+}^{0.5} y)(0+) = b_1, \\
(D_{0^+}^{1.5-2} y)(0+) = (D_{0^+}^{0.5-} y)(0+) = 0.
\] (3.75)

Then the canonical fundamental system \( y_i(x) \) of the solution is provided by

\[
y_i(x) = \sum_{k=0}^{\infty} (-1)^k 3^k \frac{x^{1.5k+0.5}}{1.5k + 1.5}
\]

using the formula (3.70), and the solution is represent as \( y(x) = b_1 y_1(x) \). But there doesn’t exist the solution \( y(x) \in L^{1.5}(0, T) \) to the equation (3.74) satisfying the initial conditions

\[
(D_{0^+}^{0.5} y)(0+) = b_1, \quad (D_{0^+}^{0.5} y)(0+) = b_2
\] (3.76)

with any \( b_1, b_2 \in C \) and \( b_2 \neq 0 \).

**Example 3.** Consider the following linear homogeneous fractional differential equation with variable coefficients

\[
(D_{0^+}^{1.5} y)(x) + x(D_{0^+}^{0.5} y)(x) = 0, \quad 0 < x < T.
\] (3.77)

This is the case when \( \alpha = 1.5, n = 2, \alpha_1 = 1, l = 1, a_1(x) = x, a = 0, b = T \) in (3.3). We can obtain the \( k_0 \) by the equation (3.5). Since

\[
a_1(x) = \frac{x^{1.5-1-k}}{1.5-1-k+1} = \frac{x^{1.5-k}}{1.5-k} \in L(0, T), \quad k = 1, 2,
\]

we have \( k_0 = 2 = n \). By the formula (3.50), the canonical fundamental system \( y_i(x) \in L^{1.5}(0, T), \) \( i = 1, 2 \) of the solutions to (3.77) is represented as follows:

\[
y_i(x) = \sum_{k=0}^{\infty} (-1)^k \Gamma(1.5k+0.5) \frac{x^{1.5-k}}{2.5-1-i} = \sum_{k=0}^{\infty} (-1)^k \Gamma(1.5k+0.5) \frac{x^{1.5-k}}{2.5-1-i}
\]

The unique solution \( y(x) \in L^{1.5}(0, T) \) to (3.77) satisfying the initial conditions

\[
(D_{0^+}^{0.5} y)(0+) = b_1, \quad (D_{0^+}^{0.5} y)(0+) = b_2
\] (3.79)

for any \( b_i \in C, \ i = 1, 2 \) is represented as follows:

\[
y(x) = b_1 y_1(x) + b_2 y_2(x).
\] (3.80)

**Example 4.** Consider the following linear homogeneous fractional differential equation with constant coefficients

\[
(D_{0^+}^{1.5} y)(x) + 2(D_{0^+}^{2.5} y)(x) + 3(D_{0^+}^{3.5} y)(x) + 5(D_{0^+}^{4.5} y)(x) + 4(D_{0^+}^{5.5} y)(x) + 6(D_{0^+}^{0.5} y)(x) + 9(D_{0^+}^{0.4} y)(x) + 7 y(x) = 0.
\] (3.81)

This is the case when
\[
\alpha = 3.5, \ n = 4, \ l = 6, \ a_6 = 2, \ a_5 = 3, \ a_4 = 5, \ a_3 = 4, \ a_2 = 6, \ a_1 = 9, \ a_0 = 7;
\]
\[
a_6 = 2.5, \ a_5 = 1.5, \ a_4 = 1.3, \ a_3 = 1.2, \ a_2 = 0.5, \ a_1 = 0.4, \ a_0 = 0
\]
in (3.3). We use the following table to decide \( k_0 \) using (3.5).

| \( k \) | \( a_6 = 2 \) | \( a_5 = 3 \) | \( a_4 = 5 \) | \( a_3 = 4 \) | \( a_2 = 6 \) | \( a_1 = 9 \) | \( a_0 = 7 \) | \( \frac{x^{a-a_j-k}}{\Gamma(a-a_j-k+1)} \) |
|---|---|---|---|---|---|---|---|---|
| \( a - a_6 \) | \( a - a_5 \) | \( a - a_4 \) | \( a - a_3 \) | \( a - a_2 \) | \( a - a_1 \) | \( a - a_0 \) |
| \(-k+1\) | \(-k+1\) | \(-k+1\) | \(-k+1\) | \(-k+1\) | \(-k+1\) | \(-k+1\) |
| 1 | 1 | 2 | 2.2 | 2.3 | 3 | 3.1 | 3.5 | \( \in L(0, T) \) |
| 2 | 0 | 1 | 1.2 | 1.3 | 2 | 2.1 | 2.5 | \( \in L(0, T) \) |
| 3 | -1 | 0 | 0.2 | 0.3 | 1 | 1.1 | 1.5 | \( \in L(0, T) \) |
| 4 | -2 | -1 | \( \approx -0.8 \) | \( \approx -0.7 \) | 0 | 0.1 | 0.5 | \( \in L(0, T) \) |

By this table, \( k_0 = 3 < 4 = n \). By the formula (3.70), the canonical fundamental system of the solutions is provided as follows

\[
y_1(x) = \frac{x^{2.5}}{\Gamma(3.5)} + \sum_{k=0}^{\infty} (-1)^{k+1} \sum_{|\beta|=k} \frac{k!}{\beta_0! \beta_1! \ldots \beta_6!} \gamma^{\beta_0} \beta_1 \ldots \beta_6 2 \beta_6 .
\]
\[
\cdot I_{0+}^{3.5 \beta_5 + 3.1 \beta_3 + 3 \beta_2 + 2.3 \beta_1 + 2.2 \beta_4 + 2 \beta_5 + 1 \beta_6 + 3.5}
\]
\[
\left( 7 \frac{x^{2.5}}{\Gamma(3.5)} + 9 \frac{x^{2.1}}{\Gamma(3.1)} + 6 \frac{x^{2}}{\Gamma(3)} + 4 \frac{x^{1.3}}{\Gamma(2.3)} + 5 \frac{x^{1.2}}{\Gamma(2.2)} + 3 \frac{x^{0.1}}{\Gamma(1.1)} + 2 \frac{x^{0}}{\Gamma(1)} \right)
\]
\[
y_2(x) = \frac{x^{1.5}}{\Gamma(2.5)} + \sum_{k=0}^{\infty} (-1)^{k+1} \sum_{|\beta|=k} \frac{k!}{\beta_0! \beta_1! \ldots \beta_6!} \gamma^{\beta_0} \beta_1 \ldots \beta_6 2 \beta_6 .
\]
\[
\cdot I_{0+}^{3.5 \beta_5 + 3.1 \beta_3 + 3 \beta_2 + 2.3 \beta_1 + 2.2 \beta_4 + 2 \beta_5 + 1 \beta_6 + 3.5}
\]
\[
\left( 7 \frac{x^{1.5}}{\Gamma(2.5)} + 9 \frac{x^{1.1}}{\Gamma(2.1)} + 6 \frac{x^{1}}{\Gamma(2)} + 4 \frac{x^{0.3}}{\Gamma(1.3)} + 5 \frac{x^{0.2}}{\Gamma(1.2)} + 3 \frac{x^{0}}{\Gamma(1)} \right)
\]
\[
y_3(x) = \frac{x^{0.5}}{\Gamma(1.5)} + \sum_{k=0}^{\infty} (-1)^{k+1} \sum_{|\beta|=k} \frac{k!}{\beta_0! \beta_1! \ldots \beta_6!} \gamma^{\beta_0} \beta_1 \ldots \beta_6 2 \beta_6 .
\]
\[
\cdot I_{0+}^{3.5 \beta_5 + 3.1 \beta_3 + 3 \beta_2 + 2.3 \beta_1 + 2.2 \beta_4 + 2 \beta_5 + 1 \beta_6 + 3.5}
\]
\[
\left( 7 \frac{x^{0.5}}{\Gamma(1.5)} + 9 \frac{x^{0.1}}{\Gamma(1.1)} + 6 \frac{x^{0}}{\Gamma(1)} + 4 \frac{x^{-0.7}}{\Gamma(0.3)} + 5 \frac{x^{-0.8}}{\Gamma(0.2)} \right)
\]

Then the unique solution \( y(x) \in L^{3.5}(0, T) \) to (3.81) satisfying the initial conditions

\[
(D_{0+}^{3.5-k})y(0+) = b_k, \ k = 1, \ldots, 4
\]

with \( b_i \in C \ (i = 1, 2, 3, 4) \) and \( b_4 = 0 \) is represented as follows:

\[
y(x) = b_1 y_1(x) + b_2 y_2(x) + b_3 y_3(x)
\]
But there doesn’t exist the solution \( y(x) \in L^{3.5}(0, T) \) to (3.81) satisfying the initial conditions
\[
(D_{0+}^{3.5-k})y(0+) = b_k, \quad k = 1, \cdots, 4
\] (3.83)
for \( b_i \in C \) (\( i = 1, 2, 3, 4 \)) and \( b_4 \neq 0 \).

**Example 3.5** Consider the following linear homogeneous fractional differential equation of complex order with constant coefficients
\[
(D_{3.5+}^{5.2})y(x) - 3(D_{3.5+}^{5.4})y(x) = 0, \quad 0 < x < T. \tag{3.84}
\]
In this case \( k_0 = 1 \) and the canonical fundamental system of the solutions is represented by
\[
y_1(x) = \sum_{k=0}^{\infty} 3^k x^{0.1k+2.5+i2.6} \Gamma(0.1k + 3.5 + i2.6). \tag{3.85}
\]
The unique solution \( y(x) \in L^{3.5}(0, T) \) to (3.84) satisfying the following initial condition
\[
(D_{0+}^{3.5})y(0+) = b_1, \quad (D_{0+}^{1.5})y(0+) = (D_{0+}^{0.5})y(0+) = (D_{0+}^{0.5})y(0+) = 0. \tag{3.86}
\]
with complex number \( b_i \in C \) is represented by \( y(x) = b_1y_1(x) \). But by Theorem 3.3 there doesn’t exist the solution \( y(x) \in L^{3.5}(0, T) \) to the equation (3.84) satisfying the initial conditions
\[
(D_{0+}^{3.5-k})y(0) = b_k, \quad k = 1, \cdots, 4 \tag{3.87}
\]
with \( b_k \in C, \, k = 2, 3, 4 \) such that at least one of them are not equal to zero.

**4. Conclusion**

Our examples 1, 2, 4 and 5 are counter examples of corollary 3.6 at page 158 of [16] which asserts that the problem (3.38) and (3.39) with all \( b_k, \, k = 1, \cdots, n \) has a unique solution in \( L^\alpha[a, b] \).

According to our results, the Cauchy type problem (3.38) and (3.39) might not have a solution in the case when some of \( b_k \in C, \, k = k_0 + 1, \cdots, n \) are not zero.

We provided a solving of method for the Cauchy type problem with \( b_k = 0, \, k = k_0 + 1, \cdots, n \) and the solution representations. Our method is just the same method of [16]. We only took notice that some terms are not integrable.
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