Modeling user preference dynamics with coupled tensor factorization for social media recommendation
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Abstract
An essential problem in real-world recommender systems is that user preferences are not static and users are likely to change their preferences over time. Recent studies have shown that the modelling and capturing the dynamics of user preferences lead to significant improvements on recommendation accuracy and, consequently, user satisfaction. In this paper, we develop a framework to capture user preference dynamics in a personalized manner based on the fact that changes in user preferences can vary individually. We also consider the plausible assumption that older user activities should have less influence on a user’s current preferences. We introduce an individual time decay factor for each user according to the rate of his preference dynamics to weigh the past user preferences and decrease their importance gradually. We exploit users’ demographics as well as the extracted similarities among users over time, aiming to enhance the prior knowledge about user preference dynamics, in addition to the past weighted user preferences in a developed coupled tensor factorization technique to provide top-K recommendations. The experimental results on the two real social media datasets—Last.fm and Movielens—indicate that our proposed model is better and more robust than other competitive methods in terms of recommendation accuracy and is more capable of coping with problems such as cold-start and data sparsity.
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1 Introduction
Recommender systems have become an important tool for addressing the information overload problem of web users (Shi et al. 2014) by providing personalized recommendations to a user that he might like based on past preferences, interest, or observed behavior about one or various items. An essential problem in real-world recommender systems is that users are likely to change their preferences over time. A user’s preference dynamics (UPD) is known in the literature as temporal dynamics (Zhang et al. 2014; Rafailidis et al. 2017) that may be caused by various reasons. According to Rafailidis et al. (2017), Koren (2010) and Lo et al. (2018), the most important of these reasons are: (i) User experiences: the past interaction of users and items make users like some items and dislike some others. For example, if a user is satisfied with the purchase on an auction website then he will probably continue buying from it in future. (ii) New items: the appearance of new items may change the focus of users. For example, users usually like to explore new items over time instead of interacting multiple times with the same items (Rafailidis et al. 2017). (iii) Time frames: different time frames may affect the preferences of users. For instance, a user may tend to watch a family movie on a weekend compared to weekdays when he has to go to work. (iv) Item popularity: popular items may affect user interactions, regardless of a user’s preferences or his past behavior. For example, if there is a popular action movie but the user is interested in romantic films, the user may prefer to watch...
this action movie instead. (v) Social influence: friends’ preferences may affect a user’s decision and change the user preferences over time.

Many traditional recommender systems usually assume that data is static and use historical data without considering the temporal effects in natural user-generated data and time-related phenomena. Recent studies show that the modelling and capturing the dynamics of user preferences lead to significant improvements on recommendation accuracy and, consequently, user satisfaction (Rana and Jain 2015; Cheng et al. 2015). It is also shown that disregarding such changes result in a progressive deterioration in the quality of recommender systems (Matuszyk and Spiliopoulou 2014; Zafari et al. 2019). The adaptability of recommender systems to capture the evolving user preferences (which are constantly changing) is a growing research field (Rana and Jain 2014) that has recently attracted significant attention.

The accurate modeling of the temporal dynamics of user preferences is a crucial challenge in designing efficient personalized recommendation systems (Rana and Jain 2014). To address this issue, many methods have been proposed recently that take into account the effect of time on modeling the dynamics of user preferences over time. However, some of these methods assume that the preference dynamics are homogeneous for all users, whereas in reality, the changes in user preferences may be individual (Rafailidis and Nanopoulos 2016; Wu et al. 2018). Moreover, most of the proposed methods for capturing the user preference dynamics, exploit only a single type of user-item interaction without any side information. These methods suffer from some inherent limitations including cold-start (Barjasteh et al. 2016) as well as data sparsity (Hafshejani et al. 2018) problems and generally perform poorly for users who interacted with a few items. To alleviate these problems in temporal recommendation systems, several methods (Rafailidis and Nanopoulos 2016; Liu et al. 2013; Aravkin et al. 2016; Bao et al. 2013; Yin et al. 2015) have been proposed which commonly exploit the side information such as user profile or trust relations among users, in addition to the interaction data that are usually available (Barjasteh et al. 2016; Lee and Ma 2016). Most of these methods only exploit a single type of side information at a time. The cold-start problem can be tackled by exploiting several types of side information to bridge the gap between existing users (or items) and new users (or items) (Barjasteh et al. 2016). Also, exploiting these additional data can help relieve the sparsity problem (Pan 2016) and thus provide users with better personalized recommendations (Sun et al. 2019).

The recommender systems may include different types of heterogeneous side information. Blending this heterogeneous information is an open problem. Coupled tensor factorization (CTF) (Do and Liu 2016) is an effective scheme to tackle this situation and prove that it is useful to address the cold-start and sparsity problems (Acar et al. 2011b, 2015). In the basic form of CTF, historical users’ preferences can be modeled into a sparse tensor whose users, items, and time-periods correspond to its modes (dimensions). Also, the side information can be considered a matrix or a tensor that shares at least a common mode with the main tensor. In this case, the main tensor and additional tensor/matrix are coupled in a common mode. Then, the user preferences dynamics are captured by factorizing these coupled matrices/tensors. One of the state-of-the-art temporal recommendation models based on CTF has been presented by Rafailidis and Nanopoulos (2016) and is called UPD-CTF. In this model, the importance of users’ past preferences is weighted based on the UPD rate of each user. The model exploits the weighted users’ past preferences and demographics into the CTF scheme.

The need to model the dynamics of user preferences over time in recommender systems poses several essential challenging problems. First of all, based on the intuition that the time change pattern for each user may differ, how can the temporal dimension be incorporated to capture each individual user preference dynamics? Moreover, how can different types of heterogeneous side information be blended to alleviate the cold-start user and sparsity issues? Finally, what is the efficient approach to model the dynamics of user preferences in order to generate more accurate recommendations? To this end, in this paper, we propose a social temporal recommendation model by extending the UPD-CTF method. Our model, in addition to considering which changes in user preferences can vary individually (Rafailidis and Nanopoulos 2016; Wu et al. 2018) and the time change pattern for each user differs, supposes that the importance of users’ past preferences decreases according to the rate of user-preference dynamics. Hence, we introduce an appropriate time decay factor for each user according to UPD. In other words, based on the plausible assumption that more recent activities could describe the users’ current preferences better (Bao et al. 2013; Su et al. 2015), we decrease the influence of past activities in our model gradually. This is done so that older preferences for users with high preference dynamics rate have less influence on the user’s current preferences compared to a user with a low preference dynamics rate. Moreover, based on the fact that user preferences may be influenced by friends’ opinions over time (Rafailidis et al. 2017), we extract the similarity information among users as implicit social information from users’ interactions with items and exploit it to enhance the prior knowledge about user preference dynamics in each time period which can help alleviate the cold-start and data sparsity problems, in addition to using user demographics. We jointly factorize an incomplete tensor corresponding to user-item interactions over time with an incomplete tensor showing user-user similarities in various time periods as well as an incomplete...
matrix corresponding to user demographics, aiming to estimate the missing entries of the first tensor. To this end, we use an extended CTF that optimizes the factorization of each coupled tensors so that the accuracy of none of these is sacrificed. We validate the performance of the proposed model compared with competitive methods with respect to top-K recommendation quality on two public benchmark datasets. The experimental results show that our model is more accurate than others and can help cope with the cold-start user and data sparsity problems.

The rest of this paper is organized as follows. Section 2 describes the preliminaries about coupled tensor factorization. Section 3 summarizes the related works. Section 4 details our proposed temporal recommendation model. Section 5 provides the experimental results. Finally, Sect. 6 presents the conclusions and future research directions.

2 Preliminaries

A tensor is a multidimensional array which is often specified by its number of dimensions, also known as order or mode. It is a generalized concept of vector (first-order tensor) and matrix (second-order tensor). We use boldface Euler script letters, e.g., $\mathcal{X}$ to denote tensors. Matrices are denoted by boldface capital letters, e.g., $A$. Vectors are denoted by boldface lowercase letters, e.g., $a$. The transpose of matrix $A$ is denoted by $A^T$.

A boldface lower letter with a subscript, is used to denote the ith column of a matrix. For example, $a_r$ is the ith column of matrix $A$. Entries of a tensor or matrix are denoted by lowercase letters with subscripts. For example, $X_{i,j,k}$ is the element $(i,j,k)$ of a third-order tensor $\mathcal{X} \in \mathbb{R}^{I \times J \times K}$. The tensor $\mathcal{X}$ can be unfolded into matrices through one of the three modes denoted by $X_{(1)} \in \mathbb{R}^{I \times J \times K}$, $X_{(2)} \in \mathbb{R}^{I \times J \times K}$ and $X_{(3)} \in \mathbb{R}^{I \times J \times K}$ (Wang et al. 2017). We use * and $\odot$ to represent the Hadamard product and Khatri-Rao product of matrices, respectively. The symbol $\circ$ is used to denote the outer product of vectors. We also use $\| \cdot \|$ to denote the Frobenius norm of a tensor and two-norm in the case of matrices. For details about tensor notations and operations, refer to Kolda and Bader (2009).

The CTF is the common scheme which has been widely exploited for joint analysis of heterogeneous data (Acar et al. 2011b). In particular, CTF has proved useful in applications where the goal is estimation of missing data such as recommendation systems (Acar et al. 2015; Frolov and Oseledets 2017; Balasubramaniam et al. 2020). Suppose we have the incomplete third-order tensor $\mathcal{X} \in \mathbb{R}^{I \times J \times K}$ coupled with matrix $Y \in \mathbb{R}^{I \times M}$, in the first mode as in Fig. 1. The goal is to find the tensor $\hat{\mathcal{X}} \in \mathbb{R}^{I \times J \times K}$ as an approximation of the tensor $\mathcal{X}$.

According to Acar et al. (2011b), we formulate CTF as an optimization problem, and thus for coupled analysis of tensor $\mathcal{X}$ and matrix $Y$, we define the objective function as:

$$f(A^{(1)}, A^{(2)}, A^{(3)}, Y) = \frac{1}{2} \| \mathcal{X} - \left[ A^{(1)}, A^{(2)}, A^{(3)} \right] \|_F^2 + \frac{1}{2} \| Y - A^{(1)}Y^T \|_F^2$$

(1)

where $A^{(1)} \in \mathbb{R}^{I \times R}$, $A^{(2)} \in \mathbb{R}^{J \times R}$ and $A^{(3)} \in \mathbb{R}^{K \times R}$ are the factor matrices of $\mathcal{X}$ that can be extracted through the R-component CANDECOMP/PARAFAC (CP) decomposition model (Kolda and Bader 2009). $R$ denotes the number of factors (rank of decomposition). $A^{(1)}$ and $V \in \mathbb{R}^{M \times R}$ are factor matrices extracted from $Y$ by performing matrix factorization. Note that $A^{(1)}$ is the common factor matrix corresponding to the shared mode of $\mathcal{X}$ and $Y$. The notation $[A^{(1)}, A^{(2)}, A^{(3)}]$ is used to define tensor $\hat{\mathcal{X}}$, which can be concisely expressed as follows:

$$[A^{(1)}, A^{(2)}, A^{(3)}] = \sum_{r=1}^{R} \left[ a_r^{(1)} \circ a_r^{(2)} \circ a_r^{(3)} \right]$$

(2)

where $a_r^{(1)} \in \mathbb{R}^I$, $a_r^{(2)} \in \mathbb{R}^J$ and $a_r^{(3)} \in \mathbb{R}^K$ are the rth column of matrices $A^{(1)}$, $A^{(2)}$ and $A^{(3)}$, respectively, for $r = 1, \ldots, R$. In case of two matrices ($A^{(1)}$ and $V$), the Eq. (2) reduces to

$$[A^{(1)}, V] = A^{(1)}V$$

Usually, the columns of factor matrices are normalized to length one (Acar et al. 2011b, 2015) with the weights absorbed into the vector $\lambda \in \mathbb{R}^R$, so that, for example, $\hat{\mathcal{X}}$ is defined as

$$\hat{\mathcal{X}} = \sum_{r=1}^{R} \lambda_r a_r^{(1)} \circ a_r^{(2)} \circ a_r^{(3)}.$$  

(3)

To minimize the objective in (1), we must find optimal matrices $A^{(1)}$, $A^{(2)}$, $A^{(3)}$ and $V$. Gradient-based optimization algorithms are the most popular techniques to minimize this objective function (Do and Liu 2016).

In the case where tensor $\mathcal{X}$ has missing entries, these are ignored and the model is fitted only to known data entries (Acar et al. 2011b). Accordingly, the objective function (1) is modified as

$$f(A^{(1)}, A^{(2)}, A^{(3)}, Y) = \frac{1}{2} \| \mathcal{X} - \left[ A^{(1)}, A^{(2)}, A^{(3)} \right] \|_F^2 + \frac{1}{2} \| Y - A^{(1)}Y^T \|_F^2 - \gamma \| \mathcal{X} \|_F^2$$

(4)

where $\gamma$ is the regularization parameter. For large tensors, $\| \mathcal{X} \|_F$ can be complex. Thus, we use the following approximation:

$$\| \mathcal{X} \|_F^2 \approx \sum_{i,j,k} X_{i,j,k}^2.$$  

(5)

To incorporate the approximation (5) into the objective function (4), we use $\frac{1}{2} \| \mathcal{X} \|_F^2$ which is the Frobenius norm of a tensor $\mathcal{X}$ as an approximation of the tensor $\mathcal{X}$.
is an indicator tensor that denotes the missing entries of $\mathcal{W}$ in such a way that each cell $W_{ijk}$ of $\mathcal{W}$ is set as follows:

$$w_{ijk} = \begin{cases} 1 & \text{if } x_{ijk} \text{ is known} \\ 0 & \text{if } x_{ijk} \text{ is missing} \end{cases}$$

for all $i \in \{1, \ldots, I\}, j \in \{1, \ldots, J\}$ and $k \in \{1, \ldots, K\}$.

3 Related work

Some studies on capturing the dynamics of user preferences in recommender systems are based on the computing user or item neighborhoods (known as neighborhood-based approaches (Liu et al. 2018)). These approaches generally boost recent ratings and penalize older ratings that possibly have less relevance at recommendation time, by employing time windows or a decay function (Vinagre 2012). For instance, in the works of Su et al. (2015) and Liu et al. (2010), they have given more weight to recently rated items and reduced the importance of past rated items gradually in rating prediction using an exponential time decay function. They consider the importance of a specific time period is the same for all users. However, as mentioned before, in reality, the time change pattern for each user may be different (Rafailidis and Nanopoulos 2016). Therefore, the importance of previous time periods varies for each user.

Most of the temporal recommender systems are based on the matrix factorization (MF) scheme (Yin et al. 2014). In this technique, each users and items is characterized by a series of features showing latent factors of the users and items in the system. It decomposes the matrix of users’ ratings on items into two low-dimensional matrices, which directly profile users and items to the latent feature space, respectively, and these latent features are later used to make user behavior predictions. One of the first temporal models, namely TimeSVD++ has been proposed by Koren (2010). This model adopts the singular value decomposition (SVD) that is the most basic technique to MF (Yang et al. 2014). TimeSVD++ incorporates time-varying rating biases of each item and user into the MF. It assumes that older ratings are less important in rating prediction. The parameters of this method in different aspects and time periods must be learned individually, so it needs considerable effort for parameter tuning (Lo et al. 2018). A temporal MF (TMF) approach has been proposed by Zhang et al. (2014) that captures the temporal dynamics of user preferences by designing a transition matrix for each user latent feature vectors between two consecutive time periods. Next, this approach is extended to a fully Bayesian treatment called BTMF by introducing priors for the hyperparameters to control the complexity and improve the accuracy of TMF. Another temporal MF to track the temporal dynamics in each of the individual user preferences has been proposed by Lo et al. (2018). The model introduces a modified stochastic gradient descent method to learn the individual user latent vector at each time period by using both the rating logs within the specific time period and overall rating logs. This method learns a linear model to extract the transition pattern for each user’s latent feature vector using Lasso regression. The work of Wu et al. (2017) presented a temporal model based on recurrent neural networks (RNNs) (Sherstinsky 2020). This method adopts long short-term memory networks (Sherstinsky 2020) for capturing the dynamics of both users and items. It also incorporates the stationary latent features of users and items extracted by MF into the model. An approach based on multi-task non-negative MF was presented by Ju et al. (2015) that uses a transition matrix to map between latent features of users in two successive time periods in order to track the temporal dynamics of user preferences. The transition matrix used in this method needs to be fixed, while in practice, this matrix is different for each user and each time period. An approach which extends the Gaussian probabilistic matrix factorization to capture user preference dynamics by using a state transition matrix has been proposed by Sun et al. (2014). For learning model parameters from previously available observations, it exploits an expectation–maximization (EM) algorithm, which uses Kalman filter in the EM expectation step. Despite the comprehensiveness of this method, the transition matrix used in it is homogeneous for all users. Moreover, the method is impractical for large datasets due to the run-time performance.

The above-mentioned methods do not exploit any side information and most of them result in limited recommendation accuracy by not handling the cold-start and data sparsity (Rafailidis et al. 2017) problems. A series of studies based on MF exploit the side information to alleviate cold-start and sparsity problems in temporal recommendation systems and thus improve the recommendation performance. A method based on MF has been presented by Wu et al. (2018) that fuses ratings, review texts and item correlation by considering the temporal dynamics of user preferences to improve prediction results. The authors use TimeSVD++ as part of the model to capture temporal dynamics. However, the rating prediction for new users is difficult in this method. Moreover, it assumes that the number of latent factors in ratings is equal to the number of hidden topics in reviews, while, as the authors point out, the number of latent factors is more than the number of hidden topics. Another SVD-based method has been presented by Tong et al. (2019) that integrates rating, trust and time information to model user
preference dynamics. This method includes time-variant biases for each item and each user. However, in this method, the feature vectors of users are not optimized with temporal information.

A temporal collective MF method to generate the recommendations has been proposed by Rafailidis et al. (2017). This work jointly factorizes the multimodal user-item interactions to extract the user temporal pattern. The method introduces a transition matrix of users’ preferences between two consecutive user latent feature matrices. Similarly, a dynamic collective MF approach to predict the behavior of users has been presented by Li and Fu (2017), which introduces a transition matrix of users’ behaviors. This method models the temporal dynamics between purchase activity and click response behavior of users. It exploits the side information of users and items to alleviate the sparsity problem. The transition matrix used in these two methods is homogeneous for all users; which is a major limitation of them. A framework has been presented by Aravkin et al. (2016) that incorporates trust relations into MF-based dynamic modeling of user preferences. The method defines a transition matrix of users’ preferences, assumes that trust relations among users are a graph at each time period, and considers a regularization term for dynamics that can incorporate known trust relations via the graph Laplacian. A method based on social probabilistic MF has been proposed by Bao et al. (2013) which exploits the evolution of user preferences and the social relations to predict user preferences in micro-blogging. In this method, by employing an exponential time decay function, the users’ latent features and the topics associated with previous latent features are made. It gives more weight to users’ current preferences and decreases the importance of past users’ activities gradually in making recommendations. Although the four aforementioned methods exploit side information to make more accurate recommendations, they ignore the personal preferences dynamics and consider that users’ preferences change similarly with over time.

Recently, exploitation of the tensor factorization scheme was considered to deal with temporal information because the principle and well-structured approach provided incorporation of the temporal dynamics in recommender systems (Lo et al. 2018). Xiong et al. (2010) proposed a temporal recommendation method based on the Bayesian probabilistic tensor factorization. This method introduces a set of additional time features and adds constraints in the time mode of the tensor to model the evolution of data over time. It uses a fully Bayesian treatment that leads to an almost parameter-free probabilistic tensor factorization approach. Dunlavy et al. (2011) and Spiegel et al. (2011) proposed the temporal link prediction based on tensor factorization. The work of Dunlavy et al. (2011) considers bipartite graphs that evolve over time and gives a CP tensor decomposition approach.

It demonstrates that tensor based methods are effective for capturing and exploiting temporal patterns. In the work of Spiegel et al. (2011), the importance of past user preferences using a smoothing factor was reduced. Nevertheless, it gives all user preferences the same weight at a specific time period.

The aforementioned three tensor factorization-based methods do not exploit any side information. Moreover, a major problem of these studies is that they ignore the fact that the time change pattern for each user may be different. Rafailidis and Nanopoulos (2016) proposed a temporal recommendation model based on the CTF called UPD-CTF, where the importance of user past preferences are weighted based on the UPD rate of each user. In this method, the weighted user past preferences are modeled into a third-order tensor with users, items, and time dimensions. The tensor is coupled with a matrix which contains the users’ demographic data. Our work is an extension of UPD-CTF. In UPD-CTF, for each user, the importance of all his preferences in previous time periods is considered the same. In contrast, we introduce a decay function and decrease the importance of user past preferences gradually, according to the rate of user-preference dynamics. The UPD-CTF exploits the weighted user past preferences and user demographics into a CTF scheme. However, in our model, in addition to these data, we join the temporal similarity information as an implicit social relation to an extended CTF scheme for mitigating the cold-start user problem and improving the recommendation performance. This is unlike most previous studies on social recommendation that ignore the role of implicit social relation in boosting accuracy of the recommendations whenever explicit social information is not available (Reafee et al. 2016). The extended CTF method that we use optimizes the factorization of each coupled tensors so that the accuracy of none of them is sacrificed.

### 4 Proposed approach

In this section, we describe our proposed model for predicting users’ preferences by considering their preference dynamics. As mentioned, user-item interaction data at a time period is very sparse. Therefore, the dynamic user preference at a time period may be easily underestimated or overestimated. For mitigating the cold-start user and data sparsity problems and enhancing the prior knowledge about dynamic user preferences, we exploit users’ demographics and the implicit similarity values between the users in previous and current times, in addition to the historical user-item interaction data. We weigh the historical user-item interactions by applying a new decay function according to user preference dynamics in order to give more importance to
recent interactions. To predict the user preferences, we use an extended CTF method for joint analysis of user-item interactions and side information aimed to improve the top-K recommendations. The proposed model consists of five steps including:

1. Modeling the historical users’ preferences in third-order tensor $\mathcal{X}$ and users’ demographic data in matrix $\mathcal{Y}$.
2. Reconstructing tensor $\mathcal{X}$ by down weighting the entries of tensor $\mathcal{X}$ based on the proposed decay function.
3. Constructing tensor $\mathcal{Z}$, including the implicit users’ similarities, over time from tensor $\mathcal{X}$.
4. Coupling the tensors $\mathcal{X}$, and $\mathcal{Z}$, and matrix $\mathcal{Y}$ together, and using the extended CTF to generate tensor $\hat{\mathcal{X}}$ as an approximate of $\mathcal{X}$.
5. Generating the personalized recommendations for each user based on $\hat{\mathcal{X}}$.

### 4.1 Modeling user preferences and user demographic data

We consider the temporal dynamics of user preferences, assuming $U$, $I$, and $T$ to be the sets of users, items, and time periods, respectively. We store the users’ preferences in the third-order tensor including users, items, and time period modes called $\mathcal{X} \in \mathbb{R}^{[U|I|T]}$, where the value of each non-empty cell $x_{u,i,t}$ corresponds to the number of interactions of user $u$ with item $i$ at time period $t$ ($u \in U$, $i \in I$ and $t \in T$). The size of the time periods, for example days, months or years depends on the application of the recommender system (Rafailidis and Nanopoulos 2016). The goal is to predict the missing entries of the current/last time period in $\mathcal{X}$, because the time that we have to generate the personalized recommendations is within the current/last time period. Note that there are a few user-item interactions in each time period, and hence $\mathcal{X}$ is a sparse tensor.

Considering the user demographic data, let $M$ be the set of private attributes of users. We construct the matrix $\mathcal{Y} \in \mathbb{R}^{[U|M]}$. Similar to Rafailidis and Nanopoulos (2016), we transform the numerical private attributes such as age into bins using equal-width binning, and for every numerical value in $\mathcal{Y}$, the corresponding number of the bin is stored in this matrix. Also, the categorical attributes such as country are transformed into a binary valued vector. By concatenating all the transformed attributes, we create the final $|M|$ different attributes in matrix $\mathcal{Y}$.

Although the user attributes can be dynamic and demographic information may change over time, most of the available datasets such as those we utilized in our experiments provide static user attributes (Rafailidis and Nanopoulos 2016). Hence, we consider that user demographic information is static for all time periods, as in the case of Rafailidis and Nanopoulos (2016).

### 4.2 User preference dynamics

Discarding old user activities is a simple method to adapt recommender system to changes of user preferences (Su et al. 2015). However, it may lead to sparseness problem. Moreover, normally, user’s current preferences are affected by his historical activities (Bao et al. 2013). Nevertheless, these historical activities reflect users’ previous preferences and should have less influence on their current preferences (Tang et al. 2015; Cai et al. 2014). In this regard, decaying the weight on old user activities is an appropriate method which is widely used in such applications (Tang et al. 2015; Cai et al. 2014; Su et al. 2015). Based on these intuitions, we suppose the importance of users’ previous preferences decrease according to the user preference dynamics and we introduced appropriate personalized time decay factor for each user according to his preference dynamics rate. According to Rafailidis and Nanopoulos (2016), for each user $u \in U$, the user preference dynamics rate $UPD_u$ is calculated as follows:

$$UPD_u = 1 - \frac{|I^u_{\text{prev}} \cap I^u_{\text{cur}}|}{|I^u_{\text{prev}} \cup I^u_{\text{cur}}|}$$

(6)

where $I^u_{\text{prev}} \subset I$ is the union set of the items that a user $u$ has interacted with at all the previous time periods and $I^u_{\text{cur}} \subset I$ indicates the set of items that user $u$ has interacted with in the current/last time period (Rafailidis and Nanopoulos 2016). The high $UPD_u$ values indicate that user $u$ has a great desire to change his preferences in the current time period, whereas low ones mean that user preferences changes are negligible. We construct the exponential decay function $dec_u(t)$ for each user $u$ individually to decrease the influence of each of his interactions in each different (past) time period $t$ ($t = 1, \ldots, |T| - 1$) based on $UPD_u$, as follows:

$$dec_u(t) = e^{-UPD_u(|T|-t)}$$

(7)

where the value of $|T|-t$ is the number of time periods between the $t$th time period and the current/last time period $|T|$ and parameter $UPD_u$ controls the amount of decay. The lower value of $dec_u(t)$ indicates that user preferences at the time period $t$ have less impact on his current preferences.

By exploiting the proposed decay function in Eq. (7), the weight of each entry $x_{u,i,t}$ in tensor $\mathcal{X}$ for $|T| > 1$ is decreased as follows:

$$x_{u,i,t} = dec_u(t) \cdot x_{u,i,t}$$

(8)

where $t = 1, \ldots, |T| - 1$ and $i \in I^u_{\text{prev}}$. 

© Springer
We reconstruct the tensor $X$ based on recalculating the respective entries of $X$ by exploiting the Eq. (8).

### 4.3 Calculating user similarities

Based on the fact that friends’ preferences may affect a user’s decision and change the user preferences over time (Rafailidis et al. 2017), we exploit the similarity relationships between users in each time period, which can help alleviate the cold-start user and data sparsity problems and lead to improved personalized recommendations. Note that social relationships may change over time as well. Therefore, we consider users’ similarities over time. The explicit users’ similarity information is not available in the benchmark datasets that we used in our experimental evaluation. Hence, we exploit a reforming method to extract the implicit users’ similarity from user-item interaction data.

Cosine similarity and Pearson correlation coefficient are the most widely used methods to measure the similarity between users (Wang and Ma 2016). Since we have to measure the similarities based on implicit ratings from user-item interactions, we exploit the Cosine measure. However, if the number of items the two users have both interacted with is small, they will have very high similarities. In our experiments, to alleviate this problem, we decrease the similarity between the two users, if their commonly interested items are less than a certain threshold. Therefore, we introduce a significant weight parameter $\beta$ as follows:

$$\beta = \begin{cases} \frac{n}{\omega} & n < \omega \\ 1 & \text{otherwise} \end{cases} \quad (9)$$

where $n$ denotes the number of items interacted with by both users, and $\omega$ is the threshold. Considering $\beta$, the similarity between two users $u$ and $v$ in time period $t$, could be expressed as follows:

$$\text{Sim}_{u,v,t} = \beta \cdot \frac{\sum_{i \in I_{u,t} \cap I_{v,t}} x_{u,i,t} \cdot x_{v,i,t}}{\sqrt{\sum_{i \in I_{u,t}} (x_{u,i,t})^2} \cdot \sqrt{\sum_{i \in I_{v,t}} (x_{v,i,t})^2}} \quad (10)$$

where $x_{u,i,t}$ and $x_{v,i,t}$ denote the number of interactions of user $u$ and user $v$ respectively, with item $i$ in time period $t$. Also, $I_{u,t}$ and $I_{v,t}$ are the sets of items interacted with by $u$ and $v$ in time period $t$, respectively.

We obtain user-user similarities in different time periods from tensor $X$ by applying Eq. (10) and store them in a tensor $Z \in \mathbb{R}^{|U| \times |I| \times |T|}$, including users, users, and time period modes so that the value of each cell $z_{u,v,t}$ corresponds to the similarity between the two users $u$ and $v$ at the time period $t \ (u, v \in U \text{ and } t \in T)$.

### 4.4 Coupled tensor factorization

Aiming to predict the missing entries for the current/last time period in $X$, we jointly factorize the incomplete tensor $X$, coupled with additional side information including the sparse matrix $Y$ showing user demographics as well as tensor $Z$ showing user-user similarities in different time periods. Figure 2 shows this coupled model. Tensors $X$ and $Z$ and matrix $Y$, share the users mode and are coupled in that mode.

Let $\mathcal{W}_X \in \mathbb{R}^{|U| \times |I| \times |T|}$ and $\mathcal{W}_Z \in \mathbb{R}^{|U| \times |U| \times |T|}$ be tensors indicating the missing values of $X$ and $Z$, respectively, such that:

$$w_{x,u,i,t} = \begin{cases} 1 & \text{if } x_{u,i,t} \text{ is known} \\ 0 & \text{if } x_{u,i,t} \text{ is missing} \end{cases} \quad (11)$$

$$w_{z,u,v,t} = \begin{cases} 1 & \text{if } z_{u,v,t} \text{ is known} \\ 0 & \text{if } z_{u,v,t} \text{ is missing} \end{cases} \quad (12)$$

for all $u, v \in U, i \in I$ and $t \in T$. Therefore, we define the objective function of CTF as follows:

$$f_W(A^{(1)}, A^{(2)}, A^{(3)}, V, U^{(1)}, U^{(2)}) = \frac{|| \mathcal{W}_X \ast (X - [A^{(1)}, A^{(2)}, A^{(3)}]) ||^2}{2 \text{size}(X)} + \frac{|| Y - A^{(1)} V^T ||^2}{2 \text{size}(Y)} + \frac{|| \mathcal{W}_Z \ast (Z - [A^{(1)}, U^{(1)}, U^{(2)}]) ||^2}{2 \text{size}(Z)} \quad (13)$$

where $A^{(1)} \in \mathbb{R}^{|I| \times |R|}$, $A^{(2)} \in \mathbb{R}^{|U| \times |R|}$ and $A^{(3)} \in \mathbb{R}^{|T| \times |R|}$ are the factor matrices of $X$, $A^{(1)}$ and $V \in \mathbb{R}^{|M| \times |R|}$ are the factor matrices of $Y$, and $A^{(2)} \in \mathbb{R}^{|U| \times |R|}$, $U^{(1)} \in \mathbb{R}^{|U| \times |R|}$, $U^{(2)} \in \mathbb{R}^{|T| \times |R|}$ are the factor matrices of $Z$. $\text{size}(X)$, $\text{size}(Y)$, and $\text{size}(Z)$ indicate the number of non-empty entries of $X$, $Y$, and $Z$, respectively. $A^{(1)}$ is the common factor matrix corresponding to the shared mode of $X$ and $Y$, as well as $X$ and $Z$. In Eq. (13), inspired by Do and Liu (2016), we
divide the approximation error of $X$, $Y$, and $Z$ by their sizes, respectively, that causes the difference in the sizes of $X$, $Y$ and $Z$ does not have any impact on distribution of their loss to total decomposition’s error (Do and Liu 2016), and all three $X$, $Y$ and $Z$ will be optimized simultaneously, without sacrificing the accuracy of one of the three.

In order to use the gradient-based optimization methods to solve this minimization problem, we rewrite the objective function in Eq. (13) as three components, $f_{W_1}$, $f_2$ and $f_{W_3}$:

$$f_W(A^{(1)}, A^{(2)}, A^{(3)}, V, U^{(1)}, U^{(2)}) = \frac{\|AW_e \ast (X - \{A^{(1)}, A^{(2)}, A^{(3)}\})\|_2^2}{2\text{size}(X)} + \frac{\|Y - A^{(3)} V^T\|_2^2}{2\text{size}(Y)} + \frac{\|W_Z \ast (Z - \{A^{(1)}, U^{(1)}, U^{(2)}\})\|_2^2}{2\text{size}(Z)}$$

(14)

Let $P = [A^{(1)}, A^{(2)}, A^{(3)}]$ and let $Q = [A^{(1)}, U^{(1)}, U^{(2)}]$. According to Acar et al. (2011a), for $i = 1, 2, 3$ and for $j = 1, 2$, the partial derivatives of $f_{W_1}$ with respect to $A^{(i)}$, $V$ and $U^{(j)}$ can be taken as

$$\frac{\partial f_{W_1}}{\partial A^{(i)}} = \left(\begin{array}{c} W_{\chi_0} \ast P_{\chi_0} - W_{\chi_0} \ast X_{\chi_0} A^{(-i)} \\
\text{size}(X) \end{array}\right)$$

(15)

$$\frac{\partial f_{W_1}}{\partial V} = 0$$

(16)

$$\frac{\partial f_{W_1}}{\partial U^{(j)}} = 0$$

(17)

In Eq. (15), $A^{(-i)} = \begin{cases} A^3 \odot A^2, & \text{if } i = 1 \\
A^3 \odot A^1, & \text{if } i = 2 \\
A^2 \odot A^1, & \text{if } i = 3. \end{cases}$

Similarly, the partial derivatives of $f_2$ with respect to $A^{(i)}$, $V$, and $U^{(j)}$ can be taken as

$$\frac{\partial f_2}{\partial A^{(i)}} = \left\{ \begin{array}{c} -YV^{\ast A^{(-i)} V} \
\text{size}(Y) \end{array}\right\}$$

for $i = 1$

$$\frac{\partial f_2}{\partial V} = 0$$

(18)

$$\frac{\partial f_2}{\partial U^{(j)}} = 0$$

(19)

Finally, we form the gradient of $f_{W_1}$, $\nabla f_{W_1}$ by vectorizing the partial derivatives of Eqs. (24)–(26) as a vector of size $R(2|U| + 2|T| + |I| + |M|)$ i.e.,

$$\nabla f_W = \begin{bmatrix} \text{vec}(\frac{\partial f_W}{\partial A^{(1)}}) & \text{vec}(\frac{\partial f_W}{\partial A^{(2)}}) & \text{vec}(\frac{\partial f_W}{\partial A^{(3)}}) & \text{vec}(\frac{\partial f_W}{\partial V}) & \text{vec}(\frac{\partial f_W}{\partial U^{(1)}}) & \text{vec}(\frac{\partial f_W}{\partial U^{(2)}}) \end{bmatrix}$$

(20)

where vec(.) is the vectorization operator (Kolda and Bader 2009).

Once we have the objective function of $f_W$ in Eq. (14), and the gradient values, $\nabla f_W$ in Eq. (27), we use the nonlinear conjugate gradient (NCG) (Nocedal et al. 2006) (with Hestenes–Stiefel updates and the More–Thuente line search (Moré and Thuente 1994)) from the Poblano Toolbox (Dunlavy et al. 2010) as a gradient-based optimization method to compute the factor matrices $A^{(1)}$, $A^{(2)}$, $A^{(3)}$, $V$, and $U^{(j)}$. 
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and $A^{(3)}$. Then, according to Eq. (3), we calculate tensor
\[ \hat{X} = [A^{(1)}, A^{(2)}, A^{(3)}] \in \mathbb{R}^{[U] \times [I] \times [T]} \] as an approximation of the tensor $X$.

### 4.5 Generating personalized recommendations

To generate the final top-$K$ personalized recommendations at the current/last time that is within the last time period $|T|$, for each user $u$, we sort the entries within the current/last time period of $\hat{X}$ i.e., $\hat{X}_{u, \cdot, \cdot}$ in descending order. Then, the items that correspond to the top-$K$ sorted entries are recommended for user $u$.

### 4.6 Complexity analysis

The main computation cost of learning our model is to evaluate the objective function $f_M$ and its partial derivatives with respect to factor matrices. The evaluation of $f_M$ in Eq. (14) involves calculating three components $f_{W1}$, $f_2$ and $f_{W3}$ which have time complexities of $O(|U| \cdot |I| \cdot |T| \cdot R)$, $O(|U| \cdot |M| \cdot R)$, and $O(|U|^2 \cdot |T| \cdot R)$, respectively. The time complexities for calculating partial derivatives $\frac{df_{W1}}{dW}$, $\frac{df_2}{dW}$ and $\frac{df_{W3}}{dW}$ are $O(|U| \cdot |I| \cdot |T| \cdot R)$, $O(|U| \cdot |M| \cdot R)$, and $O(|U|^2 \cdot |T| \cdot R)$, respectively. Therefore, the overall time complexity for each iteration of our model is $O(|U| \cdot |I| \cdot |T| \cdot R + |U| \cdot |M| \cdot R + |U|^2 \cdot |T| \cdot R + MR^2)$ which is reduced to $O(|U| \cdot |I| \cdot |T| \cdot R + |U| \cdot |M| \cdot R + |U|^2 \cdot |T| \cdot R + MR^2)$.

### 5 Experiments

In this section, we performed our experiments on two datasets with time stamp information including Last.fm and Movielens obtained from social networking websites to validate the performance of our proposed model against competitive methods.

#### 5.1 Datasets

##### 5.1.1 Last.fm dataset

The Last.fm-1 K dataset contains the music listening behavior of |U|= 992 users. This dataset contains 19,150,868 listening events with |I|= 1,766,948 music artists over 54 months. In our experiments, we considered every 6 months as a time period and grouped data into nine time periods (|T|= 9), similar to Rafailidis and Nanopoulos (2016). We extracted the number of times that each user has listened to songs of an artist within a time period as the entry of tensor $X$.

This dataset also contains the private attributes for a few users including gender, age, and country. The country and gender have 66 and 2 as different categorical values, respectively. We utilized the transformation method mentioned in Sect. 4.1, and generated |M|= 69 attributes in total, which is 1, 2, and 66 for age, gender, and country attributes, respectively. The proposed model recommends the top-K artists to the user.

##### 5.1.2 Movielens dataset

The Movielens-1 M2 dataset contains 1,000,209 anonymous ratings, with a scale of 1 to 5, from |U|= 6040 users on 3952 movies over 36 months. We considered every 6 months as a time period and grouped data into six time periods (|T|= 6). Since a user rarely watches the same movie several times, instead of movie recommendations, we performed movie-genre recommendations. Thus, the proposed model recommends the top-K movie-genres to the user. There are |I|= 18 movie-genres and each movie belongs to one or more genres. It is assumed that each user has rated a movie after watching it (Rafailidis and Nanopoulos 2016) and we extracted the number of times that each user has watched a certain movie-genre within a time period as entry of tensor $X$.

This dataset also contains user attributes including gender, age and 21 categorical occupation types. Similar to Last.fm, we used the transformation method and generated |M|= 24 attributes in total, which are 1, 2, and 21 for age, gender and occupation attributes, respectively.

---

1. http://www.dtic.upf.edu/~ocelma/MusicRecommendationDataset/lastfm-1K.html.

2. https://grouplens.org/datasets/movielens/.

---

---
5.2 Experimental settings

As shown in Fig. 3, we considered the last (sixth) month of each time period as the test set and used the first five months of this time period and all the months of previous time periods as the training set. Therefore, we had nine and six different training/test cases for Last.fm and Movielens, respectively. This validation method is also defined and used in (Rafailidis and Nanopoulos 2016).

The proposed model was validated on Last.fm by predicting the top-K artists a user is likely to listen to during the test month, and in Movielens by predicting the top-K movie-genres that a user is likely to watch at the test month. In our experiments, we set the maximum number of K to 100 and three for Last.fm and Movielens, respectively. Because in a test month, each user does not listen to more than 100 different artists in Last.fm dataset and each user does not watch more than three different movie genres in the Movielens dataset (Rafailidis and Nanopoulos 2016).

The metrics we adopted to measure the recommendation quality are recall, precision and F1-measure that are widely used for the top-K recommendation strategy evaluation. For a test user u, recall is the fraction of relevant items that are in the top-K list of recommended items for u, among the total number of his relevant items that should have been recommended. A high recall indicates the user’s adoption. In addition, for test user u, precision is the fraction of the relevant items in top-K list of recommended items for u. We report the recall and precision that are obtained by averaging the recall values and precision values over all users with at least one relevant item in test month. Recall and precision measures assess diverging properties, and if more items are recommended, the recall will increase, but precision will decrease. The F1-measure finds a suitable trade-off between recall and precision, and it is calculated as follows:

$$F1 = \frac{2 \times \text{Recall} \times \text{Precision}}{\text{Recall} + \text{Precision}}$$ \hspace{1cm} (28)

A higher F1-measure corresponds to better top-K recommendation performance. We compared the recommendation results of the following methods in our work:

1. DeepRec (Zhang et al. 2019): This is a state-of-the-art recommender model that is based on deep neural network learning (Mu 2018) with item embedding and weighted loss function. It does not consider the temporal dynamics.

2. TimeSVD++ (Koren 2010): This method is a baseline for modeling the user preference dynamics. It incorporates the time-variant biases of each user and item into the MF and generates the recommendations. TimeSVD++ exploits only the user-item interactions without any side information.

3. BTMF (Zhang et al. 2014): This is a Bayesian temporal MF approach that captures the temporal dynamics of user preferences by learning a transition matrix for each user latent feature vectors between two consecutive time periods.

4. Recurrent recommender networks (RRN) (Wu et al. 2017): This is a deep learning method based on RNNs that fuses a long short-term memory model with MF for capturing the dynamics of both users and items.

5. TF (Dunlavy et al. 2011): This method only considers the user-item interactions in different time periods as a third-order tensor and factorizes this tensor, aiming to recommend items by taking into account user preference dynamics.

6. UPD-CTF (Rafailidis and Nanopoulos 2016): This method, models user preference dynamics based on UPD by incorporating the weighted user-item interactions as well as user demographics into the CTF scheme.

7. EUPD-CTF1 (Extended UPD-CTF1): It is our model proposed in Sect. 4 (as an extension of UPD-CTF) except that only exploits both user-item interactions in different time periods and user demographics based on the CTF scheme.

8. EUPD-CTF2 (Extended UPD-CTF2): It is our model proposed in Sect. 4 (as an extension of UPD-CTF) that in addition to user-item interactions in different time periods and user demographics, also exploits the temporal similarity information between users into CTF scheme.

The EUPD-CTF1, which does not consider the similarity among over time in comparison with EUPD-CTF2, is used to examine the effect of using similarity in the proposed model. Since the TimeSVD++ was originally designed for rating prediction task, not top-K recommendations, we modified this algorithm to use the same top-K strategy as the other comparison algorithms.

The optimal parameters for each method are determined either by our experiments or suggested by their corresponding references. We set parameters of UPD-CTF according to the respective reference. For making a fair comparison, we fix the number of factors R to be 20 in all comparison methods. Also, for simplicity, we used $\lambda_r = 1$, for $r = 1, 2, \ldots, R$ in CP decomposition. The number of features in item embedding for Last.fm and Movielens is set to 200 and 150, respectively in DeepRec. We set learning rate $\eta = 0.001$, regularization terms for the user vectors $\lambda_U = 0.01$ and regularization terms for the item vectors $\lambda_V = 0.01$, with default setting for other internal parameters in TimeSVD+++, and set $v_0 = R$, $\mu_0 = 0$, $\beta_0 = 2$, $W_0 = Z_0 = 1$ (1 is the identity
matrix) in BTMF. We set \( \omega = 50 \) for Last.fm and three for Movielens in our proposed methods as they provided good results in comparison with other tested values. As stopping conditions for NCG, we set the maximum number of iterations and function evaluations to \( 10^4 \) and \( 10^5 \), respectively. For other parameters that control the termination of NCG, we used the default values in the Poblano Toolbox.

All the experiments were conducted by using MATLAB 2016a on Windows 10 PC with Intel Core i5 2.53 GHz with 8 GB memory.

### 5.3 Experimental results

We performed the experiments on Last.fm and MovieLens datasets to evaluate the performance of our two proposed approaches compared against competitive methods via different values of \( K \). We conducted the statistical significance tests (paired t-tests with the significant level of 0.05) between the results of the proposed EUPD-CTF2 and the other methods. The results demonstrate the significance of the difference between the proposed EUPD-CTF2 and the other methods in terms of recall, precision, and F1.

#### 5.3.1 Validation on all users

Performance of the methods compared in terms of recall, precision and F1 for different values of \( K \) on the Last.fm dataset is shown in Tables 1, 2, 3. The boldface numbers in tables highlight the best results in each metric. The results also are presented in Fig. 4.

| Table 1 | Recall of comparative methods on testing all users for Last.fm |
|---------|---------------------------------------------------------------|
| Method       | Top5 | Top10 | Top15 | Top20 | Top50 | Top100 |
| DeepRec      | 0.07309 | 0.0773 | 0.0832 | 0.0921 | 0.1271 | 0.1971 |
| p            | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 |
| TimeSVD++    | 0.0818 | 0.09914 | 0.1123 | 0.1296 | 0.1561 | 0.2108 |
| p            | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 |
| BTMF         | 0.1096 | 0.1181 | 0.147 | 0.1903 | 0.2317 | 0.2614 |
| p            | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 |
| RRN          | 0.0931 | 0.1108 | 0.1259 | 0.151 | 0.1935 | 0.2293 |
| p            | 0.0000 | 0.0000 | 0.0131 | 0.0000 | 0.0011 | 0.0000 |
| TF           | 0.0424 | 0.0521 | 0.0602 | 0.0734 | 0.0935 | 0.1437 |
| p            | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 |
| UPD-CTF      | 0.1514 | 0.1839 | 0.1907 | 0.2114 | 0.2975 | 0.3403 |
| p            | 0.0000 | 0.0107 | 0.0183 | 0.0290 | 0.0144 | 0.0215 |
| EUPD-CTF1    | 0.1703 | 0.1961 | 0.2098 | 0.2204 | 0.3085 | 0.3564 |
| p            | 0.0000 | 0.0212 | 0.0307 | 0.0116 | 0.0217 | 0.0291 |
| EUPD-CTF2    | 0.1814 | 0.2101 | 0.2135 | 0.2583 | 0.3218 | 0.3989 |

| Table 2 | Precision of comparative methods on testing all users for Last.fm |
|---------|---------------------------------------------------------------|
| Method       | Top5 | Top10 | Top15 | Top20 | Top50 | Top100 |
| DeepRec      | 0.1827 | 0.1711 | 0.1636 | 0.1509 | 0.1188 | 0.0729 |
| p            | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0019 |
| TimeSVD++    | 0.2128 | 0.1907 | 0.1798 | 0.1639 | 0.1276 | 0.0884 |
| p            | 0.0000 | 0.0000 | 0.0059 | 0.0000 | 0.0194 | 0.0314 |
| BTMF         | 0.2436 | 0.2111 | 0.2104 | 0.1986 | 0.1707 | 0.0912 |
| p            | 0.0000 | 0.0000 | 0.0136 | 0.0076 | 0.0244 | 0.0160 |
| RRN          | 0.2203 | 0.2086 | 0.2006 | 0.1842 | 0.1398 | 0.092 |
| p            | 0.0000 | 0.0000 | 0.0118 | 0.0000 | 0.0199 | 0.0171 |
| TF           | 0.1396 | 0.1308 | 0.1259 | 0.1132 | 0.094 | 0.0591 |
| p            | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 | 0.0000 |
| UPD-CTF      | 0.2735 | 0.2598 | 0.2471 | 0.2311 | 0.1631 | 0.0951 |
| p            | 0.0121 | 0.0430 | 0.0351 | 0.0317 | 0.0392 | 0.0205 |
| EUPD-CTF1    | 0.2859 | 0.2708 | 0.2592 | 0.2467 | 0.1854 | 0.0979 |
| p            | 0.0000 | 0.0004 | 0.0000 | 0.0001 | 0.0043 | 0.0000 |
| EUPD-CTF2    | 0.3225 | 0.3126 | 0.2954 | 0.2799 | 0.2037 | 0.1017 |
As it is shown in Table 1 and Fig. 4a, EUPD-CTF2 performs better in terms of recall than the other compared methods at different Ks for the Last.fm dataset. Tables 2 and 3 and Fig. 4b, c show that EUPD-CTF2 also outperforms the competitive methods in terms of precision and F1 with different Ks for Last.fm. In addition, based on the results in Tables 1, 2, 3 and Fig. 4, it can be observed that the proposed EUPD-CTF1 method has the second-best performance in terms of all metrics for the Last.fm. The p-values of the t-test in Tables 1, 2, 3 demonstrate that EUPD-CTF2 obtains statistically significantly better performance in terms of recall, precision and F1 than the other methods on Last.fm.

Tables 4, 5, 6 respectively show the recall, precision and F1 obtained by compared methods with different values of K for the Movielenls dataset. Also Fig. 5 shows the performance of the methods compared in terms of these metrics for Movielenls. As it can be observed, the proposed EUPD-CTF2 has the best performance in terms of recall, precision and F1 among the compared methods at different Ks for Movielenls. In addition, EUPD-CTF1 has the second-best performance except for precision in Top3 (K = 3) on this dataset. The p values in Tables 4, 5, 6 show that the proposed EUPD-CTF2 has significantly better performance on all metrics than the other methods on Movielenls.
Table 4 Recall of comparative methods on testing all users for Movielens

| Method     | Top1     | Top2     | Top3     |
|------------|----------|----------|----------|
| DeepRec    | 0.1604   | 0.2537   | 0.2928   |
| p          | 0.0000   | 0.0000   | 0.0000   |
| TimeSVD++  | 0.1736   | 0.2549   | 0.3037   |
| p          | 0.0021   | 0.0039   | 0.0114   |
| BTMF       | 0.2211   | 0.3209   | 0.3514   |
| p          | 0.0000   | 0.0000   | 0.0238   |
| RRN        | 0.1794   | 0.2714   | 0.3354   |
| p          | 0.0000   | 0.0000   | 0.0000   |
| TF         | 0.1474   | 0.2496   | 0.3117   |
| p          | 0.0000   | 0.0000   | 0.0000   |
| UPD-CTF    | 0.2472   | 0.3194   | 0.3699   |
| p          | 0.0254   | 0.0240   | 0.0107   |
| EUPD-CTF1  | 0.2592   | 0.3305   | 0.3762   |
| p          | 0.0000   | 0.0060   | 0.0001   |
| EUPD-CTF2  | 0.2713   | 0.3565   | 0.4100   |

Table 5 Precision of comparative methods on testing all users for Movielens

| Method     | Top1     | Top2     | Top3     |
|------------|----------|----------|----------|
| DeepRec    | 0.8025   | 0.7357   | 0.6954   |
| p          | 0.0000   | 0.0000   | 0.0000   |
| TimeSVD++  | 0.8113   | 0.7642   | 0.7211   |
| p          | 0.0000   | 0.0012   | 0.0000   |
| BTMF       | 0.8413   | 0.8025   | 0.7504   |
| p          | 0.0000   | 0.0249   | 0.0374   |
| RRN        | 0.8235   | 0.7803   | 0.7315   |
| p          | 0.0000   | 0.0000   | 0.0093   |
| TF         | 0.0000   | 0.0000   | 0.0000   |
| p          | 0.0091   | 0.0004   | 0.0136   |
| UPD-CTF    | 0.8594   | 0.7905   | 0.731    |
| p          | 0.0091   | 0.0004   | 0.0136   |
| EUPD-CTF1  | 0.8837   | 0.8219   | 0.7374   |
| p          | 0.0176   | 0.0112   | 0.0093   |
| EUPD-CTF2  | 0.9100   | 0.8512   | 0.7695   |

Table 6 F1 value of comparative methods on testing all users for Movielens

| Method     | Top1     | Top2     | Top3     |
|------------|----------|----------|----------|
| DeepRec    | 0.2674   | 0.3773   | 0.4121   |
| p          | 0.0000   | 0.0085   | 0.0000   |
| TimeSVD++  | 0.286    | 0.3823   | 0.4274   |
| p          | 0.0000   | 0.0106   | 0.0058   |
| BTMF       | 0.3502   | 0.4585   | 0.4787   |
| p          | 0.0115   | 0.0370   | 0.0219   |
| RRN        | 0.2946   | 0.4027   | 0.4599   |
| p          | 0.0000   | 0.0000   | 0.0000   |
| TF         | 0.2474   | 0.3678   | 0.4264   |
| p          | 0.0000   | 0.0000   | 0.0000   |
| UPD-CTF    | 0.384    | 0.455    | 0.4912   |
| p          | 0.0314   | 0.0101   | 0.1920   |
| EUPD-CTF1  | 0.4008   | 0.4714   | 0.4982   |
| p          | 0.0023   | 0.0174   | 0.0098   |
| EUPD-CTF2  | 0.418    | 0.5025   | 0.535    |

The superiority of EUPD-CTF1 compared to UPD-CTF in both datasets means that considering the proposed personalized time decay factor based on UPD for each user to capture user preference dynamics can improve the quality of recommendations. Although the accuracy of EUPD-CTF1 is very close to UPD-CTF and the relative improvements are small, even small improvements may lead to significant improvements in the quality of recommendations in practice (Guo et al. 2016).

The proposed EUPD-CTF2 method achieves better results than EUPD-CTF1 in both datasets, which indicates that incorporating the temporal similarity information between users in our proposed model leads to better improvement in the recommendation accuracy. The experimental results demonstrate that the proposed EUPD-CTF2 method consistently and significantly outperforms other competitive methods on all metrics in Last.fm and MovieLens. Especially, in comparison with UPD-CTF, which is the basis of the proposed EUPD-CTF2, the results of t-test on these two methods indicate that the EUPD-CTF2 performs better significantly.

The main different between UPD-CTF and EUPD-CTF2 is that in UPD-CTF, the user past preferences are weighted based on UPD. While EUPD-CTF2 exploits a decay function and decreases the importance of user past preferences gradually, according to the UPD. EUPD-CTF2 in addition to the past user preferences and user demographics, also utilizes the temporal users’ similarity into the developed CTF scheme. The experimental results show that these designs allow EUPD-CTF2 to capture the temporal dynamics of user preferences better, thus, boosting the recommendation performance.

From Figs. 4 and 5, it can be observed that the deep learning-based method RRN outperforms the temporal methods TimeSVD++ and TF, while it performs worse than EUPD-CTF2, EUPD-CTF1, EUPD-CTF, and BTMF. This finding confirms that although using recurrent neural networks in recommender systems can help to capture the temporal dynamics of user preferences, this type of models still requires significant improvements in recommendation accuracy (Batmaz et al. 2018). The results also show that in both datasets, the deep learning-based method DeepRec performs worse than other methods except TF. This is because
DeepRec does not consider the temporal dynamics of user preference into the model.

5.3.2 Validation on cold-start users

We evaluated the capability of our proposed model to cope with the cold-start user problem. In this scenario, we only cared about the recommendation accuracy for users who interact with up to five items in the training set. The performance of the compared methods in terms of recall, precision and F1 for different values of K on the Last.fm dataset is shown in Tables 7, 8, 9. The results also are presented in Fig. 6. The results show that the EUPD-CTF2 has the best performance once again in terms of all metrics in all cases. Specially, as shown in Table 7 and Fig. 6, the recall obtained by EUPD-CTF2 is significantly higher than the other methods. The EUPD-CTF1 has the second-best performance on all metrics.
In addition, Tables 10, 11, 12 and Fig. 7 show that EUPD-CTF2 has the best performance in terms of recall, precision and F1 for different values of K on the Movielens. The method of EUPD-CTF1 has the second best performance, but is very close to UPD-CTF. The p values in Tables 7, 8, 9, 10, 11, 12 indicate that EUPD-CTF2 obtains significantly better performance on all metrics than the other methods in both datasets. These observations demonstrate that our EUPD-CTF2 model can mitigate the cold start problem better than other competitive methods.

Except for our proposed EUPD-CTF2, the obtained results demonstrate that our proposed EUPD-CTF1, which does not exploit user-user similarities in comparison with EUPD-CTF2, performs better than other competitive methods to mitigate the cold-start user problem in both datasets. On the other hand, from the superiority of the EUPD-CTF2 compared to EUPD-CTF1, we can find that considering the temporal users’ similarity in EUPD-CTF2 lead to better cope with the cold-start user problem and provides that social information is very effective in improving recommendation accuracy once again. The results also show that unlike the first scenario (validation on all users), in this scenario, RRN performs almost better than BTMF. In other words, RRN works better than BTMF in dealing with cold-start users.

### 5.4 Validation on data sparsity

Inspired by the works of Huang et al. (2004), Hafshejani et al. (2018), Forsati and Mahdavi (2014), and Reafee et al. (2016), to evaluate the performance of our proposed model against different levels of data sparsity, we used different amounts of training data (100%, 90%, 80%, 70%, 60%). Training data 60%, for example, means we randomly eliminated 40% of user-item interactions from each original training set. The performance of the compared methods in terms of recall, precision and F1 for K = 100 on the Last.fm and K = 3 on the Movielens is shown in Figs. 8 and 9. Similar results were obtained for other values of K. As it can be observed, decreasing the number of training data leads to a decrease in recommendation performance in all methods. However, when the number of training data decreases, the performance of CTF-based methods (i.e., UPD-CTF,

| Table 10 | Recall of comparative methods on testing cold-start users for Movielens |
|----------|-------------------------------------------------------------|
| Method   | Top1  | Top2  | Top3  |
| DeepRec  | 0.1476| 0.1659| 0.1792|
| TimeSVD++| 0.1569| 0.1736| 0.1841|
| BTMF     | 0.1601| 0.1878| 0.2103|
| RRN      | 0.1656| 0.1922| 0.2194|
| TF       | 0.1398| 0.1504| 0.1591|
| UPD-CTF  | 0.2103| 0.2307| 0.2462|
| EUPD-CTF1| 0.2259| 0.2411| 0.2496|
| EUPD-CTF2| 0.2321| 0.2704| 0.2896|

| Table 11 | Precision of comparative methods on testing cold-start users for Movielens |
|----------|-------------------------------------------------------------|
| Method   | Top1  | Top2  | Top3  |
| DeepRec  | 0.5121| 0.4983| 0.4762|
| TimeSVD++| 0.5196| 0.5113| 0.5046|
| BTMF     | 0.5811| 0.5688| 0.5494|
| RRN      | 0.5914| 0.5720| 0.5691|
| TF       | 0.4955| 0.4711| 0.4697|
| UPD-CTF  | 0.6914| 0.6727| 0.6541|
| EUPD-CTF1| 0.7007| 0.6814| 0.6555|
| EUPD-CTF2| 0.7197| 0.7091| 0.6998|

| Table 12 | F1 value of comparative methods on testing cold-start users for Movielens |
|----------|-------------------------------------------------------------|
| Method   | Top1  | Top2  | Top3  |
| DeepRec  | 0.2292| 0.2489| 0.2604|
| TimeSVD++| 0.241 | 0.2592| 0.2698|
| BTMF     | 0.251 | 0.2824| 0.3042|
| RRN      | 0.2587| 0.2877| 0.3167|
| TF       | 0.2181| 0.228 | 0.2377|
| UPD-CTF  | 0.3225| 0.3436| 0.3577|
| EUPD-CTF1| 0.3417| 0.3562| 0.3615|
| EUPD-CTF2| 0.351 | 0.3915| 0.4097|
EUPD-CTF1, and EUPD-CTF2) slightly decreases, whereas the performance of other compared methods dramatically decreases. This indicates that CTF-Based methods, which jointly analyze heterogeneous information, can help relieve the data sparsity problem. The results show that the proposed EUPD-CTF2 consistently outperforms the other methods in all cases. In addition, with a decreasing number of training data, the performance of EUPD-CTF2 decreases less compared to UPD-CTF and EUPD-CTF1. These observations demonstrate that the proposed EUPD-CTF2 can better alleviate the data sparsity problem. The superiority of EUPD-CTF2 compared to EUPD-CTF1 for all the different training set sizes means that incorporating the temporal users’ similarity into the model is effective in alleviating the data sparsity problem in recommender systems.

### Table 7 Recall of comparative methods on testing cold-start users for Last.fm

| Method      | Top5  | Top10 | Top15  | Top20  | Top50  | Top100 |
|-------------|-------|-------|--------|--------|--------|--------|
| DeepRec     | 0.0347| 0.0393| 0.0487 | 0.0503 | 0.0622 | 0.0772 |
| p           | 0.0000| 0.0000| 0.0000 | 0.0093 | 0.0029 | 0.0016 |
| TimeSVD++   | 0.0383| 0.0431| 0.0493 | 0.0528 | 0.0726 | 0.0964 |
| p           | 0.0000| 0.0000| 0.0000 | 0.0000 | 0.0014 | 0.0107 |
| BTMF        | 0.0641| 0.0679| 0.0711 | 0.0957 | 0.0994 | 0.1196 |
| p           | 0.0000| 0.0000| 0.0000 | 0.0145 | 0.0320 | 0.0318 |
| RRN         | 0.0572| 0.0636| 0.0719 | 0.0896 | 0.1093 | 0.1325 |
| p           | 0.0000| 0.0000| 0.0000 | 0.0122 | 0.0096 | 0.0029 |
| TF          | 0.0239| 0.0291| 0.0297 | 0.0386 | 0.0599 | 0.086  |
| p           | 0.0000| 0.0000| 0.0101 | 0.0074 | 0.0000 | 0.0000 |
| UPD-CTF     | 0.0968| 0.107 | 0.119  | 0.143  | 0.201  | 0.252  |
| p           | 0.0000| 0.0311| 0.0258 | 0.0185 | 0.0058 | 0.0120 |
| EUPD-CTF1   | 0.1376| 0.1402| 0.1501 | 0.1596 | 0.2109 | 0.2574 |
| p           | 0.0012| 0.0214| 0.0025 | 0.0107 | 0.0210 | 0.0192 |
| EUPD-CTF2   | **0.1697** | **0.1811** | **0.1997** | **0.2206** | **0.2838** | **0.3554** |

**Fig. 7** The performance of comparative methods in terms of (a) recall, (b) precision and (c) F1, on testing cold-start users for Movielens.
User preferences in real-world recommender systems change over time. Modeling the user preferences dynamics lead to significant improvements on accuracy of personalized recommendation systems. Accurate modeling of the user preferences dynamics is a crucial challenge in designing efficient recommendation systems. In this paper, we developed a state-of-the-art method to capture the temporal dynamics of user preferences in a personalized manner based on a proposed weighting scheme. We introduced a personalized time decay factor for each user according to the rate of his preference dynamics and exploited the extracted similarities among users over time in addition to the historical user-item interaction data and user demographics in a developed coupled tensor factorization framework to generate personalized top-K recommendations. Evaluation of the results on two real-world social media datasets indicates the superiority of our proposed model over competitive methods for the social temporal recommendation. We can also conclude that our
approach can handle the cold-start user and data sparsity problems effectively.

We plan to study the dynamics of user preferences by considering the trust evolution that may be evolved with different speeds under different situations. We also want to design a parallel implementation of our model, in order to make it scalable to large-scale datasets.
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