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ABSTRACT: A holographic perspective to study and characterize field spaces that arise in string compactifications is suggested. A concrete correspondence is developed by studying two-dimensional moduli spaces in supersymmetric string compactifications. It is proposed that there exist theories on the boundaries of each moduli space, whose crucial data are given by a Hilbert space, an $Sl(2,\mathbb{C})$-algebra, and two special operators. This boundary data is motivated by asymptotic Hodge theory and the fact that the physical metric on the moduli space of Calabi-Yau manifolds asymptotes near any infinite distance boundary to a Poincaré metric with $Sl(2,\mathbb{R})$ isometry. The crucial part of the bulk theory on the moduli space is a sigma model for group-valued matter fields. It is discussed how this might be coupled to a two-dimensional gravity theory. The classical bulk-boundary matching is then given by the proof of the famous $Sl(2)$ orbit theorem of Hodge theory, which is reformulated in a more physical language. Applying this correspondence to the flux landscape in Calabi-Yau fourfold compactifications it is shown that there are no infinite tails of self-dual flux vacua near any co-dimension one boundary. This finiteness result is a consequence of the constraints on the near boundary expansion of the bulk solutions that match to the boundary data. It is also pointed out that there is a striking connection of the finiteness result for supersymmetric flux vacua and the Hodge conjecture.
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1 Introduction

The search for general principles that identify effective theories that can be consistently coupled to quantum gravity has recently attracted much attention [1]. These principles have been formulated in a number of quantum gravity or ‘swampland’ conjectures. A motivation for this work provides the so-called distance conjecture [2]. It deals with effective theories with scalar fields and suggests that, if a UV completion with gravity exists, it has to admit
states with a certain universal behaviour when approaching points in field space that are at infinite shortest geodesic distance. The profoundness of this conjecture arises from the fact that it links properties of the field space to the existence of certain states in the underlying theory near such infinite distance points. Even if one might not know the whole spectrum of states, at least a subsector has to follow a rather constrained asymptotic behaviour. In this work, we suggest that this asymptotic structure is dictated by a holographic principle and the existence of an auxiliary boundary theory living at infinite distance boundaries of field space.

The physical motivation for the holographic dictionary lies largely in the distance conjecture combined with the observation that the asymptotic field space metric and the relevant towers of states follow stringent constraints in all known examples arising from string compactifications [3–16]. Furthermore, it is intriguing to interpret the distance conjecture as describing a mechanism of ensuring that exact global symmetries are absent in any gravity-coupled theory with finitely many states [17, 18]. Adapting the converse perspective, we claim that at any infinite distance boundary in field space a global symmetry arises and that we can attach this data to the boundary. Our intuition is then derived from the expectation that combining the existence of a global symmetry with all possible positivity constraints, e.g. of the field space metric, will strongly restrict the asymptotic behaviour of the theory. That this is indeed the case in supersymmetric string compactifications was recently highlighted in [3, 6, 7, 11, 15, 19]. In fact, in the vector sector of $\mathcal{N} = 2$ string compactifications it is the asymptotic global symmetry and the positivity of the physical couplings and masses in the asymptotic regime that fixes much of the asymptotic structure. The underlying mathematical reason for this observation can be described using asymptotic Hodge theory [20, 21]. This broad and abstract theory will allow us to develop the holographic dictionary to a significant extend.

The detailed construction that we will present is motivated by an in-depth understanding of the field spaces that arise in string compactifications on Calabi-Yau manifolds. More precisely, we start our discussion with a study of the asymptotic behaviour of the moduli space of geometric deformations that preserve the Calabi-Yau condition and later strip away the underlying geometric motivation. The geometric settings have been studied intensively in the past and it is well-known that there are two types of deformations of Calabi-Yau geometries, the complex structure deformations and the Kähler structure deformations. Since by mirror symmetry the latter deformations can be realized as a special subset of the former [22], we will exclusively focus on complex structure deformation space in this work. It is central to this work that the complex structure moduli space has boundaries. These correspond to choices of complex structures for which the Calabi-Yau manifold degenerates. While some of these degeneration points, such as the large complex structure point, have been studied in much detail in the past, it is important to stress that there are a plethora of such degenerations and there is no detailed classification of the possibilities yet (see [23, 24] for recent progress). The crucial point is that at the boundaries of moduli space the associated manifold is so singular that the usual geometric structures, such as the Hodge norms determining the kinetic terms of fields, degenerate and can no longer be applied. Asymptotic Hodge theory shows, however, that there is a more abstract structure
living on the boundary and we claim that this structure can be thought of as defining parts of a boundary theory. We will describe in this work which set of boundary data determines the behaviour of the couplings in the effective theory and the moduli space close to boundary. In this geometric picture we thus find that when tuning the Calabi-Yau space to become singular such that a global symmetry emerges in moduli space, the structure of the effective theory and the moduli space is largely fixed by global symmetry, positivity, and holomorphicity. While our findings are compatible with the expectations from the distance conjecture at boundaries that are at infinite distance, we will see that the constrained asymptotic behaviour arises more generally.

The existence of a holographic description of the Calabi-Yau moduli space can also be motivated by noting that the physical metric on moduli space, i.e. the Weil-Petersson metric which arises in string compactifications, always asymptotes to a metric containing the factors of Poincaré metric at any infinite distance boundary [25]. In a real two-dimensional setting, which will be the main focus of this work, this means that the physical metric asymptotes to the two-dimensional Poincaré metric which is a patch of Euclidean AdS$_2$. This metric has an $\mathfrak{sl}(2, \mathbb{R})$ isometry algebra that will non-trivially translate to a global symmetry algebra $\mathfrak{sl}(2, \mathbb{C})$ on the boundary. We will see that this boundary $\mathfrak{sl}(2, \mathbb{C})$ is indeed a result of the emerging global symmetry and exists more generally even if the boundary is not at infinite distance. The key quantity relevant to evaluate the asymptotic physical metric is the period matrix of the Calabi-Yau manifold. It encodes how the Hodge decomposition over the middle cohomology changes when moving over the complex structure moduli space. A remarkable result of Schmid [26] states that asymptotically this information is captured by a so-called nilpotent orbit, which packages the asymptotic behaviour in a seemingly simple polynomial way. For example, in the large complex structure or large volume boundary the nilpotent orbit captures this information in the periods remaining after dropping all exponential corrections.\footnote{We stress that the nilpotent orbit exists near every boundary and, in general, indirectly captures exponential corrections that are needed for the positivity of the Hodge norm in the asymptotic regime.} The nilpotent orbits will serve as the motivation for the bulk and boundary theories that we discuss in this work. Eventually, however, the results can be formulated without any reference to nilpotent orbits. They arise as solutions to the bulk theory that match the boundary data. We will call such solutions ‘physical’ in the following, since they appear in actual geometric compactifications. Viewed abstractly, however, both the bulk and boundary data can then be formulated without reference to a geometric string theory setting.

In order to construct the bulk action we restrict our attention to real two-dimensional field spaces. In other words, the field space of the effective theory will thus be viewed as a two-dimensional worldsheet. Ideally we would like to construct a gravity model coupled to a sigma-model on the worldsheet. The matter sector of this theory will be constrained by field equations that also arise in asymptotic Hodge theory. It is known from [26, 27] that nilpotent orbits in one complex dimension provide solutions to Nahm’s equations that satisfy a certain constraint and match a well-defined set of boundary conditions. An action principle associated to Nahm’s equations was discussed long ago in [28] and we will
generalize it to a sigma model action on the worldsheet. A significant generalization of this action to the multiple variables $t^*$-system of [29] appeared more recently in [30]. We also comment on the coupling of two-dimensional gravity to the matter sector. This is similar in spirit to the suggestion by Cecotti [31], who proposes to couple this sigma model to Einstein gravity for higher-dimensional worldsheets.\(^2\) While we will not present a complete action principle, we will successively build up a set of field equations. These turn out to admit solutions that are the nilpotent orbits that can arise in Calabi-Yau compactifications, together with the physical metric on moduli space. Crucially this requires to fix boundary conditions which we propose stem from a boundary theory.

To motivate the existence of a boundary theory we will again start with a nilpotent orbit, which we consider as the physical solutions to the bulk theory, and extract the data on the boundary that fixes such solutions. In order to do that we will use the famous $Sl(2)$ orbit theorem of Schmid [26] and Cattani, Kaplan, and Schmid [27]. The set of boundary data will consist of an $\mathfrak{sl}(2, \mathbb{C})$ symmetry algebra acting on a finite-dimensional Hilbert space. The latter can be obtained as complexification of the charge or flux lattice relevant in the effective theory, and corresponds in geometric setting to the middle cohomology group of the Calabi-Yau manifold. The Hilbert space has a special $\mathfrak{sl}(2, \mathbb{C})$-compatible norm that is induced by an operator $Q_\infty$. Geometrically this $Q_\infty$ defines a Hodge decomposition that exists on the boundary of the moduli space despite the fact that the corresponding compactification geometry is badly singular [26, 27]. The $\mathfrak{sl}(2, \mathbb{C})$ algebra turns out to be non-trivially related to the global symmetry in the asymptotic bulk solutions. We describe that boundary data contains a real nilpotent operator, which we call phase operator, that encodes how the asymptotic global symmetry is rotated into the boundary $\mathfrak{sl}(2, \mathbb{C})$ and how positivity constraints on the bulk solution map to the boundary. The additional information contained in the phase operator turns out to be central to the whole construction.\(^3\) Taken together this boundary data will suffice for our construction and serves as evidence for the existence of a boundary theory. Further evidence for the existence of such a boundary theory is provided by a number of conjectures put forward in [3, 12], and [33, 34], each discussing aspects of the theories that might emerge at infinite distance boundaries. While we will leave its full construction to future work, we will sometimes refer to the boundary data as describing a boundary theory.

Reconstructing the bulk solutions matching the boundary data turns out to be highly non-trivial and contained in the proof of the $Sl(2)$ orbit theorem [26, 27]. Remarkably, the aforementioned boundary data specifies the bulk solution uniquely. To see this we will solve the matter equations of motion with a near boundary expansion and then determine their properties and eventually their dependence on the boundary operators. The constraints on the coefficients arise from the $\mathfrak{sl}(2, \mathbb{C})$ symmetry and will turn out to be central in the finiteness proof that we discuss in the last part of this work. In showing that there is a unique reconstruction of the bulk solution from the boundary data, we discuss how the phase operator becomes of crucial importance. We determine a single matrix equation (5.4) which

\(^2\)The described perspective has been developed independently.

\(^3\)In Hodge theory this operator was introduced by Deligne [27, 32] as a unique rotation of any complex mixed Hodge structure into a mixed Hodge structure split over the real numbers.
provides the unique match [27]. It then follows that coefficients in any bulk solution matching to the boundary are universal non-commutative polynomials in the $\mathfrak{sl}(2, \mathbb{C})$ generators and the phase operator.

In the final part of this work we will highlight some first non-trivial physical applications of the holographic perspective by discussing the finiteness of the flux landscape and the validity of the distance conjecture. In particular, we address in detail the longstanding question about the finiteness of flux vacua in Type IIB and F-theory flux compactifications [35, 36]. Formulated in F-theory or M-theory language, such compactifications are specified by a Calabi-Yau fourfold with a background flux $G_4$. The classical equations of motion then demand that this flux is self-dual in a general vacuum, while consistency demands that the flux-square is bounded by a tadpole constraint. While in the bulk of the moduli space it easy to argue that there are only finitely many fluxes and self-dual loci in moduli space, these could accumulate near its boundaries [37, 38]. We show that this does not happen when approaching any co-dimension one boundary [39, 40]. The result derives from the described bulk-boundary construction and is a consequence of the fact that the near boundary expansion of the bulk solution is constraint by the boundary data to forbid infinite tails. To prove finiteness for all boundaries will be the aim of [40]. It is interesting to point out that in the supersymmetric case in which the $G_4$ fluxes are restricted to be of $(2,2)$-type a famous result [41] provides a general proof of finiteness near any boundary. The significance of the latter publication arises due to the fact that this result can also be obtained by assuming the Hodge conjecture. Restricted to the co-dimension one boundaries, the main tool of [41] is precisely the $\text{Sl}(2)$ orbit theorem underlying the correspondence discussed here. This gives further support to the significance of the described structures and the power of this formalism.

This article is structured as follows. In section 2 we begin by motivating our constructions by recalling some facts about asymptotic Hodge theory. In particular, we describe how the Hodge decomposition of the cohomology groups of forms behaves near the boundary of moduli space and how this behaviour is captured by nilpotent orbits. We then discuss the asymptotic form of the Weil-Petersson and the Hodge metric on moduli space and show when they asymptote to the Poincaré metric near the boundaries. In section 3 we turn to the discussion of the bulk theory on moduli space. We formulate field equations and an action principle for group-valued matter fields and discuss aspects of coupling this theory to gravity. Important aspects of the boundary theory are then discussed in section 4, where it is explained how a set of boundary data is fixed by symmetry and positivity. Technically most involved is section 5, in which we describe how the boundary data singles out special sets of bulk solutions and constrains their behaviour. It contains some of the key steps of the proof of the $\text{Sl}(2)$-orbit theorem reformulated to support the holographic perspective. In the final section 6 we then apply these finding to address the finiteness of flux vacua on Calabi-Yau fourfolds. We show the finiteness of self-dual fluxes near co-dimension one boundaries and comment on the finiteness of $(2,2)$-fluxes. We close with some remarks on applying the holographic perspective to the distance conjecture. The paper contains one appendix A discussing the computation of the phase operator.
2 Motivation using asymptotic Hodge theory

In this section we provide the motivation for the construction of the bulk theory and the bulk-boundary matching by introducing some results from asymptotic Hodge theory. While many of the described facts are true for general Kähler manifolds, we will restrict our attention to complex $D$-dimensional Calabi-Yau manifolds $Y_D$. In this cases, the geometry of the complex structure moduli space $\mathcal{M}$ of $Y_D$ can be encoded by the moduli dependence of the $(D,0)$-form $\Omega$. We first introduce the Hodge norm and the Hodge decomposition in section 2.1 and comment on its relevance in string compactifications. In section 2.2 we then restrict our attention to the near boundary region in $\mathcal{M}$. We explain how the Hodge decomposition near the boundary can always be encoded by a expansion that is polynomial in the moduli and is best described by a so-called nilpotent orbit. In passing we argue that this expansion nevertheless encodes ‘non-perturbative’ terms in the periods of $\Omega$ at most boundaries. Crucial for developing the bulk theory is the fact that the nilpotent orbits satisfy a set of differential equations. We introduce these equations in section 2.3, point out their relation to Nahm’s equations, and discuss an associated action principle. Finally, in section 2.4, we introduce two metrics on the moduli space $\mathcal{M}$ and discuss their near boundary expansion. The first one is the Weil-Petersson metric and is the physical metric in string compactifications on $\mathcal{M}$. The second one is the Hodge metric and closely related to the Hodge norm. We note that the asymptotic form of the Weil-Petersson metrics contains a Poincaré metric at all infinite distance boundaries, while this fact is more generally true for the Hodge metric. The isometry group $Sl(2,\mathbb{R})$ of the Poincaré metric will translate to part of the symmetry group found in the boundary theory in section 4.

2.1 Hodge norm and Hodge decomposition in the bulk

In order to introduce a holographic picture of the moduli space we first have to specify which quantities we want to keep track of. Let us denote by $Y_D$ a compact Calabi-Yau manifold of complex dimension $D$. For concreteness we will set our focus on the behaviour of the Hodge norm of a $D$-form cohomology class of $Y_D$. Considering two elements $\alpha, \beta \in H^D(Y_D, \mathbb{C})$, the Hodge norm arises from the inner product

$$\int_{Y_D} \bar{\alpha} \wedge * \beta = \frac{1}{D!} \int_{Y_D} d^{2D} x \sqrt{\det g} \bar{\alpha}_{\mu_1...\mu_D} \beta^{\mu_1...\mu_D}$$

and will be denoted by

$$\|\alpha\|^2 = \int_{Y_D} \bar{\alpha} \wedge * \alpha.$$ (2.2)

Note that the inner product (2.1) is induced by the Hodge norm and therefore it often suffices to discuss the latter. In addition to the inner product induced by the norm we can also define the wedge-product$^4$

$$\langle \alpha, \beta \rangle := \int_{Y_D} \alpha \wedge \beta,$$ (2.3)

$^4$Note that in the mathematical literature [26, 27] this inner product is denoted by $S(\alpha, \beta) = \langle \beta, \alpha \rangle$. 


which is symmetric for $D$ even and skew-symmetric for $D$ odd. It will be important in the
following to consider transformations $g$ preserving $\langle \cdot, \cdot \rangle$. The group of such transformations
over the real numbers will be denoted by $G_R$, while the corresponding algebra is denoted
by $\mathfrak{g}_R$. Hence, we have

$$g \in G_R : \quad \langle g \alpha, \beta \rangle = \langle \alpha, g^{-1} \beta \rangle, \quad L \in \mathfrak{g}_R : \quad \langle L \alpha, \beta \rangle = -\langle \alpha, L \beta \rangle. \quad (2.4)$$

As an example, we note that for Calabi-Yau threefolds one has $G_R = Sp(2h^{2,1} + 2, \mathbb{R})$. The
complex version of this group and algebra are henceforth denoted by $G_C$, $\mathfrak{g}_C$.

When computing the effective actions arising from compactifications of string theory
the Hodge norm (2.2) appears in many instances. As a first example, note that in Type IIB
string theory on a Calabi-Yau threefold the Hodge norm determines the kinetic terms of the
four-dimensional gauge fields, which arise by expanding the R-R four-form $C_4$ into three-forms
$H^3(Y_3, \mathbb{Z})$. Picking a symplectic basis $(\alpha_M, \beta^N)$ with $\langle \alpha_M, \beta^N \rangle = \delta^N_M$ of $H^3(Y_3, \mathbb{Z})$
we write $C_4 = A^M \& \alpha_M - \tilde{A}_M \& \beta^M$. The four-dimensional vectors $A^M$ and $\tilde{A}_M$ are electric
and magnetic $U(1)$ gauge fields in the effective theory, respectively. The charged particles
in the effective theory arise from D3-branes wrapped on three-cycles in $Y_3$. The space
$H^3(Y_3, \mathbb{Z})$ can be identified with the charge lattice of these states under $(A^M, \tilde{A}_N)$. The relevance
of these states in the distance conjecture will be briefly discussed in the very
last section 6.3. A second example, which will be central to section 6, are F-theory and
M-theory compactifications on Calabi-Yau fourfolds. In these cases the flux scalar potential
induced by a background four-form flux $G_4$ in $H^4(Y_4, \mathbb{Z}/2)$ is determined by the Hodge
norm. The lattice $H^4(Y_4, \mathbb{Z}/2)$ corresponds to the flux lattice.

The goal of the following discussion is to keep track of the dependence of the Hodge
norm on the complex structure deformations of the manifold $Y_D$. For Calabi-Yau manifolds
it can be shown that there exists an unobstructed moduli space $\mathcal{M}$, the complex structure
deformation space. This space is a Kähler manifold of complex dimension $h^{D-1,1} = \dim H^{D-1,1}(Y_D)$. In order to investigate the change of (2.2) along $\mathcal{M}$, we consider the Hodge decomposition

$$H^D(Y_D, \mathbb{C}) = H^{D,0} \oplus H^{D-1,1} \oplus ... \oplus H^{1,D-1} \oplus H^{0,D}, \quad (2.5)$$

where $H^{p,q} = H^{q,p}$ and $p + q = D$. This decomposition has to be determined for the chosen
complex structure on $Y_D$ and hence varies when moving along $\mathcal{M}$. Using the Kähler metric
on $Y_D$ to determine the Hodge star $\ast$ one shows that

$$\ast w^{p,q} = i^{p-q} w^{p,q}, \quad w^{p,q} \in H^{p,q}. \quad (2.6)$$

Furthermore, one has the relation that

$$\langle w^{p,q}, u^{r,s} \rangle = 0, \quad \text{for } p \neq s, q \neq r. \quad (2.7)$$

This implies that one can evaluate the Hodge norm $\|\alpha\|$, defined in (2.2), if the $(p,q)$-
decomposition of $\alpha$ has been determined.
Figure 1: Schematic depiction of a complex one-dimensional moduli space. Two overlapping patches are indicated in light green and light blue. These can, for example, contain the large complex structure point and the conifold point of a $\text{Y}_3$.

The dependence of (2.2) on the coordinates $z^I$ of the moduli space $\mathcal{M}$ can thus be understood by following the $(p,q)$-decomposition along $\mathcal{M}$. It is actually better to study how the spaces

$$F^p = \bigoplus_{r \geq p} H^{r,D-r}$$

change when moving along $\mathcal{M}$. These spaces vary, at least locally, holomorphically in the complex coordinates $z^I$ of $\mathcal{M}$ [21]. The original decomposition (2.5) is then recovered by $H^{p,q} = F^p \cap \bar{F}^q$. The moduli dependence of the $F^p$ is, in general, given by complicated transcendental functions that solve partial differential equations known as the Picard-Fuchs equations. Generically the solutions have only a finite radius of convergence and, in order to cover the whole moduli space $\mathcal{M}$ one has to work in patches, leading to a picture as in figure 1.

It is crucial for our considerations to note that the moduli space $\mathcal{M}$ is, at first, neither smooth nor compact. This is due to the fact that, when changing the complex structure, the Calabi-Yau manifold can become so singular that a Hodge decomposition as in (2.5) no longer exists. Such singular loci constitute the boundaries of the moduli space. It was shown in [42, 43] that one can modify the boundary loci, by blowing up possible singularities, such that the boundary of $\mathcal{M}$ can be written as

$$\partial \mathcal{M} = \bigcup_k \Delta_k,$$

where $\Delta_k$ are complex manifolds of complex dimension $h^{D-1,1} - 1$ intersecting at normal instance. In the following sections, we will describe how an extended structure generalizing the decomposition (2.5) can be defined on the boundaries $\bigcup_k \Delta_k$. Before doing this, we study in more detail the near-boundary behaviour of the decomposition (2.5).

### 2.2 Near-boundary expansions and nilpotent orbits

In this subsection we discuss behaviour of the decomposition (2.5) near any boundary component $\partial \mathcal{M}$ of the moduli space $\mathcal{M}$. Recalling that the boundary splits into multiple $\Delta_k$, as discussed around (2.9), we want to consider a local patch containing a co-dimension
Figure 2: Schematic depiction of the asymptotic region in a complex one-dimensional moduli space. Figures (a.1) and (a.2) show the punctured disc parametrized by the complex coordinate $z$. The boundary of interest is the puncture at $z = 0$. Figure (b) shows the universal cover of the punctured disc, the upper half plane parametrized by $t = x + iy$. The boundary of interest is now located at $y = \infty$. We also indicate that there can be a log-monodromy matrix $N^-$ appearing in (2.12) when encircling the puncture or shifting in the upper-half plane.

$n$ boundary. We thus introduce local coordinates $z^j \equiv e^{2\pi i t^j}$, $j = 1, \ldots, n$, and $\zeta^\kappa$, such that the boundary component is approached in the limit

$$z^j \to 0 \quad \text{or} \quad t^j = x^j + iy^j \to x^j_0 + i\infty.$$ \hfill (2.10)

Suppressing the $\zeta^\kappa$ coordinate directions, the considered configuration can be depicted as in figure 2.

We next recall the first major result of asymptotic Hodge theory, which states how the Hodge decomposition behaves for sufficiently large $y^j \gg 1$. As stated after (2.8) it is convenient to study the vector spaces $F^p$, since they vary holomorphically over the moduli space. This means that the $F^p$ are locally only depending on the coordinates $z^j$ or $t^j$ introduced in (2.10), but are independent of $\bar{z}^j$, $\bar{t}^j$. This statement extends to the complex coordinates $\zeta^\kappa$, which we will suppress in the following expressions. A main insight of Schmid [26] was that near a boundary $\text{Im } t^j = y^j \to \infty$ the $F^p$ always take the form

$$F^p(t) \approx F^p_{\text{pol}}(t),$$ \hfill (2.11)
where \( F_{\text{pol}}^p \) is varying, up to possibly an overall rescaling in any direction, as a polynomial in \( t \). This ‘polynomial part’ is given by

\[
F_{\text{pol}}^p(t) = e^{i N_j t^j} F_0^p,
\]

(2.12)

where \( N_j \) are constant nilpotent matrices and the \( F_0^p \) is independent of \( t^j \), but can still depend holomorphically on \( \zeta^\kappa \). The compatibility between the \( N_i \) and the spaces \( F_0^p \) can be stated as the condition that \( N_i F_0^p \subset F_0^{p-1} \). The polynomial piece is known as the nilpotent orbit. Note that (2.11) is a relation between vector spaces and it is a non-trivial statement that the polynomial part alone has \( \dim F^p = \dim F_{\text{pol}}^p \). Fixing a direction in the vector spaces there are generically exponentially suppressed corrections \( O(e^{2\pi i t^j}) \) to the identification (2.11). These are strongly suppressed in the near-boundary regime \( \text{Im } t^j \gg 1 \).

One can now show that (2.12) also defines a \((p,q)\)-decomposition and an associated norm using the analog of (2.6). Concretely, we introduce the decomposition by

\[
H^D(Y_D, \mathbb{C}) = H^{D,0}_{\text{pol}} \oplus H^{D-1,1}_{\text{pol}} \oplus \ldots \oplus H^{0,D}_{\text{pol}},
\]

(2.13)

by setting \( H_{\text{pol}}^{p,q} = F_{\text{pol}}^p \cap F_{\text{pol}}^q \). A norm \( \| \cdot \|_{\text{pol}} \) is then defined as

\[
\| \omega \|_{\text{pol}}^2 := \langle \tilde{\omega}, C_{\text{pol}} \omega \rangle, \quad C_{\text{pol}} \omega^{p,q} = i^{p-q} \omega^{p,q},
\]

(2.14)

where now \( \omega^{p,q} \in H_{\text{pol}}^{p,q} \). We also introduce the associated inner product

\[
\langle \omega | \nu \rangle_{\text{pol}} := \langle \tilde{\omega}, C_{\text{pol}} \nu \rangle,
\]

(2.15)

where we will use bra-ket notation when convenient. Note that it is non-trivial that the \( H_{\text{pol}}^{p,q} \) obtained from the polynomial \( F_{\text{pol}}^p \) suffice to span the whole space \( H^D(Y_D, \mathbb{C}) \). In contrast, it is not true in general that \( F_0^p \) can be used similarly to define a \((p,q)\)-decomposition with a well-defined norm.

At first it seems natural to view \( F_{\text{pol}}^p \) as only capturing ‘perturbative terms’, while the dropped corrections \( O(e^{2\pi i t^j}) \) in (2.11) correspond to the non-perturbative corrections. While this interpretation can indeed be made more precise in the special limit known as the large complex structure limit,\(^5\) we will discuss in the following that this is not generally the case at other limits in moduli space. In fact, in most other situations, certain crucial non-perturbative corrections are captured by \( F_{\text{pol}}^p(t) \). To simplify the discussion let us assume that \( \mathcal{M} \) is one-dimensional, i.e. we only use the coordinate \( t \) to parametrize the Hodge decomposition. In order to see which information is captured by \( F_{\text{pol}}^p \), we give an explicit expansion of the \((D,0)\)-form \( \Omega \) spanning \( F_D = H^{D,0} \), which is a one-dimensional complex vector space for a Calabi-Yau manifold. Applying (2.11) with (2.12) to \( F_D \), we find

\[
\Omega = e^{i N^0} a_0 + e^{2\pi i t^1} a_1 + e^{4\pi i t^2} a_2 + \ldots,
\]

(2.16)

\(^5\)Mirror symmetry states that complex structure deformations are exchanged with Kähler structure deformations of a dual Calabi-Yau geometry [22]. In this dual picture the strings wrapping cycles in the dual space do induce perturbative and non-perturbative corrections with the above split.
where we have fixed the overall normalization of $\Omega$ such that $a_0$ is independent of $t$. The derivative $\partial_t \Omega$ spans, together with $\Omega$ itself, the space $F^{D-1}$ and takes the form

$$\partial_t \Omega = e^{tN-} - a_0 + e^{2\pi it} (2\pi i \tilde{a}_1 + \partial_t \tilde{a}_1) + \ldots .$$  \hspace{1cm} (2.17)$$

Applying now (2.11) with (2.12) to $F^{D-1}$, we see that, as long as $N-a_0 \neq 0$, the first term in (2.17) takes again the form of a nilpotent orbit. However, if one considers a boundary with $N-a_0 = 0$ then the exponential correction in (2.16) is actually needed, such that the whole space $H^D(Y_D, \mathbb{C})$ can be obtained from the nilpotent orbit $F^p_{\text{pol}}$. In this case $\partial_t \Omega$ is proportional to $e^{2\pi it}$, but this overall factor can be removed by a rescaling since (2.12) is an equality between vector spaces. In other words, the existence of a nilpotent orbit (2.12) that gives a splitting (2.13), implies that $\Omega$ should be expanded as

$$\Omega = e^{tN-} \left( a_0 + e^{2\pi it} a_1 + e^{4\pi it} a_2 + \ldots \right),$$  \hspace{1cm} (2.18)$$

with the $a_i, i > 0$ relevant as soon as the vectors $(N^{-})^n a_0$ do not suffice to span $H^D(Y_D, \mathbb{C})$. This implies that at many boundaries exponential corrections in $\Omega$ are implied by the existence of a nilpotent orbit with the above properties. This matches nicely the recent proposal put forward in [44] and will be discussed in more generality in [45]. We also note that the generic presence of exponential corrections has recently been shown in [30] by using other results from Hodge theory.

### 2.3 Differential equations and constraints from nilpotent orbits

With the motivation to develop a holographic perspective, it is desirable to formulate the behaviour of (2.5), and hence the norm (2.2), by introducing a set of fields that live on the moduli space $\mathcal{M}$ and admit equations of motions that are inspired by Hodge theory. In the following we will motivate such equations of motion by the conditions obeyed by the nilpotent orbit $F^p_{\text{pol}}$ introduced in section 2.2. This implies that we restrict our attention to the near boundary region. Eventually, the resulting equations can be considered without reference to an underlying nilpotent orbit.

To motivate the equations of motion let us again consider a one-dimensional limit (2.10), i.e. study the nilpotent orbit

$$F^p_{\text{pol}}(t) = e^{tN-} F^p_0,$$  \hspace{1cm} (2.19)$$

depending on one variable $t$. We want to study the moduli dependence of (2.19) with respect to a fixed Hodge decomposition $H^{p,q}_{\text{ref}}$. This decomposition could be picked by simply evaluating $F^p_{\text{pol}}(t)$ at a fixed $t_0$. However, we will make a more educated choice that prepares us for the discussion of the bulk-boundary correspondence that will follow below. In fact, we will consider a reference Hodge decomposition $H^{p,q}_{\text{ref}}$ induced by

$$F^p_{\text{ref}} = e^{iN-} e^{-i\delta} F^p_0.$$  \hspace{1cm} (2.20)$$

This choice corresponds to evaluating (2.19) at $t = i$ and multiply the result by a phase matrix $e^{-i\delta}$, here $\delta$ is a real matrix in $g_R$ satisfying $[\delta, N^-] = 0$. The matrix $\delta$ can be uniquely associated to a given $N^-$, $F^p_0$ and we will call $\delta$ the phase operator in the following.
We will describe in appendix A how $\delta$ can be constructed starting from $N^-, F_0^p$. The reason why we extract a phase in (2.20) will become clear below. In a nutshell, we will find that asymptotically the moduli space metric admits an isometry group $\mathfrak{g}(2,\mathbb{R})$, discussed after (2.44). The phase operator is extracted in such a way that one can find a real slice $H^D(Y_D,\mathbb{R})$ in $H^D(Y_D,\mathbb{C})$ on which $\mathfrak{g}(2,\mathbb{R})$ acts faithfully. We also introduce the inner product $(\cdot | \cdot)$ in analogy to (2.14), (2.15).

Starting from the reference splitting $H^{p,q}_{\text{ref}} = F^p_{\text{ref}} \cap \bar{F}^q_{\text{ref}}$ induced by (2.20), we will first restrict our attention to the imaginary part $\text{Im} t = y$ that is taken to be large in (2.10) and set $x = 0$. We introduce a $G_{\mathbb{R}}$-valued function $h(y)$ that captures the change in $t = iy$ of $H^{p,q}_{\text{pol}}$ with respect to $H^{0,q}_{\text{ref}}$ by setting

$$H^{p,q}_{\text{pol}}(iy) = h(y) H^{p,q}_{\text{ref}}, \quad h(y) \in G_\mathbb{R}, \quad \text{(2.21)}$$

or

$$F^p_{\text{pol}}(iy) = e^{iyN^-} F^p_0 = h(y) F^p_{\text{ref}}. \quad \text{(2.22)}$$

Recall that $G_{\mathbb{R}}$ is the real group keeping the inner product (2.3) invariant. Since $e^{xN^-}$ is also an element of $G_{\mathbb{R}}$ one can complete (2.21) to

$$H^{p,q}_{\text{pol}}(t,\bar{t}) = e^{\bar{y}N^-} h(y) H^{p,q}_{\text{ref}} = \tilde{h}(x, y) H^{p,q}_{\text{ref}}, \quad \text{(2.23)}$$

where we have defined $\tilde{h}(x, y) := e^{xN^-} h(y) \in G_{\mathbb{R}}$. We therefore get an explicit expression for the $(p, q)$-forms in the asymptotic regime, in terms of a reference splitting. While the dependence on $x$ is rather simple, the dependence on $y$ via $h(y)$ is generally involved. We therefore focus mostly on the $y$-dependence in the following, keeping in mind that the $x$-dependence can be restored rather easily.

We can also choose to encode the splitting $\mathcal{H} = \bigoplus_p H^{p, D-p}_{\text{ref}}$ by using an operator $Q$, which is independent of $t$. Such an operator is known as grading element $Q \in \mathfrak{g}_C$, see e.g. [46, 47], and we will call it charge operator in the following. It is defined by

$$Q|w\rangle_{\text{ref}} = \frac{1}{2} (2p - D) |w\rangle_{\text{ref}} \quad \text{for} \quad |w\rangle_{\text{ref}} \in H^{p, D-p}_{\text{ref}}, \quad \text{(2.24)}$$

where we are using a bra-ket notation for states in $\mathcal{H}$. Since $\overline{H_{\text{ref}}^{p,q}} = H_{\text{ref}}^{q,p}$ we conclude that

$$Q = -Q, \quad Q \in i\mathfrak{g}_{\mathbb{R}}. \quad \text{(2.25)}$$

Recalling that the inner product $(w | v)_{\text{ref}}$ is induced by a real Weil operator $C_{\text{ref}}$ as in (2.13), (2.14), we can use $Q$ to write

$$\langle w | v \rangle_{\text{ref}} = \langle w, C_{\text{ref}} v \rangle, \quad C_{\text{ref}} = i^2 Q. \quad \text{(2.26)}$$

As a side remark, we note that the action of $Q$ on operators as in (2.30) can also be formulated more mathematically by using the decomposition of the algebra $\mathfrak{g}_C$, defined after (2.3), induced by $H^{p,q}_{\text{ref}}$. Explicitly one splits $\mathfrak{g}_C = \bigoplus_{p \in \mathbb{Z}} \mathfrak{g}^{p,-p}_{\text{ref}}$ with $\mathfrak{g}^{p,-p}_{\text{ref}} = \{ T \in \mathfrak{g}_C : TH^{a,b}_{\text{ref}} = H^{a+b,p-b}_{\text{ref}} \}$, where $\mathfrak{g}^{p,-p}_{\text{ref}} = \mathfrak{g}^{-p,p}_{\text{ref}}$ and $\mathfrak{g}^{p,-p}_{\text{ref}} \subseteq \mathfrak{g}^{p+q,-(p+q)}_{\text{ref}}$. The notation $\mathfrak{g}^{p,-p}_{\text{ref}}$ indicates that one is dealing with a Hodge structure of weight $p - p = 0$. The action the charge operator $Q$ is then induced by the split as $[Q, T] = pT$ for $T \in \mathfrak{g}^{p,-p}_{\text{ref}}$.\footnote{As a side remark, we note that the action of $Q$ on operators as in (2.30) can also be formulated more mathematically by using the decomposition of the algebra $\mathfrak{g}_C$, defined after (2.3), induced by $H^{p,q}_{\text{ref}}$. Explicitly one splits $\mathfrak{g}_C = \bigoplus_{p \in \mathbb{Z}} \mathfrak{g}^{p,-p}_{\text{ref}}$ with $\mathfrak{g}^{p,-p}_{\text{ref}} = \{ T \in \mathfrak{g}_C : TH^{a,b}_{\text{ref}} = H^{a+b,p-b}_{\text{ref}} \}$, where $\mathfrak{g}^{p,-p}_{\text{ref}} = \mathfrak{g}^{-p,p}_{\text{ref}}$ and $\mathfrak{g}^{p,-p}_{\text{ref}} \subseteq \mathfrak{g}^{p+q,-(p+q)}_{\text{ref}}$. The notation $\mathfrak{g}^{p,-p}_{\text{ref}}$ indicates that one is dealing with a Hodge structure of weight $p - p = 0$. The action the charge operator $Q$ is then induced by the split as $[Q, T] = pT$ for $T \in \mathfrak{g}^{p,-p}_{\text{ref}}$.}
The charge operator $Q$ will play a central role in the construction, since it encodes the Hodge decomposition. The fact that it is not a real operator implies that its eigenstates with real eigenvalues are complex.

The function $h(y)$ satisfies a set of equations that will constitute the base of the bulk theory discussed in section 3. We will formulate these equations in the algebra $g_{\mathbb{R}}$ associated to $G_{\mathbb{R}}$ and thus define $N^0(y) , N^- (y) \in g_{\mathbb{R}}$ by setting

$$N^0 (y) := - 2 h^{-1} \partial_y h \, , \quad N^- (y) := h^{-1} N^- h \, , \quad N^+(y) := (N^- (y))^\dagger \, ,$$

where we abbreviate $\partial_y = \frac{d}{dy}$ and denote by $\dagger$ the operation to adjoin an operator with respect to the inner product $\langle w | v \rangle_{\text{ref}}$. Note that the adjoint $O^\dagger$ to $O \in g_{\mathbb{C}}$ is given by

$$O^\dagger = - C_{\text{ref}} O C_{\text{ref}} \, ,$$

as can be seen from (2.15) and (2.4). Given these definitions one shows [26] that any $N^0(y) , N^\pm (y)$ coming from a nilpotent orbit (2.19) obeys the differential equations

$$\partial_y N^\pm = \pm \frac{1}{2} [N^\pm , N^0] \, , \quad \partial_y N^0 = - [N^+ , N^-] \, ,$$

as well as the algebraic relations

$$[Q , N^0] = i (N^+ + N^-) \, , \quad [Q , N^\pm] = - \frac{i}{2} N^0 .$$

Note that from (2.26) and (2.30) we infer

$$Q^\dagger = Q \, , \quad (N^0)^\dagger = N^0 \, , \quad N^+ = (N^-)^\dagger \, ,$$

where we have chosen the last equality as definition of $N^+$ in (2.27). Note that the equations (2.29), (2.30) are both constraints on the function $h(y)$ and make no reference anymore to the nilpotent orbit.

It is not hard to check that the differential equations (2.29) are equivalent to Nahm’s equations $\partial_y T_i = - [T_j , T_k]$ for every cyclic permutation of $i,j,k$. We can then use that in [28] it was argued that Nahm’s equations (2.29) can be analyzed by using an action principle for the fields $h(y)$. The one-dimensional action reads

$$S_{\text{Nahm}} (h) = \frac{1}{2} \int \left( \frac{1}{2} \text{Tr} \left| \left( h^{-1} \partial_y h \right)^\dagger + h^{-1} \partial_y h \right|^2 + 2 \text{Tr} | h^{-1} N^- h |^2 \right) dy \, ,$$

$$= \frac{1}{2} \int \left( \frac{1}{4} \text{Tr} \left| (N^0)^\dagger + N^0 \right|^2 + 2 \text{Tr} | N^- |^2 \right) dy \, ,$$

where $|A|^2 = A^\dagger A$, with the dagger and the trace is evaluated in the norm $\langle v | w \rangle_{\text{ref}}$. To see this, we check that the two equations to the left in (2.29) are automatically satisfied with

---

7 This is shown in Lemma 9.8.

8 It might be useful to point out that [27] displays these conditions in a different form: $N^- - N^+$ has charge $q = 0$ under $\text{ad} Q$, while $N^0$ has a $q = 1$ and $q = -1$ component under $\text{ad} Q$. Furthermore, they require $N^- - N^+ = i^{-q} N^q Q^2$, and $N^+ = - i^{2q} N^- e^{2q}$. These conditions are equivalent to the conditions stated here.
the Ansatz \((2.27)\), while the last one is obtained from \((2.32)\). The latter statement follows if we vary the action by using
\[
\delta N^- = -[h^{-1}\delta h, N^-] \quad \text{and} \quad \delta N^0 = -[h^{-1}\delta h, N^0] - 2\frac{d}{dy}(h^{-1}\delta h).
\]
Note that we can equivalently formulate the conditions \((2.29)\), \((2.30)\) and the action \((2.32)\) as constraints on \(\hat{h}(x, y)\). We will see in section 3 that the construction naturally generalizes to an action for \(\hat{h}(x, y)\) that can be coupled to two-dimensional gravity.

Before turning to the discussion of moduli space metric, let us close with a number of remarks. It is useful to note that the equations \((2.29)\) can be rewritten in many different forms that highlight certain aspects of the construction. Firstly, we can use \((2.30)\) to obtain a differential equation in Lax form,
\[
\partial_y N^- = -i \left[ N^-, [Q, N^-] \right], \quad (2.33)
\]
which highlights the fact that there is an underlying integrable structure. Secondly, we can define the complex operators
\[
L_{\pm 1}(y) := \frac{1}{2} \left( N^+ + N^- \mp i N^0 \right) , \quad L_0(y) := i \left( N^- - N^+ \right) , \quad (2.34)
\]
which satisfy \(L^\dagger_0 = L_0\) and \(L^\dagger_1 = L_{-1}\). The index \(\alpha = (-1, 0, 1)\) indicates the charge of these operators,
\[
[Q, L_\alpha] = \alpha L_\alpha . \quad (2.35)
\]
The equations \((2.29)\) can then be written in the form of the \(tt^*\) equations \([29]\). Setting \(D \equiv \partial_t - \frac{i}{4}L_0\) and \(C \equiv \frac{1}{2}L_{-1}\), the conditions \((2.29)\) and \((2.30)\) are then equivalent to
\[
[D, C] = [D, \bar{C}] = 0 , \quad [D, \bar{D}] = -[C, \bar{C}] , \quad (2.36)
\]
\[
[Q, C] = -C , \quad [Q, \bar{C}] = \bar{C} , \quad [D, Q] = [\bar{D}, Q] = 0 .
\]
It is long known that these equations emerge from the variations of Hodge structures \([29]\). This connection also provides the link between our work and the recent papers \([30, 31]\).

### 2.4 Metric on the moduli space and its near boundary expansion

There are at least two natural metrics, denoted by \(g^{WP}\) and \(g^H\), that can be defined on the moduli space \(\mathcal{M}\). In Calabi-Yau compactifications the physically most relevant metric is the so-called Weil-Petersson metric \(g^{WP}\). It determines the kinetic terms of the complex coordinates \(z^K\), when interpreting them as scalar fields in the low energy effective action. In the study of the distance conjecture in Calabi-Yau compactifications \(g^{WP}\) is therefore relevant to distinguish finite and infinite distance geodesics. As was shown in \([25]\) and exploited in \([3, 6]\), infinite distances only can occur when approaching a boundary with an associated non-vanishing \(N^-\) that satisfies \(N^- a_0 \neq 0\), with \(a_0\) appearing in \((2.16)\). We will see that the Weil-Petersson metric near such points takes a characteristic asymptotic form. In fact, we will argue that at each such limit an \(\mathfrak{sl}(2, \mathbb{R})\) isometry algebra emerges. This feature turns out to be generally true for \(N^- \neq 0\) if one considers the Hodge metric \(g^H\) on moduli space, which we will introduce below. Later on, in section 4, we will see that this \(\mathfrak{sl}(2, \mathbb{R})\) is key in determining the symmetry of the boundary theory.
To begin with, we recall that the Weil-Petersson metric is a Kähler metric and can be derived via \( g^{WP}_{i\bar{j}} = \partial_{z^i} \partial_{\bar{z}^j} K \) from a Kähler potential
\[
K = - \log \int_{Y_D} \Omega \wedge \bar{\Omega} = - \log \| \Omega(z) \|^2,
\]
where \( \Omega(z) \) is the \((D,0)\)-form on \( Y_D \) spanning \( H^{D,0} \) and varies holomorphically in the \( z^I \). This metric can be explicitly evaluated by introducing a basis of \((D - 1,1)\)-forms as derivatives of \( \Omega \). These are defined by evaluating \( \partial_{z^I} \Omega \) and projecting the result to the \((D - 1,1)\) part, \( [\partial_{z^I} \Omega]^{(D-1,1)} = \nabla_i \Omega \). We have denoted by \( \nabla_i \Omega \) the resulting \((D - 1,1)\)-forms.\(^9\) Taking derivatives of (2.37) one thus derives the Weil-Petersson metric
\[
g^{WP}_{i\bar{j}} = \frac{1}{\int_{Y_D} \Omega \wedge \bar{\Omega}} \int_{Y_D} \nabla_i \Omega \wedge \nabla_{\bar{j}} \bar{\Omega}.
\]

Let us now give a first, rough, evaluation of this metric near the boundary of the moduli space by using the expansions introduced in section 2.2. For simplicity we will only focus on a single coordinate \( t = x + iy \) in the regime \( y \gg 1 \) and drop all \( \zeta^\kappa \)-dependence labelling the position on the boundary. Inserting (2.18) into the Kähler potential (2.37) we compute the line element
\[
d\kappa^2_{WP} = \frac{1}{y^2} \left( \hat{d} + \gamma(y) \right) \left( dy^2 + dx^2 \right),
\]
where \( \gamma(y) \) vanishes as \( y \to \infty \). The integer \( \hat{d} \in \{0,...,D\} \) is the highest power of \( N^- \) that does not annihilate \( a_0 \) introduced in (2.18), i.e. \( (N^-)^{\hat{d}} a_0 \neq 0 \) while \( (N^-)^{\hat{d}+1} a_0 = 0 \). Therefore, as long as \( \hat{d} > 0 \), i.e. \( N^- a_0 \neq 0 \) the metric asymptotes to the Poincaré metric, which is also describing a patch of Euclidian Anti-de Sitter space. Being motivated to establish a holographic perspective one might thus want to either treat the case \( \hat{d} = 0 \) separately, or consider a more suitable metric. In fact, the case \( \hat{d} = 0 \) describes precisely the situation in which the boundary is at finite distance, i.e. that there exists a path to the boundary of finite length in the Weil-Petersson metric. In light of the distance conjecture [2], which discusses infinite distance boundaries, we thus indeed expect that the finite distance case \( \hat{d} = 0 \) is special. The details on how the distinction of the cases \( \hat{d} = 0 \) and \( \hat{d} > 0 \) plays out in studying the states relevant to the distance conjecture was explained in detail in [3, 6, 7]. From the perspective of the underlying structure, however, the case \( \hat{d} = 0 \) is not particularly special as we will see by looking at another well-known metric, the Hodge metric on \( \mathcal{M} \), in which this distinction disappears.

While the Weil-Petersson metric is directly physically relevant in Calabi-Yau compactifications, the so-called Hodge metric \( g^H \) is central in Hodge theory. Its properties have been studied in numerous mathematical works (see e.g. [48–54]). In fact, it was also used in the physical study of Calabi-Yau compactifications with background fluxes in [52, 53]. Crucially, it turns out to have ‘nicer’ properties when considering its curvature tensors, which is mainly due to its universal asymptotic behaviour. The Hodge metric is defined by
\[
g^{H}_{i\bar{j}} = \sum_{p=0}^{D} g^{\alpha_p \bar{\beta}_p} \int_{Y_D} \nabla I \chi_{\alpha_p} \wedge \ast \nabla J \chi_{\beta_p},
\]
\(^9\)It can be checked that \( \nabla_i \) is the Kähler-covariant derivative in this case.
where $\chi_{\alpha_p}$ is a basis of $(D - p, p)$-forms and $\nabla I \chi_{\alpha_p}$ is the derivative $\partial_z^I \chi_{\alpha_p}$ projected onto the $(D - p - 1, p + 1)$-component. The matrix $G^{\alpha_p \tilde{\alpha}_p}$ is the inverse of the metric

$$
G_{\alpha_p \tilde{\alpha}_p} = \int_{Y_D} \chi_{\alpha_p} \wedge \star \chi_{\alpha_p}.
$$

(2.41)

Note that the sum defining $g_{IJ}^H$ contains terms that are equal to $g_{IJ}^{WP}$. In fact, one immediately sees that the summand $p = 0$ in (2.40) is exactly the Weil-Petersson metric (2.38), since the only $(D, 0)$ is $\Omega$ and the metric (2.41) yields a single term proportional to $\int \Omega \wedge \bar{\Omega}$ in this direction. In addition, the metric $g_{IJ}^{WP}$ also appears from the summand $p = D$, since in this case one finds only the $(0, D)$-form $\Omega$. This leads us to conclude that $g_{IJ}^H = 2g_{IJ}^{WP} + \ldots$, with the omitted terms being positive definite expressions in the curvature tensors of $g_{IJ}^{WP}$.

A direct computation reveals that one can explicitly relate the Weil-Petersson and Hodge metric for Calabi-Yau manifolds of arbitrary dimension $D$. For example, it was found in [50, 55, 56] that

$$
D = 3 : \quad g_{IJ}^H = \left(h^{2,1} + 3\right) g_{IJ}^{WP} + R_{IJ}^{WP}
$$

(2.42)

$$
D = 4 : \quad g_{IJ}^H = 2 \left(h^{3,1} + 2\right) g_{IJ}^{WP} + 2R_{IJ}^{WP},
$$

where $R_{IJ}^{WP}$ is the Ricci tensor computed in the Weil-Petersson metric. A key observation is that the metric $g_{IJ}^H$ has a nice asymptotic behaviour. In fact, we will see that its asymptotic form always splits off a part that is a Poincaré metric as long as one has $N_i^- \neq 0$, for at least one $N_i$.

Near the boundary of the moduli space we can use the nilpotent orbit to derive the metric $g_{IJ}$. Let us, as above, denote by $\chi_{\alpha_p}$ a basis of $(D - p, p)$-forms, which are now in the decomposition (2.13), and denote by $\nabla I \chi_{\alpha_p}$ the $z^I$-derivative projected to the $(D - p - 1, p + 1)$-piece. We now use the notation (2.15) to write the metric (2.40) as

$$
g_{IJ} = \sum_{p=0}^{D} \langle \chi_{\alpha_p} | \chi_{\beta_p} \rangle_{\text{pol}}^{-1} \nabla I \chi_{\alpha_p} \nabla J \chi_{\beta_p} \rangle_{\text{pol}},
$$

(2.43)

where we have used the notation established in (2.15).

To give a first study the asymptotic behaviour of the Hodge metric $g_{IJ}^H$ we again focus on a single coordinate $t = x + iy$ in the regime $y \gg 1$ and drop all $\zeta^\nu$-dependence. To evaluate the leading metric we use (2.18) and its successive derivatives with respect to $t$. The line element for the metric $g_{IJ}$ now takes the form

$$
d s_t^2 = \frac{1}{y^2} \left( e^{(0)} + \bar{\gamma} (y) \right) \left( d y^2 + d x^2 \right),
$$

(2.44)

where now $e^{(0)} = \frac{1}{12} \sum_i d_i (d_i + 1) (d_i + 2)$ with a sum over the irreducible $\mathfrak{sl}(2, \mathbb{R})$-representations with highest weight $d_i$ in the boundary theory introduced in section 4, see [57] for details. Crucially, we realize that as long as $N^- \neq 0$ we have $e^{(0)} > 0$. Note that this implies that the metric indeed becomes the Poincaré metric $\frac{e^{(0)}}{y^2} (d y^2 + d x^2)$ in the limit $y \gg 1$. It is not hard to check that this metric admits an $SO(2, 1)$ isometry group. Furthermore, recall that $SL(2, \mathbb{R}) \cong SO(2, 1)$ is the global conformal group in one dimension. It might therefore
be tempting to associate a conformal quantum mechanical system to this setting. In fact, we will see in section 4 that there is indeed a type of ‘boundary theory’ associated to each asymptotic limit. In fact, we will see that the asymptotic metric (2.44) admits an expansion

$$ds^2_n = \frac{1}{y^2} \left( c^{(0)} + \frac{c^{(1)}}{y} + \frac{c^{(2)}}{y^2} + \ldots \right) \left( dy^2 + dx^2 \right), \quad (2.45)$$

and find that the coefficients $c^{(i)}$ are determined non-trivially by a set of boundary data. This strategy can also be applied to obtain the expansion of the Weil-Petersson metric. In the case of having an infinite distance boundary the ‘boundary theory’ fixes the the asymptotic expansion in powers of $1/y$ at $y \to \infty$. Note, however, that in contrast to standard AdS$_2$ holography, we are not considering the conformal boundary at $y \to 0$.

### 3 The bulk theory on the moduli space

In this section we discuss aspects of the classical bulk theory living on the moduli space. The aim is to find field equations and an action principle for a metric and a matrix-valued field, such that the classical solutions include the ‘physical’ nilpotent orbits (2.12). In other words, we use the statements of Hodge theory reviewed in section 2 and the existence of a nilpotent orbit as a motivation for a bulk theory. It will then become clear that the field equations of this theory only yield back a nilpotent orbit, if certain boundary conditions are imposed. These are provided by the boundary theory introduced in section 4. One of the goals of our construction is to capture the information about the asymptotic geometry of moduli spaces without reference to Hodge theory. As noted before, there is a natural action principle associated to one-parameter nilpotent orbits [28]. Recently, a significant generalization has been discussed in [30]. Cecotti also suggested in [31] that an Einstein-Hilbert term with negative cosmological constant can be coupled. Since such a coupling is trivial in two-dimensions, i.e. in the settings most relevant to this work, we suggest in section 3.2 to deviate from [30]. It should be stressed, however, that many aspects of the argument in section 3.1 and 3.2 are similar to [30, 31] and have been observed independently as part of this project. The fact that there is a bulk gravity action on moduli space fits rather naturally to the holographic perspective suggested here.

#### 3.1 Bulk action for matter fields

In order to construct a bulk theory compatible with the Hodge theory analysis of section 2, we first discuss the relevant field equations without reference to a nilpotent orbit. We then aim to find an action on the moduli space encoding these equations. We will focus on a real two-dimensional moduli space and later comment on possible higher-dimensional generalizations.

Instead of fixing $\mathcal{M}$ to be the moduli space of a Calabi-Yau manifold, we consider $\mathcal{M}$ abstractly as being the real two-dimensional world-sheet of a bulk sigma model. We denote the local world-sheet coordinates by $\sigma^1, \sigma^2$. This sigma-model has matter fields $h(\sigma)$ that take values in the group $G_{\mathbb{R}}$, which is the target space of the bulk sigma model. The group $G_{\mathbb{R}}$ acts on a finite-dimensional complex Hilbert space $\mathcal{H}$ and preserves some bilinear form
We denote the fixed inner product on $H$ by $\langle v|w \rangle_{\text{ref}}$. A non-trivial requirement is that the inner product can be written using a grading element $Q \in \mathfrak{g}_R$, which we call the charge operator. By definition, this operator is a semisimple algebra element which splits $\mathfrak{g}_C$ into eigenspaces with integer eigenvalues and obeys $\bar{Q} = -Q$. Given any operator $\mathcal{O} \in \mathfrak{g}_C$, we can then make a decomposition $\mathcal{O} = \sum_l \mathcal{O}_l$ such that

$$[Q, \mathcal{O}_l] = l \mathcal{O}_l, \quad l = -D, \ldots, D.$$  

This grading element gives an essentially equivalent way to formulate a Hodge decomposition and their infinitesimal variations.\footnote{See \cite{46, 47} for the mathematical details.}

Motivated by the Hodge theory construction we now require as in section 2 that

$$\langle v|w \rangle_{\text{ref}} = \langle v, i^{2Q}w \rangle.$$  

Note that we infer by using (2.4) that $Q^\dagger = Q$, with the adjoint taken with respect to $\langle v|w \rangle_{\text{ref}}$.

Given this structure we can now discuss the field equations for the matter fields $\hat{h}$. Let us first restate the second equation in (2.29) using $\hat{h}$, which amount to writing

$$2 \partial_y \left( \hat{h}^{-1} \partial_y \hat{h} \right) = \left[ \left( \hat{h}^{-1} \partial_x \hat{h} \right)^\dagger, \hat{h}^{-1} \partial_x \hat{h} \right].$$

Furthermore, we recall that the equations (2.30) can be rewritten using $\hat{h}$ and take the form

$$-2 [Q, \hat{h}^{-1} \partial_y \hat{h}] = i \left( \left( \hat{h}^{-1} \partial_x \hat{h} \right)^\dagger + \hat{h}^{-1} \partial_x \hat{h} \right), \quad [Q, \hat{h}^{-1} \partial_x \hat{h}] = i \hat{h}^{-1} \partial_y \hat{h}.$$  

We note that this equation implies

$$\left( \hat{h}^{-1} \partial_y \hat{h} \right)^\dagger = \hat{h}^{-1} \partial_y \hat{h}.$$  

Clearly, the equations (3.3), (3.4) are not democratic in $x, y$, which is due to the fact that in the nilpotent orbit solutions the coordinate $x$ appears only through the exponential $e^{x N^-}$ as seen in (2.23). This simple dependence yields the conditions

$$\partial_x \left( \hat{h}^{-1} \partial_y \hat{h} \right) = \partial_x \left( \hat{h}^{-1} \partial_x \hat{h} \right) = 0.$$  

We can also realize these constraints by requiring the existence of a continuous symmetry

$$\hat{h}(x + c, y) = e^{c N^-} \hat{h}(x, y),$$

where $c$ is any real constant and $N^-$ is some real matrix in $\mathfrak{g}_R$. To obtain an unconstrained set of equations of motion democratic in $\sigma^1 \equiv x, \sigma^2 \equiv y$ we can combine (3.6) with (3.3) and (3.5) to obtain

$$\sum_\alpha \partial_{\sigma^\alpha} \left( \hat{h}^{-1} \partial_{\sigma^\alpha} \hat{h} + \left( \hat{h}^{-1} \partial_{\sigma^\alpha} \hat{h} \right)^\dagger \right) - \left[ \left( \hat{h}^{-1} \partial_{\sigma^\alpha} \hat{h} \right)^\dagger, \hat{h}^{-1} \partial_{\sigma^\alpha} \hat{h} \right] = 0.$$
In the following we will view these equations as equations of motion for $\hat{h}$. That this is plausible can be further motivated in various ways. Firstly, we could have considered in section 2 the full variation of Hodge structure as done in [30]. Secondly, we can obtain the equations of motion (3.8) from an action that arises as natural generalization of (2.32) as we will see in the following.

To obtain a bulk matter action principle, we start with the one-dimensional action (2.32). To obtain a two-dimensional action for the matter fields $\hat{h}(\sigma)$, we first replace $h^{-1}\partial_y h = \hat{h}^{-1}\partial_y \hat{h}$ and $h^{-1}N^- h = \hat{h}^{-1}\partial_x \hat{h}$ by temporarily assuming the simple $x$-dependence $\hat{h} = e^{xN^-} h$. Integrating over $\sigma \equiv x$ the action (2.32) then generalizes to an action $S(\hat{h})$ as

$$ S(\hat{h}) = \frac{1}{2} \int d^2\sigma \left( \text{Tr}\left( \hat{h}^{-1}\partial_{\sigma x} \hat{h} \right) \right) + \frac{d}{d\sigma^2} \left( \hat{h}^{-1}\partial_{\sigma x} \hat{h} \right) |^2 + 2 \text{Tr}\left( \hat{h}^{-1}\partial_{\sigma y} \hat{h} \right) |^2 , \quad (3.9) $$

where $|A|^2 = A^\dagger A$ and $d^2\sigma = d\sigma^1 d\sigma^2$. We can check that adding the terms $\text{Tr}(\hat{h}^{-1}\partial_{\sigma^1} \hat{h})^2$ and $\text{Tr}(\hat{h}^{-1}\partial_{\sigma^1} \hat{h})^2$ to the action does not change the equations of motion. This allows us to write

$$ S_{\text{mat}}(\hat{h}) = \frac{1}{2} \int d^2\sigma \sum_{\alpha} \text{Tr}\left( \hat{h}^{-1}\partial_{\sigma^\alpha} \hat{h} \right) + \frac{d}{d\sigma^\alpha} \left( \hat{h}^{-1}\partial_{\sigma^\alpha} \hat{h} \right) |^2 . \quad (3.10) $$

That the equations of motion resulting from this action are indeed given by (3.8) can be checked by using

$$ \delta \left( \hat{h}^{-1}\partial_{\sigma^\alpha} \hat{h} \right) = - \left[ \hat{h}^{-1}\delta \hat{h}, \hat{h}^{-1}\partial_{\sigma^\alpha} \hat{h} \right] + \frac{d}{d\sigma^\alpha} \left( \hat{h}^{-1}\delta \hat{h} \right) . \quad (3.11) $$

Let us note that the action (3.10) agrees with the one found in [30], which was shown to yield the $tt^*$ equations. We also see that the generalization to higher-dimensional field spaces of (3.10) and (3.4) appears to be straightforward. This is partly deceiving, since further constraints arise from imposing commutativity of certain derivatives $\hat{h}^{-1}\partial_{\sigma^\alpha} \hat{h}$. When looking at near boundary solutions a very non-trivial structure emerges [27] that we will not further analyze in this work. Our study of solutions to (3.8) and (3.4) near the boundary does apply, however, to higher-dimensional moduli spaces where $\hat{h}$ depends on two coordinates $\sigma^1, \sigma^2$ near the boundary and a number of directions that remain in the bulk and are suppressed in the notation.

It is important to note that the action (3.10) has to be supplemented by (3.4). From the above discussion it should be clear that the existence of $Q$ and the constraint (3.4) is central to the construction and it would be desirable to find an action principle that also yields the latter constraint. In the bulk-boundary matching of section 5, however, we will only need the field equations (3.3) and (3.4) and therefore leave the construction of a complete action principle to future work. Furthermore, it is crucial to impose a set of boundary conditions to obtain solutions to these field equations that correspond to nilpotent orbits as we will see in section 5. Firstly, one has to require the symmetry (3.7) which constrains the $x$-dependence of $\hat{h}$. Secondly, note that a solution to (3.3) with (3.4) gives also a solution to Nahm’s equations (2.29) when setting

$$ \mathcal{N}^0 := -2\hat{h}^{-1}\partial_y \hat{h}, \quad \mathcal{N}^- := \hat{h}^{-1}\partial_x \hat{h}, \quad \mathcal{N}^+ := (\mathcal{N}^- (y))^\dagger . \quad (3.12) $$
The solutions to Nahm’s equations give rise at the poles of $\mathcal{N}^0, \mathcal{N}^\pm$ to a special triple of operators that commute as generators of $\mathfrak{sl}(2, \mathbb{R}) \cong \mathfrak{su}(2)$ [58]. In the situation at hand, we are interested in solutions near $y = \infty$ and we will consider general bulk solutions of the form

$$\mathcal{N}^0 = \frac{\hat{N}^0}{y} + O \left( y^{-\frac{3}{2}} \right), \quad \mathcal{N}^\pm = \frac{\hat{N}^\pm}{y} + O \left( y^{-\frac{3}{2}} \right). \quad (3.13)$$

The coefficients of the slowest decreasing term of $\mathcal{N}^0, \mathcal{N}^\pm$ are triples $(\hat{N}^0, \hat{N}^\pm)$, which are generators of an algebra $\mathfrak{sl}(2, \mathbb{R})$ as we will discuss below. One can think of the $(\hat{N}^0, \hat{N}^\pm)$ as setting part of the boundary conditions for the solution $\mathcal{N}^0, \mathcal{N}^\pm$. Furthermore, to implement the positivity of the norms over the moduli space, we also need to make sure that there is a well-defined reference structure $|v\rangle_{\text{ref}}$, which we will argue should exist on the boundary. Therefore, to single out solutions that correspond to physical situations, i.e. to a valid $F_{pol}^p$, we will then turn this into a requirement for a specification of the physical boundary conditions. In the next section 4 we suggest that these boundary conditions arise from a certain ‘boundary theory’.

### 3.2 On the coupling to gravity

In the following we would like to briefly comment on the possibility to couple the matter action of section 3.1 to gravity. As before, we will mostly focus on a one-dimensional moduli space, but later comment on possible generalizations. Several aspects of the following discussion have recently also appeared in [31]. We will make contact with the results given there and highlight where our construction differs.

From a holographic perspective it would be natural if there is actually a gravity theory on the moduli space with a dynamical metric $g_{\alpha\beta}$. For a real two-dimensional $\mathcal{M}$, however, we recall that Einstein gravity is non-dynamical and the Einstein-Hilbert term reduces to a constant. In fact, we can think of (3.10) as a two-dimensional string world-sheet action gauge-fixed to the trivial metric $\delta_{\alpha\beta}$. The coupling to a general metric $g_{\alpha\beta}$ yields then the action

$$S_{\text{mat}}(g, \hat{h}) = \int_{\mathcal{M}} d^2 \sigma \sqrt{g} \mathcal{L}_{\text{mat}}, \quad (3.14)$$

with

$$\mathcal{L}_{\text{mat}} = \frac{1}{2} g^{\alpha\beta} \text{Tr} \left[ (\hat{h}^{-1} \partial_{\sigma^\alpha} \hat{h})^\dagger + \hat{h}^{-1} \partial_{\sigma^\alpha} \hat{h} \right] \left[ (\hat{h}^{-1} \partial_{\sigma^\beta} \hat{h})^\dagger + \hat{h}^{-1} \partial_{\sigma^\beta} \hat{h} \right]. \quad (3.15)$$

There are now two sets of equations of motion: (1) the equations of motion of $\hat{h}$, and (2) the equations of motion for $g_{\alpha\beta}$. The latter simply correspond to the statement that the energy-momentum tensor vanishes,

$$T^{\text{mat}}_{\alpha\beta} = 0. \quad (3.16)$$

Let us now compute $T^{\text{mat}}_{\alpha\beta}$ and check when it vanishes on-shell for a nilpotent orbit solution $\hat{h}$.

In evaluating the energy momentum tensor $T^{\text{mat}}_{\alpha\beta}$ we use the important observation that in complex coordinates $t = \sigma^1 + i \sigma^2$ one finds that the integrand in (3.10) can be expressed by using the Hodge metric (2.43) when evaluated on a solution $\hat{h}$ corresponding to a nilpotent orbit. To see this, we use a basis of $(D - p, p)$-forms $\hat{h} |v\rangle_{\text{ref}}$ in the expression for
the Hodge metric (2.43). If \( \hat{h}|v|_{\text{ref}} \) is of type \( (D - p, p) \) then also \( |v|_{\text{ref}} \) is of type \( (D - p, p) \), but now in the reference Hodge decomposition (2.23). Since \( \mathcal{L}_{-1} \) obeys (2.35) we conclude that \( \mathcal{L}_{-1}|v|_{\text{ref}} \) is a \( (D - p - 1, p + 1) \)-form as can be checked by recalling (2.24). Hence, we realize that \( \mathcal{L}_{-1} \) acts as \( \nabla_t \) appearing in the Hodge metric (2.43) and allows us to rewrite the line element of \( g^W \). Concretely, using Tr\((\mathcal{L}_{-1}^2) = -\text{Tr}([Q, \mathcal{L}_{-1}]\mathcal{L}_{-1}) = 0 \), the line element of the Hodge metric can be written as

\[
g^W_{t\bar{t}} = \frac{1}{2}\text{Tr}[\hat{h}^{-1}\partial_{\alpha} \hat{h}]^\dagger + \hat{h}^{-1}\partial_{\alpha} \hat{h}^2 (d\sigma^\alpha)^2 \tag{3.17}
\]

where we have used (3.16) in the second equality and (2.31), (3.12) in the third. Therefore, the Lagrangian density \( \mathcal{L}_{\text{mat}} \) and the energy momentum tensor \( T^\text{mat}_{\alpha\beta} \) can be evaluated on a nilpotent orbit solution as

\[
\mathcal{L}_{\text{mat}} = \frac{1}{2}g^W_{\alpha\beta} \mathcal{L}^W_{\alpha\beta}, \quad T^\text{mat}_{\alpha\beta} = g^W_{\alpha\beta} - \frac{1}{2}g_{\alpha\beta} g^{\gamma\delta} g^W_{\gamma\delta}, \tag{3.18}
\]

where we have expressed \( g^W_{\alpha\beta} \) in real coordinates, keeping in mind that this metric is Kähler and hence obeys \( g^W_{t\bar{t}} = g^W_{\bar{t}t} = 0 \). It is now easy to see that \( T^\text{mat}_{\alpha\beta} = 0 \) for any choice of metric \( g_{\alpha\beta} \) on \( \mathcal{M} \) that satisfies \( g_{tt} = g_{\bar{t}\bar{t}} = 0 \). In particular, we can consider \( g_{\alpha\beta} \) to be the Kähler metrics \( g_{\alpha\beta} = g_{\alpha\beta}^\text{WP} \) or \( g_{\alpha\beta} = g_{\alpha\beta}^\text{mat} \) and satisfy the complete set of equations of motion of (3.14). The latter fact was also shown in general dimension in [30, 31].

While this result is encouraging it appears that one should look for a more sophisticated two-dimensional gravity theory. Ideally one would like to construct a two-dimensional theory, such that \( g^W_{t\bar{t}} \) with the expansion (2.39) is a solution at infinite distance points. Starting again with the nilpotent orbit solutions for the matter theory and imposing (3.16), we realize from the above discussion that there is only a single real function, namely \( g_{tt} \), in the metric \( g_{\alpha\beta} \) to be fixed. This can be done by imposing one real equation relating the matter part of the theory to the pure gravity part. In particular, we will now check that imposing

\[
R - 2\Lambda = 2\kappa^2 \mathcal{L}_{\text{mat}} \tag{3.19}
\]

does indeed ensure that \( g_{tt} = g_{tt}^\text{WP} \), if we fix \( \Lambda \) and \( \kappa \) appropriately. Considering \( \mathcal{L}_{\text{mat}} \) on a nilpotent orbit solution \( \hat{h} \), we use (3.18) to show that (3.19) can be written as

\[
g^{\alpha\beta} (R_{\alpha\beta} - 4\Lambda g_{\alpha\beta}) = \kappa^2 g^{\alpha\beta} g^W_{\alpha\beta}. \tag{3.20}
\]

The real equation fixes \( g_{tt} \) in case we impose \( T^\text{mat}_{\alpha\beta} = 0 \). To ensure the match with \( g_{tt} = g_{tt}^\text{WP} \), we now fix \( \kappa, \Lambda \) by assuming \( g_{\alpha\beta} = g_{\alpha\beta}^\text{WP} \) and exploiting the relation of the Hodge metric \( g^W_{\alpha\beta} \) with \( g_{\alpha\beta}^\text{WP} \). Recall the that we have given the explicit relations in (2.42) for Calabi-Yau threefolds \( (D = 3) \) and Calabi-Yau fourfolds \( (D = 4) \) and refer to [53] for the general discussion. For these two cases one finds

\[
D = 3: \quad \Lambda = -1, \quad \kappa^2 = 1, \quad D = 4: \quad \Lambda = -\frac{3}{4}, \quad \kappa^2 = \frac{1}{2}. \tag{3.21}
\]
It would be desirable to formulate an action principle imposing the field equations (3.4), (3.8), (3.16), (3.19) on $\hat{h}$ and $g_{\alpha\beta}$. A natural choice appears to be the coupling of (3.14) to the Jackiw-Teitelboim gravity action [59, 60]. Introducing an auxiliary field $\Phi(\sigma)$ the full action then reads

$$S(\hat{h}, g, \Phi) = -\frac{1}{2\kappa^2} \int_M d^2\sigma \sqrt{g}(R - 2\Lambda) + \int_M d^2\sigma \sqrt{g} \Phi L_{\text{mat}}. \quad (3.22)$$

The field $\Phi$ acts as a Lagrange multiplier and enforces the condition (3.19). We stress, however, that this theory is likely not complete and deserves further study. In particular, we find that the coupling to $\Phi$ also modifies the matter equations of motion and we recall that we need to impose the constraint (3.4) on the matter fields. Furthermore, we have not discussed possible boundary terms in the action (3.22). It would be desirable to identify the correct gravity model, if it exists at all, from the plethora of two-dimensional possibilities [61, 62].

Let us close by noting that for higher-dimensional moduli spaces a coupling to gravity with a Einstein-Hilbert action with a cosmological constant is possible [31]. Also in these cases one can determine $\kappa$ and $\Lambda$ depending on $D$ and the dimensionality of $\mathcal{M}$, such that the ‘physical’ metric $g_{\alpha\beta}^{\text{wp}}$ is a solution to the Einstein equations. In light of the above observations and with a focus on a holographic perspective it would be nice to see if this is indeed the correct coupling to gravity. In the remainder of the paper we will mostly restrict to the two-dimensional situation and, since we are only talking about classical aspects of the theory, it will suffice to work with the field equations (3.8) and (3.4) directly.

4 The $\text{Sl}(2,\mathbb{C})$ boundary theory

In this section we discuss the structure that arises at the boundary $\partial \mathcal{M}$ of the moduli space $\mathcal{M}$ with a focus on a $\text{dim}\mathcal{M} - 1$ dimensional component. Recalling that the boundary splits into multiple such components $\Delta_k$, as discussed around (2.9), we thus want to describe the boundary theory for a fixed component, say $\Delta_0$, and describe how in a local patch around it the Hodge norm and the Hodge decomposition can be determined in the bulk. We introduce local coordinates $z \equiv e^{2\pi it}$ and $\zeta^\kappa$, such that the boundary component is approached in the limit

$$z \to 0 \quad \text{or} \quad t = x + iy \to x_0 + i\infty. \quad (4.1)$$

Suppressing the $\zeta^\kappa$ coordinate directions, the considered configuration can be depicted as in figure 2. The cases of higher co-dimension is significantly more involved and goes beyond the scope of this work.

Let us begin by briefly motivating how the relevant data on the boundary is extracted. As for the bulk theory the motivation comes from Hodge theory, or more precisely the existence of a nilpotent orbit introduced in section 2.2. The non-trivial task is then to extract the relevant data in the limit $y \to \infty$. Roughly stated, one performs a clever expansion of $F^p_{\text{pol}}$ in $t$ around the point $y = \infty$ and analyses the information carried by the various terms near the boundary of $\mathcal{M}$. One then finds that an intriguing algebraic
structure with $\mathfrak{sl}(2, \mathbb{C})$ symmetry emerges and we propose that this should be the symmetry algebra of a boundary theory. To understand how the nilpotent orbit defines the boundary data the reader may later consult section 5 where we match the bulk and boundary theories. Given a nilpotent orbit the boundary data can always be extracted as we will describe in section 5.3.

In this section we describe the for us relevant structures of the boundary theory abstractly without describing how the data is derived from Hodge theory. More precisely, we will discuss the following boundary data in detail:

1. Hilbert space: $\mathcal{H}$ and $\mathfrak{g}$-invariant $\langle v, w \rangle$,
2. boundary charge decomposition: $Q_{\infty}$ with $\langle v|w \rangle_{\infty} = \langle \bar{v}, e^{\pi i Q_{\infty}}w \rangle$,
3. $\mathfrak{sl}(2, \mathbb{C})$-algebra in $\mathfrak{g}$: $(L_{-1}, L_0, L_{+1})$,
4. phase operator in $\mathfrak{g}$: $\hat{\delta}$.

Our discussion will make very little reference to the underlying Hodge theory and will be formulated using operators rather than $(p, q)$-splittings.\textsuperscript{11} It is important to stress that we will not attempt to construct the full boundary theory, but rather note that the data (4.2) is sufficient for the purposes of this work. We will will sometimes refer loosely to the data (4.2) as being the ‘boundary theory’.

As an aside, let us not that an actual boundary theory could be obtained by using the data (4.2) to define a conformal quantum mechanics model. To introduce a time dependence, we could consider the boundary to still depend on a coordinate $\tau = \frac{1}{2\pi i} \log x_0$ that is unaffected when taking the limit (4.1) and view $\tau$ as Euclidean time. On the quotient space with coordinates $z$, we have $\tau \cong \tau + 1$. One might want to visualize this cutting out the singularity of the disk (a.2) in figure 2. Working on the disk we can build local operators $O^{[d]}_q(\tau)$ of charge $q$ and weight $d$ by setting

$$O^{[d]}_q(\tau) = \sum_{l=-d}^{d} e^{2\pi i l \tau} O^{(d,l)}_q,$$

where $q, l, d$ are the eigenvalues under $Q_{\infty}$, $L_0$, and the $\mathfrak{sl}(2, \mathbb{C})$-Casimir, respectively. This decomposition of operators will be discussed in detail in section 4.3 below. As for the quantum mechanical model with $\mathfrak{sl}(2, \mathbb{R})$-symmetry suggested in [63], it is not immediate how to interpret this theory as a CFT\textsubscript{1}. There is no distinguished vacuum state and the formulation of a state-operator-map is obscured. Interestingly, both issues have been addressed in [64] for the model of [63]. The proposed solutions appear to be equally important in our setting. Despite these similarities we believe that the actual boundary theory should be more involved and we hope to address a detailed formulation in the future.

4.1 Boundary charge operator and $\mathfrak{sl}(2, \mathbb{C})$-algebra

To start with we note that this boundary theory consists of a finite dimensional Hilbert space of states $\mathcal{H}$. This Hilbert space is obtained by the complexification of a lattice $\mathcal{L}$

\textsuperscript{11}In the mathematics literature such an approach was given by Robles [46].
as $\mathcal{H} = \mathbb{C} \otimes \mathcal{L}$. Note that as a vector space $\mathcal{H}$ is isomorphic to the space introduced in section 3. We will also consider its real version $\mathcal{H}_R = \mathbb{R} \otimes \mathcal{L}$. In geometric settings, such as in Calabi-Yau compactifications, we identify $\mathcal{L} = H^D(Y_D, Z)$, $\mathcal{H} = H^D(Y_D, \mathbb{C})$, and $\mathcal{H}_R = H^D(Y_D, \mathbb{R})$.\footnote{More precisely, we would actually have to consider the primitive parts of $H^D(Y_D)$.} We require that the norm of $\mathcal{H}$ is induced by a charge operator $Q_\infty$ and that it is compatible with an $\mathfrak{sl}(2, \mathbb{C})$-algebra. We will introduce these objects in the following.

**The charge operator $Q_\infty$ and inner product.** The charge operator $Q_\infty$ can be viewed as defining a boundary Hodge decomposition

$$\mathcal{H} = H^D_{\infty,0} \oplus H^D_{\infty,-1,1} \oplus \ldots \oplus H^D_{\infty},$$

(4.4)

where $H^D_{\infty,p} = H^D_{\infty,q}$ and $p + q = D$.\footnote{This decomposition can still vary with the change in the coordinates $\zeta^a$ not taken to a limit, but is, of course, independent of $t$.} The decomposition (4.4) can equally be encoded by specifying a charge operator $Q_\infty \in \mathfrak{g}_C$ acting as $Q_\infty |w\rangle = \frac{1}{2}(2p - D)|w\rangle$ for $|w\rangle \in H^D_{\infty,0}$.\footnote{Note that, interpreting $\mathfrak{sl}(2, \mathbb{R})$ as the global conformal group in one dimension, one can identify $H = \frac{1}{2} N^0$ as the global Hamiltonian, $K = N^-$ as the special conformal transformations, and $P = -N^+$ as translations. Below in (4.11) we will see that with respect to the inner product (4.8) we have $P^\dagger = -K$.}

(4.5)

where we are using a bra-ket notation for states. Note that one infers from the properties of (4.4) that

$$\bar{Q}_\infty = -Q_\infty.$$  

(4.6)

We also require that the decomposition (4.4) allows us to define a boundary Hodge operator $C_\infty$ by setting

$$C_\infty |w\rangle = i^{2p-D}|w\rangle \quad \text{for} \quad |w\rangle \in H^D_{\infty,0},$$

(4.7)

which defines a norm $\| \cdot \|_\infty$. Formally one can thus relate $C_\infty = i^{2Q_\infty} = e^{\pi i Q_\infty}$, with $Q_\infty$ acting as in (4.5). Concretely, we define the inner product and the norm by

$$\langle v | w \rangle_\infty := \langle \bar{v}, C_\infty w \rangle,$$

$$\| v \|_\infty^2 = \langle v | v \rangle.$$  

(4.8)

It is a non-trivial fact that such a charge operator $Q_\infty$ with associated non-degenerate norm exists on every boundary component of a complex structure moduli space \cite{27}. To come to this conclusion the reader can consult section 5 and read the explanation with the assumption that an underlying nilpotent orbit exists.

**The boundary algebra $\mathfrak{sl}(2, \mathbb{R})$.** We next introduce an operator algebra representing $\mathfrak{sl}(2, \mathbb{R})$ on $\mathcal{H}$. This can be motivated by the fact that the Hodge metric introduced in section 2.4 always asymptotes to the Poincaré metric, which has an $\mathfrak{sl}(2, \mathbb{R})$ isometry algebra. We thus define real generators $N^0, N^\pm \in \mathfrak{g}_R$ that satisfy the angular momentum algebra

$$\left[ N^0, N^\pm \right] = \pm 2N^\pm, \quad \left[ N^+, N^- \right] = N^0.$$  

(4.9)
We want to ensure that this algebra is compatible with the split (4.4) and hence introduce commutation relations with the charge operator \( Q_{\infty} \). This operator is imaginary and hence we are naturally lead to formulate compatibility conditions over the complex numbers. We thus require
\[
\left[ Q_{\infty}, N^0 \right] = i \left( N^+ + N^- \right), \quad \left[ Q_{\infty}, N^\pm \right] = -\frac{i}{2} N^0 .
\]
Since \( C_{\infty} = i^{2Q_{\infty}} \) these compatibility conditions imply that
\[
\left( N^0 \right)^\dagger = N^0, \quad \left( N^\pm \right)^\dagger = N^\mp .
\]
\[\tag{4.10}\]

where \( \mathcal{O}^\dagger = -C_{\infty}^{-1} \mathcal{O} C_{\infty} \) is the adjoint operator to \( \mathcal{O} \) with respect to the inner product \( \langle v|w \rangle_{\infty} \) introduced in (4.8). It is interesting to stress that there are at least two major differences to the conformal quantum mechanics model discussed, for example, in [63, 64]. Firstly, we are considering finite-dimensional representations of \( \mathfrak{sl}(2,\mathbb{R}) \) which are thus not unitary. Secondly, the central importance of the operator \( Q_{\infty} \) naturally leads us to consider a complex operator algebra. In fact, we will see next that the boundary symmetry is better described by the algebra \( \mathfrak{sl}(2,\mathbb{C}) \) rather than \( \mathfrak{sl}(2,\mathbb{R}) \).

**The boundary algebra \( \mathfrak{sl}(2,\mathbb{C}) \).** Due to the fact that the split (4.4) is over the complex numbers, we are lead to introduce the generators \( L_\alpha \in \mathfrak{g}_\mathbb{C} \) representing an \( \mathfrak{sl}(2,\mathbb{C}) \) action on \( \mathcal{H} \). These are defined in terms of the \( N^0, N^\pm \) as
\[
L_{\pm 1} := \frac{1}{2} \left( N^+ + N^- \mp iN^0 \right), \quad L_0 := i \left( N^- - N^+ \right).
\]
\[\tag{4.12}\]
Using (4.9) we see that the \( L_\alpha \) satisfy the commutation relations
\[
\left[ L_0, L_{\pm 1} \right] = \pm 2 L_{\pm 1}, \quad \left[ L_1, L_{-1} \right] = L_0 .
\]
\[\tag{4.13}\]
Furthermore, we have that
\[
\bar{L}_0 = -L_0, \quad \bar{L}_1 = L_{-1} .
\]
\[\tag{4.14}\]
In addition, we note from (4.10) that the compatibility with the split (4.4) amounts to the commutation relations with \( Q_{\infty} \) given by
\[
\left[ Q_{\infty}, L_\alpha \right] = \alpha L_\alpha ,
\]
\[\tag{4.15}\]
which clarifies the meaning of the subscript on \( L_\alpha \).\(^{15}\) Note that (4.14) together with (4.15) implies that\(^{16}\)
\[
L_\alpha^\dagger = L_{-\alpha} ,
\]
\[\tag{4.16}\]
where \( L_\alpha^\dagger \) is the adjoint operator with respect to the inner product \( \langle v|w \rangle_{\infty} \).

The conditions on \( L_\alpha \) ensure the compatibility of the \( \mathfrak{sl}(2,\mathbb{C}) \) representation with the boundary decomposition (4.4). The statement can rephrased by noting the \( \mathfrak{sl}(2,\mathbb{C}) \) itself
\[\tag{15}\]
\[\tag{16}\]

\(^{15}\)In mathematics a triple with \( L_0 \) having even charge and \( L_{\pm 1} \) having odd charge while satisfying (4.13) and (4.14) is also known as Doković-Konstant-Sekiguchi (DKS) triple and plays an important role in the DKS correspondence.

\(^{16}\)Recall that \( \mathfrak{g}_\mathbb{C} \) is the algebra of elements preserving \( \langle \cdot, \cdot \rangle \) given in (2.3), e.g. one has \( \langle L_\alpha, \beta \rangle = -\langle \alpha, L_\beta \rangle \).
has a natural charge split with eigenspaces $\mathfrak{sl}(2, \mathbb{C})^0$, $\mathfrak{sl}(2, \mathbb{C})^1$, $\mathfrak{sl}(2, \mathbb{C})^{-1}$ of charge $-1, 0, 1$, respectively. These charge eigenspaces are the one-dimensional complex spaces spanned by $l_0 = i(n^- - n^+)$, and $l_{\pm 1} = \frac{1}{2}(n^+ + n^- \mp i n^2)$, respectively. Here one is using the standard $\mathfrak{sl}(2, \mathbb{R})$ generators

\[
\begin{align*}
  n^- &= \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}, &
  n^+ &= \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix}, &
  n^z &= \begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix}.
\end{align*}
\]

The equation (4.15) then corresponds to the requirement that this split of $\mathfrak{sl}(2, \mathbb{C})$ is represented in the split of $\mathfrak{g}$ induced by $Q_{\infty}$. In fact, it requires that there exists a map $\varphi : S\mathfrak{l}(2, \mathbb{C}) \to G_{\mathbb{C}}$ such that $\varphi_* l_\alpha = L_\alpha$. In mathematical terms such a representation is known as a horizontal $S\mathfrak{l}(2)$ with respect to the splitting (4.4).

### 4.2 Boundary eigenstates

With the existence of the $\mathfrak{sl}(2, \mathbb{C})$ algebra on the boundary, we can define another canonical splitting of $\mathcal{H}$. This splitting can be performed over the real numbers or complex numbers, i.e. by considering $\mathcal{H}_R$ or $\mathcal{H}$.

**The real boundary splitting.** For the real space $H^D(Y_D, \mathbb{R})$ we introduce an eigenbasis labelled by two quantum numbers $(l, d)$ for the $\mathfrak{su}(2)$-algebra (4.9). The label $l \in \{-d, \ldots, d\}$ corresponds to the eigenvalue of $N^0$, while $d \in \{0, \ldots, D\}$ is related to the eigenvalues $d(d+2)$ of the Casimir operator

\[
N^2 = 2N^+N^- + 2N^-N^+ + (N^0)^2.
\]

Denoting the eigenstates by $|d, l\rangle$ we thus have

\[
\begin{align*}
  N^2|d, l\rangle &= d(d+2)|d, l\rangle, & d &= 0, \ldots, D, \\
  N^0|d, l\rangle &= l|d, l\rangle, & l &= -d, \ldots, d,
\end{align*}
\]

and note that there can be many states with the same labels, but we will not distinguish them with an extra index. The set of highest weight states is then given by

\[
\text{highest weight states } |d, d\rangle: \quad N^+|d, d\rangle = 0,
\]

with all other states being generated by acting with $N^-$. We thus have the split

\[
\mathcal{H}_R = \bigoplus_d \bigoplus_{l \in \{-d, \ldots, d\}} V^d_l = \bigoplus_{\ell \in \mathcal{E}} V_\ell,
\]

where $V^d_l$ are the real vector spaces spanned by the eigenstates $|d, l\rangle$ introduced in (4.19). We have also introduced the set $\mathcal{E}$ of all possible values $\ell = (d, l)$ in order to simplify the expressions.

The splitting is orthogonal in the boundary inner product introduced in (4.8). Consider $|d, l\rangle \in V^d_l$ and $|d', l'\rangle \in V^\ell_{l'}$. Then one has the identities

\[
\begin{align*}
  \langle d, l|d', l'\rangle &= 0 \quad \text{for} \quad d \neq d', l \neq l', \\
  \langle d, l|d, l\rangle &> 0.
\end{align*}
\]
Note that in general one has several states $|d,l\rangle$ with the same labels. The positivity expression (4.23) then should be read as the statement that the matrix formed from these states is positive definite. This is compatible with the statement that $\| \cdot \|_\infty$ introduced in (4.8) is actually a norm. The properties (4.22) and (4.23) are non-trivial and important in many applications. A consequence of (4.8) is that the operators $N^2, N^0$ are self-adjoint with respect to the inner product (4.8).

The complex boundary splitting. Given the decomposition (4.21) one can also determine a decomposition of the complex vector space $H^D(Y_D, \mathbb{C})$ into $L^2, L^0$-eigenspaces, where $L^2 = 2L_1L_{-1} + 2L_{-1}L_1 + (L_0)^2$ is the Casimir operator. Let us denote the eigenvectors by $|d,l\rangle\rangle$, i.e. we require

$$L_0 |d,l\rangle\rangle = l |d,l\rangle\rangle, \quad L^2 |d,l\rangle\rangle = d |d,l\rangle\rangle .$$

The important observation that we want to use in the following is the fact that there exists a transformation $\rho$, defined as

$$\rho = \exp i\frac{\pi}{4} \left( N^+ + N^- \right) = \exp i\frac{\pi}{4} \left( L_1 + L_{-1} \right) ,$$

which relates the real and complex versions of $\mathfrak{sl}(2)$ as

$$L_0 = \rho N^0 \rho^{-1}, \quad L_{\pm 1} = \rho N^\pm \rho^{-1} .$$

This can be checked by using (4.9), (4.12), and the fact that the adjoint representations satisfy $\text{Ad}_{e^X} = e^{\text{ad}X}$. Therefore, we can relate the eigenstates of $N^2, N^0$ introduced in (4.19) to the eigenstates $|d,l\rangle$ via

$$|d,l\rangle = \rho |d,l\rangle ,$$

where we recall that there can be several basis elements with the same $(d,l)$, but we have suppressed the further index labelling them. Hence we find that the complex cohomology admits a decomposition

$$\mathcal{H} = \bigoplus_{d} \bigoplus_{l \in \{-d,...,d\}} V^d_l .$$

where $V^d_l$ is the complex vector space spanned by the $|d,l\rangle\rangle$.

Weights and charges of states. Having decomposed the states according as eigenstates of $L_0, L^2$, we also can add a label indicating the charge under $Q_\infty$. Noting that (4.15) implies $[Q_\infty, L_0] = [Q_\infty, L^2] = 0$ it is possible to find simultaneous eigenstates of $L_0, L^2$ and $Q_\infty$ that form an orthogonal basis. We denote these by $|d,l; q\rangle\rangle$ with

$$L^2 |d,l; q\rangle\rangle = d(d+2) |d,l; q\rangle\rangle , \quad d = 0,...,D ,$$

$$L_0 |d,l; q\rangle\rangle = l |d,l; q\rangle\rangle , \quad l = -d,...,d ,$$

$$Q_\infty |d,l; q\rangle\rangle = \frac{1}{2} (2q - D) |d,l; q\rangle\rangle , \quad q = 0,...,D ,$$

with $d, l, q$ being integer valued. In accordance with the CFT language, we call $l$ the weight of a state, while $q$ is the charge of the state.
4.3 Boundary operators and the phase operator

In the following we will discuss the operators of the boundary theory acting on the finite-dimensional Hilbert space $H$. Analog to the state decomposition of subsection 4.2 we will then introduce a decomposition of operators. In addition, we will introduce a special operator $\hat{\delta}$, the phase operator, completing the data that has to be specified for the boundary theory.

**Boundary splitting of operators.** The operators $L^2, L_0, \text{ and } Q_\infty$ introduced in the previous subsections can also be used to split the space of operators on $H$. Concretely, any operator $O$ acting on $H$ admits an expansion

$$O = \sum_{d,l,q \in \mathbb{Z}} O^{(d,l)}_q,$$  \hspace{1cm} (4.30)

where we have used the shorthand notation $(\text{ad} L^2) O^{(d,l)}_q := 2 \left[ L_1, \left[ L_{-1}, O^{(d,l)}_q \right] \right] + 2 \left[ L_{-1}, \left[ L_1, O^{(d,l)}_q \right] \right] + \left[ Q_\infty, O^{(d,l)}_q \right]$.  \hspace{1cm} (4.32)

We will call $l$ the weight of the operator $O^{(d,l)}_q$ that descends from a highest weight $d$, while $q$ denotes its charge. Accordingly, from (4.15), (4.13) the operators $(L_{-1}, L_0, L_1)$ have charges $(-1, 0, 1)$ and weights $(-2, 0, 2)$ and highest weights $(2, 0, 2)$, respectively. Note that the adjoint operator $O^\dagger = -C_{\infty}^{-1} O C_{\infty}$ with respect to the inner product (4.8) admits also a decomposition into $L^2, L_0, \text{ and } Q_\infty$ components. Due to the fact that $C_{\infty} = i^{2Q_\infty}$ we find that

$$\left( O^\dagger \right)^{(d,l)}_q = \left( O^{(d,-l)}_{-q} \right)^\dagger.$$  \hspace{1cm} (4.33)

It will be convenient to sometimes not perform the $L^2$-decomposition. We then suppress the index $d$ in (4.30) and write

$$O^{(l)}_q = \sum_{d \in \mathbb{Z}} O^{(d,l)}_q.$$  \hspace{1cm} (4.34)

The space of operators with charge less than $q$ and weight less than $p$ will be denoted by $\Lambda^{(p)}_q = \text{span} \left\{ O^{(n,s)}_r, n \leq q, s \leq p, \ R = 0, \ldots, D \right\}$.  \hspace{1cm} (4.35)

Note that these spaces are ‘filtered’ with $\Lambda^{(p)}_q \subset \Lambda^{(\tilde{p})}_{\tilde{q}}$ for $q \leq \tilde{q}$ and $p \leq \tilde{p}$ and that $[L_{-1}, \Lambda^{(p)}_q] \subset \Lambda^{(p-2)}_{q-1}$ as can be checked using (4.13) and (4.15).

---

17Note that this splitting corresponds to the so-called Deligne splitting of $g_C$ and one uses the notation $O_{r,s}$, more concretely on one has $\sum_{q} O^{(d,p+q)}_p = O_{p+q}$.

18Note that in [27] these spaces were denoted by $L^{p,q} \equiv \Lambda^{(p+q)}$. 
The phase operator. The remaining information about the boundary theory is encoded in a phase operator $\hat{\delta}$. This operator satisfies the commutation relation

$$[\hat{\delta}, L_{-1}] = 0.$$  \hfill (4.36)

It is crucial, however, that in general, $[\hat{\delta}, L_{1}] \neq 0$, $[\hat{\delta}, L_{0}] \neq 0$ and $[\hat{\delta}, Q_{\infty}] \neq 0$. To specify the failure of commuting with $L_{0}, Q_{\infty}$ we perform an expansion as in (4.30) with (4.34) by writing

$$\hat{\delta} = \sum_{l, q \in \mathbb{Z}} \hat{\delta}_{q}^{(l)}.$$  \hfill (4.37)

$\hat{\delta}$ does not commute with $L_{0}, Q_{\infty}$ if it has components other then $\hat{\delta}_{0}^{(0)}$. To constrain $\hat{\delta}$ further we impose conditions on its components. Firstly, we require that it stems from real operator $\delta \in g_{\mathbb{R}}$ by the transformation

$$\hat{\delta} = \rho \delta \rho^{-1}, \quad \bar{\delta} = \rho^{-2} \bar{\delta} \rho^{2}. \hfill (4.38)$$

with $\rho$ given in (4.25). Since $\rho$ is complex, $\hat{\delta}$ is not real. Furthermore, one has to ensure that $\hat{\delta}$ is only build out of $\delta_{q}^{(p)}$ with charge less than $-1$ and weight less than $-2$. This amounts to the statement that $\hat{\delta} = \sum_{q \leq -1, p \leq -2} \delta_{q}^{(p)}$ or, by using (4.35) that

$$\hat{\delta} \in \Lambda_{-1}^{(-2)}. \hfill (4.39)$$

Note that we will see later in section 5 that $\hat{\delta}$ is related to the $\delta$ introduced in (2.20) via $\hat{\delta} = \rho^{-1} \delta \rho$, when matching bulk and boundary data. In fact, the properties (4.36), (4.39) of $\hat{\delta}$ are motivated from the properties of charge operators associated to nilpotent orbits as described in appendix A.

Let us indicate the importance of the phase operator $\hat{\delta}$. It encodes a deformation of the inner product which is compatible with all the structures and is required to match a general bulk solution. In fact, one could also define another norm on the boundary that depends on $\delta$ by replacing $C_{\infty}$ in (4.8). In this case, the operation of taking the adjoint $O^{\dagger}$ is no longer compatible with the eigendecomposition as in (4.33). Interestingly, this is reminiscent of the discussion of phases in the principle series representations of $SL(2, \mathbb{R})$ given in [65].

4.4 Classification of boundary theories

It is interesting to point out that the data that we have just specified can be used to classify allowed boundary theories. Let us consider a geometric setting with $\mathcal{H} = H^{D}(Y_{D}, \mathbb{C})$. A first non-trivial fact that one has to use in such a classification is the identity

$$\dim H_{p,q}^{D} = \dim H_{\infty}^{p,q}.$$  \hfill (4.40)

This implies, if we restrict ourselves to Calabi-Yau manifolds, that the space $H_{\infty}^{D,0}$ is one-dimensional and the dimension of $H_{\infty}^{D-1,1}$ counts the total number of deformations spanning the moduli space $\mathcal{M}$. The basic idea is to combine the information captured by the split (4.28) into $\mathfrak{sl}(2, \mathbb{C})$-eigenspaces with the $(p, q)$-decomposition (4.4) on the boundary. This can be done by using that $N^{-} F_{\infty}^{i} \subset F_{\infty}^{i-1}$ for $F_{\infty}^{i}$ defined analog to (2.8).
Let us exemplify this first for Calabi-Yau threefolds $Y_3$ [47], which has been used in physical applications in [3, 6]. In the threefold case the highest power of $N^-$ acting on $H^{3,0}_\infty$ can be three, such that we can introduce four principle cases

$$(N^-)^d H^{3,0}_\infty \neq 0, \quad (N^-)^{d+1} H^{3,0}_\infty = 0$$

$$\begin{cases}
\hat{d} = 0 & I \\
\hat{d} = 1 & II \\
\hat{d} = 2 & III \\
\hat{d} = 3 & IV
\end{cases}.$$  \hfill (4.41)

This information can be refined further by counting the number $n_{2,1}$ of elements in $H^{2,1}_\infty$ that are not annihilated by $N^-$. One records this information by a subindex leading to in total $4h^{2,1}$ types [47]

$$I_{n_{2,1}}, \quad II_{n_{2,1}-2}, \quad III_{n_{2,1}-4}, \quad IV_{n_{2,1}-2}.$$  \hfill (4.42)

Using the decomposition (4.28) one can then infer that in the various cases the possible minimal and maximal value of $n_{2,1}$ is restricted (see [3, 6, 47] for details). Remarkably, this classification can be mapped, using mirror symmetry, to a classification of limits in the Kähler moduli space [6, 7]. This lead recently [66] to the suggestion to classify Calabi-Yau threefolds into graphs formed by the types (4.42).

For Calabi-Yau fourfolds the classification of boundary theories proceeds in an analogous way. In this case, however, we are dealing with five principle cases, labelled by I, II, III, IV, V in [19], since the highest possible power $\hat{d}$ of $N^-$ with a non-trivial action on $H^{4,0}_\infty$ is four. Furthermore, there are now two sub-indices to each principle case that indicate how many of the $(3,1)$- and $(2,2)$-forms degenerate near the boundary. This data was used in [19] to study asymptotic flux compactifications. Some important subtleties in the classification of such theories for fourfolds have been pointed out in [47].

It is crucial to stress that the classification does not capture the information in $\hat{\delta}$. While it would be very interesting to include this information, this has not been done so far. In fact, it is tempting to conjecture that the boundary theory is, in fact, a theory that dynamically determines the values of $\hat{\delta}$ and enforces the properties described in section 4.3.

5 Bulk-boundary correspondence

In this section we have a detailed look at the matching of the boundary data introduced in section 4 with solutions to the bulk theory discussed in section 3. The aim is to determine general solutions to the bulk equations and describe how the matching with the boundary data gives a restriction to physically viable nilpotent orbits $F^p_{\text{pol}}$. Mathematically this matching is known as the correspondence between nilpotent orbits and limiting mixed Hodge structures [26, 27]. The following discussion essentially summarizes some of the main steps in the proof of the $\text{Sl}(2)$-orbit theorem and thus follow to large extend the seminal papers of Schmid [26] and Cattani, Kaplan, Schmid [27]. However, we will adapt a more physical language and combine some of the steps in a somewhat different manner. In particular, we aim to make the eigenspace decompositions of operators (4.31) manifest in the complete analysis. From a physics perspective the following approach of determining asymptotic solutions is a crucial part of the AdS/CFT duality and relevant, for example, for holographic renormalization [67] and bulk reconstruction [68, 69].
Let us recall here, for the convenience of the reader, that the bulk theory of section 3 is defined by a Hilbert space $\mathcal{H}$ with a reference inner product $\langle v|w\rangle_{\text{ref}} = \langle v, i^2Qw \rangle$, which is determined in terms of a reference charge operator $Q$. The bulk matter fields are given by a matrix valued function $\hat{h} \in \mathfrak{g}_R$ varying over the field space. In a one-parameter asymptotic limit $t = x + iy$, with $y \to \infty$ being the boundary, one generally has a non-trivial $y$-dependence, while the $x$-dependence is fixed by symmetry requirement (3.7) to be $\hat{h}(t, \bar{t}) = e^{xN^-}h(y)$. In fact, a crucial information in the boundary data is the nilpotent matrix $N^-$, which encodes the transformation (3.7) of $\hat{h}$ under the shift $x \to x + 1$. The $y$ dependence in a bulk solution $\hat{h}(t, \bar{t})$ are constrained by the equations of motion of the action (3.10). We have shown that bulk solutions $\hat{h}(y)$ can be used to define three operators $\mathcal{N}_0(y), \mathcal{N}^\pm(y) \in \mathfrak{g}_R$ as in (3.12). These satisfy the bulk differential equations (3.3), i.e. we have

\begin{align}
(C1) & : \quad \partial_y \mathcal{N}^\pm = \pm \frac{1}{2} \left[ \mathcal{N}^\pm, \mathcal{N}^0 \right], \quad \partial_y \mathcal{N}^0 = - \left[ \mathcal{N}^+, \mathcal{N}^- \right]. \quad (5.1)
\end{align}

To extract a physical $h(y)$ from these operators, we also needed to require that the reference charge operator $Q$ acts on these solutions of (5.1) as

\begin{align}
(C2) & : \quad [Q, \mathcal{N}^0] = i \left( \mathcal{N}^+ + \mathcal{N}^- \right), \quad [Q, \mathcal{N}^\pm] = -\frac{i}{2} \mathcal{N}^0, \quad (5.2)
\end{align}

as already given in (3.4). Note that these conditions imply $(\mathcal{N}^+)^\dagger = \mathcal{N}^-$ and $(\mathcal{N}^0)^\dagger = \mathcal{N}^0$, with respect to the inner product $\langle v|w\rangle_{\text{ref}}$ on $\mathcal{H}$ that is induced by $Q$.

In this section we will determine the general form of a solution to the bulk theory near $y = \infty$ and show how it is uniquely fixed by the boundary data. In particular, we will see that a general bulk solution takes the form

\begin{align}
\hat{h}(y) &= g(\infty) \left( 1 + \frac{g_1}{y} + \frac{g_2}{y^2} + \ldots \right) y^{-\frac{1}{2}} \hat{N}^0, \quad (5.3)
\hat{h}(y)^{-1} &= y^{\frac{1}{2}} \hat{N}^0 \left( 1 + \frac{f_1}{y} + \frac{f_2}{y^2} + \ldots \right) g(\infty)^{-1},
\end{align}

where $\hat{N}^0 \in \mathfrak{g}_R$, $g(\infty) \in G_R$, and $g_k, f_k$ are operators on $\mathcal{H}$. The matrices $g_k, f_k, g(\infty)$ and $\hat{N}^0$ are functions of the boundary data and can be determined, at least in principle, explicitly. The key requirement to fix the bulk data $g_k, g(\infty)$ and boundary data is given by

\begin{align}
e^{i\delta} = g(\infty) \left( 1 + \sum_{k>0} \frac{1}{k!} (-i)^k (\text{ad}N^-)^k g_k \right), \quad (5.4)
\end{align}

where we recall that $\delta$ and $N^-$ are part of the boundary information. The matrix $\hat{N}^0$ is fixed by the boundary data as

\begin{align}
\hat{N}^0 = g(\infty)^{-1} \hat{N}^0 g(\infty). \quad (5.5)
\end{align}

It is a non-trivial fact that (5.4) together with the field equations (5.1), (5.2) for $h(y)$ fixes the solution uniquely. This section is intended to explain this in detail.
Before turning to this detailed discussion, let us note that even without giving an explicit expression for the $g_k$, $f_k$ and $g(\infty)$ in terms of the boundary data, we can show that these coefficients always admit several special properties that allow us to control the general behaviour of a bulk solution matching to the boundary data. In particular, one finds that

$$ad_{N^{-}}^{k+1} g_k = ad_{N^{-}}^{k+1} f_k = 0, \quad \hat{g}_k, \hat{f}_k \in \bigoplus_{n \leq k-1,q} \Lambda_g^{(n)}, \quad (5.6)$$

where we have set $\hat{g}_k = \rho g(\infty) g_k g(\infty)^{-1} g^{-1}$, with $\rho$ introduced in (4.25), and recall the definition (4.35) of $\Lambda_g^{(p)}$. We will also argue that when picking $g(\infty)$ to match the boundary data via (5.4) it can be written as

$$g(\infty) = e^\zeta, \quad [N^-, \zeta] = 0, \quad \hat{\zeta} \in \Lambda^{(-2)}, \quad (5.7)$$

where $\hat{\zeta} = \rho \zeta \rho^{-1}$. The properties of $\zeta$ resemble those of the phase operator $\delta$ given in (4.36) and (4.39). We will see that $\zeta$ can indeed be expressed as a universal non-commutative polynomial in the components $\delta_q$. Taken together (5.3), (5.6), and (5.7) comprise the statements of the celebrated Sl(2) orbit theorem [26, 27].

### 5.1 Bulk theory solutions as series expansions

The Nahm equations (5.1) have been studied intensively in the literature. When considering $N^0, N^\pm$ to vary holomorphically in a complex parameter with a simple pole, a solution to (5.1) has residues that form a representation of $su(2)$. Therefore, solutions to (5.1) naturally lead to triples, such as $N^0, N^\pm$ introduced in section 4. In the situation at hand, we are interested in solutions in a real parameter $y$ near $y = \infty$. The general ansatz for a solution then takes the form

$$N^0 = \frac{N^0}{y} + \mathcal{O}(y^{-\frac{3}{2}}), \quad N^\pm = \frac{N^\pm}{y} + \mathcal{O}(y^{-\frac{3}{2}}). \quad (5.8)$$

Stated differently, we introduce $\hat{N}^0$, $\hat{N}^\pm$ satisfying a $sl(2, \mathbb{R})$ algebra

$$[\hat{N}^0, \hat{N}^\pm] = \pm 2 \hat{N}^\pm, \quad [\hat{N}^+, \hat{N}^-] = \hat{N}^0, \quad (5.9)$$

to determine the coefficients of the slowest decreasing term of $N^0, N^\pm$. Note that the leading $1/y$ terms alone also solve (5.1), however, we will need to consider terms sub-leading in the limit $y \to \infty$ to construct a general bulk solution.

The leading coefficients $\hat{N}^0, \hat{N}^\pm$ will be matched with the boundary $sl(2, \mathbb{R})$ given by $N^0, N^\pm$. Note that in general the symmetries do not need to directly and we parameterize this freedom with an element $\zeta \in \mathfrak{g}_R$, i.e. we consider the identification

$$N^0 = e^\zeta \hat{N}^0 e^{-\zeta}, \quad N^+ = e^\zeta \hat{N}^+ e^{-\zeta}, \quad N^- = e^\zeta \hat{N}^- e^{-\zeta}. \quad (5.10)$$

Clearly, such rotations preserve the algebra (5.9). Picking different $\zeta$ corresponds to picking different reference inner products $\langle v | w \rangle_{\text{ref}}$. To determine a bulk solution matching given boundary data, we choose to use the reference inner product

$$Q \equiv e^{-\zeta} Q_\infty e^\zeta, \quad \langle v | w \rangle_{\text{ref}} \equiv \langle e^{-\zeta} v | e^{-\zeta} w \rangle_{\infty}, \quad (5.11)$$
where we have explicitly evaluated \( Q_{\infty} \) and \( \langle v|w \rangle_{\infty} \) defined on the boundary in (4.5) and (4.8), respectively. Equivalently, recalling the definition of \( Q \) and \( Q_{\infty} \), we can write

\[
F_{\text{ref}}^p = e^{-\xi} F_{\infty}^p. \tag{5.12}
\]

In the following we will describe how the full solution \( N^0, N^\pm \) is fixed by the data of the boundary theory. In particular, we will see that translated back into the bulk fields \( h(y) \), the solutions have the form (5.3). The element \( \zeta \in \mathfrak{g}_R \) appearing in (5.10) and (5.11) sets the overall transformation \( g(\infty) \) and we will set \( g(\infty) = e^\xi \) later on. Indeed this matches the fact that \( h(y) \) depends on the choice of reference basis \( |w\rangle_{\text{ref}} \) as seen in (2.21).

To perform the analysis for this section it will turn out to be convenient to work with complex operators, analog to the relation between \( N^0, N^\pm \) and \( L_0 \) given in (4.26), and also rotate by the real element \( \zeta \) as in (5.10), (5.11) to get a direct match with the boundary data. We thus define

\[
L^\pm(y) := \rho e^\xi N^\pm(y)e^{-\xi} \rho^{-1}, \quad L^0(y) := \rho e^\xi N^0(y)e^{-\xi} \rho^{-1}, \tag{5.13}
\]

where

\[
\rho = \exp \frac{\pi i}{4} \left( N^+ + N^- \right) = \exp \frac{\pi i}{4} \left( L_1 + L_{-1} \right) \tag{5.14}
\]

as already defined in (4.25). With these redefinitions the differential equations (5.1) are trivially rewritten as

\[
(C1') : \quad \partial_y L^\pm = \pm \frac{1}{2} \left[ L^\pm, L^0 \right] , \quad \partial_y L^0 = - \left[ L^+, L^- \right] . \tag{5.15}
\]

Furthermore, we insert (5.11) into the conditions (5.2) and derive that

\[
(C2') : \quad \left[ 2Q_{\infty} - L_0, L^0 \right] = 2i \left( L^+ + L^- \right) + i \left[ L_1, L^0 \right] - i \left[ L_{-1}, L^0 \right] , \quad \left[ 2Q_{\infty} - L_0, L^\pm \right] = -i L^0 + i \left[ L_1, L^\pm \right] - i \left[ L_{-1}, L^\pm \right] , \tag{5.16}
\]

where we have explicitly evaluated \( \rho Q_{\infty} \rho^{-1} = Q_{\infty} - \frac{1}{2} L_0 - \frac{1}{2} L_1 + \frac{1}{2} L_{-1} \) by using (4.15). Consistent with (5.8) these conditions are indeed satisfied when replacing \( L^\pm \) with \( L_{\pm 1}/y \) and \( L^0 \) with \( L_0/y \). Finely, using the \( L^0, L^\pm \), we want to make sure that they stem indeed from a real function. One trivial way to implement this is to impose

\[
(C3') : \quad L^\pm = \rho^{-2} L^\pm \rho^2 , \quad L^0 = \rho^{-2} L^0 \rho^2 . \tag{5.17}
\]

In summary, we realize that the conditions (C1), (C2) for the real \( N^0, N^\pm \) are now rewritten as (C1'), (C2'), (C3') for the complex \( L^0, L^\pm \).

We next have a closer look at the full expansions of \( L^0, L^\pm \). We will consider the expansions of the form

\[
L^0(y) = \sum_{n \geq 0} \frac{L^0_n}{y^{1+n/2}} , \quad L^\pm(y) = \sum_{n \geq 0} \frac{L^\pm_n}{y^{1+n/2}} . \tag{5.18}
\]

In accordance with (5.8), (5.10), and (4.26), we fix the slowest decreasing term by the boundary conditions

\[
L^0_0 \equiv L_0 , \quad L^\pm_0 \equiv L_{\pm 1} . \tag{5.19}
\]
The goal will be to study the properties of the coefficients $L^0_n, L^n_\pm$. In order to do that we split them into a eigen-decomposition under the commuting operators $L^2, L_0$, and $Q_\infty$ as in (4.30). We thus write

$$L^*_n = \sum_q \sum_{r>0} \sum_{-r \leq s \leq r} (L^*_n)^{(r,s)}_q, \quad \bullet \in \{0, +, -\},$$

(5.20)

with $r, s, q$ being the highest weight, the weight, and the charge of $(L^*_n)^{(s,r)}_q$ as defined in (4.31).

The differential equation (5.15) then lead to the iterative equations

$$(n-s)(L^*_n)^{(r,s+2)}_q = -L_1, (L^0_n)^{(r,s)}_q + \sum_{0<k<n} \left( (L^0_k)^{(r,s+2)}_q, (L^*_n)^{(r,s+2)}_{q+1}\right),$$

$$(n+s)(L^*_n)^{(r,s-2)}_q = \left[ L_{-1}, (L^0_n)^{(r,s)}_q \right] + \sum_{0<k<n} \left[ \left( L^0_k \right)^{(r,s)}_q, \left( L^*_n \right)^{(r,s)}_{q-1}\right],$$

$$(n+2)(L^0_n)^{(r,s)}_q = 2 \left[ L_1, (L^*_n)^{(r,s-2)}_{q-1}\right] - 2 \left[ L_{-1}, (L^*_n)^{(r,s+2)}_{q+1}\right] + 2 \sum_{0<k<n} \left[ \left( L^0_k \right)^{(r,s)}_q, \left( L^*_n \right)^{(r,s)}_{q-1}\right].$$

(5.21)

In addition we can also expand the condition (5.16) in eigen-components to yield

$$i(2q-s)(L^0_n)^{(r,s)}_q = -2(L^*_n)^{(r,s)}_q - 2(L^0_n)^{(r,s-2)}_q - \left[ L_{-1}, (L^0_n)^{(r,s-2)}_{q-1}\right] + \left[ L_{-1}, (L^0_n)^{(r,s+2)}_{q+1}\right],$$

$$i(2q-s)(L^*_n)^{(r,s)}_q = (L^0_n)^{(r,s)}_q - \left[ L_1, (L^0_n)^{(r,s-2)}_{q-1}\right] + \left[ L_{-1}, (L^0_n)^{(r,s+2)}_{q+1}\right].$$

(5.22)

Note that the weights and charges in the various terms in (5.21) and (5.22) are in accordance with the fact that $L_{\pm 1}$ change the weight by $\pm 2$ and the charge by $\pm 1$. Finally, the condition (5.17) decomposes as

$$L^*_n = \rho^{-2} (L^*_n)^{(s,r)} Q_\infty \rho^2,$$

(5.23)

where we have used that $\bar{Q}_\infty = -Q_\infty$, $\bar{L}_0 = -L_0$, as given in (4.6), (4.14). Furthermore, we explicitly computed $\rho^2 Q_\infty \rho^{-2} = Q_\infty - L_0, \rho^2 L_0 \rho^{-2} = -L_0$ and applied that $L^2$ is real and commutes with $\rho^2$. The main challenge is to extract the constraints on the coefficients $(L^*_n)^{(s,r)}_q$ imposed by (5.21), (5.22), and (5.23).

Combining the equations (5.21) one then shows that the $(L_n)^{(r,s)}_q$ satisfy [26, 27]

$$(L^*_n)^{(r,s)}_q = 0 \quad \text{unless} \quad |s| \leq r \leq n, q \leq n-1,$$

$$(L^*_n)^{(r,s)}_q = 0 \quad \text{unless} \quad (r, s, n \text{ even}) \text{ or } (r, s, n \text{ odd}),$$

(5.24)

$$(L^0_n)^{(n,n)}_q = (L^0_n)^{(n,-n)}_q = (L^\pm_n)^{(n,\mp n)}_q = (L^\pm_n)^{(n,\pm (2-n)})_q = 0, \quad \text{for } n > 0,$$

where one considers either the upper sign or the lower sign in each quantity. Furthermore, it turns out that all information in the expansions (5.18) satisfying the stated constraints is in the leading coefficients $(L^*_n)^{(n,s)}_q$. Their algebra can be extracted from (5.21) by setting $r = n$. It is rather non-trivial to show that the sums over $0 < k < n$ in (5.21) vanish in this
One concludes that

1. The leading coefficients $\{L_{n}^\bullet\}_{q}(n,s)$ satisfy the algebra

$$
(n-s)\left(L_{n}^{+}\right)_{q}^{(n,s+2)} - L_{1}, (L_{n}^{0})_{q}^{(n,s)} \right), \quad (n+s)\left(L_{n}^{-}\right)_{q}^{(n,s-2)} = L_{1}, (L_{n}^{0})_{q}^{(n,s)} \right), \quad (n+2)\left(L_{n}^{0}\right)_{q}^{(n,s)} = 2 \left[L_{1}, (L_{n}^{-})_{q-1}^{(n,s-2)}\right] - 2 \left[L_{1}, (L_{n}^{+})_{q+1}^{(n,s+2)}\right].
$$

Combining this expression with (5.22) the $\{L_{n}^\bullet\}_{q}(n,s)$ also obey the constraint

$$
i(2q-s)\left(L_{n}^{0}\right)_{q}^{(n,s)} = (n-s)\left(L_{n}^{+}\right)_{q}^{(n,s)} + (n+s)\left(L_{n}^{0}\right)_{q}^{(n,s)} .
$$

2. The leading coefficients $\{L_{n}^\bullet\}_{q}(n,s)$ determine the solution $L^{0}(y), L^{\pm 1}(y)$ satisfying (5.15), (5.16), (5.17), uniquely.

The next step is to find a solution of (5.25) fixing the leading coefficients $\{L_{n}^\bullet\}_{q}(n,s)$. Remarkably, such solutions can be found to depend on one operator $\hat{\eta} = \rho \eta \rho^{-1}$ with $\eta \in g_{\mathbb{R}}$, that satisfies

$$
\hat{\eta} = \sum_{q \geq 1, n \geq 2} (L_{-q}^{-}(n,-n)) \in \Lambda_{-1}^{(-2)} : \ [L_{-1}, \hat{\eta}] = 0 .
$$

One can check by straightforward computation that the equations (5.25) are satisfied by

$$
(L_{n}^{0})_{s-q}^{(n,2s-n)} = 2 a_{q}^{n,s} (\text{ad} L_{1})^{s} \eta_{-q}^{(-n)},
$$

$$
(L_{n}^{+})_{s-q+1}^{(n,2s-n+2)} = -(n-s)^{-1} a_{q}^{n,s} (\text{ad} L_{1})^{s+1} \eta_{-q}^{(-n)},
$$

$$
(L_{n}^{-})_{s-q-1}^{(n,2s-n-2)} = (n-s+1) a_{q}^{n,s} (\text{ad} L_{1})^{s-1} \eta_{-q}^{(-n)},
$$

where $n \geq 2$, $s \geq 1$, and $1 \leq q \leq n - 1$. Note that the complex coefficients $a_{q}^{n,s}$ are unfixed by (5.25), since these coefficients appear in each term with the same $s, q, n$ indices. To fix $a_{q}^{n,s}$ we first use (5.26) which yields the equation

$$
i(n-2q)a_{q}^{n,s} + (n-s)(n-s+1)^{-1} a_{q}^{n,s-1} - s(n-s)a_{q}^{n,s+1} = 0 .
$$

Furthermore, we also need to impose (5.23) and normalize $\eta_{-q}^{(-n)}$ such that (5.27) matches with (5.28). The former condition equates $\overline{a_{q}^{n,s}}$ with $a_{n-q}^{n,s}$ if one uses the fact that $\hat{\eta} = \rho \eta \rho^{-1}$ and $L_{1} = \rho N^{+} \rho^{-1}$ stem from real operators. The normalization condition fixes $a_{q}^{n,1}$. We thus also have to impose the two constraints

$$
\overline{a_{q}^{n,s}} = a_{n-q}^{n,s}, \quad a_{q}^{n,1} = \frac{1}{n} .
$$

This follows from Proposition 6.17 of [27], which uses yet another presentation of the information in (5.1), (5.2).
All together the requirements (5.29), (5.30) are solved by
\begin{equation}
\alpha_q^{n,s} = i^{s-1} \frac{(n-s)!}{n!} b_{n-1,q-n-1},
\end{equation}
with integers \( b_{p,q}, k, q, p \geq 0 \) defined by \((1-x)^p (1+x)^q = \sum_k b_{p,q} x^k \). We check that indeed \( b_{p,q} = (-1)^k b_{p,q}^{*} \) as required for (5.30).

To summarize, we have found that any bulk solution satisfying (5.15), (5.16), (5.17) together with the boundary conditions (5.19), is uniquely specified by a single real operator \( \eta \) or \( \hat{\eta} = \rho \eta \rho^{-1} \). Conversely, it is easy to extract the operator \( \eta \) for a given solution via (5.27). As a next step, we will translate the solution for \( L^0, L^{\pm 1} \) into a solution for the bulk fields \( h(y) \).

### 5.2 Asymptotic expansions of the matter fields

Recall that the matter fields of the bulk theory (3.22), (3.10) are the matrix-valued functions \( \hat{h}(x, y) \), which asymptotically take the form \( \hat{h}(x, y) = e^{x N^-} h(y) \). Note that any solution for \( \mathcal{N}_0(y), \mathcal{N}_\pm(y) \) satisfying (5.1), (5.2) can be parametrized by an \( h(y) \) by considering
\begin{equation}
\mathcal{N}_0(y) = -2 h^{-1} \partial_y h, \quad \mathcal{N}_-(y) = h^{-1} \tilde{N}^- h, \tag{5.32}
\end{equation}
where \( \tilde{N}^- \) is a real matrix that can be fixed using the boundary conditions to be \( N^- \).\(^{20}\)

\(^{20}\)One generally checks that (5.32) satisfies (2.33), which is obtained from (5.1) and (5.2).

We now define a new function \( g(y) \) by setting
\begin{equation}
h(y) \equiv g(y) y^{-\frac{1}{2}\tilde{N}^0}, \tag{5.33}
\end{equation}
where \( \tilde{N}^0 \) is the leading coefficient in the \( y \)-expansion of \( \mathcal{N}_0 \) as seen in (5.8). With this definition we find that \( \mathcal{N}_0 \) takes the form
\begin{equation}
\mathcal{N}_0(y) = -2y^{\frac{1}{2}\tilde{N}^0} \left[ g^{-1} D_y g \right] y^{-\frac{1}{2}\tilde{N}^0}, \tag{5.34}
\end{equation}
where \( D_y = \partial_y - \frac{\tilde{N}^0}{2y} \).

We are now in the position to make contact to the explicit series expansions of section 5.1. In order to do that we need to implement the relation (5.13) between \( \mathcal{N}_0 \) and \( L^0 \), i.e. we rotate all quantities by \( \rho \), defined in (5.14), and \( e^\varsigma \). From (5.10) and (4.26) we infer that \( L^0 = \rho e^{\varsigma} \tilde{N}^0 e^{-\varsigma} \rho^{-1} \). We thus can write (5.34) as
\begin{equation}
L^0(y) = -2y^{\frac{1}{2} L^0} \left[ \hat{g}^{-1} \hat{D}_y \hat{g} \right] y^{-\frac{1}{2} L^0}, \quad \hat{g}(y) = \rho g(y) e^{-\varsigma} \rho^{-1}. \tag{5.35}
\end{equation}
Let us stress that \( \hat{g} \) is not real due to the factors of \( \rho \). We next use the explicit expansion (5.18) for \( L^0(y) \) and determine the expansion for \( \hat{g} \). Using (5.24) we find that
\begin{equation}
\hat{g}^{-1} \partial_y \hat{g} = \sum_{k \geq 2} B_k y^k, \tag{5.36}
\end{equation}
with
\begin{equation}
B_k = -\frac{1}{2} \sum_{s \leq k-2} \sum_{r \leq 2k-2-s} \sum_{q \leq k-2} (L^0_{2k-2-s})_{q}^{(r,s)}. \tag{5.37}
\end{equation}
Note that this form of $B_k$ implies that

$$B_k \in \bigoplus_{p,q \leq k-2} \Lambda_q^{(p)}, \quad (5.38)$$

with $\Lambda_q^{(p)}$ defined in (4.35). It is important to stress that the expansion (5.36) starts with a $y^{-2}$ term, so in effect the redefinition (5.33) ensures that the $y^{-1}$-term is not present in $\hat{g}^{-1}\partial_y \hat{g}$ and hence not in $g^{-1}\partial_y g$. We can put these statements together, combine it with an argument for convergence [26, 27], and infer that $g(y)$ and $g(y)^{-1}$ admit Taylor expansions at $y = \infty$ of the form

$$g(y) = g(\infty) \left(1 + \frac{g_1}{y} + \frac{g_2}{y^2} + \ldots\right), \quad (5.39)$$

$$g(y)^{-1} = \left(1 + \frac{f_1}{y} + \frac{f_2}{y^2} + \ldots\right)g(\infty)^{-1}.$$  

Note that $g(\infty)$, which is the value of $g(y)$ in the limit $y \to \infty$, drops out from (5.36) and hence is not fixed in terms of the $(L_{0}^0)^{(r,s)}$. We have already indicated in (5.7) that we can choose the overall transformation $e^\zeta = g(\infty)$, which implies that $\hat{g}$, $\hat{g}^{-1}$ then has the expansion

$$\hat{g}(y) = \left(1 + \frac{\hat{g}_1}{y} + \frac{\hat{g}_2}{y^2} + \ldots\right), \quad \hat{g}(y)^{-1} = \left(1 + \frac{\hat{f}_1}{y} + \frac{\hat{f}_2}{y^2} + \ldots\right), \quad (5.40)$$

with

$$\hat{g}_i = \rho g(\infty)g_i g(\infty)^{-1} \rho^{-1}, \quad \hat{f}_i = \rho g(\infty)f_i g(\infty)^{-1} \rho^{-1}. \quad (5.41)$$

This choice indeed normalizes the asymptotic expansion, which now depends entirely on the $(L_{n}^0)^{(r,s)}$, which in turn are specified by $\hat{\eta}$ as discussed after (5.27).

To gain a deeper understanding of the properties of the coefficients $\hat{g}_i$ in (5.40) we note that one can invert (5.36) to write

$$\hat{g}_k = P_k(B_2, \ldots, B_{k+1}), \quad (5.42)$$

for a set of universal non-commutative polynomials $P_k$. These polynomials $P_k(B_2, \ldots, B_{k+1})$ are iteratively defined by

$$P_0 = 1, \quad P_k = -\frac{1}{k} \sum_{j=1}^{k} P_{k-j} B_{j+1}. \quad (5.43)$$

One checks that using (5.42) with (5.43), the differential equation $\partial_y \hat{g} = \hat{g} \cdot \sum_{n \geq 2} B_n y^{-n}$ is satisfied. Let us now recall that the $B_n$ are fixed in terms of the $(L_{n}^0)^{(r,s)}$ via (5.37). The latter are then determined from a $\hat{\eta}$ via (5.28) for the highest term and then recursively via (5.21). Taken these facts together one finds that the $\hat{g}_k$ (and the $\hat{f}_k$) are universal non-commutative polynomials in $L_{+1}$ and $\hat{\eta}_p^{(n)}$. Any appearance of $L_0$, $L_{-1}$ in the recursive evaluate can be eliminated by using the fact that $ad_{L_0} = [L_0, \cdot]$ acts with integer eigenvalues

---

$^{21}$The existence of these Taylor expansions constitute the first part of Schmid’s $\text{SL}(2)$-orbit theorem.
on expressions involving \( \hat{\eta}^{(p)}_q, L_1 \), and we have \([L_{-1}, \hat{\eta}] = 0\). In fact, one shows that the \( \hat{g}_k, \hat{f}_k \) are homogeneous of degree \( k \) in \( \text{ad}_{L_{+1}} \ldots = [L_{+1}, \ldots] \). The latter is easy to see for the leading term (5.28), and can be extend to all terms recursively [27]. It now also follows that
\[
\text{ad}_{L_{-1}}^{n+1} \hat{g}_n = 0, \quad \text{ad}_{L_{-1}}^{n+1} \hat{f}_n = 0. \tag{5.44}
\]
Transformed back to \( g_i \) we thus gets the condition (5.6), and \( \text{ad}_{N^-}^{n+1} f_n = 0 \). Furthermore, we conclude from (5.38) and (5.42) that
\[
\hat{g}_k, \hat{f}_k \in \bigoplus_{p \leq k-1, q} \Lambda_q^{(p)}. \tag{5.45}
\]

The properties (5.44) and (5.45) appear to be abstract, but have significant implications in concrete applications as we discuss in section 6.

### 5.3 Uniqueness of the near boundary solution

Having determined the expansions (5.39) we next discuss a prescription how to fix the solution uniquely. In order to do this we first argue that we can bring any bulk solution into a form that is reminiscent of the form of a nilpotent orbit. Comparing this expression with the original nilpotent orbit (2.19) allows us to show that the boundary data and (5.4) are sufficient to entirely fix the bulk solution. The equation (5.4) relates the boundary data to the coefficients in the bulk solution and fixes it uniquely.

To begin with we aim to bring the bulk solution \( \hat{h}(x,y) \) in a form reminiscent of a nilpotent orbit (2.19). Hence, we rewrite the information contained in a solution \( \mathcal{N}^0 = -2 \hat{h}^{-1} \partial_y \hat{h}, \mathcal{N}^- = \hat{h}^{-1} \partial_y \hat{h} \). We first derive that
\[
\hat{h}^{-1} e^{i y \mathcal{N}^-} \frac{d}{dy} \left( e^{-i y \mathcal{N}^-} \hat{h} \right) = -i \mathcal{N}^- - \frac{1}{2} \mathcal{N}^0 = -\frac{1}{2} \mathcal{L}_0 - i \mathcal{L}_1 , \tag{5.46}
\]
where in the second equality we have used the definition (2.34) of \( \mathcal{L}_\alpha \). We can now employ the properties of \( \mathcal{L}_\alpha \) when acting on the reference structure \( F^p_{\text{ref}} \). The \( F^p_{\text{ref}} \) are complex vector spaces spanned by states with \( Q \)-charges being larger or equal to \( p - \frac{1}{2} D \), i.e. we have \( F^p_{\text{ref}} = \bigoplus_{r \geq p} H^r_{\text{ref}} D^{-r} \) with (2.24). Since \([Q, \mathcal{L}_\alpha] = \alpha \mathcal{L}_\alpha \), we see that \( \mathcal{L}_1, \mathcal{L}_0 \) preserve or increase the charge and hence conclude that \( \mathcal{L}_0 F^p_{\text{ref}} \subset F^p_{\text{ref}} \) and \( \mathcal{L}_1 F^p_{\text{ref}} \subset F^p_{\text{ref}} \) showing that \( \mathcal{L}_0, \mathcal{L}_1 \) preserve the vector spaces \( F^p_{\text{ref}} \). We now read the expression (5.46) as a relation between a group element \( e^{-i y \mathcal{N}^-} \hat{h} \) and an algebra element \( \frac{1}{2} \mathcal{L}_0 - \mathcal{L}_1 \), we conclude that \( e^{-i y \mathcal{N}^-} h(y) = \kappa f(y) \), where \( \kappa, f(y) \in G_C \) with \( f(y) \) preserving \( F^p_{\text{ref}} \) and \( \kappa \) being constant. Combining these last two facts we can write
\[
h(y) F^p_{\text{ref}} = e^{i y \mathcal{N}^-} \tilde{F}_0^p, \quad \tilde{F}_0^p = \kappa F^p_{\text{ref}}. \tag{5.47}
\]
Clearly, this expression is exactly of the form (2.22), the equation which served as a definition of \( h(y) \) when starting with a nilpotent orbit. Here we do not make this a priori assumption on \( h(x,y) \) and only demand that it solves the field equations (3.3), (3.4) and has the symmetry (3.7).
The question is now to identify the conditions on \( \hat{h}(x, y) \) such that \( \hat{F}^p = e^{iy\tilde{N}} \hat{F}_0^p \) is indeed a nilpotent orbit. This requires to enforce that \( \tilde{N}^- \) is nilpotent with \( \tilde{N}^- \hat{F}_0^p \subset \hat{F}_0^{p-1} \) and that the Hodge decomposition \( \hat{H}^{p \delta} = \hat{F}^p \cap \hat{F}^\delta \) satisfies \( \hat{H}^{p \delta} = \hat{H}^{\delta p} \) and induces a well-defined norm. The properties of \( \hat{H}^{p \delta} \) are inherited from the properties of \( \hat{F}^p_{\text{ref}} \) and we will see below how \( \hat{F}^p_{\text{ref}} \) can be matched with the boundary data. While the properties of \( \hat{N}^- \), such as its nilpotency, are inherited from \( N^- \) when matched as in (5.10). We conclude that indeed we can determine a nilpotent orbit from a bulk solution \( h(y) \), with associated \( \hat{N}^- \), \( \hat{F}^p_{\text{ref}} \).

To complete the discussion we notice from (5.32) that \( \hat{N}^- = h(y)N^- (y)h^{-1} (y) \). Inserting the explicit expansion of \( h(y) \) given by (5.33), (5.39) and the expansion of \( N^- \) given in (5.8), we extract the constant term yielding

\[
\hat{N}^- = g(\infty)\tilde{N}^- g(\infty)^{-1}.
\] (5.48)

Hence we find that \([\tilde{N}^-, g(\infty)] = 0 \). Compatible with this condition, we now pick

\[
g(\infty) = e^\zeta, \quad [\zeta, N^-] = 0, \quad \hat{\zeta} \in \Lambda^{-2},
\] (5.49)

which implies that \( \hat{\tilde{N}}^- = N^- \). This ensures that, when re-introducing the coordinate \( t = x + iy \), that the nilpotent orbit derived from \( h(y) \), \( \hat{F}^p_{\text{ref}} \) transforms with the symmetry \( N^- \) associated to the boundary as in (3.7). Indeed, we can then complete to (5.47) to \( \hat{h}(x, y) \hat{F}^p_{\text{ref}} = e^{iN^-} e^{-i\hat{\zeta}} \hat{F}_0^p \).

It remains to address how the boundary data fix \( \zeta \), which defines \( g(\infty) \) via (5.49), and \( \eta \), which defines \( g_t \) as discussed in sections 5.1, 5.2. The central statement is that for a given \( \dot{\delta}, \delta \in \mathfrak{g}_\Sigma \), with \([\delta, N^-] = 0, \hat{\delta} \in \Lambda^{(-2)} \) there is a unique choice of \( \zeta, \eta \) such that (5.4) is satisfied. Let us begin by motivating (5.4) by comparing the original nilpotent orbit (2.19) and that the Hodge decomposition \( -N_1 \), such as its nilpotency, are inherited from \( N^- \) when matched as in (5.10). We conclude that indeed we can determine a nilpotent orbit from a bulk solution \( h(y) \), with associated \( \tilde{N}^- \), \( \hat{F}^p_{\text{ref}} \).

To complete the discussion we notice from (5.32) that \( \tilde{N}^- = h(y)\tilde{N}^- (y)h^{-1} (y) \). Inserting the explicit expansion of \( h(y) \) given by (5.33), (5.39) and the expansion of \( N^- \) given in (5.8), we extract the constant term yielding

\[
\hat{N}^- = g(\infty)\tilde{N}^- g(\infty)^{-1}.
\] (5.48)

Hence we find that \([\tilde{N}^-, g(\infty)] = 0 \). Compatible with this condition, we now pick

\[
g(\infty) = e^\zeta, \quad [\zeta, N^-] = 0, \quad \hat{\zeta} \in \Lambda^{-2},
\] (5.49)

which implies that \( \hat{\tilde{N}}^- = N^- \). This ensures that, when re-introducing the coordinate \( t = x + iy \), that the nilpotent orbit derived from \( h(y) \), \( \hat{F}^p_{\text{ref}} \) transforms with the symmetry \( N^- \) associated to the boundary as in (3.7). Indeed, we can then complete to (5.47) to \( \hat{h}(x, y) \hat{F}^p_{\text{ref}} = e^{iN^-} e^{-i\hat{\zeta}} \hat{F}_0^p \).

It remains to address how the boundary data fix \( \zeta \), which defines \( g(\infty) \) via (5.49), and \( \eta \), which defines \( g_t \) as discussed in sections 5.1, 5.2. The central statement is that for a given \( \dot{\delta}, \delta \in \mathfrak{g}_\Sigma \), with \([\delta, N^-] = 0, \hat{\delta} \in \Lambda^{(-2)} \) there is a unique choice of \( \zeta, \eta \) such that (5.4) is satisfied. Let us begin by motivating (5.4) by comparing the original nilpotent orbit (2.19) to the orbit (5.47). The orbit (2.19) was used to introduce a special \( \hat{F}^p_{\text{ref}} = e^{iN^-} e^{-i\hat{\zeta}} \hat{F}_0^p \) in (2.20). Requiring \( \hat{F}_0^p = \hat{F}_0^p \) in (5.47) we can then find the equality

\[
e^{i\hat{\delta}} e^{-iN^-} \hat{F}^p_{\text{ref}} = e^{-iyN^-} h(y) \hat{F}^p_{\text{ref}}.
\] (5.50)

We next turn this into an equality of vector spaces obtained from \( \hat{F}^p_{\infty} \). A key step is to realize that \( \hat{F}^p_{\infty} \) are vector spaces that are preserved by \( L_0, L_1 \), following an argument analog to the one after (5.46). We can then use the identity

\[
\rho = e^{iL_{-1}} e^{\frac{1}{2} L_1} e^{\frac{1}{\sqrt{2}} L_0},
\] (5.51)

which implies together with (4.26) that on \( \hat{F}^p_{\infty} \) we have

\[
\hat{F}^p_{\infty} = e^{iN^-} \rho^{-1} \hat{F}^p_{\infty}.
\] (5.52)

Furthermore, using the same reasoning, namely that \( L_0 \) preserves \( \hat{F}^p_{\infty} \), we have the identity \( \hat{F}^p_{\infty} = y^{\frac{1}{2}} L_0 \hat{F}^p_{\infty} \). Hence, using \( \hat{F}^p_{\text{ref}} = e^{-\zeta} \hat{F}^p_{\infty} \) given in (5.12) we can thus rewrite (5.50) as

\[
e^{i\hat{\delta}} e^{-\zeta} \rho^{-1} \hat{F}^p_{\infty} = e^{-iyN^-} h(y) e^{-\zeta} e^{iN^-} \rho^{-1} y^{\frac{1}{2}} L_0 \hat{F}^p_{\infty}
= e^{-iyN^-} g(y) y^{\frac{1}{2}} N_0 e^{-\zeta} e^{iN^-} \rho^{-1} \hat{F}^p_{\infty}
= e^{-iyN^-} g(y) e^{\zeta} y^{-\frac{1}{2}} N_0 e^{iN^-} \rho^{-1} \hat{F}^p_{\infty}
= e^{-iyN^-} g(y) e^{iyN^-} e^{-\zeta} \rho^{-1} \hat{F}^p_{\infty}.
\] (5.53)
In the fourth identity we have used \( y^{-\frac{1}{2}N^0}e^{iN^0}y^{\frac{1}{2}N^0} = e^{iyN^-} \) and that \([\zeta, N^-] = 0\). Inserting the expansion (5.39) of \( g(y) \), with \( g(\infty) = e^\zeta \), we can now evaluate

\[
e^{-iyN^-} g(y) e^{iyN^-} e^{-\zeta} \rho^{-1} F^p_\infty = e^\zeta \sum_{k,l \geq 0} \frac{(-i)^k}{k!} y^{k-l} (\text{ad}N^-)^k g_l e^{-\zeta} \rho^{-1} F^p_\infty, \tag{5.54}
\]

where we have introduced \( g_0 = 1 \). Due to (5.6) each term in the sum has non-positive powers and we can thus evaluate (5.54) in the limit \( y \to \infty \). This leads to the identity

\[
e^{i\delta} e^{-\zeta} \rho^{-1} F^p_\infty = e^\zeta \sum_{k \geq 0} \frac{(-i)^k}{k!} (\text{ad}N^-)^k g_k. \tag{5.55}
\]

Comparing coefficients we realize that a sufficient condition for this vector space identity to be satisfied is

\[
e^{i\delta} = e^\zeta \sum_{k \geq 0} \frac{(-i)^k}{k!} (\text{ad}N^-)^k g_k. \tag{5.56}
\]

This is the condition (5.4) announced before and relates the boundary data \( \delta, N^- \) with the coefficients in a general bulk solution (5.3).

Let us now show that indeed the condition (5.4) is sufficient to fix the bulk solution completely when given the set of boundary data specified in section 4. In order to do this we first transform (5.4) to

\[
e^{i\delta} e^{-\zeta} = \sum_{k \geq 0} \frac{(-i)^k}{k!} (\text{ad}L_0)^k \hat{g}_k, \tag{5.57}
\]

where the \( \hat{\delta} = \rho \delta \rho^{-1}, \hat{\zeta} = \rho \zeta \rho^{-1} \), and \( \hat{g}_l = \rho e^\zeta g_l e^{-\zeta} \rho^{-1} \) as above. Recall from (5.42) that \( \hat{g}_k = P_k(B_2, \ldots, B_{k+1}) \) can be expressed as a function of the coefficients \( B_l \) appearing in (5.36) with \( P_k \) being specific non-commutative polynomials introduced in (5.43). Using the Leibniz rule we can rewrite this expression as

\[
e^{i\delta} e^{-\zeta} = 1 + \sum_{k \geq 1} P_k(C_2, \ldots, C_{k+1}), \tag{5.58}
\]

where \( C_{k+1} := \frac{(-i)^k}{k!} (\text{ad}L_0)^k B_{k+1} \). We now aim to find an explicit expression for \( C_{k+1} \) in terms of \( \hat{\eta} \). Using the definition (5.37) of \( B_k \) we first show\(^{22}\)

\[
(\text{ad}L_0)^{k-1} B_k = -\frac{1}{2} \sum_{l \leq k} \sum_{q \leq k-2} (\text{ad}L_0)^{k-1}(L_l)_{q}^{(l,2k-2-l)} \tag{5.59}
\]

where we have set \( l = 2k - 2 - s \) in (5.37) and used the fact that \( \text{ad}L_0 \) lowers the weight of an operator by 2. Furthermore, we derive by using (5.28) with (5.31) together with the \( \mathfrak{sl}(2) \)-algebra that

\[
(\text{ad}L_0)^k(L_l)^{(l,2k-l)}_{k-q} = 2^{k-1} k! \sum_{q=1}^{k-1} \hat{\eta}^{(-l)}_{q-1}. \tag{5.60}
\]

\(^{22}\)See Lemma 6.32 of [27].
We are now in the position to evaluate

\[ C_{k+1} = i \sum_{l \geq k+1} \sum_{q \geq 1} b_{q-1,l-q-1} \hat{\eta}^{(l-q)}. \]  

(5.61)

The formula (5.58) with (5.61) gives us an explicit expression relating \( \hat{\delta}, \hat{\zeta} \) and \( \hat{\eta} \). In fact we will argue next that it allows to determine \( \hat{\zeta} \) and \( \hat{\eta} \) as a function of \( \hat{\delta} \).

To show that (5.58) with (5.61) can be used to fix \( \hat{\zeta} \) and \( \hat{\eta} \) in terms of \( \hat{\delta} \), we note that all three operators actually stem from real counterparts \( \zeta, \eta, \delta \). To use this reality condition we note that it can be written as

\[ \mathcal{O} = \rho^{-2} \mathcal{O} \rho^2, \quad \mathcal{O}^{(s)} = \rho^{-2} \mathcal{O}^{(s)} \rho^2, \quad \mathcal{O} \in \{ \zeta, \eta, \delta \}, \]

(5.62)

as we have already noted in (5.17), (5.23) for other operators. Since the identity (5.58) with (5.61) is a polynomial in the components of \( \hat{\zeta}, \hat{\eta}, \hat{\delta} \) the transformation involving \( \rho \) simply drops on both sides. Hence, we can also replace in (5.58), (5.61):

\[ i \rightarrow -i, \quad \hat{\zeta}_q^{(s)} \rightarrow \hat{\zeta}_{s-q}^{(s)}, \quad \hat{\eta}_q^{(s)} \rightarrow \hat{\eta}_{s-q}^{(s)}, \quad \hat{\delta}_q^{(s)} \rightarrow \hat{\delta}_{s-q}^{(s)}, \]

(5.63)

and find an equally valid equation. Combined with the original expression we can then either eliminate \( \hat{\eta} \) or \( \hat{\zeta} \) and determine \( \hat{\zeta}, \hat{\eta} \) as a function of the components of \( \hat{\delta} \). For example, the first terms are

\[
\begin{align*}
\hat{\zeta}_{-1}^{(-2)} &= \hat{\zeta}_{-2}^{(-4)} = 0, \\
\hat{\zeta}_{-1}^{(-3)} &= -\frac{i}{2} \hat{\delta}_{-1}^{(-3)}, \\
\hat{\zeta}_{-1}^{(-4)} &= -\frac{3i}{4} \hat{\delta}_{-1}^{(-4)}, \\
\hat{\zeta}_{-2}^{(-5)} &= -3i \hat{\delta}_{-2}^{(-5)} - \frac{1}{8} \left[ \hat{\delta}_{-1}^{(-2)}, \hat{\delta}_{-1}^{(-3)} \right], \\
\hat{\zeta}_{-3}^{(-6)} &= -\frac{1}{8} \left[ \hat{\delta}_{-1}^{(-2)}, \hat{\delta}_{-1}^{(-4)} \right].
\end{align*}
\]

(5.64)

These relations suffice to treat the Calabi-Yau threefold case, but one can expand (5.58) further to determine the relations relevant for any \(Y_D\). Note that these relations are abstractly valid and do not make use of the Calabi-Yau condition for \(Y_D\).

Note that it remains to show that \( \hat{g}_k \) is also fixed by the boundary data. In fact, we know from (5.42) with (5.38), (5.28) that its leading coefficients are fixed by \( \hat{\eta} \), which itself is fixed by \( \hat{\delta} \). The subleading coefficient are then determined by the iterative equations (5.21) and hence also involve \( \text{ad}L_1 \). In fact, we stress that in obtaining \( \hat{\delta} \) from \( \delta \) we also need \( L_1 \). We have thus argued that we can evaluate

\[ \hat{\zeta} = \hat{\zeta} \left( \hat{\delta} \right), \quad \hat{g}_k = \hat{g}_k \left( \hat{\delta}, \text{ad}L_1 \right). \]

(5.65)

Note that in order to evaluate these relations it is crucial to perform the split of the operators \( \hat{\delta}, \hat{\zeta} \) into weight and charge eigencomponents, which are determined by the boundary \( \mathfrak{sl}(2, \mathbb{C}) \)-operator \( L_0 \) and \( Q_\infty \). Hence, it is possible to evaluate using the described steps the functional dependence

\[ \zeta = \zeta \left( \delta, L_\alpha, Q_\infty \right), \quad g_k = g_k \left( \delta, L_\alpha, Q_\infty \right). \]

(5.66)

We conclude that all information about the boundary theory is needed to fix the bulk solution (5.3) with \( g(\infty) = e^\zeta \) and \( \hat{N}^0 = e^{-\zeta} \rho^{-1} L_0 \rho e^\zeta \). Conversely, one can use a bulk solution corresponding to a nilpotent orbit to determine the boundary data.

---

23The dependence on \( L_0, L_{-1} \) can be eliminated using the evaluating \( L_0 \) on the weight eigencomponents and \([L_{-1}, \eta] = 0\).
6 The finiteness of the flux landscape and the distance conjecture

In this final section we will discuss two interesting applications of the holographic perspective developed in this work. In preparation of the physics applications we first introduce in section 6.1 a powerful consequence of the detailed understanding of the near boundary expansion of the matter fields (5.3). More precisely, we will return to the analysis of the asymptotic form of the Hodge norm (2.2) and argue that the leading growth of any fixed element \( F \in \mathcal{H} \) is determined by its weight decomposition under the boundary \( \mathfrak{sl}(2, \mathbb{R}) \) [26]. This fact will be useful when studying flux compactifications and the distance conjecture.

In section 6.2 we then sketch the main aspects of the proof [39, 40] that there are no infinite tails of flux vacua in the Type IIB or F-theory landscape near any co-dimension one boundary. The argument will be formulated for self-dual \( G_4 \) fluxes on a Calabi-Yau fourfold. We will also comment on the situation in which the fluxes are of Hodge type \((2, 2)\), and note that a general proof is known for this more restrictive case. Finally, in section 6.3 we will return to the discussion of the distance conjecture, which was the initial motivation for this work. We briefly comment on how the \( \mathfrak{sl}(2) \) structure on the boundary might be viewed as generalizing the original duality motivation [2] for the conjecture.

6.1 Leading behaviour of the Hodge norm

We want to understand how the Hodge norm \( \|F\|^2 = \int F \wedge \ast F \) behaves as a function of the moduli as mentioned already in the motivation of our constructions around (2.2). In the near boundary region of the boundary \( t = i \infty \), we can approximate \( \|F\|^2 \) by \( \|F\|^2_{\text{pol}} \), which amounts to dropping exponentially suppressed correction \( \mathcal{O}(e^{2\pi it}) \). This latter norm was defined in (2.14) and arises from the nilpotent orbit approximation. We have argued in the proceeding sections that \( \|F\|^2_{\text{pol}} \) can equally be derived by using the solutions to the bulk theory that match the boundary data specified in section 4.

The crucial outcome of the analysis of section 5 was the construction of a bulk solution matching the boundary data. This solution (5.3) relates the decomposition of forms on the boundary \( H^{p,q}_\infty \), to the one relevant in the near boundary region. In particular, it provides us with an explicit expression of the Hodge star near the boundary as we will see in the following. Recall that we have denoted this near boundary operator by \( C_{\text{pol}} \) in (2.14). Concretely we find

\[
C_{\text{pol}}(t, \bar{t}) = \hat{h} e^{-\xi} C_\infty e^\xi \hat{h}^{-1},
\]

\[
e^{xN^-} h e^{-\xi} C_\infty e^\xi h^{-1} e^{-xN^-},
\]

(6.1)

Recall that from (5.3) with (5.5), (5.7) the solution \( h(y) \) admits the expansion

\[
h(y) = e^{\xi} \left( 1 + \frac{g_1}{y} + \frac{g_2}{y^2} + \ldots \right) e^{-\xi} y^{-\frac{1}{2}N^0} e^{\xi}.
\]

(6.2)

Note that \( h(y) \sim y^{-\frac{1}{2}N^0} e^{\xi} \) when we consider very large \( y \) since all \( \frac{g_i}{y^i} \to 0 \). Inserted into (6.1) we thus find that

\[
C_{\text{pol}}(t, \bar{t}) \sim C_s(t, \bar{t}) \equiv e^{xN^-} y^{-\frac{1}{2}N^0} C_\infty g^2N^0 e^{-xN^-}.
\]

(6.3)
We denote the norm corresponding to $C_s$ by $\| \cdot \|_s$. Hence, we find that very close to the boundary $y \to \infty$ the Hodge norm is well approximated by \[24\]
\[\| F \|_2^2 \sim \| F \|_s^2 \equiv \| y^{\frac{1}{2} N^0_0} e^{-x N^0} F \|_\infty^2 = \sum_l y^l \| \rho_l \|_\infty^2, \]
where in the second equality we have abbreviated $\rho(x) \equiv e^{-x N^0} F$ and performed an eigendecomposition with respect to $N^0_0$ via
\[\rho(x) = \sum_l \rho_l, \quad N^0_0 \rho_l = l \rho_l. \tag{6.5}\]
Note that after decomposing $\rho(x)$ we can use the orthogonality of the $N^0_0$ eigenspaces discussed in section 4, equation (4.22), to get the result (6.4). Considering a bounded $x$, we also infer from (6.4) that
\[\| F \|_2^2 \sim \sum_l y^l \| F_l \|_\infty^2, \quad N^0_0 F_l = l F_l, \tag{6.6}\]
where one uses that $N^-$ acts as a lowering operator and can thus only decrease the growth. Hence, one can not lower the leading growth by tuning the field $x$. The fact that the location of $F$ in the boundary splitting of $\mathcal{H} = H^D(Y_D, \mathbb{C})$ determine the leading growth of the Hodge norm is a well-known result of asymptotic Hodge theory [26, 27].

6.2 Proving the finiteness of the flux landscape

It is an important open problem in the study of flux compactifications to show that the number of ‘well-defined’ flux vacua is finite [35, 36]. Even in the best studied settings, namely Type IIB compactifications with three-form flux and their F-theory and M-theory generalizations, finiteness has not been fully established, even though there is compelling evidence from the analysis of the flux density [37, 38, 52, 53, 70] and individual examples [71]. Concretely, let us consider M-theory or F-theory on a Calabi-Yau fourfold $Y_4$, and switch on some background flux $G_4$. It is well-known that these fluxes are constrained by the tadpole condition [72, 73]. Furthermore, one finds that consistency of the vacuum requires, in the absence of any non-perturbative corrections, that $G_4$ satisfies a self-duality condition. Together, these two conditions read [74, 75]
\[G_4 \in H^4(Y_4, \mathbb{Z}) : \quad (G_4, G_4) < K, \quad G_4 = \ast G_4, \tag{6.7}\]
where $K$ is a positive constant and we recall the definition (2.3). The finiteness of the $G_4$ flux landscape thus requires, as a necessary condition, that the tadpole condition and the self-duality condition have only finitely many solutions $(z_{\text{vac}}, G_4)$ for a fixed $Y_4$. Here $z_{\text{vac}}$

\[\text{More exactly, we can show that } \| \cdot \| \text{ and } \| \cdot \|_s \text{ are mutually bounded, i.e. there exist positive } a_1, a_2 \text{ such that } a_1 \|v\|_s \leq \|v\| \leq a_2 \|v\|_s.\]

\[\text{In principle, one can also allow for half-quantized fluxes [76]. This does, however, not change the discussion of finiteness. Furthermore, one generally has to include a warp-factor in the dimensional reduction yielding a corrected effective action [77, 78]. These corrections do not change the arguments made here.}\]
are choices for the complex structure moduli such that the self-duality condition is satisfied and we count the connected components in $\mathcal{M}$ parametrized by $z^I_{\text{vac}}$, since not necessarily all $z^I$ might be fixed for a given $G_4$. The non-trivial part in answering this question lies entirely in controlling the Hodge star $*$ in (6.7) in the boundary regions of the moduli space, where it potentially blows up or decays. In the bulk of the moduli space $\mathcal{M}$ the Hodge norm $\|\cdot\|$ introduced in (2.2) is bounded and hence there only finitely many solutions to (6.7) as is apparent from $\langle G_4, G_4 \rangle = \|G_4\|^2 < K$ and the discreteness of the flux. Hence, the problem of showing finiteness amounts to controlling infinite tails of flux vacua. Whether or not such tails exist in certain Type IIA flux compactifications [79–81] is an ongoing debate, see e.g. [82–84].

**Finiteness of supersymmetric vacua and the Hodge conjecture.** Let us highlight the non-triviality of the finiteness statement. In fact, we might ask the slightly less general question if the number of supersymmetric four-form fluxes are finite. Evaluating the F-term conditions for the complex structure moduli implies that such $G_4$ fluxes have to be of type $(2, 2)$ in the Hodge decomposition. Furthermore, demanding that the F-terms for the Kähler moduli vanish implies the primitivity of $G_4$. Hence, (6.7) reduces to [85]

$$G_4 \in H^4(Y_4, \mathbb{Z}) \cap H^{2,2}_{\text{prim}}(Y_4, \mathbb{C}) : \int_{Y_4} G_4 \wedge G_4 < K,$$

and we can ask for finiteness of pairs $(z^I_{\text{vac}}, G_4)$ satisfying these conditions. In fact, (6.8) is equivalent to the statement that $G_4$ is a Hodge class with bounded product. It is a famous result of Cattani, Deligne, and Kaplan [41] that the locus in complex structure moduli space at which primitive integral forms are of type $(p, p)$ is a countable union of algebraic varieties. Furthermore, they show that, if one also imposes a bound on the wedge-product as in (6.8), the number of connected components at which the fluxes are $(p, p)$ is actually finite. Applied to our situation their statement implies that the supersymmetric locus can be given by a finite number of complex algebraic equations and hence that there are only finitely many supersymmetric flux vacua. The theorems of [41] rely crucially on a clever application of the Sl(2)-orbit theorem of [26, 27], which is also the basis of the bulk-boundary construction presented in this work. The mathematical significance of the theorems of [41] becomes eminent, when noting that the same conclusion can be obtained by applying the Hodge conjecture, which is a famously difficult problem in algebraic geometry [86]. Indeed, the Hodge conjecture can also be applied to our compactifications, since the introduced supersymmetric $G_4$ fluxes describe Hodge classes and simple connected Calabi-Yau manifolds are projective. The result of [41] is widely viewed as one of the strongest evidences for the Hodge conjecture.

**Finiteness of self-dual vacua in one parameter limits.** The one-parameter Sl(2) orbit theorem can equally be applied to show the finiteness statement summarize (6.7) near any one-parameter limit [39, 40]. In fact, since the bulk-boundary construction presented here mimics the proof of the Sl(2)-orbit theorem, the finiteness follows from the existence of a boundary theory with the properties described in section 4. More precisely, in showing that (6.7) never leads to infinite tails of vacua, one has to control the Hodge star $*$ including...
its subleading coefficients. In the following, we will sketch the proof and highlight how the results of section 5 are central in the argument. The mathematical details can be found in a letter by Schnell [39] and an upcoming work [40]. In the following we will consider a series \((z_{\text{vac}}^I(n), G_4(n))\) of solutions to (6.8) such that one of the complex structure deformations among the \(z_{\text{vac}}^I(n)\) approaches the boundary. As before we denote this field by \(t\) and index the series of vacua by \(n = 1, ..., \infty\), i.e. we write

\[
t_n = x_n + iy_n, \quad y_n \to \infty \quad \text{for} \quad n \to \infty.
\]

while we keep \(x_n\) bounded. We also assume that the remaining \(z_{\text{vac}}^I(n)\) are bounded. These fields play no role in our discussion and will be suppressed in the following. To justify this we note that infinite tails of vacua can only be picked up if the Hodge star diverges in a direction [37] as indicated above. This means that for a one-parameter limit \(t_n \to i\infty\) to a co-dimension one boundary, vacua can only accumulate in this direction.

The first step in showing this result is to consider the tadpole bound (6.7) and use the self-duality of \(G_4\) to write it using the Hodge norm

\[
K > \langle G_4(n), G_4(n) \rangle = \|G_4(n)\|^2.
\]

If we are sufficiently close to the boundary the Hodge star becomes increasingly well approximated \(C_s\) introduced in (6.3). We thus find that (6.10) leads to the bound \(\|G_4(n)\|^2_s < K'\) for some \(K'\). As above in (6.4) it turns out to be convenient to introduce \(\rho(n) = e^{-x_n N^{-}} G_4(n)\) and to perform the decomposition \(\rho(n) = \sum_l \rho_l(n)\) as in (6.5). The bound then reads

\[
K' > \sum_l y_n \|\rho_l(n)\|^2_s,
\]

which is a sum of positive terms and implies that all summands are bounded, i.e. we have

\[
K' > \|\tilde{R}_l(n)\|^2_s, \quad \tilde{R}_l(n) = \frac{1}{y_n} \rho_l(n).
\]

Here we have introduced the shorthand notation

\[
\tilde{R}(n) = \sum_l R_l(n) = \sum_{l \leq 0} \frac{1}{y_n} N^0 \rho_l(n),
\]

which will be useful later on. Since by assumption also the axions \(x_n\) are bounded, we conclude that \(y_n \|G_l(n)\|^2_s\) is bounded, where \(G_l\) are the components of \(G_4\) in the \(N^0\)-decomposition. We can now apply the fact that the fluxes are on a lattice and hence cannot become arbitrarily small. Since \(y_n \to \infty\) for \(n \to \infty\) this means that starting at some \(n'\) the \(G_l(n)\) with \(l > 0\) have to vanish. In other words we have shown that

\[
n \geq n': \quad G_4(n) = \sum_{l \leq 0} G_l(n), \quad \rho(n) = \sum_{l \leq 0} \rho_l(n), \quad \tilde{R}(n) = \sum_{l \leq 0} \tilde{R}_l(n),
\]

where in the last two expressions we have used that \(N^-\) lowers the \(N^0\)-eigenvalue. In the remainder of this subsection we will show that the series \(\|\rho(n)\|_\infty\) is bounded by using the self-duality condition in (6.7). If \(\|\rho(n)\|_\infty\) is bounded then we conclude from the
boundedness of $x_n$ that also $\|G_4(n)\|_\infty$ is bounded, by using the same reasoning leading to (6.6). Recall that the norm $\| \cdot \|_\infty$ does not degenerate and hence we can make general statements about the boundedness of $G_4(n)$.

Together with the fact that $G_4(n)$ takes values on a lattice is then enough to ensure that $G_4(n)$ can only take on finitely many values. Recalling that $y_n$ was an arbitrary path towards the boundary we conclude that there are no infinite tails towards any codimension-one boundary as we wanted to show.

**Boundedness of $G_0(n)$.** Let us first check the most straightforward case and show that the component $G_0(n)$ in (6.14) is bounded. This flux has a $y_n$-independent leading term when evaluating $\|G_0(n)\|$. We have argued above that all $y_n^l\|G_l(n)\|_\infty^2$ are bounded and hence conclude that $\|G_0(n)\|_\infty$ is bounded. This highlights again that the crucial point is to control the degeneration of the Hodge norm $\| \cdot \|$.

**Boundedness in the strict asymptotic limit.** It remains to show that also the $G_l(n)$ with $l < 0$ in (6.14) are bounded. Before doing this generally, we will first focus on the situation in which we simply replace $C_{\text{nil}}$ with $C_\infty$. This approximation was called strict asymptotic limit in [19] and the following finiteness result was anticipated in [19]. The self-duality condition in the leading approximation (6.3) then reads

$$C_\infty \tilde{R}(n) = \tilde{R}(n),$$

where we have used the notation (6.13). The $N^0$ components of $\tilde{R}(n)$ have already be introduced in (6.12). Using $C_\infty N^0 = -N^0C_\infty$, which follows from $(N^0)^\dagger = -C_\infty^{-1}N^0C_\infty = N^0$ given in (4.11), we have

$$\tilde{R}_{-l}(n) = \tilde{R}_l(n), \quad \tilde{R}_l(n) \equiv y_0^l \rho_l(n),$$

where the second equality is a consequence of $N^0 \rho_l = l \rho_l$. This fact can now be combined with our general statement (6.14) that for $n \geq n'$ we have $\rho_l(n) = 0$ with $l > 0$. This implies that also $\rho_l = 0$ with $l < 0$ if $n \geq n'$. Hence, we have shown that all $\rho_l(n), n \geq n'$ vanish unless $l = 0$. This implies that $\rho_l(n)$ is bounded for all values of $l$ and hence that $G_l(n)$ is bounded for all values of $l$.

**Boundedness for the full expansion.** Let us now turn to the general situation in which the Hodge star near the boundary is given by (6.1) with (6.2), when dropping exponentially suppressed corrections. We follow the argument of [39]. In this case we have to control the corrections appearing in the full expansion of $h(y)$ and $h(y)^{-1}$ in (6.1). As in the strict asymptotic case we write the self-duality condition as

$$C_\infty R(n) = R(n),$$

26The norm $\| \cdot \|_\infty$ can degenerate further if we hit another boundary, i.e. consider a two-parameter limit. This more general situation will not be considered here.
We now have to determine \( R(n) \) from the full Weil operator \( C_{\text{pol}} \). Using (6.1) with (6.2) we find
\[
R(n) = y_n^\frac{1}{4} N^0 \left( 1 + \frac{\tilde{f}_1}{y_n} + \frac{\tilde{f}_2}{y_n^2} + \ldots \right) \rho(n) \tag{6.18}
\]
where we have defined \( \tilde{g}_i = e^c g_i e^{-c} \) and \( \tilde{f}_i = e^c f_i e^{-c} \) and used the definition (6.13) of \( \tilde{R}(n) \). Note that now \( \tilde{R}(n) \) does not have to satisfy (6.15), since this latter condition is replaced by (6.17).

Now recall from (5.41) that \( \tilde{f}_i = \rho \tilde{f}_i \rho^{-1} \) and that we have argued in section 5.2, equation (5.45), that these coefficients have the special property that \( \tilde{f}_k \in \bigoplus_{p \leq k-1, q} A_q^{(\rho)} \). This implies that when expanding \( \tilde{f}_k \) into \( L_0 \) eigenvectors with \( [L_0, \tilde{f}_k] = \lambda \tilde{f}_k \) the decomposition reads \( \tilde{f}_k = \sum_{l \leq k-1} f^{(l)} \). Rotated back to the real basis and recalling that \( L_0 = \rho N^0 \rho^{-1} \), we find that \( \tilde{f}_k \) has an expansion
\[
\tilde{f}_k = \sum_{l \leq k-1} \tilde{f}_k^{(l)} , \quad \left[ N^0, \tilde{f}_k^{(l)} \right] = \lambda \tilde{f}_k^{(l)} \tag{6.20}
\]
These conditions come into play when evaluating (6.19). In fact, using (6.20) together with \( \text{Ad}_{e^X} = e^{\text{ad}X} \) and a simple re-summation, we find
\[
R(n) = \left( 1 + \sum_{k \geq 0} \sum_{j=1}^{k+1} \frac{j(2j-k-2)}{y_n^{1+\frac{k}{2}}} \right) \tilde{R}(n) \tag{6.21}
\]
Let us now consider a \( N^0 \)-component \( R_l(n) \) with \( l > 0 \) and use (6.14) to impose that \( \tilde{R}_l(n) = 0, l > 0 \) for sufficiently large \( n \geq n' \). Hence, we have
\[
R_l(n) = \sum_{k \geq l} \sum_{j=1}^{k+1} \frac{j(2j-k-2)}{y_n^{1+\frac{k}{2}}} \tilde{R}_{l-(2j-k-2)}(n) \tag{6.22}
\]
Note that we have used here that \( \tilde{R}_l(n) = 0, r > 0 \) can be used to see that it suffices to consider \( l - (2j - k - 2) \leq 0 \) in the sum, which then sets the lower bound on the first sum.
We can thus extract an overall factor \( y_n^{-1-\frac{1}{2}l} \) and use the boundedness (6.12) of \( \tilde{R}_l(n) \) to infer the bound
\[
\| R_l(n) \|_\infty \leq B y_n^{-1-\frac{1}{2}l} \tag{6.23}
\]
for a sufficiently large \( B \geq 0 \). In order to control the coefficients \( R_l \) with \( l < 0 \), we use the self-duality condition (6.17). Using the same argument as for (6.16) we know that \( R_l = R_{-l} \), and conclude that for all \( l \neq 0 \) we have the bound \( \| R_l(n) \|_\infty \leq B y_n^{-1-\frac{1}{2}|l|} \). This implies that
\[
\| y_n^{-\frac{1}{4} N^0} R(n) \|_\infty \leq B' \tag{6.24}
\]
where all \( N^0 \)-components with \( l \neq 0 \) fall of with \( y^{-1} \), while \( R_0(n) \) can contain a constant term. With this bound at hand we can use (6.18) to infer that \( \rho(n) \) is also bounded. Indeed, multiplying (6.18) with \( y_n^{-\frac{1}{4} N^0} \) the left-hand side is bounded, while the right-hand side contains a factor \( 1 + \sum_i \tilde{f}_i / y_n^{i} \) that converges to 1 in the limit \( n \to \infty \). Hence \( \rho(n) \) must be bounded as was required to established the above finiteness statement.
6.3 Comments on the distance conjecture

The result (6.4) for the leading asymptotic of $\|F\|$ has been used intensively in \cite{3, 6, 7} in the study of the distance conjecture. Phrased from the holographic perspective, we can think of $F \in \mathcal{H}$ as defining a state in the boundary theory, that arises at the limit of the considered asymptotic region of moduli space. $F$ does not evolve with time, while $\rho(x)$ has some well-defined ‘time’ dependence. Crucially, one finds that the underlying $\mathfrak{sl}(2)$-structure, in particular the fact $\mathcal{H}$ is spanned by complete representations of $\mathfrak{sl}(2)$, dictates which states arise at any limit in moduli space. The boundary is at infinite distance, if $\mathcal{H}$ contains a state

$$\Omega_{\infty} = |\hat{d}, \hat{d}; D\rangle\rangle$$

within the splitting (4.29). To see this we use (4.40) to infer that there is only one boundary state $\Omega_{\infty}$ corresponding to the limit of the $(D,0)$-form $\Omega$. This state is the, up to complex rescalings, unique state with charge $D$ under the charge operator $Q_{\infty}$ as inferred from (4.5).

The integer $\hat{d}$ is dependent on the limit that is considered and determined by the principle type I, II, III, IV, ... introduced in section 4.4 when discussing the classification of boundary theories. The condition $\hat{d} > 0$ then ensures that the limit is at infinite distance, as discussed after (2.39).

Following the arguments of \cite{3, 6} one can now use $\mathfrak{sl}(2)$-representation theory, the growth behaviour (6.4), and the existence of the state (6.25) to identify candidate D-brane charges relevant to satisfy the distance conjecture. $L_1$, $L_{-1}$ or $N^+$, $N^-$ can be used as creation and annihilation operators and raise or lower the growth by one, as inferred from the condition (6.4) and the commutation relations (4.9) and (4.13). In fact, we realize that for any state having growth $y^l$, with $l > 0$ there always exists a state with growth $y^{-l}$. Intuitively, we can compare this to the fact that in string compactifications on a circle there always exist momentum and winding states.\footnote{Applying the above construction to $Y_1 = T^2$, this interpretation can be made concrete.} The distance conjecture was motivated in \cite{2} by the existence of momentum and winding states in circle compactifications. The constructions of \cite{3, 6} indicate that it is the underlying $\mathfrak{sl}(2)$ structure that persists in any string compactification at infinite distance points. The holographic perspective attributes the asymptotic behaviour of the field space metric and the masses of states to the existence of a boundary theory with $\mathfrak{sl}(2)$-symmetry.

Let us stress that (6.4) does not nearly exploit the complete information about the solution (6.2) that we gathered in sections 4 and 5. Specifically, we can include the subleading corrections involving the $g_i$. Inferring their properties (5.6) and explicit form in terms of the boundary data was central in section 5. It is thus possible to expand $F$ into a general basis $|d, l; q\rangle\rangle$ introduced in (4.29) and determine the complete behaviour of $\|F\|$ in the near boundary region in terms of the boundary data. Furthermore, we can also give the complete asymptotic expansion of the near boundary $(p,q)$-forms, such as $(D,0)$-form $\Omega$. This allows one, for example, to derive general expressions for the central charge and hence extend the analysis of \cite{19} beyond leading order. It would be interesting to do this in the future.
7 Conclusions and further discussions

Motivated by the recent advances in uncovering quantum gravity constraints on effective theories, we argued for a holographic approach to study the field spaces and vacua of valid effective theories. Several of the swampland conjectures, such as the distance conjecture, are constraining the behaviour of effective theories when moving to the asymptotic regions in the scalar field space. In string theory compactifications the complex structure moduli space of Calabi-Yau manifolds provides a very general example of a field space arising in consistent effective theories. Furthermore, it is known, that string dualities can relate the asymptotic regions of the complex structure moduli space to other field spaces arising, of example, at large volumes of the compactification space or at weak string coupling. Our strategy was therefore to extract the general structures arising in the asymptotic regime of the complex structure moduli space and view them as universal building blocks that should be considered abstractly and independently of their geometric realization in string compactifications. This was further motivated by the fact that asymptotic Hodge theory provides a universal and rich structure that is independent of specific geometric realizations.

In developing the holographic perspective we have first discussed several aspects of a candidate bulk theory living on the moduli space. The matter fields on the moduli space are real, group valued fields $\hat{h}$ that act on a Hilbert space that is obtained as a complexificantion of a lattice associated to the effective theory. The latter can be the charge lattice or lattice of quantized background fluxes when considering a string compactification. We have determined the dynamics of $\hat{h}$ as being given by a set of field equations and shown that they partly arise from an action principle. We have discussed this coupling of $\hat{h}$ to gravity on the moduli space with the aim to obtain as solutions to the gravity-matter system the geometric results arising in Calabi-Yau compactifications. For a real two-dimensional moduli space, this requires to go beyond Einstein gravity and we have discussed a some of the relevant field equations for the gravity-coupled matter system. Furthermore, we have made some first steps in the construction of an action principle. Our construction ensured that a particular set of solutions to the bulk theory corresponds to the nilpotent orbits and the Weil-Petersson metric after imposing appropriate boundary conditions. Nilpotent orbits are known to arise at every boundary in the Calabi-Yau moduli space, while the the Weil-Petersson metric is known to be the relevant metric in string compactifications on these spaces.

It was a central task of this work to specify boundary conditions that lead to a the set of ‘physical’ bulk solutions. Again we have motivated these conditions using asymptotic Hodge theory which ensures that such solutions can arise from actual geometric compactification, for example, on Calabi-Yau manifolds. The solutions admit a constrained asymptotic behaviour of the matter fields $\hat{h}$ and the metric. In particular, the metric has an asymptotic $\mathfrak{sl}(2,\mathbb{R})$ isometry, which becomes an $\mathfrak{sl}(2,\mathbb{C})$ symmetry acting on a boundary Hilbert space. The boundary Hilbert space splits under this symmetry and admits a compatible norm induced by a charge operator $Q_\infty$. The operator $Q_\infty$ induces the analog of a standard Hodge decomposition. It is non-trivial that such a decomposition can be constructed on the boundary of moduli space, since in the geometric setting the associated geometry would
be wildly singular. This boundary data allowed us to specify three complex commuting operators: $L^2$, $L_0$, from the $\mathfrak{sl}(2, \mathbb{C})$, and $Q_\infty$. We used these to introduce quantum numbers for all states and operators. In addition we have specified an operator $\hat{\delta}$, which we termed phase operator, that encodes how the asymptotic isometry group of the metric embeds into the $\mathfrak{sl}(2, \mathbb{C})$ on the boundary. This operator is the essential part of the data which is required to perform a matching of a general bulk solution to the boundary as we discussed in section 5. It turns out that there is a single matrix condition (5.4) that fixes the bulk solution uniquely. All coefficients in the near boundary expansion of $\hat{h}$ are then fixed by universal non-commutative polynomials in $\hat{\delta}$ and the $\mathfrak{sl}(2, \mathbb{C})$ generators. The properties of these coefficients are constrained and we have shown that they are key in several applications.

It should be stressed that the precise information about the near boundary expansion makes the $\text{Sl}(2)$ orbit theorem of [26, 27] so powerful. One of the aims of our presentation was to present the crucial parts of it proof as being part of a holographic correspondence. Furthermore, we have suggested to study string compactifications more abstractly, by extracting formal algebraic structures common to all geometric settings. This adds a new powerful way to infer general properties of the arising effective theories without the need to consider specific examples. We stress, however, that there are numerous open questions in developing the holographic correspondence further. Firstly, it would be desirable to find a complete action principle for the bulk theory. Secondly, we expect that the discussion of section 4 is only part of a more involved story about the construction of a boundary theory. Most striking would be to find a boundary theory dynamically encoding attainable values for the phase operator. Thirdly, even on the level studied here one might wonder if the holographic perspective can be generalized to higher-dimensional moduli spaces with intersecting boundary components. In mathematics this is part of the multi-variable $\text{Sl}(2)$-orbit theorem which comes with several additional complications. Eventually one might hope to formulate a theory globally on the boundary. Within such a theory many aspects of the bulk physics should have boundary counterparts and one might hope for developing a dictionary for a complete bulk reconstruction in simple examples.

In the final part of this work we have discussed two finiteness results that use the existence of an $\text{Sl}(2)$-structure on the boundary and the corresponding asymptotic form of the bulk solutions. Firstly, we have pointed out that a famous theorem of Cattani, Deligne, and Kaplan [41] implies the finiteness of supersymmetric flux vacua in the intensively studied F-theory compactifications with $G_4$ fluxes and their Type IIB analogues. The crucial task achieved in [41] is to show that the tadpole constraint ensures that there are no infinite tails of vacua near any boundary of any co-dimension. It is well-known that a similar statement can be shown by using the Hodge conjecture, which makes the study of the results of [41] into an active field of mathematical research. Secondly, we have then shown that finiteness persists, at least near co-dimension one boundaries, when considering fluxes that are self-dual and not necessarily supersymmetric. The argument uses the properties of the coefficients in the $1/y$-expansion of the near boundary solution in order to constrain the behaviour of the Hodge star. We expect that this proof can be extended to all co-dimensions [40], hence showing finiteness of self-dual flux vacua in full generality. It should be clear, however, that several new difficulties have to be overcome,
as it was done in the general proof of [41], which are connected to a having a much wider range of possibilities to pick a path towards the boundary.

The discussed finiteness results are of physical importance in judging the predictive power of string theory. A direct application includes the recent constructions of [87–89], in which self-dual fluxes inducing an exponentially small superpotential were introduced. Mathematically, such vacua describe certain extended loci of Hodge classes [90] and such extended loci were shown to be finite. Our arguments show that this finiteness persists even further, e.g. when the fluxes are self-dual but their induced superpotential is not exponentially small. It should be noted that the insights from the proofs of the finiteness results seem even more useful than the final statement. In particular, one learns new methods to control certain feature of scalar potentials along all possible paths in field space. Furthermore, one concretely sees why arbitrary fine-tuning is structurally prohibited. This might help, for example, to give evidence for the conjectures on moduli stabilization recently put forward in [91].

Let us close with a further speculation on how the findings of this work might yield a deeper understanding of the landscape of effective theories consistent with quantum gravity. It is natural to formulate a swampland criterium that states that every effective theory containing scalar fields admits a sector that can be described holographically with a boundary theory based on the described \( SL(2) \)-data. Such a proposal will then imply the following statements:

- Considering any path towards an infinite distance boundary, a continuous global symmetry becomes approximately exact that stems from a unipotent monodromy symmetry and hence can be encoded by a nilpotent \( N^- \).

- Associated to each limit there exists a lattice \( L \) and a Hilbert space \( \mathcal{H} = \mathbb{C} \otimes L \) with an action of \( N^- \) completed into \( sl(2, \mathbb{R}) \). The definition of \( \mathcal{H} \) and \( sl(2, \mathbb{R}) \) are such that (1) the positivity constraints on the effective couplings can be encoded using the norm on \( \mathcal{H} \), and (2) the growth of the effective couplings in the fields sent to the limit are dictated by the \( sl(2, \mathbb{R}) \) weights.

Note that these statements essentially manifest the observation that there are universal constraints from positivity and the existence of global symmetry. The proposal thus claims that the structures discussed in this work are universally present. It appears to be consistent with the recent conjectures put forward in [3, 12, 33, 34] and the observations made in [92]. In particular, refs. [33, 34] view infinite distance limits as RG flows of strings, which seems nicely compatible with the holographic perspective outlined here. It would be exciting if one could develop this holographic view on the string theory landscape of effective theories further and show that many its constraining properties manifest themselves on its boundaries.
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A Computing the phase operator for a nilpotent orbit

In the following we will describe how to determine the phase operator $\delta$ for a given one-parameter nilpotent orbit $F^{\text{pol}}_p = e^{tN^-}F^0_p$. In contrast to the rest of the paper we will introduce in the following also the monodromy weight filtration $W_i$ induced by $N^-$. In fact, each nilpotent matrix $N^-$ acting on $H^D(Y_D, \mathbb{R})$ defines a unique set of real vector spaces $W_k(N^-)$ of weight $D$ with

$$0 \subset W_0 \subset W_1 \subset \cdots \subset W_{2D} = H^D(Y_D, \mathbb{R}),$$

such that for all $k$ one has

$$N^-W_k \subset W_{k-2}, \quad (N^-)^k : Gr_{2D+k} \cong Gr_{2D-k},$$

where $Gr_k = \frac{W_k}{W_{k-1}}$. The symbol $\cong$ indicates that $N^k$ is an isomorphism.

The set of vector spaces $W_k^C = W_k \otimes \mathbb{C}$ together with $F^0_p$ can now be used to define the so-called Deligne splitting by setting

$$I^{p,q} = F^0_p \cap W^C_{p+q} \cap \left(\overline{F^0_q} \cap W^C_{p+q} + \sum_{j \geq 1} \overline{F^0_{q-j}} \cap W^C_{p+q-j-1}\right).$$

(A.3)

The $I^{p,q}$ define the unique splitting satisfying

$$F^0_p = \bigoplus_{r \geq p} \bigoplus_s I^{r,s}, \quad W^C_l = \bigoplus_{p+q \leq l} I^{p,q}, \quad \overline{I^{p,q}} = I^{q,p} \mod \bigoplus_{r < q, s < p} I^{r,s}.$$  

(A.4)

The most crucial point here, is that in general one does not find that $\overline{I^{p,q}} = I^{q,p}$. We can now define vector spaces $V_l$ and a semisimple grading operator

$$V^C_l = \bigoplus_{p+q = l} I^{p,q}, \quad Tv_l = lv_l \quad \text{for} \quad v_l \in V^C_l.$$ 

(A.5)

The operator $T$ should be compared with the operator $N^0$ introduced in section 4. However, while $\overline{N^0} = N^0$, this is not necessarily the case for $T$, since in general $V^C_l \neq V^C_l$. In other words, there is in general no real slice in $V^C_l$ on which $T$ acts as $l$ and which yields the space $V^C_l$ as complexification. This is in stark contrast to the vector spaces (4.28) introduced on the boundary. We will now describe that there how to construct the unique rotation of $T$, such that a real split exists.

To being with, let $\overline{T}$ be the complex conjugate of the grading operator $T$ defined by $\overline{T}(v) := \overline{T(v)}$, for all $v \in H^D(Y_D, \mathbb{C})$. One can now show [27] that $\overline{T}$ and $T$ are related by

$$\overline{T} = e^{-2i\delta}Te^{2i\delta},$$

(A.6)
where the real operator $\delta$ acts on $I^{p,q}$ by decreasing $p,q$, i.e.

$$
\delta(I^{p,q}) \subset \bigoplus_{r<p, \ s<q} I^{r,s}, \quad \text{(A.7)}
$$

holding for all $p,q$. Requiring that $\delta \in \mathfrak{g}_R$ and that $[N^-, \delta] = 0$, one shows that there is a unique operator $\delta$ satisfying (A.6) and (A.7) (see Proposition 2.20 of [27] for details). For any given nilpotent orbit we can thus compute the unique charge operator $\delta$. Simple example for such a computation can be found e.g. in [6].
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