Safety-Constrained Policy Transfer with Successor Features

Zeyu Feng1, Bowen Zhang1, Jianxin Bi1, Harold Soh1,2

Abstract—In this work, we focus on the problem of safe policy transfer in reinforcement learning: we seek to leverage existing policies when learning a new task with specified constraints. This problem is important for safety-critical applications where interactions are costly and uncontrolled exploration can lead to undesirable or dangerous outcomes, e.g., with physical robots that interact with humans. We propose a Constrained Markov Decision Process (CMDP) formulation that simultaneously enables the transfer of policies and adherence to safety constraints. Our formulation cleanly separates task goals from safety considerations and permits the specification of a wide variety of constraints. Our approach relies on a novel extension of generalized policy improvement to constrained settings via a Lagrangian formulation. We devise a dual optimization algorithm that estimates the optimal dual variable of a target task, thus enabling safe transfer of policies derived from successor features learned on source tasks. Our experiments in simulated domains show that our approach is effective; it visits unsafe states less frequently and outperforms alternative state-of-the-art methods when taking safety constraints into account.

I. INTRODUCTION

Reinforcement learning (RL) is an attractive paradigm for developing agents that learn through interactions with an environment—the framework is not only elegant and principled, but also supported by recent empirical evidence showing RL agents can achieve superhuman performance on complex tasks [1]. Nevertheless, RL remains challenging to employ in environments (especially real-world settings) where interactions are costly and safety is a principal concern. The cause for this can be traced back to two well-known deficiencies of canonical RL methods: the high sample complexity associated with learning and the risks associated with unconstrained exploration. Recognition of this problem has given rise to a body of work on Safe-RL [2], which attempt to maximize expected returns while ensuring thresholds on system performance and safety are met.

In this paper, we build upon this line of work and investigate how safety-constrained policies can be transferred across tasks with different objectives. Specifically, we develop transfer learning for Constrained Markov Decision Processes (CMDPs) [3]. Our approach is motivated by the advantages afforded by the constrained criterion compared to other safety formulations: CMDPs are well-studied models that cleanly separate task goals from safety considerations. Similar to very recent work on risk-aware policy transfer [4], we employ the powerful successor features (SF) [5] framework as our main mechanism for transfer. But unlike [4], our setup naturally encompasses cases where risk cannot be captured by the variance of the return and enables the specification of a wide variety of safety considerations. In essence, transfer in CMDPs promotes safe behavior via both sample reduction and constraint adherence.

Our safe-policy transfer framework rests upon a Lagrangian formulation of CMDP with successor features. In contrast to the unconstrained and risk-aware settings, our error analysis reveals the importance of the dual variable to induce safe policy transfer. With this insight, we introduce a dual optimization method for approximating the optimal Lagrangian multiplier, along with a proof of convergence. Taken together, our theoretical findings and algorithmic development provides a principled approach for safe-policy transfer.

Our framework—which we call the Successor Feature Transfer for Constrained Policies (SFT-CoP)—enables agents to exploit structure in both the task objectives and constraints to more quickly learn safe and optimal behavior on new tasks. Experiments on three benchmark problems [4], [5]—a discrete gridworld environment and two continuous physical robot simulations—show SFT-CoP is able to achieve positive transfer in terms of both task objectives and safety considerations. In particular, we see that SFT-CoP compares favorably to safety-agnostic transfer and a state-of-the-art risk-sensitive method. In summary, this paper makes three key contributions:

- A generalized policy improvement theorem for constrained policy transfer via successor features;
- A dual optimization algorithm (with a proof of convergence) that enables safe transfer of source policies to a new target task;
- Experimental results on benchmark RL problems that validate the effectiveness of transfer learning with safety constraints.

II. PRELIMINARIES

In this section, we give a succinct review of background material, specifically Markov Decision Processes (MDPs) and Constrained MDPs (CMDPs). For more information, please refer to excellent survey articles [6], [3].

Markov Decision Process (MDP) We begin with the popular MDP framework [6] for modeling sequential decision-making problems. Formally, an MDP is denoted as a tuple \( M = (S, A, p, r, \gamma) \), where \( S \) is the state space, \( A \) is an action set, \( p \) is a transition probability function, \( r \) is a reward function and \( \gamma \) is a discount factor. After an agent executes an action \( a \) in state \( s \), it transitions to a new state \( s' \) and receives a reward. This transition is governed by
$p : S \times A \times S \to [0, \infty]$, which models the distribution of the next state $p(s'|s, a)$. The function $r(s, a, s')$ provides the reward, which we assume to be bounded. An agent’s policy $\pi \in \Pi$ dictates its action given a particular state and we focus on stochastic policies where $\pi(s) = p(a|s)$.

Given an MDP, we seek the optimal policy $\pi^*$ that maximizes the expected discounted sum of rewards or value function $\max_{\pi \in \Pi} \sum_{t=0}^{\infty} \gamma^t r(s_t, a_t, s_{t+1})$ is the reward return for a specific trajectory. The expectation above is taken with respect to trajectories generated by applying the policy $\pi$ in the environment starting from an initial state $s_0$. To ease our exposition, we assume the initial state is fixed, but our work readily extends to the more general case where $s_0$ is drawn from a prior distribution of starting states.

The value function $V_\pi^\tau$ is related to the action-value function $Q_\pi^\tau$, where $V_\pi^\tau(s_0) = \mathbb{E}_\pi \left[ R_{t=0}^\infty \right]$, and $Q_\pi^\tau(s, a) = \mathbb{E}_\pi \left[ \sum_{t=0}^{\infty} \gamma^t r(s_t, a_t, s_{t+1}) \right] | s_0 = a$.

Given the action-value function $Q_\pi^\tau$ of a particular policy $\pi$, Bellman’s celebrated policy improvement theorem [7] provides a means of obtaining a policy $\pi'$ that is guaranteed to be no worse than $\pi$ and possibly better. The policy $\pi'$ is obtained by acting greedily with respect to $Q_\pi^\tau$, i.e., $\pi'(s) \in \arg\max_a Q_\pi^\tau(s, a)$. Under certain conditions, successive evaluation of $Q_\pi^\tau$ and improvement leads to an optimal policy $\pi^*$ — this forms the basis of RL methods that employ dynamic programming.

Constrained MDP (CMDP) In many decision-making scenarios, constraints play an important role, e.g., to account for safety or ethical considerations. To model such problems, we can extend the MDP setup above to include a constraint return $R_c = \sum_{t=0}^{\infty} \gamma^t c(s_t, a_t, s_{t+1})$ of some utility function values $c(s, a, s') \in [0, 1]$. For example, the utility function $c$ can be an indicator function $c(s, a, s') = 1(s \in S)$ of whether an agent is in a safe set $S$ [8].

The CMDP $M_c = (S, A, p, r, c, \gamma)$ [3], has corresponding value $V_c^\pi(s_0) = \mathbb{E}_\pi \sum_{t=0}^{\infty} \gamma^t c(s_t, a_t, s_{t+1})$ of some utility function values $c(s, a, s') \in [0, 1]$. For example, the utility function $c$ can be an indicator function $c(s, a, s') = 1(s \in S)$ of whether an agent is in a safe set $S$ [8].

The action-value function $Q_c^\pi(s, a)$ and corresponding value $V_c^\pi(s_0)$ are $c$-maximizing expected utility returns while ensuring the expected utility return is met,

$$\max_{\pi \in \Pi} V_c^\pi(s_0) \quad \text{s.t.} \quad V_c^\pi(s_0) \geq \tau.$$  (1)

Here, $\tau$ is the threshold we seek to enforce for the constraint1. Prior work has shown that constraining the utility value function as above is a reasonable approach for safety [9]; returning to our indicator function example above, setting $V_c^\pi(s_0) = \mathbb{E}_\pi \sum_{t=0}^{\infty} \gamma^t c(s_t, a_t, s_{t+1})$ provides a guarantee on the probability of the agent being in the safe set $S$ when following the policy $\pi$ [8]. Note that we can easily accommodate (i) cost constraints $c$ via a simple transformation to utilities $c(s, a, s') = 1-c(s, a, s')$ and (ii) multiple constraints by specifying a set of thresholds $\{\tau_k\}_{k=1}^K$ for $K$ expected utility returns $\{V_c^\pi(s_0)\}_{k=1}^K$.

1We set $\tau \in (0, 1/\gamma - 1]$ to avoid trivial solutions.

III. POLICY TRANSFER FOR CMDPS

In this work, we aim to transfer a set of policies, specifically $Q$ functions learned on a set of source CMDP tasks, to a new target task. In the RL setting, the agent only observes scalar rewards/utilities when interacting with the environment, i.e., the agent does not know the reward and constraint functions and has to quickly learn them.

Our approach is based on the successor features (SFs) framework [5] where the source and target tasks occur within the same environment (with the same transition function), but have different reward functions. Applied to the standard MDP framework, the set of tasks can be expressed as

$$\mathcal{M}_\Phi(S, A, p, \gamma) = \{M_i(S, A, p, r, c, \gamma) | r_i(s, a, s') = \phi(s, a, s')^T w_{r,i}\},$$  (2)

where each task $M_i \in \mathcal{M}_\Phi$ is associated with a specific reward function $r_i$ [10]. A key assumption is that the reward $r_i$ can be computed using a shared feature function $\phi(s, a, s') \in \mathbb{R}^d$ and a unique weight vector $w_{r,i} \in \mathbb{R}^d$ [5].

The advantage of using the model (2) is that the action-value function is given by $Q_r^\pi_i(s, a) = \phi^T(s, a) w_{r,i}^\pi$ where $\phi^\pi$ are the successor features. In other words, we can quickly evaluate a policy $\pi_i$ on a new task $M_j$ by computing a dot-product. The successor features $\phi^\pi(s, a)$ satisfy the Bellman equation and can be computed via dynamic programming, and $w_{r,j}$ can be directly plugged-in (if known) or learned using standard learning algorithms. This property is especially desirable for transfer learning where we are given $N$ source tasks $\{M_i\}_{i=1}^N$ from $\mathcal{M}_\Phi$ with their corresponding action-value functions $\{Q_r^\pi_i\}_{i=1}^N$, and seek to rapidly learn a new task $M_{N+1} \in \mathcal{M}_\Phi$. Under certain conditions, the generalized policy improvement (GPI) theorem guarantees that the policy $\pi(s) = \arg\max_a Q_r^\pi(s, a)$ is no worse than the individual source policies.

To account for safety, we extend the above SF framework to CMDPs, where the set of tasks,

$$\mathcal{M}_\Phi(S, A, p, \gamma) = \{M_c(S, A, p, r, c, \gamma) | r_i(s, a, s') = \phi(s, a, s')^T w_{r,i}, c_i(s, a, s') = \phi(s, a, s')^T w_{c,i}\},$$  (3)

take on an additional utility weight vector $w_{c,i}$ for each task. Without loss of generality, we use the same $\phi$ function for both $r$ and $c$. We focus on a single constraint but the extension to multiple constraints is straightforward. We highlight that unlike the standard MDP setting, the optimal policy for a CMDP depends on both the reward function and constraints; a naive application of GPI does not guarantee that the transferred policy will adhere to the specified constraints. In our setup, we model the value functions of both the reward and utility functions using SFs, which enables efficient policy and constraint evaluation during transfer.

A. General policy improvement in CMDP

In the following analysis, we seek to better understand the conditions under which positive transfer can occur in

2We can handle the more general case of different $\phi$ functions by concatenating their outputs into a single vector and expanding the corresponding weights, which conforms to Eq. (3).
CMDPs. We begin by revisiting the optimal policy \( \pi^*_{j} \) of a target CMDP \( M^i_{c,j} \). The optimal value function is \( V^\pi_{r,j}(s) = \max_{a \in \Pi} \{ V^\pi_{r,j}(s) | V^\pi_{c,j}(s) \geq \tau \} \), where we see that the class of policies is restricted to those whose expected utility returns satisfy the threshold constraints. The dual function is

\[
d(\lambda_j) = \max_{\pi \in \Pi} L(\pi, \lambda_j),
\]

where \( L(\pi, \lambda_j) = V^\pi_{r,j}(s) + \lambda_j (V^\pi_{c,j}(s) - \tau) \) is the Lagrangian and \( \lambda_j \in \mathbb{R}^+ \) is the Lagrange multiplier (or dual variable). The optimal dual variable minimizes the Lagrangian: \( \lambda_j^* = \arg\min_{\lambda_j \geq 0} d(\lambda_j) \), and as we will see, plays an important role during transfer.

Given the above, we extend GPI to the multi-task CMDP setting given in Eq. (3). In the following, we adopt the standard assumption that a feasible policy exists, i.e.,

**Assumption 1.** (Slater’s condition). There exists a policy \( \pi \in \Pi \) such that \( V^\pi_{c,j}(s) \geq \tau \).

and introduce our first key result:

**Proposition 1.** Let \( Q^\pi_{r,j} \) and \( Q^\pi_{c,j} \) be the action-value functions of an optimal policy of \( M^i_{c,j} \) in \( \mathcal{M}^i_{\Phi} \) when executed in \( M^i_{c} \in \mathcal{M}^i_{\Phi} \). Given approximations \( \{Q^\pi_{r,j}\}_{i=1}^N \) and \( \{Q^\pi_{c,j}\}_{i=1}^N \) such that \( |Q^\pi_{r,j}(s, a) - \tilde{Q}^\pi_{r,j}(s, a)| \leq \epsilon \) and \( |Q^\pi_{c,j}(s, a) - \tilde{Q}^\pi_{c,j}(s, a)| \leq \epsilon, \forall s, a \) and \( i \in \{1, \ldots, N\} \).

Consider the policy

\[
\pi(s) = \arg\max_{a \in \Pi} \{ \tilde{Q}^\pi_{r,j}(s, a) + \tilde{\lambda}_j \tilde{Q}^\pi_{c,j}(s, a) \},
\]

by specifying a \( \tilde{\lambda}_j \) for the new task \( M^i_{c,j} \). If Slater’s condition (1) holds, we have

\[
Q^\pi_{r,j}(s, a) - Q^\pi_{c,j}(s, a) \\
\leq \min_{i} \frac{2}{1 - \gamma} \left( \|\phi_{\max}w_{r,j} - w_{r,i}\| + \|\phi_{\max}\lambda^*_j w_{c,j} - \lambda^*_j w_{c,i}\| \right) \\
+ \|\lambda^*_j - \tilde{\lambda}_j\| + \epsilon (1 + \tilde{\lambda}_j) + 2\tau |\lambda^*_j - \tilde{\lambda}_j|,
\]

where \( Q^\pi_{j,A}(s, a) := Q^\pi_{r,j}(s, a) + \lambda \left( Q^\pi_{c,j}(s, a) - \tau \right) \) for any \( \pi, j \) and \( \lambda \), and \( \phi_{\max} = \max_{s,a} |\phi(s, a)| \).

The detailed proofs along with additional experiments can be found in the supplementary materials. The proposition above upper-bounds the differences in action-values of the transfer policy in Eq. (5) and the optimal policies of the target task \( M^i_{c,j} \). The bound formally captures the roles of multiple factors in safe transfer. Similar to the GPI theorem with successor features, the first term \( \|w_{r,j} - w_{r,i}\| \) characterizes the difference in the task objectives. However, our constrained version in Prop. 1 reveals the critical role of the optimal dual variable \( \lambda^*_j \) and its estimation \( \tilde{\lambda}_j \) in bounding the loss. We draw attention to the remaining terms in the bound; we see that the second and last elements characterize the similarity between tasks in terms of their utilities and optimal dual variables. This reflects that intuition that the performance of the agent depends on the similarity to source tasks in terms of the safety constraints. The term \( |\lambda^*_j - \tilde{\lambda}_j| \) highlights the gap caused by estimating the optimal dual variable; the larger the estimation error, the larger the loss incurred by the agent.

To shed additional light on the transfer policy, let us draw a connection to the optimal CMDP value function. We leverage the following lemma on strong duality.

**Lemma 1.** [Strong duality] [11]. If Slater’s condition (1) holds, then strong duality holds \( V^\pi_{r,j}(s) = d(\lambda_j^*) \).

Combining the above with the definition of the dual function in Eq. (4) yields

\[
V^\pi_{r,j}(s) = \max_{\pi \in \Pi} V^\pi_{r,j}(s) + \lambda_j^* (V^\pi_{c,j}(s) - \tau) \\
= \max_{\pi \in \Pi, a = \pi(s)} Q^\pi_{r,j}(s, a) + \lambda_j^* \left( Q^\pi_{c,j}(s, a) - \tau \right)
\]

The second equality above holds because the optimal policies have corresponding optimal action-value functions, since the Lagrangian can be equivalently written as a value function \( \min_{\pi \in \Pi} \sum_{t=0}^{\infty} \gamma^t \lambda_j^* (s_t, a_{t+1}) | s_0 = s \) with a single reward function \( r_j(s, a, s') = r_j(s, a, s') + \lambda (c_j(s, a, s') - (1 - \gamma) \tau) \). Let us compare Eq. (7) against the policy in Eq. (5). We see that the value of the policy matches that of the optimal value function if (i) \( \lambda_j^* = \lambda_j^* \), (ii) the true action-value functions of source policies are available, and (iii) the set of source policies \( \{\pi^*_{j}\}_{i=1}^N \) equals policy space \( \Pi \) (or at least covers the optimal region). While less formal than Prop. 1, this analysis reveals the ingredients needed for strong positive transfer (and potential sources of policy under-performance), which again includes the optimal dual \( \lambda_j^* \).

Taken together, both Prop. 1 and the above discussion indicate that a good estimate of the optimal dual variable is important for transfer in CMDPs. We could learn it by training a policy on the target task but this would typically entail many interactions with the environment, defeating the purpose of transfer. Instead, we propose a practical optimization method to approximate \( \lambda_j^* \) without having to resort to RL on the target task.

**B. Optimal dual estimation**

Recall that the optimal dual variable for target \( M^i_{c,j} \) is:

\[
\lambda_j^* \in \arg\max_{\lambda_j \geq 0} V^\pi_{r,j}(s) + \lambda_j (V^\pi_{c,j}(s) - \tau).
\]

Given the source tasks, we can approximate the optimal dual via maximizing among source policies,

\[
\tilde{\lambda}_j \in \arg\max_{\lambda_j \geq 0} V^\pi_{r,j}(s) + \lambda_j (V^\pi_{c,j}(s) - \tau),
\]

where \( \tilde{\pi}_i \) is the source policy given by the source Q functions \( Q^\pi_{r,j} \) and \( Q^\pi_{c,j} \) and dual variable \( \tilde{\lambda}_j \). However, strong duality does not hold for Eq. (9) because the domain of the primal problem is non-convex. As a workaround, we relax the domain of the primal problem (i.e., the policy space) to allow stochastic combination of policies:

\[\text{This lemma is also used in the proof of Proposition 1.}\]
Algorithm 1: Dual variable update for SFs transfer

Require: The number of iterations $T$, A sequence of step size $\eta(t)$.

Input: Value functions of a set of source policies evaluated on $M^*_{c,j} = \{\tilde{V}^\pi_{r,j}(s), \tilde{V}^\pi_{c,j}(s)\}_{i=1}^N$.

Output: Approximate optimal dual variable $\lambda^*(t)$.

1: Initialization $\lambda^{(1)} = 0$, $t = 1$
2: while $t \leq T$ do
3: \[ i(t+1) = \arg\max_{i \in [N]} \tilde{V}^\pi_{r,j}(s) + \lambda^{(t)} \left( \tilde{V}^\pi_{c,j}(s) - \tau \right) \]
4: \[ \lambda^{(t+1)} = \lambda^{(t)} - \eta(t) \left( \tilde{V}^\pi_{r,j}(s) - \tau \right) \]
5: \[ \lambda^{(t+1)} = \mathbb{P}_{\mathbb{R}^+} \left( \lambda^{(t+1)} \right) \]
6: $t \leftarrow t + 1$
7: end while

The term “safety” is overloaded in the field of RL and here, we focus on learning in a hazardous environment where safety is a primary concern. Our dual estimation method is designed to estimate the optimal Lagrange multiplier $\lambda_j$ and has to be estimated, e.g., with a sample average by

\[ \hat{\lambda}_j = \max_{i \geq 0} \tilde{V}^\pi_{r,j}(s) + \lambda_j \left( \tilde{V}^\pi_{c,j}(s) - \tau \right). \]

Then $\lambda_j, \lambda_j \rightarrow 0$ with probability 1 as the sample size $K_j$ $i = 1, \ldots, N$, tends to infinity.

Once we have $\lambda(T)$, we can select actions on the target task by $\pi(s) = \arg\max_{i \in [N]} \tilde{Q}^\pi_{r,j}(s, a) + \lambda(T)Q^\pi_{c,j}(s, a)$, where the transfer policy is given according to Eq. (5). Note that the optimal dual variable defined in Eq. (8) is for a specific state $s$. Therefore, dual estimation is repeatedly executed during roll-out on the target task. However, using Algorithm 1 on every state is computationally inefficient if the action-value functions for adjacent states are similar. In such cases, dual variable estimation can be performed periodically, which we found to work well in our experiments.

IV. RELATED WORK

Our work is related to existing research in transfer and safety in reinforcement learning. We give a brief overview of recent work and refer readers desiring more comprehensive information to excellent survey articles [12], [13], [2]. Safety is a consideration not restricted to RL; various methods have been proposed in the machine learning, control, and robotics communities [14]. For example, popular control approaches include the design of Lyapunov functions [15] and barrier functions [16]. However, these techniques often assume prior knowledge of the environment dynamics and thus, are unsuitable for complex RL tasks where a known model of the environment is unavailable.

Transfer learning in RL. Knowledge transfer in RL can be achieved through various techniques, e.g., via instances [17], parameters [18], skill compositions for new tasks [19], [20], [21], [22], and representations. Of particular relevance to our work are state representations that are informative of the reward [23]. The successor features (SFs) [5] employed in our work is an example of such state representation transfer. SFs generalize the successor representation [24] and decouple environmental dynamics from rewards. This enables policy transfer across tasks with theoretical performance guarantees (provided by GPI). However, its effectiveness relies on useful SFs that have to be learnt or provided under the same transition, limiting its applications in tasks with changing dynamics. For example, a navigation agent that avoids task-dependent obstacles or a robotic arm that manipulates different objects require quick learning of new dynamics. To address this limitation, Abdolshah et al. [25] model SFs with Gaussian Processes and show improved performance. Nevertheless, the assumption of noisy measurement can increase the upper bounded error. Recently, there has been significant work on extending SFs, e.g., learn continuous control policy [26], [27], exploit task descriptions [28] and discover efficient paths [29]. These advances, along with improvements in the construction of reward features [30] and tasks with optimistic linear support [31], can potentially be used to enhance SFT-CoP’s performance.

Safety in RL. The term “safety” is overloaded in the field of RL and here, we focus on learning in a hazardous environment where safety is a primary concern.
environment in an online fashion with transfer learning. One popular approach is to minimize risk during agent’s interaction with the environment where the occurrence of rare dangerous events can cause irreparable harm to the agent and/or others. Methods that are designed to capture this risk include policy optimization over the worst case return [32], variance of the return [33] and the conditional value at risk [34]. However, since these techniques optimize a scalar return, practical usage typically entails careful design to trade-off reward and risk.

An alternative approach—the one adopted in our work—is to model safety requirements as constraints. This results in a CMDP [3] for which various solvers have been developed. For example, with primal-dual optimization, [35] and [36] incorporate actor-critic for policy learning. Other methods, such as CPO [37], PCPO [38] and [39], aim to achieve near-constraint satisfaction at each training iteration. CMDPs are also related to multi-objective learning, but emphasize avoidance of constraint violations [40], [41]. In our work, we leverage the primal-dual approach for CMDPs, which enables SFs based policy transfer through the dual variable. For optimizing the policy, SFT-COP employs standard Q-learning; recent advances [42], [43], [44] are complementary and may further improve upon our results.

Safety and transfer in RL. Methods that combine both transfer and safety in RL have only been explored in very recent work. For example, recent work [45] fine-tunes pre-trained policies on a CMDP using a combination of primal-dual optimization and Soft Actor-Critic [46]. However, this method lacks a means of efficient policy evaluation and therefore, has difficulties scaling to many tasks. The closest related work to ours is RaSFQL [4], which employs transfer via successor feature for risk-sensitive RL. RaSFQL learns robust policies that avoid high variance behavior, but suffers from the limitations (mentioned above) associated with methods that incorporate a risk-sensitive criterion to the objective. Despite limitations, the overall direction of these prior works is promising—risk is minimized via both a safety mechanism and sample complexity reduction. SFT-COP is a step along this direction and the first to investigate efficient task transfer in the constrained setting.

V. EXPERIMENTS

In this section we report on experiments designed to evaluate our primary hypothesis that SFT-COP achieves positive transfer in terms of task accomplishment and, more importantly, constraints. We also sought to empirically evaluate the importance of the dual-variable during transfer.

Environments. We evaluated methods using three simulated environments (Fig. 1). The first two (Four-Room and Reacher) are benchmarks used in prior work [5], [4] to evaluate transfer learning in RL and safety. This last domain is a customized SafetyGym [9] environment where a robot (red agent in Fig. 1c) has to navigate to a goal location in a room. Please see the Appendix for implementation details.

Compared methods. We compared SFT-COP against state-of-the-art transfer learning baselines: (1) Successor Feature Q-Learning (SFQL) [5], which performs transfer using GPI and SFs, but without considering constraints; the cost at each time step is added to the reward and hence, part of the return. (2) Risk-Aware SF Q-Learning (RASFQL) [4], a state-of-the-art method safe policy transfer method that employs a risk-sensitive criterion. We also compared safe RL method CPO, and Primal-Dual Q-Learning (PDQL) which can be used to solve CMDPs with safety constraints. Comparing SFT-COP against PDQL/CPO enable us to ascertain the value of transfer learning, while performance differences from SFQL and RASFQL would be informative of any safety gains afforded by the constraint formulation. For the tasks where states and actions are continuous, we adopt the approach in prior work [4] by employing Deep Q-Networks (DQN) [5], [1] and discretizing the action space.

A. Results and analysis

In the following section, we describe our key results, with extra results in the supplementary material. In general, we find that SFT-COP provides stricter adherence to safety constraints compared to the baselines. Our experiments further emphasize the importance of the dual variable during transfer, which supports our theoretical findings.

Does SFT-COP achieve positive transfer (in terms of task objectives and constraints) in safety-constrained settings? In brief, yes. Fig. 2 compares SFT-COP against non-
transfer methods CPO and PDQL, and SFT-CoP significantly outperform them. Without transferring from previous tasks, these methods do not converge and perform poorly, especially in later tasks. In contrast, transfer methods such as SFT-CoP leverage accumulated knowledge to achieve larger rewards and fewer failures in later tasks.

How does SFT-CoP compare against transfer RL methods? Fig. 2 compares the SFQL, RASFQ, and SFT-CoP. During learning, exploration is conducted so failures are not completely avoidable, even with transfer. All methods attain increasing rewards as more tasks are seen, but SFT-CoP generally achieves the lowest failures. Qualitatively, from Fig. 3 we observe that unlike SFT-CoP, SFQL and RASFQ do not avoid the unsafe objects, e.g., in the bottom-left and top-right rooms in Four-Rooms, or those within unsafe regions in Reacher/SafetyGym.

It should be noted that SFT-CoP and RASFQ are motivated by different underlying principles—SFT-CoP attempts to ensure compliance to constraints, while RASFQ seeks to reduce low-probability but high-cost failures. However, the standard reward variance formulation used in RASFQ tends to avoid not only uncertain cost, but also uncertain reward; Fig. 4 shows this phenomena empirically using the Four-Room domain modified with objects that provide positive reward with probability 5%. This problem does not occur with SFT-CoP. Constraints can also be applied to avoid low probability unsafe events; when the unsafe regions have a low probability of failure (5% and 3.5%) [4], SFT-CoP provides a similar level of safety as RASFQ.

For SFT-CoP, does accurate estimation of $\lambda$ matter in practice? Our theoretical analysis suggests the importance of correctly estimating the optimal dual variable $\lambda$ when transferring to a new task. The bar charts in Fig. 5 summarize the averaged rewards and failures of each episode with different methods of selecting $\lambda_j$. Setting $\lambda_j = 0$ corresponds to the case where the cost is ignored, and $\lambda_j = 1$ represents the setting where the cost is simply added to the reward. We also compare three different dual estimation update frequencies. As expected, the results show that estimating $\lambda$ via Alg. 1 resulted in fewer failures compared to fixed $\lambda = \{0, 1\}$. Less frequent estimation led to more failures, but constraint adherence remains significantly better than the fixed $\lambda$ variants.

VI. CONCLUSIONS AND FUTURE WORK

In this paper, we presented SFT-CoP, a principled method for constrained policy transfer in reinforcement learning using successor features. Unlike previous approaches, our approach separates out safety considerations as constraints. To our knowledge, this is the first work showing efficient transfer learning of constrained RL policies. Moving forward, there is a rich literature on optimization and solvers for CMDPs and a study into which methods work best alongside successor features could lead to performance improvements. Moreover, SFT-CoP is limited to a discrete action space. It is possible to develop continuous policies under the maximum entropy RL framework [26], [27], while it remains an open question whether learning with primal dual can offer a similar guarantee. Our bound in Prop. 1 brings new insights to the dual variable, but shares similar properties as in [5] and [4] in terms of approximation error and scaling. Improving this bound would be interesting future work.
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