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Abstract

We consider the pseudodifferential operators $H_{m,\Omega}$ associated by the prescriptions of quantum mechanics to the Klein-Gordon Hamiltonian $\sqrt{|P|^2 + m^2}$ when restricted to a compact domain $\Omega$ in $\mathbb{R}^d$. When the mass $m$ is 0 the operator $H_{0,\Omega}$ coincides with the generator of the Cauchy stochastic process with a killing condition on $\partial\Omega$. (The operator $H_{0,\Omega}$ is sometimes called the fractional Laplacian with power $\frac{1}{2}$, cf. [19].) We prove several universal inequalities for the eigenvalues $0 < \beta_1 < \beta_2 \leq \cdots$ of $H_{m,\Omega}$ and their means $\overline{\beta}_k := \frac{1}{k} \sum_{\ell=1}^{k} \beta_\ell$.

Among the inequalities proved are:

$$\overline{\beta}_k \geq \text{cst.} \left( \frac{k}{|\Omega|} \right)^{1/d}$$

for an explicit, optimal “semiclassical” constant, and, for any dimension $d \geq 2$ and any $k$:

$$\beta_{k+1} \leq \frac{d+1}{d-1} \overline{\beta}_k.$$ 

Furthermore, when $d \geq 2$ and $k \geq 2j$,

$$\frac{\overline{\beta}_k}{\overline{\beta}_j} \leq \frac{d}{2^{1/d} (d-1)} \left( \frac{k}{j} \right)^{\frac{d}{2}}.$$ 

Finally, we present some analogous estimates allowing for an external potential energy field, i.e, $H_{m,\Omega} + V(x)$, for $V(x)$ in certain function classes.
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1 Introduction

The quantum-mechanical operator corresponding to the Klein-Gordon Hamiltonian is a first-order pseudodifferential operator used to model relativistic particles in quantum mechanics. On unrestricted space the part representing kinetic energy $\sqrt{|P|^2 + m^2}$ can be defined as the square root of $-\Delta + m^2$, where $m$ is a nonnegative constant corresponding to the mass, in units where the speed of light is set to 1. We restrict it to a compact domain in $\mathbb{R}^d$ and designate the quantum version of $\sqrt{|P|^2 + m^2}$ as $H_{m,\Omega}$. (A full definition of $H_{m,\Omega}$ is provided below.) The operator $H_{m,\Omega}$ is positive definite with compact inverse and hence it has purely discrete spectrum consisting of positive eigenvalues $0 < \beta_1 < \beta_2 \leq \ldots$. When $m = 0$ the operator $H_{0,\Omega}$ reduces to the generator of the Cauchy stochastic process [49, 5], and because

$$H_{0,\Omega} \leq H_{m,\Omega} \leq H_{0,\Omega} + m,$$ \hfill (1.1)

we shall sometimes be able to restrict to this case without of generality.

Our aim is to find analogues for $H_{m,\Omega}$ of some familiar inequalities of a general nature that apply to the eigenvalues $0 < \lambda_1 < \lambda_2 \leq \ldots$ of the Dirichlet problem for the Laplacian on a bounded domain $\Omega \subset \mathbb{R}^d$. In some of these the spectrum is constrained by the shape and size of $\Omega$; for example the volume of $\Omega$ appears in both the Faber-Krahn lower bound for $\lambda_1$ and in the Weyl estimate of $\lambda_k$ as $k \to \infty$. In addition, there are universal bounds, whereby either $\lambda_k$ individually, or else some quantity involving many eigenvalues such as an average, a gap, or a ratio, is controlled by a different spectral quantity, independently of the geometry of $\Omega$. Various aspects of the well-developed subjects of geometric and universal bounds are treated, for instance, in [114, 19, 28]. One way to generate geometric and universal bounds for the Laplacian is based on identities for traces of commutators of operators [21, 25, 26, 33, 2], and with the benefit of hindsight these algebraic methods can be perceived implicitly in most of the classic universal spectral bounds for Laplacians [44, 29, 58]. Moreover, comparable universal bounds have been obtained with the same strategy for Schrödinger operators on Euclidean spaces [26], and both Laplacians and Schrödinger operators on embedded manifolds [34, 59, 25, 37, 12, 13, 17, 21, 22]. In many cases examples can be identified in which the inequalities are saturated.
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The plan of attack is to use trace identities to derive universal spectral bounds and geometric spectral bounds for $H_{m,\Omega}$. The generator of the Cauchy process, corresponding to the case $m = 0$, is often referred to as the fractional Laplacian and designated $\sqrt{-\Delta}$. The latter is, unfortunately, ambiguous notation, since this operator is distinct from the operator $\sqrt{-\Delta_\Omega}$ as defined by the functional calculus for the Dirichlet Laplacian $-\Delta_\Omega$, except when $\Omega$ is all of $\mathbb{R}^d$. For this reason we shall avoid the ambiguous notation when speaking of compact $\Omega$. (For the spectral theorem and the functional calculus, see, e.g., [47].)

Whereas several universal eigenvalue bounds, mostly of unknown or indifferent sharpness, have been obtained for higher-order partial differential operators such as the bilaplacian (e.g., [32,25,14,54,57]), and for some first-order Dirac operators [11], universal bounds for pseudodifferential operators appear not to have been studied before.

In a final section we study interacting Klein-Gordon operators of the form

$$H = H_{m,\Omega} + V(x),$$

allowing an external force field. An additional contemporary motivation for (1.2) comes from nanophysics, because when a nonrelativistic particle travels in a two-dimensional hexagonal structure like carbon graphene, the effective Hamiltonian operator is relativistic in form, albeit with a characteristic speed smaller than the speed of light [53].

Klein-Gordon operators can be conveniently defined using the Fourier transform on the dense subspace of test functions $C_\infty^c(\mathbb{R}^d)$. With the normalization

$$\hat{\varphi}(\xi) = \mathcal{F}[\varphi] := \frac{1}{(2\pi)^{d/2}} \int_{\mathbb{R}^d} \exp(-i\xi \cdot x)\varphi(x)d\mathbf{x},$$

the Laplacian is given by $-\Delta \varphi := \mathcal{F}^{-1}|\xi|^2\hat{\varphi}(\xi)$, and therefore

$$\sqrt{-\Delta + m^2} \varphi := \mathcal{F}^{-1}\sqrt{|\xi|^2 + m^2}\hat{\varphi}(\xi).$$

(1.3)

The semigroup generated on $L^2(\mathbb{R}^d)$ is known explicitly, so that, for instance with $m = 0$,

$$\exp(-\sqrt{-\Delta}t) [\varphi](x) = p_0(t,\cdot) \ast \varphi,$$

(1.4)

where for $t > 0$ the transition density (= convolution kernel) is

$$p_0(t,x) := \frac{c_d t}{(t^2 + |x|^2)^{d+1}},$$

(1.5)
with \( c_d := \frac{d!}{(4\pi)^{d/2}\Gamma(1+d/2)} \). (Cf. [5]. We note that \( c_d \) is the same “semiclassical” constant that appears in the Weyl estimate for the eigenvalues of the Laplacian. It is given in [5] and some other sources as \( \pi^{\frac{d+1}{2}} \Gamma\left(\frac{d+1}{2}\right) \), which is equal to \( c_d \) by an application of the duplication formula of the gamma function.)

If \( \Omega \) is a non-empty, bounded, open subset of \( \mathbb{R}^d \), then we define \( H_{m,\Omega} \) as follows. Consider the quadratic form on \( C^\infty_c(\Omega) \) given by

\[
\varphi \rightarrow \int_\Omega \nabla \sqrt{-\Delta + m^2} \varphi
\]

(Here \( \sqrt{-\Delta + m^2} \) is calculated for \( \mathbb{R}^d \).) Since this quadratic form is positive and defined on a dense set, it extends to a unique minimal positive operator (the Friedrichs extension) on \( L^2(\Omega) \), which we designate \( H_{m,\Omega} \). The semigroup \( e^{-tH_{m,\Omega}} \) has an integral kernel \( p_{m,\Omega}(t, x, y) \), the form of which is typically not known explicitly.

We remark that the Fourier transform can be more directly applied to \( H_{m,\Omega} \) than to the square root of the Dirichlet Laplacian according to the functional calculus, which dominates it in the following sense:

Suppose that \( \varphi \in C^\infty_c(\Omega) \subset C^\infty_c(\mathbb{R}^d) \). Then

\[
\langle \varphi, H^2_{m,\Omega}\varphi \rangle = \|H_{m,\Omega}\varphi\|^2 = \int_\Omega \left| \mathcal{F}^{-1}\left( \sqrt{|\xi|^2 + m^2}\hat{\varphi}\right) \right|^2 \\
= \int_{\mathbb{R}^d} \chi_\Omega \mathcal{F}^{-1}\left( \sqrt{|\xi|^2 + m^2}\hat{\varphi}\right)^2 \\
\leq \int_{\mathbb{R}^d} \mathcal{F}^{-1}\left( \sqrt{|\xi|^2 + m^2}\hat{\varphi}\right)^2 \\
= \int_{\mathbb{R}^d} \nabla(-\Delta + m^2)\varphi \\
= \int_\Omega \nabla(-\Delta + m^2)\varphi,
\]

because \( \text{supp}(\varphi) \in \Omega \) and \( -\Delta \) is a local operator. Therefore, if \( \beta_k \) denotes the \( k^{th} \) eigenvalue of \( H_{m,\Omega} \), and \( \lambda_k \) is the \( k^{th} \) eigenvalue of \( -\Delta \),

\[
\beta_k \leq \sqrt{\lambda_k + m^2}.
\]
2 Trace formulae and inequalities for spectra of $H_{m,\Omega}$

In [23] universal bounds for spectra of Laplacians were found as consequences of differential inequalities for Riesz means defined on the sequence of eigenvalues. The strategy here is the same, as adapted to the eigenvalues $\beta_j$, $j = 1, \ldots$ of the first-order pseudodifferential operator $H_{m,\Omega}$. However, as the earlier article made heavy use of the fact that the Laplacian is of second order and acts locally, neither of which circumstance applies here, the results we obtain here and the details of the argument are quite different.

An essential lemma is an adaptation of a result of [26,27].

**Lemma 2.1** (Harrell-Stubbe) Let $H$ be a self-adjoint operator on $L^2(\Omega)$, $\Omega \in \mathbb{R}^d$, with discrete spectrum $\beta_1 \leq \beta_2 \leq \ldots$. Denoting the corresponding normalized eigenfunctions $\{u_j\}$, assume that for a Cartesian coordinate $x_\alpha$, the functions $x_\alpha u_j$ and $x_\alpha^2 u_j$ are in the domain of definition of $H$. Then

$$\sum_{j: \beta_j \leq z} (z - \beta_j) \langle u_j, [x_\alpha, [H, x_\alpha]] u_j \rangle - 2 \| [H, x_\alpha] u_j \|^2 \leq 0, \quad (2.1)$$

and

$$\sum_{j: \beta_j \leq z} (z - \beta_j)^2 \langle u_j, [x_\alpha, [H, x_\alpha]] u_j \rangle - 2(z - \beta_j) \| [H, x_\alpha] u_j \|^2 \leq 0. \quad (2.2)$$

So that this article is self-contained, we provide a proof of the lemma.

**Proof.** Elementary calculations show that, subject to the domain assumptions made in the statement of the theorem,

$$[H, x_\alpha] u_j = (H - \beta_j) x_\alpha u_j,$$

and

$$\langle u_j, [x_\alpha, [H, x_\alpha]] u_j \rangle = 2\langle x_\alpha u_j, (H - \beta_j) x_\alpha u_j \rangle.$$

These two identities can be combined and slightly rearranged to yield:

$$\begin{align*}
(z - \beta_j) \langle u_j, [x_\alpha, [H, x_\alpha]] u_j \rangle &- 2 \| [H, x_\alpha] u_j \|^2 \\
&= 2\langle ((z - \beta_j) - (H - \beta_j)) x_\alpha u_j, (H - \beta_j) x_\alpha u_j \rangle \\
&= 2\langle (z - H) x_\alpha u_j, (H - \beta_j) x_\alpha u_j \rangle. \quad (2.3)
\end{align*}$$

Using the completeness of the eigenfunctions of $H$,

$$(H - \beta_j) x_\alpha u_j = \sum_k (\beta_k - \beta_j) \langle x_\alpha u_j, u_k \rangle u_k,$$
so the right side of (2.3) can be rewritten as

\[ 2 \sum_k (z - \beta_k) \langle u_k, x_\alpha u_j \rangle (\beta_k - \beta_j) \langle x_\alpha u_j, u_k \rangle = 2 \sum_k (z - \beta_k) (\beta_k - \beta_j) |\langle u_k, x_\alpha u_j \rangle|^2 \]

\[ \leq 2 \sum_{k: \beta_k < z} (z - \beta_k) (\beta_k - \beta_j) |\langle u_k, x_\alpha u_j \rangle|^2, \]  

(2.4)

provided that \( \beta_j \leq z \). If we now sum (2.3) over \( j \) with \( \beta_j \leq z \), i.e., the same values of \( j \) as for \( k \) in (2.4), then after symmetrizing in \( j, k \),

\[ \sum_{j: \beta_j \leq z} (z - \beta_j) \langle u_j, [x_\alpha, [H, x_\alpha]] u_j \rangle - 2 \| [H, x_\alpha] u_j \|^2 \]

\[ \leq \sum_{j,k: \beta_k, \beta_j < z} ((z - \beta_k) - (z - \beta_j)) (\beta_k - \beta_j) |\langle u_k, x_\alpha u_j \rangle|^2, \]

which simplifies to

\[ - \sum_{j,k: \beta_k, \beta_j < z} (\beta_k - \beta_j)^2 |\langle u_k, x_\alpha u_j \rangle|^2 \leq 0, \]

as claimed in (2.1). In order to establish (2.2), multiply (2.4) by \( (z - \beta_j) \) and then sum on \( j \) for \( \beta_j < z \). The summand on the right side is odd in the exchange of \( j \) and \( k \), and thus the right side equates to 0. \( \square \)

Some consequences of more general forms of the lemma are worked out in [27]. Before deriving a differential inequality that will be useful to control the spectrum, we first follow the strategy of [26] to obtain a universal bound on \( \beta_{n+1} \) in terms of the statistical distribution of the lower eigenvalues. For this purpose we introduce notation for the normalized moments of the eigenvalues:

**Definition.** For a real number \( r \) and an integer \( k > 0 \), \( \overline{\beta}_k^r := \frac{1}{k} \sum_{j=1}^k \beta_j^r \). When \( r = 1 \) we simply write \( \overline{\beta}_k = \overline{\beta}_k^1 \).

**Theorem 2.1** If \( d \geq 2 \), then for each \( k \), the eigenvalues \( \beta_k \) of \( H_{m, \Omega} \) satisfy

\[ \beta_{k+1} \leq \frac{1}{(d-1)\overline{\beta}_k} \left( d + \sqrt{d^2 - (d^2 - 1)\overline{\beta}_k \overline{\beta}_k^{-1}} \right). \]  

(2.5)

Before giving the proof we note two slightly weaker but more appealing variants of (2.5) using the Cauchy-Schwarz inequality, \( 1 \leq \overline{\beta}_k \overline{\beta}_k^{-1} \), with the aid of which the universal bound simplifies to

\[ \beta_{k+1} \leq \frac{d+1}{(d-1)\overline{\beta}_k} \leq \frac{d+1}{d-1} \overline{\beta}_k. \]  

(2.6)
In particular, 
\[
\frac{\beta_2}{\beta_1} \leq \frac{d + 1}{d - 1},
\] 
(2.7)

regardless of any property of the domain other than compactness.

In this connection, recall that R. Bañuelos and T. Kulczycki have proved in [6] that the fundamental gap of the Cauchy process is controlled by the inradius in the case of a bounded convex domain \(\Omega\) of inradius \(\text{Inr}(\Omega)\), viz., for \(m = 0\),

\[
\beta_2 - \beta_1 \leq \sqrt{\lambda_2 - (1/2)\sqrt{\lambda_1}} \frac{1}{\text{Inr}(\Omega)}.
\]

where \(\lambda_1\) and \(\lambda_2\) are the first and second eigenvalues for the Dirichlet Laplacian for the unit ball, \(B_1\) in \(\mathbb{R}^d\). (Recall that the inradius \(\text{Inr}(\Omega)\) of a region \(\Omega\) is defined by

\[
\text{Inr}(\Omega) = \sup \{d(x) : x \in \Omega\},
\]

where \(d(x) = \min\{|x - y| : y \notin \Omega\}\).)

Since a ratio bound like (2.7) is algebraically equivalent to a gap bound, (2.7) provides an independent upper bound on the gap \(\beta_2 - \beta_1\). Continuing to set \(m = 0\), (1.6) and (2.7) in the form \(\beta_2 - \beta_1 \leq \frac{2}{d-1} \beta_1\) imply:

**Corollary 2.2** If \(\beta_1^*\) and \(\lambda_1^*\) denote the fundamental eigenvalues of \(H_{0,\Omega}\) and \(-\Delta\), respectively, on the unit ball of \(\mathbb{R}^d\), then

\[
\beta_2 - \beta_1 \leq \left(\frac{2}{d-1}\right) \frac{\beta_1^*}{\text{Inr}(\Omega)} \leq \left(\frac{2}{d-1}\right) \frac{\sqrt{\lambda_1^*}}{\text{Inr}(\Omega)}.
\]

(2.8)

**Proof of Corollary 2.2.** Since \(H_{0,\Omega}\) is defined by closure from a core of functions in \(C_0^\infty\), its fundamental eigenvalue satisfies the principle of domain monotonicity. That is, if \(\Omega_1 \supset \Omega_2\), then \(\beta_1(\Omega_1) \leq \beta_1(\Omega_2)\). In particular, if \(\Omega\) is a ball of radius \(r\), then \(\beta_1(\Omega) \leq \frac{\beta_1^*}{r}\), which is the fundamental eigenvalue of the unit ball \(B_1\) by scaling. The first inequality follows from (2.7), and the second one by (1.6). \(\square\)

**Proof of Theorem 2.1.** We make the special choice \(H = H_{m,\Omega}\) and calculate the first and second commutators with the aid of the Fourier transform:

Writing \(H_{m,\Omega} = \chi_\Omega \mathcal{F}^{-1} \sqrt{|\xi|^2 + m^2} \mathcal{F},\)
\[ [H_{m,\Omega}, x_\alpha] \varphi = (H_{m,\Omega} x_\alpha - x_\alpha H_{m,\Omega}) \varphi \]
\[ = \chi_\Omega \mathcal{F}^{-1} \sqrt{|\xi|^2 + m^2} \mathcal{F}[x_\alpha \varphi] - \chi_\Omega x_\alpha \mathcal{F}^{-1}[\sqrt{|\xi|^2 + m^2} \dot{\varphi}] \]
\[ = \chi_\Omega \mathcal{F}^{-1} \left[ \sqrt{|\xi|^2 + m^2} \frac{\partial \dot{\varphi}}{\partial \xi_\alpha} - \frac{\partial}{\partial \xi_\alpha} (\sqrt{|\xi|^2 + m^2} \dot{\varphi}) \right] \]
\[ = -i \chi_\Omega \mathcal{F}^{-1} \frac{\xi_\alpha}{\sqrt{|\xi|^2 + m^2}} \dot{\varphi}. \quad (2.9) \]

Similarly,

\[ [x_\alpha, [H_{m,\Omega}, x_\alpha]] \varphi = \chi_\Omega \mathcal{F}^{-1} \left[ \left( \frac{1}{\sqrt{|\xi|^2 + m^2}} - \frac{\xi_\alpha^2}{(|\xi|^2 + m^2)^{3/2}} \right) \dot{\varphi} \right]. \quad (2.10) \]

Due to (2.9) and (2.10), there are simplifications when we sum over \( \alpha \):

\[ \sum_{\alpha=1}^{d} \| [H_{m,\Omega}, x_\alpha] \varphi \|^2 \leq \left\langle \dot{\varphi}, \frac{|\xi|^2}{|\xi|^2 + m^2} \dot{\varphi} \right\rangle \leq 1, \]

and

\[ \sum_{\alpha=1}^{d} \left( \frac{1}{\sqrt{|\xi|^2 + m^2}} - \frac{\xi_\alpha^2}{(|\xi|^2 + m^2)^{3/2}} \right) = \frac{(d - 1)|\xi|^2 + dm^2}{(|\xi|^2 + m^2)^{3/2}} \geq \frac{d - 1}{\sqrt{|\xi|^2 + m^2}}. \]

In consequence, (2.2) implies that

\[ (d - 1) \sum_{j=1}^{n} (z - \beta_j)^2 (u_j, H_{m,\Omega}^{-1} u_j) - 2 \sum_{j} (z - \beta_j) \leq 0, \quad (2.11) \]

provided \( z \in [\beta_n, \beta_{n+1}] \). Because

\[ H_{m,\Omega}^{-1} u_j = \frac{1}{\beta_j} u_j, \]

and

\[ (z - \beta_j) = -\frac{(z - \beta_j)(z - \beta_j - z)}{\beta_j}, \]

Eq. (2.11) can be rewritten as

\[ (d + 1) \sum_{j=1}^{n} \frac{(z - \beta_j)^2}{\beta_j} - 2z \sum_{j=1}^{n} \frac{(z - \beta_j)}{\beta_j} \leq 0, \quad (2.12) \]

or, equivalently,

\[ (d - 1) \beta_n^{-1} z^2 - 2dz + (d + 1) \beta_n \leq 0. \quad (2.13) \]

Setting \( z = \beta_{n+1} \), we see that \( \beta_{n+1} \) must be less than the larger root of (2.13), which is the conclusion of the theorem. \( \square \)
For future purposes we note that this theorem extends with small modifications to semirelativistic Hamiltonians of the form $H_{m,\Omega} + V(x)$. More specifically, (2.11) is valid when \( \{u_k\} \) and \( \{\beta_k\} \) are the eigenfunctions and eigenvalues of $H_{m,\Omega} + V(x)$.

We next apply similar reasoning to a function related to Riesz means. With 
\[
a_+ := \max(0, a),
\]
let
\[
U(z) := \sum_k \frac{(z - \beta_k)^2}{\beta_k},
\]
where $z$ is a real variable. Note that if $z \in [\beta_j, \beta_{j+1}]$, then
\[
U(z) = \beta_j^{-1}z^2 - 2z + \beta_j.
\]

**Theorem 2.3** The function $z^{-(d+1)}U(z)$ is nondecreasing in the variable $z$. Moreover, for $d \geq 2$ and any $j \geq 1$, the “Riesz mean” $R_1(z) := \sum_k (z - \beta_k)_+$ satisfies
\[
R_1(z) \geq \frac{2j(d-1)^d}{(d+1)^{d+1}\beta_j^d} z^{d+1}
\]
for all $z \geq (\frac{d+1}{d-1})\beta_j$.

**Proof.** In notation that suppresses $n$, Eq. (2.12) can be written
\[
(d + 1) \sum_k \frac{(z - \beta_k)^2}{\beta_k} - 2z \sum_k \frac{(z - \beta_k)_+}{\beta_k} \leq 0,
\]
which for the function $U$ reads
\[
(d + 1)U(z) - zU'(z) \leq 0,
\]
or, equivalently,
\[
\frac{d}{dz} \left\{ \frac{U(z)}{z^{d+1}} \right\} \geq 0,
\]
proving the claim about $U$.

Eq. (2.11) tells us that
\[
R_1(z) \geq \frac{d - 1}{2} U(z).
\]

Since $U(z)$ is nondecreasing, when $z \geq z_j^* \geq \beta_j$,
\[
U(z) \geq \left( \frac{z}{z_j^*} \right)^{d+1} U(z_j^*).
\]
From (2.15) with the Cauchy-Schwarz inequality we get
\[
\frac{U(z)}{j} \geq \frac{1}{\beta_j} (z - \bar{\beta_j})^2,
\] (2.21)
so that with (2.19) and (2.20) we obtain
\[
R_1(z) \geq (d-1)j \left( \frac{z}{z_j^*} \right)^{d+1} \left( z_j^* - \bar{\beta_j} \right)^2.
\] (2.22)

We now choose an optimized value of \(z_j^*\) to maximize the coefficient of \(z^{d+1}\), viz., \(z_j^* = \frac{d+1}{d-1} \beta_j\). Substituting this into (2.22), we get (2.16), as claimed. □

The Legendre transform of \(R_1(z)\) is a straightforward calculation, to be found explicitly for example in [23,31]. The result for \(k-1 < w < k\) is
\[
R_1^*(w) = (w - [w])\beta_{[w]+1} + [w]\beta_{[w]},
\] (2.23)
where \([w]\) denotes the greatest integer \(\leq w\), and when \(w\) takes an integer value \(k\) from below, \(R_1^*(k) = k\beta_k\).

With the Legendre transform of the right side of (2.16), we get
\[
k \beta_k \leq \frac{d \beta_j}{2^{1/d} j^{1/d} (d-1)} k^{d+1}.
\] (2.24)

This leads us to the following upper bound for ratios of averages of eigenvalues of \(H_{m,\Omega}\):

**Corollary 2.4** For \(k > 2j\), Eq. (2.24) implies
\[
\frac{\beta_k}{\beta_j} \leq \frac{d}{2^{1/d} j^{1/d} (d-1)} \left( \frac{k}{j} \right)^{\frac{d+1}{2}}.
\] (2.25)

**Remark 2.5** The reason for the restriction on \(k, j\) is that in Theorem 2.3, we assumed that \(z \geq \left( \frac{d+1}{d-1} \right) \beta_j\). Since there is a monotonic relationship between \(w\) and the maximizing value of \(z^*_+\) in the calculation of the Legendre transform of the right side of (2.16), we get
\[
w = 2j \left( \frac{(d-1)z^*_+}{(d+1)\beta_j} \right)^d.
\] (2.26)

Thus the inequality is valid under the assumption that \(k > w \geq 2j\).
In this section we consider the eigenvalues $\beta_k$ of $H_{m,\Omega}$ as $k \to \infty$. In view of the elementary inequalities \[ \frac{1}{|\xi|} \leq \frac{\sqrt{|\xi|^2 + m^2}}{|\xi|} = 1, \] it suffices to consider the case $m = 0$.

We begin with the analogue of the Weyl formula for the Laplacian, adapting one of the standard proofs of the latter, which relies on an estimate of the partition function $Z(t) := \sum e^{-\beta_j t}$ for $t > 0$. Recall that the function $Z(t)$ can be written as
\[ Z(t) = \int e^{-\beta t} dN(\beta), \tag{3.1} \]
where $N(\beta) := \sum_{\beta_i \leq \beta} 1$ is the usual counting function. Another standard formula for the partition function is
\[ Z(t) = \int_{\Omega} p_{\Omega}(x, x, t) dx. \tag{3.2} \]

If we accept that $H_{m,\Omega}$ is well approximated by $\sqrt{-\Delta_{\Omega}}$ in the “semiclassical limit,” then the analogue for $N(\beta)$ of the Weyl asymptotic formula for the Laplacian should be identical to the usual Weyl formula, with the identification of $\beta_k$ with $\sqrt{\lambda_k}$. This intuition is confirmed by the following:

**Proposition 3.1** As $\beta \to \infty$,
\[ N(\beta) \sim \frac{|\Omega|}{(4\pi)^{d/2} \Gamma(1 + d/2)} \beta^d. \tag{3.3} \]

Equivalently, as $k \to \infty$,
\[ \beta_k \sim \sqrt{4\pi} \left( \frac{\Gamma(1 + d/2)k}{|\Omega|} \right)^{1/d}. \tag{3.4} \]

Moreover, the function $U$ of (2.14) satisfies
\[ U(z) \sim \frac{|\Omega|}{2\pi^{d/2}(d^2 - 1)\Gamma(1 + d/2)} z^{d+1}. \]

**Proof.** By Karamata’s Tauberian theorem \[51\], if we can show that for $t \to 0$,
\[ t^d Z(t) \to c_d |\Omega|, \]
then the first claim follows from (3.1). The further claims for \( \beta_k \) and \( U(z) \) are easy consequences of (3.3).

By a standard comparison,

\[
p_\Omega(x, y, t) < p_0(x - y, t)
\]

(3.5)
on \( \Omega \), where \( p_\Omega \) is the integral kernel of the semigroup \( e^{-tH_{0, \Omega}} \). Define

\[
r_\Omega := p_0(x - y, t) - p_\Omega(x, y, t),
\]

and let \( \delta_\Omega(x) := \text{dist}(x, \partial \Omega) \). According to [5],

\[
0 \leq r_\Omega \leq \frac{t}{\delta^{d+1}_\Omega(x)} c_d \mathcal{P}^y(\tau_\Omega < t),
\]

where \( \mathcal{P}^y(\tau_\Omega < t) \) is the probability that a path originating at \( y \) exits \( \Omega \) before time \( t \). Thus,

\[
\int_\Omega p_\Omega(x, x, t) \, dx = \int_\Omega p_0(0, t) \, dx - \int_\Omega r_\Omega \, dx 
\geq c_d \frac{|\Omega|}{t^d} - (o(1_t)) \cdot \left\{ \int_{\{x: \delta(x) < \sqrt{t}\}} \frac{t}{\delta^{d+1}_\Omega(x)} \right\}.
\]

(3.6)

The first integral on the right side of (3.6) becomes

\[
\int_{\{x: \delta(x) < \sqrt{t}\}} r_\Omega \, dx = \int_{\{x: \delta(x) < \sqrt{t}\}} \frac{t}{\delta^{d+1}_\Omega(x)} \, dx 
\leq C \int_{\Omega - \Omega_{\sqrt{t}}} \frac{t}{(t^2)(d+1)/2} \, dx 
= C t^{-d} \, |\Omega - \Omega_{\sqrt{t}}|.
\]

(3.7)

As for the second integral,

\[
\int_{\{x: \delta(x) > \sqrt{t}\}} r_\Omega \, dx = \int_{\{x: \delta(x) > \sqrt{t}\}} \frac{t}{\delta^{d+1}_\Omega(x)} \, dx 
\leq \frac{t}{(t^2)(d+1)/2} \left|\Omega\right| 
= O(t^{1-d}/2) << t^{-d}.
\]

(3.8)
With (3.7) we thus validate the condition allowing the application of Karamata’s Tauberian Theorem.

An easy corollary of Theorem 2.3 is a counterpart for $H_{0,\Omega}$ to the Li-Yau inequality for the Laplacian [35]. (As noted in [31], the Li-Yau inequality is equivalent to an earlier inequality by Berezin [8] through the Legendre transform. See also [36].)

Since we know that $z^{-(d+1)}U(z) \uparrow \frac{2c_d|\Omega|}{d!(d^2-1)}$, and that because of (2.6), a choice of $z$ safely guaranteed to exceed $\beta_k$ is $z = \frac{d+1}{d-1}\beta_k$, with the aid of (2.21) we obtain

$$\frac{2c_d|\Omega|}{d!(d^2-1)} \geq k\beta_k^2 \left(\frac{d-1}{d}\beta_k\right)^2 \left(\frac{d+1}{d}\beta_k\right)^{-d}. $$

This leads directly to the semiclassical estimate:

$$\beta_k \geq \frac{(d-1)2^{1/d}\sqrt{4\pi}}{d+1} \left(\frac{\Gamma(1+d/2)k}{|\Omega|}\right)^{1/d}. \quad (3.9)$$

However, a better estimate, improving $(d-1)2^{1/d}$ to $d$, can be derived by following the argument of Li and Yau [35] more closely. As a first step we slightly generalize the lemma attributed in [35] to Hörmander:

**Lemma 3.1** Let $f: \mathbb{R}^d \to \mathbb{R}$ satisfy $0 \leq f(\xi) \leq M_1$ and

$$\int_{\mathbb{R}^d} f(\xi)w(|\xi|)d\xi \leq M_2, \quad (3.10)$$

where the weight function $w$ is nonnegative and nondecreasing. Define $R = R(M_1, M_2)$ by the condition that

$$\int_{B_R} w(|\xi|)d\xi = \omega_{d-1} \int_0^R w(r)r^{d-1}dr = \frac{M_2}{M_1}, \quad (3.11)$$

where $\omega_{d-1} := |S^{d-1}| = \frac{2\pi^{d/2}}{\Gamma(d/2)}$. Then

$$\int_{\mathbb{R}^d} f(\xi)d\xi \leq \frac{\pi^{d/2}M_1}{\Gamma(1+d/2)}R^d. \quad (3.12)$$

As a special case, if $w(\xi) = |\xi|^p$, then $R = \left[\frac{M_2(d+p)}{M_1w_{d-1}}\right]^\frac{1}{d+p}$, and so

$$\int_{\mathbb{R}^d} f(\xi)d\xi \leq \frac{1}{d}((d+p)M_2)\frac{\pi^{d/2}}{d+p}(w_{d-1}M_1)^\frac{p}{d+p}$$

$$= \left(\frac{d+p}{d}M_2\right)^\frac{d}{d+p} \left(\frac{\pi^{d/2}M_1}{\Gamma(1+d/2)}\right)^\frac{p}{d+p}. $$
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Proof. Let \( g(\xi) := M_1 \chi_{\{|\xi| \leq R\}} \) and note that according to the definition of \( R, \int w(|\xi|)g(\xi)d\xi = M_2 \). We observe that \( (w(|\xi|) - w(R))(f(\xi) - g(\xi)) \geq 0 \) for all \( \xi \). (Check \(|\xi| \leq R \) and \(|\xi| > R \) separately.) Hence

\[
w(R) \int (f(\xi) - g(\xi))d\xi \leq \int w(|\xi|)(f(\xi) - g(\xi)) = 0,
\]

and, consequently,

\[
\int f(\xi)d\xi \leq \int g(\xi)d\xi = |B_R|M_1 = \frac{\pi^{d/2}M_1}{\Gamma(1 + d/2)}R^d.
\]

For the application to \( H_{0,\Omega} \), note that

\[
\beta_\ell = \langle u_\ell, H_{0,\Omega}u_\ell \rangle = \int |\xi||\hat{u}_\ell(\xi)|^2 d\xi
\]

Choosing \( w(|\xi|) = |\xi| \) in the lemma, with \( f(\xi) = \sum_{\ell=1}^k |\hat{u}_\ell(\xi)|^2 \), we find

\[
k = \int f(\xi)d\xi \leq \left( \|f\|_\infty \frac{\pi^{d/2}}{\Gamma(1 + d/2)} \right)^{\frac{1}{d+1}} \left( \sum_{\ell=1}^k \beta_\ell \right)^{\frac{d}{d+1}} \left( \frac{d+1}{d} \right)^{\frac{1}{d+1}},
\]

or

\[
\sum_{\ell=1}^k \beta_\ell \geq \frac{d}{d+1} \left( \frac{\Gamma(1 + d/2)}{\pi^{d/2}\|f\|_\infty} \right)^{1/d} k^{1 + \frac{1}{d}}.
\]

As for \( \|f\|_\infty \),

\[
\sum_{\ell=1}^k |\hat{u}_\ell(\xi)|^2 = \sum_{\ell=1}^k \frac{1}{(2\pi)^d} \left| \int \Omega e^{ix \cdot \xi} u_\ell(x) dx \right|^2 = \frac{1}{(2\pi)^d} \sum_{\ell=1}^k \left| \langle e^{ix \cdot \xi}, u_\ell \rangle \right|^2 \leq \frac{|\Omega|}{(2\pi)^d}
\]

by Bessel’s inequality, as \( \|e^{ix \cdot \xi}\|_2^2 = |\Omega| \). In conclusion, we have an analogue of the Li-Yau inequality [35]:

**Theorem 3.2** For all \( k = 1, \ldots, \), the eigenvalues \( \beta_k \) of \( |P|_\Omega \) satisfy

\[
\beta_k \geq \frac{\sqrt{4\pi d}}{d+1} \left( \frac{\Gamma(1 + d/2)k}{|\Omega|} \right)^{1/d}.
\]

We observe that, just like the Li-Yau inequality for the Laplacian, (3.18) has the best possible coefficient consistent with the Weyl-type law of Proposition 3.1. Moreover, in view of (1.6), Theorem 3.2 has a corollary for the Dirichlet
Laplacian:
\[ \frac{1}{k} \sum_{\ell=1}^{k} \sqrt{\lambda_{\ell}} \geq \frac{\sqrt{4\pi d}}{d + 1} \left( \frac{\Gamma(1 + d/2)k}{|\Omega|} \right)^{1/d}, \] (3.19)
which is comparable to the Li-Yau inequality, but neither implies it nor is directly implied by it. (For an alternative route to (3.19) see Theorem 5.1 of [27].)

4 Universal bounds for \( H_{m,\Omega} + V(x) \)

We turn now to the Klein-Gordon Hamiltonian with an external interaction,
\[ H = H_{m,\Omega} + V(x). \] (4.1)

In a semi-relativistic approximation this Hamiltonian models the motion of a spinless particle in an external force field. As mentioned above, Hamiltonian operators similar to (4.1) have also recently been of interest as models of nonrelativistic charge carriers traveling in a two-dimensional hexagonal structure like carbon graphene. (What distinguishes graphene from the common material graphite is that graphene sheets are only one atom thick.) This material has been the subject of intense study recently because of its remarkable electronic properties. Due to the special symmetry of the hexagonal lattice, standard approximations in condensed-matter theory do not lead to the usual effective mass approximation for charge carriers, but rather, they behave like relativistic particles with a reduced “speed of light.” On the theoretical side this has been known since 1947 when the (unintegrated) density of states at low energies was calculated in a tight-binding approximation and found to be proportional to \( |E - E_0| \) as a function of energy \( E \), as is the case for a two-dimensional relativistic particle [53]. Confirming experiments date from the past decade (e.g., [42,48,16]), where the charge carriers are electrons. A calculation of the density of states does not in fact allow an unambiguous determination of the effective Hamiltonian of particles moving in graphene, so the details of models used in the physical literature vary. Furthermore, although the standard effective-mass approximation for periodic Schrödinger Hamiltonians has had a rigorous mathematical basis since the work of Odeh and Keller [43] (see also [9,20,41,18]), we are unaware of comparably convincing analysis of the effective Hamiltonian for materials like graphene that offer a clear prescription for treating boundaries. The practice in the physical literature has been to propose relativistic Hamiltonians with ad hoc modifications to account for the effect of the boundary geometry, the effects of have become accessible to experiment quite recently (e.g., [38,40,45,43]). For a sampling of the different graphene-related models and calculations, see [53,52,50,30,46]. Because the usual charge carrier is an electron, which is a spin \( \frac{1}{2} \) particle, more often than not the Hamiltonian is chosen as a Dirac operator acting on
the set of two-component spinors. We hope to elaborate the spectral theory of Hamiltonians with spin in future work, but in the present work we content ourselves with the study of (4.1), and we also continue to restrict the Hamiltonian to a finite domain in order to achieve a discrete spectrum. Our point of departure to derive useful spectral bounds for (4.1) is (2.11), which remains valid for interacting operators $H$.

**Theorem 4.1** Let $\beta_k$ denote the eigenvalues of (4.1), and set

$$U(z) := \sum_k \frac{(z - \beta_k)^2}{\beta_k} \quad \text{as in } (2.14).$$

Assume that the measurable function $V = V_+ - V_-$ with $V_+ \geq 0$ and $V_- \in L^s$ for some $2 \leq d < s < \infty$. If

$$\|V_+\|_s < \frac{\sqrt{\pi} 2^{-\frac{(d-1)^2}{d}} \Gamma \left(\frac{d}{2}\right)^{\frac{1-2d}{d}} (d|\Omega|)^{\frac{s-d}{s}} (s-d)^{\frac{s-1}{s}}}{(d-2)! (s-1)^{\frac{s-1}{s}}},$$

then let us define $\alpha < 1$ by

$$\alpha := \frac{\|V_+\|_s (d-2)! (s-1)^{\frac{s-1}{s}}}{\sqrt{\pi} 2^{-\frac{(d-1)^2}{d}} \Gamma \left(\frac{d}{2}\right)^{\frac{1-2d}{d}} (d|\Omega|)^{\frac{s-d}{s}} (s-d)^{\frac{s-1}{s}}}. $$

Then for each $k$, the eigenvalues $\beta_k$ satisfy

$$\frac{\beta_{k+1}}{\beta_k} \leq \frac{\beta_k^{-1} \beta_{k+1} \leq 1 + \frac{2}{(d-1)(1-\alpha)}}.$$

Moreover, $\frac{U(z)}{z((d+1)\alpha - 1)}$ is a nondecreasing function of $z \in \mathbb{R}$, and for $k > 2j$,

$$\frac{\beta_k}{\beta_j} \leq \frac{\frac{d - \alpha(d-1)}{(d-1)(1-\alpha)^{2/(d-\alpha(d-1))}} \left(\frac{k}{j}\right)^{(d-\alpha(d-1))}}{1}. $$

**Proof.** From (2.11),

$$(d - 1) \sum_{j=1}^n (z - \beta_j)^2 \langle u_j, H_{m,\Omega}^{-1} u_j \rangle - 2 \sum_j (z - \beta_j) \leq 0. \quad (4.5)$$

Since $V_+ \geq 0$,

$$H_{m,\Omega} + V > H_{m,\Omega} - V_-, $$

and so

$$(H_{m,\Omega} + V)^{-1} \leq (H_{m,\Omega} - V_-)^{-1}. $$

Hence,
\[
\frac{1}{\beta_j} = \langle u_j, (H_{m,\Omega} + V)^{-1}u_j \rangle \leq \langle u_j, (H_{m,\Omega} - V_{-})^{-1}u_j \rangle \\
\leq \langle u_j, (H_{m,\Omega} - V_{-})^{-1}u_j \rangle \\
= \langle u_j, H_{m,\Omega}^{-1}u_j \rangle + \langle u_j, (H_{m,\Omega} - V_{-})^{-1}V_{-}H_{m,\Omega}^{-1}u_j \rangle,
\]
according to the resolvent formula.

If \(2 \leq d \leq s < \infty\), we now claim that

\[
\|V_{-}H_{m,\Omega}^{-1}\varphi\|_2 \leq \alpha \|\varphi\|_2 \quad (4.6)
\]

for any \(\varphi \in L^2\). Granting the claim, with \(\varphi = u_j\) in (4.6), we get

\[
\frac{1 - \alpha}{\beta_j} \leq \langle u_j, H_{m,\Omega}^{-1}u_j \rangle. \quad (4.8)
\]

To establish (4.7) begin by noting that by Hölder’s inequality,

\[
\|V_{-}H_{m,\Omega}^{-1}\varphi\|_2 \leq \|V_{-}\|_s \|H_{m,\Omega}^{-1}\varphi\|_s. \quad (4.9)
\]

Because \(H_{m,\Omega} \geq H_{0,\Omega}\),

\[
\|H_{m,\Omega}^{-1}\varphi\|_s \leq \|H_{0,\Omega}^{-1}\varphi\|_s. \quad (4.10)
\]

Inequality (3.5) for the transition density implies

\[
e^{-tH_{0,\Omega}}(x, y, t) \leq p_0(x - y, t) = \frac{-cd}{d - 1} \frac{\partial}{\partial t} \left( t^2 + |x - y|^2 \right)^{-\left(\frac{d-1}{2}\right)}.
\]

Applying the Laplace transform, the kernel of \(H_{0,\Omega}^{-1}\) is less than

\[
\int_0^\infty \left( \frac{-cd}{d - 1} \frac{\partial}{\partial t} \left( t^2 + |x - y|^2 \right)^{-\left(\frac{d-1}{2}\right)} \right) dt = \frac{cd}{d - 1} |x - y|^{-(d-1)}.
\]

Together with (4.9) and (4.10) we get

\[
\|V_{-}H_{m,\Omega}^{-1}\varphi\|_2 \leq \frac{cd}{d - 1} \|V_{-}\|_s \|x|^{-(d-1)} \ast \varphi\|_s.
\]

According to Young’s convolution inequality,

\[
\|x|^{-(d-1)} \ast \varphi\|_s \leq \|x|^{-(d-1)}\|_s \|\varphi\|_2,
\]
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so
\[ \left\| V - H^{-1}_{m,\Omega} \varphi \right\|_2 \leq \frac{\Gamma \left( \frac{d+1}{2} \right)}{\pi^{(d+1)/2}(d-1)} \left\| V_{-} \right\| \| x \|^{-(d-1)} \left\| \varphi \right\|_2. \]  

(4.11)

For an upper bound to \[ \left\| x \right\|^{-(d-1)} \right\|_2 \], choose \( R^* \) as the radius of the ball \( B_{R^*} \) centered at the origin having the same volume as \( \Omega \). Since by rearrangement,
\[ \parallel x \parallel_{L^s}^{-(d-1)}(\Omega) \leq \parallel x \parallel_{L^s}^{-(d-1)}(B_{R^*}) = \left( \frac{\omega_{d-1}(R^*)^{d-1}(s-1)}{s-d} \right)^{\frac{s-1}{s}}, \]

we get the estimate
\[ \left\| x \right\|^{-(d-1)} \left\| x \right\|_{L^s}^{-(d-1)} \left( \frac{s-1}{s} \right)^{\frac{s-1}{s}}, \]

(4.12)

With (4.11) and (4.2) this implies (4.7) and consequently (4.8). Because \( \alpha < 1 \) by assumption, (4.5) together with (4.8) yield
\[ (d-1) \sum_{j=1}^{n} \frac{1-\alpha}{\beta_j} (z - \beta_j)^2 - 2 \sum_{j=1}^{n} (z - \beta_j) \leq 0, \]

(4.13)

or, equivalently,
\[ (d-1)(1-\alpha)\beta_k^{-1} z^2 - 2[d-\alpha(d-1)]z + [d+1-\alpha(d-1)] \beta_k \leq 0. \]

(4.14)

By setting \( z = \beta_{k+1} \), we see that \( \beta_{k+1} \) must be smaller than the larger root of (4.14), i.e., after some algebra,
\[ \beta_{k+1} \leq \frac{(d-1)(1-\alpha) + 1 + \sqrt{1 - ((d+\alpha-\alpha d)^2 - 1)(\overline{\beta k}^{-1})}}{(d-1)(1-\alpha)\beta_k^{-1}}. \]

(4.15)

As was the case for (2.6), with the Cauchy-Schwarz inequality in the form \( 1 \leq \overline{\beta_k}^{-1} \), (4.15) implies the simpler but slightly weaker inequalities (4.13).

Now observe that (4.13) differs from (2.12) only in the extra factor \( 1 - \alpha > 0 \), and therefore all of the consequences of that inequality can be recovered with suitable changes of some constants. In particular, the function \( U(z) \) is nonincreasing, and therefore,
\[ U(z) \geq \left( \frac{z}{z_j^*} \right)^{(d+1)-\alpha(d-1)} \] 

(4.16)
when \( z \geq z_j^* \geq \beta_j \).

At the same time, by (4.13) we have

\[
\frac{(d - 1)(1 - \alpha)}{2} U(z) \leq R_1(z). \tag{4.17}
\]

By (4.17) and the fact that \( U(z) \geq \frac{1}{\beta_j}(z - \beta_j)^2 \), we obtain

\[
R_1(z) \geq \frac{(d - 1)(1 - \alpha)j}{2\beta_j} \left( \frac{z}{z_j^*} \right)^{(d+1)-\alpha(d-1)} (z_j^* - \beta_j)^2. \tag{4.18}
\]

To maximize the coefficient of \( z^{d+1-\alpha(d-1)} \) we optimize \( z_j^* \) and get

\[
z_j^* = \frac{(d + 1) - \alpha(d - 1)}{(d - 1)(1 - \alpha)} \beta_j.
\]

Substituting this into (4.18) gives

\[
R_1(z) \geq \frac{2j[(d - 1)(1 - \alpha)]^{d-\alpha(d-1)}}{[(d + 1) - \alpha(d - 1)](d+1)-\alpha(d-1)\beta_j^{d-\alpha(d-1)} z^{(d+1)-\alpha(d-1)}} \tag{4.19}
\]

for all \( z \geq \frac{(d + 1) - \alpha(d - 1)}{(d - 1)(1 - \alpha)} \beta_j \).

With the Legendre transform of the right hand side of (4.19), we obtain

\[
k/\beta_k \leq \frac{[d - \alpha(d - 1)]\beta_j}{[(d - 1)(1 - \alpha)]2^{1/(d-\alpha(d-1))} \beta_j^{1/(d-\alpha(d-1))} k^{1+1/(d-\alpha(d-1))}}. \tag{4.20}
\]

Therefore,

\[
\frac{\beta_k}{\beta_j} \leq \frac{d - \alpha(d - 1)}{[(d - 1)(1 - \alpha)]2^{1/(d-\alpha(d-1))} \left( \frac{k}{j} \right)^{1/(d-\alpha(d-1))}} \tag{4.21}
\]

as claimed. \[\square\]

**Acknowledgements**

The authors are grateful to Mark Ashbaugh, Lotfi Hermi, and Joachim Stubbe for conversations and references.
References

[1] M. S. Ashbaugh, The universal eigenvalue bounds of Payne-Pólya-Weinberger, Hile-Protter, and H. C. Yang, in Spectral and inverse spectral theory (Goa, 2000), Proc. Indian Acad. Sci. Math. Sci. 112 (2002) 3–30.

[2] M. S. Ashbaugh and L. Hermi, A unified approach to universal inequalities for eigenvalues of elliptic operators, Pacific J. Math. 217 (2004) 201-220.

[3] A. Badanin and E. Korotyaev, Magnetic Schrödinger operators on armchair nanotubes, preprint (2008) [arXiv:0804.0171v1].

[4] C. Bandle, Isoperimetric Inequalities and Applications, Pitman Monographs and Studies in Mathematics, vol. 7, Pitman, Boston (1980).

[5] R. Bañuelos and T. Kulczycki, The Cauchy process and the Steklov problem, J. Funct. Analysis 234 (2006) 199-225.

[6] R. Bañuelos and T. Kulczycki, Eigenvalue gaps for the Cauchy process and a Poincaré inequality, J. Funct. Analysis 211(2) (2004) 355–423.

[7] P. H. Bérard, Spectral Geometry: Direct and Inverse Problems Lect. Notes in Math., vol. 1207, Springer-Verlag, Berlin (1986).

[8] F. Berezin, Convariant and contravariant symbols of operators, Izv. Akad. Nauk SSSR 37 (1972) 1134–1167. [In Russian, English transl. in Math. USSR-Izv. 6 (1972) 1117-1151 (1973)].

[9] V.S. Buslaev, Semiclassical approximation for equations with periodic coefficients, Uspekhi Mat. Nauk 42(1987)77-98. [In Russian, English transl. in Russ Math. Surv. 42 (1987) 97–125.

[10] I. Chavel, Eigenvalues in Riemannian Geometry, New York: Academic (1984)

[11] D. Chen, Extrinsic eigenvalue estimates of the Dirac operator, 2007 preprint, [arXiv:math/0701847v1].

[12] Q. M. Cheng and H. C. Yang, Estimates on eigenvalues of Laplacian, Math. Ann. 331 (2005) 445–460.

[13] Q. M. Cheng and H. C. Yang, Inequalities for eigenvalues of Laplacian on domains and complex hypersurfaces in complex projective spaces, J. Math. Soc. Japan. 58 (2006) 545–561.

[14] Q. M. Cheng and H. C. Yang, Inequalities for eigenvalues of a clamped plate problem, Trans. Amer. Math. Soc. 358 (2006) 2625-2635.

[15] E.B. Davies, Heat Kernels and Spectral Theory, Cambridge University Press, Cambridge (1989)

[16] W. A. de Heer, C. Berger, X. Wu, P. N. First, E. H Conrad, X. Li, T. Li, M. Sprinkle, J. Hass, M. L. Sadowski, M. Potemski, and G. Martinez, Epitaxial graphene, Solid State Communications 143 (2007) 92-100.
A. El Soufi, E. M. Harrell II, and S. Ilias, Universal inequalities for the eigenvalues of Laplace and Schrödinger operators on submanifolds, Trans. Amer. Math. Soc., in press.

C. Gérard, A Martinez, and J. Sjöstrand, A Mathematical approach to the effective Hamiltonian in perturbed periodic problems, Commun. Math. Phys. 142 (1991) 217-244.

E. Giere, The fractional Laplacian in applications, http://www.eckhard-giere.de/math/publications/review.pdf

J.C. Guillot, J. Ralston, E. Trubowitz. Semiclassical Methods in Solid State Physics, Commun. Math. Phys. 116 (1988) 401-415.

E. M. Harrell II, Some Geometric Bounds on Eigenvalue Gaps, Commun. in Partial Diff. Eqs. 18 (1993) 179-198.

E. M. Harrell II, Commutators, eigenvalue gaps, and mean curvature in the theory of Schrödinger operators, Commun. in Partial Diff. Eqs. 32 (2007) 401–413.

E. M. Harrell II and L. Hermi, Differential inequalities for Riesz means and Weyl-type bounds for eigenvalues, J. Funct. Analysis. 254 (2008) 3173-3191.

E. M. Harrell II and P. L. Michel, Commutator Bounds for Eigenvalues, with Applications to Spectral Geometry, Commun. in Partial Diff. Eqs. 19 (1994) 2037–2055. Erratum 20 (1995) 1453.

E. M. Harrell II and P. L. Michel, Commutator Bounds for Eigenvalues of Some Differential Operators, pp. 235–244 in G. Ferreyra, G. Goldstein, and F. Neubrander, eds., Evolution Equations. New York: Marcel Dekker (1994).

E. M. Harrell II and J. Stubbe, On trace identities and universal eigenvalue estimates for some partial differential operators, Trans. Amer. Math. Soc. 349 (1997) 1797–1809.

E. M. Harrell II and J. Stubbe, Universal bounds and semiclassical estimates for eigenvalues of abstract Schrödinger operators, 2008 preprint, arXiv:0808.1133.

A. Henrot, Extremum Problems for Eigenvalues of Elliptic Operators, Frontiers in Mathematics, Birkhäuser (2006).

G. N. Hile and M. H. Protter, Inequalities for eigenvalues of the Laplacian, Indiana Univ. Math. J. 29 (1980) 523–538.

R. Jackiw and S.-Y. Pi, Chiral Gauge Theory for Graphene, Phys. Rev. Lett. 98 (2007) 266402.

A. Laptev and T. Weidl, Recent Results on Lieb-Thirring inequalities, Journées ”Équations aux Dérivées Partielles” (La Chapelle sur Erdre, 2000), XX (2002) 14pp., Univ. Nantes, Nantes (2000)
[32] H. A. Levine and M. H. Protter, Unrestricted lower bounds for eigenvalues for classes of elliptic equations and systems of equations with applications to problems in elasticity, Math. Meth. in the Appl. Sci. 7 (1985) 210-222.

[33] M Levitin and L. Parnovskii, Commutators, spectral trace identities, and universal estimates for eigenvalues, J. Funct. Anal. 192 (2002) 425–445.

[34] P. Li, Eigenvalue estimates on homogeneous manifolds, Comment. Math. Helvetici, 55 (1980) 347–363.

[35] P. Li and S.-T. Yau, On the Schrödinger equation and the eigenvalue problem, Comm. Math. Phys. 88 (1983) 309–318.

[36] E. H. Lieb and M. Loss, Analysis, second edition. Graduate Studies in Mathematics 14. Providence: Amer. Math. Soc. (2001).

[37] P. L. Michel, Eigenvalue Gaps for Self-Adjoint Operators, Georgia Institute of Technology PhD dissertation (1994)

[38] A. G. Moghaddam and M. Zareyan, Josephson effect in mesoscopic graphene strips with finite width, Phys. Rev. B 74 (2006) 241403(R).

[39] A. Naeemi and J. D. Meindl, Electron Transport Modeling for Junctions of Zigzag and Armchair Graphene Nanoribbons (GNRs) Electron Device Letters, IEEE 29 (2008) 497-499

[40] K. Nakada, M. Fujita, G. Dresselhaus, and M. S. Dresselhaus, Edge state in graphene ribbons: Nanometer size effect and edge shape dependence. Phys. Rev. B, 54 17954-17961

[41] G. Nenciu, Dynamics of band electrons in electric and magnetic fields: rigorous justification of the effective Hamiltonians, Rev. Mod. Phys. 63 (1991) 91-127.

[42] K. S. Novoselov, A. K. Geim, S. V. Morozov, D. Jiang, M. I. Katsnelson, I. V. Grigorieva, S. V. Dubonos, and A. A. Firsov, Two-dimensional gas of massless Dirac fermions in graphene, Nature 438 (2005) 197-200.

[43] F. Odeh and J.B. Keller, Partial differential equations with periodic coefficients and Bloch waves in crystals, J. Math. Phys. 5 (1964) 1499-1504.

[44] L. E. Payne, G. Pólya, and H. F. Weinberger, On the ratio of consecutive eigenvalues, J. Math. and Phys. 35 (1956) 289–298.

[45] L. A. Ponomarenko, F. Schedin, M. I. Katsnelson, R. Yang, E. W. Hill, K. S. Novoselov, and A. K. Geim, Chaotic Dirac Billiard in Graphene Quantum Dots

[46] F. Rana, Graphene terahertz plasmon oscillators, IEEE Trans. Nanotech. 7 (2008) 91-99.

[47] M. Reed and B. Simon, Methods of Modern Mathematical Physics, I, Functional Analysis, Academic Press, New York (1972)
| No. | Reference |
|-----|-----------|
| 48  | M. L. Sadowski, G. Martinez, and M. Potemski, C. Berger, and W. A. de Heer, Landau Level Spectroscopy of Ultrathin Graphite Layers Phys. Rev. Lett. 97 (2006) 266405. |
| 49  | K. Sato, Lévy Processes and Infinitely Divisible Distributions, Cambridge Studies in Advanced Mathematics 68, Cambridge University Press, Cambridge (1999) |
| 50  | G. W. Semenoff, Condensed matter simulation of a three-dimensional anomaly. Phys. Rev. Letters 53 (1984) 2449-2452. |
| 51  | B. Simon, Functional Integration and Quantum Physics, Academic Press, New York (1979) |
| 52  | I. L. Spain, The electronic properties of graphite, pp. 1-150 in P. L. Walker Jr., and P.A. Thrower, eds., Chemistry and Physics of Carbon,8, New York: Marcel Dekker (1973) |
| 53  | P. R. Wallace, The band theory of graphite, Phys. Rev. 71 (1947) 622-634. |
| 54  | Q. Wang, C. Xia, Universal bounds for eigenvalues of the biharmonic operator on Riemannian manifolds. J. Funct. Analysis 245 (2007) 334-352. |
| 55  | R. M. Westervelt, Graphene Nanoelectronics, Science 320 (2008) 324-325. |
| 56  | H. Weyl, Das asymptotische Verteilungsgesetz der Eigenwerte linearer partieller Differentialgleichungen, Math. Ann. 71 (1911) 441–479. |
| 57  | F. E. Wu and L. F Cao, Estimate for eigenvalues of Laplacian operator with any order, Science in China Series A: Mathematics 50 (2007) 1078-1086. |
| 58  | H. C. Yang, Estimates of the difference between consecutive eigenvalues, 1995 preprint (revision of International Centre for Theoretical Physics preprint IC/91/60, Trieste, Italy, April 1991). |
| 59  | P. C. Yang and S.–T. Yau, Eigenvalues of the Laplacian of a compact Riemann surfaces and minimal submanifolds, Ann. Scuola Norm. Sup. Pisa, cl. sci.4 (1980) 55–63. |