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Abstract: Observed social networks are often considered as proxies for underlying social networks. The analysis of observed networks oftentimes involves the identification of influential nodes via various centrality measures. This paper brings insights from research on adversarial attacks on machine learning systems to the domain of social networks by studying strategies by which an adversary can minimally perturb the observed network structure to achieve their target function of modifying the ranking of a target node according to centrality measures. This can represent the attempt of an adversary to boost or demote the degree to which others perceive individual nodes as influential or powerful. We study the impact of adversarial attacks on targets and victims, and identify metric-based security strategies to mitigate such attacks. We conduct a series of controlled experiments on synthetic network data to identify attacks that allow the adversary to achieve their objective with a single move. We then replicate the experiments with empirical network data. We run our experiments on common network topologies and use common centrality measures. We identify a small set of moves that result in the adversary achieving their objective. This set is smaller for decreasing centrality measures than for increasing them. For both synthetic and empirical networks, we observe that larger networks are less prone to adversarial attacks than smaller ones. Adversarial moves have a higher impact on cellular and small-world networks, while random and scale-free networks are harder to perturb. Also, empirical networks are harder to attack than synthetic networks. Using correlation analysis on our experimental results, we identify how combining measures with low correlation can aid in reducing the effectiveness of adversarial moves. Our results also advance the knowledge about the robustness of centrality measures to network perturbations. The notion of changing social network data to yield adversarial outcomes has practical implications, e.g., for information diffusion on social media, influence and power dynamics in social systems, and developing solutions to improving network security.
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1. Introduction

Social network analysis (SNA) is a common approach for studying interactions between entities, such as social agents, information, and technology in complex systems. A typical starting point for
a SNA is to construct a social network based on observed data, with the assumption being that the resulting network reflects or closely approximates the true, underlying network. A common next step is to identify influential or powerful entities or nodes in the network by calculating centrality measures. The most central nodes can be further analyzed and their network position interpreted based on the given research question and content domain.

In this paper, we study a scenario in which a target node in the underlying network is being used or aims to manipulate the observed network data (see Figure 1) in order to change (increase or decrease) its observed ranking based on commonly used centrality measures (henceforth referred to as a node’s centrality rank). This study is motivated by three aspects. First, we aim to advance the body of knowledge about the susceptibility of centrality measures to noisy network data [1]. Second, we leverage recent progress with studying adversarial attacks on automated systems, in particular prior literature on fooling machine learning systems built for classifying images [2,3], audio data [4], text data [5], and network data [6], to examine the impact of adversarial attacks on the perception of the power and influence of individual nodes in networks. We identify cost-efficient adversarial attacks based on an exhaustive search as opposed to gradient based measures, which are common in the machine learning literature. This paper focuses on studying an adversary’s ability to manipulate a target node’s centrality rank with respect to other nodes in the network as opposed to any node’s classification label. The experimental framework that we provide for this work allows for studying the susceptibility of targets to these attacks.

Manipulating the perception of a node’s influence has real-world applications, e.g., for boosting the ranking of a website. Similarly, there are use cases for aiming to appear less influential, e.g., authorities may want to understand adversarial strategies for concealing influence in networks, vulnerable agents or organizations may wish to diminish their measurable relevance, and individuals may seek increased privacy protection through obfuscating their power rankings [7]. Third, we explore strategies to prevent adversarial attacks on the perception of power and influence in graphs. In general, this can be done by putting securing measures in place to protect the structure of networks, or by designing measures or measurement strategies that are less susceptible to the kind of attack studied herein. We focus on the latter strategy because it operates on the graph analysis level.

Figure 1. Example: network analysis of an observed network. The adversarial actions on the target node (red) are: adding a new node not present in the underlying network (e.g., creating a fake account), hiding ties to other nodes (e.g., unfriending accounts), and preventing two nodes from being observed (e.g., getting other accounts deactivated or deleted). Refer to Figure 2 for legend.

In a previous study [8], we conducted a set of systematic and controlled experiments in which we tested the impact of parameter settings for network topology, adversarial moves, and node centrality rank change direction (increase or decrease) on changes in centrality measures. These experiments focused on finding a single adversarial move that results in promoting a node from the bottom (0–10th) percentile by increasing its centrality, and demoting a node from the upper (90–100th) percentile by decreasing its centrality in small and synthetic networks with 20 nodes (synthetic-small networks). The current paper further expands our understanding of adversarial attacks on network data by testing our approach on a larger variety of synthetic and empirical network data in order to arrive at more generalizable conclusions. More specifically, this paper extends Avram et al. [8] as follows:

- Experimentation on synthetic networks with 200 nodes (synthetic-large network).
- Experimentation on empirical networks with less than 1000 nodes (empirical-small network).
• Experimentation on empirical network with more than 1000 nodes (empirical-large network).
• Comparison of change in centrality measures across network topologies and sizes.
• Correlation between changes in centrality measures and node centrality ranks across attacks to explore an attack mitigation strategy.

Overall, our findings suggest that a small set of adversarial local and global moves can drastically increase or decrease a target node’s centrality rank across various network types and centrality measures. Furthermore, our study provides insights into the effectiveness of adversarial attacks on graphs of different size and origin (synthetic or empirical). For both synthetic and empirical network data sets, we observe that larger networks are less prone to adversarial attacks than smaller networks. For increasing ranks and centralities, more moves were identified than for decreasing them. Adversarial moves have a higher impact on cellular and small-world networks, while random and scale-free networks are harder to perturb. Also, empirical networks are harder to attack than synthetic networks. Finally, using a combination of betweenness centrality and eigenvector centrality measures can help to mitigate the effects of adversarial attacks on all networks.

We implemented our approach in a tool [9] that allows researchers to simulate adversarial attacks and explore mitigation strategies on their network data.

Our study advances the knowledge about the robustness of centrality measures in presence of adversarial attacks on network data. Furthermore, we establish a bridge between existent work on adversarial attacks on machine learning systems and the robustness of network centrality measures to changes in network data, and explore the mitigation of adversarial attacks on graph data by combining centrality measures with low correlation values.

2. Related Work

2.1. Adversarial Attacks

The analysis of adversarial attacks has been popularized in the field of machine learning, owing to the theory of Generative Adversarial Networks (GANs) [2]. GANs utilize a generator and a discriminator, with each aiming at increasing the loss of the other by changing its output. Work in this area has led to research on generating adversarial examples [10] by manipulating the input data in ways that are imperceptible to humans (e.g., the change in features is small as measured by some distance metric). These adversarial examples can cause a machine learning classifier to predict a label of their choice. For example, Eykholt et al. [3] have shown that minimal modifications to a stop road sign, e.g., with stickers or graffiti, can trick a classifier into interpreting the image as a speed limit sign. This approach has been popularized in the domain of computer vision, and its general notion has also been applied to other fields, such as text classification [5], speech recognition [4], and node classification in networks [11]. For text classification models, adversarial attacks have been used to change text elements, such as (characters in) words, to fool a machine learning algorithm into flipping the sentiment label for a piece of text data, e.g., from positive to negative [5]. In speech to text recognition, adversarial attacks have been used to perturb an audio waveform to change the output of the model to any desired text [4]. These approaches are often called targeted attacks. A comparison of various approaches is presented in Table 1. In this paper, we build upon this prior research by searching for strategies for generating minimal modifications of network data that result in changing the assessment of the power and influence of individual nodes in networks.

2.2. Adversarial Attacks on Social Networks

The notion of changing social network data to yield various adversarial outcomes has practical implications, e.g., for information diffusion on social media and in offline networks, power dynamics in social systems, recommender systems, link prediction, and network security.

Waniek et al. [7] used a method called ROAM (Remove One, Add Many) to hide nodes from detection based on various ranking measures in social networks. Our study is closely related to theirs.
in that both papers model the notion of node hiding via changes to the local neighborhood of a node. However, our approach is broader as we also consider changes to the whole network, as well as aiming to make the target node more prominent in the network. Our experimental framework can also be extended to study strategies for making other network metrics more robust against adversarial perturbations. A brief comparison of Waniek’s and our approach is provided in Table 2. Yu et al. [11] modeled a social network as a Stackelberg game between a defender and an attacker to represent targeted information propagation in a network. Zhang et al. [12] modified the PageRank algorithm to render it insensitive to collusion attempts. Wang et al. [13] proposed GraphGAN, which uses a GAN to boost the performance of various graph analysis tasks, such as recommendation systems, link prediction, and node classification. Entezari et al. [14] proposed a method for perturbing neural network node/graph embeddings using a low-rank attack. Tang et al. [15] measured the social influence of nodes on co-author networks by combining network data with topic models from texts generated by these nodes. Based on that and inspired by the design of viral marketing strategies, they created an analysis framework for identifying a set of individual nodes that can be targeted for spreading content to maximize influence in a social network.

Table 1. Comparison of Adversarial attacks in different domains.

| Domain       | Case                                      | Possible Attack                                             | Goal                        |
|--------------|-------------------------------------------|------------------------------------------------------------|-----------------------------|
| Image        | Image generation                          | Generative Adversarial Networks [2]                        | Improve image generation    |
| Text         | Sentence labeling                         | Change text elements (characters or words) [5]            | Change target label         |
| Audio        | Speech recognition                        | Add noise to audio signal [4]                              | Change target words or phrases |
| Networks     | Recommender system; Information diffusion; Social influence; Network security | GraphGAN [13]; Add/remove nodes and edges [7] | Improve link prediction; Change relevance of nodes and edges |

Table 2. Comparison of our approach to Waniek et al. [7]

|                   | Waniek et al. [7]                                                                 | Ours                                                                 |
|-------------------|-----------------------------------------------------------------------------------|----------------------------------------------------------------------|
| Goal              | Node hiding                                                                       | Node hiding or node prominence                                      |
| Allowed changes   | Local edge changes                                                                 | Local and global edge changes, addition of nodes (e.g., introducing fake identities), removal of nodes (e.g., deleting accounts) |
| Attack success criteria | Decrease in ranking                                                                | Demoting from top x (=10th) percentile by decreasing centrality measure and promoting from bottom y (=10th) percentile by increasing centrality measure |
| Ranking criteria  | Centrality measures and models of influence                                        | Centrality measures                                                 |
| Experimental costs of adversarial move | 3                                                                                 | 1 (stricter)                                                         |
| Experiments       | Apply ROAM in multiple rounds                                                      | Exhaustive search over possible moves in synthetic small-scale networks |

2.3. Network Robustness

A social network is represented as a graph (sets of vertices and edges) $G = (V, E)$. An adversary’s goal can be assumed to be measured by some target function (e.g., $\Delta_{\text{centrality}} \geq \delta$), and might be subject to some constraints (e.g., $\Delta_{\text{G}} \leq \epsilon$). The purpose of an adversary might be to change the
perception of the power and influence of some (groups of) nodes and edges. Prior literature has looked at the robustness of graph analysis metrics to various changes. Borgatti et al. [1] tested the impact of adding and removing nodes and edges on centrality measures. We borrow ideas from this approach, but focus on creating targeted attacks to change a specific (target) node’s rank. Valente et al. [16] found that centrality measures are on average strongly correlated, but provide distinct information in symmetric networks. Moreover, Schoch et al. [17] suggested that the correlation between various centrality measures is confounded by the network structure. Meo et al. [18] observed a correlation of centrality measures for question answering network data to measure the helpfulness ranking of a person, and found that Eigenvector centrality influences the helpfulness ranking the most. We used the same idea to conduct a correlation analysis between measures, which we then used to further investigate the correlation of the change of node centrality measures (and ranks) after performing adversarial moves across the synthetic and empirical networks of varying sizes. Karrer et al. [19] used an information-theoretic distance method called variation of information to test the robustness of network community structure to network perturbations. We used the same idea, defined the set of moves as possible perturbations, and distinguished the moves into ego level moves (local moves) versus moves anywhere in the network, including local moves (global moves, of which local moves are a subset).

Author name disambiguation also plays a key role in constructing networks from observed data. Kim and colleagues [20,21] evaluated the impact of insufficient or incorrect author name disambiguation on scholarly network metrics, the detection of key players and network topologies, and assumptions about underlying social processes on applicable theories of link formation in co-author networks. This idea was also extended to email networks in Diesner et al. [22]. Mishra et al. [23] have shown how flawed author name disambiguation can lead to false conclusions about gender biases in scientific publishing. Our study is related to this area of research, which examines how flaws in network data representation and pre-processing can incorrectly inflate or discredit the influence of nodes.

3. Methods

3.1. Experimental Design

In our previous study [8], we implemented an experimental framework that allowed us to find an optimal adversarial move that resulted in the maximal change in a given centrality measure for a target node (decreasing centrality measure from the top 10 percent centrality rank or increasing centrality measure from the bottom 10 percent centrality rank). We then used those optimal moves to carry out statistical analysis and draw inferences. Moreover, we also developed a tool to automate the proposed workflow. This experimental framework allows us to understand the effects of an adversarial attack on a network, and to find the perturbations that manipulate the graph data according to given target criteria. In this paper, we further expand this framework to accommodate for the analysis of larger as well as empirical networks, and explore an attack mitigation strategy. On a high level, our experiments can be described as: (a) simulating an adversary making changes to the network via a set of moves, (b) evaluating changes in the target node’s centrality, and (c) selecting the optimal (based on criteria described below) move set that can achieve the adversary’s goal of either increasing or decreasing the target node’s centrality sufficiently. For each optimal move per centrality measure, the framework calculates the correlation between the change in the node’s centrality rank for different centrality measures. High correlations make attacks harder to detect and low correlations make them harder to conceal, such that this step of considering multiple mainstream measures provides a mitigation mechanism against such attacks. A more detailed description of the framework is provided next:
3.1.1. Target Node Sampling

For a given network, we identify a target node by randomly selecting a node from a pre-specified percentile for a centrality measure of choice. For each network, we select a node from among the top $x (=10)$ or bottom $y (=10)$ percentile per centrality measure.

3.1.2. Adversarial Moves

In general, a network can be changed by either adding or removing nodes or edges. However, in practice, each of these changes may have associated costs that vary depending on the location of the node in the network, network structure, node evaluation metrics, and social context. Costs can represent, for example, feasibility and effort. For instance, dropping the link to an immediate friend from one’s online social network on services such as Facebook requires one click, and does not need the permission of the other party or multiple users. In offline settings, breaking the tie to a friend might involve higher costs. In our experiments, we classify the set of allowed moves as local moves, which can be performed within an ego network, or global moves, which are performed anywhere in the network. Examples of possible local and global moves are shown in Figure 2.

3.1.3. Execution Time Limit

Besides the costs for adversarial moves, the size of the network (number of nodes) can affect the execution runtime for adversarial attack analysis. Searching for an optimal move in a large network can take a long time. Therefore, we introduced an execution time limit parameter to keep our adversarial attacks bounded, and set the value of this parameter to 15 minutes for each type of move for our experiments. If no eligible move that achieves the target function is found within this time limit, the experiment ends with no solution to the attack. Furthermore, the framework is built to prioritize attacks on nodes with higher centrality measures within the reach of the target node to limit the computational complexity of an experiment.

![Figure 2. Possible set of moves imposed on the target node (red) in a network.](image)

3.1.4. Evaluation of Perturbed Networks

Using the set of possible adversarial moves as a reference, the experimental framework tries each move, and computes the evaluation metrics for the target node. Each move results in a reduction
in budget for future moves based on the move’s cost. Successive moves are applied to the updated network until the move budget is exhausted or the experiment times out. The move set causing the largest change in the evaluation metric for the target node is recorded. If multiple moves result in the same change in evaluation metrics, all moves are recorded in the results file and are considered for analysis. An important subtlety here is that, for each eligible move, the framework takes a greedy approach to carrying out that move. For example, on a move self_remove_edge_friend with the goal being a decrease in closeness centrality, the framework will try all possible changes for the target node, and execute the move that is equivalent to removing an edge to the immediate friend of the target node. The move that satisfies the evaluation criterion the most (decreasing closeness centrality) is selected as the optimal move, and the adversarial perturbation is considered a success. This methodology extends to all of the moves and sets of moves that result in a perturbation, and to all perturbations found by our framework.

3.2. Data Sets

We ran our experiments on a mix of synthetic (ideal topologies) and empirical (possibly mixed topologies) networks of varying sizes.

3.2.1. Synthetic Networks

We generated small networks with 20 nodes and large networks with 200 nodes to understand if the size of the network affects adversarial moves. For each synthetic network, we considered the following topologies:

- **Small-World Networks**: A small-world network is parameterized via $k$ and $p$. The parameter $k$ defines the number of neighbors that a new node can be further connected to during graph generation. The parameter $p$ defines the probability of rewiring an edge. We used $p = 0.2$ and $k = 4$ for generating small-world networks [24,25].

- **Scale-Free Networks**: Scale-free networks are parameterized via $m$, where $m$ represents the number of edges that are preferentially attached to existing nodes based on their degree. We used $m = 5$ for generating scale-free networks [26].

- **Random Networks**: A random network is parametrized via $p$. Here, $p$ is the probability of creating a new edge when generating the network. We used $p = 0.2$ for generating random networks [27].

- **Cellular Networks**: We generate cellular networks by generating five random networks (with $p = 0.2$ as discussed previously) with 20 nodes each (total of 100 nodes) for small networks, and 40 nodes each (total 200 nodes) for large networks. Each pair of networks is then connected by an edge between a randomly selected pair of nodes in those networks.

We generated 50 networks for each topology. This results in 800 ($50^4*2^2$) experiments per topology across centrality measures (4), change direction (2), and reach (2).

3.2.2. Empirical Networks

We leveraged existing empirical network data sets as outlined in Table 3. Similar to the synthetic network data, we divided the selected empirical data sets into small and large networks. To increase the number of experimentation samples, the framework randomly picks up to five nodes from each network as the target node for each attack type.
### Table 3. Details on empirical network data sets.

| Network Name                              | #Nodes | #Edges (density) | Avg Degree | Avg Clust. Coeff. | Triangles | Node Representation | Edge Representation                                      |
|-------------------------------------------|--------|-----------------|------------|-------------------|-----------|---------------------|----------------------------------------------------------|
| **Empirical-small networks**              |        |                 |            |                   |           |                     |                                                          |
| Drug net [28]                             | 115    | 195 (0.0297)    | 3.39       | 0.258             | 35        | Drug users          | Acquaintanceship between drug users                      |
| London gang [29]                          | 35     | 315 (0.529)     | 11.7       | 0.633             | 860       | Gang members        | Gang members hanging out together, co-offending          |
| Southern women [30]                       | 18     | 139 (0.908)     | 15.5       | 0.937             | 631       | Women               | Women attending events together                          |
| Les Miserables co-occurrence [31]         | 77     | 254 (0.0868)    | 6.60       | 0.573             | 467       | Characters in Les Miserables & Characters appearing together in the same chapter |
| Zachary karate club [32]                  | 34     | 78 (0.139)      | 4.59       | 0.570             | 45        | Members of a karate club | Interaction/communication between members              |
| Twitter retweet [33]                      | 96     | 117 (0.0257)    | 2.44       | 0.0600            | 12        | Twitter user        | Twitter retweets                                         |
| **Empirical-large networks**              |        |                 |            |                   |           |                     |                                                          |
| CS PhD network [34]                       | 1,022  | 1,045 (0.00200) | 2.05       | 0.0110            | 4         | Advisors or PhD students | Advising of PhD Students by professors                  |
| U.S. flights [35]                         | 1,574  | 17,215 (0.0139) | 21.9       | 0.637             | 245,172   | Airports & Flights between airports |                                                          |
| HIV [36]                                  | 2,161  | 1,844 (0.000790) | 1.71       | 0.000             | 0         | HIV-infected persons and their close partners | Drug, needle, or sexual exchange                         |
| Email [37]                                | 1,133  | 5,452 (0.00850) | 9.62       | 0.220             | 5343      | Members of university | Email exchanges                                          |
| Facebook [38]                             | 4,039  | 88,234 (0.0108) | 43.7       | 0.606             | 1,612,010 | Facebook users       | Friendship between users                                 |
In real-world scenarios, adversarial moves can have a different meaning and costs depending on the given context. For example, in the drug network, an added node represents a new drug addict, and a removed node can represent a person going into rehab, among other options. Similarly, adding an edge can mean making acquaintance with another drug user, while removing an edge means having two users stop their relationship. In a transportation network, such as the U.S. flights graph, adding or dropping a node can mean opening or closing an airport, respectively; and adding or removing an edge would mean to release or discontinue a flight route.

Our experimental framework makes two assumptions. First, we assume undirected networks. As a consequence, we convert empirical directed networks into undirected ones. Changing this to handle directed graphs would require additional complexity for computing centrality measures. Second, we only consider static networks (one snapshot per graph). As a consequence, for over-time empirical networks, we only consider the latest state of the network for analysis.

3.3. Experimental Setup

We aim to identify if patterns of cheap (cost = 1) adversarial perturbations (across moves with uniform costs) can be identified across common network topologies. Our goal is to identify if we can increase or decrease four commonly used centrality measures (degree, closeness, betweenness, and eigenvector) via such moves from the set of eligible local and global moves for a randomly selected target node. Our generated experimental data will be available from [39].

3.3.1. Centrality Measurement

We measure the network-based power and influence of a target node using the following standard centrality measures:

- **Degree centrality**: counts the number of neighbors per node;
- **Closeness centrality**: measures how close a node is to other nodes in the network;
- **Betweenness centrality**: measures the number of times a node is located on the shortest path between a pair of nodes;
- **Eigenvector centrality**: is recursively defined as a node being connected to other influential nodes with respect to node degree.

3.3.2. Sampling Tier

We used a random sampling strategy for each experiment to pick a target node. We rank-ordered the nodes in a given network based on their percentile ranks for a given centrality measure (node’s centrality rank). The percentiles were divided into 10 tiers, and nodes were placed into their respective tier. Nodes were then randomly sampled from the specified tier. In this study, we experimented with performing adversarial perturbations of nodes from the lowest percentile (0–10th%) and highest percentile (90–100th%). The goal for the adversarial attack is to maximize either the increase or decrease of the target node’s rank.

3.3.3. Reach Type

We evaluated the effect of the adversarial attack for two types of moves (reach type):

- **Local moves**: performing an adversarial attack on the adversary’s ego network.
- **Global level moves**: performing an adversarial attack anywhere in the network, including within the target node’s ego-network.

4. Experimentation Tool for Testing and Mitigating Adversarial Attacks on Networks

In order to allow other researchers to test and use our adversarial attack framework for analyzing their network data, we have developed a tool [9] that supports the simulations of adversarial attacks.
on networks with analysis, visualization of results, and centrality measure comparison for attack mitigation. This tool can be utilized for running exhaustive searches for adversarial moves with varying move costs on small to medium sized networks. The tool is implemented in Python, supports parallel processing, and leverages the NetworkX [40] library for loading graph data. In general, this tool has four main functions:

1. **Generate synthetic networks**: The tool can import predefined network data (in edge list format) through the configuration file. Alternatively, the user can generate synthetic graphs with a script. The script allows the user to tweak the parameters for generating graphs, including the type and number of graphs. This script uses NetworkX Graph Generators, which provides documentation for how these generators work. In this version, we support the construction of four network types: scale-free, small-world, random, and cellular, as defined in Section 3.2.1.

2. **Generate experiment configuration**: Once an edge list is created, we can generate a configuration file for our experiment network tool. We prepared a script that creates bulk/batch configuration files to run experiments. The configuration files follow a specific data model that is saved as a JSON structure (more details in the repository). This script generates many configuration files and folders in the output-experiments target folder. One configuration file represents one experiment.

3. **Adversarial attack framework runtime**: The runtime script is the main implementation of the experimental framework we proposed in Section 3.1. This script executes an experiment based on the configuration file provided. Depending on what moves and goals were specified in the configuration file, the tool will find all possible adversarial moves given the adversarial budget, available moves, and respective cost, within the time limit period. All experiment configurations will be executed in parallel. After moves have been executed and evaluation metrics have been calculated, the tool chooses the optimal move based on the largest change in the evaluation metric for the target node. The runtime will save the optimal move, the network data, and centrality measures before and after adversarial attack execution as the result of each experiment.

4. **Result analysis and visualization**: Besides the experimental framework, we also provide a Jupyter Notebook script that helps to visualize the results of these experiments. The notebook will aggregate all experimental results from the runtime, and plot the set of optimal moves for each network type and change in centrality measure. The analysis also includes the move and cross-measures comparison and correlation between centrality measures and ranks for the purpose of attack mitigation.

The detailed workflow for the experimental design executed by this tool is presented in Figure 3. This tool enables the reproducibility of our framework and results, and can facilitate further research in this area.

![Figure 3. Adversarial network experimentation tool workflow.](image)

### 5. Results and Discussion

Before delving into the analysis, it is important to note that the centrality measures we consider for our analysis are highly correlated with each other as shown in [16]. Hence, it is natural that if an
adversarial move results in the change of a centrality measure in a specific direction, the change might be similar for other centrality measures.

5.1. Optimal Moves across Configurations

5.1.1. Optimal Moves for Synthetic Networks

Figure 4. Optimal move counts per centrality measure and topology for small synthetic networks. The graph shows the frequency counts aggregated across 50 experiments for the optimal moves for small (20 nodes) synthetic networks across different centrality measures and network topologies. The x-axis shows the frequency counts for the optimal moves and the y-axis shows the different optimal moves.

Our first analysis identifies the frequency of various optimal moves across different combinations of network type, centrality measures, tier change direction, and reach type, as shown in Figure 4.
Unsurprisingly, we observe that decreasing centrality measures is mostly accomplished by removing an edge or a node, while increasing centrality measures is mostly accomplished by adding an edge or a node. There are additional common trends across all four topologies, as shown in Figure 5: self_remove_edge_friend and remove_node_to_self are two common moves for decreasing centrality measures; add_node_to_self, self_add_edge_foaf, and self_add_edge_any are three common moves for increasing centrality measures.

Figure 5. Optimal move counts per centrality measure and topology for large synthetic networks. The graph shows the frequency counts aggregated across 50 experiments for optimal moves for big (200 nodes) synthetic networks across different centrality measures and topologies. The x-axis shows the frequency counts for the optimal moves and the y-axis shows the different optimal moves. The remove_node_to_self (106 cases over 400 experiments) and self_remove_edge_friend (292 cases over 400 experiments) are the most frequent optimal adversarial moves across all centrality measures for decreasing influence, both locally and globally, in random networks. In a couple of experiments, no_move_possible was found for betweenness centrality. This result can be explained by the fact that node degree is normally distributed in a random graph, meaning that there is only a small group of nodes that falls within the top and bottom 10 percent of degree centrality. To increase or decrease betweenness centrality means to increase or decrease the number of shortest paths that pass through these target nodes. This can be done, ideally, by connecting a target node to a high degree node because there is a high chance that such a node will serve as a shortcut to other nodes. However, given the normal node degree distribution, adding or removing a node or an edge might not have a meaningful
impact on the number of shortest paths through the target node, unless there is a move that allows the
target node to connect to or to be disconnected from a high degree node. The pattern is more diverse
for increasing influence, where the most prominent move sets differ for local and global reach type. Since
the majority of nodes in a random graph has similar centrality measures, the low degree nodes
just need to get connected to high degree nodes in order to boost their importance within the network.
The best move depends on the position of the target node, i.e., on how many steps it is away from high
degree nodes. To increase influence, adding an edge outside of the ego network is most effective.

For scale-free graphs, optimal adversarial moves that boost centrality measures are more local
compared to random graph (see Figure 4). The bottom 10 percent degree centrality nodes make up the
majority of nodes in this topology because node degree in scale-free networks follows a power-law
distribution. To move up the centrality measure ladder, the target node needs to connect to the small
ratio of nodes that are high in degree centrality. This centrality distribution pattern is similar to the
degree distribution on the random networks, where the nodes of high importance only make up
a small percent of all nodes. For the scale-free topology, a couple of experiments also resulted in
no_move_possible for betweenness centrality. With most nodes having a low degree centrality, it might
be hard for a target node to move across the centrality gradient. The self_remove_edge_friend is the most
frequently selected adversarial move for decreasing most centrality measures except for degree.

For small-world networks, the patterns for decreasing centrality measures are similar to
those for random graphs, except for eigenvector centrality, where the most prominent move is
remove_node_to_self. A node can have high eigenvector centrality if it is connected to other important
nodes, even if the node itself does not have a high degree. Hence, the removal of a node’s highly
connected neighbor will cause more damage to the ego’s eigenvector centrality than removing an edge.
The diversity of moves for increasing centrality measures is similar for small-world and random graphs.

Finally, for cellular networks, the patterns are similar to those for small-world networks,
with slightly more prominence of add_node_to_self for decreasing eigenvector centrality. Note that we
are adding a node in order to decrease centrality: A node having high eigenvector centrality means
that this node is directly linked to other important nodes such that if a node is added, the additional
link to this extra node will dilute the target node’s eigenvector centrality.

5.1.2. Optimal Moves Comparison between Small and Large Synthetic Networks

As shown in Figures 4 and 5, optimal adversarial move results are similar for small and large
synthetic networks. However, our framework often failed to return an optimal move for larger
networks, which might be due to the framework reaching the timeout limit. This can be seen in
the number of no_moves_possible in the chart. In particular, the attack failed for almost half of the
experiments for betweenness centrality on random and scale-free networks.

The results from these experiments provide three insights: First, given the constraints we imposed
on our experiments, smaller networks are more susceptible to adversarial attacks than larger networks.
This is expected for large networks as a simple one-step move might not affect the target node’s
centrality measure. Second, in larger networks, betweenness centrality ranks are harder to manipulate
than ranks based on other centrality measures since for betweenness, centrality ranks depend on
connections between network clusters, and manipulating those can be costly. Finally, for large networks,
random and scale-free networks are harder to attack compared to small-world and cellular networks
due to their network structure: As the node degree follows a Gaussian distribution in random graphs
and a power-law distribution in scale-free networks, the effort to change centrality measures increases
with network size, potentially beyond our execution time limit.

From these results, we can also conclude that to defend a network from an adversarial attack,
we can (a) enhance the robustness of a network’s structure, e.g., by adding nodes and/or edges,
or (b) provide network metrics that are harder to manipulate, as explored later in this paper.

Overall, we find that the dominant moves for decreasing a target node’s centrality measure are
removing a node connected to the target node (ego) and removing an edge between ego and an
immediate neighbor. This pattern is consistent across various repetitions of combinations of network types, centrality measures, change directions, and reach types. For increasing centrality measures, we observe a slightly higher diversity in the best adversarial moves across our experimental settings. It is important to note that an adversarial move may not only affect the centrality measures of an ego and its neighbors, but also the measures of other nodes in the network. For example, removing the edge between two nodes not only affects their degree centrality, but may also affect closeness, betweenness, and eigenvector centrality of other nodes, thereby changing the overall node’s centrality ranks.

5.1.3. Optimal Moves for Empirical Networks

We used eleven empirical network data sets from various domains, e.g., transportation and social media. The results show that the optimal moves identified by the framework are the same as those for synthetic networks, with lower variability in the move types. As shown in Figure 6, 11 types of optimal moves are recorded for all empirical networks data, whereas, for synthetic networks (Figure 4), 21 different moves were recorded as optimal moves. Self_remove_edge_friend and remove_node_to_self are the most frequently picked moves for decreasing degree, closeness, and eigenvector centrality. In addition, add_node_to_self and self_add_edge_foaf are the most frequently picked local moves for increasing all centralities for the target node. Decreasing betweenness centrality is hard to achieve for large empirical networks, given the frequent result of no_possible. These findings are consistent with our findings for large synthetic networks. Since the empirical network data sets (more than 1,000 nodes in each of them) are bigger than the synthetic ones, the framework might time out before finding a solution.

![Figure 6. Optimal move counts per centrality measure for small and large empirical network data sets.](image)

The top graphs show the frequency of the optimal move counts for small empirical networks and the bottom graphs show the frequency of the optimal move counts for large empirical networks. The x-axis shows the frequency counts for the optimal moves, and the y-axis shows the different optimal moves.

Structure has an important impact on network robustness: Networks with higher clustering coefficients tend to be less prone to attacks on betweenness centrality. A high clustering coefficient occurs when many of a node’s friend know each other. For instance, in the U.S. flights network, a high clustering coefficient means that an airport offers flights to other airports that also run flights to each other, such that if a flight gets cancelled, passengers can book an alternative route to reach the same destination. For this reason, it is hard to decrease the betweenness centrality of an airport
since betweenness is a function of the percentage of shortest paths that go through the node such that dropping one edge has only a minor impact on that node’s betweenness centrality.

5.2. Change in Centrality Measures after Adversarial Moves

For our second set of analysis, we focus on the absolute change in the centrality measure of the target node after an attack. This helps to identify (a) the impact of an adversarial strategy on the centrality measure, and (b) the sensitivity of centrality measures to these strategies. The change in centrality measures or outcome differences is the absolute difference between the centrality measure of the target node in the original and perturbed network.

5.2.1. Change in Centrality Measures for Synthetic Networks

In Figure 7, we show the distribution of change in the target node’s centrality measures after the optimal adversarial moves have been executed. The figure does not contain degree centrality changes as these changes after optimal moves are either ±1 for all cases (add 1 for adding an edge and subtract 1 for deleting an edge).

For decreasing centrality measures, we observe similar patterns for local and global moves. This outcome is also due to the fact that global moves are a super-set of local moves, resulting in a local move being selected in both cases if this move is indeed optimal. However, for increasing centrality measures, significantly larger changes were observed for global moves compared to local ones. As we can see from Figure 7, the outcome distribution for global moves is shifted to the right side of the outcome distribution of the local moves for cellular and small-world networks.

Figure 7 also shows the change in centrality measures for large synthetic networks. As the measures turnover plot shows, there are significant differences in the change of centrality measures (outcome difference) between small and large networks. First, from the outcome difference (x-axis) of the histogram plot, we can see that attacks on larger networks have less effect on centrality measures compared to smaller networks. Small networks have about a 0.1 turnover mean from the original centrality measures, while for large networks, the turnover mean is less than 0.05. Thus, compared to the small network experiments that have outcome differences ranging from −0.2 to 0.2, the range for the large network experiments is smaller (from −0.1 to 0.1). Furthermore, the outcome differences for large random and scale-free networks are concentrated around 0.01. As we can see, for these networks, the histograms are narrowed close to the 0 value for all centrality measures, meaning that with a budget of $= 1$, these attacks have only a minor impact on shifts in centrality measures (see Table 4).

Besides changing the target node’s centrality measures, the optimal move is also changing the target node’s centrality rank. We compute the centrality ranks before and after the optimal adversarial moves, and compare the rank differences as moving percentiles. Table 4 summarizes how the network type and size affect the evaluation metrics and moving percentiles. On average, the optimal moves for increasing centrality measure can move the target node’s ranking percentile by 40–80% for cellular and small-world networks, and by 16–30% for random and scale-free networks. An exception are large random networks, where we found a smaller impact on centrality ranks (only 2–3% rank shift) compared to the other types of large networks.

Decreasing a node’s centrality rank is harder than increasing its centrality rank, as can be seen in Table 4. For cellular and small-world networks, the decrease in percentage ranking for betweenness and closeness centralities ranges from 25–50% after the adversarial attack, which is comparatively less than the changes in ranking for increasing centrality (40–80%). Random and scale free data are subject to less of a change with 4–25% for the decrease in the percentage ranking, and 2–38% changes for the increase percentage ranking for all centrality measures. This observation suggests that for random and scale-free networks, it is comparably harder to perturb the target node’s centrality ranking with a single move compared to small-world and cellular networks.
Figure 7. Distribution of changes in centrality measures (outcome_difference) of the target node before and after an attack across 50 randomly generated small (20 nodes) and large (200 nodes) synthetic networks per topology (row). Colors represent directionality, reach type, and size per experiment, as shown in the key.
Table 4. Evaluation and percentile difference across synthetic network results. $\Delta_{\text{Eval}}$ is the mean difference in centrality measure before and after an attack; $\Delta_{\text{%ile}}$ is the mean difference in target node centrality ranks (percentiles) before and after an attack.

| Graph Type       | Reach Type | Betweenness Centrality |          |          | Closeness Centrality |          |          | Eigenvector Centrality |          |
|------------------|------------|------------------------|----------|----------|----------------------|----------|----------|------------------------|----------|
|                  |            | Increase               | Decrease | Increase  | Decrease             | Increase | Decrease | Increase               | Decrease |
| Synthetic-small networks |            | $\Delta_{\text{Eval}}$ | $\Delta_{\text{%ile}}$ | $\Delta_{\text{Eval}}$ | $\Delta_{\text{%ile}}$ | $\Delta_{\text{Eval}}$ | $\Delta_{\text{%ile}}$ | $\Delta_{\text{Eval}}$ | $\Delta_{\text{%ile}}$ | $\Delta_{\text{Eval}}$ | $\Delta_{\text{%ile}}$ |
| Small-world      | Local      | 0.046                  | 0.398    | 0.100    | 0.467                | 0.082    | 0.472    | 0.091                  | 0.480    | 0.010                | 0.485    | 0.124                | 0.512    |
|                  | Global     | 0.088                  | 0.675    | 0.106    | 0.464                | 0.118    | 0.691    | 0.091                  | 0.480    | 0.109                | 0.560    | 0.124                | 0.512    |
| Cellular         | Local      | 0.031                  | 0.475    | 0.095    | 0.314                | 0.039    | 0.399    | 0.054                  | 0.455    | 0.065                | 0.441    | 0.140                | 0.645    |
|                  | Global     | 0.066                  | 0.722    | 0.092    | 0.304                | 0.077    | 0.811    | 0.054                  | 0.401    | 0.079                | 0.581    | 0.147                | 0.594    |
| Random           | Local      | 0.021                  | 0.178    | 0.087    | 0.253                | 0.082    | 0.242    | 0.068                  | 0.209    | 0.085                | 0.263    | 0.071                | 0.181    |
|                  | Global     | 0.039                  | 0.355    | 0.088    | 0.255                | 0.097    | 0.311    | 0.068                  | 0.209    | 0.095                | 0.280    | 0.071                | 0.180    |
| Scale-free       | Local      | 0.017                  | 0.255    | 0.037    | 0.076                | 0.049    | 0.213    | 0.037                  | 0.051    | 0.049                | 0.243    | 0.036                | 0.061    |
|                  | Global     | 0.018                  | 0.311    | 0.037    | 0.076                | 0.054    | 0.223    | 0.037                  | 0.051    | 0.050                | 0.235    | 0.036                | 0.061    |
| Synthetic-large networks |            | $\Delta_{\text{Eval}}$ | $\Delta_{\text{%ile}}$ | $\Delta_{\text{Eval}}$ | $\Delta_{\text{%ile}}$ | $\Delta_{\text{Eval}}$ | $\Delta_{\text{%ile}}$ | $\Delta_{\text{Eval}}$ | $\Delta_{\text{%ile}}$ | $\Delta_{\text{Eval}}$ | $\Delta_{\text{%ile}}$ |
| Small-world      | Local      | 0.018                  | 0.589    | 0.032    | 0.266                | 0.029    | 0.414    | 0.022                  | 0.269    | 0.044                | 0.565    | 0.083                | 0.529    |
|                  | Global     | 0.028                  | 0.616    | 0.026    | 0.249                | 0.050    | 0.800    | 0.024                  | 0.322    | 0.081                | 0.828    | 0.083                | 0.497    |
| Cellular         | Local      | 0.029                  | 0.723    | 0.067    | 0.366                | 0.034    | 0.498    | 0.054                  | 0.429    | 0.029                | 0.373    | 0.098                | 0.773    |
|                  | Global     | 0.054                  | 0.783    | 0.077    | 0.437                | 0.699    | 0.886    | 0.060                  | 0.498    | 0.576                | 0.371    | 0.105                | 0.782    |
| Random           | Local      | 0.001                  | 0.021    | 0.002    | 0.013                | 0.002    | 0.028    | 0.002                  | 0.023    | 0.002                | 0.030    | 0.022                | 0.032    |
|                  | Global     | 0.001                  | 0.032    | 0.002    | 0.019                | 0.002    | 0.021    | 0.002                  | 0.021    | 0.002                | 0.035    | 0.002                | 0.028    |
| Scale-free       | Local      | 0.001                  | 0.163    | 0.012    | 0.005                | 0.033    | 0.368    | 0.013                  | 0.009    | 0.019                | 0.365    | 0.019                | 0.021    |
|                  | Global     | 0.002                  | 0.375    | 0.010    | 0.004                | 0.035    | 0.388    | 0.013                  | 0.008    | 0.020                | 0.371    | 0.019                | 0.021    |
5.2.2. Change in Centrality Measures for Empirical Networks

The changes in centrality measures of target nodes after an attack in empirical networks exhibit the same pattern as we saw for synthetic networks (Figure 8). For increasing centrality measures, global moves lead to larger outcome differences for all centrality measures compared to local moves. For decreasing centrality measures, the global and local moves exhibit similar outcome differences. The empirical networks (both small and large) also exhibit smaller changes in outcome difference patterns for larger networks compared to smaller networks. This pattern is more prominent for eigenvector and betweenness centrality. As we can see, the distribution peak of outcome differences for large networks is close to 0 compared to small networks. This also confirms our finding for synthetic networks, where perturbing these two measures in large networks was harder than in small networks.

Table 5 summarizes optimal moves for empirical networks depending on network size and centrality measures. The results for increasing centrality measures are largely consistent with the findings for synthetic networks, where optimal moves have a higher impact on changes in centrality measures compared to decreasing centrality measures. Experiments for decreasing centrality measures exhibit a 4% to 28% change in target node centrality ranks, whereas experiments for increasing centrality measures exhibit a 17% to 78% change in node centrality ranks. Specifically, the change in ranking for increasing centrality measures via global moves is consistently greater than that via local moves across all centrality measures; ranging from 45% to 78% of changes in node centrality ranks.

![Figure 8. Distribution of change in centrality measures (outcome_difference) of the target node before and after an attack across small and large empirical network. Colors represent directionality and reach type.](image)

| Directionality | Reach Type | Betweenness Centrality | | Closeness Centrality | | Eigenvector Centrality |
|----------------|------------|------------------------|------------|------------------------|------------|------------------------|
|                |            | ∆Eval | ∆%ile | ∆Eval | ∆%ile | ∆Eval | ∆%ile |
| **Empirical-small networks** | | | | | | | |
| Increase       | Local      | 0.016 | 0.531 | 0.057 | 0.294 | 0.018 | 0.174 |
|                | Global     | 0.088 | 0.736 | 0.107 | 0.605 | 0.060 | 0.451 |
| Decrease       | Local      | −0.051 | −0.134 | −0.064 | −0.102 | −0.068 | −0.120 |
|                | Global     | −0.091 | −0.210 | −0.067 | −0.108 | −0.082 | −0.161 |
| **Empirical-large networks** | | | | | | | |
| Increase       | Local      | 0.014 | 0.539 | 0.048 | 0.330 | 0.009 | 0.223 |
|                | Global     | 0.041 | 0.789 | 0.076 | 0.767 | 0.051 | 0.616 |
| Decrease       | Local      | −0.049 | −0.086 | −0.025 | −0.286 | −0.025 | −0.242 |
|                | Global     | −0.037 | −0.044 | −0.027 | −0.266 | −0.007 | −0.146 |
5.3. Centrality Measures Correlation Analysis as a Strategy for Mitigation of Attacks

Identifying the effectiveness of attacks depending on various parameters is a precondition for exploring strategies for preventing such attacks. The strategy we test herein is to compute multiple centrality measures on the original and manipulated data. For each experiment, we compute all centrality measures of the target node before and after the attack. This includes the original measure that is used to find the optimal move as well as the other centrality measures. Using this method, we can compare the effect of an optimal move for one centrality measure, and see if this is also an optimal move to change the other centrality measures. Since the scales of centrality measures might not be the same, instead of using the measures, we assess the change in node centrality ranks (as measured in percentiles). We then calculate the change in target node centrality ranks for every optimal move, and compute the Spearman correlation coefficient between changes for all pairs of centrality measures. Figure 9 shows the correlation between the four centrality measures for different graph types.

![Figure 9](image-url)

Figure 9. Heat map of correlation between change in target node centrality ranks (percentiles) for all four centrality measures per network size and origin. Syn stands for synthetic networks and em stands for empirical networks. 1 indicates local reach type and 3 indicates global reach type.

For decreasing a target node’s centrality rank, in general, the results for both empirical and synthetic networks show a positive correlation across centrality measures for the optimal moves. This correlation means that an optimal move that demotes the target node’s centrality rank on one centrality measure also demotes the rank of the same node based on other centrality measures. We also found that the correlation between centrality measures for empirical networks is lower than for synthetic networks. This indicates that attacks on empirical networks can be efficient for one centrality measure but not on other centrality measures, making it easier to prevent such attacks. Besides that, for all
tested networks, betweenness and eigenvector centrality measures have a low correlation with each other (below 0.5). This indicates that the optimal move that changes the target node’s eigenvector centrality rank may not necessarily change its betweenness centrality rank by the same amount, and vice versa.

For increasing the centrality measure of a target node, our results suggest that there is a high variance in the correlation between various node centrality rank changes, meaning that the adversarial move may not change all the centrality measures in the same direction. For synthetic networks, there is a positive correlation between all node centrality rank changes for big and small networks, which indicates that optimal moves that promote the rank of a target node on one measure also promote the node’s centrality rank based on other measures. Similar to decreasing centrality measure of a target node, the delta in a node’s centrality rank for betweenness and eigenvector centrality has a low correlation compared to that for degree and closeness centrality. For empirical networks, degree centrality has a negative correlation with eigenvector, closeness, and betweenness centrality. Moreover, eigenvector centrality is negatively correlated with betweenness centrality. For example, for large empirical networks, when executing optimal local moves, the correlation of degree with eigenvector (–0.32), closeness (–0.16), and betweenness (–0.017) centrality is negative. This indicates that a move that most impacts a shift in a target node’s degree centrality rank does not change the target node’s rank based on other centrality metrics in the same direction.

Based on these observations, combining low correlated centrality measures might help to mitigate adversarial attacks on changes in target node centrality ranks. One possible solution to implement this strategy is to use both betweenness and eigenvector centrality as they have a low (or negative) correlation for synthetic and empirical networks in both change directions. Specifically for empirical networks, combining these two centrality measures can be effective in mitigating the type of attack studied in this paper because these two measures have low correlation with each other. One possible reason for the different patterns of correlation of change in node centrality ranks for empirical networks might be that such networks might entail a mix of topologies.

6. Conclusions

In this study, we have designed, implemented, and tested an experimental framework that allows network analysis researchers to experimentally identify patterns and insights related to manipulating network data such that a node’s centrality rank is altered, and suggest how to mitigate such an adversarial data manipulation. Specifically, we analyzed adversarial attempts to boost or demote the degree to which others perceive a target node as powerful and influential in a network. The introduced framework allows us to study the impact of adversarial attacks on targets and victims, and to design strategies for boosting security and mitigating adversarial network perturbations. With this framework, an experiment can be executed to study how a target node in a network can change its centrality rank by perturbing the network data via local or global moves.

Our experimental results revealed how an adversary might manipulate a network using a limited set of moves across common network types, possible reach types, and centrality measures. We also found that ego-level moves are often sufficient to achieve the adversary’s objective. Finally, most of the tested network topologies are susceptible to the outlined attacks. Our findings also validate the approach taken by Waniek and colleagues [7] for decreasing node ranking.

Furthermore, our study provides insights into the effectiveness of adversarial attacks depending on different features of a graph. We observed that larger networks are less prone to adversarial attacks than smaller networks, for both synthetic and empirical data sets. Moreover, the set of moves that enable the largest changes in centrality measures are similar for both small and large empirical networks across different centrality measurements. These results advance our knowledge on how network size and structure impact network resilience to adversarial attacks.

Our study also explores a possible solution to defend a network against the analyzed type of attacks by combining multiple measures that are weakly correlated with each other. More work is
needed to identify how these measures can be best combined to prevent an adversary from changing the target node’s centrality rank.

Overall, our framework focuses on the effect of adversarial attacks on social network data. Optimal adversarial moves might require different ‘costs’ in different real-world scenarios. For example, in an online social network, adding a friend can be harder than deleting a friend since it requires approval or action from both sides, while deleting a friend consists only of a single-sided decision of pressing the ‘delete’ button. Therefore, non-uniform costs for adversarial moves can be added into the evaluation of empirical networks. Moreover, in real-world networks, it is often hard to capture complete network data. Therefore, in the future, we plan to expand our work to run experiments on partially observable networks to understand the degree of confidence of the observed optimal moves given certain levels of missing data (nodes and edges).
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The following abbreviations are used in this manuscript:

- **SNA** Social Network Analysis
- **GAN** Generative Adversarial Network
- **ROAM** Remove One, Add Many
- **GraphGAN** Graph Generative Adversarial Network
- **CS** Computer Science
- **PhD** Doctor of Philosophy
- **U.S.** United States
- **HIV** Human Immunodeficiency Virus
- **JSON** Java Script Object Notation
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