Effects of random pinning on the potential energy landscape of a supercooled liquid
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We use energy landscape methods to investigate the response of a supercooled liquid to random pinning. We classify the structural similarity of different energy minima, using a measure of overlap. This analysis reveals a correspondence between distinct particle packings (which are characterised via the overlap) and funnels on the energy landscape (which are characterised via disconnectivity graphs). As the number of pinned particles is increased, we find a crossover from a fluid state at low pinning to a glassy state at high pinning, in which all thermally accessible minima are structurally similar to each other. We discuss the consequences of these results for theories of randomly pinned liquids. We also investigate how the energy landscape depends on the fraction of pinned particles, including the degree of frustration and the evolution of distinct packings as the number of pinned particles is reduced.

I. INTRODUCTION

A structural glass is a material that is mechanically solid but has an amorphous, liquid-like microstructure. Glasses are normally produced by rapidly supercooling a liquid, which causes the constituent particles to move increasingly slowly until the system becomes solid on the experimental time scale. Several theories aim to describe this dynamical slowing down by proposing that cooling the system brings it close to a critical point at which structural relaxation stops completely. This critical point might be thermodynamic in origin or a purely dynamical effect, and the associated singularity might occur at some finite temperature or in a limit where the temperature tends to zero.

Cammarota and Biroli proposed that by gradually pinning (immobilising) some of the particles in a supercooled liquid, one might observe a singularity at which structural relaxation of the remaining (unpinned) particles stops completely. This has been termed the random-pinning glass transition (RPGT). The associated singularity takes place at finite temperature, and shares many features with the singularity that occurs in random first-order transition (RFOT) theory. In both the RPGT and RFOT transitions, slow (glassy) dynamics originates in a reduction of the entropy: a supercooled liquid may adopt many different amorphous structures, but a glass is a system that is localised on the observation time scale into a single metastable state, corresponding to a group of potential energy minima.

The theoretical proposal of Ref. has its roots in mean-field theory, and it is not clear whether these predictions are valid in physical (three-dimensional) fluids. Several numerical studies have investigated the effects of random pinning but have not yet established (or ruled out) the existence of an RPGT. Performing this test and accurately characterising the RPGT would require a comprehensive finite-size scaling analysis. However, the corresponding calculations converge slowly and the size-scaling approach is currently very expensive.

In this work, we use geometry optimisation methods to explore the potential energy landscape (PEL) of a randomly-pinned glassy fluid. Analysis of the PELs of glasses has a long history. A key advantage of using this approach to study the RPGT is that geometry optimisation methods such as basin-hopping (BH) global optimisation and discrete path sampling (DPS) can treat activated relaxation events with arbitrarily high energy barriers. Exploring the accessible configuration space via DPS is efficient compared with conventional methods such as molecular dynamics that require waiting for many such events, which become increasingly rare as the glass transition is approached.

Our study combines energy landscape methods with an idea from mean-field theory, that a useful order parameter is the overlap $Q$ which measures the structural similarity of two configurations for a glassy system. We classify minima of the PEL according to their overlap, so that the RPGT (if it exists) is associated with localisation of the system, on long time scales, in a region of the landscape where all configurations are structurally similar (high-overlap). Our results are restricted to small systems ($N = 256$ particles), but we do find a crossover on increasing the number of pinned particles, from low-overlap to high-overlap. These results are consistent with the predictions of Ref. although the restriction to small systems means that we cannot distinguish whether the system has a smooth crossover from low- to high-overlap, or whether there might be a true phase transition.

In addition, we investigate how the PEL changes as particles are unpinned. We discuss the relationship between funnels on the energy landscape, the packing of the particles in space, and the overlap $Q$.

The structure of the paper is as follows: Sec. describes our model and methods; and Sec. characterises...
the crossover from low- to high-overlap, including a summary of the implications for the RPGT in Sec. [III H] Then Sec. [IV] analyses the varying degree of frustration of the landscape, following Ref. [K3]. In Sec. [V] we analyse in more detail the dependence of the energy landscape on the number of pinned particles, by following the behaviour of distinct particle packings as the number of pinned particles is reduced. Finally, Sec. [VI] summarises our conclusions.

II. METHODS

A. Model

We consider a binary Lennard-Jones (BLJ) fluid. There are two atom types, larger A atoms and smaller B atoms, interacting via Lennard-Jones potentials with the popular Kob-Andersen parameter set [13]. This choice allows comparison with earlier numerical studies of the RPGT [8,14,15] and with earlier work on the energy landscapes of glass-forming liquids [5,6,10,11].

The truncation of the interaction potential uses the Stoddard-Ford quadratic shifting scheme [31] which ensures that the potential and its gradient are both continuous, as required for landscape analysis. Full details of the potential are given in Ref. [15]. The truncation range is \( r_c = 2.5 \sigma_{AA} \). The system size is \( N = 256 \) atoms, and we use a periodically-repeated cell with fixed number density \( 1.2 \sigma^{-3}_{AA} \). \( \mathbf{X} = (\mathbf{r}_1, \mathbf{r}_2, \ldots, \mathbf{r}_N) \) will denote a vector containing the positions of all particles.

Following convention, all lengths, energies, temperatures and times are given in reduced units, which can be expressed in terms of \( \sigma_{AA}, \epsilon_{AA} \) and \( m \), the mass of an A or B atom.

B. Pinning Particles

The random pinning method [2,13] makes use of a reference configuration \( \mathbf{X}^\ast \) that is sampled from the equilibrium (Boltzmann) distribution at some temperature \( T_0 \). Reference configurations were taken from molecular dynamics simulations, which were confirmed to be locally ergodic using the Mountain-Thirumalai fluctuation metric [32,33,34,35].

Let \( c \) be the fraction of pinned particles, which means that \( M = \lfloor cN \rfloor \) particles are chosen independently at random. The notation \( \lfloor x \rfloor \) indicates the largest integer that is less than or equal to \( x \). The positions of these \( M \) particles are fixed, and one considers the energy of the system as a function of the position of the remaining (unpinned) particles. The potential energy surface (i.e. PEL) and associated Boltzmann distribution depend on \( \mathbf{X}^\ast \) and on the set of pinned particles. Following the literature on spin glasses and other disordered systems, we refer to the combination of the reference configuration and the set of pinned particles as a realisation of the disorder. To obtain robust results one should average over many such realisations.

For each realisation of the disorder and each configuration \( \mathbf{X} \) of the unpinned particles, the LBFGS algorithm [31,15] was used to minimise the energy (always with the pinned particles fixed), so that each configuration can be associated to a local minimum of the PEL. The local minimum associated with the reference configuration \( \mathbf{X}^\ast \) is the reference minimum \( \mathbf{X}_0 \).

All calculations performed in this paper, except those in sec. [III C] used reference temperature \( T_0 = 0.5 \epsilon_{AA}/k_B \). The results of Ozawa et al. [13] suggest that this should be the highest reference temperature at which the RPGT transition would be clearly observed for our model.

C. Comparing Structures: the overlap

Mean-field theory proposes that a useful order parameter in glassy systems is the overlap between two configurations \( \mathbf{X}_i, \mathbf{X}_j \). Several definitions are possible for the overlap [13,14,15] and the general expectation [26] is that all definitions should lead to similar behaviour as long as two configurations have high overlap if and only if they are structurally similar. Following Ref. [12] our pinning procedure is independent of the particle types but the overlap depends only on the type-A particles:

\[
Q(\mathbf{X}_i, \mathbf{X}_j) = \frac{1}{N_m} \sum_{k=1}^{N_m} \Theta(\sigma_{AA} - \| \mathbf{r}_{k,i} - \mathbf{r}_{k,j} \|).
\]

Here, \( k \) runs over the set of unpinned A-type atoms, and \( N_m \) is the number of such atoms. \( \Theta \) is the Heaviside step function, and \( \mathbf{r}_{k,i} \) is the position vector of atom \( k \) in configuration \( \mathbf{X}_i \). Also, \( a \) is a length scale parameter, which we set to 0.3 \( \sigma_{AA} \) following earlier work [13,14,15]. Before calculating the overlap, permutational alignment is performed for \( \mathbf{X}_i \) and \( \mathbf{X}_j \) to account for indistinguishability of the mobile A atoms, using a shortest augmenting path algorithm [31,24,25]. This ensures that (for example) swapping the positions of two particles does not affect the overlap.

If \( \mathbf{X}_i \) and \( \mathbf{X}_j \) are very similar then \( Q(\mathbf{X}_i, \mathbf{X}_j) \approx 1 \), which is the largest possible value. The smallest possible value is \( Q = 0 \), and independent random configurations typically have small values \( Q \approx 0 \). Based on the decay of overlap that happens during \( \beta \)-relaxation [26] and on other previous work [13,14,15,24] we introduce a threshold parameter \( Q^\ast = 0.7 \) such that if \( Q(\mathbf{X}_i, \mathbf{X}_j) > Q^\ast \) then we identify \( \mathbf{X}_i \) and \( \mathbf{X}_j \) as being structurally similar.

The overlap of an arbitrary configuration \( \mathbf{X} \) with the reference minimum \( \mathbf{X}_0 \) is

\[
Q_0(\mathbf{X}) = Q(\mathbf{X}, \mathbf{X}_0).
\]
D. Potential Energy Landscape Methodology

The PEL of a pinned system is given by \( V(\mathbf{X}) \), which is a \( 3N_m \)-dimensional function because the positions of the pinned atoms are constant. In the following we adapt standard geometry optimisation methods to identify local minima of \( V(\mathbf{X}) \), which control the thermodynamics at low temperatures, and transition states (stationary points with Hessian index one) which control the structure and performing local energy minimisation. The step is accepted or rejected using a Metropolis criterion with effective temperature \( T_{BH} \). If the step is accepted, the original minimum is stored in a database and the next step begins from the new minimum. Otherwise, the algorithm returns to the original minimum for the next step.

The two main parameters in this procedure are the maximum size of the structural perturbation, and the effective temperature \( T_{BH} \). These parameters control the rates at which new minima are discovered and accepted, respectively, but the true PEL being sampled is independent of both. The parameters are usually selected through trial and error to achieve a target acceptance rate for new minima, and may be varied dynamically during the calculation to assist this objective.

Basin-hopping locates low-energy minima efficiently, because the energy minimisation step removes downhill potential energy barriers between adjacent local minima. However, when a PEL contains many funnels (see below) the algorithm may become temporarily trapped in a single low-energy region and not explore alternative competing structures. Using a low \( T_{BH} \) exacerbates this problem, but using a high \( T_{BH} \) means that the low-energy regions may not be sampled adequately.

To avoid this problem, basin-hopping parallel tempering (BHPT) can be applied\[56\]. In BHPT, one considers \( N_r \) replicas of the basin-hopping algorithm, each with a different value of \( T_{BH} \). By exchanging different configurations between the replicas, high-energy regions of the landscape may be crossed more efficiently.

Basin-hopping and BHPT both explore local minima efficiently, and can (in principle) be used to identify all minima on a PEL. Our strategy here is to generate a histogram of minimum energies and overlaps, which we denote by \( \rho_{IS}(V, Q_0) \). In the limit where the algorithm samples the PEL exhaustively for a given range of \( V \) and \( Q_0 \)

\[
\rho_{IS}(V, Q_0) \rightarrow g_{IS}(V, Q_0).
\]

In practice, the landscape is not explored exhaustively so there are systematic differences between \( \rho_{IS} \) and \( g_{IS} \), but we expect the important qualitative features of \( g_{IS} \) to be mirrored by \( \rho_{IS} \). This point is discussed in more detail during the analysis of the results.

2. Transition State Searches

Many properties of physical systems can be predicted by considering the statistics of local minima on the PEL, together with the transition states that connect them. To obtain information about transition states, we start from a database of minima and use double-ended searches, which take two local minima as input and identify a
discrete path between them. A discrete path is a sequence of transition states and intermediate minima connected by steepest-descent paths. Specifically, the doubly-nudge elastic band (DNEB) algorithm is used to construct an approximate minimum energy pathway between pairs of minima. Structures corresponding to the local maxima on this pathway are candidate transition states, which are refined accurately using hybrid eigenvector-following (HEF). If a complete pathway between the original pair of minima has not been identified after one DNEB/HEF cycle, the Dijkstra algorithm is used with a suitable distance metric to select another pair of minima and another cycle is attempted. This procedure is repeated until the original pair of minima have been connected. Double-ended searches often add intermediate minima to the database as well as the connecting transition states.

Once transition states are known, energy barriers between minima may be measured. The overall barrier height from minimum \( A \) to \( B \) is defined as the energy difference between \( A \) and the highest transition state on the minimum-energy pathway from \( A \) to \( B \).

3. Disconnectivity Graphs

After many transition state searches, one obtains a database of energy minima connected by transition states. To analyse the landscape, it is useful to generate a disconnectivity graph, which can be interpreted by visual inspection. In these graphs, energy minima are represented as points, whose heights indicate the corresponding potential energy. These points are connected (upwards) to branching points: the energy of a branching point is (close to) the energy of the transition state that connects the minima below it. Transition state energies are rounded up to discrete energy levels to produce a clear visual representation. The process of generating a disconnectivity graph from a model glassy landscape is shown schematically in fig. [1].

Disconnectivity graphs faithfully represent the energies of the local minima and the energy barriers between them, as determined from the transition states.

E. Landscape features: Funnels, metabasins, packings, and the configurational entropy

A central motivation for random pinning studies is that they enable (in principle) the accessible configuration space of a system to be varied, without changing the temperature or the liquid structure, and hence without requiring extensive equilibration at low temperatures. Within mean-field theory, this effect is controlled by the configurational entropy, which measures the equilibrium occupation probabilities of metastable states. (Note that this quantity is not an experimental observable, and must be distinguished from the configurational part of the total entropy, which is defined in terms of the potential energy density of states.) Within mean-field theory, the configurational entropy vanishes continuously at some finite pinning fraction \( c = c^* \); this is the RPGT.

By investigating how the PEL changes with pinning, we can test how this mean-field prediction plays out in the pinned BLJ liquid. However, while the configurational entropy is a well-defined quantity in mean-field models, it does not have a unique definition in finite-dimensional systems where interactions have finite range, since metastable states have finite lifetimes in this case. Nevertheless, metastable states can be identified as regions of configuration space within which the system remains (dynamically) localised over sufficiently long time periods. See Ref. [66] for a discussion of how this construction can be applied consistently in both finite-dimensional and mean-field systems.

We consider three ways of identifying candidates for such states. We claim in the following that all three definitions identify a similar set of candidate metastable states.

A local funnel on the PEL is a group of minima for which barriers to reach a lower-energy minimum (downhill barriers) are systematically smaller than barriers to reach a higher-energy minimum (uphill barriers). Funnels are usually identified informally by visual inspection of disconnectivity graphs (see Fig. [1]). Glassy landscapes typically contain many local funnels in the same energy range. Energy barriers between funnels are typically larger than barriers within funnels.

A metabasin is a group of minima between which dynamical transitions are rapid and easily reversible. Transitions between states in different metabasins are slower and should correspond to structural relaxation of the glass-former. In this sense, metabasins are similar to metastable states (albeit with finite lifetimes). Local funnels often correspond to metabasins.

A packing of the particles is a group of minima with high mutual overlap and low overlap with other packings. Within mean-field theories, this method can be used to identify metastable states, but we emphasise that their definition does not include any dynamical information.

With these definitions in hand, we can define a measure of entropy that corresponds to the configurational entropy defined within mean-field theory. Suppose that for low temperatures \( T \) the thermally-accessible configuration space for pinning fraction \( c \) can be broken up into a set \( \Lambda(c, T) \) of distinct packings, and that the canonical (Boltzmann) equilibrium occupation probability for packing \( i \) is \( p_i(c, T) \). Then a metastable state entropy, \( S_{MS} \), can be defined as

\[
S_{MS}(c, T) = - \sum_{i \in \Lambda(c, T)} p_i(c, T) \log p_i(c, T)
\]

which depends implicitly on the system size \( N \). To the extent that funnels and metabasins coincide with packings, the sum in (4) can be replaced by a sum over
metabasins or funnels. On taking the thermodynamic limit, $S_{MS}$ per particle is

$$s_{MS}(c, T) = \lim_{N \to \infty} \frac{S_{MS}(c, T)}{N}. \quad (5)$$

The mean-field prediction is that $s_{MS}(c, T)$ vanishes continuously at the RPGT ($c = c^*$). Hence, for $c < c^*$ mean-field theory predicts $s_{MS} > 0$ but for $c > c^*$ then $s_c = 0$. Recalling the result means that for finite systems and $c > c^*$, the number of metastable states with significant occupation probabilities is sub-exponential in $N$: we will typically find that a single metastable state becomes dominant.

These hypotheses will be tested in the next Section. We do not attempt to measure $s_{MS}$ directly, but we do find that for small $c$ then many packings contribute to the sum in (4), while for large $c$ then only a single packing contributes. These results show how the PEL evolves during this process, complementing previous studies [10,13], which observed a dramatic decrease in the entropy of a supercooled liquid on increasing the pinning fraction $c$ through a critical value $c^*$.

We note that $S_{MS}$ has similarities with several other measures of entropy. The landscape entropy $S_{IS}$ is defined in a microcanonical framework in terms of the potential energy density of minimum, more. This landscape entropy can be estimated as the difference between the total entropy of the system and its vibrational entropy. $S_{IS}$ is not the same as $S_{MS}$ because a metastable state does not correspond to a single energy minimum; the waiting time within minima is often quite short and $S_{IS}$ is not expected to vanish at the RPGT. Other measures of metastable state entropy include the free energy cost required to localise the system in a state of high-overlap and direct counting of structural motifs; our expectation is that these quantities should behave in a similar way to $S_{MS}$.

### III. RESULTS: POTENTIAL ENERGY MINIMA AND LANDSCAPE ORGANISATION

#### A. Return Times

To illustrate that increasing $c$ dramatically reduces the number of states with significant equilibrium occupation probability, we used basin-hopping to explore low-energy minima on the landscapes corresponding to several different pinning fractions. The reference minimum $X_0$ has a low energy, and we expect it to be part of an accessible state for all $c$.

Let $X(s)$ be the PEL minimum obtained after $s$ basin hopping steps, and let $Q_0(s) = Q(X_0, X(s))$ be the overlap of this minimum with the reference minimum. We extracted the initial minima $X(0)$ from molecular dynamics simulations of the pinned system with very high temperatures, so that $Q_0(0)$ would be small. 30 basin-hopping calculations were performed for each value of $c$, each with a structurally distinct initial minimum.

If the only accessible metastable state is the one containing the reference minimum, then we expect each basin-hopping calculation to converge to that state: $Q_0(s) > Q^*$ for large $s$. On the other hand, if there are many accessible states, one expects the algorithm to explore regions that are different from the reference configuration, so that $Q_0(s)$ will remain small.

Fig. 2 shows results for a single reference configuration ($T_0 = 0.5$) and various pinning fractions. We used an initial temperature parameter $T_{BH} = 5$, which was adjusted during the sampling to maintain an acceptance rate of 70%. Other parameter sets were found to give similar results, but the calculations were less efficient.

Fig. 2 shows that calculations with $c \geq 0.15$ tend to a large-$s$ limit of $Q_0(s) > 0.7$, indicating that the system approaches the reference minimum. For $c \leq 0.13$ we find $Q_0(s) \lesssim 0.4$ for all $s$, indicating that the system is exploring a larger region of configuration space. These observations suggest a rather sharp crossover in the overlap as $c$ is increased, consistent with the predictions of Ref. [6].

#### B. Distribution of Local Minima

To explore this crossover in more detail, we used basin-hopping parallel tempering (BHPT) to explore and sample the local minima of pinned BLJ, using the same reference configuration prepared at $T_0 = 0.5$. The aim is to...
estimate the density of minima $q_{IS}(V, Q_0)$, so the basin-hopping temperatures of the different replicas were selected to promote exploration of a large variety of minima. We found that for $T_{BH} \gtrsim 25$ the range of minimum energies explored becomes constant, and replicas with $T_{BH} < 0.5$ do not explore new minima efficiently. Therefore, we used 12 basin-hopping replicas with $T_{BH}$ spaced geometrically between 0.5 and 25.0, to allow efficient exchange of configurations between replicas. For each replica, 10 basin-hopping runs of $10^5$ steps were performed, and the results combined to produce a larger database of minima. The basin-hopping step size was varied dynamically to ensure that approximately 70% of steps located a new minimum.

Every basin-hopping replica was initialised at the reference minimum $X_0$. This choice may bias the sampled distribution of minima towards high-$Q_0$ regions of the landscape, however the inclusion of high-temperature replicas which rapidly decorrelate from the initial minimum should limit this effect.

Fig. 3 shows contour plots of $\log_{10} \rho_{IS}(V, Q_0)$ for several values of $c$. The essential feature is that for $c \geq 0.17$ then all low-energy minima have $Q_0 > 0.7$, while for $c \leq 0.16$ there is significant density of states at low energy with $Q_0 < 0.7$, indicating that multiple metastable states are accessible. As in Fig. 2 this crossover occurs over a rather narrow range of $c$: the difference between $c = 0.16$ and $c = 0.17$ corresponds to pinning 3 extra atoms.

Recall from eq. (3) that the sampled distributions $\rho_{IS}$ in Fig. 3 cannot be interpreted as direct measurements of $g_{IS}$; these quantities coincide only in the limit of exhaustive sampling. However, we expect that regions where $\rho_{IS}(V, Q_0) = 0$ probably have $g_{IS}(V, Q_0) \approx 0$, because there are relatively few minima at low energies and our results are consistent with having sampled almost all of them.

### C. Global Probability of States

So far, all results have been shown for a single reference configuration. We have repeated our analysis for two other reference configurations, and five realisations of the disorder for each $X^*$. To study the changing landscape as a function of $c$, we use consistent sequences of disorder realisations where the set of pinned atoms at each $c$ is a subset of the pinned atoms at all higher pinning fractions.

To summarise the results, we define

$$P(Q_0 > 0.7) = \int_{-\infty}^{V_c} \int_{0.7}^{1} \rho_{IS}(V, Q_0) \ dQ_0 \ dV,$$  \hspace{1cm} (6)

where $V_c$ is an energy cutoff that restricts the integral to low energy (accessible) minima.

Fig. 4 shows $P(Q_0 > 0.7)$ as a function of $c$ for several sequences of disorder realisations, and the disorder average of this probability. For each sequence, one observes a crossover as $c$ is varied. The position and slope of the crossover vary between realisations, but the behaviour is similar in all cases, and the average probability also shows a crossover between $c \approx 0.14$ and $c \approx 0.17$.

### D. Transition states

The results so far show that the distribution of local energy minima changes dramatically under random particle pinning. However, this analysis considers only the energies of the minima and their overlap $Q_0$ with the reference minimum. By projecting the landscape onto these coordinates, one discards a large amount of information, particularly the energies of the transition states (saddle points) that connect the minima. There may be multiple funnels/states where minima with similar $Q_0$ are separated by large barriers, which are not apparent from distributions such as $\rho_{IS}(V, Q_0)$. To resolve this detail, we consider the connectivity of the landscape.

We performed independent transition state sampling
for each landscape depicted in fig. 3. Initially, 101 local minima were selected from each database. The reference minimum was always selected, and 100 other low-energy minima were chosen from a uniform distribution in $Q_0$. We then used the methods described in Sec. II D 2 to calculate discrete paths between each pair of minima in the set of 101, a total of 5050 pairs. Combining the paths yielded a larger database of PEL minima and saddle points in the region of configuration space spanned by the initial set of 101 minima. Both low- and high-$Q_0$ regions of space were included.

### E. Disconnectivity graphs

The landscape databases are represented in fig. 3 as disconnectivity graphs (see Sec. II D 3). Each branch is coloured according to its overlap $Q_0$ with the reference minimum. The landscape corresponding to $c = 0.10$ resembles an unpinned glassy PEL. In particular, it has many local funnels, which we have previously identified with metabasins. There is no dominant lowest-energy region of the PEL, but instead many of the local funnels have comparable energy.

At high pinning the PEL has a very different structure. In fig. 3(e) there is a single low-energy region of the PEL, which contains only minima similar to the reference minimum. That is, pinning 18% of the particles has little effect on the landscape funnel that contains the reference state, but it acts to suppress other funnels. Single-funnelled landscapes usually correspond to structure-seeking systems, which relax efficiently to their global minimum. In fig. 3(e), the main funnel contains quite high energy barriers and many minima with
comparable energies, so reproducible relaxation to the global minimum is unlikely. However, the overall funnel structure means that relaxation to the region of minima with $Q_0 > 0.7$ will be fast and irreversible, except at very high temperatures. The result of pinning this many particles is that the landscape no longer resembles that of a structural glass former. We note, however, that this single-funnelled landscape includes minima with a wide range of $Q_0$, including low overlaps $Q_0 \approx 0.2$. One should not imagine that pinning destroys all minima with low overlap. Rather, one finds that such minima still exist, but their energies are large, compared to the reference.

We also recall that Fig. 3 shows a significant difference between $c = 0.16$ and $c = 0.17$, where the possibility of minima with low energy and $Q_0 < 0.7$ disappears rather suddenly. The disconnectivity graphs in Fig. 4 indicate a smoother crossover as $c$ is varied: the low-overlap funnels that compete with the reference funnel at $c = 0.16$ do not disappear on increasing to $c = 0.17$; instead it seems that the energy of these funnels increases, so that they are no longer competitive with the reference funnel. We return to this point in Sec. F. below.

As a final comment on Fig. 5, note that there are a considerable number of minima with low energy and high $Q_0$, which nevertheless appear to be separated by large barriers from the reference funnel. This is probably due to “artificial trapping”\textsuperscript{72–74} it is likely that there exist low-energy transition states connecting these minima to the reference funnel, but they have not been sampled in our transition state search. However, it is also possible that there are some large barriers between low-energy minima with high overlap, caused by the immovable pinned atoms.

F. Packings on the PEL

In fig. 5 most local funnels are coloured uniformly, suggesting that the minima within each funnel are structurally similar. This similarity is expected in general for landscapes with funnels, particularly in glasses where the funnels are approximately equivalent to dynamical metabasins.\textsuperscript{25}

To investigate the relationship between landscape structure and real-space structure, we use $Q$ as a similarity measure. In particular, we identify sets of minima, such that all minima within each set have a high mutual overlap $Q(X_a, X_b)$, where minima in different communities have low overlap. Physically, we argue that that these sets correspond to distinct packings of the particles, so that different minima within each packing typically differ by small local displacements. On the other hand, minima in different packings correspond to larger displacements, such as those that happen during structural relaxation of the liquid.

Many methods exist\textsuperscript{22–24} for detecting highly-connected sets in a graph with edge weights given by a similarity measure, but these typically require evaluation of all edge weights. Since our databases contain of order $10^5$ minima we use a greedy algorithm, which is typically much cheaper:

1. The “parent minimum”, $X_p$, for the first packing is the reference minimum $X_0$.
2. Compute $Q(X_p, X_m)$ for each minimum $X_m$ not currently assigned to a packing.
3. If $Q(X_p, X_m) > Q^*$, add $m$ to the same packing as $p$.
4. Use the lowest-energy unassigned minimum as $X_p$ for the next packing.
5. Iterate steps 2–4 until all unassigned minima lie above a predefined energy threshold.

The greedy algorithm does not guarantee that every minimum in a packing is more similar to the parent of that packing than to any other parent. However, it does guarantee that all minima within a packing are structurally close, and all parents are dissimilar to each other.

Fig. 5 shows the results of the greedy algorithm applied to a database at $c = 0.10$. Branches are coloured according to the packing to which the corresponding minimum belongs. Most local funnels visible on the landscape correspond to a single packing, verifying that the the order parameter $Q$ can be used to detect whether two minima are in the same funnel. Of course, two configurations that are dissimilar from the reference minimum (small $Q_0$) might have a high mutual overlap (if they are in the same funnel) or a low mutual overlap, if they are in different funnels. In this sense the disconnectivity graph contains much more information than histograms such as Fig. 3 because it reveals the existence of multiple distinct packings/funnels.

However, we note that there are many minima in Fig. 5 that are identified as members of a packing, but are not members of any funnel. As in Fig. 5 this is likely a result of artificial kinetic trapping: these minima may be part of a funnel, but the relevant transition state has not been found.

G. Effect of Reference Temperature and System Size

So far all results have used reference configurations that are Boltzmann-distributed at $T_0 = 0.5$. Glassy features of the system are expected to become more accentuated on cooling, and mean-field theory predicts that $c^*$ decreases with $T_0$. To test these expectations, we used BHPT to sample energy minima with reference configurations obtained at $T_0 = 0.43$. Results for one reference configuration are shown in Fig. 7. Comparing with Fig. 5 we note that the high-overlap minima are separated in energy from the low-overlap ones for $c > 0.13$, while this required a larger pinning fraction $c = 0.17$ in Fig. 5. This effect is consistent with the theoretical picture of Ref. 6.
Fig. 8 summarises the behaviour of five realisations of the disorder. As noted above, the crossover from low- to high-overlap occurs at a smaller value of \( c \), compared with Fig. 4; this effect is consistent among different realisations of the disorder.

The dependence of this crossover on \( T_0 \) and on system size is crucial for the theory of Ref. 6, which predicts a thermodynamic phase transition as \( c \) is increased. Our results are not sufficient to investigate this prediction in detail, but Appendix A shows preliminary results for a smaller system \( (N = 180 \text{ particles}) \). The smaller systems show a clearer separation between high- and low-overlap, possibly because larger systems can support distinct high- and low-overlap regions within the same sample, making the crossover less sharp. The methods that we have introduced here provide a natural framework for investigating these questions.

H. Discussion

We summarise the conclusions so far. From Figs. 4 and 8 we see that increasing the number of pinned particles reduces the number of low-energy minima with significant equilibrium occupation probabilities. For \( T_0 = 0.5 \), there is a crossover at \( c \approx 0.16 \) so that for larger \( c \), the accessible minima are mostly in the same packing as the reference minimum, as evidenced by their high overlap values \( Q_0 \). From Fig. 5 one sees that this crossover is accompanied by a change in the energy landscape, from a rough (glassy) landscape to a single-funneled disconnectivity graph. From Figs. 5 and 8 one sees that the funnels observed in the disconnectivity graph are closely related to the packings that can be identified by analysis of the overlap (recall Sec. II.E). Figs. 7 and 8 show that lower reference temperatures make these effects more pronounced, particularly that there is a clearer distinction between high-overlap and low-overlap minima.

FIG. 6: Disconnectivity graph for the database with \( c = 0.10 \). Minima are assigned to packings using a greedy community detection algorithm, and each packing is coloured differently in the graph. Only packings containing more than 1000 minima are shown, all other minima are coloured black.

FIG. 7: Density of states \( \log_{10} \rho_{IS}(V,Q_0) \) for a sequence of disorder realisations with reference temperature \( T_0 = 0.43 \epsilon_{AA}/k_B \).
All these results are broadly consistent with the theoretical predictions of Ref. [10] and with previous simulation work [12,13]. The crossovers that we observe happen at slightly larger $c$ than predicted by Ref. [13] and the effect of $T_0$ on the position of the crossover seems to be weaker. However, the quantities that we use to characterise this crossover are also quite different, so one does not expect quantitative agreement.

As noted above, understanding whether this crossover corresponds to a thermodynamic phase transition would require a more detailed analysis of different system sizes and temperatures. From a physical point of view, the first-order character of the RFOT transition predicts a clear separation between two sets of minima, that correspond to macrostates with high- and low-overlap. Intermediate values of the overlap should be strongly suppressed by the interfacial free energy cost associated with coexistence of different macrostates [12,13]. Obtaining a clear separation between the minima with high- and low-overlap is hindered for $T_0 = 0.5$ because the relatively large number of pinned particles reduces the possibility of very small $Q_0$: it appears from Fig. 8 that the distributions for the (putative) high- and low-$Q$ macrostates are somewhat overlapping, and no clear trough is observed in the probability. One expects a clearer separation at lower $T_0$, where fewer particles are pinned, but this is not immediately apparent in Fig. 7. The absence of a clear separation between macrostates may be attributed to the relatively small system sizes used here: one expects that the distributions for the two macrostates should become narrower in larger systems, leading to a trough in the probability and (perhaps) to a directly-observable interface between high- and low-overlap states. Unfortunately, these larger systems are challenging numerically, as they are for other methods [10,12,13]. For these reasons, we defer this question to later work.

In the remainder of this paper we discuss several other aspects of the energy landscapes in these pinned systems, particularly the degree of frustration, and the extent to which one can think of meta-basins evolving smoothly on the landscape as $c$ is reduced.

**IV. LANDSCAPE FRUSTRATION**

In this section, we present quantitative descriptions of the change in landscape organisation as a function of $c$. First, we consider simple properties, which hint at the change in structure observed in Fig. 8 and then we propose a more sophisticated metric to quantify this change directly.

Fig. 9 shows histograms of the energy barriers between local minima and the reference minimum. The first panel shows the “uphill” barriers, the second panel shows “downhill” barriers. The scale is the same for both panels.

The average uphill barrier increases systematically with $c$, because the sides of the main landscape funnel become steeper, as observed in Fig. 5. In contrast, the
mean downhill barrier is quite insensitive to $c$, but a long tail of high energy barriers develops as $c$ decreases. This tail corresponds to minima in low-energy funnels that have higher energy barriers to the reference than minima in the main funnel.

Fig. 10 and fig. 5 both indicate that pinned PELs become less frustrated as $c$ increases, meaning that there are fewer low-energy regions of the landscape separated by high barriers. Therefore the simulation time required to reach high-$Q_0$ minima will be small at high $c$.

Previously, we have characterised PELs using a frustration metric, $\tilde{f}_p$, related to the efficiency of locating the global minimum from a randomly-chosen minimum. In this case, we are interested in transition rates towards the PEL funnel that contains the reference minimum (which is not necessarily the global minimum). Therefore a modified frustration metric is used, based on the definition of packings presented in Sec. III F:

$$\tilde{f}_p = \sum_{\alpha \notin P_0} \tilde{p}_\alpha^{eq}(T) \left( \frac{V^*_\alpha - V_0}{\max\{V_\alpha - V_0, \Delta V\}} \right). \quad (7)$$

Here, $P_0$ is the the packing that contains the reference minimum, and $\alpha$ runs over all minima that do not belong to $P_0$. $p_\alpha^{eq}(T)$ is the equilibrium occupation probability of $\alpha$, calculated within the harmonic superposition approximation. $\tilde{p}_\alpha^{eq} = p_\alpha^{eq}/(1 - \sum_{\beta \notin P_0} p_\beta^{eq})$ is the renormalised probability excluding all minima belonging to $P_0$. $V_0$ and $V_\alpha$ are the energies of the reference minimum and minimum $\alpha$, respectively.

$V^*_\alpha$ is the energy of the highest transition state on the minimum-energy pathway connecting $\alpha$ to the reference, and $\Delta V = 0.1 \epsilon_{AA}$ is a parameter chosen to avoid divergence of $\tilde{f}_p$ in cases where the reference minimum is not the global minimum.

$\tilde{f}_p$ is plotted in fig. 10 for the landscapes represented in fig. 5. Frustration decreases as a function of $c$ for the entire temperature range plotted, illustrating a major structural change in the PEL concurrent with the pinning transition. Over this range in $c$, the landscape transforms from a multifunnelled structure typical of supercooled liquids into a single-funnelled non-glassy structure. This result agrees with and reinforces our qualitative interpretation of fig. 5. The large range in $\tilde{f}_p$ emphasises the magnitude of the change.

At low temperatures, $\tilde{f}_p(T)$ varies more rapidly because the sum in eq. 7 is dominated by a few large terms. In particular, the frustration of the $c = 0.16$ landscape increases dramatically, which may be a peculiarity of this particular disorder realisation, because several packings at $c = 0.16$ are almost degenerate in energy with the reference minimum.

V. EVOLUTION OF THE PEL AS THE PINNING FRACTION IS REDUCED

In this section, we examine the effects of random pinning by following the behaviour of particular minima and packings as $c$ changes. For example, we consider the overlap between minima in landscapes that have different $c$, and hence appear in different panels of Fig. 5.

We perform this analysis by starting from a high-$c$ landscape ($c = c_0 = 0.18$), and unpinning atoms one by one (always in the same sequence), relaxing the PEL minima by energy minimisation after each atom is unpinned. New sets of minima at lower values of $c$ are obtained.

One might imagine a complementary procedure, following the evolution of minima as $c$ is increased. This approach would be interesting, but it is difficult to implement because there is no unique route to obtain a minimum at $c_0$, given an initial minimum at some lower pinning fraction $c$. We therefore leave this analysis for future work.

A. Evolution of the Minima

We studied the properties of a set of minima during unpinning from $c_0 = 0.18$. This set included the reference minimum at $c_0$, and the parent minimum of every packing that contained at least 1000 minima.

Fig. 11(a) shows how the energies of these minima change during unpinning. The energy of each minimum decreases, because the energy is reminimised after each particle is unpinned. For most minima this decrease is substantial: around 20 $\epsilon_{AA}$ on average. Because the reference minimum decreases by only 10 $\epsilon_{AA}$ over the same interval, this result means that the offset between the reference minimum and the other funnels decreases during unpinning. Fig. 11(b) shows little change in $Q_0$ during unpinning, indicating that most packings do not undergo significant structural change when pinned atoms are released.
B. Evolution of the Packings

We now consider the evolution of packings (groups of minima), as \( c \) is decreased. We took a sample of 101 minima representing all the large packings at \( c = c_0 = 0.18 \), and used the unpinning procedure to obtain the corresponding minimum at \( c = 0.17 \). For both pinning fractions, we found discrete paths between every pair of minima, ensuring full connectivity. We also repeated this unpinning procedure to obtain databases at \( c = 0.16 \) and \( c = 0.15 \). Fig. 12 shows the disconnectivity graphs for \( c = 0.17 \) and \( c = 0.16 \).

We emphasise that the disconnectivity graph obtained by unpinning in fig. 12 is not at all equivalent to the graphs shown in fig. 5 even if the value of \( c \) is the same. The set of minima used to initialise the path-sampling calculation in fig. 5 were obtained by BHPT sampling at the same value of \( c \) as the transition states. In contrast, the minima used for path-sampling in fig. 12 were obtained by relaxing minima that were sampled by BHPT at a higher value of \( c \). Therefore the disconnectivity graphs in fig. 12 may be thought of as the subset of the \( c = 0.17 \) and \( c = 0.16 \) landscapes that is directly related to minima that also exist on the \( c = 0.18 \) landscape, whereas fig. 5 represents a sample of the entire PEL at each value of \( c \).

Note the differences between the two figures: in the \( c = 0.16 \) panel of fig. 5 there are several low-\( Q_0 \) packings with energies within \( 1-2 \epsilon_{AA} \) of the reference structure, but the gap in the \( c = 0.16 \) panel of fig. 12 is significantly larger. Our methods do not allow us to follow minima as \( c \) increases, but the natural conclusion here is that the packings that exist (for \( c = 0.16 \)) with low energy and low \( Q_0 \) are somehow “projected out” as the number of pinned particles is increased, which explains why they have no counterparts in the high-\( c \) landscape. This is consistent with the theory of random pinning.\(^8\)
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**FIG. 11:** Figures showing how \( V \) and \( Q_0 \) evolve for a set of minima with progressive unpinning from a \( c = 0.18 \) landscape (as indicated by the arrows). Each grey line represents the parent minimum of a large packing on the \( c = 0.18 \) landscape. The thick black line represents the average value over the grey lines. The red line represents the reference minimum. Panel (c) shows how the energy change during unpinning depends on the overlap of the minima. \( \Delta V \) is the energy difference between a minimum at \( c = 0.18 \) and the corresponding minimum at \( c = 0.10 \), \( Q_0 \) is the average \( Q_0 \) of those two minima. The best-fit trend line is shown, which has correlation coefficient -0.463.
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**FIG. 12:** Top panel: correspondence between packings in different disconnectivity graphs. The upper graph represents a landscape with \( c = 0.17 \), the lower graph is at \( c = 0.16 \). Black lines connect some of the packings on the two landscapes that have \( Q > 0.7 \). Minima are coloured according to their \( Q_0 \) values, using the same colour scale as before.

We used the packing-detection algorithm of Sec. III F to identify packings in both landscapes, restricting to packings that contain at least 1000 minima. We estimated the mutual overlap between pairs of packings: for two packings \( A, B \) we define

\[
Q(A, B) = \frac{1}{N_A N_B} \sum_{X \in A} \sum_{Y \in B} Q(X, Y)
\]

where the sums run over all minima within each packing (the number of minima in packing \( A \) is \( N_A \), etc.). In practice, we estimate \( Q \) by selecting 10 minima at random from each packing. The sum in the overlap calculation includes all atoms that are unpinned in the lower-\( c \)
configuration.

Fig. 13 shows \( Q(A, B) \) for different pairs of landscapes. The labelling of the packings is arbitrary; they have been ordered using the Hungarian algorithm to maximise the overlap along the main diagonal of each panel. Most packings at the lower value of \( c \) have high overlap with exactly one “parent packing” from the higher \( c \). Some of the correspondences between parent and daughter packings are shown in Fig. 12. As in Fig. 11 one sees that packings retain their identities as \( c \) is reduced, but Fig. 12 also shows that the energy gap between the reference and low-\( Q_0 \) minima decreases slightly as \( c \) is reduced. This observation indicates a weak negative relationship between \( Q_0 \) and the energy decrease during unpinning, which is illustrated by fig. 11(c).

As well as pairs of packings that have a clear parent-daughter relationship, there are several other scenarios that can (and do) occur. First, there may be packings on the low-\( c \) landscape that have no apparent parent on the high-\( c \) landscape. These features correspond to columns in Fig. 13 in which no large values appear. In this case, unpinning leads to new packings that were not present at higher \( c \), consistent with an increasing value of \( S_{MS} \) as \( c \) is reduced. Second, there may be packings on the high-\( c \) landscape that have no clear daughter on the low-\( c \) landscape – these correspond to rows in Fig. 13 with no large values. In this case, unpinning some atoms has presumably led to a significant rearrangement in the structure of the system – the original packing may have been stabilised by one of the pinned atoms, and is destroyed by unpinning. Third, there may be daughter packings (at low \( c \)) with more than one parent; and there may be parent packings (at high \( c \)) with more than one daughter. These correspond to splitting or merging of packings as \( c \) is reduced. Fourth, we sometimes observe two parent and two daughter packings, such that both parents have high overlap with both daughters: in Fig. 13 one then sees an off-diagonal element with a large value of \( Q \), together with a large value of \( Q \) in the corresponding transposed element. This scenario indicates pairs of packings that are structurally similar, but not similar enough to be identified as a single packing by our packing-detection algorithm.

To end this section, recall that the original theoretical picture of random pinning is that \( S_{MS} \) is reduced as \( c \) is increased, leading to an RPGT when there is only one packing with appreciable occupation probability. Here we have considered the unpinning process (decreasing \( c \)), which limits our ability to draw conclusions about the behaviour when \( c \) increases. In particular, since the packings shown in Fig. 13 are obtained by successive unpinning, one tends not to sample low-\( c \) packings that lack any “parent” (in the higher-\( c \) landscape). To the extent that this limitation may be ignored, our results follow the qualitative behavior predicted by mean-field theory although situations in which some packings have multiple parents or multiple daughters are not expected in mean-field models.

**VI. CONCLUSIONS**

We have analysed the energy landscape of a randomly-pinned glassy fluid, using the overlap \( Q \) as an order parameter. As the pinning fraction \( c \) is increased, the energy landscape crosses over from a typical glassy structure with many funnels, into a single-funnelled structure in which all thermally-accessible minima have high overlap with the reference minimum. These observa-
tions match the situation anticipated by Cammarota and Biroli\textsuperscript{[14]} although the data presented here cannot resolve whether this crossover corresponds to the predicted thermodynamic phase transition. We showed that the overlap, which is the natural order parameter within mean-field theories of the glass transition,\textsuperscript{[11,12]} can be used to define distinct packings of the particles, and that these packings can be identified with funnels on the energy landscape. We propose that packings represent physically relevant metastable states, such that the associated entropy $S_{\text{MS}}$ should vanish at the RPTG. Future numerical work could test this hypothesis.

We quantified the change in landscape structure by calculating a frustration metric, which indicates that thermodynamic and dynamic bias towards the reference structure is greater at high $c$ than low $c$. In addition, we introduced methods for tracking packings (and individual minima), as $c$ is reduced. The results indicate a complex phenomenology, where packings typically seem to retain their identity as $c$ changes, but they can also split and merge.

The methodology presented here offers a new route for investigating the effects of random pinning in amorphous systems, providing a link between mean-field theories and the potential energy landscape.
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**Appendix A: Effect of System Size**

If the RPTG is an equilibrium phase transition, $P(Q_0 > 0.7)$ should be discontinuous in the thermodynamic limit, because the number of distinct metastable states would change suddenly at $c^*$. Finite-size effects suppress this discontinuity\textsuperscript{[9,10]} but can in principle be removed by system size scaling analysis. The gradient of $P(Q_0 > 0.7)$ at the crossover should extrapolate to infinity in the infinite system-size limit if the landscape transformation corresponds to a thermodynamic event. Also, in large systems, one expects to see a bimodal distribution $\rho_{\text{IS}}(V, Q_0)$, with two populations of minima (high- and low-overlap), that are separated by a deep trough in the probability. This trough represents the interfacial free-energy cost to nucleate a configuration with low-overlap, within a high-overlap system.

![Histograms comparing $\rho_{\text{IS}}(V, Q_0)$ between different system sizes. All graphs have the same vertical scale.](image)

As an initial step towards this scaling analysis, fig. 14 presents $\rho_{\text{IS}}(V, Q_0)$ for a smaller BLJ simulation cell containing 180 atoms (144 A-type and 36 B-type), and comparable plots for the 256-atom landscapes. No qualitative differences are observed between the two systems, which may indicate that the landscape properties we probe are broadly independent of system size. The density of minima with $Q_0$ values intermediate between the high- and low-overlap states (i.e. $Q_0 \approx 0.7$) is slightly smaller in the smaller system. This result may suggest that the larger system is better able to support distinct high- and low-$Q_0$ regions within the same configuration, which tends to “smooth out” the sharp transition predicted in mean-field theory (or push it to lower temperature).
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