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Abstract

A new technique for predicting structural instability points using the finite element method is presented. The approach is based on the estimation of the critical displacement pattern by writing an approximation of the tangent stiffness singularity condition at the instability point. The critical load is subsequently computed by using a secant load-displacement relationship. Details of this procedure are given together with explicit forms of the secant stiffness matrix for finite element analysis of solids and trusses. The accuracy and effectiveness of the method are clearly shown in a number of examples of two- and three-dimensional bar structures.

1. Introduction

The numerical detection and location of bifurcation and limit points, herein denoted generically as critical points, have received considerable attention in the computational solid and structural community. Indeed, loss of stability and bifurcation are common phenomena in non-linear solid and structural mechanics. Typical examples range from classical problems such as the buckling of rods, plates and shell structures, to diffuse necking bifurcation problems, including the formation of localized shear bands, in elastic-plastic solids.

The numerical methods proposed for computation of critical points can be grouped into two categories, namely, indirect and direct methods. With indirect methods the encounter of the critical point is judged with the help of a detecting parameter while the equilibrium path is being traced in a load incremental manner up to the vicinity of the critical point [1–6]. Typical examples of detecting parameters are the determinant or the smallest eigenvalue of the tangent stiffness matrix. The occurrence of a critical point is signified by the vanishing of both such parameters [7–16].

In direct methods the condition for occurrence of a critical point is included in the system of equations to be solved. The solution of the set of extended equations yields directly the position of the critical point and its associated eigenmode together with the load parameter.

Once a critical point has been found a path-switching algorithm has to be subsequently applied to follow the deformation of the structure along the possible bifurcation paths [17, 18]. A review of direct and indirect methods and path switching strategies can be found in [19].

In this paper a new approach for detecting critical points is proposed. The method is based on the
prediction of the critical displacement pattern. This is found by writing the tangent stiffness singularity condition at the critical point using a predicted perturbation of the last converged displacement field. The problem can be posed as a non-linear eigenvalue one which can be simply linearized to provide an accurate estimate of the displacement pattern at the critical point. The critical load can be subsequently computed using a secant load-displacement stiffness relationship. The type of critical point (i.e. limit or bifurcation point) can be simply detected by computing the eigenvector corresponding to the (approximate) tangent stiffness matrix at the critical point.

The ideas presented in this paper are an extension of the work reported by the authors in the development of non-linear solution procedures based on the secant stiffness matrix [20-22]. The concept of the critical displacement method was firstly sketched in the work of Kroplin et al. [23-25]. To the authors' knowledge, this idea has not been exploited or even further developed towards practical use.

The lay-out of the paper is as follows. First some simple concepts of elastic stability analysis are given together with the basic equations of geometrically non-linear solid mechanics. Then, the derivation of the secant stiffness matrix, which is an essential ingredient of the approach proposed, is described for three-dimensional solids. The critical displacement methodology is then presented in some detail and some alternatives to enhance its computational efficiency are discussed. The accuracy of the new approach is validated with examples of application to the detection of limit and bifurcation points in two- and three-dimensional truss structures.

2. Basic concepts of elastic stability

A structural system can lose its stability due either to the change in its geometry or material properties or both. Two phenomena associated with this loss of stability are caused by snap-through (limit point) and bifurcation buckling (bifurcation point) as shown in Fig. 1. In this paper, only the loss of stability arising with geometrical changes will be considered. According to the energy principle of stability [26,27], a complete relative minimum of the total potential energy with respect to the generalized coordinates is necessary and sufficient for the stability of an equilibrium state of the structure. Assuming that a discretized structure at an equilibrium configuration \( P_0 = (a_0, f_0) \) is displaced to an adjacent configuration \( P_{ad} = (a_0 + \Delta a_0, f_0) \) at the same load level under the action of a very small perturbation \( \Delta a \), then the change in potential energy can be expressed as

\[
\Delta \Pi = \Pi_{ad} - \Pi_0 = \Pi_{ij} \Delta a_i \Delta a_j + \frac{1}{2} \Pi_{ijk} \Delta a_i \Delta a_j \Delta a_k + \cdots \quad i, j, k = 1, \ldots, N
\]

where \( \Pi_{ad}, \Pi_0 \) are the potential energy at states \( P_{ad} \) and \( P_0 \), respectively, \((\cdot)_i\) denotes the partial

Fig. 1. Critical points: limit and bifurcation points.
derivative with respect to the displacement increment $\Delta a_i$, $a$ is the vector of nodal displacements, $\lambda$ and $f_0$ are the dimensionless loading parameter and the vector of equivalent nodal forces, respectively, and $N$ is the total number of nodes. Summation convention is used in (1) for repeated indices.

Since $P_0$ is an equilibrium state, then $\Pi_0 = 0$. Also with infinitesimally small perturbation the contribution from third-order terms and greater can be neglected (typically only second- and third-order terms appear in (1) in most structural problems [26, 27]). Hence, the stability condition can be simply written as

$$\frac{1}{2} \Pi_0 \Delta a_i \Delta a_j = \frac{1}{2} \Delta a^T K_1 \Delta a > 0$$

where $K_1 = \Pi_0$ is the tangent stiffness matrix. The stability of an equilibrium configuration can be judged by investigating the positive definiteness of the tangent stiffness matrix. The equilibrium path is stable at $P_0$ if the determinant of $K_1$, denoted hereafter $|K_1|$, is greater than zero, where for $|K_1| < 0$ the equilibrium path is unstable. At a critical point where $\Delta \Pi = 0$ and $K$ is semi-positive definite, there exist some non-zero vector $\phi$ satisfying the following relationship

$$K_1 \phi = 0$$

For $\phi$ to be non-zero then

$$|K_1| = 0$$

This condition is equivalent to the solution of the following eigenvalue problem

$$|K_1 - \omega_1 I| \phi_1 = 0$$

where $\omega$ and $\phi_1$ are the $j$th eigenvalue and eigenvector of $K_1$, respectively, and $I$ is the identity matrix.

Once a critical point is detected it is relatively simple to distinguish the limit from bifurcation points. The more standard criteria are

Limit points: $\phi_1^T f_0 \neq 0$

Bifurcation points: $\phi_1^T f_0 = 0$  (6a)

where $\phi_1$ is the eigenvector corresponding to the smallest eigenvector $\omega$. A more sophisticated classification of critical points can be found in [4, 26, 27].

3. Basic ideas of the critical displacement method

The approach proposed here is based on the assumption that the critical displacement vector $a_c$ can be written as

$$a_c = a_0 + \Delta a_c$$

where $a_0$ is the displacement vector at the known equilibrium configuration $P_0$. Vector $\Delta a_c$ is now assumed to be of the form $\Delta a_c = \lambda \phi$ where $\phi$ is an estimation of the critical displacement increment pattern. The simplest choice $\phi = a_c$ can be chosen as shown in the examples given in the paper.

The displacement field (7) can be used to write the tangent stiffness singularity condition at the critical point (Eq. (4)) as the following non-linear eigenvalue problem

$$|K_1 + \lambda K_1(\phi) + \lambda^2 K_2(\phi^2)| = 0$$

where $K_1$ is the tangent stiffness matrix at the known equilibrium configuration $P_0$ and $K_1$ and $K_2$ are linear and quadratic functions of the predicted critical displacement increment pattern, respectively.

Eq. (8) can be simplified by neglecting the quadratic terms. Once the minimum eigenvalue $\lambda$ is found, the critical displacement vector is obtained as $a_c = a_0 + \lambda \phi$.

The value of the critical load vector $f_c$ can be subsequently computed from the secant load–displacement relationship, i.e.
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Fig. 2. Schematic representation of the critical displacement approach.

where \( K_s \) is the secant stiffness matrix which has a quadratic dependence on the nodal displacements [23]. This process is schematically shown in Fig. 2.

This procedure has been proved to give very accurate predictions of both the critical displacement and critical load values even when the initial equilibrium configuration \( P_0 \) is taken to correspond with that given by an infinitesimal linear load–displacement relationship. Obviously, the accuracy improves when the initial displacement field \( \alpha_0 \) approaches the critical value.

Details of the derivation of the secant stiffness matrix and the critical displacement approach proposed are given in the following sections.

4. Derivation of the secant stiffness matrix

The potential of using the ‘exact’ form of the secant stiffness matrix for developing new solution algorithms in non-linear solid mechanics has been recently recognized by different authors [20–25, 28–32]. One of the problems in using secant stiffness based procedures is that the expression of this matrix is not unique and non-symmetrical forms are found unless a careful derivation is performed. Different symmetric expressions of the secant stiffness matrix have been obtained by several authors in the context of the finite element displacement method and a total Lagrangian description [33–39]. Alternative symmetric forms based on a mixed formulation were successfully derived and exploited by Kroplin and coworkers [23–25, 30]. Recently, Oñate [22] has developed a general methodology for deriving the secant stiffness matrix for geometrically non-linear analysis of solids and trusses using a generalized Lagrangian description. This methodology will be followed in this paper and its basic ingredients are given next.

4.1. Basic non-linear equations

Let us consider a three-dimensional body with initial volume \( ^0 V \) in equilibrium at a known configuration \( ^0 V \) under body forces \( ^1 b \), surface loads \( ^1 t \) and point loads \( ^1 p \). As usual, the superscript \( t \) denotes a particular time or load level in dynamic or quasistatic analysis, respectively. When the external forces are incremented the body changes its configuration from \( ^0 V \) to \( ^1 V + \Delta ^1 V \). The coordinates of the body at each configuration are referred to the global Cartesian system \( x_1, x_2, x_3 \). The displacements at \( t + \Delta t \) are (in vector form) [40]

\[ ^{t+\Delta t} \mathbf{u} = ^t \mathbf{u} + \Delta \mathbf{u} \]  

(10)

where \( ^t \mathbf{u} \) are the known displacements at time (or load level) \( t \) and \( \Delta \mathbf{u} \) are the sought displacement increments (see Fig. 3).
A generalized Lagrangian description will be used in which strains and stresses are referred to an intermediate reference configuration \( \mathcal{V} \) (Fig. 3).

The strain tensor at \( t + \Delta t \) referred to the configuration \( \mathcal{V} \) can be written as

\[
\varepsilon^{t+\Delta r} = \varepsilon^{t} + \alpha^{t+\Delta r} \epsilon = \varepsilon^{t} + \alpha^{t+\Delta r} \epsilon + \alpha_{t}^{t+\Delta r} \epsilon_{t}^{t+\Delta r} + \alpha_{t}^{t+\Delta r} \epsilon_{t}^{t+\Delta r}
\]

where

\[
\alpha_{t}^{t+\Delta r} = \frac{\partial \varepsilon^{t+\Delta r}}{\partial x_{i}}, \quad i, j = 1, 2, 3
\]

The left index in (11) and (12) denotes the configuration to which strains (and stresses) are referred. Note that for \( \mathcal{V} = \mathcal{V} \), Eq. (11) yields precisely the well-known expression of the Green–Lagrange strain tensor in the total Lagrangian (TL) description. Also for \( \mathcal{V} = \mathcal{V} \) the expression of the linear part of the Almansi strain tensor, typical of the updated Lagrangian (UL) formulation can be derived from (11).

The strain increments are obtained as

\[
\Delta \varepsilon_{ij} = \varepsilon_{ij}^{t+\Delta r} - \varepsilon_{ij}^{t}, \quad \Delta \varepsilon_{ij} = \varepsilon_{ij}^{t+\Delta r} + \eta_{ij}
\]

where \( \varepsilon_{ij}^{t} \) and \( \eta_{ij} \) are the first- and second-order strain increments. From (10) and (11) it can be obtained

\[
\varepsilon_{ij}^{t} = \frac{1}{2} (\Delta u_{i,j} + \Delta u_{j,i} + \epsilon_{k,j} \Delta u_{k,i} + \epsilon_{k,i} \Delta u_{k,j}) = 0 \quad \text{for } \mathcal{V} = \mathcal{V}
\]

where

\[
\Delta u_{i,j} = \frac{\partial (\Delta u_{i})}{\partial x_{j}} \quad i, j = 1, 2, 3
\]

Eqs. (14a) and (14b) are easily particularized for the TL and UL formulations simply by making \( r = 0 \) and \( r = t \), respectively. Note that the underlined terms in (14a) are zero in the UL formulation (\( \mathcal{V} = \mathcal{V} \)).

For convenience we will write the first- and second-order strain increment vectors as

\[
\varepsilon = [L_{0} + L_{1}(,g)] , g
\]

\[
\eta = \frac{1}{2} L_{1}(,g) , g
\]
In the above, \( \mathbf{g} \) and \( \mathbf{g}^t \) are displacement and displacement increment gradient vectors, respectively. \( L_0 \) is a rectangular matrix containing ones and zeros and \( L_1 \) and \( L_2 \) are displacement and displacement increment dependent matrices, respectively. The form of all these matrices and vectors is given in Appendix A.

The virtual strains are defined as the first variation of the strains in the configuration \( r^{*+\Delta t} \). On the other hand, the displacements \( \mathbf{u} \) can be considered as fixed during the deformation increment and thus \( \delta \mathbf{u}_i = 0 \). Taking this into account we can write

\[
\delta r^{*+\Delta t} \mathbf{e}_{ij} = \delta r^t \mathbf{e}_{ij} + \delta r^t \eta_{ij} \quad (18)
\]

where

\[
\delta \mathbf{e}_{ij} = \frac{1}{2} \left( \delta \mathbf{u}_{i,j} + \delta \mathbf{u}_{j,i} + t_{ij} \delta \mathbf{u}_{k,i} + \delta \mathbf{u}_{k,j} \right) \quad (19a)
\]

\[
\delta \mathbf{\eta}_{ij} = \frac{1}{2} \left( \delta \mathbf{u}_{i,j} - \mathbf{u}_{j,i} + \mathbf{u}_{i,j} - \mathbf{u}_{j,i} \right) \quad (19b)
\]

with

\[
\delta \mathbf{u}_{i,j} = \frac{\partial (\delta \mathbf{u}_i)}{\partial \mathbf{x}_j}, \quad i, j = 1, 2, 3 \quad (20)
\]

where \( \delta \mathbf{u}_i \) are the virtual displacement increments. Again the underlined terms in (19a) are zero in the UL formulation. In matrix form we can write from (16) and (17)

\[
\delta \mathbf{e} = (L_0 + \delta L_1) \delta \mathbf{g} \quad (21a)
\]

\[
\delta \mathbf{\eta} = L_1 \delta \mathbf{g} \quad (21b)
\]

The linear elastic constitutive equations relating second Piola-Kirchhoff stress increments and Green-Lagrange strain increments can be written as

\[
\delta \mathbf{\sigma} = \mathbf{D}_{*} \delta \mathbf{e} = \mathbf{D} (\mathbf{e} + \delta \mathbf{\eta}) \quad (22)
\]

where \( \mathbf{D} \) is the constitutive matrix in the configuration \( \mathbf{e} \) referred to \( \mathbf{e} \). The stresses at \( r^{*+\Delta t} \) are simply obtained by

\[
r^{*+\Delta t} \mathbf{\sigma} = r^t \mathbf{\sigma} + \delta \mathbf{\sigma} \quad (23)
\]

Finally, the principle of virtual work (PVW) at \( r^{*+\Delta t} \) can be written in matrix form as

\[
\int_\Omega \delta \mathbf{\tau} \cdot r^{*+\Delta t} \mathbf{\sigma} \, dV = \int_\Omega \delta \mathbf{\tau} \cdot (r^{*+\Delta t} \mathbf{b}) \, dV \quad (24a)
\]

where

\[
r^{*+\Delta t} \mathbf{b} = \left[ r^{*+\Delta t} \mathbf{b}_1, r^{*+\Delta t} \mathbf{b}_2, r^{*+\Delta t} \mathbf{b}_3 \right]^T \quad (24b)
\]

For simplicity only body forces \( \mathbf{b} \) are assumed to act in (24a).

From Eqs. (10), (18), (23) and (24) and noting again that \( \delta \mathbf{u} = 0 \), Eq. (24a) can be rewritten as

\[
\int_\Omega \delta \mathbf{e}^T M_\mathbf{e} \delta \mathbf{e} + (\delta \mathbf{e}^T \mathbf{D}, \mathbf{e} + \delta \mathbf{\eta}^T \mathbf{D}_\mathbf{e}) + \delta \mathbf{\eta}^T \mathbf{D}_\mathbf{e} \mathbf{e} + \delta \mathbf{\eta}^T \mathbf{D}_\mathbf{e} \mathbf{e} + \delta \mathbf{\eta}^T \mathbf{D}_\mathbf{e} \mathbf{e} \] dV = \int_\Omega (r^{*+\Delta t} \mathbf{u}^T \mathbf{b}) dV - \int_\Omega \delta \mathbf{e}^T \mathbf{A} dV \quad (25)
\]

Eq. (25) is the full incremental form of the PVW and it is also the basis for obtaining the incremental finite element equations. Note that the right-hand side of (25) is independent of the displacement increments and it will lead to the expression of the out of balance or residual forces after discretization. On the other hand, all the terms in the left-hand side are a function of the displacement increments. In particular, note that the underlined terms in (25) contain quadratic and cubic expressions of the
displacement increments. The consideration of these terms is crucial for the derivation of the secant stiffness matrix. A linearization of Eq. (25) will neglect these terms, yielding the standard tangent stiffness matrix. The derivation of these two matrices for elasticity problems is presented in the following sections.

4.2. Finite element discretization. Derivation of the second stiffness matrix

We will consider a discretization of a general solid in standard 3D isoparametric $C^0$ continuous finite elements with $n$ nodes and nodal shape functions $N^k(\xi, \eta, \zeta)$ defined in the natural coordinate system $\xi, \eta, \zeta$.

The displacement and displacement increment fields within each element are defined by the standard interpolations [40, 41]

$$u = N' a \quad \text{and} \quad \Delta u = N \Delta a \quad (26)$$

where

$$N = \begin{bmatrix} N^1 & N^2 & \ldots & N^n \end{bmatrix} \quad N^k = N^k \mathbf{I}_3$$

$$a = \begin{bmatrix} a^1 \\ a^2 \\ \vdots \\ a^n \end{bmatrix} \quad \Delta a = \begin{bmatrix} \Delta a^1 \\ \Delta a^2 \\ \vdots \\ \Delta a^n \end{bmatrix} \quad a^k = [u^k_1, u^k_2, u^k_3]^T$$

are the shape function matrices and the displacement and displacement increment vectors of the element and of a node $k$, respectively, and $\mathbf{I}_3$ is the $3 \times 3$ unit matrix.

Substitution of (28) into (17) allows the vector of displacement increment gradients to be expressed in terms of the nodal displacement increments as

$$g = [G] \Delta a \quad (29)$$

Substituting Eq. (28) into Eqs. (16) and (21) gives

$$\varepsilon = B_i \Delta a \quad \delta e = B_i \delta (\Delta a)$$

$$\varepsilon = \frac{1}{2} B_i \Delta a \quad \delta \varepsilon = B_i \delta (\Delta a)$$

Matrix $B_i(a)$ can be split as

$$B_i(a) = B_i + \frac{1}{2} B_i$$

where $B_i$ is the standard displacement independent matrix as derived from infinitesimal theory [40, 41] and $\frac{1}{2} B_i$ is the displacement-dependent part of the first-order strain increment matrix. This matrix vanishes in the case of the UL formulation.

The form of all above matrices for the case of 3D solids is given in Appendix A. Further details can be found in [22].

The incremental constitutive equations (22) can be written now in terms of the nodal displacement increments as

$$\Delta \sigma = D \left[ B_i + \frac{1}{2} B_i \right] \Delta a$$

(31)

Substituting Eqs. (29) and (31) into the PVW expression (25), the following relationship relating the total applied forces with the nodal displacement increments can be obtained

$$K_{el}(\Delta a) \Delta a = -r + \varepsilon r$$

(32)

In Eq. (32), $r$ is the standard residual force vector which can be written for each element with volume $V^{(e)}$ as
\[ \Delta a^i = -[K_S(\Delta a^i, \Delta a^{-1})]^{-1} t+\Delta t, r^i \]

\[ t+\Delta t, a^{i+1} = t+\Delta t, a^i + \Delta a^i \]

with \( t+\Delta t, a_0 = a \) and \( \Delta a^{-1} = 0 \). Convergence of the iteration process is controlled by the satisfaction of an adequate norm in the nodal displacement increments or the residual force vector [40, 41].

A particular case of the above procedure corresponds to that with the residual force vector kept constant during the iterations. This can be simply interpreted as the satisfaction of the following incremental load–displacement relationship (Fig. 4b)

\[ K_S(\Delta a) \Delta a = \Delta f \]

The iterative process reads now simply:
4.4. Derivation of the tangent stiffness matrix

The expression of the tangent stiffness matrix can be simply obtained as the limit of the incremental secant matrix when the values of the displacement increments tend to zero. Thus, from Eq. (34) we can write

$$K_T = \lim_{\Delta a \to 0} K_S = K_L + K_r$$

(39)

Note that the resulting tangent stiffness matrix coincides with the standard expression obtained by linearizing the PVW in (25).

For subsequent purposes it is useful to rewrite matrix $K_L$ using (30) as

$$K_L = K_{L_0} + K_{L_1}$$

(40a)

where

$$K_{L_0} = \int_{V_{LV}} B^T \sigma L_0 \ T \ D_0 B_{L_0} \ dV$$

(40b)
is the standard stiffness matrix from infinitesimal elasticity theory and
\[ \mathbf{K}_{L_1}('a) = \int_{\Omega} \left( \mathbf{B}_{L_0}^T \mathbf{D} \mathbf{B}_{L_1} + \mathbf{B}_{L_1}^T \mathbf{D} \mathbf{B}_{L_0} + \mathbf{B}_{L_1}^T \mathbf{D} \mathbf{B}_{L_1} \right) dV \] (40c)
is the so-called initial displacement stiffness matrix [40, 41]. An alternative expression of this matrix can be found in [22].

Note finally that the expression of the secant matrix (39) can be rewritten as
\[ \mathbf{K}_S = \mathbf{K}_T + \mathbf{K}_N + \mathbf{K}_N \] (41)

5. Estimates for limit and bifurcation points. Critical displacement approach

A useful application of the concept of a secant stiffness matrix is the estimation of the load level originating structural instability (i.e. limit or bifurcation points). These points are characterized by the singularity of the tangent stiffness matrix \( \mathbf{K}_T \). The approach proposed here is based in the estimation of the critical displacement values giving singularity of \( \mathbf{K}_T \), instead of those of forces as done in classical limit load theory. The secant stiffness relationship is then used to find the critical loading in terms of the critical displacement values in a straightforward manner. Details of this procedure are given next.

The process starts with the prediction of the displacement vector in the critical state as
\[ 'a + \Delta 'a = 'a + \Delta a_c \] (42)
where \( 'a \) is the displacement vector at the known equilibrium configuration \( 'V \) and \( \Delta a_c \) is an estimate of the critical displacement increment yielding structural instability at \( t_c = t + \Delta t \). Vector \( \Delta a_c \) is now written as \( \Delta a_c = \lambda \phi \) where \( \lambda \) is a multiplier and \( \phi \) is an estimate of the buckling pattern at the instability point. Here \( \phi = 'a \) or \( \phi = \Delta a = 'a - 'V \) can be chosen as estimates of the critical displacement increment vector.

With these assumptions the stress field at the critical point can be written as (using Eqs. (22, 23, 31 and 42))
\[ \sigma = \sigma + \mathbf{D} \left[ \mathbf{B}_L(\phi) + \frac{\lambda}{2} \mathbf{B}_1(\phi) \right] \phi = \sigma + \lambda \sigma_1 + \lambda^2 \sigma_2 \] (43a)
where
\[ \sigma_1 = \frac{1}{2} \mathbf{D} \mathbf{B}_1(\phi) \phi \] (43b)
\[ \sigma_2 = \frac{1}{2} \mathbf{D} \mathbf{B}_1(\phi) \phi \] (43c)

Substituting Eq. (42) into (30) allows to write the first-order strain matrix at the critical point as
\[ \varepsilon_{\mathbf{B}_L} = \varepsilon_{\mathbf{B}_{L_0}} + \varepsilon_{\mathbf{B}_{L_1}}(\phi) + \lambda \varepsilon_{\mathbf{B}_1}(\phi) \] (44)

In Eqs. (43)-(44), \( \varepsilon_{\mathbf{B}_1}(\phi) \) is obtained from the expression of \( \varepsilon_{\mathbf{B}_1} \) of Eq. (29) (see also Appendix A) simply substituting \( \Delta a \) by the known predicted increment displacement pattern \( \phi \). Note that when \( \phi = 'a, \varepsilon_{\mathbf{B}_1} = \varepsilon_{\mathbf{B}_1} \).

The tangent stiffness matrix can be written at the critical point taking into account Eqs. (39), (40), (43) and (44) as
\[ \mathbf{K}_T = \mathbf{K}_T + \lambda (\mathbf{K}_{L_2} + \mathbf{K}_{\sigma_1}) + \lambda^2 (\mathbf{K}_{L_2} + \mathbf{K}_{\sigma_2}) \] (45)
where \( \mathbf{K}_T \) is the tangent stiffness matrix at the known equilibrium configuration \( 'V \) and
\[ \dot{K}_{l_2} = \int_{V(u)} \left[ \dot{R}_L^T \dot{D} \dot{R}_L + \dot{B}_L^T \dot{D} \dot{B}_L \right] dV \] (46a)

\[ \dot{K}_{l_3} = \int_{V(u)} \dot{B}_L^T \dot{D} \dot{B}_L dV \] (46b)

\[ \dot{K}_{r_1} = \int_{V(u)} B_{NL}^T S_1 B_{NL} dV \] (46c)

\[ \dot{K}_{r_2} = \int_{V(u)} B_{NL}^T S_2 B_{NL} dV \] (46d)

where \( S_1 \) and \( S_2 \) are obtained by substituting the 'stresses' \( \sigma_1 \) and \( \sigma_2 \) given by (43b) and (43c) into the expression of matrix \( \dot{S} \) of Eq. (35d), respectively (see also Appendix B).

The condition \( \dot{K}_{l_1} = 0 \) yields a quadratic eigenvalue problem which can be solved for the minimum value of \( \lambda \), thus giving an approximation of the critical displacement by \( \dot{a} = \dot{a} + \lambda \dot{\phi} \). Obviously, this process can be simplified by neglecting the quadratic terms in (45). The standard linear eigenvalue problem to be solved now reads simply

\[ \dot{K} + \lambda (K_{l_2} + K_{r_1}) = 0 \] (47)

The critical load increment can be subsequently estimated from the incremental secant relationship (37) as

\[ \Delta f = \dot{K}(\lambda \dot{\phi}) \lambda \dot{\phi} = [\dot{K}(\dot{a}) + \dot{K}(\lambda \dot{\phi}) + \dot{K}(\lambda^2 \dot{\phi}^2)] \lambda \dot{\phi} \] (48)

where the expression of all matrices coincides with that given in Eqs. (35) and (39).

The estimated critical load vector is finally obtained as

\[ \dot{f} = \dot{f} + \Delta f \] (49)

where \( \Delta f \) is the projection of \( \Delta f \), computed from (48) in the direction of the nodal load vector, i.e. after eliminating the spurious contributions associated to nodal load components not included in \( \dot{f} \).

Obviously, the critical load vector can be computed in a single step from the total secant expression \( \dot{f} = \dot{K}(\dot{a}) \dot{a} \) (see Fig. 2). However the incremental procedure described above has proved to be more accurate in practice.

6. Computational strategies

The approach proposed above can be applied in different ways so as to obtain different approximations to the critical load value.

6.1. Method I. One step prediction

1. Compute the displacement vector \( \dot{a} \) for a small value of the external forces so that infinitesimal theory still holds.
2. Take \( \dot{\phi} = \dot{a} \) as the estimate of the critical displacement increment pattern.
3. Solve the linear eigenvalue problem (47) for the smallest non-zero eigenvalue.
4. Estimate the critical load by Eqs. (48) and (49).

This process is comparable in cost to the standard 'initial' stability problem in struts, plates, shells, etc. based in the solution of the eigenvalue problem [40, 41]

\[ \dot{K}_{l_1} + \lambda (K_{l_2} + K_{r_1}) = 0 \] (50)

where the smallest non-zero eigenvalue defines the increasing factor of the initial loading \( \dot{f} \) to give the so-called 'buckling' load as \( \lambda \dot{f} \). However, it is well known that in many problems this 'initial stability' load can be considerably larger than the actual limit or bifurcation load. The one step 'critical
displacement' approach proposed here has been proved to give a much more accurate prediction of the critical load as shown in the examples presented in the next section.

6.2. Method II. Incremental prediction

(1) Compute the displacement vector \( \mathbf{u} \) for each load level \( \mathbf{f} \) in the standard incremental manner.
(2) Take \( \mathbf{u} = \mathbf{u} \) as the estimate of the critical displacement increment pattern.
(3) and (4) as in Method I.

This approach differs from the previous one in that the critical load is estimated each time that a new displacement configuration \( \mathbf{u} \) is found. Naturally a standard stability computation can be also performed at each equilibrium configuration. This implies the solution of the eigenvalue problem

\[
|\mathbf{K}_L + \lambda \mathbf{K}_o| = 0
\]

and the stability load is subsequently computed as \( \lambda \mathbf{f} \).

Obviously, the values of the critical load estimated by the two procedures should converge to the 'exact' value as the solution approaches the instability configuration. The examples analyzed show that the values of the critical load predicted by the critical displacement approach proposed here are in all cases much more accurate than those given by the standard stability method.

6.3. Method III. Enhanced incremental prediction

(1) Compute the displacement vector \( \mathbf{u} \) corresponding to an initial load level \( \mathbf{f} \) in the standard incremental manner (here \( \mathbf{f} \) can be taken small enough so as to give initial displacements within the infinitesimal theory range).
(2) Take \( \mathbf{u} = \mathbf{u} \) as the estimate of the critical displacement increment pattern.
(3) and (4) as in Method I.
(5) Compute the stresses, the residual force vector \( \mathbf{r} \) and the critical load \( \mathbf{f} \) corresponding to the predicted critical displacement \( \mathbf{u} = (1 + \lambda)\mathbf{u} \) using Eqs. (33a), (48) and (49).

The fact that the critical displacement values predicted are close to an equilibrium configuration corresponding to a load level \( \mathbf{f} \) is now exploited as described next.

(6) Perform an equilibrium iteration to find corrected values of the predicted critical displacement \( \mathbf{u} \) in equilibrium with the external loads \( \mathbf{f} \). For this purpose the standard Newton–Raphson technique can be used as

\[
\Delta \mathbf{u} = -[\mathbf{K}_T^*]^{-1} \mathbf{r}
\]

\[
\mathbf{u}^{n+1} = \mathbf{u}^n + \Delta \mathbf{u}
\]

with

\[
\mathbf{u}^0 = \mathbf{u}
\]

(7) Restart the process from Step (2) taking \( \mathbf{u} = \mathbf{u} \), where \( \mathbf{u} \) is the converged displacement vector from Step (6).

This method allows very accurate critical loads to be computed in two or three steps as shown in the examples presented next.

7. Examples. Applications to the analysis of trusses

The methodology proposed in previous sections will be applied next to the non-linear analysis of truss structures using simple two node linear elements and an updated Lagrangian formulation. The expression of the relevant matrices involved in the computations are given in Appendix C. Further details can be found in [22].
7.1. Two bar truss under central point load

This well-known example shown in Fig. 5 was analyzed in detail in [22]. The secant stiffness equation relating the vertical displacement of point 2 and the applied load is [22, 27].

\[
\begin{bmatrix}
0_k (0^2) + \frac{3}{2} (0^2) S v_2 + \frac{0_k}{2 (0^2)} v_2^2
\end{bmatrix} v_2 = -\frac{P}{2}
\]  

(54)

where \(0_k = 0^2 (EA/l)\), \(0^2 = \sin^2 \theta\) and \(0 (\cdot)\) denotes values in the initial (undeformed) configuration.

Let us now estimate the critical load path using the approach proposed in the paper. A general expression of the tangent matrix in terms of the only d.o.f. involved \(v_2\) can be obtained by simple derivation of Eq. (54), i.e.

\[
\begin{bmatrix}
0_k (0^2) + 3 (0^2) S v_2 + \frac{3}{2} (0^2) v_2^2
\end{bmatrix}
\]  

(55)
The condition $K_T = 0$ allows the critical displacement to be obtained by solving the corresponding quadratic equation giving
\[
(v_2)_{\text{crit}} = -\frac{g}{l} \left[ \left( -1 \pm \frac{\sqrt{3}}{3} \right) \right] = \left\{ -1.0939 \text{ (1.56\% error)} \right\} -4.0825 \text{ (0.43\% error)} \]
and the corresponding critical load using Eq. (54) as
\[
P_{\text{crit}} = \frac{\pm 2}{9} k (\alpha S)^3 \frac{l}{l} \sqrt{3} = \pm 66.732 \text{ (3.38\% error)}
\]
Above values have been compared with the ‘exact’ analytical ones taken from [27] giving
\[
(v_2)_{\text{exact}} = \left[ \pm \frac{g}{l} \left( \alpha S \right)^3 \frac{l}{l} \right] \cos \theta \tan \left[ \arccos \left( \cos \frac{\theta}{3} \right) \right] - \frac{g}{l} \sin \frac{\theta}{3} \left[ -1.1112 \right] - \frac{4.0657}{3}
\]
\[
P_{\text{crit}} = 2 \left( E \alpha \right) \cos \left( \frac{\theta}{3} \right) \tan \left[ \arccos \left( \cos \frac{\theta}{3} \right) \right] = 69.068
\]
A ‘simpler’ estimation of the critical values can be derived by neglecting the quadratic term in (55) yielding
\[
(v_2)_{\text{crit}} = \left( \frac{g}{l} \right) \left( \frac{3}{3} \right) \sin \left( \frac{\theta}{3} \right) \left[ -0.863 \right] \text{ (22.36\% relative error)}
\]
\[
P_{\text{crit}} = \frac{10}{27} k \left( \frac{3}{3} \right) = 64.20 \text{ (7.03\% relative error)}
\]
These values are quite acceptable given the simplified procedure used and the fact that the prediction has been made from the initial unloaded configuration. Fig. 5 shows the evolution of the critical load obtained using the linearized form and the incremental procedure described in Eqs. (52) and (53). Note the accuracy of the predictions (curve $AC$) compared with those obtained using a standard limit load analysis (curve $BC$). Further details on this problem can be found in [22].

7.2. 2D truss beam

Fig. 6 shows the geometry of this example taken from [42]. The beam, formed by truss elements, is subjected to an increasing horizontal load acting at its left end, as shown in the figure.

The critical load path has been predicted using the method II proposed in this paper. The resulting curve obtained ($AC$) is plotted in Fig. 5 where the load path predicted using standard limit load analysis is plotted in curve $BC$ in the same figure. Note the accuracy of the predictions based on the critical displacement approach proposed here which gives less than 34\% error in the first critical load value predicted from a simple initial infinitesimal solution. This error is reduced to 0.58\% in only three steps as shown in Table 1.

The primary equilibrium path showing snap-back behaviour has been obtained by combining the standard Newton–Raphson incremental procedure with cylindrical arc-length control [47].

7.3. 3D pin-jointed star dome structures. Limit load analysis

The geometry and material properties of the 3D pin-jointed star dome structure analyzed first is shown in Fig. 7. A vertical point load acting on node 1 is first considered [43].

Fig. 7 displays the limit load paths predicted using the critical displacement approach proposed (curve $AE$) and standard limit load analysis (curve $BC$). The greater accuracy of the predictions based on the new approach, giving 14.82\% error in the first predicted value based on a simple infinitesimal solution, is obvious in this case. This error is reduced to 1.92\% in three steps (see Table 2).
Fig. 6. 2D truss beam. Geometry, load–displacement curve and limit load estimates.

Table 1

| Load step | Critical displacement approach | Limit load analysis |
|-----------|-------------------------------|---------------------|
|           | \( (u_c)_j \) | \( P_c \) | \( P'_c \) |
| 1         | 6.05 (17.58%) | \( 3.52 \times 10^5 \) (34.24%) | \( 9.85 \times 10^5 \) (275.26%) |
| 2         | 5.83 (13.27%) | \( 3.23 \times 10^5 \) (22.96%) | \( 5.88 \times 10^5 \) (124.03%) |
| 3         | 5.00 (2.84%) | \( 2.61 \times 10^5 \) (0.34%) | \( 3.52 \times 10^5 \) (34.00%) |

Critical displacement \( u_c \) of node 1 and critical load \( P_c \) were obtained using the critical displacement approach (Method III) and standard limit load analysis (Eq. (51)).

Numbers in brackets show percentage error with respect to the 'exact' solution: \( u_c = 5.146 \) and \( P_c = 2.626 \times 10^{-3} \) [42].

Fig. 8 shows results for an analysis performed for the same structure with vertical loads acting now in nodes 1 to 7 [44]. The limit load paths predicted are also displayed in Fig. 8 showing again the superiority of the critical displacement approach (see also Table 3).

A similar example is shown in Fig. 9 where details of the geometry, loading and material properties is given. Again the limit load path predicted with the critical displacement method gives remarkable accurate values even for the first prediction based on an infinitesimal solution (see Table 4).

7.4. 3D pin-jointed truss dome. Prediction of bifurcation load

This example shows the ability of the approach to predict the bifurcation load in a 3D truss structure [19]. The geometry, loading and material properties of the structure are displayed in Fig. 10. The critical load paths obtained with the critical displacement procedure (curve AC) and standard limit load analysis (curve BC) are shown in Fig. 10. A bifurcation point is detected by both procedures for
Fig. 7. 3D pin-jointed star under central point load. Geometry, load–displacement curve and limit load estimates.

Table 2
13 node star truss dome under central point load

| Load step | Critical displacement approach | Limit load analysis |
|-----------|-------------------------------|---------------------|
|           | \(w_c\)_i | \(P_P\) | \(P_C\) |
| 1         | -0.405 (28.25%) | 69.46 (12.94%) | 365.37 (357.95%) |
| 2         | -0.540 (4.42%)  | 77.02 (3.46%)  | 135.74 (70.14%)  |
| 3         | -0.556 (1.51%)  | 79.02 (0.95%)  | 91.37 (14.52%)   |

Critical displacement \(w_c\) of node 1 and critical load were obtained using the critical displacement approach (Method III) and standard limit load analysis (Eq. (51)).

Numbers in brackets show percentage error with respect to the 'exact' solution: \(w_c = -0.516\) and \(P_C = 79.50\) [43].
Fig. 8. 3D pin-jointed star under seven point loads. Geometry, load-displacement curve and limit load estimates.

Table 3
13 node star truss dome under seven point loads

| Load step | Critical displacement approach | Limit load analysis |
|-----------|--------------------------------|---------------------|
|           | $(w_c)$                        | $P_C$               | $P_{c}$              |
| 1         | $-0.876$ ($0.69\%$)           | $9.22$ ($18.86\%$)  | $14.53$ ($87.20\%$) |
| 2         | $-0.896$ ($1.66\%$)           | $8.42$ ($8.56\%$)   | $9.88$ ($27.40\%$)  |
| 3         | $-0.887$ ($0.61\%$)           | $7.97$ ($2.67\%$)   | $8.01$ ($3.23\%$)   |

Critical displacement $w_c$ of node 1 and critical load were obtained using the critical displacement approach (Method III) and standard limit load analysis (Eq. (51)).

Numbers in brackets show percentage error with respect to the 'exact' solution: $w_c = -0.882$ and $P_c = 7.81$ [44].
Fig. 9. 19 node star truss dome under central point load. Geometry, load–displacement curve and limit load estimates.

Critical displacement $w_c$ of node 1 and critical load were obtained using the critical displacement approach (Method III) and standard limit load analysis (Eq. (51)).

Numbers in brackets show percentage error with respect to the 'exact' solution: $w_c = -0.761$ and $P_C = 3.157$ [45].
Fig. 10. 25 node star truss dome. (a) Definition of geometry and loading; (b) load-displacement curve and limit load estimates.
Table 5
25 node star truss dome under four point loads

| Load step | Critical displacement approach | Limit load analysis |
|-----------|--------------------------------|---------------------|
|           | \((w_c), P_c\)                 | \(P_c\)             |
| 1         | -2.05 (18.23%) 21.71 (19.21%)  | 79.79 (196.90%)     |
| 2         | -2.37 (5.44%) 25.39 (5.72%)    | 33.35 (24.10%)      |
| 3         | -2.42 (3.80%) 26.69 (2.16%)    | 24.92 (7.27%)       |

Critical (bifurcation) load was obtained using the critical displacement approach (Method III) and standard limit load analysis (Eq. (5)). Numbers in brackets show percentage error with respect to the 'exact' solution: \(w_c = -2.516\) and \(P_c = 26.89\) [19].

![Diagram of nodal coordinates and cross-sectional areas](image)

Nodal coordinates and cross-sectional areas:

| Nodal number | X Coordinate (cm) | Y Coordinate (cm) | Area (cm²) |
|--------------|-------------------|-------------------|------------|
| 1, 19        | -3429.0           | 0.00              | 51.61      |
| 2, 10        | -3048.0           | 50.65             | 64.52      |
| 3, 17        | -2647.0           | 24.75             | 83.87      |
| 4, 16        | -2286.0           | 63.82             | 96.77      |
| 5, 15        | -1905.0           | 65.30             | 103.23     |
| 6, 14        | -1524.0           | 110.65            | 121.63     |
| 7, 13        | -1145.0           | 87.99             | 125.55     |
| 8, 12        | -762.0            | 128.50            | 258.06     |
| 9, 11        | 331.0             | 100.05            | 290.60     |
| 10           | 0.0               | 134.60            | 308.68     |

Vertically, modulus is \(7.03 \times 10^5\) (kgf/cm²)

![Diagram of limit load estimates](image)

Fig. 11. Arch-truss structure under central point load. Geometry, load-displacement curve and limit load estimates.
Table 6
Arch-truss structure

| Load step | Critical displacement approach | Limit load analysis |
|-----------|--------------------------------|---------------------|
|           | \((u_{c})_1\) | \(P_c\) | \(P_L\) |
| 1         | -14.70 (52.09%) | 1795.4 (30.40%) | 3223.0 (24.99%) |
| 2         | -23.42 (23.73%) | 2308.0 (10.53%) | 2917.6 (13.10%) |
| 3         | -29.51 (3.87%)  | 2518.9 (2.36%)  | 2632.9 (2.06%)  |

Critical (bifurcation) load was obtained using the critical displacement approach (Method III) and standard limit load analysis (Eq. (51)). Numbers in brackets show percentage error with respect to the 'exact' solution: \(u_c = -30.70\) and \(P_L = 2578.41\) \([46]\).

\((P = 26.89)\). Note the higher accuracy of the prediction based on the critical displacement procedure. The first estimate of the critical load based on the simple infinitesimal solution gives a 19.21% error. This error is reduced to 2.16% in only three steps (see Table 5). The antisymmetric bifurcation path is plotted in curve \(CD\) of Fig. 10. This has been obtained by perturbing the geometry of the structure at the critical load using the first eigenmode for this load level and then using an arc length technique.

7.5. Arch-truss structure. Prediction of bifurcation load

The geometry of the arch is described in Fig. 11 together with details of the mechanical properties \([46]\). A vertical point load acts on the central node as shown in the figure.

Fig. 11 shows the critical load paths predicted with the critical displacement approach proposed (curve \(AC\)) and the standard stability analysis (curve \(BC\)). A bifurcation point is detected in this case for \(P = 2578.41\). Note that this critical load value is estimated with 2.36% error in only 3 steps (see Table 6).

8. Conclusions

The critical displacement (CD) approach proposed seems to be a simple and effective procedure for computing structural instability points. The cost of the computation is comparable to that of standard stability analysis and the accuracy has proved to be superior in all cases studied. The application of the CD method for analysis of instability of trusses or any other structures using solid elements is straightforward and all the necessary expressions have been given here. The extension of the CD approach to structural problems involving rotational degrees of freedom (i.e. beams and shells) requires further study as the existence of the secant stiffness matrix is questionable in this case.
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Appendix A

The first- and second-order strain increments can be written as

\[\varepsilon = [L_0 + L_1((g))],g\]  \hspace{1cm} (A.1)

\[\eta = \frac{1}{2} L_1((g)),g\]  \hspace{1cm} (A.2)
\[ e = [e_{11}, e_{22}, e_{33}, 2, e_{12}, 2, e_{13}, 2, e_{23}]^T \]
\[ \eta = [\eta_{11}, \eta_{22}, \eta_{33}, 2, \eta_{12}, 2, \eta_{13}, 2, \eta_{23}]^T \]  
(A.3)

For 3D solids

\[
L_0 = \begin{bmatrix}
100 & 000 & 000 \\
000 & 010 & 000 \\
000 & 000 & 001 \\
010 & 100 & 000 \\
001 & 000 & 100 \\
000 & 001 & 001
\end{bmatrix}
\]  
(A.4)

\[
\begin{bmatrix}
\cdot^T g_1 \\
\cdot^T g_2 \\
\cdot^T g_3
\end{bmatrix}
= 
\begin{bmatrix}
\cdot^T H_1 \\
\cdot^T H_2 \\
\cdot^T H_3 \\
\end{bmatrix},
\begin{bmatrix}
\cdot^T g_1 \\
\cdot^T g_2 \\
\cdot^T g_3
\end{bmatrix}
= 
\begin{bmatrix}
\cdot^T H_1 \\
\cdot^T H_2 \\
\cdot^T H_3 \\
\end{bmatrix}
\]  
(A.5)

where

\[
\cdot^T g = \begin{bmatrix}
\cdot^T g_1 \\
\cdot^T g_2 \\
\cdot^T g_3
\end{bmatrix},
\cdot g = \begin{bmatrix}
\cdot g_1 \\
\cdot g_2 \\
\cdot g_3
\end{bmatrix}
\]  
(A.6)

with

\[
\cdot g_i = \frac{\partial \cdot u}{\partial x_i}; \quad \cdot g_i = \frac{\partial (\Delta u)}{\partial x_i}
\]  
(A.7)

and

\[
H_1 = \begin{bmatrix}
I_3 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix}; \quad H_2 = \begin{bmatrix}
0 & 0 & 0 \\
I_3 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix}
\]
\[
H_3 = \begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & I_3 \\
0 & 0 & 0
\end{bmatrix}; \quad H_4 = \begin{bmatrix}
0 & I_3 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix}
\]
\[
H_5 = \begin{bmatrix}
0 & 0 & I_3 \\
0 & 0 & 0 \\
I_3 & 0 & 0
\end{bmatrix}; \quad H_6 = \begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & I_3 \\
0 & I_3 & 0
\end{bmatrix}
\]
\[
I_3 = \begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{bmatrix}; \quad 0 = \begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix}
\]  
(A.8)

From (A.1) and (A.2)

\[
\delta e = (L_0 + \cdot L_1) \delta g
\]
\[
\delta \eta = \cdot L_1 \delta g
\]  
(A.9)
Substituting the finite element interpolation (26) into the expression of \( g \) of (A.5) gives
\[
\dot{g} = G \Delta a
\] (A.10)

where a typical nodal component of the gradient matrix for 3D solids is given by
\[
\dot{G}^k = \begin{bmatrix}
\frac{\partial N_k}{\partial x_1} & I_3 \\
\frac{\partial N_k}{\partial x_2} & I_3 \\
\frac{\partial N_k}{\partial x_3} & I_3
\end{bmatrix}
\] (A.11)

Combining (A.1), (A.2) and (A.10) gives
\[
\dot{e} = \left[ L_0 + \dot{L}_1 \right] G \Delta a = \left[ B_{L_0} + \dot{B}_{L_1}(\dot{a}) \right] \Delta a
\] (A.12)
\[
\dot{\eta} = \frac{1}{2} L_{11} G \Delta a = \frac{1}{2} B_1(\Delta a) \Delta a
\]

Where the different nodal components of the first- and second-order strain matrices are obtained by
\[
\dot{B}_{L_0} = L_{00} G^k
\]
\[
\dot{B}_{L_1}(\dot{a}) = \left[ L_{11}(\dot{a}) \right] G^k
\]
\[
B_1(\Delta a) = \left[ L_{11}(\Delta a) \right] G^k
\]

Further details can be found in [22].

Appendix B

Box B.1

Matrices \( \dot{E} \), \( \dot{B}_{NL} \), \( \dot{S} \) and \( \dot{H} \) for 3D elastic solids

\[
\dot{E} = \begin{bmatrix}
& a_{11} & d_{11} & c_{11} \\
\text{sym.}
& d_{12} & a_{12} & c_{12} \\
& d_{13} & a_{13} & c_{13}
\end{bmatrix}; \quad [a, b, c, d, e, f]^T \rightarrow \dot{D} \dot{\varepsilon}
\]

\[
\dot{B}_{NL} = \begin{bmatrix}
\tilde{\dot{B}}_{NL} & \hat{\dot{B}}_{NL} & \check{\dot{B}}_{NL} \\
\hat{\dot{B}}_{NL} & \tilde{\dot{B}}_{NL} & \check{\dot{B}}_{NL} \\
\check{\dot{B}}_{NL} & \check{\dot{B}}_{NL} & \tilde{\dot{B}}_{NL}
\end{bmatrix}; \quad \tilde{\dot{B}}_{NL} = \begin{bmatrix}
N'_{11} & 0 & 0 & 0 & 0 & \cdots & 0 \\
0 & N'_{22} & 0 & 0 & 0 & \cdots & 0 \\
0 & 0 & N'_{33} & 0 & 0 & \cdots & 0 \\
0 & 0 & 0 & N'_{44} & 0 & \cdots & 0 \\
0 & 0 & 0 & 0 & N'_{55} & \cdots & 0 \\
0 & 0 & 0 & 0 & 0 & \cdots & N'_{66}
\end{bmatrix}
\]

\[
\dot{S} = \begin{bmatrix}
\dot{\sigma}_{11} & \dot{\sigma}_{12} & \dot{\sigma}_{13} \\
\dot{\sigma}_{12} & \dot{\sigma}_{22} & \dot{\sigma}_{23} \\
\dot{\sigma}_{13} & \dot{\sigma}_{23} & \dot{\sigma}_{33}
\end{bmatrix}; \quad \dot{\sigma}_{ij} = \frac{\partial N_k}{\partial x_i} \frac{\partial N_k}{\partial x_j}
\]

\[
0 = \begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}; \quad \hat{\dot{S}} = \begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix}; \quad N'_{kk} = \frac{\partial N_k}{\partial x_k}
\]

\[
\dot{H} = \sum_{i=1}^{3} \sum_{j=1}^{3} \dot{H}_{ij} \eta_{ij} H_{ij}; \quad \eta_{ij} = \dot{g}^T H_{ij} \dot{g}
\]

\( \dot{g}^T \): element \( ij \) of constitutive matrix \( \dot{D} \)
Appendix C

C.1. Relevant expression for 3D trusses

Fig. C.1 displays a typical two node truss element defined in a three-dimensional frame with global and local axes denoted by $x_i$ and $x'_i$ ($i = 1, 3$), respectively.

For the sake of precision an updated Lagrangian formulation will be used ($'V = V$). The first- and second-order axial strain increments are defined as

$$
e_{i1}' = \frac{d(\Delta u'_i)}{d'x'_i}; \quad \gamma_{i1}' = \frac{1}{2} \frac{d(\Delta u'_i)}{d'x'_i} \frac{d(\Delta u'_i)}{d'x'_i}$$

where $\Delta u'_i$ is the displacement increment along the local axis $'x'_i$.

The constitutive equation is simply

$$\Delta N = [E A] [e_{i1}' + \gamma_{i1}']$$

where $\Delta N$ is the axial force increment and $E$ and $A$ are, respectively, the Young's modulus and the area of the transverse cross section.

Local and global displacements are related by the standard transformation

$$\Delta u'_i = \frac{\partial^T x_i}{\partial'x'_i} \Delta u_i, \quad i, j = 1, 2, 3$$

The global displacements are interpolated in the usual manner

$$\Delta u_i = \sum_{k=1}^{2} N_k(\xi) \Delta u'_k$$

where $N_k(\xi) = \frac{1}{2} (1 + \xi \xi_k)$ are the linear shape functions of the standard two node element [41].

The expressions of the relevant matrices required for the computation of the secant required for the computation of the secant stiffness matrix are given in Box C.1. The particular explicit symmetric form of this matrix for $\alpha = 1/2$ and $\beta = 0$ and a truss of constant cross section and homogeneous material is shown in Box C.2.
Box C.1

Relevant expressions involved in the computation of the secant stiffness matrix for linear 3D truss elements

\[
\mathbf{B}_i = \frac{1}{J} \mathbf{a}^{T} \mathbf{N}_i^T \mathbf{N}_i, \quad \mathbf{B}_j = \frac{1}{J} \Delta \mathbf{u}^{T} \mathbf{N}_j^T \mathbf{N}_j
\]

\[
\mathbf{p}_{NL} = \mathbf{G} = \frac{1}{J} \mathbf{N}_e, \quad \mathbf{[E]} = \mathbf{[E]A} \mathbf{N}_e^T \mathbf{N}_e \Delta \mathbf{u}
\]

\[
\mathbf{N}_e = \left[ \frac{d\mathbf{N}_e^i}{d\mathbf{e}_e^i}, \frac{d\mathbf{N}_e^j}{d\mathbf{e}_e^j} \right] ; \quad J = \frac{d^{\mathbf{e}_e^i}}{d\xi} \left( \frac{\varepsilon_j}{2} \right)
\]

\[
\mathbf{H} = \Delta \mathbf{a}^{T} \mathbf{G}^{T} [\mathbf{E}] \mathbf{G} \Delta \mathbf{a}
\]

\[
\dot{x} = [x_1', x_1', x_1', x_1', x_1']^T
\]

\[
\Delta \mathbf{a} = [\Delta u_1, \Delta u_1, \Delta u_1, \Delta u_1, \Delta u_1]^T
\]

Box C.2

Expression of the different matrices involved in the secant stiffness matrix of the two node 3D truss element (\(\alpha = 1/2, \beta = 0\))

\[
\mathbf{K}_{xy} = \left[ \frac{EA}{J} \right] (-1)^{i'j'} \begin{bmatrix}
(x_{12})^2 & x_{12}y_{12} & x_{12}z_{12} \\
(y_{12})^2 & y_{12}z_{12} & \text{sym.} \\
(z_{12})^2 & \text{sym.} & \end{bmatrix}
\]

\[
\mathbf{K}_{xz} = \left[ \frac{EA}{2J} \right] (-1)^{i'j'} \begin{bmatrix}
2x_{12}u_{12} & (x_{12}u_{12} + y_{12}u_{12}) & (x_{12}w_{12} + z_{12}u_{12}) \\
2y_{12}u_{12} & y_{12}w_{12} + z_{12}u_{12} & \text{sym.} \\
2z_{12}u_{12} & 2y_{12}w_{12} & \end{bmatrix}
\]

\[
\mathbf{K}_{yz} = \left[ \frac{EA}{2J^2} \right] (-1)^{i'j'} \begin{bmatrix}
(u_{12})^2 & u_{12}v_{12} & u_{12}w_{12} \\
v_{12}^2 & v_{12}w_{12} & \text{sym.} \\
w_{12}^2 & \text{sym.} & \end{bmatrix}
\]

\[
\mathbf{K}_{qq} = \left[ \frac{N}{J} \right] (-1)^{i'j'} \mathbf{I}_3
\]

\[
x_{12} = x_1 - x_2, \quad u_{12} = \Delta u_1 - \Delta u_2 \text{ etc.} \quad \mathbf{I}_3 = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}
\]
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