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In this paper, the iteration method is proposed to solve a class of system of Fredholm-type nonlinear integral equations. First, the existence and uniqueness of solution are theoretically proven by the fixed-point theorem. Second, the approximation solution method is given by using the appropriate integration rule. The error analysis for the approximated solution with the exact solution is discussed for infinity-norm, and the rates of convergence are obtained. Furthermore, an iteration algorithm is constructed, and the convergence of the proposed numerical method is rigorously derived. Finally, some numerical examples are given to illustrate the theoretical results.

1. Introduction

In this paper, a system of nonlinear Fredholm integral equations can be written as follows:

\[ u_p(x) = f_p(x) + \int_a^b \sum_{q=1}^n \lambda_{pq} k_{pq}(x, y) \phi_{pq}(y, u_q(y)) \, dy, \]

where \( x \in [a, b] \), \( \lambda_{pq} \in \mathbb{R} \), \( f_p \), \( k_{pq} \), and \( \phi_{pq} \), \( p, q = 1, 2, \ldots, n \), are known functions, and \( u_p(x) \) are unknown functions.

Integral equations appear in numerous fields of physics, chemistry, biology, engineering, etc. They can be employed to model many phenomena and processes occurring in the real world so that these equations have received a great deal of attention and research. In the past, many approximate analytical methods have been applied to solve Fredholm integral problems such as spectral collocation method [1], Taylor polynomial method [2, 3], Nyström method [4], and iterative method [5–7]. Therefore, the development of an effective computational method for investigating (1) has practical significance.

The Nyström method is usually regarded as an efficient discretization technique for solving the linear and nonlinear integral equations, which was introduced by Nyström in 1930 and has been developed for the weakly singular and singular integral equations in [8–10] and references therein. From then on, the method was further investigated and applied to other problems by many authors. For instance, Han and Wang [4] have obtained the asymptotic error expansions for numerical solutions of two-dimensional nonlinear Fredholm integral equations by using the Nyström method. In [11], the Nyström method was introduced for a class of integral equations on the real line with applications to scattering by diffraction gratings and rough surfaces. Recently, the Nyström method also has been applied to the Urysohn integral equations [12], Volterra integro-differential equations [13], Mellin convolution equations [14], and multifrequency oscillatory systems [15]. Influenced by the work mentioned above, the goal of this work is to develop the Nyström method for problem (1) and provide rigorous error analysis for the method.
For Fredholm integral equations, the iterated method [5–7] is used to accelerate the approximation. Comparing with [6, under some suitable conditions for \(\lambda_{pq}\) and \(k_{pq}\), we need not change and narrow the interval of integral equations. To the best of our knowledge, there is no iterated method convergence analysis for problem (1) in the literature that is combined with the Nyström method. In this paper, we develop the method and the corresponding convergence analysis which partly fill this gap. Our purpose is two fold. First of all, we propose the Nyström method to approximate (1). Secondly, in order to accelerate the approximation, we use the iterated algorithm to solve the Nyström method equations.

The organization of this paper is as follows. In Section 2, the existence and uniqueness of solution for (1) is proven, the Nyström method is stated, and the error estimates are derived. In Section 3, an iterated algorithm is defined and the convergence result is deduced. In Section 4, we present two numerical examples which show the efficiency of the proposed method. In Section 5, some conclusions are presented.

### 2. The Nyström Method and Error Analysis

For simplicity, let us consider the system of nonlinear integral equation (1) with \(n = 2\):

\[
\begin{cases}
    u_1(x) = f_1(x) + \int_a^b \left( \lambda_{11}k_{11}(x, y)\phi_{11}(y, u_1(y)) + \lambda_{12}k_{12}(x, y)\phi_{12}(y, u_2(y)) \right) dy, \\
    u_2(x) = f_2(x) + \int_a^b \left( \lambda_{21}k_{21}(x, y)\phi_{21}(y, u_1(y)) + \lambda_{22}k_{22}(x, y)\phi_{22}(y, u_2(y)) \right) dy.
\end{cases}
\] (2)

#### 2.1. The Existence and Uniqueness of Solution

In this section, we discuss the existence and uniqueness of solution for (1). For convenience, we rewrite (2) in the form

\[
\begin{pmatrix}
    u_1(x) \\ u_2(x)
\end{pmatrix} = \begin{pmatrix}
    f_1(x) \\ f_2(x)
\end{pmatrix} + \int_a^b \begin{pmatrix}
    \lambda_{11}k_{11}(x, y)\phi_{11}(y, u_1(y)) + \lambda_{12}k_{12}(x, y)\phi_{12}(y, u_2(y)) \\ \lambda_{21}k_{21}(x, y)\phi_{21}(y, u_1(y)) + \lambda_{22}k_{22}(x, y)\phi_{22}(y, u_2(y))
\end{pmatrix} dy.
\] (3)

Using the well-known Banach fixed-point theorem, one can easily prove that the solution of (2) exists and is unique in the interval \([a, b]\). The uniqueness of a solution \([u_{11}; u_{21}]\) to (2) is provided in the following lemma.

**Lemma 1.** Assume that \(k_{pq} \in C\left([a, b] \times [a, b]\right)\) and \(\phi_{pq} \in C^1\left([a, b] \times [u_{q, \min}; u_{q, \max}]\right)\), \(p, q = 1, 2\). If the following condition is satisfied,

\[
\left\| \begin{pmatrix}
    \phi_{11}(y, u_1(y)) \frac{\partial \phi_{11}(y, u_1(y))}{\partial u_1} \\ 
    \phi_{12}(y, u_2(y)) \frac{\partial \phi_{12}(y, u_2(y))}{\partial u_2}
\end{pmatrix} \
\begin{pmatrix}
    \phi_{21}(y, u_1(y)) \frac{\partial \phi_{21}(y, u_1(y))}{\partial u_1} \\
    \phi_{22}(y, u_2(y)) \frac{\partial \phi_{22}(y, u_2(y))}{\partial u_2}
\end{pmatrix}
\right\|_\infty < 1,
\] (4)

then (2) exists as an unique solution.

**Proof.** In a suitable Banach space, we define the operator:

\[
T\begin{pmatrix}
    u_1 \\ u_2
\end{pmatrix} = \begin{pmatrix}
    f_1 \\ f_2
\end{pmatrix} + \int_a^b \begin{pmatrix}
    \lambda_{11}k_{11} \phi_{11} + \lambda_{12}k_{12} \phi_{12} \\ 
    \lambda_{21}k_{21} \phi_{21} + \lambda_{22}k_{22} \phi_{22}
\end{pmatrix} dy.
\] (5)

\[
T\begin{pmatrix}
    u_{1,1} \\ u_{2,1}
\end{pmatrix} - T\begin{pmatrix}
    u_{1,2} \\ u_{2,2}
\end{pmatrix} = \int_a^b \begin{pmatrix}
    \lambda_{11}\phi_{11}(y, u_{1,1}) - \phi_{11}(y, u_{1,2}) \\ 
    \lambda_{12}\phi_{12}(y, u_{1,1}) - \phi_{12}(y, u_{1,2})
\end{pmatrix} dy.
\] (6)
Since
\[ \phi_{pq}(y, u_{q,1}) - \phi_{pq}(y, u_{q,2}) = \frac{\partial \phi_{pq}}{\partial u_q}(u_q = \xi_{pq}) (u_{q,1} - u_{q,2}), \]
we have
\[ u_{q,1} = \xi_{pq}, \]
and therefore

\[ (u_{q,1}, u_{q,2}) = (u_{q,1}, u_{q,2}), \]
and
\[ \| T(u_{1,1}) - T(u_{1,2}) \|_{\infty} \leq \int_a^b \left[ \left| \lambda_{11} k_{11} \frac{\partial \phi_{11}}{\partial u_1} \right|_{u_1 = \xi_{11}} + \left| \lambda_{12} k_{12} \frac{\partial \phi_{12}}{\partial u_2} \right|_{u_2 = \xi_{12}} \right] \left| u_{1,1} - u_{1,2} \right| dy, \]
where \( \xi_{pq}, p, q = 1, 2, \) are some values between \( u_{q,1} \) and \( u_{q,2}. \) Then,

\[ T(u_{1,1}) - T(u_{1,2}) = \int_a^b \left[ \left| \lambda_{11} k_{11} \frac{\partial \phi_{11}}{\partial u_1} \right|_{u_1 = \xi_{11}} + \left| \lambda_{12} k_{12} \frac{\partial \phi_{12}}{\partial u_2} \right|_{u_2 = \xi_{12}} \right] \left| u_{1,1} - u_{1,2} \right| dy, \]
and therefore

\[ \| T(u_{1,1}) - T(u_{1,2}) \|_{\infty} \leq \left\| u_{1,1} - u_{1,2} \right\|_{\infty} + \left\| u_{2,1} - u_{2,2} \right\|_{\infty}. \]

Note that \( 0 \leq y < 1, \) so \( T \) is a contraction mapping; then, there exists a unique fixed point \( [u_1; u_2] \) such that

\[ T(u_{1,1}) = (u_{1,1}, u_{1,2}). \]

The existence and uniqueness of a solution \( U(x) = [u_1(x), u_2(x), \ldots, u_n(x)]^T \) to (1) is shown in the following theorem.

**Theorem 1.** A solution \( U(x) \) to (1) exists and is unique.

**Proof.** Uniqueness follows directly from the proof of the previous lemma. \( \square \)

2.2. **Description of the Method.** Consider an interval \( [a, b] \) in which we select \( n + 1 \) equidistant nodes \( a = x_0 < x_1 < \cdots < x_n = b, \) where \( h = x_i - x_{i-1}, \) \( i = 1, 2, \ldots, n. \) Let

\[ \int_a^b \psi(x, y) dy = \sum_{j=0}^n \omega_j \psi(x, x_j) + R_n, \quad a \leq x \leq b, \]

be a numerical integration formula, where \( \omega_j \) and \( x_j = a + jh, h = (b - a)/n \) and \( j = 0, 1, \ldots, n, \) are the coefficients and nodes of quadrature and \( R_n \) is the residual error for integration. Using (10) in (2) and neglecting the error \( R_n, \) we have

\[
\begin{cases}
    u_1(x) = f_1(x) + \sum_{j=0}^n \omega_j \left( \lambda_{11} k_{11}(x, x_j) \phi_{11}(x_j, u_1(x_j)) + \lambda_{12} k_{12}(x, x_j) \phi_{12}(x_j, u_2(x_j)) \right), \\
    u_2(x) = f_2(x) + \sum_{j=0}^n \omega_j \left( \lambda_{21} k_{21}(x, x_j) \phi_{21}(x_j, u_1(x_j)) + \lambda_{22} k_{22}(x, x_j) \phi_{22}(x_j, u_2(x_j)) \right).
\end{cases}
\]
In the following, using the collocation points \( x = x_i, \) \( i = 0, 1, \ldots, n, \) we rewrite (11) as follows:

\[
\begin{align*}
  u_{1i} &= f_{1i} + \sum_{j=0}^{n} \omega_j \left( \lambda_{11} k_{11}^{i,j} (u_{1j}) + \lambda_{12} k_{12}^{i,j} (u_{2j}) \right), \\
  u_{2i} &= f_{2i} + \sum_{j=0}^{n} \omega_j \left( \lambda_{21} k_{21}^{i,j} (u_{1j}) + \lambda_{22} k_{22}^{i,j} (u_{2j}) \right),
\end{align*}
\]

where \( u_{pi} = u_p (x_i), \ f_{pi} = f_p (x_i), \ k_{pq}^{ij} = k_{pq} (x_i, x_j), \) and \( \phi_{pq}^j (u_{pi}) = \phi_{pq} (x_i, u_{qi}) \), \( p, q = 1, 2 \) and \( i, j = 0, 1, \ldots, n \). Let \( u_{pi} = u_{pi}^\ast, \ p = 1, 2 \) and \( i = 0, 1, \ldots, n \), be the solutions of (12). Now, we substitute these solutions into (11), and there is

\[
\begin{align*}
  \Pi_1 (x_i) &= f_{1i} + \sum_{j=0}^{n} \omega_j \left( \lambda_{11} k_{11}^{i,j} (x, x_j) \phi_{11}^j (x, u_{1j}) + \lambda_{12} k_{12}^{i,j} (x, x_j) \phi_{12}^j (x, u_{2j}) \right), \\
  \Pi_2 (x_i) &= f_{2i} + \sum_{j=0}^{n} \omega_j \left( \lambda_{21} k_{21}^{i,j} (x, x_j) \phi_{21}^j (x, u_{1j}) + \lambda_{22} k_{22}^{i,j} (x, x_j) \phi_{22}^j (x, u_{2j}) \right).
\end{align*}
\]

By (13), we can obtain the Nyström approximation solution \( [\Pi_1 (x); \Pi_2 (x)] \) of (2).

**Remark 1**

(I) For \( i = 0, 1, \ldots, n, \) the solution \( [\Pi_1 (x_i); \Pi_2 (x_i)] \) of (13) satisfies

\[
\begin{align*}
  \Pi_1 (x_i) &= u_{1i}^\ast, \\
  \Pi_2 (x_i) &= u_{2i}^\ast.
\end{align*}
\]

(II) It is seen that when the composite trapezoidal and Simpson methods are used to solve (13), the given method is the special case of the Nyström-type method.

2.3. Error Analysis. In this section, the error estimation of (13) in the infinite norm sense and the results of the convergence analysis are given. Let

\[
\begin{align*}
  u_1 (x) &= f_1 (x) + \sum_{j=0}^{n} \omega_j \left( \lambda_{11} k_{11} (x, x_j) \phi_{11} (x_j, u_1 (x_j)) + \lambda_{12} k_{12} (x, x_j) \phi_{12} (x_j, u_2 (x_j)) \right) + R_1^{(n)}, \\
  u_2 (x) &= f_2 (x) + \sum_{j=0}^{n} \omega_j \left( \lambda_{21} k_{21} (x, x_j) \phi_{21} (x_j, u_1 (x_j)) + \lambda_{22} k_{22} (x, x_j) \phi_{22} (x_j, u_2 (x_j)) \right) + R_2^{(n)}.
\end{align*}
\]
It follows from (13) and (18) that

\[
\begin{align*}
u_1(x) - \pi_1(x) &= \sum_{j=0}^{n} \omega_j \left[ \lambda_1 k_{13}(x, x_j) \left( \phi_{14}(x_j, u_1(x_j)) - \phi_{14}(x_j, \pi_1(x_j)) \right) \right] \\
&\quad + \lambda_1 k_{12}(x, x_j) \left( \phi_{12}(x_j, u_2(x_j)) - \phi_{12}(x_j, \pi_2(x_j)) \right) + R_1^{(n)}(x)
\end{align*}
\]

and therefore,

\[
\begin{align*}
\|u_1 - \pi_1\|_{\infty} &\leq M_{11} \max_{0 \leq j \leq n} \|u_1(x_j) - \pi_1(x_j)\| + M_{12} \max_{0 \leq j \leq n} \|u_2(x_j) - \pi_2(x_j)\| + \|R_1^{(n)}\|_{\infty} \\
&\leq M_{11} \|u_1 - \pi_1\|_{\infty} + M_{12} \|u_2 - \pi_2\|_{\infty} + \|R_1^{(n)}\|_{\infty} \\
&\leq (M_{11} + M_{12}) \|u_1 - \pi_1\|_{\infty} + \|u_2 - \pi_2\|_{\infty} + \|R_1^{(n)}\|_{\infty} \\
&\leq \beta \|u_1 - \pi_1\|_{\infty} + \|u_2 - \pi_2\|_{\infty} + \|R_1^{(n)}\|_{\infty},
\end{align*}
\]

where \( \beta = \sum_{p=1}^{2} M_{pq} \) and \( M_{pq} \) \((p, q = 1, 2)\) are as described in (15). Using the same argument as estimate (20), we deduce that there holds

\[
\|u_2 - \pi_2\|_{\infty} \leq \beta \|u_1 - \pi_1\|_{\infty} + \|u_2 - \pi_2\|_{\infty} + \|R_2^{(n)}\|_{\infty},
\]

By (20) and (21), we have

\[
\|u_1 - \pi_1\|_{\infty} + \|u_2 - \pi_2\|_{\infty} \leq 2 \beta \|u_1 - \pi_1\|_{\infty} + \|u_2 - \pi_2\|_{\infty} + \|R_1^{(n)}\|_{\infty} + \|R_2^{(n)}\|_{\infty},
\]

Let the value \( \beta < (1/2) \), and we can rewrite (22) as

\[
\|u_1 - \pi_1\|_{\infty} + \|u_2 - \pi_2\|_{\infty} \leq \frac{\|R_1^{(n)}\|_{\infty} + \|R_2^{(n)}\|_{\infty}}{1 - 2 \beta},
\]

which completes the proof.

From the above analysis and [16], we can also obtain the following results.

**Corollary 1.** Assume that \([u_1(x); u_2(x)]\) and \([\pi_1(x); \pi_2(x)]\) are as described in Lemma 2, \(k_{pq} \in C^4([a, b] \times [a, b])\), and \(\phi_{pq} \in C^4([a, b] \times [u_{g, \min}, u_{g, \max}])\), \(p, q = 1, 2\). If (16) is satisfied and using the composite trapezoidal integration formula in (13), then we have

**Corollary 2.** Assume that \(k_{pq} \in C^4([a, b] \times [a, b])\) and \(\phi_{pq} \in C^4([a, b] \times [u_{g, \min}, u_{g, \max}])\), \(p, q = 1, 2\). Using the Simpson integration formula in (13), thus

\[
\|u_1 - \pi_1\|_{\infty} + \|u_2 - \pi_2\|_{\infty} = O(h^4).
\]

From (17), (24), and (25), when the value of \(n \rightarrow \infty\), we obtain the following corollary.

**Corollary 3.** \(\|u_1 - \pi_1\|_{\infty} + \|u_2 - \pi_2\|_{\infty} \) vanishes when \(h \) tends to zero.

In the same manner as it has been carried out in the proofs of Lemma 2 and Corollary 3, we can derive the estimate of \(\sum_{p=1}^{n} \|u_p - \pi_p\|_{\infty}\).

**Theorem 2.** Let \(u_p(x), p = 1, 2, \ldots, n\), be the solutions of (1). Assume that \(k_{pq} \in C^4([a, b] \times [a, b])\) and \(\phi_{pq} \in C^4([a, b] \times [u_{g, \min}, u_{g, \max}])\), \(p, q = 1, 2, \ldots, n\). If the following condition is satisfied \(\beta = \sum_{p=1}^{n} M_{pq} \leq (1/n)\), then we have

(I) \(\sum_{p=1}^{n} \|u_p - \pi_p\|_{\infty} \leq \left(\sum_{p=1}^{n} \|R_p^{(n)}\|_{\infty}\right) / (1 - n \beta)\)

(II) \(\sum_{p=1}^{n} \|u_p - \pi_p\|_{\infty} \) vanishes when \(h \rightarrow 0\).
3. The Iterative Algorithm and Convergence Analysis

In this section, we will consider a numerical method to solve the nonlinear system (13) by using Newton’s method. First,

\[
\begin{align*}
\overline{u}_1^{(k+1)}(x_i) &= f_1(x_i) + \sum_{j=0}^n \omega_j (\lambda_{11} k^{ij}_{11} \phi_{11}(x_j, \overline{u}_1^{(k)}(x_j)) + \lambda_{12} k^{ij}_{12} \phi_{12}(x_j, \overline{u}_2^{(k)}(x_j))), \\
\overline{u}_2^{(k+1)}(x_i) &= f_2(x_i) + \sum_{j=0}^n \omega_j (\lambda_{21} k^{ij}_{21} \phi_{21}(x_j, \overline{u}_1^{(k)}(x_j)) + \lambda_{22} k^{ij}_{22} \phi_{22}(x_j, \overline{u}_2^{(k)}(x_j))),
\end{align*}
\]

(26)

where \(i = 0, 1, \ldots, n\) and \(k = 0, 1, \ldots\)

In order to solve (26), we construct the iteration algorithm (Algorithm 1).

Lemma 3. Considering assumptions of Lemma 2, the produced sequences \(\{\overline{u}_1^{(k)}\}\) and \(\{\overline{u}_2^{(k)}\}\) from the iteration process

\[
\begin{align*}
\overline{u}_1^{(k+1)} - \overline{u}_1 &= \sum_{j=0}^n \omega_j (\lambda_{11} k^{ij}_{11} (\phi_{11}(x_j, \overline{u}_1^{(k)}) - \phi_{11}(x_j, \overline{u}_1))) + \lambda_{12} k^{ij}_{12} (\phi_{12}(x_j, \overline{u}_2^{(k)}) - \phi_{12}(x_j, \overline{u}_2))), \\
\overline{u}_2^{(k+1)} - \overline{u}_2 &= \sum_{j=0}^n \omega_j (\lambda_{21} k^{ij}_{21} (\phi_{21}(x_j, \overline{u}_1^{(k)}) - \phi_{21}(x_j, \overline{u}_1))) + \lambda_{22} k^{ij}_{22} (\phi_{22}(x_j, \overline{u}_2^{(k)}) - \phi_{22}(x_j, \overline{u}_2))),
\end{align*}
\]

(27)

where \(i = 0, 1, \ldots, n\). According to the condition of Lemma 2, we have

\[
\sum_{j=0}^n \omega_j \lambda_{pq} k^{ij}_{pq} (\phi_{pq}(x_j, \overline{u}_q^{(k)})) - \phi_{pq}(x_j, \overline{u}_q)) \leq \sum_{j=0}^n \omega_j \lambda_{pq} \xi^{(k)}_{pq} \frac{\partial \phi_{pq}}{\partial u_q}(x_j, \xi^{(k)}_{pq})(\overline{u}_q^{(k)} - \overline{u}_q) \leq M_{pq} |\overline{u}_q^{(k)} - \overline{u}_q|,
\]

(28)

where \(p, q = 1, 2\) and \(\xi^{(k)}_{pq}, j = 0, 1, \ldots, n\), are some real numbers between \(\overline{u}_q^{(k)}\) and \(\overline{u}_q\). It follows from (27) and (28) that

\[
\begin{align*}
\|\overline{u}_1^{(k+1)} - \overline{u}_1\|_\infty &\leq \beta (\|\overline{u}_1^{(k)} - \overline{u}_1\|_\infty + \|\overline{u}_2^{(k)} - \overline{u}_2\|_\infty) \\
&\leq 2\beta^2 (\|\overline{u}_1^{(k-1)} - \overline{u}_1\|_\infty + \|\overline{u}_2^{(k-1)} - \overline{u}_2\|_\infty) \\
&\leq \cdots \leq 2^k \beta^{k+1} (\|\overline{u}_1^{(0)} - \overline{u}_1\|_\infty + \|\overline{u}_2^{(0)} - \overline{u}_2\|_\infty), \\
\|\overline{u}_2^{(k+1)} - \overline{u}_2\|_\infty &\leq 2^k \beta^{k+1} (\|\overline{u}_1^{(0)} - \overline{u}_1\|_\infty + \|\overline{u}_2^{(0)} - \overline{u}_2\|_\infty).
\end{align*}
\]

(29)
Combining estimates (29) and (30), we find that

\[
\|\Pi_{1i}^{(k+1)} - \Pi_{1i}\|_\infty + \|\Pi_{2i}^{(k+1)} - \Pi_{2i}\|_\infty \leq (2\beta)^{k+1} \left( \|\Pi_{1i}^{(0)} - \Pi_{1i}\|_\infty + \|\Pi_{2i}^{(0)} - \Pi_{2i}\|_\infty \right),
\]

(31)

for each \(k = 0, 1, \ldots\). Since \(\beta < (1/2)\), then \(k \to \infty\) implies that

\[
\lim_{k \to \infty} \left( \|\Pi_{1i}^{(k+1)} - \Pi_{1i}\|_\infty + \|\Pi_{2i}^{(k+1)} - \Pi_{2i}\|_\infty \right) = 0. \quad (32)
\]

Thus, the proof is completed.

From the above analysis, we can also extend the result of the iterative method to (1).

\[\Box\]

**Theorem 3.** Assume that the sequences \(\{\Pi_{1i}^{(k)}\}\) and \(\{\Pi_{p}^{(k)}\}\), \(p = 1, 2, \ldots, n\), are the iterative and Nyström approximation solutions, respectively. Then, we have \(\lim_{k \to \infty} \sum_{p=1}^{n} \|\Pi_{p}^{(k)} - \Pi_{p}\|_\infty = 0\), where \(\Pi_{p}^{(k)} = (\Pi_{p1}^{(k)}, \Pi_{p2}^{(k)}, \ldots, \Pi_{pn}^{(k)})\) and \(\Pi_{p} = (\Pi_{p1}, \Pi_{p2}, \ldots, \Pi_{pn})\).

\[\Box\]

where \(0 \leq x \leq 1\) and \(f_1(x)\) and \(f_2(x)\) are suitably chosen such that the exact solution \([u_1(x); u_2(x)] = [\sin x; 2x]\). Conditions (4) and (16) hold; the solution of (33) will be approximated by the Nyström method, and the resulting nonlinear algebraic systems are solved by the Newton iteration method.

The numerical results of the iteration method with \(n = \{1, 2, 4, 8, 16\}\) are demonstrated in Tables 1 and 2. From Tables 1 and 2, we see that the relative errors decrease as the mesh becomes fine, and the numerical results calculated by the composite Simpson rule have more accuracy. Moreover,

\[
\begin{align*}
\Pi_{1i}^{(k+1)} - \Pi_{1i}^{(k)} + \Pi_{2i}^{(k+1)} - \Pi_{2i}^{(k)} & \leq 0, \\
\Pi_{1i}^{(0)} - \Pi_{1i}^{(0)} + \Pi_{2i}^{(0)} - \Pi_{2i}^{(0)} & \leq 0.
\end{align*}
\]

(31)

### 4. Numerical Examples

In this section, we present two numerical examples to verify the above algorithm and the theoretical estimates obtained in the previous sections. In the numerical examples reported below, we define a discrete error function

\[
E = \left( \Pi_{p1} - \Pi_{p2} \right) = \max_{x \in [a, b]} \left| u_p(x) - \Pi_{p2}^{(k)}(x) \right|, \quad \text{where} \quad x_i = a + (b-a)i, \quad i = 0, 1, \ldots, n.
\]

In addition, the convergence rate is defined as \(\log_{10}(E_{2k}/E_{kh})\), and we select \(e = 1e - 10\) as the tolerance error of the iteration in real calculations. All the computations are carried out in Matlab 2012b.

**Example 1.** Consider the following problem:

\[
\begin{align*}
\Pi_{1i}^{(k+1)} - \Pi_{1i}^{(k)} & + \Pi_{2i}^{(k+1)} - \Pi_{2i}^{(k)} \leq 0, \\
\Pi_{1i}^{(0)} - \Pi_{1i}^{(0)} & + \Pi_{2i}^{(0)} - \Pi_{2i}^{(0)} \leq 0.
\end{align*}
\]

(31)

where \(0 \leq x \leq 1\) and \(f_1(x)\) and \(f_2(x)\) are suitably chosen such that the exact solution \([u_1(x); u_2(x)] = [\sin x; 2x]\). Conditions (4) and (16) hold; the solution of (33) will be approximated by the Nyström method, and the resulting nonlinear algebraic systems are solved by the Newton iteration method.

The numerical results of the iteration method with \(n = \{1, 2, 4, 8, 16\}\) are demonstrated in Tables 1 and 2. From Tables 1 and 2, we see that the relative errors decrease as the mesh becomes fine, and the numerical results calculated by the composite Simpson rule have more accuracy. Moreover,

\[
\begin{align*}
\Pi_{1i}^{(k+1)} - \Pi_{1i}^{(k)} & + \Pi_{2i}^{(k+1)} - \Pi_{2i}^{(k)} \leq 0, \\
\Pi_{1i}^{(0)} - \Pi_{1i}^{(0)} & + \Pi_{2i}^{(0)} - \Pi_{2i}^{(0)} \leq 0.
\end{align*}
\]

(31)

### 4. Numerical Examples

In this section, we present two numerical examples to verify the above algorithm and the theoretical estimates obtained in the previous sections. In the numerical examples reported below, we define a discrete error function

\[
E = \left( \Pi_{p1} - \Pi_{p2} \right) = \max_{x \in [a, b]} \left| u_p(x) - \Pi_{p2}^{(k)}(x) \right|, \quad \text{where} \quad x_i = a + (b-a)i, \quad i = 0, 1, \ldots, n.
\]

In addition, the convergence rate is defined as \(\log_{10}(E_{2k}/E_{kh})\), and we select \(e = 1e - 10\) as the tolerance error of the iteration in real calculations. All the computations are carried out in Matlab 2012b.

**Example 1.** Consider the following problem:

\[
\begin{align*}
\Pi_{1i}^{(k+1)} - \Pi_{1i}^{(k)} & + \Pi_{2i}^{(k+1)} - \Pi_{2i}^{(k)} \leq 0, \\
\Pi_{1i}^{(0)} - \Pi_{1i}^{(0)} & + \Pi_{2i}^{(0)} - \Pi_{2i}^{(0)} \leq 0.
\end{align*}
\]

(31)

where \(0 \leq x \leq 1\) and \(f_1(x)\) and \(f_2(x)\) are suitably chosen such that the exact solution \([u_1(x); u_2(x)] = [\sin x; 2x]\). Conditions (4) and (16) hold; the solution of (33) will be approximated by the Nyström method, and the resulting nonlinear algebraic systems are solved by the Newton iteration method.

The numerical results of the iteration method with \(n = \{1, 2, 4, 8, 16\}\) are demonstrated in Tables 1 and 2. From Tables 1 and 2, we see that the relative errors decrease as the mesh becomes fine, and the numerical results calculated by the composite Simpson rule have more accuracy. Moreover,

\[
\begin{align*}
\Pi_{1i}^{(k+1)} - \Pi_{1i}^{(k)} & + \Pi_{2i}^{(k+1)} - \Pi_{2i}^{(k)} \leq 0, \\
\Pi_{1i}^{(0)} - \Pi_{1i}^{(0)} & + \Pi_{2i}^{(0)} - \Pi_{2i}^{(0)} \leq 0.
\end{align*}
\]

(31)

**Example 2.** Consider the one-dimensional nonlinear system of Fredholm integral equations:

\[
\begin{align*}
\Pi_{1i}^{(k+1)} - \Pi_{1i}^{(k)} & + \Pi_{2i}^{(k+1)} - \Pi_{2i}^{(k)} \leq 0, \\
\Pi_{1i}^{(0)} - \Pi_{1i}^{(0)} & + \Pi_{2i}^{(0)} - \Pi_{2i}^{(0)} \leq 0.
\end{align*}
\]

(31)

where \(0 \leq x \leq 1\), the condition \(\beta < (1/3)\) holds, and \(f_1(x), \ f_2(x), \ f_3(x)\) are determined by the exact solution \([u_1(x); u_2(x); u_3(x)] = [\sin x^2; e^x]\). The initial vectors \(\Pi_{p1}^{(0)} = 0 \ (p = 1, 2, 3)\) are considered for starting the algorithm. The results for different \(n\) are given in Tables 4 and 5. From the computed error results and convergence rates in Tables 4 and 5, we can derive the same performance as Example 1.
(i) Step 1. Choose \( n \) and calculate \( x_i \) \( (i = 0, 1, \ldots, n) \) along with \( h \). Moreover, given the value of \( \varepsilon \) and the initial vectors \( \Pi_1^{(0)} = \Pi_2^{(0)} = 0 \), set \( k = 0 \).

(ii) Step 2. Solve the nonlinear system
\[
F_{i1} = F_{i1}^{(k+1)}(x_i) = f_1(x_i) - \sum_{j=0}^{n} \omega_j (\lambda_{11} k_{i1}^{(k)}(x_j, \Pi_1^{(k)}(x_j)) + \lambda_{12} k_{i2}^{(k)}(x_j, \Pi_2^{(k)}(x_j)))
\]
and
\[
F_{2} = F_{2}^{(k+1)}(x_i) = f_2(x_i) - \sum_{j=0}^{n} \omega_j (\lambda_{21} k_{i21}^{(k)}(x_j, \Pi_1^{(k)}(x_j)) + \lambda_{22} k_{i22}^{(k)}(x_j, \Pi_2^{(k)}(x_j))),
\]

\( i = 0, 1, \ldots, n \) and \( k = 0, 1, \ldots \).

(iii) Step 3. In Algorithm 1, using the composite trapezoidal rule \( \sum_{j=0}^{n} \lambda_{pq} k_{ij}^{(k)}(x_j, \Pi_q^{(k)}(x_j)) = (h/2) \sum_{j=0}^{n-1} \lambda_{pq} k_{ij}(x_j, \Pi_q^{(k)}(x_j)) \) or using the composite Simpson rule \( \sum_{j=0}^{n} \lambda_{pq} k_{ij}^{(k)}(x_j, \Pi_q^{(k)}(x_j)) = (h/6) \sum_{j=0}^{n-1} \lambda_{pq} k_{ij}(x_j, \Pi_q^{(k)}(x_j)) + k_{ij}^{(k)}(x_{j+1}, \Pi_q^{(k)}(x_{j+1})) + 4k_{ij}^{(k)}(x_{j+2}, \Pi_q^{(k)}(x_{j+2})) \) where \( k_{ij}^{(k)} = k_{iq}(x_i, x_{j+1/2}) \) and \( k_{ij}^{(k+1)} = k_{pq}(x_i, x_{j+1/2}) \), \( p, q = 1, 2 \).

(iv) Step 4. Calculate the Jacobian matrix \( F' = \{(\partial F_1/\partial x_i); (\partial F_2/\partial x_i)\} \).

(v) Step 5. Calculate \( \| \Pi_1^{(k+1)} - \Pi_1^{(k)} \|_\infty \) by steps 2–4.

(vi) Step 6. Compute \( \| \Pi_1^{(k+1)} - \Pi_1^{(k)} \|_\infty, \| \Pi_2^{(k+1)} - \Pi_2^{(k)} \|_\infty \). If \( \| \Pi_1^{(k+1)} - \Pi_1^{(k)} \|_\infty < \varepsilon, \| \Pi_2^{(k+1)} - \Pi_2^{(k)} \|_\infty < \varepsilon \), stop; otherwise, set \( k = k + 1 \) and go to step 5.

Next, we can derive the following convergence result for the iteration method.

**Algorithm 1: Iteration algorithm.**

| Table 1: Numerical results for Example 1 by using the composite trapezoidal rule. |
|---|---|---|---|
| \( n \)  | \( \| \Pi_1 - \Pi_1^{(k)} \|_\infty \) | Rate | \( \| \Pi_2 - \Pi_2^{(k)} \|_\infty \) | Rate |
| 1    | 6.2974 – 3 | 2.1776 | 1.4862 – 2 | 2.1894 |
| 2    | 1.3921 – 3 | 2.0385 | 3.2583 – 3 | 7.9146 – 4 |
| 4    | 3.3884 – 4 | 2.0151 | 1.9557 – 4 | 7.9146 – 4 |
| 8    | 4.3829 – 5 | 2.0095 | 1.9557 – 4 | 7.9146 – 4 |
| 16   | 2.0819 – 5 | 4.8422 – 5 | 2.0140 | |

| Table 2: Numerical results for Example 1 by using the composite Simpson rule. |
|---|---|---|---|
| \( n \)  | \( \| \Pi_1 - \Pi_1^{(k)} \|_\infty \) | Rate | \( \| \Pi_2 - \Pi_2^{(k)} \|_\infty \) | Rate |
| 1    | 2.5422 – 4 | 4.3324 | 6.4284 – 5 | 4.3298 |
| 2    | 1.2619 – 5 | 4.1682 | 7.1816 – 5 | 4.1645 |
| 4    | 3.8452 – 8 | 4.1901 | 9.7781 – 8 | 4.1875 |
| 8    | 2.7774 – 9 | 4.0776 | 5.8021 – 9 | 4.0749 |
| 16   | 1.5973 – 4 | 4.8047 – 4 | 3.4139 – 5 | 5.0901 – 5 |

| Table 3: Error estimates for Example 1 by using the methods of [17, 18]. |
|---|---|---|
| \( n \)  | \( \| \Pi_1 - \Pi_1^{(k)} \|_\infty \) | \( \| \Pi_2 - \Pi_2^{(k)} \|_\infty \) |
| 1    | 3.5236 – 2 | 9.7588 – 2 |
| 2    | 9.4328 – 3 | 2.7216 – 2 |
| 4    | 2.4223 – 3 | 7.0378 – 3 |
| 8    | 6.2637 – 4 | 1.9103 – 3 |
| 16   | 1.5973 – 4 | 4.8047 – 4 |
Table 4: Numerical results for Example 2 by using the composite trapezoidal rule.

| n   | $\|t_1 - \bar{t}_1\|_\infty$ | Rate | $\|t_2 - \bar{t}_2\|_\infty$ | Rate | $\|t_3 - \bar{t}_3\|_\infty$ | Rate |
|-----|-------------------------------|------|-------------------------------|------|-------------------------------|------|
| 1   | 1.7357e-2                     |      | 1.8882e-2                     |      | 4.2653e-2                     |      |
| 2   | 4.5935e-3                     | 1.9178 | 5.1775e-3                     | 1.8667 | 1.0519e-2                     | 2.0195 |
| 4   | 1.1051e-3                     | 2.0554 | 1.2734e-3                     | 2.0235 | 2.6167e-3                     | 2.0071 |
| 8   | 2.7036e-4                     | 2.0312 | 3.1476e-4                     | 2.0164 | 6.5183e-4                     | 2.0052 |
| 16  | 6.1391e-5                     | 2.1388 | 7.5873e-5                     | 2.0526 | 1.6041e-4                     | 2.0227 |

Table 5: Numerical results for Example 2 by using the composite Simpson rule.

| n   | $\|t_1 - \bar{t}_1\|_\infty$ | Rate | $\|t_2 - \bar{t}_2\|_\infty$ | Rate | $\|t_3 - \bar{t}_3\|_\infty$ | Rate |
|-----|-------------------------------|------|-------------------------------|------|-------------------------------|------|
| 1   | 1.4973e-4                     | 3.9628 | 4.9234e-4                     | 3.9772 | 5.8626e-5                     | 3.8348 |
| 2   | 9.5114e-6                     | 3.9613 | 3.1388e-5                     | 3.9554 | 3.9241e-6                     | 3.9011 |
| 4   | 6.09999e-7                    | 3.9628 | 2.0234e-6                     | 3.9751 | 2.5498e-7                     | 3.9439 |
| 8   | 3.9161e-8                     | 3.9613 | 1.2866e-7                     | 3.9894 | 1.645e-8                      | 3.9536 |

5. Conclusions

The present paper discussed an iteration method for the system of Fredholm integral equations. The method was based on the composite collocation method. Some theorems have been proved for convergence analysis. The efficiency and accuracy of the proposed method are shown in two numerical examples. From Examples 1 and 2, our numerical results are in agreement with the obtained theoretical results. Moreover, our method is not difficult to extend to deal with integro-differential equations.
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