New technology brings great benefits, but it can also create new and significant risks. When evaluating those risks in policymaking, there is a tendency to focus on social acceptance. By solely focusing on social acceptance, we could, however, overlook important ethical aspects of technological risk, particularly when we evaluate technologies with transnational and inter-generational risks. I argue that good governance of risky technology requires analyzing both social acceptance and ethical acceptability. Conceptually, these two notions are mostly complementary. Social acceptance studies are not capable of sufficiently capturing all the morally relevant features of risky technologies; ethical analyses do not typically include stakeholders’ opinions, and they therefore lack the relevant empirical input for a thorough ethical evaluation. Only when carried out in conjunction are these two types of analysis relevant to national and international governance of risky technology. I discuss the Rawlsian wide reflective equilibrium as a method for marrying social acceptance and ethical acceptability. Although the rationale of my argument is broadly applicable, I will examine the case of multinational nuclear waste repositories in particular. This example will show how ethical issues may be overlooked if we focus only on social acceptance, and will provide a test case for demonstrating how the wide reflective equilibrium can help to bridge the proverbial acceptance-acceptability gap.
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1. INTRODUCTION

Introducing new technology into society often brings great benefits, but it can also create new and significant risks. Serious efforts have been made to assess, map, understand, and manage these risks. For instance, in the chemical industry, risk assessment methods have been proposed for describing and quantifying “the risks associated with hazardous substances, processes, actions, or events.”¹ Perhaps the most notable example is probabilistic risk assessment, originally developed in order to systematically understand and reduce the risk of meltdown in nuclear reactors,² and to evaluate aviation risks. However, these and other risk assessment methods have been criticized for neglecting social aspects of risk and, more specifically, overlooking the issue of risk acceptance on the part of the public.³ This in turn has initiated a new yet powerful strand of social science scholarship devoted to developing the concept of “social acceptance” of technological risk.⁴,⁵ During the last three decades, social acceptance studies have gained more relevance for major
Many authors have emphasized that these assessments often emerge from the introduction or implementation of such technologies. Unfortunately, to many decisionmakers and private investors, public opposition is simply considered an obstacle to technological development—and hence as something that should be overcome. There have even been proposals to “use marketing methods [in order to] maximize the likelihood of a successful introduction” of technologies, by investigating people’s attitudes. This is disconcerting because it shifts the focus from asking why a technology is not accepted to asking how to ensure its acceptance.

Lack of social acceptance can sometimes be attributed to the fact that important ethical issues that new technologies engender are overlooked in the decision making. For instance, public opposition to siting issues may stem from an unfair distribution of risk and benefit between a local community (which will be exposed to additional risks) and a larger region or even nation (which will enjoy the benefits). Fittingly, many humanities researchers are now considering methods for assessing the ethics of technological risk, and consequently the ethical acceptability of risky technology. These assessments often involve conceptual philosophical contemplations.

In this article, I argue that only in conjunction are the concepts of social acceptance and ethical acceptability relevant to the governance of risky technology. Conceptually, it makes sense to marry these two notions because they are mostly complementary. Social acceptance studies are often incapable of capturing all the morally relevant features of risky technologies; ethical analyses do not typically include stakeholders’ opinions, and they therefore lack the relevant empirical input for a thorough ethical evaluation.

The article is organized as follows. In the following section, I will discuss a number of ethical issues that social acceptance studies cannot sufficiently cover. Section 3 will present the case of multinational nuclear waste repositories in order to illustrate the insufficiency of social acceptance studies when assessing the broader ethical impacts of new technologies or technological projects. In Section 4, I will consider the existing philosophical discussions of ethical acceptability, arguing that most of these studies are conceptual and lack empirical input. In Section 5, I will present the Rawlsian wide reflective equilibrium as one possible method for merging empirical social science studies on acceptance with conceptual ethical acceptability analyses. Section 6 will propose ways in which the wide reflective equilibrium (WRE) might be used to bridge the acceptance-acceptability gap for multinational repositories. In Section 7, I will offer my conclusions.

2. SOCIAL ACCEPTANCE AND NEGLECTED ETHICAL ISSUES

The terms acceptance and acceptability have been used in different senses throughout the literature in the social sciences and humanities. In this article, I make the following distinction between social acceptance and ethical acceptability:

Social acceptance refers to the fact that a new technology is accepted—or merely tolerated—by a community.

Ethical acceptability refers to a reflection on a new technology that takes into account the moral issues that emerge from its introduction.

The former concept largely aligns with studies in social psychology that assess the level of acceptance of a new technology and identify potential hurdles, whereas the latter concept best aligns with the literature on ethics of technology. In discussion of risky technologies, a distinction is often made between the actual acceptance of technology and the normative questions concerning which levels of risk should be acceptable to the public; I make the same distinction in this article. Many authors have emphasized the interrelatedness of these two concepts where various technologies are concerned. Cowell et al., for instance, argue that acceptance is affected by perceptions of ethical concepts such as distributive and procedural justice. Huijts et al. reiterate the latter conclusion by empirically showing that in the case of sustainable energy technologies, the acceptance of individual members of the community is affected by those members’ social norms, as well as by their feelings about distributive and procedural justice.

Van de

---

4It should be mentioned that some ethical theories such as different forms of preferentialism do consider people’s actual preferences and wishes as necessary input for ethical decision making. These theories are, however, not very influential in applied ethics or in the ethics of risk, which is the primary focus of this article.
Poel points to “the danger of equating acceptance with acceptability” and argues that we need to account for how both notions may be related.\textsuperscript{(19,p. 191)}

Here I build on the same line of reasoning, arguing that good governance of risky technology requires the two concepts of acceptance and acceptability to be addressed in conjunction; I present a method for bridging this gap in Section 5.

The remainder of this section identifies several issues that current studies on social acceptance do not usually take into account, as well as cases that remain problematic even in light of the social acceptance that supposedly already pertains to them. Generally speaking, one could distinguish between two categories of problem, namely, principal problems and instrumental problems of acceptance through the participatory process. The former relates to the fundamental ethical issues that a participatory process cannot address such as intergenerational justice. The latter is about instrumental problems associated with the participatory process, such recognition and fair representation of stakeholders, full transparency, access to information, acknowledging the differences in power, etc. In the following paragraphs, both categories of problems are discussed in more details. I distinguish between six main issues.

First, acceptance is sometimes based on incomplete or even faulty information. Wigley and Shrader-Frechette present a case study of a uranium enrichment facility in Louisiana that asked local communities to “nominate potential sites for a proposed chemical facility.”\textsuperscript{5} Although the communities did apparently nominate host sites, there were several inherent ethical problems with this situation. For one, the company never informed the local communities about the exact nature of these “chemical plants”; enrichment facilities are indeed chemical plants, but they are very specific types with radiological risks. In addition, the company never presented probabilistic risk assessment or a quantitative determination of the impacts. Thus “it [was] impossible to know, reliably, the actual risks associated with the plant” when accepting those risks.\textsuperscript{(20,p. 72)}

Second, there is the question of which public(s) should accept a new technology. In the last case study, concerning the site-application process, Wigley and Shrader-Frechette argue that the opinions of host communities located very close to the proposed facilities were not considered; instead, communities located farther away from the facilities were consulted.\textsuperscript{(20,p. 73)} Walker presents examples of local communities opposing wind parks whereas the broader public endorsed this same energy technology.\textsuperscript{(7)}

Third, distributional issues underlie new technologies, both spatially and temporally. When siting risky facilities, there are several fundamental ethical issues that need to be addressed in the realm of the spatial, including questions about how the environmental burdens and benefits should be distributed. In addition, there are also more practical questions with ethical relevance, such as the matter of how to establish an acceptable distance between potential major accidents with risky technology and exposed residents.\textsuperscript{(21–23)}

In addition, there are the more ethically complex issues surrounding temporal distributions, alternatively known as intergenerational issues.\textsuperscript{6} For instance, at what pace we should consume nonrenewable resources, and what level of change in the climatic system will be acceptable to future generations. These questions become especially intricate when new technology that could help us safeguard future interests would compromises the interests of people alive today. Such a situation gives rise to moral questions that are not easy to address in public acceptance studies. For example, do we have a moral obligation to provide benefits for or prevent losses to future generations, if that comes at a cost to ourselves?\textsuperscript{(24–26),7}

Fourth, a risky technology might be accepted for reasons that are morally wrong. This issue regularly arises in discussions of siting, and in connection with the issue of compensating local communities. Compensation is legitimate and uncontroversial when a host community is exposed to additional risks and burdens, whereas the benefits of new technologies (or facilities) are more widely dispersed; in such

\textsuperscript{5}This is a quotation from the draft Environmental Impact Statement of the U.S. Nuclear Regulatory Commission (NRC). It is quoted here from page 71 of Ref. 20.

\textsuperscript{6}Strictly speaking, we must distinguish between temporal and intergenerational issues because not all temporal issues are also intergenerational. The question of how to distribute tax burdens over a period of a few years does have a temporal component, but it is not intergenerational.

\textsuperscript{7}There are some studies that have explicitly addressed these future effects in the course of public deliberation. There are two examples of the deliberations of mini-publics in the areas of fishery decision making and Canadian nuclear waste management; see Refs. 29 and 30. Another example involves evolutionary game theory in economics; see, for instance, Ref. 31. These are, however, exceptions to the rule.
cases compensation, also referred to as community benefit, is meant to address the unequal distribution of burdens and benefits. But Hannis and Rawles correctly argue that, without sound ethical guidelines regarding “who decides [or should decide] whether, or at what point, it is reasonable to expect a host community to accept [it],” compensation might well become an “exploitative, misleading or manipulative” instrument. These authors warn of situations in which compensation could be abused to “bribe” local communities.

Fifth, a technological project could be accepted on the basis of a faulty or unfair procedure. It has been widely acknowledged and empirically shown that, in addition to having a fair outcome (as, e.g., in the distribution of burdens and benefits), what very much matters is having a fair procedure in decision making. In social acceptance studies, the relevance of “procedural justice” issues has also been acknowledged, leading to a growing body of work on the participatory approach to decision making in regard to new technologies. Indeed, it is now common practice to recognize a normative rationale for participation as a political right for citizens; “the case for participation should begin with a normative argument that a purely technocratic orientation is incompatible with democratic ideals.” However, the normativity of new technology is not to be approached only via participation. As discussed in this section, there are various other important ethical issues that a fair procedure for participation does not necessarily solve. It is crucial, however, to explicitly acknowledge procedural justice as a relevant moral issue that needs to be addressed. In addition to participation, at the very least the two other key issues of recognition and power must be considered. Those who will potentially be affected by a decision must be identified and recognized; they must be able to fully and freely participate in the decision-making process, which means we need to acknowledge that some stakeholders may have fewer available opportunities to take part in such a process. Achieving procedural justice is more problematic when it comes to projects with transnational consequences, which brings me to the last issue.

Sixth, some technological projects engender international risks. For instance, some of the technological solutions presented for dealing with climate change, such as geoengineering (i.e., intentional climate change designed to reverse undesired change), raise serious international procedural and distributive justice issues as well as questions regarding international governance and responsibility. The multinational character of such proposals makes it virtually impossible to address their desirability only in social acceptance studies.

This list is naturally not exhaustive. More importantly, the issues mentioned should not be viewed in isolation because at times it is the convergence of different issues that makes a case particularly relevant from an ethical perspective. In the next section, I will present an example that shows how crucial moral aspects of a situation can easily be overlooked if we focus exclusively on “social acceptance.”

3. WHEN PUBLIC ACCEPTANCE ALONE MIGHT FAIL: MULTINATIONAL NUCLEAR WASTE REPOSITORIES

Despite international consensus that any country producing nuclear waste is responsible for its disposal, policymakers are increasingly considering the possibility of multinational repositories for the joint disposal of nuclear waste. This is especially true in Europe, where the European Parliament and the European Commission have already expressed interest in multinational repositories. A group of waste management organizations in several E.U. member states is currently exploring the feasibility of creating such repositories in Europe.

Multinational repositories have serious advantages where safety, security, and economics are concerned, but they also give rise to a range of institutional, legal, financial, and political issues. Furthermore, it has been widely acknowledged that they raise several ethical issues that need to be addressed. In tackling these ethical issues, scholars have argued that it will be absolutely essential to establish national and local acceptance. That is undoubtedly a necessary requirement, but it is not a sufficient criterion, as I argue in Section 2. The associated ethical issues revolve around intergenerational and international justice. Let me elaborate on these two issues.

As regards intergenerational justice, multinational repositories could well be beneficial from the point of view of justice to posterity; they would give us access to a larger variety of geologic host sites, allowing us to choose the geological formations that best guarantee long-term protection. Moreover, the
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8See the website of the European Repository Development Organization for more information: http://erdo-wg.eu/.
number of risky facilities would thus be reduced. This would decrease the risk of human intrusion in the far future, if knowledge about the location of the repositories were to be lost.  

Multinational repositories are therefore to be preferred from the perspective of compliance with intergenerational justice. However, they inevitably give rise to international injustice because one nation is always expected to accept another nation’s waste. This injustice might not be evident at first glance, especially when the host country willingly takes the waste (or, in other words, when the criterion of social acceptance has been met). While this acceptance among communities and nations is necessary, it might turn out to be morally problematic. The consent of the host country could, for instance, stem from an imbalance in the economic or political power of the two countries. If social acceptance is taken as the sole criterion for choosing host sites, then we could easily end up with situations in which waste is regularly transferred from richer to poorer countries, as the latter are likely to be more receptive to economic incentives.

The issue of international justice can be divided into procedural and distributive subtopics. As regards procedural justice, the issues of recognition, participation, and power need to be carefully considered in the international setting. The distributive justice issue will raise questions about how to compensate and whom to compensate when we are dealing with different communities and regions in different countries.

These are just a few ethical issues that multinational nuclear waste repositories could engender, and they are not typically addressed in social acceptance studies. Similar issues are also associated with other technologies that have international and intergenerational significance, such as geoengineering.

4. ETHICAL ACCEPTABILITY AND THE LACK OF STAKEHOLDERS’ OPINIONS

In the sections above, I argue that social acceptance studies do not typically address all the morally relevant features of risky technologies. Therefore, a single-minded focus on social acceptance can easily obscure more fundamental ethical issues. In this section, I will consider the notion of ethical acceptability as it has been used in ethics of technology.

There is a growing body of literature in applied ethics that takes up the issue of the ethical acceptability of risky technologies.[13,14,27] Inspired by biomedical ethics, philosophers have proposed several criteria for evaluating the ethical acceptability of technological risk, such as voluntariness, informed consent, and fair compensation. The existing ethical analyses of technological risk are predominantly conceptual, and do not usually include stakeholders’ opinions. I argue that a sound ethical evaluation needs empirical input; it should therefore take the opinions of stakeholders into account, for the following three reasons.

First and foremost, whenever risk is being imposed on an individual, that individual has the (moral) right to be informed about and to consent to the risk. The moral right to be informed has been formalized in environmental law with the Aarhus Convention, which grants a number of rights to the public; it mentions (i) “access to environmental information” and (ii) “public participation in environmental decisionmaking.”[10] Consenting to this risk is an additional criterion from the informed consent principle. Although this principle is straightforwardly applicable in biomedical ethics, where the interest of just one individual patient is usually at stake, extending it to include collective technological risk can be rather problematic. As Hansson argues, informed consent is “associated with individual veto power, but it does not appear realistic to give veto power to all individuals who are affected for instance by an engineering project.”[53, p. 149] In the same vein, although we must respect the rights of each sovereign individual who is exposed to risk, modern societies would not be able to operate if all risk imposition were prohibited.[54, p. 21] Stakeholders’ differing and sometimes diverging values make such an arrangement not only practically but also morally problematic.[55,11] Yet, it is important to acknowledge the plurality of opinions among the

---

9 Elsewhere I defend this claim in detail.[51]

10 Although this convention primarily refers to “the state of the environment,” it also includes “the state of human health and safety where this can be affected by the state of the environment.” This quotation is from the website of the U.N. Economic Commission for Europe; see http://ec.europa.eu/environment/aarhus/ (retrieved on February 1, 2016).

11 Doorn puts forward this argument for different conceptions of responsibility among different team members in R&D networks, but the rationale of the argument applies to any situation in which “acceptance” will depend on diverging and sometimes conflicting values.
stakeholders and to account for those opinions in decision making as much as possible.\textsuperscript{56,57} Second, and at a more fundamental level, one could argue that stakeholders’ opinions ought to be included for the sake of pluralism—which is “a cornerstone of democracy because it features multiple centers of power, counters authoritarianism, and provides the basic grist for political debate.”\textsuperscript{58} In the context of the acceptability of technological risk, pluralism means acknowledging the diversity of cultural and moral values.\textsuperscript{59,60} This issue will be discussed in the next section, where I argue that diverging moral values does not necessarily mean that people cannot agree.

Third, on a more practical note, stakeholders’ opinions should be included because those stakeholders have unique local and contextual knowledge.\textsuperscript{61,62} Against the popular belief that laypeople’s understanding of risk is emotional and hence irrational, Roeser argues that emotional responses to risk—especially the responses of those who are exposed to such risk—can be an invaluable source of insight into risk-related ethical issues.\textsuperscript{63,64} So, instead of being dismissed, those emotions should be taken seriously in the ethical contemplation.\textsuperscript{12}

5. HOW TO BRIDGE THE GAP WITH THE WIDE REFLECTIVE EQUILIBRIUM

So far, I have argued that social acceptance studies do not typically take the ethical issues surrounding risky technology into account (Section 3), although ethical acceptability analyses of technological risk are predominantly conceptual and do not include stakeholders’ opinions (Section 4). One possible tool for marrying the two concepts is the WRE, as introduced by Rawls\textsuperscript{67,68} and developed by Daniels.\textsuperscript{69–71} This iterative method alternates between analyzing the lower levels considered judgments of individuals about specific situations and analyzing the top level of theoretical moral considerations; between these two levels of judgment and theory, there is a mid-level of principles or rules that we believe govern our intuition. Ideally, the WRE iterations continue until we arrive at a coherence or an equilibrium among the three levels.

In principle, the WRE was developed as a model of moral thinking meant to consider “a given individual at a given time.”\textsuperscript{69} But earlier studies also proposed that it could, for instance, be used to analyze and organize public debates surrounding a specific topic.\textsuperscript{72} Particularly in biomedical ethics, it has proven to be a suitable method for dealing with practical moral problems.\textsuperscript{73} For instance, it has helped to integrate the moral judgments of health-care professionals with insights from ethical theories.\textsuperscript{74,75} In the context of technological development, the WRE has been used to account for the moral judgments of the actors involved in R&D networks\textsuperscript{76} and to organize moral deliberation on the topic of responsibility distribution in the research setting.\textsuperscript{55}

I argue that the process of reaching an equilibrium via the WRE can be understood as a way of bridging the proverbial gap between acceptance and acceptability. Building on Van de Poel,\textsuperscript{19} I argue that public acceptance studies most resemble the lower level of considered moral judgments, whereas ethical acceptability analysis occurs mostly at the top level of moral theory.\textsuperscript{13} For this process to be feasible, we need to assume that people who have different interests and value systems can in principle agree about what is best for everybody. Acknowledging the plurality of moral frameworks in a democratic society,\textsuperscript{77} Rawls claims that people with different worldviews do at least share some common elements of their individual wide reflective equilibria that pertain to an overlapping consensus. Reasonableness has an important place in this argument because only reasonable citizens will weigh their own and others’ considered convictions, as a result of which a reasonable overlapping consensus can emerge.\textsuperscript{14}

\textsuperscript{12}See also Refs. 65 and 66.\textsuperscript{13} Although I follow Van de Poel\textsuperscript{19} in applying the coherentist (Rawlsian) approach for relating the two concepts of acceptance and acceptability, our conceptualizations of the notions and the relation between them are slightly different. Van de Poel conceives of acceptance as “an equilibrium in which moral principles and background theories are adjusted to given considered judgments” whereas acceptability should “also critically scrutinizes considered judgements from a variety of moral theories and background principles.”\textsuperscript{79} In this conceptualization, acceptability is the more comprehensive notion that inherently encompasses acceptance. I argue that acceptance takes place at the level of considered judgement about a specific situation, while acceptability occurs at the top level of applying moral theory to that specific situations. So, I conceive of them as two distinct concepts that could be connected through the WRE and should ideally culminate in the mid-level guiding principles with sufficient bearing on both moral theory and stakeholders’ judgements.\textsuperscript{14} Reasonable citizens, in Rawls’s understanding, are those who have the “willingness to propose and to abide by, if accepted, what they think others as equal citizens with them might reasonably accept as fair terms of social cooperation.”\textsuperscript{78}
As stressed above, the WRE approach is based on several assumptions and it is unthinkable that a coherence between the three levels might not be achievable in specific situation (and a consensus would be completely out of reach). Moreover, the WRE is certainly no panacea for resolving moral conflicts. Yet, as rightfully argued by Van de Poel, a lack of consensus could also be a “source of debate, argumentation and reflection.”

Moreover, in other words, one might argue that establishing a complete coherence between the three levels is the ideal (perhaps often unfeasible) solution while we are seeking for the best approximation of that ideal. More precisely, we want to investigate if an acceptable approximation of the ideal is achievable. When there is no consensus, this endeavor could lay bare the reasons of dissensus both with regard to social acceptance and to fundamental moral questions. So, while the WRE cannot give a decisive answer to moral dilemmas, it could help us identify those dilemmas. Moreover, including stakeholders’ judgment in moral dilemmas could help us formulate an informed response to such dilemmas; in the following section, I will give an example of such situations.

In sum, reflecting on the expressed judgment is an inherent part of this method, both reflections from a technical point of view (and when it comes to the issues of technological risks and uncertainties) and from a moral point of view. In social practice, this requires that the person involved in the judgment must have both the ability and the willingness to engage in reflection and, again, this is an assumption that needs empirical substantiation, but in general the purpose of the WRE method is to facilitate a reflection and to investigate if the acceptance-acceptability gap can be sufficiently bridged.

6. HOW TO BRIDGE THE ACCEPTANCE-ACCEPTABILITY GAP FOR MULTINATIONAL REPOSITORIES

Let me elaborate on how the framework of WRE could be used to bridge the acceptance-acceptability gap in the earlier discussed case of multinational repositories. In other words, how can we discover whether a reasonable overlapping consensus can be reached in such a case? As mentioned in Section 3, the ethical issues associated with multinational repositories revolve around international (procedural) and intergenerational justice. Following the WRE analogy, these justice notions must therefore be placed at the top level of abstract moral theory. The bottom level is connected to the considered opinions of stakeholders in the different countries involved. The top and bottom level should then resonate with the mid-level of principles, which should guide and govern the development of such repositories. So the first question is whether the notions of justice that are discussed in the philosophy literature have any bearing on the mid-level principles. Such analysis does not have to start from scratch because issues of justice surrounding nuclear energy production and waste management have been discussed for at least three decades. The very idea of disposing of nuclear waste deep underground stems from an interpretation of the notion of intergenerational justice: “Radioactive waste shall be managed in such a way that will not impose undue burdens on future generations.” Likewise, various procedural justice principles have played a role in shaping nuclear waste management policies. One might think of the principles of transparency and openness in nuclear waste management, or the principle of early and inclusive participation. All these considerations are, however, mainly about national radioactive waste management policies; To what extent would they apply to multinational repositories? Considering the international risk and the requirements of international decision making, new or
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15The literature on “Reflective learning” provides part of this substantiation. Most notably, Van de Poel and Zwart have empirically tested this claim by applying it to the R&D Network and to achieving overlapping consensus about the moral issues associated with a sewage treatment technology.

16Let me reiterate that the WRE is only one possible method for doing this. Another method is discourse ethics, as most prominently defended by Jürgen Habermas. Discourse ethics rests on the assumption that it is the engagement in communicative action that helps us recognize the normative rightness of an argument and it was presented by Habermas for structuring the deliberation between different stakeholders that do not necessarily subscribe to the same values. In this way, Habermas’s discourse ethics claims to be able to assess the moral rightness of a judgment by ensuring the impartiality of the process of making judgments, unlike Rawls, who focuses on the impartiality of the individuals involved in making a moral judgment. It is not my intention to compare the Rawlsian and Habermasian approach here. My aim in this article is only to show the potential and difficulties of the WRE method, as a method that has been used in other areas of applied ethics too. Indeed, these very short accounts do not do justice to Rawls’s and Habermas’s sophisticated and extensive discussions. Interested readers should consider original sources by Rawls and Habermas and their exchange on the WRE and other related issue.

17It goes without saying that this endeavor does not imply that such a reasonable overlapping consensus exists. The outcome of the analysis could very well be that consensus is impossible.
modified principles may be needed to govern multi-
national repositories.

The aim of applying the WRE method is, there-
fore, to determine whether there is an overlapping
consensus to be found regarding the principles for
good governance of multinational repositories. The
key questions here are whether the existing national
principles (i) sufficiently encompass the transnational
and intergenerational risk of multinational reposi-
tories, and (ii) sufficiently reflect stakeholders’ opin-
ions in the different countries involved.

As mentioned earlier, one aim of bridging the
acceptance-acceptability gap is to explicitly address
the ethical issues at hand. This conceptual analysis,
however, can sometimes only lay bare certain eth-
ical dilemmas. Section 3 gives an example of this
phenomenon, showing that although multinational
repositories are to be preferred from the perspec-
tive of justice to future generations, they can cre-
ate intragenerational/international injustice. Indeed,
this dilemma could be addressed in a conceptual nor-
mative analysis, but also at this level, the plurality
of the opinions of those who are performing such
analysis will become relevant; it is likely that there
would be different ethically defensible solutions to
disagreements. In a sense, the bottom-up analysis of
the considered judgments of stakeholders might val-
date different moral judgments. One could argue
that, other things being equal, the ethical analysis of
risky technology that counts on the support of those
who are exposed to those risks is the most defensi-
ble one. This shows how the two concepts of social
acceptance and ethical acceptability could be best
complementary.

Finally, for facilitating the WRE process, learn-
ing among the stakeholders should be incentivized.
This will allow them to reflect on the existing prin-
ciples, the existing theories of justice, and each other’s
opinions. Ideally, we want stakeholders in differ-
ent countries to answer questions regarding the gov-
ernance of these multinational repositories without
knowing whether waste will be disposed of in their
country (or even their local community) or else-
where. Establishing such an ideal situation, how-
ever, will prove very difficult if not impossible; we
should therefore find the best approximation of this
state of affairs. For instance, stakeholders could be
asked to answer all questions as if they were in the
position of hosting the waste repository. This might
generate the most risk-averse answers, but in this way
we could ensure that a possible consensus would be
fair to all participants.

7. CONCLUSION

In this article, I have argued that concentrat-
ing solely on social acceptance of risky technology
threatens to obscure several important moral issues,
especially when it comes to technologies with in-
ternational and intergenerational risks. Good gov-
ernance of risky technology must involve address-
ning both social acceptance and ethical acceptability.
Conceptually, it is helpful to combine these notions
because they are mostly complementary; social ac-
ceptance studies are often in need of an ethical ad-
dendum, while existing ethical analysis would very
much benefit from including stakeholders’ opinions.

One method for bridging this gap is the wide re-
flexive equilibrium, which aims to establish a coher-
ence among the three levels of ethical theory, guiding
principles and stakeholders’ considered moral judg-
ments. Although complete coherence seems to be the
ideal (perhaps unrealistic) solution, we must be seek-
ing for the best approximation of that ideal. More
precisely, we want to investigate if an acceptable ap-
proximation of that ideal, or a reasonable overlapping
consensus, is achievable.

Reflecting on an expressed judgment is an in-
herent part of this method, which means that people
should have the ability and the willingness to engage
in reflection. Hence, according to this framework,
reaching a shared opinion does not necessarily re-
quire all stakeholders to have the same moral frame-
work or the same value system. What it does require
is that all stakeholders be reasonable citizens—in the
Rawlsian sense—who are willing to reflect on their
opinions and consider the opinions of others.

Section 6 elaborates on how the WRE analysis
could be applied to the case of multinational nuclear
waste repositories. My aim has been to show several
steps for implementing the WRE in a hypothetical
situation. In so doing, there are several potential
problems and difficulties, such as how to deal with
different (and diverging) resolutions of moral dilem-
mas and how to incentivize the learning process (and
thereby arrive at considered moral judgments). I
have argued that, at the minimum, the WRE method
could help identify the underlying reasons for dis-
sensus both with regard to social acceptance and

---

18 Rawls refers to decisions made behind a veil of ignorance when
participants “do not know how the various alternatives will af-
fect their own particular case and they are obliged to evaluate
cases solely on the basis of general considerations.” [107, p. 118]
ethical acceptability. Moreover, although the WRE cannot give a decisive answer to moral dilemmas, including stakeholders’ judgment in moral dilemmas could help us formulate an informed response to such dilemmas.

Indeed, the usability of WRE for bridging the acceptance-acceptability gap needs to be empirically tested, but if successful, the proposed approach in this article could enrich conceptual ethical analysis by adding stakeholders’ moral judgments. At the same time, it could broaden social science studies by adding an explicit analysis of the moral aspects of technology. This endeavor is worthwhile because only when they are discussed in conjunction, are social acceptance and ethical acceptability analyses relevant for good governance of risky technologies.

ACKNOWLEDGMENTS

Earlier drafts of this article were presented at the conference on Ethics and Epistemology of Nuclear Waste Management, held in Lorraine (France) in 2013, the Second International Symposium on Ethics and Environmental Health, held in in Buđewis (Czech Republic) in 2014, the Annual Conference of International Studies Association, in Toronto (Canada) in 2014, and at the 27th International Summer Symposium on Science and World Affairs, held in Nagasaki (Japan) in 2015. In addition to thanking the audiences at these conference, I wish to thank Neelke Doorn, Ibo van de Poel, and three anonymous reviewers for their helpful comments. Any omissions or mistakes remain my responsibility. My work for this article was funded by the Netherlands Organization for Scientific Research (NWO), under grant number 275-20-040.

REFERENCES

1. Covello VT, Merkhofer MW. Risk Assessment Methods: Approaches for Assessing Health and Environmental Risks. New York: Plenum Press, 1993.
2. NRC. Reactor Safety Study: An Assessment of Accident Risks in U.S. Commercial Nuclear Power Plants. WASH-1400-MR; NUREG-75/014-MR. Washington, DC: Nuclear Regulatory Commission, 1975.
3. Doorn N, Hansson SO. Should probabilistic design replace safety factors? Philosophy and Technology, 2011; 24(2):151–168.
4. Wynne B. Risk and social learning: Reification to engagement. Pp. 275–297 in Krimsky S, Goldberg D (eds). Social Theories of Risk. Westport: Praeger, 1992.
5. Flynn R, Bellaby P (eds). Risk and the Public Acceptance of New Technologies. New York: Palgrave Macmillan, 2007.
6. Chung K. Nuclear power and public acceptance. IAEA Bulletin, 1990; 32(2):13–15.
7. Walker G. Renewable energy and the public. Land Use Policy, 1995; 12(1):49–59.
8. Sjöberg L. Local acceptance of a high level nuclear waste repository. Risk Analysis, 2004; 24(3):737–749.
9. Wüstenhagen R, Wolsink M, Bürer MJ. Social acceptance of renewable energy innovation: An introduction to the concept. Energy Policy, 2007; 35(5):2683–2691.
10. Huijts NMA, Molin EJE, Steg L. Psychological factors influencing sustainable energy technology acceptance: A review-based comprehensive framework. Renewable and Sustainable Energy Reviews, 2012; 16(1):525–531.
11. Di Ruggiero O. Anticipating Public Acceptance: The Hydrogen Case. PhD thesis at Delft University of Technology, 2014.
12. Schulte I, Hart D, Van der Vorst R. Issues affecting the acceptance of hydrogen fuel. Introduction to Journal of Hydrogen Energy, 2004; 29(7):677–685.
13. Hansson SO. Ethical criteria of risk acceptance. Erkenntnis, 2003; 59(3):291–309.
14. Asveld L, Roesser S (eds). The Ethics of Technological Risk. London: Earthscan, 2009.
15. Grunwald A. Technology policy between long-term planning requirements and short-ranged acceptance problems. New challenges for technology assessment. Pp. 99–147 in Grin JJ (ed). Vision Assessment: Shaping Technology in 21st Century Society. Berlin: Springer, 2000.
16. Batel S, Devine-Wright P, Tangeland T. Social acceptance of low carbon energy and associated infrastructures: A critical discussion. Energy Policy, 2013; 58:1–5.
17. Cowell R, Bristow G, Munday M. Acceptance, acceptability and environmental justice: The role of community benefits in wind energy development. Journal of Environmental Planning and Management, 2011; 54(4):539–557.
18. Oosterlaken I. Applying value sensitive design (vsd) to wind turbines and wind parks: An exploration. Science and Engineering Ethics, 2015; 21(2):359–379.
19. Van de Poel IR. A coherentist view on the relation between social acceptance and moral acceptability of technology. Pp. 177–193 in Franssen M, Vermaas PE, Kros P, Meijers AWM (eds). Philosophy of Technology after the Empirical Turn. Switzerland: Springer, 2016. Available at: http://link.springer.com/book/10.1007/978-3-319-33717-3 11, Accessed September 29, 2016.
20. Wigley DC, Shrader-Frechette K. Environmental justice: A Louisiana case study. Journal of Agricultural and Environmental Ethics, 1996; 9(1):61–82.
21. Watson M, Bulkeley H. Just waste? Municipal waste management and the politics of environmental justice. Local Environment, 2005; 10(4):411–426.
22. Walker G. Environmental justice, impact assessment and the politics of knowledge: The implications of assessing the social distribution of environmental outcomes. Environmental Impact Assessment Review, 2010; 30(5):312–318.
23. Basta C Siting technological risks: Cultural approaches and cross-cultural ethics. Journal of Risk Research, 2011; 14(7):799–817.
24. Barry B. Sustainability and intergenerational justice. Pp. 93–117 in Dobson A (ed). Fairness and Futurity: Essays on Environmental Sustainability and Social Justice. New York: Oxford University Press, 1999.
25. Shrader-Frechette K. Duties to future generations, proxy consent, infra- and intergenerational equity: The case of nuclear waste. Risk Analysis, 2000; 20(6):771–778.
26. Hillerbrand R, Gilh M. Anthropogenic climate change: Scientific uncertainties and moral dilemmas. Physics Nonlinear Phenomenon, 2008; 237(14–17):2132–2138.
27. Taebi B. The morally desirable option for nuclear power production. Philosophy and Technology, 2011; 24(2):169–192.
28. Kermisch C. Specifying the concept of future generations for addressing issues related to high-level radioactive waste. Science and Engineering Ethics, 1–15, doi: 10.1007/s11948-015-9741-2.
29. MacKenzie MK, O’Doherty K. Deliberating future issues: Minipublics and salmon genomics. Journal of Public Deliberation, 2011; 7(1–Article 5).
30. NWMO. Choosing a way forward: The future management of Canada’s used nuclear fuel (final study) [Internet]. Ottawa (Ontario), Canada: Nuclear Waste Management Organization. 2005. Available at: http://www.nwmo.ca/studyreport, Accessed September 1, 2015.
31. Young HP. Equity: In theory and practice. Princeton, NJ: Princeton University Press, 1994.
32. Himmelberger JJ, Ratnick SJ, White AL. Compensation for risks: Host community benefits in siting locally unwanted facilities. Environmental Management. 1991; 15(5):647–658.
33. Ter Mors E, Terwel BW, Daamen DDL. The potential of host community compensation in facility siting. International Journal of Greenhouse Gas Control, 2012; 11(Suppl.):S130–S138.
34. Hannis M, Rawles K. Compensation or bribery? Ethical issues in relation to radwaste host communities. In Oughton D, Hansson SO (eds). Social and Ethical Aspects of Radiation Risk Management. Amsterdam: Elsevier, 2013.
35. Vermunt R, Törnbom KY. Introduction: Distributive and procedural justice. Social Justice Research, 1996; 9(4):305–310.
36. Sjöberg L, Drottz-Sjöberg BM. Fairness, risk and risk tolerance in the siting of a nuclear waste repository. Journal of Risk Research, 2001; 4(1):75–101.
37. Krüttli P, Staffuffer M, Pedolin D, Moser C, Scholz RW. The process matters: Fairness in repository siting for nuclear waste. Social Justice Research, 2012; 25(1):79–101.
38. Fiorino DJ. Citizen participation and environmental risk: A survey of institutional mechanisms. Science Technology and Human Values, 1990; 15(2):226–243.
39. Renn O, Weblter T, Wiedemann P (eds). Fairness and Competence in Citizen Participation: Evaluating Models for Environmental Discourse. Dordrecht: Kluwer Academic Publishers, 1995.
40. Cuppen E, Breukers S, Hissemhöller M, Bergsma E. Q methodology to select participants for a stakeholder dialogue on energy options from biomass in the Netherlands. Ecological Economics, 2010; 69(3):579–591.
41. Cipuliga AR, Cuppen E. The role of dialogue in fostering acceptance of transmission lines: The case of a France–Spain interconnection project. Energy Policy, 2013; 60:224–233.
42. Cotton M. Ethics and Technology Assessment: A Participatory Approach. Heidelberg: Springer. 2014 Available at: http://link.springer.com/content/pdf/10.1007/978-3-642-45088-4.pdf, Accessed February 18, 2016.
43. Sovacool B, Dworkin M. Global Energy Justice: Problems, Principles, and Practices. Cambridge: Cambridge University Press, 2014.
44. Paavola J, Adger WN. Fair adaptation to climate change. Ecological Economics, 2006; 56(4):594–609.
45. Pidgeon N, Parkhill K, Corner A, Vaughan N. Deliberating stratospheric aerosols for climate geoengineering and the SPICE project. Nature Climate Change, 2013; 3:451–457.
46. Risoluti P, McCombie C, Chapman N, Boutilier C. Legal & Business Options for Developing a Multinational/Regional Repository (Work Package 1). Brussels: European Commission Community Research, 2008.
47. McCombie C, Chapman N. Sharing the waste burden. Nuclear Engineering International, 2002; 47(S80):27–30.
48. IAEA. Developing Multinational Radioactive Waste Repositories: Infrastructure Framework and Scenarios of Co-operation. Vienna: IAEA, 2004.
49. Boutilier C, McCombie C, Mele I. Multinational repositories: Ethical, legal and political/public aspects. International Journal of Nuclear Law, 2006; 1(1):36–48.
50. Salzer P, McCombie C, Chapman C. Responsibilities and Financial Liabilities (Work Package 2). Brussels: European Commission Community Research, 2008.
51. Taebi B. Multinational nuclear waste repositories and their complex issues of justice. Ethics Policy and Environment, 2012; 15(1):57–62.
52. Bunn M, Holdren JP, Macfarlane A, Pickett SE, Suzuki A, Suzuki T, et al. Interim storage of spent nuclear fuel. A safe, flexible, and cost-effective near-term approach to spent fuel management. Managing the atom project, Harvard University, Cambridge, MA, and Project on Sociotechnics of Nuclear Energy, University of Tokyo, 2001.
53. Hansson SO. Informed consent out of context. Journal of Business Ethics, 2006; 63(2):149–154.
54. Hansson SO. An agenda for the ethics of risk. Pp. 11–23 in Asveld L, Roesser S (eds). The Ethics of Technological Risk. London: Earthscan, 2009.
55. Doorn N. Exploring responsibility rationales in research and development (R&D). Science Technology and Human Values, 2012; 37(3):180–209.
56. Cuppen E, Brunsting S, Pesch U, Feenstra Y. How stakeholder interactions can reduce space for moral considerations in decision making: A contested CCS project in the Netherlands. Environment Plan A, 2015; 47(9):1963–1978.
57. Dignum M, Correlje A, Cuppen E, Pesch U, Taebi B. Contested technologies and design for values: The case of shale gas. Science Engineering and Ethics, 22(4):1171–1191.
58. Dryzek JS, Niemeyer S. Reconciling pluralism and consensus as political ideals. American Journal of Politics and Science, 2006; 50(3):634–649.
59. Doorn N. Applying Rawlsian approaches to resolve ethical issues: Inventory and setting of a research agenda. Journal of Business Ethics, 2010; 91(1):127–143.
60. Correlje A, Cuppen E, Dignum M, Pesch U, Taebi B. Responsible innovation in energy projects: Values in the design of technologies, institutions and stakeholder interactions. Pp. 183–200 in Van den Hoven J, Koops EJ, Romijn HA, Swierstra TE, Oosterlaken I (eds). Responsible Innovation Volume II. Heidelberg: Springer, 2015.
61. Wynne B. Misunderstood misunderstanding: Social identities and public uptake of science. Public Understanding of Science, 1992; 1(3):281–304.
62. Jasanoff S. Science and citizenship: A new synergy. Science Public Policy, 2004; 31(2):90–94.
63. Roesser S. The role of emotions in judging the moral acceptability of risks. Safety Science, 2006; 44(8):689–700.
64. Roesser S. (ed). Emotions and Risky Technologies. Dordrecht: Springer, 2010.
65. Roesser S, Pesch U. An emotional deliberation approach to risk: Science, Technology and Human Values. doi: 10.1177/0162243915590231
66. Taebi B, Roesser S, Van de Poel I. The ethics of nuclear power: Social experiments, intergenerational justice, and emotions. Energy Policy, 2012;51:202–206.
67. Rawls J. A Theory of Justice. rev. ed. Cambridge, MA: Belknap Press of Harvard University Press, 1971.
68. Rawls J. Justice As Fairness: A Restatement. Cambridge, MA: Belknap Press, 2001.
69. Daniels N. Wide reflective equilibrium and theory acceptance in ethics. Journal of Philosophy, 1979; 76(5):256–282.
70. Daniels N (ed). Justice and Justification: Reflective Equilibrium in Theory and Practice. Cambridge: Cambridge University Press, 1996.
71. Daniels N. Reflective equilibrium. In Zalta EN (ed). The Stanford Encyclopedia of Philosophy, 2011 Available at:
http://plato.stanford.edu/archives/win2013/entries/reflective-equilibrium/, Accessed January 12, 2015.

72. Vorstenbosch J. Reflective equilibrium and public debate: How to cast the public's web of beliefs broadly enough. Pp. 177–190 in Van der Burg W, van Willigenburg T (eds). Reflective Equilibrium: Essays in Honor of Robert Heeger. Dordrecht: Kluwer Academic Publishers, 1998.

73. Beauchamp TL, Childress JF. Principles of Biomedical Ethics, 6th ed. New York and Oxford: Oxford University Press, 2009.

74. Van Delden JM, Van Thiel GJMW. Reflective equilibrium as a normative-empirical model in bioethics. Pp. 251–259 in van der Burg W, van Willigenburg T (eds). Reflective Equilibrium. Dordrecht: Kluwer Academic Publisher, 1998.

75. Van Thiel GJMW, Van Delden J. Reflective equilibrium as a normative empirical model. Ethical Perspective, 2010; 17(2):183–202.

76. Van de Poel I, Zwart SD. Reflective equilibrium in R & D networks. Science Technology & Human Values, 2010; 35(2):174–199.

77. Rawls J. Political Liberalism, expanded ed. New York: Columbia University Press, 1993.

78. Rawls J. Political liberalism: Reply to Habermas. Journal of Philosophy, 1995; 92(3):132–180.

79. Habermas J. Moral Consciousness and Communicative Action. Lenhardt c., Nicholsen SW (trans). Cambridge, MA: MIT Press, 1990.

80. Habermas J. Between Facts and Norms: Contributions to a Discourse Theory of Law and Democracy, Rehg W (trans). Cambridge, MA: MIT Press, 1996.

81. Habermas J. Reconciliation through the public use of reason: Remarks on John Rawls's political liberalism. Journal of Philosophy, 1995; 92(3):109–131.

82. IAEA. The Principles of Radioactive Waste Management. Vienna: IAEA, 1995.

83. COWAM. Quality of decision-making processes. Decision-Making Processes in Radioactive Waste Governance—Insights and Recommendations. Work Package 3. Paris: COWAM II, 2007. Available at: http://www.cowam.com/IMG/pdf_cowam2_WP3_v2.pdf, Accessed September 1, 2015.