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Abstract. We consider the subsonic moving point source problem for the scalar wave equation in $\mathbb{R}^3$, proving a regularity result for the direct problem, and uniqueness and stability results for the inverse problem. We then present and investigate numerically a Bayesian framework for the inference of the source trajectory and intensity from wave field measurements. The framework employs Gaussian process priors, the pre-conditioned Crank-Nicholson scheme with Markov Chain Monte Carlo sampling, and conditioning on functionals to include prior information on the source trajectory.

1. Introduction

This work concerns the moving source problem for the scalar wave equation in $\mathbb{R}^3$, 

\[
\begin{cases}
    c^{-2} \partial_t^2 u - \Delta u &= q(t) \delta_p(t) \in C^m([0,T], \mathcal{E}^{0}(\mathbb{R}^3)), \\
    u(0+, x) &= 0, \quad x \in \mathbb{R}^3, \\
    \partial_t u(0+, x) &= 0, \quad x \in \mathbb{R}^3.
\end{cases}
\]

Here $m \in \mathbb{N}$ is fixed, $c \in \mathbb{R}^+$ is the constant wave speed, $T \in \mathbb{R}^+$ is a fixed final time, $p \in C^{m+1}([0,T], \Omega_0)$ is the source trajectory (with $\Omega_0 \subset \mathbb{R}^3$ an open, bounded, simply connected domain), $q \in C^m([0,T])$ is the nonnegative-valued source intensity, $\delta_a$ is the Dirac delta supported at $a \in \mathbb{R}^3$, and $\mathcal{E}^{0}(\mathbb{R}^3)$ is the space of compactly supported distributions. We consider subsonic sources, that is, we assume 

\[
|p'(t)| < c, \quad t \in [0,T].
\]

The fundamental solution $E_+ \in C^\infty([0,T], \mathcal{E}^{0}(\mathbb{R}^3))$ of the wave operator, given by [11, Section 6.2, Eqs. (6.2.4)’ and (6.2.6)’]

\[
E_+ (t)(\phi) = \frac{c^2 t}{4\pi} \int_{\omega \in S^2} \phi(ct\omega)d\omega, \quad t \in [0,T], \quad \phi \in C^\infty(\mathbb{R}^3),
\]
satisfies
\[
\begin{cases}
(c^{-2}\partial^2_t - \Delta)E_+(t) = \delta_0, & t \in ]0, T[, \\
E_+(0+) = 0, \\
\partial_t E_+(0+) = c^2\delta_0,
\end{cases}
\]
and the solution [11, Theorem 6.2.4]
\[
u(t, \cdot) = \int_0^t E_+(t - s) \ast (q(s)\delta_{p(s)})ds
\]
(3) \quad \text{where } 4 \pi \int_0^t q(s)(t - s)\int_{\omega \in S^2} \delta_{c(t-s)\omega + p(s)}d\omega ds \in C^\infty([0, T], C^0(\mathbb{R}^3)),

of (1) is the field radiated by the point source. It is well-known [14] that \(u(t, x)\) can be expressed using the Liénard-Wiechert retarded potential
\[
(4) \quad u(t, x) = \begin{cases}
\left(\frac{c}{4\pi}\right)q(\tau(x,t))|x - p(\tau(x,t))|^{-1}h(x, \tau(x,t))^{-1}, & |x - p(0)| < ct, \\
0 & \text{otherwise},
\end{cases}
\]
where \(\tau(x, t)\) is given implicitly by
\[
(5) \quad c(t - \tau(x, t)) = |x - p(\tau(x, t))|,
\]
and
\[
(6) \quad h(x, \tau) = c - \frac{x - p(\tau)}{|x - p(\tau)|}p'(\tau) \quad \text{for } x \neq p(\tau).
\]
Notice that since \(p\) satisfies the inequality (2), we have
\[
\frac{d}{d\tau} (\tau \mapsto t - c^{-1}|x - p(\tau)|) \leq c^{-1}|p'(\tau)| < 1,
\]
so the fixed point problem (5) has a unique solution.

Now let \(\Omega\) be a bounded and connected domain with a \(C^2\) boundary \(\partial\Omega\), and such that \(\overline{\Omega_0} \subset \Omega\). We denote by \(\nu(x)\) the unit outward normal vector at \(x \in \partial\Omega\). In the following we measure the trace of the solution \(u\) at the measurement surface \(\Gamma \subseteq \partial\Omega\) that is open in the induced topology on \(\partial\Omega\), and that is not included in any plane intersecting \(\Omega\). The inverse moving source problem we consider is to reconstruct \(p\) and \(q\), given a measurement \(u|_{[0, T] \times \Gamma}\); the associated forward problem is to find \(u\) given \(p\) and \(q\). We must turn off the source at a time \(T_0 < T\) (i.e., \(q(t) = 0\) for \(t \in [T_0, T]\)) to have any chance of uniqueness of solution of the inverse problem, due to the finite speed of wave propagation. We consider \(T\) large enough to allow the information about \(p\) and \(q\) for \(t \in [0, T_0]\) to propagate towards the measurement set \(\Gamma\), that is,
\[
(7) \quad T > T_0 + \sup\{|x - y|/ct, \ x \in \Gamma, \ y \in \Omega_0\} := T^*.
\]
We further assume that the set \(\{t \in [0, T_0], \ q(t) = 0\}\) has zero measure. This prevents the situation where two trajectories are indistinguishable because the source does not radiate where the trajectories are not aligned. Finally, if \(\Gamma\) is included in a plane \(P\) intersecting \(\Omega\) then one is unable to distinguish the field measurements from pairs of sources constructed using the same intensity, and by translating a trajectory confined in \(P \cap \Omega\) to two different planes parallel to \(P\) and at the same orthogonal distance from \(P\). (More generally, trajectories mirrored across \(P\) and having the same amplitude profile \(q\) would also produce the same field measurements.)
The inverse moving source problem for the wave equation was treated in many recent works [20, 17, 13, 12, 10]. Different approaches have been considered for solving it. In [8, 21], the authors have applied direct algebraic methods for reconstructing stationary point sources from boundary measurement. Later, in [20], this approach was extended to the problem of moving sources with a strong assumption on their trajectories. A different algebraic method for the identification of a single moving source using measurements of the retarded potential and all its derivatives at a single observation point was provided in [18]. Optimization techniques were also applied in solving the inverse problem (see for instance [5, 15, 16, 22]). Recently a Lipschitz stability estimate was derived for recovering a single moving point source from the knowledge of the field at six well-chosen points on the boundary assuming that the intensity is a known constant [10]. Notice that when the point source is stationary the inverse problem is well studied, and Hölder type stability estimates are derived using a single boundary measurement [2, 3].

Our main theoretical results concern the regularity of solution of the forward problem, and the uniqueness and stability of solution of the inverse problem.

**Theorem 1.** Let \( u \) be the solution of the system (1). Then 
\[
  u \in C^\infty([0, T], H^{m-1/2-\varepsilon}(R^3)),
\]
for every strictly positive \( \varepsilon \). Moreover,
\[
  u \in C^\infty([0, T], C^\infty(R^3 \setminus \cup_{s=0}^{T_0} \overline{B}_{p(s)}(c(T_0 - s)))),
\]
and \( u(t, \cdot) \) is \( C^\infty \) in 
\[
  \{|x - p(s)| < c(t - s), \ 0 \leq s \leq \min\{t, T_0\}\} \setminus p([0, T_0]).
\]
Finally,
\[
  u(t, \cdot)|_\Gamma = 0 \quad \text{for } t \in [T^* + \infty],
\]
with \( T^* = T_0 + \sup\{|x - y|/c, \ x \in \Gamma, \ y \in \Omega_0\} \).

**Theorem 2.** Assume that \( \partial \Omega \) is real analytic. Then the field measurement \( u|_{[0, T] \times \Gamma} \) determines the source trajectory \( p \) and intensity \( q \) uniquely.

**Theorem 3.** Let \( u_j \) be the solution of the system (1) with \( q = q_j \), and \( p = p_j \) for \( j = 1, 2 \). Assume that \( \|q_j\|_{C^1([0, T_0])} \leq M_q \) and \( \|p_j\|_{C^2([0, T_0])} \leq M_p \) for \( j = 1, 2 \).

Let \( \rho \in [0, T_0] \), \( q_0 \) and \( c_0 \) be strictly positive constants. Assume
\[
  q_j(t) \geq q_0, \ \forall t \in [0, T_0 - \rho], \tag{8}
\]
and
\[
  1 - c^{-1}p_j'(t) \geq c_0, \ \forall t \in [0, T], \ j = 1, 2. \tag{9}
\]
Let
\[
  \varepsilon = \sup_{k \in S} \int_{\mathbb{R} \times \partial \Omega} \left( c^{-1} |\partial_t u(t - c^{-1} \hat{k} \cdot x, x)| + |\partial_{\nu} u(t - c^{-1} \hat{k} \cdot x, x)| \right) H(t - c^{-1} \hat{k} \cdot x) d\sigma(x) dt,
\]
where \( u = u_1 - u_2 \). Then for \( \varepsilon \in [0, q_0(T_0 - \rho)] \), we have
\[
  \|q_1 - q_2\|_{C^0([0, T_0 - \rho])} + \|p_1 - p_2\|_{C^0([0, T_0 - \rho])} \leq C \varepsilon, \tag{10}
\]
where $H$ is the Heaviside function, and $C > 0$ is a constant that only depends on $c_0$, $q_0$, $T_0$, $c$, $M_q$, and $M_p$.

We prove Theorems 1–3 in Section 2, and describe our framework for Bayesian inference of source amplitudes and trajectories in Section 3. Finally, we show and discuss our numerical results in Section 4.

2. Proofs of theorems 1–3

2.1. Proof of Theorem 1 (regularity of solution of the forward problem).

Using the fact that

$$
\int_{\omega \in S^2} \exp \left( -ic(t-s)|\xi|\frac{\xi}{|\xi|} \omega \right) d\omega = \int_0^\pi \int_0^{2\pi} \exp \left( -i|\xi|c(t-s) \cos \theta \right) \sin \theta d\theta d\theta
$$

$$
= \frac{4\pi}{c(t-s)} \sin(|\xi|c(t-s))
$$

we get

$$
\tilde{u}(t, \xi) = \frac{c^2}{4\pi} \int_0^t (t-s)q(s) \int_{\omega \in S^2} (\delta_{c(t-s)\omega+p(s)} e^{-ix\xi}) d\omega ds
$$

$$
= \frac{c}{|\xi|} \int_0^t q(s) \sin(c|\xi|(t-s)) e^{-ix\xi(p(s))} ds,
$$

Since $u(t, \cdot) \in \mathcal{E}'(R^3)$, we know by the Paley-Wiener-Schwartz theorem [11, Theorem 7.3.1] that $\tilde{u}(t, \cdot)$ is entire in $C^3$ and that $|\tilde{u}(t, \cdot)|$ is bounded in $R^3$ by a constant $C$; in particular, the singularity at zero in (11) is removable, and for every $\xi \in R^3$, $t \in [0, T]$, we have

$$
2e^{-1}|\xi||\tilde{u}(t, \xi)| \leq \left| \int_0^t q(s) \exp \left( i|\xi|f_+(s, t, \xi/|\xi|) \right) ds \right|
$$

$$
+ \left| \int_0^t q(s) \exp \left( i|\xi|f_-(s, t, \xi/|\xi|) \right) ds \right|
$$

where $f_{\pm}(s, t, \omega) = \pm c(t-s) - p(s) \cdot \omega$ for $s \in [0, T]$, $t \in [0, T]$, and $\omega \in S^2$. The real-valued functions $\partial_t f_{\pm}(s, t, \omega) = \mp c - p'(s) \cdot \omega$ are nonzero for all $s$, $t$, and $\omega$, so we can use integration by parts to write

$$
\left| \int_0^t q(s) e^{i|\xi|f_{\pm}(s, t, \xi/|\xi|)} ds \right| = \left| \int_0^t q(s) \left(\frac{1}{i|\xi| \partial_t f_{\pm}(s, t, \xi/|\xi|)} \frac{\partial}{\partial s} \right)^m e^{i|\xi|f_{\pm}(s, t, \xi/|\xi|)} ds \right|
$$

$$
= |\xi|^{-m} \left( |W(t, \xi/|\xi|)| + \int_0^t |Q(s, t, \xi/|\xi|)| e^{i|\xi|f_{\pm}(s, t, \xi/|\xi|)} ds \right)
$$

$$
\leq |\xi|^{-m} \left( |W(t, \xi/|\xi|)| + \int_0^t |Q(s, t, \xi/|\xi|)| ds \right),
$$

for some functions $W$ and $Q$ continuous w.r.t. all their arguments because $q \in C^m$ and $p \in C^{m+1}$, and because all $s$-derivatives of $f_{\pm}$ are continuous w.r.t. $t$ and $\omega$. But the sets $[0, T]$ and $S^2$ are compact, so there is a finite constant $C$, independent of $t$ and of $\xi/|\xi|$, satisfying $|\tilde{u}(t, \xi)| \leq C|\xi|^{-m-1}$ for all $t \in [0, T]$, $\xi \in S^2$. Thus, for
$\sigma < m - 1/2,$

$$\|(1 + |\xi|^2)^{\sigma/2} \hat{u}(t, \cdot)\|_{L^2(R^3)}^2 \leq 2^{\sigma+2} \pi \left( C^2/3 + C^2 \right) \int_{r=1}^{\infty} r^{-2m} (1 + r^2)^{\sigma} dr \leq 2^{\sigma+2} \pi \left( \frac{C^2}{3} + C^2 \right) \left[ \frac{r^{2(\sigma-m)+1}}{2(\sigma-m)+1} \right]_{r=1}^{\infty} < \infty.$$  

To prove the second part of the theorem, we use the fact that [7, p. 130]  

$\text{sing supp } E_+(t-s) \ast (q(s)\delta_{p(s)}) \subset \text{sing supp } E_+(t-s) + \text{sing supp } q(s)\delta_{p(s)}$

$= \{ y + z, \ |y| = c(t-s), \ z = p(s) \}$

for $t \in [0, T]$ and $s \in [0, T_0]$. Specifically,

$\text{sing supp } u(t, \cdot) \subset \bigcup_{s=0}^{\min\{t, T_0\}} \{ y + z, \ |y| = c(t-s), \ z = p(s) \}$, \hspace{0.5cm} t \in [0, T],

and finally

$$\bigcup_{t=0}^{T} \text{sing supp } u(t, \cdot) \subset \bigcup_{t=0}^{T_0} \bigcup_{s=0}^{\min\{t, T_0\}} \{ y + z, \ |y| = c(t-s), \ z = p(s) \} = \bigcup_{s=0}^{T_0} B_{p(s)} (c(T_0 - s)).$$

This completes the regularity result of the theorem. Finally, we deduce from (5) that $\tau(t, x)$ satisfies

$$(12) \ t - \text{supp} \{|x-y|/c, \ x \in \Gamma, \ y \in \Omega_0\} \leq \tau(t, x) \leq t \quad \text{for all } t > 0, \ x \in \Gamma.$$  

Since $q(t)$ is supported in $[0, T_0]$, we obtain that $u(t, \cdot)_{|\Gamma}$ is also supported in $[0, T_0]$, which finishes the proof of Theorem 1.

2.2. Proof of Theorem 2 (uniqueness of solution of the inverse problem).

Under the assumptions in Section 1, the partial Fourier transform of $q(t)\delta_{p(t)}$ w.r.t. $t$ is well-defined in $E^0(R^3)$, with support in $p([0, T_0])$. Indeed, for any $\phi \in C_0^\infty(R^3)$ and any real $\omega$, we have

$$\left| \left( \int_{t \in R^+} e^{i\omega t} q(t)\delta_{p(t)} dt \right) \phi \right| = \left| \int_{t=0}^{T_0} e^{i\omega t} q(t)\phi(p(t)) dt \right| \leq T_0 \| q \|_{L^\infty([0, T_0])} \| \phi \|_{L^\infty(p([0, T_0]) \cap \text{supp } \phi)}.$$

Now assume $u_1$ and $u_2$ satisfy (1) with sources $q_1(t)\delta_{p_1(t)}$ and $q_2(t)\delta_{p_2(t)}$, respectively, and such that $u_1|_{[0, T] \times \Gamma} = u_2|_{[0, T] \times \Gamma}$. Writing $u = u_1 - u_2$ and $f(t, \cdot) = q_1(t)\delta_{p_1(t)} - q_2(t)\delta_{p_2(t)}$, we have

$$\begin{cases}
    c^{-2} \partial_t^2 u - \Delta u = f(t, \cdot) \quad &\text{in } C_0(R, E^0(R^3)), \\
    u(x, 0) = 0, \quad &x \in R^3, \\
    \partial_t u(x, 0) = 0, \quad &x \in R^3, \\
    u|_{t \times R} = 0. \quad &
\end{cases}$$

The last equation in (13) follows from (4) and the fact that $u$ is supported in $[0, T]$. Taking the partial Fourier transform of the wave equation in (13) with respect to $t$, we get $(\Delta + (\omega/c)^2) \hat{u}(\omega, x) = -\hat{f}(\omega, x)$, so, since $\text{supp } \hat{f}(\omega, \cdot) \cap \partial \Omega = \emptyset$, we have $(\Delta + (\omega/c)^2) \hat{u}(\omega, x) = 0$ for $x$ in a nonempty open neighborhood $N$ of $\partial \Omega$.  

The ellipticity of the Helmholtz operator $\Delta + (\omega/c)^2$ now implies that $\hat{u}(\omega, x)$ is real-analytic w.r.t. $x$ in $N$. We have furthermore that $\hat{u}(\omega, x) \equiv 0$ for $x \in \Gamma$. If $\Gamma$ is boundaryless then $\Gamma = \partial \Omega$. Assuming $\partial \Omega \neq \emptyset$, picking $x \in \partial \Omega$. There is an open neighborhood $N_x \subseteq N$ of $x$ and a biholomorphism $\phi$ mapping $N_x$ to an open neighborhood of the origin in $\mathbb{R}^3$, such that $\phi(x) = 0$, $\phi(N_x \cap \Omega) \subset \mathbb{R}^2 \times \mathbb{R}^+$, $\phi(N_x \cap \bar{\Omega}) \subset \mathbb{R}^2 \times \mathbb{R}_+$, and $\phi(N_x \cap \partial \Omega) \subset \mathbb{R}^2 \times \{0\}$. The function $\hat{U}(\omega, x') = \hat{u}(\omega, \phi^{-1}(x', 0))$ is real analytic in $\phi(N_x \cap \partial \Omega)$, and $\hat{U} \equiv 0$ in $\phi(N_x \cap \Gamma)$, which implies $\hat{U} \equiv 0$ in $\phi(N_x \cap \partial \Omega)$ by the identity theorem for holomorphic functions, as $\phi(N_x \cap \Gamma)$ is a nonempty open subset of $\phi(N_x \cap \partial \Omega)$. Since $\partial \Omega$ can be covered by a finite number of biholomorphic local charts, we conclude that $\hat{u}(\omega, \cdot) \equiv 0$ at $\partial \Omega$. Thus, for any choice of open $\Gamma \subseteq \partial \Omega$, the function $\hat{u}(\omega, \cdot)$ satisfies the exterior Helmholtz problem

$$
(\Delta + (\omega/c)^2)\hat{u}(\omega, x) = 0, \quad x \in \mathbb{R}^3 \setminus \bar{\Omega},
\hat{u}(\omega, x) = 0, \quad x \in \partial \Omega,
\lim_{|x| \to \infty} |x|(\partial_x \hat{u} - i(\omega/c)\hat{u}) = 0, \quad \text{uniformly in } x/|x| \in S^2.
$$

The Sommerfeld radiation condition in $\mathbb{R}^3$, which is the last equation in (14), is satisfied by $\hat{u}$ because the support of the source $\hat{f}(\omega, \cdot)$ has a compact support; indeed, $\hat{f}(\omega, x) = 0$ if $x \notin p_1([0, T_0]) \cup p_2([0, T_0])$. But (14) is known [19, Theorem 2.6.5, p. 102] to have only the trivial solution. In particular $\hat{u} = \partial_r \hat{u} = 0$ at $\partial \Omega$, and hence $\hat{u}$ solves the interior Helmholtz problem

$$
(\Delta + (\omega/c)^2)\hat{u}(\omega, x) = -f(\omega, x), \quad \hat{u}(\omega, w) = 0, \quad \hat{\partial_r \hat{u}}(\omega, x) = 0, \quad x \in \partial \Omega.
$$

Since $\hat{f}(\omega, \cdot)$ has a compact support $p_1([0, T_0]) \cup p_2([0, T_0])$, which has a zero two-dimensional Hausdorff measure, we deduce from the uniqueness of Cauchy problem, $\hat{u} = 0$ a.e. in $\Omega$. On the other hand a simple calculation shows that $\hat{f}(\omega, \cdot) \in W^{-1,1}(\mathbb{R}^3)$ for all $p \in \left[1, \frac{2}{3}\right]$, which regarding to the elliptic regularity implies that $\hat{u}(\omega, \cdot) \in W^{1,p}_\text{loc}(\mathbb{R}^3)$ for all $p \in \left[1, \frac{2}{3}\right]$. Consequently $\hat{u} = 0$ in $\mathcal{E}^0(\mathbb{R}^3)$. We then obtain $\hat{f}(\omega, \cdot) = 0$, which completes the proof of Theorem 2.

2.3. Proof of Theorem 3 (stability of solution of the inverse problem). Let $u_1$ and $u_2$ satisfy (1) with sources $q_1(t)\delta_{p_1(t)}$ and $q_2(t)\delta_{p_2(t)}$, respectively, and such that $u_1 - u_2$ and $\partial_x(u_1 - u_2)$ are given on $[0, T] \times \partial \Omega$. Writing $u = u_1 - u_2$ and $f(t, \cdot) = q_1(t)\delta_{p_1(t)} - q_2(t)\delta_{p_2(t)}$, we have

$$
\left\{
\begin{array}{ll}
\partial_t^2 u - \Delta u = f(t, \cdot) & \text{in } C_0(\mathbb{R}, \mathcal{E}^0(\mathbb{R}^3)), \\
u(x, 0) = 0, & x \in \mathbb{R}^3, \\
\partial_t u(x, 0) = 0, & x \in \mathbb{R}^3,
\end{array}
\right.
$$

Applying the partial Fourier transform to the wave equation in (16) with respect to $t$, we obtain

$$
\left\{
\begin{array}{ll}
(\Delta + (\omega/c)^2)\hat{u}(\omega, x) = -\hat{f}(\omega, x), & x \in \mathbb{R}^3, \\
\lim_{|x| \to \infty} |x|(\hat{\partial_x \hat{u}} - i(\omega/c)\hat{u}) = 0 & \text{uniformly in } x/|x| \in S^2.
\end{array}
\right.
$$
Let \( \hat{k} \in S^2 \) be fixed. Multiplying the Helmholtz equation by \( e^{-i\hat{k} \cdot x} \), and integrating by parts yield
\[
\int_{t \in \mathbb{R}_+} q_1(t)e^{-i(\omega/c)\hat{k}\cdot p_1(t)}e^{-i\omega t} dt - \int_{t \in \mathbb{R}_+} q_2(t)e^{-i(\omega/c)\hat{k}\cdot p_2(t)}e^{-i\omega t} dt = -\int_{\partial\Omega} \left( \frac{i\omega}{c}\hat{k} \cdot \nu \hat{u} + \partial_\nu \hat{u} \right) e^{-i\hat{k} \cdot x} d\sigma(x).
\]
Making the change of variables \( t = \varphi_j(\tau) \) where \( \tau = \varphi_j(\tau) + c^{-1}\hat{k}\cdot p_j(\varphi_j(\tau)), j = 1, 2 \), respectively in the two integrals on the left side give
\[
\int_{\tau \in \mathbb{R}} \left( \frac{\chi_1(\tau)q_1(\varphi_1(\tau))}{c^{-1}\hat{k}\cdot p'_1(\varphi_1(\tau)) + 1} - \frac{\chi_2(\tau)q_2(\varphi_2(\tau))}{c^{-1}\hat{k}\cdot p'_2(\varphi_2(\tau)) + 1} \right) e^{-i\omega \tau} d\tau = -\int_{\partial\Omega} \left( \frac{i\omega}{c}\hat{k} \cdot \nu \partial_\tau u(\tau - c^{-1}\hat{k} \cdot x, x) + \partial_\nu u(\tau - c^{-1}\hat{k} \cdot x, x) \right) H(\tau - c^{-1}\hat{k} \cdot x) d\sigma(x),
\]
where \( \chi_j(\tau) = H(\tau - \tau_j) \), with \( \tau_j = \varphi_j^{-1}(0) = c^{-1}\hat{k}\cdot p_j(0), j = 1, 2 \), and \( H \) is the Heaviside function. Since \( \varphi_j, j = 1, 2 \), are strictly increasing functions, we also have \( \chi_j(\tau) = H(\varphi_j(\tau)), j = 1, 2 \).

Applying the Fourier transform inverse both sides, we get
\[
\int_{\tau \in \mathbb{R}} \left( \frac{\chi_1(\tau)q_1(\varphi_1(\tau))}{c^{-1}\hat{k}\cdot p'_1(\varphi_1(\tau)) + 1} - \frac{\chi_2(\tau)q_2(\varphi_2(\tau))}{c^{-1}\hat{k}\cdot p'_2(\varphi_2(\tau)) + 1} \right) e^{-i\omega \tau} d\tau = -\int_{\partial\Omega} \left( c^{-1}\hat{k} \cdot \nu \partial_\tau u(\tau - c^{-1}\hat{k} \cdot x, x) + \partial_\nu u(\tau - c^{-1}\hat{k} \cdot x, x) \right) H(\tau - c^{-1}\hat{k} \cdot x) d\sigma(x),
\]
for all \( \tau \in \mathbb{R} \).

Recall that Theorem 1 implies that \( u \in C^\infty([0, T], H^{m-1-\varepsilon}(\partial\Omega)) \), and hence the right hand side term is indeed well defined.

Notice that \( \varphi_j(\tau), \tau_j, j = 1, 2 \), as well as \( \tau_j, j = 1, 2 \), are also functions of \( \hat{k} \). Next our strategy is to first estimate \( ||p_1(0) - p_2(0)|| \) in terms of the boundary measurements.

Without loss of generality one can assume that \( \tau_1 \leq \tau_2 \). Integrating (19) both sides over \( ]\tau_1, \tau_2[ \), yields
\[
\int_0^{\varphi_1(\tau_2)} q_1(s) ds = \int_{\tau_1}^{\tau_2} \frac{q_1(\varphi_1(t))}{c^{-1}\hat{k}\cdot p'_1(\varphi_1(t)) + 1} dt \leq \varepsilon.
\]
We claim that \( \varphi_1(\tau_2) \in [0, T_0 - \rho] \). Indeed, assuming that \( \varphi_1(\tau_2) > T_0 - \rho \), we deduce from (8), and (20), \( q_0(T_0 - \rho) < \varepsilon \), which is in contradiction with the fact that \( \varepsilon \in [0, q_0(T_0 - \rho)] \).

Therefore \( \varphi_1(\tau_2) \in [0, T_0 - \rho] \), and hence
\[
|\tau_2 - \tau_1| \leq 2q_0^{-1}\varepsilon.
\]
Since the right hand side term is independent of \( \hat{k} \), we also get
\(\|p_1(0) - p_2(0)\| \leq 2c q_0^{-1} \varepsilon.\)

Let \(\hat{k} = \hat{k}(t_0) \in S^2\) such that \(\hat{k} \cdot (p_1(t_0) - p_2(t_0)) = 0\). We deduce from (19) that

\[
\frac{q_1(t_0)}{\pm c^{-1} k_0, p'_1(t_0) + 1} - \frac{q_2(t_0)}{\pm c^{-1} k_0, p'_2(t_0) + 1} \leq \varepsilon.
\]

Simple calculations yield

\(\|q_1(t_0) - q_2(t_0)\| \leq 4\varepsilon.\)

Since \(t_0\) is arbitrarily, we obtain

\(\|q_1 - q_2\|_{C^0([0, T_0])} \leq 4\varepsilon.\)

Integrating the identity (19) both sides over \([-\infty, r]\), with \(r > 0\), gives

\[
\left| \int_{0}^{\varphi_1(r)} q_1(s) ds - \int_{0}^{\varphi_2(r)} q_2(s) ds \right| \leq \varepsilon,
\]

Combining (24) and (25) lead to

\[
\left| \int_{\varphi_1(r)}^{\varphi_2(r)} q_2(s) ds \right| \leq (1 + 4T_0)\varepsilon,
\]

for all \(r \in ]r_1, r_2[\) with

\[r_2 = \min_{j=1,2} \varphi_j^{-1}(T_0 - \rho), \quad r_1 = \max_{j=1,2} \varphi_j^{-1}(0) = \max_{j=1,2} \tau_j.\]

Notice that \(r \in ]r_1, r_2[\) is equivalent to \(\varphi_j(r) \in [0, T_0 - \rho], j = 1, 2.\)

Using assumption (8), we find

\[
|\varphi_2(r) - \varphi_1(r)| \leq q_0^{-1}(1 + 4T_0)\varepsilon,
\]

for all \(r \in ]r_1, r_2[\).

Without loss of generality we further assume \(r_2 = \varphi_1^{-1}(T_0 - \rho).\)

Further \(C\) designate a strictly positive constant that only depends on \(c_0, q_0, T_0, c, M_q,\) and \(M_p.\)

Combining identities (19), (24), and (27), we obtain

\[
|q_1(\varphi_1(r))| \left| \hat{k} \cdot (p'_1(\varphi_1(r)) - p'_2(\varphi_1(r))) \right| \leq C\varepsilon, \quad \forall r \in ]r_1, r_2[, \forall \hat{k} \in S^2,
\]

which in turn implies

\[
\|p'_1(t) - p'_2(t)\|_{C^0([\varphi_1(r), T_0 - \rho])} \leq C\varepsilon.
\]

We deduce from (21) the following inequality

\[
|r_1 - \tau_1| \leq 2q_0^{-1}\varepsilon.
\]

Using estimates (22), (28), and (29), we finally get
let \( \vec{p} \) evaluate the unknown functions at a set of sampling time points. The nonlinearity of which achieves the proof of the theorem.

\[
\| p_1(t) - p_2(t) \|_{C^0([0,T_0])} \leq C \varepsilon,
\]

which achieves the proof of the theorem.

3. Bayesian inference of source trajectory and intensity

We next describe our setup for the Bayesian inference of the source trajectory and intensity. We confine the source trajectory \( p(t) \) to the \( xy \)-plane, setting \( p(t) = (p_x(t), p_y(t), 0) \), and impose GP (Gaussian process) priors on \( p_x(t) \), \( p_y(t) \), and \( q(t) \). In our case, a GP is a stochastic process \( g : \mathbb{R} \to \mathbb{R} \) such that for any \( d \in \mathcal{N} \) and any \( t_1, \ldots, t_d \in [0, T_0] \) the distribution of the \( d \)-tuple \( (g(t_1), \ldots, g(t_d)) \) is multivariate Gaussian. We write \( g \sim \mathcal{GP}(m, k) \), where \( m(t) \), \( t \in [0, T_0] \), is the mean function and \( k(t, t') \), \( t, t' \in [0, T_0] \), is the covariance function. The mean and the covariance functions influence the dimensionality, smoothness, stationarity, periodicity, and other properties of the realizations of the GP. We choose the squared-exponential (SE) kernel

\[
k_{\text{SE}}(t, t') = \kappa^2 \exp\left(-\frac{(t - t')^2}{2\ell^2}\right), \quad t, t' \in [0, T],
\]

where the hyperparameters \( \kappa \) and \( \ell \) are the magnitude and the correlation length, respectively. The magnitude controls the extent to which realizations of the GP can deviate from the mean, while the correlation length determines the speed with which these realizations can oscillate (larger \( \ell \) gives slower oscillation). The SE kernel results in a smooth prior on the functions sampled from the GP, and corresponds to the use of radial basis functions \( \phi_j \). Also, \( g \sim \mathcal{GP}(0, k_{\text{SE}}) \) is second-order stationary, since \( k_{\text{SE}} \) is isotropic. We impose independent GP priors on the latent functions \( p_x(t) \), \( p_y(t) \) and \( q(t) \): \( p_x(t) \sim \mathcal{GP}(0, k_{\text{SE}}^p) \), \( p_y(t) \sim \mathcal{GP}(0, k_{\text{SE}}^p) \), \( q(t) \sim \mathcal{GP}(0, k_{\text{SE}}^q) \). The superscripts \( p \) and \( q \) indicate possibly separate choices of the hyperparameter values for the GP priors. Our measurement data \( \{X_i, U_i\}_{i=1}^N \) consist of the field sampling times and sensor locations \( X_i = (t_i, x_i, y_i, z_i) \) and sampled field values \( U_i = u(t_i, x_i, y_i, z_i) \), where \( N = N_sN_t \) is the product of the number \( N_s \) of sensors and the number \( N_t \) of samplings. We want to estimate \( f = (p_x(t), p_y(t), q(t)) \), having the forward mapping \( G \) from parameter space to data space given by

\[
G(f)(X_i) = \begin{cases} 
\frac{e^{q(t(X_i))}}{4\pi |(x_i, y_i, z_i) - p(0)|^{2\ell} h((x_i, y_i, z_i), (x_i, y_i, z_i))}, & |(x_i, y_i, z_i) - p(0)| < c \ell t_i, \\
0, & \text{otherwise}.
\end{cases}
\]

The output is related to the input by \( U_i = G(f)(X_i) + \epsilon \), with \( \epsilon \sim \mathcal{N}(0, \beta^{-1}I) \) for some likelihood precision \( \beta \). Thus, the field measurements are distributed according to

\[
U|p_x, p_y, q \sim \mathcal{N}(G(p_x, p_y, q)(X), \beta^{-1}I_{N \times N}),
\]

and the Bayesian posterior for the latent functions is given by

\[
\mathcal{P}(p_x, p_y, q|U) = \frac{\mathcal{P}(U|p_x, p_y, q)\mathcal{P}(p_x)\mathcal{P}(p_y)\mathcal{P}(q)}{\mathcal{P}(U)}.
\]

The nonlinearity of \( G \) makes an analytic treatment of the posterior intractable, and we resort to a Markov Chain Monte Carlo (MCMC) numerical procedure. We evaluate the unknown functions at a set of sampling time points \( \tau \in [0, T_0]^M \). We let \( \vec{p}_x, \vec{p}_y \) and \( \vec{q} \) be the unknown functions and \( \vec{K} \) be the kernel evaluated at the grid \( \tau \). Note that the number of sampling points \( M \), used to numerically sample
the latent functions, is not related to the number of measurement point \( N \). The posterior density for the latent functions sampled on \( \tau \) is then

\[
P(f | U) = \frac{P(U|f)P(f)}{P(U)} \propto P_N(U|G(f)(X), \beta^{-1}I)P_N(p|0, K_p)P_N(p_y|0, K_{p_y})P_N(q|0, K_q)
\]

and the log-likelihood is

\[
P(U|f) = -\frac{1}{2} \beta \| U - G(f) \|^2.
\]

To sample from our GP efficiently over the grid \( t \), we use Cholesky factorization. Indeed, if \( w(t) \sim \mathcal{GP}(m, k) \) then \( w(t) \sim \mathcal{N}(\mathbf{m}, \mathbf{k}) \), and if \( \mathbf{k} = \mathbf{L}L^T \) is the Cholesky factorization of \( \mathbf{k} \) then we can sample \( f(t) = \mathbf{m} + \mathbf{L}s \sim \mathcal{N}(\mathbf{m}, \mathbf{k}) \) by simply sampling \( s \sim \mathcal{N}(0, I) \). The factorization of \( \mathbf{k} \) need only be performed once. We use the pre-conditioned Crank-Nicholson scheme (pCN-MCMC) to select the next sample in the chain, as described in Algorithm 1. The pCN-MCMC is similar to, but more efficient than Metropolis-Hastings. The main differences of pCN-MCMC relative to Metropolis-Hastings are that the proposal distribution is identical to the prior distribution \( \Pi \), the proposal function is a mixture of the previous step in the chain and the new sample, and the acceptance probability is computed using only the log-likelihood instead of the log-joint density. In situations where computation of the forward map is more expensive than the case we consider here, a number of methods have been suggested such as using local approximations of the forward map [6], using neural networks [1] or exploiting geometric properties of the posterior [4].

### Algorithm 1

**The pre-conditioned Crank-Nicholson scheme.**

1. Assume \( f \sim \Pi = \mathcal{GP}(m, k) \)
2. Make a starting guess \( f^{(0)} \sim \Pi \)
3. For \( k = 1 \) to \( K \) do
   1. Draw a sample from \( \psi \sim \Pi \)
   2. \( f^* \leftarrow \sqrt{1 - 2\delta f^{(k-1)}} + \sqrt{2\delta} \psi \)
   3. \( A_k \leftarrow \min\{1, \exp(L(f^*) - L(f^{(k-1)}))\} \) \( \triangleright \) define new proposal
   4. \( L(f) \) is the log-likelihood
5. Draw \( u_k \sim \mathcal{U}(0, 1) \)
6. If \( u_k < A_k \) then
   1. \( f^{(k)} \leftarrow f^* \) \( \triangleright \) accept new proposal
   2. Else
   3. \( f^{(k)} \leftarrow f^{(k-1)} \) \( \triangleright \) reject new proposal

3.1. **Assessing convergence.** We here discuss methods to assess the convergence of the MCMC algorithm to a stationary distribution. Inference from samples generally suffer from two main issues [9]. The first is insufficient simulation length resulting in samples that do not accurately reflect the underlying distribution. The second is correlations between the samples which reduces the effective number of samples. The first issue can be monitored by having multiple initial guesses and
confirm that they converge to the same distribution. The second issue can be monitored by calculating an effective sample size for the chain to obtain the equivalent number of i.i.d samples. In practice, an effective sample size of 100 is often enough to obtain accurate posterior estimates [9].

3.2. Exploiting prior knowledge through conditioning. One key strength of the Bayesian approach we consider here, is the ability to condition the priors given prior knowledge of the system behavior. The most common case is when the latent functions have known values at a number of points. If a function evaluated at the grid \( \tau \) has the distribution \( f(\tau) \sim \mathcal{N}(m, K) \) then the conditional distribution on the set of points \((\tau_c, f(\tau_c))\) is

\[
f(\tau)|\tau_c, f(\tau_c) \sim \mathcal{N}(m + k(K_c + \sigma^2 I)^{-1}(f(\tau_c) - m_c), K - k(K_c + \sigma^2 I)^{-1}k^T),
\]

where \( K_c \) is the covariance function evaluated on \( \tau_c, \tau_c, K_c \) is the covariance function evaluated on \( \tau, \tau_c \) and \( m_c \) is the mean function evaluated at \( \tau_c \).

In many cases we cannot condition on specific function values, but instead have a constraint expressed through a linear functional, i.e. \( L[f] = l \). An example that we consider later is when the trajectory is known to be closed, i.e. \( L[p] = p(T_0) - p(0) = 0 \). If \( f \sim GP(m, k) \) then the distribution of \( f \) conditioned on \( L[f] = l \) is \( f \sim GP(m_f|l, k_f|l) \) where

\[
\begin{align*}
m_f(t) &= m(t) + \frac{L[k(\cdot, t)]}{L^2[k]}(l - L[m]), \\
k_f(t, t') &= k(t, t') - \frac{L[k(\cdot, t)']L[k(t, \cdot)]}{L^2[k]},
\end{align*}
\]

where \( L^2[k] \) denotes the application of \( L \) to both arguments of \( k \). The ability to flexibly incorporate prior knowledge in a non-parametric way through conditioning is a key advantage of this method.

3.3. Evaluating the forward map efficiently. Since the numerical procedure relies on iteratively computing the forward operator in Eq. (3), we need to perform this computation efficiently. Instead of solving the equation \( t = \tau + \|x - p(\tau)\|/c \) for the emission time \( \tau \) for every measurement point \( X_i \), we consider the set of emission times \( \{\tau_i\}_{i=1}^N \) on which we sample the latent functions. We then calculate the corresponding observation times \( t = \tau + \|x - p(\tau)\|/c \) for each sensor position. These observation times differ from the measurement times \( \{t_i\}_{i=1}^N \) and we use simple linear interpolation to obtain the forward solution at the given measurement times.

4. Numerical results

We used two different measurement setups, illustrated in Figure 1, to produce the numerical results shown in this section: one with 424 sensors (field sampling points) distributed approximately uniformly over the hemisphere \( \{(x, y, z) \in \mathbb{R}^3, z > 0, x^2 + y^2 + z^2 = 3^2\} \), and one with 213 sensors distributed approximately uniformly over the quarter-sphere \( \{(x, y, z) \in \mathbb{R}^3, z > 0, y > 0, x^2 + y^2 + z^2 = 3^2\} \). For visualisation purposes we here confine all source trajectories to the \( xy \)-plane.
Consequently, identical data would be measured at the upper and lower hemispheres. For the target sources, we chose the four trajectories shown in Figure 2, one of which includes two distinct point sources. As intensity profiles we use the
two intensities shown in Figure 3. All reconstructions used 6 chains of 100,000 samples from the posterior distribution generated by pCN-MCMC, each with a different initial guess of the trajectory and the intensity. The likelihood precision was set to $\beta = 100$, and the pCN parameter to $\delta \in [0.001, 0.0025]$, giving an acceptance ratio close to 25%. The first 50,000 samples in each chain were discarded when calculating the posterior mean. The measuring time was $t \in [0, T] = [0, 20]$, with the source emitting during the interval $t \in [0, T_0] = [0, 15]$. For the 'long trajectory' (the closed curve in Figure 2) $t \in [0, T] = [0, 40]$ and the source emitted during $t \in [0, T_0] = [0, 35]$.

We quantify the errors in the numerical reconstructions $\hat{p}(t)$ and $\hat{q}(t)$ of the posterior trajectory and intensity, respectively, as follows:

\begin{align}
\text{trajectory error} & = \left( \frac{1}{T_0} \int_0^{T_0} \| \hat{p}(t) - p(t) \|^2 dt \right)^{1/2} \\
& \approx \left( \frac{1}{N_t} \sum_{n=1}^{N_t} \| \hat{p}_n - p_n \|^2 \right)^{1/2}, \\
\text{intensity error} & = \left( \frac{1}{T_0} \int_0^{T_0} (\hat{q}(t) - q(t))^2 dt \right)^{1/2} \\
& \approx \left( \frac{1}{N_t} \sum_{n=1}^{N_t} (\hat{q}_n - q_n)^2 \right)^{1/2}.
\end{align}

4.1. Case 1. Straight-line trajectory in the $xy$-plane, $p(t) = (v_x t, v_y t, 0)$, $t \in [0, T_0]$, with constant speed $v = \sqrt{v_x^2 + v_y^2} = 0.15$; constant intensity during the emission time, $q(t) = \begin{cases} 1, & t \in [0, T_0], \\ 0, & \text{otherwise}. \end{cases}$
The trajectory and intensity were to be estimated using 424 sensors uniformly distributed on a hemisphere. The measurements of the wave field are shown in Figure 4. As part of our study of Case 1, we investigated the effect of the hyperparameter \( \ell \) in the covariance function on the numerical results. Figure 5 shows the initial guesses for the source trajectory corresponding to three different values of \( \ell \) and, as expected, larger values resulted in slower-turning trajectories. Figure 6 shows, for each of the three sets of hyperparameter values, the first 400 samples following one of the initial guesses. Clearly only the best-adapted choice, with the relatively large correlation length, results in apparent convergence towards the true source trajectory. As shown in Figure 7, the subsequent sampling improves the situation for the two other choices of hyperparameter values, but the best-adapted choice still seems to show better convergence to the true source trajectory. Figures 8, 9, 10, and 11 show the modes (the trajectories with the highest posterior density) and means of the posterior trajectories and intensities from the six initial guesses. In all three cases, the posterior means seem to be better predictors than...
the posterior modes. In particular, the posterior means give a significant improvement over the modes when suboptimal hyperparameters are chosen. Table 1 shows the reconstruction errors, defined in Eqs. (34) for the three sets of values of the hyperparameters.

|                | \( \ell = 2, \kappa = 1 \) | \( \ell = 4, \kappa = 1 \) | \( \ell = 15, \kappa = 1 \) |
|----------------|-----------------|-----------------|-----------------|
| wavefield error| \( 9.5 \cdot 10^{-4} \) | \( 7.8 \cdot 10^{-4} \) | \( 6.0 \cdot 10^{-4} \) |
| Average trajectory error | \( 5.1 \cdot 10^{-2} \) | \( 4.5 \cdot 10^{-2} \) | \( 4.1 \cdot 10^{-2} \) |
| Average intensity error | \( 3.0 \cdot 10^{-2} \) | \( 1.9 \cdot 10^{-2} \) | \( 1.2 \cdot 10^{-2} \) |

Table 1. Field, trajectory and intensity error for the average (over 6 starting guesses) posterior means for three sets of hyperparameter values.
Figure 8. Posterior modes of the trajectory from six different initial guesses.

Figure 9. Posterior means of the trajectory from six different initial guesses.

Figure 10. Posterior modes of the intensity from six different initial guesses.

Figure 11. Posterior means of the intensity from six different initial guesses.
4.2. **Case 2.** We consider a circular arc trajectory in the $xy$-plane parametrized by

\begin{equation}
  p(t) = (\cos(0.3t) - 1, \sin(0.3t), 0), \quad t \in [0, T_0]
\end{equation}

and with non-constant polynomial intensity

\begin{equation}
  q(t) = \begin{cases} 
    -28.44(t/T_0)^4 + 56.89(t/T_0)^3 - 39.11(t/T_0)^2 + 10.67(t/T_0), & t \in [0, T_0] \\
    0, & \text{otherwise}
  \end{cases}
\end{equation}

We use the hyperparameter values $\kappa = 1$, $\ell = 5$ with 6 resulting samples from the GP prior shown in Fig. 12. Figure 13 shows every 1000th sample from six independent MCMC chains together with the corresponding posterior means.

**Figure 12.** Initial samples from the GP prior for the trajectory (left) and intensity (right).

**Figure 13.** Every 1000th sample after warm of from all 6 chains, and their corresponding posterior mean for (a) the trajectory and (b) the intensity.
A comparison between the posterior mean, posterior mode and averaged mean and mode over the six chains are shown in Fig. 14. The effective sample size of $N_{\text{eff}} = 656$ is sufficient to represent the posterior distribution. We again see larger variance in the posterior modes than the more conservative posterior means and a slight bias towards origo for the means, possibly due to a slight asymmetry in the posterior distribution. The averaged means and modes give the best reconstruction as quantified in Tbl. 2. We note that the reconstruction is worst near the trajectory end points due to the low emission intensity. We now consider the effect of noisy

---

**Figure 14.** Reconstruction with polynomial intensity.
Table 2. Error for the average posterior mean and the average posterior mode.

| Measure            | Average mean | Average mode |
|--------------------|--------------|--------------|
| Wavefield error    | $1.4 \cdot 10^{-3}$ | $8.9 \cdot 10^{-4}$ |
| Trajectory error   | $5.9 \cdot 10^{-2}$ | $4.9 \cdot 10^{-2}$ |
| Intensity error    | $6.5 \cdot 10^{-2}$ | $3.9 \cdot 10^{-2}$ |

measurements on the reconstruction. We incorporate noise similarly to [20] where at each measurement time $t = t_l$ we set $u_{\text{meas}}(x, t_l) = u(x, t_l) + \epsilon_l$ where $u$ is the noise-free solution with additive time-dependent noise $\epsilon \sim \mathcal{N}(0, \sigma_l^2)$. The noise magnitude is defined relative to the field

\begin{equation}
\sigma_l = \alpha \sqrt{\int_{\Gamma} |u(x, t_l)|^2 \, dS} \approx \alpha \sqrt{\frac{A(\Gamma)}{N_{\text{sensors}}} \sum_{i=1}^{N_{\text{sensors}}} |u(x_i, t_l)|^2},
\end{equation}

where $A(\Gamma)$ is the area of the measurement surface. Note that this type of noise is purely time-dependent and is the same across the sensors, which is a harder problem than the case where the noise is also random between the sensors. The resulting reconstructions for $\alpha \in (0, 0.05, 0.25, 0.5)$ are shown in Fig. 15. We obtain a reasonable reconstruction up to 25% noise with the intensity reconstruction being more affected than the trajectory. Our method seems to be highly resistant to noise due to using whole-trajectory samples compared to algebraic methods where the trajectory is reconstructed pointwise [20]. However, direct comparison is difficult since [20] considers three simultaneous sources for reconstruction.
4.3. Case 3. We now consider a more complicated and longer trajectory with multiple crossing points given in parametric form as

\[ p_x(t) = \frac{8}{5} \sin(2\pi t/T_0 + 3\pi/2) + \frac{16}{15} \cos(6\pi t/T_0), \quad t \in [0, T_0], \]

\[ p_y(t) = \frac{8}{5} \cos(2\pi t/T_0 + 3\pi/2) + \frac{16}{15} \sin(6\pi t/T_0), \quad t \in [0, T_0], \]
with the same emission intensity considered earlier
\begin{equation}
q(t) = \begin{cases} 
-28.44(t/T_0)^4 + 56.89(t/T_0)^3 - 39.11(t/T_0)^2 + 10.67(t/T_0), & t \in [0, T_0] \\
0, & \text{otherwise}
\end{cases}
\end{equation}
We fix the hyperparameters $\kappa = 1.2$, $\ell = 4$. The trajectory and intensity with a number of initial draws from the GP prior are shown in Fig. 16. Figure 17 shows every 1000th sample from the pCN-MCMC chain together with the posterior means. We obtain a good reconstruction of the intensity while the trajectory deviates near the trajectory endpoints due to the low intensity near $t = 0$ and $t = T_0$. A comparison of the posterior mean and mode averaged over 6 chains is shown in Fig. 18 and we see that while the averaged mode is slightly better than the averaged mean, the endpoint problem persists. This is reflected in the average trajectory error in Tbl. 3 compared to the previous cases. We now show how the reconstruction can be greatly aided by incorporating the prior knowledge that the trajectory is closed as discussed in Sec. 3.2. Note that we use no knowledge of the exact trajectory coordinates at any time, we only condition the prior on $p(0) = p(T_0)$. This leads to the reconstruction in Fig. 20. Visually, the reconstruc-

|                | Average mean | Average Mode |
|----------------|--------------|--------------|
| wavefield error| $2.0 \cdot 10^{-3}$ | $1.7 \cdot 10^{-3}$ |
| Average trajectory error | $2.3 \cdot 10^{-1}$ | $2.2 \cdot 10^{-1}$ |
| Average intensity error | $1.7 \cdot 10^{-2}$ | $2.0 \cdot 10^{-2}$ |

**Table 3.** Error of the average posterior mean and mode.
Figure 17. Every 1000th sample from all 6 chains and their corresponding posterior mean.

Figure 18. The average posterior mean and mode of the trajectory and intensity.

The reconstruction of the trajectory has significantly improved: The prior provides information where the reconstruction previously suffered due to the low intensity. We still see some deviation near the endpoints and reconstruction could be further improved by conditioning on a smooth joining of the endpoint, i.e. $p'(0) = p'(T_0)$. Table 4 shows how the trajectory reconstruction has improved through the simple single-point conditioning. The ability to incorporate prior information in such a flexible way is a key advantage of this method compared to e.g. algebraic methods which rely on point-wise estimation. Lastly, we show how the choice of measurement sur-

|                | Not conditioned | Conditioned |
|----------------|----------------|-------------|
| Wavefield error| $2.0 \cdot 10^{-3}$ | $1.7 \cdot 10^{-3}$ |
| Average trajectory error | $23 \cdot 10^{-2}$ | $11 \cdot 10^{-2}$ |
| Average intensity error   | $1.7 \cdot 10^{-2}$ | $2.5 \cdot 10^{-2}$ |

Table 4. Errors using the average posterior mean from conditioned and unconditioned model.
face influences the reconstruction. We again condition on a closed trajectory but remove half the measurement points, leaving 213 sensors in a quarter sphere. The resulting reconstruction is shown in Fig. 22. The impact on the reconstruction is evident: The reconstruction suffers significantly in the lower half while we retain a good reconstruction in the upper half. A similar effect is observed in the intensity reconstruction, where the time interval [10, 20] corresponds to the particle travelling in the lower half of the trajectory.
4.4. Case 4. As a final example we demonstrate how our method performs in the presence of two simultaneously radiating sources. We consider the trajectories given in parametric form by

\[ p_1(t) = (16(t/T_0)^3 - 24(t/T_0)^2 + 5t/T_0, 3(t/T_0)(1 - t/T_0), 0), \quad t \in [0, T_0] \]

\[ p_2(t) = (1.5 \cos(0.25t), -1.5 \sin(0.25t), 0), \quad t \in [0, T_0] \]

with constant emission intensity

\[ q_1(t) = q_2(t) = 1, \quad t \in [0, T_0], \quad q_1(t) = q_2(t) = 0, \quad t > T_0 \]

and we choose the hyperparameters \( \kappa = 1 \) and \( \ell = 5 \) for all priors for the reconstruction. Figure 23 shows the trajectories and the distribution of 424 sensors over a hemisphere together with the measured wave field. Figure 24 shows the trajectories and intensities together with two draws from the prior distribution.

We then generate 100,000 samples from the MCMC algorithm and the resulting Bayesian reconstruction is shown in Fig. 25, showing the posterior mean and mode.
Figure 23. The setup: (a) shows the trajectories and sensor placement from above and (b) shows the measurement data.

Figure 24. Initial guesses of (a) the trajectories and (b) the intensity for two sources.

together with every 500th sample from the MCMC chain. While the reconstruction still yields reasonable results, we see that the reconstruction suffers slightly when another emitter is introduced compared to the single-emitter case.
Figure 25. Posterior mean, mode and every 500th sample of (a) the trajectories and (b) the intensities. The coloured solid lines are the posterior means and the dotted lines are the posterior modes.
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