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Abstract
We study the dynamics of perturbations around an inhomogeneous stationary state of the Vlasov-HMF (Hamiltonian Mean-Field) model, satisfying a linearized stability criterion (Penrose criterion). We consider solutions of the linearized equation around the steady state, and prove the algebraic decay in time of the Fourier modes of their density. We prove moreover that these solutions exhibit a scattering behavior to a modified state, implying a linear damping effect with an algebraic rate of damping.
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1 Introduction

In this paper we consider the Vlasov-HMF (Hamiltonian Mean-Field) model. It is an ideal toy model that keeps several features of more complex kinetic equations, such as the Vlasov–Poisson system. It is moreover rather easy to do numerical simulations and analytic calculations on it, and it has thus received much interests in the physics literature (see
This model exhibits also analogies with the Kuramoto model of coupled oscillators in its continuous limit \([11,21,23]\). A long time analysis of the Vlasov-HMF model around spatially homogeneous stationary states has been performed in \([22]\), where a nonlinear Landau damping result is proved in Sobolev regularity. In this paper, we consider the case of inhomogeneous steady states and study the long time behavior of the linearized equation.

The Vlasov-HMF equation, with an attractive potential, reads

\[
\begin{align*}
\frac{\partial_t f(t, x, v)}{f(t, x, v)} + \{f, H[f]\}(t, x, v) &= 0, \\
H[f](t, x, v) &= \frac{v^2}{2} - \phi[f](t, x), \\
\phi[f](t, x) &= \int_{\mathbb{T} \times \mathbb{R}} \cos(x - y) f(t, y, v) \, dy \, dv,
\end{align*}
\]  

(1.1)

with \((t, x, v) \in \mathbb{R} \times \mathbb{T} \times \mathbb{R}\), where \(\mathbb{T} = \mathbb{R}/\mathbb{Z}\), and where

\[
\{f, g\} = \partial_x f \partial_y g - \partial_y f \partial_x g
\]  

(1.2)

is the Poisson bracket. It is rather easy to prove that this equation is globally well-posed, in Sobolev regularity for instance, using standard tools for transport equations associated with a divergence-free vector field.

The potential can be also expressed as the following trigonometric polynomial

\[
\phi[f](x) = C[f] \cos(x) + S[f] \sin(x),
\]  

(1.3)

with

\[
C[f] = \int_{\mathbb{T} \times \mathbb{R}} \cos(y) f(y, v) \, dy \, dv \quad \text{and} \quad S[f] = \int_{\mathbb{T} \times \mathbb{R}} \sin(y) f(y, v) \, dy \, dv,
\]

where we use the normalized Lebesgue measure on the torus.\(^1\)

The potential is normalized by dividing the Lebesgue measure on \([-\pi, \pi]\) by the length of the torus \(2\pi\).

The previous equation possesses stationary solutions of the form

\[
\eta(x, v) = G(h_0(x, v)), \quad h_0(x, v) = \frac{v^2}{2} - M_0 \cos(x), \quad M_0 > 0.
\]  

(1.4)

for some function \(G : \mathbb{R} \to \mathbb{R}\). The constant \(M_0\) (called the magnetization) has to fulfill the condition

\[
M_0 = C \left[ G \left( \frac{v^2}{2} - M_0 \cos(x) \right) \right].
\]  

(1.5)

Up to translation \(x \mapsto x + x_0\), these are essentially the only stationary solutions, see Sect. 6 where examples of couple \((M_0, G)\) satisfying the previous condition and the necessary stability condition ensuring damping effects are studied.

For such a stationary states, if we seek solution of (1.1) under the form

\[
f(t, x, v) = \eta(x, v) + \phi(t, x, v)\]

with initial condition \(r(0, x, v) = r^0(x, v)\), we obtain the equation

\[
\partial_t \phi(t, x, v) - \{\eta, \phi[r]\}(t, x, v) + \{r, \phi[r]\}(t, x, v) = 0.
\]

In this paper, we will retain the linear part of this equation, namely the linearized equation around \(\eta\), given by

\[
\partial_t \phi(t, x, v) - \{\eta, \phi[r]\}(t, x, v) + \{r, h_0\}(t, x, v) = 0.
\]  

(1.6)

\(^1\) The Lebesgue measure on \([-\pi, \pi]\) divided by the length of the torus \(2\pi\).
The goal of this paper is the analysis of the long time behavior of this equation.

In the homogeneous case \( M_0 = 0 \) where the steady steady states \( \eta \) depends only on the velocity variable \( v \), the situation both for the linear and nonlinear equation has been widely studied for general Vlasov equations. In this case, \( h_0(x, v) = \frac{v^2}{2} \) the flow of the Hamiltonian \( h_0 \) is trivially calculated: without the potential term \( \phi(r) \) in (1.6), the solution is given explicitly by \( r(t, x, v) = r^0(x - tv, v) \) and gives rise to damping effect (see Landau [30]) implying a weak convergence of \( r(t, x, v) \) towards the average of \( r^0 \) with respect to \( x \). It then turns out that under a stability condition on \( \eta \) called the Penrose condition, then the flow of the full linear Eq. (1.6) behaves like the transport part for large times. This is well expressed as a scattering result where \( g(t, x, v) := r(t, x + tv, v) \) is shown to converge for large times towards a smooth function \( g_\infty(x, v) \) depending on \( r^0(x, v) \). With this result in hand, the weak limit of \( r(t, x, v) \) can be identified when \( t \to +\infty \). The scattering convergence rate depends on the regularity of the solution and is expected to be typically exponential for Gevrey or analytic functions and polynomial in time for finite Sobolev regularity. This linear scattering under a Penrose condition is the starting point of the nonlinear results of [8,24,33] showing that this scattering behavior persists in nonlinear equations. These result were proven for Gevrey initial data and general Vlasov equation including in particular the Vlasov–Poisson system. For the Vlasov-HMF a similar result can be proved under Sobolev regularity in the homogeneous case, see [22]. The question of Landau damping in Sobolev regularity for the Vlasov–Poisson system has been recently addressed, for instance in [7,35], where Landau damping results are proved in a weakly collisional regime, or in [9,10,27,28] in the case of unconfined systems.

In the non-homogeneous case \( M_0 > 0 \) studied in this paper, the situation has been recently investigated (in particular in the physics literature see [3,4] and in [20]). In this paper, we propose to follow the same strategy as in the homogeneous case where the free flow \( x \mapsto x + tv \) is replaced by the flow \( \psi_t(x, v) \) of the Hamiltonian \( h_0 \), associated with the ordinary differential equation

\[
\begin{align*}
\dot{x} &= \partial_v h_0(x, v) = v \\
\dot{v} &= -\partial_x h_0(x, v) = -M_0 \sin(x),
\end{align*}
\]

(1.7)

which is the classical dynamical system for the motion of a Pendulum. The flow \( \psi_t \) is globally well defined and symplectic. In particular it preserves the Poisson bracket

\[
\forall t \in \mathbb{R}, \quad \{ f, g \} \circ \psi_t(x, v) = \{ f \circ \psi_t, g \circ \psi_t \}(x, v).
\]

Note that for a given function \( f(x, v) \), the function \( (t, x, v) \mapsto f(t, x, v) = f(\psi_t(x, v)) \) solves the equation \( \partial_t f = \{ f, h_0 \} \) and \( r \circ \psi_{-t} \) is the solution of the free flow in (1.6).

In this paper, we shall prove that under appropriate assumptions on \( \eta \) (of Penrose type) and \( r^0 \) (a natural orthogonality condition), the solution of the linear Eq. (1.6) also exhibit a scattering behavior: \( g = r \circ \psi_t \) converges towards a function \( g_\infty \), implying that the coefficients \( S[r(t)] \) and \( C[r(t)] \) decay in time, with algebraic rates of damping which depends on the regularity of the initial data and on the behavior of the function in the vicinity of the origin \((x, v) = (0, 0)\) (the center of the “eye” of the pendulum).

The main ingredient of the proof is the use of action-angle variables \((\theta, a)\) for the integrable flow (1.7) and for which the flow \( \psi_t \) can be calculated \( \psi_t(\theta, a) = \theta + \omega(a)t \) for some frequency function \( \omega \). We will use this “explicit” formula (up to the knowledge of elliptic functions) to prove that \( \psi_t \) gives rise to damping effect and that for smooth functions \( \varphi \), the function of the form \( \varphi \circ \psi_t \) has a weak limit that can be nicely expressed in terms of action-angle variables, and with a convergence rate in time \( t \) depending on the “flatness” of
\( \varphi \) and of the observable near the origin. This last particularity reflects the singularity of the action-angle change of variable. The full statement of this result is given in Theorem 2.2 which is proven in Sect. 7 and requires the use of precise asymptotics of Jacobi elliptic functions. This makes the proof seemingly technical, but the arguments are in fact simple for a reader familiar with this literature (we make a crucial use of many formulas in the book [12]).

With this result in hand, our main results give the decay of the functions \( S(t) \) and \( C(t) \) and the convergence of \( g = r \circ \varphi_t \), (and weak convergence of \( r \), see Theorem 2.4 and Corollary 2.5) under an orthogonality assumption for \( r^0 \) well expressed in action-angle variable, and a Penrose condition on \( \eta \), (2.13).

We then conclude by showing the existence of stationary states \( \eta \) i.e. of couple \((M_0, G)\) satisfying (1.5) fulfilling the stability condition and relate it with more classical stability condition from the physics literature [3] that was also used in [31] conditioning the nonlinear orbital stability of the inhomogeneous steady states of Vlasov-HMF. Strikingly enough, the key argument relies on explicit formulae in the action-angle change of variable and the direct verification that some terms do not vanish from known Fourier expansions of elliptic functions that can be found in [12]. Note finally that the extension of our scattering result to the nonlinear case remains for the moment an open question.

To finish this introduction, we would like to stress that the extension of this work to the Vlasov–Poisson equation is probably achievable but would demand certainly some efforts. Stationary states similar to the pendulum can be found, with a Hamiltonian of the form \( \frac{v^2}{2} + V(x) \) where \( V \) is the solution of a nonlinear partial differential equation (degenerating to (1.5) in the HMF case). Obtaining damping results in this case would require that this Hamiltonian is integrable. If this will always be the case in the 1D case where \((x, v) \in \mathbb{T} \times \mathbb{R},\) the phase portrait of the Hamiltonian is in general more complicated than the pendulum, and the singularities of the action-angle change of variable less documented. As explained above, our analysis relies heavily on explicit formulae given by elliptic functions. In higher dimensions, the situation is even much more delicate. Note however that local results could probably be obtained near elliptic points of \( V \) where the dynamics can be conjugated “generically” to some integrable flow, at least to some order of approximation by using Birkhoff reduction technics.

### 2 Statements of the Main Results

We now fix the notations and give the main results. The first part shows the dispersive effect of the flow of the Pendulum, and the second part gives the main application for the long time behavior of the linear Eq. (1.6).

#### 2.1 Damping in Action-Angle Variables

As a one-dimensional Hamiltonian system, the system associated with the Hamiltonian \( h_0(x, v) \) is integrable. We will need relatively precise informations about the corresponding action-angle change of variable. Let us split the space into three charts \( U_+, U_- \) and \( U_0 \) as follows:
Fig. 1 Phase portrait of the pendulum

\[ U_+ = \{(x, v) \in \mathbb{T} \times \mathbb{R} \mid v > 0 \text{ and } h_0(x, v) > M_0\}, \]
\[ U_- = \{(x, v) \in \mathbb{T} \times \mathbb{R} \mid v < 0 \text{ and } h_0(x, v) > M_0\}, \]
\[ U_o = \{(x, v) \in \mathbb{T} \times \mathbb{R} \mid h_0(x, v) > M_0\}, \] for \( \ast \in \{\pm, \circ\} \)

We have that \( h_0(x, v) \geq -M_0 \) and the center of the “eye” \( U_o \) corresponds to the point \((x, v) = (0, 0)\) which minimizes \( h_0 \). The set

\[ \{(x, v) \in \mathbb{T} \times \mathbb{R} \mid h_0(x, v) = M_0\} \]

will usually be called the “separatrix” (Fig. 1).

Let us first recall the following Theorem:

**Theorem 2.1** Setting \( h(x, v) = \frac{v^2}{2} - M_0 \cos(x) \), then for \( \ast \in \{\pm, \circ\} \), there exists a symplectic change of variable \((x, v) \mapsto (\psi, h)\) from \( U_\ast \) to the set

\[ V_\ast := \{ (\psi, h) \in \mathbb{R}^2 \mid h \in I_\ast, \psi \in (-r_\ast(h), r_\ast(h)) \} , \]

where \( r_\ast(h) \) is a positive function, \( I_\pm = (M_0, +\infty) \) and \( I_o = (-M_0, M_0) \) such that the flow of the pendulum in the variable \((\psi, h)\) is \( h(t) = h(0) \) and \( \psi(t) = t = \psi(0) \).

Moreover, there exists a symplectic change of variables \((\psi, h) \mapsto (\theta, a)\) from \( V_\ast \) to

\[ W_\ast := \{ (\theta, a) \in \mathbb{R}^2 \mid \theta \in (-\pi, \pi), a \in J_\ast \} = \mathbb{T} \times J_\ast , \]

with \( J_\pm = \left( \frac{4}{\pi} \sqrt{M_0}, +\infty \right) \) and \( J_o = (0, \frac{8}{\pi} \sqrt{M_0}) \) such that

\[ \theta(\psi, h) = \omega_\ast(h) \psi, \quad \text{and} \quad \partial_h a(h) = \frac{1}{\omega_\ast(h)} = \frac{\pi}{r_\ast(h)} , \]

so that the flow of the pendulum in the variables \((\theta, a)\) in \( W_\ast \) is \( a(t) = a(0) \) and \( \theta(t) = t \omega_\ast(a(0)) + \theta(0) \).

This Theorem is explicit in the sense that the changes of variables express in terms of Jacobi elliptic functions. As \( \theta \) is a variable in a fixed torus, Fourier series in variable \( \theta \) are
well defined on each set $W_\ast$ corresponding to $U_\ast$. For a given function $f(x, v)$ we can define the restriction $f^\ast$ of $f$ to the set $U_\ast$, and the Fourier coefficients
\begin{equation}
 f^\ast_\ell(a) = \frac{1}{2\pi} \int_{-\pi}^{\pi} f^\ast(x(\theta, a), v(\theta, a))e^{-i\ell \theta} \, d\theta, \quad \ell \in \mathbb{Z}, \quad a \in J_\ast
 \end{equation}
where $x(\theta, a)$ and $v(\theta, a)$ are given by the change of variable on $U_\ast$. Note that for given functions $f$ and $\varphi$, we have the decomposition
\begin{equation}
 \int_{U_\ast} f(x, v)\varphi(x, v)\, dx\, dv = \sum_{\ell \in \mathbb{Z}} \int_{J_\ast} f^\ast_\ell(a)\varphi^\ast_{-\ell}(a)\, da,
 \end{equation}
for all $\ast \in \{\circ, \pm\}$. Finally, let us notice that the Jacobian of the change of variable $h \mapsto a(h)$ is $\partial_h a(h) = \frac{1}{\omega_\ast(h)}$, and we have in particular
\begin{equation}
 \int_{J_\ast} f^\ast_\ell(a)\varphi^\ast_{-\ell}(a)\, da = \int_{J_\ast} f^\ast_\ell(a(h))\varphi^\ast_{-\ell}(a(h))\frac{1}{\omega_\ast(h)}\, dh.
 \end{equation}
We will usually write $f^\ast(h)$ for the quantity $f^\ast(a(h))$, and several times consider functions $f$ as depending on $(x, v), (\theta, h)$ and $(\theta, a)$ by keeping the same notation. For example a stationary state $\eta$ depends only on $h$ and hence on $a$ and will be written $\eta = G(h)$ or $\eta = G(a)$.

In fact the singularities of the relevant functions in action-angle variables are better expressed in variables $(\theta, h)$, which are not symplectic, but on which integrals and flow of the system are easy to calculate. Moreover, in this case,
\begin{equation}
 f^\ast_0(a) = \frac{1}{2\pi} \int_{-\pi}^{\pi} f^\ast(x(\theta, h), v(\theta, h))\, d\theta
 \end{equation}
can be seen as an average of $f$ on the isocurve $\{(x, v) | h_0(x, v) = h\}$, while $\psi$ is the arclength on this curve, the jacobian $\frac{1}{\omega_\ast(h)}$ appearing in the standard co-area formula, which is another way to see (2.3)-(2.4).

The notations $C^\ast_\ell(a)$ and $S^\ast_\ell(a)$ will be used for the Fourier coefficients of the functions
\[ \theta \mapsto \cos(x(\theta, a)) \quad \text{and} \quad \theta \mapsto \sin(x(\theta, a)), \]
respectively, and both restricted to $U_\ast$. These coefficients can be calculated explicitly using elliptic functions (see Propositions 7.5 and 7.12), and we shall write
\begin{equation}
 \cos(x(\theta, a)) = \sum_{\ell \in \mathbb{Z}} C^\ast_\ell(a)e^{i\ell \theta} \quad \text{and} \quad \sin(x(\theta, a)) = \sum_{\ell \in \mathbb{Z}} S^\ast_\ell(a)e^{i\ell \theta},
 \end{equation}
for $(\theta, a) \in J_\ast \times (-\pi, \pi)$.

Before stating our first result, let us fix some notations. We use the classical notation $\langle v \rangle = (1+|v|^2)^{1/2}$, for any $v \in \mathbb{R}^d$, and for a two-dimensional integer $\alpha = (\alpha_1, \alpha_2) \in \mathbb{N}^2$, we set $|\alpha| = \alpha_1 + \alpha_2$. We shall also write $\partial_\alpha^x, \varphi$ for the operator acting on functions $f : \mathbb{T} \times \mathbb{R} \to \mathbb{C}$ by the formula
\[ \partial_\alpha^x, \varphi f(x, v) = \partial_{\alpha_1}^x \partial_{\alpha_2}^v f(x, v). \]

In Sect. 7 we prove the following result:

**Theorem 2.2** (Damping effect of the pendulum flow) Consider $f(x, v)$ and $\varphi(x, v)$ two functions such that
\[ \max_{|\alpha| \leq m} \|\langle v \rangle^\mu \partial_\alpha^x, \varphi f(x, v)\|_{L^\infty} \leq C_{m, \mu} \quad \text{and} \quad \max_{|\alpha| \leq M} \|\partial_\alpha^x, \varphi(x, v)\|_{L^\infty} \leq C_M. \]

\(\square\) Springer
for some \( m, M \) and \( \mu > 2 \). Let \( p \) and \( q \) be defined by
\[
p = \max\{n \geq 1, \partial_x^nf(0,0) = 0, \forall \alpha, \ 1 \leq |\alpha| \leq n\},
\]
\[
q = \max\{n \geq 1, \partial_x^n\varphi(0,0) = 0, \forall \alpha, \ 1 \leq |\alpha| \leq n\},
\]
with the convention that these number are 0 is the corresponding sets are empty. Then, if
\[
m \geq 5 + p + \frac{p + q}{2} \quad \text{and} \quad M \geq \max\left(7 + q + \frac{p + q}{2}, m + 2\right),
\]
there exists \( C > 0 \) such that for all \( t \geq 0 \), we have
\[
\left|\int_{\mathbb{T} \times \mathbb{R}} f(x,v)\varphi(\psi_t(x,v))dx dv - \sum_{* \in \{\pm, 0\}} \int_{I_*} f_0^*(a)\varphi_0^*(a)da\right| \leq \frac{C}{(t^{\frac{p+q}{2}+2}}.\]

Let us explain this Theorem as follows: the starting point of the proof is the Fourier expansion (2.3), which yields
\[
\int_{\mathbb{T} \times \mathbb{R}} f(x,v)\varphi(\psi_t(x,v))dx dv = \sum_{* \in \{\pm, 0\}} \sum_{\ell \in \mathbb{N}} \int_{I_*} f_{\ell}^*(a)\varphi_{\ell}^*(a)e^{it\ell \omega_+(a)}da
\]
\[
= \sum_{* \in \{\pm, 0\}} \sum_{\ell \in \mathbb{N}} \int_{I_*} f_{\ell}^*(h)\varphi_{\ell}^*(h)e^{it\ell \omega_+(h)}\frac{1}{\omega_+(h)}dh.
\]

Now we can use a stationary phase argument by integrating with respect to \( h \) to gain a decay with respect to \( t \). Typically, this kind of analysis depends on the possible cancellation of \( \partial_h\omega_+(h) \). In our case, the situation seems to be very favourable, as \( \partial_h\omega_+(h) \) never approaches zero, as shown in Sect. 7. The stationary phase argument also relies on cancellations of \( f_{\ell}^* \) and \( \varphi_{\ell}^* \) at the boundary points, and there the problems come from the singularities of the action-angle variables.

We can distinguish two zones, starting with the separatix \( h \sim M_0 \). In this case, the action-angle variables induce logarithmic singularities. Essentially it means that the Fourier coefficients \( f_{\ell}^*, \varphi_{\ell}^* \) involve logarithmic singularities near \( h = M_0 \). However, near this point, \( \omega_+(h) \) also exhibits a logarithmic singularity, and it can be shown that \( \partial_h\omega_+(h) \) goes to infinity fast enough to ensure a decay in time which is essentially driven by the regularity of \( f \) and \( \varphi \). So the problems are not at the separatix.

Near the point \( h = -M_0 \), the situation is more delicate: in this zone, the pendulum Hamiltonian is essentially a perturbation of the Harmonic oscillator, for which no damping is expected (\( \omega_+ \) being constant). However, we can prove that \( \partial_h\omega_+(h) \) does not vanish near this point. But this is not enough: indeed the action-angle variable of the harmonic oscillator involves algebraic singularity of order \( \sqrt{h + M_0} \). This explains why the rate of decay of the integral with respect to the time is mainly driven by the behavior of \( f \) and \( \varphi \) near \( (0,0) \) which corresponds of a local behavior of \( f_{\ell}^*(h)\varphi_{\ell}^*(h) \) in \( (h + M_0)^{p+q} \), yielding the main contribution for the decay in the previous Theorem.

Theorem 2.2 will be a straightforward consequence of Propositions 7.7 and 7.14, proven in Sect. 7.

2.2 Linear Damping

As explained above, our main result is expressed as a scattering result with the strong convergence of \( g = r \circ \psi_t \) and by using the previous Theorem, the weak convergence of \( r \). The
next proposition gives the equation satisfied by \( g \) and fixes some notations used later. This Proposition will be proved at the beginning of Sect. 3.

**Proposition 2.3** Let \( r(t, x, v) \) be the solution of the linearized Eq. (1.6). Then the function
\[
g(t, x, v) = r(t, \psi_t(x, v)) = r \circ \psi_t(x, v)
\]
(2.6)
satisfies the equation
\[
\partial_t g = \mathcal{C}(t)\{\eta, \cos(X \circ \psi_t)\} + \mathcal{S}(t)\{\eta, \sin(X \circ \psi_t)\}. \tag{2.7}
\]
where \( X : \mathbb{T} \times \mathbb{R} \to \mathbb{T} \) denotes the projection \( X(x, v) = x \), and where
\[
\mathcal{C}(t) = \mathcal{C}[r(t)] = \mathcal{C}[g \circ \psi_{-t}] = \int_{\mathbb{T} \times \mathbb{R}} \cos(X(y, w))g(t, \psi_{-t}(y, w))dydw \tag{2.8}
\]
and
\[
\mathcal{S}(t) = \mathcal{S}[r(t)] = \mathcal{S}[g \circ \psi_{-t}] = \int_{\mathbb{T} \times \mathbb{R}} \sin(X(y, w))g(t, \psi_{-t}(y, w))dydw. \tag{2.9}
\]
Moreover, the coefficients \( \mathcal{C}(t) \) and \( \mathcal{S}(t) \) satisfy the following Volterra integral equations
\[
\mathcal{C}(t) = F_C(t) + \int_0^t \mathcal{C}(s)K_C(t-s)ds \quad \text{and} \quad \mathcal{S}(t) = F_S(t) + \int_0^t \mathcal{S}(s)K_S(t-s)ds, \tag{2.10}
\]
with
\[
F_C(t) = \int_{\mathbb{T} \times \mathbb{R}} \cos(X \circ \psi_t(y, w))r_0(y, w)dydw,
\]
\[
F_S(t) = \int_{\mathbb{T} \times \mathbb{R}} \sin(X \circ \psi_t(y, w))r_0(y, w)dydw,
\]
\[
K_C(t) = \mathbf{1}_{[t \geq 0]} \int_{\mathbb{T} \times \mathbb{R}} \{\eta, \cos(X)\} \cos(X \circ \psi_t), \quad \text{and}
\]
\[
K_S(t) = -\mathbf{1}_{[t \geq 0]} \int_{\mathbb{T} \times \mathbb{R}} \{\eta, \sin(X)\} \sin(X \circ \psi_t).
\]
Moreover, the coefficients \( \mathcal{C}(t) \) and \( \mathcal{S}(t) \) satisfy the following Volterra integral equations
\[
\mathcal{C}(t) = F_C(t) + \int_0^t \mathcal{C}(s)K_C(t-s)ds \quad \text{and} \quad \mathcal{S}(t) = F_S(t) + \int_0^t \mathcal{S}(s)K_S(t-s)ds, \tag{2.10}
\]
with
\[
F_C(t) = \int_{\mathbb{T} \times \mathbb{R}} \cos(X \circ \psi_t(y, w))r_0(y, w)dydw,
\]
\[
F_S(t) = \int_{\mathbb{T} \times \mathbb{R}} \sin(X \circ \psi_t(y, w))r_0(y, w)dydw,
\]
\[
K_C(t) = \mathbf{1}_{[t \geq 0]} \int_{\mathbb{T} \times \mathbb{R}} \{\eta, \cos(X)\} \cos(X \circ \psi_t), \quad \text{and}
\]
\[
K_S(t) = -\mathbf{1}_{[t \geq 0]} \int_{\mathbb{T} \times \mathbb{R}} \{\eta, \sin(X)\} \sin(X \circ \psi_t).
\]

For a function \( F(t) \), we define its Fourier transform by
\[
\hat{F}(\xi) = \int_{\mathbb{R}} F(t)e^{-it\xi}dt.
\]

**Theorem 2.4** (Linear damping) Let \( \eta(x, v) = G(h_0(x, v)) \) with \( G \) a decreasing function that satisfies the assumption
\[
\max_{n \leq 10} \| (y)^{\mu}G^{(n)}(y) \|_{L^\infty(\mathbb{R})} \leq C_\mu, \tag{2.12}
\]
with \( \mu > 2 \), and assume that there exists \( \kappa > 0 \) such that
\[
\min_{\operatorname{Im}(\xi) \leq 0} |1 - \hat{K}_C(\xi)| \geq \kappa \quad \text{and} \quad \min_{\operatorname{Im}(\xi) \leq 0} |1 - \hat{K}_S(\xi)| \geq \kappa. \tag{2.13}
\]
Let us assume that the initial perturbation \( r_0 \) satisfies
\[
\max_{|\alpha| \leq m} \| (v)^\nu \partial_x^\alpha r_0(x, v) \|_{L^\infty} \leq C_{m, v},
\]
for some $\nu > 2$, and where

$$m \geq 5 + \frac{3p}{2},$$

with

$$p = \max \left\{ k \geq 1, \quad \partial^{\alpha}_{x,v} r^0(0, 0) = 0, \quad \forall 1 \leq |\alpha| \leq k \right\}. \quad (2.14)$$

Then, if $r^0$ satisfies the orthogonality condition

$$\sum_{s \in \{ \pm, \circ \}} \int_{I_*} C_{0}^{s}(a)(r^0)_{0}^{s}(a) da = 0, \quad (2.15)$$

there exists $C > 0$ such that for all $t \geq 0$

$$|C(t)| \leq \frac{C}{\langle t \rangle^{\max(3, \frac{p+2}{2})}} \quad \text{and} \quad |S(t)| \leq \frac{C}{\langle t \rangle^2}.$$

We shall call assumption (2.13) the Penrose criterion, by analogy with the stability conditions of the same name in the homogeneous case.

Let us remark that the orthogonality condition (2.15) is propagated by the flow of the linear Eq. (2.7) and therefore natural to impose. Indeed by using the action-angle variables given by Theorem 2.1, we have that $\eta = G(h)$ is in fact a function of $h$ and hence of $a$ only. Hence the Eq. (2.7) in symplectic variables $(\theta, a)$ can be written

$$\partial_t g = C(t)\{G(a), \cos(x(\theta + t\omega(a), a))\} + S(t)\{G(a), \sin(x(\theta + t\omega(a), a))\}$$

Since $G(a)$ depends only on $a$, we get from the above equation that

$$\partial_t g_{0}^{s}(t, a) = \partial_t \int_{T} g_{0}^{s}(t, \theta, a) d\theta = 0, \quad a \in I_* \quad s \in \{ \pm, \circ \}.$$

As $g_{0}^{s}(t, a) = r_{0}^{s}(t, a)$, this shows that the orthogonality condition (2.15) is propagated along the flow of (1.6).

However, note that the condition (2.14) is in general not propagated by the flow unless some conditions on $\eta$ (and hence $G$) are assumed to hold. Indeed, the decay is mainly driven by the Eq. (2.10) and the time decay of the kernels $K_{C}(t)$ and $K_{S}(t)$ which depends on the order of the zero of $\nabla \eta$ at the origin. In the generic case $G' < 0$ studied in this paper, the bounds given in Proposition 3.1 are essentially optimal, but some symmetry might yield some improvement: for example if $r$ and $\eta$ are fully symmetric with respect to $(x, v) \mapsto -(x, v)$ then we can verify that $S(t) = 0$ for all times. A precise study of the rate of decay of $C(t)$ and $S(t)$ as functions of the degree of “flatness” at the origin of the initial values and the stationary state will not be done here, but might play an important role in a nonlinear situation.

As a corollary of Theorem 2.4, we get a scattering result for the solution $g$ of (2.7) and the weak convergence of $r(t, x, v) = g(t, \psi_{\omega}(x, v))$ the solution of (1.6) towards an asymptotic state $r_{\infty}(x, v)$ that depends only on $h_{0}(x, v)$.

**Corollary 2.5** Under the assumptions of Theorem 2.4 with $p = 0$, we obtain that:

- There exists $g_{\infty}(x, v)$ and a constant $C$ such that when $t \to +\infty$, we have

$$\|g(t) - g_{\infty}\|_{L_{1,x,v}} \leq \frac{C}{\langle t \rangle}. \quad (2.16)$$
There exists \( r_\infty(x, v) \) that depends only on \( h \), that is to say \( r_\infty(x, v) = r^*_\infty(h) \) for \( (x, v) \in U_* \) and \( * \in \{\pm, \circ\} \), such that for every test function \( \phi \), we have that
\[
\int_{T \times \mathbb{R}} r(t, x, v) \phi(x, v) \, dx \, dv \to \int_{T \times \mathbb{R}} r_\infty(x, v) \phi(x, v) \, dx \, dv.
\]

### 2.3 About the Penrose Criterion

Written in this form, the Penrose criterion (2.13) is difficult to check, but we can relate it to a more classical condition that was found in [31] or [3] to ensure orbital stability of inhomogeneous stationary states in the nonlinear equation.

First we shall prove that the verification of Penrose criterion (2.13) at the frequency \( \xi = 0 \) is sufficient, by proving the following Theorem.

**Theorem 2.6** Let \( \eta \) be a state defined by (1.4), and assume that \( G \) satisfies the regularity assumption (2.12). Assume moreover that \( G' < 0 \) and
\[
1 - \tilde{K}_C(0) > 0 \quad \text{and} \quad 1 - \tilde{K}_S(0) > 0.
\]
Then the Penrose criterion (2.13) holds true.

For regular and decreasing profile \( G \), we first show that this condition can be recast in a more explicit expression:

**Proposition 2.7** Let \( \eta \) be a state defined by (1.4). Assume that \( G \) satisfies the hypothesis (2.12), and that \( G' < 0 \). Then (2.17) holds true if and only if \( \eta(x, v) = G(h_0(x, v)) \) satisfies
\[
1 + \int_{\mathbb{R} \times T} G'(h_0(x, v)) \cos^2(x) \, dx \, dv - \sum_{* \in \{\pm, \circ\}} \int_{J_*} G'(h_0(a)) C_0^*(a)^2 \, da > 0. \tag{2.18}
\]

Note that (2.18) coincides with the stability condition already mentioned in [3,31], ensuring the orbital stability of the stationary states by variational techniques.

Finally, we exhibit examples of stable stationary states given by Maxwell-Boltzmann distribution, under some condition on the coefficients of the Gaussian:

**Proposition 2.8** Let \( \alpha > 0 \) and \( \beta > 0 \) such that \( \alpha^2 \beta < \frac{\pi}{2} \), then there exists \( M_0 > 0 \) satisfying (1.5) such that
\[
\eta(x, v) = \alpha e^{-\beta \left( \frac{x^2}{2} - M_0 \cos(x) \right)}
\]
is a stable stationary states in the sense of Proposition 2.7.

### 2.4 Organization

In Sect. 3, we collect and prove some results concerning Volterra integral equations, and use them to prove the linear damping Theorem 2.4 by assuming Theorem 2.2 giving the dispersive effect of the flow of the Pendulum. In Sect. 4, we prove the scattering result corollary 2.5. Section 5 is dedicated to the Penrose criterion, and we prove there Theorem 2.6 and Proposition 2.7. In Sect. 6 we exhibit examples of inhomogeneous stationary states which are stable in the sense of Proposition 2.7 and prove Proposition 2.8. Finally, Sect. 7 contains all the technical results that we shall need concerning angle-action variables, and we prove there the dispersion Theorem 2.2.
3 Proof of the Linear Damping Theorem 2.4

We begin with the derivation of the Volterra Eq. (2.10). The proof then consists in showing that the kernels $K_C$ and $K_S$ have sufficient decay in time, which, with the Penrose criterion and a Paley-Wiener argument will yield a control of the decay in time of $C(t)$ and $S(t)$ by one of the source terms $F_C(t)$ and $F_S(t)$, and the latter will be guaranteed by Theorem 2.2.

In all the remainder of the paper, we will often use the notation $A \lesssim B$ to denote an inequality of the form $A \leq CB$ for some constant $C$ depending only on the assumptions made in the section of the proof but not on $A$ or $B$.

Proof of Proposition 2.3 Let us first prove (2.7). If $r$ solves (1.6), the function $g$ defined in (2.6) satisfies

$$
\partial_t g(t, x, v) = \{r, h_0\}(t, \psi_t(x, v)) + \{\eta, \phi[r]\}(t, \psi_t(x, v)) - \{r, h_0\}(t, \psi_t(x, v)) = \{\eta, \phi[g \circ \psi_{-t}]\}(t, \psi_t(x, v)).
$$

Hence as $\eta$ is invariant by the flow $\psi_t$, $g$ solves

$$
\partial_t g(t, x, v) = \{\eta, \phi[g \circ \psi_{-t} \circ \psi_t]\}(t, x, v).
$$

Since $\psi_t$ preserves the volume,

$$
\phi[g \circ \psi_{-t} \circ \psi_t](x, v) = \int_{T \times R} \cos(X \circ \psi_t(x, v) - y)g(t, \psi_{-t}(y, w))dydw
$$

$$
= \int_{T \times R} \cos(X \circ \psi_t(x, v) - X(y, w))g(t, \psi_{-t}(y, w))dydw
$$

$$
= \cos(X \circ \psi_t(x, v))C(t) + \sin(X \circ \psi_t(x, v))S(t),
$$

with $C(t) = C[g \circ \psi_{-t}] = C[r(t)]$ and $S(t) = S[g \circ \psi_{-t}] = S[r(t)]$, which proves (2.7).

We deduce that

$$
g(t, x, v) = r^0(x, v) + \int_0^t C(s)\{\eta, \cos(X \circ \psi_s)\} + S(s)\{\eta, \sin(X \circ \psi_s)\}ds.
$$

Using this formula and the fact that $\psi_t$ preserves the Poisson bracket, we calculate that

$$
C(t) = \int_{T \times R} \cos(X(y, w))g(t, \psi_{-t}(y, w))dydw
$$

$$
= \int_{T \times R} \cos(X(y, w))r^0(\psi_{-t}(y, w))dydw
$$

$$
+ \int_0^t C(s) \int_{T \times R} \cos(X)\{\eta, \cos(X \circ \psi_{s-t})\}ds
$$

$$
+ \int_0^t S(s) \int_{T \times R} \cos(X)\{\eta, \sin(X \circ \psi_{s-t})\}ds.
$$

Note that the flow $\psi_t$ is reversible with respect to the transformation $v(x, v) = (x, -v)$, that is we have $\psi_t \circ v = -v \circ \psi_{-t}$. But as the Hamiltonian is even in $x$, the flow is also reversible with respect to $(x, v) \mapsto (-x, v)$. Hence the transformation $\mu(x, v) := (-x, -v)$ satisfies $\psi_t \circ \mu = \mu \circ \psi_t$, and this transformation preserves the Poisson bracket and is an isometry.

Let us apply this to the last term in the previous equation. We thus have for any $\sigma \in \mathbb{R}$

$$
\int_{T \times R} \cos(X)\{\eta, \sin(X \circ \psi_{\sigma})\} = \int_{T \times R} \cos(X \circ \mu)\{\eta, \sin(X \circ \psi_{\sigma})\} \circ \mu.
$$
Now using the identities \( \eta \circ v = \eta \) and \( X \circ v = X \), and the evenness of the cosine function, we have

\[
\int_{\mathbb{T} \times \mathbb{R}} \cos(X)\eta, \cos(X \circ \psi_\sigma)\} = 0.
\]

Integrating by parts that last integral yields then

\[
\int_{\mathbb{T} \times \mathbb{R}} \cos(X)\eta, \cos(X \circ \psi_{s-t})\} = \int_{\mathbb{T} \times \mathbb{R}} \cos(X \circ \psi_t)\eta, \cos(X)\}. \]

Using the oddness of the sine function, we have by similar manipulations

\[
\int_{\mathbb{T} \times \mathbb{R}} \sin(X)\eta, \sin(X \circ \psi_{s-t})\} = -\int_{\mathbb{T} \times \mathbb{R}} \sin(X \circ \psi_t)\eta, \sin(X)\}.
\]

This ends the proof. \( \square \)

As a preliminary, we shall first use Theorem 2.2 in order to get the decay rates of the kernels. We shall prove the following result.

**Proposition 3.1** Let \( \eta(x, v) = G(h_0(x, v)) \) with \( G \) a decreasing function that satisfies the assumption (2.12) with \( \mu > 2 \). Then there exist a constant \( C \) such that

\[
|K_C(t)| \leq \frac{C}{(t)^3} \quad \text{and} \quad |K_S(t)| \leq \frac{C}{(t)^2}. \tag{3.1}
\]

**Proof** In view of the expression (2.11) or \( K_C(t) \) we apply Theorem 2.2 with the functions \( f(x, v) = \{ \eta, \cos(X) \} (x, v) \) and \( \varphi = \cos(X(x, v)) \) for which we have \( p = 1 \) and \( q = 1 \). As we have that for all \( * \in \{ \circ, \pm \} \),

\[
f^*_0(h) = \frac{1}{2\pi} \int_{-\pi}^{\pi} f^*(x(h, \theta), v(h, \theta)) d\theta = \frac{\omega_+(h) G'(h)}{2\pi} \int_{-\pi}^{\pi} \partial_0(\cos(x(h, \theta))) d\theta = 0. \tag{3.2}
\]

Theorem 2.2 then yields \( |K_C(t)| \lesssim \frac{1}{(t)^3} \). Concerning \( K_S(t) \), it suffices to apply Theorem 2.2 with the functions \( \{ \eta, \sin(X) \} (x, v) \) and \( \sin(X(x, v)) \). We have this time \( p = q = 0 \), and \( S_0^*(h) = 0 \) for all \( * \in \{ \circ, \pm \} \) (see (7.25) and (7.39)). Hence the application of Theorem 2.2 yields \( |K_S(t)| \lesssim \frac{1}{(t)^2} \). \( \square \)
To study the coefficients $C(t)$ and $S(t)$, we shall use general results on Volterra integral equations written under the form
\[
y(t) = K * y(t) + F(t), \quad t \in \mathbb{R}
\] (3.3)
where $K, y, F$ vanish for $t \leq 0$. Let us first recall the following Paley-Wiener result on Volterra integral equations (Theorem 4.1 of [25], see also [21, 34]).

**Lemma 3.2** (Paley–Wiener) Assume that $K \in L^1(\mathbb{R})$ is such that
\[
\min_{\text{Im}(\xi) \leq 0} |1 - \hat{K}(\xi)| \geq \kappa.
\]
Then there exists a unique resolvent kernel $R \in L^1(\mathbb{R}_+)$ which vanishes for $t \leq 0$ such that
\[
R(t) = -K(t) + K * R(t).
\] (3.4)

Note that using $R$, the solution of (3.3) can be written as
\[
y(t) = F(t) - R * F(t).
\] (3.5)

We shall then use the following corollary.

**Corollary 3.3** Under the assumptions of Lemma 3.2, the following holds:

(i) There exists $C > 0$ such that
\[
\|y\|_{L^\infty} \leq C \|F\|_{L^\infty}.
\] (3.6)

(ii) If $(t)\beta K \in L^\infty$ and $(t)\beta F \in L^\infty$, then there exists $C > 0$ such that
\[
\|(t)\beta y\|_{L^\infty} \leq C \|(t)\beta F\|_{L^\infty}.
\]

(iii) If $(t)\beta K \in L^\infty$ and $(t)\alpha F \in L^\infty$ for $\alpha \in [2, 3]$, then
\[
\|(t)\alpha y\|_{L^\infty} \leq C \|(t)\alpha F\|_{L^\infty}.
\]

**Proof** To get (i) it suffices to use (3.5) and the Young inequality. Let us prove (ii). We first observe that
\[
t^{\frac{1}{2}} y(t) = K * (t^{\frac{1}{2}} y) + \int_0^t (t^{\frac{1}{2}} - s^{\frac{1}{2}}) K(t - s) y(s) \, ds + t^{\frac{1}{2}} F.
\]
By using (i), we obtain that
\[
\|t^{\frac{1}{2}} y\|_{L^\infty} \lesssim \|y\|_{L^\infty} \sup_t \int_0^t (t^{\frac{1}{2}} - s^{\frac{1}{2}}) |K(t - s)| \, ds + \|(t)\frac{1}{2} F\|_{L^\infty} \lesssim \|(t)\frac{1}{2} F\|_{L^\infty}. \tag{3.7}
\]
Next, we can write that
\[
t y(t) = K * (t y) + \int_0^t (t^{\frac{1}{2}} - s^{\frac{1}{2}}) K(t - s) s^{\frac{1}{2}} y(s) \, ds + t^{\frac{1}{2}} \int_0^t (t^{\frac{1}{2}} - s^{\frac{1}{2}}) K(t - s) y(s) \, ds + t F.
\]
Consequently, by using (i) and the assumptions on $K$, we obtain that
\[
\|ty\|_{L^\infty} \lesssim \sup_t \left( \int_0^t \frac{(t - s)^{\frac{1}{2}}}{(t - s)^2} \, ds \right) \|(t)\frac{1}{2} y\|_{L^\infty} + \|(t)\frac{1}{2} F\|_{L^\infty}
\]
\[
+ \sup_t \left( \frac{1}{t^{\frac{1}{2}}} \int_0^t \frac{(t - s)^{\frac{1}{2}}}{(t - s)(s)^{\frac{1}{2}}} \, ds \right) \|t^{\frac{1}{2}} y\|_{L^\infty} + \|(t) F\|_{L^\infty}.
\]
and by (3.7),
\[ \|ty\|_{L^\infty} \lesssim \|\langle t \rangle F\|_{L^\infty}. \] (3.8)

Note that we have used that
\[ t^\frac{1}{2} \int_0^t \frac{1}{\langle t-s \rangle^\frac{1}{2}} ds \lesssim \frac{1}{\langle t \rangle^\frac{1}{2}} \int_0^t \frac{1}{\langle s \rangle^\frac{1}{2}} ds + \int_0^\frac{1}{2} \frac{1}{\langle t-s \rangle^\frac{1}{2}} ds \lesssim 1. \]

We then estimate \( t^2 y \), and for that we write
\[ t^2 y = K \ast t^2 y + F_2 \]
where by similar manipulations as above, the source term \( F_2 \) may be estimated as follows
\[ |F_2| \lesssim t^\frac{1}{2} \left( \langle \cdot \rangle^\frac{1}{2} |K| \ast \langle \cdot \rangle |y| \right) + \left( \langle \cdot \rangle^\frac{1}{2} |K| \right) \ast \left( \langle \cdot \rangle^\frac{1}{2} |y| \right) + t \left( \langle \cdot \rangle^\frac{1}{2} |K| \right) \ast \left( \langle \cdot \rangle^\frac{1}{2} |y| \right) + t^2 \left( \langle \cdot \rangle^\frac{1}{2} |y| \right) + (|y|) + t^2 |F|. \]

By using again (i) and (3.7), and similar arguments as above, we obtain that
\[ \|t^2 y\|_{L^\infty} \lesssim \|\langle t \rangle^\frac{3}{2} y\|_{L^\infty} + \|\langle t \rangle^2 F\|_{L^\infty}. \]

To conclude, we can use first the interpolation inequality
\[ \|\langle t \rangle^\frac{3}{2} y\|_{L^\infty} \lesssim \|\langle t \rangle y\|_{L^\infty} \|\langle t \rangle^2 y\|_{L^\infty}. \]

Then we apply the Young inequality: for any \( \delta > 0 \),
\[ \|\langle t \rangle y\|_{L^\infty} \|\langle t \rangle^2 y\|_{L^\infty} \leq \frac{\|\langle t \rangle y\|_{L^\infty}^2}{2\delta} + \frac{\|\langle t \rangle^2 y\|_{L^\infty}^2}{2}. \]

Choosing \( \delta \) small enough, we conclude that
\[ \|t^2 y\|_{L^\infty} \lesssim \|\langle t \rangle y\|_{L^\infty} + \|\langle t \rangle^2 F\|_{L^\infty} \]
and the result follows by using (3.8).

To prove (iii), we can use the same arguments. We first write
\[ ty = K \ast (ty) + F_1 \]
with
\[ F_1(t) = tF + (tK) \ast y. \]

Since \( tK \in L^1 \), we get by using (3.6) that
\[ \|ty\|_{L^\infty} \lesssim \|F_1\|_{L^\infty} \lesssim \|\langle t \rangle F\|_{L^\infty}. \]

Next, we write
\[ t^2 y = K \ast t^2 y + F_2, \quad F_2 = (tK) \ast ty + tF_1 \]
and by Young’s inequality
\[ \|F_2\|_{L^\infty} \lesssim \|tK\|_{L^1} \|ty\|_{L^\infty} + \|t^2 F\|_{L^\infty} + \|t((tK) \ast y)\|_{L^\infty} \lesssim \|tF\|_{L^\infty} + \|t^2 F\|_{L^\infty} + \|t((tK) \ast y)\|_{L^\infty}. \]
It remains to see that
\[
| (tK) * y | \lesssim \int_0^t \frac{1}{|t-s|^2} \frac{1}{\langle s \rangle} \| \langle s \rangle y \|_{L^\infty} \, ds \lesssim \frac{1}{\langle t \rangle} \| ty \|_{L^\infty},
\]
such that
\[
\| F_2 \|_{L^\infty} \lesssim \| \langle t \rangle^2 F \|_{L^\infty}.
\]
We conclude by using again (3.6) that
\[
\| t^2 y \|_{L^\infty} \lesssim \| \langle t \rangle^2 F \|_{L^\infty}.
\]
\[r^3 y\] is estimated in the same way as above.

We shall then apply the Corollary to the two Volterra equations (2.10) to prove Theorem 2.4, starting with the one satisfied by \( C(t) \). Note that by using Proposition 3.1, and the Penrose criterion (2.13), we get that the kernel \( K_C \) matches the assumptions of Corollary 3.3 (iii). To estimate \( F_C(t) \) given by (2.11), we can apply Theorem 2.2 (using the orthogonality condition (2.15)) with the functions \( \varphi = \cos(X(x, v)) \) and \( f = r^0(x, v) \), for which we have \( p \geq 0 \) and \( q = 1 \). Now without further assumptions this implies that \( F_C(t) \lesssim \frac{1}{\langle q \rangle^{\alpha}} \) with \( \alpha = \frac{p + 5}{2} \). Therefore the application of Corollary 3.3 to the first Volterra equation of (2.10) yields the estimate on \( C(t) \) claimed in Theorem 2.4.

In the case of the second Volterra equation of (2.10), satisfied by \( S(t) \), we estimate \( F_S(t) \) given in (2.11) by using Theorem 2.2 with the functions \( \varphi = \sin(X(x, v)) \) and \( f = r^0(x, v) \) for which we have \( p \geq 0 \) and \( q = 0 \). This yields the estimate \( | F_S(t) | \lesssim \frac{1}{\langle q \rangle^{\alpha}} \) with \( \alpha = 2 + \frac{p}{2} \). As the kernel \( K_S \) falls under the scope of Corollary 3.3 (ii), the estimate on \( S(t) \) claimed in Theorem 2.4 follows.

### 4 Proof of the Scattering Result Corollary 2.5

Let us first study the asymptotic behavior of \( g \), and define \( g_\infty(x, v) \) by
\[
g_\infty(x, v) = r^0(x, v) + \int_0^{+\infty} \left( C(s) \{ \eta, \cos(X) \} \circ \psi_s(x, v) + S(s) \{ \eta, \sin(X) \} \circ \psi_s(x, v) \right) \, ds. \tag{4.1}
\]
Note that the above integral is convergent in \( L^1_{x, v} \). Indeed, by using that \( \psi_s \) is measure preserving and Theorem 2.4 giving decay estimates for \( C(s) \) and \( S(s) \) we get that
\[
\| C(s) \{ \eta, \cos(X) \} \circ \psi_s(x, v) + S(s) \{ \eta, \sin(X) \} \circ \psi_s(x, v) \|_{L^1_{x, v}} \lesssim \frac{1}{\langle s \rangle^2}.
\]
As
\[
g(t, x, v) = r^0(x, v) + \int_0^t \left( C(s) \{ \eta, \cos(X) \} \circ \psi_s(x, v) + S(s) \{ \eta, \sin(X) \} \circ \psi_s(x, v) \right) \, ds,
\]
this also yields that
\[
\| g(t) - g_\infty \|_{L^1_{x, v}} \lesssim \int_t^{+\infty} \frac{1}{\langle s \rangle^2} \, ds \lesssim \frac{1}{\langle t \rangle}, \tag{4.2}
\]
which proves the first part of the statement. Now, let us study the weak convergence of \( r(t, x, v) \). Let us observe that for every test function \( \phi(x, v) \), we have by volume preservation that
\[
\int_{T \times \mathbb{R}} r(t, x, v) \phi(x, v) \, dx \, dv = \int_{T \times \mathbb{R}} g(t, x, v) \phi(\psi_t(x, v)) \, dx \, dv \\
= \int_{T \times \mathbb{R}} g_\infty(x, v) \phi(\psi_t(x, v)) \, dx \, dv + O \left( \frac{1}{|t|} \right) =: I(t) + + O \left( \frac{1}{|t|} \right).
\]
By using the expression (4.1), and the fact that \( \psi_s \) is invertible and preserves the volume, we obtain that
\[
I(t) = \int_{T \times \mathbb{R}} r^0(x, v) \phi(\psi_t(x, v)) \, dx \, dv + \int_{0}^{+\infty} \left( C(s) \int_{T \times \mathbb{R}} \{ \eta, \cos(X) \} \phi(\psi_{t-s}(x, v)) \, dx \, dv \\
+ S(s) \int_{T \times \mathbb{R}} \{ \eta, \sin(X) \} \phi(\psi_{t-s}(x, v)) \, dx \, dv \right) \, ds.
\]
Now, thanks to Theorem 2.2, we obtain that
\[
\int_{T \times \mathbb{R}} r^0(x, v) \phi(\psi_t(x, v)) \, dx \, dv \rightarrow_{t \to +\infty} \sum_{* \in \{ \pm, o \}} \int_{J_*} (r^0)^*_0(a) \phi^*_0(a) \, da
\]
with \( r_\infty(x, v) \) the angle average of \( r^0(\theta, a) \),
\[
r_\infty(x, v) = (r^0)^*_0(h) = \frac{1}{2\pi} \int_{(-\pi, \pi)} r^0(x(\theta, h), v(\theta, h)) \, d\theta, \quad h \in I_*, \ * \in \{ \pm, o \}.
\]
Next, we observe that \( \{ \eta, \cos(X) \}^*_0 = \{ \eta, \sin(X) \}^*_0 = 0 \). Consequently, by using again Theorem 2.2, we obtain that
\[
\left| \int_{T \times \mathbb{R}} \{ \eta, \cos(X) \} \phi(\psi_{t-s}(x, v)) \, dx \, dv \right| + \left| \int_{T \times \mathbb{R}} \{ \eta, \sin(X) \} \phi(\psi_{t-s}(x, v)) \, dx \, dv \right| \lesssim \frac{1}{(t-s)^2}.
\]
Consequently, we find that
\[
\left| \int_{0}^{+\infty} \left( C(s) \int_{T \times \mathbb{R}} \{ \eta, \cos(X) \} \phi(\psi_{t-s}) \, dx \, dv + S(s) \int_{T \times \mathbb{R}} \{ \eta, \sin(X) \} \phi(\psi_{t-s}) \, dx \, dv \right) \, ds \right|
\lesssim \int_{0}^{+\infty} \frac{1}{|s|^2} \frac{1}{(t-s)^2} \, ds \lesssim \frac{1}{|t|^2}.
\]
and using (4.3) this concludes the proof of corollary 2.5.

5 Penrose Condition: Proofs of Theorem 2.6 and Proposition 2.7

5.1 Proof of Theorem 2.6

Let us start with the study of \( K_C \) (see (2.11)). With the assumption on the profile function \( G \), Proposition 3.1 shows that \( K_C \in L^1(\mathbb{R}_+) \cap L^2(\mathbb{R}_+) \). We have
\[
\hat{K}_C(\xi) = \frac{1}{2\pi} \int_{-\infty}^{\infty} K_C(t) e^{it\xi} \, dt = \frac{1}{2\pi} \int_{T \times \mathbb{R}} \int_{0}^{\infty} e^{it\xi} \{ \eta, \cos(X) \} \cos(X \circ \psi_t) \, dx \, dv \, dt,
\]
\( \bowtie \) Springer
which defines a continuous function on the set \( \{ \xi \in \mathbb{C} \mid \text{Im}(\xi) \leq 0 \} \) holomorphic on the set \( \{ \text{Im}(\xi) < 0 \} \).

(i) As \( \frac{d}{dt} \cos(X \circ \psi_t) = \{\cos(X), h_0\} \circ \psi_t \), for \( \xi \neq 0 \), we have after integration by part and using estimate (3.1)

\[
\hat{K}_C(\xi) = -\frac{1}{2i\xi \pi} K_C(0) - \frac{1}{2\pi i} \int_0^\infty \psi(0,0) \int \{\eta, \cos(X)\} \cos X \circ \psi_t \, dx \, dv \, dt.
\]

To analyze the second term, we can use Theorem 2.2 with the functions \( f = \{\eta, \cos(X)\} \) and \( \varphi = \{\cos X, h_0\} = -\sin(\theta) \) for which we have \( p = q = 1 \). As noted in (3.2) the average \( f_0(a) \) vanishes and hence the integrand is \( O\left(\frac{1}{(t)^3}\right) \) by using Theorem 2.2. This shows that for \( \{\text{Im}(\xi) \leq 0\} \) and \( \xi \neq 0 \) we have

\[
|\hat{K}_C(\xi)| \lesssim \frac{1}{|\xi|}.
\]

Hence there exists \( B > 0 \) such that for \( |\xi| \geq B\), \( |1 - \hat{K}_C(\xi)| > \frac{1}{2} \).

(ii) Moreover, \( \eta = G(h_0) \), and as \( h_0 \) is invariant by the flow, we have that

\[
K_C(t) = \mathbb{1}_{\{t \geq 0\}} \int_{\mathbb{T} \times \mathbb{R}} G'(h_0) \cos(X) \{h_0, \cos(X)\} \circ \psi_{-t} \, dx \, dv
\]

\[
= \mathbb{1}_{\{t \geq 0\}} \frac{d}{dt} \int_{\mathbb{T} \times \mathbb{R}} G'(h_0) \cos(X) \cos(X \circ \psi_{-t}) \, dx \, dv = \mathbb{1}_{\{t \geq 0\}} \frac{d}{dt} Q_C(t),
\]

with

\[
Q_C(t) = \int_{\mathbb{T} \times \mathbb{R}} G'(h_0) \cos(X \circ \psi_t) \cos(X) \, dx \, dv - Q_0.
\]

where

\[
Q_0 = \sum_{\nu \in \{\pm, 0\}} \int_{J_\nu} G'(h_0(a))|C_0^\nu(a)|^2 \, da,
\]

where \( C_0^\nu(a) \in \mathbb{R} \) is given in (2.5) (see (7.24) and (7.38) for explicit expressions). By applying Theorem 2.2 with the functions \( f = G(h_0) \cos X \) and \( \varphi = \cos X \), we obtain with this definition of \( Q_0 \) that

\[
|Q_C(t)| \lesssim \frac{1}{(t)^3}.
\]

Hence we can write

\[
\hat{K}_C(\xi) = \int_0^{+\infty} e^{-it\xi} \frac{d}{dt} Q_C(t) \, dt = -Q_C(0) + i\xi \int_0^{+\infty} e^{-it\xi} Q_C(t) \, dt,
\]

where by the previous estimate the time integral is well defined and uniformly bounded in \( \{\text{Im}(\xi) \leq 0\} \). The assumption (2.17) can actually be restated as

\[
1 - \hat{K}_C(0) = 1 + Q_C(0) = \kappa_0 > 0.
\]

Hence, by continuity, there exists \( A > 0 \) such that for \( |\xi| \leq A \), we will have \( |1 - \hat{K}_C(\xi)| > \frac{\kappa_0}{2} \).

(iii) Now let us express \( Q_C(t) \) in action-angle variables. We have

\[
Q_C(t) = -Q_0 + \frac{1}{2\pi} \sum_{\nu \in \{\pm, 0\}} \int_{J_\nu \times (-\pi, \pi)} G'(h_0(a)) \cos(X \circ \psi_t(\theta, a)) \cos(\theta, a) \, d\theta \, da
\]

\[ \copyright \text{Springer} \]
By using for $(\theta, a) \in J\times(-\pi, \pi)$ the identity $\psi_t(\theta, a) = \theta + t\omega_s(a)$ and the Fourier expansion (2.5) for the cosine function, and by definition of $Q_0$ we infer that

\[
Q_C(t) = -Q_0 + \frac{1}{2\pi} \sum_{s \in \pm} \sum_{\ell, \ell' \in \mathbb{Z}} \int_{J_\pi \times (-\pi, \pi)} G'(a)C^*_{\ell}(a)C^{*}_{\ell'}(a)e^{it\ell\omega_s(a)}e^{i(\ell - \ell')\theta} \, d\theta \, da
\]

\[
= \sum_{s \in \pm} \sum_{\ell \neq 0} \int_{J_\pi} G'(a)|C^*_{\ell}(a)|^2e^{it\ell\omega_s(a)} \, da,
\]

Now we calculate that for $\text{Im}(\xi) < 0$,

\[
\hat{K}_C(\xi) = -Q_C(0) + \sum_{s \in \pm} \sum_{\ell \neq 0} \int_{J_\pi} G'(h_0(a))|C^*_{\ell}(a)|^2 \left( \frac{\xi}{\xi - \ell\omega_s(a)} - 1 \right) \, da
\]

\[
= \sum_{s \in \pm} \sum_{\ell \neq 0} \int_{J_\pi} G'(h_0(a))|C^*_{\ell}(a)|^2 \left( \frac{\ell\omega_s(a)}{\xi - \ell\omega_s(a)} \right) \, da.
\]

Hence we have for $\xi = \gamma + i\tau$ with $\tau < 0$,

\[
\text{Re} \hat{K}_C(\xi) = \sum_{s \in \pm} \sum_{\ell \neq 0} \int_{J_\pi} G'(h_0(a))|C^*_{\ell}(a)|^2 \left( \frac{(\gamma - \ell\omega_s(a))\ell\omega_s(a)}{|\gamma - \ell\omega_s(a)|^2 + \tau^2} \right) \, da
\]

For a given $-\tau \in [A, B]$, as $G' < 0$ we have that

\[
\lim_{\gamma \to 0+} \text{Re} \hat{K}_C(\xi) = -\sum_{s \in \pm} \sum_{\ell \neq 0} \int_{J_\pi} G'(h_0(a))|C^*_{\ell}(a)|^2 \left( \frac{\ell^2\omega_s(a)^2}{(\ell\omega_s(a)^2 + \tau^2)} \right) \, da
\]

\[
\leq -\sum_{s \in \pm} \sum_{\ell \neq 0} \int_{J_\pi} G'(h_0(a))|C^*_{\ell}(a)|^2 = -Q_C(0)
\]

By uniform continuity, this implies that there exists $\varepsilon_0$ such that for $|\gamma| < \varepsilon$ and $-\tau \in [A, B]$, we have $|1 - \hat{K}_C(\xi)| > \frac{\kappa}{2}$.

(iv) With the same notation as before, we calculate that

\[
\text{Im} \hat{K}_C(\xi)
\]

\[
= -\sum_{s \in \pm} \sum_{\ell \neq 0} \int_{J_\pi} G'(h_0(a))|C^*_{\ell}(a)|^2 \tau\ell\omega_s(a) \frac{1}{(\gamma - \ell\omega_s(a))^2 + \tau^2}
\]

\[
= -\sum_{s \in \pm} \sum_{\ell > 0} \int_{J_\pi} G'(h_0(a))|C^*_{\ell}(a)|^2 \tau\ell\omega_s(a) \left( \frac{1}{(\gamma - \ell\omega_s(a))^2 + \tau^2} - \frac{1}{(\gamma + \ell\omega_s(a))^2 + \tau^2} \right) \, da
\]

\[
= -4\gamma \tau \sum_{s \in \pm} \sum_{\ell > 0} \int_{J_\pi} G'(h_0(a))|C^*_{\ell}(a)|^2 \ell\omega_s(a)^2 \left( \frac{1}{((\gamma - \ell\omega_s(a))^2 + \tau^2)((\gamma + \ell\omega_s(a))^2 + \tau^2)} \right).
\]

(5.1)

The coefficients $C^*_{\ell}(a)$ explicitly given in Sect. 7 are non-zero everywhere (see Propositions 7.5 and 7.12), and hence the previous term does not vanish when $\gamma \neq 0$ and $\tau \neq 0$. By combining with the previous results, this shows that for all $\varepsilon > 0$, there exists $\kappa(\varepsilon) > 0$ such that $|1 - \hat{K}_C(\xi)| \geq \kappa(\varepsilon)$ except possibly if $-\tau \leq \varepsilon$ and $|\gamma| \in \left[\frac{A}{2}, 2B\right]$.
(iv) To conclude, we thus need to study the limit $\tau \to 0$ for $|\gamma| \in [\frac{A}{2}, 2B]$. By symmetry, we can only consider the case $\gamma > 0$ and we know that in this case $\text{Im} \hat{K}_C(\xi) < 0$ is a sum of negative terms. In the first sum (5.1) giving the expression $\text{Im} \hat{K}_C(\xi)$, we have that for $\ell < 0$, $\gamma - \ell \omega_+(a) > \gamma$. Hence for a fixed $\gamma \in [\frac{A}{2}, 2B]$ the limit of the corresponding terms when $\tau \to 0$ is 0 and the only contribution comes from terms for which $\ell > 0$.

We shall use the fact that $\partial_a \omega_+$ does not vanish on each chart $U_*$ (see Remarks 7.3 and 7.10 in Sect. 7).

Let us consider the upper exterior of the eye, i.e. $*=+$. We make in the integral on $J_+$ the change of variable $u = \ell \omega_+(a) - \gamma$. Hence when $a \in J_+ = (\frac{4}{\pi} \sqrt{M_0}, +\infty)$, we have $u \in (-\gamma, +\infty)$ by using the formula of Proposition 7.2. Hence we have for $\ell > 0$,

$$\int_{J_+} G'(h_0(a))|C_\ell^+(a)|^2 \frac{1}{(\gamma - \ell \omega_+(a))^2 + \tau^2} \frac{\tau \ell \omega_+(a)}{u^2 + \tau^2} \, du = -\int_{-\gamma}^{+\infty} F^+(\frac{\gamma}{\ell}) \frac{1}{u^2 + 1} \, du = -\pi F^+(\frac{\gamma}{\ell}) + R_{\gamma, \ell}(|\tau|),$$

where

$$F^+(v) := \frac{v}{|\ell \partial_a \omega_+ (\omega_+(v))|} G'(h_0(\omega_+^{-1}(v)))|C_\ell^+(\omega_+^{-1}(v))|^2. \quad (5.2)$$

Note that in view of (7.24), for all $\ell$, the coefficient $C_\ell^+$ are non zero, then we have for some $\ell_0$ that for all $\gamma \in [\frac{A}{2}, 2B]$, $F^+(\frac{\gamma}{\ell_0}) < -\kappa_1$. As all the terms in (5.1) are non positive, we have

$$\text{Im} \hat{K}_C(\xi) < \pi F^*(\frac{\gamma}{\ell_0}) + R_{\gamma, \ell_0}(|\tau|) < -\frac{\kappa_1}{2}$$

for $-\tau \leq \varepsilon$ small enough. By combination with the previous item, this concludes the proof for $K_C(\xi)$.

Now we consider the case of $K_S$. The proof for $K_C(\xi)$ is entirely similar, once we have noticed that

$$K_S(t) = K_S(t) = \mathbb{1}_{(t \geq 0)} \frac{d}{dt} Q_S(t)$$

with an expansion in action-angle variables

$$Q_S(t) = -2 \sum_{* \in \{\pm, 0\}} \sum_{\ell > 0} \int_{J_+} G'(h_0(a))|S_\ell^a(a)|^2 \cos(t \ell \omega_+(a)) \, da.$$

The argument is then identical as for the case of $K_C$, since the coefficients $S_\ell^a(a)$ are non-zero everywhere (see Propositions 7.5 and 7.12).

5.2 Proof of Proposition 2.7

In the case of $K_C$, we saw in the previous proof that

$$1 - \hat{K}_C(0) > 0 \iff 1 + Q_C(0) > 0,$$
with
\[ Q_C(t) = 2 \sum_{\ell \in \mathbb{Z}} \sum_{\ell > 0} \int_{J_x} G'(h_0(a))|C^s_\ell(a)|^2 \cos(t\ell \omega_s(a))da. \]

Now we can use Parseval’s identity
\[ \sum_{\ell \in \mathbb{Z}} |C^s_\ell(a)|^2 = \frac{1}{2\pi} \int_{(-\pi, \pi)} \cos^2(x(\theta, a))d\theta \]
to write that
\[ Q_C(0) = \sum_{\ell \in \mathbb{Z}} \sum_{\ell \neq 0} \int_{J_x} G'(h_0(a))|C^s_\ell(a)|^2 da \]
\[ = \frac{1}{2\pi} \sum_{\ell \in \mathbb{Z}} \int_{(-\pi, \pi)} G'(h_0(a)) \cos^2(x(\theta, a))d\theta da - \sum_{\ell \in \mathbb{Z}} \int_{J_x} G'(h_0(a))|C^s_\ell(a)|^2 da \]
\[ = \int_{\mathbb{T} \times \mathbb{R}} G'(h_0(x, v)) \cos^2(x)dx dv - \sum_{\ell \in \mathbb{Z}} \int_{J_x} G'(h_0(a))|C^s_\ell(a)|^2 da, \]
where we have also used area preservation. Hence the condition \(1 + Q_C(0) > 0\) is equivalent to the condition \((2.18)\) of Proposition 2.7. This proves the result in the case of \(K_C\).

Now in the case of \(K_S\), we saw in the previous proof that
\[ 1 - \hat{K}_S(0) > 0 \iff 1 + Q_S(0) > 0, \]
with
\[ Q_S(t) = -2 \sum_{\ell \in \mathbb{Z}} \sum_{\ell > 0} \int_{J_x} G'(h_0(a))|S^s_\ell(a)|^2 \cos(t\ell \omega_s(a))da. \]

Using Parseval’s formula as previously, and as \(S^s_\ell(a) = 0\) on each chart, we obtain this time that
\[ 1 + Q_S(0) > 0 \iff 1 - \int_{\mathbb{T} \times \mathbb{R}} G'(h_0(x, v)) \sin^2(x)dx dv > 0, \]
which is guaranteed by the assumption \(G' < 0\).

### 6 Examples of Stable Stationary States

In this section we study the existence of stationary states of the kind \((1.4)\), and exhibit examples of such states that satisfy the stability condition \((2.18)\). Let us first make the following comments on the stationary states considered in the introduction. Stationary solutions of \((1.1)\), are functions \(\eta(x, v)\) satisfying \([\eta, H[\eta]] = 0\). As for all smooth functions \(G : \mathbb{R} \to \mathbb{R}\) and \(H : \mathbb{R}^2 \to \mathbb{R}\) we have \([G(H), H] = G'(H)[H, H] = 0\), stationary states can be constructed by finding a function \(G : \mathbb{R} \to \mathbb{R}\) and a function \(\eta\) smooth enough such that the \(\eta(x, v) = G(H[\eta])(x, v)\). Note that for such function, we have
\[ H[\eta] = \frac{v^2}{2} - C[\eta] \cos(x) - S[\eta] \sin(x) = M_0 \cos(x - x_0), \]
where \(M_0 \geq 0\) and \(x_0\) are real constants attached to the stationary state such that \(M_0e^{ix_0} = C[\eta] + iS[\eta]\). As \((1.1)\) is invariant by translation \(x \mapsto x + x_0\) we can consider the case \(x_0 = 0\) (i.e. \(M_0 = C[\eta]\) and \(S[\eta] = 0\)), and any solutions must satisfy \((1.5)\) for this number \(M_0\).
Conversely all functions $\eta(x, v) = G\left(\frac{v^2}{2} - M_0 \cos(x)\right)$ with $M_0$, called the magnetization of $\eta$, satisfying (1.5) defines a stationary states.

### 6.1 Sufficient Conditions of Existence and Stability

The following Proposition provides a sufficient condition on the function $G$ such that an inhomogeneous state of the kind (1.4) exists.

**Proposition 6.1** Let $G : [-e, +\infty[ \to \mathbb{R}_+$ be a $C^1$ function such that $G, G' \in L^1([-e, +\infty[)$. Assume that there exists $\zeta > 0$ such that

$$
\int_{T \times \mathbb{R}} G\left(\frac{v^2}{2} - \zeta \cos(x)\right) \cos(x) dx dv \geq \zeta, \quad (6.1)
$$

and that

$$
1 + \int_{T \times \mathbb{R}} G'\left(\frac{v^2}{2}\right) \cos^2(x) dx dv > 0. \quad (6.2)
$$

Then there exists a solution $M_0 > 0$ to the equation

$$
M_0 = \int_{T \times \mathbb{R}} G\left(\frac{v^2}{2} - M_0 \cos(x)\right) \cos(x) dx dv.
$$

In particular, $\eta(x, v) = G\left(\frac{v^2}{2} - M_0 \cos(x)\right)$ is an inhomogeneous stationary solution of (1.1).

**Proof** Consider the function

$$
F(z) = \int_{T \times \mathbb{R}} G\left(\frac{v^2}{2} - z \cos(x)\right) \cos(x) dx dv - z.
$$

We have $F(0) = 0$ (as the cosine function has average 0 on $(-\pi, \pi)$), and the hypothesis imply that $F(\zeta) \geq 0$ and $F'(0) < 0$. Hence either $F(\zeta) = 0$ and the proof is done, or $F(\zeta) > 0$, and the intermediary value Theorem shows that there exists $M_0 \in (0, \zeta)$ such that $F(M_0) = 0$. \(\square\)

The next Proposition gives a sufficient condition to fulfill the stability assumption of Proposition 2.7, which is moreover independent of the angle-action variables.

**Proposition 6.2** Let $G : [-e, +\infty[ \to \mathbb{R}_+$ be a $C^1$ function such that $G, G' \in L^1([-e, +\infty[)$, and $\eta$ be defined by (1.4) with $M_0 > 0$. Assume that $G' < 0$, and that $\eta = G(h_0)$ satisfies

$$
1 + \int_{T \times \mathbb{R}} G'(h_0(x, v)) \cos^2(x) dx dv - \left(\frac{\int_{T \times \mathbb{R}} \cos(x) G'(h_0(x, v)) dx dv}{\int_{T \times \mathbb{R}} G'(h_0(x, v)) dx dv}\right)^2 > 0.
$$

Then $\eta$ is stable i.e. satisfies (2.18).
Proof By using the symplectic variable \((\theta, a)\), we have

\[
\left( \int_{T \times \mathbb{R}} \cos(x) G'(h_0(x, v)) \, dx \, dv \right)^2 = \frac{\left( \sum_{* \in \{0, \pm\}} \int_{J_*} C_0^*(a) G'(h_0(a)) \, da \right)^2}{\sum_{* \in \{0, \pm\}} \int_{J_*} G'(h_0(a)) \, da}.
\]

Hence it is enough to check that

\[
\sum_{* \in \{0, \pm\}} \int_{J_*} C_0^*(a)^2 G'(h_0(a)) \, da 
\leq \left( \sum_{* \in \{0, \pm\}} \int_{J_*} C_0^*(a) G'(h_0(a)) \, da \right)^2 \left( \sum_{* \in \{0, \pm\}} \int_{J_*} G'(h_0(a)) \, da \right)^{-1}.
\]

(6.3)

Now for \(* \in \{0, \pm\}\), we define on \(J_*\) a function

\[
F(a) = \left( \sum_{* \in \{0, \pm\}} \int_{J_*} G'(h_0(a)) \, da \right)^{-1} G'(h_0(a)) > 0,
\]

which is positive, since \(G' < 0\) and of global integral 1. The Cauchy-Schwarz inequality implies then that for all \(* \in \{0, \pm\}\)

\[
\left( \sum_{* \in \{0, \pm\}} \int_{J_*} C_0^*(a)^2 F(a) \, da \right)^2 \leq \sum_{* \in \{0, \pm\}} \int_{J_*} C_0^*(a)^2 F(a) \, da.
\]

Multiplying both sides of the inequality by the real number \(\sum_{* \in \{0, \pm\}} \int_{J_*} G'(h_0(a)) \, da\) which is negative we obtain that (6.3) is true, and the proof is done. \(\Box\)

6.2 Example of Stable Stationary States: Maxwell–Boltzmann Distributions

Here we study the case where the function \(G\) is an exponential. As we consider averages of \(G\) against cosine functions, we introduce the modified Bessel functions of the first kind:

\[
I_n(z) = \frac{1}{\pi} \int_0^\pi e^{z \cos(x)} \cos(nx) \, dx = \int_T e^{z \cos(x)} \cos(nx) \, dx.
\]

We shall use the following asymptotics (see formulae 9.6.10 and 9.7.1 of [1]):

\[
I_n(z) = \left( \frac{z}{2} \right)^n \left[ \frac{1}{n!} + \frac{z^2}{4(n+1)!} + O(z^4) \right] \quad \text{when } z \to 0,
\]

\[
I_n(z) = \left( \frac{e^z}{\sqrt{2\pi z}} \right) \left[ 1 - \frac{4n^2 - 1}{8z} + O\left( \frac{1}{z^2} \right) \right] \quad \text{when } z \to +\infty.
\]

We shall also use the following result

Proposition 6.3 ([29]) For all \(n \in \mathbb{N}\) and \(z \in \mathbb{R}\), we have

\[
z \frac{I'_n(z)}{I_n(z)} < \sqrt{z^2 + n^2} \quad \text{and} \quad \frac{I_{n+1}(z)}{I_n(z)} > \sqrt{(n+1)^2 + z^2 - (n+1)} \frac{1}{z}.
\]
We shall prove the following result, which shows there exists inhomogeneous Maxwell-Boltzmann distributions

\[ \eta(x, v) = \alpha e^{-\beta h_0(x, v)} \]

that are stationary solutions of (1.1) of the kind (1.4) (see also [19]).

**Proposition 6.4** Let \( \alpha, \beta \in \mathbb{R}_+^* \), and \( G(s) = \alpha e^{-\beta s} \). Then if \( \alpha \sqrt{\beta} < \frac{2}{\sqrt{2\pi}} \), \( G \) satisfies the conditions (6.1) and (6.2).

**Proof** We have for any \( z > 0 \)

\[
\int_{\mathbb{T} \times \mathbb{R}} G\left(\frac{v^2}{2} - z \cos(x)\right) \cos(x)dx dv = \alpha \int_{\mathbb{T} \times \mathbb{R}} e^{-\beta \frac{v^2}{2}} e^{\beta z \cos(x)} \cos(x)dx dv = \alpha \sqrt{\frac{2\pi}{\beta}} I_1(\beta z),
\]

and (6.1) is clearly guaranteed by (6.5) for \( z \) sufficiently large.

Using the first formula of (7.10)

\[
1 + \int_{\mathbb{T} \times \mathbb{R}} G'(\frac{v^2}{2}) \cos^2(x)dx dv = 1 - \alpha \sqrt{\beta} \sqrt{\frac{2\pi}{2}} \left[ I_0(0) + I_2(0) \right] = 1 - \alpha \sqrt{\beta} \sqrt{\frac{2\pi}{2}}.
\]

That last quantity is positive when \( \alpha \sqrt{\beta} < \frac{2}{\sqrt{2\pi}} \), and this concludes the proof. \( \Box \)

Now we shall prove that the inhomogeneous states given by Proposition 6.4 are stable in the sense of Proposition 2.7

**Proposition 6.5** Let \( \eta \) be a stationary solution of (1.1) given by

\[ \eta(x, v) = \alpha e^{-\beta \left( \frac{v^2}{2} - M_0 \cos(x) \right)} , \]

with \( \alpha, \beta, M_0 \in \mathbb{R}_+^* \), \( \alpha \sqrt{\beta} < \frac{2}{\sqrt{2\pi}} \), and \( M_0 \) given by Proposition 6.1, and satisfying

\[ M_0 = \alpha \int_{\mathbb{T} \times \mathbb{R}} e^{-\beta \left( \frac{v^2}{2} - M_0 \cos(x) \right)} \cos(x)dx dv. \] (6.6)

Then \( \eta \) is stable in the sense of Proposition 2.7.

**Proof** We shall prove that the assumptions of Proposition 6.2 are fulfilled, which will imply the result. First, we have

\[
\int_{\mathbb{R} \times \mathbb{T}} G'(h_0(x, v)) \cos^2(x)dx dv = -\alpha \beta \int_{\mathbb{R} \times \mathbb{T}} e^{-\beta \frac{v^2}{2}} e^{\beta M_0 \cos(x)} \cos^2(x)dx dv
\]

\[
= -\alpha \sqrt{\beta} \left( \frac{(2\pi)^{1/2}}{2} \right) \left[ I_0(\beta M_0) + I_2(\beta M_0) \right] ,
\]

using the first formula of (7.10). Then have also

\[
\int_{\mathbb{T} \times \mathbb{R}} \cos(x) G'(h_0(x, v)) dx dv = -\alpha \beta \int_{\mathbb{T} \times \mathbb{R}} \cos(x) e^{-\beta \frac{v^2}{2}} e^{\beta M_0 \cos(x)} dx dv
\]

\[
= -\alpha \sqrt{\beta} (2\pi)^{1/2} I_1(\beta M_0) ,
\]

and

\[
\int_{\mathbb{T} \times \mathbb{R}} G'(h_0(x, v)) dx dv = -\alpha \sqrt{\beta} (2\pi)^{1/2} I_0(\beta M_0) .
\]

\( \square \)
Hence, by Proposition 6.2, it is sufficient to verify that
\[ 1 - \frac{\alpha \sqrt{\beta}}{2} (2\pi)^{1/2} \left[ I_0(\beta M_0) + I_2(\beta M_0) \right] + \alpha \sqrt{\beta} (2\pi)^{1/2} \frac{I_1(\beta M_0)}{I_0(\beta M_0)} > 0. \]

Note that
\[ I_0(\beta M_0) + I_2(\beta M_0) = 2I_1(\beta M_0). \]

Moreover, \( M_0 \) satisfies (6.6) which can be written
\[ M_0 = \alpha \sqrt{\frac{2\pi}{\beta}} I_1(\beta M_0) \]
which implies
\[ \alpha \sqrt{\beta} = \frac{\beta M_0}{(2\pi)^{1/2} I_1(\beta M_0)}. \]

Hence it is sufficient to show that
\[ 1 - \frac{\beta M_0 I_1'(\beta M_0)}{I_1(\beta M_0)} + \frac{\beta M_0 I_1(\beta M_0)}{I_0(\beta M_0)} > 0. \]

But Proposition 6.3 implies that
\[ \frac{\beta M_0 I_1(\beta M_0)}{I_0(\beta M_0)} > \sqrt{1 + (\beta M_0)^2} - 1 \quad \text{and} \quad -\frac{\beta M_0 I_1'(\beta M_0)}{I_1(\beta M_0)} > -\sqrt{1 + (\beta M_0)^2}. \]

Hence
\[ 1 - \frac{\beta M_0 I_1'(\beta M_0)}{I_1(\beta M_0)} + \frac{\beta M_0 I_1(\beta M_0)}{I_0(\beta M_0)} > 0, \]
and the proof is done. \( \Box \)

7 Action-Angle Variables

In this section we shall recall how angle-action variables are constructed on each chart \( U_s \). It will involve elliptic integrals and Jacobi’s elliptic functions, whose definitions and main properties are summarized in the following subsection.

7.1 Elliptic Integrals, Elliptic Functions, and Elliptic Trigonometry

For \( k \in (0, 1) \) and \( \phi \in (-\pi/2, \pi/2) \), we define the incomplete elliptic integrals by
\[ E(\phi, k) = \int_0^\phi \sqrt{1 - k^2 \sin(y)} \, dy \quad \text{and} \quad F(\phi, k) = \int_0^\phi \frac{1}{\sqrt{1 - k^2 \sin(y)}} \, dy \]
and the complete elliptic integrals by
\[ E(k) = E\left(\frac{\pi}{2}, k\right) \quad \text{and} \quad K(k) = F\left(\frac{\pi}{2}, k\right). \]

We will use the following standard notations: The complementarity modulus \( k' = \sqrt{1 - k^2} \), \( K'(k) = K(k') \) and Jacobi’s nome
\[ q(k) = \exp(-\pi K'(k)/K(k)). \]

We collect below some useful results for these functions.
Proposition 7.1 The functions $E(z)$, $K(z)$ and $q(z)$ extend as analytic functions of $z^2$ for $|z| < 1$, satisfying $E(0) = K(0) = \frac{\pi}{2}$ and $q(0) = 0$, and we have

$$E(z) \sim \frac{\pi}{2} \left(1 - \frac{1}{4}z^2\right) \text{ when } z \to 0,$$

$$K(z) \sim \frac{\pi}{2} \left(1 + \frac{1}{4}z^2\right) \text{ when } z \to 0,$$

$$q(z) \sim \frac{z^2}{16} \text{ when } z \to 0.$$  \hfill (7.1)

Moreover, these functions have logarithmic singularities in $z = 1$:

$$E(z) \sim 1 - \frac{1}{2}(1-z)\log(1-z) \text{ when } z \to 1,$$

$$K(z) \sim -\frac{1}{2}\log(1-z) \text{ when } z \to 1,$$

$$q(z) \sim 1 + \frac{\pi^2}{\log(1-z)} \text{ when } z \to 1.$$  \hfill (7.2)

More precisely, for all $n \geq 1$ there exists constants $C_n$ such that

$$\| (1-z)^n \partial_z^{n+1} E(z) \|_{L^\infty(\frac{1}{2}, 1)} \leq C_n,$$

$$\| (1-z)^n \partial_z^n K(z) \|_{L^\infty(\frac{1}{2}, 1)} \leq C_n,$$

$$\left\| \partial_z^n \left(1 - z^2\right)(1-z)^n \partial_z^n \left(\frac{1}{K(z)}\right) \right\|_{L^\infty(\frac{1}{2}, 1)} \leq C_n,$$

$$\left\| \partial_z^n \left(1 - q(z)\right) \right\|_{L^\infty(\frac{1}{2}, 1)} \leq C_n.$$  \hfill (7.3)

**Proof** The statements of (7.1), (7.2) and (7.3) concerning $E(z)$ and $K(z)$ are consequences of the power series expansions (900.00) and (900.05) of [12] for the function $K(z)$, and (900.07) and (900.10) for the function $E(z)$. In particular, near $z = 1$, we have

$$K(z) = \log(4/z')K_1(z') + K_2(z'),$$

where $K_1$ and $K_2$ are smooth functions of $(z')^2 = 1 - z^2$ and $K_1(0) = 1$. In other words, we have for $z \in (1/2, 1)$,

$$K(z) = \log(1-z)A(z) + B(z) > 0$$

with $A$ and $B$ smooth functions of $z^2$ and $A(1) = -\frac{1}{2}$. The estimates on $1/K(z)$ follow from this formula.

The first statement (7.1) concerning the function $q(z)$ is a consequence of formula (900.05) of [12]. The second (7.2) of the expansion

$$q(z) = \exp(-\pi K(\sqrt{1-z^2})/K(z)) = \sum_{n \geq 0} \frac{(-1)^n}{n!} \left(\frac{\pi K(\sqrt{1-z^2})}{K(z)}\right)^n,$$

that holds near $z = 1$. Note that as $K(z)$ is an analytic function $z^2$, $K(\sqrt{1-z^2})$ is an analytic function of $z$ for $|z| < 1$ which is bounded as well as its derivatives in the vicinity of $z = 1$. This completes the proof of (7.3).
The Jacobi elliptic functions are then defined as follows: first, we define the amplitude \( \text{am}(u, k) \) by the formula

\[
F(\text{am}(u, k), k) = u.
\] (7.4)

The first Jacobi elliptic function is then

\[
\text{sn}(u, k) = \sin(\text{am}(u, k)).
\] (7.5)

The second and third Jacobi elliptic functions are defined by the formulæ

\[
\text{cn}(u, k) = \sqrt{1 - \text{sn}^2(u, k)} \quad \text{and} \quad \text{dn}(u, k) = \sqrt{1 - k^2 \text{sn}^2(u, k)}.
\]

We have the following Fourier series for these functions (see formulae (908.00)–(908.03) of [12]):

\[
\begin{align*}
\text{am}(u, k) &= \frac{\pi u}{2K(k)} + 2 \sum_{m=0}^{\infty} \frac{q(k)^m}{(m+1)(1+q(k)^{2(m+1)})} \sin \left( (m+1) \frac{\pi u}{K(k)} \right), \\
\text{sn}(u, k) &= \frac{2\pi}{kK(k)} \sum_{m=1}^{\infty} \frac{q(k)^m}{1+q(k)^{2m}} \sin \left( (2m-1) \frac{\pi u}{2K(k)} \right), \\
\text{cn}(u, k) &= \frac{2\pi}{kK(k)} \sum_{m=1}^{\infty} \frac{q(k)^m}{1+q(k)^{2m}} \cos \left( (2m-1) \frac{\pi u}{2K(k)} \right), \\
\text{dn}(u, k) &= \frac{2\pi}{2K(k)} + \frac{2\pi}{kK(k)} \sum_{m=1}^{\infty} \frac{q(k)^m}{1+q(k)^{2m}} \cos \left( m \frac{\pi u}{K(k)} \right).
\end{align*}
\] (7.6)

The following formulæ will also be useful (see (2.14), (2.24) in [32]):

\[
\begin{align*}
\text{sn}^2(u, k) &= \frac{K(k) - E(k)}{k^2 K(k)} - \frac{2\pi^2}{k^2 K(k)^2} \sum_{m=1}^{\infty} \frac{mq(k)^m}{1+q(k)^{2m}} \cos \left( m \frac{\pi u}{K(k)} \right), \\
\text{sn}(u, k)\text{cn}(u, k) &= \frac{2\pi^2}{k^2 K(k)^2} \sum_{m=1}^{\infty} \frac{mq(k)^m}{1+q(k)^{2m}} \sin \left( m \frac{\pi u}{K(k)} \right), \\
\text{sn}(u, k)\text{dn}(u, k) &= \frac{\pi^2}{kK(k)^2} \sum_{m=1}^{\infty} \frac{(2m-1)q(k)^m}{1+q(k)^{2m}} \sin \left( (2m-1) \frac{\pi u}{2K(k)} \right).
\end{align*}
\] (7.7)

We shall also need the following elliptic trigonometry identities (see formulæ 120.02, 122.00, 122.03 in [12])

\[
\begin{align*}
\text{sn}(-u, k) &= -\text{sn}(u, k), \\
\text{cn}(-u, k) &= \text{cn}(u, k), \\
\text{dn}(-u, k) &= \text{dn}(u, k), \\
\text{sn}(u + K(k), k) &= \text{sn}(K(k) - u, k), \\
\text{cn}(u + K(k), k) &= -k \frac{\text{sn}(u, k)}{\text{dn}(u, k)}.
\end{align*}
\] (7.8)

of which two straightforward consequences are the following equalities

- \( \text{sn}(u - K(k), k) = \text{sn}(u + K(k), k) \) and \( \text{cn}(u - K(k), k) = \text{cn}(u + K(k), k) \). (7.9)

Finally, we recall for completion some classical trigonometry identities which we often use: for a real number \( z \),

\[
\begin{align*}
2 \cos^2(z) &= 1 + \cos(2z), \\
2 \sin^2(z) &= 1 - \cos(2z), \\
\sin(2z) &= 2 \sin(z) \cos(z), \\
\arcsin(\cos(z)) &= \sqrt{1 - z^2}.
\end{align*}
\] (7.10)
7.2 Action-Angle Variables on $U_+$ or $U_-$

We will use the following notations: $\epsilon_+ = 1$, and $\epsilon_- = -1$. The action-angle coordinates are constructed on $U_+$ as follows.

**Proposition 7.2** For $\epsilon \in \{\pm\}$, there exists a symplectic change of variable $(x, v) \mapsto (\psi, h)$ from $U_\epsilon$ to the set

$$V_\epsilon := \{(\psi, h) \in \mathbb{R}^2, |h| \in (M_0, +\infty), \psi \in (-r_\epsilon(h), r_\epsilon(h))\},$$

with

$$r_\epsilon(h) = \frac{1}{k(h)\sqrt{M_0}} K\left(\frac{1}{k(h)}\right), \text{ where } k(h) = \sqrt{\frac{h + M_0}{2M_0}},$$

such that the flow of the pendulum in the variables $(\psi, h)$ is $h(t) = h(0)$ and $\psi(t) = t + \psi(0)$. There exists then a second symplectic change of variables $(\psi, h) \mapsto (\theta, a)$ from $V_\epsilon$ to

$$W_\epsilon = \left\{(\theta, a) \in \mathbb{R}^2, |a| \in J_\epsilon = \left(\frac{4}{\pi}\sqrt{M_0}, +\infty\right), \theta \in (-\pi, \pi)\right\},$$

such that

$$\begin{cases} a(h) = \frac{4}{\pi} k(h)\sqrt{M_0} E\left(\frac{1}{k(h)}\right) \quad &\text{with } \omega_\epsilon(h) = \frac{\pi k(h)\sqrt{M_0}}{K\left(\frac{1}{k(h)}\right)}, \\
\theta(\psi, h) = \omega_\epsilon(h)\psi &\text{and so that the flow of the pendulum in the variables } (\theta, a) \text{ is } a(t) = a(0) \text{ and } \theta(t) = t\omega_\epsilon(a) + \theta(0). \end{cases}$$

Moreover, we can easily express $x$ and $v$ as functions of the variables $(\theta, h)$ with the formulae

$$x(\theta, h) = \epsilon_+ 2 \text{ am}\left(\frac{1}{\pi} K\left(\frac{1}{k(h)}\right)\theta, \frac{1}{k(h)}\right), \quad (7.11)$$

$$v(\theta, h) = \epsilon_+ 2 k(h)\sqrt{M_0} \text{ dn}\left(\frac{1}{\pi} K\left(\frac{1}{k(h)}\right)\theta, \frac{1}{k(h)}\right). \quad (7.12)$$

**Remark 7.3** Note that we can check directly from the formulae that $\omega_\epsilon(h)$ is increasing, and as $h$ is a strictly increasing function of $h$ (see (7.13)), we have that $\omega_\epsilon(a)$ is decreasing, and $\partial_a \omega_\epsilon(a) > 0, a \in J_\epsilon$.

**Proof** The construction is classic by using generating functions. Setting $h(x, v) = \frac{v^2}{2} - M_0 \cos(x)$, we have on $U_\epsilon$

$$v(x, h) = \epsilon_+ \sqrt{2(h + M_0 \cos(x))}.$$

Note that $v(x, h) = \partial_x S(x, h)$, where

$$S(x, h) = \epsilon_+ \int_0^x \sqrt{2(h + M_0 \cos(y))} dy = \epsilon_+ 2 \sqrt{2(h + M_0)} \int_0^{x/2} \sqrt{1 - \frac{2M_0}{h + M_0} \sin^2(y)} dy$$

$$= \epsilon_+ 4 \sqrt{M_0} k(h) \int_0^{x/2} \sqrt{1 - \frac{\sin^2(y)}{k(h)^2}} dy = \epsilon_+ 4 k(h) \sqrt{M_0} E\left(\frac{x}{2}, \frac{1}{k(h)}\right).$$
We define then the variable $\psi(x, h)$ by

$$\psi(x, h) = \partial_h S(x, h) = \epsilon_s \int_0^x \frac{1}{\sqrt{2(h + M_0 \cos(y))}} \, dy = \epsilon_s \frac{1}{k(h) \sqrt{M_0}} F \left( \frac{x}{2}, \frac{1}{k(h)} \right).$$

By construction, the variables $(\psi, h)$ are symplectic, and $S$ is the mixed-variable generating function (see formula (5.5) p197 of [26]). We have by the above formulae

$$\dot{\psi}(t) = \dot{x}(t) \partial_x \psi(x(t), h(x(t), v(t))) = v(t) \left( 1 - \frac{\epsilon_s}{\sqrt{2(h(x(t), v(t)) + M_0 \cos(x(x(t)))}} \right) = 1,$$

and the preservation of the Hamiltonian reads $\dot{h} = 0$, such that the flow associated with $h_0$ is in these new variables $\psi(t) = 1, \dot{h}(t) = 0$.

Setting now

$$r_* (h) = \int_0^\pi \frac{1}{\sqrt{2(h + M_0 \cos(y))}} \, dy = \frac{1}{k(h) \sqrt{M_0}} K \left( \frac{1}{k(h)} \right),$$

we have $\psi \in [-r_*(h), r_*(h)]$, and the orbits of the flow are periodic with period $2r_*(h)$, which is unsatisfying for us. Thus the second step is to perform another transformation which shall force all trajectories to evolve in a torus. If we define

$$g_*(h) = \frac{1}{\pi} r_*(h) = \frac{1}{\pi} \int_0^\pi \frac{1}{\sqrt{2(h + M_0 \cos(y))}} \, dy = \frac{\partial}{\partial h} a_*(h) = 0, \quad (7.13)$$

with

$$a_*(h) = \frac{1}{\pi} \int_0^\pi \sqrt{2(h + M_0 \cos(y))} \, dy = \frac{4}{\pi} k(h) \sqrt{M_0} E \left( \frac{1}{k(h)} \right),$$

and set $\theta(x, h) = \frac{1}{g_*(h)} \psi(x, h)$, then for each $* \in \{\pm\}$, the variables $(\theta, a)$ belong to $J_* \times (-\pi, \pi)$ and are symplectic. Moreover the flow reduces to

$$\dot{\theta}(t) = \frac{\dot{\psi}(t)}{g_*(h)} = \omega_*(a) \quad \text{and} \quad \dot{a}(t) = 0, \quad \text{with} \quad \omega_*(a_*(h)) = \frac{1}{g_*(h)} = \frac{1}{\partial_h a_*(h)} = \frac{1}{\partial_h a_*(h)}. \quad (7.14)$$

Note that we have

$$g_*(h) = \frac{1}{\pi k(h) \sqrt{M_0}} K \left( \frac{1}{k(h)} \right),$$

which gives the formula for $\omega_*(h)$.

We can express $x$ in terms of $\theta$ and $h$ using the formula

$$\theta = \epsilon_s \frac{\pi}{K \left( \frac{1}{k(h)} \right)} F \left( \frac{x}{2}, \frac{1}{k(h)} \right).$$

Using the definition of the first Jacobi elliptic function (7.4) and (7.5), we obtain

$$\sin(x(\theta, h)/2) = \epsilon_s \text{sn} \left( \frac{1}{\pi} K \left( \frac{1}{k(h)} \right) \theta, \frac{1}{k(h)} \right)$$

and hence

$$x(\theta, h) = \epsilon_s 2 \text{am} \left( \frac{1}{\pi} K \left( \frac{1}{k(h)} \right) \theta, \frac{1}{k(h)} \right).$$
Moreover, we have
\[
v(\theta, h) = \epsilon_* \sqrt{2(h + M_0 \cos(x))} = \epsilon_* \sqrt{2(h + M_0)} \sqrt{1 - \frac{1}{k(h)^2} \sin^2(x(\theta, h)/2)}
\]
\[
= \epsilon_* 2 k(h) \sqrt{M_0} \arctan \left( \frac{1}{\pi} \left( \frac{1}{k(h)} \theta, \frac{1}{k(h)} \right) \right),
\]
and this ends the proof.

We consider now the asymptotics of these functions. Note that the variables \((\theta, h)\) are not symplectic, but we will use them to examine these asymptotics. Note moreover that the change of variable \(\theta \mapsto h\) defined above allows to compute easily integrals in \((\theta, h)\) by using \(da = g_*(h)dh = \frac{1}{\omega_*(h)}dh\).

**Proposition 7.4** For \(* \in \{\pm\}\), the functions \(\omega_*(h), x(\theta, h)\) and \(v(\theta, h)\) are analytic for \(\theta \in (-\pi, \pi)\) and \(h \in (M_0, +\infty)\).

The function \(\omega_*\) exhibits the following asymptotic behavior \(\omega_*(h)\) is strictly increasing and we have
\[
\omega_*(h) \sim \sqrt{2h} \text{ when } h \to +\infty, \quad \text{and } \omega_*(h) \sim \frac{2\pi \sqrt{M_0}}{\log \left( \frac{1}{(h-M_0)} \right)} \text{ when } h \to M_0^+,
\]
and there exists constants, \(C_r, \omega_r \neq 0\) and \(\alpha_r \neq 0\) such that for all \(r \geq 1\),
\[
\left\| \sqrt{h} \left[ h^{-\frac{1}{2} + r} \partial^r_0 \omega_*(h) - \omega_r \right] \right\|_{L^\infty(M_0, +\infty)} \leq C_r,
\]
\[
\left\| \log(h-M_0)^2 \left[ \log(h-M_0)^2 (h-M_0)^r \partial^r_0 \omega_*(h) - \alpha_r \right] \right\|_{L^\infty(M_0, 2M_0)} \leq C_r.
\]
The change of variable \((h, \theta) \mapsto (x, v)\) satisfies the following estimates: for large \(h\) it converges towards the "identity" in the sense that
\[
x(\theta, h) \sim \epsilon_* \theta \text{ when } h \to +\infty,
\]
\[
v(\theta, h) \sim \epsilon_* \sqrt{2h} \text{ when } h \to +\infty.
\]
More precisely, for \(r, s \geq 0\) there exist constants \(C_{r,s}\) such that
\[
\left\| h^{s+1} \partial^s_0 \partial^r_0 (x(\theta, h) - \epsilon_* \theta) \right\|_{L^\infty((-\pi, \pi) \times (2M_0, +\infty))} \leq C_{r,s},
\]
\[
\left\| \sqrt{h} \left[ h^{-\frac{1}{2} + r} \partial^r_0 v(\theta, h) - \epsilon_* \omega_r \right] \right\|_{L^\infty((-\pi, \pi) \times (2M_0, +\infty))} \leq C_r, \quad \text{and}
\]
for \(s \geq 1\),
\[
\left\| \sqrt{h} \left[ h^{-\frac{1}{2} + r} \partial^r_0 \partial^s_0 v(\theta, h) \right] \right\|_{L^\infty((-\pi, \pi) \times (2M_0, +\infty))} \leq C_{r,s}.
\]
Finally, we have for \(r, s \geq 1\),
\[
\left\| (h-M_0)^r \left| \log(h-M_0) \right|^{-s+2} \partial^r_0 \partial^s_0 (x(\theta, h) - \epsilon_* \theta) \right\|_{L^\infty((-\pi, \pi) \times (M_0, 2M_0))} \leq C_{r,s} \quad \text{and}
\]
\[
\left\| (h-M_0)^r \left| \log(h-M_0) \right|^{-s+3} \partial^r_0 \partial^s_0 (v(\theta, h)) \right\|_{L^\infty((-\pi, \pi) \times (M_0, 2M_0))} \leq C_{r,s}
\]
for some constants \(C_{r,s}\), and
\[
\left\| \log(h-M_0)^{-s} \partial^s_0 (x(\theta, h) - \epsilon_* \theta) \right\|_{L^\infty((-\pi, \pi) \times (M_0, 2M_0))} \leq C_s,
\]
for $s \geq 1$ and some constant $C_s$.

**Proof** We begin with the study of the function $\omega_s$, and prove (7.15) and (7.16). When $h \to +\infty$, $k(h)$ goes to $+\infty$, and $1/k(h)$ goes to 0. Hence as $K(z)$ extends near $z \sim 0$ as a smooth function in $z^2$ with $K(0) = \frac{\pi} {2}$, we have that

$$\omega_s(h) = \frac{\pi k(h) \sqrt{M_0}} {K \left( \frac{1}{k(h)} \right)} = \sqrt{2(h + M_0)} \left( 1 + \Omega \left( \frac{1}{h + M_0} \right) \right).$$

where $\Omega$ is analytic in a neighborhood of 0. This shows that on $(2M_0, +\infty)$, we have $\omega_s(h) = \sqrt{2h(1 + \Omega(1/h))}$ for some analytic function $\Omega$ on $(0, 2M_0)$. This gives the first asymptotic of (7.15), and also the first estimate of (7.16).

When $h \to M_0^+$, $1/k(h)$ goes to 1 and is smooth in a neighborhood of $M_0$. Moreover $1 - \frac{1}{k(h)} \sim \frac{1}{2M_0} (h - M_0)$ when $h \to M_0^+$. Asymptotics (7.2) show that

$$\omega_s(h) = \frac{\pi k(h) \sqrt{M_0}} {K \left( \frac{1}{k(h)} \right)} \sim \pi \sqrt{M_0} \frac{2} {(-\log(1 - \frac{1}{k(h)}))} \quad \text{when} \quad h \to M_0^+,$

from which we infer the asymptotics of $\omega_s$. The second estimate of (7.16) is easily deduced using the estimate on $1/K$ from (7.3), and also the fact that $1/k(h)$ is smooth on $(M_0, 2M_0)$.

Let us now study the functions $x(\theta, h)$ and $v(\theta, h)$. Using the expansions of (7.6), and the expressions of $x(\theta, h)$ and $v(\theta, h)$ from Proposition 7.2, we write

$$x(\theta, h) = \epsilon_1 \theta + \epsilon_2 4 \sum_{m=0}^{\infty} \frac{q(1/k(h))^{m+1}}{(m+1)(1 + q(1/k(h))^{2(m+1)})} \sin((m + 1)\theta)$$

and

$$v(\theta, h) = \epsilon_1 \omega_s(h) \left( 1 + 4 \sum_{m=0}^{\infty} \frac{q(1/k(h))^{m+1}}{1 + q(1/k(h))^{2(m+1)}} \cos((m + 1)\theta) \right) = \omega_s(h) \partial_{\theta} x(\theta, h).$$

Note that by construction, $x(\theta, h)$ is bounded for $(\theta, h) \in (-\pi, \pi) \times (M_0, +\infty)$. It is then clear that we have to consider and study the auxiliary function

$$R(\theta, q) = 4 \sum_{m=0}^{\infty} \frac{q^{m+1}}{1 + q^{2(m+1)}} e^{i(m+1)\theta}. $$

This function is well defined for $|q| < 1$ and when $q \to 0$, we have

$$R(\theta, q) \sim 4q e^{i\theta}. \quad (7.20)$$

Moreover, we have the estimate

$$\|\partial_q^r \partial_{\theta}^s R(\theta, q)\|_{L^\infty(0, \frac{\pi}{2})} \leq C_{r,s} \quad (7.21)$$

for all $r, s \geq 0$ and some constant $C_{r,s}$. To prove this, note that as $(1 + x^2)^{-1}$ and its derivatives are bounded near $x = 0$, we can write that

$$\partial_q^r \partial_{\theta}^s R(q, \theta) = \sum_{m \geq r - 1} (m + 1)^{r+s} q^{m+1-r} e^{i(m+1)\theta} K_m(q)$$
where \( R_{m,s}^r(q) \leq C_{r,s} \) for all \( m \) and \( q \in (0, \frac{1}{2}) \). Estimate (7.21) follows easily. In addition, when \( q \to 1 \), we have

\[
\| R(\theta, q) \|_{L^\infty(\frac{1}{2}, 1)} \leq 4 \sum_{m=0}^{\infty} q^{m+1} \leq 4 \left( \frac{q}{1-q} \right). \tag{7.22}
\]

We also want to estimate the derivatives of this function. We can proceed as previously, and use the fact that \( x \to (1 + x^2)^{-1} \) is bounded as well as all its derivatives near \( x = 1 \), so that we can write for \( r \geq 1 \) and \( s \geq 0 \);

\[
\partial_q^r \partial_\theta^s R(\theta, q) = \sum_{m \geq r-1} (m + 1)^r q^{m+1-r} e^{i(m+1)\theta} R_{m,s}^r(q)
\]

where \( R_{m,s}^r(q) \leq C_{r,s} \) for all \( m \) and \( q \in (\frac{1}{2}, 1) \). We deduce that

\[
\| \partial_q^r \partial_\theta^s R(\theta, q) \|_{L^\infty(\frac{1}{2}, 1)} \leq \frac{C_{r,s}}{(1-q)^{r+s+1}}, \tag{7.23}
\]

for some constant \( C_{r,s} \).

We can now study the asymptotic behaviors of \( x(\theta, h) \) and \( v(\theta, h) \), starting with the case when \( h \to +\infty \). In this case \( 1/k(h) \) goes to 0, and \( q(1/k(h)) \) is a smooth function of \( 1/k(h)^2 = 2M_0/(h + M_0) \to 0 \). As we have

\[
x(\theta, a) = \epsilon_\pi \left[ \theta + \text{Im} \left( R \left( \theta, q \left( \frac{1}{k(h)} \right) \right) \right) \right],
\]

we deduce from then (7.20), (7.21) and the Faà di Bruno formula that

\[
\partial_h^r \partial_\theta^s (x(\theta, h) - \epsilon_\pi \theta) = \mathcal{O}(h^{-r-1})
\]

uniformly in \( \theta \). The results for \( v \) are obtained from the previous result and the fact that \( v(h, \theta) = \omega(h) \partial_\theta x(\theta, h) - \epsilon_\pi \omega(h) \sim \epsilon_\pi \sqrt{2h} \) when \( h \to 0 \). In other words asymptotics (7.17) and estimates (7.18) are proved.

It remains to study the behaviors of \( x(\theta, h) \) and \( v(\theta, h) \) when \( h \to M_0^+ \). Using the properties of \( 1/(1 - q(z)) \) (see (7.2) and (7.3)) near \( z = 1 \), we obtain from (7.23)

\[
\| \partial_q^r \partial_\theta^s R(q(1/k(h)), \theta) \|_{L^\infty(M_0, 2M_0)} \leq C \log \left( \frac{1}{h - M_0} \right)^{r+s+1},
\]

and moreover, from (7.3)

\[
\partial_h^r q(1/k(h)) = \mathcal{O} \left( \left( \frac{1}{h - M_0} \right)^r \frac{1}{\log(h - M_0)^2} \right).
\]

This shows that for \( s \geq 1 \),

\[
\partial_\theta^s (x(\theta, h) - \epsilon_\pi \theta) = \mathcal{O} \left( \log \left( \frac{1}{h - M_0} \right)^{s+1} \right),
\]

and using the Faà di Bruno formula, we see that for \( s \geq 1 \) and \( r \geq 1 \),

\[
\partial_h^r \partial_\theta^s (x(\theta, h) - \epsilon_\pi \theta) = \mathcal{O} \left( \left( \frac{1}{h - M_0} \right)^r \log \left( \frac{1}{h - M_0} \right)^{s-1} \right).
\]
As \( v(\theta, h) = \omega_n(h) \partial_\theta x(\theta, h) \), we deduce from the estimates on \( \omega_n(h) \) that
\[
\partial^r_\phi \partial^s_\phi v(\theta, h) = O\left( \left( \frac{1}{h - M_0} \right)^r \log \left( \frac{1}{h - M_0} \right)^{s-3} \right),
\]
and this proves estimates (7.19). To conclude the proof, let us say that the analyticity of \( \omega_n(h) \), \( x(\theta, h) \) and \( v(\theta, h) \) stated in the Proposition follows from the analyticity properties of the special functions stated at the beginning of Sect. 7.

Now let us consider a function \( f(x, v) \) that is continuous and its restriction \( f^\ast \) to \( U_\ast \). We are interested in the behavior of the Fourier coefficients (2.2) that by a slight abuse of notation, we will also denote by
\[
f^\ast_\ell(h) = \frac{1}{2\pi} \int_0^{2\pi} f^\ast(x(\theta, h), v(\theta, h)) e^{-i\ell\theta} \, d\theta
\]
these coefficients in the variable \( h \).

In the special cases where \( f \) is either the cosine or the sine function, we have the following explicit expressions:

**Proposition 7.5** For \( \ast \in \{\pm\} \), and \( (\theta, a) \in J_\ast \times (-\pi, \pi) \),
\[
\cos(x(\theta, a)) = \sum_{\ell \in \mathbb{Z}} C^\ast_\ell(a) e^{i\ell\theta} \quad \text{and} \quad \sin(x(\theta, a)) = \sum_{\ell \in \mathbb{Z}} S^\ast_\ell(a) e^{i\ell\theta}.
\]
with, in terms of the variable \( h \),
\[
C^\ast_0(h) = 1 - 2k(h)^2 + 2k(h)^2 \frac{E \left( \frac{1}{k(h)} \right)}{K \left( \frac{1}{k(h)} \right)} - 2k(h) \frac{\frac{1}{k(h)} |\ell|}{1 + q \left( \frac{1}{k(h)} \right)^2 |\ell|} \left( 2 |\ell| q \left( \frac{1}{k(h)} \right) \right), \quad \ell > 0
\]

and
\[
S^\ast_0(h) = 0
\]
\[
S^\ast_\ell(h) = -S^\ast_{-\ell}(h) = \epsilon_\ast (-i) 2\pi^2 k(h)^2 \left( \frac{1}{k(h)} \right)^2 \frac{2q \left( \frac{1}{k(h)} \right) |\ell|}{1 + q \left( \frac{1}{k(h)} \right)^2 |\ell|} \left( 2 |\ell| q \left( \frac{1}{k(h)} \right) \right), \quad \ell > 0.
\]

**Proof** Recall that we have
\[
\sin(x(\theta, h)/2) = \epsilon_\ast \sin \left( \frac{1}{2} K \left( \frac{1}{k(h)} \right) \theta, \frac{1}{k(h)} \right).
\]
Hence using the expansion of \( \sin^2 \) in (7.7) and the second formula of (7.10), we obtain
\[
\cos(x(\theta, h)) = 1 - 2\sin^2 \left( \frac{1}{2} K \left( \frac{1}{k(h)} \right) \theta, \frac{1}{k(h)} \right) = 1 - 2k(h)^2 \frac{K \left( \frac{1}{k(h)} \right) - E \left( \frac{1}{k(h)} \right)}{K \left( \frac{1}{k(h)} \right)} + \frac{4\pi^2 k(h)^2}{K \left( \frac{1}{k(h)} \right)^2} \sum_{m=1}^{\infty} \frac{mq \left( \frac{1}{k(h)} \right)^m}{1 - q \left( \frac{1}{k(h)} \right)^{2m}} \cos(m\theta).
\]
Formulae (7.24) follow easily. Moreover, we have
\[
x(\theta, h) = e_\pi 2 \arctan \left( \frac{1}{\pi K \left( \frac{1}{k(h)} \right)} \frac{\theta}{\frac{1}{k(h)}} \right).
\]
Hence, using the third formula of (7.10), the definitions of the functions sn(u, k) and cn(u, k), and the expansion of sn(u, k)cn(u, k) from (7.7), we infer
\[
\sin(x(\theta, h)) = 2e_\pi \text{sn} \left( \frac{1}{\pi K \left( \frac{1}{k(h)} \right)} \frac{\theta}{\frac{1}{k(h)}} \right) \text{cn} \left( \frac{1}{\pi K \left( \frac{1}{k(h)} \right)} \frac{\theta}{\frac{1}{k(h)}} \right)
\]
\[
= 2e_\pi \frac{2k(h)^2 \pi^2}{K(1/k(h))^2} \sum_{m=1}^{\infty} \frac{mq(1/k(h))^m}{1 + q(1/k(h))^{2m}} \sin(m\theta).
\]
Formulae (7.25) follow easily.

For some smooth function f, we can estimate the generalized Fourier coefficients \( f^*(a) \) in the following way.

**Proposition 7.6** Assume that f is a function satisfying
\[
\max_{|v| \leq m} \| (v)^\mu \partial^\alpha x, v f \|_{L^\infty(U_s)} \leq C_p, m
\]
for some \( m \geq 1 \) and \( \mu \geq 0 \). Then, we have for \( r + s \leq m \).
\[
\partial^r h f^*_\ell (h) = O \left( \frac{1}{|\ell|^s} \left( \frac{1}{h - M_0} \right)^r \log \left( \frac{1}{h - M_0} \right)^s \right) \quad \text{when} \ h \to M_0^+
\]
\[
\partial^r h f^*_\ell (h) = O \left( \frac{1}{|\ell|^s} \frac{1}{h^{\mu/2}} \right) \quad \text{when} \ h \to +\infty.
\]  
(7.26)

**Proof** We have
\[
\partial^r h f^*_\ell (h) = \frac{1}{\ell^s} (-i)^s \frac{1}{2\pi} \int_{(-\pi, \pi)} \partial^r h \partial^s f^* (x(\theta, h), v(\theta, h)) e^{-i\ell \theta} d\theta,
\]
and using Faà di Bruno formula, the hypothesis on f, and (7.19), we infer that when \( h \to M_0^+ \),
\[
\partial^r h f^*_\ell (h) = O \left( \frac{1}{|\ell|^s} \left( \frac{1}{h - M_0} \right)^r \log \left( \frac{1}{h - M_0} \right)^s \right).
\]
Moreover, by the same arguments, and using also (7.18), we obtain
\[
\partial^r h f^*_\ell (h) = O \left( \frac{1}{|\ell|^s} \frac{1}{h^{\mu/2}} \right), \quad h \to +\infty.
\]

□

From this result, we obtain the following:

**Proposition 7.7** Assume that f and \( \varphi \) are real functions satisfying
\[
\max_{|v| \leq m} \| (v)^\mu \partial^\alpha x, v f \|_{L^\infty(U_s)} \leq C_{\mu, m} \quad \text{and} \quad \max_{|v| \leq M} \| \partial^\alpha x, v \varphi \|_{L^\infty(U_s)} \leq C_M.
\]
for some \( m \geq 1 + r \), \( \mu > 2 \) and \( M \geq 3 + r \). Then we have for all \( t \geq 1 \),
\[
\left| \int_{U_s} \varphi(\psi_t(x, v)) f(x, v) dv - \int_{M_0}^{+\infty} f^*_0 (h) \varphi^*_0 (h) - \frac{1}{\omega_\varphi (h)} dh \right| \leq \frac{C}{(1 + t)^{r+1}}.
\]
Proof Recall that for \( * \in \{ \pm \} \), we have by formulae (2.3) and (2.4), and the identity 
\[ \psi_1(\theta, h) = \theta + i\omega_*(h), \]
\[ \int_{U_*} \varphi(\psi_1(x, v)) f(x, v) dv dx = \sum_{\ell \in \mathbb{Z}} \int_{(M_0, +\infty)} f^*_\ell(h)\varphi^*_{-\ell}(h)e^{it\ell\omega_*(h)} \frac{1}{\omega_*(h)} dh. \]

We shall then integrate by parts with respect to \( h \), using in particular the fact that \( \partial_h \omega_* \) does not vanish on \( U_* \). For \( \ell \neq 0 \), we may thus define two operators \( D_{\ell, h} \) and \( D_{\ell, h}^T \) acting on function \( G(h) \) of \( h \) by
\[ D_{\ell, h} G = \frac{1}{i\ell\partial_h \omega_*} \partial_h G \quad \text{and} \quad D_{\ell, h}^T G = -\partial_h \left( \frac{G}{i\ell\partial_h \omega_*} \right). \]

We shall in particular consider iterations of the operator \( D_{\ell, h}^T \), and use the special notation
\[ (D_{\ell, h}^T)^0 G = -\frac{G}{i\ell\partial_h \omega_*}. \]

We have the following useful Lemma (whose proof is postponed to the end of the current one):

**Lemma 7.8** For all \( 0 \leq \beta \leq r + 1 \),
\[ (D_{\ell, h}^T)^\beta \left( f^*_\ell(h)\varphi^*_{-\ell}(h)\omega_*(h)^{-1} \right) = O(|\ell|^{-\beta}h^{-\mu/2}) \quad \text{when} \quad h \to +\infty, \]
and
\[ (D_{\ell, h}^T)^\beta \left( f^*_\ell(h)\varphi^*_{-\ell}(h)\omega_*(h)^{-1} \right) = O \left( |\ell|^{-\beta}(h - M_0) \log \left( \frac{1}{h - M_0} \right)^{m(\beta)} \right) \quad \text{when} \quad h \to M_0^+, \]
for some integer \( m(\beta) > 0 \).

This Lemma says essentially that the singularities coming from \( f^*_\ell \) and \( \varphi^*_{-\ell} \) at the separatix are cancelled by the one of \( \partial_h \omega_* \). This shows in particular that for all \( 0 < \beta \leq r + 1 \),
\[ \lim_{h \to M_0^+} (D_{\ell, h}^T)^\beta \left( f^*_\ell(h)\varphi^*_{-\ell}(h)\omega_*(h)^{-1} \right) \frac{1}{\partial_h \omega_*} = 0, \]
\[ \lim_{h \to +\infty} (D_{\ell, h}^T)^\beta \left( f^*_\ell(h)\varphi^*_{-\ell}(h)\omega_*(h)^{-1} \right) \frac{1}{\partial_h \omega_*} = 0, \]
and that
\[ \left\| (D_{\ell, h}^T)^\beta \left( f^*_\ell(h)\varphi^*_{-\ell}(h)\omega_*(h)^{-1} \right) \right\|_{L^1((M_0, +\infty))} \leq \frac{C_\beta}{|\ell|^\beta}, \]
using also (7.16) and the hypothesis \( \mu > 2 \).

Integrating by parts \( r + 1 \) times while using Lemma 7.8, we have for \( \ell \neq 0 \)
\[ \int_{(M_0, +\infty)} f^*_\ell(h)\varphi^*_{-\ell}(h)e^{it\omega_*(h)} \frac{dh}{\omega_*(h)} = \frac{1}{r} \int_{(M_0, +\infty)} f^*_\ell(h)\varphi^*_{-\ell}(h)D_{\ell, h}(e^{it\omega_*(h)}) \frac{dh}{\omega_*(h)} \]
\[ = \frac{1}{r} \left[ -(D_{\ell, h}^T)^0 \left( f^*_\ell(h)\varphi^*_{-\ell}(h)\omega_*(h)^{-1} \right) e^{it\omega_*(h)} \right]_{M_0}^{+\infty} \]
\[ + \frac{1}{r} \int_{(M_0, +\infty)} e^{it\omega_*(h)}(D_{\ell, h}^T) \left( f^*_\ell(h)\varphi^*_{-\ell}(h)\omega_*(h)^{-1} \right) dh, \]
\[ = \frac{1}{r} \int_{(M_0, +\infty)} D_{\ell, h}(e^{it\omega_*(h)})(D_{\ell, h}^T) \left( f^*_\ell(h)\varphi^*_{-\ell}(h)\omega_*(h)^{-1} \right) dh, \]
\[ = \frac{1}{r^{r+1}} \int_{(M_0, +\infty)} e^{it\omega_*(h)}(D_{\ell, h}^T)^{r+1} \left( f^*_\ell(h)\varphi^*_{-\ell}(h)\omega_*(h)^{-1} \right) dh. \]
such that
\[
\int_{(M_0, +\infty)} f^*_\ell(h) \varphi_{-\ell}(h) e^{i\ell \omega_\ell(h)} \frac{dh}{\omega_\ell(h)} \leq \frac{1}{t^r+1} \left\| (D_{\ell,h}^T)^{r+1} \left( f^*_\ell(h) \varphi_{-\ell}(h) \omega_\ell(h)^{-1} \right) \right\|_{L^1((M_0, +\infty))} 
\]
and summing in \( \ell \) gives the result.

\[ \square \]

**Proof of Lemma 7.8** Let us first prove the estimate when \( h \sim M_0 \). We shall rather prove by induction on \( \beta \leq r+1 \) that
\[
(D_{\ell,h}^T)^{\beta} \left( f^*_\ell(h) \varphi_{-\ell}(h) \omega_\ell(h)^{-1} \right) = O \left( |\ell|^{-\beta} (h - M_0) \log \left( \frac{1}{h - M_0} \right)^{m(\beta)} \right), \tag{7.27}
\]
and, if \( \beta \leq r \),
\[
\partial_h (D_{\ell,h}^T)^{\beta} \left( f^*_\ell(h) \varphi_{-\ell}(h) \omega_\ell(h)^{-1} \right) = O \left( |\ell|^{-\beta} \log \left( \frac{1}{h - M_0} \right)^{n(\beta)} \right), \tag{7.28}
\]
for some integers \( m(\beta), n(\beta) \).

When \( \beta = 0 \), we have by Proposition 7.6, (7.15) and (7.16)
\[
-(D_{\ell,h}^T)^0 \left( f^*_\ell(h) \varphi_{-\ell}(h) \omega_\ell(h)^{-1} \right) = \frac{f^*_\ell(h) \varphi_{-\ell}(h)}{\omega_\ell(h) \partial_h \omega_\ell(h)} = O \left( (h - M_0) \log \left( \frac{1}{h - M_0} \right)^3 \right),
\]
and
\[
\partial_h \left( \frac{f^*_\ell(h) \varphi_{-\ell}(h)}{\omega_\ell(h) \partial_h \omega_\ell(h)} \right) = \frac{\partial_h \left( f^*_\ell(h) \varphi_{-\ell}(h) \right)}{\omega_\ell(h) \partial_h \omega_\ell(h)} + \frac{(f^*_\ell(h) \varphi_{-\ell}(h)) \partial_h \left( \frac{1}{\omega_\ell(h) \partial_h \omega_\ell(h)} \right)}{\omega_\ell(h) \partial_h \omega_\ell(h)} = O \left( \log \left( \frac{1}{h - M_0} \right)^3 \right).
\]

For \( \beta \geq 1 \), if (7.27) and (7.28) hold at rank \( \beta - 1 \), then by using the formula
\[
(D_{\ell,h}^T)^{\beta} \left( f^*_\ell(h) \varphi_{-\ell}(h) \omega_\ell(h)^{-1} \right) = -\partial_h \left( (D_{\ell,h}^T)^{\beta-1} \left( f^*_\ell(h) \varphi_{-\ell}(h) \omega_\ell(h)^{-1} \right) \right),
\]
and the estimate (7.16) for \( \partial_h \omega_\ell(h)^{-1} \), one easily proves (7.27) at rank \( \beta \). As long as \( \beta \leq r \), one deduces then (7.28) at rank \( \beta \) by writing that
\[
\log \left( \frac{1}{h - M_0} \right)^{-m(\beta)} (D_{\ell,h}^T)^{\beta} \left( f^*_\ell(h) \varphi_{-\ell}(h) \omega_\ell(h)^{-1} \right) = O \left( |\ell|^{-\beta} (h - M_0) \right),
\]
which shows that
\[
\partial_h \left( \log \left( \frac{1}{h - M_0} \right)^{-m(\beta)} (D_{\ell,h}^T)^{\beta} \left( f^*_\ell(h) \varphi_{-\ell}(h) \omega_\ell(h)^{-1} \right) \right) = O(|\ell|^{-\beta}),
\]
and gives the result.
The asymptotics when \( h \to +\infty \) are easier to obtain, as for any \( s \leq \beta \leq r + 1 \), Proposition 7.6 implies that

\[
\partial_s^h \left( f^s_\ell (h) \varphi^s_\ell (h) \right) = O(h^{-\mu/2}),
\]

while (7.16) shows that

\[
\partial_s^h \left( \frac{1}{\omega_n(h) \partial_h \omega_n(h)} \right) = O(1),
\]

such that Leibniz’s formula yields the result. Note that the contribution \(|\ell|^{-\beta}\) comes obviously from iterations of the operator \( D_\ell^h \).

**7.3 Action-Angle in ** \( U_o \)

In this subsection we provide a rather complete description of the change of variable in \( U_o \).

**Proposition 7.9** There exists a symplectic change of variable \((x, v) \mapsto (\psi, h)\) from \( U_o \) to the set

\[
V_o := \{(\psi, h) \in \mathbb{R}^2, \ |h \in (-M_0, M_0), \ \psi \in (-r_o(h), r_o(h))\},
\]

with

\[
r_o(h) = \frac{2k(h)}{\sqrt{M_0}} K(k(h)), \quad \text{where} \quad k(h) = \sqrt{\frac{h + M_0}{2M_0}}.
\]

such that the flow of the pendulum in the variable \((\psi, h)\) is \( h(t) = h(0) \) and \( \psi(t) = t + \psi(0) \). There exists then a second symplectic change of variables \((\psi, h) \mapsto (\theta, a)\) from \( V_o \) to

\[
\{(\theta, a) \in \mathbb{R}^2, \ |a \in J_o = \left(0, \frac{8}{\pi \sqrt{M_0}}\right), \ \theta \in (-\pi, \pi)\},
\]

such that

\[
\begin{align*}
\omega_o(h) &= \frac{\pi \sqrt{M_0} \ K(k(h))}{2K(k(h))}, \\
\theta(\psi, h) &= \omega_o(h) \psi
\end{align*}
\]

and so that the flow of the pendulum in the variables \((\theta, a)\) is \( a(t) = a(0) \) and \( \theta(t) = t\omega_o(a(0)) + \psi(0) \). 

Moreover, we can easily express \((x, v)\) as functions of the variables \((\theta, h)\) with the formulae

\[
x(\theta, h) = 2 \arcsin \left( k(h) \text{sn} \left( \frac{2}{\pi} K(k(h)) \left( \theta + \frac{\pi}{2} \right), k(h) \right) \right), \quad (7.29)
\]

\[
v(\theta, h) = 2k(h) \sqrt{M_0} \text{cn} \left( \frac{2}{\pi} K(k(h)) \left( \theta + \frac{\pi}{2} \right), k(h) \right).
\]

**Remark 7.10** Note that we can check directly from the formulae that \( \omega_o(h) \) is decreasing, and as \( h \) is a strictly increasing function of \( h \) (see (7.31)), \( \omega_o(a) \) is decreasing, and \( \partial_a \omega_o(a) < 0 \), \( a \in J_o \).
Proof In this case, we have $h \in (-M_0, M_0)$ and we can write
\[ v(x, h) = \epsilon_* \sqrt{2(h + M_0 \cos(x))} \]
defined for $h + M_0 \cos(x) \geq 0$, where $\epsilon_* = 1$ if $v \geq 0$ and $\epsilon_* = -1$ if $v \leq 0$. Using this representation, both sets $U_{o,+} = U_o \cap \{ v \geq 0 \}$ and $U_{o,-} = U_o \cap \{ v \leq 0 \}$ can be parametrized as
\[
U_{o, \pm} = \{(x, h) \in \mathbb{T} \times (-M_0, M_0) | h \geq -M_0 \cos(x) \}
= \{(x, h) | h \times (-M_0, M_0), x \in (-x_0(h), x_0(h)) \},
\]
where $x_0(h)$ is the solution in $[0, \pi]$ of the equation $h + M_0 \cos(x_0(h)) = 0$. Note that have
\[ \sin^2(x_0(h)/2) = k(h)^2. \]
For $x \in (-x_0(h), x_0(h))$, let us define $\Theta(x, h) \in (-\pi/2, \pi/2)$ as the unique solution of
\[ k(h) \sin(\Theta(x, h)) = \sin(x/2). \]
This solution is well defined when $x \in (-x_0(h), x_0(h))$ as $\frac{1}{k(h)} \sin(\frac{x}{2}) \in (0, 1)$ in this interval. Note that $\Theta(0, h) = 0$, $\Theta(-x_0(h), h) = -\frac{\pi}{2}$ and $\Theta(x_0(h), h) = \frac{\pi}{2}$. Moreover, by taking the derivative with respect to $x$, we have
\[ k(h) \cos(\Theta(x, h)) \partial_x \Theta(x, h) = \frac{1}{2} \cos(x/2) = \frac{1}{2} \sqrt{1 - k(h)^2 \sin^2(\Theta(x, h))^2}. \]
In particular, we have
\[ \sqrt{1 - \sin^2(\Theta(x, h))} = \frac{1}{2k(h)\partial_x \Theta(x, h)} \sqrt{1 - k(h)^2 \sin^2(\Theta(x, h))^2}. \]
Then we have
\[ U_{o,\pm} = \{(x, h)| h \in (-M_0, M_0), \Theta(x, h) \in (-\pi/2, \pi/2) \}, \]
and we can define the generatrix function $S(x, h)$ on $U_{o, \pm}$ by the formula
\[
S(x, h) = \epsilon_* \int_{x_0(h)}^x \sqrt{2(h + M_0 \cos(y))} dy
= \epsilon_* \int_{x_0(h)}^x \sqrt{2(h + M_0) - 4M_0 \sin^2(y/2)} dy
= \epsilon_* 2k(h) \sqrt{M_0} \int_{x_0(h)}^x \sqrt{1 - \frac{\sin^2(y/2)}{k(h)^2}} dy
= \epsilon_* 2k(h) \sqrt{M_0} \int_{x_0(h)}^x \sqrt{1 - \sin^2(\Theta(y, h))} dy
= \epsilon_* 2k(h) \sqrt{M_0} \int_{x_0(h)}^x \sqrt{1 - \sin^2(\Theta(y, h))} \frac{1}{\partial_x \Theta(y, h)} \partial_x \Theta(y, h) dy
= \epsilon_* 4k(h)^2 \sqrt{M_0} \int_{\frac{\pi}{2}}^{\Theta(x, h)} \frac{1 - \sin^2(\phi)}{\sqrt{1 - k(h)^2 \sin^2(\phi)}} d\phi.
\]
Whence
\[
S(x, h) = \epsilon_* 4 \sqrt{M_0} (E(\Theta(x, h), k(h)) - E(k(h)))
- \epsilon_* 4 \sqrt{M_0} (1 - k(h)^2)(F(\Theta(x, h), k(h)) - K(k(h))).
\]
Moreover, we have\footnote{Note that this function is equal to zero on the axis \( \{ v = 0, x \in [0, \pi] \} \) and has a discontinuity in the axis \( \{ v = 0, x \in [-\pi, 0] \} \). We can then define\footnote{Using the properties of the elliptic functions, we have \( \psi(x, h) = \epsilon_\ast \mathcal{S}(x, h) \).} 

\[
\psi(x, h) = \frac{\partial}{\partial h} S(x, h) = \epsilon_\ast \int_{x_0(h)}^{x} \frac{1}{\sqrt{2(h + M_0 \cos(y))}} \, dy = \epsilon_\ast \frac{1}{\sqrt{M_0}} \int_{x_0(h)}^{x} \frac{1}{\sqrt{1 - k(h)^2 \sin^2(\Theta(y, h))}} \, \partial_y \Theta(x, h) \, dy = \epsilon_\ast \frac{1}{\sqrt{M_0}} (F(\Theta(x, k(h)), k(h)) - K(k(h))),
\]

where we used the fact that \( h + M_0 \cos(x_0(h)) = 0 \). On a period, we thus see that \( \psi(x, h) \in \left( -2 \frac{K(k(h))}{\sqrt{M_0}}, 2 \frac{K(k(h))}{\sqrt{M_0}} \right) \). Hence the function \( \theta = \epsilon_\ast \frac{\pi \sqrt{M_0}}{2 \pi K(k(h))} \psi = \epsilon_\ast \frac{\pi}{2} \frac{F(\Theta(x, k(h)), k(h))}{K(k(h))} - \epsilon_\ast \frac{\pi}{2} \)

belongs to \( (-\pi, \pi) \), and is such that the point \( x_0(h) \) correspond to the angle \( \theta = 0 \). The frequency and action are then given by

\[
\omega_\ast(h) = \frac{\pi \sqrt{M_0}}{2 \pi K(k(h))} = \frac{1}{g_\ast(h)} \quad \text{and} \quad a_\ast(h) = \frac{8 \sqrt{M_0}}{\pi} \left( E(k(h)) - (1 - k(h)^2) K(k(h)) \right),
\]

as

\[
\partial_h a_\ast(h) = \frac{8 \sqrt{M_0}}{\pi} \frac{1}{4 M_0 k(h)} (\partial_h E(k(h)) - (1 - k(h)^2) \partial_h K(k(h) + 2 k(h) K(k(h))) = \frac{8 \sqrt{M_0}}{\pi} \frac{1}{4 M_0 k(h)} (k(h) K(k(h))) = g_\ast(h) > 0. \tag{7.31}
\]

Using the properties of the elliptic functions, we have

\[
\Theta(x(\theta, h), h)) = \epsilon_\ast \mathrm{am}\left( \frac{2}{\pi} K(k(h)) \left( \theta + \epsilon_\ast \frac{\pi}{2} \right), k(h) \right)
\]

hence

\[
\sin(x(\theta, h)/2) = \epsilon_\ast k(h) \mathrm{sn}\left( \frac{2}{\pi} K(k(h)) \left( \theta + \epsilon_\ast \frac{\pi}{2} \right), k(h) \right). \tag{7.32}
\]

Now using the first formula of (7.9) we see that the expression (7.32) does actually not depend on the value of \( \epsilon_\ast = \pm 1 \), and thus

\[
\sin(x(\theta, h)/2) = k(h) \mathrm{sn}\left( \frac{2}{\pi} K(k(h)) \left( \theta + \frac{\pi}{2} \right), k(h) \right),
\]

which yields

\[
x(\theta, h) = 2 \arcsin \left( k(h) \mathrm{sn}\left( \frac{2}{\pi} K(k(h)) \left( \theta + \frac{\pi}{2} \right), k(h) \right) \right).
\]

Moreover, we have

\[
v(\theta, h) = \epsilon_\ast \sqrt{2(h + M_0 \cos(x(\theta, h)))} = \epsilon_\ast \sqrt{2(h + M_0)} \sqrt{1 - \frac{1}{k(h)^2} \sin^2(x(\theta, h)/2)}
\]
\[ = \varepsilon_s \sqrt{2(h + M_0)} \sqrt{1 - \sin^2(\Theta(x, h))} \]
\[ = \varepsilon_s 2k(h) \sqrt{M_0} \cosh \left( \frac{2}{\pi} K(k(h)) \left( \theta + \varepsilon_s \frac{\pi}{2} \right) , k(h) \right), \]
and using the second formula of (7.9), it yields
\[ v(\theta, h) = 2k(h) \sqrt{M_0} \cosh \left( \frac{2}{\pi} K(k(h)) \left( \theta + \frac{\pi}{2} \right) , k(h) \right), \]
and concludes the proof.

**Proposition 7.11** The function \( \omega_0(h) \), \( x(\theta, h) \) and \( v(\theta, h) \) are analytic for \( \theta \in (-\pi, \pi) \) and \( h \in (-M_0, M_0) \).

The function \( \omega_0 \) exhibits the following asymptotic behavior
\[
\omega_0(h) \sim \frac{\pi \sqrt{M_0}}{(-\log(M_0 - h))} \quad \text{when} \quad h \to M_0^-,
\]
\[
\omega_0(h) = \sqrt{M_0} - \frac{1}{8 \sqrt{M_0}} (h + M_0) \quad \text{when} \quad h \to -M_0,
\]
and there exists constants, \( C_r, \alpha_r \) with \( \omega_1 = \frac{1}{8 \sqrt{M_0}} \) and \( \alpha_r \neq 0 \) such that for all \( r \geq 1 \),
\[
\left\| (h + M_0)^{-1} \left[ \hat{\partial}_h^r \omega_0(h) - \omega_r \right] \right\|_{L^\infty((-M_0, 0))} \leq C_r,
\]
\[
\left\| \log(h - M_0)^2 \left[ \log(h - M_0)^2(h - M_0)^r \hat{\partial}_h^r \omega_0(h) - \alpha_r \right] \right\|_{L^\infty(0, M_0)} \leq C_r.
\]
The change of variable \((h, \theta) \mapsto (x, v)\) satisfies the following estimates: When \( h \to -M_0 \) it converges towards the action-angle variable of the harmonic oscillator \( \frac{1}{2}(v^2 + M_0 x^2) \) in the sense that
\[
x(\theta, h) \sim 2 \sqrt{\frac{h + M_0}{2 M_0}} \cos(\theta) \quad \text{when} \quad h \to -M_0,
\]
\[
v(\theta, h) \sim -2 \sqrt{\frac{h + M_0}{2 M_0}} \sin(\theta) \quad \text{when} \quad h \to -M_0.
\]

More precisely, for \( r, s \geq 0 \) there exist constants \( C_{r,s} \) such that
\[
\left\| (h + M_0)^{-r} \left[ \hat{\partial}_h^r \partial_\theta^s \left[ x(\theta, h) - 2 \sqrt{\frac{h + M_0}{2 M_0}} \cos(\theta) \right] \right] \right\|_{L^\infty((-\pi, \pi) \times (-M_0, 0))} \leq C_{r,s},
\]
\[
\left\| (h + M_0)^{-r} \left[ \hat{\partial}_h^r \partial_\theta^s \left[ v(\theta, h) + 2 \sqrt{M_0} \frac{h + M_0}{2 M_0} \sin(\theta) \right] \right] \right\|_{L^\infty((-\pi, \pi) \times (-M_0, 0))} \leq C_{r,s}.
\]
Finally, we have for \( r, s \geq 1 \),
\[
\left\| (M_0 - h)^r \log(M_0 - h)^{-s} \partial_h^r \partial_\theta^s (x(\theta, h)) \right\|_{L^\infty((-\pi, \pi) \times (0, M_0))} \leq C_{r,s} \quad \text{and}
\]
\[
\left\| (M_0 - h)^r \log(M_0 - h)^{-s+3} \partial_h^r \partial_\theta^s (v(\theta, h)) \right\|_{L^\infty((-\pi, \pi) \times (0, M_0))} \leq C_{r,s}
\]
for some constants \( C_{r,s} \), and
\[
\left\| \log(M_0 - h)^{-s} \partial_\theta^s (x(\theta, h)) \right\|_{L^\infty((-\pi, \pi) \times (0, M_0))} \leq C_s
\]
for \( s \geq 1 \) and some constant \( C_s \).
Proof Let us first prove (7.33) and (7.34), starting with the study of \( \omega_0 \) when \( h \to M_0^- \). We have, by using (7.2), that

\[
\omega_0(h) = \frac{\pi \sqrt{M_0}}{2 K(k(h))} \sim \frac{\pi \sqrt{M_0}}{- \log(1 - k(h))}
\]

and we obtain the result using

\[
1 - k(h) = 1 - \sqrt{1 + \frac{h - M_0}{2M_0}} \sim \frac{M_0 - h}{4M_0}.
\]

This proves the first part of (7.33). Note that the second estimate of (7.34) follows from the estimate on the function \( 1/K \) of (7.3), and the smoothness of \( k(h) \) in the vicinity \( h \sim M_0 \).

When \( h \to -M_0 \), \( \omega_0(h) \) is an analytic function of \( k(h)^2 = \frac{h + M_0}{2M_0} \), and we have using (7.1)

\[
\omega_0(h) = \frac{\pi \sqrt{M_0}}{2 K(k(h))} = \sqrt{M_0} - \frac{\sqrt{M_0}}{4} k(h)^2 + \mathcal{O}((h + M_0)^2)
\]

\[
= \sqrt{M_0} - \frac{1}{8 \sqrt{M_0}} (h + M_0) + \mathcal{O}((h + M_0)^2).
\]

The first estimate of (7.34) follows easily.

Let us now study the functions \( x(\theta, h) \) and \( v(\theta, h) \). Using (7.6) and the expression (7.29) and (7.30) of \( x(\theta, h) \) and \( v(\theta, h) \), we obtain the expansions

\[
v(\theta, h) = \sqrt{M_0} \frac{4\pi}{K(k(h))} \sum_{m=0}^{\infty} \frac{q(k(h))^{m+\frac{1}{2}}}{1 + q(k(h))^{2m+1}} \cos \left( (2m + 1) \left( \theta + \frac{\pi}{2} \right) \right)
\]

and

\[
\sin(x(\theta, h)/2) = k(h) \sin \left( \frac{2}{\pi} K(k(h)) \left( \theta + \frac{\pi}{2} \right), k(h) \right)
\]

\[
= \frac{2\pi}{K(k(h))} \sum_{m=0}^{\infty} \frac{q(k(h))^{m+\frac{1}{2}}}{1 - q(k(h))^{2m+1}} \sin \left( (2m + 1) \left( \theta + \frac{\pi}{2} \right) \right).
\]

This, together with the fact that \( \arcsin(z) \sim z \) is analytic in the vicinity of \( z = 0 \) and the expansions (7.1), shows that \( v(\theta, h) \) and \( x(\theta, h) \) are analytic functions of \( \sqrt{h + M_0} \) when \( h \to -M_0 \), and that

\[
v(\theta, h) \sim 8\sqrt{q(k(h))}\sqrt{M_0} \cos \left( \theta + \frac{\pi}{2} \right) \sim -2k(h)\sqrt{M_0} \sin(\theta)
\]

and

\[
x(\theta, h) \sim 8\sqrt{q(k(h))} \sin \left( \theta + \frac{\pi}{2} \right) \sim 2k(h) \cos(\theta)
\]

which yields asymptotics (7.35), and estimates (7.36) follow easily.

It remains to prove (7.37). The analysis is similar to what we did for \( U_+ \) and \( U_- \), as we have

\[
v(\theta, h) = \sqrt{M_0} \frac{4\pi}{K(k(h))} R(\theta, q(k(h)))
\]
with
\[ R(\theta, q) = \sum_{m=0}^{\infty} \frac{q^{m+\frac{1}{2}}}{1+q^{2m+1}} \cos \left( (2m+1) \left( \theta + \frac{\pi}{2} \right) \right). \]

By doing an analysis similar to the one performed for \( U_+ \) and \( U_- \), we have
\[ \| \partial_q^r \partial_\theta^s R(\theta, q(k(h))) \|_{L^\infty(0,M_0)} \leq C \log \left( \frac{1}{M_0 - h} \right)^{r+s+1}. \]

Moreover (7.3) shows that
\[ \partial_h q(k(h)) = O \left( \frac{1}{h-M_0} \right)^r \log \left( \frac{1}{h-M_0} \right)^{s-3}. \]

We deduce from these estimates that we have the same asymptotics as in the case of \( U_+ \) and \( U_- \):
\[ \partial_h^r \partial_\theta^s v(\theta, h) = O \left( \frac{1}{h-M_0} \right)^r \log \left( \frac{1}{h-M_0} \right)^{s-3}. \]

Now we can perform a similar analysis for
\[ \sin(x(\theta, h)/2) = k(h) \sin \left( \frac{2}{\pi} K(k(h)) \left( \theta + \frac{\pi}{2} \right), k(h) \right) \]
\[ = \frac{2\pi}{K(k(h))} \sum_{m=0}^{\infty} \frac{q(k(h))^{m+\frac{1}{2}}}{1-q(k(h))^{2m+1}} \sin \left( (2m+1) \left( \theta + \frac{\pi}{2} \right) \right) \]

after noticing that
\[ \frac{1}{1-q^{2m+1}} = \frac{1}{1-q} \left( \frac{1-q}{1-q^{2m+1}} \right) \leq C \frac{1}{2m+1} \left( \frac{1}{1-q} \right) \]
when \( q \in (\frac{1}{2}, 1) \). To obtain the conclusion for \( x(\theta, h) \), we just have to be careful as \( \arcsin \) has singularities in \( \pm 1 \): recall that we have the expansion (see (4.4.41) in [1])
\[ \arcsin(x) = -\pi/2 + \sqrt{2(1+x)} \sum_{n=0}^{+\infty} \frac{(2n)!}{8^n (2n+1)(n!)^2} (1+x)^n \]
and
\[ \arcsin(x) = \pi/2 - \sqrt{2(1-x)} \sum_{n=0}^{+\infty} \frac{(2n)!}{8^n (2n+1)(n!)^2} (1-x)^n \].

In our context, it will happen at the point \( x_0(h) \) and the singularity will be of order \( \sqrt{M_0-h} \). However, this singularity is weaker than the other one coming from functions \( q(z) \) and \( K(z) \) in the vicinity \( z \sim 1 \) (see (7.2)). This finishes the proof of (7.37).

The Fourier expansion of cosine and sine functions are given by the following result:
Proposition 7.12 For \((\theta, a) \in (-\pi, \pi) \times J_0\),

\[
\cos(x(\theta, a)) = \sum_{\ell \in \mathbb{Z}} C^\circ_\ell(a) e^{i\ell\theta} \quad \text{and} \quad \sin(x(\theta, a)) = \sum_{\ell \in \mathbb{Z}} S^\circ_\ell(a) e^{i\ell\theta}
\]

with, in terms of the variable \(h\),

\[
C^\circ_0(h) = -1 + 2\frac{E(k(h))}{K(k(h))},
\]

\[
C^\circ_{2\ell}(h) = (-1)^{\ell}[\ell] \frac{2\pi^2}{K(k(h))^2} \left( \frac{[\ell] q(k(h))^{[\ell]}}{1 - q(k(h))^{2[\ell]}} \right), \quad \ell \neq 0
\]  \hspace{1cm} (7.38)

and

\[
S^\circ_{2\ell+1}(h) = 0,
\]

\[
S^\circ_{2\ell-1}(h) = S^\circ_{-(2\ell-1)}(h) = \frac{(-1)^{\ell-1}\pi^2}{2K(k(h))^2} \left( \frac{(2\ell - 1) q(k(h))^{\ell-\frac{1}{2}}}{1 - q(k(h))^{2\ell-1}} \right), \quad \ell \geq 1.
\]  \hspace{1cm} (7.39)

Proof Recall that we have

\[
\sin(x(\theta, h)/2) = k(h)\sn\left(\frac{\pi}{2}K(k(h)) \left(\theta + \frac{\pi}{2}\right), k(h)\right).
\]

By using the third formula of (7.10), the definition of the function \(dn(u, k)\) and the expansion of \(sn(u, k)dn(u, k)\) in (7.7), we have

\[
sin(x(\theta, h)) = 2\sin(x(\theta, h)/2)\sqrt{1 - \sin^2(x(\theta, h)/2)}
\]

\[
= 2k(h)\sn\left(\frac{\pi}{2}K(k(h)) \left(\theta + \frac{\pi}{2}\right), k(h)\right) \dn\left(\frac{\pi}{2}K(k(h)) \left(\theta + \frac{\pi}{2}\right), k(h)\right)
\]

\[
= \frac{\pi^2}{K(k(h))^2} \sum_{m=1}^{\infty} \frac{(2m - 1) q(k(h))^{m-\frac{1}{2}}}{1 + q(k(h))^{2m-1}} \sin \left( (2m - 1) \left( \theta + \frac{\pi}{2} \right) \right),
\]

which yields (7.39).

Using now the first and fourth formulae of (7.10), and the expansion of \(sn^2(u, k)\) from (7.7), we obtain

\[
cos(x(\theta, h)) = \cos \left( 2 \arcsin \left( k(h)\sn\left(\frac{\pi}{2}K(k(h)) \left(\theta + \frac{\pi}{2}\right), k(h)\right) \right) \right)
\]

\[
= 2\cos^2 \left( \arcsin \left( k(h)\sn\left(\frac{\pi}{2}K(k(h)) \left(\theta + \frac{\pi}{2}\right), k(h)\right) \right) \right) - 1
\]

\[
= 1 - 2k(h)^2\sn^2 \left(\frac{\pi}{2}K(k(h)) \left(\theta + \frac{\pi}{2}\right), k(h)\right)
\]

\[
= 1 - 2 \frac{K(k(h)) - E(k(h))}{K(k(h))} + \frac{4\pi^2}{K(k(h))^2} \sum_{m=1}^{\infty} \frac{mq(k(h))^m}{1 - q(k(h))^{2m}} \cos(2m\theta + m\pi),
\]

which yields (7.38). \(\square\)

As in the case of \(U_{\pm}\) we can establish estimates for general Fourier coefficients \(f^\circ\) as follows:
Proposition 7.13  Assume that $f$ is a function satisfying
\[
\max_{|\alpha| \leq m} \| \partial_x^\alpha f \|_{L^\infty(U_\varepsilon)} \leq C_m
\]
for some $m \geq p + 2$, with $p$ defined by
\[
p = \max\{n \geq 1, \partial_x^\alpha f (0, 0) = 0, \forall \alpha, 1 \leq |\alpha| \leq n\}
\]
(and with the convention that $p = 0$ if this set is empty). Then, as long as $r + s \leq m$ and $s + p + 2 \leq m$, we have that for $\ell \neq 0$,
\[
\partial_h f^\ell (h) = O \left( \frac{1}{|\ell|^s} \left( \frac{1}{h - M_0} \right)^r \log \left( \frac{1}{h - M_0} \right)^s \right) \quad \text{when } h \to M_0^-,
\]
and that
\[
f^\ell (h) = \frac{1}{|\ell|^s} \left( c_\ell (h + M_0)^{\frac{p+1}{2}} + (h + M_0)^{\frac{p+2}{2}} r_\ell (\sqrt{h + M_0}) \right),
\]
where $c_\ell$ is a number uniformly bounded in $\ell$ and $r_\ell \in \mathcal{W}^{m-(p+2)-s, \infty}$ uniformly in $\ell$.

**Proof**  The estimates near the separatrix are exactly the same as in the case of $U_+$ and $U_-$. Let us then focus on the asymptotic near $h = -M_0$. Taylor-expanding, we can always write that
\[
f(x, v) = f(0, 0) + F^1(x, v) \cdot (x, v) = f(0, 0) + F^1(0, 0) \cdot (x, v) + F^2(x, v) \cdot (x, v)^{(2)}
\]
where $F^1(x, v)$ is linear and $F^2(x, v)$ is bilinear. We may write for $\ell \neq 0$ that
\[
f^\ell (a) = \frac{1}{2\pi} \int_{(-\pi, \pi)} \left[ F^1(0, 0) \cdot (x, v) + F^2(x(\theta, a), v(\theta, a)) \cdot (x(\theta, a), v(\theta, a))^{(2)} \right] e^{-i\ell \theta} \, d\theta.
\]
(7.42)

We obtain then from Proposition 7.11 that $U(\theta, a) = (x(\theta, a), v(\theta, a))$ can be expanded when $h$ is near $-M_0$ as
\[
U(\theta, a) = \sum_{n \geq 1} a_n(\theta) (h + M_0)^{\frac{n}{2}},
\]
where the functions $a_n$ are smooth since $(x(\theta, a), v(\theta, a))$ is an analytic function of $\sqrt{h + M_0}$ uniformly in $\theta$. By plugging this expansion in (7.42) and by integrating by parts $s$ times we get (7.41) for $p = 0$. If $p > 0$, we just notice that by further Taylor expansion, we have
\[
f(x, v) = f(0, 0) + F^{p+1}(0, 0) \cdot (x, v)^{(p)} + F^{p+2}(x, v)(x, v)^{(p+1)},
\]
where $F^{p+1}(x, v)$ is $p + 1$-linear and $F^{p+2}$ is $p + 2$-linear. It suffices then to proceed as above.

From this result, we obtain the following:

**Proposition 7.14**  Assume that $f$ and $\varphi$ are real functions satisfying
\[
\max_{|\alpha| \leq m} \| \partial_x^\alpha f \|_{L^\infty(U_\varepsilon)} \leq C_m \quad \text{and} \quad \max_{|\alpha| \leq M} \| \partial_x^\alpha \varphi \|_{L^\infty(U_\varepsilon)} \leq C_{r,s}
\]
for some $m \geq 0$. Let $p$ and $q$ defined as
\[
p = \max\{n \geq 1, \partial_x^\alpha f(0, 0) = 0, \forall \alpha, 1 \leq |\alpha| \leq n\},
\]
\[
q = \max\{n \geq 1, \partial_x^\alpha \varphi(0, 0) = 0, \forall \alpha, 1 \leq |\alpha| \leq n\}.
\]
Then, for \( m \geq 5 + p + \frac{p+q}{2} \), \( M \geq 7 + q + \frac{p+q}{2} \), \( M \geq m + 2 \), we have for \( t \geq 1 \)

\[
\left| \int_{U_0} f(x, v) \varphi(\psi_t(x, v)) \, dv - \int_{-M_0}^M f_0^0(h) \varphi_0^0(h) \frac{1}{\omega_0(h)} \, dh \right| \leq \frac{C}{(1 + t)^{\frac{p+q}{2} + 2}}.
\]

**Proof** We begin as in Proposition 7.7 and write that

\[
\int_{U_0} f(x, v) \varphi(\psi_t(x, v)) \, dv = \sum_{\ell \in \mathbb{Z}} \int_{-M_0}^M f_\ell^0(h) \varphi_\ell^0(h) e^{it\omega_0(h)} \frac{1}{\omega_0(h)} \, dh.
\]

By taking a smooth nonnegative function \( \chi(s) \) such that \( \chi = 1 \) for \( s \leq \delta \) and \( \chi = 0 \) for \( s \geq 2\delta \) with \( \delta \) small enough, we can split the integral into

\[
\int_{-M_0}^M f_\ell^0(h) \varphi_\ell^0(h) e^{it\omega_0(h)} \frac{1}{\omega_0(h)} \, dh = \int_{-M_0}^M \chi \left( \frac{h + M_0}{M_0} \right) f_\ell^0(h) \varphi_\ell^0(h) e^{it\omega_0(h)} \frac{1}{\omega_0(h)} \, dh
\]

\[
+ \int_{-M_0}^M \left( 1 - \chi \left( \frac{h + M_0}{M_0} \right) \right) f_\ell^0(h) \varphi_\ell^0(h) e^{it\omega_0(h)} \frac{1}{\omega_0(h)} \, dh = I_\ell^1 + I_\ell^2.
\]

As in the proof of Proposition 7.7, the idea is again to integrate by parts as long as we can, i.e. as long as the contributions from the boundary points \( h \sim \pm M_0 \) vanish. The term \( I_\ell^2 \) can be handled as before for \( U_+ \) and \( U_- \) : as \( \partial_0 \omega_0 \) does not vanish, only the contribution at the separatrix \( h \sim M_0 \) matters, and this yields a decay by \( (1 + t)^{-r} \) assuming enough regularity. As a matter of fact, we just need to take \( m \) large enough in order to choose \( r \geq \frac{p+q}{2} + 2 \).

We shall now focus on \( I_\ell^1 \) which contains the contribution from the center \( h \sim -M_0 \). By using Proposition 7.13, we can expand \( I_\ell^1 \) under the form

\[
I_\ell^1 = \frac{1}{|\ell|^r} \tilde{c}_\ell \int_{-M_0}^M (h + M_0)^{1 + \frac{p+q}{2}} \chi \left( \frac{h + M_0}{M_0} \right) e^{it\omega_0(h)} \frac{1}{\omega_0(h)} \, dh
\]

\[
+ \frac{1}{|\ell|^s} \tilde{c}_\ell \int_{-M_0}^M (h + M_0)^{1 + \frac{p+q}{2}} \chi \left( \frac{h + M_0}{M_0} \right) \tilde{r}_\ell(h + M_0) e^{it\omega_0(h)} \, dh,
\]

where \( \tilde{r}_\ell \) is uniformly in \( \ell \) in \( W^{m-p-2} \) (since we always assume that \( M \) is much bigger than \( m, M \geq m + s \)), and where the constant \( c_\ell \) is uniformly bounded in \( \ell \). It is important to notice that \( \omega_0(h) \) and all its derivatives are non-zero smooth functions in \( ]-M_0, c[ \) for any \( c \in (0, M_0) \), so that during the integration by parts, \( \omega_0 \) will not play any major part.

Let us first consider the case where \( p + q \) is even, and write \( p + q = 2k \). Then the polynomial contributions in \( (h + M_0) \) are \( (h + M_0)^{k+1} \) in the first integral and \( (h + M_0)^{k+1+\frac{1}{2}} \) in the second integral above. We can thus integrate by parts \( k + 2 \) times in each of the two integrals (as in the proof of Proposition 7.7), in order to obtain that

\[
|I_\ell^1| \lesssim \frac{1}{|\ell|^s (1 + t)^{k+2}}.
\]

Taking \( s = 2 \) and summing with respect to \( \ell \), we get the result.

In the case \( p + q = 2k + 1 \), the polynomial contributions in \( (h + M_0) \) are \( (h + M_0)^{k+\frac{1}{2}} \) in the first integral and \( (h + M_0)^{k+2} \) in the second integral. For the latter we can thus integrate by parts \( k + 3 \) times as previously to get a decay like \( 1/(1 + t)^{k+3} \), which is \( 1/(1 + t)^{\frac{p+q}{2} + \frac{3}{2}} \), and is already faster than the expected decay. For the first integral, we can integrate by parts...
k + 3 times, except for the most singular term where we can integrate by parts only k + 2 times without boundary terms to obtain integrals under the form

$$\tilde{I}_1^{\ell} = \frac{1}{(1 + t)^{k+2}|\ell|^s} \tilde{c}_\ell \int_{M_0}^{M_0} (h + M_0)^{-\frac{1}{2}} \tilde{\chi} \left( \frac{h + M_0}{M_0} \right) \tilde{\chi}(h + M_0) e^{it\ell\omega_0(h)} dh.$$ 

where $\tilde{\chi}$ is a smooth function. Next, since $\partial_h \omega_0$ does not vanish, we can make the change of variable $u = \omega_0(h) - \omega_0(-M_0)$. By observing that this allows to write $h + M_0 = u A(u)$ where $A$ is smooth and does not vanish (so in particular, we have that $A(0) \neq 0$), we can thus write

$$\tilde{I}_1^{\ell} = \frac{1}{(1 + t)^{k+2}|\ell|^s} \tilde{c}_\ell \int_{0}^{X} \frac{1}{u^2} \Psi(u) e^{it\ell u} du,$$

where $\Psi$ is smooth and compactly supported in $[0, X)$. Taylor-expanding the function $\Psi$, we obtain that

$$\tilde{I}_1^{\ell} = \frac{1}{(1 + t)^{k+2}|\ell|^s} \tilde{c}_\ell \int_{0}^{X} \frac{1}{u^2} \Psi(u) e^{it\ell u} du + \frac{1}{(1 + t)^{k+2}|\ell|^s} \tilde{c}_\ell \int_{0}^{X} u^2 \Psi'(u) e^{it\ell u} du.$$

For the second integral above, we can integrate by parts once to obtain an estimate by $1/(1 + t)^{k+2+\frac{1}{2}}$. To handle the first integral we use Lemma 7.15 below, which yields the decay $1/(1 + t)^{k+2+\frac{1}{2}}$.

By noticing that $k + \frac{1}{2} + 2 = \frac{p+q}{2} + 2$, we finally get the result.

□

**Lemma 7.15** Consider the integral

$$I(t) = \int_{0}^{X} \frac{1}{u^2} e^{it\ell u} du.$$

Then we have that for $t \geq 1$,

$$|I(t)| \lesssim \frac{1}{t^2}.$$

**Proof** Let us set $v = tu$ in the integral, we obtain that

$$I(t) = \frac{1}{t^{\frac{1}{2}}} \int_{0}^{tX} \frac{1}{v^2} e^{iv} dv = \frac{1}{t^{\frac{1}{2}}} \int_{0}^{1} \frac{1}{v^2} e^{iv} dv + \frac{1}{t^{\frac{1}{2}}} \int_{1}^{tX} \frac{1}{v^2} e^{iv} dv$$

(assuming that $t$ is sufficiently large so that $tX \geq 1$). The first integral in the right-hand side above is clearly uniformly bounded by $1/t^{\frac{1}{2}}$. For the second integral in the above right hand side, we can integrate by parts once to get that

$$\left| \frac{1}{t^{\frac{1}{2}}} \int_{1}^{tX} \frac{1}{v^2} e^{iv} dv \right| \lesssim \frac{1}{t^{\frac{1}{2}}} \left( 1 + \int_{1}^{+\infty} \frac{1}{v^{\frac{3}{2}}} dv \right).$$

□
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