Lee–Yang zeros in the Rydberg atoms

Chengshu Li* and Fan Yang
Institute for Advanced Study, Tsinghua University, Beijing 100084, China
(Dated: December 14, 2022)

Lee–Yang (LY) zeros play a fundamental role in the formulation of statistical physics in terms of (grand) partition functions, and assume theoretical significance for the phenomenon of phase transitions. In this paper, motivated by recent progress in cold Rydberg atom experiments, we explore the LY zeros in classical Rydberg blockade models. We find that the distribution of zeros of partition functions for these models in one dimension (1d) can be obtained analytically. We prove that all the LY zeros are real and negative for such models with arbitrary blockade radii. Therefore, no phase transitions happen in 1d classical Rydberg chains. We investigate how the zeros redistribute as one interpolates between different blockade radii. We also discuss possible experimental measurements of these zeros.

Keywords: Lee–Yang zeros, Rydberg atom, statistical mechanics

I. INTRODUCTION

Much of modern statistical physics builds on the concept of (grand) partition functions. For finite systems in general, they are positive, analytic functions in terms of physical quantities, and, in particular, are smooth functions with regard to temperature $T$ when the latter is finite. Historically, this fact caused some confusion as to how discontinuity, as occurs in phase transitions, can emerge from such a smooth function, before it became clear that phase transitions can only happen in the thermodynamic limit. However, it was not until the work of Lee and Yang [1, 2] when a more detailed description of the relation between the analyticity of partition functions and phase transitions was put forward.

Exactly 70 years ago in 1952, in two seminal papers [1, 2], Lee and Yang proposed to study the complex zeros of the (grand) partition function as a polynomial of some sort of fugacity, and showed how the distribution of such zeros in the thermodynamic limit relates to the existence and properties of phase transitions. They proved that if there exists a region containing part of the positive real axis with no zeros inside, in the corresponding regime of physical parameters no phase transition can happen. Conversely, if the zeros accumulate to a point on the positive real axis in the thermodynamic limit, phase transitions will generally ensue. As a concrete example, they considered the Ising model with arbitrary ferromagnetic couplings, and proved that all the zeros are located on the unit circle with the fugacity defined as $\exp(-\beta h)$, where $h$ is the magnetic field. A direct corollary is that phase transitions are not possible unless $h = 0$ in the Ising model.

The original construction of Lee and Yang focused on spin-$1/2$ Ising ferromagnets, or equivalently attractive lattice gases. Generalizations of this program to higher spins and Heisenberg models soon followed [3–10]. In the next decades, results on other geometries and interactions, in particular antiferromagnetic Ising models, became available [11–18]. There are also more recent theoretical progresses as well as generalizations to dynamical and/or quantum systems [19–23]. The endeavor of characterizing complex zeros of real polynomials with positive coefficients has attracted interest from the mathematics community alike [24–27].

While originally a purely theoretical discussion with no direct experimental relevance envisioned, Lee–Yang (LY) zeros turn out experimentally measurable using nuclear magnetic resonance (NMR) techniques [28, 29]. The idea is to carefully couple a collection of spins to a probe spin, and extract the zeros from its quantum evolution. Recently, cold Rydberg atoms have attracted extensive research efforts for their versatile control and measurements together with strong dipole interactions. Two major frontiers are unfolding — First, various novel phases and phase transitions emerge from geometries enabled by single-atom manipulations, including one dimensional (1d) chains [30, 31] and two dimensional (2d) square [32–35] and kagome lattices [36–40]. Even in the seemingly innocuous 1d case, there are some debates on the nature of the phase transitions [41–46], a caricature of the rich and subtle physics in such systems. Second, the constrained Hilbert space drastically changes the dynamical behavior, leading to violations of the eigenstate thermolization hypothesis (ETH) [30], which is in turn closely related to the quantum many body scar states [47, 48].

Motivated by these exciting progresses, we study how the LY zeros distribute in classical Rydberg atom systems. Here by “classical” we mean that all the terms in the Hamiltonian commute with each other, yet the Hilbert space is still constrained by the Rydberg blockade. One of the important features of these models, as we discover in our analysis, is that the distribution of their LY zeros can be obtained rigorously. This is in contrast to general cases, where the distribution of LY zeros does not have a clear pattern. We provide a rigorous proof that in 1d for any blockade radius the zeros are real and negative. Therefore, no phase transitions
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occur at finite temperature. This is in agreement with the general belief that classical phase transitions do not happen in 1d systems at finite temperature. Our analysis adds the classical 1d Rydberg chain to a small number of models whose distribution of zeros of the partition function can be obtained analytically, making the study of the mathematical structure of such models interesting in its own right. Beyond rigorous analytical discussions, we also numerically investigate how the zeros redistribute as the Rydberg blockade interpolates between different radii. Finally, inspired by previous experimental efforts, we propose a way to measure the LY zeros of the Rydberg chain, a seemingly abstract quantity, in cold atom experiments, bringing our predictions to physical reality.

II. RYDBERG BLOCKADE HAMILTONIAN, PARTITION FUNCTION, AND LY ZEROS

We begin with the classical Rydberg blockade Hamiltonian,

$$H = -\Delta \sum_i n_i,$$

(1)

where \( n_i = 0, 1 \) is the number of Rydberg excitation on each site \( i \) and \( \Delta \) is the detuning. Generally there is a Rabi oscillation term that couples the ground state and the Rydberg state, which we assume to be small and ignore here. The effect of the Rydberg blockade is taken into account by requiring that no two atoms can be excited within a radius of \( r \), or that there can be at most one Rydberg atom in each consecutive \((r+1)\) sites.

For a chain with \( n \) sites and open boundary conditions, the number of different configurations with \( m \) Rydberg atoms, \( F^m_n \), is

$$F^m_n = \binom{n - r(m - 1)}{m}$$

(2)

from elementary combinatorics. These coefficients satisfy a recursion relation

$$F^m_{n+1} = F^m_n + F^{m-1}_{n-r}.$$  

(3)

To see this, notice that either the \((n+1)\)-th site is unoccupied, in which case one is free to put \( m \) Rydberg atoms in the first \( n \) sites, giving the first term, or the \((n+1)\)-th site is occupied, blocking sites \( n-r+1 \) to \( n \), giving the second term. To proceed we introduce the fugacity \( y = \exp(\beta \Delta) \), and the partition function is

$$Z_n(y) = \sum_{m=0}^{\lfloor (n+r)/(r+1) \rfloor} F^m_n y^m,$$  

(4)

where \( \lfloor \cdot \rfloor \) denotes the floor function. The partition function in turn satisfies

$$Z_{n+1}(y) = Z_n(y) + yZ_{n-r}(y),$$  

(5)

FIG. 1. An illustration of the proof of Lemma 1 for the case \( r = 2 \). Blue dots denote the zeros and orange triangles (green squares) indicate that the polynomial is positive (negative) at that point. As a result of the recursion relation (5), the zeros in each group of three polynomials (e.g., \( y_{1,1}, y_{1,2}, y_{1,3} \)) determine the sign of the polynomials in the next group, which in turn guarantees the existence of zeros in between. A few examples are in order. We label the values of the polynomials with Greek letters as shown in the figure. First, \( \delta < 0 \) and \( \epsilon = 0 \) give \( \gamma < 0 \), which together with \( \alpha > 0 \) fixes \( y_{2,4} \). Then, \( \iota = 0 \) and \( \kappa > 0 \) give \( \theta < 0 \), which together with \( \lambda > 0 \) fixes \( y_{1,4} \). As a final example, \( \eta < 0 \) and \( \iota = 0 \) give \( \zeta < 0 \), which together with \( \beta > 0 \) fixes \( y_{2,6} \). Note that we only mark the zeros and the points which are *directly* used to fix the zeros, e.g., \( \alpha, \beta, \gamma, \epsilon, \zeta, \theta, \iota, \kappa, \lambda \).

**Proposition 1.** For any \( r, n \), all the zeros of the partition function as a polynomial in \( y \) are real and negative.

The proof is elementary yet slightly involved. Readers who are not interested in the proof can skip to the next section.

The main idea of the proof is as follows, which is similar to the one given in [12]: for any fixed \( r \), we already know that the partition function is a polynomial of degree \( \lfloor (n+r)/(r+1) \rfloor \). That is, as \( n \) increases, the first \((r+1)\) polynomials have degree one, the next \((r+1)\) ones degree two, and so on. The claim is proved by finding \( \lfloor (n+r)/(r+1) \rfloor \) real roots of the polynomials in each group. This follows from the following lemma.

**Lemma 1.** For each \( i \geq 0 \) and \( j = 1, \ldots, r+1 \), the \( i+1 \) roots of \( Z_{n=(r+1)(i+j)}(y) \) are real and different. Furthermore, when they are ordered by \( 0 > y_{1,n} > y_{2,n} > \cdots > \)
We know the sign of the polynomial in each segment $y_{i+1,n}$, they satisfy

$$y_{1,(r+1)i+r+1} > y_{1,(r+1)i+r} > \cdots > y_{1,(r+1)i+1}$$

$$> y_{2,(r+1)i+r+1} > y_{2,(r+1)i+r} > \cdots > y_{2,(r+1)i+1}$$

$$> \cdots$$

$$> y_{i+1,(r+1)i+r+1} > y_{i+1,(r+1)i+r} > \cdots > y_{i+1,(r+1)i+1}.$$  \hspace{1cm} (7)

Proof. We first prove the case $r = 2$ for simplicity, see Fig. 1, but the same proof works for any $r$, see below. The first 3 polynomials ($i = 0$) obviously satisfy the lemma. If the lemma is satisfied for $Z_{3i+1}, Z_{3i+2}, Z_{3i+3}$, from continuity we know the sign of the polynomial in each segment partitioned by the zeros. For example, $Z_{3i+k}(y) > 0$ when $y_{1,3i+k} < y < 0, k = 1, 2, 3$. We obtain from the recursion relation

$$Z_{3(i+1)+1}(0) > 0$$  \hspace{1cm} (8)

and

$$Z_{3(i+1)+1}(y_{1,3i+3}) = Z_{3i+3}(y_{1,3i+3}) + y_{1,3i+3}Z_{3i+1}(y_{1,3i+3})$$

$$= y_{1,3i+3}Z_{3i+1}(y_{1,3i+3}) < 0.$$  \hspace{1cm} (9)

Therefore, there exists a zero of $Z_{3(i+1)+1}$, namely $y_{1,3(i+1)+1}$, in the open interval $(y_{1,3i+3}, 0)$ by the intermediate value theorem. Similar calculations give the other $i + 1$ zeros, $y_{m,3(i+1)+1}$, in the intervals $(y_{m,3i+3}, y_{m-1,3i+3})$, where $y_{i+2,3i+3} = -\infty$. Next, the zeros of $Z_{3(i+1)+2}, Z_{3(i+1)+3}$ can be found in the same way, giving inequalities including $y_{m,3(i+1)+1} < y_{m,3(i+1)+2} < y_{m-1,3i+2}$ and $y_{m,3(i+1)+2} < y_{m-1,3i+3} < y_{m-1,3i+3}$. Combining the results above, we find

$$y_{m,3(i+1)+1} < y_{m,3(i+1)+2} < y_{m,3(i+1)+3}$$

$$< y_{m-1,3i+3} < y_{m-1,3(i+1)+1},$$  \hspace{1cm} (10)

which concludes the proof for $r = 2$.

The proof for $r \geq 3$ follows exactly the same spirit and is presented below for the readers who wish to read a general proof. To facilitate comparison with the special case of $r = 2$ above, we translate the proof to general $r$ verbatim as follows.

The first $(r + 1)$ polynomials ($i = 0$) obviously satisfy the lemma. If the lemma is satisfied for $Z_{i(r+1)+j}, j = 1, \ldots, r + 1$, from continuity we know the sign of the polynomial in each segment partitioned by the zeros. For example, $Z_{i(r+1)+k}(y) > 0$ when $y_{i,i(r+1)+k} < y < 0, k = 1, \ldots, r + 1$. We obtain from the recursion relation

$$Z_{i(r+1)+1}(0) > 0$$  \hspace{1cm} (11)

and

$$Z_{i(r+1)+1}(y_{i,i(r+1)+r+1}) = Z_{i(r+1)+r+1}(y_{i,i(r+1)+r+1})$$

$$+ y_{i,i(r+1)+r+1}Z_{i(r+1)+1}(y_{i,i(r+1)+r+1})$$

$$= y_{i,i(r+1)+r+1}Z_{i(r+1)+1}(y_{i,i(r+1)+r+1}) < 0.$$  \hspace{1cm} (12)

Therefore, there exists a zero of $Z_{i(r+1)+1}$, namely $y_{i,i(r+1)+1}$, in the open interval $(y_{i,i(r+1)+r+1}, 0)$ by the intermediate value theorem. Similar calculations give the other $i + 1$ zeros, $y_{m,i(r+1)+1}$, in the intervals $(y_{m,i(r+1)+r+1}, y_{m-1,i(r+1)+1})$, where $y_{i+2,i(r+1)+r+1} = -\infty$. Next, the zeros of $Z_{i(r+1)+j}, j = 2, \ldots, r + 1$ can be found in the same way, giving inequalities including $y_{m,i(r+1)+1} < y_{m,i(r+1)+j+1} < y_{m-1,i(r+1)+j+1}$, $j = 1, \ldots, r$. Combining the results above, we find

$$y_{m,i(r+1)+1} < y_{m,i(r+1)+2} < \cdots$$

$$< y_{m,i(r+1)+r+1} < y_{m-1,i(r+1)+r+1}$$  \hspace{1cm} (13)

$$< y_{m-1,i(r+1)+r+1},$$

which concludes the proof for general $r$. \hfill \Box

This lemma leads directly to Proposition 1, as we have found all the roots of the partition function. As stated in the lemma, they are all real and negative.

We note that in two previous papers [49, 50] on integrable systems generalized from free (para)fermions [51], a result identical to Proposition 1 was conjectured based on numerical evidence, but a rigorous proof was lacking. The above proof fills this gap and finds applications in the field of integrable systems.

### III. MATHEMATICAL STRUCTURE OF THE DISTRIBUTION OF LY ZEROS

It is possible to formally solve the recursion relation in Eq. (5). We first extend the initial condition to negative $n$ for convenience. One easily sees that

$$Z_n(y) = 1, \quad -r \leq n \leq 0,$$

$$Z_n(y) = 0, \quad -2r \leq n \leq -r - 1.$$

We then have

$$Z_n = (1, 0, \ldots, 0) \begin{pmatrix} Z_n \\ Z_{n-1} \\ \vdots \\ Z_{n-r} \end{pmatrix} = (1, 0, \ldots, 0) \begin{pmatrix} 1 & y & n+r & \cdots & Z_{n-2r} \\ 1 & \cdots & \cdots & \cdots & \cdots \end{pmatrix} \begin{pmatrix} Z_{-r} \\ Z_{-r-1} \\ \vdots \\ Z_{-2r} \end{pmatrix}$$  \hspace{1cm} (15)

$$= (1, 0, \ldots, 0) \begin{pmatrix} 1 & y & n+r & \cdots & 0 \\ 1 & \cdots & \cdots & \cdots & \cdots \end{pmatrix} \begin{pmatrix} 1 \\ 0 \\ \vdots \\ 0 \end{pmatrix}.$$
To proceed we need to diagonalize
\[
A = \begin{pmatrix}
1 & 1 \\
1 & y \\
1 & \\
1 & \\
\end{pmatrix}.
\]  
(16)

The characteristic polynomial reads
\[
\lambda^n + \lambda^r - y = 0.
\]  
(17)

Assuming all the eigenvalues \(\lambda_i\) to be different (we will verify this soon), we see that \(A\) is diagonalized by
\[
U = \begin{pmatrix}
1 & 1 & \cdots & 1 \\
\lambda_1^{-1} & \lambda_2^{-1} & \cdots & \lambda_r^{-1} \\
\alpha_1 & \alpha_2 & \cdots & \alpha_r \\
\lambda_1 & \lambda_2 & \cdots & \lambda_r \\
\end{pmatrix},
\]  
(18)

which is a Vandermonde matrix of \(\lambda_i^{-1}\). We arrive at
\[
Z_n = (U \text{ diag}\{\lambda_i^{n+1}, \cdots, \lambda_r^{n+1}\}U^{-1})_{1,1}
= \frac{1}{\prod_i \lambda_i} \sum_i \frac{\lambda_i^{n+1}}{\prod_j (\lambda_j - \lambda_i)}.
\]  
(19)

For \(r = 1\), or nearest-neighbor blockade, \(\lambda_1,2 = (1 + \sqrt{1 + 4y})/2\),
\[
Z_n = \frac{\lambda_1^{n+2} - \lambda_2^{n+2}}{\lambda_1 \lambda_2 (\lambda_2^2 - \lambda_1^2)} = \frac{\lambda_1^{n+2} - \lambda_2^{n+2}}{\lambda_1 - \lambda_2}
= \frac{1}{\sqrt{4y + 1}}
\times \left(\frac{1 + \sqrt{4y + 1}}{2}\right)^{n+2} - \left(\frac{1 - \sqrt{4y + 1}}{2}\right)^{n+2}.
\]  
(20)

To find the zeros we set \(Z_n(y) = 0\) and get
\[
\left(\frac{1 + \sqrt{4y + 1}}{1 - \sqrt{4y + 1}}\right)^{n+2} = 1.
\]  
(21)

It’s straightforward to find
\[
y = -\frac{1 + \tan^2(\phi/2)}{4},
\]  
(22)

where
\[
\phi = 2\pi m/(n + 2), \quad m = 1, \cdots, [(n + 1)/2],
\]  
(23)

which is real, negative and always smaller than \(-1/4\).

In order for Eq. (17) to have degenerate roots, the latter must also be roots of the derivative of the original polynomial. This can only happen when \(\lambda = r/(r + 1)\), and correspondingly \(y_0 = -r^r/(r + 1)^{r+1}\). This \(y\) is also where the number of real roots of Eq. (17) changes, hinting at its special role. Indeed, we have the following result.

**Proposition 2.** All the zeros of the partition function as in Proposition 1 are smaller than \(y_0\).

**Proof.** We only need to prove that when \(y_0 \leq y < 0\), \(Z_n(y)\) is always greater than zero. We prove it by showing a stronger condition,
\[
\frac{Z_{n+1}}{Z_n} > \frac{r}{r + 1}.
\]  
(24)

This obviously holds for \(Z_n, n = -r, \cdots, -1\). Assume this to be true for \(Z_n, n = i, \cdots, i + r - 1\), then
\[
\frac{Z_{i+r}}{Z_i} > \left(\frac{r}{r + 1}\right)^r.
\]  
(25)

The recursion relation gives
\[
\frac{Z_{i+r+1}}{Z_{i+r}} = 1 + y \frac{Z_i}{Z_{i+r}} > 1 + y (\frac{r + 1}{r})^r.
\]  
(26)

Then we have
\[
\frac{Z_{i+r+1}}{Z_{i+r}} > \frac{r}{r + 1} \iff 1 + y (\frac{r + 1}{r})^r \geq \frac{r}{r + 1} \iff y \geq y_0.
\]  
(27)

We also have the following corollary:

**Corollary 1.** For \(y_0 \leq y < 0\), we have \(Z_n(y) \to 0\) as \(n \to \infty\).

**Proof.** Using the recursion relation and Proposition 2, we have
\[
\frac{Z_{n+1}(y)}{Z_n(y)} = 1 + y \frac{Z_{n-r}(y)}{Z_n(y)} < 1.
\]  
(28)

Thus, \(Z_n\) decreases monotonically with index \(n\). By re-alizing
\[
\frac{Z_{n-r}(y)}{Z_n(y)} > 1,
\]  
(29)

Eq. (28) can be made stronger
\[
\frac{Z_{n+1}(y)}{Z_n(y)} = 1 + y \frac{Z_{n-r}(y)}{Z_n(y)} < 1 + y.
\]  
(30)

At last, the squeeze theorem gives
\[
\lim_{n \to \infty} Z_n(y) = 0, \forall y \in [y_0, 0].
\]  
(31)

**IV. INTERPOLATIONS BETWEEN DIFFERENT BLOCKADE RADII**

To better understand Rydberg chain systems, we investigate how the zeros redistribute as the blockade radius increases. To begin with we focus on the case \(r = 1\) to
FIG. 2. The zeros of the partition function (33) for $n = 36$. The largest $n/3 = 12$ of them converge to that of $r = 2$ when $V$ goes to $\infty$, while the others diverge to $-\infty$ exponentially, which are omitted in the lower panel.

$\beta r = 2$, or nearest- to next-nearest-neighbor blockade. For this purpose we add a next-nearest-neighbor interacting term to the $r = 1$ Hamiltonian and the new Hamiltonian reads

$$H' = -\Delta \sum_i n_i + V \sum_i n_in_{i+2}, \quad (32)$$

with the same condition that no two nearest neighbors can be excited simultaneously. This is the classical ($w = 0$) version of the Fendley–Sengupta–Sachdev model [41]. We note that this model is different from the classical Rydberg blockade model discussed in previous sections. However, the same physics should be recovered in the following limits: $V = 0$ corresponds to blockade radius $r = 1$ and $V = \infty$ corresponds to $r = 2$. The partition function of the new Hamiltonian is then

$$Z' = \sum_n y^n \sum_{\{n_i\} \in \{n_i\}} \exp(-\beta V \sum_i n_in_{i+2}). \quad (33)$$

FIG. 3. The zeros of the partition function (35) for $n = 36$. The largest $n/4 = 9$ of them converge to that of $r = 3$ when $V$ goes to $\infty$, while the others diverge to $-\infty$ exponentially, which are omitted in the lower panel.

The Hamiltonian (32) facilitates the understanding of Rydberg chains in the following two aspects. First, it helps us understand Rydberg chains beyond the classical Rydberg blockade model. In this aspect, the distribution of LY zeros of partition function (33) is obtained numerically. We calculate the zeros for $n = 24, \cdots, 36$. While for negative $V$ the zeros are in general complex, we find that when $V$ is positive the zeros are real. Therefore, we conjecture that the LY zeros remain living on the negative real axis for $V > 0$. Consequently, no phase transitions happen at finite temperature for such systems with repulsive interactions.

Second, it sheds light on how the LY zeros of classical Rydberg blockade models with different blockade radii connect with each other. As stated in the previous sections, for models with blockade radius $r = 1$ and $r = 2$, the number of LY zeros are $\lfloor (n + 1)/2 \rfloor$ and $\lfloor (n + 2)/3 \rfloor$, respectively. By numerically studying how the LY zeros evolve during the interpolation given by Eq. (32), we can gain some insight on how the LY zeros of Rydberg blockade models with different blockade radii are con-
ected with each other, and how the number of LY zeros changes as \( r \) changes to \( r + 1 \).

Among the \([(n+1)/2]\) LY zeros for finite \( \beta V \), there is a sharp difference between the distributions of the largest \([(n+2)/3]\) zeros and the others as \( V \) goes to \( \infty \): the former converge to that of the \( r = 2 \) result, while the latter diverge to \(-\infty\) exponentially. The convergence of the larger roots is a ramification of the fact that as \( \beta V \) goes to \( \infty \) we should recover the physics of the model with blockade radius \( r = 2 \). Thus, we conclude that as \( r \) increases from 1 to 2, the largest \([(n+2)/3]\) zeros of the blockade model with \( r = 1 \) evolve into each of the LY zeros of the blockade model with \( r = 2 \). The change in the number of LY zeros of classical Rydberg blockade models with different blockade radii is attributed to the fact that the rest of the zeros in the interpolation process eventually diverge to \(-\infty\). Numerically, we find that the dichotomy becomes apparent with moderate \( \beta V \simeq 5 \). The results for \( n = 36 \) are shown in Fig. 2.

Due to the unified structures among different blockade radii discussed above, we expect the interpolations for general \( r \) to behave similarly to that between \( r = 1 \) and \( r = 2 \). Indeed, we numerically check the one between \( r = 2 \) and \( r = 3 \) with an interpolation by a repulsive next-next-nearest-neighbor interaction

\[
H'' = -\Delta \sum_i n_i + V \sum_i n_i n_{i+3},
\]

with the condition that no two atoms within a radius of two can be excited simultaneously. The corresponding partition function reads

\[
Z'' = \sum_n y^n \sum_{\{n_i\}} \exp(-\beta V \sum_i n_i n_{i+3}),
\]

where \( n_i \) now sum over configurations with the \( r = 2 \) constraint. The largest \([(n+3)/4]\) zeros approach the \( r = 3 \) results, and the others diverge to \(-\infty\) as \( V \) goes to \( \infty \), see Fig. 3.

V. EXPERIMENTAL MEASUREMENT OF THE LY ZEROS

Amenability to individual manipulations and measurements empowers cold Rydberg atoms as an ideal platform to measure LY zeros experimentally. Here we propose a setup similar to those in [28, 29] where the zeros can be measured dynamically.

We first assemble atoms (system, denoted by \( s \)) uniformly on a circle, either to a C-shaped arc for open boundary condition or an O-shaped circle for periodic boundary condition, with detuning \( \Delta \) and inverse temperature \( \beta \), see Fig. 4(a, b). Then we put a probe (denoted by \( p \)) atom on the axis normal to the circle plane, not necessarily in the same plane as the circle to allow for more general couplings while maintaining a homogeneous one-to-all interaction,

\[
H_{sp} = \lambda n_p \sum_i n_i = \lambda n_p n_s,
\]

where \( \lambda \) is a coupling constant and \( n_p \) denotes Rydberg number operator of the probe atom. By preparing the probe atom as a superposition of the ground state \( |0\rangle \) and the Rydberg state \( |1\rangle \), \((|0\rangle + |1\rangle)/\sqrt{2}\), it evolves with a phase factor proportional to the total Rydberg atom number, weighted by the density matrix of the system, giving rise to measurable quantities

\[
\langle \sigma^x_p(t) \rangle = Z(y)^{-1} \sum_{n_s} y^{n_s} \sum_{\{n_i\}} e^{-\beta H_s} \cos(\lambda n_s t),
\]

\[
\langle \sigma^y_p(t) \rangle = Z(y)^{-1} \sum_{n_s} y^{n_s} \sum_{\{n_i\}} e^{-\beta H_s} \sin(\lambda n_s t).
\]

Here, \( \sigma^x_p = |1\rangle\langle 0| + |0\rangle\langle 1| \) and \( \sigma^y_p = i(|0\rangle\langle 1| - |1\rangle\langle 0|) \) can be measured by first performing proper rotations to change to the \( x, y \) basis. Combining the two results gives

\[
L(t) = \langle \sigma^x_p(t) + i\sigma^y_p(t) \rangle = Z(e^{\beta \Delta + i\lambda t})/Z(e^{\beta \Delta}).
\]

By tuning \( \Delta \) and \( t \), one can identify when \( L(t) \) goes to zero, which in turn gives the zeros of the partition func-

![Figure 4](image-url)
VI. CONCLUSIONS

Motivated by the recent advances in cold Rydberg atom experiments, we study LY zeros in one-dimensional classical Rydberg blockade systems. We find that the distribution of LY zeros of such models can be obtained analytically. We rigorously prove that for general blockade radii the LY zeros are real and negative. Thus, there are no phase transitions at finite temperature. As we have shown in this paper, the 1d Rydberg chain is one of a small number of known models, whose distribution of LY zeros can be obtained analytically. Thus, its mathematical structures may merit further examination. In addition, we numerically find that these zeros keep living in the negative real axis, when one turns on a next-nearest-neighbor repulsive interaction to interpolate between the nearest- and next-nearest-neighbor blockades. We propose a way to experimentally observe these zeros by coupling the system to a probe atom and performing dynamical measurements thereon.
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