An Improved Sensing Method of a Robotic Ultrasound System for Real-Time Force and Angle Calibration
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Abstract: An ultrasonic examination is a clinically universal and safe examination method, and with the development of telemedicine and precision medicine, the robotic ultrasound system (RUS) integrated with a robotic arm and ultrasound imaging system receives increasing attention. As the RUS requires precision and reproducibility, it is important to monitor the real-time calibration of the RUS during examination, especially the angle of the probe for image detection and its force on the surface. Additionally, to speed up the integration of the RUS and the current medical ultrasound system (US), the current RUSs mostly use a self-designed fixture to connect the probe to the arm. If the fixture has inconsistencies, it may cause an operating error. In order to improve its resilience, this study proposed an improved sensing method for real-time force and angle calibration. Based on multichannel pressure sensors, an inertial measurement unit (IMU), and a novel sensing structure, the ultrasonic probe and robotic arm could be simply and rapidly combined, which rendered real-time force and angle calibration at a low cost. The experimental results show that the average success rate of the downforce position identification achieved was 88.2%. The phantom experiment indicated that the method could assist the RUS in the real-time calibration of both force and angle during an examination.
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1. Introduction

The ultrasound imaging system is a universal and common clinical detection method in preoperative examinations, and is characterized by real-time imaging, noninvasiveness, non-ionizing radiation, and lower cost; therefore, this medical imaging equipment is extensively used in medical institutions. However, while the ultrasound imaging system has a very high clinical usage rate, it relies heavily on doctors’ operating experience. Moreover, repeated applications of force at specific angles are required in the detection process to obtain clear ultrasonic images [1]. During the probe scanning process of conventional ultrasonic detection, the doctor has to maintain a grip on the probe with constant force and specific angle for a long time. Thus, the hand is likely to shake, which results in unsharp images, and is likely to cause occupational injury in the long term, e.g., shoulder pain [2]. At present, an integrated application based on a robotic ultrasound system (RUS) is suitable for improving the above issues. The robot system has apparent advantages (stability, high
success rate, repeatability, dexterity, and operability). Thus, the performance of the RUS in image capture and control could be effectively improved, which increases the efficiency of ultrasonic image detection [3,4]. In addition, in recent years different robot arms integrated with real-time ultrasonic images were extensively used for preoperative and intraoperative examinations by different departments, and because the robot arms have high stability and system reproducibility, human errors have been greatly reduced [5,6]. According to an investigation by BIS Research in 2018, the global market scale of medical robot arms was USD 5.08 billion in 2017, and has been estimated to reach USD 12.6 billion by 2025, for a compound growth rate of 12.0%, and there would be more companies devoted to the field to perform related technological research and development [7]. With the popularization of surgical robots, the robotic application developments of different departments were accelerated, including rehabilitation, minimally invasive surgery, medical image navigation systems, etc. [8–10]. However, ultrasound imaging equipment are very common examination instruments in health facilities. To import a robotic ultrasound examination with efficiency and low cost, the current RUSs were mostly integrated with the ultrasound imaging equipment that already exist in the health facilities by using a self-designed fixture to connect the probe to the arm.

In terms of ultrasonic applications, many research teams have proposed integrating ultrasound with robots for diagnosis and validated the flexibility and success rate. The results proved that the robot arm could proficiently and repeatedly execute the action command set by the user, and it has considerable potential in various surgical operations. Related studies have indicated that medical robot arms would be an indispensable part of clinical medicine in the near future [11]. In 2013, Mustafa et al. proposed an automatic scanning RUS for the liver, which featured an integrated camera, and could be inserted through the skin surface of the navel or nipple to analyze and scan the optimum location of the liver and conduct image analysis, and the experimental results showed that the precision of the system was 94% [12]. However, the research applied force to the ultrasound probe by using Constant Applied Force Control. When the image was abnormal, the medical care personnel needed to adjust the force and angle. There were neither real-time force feedback nor error correction mechanisms. In 2019, Huang et al. proposed a robot-assisted and remote-control ultrasonic scanning system for three-dimensional imaging where the operator controlled the six-axis robot arm remotely to drive the ultrasonic probe to scan the skin surface. Based on the internet and four cameras, the operator could instantly observe the robot arm and patient, and appropriately adjust the motion mode of the probe. The quantitative experimental result showed that the error of the volume measurement was less than 1.1% [13]. This research also revealed that, in future examinations, a lot of fine-tunings will be required during the scanning because the skin surfaces of the human body are usually complicated. In addition, users need to focus on the scanning pathways in the image and the moving probe. Without the information of force feedback, it is hard for the medical care personnel to make the correct judgment [13]. On the other hand, in a literature review of calibration method applications, Chen et al. proposed a set of ultrasound-guided needle insertion robotic system for percutaneous puncture in 2021. In the system calibration, this research used the coordinate system calibration method to calibrate the ultrasonic system and robotic arm. To begin with, the calibration device consisted of a 3-DOF moving mechanism, water tank, and multiple groups of nylon wires. Then the moving mechanism was designed to allow the puncture robot to move around the water tank and keep the US probe perpendicular to the water surface. In the water tank, three groups of nylon wires were fixed in the designated position and oriented parallel to the water surface. Finally, according to the distance difference between the coordinate system of the fixed position of nylon wire and the coordinate system of the needle line, the estimation was conducted, and the calibration was completed. This method could effectively correct the image by fixing the position of the nylon wire, but neither angle error nor self-correction of ultrasonic probe on the robot arm was discussed [14]. In fact, the self-correction of the system could be seen as a resilient problem. In the related studies,
this problem was explained in” Toward a resilient manufacturing system” brought up by Zhang and Van Luttervelt in 2011. In this paper, the concept of engineering resilience was revisited and clarified [15]. We referred to the remarks and multiple cases in the research of Zhang and Van Luttervelt to optimize a RUS, especially the system correction.

The above studies show that the RUS has high stability and reproducibility in ultrasonic examinations and could greatly reduce human errors and potential occupational injuries. Moreover, related studies show that, as the epidemic situation of COVID-19 gets worse, a medical robot arm could assist in specimen collecting [16–19]. However, even after development in recent years, the robot arm is still unable to fully replace clinical professionals due to the absence of a haptic forced feedback mechanism. Thus, the force at specific angles for conventional ultrasonic examination could not be effectively quantized [20–22]. The past relevant studies have shown that the development and application of pressure sensors for robots were quite extensive. Take machine tactile for example, McInroe et al. proposed a novel controllable stiffness tactile device that incorporated both optical sensing and pneumatic actuation in 2018. The changes of the traces of the trajectories from LED were extracted through the LED and camera in the pressure capsule, then did the image analysis to get the direction of the thrust and force value. This architecture has a very high potential for development of future realization of the robot’s fingertip tactile sensation [23]. However, the study mentioned in future work that the size could be minimized to the size of fingertips, but the final size was restricted by the size of the internal camera. In fact, with a camera of Principles of Optics, although the surface displacement and force data could be converted into a three-dimensional image to achieve tactile visualization through the Tessellation point on the plane caused by the force, its structure was restricted by the lens specifications and size, which made it difficult for its integration and application of robotic arms [24–26]. In addition, as the commercially available collaborative robot arm grips the ultrasonic probe with a gripper, different fixture and probe models cannot be effectively fitted, and the ultrasonic probe may shake slightly during the measurement process, which leads to errors in measurement angles. Therefore, this study proposed an improved sensing method of the RUS, for real-time ultrasonic probe force and angle monitoring, which could easily and rapidly combine the probe and arm. By applying a multichannel force-sensing technique and novel sensing structure design, the magnitude and direction of the force of the probe to the body surface could be accurately known at a low cost. Meanwhile, the information could be instantly returned to the system for analysis. The analysis result could be synchronously transferred to the robot arms for angle compensation, which was quite important for high Degree of Freedom (DOF) robot arms in real-time ultrasonic robot manipulation. Furthermore, according to our knowledge, present studies mostly use a self-designed fixture for connecting the probe to the robot arm; however, as the specifications and sizes of the probes are different during integration, inconsistencies often occur in the angle correction, which lead to false ultrasonic scanning angle estimations. As the angular error of integration increases, this situation may result in mechanism instability during long duration operations. The multichannel inertial sensing technique was used in this study, meaning the angular error between the probe and arm could be instantly identified, and immediately fed back to the system side. In order to increase system accuracy and reduce the difficulty level of the system integration, this system was designed based on a six-axis robot arm. After the scan path was set up by the clinician, the system could perform ultrasonic scanning based on the usage scenarios of different departments, where the parameters were corrected according to the inertial measurement unit (IMU) and real-time forced feedback image results to obtain high-quality ultrasonic images.

2. Materials and Methods

2.1. Architecture of the System

The architecture of this system was comprised of three items, the six-axis robot arm system, an ultrasound imaging system, and an adjustable fixture mechanism design, as
shown in Figure 1. As the six-axis robot arm used in this study was driven by six motors in different positions, each motor could provide uniaxial rotary motions. In terms of the DOF, the six-axis robot arm satisfied the six DOF in a 3D space, which was sufficient for conventional ultrasonic scanning. The ultrasound imaging system used the T-3300 for scanning (T-3300, BenQ Medical, Taipei city, Taiwan) developed by BenQ Medical. In addition to a sharp image quality, through integration with a robot arm, the system featured high mobility and digital intelligent management. Integrated with a touch screen, the supports intelligentized the gesture operation for lightness, flexibility, and fast booting. It was also highly flexible in an emergency and appropriate for serious symptom examinations for home care. Finally, in order to maintain a stable movement of the ultrasonic probe and force at a specific angle, the adjustable fixture mechanism was integrated with thin film pressure sensor and IMU, meaning the errors were compared for the angle of the ultrasonic probe and the applied force was measured instantly in the automatic scanning process. When the ultrasonic probe shaked during scanning, it led to angle errors. Thus, when the force applied by the robot arm was insufficient, feedback of real-time data analysis was provided, and the robot arm performed real-time angle or force compensation to avoid the preset angle being nonsynchronous with the actual measurement angle. With this architecture, the system could upgrade the quality of the ultrasonic images. To make the different robot arm models compatible with the ultrasonic probe, the system uses an adjustable fixture mechanism, VGA, and an HDMI image capture card to capture ultrasonic images per second. In the analysis process, the motion of the robot arms, the image obtained in the scanning process, and the angle information were transferred to the back-end analytic system synchronously, which provides medical care personnel with a reference for each examination. The mechanisms were detailed as follows.

Figure 1. System architecture.
2.2. Multichannel Force Sensing

The pressure sensor used in this study was GD10-20N developed by Uneo Inc. The sensor was fabricated using a piezoresistive polymer composite and screen printing as shown in Figure 2. Prior studies have described the typical process method for force-sensing film [27]. First, the electrode pattern and signal transmission line were printed on the substrate. In the course of production, the signal line was wrapped in the insulating layer to avoid signal transmission interference. As GD10-20N was produced using an imprinting and Flexible Printed Circuit (FPC) technique, the line spacing in the insulating layer was 0.1 mm. Thus, a precise circuit could be designed in a micro shape, and fabrication could be customized according to client-side requirements. GD10-20N, which was characterized by lightness, flexibility, and compactness, has good environment fitness, and remains sensitive at harsh ambient temperatures (−40°~65 °C). The output of sensors could be adjusted by an amplifier circuit to provide higher voltage range and the resolution. It could increase the correlation between the output and the Newton force (0 N~20 N), which achieved the linearity of regressive analysis to 99%. The sensors could be reused ten million times. According to prior studies, the thin film pressure sensor has the advantages of system integration, as well as data linearity and reliability [28–30].

![Flexible Pressure Sensing Structure](image)

**Figure 2.** Structural representation of the flexible thin film pressure sensor.

2.3. Architectural Design of the Bilateral IMU

In the movement of the robot arm, the ultrasonic probe easily produced angular errors from the excessive vibration. Once the angle of the ultrasonic probe was different from that of the robot arm, the scanned ultrasonic image result could cause errors in subsequent interpretations by the clinician. The bilateral IMU sensing architecture was used to analyze the angles from the ultrasonic probe and robot arm during scanning. The IMU used in this study was an MPU-6050 developed by TDK InvenSense, and comprised a three-axis gyroscope and a three-axis accelerometer. For precision tracking of both fast and slow motions, the parts featured a user-programmable gyro full-scale range of ±250, ±500, ±1000, and ±2000°/s (dps) and used 16-bit analog-to-digital converters (ADCs) for digitizing the gyroscope outputs. In this study, all of the operations were done under slow motion, so the minimal resolution could reach 0.1°. Moreover, the sensor had a built-in Digital Motion Processor (DMP), which could read data from the gyroscope and accelerometer. Afterwards, the motion processing algorithm was performed in the 200 Hz instruction cycle. Finally, the result was saved in the register for the user to
access [31]. As the sensor could instantaneously detect variations, it was quite suitable for measuring minute angles in this study. When the robot arm gripped the ultrasonic probe for scanning, the adjustable mechanism and bilateral IMU inter-compares the angles to detect the consistency between the ultrasonic probe angle and the preset angle of the robot arm, and the IMU angle could be transformed according to the three-dimensional coordinates. The usage is shown in Figure 3.

In order to ensure the consistency of the Euler angle orientation of the IMUs that were disposed on the robot arms (IMU\textsubscript{arm}) and ultrasonic probe (IMU\textsubscript{probe}) a correction formula was required for normalization. As the rotation parameters provided by the IMU were the Roll, Pitch, and Yaw of the Euler angle before the correction operation, the direction of the IMU \(\{\phi_{\text{g}}(t)\rho_{\text{g}}(t)\theta_{\text{g}}(t)\}\) was calculated according to the three axial angular velocities \([\omega_x, \omega_y, \omega_z]\) around the gyroscope, and the angular displacement could be obtained by performing integral calculation of the angular velocity [32].

\[
\begin{align*}
\phi_{\text{g}}(t) &= \int_{t_1}^{t} \omega_x dt \\
\rho_{\text{g}}(t) &= \int_{t_1}^{t} \omega_y dt \\
\theta_{\text{g}}(t) &= \int_{t_1}^{t} \omega_z dt
\end{align*}
\]

(1)

where the angle value and \(\Delta t\) value of the given \((t-1)\) approximate to

\[
\begin{align*}
\phi_{\text{g}}(t) &= \phi_{\text{g}}(t-1) + \omega_x \Delta t \\
\rho_{\text{g}}(t) &= \rho_{\text{g}}(t-1) + \omega_y \Delta t \\
\theta_{\text{g}}(t) &= \theta_{\text{g}}(t-1) + \omega_z \Delta t
\end{align*}
\]

(2)

Afterwards, the integral error of the gyroscope could be corrected using the measured value of the accelerometer, and the rotation matrix was obtained:

\[
R = \begin{bmatrix}
r_{11} & r_{12} & r_{13} \\
r_{21} & r_{22} & r_{23} \\
r_{31} & r_{32} & r_{33}
\end{bmatrix}
\]

(3)
where

\[
\begin{align*}
    r_{11} &= \cos(\varphi) \cos(\rho) \\
    r_{12} &= -\sin(\varphi) \cos(\theta) + \cos(\varphi) \sin(\rho) \cos(\theta) \\
    r_{13} &= \sin(\varphi) \cos(\theta) + \cos(\varphi) \sin(\rho) \cos(\theta) \\
    r_{21} &= \sin(\varphi) \cos(\rho) \\
    r_{22} &= \cos(\varphi) \cos(\theta) + \sin(\varphi) \sin(\rho) \sin(\theta) \\
    r_{23} &= -\cos(\varphi) \sin(\theta) + \sin(\varphi) \sin(\rho) \cos(\theta) \\
    r_{31} &= -\sin(\rho) \\
    r_{32} &= \cos(\rho) \sin(\theta) \\
    r_{33} &= \cos(\rho) \cos(\theta)
\end{align*}
\]

(4)

Moreover, if the ultrasonic probe was displaced, there would be errors in the bilateral IMU conversion angle, and this offset could be defined based on a trigonometric function variation. The IMU arm could be regarded as the vertex of a reference and defined as follows [32]:

\[
x_f^2 + y_f^2 + z_f^2 = p_u^2 + p_f^2 - 2L_u L_f \cos(\gamma_e)
\]

(5)

where the deviation angle \((\gamma_e)\) could be deduced to

\[
\gamma_e(t) = \arccos \left( -\cos(\theta_f(t) - \theta_u(t)) \cos(\rho_f(t)) \cos(\rho_u(t)) - \sin(\rho_f(t)) \sin(\rho_u(t)) \right)
\]

(6)

Thus, the directions of IMU\(_{\text{arm}}\) and IMU\(_{\text{probe}}\) were directly correlated. As the IMU\(_{\text{arm}}\) was fixed to the robot arms, IMU\(_{\text{arm}}\) was defined as the reference point. Afterwards, IMU\(_{\text{probe}}\) could perform coordinate coupling against IMU\(_{\text{arm}}\). First, the fixture must be parallel to the ultrasonic probe, and then the directions of IMU\(_{\text{arm}}\) and IMU\(_{\text{probe}}\) were recorded. The calculated rotation matrices of the displacement and deviation were \(R_{u}^{-1}(0)\) and \(R_{f}^{-1}(0)\) respectively. Finally, the correction rotation matrices [27] of IMU\(_{\text{arm}}\) and IMU\(_{\text{probe}}\) were defined as \(R_{u}(t)R_{u}^{-1}(0)\) and \(R_{f}(t)R_{f}^{-1}(0)\) respectively.

2.4. Novel Sensing Structure Design

In this study, the structure was preliminarily designed by 3D drawing software, implemented by 3D printing, and the overall volume size was 110 \(\times\) 68 \(\times\) 113 mm. The sensing structure in this study was designed by assembling multiple parts and comprised three major parts: (1) the sensing device; (2) the multichannel force-sensing structure; and (3) the adjustable structure of the ultrasonic probe fixture, as shown in Figure 4a. The sensing device included the main circuit, force sensing, the IMU, and power management, and its major functions included sensor data processing and Bluetooth wireless transmission. Moreover, the multichannel force-sensing structure was mobile and corresponded to three pressure sensors. When the structure deflects to a direction, the corresponding pressure sensor value was increased accordingly, and the direction of the force applied by the ultrasonic probe could be known from this data so as to provide medical care personnel with an operational reference. This adjustable ultrasonic probe fixture structure was provided for the most different ultrasonic probe models available on the market. The internal structure of the overall device is shown in Figure 4b.
In this study, the hardware design was fabricated by double-layer PCB. The top layer had a monolithic chip (nRF52832, Nordic Semiconductors, Norge) and a program access port. The bottom layer had the IMU sensing circuit, force-sensing reception, and power management. The overall size was 36.5 × 18.5 mm, as shown in Figure 5. As the nRF52832 monolithic chip used an ARM Cortex-M4F processor, 512 kB Flash, 12-bit A/D resolution, and built-in Bluetooth 5.0, it could efficiently execute the sensed data processing and low power consumption wireless transmission. Finally, for the calibration and system repeatability, we referred to the related literature and designed the experiments as below [33,34].

![Figure 4](image)

**Figure 4.** (a) Schematic diagram of the sensing structure; (b) schematic diagram of the internal structure.

**2.5. Hardware Design**

In this study, the hardware design was fabricated by double-layer PCB. The top layer had a monolithic chip (nRF52832, Nordic Semiconductors, Norge) and a program access port. The bottom layer had the IMU sensing circuit, force-sensing reception, and power management. The overall size was 36.5 × 18.5 mm, as shown in Figure 5. As the nRF52832 monolithic chip used an ARM Cortex-M4F processor, 512 kB Flash, 12-bit A/D resolution, and built-in Bluetooth 5.0, it could efficiently execute the sensed data processing and low power consumption wireless transmission. Finally, for the calibration and system repeatability, we referred to the related literature and designed the experiments as below [33,34].

![Figure 5](image)

**Figure 5.** Stereogram of the hardware device.

**3. Experimental Design and Results**

**3.1. Multi-Point Diaphragm Force-Sensing Correlation Test**

A commercially available push pull gauge (HFG-HF-10, ALGOL, Taoyuan, Taiwan) for the multi-point diaphragm force-sensing correlation testing was used in this study. The
instrument had ±0.2% full-scale (FS) precision, ±0.1% FS for replicated measurements, and the measurement range was 0 to 100 N, and resolution was 0.01 N. Additionally, the instrument could log the test data of 512 records and export the result, which was favorable for subsequent data analysis. The measurement errors induced by gravitation could be eliminated by the built-in self-correction module. Finally, the measurement result could be transferred through communication protocol RS-232 to the computer terminal and displayed. In this section, the commercially available thrust-tension meter applied force to the multi-point diaphragm force-sensing structure proposed in this study. The correlation and validity were validated according to the measured data so as to validate the success rate of the sensing points and guarantee mutual independence among the sensing points. The position where the pressure sensor was installed would apply 3 N, 5 N, 8 N, and 10 N of downforce as the testing force maintaining for over ten seconds, and the force was applied to each sensing point 100 times. Then the MCU performs A/D conversion, and the force was calculated by the force conversion equation and was saved for further analysis. The schematic diagram of the multi-point diaphragm force-sensing correlation test is shown in Figure 6.

![Figure 6. Schematic diagram of the multi-point diaphragm force-sensing correlation test.](image)

The experimental data presented in Table 1 show that different forces correspond to different A/D values, and the output force could be calculated by the regression curve equation. Figure 7 shows the results of the linear regressive analysis between the A/D values and testing force ($R^2 = 0.99$), and Table 1 shows the errors of the output force that were calculated by the regression curve equation and the average error was below 4.2%.
Table 1. Errors of output force calculated by the regression curve equation.

| Testing Force (N) | 3 N | 5 N | 8 N | 10 N |
|-------------------|-----|-----|-----|------|
| A/D value (AVG + SD) | 616.6 ± 12.6 | 1003.8 ± 22.2 | 1597.3 ± 47.0 | 2036.1 ± 26.0 |
| Output Force (N) (AVG + SD) | 2.96 N ± 0.06 N | 4.82 N ± 0.10 N | 7.67 N ± 0.22 N | 9.78 N ± 0.12 N |
| Average Error | 1.2% | 3.7% | 4.2% | 2.2% |

Figure 7. Linear regression results between the A/D values and testing force (N).

In order to verify that the system proposed in this study could identify the different positions of downforce based on three sensing points, we designed an experiment that 5 N were applied to each downforce position 100 times, and this experiment was repeated 10 times. Then, the measurements from the three sensors were used to compare the thresholds by the look-up table method to identify the position of the downforce. The angle of the downforce positions was 30° per movement, and the related signals are shown in Figure 8. All the data were transmitted in the wireless mode to the computer for analysis. The results show that the average success rate could reach 88.2% (Table 2). Moreover, we performed this experiment at different room temperatures (28 °C and 20 °C) to verify the influence of temperature. The results indicated that there were no statistically significant differences between the different temperature groups.

Table 2. Success rate of the identification in different downforce positions.

| Success Rate (AVG ± SD) | 0° | 30° | 60° | 90° | 120° | 150° | 180° | 210° | 240° | 270° | 300° | 330° |
|-------------------------|----|-----|-----|-----|------|------|------|------|------|------|------|------|
| In 28 °C of Room Temperature | 94.8 ± 1.0 | 87.1 ± 1.0 | 83.4 ± 1.4 | 86.2 ± 1.4 | 95.9 ± 0.7 | 88.0 ± 1.5 | 84.0 ± 1.3 | 87.5 ± 1.6 | 94.6 ± 0.8 | 87.8 ± 1.1 | 82.1 ± 1.1 | 87.5 ± 2.1 |
| In 20 °C of Room Temperature | 94.8 ± 1.0 | 87.1 ± 1.0 | 83.4 ± 1.4 | 86.2 ± 1.4 | 95.9 ± 0.7 | 88.0 ± 1.5 | 84.0 ± 1.3 | 87.5 ± 1.6 | 94.6 ± 0.8 | 87.8 ± 1.1 | 82.1 ± 1.1 | 87.5 ± 2.1 |

There were no statistically significant differences between different temperature groups.
Figure 8. The different positions of the downforce angle and related force signals.

3.2. Angle Correlation Validation of the Bilateral IMU

As the commercially available collaborative robot arm gripped the ultrasonic probe with a gripper, or used a special fixture for integration, the different fixture models and probes were unlikely to be effectively fitted. When the robot arm angle deviated from the ultrasonic probe angle, the measurement result would influence subsequent treatment; therefore, we used the structure design of a bilateral IMU to analyze the success rate of the linking angle between the robot arm and ultrasonic probe. In our prior study of IMU, a series of experiments were performed on the angular success rate of a single IMU to guarantee the success rate of the angular transformation [34–36]. To validate the system success rate, this study used a 3D printer (PING 300+, LINKIN FACTORY CO., LTD., Taiwan) applicable to multiple printing materials, including PLA, PETG, ABS, NYLON, TPE, and TPU to make the outer casing of the fixture. By adding different thicknesses of spacers in the experiment, we could obtain angular errors from the ultrasonic probe. In the experiment, the spacers in ascending order of thickness were Type A \((d = 2.5 \text{ mm})\); Type B \((d = 5 \text{ mm})\), and Type C \((d = 10 \text{ mm})\), as shown in Figure 9a. When the experiment began, the fixture was disposed on the robot arm, and the robot arm performed ultrasonic phantom scanning on a 45°, 90°, and 135° fixed scan path. The scan at each angle, whose results were averaged, and errors were recorded, was performed ten times for over ten seconds each time, as shown in Figure 9b.
According to the experimental data in Table 3, the larger thickness of the spacer caused a greater error in the angles than that measured by the bilateral IMU (IMUarm and IMUprobe). In addition, the larger thickness would also cause the ultrasound probe to shake, which would make the IMUprobe deviate obviously from IMU arm in the horizontal plane, as shown in Figure 10. We set 2 degrees as a threshold for starting the calibration function to avoid the influence of variation during the RUS operation.

Table 3. Comparison table for the phantom test with different types of spacer.

| Spacer      | Setting Angle (°) | Average Measurement Angle (°) | Error (°) |
|-------------|-------------------|-------------------------------|-----------|
| Type A      | 45°               | 46.3°                         | 1.3°      |
| (d = 2.5 mm)| 90°               | 91.2°                         | 1.2°      |
|             | 135°              | 136.5°                        | 1.5°      |
| Type B      | 45°               | 47.7°                         | 2.7°      |
| (d = 5.0 mm)| 90°               | 93.1°                         | 3.1°      |
|             | 135°              | 137.5°                        | 2.5°      |
| Type C      | 45°               | 49.8°                         | 4.8°      |
| (d = 10.0 mm)| 90°              | 95.9°                         | 5.9°      |
|             | 135°              | 139.9°                        | 4.9°      |

*d* means thickness of the spacer.

Figure 9. (a) Schematic diagram of the fixture structure molds with different clearances; (b) schematic diagram of the phantom test.

Figure 10. The variance of the measurement angle with different spacer thicknesses.
3.3. Phantom Test

According to a literature review, the conventional ultrasonic examination (US) was the preferred method for preliminary sieving analysis of a hepatic tumor, as it could effectively display the location, size, form, internal echo, and blood flow condition inside the tumor. Thus, it had diagnostic value in diagnosing benign and malignant hepatic tumors [37,38]. To validate system accuracy, the self-made gel phantom and RUS were used for phantom testing. This gel phantom was fabricated using transparent silicone material (SI-040, RUIXIN ENTERPRISE CO., LTD., Taoyuan city, Taiwan) and 3D ABS or PLA printing molds, and the manufacturing process was improved by referring to the study of Ahmad et al. (2020) [39]. The related dimensions were molded according to the CT image; according to the CT image result in Figure 11a, Line 1 could be drawn in parallel with the right liver wall at the portal vein bifurcation, Line 2 was drawn in parallel with the innermost edge of the liver’s caudate lobe, and Line 3 was marked out between Line 1 and Line 2, which were normal to the portal vein and inferior vena cava, and extend to the right edge of the liver. The distance between Line 1 and Line 2 (i.e., Interval A) was the transverse diameter of the caudate lobe, while the distance along the right edge and Line 1 (i.e., interval X) along Line 3 was the transverse diameter of the right lobe hole sites of veins and the hepatic artery, as shown in Figure 11b. To meet the actual liver condition, the powder ratio could be adjusted in the phantom manufacturing process to make the phantom close to the E-modulus of the actual liver [40,41], as shown in Figure 11c. Finally, according to related human test references, the tumor size (including benign and malignant) of the liver cancer subjects was 0.69–15.2 cm, and mostly below 5 cm [42]. Therefore, a water ball was placed [43–45] to contrast with the phantom liver in the ultrasonic image in order to simulate a tumor with a diameter of 3 cm as the basis of observation and the angular correction of the RUS, as shown in Figure 11d.

![Figure 11. (a) Abdominal cavity phantom CT image; (b) 3D modeling by measuring method for liver on a CT image; (c) stereogram of the gel-prepared phantom; (d) phantom ultrasonic image and tumor location.](image-url)
4. Discussion and Conclusions

This study successfully developed a low-cost sensing method for a RUS that could be used in ultrasonic robots through a multichannel collaborative robot arm. Moreover, angular deviation between the fixture on the robot arm and probe could be evaluated, and the probe imaging angle could be instantly corrected by the feedback mechanism, thus maintaining the good image reproducibility of the RUS. The relevant information fed back to the system and analyzed instantly could be used as reference or research data for other clinical applications of a RUS. The sensing structure proposed in this study was quite simple and could accurately identify the downforce position with an 88.2% success rate. The average error of the output force was less than 4.2%. The bilateral IMU method could detect an abnormal angle when the RUS operated effectively. The architecture proposed in this study had a low cost, high sensitivity, and high success rate, as well as good compatibility, and thus it could provide real-time abnormal angle analysis in the ultrasonic scanning process. Furthermore, the results of this study could be used in the domain of machine tactile and spatial fusion operations in the future. The information provided by this study was key to the manipulation of high DOF robot arms integrated with real-time ultrasonic robotics. In the future, the relevant results of this research could not only be applied to auxiliary system for clinical diagnosis but also be extended to related automated ultrasonic inspection systems to improve the resilience of the RUS system.
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