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Abstract

The objective of this paper is to analyse analytic invariant sets of analytic ordinary differential equations (ODEs). For this purpose we introduce semi-invariants and invariant ideals as well as the notion of vector fields in Poincaré-Dulac normal form (PDNF). We prove that all invariant ideals of a vector field in PDNF are already invariant for its semi-simple linear part. Additionally, this paper provides a natural characterization of invariant ideals via semi-invariants.
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1. Introduction and preliminaries

In this paper we focus on analytic invariant sets of an ODE system

$$\dot{x} = f(x), \quad x \in \mathbb{K}^n, \quad \mathbb{K} \in \{\mathbb{R}, \mathbb{C}\}, \quad n \in \mathbb{N},$$

where $f$ is analytic. Besides being of interest in its own right, the discussion of local analytic invariant sets is also relevant for the discussion of invariant algebraic curves of planar polynomial vector fields considering stationary points at infinity. For details see [9], [10] and [11].
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If $f$ is analytic near a non-stationary point $x_0$, i.e. $f(x_0) \neq 0$, then we can apply the straightening theorem which clarifies the structure of analytic invariant sets near $x_0$. Consequently, we examine invariant sets near a stationary point of $f$, which can be assumed to be 0. In order to find invariant sets near stationary points one can investigate semi-invariants which are analytic functions that remain invariant under the action of the Lie derivative $L_f$ ($L_f$-invariant) and which induce invariant sets of codimension one. A natural way to generalize the notion of semi-invariants is to deal with invariant ideals over the ring of convergent power series about zero $\mathbb{K}\{x\}$. In the case $\mathbb{K} = \mathbb{C}$ invariant radical ideals have a one to one correspondence to analytic invariant sets.

A common tool to study the local dynamics near the stationary point 0 is the Poincaré-Dulac normal form of $f$ (PDNF), characterized by the condition

$$[f, B_s](x) = B_s \cdot f(x) - Df(x) \cdot B_s x = 0$$

where $B_s$ is the semi-simple part of $Df(0)$. Given an analytic invariant set we associate with it its invariant radical ideal. By transforming a vector field into PDNF the transformed invariant ideal remains invariant for the normal form. However, studying vector fields in PDNF requires to work in the ring of formal power series and therefore there may not exist a one to one correspondence between the transformed invariant ideal and analytic invariant sets. But we still have the following picture:

$$V \subseteq \mathbb{K}^n \text{ invariant set for PDNF } \iff I \subseteq \mathbb{K}\{x\} \text{ } L_f\text{-invariant ideal}$$

$$f \rightarrow f^* \text{ PDNF}$$

$$I^* \subseteq \mathbb{K}[[x]] \text{ } L_f^*\text{-invariant ideal}$$

Vector fields in PDNF admit a one-parameter group of symmetries given by $\exp(tB_s)$. There are some further noteworthy properties of a vector field $f$ in PDNF:

- Commuting vector fields: $[f, g] = 0 \implies [B_s, g] = 0$ which is a consequence of Lemma 1.2 in [12] (see also [2]).
• First integrals: $L_f(\varphi) = 0 \implies L_{B_s}(\varphi) = 0$ ([12] Proposition 1.8, [13] Lemma 2.3).

• Semi-invariants: If $L_f(\varphi) = \lambda \cdot \varphi$, $\lambda \in K[[x]]$, holds then there exists a unit $\mu$ and a constant $c$ such that $L_{B_s}(\mu \varphi) = c \cdot \mu \varphi$ ([11] Lemma 2.2.).

Especially, by identifying $\varphi$ with the ideal $\langle \varphi \rangle$ (unique up to multiplication with units), the last condition can be rewritten in the form

$$L_f(\langle \varphi \rangle) \subseteq \langle \varphi \rangle \implies L_{B_s}(\langle \varphi \rangle) \subseteq \langle \varphi \rangle.$$ (2)

Thus every principal ideal which is invariant under $L_f$ is already invariant under $L_{B_s}$. The main result of this paper is a generalization of (2) to arbitrary invariant ideals over the ring of formal power series. More precisely, given an $L_f$-invariant ideal over the ring of formal power series, we will prove that this ideal is $L_{B_s}$-invariant.

In summary, if we start with an analytic invariant set of (1) we have a look at its corresponding $L_f$-invariant ideal $I$. After transforming $f$ into a vector field $f^*$ in PDNF we obtain a transformed invariant ideal $I^*$ of the normal form. However, in general we lose analyticity of the transformation and of $f^*$. As a consequence we work in the ring of formal power series and we get that $I^*$ is invariant for the semi-simple part of $Df^*$ in the stationary point. Our main results can be summarized in the following picture.

$$V \subseteq K^n \text{ invariant set for (1)} \iff I \subseteq K\{x\} \text{ } L_f\text{-invariant ideal}$$

$$\begin{array}{c}
\downarrow f \rightarrow f^* \text{ PDNF} \\
I^* \subseteq K[[x]] \text{ } L_{f^*}\text{-invariant ideal} \\
\downarrow \\
I^* \subseteq K[[x]] \text{ } L_{Df^*(0)}\text{-invariant ideal} \\
\downarrow \\
I^* \text{ can be generated by semi-invariants}
\end{array}$$

We close the paper with a class of examples.
2. Notation and notions

We first introduce some notations and recall some facts from the theory of vector fields in PDNF and from commutative algebra.

(2.1) Notation

We abbreviate $\mathbb{K}\{x_1, \ldots, x_n\} = \mathbb{K}\{x\}$ for the ring of convergent power series about 0 and $\mathbb{K}[[x_1, \ldots, x_n]] = \mathbb{K}[[x]]$ for the ring of formal power series with $\mathbb{K} \in \{\mathbb{R}, \mathbb{C}\}$. Moreover, we denote by Mon$(x)$ the set of all monomials. Given a vector field $f \in \mathbb{K}\{x\}^n$, $n \in \mathbb{N}$, with stationary point 0, we have a look at the Taylor expansion about 0

$$f(x) = Bx + \sum_{j \geq 2} f^{(j)}(x)$$

with $f^{(j)}$ homogeneous polynomial vector fields of degree $j$. The linear part $B \in \mathbb{K}^{n \times n}$ is given by $B = Df(0)$ which admits the Jordan-Chevalley decomposition

$$B = B_s + B_n$$

into semi-simple part $B_s$ and nilpotent part $B_n$. The spectrum $\text{Spec}(B) = \{\lambda_1, \ldots, \lambda_n\} \subseteq \mathbb{C}$ is given by all eigenvalues of $B$ counted with multiplicities.

Given a function $\psi \in \mathbb{K}\{x\}$ its Lie derivative with respect to the vector field $f$ will be denoted by

$$L_f(\psi)(x) := D(\psi)(x) \cdot f(x).$$

It describes the directional derivative of $\psi$ along solution trajectories of $\dot{x} = f(x)$. If $f$ is a formal vector field and $\psi$ a formal power series the formal Lie derivative of $\psi$ w.r.t. $f$ is still defined. We list up some properties of the Lie derivative in the appendix. Finally given two analytic or given two formal vector fields $f, g$ we define the Lie bracket of these vector fields by

$$[f, g](x) := D(g)(x) \cdot f(x) - D(f)(x) \cdot g(x).$$

One can easily verify the equation

$$L_{[f, g]} = L_f L_g - L_g L_f.$$

⋄
(2.2) Definition
Let \( f \) be a convergent or a formal vector field. Then \( f \) is in PDNF if \([f, B_s](x) = 0\).

(2.3) Remark
By using Theorem 2.2 in [1], for every vector field \( f \in \mathbb{K}\{x\}^n \) there exists a near identity transformation into a vector field \( \hat{f} \) which is in PDNF. However, the transformation is not convergent in general and neither is \( \hat{f} \). For that reason we deal with vector fields over the ring of formal power series.

(2.4) Definition
Let \( m \in \text{Mon}(x) \) with \( m = x_1^{\alpha_1} \cdots x_n^{\alpha_n}, \alpha_j \in \mathbb{N}_0, \) and \( B_s = \text{diag}(\lambda_1, \ldots, \lambda_n) \).
We call
\[
w(m) := \sum_{j=1}^{n} \alpha_j \lambda_j \in \mathbb{C}
\]
the weight of \( m \). Since we can identify a monomial \( m \) with its exponent we sometimes use the notation \( w(\alpha) \) for \( \alpha = (\alpha_1, \ldots, \alpha_n)^{\text{tr}} \).

For a power series \( \varphi \) we denote by \( W(\varphi) \) the set of weights that appear in the monomial representation of \( \varphi \).

In particular we see that every monomial \( m \in \text{Mon}(x) \) lies in an eigenspace of \( L_{B_s} \) with \( L_{B_s}(m) = w(m) \cdot m \).

We now come to the central objects in this paper.

(2.5) Definition
(a) Let \( f \in \mathbb{K}\{x\}^n \) and \( I \subseteq \mathbb{K}\{x\} \) be an ideal. We call the ideal \( L_f \)-invariant (or simply invariant) if \( L_f(I) \subseteq I \) holds.
(b) In the special case of an invariant principal ideal which is generated by \( \psi \), there exists \( \lambda \in \mathbb{K}\{x\} \) such that \( L_f(\psi) = \lambda \cdot \psi \). We then call \( \psi \) a semi-invariant of \( f \).

(2.6) Remark
(a) The power series with a given weight form a subspace which is \( L_{B_s} \)-invariant.
(b) If \( f \) is a vector field in PDNF and \( m \in \text{Mon}(x) \) we observe the implication
\[
L_{B_s}(m) = w(m)m \implies L_{B_s}(L_f(m)) = L_f(L_{B_s}(m)) = w(m)L_f(m).
\]
Hence, for $f$ in PDNF, the subspace of power series of a given weight is also $L_f$-invariant.

The study of invariant ideals is of particular interest because of their relation to invariant sets. For an ideal $I \subseteq K[x]$ we define its vanishing set as

$$V(I) := \{ x \mid p(x) = 0 \ \forall \ p \in I \}.$$  

In the case $K = \mathbb{C}$ invariant \textit{radical ideals} stand in one to one correspondence to invariant sets. (See [3] Lemma 2.1. This is stated for polynomial ideals and in its proof one uses \textit{Hilbert's Nullstellensatz}. It can be generalized to the analytic case by using \textit{Rückert's Nullstellensatz}.)

In the case $I \subseteq K[[x]]$ we still talk about $L_f$-invariant ideals if $L_f(I) \subseteq I$ is satisfied. Consequently, an ideal $I \subseteq K[[x]]$ is invariant if and only if $L_f(\varphi) \in I$ for all $\varphi \in I$. In the following we investigate invariant ideals of formal vector fields in PDNF.

3. Invariant ideals

Throughout this section let $f \in K[[x]]^n$ be a formal vector field in PDNF, i.e.

$$0 = [f, B_s](x) = B_s \cdot f(x) - D(f)(x) \cdot B_s x,$$

with diagonal semi-simple part $B_s = \text{diag}(\lambda_1, \ldots, \lambda_n)$, $\lambda_i \in \mathbb{C}$. In the case $K = \mathbb{R}$ we complexify if necessary.

The main goal of this paper is first to characterize all $L_{B_s}$-invariant ideals and secondly to generalize Lemma 2.2 in [11] (see (2)). The following two theorems are the main results of this paper.

\textbf{(3.1) Theorem}

Let $I \subseteq K[[x]]$ be an $L_{B_s}$-invariant ideal. Then $I$ can be generated by semi-invariants of $B_s$, i.e. there exist $\varphi_1, \ldots, \varphi_m \in K[[x]]$ such that

(a) $I = \langle \varphi_1, \ldots, \varphi_m \rangle_{K[[x]]}$.

(b) For all $1 \leq j \leq m$ there exists $\nu_j \in K[x]$ with the property $L_{B_s}(\varphi_j) = \nu_j \cdot \varphi_j$. 

6
(3.2) Theorem
Let $I \subseteq K[[x]]$ be an $L_f$-invariant ideal. Then $I$ is $L_{B_s}$-invariant.

These theorems assert that semi-invariants of $B_s$ are the building blocks of invariant ideals, i.e. every invariant ideal can be generated by semi-invariants.

We have divided the proofs of these theorems into a sequence of lemmas.

(3.3) Lemma
Let $I \subseteq K[[x]]$ be an ideal. Assume that there exist polynomials $\varphi_i \in K[x]$, $1 \leq i \leq l \in \mathbb{N}$, such that $I = \langle \varphi_1, \ldots, \varphi_l \rangle$. If $I$ is $L_{B_s}$-invariant then the ideal $I$ can be generated by semi-invariants of $B_s$.

Proof
Fix $1 \leq i \leq l$ and let

$$\varphi_i = \sum_{k=1}^{r} c_k x^{\alpha_k}, \ \alpha_k \text{ pairwise distinct},$$

where $r \in \mathbb{N}$ and $c_k \in \mathbb{C} \setminus \{0\}$. There exists a representation by the weights $w(\alpha_k)$. Thus, we define the set

$$W(\varphi_i) := \{ w(\alpha_k) \mid 1 \leq k \leq r \} =: \{ v_1, \ldots, v_q \}$$

where $q \leq r$ and $v_{k_1} \neq v_{k_2}$ whenever $k_1 \neq k_2$ and we obtain a representation

$$\varphi_i = \sum_{k=1}^{q} \left( \sum_{1 \leq m \leq r, \ w(\alpha_m) = v_k} c_m x^{\alpha_m} \right) \left( \varphi_i, v_k \right). \quad (3)$$

By assumption, the ideal $I$ is $L_{B_s}$-invariant and this implies by induction

$$L_{B_s}^{(\ell)}(\varphi_i) = L_{B_s} \circ \cdots \circ L_{B_s}(\varphi_i) \in I$$

for all $\ell \in \mathbb{N}_0$. Consequently, we have

$$L_{B_s}^{(\ell)}(\varphi_i) = \sum_{k=1}^{q} \left( \sum_{1 \leq m \leq r, \ w(\alpha_m) = v_k} v_k^\ell c_m x^{\alpha_m} \right) \in I$$
for all $0 \leq \ell \leq q - 1$. This induces the linear system of equations

$$
\begin{pmatrix}
1 & 1 & \cdots & 1 \\
v_1 & v_2 & \cdots & v_q \\
\vdots & \vdots & \ddots & \vdots \\
v_1^{q-1} & v_2^{q-1} & \cdots & v_q^{q-1}
\end{pmatrix}
\begin{pmatrix}
\varphi_{i,v_1} \\
\varphi_{i,v_2} \\
\vdots \\
\varphi_{i,v_q}
\end{pmatrix}
=:
\begin{pmatrix}
L_{B_1}^{(0)}(\varphi_i) \\
L_{B_1}^{(1)}(\varphi_i) \\
\vdots \\
L_{B_1}^{(q-1)}(\varphi_i)
\end{pmatrix}.
$$

All components of the right hand side are elements of $I$. Moreover, the matrix $V \in \mathbb{K}^{q \times q}$ is a Vandermonde matrix, and hence it is invertible (see [5], chapter 8). Therefore, all components of the vector $\Phi_i$ are elements of $I$, i.e. $\varphi_i$ has a decomposition into semi-invariants with each semi-invariant an element of $I$. The index $i$ was arbitrary and the claim follows. \(\square\)

We are now in a position to prove Theorem 3.1. A crucial technique in order to prove this theorem is to equip the ring $K[[x]]$ with the $x$-adic topology and to work in the quotient rings $K[[x]]/\langle x \rangle^i$, $i \in \mathbb{N}$ (see Remark 3.1).

**Proof (of Theorem 3.1)**

Assume that $I \subseteq K[[x]]$ is $L_{B_1}$-invariant and let $\varphi \in I$ arbitrary. The set

$$W(\varphi) := \{w(x^\alpha) \mid x^\alpha \text{ appears in the representation of } \varphi\} =: \{w_k \mid k \in Q\},$$

where $Q \subseteq \mathbb{N}$ and $w_k \neq w_{k'}$ for $k \neq k'$, consists of all weights of monomials which appear in the representation of $\varphi$. Analogously to Lemma 3.3 there exists a decomposition of the form

$$\varphi = \sum_{w_k \in W(\varphi)} p_{w_k}$$

where

$$p_{w_k} = \sum_{\beta \in \mathbb{N}_0^q, \ w(\beta)=w_k} c_{\beta,w_k} x^\beta, \ c_{\beta,w_k} \in \mathbb{C} \setminus \{0\}.$$  

The cardinality of $W(\varphi)$ is infinite in general and the $p_{w_k}$ are formal power series. Due to the convergence in the $x$-adic topology (see [6] Definition 6.1.6) we have to show that for all $\epsilon \in \mathbb{N}$ there exists a finite subset $E_0$ of $W(\varphi)$ such
that
\[ \left( \sum_{w_k \in E} p_{w_k} \right) - \varphi \in \langle x \rangle^s \]
for all finite sets \( E \) with the property
\[ E_0 \subseteq E \subseteq W(\varphi). \]
However, this is obvious because if the monomial weights tend to infinity then the monomial exponents tend to infinity as well. This yields that the sum
\[ \sum_{w_k \in W(\varphi)} p_{w_k}, \]
is a well-defined formal power series which equals \( \varphi \). It suffices to prove that \( p_{w_k} \in I \) for all \( w_k \). Consider the quotient ring
\[ R_i := \mathbb{K}[[x]]/(x)^i, \quad i \in \mathbb{N}, \]
and \( R_0 := \{0\} \). By assumption, the ideal \( I \) is \( L_{B,s} \)-invariant, i.e.
\[ L_{B,s}(I) \subseteq I. \]
Consequently, one gets the relations
\[ L_{B,s}(I + (x)^i)/(x)^i \leq (L_{B,s}(I + (x)^i)/(x)^i). \]
The equivalence class of \( \varphi \) with respect to \( \langle x \rangle^i \) can be represented by a polynomial. By inclusion (\( * \)) and Lemma 3.3, one has
\[ [p_{w_k}]_{(x)^i} \in (I + (x)^i)/(x)^i \]
for all \( i \in \mathbb{N} \). Hence, the residue class of \( p_{w_k} \) is contained in the residue class of \( I \) for all \( i \in \mathbb{N} \). This implies \( p_{w_k} \in \bar{T} = I \) because ideals are closed sets under the \( \langle x \rangle \)-adic topology. In conclusion, the ideal \( I \) can be generated by semi-invariants. By the Noetherian property of \( \mathbb{K}[[x]] \) there are finitely many semi-invariants that generate \( I \).
\[ \square \]
In order to prove Theorem 3.2 we need some additional considerations.
(3.4) Remark

Consider the decomposition

\[ L_f = L_{B_s} + L_g, \]

where \( g = B_n + \sum_{j \geq 2} f^{(j)} \). The operator \( L_{B_s} \) commutes with the operator \( L_g \) due to the fact that \( f \) is in PDNF, i.e.

\[ [L_{B_s}, L_g](\varphi) := L_{B_s}(L_g(\varphi)) - L_g(L_{B_s}(\varphi)) = 0, \quad \forall \varphi \in K[[x]]. \]

Hence, using the binomial theorem, one finds by induction

\[ L_f^{(\ell)}(\varphi) := \left( L_f \circ \cdots \circ L_f \right)^{\ell \text{ times}}(\varphi) = \sum_{j=0}^{\ell} \binom{\ell}{j} L_{B_s}^{(j)}(L_{B_s}^{(\ell-j)}(\varphi)) \quad (4) \]

for all \( \ell \in \mathbb{N}_0 \).

Consider a formal power series \( \varphi \in K[[x]] \). Motivated by the proof of Theorem (3.1) we look at its residue class \( [\varphi]_{R_i} \) in the ring \( R_i := K[[x]]/(x^i), i \in \mathbb{N}, \) which can be represented by a polynomial. Next, we investigate the decomposition w.r.t. to weights which is given by

\[ [\varphi]_{R_i} = \sum_{k=1}^{q} \sum_{1 \leq m \leq r, \ w(\alpha_m) = v_k} c_m x^{\alpha_m} \varphi_{v_k} \] (compare to Equation (3)).

Then we get:

\[ \left[ L_f^{(\ell)}([\varphi]_{R_i}) \right]_{R_i} = \sum_{k=1}^{q} \sum_{j=0}^{\ell} L_{B_s}^{(j)} \left( L_{B_s}^{(\ell-j)}(\varphi_{v_k}) \right)_{R_i}. \]

In the following we will concentrate on the term \( \left[ L_g^{(\ell-j)}(\varphi_{v_k}) \right]_{R_i} \) and we will examine the structure of \( L_f^{(\ell)}([\varphi]_{R_i}) \).

\[ \diamond \]

Due to Remark (2.6), by applying \( L_f \) to a formal power series \( \varphi \) we know that all weights occurring in the monomial representation of \( L_f(\varphi) \) are already
contained in the set of weights of $\varphi$. So either some terms vanish or we get new
terms with some weights that are already known, i.e. the set
\[
\{ W( \left[ L_{f}^{(\ell)} ( [\varphi]_{R_i} ) \right]_{R_i} ) \mid \ell \in \mathbb{N}_0 \}
\]
is finite and given by
\[
\{ v_1, \ldots, v_q \}.
\]
This observation is crucial because we only have to consider the weights of the
original element $\varphi$. The following lemma will be helpful.

(3.5) Lemma
Let $m \in \text{Mon}(x)$ be a monomial and $f$ a vector field in normal form. Fur-
thermore let $f^{(j)}$ be a term in the representation of $f$ of degree $j \geq 2$. This
implies
\[
\deg(m) < \deg(L_{f^{(j)}}(m)) \text{ or } L_{f^{(j)}}(m) = 0.
\]

Proof
This is a direct consequence of
\[
\deg(L_{f^{(j)}}(m)) = \deg(m) - j + 1
\]
if $L_{f^{(j)}}$ does not annihilate $m$. \hfill \Box

Furthermore, for all polynomials $\psi \in \mathbb{K}[x]$ there exists a $N = N(\psi) \in \mathbb{N}$ such
that
\[
L_{B_n}^{(N)}(\psi) = 0
\]
because $B_n$ is a nilpotent matrix and therefore we get that $L_{B_n|D_k}$ is nilpotent
for all $k \in \mathbb{N}$ (see Lemma (4.2)).

Therefore, one gets the next proposition.

(3.6) Proposition
Let $\varphi \in \mathbb{K}[[x]]$ and $i \in \mathbb{N}$. There exists a natural number $\ell^* \in \mathbb{N}$ such that
\[
\left[ L_{g}^{(\ell)}(\varphi) \right]_{R_i} = [0]_{R_i},
\]
for all $\ell \geq \ell^*$, where $[\varphi]_{R_i}$ denotes the residue class of $\varphi$ in the ring $R_i$. \hfill \Box
In conclusion there exists $m \in \mathbb{N}$ and a matrix $W \in \mathbb{C}^{q \cdot m \times q \cdot m}$ such that

$$L_f^{(m)}(\varphi) = W \cdot \begin{bmatrix} L_g^{(0)}(\Phi) \\ L_g^{(1)}(\Phi) \\ \vdots \\ L_g^{(m-1)}(\Phi) \end{bmatrix}$$

with

$$\Phi = \begin{bmatrix} \varphi_{v_1} \\ \vdots \\ \varphi_{v_q} \end{bmatrix}$$

and

$$L_g(\Phi) = \begin{bmatrix} L_g(\varphi_{v_1}) \\ \vdots \\ L_g(\varphi_{v_q}) \end{bmatrix}.$$ 

In general, by identity (4), the matrix $W$ has the following structure:

$$W := \begin{bmatrix} W_1 & W_2 & \cdots & W_m \end{bmatrix} \in \mathbb{C}^{q \cdot m \times q \cdot m},$$
where \( W_i \in \mathbb{C}^{q \times q} \) and \( q, m \in \mathbb{N} \). The blocks \( W_i \) are given by

\[
W_1 = \begin{bmatrix}
1 & 1 & \cdots & 1 \\
w_1 & w_2 & \cdots & w_q \\
\vdots & \vdots & & \vdots \\
w_1^{q_m-1} & w_2^{q_m-1} & \cdots & w_q^{q_m-1}
\end{bmatrix}
\]

\[
W_2 = \begin{bmatrix}
0 & 0 & \cdots & 0 \\
1 & 1 & \cdots & 1 \\
\begin{pmatrix} 2 \end{pmatrix} w_1 & \begin{pmatrix} 2 \end{pmatrix} w_2 & \cdots & \begin{pmatrix} 2 \end{pmatrix} w_q \\
\vdots & \vdots & & \vdots \\
\begin{pmatrix} q_m-1 \end{pmatrix} w_1^{q_m-2} & \begin{pmatrix} q_m-1 \end{pmatrix} w_2^{q_m-2} & \cdots & \begin{pmatrix} q_m-1 \end{pmatrix} w_q^{q_m-2}
\end{bmatrix}
\]

\[
W_3 = \begin{bmatrix}
0 & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0 \\
1 & 1 & \cdots & 1 \\
\begin{pmatrix} 3 \end{pmatrix} w_1 & \begin{pmatrix} 3 \end{pmatrix} w_2 & \cdots & \begin{pmatrix} 3 \end{pmatrix} w_q \\
\vdots & \vdots & & \vdots \\
\begin{pmatrix} q_m-1 \end{pmatrix} w_1^{q_m-3} & \begin{pmatrix} q_m-1 \end{pmatrix} w_2^{q_m-3} & \cdots & \begin{pmatrix} q_m-1 \end{pmatrix} w_q^{q_m-3}
\end{bmatrix}
\]

and in general

\[
W_p = \begin{bmatrix}
\begin{pmatrix} 0 \end{pmatrix} w_1^{1-p} & \begin{pmatrix} 0 \end{pmatrix} w_2^{1-p} & \cdots & \begin{pmatrix} 0 \end{pmatrix} w_q^{1-p} \\
\begin{pmatrix} 1 \end{pmatrix} w_1^{2-p} & \begin{pmatrix} 1 \end{pmatrix} w_2^{2-p} & \cdots & \begin{pmatrix} 1 \end{pmatrix} w_q^{2-p} \\
\begin{pmatrix} 2 \end{pmatrix} w_1^{3-p} & \begin{pmatrix} 2 \end{pmatrix} w_2^{3-p} & \cdots & \begin{pmatrix} 2 \end{pmatrix} w_q^{3-p} \\
\vdots & \vdots & & \vdots \\
\begin{pmatrix} q_m-1 \end{pmatrix} w_1^{q_m-p} & \begin{pmatrix} q_m-1 \end{pmatrix} w_2^{q_m-p} & \cdots & \begin{pmatrix} q_m-1 \end{pmatrix} w_q^{q_m-p}
\end{bmatrix}
\]

(3.7) Lemma

The matrix \( W \) is invertible.

Proof

The matrix \( W \) is a scaled transformation matrix of the Hermite interpolation problem with data points \( w_1, \ldots, w_l \) and considering for each data point the first \( m-1 \) derivatives. The transformation matrix of the Hermite interpolation is also called confluent Vandermonde matrix and is for example studied in [4].
Since the Hermite interpolation problem has a unique solution \(^5\), Satz 8.29) and therefore the matrix \(W\) is invertible.

\(\square\)

Let us consider the following example to illustrate the argument.

(3.8) Example

Assume that \(n = 2\) and \(f = \begin{bmatrix} x \\ 3y + \beta x^3 \end{bmatrix}\) where \(B_s = \text{diag}(1, 3)\), \(\beta \in \mathbb{C}\) and \(f\) is in PDNF with \(g = \begin{bmatrix} 0 \\ \beta x^3 \end{bmatrix}\). Let \(I \subseteq \mathbb{C}[[x, y]]\) be an \(L_f\)-invariant ideal and assume that \(\psi := x^3 + y + y^2 \in I\). By invariance, all expressions \(L_f^{(k)}(\psi)\) are elements of \(I\). Computing all those terms yields:

\[
L_f^{(0)}(\psi) = \psi = 3^0 x^3 + 3^0 y + 6^0 y^2
\]
\[
L_f^{(1)}(\psi) = 3^1 (x^3 + y) + 6^1 y^2 + 3^0 \beta x^3 + 6^0 2\beta x^3 y
\]
\[
= L_{B_s}(\psi) = L_g(\psi)
\]
\[
L_f^{(2)}(\psi) = 3^2 (x^3 + y) + 6^2 y^2 + 2 \cdot (3^1 \beta x^3 + 6^1 2\beta x^3 y) + 2 \beta^2 x^6
\]
\[
= L_{B_s}(L_g(\psi)) = L_{B_s}(L_{B_s}(L_g(\psi))) = L_g^{(2)}(\psi)
\]

We observe that

\[
L_g^{(k)}(\psi) = 0
\]

holds for all \(k \geq 3\) and consequently this yields the following system of linear equations:

\[
\begin{bmatrix}
1 & 1 & 0 & 0 & 0 & 0 \\
3 & 6 & 1 & 1 & 0 & 0 \\
3^2 & 6^2 & 2 \cdot 3 & 2 \cdot 6 & 1 & 1 \\
3^3 & 6^3 & 3 \cdot 3^2 & 3 \cdot 6^2 & 3 \cdot 3 & 3 \cdot 6 \\
3^4 & 6^4 & 4 \cdot 3^3 & 4 \cdot 6^3 & 6 \cdot 3^2 & 6 \cdot 6^2 \\
3^5 & 6^5 & 5 \cdot 3^4 & 5 \cdot 6^4 & 10 \cdot 3^3 & 10 \cdot 6^3 \\
\end{bmatrix}
= W
\begin{bmatrix}
x^3 + y \\
y^2 \\
\beta \cdot x^3 \\
2 \beta \cdot x^3 y \\
0 \\
2 \beta^2 \cdot x^6 \\
\end{bmatrix}
\in I^6.
\]

The matrix \(W\) is invertible because

\[
|\det(W)| = (6 - 3)^9 \neq 0
\]
or by applying Lemma (3.7). In conclusion, the polynomials $x^3 + y$ and $y^2$ are elements of $I$.

Combining Proposition (3.6) and Lemma (3.5) we are finally in a position to prove Theorem (3.2).

**Proof (of Theorem (3.2))**

Let $\varphi \in I$ and consider a decomposition $\varphi = \sum_{\text{weights } w_k} p_{w_k}$ where all $p_{w_k}$ are again semi-invariants of $B_s$. Fix $i \in \mathbb{N}$ and consider $[\varphi]_{R_i}$ which can be represented by a polynomial. Using Lemma (3.6), there exists $\ell^* \in \mathbb{N}$ such that $L^\ell_B ([\varphi]_{R_i}) = 0$ for all $\ell \geq \ell^*$. Again, one gets a (finite) linear system of equations and by Lemma (3.7) the associated matrix is invertible. Thus, the linear system is uniquely solvable. Consequently, this yields

$$[p_{w_k}]_{R_j} \in (I + \langle x \rangle^j)/\langle x \rangle^j, \quad \forall j \in \mathbb{N}.$$  

Ideals are closed sets under the $x$-adic topology and therefore $p_{w_k} \in I$. \qed

As an application, we have a look at the following class of examples.

**(3.9) Example**

Let $f \in K[[x]]$ be a formal vector field in PDNF and $B_s = \text{diag}(\lambda_1, \ldots, \lambda_n)$ such that $\lambda_1, \ldots, \lambda_{n-1}$ are linearly independent over $\mathbb{Q}$ and

$$\lambda_n = \sum_{i=1}^{n-1} \alpha_i \lambda_i, \quad \alpha_i \in \mathbb{Q}_{\leq 0}.$$  

This is the so called *single resonance case*. We want to determine all possible candidates of $L_f$-invariant prime ideals since all invariant ideals can be constructed by invariant prime ideals.

We first investigate all $L_{B_s}$-invariant ideals. By applying (3.4) all invariant ideals can be generated by semi-invariants and by using (2) the only irreducible semi-invariants of $B_s$, up to multiplication with invertible power series, are given by

$$x_1, \ldots, x_n.$$
To see this let $\varphi \in \mathbb{K}[[x]]$ be an irreducible semi-invariant of $B_s$. By applying part three of (2), we may assume that there exists a constant $c \in \mathbb{K}$ such that

$$L_{B_s}(\varphi) = c \cdot \varphi.$$

Hence, there exists a monomial $m = x_1^{\beta_1} \cdots x_n^{\beta_n}$ in the representation of $\varphi$ such that $w(m) = c$ and with $\beta_n \in \mathbb{N}_0$ minimal. Assuming that there exists an additional monomial $\tilde{m} = x^\gamma \in \text{Mon}(x)$, with $w(\tilde{m}) = c$, implies, by using the linear independence of $\lambda_1, \ldots, \lambda_{n-1}$, that

$$\beta_j - \gamma_j = (\gamma_n - \beta_n)\alpha_j$$

holds for all $1 \leq j \leq n - 1$. The numbers $\alpha_j$ are non-positive and $\beta_n$ is minimal and thus we obtain $\gamma_j \geq \beta_j$ for all $1 \leq j \leq n$. In conclusion there exists a unit $u \in \mathbb{K}[[x]]^*$ such that

$$\varphi = u \cdot x^\beta.$$

Therefore, the irreducible semi-invariants, up to multiplication with units, are $x_1, \ldots, x_n$. Now, Theorem (3.2) states that all $L_f$-invariant ideals are $L_{B_s}$-invariant ideals and these can be generated by semi-invariants. In conclusion all $L_f$-invariant prime ideals have the form

$$\langle x_{i_1}, \ldots, x_{i_r} \rangle, 1 \leq r \leq n,$$

with $i_1, \ldots, i_r \in \{1, \ldots, n\}$ and $i_1 < i_2 < \cdots < i_r$. \hfill ⋄

4. Appendix

4.1. Commutative algebra

(4.1) Remark

Let $R$ be a ring and $I \subseteq R$ an ideal. As shown in chapter 8 in [7], the sets $f + I^j$, where $f \in R$ and $j \geq 1$, form a basis of open sets of the $I$-adic topology on $R$. If $S \subseteq R$ is an ideal the closure of $S$ is given by

$$\overline{S} := \bigcap_{j=1}^{\infty} (S + I^j).$$
Now, let $J \subseteq \mathbb{K}[[x]]$ be an ideal. The closure of $J$, denoted by $\overline{J}$, is the set

$$\overline{J} = \bigcap_{i=1}^{\infty} (J + (x)^i).$$

However, we have the equality

$$\bigcap_{i=1}^{\infty} (x)^i = \{0\}$$

and this implies that each ideal $J \subseteq \mathbb{K}[[x]]$ is closed under the $(x)$-adic topology.

4.2. Properties of the Lie derivative

(4.2) Lemma (see e.g. [8], chapter 3)

Let $A \in \mathbb{K}^{n\times n}$ be a matrix with

$$\text{Spec}(A) = \{\lambda_1, \ldots, \lambda_n\} \subseteq \mathbb{C}$$

and $\mathcal{D}_k$ be the space of homogeneous polynomials of degree $k$. Moreover, we denote by

$$L_A(\cdot) := L_{Ax}(\cdot)$$

the Lie derivative with respect to the vector field $Ax$. Then we get:

i) $L_A(\mathcal{D}_k) \subseteq \mathcal{D}_k$, i.e. the restriction of $L_A$ to $\mathcal{D}_k$ is an endomorphism.

ii) The eigenvalues of $(L_A)|_{\mathcal{D}_k}$ are given by $\sum_{i=1}^{n} m_i\lambda_i$ with

$$(m_1, \ldots, m_n) \in \mathbb{N}_0^n$$

such that $\sum_{i=1}^{n} m_i = k$.

iii) If $A = A_s + A_n$ is the decomposition into semi-simple and nilpotent part of $A$, then $(L_A)|_{\mathcal{D}_k} = (L_{A_s})|_{\mathcal{D}_k} + (L_{A_n})|_{\mathcal{D}_k}$ is the decomposition into semi-simple and nilpotent part of $(L_A)|_{\mathcal{D}_k}$.

References

[1] Bibikov, Yuri N., Local Theory of Nonlinear Analytic Ordinary Differential Equations, Lecture Notes in Mathematics 702, Springer Berlin Heidelberg New York, 1979, pp. 2-13.
[2] Bruno, Alexander D., Analytical form of differential equations, I. Trans. Mosc. Math. Soc. 25, 1971, 131-288.

[3] Christopher, Colin, Llibre, Jaume, Pantazi, Chara, Walcher, Sebastian, Inverse problems for multiple invariant curves, Proceedings of the Royal Society of Edinburgh, 137A, 1197-1226, 2007.

[4] Kalman, Dan, The Generalized Vandermonde Matrix, Mathematics Magazine, Vol. 57, No. 1 (Jan., 1984), pp. 15-21.

[5] Dahmen, Wolfgang; Reusken, Arnold, Numerik für Ingenieure und Naturwissenschaftler, Springer-Verlag Berlin Heidelberg, 2008.

[6] Greuel, Gert-M. and Pfister, Gerd, A Singular Introduction to Commutative Algebra, Second, Extended Edition, Springer-Verlag Berlin Heidelberg New York, 2008, pp. 371-392.

[7] Matsumura, Hideyuki, Commutative Ring Theory, Cambridge University Press, 1986.

[8] Mayer, Sebastian, Scheurle, Jürgen and Walcher, Sebastian, Practical normal form computations for vector fields, Z. Angew. Math. Mech. 84, No. 7, 472-482, 2004.

[9] D. Schlomiuk, Elementary first integrals and algebraic invariant curves of differential equations, Expo. Math. 11 (1993), 433-454.

[10] D. Schlomiuk, Algebraic and geometric aspects of the theory of polynomial vector fields, in "Bifurcations and Periodic Orbits of Vector Fields" (D. Schlomiuk, Ed.), Kluwer Academic, Dordrecht, 1993, pp. 429-467.

[11] Walcher, Sebastian, On the Poincaré Problem, Journal of Differential Equations 166, 2000, pp. 51-78.

[12] Walcher, Sebastian, On differential equations in normal form, Math. Ann. 291, 1991, 293-314.
[13] Zhang, Xiang, Analytic normalization of analytic integrable systems and the embedding flows, Journal of Differential Equations \textbf{244}, 2008, pp. 1080-1092.