Stability and instability of standing-wave solutions to one-dimensional quadratic-cubic Klein–Gordon equations
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Abstract. We study the stability of standing-waves solutions to a scalar non-linear Klein–Gordon equation in dimension one with a quadratic-cubic non-linearity. Orbits are obtained by applying the semigroup generated by the negative complex unit multiplication on a critical point of the energy constrained to the charge.
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Introduction

This work aims to classify the stability and instability of standing-wave solutions to the non-linear Klein–Gordon equation which can be written in the form

\[
\frac{du}{dt} = JE'(u(t)),
\]

where \( E \) is a functional defined on \( X_r := H^1_1(\mathbb{R}; \mathbb{C}) \times L^2(\mathbb{R}; \mathbb{C}) \), the space of complex-valued functions which are radially symmetric with respect to the origin, and \( J \) is an unbounded linear transformation \( J : X^*_r \to X_r \). We will apply the abstract method devised in \([14,15]\), and in \([28,29]\). We define the set

\[
\text{Orb}(u_\omega) := \{ T(s\omega)u_\omega \mid s \in \mathbb{R} \}
\]

where \( T(s) \) is a continuous semi-group of operators acting on \( X_r \). The equation to which we would like to apply this method is the quadratic-cubic one-dimensional non-linear Klein–Gordon equation

\[
(\partial^2_{tt} - \partial^2_{xx} + m^2)\phi + G'(|\phi|)\frac{\phi}{|\phi|} = 0 \quad \text{(NLKG)}
\]
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where
\[ G(s) = -as^3 + bs^4, \quad s \in \mathbb{R} \]  
and \( m, a \) and \( b \) are positive real numbers. A standing-wave is a solution to (NLKG) which can be written as
\[ \phi(t, x) := e^{-i\omega t} R(x), \quad (t, x) \in \mathbb{R} \times \mathbb{R} \]
where \( \omega \) is a real number and \( R \) is a real-valued function of class \( H^1_r(\mathbb{R}; \mathbb{R}) \).

Dispersive equations with competing powers non-linearities have been proposed for several applications. In [4], a one-dimensional cubic-quintic non-linear Schrödinger equation arises from boson gas interaction. The non-linear Klein-Gordon equation models the field equation for spin-0 particles, [19, §2]; for a cubic-quintic non-linear Klein–Gordon equation, [28] proved that there are stable and unstable standing-waves when \( \omega \) gets close to \( 13/16 \) and 1, respectively, a result anticipated by the numerical inspection in [3]. We also quote the work of G. Rosen, [27], for a quintic non-linearity in dimension three.

The functional \( E \) of (1) is defined as
\[
E(\phi, \psi) := \frac{1}{2} \int_{-\infty}^{+\infty} |\psi(x)|^2 dx + \frac{1}{2} \int_{-\infty}^{+\infty} |\phi'(x)|^2 dx + \frac{m^2}{2} \int_{-\infty}^{+\infty} |\phi(x)|^2 dx + \int_{-\infty}^{+\infty} G(|\phi(x)|) dx.
\]
We also define
\[
Q(\phi, \psi) := -\text{Im} \int_{-\infty}^{+\infty} \psi(x)\overline{\phi(x)} dx.
\]

In this work, we are going to verify the assumptions stated in [14], which are necessary to the application of their abstract framework. It is known that one of the key ingredients is the construction of a one-parameter family \( u: (\omega_1, \omega_2) \rightarrow X_r \) such that
\[
E'(u_\omega) = \omega Q'(u_\omega).
\]

Such construction is done in Proposition 6. We use the approach devised in [10, 16, 24] and properties of one-dimensional elliptic equations proved in [9]. In Theorem 2 of Chapter 3, we prove [14, Assumption 3]. Therefore, according to [14, Theorem 2], to determine the stability of the set (2) it is sufficient to study the convexity of the function
\[
d(\omega) := E(u_\omega) - \omega Q(u_\omega).
\]
We introduce the following real-valued function defined on \((0, +\infty)^3\)
\[
\tau(a, b, m) := \frac{2m^2b}{a^2}.
\]
In the main Theorem, we prove that \( \tau \) alone is sufficient to classify the stability of all the standing-waves for every \( m > 0 \) and non-linearity \(-3as^2 + 4bs^3\) with \( a, b > 0 \).

**Theorem 1.** (Stability and instability) There exist \( \tau_* > 1 \) such that

(i) if \( \tau(a, b, m) \geq \tau_* \), then \( \text{Orb}(u_\omega) \) is stable for every \( \omega \in (\omega^*, m) \).
(ii) if $1 < \tau(a, b, m) < \tau_*$, there are $\omega_1(\tau)$ and $\omega_2(\tau)$ such that $\text{Orb}(u_\lambda)$ is stable for
\[
\omega \in (\omega_*, \omega_1(\tau)) \cup (\omega_2(\tau), m)
\]
and unstable for
\[
\omega_1(\tau) \leq \omega \leq \omega_2(\tau).
\]
(iii) if $0 < \tau(a, b, m) \leq 1$, there exists $\omega_3(\tau)$ such that $\text{Orb}(u_\lambda)$ is stable for
\[
\omega \in (\omega_*, \omega_3(\tau))
\]
and unstable for
\[
\omega \in [\omega_3(\tau), m).
\]

The constant $\tau_*$ is an irrational number as it will be clear from the construction. Numerical approximations show that $\tau_* \in (1.13, 1.14)$, while the proof that $\tau_* > 1$ follows from simple properties of an auxiliary function (labelled $k_2$ in the proof of Theorem 1). Though different differential equations and systems are studied, for the technique deployed, other references, as [14, Examples A,C,D,E], [24,25] and [1], are worth to be mentioned. In particular, [25] addresses the quadratic-cubic non-linear Schrödinger equation, in the case where $a < 0$ and $b > 0$. Calculations done in Theorem 1 take advantage on the assumption that $G$ is a cubic-quartic non-linearity. We can recall a few more cases, where the convexity of $d$ has been studied in its entire domain, as the non-linear Klein–Gordon equation with a pure-power non-linearity, in [28], and the one-dimensional non-linear Schrödinger equation in [1,24,25].

For the sake of clarity, we remark that the set in (2) is different from the ground-state, defined as
\[
\Gamma := \{e^{-is\omega}u_\omega(\cdot - y) \mid (s, y) \in \mathbb{R}^2\}
\]
which includes argument translation together with a phase change. The stability of the ground-state for the non-linear Klein-Gordon equation has been studied in [7], while we refer to [5,8,13,23] and [20] for the non-linear Schrödinger equation. In these works, the Concentration-Compactness Lemma of [21,22] is an essential ingredient.

In Chapter 1, we are going to introduce further operators necessary to state the assumptions of [14], and provide definitions of quantities already mentioned in (1) and (2), namely $J$ and $T$. In Chapter 2 we construct the one-parameter family $u_\omega$, while in Chapter 3 we address the spectral properties the Hessian of $E - \omega Q$. The conclusions of the first three chapters hold as long as $G$ is $C^3$, while in Chapter 4, we take full advantage of the quadratic-cubic structure of the non-linearity, which allows us to find an exact form for $d(\omega)$.

1. Preliminary notations

We write the non-linear Klein–Gordon equation in the Hamiltonian form (1). We also prove that the assumptions made in the introduction of [14] on $J,
For every $z \in \mathbb{C}$, as and $\lim_{T \to 5^1}$ where the authors proved that traveling waves are not stable. We set $JI$ on $(\xi, \eta)$ for every $\alpha, \beta$. There exists a sequence $(\psi_n, \phi_n) \in L^2_r \times H^1_r$ such that $I_0(\psi_n, \phi_n) = \xi_n$ and $\lim_{n \to \infty} (\phi_n, -\psi_n) = (\alpha, \beta)$. For every $(h, k) \in X_r$ we have $(\psi_n, h_2) + (\phi_n, k_2) = (\xi_n, (h, k))$. Taking the limit, we obtain $\xi = I_0(-\beta, \alpha)$, proving that $\xi \in D(J)$. Also, $J\xi = u$. Therefore, $J$ is closed. Given $\xi = I_0(\psi_1, \phi_1)$ and $\eta = I_0(\psi_2, \phi_2)$, there holds

\[
\langle \xi, J\eta \rangle = \langle \xi, JI_0(\psi_1, \phi_1) \rangle = \langle \xi, (\phi_2, -\psi_2) \rangle
\]

\[
= \langle I_0(\psi_1, \phi_1), (\phi_2, -\psi_2) \rangle = (\psi_1, (\phi_2, -\psi_2)_2 - (\phi_1, \psi_2)_2
\]

\[
= -[(\psi_2, \phi_1)_2 - (\phi_2, \psi_1)_2] = -\langle I_0(\psi_2, \phi_2), (\phi_1, -\psi_1) \rangle
\]

\[
= -\langle I_0(\psi_2, \phi_2), JI_0(\psi_1, \phi_1) \rangle = -\langle \eta, J\xi \rangle.
\]

Finally, $J$ is onto. Given $u = (\phi, \psi) \in H^1_r \times L^2_r$, $I(-\psi, \phi) \in D(J)$ and $JI(-\psi, \phi) = u$. \hfill $\square$
The semigroup $T$ We define $T(s): X_r \rightarrow X_r$ as $T(s)(\phi, \psi) = e^{-is}(\phi, \psi)$ for every $s \in \mathbb{R}$.

**Proposition 2.** $T(s)J = JT^*(-s)$ for every $s \in \mathbb{R}$.

**Proof.** The two unbounded operators have the same domain $D(J)$. Given $\xi \in D(J)$, there exists $(\psi, \phi) \in L^2_r \times H^1_r$ such that $\xi = I_0(\psi, \phi)$. Then

$$\langle T^*(-s)\xi, (h, k) \rangle = \langle \xi, (e^{is}h, e^{is}k) \rangle = (\psi, e^{is}h)_2 + (\phi, e^{is}k)_2 = (e^{-is}\psi, h)_2 + (e^{-is}\phi, k)_2.$$

Therefore,

$$JT^*(-s)I_0(\psi, \phi) = JI_0(e^{-is}\psi, e^{-is}\phi) = (e^{-is}\phi, -e^{is}\psi) = e^{-is}(\phi, -\psi) = T(s)JI_0(\psi, \phi).$$

$\square$

The operator $B$ We define the bounded operator $B: X_r \rightarrow X_r^*$ as $B(u) := I_0(i\psi, -i\phi)$.

**Proposition 3.** For every $u, v \in X_r$, there holds

(i) $Q(u) = \frac{1}{2}\langle Bu, u \rangle$

(ii) $JB(u) = T'(0)u$

(iii) $\langle Bu, v \rangle = \langle Bv, u \rangle$.

**Proof.** (i)

$$\frac{1}{2}\langle Bu, u \rangle = \frac{1}{2}\langle B(\phi, \psi), (\phi, \psi) \rangle = \frac{1}{2}(i\psi, \phi)_2^2 - \frac{1}{2}(i\phi, \psi)_2^2$$

$$= \frac{1}{2}\text{Re} \int_{-\infty}^{\infty} i\psi \bar{\phi} dx + \frac{1}{2}\text{Re} \int_{-\infty}^{\infty} -i\bar{\phi} \psi dx$$

$$= -\frac{1}{2}\text{Im} \int_{-\infty}^{\infty} \psi \bar{\phi} dx + \frac{1}{2}\text{Re} \int_{-\infty}^{\infty} -i\bar{\phi} \psi dx$$

$$= -\frac{1}{2}\text{Im} \int_{-\infty}^{\infty} \psi \bar{\phi} dx + \frac{1}{2}\text{Re} \int_{-\infty}^{\infty} i\psi \bar{\phi} dx$$

$$= -\frac{1}{2}\text{Im} \int_{-\infty}^{\infty} \psi \bar{\phi} dx - \frac{1}{2}\text{Im} \int_{-\infty}^{\infty} \bar{\phi} \psi dx = Q(u).$$

(ii) $T'(0) \in \mathcal{L}(X_r, X_r)$ is the infinitesimal generator of the semigroup $T$ and $T'(0)u = -iu$. We obtain the equality between the two operators from

$$JB(u) = JI_0(i\psi, -i\phi) = (-i\phi, -i\psi) = T'(0)u.$$

(iii) We set $u := (\phi_1, \psi_1)$ and $v := (\phi_2, \psi_2)$. Then,

$$\langle Bu, v \rangle = (i\psi_1, \psi_2)_2 - (i\phi_1, \psi_2)_2 = -(\psi_1, i\psi_2)_2 + (\phi_1, i\psi_2)_2$$

$$= (i\psi_2, \phi_1)_2 - (i\phi_2, \psi_1)_2 = \langle Bv, u \rangle.$$

$\square$
2. Regularity assumptions

In this section, we check the regularity assumptions listed in the introduction of [14], and construct a one-parameter family \( u_\omega \) of solutions to \( E'(u_\omega) = \omega Q'(u_\omega) \). The whole construction depends on results of differentiability of Nemitski operators, and compactness of certain linear operators. We summarize these results in the next proposition.

**Proposition 4.** (i) Given \( g \) in \( C^1(\mathbb{R}) \) such that \( g(0) = 0 \), the map \( \phi \mapsto g \circ \phi \) is \( C(H^1, H^1) \) to bounded domains of \( \mathbb{R} \).

(ii) if \( g \) is \( C^2(\mathbb{R}) \) and \( g(0) = g'(0) = 0 \), then \( \phi \mapsto g \circ \phi \) is \( C^1(H^1, H^1) \) and

\[
\langle \mathcal{F}'(\phi_0), \phi \rangle = g'(\phi_0) \phi
\]

where \( \mathcal{F}(\phi) := g \circ \phi \).

(iii) Given \( a \in C^1_0(\mathbb{R}, \mathbb{R}) \), the linear operator mapping \( \phi \) to \( \mathcal{F}(\lambda)(a(x)\phi(x)) \) is \( \mathcal{L}_c(H^1, H^1) \) for every \( \lambda < 0 \).

(iv) \( E \) and \( Q \) are \( C^2(H^1, \mathbb{C}) \). Moreover, given \( u_0 := (\phi_0, \psi_0) \)

\[
\langle E'(u_0), (\phi, \psi) \rangle = (\phi'_0, \phi'_2) + (\psi_0, \psi_2) + \left( G'(|\phi_0|) \frac{\phi_0(x)}{|\phi_0(x)|}, \phi \right)_2
\]

\[
\langle Q'(u_0), (\phi, \psi) \rangle = (\phi_0, i\psi_2) + (\phi, i\psi_2)_2
\]

for every \( (\phi, \psi) \in X_r \) and

\[
\langle E''(u_0)(\phi, \psi), (h, k) \rangle = (\phi', h'_2) + (\psi, k') + m^2(\phi, h)_2
\]

\[
+ \left( G''(|\phi_0|) \text{Re}(\phi), h \right)_2 + (|\phi_0|^{-1}G'(|\phi_0|) i\text{Im}(\phi), h')_2
\]

and

\[
\langle Q''(u_0)(\phi, \psi), (h, k) \rangle = (\phi, ik)_2 + (h, i\psi)_2.
\]

In (i) and (ii) and (iv), the proof follows from the application of ideas illustrated in [2, Theorem 2.6]. The quoted theorem proves \( C(L^p, L^{op}) \) regularity, with \( \Omega \) bounded domain of \( \mathbb{R}^n \). However, their technique can be adapted to our setting, by taking advantage of the bounded inclusion \( H^1_x \subseteq L^\infty \). In (iii), roughly speaking, the multiplication by \( a \) allows to reduce to bounded domains of \( \mathbb{R} \), where it is known that the resolvent of the Laplacian is compact. In the remainder of this section, we check that Assumptions 1, 2 of [14]. For the convenience of the reader, we are also going to repeat here these assumptions.

**Assumption 1.** For every \( u_0 \in X_r \), there exists \( t_0 > 0 \) and a solution \( u \) to (1) on the interval \([0, t_0)\) such that

(a) \( u(0) = u_0 \)

(b) \( E(u(t)) = E(u_0) \) and \( Q(u(t)) = Q(u_0) \) for every \( 0 \leq t < t_0 \).

According to [12, §3], (NLKG) is locally well-posed in \( X_r \), meaning that for every initial datum \((\phi_0, \psi_0)\), there exists a unique solution \( \phi: [0, T) \times \mathbb{R} \to \mathbb{C} \) to (NLKG) such that

\[
\phi(t, \cdot) \in C_t H^1_x([0, T) \times \mathbb{R}) \cap C_t^1 L^2_x([0, T) \times \mathbb{R}).
\]

Moreover, \( E \) and \( Q \) are constant on the trajectory \((\phi(t, \cdot), \partial_t \phi(t, \cdot))\).
Assumption 2. There exist real $\omega_1 < \omega_2$ and a mapping $\omega \mapsto u_\omega$ from $(\omega_1, \omega_2)$ into $X_r$ such that for every $\omega \in (\omega_1, \omega_2)$,

(a) $u_\omega$ is $C^1$ at $\omega$
(b) $E'(u_\omega) = \omega Q'(u_\omega)$
(c) $u_\omega \in D(T'(0)^3) \cap D(JIT'(0)^2)$
(d) $T'(0)u_\omega \neq 0$.

We cover the proof of the existence of this mapping and the four statements (a-d) into the next four propositions. In Proposition 5, we are also going to include properties of $u_\omega$ which are going to turn out to be useful in the next chapters.

Proposition 5. Given $a, b$ and $m$ positive real numbers, there exists $\omega_* > 0$ and one-parameter family $u_\omega := (R_\omega, -i\omega R_\omega)$ such that

(i) $(\omega_*, m) \ni \omega \mapsto u_\omega \in X_r$
(ii) $R_\omega$ is positive, symmetric-decreasing and $xR'_\omega(x) < 0$ unless $x = 0$.

Proof. We define a function $R_\omega$ on an open interval of $\mathbb{R}$ containing the origin as the solution to the initial value problem

\begin{align*}
R''_\omega(x) - G'(R_\omega(x)) - (m^2 - \omega^2)R_\omega(x) &= 0, \\
R_\omega(0) &= R_\omega(\omega), \\
R'_\omega(0) &= 0
\end{align*}

(9)

where $R_\omega(\omega)$ is the first positive solution to the equation

\begin{equation}
V(s) := -\frac{2G(s)}{s^2} = m^2 - \omega^2.
\end{equation}

(10)

From [9, Theorem 5], such solution extends to a positive strictly symmetric-decreasing function on $\mathbb{R}$. Moreover, from [9, Remark 6.3] the functions $R_\omega, R'_\omega$ and $R''_\omega$ have exponential decay, implying that $R_\omega$ is in $H^2_r(\mathbb{R}, \mathbb{R})$. In order to ensure that $R_\omega(\omega)$ exists, we restrict to $\omega > \omega_*$,

\begin{equation}
\omega_* := (m^2 - \sup(V))^{\frac{1}{2}} = \sqrt{m^2 - \frac{a^2}{2b}}
\end{equation}

(11)

which is the smallest $\omega$ such that (10) has at least one solution when $\tau \geq 1$. When $\tau \leq 1$, $\omega_* = 0$. We define $u_\omega := (R_\omega, -i\omega R_\omega)$.

Proposition 6. The function $u: (\omega_*, m) \to X_r$ is $C^1((\omega_*, m), X_r)$.

Proof. We can rely on the argument of [29, Lemma 20], provided adaptation to the spatial dimension $N = 1$ is done. We fix $\omega_0 \in (\omega_*, m)$, $R_0 := R_{\omega_0}$. The equation (9) can be rewritten as

\begin{equation}
R_0 = -\mathcal{A}(\lambda_0)G'(R_0)
\end{equation}

where $\lambda_0 := \omega_0^2 - m^2$. Therefore, it is convenient to define the function

\begin{equation}
\mathcal{A}: (\omega_0^2 - m^2, 0) \times H^1_r(\mathbb{R}, \mathbb{R}) \to H^1_r(\mathbb{R}, \mathbb{R})
\end{equation}

\begin{equation}
\mathcal{A}(\lambda, \phi) := \phi + \mathcal{A}(\lambda)G'(\phi).
\end{equation}

The proof of the regularity of $R_\omega$ takes several steps.

(i) $\mathcal{A}$ is well defined. Since $G'$ is $C^1$ and $G'(0) = 0$, the function $G'(\phi)$ is in $H^1_r$ from (i) of Proposition 4. Since $\mathcal{A}(\lambda)H^1_r \subseteq H^1_r$, we have $\phi + \mathcal{A}(\lambda)G'(\phi) \in H^1_r$.

(ii) It is differentiable at every point $(\lambda_0, \phi_0)$. More precisely,
\begin{equation}
\langle G'(\lambda, \phi_0), (\lambda, \phi) \rangle = \phi + \lambda \mathcal{R}(\lambda_0)^2 G'(\phi_0) + \mathcal{R}(\lambda_0) G''(\phi_0) \phi.
\end{equation}

In fact,
\begin{align*}
\mathcal{G}(\lambda_0 + \lambda, \phi_0 + \phi) &= \phi_0 + \phi + (\mathcal{R}(\lambda_0) + \lambda \mathcal{R}(\lambda_0)^2 + o(\lambda))(G'(\phi_0 + \phi)) \\
&= \phi_0 + \phi + (\mathcal{R}(\lambda_0) + \lambda \mathcal{R}(\lambda_0)^2 + o(\lambda))(G'(\phi_0) + G''(\phi_0) \phi + o(\phi)) \\
&= \mathcal{G}(\lambda_0, \phi_0) + \phi + \lambda \mathcal{R}(\lambda_0)^2 G'(\phi_0) + \mathcal{R}(\lambda_0) G''(\phi_0) \phi + f
\end{align*}

where
\begin{equation}
f = o(\lambda)G'(\phi_0 + \phi) + \lambda \mathcal{R}(\lambda_0)^2 (G''(\phi_0) \phi + o(\phi)) + \mathcal{R}(\lambda_0) o(\phi).
\end{equation}

The first equality follows from [18, p. 174, Theorem 6.7 of §III] and the resolvent equation, [18, p. 36, Eq. (5.5) of §I]. Since $G'$ is $C^2$, and $G'(0) = G''(0) = 0$, the second equality follows from (ii) of Proposition 4, that is the notation $o(\phi)$ applies in the sense of the $H^1$ norm. From $\mathcal{R}(\lambda_0) \in \mathcal{L}(H^1, H^1)$ and (iii) of Proposition 4, $f$ is $o(\lambda, \phi)$. (iii). $\mathcal{G}$ is in $C^1((\omega^2 - m^2, 0) \times H^1, H^1)$. This follows from the continuity of the resolvent, [18, Theorem 6.7 of §III], and (i) of Proposition 4.

(iv). $\partial_\phi \mathcal{G}(\omega^2_0 - m^2, R_0) \in GL(H^1)$. Here, the conclusions apply to a specific point in $H^1$, namely $R_0$, and the compactness result of (iii) of Proposition 4 is used for the first time. Since $G'(0) = G''(0) = 0$ and $R_0$ decays to zero exponentially the operator
\begin{equation}
\partial_\phi \mathcal{G}(\omega^2_0 - m^2, R_0) = \phi + \mathcal{R}(\lambda_0) G''(R_0) \phi
\end{equation}
is a compact perturbation of $I_{H^1}$, by (iii) of Proposition 4. Therefore, it is a Fredholm operator of index zero, by [18, p. 238, Theorem 5.26 of §IV]. We can show that $\partial_\phi \mathcal{G}(\omega^2_0 - m^2, R_0)$ is injective. In fact, given $\phi \in H^1_r$ such that
\begin{equation}
\phi + \mathcal{R}(\omega^2_0 - m^2) G''(R_0) \phi = 0,
\end{equation}
there holds
\begin{equation}
-\phi'' + (m^2 - \omega^2_0) \phi + G''(R_0) \phi = 0. \tag{12}
\end{equation}

In $H^1(\mathbb{R}; \mathbb{C})$, the solutions to (12) are multiples of $R'_0$. However, $R'_0$ is an odd function. Therefore, $\phi \equiv 0$. Since the Fredholm index is zero, the operator is also surjective. Therefore, it is invertible.

Conclusions (i-iv) allow us to apply the Implicit Function Theorem. There exists an open interval $\omega^2_0 - m^2 \in J_0 \subseteq (\omega^2_* - m^2, 0)$ and $\phi: J_0 \to H^1_r$ such that $\mathcal{G}(\lambda, \phi_\lambda) = 0$ for every $\lambda \in J_0$, and $\phi_{\omega^2_0 - m^2} = R_0$. Therefore,
\begin{equation}
-\phi''_\lambda - \lambda \phi_\lambda - G'(\phi_\lambda) = 0. \tag{13}
\end{equation}

To conclude, we prove that $\phi_{\omega^2_0 - m^2}$ coincides with $R_\omega$: the former is regular, $R_\omega$ will as also be regular. There exists $\delta > 0$ such that for $\lambda \in (\omega^2_0 - m^2 - \delta, \omega^2_0 - m^2 + \delta) \cap J_0$, there holds $\phi_\lambda(0) > 0$, because $\phi_{\omega^2_0 - m^2}(0) = R_0(0) > 0$. From [9, Theorem 5], there exists only one even, positive solution, vanishing at infinity to (13). Therefore, $\phi_{\omega^2 - m^2} = R_\omega$. Thus, $R_\omega$ is $C^1((\omega_*, m), H^1_r)$ and $u_\omega \in C^1((\omega_*, m), X_r)$ as claimed. In fact, since the second component is a multiple of the first, the regularity is $C^1((\omega_*, m), H^1_r \times H^1_r)$. \hfill \Box

From Proposition 6, $u \in C^1((\omega_*, m), X_r)$, giving (a) of Assumption 2.
Proposition 7. For every \( \omega \in (\omega_*, m) \), there holds \( (E - \omega Q)'(u_\omega) = 0 \).

Proof. The statement follows by substituting \((\phi_0, \psi_0)\) with \((R_\omega, -i\omega R_\omega)\) in the first-order derivatives of \(E\) and \(Q\) in (iv) of Proposition 4 for every \( \omega \in (\omega_*, m) \). Notice that from (i) of Proposition 4, \( R_\omega \) does not have zeroes. Therefore, \( \phi_0/|\phi_0| \equiv 1 \) is always defined on \((-\infty, +\infty)\). \( \square \)

We proved (b) of Assumption 2. We are going to address (c) and (d) in the next proposition.

Proposition 8. \( u_\omega \in D(T'(0)^3) \cap D(JIT'(0)^2) \) and \( T'(0)u_\omega \neq 0 \).

Proof. Since \( T'(0) \) is bounded, \( D(T'(0)^3) = X_r \). Also, for every \( \omega \in (\omega_*, m) \), there holds \( T'(0)^2u_\omega = (-R_\omega, i\omega R_\omega) \). Since \( R_\omega \) is \( H^2_\omega \), we have
\[
(T'(0)^2u_\omega, (h, k))_{L^2} = (R_\omega' - R_\omega, h_2) + (\omega R_\omega, k_2)
\]
\[
= (R_\omega'' - R_\omega, h_2) + (\omega R_\omega, k_2)
\]

Since \( R_\omega \in H^2_\omega \), \( I(T'(0)^2u_\omega) \in I_0(L^2_r \times H^1_r) \). Therefore, \( I(T'(0)^2u_\omega) \in D(J) \), proving the first of the two statements. The second one follows from
\[
T'(0)u_\omega = (-iR_\omega, -\omega R_\omega) \neq 0 \quad \square
\]

Remark 1. Although it is clear from its definition, we wish to stress that the operator \( I \) appearing in [14, Assumption 2] and in Proposition 7 is the Riesz representation of linear functionals defined in (7) and not \( I_0 \) defined in (8).

Remark 2. When \( \omega = \omega_* \), the constant function \( R_{\omega_*} \equiv R_*(\omega_*) = (2b)^{-1}a \) solves the initial value problem (9), but it is not a square integrable function. When \( \omega = m \), \( R_*(m) = b^{-1}a \). This the “zero-mass” of the problem (9), whose existence in \( H^1_r \cap C^2 \) is guaranteed by [9, §5]. However, since \( R_*(\omega) = R_\omega(0) \to 0 \) as \( \omega \to m \), there is no convergence \( R_\omega \to R_m \) in \( H^1_r \). In conclusion, \((\omega_*, m)\) is a maximal interval of existence of a regular one-parameter family.

3. The spectrum of the Hessian

In this section, we prove [14, Assumption 3] on the spectrum of the Hessian of \( E - \omega_0 Q \). Given \( \omega_0 \in (\omega_*, m) \), the Hessian of \( E - \omega_0 Q \) is defined as the bounded operator in \( \mathcal{L}(X_r, X_r) \) such that
\[
H_{\omega_0}(\phi, \psi) := I^{-1}((E'' - \omega_0 Q'')(\phi, \psi)),
\]
where \( I \) is the Riesz isomorphism from \( X_r \) to \( X'_r \).

Assumption 3. For each \( \omega_0 \in (\omega_*, m) \), \( H_{\omega_0} \) has exactly one negative simple eigenvalue and has its kernel spanned by \( T'(0)u_{\omega_0} \), and the rest of its spectrum is positive and bounded away from zero.

To prove the last assumption, we exploit the result of Sturm-Liouville Theory of [17, p. 228, §10.4] with the following extension: if the assumption that \( u \) has two zeroes is replaced by the assumption that \( u, v \in C^2_0(\mathbb{R}) \), then one can still conclude that \( v \) has at least one zero in \((-\infty, +\infty)\).
Lemma 1. $H_{\omega_0}$ is a self-adjoint, bounded and Fredholm operator of index zero on $X_r$.

Proof. To simplify the notation, we set $H := H_{\omega_0}$. It is convenient to have an explicit expression of the Hessian. Given $(\phi, \psi) \in X_r$, we set $H(\phi, \psi) =: (H_1(\phi, \psi), H_2(\phi, \psi))$. Using $(0, k) \in X_r$ as test vector in the formula for the second derivative in Proposition 4, we obtain

$$H_2(\phi, \psi) = \psi + \omega_0 \phi.$$ 

Using $(h, 0)$ with $h \in H^2_r(\mathbb{R}, \mathbb{C})$, the equality

$$-H''_1 + m^2 H_1 = -\phi'' + m^2 \phi + G''(R_0)Re(\phi) + iR_0^{-1}G'(R_0)Im(\phi) - \omega_0 \psi$$

follows. Applying $\mathcal{R}(-m^2)$ to both sides of the equality, one obtains

$$H_1(\phi, \psi) = \phi + \mathcal{R}(-m^2)(G''(R_0)Re(\phi) + iR_0^{-1}G'(R_0)Im(\phi) - i\omega_0 \psi).$$

Since $H^2_r \times L^2_r$ is a dense subset of $X_r$, the two equalities for $H_1$ and $H_2$ hold on $X_r$. Since $R_0$ vanishes at infinity, both $G''(R_0)$ and $iR_0^{-1}G'(R_0)$ are $C_0^1(\mathbb{R}, \mathbb{C})$. Therefore, the Hessian is a compact perturbation of the operator $A(\phi, \psi) := (\phi - \mathcal{R}(-m^2)(i\omega_0 \psi), i\omega_0 \phi + \psi)$

by (iii) of Proposition 4. $A$ is in $GL(X_r)$. Given $(\alpha, \beta) \in X_r$ the equation $A(\phi, \psi) = (\alpha, \beta)$ can be solved as follows: the second component reads $\psi = \beta - i\omega_0 \phi$. A substitution in the first component gives

$$(I_{H_1^+} - \omega_0^2 \mathcal{R}(-m^2))\phi = \alpha + \omega_0 \mathcal{R}(-m^2)i\beta.$$ 

The operator on the lefthand-side is bounded and invertible in $H^1_r$. In fact, by merely checking operators composition, through the resolvent equation [18, p. 36] one can deduce that the inverse is $I_{H_1^+} + \omega_0^2 \mathcal{R}(\omega_0^2 - m^2)$. Therefore,

$$\phi = (I_{H_1^+} + \omega_0^2 \mathcal{R}(\omega_0^2 - m^2))(\alpha + \omega_0 \mathcal{R}(-m^2)i\beta)$$

and

$$\psi = \beta - i\omega_0(I_{H_1^+} + \omega_0^2 \mathcal{R}(\omega_0^2 - m^2))(\alpha + \omega_0 \mathcal{R}(-m^2)i\beta).$$

Since $A \in GL(X_r)$, it is a Fredholm operator of index zero. Since $H$ is a compact perturbation of a Fredholm operator of index zero, by [18, Theorem 5.26 of §IV], it is Fredholm operator with index zero. 

In the next theorem, we prove Assumption 3.

Theorem 2. For every $\omega_0 \in (\omega_*, m)$,

(a) the kernel of $H$ is spanned by $T'(0)u_{\omega_0}$

(b) the operator $H$ has exactly one negative simple eigenvalue

(c) the rest of its spectrum is positive and bounded away from zero.

Proof. $T'(0)u_{\omega_0} \in \text{ker}(H)$ follows from the remarks preceding [14, Eq. (2.18)].

Now, given an element $(\phi, \psi)$ in the kernel of the Hessian, from (iv) of Proposition 4, we have

$$0 = \langle (E - \omega_0 Q)''(\phi, \psi), (0, k) \rangle = \langle \psi, k \rangle_2 - \omega_0 \langle \phi, ik \rangle_2$$

for every $k \in L^2_r$. Therefore,

$$\psi = -i\omega_0 \phi.$$
Now, we apply the second derivative to \((ih, 0) \in X_r\) for every real-valued function \(h \in H^1_r\). From
\[
\text{Re}(\phi ih) = \text{Im}(\phi)h, \quad \text{Re}(\phi' ih') = \text{Im}(\phi)'h',
\]
it follows
\[
0 = \langle (E - \omega_0 Q)'(\phi, \psi), (ih, 0) \rangle
\]
\[
= (\text{Im}(\phi)', h')_2 + m^2(\text{Im}(\phi), h)_2 + (R_0^{-1} G'(R_0)\text{Im}(\phi), h)_2 - \omega_0(ih, i\psi)_2
\]
\[
= (\text{Im}(\phi)', h')_2 + m^2(\text{Im}(\phi), h)_2 + (R_0^{-1} G'(R_0)\text{Im}(\phi), h)_2 - \omega_0(ih, i\omega_0\phi)_2
\]
\[
= (\text{Im}(\phi)', h')_2 + m^2(\text{Im}(\phi), h)_2 + (R_0^{-1} G'(R_0)\text{Im}(\phi), h)_2 - \omega_0^2(\text{Im}(\phi), h)_2
\]
\[
= (L_-(\text{Im}(\phi)), h)_2.
\]
\[\text{(14)}\]

\(L_-\) is the unbounded operator with domain \(H^2_r \subseteq L^2_r\) defined as
\[
L_-(f) = -f'' + R_0^{-1} G'(R_0)f + (m^2 - \omega_0^2)f.
\]

Therefore, \(L_-(\text{Im}(\phi)) = 0\). The kernel of \(L_-\) has dimension one. Since \(R_0\) is in \(\ker(L_-)\), there exists \(\mu \in \mathbb{R}\) such that \(\text{Im}(\phi) = \mu R_0\). Now, we apply the second derivative to \((h, 0) \in X_r\) for every function \(h \in H^1(\mathbb{R}, \mathbb{R})\). Therefore,
\[
0 = \langle (E - \omega_0 Q)'(\phi, \psi), (h, 0) \rangle
\]
\[
= (\text{Re}(\phi)', h')_2 + m^2(\text{Re}(\phi), h)_2 + (G''(R_0)\text{Re}(\phi), h)_2 - \omega_0(h, i\psi)_2
\]
\[
= (\text{Re}(\phi)', h')_2 + m^2(\text{Re}(\phi), h)_2 + (G''(R_0)\text{Re}(\phi), h)_2 - \omega_0(h, i \cdot (-i\omega_0\phi))_2
\]
\[
= (\text{Re}(\phi)', h')_2 + m^2(\text{Re}(\phi), h)_2 + (G''(R_0)\text{Re}(\phi), h)_2 - \omega_0^2(\text{Re}(\phi), h)_2
\]
\[
= (L_+(\text{Re}(\phi)), h)_2,
\]
where \(L_+\) is the unbounded operator with domain \(H^2 \subseteq L^2\) defined as
\[
L_+(f) = -f'' + G''(R_0)f + (m^2 - \omega_0^2)f.
\]

Therefore, \(L_+(\text{Re}(\phi)) = 0\). From the remarks right after (12) it follows \(\text{Re}(\phi) = 0\). In conclusion,
\[
(\phi, \psi) = \mu (iR_0, \omega_0R_0) = -\mu(-iR_0, -\omega_0R_0) = -\mu T'(0)u_\omega.
\]

(b). From the [30, Proposition 4.2] and [14, p. 187], the operator \(L_+\) has exactly one negative, simple eigenvalue. We use the notation \(-\alpha_{\omega_0}^2\) and \(\chi_{\omega_0} \in H^2_r(\mathbb{R}, \mathbb{R})\) for this eigenvalue and the corresponding eigenvector. There holds
\[
(H(\chi_{\omega_0}, -i\omega_0\chi_{\omega_0}),(\chi_{\omega_0}, -i\omega_0\chi_{\omega_0}))_{X_r} = \alpha_{\omega_0}^2\|\chi_{\omega_0}\|_2^2 < 0.
\]

Therefore, there exists at least one negative eigenvalue. We prove that this eigenvalue is unique. Let \((\phi, \psi)\) be an eigenvector with eigenvalue \(\lambda < 0\), that is
\[
H(\phi, \psi) = \lambda(\phi, \psi).
\]

Taking the \(X_r\) inner product with \((0, k)\), we obtain
\[
(\psi, k)_2 - \omega_0(\phi, ik)_2 = \lambda(\psi, k)_2
\]
for every \(k \in L^2_r\). Then
\[
\psi = \frac{i\omega_0}{\lambda - 1} \phi. \tag{15}
\]
Taking the $X_r$ inner product with $(i \text{Im}(\phi), 0)$, from (14), we obtain
\[
\lambda \|\text{Im}(\phi')\|_2^2 + m^2 \lambda \|\text{Im}(\phi)\|_2^2 = (L_-(\text{Im}(\phi)), \text{Im}(\phi))_2
\]
implies $(L_-(\text{Im}(\phi), \text{Im}(\phi)))_2 \leq 0$. From [30, §3] $L_- \geq 0$. Therefore, $\text{Im}(\phi) = 0$, because $\lambda < 0$. Therefore, the imaginary part of the first component of every eigenvector is zero. We take the inner product with $(h, 0)$, where $h \in H^1_r(\mathbb{R}, \mathbb{R})$. Then
\[
\lambda(\phi', h')_2 + m^2 \lambda(\phi, h)_2 = (H(\phi, \psi), (h, 0))_{X_r}
\]
\[
= (\phi', h') + m^2(\phi, h)_2 + (G''(R_0)\phi, h)_2 - \omega_0(h, i\psi)_2
\]
\[
= (\phi', h') + m^2(\phi, h)_2 + (G''(R_0)\phi, h)_2
\]
\[
- \omega_0(\lambda - 1)^{-1}(h, i \cdot i \omega_0 \phi)_2
\]
\[
= (\phi', h') + m^2(\phi, h)_2 + (G''(R_0)\phi, h)_2
\]
\[
+ \omega_0^2(\lambda - 1)^{-1}(\phi, h)_2.
\]
Therefore, $\phi$ satisfies the second-order differential equation
\[
K_\lambda \phi'' - F''(R_0)\phi - G_\lambda \phi = 0
\]
where
\[
K_\lambda := 1 - \lambda, \quad G_\lambda := -\left(\frac{\omega_0^2}{1 - \lambda} + m^2 \lambda\right).
\]
Suppose that there are two eigenvectors $(\phi_1, \psi_1)$ and $(\phi_2, \psi_2)$ corresponding to negative eigenvalues $\lambda_1 \leq \lambda_2 < 0$. Clearly, $1 - \lambda_1 \geq 1 - \lambda_2 > 1$. That is, $K_{\lambda_1} \geq K_{\lambda_2} > K_0$. Since
\[
\frac{dG_\lambda}{d\lambda} = -\frac{\omega_0^2}{(1 - \lambda)^2} - m^2 < 0
\]
we also have $G_{\lambda_1} \geq G_{\lambda_2} > G_0 := -\omega_0^2$. Now, suppose that $\lambda_1 < \lambda_2$, that is $K_{\lambda_2} < K_{\lambda_1}$. Then from [17, p. 228, §10.4], $\phi_2$ has a zero in $x_* \in (-\infty, +\infty)$. Since $\phi_2$ is even, $|x_*|$ is also a zero of $\phi_2$. Taking the derivative in (9), we obtain
\[
(R_0'')'' - F''(R_0)R_0' + \omega_0^2 R_0' = 0.
\]
Since $\lambda_2 < 0$, we have $K_{\lambda_2} > K_0$ and $G_{\lambda_2} > G_0$. Again, from [17, p. 228, §10.4], $R_0'$ has a zero $x_{**} \in ([x_*], +\infty)$. This contradicts (b) of Proposition 5, according to which $R_0'(x) < 0$ for every $x > 0$. Therefore, $\lambda_1 = \lambda_2 =: \lambda$ and $\phi_1 = k\phi_2$ for some $k \in \mathbb{R}$. From (15),
\[
(\phi_1, \psi_1) = \left(\phi_1, \frac{i \omega_0}{\lambda - 1} \phi_1\right) = \left(k\phi_2, k \frac{i \omega_0}{\lambda - 1} \phi_2\right)
\]
\[
= k \left(\phi_2, \frac{i \omega_0}{\lambda - 1} \phi_2\right) = k(\phi_2, \psi_2)
\]
showing that the unique negative eigenvalue is also simple. We denote it by $\lambda_{\omega_0}$.

(c). Since $\lambda_{\omega_0}$ is the unique negative eigenvalue, the complement of $\{0, \lambda_{\omega_0}\}$ in $\sigma(H)$ is positive. From Lemma 1, $H$ is a self-adjoint Fredholm operator. From [26, Lemma], there exists $a > 0$ such that $\sigma(H) \cap (-a, a)$ is a finite
set of eigenvalues. Then, the essential spectrum is bounded away from the origin. □

4. Stability and instability

Since [14, Assumption 3] is satisfied, by [14, Theorem 2], stability and instability of \((R_0, -i\omega_0 R_0)\) depends on the study of the convexity of the function \(d\), defined in (5), in a neighbourhood of \(\omega_0\). We have

\[
d'(\omega) = (E - \omega Q)'(u_\omega) - Q(u_\omega) = -Q(u_\omega) \\
= -(i \cdot -i\omega R_\omega, R_\omega)_2 = -\omega \|R_\omega\|_2^2 =: -\sigma(\omega).
\]

The third equality follows from (4). Then, we will inspect the sign of the derivative \(\sigma\). Calculations of the next proof take advantage on the assumption that \(G\) is a cubic-quartic non-linearity, as defined in (3).

Proof of Theorem 1. We divide the proof in two steps. In the first one, we evaluate \(d'\). In the second, we study the sign of \(d''\).

First step. We multiply (9) by \(2R'_\omega\) and integrate. Since \(R_\omega\) vanishes at infinity, we have

\[
R'_\omega(x)^2 = (m^2 - \omega^2)R_\omega(x)^2 + 2G(R_\omega(x)).
\]

From (ii) of Proposition 5, \(R_\omega\) is symmetric. Therefore, we restrict it to the interval \((0, +\infty)\). Still, from (ii) of Proposition 5, \(R'_\omega < 0\) on \((0, +\infty)\). Therefore, we can write

\[
R'_\omega(x) = -\sqrt{(m^2 - \omega^2)R_\omega(x)^2 + 2G(R_\omega(x))}.
\]

From the remarks preceding this proof, we have

\[
-d'(\omega) = \sigma(\omega) = 2\omega \int_0^\infty R_\omega(x)^2 \, dx \\
= 2\omega \int_0^\infty \frac{R_\omega(x)^2 R'_\omega(x) \, dx}{\sqrt{(m^2 - \omega^2)R_\omega(x)^2 + 2G(R_\omega(x))}} \\
= 2\omega \int_0^\infty \frac{R_\omega(x) R'_\omega(x) \, dx}{\sqrt{m^2 - \omega^2 - 2aR_\omega(x) + 2bR_\omega(x)^2}} \\
= \omega \int_0^R s ds \frac{1}{\sqrt{m^2 - \omega^2 - 2a \frac{s}{\sqrt{m^2 - \omega^2}} + 2b s^2}} \\
= \omega \int_0^R s ds \frac{1}{\sqrt{m^2 - \omega^2 - 2a \frac{s}{\sqrt{m^2 - \omega^2}} + 2b s^2}} \\
+ \frac{\omega a}{2b} \int_0^R \frac{1}{\sqrt{m^2 - \omega^2 - 2a \frac{s}{\sqrt{m^2 - \omega^2}} + 2b s^2}} =: A + B. \tag{16}
\]

The fifth equality follows from the substitution \(R_\omega(x) = s\) on the interval \((0, +\infty)\). Since \(R_+ (\omega)\) is the first positive zero to \(m^2 - \omega^2 = 2aR_+ (\omega) - 2bR_+ (\omega)^2\), there holds

\[
\left| R_+ (\omega) - \frac{a}{2b} \right| = \frac{a^2}{4b^2} - m^2 - \omega^2 = \frac{a^2}{4b^2} (1 - \alpha^2 (\omega)) \tag{17}
\]

where

\[
\alpha (\omega) = \left( \frac{2b(m^2 - \omega^2)}{a^2} \right)^{\frac{1}{2}}. \tag{18}
\]
In order to find a suitable integration by substitution, we rearrange the argument of the square root
\[ m^2 - \omega^2 - 2as + 2bs^2 \]
\[ = 2aR_*(\omega) - 2bR_*(\omega)^2 - 2as + 2bs^2 \]
\[ = 2b \left( \left( s - \frac{a}{2b} \right)^2 - \left( R_*(\omega) - \frac{a}{2b} \right)^2 \right). \tag{19} \]

From (19), we obtain
\[ A = \frac{\omega}{\sqrt{2b}} \int_0^{R_*(\omega)} \frac{(s - \frac{a}{2b}) \, ds}{\sqrt{(s - \frac{a}{2b})^2 - (R_*(\omega) - \frac{a}{2b})^2}} \]
\[ = \frac{\omega}{\sqrt{2b}} \left[ \sqrt{(s - \frac{a}{2b})^2 - (R_*(\omega) - \frac{a}{2b})^2} \right]_0^{R_*(\omega)} = -\frac{\omega a}{(2b)^{\frac{3}{2}}} \alpha(\omega) \]

and
\[ B = \frac{\omega a}{(2b)^{\frac{3}{2}}} \int_0^{R_*(\omega)} \frac{ds}{\sqrt{(s - \frac{a}{2b})^2 - (R_*(\omega) - \frac{a}{2b})^2}} \]
\[ = \frac{\omega a}{(2b)^{\frac{3}{2}}} \left[ \ln \left| s - \frac{a}{2b} + \sqrt{(s - \frac{a}{2b})^2 - (R_*(\omega) - \frac{a}{2b})^2} \right| \right]_0^{R_*(\omega)} \]
\[ = \frac{\omega a}{(2b)^{\frac{3}{2}}} \ln \left| R_*(\omega) - \frac{a}{2b} \right| - \frac{\omega a}{(2b)^{\frac{3}{2}}} \ln \left| \frac{a}{2b} + \sqrt{\frac{a^2}{4b^2} - (R_*(\omega) - \frac{a}{2b})^2} \right| \]
\[ = \frac{\omega a}{(2b)^{\frac{3}{2}}} \ln \left| \frac{a}{2b} \sqrt{1 - \alpha^2(\omega)} \right| - \frac{\omega a}{(2b)^{\frac{3}{2}}} \ln \left| \frac{a}{2b} + \frac{a}{2b} \alpha(\omega) \right| \]
\[ = \frac{\omega a}{2(2b)^{\frac{3}{2}}} \ln \left( 1 + \alpha(\omega) \right) - \frac{\omega a}{2(2b)^{\frac{3}{2}}} \ln \left( 1 - \alpha(\omega) \right)^2 \]
\[ = \frac{\omega a}{2(2b)^{\frac{3}{2}}} \ln \left( \frac{1 + \alpha(\omega)}{1 - \alpha(\omega)} \right). \]

From (16),
\[ \sigma(\omega) = A + B = -\frac{\omega a}{(2b)^{\frac{3}{2}}} \alpha(\omega) + \frac{\omega a}{2(2b)^{\frac{3}{2}}} \ln \left( \frac{1 + \alpha(\omega)}{1 - \alpha(\omega)} \right). \]

Second step. In order to study the sign of the derivative of $\sigma$, we represent it as the composite function of $\alpha$, which is a strictly decreasing and surjective function from the interval $(\omega_*, m)$ to $(0, 1)$. One can check that $\alpha(\omega_*) = 1$ and $\alpha(m) = 0$ directly from (17) and the definition of $\omega_*$ in (11). From (18) we have
\[ \omega = \frac{a}{\sqrt{2b}} \sqrt{\tau - \alpha(\omega)^2}. \]  

(20)

Therefore,

\[ \sigma(\omega) = \frac{a^2}{8b^2} k_1(\alpha(\omega)), \quad \sigma'(\omega) = \frac{a^2}{8b^2} k_1'(\alpha(\omega)) \alpha'(\omega) \]  

(21)

where

\[ k_1(\alpha) = \sqrt{\tau - \alpha^2} \left( \ln \left( \frac{1 + \alpha}{1 - \alpha} \right) - 2\alpha \right), \quad \alpha \in (0, 1). \]

We have

\[ k_1'(\alpha) = -\frac{\alpha}{\sqrt{\tau - \alpha^2}} \ln \left( \frac{1 + \alpha}{1 - \alpha} \right) + \frac{2\alpha^2 \sqrt{\tau - \alpha^2}}{1 - \alpha^2} + \frac{2\alpha^2}{\sqrt{\tau - \alpha^2}}. \]

Then,

\[ k_1'(\alpha) \sqrt{\tau - \alpha^2} \left( \frac{1 - \alpha^2}{2\alpha^2} \right) = \tau - \frac{1 - \alpha^2}{2\alpha} \ln \left( \frac{1 + \alpha}{1 - \alpha} \right) + 1 - 2\alpha \]

\[ = \tau - \left[ \frac{1 - \alpha^2}{2\alpha} \ln \left( \frac{1 + \alpha}{1 - \alpha} \right) - 1 + 2\alpha \right] \]

\[ =: \tau - k_2(\alpha). \]

From (21), it follows

\[ \sigma'(\omega) = \frac{a^2}{4b^2} \cdot \frac{\alpha^2 \alpha'(\omega)}{(1 - \alpha^2) \sqrt{\tau - \alpha(\omega)^2}} (\tau - k_2(\alpha(\omega))). \]  

(22)

We define

\[ \tau_* := \sup_{\alpha \in (0, 1)} k_2(\alpha). \]

The behaviour of \( k_2 \) at the endpoints is \( \lim_{\alpha \to 0} k_2 = 0 \) and \( \lim_{\alpha \to 1} k_2 = 1 \) proving that \( \tau_* \geq 1 \). Also,

\[ k_2'(\alpha) = -\frac{1}{2} \left( 1 + \frac{1}{\alpha^2} \right) \ln \left( \frac{1 + \alpha}{1 - \alpha} \right) + \frac{1}{\alpha} + 4\alpha \]

Since \( \lim_{\alpha \to 1} k_2'(\alpha) = -\infty \), we can infer that \( \tau_* > 1 \).

**Conclusions**

The case \( \tau \geq \tau_* \). Suppose that the constants \( a, b, m \) in (3) and (6) are such that \( \tau(a,b,m) > \tau_* = \sup(k_2) \). Since \( \tau > k_2(\alpha(\omega)) \) on \( (\omega_*, m) \), from (22) \( \sigma' \) is negative on \( (\omega_*, m) \). Therefore \( d''(\omega) > 0 \). From [14, Theorem 2], the orbit (2) is stable for every \( \omega \in (\omega_*, m) \). When \( \tau(a,b,m) = \tau_* = \sup(k_2) \), \( d'' \) has at least one zero, as \( \tau_* > \max\{k_2(0), k_2(1)\} \), implying that \( \sup(k_2) \) is achieved in the interior of \( 0 \leq \alpha \leq 1 \). We can show that \( d'' \) has exactly one zero. In fact,

\[ \alpha^2 k_2' = f_1 + f_2, \quad f_1 := -\frac{1}{2} (1 + \alpha^2) \ln \left( \frac{1 + \alpha}{1 - \alpha} \right), \quad f_2 := \alpha + 4\alpha^3. \]

Since \( f_1 \) is a strictly monotonically decreasing function and \( f_2 \) is a strictly monotonically increasing function, \( \alpha^2 k_2' \) has at most one zero on \( (0, 1) \). Then \( k_2' \) has at most one zero on \( (0, 1) \), which is the maximum point of \( k_2 \). Set

\[ \alpha_d := \arg\max(k_2). \]  

(23)
Since \( k_2(\alpha) < \tau_* \) for \( \alpha \neq \alpha_d \), there holds \( d''(\omega) > 0 \) unless \( \omega = \omega_d := \alpha^{-1}(\alpha_d) \). From [14, Theorem 2] the orbit (2) is stable for every \( \omega \), as \( d \) is strictly convex in a neighbourhood of \( \omega_d \).

The case \( 1 < \tau < \tau_* \). If the non-linearity (3) satisfies \( \tau(a, b, m) < \tau_* \), cases of instability may occur. Since \( 1 < \tau \), there are two values \( \gamma_1(\tau) > \alpha_d > \gamma_2(\tau) \) such that

\[
k_2(\gamma_1) = k_2(\gamma_2) = \tau,
\]
and \( k_2 < \tau \) on \( (0, \gamma_2) \cup (\gamma_1, 1) \) and \( k_2 > \tau \) on \( (\gamma_2, \gamma_1) \). Therefore, (2) is stable on \( (\omega_*, \omega(\tau)) \cup (\omega(\tau), m) \) and unstable on \( \omega(\tau) \leq \omega \leq \omega_2(\tau) \), where

\[
\omega_i(\tau) = \alpha^{-1}(\gamma_i(\tau))
\]
for \( i = 1, 2 \).

The case \( 0 < \tau \leq 1 \). This is the case where stability and instability subsets of \( (\omega_*, m) \) are both connected. If \( \tau > 0 \), there is a unique \( \gamma_3 = \gamma_3(\tau) \) such that

\[
k_2(\gamma_3) = \tau
\]
and \( k_2(\gamma_3) < \tau \) if \( \alpha < \gamma_3 \) and \( k_2(\gamma_3) > \tau \) if \( \alpha > \gamma_3 \). We set

\[
\omega_3 := \alpha^{-1}(\gamma_3(\tau)).
\]

Therefore, from [14, Theorem 2] (2) is stable on \( (\omega_*, \omega_3(\tau)) \) and unstable on the interval \( [\omega_3(\tau), m) \).

\[\square\]

**Proposition 9.** The frequencies \( \omega_1, \omega_2 : (1, \tau_*) \to (0, +\infty) \) are smooth, monotonic strictly decreasing and increasing respectively; \( \omega_3 : (0, 1] \to (0, +\infty) \) is strictly decreasing. Moreover,

\[
\lim_{\tau \to 1^+} \omega_1(\tau) = 0.
\]

and

\[
\lim_{\tau \to 1^-} \omega_3(\tau) = \lim_{\tau \to 1^+} \omega_2(\tau) = \alpha_m,
\]

where \( \alpha_m \) is the unique point in \( (0, 1) \) such that \( k_2(\alpha_m) = 1 \).

**Proof.** We restrict \( k_2 \) to open intervals where it is invertible. Since the function \( k_2 : (\alpha_m, \alpha_d) \to (1, \tau_*) \) is invertible and \( k'_2 > 0 \), from (24) \( \gamma'_2 > 0 \). From (25) and (18), \( \omega'_2 < 0 \). Since the function \( k_2 : (0, \alpha_m] \to (0, 1] \) is invertible and strictly increasing, from (24) \( \gamma'_3 > 0 \). From (27) and (18), \( \omega'_3 < 0 \). Since \( k_2 \) is invertible on the interval \( (0, \alpha_d) \), we also have \( \lim_{\tau \to 1^+} \gamma_2(\tau) = \gamma_3(1) = \alpha_m \). Therefore, from (20)

\[
\omega_3(1) = \lim_{\tau \to 1^+} \omega_2(\tau) = \frac{a}{\sqrt{2b}} \sqrt{1 - \alpha_m^2}.
\]

Finally, since \( k_2 : (\alpha_d, 1) \to (1, \tau_*) \) is invertible and \( k'_2 < 0 \), from (26), \( \gamma'_1 < 0 \). From (25) and (18), \( \omega'_1 > 0 \). From (24), \( \lim_{\tau \to 1^+} \gamma_1(\tau) = 1 \). From (18), \( \omega_1(\tau) \to 0 \). \[\square\]
Remark 3. The case $\tau = 0$ does not occur due to the restrictions set on $a, b$ and $m$. If we allowed $\tau = 0$, we would obtain a quadratic Klein-Gordon equation, as the non-linearity is the pure power $-3a\omega^2$. This case has been covered in the calculations of [28, p. 325] which apply to the one-dimensional cases as well, even if the author set the restriction $n \geq 3$ in the introduction of the paper. We highlight the sharp change in the stability scenario, as in the cases (ii) and (iii) of Theorem 1, orbits become unstable as $\omega$ increases, while in the pure-power case, orbits become stable as $\omega$ increases.

Remark 4. In general, when one of the two parameters ($a, b$) is fixed and the other one converges to zero, the stability of the limiting non-linearity changes completely. The case $a > 0$ and $b \to 0$ has been described already in Remark 3. When $b > 0$ is fixed and $a \to 0$, $\tau \to +\infty$, thus exceeds $\tau^*$ and all the waves are stable, according to (i) of Theorem 1. However, when $a = 0$, the elliptic equation in (9) becomes

$$R''_\omega - 4bR^3_\omega - (m^2 - \omega^2)R_\omega = 0$$

for which non-trivial solutions in $H^1_r$ do not exist. On the contrary, one can multiply the equation by $2R'_\omega$, integrate and evaluate at $x = 0$, and obtain

$$R^2_\omega(x) - 2bR^4_\omega(x) - (m^2 - \omega^2)R^2_\omega(x) = 0.$$  

As $R_\omega$ is symmetric, $R'_\omega(0) = 0$. Therefore, $-2bR^4_\omega(0) - (m^2 - \omega^2)R^2_\omega(0) = 0$. Thus, $R_\omega \equiv 0$. Therefore, there are not standing-waves the stability one can study.
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