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Abstract

In order to access indigenous, regional knowledge contained in language corpora, semantic tools and network methods are most typically employed. In this paper we present an approach for the identification of dialectal variations of words, or words that do not pertain to High German, on the example of non-standard language legacy collection questionnaires of the Bavarian Dialects in Austria (DBÖ). Based on selected cultural categories relevant to the wider project context, common words from each of these cultural categories and their lemmas using GermaLemma were identified. Through word embedding models the semantic vicinity of each word was explored, followed by the use of German Wordnet (Germanet) and the Hunspell tool. Whilst none of these tools have a comprehensive coverage of standard German words, they serve as an indication of dialects in specific semantic hierarchies. Methods and tools applied in this study may serve as an example for other similar projects dealing with non-standard or endangered language collections, aiming to access, analyze and ultimately preserve native regional language heritage.
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1. Introduction

In this paper we present a technique we have developed for identifying dialectal words in a non-standard language legacy dataset (DBÖ [Datenbank der bairischen Mundarten in Österreich/Databse of Bavarian Dialects in Austria]). This collection was analyzed in the context of the DH project exploreAT! (Wandl-Vogt et al., 2015). The project exploreAT! – exploring Austria’s culture through the language glass evolved as a cross-disciplinary project at ACDH-OeAW since 2015. It brings together expertise from different disciplines and collaboration partners in the fields of cultural lexicography and open innovation (ACDH-OeAW, Austria), semantic technologies (ADAPT Centre, DCU, Ireland) and human-machine interaction via visualization (VisUSAL, Universidad de Salamanca, Spain) (Abgaz et al., 2018; Benito et al., 2016; 2018; Dorn et al., 2018). The project has given rise to, and enabled, the establishment of the Open Innovation Research Infrastructure (OIR-I) and exploration space at the Austrian Centre for Digital Humanities (ACDH-OeAW) at the Austrian Academy of Sciences.

The project more generally aims at making the implicit, but to-date still partially unlocked cultural knowledge contained within a non-standard language legacy dataset accessible, connectable and reusable for different disciplines and actor groups. Even though heterogeneous data offers a wide spectrum of different kinds of uncertainties to be addressed, we here more specifically focus on the analysis of uncertainties in linguistic, spatial and temporal aspects of our legacy language collection.

The DBÖ collection is a valuable linguistic resource, containing regional, vernacular words that were spoken by the native community in an area of the former Austro-Hungarian empire. The collected words reflect the spoken language of the native community that carried the people’s knowledge, culture and identity. For these reasons, the word collection can be considered indigenous, as it was part of their identity and captured and preserved traits of their customs. In addition, we can also consider it endangered, as linguistic variation, the preservation of local dialects and vernacular expressions are at risk due to globalisation. The prevalence of standard languages pose a threat to local language communities and the passing on of the wisdom and knowledge from previous generations.

2. The non-standard language collection

The exploreAT! project evolves around a digitised non-standard language resource of the Bavarian Dialects in Austria (DBÖ) and related dbo@ema [Database of Bavarian dialects electronically mapped] (Wandl-Vogt, 2008). A prominent part of the resource constitute digitised data collection questionnaires and related answers from paper slips, which initially also pertained to a dictionary project (WBO, 1963–) [Wörterbuch der bairischen Mundarten in Österreich/Dictionary of Bavarian Dialects in Austria], intending to capture the German language spoken by the local population, including also the compilation of a linguistic atlas of the local dialect geography (Arbeitsplan, 1912). This highly heterogeneous collection was amassed by the continuous application of a set of 24,403 questions, organized in 765 questionnaires to respondents in the area of the former Austro-Hungarian empire from the beginnings of the last century up to now. It captures the language and through it the culture of the local society. Besides capturing the local non-standard speech of the population, it contains a wealth of cultural information on detailed aspects of the former day-to-day life of the local population, including professions, customs, religious festivities, folklore medicine, food, etc.

Besides this dataset, the DBÖ collection further contains digitised information from excerpts of folklore literature, vernacular dictionaries or plant name and mushroom catalogues. The data then follows a lexicographic structuring consisting of lemmas, definitions, sources, time stamps, location information and a variety of other fields. In addition to this rich texture of linguistic, cultural and societal content captured, there is also detailed information available on persons (authors, collectors, editors) (Piringer et al., 2017), and spatio-temporal information (places, regions, GIS locations, etc) of the collection (Scholz, Hrastníg & Wandl-Vogt, 2018).
Tables 1, 2 and 3 present a numerical overview of a relevant sub-set (linguistic, location, time related) of the major entities contained in this non-standard language data collection, in two of the main current digital sources (XML/TEI files and MySQL database). Table 1 shows the time span of the entries in each of the main sources.

| time span of entries | XML/TEI files | MySQL DB |
|----------------------|---------------|-----------|
|                      | oldest | newest | oldest | newest |
| year                 | 1010   | 2008   | 1196   | 2012   |

Table 1: Numerical overview of temporal information on the entries. Source: the authors.

Table 2 illustrates the proportion of entries with and without spatial information.

| number of entries       | XML/TEI files | MySQL DB |
|-------------------------|---------------|-----------|
|                        | with location | without location | with location | without location |
| 1.712.705 (71%)         | 1.296.722 (54%) | 1.198.447 (50%) | - |
| 703.794 (29%)           | 7333 (11%)    | 3.058 (4,6%)  | 415 (0,6%)   |

Table 2: Numerical overview of entries with and without spatial information. Source: the authors.

Table 3 shows, for each one of the main databases, the number of entries with spatial information with a breakdown by level of location from the locations hierarchy.

| Location level           | number of distinct locations per level | number of entries with locations | number of entries with locations |
|-------------------------|----------------------------------------|---------------------------------|---------------------------------|
| • Bundesland             | 9                                      | 1.316.889 (55%)                 | -                               |
| • Großregion            | 32                                     | 1.296.722 (54%)                 | -                               |
| • Kleinstregion          | 323                                    | 1.286.463 (53%)                 | 415 (0,6%)                      |
| • Gemeinde               | 1.146                                  | 1.198.447 (50%)                 | 3.058 (4,6%)                    |
| • Ort                    | 1.145                                  | 1.198.447 (50%)                 | 19.946 (30%)                    |
| • Ort (without associated Gemeinde) | 24.788 | 395.186 (16%) | - |

Table 3: Numerical overview spatial information per spatial level. Source: the authors

The DBÖ collection has undergone numerous levels of transformations since its beginning in the early 20th century (~1913) until today (2019). Originally, the collection was initiated with questionnaires and answers noted on individual paper slips. From these analogue forms, the cohort of the now digital data has evolved through several stages of digitisation and digital transformation through the years (see Figures 1 and 2) until reaching its current state; partly in XML/TEI formats (Schopper, Bowers & Wandl-Vogt, 2015) and partly as a MySQL database (dbo@ema) (cf. Wandl-Vogt, 2012).

Figure 1: Timeline of the data transformation process relative to the beginning of the exploreAT! project. Image © amelie dorn, eveline wandl-vogt 2018.

During the turmoils of WWII the collection suffered some notable losses, thus the precise quantitative overview of the original material can only be speculated. In the first stage of digitisation (1993-2011), all available information noted on the paper slips (including, for example, headword, meaning, pronunciation, location, date, collector name, etc.) was manually entered by several data typists into TUSTEP (TUebinger System von TExtverarbeitungs-Programmen / Tuebingen System of Text Processing tools), resulting in ~2.43 million entries. Towards the end of this first digitisation process (2007), part of the TUSTEP data (auxiliary databases: persons database, literature database, plant name database; location data) were transferred to a MySQL database as part of the dbo@ema project (Wandl-Vogt, 2012). For the first time, different separate databases were joint; a geographic visualisation interface (maps) and GIS locations were added; and information and data were publicly made accessible and visible on the internet via a project website. From then, the heterogeneity of the data increased again with parts of the original data being still available in TUSTEP, another part having been converted to MySQL, and additionally newly digitised data being directly entered in MySQL. Following the dbo@ema project, the next step marked the transformation process towards the networked, open data realm. The conversion process of the remaining TUSTEP data to XML/TEI format was one of the first endeavours in exploreAT!, starting in 2015. Data entered in MySQL, however, remained unaltered at first. In the course of exploreAT!, the MySQL data and some of the XML/TEI data were converted to RDF and linked to LOD Cloud (2017-).

Figure 2: Overview of the data transformation process. Source: the authors.
In addition, the data is currently in the process of being enriched with lexical concepts and linked to DBpedia concepts. Figure 2 shows an overview of the data transformation process.

3. The data transformation process

Through intensive application of NLP and visualization techniques, the DBÖ collection has been studied under the aegis of the exploreAT! project. Some analysis include the lexical distribution of lemmas and linguistic borders (Figure 3), contextual words networks (Figure 4); classification and topic modelling, among others. Some of these results were presented in Rocha Souza et al., 2019.

Figure 3: Part of the heatmap of the spatial concentration of collected concepts. Source: the authors.

Figure 4: Networks of words appearing in the same contexts of questionnaires. Source: the authors.

Some effort in this project was also devoted to the identification of dialectal variations of words, or simply words that do not pertain to High German. This is important for the study of regional, vernacular and/or endangered languages. With the huge number of individual words in the collection (~31300, excluding the stopwords), it is difficult for manually identifying which ones would be candidates, for each one of the cultural categories analysed (events, sayings, beliefs, medicine, prayer, songs, humor, games, food, living organisms and dances).

First we have identified some common words from each of these cultural categories and took their lemmas using GermaLemma (Konrad, 2019). Then, using a word embeddings model (Mikolov et al, 2013), we have explored the semantic vicinity of each word. That led to some unexpected words associations, and also helped to harvest strongly correlated undictionarized words (see Table 4 and Figure 5).

Table 4: Words highly correlated in the word3vec model.
Source: the authors

| word Werkzeug | word kpf | word Gewalt |
|---------------|---------|-------------|
| Kameradschaft | Krankenpfleger | Kastratenschiff |
| Schwestern | Krankenschwester | Kastratenschiff |
| Geschwister | Krankenschwester | Kastratenschiff |
| Krankenschwester | Krankenschwester | Kastratenschiff |
| Knecht | Krankenschwester | Kastratenschiff |
| Knecht | Krankenschwester | Kastratenschiff |
| Knecht | Krankenschwester | Kastratenschiff |
| Knecht | Krankenschwester | Kastratenschiff |

Figure 5: Principal components depicting the geometry of the vector space related to the word “haus”. Source: the authors.

The last automated step was to use the German Wordnet (Germanet) (Hamp & Feldweg, 1997) and the hunspell¹ to filter out dialect candidates. While it is known that none of

---

¹ "Releases - hunspell/hunspell". Retrieved 12 April 2017 – via GitHub.
these tools have a comprehensive coverage of standard German words, they serve as an indication of dialects in specific semantic hierarchies. As an example, applying the pipeline to the 899 words associated to the top Germanet category “artifakts” in the collection, we have found the 22 (2.44%) dialectal candidates:

- hantelet
- Barthlmä
- gaibiakrack
- poganze
- maselicht
- gspusi
- linggelet
- hörndlbretze
- weinbeerschieben
- klungezt
- nutschgeld
- potschamper
- geißhachsen
- kriecherln
- tristeler
- salasch
- perronkarte
- krögeln
- rinkerldürr
- ropfet
- gescherret
- kranewit

4. Conclusion

This paper presents merely the first exploratory approach of a technique to semi-automatically identify dialects in a compound traditional language legacy collection of the Bavarian dialects in Austria in specific cultural categories. Our study has demonstrated that with the application of existing semantic tools and methods, language concepts can be accessed and made connectable. At the same time, we have also highlighted the scarcity of non-standard, dialectal words in the existing semantic landscape, on the example of German resources. For indigenous languages, this has a number of implications: firstly, their linguistic and cultural wealth is still strikingly underrepresented in the available semantic networks. Secondly, accessing cultural and regional knowledge is key in preserving not only the language, but also traditional habits, processes and customs. These traditions otherwise run the danger of vanishing and being permanently eradicated by globalization, migration of populations predominantly veering towards the big cities and the looming loss of mankind’s tangible and intangible cultural heritage.
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