Exponentially-enhanced Quantum Non-Hermitian Sensing via Optimized Coherent Drive
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Distinct non-Hermitian dynamics has demonstrated its advantages in improving measurement precision over traditional sensing protocols. Multi-mode non-Hermitian lattice dynamics can provide exponentially-enhanced quantum sensing where the quantum Fisher information (QFI) per photon increases exponentially with the lattice size. However, somewhat surprisingly, it was also shown that the quintessential non-Hermitian skin effect does not provide any true advantage. In this paper, we demonstrate the importance of optimizing the phase of the coherent drive, and the position of the injection and detection in multi-mode non-Hermitian quantum sensing. The QFI per photon can be exponentially-enhanced or exponentially-reduced depending on parameters of the drive and detection. Specifically, it is demonstrated that for large amplification by choosing appropriate coherent drive parameters, the non-Hermitian skin effect can provide exponentially-enhanced quantum sensing. Moreover, in the regime beyond linear response, skin-effect can also provide a dramatic advantage as compared to the local perturbation, and the proposed protocol is robust in tuning the amplification factor.

I. INTRODUCTION

Non-Hermitian systems [1–30] have been attracting increasing interest, both theoretically and experimentally in diverse fields. One particular concern is whether unconventional properties associated with non-Hermitian systems can be utilized for enhanced quantum sensing. A variety of distinct properties of non-Hermitian systems have been exploited to improve quantum precision [31–48].

The intriguing non-Hermitian degeneracy property known as exceptional point (EP) has been widely investigated [31–40, 49–58]. At EP, not only the eigenenergies but also the eigenstates coalesce. Hence, near the EP the eigenenergies have a diverging susceptibility on small parameter changes. However, to leverage EP, fine tunings of the system parameters are needed. Furthermore, the real effect of EP should be assessed carefully owing to the fact that the coalescence of eigenstates may suppress the diverging susceptibility of eigenenergies [39–41].

The unconventional non-reciprocity was employed as a powerful resource for quantum sensing in [41] when quantum noises are included. It allows to arbitrarily exceed the fundamental limit constraining any reciprocal sensors. In [11], by introducing two coherent drives, a uniform bound concerning the best possible measurement rate per photon was set up for both reciprocal and non-reciprocal sensors. It was shown that by focusing on a two-mode system, the bound is approximately attainable and can, in principle, be made arbitrarily large.

Skin effect is a unique feature of non-Hermitian systems [3, 4], which depicts the extreme sensitivity to the boundary conditions. In [3], it was revealed that the skin effect originates from intrinsic non-Hermitian topology, and a unified understanding about the bulk-boundary correspondence and the skin effects in non-Hermitian systems was provided. A novel class of sensors has been introduced by harnessing this striking boundary-sensitivity to make the sensitivity growing exponentially with the size of the device [5, 6]. A different exponentially-enhanced protocol was presented in [7] by utilizing multi-mode non-Hermitian lattice dynamics and making use of both non-reciprocity and an unusual kind of $\mathbb{Z}_2$ symmetry breaking. With appropriate perturbation Hamiltonian, the protocol yields dramatic enhancement, i.e., the quantum Fisher information (QFI) per photon increases exponentially with the lattice size. However, somewhat surprisingly, in [7] it was shown that the quintessential non-Hermitian skin effect (NHSE) does not provide any true advantage in sensing. To be specific, with the intuitively optimal perturbation Hamiltonian $V_{\text{NHSE}}$, under which the eigenenergies and eigenstates of the non-Hermitian system are extremely sensitive to changes in boundary conditions implying the skin effect, the QFI per photon does not show any enhancement as the system size $N$ increases.

Inspired by ideas from control optimization, we demonstrate how to exponentially improve the QFI per photon by optimizing the excitation signal and the position of the injection (and detection) in multi-mode quantum non-Hermitian sensing. The importance of optimizing the parameters of the coherent drive and the detection phase is clearly demonstrated by the fact that the QFI per photon of sensing the same perturbation increases exponentially with the intuitively optimal perturbation Hamiltonian $V_{\text{NHSE}}$, under which the eigenenergies and eigenstates of the non-Hermitian system are extremely sensitive to changes in boundary conditions implying the skin effect, the QFI per photon does not show any enhancement as the system size $N$ increases.
reduced relying upon different parameters. To make exponential enhancement of the QFI per photon, the key is to find proper amplification paths along which the signal is exponentially amplified while the total number of the photons is not. Specifically, it is shown that under the same perturbation Hamiltonian $V_{\text{NHSE}}$ as in [7], such amplification paths can be found, which were not included in the analysis in [7]. Thus, different from the conclusion in [7], we demonstrate that the perturbation Hamiltonian $V_{\text{NHSE}}$, which induces skin effect, can provide exponentially-enhanced sensitivity if the parameters are judiciously chosen. Moreover, in the regime beyond linear response, the perturbation $V_{\text{NHSE}}$ can also yield dramatic advantage over the protocol based on a local perturbation as proposed in [7]. Furthermore, the enhancement is robust in the sense that the dramatic enhancement can be obtained for a large range of the amplification factor as compared to the case in [7]. Thus, our protocol further enriches the research of exponentially-enhanced quantum non-Hermitian sensing and is particularly important in practical implementations of non-Hermitian quantum sensing.

The paper is organized as follows. In Sec. II, we describe the multi-mode non-Hermitian lattice system and the figure of merit, i.e., signal-to-noise ratio (SNR) per photon. Sec. III focuses on the case where the parameter to be measured is infinitesimal. We compute the SNR per photon under two different perturbation Hamiltonians. The importance of optimizing parameters for the coherent drive is clearly demonstrated by comparisons and the physical meaning is illustrated by paths of the signal amplification. Sec. IV investigates the case where the parameter to be measured is infinitesimal so that all the orders of the output field should be considered. Sec. V concludes the paper.

II. MODEL AND SIGNAL-TO-NOISE RATIO

A. A parametric driving non-Hermitian sensor

We adopt the same non-Hermitian sensor setup as in [7]. Consider a $N$-site 1D cavity array subject to parametric drives on each bond described by the Hamiltonian in a rotating frame set by the drive frequency as

$$
\hat{H}_S = \sum_{n=1}^{N-1} (iw\hat{a}_{n+1}^\dagger \hat{a}_n + i\Delta \hat{a}_{n+1}^\dagger \hat{a}_n^\dagger + \text{h.c.}). \tag{1}
$$

Here we consider open boundary conditions, and $\hat{a}_i$ denotes the mode annihilation operator on site $i$, $w$ depicts the nearest-neighbour hopping term, $\Delta$ is the nearest-neighbour two-photon drive, and the drive frequency is assumed to be resonant with the cavity mode for simplicity. We take both $w$ and $\Delta$ to be positive and $w > \Delta$. The Heisenberg equations of motion are

$$
\dot{\hat{a}}_n = w\hat{a}_{n-1} + \Delta\hat{a}_{n+1}^\dagger + \Delta\hat{a}_{n-1}^\dagger - w\hat{a}_{n+1}. \tag{2}
$$

The setup is illustrated in Fig. 1(a), which may be realized by quantum optical systems or superconducting circuits.

The dynamics generated by $\hat{H}_S$ actually corresponds to two copies of the Hatano-Nelson chain. To make this clear, we turn to the basis of local canonical quadrature operators $\hat{x}_n$ and $\hat{p}_n$ defined by $\hat{a}_i = \frac{\hat{x}_i + \sqrt{2}\hat{p}_i}{\sqrt{\Delta}}$, which reads

$$
\hat{H}_S = \sum_{n=1}^{N-1} (-(w-\Delta)\hat{x}_{n+1}\hat{p}_n + (w+\Delta)\hat{p}_{n+1}\hat{x}_n). \tag{3}
$$

![FIG. 1. (a) A parametric driving non-Hermitian sensor setup. A 1D chain of $N$ bosonic modes coupled via nearest neighbour hopping $w$ and coherent two-photon drive $\Delta$. There exists a small tunneling between the first mode and the last mode owing to perturbation with amplitude $\epsilon$. A coherent drive $\beta$ is injected into the chain (at the first site for illustration) through an input-output waveguide with coupling strength $\kappa$. (b) Two $N$-site non-Hermitian tight-binding Hatano-Nelson chains with effective hopping amplitude $J$ and amplification factor $A$. The two chains have opposite chiralities for $\hat{x}$ and $\hat{p}$. For the top (bottom) X (P) chain, hopping to the right is a factor of $e^{2\Delta}$ larger (smaller) than hopping to the left. The first mode and the last mode are coupled due to the presence of small tunneling with amplitude $\epsilon$, allowing the signal to be transmitted between the two chains. There are four possible signal transmission paths in total depicted by different dotted lines with different colors.](https://example.com/fig1.png)
The corresponding Heisenberg equations of motion read
\begin{align}
\dot{x}_n &= J e^A x_{n-1} - J e^{-A} x_{n+1}, \\
\dot{p}_n &= J e^A p_{n-1} - J e^{-A} p_{n+1},
\end{align}
where the effective hopping amplitude $J$ and amplification factor $A$ (the imaginary vector potential) are defined by
\begin{equation}
J \equiv \sqrt{w^2 - \Delta^2}, \quad e^{2A} \equiv \frac{w + \Delta}{w - \Delta}.
\end{equation}

Now it can be seen that each canonical quadrature $\hat{x}$ and $\hat{p}$ corresponds to that of a Hatano-Nelson chain with opposite chirality as illustrated in Fig. 1(b). As pointed out in [7], when $N$ is even, there is a suppression factor $\frac{1}{2^N}$ of susceptibilities as compared with the case where $N$ is odd. Thus, in this paper we only focus on the case with odd $N$.

To utilize the setup for parameter estimation, we add a perturbation Hamiltonian $\epsilon \hat{V}$ to Hamiltonian $\hat{H}_S$, where $\hat{V}$ is a system operator depicting the perturbation. In this paper, as in [7] we focus on two different kinds of $\hat{V}$. The first one is $\hat{V}_{\text{NHSE}} = e^{i\phi} \hat{a}_N + e^{-i\phi} \hat{a}_N^\dagger$, which induces a small tunneling with strength $\epsilon$ between the first and last sites. With this perturbation, the eigenenergies and eigenstates of the non-Hermitian system are extremely sensitive to changes in boundary conditions implying the skin effect. The other one is $\hat{V}_N = \hat{a}_N^\dagger \hat{a}_N$ representing a local perturbation at site $N$, and $\epsilon$ describes a small change in the resonance frequency of the last site.

In addition, a coherent excitation signal $\beta$ is injected into the chain through an input-output waveguide coupled to the $m$-th mode of the chain (labelled in order from the leftmost). In Fig. 1(a), the coherent drive is injected into the first site as an illustration. The inflected signal is measured by a Homodyne detection. The effective system Hamiltonian reads
\begin{equation}
\hat{H}[\epsilon] = \hat{H}_S + \epsilon \hat{V} + \hat{H}_n - i\sqrt{\kappa}(\hat{a}_m^\beta - \hat{a}_m^\dagger \beta^*),
\end{equation}
where $\hat{H}_n$ describes the damping of the site $m$ at a rate $\kappa$ owing to the coupling with the waveguide [24, 31], whose details can be found in Appendix A. The noise $\hat{B}^\text{in}(t)$ denotes the accompanied quantum noise of the coherent drive entering through the waveguide. To ensure the Markovian nature of the full dynamics, $\hat{B}^\text{in}(t)$ is assumed to be quantum Gaussian [24] satisfying
\begin{align}
\langle \hat{B}^\text{in}(t) \hat{B}^\text{in}\dagger(t') \rangle &= (\bar{n}_\text{th} + 1) \delta(t - t'), \\
\langle \hat{B}^\text{in}(t) \hat{B}^\text{in}(t') \rangle &= \bar{n}_\text{th} \delta(t - t'), \\
\langle \hat{B}^\text{in}(t) \hat{B}^\text{in}\dagger(t') \rangle &= 0,
\end{align}
where $\bar{n}_\text{th}$ is the number of thermal quanta in the input field and $\langle \cdot \rangle$ represents the mean over the state of the bath degrees of freedom. We focus on the case where $\bar{n}_\text{th} = 0$ and it can be directly generalized to classical cases where $\bar{n}_\text{th} \gg 1$.

**B. Signal-to-noise ratio per photon**

From the standard input-output theory [31], the output field is described as
\begin{equation}
\hat{B}^\text{out}(t) = \beta + \hat{B}^\text{in}(t) + \sqrt{\kappa} \hat{a}_m(t).
\end{equation}

Our aim is to estimate the small perturbation $\epsilon$ by performing an optimal measurement on the output field $\hat{B}^\text{out}(t)$. We first focus on the case where $\epsilon$ is infinitesimal. Note that our system is stable as long as $\kappa > 0$. To further ensure the steady state being unique, the site $m$ through which the coherent drive is injected should be odd. Then in order to estimate an infinitesimal $\epsilon$, we can integrate the output field over a long time period $[0, \tau]$. The temporal mode of the output field can be described as
\begin{equation}
\hat{B}_{\tau}(N) = \frac{1}{\sqrt{\tau}} \int_0^\tau dt \hat{B}^\text{out}(t),
\end{equation}
satisfying $[\hat{B}_{\tau}(N), \hat{B}^\dagger_{\tau}(N)] = 1$. Thus, $\hat{B}_{\tau}(N)$ is a canonical bosonic annihilation operator. Since we are interested in how the measurement precision depends on the chain scale $N$, the chain size $N$ is explicitly written here.

The precision of parameter estimation is generally expressed by the standard deviation
\begin{equation}
\delta\epsilon \equiv \sqrt{\langle (\epsilon_{\text{est}} - \epsilon)^2 \rangle},
\end{equation}
It is well-known that, for unbiased estimators, the quantum Cramér-Rao inequality sets a lower bound on the precision in terms of the QFI as
\begin{equation}
\delta\epsilon \geq \frac{1}{\sqrt{\nu \text{ QFI}}},
\end{equation}
where $\nu$ is the round of measurements. To attain the bound, an optimal measurement has to be performed. In general, it is not easy to identify and implement the optimal measurement. However, in the linear Gaussian systems as in Sec. II A, if the amplitude of the coherent drive $|\beta|$ is sufficiently large, it can be verified that the optimal measurement always corresponds to a standard Homodyne measurement [59, 60], in the form of
\begin{equation}
\hat{M}_{\tau}(N) = \frac{1}{\sqrt{2}} \left( e^{-i\phi} \hat{B}_{\tau}(N) + e^{i\phi} \hat{B}^\dagger_{\tau}(N) \right),
\end{equation}
where $\phi \in [0, \frac{\pi}{2}]$ is called the measurement angle.

Define the signal power and noise power in terms of $\hat{M}_{\tau}(N)$ as
\begin{equation}
S_{\tau}(N, \epsilon) = |\langle \hat{M}_{\tau}(N) \rangle_{\epsilon} - \langle \hat{M}_{\tau}(N) \rangle_0|^2,
\end{equation}
and
\begin{equation}
N_{\tau}(N, \epsilon) = \langle \hat{M}^2_{\tau}(N) \rangle_{\epsilon} - \langle \hat{M}_{\tau}(N) \rangle_{\epsilon}^2,
\end{equation}
where $\langle \cdot \rangle_{\epsilon}$ represents the mean over the state of the bath degrees of freedom.
respectively. The average \( \langle \cdot \rangle_{\epsilon} \) represents the mean with respect to a steady state whose dynamics is governed by \( H[\epsilon] \). Moreover, define the signal-to-noise ratio as

\[
\text{SNR}_\tau(N) = \frac{S_\tau(N, \epsilon)}{N_\tau(N, \epsilon)}.
\]

(17)

It can be verified (see Appendix B) that in the large drive limit (\( |\beta| \gg 1 \)), QFI has the following relationship with SNR \( \tau \) \cite{41, 60} as

\[
\lim_{\epsilon \to 0} \text{QFI}_\epsilon(N) = \max_{\phi} \lim_{\epsilon \to 0} \left[ \frac{\text{SNR}_\tau(N, \epsilon)}{\epsilon^2} \right].
\]

(18)

This implies that the dominate terms of the SNR and \( \epsilon^2 \)QFI are the same for an infinitesimal perturbation \( \epsilon \hat{V} \), and thus we can adopt SNR instead of QFI as a figure of merit in the following. However, to make comparisons between different sensors fair, we need to further constrain resources used during the measurement. In this paper, as in \cite{7, 11, 41} we take the SNR per photon

\[
\bar{\text{SNR}}_\tau(N) = \frac{\text{SNR}_\tau(N)}{\tilde{n}_{\text{tot}}(0)}
\]

(19)
as the figure of merit, where the total average photon number

\[
\tilde{n}_{\text{tot}}(0) = \sum_n \langle \hat{a}^\dagger_n \hat{a}_n \rangle_0 \approx \sum_n \langle \hat{a}_{n0}^\dagger \hat{a}_{n0} \rangle_0.
\]

(20)

Here since \( \epsilon \) is infinitesimal, we only consider the zeroth order of \( \tilde{n}_{\text{tot}} \) with respect to \( \epsilon \). Note that Eq. (20) is valid in the large \( |\beta| \) limit. This is reasonable because the incoherent photons injected by the bath are independent of the coherent drive \( \beta \). If the coherent drive is sufficiently large, the coherent drive-induced photons dominate the total average photon number.

From Eqs. (11), (14) and (15), the first order of the signal in \( \epsilon \) is

\[
S_\tau(N, \epsilon) = 2\kappa \tau \left| \text{Re}[\epsilon^{-i\phi} \delta(\hat{a}_m)] \right|^2,
\]

(21)

where

\[
\delta(\hat{a}_m) \equiv \epsilon \lim_{\epsilon \to 0} \frac{\langle \hat{a}_m \rangle_\epsilon - \langle \hat{a}_m \rangle_0}{\epsilon}
\]

(22)
depends on the specific form of the perturbation Hamiltonian \( \hat{V} \). Moreover, it is clear that QFI \( \epsilon \) \( \text{QFI}_\epsilon(N) \) is dependent on the first order of \( S_\tau(N, \epsilon) \) with respect to \( \epsilon \) and the zeroth order of \( N_\tau(N, \epsilon) \) in \( \epsilon \).

Noting that the expression of \( \bar{\text{SNR}}_\tau(N) \) still depends on the input phase \( \theta \) of the coherent drive \( \beta = |\beta|e^{i\theta} \), the input position \( m \), the form of the perturbation Hamiltonian \( \hat{V} \), as well as the measurement angle \( \phi \). In the following, we will optimize them to obtain a good sensor that can greatly improve the sensitivity.

### III. Exponential Enhancement of SNR \( \tau(N) \) via Parameters Optimization

We now calculate \( \text{SNR}_\tau(N) \) in the case of \( \epsilon \to 0 \) limit. To do this, we first focus on \( \hat{V}_{\text{NHSE}} = e^{i\phi} \hat{a}_{N}^\dagger \hat{a}_{N} + e^{-i\phi} \hat{a}_{1}^\dagger \hat{a}_{1} \)

which is related to the NHSE, and then investigate \( \hat{V}_N = \hat{a}_{N}^\dagger \hat{a}_{N} \) which represents a local perturbation at site \( N \).

#### A. \( \text{SNR}_\tau(N) \) with \( \hat{V}_{\text{NHSE}} \)

From Eq. (4), \( \hat{H}_S \) consists of two copies of the Hatano-Nelson chain, which have a strong sensitivity to changes in boundary conditions. Thus intuitively, the perturbation \( \hat{V}_{\text{NHSE}} \) which induces tunneling between the first and last sites would be the optimal perturbation Hamiltonian to sense an unknown parameter \( \epsilon \). In fact, with \( \hat{V}_{\text{NHSE}} \), the eigenvalues of the system matrix have a strong sensitivity to the perturbation strength \( \epsilon \), i.e., the non-Hermitian system exhibits skin effect. However, by utilizing the setup in \cite{7}, where a real drive (\( \theta = 0 \)) is injected into the chain at site 1 (\( m = 1 \)), it was shown that \( \hat{V}_{\text{NHSE}} \) does not provide a true advantage in sensing. In this subsection, we find that some paths of amplifying the signal were not included in \cite{7}, and then demonstrate the importance of choosing appropriate parameters for the coherent drive in quantum non-Hermitian sensing by computing \( \text{SNR}_\tau(N) \) with different parameters of the drive.

According to the non-Hermitian Hamiltonian Eq. (6) and \( \hat{V}_{\text{NHSE}} = e^{i\phi} \hat{a}_{N}^\dagger \hat{a}_{N} + e^{-i\phi} \hat{a}_{1}^\dagger \hat{a}_{1} \), the full dynamics can be described by the Heisenberg-Langevin equations in terms of \( \hat{x} \) and \( \hat{p} \) quadratures as (see Appendix C for detailed derivation)

\[
\dot{\hat{x}}_n = -J e^{-\hat{A}} \hat{x}_{n+1} + J e^{\hat{A}} \hat{x}_{n-1} - \frac{K}{2} \hat{x}_m \delta_{nm}
\]

\[
+ \epsilon \cos \varphi (\hat{p}_n \delta_{1n} + \hat{p}_n \delta_{1n} - \epsilon \hat{x}_m \delta_{nm}) - \sqrt{2\kappa \beta |\cos \theta|} \delta_{nm} - \sqrt{2\kappa \beta |\cos \theta|} \delta_{nm}.
\]

\[
\dot{\hat{p}}_n = J e^{-\hat{A}} \hat{p}_{n-1} - J e^{\hat{A}} \hat{p}_{n+1} - \frac{K}{2} \hat{p}_m \delta_{nm}
\]

\[
- \epsilon \cos \varphi (\hat{p}_n \delta_{1n} + \hat{p}_n \delta_{1n} - \epsilon \hat{x}_m \delta_{nm}) - \sqrt{2\kappa \beta |\cos \theta|} \delta_{nm} - \sqrt{2\kappa \beta |\cos \theta|} \delta_{nm},
\]

(23)

where \( \hat{X} \) and \( \hat{P} \) are defined via \( \hat{B}^\dagger = \frac{\hat{X} + i\hat{P}}{\sqrt{2}} \).

The terms containing \( \epsilon \) in Eq. (23) depict the coupling between the quadratures of site 1 and site \( N \) owing to the perturbation \( \hat{V}_{\text{NHSE}} \). For example, a wavepacket can first tunnel between the first and last sites with possible quadrature change, and then propagate along the corresponding chain. In \cite{7}, such possible paths were not considered, and they only discussed the case where a wavepacket first travels along the chain and then tunnels between the first and last sites. However, it is demonstrated in the following that these paths are crucial in obtaining exponentially-enhanced SNR per photon.
SNR

The average values of \( \hat{X}^\dagger \) and \( \hat{P}^\dagger \) are zero, and their second moments satisfy

\[
\langle \hat{X}^\dagger(t) \hat{X}^\dagger(t') \rangle = (\tilde{n}_\text{th} + \frac{1}{2}) \delta(t - t'),
\]

\[
\langle \hat{P}^\dagger(t) \hat{P}^\dagger(t') \rangle = (\tilde{n}_\text{th} + \frac{1}{2}) \delta(t - t'),
\]

\[
\frac{1}{2} \langle \{ \hat{X}^\dagger(t), \hat{P}^\dagger(t') \} \rangle = 0.
\]

Details of calculating \( \overline{\text{SNR}}_\text{D}(N) \) on the basis of Eqs. (14) and (23) can be found in Appendix C. We compute the dominate term of \( \overline{\text{SNR}}_\text{D}(N) \) as

\[
\overline{\text{SNR}}_\text{D}(N) = \frac{\mathcal{S}_\tau(N, \epsilon)}{\mathcal{N}_\tau(N, 0)} \cdot \frac{1}{\tilde{n}_\text{tot, D}(0)},
\]

where \( \tilde{n}_\text{tot, D}(0) \) is the dominate term of \( \tilde{n}_\text{tot}(0) \). This consideration of approximation is reasonable because for large amplification factor \( A \), it satisfies (see Appendix C)

\[
\overline{\text{SNR}}_\tau(N) = \overline{\text{SNR}}_\text{D}(N) \cdot \left( 1 + O(e^{-2A}) \right).
\]

Now let us investigate \( \overline{\text{SNR}}_\text{D} \) with different coherent drive parameters.

First, we consider the case where a real drive \( \beta \), i.e., \( \theta = 0 \), is injected into the chain at some site \( m \). From Eq. (23), if the perturbation \( \epsilon = 0 \), a real drive only excites the \( \chi \) chain, which is illustrated in Fig. 2(a) and Fig. 2(b). It can be calculated (see Appendix C) that

\[
\mathcal{S}_\tau(N, \epsilon) = 2\kappa N|\beta|^2 \left| \text{Re} \left\{ e^{-i\varphi} \left[ \left( h_{1,m} \sin \varphi h_{1,N,m}^{-1} - h_{1,m}^{-1} \sin \varphi h_{N,m}^{-1} e^{-A(N-1)} \right) \right. \right. \\
+ \left. \left. i(h_{1,m} \cos \varphi h_{N,m}^{-1} + h_{1,m}^{-1} e^{-A(N-1)}) e^{-A(2m-N-1)} \right] \right\} \right|^2,
\]

\[
\mathcal{N}_\tau(N, 0) = \frac{1}{2},
\]

\[
\tilde{n}_\text{tot, D}(0) = |\kappa| \beta|^2 |h_{1,m}^{-1}|^2 e^{2A(N-m)},
\]

where \( h_{1,m}^{-1} = h_{1,m}^{-1} = h_{N,m}^{-1} = h_{1,m}^{-1} = - \frac{2}{\kappa} \) (see Appendix E).

Suppose that the drive is injected into the chain at site \( m = 1 \), which is the case in [7]. From Eq. (29) it can be seen that there are three paths amplifying the amplitude of the wavepacket, which have been illustrated in Fig. 2(a), and the signal power \( \mathcal{S}_\tau(N, \epsilon) \) is at most in the order of \( e^{2A(N-1)} \). To obtain the SNR per photon, another key factor is the total average number of photons. Note that for the \( \hat{X} \) quadrature excitation at \( m = 1 \), the average number of photons at each site amplifies along the propagation of the wavepacket to the right, and for large \( A \) the average photon number at site \( N \) is exponentially larger than those on other sites. In this case \( \tilde{n}_\text{tot, D}(0) \) depicts the average photon number at site \( N \) and satisfies \( \tilde{n}_\text{tot} = \tilde{n}_\text{tot, D}(1 + O(e^{-2A})) \). Moreover, from Eq. (29), \( \tilde{n}_\text{tot, D}(0) \propto e^{2A(N-1)} \). This yields the SNR per photon being at most \( O(1) \). Thus, as stated in [7], in this case \( (\theta = 0 \text{ and } m = 1) \) the NHSE does not provide any true advantage in sensing.

Now we turn to the case where \( m = N \). For the signal power \( \mathcal{S}_\tau(N, \epsilon) \), from Eq. (29), the signal power \( \mathcal{S}_\tau(N, \epsilon) \) is in the order of \( e^{2A(N-1)} \) as long as the phase \( \varphi \) in \( \hat{V}_\text{NHSE} \) is nonzero and the measurement angle \( \phi \neq \frac{\pi}{2} \). As illustrated in Fig. 2(b), in this situation there is only one path amplifying the amplitude of the wavepacket: for non-zero \( \epsilon \), a wavepacket can tunnel from the site \( N \) to the site 1 of the \( \chi \) chain, and then propagates along the \( \chi \) chain back to site \( N \) amplifying the signal. Thus to obtain an exponential enhancement of the signal power, at least some portion of the \( \hat{X} \) quadrature has to be detected. If the measurement angle \( \phi = \frac{\pi}{2} \), then from Eq. (14), only the \( \hat{p} \) quadrature is detected, and the signal power will be exponentially deamplified from Eq. (29). For the total average photon number, from Eq. (29), \( \tilde{n}_\text{tot, D}(0) = |\kappa| \beta|^2 |h_{N,N}^{-1}|^2 = O(1) \). This is because that the \( \hat{X} \) quadrature is initially excited at site \( N \), and as the wavepacket propagates to the left, the average number of photons at each site is deamplified. Thus, in this case \( \tilde{n}_\text{tot, D}(0) \) depicts the average photon number at site \( N \). This leads to

\[
\overline{\text{SNR}}_\text{D} = 16\kappa \pi \left| \text{Re} \left\{ e^{-i\varphi} \left[ \frac{2}{\kappa} \sin \varphi e^{-A(N-1)} - e^{A(N-1)} \right. \right. \right. \\
+ \left. \left. \left. i \frac{2}{\kappa} \cos \varphi e^{-A(N-1)} \right] \right\} \right|^2 \\
\propto e^{2A(N-1)},
\]

which means an exponential enhancement of the SNR per photon with the NHSE perturbation Hamiltonian.

Note that in conventional quantum sensing, \( N \) sensors interact independently and linearly with the parameter to be measured. The QFI scales at best in the order of \( N^2 \), which typically requires entanglement of the \( N \) sensors. The exponential enhancement of the SNR per photon in our setting is mainly due to two key factors. One is that the Hatano-Nelson chain provides a potentially exponential amplification of the amplitude of the wavepacket with chirality. This unusual non-linear and non-reciprocal amplification makes that the exponential \( N \) dependence of the QFI does not violate the standard Heisenberg-limit constrains. The other key factor is to find a proper path along which the signal is amplified exponentially while the total number of photons is not. It is worth noting that the enhancement of the SNR per photon has nothing to do with the exceptional point property.

Now we investigate the case where the drive is \( i|\beta| \), i.e., \( \theta = \frac{\pi}{2} \). From Eq. (23), if the perturbation \( \epsilon = 0 \), the drive only excites the \( \chi \) chain as illustrated in Fig. 2(c)
and Fig. 2(d). In this case, we have (see Appendix C)
\[ S_r(N, \epsilon) = 2\kappa \tau_N |\beta|^2 \text{Re} \left\{ e^{-i\phi} \left[ (h_{m,1} \cos \phi - h_{m,1}^*) e^{A(2m-N-1)} 
+ i(h_{m,1} \sin \phi - h_{m,1}^*) e^{-A(N-1)} 
+ h_{m,1} \sin \phi h_{m,1}^* e^{-A(N-1)} \right] \right\}^2, \]
\[ \bar{N}_r(N, 0) = \frac{1}{2}, \]
\[ \bar{n}_{\text{tot},D}(0) = \kappa |\beta|^2 |h_{m,1}|^2 e^{2A(m-1)}. \]

Suppose that the input site is \( m = 1 \). From Eq. (31), the signal power \( S_r(N, \epsilon) \) is in the order of \( e^{2A(N-1)} \) as long as the phase \( \phi \) in \( V_{\text{HSE}} \) is nonzero and the measurement angle \( \phi \neq 0 \). As illustrated in Fig. 2 (c), there is also only one path amplifying the signal power: for non-zero \( \epsilon \), a wavepacket can tunnel from the site 1 to the site \( N \) of the P chain, and then propagates leftwards along the P chain back to the site 1 amplifying the signal. Therefore, to obtain an exponential enhancement of the signal power, at least some portion of the \( \hat{p} \) quadrature has to be measured. However, detecting with the measurement angle \( \phi = 0 \) implies that only the \( \hat{x} \) quadrature is detected (see Eq. (14)). This results in an exponentially reduced signal power from Eq. (29). For the total average photon number, from Eq. (31), \( \bar{n}_{\text{tot},D}(0) = \kappa |\beta|^2 |h_{m,1}|^2 = O(1) \). This is because that the \( \hat{p} \) quadrature is initially excited at the site 1, and as the wavepacket propagates rightwards, the average number of photons at each site is deamplified. Thus, in this case \( \bar{n}_{\text{tot},D}(0) \) depicts the average photon number at the site 1. This leads to
\[ \overline{\text{SNR}_D} = 16\kappa \tau_N \left| \text{Re} \left\{ e^{-i\phi} \left[ \frac{2\epsilon}{\kappa} \cos \phi e^{-A(N-1)} 
+ i\frac{\epsilon}{\kappa} \sin \phi (e^{-A(N-1)} + e^{A(N-1)}) \right] \right\} \right|^2, \]
which implies an exponential enhancement of the SNR per photon with the NHSE perturbation Hamiltonian.

For the case where \( \theta = \frac{\pi}{2} \) and \( m = N \), following a similar analysis it can be seen that the signal power \( \mathcal{S}_r(N, \epsilon) \) is in the order of \( e^{2A(N-1)} \), while \( \tilde{n}_{\text{tot},D}(0) \propto e^{2A(N-1)} \). This yields the SNR per photon being \( O(1) \). The corresponding paths amplifying the signal are illustrated in Fig. 2(d).

### B. \( \text{SNR}_r(N) \) with \( \hat{V}_N \)

In this subsection, we consider another perturbation Hamiltonian \( \hat{V}_N = \hat{a}_N^\dagger \hat{a}_N \). A small \( \epsilon \) corresponds to a small detuning of the \( N \) site. As illustrated in Fig. 3, for nonzero \( \epsilon \), a wavepacket can scatter off the boundary of the (X) chain and change its quadrature.

In [7], it was demonstrated that \( \hat{V}_N = \hat{a}_N^\dagger \hat{a}_N \) can provide an exponential enhancement of the SNR per photon in the case of \( \theta = 0 \) and \( m = 1 \). Now we compute the SNR per photon with different parameters of the coherent drive. Similar to the case in Sec. III A, we focus on the dominate term \( \text{SNR}_D \) of \( \text{SNR}_r(N) \), since the following relationship holds

\[
\text{SNR}_r(N) = \text{SNR}_D(N) \cdot \left( 1 + O(e^{-2A}) \right). \tag{33}
\]

As shown in Appendix D, the \( \text{SNR}_D \) is

\[
\text{SNR}_D = 4\kappa \tau |\bar{h}_{1,m}^{-1}h_{N,m}^{-1}|^2 \nonumber \\
\times |\epsilon\sin \theta \cos \phi e^{-2A(N-m)} + \epsilon \cos \theta \sin \phi e^{2A(N-m)}|^2 \\
+ |\bar{h}_{N,m}^{-1}^2 \cos^2 \theta e^{2A(N-m)} + |\bar{h}_{1,m}^{-1}^2 \sin^2 \theta e^{2A(m-1)}|, \tag{34}
\]

which is continuously differentiable with respect to parameters \( \theta, \phi \). It is straightforward to obtain the extrema at \( (\theta, \phi) = (0, \frac{\pi}{2}) \) or \( (\frac{\pi}{2}, 0) \). The corresponding extreme value is

\[
\text{SNR}_D|_{\theta=0, \phi=\frac{\pi}{2}} = 4\kappa \tau e^{2A(N-m)} \nonumber \\
\text{SNR}_D|_{\theta=\frac{\pi}{2}, \phi=0} = 4\kappa \tau e^{2A(-N+m+1)}. \tag{35}
\]

When \( \theta = 0, m = 1 \) and \( \phi = \frac{\pi}{2} \), \( \text{SNR}_D \propto e^{2A(N-1)} \) takes its maximum. This corresponds to the case in [7], where a real drive \( \beta \) is injected into the chain at site 1 to excite the X chain and the \( \hat{\rho} \) quadrature at site 1 is detected. The corresponding path amplifying the signal power is illustrated in Fig. 3(a).

If \( \theta = 0 \) and \( m = N \), then \( \text{SNR}_D = O(1) \). This is because as illustrated in Fig. 3(b), if a real drive is injected into the chain at site \( N \) after two traversals (leftwards and rightwards) of the X (P) chain, the net amplification factor of the signal power is \( O(1) \), while the average photon number is dominated by the site \( N \) with \( O(1) \).

Let us turn to the case where the drive is \( \hat{\rho} \), i.e., \( \theta = \frac{\pi}{2} \), corresponding to the \( \hat{\rho} \) quadrature excitation. If \( m = 1 \) (Fig. 3(c)), then the signal power is deamplified as the wavepacket propagates rightwards along the P chain. After it scatters off to the X chain, it is still deamplified as it goes back to the site 1 along the X chain. This yields the signal power in the order of \( e^{-4A(N-1)} \).

The total average photon number is dominated by that at site 1, which is \( O(1) \). Thus, in this situation, the SNR per photon is exponentially deamplified as \( O(e^{-4A(N-1)}) \).

If \( m = N \) (Fig. 3(d)), the net amplification factor of the signal power is \( O(1) \) after two traversals (leftwards and rightwards) of the (X) chain, while the average photon number is dominated by that at site 1, which is amplified by a factor of \( O(e^{2A(N-1)}) \). This yields the SNR per photon with the order of \( O(e^{-2A(N-1)}) \), which also implies an exponentially reduction of sensing.

Now it is clear that when utilizing a non-Hermitian sensor, it is important to optimize its performance by choosing appropriate parameters. Otherwise, a sensor, which has the potential to provide an exponential enhancement in sensing, could only extract exponentially deamplified signal.

### IV. BEYOND LINEAR RESPONSE

Up to now, we have assumed that the parameter \( \epsilon \) to be sensed is infinitesimal, and thus we only need to compute the first order of the signal in \( \epsilon \), i.e., the linear response of the output field. In this section, we consider the case where the parameter \( \epsilon \) to be measured \( \epsilon_0 \) may not be very small such that all orders in \( \epsilon_0 \) of the output fields have to be calculated. We focus on the most interesting case where \( \epsilon_0 / \kappa \ll 1 \), while \( e^{4A(N-1)} \epsilon_0 / \kappa \) is not necessarily small for large \( A \), as in [7].

Since the system is still Gaussian for any \( \epsilon_0 \), we can still use the SNR per photon as a figure of merit. However, in contrast to the case where \( \epsilon \) is infinitesimal, we have to take account of the effect of \( \epsilon_0 \) in the noise power and the total average photon number. The definition of the signal-to-noise ratio becomes:

\[
\text{SNR}_r(N, \epsilon_0) = \frac{|\langle \hat{M}_r(N) \rangle_{\epsilon_0} - \langle \hat{M}_r(N) \rangle_0|^2}{\bar{n}_{\text{tot},N}^2(N, \epsilon_0)}, \tag{36}
\]

As stated in [7], \( \text{SNR}_r(N, \epsilon_0) \) quantifies the distinguishability between the Gaussian homodyne current distributions under parameter \( \epsilon = 0 \) and \( \epsilon = \epsilon_0 \). The corresponding total average number of photons is

\[
\bar{n}_{\text{tot}} = \frac{\bar{n}_{\text{tot}}(0) + \bar{n}_{\text{tot}}(\epsilon_0)}{2}, \tag{37}
\]

and \( \text{SNR}_r(N, \epsilon_0) = \text{SNR}_r(N, \epsilon_0) / \bar{n}_{\text{tot}}. \)

For the local perturbation Hamiltonian \( \hat{V}_N = \hat{a}_N^\dagger \hat{a}_N \), it was demonstrated in [7] that increasing the amplification factor \( A \) and/or the size \( N \) indefinitely is no longer
optimal. Actually, in the \( \epsilon_0 \ll \kappa \) regime, to obtain an optimized amplification of the SNR per photon, the optimal amplification factor \( A^* \) and the size \( N^* \) should satisfy [7]

\[
e^{A^*(N^*-1)} \approx 4 \sqrt{\frac{\kappa^2}{8 \epsilon_0^2}}, \tag{38}\]

and the optimized SNR per photon for large \( A^* \) is

\[
\text{SNR}_r(N^*, \epsilon_0) = 2 \sqrt{2} \kappa \frac{\epsilon_0}{\kappa} (1 - O(e^{-4A^*})). \tag{39}\]

We now focus on the NHSE perturbation Hamiltonian \( \hat{V}_{\text{NHSE}} = e^{i\phi} \hat{a}^\dagger_N \hat{a}^\dagger + e^{-i\phi} \hat{a} \hat{a}^\dagger_N \), and demonstrate that in this situation the SNR per photon can be enhanced at least by a large factor \( \kappa/\epsilon_0 \) over that obtained by using \( \hat{V}_N = \hat{a}^\dagger_N \hat{a} \) as Eq. (39).

For simplicity, assume that \( \theta = 0, m = N \) and the measured phase \( \phi = 0 \). This corresponds to \( \hat{x} \) quadrature excitation by a real drive at site \( N \). It can be computed that the signal power

\[
S_r(N, \epsilon_0) = 2 \kappa \tau \kappa |\beta|^2 \left[ \hat{H}[\epsilon_0]^{-1}_{N,N} - \hat{H}[0]^{-1}_{N,N} \right]^2, \tag{40}\]

where \( \hat{H}[\epsilon_0]^{-1} \) is dependent on \( \epsilon_0 \) and \( e^{A(N-1)} \) (see Appendix E and F).

Taking the noise of the input field to be vacuum \( \langle \hat{n}_\text{th} = 0 \rangle \), we have

\[
\mathcal{N}_r = \frac{N_r(N, 0) + N_r(N, \epsilon_0)}{2} = \frac{1}{4} \left[ 1 + (1 + \kappa \hat{H}[\epsilon_0]^{-1}_{N,N})^2 + \kappa^2 \hat{H}[\epsilon_0]^{-1}_{N,2N} e^{4\epsilon_0(N-1)} \right]. \tag{41}\]

The total number of photons is

\[
\hat{n}_\text{tot} = 1\frac{\kappa |\beta|^2}{2} \left\{ \sum_{n=1}^{N} [\hat{H}[0]^{-1}_{n,N} e^{-2\epsilon_0(N-n)} + \kappa^2 \hat{H}[\epsilon_0]^{-1}_{N+n,N} e^{-2\epsilon_0(N+n-2)}] \right\}. \tag{42}\]

Let

\[
\hat{n}_{\text{tot,D}} = \frac{1}{2} \kappa |\beta|^2 \left\{ \left[ \hat{H}[0]^{-1}_{N,N} \right] + \left[ \hat{H}[\epsilon_0]^{-1}_{N,N} \right] + \left[ \hat{H}[\epsilon_0]^{-1}_{N+1,N} \right] \right\} e^{-2\epsilon_0(N-1)}. \tag{43}\]

It is clear that \( \hat{n}_\text{tot} = \hat{n}_{\text{tot,D}} \cdot Q(A) \), where \( Q(A) = 1 + O(e^{-2A}) \). Thus, \( \hat{n}_{\text{tot,D}} \) describes the dominate term of \( \hat{n}_\text{tot} \) for large \( A \).

For further analysis, we take \( \varphi = \frac{\pi}{2} \). According to

\[
\text{FIG. 3. SNR}_D \text{ with different values of } \theta, m \text{ and } \phi \text{ for } \hat{V}_N. \text{ The path amplifying the signal power is illustrated in each case.}
\]
Eqs. (36), (40), (41) and (43), we have
\[
\text{SNR}_D(N, \epsilon_0) = \frac{S_r(N, \epsilon_0)}{N_c(N, \epsilon_0) \cdot \eta_{\text{tot}, D}} = \kappa \tau \frac{G_1(\epsilon_0, \eta)}{G_2(\epsilon_0, \eta)},
\]
where \( \eta = e^{A(N-1)} \) and
\[
G_1(\epsilon_0, \eta) = 16 \epsilon_0^2 (1 - \eta^2)^2 (\eta \kappa + 2 \epsilon_0 - 2 \eta^2 \epsilon_0)^2,
\]
\[
G_2(\epsilon_0, \eta) = (4 \epsilon_0^2 + 4 \eta^4 \epsilon_0^2 + \eta^2 (\kappa^2 - 8 \epsilon_0^2)) \cdot (2 \eta \kappa \epsilon_0 - 2 \eta^3 \kappa \epsilon_0 + 2 \epsilon_0^2 + 2 \eta^3 \epsilon_0^2 + \eta^2 (\kappa^2 - 4 \epsilon_0^2)).
\]
\[(45)\]

It is clear that \( G_1(\epsilon_0, \eta) \) does not necessarily increase as \( A \) and/or \( N \) increase as in the linear response case. Thus we need to optimize \( \eta \).

If \( e^{A(N-1)} = \sqrt{\frac{2\kappa}{\epsilon_0}} \), the SNR per photon with perturbation \( \hat{V}_{\text{NHSE}} = e^{i\kappa \tau} \hat{a}_N^\dagger \hat{a}_N + e^{-i\kappa \tau} \hat{a}_N^\dagger \hat{a}_N \) is
\[
\text{SNR}_D(N, \epsilon_0) \bigg|_{e^{A(N-1)} = \sqrt{\frac{2\kappa}{\epsilon_0}}} = 4 \sqrt{2 \kappa \tau} \frac{\epsilon_0}{\kappa} + O(\frac{\epsilon_0}{\kappa})^2,
\]
which is in the same order as the optimized amplification utilizing \( \hat{V}_N = \hat{a}_N^\dagger \hat{a}_N \) in [7] (see Eq. (39)).

If \( e^{A(N-1)} = \frac{\epsilon_0}{\kappa} \), we have
\[
\text{SNR}_D(N, \epsilon_0) \bigg|_{e^{A(N-1)} = \frac{\epsilon_0}{\kappa}} = \frac{16}{5} \kappa \tau + O(\frac{\epsilon_0}{\kappa})^2,
\]
\[(47)\]
which increases by a large factor \( O(\kappa/\epsilon_0) \) over that in Eq. (39). This implies that in the regime where the linear response is invalid, the non-Hermitian skin effect can provide a much higher SNR per photon than that obtained under the perturbation Hamiltonian \( \hat{V}_N = \hat{a}_N^\dagger \hat{a}_N \).

Note that in obtaining the dominate term of the SNR per photon, a large amplification factor \( A \) has been assumed both in the cases of local perturbation and NHSE perturbation. Moreover, recall that to obtain the optimal SNR per photon under \( \hat{V}_N = \hat{a}_N^\dagger \hat{a}_N \), the optimal amplification factor \( A^* \) and the size \( N^* \) should satisfy \( e^{A(N^*-1)} \approx \sqrt{\frac{2\kappa \tau}{\epsilon_0}} \). We illustrate the dominate term of the SNR per photon using \( \hat{V}_N \) as a function of \( e^{A(N-1)} \) in Fig. 4(a). It can be seen that the performance of \( \text{SNR}_D \) decays quickly as \( e^{A(N-1)} \) deviates from the optimal value. This will result in some inconvenience in practice. The first one is that to obtain the best SNR per photon, we have to estimate the optimal amplification factor accurately, which in turn depends on the parameter to be measured. Thus, many rounds of adaptive measurement should be performed. In addition, in practice due to the limitation of \( \kappa \), the amplification factor \( A \) may not be sufficiently large. This will lead to Eq. (39) being invalid.

As for the NHSE perturbation, we illustrate the dominate term \( \text{SNR}_D(N, \epsilon_0) \) of the SNR per photon versus \( e^{A(N-1)} \) in Fig. 4(b). It can be seen that as \( e^{A(N-1)} \) increases, \( \text{SNR}_D \) approaches to a constant value, which is much larger than the maximum \( \text{SNR}_D \) in Fig. 4(a). In contrast to the case using \( \hat{V}_N \), to obtain a high SNR per photon utilizing \( \hat{V}_{\text{NHSE}} \), we just need to choose a sufficiently large amplification factor \( A \). This not only ensures the validity of the analysis, but also makes that the number of cavities can be as few as three. In this sense we remark that using \( \hat{V}_{\text{NHSE}} \) for sensing is more robust.

**V. CONCLUSION AND DISCUSSION**

In this paper, we have demonstrated the importance of optimizing the parameters of the coherent drive in non-Hermitian sensing by showing that the SNR per photon can be exponentially-enhanced or exponentially-
reduced depending on parameters of the drive and detection. If the parameter to be sensed is infinitesimal, we have demonstrated that for large amplification by choosing appropriate parameters of the drive, the NHSE can provide an exponential enhancement of sensing. Moreover, the advantage of using NHSE persists in the regime beyond linear response. Utilizing NHSE, the SNR per photon can be enhanced at least by a large factor of $\kappa/\epsilon_0$ over that obtained by using the local perturbation $\hat{V}_N$, and the protocol is more robust in tuning the amplification factor. Our setup could be realized in a variety of quantum optical platforms and superconducting circuits. An interesting question worth further exploring is whether the exponential enhancement can still be maintained in the presence of gain and loss quantum noises.
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APPENDICES

To make the paper self-contained, in the Appendices we first introduce the total Hamiltonian of the non-Hermitian sensor in Appendix A. In Appendix B, we present details of the QFI in the Gaussian state and its relation to the SNR. Then we give the detailed derivations of calculating the SNR per photon. We calculate the SNR per photon with the NHSE perturbation Hamiltonian and the local perturbation Hamiltonian in Appendix C and Appendix D, respectively. Appendix E presents the derivation of the inverse of $\mathbb{H}[\epsilon]$, and Appendix F calculates all the orders of $\mathbb{H}[\epsilon_0]^{-1}$ with respect to $\epsilon_0$.

Appendix A: Effective non-Hermitian system Hamiltonian

The total Hamiltonian of the sensor is described by

$$\hat{H}_{\text{tot}} = \hat{H}_S + \hat{H}_{\text{wave}} + \hat{H}_{\text{int}} + \hat{H}_\epsilon + \hat{H}_{\text{input}},$$  \hspace{1cm} (A1)

where the Hamiltonian of the waveguide is

$$\hat{H}_{\text{wave}} = \int dk (k \hat{b}_k \hat{b}_k^\dagger),$$  \hspace{1cm} (A2)

the interaction Hamiltonian between the chain and the waveguide is

$$\hat{H}_{\text{int}} = \int dk \frac{1}{\sqrt{\pi}} \sqrt{\frac{\kappa}{2}} (\hat{a}_m \hat{b}_k^\dagger + \hat{a}_m^\dagger \hat{b}_k),$$  \hspace{1cm} (A3)

the perturbation Hamiltonian associated with the disturbance $\epsilon$ is

$$\hat{H}_\epsilon = \epsilon \hat{V},$$  \hspace{1cm} (A4)

and the input Hamiltonian is

$$\hat{H}_{\text{input}} = -i \sqrt{\kappa} (\hat{a}_m^\dagger \beta - \hat{a}_m \beta^\dagger).$$  \hspace{1cm} (A5)

Here, $\hat{a}_i$ denotes the mode annihilation operator on site $i$ and $\hat{b}_k$ is the annihilation operator of the mode with wave number $k$ in the waveguide which satisfies $[\hat{b}_k, \hat{b}_{k'}^\dagger] = \delta(k - k')$.

The Heisenberg equations of motion for the cavity mode and the waveguide are

$$\dot{\hat{a}}_n = w\hat{a}_{n-1} + \Delta \hat{a}_{n+1} + \Delta \hat{a}_{n-1} - w\hat{a}_{n+1} - i\epsilon [\hat{a}_n, \hat{V}] - \sqrt{\kappa} \beta \delta_{n,m}$$

$$- i \delta_{n,m} \int dk \left( \frac{1}{\sqrt{\pi}} \sqrt{\frac{\kappa}{2}} \hat{b}_k \right),$$

$$\dot{\hat{b}}_k = - ik \hat{b}_k - i \frac{1}{\sqrt{\pi}} \sqrt{\frac{\kappa}{2}} \hat{a}_m,$$  \hspace{1cm} (A6)

respectively. The solution of the second equation in Eq. (A6) is

$$\hat{b}_k = e^{-ik(t-t_0)} \hat{b}_k(t_0) - i \sqrt{\frac{\kappa}{2}} \int_{t_0}^{t} dt' e^{-ik(t-t')} \hat{a}_m(t').$$  \hspace{1cm} (A7)

Substituting Eq. (A7) into the last term of the first equation in Eq. (A6) yields

$$\dot{\hat{a}}_n = w\hat{a}_{n-1} + \Delta \hat{a}_{n+1} + \Delta \hat{a}_{n-1} - w\hat{a}_{n+1} - i\epsilon [\hat{a}_n, \hat{V}] - \sqrt{\kappa} \beta \delta_{n,m}$$

$$- i \sqrt{\frac{\kappa}{2\pi}} \delta_{n,m} \int dk e^{-ik(t-t_0)} \hat{b}_k(t_0) - \delta_{n,m} \frac{\kappa}{2\pi} \int dt' e^{-ik(t-t')} \hat{a}_m(t'),$$

$$= w\hat{a}_{n-1} + \Delta \hat{a}_{n+1} + \Delta \hat{a}_{n-1} - w\hat{a}_{n+1} - i\epsilon [\hat{a}_n, \hat{V}] - \frac{\kappa}{2} \hat{a}_m(t) \delta_{n,m} - \sqrt{\kappa} (\hat{B}^m + \beta) \delta_{n,m},$$  \hspace{1cm} (A8)

where we have defined $\hat{B}^m = i \sqrt{\frac{\kappa}{2\pi}} \int dk e^{-ik(t-t_0)} \hat{b}_k(t_0)$, and used the equations $\int dk e^{-ik(t-t')} = 2\pi \delta(t - t')$ and $\int_{t_0}^{t} dt' \delta(t - t') \hat{a}_m(t') = \frac{1}{\sqrt{\kappa}} \hat{a}_m(t)$. Therefore, the effective Hamiltonian of the full system can be expressed as Eq. (6),

$$\hat{H}[\epsilon] = \hat{H}_S + \epsilon \hat{V} + \hat{H}_\epsilon - i \sqrt{\kappa} (\hat{a}_m^\dagger \beta - \hat{a}_m \beta^\dagger).$$

More detailed derivations can be found in [24] and [31].
Appendix B: QFI for Gaussian systems and its relation with SNR

As mentioned in Eq. (11), the temporal mode of the output field in the limit of long integration time $\tau$ can be described as

$$\hat{B}_\tau(N) = \frac{1}{\sqrt{\tau}} \int_0^\tau dt \hat{B}^\text{out}(t), \quad (B1)$$

which is affected by the change in parameter $\epsilon$. We use observation $\hat{M}_\tau(N)$ as Eq. (14) to extract information about the parameter $\epsilon$ in the output field $\hat{B}_\tau(N)$. The possible measurements $y$ can be described by a probability distribution $P_\epsilon(y)$, which depends on parameter $\epsilon$. For infinitesimal $\epsilon$, the statistical distance between $P_\epsilon(y)$ and $P_0(y)$ can be depicted by $\epsilon^2 \mathcal{F}$, where $\mathcal{F}$ is the Fisher information, and the QFI can be obtained by optimizing all possible measurement angles of $\hat{M}_\tau(N)$.

Because of the Gaussian nature of our system, QFI can be computed as \cite{60, 61}

$$\text{QFI} = \frac{d\mu_\epsilon}{d\epsilon} V_\epsilon^{-1} \frac{d\mu_\epsilon^T}{d\epsilon} + \frac{1}{2} \text{Tr}[V_\epsilon^{-1} \frac{dV_\epsilon}{d\epsilon} V_\epsilon^{-1} \frac{dV_\epsilon}{d\epsilon}], \quad (B2)$$

where $\mu_\epsilon \triangleq (\langle \hat{X}_\epsilon \rangle, \langle \hat{P}_\epsilon \rangle)$ and $V_\epsilon \triangleq \frac{1}{2} \left( \langle \{\delta \hat{X}, \delta \hat{X}\}_\epsilon \rangle, \langle \{\delta \hat{P}, \delta \hat{X}\}_\epsilon \rangle \right)$ are the first and second moments of the Gaussian state with $\hat{X} = \frac{\hat{X}_0 + \hat{X}_1}{\sqrt{2}}$ and $\hat{P} = i\frac{\hat{X}_0 - \hat{X}_1}{\sqrt{2}}$ being the quadratures of the output field $\hat{B}_\tau$, and $\delta \hat{X} \triangleq \hat{X} - \langle \hat{X} \rangle_\epsilon$, $\delta \hat{P} \triangleq \hat{P} - \langle \hat{P} \rangle_\epsilon$. According to Eq. (10), we have

$$\hat{X} = \frac{1}{\sqrt{\tau}} \int_0^\tau \frac{\beta + \beta^\dagger}{\sqrt{2}} + \frac{\hat{B}^\text{in} + \hat{B}^\text{in}^\dagger}{\sqrt{2}} + \sqrt{\kappa} \hat{x}_m dt, \quad (B3)$$

$$\hat{P} = \frac{1}{\sqrt{\tau}} \int_0^\tau i \frac{-\beta - \beta^\dagger}{\sqrt{2}} + i \frac{-\hat{B}^\text{in} + \hat{B}^\text{in}^\dagger}{\sqrt{2}} + \sqrt{\kappa} \hat{p}_m dt. \quad (B4)$$

By the definition of $\mu_\epsilon$, it can be seen that

$$\frac{d\mu_\epsilon}{d\epsilon} = \sqrt{\kappa \tau} \left( \frac{d\langle \hat{x}_m \rangle_\epsilon}{d\epsilon}, \frac{d\langle \hat{p}_m \rangle_\epsilon}{d\epsilon} \right) \quad (B4)$$

scales as $\beta$ owing to the $\beta$ dependance of $\frac{d\langle \hat{x}_m \rangle_\epsilon}{d\epsilon}$ and $\frac{d\langle \hat{p}_m \rangle_\epsilon}{d\epsilon}$. However, noting that

$$\delta \hat{X} = \frac{1}{\sqrt{\tau}} \int_0^\tau \frac{\hat{B}^\text{in} + \hat{B}^\text{in}^\dagger}{\sqrt{2}} + \sqrt{\kappa} \delta \hat{x}_m - \langle \hat{x}_m \rangle_\epsilon dt, \quad (B5)$$

$$\delta \hat{P} = \frac{1}{\sqrt{\tau}} \int_0^\tau i \frac{-\hat{B}^\text{in} + \hat{B}^\text{in}^\dagger}{\sqrt{2}} + \sqrt{\kappa} \delta \hat{p}_m - \langle \hat{p}_m \rangle_\epsilon dt, \quad (B6)$$

which are only determined by the noises. Thus, $V_\epsilon$ and the second part of the QFI in Eq. (B2) are independent of $\beta$. Therefore, in the large drive limit ($|\beta| \gg 1$), QFI is determined by the first part of Eq. (B2).

Since $\epsilon$ is infinitesimal, the dominant term $\text{QFI}_D$ of QFI is

$$\text{QFI}_D = \left. \frac{d\mu_\epsilon}{d\epsilon} V_\epsilon^{-1} \frac{d\mu_\epsilon^T}{d\epsilon} \right|_{\epsilon=0}. \quad (B6)$$

According to Eq. (15) and Eq. (16), we have

$$\mathcal{S}_\tau(N, \epsilon) = \kappa \tau \{ \cos \phi(\langle \hat{x}_m \rangle_\epsilon - \langle \hat{x}_m \rangle_0) + \sin \phi(\langle \hat{p}_m \rangle_\epsilon - \langle \hat{p}_m \rangle_0) \}^2, \quad (B7)$$

$$\mathcal{N}_\tau(N, \epsilon) = (\cos \phi \delta \hat{X} + \sin \phi \delta \hat{P})^2_\epsilon. \quad (B8)$$

Since $\epsilon$ is infinitesimal, the dominant terms of $\mathcal{S}_\tau(N, \epsilon)$ and $\mathcal{N}_\tau(N, \epsilon)$ are

$$\mathcal{S}_\tau(N, \epsilon)_D = \kappa \tau \epsilon^2 \{ \cos \phi \frac{d\langle \hat{x}_m \rangle_\epsilon}{d\epsilon} + \sin \phi \frac{d\langle \hat{p}_m \rangle_\epsilon}{d\epsilon} \}^2 = \epsilon^2 \left( \frac{d\mu_\epsilon}{d\epsilon} \right) \cos \phi \sin \phi \cos \phi \sin \phi \quad (B9)$$

$$\mathcal{N}_\tau(N, \epsilon)_D = \mathcal{N}_\tau(N, 0) = (\cos \phi, \sin \phi) \sqrt{V_0} \begin{pmatrix} \cos \phi \\ \sin \phi \end{pmatrix}. \quad (B9)$$
From Eq. (B6) and Eq. (B9), it can be verified that we have the following relationship
\[ QFI_D = \frac{1}{c^2 N_r(N,e)_D^2} \]  
by choosing appropriate measurement angle $\phi$, which depends on the phase and the position of the drive. Interested readers can refer to [41] for detailed derivations.

Appendix C: Derivations of the SNR per photon with $\hat{V}_{\text{NHSE}}$

According to the non-Hermitian Hamiltonian Eq. (6) and $\hat{V}_{\text{NHSE}} = e^{i\varphi} \hat{a}_N^\dagger \hat{a}_N + e^{-i\varphi} \hat{a}_1^\dagger \hat{a}_1$, the dynamics of the system can be described by the Heisenberg-Langevin equations as
\[ \dot{x}_n = w \dot{a}_{n-1} + \Delta \dot{a}_{n+1} - w \dot{a}_{n+1} - \frac{\kappa}{2} \dot{a}_{nm} - i \epsilon (e^{i\varphi} \hat{a}_N \delta_{n1} + e^{-i\varphi} \hat{a}_1 \delta_{nN}) - \sqrt{\kappa} (|\beta| e^{i\theta} + \hat{B}^m) \delta_{nm}. \]  
(C1)

The corresponding equations in terms of $\hat{x}_n$ and $\hat{p}_n$ are
\[ \dot{\hat{x}}_n = - (w - \Delta) \hat{x}_{n+1} + (w + \Delta) \hat{x}_{n-1} - \epsilon \cos \phi (\hat{p}_N \delta_{n1} + \hat{p}_1 \delta_{nN}) - \epsilon \sin \phi (\hat{x}_N \delta_{n1} - \hat{x}_N \delta_{nN}) - \frac{\kappa}{2} \hat{p}_m \delta_{nm} - \sqrt{2\kappa \beta} |\cos \theta| \delta_{nm} - \sqrt{\kappa \hat{X}^n} \delta_{nm}, \]  
(C2)

where $\hat{X}^n$ and $\hat{P}^m$ are defined via $\hat{B}^m = \frac{\hat{X}^n + i \hat{P}^m}{\sqrt{2}}$. Their average values are zero, and their second moments satisfy
\[ \langle \hat{X}^n(t) \hat{X}^m(t') \rangle = (\bar{n}_n + \frac{1}{2}) \delta(t - t'), \]  
(C3)
\[ \langle \hat{P}^m(t) \hat{P}^m(t') \rangle = (\bar{n}_n + \frac{1}{2}) \delta(t - t'), \]  
(C4)
\[ \frac{1}{2} \langle \{ \hat{X}^n(t), \hat{P}^m(t') \} \rangle = 0, \]  
(C5)
where $\bar{n}_n$ is the number of thermal quanta in the input field. From Eq. (5), Eq. (C2) can be simplified as
\[ \dot{\hat{x}}_n = - J e^{-A} \hat{x}_{n+1} + J e^A \hat{x}_{n-1} + \epsilon \cos \phi (\hat{p}_N \delta_{n1} + \hat{p}_1 \delta_{nN}) - \epsilon \sin \phi (\hat{x}_N \delta_{n1} - \hat{x}_N \delta_{nN}) - \frac{\kappa}{2} \hat{p}_m \delta_{nm} - \sqrt{2\kappa \beta} |\cos \theta| \delta_{nm} - \sqrt{\kappa \hat{X}^n} \delta_{nm}, \]  
(C6)

The analysis can be further simplified by defining new canonically conjugate quadrature operators $\hat{x}_n$ and $\hat{p}_n$ by
\[ \hat{x}_n = e^{-A(n-1)} \hat{x}_n, \]  
\[ \hat{p}_n = e^{A(n-1)} \hat{p}_n. \]  
(C7)

The Heisenberg-Langevin equations of motion in terms of $\hat{x}_n$ and $\hat{p}_n$ are
\[ \dot{\hat{x}}_n = J \hat{x}_{n-1} - J \hat{x}_{n+1} + \epsilon \cos \phi (\hat{p}_N e^{-A(n-1)} \delta_{n1} + \hat{p}_1 e^{-A(n-1)} \delta_{nN}) - \epsilon \sin \phi (\hat{x}_N e^{-A(n-1)} \delta_{n1} - \hat{x}_N e^{-A(n-1)} \delta_{nN}) - \frac{\kappa}{2} \hat{p}_m \delta_{nm} - \sqrt{2\kappa \beta} |\cos \theta| e^{-A(m-1)} \delta_{nm} - \sqrt{\kappa \hat{X}^n} e^{-A(m-1)} \delta_{nm}, \]  
(C8)

\[ \dot{\hat{p}}_n = J \hat{p}_{n-1} - J \hat{p}_{n+1} - \epsilon \cos \phi (\hat{x}_N e^{A(n-1)} \delta_{n1} + \hat{x}_N e^{A(n-1)} \delta_{nN}) - \epsilon \sin \phi (\hat{p}_N e^{A(n-1)} \delta_{n1} - \hat{p}_N e^{A(n-1)} \delta_{nN}) - \frac{\kappa}{2} \hat{p}_m \delta_{nm} - \sqrt{2\kappa \beta} |\sin \theta| e^{A(m-1)} \delta_{nm} - \sqrt{\kappa \hat{P}^n} e^{A(m-1)} \delta_{nm}. \]
Since Eq. (C8) is stable, it is convenient to transfer into the frequency domain to solve Eq. (C8). Define

$$\tilde{\chi}[\omega, \epsilon] \triangleq (\omega I - \tilde{H}[\epsilon])^{-1},$$

where $I$ is the $2N \times 2N$ identity matrix. If the perturbation Hamiltonian is $\tilde{V}_{\text{NHSE}}$,

$$\tilde{H}[\epsilon] = \tilde{H}_1(\kappa) + \tilde{H}_{\text{NHSE}}(\epsilon),$$

with

$$\tilde{H}_1(\kappa) = J \sum_{n=1}^{N-1} (|n+1\rangle\langle n| - |n\rangle\langle n+1|) + J \sum_{n=N+1}^{2N-1} (|n+1\rangle\langle n| - |n\rangle\langle n+1|) - \frac{\kappa}{2} |m\rangle\langle m| - \frac{\kappa}{2} |N + m\rangle\langle N + m|,$$

$$\tilde{H}_{\text{NHSE}}(\epsilon) = \epsilon \sin \phi e^{A(N-1)}|1\rangle\langle N| + \epsilon \cos \phi e^{-A(N-1)}|1\rangle\langle 2N| - \epsilon \sin \phi e^{-A(N-1)}|N\rangle\langle N + 1| - \epsilon \cos \phi e^{A(N-1)}|2N\rangle\langle 1| - \epsilon \sin \phi e^{A(N-1)}|2N\rangle\langle N + 1|,$$

where $|n\rangle$ denotes a position eigenket. Moreover, define the zero-frequency transfer matrix as

$$\tilde{\chi}[0, \epsilon] \triangleq -\tilde{H}^{-1}(\epsilon).$$

After sufficiently large time $t$, the $\hat{x}_n$ and $\hat{p}_n$ can be described as

$$\hat{x}_n = \tilde{\chi}[\epsilon, n,m](\sqrt{2\kappa/\epsilon}\cos \theta + \sqrt{\kappa} \hat{x}_m) e^{-A(m-1)} + \tilde{H}[\epsilon]^{-1}(n,N,N+m)(\sqrt{2\kappa/\epsilon}\sin \theta + \sqrt{\kappa} \hat{p}_m) e^{A(m-1)},$$

$$\hat{p}_n = \tilde{\chi}[\epsilon, n,m](\sqrt{2\kappa/\epsilon}\cos \theta + \sqrt{\kappa} \hat{x}_m) e^{-A(m-1)} + \tilde{H}[\epsilon]^{-1}(n,N,N+m)(\sqrt{2\kappa/\epsilon}\sin \theta + \sqrt{\kappa} \hat{p}_m) e^{A(m-1)}.$$ (C13)

It is straightforward to obtain $\hat{x}_n$ and $\hat{p}_n$ by an inverse squeezing transformation.

According to the definition of the signal power in Eq. (21), we have

$$S_\tau(N, \epsilon) = 2\kappa N |\beta|^2 \cdot \text{Re} \left\{ e^{-i\phi} \left[ (\hat{h}_{1,m} e^{-A(N-1)} - \hat{h}_{1,m}^\dagger e^{A(N-1)}) \cos \theta - (\hat{h}_{1,m} e^{-A(N-1)} + \hat{h}_{1,m}^\dagger e^{A(N-1)}) \sin \theta \right] \right\}^2,$$

where

$$h = J \sum_{n=1}^{N-1} (|n+1\rangle\langle n| - |n\rangle\langle n+1|) - \frac{\kappa}{2} |m\rangle\langle m|,$$

which is the first $N \times N$ principal diagonal block of $\tilde{H}_1(\kappa)$ (See Appendix E).

For the noise power, from Eqs. (18)-(16), computing the QFI only requires the zeroth order in $\epsilon$ when $\epsilon$ is infinitesimal. Thus, we only need to consider the system without perturbation. If $\epsilon = 0$, then the two Hatano-Nelson chains are completely decoupled. Therefore, the output noise is only the noise introduced by the input field. This can also be verified by calculation. According to the definition of the noise power in Eq. (16) and Eq. (14), we have

$$\mathcal{M}_\tau(N) \mid_{\epsilon = 0} = \frac{1}{2\tau} \int_0^\tau e^{-i\phi} \left[ \tilde{B}^a + \sqrt{\kappa} (\hat{a}_m - \langle \hat{a}_m \rangle) \right] \mid_{\epsilon = 0} + e^{i\phi} \left[ \tilde{B}^{a\dagger} + \sqrt{\kappa} (\hat{a}^\dagger_m - \langle \hat{a}^\dagger_m \rangle) \right] \mid_{\epsilon = 0} dt$$

$$= \frac{1}{2\tau} \int_0^\tau e^{-i\phi} (1 + \kappa \hat{h}_{m,m}^{-1} \hat{B}^a + e^{i\phi} (1 + \kappa h_{m,m}^{-1}) \hat{B}^{a\dagger}) dt.$$ (C16)
Hence, the noise power is
\[ N_r(N,0) = (1 + \kappa h_{m,m}^{-1})^2 \frac{2\tilde{n}_{th} + 1}{2} = \tilde{n}_{th} + \frac{1}{2}, \tag{C17} \]
with \( \tilde{n}_{th} \) representing the number of thermal quanta in the input field and \( h_{m,m}^{-1} = -\frac{2}{\kappa} \).

Following a similar reason to the noise power, we only concern the zeroth order term of the total average number of photons \( \tilde{n}_{tot} \) with respect to \( \epsilon \). According to the definition Eq. (20) of the \( \tilde{n}_{tot} \), we have
\[ \tilde{n}_{tot} = \kappa |\beta|^2 \sum_{n=1}^{N} h_{n,m}^2 (\cos^2 \theta e^{2A(n-m)} + \sin^2 \theta e^{-2A(n-m)}) \]
\[ = \tilde{n}_{tot,D} \cdot Z(A), \tag{C18} \]
where \( \tilde{n}_{tot,D} = \kappa |\beta|^2 (h_{N,m}^2 \cos^2 \theta e^{2A(N-m)} + h_{1,m}^2 \sin^2 \theta e^{2A(m-1)}) \) and \( Z(A) = 1 + O(e^{-2A}) \).

Appendix D: Derivations of the SNR per photon with \( \hat{V}_N \)

In this Appendix, we calculate the SNR with the perturbation Hamiltonian \( \hat{V}_N = \hat{A}_N^\dagger \hat{A}_N \). According to the non-Hermitian Hamiltonian Eq. (6), the dynamics can be described by the Heisenberg-Langevin equations
\[ \hat{a}_n = w \hat{a}_n - 1 + \Delta a_n + \Delta \hat{a}_n - w \hat{a}_n - 1 - \frac{\kappa}{2} \delta_{nm} \]
\[ - i \epsilon \hat{a}_N \delta_{nm} - \sqrt{\kappa} |\beta| e^{i\theta} + \hat{B}^m \delta_{nm}. \tag{D1} \]
The corresponding equations in terms of \( \hat{x}_n \) and \( \hat{p}_n \) are
\[ \dot{\hat{x}}_n = J e^A \hat{x}_{n+1} - J e^{-A} \hat{x}_{n+1} + \epsilon \hat{p}_N \delta_{nm} - \frac{\kappa}{2} \hat{x}_m \delta_{nm} - \sqrt{2\kappa} |\beta| \cos \theta e^{-A(m-1)} \delta_{nm} - \sqrt{\kappa} \hat{X}^m e^{-A(m-1)} \delta_{nm}, \]
\[ \dot{\hat{p}}_n = J e^{-A} \hat{p}_{n+1} - J e^A \hat{p}_{n+1} - \epsilon \hat{x}_N \delta_{nm} - \frac{\kappa}{2} \hat{p}_m \delta_{nm} - \sqrt{2\kappa} |\beta| \sin \theta e^{-A(m-1)} \delta_{nm} - \sqrt{\kappa} \hat{P}^m e^{-A(m-1)} \delta_{nm}. \tag{D2} \]
After a similar squeezing transformation as Eq. (C7), we obtain the Heisenberg-Langevin equations
\[ \dot{\hat{x}}_n = J \hat{x}_{n+1} - J \hat{x}_{n+1} + \epsilon \hat{p}_N e^{-2A(N-1)} \delta_{nm} - \frac{\kappa}{2} \hat{x}_m \delta_{nm} - \sqrt{2\kappa} |\beta| \cos \theta e^{-A(m-1)} \delta_{nm} - \sqrt{\kappa} \hat{X}^m e^{-A(m-1)} \delta_{nm}, \]
\[ \dot{\hat{p}}_n = J \hat{p}_{n+1} - J \hat{p}_{n+1} - \epsilon \hat{x}_N e^{2A(N-1)} \delta_{nm} - \frac{\kappa}{2} \hat{p}_m \delta_{nm} - \sqrt{2\kappa} |\beta| \sin \theta e^{A(m-1)} \delta_{nm} - \sqrt{\kappa} \hat{P}^m e^{A(m-1)} \delta_{nm}. \tag{D3} \]
For sufficiently long time, \( \hat{x}_n \) and \( \hat{p}_n \) can be described as
\[ \hat{x}_n = \hat{H}_n^e [-\hat{H}_n^e (\sqrt{2\kappa} |\beta| \cos \theta e^{-A(m-1)} + \sqrt{\kappa} \hat{X}^m) e^{-A(m-1)} + \hat{H}_n^e (\sqrt{2\kappa} |\beta| \sin \theta e^{A(m-1)} + \sqrt{\kappa} \hat{P}^m) e^{A(m-1)}], \tag{D4} \]
where \( \hat{H}_n^e = \hat{H}_n \)(\( \kappa \)) + \( \hat{H}_N \)(\( \epsilon \)), and
\[ \hat{H}_N(\epsilon) = e^{-2A(N-1)} |N,2N\rangle \langle 2N| - e^{2A(N-1)} |2N\rangle \langle 2N|, \tag{D5} \]
is different from that in Eq. (C11) owing to with different perturbation Hamiltonians.

According to the definition of the signal power in Eq. (21), we have
\[ S_r(N,\epsilon) = 2\kappa \kappa \kappa |\beta|^2 \cdot |h_{m,N} h_{N,m}|^2 |\text{Re} \{ e^{-i\phi} (-\sin \theta e^{-2A(N-m)} + i \cos \theta e^{2A(N-m)}) \}|^2, \tag{D6} \]
where \( h \) is the same as in Eq. (C15).

For the noise power and the total average number of photons, as we only concern the zeroth order term in \( \epsilon \), they are the same as in Eq. (C17) and Eq. (C18), respectively.
Appendix E: Calculation of $\tilde{H}[\epsilon]^{-1}$

In this Appendix, we take $\tilde{H}[\epsilon] = \tilde{H}_1(\kappa) + \tilde{H}_{\text{NHSE}}(\epsilon)$ as an example to demonstrate how to compute the elements of $\tilde{H}[\epsilon]^{-1}$.

Since the drive is coupled with $\hat{a}_m$ through a waveguide, the terms that we really concern are $\tilde{H}[\epsilon]^{-1}_{m,m}$, $\tilde{H}[\epsilon]^{-1}_{N+1,m}$, $\tilde{H}[\epsilon]^{-1}_{m,N+1}$ and $\tilde{H}[\epsilon]^{-1}_{N+1,N+1}$.

Using Dyson’s equation and keeping it up to the first order in $\epsilon$, we have

$$\left[ H(\epsilon) \right]^{-1} = \left[ \tilde{H}_1(\kappa) + \tilde{H}_{\text{NHSE}}(\epsilon) \right]^{-1} = \left[ \tilde{H}_1(\kappa) \right]^{-1} - \left[ \tilde{H}_1(\kappa) \right]^{-1} \tilde{H}_{\text{NHSE}}(\epsilon) \left[ \tilde{H}_1(\kappa) \right]^{-1}.$$  \hspace{1cm} (E1)

Note that $\tilde{H}_1(\kappa)$ is a block diagonal matrix consisting of two identical matrices $h$. Hence, the off-diagonal block elements of $[\tilde{H}_1(\kappa)]^{-1}$ are 0. Multiplying Eq. (E1) from left by $\langle m \rangle$ and from right by $| m \rangle$ yields

$$\tilde{H}[\epsilon]^{-1}_{m,m} = \langle m | [\tilde{H}_1(\kappa)]^{-1} | m \rangle - \langle m | \tilde{H}_{\text{NHSE}}(\epsilon) [\tilde{H}_1(\kappa)]^{-1} | m \rangle = h_{m,m}^{-1} - h_{N,m}^{-1} \epsilon \sin \varphi e^{-A(N-1)} + h_{m,N}^{-1} \epsilon \sin \varphi e^{-A(N-1)}.$$ \hspace{1cm} (E2)

Other elements can be computed in a similar way. Now we just need to calculate the elements of $h$. Each column of $h$ has a recursive relationship. Let us take the first column of $h$ as an example. The other columns can be computed similarly.

According to the definition of $h$, we have

$$I = \left( J \sum_{n=1}^{N-1} (| n+1 \rangle \langle n | - | n \rangle \langle n+1 |) - \frac{\kappa}{2} | m \rangle \langle m | \right) h^{-1},$$ \hspace{1cm} (E3)

where $I$ is the $N \times N$ identity matrix. Multiplying this equation from left by $\langle i |$ and right by $| 1 \rangle$ for $i = 1, \cdots, N$, yields

$$1 = - J \langle 2 | h^{-1} | 1 \rangle,$$
$$0 = (J \langle 1 | - J \langle 3 |) h^{-1} | 1 \rangle,$$
$$0 = (J \langle 2 | - J \langle 4 |) h^{-1} | 1 \rangle,$$
$$\vdots$$
$$0 = (J \langle m-2 | - J \langle m |) h^{-1} | 1 \rangle,$$
$$0 = (J \langle m-1 | - J \langle m+1 | - \frac{\kappa}{2} \langle m | h^{-1} | 1 \rangle,$$
$$0 = (J \langle m | - J \langle m+2 |) h^{-1} | 1 \rangle,$$
$$\vdots$$
$$0 = (J \langle N-2 | - J \langle N |) h^{-1} | 1 \rangle,$$
$$0 = J \langle N-1 | h^{-1} | 1 \rangle.$$ \hspace{1cm} (E4)

Simplifying the above recursive formula, we obtain

$$h_{1,1}^{-1} h_{2,1}^{-1} = \cdots = h_{m,1}^{-1} = \cdots = h_{N,1}^{-1} = - \frac{2}{\kappa};$$
$$h_{2,1}^{-1} h_{4,1}^{-1} = \cdots = h_{m-1,1}^{-1} = - \frac{1}{J};$$
$$h_{m+1,1}^{-1} h_{m+3,1}^{-1} = \cdots = h_{N-1,1}^{-1} = 0.$$ \hspace{1cm} (E5)

The above method is cumbersome but effective.

Appendix F: All the orders of $\tilde{H}[\epsilon_0]^{-1}$ with respect to $\epsilon_0$

If $\epsilon_0$ is not infinitesimal, we have to compute all the orders with respect to $\epsilon_0$. However, the method to compute the elements of $\tilde{H}[\epsilon_0]^{-1}$ is similar to what we have done in Appendix E.
According to the definition of $\vec{H}[\epsilon_0]$, we have

$$I = \left( J \sum_{n=1}^{N-1} (|n+1\rangle\langle n| - |n\rangle\langle n+1|) + J \sum_{n=N+1}^{2N-1} (|n+1\rangle\langle n| - |n\rangle\langle n+1|) \right) - \frac{K}{2} |N\rangle\langle N| - \frac{K}{2} |2N\rangle\langle 2N| + \epsilon_0 \sin \varphi A(N-1) |1\rangle\langle N| + \epsilon_0 \cos \varphi e^{-A(N-1)} |1\rangle\langle 2N| - \epsilon_0 \sin \varphi e^{-A(N-1)} |1\rangle\langle N| + \epsilon_0 \cos \varphi e^{-A(N-1)} |N+1\rangle\langle N| - \epsilon_0 \cos \varphi e^{-A(N-1)} |N+1\rangle\langle 2N| - \epsilon_0 \cos \varphi e^{-A(N-1)} |2N\rangle\langle 1| - \epsilon_0 \sin \varphi e^{A(N-1)} |2N\rangle\langle N+1| \right) \vec{H}[\epsilon_0]^{-1}.$$ (F1)

where $\vec{H}$ is the $2N \times 2N$ identity matrix. Multiplying this equation from left by $\langle i|$ and right by $|1\rangle$ for $i = 1, \cdots, N$, yields

$$1 = \left( -J \langle 2 | + \epsilon_0 \sin \varphi A(N-1) \langle N | + \epsilon_0 \cos \varphi e^{-A(N-1)} \langle 2N | \right) \vec{H}[\epsilon_0]^{-1} |1\rangle,$$  

$$0 = \langle 1 | J - J \langle 3 | \vec{H}[\epsilon_0]^{-1} |1\rangle,$$  

$$0 = \langle 2 | J - J \langle 4 | \vec{H}[\epsilon_0]^{-1} |1\rangle,$$  

$$\vdots$$  

$$0 = \langle N | J - J \langle N | \vec{H}[\epsilon_0]^{-1} |1\rangle,$$  

$$0 = \langle N-1 | - \frac{K}{2} |N\rangle - \epsilon_0 \sin \varphi e^{-A(N-1)} |1\rangle + \epsilon_0 \cos \varphi e^{-A(N-1)} \langle N+1 | \vec{H}[\epsilon_0]^{-1} |1\rangle,$$  

$$0 = \left( -J \langle N | - \epsilon_0 \cos \varphi e^{-A(N-1)} |N+1\rangle - \epsilon_0 \sin \varphi e^{-A(N-1)} \langle 2N | \right) \vec{H}[\epsilon_0]^{-1} |1\rangle,$$  

$$\vdots$$  

$$0 = \langle 2N-1 | - \frac{K}{2} |2N\rangle - \epsilon_0 \cos \varphi e^{-A(N-1)} |1\rangle - \epsilon_0 \sin \varphi e^{-A(N-1)} \langle N+1 | \vec{H}[\epsilon_0]^{-1} |1\rangle.$$ (F2)

Simplifying the above recursive formula, we obtain

$$\vec{H}[\epsilon_0]^{-1}_{1,1} = \vec{H}[\epsilon_0]^{-1}_{3,1} = \cdots = \vec{H}[\epsilon_0]^{-1}_{N,1} = \frac{2e^{2A(N-1)} + 4e^{-2A(N-1)}(-1 + e^{2A(N-1)})\epsilon_0 \sin \varphi}{-e^{2A(N-1)} \kappa^2 - 16e^{2A(N-1)}\epsilon_0^2 \cos^2 \varphi + 4(-1 + e^{2A(N-1)})^2 \epsilon_0^2 \sin^2 \varphi};$$

$$\vec{H}[\epsilon_0]^{-1}_{2,1} = \vec{H}[\epsilon_0]^{-1}_{3,1} = \cdots = \vec{H}[\epsilon_0]^{-1}_{N-1,1} = \frac{e^{2A(N-1)} \kappa^2 + 8e^{2A(N-1)}\epsilon_0^2 \cos^2 \varphi + 2e^{2A(N-1)}\kappa \epsilon_0 \sin \varphi + 4(-1 + e^{2A(N-1)})^2 \epsilon_0^2 \sin^2 \varphi}{J(-e^{2A(N-1)} \kappa^2 - 16e^{2A(N-1)}\epsilon_0^2 \cos^2 \varphi + 4(-1 + e^{2A(N-1)})^2 \epsilon_0^2 \sin^2 \varphi)};$$

$$\vec{H}[\epsilon_0]^{-1}_{N+2,1} = \vec{H}[\epsilon_0]^{-1}_{N+4,1} = \cdots = \vec{H}[\epsilon_0]^{-1}_{2N-1,1} = \frac{2e^{2A(N-1)} \epsilon_0 \cos \varphi (e^{A(N-1)} \kappa + 2(1 + e^{2A(N-1)})\epsilon_0 \sin \varphi)}{J(-e^{2A(N-1)} \kappa^2 - 16e^{2A(N-1)}\epsilon_0^2 \cos^2 \varphi + 4(-1 + e^{2A(N-1)})^2 \epsilon_0^2 \sin^2 \varphi)};$$

$$\vec{H}[\epsilon_0]^{-1}_{N+1,1} = \vec{H}[\epsilon_0]^{-1}_{N+3,1} = \cdots = \vec{H}[\epsilon_0]^{-1}_{2N-1,1} = \frac{8e^{2A(N-1)} \epsilon_0 \cos \varphi}{-e^{2A(N-1)} \kappa^2 - 16e^{2A(N-1)}\epsilon_0^2 \cos^2 \varphi + 4(-1 + e^{2A(N-1)})^2 \epsilon_0^2 \sin^2 \varphi}. $$ (F3)

The other columns can be computed in a similar way.
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