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Abstract

In this paper, we investigate two variants of the secretary problem. In these variants, we are presented with a sequence of numbers $X_i$ that come from distributions $D_i$, and that arrive in either random or adversarial order. We do not know what the distributions are, but we have access to a single sample $Y_i$ from each distribution $D_i$. After observing each number, we have to make an irrevocable decision about whether we would like to accept it or not with the goal of maximizing the probability of selecting the largest number.

The random order version of this problem was first studied by Correa et al. [SODA 2020] who managed to construct an algorithm that achieves a probability of 0.4529. In this paper, we improve this probability to 0.5009, almost matching an upper bound of $\approx 0.5024$ which we show follows from earlier work. We also show that there is an algorithm which achieves the probability of $\approx 0.5024$ asymptotically if no particular distribution is especially likely to yield the largest number. For the adversarial order version of the problem, we show that we can select the maximum number with a probability of $1/4$, and that this is best possible. Our work demonstrates that unlike in the case of the expected value objective studied by Rubinstein et al. [ITCS 2020], knowledge of a single sample is not enough to recover the factor of success guaranteed by full knowledge of the distribution.
1 Introduction

In the secretary problem, we observe a sequence of values (chosen adversarially) in a uniformly random order, with the goal of stopping at the maximum value with probability as large as possible. It is well known that this can be done with a probability of \( \frac{1}{e} \). Over the years, many variants of the secretary problem have been studied. In this paper, we are particularly interested in variants where some additional information is available about the values before they arrive.

In the first variant, the numbers come from independent distributions \( D_i \) known to us, and arrive in a random order. This problem was introduced by Esfandiaiari et al. [8], and the work of Nuti [15] showed that it is possible to select the largest number with a probability of \( \approx 0.5801 \), and that this is the best possible constant. In the second variant, also studied in [8], in addition to coming from distributions, the observations are adversarially ordered. This variant is similar to a prophet inequality, but with the expected value objective replaced by the “best-choice” objective. The best possible constant for this variant is \( \frac{1}{e} \), as demonstrated in [8].

The work of Rubinstein et al. [9] revealed that for the purposes of obtaining a prophet inequality, where values from distributions \( D_i \) arrive in adversarial order and the goal is to maximize the expectation of the selected value, knowledge of a single sample from each distribution can replace the knowledge of the entire distributions: One can obtain \( \frac{1}{2} \) of the optimum in expectation and this is optimal in both models. The knowledge of a single prior sample rather than the whole distribution has been also studied for other variants of prophet inequalities, such as prophet inequalities under a random order, prophet inequalities under more complex constraints, and pricing problems which are often the motivating setting for these questions [3, 6, 11, 12, 14].

Exactly how useful is access to a single prior sample for variants of the secretary problem? Our work is an attempt to answer this question. In particular, we study the following problem:

- **The random (or adversarial) order single sample secretary problem:** Independent random variables \( X_1, X_2, \ldots, X_n \) are revealed one by one in random (or adversarial) order. We do not know the distribution but we have a prior sample \( Y_i \) from the same distribution as \( X_i \), for each \( i \). We can accept each revealed value or move on; the goal is to maximize the probability of accepting the largest value amongst the \( X_i \).

An important tool to study this question is the following closely related problem:

- **The random (or adversarial) order two-sided Game of Googol:** \( n \) cards with numbers on both sides are placed on a table in random (or adversarial) order with each side facing up with probability \( \frac{1}{2} \). We see all the face-up numbers. We can then flip cards one by one, and upon seeing the revealed face-down number, accept the card or move on. The goal is to maximize the probability of accepting the highest (initially) face-down number.

The (random order) two-sided Game of Googol was first introduced by Correa et al. [7], where they managed to establish a lower bound of \( \approx 0.4529 \) on the probability of success. Clearly, by letting the numbers on the two sides of a card be \( X_i \) and \( Y_i \), the random (resp. adversarial) order single sample secretary problem reduces to the random (resp. adversarial) order two-sided Game of Googol, so throughout this paper, we will be interested in both these problems.

1.1 Our contributions

In this paper, we obtain closely matching positive and negative results for the random and adversarial order single sample secretary problem.

For the random order version of the problem, we are able to show:
Theorem 1. There is an algorithm that achieves a probability of success of 0.5009 for the two-sided Game of Googol (and hence also for the single sample secretary problem). The algorithm uses only pairwise comparisons between values.

Assuming that only pairwise comparisons are used, there is no algorithm for the single sample secretary problem (and hence also for the two-sided Game of Googol) achieving a probability of success better than \( \gamma \approx 0.5024 \).

Our main contribution is the positive result, the first part of the theorem. The algorithm we consider uses the (initially) face-up numbers to compute a threshold for each face-down number that it will need to cross in order to be accepted. The analysis of the algorithm consists in being able to understand the quantity \( \Pr[X_i > Y_j] \) well, where \( X_i \) is the rank \( i \) element amongst the face-down numbers, and \( Y_j \) is the rank \( j \) element amongst the face-up numbers.

Especially crucial is a novel lemma about this quantity that might be of independent interest (we phrase it here informally, working with the case where the numbers on the two sides of the \( i \)th card are samples from a distribution \( D_i \)): If we have two sets of samples from independent distributions \( D_1, D_2, \ldots, D_n \), the probability of a lower ranked element from one set beating a higher ranked element from the other set is maximized when the distributions are identical.

The hardness of \( \gamma \approx 0.5024 \) follows from an optimality result discussed first in the work of Campbell and Samuels [1] and then again in [10, 13].

It is natural to ask whether \( \gamma \approx 0.5024 \) is in fact the optimal probability of success. We prove that this factor can be achieved for the single sample secretary problem under an additional “no-superstars” assumption (which has also been considered in recent related work [8]).

Definition 1. A collection of random variables \( X_1, \ldots, X_n \) satisfies the no-\( \epsilon \)-superstars assumption, if none of the variables \( X_i \) is the maximum among \( X_1, \ldots, X_n \) with probability more than \( \epsilon \).

Theorem 2. There is an algorithm for the single sample secretary problem which achieves a factor of \( \gamma - O(1/\log 1/\epsilon) \) under the no-\( \epsilon \)-superstars assumption.

The main idea behind our proof of this theorem is intuitive: Given the no-\( \epsilon \)-superstars assumption, it is quite unlikely that some two of the largest \( k = O(\log 1/\epsilon) \) numbers amongst all the \( X_i \) and \( Y_i \) come from the same distribution \( D_j \). This allows us to argue that the problem is quite close to the single sample secretary problem with identical distributions, which is known to have an optimal probability of success \( \gamma \approx 0.5024 \).

We believe that the factor of \( \gamma \) should be the optimal answer for the two-sided Game of Googol, as well as the single sample secretary problem; we leave this as an open problem. Note that in this paper, we have refuted the possibility that the answer is \( \frac{1}{2} \), a conjecture one might perhaps make upon superficial examination of the problem, or after running simulations.

Next, we turn to the adversarial order version of the problem. We prove:

Theorem 3. There is an algorithm that achieves a factor of \( \frac{1}{4} \) for the adversarial order two-sided Game of Googol (and hence also for the adversarial order single sample secretary problem).

There is no algorithm for the adversarial order single sample secretary problem (and hence also for the adversarial order two-sided Game of Googol) achieving a factor better than \( \frac{1}{4} \).

Our main contribution here is the negative result, the second part of the theorem. The problem of choosing the maximum among the \( X_i \)’s is closely related to the problem of selecting the last occurring 1 in a sequence of independent 0’s and 1’s. This problem was studied in [2] and solved by a theorem known as “sum the odds to one and stop”. In order to prove the negative result, we study and solve a similar problem where instead of knowing the underlying distributions, we only have access to a single sample from each distribution.
This requires an interesting application of Ramsey’s theorem (also employed recently in a similar style in [5, 16]), and an analysis of an optimal stopping problem on a stochastic process using the tools of Ferguson [4].

The first part of the theorem, while not discussed in the literature previously, is similar to recent results by Correa et al. [10]. In their model, each of \( n \) input values is independently selected with probability \( \alpha \) to be a “prior value” which can only be observed. For \( \alpha = 1/2 \), the problem has a flavor similar to ours. A natural algorithm for both models is to set the largest “prior value” (our in our case, the largest (initially) face-up number) as a threshold, and accept the first number which beats this threshold. However, the techniques for the negative result in their model do not seem to apply to our model directly. For the goal of understanding the power of a single sample, perhaps our model is more natural.

Our results indicate that in the context of the “best-choice” objective of secretary problems, unlike for the prophet inequality, the knowledge of a single prior sample is strictly weaker than the knowledge of the whole distribution.

1.2 Organization

In section 2, we discuss of the random order variant of the problem, and prove Theorem 1. In section 3, we discuss the no-\( \epsilon \) superstars assumption, and prove theorem 2. Finally, in section 4, we study the adversarial order variant of the problem.

2 The random order variant

In this section we will prove theorem 1. We start by quickly indicating the proof of the negative result.

Negative result: The hardness of \( \gamma \approx 0.5024 \) follows from a known optimality result for the following problem:

- **The secretary problem with \( \alpha n \) prior values:** An unknown sequence of values \( x_1, \ldots, x_n \) arrives in a random order. The first \( \alpha n \) arriving values can be only observed. Then we can accept any revealed value or move on; the goal is to choose the maximum of the last \( (1 - \alpha)n \) values.

This problem, under the name of “choosing the best of the current crop,” was discussed and solved in a paper from 1981 [1], and similar results have been independently rediscovered in [10, 13]. The case most relevant to us is \( \alpha = 1/2 \), where the first half of the input can only be observed, and we want to pick the maximum from the second half. The optimal probability in this case was determined to be \( \gamma \approx 0.5024 \), assuming that only pairwise comparisons between values are allowed.

If the \( n \) values \( x_1, \ldots, x_n \) are realizations of \( n \) independent identically distributed random variables, then we obtain a special case of the single sample secretary problem. Hence, the value \( \gamma \approx 0.5024 \) is an upper bound for the optimal probability of success for the single sample secretary problem, provided that only pairwise comparisons are allowed.

Positive result: We will concentrate now on analysing the following algorithm for the two-sided Game of Googo[1]

\[\text{Let us note that as } n \text{ increases, the optimal probability of success only gets worse, since it is possible to embed the problem with } n \text{ cards in the problem with } n + 1 \text{ cards by adding a card that has } 0 \text{ on both sides. This means that we can work in the limit as } n \to \infty, \text{ and for convenience, we will do this.}\]
The block-rank algorithm. Fix constants $1 \geq c_0 \geq c_1 \geq \cdots \geq c_r \geq \cdots \geq 0$ (we will choose these later). Generate $n$ uniformly random times in $[0, 1]$, and let us say that the $k$th card arrives at the $k$th largest time. (Note that somewhat peculiarly, time runs from 1 to 0, but this simplifies some notation later).

Call a number special if it is a face-down number, arrives at a time $\leq c_j$, has rank less than or equal to $j + 1$ amongst the face-up numbers, and is the largest number amongst the face-down numbers observed thus far (for any $j$). Pick the first special number.

In other words, if a face-down number arrives at a time between $c_j$ and $c_{j-1}$, in order to be accepted, it must not only be larger than all the face-down numbers that have been observed thus far, but must also beat the $j + 1$th ranked face-up number. As the time gets closer to 0, we become increasingly lax in our demands about how many face-up numbers you need to beat in order to be accepted.

This algorithm has an extremely useful monotonicity property– if at some point during the running of the algorithm it were to decide to accept a number, and we artificially make it reject, then it would also wish to accept the first number it sees bigger than the number we made it reject.

Due to this monotonicity, the last special number (if there is one) must be the largest number amongst the face-down numbers. Hence, our algorithm that picks the first special number picks the largest number (and succeeds) if and only if there is exactly one special number.

Therefore, we now wish to compute the probability of there being only one special number. In order to do so, we require some notation:

Let $X^i$ be the rank $i$ element amongst the face-down numbers, and let $Y^j$ be the rank $j$ element amongst the face-up numbers (with the understanding that $X^0 = Y^0 = \infty$; note the non-standard use of the superscript, which does not denote an exponent.) Finally, let us introduce the function

$$H_j(x) = \sum_{i=0}^{\infty} \Pr[X^i+1 > Y^{j+1}]x^i$$

Lemma 1. The probability of success of the block-rank algorithm is:

$$\sum_{j=0}^{\infty} \int_{c_j}^{c_{j+1}} \left( H_j(0) - \int_{0}^{y} \frac{H_j(x) - H_j(0)}{x} dx \right) dy$$

Proof. The probability that there is at least one special number is the same as the probability that there is a last special number, which equals:

$$\sum_{j=0}^{\infty} \Pr[\text{the last special number arrives at a time between } c_j \text{ and } c_{j-1}]$$

$$= \sum_{j=0}^{\infty} \Pr[\text{the rank 1 face-down number arrives at a time between } c_j \text{ and } c_{j-1} \text{ and is special}]$$

$$= \sum_{j=0}^{\infty} (c_j - c_{j-1}) \Pr[X^1 > Y^{j+1}]$$

$$= \sum_{j=0}^{\infty} (c_j - c_{j+1}) H_j(0)$$

where the first equality follows from monotonicity. The probability that there are at least two special numbers is the same as the probability there is a second last special number. Clearly,
summing over the possibility that the second last special number has rank \( i + 1 \) amongst the face-down numbers, this equals

\[
\sum_{j=0}^{\infty} \int_{c_{j+1}}^{c_j} \sum_{i=1}^{\infty} \Pr[\text{the second last special number arrives at time between } y \text{ and } y + dy \text{ and has rank } i + 1]
\]

Note that for the rank \( i + 1 \) number to be the second last special number, all the \( i \) numbers bigger than it must arrive at lower times than it, and those \( i \) numbers must be arranged so that the rank 1 number comes first (once again, due to monotonicity). Therefore, the above is actually equal to:

\[
\sum_{j=0}^{\infty} \int_{c_{j+1}}^{c_j} \sum_{i=1}^{\infty} \Pr[X_{i+1} > Y_{j+1}] \frac{y^i}{i!} dy = \sum_{j=0}^{\infty} \int_{c_{j+1}}^{c_j} \int_0^y \frac{H_j(x) - H_j(0)}{x} dxdy
\]

So the desired conclusion follows

Our next goal is to establish a lower bound on this expression. Therefore, we wish to understand the coefficients of \( H_j \) better. In order to do that, we introduce some further notation.

Denote by \( a_1 > a_2 > \cdots > a_{2n} \) the set of all numbers on the cards (including both face-up and face-down numbers). We say \( a_m \) and \( a_n \) are a pair if they lie on the same card. Furthermore, let us use the shorthand \( a \in X \) to say that \( a \) is a face-down number, and \( a \in Y \) to say that \( a \) is a face-up number. Finally, let us define

\[
p(i + 1, j + 1) = \sum_{k=0}^{j} \frac{1}{2^{i+k+1}} \binom{i+k}{k}
\]

The following facts explain our choice of definitions:

**Fact 1.** Whether \( X_{i+1} > Y_{j+1} \) depends only on which of \( a_1, a_2, \ldots, a_{i+j+1} \) are in \( X \) and which are in \( Y \).

**Fact 2.** Suppose there are no pairs amongst \( a_1, a_2, \ldots, a_{i+j+1} \) (i.e., they all lie on different cards). Then,

\[
\Pr[X_{i+1} > Y_{j+1}] = \sum_{k=0}^{j} \Pr[Y^k > X_{i+1} > Y^{k+1}]
\]

\[
= \sum_{k=0}^{j} \frac{1}{2^{i+k+1}} \binom{i+k}{k}
\]

\[
= p(i + 1, j + 1)
\]

Let us remark here on the connection between our approach and the optimal constant \( \gamma \simeq 0.5024 \). If the numbers on the cards were chosen to be i.i.d. realizations of a distribution, in the limit as \( n \to \infty \), we would have \( \Pr[X_{i+1} > Y_{j+1}] = p(i + 1, j + 1) \) since it would basically never happen that there are pairs amongst \( a_1, a_2, \ldots, a_{i+j+1} \). If we analyze the probability of the block-rank algorithm’s success in this case, and choose the optimal values for the \( c_j \), we would obtain the optimal constant \( \gamma \simeq 0.5024 \). Thus, understanding the difference between \( \Pr[X_{i+1} > Y_{j+1}] \) and \( p(i + 1, j + 1) \) will let us understand how close we can get to \( \gamma \).

The following lemma is therefore critical to our analysis:
Lemma 2. If \( i \leq j \), then \( \Pr[X^i > Y^j] \geq p(i, j) \) (and if \( i \geq j \), then \( \Pr[X^i > Y^j] \leq p(i, j) \)).

Proof. Let us assume \( i \leq j \). We will prove the statement by induction on the number of pairs amongst \( a_1, a_2, \ldots, a_{i+j-1} \) (i.e., the number of pairs of numbers which lie on the same card). Clearly, the statement is true for 0 pairs. So let us now assume the statement is true for \( l-1 \) pairs, and prove it for \( l \) pairs. Let the lower numbers of the \( l \) pairs be \( a_{k_1} > a_{k_2} > \cdots > a_{k_l} \).

Claim 1. Let \( k_0 = 0, k_{l+1} = \infty \). Then, for \( 0 \leq s \leq l \), we have

\[
\Pr[Y^k > X^i > Y^{k+1}] = \begin{cases} 
\frac{1}{2^{i+k-2s}} \binom{i+k-2s-1}{k-s} & \text{if } k_{s+1} - i > k > k_s - i \\
\frac{1}{2^{i+k-2s+1}} \binom{i+k-2s}{k-s} & \text{if } k = k_s - i 
\end{cases}
\]

Proof. We will explain the claim for \( k = k_s - i \), the proof for the other case is similar. For it to be true that \( Y^k > X^i > Y^{k+1} \), we must have \( a_{i+k} \in X \), and amongst the \( i+k-2s \) numbers amongst \( a_1, a_2, \ldots, a_{i+k} \) that are not in pairs, we must select \( k-s \) which will be in \( Y \) (there are \( \binom{i+k-2s}{k-s} \) ways to do this). Once we have done that, for \( a_{i+k} \) and all numbers that are not in pairs, it is fixed whether they belong to \( X \) or \( Y \). Accordingly we must divide by \( 2^{i+k-2s+1} \).

Returning to the proof of the lemma, note that \( \Pr[X^i > Y^j] = \sum_{k=0}^{j-1} \Pr[Y^k > X^i > Y^{k+1}] \). It suffices to show that this quantity decreases if the last pair, \( k_l \), is not present. Now most of the terms in the summation are the same, whether the last pair is present or not. Keeping only the terms that are different, we need to show:

\[
\frac{1}{2^{k_l-2l+1}} \binom{k_l-2l}{k_l-i-1} + \sum_{k=k_l-i+1}^{j-1} \frac{1}{2^{i+k-2l}} \binom{i+k-2l-1}{k-l} \geq \sum_{k=k_l-i}^{j-1} \frac{1}{2^{i+k-2(l-1)}} \binom{i+k-2(l-1)-1}{k-(l-1)}
\]

Let us introduce the new constants \( k_l-2l = \alpha, i-l = \beta, i+j-2l-1 = \gamma \) and a new dummy variable \( t = i+k-2l \). Then the above is equivalent to:

\[
\frac{1}{2^{\alpha+1}} \binom{\alpha}{\beta} + \sum_{t=\alpha+1}^{\gamma} \frac{1}{2^t} \binom{t-1}{\beta-1} \geq \sum_{t=\alpha}^{\gamma} \frac{1}{2^t} \binom{t+1}{\beta}
\]

\[
\iff \frac{2}{2^{\alpha}} \binom{\alpha}{\beta} + \sum_{t=\alpha+1}^{\gamma} \frac{4}{2^t} \binom{t-1}{\beta-1} \geq \sum_{t=\alpha}^{\gamma} \frac{1}{2^t} \binom{t+1}{\beta}
\]

\[
\iff \frac{2}{2^{\alpha}} \binom{\alpha}{\beta} + \frac{\gamma-1}{2^{\alpha+1}} \binom{\gamma-1}{\beta-1} \geq \sum_{t=\alpha}^{\gamma-1} \frac{1}{2^t} \left( \binom{t}{\beta} + \binom{t}{\beta-1} \right)
\]

\[
\iff \frac{2}{2^{\alpha+1}} \binom{\alpha+1}{\beta} + \sum_{t=\alpha+1}^{\gamma-1} \frac{2}{2^t} \binom{t}{\beta-1} \geq \sum_{t=\alpha+1}^{\gamma-1} \frac{1}{2^t} \left( \binom{t}{\beta} + \binom{t}{\beta-1} \right)
\]

\[
\iff \frac{2}{2^{\gamma-1}} \binom{\gamma-1}{\beta} + \frac{2}{2^{\gamma-1}} \binom{\gamma-1}{\beta-1} \geq \sum_{t=\gamma-1}^{\gamma} \frac{1}{2^t} \left( \binom{t}{\beta} + \binom{t}{\beta-1} \right)
\]

\[
\iff \frac{1}{2^{\gamma-1}} \binom{\gamma-1}{\beta} + \frac{1}{2^{\gamma-1}} \binom{\gamma-1}{\beta-1} \geq \frac{1}{2^{\gamma}} \left( \binom{\gamma}{\beta} + \binom{\gamma}{\beta-1} \right)
\]
\[ \iff 2\left(\frac{\gamma}{\beta}\right) \geq \left(\frac{\gamma}{\beta} + \left(\frac{\gamma}{\beta - 1}\right)\right) \iff \left(\frac{\gamma}{\beta}\right) \geq \left(\frac{\gamma}{\beta - 1}\right) \iff \frac{\gamma + 1}{2} \geq \beta \iff \frac{i + j - 2l}{2} \geq i - l \iff j \geq i \]

So the desired result follows. The case \(i \geq j\) is similar and follows from the same chain of implications above. Examining the proof closely, we see that we can actually divide it into two parts:

- We can assume \(k_l = i + j - 1\) without changing the value of \(\Pr[X^i > Y^j]\) (in fact this shows \(\Pr[X^i > Y^j]\) depends only on the number of pairs, and not their positions).
- \(\Pr[Y^{j-1} > X^i > Y^j]\) is higher if \(k_l = i + j - 1\) than if \(k_l = \infty\).

We have another lemma, further examining the coefficients of \(H_j\), which is important to obtain the particular constant we want.

**Lemma 3.** \(\Pr[X^2 > Y^3] - p(2, 3) \leq 2(\Pr[X^1 > Y^3] - p(1, 3)) + (\Pr[X^1 > Y^4] - p(1, 4))\).

**Proof.** The proof consists of 3 cases:

**Case 1:** There are no pairs amongst \(a_1, a_2, a_3, a_4\). Then both sides of the expression are 0, so the result is true.

**Case 2:** There is exactly one pair amongst \(a_1, a_2, a_3, a_4\). To calculate \(\Pr[X^2 > Y^3]\), we use the following formula:

\[
\Pr[X^2 > Y^3] = \Pr[X^2 > Y^2] + \Pr[Y^2 > X^2 > Y^3]
= \frac{1}{2} + \Pr[a_4, a_1 \in X, a_2, a_3 \in Y] + \Pr[a_4, a_2 \in X, a_1, a_3 \in Y] + \Pr[a_4, a_3 \in X, a_1, a_2 \in Y]
\]

We obtain that \(\Pr[X^2 > Y^3] = \frac{12}{16}\) (since if there is one pair, exactly two of the terms in the sum must be \(\frac{1}{2}\), and the other term must be 0). It is easy to see \(\Pr[X^1 > Y^4] = 1\), and we know \(p(2, 3) = \frac{11}{16}\), and \(p(1, 4) = \frac{15}{16}\) from our earlier formula for \(p(i + 1, j + 1)\), so the result is true, even with just the second term on the right hand side.

**Case 3:** There are two pairs amongst \(a_1, a_2, a_3, a_4\). Then, it is easy to see \(\Pr[X^2 > Y^3] = 1\), \(\Pr[X^1 > Y^3] = 1\), \(\Pr[X^1 > Y^4] = 1\), and we can compute \(p(2, 3) = \frac{11}{16}\), \(p(1, 3) = \frac{7}{8}\), \(p(1, 4) = \frac{15}{16}\), so the result is true.

We are finally prepared to analyze the expression of the algorithm’s probability of success which, recall, equals:
Recall lemma 1 which showed that \( \Pr[X^i > Y^j] \leq p(i, j) \) for \( i \geq j \), and note that a simple calculation shows \( \sum_{i=0}^{\infty} p(i + 1, j + 1) x^i = \sum_{k=0}^{j} (2 - x)^{-k-1} \). Therefore, for \( j = 0 \) we have

\[
\int_{c_0}^{c_1} \left( H_0(0) - \int_0^y \frac{H_0(x) - H_0(0)}{x} dx \right) dy \geq \int_{c_1}^{c_0} \left( \frac{1}{2} - \int_0^y \frac{\frac{1}{2} - \frac{1}{2} - \frac{1}{2}}{x} dx \right) dy
\]

\[
- \int_{c_1}^{c_0} \frac{y^3}{3} \left( \Pr[X^4 > Y^1] - p(4, 1) \right) dy
\]

\[
\geq 0.0621 + \left( \Pr[X^1 > Y^4] - p(1, 4) \right) \int_{c_1}^{c_0} \frac{y^3}{3} dy
\]

where we have used the definition of \( H \) and applied lemma 1 for most terms in the series, but carefully preserved one of the terms which will be useful later for the analysis. Similarly for \( j = 1 \) we have

\[
\int_{c_2}^{c_1} \left( H_1(0) - \int_0^y \frac{H_1(x) - H_1(0)}{x} dx \right) dy \geq \int_{c_1}^{c_2} \left( \frac{3}{4} - \int_0^y \frac{\frac{1}{2} + \frac{1}{(2-x)^2} - \frac{3}{4}}{x} dx \right) dy
\]

\[
- \int_{c_1}^{c_2} \frac{y^2}{2} \left( \Pr[X^3 > Y^2] - p(3, 2) \right) dy
\]
\[
\geq 0.0809 + \left( \Pr[X^2 > Y^3] - p(2, 3) \right) \int_{c_2}^{c_1} \frac{y^2}{2} dy
\]

Finally, for \( j = 2 \), we have:

\[
\int_{c_3}^{c_2} \left( H_2(0) - \int_0^y \frac{H_2(x) - H_2(0)}{x} \, dx \right) \, dy \\
\geq \int_{c_3}^{c_2} \left( \frac{7}{8} - \int_0^y \frac{1}{x} \frac{1}{2-x} + \frac{1}{2-x^3} - \frac{7}{8} dx \right) \, dy - \int_{c_3}^{c_2} y(\Pr[X^2 > Y^3] - p(2, 3)) \, dy \\
+ \int_{c_3}^{c_2} (\Pr[X^1 > Y^3] - p(1, 3)) \, dy \\
\geq 0.1073 + \int_{c_3}^{c_2} (\Pr[X^1 > Y^3] - p(1, 3)) - y(\Pr[X^2 > Y^3] - p(2, 3)) \, dy
\]

To obtain the desired result, we just need to observe:

\[
(\Pr[X^2 > Y^3] - p(2, 3)) \left( \int_{c_3}^{c_2} y \, dy - \int_{c_2}^{c_1} \frac{y^2}{2} \, dy \right) \\
\leq 0.0372(\Pr[X^2 > Y^3] - p(2, 3)) \\
\leq 0.1950(\Pr[X^1 > Y^3] - p(1, 3)) + 0.0614(\Pr[X^1 > Y^4] - p(1, 4)) \\
\leq (\Pr[X^1 > Y^3] - p(1, 3)) \int_{c_3}^{c_2} dy + (\Pr[X^1 > Y^4] - p(1, 4)) \int_{c_1}^{c_0} \frac{y^3}{3} \, dy
\]

where the inequality in the middle follows from lemma 2. To conclude, we just add up all the terms above to see that this algorithm achieves a success probability of at least 0.5007 (and in fact, at least 0.5009, as we can observe by rounding to 5 decimal places instead of 4 in the calculation).

### 3 The no-superstars assumption

In this section, we prove that the optimal factor of \( \gamma \simeq 0.5024 \) can be achieved asymptotically when we assume that no particular element contributes significantly to the optimum.

Recall Definition 1: We say that \( X_1, \ldots, X_n \) satisfy the no-\( \epsilon \)-superstars assumption, if for every \( i \in [n] \), \( \Pr[X_i = \max_{1 \leq j \leq n} X_j] \leq \epsilon \).

As before, \( Y_1, \ldots, Y_n \) denote the samples from the respective distributions, which are available to us. \( X_1, \ldots, X_n \) are the numbers revealed in a random order we must accept or reject.

We prove the following lemma.

**Lemma 4.** Under the no-\( \epsilon \)-superstars assumption, it happens with probability at most \( \epsilon k 2^{k-1} \) that there is a pair \( (X_i, Y_i) \) such that both \( X_i \) and \( Y_i \) are among the top \( k \) values overall.

**Proof.** Suppose that we first generate the set of all \( X_i \) and \( Y_i \) values and then we decide independently for each pair which of the two values is \( X_i \) and which is \( Y_i \). We can assume without loss of generality (by some fixed tie-breaking rule) that all the values are distinct.

Let us denote by \( E_i \) the event that \( (X_i, Y_i) \) is the pair maximizing \( \min \{ X_i, Y_i \} \), both \( X_i, Y_i \) are among the top \( k \) values overall, and \( X_i < Y_i \). Let us also denote by \( E_i' \) a sub-event of \( E_i \), where
in addition we require that all the values above $X_i$ are $Y$-values. Observe that conditioned on $E_i$ and the complete set of values (but not which of the other values are $X_{i'}$ or $Y_{i'}$), it happens with probability at least $1/2^{k-2}$ that all the values above $X_i$ are $Y$-values. This is because the number of such values is at most $k - 1$, and each of them (except $Y_i$) is independently chosen to be $X_{i'}$ or $Y_{i'}$. Hence,

$$\Pr[E_i'] \geq \frac{1}{2^{k-2}} \Pr[E_i].$$

Next, we analyze the probability of $E'_i$. This event can only happen if $Y_i$ is among the top $k$ $Y$-values, and $X_i$ is the top $X$-value. We have

$$\Pr[E'_i] \leq \Pr[Y_i \text{ is among the top } k \text{ } Y\text{-values, and } X_i \text{ is the maximum } X\text{-value}]$$

$$= \Pr[Y_i \text{ is among the top } k \text{ } Y\text{-values}] \Pr[X_i \text{ is the maximum } X\text{-value}]$$

$$\leq \epsilon \Pr[Y_i \text{ is among the top } k \text{ } Y\text{-values}].$$

Let us sum up over the indices $i$:

$$\sum_{i=1}^{n} \Pr[E'_i] \leq \sum_{i=1}^{n} \Pr[Y_i \text{ is among the top } k \text{ } Y\text{-values, and } X_i \text{ is the maximum } X\text{-value}]$$

$$\leq \epsilon \sum_{i=1}^{n} \Pr[Y_i \text{ is among the top } k \text{ } Y\text{-values}] = \epsilon k$$

because $\sum_{i=1}^{n} \Pr[Y_i \text{ is among the top } k \text{ } Y\text{-values}]$ is simply the expected number of $Y$-values among the top $k$, which is exactly $k$. Finally, as we argued above,

$$\sum_{i=1}^{n} \Pr[E_i] \leq 2^{k-2} \sum_{i=1}^{n} \Pr[E'_i] \leq \epsilon k 2^{k-2}.$$  

By symmetry, $\sum_{i=1}^{n} \Pr[E_i]$ is exactly half of the probability that we aim to analyze — the cases where the top pair $(X_i, Y_i)$ is among the top $k$ values and it is ordered so that $X_i < Y_i$. Hence, the probability that there is a pair $(X_i, Y_i)$ with both values among the top $k$ overall is at most $\epsilon k 2^{k-1}$.  

The result follows now from the following lemma.

**Lemma 5.** Consider an instance of the two-sided game of Googol where no pair of numbers among the top $2k + 1$ appears on the same card. Then the block-rank algorithm achieves a probability of success $\gamma - O(1/k)$ (where $\gamma \simeq 0.5024$ is the upper bound on the performance of any algorithm in the comparison model).

**Proof.** Let us return to the setup from the previous section, and suppose that amongst $a_1, a_2, \cdots, a_{2k+1}$, no two lie on the same card. Suppose $j \leq k$. Then:

**Fact 3.** $\Pr[X^{1} > Y^{j+1}] = p(1, j + 1)$. This is a direct consequence of Fact 2.
Fact 4. \( \Pr[X^i > Y^{j+1}] \leq p(i + 1, j + 1) \) for every \( i \geq 1 \).
This is true because either \( i \geq j \), in which case it follows from Lemma 2, or else \( i + j \leq 2k \), in which case it follows from Fact 2.

Hence, it follows that if we define \( F_j(x) = \sum_{i=0}^{\infty} p(i+1, j+1) x^i = \sum_{k=0}^{j} (2-x)^{-k-1} \), we must have

\[
\sum_{j=0}^{k} \int_{c_{j+1}}^{c_j} \left( H_j(0) - \int_0^y \frac{H_j(x) - H_j(0)}{x} \, dx \right) \, dy \geq \sum_{j=0}^{k} \int_{c_{j+1}}^{c_j} \left( F_j(0) - \int_0^y \frac{F_j(x) - F_j(0)}{x} \, dx \right) \, dy
\]

We can interpret both sides of the above the expression as the success probability of a blockrank algorithm with \( c_{k+1} = c_{k+2} = \ldots = 0 \). Now from earlier work in the literature analyzing the case of the cards having numbers that are i.i.d. samples\(^2\) (or the “best of the current crop” setting) we know that if we choose the constants \( c_j \) optimally, then

\[
\sum_{j=0}^{\infty} \int_{c_{j+1}}^{c_j} \left( F_j(0) - \int_0^y \frac{F_j(x) - F_j(0)}{x} \, dx \right) \, dy = \gamma.
\]

Furthermore, it must be the case that

\[
\sum_{j=k+1}^{\infty} \int_{c_{j+1}}^{c_j} \left( F_j(0) - \int_0^y \frac{F_j(x) - F_j(0)}{x} \, dx \right) \, dy = O(c_k)
\]

since this is the difference between the performance of two algorithms which differ in their behavior only in the last \( c_k \) fraction of the face-down numbers. Finally once again from previous results in the literature\(^3\), the optimal choice of \( c_j \) satisfies \( \int_0^{c_j} \frac{(1-x)^{1-j-1}}{x} \, dx = 1 \), and \( c_k = O(1/k) \), so the desired result follows.

Hence, we can complete the proof of Theorem 2 as follows. Let us ignore the contributions from the cases where a card with both sides among the top \( k \) values exists. Since this happens with probability at most \( \epsilon k^{2^{k-1}} \), we obtain a factor at least \( (1 - \epsilon k^{2^{k-1}})(\gamma - O(1/k)) \). This argument holds for any \( k \); we can choose \( k = \frac{1}{2} \log \frac{1}{\epsilon} \) and obtain \( (1 - \frac{1}{2}\sqrt{\log \frac{1}{\epsilon}})(\gamma - O(1/\log \frac{1}{\epsilon})) = \gamma - O(1/\log \frac{1}{\epsilon}) \), using the fact that \( \sqrt{\epsilon} = O(1/\log \frac{1}{\epsilon^2}) \).

4 The adversarial order variant

In this section, we wish to establish Theorem 3. We start by establishing the positive result by examining the adversarial order two-sided Game of Googol.

Positive result. Our algorithm is simple: Set the largest (initially) face-up number as a threshold, and accept the first number which beats this threshold. The proof that this algorithm achieves a probability of \( \frac{1}{4} \) is also simple: Suppose the two largest numbers that appear on the cards are \( a_1 \) and \( a_2 \). Note that the algorithm succeeds as long as \( a_2 \) is face-up and \( a_1 \) is face-down. Now there are two possibilities:

\( ^2 \)The notation is quite different from ours, but this follows from lemma 3 and lemma 5 in \([10]\), for example.

\( ^3 \)Similarly, this follows from lemma 4 in \([10]\).
Case 1: $a_1$ and $a_2$ lie on different cards. In this case, $a_2$ is face-up and $a_1$ is face-down with probability $\frac{1}{4}$.

Case 2: $a_1$ and $a_2$ lie on the same card. In this case, $a_2$ is face-up and $a_1$ is face-down with probability $\frac{1}{2}$.

So in either case we win a probability of at least $\frac{1}{4}$.

Negative result. To begin our analysis of the negative result, let us consider the following distribution:

$$X_i$$ and $$Y_i = \begin{cases} i & \text{with probability } p_i \\ 0 & \text{with probability } 1 - p_i \end{cases}$$

It is clear for this choice of distributions that the problem of picking the largest $X_i$ is the same as picking the last nonzero $X_i$.

Therefore, in order to prove the negative result, it suffices to show that it is impossible to solve the following problem with a probability strictly better than $\frac{1}{4}$:

- The single-sample last success problem: Independent Bernoulli random variables $X_1, X_2, \ldots, X_n$ are revealed one by one. We do not know the distribution, but we have a prior condition on there not existing a $j$ for which $X_j = Y_j = 1$. Since this is an event with a probability equal to 1 in the limit as $n \to \infty$, it will not affect our results.

To begin proving this result we first show that it is impossible to do strictly better than $\frac{1}{4}$ for a particular distribution of inputs and a particular class of stopping rules. We will then leverage this to prove the general result with an application of Ramsey’s theorem.

Suppose that the $k^{th}$ 1 amongst the $X_i$ occurs at $X_{t(k)}$. Let us define a random variable $A_k$ to be the total number of 1s that occur amongst $X_1, X_2, \ldots, X_{t(k)}$ and $Y_1, Y_2, \ldots, Y_{t(k)-1}$ (note that $X_{t(k)} \neq 1$ since $X_{t(k)} = 1$). Similarly, we define $B_k$ to be the number of 1s that amongst the $Y_{t(k)+1}, \ldots, Y_n$. We would like to establish that when we observe the $k^{th}$ 1 amongst the $X_i$, and we have to decide whether we would like accept it or not while knowing only $A_k$ and $B_k$, it is impossible to accept the last 1 with a probability strictly better than $\frac{1}{4}$. We formalize this as follows.

We define a stochastic process $(Z_k)_{k=1}^\infty$, where $Z_k = (A_k, B_k)$ for $1 \leq k \leq K = \sum_{i=1}^n X_i$, and $Z_k = \emptyset$ for $k > K$. We consider a new problem where the $Z_k$’s are revealed one by one and the goal is to stop at $Z_K$, i.e. the last time before $Z_k$ becomes $\emptyset$.

Lemma 6. There is no stopping rule adapted to $G_k = \sigma(Z_1, Z_2, \ldots, Z_k)$ (i.e., a stopping rule that makes decisions using only the values of $Z_1, Z_2, \ldots, Z_k$ at time $k$) which succeeds with a probability $\geq \frac{1}{4} + \epsilon$ (for $\epsilon > 0$ independent of $n$) at stopping at time $k = K$.

Proof. As above, we condition on $X_i, Y_i$ never being simultaneously equal to 1. Hence $X_i + Y_i$ is a Bernoulli random variable. Let us define $S = \sum(X_i + Y_i)$, which as a sum of independent Bernoulli variables has a binomial distribution.

---

4Let us note that we are not trying to show this result for a fixed $N$ (in fact, it would be false for a fixed $N$). What we are trying to show is that in the limit as $N \to \infty$ there is no algorithm which does strictly better than $\frac{1}{4}$.
For all \(k\), and for \((a_i, b_i)\) satisfying \(b_1 \geq b_2 \geq \cdots \geq b_k \geq 0\), \(a_i + b_i = a_1 + b_1 + i - 1\), we have:

\[
\Pr[Z_{k+1} = \emptyset, Z_k = (a_k, b_k), Z_{k-1} = (a_{k-1}, b_{k-1}), \ldots, Z_1 = (a_1, b_1)] = \frac{\Pr[S = a_k + b_k]}{2^{a_k + b_k}};
\]

This is because given \(a_k + b_k\), the total number of 1’s should be \(S = a_k + b_k\), and then the sequence \((a_1, b_1), \ldots, (a_k, b_k)\) uniquely determines which 1 should be an \(X_i\) and which one should be an \(Y_i\).

Applying the formula above (with \(k\) replaced by \(k + 1\) and summing over the \(b_k + 1\) choices for \(b_{k+1}\)), we also get:

\[
\Pr[Z_{k+2} = \emptyset, Z_{k+1} \neq \emptyset, Z_k = (a_k, b_k), Z_{k-1} = (a_{k-1}, b_{k-1}), \ldots, Z_1 = (a_1, b_1)] = \frac{b_k + 1}{2^{a_k + b_k + 1}} \Pr[S = a_k + b_k + 1].
\]

It follows that

\[
\frac{\Pr[Z_{k+1} \neq \emptyset, Z_{k+2} = \emptyset \mid G_k]}{\Pr[Z_{k+1} = \emptyset \mid G_k]} = \frac{(B_k + 1) \Pr[S = A_k + B_k + 1]}{2 \Pr[S = A_k + B_k]}
\]

Now since \(B_{k+1} \leq B_k\), and \(A_{k+1} + B_{k+1} = A_k + B_k + 1\), and the distribution of \(S\) is log-concave, it follows that the ratio we just considered is non-increasing in \(k\). Then, applying Theorem 1 in [4], it follows that the optimal stopping rule is the one that stops whenever

\[
\frac{\Pr[Z_{k+1} \neq \emptyset, Z_{k+2} = \emptyset \mid Z_k]}{\Pr[Z_{k+1} = \emptyset \mid Z_k]} \leq 1.
\]

In particular, the optimal stopping rule has the following form: Given the current pair of observations \(A_k = a, B_k = b\), stop if and only if

\[
\frac{(b + 1) \Pr[S = a + b + 1]}{2 \Pr[S = a + b]} \leq 1.
\]

Let us say that the stopping rule accepts \((a, b)\) if this inequality is true. Due to the monotonicity we just demonstrated, the optimal stopping rule is monotone in the sense that if we were ever to predict after observing \((a, b)\) that the stochastic process hits \(\emptyset\) in the next stage, we would continue to predict that the stochastic process would hit \(\emptyset\) if we were to observe \((a', b')\) after \((a, b)\). Hence we can analyze the probability of this stopping rule’s success in the following way (quite similar to our analysis in the random-order variant, though we explain it in different words here):

The probability that the algorithm accepts at some point is exactly the probability that the algorithm would accept if presented with the last occurrence of a nonzero \(X_i\), which is

\[
\sum_{(a, b) \in A} \frac{1}{2^{b+1}} \Pr[S = a + b]
\]

where \(A\) is the set of \((a, b)\) values which the stopping rule accepts. This follows from the fact that \(\frac{1}{2^{b+1}} \Pr[S = a + b]\) is exactly the probability that the configuration at the last occurrence of a nonzero \(X_i\) is \((a, b)\); there should be \(a + b\) total 1’s, and there should be exactly \(b\) nonzero \(Y\)’s after the last nonzero \(X_i\).

The probability that the stopping rule makes the wrong prediction at some point is

\[
\sum_{(a, b) \in A} \frac{b + 1}{2^{b+2}} \Pr[S = a + b + 1]
\]
since again by the monotonicity property, this is exactly the probability that the stopping rule would accept if presented with the penultimate nonzero $X_i$; the probability that this happens with a particular configuration $(a, b)$ is exactly the probability that there are $(b + 1)$ 1’s after this penultimate $X_{K - 1} = 1$, and exactly one of them is the last one, $X_K = 1$, which happens with probability \( \frac{b + 1}{2^{b+2}} \Pr[S = a + b + 1] \).

Hence, the stopping rule’s success probability is

\[
\sum_{(a,b) \in A} \frac{1}{2^{b+1}} \Pr[S = a + b] - \sum_{(a,b) \in A} \frac{b + 1}{2^{b+2}} \Pr[S = a + b + 1]
\]

\[
= \sum_{(a,b) \in A} \left( \frac{1}{2^{b+1}} - \frac{b + 1}{2^{b+2}} \right) \Pr[S = a + b] + \sum_{(a,b) \in A} \frac{b + 1}{2^{b+2}} (\Pr[S = a + b] - \Pr[S = a + b + 1])
\]

\[
\leq \sum_{(a,0) \in A} \frac{1}{4} \Pr[S = a] + \sum_{(a,b) \in A} \frac{b + 1}{2^{b+2}} |\Pr[S = a + b] - \Pr[S = a + b + 1]|
\]

\[
\leq \frac{1}{4} + \sum_{b} \frac{b + 1}{2^{b+2}} \sum_{a} |\Pr[S = a + b] - \Pr[S = a + b + 1]|
\]

\[
\leq \frac{1}{4} + \sum_{b} \frac{b + 1}{2^{b+2}} \left( 2 \max_{c} \Pr[S = c] \right)
\]

\[
\leq \frac{1}{4} + 4 \max_{c} \Pr[S = c]
\]

where the inequality \( \sum_{a} |\Pr[S = a + b] - \Pr[S = a + b + 1]| \leq 2 \max_{c} \Pr[S = c] \) follows from telescoping, and noting that the sequence of probabilities is unimodal. Finally, \( \max_{c} \Pr[S = c] \to 0 \) as \( n \to \infty \), since \( S \) has a binomial distribution with expectation \( \omega(1) \). \qed

Now consider a general algorithm for the single sample last success problem where the input is of large length \( N \), and let us consider its behavior in the situation when there does not exist any \( j \) for which \( X_j = Y_j = 1 \). Let us define \( Q = \{(t, T) \mid t \in T \subseteq [N]\} \).

Suppose the algorithm were to observe \( X_t = 1 \) at time \( t \), and \( \sum_{t=1}^{t-1} (X_i + Y_i) = a \). We claim that without loss of generality, the behavior of the algorithm does not depend on which of the \( a \) past 1’s are \( X_i \)’s or \( Y_i \)’s. This is because any algorithm \( \mathcal{A} \) can be replaced step by step by an algorithm \( \mathcal{A}' \) which, given any such a configuration, makes a prediction that \( \mathcal{A} \) would make if each of the 1’s in the past were randomly assigned to be \( X_i \) or \( Y_i \) (a uniformly random one of the \( 2^a \) configurations). Since the choice of one of these configurations does not affect the distribution of the input in the future, and each of the \( 2^a \) configurations is equally likely to appear on the input, the expected performance of \( \mathcal{A}' \) is the same as that of \( \mathcal{A} \).

It follows that any algorithm for the problem can be thought of as function \( f : Q \to [0, 1] \), by thinking of the probability that the algorithm accepts the 1 it observes at position \( t \) given the set of positions of all the 1s it has observed (amongst \( Y_1, Y_2, \ldots, Y_N \) and \( X_1, X_2, \ldots, X_t \)) is \( T \) as \( f((t, T)) \), which we will write in short as \( f(t, T) \).

Our goal now is to show that even though \( f \) can be incredibly complicated, there is a large subset \( S \) of \( [N] \) on which \( f \) actually looks like a stopping rule of the type we have considered before. Therefore, we prove the following lemma about functions from \( Q \) to \( [0, 1] \) using the hypergraph Ramsey theorem\(^5\) (with a proof similar to Lemma 2.9 in \[16\]):

---

\(^5\)Unfortunately, this argument, relying as it does on the hypergraph Ramsey theorem does not give us particularly good bounds for the optimal probability of success for the single sample last success problem for \( N = 100 \) say.
Lemma 7. Given any $\epsilon > 0$ and any natural number $n$, there is an $N$ so large that for any function $f : Q \to [0,1]$, there is a set $S \subset [N]$ of size $n$, such that for any $T_1, T_2 \subset S$ with $|T_1| = |T_2|$, we have $|f(t_{i,1}, T_1) - f(t_{i,2}, T_2)| \leq \epsilon$, where $t_{i,j}$ is the $i^{th}$ largest element in $T_j$.

Proof. We will actually prove the following slightly stronger statement (because it is easier to demonstrate by induction):

- Given any $\epsilon > 0$ and any natural number $n,m$, there is an $N$ so large that for any function $f : Q \to [0,1]$, there is a set $S \subset [N]$ of size $n$, such that for any $T_1, T_2 \subset S$ with $|T_1| = |T_2| \leq m$, we have $|f(t_{i,1}, T_1) - f(t_{i,2}, T_2)| \leq \epsilon$, where $t_{i,j}$ is the $i^{th}$ largest element in $T_j$.

The proof is a simple induction on $m$. For $m = 1$, imagine coloring each number in $t \in [N]$ with the color $\left\lfloor \frac{f(t,1)}{\epsilon} \right\rfloor$. The required claim is then just an immediate consequence of the pigeonhole principle.

Now imagine we have proven the statement for $m = k - 1$, and we wish to prove the statement for $m = k$.

By the hypergraph Ramsey theorem, we know that there exists $n_0$ so that any coloring of the complete $k$-hypergraph on $n_0$ vertices with $(\lfloor \frac{1}{\epsilon} \rfloor + 1)^k$ colors has a monochromatic clique of size $n$.

By the induction hypothesis (applied with $n = n_0$), there exists $N$ so large that for any $f$, there is a subset $S_0 \subset [N]$ of size $n_0$ so that for any $T_1, T_2 \subset S$ and any $i$, with $|T_1| = |T_2| \leq k - 1$, we have $|f(t_{i,1}, T_1) - f(t_{i,2}, T_2)| \leq \epsilon$. Therefore, we just need to find a further subset of $S_0$ of size $n$, on which $|f(t_{i,1}, T_1) - f(t_{i,2}, T_2)| \leq \epsilon$ is also true for $|T_1| = |T_2| = k$.

Consider the complete $k$-hypergraph with vertices as the number in the set $S_0$. Color the edge $T \subset S_0$ with the color $\left( \left\lfloor \frac{f(t_1, T)}{\epsilon} \right\rfloor, \left\lfloor \frac{f(t_2, T)}{\epsilon} \right\rfloor, \ldots, \left\lfloor \frac{f(t_k, T)}{\epsilon} \right\rfloor \right)$ where $t_1 < t_2 < \cdots < t_k$ are the elements of $T$. The result then follows immediately by Ramsey’s theorem. \qed

What does this lemma tell us about $f$? Fix an $n$, and suppose we make sure that $X_i = 0$ with probability $1$ for all $i \in [N] \setminus S$, and in addition we make $\epsilon$ extremely small. Then $f$, up to an error $\epsilon$, is an algorithm for accepting the last $1$ in $S$ with the property that when it sees $X_{s(t)} = 1$ and has to decide whether to accept it or not, it does not look at the exact position of the $1$s that it has seen, but only the number of $1$s amongst $X_{s(1)}, X_{s(2)}, \ldots, X_{s(t)}$ and $Y_{s(1)}, Y_{s(2)}, \ldots, Y_{s(t-1)}$, and the number of $1$s amongst $Y_{s(t+1)}, Y_{s(t+2)}, \ldots, Y_{s(n)}$, where $s(1) < s(2) < \cdots < s(n)$ is the set of numbers in $S$. But this is exactly the kind of stopping rule for which we have already demonstrated that it is impossible to do strictly better than $\frac{1}{4}$, for by setting $X_i = 1$ with probability $\frac{1}{n^{0.9}}$ for $i \in S$. The desired result follows.
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