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ABSTRACT

The new generation of botnets leverages Artificial Intelligent (AI) techniques to conceal the identity of botmasters and the attack intention to avoid detection. Unfortunately, there has not been an existing assessment tool capable of evaluating the effectiveness of existing defense strategies against this kind of AI-based botnet attack. In this paper, we propose a sequential game theory model that is capable to analyse the details of the potential strategies botnet attackers and defenders could use to reach Nash Equilibrium (NE). The utility function is computed under the assumption when the attacker launches the maximum number of DDoS attacks (i.e., to maximize the probability that the target system become unavailable) with the minimum attack cost while the defender utilises the maximum number of defense strategies (i.e., to maximize the probability that the victim’s system recovers) with the minimum defense cost. We conduct a numerical analysis based on a various number of defense strategies involved on different (simulated) cloud-band sizes in relation to different attack success rate values. Our experimental results confirm that the success of defense highly depends on the number of defense strategies used according to careful evaluation of attack rates.
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1 Introduction

A strong cyber defense system should be able to detect, monitor, and promptly leverage defence mechanisms to the cyber threats including evolving and intelligent attacks [Hou et al. [2020], Brundage et al. [2018], Jang-Jaccard and Nepal [2014], Camp et al. [2019]]. However, traditional defensive techniques cannot avoid the novel and evolving attacks which can leverage AI technology to plan and launch various attacks. AI-powered attacks can be categorized based on AI-aided and AI-embedded attacks. AI-aided attacks are those that leverage AI to launch the attacks effectively. In this type, the intelligent attackers use AI techniques. However, in AI-embedded attacks, the threats are weaponized by AI themselves such as Deep locker [Stoecklin [2018]] while in the AI-aided attacks, the attackers could launch various AI-based techniques to detect and recognize the target network, vulnerabilities, and valuable targets [Kaloudi and Li [2020]]. In fact, they utilize various AI techniques as a tool for various purposes. In [Kaloudi and Li [2020]], the authors investigated the AI-powered cyber attacks and mapped them onto a proposed framework with new threats including the classification of several aspects of threats that use AI during the cyber-attack life cycle.
AI-powered threats are emerging attacks that use AI capabilities to launch various types of attacks to the system such as target attacks, botnet attacks [Wang et al. 2020], DeepLocker [Stoecklin 2018], and so on. Recently, the botnet has been studied in the literature as one of the most crucial threats today. A botnet refers to a group of compromised computers that are remotely controlled by a botmaster via command and control (C&C) channels [Singh et al. 2019]. Based on botnets, multiple types of cyber attacks can be launched against the clouds’ infrastructures and resources from various contexts such as compromised IoT devices, sensors, or online social networks (OSNs) [Faghani and Nguyen 2019]. Distributed Denial of Service (DDoS), Spam, Cryptocurrency Mining is some examples of botnet attacks. However, there are many defensive techniques to detect and defense against botnet attacks [Xing et al. 2021]. The problem arises when the botnets leverage evolving technologies such as deep neural networks (DNN) to avoid detection and conceal the intention and targets. An example of intelligent attacks is the new generation of botnet attacks which are very difficult to be detected by the current decisive strategies [Wang et al. 2020].

Many studies have proposed novel techniques to enhance the strength of defensive techniques to defend against novel threats [Kaloudi and Li 2020], [Wei et al. 2021], [Xu et al. 2021], [Zhu et al. 2020, 2021]. However, they are still many AI-powered attacks that cannot be detected by strong IDS [Hou et al. 2019]. To this end, it is crucial to evaluate the capabilities of both novel threats and possible strategies of defensive systems against the AI-powered attacks using strong decision-making models such as game theory models [Shan and Zhuang 2020].

Game Theory has proved to be very effective in cyber security areas and evaluation of defensive systems by taking some important decisions, devising plans, and optimizing the solutions and has been widely used to address the security of networks and systems [Manshaei et al. 2013], [Attiah et al. 2018], [Rass et al. 2017]. Game theory is a decision-responsive mathematical model which makes one side of a game change its strategy according to the decision made by the counterpart. To a certain extent, game theory can be defined as the principle for using mathematical models to study the conflict and cooperation between intelligent and rational decision-makers. Security problems can be modeled between the players which are mostly a defender (i.e., IDS) and an attacker (i.e. external botnets). However, it is not always possible to determine if the traffic coming from the cloud users is normal or malicious [Lin et al. 2012]. Game theory enables the defender to model its interaction with users whose intentions are unknown to the IDS.

The main contributions of this paper are as follows:

- We provide a comprehensive case study that investigates the main characteristics and the core set of AI functionalities involved in the new generation of AI-based botnet attacks.
- We propose a sequential game theoretical model that formulates both attacker’s and defender’s best strategies and responses then solves the game based on Nash Equilibrium.
- In our proposed model, the utility function is computed based on the attacker’s objective to launch the maximum number of DDoS attacks (i.e., to maximize the probability that the target system become unavailable) with the minimum attack cost while the defender’s objective is to utilise the maximum number of defense strategies (i.e., to maximize the probability that the victim’s system recovers) with the minimum defense cost.
- We provide a numerical analysis on a simulated cloud environment with a various number of defense strategies on different cloud-band sizes against different attack success rate values. Our experimental results confirm that the success of botnet defense has a significant correlation with the attack rates.

The rest of the paper is organized as follows. Section 2 presents some background and related works. Section 3 provides the definitions, notations, and concepts used throughout the paper. In Section 4 Game Theory Model including the definition and notations as well as the game model is presented. The experimental Results and analysis are given in Section 5. Section 6 is the discussion and limitations. Finally, we conclude the paper in Section 7.

2 Related Work

2.1 Botnet Detection Techniques

Bots can launch multiple types of cyberattacks especially Distributed Denial of Service (DDoS) attacks through a Command and Control (C&C) channel which makes them able to communicate with a botmaster. In fact, the botmasters forward the constructive commands to the bots through the C&C channel. Botnets utilize various methods to create C&C channels between bots and botmaster. Traditional C&C channels are built using IRC, HTTP, P2P, and other protocols [Pantic and Husain 2013].

Various botnet detection techniques have been proposed in literature such as abnormal behavior [Maimó et al. 2018], [Nguyen et al. 2020], communication signature-based techniques [Singh et al. 2019], DGA botnet detection [Pei et al. 2021], and so forth [Singh et al. 2019]. In [Maimó et al. 2018], the authors proposed an anomaly detection system.
based on a botnet dataset through a deep learning system. In [Guang et al. 2016], the authors utilized a deep learning method to detect bot activities on the cloud. Based on their method, the basic features were extracted from the network stream and mapped onto grayscale images, Convolutional Neural Network (CNN) was adopted for feature learning, and SVM was used for classification detection. In [Guang et al. 2016], the authors proposed a botnet detection model based on the channel information (such as power consumption). The information was collected on the side of the IoT, and CNN was used to perceive subtle differences in power consumption data.

Deep Neural Network (DNN) models have been widely used to detect botnet attacks [Xing et al. 2021], [Vinayakumar et al. 2020]. In [Vinayakumar et al. 2020], the authors proposed a real-time botnet detection method using a two-level deep neural network. They utilized Siamese neural network to find out the similarity of DNS queries. Similarly, in [Feng et al. 2017], the authors used the Deep learning Image-Net model to classify DNS generated by DGA. Another framework developed for botnet detection named Botnet Security System (BoNeSSy) was proposed in [Gaonkar et al. 2020]. Their proposed method leverages DNN to identify valid and invalid botnet patterns. The advantage of the DNN-based technique is that it is good to identify the botnet traffic pattern. However, DNN-based methods usually suffer from run-time complexity during the learning phase. The run-time in DNN usually increases with the increase in the number of features. Moreover, most of the proposed methods cannot detect the new generations of botnets using AI-powered methods to conceal their intention and targets. As the DNN models cannot be trained for detecting new botnets, it is difficult for them to identify their malicious activities.

Previously, communication of bots and botmasters in an environment (such as IoT or OSNs) was established by hardcoding identification methods into the bots such as IDs, Links, or DGAs. The traditional methods of constructing a secure C&C channel between bots and botmaster have some disadvantages. First, as the identification methods need to be hardcoded into bots, once the defender analyzed the bots, the C&C communications can be monitored and detected. Consequently, the identity of the botmaster could be exposed to the defender. On the other hand, the commands passing through the C&C communication channel are usually encrypted. These encrypted contents help the botnet detection methods to detect abnormal content (i.e. unnecessary encrypted message). With the evolution of Botnet detection, construction of C&C channels pays more attention to concealment and began to utilize some public services such as social network [Yin et al. 2018]. However, in order to create an anomaly-resistant C&C communication on a botnet environment (such as OSNs), in [Pantic and Husain 2015], the authors proposed a method that embeds commands into tweets using metadata of tweets (length). However, the length of a tweet represents an ASCII code in decimal. As a tweet has a maximum length of 140, 7 bits can be conveyed through one tweet. While commands can be issued stealthily, the system has a low capacity. It needs to post N tweets to publish command in the length of N.
2.2 GT-based Botnet Evaluation

Game theory has long been applied to study network security [Chukwudi et al. [2017] and game-theoretic models have been used for botnet detection and evaluation in various studies [Asadi [2021], Wang et al. [2016]].

The study of [10] demonstrates the exploitation pattern of an inherent weakness in local-host alert correlation-based methods and asserts that current local-host alert correlation implementations could allow pockets of cooperative bots to hide in an enterprise-size network. The study of [11] gives a graph-based representation of the infected computers. It provides that we can use graph-partitioning algorithms to separate out the different botnets when a network is infected with multiple botnets at the same time. The study of [12] gives a method for the detection of DDoS attacks using data mining. The study of [13] gives a brief detail of botnet DDoS attack behavior using queuing theory. In [14], a game theory-based model was presented as a defense mechanism against a classic bandwidth-consuming DoS/DDoS attack, which validates the model using NS-3 network simulation tools.

The study of [15] presents a general incentive-based method to model attacker intent, objectives, and strategies and a game-theoretic approach to inferring the ability to model and infer attacker intent, objectives, and strategies. Each attack host is considered as an attacker separately in [15]. In fact, if these hosts are infected and controlled by a botmaster, the threat of a DDoS attack, which is launched by the botnet, is much greater than one attack host.

However, it is important to consider how game theory can be applied to novel and emerging threats in cybersecurity [Xing et al. [2021]].

3 Threat Model on AI-powered Botnet

3.1 Key technologies of AI-powered Botnet

We investigate a new generation of botnets utilizing AI-embedded capabilities for launching various attacks toward a target system. The threat is equipped with AI capabilities which provide the bots and botmasters to be concealed and become undetectable through current botnet detection techniques [Xing et al. [2021], Guang et al. [2016]]. However, the new generation of botnets addressed this problem by using neural networks [Wang et al. [2020]] by covering the C&C communication channel and generating command-embedded contents which seem normal (such as comments in social media, tweets, etc.). These two AI-powered features make the botnet capable to evade current detection techniques such as communication signature, abnormal behaviors, and so forth [Xing et al. [2021]].

Later on in this section, we show how botmasters and bots can further communicate with each other and launch malicious DDoS attacks on a cloud system. They utilize NN to establish undetectable covert communication. Figure 1 shows the main phases of both botmaster and bots from discovering the targets to launching DDoS attacks.

3.2 Botmaster Main Phases

3.2.1 Reconnaissance Phase

In this phase, the botmaster gain required information from the targeted cloud such as vulnerabilities, a list of critical VMs and servers, and the IP address of critical targets. Botmaster is able to use various reconnaissance tools and techniques such as Nessus, Open Vulnerability Assessment Scanner (OpenVAS) for vulnerability detection, and many network discovery and mapping tools such as IPsonar and Nmap [Chauhan [2018]] to gain enough information about the target cloud. We later show that how the botmaster distributes the IP addresses of the targeted VMs in the OSN botnet.

3.2.2 Communication Concealment Initialization Phase

Botmaster needs to provide the bots with some criteria to discover the botmaster. As stated earlier, the current method of communication of bots and botmasters is mostly by hardcoding identification of botmasters such as IDs, Links, or DGAs methods into the bots which is detectable by current botnet detection methods [Ghosh et al. [2021]]. To this end, botmaster needs to conceal its communication with bots. Thes, the neural network model can be used to protect accounts of botmaster and conceal the intent of bots. The bots are able to find the botmaster using the CNN model. This phase includes two main steps: NN model training and feature vectors extraction (as in Figure 2). First, the botmaster trains a NN model to extract feature vectors from some selected avatars. The high-dimensional features are built into bots so that bots can identify botmasters accurately when retrieving comments.
3.2.3 Target Concealment Phase

In this step, the botmaster first needs to determine a trending tweet by crawling the tweets. Then, the botmaster designs a set of rules and agreements for Twitter trends and builds the bots with the rules, and distributed them along with the vectors and model. Moreover, the botmaster needs to generate the covert contents. The contents include the IP address of the targeted VM in the cloud system resulting from the reconnaissance phase of the botmaster. However, if the botmaster decides to encrypt the target IP address in the commands, the abnormal contents will raise anomalies on OSNs. Thus, the posted tweets need to have natural and semantic information. When the bots find the botmaster, the bots parse the comments by calculating the hashes of the tweets. Then, the target VM can be revealed. In fact, the target
IP addresses are embedded into tweets through hash collision. The Target-embedded tweets are posted by the botmaster. After bots found botmaster, IP addresses can be obtained by calculating hashes of the tweets. Thus, for launching attacks on various critical VMs in the cloud, the botmaster needs to generate as many as natural tweet contents that are about the trending topic. For this purpose, the botmaster needs to train a DNN model which requires a lot of data. Botmaster can use data augmentation techniques such as easy data augmentation (EDA) to enlarge the existing dataset and train the DNN model [Wei and Zou [2019]]. By this method, the botmaster can convey the IP address of target VMs to bots to launch DDoS attacks from the botnet to the denoted critical VMs.

3.3 Bots Main Phases

3.3.1 Initializing

In this phase, while bots cannot find botmaster quickly among Twitter users without hardcoded rules, Twitter trends provide a meeting point for them. Twitter trends change with the volume of the tweets under different topics and are updated every 5 minutes, which is difficult to predict. Since ordinary users also discuss different topics, botmaster can hide among them. After the selection of trending topics and embedding of commands, the botmaster posts commands-embedded tweets to the trend. Bots also select a trending topic according to the agreed rule and crawl a lot of tweets along with tweeters’ avatars to the trend. Then bots start identifying botmaster by its avatar.

3.3.2 Botmaster Reconnaissance

As botmaster’s avatar is converted to a vector and distributed with bots. As both the vectors and the model are built into bots, bots can pick botmaster up quickly by comparing distances using the Convolutional Neural Network (CNN). The trained model is used to calculate the distances between avatars from Twitter users and the built-in vectors to identify botmaster. A selected vector and a crawled avatar are fed into the model, and the model outputs the distance of the inputs. By comparing the distance with a threshold, bots can identify whether the avatar is from botmaster or not (as illustrated in Figure 3).

3.3.3 Launching Attack

After the botmaster is recognized by bots. The comments need to be parsed to obtain the IP address of the target VM in the cloud. Bots compute the hashes of tweets posted by the botmaster to find a successful collision and find the IP address. However, the advanced attackers can utilize AI techniques such as those as discussed above to launch various Distributed denial of service (DDoS) attacks to the target system (such as critical cloud components).

DDoS can be launched from various sources such as IoT and OSNs toward targets aiming to disrupt the crucial services in a network or the VMs running on a cloud. This can lead to service and system disruption and finally causes system breakdown. After finding the targets, botnet launches targeted VMs remotely (such as in Kolias et al. [2017]). The well-known botnets such as Mirai Kolias et al. [2017] can be detected by botnet detection techniques. However, a new generation of botnets explained in this section using AI-powered technologies equipped with target and intention concealment cannot be detected by current detection methods.

Thus, it is important to utilize the game theory to model the attacker and defender’s capabilities and evaluate the best strategies for both parties against each other. This may help the defense to find its ultimate defensive strategies against such attacks. Moreover, the game theory models can be leveraged to evaluate the effects of these types of attacks against the target system (e.g. cloud system).

4 DDoS Botnet Attack Evaluation Through Sequential Game Theory Model

4.1 System Model

We define our model based on a cloud system including multiple cloud-band nodes that are connected to each other hierarchically. We first define a cloud system as follows.

**Definition 1.** A cloud system can be defined as $\mathcal{C} = \{\mathcal{N}, \mathcal{E}\}$, where $\mathcal{N}$ is a set of cloud components or nodes including Virtual Machines (VMs), routers, switches, and so forth. Then, $\mathcal{E}$ is a set of connections between the cloud’s components. Then, the cloud system includes $n$ number of sub-clouds or cloud-bands $\mathcal{CB} = \{\hat{c}_1, \hat{c}_2, \ldots, \hat{c}_n\}$. We then define a cloud-band as $\hat{c}_k = \{V M_k, E_k\}$ where $V M_k$ is a subset of VMs in cloud-band $\hat{c}_k$ and $E_k \subseteq \{V M_k \times V M_k\}$ denoted the connectivities of those VMs in cloud-band $\hat{c}_k$. 
Figure 4: System Model: DDoS attacks flow from Online Social Networks (OSN) Botnet toward the Cloud VMs.

4.2 Notations and Assumptions

The notations and definitions used for modeling attack and defense are presented as follows:

- $\hat{\mathcal{C}}_1$: cloud-band 1, main cloud entry, at level 1.
- $\hat{\mathcal{C}}_2$: cloud-band 2, cloud node, at level 2.
- $\hat{\mathcal{C}}_3$: cloud-band 3 or resource node at level 3.
- $n$: the total number of cloud-bands that are connected to each other hierarchically. In here $n = 3$, as the cloud system has only three cloud-band or cloud levels.
- $|\hat{\mathcal{C}}_k|$: the total number of VMs existing in a specific cloud-band $\hat{\mathcal{C}}_k$.
- $\min_k$: minimum number of active, defended, or un-attacked VMs for a specific cloud-band $\hat{\mathcal{C}}_k$ so that the cloud-band can maintain its functionality (providing reliable service to the users).
- $\alpha_k$: the number of VMs in cloud-band $\hat{\mathcal{C}}_k$ which are under botnet attacks.
- $\epsilon_k$: a subset of VMs in cloud-band $\hat{\mathcal{C}}_k$ which are fully exploited by flowing DDoS Botnet attack. Note that those VMs lose their functionality due to successful attack. Note that $|\epsilon_k| \leq |\hat{\mathcal{C}}_k|$.
- $\delta_k$: the number of VMs recovered or defended VMs in cloud-band $\hat{\mathcal{C}}_k$. Note that those VMs gain their functionality due to successful defense.
- $p_k$: the probability of attack success for each VM in cloud-band $k$ (VM is exploited or under DDoS attack). Note that in the presence of successful attack, the VM fails to serve its task.
- $L_{d,k}$: the defender loss for cloud-band $\hat{\mathcal{C}}_k$ resulting from the breakdown of that specific cloud-band. However, $L_{d,k}$ shows the importance of cloud-band $\hat{\mathcal{C}}_k$. Thus, higher value of $L$ indicated higher importance of cloud-band.
- $G_{a,k}$: the attacker gain for cloud-band $\hat{\mathcal{C}}_k$ resulting from the breakdown of that specific cloud-band.
- $f_k$: the probability that attacker launch internal attack from exploited VM in cloud-band $\hat{\mathcal{C}}_k$ to adjacent cloud-band $\hat{\mathcal{C}}_{k+1}$ or $\hat{\mathcal{C}}_{k-1}$.
- $C_{d,k}$: the cost of a successful defense or recovery of exploited VM in cloud-band $\hat{\mathcal{C}}_k$. Note that the cost unit is based on each VM.
- $C_{a,k}$: the cost of a successful attack in cloud-band $\hat{\mathcal{C}}_k$. Note that the cost unit is based on each VM.
- $P_k(\epsilon_k, \delta_k)$: the probability that cloud-band $\hat{\mathcal{C}}_k$ is functional (the cloud-band provide reliable services to the clients) under the number of attacks $\alpha_k$ and defense $\delta_k$ for cloud-band $\hat{\mathcal{C}}_k$. 


5 Game Model Formulation

We modeled a sequential game where the defender movement is before the attacker’s actions. In practice, a sequential game where the defender moves first and might be more realistic than a simultaneous game. The defender could intentionally reveal the defense strategy in order to influence the attacker’s strategy or the attacker could use techniques such as spying to learn about the defender’s strategy [Sanjab and Saad 2016].

We define the sequential game as $G = (\mathcal{P}, (S), (U))$, where $\mathcal{P} = \{A, D\}$ denotes two players as attacker and defender. The attacker is the malicious botnet attacker which uses various bots to execute its commands over the cloud, and the other player is the cloud defender. Both attackers and defenders are two players of a game and can be represented by $A$ and $D$, respectively. Each player $p \in \mathcal{P}$ can choose a (pure) Strategy $s_p$ from the strategy space $\mathcal{S}_p = \{s^1_p, ..., s^j_p\}$. The strategy for the defender is to assign a number of defense for each cloud-band $c_k$. Note that assigning a defense incurs cost for the defender. Thus, the defender should find reasonable number of defenses for each cloud-band to gain most security with lower defense cost. In fact, for the cloud system which includes three cloud-bands, the defense strategy is to devote a number of defense to each cloud-band to avoid the sub-cloud’s breakdown with the lowest cost. For instance, $s^i_A = (\delta_{c_1}, \delta_{c_2}, \delta_{c_3})$ indicates that the defender deployed $\delta_{c_1}$, $\delta_{c_2}$, and $\delta_{c_3}$ number of defenses to cloud-bands $c_1$, $c_2$, and $c_3$, respectively. However, the attacker objective is to launch as many as DDoS attacks to the VMs in the cloud system to maximize the probability that system become unavailable with minim attack effort and cost. Then, the attacker’s strategy can be defined by assigning the number of attacks to each cloud-band. For instance, $s^i_A = (\alpha_{c_1}, \alpha_{c_2}, \alpha_{c_3})$ indicates that the attacker launched $\alpha_{c_1}$, $\alpha_{c_2}$, and $\alpha_{c_3}$ number of attacks to cloud-bands $c_1$, $c_2$, and $c_3$, respectively. Thus, $s^i_A = (\alpha_{c_1} = 5, \alpha_{c_2} = 5, \alpha_{c_3} = 2)$ indicates that the first attacker’s strategy is to launch 5 DDoS attacks to cloud-band $c_1$, together with 5 and 2 attacks on cloud-bands $c_2$, and $c_3$, respectively.

The outcome of the game is a final strategy chosen by each player as $s = (s_A, s_D)$. The payoff function for a player for a given strategy can be defined as $u_p(s_A, s_D)$, and $S$ is a set of all possible strategies that can be chosen by both attacker and defender such that $S \in S_A \times S_D$.

5.1 Utility Function

In this game, the defender intends to find out a trade-off between the defense costs and security benefits. However, the attacker tries to defend a number of VMs under attacks. The attacker launches botnet DDoS attacks toward the VMs. The defender tries to defend a number of VMs in the cloud. In the presence of successful defense, the impacted VM can be recovered. The probability that the cloud-bands preserve their functionality can be modeled based upon a binomial random variable, which is defined under the number of failed VMs due to successful attacks (under DDoS attacks). In this case, the probability describes a binomial distribution, where the probability of success is the combined probability of a successful attack on a VM of cloud-band $c_k$. Thus, the probability of functionality of the cloud-band $c_k$ is $0$ if $0 \leq \delta_k < \min_k$ as there are fewer defense efforts against the minimum number of operational VMs, and $c_k$ is $1$ if $\delta_k \geq e_k + \min_k$ which means the cloud-band will operate normally since the defense efforts is more than the sum of both attack efforts and required defense. Likewise, the probability of functionality of the cloud-band can be computed as Equation (1), if $\min_k \leq \delta_k < e_k + \min_k$.

$$P_k(\alpha_k, \delta_k) = \sum_{|e_k| = 0}^{\delta_k - \min_k + 1} \binom{\alpha_k}{|e_k|} p_k^{|e_k|} (1 - p_k)^{\alpha_k - |e_k|}$$

Finally, the optimization problem can be formulated based on the objective functions of both attacker and the defender. Note that, the unit costs of defending and attacking would prevent unlimited defense and attack efforts. Consequently, we expect both the defender and attacker to try to find out a balance between defending and attack so that the attacker increases the breakdown probability of each cloud band with the lowest attack cost while the defender increases the
Thus, for the cloud system represented in Figure 4, the defender’s utility function can be determined as Equation (3).

\[ u_D(s_D; s_A) = u_D(\alpha_{\hat{e}_1}, \alpha_{\hat{e}_2}, \ldots, \alpha_{\hat{e}_n}; \delta_{\hat{e}_1}, \delta_{\hat{e}_2}, \ldots, \delta_{\hat{e}_n}) = \]

\[
\max_{\delta_{\hat{e}_1}, \delta_{\hat{e}_2}, \delta_{\hat{e}_3}} \sum_{k=1}^{n} P_{\hat{e}_k} L_{d, \hat{e}_k} - \sum_{k=1}^{n} C_{d, \hat{e}_k} \delta_{\hat{e}_k} - (1 - P_{\hat{e}_1})(f_{\hat{e}_1, \hat{e}_2} L_{d, \hat{e}_2} + f_{\hat{e}_1, \hat{e}_2} f_{\hat{e}_2, \hat{e}_3} L_{d, \hat{e}_3}) \]

Defender gain for cloud’s functionality - Total cost of defense - Loss due to internal attack extension

Thus, for the cloud system represented in Figure 4, the defender’s utility function can be determined as Equation (3).

\[
\max_{\alpha_{\hat{e}_1}, \alpha_{\hat{e}_2}, \alpha_{\hat{e}_3}} \sum_{k=1}^{n} (1 - P_{\hat{e}_k}) G_{a, \hat{e}_k} - \sum_{k=1}^{n} C_{a, \hat{e}_k} \alpha_{\hat{e}_k} + (1 - P_{\hat{e}_1})(f_{\hat{e}_1, \hat{e}_2} L_{a, \hat{e}_2} + f_{\hat{e}_1, \hat{e}_2} f_{\hat{e}_2, \hat{e}_3} L_{a, \hat{e}_3}) \]

Attacker’s gain for cloud’s breakdown - Total cost of attacks - Gain due to internal attack extension

Similarly, the utility function of the attacker aiming to attack the whole cloud system can be formulated as Equation 4.

Consequently, for the cloud system represented in Figure 4, the attacker’s utility function can be determined as Equation (5).

\[
(1 - P_{\hat{e}_1}) G_{d, \hat{e}_1} + (1 - P_{\hat{e}_2}) G_{d, \hat{e}_2} + (1 - P_{\hat{e}_3}) G_{d, \hat{e}_3} - C_{a, \hat{e}_1} \alpha_{\hat{e}_1} - C_{a, \hat{e}_2} \alpha_{\hat{e}_2} - C_{a, \hat{e}_3} \alpha_{\hat{e}_3} + (1 - P_{\hat{e}_1})(f_{\hat{e}_1, \hat{e}_2} G_{a, \hat{e}_2} + f_{\hat{e}_1, \hat{e}_2} f_{\hat{e}_2, \hat{e}_3} G_{a, \hat{e}_3}) \]

5.2 Game quantification and solving

5.2.1 Nash Equilibrium

Nash Equilibrium is used in the cyber security game theory to find the best response (defense) based on the mixed strategy. Both defender and attacker seek optimal strategies, and no one has an incentive to deviate unilaterally from their equilibrium strategies despite their conflict for security objectives. We denote a mixed strategy for a player \( p \) as \( \sigma_p = (p^1, \ldots, p^n) \). Note that \( \sum_j P^j = 1 \). The a set of all possible mixed strategies can be represented as \( \Delta S_p \) for the player \( p \) (the set of all probability distributions over the pure strategies of player \( p \)). Then, \( \sigma = (\sigma_{p_1}, \sigma_{p_2}, \ldots, \sigma_{p_n}) \). Lets denote the \( \sigma_{-p} \) as the mixed strategy of the opponent player (can be either attacker or defender). The outcome of the game based on the mixed strategy can be written as \( \sigma = (\sigma_p, \sigma_{-p}) \). Then, the expected payoff to player \( p \) as a function of the mixed strategy profile played by the players in the game can be represented as \( u_p(\sigma_p, \sigma_{-p}) \). A strategy profile \( \sigma \) is a Nash Equilibrium if, for each \( p \), her choice \( \sigma_p \) is a best response to the other players’ choices \( \sigma_{-p} \), or based on math definition \( u_p(\sigma_p, \sigma_{-p}) \geq u_p(\sigma'_p, \sigma_{-p}) \) for all \( \sigma'_p \in S_p \).
Table 1: Parameters and values used for conducting experiments

| Parameter | Details | Values |
|-----------|---------|--------|
| CB        | The number cloud-bands (levels) | 30, 50 |
| \(|\epsilon_1|\) | The number of VMs in cloud-band 1 | 1 |
| \(m_{\epsilon_1}\) | Minimal maintenance/defense for cloud-band 1 | 100 |
| \(b_{\epsilon_1}\) | The number of defenses for cloud-band 1 | 20–30 |
| \(\alpha_{\epsilon_1}\) | The number of attacks on critical nodes in \(\epsilon_1\) | 20–42 |
| \(p_{\epsilon_1}\) | Attack success probability for each VM in \(\epsilon_1\) | 10–25% |
| \(I_{D,\epsilon_1}\) | Defender loss for \(\epsilon_1\) breakdown | 20 |
| \(G_{\epsilon_1}\) | Attacker gain for \(\epsilon_1\) breakdown | 15 |
| \(C_{D,\epsilon_1}\) | Cost of defense for a critical VM in \(\epsilon_1\) | 0.5 |
| \(C_{A,\epsilon_1}\) | Cost of attack for a critical VM in \(\epsilon_1\) | 0.4 |

5.2.2 Sub-game perfect Nash equilibrium

In this sequential game, we assume that the defender moves first. The defender strategy may be revealed by the attacker. This helps the defender to evade the attacker and influence the attacker’s strategy. We define the defender’s best strategy as:

\[ s'_D = \arg \max_{\delta'_{\epsilon_1}, \delta'_{\epsilon_2}, \delta'_{\epsilon_3}} u_D(\alpha_{\hat{\epsilon}_1}, \alpha_{\hat{\epsilon}_2}, \ldots, \alpha_{\hat{\epsilon}_n}; \delta'_{\epsilon_1}, \delta'_{\epsilon_2}, \delta'_{\epsilon_3}), \]

where \(s'_D = (\delta'_{\epsilon_1}, \delta'_{\epsilon_2}, \delta'_{\epsilon_3})\) is the best response to the strategy used by the attacker \(s'_A = (\alpha_{\hat{\epsilon}_1}, \alpha_{\hat{\epsilon}_2}, \alpha_{\hat{\epsilon}_3})\).

However, we define the attacker’s best strategy as:

\[ s'_A = \arg \max_{\alpha_{\hat{\epsilon}_1}, \alpha_{\hat{\epsilon}_2}, \alpha_{\hat{\epsilon}_3}} u_A(\alpha_{\hat{\epsilon}_1}, \alpha_{\hat{\epsilon}_2}, \ldots, \alpha_{\hat{\epsilon}_n}; \delta_{\epsilon_1}, \delta_{\epsilon_2}, \delta_{\epsilon_3}), \]

where \(s'_A = (\alpha_{\hat{\epsilon}_1}, \alpha_{\hat{\epsilon}_2}, \alpha_{\hat{\epsilon}_3})\) is the best response to the strategy used by the defender \(s'_D = (\delta'_{\epsilon_1}, \delta'_{\epsilon_2}, \delta'_{\epsilon_3})\).

In this section, we formulate the game theory model to evaluate the various strategies and interactions between both the defender and attacker in terms of assigning the number of attacks and defense against the three cloud layers (named as cloud-bands). We formulate both attacker’s best DDoS attack strategies toward all cloud bands and the defender’s best responses based on the function where the number of VMs attacked and the number of defense assigned to avoid the cloud breakdown.

5.3 Numerical Results Analysis

To conduct the experiments, we simulated a large cloud-band model as represented in Figure 4 as used in Alavizadeh et al. [2021, 2019, 2018, 2017]. We assumed that the botnet DDoS attacks are launching from the online social network based on various attack rates as defined in Section 3. The cloud model includes two cloud-band nodes that can hold up to 100 VMs each and a resource node. Each cloud band includes up to 50 critical VMs which are connected to the Internet (i.e., front-end servers). The exploitation of a portion of the critical VMs may cause cloud breakdown. We also assumed that the successful attack rates noted as the attack success probability (ASP) are the same for all critical nodes. The ASP denotes the severity of attacks launching through the OSN botnet on the cloud.

We study the attacker’s and defender’s responses assuming that the attacker can launch attacks to \(\alpha_k\) number of critical VMs in each cloud-band \(\hat{\epsilon}_k \in CB\). The defender can deploy up to \(|\hat{\epsilon}_k|\) defense on each cloud band. We conducted a sensitivity analysis to evaluate the effects of different key parameters on the proposed model. Table 1 represented the baseline parameters we utilized for conducting results.

We conduct the numerical results based on various number of defense on cloud-band \(\hat{\epsilon}_k\) (20 \(\leq\) \(\delta_{\epsilon_k}\) \(\leq\) 42) based on various attack success rate \(p_k\) values such as 0.1, 0.15, 0.20, 0.25. Moreover, we evaluate the cloud functionality probability \((P_k)\) based on various values of \(p_k\) and minimum number of maintenance \(m_{\hat{\epsilon}_k}\) against attack number \(\alpha_{\hat{\epsilon}_k} = 30\). We further evaluated cloud functionality probability \((P_k)\) based on various values of \(p_k\) and minimum number of maintenance \(m_{\hat{\epsilon}_k}\) against attack number \(\alpha_{\hat{\epsilon}_k} = 50\).

Scenario (i). Figure 6a depicts the results of cloud functionality probability values for a cloud that needs at least 20 running VMs. The results are conducted based on 30 attacks and a various number of devoted defense under four attack success rates. The results show that the appropriate number of defense for \(P_k\) values of 0.1, 0.15, 0.2, 0.25 are 24, 26, 28, 30 respectively to keep the cloud system functional with the probability of higher 90%. It is also noticeable that devoting more than 30 defense has no effects on cloud functionality and only increases the defense cost.

Scenario (ii). Figure 6b compares the results of cloud functionality probability values for a cloud that needs at least 25 running VMs to avoid breakdown. The results are conducted based on 30 attacks and four different attack success
rates. The results show that the appropriate number of defense for $P_k$ values of 0.1, 0.15, 0.2, 0.25 are 28, 30, 32, 34 respectively to keep the cloud system functional with the probability of higher 90%. It is clear that assigning less than 25 defenses under these circumstances leaves the cloud system under an unreliable condition with a cloud functionality probability of lower 10%.

Scenario (iii). Figure 5c illustrates the results of cloud functionality probability values for a cloud that needs a minimum of 30 running VMs. The results are conducted based on various numbers of defense while 30 attacks launched toward the cloud-based on four different attack success rates. The results show that the appropriate number of defense for $P_k$ values of 0.1, 0.15, 0.2, 0.25 are 34, 36, 38, 40 respectively to keep the cloud system functional with the probability of higher 90%. It is clear that assigning less than 30 defenses under these circumstances leaves the cloud system under an unreliable condition with a cloud functionality probability of lower 10%.

Scenario (iv). Figure 5d demonstrates the results of cloud functionality probability values for a cloud that needs a minimum of 20 running VMs. The evaluation is based on 50 attacks toward the cloud with different rates of attack success probability. The number of defense is between 20 and 40. The results show that the appropriate number of defense to keep the cloud functionality more than 90% under different $P_k$ values of 0.1, 0.15, 0.2, 0.25 are 27, 30, 33, 35 respectively. It is clear that assigning less than 20 defenses under these circumstances leaves the cloud system under an unreliable condition with cloud functionality probability of lower 10% while assigning more than 37 defense is not reasonable and affordable based on the defined parameters.

Scenario (v). Figure 5e demonstrates the results of cloud functionality probability values for a cloud that needs a minimum of 25 running VMs under 50 number of attacks with different attack success rates. The results show that the appropriate number of defenses to keep the cloud functionality more than 90% in this scenario under different $P_k$ values of 0.1, 0.15, 0.2, 0.25 are 33, 35, 37, 40 respectively. It is clear that assigning less than 25 defenses under these circumstances leaves the cloud system under an unreliable condition with a cloud functionality probability of lower 10%.

Scenario (vi). Figure 5f demonstrates the results of cloud functionality probability values for a cloud that needs a minimum of 30 running VMs under 50 number of attacks with different attack success rates. The results show that the
appropiate number of defense to keep the cloud functionality more than 90% in this scenario under different $P_k$ values of 0.1 and 0.15 are 36 and 40 respectively. However, the 40 number of defense for the attack rates of 0.2 and 0.25 leads to lower cloud functionality probability with the values of 70% and 40%, respectively.

Based on the results discussed in the above scenarios, we conclude that different attack rates need to be considered and evaluated before denoting the number of defense strategies to the cloud.

5.4 Discussion and Limitations

In this paper, we evaluated both attacker’s and defender’s best strategies against each other while the attacker benefit from an AI-powered botnet attack toward a cloud system. The attacker is equipped with a deep neural network model to conceal the botmaster and bots communication and find and launch DDoS attacks on various critical targets on a cloud model. We summarize the main phases of a new generation of botnet threats:

- **Neural Network Model:** A neural network model is used to protect accounts of botmasters and conceal the intent of bots, as it is very difficult for adversaries to obtain the accounts in advance even if they get the model and vectors.

- **Covert Communication:** Then bots start identifying botmaster by its avatar. As the botmaster’s avatar is converted to a vector and distributed with bots, bots can pick the botmaster up quickly by comparing distances using the neural network model.

- **Commands Embeddings:** Target IP addresses are embedded into tweets generated by EDA through hash collision. The Target-embedded tweets are posted by the botmaster. After bots found botmaster, commands can be obtained by calculating hashes of the tweets.

However, detection of a new generation of botnet threats is a challenging task due to the characteristics and behaviors of these threats summarized as follows.

- **Neural network inabilities:** Current proposed neural network models are not able to detect novel threats. The detection of new generation botnets is difficult as there are not enough data about the emerging botnets to train the neural network models. Thus, these models fail an accurate detection or prevention.

- **Communication detection limitation:** One of the important methods to defend against botnets is to detect the botmaster. The detection of the botnet is performed through the discovery of communication of bots and botmaster by analyzing the behaviors in the communication stages (C&C). A new generation of botnets utilized concealment techniques for covert communication.

- **Botnet identification difficulties:** As the novel botnets utilize the DNN model to hide the identity of botmaster and no longer use hardcoding identification methods in the bots, detection of botmaster is very difficult based on current techniques.
While it is very difficult to monitor, detect, or prevent this new generation of AI-based botnet threats based on the current defensive methods, one can still benefit from the key benefit of game theory to evaluate the overall impact of such an attack on a system based on both attack and defense to find out the best defensive strategies to mitigate the attack impacts (such as avoiding system failure or breakdown as discussed in Section 5). However, the main limitation of game theory in this paper is that the game model is only used to evaluate the best strategies for the defenders to adjust the number of defenses against DDoS attack flows on many targets. However, a more useful defensive method needs to be deployed in addition to an optimal number of defenses to benefit the defensive techniques. Moreover, the attack-defense analysis on the proposed game in this paper assumed that both attacker and defender only conduct one-shot confrontation. However, the model needs to be extended as a dynamic attack-defense game model and treated as a contentious and multi-stage process. Finally, in this study, we only assumed that attacks are launching from OSN to the simulated cloud. However, we didn’t simulate the OSN botnet in this study and only utilized theoretical evaluation based on the assumption of different attack rates from botnet to the cloud. We plan to simulate OSN botnet against a realistic cloud testbed in our future work.

Beyond the proposed game theory model to evaluate the best defense strategies against AI-powered botnet threats in this work, we believe it is incumbent on us to discuss other possible countermeasures to provide an insight for future research and direction as follows:

- **Proactive defensive methods**: Leveraging the key benefit of proactive defensive methods such as Moving Target Defense. MTD provides a new perspective of a defense system by continuously changing the attack surface, which makes it harder for attackers to achieve their goals. This benefits defender based on the following: (i) MTD can ruin the information gathered by botmaster in the botnet reconnaissance phase explained in Section 3, which botmaster spend time and effort to obtain information about the critical target machines, (ii) as concealing the targets is a time-consuming task, MTD causes the target-embedded comments in OSN to become useless for bots. In this case, bots may spend time extracting the targets and launch attacks on the targets which have already been changed by MTD.

- **New IDS generation**: New IDS techniques equipped with deep learning utilizing Generative adversarial networks (GANs) can potentially enhance the capability of detecting new attack features and hence increase the detection rate. New IDS generation can also be incorporated and evaluated using the game theory models.

### 6 Conclusion

AI-powered botnets leverage DNN techniques to conceal their identity and intentions. While the detection of a new generation of botnet attacks is difficult based on the current defensive methods, the impact of the new generation of botnet attacks toward a target system such as the cloud needs to be evaluated to help the defender to mitigate the risks resulting from these attacks. In this paper, we formulate a sequential game theory model to evaluate both the best defense and attack strategies in terms of the number of attacks and defenses for AI-powered botnet attacks toward a cloud system. We formalized the defender’s optimal strategy based on the number of effective defenses by considering the cost of defense to avoid the cloud system’s breakdown while the attacker launches various DDoS attacks toward the critical components of the cloud.
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