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Abstract

Recent work proposed \( \delta \)-relevant inputs (or sets) as a probabilistic explanation for the predictions made by a classifier on a given input. \( \delta \)-relevant sets are significant because they serve to relate (model-agnostic) Anchors with (model-accurate) PI-explanations, among other explanation approaches. Unfortunately, the computation of smallest size \( \delta \)-relevant sets is complete for \( \text{NP}^\text{PP} \), rendering their computation largely infeasible in practice. This paper investigates solutions for tackling the practical limitations of \( \delta \)-relevant sets. First, the paper alternatively considers the computation of subset-minimal sets. Second, the paper studies concrete families of classifiers, including decision trees among others. For these cases, the paper shows that the computation of subset-minimal \( \delta \)-relevant sets is in \( \text{NP} \), and can be solved with a polynomial number of calls to an \( \text{NP} \) oracle. The experimental evaluation compares the proposed approach with heuristic explainers for the concrete case of the classifiers studied in the paper, and confirms the advantage of the proposed solution over the state of the art.

1 Introduction

Recent work proposed \( \delta \)-relevant inputs (or sets) [42], which represent probabilistic explanations for the predictions made by a classifier given some input. \( \delta \)-relevant sets were shown to generalize both Anchors [33] and PI-explanations [36], thus revealing a connection between model-agnostic explanations (e.g. Anchors) and model-accurate explanations (e.g. PI-explanations). Moreover, \( \delta \)-relevant sets offer a natural solution for increasing the interpretability of PI-explanations, at the cost of obtaining intuitive explanations that hold in most, but not all, points in feature space. A formidable downside of \( \delta \)-relevant sets is that their computation is hard for \( \text{NP}^\text{PP} \). This signifies that for most practical examples, the time for computing minimum \( \delta \)-relevant sets will be prohibitive in practice. To address the computational complexity of finding minimum \( \delta \)-relevant sets, a number of solutions can be envisioned. A first solution is the approximate computation of \( \delta \)-relevant sets. However, for this solution, the formal guarantees offered by \( \delta \)-relevant sets may no longer hold. A second solution is to identify which ML models allow for the efficient computation of \( \delta \)-relevant sets. Finally, a third solution is to investigate possible ways of relaxing the original definition of \( \delta \)-relevant sets [42].

This paper addresses the second and third solutions listed above. First, the paper proposes alternative definitions of \( \delta \)-relevant sets. Second, the paper analyzes the computation of (different variants of) \( \delta \)-relevant sets in the case of decision trees (DTs).

Preprint. Under review.
Although generally regarded as interpretable [17, 34, 25], recent work showed that DTs can exhibit explanation redundancy [3, 17], i.e. there exist DTs containing paths that are (possibly arbitrarily) longer than a PI-explanation [46]. Furthermore, existing experimental evidence confirms that explanation redundancy is observed in DTs learned with state of the art DT learners [17]. Thus, even in the case of DTs, the computation of δ-relevant sets is of interest when the goal is to improve the interpretability of ML models.

The main results of the paper can thus be summarized as follows. First, the paper shows that, for the decision version of computing a minimum size δ-relevant set (i.e. the problem studied in recent work [42]), is in NP in the case of DTs. The proof of this result offers a solution for computing a minimum-size δ-relevant set, in the case of DTs, by using maximum satisfiability modulo theories (MaxSMT) [4, 6]. Second, the paper shows that, in the case of DTs, a relaxed definition of δ-relevant set enables the computation of (relaxed) subset-minimal δ-relevant sets in polynomial time. Third, the paper shows that ML models based on knowledge compilation (KC) languages [11], including those studied in recent papers on XAI for KC languages [36, 37, 10, 2, 1], the computation of (relaxed) subset-minimal δ-relevant sets is also in polynomial time. Fourth, the paper shows that recently proposed duality results for explanations [15, 13], which in practice enable the enumeration of explanations, can be extended to the setting of δ-relevant sets.

Related work. The growing adoption of ML in different settings motivates the recent interest in explainability [27, 2, 33, 20, 43, 26]. Well-known approaches for explaining ML-models are model-agnostic and based on heuristic solutions [32, 21, 33]. These approaches offer no formal guarantees of rigor, and practical limitations have been reported in recent years [3, 28, 38, 19]. More recently, model-accurate non-heuristic approaches to explainability have been investigated [36, 15, 10, 13, 2, 1, 22]. These non-heuristic approaches are characterized by formal guarantees of rigor, e.g. explanations are valid in any point in feature space. Unfortunately, non-heuristic methods also exhibit a number of drawbacks, including for example scalability, explanation size, and the inability to compute explanations with probabilistic guarantees. Recent work [42] revealed ways of relating heuristic and non-heuristic explanations. Our paper builds on this recent work.

Organization. The paper is organized as follows. [Section 2] introduces the notation and definitions used in the rest of the paper. [Section 3] discusses δ-relevant sets and a number of alternative definitions. [Section 4] delves into duality between different kinds of explanations when δ-relevant sets are considered. [Section 5] discusses the computation of cardinality-minimal and subset-minimal δ-relevant sets in the case of decision trees. [Section 6] presents experimental results for computing δ-relevant sets in the case of DTs. Finally, [Section 7] concludes the paper.

2 Preliminaries

Classification problems & formal explanations. This paper considers classification problems, which are defined on a set of features (or attributes) \( F = \{1, \ldots, m\} \) and a set of classes \( K = \{c_1, c_2, \ldots, c_K\} \). Each feature \( i \in F \) takes values from a domain \( D_i \). In general, domains can be boolean, integer or real-valued. Feature space is defined as \( F = D_1 \times D_2 \times \ldots \times D_m = \{0, 1\}^m \). For boolean domains, \( D_i = \{0, 1\} = \mathbb{B}, \quad i = 1, \ldots, m \), and \( F = \mathbb{B}^m \). The notation \( x = (x_1, \ldots, x_m) \) denotes an arbitrary point in feature space, where each \( x_i \) is a variable taking values from \( D_i \). The set of variables associated with features is \( X = \{x_1, \ldots, x_m\} \). Moreover, the notation \( v = (v_1, \ldots, v_m) \) represents a specific point in feature space, where each \( v_i \) is a constant representing one concrete value from \( D_i = \{0, 1\} \). An instance (or example) denotes a pair \( (v, c) \), where \( v \in F \) and \( c \in K \). (We also use the term instance to refer to \( v \), leaving \( c \) implicit.) An ML classifier \( M \) is characterized by a classification function \( \kappa \) that maps feature space \( F \) into the set of classes \( K \), i.e. \( \kappa : F \to K \).

We now define formal explanations. Prime implicant (PI) explanations [36] denote a minimal set of literals (relating a feature value \( x_i \) and a constant \( v_i \in D_i \) that are sufficient for the prediction \( c \)). Formally, given \( v = (v_1, \ldots, v_m) \in F \) with \( \kappa(v) = c \), a PI-explanation (AXp) is any minimal subset \( X \subseteq F \) such that,

\[
\forall (x \in F). \left[ \bigwedge_{i \in X}(x_i = v_i) \right] \Rightarrow (\kappa(x) = c) \tag{1}
\]

1PI-explanations are related with abduction, and so are also referred to as abductive explanations (AXp) [14]. More recently, PI-explanations have been studied from a knowledge compilation perspective [3, 1], but also in terms of their computational complexity [3].
AXPs can be viewed as answering a ‘Why?’ question, i.e. why is some prediction made given some point in feature space. A different view of explanations is a contrastive explanation \([24]\), which answers a ‘Why Not?’ question, i.e. which features can be changed to change the prediction. A formal definition of contrastive explanation is proposed in recent work \([13]\). Given \(v = (v_1, \ldots, v_m) \in \mathcal{F}\) with \(\kappa(v) = c\), a CXp is any minimal subset \(\mathcal{Y} \subseteq \mathcal{F}\) such that,
\[
\exists (x \in \mathcal{F}), \bigwedge_{j \in \mathcal{F} \setminus \mathcal{Y}} (x_j = v_j) \land (\kappa(x) \neq c)
\]  
(2)

Building on the results of R. Reiter in model-based diagnosis \([31]\, [13]\) proves a minimal hitting set (MHS), or hypergraph transversal \([5]\) duality relation between AXPs and CXPs, i.e. AXPs are MHSes of CXPs and vice-versa. Throughout the paper, \((\text{MHS}(\mathcal{Z}))\) denote the set of (minimal) hitting sets of \(\mathcal{Z}\).

**Relevant sets.** \(\delta\)-relevant sets were recently proposed \([42]\) as a formalization of explanation that enables relating different types of explanation \([42]\). We briefly overview the definition of relevant set and associated definitions. The assumptions regarding the probabilities of logical propositions are those made in earlier work \([42]\). Let \(\text{Pr}_x(A(x))\) denote the probability of some proposition \(A\) defined on the vector of variables \(x = (x_1, \ldots, x_m)\), i.e.
\[
\text{Pr}_x(A(x)) = \frac{|\{x \in \mathcal{F} : A(x) = 1\}|}{|\mathcal{F}|}, \quad \text{Pr}_x(A(x) \mid B(x)) = \frac{|\{x \in \mathcal{F} : A(x) = 1, B(x) = 1\}|}{|\{x \in \mathcal{F} : B(x) = 1\}|}
\]  
(3)

**Definition 1** (\(\delta\)-relevant set \([42]\)). Let \(\kappa : \mathcal{B}^m \rightarrow \mathcal{K} = \mathcal{B}, \ v \in \mathcal{B}^m, \ \kappa(v) = c \in \mathcal{B}, \) and \(\delta \in [0, 1]\). \(\mathcal{S} \subseteq \mathcal{F}\) is a \(\delta\)-relevant set for \(\mathcal{K}\) and \(\mathcal{v}\) if,
\[
\text{Pr}_x(\kappa(x) = c \mid x_S = v_S) \geq \delta
\]  
(4)

(where the restriction of \(x\) to the variables with indices in \(S\) is represented by \(x_S = (x_i)_{i \in S}\)).

(Observe that \(\text{Pr}_x(\kappa(x) = c \mid x_S = v_S)\) is often referred to as the precision of \(S\) \([13]\, [28]\).) Thus, a \(\delta\)-relevant set represents a set of features which, if fixed to some pre-defined value (taken from a reference vector \(v\)) ensure that the probability of the prediction being the same as the one for \(v\) is no less than \(\delta\).

**Definition 2** (Min-\(\delta\)-relevant set). Given \(\kappa, \ v \in \mathcal{B}^m, \) and \(\delta \in [0, 1]\), find the smallest \(k\), such that there exists \(S \subseteq \mathcal{F}\), with \(|S| \leq k\), and \(S\) is a \(\delta\)-relevant set for \(\kappa\) and \(v\).

With the goal of proving the computational complexity of finding a minimum-size set of features that is a \(\delta\)-relevant set, earlier work \([42]\) restricted the definition to the case where \(\kappa\) is represented as a boolean circuit. (Boolean circuits were restricted to propositional formulas defined using the operators \(\lor, \land\) and \(\neg\), and using a set of variables representing the inputs; this explains the choice of inputs over sets in earlier work \([42]\)). Observe that \([Definition 2]\) imposes no such restriction on the representation of the classifier, i.e. the logical representation of \(\kappa\) need not be a boolean circuit.

**Decision trees.** A decision tree \(\mathcal{T}\) is a directed acyclic graph having at most one path between every pair of nodes. \(\mathcal{T}\) has a root node, characterized by having no incoming edges. All other nodes have one incoming edge. We consider univariate decision trees where each non-terminal node is associated with a single feature \(x_i\). Each edge is labeled with a literal, relating a feature (associated with the edge’s starting node) with some values (or range of values) from the feature’s domain. We will consider literals to be of the form \(x_i \in E_i\). \(x_i\) is a variable that denotes the value taken by feature \(i\), whereas \(E_i \subseteq \mathcal{D}_i\) is a subset of the domain of feature \(i\). The type of literals used to label the edges of a DT allows the representation of the DTs generated by a wide range of decision tree learners (e.g. \([41]\)). It is assumed that for any \(v \in \mathcal{F}\) there exists exactly one path in \(\mathcal{T}\) that is consistent with \(v\). By **consistent** we mean that the literals associated with the path are satisfied (or consistent) with the feature values in \(v\).

**Running example.** Throughout the paper, we will consider the decision tree shown in \([Figure 1]\) as the running example.

**Example 1.** We consider the example DT from \([Figure 1]\). For this example and for simplicity, all features are binary with \(D_i = \{0, 1\}\). It is also assumed that \(Pr(x_i = 0) = Pr(x_i = 1) = 1/2\), which we represent respectively by \(\alpha\) and \(\beta\), to allow other values to be considered. Some of the paths

---

\(^2\)Although the running example considers boolean features (with \(\mathcal{D}_i = \{0, 1\}\)) and boolean classification, similar conclusions would be obtained if we were to consider instead real-valued features, e.g. having \(\mathcal{D}_i = [0, 1]\).
in the DT are also shown. Moreover, let the instance be \( \mathbf{v} = (v_1, v_2, v_3, v_4, v_5, v_6, v_7, v_8, v_9) = (1, 1, 1, 1, 0, 0, 0, 0, 1) \) with prediction \( c = 1 \). Since \( \mathbf{v} \) is consistent with the path ending at node 23, by inspection, we can conclude that a possible explanation is \( \mathcal{X} = \{1, 2, 3, 4, 9\} \), i.e. the features listed in the path. It can be shown that this corresponds to a PI-explanation.

![Figure 1: DT used as running example](image)

### 3 Complementary Definitions of Relevant Sets

Given the prohibitive complexity of solving the Min-\( \delta \)-Relevant-Set problem, this section proposes alternative definitions of minimal relevant sets, which are shown to yield efficient algorithms for some concrete ML models. First, we consider subset-minimal relevant sets instead of cardinality-minimal sets. However, we relax the restrictions that features are boolean and the classification problem is restricted to two classes.

**Min-C\( \delta \)-Relevant-Sets.** Following earlier work on PI-explanations [46], we consider subset-minimal relevant sets.

**Definition 3 (C\( \delta \)-relevant set).** Let \( \kappa : \mathbb{F} \rightarrow \mathcal{K} \), \( \delta \in [0,1] \), and instance \( \mathbf{v} \in \mathbb{F}, c \in \mathcal{K} \). \( S \subseteq \mathbb{F} \) is a C\( \delta \)-relevant set for the classifier-instance pair, \( \kappa \) and \( (\mathbf{v}, c) \), if (4) holds.

(The difference of C\( \delta \) to plain \( \delta \) relevant sets is that \( \mathbb{F} \) and \( \mathcal{K} \) become unrestricted.) As noted in earlier work, a (smallest) PI-explanation is a 1-relevant set for a given pair \( \kappa \) and \( (\mathbf{v}, c) \). Furthermore, the main difference with respect to Anchors [33] is the assumptions made with respect to sampling. As noted in earlier work [42], \( \delta \)-relevant sets can be related with different efforts for computing explanations [33, 36, 18].

**Definition 4 (Min-C\( \delta \)-Relevant-Set).** Let \( \kappa : \mathbb{F} \rightarrow \mathcal{K} \), \( \delta \in [0,1] \), and instance \( \mathbf{v} \in \mathbb{F}, c \in \mathcal{K} \). A Min-C\( \delta \)-Relevant-Set is a (subset-)minimal subset \( S \subseteq \mathbb{F} \) that is C\( \delta \)-relevant for \( \kappa \) and \( (\mathbf{v}, c) \).

(Observe that, in contrast with the definition of Min-\( \delta \)-Relevant-Set [42], where the objective is to compute a cardinality-minimal set, the objective of the definition of Min-C\( \delta \)-Relevant-Set is to compute a subset-minimal set.) For the case where \( \kappa \) is implemented as a boolean circuit (propositional formula defined on the operators \( \lor, \land \) and \( \neg \)), Min-\( \delta \)-Relevant-Set is hard for NP\(^{PP}\), with the decision problem in NPP\(^ {PP} \) [42]. Although the complexity of Min-C\( \delta \)-Relevant-Set is unknown, we conjecture that it is similar to the one of Min-\( \delta \)-Relevant-Set. Moreover, we have the following result.

**Proposition 1.** Deciding whether a set \( S \in \mathbb{F} \) is a C\( \delta \)-relevant set is PP-hard.
We associate with \(C\) (The proof in included in the supplementary materials.) It should be underlined that the high complexity of exactly solving Min-\(\delta\)-Relevant-Set and Min-C\(\delta\)-Relevant-Set in the general case represents a key practical limitation. One additional difficulty with computing a subset-minimal C\(\delta\)-relevant set is that its definition is non-monotone. \(^3\) can be written as follows,

\[
Pr_x(\kappa(x) = c \mid x_S = v_S) = \frac{\{|x \in F : \kappa(x) = c \land (x_S = v_S)\}|}{|\{x \in F : (x_S = v_S)\}|}
\]

As the size of set \(S\) is reduced (e.g. as we search for a minimal set), both the numerator and the denominator can change. Hence, the value of \(Pr_x(\kappa(x) = c \mid x_S = v_S)\) is not guaranteed to shrink, and in some settings this value can grow.

**Min-I\(\delta\)-Relevant-Sets.** We show later in the paper that, by considering the probability of the conjunction of two events instead of the conditional probability, the resulting monotone definition of relevant set enables more efficient computation of subset-minimal relevant sets. One has four possible outcomes when considering two events. In our case that means we can have: \(\kappa(x) = \kappa(v), x_S = v_S\), \(\kappa(x) = \kappa(v), x_S \neq v_S\), \(\kappa(x) \neq \kappa(v), x_S = v_S\), and \(\kappa(x) \neq \kappa(v), x_S \neq v_S\). We are interested in picking sets \(S\) that minimize the odds of picking an assignment consistent with \(S\) and obtaining a different prediction. Hence, our concern will be to identify sets \(S\) that minimize \(Pr(\kappa(x) \neq \kappa(v), x_S = v_S)\).

**Definition 5 (I\(\delta\)-relevant set).** Let \(\kappa : F \rightarrow K, \delta \in [0, 1]\), and instance \((v \in F, c \in K)\). \(S \subseteq F\) is an I\(\delta\)-relevant set for the classifier-instance pair \(\kappa\) and \((v, c)\), if \((5)\) holds:

\[
Pr_x(\kappa(x) \neq \kappa(v), x_S = v_S) \leq \delta
\]

From the definition of conditional probability (see above in this section), it is immediate to observe that,

\[
Pr_x(\kappa(x) \neq \kappa(v), x_S = v_S) = \frac{\{|x \in F : \kappa(x) \neq c \land (x_S = v_S)\}|}{|\{x \in F\}|}
\]

**Definition 6 (Min-I\(\delta\)-Relevant-Set).** Let \(\kappa : F \rightarrow K, \delta \in [0, 1]\), and instance \((v \in F, c \in K)\). A Min-I\(\delta\)-Relevant-Set is a minimal subset \(S \subseteq F\) that is I\(\delta\)-relevant for \(\kappa\) and \((v, c)\).

By observing that for larger sets we can only increase the likelihood of the function differing from the value of \(\kappa(v)\), we have the following result.

**Proposition 2.** I\(\delta\)-relevant sets are monotone, i.e. for \(S_1 \supseteq S_2\), it is the case that,

\[
Pr_x(\kappa(x) \neq \kappa(v), x_{S_1} = v_{S_1}) \leq Pr_x(\kappa(x) \neq \kappa(v), x_{S_2} = v_{S_2})
\]

### 4 Duality Results for Relevant Sets

Duality results between different types of explanation enable the implementation of explanation enumeration algorithms \([13, 15]\). This section proves one initial duality result between \(\delta\)-relevant sets. Given earlier work \([15, 13]\), additional results can be envisioned.

Let \(C\) be a predicate, \(C : 2^F \rightarrow \{0, 1\}\), such that,

\[
C(S) = [Pr_x(\kappa(x) \neq c, x_S = v_S) \leq \delta]
\]

We associate with \(C\) a set of subsets of \(F\),

\[
C = \{S \subseteq F \mid C(S)\}
\]

In addition, we define a set of minimal sets,

\[
C_{min} = \{S \subseteq F \mid C(S) \land \forall (\mathcal{U} \subseteq S). \neg C(\mathcal{U})\}
\]

Next, we introduce the dual predicate \(D\), \(D : 2^F \rightarrow \{0, 1\}\), such that,

\[
D(T) = \neg C(F \setminus T) = [Pr_x(\kappa(x) \neq c, x_{F \setminus T} = v_{F \setminus T}) > \delta]
\]

The dual of \(\delta\)-relevant sets are sets \(T\) of features which if changed entail a change of class with a probability \(> \delta\) and are thus probabilistic analogues of contrastive explanations \([13]\). As done above,
we can define the following sets:

\[ D = \{ T \subseteq F \mid D(T) \} \]
\[ D_{\text{min}} = \{ T \subseteq F \mid D(T) \land \forall (V \subseteq T), \neg D(V) \} \]

Given the above, monotonicity of the predicates \( C \) and \( D \) (see Proposition 2), allows us to prove the following results,

**Proposition 3.** \( C = HS(D), D = HS(C), C_{\text{min}} = MHS(D), \) and \( D_{\text{min}} = MHS(C). \)

**Proof.** First, we consider \( C = HS(D) \). Suppose, there exists \( S \) such that it is not a hitting set of sets in \( D \). Namely, \( S \) does not hit some set \( T \in D, S \cap T = \emptyset \). By definition, \( S \subset F \setminus T \). We recall that a predicate \( P \) is monotone if for all \( S, S' \subseteq F, \)

\[ S \subset S' \land P(S) \rightarrow P(S'). \]

Hence, as \( S \subset F \setminus T \) and \( C(S) \) holds, \( C(F \setminus T) \) must hold. This leads to a contradiction as \( D(T) = \neg C(F \setminus T) \) by definition. The reverse direction, \( D = HS(C) \), is similar.

Second, we consider \( C_{\text{min}} = MHS(D) \). The proof that \( S \in C_{\text{min}} \) is a hitting set of \( D \) follows from the argument above as \( C_{\text{min}} \subseteq C \). Next, we suppose \( S \in C_{\text{min}} \) is not a minimal hitting set of \( D \). Let \( G \subseteq H \) be the minimal hitting set. By definition of minimality of \( S \), \( \neg C(G) \) must hold. Consider \( W \) such that \( G = F \setminus W \). We have that \( \neg C(G) = \neg C(F \setminus W) = D(W) \). Therefore, \( W \in D \). As \( G \cap W = \emptyset \) by construction, \( G \) does not hit \( W \in D \) and it is not a hitting set. The reverse direction, \( D_{\text{min}} = MHS(C) \), is similar. \( \square \)

### 5 Relevant Sets for DTs & Other Classifiers

This section shows that the decision problem for \( \delta \)-relevant (and so \( C\delta \)-relevant) sets is in NP when \( \kappa \) is represented by a decision tree \(^4\). Thus, Min-\( C\delta \)-Relevant-Set can be solved with at most a logarithmic number of calls to an NP oracle. (This is true since we minimize on the number of features.) This section also shows the decision problem for \( I\delta \)-relevant sets is in P. Thus, the Min-\( I\delta \)-Relevant-Set can be solved in polynomial time in the case of DTs. Furthermore, this section extends the previous results to the case of knowledge compilation (KC) languages \(^{11}\).

**Path probabilities for DTs.** Let \( v \in F \) and suppose that \( \kappa(v) = c \in K \). For a DT \( T \), let \( \mathcal{P} = \{ P_1, \ldots, P_M \} \) denote the paths with prediction \( c \), and let \( \mathcal{Q} = \{ Q_1, \ldots, Q_N \} \) denote the paths with a prediction in \( K \setminus \{ c \} \). Let \( \mathcal{R} = \mathcal{P} \cup \mathcal{Q} \) denote the set of all paths in the DT \( T \). For \( R_j \in \mathcal{R} \), let \( |R_j| \) denote the number of points in \( F \) consistent with \( R_j \). Thus, the path probability of any path \( R_j \in \mathcal{R} \) is, \( \Pr(R_j) = |R_j|/|F| \). (The path probability of some tree path \( R_j \) is the empirical probability of a point in feature space chosen at random being consistent with the path \( R_j \).) As a result, we get,

\[
\sum_{R_j \in \mathcal{P}} \Pr(R_j) + \sum_{R_j \in \mathcal{Q}} \Pr(R_j) = 1
\]

Moreover, \(|F| = |D_1| \times \cdots \times |D_m|\). For each path \( R_j \), let \( d_i \) denote the number of values in \( D_i \) that is consistent with the literals defined on \( x_i \) in path \( R_j \). Thus, \(|R_j| = d_1 \times \cdots \times d_m\).

**Example 2.** For the example in Figure 1, Table 1 shows the path probability for each path in the DT, computed using the above definition of path probability.

**Min-\( C\delta \)-Relevant-Sets for DTs.** Whereas in the general case, deciding whether there exists a \( \delta \)-relevant set of size no greater than \( k \) is complete for NPP \(^{12}\), in the case of DTs, one can prove that this decision problem is in NP (and the same applies in the case of a subset-minimal \( C\delta \)-relevant set).

**Proposition 4.** For DTs, given \( v \in F \), with \( \kappa(v) = c \in K \), deciding the existence of min-\( \delta \)-relevant set of size at most \( k \) is in NP.

\(^4\)For simplicity, the paper considers the case of non-continuous features. However, in the case of DTs, the results generalize to continuous features.
Proof. We reduce the problem of deciding the existence of a min-$\delta$-relevant set of size at most $k$ to the decision version of the maximum satisfiability modulo theories (SMT) problem \cite{4,6} (assuming a suitable quantifier-free theory).

Let $s_i$ be a boolean variable such that $s_i = 1$ iff $i \in \mathcal{F}$ is included in the $\delta$-relevant set. Moreover, let $t_j$ be a boolean variable, such that $t_j = 1$ iff path $R_j \in \mathcal{P} \cup \mathcal{Q}$ is inconsistent, i.e., some feature $i$ added to the $\delta$-relevant set makes $R_j$ inconsistent. Thus, if path $R_j$ is inconsistent with the value given to feature $i$, then it must be the case that,

$$s_i \rightarrow t_j$$

Also, if $R_j$ is deemed inconsistent, then it must be the case that,

$$t_j \rightarrow \bigvee_{i \in I_j} s_i$$

where $i$ ranges over the set of features $I_j$ that make $R_j$ inconsistent, given $\nu$.

The set of picked features $\mathcal{S}$, (i.e. $\mathcal{S}$ is the set of features having $s_i = 1$), ensures that

$$\Pr_x(\kappa(\mathcal{x}) = \kappa(\mathcal{v}) | x_S = v_S) \geq \delta$$

From which we get,

$$\Pr_x(\kappa(\mathcal{x}) = \kappa(\mathcal{v}) \land x_S = v_S) \geq \delta \times \Pr_x(x_S = v_S) \iff \sum_{j,R_j \in \mathcal{P}} (-t_j) \times \Pr(R_j) \geq \delta \times \sum_{j,R_j \in \mathcal{P} \cup \mathcal{Q}} -t_j \times \Pr(R_j)$$

which is a linear inequality on the $t_j$ variables, since the probabilities are constant. An additional constraint is that the number of $s_i$ variables assigned value 1 cannot exceed $k$, i.e. the bound on the size of the relevant set $\mathcal{S}$:

$$\sum_{i \in \mathcal{F}} s_i \leq k$$

which is another linear inequality, this one on the $s_i$ variables. By conjoining all the constraints, and assignment to the $s_i$ and $t_j$ variables that satisfies the constraints picks a $\delta$-relevant set whose size does not exceed $k$. \hfill \square

Clearly, since the decision problem is in NP, it is immediate how to compute a cardinality minimal $\delta$-relevant set by binary search on the number of $s_i$ variables included in the set. Since the number of variables equals the size of $\mathcal{F}$, then we are guaranteed to need (in the worst-case) a logarithmic number of calls to an NP oracle. Furthermore, since the decision problem for the min-$\delta$-relevant problem is in NP, it is also the case that the decision problem for the min-C$\delta$-relevant problem is also in NP. Finally, we conjecture that the min-$\delta$-relevant set, but also the min-C$\delta$-relevant problem are both hard for NP. These conjectures are further justified below.

**Min-I$\delta$-Relevant-sets for DTs.** One apparent reason to the conjectured complexity is the fact that the conditional probability used for defining $\delta$-relevant and C$\delta$-relevant sets is non-monotone. As a result, earlier in the paper we introduced I$\delta$-relevant sets, which were shown to be monotone in Proposition 2. We now show that, in the case of DTs, computing a subset-minimal I$\delta$-relevant set is in P. The criterion for a set of features to be I$\delta$-relevant is:

$$\Pr_x(\kappa(\mathcal{x}) \neq \kappa(\mathcal{v}), x_S = v_S) \leq \delta$$

Observe that this constraint holds when $\mathcal{S} = \mathcal{F}$ and, by Proposition 2, I$\delta$-relevant sets are monotone. As a result, we can compute a subset minimal I$\delta$-relevant set, as proposed in Algorithm 1 (The algorithm is standard, and can be traced to at least the work of Chinneck & Dravnieks \cite{9}). The novelty is its use for computing min-I$\delta$-relevant-sets.) The algorithm maintains an invariant representing the assertion that the set $\mathcal{S}$ is a I$\delta$-relevant set. Initially, all features are included in set $\mathcal{S}$, i.e., $\mathcal{S} = \mathcal{F}$, and so $\mathcal{S}$ is a I$\delta$-relevant set. The algorithm then iteratively removes one feature at a time, and checks whether the invariant is broken. If it is, then the feature is added back to set $\mathcal{S}$. Otherwise, we are guaranteed, by monotonicity, that for any superset of set $\mathcal{S}$, the invariant holds.

**Example 3.** We consider the running example (see Figure 7) with instance $(\mathcal{v}, \mathcal{c})$ given by $\mathcal{v} = (v_1, v_2, v_3, v_4, v_5, v_6, v_7, v_8, v_9) = (1, 1, 1, 1, 0, 0, 0, 1)$ and $c = \kappa(\mathcal{v}) = 1$. As argued earlier, by setting $\delta = 0$, one AXp is $\mathcal{X} = \{2, 3, 4, 9\}$. Let $\epsilon(\mathcal{S}) = \Pr_x(\kappa(\mathcal{x}) = \kappa(\mathcal{v}), x_S = x_S)$, denoting the error associated with some set of features $\mathcal{S}$. With the purpose of improving the interpretability of the explanation, we set $\delta = 0.03$, and work towards finding an explanation with fewer literals.

To illustrate the execution of the algorithm, we assume that the features are analyzed in the order $\{1, 2, 3, 4, 9\}$. Table 2 summarizes the execution of the algorithm. The algorithm first analyzes...
dropping feature 1 from the explanation \(\mathcal{X}\). In this case, only path \(Q_1\) can be made consistent. Given that the probability of picking an assignment consistent with \(Q_1\) is 0.5, then feature 1 cannot be dropped from the explanation, as that would put the error about the target threshold. Next, the algorithm considers dropping feature 2 from the explanation. In this case, only path \(Q_2\) can be made consistent. Given that the probability of picking an assignment consistent with \(Q_2\) is \((1/2)^6 = 0.015625\), then are still below the target absolute fraction of error of \(\delta = 0.03\). Hence, we remove feature 2 from the explanation. For feature 3, and since feature 2 is already dropped, then both paths \(Q_2\) and \(Q_3\) can be made consistent. In this case, the error raises to 0.0234, but it is still below 0.3, and so feature 3 is also dropped from the explanation. A similar analysis allows concluding that feature 4 can also be dropped from the explanation. In contrast, after removing features 2, 3 and 4, feature 9 cannot be dropped form the explanation. The resulting approximate explanation (i.e. a \(\delta\)-relevant set) is thus \(\{1, 9\}\). Moreover, the explanation \(\{1, 9\}\) ensures that, in more than 97\% of the points in feature space consistent with the values of features 1 and 9, the prediction will be the intended one, i.e. 1.

KC languages \[11\]. Knowledge compilation (KC) languages \[11\] aim at simplifying queries and transformations in knowledge bases, and have recently been used as ML models. Concrete examples include binary decision diagrams \[36, 37\], among others \[2, 3, 1\]. By noting that the explanation algorithm proposed for DTs exploits counting of models after conditioning (i.e. fixing to a value) a set of selected features, then we can conclude that, for KC languages that implement conditioning and model counting in polynomial time, one min-\(\delta\)-relevant set can also be computed in polynomial time.

### 6 Experimental Results

This section summarizes the experimental results, which aim at demonstrating the efficiency of min-\(\delta\)-relevant sets if computed as explanations for DT models trained for various well-known datasets, over heuristic explanations of Anchor \[33\], both in terms of runtime performance and explanation precision.

**Implementation and benchmarks.** Min-\(\delta\)-relevant sets are computed following the ideas of Section 5 and utilizing the polynomial-time Algorithm 1. The prototype implementation of the algorithm (IDRS) is written in Perl while the overall experiment is set up and run in Python. The precision of the resulting explanations is then assessed using the generic (and non-monotone) precision metric of Anchor \[33\]. The experiments are conducted on a MacBook Pro with a Dual-Core Intel Core i5 2.3GHz CPU with 8GByte RAM running macOS Catalina.

The benchmarks used in the experiment include publicly available and widely used datasets. The datasets originate from UCI ML Repository \[40\] and Penn ML Benchmarks \[29\]. The number of

---

**Algorithm 1 Finding one min-\(\delta\)-relevant set (IDRS)**

**Input:** Classifier \(\kappa\), instance \(v\), value \(\delta\)

**Output:** IDRS \(\mathcal{S}\)

1. procedure findIDRS(\(\kappa\), \(v\), \(\delta\))
2. \(\mathcal{S} \leftarrow \{1, \ldots, m\}\)
3. for \(i \in \{1, \ldots, m\}\) do
   - Invariant: \(\Pr_x(\kappa(x) \neq \kappa(v), x_\mathcal{S} = v_\mathcal{S}) \leq \delta\)
4. \(\mathcal{S} \leftarrow \mathcal{S} \setminus \{i\}\)
5. if \(\Pr_x(\kappa(x) \neq \kappa(v), x_\mathcal{S} = v_\mathcal{S}) > \delta\) then
6. \(\mathcal{S} \leftarrow \mathcal{S} \cup \{i\}\)
7. return \(\mathcal{S}\)

| \(\mathcal{S}\) | \(i\) | \(\mathcal{R} = \mathcal{S} \setminus \{i\}\) | \(Q\) paths consistent with \(\mathcal{R}\) | \(\epsilon(\mathcal{R})\) | Decision |
|---|---|---|---|---|---|
| \(\{1, 2, 3, 4, 9\}\) | 1 | \(\{2, 3, 4, 9\}\) | \(Q_1\) | 0.5 | Keep 1 |
| \(\{1, 2, 3, 4, 9\}\) | 2 | \(\{1, 3, 4, 9\}\) | \(Q_2\) | 0.0157 | Drop 2 |
| \(\{1, 3, 4, 9\}\) | 3 | \(\{1, 4, 9\}\) | \(Q_2, Q_3\) | 0.0234 | Drop 3 |
| \(\{1, 4, 9\}\) | 4 | \(\{1, 9\}\) | \(Q_2, Q_3, Q_4\) | 0.0273 | Drop 4 |
| \(\{1, 9\}\) | 9 | \{1\} | \(Q_2, Q_3, Q_4, Q_5\) | > 0.03 | Keep 9 |

Table 2: Execution of Algorithm 1

---

\[\text{The prototype implementation, benchmarks, instructions and log files of the experiment will be made publicly available in the final version of the paper.}\]
Table 3: Assessing explanations of Iδ-relevant sets (IDRS) and comparison with Anchor’s explanations. Columns #F and #I report, resp., the number of features and the number of tested instances, in the dataset. (Note that for a dataset containing less (resp. more) than 10,000 instances, 30% (resp. 3%) of its instances, randomly selected, are used to be explained. Moreover, duplicate rows in the datasets are filtered.) Sub-columns M and avg of column Length show, resp., the maximum and average size of an explanation. Sub-columns avg and dev of column Precision show, resp., the average and standard deviation of the explanation’s precision. Sub-columns m, M and avg of column Runtime report, resp., minimal, maximal and average time in seconds to compute an explanation.

| Dataset | #F | #I | δ | M | avg | dev | m | M | avg | dev | Runtime (s) | Precision (%) | Length |
|---------|----|----|---|---|----|-----|---|---|----|-----|-------------|-------------|--------|
| adult   | 12 | 1766 | 0.0 | 10 | 5.1 | 100 | 0.0 | 0.04 | 0.07 | 0.05 | 6.5 | 0.78 | 0.42 |
|         |    |     | 0.01 | 6  | 3.3 | 85.7 | 20.8 | 0.04 | 0.08 | 0.04 | 6.8 | 0.76 | 0.42 |
|         |    |     | 0.02 | 6  | 2.8 | 83.0 | 16.4 | 0.04 | 0.08 | 0.04 | 7.1 | 0.75 | 0.42 |
|         |    |     | 0.05 | 5  | 1.9 | 77.7 | 21.0 | 0.04 | 0.11 | 0.06 | 7.4 | 0.74 | 0.42 |
| allhyper | 29 | 1113 | 0.0 | 7  | 4.4 | 100 | 0.0 | 0.05 | 0.05 | 0.05 | 7.7 | 0.77 | 0.42 |
|         |    |     | 0.01 | 6  | 3.0 | 98.4 | 4.3 | 0.04 | 0.08 | 0.05 | 8.0 | 0.76 | 0.42 |
|         |    |     | 0.02 | 6  | 1.0 | 97.7 | 6.3 | 0.05 | 0.08 | 0.05 | 8.3 | 0.75 | 0.42 |
|         |    |     | 0.05 | 4  | 1.0 | 97.7 | 6.3 | 0.04 | 0.10 | 0.05 | 8.6 | 0.74 | 0.42 |
| ann-thyroid | 21 | 2139 | 0.0 | 10 | 3.9 | 100 | 0.0 | 0.08 | 0.10 | 0.08 | 9.0 | 0.78 | 0.42 |
|         |    |     | 0.01 | 6  | 1.4 | 96.9 | 11.4 | 0.07 | 0.13 | 0.08 | 9.3 | 0.77 | 0.42 |
|         |    |     | 0.02 | 6  | 1.0 | 96.8 | 11.2 | 0.08 | 0.12 | 0.08 | 9.6 | 0.76 | 0.42 |
|         |    |     | 0.05 | 5  | 0.1 | 95.2 | 9.9 | 0.07 | 0.17 | 0.10 | 9.9 | 0.75 | 0.42 |
| fars    | 29 | 2790 | 0.0 | 15 | 5.9 | 100 | 0.0 | 0.67 | 0.92 | 0.69 | 10.1 | 0.79 | 0.42 |
|         |    |     | 0.01 | 6  | 2.0 | 75.2 | 30.9 | 0.58 | 0.81 | 0.69 | 10.4 | 0.78 | 0.42 |
|         |    |     | 0.02 | 6  | 2.1 | 70.2 | 35.5 | 0.67 | 0.98 | 0.71 | 10.7 | 0.77 | 0.42 |
|         |    |     | 0.05 | 5  | 1.7 | 58.6 | 38.0 | 0.63 | 0.89 | 0.70 | 11.0 | 0.76 | 0.42 |
| kddcup  | 41 | 4368 | 0.0 | 14 | 11.4 | 100 | 0.0 | 0.44 | 4.14 | 0.46 | 11.3 | 0.78 | 0.42 |
|         |    |     | 0.01 | 8  | 4.4 | 53.7 | 42.9 | 0.42 | 0.84 | 0.45 | 11.6 | 0.77 | 0.42 |
|         |    |     | 0.02 | 7  | 4.2 | 51.8 | 22.0 | 0.45 | 0.61 | 0.46 | 11.9 | 0.76 | 0.42 |
|         |    |     | 0.05 | 5  | 2.8 | 38.7 | 22.0 | 0.41 | 0.54 | 0.44 | 12.2 | 0.75 | 0.42 |

Table 3: Assessing explanations of Iδ-relevant sets (IDRS) and comparison with Anchor’s explanations. Columns #F and #I report, resp., the number of features and the number of tested instances, in the dataset. (Note that for a dataset containing less (resp. more) than 10,000 instances, 30% (resp. 3%) of its instances, randomly selected, are used to be explained. Moreover, duplicate rows in the datasets are filtered.) Sub-columns M and avg of column Length show, resp., the maximum and average size of an explanation. Sub-columns avg and dev of column Precision show, resp., the average and standard deviation of the explanation’s precision. Sub-columns m, M and avg of column Runtime report, resp., minimal, maximal and average time in seconds to compute an explanation.

The experiment was set to iterate over some of the unique (see below) instances of a dataset and to compute an explanation for each such instance: either a min-Iδ-relevant set or an anchor. As the baseline, we ran Anchor with the default explanation precision of 0.95. The prototype implementation IDRS was run for the values of δ from \( \{0.05, 0.02, 0.01, 0.0\} \). It should be observed that the proposed experiment gives an advantage to Anchor, as Anchor is allowed to computes explanations guided by its own metric, whereas Iδ-relevant sets know nothing about this metric (which they will be assessed with).

Results. Table 3 details the results of our experiment. First of all, observe that Iδ-relevant sets are extremely simple to compute. Concretely, the runtime of our prototype explainer IDRS normally takes just a fraction of a second per data instance (and never exceeds a second) to get a subset-minimal Iδ-relevant set. This means that it is at least 1–2 orders of magnitude faster than Anchor, which can take up to 138 seconds to get a single explanation, with the average explanation time being up to 10 seconds. Also observe that the runtime of the proposed approach is not affected by the value of δ and tends to be negligible overall.

Second, length-wise Iδ-relevant sets also outperform Anchor. In particular, it is not surprising that the largest Iδ-relevant sets correspond to δ=0 and these on average include up to 11.4 features. Explanation size gets further improved when δ is 0.01, 0.02 or 0.05. Concretely, it is reduced to a few literals per explanation (on average below 5). (Also, please refer to the value of standard deviation shown in the tables.) On the contrary, Anchor’s explanations utilize up to 39 literals, with the average explanation containing 9 literals. These results show an important difference between IDRS and Anchor in terms of interpretability [23].

Finally and somewhat unexpectedly, IDRS outperforms Anchor in terms of explanation precision. Clearly, the precision of Iδ-relevant sets (i.e. δ=0) is 100%, which demonstrates a significant improvement over anchors. What is more interesting, however, is that the average precision of IDRS does not significantly drop down in case of δ \( \in \{0.05, 0.02, 0.01\} \). In particular, its precision is on par with (or better than) the explanations provided by Anchor. All the points above confirm that Iδ-relevant sets if computed for DT models provide a viable alternative to Anchor’s explanations from all the considered perspectives, including runtime performance, explanation size, and precision.
7 Conclusions

δ-relevant sets \[42\] enable the computation of approximate (i.e. non-universally true) explanations, and reveal connections between heuristic explanations and non-heuristic explanations. A major drawback of δ-relevant sets is their computational complexity. This paper shows that for DTs, deciding whether there exists a set of at most \(k\) features that δ-relevant is in NP. Furthermore, the paper proposes relaxed alternative definitions of δ-relevant sets, and shows that such alternative definitions enable the computation of minimal approximate explanations in polynomial time. The paper also derives a first result on the duality between sets of features representing different kinds of (relaxed) δ relevant sets. The experimental results, obtained on large DTs learned with a state of the art tree learner, confirm the practical efficiency and the quality of explanations when compared with the well-known Anchor heuristic explainer \[33\].
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Supplementary Material

Proofs

Deciding $\delta$-relevancy.

Definition 7 (MajSAT [30]). Given a boolean function $f : \{0, 1\}^n \rightarrow \{0, 1\}$, the MajSAT problem is to decide whether the number of points $x$ with $f(x) = 1$ exceeds the number of points with $f(x) = 0$.

It is well-known that MajSAT is PP-complete [30].
Proposition 5. Deciding whether a set $S$ is a $C\delta$-relevant set is PP-hard.

Proof. [Sketch]
We reduce MajSAT to deciding $C\delta$-relevancy.
Let $f : \{0, 1\}^n \rightarrow \{0, 1\}$ be a boolean function. The variables of $f$ are $X = \{x_1, \ldots, x_n\}$.
We want to decide whether $\Pr(f(x) = 1) > \Pr(f(x) = 0)$. We create another function $F : \{0, 1\}^n \times \{0, 1\}^2 \rightarrow \{0, 1\}$, such that the variables of $F$ are $X$ and $P = \{p_1, p_2\}$. Moreover, $F$ is defined as follows:

$$F(x, p) = \begin{cases} 1 & \text{if } p_1 = p_2 = 1 \\ f(x) & \text{otherwise} \end{cases}$$

Set $(x_a, p_a) = ((0, \ldots, 0), (1, 1))$. Clearly, $F(x_a, p_a) = 1$.
Moreover, set $\delta = 0.75$ and pick $S = \{p_1\}$.
Now, if $\Pr(F(x_b, p_b) = 1|(x_b, p_b)_S = (x_a, p_a)_S) > \delta$ iff the number of points with $f(x) = 1$ exceeds the number of points with $f(x) = 0$. \qed