Humans rely more on algorithms than social influence as a task becomes more difficult
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Algorithms have begun to encroach on tasks traditionally reserved for human judgment and are increasingly capable of performing well in novel, difficult tasks. At the same time, social influence, through social media, online reviews, or personal networks, is one of the most potent forces affecting individual decision-making. In three preregistered online experiments, we found that people rely more on algorithmic advice relative to social influence as tasks become more difficult. All three experiments focused on an intellective task with a correct answer and found that subjects relied more on algorithmic advice as difficulty increased. This effect persisted even after controlling for the quality of the advice, the numeracy and accuracy of the subjects, and whether subjects were exposed to only one source of advice, or both sources. Subjects also tended to more strongly disregard inaccurate advice labeled as algorithmic compared to equally inaccurate advice labeled as coming from a crowd of peers.

Algorithms have mastered checkers, chess, poker, and tasks with fewer boundaries such as information search. This expertise has led humans to rely heavily on algorithms. For example, people rely so heavily on Google that they treat it as an external memory source, resulting in them being less able to remember searchable information. As big data has flourished, people have become so comfortable with algorithms that drivers will sleep in their self-driving cars, go on dates with algorithmically-recommended matches, and allow algorithms to run their retirement accounts. However, there are some tasks for which humans prefer to take advice from other humans, such as in medical advice or predicting how funny a joke will be.

Humans often demonstrate greater reliance on advice from algorithms compared to non-algorithmic advice, exhibiting algorithmic appreciation. Relying upon algorithms for analytical tasks is typically advantageous. Even simple algorithms, such as weighting all variables equally, can outperform human prediction. In a meta-analysis of 136 studies, algorithms were 10% more accurate, on average, than non-algorithmic (human) judgment. Consequently, for analytical tasks, we would expect a rational human to demonstrate algorithmic appreciation.

Of course, much of human behavior is not strictly rational. People tend to discount or disregard advice, even when it is not logical to do so. Often, the source of advice dictates how much it is discounted. When people discount advice from other people less than they discount advice from algorithms, particularly after observing an algorithm make a mistake, they demonstrate algorithmic aversion—the opposite of algorithmic appreciation. There is evidence for both algorithmic aversion and appreciation, and it is task dependent. Prior research has also shown that people rely on advice more heavily when tasks become more difficult. However, this effect may not be uniform across sources of advice.

Given these empirical observations, we question whether task difficulty is an important explanatory variable in determining whether people demonstrate algorithmic appreciation or aversion. In our studies of reliance on algorithmic advice, we consider two critical factors: the source of advice and task difficulty. We conducted three preregistered experiments with N = 1500 participants to test the influence of algorithmic advice, compared to social influence, on human decision making. Broadly speaking, social influence encapsulates the myriad ways that humans change their behavior based on the actions of other people. Prior experiments show that when humans are exposed to social influence, the wisdom of the crowd can be reduced, and that the structure of the social network dictates how social influence affects decision-making. Based on subject responses across multiple tasks and under different manipulation conditions, we find that people rely more on algorithmic relative to social advice, measured using Weight on Advice (WOA). Further, we establish that advice acceptance varies as tasks increase in objective difficulty and as advice varies in quality.
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Results
In each experiment, subjects were asked how many people were in a photograph and provided advice that was purported to be from either “an algorithm trained on 5000 images” or “the average guess of 5000 other people.” There was no other introduction to the algorithm or a description of what types of people made the estimates. An equal number of subjects were in each group. We used a large group of peers as a reference group because large groups often makes guesses that are accurate, on average\cite{11,12,13}, and people respond more strongly to advice from large numbers of people compared to advice from a single person\cite{11}. We chose to design the experiment such that the only difference between the two sources of advice was the label, so that we could isolate the effect of advice source. This is a common method of judging reliance on algorithmic advice\cite{11,12}.

We use the Judge Advisor System (JAS) in every experiment. The JAS is an experimental method in which subjects answer a question, are provided advice related to that question, and then asked to answer the question again\cite{27,28,29}. In experiments using the JAS, a common dependent variable is Weight on Advice (WOA). WOA calculates the degree to which an individual changes their answer towards the advice, and thus is a useful measure for describing the extent of algorithmic appreciation or aversion.

All tests described below are two-tailed at the alpha 0.05 significance level and are \( t \) tests of coefficient values from a regression. Summary statistics of the data can be found in Table S1.

Experiment 1: Advice as between subjects treatment. In the initial experiment, subjects were asked to determine how many people were in a picture and received advice that was labeled as either algorithmic or the average of human guesses, and they never received advice from the other source. All advice was the true answer, which was determined by the publisher of the dataset\cite{11}.

Task validation and randomization check. We first assessed whether subjects responded to more difficult problems by taking more time, being less confident, and being less accurate. When comparing within-person easy to hard questions, individuals are significantly more accurate (\( t = 2.745; P = 0.006; 95\% \text{ confidence interval (CI)} = 0.281 \) to 1.684), more confident (\( t = 24.291; P < 0.001; 95\% \text{ CI} = 0.536 \) to 0.630) and take less time (\( t = 4.179; P < 0.001; 95\% \text{ CI} = 0.041 \) to 0.113) for easy problems. In all three models we observed that subjects relied more on advice in difficult questions. Subjects placed more weight on advice for hard questions in our baseline model (\( B = 0.150; P < 0.001; 95\% \text{ CI} = 0.134 \) to 0.167), in the model including hypothesized interactions (\( B = 0.132; P < 0.001; 95\% \text{ CI} = 0.108 \) to 0.153), and in the model including all interactions and control variables (\( B = 0.081; P < 0.001; 95\% \text{ CI} = 0.057 \) to 0.105). Thus, we conclude that subjects perceived the relative difficulty of the questions as designed.

We compared the average initial accuracy, initial confidence, and initial time taken across treatments using a two-sample \( t \)-test. For individuals exposed to algorithmic advice, there was not a statistically significant difference in initial accuracy (\( t = -0.767; P = 0.443; 95\% \text{ CI} = -1.000 \) to 0.438). Individuals receiving algorithmic advice reported higher initial confidence (\( t = 3.93; P < 0.001, 95\% \text{ CI} = 0.149 \) to 0.050) and spent less time on a problem (\( t = 2.00; P = 0.045; 95\% \text{ CI} = 0.00076 \) to 0.07293) when we analyzed all questions. However, if we compare confidence for only the first question subjects saw (before they received any advice), the difference in initial confidence is not significant (\( t = -0.20; P = 0.403; 95\% \text{ CI} = -0.203 \) to 0.082). The difference in time spent on a problem is also not significant when looking at only the first question (\( t = 0.054; P = 0.856; 95\% \text{ CI} = -0.084 \) to 0.149). These results indicate that subjects were effectively equivalent in both conditions, as expected from random assignment. In the aggregate, when they received algorithmic advice, subjects became more confident in their initial guesses and spent less time on a problem in later questions.

Main analyses. To test the preregistered hypotheses, we fit a series of mixed effects linear regressions with random slopes for each subject. The regression results are given in Table S2.

Effect sizes and confidence intervals are shown for the effect of algorithmic advice and difficulty in Fig. 1 below. All figures were made using ggplot2\cite{14}, version 3.3.

There is a positive and significant main effect of algorithmic advice on WOA (\( B = 0.108; P < 0.001; 95\% \text{ CI} = 0.058 \) to 0.158). Similarly, we find a positive and significant interaction effect of algorithmic advice and difficulty on WOA (\( B = 0.036; P = 0.029; 95\% \text{ CI} = 0.004 \) to 0.068)). That is, subjects who receive advice from algorithms on easy problems will revise their responses 11% more than subjects receiving advice from the crowd. Further, if a problem is difficult, subjects revised their answers by an additional 3.6% more when they receive advice from an algorithm, indicating that subjects rely even more on algorithms than they do on the advice of a crowd when the task is difficult.

Finally, we checked whether highly accurate subjects were disproportionately relying on algorithmic advice and found there was no significant difference (\( B = -0.007. P = 0.81, 95\% \text{ CI} = -0.067 \) to 0.053). We did not hypothesize this in our preregistration for the first experiment, although we investigated this further in experiments two and three.

Experiment 2: Advice source as within-subjects treatment. In the second experiment we again show subjects pictures of human crowds and ask them to guess how many people are in the picture. However, in experiment two we make advice source a within-subjects condition. We do so because within-subject designs better control for any differences among subjects\cite{16}. Subjects received five questions for which they received advice that was labeled as the average of 5000 human guesses, and five questions for which they received advice that was labeled as being from an algorithm trained on 5000 pictures. We also introduced numeracy as a new control variable in this experiment\cite{17}. The second experiment includes 514 people, after following the same
exclusion procedures for the first experiment, with the exception of the manipulation check, which we did not use because the advice condition was within-subjects.

Results from the second experiment reinforced the results from the first experiment. In the baseline model without interactions, subjects relied more strongly on advice when it was labeled as algorithmic ($B = 0.069; P < 0.001; 95\% \text{ CI} = 0.052 \text{ to } 0.086$). When interactions are analyzed however, the main effect of algorithmic advice becomes non-significant ($B = 0.027; P = 0.18; 95\% \text{ CI} = -0.013 \text{ to } 0.0670$). We also found that participants relied more on algorithmic than crowd advice for difficult questions ($B = 0.038; P = 0.037; 95\% \text{ CI} = 0.002 \text{ to } 0.074$). The results indicate that there is a net effect of algorithmic appreciation, but that a positive impact is driven entirely by a reliance on algorithms for hard problems. The effects and associated standard errors can be seen in Fig. 2.

Finally, more accurate subjects relied on algorithmic advice to the same degree as less accurate subjects ($B = 0.045; P = 0.15, 95\% \text{ CI} = -0.017 \text{ to } 0.107$).

**Experiment 3: Incorporating low-quality advice.** In the third experiment, we relax a significant assumption made in the other two experiments, in which the advice provided was always the correct answer, and thus was strictly high-quality advice. In the third experiment, we introduce low quality advice, to test whether the findings relied on providing subjects with high quality advice. Low quality advice was a within-subjects condition such that all participants saw the correct answer as advice for half of the questions, and advice that was 100% too high for the other half of the questions. The choice of 100% too high was based on pilot that tested advice that was too high by 50%, 100%, and 150%. Experiment three reinforced the results from the first two experiments. We show the effects of quality and advice source below in Fig. 3—these effects are taken from Model 3 in Table S4.

Subjects relied more strongly on algorithmic advice ($B = 0.059; P < 0.048; 95\% \text{ CI} = 0.0004 \text{ to } 0.1180$), and this effect was magnified for difficult tasks ($B = 0.037; P = 0.028; 95\% \text{ CI} = 0.004 \text{ to } 0.071$). Subjects who were more accurate initially did not rely more on algorithmic advice than the advice of a crowd ($B = 0.064; P = 0.052$). Subjects relied more strongly on good advice than on bad advice ($B = 0.11; P < 0.001, 95\% \text{ CI} = 0.084 \text{ to } 0.144$), and this effect was greater when the source was an algorithm ($B = 0.035; P = 0.043; 95\% \text{ CI} = 0.001 \text{ to } 0.068$). Another way to interpret this finding is that subjects penalized algorithms more for providing bad advice. When a crowd of peers provided low quality advice compared to high quality advice, the baseline from experiments one and two, subjects exhibited a WOA of 11% lower, while bad advice from an algorithm reduced WOA by more than 14%. Lastly, the effect of bad advice was moderated by the difficulty of the question ($B = -0.146; P < 0.001; 95\% \text{ CI} = -0.181 \text{ to } -0.111$). What this means in light of the research question is more nuanced. Our research question is whether people rely more on algorithmic advice than social advice when intellectual tasks become harder, and whether advice quality moderates that effect. The interaction of advice quality and question difficulty may
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**Figure 1.** Source of advice affects subject weight on advice (Experiment 1). Each bar chart depicts results of the mixed effects regression model on N = 5083 observations. All models include accuracy as a control. Error bars correspond to the standard error of the estimated effect. (a) shows the main effect of advice source on WOA; the difference across conditions is significant ($p<0.001$). (b) shows the effect of advice source on WOA across levels of difficulty; all differences are significant ($p<0.05$). Panel A shows the effects using Model 1 from Table S2, Panel B shows the effects using Model 2 from Table S2.
not specifically answer that question, but what it does tell us is that subjects are sensitive to both difficulty and quality in tandem, even after accounting for other factors. Further, we find that our primary treatment—advice source—has a significant effect on WOA even after including this interaction. This result suggests that source has a robust effect across combinations of conditions, lending additional support to one of our main claims.

Additional analyses and robustness checks. It is possible that the findings are due to some unobservable individual skill or quality not eliminated by random assignment. Consequently, we conducted an analysis of covariance\(^5\) to predict WOA and change in confidence using initial accuracy, initial confidence, and initial time spent on the task across each level of advice source and difficulty. Thus, we are able to determine the effect of advice source and difficulty on WOA after controlling for differences in individuals’ skill (accuracy), perceived skill (confidence), and effort (time).
Across all levels of accuracy, initial confidence, and initial time, subjects consistently exhibited higher WOA when receiving advice from an algorithm, when comparing hard questions to hard questions and easy questions to easy questions, see Fig. 4 below. This combination of algorithmic advice and problem difficulty creates the most significant change in subject estimates, with virtually no overlap of the 95% confidence intervals. Finally, we conducted robustness checks on the main models (Fig. S2). We removed subsets of the data to ensure extreme values were not adversely impacting the findings. We excluded the top and bottom 2.5% responses for confidence, time per question, and overall time spent. Across all alternative regressions the findings are consistent. To check for multicollinearity, we removed control variables stepwise. Removing accuracy, initial confidence, and both accuracy and initial confidence did not change the results.

**Summary of experimental results**

When comparing effects across all three experiments, there is remarkable consistency in the most important finding, namely, people rely more on algorithmic advice than tasks become more difficult. When using the baseline model outlined in the Analytical Approach in the following section, we find no significant differences in the interaction between algorithmic advice and question difficulty. For all three experiments, the effect is between 0.035 and 0.038, indicating that people rely substantially more on algorithmic advice for difficult questions than for easy questions, even after accounting for numeracy, accuracy, confidence, advice quality, and the number of prior questions answered. A summary of the results in each experiment in Table 1.
Discussion

These three experiments contribute to the burgeoning literature on social influence, the wisdom of the crowds\cite{12,13,14}, and the role of algorithms in decision making. We provide large-sample experimental evidence that for intellective tasks, humans are more accepting of algorithmic advice relative to the consensus estimates of a crowd, echoing the results of prior literature\cite{15}. Most importantly, we found that subjects exhibit greater algorithmic appreciation as intellective tasks became more difficult. With difficult intellective tasks, there is a robust and practically significant impact of algorithmic appreciation.

Other findings using experiments and the Judge Adviser System have found that the difficulty of a task had no effect on algorithmic appreciation\cite{16}, or that as tasks became more difficult humans would rely less on algorithms\cite{17}. Our paper finds the opposite, while more strongly and precisely manipulating difficulty, in an environment with incentives to do well, while controlling for the accuracy of subjects, whether the advice was within or between subjects, the quality of the advice, the numeracy of the subjects, and the confidence of the subject.

Humans may show a preference toward algorithmic advice depending on how close their initial guess is to the advice they receive\cite{18}. Those with a history of recent accuracy may strongly discount the advice of others, while incorporating the advice of an algorithm, because if people perceive they are good at intellective tasks then they likely question why they should accept the advice of the less skilled crowd\cite{19}. Thus, we expected that highly accurate individuals would demonstrate algorithmic appreciation more than the less accurate; however, our experiments did not support this claim.

Humans can discriminate between good and bad advice, and rely less on low-quality advice than they do on high-quality advice\cite{20}. However, the interaction between advice quality and whether the advice comes from an algorithm or group of other humans is largely ignored—humans might respond differently to algorithmic mistakes compared to mistakes from a wise crowd when a question is easy or hard. We build on prior research that examines algorithmic advice-taking\cite{21,22} and advice quality by introducing a reference group, the advice of a crowd, with equally good (bad) advice. We tested whether low-quality advice from algorithms creates a stronger negative effect than low-quality advice from humans. Our experimental results suggest that when advice quality deteriorates (i.e., goes from high to low), algorithms will be penalized to a greater degree than a crowd of advisors.

An important feature of our experiment is the choice of reference group relative to algorithmic advice. Large, dispersed human crowds have both historically made accurate guesses\cite{23,24} and people strongly respond to the wisdom of the crowd\cite{25}. Indeed, we observed that subjects who received advice from the crowd significantly revised their answers. However, the recommendation of an algorithm still had a stronger effect, across multiple specifications and experimental conditions. Thus, we argue that simply labeling advice as “algorithmic” or derived from machine learning can cause a meaningful shift in human behavior. We used a relatively weak manipulation—simply changing the label of the advice as either algorithmic or the average of a crowd. The consistent, statistically robust differences observed by changing only a few words demonstrate that these effects are strong.

The study has some limitations. The subjects recruited might have been more comfortable with technology and thus had a higher propensity towards algorithmic advice than the larger public. However, even if the subjects demonstrate more algorithmic appreciation than the public overall, we expect that the shift towards algorithmic advice for difficult, intellective tasks is a universal effect. Further, as experiment two demonstrates, there is equal appreciation for crowd and algorithmic advice when completing easy tasks. It is also possible that this task, which is relatively mundane and tedious, may have unique characteristics that cause people to lean disproportionately on algorithmic advice as difficulty increases. Specifically, for intellective tasks, people may be more likely to rely on algorithmic recommendations, whereas for tasks that have significant negotiation or generative components, which require subjective judgments, people may feel less comfortable relying on algorithms entirely. However, we leave these alternative task types to future research.

Governments and corporations have a strong interest in leveraging AI. This can be at the expense of consumers and citizens, who may not know that their data are harvested, stored, and analyzed. People whose data are used to calibrate algorithms could be affected by them, positively or negatively, by social or corporate policies based on AI. The public seeks interventions that solve important societal problems, such as income inequality, medical research, or systemic biases in institutions. Because interventions can be harmful, carefully managed research, followed by trials, is necessary to minimize unintended effects. If governments wish to spend citizens’ taxes wisely, we need them to take an evidence-based approach to social policy, with AI as a potential research methodology. Citizens need to be engaged by freely sharing data that might address private matters, such as spending patterns when evaluating the potential outcomes of universal basic income. There is an inherent trade-off in evidence-based public decision making in that some proportion of the population need to take a health, privacy, or other risk to support societal goals. Further research should investigate how improving predictive capabilities can be responsibly leveraged across government and private enterprises.

As tasks become more complex and data intensive algorithms will continue to be leveraged for decision making. Already, algorithms are used for difficult tasks such as medical diagnoses\cite{26}, bail decisions\cite{27}, stock picking\cite{28}, and determining the veracity of content on social media\cite{29}. The findings reveal a reliance on algorithms for difficult tasks and it is important for decision-makers to be vigilant in how they incorporate algorithmic advice, particularly because they are likely predisposed towards leaning on it for difficult, thorny problems. While algorithms can generally be very accurate, there are instances of algorithms quietly making sexist hiring decisions in one of the largest companies in the United States\cite{30}, initiating plane crashes\cite{31}, or causing racist bail decisions\cite{32}. Consequently, individuals and organizations leveraging big data to make decisions must be cognizant of the potential biases that accompany algorithmic recommendations, particularly for difficult problems. Decision makers should remember that they are likely to rely more on algorithms for harder questions, which may lead to flawed, biased, or inaccurate results. Accordingly, extreme algorithmic appreciation can lead to not only complacency, but also ineffective policies, poor business decisions, or propagation of biases.
Methods

This study was approved by the University of Georgia Institutional Review Board, project 00001012. Subjects gave written informed consent both before and after participation in the study. All methods were carried out in accordance with relevant guidelines and regulations. We conducted three preregistered experiments to test the conditions under which humans accept advice. Following a Judge Advisor System approach\(^\text{29}\), subjects were asked to answer a question, then were exposed to advice, and then asked to submit a second answer. The links to our preregistrations for experiment 1, experiment 2, and experiment 3 are: https://osf.io/y3m3u, https://osf.io/hy2zd, and https://osf.io/vg0rk.

Subjects. For experiment 1, we conducted a power analysis that indicated we needed 235 subjects per group. With two groups that is 470 subjects. We used a t-test for evaluating the difference between two independent means using the statistical software G Power\(^\text{46}\). We conducted a two tailed test, with an effect size of 0.3, an error probability of 0.05, power of 0.90, and an allocation ratio of 1. Subjects were recruited from Amazon Mechanical Turk (AMT). We started with 611 respondents recruited from AMT. Of those, 16 were duplicate IP addresses, 27 failed the attention check, 3 did not consent to their data being used, and 21 failed the manipulation check. Lastly, we excluded 14 subjects who had no deviation in their weight on advice, i.e. subjects who always either took the advice perfectly or who always completely ignored the advice. The analysis is based on the 530 remaining subjects, compared with the preregistered plan of 470 subjects. We oversampled because we did not know a priori how many subjects would be excluded. As part of our robustness checks we removed subjects based on time spent on a problem and confidence. The findings did not meaningfully change. Each subject was paid USD 1.50 to complete the experiment, and an additional bonus of USD 0.50 was given to subjects in the top 20% of accuracy in their final answers. Subjects were aware that a bonus was available for the most accurate respondents, but were not told the exact amount of the bonus, following prior usage of bonuses in online experiments\(^\text{36}\).

For experiments two and three we followed a similar approach, again recruiting subjects from Amazon Mechanical Turk. Subjects who participated in one of the experiments were not allowed to participate in a subsequent experiment, because we wanted to obtain as large a cross-section of the population as possible, and because we informed subjects of the experimental manipulation after the experiment was completed. We review the details of how we excluded subjects for experiments two and three in the Supplementary Information.

Task. All subjects saw ten images with crowds of between 15 (for the easiest question) and 5000 (for the hardest question) humans. Easier questions were either the bottom left or bottom right quadrant of a harder image and were zoomed in so that each picture was the same size. The pictures were from an annotated dataset with professional assessments of the number of people in a picture\(^\text{47}\). For each picture, a subject submitted an initial guess, along with their confidence. Subjects were then given advice and asked to resubmit an estimate along with their new level of confidence. Each subject saw ten pictures, five easy and five hard, which vary by the number of people pictured. The difficulty manipulation was within-subjects—all respondents saw the same questions. The type of advice was between-subjects. Each subject was placed in one of two groups—one received advice described as “an algorithm trained on 5000 images” and one received advice described as “the average of 5000 other people”. To control for advice quality, which is known to affect advice discounting\(^\text{16}\), the advice was always within the correct number of people in an image, as reported in the image database. We later manipulate advice quality in experiment three.

Subjects were reminded of their prior answer when answering the question the second time. Subjects answered how confident they were in both the initial and subsequent guess. Easier questions are subsets of harder questions—for each picture the easier version of the question was always the bottom left or bottom right quadrant of the harder picture. We bolded the source of the advice, which was described as either “an algorithm trained on 5000 images similar to this one” or “the average guess 5000 other people”. In experiment 1 the source of the advice was between subjects, and thus never changed for a subject. In experiment two we relaxed this assumption and showed advice as within-subjects. Question order was randomized, so that subjects could see easy or hard questions in any order, but subjects always saw the Post question directly after the Initial Question.

Analytical approach. We used multilevel mixed-effects linear regression with random intercepts—fit using the lme4 package, version 1.1.23, in the R computing environment\(^\text{48}\) to analyze the effects of the advice type and task difficulty on weight on advice, time, and confidence. We control for both the initial confidence in an estimate prior to seeing advice, and for accuracy prior to advice. Our main model is:

\[
y_{ik} = \beta_{0i} + \beta_1\text{AlgoCondition}_i + \beta_2\text{Difficulty}_i + \beta_3\text{AlgoCondition}_i \times \text{Difficulty}_i + \beta_4X_{ik} + \epsilon_{ik}
\]

Here, \(y_{ik}\) is one of the dependent variables for participant \(i\) and problem \(k\); \(\beta_{0i}\) is the slope for participant \(i\); AlgoCondition\(_i\) and Difficulty\(_i\) are categorical variables indicating the advice condition and problem difficulty respectively; and \(X_{ik}\) is a vector of control variables. For experiment three we added categorical variables for quality of advice and the interaction between quality of advice and algorithmic advice. We also added variables for accuracy of an estimate prior to advice being given, and the interaction of accuracy with algorithmic advice. We tested for the appropriateness of using a linear mixed effects model by plotting the standardized residuals against the standard normal distribution, see Fig. S3 in the Supplemental Information.

Dependent variable. Weight on Advice (WOA): The formula for WOA is

\[
\text{WOA}_{ik} = \frac{\text{final estimate}_k - \text{initial estimate}_k}{\text{recommendation}_k - \text{initial estimate}_k}
\]

A WOA of one means an individual changed their answer to equal the advice given. A WOA of zero means an individual did not change their answer at all after receiving advice, and
a WOA of 0.5 means an individual took the average of the advice given and their initial answer. According to recommended practices, we drop observations where the initial estimate is equal to the recommendation. We excluded observations where WOA was greater than two and less than negative one 20.

**Independent variables.** Difficulty: Categorical variable representing whether an image was easy or hard. Hard images coded as 1.

Algorithmic Advice: Categorical variable representing whether a subject received algorithmic advice for that question. Algorithmic advice coded as 1.

Accuracy: To control for skill in estimating crowd size, we calculate a subject's relative question-level accuracy as follows:

\[
\text{Error}_{ik} = |\text{InitialAnswer}_{ik} - \text{CorrectAnswer}_{ik}| / \text{CorrectAnswer}_{ik}
\]

To improve interpretability, we take the inverse of a subject's error: \(\text{Accuracy}_{ik} = 1 / \text{Error}_{ik}\). Thus, subjects who are more accurate had lower error estimates. To control for outliers, we then transform each subject's accuracy into the percentile rank for that question.

Advice Quality: Dummy variable representing whether advice was accurate or inaccurate. Inaccurate advice was 100% too high. Accurate advice coded as 1.

**Control variables.** Initial Confidence: a subject's response to the question "How confident are you that your answer is within 10% of the true answer?" prior to receiving advice. 1 = Not at all confident, 2 = Not very confident, 3 = Somewhat confident, 4 = Extremely confident.

Round Number: Because questions were in a random order, this variable described how many questions a subject had worked on thus far. Ranges from one to ten.

Numeracy: A measure to determine how well a subject understands fractions, decimals, and other numbers, previously used to establish numeracy in assessments of algorithmic advice taking12 and medical decisions 34. Ranges from one to eleven.

**Data availability**

The datasets generated and analyzed during the current study are available in the Open Science Foundation repository: experiment 1, experiment 2, and experiment 3.

Received: 12 January 2021; Accepted: 23 March 2021

**References**

1. Schaeffer, J. et al. Checkers is solved. *Science* **317**, 1518–1522 (2007).
2. Silver, D. et al. Mastering Chess and Shogi by self-play with a general reinforcement learning algorithm. *arXiv* (2017).
3. Dockrill, P. In just 4 hours, Google’s AI mastered all the chess knowledge in history. *Science Alert* (2017).
4. Brown, N. & Sandholm, T. Superhuman AI for multiplayer poker. *Science* **365**, 885–890 (2019).
5. Brin, S. & Page, L. The anatomy of a large-scale hypertextual Web search engine. In *Proceedings of the Seventh International Conference on World Wide Web* 107–117 (1998).
6. Sparrow, B., Liu, J. & Wegner, D. Google effects on memory: Cognitive consequences of having information at our fingertips. *Science* **333**, 776–778 (2011).
7. Baker, P. ‘I Think This Guy Is, Like, Passed Out in His Tesla’. *The New York Times Magazine* (2019).
8. Hickey, A. How Coffee Meets Bagel leverages data and AI for Love. *CIO Dive* (2019). https://www.ciodive.com/news/coffee-meets-bagel-dating-technology-ai-data/548395/#:~:text=The company's matching algorithm runs, a day to decide on. Accessed: 12th March 2020.
9. Chaikin, M. & Verhage, J. Betterment’s low-fee evangelist has a retirement algorithm for you. *Bloomberg* (2018). https://www.bloomberg.com/news/features/2018-10-11/betterment-s-low-fee-evangelist-has-a-retirement-algorithm-for-yo. Accessed: 12th March 2020.
10. Promberger, M. & Baron, J. Do patients trust computers?. *J. Behav. Decis. Mak.* **19**, 455–468 (2006).
11. Castelo, N., Bos, M. & Lehmann, D. Task-dependent algorithm aversion. *J. Mark. Res.* **56**, 809–825 (2019).
12. Logg, J., Minson, J. & Moore, D. Algorithmic attention: People prefer algorithmic to human judgment. Organ. Behav. Hum. Decis. Process. **151**, 90–103 (2019).
13. Dawes, R. The robust beauty of improper linear models in decision making. *Am. Psychol.* **34**, 571 (1979).
14. Grove, W., Zald, D., Lebow, B., Snitz, B. & Nelson, C. Clinical versus mechanical prediction: A meta-analysis. *Psychol. Assess.* **12**, 19–30 (2000).
15. Kahneman, D. *Thinking, Fast and Slow*. (Farrar, Straus and Giroux, 2011).
16. Yaniv, I. & Kleinberg, E. Advice taking in decision making: Egocentric discounting and reputation formation. *Organ. Behav. Hum. Decis. Process.* **83**, 260–281 (2000).
17. Yomnans, M., Shah, A., Mullainathan, S. & Kleinberg, J. Making sense of recommendations. *J. Behav. Decis. Mak.* **32**, 403–414 (2019).
18. Kawaguchi, K. When will workers follow an algorithm? A field experiment with a retail business. *Manage. Sci.* **67**, 1670–1695 (2020).
19. Abelink, A., Benjamin, D. M., Morstatter, F. & Galstyan, A. Quantifying machine influence over human forecasters. *Sci. Rep.* https://doi.org/10.1038/s41598-020-72980-4 (2020).
20. Gino, F. & Moore, D. Effects of task difficulty on use of advice. *J. Behav. Decis. Mak.* **20**, 21–35 (2007).
21. Lorenz, J., Raubut, H., Schweitzer, F. & Helbing, D. How social influence can undermine the wisdom of crowd effect. *Proc. Natl. Acad. Sci.* **108**, 9020–9025 (2011).
22. Becker, J., Brackbill, D. & Centola, D. Network dynamics of social influence in the wisdom of the crowds. *Proc. Natl. Acad. Sci. USA* **114**, E5070–E5076 (2017).
23. Dawes, R. & Corrigan, B. Linear models in decision making. *Psychol. Bull.* **81**, 95–106 (1974).
24. Galton, F. *Vox populi (The wisdom of the crowds)*. (Doubleday, Anchor, 2004).
26. Liberman, V., Minson, J., Bryan, C. & Ross, L. Naive realism and capturing the ‘wisdom of dyads’. J. Exp. Soc. Psychol. 48, 507–512 (2012).
27. Bonaccio, S. & Dalal, R. Advice taking and decision-making: An integrative literature review, and implications for the organizational sciences. Organ. Behav. Hum. Decis. Process. 101, 127–151 (2006).
28. Sniezek, J. & Van Swol, L. Trust, confidence, and expertise in a judge-advisor system. Organ. Behav. Hum. Decis. Process. 84, 288–307 (2001).
29. Sniezek, J. & Buckley, T. Cueing and cognitive conflict in judge-advisor decision making. Organ. Behav. Hum. Decis. Process. 62, 159–174 (1995).
30. Idrees, H., Saleemi, I., Seibert, C. & Shah, M. Multi-Source Multi-Scale Counting in Extremely Dense Crowd Images. In IEEE International Conference on Computer Vision and Pattern Recognition (2013).
31. Wickham, H. Elegant Graphics for Data Analysis (Springer, New York, 2016).
32. Gueorguiva, R. & Krystal, J. Move over ANOVA: Progress in analyzing repeated-measures data and its reflection in papers published in the Archives of General Psychiatry. Arch. Gen. Psychiatry 61, 310–317 (2004).
33. Schwartz, L. M., Woloshin, S., Black, W. C. & Welch, H. G. The role of numeracy in understanding the benefit of screening mammography. Ann. Intern. Med. 127, 966–972 (1997).
34. Keppel, G. Design and Analysis: A Researcher's Handbook (Prentice-Hall Inc, New York, 1991).
35. Guilbeault, D., Becker, J. & Centola, D. Social learning and partisan bias in the interpretation of climate trends. Proc. Natl. Acad. Sci. 115, 9714–9719 (2018).
36. Harvey, N., Harries, C. & Fischer, I. Using Advice and Assessing Its Quality. Organ. Behav. Hum. Decis. Process. 81, 252–273 (2000).
37. Dietvorst, B., Simmons, J. & Massey, C. Algorithm aversion: People erroneously avoid algorithms after seeing them ext. J. Exp. Psychol. Gen. 144, 114–126 (2015).
38. Gruber, K. Is the future of medical diagnosis in computer algorithms?. Lancet 1, 15–16 (2019).
39. Arnold, D., Dobbie, W. & Yang, C. Racial Bias in Bail Decisions. Q. J. Econ. 133, 1885–1932 (2018).
40. Zuckerman, G. The Man Who Solved the Market (Penguin, Portfolio, 2019).
41. Field, H. & Lapowsky, I. Coronavirus is AI moderation’s big test. Don’t expect flying colors. Protocol (2020).
42. Dastin, J. Amazon scraps secret AI recruiting tool that showed bias against women. Reuters (2018).
43. MacGillis, A. The Case Against Boeing. The New Yorker (2019).
44. Stevenson, M. Assessing risk assessment in action. Minn. Law Rev. 103, (2017).
45. Faul, F., Erdfelder, E., Lang, A.-G. & Buchner, A. G*Power 3: A flexible statistical power analysis program for the social, behavioral, and biomedical sciences. Behav. Res. Methods 39, 175–191 (2007).
46. Bates, D., Mächler, M., Bolker, B. & Walker, S. Fitting Linear Mixed-Effects Models Using lme4. arXiv preprint (2014).

Acknowledgements
This work was supported in part by Army Research Office Grant W911NF1910427.

Author contributions
E.B., A.S., R.W., designed the research. E.B. and A.S. analyzed the data. E.B., A.S., and R.W. prepared the manuscript and reviewed and edited the manuscript.

Competing interests
The authors declare no competing interests.

Additional information
Supplementary Information The online version contains supplementary material available at https://doi.org/10.1038/s41598-021-87480-9.

Correspondence and requests for materials should be addressed to E.B.

Reprints and permissions information is available at www.nature.com/reprints.

Publisher’s note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

© The Author(s) 2021