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Abstract—The massive amount of data available in operational mobile networks offers an invaluable opportunity for operators to detect and analyze possible anomalies and predict network performance. In particular, application of advanced machine learning (ML) techniques on data aggregated from multiple sources can lead to important insights, not only for the detection of anomalous behavior but also for performance forecasting, thereby complementing classic network operation and maintenance solutions with intelligent monitoring tools. In this paper, we propose a novel framework that aggregates diverse data sets (e.g., configuration, performance, inventory, locations, user speeds) from an operational LTE network and applies ML algorithms to diagnose network issues and analyze their impact on key performance indicators. To this end, pattern identification and time-series forecasting algorithms are used on the ingested data. Results show that proposed framework can indeed be leveraged to automate the identification of anomalous behaviors associated with the spatial-temporal characteristics, and predict customer impact in an accurate manner.
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I. INTRODUCTION

The 5th generation (5G) networks differ substantially from the previous generations, leading to new challenges and opportunities. Most importantly, 5G must be able to support new types of frequency bands, multi-connectivity, spectrum and technologies. To fulfill these requirements, automation is becoming increasingly important. Increased operation and management complexity calls for novel intelligent solutions capable of not only handling the growing complexity, heterogeneity, and dynamic nature of the network, but also the monitoring of massive amounts of performance data and detection of anomalous patterns in it. Another key driving factor is the challenging requirements of 5G and beyond 5G networks, which differ from Long Term Evolution (LTE) in a multitude of ways. For example, the first version of LTE (Release 8) has about 8× less layer 1 parameters to be controlled via Radio Resource Control (RRC), when compared to the first version of New Radio (Release 15). Therefore, intelligent automation is of paramount importance for the network management, optimization, and monitoring. Unsurprisingly, operators and vendors have tremendous interest in evaluating the potential benefits of automation and related challenges that future mobile networks will face as advanced features of 5G networks are rolled-out [1], [2].

Recent advances in the field of cloud technologies and data processing capabilities have paved the way for powering mobile network automation solutions using machine learning (ML) techniques [3], [4]. In regards to this, a key issue is the efficient processing of network data characterized by challenges related to data volume, variety, velocity, and veracity. In the context of mobile networks, data with such properties is referred to as big data [5]. In the context of mobile network automation, ML in conjunction with big data is emerging as a potent tool for optimizing increasingly complex networks [5], [6]. Moreover, apart from network optimization, it can be used for enabling data-driven intelligence for performance monitoring in mobile networks [7]–[10]. Existing work on the monitoring and diagnosis of network faults using ML techniques includes pattern identification, grouping, and learning [11], [12]. This approach is motivated by the fact that massive amounts of data generated in mobile networks necessitates pre-processing tasks such as data reduction using feature selection and/or feature extraction techniques. In [11], the authors propose a framework for managing high-dimensional data and optimizing the performance of root cause analysis, whereas [12] proposes an automatic diagnosis system that takes advantage of self-organizing maps to build a system capable of identifying anomalous behaviors in networks. Likewise, the approaches discussed for mobile traffic forecasting in [13] and [14] are inspired by the estimation problem. In [13], causal analysis and long short term memory (LSTM) models are used to predict call detailed records. On the other hand, in [14], the authors focus on extracting and modeling traffic patterns of base stations in a network. Based on a time series analysis approach, mobile traffic is decomposed into regularity and randomness components, which is subsequently used to forecast the traffic patterns.

In this paper, we propose a framework for analyzing possible anomalies and monitoring mobile network performance using data aggregated from a variety of data sources. The proposed framework: (1) collects the most representative key performance indications (KPIs) from the data ingested from...
Fig. 1: Big data-driven automated anomaly detection and prediction framework.

A. Data Processing

The main challenges involved in mobile network data ingestion, cleaning, and aggregation stem from the challenging characteristics of the data sets in terms of volume, velocity, variety, and veracity. For example, inventory management (IM) data consists of equipment information, which is almost static. On the other hand, performance management (PM) data involves thousands of counters that collect raw measurements from that network. Thus, it grows continuously and requires time-series database for efficient storage and querying. Long term storage is particularly challenging, but nevertheless inevitable for some ML based use-cases. In this work, we consider following mobile network data sources.

1) **CM and IM Data**: Configuration Management (CM) data set essentially consists of radio access network configuration parameters such eNB/cell ID, frequency bands, neighbor relations, and settings of various features etc. These parameters determine the performance of the network, and are adjusted during the roll-out and optimization activities. On the contrary, IM data consists of information related to location and inventory items such as equipment (base station, antenna types etc.), services, and other infrastructure.

2) **PM Data**: Performance Management (PM) data comprises of performance counters which collect different measurements at regular intervals with a very high granularity (e.g. 15 minutes to one hour), resulting in massive amounts of time-series data. Moreover, measurements are collected at various levels e.g. cell, neighbor relation etc. For example, cell throughput counter collects cell level throughput, whereas handover counters collect handover statistics per neighbor relation. However, PM data is used not only in performance monitoring but also in the ML based prediction algorithms.

3) **Movement and Speed Data**: Mobility characteristics such as movement patterns and speed of the mobile users are very important for predicting network performance from a user perspective. Here, we use Google Maps platform to estimate user’s speed at a given location. By using this information in conjunction with the cell location, it is possible to estimate the speed of users in a cluster of cells located in a certain area.

B. Workflow

The ML workflow comprises of two main steps, namely clustering and time series forecasting. As shown in Fig. 1, the first step creates a group of clusters based on spatial characteristics e.g. cell location and estimated user’s speed, followed by the detection of anomalous behaviours associated with temporal characteristics. In the second step, features are extracted and network performances is predicted using time-series forecasting to enable proactive troubleshooting in the cases where anomalous behavior is expected.
1) Clustering: The idea is to create groups of signatures to understand the spatio-temporal characteristics and how they correlate with the performance experienced by end users. To this end, the first step creates clusters using data on cell location, estimated user speeds. The PM data considered includes different cell KPIs related to traffic, congestion, and mobility problem activities during a number of hours. The number of cells and duration of the raw measurement intervals determines the granularity of the data. Let us consider a cell \( i \in \mathcal{I} \), where the number of cells in the whole network is \( N \). Let \( \mathbf{x}_i = [x_{i,1} \ldots x_{i,m}]^T \in \mathbb{R}^m \) denote the vector of KPI values for cell \( i \). The data for all the cells is collected in a matrix \( \mathbf{X} = [\mathbf{x}_1, \ldots, \mathbf{x}_N] \in \mathbb{R}^{N \times m} \). Once the time series is created, signatures belonging to same geographical regions are grouped together. We consider geographical information for partitioning \( \mathbf{X} \), the resulting partition \( \mathcal{C} \) comprises of \( K \) labelled clusters \( \mathcal{C} = \{ C_1, \ldots, C_k, \ldots, C_K \} \). That is, the output is a set of classes of signatures, denoted as \( \mathcal{C} \). We aggregate statistics of each KPI considered for the cells in each cluster. The location and velocities of users present in the coverage area of each cell is also taken into account. The output is a correlation analysis that allows us to detect if a cluster is associated to a particular set of anomalies. By analysing each group of signatures over time, anomalous behaviour impacting network performances can be identified.

2) KPI forecasting: The next step is to predict how the considered KPIs will evolve (e.g. when and in which cluster anomalous behavior is likely to occur). This gives a dynamic picture of the network state, including information that can be used to handle expected performance degradation in a preemptive manner. Following the approach in [15], an efficient reduction of time-series data is done first via feature extraction process, where each feature captures a specific measurable characteristic of the time-series. The statistical features considered are derived from basic summary statistics and aspects of sample distribution. Moreover, features from observed dynamics are also considered. These include Auto-regressive integrated moving average (ARIMA) model coefficients obtained by fitting the unconditional maximum likelihood of an autoregressive process on the time-series with a maximum lag \( m_1 \), mean absolute change, and mean auto-correlation. A full summary of the features is delineated in TABLE I. The new features are used to train an ensemble method to predict the next time step. As highlighted in [16], ensemble methods are learning models, which combine the opinions of multiple learners [17]. The learning algorithm is run several times, each one with different subset of training samples. We use Ada-Boost regressor, which maintains a set of weights over the original training set, and adjusts these weights by increasing the weight of examples that are miss-classified, and decreasing the weight of examples that are correctly classified. For every value, the historical data is used to fit the model and predict the next value. We evaluate the performance by via a comparison of predicted value against the true value in terms of mean absolute error (MAE), which measures the error between the predicted and true value in terms of the arithmetic average of the absolute errors \( |e_i| = |\hat{y}_i - y_i| \), where \( \hat{y}_i \) is the prediction and \( y_i \) is the true value.

### III. Implementation & Results

For implementation, we use commercial LTE network datasets from a major Finnish mobile operator. The total number of cells in the dataset is \( N = 5672 \), with one week of PM data \( m = 168 \) (i.e granularity of sixty minutes). Following four cell level KPIs described in TABLE II are considered to construct time-series matrices \( \mathbf{X}_1, \mathbf{X}_2, \mathbf{X}_3, \mathbf{X}_4 \): handover success rate (HOSR), downlink throughput, downlink traffic, and RRC connection request rate.

The CM and IM data used for implementing spatial clustering includes cell ID, latitude, longitude, name of the site and eNB, value of bearing(s) and neighbouring cells. The expected cell size of each cell as the 90-th percentile distance from source cell to target cell. The data related to users’ locations and speed measurements comprising of actual traces is downloaded from the Google Maps APIs. This API allows us to get information such as speed limits (from 0 to 100 Km/h) and the way points of different travel modes (i.e. driving, walking, cycling and public transportation), which is used to estimate the speed of users likely present in the coverage area. Spatial clustering yields a set of 11 clusters in the network with different speeds and locations. The matrices \( \mathbf{X}_1, \mathbf{X}_2, \mathbf{X}_3, \mathbf{X}_4 \) are split accordingly for the detection of anomalies in the resulting time-series, at the level of individual clusters. The cluster level time series analysis helps to identify the signatures of mobility related anomalies. For instance, results for a cluster where the average speed is greater than

| From sample statistics | Description |
|------------------------|-------------|
| Maximum(x)             | Maximum sample of time series x. |
| Minimum(x)             | Minimum sample time series x. |
| Mean(x)                | Arithmetic mean of time series x. |
| Var(x)                 | Expectation of the squared deviation of time series x from its mean x without bias. |
| Skewness(x)            | Sample calculated with adjusted Fisher-Pearson standardized moment coefficient. |
| Kurtosis(x)            | Fourth central moment of time series x divided by the square of its variance |
| Median(x)              | For a time series x with an uneven number of samples, the median is the middle of the sorted time series values. |

| From sample distribution | Description |
|---------------------------|-------------|
| Variance greater than std(x) | The feature indicates if the variance is greater than the standard deviation. |
| Number of values that are above/below median | Number of values, which are larger/lower than the median value of the time series sample |

| From observed dynamics | Description |
|------------------------|-------------|
| ARIMA model coefficients | The feature meets the unconditional maximum likelihood of an auto-regressive process with a maximum lag \( m_1 \). |
| Mean absolute change(x) | Arithmetic mean of absolute differences between subsequent time series values. |
| Mean auto-correlation(x) | Average auto-correlation over possible lags \( l \) ranging from 1 to \( m_1 \). |
TABLE II: KPIs analyzed from PM data

| KPI                                | Description                                                                 |
|------------------------------------|-----------------------------------------------------------------------------|
| Handover successful rate (HOSR) percentage | This indicator is calculated as the ratio between successful handovers divided by the total number of handovers every hour. |
| Downlink cell throughput (Mbps)     | This indicator is calculated as the downlink throughput at the Packet Data Convergence Protocol (PDCP) layer in cell \(i\) divided by total duration for transmitting downlink data at the PDCP layer / 1000. |
| Downlink traffic (MB)              | This indicator is calculated by the downlink throughput at the PDCP layer. |
| RRC Connection Request rate percentage | This indicator is calculated as the success ratio for the RRC connection establishment divided by RRC connection request attempts. |

Fig. 2: KPI signatures representing normal behaviours (average speed > 50 Km/h).

50 Km/h (i.e. travel mode of users is driving and/or public transportation) are shown in Figures 2 and 3, for normal and the abnormal KPI signatures respectively. The x-axis represents the number of hours in one week, while the y-axis represents the normalised value of each KPI considered. From this figure, we can observe the trend and seasonality KPI variations at the daily and weekly level. Figure 3 suggests that on the first three days of the week (Monday, Tuesday, and Wednesday) the trend component deviates from the normal signature, and is clearly identified as an anomaly. Following this procedure, anomalies can be localized and detected at cluster level. The first step towards predicting KPI values is the extraction of features in TABLE I from the data. We consider a number of basic features from sample statistics (e.g. maximum, minimum, mean, variance, skewness, kurtosis, and median) and sample distribution (e.g. variance greater than standard deviation, and number of values that are above/below median). From observed dynamics, ARIMA model coefficients with the maximum lag of \(m_T = 20\), mean absolute change, and mean auto-correlation are extracted. For the detection, we use Ada-Boost regressor with a linear loss function. The parameters include learning rate and the number of estimators, which are set to the default values of one and ten respectively.

Fig. 3: KPI signatures representing abnormal behaviours (average speed > 50 Km/h).

In the plots shown in Figures 4 and 5, the red curve is the output of the Ada-Boost regressor, the green curve is the true value, and as a benchmark we consider the last value before the prediction (blue curve). Figure 4 shows the performance on the time series with anomalous behaviours, whereas Fig. 5 corresponds to time series with normal or expected behaviour. From these figures, we observe that both approaches perform quite well. However, Ada-Boost outperforms the benchmark approach on the time series with normal behaviours. This can also be observed in Fig. 6, which shows the MAE performance metric for each KPI. The dark grey bar corresponds to the error between Ada-Boost regressor (labeled as predicted) and benchmark value (labeled as last value), whereas the light grey
We have proposed a framework that makes use of various mobile network data sets supplemented by external data sources, for the automated analysis and prediction of mobile network KPIs. The framework is implemented by using some of the common KPIs used by radio network engineers for the diagnosis and troubleshooting tasks. Results demonstrate that clustering based KPI analysis and anomaly detection, and the use of feature extraction and time-series prediction models enables efficient analysis of network data and helps in identifying possible anomalous behavior. This paves the way for improved network performance and operational efficiency, thereby reducing the time that engineers spend analysing huge amount of network performance data. Possible directions for future work include automated root cause analysis of the detected anomalies followed by intelligent and pro-active self-healing mechanisms.
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