A Comparative Analysis of Machine Learning Algorithms Modeled from Machine Vision-Based Lettuce Growth Stage Classification in Smart Aquaponics

Sandy C. Lauguico, Ronnie S. Concepcion II, Jonnel D. Alejandrino, Rogelio Ruzcko Tobias, Dailyne D. Macasaet, and Elmer P. Dadios

Abstract—The arising problem on food scarcity drives the innovation of urban farming. One of the methods in urban farming is the smart aquaponics. However, for a smart aquaponics to yield crops successfully, it needs intensive monitoring, control, and automation. An efficient way of implementing this is the utilization of vision systems and machine learning algorithms to optimize the capabilities of the farming technique. To realize this, a comparative analysis of three machine learning estimators: Logistic Regression (LR), K-Nearest Neighbor (KNN), and Linear Support Vector Machine (L-SVM) was conducted. This was done by modeling each algorithm from the machine vision-feature extracted images of lettuce which were raised in a smart aquaponics setup. Each of the model was optimized to increase cross and hold-out validations. The results showed that KNN having the tuned hyperparameters of n_neighbors=24, weights='distance', algorithm='auto', leaf_size = 10 was the most effective model for the given dataset, yielding a cross-validation mean accuracy of 87.06% and a classification accuracy of 91.67%.

Index Terms—Growth stage classification, k nearest neighbors logistic regression, machine learning, machine vision, smart aquaponics, support vector machine.

I. INTRODUCTION

The land resources for agriculture has been decreasing as more rural areas are urbanized to accommodate industrial needs. Urban Agriculture (UA) is one of the growing food security solutions as the global population and urbanization rapidly increase. UA is defined as the production, process, and distribution of food produced in cities for local needs [1]. One developing form of UA is the aquaponics system.

Aquaponics is a combination of hydroponics (soilless-based planting) and aquaculture (fish farming). It is a closed-loop system recycling fresh water between fish and plant, making nutrients shared between them as well [2]. Consequently, aquaponics systems need intensive monitoring to work successfully [3]. With this, data acquisition and control systems are studied, developed, and implemented to make the systems smart aquaponics. Machine vision is a system widely innovated for agricultural automation [4], [5]. High quality of fruits and vegetables grading are reliant on images processed from visions systems [6] to properly extract the features for analysis.

As crop growth monitoring are heavily dependent on subjective human judgment, the monitoring and control are prone to inaccuracy. A machine vision system implemented helps “see” the crops and analyze numerous essential elements in crop growth effectively [7]. The use of machine vision to acquire data from a smart agricultural setup is evidently capable of increasing the efficiency of food production. This method can extract all the features that the human eye hardly visualizes. The extracted features from the image processed are then used for developing models from the processed dataset through an algorithm. The developed models are utilized for further monitoring, analysis, and control.

The general objective of the study is to determine which among the machine learning classification algorithms: Logistic Regression (LR), K-Nearest Neighbor (KNN), and Linear Support Vector Machine (L-SVM) is the most accurate in classifying the three growth stages (vegetative, head development, and harvest) of lettuce farmed in a smart aquaponics setup. Specifically, this is achieved through the images acquired from machine visions which are processed to extract the features. Another specific aim of the study is to use the features extracted as dataset to train the above-mentioned algorithms to produce models. The models are then optimized according to algorithm parameters and then compared from one algorithm to another to give off the highest possible classification accuracy.

The paper is divided into 4 more sections. Section II focuses on the related literature to support the novelty and significance of the study conducted. Section III discusses the methodology from data gathering to model optimizing. The results of the trained models and comparison of the three algorithms are analyzed in Section IV. Lastly, Section V deals with the conclusion and future recommendation of the research paper.

II. RELATED STUDIES

Monitoring and control in agriculture is a necessity as the demand for food is reaching its high peak [8]. To efficiently produce high quality crops through control and monitoring, learning algorithms should be implemented. These algorithms should satisfy the attributes of the crops to accurately produce the desired output from the system. Specifically focusing on lettuce, a study discussed that it is very critical to know the development stages of this crops as it can easily die in a non-controlled environmental condition and can be developed with low qualities if not cultivated properly. Studies [9], [10] show that AI-based farming applied in lettuce can be really beneficial.
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A. Lettuce Culture

Lactuca Sativa or better known as lettuce takes 45 – 55 days to reach its full maturity after germination. Its growth development is divided into three stages, categorized as: vegetative, head development, and harvest. Vegetative stage is the first two weeks of the lettuce development from transplanting. The third up to the seventh week is the head development stage. The last three weeks of the plants’ life is the harvest stage [9].

Attributes contributing to defining the growth stage of lettuce are focus on the morphological features of the biomass: perimeter, area, convex area, convex hull area, convex hull perimeter, compactness, solidity, convexity, dominant, major axis length, minor axis length, length of skeleton, and skeleton perimeter. These features were proven to be significant contributors in determining what development stage the lettuce is already in.

B. Machine Vision and Learning in Agriculture

Machine visions are becoming widely used for extracting features of agricultural products for further analysis. In a precision agriculture, an apple size estimator was done by processing the images captured from a vision system to detect and segment apples in color images using shapes, color, and size attributes. The estimation of physical size or resolution of every pixel in an image was conducted by modeling the relationship between pixel size, pixel coordination, and distance from the camera through a number of checkerboard images [11]. A 3D approach for plant and crop analysis [12] was implemented to obviate the difficulties encountered by machine learning estimators as 3D can generate richer information from extraction. One of the evaluations employed in the study was the use of 3D imagery in getting the ellipsoid parameters of potatoes for fitting.

Features derived from image processing becomes more significant if utilized as training dataset to introduce AI-based control and monitoring. There are numerous studies dedicated to the use of vision systems in extracting attributes for training learning algorithms in agricultural applications. A tomato defect discrimination was developed through RBF-SVM using LAB color-space pixel values. The model was able to achieve 98.9% mean accuracy [13]. An application of deep learning was used for detecting postharvest apple pesticide residues. Calculating the roundness value and extracting the region with the highest roundness value in the connected region, a region of interest (ROI) mask was created for the apple. The hyperspectral region was then extracted by getting the different pesticide residue types in the masks of ROI. The extracted hyperspectral images were used as input into a Convolutional Neural Network (CNN). The accuracy of 99.99% was able to be achieved by the model [14]. Vision systems integrated to unmanned aerial vehicles for gathering data in machine learning applications are proven significant as well in the field of agriculture [15].

III. METHODOLOGY

Implemented in the study is an experimental design divided into four phases for achieving the objective of classifying the development stage of the lettuce using three different estimators.

Shown in Fig. 1 is the system architecture of the research.

A. Data Gathering

A smart aquaponics system is established in Rizal, Philippines. Shown in Fig. 2 is the hydroponics part of the aquaponics setup on which lettuce crops are planted. Data are gathered once a week by capturing 30 images of different lettuce planted. This lasted for 10 weeks gathering a total of 300 images. The image on the right side of Fig. 2 is a sample of the 300 images captured.

B. Image Preprocessing

To extract the attributes from the images, MATLAB was used to preprocess the gathered data. First, the original image was overlaid with superpixels. The superpixel calculates the superpixels of a 2D RGB image and uses simple linear iterative clustering (SLIC) to achieve the similarity between pixels [16]. A k-means clustering algorithm was then applied to determine the objects that belong to the same shades of a certain color. The said algorithm can provide clusters for the different colors existing in an image as it determines the distance between the centers of the clusters to determine which belongs to the group or not [17]. For the application in this study, the cluster producing green color was extracted. Some unconnected pixels were also removed as some of the lettuce from other pockets are overlapping in the image. Beforehand, the RGB image was converted into gray to make it compatible with bwareaopen function. Shown in
Fig. 3 and Fig. 4 are examples of the images processed for overlaying superpixels and clustering through k-means respectively.

The next steps done were smoothening the objects, masking the leaves, and segmenting each of the leaf in the image. The segmentation was done using watershed transformation with sobel filter utilized in the frequency domain. A recent study [18] used watershed transformation and was proven effective in separating touching objects in images. In Fig. 5, it shows one of the watershed transformations done to segment each of the leaf of the lettuce.

After segmentation, morphological operations were done with the segments to extract the numerical values from the physical features of the leaves.

C. Model Training and Optimization
The extracted features from the morphological operations were used as the dataset to train the three algorithms; Logistic Regression, K-Nearest Neighbors, and Linear Support Vector Machine. Logistic Regression is a machine learning algorithm that is used for classifying applications by allocating observations to a discrete set of classes [19]. The K-Nearest Neighbors is identified as one of the ten most popular and significant estimators in machine learning [20]. KNN uses a distance function (usually Euclidean) to measure the similarity in proximity between two samples in determining the closest neighbor of a query point or testing data [21]. Support Vector Machine on the other hand is a classic discriminative estimator derived from statistical learning theory. A pattern is represented in a dimensional space to having features. It then discovers a hyperplane in the space to distinguish the attributes into classes [22]. With these estimators proven to be important algorithms for classification, they were used in the study for modeling the development stage of lettuce in dependence to their physical features.

Setting up the data before training, the dataset was pre-analyzed if there is missing data, categorical data, outliers, and imbalances. If the mentioned are existing, they were addressed using imputers and encoders before setting the independent (X) and dependent (Y) variables. After this process, the X and Y values were split into 80% training data and 20% testing data. The independent variables of both the training and testing set were feature scaled using standardization. Shown in equation 1 is formula used to derive the rescaled dataset where $X$ is the original value, $\mu$ is the mean, and $\sigma$ is the standard deviation.

$$ X_{\text{changed}} = \frac{X - \mu}{\sigma} \quad (1) $$

Upon setup, the data were fitted one-by-one with the three algorithms using default parameters. Shown in Tables I and II are the results of the fitting. The validations were preliminary results used only for comparing to the validations of the final model. Interpreting the preliminary results, it can be understood that KNN has the best performance in terms of accuracy and the majority of the other performance metrics.

| TABLE I: CROSSED VALIDATION USING ESTIMATOR’S DEFAULT PARAMETERS |
|---------------------------------------------------------------|
| **Model** | **Accuracy** | **F1 Score** |
| Mean | Variance | Mean | Variance |
| LR | 0.7960 | 0.0416 | 0.7931 | 0.0411 |
| KNN | 0.8669 | 0.0675 | 0.8652 | 0.0688 |
| L-SVM | 0.8079 | 0.0638 | 0.8081 | 0.0629 |

| TABLE II: HOLD-OUT VALIDATION USING ESTIMATOR’S DEFAULT PARAMETERS |
|---------------------------------------------------------------|
| **Model** | **Accuracy** | **Specificity** | **FPR** | **Precision** | **F1** |
| LR | 0.8500 | 0.6667 | 0.33 | 0.8491 | 0.85 |
| KNN | 0.9333 | 0.8333 | 0.17 | 0.9344 | 0.93 |
| L-SVM | 0.8667 | 0.6667 | 0.33 | 0.8797 | 0.86 |
The performance metrics shown in the tables are:

- **Accuracy** – defined as how much were correctly classified
- **F1 - Score** – defined as a harmonic mean considering precision and recall
- **Specificity** – defined as how often the predicted is negative when actual value is negative
- **False Positive Rate (FPR)** – defined as how often the predicted is incorrect when actual value is negative
- **Precision** – defined as how often the predicted is correct when predicted value is positive

To summarize, all the performance metrics except for FPR denotes that a good model has values closer to 1, while the latter should be closer to 0.

To further increase the performance of the model, each of the algorithm were optimized using GridSearch CV to determine the best performing parameters for the algorithms. For LR, the best accuracy score was obtained using: C=100, penalty = 'l1', solver = 'liblinear', random_state = 0. On the other hand, for KNN, the parameter combination with best accuracy score was n_neighbors = 24, weights = 'distance', algorithm = 'auto', leaf_size = 10. Lastly for L-SVM, the combination of C = 0.001, kernel = 'poly', degree = 4, gamma = 10 yielded the best performance.

In Fig. 6, Fig. 7, and Fig. 8 are the confusion matrices for the optimized models. Overall, it can be visually analyzed that the model performed well as the diagonal boxes are lighter in color and the outside boxes are darker. Interpreting this summarizes that the model was able to predict the actual values most of the instances.

In Fig. 6, it is shown that the classifier made a total of 60 predictions. Out of all the predictions, the model predicted that 12 are in the vegetative stage when there is actually 12 in the vegetative stage. In head development stage, 27/35 were accurately predicted as 8 were predicted to be harvest when they are actually under the head development. 10 out of 13 were correctly predicted with the harvest stage.

Similarly, 60 predictions were made using KNN. 16 out of 19 were correctly identified as harvest, as three were mistaken to be head development. 27 out of 29 were correctly identified as head development, as two were mistaken to be harvest stage. A hundred percent accuracy is shown in predicting the vegetative stage.

Same analysis is applied to the confusion matrix for L-SVM in Fig. 8. There is 73.33% accuracy in predicting the harvest stage, 93.10% accuracy with the head development stage, and 62.5% accuracy regarding vegetative stage.

The overall accuracy as depicted in the confusion matrix points that KNN is best performing model in comparison with the three as it consistently gives high accuracy for each of the growth stages.

### D. Cross Validation and Hold-Out Validation

The cross validation used a stratified k-fold with 10 splits for all algorithms to validate the consistency of the model for different groups of data set as training and testing. Stratified k-fold is a variation of k-fold on which the return folds are created by preserving the percentage of samples for every class, making it more reliable than the conventional k-fold cross validation. Shown in Table III is the optimized results of the cross validation in terms of the mean and variance of accuracy and F1 score. It is evident that KNN is still the best-performing after optimization.

#### TABLE III: CROSS VALIDATION USING ESTIMATOR’S OPTIMIZED PARAMETERS

| Model   | Accuracy | F1 Score |
|---------|----------|----------|
|         | Mean     | Variance | Mean     | Variance |
| LR      | 0.8251   | 0.0357   | 0.8207   | 0.0360   |
| KNN     | 0.8706   | 0.0623   | 0.8695   | 0.0632   |
| L-SVM   | 0.8386   | 0.0752   | 0.8373   | 0.0763   |
A hold-out validation was conducted to determine the sufficiency of fitting. Analyzing the KNN from Table IV, it can be interpreted that the model is only underfit by a few percent, which still makes it a good model.

**TABLE IV: HOLD-OUT VALIDATION USING ESTIMATOR’S DEFAULT PARAMETERS**

| Model   | Accuracy | Specificity | FPR   | Precision | F1    |
|---------|----------|-------------|-------|-----------|-------|
| LR      | 0.6667   | 1.0000      | 0.00  | 0.5043    | 0.57  |
| KNN     | 0.9167   | 0.8889      | 0.11  | 0.9181    | 0.92  |
| L-SVM   | 0.8000   | 0.8462      | 0.15  | 0.8105    | 0.80  |

**E. Classification Report**

The classification reports are shown in Tables V, VI, and VII to determine how accurate the performances of the models are in predicting the actual values for each classification. The reports strengthen the claims presented by the confusion matrices.

It can be inferred that all the models are more accurate in classifying the vegetative stage as compared to the other stages yielding an almost perfect 100% performance for every model.

**TABLE V: CLASSIFICATION REPORT FOR LOGISTIC REGRESSION**

| Growth Stage   | Precision | Recall | F1-Score | Support |
|----------------|-----------|--------|----------|---------|
| Vegetative     | 1.00      | 1.00   | 1.00     | 12      |
| Head Development| 0.77      | 0.90   | 0.83     | 30      |
| Harvest        | 0.77      | 0.56   | 0.65     | 18      |
| Accuracy       |           | 0.82   |          | 60      |
| Macro Avg.     | 0.85      | 0.82   | 0.83     | 60      |
| Weighted Avg.  | 0.82      | 0.82   | 0.81     | 60      |

**TABLE VI: CLASSIFICATION REPORT FOR K-NEAREST NEIGHBORS**

| Growth Stage   | Precision | Recall | F1-Score | Support |
|----------------|-----------|--------|----------|---------|
| Vegetative     | 1.00      | 1.00   | 1.00     | 12      |
| Head Development| 0.93      | 0.90   | 0.92     | 30      |
| Harvest        | 0.84      | 0.89   | 0.86     | 18      |
| Accuracy       |           | 0.92   |          | 60      |
| Macro Avg.     | 0.92      | 0.93   | 0.93     | 60      |
| Weighted Avg.  | 0.92      | 0.92   | 0.92     | 60      |

**TABLE VII: CLASSIFICATION REPORT FOR LINEAR SUPPORT VECTOR MACHINE**

| Growth Stage   | Precision | Recall | F1-Score | Support |
|----------------|-----------|--------|----------|---------|
| Vegetative     | 0.62      | 0.83   | 0.71     | 12      |
| Head Development| 0.93      | 0.90   | 0.92     | 30      |
| Harvest        | 0.73      | 0.61   | 0.67     | 18      |
| Accuracy       |           | 0.80   |          | 60      |
| Macro Avg.     | 0.76      | 0.78   | 0.77     | 60      |
| Weighted Avg.  | 0.81      | 0.80   | 0.80     | 60      |

The optimized KNN is evidently the highest performing model for predicting the correct classification of features for vegetative, head development, and harvest stages. The worst performing model was from the optimized logistic regression having a recall as low as 56%.

**IV. RESULTS AND DISCUSSION**

Summarizing the results provided, a comparative analysis can be drawn out for the three algorithms used, both when they were modeled with their default and optimized parameters. The analysis includes the comparison of three significant performance metrics.

It can be observed that the accuracy from cross-validation are always lower to the hold-out metrics, concluding that the trained algorithms using the default parameters of the estimators produce underfit functions for all three models. Still, the KNN shows the best performance among the three in classifying the lettuce to its growth stages.

Optimization evidently made the model better in a lot of aspects. First, the accuracy of the cross validation is close to the accuracy and F1 of hold-out validation leading to a model that is sufficiently fit. This does not apply to LR as the graph shows that the cross-validation accuracy is significantly higher than the hold-out metrics making it overfit.

However, looking at the best performing model, optimization made KNN more appropriate to be utilized for future unseen data to accurately classify the growth stages of the lettuce.

The cross-validation accuracy of KNN yielded 87.06% while its classification accuracy from hold-out gave an accuracy of 91.67%.
Having the optimized KNN as the best estimator for the given application using morphological attributes for classifying growth stage of a lettuce, shown in Fig. 11 is the plot of the test data in comparison for the prediction output using the optimized KNN model.

![Fig. 11. Actual test values vs predicted values from optimized KNN.](image)

It can be interpreted from the figure that majority of the sample done, the predicted values matched the actual test values. Mathematically, this represents 55 out of 60 samples predicted accurately which mirrors the 91.67% hold-accuracy obtained by the model.

V. CONCLUSION

The comparative analysis was achieved successfully by employing the extracted features acquired from the machine vision-based image preprocessing to train the three above-mentioned estimators. The trained models were further optimized to increase the performance of each algorithm. Analyzing the models in comparison to one another resulted to a conclusion that the K-Nearest Neighbors with a parameter combination of n_neighbors = 24, weights = 'distance', algorithm = 'auto', leaf_size = 10 is the best performing model to be used in the application as supported by majority of the performance metrics used.

It is recommended in future studies that a feature selection should be done as there were 15 attributes used for training the model, making the computational cost very high. It is also recommended to do further comparative analysis with other machine learning algorithms and deep learning techniques.
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