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Abstract
This paper bridges discrete and continuous optimization approaches for decomposable submodular function minimization, in both the standard and parametric settings. We provide improved running times for this problem by reducing it to a number of calls to a maximum flow oracle. When each function in the decomposition acts on $O(1)$ elements of the ground set $V$ and is polynomially bounded, our running time is up to polylogarithmic factors equal to that of solving maximum flow in a sparse graph with $O(|V|)$ vertices and polynomial integral capacities.

We achieve this by providing a simple iterative method which can optimize to high precision any convex function defined on the submodular base polytope, provided we can efficiently minimize it on the base polytope corresponding to the cut function of a certain graph that we construct. We solve this minimization problem by lifting the solutions of a parametric cut problem, which we obtain via a new efficient combinatorial reduction to maximum flow. This reduction is of independent interest and implies some previously unknown bounds for the parametric minimum $s,t$-cut problem in multiple settings.

1 Introduction
A significant amount of work has been dedicated to the study of submodular functions. While this topic has garnered a lot of excitement from the theory community due to its the multiple connections to diverse algorithmic areas [42, 26], on the practical side minimizing submodular functions has been intensively used to model discrete problems in machine learning. MAP inference in Markov Random Fields [35], image segmentation [2, 54], clustering [48], corpus extraction problems [40] are just a few success stories of submodular minimization.

Polynomial time algorithms for this problem have been known ever since the 80’s [26], and they have seen major running time improvements in more recent years [52, 28, 18, 50, 39, 8]. However, the massive scale of the problems that use submodular minimization nowadays drives the need for further developments.

One great advantage offered by the submodular functions that occur in practice is that they are structured. For example, in many common cases (hypergraph cuts [60], covering functions [56], MAP
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inference [17, 35, 61]) these can be decomposed into sums of simple submodular functions defined on
small subsets. For these instances, prior work [30, 49, 14, 15, 38] has focused on providing efficient
algorithms in the regime where the functions in the decomposition admit fast optimization oracles.

Notably, many of these recent developments have leveraged a mix of ideas coming from both
discrete and continuous optimization. In particular, Ene et al. [15] present algorithms for decompo-
sable function minimization that are based on both continuous methods (i.e. gradient descent) and
discrete algorithms, as the authors employ a version of the preflow-push algorithm for maximum
flow [24]. As this work was paralleled by multiple improvements to the running time for maximum
flow [43, 44, 41, 34, 7, 22], most of which stemmed from innovations in convex optimization, it
seemed plausible that the same new optimization techniques could be helpful for improving the
running times of other fundamental problems in combinatorial optimization, including submodular
function minimization. In this context, a particularly intriguing question emerged:

Can we leverage the techniques used to obtain faster algorithms for maximum flow to provide
faster algorithms for submodular function minimization?

We answer this question in the affirmative, by showing how to solve decomposable submodular
function minimization using black-box access to any routine that can compute the maximum flow
in a capacitated directed graph. To compare the running times, in the case where all the functions
in the decomposition act on $O(1)$ elements of the ground set and are polynomially bounded (such
as the case of a hypergraph cut function, with $O(1)$ sized hyperedges), our algorithm has – up to
polylogarithmic factors – the same running time as that of computing maximum flow in a sparse
graph with $O(|V|)$ vertices, and polynomial integral capacities [23, 7, 22].

As it turns out, to achieve this it is not sufficient to directly use off-the-shelf maximum flow
algorithms. Instead, our approach is based on solving submodular minimization in the more general
parametric setting, where we further parametrize the problem with an additional time-dependent
penalty term on the elements in the set, and want to simultaneously solve all the problems in this
family. In turn, our reduction requires solving the parametric minimum cut problem, which has been
intensely studied in the classical graph theoretic literature [21, 46, 57, 25]. In this setting, which is
essentially a particular case of parametric submodular minimization, the capacities of certain arcs
in the graph evolve in a monotonic fashion.

While some of the existing work on parametric cuts and flows does provide efficient algorithms
via reductions to maximum flow [57], the type of parametric capacities it supports does not cover
the requirements for our more general scenario. Therefore, we develop a new efficient algorithm
for computing parametric cuts under a broad range of parametric capacities. Our algorithm is
nearly optimal from the perspective of weakly-polynomial time algorithms, since its running time
matches (up to polylogarithmic factors involving certain parameters) that of the fastest maximum
flow algorithm in a directed graph with integer capacities. In addition, our reduction also provides
novel improvements in several other regimes, involving the strongly polynomial case, and that of
planar graphs, both of which may be of independent interest.

1.1 Our Results

In this paper we establish further connections between discrete and continuous optimization to pro-
vide an efficient algorithm for solving the decomposable submodular function minimization problem
in the more general parametric setting. Our algorithm is at its core based on a continuous optimization
method, but whose progress steps are driven by a new combinatorial algorithm we devise for
the parametric cut problem. In this sense, our approach leverages the paradigm of combinatorial preconditioning from scientific computing literature [55, 4, 37, 58].

To properly state our main result, we need to introduce some notation. Let $V = \{1, \ldots, n\}$ and let $F : 2^V \to \mathbb{N}$ a submodular set function with the special property that

$$F(S) = \sum_{i=1}^{r} F_i(S), \quad \text{for all } S \subseteq V,$$

where each $F_i : 2^V \to \mathbb{N}$ is a submodular set function acting on a subset $V_i \subseteq V$ of elements, in the sense that $F_i(S) = F_i(S \cap V_i)$ for all $S \subseteq V$. Let $E_{i}$ be the time required to evaluate $F_i(S)$ for any $S \subseteq V_i$, and let $O_{i}$ be the time required to minimize $F_i(S) + w(S)$ over $V_i$, where $w$ is any linear function, and suppose that $\max_{S \subseteq V} F(S) = n^{O(1)}$. Furthermore, for each $i \in V$ let $\psi_i : \mathbb{R} \to \mathbb{R}$ be a strictly convex function satisfying $n^{-O(1)} \leq |\psi''_i(x)| \leq n^{O(1)}$ and $|\psi'_i(0)| \leq n^{O(1)}$.

Then our main theorem is the following.

**Theorem 1.1.** There is an algorithm which for all $\lambda \in \mathbb{R}$ simultaneously optimizes the objective

$$\min_{S \subseteq V} F(S) + \sum_{i \in S} \psi'_i(\lambda)$$

by returning a vector $x$ such that for any $\lambda \in \mathbb{R}$ the set $S^\lambda = \{u : x_u \geq \lambda\}$ satisfies

$$F(S^\lambda) + \sum_{u \in S^\lambda} \psi'_i(\lambda) \leq \min_{S \subseteq V} F(S) + \sum_{u \in S} \psi'_i(\lambda) + \varepsilon.$$

Furthermore, if $T_{\text{maxflow}}(n, m)$ is the time required to compute the maximum flow in a directed graph with polynomially bounded integral capacities, then our algorithm runs in time

$$\tilde{O} \left( \max_i |V_i|^2 \left( \sum_{i=1}^{r} |V_i|^2 O_{i} + T_{\text{maxflow}} \left( n, n + \sum_{i=1}^{r} |V_i|^2 \right) \right) \log \frac{1}{\varepsilon} \right).$$

To better understand this result, let us consider the case where each submodular function in the decomposition acts on a small number of elements, i.e. $|V_i| = O(1)$. In this case we have the following corollary:

**Corollary 1.2.** If each function $F_i$ in the decomposition acts on $O(1)$ elements of the ground set, then we can solve the parametric submodular minimization problem to $\varepsilon$ precision in time

$$\tilde{O} \left( T_{\text{maxflow}}(n, n + r) \log \frac{1}{\varepsilon} \right).$$

While our statements concern the parametric setting, it is easy to use them to recover the solution to the standard submodular minimization problem. Simply by letting $\psi'_i(t) = t$ for all $i$, and thresholding the returned vector at 0 we obtain the desired result. Using Goldberg-Rao [23] or the current state of the art algorithms for maximum flow [59, 22], we see that this significantly improves over all the previous algorithms for decomposable submodular minimization, in the regime where all sets $V_i$ are small. Following [15] it has remained widely open whether algorithms improving upon the $\tilde{O}(\min\{n^2, nr\} \log^{O(1)}(1/\varepsilon))$ running time exist, and it has been conjectured that faster
running times could be obtained by leveraging the newer techniques for graph algorithms based on interior point methods.

Using [59, 22], we obtain a running time of $\tilde{O} \left( \min\{n^{3/2} + r, (n + r)^{3/2}/2^{1/328}\} \log 1/\epsilon \right)$.

The crucial subroutine our algorithm is based on is a novel efficient algorithm for solving the parametric cut problem using a maximum flow oracle. We give an overview of our reduction and its additional applications in Section 3, and describe it in detail in Appendix C.

1.2 Previous Work

Related Work on Submodular Minimization  Submodular function minimization is a classical problem in combinatorial optimization, which goes back to the seminal work of Edmonds [12]. The first polynomial-time algorithm was obtained by Grötschel et al. [26] using the ellipsoid method. This was followed by a plethora of improvements, among which the more recent ones [10, 31] leveraged related techniques. On a different front, there has been significant work dedicated to obtaining strongly polynomial time algorithms for this problem [18, 28, 29, 50, 52, 39, 10, 31].

For the more structured regime of decomposable submodular function minimization, algorithms based on both discrete and continuous methods have been developed. Kolmogorov [36] has shown that this problem reduces to computing maximum submodular flows, and gave an algorithm for this problem based on augmenting paths. This was followed by further algorithms based on discrete methods [2, 17]. The continuous methods are based on convex optimization on the submodular base polytope, which is also used here. Notably, Stobbe and Krause [56] tackled this problem using gradient descent, Nishihara et al. [49] used alternating projections to obtain an algorithm with linear convergence, Ene and Nguyen [14] achieved an improved algorithm with a linear convergence rate based on accelerated coordinate descent, while Ene et al. provided further improvements both via gradient descent and combinatorial techniques [15].

Related Work on Parametric Min Cut  The seminal work of Gallo et al. [21] studied the generalization of the maximum flow problem where some edge-capacities, instead of being fixed, are allowed to be (possibly different) monotonic functions of a single parameter. They showed how to modify certain versions of the push-relabel algorithm for ordinary maximum flow to the parametric problem with the same asymptotic time complexity. In particular, using the Goldberg-Tarjan max-flow algorithm [24] they gave an $O(nm \log(n^2/m))$ time bound for the parametric version. Their algorithm can compute the min cuts either when a set of parameter values are given [27] or the capacity functions are all affine functions of the parameter $\lambda$.

Several other max-flow algorithms were also shown to fit into their framework (see e.g., [25]) though all requiring $\Omega(mn)$ time in the worst case. Further generalizations of the parametric min-cut problems have also been considered [46, 25]. When all parameterized capacities are equal to the parameter $\lambda$, Tarjan et al. [57] give a divide and conquer approach that can use any maximum flow algorithm as a black box and is a factor $\min\{n, \log(nU)\}$ worse.

2 Background and Preliminaries

2.1 Notation

We let $[n] \overset{\text{def}}{=} \{1, \ldots, n\}$. We write $\| \cdot \|_p$ for the $\ell_p$ norm, i.e. $\|x\|_p = (\sum_i |x_i|^p)^{1/p}$, with $\|x\|_\infty = \max_i |x_i|$.
2.2 Submodular Set Functions and Convex Analysis

Let $V$ be a finite ground set of size $n$, and we assume w.l.o.g. that $V = \{1, \ldots, n\}$. A set function $F : 2^V \rightarrow \mathbb{R}$ is submodular if $F(A) + F(B) \geq F(A \cup B) + F(A \cap B)$ for any two sets $A, B \subseteq V$. We are concerned with minimizing submodular set functions of the form $F = \sum_{i=1}^r F_i$, where each $F_i$ is a submodular set function:

$$\min_{A \subseteq V} F(A) = \min_{A \subseteq V} \sum_{i=1}^r F_i(A).$$

For the rest of the paper we will assume that $F_i$ are non-negative, integral, and that $\max_{S \subseteq V} F(S) \leq F_{\text{max}}$. The non-negativity constraint holds without loss of generality, as we can simply shift each $F_i$ by a constant until it becomes non-negative. For rational functions that are represented on bounded bit precision, the integrality can be enforced simply by scaling them, at the expense of increasing $F_{\text{max}}$. As we will see, some of our subroutines depend on the magnitude of $F_{\text{max}}$, so we will generally assume that this is polynomially bounded.

As in previous works [49, 14, 15, 38], in this paper we are concerned with the regime where each function $F_i$ in the decomposition acts on few elements of the ground set $V$. More precisely for each $i \in \{1, \ldots, r\}$ there is a small set $V_i \subseteq V$ such that $F_i(A) = F_i(A \cap V_i)$ for all $A \subseteq V$. We assume w.l.o.g. that $F_i(\emptyset) = F_i(V_i)$, which we discuss in more detail in Section D. The running time of our algorithm depends on $\max_{1 \leq i \leq r} |V_i|$. This assumption is important as, furthermore, the final running time of our algorithm depends on (i) the time $O_i$ to optimize functions of the form $F_i(S) + w(S)$ over $V_i$, where $w$ is a linear function and (ii) the time $EO_i$ to evaluate $F_i$ for subsets of $V_i$. In the case where $|V_i| = O(1)$, this is also constant time.

Given an arbitrary vector $w \in \mathbb{R}^n$ and a subset $A \subseteq V$, we use the notation $w(A) = \sum_{i \in A} w_i$.

**Definition 2.1.** Given a submodular set function $F : 2^V \rightarrow \mathbb{R}$, such that $F(\emptyset) = 0$, its submodular base polytope $B(F)$ is defined as follows:

$$B(F) = \{w \in \mathbb{R}^n : w(A) \leq F(A) \text{ for all } A \subseteq V, w(V) = F(V)\}.$$

**Definition 2.2.** Given a submodular set function $F : 2^V \rightarrow \mathbb{R}$, $F(\emptyset) = 0$, its Lovász extension $f : \mathbb{R}^n \rightarrow \mathbb{R}$ is defined over $[0, 1]^n$ as the convex closure of $F$. However, it will be more convenient to consider its extension of $\mathbb{R}^n$, given by

$$f(x) = \int_{0}^{\infty} F(\{i : x_i \geq t\}) dt + \int_{-\infty}^{0} (F(\{i : x_i \geq t\}) - F(V)) dt.$$

**Fact 2.3.** It is well known [3] that the Lovász extension of a submodular set function $F$ can be equivalently characterized in terms of its submodular base polytope $B(F)$. More precisely, if $F(\emptyset) = 0$, then:

$$f(x) = \max_{w \in B(F)} \langle w, x \rangle.$$

For parametric submodular function minimization we consider a family of functions parameterized by $\alpha \in \mathbb{R}$:

$$F_{\alpha}(A) = F(A) + \sum_{i \in A} \psi_i'(\alpha),$$

(1)
where \( \psi_j : \mathbb{R} \to \mathbb{R} \) are strictly convex differentiable functions, satisfying \( \lim_{\alpha \to -\infty} \psi'_i(\alpha) = -\infty \) and \( \lim_{\alpha \to \infty} \psi'_i(\alpha) = \infty \), for all \( i \). A common example is \( \psi'_i(\alpha) = \alpha \), which imposes an \( \ell_1 \) penalty on the size of the set \( A \). It is shown in [9, 3] that minimizing \( F_\alpha(A) \) for the entire range of scalars \( \alpha \) amounts to minimizing a regularized version of the Lovász extension.

**Lemma 2.4.** Let \( F_\alpha \) be the family of parameterized submodular set functions defined as in (1), where \( \psi_i \) are strictly convex functions. Let \( f \) be the Lovász extension of \( F \), and consider the optimization problem

\[
\min_{x \in \mathbb{R}^n} f(x) + \sum_{i \in V} \psi_i(x_i) .
\]

Let \( A^\alpha = \arg \min_{A \subseteq V} F_\alpha(A) \), and let \( x^* \) be the minimizer of (2). Then

\[
A^\alpha = \{ i : x^*_i \geq \alpha \} .
\]

For completeness we reproduce the proof of Lemma 2.4 in Section B.

Via convex duality one can prove that minimizing (2) is equivalent to a dual optimization problem on the submodular base polytope \( B(F) \):

\[
\min_{w \in B(F)} \sum_{i \in V} \psi^*_i(-w_i) ,
\]

where \( \psi^*_i \) is the Fenchel dual of \( \psi_i \).

**Definition 2.5 (Fenchel dual).** Let \( g : \mathbb{R}^n \to \mathbb{R} \cup \{-\infty, +\infty\} \) be a convex function. Its Fenchel dual or convex conjugate \( g^* : \mathbb{R}^n \to \mathbb{R} \cup \{-\infty, +\infty\} \) is defined as

\[
g^*(w) = \sup_x \langle w, x \rangle - g(x) .
\]

We will refer to (2) as the primal problem and (4) as the dual problem. The algorithm described in this paper will focus on optimizing (4) while strongly leveraging the decomposable structure of \( F \). We assume that all functions \( \psi_i \) have “nice” second derivatives, which will play an important role in the algorithm, since this will also ensure that the minimizers of (2) and (4) are unique.

**Assumption 2.6.** The function \( \psi_i \) is \( L \)-smooth and \( \sigma \)-strongly convex for all \( i \in V \). Equivalently for each \( i \), its second derivative satisfies \( 0 < \sigma \leq \psi''_i(x) \leq L \), for all \( x \in \mathbb{R} \). Furthermore, \( |\psi'_i(0)| \leq n^{\Omega(1)} \), for all \( i \in V \).

This condition also helps us ensure that we can efficiently convert between the primal and dual spaces onto which the \( \psi_i \) and its Fenchel dual \( \psi^*_i \) act. Also, whenever it is convenient, we will use the notation \( \psi(x) = \sum_{i \in V} \psi_i(x_i) \), \( \psi^*(y) = \sum_{i \in V} \psi^*_i(y_i) \).

**2.3 Overview of Approach**

**Decomposable Submodular Minimization** Here we provide an overview of our approach for minimizing decomposable submodular functions. Our approach for the parametric setting yields a strictly stronger result without sacrificing running time, so we will focus on this more general problem.

Our approach is based on minimizing a convex function on the submodular base polytope \( B(F) \). As it has been seen in previous works [3], in order to solve the parametric problem (1), it suffices
to solve the dual problem (4), which is a convex optimization problem over $B(F)$. For convenience let us denote by $h(w) = \sum_{i \in V} \psi(w_i)$, so that our objective becomes computing $\min_{w \in B(F)} h(w)$.

We use an iterative method, which maintains a point $w \in B(F)$ and updates it in such a way that the objective value improves significantly in each step. To do so, we find a polytope $P$ such that

$$w + \frac{1}{\alpha} \cdot P \subseteq B(F) \subseteq w + P$$

and such that we can efficiently minimize $\psi$ over $w + \frac{1}{\alpha} \cdot P$. If we can find the minimizer $w'$ over $w + \frac{1}{\alpha} \cdot P$, then moving our iterate to $w'$ also guarantees that

$$h(w') - h(w^*) \leq \left(1 - \frac{1}{\alpha}\right) (h(w) - h(w^*)) ,$$

where $w^*$ is the minimizer of $h$ over $B(F)$. This is true due to the convexity of $h$. Indeed, let $\bar{w} = w + t(w^* - w)$ where $t = \max\{t \leq 1 : w + t(w^* - w) \in w + \frac{1}{\alpha} P\}$; in other words $\bar{w}$ represents the furthest point on the segment connecting $w$ and $w^*$ such that $\bar{w}$ still lies inside the small polytope $w + \frac{1}{\alpha} P$. Due to the sandwiching property of the polytopes (5), we have that $t \geq 1/\alpha$. Hence, using the convexity of $h$, we obtain that

$$h(\bar{w}) - h(w^*) = h(w + t(w^* - w)) - h(w^*) \leq (1 - t)(h(w) - h(w^*)) \leq (1 - 1/\alpha)(h(w) - h(w^*)) .$$

Since $w'$ minimizes $h$ over $w + \frac{1}{\alpha} \cdot B(F)$, we must have $h(w') \leq h(\bar{w})$, and we obtain the desired progress in function value. Thus iterating $O(\alpha)$ times we obtain a high precision solution, which we then convert back to a combinatorial solution to the original problem using some careful error analysis.

More importantly, we need to address the question of finding a polytope $P$ satisfying (5).

To do so, for each $i$, we define the “residual” submodular functions $F_i'(A) = F_i(A) - w_i(A)$ for all $A \subseteq V$, where $w_i \in B(F_i)$ such that $\sum_{i=1}^r w_i = w$. The existence of such a decomposition of $w \in B(\sum_{i=1}^r F_i)$ is well-known, and goes back to Edmonds [13]. Very importantly, we note that since $F_i$ were non-negative, $F_i'$ remain non-negative submodular set functions.

It is known [11] that non-negative submodular set functions can be approximated by graph cuts. Following the proof from [11], for each $i$ we construct a graph on $O(|V_i|)$ vertices whose cuts approximate the value of $F_i'$ within a factor of $O(|V_i|^2)$. Combining all these graphs into a single one, we obtain a weighted directed graph on $O(|V|)$ vertices and $O(|V| + \sum_{i=1}^r |V_i|^2)$ arcs such that its cut function $G$ approximates $F'$ within a factor of $O(\max_i |V_i|^2)$.

Crucially, we can show that if $G$ is the cut function which approximates $F'$, then we also have that

$$\frac{1}{\max_i |V_i|^2} \cdot B(G) \subseteq B(F'_i) \subseteq B(G) ,$$

and therefore it suffices to implement a routine that minimizes $h$ over $w + \frac{1}{\max_i |V_i|^2} \cdot B(G)$ in order to obtain an algorithm that terminates in $O(\max_i |V_i|^2)$ such iterations.

To implement this routine, we devise a new combinatorial algorithm for solving the parametric flow problem, with general parameterized capacities. By comparison to previous literature, our algorithm efficiently leverages a maximum flow oracle on a sequence of graphs obtained via contracting edges, and whose running time is up to polylogarithmic factors equal to that of computing a maximum flow in a capacitated directed graph with $O(|V|)$ vertices and $O(|V| + \sum_{i=1}^r |V_i|^2)$ arcs.
Following this, we convert the combinatorial solution to the parametric flow problem into a solution to its corresponding dual problem on the submodular base polytope, which returns the new iterate \( u' \).

Throughout the algorithm we need to control the errors introduced by the fact that both the solution we receive for the parametric flow problem and the one we return as an approximate

time.

A pair \( (\lambda, \tau) \) is called an \( \varepsilon \)-approximate parametric min \( s, t \)-cut if:

1. For \( i = 0, \ldots, k - 1 \), \( S(\lambda_i) \) is a min \( s, t \)-cut of \( G_{\lambda'} \) for all \( \lambda' \in [\lambda_i, \lambda_{i+1} - \varepsilon] \cap \mathbb{D} \).

2. \( S(\lambda_k) \) is a min \( s, t \)-cut of \( G_{\lambda_{\max}} \).

3. For \( i = 0, \ldots, k - 1 \), \( S(\lambda_i) \subseteq S(\lambda_{i+1}) \).

We prove that an \( \varepsilon \)-approximate parametric min \( s, t \)-cut yields breakpoints within \( \varepsilon \) additive error wrt. to the breakpoints of the exact parametric min \( s, t \)-cut. Our algorithm solves the above problem assuming only constant-time black-box access to the capacity functions.

**Theorem 3.2.** Let \( R = \lambda_{\max} - \lambda_{\min} \) be an integral multiple of \( \varepsilon > 0 \). Let \( T_{\text{maxflow}}(n', m') = \Omega(m' + n') \) be a convex function bounding the time needed to compute maximum flow in a graph with \( n' \) vertices and \( m' \) edges obtained from \( G_{\lambda} \) by edge/vertex deletions and/or edge contractions (with merging parallel edges by summing their capacities) for any \( \lambda = \lambda_{\min} + \ell \varepsilon \) and any integer \( \ell \in [0, R/\varepsilon] \). Then, \( \varepsilon \)-approximate parametric min \( s, t \)-cut in \( G \) can be computed in \( O(T_{\text{maxflow}}(n, m \log n) \cdot \log \frac{R}{\varepsilon} \cdot \log n) \) time.
The algorithm is recursive. In order to ensure uniqueness of the minimum cuts considered, it always computes cuts with minimal \( s \)-side.

Roughly speaking, given initial guesses \( \lambda_{\text{min}}, \lambda_{\text{max}} \) the algorithm finds, using \( O(\log((\lambda_{\text{max}} - \lambda_{\text{min}})/\varepsilon)) \) maximum flow computations, the most balanced split \( \lambda_1, \lambda_2 \) of the domain such that (1) the \( s \)-sides for all the min-cuts of \( G_{\lambda'} \) for \( \lambda' > \lambda_2 \) have size at least \( n/2 \), (2) the \( t \)-sides of all the min-cuts of \( G_{\lambda'} \) for \( \lambda' < \lambda_1 \) have size at least \( n/2 \), (3) \( \lambda_2 - \lambda_1 \leq \varepsilon \). We then recurse on the intervals \([\lambda_{\text{min}}, \lambda_1]\) and \([\lambda_2, \lambda_{\text{max}}]\) on minors of \( G \) with at least \( n/2 \) vertices contracted. Even though the contraction requires merging parallel edges in order to have at most \( m + n \) (as opposed to \( 2m \)) edges in the recursive calls, we are able to guarantee that the capacity functions in the recursive calls are all obtained by shifting the original capacity functions by a real number, and thus can be evaluated in constant time as well. Since the number of vertices decreases by a factor of two in every recursive call, one can prove that for each level of the recursion tree, the sum of numbers of vertices in the calls at that level is \( O(n) \), whereas the sum of sizes of edge sets is \( O(m + n \log n) \).

We show that the \( \varepsilon \)-approximate algorithm can be turned into an exact algorithm in two important special cases. First of all, if the capacity functions are low-degree (say, at most 4) polynomials with integer coefficients in \([−U, U]\), then one can compute parametric min \( s,t \)-cut only \( O(\text{polylog}\{n, U\}) \) factors slower than best known max-flow algorithm for integer capacities [22, 59, 23]. Second, we can solve the discrete domain case, i.e., when \( D \) has finite size \( \ell \) with only \( O(\text{polylog}\{n, \ell\}) \) multiplicative overhead wrt. the respective maximum flow algorithm.

Moreover, since our reduction runs maximum flow computations only on minors of the input graph \( G \), it also yields very efficient parametric min \( s,t \)-cut algorithms for planar graphs. In particular, since near-optimal strongly-polynomial \( s,t \)-max flow algorithms for planar graphs are known [5, 16], we obtain near-optimal algorithms for the integer polynomial capacity functions (as above) and discrete domains. What is perhaps more surprising, using our reduction we can even obtain a strongly polynomial exact parametric min \( s,t \)-cut algorithm for planar graphs with linear capacity functions with real coefficients. The algorithm runs in \( \tilde{O}(n^{1.21875}) \) time and constitutes the only known subquadratic strongly polynomial parametric min-\( s,t \)-cut algorithm.

The details of our parametric min \( s,t \)-cut algorithm and its applications are covered in Appendix C. It should be noted that the idea of using cuts contraction is not new and appeared previously in [57]. Compared to [57], our reduction provably handles more general parameterized capacity functions. As it does not operate on any auxiliary networks that may not preserve structural properties of \( G \), but merely on minors of \( G \), it proves much more robust in important special cases such as planar graphs. Finally, we believe that our reduction is also more natural and operates on the breakpoints of the cut function directly, whereas the reduction of [57] operates on so-called balanced flows.

4 Parametric Decomposable Submodular Minimization via Base Polytope Approximations

4.1 Algorithm Overview

In Algorithm 3 we give the description of our the main routine.
Algorithm 1 Parametric Decomposable Submodular Function Minimization

1: **Input:** $\epsilon$: error tolerance  // Returns $\epsilon$-optimal solution of $\min_{w \in B(F)} \psi^*(-w)$
2: Set $w^0,i = 0$ for $i \in [r]$  // Returns $\epsilon$-optimal solution of $\min_{w \in B(F)} \psi^*(-w)$
3: Set $T = \alpha \log \frac{\psi^*(-w^0)}{\epsilon} + \psi(0)$  // Initialize a feasible solution
4: for $t = 1 \ldots T$ do
5:   Set $G_i(V_i, E_i, c_i) = \text{GraphApprox}(w^{t-1}, i)$, for $i \in [r]$, and construct $G(V, E, c)$ by combining the graphs $G_i$
6:   Set $\phi(x) := \psi(x) + (\sum_{i=1}^r w^{t-1,i}, x)$
7:   Set $\tilde{w} = \text{FindMinCuts}(G(V, E, c), \phi', \frac{1}{3L})$  // Find parametric min s,t-cuts
8:   Round all the entries of $\tilde{w}$ to the nearest integer
9:   Decompose $\tilde{w} = \sum_{i=1}^r \tilde{w}_i$, with $\tilde{w}_i \in B(G_i)$ using Lemma 4.3.
10: Set $w^{t,i} = w^{t-1,i} + \tilde{w}_i$, for all $i \in [r]$.
11: end for
12: \textbf{return} $\sum_{i=1}^r w^{T,i}$

4.2 Removing Assumptions

In Section 2 we assumed that for all $i$, $F_i(\emptyset) = F_i(V_i) = 0$ and $F_i(S) \geq 0$ for all $S$. These assumptions hold without loss of generality. In Section D we show how to preprocess the input such that these assumptions are valid.

4.3 From Parametric Minimum Cut to Cut Base Polytope Optimization

In this section, we will focus on the problem of minimizing a convex function over the base polytope of the $s,t$-cut function of a graph $G(V \cup \{s, t\}, E, c)$. We define the $s,t$-cut function $G : 2^V \rightarrow \mathbb{R}$ as $G(S) = c^+(S \cup \{s\})$ for $S \subseteq V$, and let $B(G)$ be the base polytope of $G$. Now, the parametric min $s,t$-cut problem can be written as

$$\min_{S \subseteq V} G(S) + \sum_{u \in S} \phi'_u(\lambda),$$

where the capacity of an edge $(u, t)$ at time $\lambda$ is $c_{ut} + \phi'_u(\lambda)$ and $\phi$ is a function satisfying Assumption 2.6. In particular, our goal in this section is, given solutions to (6) for all $\lambda$, to solve the following dual problem:

$$\min_{w \in B(G)} \psi^*(-w).$$

**Definition 4.1** ($W$-restricted function). A submodular function $F : 2^V \rightarrow \mathbb{R}_{\geq 0}$ is called $W$-restricted if $F(S) = F(S \cap W)$ for all $S \subseteq V$, where $W \subseteq V$.

As the cut functions $G(S)$ that we will be concerned with will be decomposable, i.e. $G(S) = \sum_{i=1}^r G_i(S)$ for all $S \subseteq V$, we introduce the following notion of a decomposition of some $w \in B(G)$ into a sum of $w^i \in B(G_i)$.
Definition 4.2 (F-decomposition). Let \( F : 2^V \to \mathbb{R}_{\geq 0} \) with \( |V| = n \) be a submodular function that is decomposable, i.e., \( F(S) = \sum_{i=1}^{r} F_i(S) \) for all \( S \subseteq V \), where \( F_i : 2^V \to \mathbb{R}_{\geq 0} \) are submodular functions. Then for any \( w \in B(F) \) there exist vectors \( w^1, \ldots, w^r \in \mathbb{R}^n \), where \( w^i \in B(F_i) \) for all \( i \in [r] \) and \( \sum_{i=1}^{r} w^i = w \). We call the sequence of vectors \( w^1, \ldots, w^r \) an \((F_1, \ldots, F_r)\)-decomposition of \( w \), or just an \( F \)-decomposition of \( w \) if the \( F_i \)'s are clear from context.

What follows is the main lemma of this section, whose full proof appears in Appendix E.1.

Lemma 4.3 (From parametric min-cut to cut base polytope optimization). Consider a graph \( G(V, E, c \geq 0) \) and a function \( \phi(x) = \sum_{u \in V} \phi_u(x_u) \) that satisfies Assumption 2.6. Additionally, let \( G(S) = c^+(S) \) for all \( S \subseteq V \) be the cut function associated with the graph, and suppose it is decomposable as \( G(S) = \sum_{i=1}^{r} G_i(S) \) where \( G_i : 2^V \to \mathbb{Z}_{\geq 0} \) are \( V_i \)-restricted cut functions defined as \( G_i(S) = c^+(S) \) that correspond to graphs \( G_i(V, E, c^i \geq 0) \), and \( c = \sum_{i=1}^{r} c^i \).

We define an extended vertex set \( V' = V \cup \{s, t\} \) with edge set \( E' = E \cup \bigcup_{u \in V} \{s, u\} \cup \bigcup_{u \in V} \{u, t\} \), the parametric capacity of an edge \((u, v) \in E'\) as

\[
c_\lambda(u,v) = \begin{cases} 
\max \{0, \phi'_u(-\lambda)\} & \text{if } u \in V, v = t \\
\max \{0, -\phi'_u(-\lambda)\} & \text{if } u = s, v \in V \\
c_{uv} & \text{otherwise}
\end{cases}
\]

and let \((\Lambda, \tau)\) be a \( \frac{1}{|V|} \)-approximate parametric min \( s, t \)-cut of \( G'(V', E', c_\lambda) \).

There exists an algorithm that, given \((\Lambda, \tau)\), outputs \( \tilde{w}^* = \arg\min_{w \in B(G)} \phi^*(-w) \) and a \( G \)-decomposition \( \tilde{w}^1, \ldots, \tilde{w}^r \) of \( \tilde{w}^* \). The running time of this algorithm is \( O\left(n + \sum_{i=1}^{r} |V_i|^2\right) \).

4.4 Dual Progress Analysis in One Step

Lemma 4.4 (Dual progress in one step). Let \( F : 2^V \to \mathbb{Z}_{\geq 0} \) be a submodular function that is separable, i.e., \( F(S) = \sum_{i=1}^{r} F_i(S) \) for all \( S \subseteq V \), where \( F_i : 2^V \to \mathbb{Z}_{\geq 0} \) are \( V_i \)-restricted submodular functions with \( F_i(\emptyset) = 0 \). Additionally, let \( \psi : \mathbb{R}^n \to \mathbb{R} \) be a function that satisfies Assumption 2.6, where \( |V| = n \).

Given a feasible dual solution \( w \in B(F) \) and an \( F \)-decomposition \( w^1, \ldots, w^r \in \mathbb{Z}^n \) of \( w \), there is an algorithm that outputs a vector \( w' \in \mathbb{Z}^n \), along with an \((F_1, \ldots, F_r)\)-decomposition \( w'^1, \ldots, w'^r \in \mathbb{Z}^n \) of \( w' \), such that

\[
\psi^*(-w') - \psi^*(-w^*) \leq \left(1 - \frac{1}{\alpha}\right) (\psi^*(-w) - \psi^*(-w^*))
\]

where \( \alpha = \max_{i \in [r]} \{|V_i|^2/4\} \) and \( w^* = \arg\min_{w \in B(F)} \psi^*(-w^*) \) is the dual optimum. The running time of the
The full proof of Lemma 4.4 appears in Appendix E.2.

4.5 Main Theorem

Proof of Theorem 1.1. We repeatedly apply Lemma 4.4, and let \( w^0, \ldots, w^T \) be the iterates after \( T = \alpha \log \frac{\psi^*(-w^0) - \psi^*(-w^*)}{\zeta} \) iterations. We have

\[
\psi^*(-w^T) - \psi^*(-w^*) \leq \left( 1 - \frac{1}{\alpha} \right) (\psi^*(-w^{T-1}) - \psi^*(-w^*)).
\]

Applying induction over \( T \) steps we obtain that

\[
\psi^*(-w^T) - \psi^*(-w^*) \leq \left( 1 - \frac{1}{\alpha} \right)^T (\psi^*(-w^0) - \psi^*(-w^*)) \leq e^{-T/\alpha} (\psi^*(-w^0) - \psi^*(-w^*)) \leq \zeta.
\]

We have obtained a high precision solution to the objective (4). Finally, setting \( \frac{1}{\zeta} = \text{poly}(\frac{n F_{\text{max}}}{\epsilon}) = n^{O(1)}/\epsilon \) and applying Corollary B.4 to convert from this solution to the actual sets, we obtain the desired solution.

As Assumption 2.6 implies \( \psi^*(-w^0) - \psi^*(-w^*) = n^{O(1)} \), the total running time is

\[
\tilde{O} \left( \max_i |V_i|^2 \left( \sum_{i=1}^r |V_i|^2 O_i + T_{\text{maxflow}} \left( n, n + \sum_{i=1}^r |V_i|^2 \right) \right) \log \frac{1}{\epsilon} \right).
\]

\( \square \)
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A Approximating Submodular Set Functions with Graph Cuts

It is shown in [11] that submodular set functions defined on a ground set of \( n \) elements can be \( O(n^2) \) approximated by directed graph cuts. We state this fact as a lemma, and we include the proof for completeness in Section A.1 below.

**Definition A.1.** Given a submodular set function \( F : 2^V \to \mathbb{R} \), such that \( F(\emptyset) = F(V) = 0 \), and a weighted directed graph \( G = (V, E, c) \), we say that the cut function of \( G \) \( \alpha \)-approximates \( F \) if

\[
\frac{1}{\alpha} c^+(A) \leq F(A) \leq c^+(A), \text{ for all } A \subseteq V.
\]

**Algorithm 2** Approximate non-negative submodular function \( F = F^0 - w^0 \) by graph cuts, where \( F^0 : 2^V \to \mathbb{R} \geq 0 \) is the initial submodular function and the shift vector \( w^0 : V \to \mathbb{R} \) is given as input

```plaintext
1: function GraphApprox\((w^0 : V \to \mathbb{R})\)
2: Call GraphApproxShifted\((F^0 - w^0)\)
3: function GraphApproxShifted\((F : 2^V \to \mathbb{R}_\geq 0)\)
4: Let \( E = \{(u, v) \in V \times V : u \neq v\} \).
5: for \( u, v \in V : u \neq v \) do
6: Compute \( w_{uv} = \min_{A \subseteq V: \ u \in A, v \notin A} F(A) \).
7: \( c_{uv} = w_{uv} \).
8: end for
9: return \( G = (V, E, c)\)
```

**Lemma A.2.** Let \( V = \{1, \ldots, n\} \), and let \( F : V \to \mathbb{R} \) be a non-negative submodular set function, satisfying \( F(\emptyset) = F(V) = 0 \). Using \( O(n^2) \) calls to a minimization oracle which can compute for all pairs \( u, v \in V \)

\[
\min_{A \subseteq V: \ u \in A, v \notin A} F(A)
\]

one can compute a weighted directed graph \( G(V, E, c) \) such that its cut function

\[
c^+(A) := \sum_{(u,v) \in E: \ u \in A, v \notin A} c_{uv}
\]

\( (n^2/4) \)-approximates \( G \). In other words, for any \( A \subseteq V \) the size of the graph cut satisfies:

\[
\frac{1}{n^2/4} \cdot c^+(A) \leq F(A) \leq c^+(A).
\]

Furthermore, if \( F \) takes only values that are discrete multiples of \( \Delta \), i.e., \( F(A) \in \Delta \cdot \mathbb{Z}_\geq 0 \) for all \( A \), then all elements of \( c \) are discrete multiples of \( \Delta \).

As a consequence, we obtain a good approximation by graph cuts for decomposable submodular functions where each component in the decomposition acts on few elements, i.e., when \( F_i(A) = F_i(A \cap V_i) \) for some \( V_i \subseteq V \).
Lemma A.3. Let $V = \{1, \ldots, n\}$, and let $F_i : V_i \rightarrow \mathbb{R}$, $V_i \subseteq V$ be non-negative submodular set functions, with $F_i(\emptyset) = F_i(V_i)$, for $i = 1, \ldots, r$. In the time required to compute for all pairs $u \neq v \in V$ and for all $1 \leq i \leq r$

$$\min_{A \subseteq V_i, \atop u \in A, v \notin A} F_i(A)$$

one can compute a weighted directed graph $G(V, E, c)$ such that its cut function $(M^2/4)$-approximates $\sum_{i=1}^r F_i$, where $M = \max_{i=1,r} |V_i|$.

Proof. For each $i$ compute the corresponding graph as in Lemma A.2. Then take the union of edges over the same vertex set.

We showed that the function $F(A)$ is well approximated by the cut function $c^+(A)$ for the graph we constructed. Note that $c^+$ is only defined on internal vertices of the graph, excluding $s$ and $t$. However this does not affect its submodularity. Therefore the submodular base polytopes for the two function approximate each other well.

Lemma A.4. Let $F, G$ be two submodular functions defined over the same vertex set $V$ such that $F(\emptyset) = G(\emptyset) = 0$, $F(V) = G(V) = 0$, and for any $A \subseteq V$, $\frac{1}{\alpha} G(A) \leq F(A) \leq G(A)$. Then their submodular base polytopes satisfy:

$$\frac{1}{\alpha} B(G) \subseteq B(F) \subseteq B(G).$$

Proof. Let any $w \in B(F)$. Then $w(V) = F(V) = G(V)$. Furthermore for any set $A \subseteq V$, we have $w(A) \leq F(A) \leq G(A)$. Similarly for any $w \in G(A)$, we have $w(A) \leq G(A) \leq \alpha F(A)$, so $B(G) \subseteq \alpha B(F)$, which yields the claim.

At this point we can prove that the submodular base polytope of the cut function created in Lemma A.3 approximates the submodular base polytope of the decomposable function $\sum_{i=1}^r F_i$.

Lemma A.5. Let $V = \{1, \ldots, n\}$, let $F_i : V_i \rightarrow \mathbb{R}$, $V_i \subseteq V$ be non-negative submodular set functions, with $F_i(\emptyset) = F_i(V_i)$, for $i = 1, \ldots, r$, and let $F = \sum_{i=1}^r F_i$. In the time required to solve $\min_{A \subseteq V_i, u \in A, v \notin A} F_i(A)$ for all $u, v \in V_i$ and all $i$, we can compute a weighted directed graph $G = (V, E, c)$ such that the submodular base polytope of the cut function $c^+(A)$ satisfies $\frac{1}{M^2/4} B(c^+) \subseteq B(F) \subseteq B(c^+)$, where $M = \max_{i=1,r} |V_i|$.

Proof. The proof follows directly from applying Lemma A.3, followed by Lemma A.4.

A.1 Proof of Lemma A.2

Proof. To simplify notation let us denote by

$$w_{uv} = \min_{A \subseteq V, \atop u \in A, v \notin A} F(A),$$

and let $T_{uw}$ be the set achieving this minimum.

Consider the graph defined as follows. For every $u, v \in V$, create an arc $(u, v)$ with weight $c_{uv} = w_{uv}$. By construction all capacities are discrete multiples of $\Delta$. 
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Now we can prove the lower bound on $F$. We have that

$$c^+(A) = \sum_{u \in A, v \notin A} c_{uv} \leq \sum_{u \in A, v \notin A} c_{uv} = \sum_{u \in A, v \notin A} F(T_{uv}) \leq \sum_{u \in A, v \notin A} F(A) \leq \left( \frac{n^2}{4} \right) F(A).$$

We used the fact that $F(A)$ upper bounds $c_{uv}$ for all $u \in A, v \notin A$. Now we prove the upper bound. For any nonempty set $A \subset V$ we can write $A = \bigcup_{u \in A} \left( \bigcap_{v \notin A} T_{uv} \right)$. By twice applying Lemma A.6, we obtain that

$$F(A) \leq \sum_{u \in A} \sum_{v \notin A} F(T_{uv}) = c^+(A).$$

Additionally, we have by construction that

$$c^+(\emptyset) = c^+(V) = 0.$$

Lemma A.6. Let $F$ be a non-negative submodular set function $F : 2^V \rightarrow \mathbb{R}$, an let $A_1, \ldots, A_t$ be subsets of $V$. Then

$$F\left( \bigcup_{i=1}^t A_i \right) \leq \sum_{i=1}^t F(A_i)$$

and

$$F\left( \bigcap_{i=1}^t A_i \right) \leq \sum_{i=1}^t F(A_i).$$

Proof. We prove by induction on $t$. If $t = 1$, both inequalities are equalities. Otherwise, suppose they hold for $t - 1$. Let $S = \bigcup_{i=1}^{t-1} A_i$. By submodularity, $F(S \cup A_t) \leq F(S) + F(A_t) - F(S \cap A_t)$. Since $F$ is non-negative, so is $F(S \cap A_t)$, and therefore $F(S \cup A_t) \leq F(S) + F(A_t)$. Applying the induction hypothesis this concludes the first part of the proof.

Similarly, let $S = \bigcap_{i=1}^{t-1} A_i$. By submodularity, $F(S \cap A_t) \leq F(S) + F(A_t) - F(S \cup A_t)$. Since $F$ is non-negative, so is $F(S \cup A_t)$, and therefore $F(S \cap A_t) \leq F(S) + F(A_t)$. Again, applying the induction hypothesis this concludes the second part of the proof.

B Parametric Submodular Minimization via Optimization on the Base Polytope

In this section, for completeness, we provide a proof of Lemma 2.4, which is based on [3] (see Chapter 8). In addition, we provide error analysis for reductions between approximate solutions to the combinatorial parametric submodular minimization problem, its continuous version involving the Lovász extension, and the dual formulation on the base polytope.
Proof of Lemma 2.4. Given any point $x$, let $\beta \leq \min\{0, \min_i x_i\}$. Applying the definition of the Lovász extension, and the fundamental theorem of calculus, we can write:

$$
\begin{align*}
f(x) + \sum_{i \in V} \psi_i(x_i) &= \int_0^\infty F(\{i : x_i \geq t\}) dt + \int_\beta^0 (F(\{i : x_i \geq t\}) - F(V)) dt \\
&\quad + \sum_{i \in V} \psi_i(\beta) + \int_\beta^\infty \sum_{i : x_i \geq t} \psi_i(t) dt \\
&= \int_\beta^\infty \left( F(\{i : x_i \geq t\}) + \sum_{i : x_i \geq t} \psi_i(t) \right) dt + \sum_{i \in V} \psi_i(\beta) - \beta F(V).
\end{align*}
$$

Note that we crucially used the fact that the parametric term $\sum \psi_i(t)$ is separable.

Next we show that if the optimal sets $A^\alpha$ were different from those defined in (3), then we could obtain a different iterate $x'$ such that $f(x') + \sum_{i \in V} \psi_i(x'_i) \leq f(x^*) + \sum_{i \in V} \psi_i(x^*_i)$. However, since $\psi$ is strictly convex, the minimizer of $f(x) + \sum_{i \in V} \psi_i(x)$ is unique. This gives a contradiction leading us to the desired conclusion.

Indeed, let $x'_i = \sup_{t \in A^\alpha} \alpha$. By the strict convexity property of $\psi_i$, we have that for any $\alpha > \beta$, $A^\alpha \subseteq A^\beta$, which we reprove for completeness in Lemma B.1.

Using this fact, we know that if $A^\alpha$ are the optimizers of $F(A) + \sum_{i \in V} \psi_i(\alpha)$, then we can write:

$$
\int_\beta^\infty \left( F(A') + \sum_{i \in A'} \psi_i(t) \right) dt = \int_\beta^\infty \left( F(\{i : x_i' \geq t\}) + \sum_{i : x_i' \geq t} \psi_i(t) \right) dt.
$$

Since by the optimality of $A'$ we have that

$$
f(A') + \sum_{i \in A'} \psi_i(t) \leq F(\{i : x_i \geq t\}) + \sum_{i : x_i \geq t} \psi_i(t),
$$

it means that letting $\beta = \min\{0, \min_i x'_i, \min_i x^*_i\}$,

$$
\int_\beta^\infty \left( F(\{i : x_i' \geq t\}) + \sum_{i : x_i' \geq t} \psi_i(t) \right) dt \leq \int_\beta^\infty \left( F(\{i : x_i^* \geq t\}) + \sum_{i : x_i^* \geq t} \psi_i(t) \right) dt
$$

and therefore

$$
f(x') + \sum_{i \in V} \psi_i(x') \leq f(x^*) + \sum_{i \in V} \psi_i(x^*),
$$

which concludes the proof. }

Lemma B.1. Let $F : 2^V \to \mathbb{R}$ be a submodular set function, and let $\psi_i : \mathbb{R} \to \mathbb{R}$ be a family of strictly convex functions, for $i \in V$. Let $F_\alpha(A) = F(A) + \sum_{i \in A} \psi_i'(\alpha)$, and $A^\alpha = \arg \min_{A \subseteq V} F_\alpha(A)$. If $\alpha > \beta$, then $A^\alpha \subseteq A^\beta$.

Proof. By optimality we have that

$$
F(A^\alpha) + \sum_{i \in A^\alpha} \psi_i'(\alpha) \leq F(A^\alpha \cap A^\beta) + \sum_{i \in A^\alpha \cap A^\beta} \psi_i'(\alpha)
$$
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and
\[ F(A^\beta) + \sum_{i \in A^\beta} \psi_i'(\beta) \leq F(A^\alpha \cup A^\beta) + \sum_{i \in A^\alpha \cup A^\beta} \psi_i'(\beta). \]

Summing up we obtain that
\[
\sum_{i \in A^\alpha} \psi_i'(\alpha) - \sum_{i \in A^\alpha \cap A^\beta} \psi_i'(\alpha) + \sum_{i \in A^\beta} \psi_i'(\beta) - \sum_{i \in A^\alpha \cup A^\beta} \psi_i'(\beta)
\leq F(A^\alpha \cap A^\beta) + F(A^\alpha \cup A^\beta) - F(A^\alpha) - F(A^\beta)
\leq 0,
\]

where we used submodularity in the last step. Therefore
\[
\sum_{i \in A^\alpha \setminus A^\beta} (\psi_i'(\alpha) - \psi_i'(\beta)) \leq 0.
\]

Hence we conclude that \(A^\alpha \setminus A^\beta = \emptyset\), since by strict convexity we have that for all \(i\), \(\psi_i'(\alpha) > \psi_i'(\beta)\), which would make the term above strictly positive had there been any elements in the set difference.

Next we perform a careful error analysis to bound the total error we incur in the case where the iterate we consider is not an exact minimizer of (2), but has some small error in norm.

**Lemma B.2.** Under the conditions from Lemma 2.4, let \(\tilde{x} \in \mathbb{R}\) be a point satisfying \(\|\tilde{x} - x^*\| \leq \epsilon\), where \(x^*\) is the minimizer of (2). Let the sets
\[ \tilde{A}^\alpha = \{ i : \tilde{x}_i \geq \alpha \}. \]

If \(\psi\) is \(\sigma\)-strongly convex, for all \(i\), and \(\max_{A \subseteq V} F(A) - \min_{A' \subseteq V} F(A') \leq M\), then:
\[ F(\tilde{A}^\alpha) + \sum_{i \in \tilde{A}^\alpha} \psi_i'(\alpha) \leq F(A^\alpha) + \sum_{i \in A^\alpha} \psi_i'(\alpha) + M n^{3/2} \epsilon + \beta \epsilon^2 / 2. \]

**Proof.** First, using the smoothness of \(\psi_i\) we prove that
\[ f(\tilde{x}) + \sum_{i} \psi_i(\tilde{x}_i) \leq f(x^*) + \sum_{i} \psi_i(x^*_i) + M n^{3/2} \epsilon + \beta \epsilon^2 / 2. \]

To prove this we first note that \(f\) is Lipschitz, since we can use the fact that entries of the gradient of the Lovász extension consist of differences between \(F\) evaluated at different subsets of \(V\). Hence for any \(x\), \(|\nabla f(x)| \leq \max_{A \subseteq V} F(A) - \min_{A' \subseteq V} F(A') \leq M\), and thus \(\|\nabla f(x)\| \leq M \sqrt{n}\). Therefore
\[ f(\tilde{x}) - f(x^*) \leq M \sqrt{n} \|\tilde{x} - x^*\| \leq M \sqrt{n} \epsilon. \]

Secondly, we use the smoothness of \(\psi_i\), to obtain that
\[ \psi_i(\tilde{x}_i) \leq \psi_i(x^*_i) + \psi_i'(x^*_i)(\tilde{x}_i - x^*_i) + \frac{\beta}{2} (\tilde{x}_i - x^*_i)^2 \]

Therefore
\[ \sum_{i \in A^\alpha} \psi_i'(\alpha) \leq \sum_{i \in A^\alpha} \psi_i'(\alpha). \]

Finally, we have
\[ F(\tilde{A}^\alpha) + \sum_{i \in \tilde{A}^\alpha} \psi_i'(\alpha) \leq F(A^\alpha) + \sum_{i \in A^\alpha} \psi_i'(\alpha) + M n^{3/2} \epsilon + \beta \epsilon^2 / 2. \]
Using Lemma B.5 we see that $\psi_i^t(x_i^*) = -w_i^*$, where $w^*$ is the optimizer of a certain function over the base polytope $B(F)$. By the definition of $B(F)$ we have $w_i^* \leq F(\{i\}) \leq M$ and $-w_i^* + \sum_{j \neq i} w_j^* = F(V)$, so $-w_i^* \geq F(V) - \sum_{j \neq i} F(\{j\}) \geq -M(n-1)$. Thus, by applying Cauchy-Schwarz, we have

$$\sum_{i \in V} \psi_i^t(x_i^*) (\bar{x}_i - x_i^*) \leq \max_i |\psi_i^t(x_i^*)| \sqrt{n} \cdot \|\bar{x} - x^*\| \leq M(n-1)n^{1/2}\epsilon,$$
and thus

$$\sum_{i \in V} \psi_i^t(\bar{x}_i) - \psi_i^t(x_i^*) \leq M(n-1)n^{1/2}\epsilon + \beta\epsilon^2/2.$$ Combining with the bound on $f(\bar{x})$, we obtain our claimed error in function value.

Now we can finalize the argument. Following the proof of Lemma 2.4 we write $f(\bar{x}) + \sum_{i \in V} \psi_i^t(\bar{x}_i)$ as an integral, and similarly for $x^*$, to conclude that for $\beta = \min\{0, \min_i \bar{x}_i, \min_i x_i^*\}$,

$$\int_\beta^\infty \left(F(A^t) + \sum_{i \in A^t} \psi_i^t(t)\right) dt \leq \int_\beta^\infty \left(F(A^t) + \sum_{i \in A^t} \psi_i^t(t)\right) dt + Mn^{3/2}\epsilon + \beta\epsilon^2/2.$$

Since by definition $A^t$ minimizes $\sum_{i \in A^t} \psi_i^t(t)$, we conclude that for all $t$,

$$F(A^t) + \sum_{i \in A^t} \psi_i^t(t) \leq F(A^t) + \sum_{i \in A^t} \psi_i^t(t) + Mn^{3/2}\epsilon + \beta\epsilon^2/2.$$

\[\square\]

We can also show that if we obtain an approximate minimizer of the dual problem (4) over $B(F)$, we can use it to recover an approximate minimizer of the primal problem (2).

**Lemma B.3.** Let $w^*$ be the minimizer of the dual problem (4), and and let $x^*$ be the minimizer of the primal problem (2). If $w \in B(F)$ such that

$$\sum_{i \in V} \psi_i^t(-w_i) \leq \sum_{i \in V} \psi_i^t(-w_i^*) + \epsilon,$$

then the point $x \in \mathbb{R}^n$ where $x_i = (\psi_i^t)'(-w_i)$ satisfies

$$\|x - x^*\| \leq \sqrt{\frac{2L\epsilon}{\sigma^2}}.$$

**Proof.** By Lemma B.5 we know that $x^*$ and $w^*$ are related via $x_i^* = (\psi_i^t)'(-w_i^*)$. Therefore we can write

$$|x_i - x_i^*| = |(\psi_i^t)'(-w_i) - (\psi_i^t)'(-w_i^*)| \leq \frac{1}{\sigma} |w_i - w_i^*|,$$
where in the last inequality we used the fact that $\psi_i$ is $\sigma$-strongly convex, and hence $\psi_i^t$ is $1/\sigma$-smooth [53, 32]. Next we show that $|w_i - w_i^*|$ is bounded by a function of $\epsilon$.

Since by assumption $\psi_i$ is $L$-smooth, its dual $\psi_i^t$ is $1/L$-strongly convex. Therefore we have that, for all $i$:

$$\psi_i^t(-w_i) \geq \psi_i^t(-w_i^*) + (\psi_i^t)'(-w_i^*) \cdot (-w_i - (-w_i^*)) + \frac{\sigma}{2} (w_i^* - w_i)^2.$$
Furthermore, since \( w^* \) is an optimizer over \( B(F) \), we know by first-order optimality that for any \( w \in B(F) \):
\[
\sum_{i \in V} (\psi^*_i)'(-w^*_i) \cdot (-w_i - (-w^*_i)) \geq 0,
\]
i.e. slightly moving the point from \(-w^*\) towards \(-w\) can only increase function value. Thus we obtain that
\[
\sum_{i \in V} \psi_i^*(-w_i) \geq \sum_{i \in V} \psi_i^*(-w_i^*) + \frac{1}{2L} \sum_{i \in V} (w_i^* - w_i)^2.
\]
Combining with the hypothesis, this implies that
\[
\frac{1}{2L} \sum_{i \in V} (w_i^* - w_i)^2 \leq \epsilon,
\]
and therefore
\[
\|x - x^*\|^2 \leq \frac{1}{\sigma^2} \sum_{i \in V} (w_i - w_i^*)^2 \leq \frac{2L\epsilon}{\sigma^2},
\]
which implies the claimed result.

As a corollary of the previous lemmas, we see that an approximate solution to the dual problem (4) yields an approximate solution to the original parametric problem (1).

**Corollary B.4.** Let \( F : 2^V \to \mathbb{R} \) be a non-negative submodular set function, and let the family of parametric problems defined in (1). Let \( w \in B(F) \) such that
\[
\sum_{i \in V} \psi_i^*(-w_i) \leq \sum_{i \in V} \psi_i^*(-w_i^*) + \epsilon,
\]
where \( w^* \) is the true minimizer of the dual problem (4). Then for any \( \alpha \), the set
\[
\tilde{A}^\alpha = \{ i : \psi_i^*(-w_i) \geq \alpha \}
\]
satisfies
\[
F_\alpha(\tilde{A}^\alpha) \leq F_\alpha(A^\alpha) + \sqrt{\epsilon} \cdot M n^{3/2} \sqrt{2L/\sigma^2} + \epsilon \cdot (L/\sigma)^2,
\]
where \( A^\alpha = \arg \min_{A \subseteq V} F_\alpha(A) \).

**Proof.** From Lemma B.3 we know that the hypothesis implies that the point \( x \) where \( x_i = (\psi_i^*)(-w_i) \) satisfies \( \|x - x^*\| \leq \sqrt{2L\epsilon/\sigma^2} \). Applying Lemma B.2 we thus obtain that the sets constructed satisfy
\[
F_\alpha(\tilde{A}^\alpha) \leq F_\alpha(A^\alpha) + M n^{3/2} \sqrt{2L\epsilon/\sigma^2} + L/2 \cdot (2L\epsilon/\sigma^2),
\]
which yields our claim.

The following helper lemma shows that we can efficiently convert between (exact) solutions to the primal and dual problems (2) and (4). Using standard techniques we can prove that these also enable us to convert between suboptimal solutions, while satisfying certain error bounds.

**Lemma B.5.** Let \( x^* \) be the (unique) minimizer of (2), and let \( w^* \) be the minimizer of (4). Then \( w_i^* = -\psi_i'(x_i) \) and \( (\psi_i^*)'(-w_i) = x_i \), for all \( i \in V \).
Proof. We the dual characterization of \( f \) and Sion’s theorem, to write
\[
\min_{x \in \mathbb{R}^n} f(x) + \sum_{i \in V} \min_{x \in \mathbb{R}^n} \max_{w \in B(F)} \langle w, x \rangle + \sum_{i \in V} \psi_i(x_i) = \max_{w \in B(F)} \min_{x \in \mathbb{R}^n} \langle w, x \rangle + \sum_{i \in V} \psi_i(x_i).
\]
Since each \( \psi_i \) acts on a different coordinate we can write the inner minimization problem as
\[
\min_{x \in \mathbb{R}^n} \sum_{i \in V} (w_i x_i + \psi_i(x_i)) = -\sum_{i \in V} \psi_i^*(w_i),
\]
where we applied the definition of the Fenchel dual. Furthermore by standard convex analysis [6, 51], as \( \psi_i^* \) ranges from \(-\infty\) to \(\infty\) for each \( i \) we have that \( (\psi_i^*)'(w_i) = x_i \), and similarly \( \psi_i(x_i) = -w_i \).
Thus we can equivalently write (2) as
\[
\max_{w \in B(F)} -\sum_{i \in V} \psi_i^*(w_i).
\]
By the previous observation, the optima are thus related via \( (\psi_i^*)'(w_i^*) = x_i^* \), and similarly \( \psi_i(x_i^*) = -w_i^* \).

\[ \square \]

\section{Parametric \( s-t \) Cuts}

In this section we show how to solve the parametric minimum cut problem by efficiently using a maximum flow oracle. In Section 4 we show how to convert the solution obtained by this combinatorial routine to a nearly-optimal solution to a related optimization problem on the submodular base polytope of the corresponding cut function.

In the parametric \( s,t \)-cut problem, we are given a directed network \( G = (V,E) \) with two distinguished vertices: a source \( s \in V \), and a sink \( t \in V \), \( s \neq t \). The capacities of individual edges of \( G \) are nonnegative functions of a real parameter \( \lambda \) in some possibly infinite domain \( \mathbb{D} \subseteq \mathbb{R} \) (as opposed to constants in the classical setting of min \( s,t \)-cut). Following [21], we assume that the capacities of edges \( uv \in E \) are nondecreasing in \( \lambda \) and the capacities of edges \( vt \in E \) are nonincreasing in \( \lambda \). The capacities of all other edges of \( G \) are constant.

We denote by \( c_\lambda(uv) : \mathbb{D} \rightarrow \mathbb{R} \) the capacity function of an edge \( uv \in E \). Moreover, we assume that these edge capacity functions can be evaluated for arbitrary \( \lambda \) in constant time.

Roughly speaking, the goal of the parametric min \( s,t \)-cut problems is to compute a representation of min \( s,t \)-cut for all the possible parameters \( \lambda \). Before we precisely define what this means, let us introduce some more notation and state some useful properties of (parametric) min-cuts.

Denote by \( \text{cap}(G) \) the capacity of a min \( s,t \)-cut in \( G \). Let \( G_\lambda \) be the graph with all the parameterized capacities replaced with the corresponding values for \( \lambda = \lambda' \). For any \( S, s \in S \subseteq V \setminus \{t\} \), let \( c_\lambda(S) \) be the capacity function of \( S \), i.e., the sum of capacity functions \( c_\lambda(uv) \) through all \( uv \) with \( u \in S \) and \( v \in V \setminus S \).

\textbf{Lemma C.1} ([19]). \textit{For any} \( G \), \textit{there exists a unique minimal minimum} \( s,t \)-\textit{cut} \( (S,T) \) \textit{with} \( |S| \) \textit{smallest possible, such that for any min} \( s,t \)-\textit{cut} \( (S',T') \) \textit{of} \( G \) \textit{we have} \( S \subseteq S' \). \textit{Given any maximum} \( s,t \)-\textit{flow} \( f \) \textit{in} \( G \), \textit{such a cut can be computed from} \( f \) \textit{in} \( O(m) \) \textit{time.}

\textit{Proof.} Let \( G_f \) be the residual network associated with flow \( f \). We let \( S \) be the set of vertices reachable from \( s \) in \( G_f \) (via edges with positive capacity). As proven by Ford and Fulkerson [19, Theorem 5.5], \( S \) defined this way does not depend on the chosen maximum flow \( f \), and \( S \subseteq S' \) holds. Clearly, given \( f, S \) can be found using any graph search algorithm.  
\[ \square \]
Ford and Fulkerson [19, Corollary 5.4] showed that for any two min \(s,t\)-cuts \((S_1,T_1),(S_2,T_2)\) of \(G\), \((S_1 \cap S_2,T_1 \cup T_2)\) is also a min \(s,t\)-cut of \(G\). Gallo et al. [21, Lemma 2.8] gave the following generalization of this property to parametric min \(s,t\)-cuts.

**Lemma C.2** ([21]). Let \(\lambda_1 \leq \lambda_2\). For \(i = 1,2\), let \((S_{\lambda_i},T_{\lambda_i})\) be some min \(s,t\)-cut in \(G_{\lambda_i}\). Then \((S_{\lambda_1} \cap S_{\lambda_2},T_{\lambda_1} \cup T_{\lambda_2})\) is a min \(s,t\)-cut in \(G_{\lambda_1}\).

Our algorithm will use the following crucial property of parametric minimal min \(s,t\)-cuts.

**Lemma C.3.** Let \(\lambda_1 \leq \lambda_2\). For \(i = 1,2\), let \((S_{\lambda_i},T_{\lambda_i})\) be the unique minimal min \(s,t\)-cut in \(G_{\lambda_i}\). Then \(S_{\lambda_1} \subseteq S_{\lambda_2}\).

**Proof.** The uniqueness of \(S_{\lambda_1}\) and \(S_{\lambda_2}\) follows by Lemma C.1 applied to \(G_{\lambda_1}\) and \(G_{\lambda_2}\), respectively.

By Lemma C.2, \((S_{\lambda_1} \cap S_{\lambda_2},T_{\lambda_1} \cup T_{\lambda_2})\) is a min \(s,t\)-cut in \(G_{\lambda_1}\). By Lemma C.1, we have \(S_{\lambda_1} \subseteq S_{\lambda_1} \cap S_{\lambda_2}\). It follows that \(S_{\lambda_1} \subseteq S_{\lambda_2}\). \(\Box\)

Now given Lemma C.3, we can formally state our goal in this section, which is to compute a parametric min \(s,t\)-cut defined as follows. Let \(\lambda_{\min} \in \mathbb{D}\) be such that the minimal min \(s,t\)-cuts of \(G_{\lambda_{\min}}\) and \(G_{\lambda'}\) are equal for all \(\lambda' \in \mathbb{D}\), \(\lambda' < \lambda_{\min}\). Similarly, let \(\lambda_{\max} \in \mathbb{D}\) be such that the minimal min \(s,t\)-cuts of \(G_{\lambda_{\max}}\) and \(G_{\lambda'}\) are equal for all \(\lambda' \in \mathbb{D}\) with \(\lambda' > \lambda_{\max}\). We will consider \(\lambda_{\min}\) and \(\lambda_{\max}\) additional inputs to our problem.

For simplicity, in the remaining part of this section we denote by \(S_{\lambda}\) and \(T_{\lambda}\) the \(s\)-side and the \(t\)-side (resp.) of the minimal \(s,t\)-cut of \(G_{\lambda}\).

**Definition C.4** (Parametric min \(s,t\)-cut). Let \(\Lambda = \{\lambda_1, \ldots, \lambda_k\} \subseteq \mathbb{D}\), where \(k \leq n - 1\) and \(\lambda_{\min} < \lambda_1 < \ldots < \lambda_k \leq \lambda_{\max}\). Let \(\lambda_0 = \lambda_{\min}\). Let \(\tau : V \to \Lambda \cup \{\lambda_{\min}, \infty\}\) be such that \(\tau(s) = \lambda_{\min}\) and \(\tau(t) = \infty\). Let \(S(z) = \{v \in V : \tau(v) \leq z\}\). A pair \((\Lambda, \tau)\) is a parametric min \(s,t\)-cut of \(G\) if:

1. For \(i = 0, \ldots, k - 1\), \(S(\lambda_i)\) is a minimal min \(s,t\)-cut of \(G_{\lambda'}\) for all \(\lambda' \in [\lambda_i, \lambda_{i+1}) \cap \mathbb{D}\).
2. \(S(\lambda_k)\) is a minimal min \(s,t\)-cut of \(G_{\lambda_{\max}}\).
3. For \(i = 0, \ldots, k - 1\), \(S(\lambda_i) \subseteq S(\lambda_{i+1})\).

It will also prove useful to define an approximate version of parametric min \(s,t\)-cut.

**Definition C.5** (\(\varepsilon\)-approximate parametric min \(s,t\)-cut). Let \(\Lambda, \tau\), and \(S : \mathbb{D} \to 2^V\) be as in Definition C.4. A pair \((\Lambda, \tau)\) is called an \(\varepsilon\)-approximate parametric min \(s,t\)-cut of \(G\) if:

1. For \(i = 0, \ldots, k - 1\), \(S(\lambda_i)\) is a minimal min \(s,t\)-cut of \(G_{\lambda'}\) for all \(\lambda' \in [\lambda_i, \lambda_{i+1} - \varepsilon) \cap \mathbb{D}\).
2. \(S(\lambda_k)\) is a minimal min \(s,t\)-cut of \(G_{\lambda_{\max}}\).
3. For \(i = 0, \ldots, k - 1\), \(S(\lambda_i) \subseteq S(\lambda_{i+1})\).

**Lemma C.6.** Let \((\Lambda, \tau)\) be the parametric min \(s,t\)-cut of \(G\). Let \((\Lambda_{\varepsilon}, \tau_{\varepsilon})\) be an \(\varepsilon\)-approximate parametric min \(s,t\)-cut of \(G\). Then for all \(v \in V\), \(\tau(v) \leq \tau_{\varepsilon}(v) \leq \tau(v) + \varepsilon\).

**Proof.** Let \(S(z) = \{v \in V : \tau(v) \leq z\}\), and \(S_{\varepsilon}(z) = \{v \in V : \tau_{\varepsilon}(v) \leq z\}\). First of all, \(\tau(v) = \infty\) if and only if \(\tau_{\varepsilon}(v) = \infty\). This is because each of those is equivalent to \(v \notin S_{\lambda_{\max}}\). In this case the lemma holds trivially.
So in the following let us assume that $\tau(v)$ and $\tau_\varepsilon(v)$ are both finite. We first prove $\tau_\varepsilon(v) \geq \tau(v)$. If $\tau(v) = \lambda_\text{min}$ then this follows by $\tau_\varepsilon(v) \geq \lambda_\text{min}$. So suppose $\tau(v) = \lambda$ for some $\lambda \in \Lambda$. Then by item (1) of Definition C.4, for any $\lambda' < \lambda$, $S(\lambda')$ is a minimal min $s,t$-cut of $G_{\lambda'}$ and $v \notin S(\lambda')$. If we had $\tau_\varepsilon(v) < \tau(v)$, then $S_\varepsilon(\tau_\varepsilon(v))$ would be a minimal min $s,t$-cut of $G_{\tau_\varepsilon(v)}$ such that $v \in S(\tau_\varepsilon(v))$ and $\tau_\varepsilon(v) < \lambda$, a contradiction.

Now let us prove $\tau_\varepsilon(v) \leq \tau(v) + \varepsilon$. To this end, suppose $\tau_\varepsilon(v) > \tau(v) + \varepsilon$. If $\tau_\varepsilon(v) = \lambda_\text{min}$, then we have $\lambda_\text{min} > \tau(v) + \varepsilon \geq \lambda_\text{min} + \varepsilon$, a clear contradiction. So let us assume that $\tau_\varepsilon(v) \in \Lambda_\varepsilon$ and let $\lambda^*$ be the element preceding $\tau_\varepsilon(v)$ in $\Lambda_\varepsilon$, or $\lambda^* = \lambda_\text{min}$ if no such element exists. We have $v \notin S_{\lambda^*}$ and $S_{\lambda^*}$ is a minimal min $s,t$-cut in $G_{\lambda^*}$ for $\lambda' = \lambda^*$ and all $\lambda' \in [\lambda^*, \tau_\varepsilon(v) - \varepsilon)$. As a result, for any $\lambda'' < \tau_\varepsilon(v) - \varepsilon$, the minimal min $s,t$-cut of $G_{\lambda''}$ does not contain $v$ in the s-side. But $\tau(v) < \tau_\varepsilon(v) - \varepsilon$, $v \in S(\tau(v))$, and $S(\tau(v))$ is a minimal min $s,t$-cut of $G_{\tau(v)}$, a contradiction. □

Our main result in this section is the following theorem.

**Theorem 3.2.** Let $R = \lambda_\text{max} - \lambda_\text{min}$ be an integral multiple of $\varepsilon > 0$. Let $T_{\text{maxflow}}(n', m') = \Omega(m' + n')$ be a convex function bounding the time needed to compute maximum flow in a graph with $n'$ vertices and $m'$ edges obtained from $G_{\lambda}$ by edge/vertex deletions and/or edge contractions (with merging parallel edges by summing their capacities) for any $\lambda = \lambda_\text{min} + \ell\varepsilon$ and any integer $\ell \in [0, R/\varepsilon]$. Then, $\varepsilon$-approximate parametric min $s,t$-cut in $G$ can be computed in $O(T_{\text{maxflow}}(n, m \log n) \cdot \log \frac{R}{\varepsilon} \cdot \log n)$ time.

The rest of this section is devoted to proving Theorem 3.2. For a connected subset $X \subseteq V(G)$, $\{s,t\} \not\subseteq X$, let $G/X$ denote $G$ after merging the vertex set $X$ into a single vertex. If the contracted vertex set $X$ contains $s$ ($t$, resp.), then the resulting vertex inherits the identity of $s$ ($t$, resp.).

**Lemma C.7.** Let $\lambda$ be arbitrary and let $(S_{\lambda}, T_{\lambda})$ be the minimal min $s,t$-cut in $G_{\lambda}$. Then:

1. For any $\lambda' \geq \lambda$, $\text{cap}(G_{\lambda'}) = \text{cap}(G_{\lambda'}/S_{\lambda})$.
2. For any $\lambda' \leq \lambda$, $\text{cap}(G_{\lambda'}) = \text{cap}(G_{\lambda}/T_{\lambda})$.

**Proof.** We only prove item 1, as item 2 is analogous. Since merging vertices is equivalent to connecting them with infinite capacity edges, it cannot decrease the min $s,t$-cut capacity, i.e., $\text{cap}(G_{\lambda'}) \leq \text{cap}(G_{\lambda'}/S_{\lambda})$. On the other hand, by Lemma C.3, the minimal min $s,t$-cut $(S_{\lambda'}, T_{\lambda'})$ in $G_{\lambda'}$ satisfies $S_{\lambda'} \subseteq S_{\lambda}$. Hence, the capacity of the s,t-cut $(S_{\lambda'}/T_{\lambda'}, T_{\lambda'})$ in $G_{\lambda'}/S_{\lambda}$ is the same as the capacity $\text{cap}(G_{\lambda'})$ of $(S_{\lambda'}/T_{\lambda'}, T_{\lambda'})$ in $G_{\lambda'}$. Consequently, $\text{cap}(G_{\lambda'}) \geq \text{cap}(G_{\lambda'}/S_{\lambda})$. □

**Remark C.8.** If $(S_{\lambda}, T_{\lambda})$ is a minimal min $s,t$-cut in $G_{\lambda}$, then $G[S_{\lambda}]$ is connected by construction (Lemma C.1). However, $G[T_{\lambda}]$ might in general consist of several connected components if $G_{\lambda}$ contains zero-capacity edges. In that case, we can still obtain $G_{\lambda'/T_{\lambda}}$ above using edge/vertex deletions and edge contractions. Namely, we contract only the connected component $A$ of $T_{\lambda}$ that contains $t$. For any other component $C_i$ ($i = 1, \ldots, q$) of $T_{\lambda}$, its incoming edges start in $S_{\lambda}$ and all have capacity 0 in $G_{\lambda}$, and thus also in $G_{\lambda'}$ for $\lambda' < \lambda$. Consequently, removing the vertices of $\bigcup_{i=1}^q C_i$ and subsequently contracting $A$ has the same effect on $G_{\lambda'}$ as merging the entire $T_{\lambda}$, i.e., $G_{\lambda'/T_{\lambda}} = G_{\lambda'}/[V \setminus \bigcup_{i=1}^q C_i]/A$.

We use a recursive “divide-and-conquer” algorithm. The input to a recursive procedure APXPARAMETRICMINCUT is a graph $G = (V, E)$ with $n$ vertices, $m$ edges, source $s$ and sink $t$, the parametric capacity function $c_\lambda : E \to \mathbb{D} \to \mathbb{R}$, and two parameters $\lambda_\text{min}, \lambda_\text{max}$ such that $\varepsilon$
evenly divides $\lambda_{\max} - \lambda_{\min}$. The output of the procedure is an $\varepsilon$-approximate parametric min $s,t$-cut $(\{\lambda_1, \ldots, \lambda_k\}, \tau)$ as in Definition C.5. By Lemma C.3, $k \leq |V(G)| - 1$.

The main idea of the procedure $\text{APXPARAMETRICMINCUT}$ is to find the (approximately) most balanced minimal $s,t$-cuts $S_{\lambda_1}$ and $S_{\lambda_2}$ and use them to reduce the problem size in the recursive calls significantly. Specifically, we want to find such $\lambda_1 \leq \lambda_2$ that $|S_{\lambda_1}| \leq n/2$, $|S_{\lambda_2}| \geq n/2$ and $\lambda_2 - \lambda_1 = \varepsilon$.

Suppose $n > 2$ as otherwise the problem is trivial. First, we compute minimal min-cuts in $G_{\lambda_{\min}}$ and $G_{\lambda_{\max}}$. This takes two max-flow runs, i.e., $T_{\text{maxflow}}(n,m)$ time, plus $O(m)$ time by Lemma C.1.

It might happen that $|S_{\lambda_{\min}}| \leq |S_{\lambda_{\max}}| < n/2$ or $n/2 < |S_{\lambda_{\min}}| \leq |S_{\lambda_{\max}}|$. In these special cases we can immediately reduce the vertex set by a factor of at least two by contracting $T_{\lambda_{\max}}$ or $S_{\lambda_{\min}}$ respectively, and recurse on the reduced graph. By Lemma C.7 and the definition of $\lambda_{\min}, \lambda_{\max}$ this reduction does not influence the structure of parametric cuts.
31: function MinimalMinCut(G = (V, E), c : E → R)
32: f = MaxFlow(G, s, t, c)
33: return \{v ∈ V : v reachable from s in the residual network G_f\}
34: function Contract(G = (V, E), c : E → D → R, X ⊆ V) // |X ∩ \{s, t\}| = 1
35: w* := if s ∈ X then s else t
36: V' := V \ X ∪ \{w*\}
37: E' := ∅
38: c'_λ := E' → D → R
39: for uv ∈ E do
40: u' := if u ∈ X then w* else u
41: v' := if v ∈ X then w* else v
42: if (u', v') ≠ (s, t) then
43: if u'v' ∉ E' then
44: E' := E' ∪ \{u'v'\}
45: c'_λ(u'v') := c_λ(uv)
46: else
47: c'_λ(u'v') := c'_λ(u'v') + c_λ(uv) // We add functions here.
48: end if
49: end if
50: end for
51: return (G' = (V', E'), c'_λ)
So suppose $|S_{\lambda_1}| \leq n/2$ and $|S_{\lambda_2}| \geq n/2$. Set $\lambda_1 = \lambda_{\min}$ and $\lambda_2 = \lambda_{\max}$. So we have $|S_{\lambda_1}| \leq n/2$ and $|S_{\lambda_2}| \geq n/2$ initially. We maintain this invariant and gradually shrink the interval $[\lambda_1, \lambda_2]$ until its length gets precisely $\varepsilon$ in a binary search-like way. We repeatedly try the pivot $\lambda' = \lambda_1 + [(\lambda_2 - \lambda_1)/2\varepsilon] \cdot \varepsilon$ and compute $S_{\lambda'}$. If $|S_{\lambda'}| \geq n/2$, we set $\lambda_2 = \lambda'$, and otherwise we set $\lambda_1 = \lambda'$. Note that $\lambda_2 - \lambda_1$ remains an integer multiple of $\varepsilon$ at all times. The whole process costs $O(\log(|\lambda_{\max} - \lambda_{\min}|/\varepsilon)) = O(\log(R/\varepsilon))$ max-flow executions.

Let $G_1 = G/T_{\lambda_1}$ and $G_2 = G/S_{\lambda_2}$. Note that $G_1, G_2$ may contain parallel edges or a direct $st$ edge as a result of contraction. Hence, these graphs are first preprocessed by (1) removing self-loops and direct $st$ edges, (2) merging parallel edges by summing their cost functions. The contraction and preprocessing is performed using the procedure CONTRACT. Note that none of these preprocessing steps change the minimal cuts of $G_1, \lambda$ or $G_2, \lambda$ for any $\lambda$: the direct $st$ edges cross all $s, t$-cuts.

Next, we recursively compute $\varepsilon$-approximate parametric min $s,t$-cut in graphs $G_1 = G/T_{\lambda_1}$ and $G_2 = G/S_{\lambda_2}$.

The recursive call on $G_1$ is made with $(\lambda_{\min}, \lambda_{\max})$ set to $(\lambda_{\min}, \lambda_1)$, whereas the recursive call on $G_2$ uses $(\lambda_{\min}, \lambda_{\max}) := (\lambda_2, \lambda_{\max})$. Note that indeed we have $G_{1, \lambda_1} = G_{1, \lambda'}$ for $\lambda' > \lambda_1$ as required since the $t$-side of the minimal min $s,t$-cut in $G_{1, \lambda_1}$ contains only $t$. Similarly, $G_{2, \lambda_2} = G_{2, \lambda}$ for all $\lambda' < \lambda_2$.

Let $(\Lambda_1, \tau_1) = (\{\lambda_1, \ldots, \lambda_1, a\}, \tau_1)$ and $(\Lambda_2, \tau_2) = (\{\lambda_2, \ldots, \lambda_2, b\}, \tau_2)$ be the returned $\varepsilon$-approximate parametric min $s,t$-cuts of $G_1$ and $G_2$ respectively. We return $(\Lambda, \tau)$ as the $\varepsilon$-approximate parametric min-$s,t$-cut of $G$, where

$$
\Lambda = \begin{cases} 
\Lambda_1 \cup \Lambda_2 & \text{if } |S_{\lambda_1}| = |S_{\lambda_2}| = n/2, \\
\Lambda_1 \cup \{\lambda_2\} \cup \Lambda_2 & \text{otherwise.}
\end{cases} \\
\tau(v) = \begin{cases} 
\tau_1(v) & \text{if } v \in S_{\lambda_1}, \\
\tau_2(v) & \text{if } v \in T_{\lambda_2}, \\
\lambda_2 & \text{otherwise.}
\end{cases}
$$

Let us now prove the correctness of this algorithm. We proceed by induction on $n$. For $n \leq 2$ this is trivial, so suppose $n > 3$ and that recursive calls are made. Clearly, $\lambda_{1, a} \leq \lambda_1 < \lambda_2 < \lambda_{2, 1}$.

Item (3) of Definition C.5 follows easily by induction and the definition of $\lambda_1, \lambda_2$. Let $\Lambda = \{\lambda'_1, \ldots, \lambda'_k\}$. That $S(\lambda'_i) = \{v \in V : \tau(v) \leq \lambda'_i\}$ is a minimal min $s,t$-cut of $G_{\lambda'_i}$ for all $\lambda'_i \in \Lambda$ (i.e., item (2) of Definition C.5) follows directly by Lemma C.7 the definitions of $\lambda_1, \lambda_2$.

Now consider item (1) of Definition C.5. For some $j < k$ we have $\lambda'_j = \lambda_{1, a}$. For all $i = 0, \ldots, k - 1, i \neq j$, item (1), i.e., that $S_{\lambda'_i}$ is a minimal min $s,t$-cut for all $\lambda'_i \in \{\lambda'_1, \lambda'_{i+1}\}$, follows directly inductively.

If $|S_{\lambda_1}| = |S_{\lambda_2}| = n/2$, then $S_{\lambda_{1, a}} = S_{\lambda_2}$. By induction it follows that $S_{\lambda_{1, a}}$ is a minimal min $s,t$-cut of $G_{\lambda'}$ for all $\lambda' \in [\lambda_2, \lambda_2, \lambda_2, \lambda_2 - \varepsilon)$, and also for all $\lambda' \in [\lambda_{1, a}, \lambda_2, \lambda_2 - \varepsilon) = [\lambda'_j, \lambda'_{j+1} - \varepsilon)$. If, on the other hand, $S_{\lambda_1} \subseteq S_{\lambda_2}$, then $\lambda'_{j+1} = \lambda_2$. Since $S_{\lambda_{1, a}} = S_{\lambda_1}$, $S_{\lambda_{1, a}}$ is indeed a minimal min $s,t$-cut for all $\lambda' \in [\lambda_{1, a}, \lambda_2 - \varepsilon) = [\lambda'_{j}, \lambda'_{j+1} - \varepsilon) \lambda_2 - \varepsilon = \lambda_1$.

Note that the input graph of each of the recursive calls has at most $n/2 + 1$ vertices. Moreover, by merging the parallel edges (and summing their costs) after the contraction we can guarantee that $|E(G_1)| + |E(G_2)| \leq |E(G)| + n/2$. Indeed, observe that the only edges of $G_2$ that can also appear in $G_1$ are those incident to $s$ in $G_2$, and there are at most $|T_{\lambda_2}| \leq n/2$ of them.

There is one important technical detail here: even though the individual functions $c_\lambda(\lambda')$ (for the edges $\nu$ of the original input graph $G$) can be evaluated in constant time, after summing $k$ of such functions in the process this cost can be as much as $\Theta(k)$. We now argue that this cannot happen in our case due to preprocessing $G_1$ and $G_2$, and the evaluation cost is $O(1)$ for all edges in all recursive calls. More concretely, one can show that each edge capacity function in a recursive call can be expressed as the sum of at most one original capacity function $c_\lambda(xy)$ and a real number.
Indeed, suppose this is the case for some call with input $G$. Then, each edge $uv$ of $G_1$ either (1) is contained in $G$ and has not resulted from merging some parallel edges after contraction, (2) has $u \notin \{s,t\}$ and $v = t$ and resulted from merging edges $uz_1, \ldots, uz_l$ such that $z_1, \ldots, z_l \in T_{\lambda_1}$. The former case is trivial. In the latter case, for at least $l - 1$ of these $z_i$ we have $z_i \neq t$, so $c_\lambda(uz_i)$ is a constant function. For at most one $z_j$ is of the form $c_\lambda(xy) + \Delta$ for some original capacity function $c_\lambda(xy)$ and $\Delta \in \mathbb{R}$. We conclude that the capacity function of $uv$ in $G_1$ is of the same form and equals $c_\lambda(xy) + \Delta'$, where $\Delta' = \Delta + \sum_{i \neq j} c_\lambda(uz_i) \in \mathbb{R}$. The proof for $G_2$ is analogous.

Now let us analyze the running time of the algorithm. One can easily inductively prove that:

- Each graph at the $i$-th level of the recursion tree has less than $n/2^i + 2$ vertices; hence, there are no more than $\log_2 n + 1$ levels in the tree.

- The sum $n_i$ of numbers of vertices through all the graphs at the $i$-th level is less than $2^i(n/2^i + 2) \leq n + 2^{i+1} \leq 3n$.

- Since, the sum $m_i$ of numbers of edges in graphs at level $i > 0$ satisfies $m_i \leq m_{i-1} + n_{i-1}/2 \leq m_{i-1} + 3n/2$, we have $m_i \leq m + 3in/2 = O(m + n \log n)$.

By the above, and since the function $T_{\text{maxflow}}$ is convex, we conclude the total time cost at the $i$-th level is $O(T_{\text{maxflow}}(n, m + n \log n) \log(R/\varepsilon))$. Recall that there are $O(\log n)$ levels and therefore the total time is $O(T_{\text{maxflow}}(n, m + n \log n) \log(R/\varepsilon) \log n)$.

**C.1 Exact Parametric Min $s,t$-Cut**

In this section we show how Theorem 3.2 implies new bounds on computing exact parametric min $s,t$-cuts in a few interesting settings.

**Integer Polynomial Costs.** Suppose all the parametric costs $c_\lambda(uv)$ are of the form $c_\lambda(uv) = Q_{uv}(\lambda)$, where each $Q_{uv}$ is a (possibly different) constant-degree polynomial with integer coefficients bounded in the absolute value by an integer $U > 0$ and take nonnegative values on $\mathbb{D}$. Recall $Q_{uv}$ can have a positive degree only if $u = s$ or $v = t$. Moreover, if $u = s$, then $Q_{uv}$ is increasing, whereas when $v = t$, then $Q_{uv}$ is decreasing.

Observe that the parametric capacity $c_\lambda(S)$ of any $S$, $s \in S \subseteq V \setminus \{t\}$ is a constant-degree polynomial with integer coefficients bounded by $nU$ in absolute value. The same applies to a difference polynomial $c_\lambda(S) - c_\lambda(S')$ for any two such sets $S, S'$.

It is known that for a constant-degree polynomials $Q$ with integer coefficients bounded by $W$:

- The roots of $Q$ are of absolute value $O(\text{poly}(W))$ (e.g., [62]).

- Any two distinct roots of $Q$ are at least $\Omega(1/\text{poly}(W))$ apart. [45]

This means that by setting $\lambda_{\min} = -R/2$ and $\lambda_{\max} = R/2$ (or slightly less aggressively, if e.g., $R/2 \notin \mathbb{D}$) for a sufficiently large even integer $R = O(\text{poly } nU)$ such that $R/2$ exceeds the maximum possible absolute value of a root of any polynomial of the form $c_\lambda(S) - c_\lambda(S')$, we will indeed have $G_{\lambda_{\min}} = G_{\lambda'}$ for all $\lambda' < \lambda_{\min}$ and $G_{\lambda_{\max}} = G_{\lambda'}$ for all $\lambda' > \lambda_{\max}$.

Moreover, assume we compute an $\varepsilon$-approximate parametric min $s,t$-cut $(\Lambda, \tau)$, where $\Lambda = \{\lambda_1, \ldots, \lambda_k\}$. Suppose for some $i$ there exists $\lambda_i' \leq \lambda_i^{\ast} \leq \lambda_i + 1 < \lambda_i^{\ast}$, such that the minimal $s,t$-cut $S_{\lambda_i'}$ in $G_{\lambda'}$ satisfies $S_{\lambda_i} \subset S_{\lambda_i'} \subseteq S_{\lambda_i^{\ast}}$. Let $\lambda_i^{\ast} = \max(\lambda_i, \lambda_i + 1 - 2\varepsilon)$.
Note that $S_{\lambda_i} = S_{\lambda_i^*}$ by Definition C.5. Since $S_{\lambda_i}$ is minimal, $c_\lambda(S_{\lambda_i})(\lambda_i^*) - c_\lambda(S_{\lambda_i^*})(\lambda_i^*) \leq 0$ and $c_\lambda(S_{\lambda_i})(\lambda_i^*) - c_\lambda(S_{\lambda_i^*})(\lambda_i^*) > 0$. So the polynomial $c_\lambda(S_{\lambda_i})(\lambda_i^*) - c_\lambda(S_{\lambda_i^*})(\lambda_i^*)$ is non-zero and has a root in the interval $[\lambda_i^*, \lambda_i^*']$. Similarly one can prove that the polynomial $c_\lambda(S_{\lambda_i})(\lambda_i^*) - c_\lambda(S_{\lambda_i^*})$ is non-zero and has a root in the interval $[\lambda_i^* \cdot \lambda_i^*]$. We conclude that the product polynomial $[c_\lambda(S_{\lambda_i})(\lambda_i^*) - c_\lambda(S_{\lambda_i^*})] \cdot [c_\lambda(S_{\lambda_i^*}) - c_\lambda(S_{\lambda_i^*})]$ is non-zero, has constant degree, has integer coefficients of order $O(\text{poly}(nU))$, and has two distinct roots in the interval $[\lambda_i^*, \lambda_i^*]$, i.e., less than $2\varepsilon$ apart. Therefore, if we set $\varepsilon$ so that $1/\varepsilon$ is a sufficiently large integer but still polynomial in $nU$, the assumption $S_{\lambda_i^*} \subset S_{\lambda_i} \subset S_{\lambda_i^*}$ leads to a contradiction. As a result, for all such $\lambda_i$, $S_{\lambda_i}$ equals either $S_{\lambda_i^*}$ or $S_{\lambda_i^*}$.

In other words, computing an $\varepsilon$-approximate min $s,t$-cut $(\Lambda, \tau)$, where $\Lambda = \{\lambda_1, \ldots, \lambda_k\}$, gives as the structure of all possible minimal min $s,t$-cuts $S_{\lambda_i}$ in the following sense. Suppose $\Lambda^* = \{\lambda_1^*, \ldots, \lambda_k^*\}$ is an exact parametric min $s,t$-cut. Then $k = l$ and $S(\lambda_i) = \{v \in V : \tau(v) \leq \lambda_i\} = S_{\lambda_i^*}$ for all $i = 1, \ldots, k$. To compute $\lambda_i^*$, it is hence enough to find the unique $\lambda_i^* \in (\lambda_{i-1}, \lambda_i]$ such that $c_\lambda(S(\lambda_i^*))((\lambda_i^*)) = c_\lambda(S(\lambda_i^*))((\lambda_i^*))$ which boils down to solving a polynomial equation of constant degree. It is well known that such equations can be solved exactly in constant time for degrees at most 4.

Observe that if we run our $\varepsilon$-approximate parametric min $s,t$-cut algorithm with $\lambda_{\min}, \lambda_{\max}, \varepsilon$ set as described above, maximum flow is always invoked on some minor $H$ of $G_\lambda$ for $\lambda$ that is an integer multiple of $\varepsilon$. Since, $1/\varepsilon$ is an integer, by multiplying edge costs in $H$ by $1/\varepsilon$, we only need a maximum flow algorithm that can handle integer edge capacities of order $O(\text{poly}(nU))$. By plugging in the best-known algorithms for computing max flow with integral capacities, we obtain the following.

**Theorem C.9.** Let $G$ be a graph whose parameterized capacities are constant-degree polynomials with integer coefficients in $[\varepsilon, U]$. The structure of parametric min $s,t$-cut on $G$ can be computed in:

- $O(m \cdot \min(m^{1/2}, n^{2/3}) \cdot \text{polylog}(n, U))$ time using a combinatorial algorithm [23],
- $O((m + n^{1.5}) \cdot \text{polylog}(n, U))$ time using the algorithm of [59],
- $O(m^{1.497} \cdot \text{polylog}(n, U))$ time using the algorithm of [22].

The cut function can be found exactly in additional $O(n)$ time if the degrees of capacity polynomials are at most 4.

**Discrete Domains.** Let us now consider the case when $D$ is discrete and has $\ell$ elements. Suppose all parametric costs are arbitrary functions meeting the requirements of the parametric min $s,t$-cut problem. Then, we can make the $\varepsilon$-approximate algorithm exact by employing the following simple modifications. We start with $\lambda_{\min} = \text{min} D$ and $\lambda_{\max} = \text{max} D$. In the binary-search like step, we always choose the middle element of $D \cap [\lambda_1, \lambda_2]$ as the next pivot. This way, all the max-flow computations are performed on minors of $G_\lambda$ for $\lambda \in D$.

**Theorem C.10.** Let $G$ be a graph with arbitrary parameterized capacities $D \to \mathbb{R}$ for a discrete domain $D \subseteq \mathbb{R}$, where $\ell = |D|$. Let $T_{\text{maxflow}}(n', m')$ be defined as in Theorem 3.2. Then exact parametric min $s,t$-cut on $G$ can be computed in $O(T_{\text{maxflow}}(n, m \log n) \cdot \log \ell \cdot \log n)$ time.
Planar Graphs. By Remark C.8, all the max-flow computations in the algorithm of Theorem 3.2 are performed on minors of $G$. As a result, if the input graph $G$ is planar, we can use state-of-the-art planar max $s,t$-flow algorithms to obtain better bounds on the parametric min-$s,t$-cut algorithms on planar graphs. Since maximum $s,t$-flow for planar graphs can be computed in $O(n \log n)$ time even for real capacities [5, 16], planar parametric min $s,t$-cut can be solved exactly:

- in $O(n \text{polylog}(n, U))$ time when parameterized capacities are constant degree polynomials with integer coefficients in $[-U, U]$,
- in $O(n \log^3 n \log \ell)$ time for discrete domains $\mathbb{D} \subseteq \mathbb{R}$ of size $\ell$.

What may be surprising, our reduction is powerful enough to obtain an interesting subquadratic strongly polynomial exact algorithm computing parametric min $s,t$-cut in a planar graph with capacity functions that are arbitrary polynomials of degree no more than 4 and real coefficients.

We now sketch this algorithm. It is based on the parametric search technique [47] (see also [1]). Suppose we want to solve some decision problem $\mathcal{P}(\alpha)$, where $\alpha \in \mathbb{R}$, such that if $\mathcal{P}(\alpha_0)$ is a yes instance, then $\mathcal{P}(\alpha')$ for all $\alpha'' < \alpha_0$ is also a yes instance. We wish to find the maximum $\alpha^*$ for which $\mathcal{P}(\alpha^*)$ is a yes instance. An example problem $\mathcal{P}(\alpha)$ could be “does an $s,t$-flow of value $\alpha$ exist in $G$?” Then, $\alpha^*$ clearly equals the maximum flow in $G$.

Suppose we have an efficient strongly polynomial algorithm solving the decision problem. Then, in practice one could find $\alpha^*$ via binary search given some initial interval containing $\alpha^*$; however, in general this would not lead to an exact algorithm for real values of $\alpha^*$. Parametric search is a technique for converting a strongly polynomial parallel decision algorithm into a sequential or parallel strongly polynomial optimization algorithm as explained above. The only requirement to keep in mind is that the decision algorithm is governed by comparisons, each of which amounts to testing the sign of some low-degree (say, no more than 4) polynomial in $\alpha$. Specifically, suppose we have a parallel decision algorithm $\mathcal{A}$ that uses $W_A$ work and $D_A$ depth, and also a (possibly the same) another parallel decision algorithm $\mathcal{B}$ with $W_B$ work and $D_B$ depth. Suppose for simplicity all these quantities are polynomial in $n$. Then, parametric search yields a strongly-polynomial optimization algorithm computing $\alpha^*$ in $\tilde{O}(D_A \cdot W_B + W_A)$ work and $\tilde{O}(D_A \cdot D_B)$ depth.

Now back to planar graphs. We will use parametric search in a nested way. First of all, we will need a decent parallel max flow algorithm for planar graphs. It is well-known (e.g., [16]) that the decision variant of the max $s,t$-flow problem on planar graphs is reducible to negative cycle detection in the dual graph (which is also planar). There exists a parallel negative cycle detection algorithm on planar graphs with $\tilde{O}(n + n^{3/2}/d^3)$ work and $\tilde{O}(d)$ depth for any $d \geq 1$ [33]. Hence, by using that algorithm as both $\mathcal{A}$ (for $d = D^{3/7}$) and $\mathcal{B}$ (for $d = D^{4/7}$), where $D$ is a parameter, we have $W_A = \tilde{O}(n + n^{3/2}/D^{9/7})$, $D_A = \tilde{O}(D^{3/7})$, $W_B = \tilde{O}(n + n^{3/2}/D^{12/7})$, $D_B = \tilde{O}(D^{1/7})$. So parametric search yields a strongly-polynomial parallel max-flow algorithm for planar graphs with work $\tilde{O}(n + n^{3/2}/D^{9/7})$ and depth $\tilde{O}(D)$ for any $D \geq 1$.

Given a parallel algorithm for max flow in planar graphs, we can use parametric search (instead of binary search) once again when computing the pair $\lambda_1, \lambda_2$ in our recursive algorithm. More specifically, we would like $\lambda_1$ to be the largest such that $|S_{\lambda_1}| \leq n/2$, whereas $\lambda_2$ to be the smallest such that $|S_{\lambda_2}| \geq n/2$. It is easy to see that $\lambda_1$ and $\lambda_2$ are precisely neighboring (or the same) breakpoints of the cut function, i.e., belong to $\Lambda$ from Definition C.4. To actually compute $\lambda_1, \lambda_2$, we use parametric search with $\mathcal{A}$ set to the obtained parallel max-flow algorithm\footnote{Actually, it is computing max-flow followed by a graph search to determine the minimal min $s,t$-cut. However, this latter step does not involve any comparisons on capacities, so its depth can be ignored.}, and $\mathcal{B}$ to the
best known algorithm that computes a minimum min s, t-cut in a planar graph, i.e., a combination of the max-flow algorithm of [5, 16], and linear time graph search. So, in the outer parametric search instance we have \( W_A = \tilde{O}(n + n^{3/2}/D^{9/7}) \), \( D_A = \tilde{O}(D) \), and \( W_B = \tilde{O}(n) \). Therefore, the obtained algorithm runs in \( \tilde{O}(n^{3/2}/D^{9/7} + Dn) \) sequential time. By setting \( D = n^{7/32} \), we obtain \( \tilde{O}(n^{1+7/32}) = \tilde{O}(n^{1.21875}) \) time.

We stress that all the algorithms [5, 16, 33] used above proceed by only adding and comparing edge weights. Adding polynomials cannot increase their degrees, so indeed when these algorithms are run “generically” for some \( \lambda \), the control flow depends only on signs of some small degree polynomials.

**Theorem C.11.** Let \( G \) be a planar graph whose parameterized capacities are all polynomials of degree at most 4 with real coefficients. There exists a strongly polynomial algorithm computing parametric min s, t-cut in \( G \) exactly in \( \tilde{O}(n^{1+7/32}) \) time.

### D Removing Assumptions on \( F_i \)

In this section we argue why the assumptions on the functions \( F_i \) introduced in Section 2 are valid without loss of generality. More precisely, we assumed that for all \( i \), \( F_i(\emptyset) = F_i(V_i) = 0 \) and \( F_i(S) \geq 0 \) for all \( S \). Here we show that a simple preprocessing step can enforce all of these conditions.

Without changing the original problem we can shift each \( F_i \) such that it evaluates to 0 on \( \emptyset \), by define \( \overline{F}_i(S) = F_i(S) - F_i(\emptyset) \). This only changes \( F \) by a constant term without affecting the sets that minimize the parametric problem (1).

For each \( i \), we use Lemma D.1 to find a point \( w_i \in B(\overline{F}_i) \). Using this point, we define \( \overline{F}_i(S) = \overline{F}_i(S) - w_i(S) \). Since by definition \( w_i(V_i) = \overline{F}_i(V_i) \), we have that \( \overline{F}_i(V_i) = 0 \). Also, we have \( \overline{F}_i(\emptyset) = F_i(\emptyset) = 0 \). Finally, since \( w_i(S) \leq \overline{F}_i(S) \) for all \( S \), we also have \( \overline{F}_i(S) \geq 0 \).

Now we can equivalently rewrite the parametric problem

\[
F_n(A) = F(A) + \sum_{j \in A} \psi_j(A)
= \overline{F}(A) + \sum_{j \in A} \psi_j(A) + \left( \sum_{i=1}^{m} F_i(\emptyset) \right)
= \overline{F}(A) + \sum_{j \in A} \left( \psi_j(A) + \sum_{i=1}^{r} w_i(j) \right) + \left( \sum_{i=1}^{m} F_i(\emptyset) \right).
\]

Now we can solve the problem on \( \overline{F} = \sum_{i=1}^{r} \overline{F}_i \) with the parametric penalties \( \overline{\psi}_j(A) = \psi_j(A) + \sum_{i=1}^{r} w_i(j) \), which maintain the validity of Assumption 2.6.

To compute a point in the base polytope of a submodular function we use the following folklore lemma, which shows that the running time of our initialization procedure is \( O(\sum_{i=1}^{r} |V_i| \cdot EO_i) \):

**Lemma D.1** ([20]). Let \( F : 2^V \to \mathbb{Z} \) be a submodular set function, with \( F(\emptyset) = 0 \), and let \( B(F) \) be its base polytope. Given any \( x \in \mathbb{R}^{|V|} \), one can compute

\[
\arg \max_{w \in B(F)} \langle x, w \rangle
\]
using $O(|V|)$ calls to an evaluation oracle for $F$. Furthermore $w$ is integral.

## E Deferred Proofs

### E.1 Proof of Lemma 4.3

We define the primal and dual optima of this problem, which will be useful for the proof.

**Definition E.1** (Graph subproblem minimizers). Let $\tilde{x}^*$ be the minimizer of

$$
\min_x g(x) + \phi(x),
$$

and $\tilde{w}^*$ be the minimizer of

$$
\min_{w \in B(G)} \phi^*(-w).
$$

The main tool that we will use for this proof will be the following two structural statements, which can be extracted from Propositions 4.2 and 8.3 in [3].

**Lemma E.2** ([3]). Consider any submodular function $F : 2^V \to \mathbb{R}$.

1. Fix some $x \in \mathbb{R}^n$. For any $w \in \mathbb{R}^n$, $w$ is an optimizer of $\max_{w \in B(F)} \langle w, x \rangle$ if and only if there exists a permutation $\pi$ of $[n]$ such that $x_{\pi_1} \geq x_{\pi_2} \geq \cdots \geq x_{\pi_n}$ and for all $u \in V$ we have

$$
w_u = \begin{cases}
F(\{\pi_1\}) & \text{if } u = 1 \\
F(\{\pi_1, \pi_2, \ldots, \pi_u\}) - F(\{\pi_1, \pi_2, \ldots, \pi_{u-1}\}) & \text{if } u \geq 2.
\end{cases}
$$

2. Given a function $\phi$ that satisfies the conditions in Definition 2.6, the optimal solution $\tilde{x}^*$ to the problem

$$
\min_x f(x) + \phi(x),
$$

where $f$ is the Lovász extension of $F$, is given by

$$
\tilde{x}_u^* = -\inf(\{\lambda \in \mathbb{R} : u \in S(\lambda)\})
$$

for all $u \in V$, where

$$
S(\lambda) = \arg\min_{S \subseteq V} F(S) + \sum_{u \in S} \phi'_u(-\lambda).
$$

Additionally, we present two simple lemmas which will be useful in the proof. The first one upper bounds the $\ell_1$ diameter of a base polytope, and the second one upper bounds the $\ell_1$ norm of the gradient of a function in the base polytope.

**Lemma E.3.** For any submodular function $F : 2^V \to \mathbb{R}_{\geq 0}$ and $F(S) \leq F_{\max}$ for all $S \subseteq V$, we have that

$$
\max_{w \in B(F)} \|w\|_1 \leq 2n F_{\max}.
$$
Proof. By definition of \( B(F) \), for all \( u \in V \) we have \( w_u \leq F(\{u\}) \leq F_{\text{max}} \), so \( \sum_{u \in V : w_u \geq 0} w_u \leq nF_{\text{max}} \). Also, \( \sum_{u \in V} w_u = F(V) \), so we conclude that

\[
\|w\|_1 = \sum_{u \in V : w_u \geq 0} w_u - \sum_{u \in V : w_u < 0} w_u
= 2 \sum_{u \in V : w_u \geq 0} w_u - F(V)
\leq 2nF_{\text{max}} - F(V)
\leq 2nF_{\text{max}}
\]

\( \square \)

Lemma E.4. For any submodular function \( F : 2^V \rightarrow \mathbb{R}_{\geq 0} \), \( F(S) \leq F_{\text{max}} \) for all \( S \subseteq V \), and function \( \psi : \mathbb{R}^n \rightarrow \mathbb{R} \) satisfying the conditions of Definition 2.6 we have that

\[
\max_{w \in B(F)} \|\nabla \psi^*(w)\|_1 \leq \frac{2nF_{\text{max}}}{\sigma} + \|\nabla \psi^*(0)\|_1.
\]

Proof.

\[
\|\nabla \psi^*(w)\|_1 \leq \|\nabla \psi^*(w) - \nabla \psi^*(0)\|_1 + \|\nabla \psi^*(0)\|_1
\leq \frac{1}{\sigma} \|w\|_1 + \|\nabla \psi^*(0)\|_1
\leq \frac{2nF_{\text{max}}}{\sigma} + \|\nabla \psi^*(0)\|_1,
\]

where we used the triangle inequality, the \( \frac{1}{\sigma} \)-smoothness of the \( \psi_u^* \)'s, and Lemma E.3. \( \square \)

We are now ready to proceed with the proof.

Proof of Lemma 4.3. We let \( \Lambda = \{\lambda_1, \ldots, \lambda_k\} \), where \( \lambda_1 < \cdots < \lambda_k \), and define \( S(\lambda) \) to be a minimal set in

\[
\arg\min_{S \subseteq V} G(S) + \sum_{u \in S} \phi_u^*(-\lambda)
\]

for all \( \lambda \in \mathbb{R} \). Note that this can be equivalently written as

\[
\arg\min_{S \subseteq V} G(S) + \sum_{u \in S} \max\{0, \phi_u^*(-\lambda)\} - \sum_{u \in S} \max\{0, -\phi_u^*(-\lambda)\}
= \arg\min_{S \subseteq V} G(S) + \sum_{u \in S} \max\{0, \phi_u^*(-\lambda)\} + \sum_{u \in V \setminus S} \max\{0, -\phi_u^*(-\lambda)\} - \sum_{u \in V} \max\{0, -\phi_u^*(-\lambda)\}
= \arg\min_{S \subseteq V} G(S) + \sum_{u \in S} \max\{0, \phi_u^*(-\lambda)\} + \sum_{u \in V \setminus S} \max\{0, -\phi_u^*(-\lambda)\}
= \arg\min_{S \subseteq V} c_\lambda^{+}(S \cup \{s\}),
\]
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by the definition of the parametric capacities \( c_\lambda \), where \( c_\lambda^+(S \cup \{s\}) = \sum_{u \in S \cup \{s\}} c_\lambda(u, v) \). Additionally, we denote \( \varepsilon = \frac{1}{\|x\|} \) for convenience. By the second item of Lemma E.2, we know that the minimizer of \( \min_{x} f(x) + \phi(x) \) is defined as

\[
\bar{x}^*_u = - \inf \{ \lambda \in \mathbb{R} : u \in S(\lambda) \}.
\]

For all \( u \in V \), let \( i_u = \arg\min \{ \lambda_i \mid u \in S(\lambda_i) \} \) and \( \bar{x}_u = -\lambda_{i_u} \). We will first prove that \( \|\bar{x} - \bar{x}^*\|_\infty \leq \varepsilon \). Now, by definition we have that \( \bar{x}_u \geq \bar{x}_u \). Additionally, setting \( \lambda_0 = -\infty \) for convenience, we have \( u \notin S(\lambda_{i_u-1}) \), and \( u \in S(-\bar{x}_u^*) \), so \( S(\lambda_{i_u-1}) \subset S(-\bar{x}_u^*) \). By the first item of Definition C.5, this implies that

\[
-\bar{x}_u^* \geq \lambda_{i_u} - \varepsilon = -\bar{x}_u - \varepsilon \Leftrightarrow \bar{x}_u \leq \bar{x}_u + \varepsilon.
\]

Therefore, we have concluded that \( \|\bar{x}_u - \bar{x}_u^*\|_\infty \leq \varepsilon \) for all \( u \in V \), i.e. \( \|\bar{x} - \bar{x}^*\|_\infty \leq \varepsilon \).

We define a dual solution \( \tilde{\omega} = -\nabla \phi(\bar{x}) \). We will show that \( \tilde{\omega}^* \) can be retrieved by rounding \( \tilde{\omega} \). Using the fact that \( \phi_u \)'s are \( L \)-smooth and the optimality condition \( \tilde{\omega}^* = -\nabla \phi(\bar{x}) \) from Lemma B.5, we get that

\[
\|\tilde{\omega} - \tilde{\omega}^*\|_\infty = \|\nabla \phi(\bar{x}) - \nabla \phi^{\ast}(\bar{x})\|_\infty \leq L\|\bar{x} - \bar{x}^*\|_\infty \leq L\varepsilon = 1/3.
\]

On the other hand, by optimality of \( \tilde{\omega}^* \), it is a maximizer of \( \max_{w \in B(G)} \langle w, \bar{x}^* \rangle \). By the first item of Lemma E.2, there exists a permutation \( \pi_1, \ldots, \pi_n \) of \( V \) such that \( \tilde{\omega}_u^* = G(\{\pi_1, \ldots, \pi_u\}) - G(\{\pi_1, \ldots, \pi_{u-1}\}) \) for all \( u \in V \). As \( G \) takes integral values, we have \( \tilde{\omega}_u^* \in \Delta \cdot \mathbb{Z} \) for all \( u \in V \), and since \( \|\tilde{\omega}_u^* - \tilde{\omega}_u\| < 1/2 \), we can exactly recover \( \tilde{\omega}^* \) by rounding each entry of \( \tilde{\omega} \) to the closest integer.

Our next goal is to compute a \( G \)-decomposition of \( \tilde{\omega}^* \), which we will do by computing an exact primal solution and then again applying the first item of Lemma E.2. Given \( \tilde{\omega}^* \), we can easily recover the primal optimum \( \bar{x}^* = \nabla \phi(-\tilde{\omega}^*) \). In order to recover a decomposition \( \tilde{\omega}^* = \sum_{i=1}^r \tilde{\omega}^{si} \), we use the well-known fact [12] that

\[
\max_{w \in B(G)} \langle w, x \rangle = \max_{w^i \in B(G_i)} \sum_{i=1}^r \langle w^i, x \rangle,
\]

so for any \( i \in [r] \), \( \tilde{\omega}^{si} \) necessarily maximizes

\[
\max_{w^i \in B(G_i)} \langle w^i, \bar{x}^* \rangle.
\]

Therefore, by the first item of Lemma E.2, \( \tilde{\omega}^{si} \) can be recovered by sorting the entries of \( \bar{x}^* \) in decreasing order, such that \( \bar{x}^{s_{\pi_1}}_u \geq \bar{x}^{s_{\pi_2}}_u \geq \cdots \geq \bar{x}^{s_{\pi_n}}_u \) for some permutation \( \pi \) of \( V \), and then setting

\[
\tilde{\omega}^{s_{\pi_i}}_u = G_i(\{\pi_1, \ldots, \pi_u\}) - G_i(\{\pi_1, \ldots, \pi_{u-1}\}) \quad (10)
\]

for all \( u \in V \). Note that \( \tilde{\omega}^{s_{\pi_i}} \)'s are in \( \mathbb{Z}^n \).

The runtime is dominated by the computation of the decomposition in (10), which involves computing prefix cuts for each \( G_i \) and by Lemma E.5 takes time \( O \left( \sum_{i=1}^r |V_i|^2 \right) \). Therefore, the total runtime is \( O \left( n + \sum_{i=1}^r |V_i|^2 \right) \). \qed
Lemma E.5 (Computing all prefix cut values). Given a graph \( G(V, E, c) \) with \( V = \{1, 2, \ldots, n\} \), we can compute the values \( c^+([u]) \) for all \( u \in [n] \) in time \( O(n^2) \).

Proof. We note that \( c^+(\emptyset) = 0 \) and for any \( u \geq 1 \) we have
\[
c^+([u]) = c^+([u-1]) + \sum_{v=u+1}^{n} c_{uv} - \sum_{v=1}^{u-1} c_{vu} . \tag{11}
\]
Therefore \( c^+([u]) \) can be computed in \( O(n) \) given \( c^+([u-1]) \). As we apply (11) \( n \) times, the total runtime is \( O(n^2) \).

E.2 Proof of Lemma 4.4

We first prove the following lemma, which helps us bound the range of parameters for parametric \( \min s, t \)-cut.

Lemma E.6. Consider a graph \( G(V \cup \{s, t\}, E, c \geq 0) \) and a function \( \phi(x) = \sum_{u \in V} \phi_u(x_u) \) that satisfies Assumption 2.6. Additionally, let \( G(S) = c^+(S \cup \{s\}) \) for all \( S \subseteq V \) be the cut function associated with the graph. For any \( \lambda \in \mathbb{R} \), we set \( S(\lambda) \) to be the smallest set that minimizes
\[
\min_{S \subseteq V} G(S) + \sum_{u \in S} \phi'_u(-\lambda) .
\]
Let \( \rho = \max_{u \in V} |\phi'_u(0)| \) and \( G_{\max} = \max_{S \subseteq V} G(S) \). Then, \( S(\lambda_{\min}) = \emptyset \) and \( S(\lambda_{\max}) = V \), where \( \lambda_{\min} = -2\rho + G_{\max} \) and \( \lambda_{\max} = 2\rho + G_{\max} \).

Proof. We first note that by the \( \sigma \)-strong convexity of the \( \phi_u \)’s, and since \( -\lambda_{\min} > 0 > -\lambda_{\max} \), we have that
\[
\phi'_u(-\lambda_{\min}) \geq \phi'_u(0) + \sigma|\lambda_{\min}| .
\]
and
\[
\phi'_u(-\lambda_{\max}) \leq \phi'_u(0) - \sigma|\lambda_{\max}| .
\]
Therefore for any \( \emptyset \neq S \subseteq V \) we have
\[
G(S) + \sum_{u \in S} \phi'_u(-\lambda_{\min}) \geq G(S) + \sum_{u \in S} (\phi'_u(0) + \sigma|\lambda_{\min}|) \\
\geq G(S) - |S|\rho + |S|\sigma|\lambda_{\min}| \\
= G(S) - |S|\rho + 2|S|\sigma\frac{\rho + G_{\max}}{\sigma} \\
> G(S) + G_{\max} \\
\geq G(\emptyset) ,
\]

where we used the fact that \( G(S) \geq 0 \) and \( G(\emptyset) \leq G_{\text{max}} \), so \( S(\lambda_{\text{min}}) = \emptyset \). Similarly, for any \( S \subseteq V \) we have

\[
G(S) + \sum_{u \in S} \phi'_u(-\lambda_{\text{max}}) = G(S) + \sum_{u \in V} \phi'_u(-\lambda_{\text{max}}) - \sum_{u \in V \setminus S} \phi'_u(-\lambda_{\text{max}}) \\
\geq G(S) + \sum_{u \in V} \phi'_u(-\lambda_{\text{max}}) - \sum_{u \in V \setminus S} (\phi'_u(0) - \sigma|\lambda_{\text{max}}|) \\
\geq G(S) + \sum_{u \in V} \phi'_u(-\lambda_{\text{max}}) + |V \setminus S| (\sigma|\lambda_{\text{max}}| - \rho) \\
= G(S) + \sum_{u \in V} \phi'_u(-\lambda_{\text{max}}) + |V \setminus S| \left(2\sigma \rho + \frac{G_{\text{max}}}{\sigma} - \rho\right) \\
> G(S) + \sum_{u \in V} \phi'_u(-\lambda_{\text{max}}) + G_{\text{max}} \\
\geq G(V) + \sum_{u \in V} \phi'_u(-\lambda_{\text{max}}),
\]

where we used the fact that \( G(S) \geq 0 \) and \( G(V) \leq G_{\text{max}} \), so \( S(\lambda_{\text{max}}) = V \).

We are now ready for the proof.

**Proof of Lemma 4.4.** We first shift the polytope \( B(F) \) so that \( w \) is translated to 0. Specifically, for all \( S \subseteq V \), we let \( \hat{F}(S) = F(S) - w(S) \) and \( \hat{F}_i(S) = F_i(S) - w^i(S) \) for all \( i \in [r] \). As we are just subtracting a linear function, \( \hat{F} \) and the \( \hat{F}_i \)'s are still submodular functions, and \( B(\hat{F}) = B(F) - w \), \( B(\hat{F}_i) = B(F_i) - w^i \) for all \( i \in [r] \). Note that \( w^i \in B(F_i) \) implies that the \( \hat{F}_i \)'s (and thus also \( \hat{F} \)) are non-negative, since

\[
\hat{F}_i(S) = F_i(S) - w(S) \geq 0,
\]

and additionally \( \hat{F}_i(\emptyset) = F_i(\emptyset) = 0 \) and \( \hat{F}_i(V_i) = F_i(V_i) - w^i(V_i) = 0 \) for all \( i \in [r] \) (also implying \( \hat{F}(\emptyset) = \hat{F}(V) = 0 \)).

We run the algorithm from Lemma A.5 on the \( \hat{F}_i \)'s to obtain directed graphs \( G_i(V, E, c^i \geq 0) \) whose \((V_i\text{-restricted})\) cut functions \( G_i(S) = c^i(S) \) \( \alpha \)-approximate \( \hat{F}_i(S) \), where \( \alpha = \max \{|V_i|^2/4 + |V_i|\} \). More specifically,

\[
\frac{1}{\alpha} \hat{F}_i(S) \leq G_i(S) \leq \hat{F}_i(S) \quad \text{for all} \quad S \subseteq V_i, \quad G_i(V_i) = \hat{F}_i(V_i) \quad \text{(12)}
\]

and

\[
\frac{1}{\alpha} (B(F_i) - w^i) = \frac{1}{\alpha} B(\hat{F}_i) \subseteq B(G_i) \subseteq B(\hat{F}_i) = B(F_i) - w^i, \quad \text{(13)}
\]

We also define the graph \( G(V, E, c \geq 0) \), where \( c = \sum_{i=1}^r c^i \) and has cut function \( G(S) = \sum_{i=1}^r G_i(S) \) for all \( S \subseteq V \). Then,

\[
\frac{1}{\alpha} \hat{F}(S) \leq G(S) \leq \hat{F}(S) \quad \text{for all} \quad S \subseteq V, \quad G(V) = \hat{F}(V) \quad \text{(14)}
\]
and
\[
\frac{1}{\alpha} (B(F) - w) \subseteq B(G) \subseteq B(F) - w.
\] (15)

We absorb the linear term that we subtracted from \(F\) into the parametric function. Concretely, we define \(\phi\) as \(\phi(x) = \psi(x) + \langle w, x \rangle\) for all \(x \in \mathbb{R}^n\). It is easy to see that \(\phi(x)\) is coordinate-wise separable, as \(\phi(x) = \sum_{u \in V} \phi_u(x_u)\) where \(\phi_u(x_u) = \psi_u(x_u) + w_u x_u\) for all \(u \in V\) and that it satisfies Assumption 2.6, since \(\phi''_u(x_u) = \psi''_u(x_u)\) and
\[
|\phi'_u(0)| = |\psi'_u(0)| + w_u| \leq |\psi'_u(0)| + F(\{u\}) \leq |\psi'_u(0)| + F_{\text{max}} = n^{O(1)}.
\]

Additionally, the Fenchel dual of \(\phi_u\) is a shifted version of \(\psi_u\), i.e.
\[
\phi^*_u(z) = \max_{y \in \mathbb{R}} z y - \phi(y) = \max_{w \in \mathbb{R}} z y - \psi(y) - w_u y = \max_{w \in \mathbb{R}} (z - w_u) y - \psi(y) = \psi^*_u(z - w_u).
\]

We will now run the algorithm from Lemma 4.3 on graphs \(G_i\) and parametric function \(\phi\) to obtain a dual solution vector \(\tilde{w}\). We note that, as \(F_i\)'s and \(w^i\)'s take integer values, \(G_i\)'s take integer values too. This algorithm takes a \(\frac{1}{4L}\)-approximate parametric min \(s, t\)-cut as input, which we first compute using Theorem 3.2, with range of parameters \([\lambda_{\min}, \lambda_{\max}]\) given by Lemma E.6. We have
\[
\lambda_{\max} - \lambda_{\min} = 4 \max_{u \in V} \frac{|\phi'_u(0)|}{\sigma} + \max_{S \subseteq V} G(S) \\
\leq 4 \max_{u \in V} \frac{|\phi'_u(0)|}{\sigma} + \tilde{F}_{\text{max}} \\
\leq 4 \max_{u \in V} \frac{|\phi'_u(0)|}{\sigma} + F_{\text{max}} + \|w\|_1 \\
\leq 4 \max_{u \in V} \frac{|\phi'_u(0)|}{\sigma} + F_{\text{max}} (2n + 1) \\
= n^{O(1)},
\]

where we used Lemma E.3 and the fact that the quantities \(|\phi'_u(0)|\), \(F_{\text{max}}, \frac{1}{\sigma}\) are bounded by \(n^{O(1)}\) (Assumption 2.6).

Based on Theorem 3.2, the time to obtain the \(\frac{1}{4L}\)-approximate parametric min \(s, t\)-cut will be
\[
O \left( T_{\text{maxflow}}(n, |E'| \log n) \log \frac{\lambda_{\max} - \lambda_{\min}}{1/3L} \log n \right) = \tilde{O} \left( T_{\text{maxflow}} \left( n, n + \sum_{i=1}^r |V_i|^2 \right) \right).
\]

So, by applying Lemma 4.3, we obtained a dual solution \(\tilde{w} = \sum_{i=1}^r \tilde{w}^i\) for which \(\tilde{w}^i \in B(G_i)\) and
\[
\tilde{w} = \argmin_{\tilde{w} \in B(G)} \phi^*(-\tilde{w}) = \argmin_{\tilde{w} \in B(G)} \psi^*(-\tilde{w} - \tilde{w}).
\] (16)

For all \(u \in V\) and \(i \in [r]\), we set \(w'^i_u = w^i_u + \tilde{w}^i_u\) and \(w'_u = \sum_{i=1}^r w'^i_u\). Note that these quantities are still integral. We now prove the two parts of the lemma statement (feasibility and optimality) separately.
**Feasibility.** For any \( i \in [r] \) and \( S \subseteq V_i \), we have that
\[
w^i(S) = w^i(S) + \bar{w}^i(S) \leq w^i(S) + G_i(S) \leq w^i(S) + \tilde{F}_i(S) = w^i(S) + F_i(S) - w^i(S) = F^i(S),
\]
where the second inequality follows from the fact that \( \bar{w}^i \in G_i \). Similarly, we have
\[
w^i(V_i) = w^i(V_i) + \bar{w}^i(V_i) = w^i(V_i) + G_i(V_i) = w^i(V_i) + \tilde{F}_i(V_i) = F_i(V_i).
\]
So we conclude that \( w^i \in B(F_i) \) for all \( i \in [r] \).

**Optimality.** Let’s set \( h(z) := \psi^*(-z) \) for all \( z \in \mathbb{R}^n \) for notational convenience, so that our goal is to prove that
\[
h(w') - h(w^*) \leq \left( 1 - \frac{1}{\alpha} \right) (h(w) - h(w^*)).
\]
We will prove a slightly different statement where \( w' \) is replaced by a solution on the path from \( w \) to \( w^* \), which is enough because \( w' \) is optimal in \( w + B(G) \). Concretely, we set \( \bar{w} = \frac{1}{\alpha}(w^* - w) \) and instead will prove
\[
h(w + \bar{w}) - h(w^*) \leq \left( 1 - \frac{1}{\alpha} \right) (h(w) - h(w^*)).
\]
Now, \( h \) is a convex function, so applying convexity twice we have
\[
h(w) \geq h(w + \bar{w}) + \langle \nabla h(w + \bar{w}), -\bar{w} \rangle
\]
\[
= h(w + \bar{w}) - \frac{1}{\alpha} \langle \nabla h(w + \bar{w}), w^* - w \rangle
\]
and
\[
h(w^*) \geq h(w + \bar{w}) + \langle \nabla h(w + \bar{w}), w^* - w - \bar{w} \rangle
\]
\[
= h(w + \bar{w}) + \frac{\alpha - 1}{\alpha} \langle \nabla h(w + \bar{w}), w^* - w \rangle.
\]
We divide (18) by \( \alpha - 1 \) and then sum it with (17), getting
\[
h(w) + \frac{1}{\alpha - 1} h(w^*) \geq h(w + \bar{w}) + \frac{1}{\alpha - 1} h(w + \bar{w}).
\]
Equivalently,
\[
\frac{\alpha}{\alpha - 1} (h(w + \bar{w}) - h(w^*)) \leq h(w) - h(w^*).
\]
So by rearranging,
\[
h(w + \bar{w}) - h(w^*) \leq \left( 1 - \frac{1}{\alpha} \right) (h(w) - h(w^*)).
\]
Thus we can equivalently write that
\[
\psi^*(-w - \bar{w}) - \psi^*(-w^*) \leq \left( 1 - \frac{1}{\alpha} \right) (\psi^*(-w) - \psi^*(-w^*)).
\]
Now, since by (15) we have \( \frac{1}{\alpha}(B(F) - w) \subseteq B(G) \) and \( w^* \in B(F) \), we have \( \bar{w} = \frac{1}{\alpha}(w^* - w) \in B(G) \).

Combining the fact that \( \bar{w} \) is a minimizer of \( \min_{\bar{w}^* \in B(G)} \psi^*(-w - \bar{w}^*) \) with (16) and the fact that \( \bar{w} \in B(G) \), we have

\[
\psi^*(-w') = \psi^*(-w - \bar{w}) \leq \psi^*(-w - \bar{w}).
\]

Combining this with (20), we obtain the desired claim:

\[
\psi^*(-w') - \psi^*(-w^*) \leq \left( 1 - \frac{1}{\alpha} \right) (\psi^*(-w) - \psi^*(-w^*)) .
\]  

(21)

The running time to compute graphs \( G_i \) is \( O\left( \sum_{i=1}^{r} |V_i|^2 \right) \) and the time to run the algorithm from Lemma 4.3 is \( \bar{O}\left( n + \sum_{i=1}^{r} |V_i|^2 \right) \), so the total running time is

\[
\bar{O}\left( \sum_{i=1}^{r} |V_i|^2 \right) + T_{\text{maxflow}} \left( n, n + \sum_{i=1}^{r} |V_i|^2 \right)
\]

Algorithm 4 Finding all minimum cuts

1: function FINDMINCUTS(G(V, E, c), \( \phi, \varepsilon \))
2: \( V' = V \cup \{ s, t \}, E' = E \cup \bigcup_{u \in V} \{(u, t)\} \cup \bigcup_{u \in V} \{(s, u)\} \)
3: Define parametric capacities
\[
c_\lambda(u, v) = \begin{cases} 
\max\{0, \phi'_u(-\lambda)\} & \text{if } u \in V, v = t \\
\max\{0, -\phi'_u(-\lambda)\} & \text{if } u = s, v \in V \\
c_{uv} & \text{otherwise}
\end{cases}
\]
4: Set \((\Lambda, \tau) = \text{APXPARAMETRICMINCUT}(G'(V', E'), c_\lambda, \lambda_{\text{min}} = -n^{O(1)}, \lambda_{\text{max}} = n^{O(1)})\)
5: Set \( \bar{w}_u = -\phi'_u(-\tau(u)) \) for all \( u \in V \)
6: return \( \bar{w} \)
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