Carnitine palmitoyltransferase 1C (CPT1C) is a sensor of malonyl-CoA and is located in the ER of neurons. AMPA receptors (AMPARs) mediate fast excitatory neurotransmission in the brain and play a key role in synaptic plasticity. In the present study, we demonstrate across different metabolic stress conditions that modulate malonyl-CoA levels in cortical neurons that CPT1C regulates the trafficking of the major AMPAR subunit, GluA1, through the phosphatidyl-inositol-4-phosphate (PI(4)P) phosphatase SAC1. In normal conditions, CPT1C down-regulates SAC1 catalytic activity, allowing efficient GluA1 trafficking to the plasma membrane. However, under low malonyl-CoA levels, such as during glucose depletion, CPT1C-dependent inhibition of SAC1 is released, facilitating SAC1’s translocation to ER-TGN contact sites to decrease TGN PI(4)P pools and trigger GluA1 retention at the TGN. Results reveal that GluA1 trafficking is regulated by CPT1C sensing of malonyl-CoA and provide the first report of a SAC1 inhibitor. Moreover, they shed light on how nutrients can affect synaptic function and cognition.

Introduction

α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid receptors (AMPARs) are ionotropic glutamate receptors that mediate the majority of excitatory synaptic transmissions in the mammalian central nervous system. Functional AMPARs are tetramers, with each subunit having four transmembrane domains, two extracellular regions that bind glutamate, and a cytosolic C-terminal regulatory domain that determines interactions with other binding proteins. GluA1 is the major AMPAR subunit mediating fast excitatory neurotransmission in the brain and plays a critical role in synaptic strength and plasticity, with key features encoding many brain functions such as learning and memory (reviewed by Jacobi and von Engelhardt, 2018). For this reason, GluA1 surface expression at the plasma membrane (PM) is tightly regulated, since its down-regulation depresses neuronal activity and overexpression leads to excitotoxicity (Henley and Wilkinson, 2016).

External environmental signals, including situations of oxygen and glucose deprivation, caloric restriction or high-fat diets, and exposure to orexigenic and anorexigenic hormones (Mould et al., 2010; Ribeiro et al., 2014; Dennis et al., 2011; Fernandes et al., 2014; Spinelli et al., 2017; Ouyang et al., 2017), have the capacity to influence GluA1 subunit abundance at the PM. At the molecular level, they do so by tuning intracellular trafficking patterns. To date, three trafficking pathways have been documented as regulating GluA abundance at the PM: (1) the canonical ER-TGN secretory pathway, which requires passage through an ER-Golgi intermediate compartment; (2) a recycling pathway, in which endocytosed GluA1 subunits are recycled back to the PM through recycling endosomes; and (3) the Golgi-independent route, in which GluA1-containing vesicles exiting the ER are routed to recycling endosomes without transiting through the Golgi apparatus (Hangen et al., 2018; Bowen et al., 2017). Despite this information, there have been few molecular targets identified within these trafficking pathways that influence GluA1 expression at the PM. Uncovering such mechanisms is essential for understanding how our brain responds and behaves under energy deficiencies, such as in metabolic disorders or anorexic subjects.

One intracellular protein that has recently been found be part of AMPAR macrocomplexes is the phosphoinositide phosphatase Suppressor of Actin 1 (SAC1; Schwenk et al., 2012; Chen et al., 2014). SAC1 is a ubiquitously expressed, ER-localized,
phosphatidylinositol-4-phosphate (PI(4)P) phosphatase that tightly regulates PI(4)P levels at different cellular compartments, including the TGN, by dephosphorylating PI(4)P into phosphatidylinositol (PI). Since PI(4)P at the TGN is necessary for the recruitment of coat molecules and transport carriers that control cargo segregation toward endosomal destinations or directly to the PM, it follows that SAC1 plays a crucial regulatory role in vesicular trafficking. Indeed, under stressful conditions, such as glucose or serum deprivation, SAC1 accumulates at Golgi membranes to deplete PI(4)P pools in order to halt secretory transport toward the PM (Faulhammer et al., 2007; Blagoveshchenskaya et al., 2008). Specifically related to AMPAR trafficking, it has been described that upon N-methyl-D-aspartate (NMDA)-induced stress, which causes excitotoxicity, SAC1 is retained within the TGN regions, causing Golgi PI(4)P dephosphorylation and a down-regulation of GluA1 trafficking to the PM in neurons (Yang et al., 2013). It remains controversial whether SAC1 modulates the TGN pool of PI(4)P in a cis- or in a trans-conformation, with evidence that SAC1 can act in trans by directly dephosphorylating PI(4)P in the TGN across ER-TGN junctions (Venditti et al., 2019) or in cis combined with the actions of Oxyysterol-binding protein (OSBP; Mesmin et al., 2013). Despite numerous reports exploring the spatial localization of SAC1 across subcellular compartments, little is known about possible mechanisms that may influence its cellular localization or even its phosphatase activity.

A recently described interactor of SAC1 is the carnitine palmitoyltransferase 1C (CPT1C) protein, which is also part of AMPAR macromplexes (Brechet et al., 2017). CPT1C belongs to a family of enzymes classically involved in regulating the transport of long-chain fatty acids into mitochondria for their β-oxidation. However, the CPT1C isoform has no catalytic activity, is found only in the ER (not in mitochondria), and is exclusively expressed in mammalian neurons, cancer cells, and stem cells (Price et al., 2002; Sierra et al., 2008; Carrasco et al., 2012; Roa-Mansergas et al., 2018; Zaugg et al., 2011). In neurons, CPT1C together with ferric-chelate reductase 1-like drives multimerization of GluAs into functional tetramers at the ER (Schwenk et al., 2019). Moreover, it is necessary for proper trafficking of GluA1-containing AMPARs to the PM (Fadó et al., 2015; Gratacós-Batlle et al., 2018, 2015). In the brain, CPT1C has been found to be critical for correct regulation of food intake and peripheral lipid metabolism in the hypothalamus (Gao et al., 2011, 2009; Ramirez et al., 2013; Pozo et al., 2017; Rodríguez-Rodríguez et al., 2019). In addition, its rich expression in the cerebral motor cortex and cerebellum makes it relevant in motor coordination and activity (Carrasco et al., 2013), underscored by human CPT1C mutations being associated with hereditary spastic paraplegia (Rinaldi et al., 2015; Hong et al., 2019). Finally, due to its abundance in the hippocampus and in the cerebral cortex, CPT1C also plays a pivotal role in cognition (Carrasco et al., 2012). Here, CPT1C regulates spatial learning via modifications in spine morphology and synaptic plasticity.

CPT1C contains two transmembrane domains connected by a short loop that allows the N-terminus and C-terminus to face the cytoplasm. The C-terminal region of CPT1C is around 30 residues longer than that of the other 1A and 1B isoforms, suggesting that it may possess an additional or differing cellular role than its family counterparts. Additionally, the N-terminal regulatory domain of CPT1C is known to undergo a malonyl-CoA-dependent switch between the α and the β conformations (López-Viñas et al., 2007; Rao et al., 2011; Samanta et al., 2014). Malonyl-CoA is an intermediate in the novo synthesis of long-chain fatty acids and is synthesized by acetyl-CoA carboxylase (ACC), a downstream target of the master energy sensor AMP-activated protein kinase (AMPK). Crucially, malonyl-CoA levels undergo brain-specific fluctuations depending on nutritional state, becoming reduced during fasting and increased following feeding (Tokutake et al., 2010). Given the capacity of CPT1C to weakly bind malonyl-CoA, several authors have proposed that CPT1C is a malonyl-CoA sensor (Price et al., 2002; Wolfgang et al., 2006; Casals et al., 2016). Despite this, nothing is known about nutritional-dependent regulation of CPT1C function or downstream molecular interactions that enable it to control GluA1 trafficking.

Here, we demonstrate that CPT1C regulates surface GluA1 abundance in cortical neurons in response to metabolic challenges, such as glucose depletion, through the sensing of malonyl-CoA levels. Moreover, we uncovered that CPT1C controls SAC1 translocation to ER-TGN contact sites, as well as SAC1 PI(4)P phosphatase activity in a malonyl-CoA-dependent manner. In basal conditions, CPT1C decreases SAC1 activity, which maintains normal PI(4)P levels at the TGN and GluA1 trafficking to the PM. However, under energy stressful conditions, CPT1C releases SAC1 inhibition and promotes SAC1 translocation to ER-TGN junctions, where it decreases TGN PI(4)P pools to halt GluA1 trafficking. Collectively, we describe a novel regulator of SAC1 phosphatase activity in neurons and unravel a nutritionally dependent mechanism by which CPT1C regulates GluA1 trafficking.

Results

CPT1C regulates GluA1 trafficking through malonyl-CoA sensing

Since CPT1C has been proposed to be a malonyl-CoA sensor that regulates the function of other proteins (Price et al., 2002; Wolfgang et al., 2006; Casals et al., 2016) and is well known to interact with the AMPAR GluA1 (Fadó et al., 2015; Gratacós-Batlle et al., 2015), we decided to study if CPT1C regulates GluA1 trafficking under different nutrient and hormonal challenges known to modify intracellular malonyl-CoA levels in cortical cultured neurons.

We first analyzed the effect of glucose deprivation. Glucose deprivation for 2 h remarkably decreased the amount of surface GluA1 in cultured cortical neurons. Interestingly, CPT1C-silenced neurons showed lower basal GluA1 levels at the PM, as previously published (Fadó et al., 2015), but they did not further decrease with glucose depletion (Fig. 1 A; Fig. S1 A and B). Similar findings were obtained with 15 mM 2-deoxy-D-glucose (2DG) treatment, a glucose analogue that cannot be metabolized and competitively inhibits glycolysis (Fig. 1 B and Fig. S1 B). Glucose deprivation or 2DG treatments are known to reduce intracellular malonyl-CoA levels through...
phosphorylation of ACC (Wolfgang et al., 2007). Consistent with previous results, ACC, the enzyme that synthesizes malonyl-CoA, showed elevated levels of phosphorylation under glucose depletion or 2DG treatment (Fig. 1, A and B, right graphs), which is indicative of its inhibition. Importantly, in both cases, these treatments resulted in no change in neuronal survival (Fig. S2, C and D). Next, we analyzed the effect of leptin addition, an anorexigenic hormone that is known to increase malonyl-CoA levels (Gao et al., 2007; Wolfgang et al., 2007). Consistent with malonyl-CoA levels playing a role in GluA1 surface expression, 50 nM leptin for 30 min promoted an increase in GluA1 surface levels (Fig. 1 C, left; and Fig. S1 C), as previously reported (Moult et al., 2010), and a decrease in ACC phosphorylation (Fig. 1 C, right). This effect was abolished in neurons where CPT1C was knocked down (Fig. 1 C). These results are consistent with the hypothesis that malonyl-CoA regulates GluA1 trafficking and, specifically, that malonyl-CoA down-regulation leads to a CPT1C-dependent decrease in GluA1 at the PM.

To test this hypothesis, we decided to directly down-regulate malonyl-CoA levels through treatment with an ACC inhibitor, 5-tetradecyloxy-2-furoic acid (TOFA). TOFA is an acetyl-CoA analogue that cannot be further metabolized to malonyl-CoA. In consequence, TOFA does not modify ACC phosphorylation levels. We verified that 20 μg/ml TOFA treatment for 2 h did reduce malonyl-CoA levels in cortical neurons (Fig. 1 D, right) and that it did not produce neuronal death (Fig. S2 E). Fig. 1 D and Fig. S1 D show that neurons treated with TOFA had significantly reduced levels of GluA1 at the PM compared with control cells. Importantly, this response was not detected in CPT1C silenced neurons. The regulation of GluA1 trafficking by TOFA treatment was reversible and was also observed in cultured hippocampal neurons (Fig. S2, F and G). To increase rigor and further underscore these results, immunocytchemistry and surface biotinylation studies were also conducted in cortical neurons derived from CPT1C knockout (KO) mice embryos (CPT1C−/−), with comparable results observed (Fig. S3, A and B). Interestingly, this regulation was specific to the GluA1 subunit, as no changes in surface levels of AMPAR subunit GluA2 or NMDA receptor subunit 2A (GluN2A) were observed after TOFA treatment (Fig. S3, C and D). Collectively, these results strongly link CPT1C and malonyl-CoA levels as part of a rheostat for controlling GluA1 subunit surface expression.

**C-terminal domain of CPT1C is necessary for interaction with GluA1**

Given that CPT1C strongly interacts with GluA1 (Schwenk et al., 2012; Fadó et al., 2015) and, as outlined above, malonyl-CoA is a regulator of GluA1 trafficking in a CPT1C-dependent manner, we next analyzed whether malonyl-CoA could regulate CPT1C-GluA1 interaction. Moreover, since the last 36 aa of the protein are one of the main differences between CPT1C and the mitochondrial isoforms CPTIA and CPTIB, which lack that region (Price et al., 2002; Sierra et al., 2008), we considered the C-terminus as a possible region facilitating CPT1C-GluA1 interactions.

To address this, a mutant CPTIC insensitive to malonyl-CoA (CPTICMS89S; Morrillas et al., 2004; Rodríguez-Rodríguez et al., 2019) and a truncated CPTIC in which the last 39 aa were replaced by the FLAG tag (CPTICΔterm-FLAG) were transfected into HEK293 cells. Coimmunoprecipitation assays showed that malonyl-CoA does not seem to facilitate CPTIC-GluA1 interactions, since no differences were observed after TOFA treatment (Fig. 2 A) or with the CPTICMS89S mutant compared with the WT CPTIC (Fig. 2 B). However, CPTIC lacking the C-terminus (CPTICΔterm) hardly coimmunoprecipitated with GluA1 (Fig. 2 B), suggesting that CPTIC was interacting with this AMPA subunit through its C-terminal domain. When only the last 36 aa of CPTIC were fused directly to GFP (GFP-Cterm), the coimmunoprecipitation was not observed (Fig. 2 C), indicating that the last 36 aa alone are necessary but not enough for the interaction. Similar interaction results were observed using fluorescence resonance energy transfer (FRET) assays in HEK cells: a positive interaction between GluA1 and CPTIC or CPTICMS89S, but not with CPTICΔterm-FLAG, was observed (Fig. 2 D).

To further identify a putative interaction region between the two proteins, in silico molecular dynamic simulations were conducted taking the C-terminal cytosolic domain of GluA1 and the C-terminal plus the catalytic globular cytosolic domain of CPTIC under consideration. 12 different starting positions, each of them differing in the initial GluA1 fragment positioning relative to the CPTIC fragment and referred to as “approaching vectors,” were employed in order to most efficiently map all the potential contact spaces (Knapp et al., 2018). Fig. 2 E shows that five of the approaching vectors presented a contact time percentage >5%, which according to previous literature can be considered a statistically significant amount of interaction, enough to determine that contact exists (see Convertino et al., 2009; Domínguez et al., 2015). A ribbon representation for the GluA1 and CPTIC interaction frame from the approaching vector 7 (the one with the highest contact time) is shown and provides further evidence supporting a physical interaction between GluA1 and CPTIC.

Next, we tested if (1) the CPTIC C-terminal domain was required for GluA1 trafficking to the PM and (2), even though malonyl-CoA binding is not a determinant for CPTIC-GluA1 interactions, if its sensing is necessary to properly regulate GluA1 trafficking. To this end, CPTIC−/− neurons were infected at 7 d in vitro (DIV) with lentiviral vectors carrying the truncated CPTICΔterm-FLAG, the CPTICMS89S mutant, or the WT CPTIC. The expression of these constructs was confirmed a week later (Fig. 3 A). Transfected neurons were then treated with TOFA or vehicle, and GluA1 surface levels were analyzed by immunostaining. As expected, KO neurons showed a robust reduction of GluA1 levels at the PM compared with WT, which was rescued by full-length CPTIC (Fig. 3 B). However, neither the C-terminal–truncated nor the malonyl-CoA–insensitive mutated forms were able to restore GluA1 at the PM. Likewise, TOFA-mediated down-regulation of GluA1 surface levels was only effective in full-length CPTIC-expressing neurons. These data support the hypothesis that the C-terminal domain of CPTIC and
Figure 1. CPT1C is required for metabolic regulation of GluA1 surface levels. (A–D) Surface GluA1 quantification. CPT1C-silenced (shCPT1C, see Fig. S2 A) or control (short hairpin-loop RNA with a random sequence; shRandom) cortical neurons at 14–15 DIV were submitted to glucose deprivation for 2 h (A), 2DG treatment (15 mM, 2 h; B), leptin treatment (50 nM; 30 min; C), or TOFA treatment (20 µg/ml, 2 h; D), respectively. Then, nonpermeabilized cells were fixed and processed by immunocytochemistry using an anti-GluA1 antibody against the N-terminal domain (extracellular). Lentivirus plasmids (pLVTHM-Random-IRES-GFP and pLVTHM-CPT1C-IRES-GFP) used in these experiments produced soluble GFP; therefore, it was feasible to draw masks for the dendrites using Imaris software. Representative images are shown. In each condition, we analyzed 40 neurons from two independent experiments performed by biological duplicates. Results in left graphs are given as the mean ± SEM (two-way ANOVA followed by Bonferroni’s comparison test; **, P < 0.05; ***, P < 0.001). (A) shRandom.
25 mM glucose (1.00 ± 0.08, n = 50), shRandom 0 mM glucose (0.55 ± 0.08, n = 45); shCPT1C 25 mM glucose (0.58 ± 0.08, n = 40), and shCPT1C 0 mM glucose (0.82 ± 0.08, n = 44). (b) shRandom + vehicle (1.00 ± 0.07, n = 53), shRandom + 2DG (0.73 ± 0.056, n = 50), shCPT1C + vehicle (0.36 ± 0.05, n = 44), and shCPT1C + 2DG (0.78 ± 0.05, n = 51). (c) shRandom + vehicle (1.00 ± 0.14, n = 51), shRandom + leptin (1.65 ± 0.23, n = 52), shCPT1C + vehicle (0.69 ± 0.11, n = 52), and shCPT1C + leptin (0.66 ± 0.05, n = 52). (d) shRandom + vehicle (1.00 ± 0.10, n = 57), shRandom + TOFA (0.46 ± 0.07, n = 52), shCPT1C + vehicle (0.49 ± 0.06, n = 50), and shCPT1C + TOFA (0.64 ± 0.09, n = 55). Treatment efficiency was determined by phosphorylated ACC (pACC) using Western blotting method in cortical neurons under glucose deprivation (n = 6). 0.96 ± 0.23 for 25 mM glucose and 1.94 ± 0.57 for 0 mM glucose). 2DG treatment (n = 3–6); 0.97 ± 0.28 for vehicle and 2.09 ± 0.21 for 2DG), or leptin treatment (n = 5; 1.16 ± 0.50 for vehicle and 0.37 ± 0.12 for leptin). Results in right graphs are the mean ± SD (Mann-Whitney U test; **, P < 0.01 and *, P < 0.05). TOFA efficiency was evaluated in cortical neurons by malonyl-CoA recycling assay. Values are the mean ± SD of four independent experiments, three of them performed by biological duplicates (n = 7 samples per condition; two-sided Student’s t test; P = 0.049; 1.00 ± 0.05 for vehicle and 0.83 ± 0.06 for TOFA). Scale bars = 5 µm.

malonyl-CoA binding are necessary for the interaction and trafficking of GluA1.

CPT1C silencing or decreased malonyl-CoA production trigger GluA1 retention at the TGN by decreasing PI(4)P

Next, we wanted to determine the precise molecular mechanism through which CPT1C regulates GluA1 trafficking. To begin, we focused on the TGN, a central trafficking hub for GluA1 receptors on their way to the PM (reviewed by Jacobi and von Engelhardt, 2018; Yang et al., 2013). Treating cortical neurons with TOFA to decrease malonyl-CoA production resulted in the significant accumulation of GluA1 in the TGN (Fig. 4 A). Additionally, knockdown of CPT1C resulted in a similar GluA1 retention pattern at the TGN. These data point to the TGN as a potential location where CPT1C and malonyl-CoA exert influence over GluA1 trafficking.

Previously, it was demonstrated that TGN PI(4)P controls GluA1 vesicular release from the TGN (Yang et al., 2013); therefore, we asked if CPT1C or malonyl-CoA fluctuations can alter TGN PI(4)P levels. To test this hypothesis, WT cortical neurons were treated with TOFA or the short hairpin-loop RNA of CPT1C (shCPT1C), and TGN PI(4)P levels were quantified using immunocytochemistry. As shown in Fig. 4 B, both knocking down CPT1C or treatment with TOFA resulted in a significant decrease of PI(4)P levels at the TGN. TOFA-dependent decreases in TGN pools of PI(4)P were detected only in WT neurons, with no further decrease observed in CPT1C-silenced neurons. Changes in PI(4)P occurred independently of alterations in the size of the TGN (Fig. 4 C). Underscoring these data, similar results were obtained when comparing WT and CPTIC−/− neurons and using a specific PI(4)P biosensor (mCherry-P4M; Fig. S4 A).

To further corroborate the involvement of CPT1C in controlling Golgi PI(4)P pools in a malonyl-CoA-dependent way, we expressed either the insensitive malonyl-CoA CPT1CM589S, the truncated CPTICαTerm-FLAG, or the WT form of CPT1C in KO neurons. As expected, the full-length CPT1C form was able to rescue PI(4)P levels in the TGN compartment (Fig. 4 D), while neither the malonyl-CoA-insensitive nor the truncated form could restore Golgi PI(4)P pools in CPTIC−/− neurons. Taken together, our data indicate that CPTIC sensing of malonyl-CoA regulates GluA1 retention at the TGN through the regulation of PI(4)P levels. Moreover, results suggest that the C-terminal domain of CPTIC is necessary for this regulation.

Characterization of CPTIC–SAC1 interaction

As mentioned above, CPTIC regulates PI(4)P levels in the TGN compartment. This finding can be explained by the involvement of the TGN lipid phosphatase SAC1, which is a strong regulator of PI(4)P (reviewed by Del Bel and Brill, 2018) and has been reported to interact with CPTIC (Brechtet et al., 2017). Thus, we explored a potential role for malonyl-CoA sensing and the CPTIC C-terminus in tuning CPTIC-SAC1 interactions.

Coimmunoprecipitation studies were performed in cortical neurons with endogenous proteins and in HEK cells overexpressing SAC1 and WT CPTIC, CPTICMS589S, or CPTICαTerm-FLAG. Results presented in Fig. 5 A confirm the previously published interaction between SAC1 and CPTIC. Treatment with TOFA (to reduce malonyl-CoA; Fig. 5 A) or CPTICMS589S expression (Fig. 5 B) both failed to alter interactions between CPTIC and SAC1. Moreover, the last 36 aa of CPTIC were not required for an efficient interaction between CPTIC and SAC1 (Fig. 5 B). Similar results were obtained using FRET assays (Fig. 5 C). These results indicate that the interaction of CPTIC with SAC1 is not modulated by malonyl-CoA and that the C-terminal domain of CPTIC does not appear to play a critical role.

SAC1 is a key modulator of GluA1 trafficking downstream of the malonyl-CoA/CPTIC axis

Next, we wanted to confirm whether SAC1 was actually regulating surface GluA1 levels downstream of the malonyl-CoA/CPTIC axis. To this end, surface GluA1 levels were quantified by immunostaining in SAC1-silenced and SAC1-overexpressing cortical neurons submitted to TOFA treatment to block the synthesis of malonyl-CoA.

In agreement with Yang et al. (2013), SAC1-silencing enhanced Golgi PI(4)P pools, as well as GluA1 surface levels (Fig. 6, A–C). Interestingly, the silencing of SAC1 abrogated the effects of TOFA on surface GluA1 expression. Conversely, SAC1 overexpression reduced both TGN PI(4)P levels and GluA1 levels at the PM compared with control neurons. Moreover, TOFA treatment did not have a significant effect on SAC1-overexpressing cells (Fig. 6, D–F). Neither SAC1 silencing nor SAC1 overexpression changed TGN volume in neurons (Fig. S4 B). These data indicate that SAC1 is downstream of the malonyl-CoA/CPTIC axis, which is crucial for the maintenance of GluA1 levels at the PM in neurons.

CPTIC regulates SAC1 translocation to ER-TGN contacts

Previous studies described SAC1 translocation to the TGN under stressful conditions, which correlated with a decrease in Golgi PI(4)P levels and impaired vesicular transport to the PM (Blagoveshchenskaya et al., 2008; Yang et al., 2013). For this reason, we hypothesized that CPTIC could promote SAC1
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Figure 2. **CPT1C–GluA1 interaction is dependent on CPT1C C-terminal domain but not on malonyl-CoA levels.**

(A) Quantification of coimmunoprecipitated GluA1 after CPT1C immunoprecipitation in TOFA-treated cortical neurons. Results are the mean ± SD from three independent experiments performed by Casas et al. (Journal of Cell Biology, 2019). Regulation of GluA1 trafficking by CPT1C/SAC1 axis. 
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transport to the TGN in low malonyl-CoA conditions and, consequently, decrease both Golgi PI(4)P pools and GluA1 trafficking to the PM. However, our data do not support such model, since SAC1 did not increase either at the TGN after TOFA treatment or in CPT1C knockdown neurons (Fig. 7A).

More recently, other authors have demonstrated that SAC1 can act in trans on the TGN PI(4)P pool, across ER-TGN junctions (Venditti et al., 2019). To address whether CPT1C can modulate SAC1 recruitment to these contact sites under low malonyl-CoA levels, we studied SAC1 in ER-TGN junctions using CRISPR-Cas–edited HEK cells that have endogenous SAC1 tagged with GFP (Zewe et al., 2018). Our results clearly demonstrate that TOFA treatment favors ER-TGN junction creation in a CPT1C-independent manner (Fig. 7, B and C; and Fig. S4 C), with endogenous SAC1 only being enriched at these contact sites under low malonyl-CoA levels and CPT1C overexpression (Fig. 7 D). Considering that the CPT1C–SAC1 interaction is not affected by malonyl-CoA (Fig. 6), we decided to analyze whether CPT1C also accumulated at ER-TGN contact sites under low malonyl-CoA levels. In line with this hypothesis, CPT1C levels at ER-TGN junctions increased after TOFA treatment (Fig. 7 E). The percentage of CPT1C found in the ER-TGN junctions (~10%) was similar to that found in the TGN (Fig. S4 D), suggesting that CPT1C does not translocate to the TGN but accumulates at the ER side of the ER-TGN junctions. These findings suggest that low malonyl-CoA levels increase ER-TGN contact sites favoring CPT1C/SAC1 recruitment to these junctions. To verify that GluA1 trafficking is regulated by ER-TGN junctions, we next decided to artificially enhance ER-TGN contacts using the rapamycin-induced dimerization system (Dickson et al., 2016, 2014). Increasing ER-TGN junctions resulted in the expected decrease of TGN PI(4)P levels following the addition of rapamycin (Fig. 8 A; and Fig. S5, A and B) and a corresponding decrease in the levels of GluA1 at the PM (Fig. 8 B), indicating that GluA1 trafficking can be influenced by ER-TGN–dependent regulation of TGN PI(4)P levels.

Surprisingly, Myc-CPT1C expression totally abolished rapamycin-dependent PI(4)P decay and surface GluA1 decrease. This result suggests that CPT1C could be an inhibitor of SAC1 activity. Interestingly, in this context TOFA treatment did not exert any effect in control cells, but it partially abolished the effects of CPT1C on PI(4)P levels. These results suggest that CPT1C may be regulating not only SAC1 subcellular distribution but also its PI(4)P phosphatase activity in response to malonyl-CoA changes to control GluA1 trafficking patterns to the PM.

CPT1C regulates SAC1 PI(4)P phosphatase activity in a malonyl-CoA–dependent manner

To further investigate a role for CPT1C in regulating SAC1 phosphatase activity, we took several independent approaches. First, we directly measured the specific PI(4)P phosphatase activity of SAC1 (Mani et al., 2007) in Hela cells stably expressing CPT1C or CPT1CMS895S under different malonyl-CoA conditions. As shown in Fig. 9 A, CPT1C expression decreased SAC1 activity, a reduction that was antagonized by TOFA treatment and was absent following the expression of the malonyl-CoA–insensitive CPT1C (CPT1CMS895S; Fig. 9 B). In parallel experiments performed in mice brains, we determined that SAC1 phosphatase activity is significantly increased in CPT1C−/− brains compared with WTs (Fig. 9 C). Moreover, brains from 16 h–fasted animals, a protocol that strongly decreases malonyl-CoA levels in the cortex, hippocampus, hypothalamus, and cerebellum (Tokutake et al., 2010), had increased SAC1 phosphatase activity (Fig. 9 D).

As a second, indirect approach to measure SAC1 activity, we measured the intensity and distribution of a cellular PI(4)P biosensor (mCherry-P4M) in live HEK293 cells overexpressing CPT1C, with and without the addition of TOFA. Quantitative analysis from these cells revealed that CPT1C overexpression increased total cellular PI(4)P levels, consistent with CPT1C inhibiting SAC1 activity, with this increase in PI(4)P inhibited following TOFA treatment (Fig. 9 E). The increase in cellular PI(4)P was paralleled by a significant increase in PM PI(4,5)P2 (Fig. 9 F) and suggests that TGN PI(4)P is a source for the maintenance of PM PI(4,5)P2 (Dickson et al., 2014). To confirm that the CPT1C-dependent control of SAC1 can regulate PI(4)P and PI(4,5)P2 levels in the brain, ultra performance liquid chromatography–tandem mass spectrometer (UPLC MS/MS) was performed on lipids extracted from WT and CPT1C−/−
brains. Consistent with biosensor data, mass-spec analysis of phosphoinositides revealed that CPT1C−/− brains have significantly reduced levels of phosphatidylinositol monophosphate (PIP) and phosphatidylinositol bisphosphate (PIP2), relative to WT animals (Fig. 9, H–J; and Fig. S6).

Collectively, these data support the hypothesis that CPT1C is a metabolic regulator of SAC1 PI(4)P phosphatase activity in a malonyl-CoA–dependent manner.

Discussion

AMPARs mediate excitatory neurotransmission in the brain and play a key role in most brain functions, including cognition. Recent studies have demonstrated the involvement of CPTIC in GluA1 trafficking, the main component of AMPARs (Brechet et al., 2017; Fadó et al., 2015; Gratacòs-Batlle et al., 2015, 2018).

However, little is known about the precise molecular mechanism and whether this function is linked to CPTIC’s capacity to bind and sense malonyl-CoA fluctuations in the brain across different nutritional conditions. In the present work, we address both questions and demonstrate that CPTIC regulates GluA1 trafficking from the TGN toward the PM by modulating SAC1 phosphatase activity in a malonyl-CoA–dependent manner (see the proposed model at Fig. 10).

We demonstrate that glucose depletion, glycolysis inhibition, or leptin addition—metabolic challenges known to modify intracellular malonyl-CoA levels (Gao et al., 2007; Wolfgang et al., 2007)—modulate GluA1 surface expression in cortical neurons. Moreover, direct down-regulation of malonyl-CoA levels through the inhibition of ACC recapitulates these effects, confirming the important role of malonyl-CoA in GluA1 trafficking. Interestingly, CPTIC-deficient neurons did not respond to any of the treatments above, and the malonyl-CoA-insensitive CPTIC was unable to restore GluA1 at the PM in CPTIC KO neurons. These findings clearly indicate that surface GluA1 is finely regulated by CPTIC-sensing of malonyl-CoA. Importantly, malonyl-CoA is an intermediary shared by the metabolism of lipids and glucose, which makes it a precise indicator of nutritional

Figure 3. CPTIC C-terminal and binding to malonyl-CoA are needed to regulate GluA1 trafficking. (A and B) Surface GluA1 level recovery by CPTIC reexpression in KO neurons. CPTIC KO cortical neurons were transduced at 7 DIV with lentiviral vectors carrying CPTIC, CPTICM589S, CPTICΔCterm-FLAG, or an EV. WT neurons transduced with the EV were used as the control. At 14-15 DIV, cells were treated with TOFA (20 µg/ml, 2 h) or the vehicle (DMSO; 1:500). Surface GluA1 levels were detected and quantified as in Fig. 1. Proper overexpression of different CPTIC forms was corroborated by Western blot in A. Data in B represent the mean ± SEM from three independent experiments performed by biological duplicates (one-way ANOVA followed by Bonferroni’s comparison test; ***, P < 0.001). WT + EV + vehicle (1.00 ± 0.02, n = 17), KO + EV + vehicle (0.55 ± 0.05, n = 80), KO + EV + TOFA (0.54 ± 0.069, n = 63), KO + CPTIC + vehicle (1.13 ± 0.07, n = 85), KO + CPTIC + TOFA (0.35 ± 0.04, n = 68), KO + CPTICΔCterm-FLAG + vehicle (0.52 ± 0.08, n = 54), KO + CPTICΔCterm-FLAG + TOFA (0.57 ± 0.07, n = 56), KO + CPTICM589S + vehicle (0.38 ± 0.05, n = 52), and KO + CPTICM589S + TOFA (0.38 ± 0.07, n = 33). Scale bars = 5 µm.
Figure 4. CPT1C regulates GluA1 and PI(4)P levels at the TGN in a malonyl-CoA–dependent manner. (A) GluA1 retention at the TGN. CPT1C was silenced in WT cortical neurons by the transduction of shCPT1C-carrying lentivirus. A short hairpin-loop RNA with a random sequence (shRandom) was used as a
conditions. In fact, malonyl-CoA levels in the brain highly decrease by fasting, while they increase after refeeding (Tokutake et al., 2010). Therefore, we can say that nutrients impact GluA1 trafficking through CPTIC-sensing of malonyl-CoA. Since the energy sensor AMPK phosphorylates and inhibits the activity of ACC, the enzyme that catalyzes the conversion of acetyl-CoA to malonyl-CoA, it suggests that the CPTIC/SAC1 axis is downstream of the AMPK pathway. To date, very few articles have reported the mechanism by which nutrients regulate GluA1 trafficking. A recent paper demonstrates that a long-time high-fat diet (during 6 wk in mice or for 24 h in cultured neurons) hinders GluA1 trafficking to the PM by a mechanism involving GluA1 palmitoylation (Spinelli et al., 2017). Here, we demonstrate that short-term fluctuations of malonyl-CoA, such as glucose depletion for 2 h, regulates GluA1 trafficking by a mechanism involving CPTIC regulation of SAC1.

Although the brain only accounts for 2% of body mass, it consumes up to 25% of total glucose metabolized by the body. Moreover, neurons use 85% of this energy mainly to maintain glutamatergic transmission (Harris et al., 2012). Therefore, neurons need to sense their energy status in a very precise way to turn on or turn off synaptic activity and preserve brain function. Interestingly, one of the most important cell energy sensors and regulators during synaptic activation is AMPK (Marinangeli et al., 2018). Pathological conditions that undergo with deficits in energy supply to the brain have been associated with impaired cognitive performance. Examples of this are severe undernutrition in anorexic patients (reviewed by Beilharz et al., 2015), exhaustive exercise (Rosa et al., 2007; Zimmer et al., 2010), and caloric-restricted diets promote synaptic incorporation of GluA1 and improve cognition (Thacker et al., 2019; Ouyang et al., 2017). This contradiction can be explained by the existence of several mechanisms for organ and location-specific control of energy balance and supply to the brain, including mechanisms independent of malonyl-CoA. In any case, our results clearly demonstrate that GluA1 trafficking in primary cultured cortical neurons is sensitive to cell-autonomous intracellular malonyl-CoA fluctuations.

The second crucial result of our work is that CPTIC regulates GluA1 trafficking through SAC1-dependent modulation of TGN PI(4)P levels. To our knowledge, this is the first report of a negative regulator of SAC1 enzymatic activity (for an exhaustive review on SAC1, see Del Bell and Brill, 2018). SAC1 PI(4)P phosphatase activity assays in cell lines and brain tissues demonstrate that SAC1 activity is regulated by CPTIC in an energy-dependent manner. When malonyl-CoA levels are decreased (by TOFA treatment in cultured neurons or by fasting in whole animals), the CPTIC-mediated inhibition of SAC1 is released and phosphatase activity restored. Moreover, SAC1 activity regulation correlates with PI(4)P levels in cell lines and in the total brain. This is of crucial importance, since SAC1 has been involved in the regulation of other PI(4)P pools and functions in the cell, such as the regulation of cholesterol transport at the ER-TGN contacts (Mesmin et al., 2013), phosphatidylinerine transport at the ER-PM contacts (Chung et al., 2015; Von Filsneck et al., 2015), the retromer function at the ER-endosome contacts (Dong et al., 2016), or ceramide de novo synthesis at the ER (Breslow et al., 2010). Therefore, it is reasonable to think that CPTIC sensing of malonyl-CoA could also regulate some other functions of SAC1. In fact, this could account for the reduced levels of ceramide found in brain tissues of CPTIC KO mice (Carrasco et al., 2013).

One controversial issue that remains is how SAC1 dephosphorylates PI(4)P at the TGN. Some authors claim that SAC1 dephosphorylates PI(4)P in trans at membrane contact sites, while others suggest it acts in cis after its translocation to the TGN. Additionally, these two models of SAC1 activity do not have to be mutually exclusive, with a clear compromise between the two models being that SAC1 can act in both configurations. Our stressful conditions in cortical neurons were not able to induce a shuttling of SAC1 from the ER to the TGN, contrary to some previous studies performed in nonexpressing CPTIC cells.
Figure 5. CPT1C–SAC1 interaction is dependent on neither malonyl-CoA levels nor CPT1C C-terminal domain. (A) Quantification of coimmunoprecipitated CPT1C after SAC1 immunoprecipitation in TOFA-treated cortical neurons. Results are the mean ± SD from two independent experiments performed by biological replicates (n = 5 samples per condition; Mann-Whitney U test; P = 0.4206; 1.00 ± 0.12 for vehicle and 0.84 ± 0.36 for TOFA). (B) Quantification of coimmunoprecipitated CPT1C by SAC1 immunoprecipitation in cotransfected HEK cells. Western blot using antibodies against CPT1C, FLAG tag, and SAC1 was performed. Values are the mean ± SD from three independent experiments (one-way ANOVA followed by Bonferroni’s comparison test; P > 0.05; SAC1 + WT CPT1C 1.00 ± 0.26, n = 5; SAC1 + CPT1C M589S 1.08 ± 0.63, n = 3; and SAC1 + CPT1C ΔCterm-FLAG 0.97 ± 0.28, n = 5). (C) Percentage of FRET efficiency between SAC1 and different CPT1C mutated forms in transiently transfected HEK293 cells (orange bars). KDEL/CPT1C and calnexin/CPT1C pairs were used as negative controls for CPT1C interaction (black bars). The GluA1/WT CPT1C pair was used as a positive control (blue bar). The dashed line indicates the highest
percentage of FRET corresponding to a negative interaction. Results are the mean ± SEM from three independent experiments performed by biological replicates (n = 30 cells per condition; one-way ANOVA followed by Bonferroni’s comparison test; ***, P < 0.001 versus KDEL/CPT1C pair; **, P < 0.01, and ***, P < 0.001 versus calnexin/CPT1C pair). KDEL + CPT1C (1.91 ± 0.33, n = 27), calnexin + CPT1C (5.58 ± 0.32, n = 31), GluA1 + CPT1C (8.70 ± 0.65, n = 30), SAC1 + CPT1C (8.94 ± 0.48, n = 31), SAC1 + CPT1CΔCterm-FLAG (7.98 ± 0.45, n = 36), and SAC1 + CPT1CΔM589S (10.42 ± 0.62, n = 31). Scale bars = 10 µm; scale bars of inset magnifications = 2 µm. ns, not significant.

(Faulhammer et al., 2007; Blagoveshchenskaya et al., 2008; Yang et al., 2013). Our data align with recent literature reporting the ability of SAC1 to metabolize the TGN PI(4)P pool across ER-TGN junctions (Venditti et al., 2019). Underscoring this statement, artificial induction of ER-TGN contacts using the rapamycin platform induced TGN PI(4)P depletion and a consequent reduction of GluA1 at the PM, which was abolished by CPT1C only under high malonyl-CoA levels. Notably, we found that inhibition of malonyl-CoA synthesis by TOFA increased ER-TGN contacts and triggered CPT1C translocation to ER-TGN junctions together with SAC1, suggesting that both proteins translocate together. These findings indicate that GluA1 trafficking in neurons is regulated by SAC1 activity at ER-TGN junctions under the control of CPT1C.

The fact that GluA1 abundance at the PM decreased by 50% after TOFA treatment or in CPT1C-silenced neurons while at the TGN it only increased around 10% suggests that CPT1C not only regulates the canonical trafficking pathway but also may be involved in other pathways, such as the Golgi-bypass route. Additionally, it has been published that PI(4)P contributes to the PI(4,5)P₂ pool at the PM (Dickson et al., 2014), which is known to directly bind and stabilize surface GluA1 and therefore avoid its internalization (Seebohm et al., 2014). The fact that CPT1C favors an increase in PI(4,5)P₂ at the PM in a malonyl-CoA–dependent manner reveals that CPT1C probably modulates GluA1 surface expression by also regulating its PI(4,5)P₂-dependent stabilization at the PM.

Surprisingly, neither GluA2 nor GluN2A surface levels in cortical neurons were altered after 2 h of TOFA treatment, suggesting that CPT1C-mediated regulation of GluA1 trafficking is specific to this AMPAR subunit. Therefore, we think that CPT1C is regulating specifically GluA1 homomeric AMPARs, which have higher calcium permeability and larger channel conductance than heteromeric receptors containing calcium-impermeable GluA2 subunits. In the case of GluA2, it is established that the exit from the ER toward the PM is slower than GluA1 (Henley and Wilkinson, 2013); for GluN2A, not much is known about the timing of its turnover. Perhaps longer times of TOFA treatment are required to observe changes in their transport to the PM, but TOFA treatment can become toxic over prolonged treatment periods, impairing our ability to test this idea. It has been suggested that coat molecules and post-Golgi carriers may be sensitive to different PI(4)P levels and pools at the TGN, leading to a selective vesicular releasing (Venditti et al., 2019). Moreover, different motor proteins are involved in the vesicular transport of GluA1, GluA2, and NMDA receptor (Kneussel et al., 2014), which could also favor individual/selective trafficking. Clearly, additional experiments are warranted to further unravel the mechanism of this selective trafficking.

The last interesting issue is that both CPT1C and SAC1 form part of the AMPAR macrocomplexes at the ER in neurons. Recently, Schwenk et al. (2019) showed that CPT1C, specifically bound to ferric-chelate reductase 1-like, drives the assembly of GluAs into functional tetramers at the ER. Moreover, a role for CPT1C has been suggested in the palmitoylation state of GluA1 (Gratàcòs-Batlle et al., 2018). Here, we complete the picture of CPT1C function and describe a new role of CPT1C linked to SAC1 at the ER-TGN contacts. We show that the CPT1C–SAC1 complex regulates the trafficking of GluA1-containing AMPAR from the TGN to the PM in response to nutritional changes and unravels the molecular mechanism involved. Interestingly, SAC1 is not found in AMPAR macrocomplexes of CPT1C KO mice (Brechtet et al., 2017), indicating that the role of SAC1 is necessarily linked to CPT1C. The interacting region between CPT1C and SAC1 is currently unknown. Using experimental and in silico approaches, we have identified the C-terminal region of CPT1C as being essential for GluA1 interaction and its transport to the PM. Other authors have demonstrated (using nuclear magnetic resonance spectroscopy) that the N-terminal domain of CPT1C (a peptide of 50 residues) can switch between two different conformations depending on malonyl-CoA (Rao et al., 2011; Samanta et al., 2014). Collectively, results support a model in which CPT1C binds GluA1 through its C-terminal domain, while its N-terminal domains acts as a sensor of malonyl-CoA. CPT1C will change its conformation in response to nutritional scarcity or energy supply deficits, which will regulate SAC1 activity and, in consequence, block the exit of GluA1 from the TGN.

In summary, our study reveals that CPT1C sensing of malonyl-CoA regulates GluA1-containing AMPAR trafficking in neurons through the regulation of SAC1 activity. Moreover, it discloses the first inhibitor of SAC1 PI(4)P phosphatase activity and supports the model of trans-activity of SAC1 at the ER-TGN contact sites. Considering that CPT1C has been involved in synaptogenesis, glutamatergic transmission, and learning processes, the present work provides new molecular evidence regarding how CPT1C senses nutritional conditions to control synaptic function and cognition.

Materials and methods

Animals

CPT1C KO mice were developed as described previously (Carrasco et al., 2012). After eight backcrosses with C57BL/6j mice, littermate homozygous CPT1C KO and WT mice were crossed separately to obtain a line for each genotype that was used in the experiments. All animal procedures met the guidelines in Spanish legislation (Boletín oficial del estado 32/2007) and were approved by the local ethics committee.
Figure 6. SAC1 is downstream of malonyl-CoA/CPT1C axis in cultured cortical neurons. (A and B) Increasing volumes of shSAC1 lentiviruses were used to knock down SAC1 expression in cultured cortical neurons at 8 DIV. A short hairpin-loop RNA with a random sequence (shRandom) was used as a control. shSAC1 silencing efficiency was checked at 15 DIV by quantifying the decrease of SAC1 protein levels by Western blot (A) and by the increase in TGN PI(4)P levels measured by immunocytochemistry (B; scale bars = 7 µm). TGN46 was used as a marker of TGN. Values are the mean ± SD from two independent experiments (n = 8–12 cells per condition; two-sided Student’s t test; ***, P = 0.0009; 1.00 ± 0.23 for shRandom and 1.35 ± 0.18 for shSAC1). (C) SAC1 silencing increased GluA1 surface levels and abolished the effect of TOFA treatment. Surface GluA1 after TOFA treatment (20 µg/ml, 2 h) was detected in non-permeabilized neurons by immunocytochemistry. Results are the mean ± SEM from two independent experiments performed by biological duplicates (two-way ANOVA followed by Bonferroni’s comparison test; *, P < 0.05 and **, P < 0.01). shRandom + vehicle (1.00 ± 0.09, n = 35), shRandom + TOFA (0.44 ± 0.06, n = 32), shSAC1 + vehicle (0.90 ± 0.13, n = 34), and shSAC1 + TOFA (1.48 ± 0.09, n = 20). Scale bars = 5 µm. n.s, not significant. (D) SAC1 overexpression in cortical neurons. A lentiviral vector carrying SAC1 was used to infect the cells at 7 DIV. At 14–15 DIV, SAC1 overexpression was corroborated by Western blot.
Cell culture and treatments
Primary cortical mouse neurons were prepared from E16 WT or CPT1C KO embryos, cultured, and maintained as described previously (Fadó et al., 2015) in Neurobasal (2103049; Gibco) supplemented with B27 (17504044; Gibco), glutamax (35050061; Gibco), and antibiotics. Cell lines were grown according to American Type Culture Collection. HeLa and HEK cells were maintained in DMEM (D5671; Sigma-Aldrich) supplemented with 10% FBS (F7524; Sigma-Aldrich), 2 mM glutamine (X0551-100; Biowest), 100 U/ml penicillin, and 100 mg/ml streptomycin (P0781; Sigma-Aldrich) at 37°C with 5% CO2.

Cell lines were authenticated by genotyping and regularly tested for mycoplasma contamination. For glucose starvation, cell medium was replaced by DMEM without glucose (A14430-01; Gibco) supplemented with (control cells) or without (glucose-depleted cells) 25 mM glucose for 2 h. To inhibit malonyl-CoA synthesis, 20 µg/ml TOFA (ab141578; Abcam) was added for 2 h. 15 mM 2DG (D8375; Sigma-Aldrich) was added for 2 h to inhibit glycolysis. For the leptin treatment, leptin (450–31; Bionova PrepoTech) was added to a final concentration of 50 nM for 30 min. For rapamycin-dependent recruitment, 5 µM rapamycin (R8781; Sigma-Aldrich) was used at room temperature for 15–30 min.

Plasmids and transfection
Human CPTIC-SYFP2 and mTurquoise-CPTIC were gifts from Dr. Serra’s school (School of Pharmacy and Food Sciences, Universitat de Barcelona, Barcelona, Spain). The mTurquoise-TGN38-FRB plasmid, the P(4)P probes mCherry-P4M and YFP-P4M, and the Pl(5)P probe YFP-PhPlc81 were gifts from E. Dickson’s group (School of Medicine, University of California, Davis, CA). mTurquoise-calnexin (#55539), mTurquoise-ER (#55550), mCherry-ER-FKBP (#79204), and iRFP-Sec61β (near-infrared fluorescent protein-Sec61β; #108125) were purchased from Addgene. pcDNA3-Myc-CPTIC (Sierra et al., 2008) and pWPI-CPTIC-IRE-GFP (Fadó et al., 2015) plasmids were engineered in our laboratory as published. CPTICm5895-mTurquoise2 and pWPI-CPTICM5895-IRE-GFP (Rodriguez-Rodriguez et al., 2019) encoded a malonyl-CoA-insensitive CPTIC form (generated by site-directed mutagenesis at methionine 589). Plasmids containing the C-terminal truncated form of CPTIC (mTurquoise2-CPTICΔterm-FLAG and pWPI-CPTICΔterm-FLAG-IRE-GFP) were constructed by replacing the last 39 aa (782–810) of the CPTIC sequence for the FLAG epitope (DYKDDDDK). SAC1 and GluA1 cDNAs were obtained by RT-PCR from mouse brain tissue, using TRizol (15956018; Life Technologies) for RNA isolation, Mu-MLV (#3022-1; Lucigen) as a reverse transcription, and the Q5 DNA polymerase (M0491L; New England Biolabs). SAC1 and GluA1 were cloned in pMWTurquoise2 (mTurquoise2-SAC1 and mTurquoise2-GluA1). SAC1 was also cloned in the lentiviral pWPI-IRE-GFP plasmid (pWPI-SAC1-IRE-GFP). For CPTIC silencing, the pVTHM vector encoding a silencing sequence was used (Fadó et al., 2015). For SAC1 silencing, the sequence 5’-gctgccccgtgattctca-3’ (Yang et al., 2013) was cloned in the vector psi-LVRU6MP (Tebu-Bio) to generate the plasmid short hairpin-loop RNA of SAC1 (shSAC1); and as a control (shRandom), the random sequence 5’-gtcgcgcgtgattctca-3’ was used (CSHTCR001-LVRU6MP; Tebu-Bio). All plasmids were verified by sequencing.

For CPTIC and SAC1, the pVTHM and LVRU6MP plasmids described above were employed. Neurons were transduced with low virus titles (MOI = 2) at 8 DIV.

Generation of stable cell lines
HeLa stably expressing mouse CPTIC or CPTICM5895 was generated by lentiviral transduction of pWPI-CPTIC-IRE-GFP (CPTIC cells) and pWPI-CPTICM5895-IRE-GFP (CPTICM5895 cells), respectively. Cells were transduced with low virus titles (MOI = 5), and stable cells showing green fluorescence were isolated by cell-sorter (FACS Aria Fusion; Becton Dickinson). GFP was excited at 488 nm and green fluorescence collected at 530/30 nm. pWPI-IRE-GFP EV was used to obtain control cells (EV cells). HEK-SAC1GFP cells were genetically modified using CRISPR-Cas9 (CRISPR-associated proteins) technology as previously described (Zewe et al., 2018). To silence CPTIC and SAC1, the pVTHM and LVRU6MP plasmids described above were employed. Neurons were transduced with high virus titles (MOI = 2) at 8 DIV.

Viability assay
To test cellular viability, the 3-(4,5-dimethylthiazol-2-yl)-2,5-diphenyltetrazolium bromide (MTT) assay was performed in cortical neurons at 14–15 DIV. After treatments, MTT solution was added at a final concentration of 0.2 mg/ml, and cells were incubated for 1 h at 37°C. The mitochondrial activity of live cells was measured by spectrophotometry at an absorbance wavelength of 570 nm. Cellular viability was given as a percentage versus control cells.
Figure 7. CPT1C regulates SAC1 recruitment to TGN-ER contacts. (A) CPT1C knockdown or TOFA treatment does not increase SAC1 in the TGN. Quantification of SAC1 levels at the TGN in shCPT1C-transduced cortical neurons by immunocytochemistry. A short hairpin-loop RNA with a random
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Analysis of malonyl-CoA levels
Intracellular malonyl-CoA levels were quantified in cortical neurons at 15 DIV. After treatment, neurons were washed with PBS, scraped, and collected. After centrifugation at 500 ×g for 3 min, the cell pellets were frozen in liquid nitrogen. Malonyl-CoA levels in the collected cells were determined using the acyl-CoA cycling method (Tokutake et al., 2010) and normalized by cellular wet weight (milligram wet weight). Briefly, intracellular malonyl-CoA was extracted by adding 0.6 M sulfuric acid per each 100 mg wet cells. After being kept at 4°C overnight and centrifuged, 1 M Tris (0.05 volume of supernatant) was added to the supernatant, and the pH of the solution was adjusted to around 6.5 with NaOH on ice. Malonyl-CoA levels in the extracts were measured by the enzymatic cycling assay using malonate decarboxylase after elimination of acetyl-CoA by citrate synthase. The reaction mixture for the citrate synthase treatment was composed of 50 mM Tris-HCl (pH 7.2), 2 mM oxaloacetate, 5 mg recombinant citrate synthase from Bacillus subtilis, and the tissue extracts in 1 ml. The reaction was performed at 25°C for 20 min, and an aliquot of the mixture was transferred to the reaction mixture for the acyl-CoA cycling method. The mixture contained 50 mM Tris-HCl (pH 7.2), 1 mM 2-mercaptoethanol, 10 mM MgSO4, 50 mM malonate, 10 mM ATP, 1 U of malonate dehydrogenase. The reaction mixture for the acyl-CoA cycling method was incubated at 30°C for 20 min, and an aliquot of the mixture was transferred to the reaction mixture for the acyl-CoA cycling method. The mixture contained 50 mM Tris-HCl (pH 7.2), 1 mM 2-mercaptoethanol, 10 mM MgSO4, 50 mM malonate, 10 mM ATP, 1 U of malonate decarboxylase, and the solution from the citrate synthase treatment in 400 µl. The mixture was incubated at 30°C for 20 min, and 1 U of recombinant acetate kinase from Escherichia coli was added. After 20 min of incubation, 0.2 ml of 2.5 M neutralized hydroxylamine was added, and the incubation was continued for an additional 20 min at 30°C. The reaction was terminated by adding 0.6 ml of 10 mM ferric chloride dissolved in 25 mM trichloroacetic acid–1 M HCl. The A540 of the acetaldehyde formed was measured.

Immunostaining
Immunostaining of proteins and lipids was used in fixed cells with 4% (wt/vol) paraformaldehyde. For surface proteins, non-permeabilized cells were directly blocked with goat serum and then incubated with the appropriate primary antibody. For internal proteins and lipids, cells were permeabilized with 0.1% (vol/vol) Triton X-100 before blocking and incubation with the primary antibody. Control experiments were performed to make sure that chemical fixation did not induce permeabilization (see Fig. S1 B). For surface GluA1 analysis, isolated primary dendrites close to the soma of the neuron were selected. Rabbit anti-GluA1 (1:30; PC246) was from Calbiochem. Mouse anti-PI(4)P (1:100; Z-PO04) was from Echelon. Mouse anti-TGN38 (1:100; NB300-575) was from Novus Biologicals. Rabbit anti-TGN46 (1:100; ab16059) and anti-mouse Alexa488 (1:1,000; ab13970) were from Abcam. Rabbit anti-SAC1 (1:100; ab397) was from Millipore. Rabbit anti-GluA1 (1:30; PC246) and rabbit anti-phosphorylated ACC (Ser79; 1:2,000; 3661) were from Cell Signaling. Rabbit anti-SAC1 (1:500; I3033-1-AP) was from Proteintech. Mouse anti–β-actin (1:1,000; ab6267) and chicken anti-GFP (1:5,000; ab13970) were from Abcam. Rabbit anti-GluA1 (1:1,000; ab1504) and rabbit anti-GluA2 (1:1,000; ab13970) were from Millipore. Rabbit anti-GluN2A (1:1,000; G9038), mouse anti–β-tubulin (1:2,000; T5201), and goat anti–FLAG (1:500; F3165) were from Sigma-Aldrich. HRP-conjugated secondary antibodies anti-mouse or anti-rabbit (1:10,000) were from DAKO. Blots were developed using Luminata Forte Western HRP substrate (Millipore). Semiquantitative analysis was performed using densitometry with Fiji software.

Cell-surface biotinylation assay
Surface protein levels were measured in cortical neurons at 14-15 DIV by the biotin covalent binding method and processed as described previously (Mifano-Molina et al., 2011). Briefly, live cells were transferred to ice-cold PBS-Ca2+-Mg2+ buffer (pH 7.4, 1 mM CaCl2, and 0.1 mM MgCl2), followed by incubation with 0.5 mg/ml biotin (b10185; Life Technologies). Free biotin was quenched by three washes in cold PBS-Ca2+-Mg2+ + 0.1 M glycine. Cells were next scraped in cold 1% Triton X-100
homogenization buffer (NaCl, 50 mM; EDTA, 10 mM; EGTA, 10 mM; Na$_2$VO$_4$, 1 mM; NaF, 50 mM; NaPPI, 25 mM; glycero-phosphate, 1 mM; PMSF, 1 mM; and Heps, 50 mM, pH 7.5) supplemented with phosphatase and protease inhibitor cocktails. Homogenates were centrifuged at $10,000 \times g$ for 20 min to pellet insoluble fraction. 75 µl of the supernatants was mixed and heated with 25 µl of 2× SDS buffer (input). The remaining supernatants were pulled down with 40 µl of 50% avidin-agarose beads (53150; Pierce) overnight at 4°C. Beads were pelleted, washed three times with homogenization buffer, and heated in 100 µl of 2× SDS buffer (surface fraction). 75 µl of the supernatants was mixed and heated with 25 µl of 2× SDS buffer (internal fraction). Equal volumes of the input, internal, and biotinylated fractions were processed by immunoblotting.

Figure 8. Artificially formed ER-TGN contacts decrease surface GluA1 levels. (A) PI(4)P at the TGN after artificial ER-TGN contact creation. HEK cells overexpressing or not Myc–CPT1C were transfected with the mCherry-pHR-TcRb-FKBP and CFP-TGN38-FRB plasmids and treated with rapamycin (5 µM, 30 min) in order to induce ER-TGN contacts. PI(4)P was labeled with the lipid probe YFP-P4M. A Myc EV was used as a control. Cells were treated with TOFA 24 h after transfection. Cells were live imaged with confocal microscopy. Values are the mean ± SD from four independent experiments (n = 6 cells per condition; two-way ANOVA followed by Bonferroni’s comparison test; **, P < 0.01 and ***, P < 0.001). (B) Surface GluA1 levels after artificial ER-TGN contact creation. Live HEK cells were transfected and treated as in A. Surface GluA1 was imaged by TIRF microscopy. Data represent the mean ± SD from two independent experiments (n = 4–8 cells per condition; two-sided Student’s t test; *, P < 0.05 in YFP control cells and P = 0.0503 in YFP-CPT1C overexpressing cells). EV + vehicle (1.00 ± 0.76, n = 8), EV + rapamycin (0.29 ± 0.10, n = 6), CPT1C + vehicle (1.00 ± 0.85, n = 8), and CPT1C + rapamycin (1.85 ± 0.87, n = 4). Scale bars = 7 µm; scale bars of inset magnifications = 1.75 µm. n.s, not significant.
Figure 9. CPT1C negatively regulates SAC1 PI(4)P phosphatase activity. (A) SAC1 phosphatase activity regulation by CPT1C and TOFA. Hela cells permanently expressing CPT1C or the EV were treated by TOFA (20 μg/ml, 2 h) or vehicle. After TOFA treatment, SAC1 was immunoprecipitated from cellular lysates, and PI(4)P phosphatase activity was measured as the P_i released from PI(4)P substrate using a green malachite assay. All data were normalized by the amount of immunoprecipitated SAC1 in each sample detected by Western blot. Values are the mean ± SD of three independent experiments performed by technical replicates (one-sample t test; *, P < 0.05). EV + vehicle (1.00 ± 0, n = 6), EV + TOFA (0.56 ± 0.37, n = 6), CPT1C + vehicle (0.92 ± 0.42, n = 4), and CPT1C + TOFA (1.19 ± 0.33, n = 4). (B) SAC1 phosphatase activity regulation by CPT1C-sensing of malonyl-CoA. HeLa cells permanently expressing CPT1C, malonyl-CoA–insensitive CPT1C form (M589S), or EV were analyzed for PI(4)P phosphatase activity as in A. Results are the mean ± SD of three independent experiments performed by technical replicates (n = 4–8 samples per condition; one sample t test; **, P < 0.01). EV (1.00 ± 0.00, n = 9), CPT1C (0.50 ± 0.31, n = 9), and CPT1CM589S (3.31 ± 0.196, n = 5). n.s, not significant. (C) SAC1 phosphatase activity in brains from WT and CPT1C KO adult mice. Total brain lysates were processed for SAC1 immunoprecipitation. PI(4)P phosphatase activity was measured in immunoprecipitated pellets as in A. Values are the mean ± SD (n = 5
Immunoprecipitation assay

Cells were washed in ice-cold PBS and immediately scraped in cold lysis buffer (500 µl/2 × 100-mm plate; 1% Triton buffer for CPT1C immunoprecipitations, Tris 50 mM, NaCl 150 mM, and Triton X-100 1% at pH 8; or CL-47 buffer for Sac1 immunoprecipitations). Homogenates from cultures were solubilized 30 min at 4°C in the orbital and centrifuged at 10,000 × g for 10 min to pellet insoluble fraction. 75 µl of the supernatant was mixed and heated with 25 µl of 4× SDS sample buffer (input). 1 mg of total protein from the remaining supernatants was incubated 1 h in the orbital with 10 µl of slurry protein-G–Sepharose beads in order to retain protein that bind beads unspecifically. Meanwhile, 2 µg of anti-CPTIC, 1 µg of anti-GluA1, or 2.5 µg of anti-SAC1 antibodies was incubated with 10 µl of total protein from the remaining supernatants. Both samples were centrifuged at 4,000 g for 2 min. Clean supernatants were immunoprecipitated with the beads attached to the antibody (Ab-beads) overnight at 4°C, since protein G–Sepharose beads (preclear fraction) were mixed with 100 µl of 2× SDS buffer and 1 µl of DTT at 1 M and heated. The beads were pelleted, and 75 µl of the supernatant (unbound fraction) was mixed and heated with 25 µl of 4× SDS sample buffer and 1 µl of DTT at 1 M (immunoprecipitation conditions). 10 µm of the supernatant was mixed and heated with 25 µl of 4× SDS sample buffer. The beads were then rinsed three times with lysis buffer and heated in 100 µl of 2× SDS sample buffer and 1 µl of DTT at 1 M (immunoprecipitation conditions).
fraction; IP). 30 µl of the preclear fraction and IP and 10–20 µl of the input and the unbound fractions were detected by immunoblotting.

### Protein–protein interaction simulations

For the CPTIC-GluA1 interactions, the GluA1 cytosolic region (residues from 827 to 903) was modeled with the available GluA2 crystal structure (Protein Data Bank accession no. 3KG2), and the CPTIC C-terminal plus its globular regions (residues from 157 to 803) was modeled with the COT crystal structure (Protein Data Bank accession no. 1XIL). The whole process was performed on a simulated aqueous solution (tip4p-D cubic waterbox; optimization by Best et al., 2012) with physiological concentration of NaCl and enough ions to neutralize the charge of the system. The mathematical function Chrm36 was employed. It was calculated as interaction time percentage (when low energies are required for protein approach). Next, a minimization function with 10,000 steps was used in order to get rid of bad contacts or unsuitable torsion angles from both interacting molecules that may have been inevitably introduced when setting up the whole system. A final two-step equilibration process was also employed. We submitted the CPTIC-GluA1 system to an aggregated 300 ns of production runs in which 12 different starting points were employed, each of them differing in the initial GluA1 fragment positioning relative to CPTIC fragment. The 12 approaching vectors were split into two groups of six each, where each of the group presented one of two “faces” of the GluA1 cytosolic fragment (as defined by an arbitrary plane intersecting lengthwise with the protein fragment) to the CPTIC fragment, and each approaching vector on the group was displaced 60 degrees in a clockwise manner from the previous. The utility of multiple replicas is discussed in Knapp et al. (2018). The molecular dynamics package used for the minimization, equilibration, and production processes was GROMACS (Van Der Spoel et al., 2005).

### FRET analysis

All FRET imaging experiments were performed on a Leica TCS SP2 microscope. A 63×/1.40 NA objective with immersion oil and argon lasers with 458 and 514 lines (for donor, mTurquoise2, and acceptor, YFP, respectively) was used for all image acquisitions. The pinhole size was set to 2 (airy units), and the region of interest (ROI) to 5 × 5 (mm). 488-nm laser power was set up to 23%–60% and 514-nm laser up to 5%–10% so that no pixel saturation occurred. The number of bleaches was between three and four, all at 40%. For the calculation of FRET efficiency from acceptor to donor, we used the following formula operated at pixel basis:

\[
E = \frac{I_{\text{fret}}}{I_d} = \frac{I_a - I_{\text{crossem}} - I_{\text{cross}}}{I_d},
\]

where \(I_{\text{fret}}\) refers to FRET intensity, \(I_d\) refers to donor intensity in the absence of acceptor, \(I_a\) is the acceptor intensity in the presence of donor, \(I_{\text{crossem}}\) is the fraction of donor emission cross-excited into the acceptor channel, and \(I_{\text{cross}}\) is the fraction of acceptor intensity cross-excited by donor excitation.

### Confocal microscopy

Confocal imaging was performed in fixed cortical neurons with the confocal laser-scanning microscope ZEISS LSM 700 or Leica DMi8 using a ×63 1.4 NA oil objective. Approximately 18 stacks with 0.5-µm distance were taken per each imaged cell using identical settings, and all quantifications were done on a reconstructed 3D image with IMARIS 9.2 software (Bitplane). For quantification, sets of cells were cultured and stained simultaneously and imaged using identical settings. For surface GluA1 quantification, primary dendrites were taken, being considered as the prolongations first branching from soma. The axon was identified and discarded according to morphological criteria (thickness and position relative to the nucleus). A 15 µm × 5 µm ROI was randomly selected, and integrated intensity was measured inside it using the Spot tool. For the measurements of SAC1, GluA1, and PI(4)P intensities at the TGN compartment, the mean intensity of each staining in the 3D TGN-englobing ROI close to the soma was quantified using the Surface tool of Imaris software. The same threshold values were used in all the samples.

### Live-cell imaging

Live-cell imaging was used to detect lipids or proteins in non-fixed transfected HEK-SAC1GFP cells (kind gift of Dr. Gerry Hammond, University of Pittsburgh, Pittsburgh, PA). 1 d after transfection, cells were transferred from culture medium to a recording chamber containing modified Krebs-Ringer solution (160 mM NaCl, 2.5 mM KCl, 2 mM CaCl₂, 1 mM MgCl₂, and 8 mM glucose, pH 7.4). Cells were kept in this solution up to ~1 h and 30 min while imaging.

### Total internal reflection fluorescence (TIRF) microscopy

TIRF imaging was performed in GluA1-transfected live HEK-SAC1GFP cells. Footprints were acquired in a Nikon TIE microscope equipped with a TIRF 60×/1.25 oil differential interference contrast H objective and Photometrics QuantEM electron multiplying charge-coupled device camera (Nikon). The incident angle settled in all experiments was 110 degrees. All images were quantified with the ImageJ/Fiji (National Institutes of Health) software and surface GluA1 mean intensity was measured per cell.

### Super-resolution imaging

Super-resolution studies were conducted using HEK-SAC1GFP cells transfected with TGN and ER organelle markers (mTurquoise-TGN38–FRB and iRFP–Sec61, respectively) and a CPTIC overexpressing plasmid (CPTIC–SYFP2). Images were acquired in a ZEISS LSM 880 with Airyscan using 63× oil-immersion objective. Quantification of contact sites, endogenous SAC1, and overexpressed CPTIC at these junctions was performed per cell in one-stack images by using ImageJ/Fiji software. The amount of ER-TGN contacts was measured as a positive colocalization between the ER and the TGN signals and was always normalized to ER area. To measure SAC1 or CPTIC in the ER-TGN contacts, we drew two 2D ROIs corresponding to the ER and the TGN signals and then applied the colocalization plugin of ImageJ/Fiji software in order to determine the ER-TGN contact area per cell and calculate the mean intensity of SAC1 or CPTIC in that colocalized ROI. For the analysis of linear fluorescence profiles, a line 1 µm wide and 5 µm long was drawn inside the
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Rapamycin-dependent ER-TGN contact site creation
To explore ER-TGN contact sites, the rapamycin system was used to produce a tight association between the FKBP and FRB domains (Bohdanowicz and Fairn, 2011). Based on this, transfection of HEK-SAC1GFP cells with mCherry-pHr-TRcR-FKBP, CFP-TGN38-FRB, and YFP-P4M was performed followed by rapamycin addition (5 μM at room temperature; R8781; Sigma-Aldrich). This synthetic system allows ER recruitment to the TGN and a consequent decrease in Golgi PI(4)P (Dickson et al., 2014). Under constant perfusion, cells were tracked for ~15 min with images taken every ~5 s. Positive ER-TGN junction creation was only considered when the ER signal localized at the TGN increased with respect to its signal outside the TGN. This increase was measured with ImageJ/Fiji software as described above in one-stack images. Mean PI(4)P intensity was also quantified in the TGN compartment in each cell by creating a TGN-englobing mask and then applying it on the PI(4)P image. PI(4)P inside the TGN was always normalized to the cytoplasmic signal in order to discard any difference due to the transfection efficiency.

PI(4)P-dependent phosphatase activity assay of SAC1
The activity assay of SAC1 was performed in stable transfected HeLa cells and in mice brain tissues. In cell lines, SAC1 was overexpressed by FuGENE6 transfection 48 h before the assay. Mice brain tissues were obtained from 4-mo-old male mice. HeLa cells or brain tissue was homogenized with chilled CL-47 lysis buffer supplemented with a protein inhibitor cocktail. 2 mg or 10 mg of protein (for HeLa cells and brain tissue, respectively) was immunoprecipitated with anti–SAC1 conjugated beads as described above. The immunoprecipitated protein-containing pellet was processed as described previously (Mani et al., 2007). Released free phosphate, an indicator of SAC1 activity on PI(4)P, was measured at 650 nm and was always normalized to immunoprecipitated SAC1 detected by Western blot.

UPLC MS/MS
Lipids were extracted with butanol and chloroform from age- and sex-matched WT and CPTIC−/− brains. Samples were neutralized by methylation with trimethylsilyldiazomethane, infused with sodium formate, and analyzed using a Waters XEVO TQ-S MS/MS in multiple reaction monitoring mode using electrospray and positive ion mode (Vivas et al., 2019). Elution profiles plotting the intensity (arbitrary units) as a function of elution time were analyzed to determine relative changes between samples. Total integrated areas under peaks from samples and standards were quantified using MassLynx software (Research Resource Identifier: SCR_014271; Waters). Samples were normalized to total brain protein levels and nonphysiological lipid standards: PI(4)P, 37:4, and PI(4,5)P2, 37:4 (Avanti Polar Lipids).

Statistical analysis
As indicated in each figure legend, the results were obtained from two to four independent experiments performed (at least) by biological duplicates and are given as the mean ± SEM or SD. When individual cells were analyzed, we decided to evaluate around 30 per condition for FRET assays and between 20 and 40 cells for immunostaining studies (at least) seeded in two independent coverslips per experiments. Exceptionally, the outliers were excluded if the values were above or below the mean ± two SDs. Statistical analysis was performed using PRISM (GraphPad Software). Data normality was determined in all the experiments according to the Shapiro-Wilk test and D’Agostino and Pearson test. Significance between groups was detected using Student’s t test (one or two sided, as indicated in each figure legend) or a Mann-Whitney U test (indicated in each figure legend) according to normality and a 95% confidence interval. For comparisons among three or four groups, ANOVA was performed (one-way or two-way; indicated in each figure legend), followed by the Bonferroni’s multiple comparison post-test.

Online supplemental material
Fig. S1 presents whole cell images of cortical neurons showing GluA1 surface levels under different treatments. Fig. S2 shows that glucose deprivation, 2DG, and TOFA treatments have no effect on cortical neuron survival. Fig. S3 shows TOFA treatment decreases GluA1 but not GluA2 and GluN2A at the surface of cortical neurons in a CPTIC-dependent manner. Fig. S4 shows the effects of TOFA treatment or SAC1 modulation on PI(4)P levels, TGN volume, and TGN-ER occurrence. Fig. S5 shows rapamycin-induced ER-TGN contacts. Fig. S6 shows that CPTIC deficiency decreases the brain levels of different PIP and PIP2 species.
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Figure S1. Whole-cell images of cortical neurons showing GluA1 surface levels under different treatments. (A–D) CPT1C-silenced or control cortical neurons were submitted to glucose deprivation for 2 h (A), 2DG treatment (15 mM, 2 h; B), leptin treatment (50 nM, 30 min; C), or TOFA treatment (20 µg/ml, 2 h; D). A short hairpin-loop RNA with a random sequence (shRandom) was used as a control. Surface GluA1 was detected by immunocytochemistry in nonpermeabilized cells. Lentiviral infection was confirmed by the detection of the GFP tag. Complete images used in Fig. 1 are shown. The selected ROI in each image is identified with a rectangular box. Scale bars = 7 µm for A, B, and D and 10 µm for C.
Figure S2. Glucose deprivation, 2DG, and TOFA treatments have no effect on cortical neuron survival. (A) CPT1C silencing in cortical neurons. Cells were infected at 7 DIV with a shCPT1C-carrying lentivirus or a short hairpin-loop RNA with a random sequence (shRandom) was used as a control. At 14–15 DIV, CPT1C down-regulation was confirmed by Western blot. A representative image is shown. Graph shows the mean ± SD from three independent experiments performed by biological replicates (n = 8 per condition; two-sided Student’s t test; ****, P < 0.0001; 1.00 ± 0.15 for shRandom and 0.32 ± 0.17 for shCPT1C). (B) GluA1 and TGN38 detection in nonpermeabilized and permeabilized neurons. To make sure that chemical fixation with 4% of paraformaldehyde does not induce permeabilization itself, GluA1 and TGN38 were immunodetected by immunocytochemistry in cultured cortical neurons permeabilized or non-permeabilized with 0.1% (vol/vol) of Triton X-100. As expected, only surface GluA1 was stained in nonpermeabilized neurons, since TGN38 (a Golgi-resident protein) and total GluA1 (surface and internal) were detected in permeabilized cells. Scale bars = 20 µm. (C–E) Cell survival after 2 h of glucose starvation (C), 2DG treatment (15 mM; D), or TOFA treatment (20 µg/ml; E) in cortical neurons was determined by MTT assay. Values are the mean ± SD from two independent experiments performed by biological replicates (two-sided Student’s t test; P > 0.05). (C) 25 mM glucose (100.00 ± 33.24, n = 17) and 0 mM glucose (75.25 ± 17.33, n = 15). n.s, not significant. (D) Vehicle (100.00 ± 13.22, n = 12) and TOFA (91.55 ± 12.63, n = 11). (E) Vehicle (100.00 ± 18.99, n = 10) and 2DG (104.7 ± 17.45, n = 7). (F) TOFA treatment (microgram per milliliter, 2 h) down-regulates GluA1 surface levels in hippocampal neurons. All data represent mean ± SEM of two independent experiments (n = 20 cells per condition; two-sided Student’s t test; ***, P = 0.0004; 1.00 ± 0.12 for vehicle and 0.47 ± 0.06 for TOFA). (G) Reversibility of TOFA-induced effects on GluA1 surface levels. Cultured cortical neurons were treated at 14 DIV with TOFA (microgram per milliliter) or vehicle (DMSO; 1:500). 2 h later, TOFA was removed, replacing the medium with conditioned media (Cond. medium) from sibling plates, and cells were incubated for an additional 4 h. The rest of the wells were fixed at 2 h after treatment. In all conditions, surface GluA1 levels were detected by immunocytochemistry. Data represent mean ± SEM of one experiment performed by biological duplicates (one-way ANOVA; **, P < 0.01 and ***, P < 0.001). Vehicle (1.00 ± 0.35, n = 33), TOFA (0.39 ± 0.05, n = 37), and reversion (0.87 ± 0.07, n = 34). Scale bars = 5 µm. ns, not significant.
Figure S3. TOFA treatment decreases the levels of GluA1 but not GluA2 and GluN2A at the surface of cortical neurons in a CPT1C-dependent manner. (A) Surface GluA1 quantification by immunochemistry in nonpermeabilized WT and CPT1C KO cortical neurons treated with TOFA. Values are the mean ± SEM of two independent experiments (two-way ANOVA followed by Bonferroni’s comparison test; **, P < 0.01 and ***, P < 0.001). WT + vehicle (1.00 ± 0.12, n = 67), WT + TOFA (0.41 ± 0.08, n = 45), KO + vehicle (0.53 ± 0.11, n = 36), and KO + TOFA (0.52 ± 0.10, n = 38). (B) Surface GluA1 levels measured by the biotinylation assay in WT and CPT1C KO cortical neurons. Results are given as the mean ± SD from three independent experiments performed by biological replicates (n = 4 samples per condition; two-way ANOVA followed by Bonferroni’s comparison test; *, P < 0.05 for surface levels). WT + vehicle (57.54 ± 7.47 for surface and 42.46 ± 7.47 for internal, n = 4), WT + TOFA (13.05 ± 7.96 for surface and 86.95 ± 7.96 for internal, n = 4), KO + vehicle (28.31 ± 16.55 for surface and 71.69 ± 16.55 for internal, n = 4), and KO + TOFA (31.95 ± 14.05 for surface and 68.07 ± 14.05 for internal, n = 4). (C) Surface GluN2A and GluA2 quantification by biotinylation in cortical neurons. Results are mean ± SD from two independent experiments performed by biological replicates (two-way ANOVA followed by Bonferroni’s comparison test; P > 0.05). GluN2A vehicle (12.78 ± 7.17 for surface and 87.22 ± 7.17 for internal, n = 4), GluN2A TOFA (12.55 ± 6.87 for surface and 87.45 ± 6.87 for internal, n = 4), GluA2 vehicle (22.59 ± 10.24 for surface and 77.40 ± 10.24 for internal, n = 5), and GluA2 TOFA (19.22 ± 12.43 for surface and 80.78 ± 12.43 for internal, n = 5). (D) Surface GluA2 quantification by immunocytochemistry in WT and CPT1C KO cortical neurons. Results are mean ± SEM of one experiment performed by biological duplicates (two-way ANOVA followed by Bonferroni’s comparison test; ***, P < 0.001). WT + vehicle (1.00 ± 0.10, n = 37), WT + TOFA (0.92 ± 0.07, n = 34), KO + vehicle (0.41 ± 0.06, n = 32), and KO + TOFA (0.37 ± 0.04, n = 24). Scale bars = 5 µm.
**Figure S4. Effects of TOFA treatment or SAC1 modulation on PI(4)P levels, TGN volume, and TGN-ER occurrence.**

(A) Quantification of PI(4)P levels using the specific plasmid mCherry-P4M at the TGN compartment (TGN46) in WT or CPT1C KO neurons after TOFA treatment (20 µg/ml, 2 h). Data represent the mean ± SEM from two independent experiments performed by biological duplicates (two-way ANOVA followed by Bonferroni’s comparison test; *, P < 0.05 and ***, P < 0.001). WT + vehicle (1.00 ± 0.03, n = 26), WT + TOFA (0.87 ± 0.03, n = 26), KO + vehicle (0.92 ± 0.02, n = 20), and KO + TOFA (1.00 ± 0.02, n = 28). Scale bar = 7 µm.

(B) SAC1 modulation (overexpressing, OE, or knocking down, KD) does not change TGN volume. The same images used in Fig. 6, B and E were taken to analyze TGN volume in KD or OE SAC1 neurons. Values are the mean ± SD from two independent experiments (Mann-Whitney U test and P = 0.8444 for KD experiment; two-sided Student’s t test and P = 0.3062 for OE experiment). For KD experiment, short hairpin-loop RNA with a random sequence (shRandom; 1.00 ± 0.90, n = 10) and shSAC1 (0.99 ± 1.11, n = 11). For OE experiment, EV (1.00 ± 0.33, n = 15) and SAC1 (1.20 ± 0.64, n = 18).

(C) TGN-ER occurrence increases upon TOFA treatment. The same images used in Fig. 7, B–D were taken to analyze the percentage of TGN that was forming contacts with the ER. Results are the ratio between the TGN-ER contact area and the TGN area per cell, given as a percentage. Data represent the mean ± SD of two independent experiments performed by biological duplicates (two-way ANOVA followed by Bonferroni’s comparison test; *, P < 0.05 and **, P < 0.01). EV + vehicle (0.49 ± 0.13, n = 13), EV + TOFA (0.71 ± 0.08, n = 13), CPT1C + vehicle (0.56 ± 0.23, n = 13), and CPT1C + TOFA (0.67 ± 0.11, n = 13).

(D) CPT1C intensity at ER-TGN contact sites. The images used in Fig. 7 E were also used for analyzing CPT1C intensity inside the ROIs of the ER, TGN, and ER-TGN contacts (CSs) relative to the total CPT1C intensity in the whole cell (expressed in percentage). The graph represents the mean ± SD from two independent experiments performed by biological duplicates (two-way ANOVA followed by Bonferroni’s comparison test; ****, P < 0.0001). ER vehicle (50.37 ± 11.83, n = 13), ER TOFA (52.22 ± 11.69, n = 15), TGN vehicle (7.74 ± 2.73, n = 13), TGN TOFA (21.99 ± 7.02, n = 15), ER-TGN vehicle (7.04 ± 2.72, n = 13), and ER-TGN TOFA (19.43 ± 7.66, n = 15).
Figure S5. **Rapamycin-induced ER-TGN contacts.** (A) No artificial contacts were formed without the addition of rapamycin. HEK cells were transfected and treated as in Fig. 8A. PI(4)P levels in the TGN were live imaged with confocal microscopy. TOFA addition in these conditions does not have any effect. Data represent the mean ± SD from one experiment performed by biological replicates ($n = 5$ or 6 cells per condition). Scale bars = 7 µm; scale bars of inset magnifications = 1.75 µm. (B) Effect of CPT1C expression and TOFA treatment on PI(4)P levels at the TGN after induction of artificial ER-TGN contacts. HEK cells were transfected with mCherry-pHR-TcRb-FKBP and CFP-TGN38-FRB plasmids to induce artificial ER-TGN by rapamycin ($5 \mu$M, 30 min). PI(4)P was labeled with the lipid probe YFP-P4M. Cells were treated for 1 h with TOFA or vehicle 24 h after transfection. Cells were live imaged with confocal microscopy. PI(4)P, TGN, and the ROI of PI(4)P inside the TGN are shown. Individual cells are the same as the ones analyzed in Fig. 8A.
Figure S6. CPT1C deficiency decreases the brain levels of different PIP and PIP₂ species. (A–C) Mass spectrometry analysis for PI, PIP, and PIP₂ species. Histogram of the most abundant PI (A), PIP (B), and PIP₂ (C) species in WT (gray bars) and CPT1C⁻/⁻ (blue bars) brains (mean ± SEM; n = 3).