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Abstract—We propose a method for low-rank semidefinite programming in application to the semidefinite relaxation of unconstrained binary quadratic problems. The method improves an existing solution of the semidefinite programming relaxation to achieve a lower rank solution. This procedure is computationally efficient as it does not require projecting on the cone of positive-semidefinite matrices. Its performance in terms of objective improvement and rank reduction is tested over multiple graphs of large-scale Gset graph collection and over binary optimization problems from the Big Mac collection.

I. INTRODUCTION

Binary quadratic optimization is a classical combinatorial optimization problem, which finds a wide range of applications in computer vision \cite{1}, \cite{2}, circuit layout design \cite{3}, \cite{4}, computing ground states of Ising model \cite{5}, as well as a number of combinatorial favors \cite{6}, \cite{7}, \cite{8}. For comprehensive list of applications we refer to \cite{9}, \cite{10}.

A special case of this problem is unconstrained binary quadratic programming (UBQP). It is a classical NP-hard problem, hardly possible to be solved exactly in polynomial time. A number of relaxation techniques substituting the original problem to a convex one has been proposed. Linear, second-order cone and semidefinite relaxations are among them.

Semidefinite programming relaxation (SDP) has been shown to lead to tighter approximation than other relaxation methods for many combinatorial optimization problems including binary quadratic optimization ones (\cite{11} and \cite{12}). Still, SDP reduces the problem to convex optimization over the cone of positive semidefinite matrices and outputs a full-rank matrix requiring to be rounded to obtain a vector valued solution.

In this paper we address the question of low-rank semidefinite programming, which is aimed at strengthening results of the standard SDP relaxation. While a number of methods has been proposed (see \cite{13} for a survey), we discuss direct rank minimization of an obtained SDP solution. We use smoothed rank approximations in order to reduce the rank of the SDP solution without significant loss in the optimal value. For this purpose we propose an efficient first-order optimization procedure which does not require projecting on the feasible set. This will potentially lead to more accurate rounding procedure allowing to obtain a better vector solution.

In the rest of the paper we discuss problems of the form

$$\max x^\top Ax, \quad \text{s.t. } x \in \{-1,1\}^n,$$

where $A$ is an arbitrary symmetric $n \times n$ matrix.

There are many well-known problems that can be naturally written in this form: the maximum cut problem, the 0-1 knapsack problem, the linear quadratic regulator and many others.

Not all of these formulations appear in the form\textsuperscript{\textcopyright} instead, some problems might have a linear term of the form $b^\top x$ and a 0-1 constraint, that is $x \in \{0,1\}^n$. Nevertheless, such problems might be converted to the form\textsuperscript{\textcopyright} as showed in \cite{14}. The corresponding derivation is showed in the appendix.

For instance, in the maximum cut (max-cut) problem we want to find a partition of graph’s vertices into two disjoint sets such that the sum of edges between these sets is maximal. This problem is NP-hard [15], however, it can be solved approximately. For small instances (up to 50 vertices) the maximum cut may be solved efficiently with the branch-and-bound algorithm [16], [17]. For bigger problems (around 1000 vertices) the semidefinite relaxation discussed below gives the best known approximations. It is crucial for many applications to improve existing approximations or to extend them on large-scale instances.

Quadratic boolean programming \textsuperscript{\textcopyright} is a particular case of quadratically constrained quadratic problems (QCQP), so general heuristics for this class of problems may be applied. See for example the recent paper \cite{18}.

A. Semidefinite Relaxation.

Standard semidefinite (SDP) relaxation leads to the following matrix problem:

$$\max \ Tr(AX), \quad \text{s.t. } \text{diag } X = 1_n, \quad X^\top = X, \ X \succeq 0. \quad (2)$$

This problem is convex and thus could be efficiently solved (we will discuss the particular method below).
To get a binary solution of the initial problem, we decompose the solution of the SDP relaxation $X = V^TV$ (via Cholesky decomposition), then take a unit vector with uniformly distributed direction $r$. For each column of $V$, which is $v_i$, we take $x_i = \text{sign}(v_i^Tr)$. If $A \succeq 0$, the mean result of this procedure is not worse than $2/\pi$ of the maximum value [19]. In a special case when $A$ is a Laplacian of a graph with non-negative weights this bound can be further improved to $\approx 0.878$ [11]. Note that this famous results cannot be improved if the Unique Games Conjecture is true [12].

However, this relaxation is exact, when rank $X = 1$. Moreover, low-rank solutions lead to a fewer number of possible binary sets in the rounding procedure described above. This idea becomes more clear if one considers half-space classifiers in $\mathbb{R}^r$ and $n$ points. The maximum number of different labellings is controlled by Sauer’s lemma, and cannot be improved if the Unique Games Conjecture is true.

The existence of low-rank solutions of the problem 2 is a fundamental fact discussed in [21] and [22]. From these works we know that for such problems there exist solutions of the rank at most $r$, where $r(r+1) \leq 2n$. Knowing about the existence of low-rank solutions, we may discuss popular approaches in low-rank semidefinite programming. This section is mostly based on the book [13].

Firstly, the existence of low-rank solutions is used in Burer and Monteiro method [23]. It is based on the factorization $X = VV^T$, where $V$ is an arbitrary matrix of size $n \times r$. This problem is non-convex, though it requires much less computations and performs well in practice. However, finding the minimum rank solution of multiple runs of the algorithm with different $r$ (one increments $r$ until resulting point satisfies particular conditions) might be computationally ineffective.

Another approach implies relaxation of the equality constraint [24]. It can be written as following:

$$\text{Tr} (AX) = b \Rightarrow \beta b \leq \text{Tr} (AX) \leq \alpha b,$$

where $\alpha$ and $\beta$ control the rank of the solution. In our case the problem 2 has $n$ equality constraints of the form $\text{Tr} (XE_{ii}) = 1$, where $E_{ii}$ is a zero matrix with unit in the position $i, i$. All $n$ constraints together form $\text{diag} X = 1$. Though this approach allows to reduce the rank, the resulting solution satisfies our constraints only approximately.

The next approach implies that we have already got a solution of the problem 2. This allows us to reduce its rank via some kind of rank minimization procedure keeping the value of $\text{Tr} (AX)$ optimal. Note that rank minimization is NP-hard, so this formulation needs to be further relaxed to be efficiently solvable. This approach has been discussed in the literature, but we have not found a comparison of different ways to minimize the rank in application to boolean quadratic programming.

In our work we propose an efficient first-order algorithm, which performs rank minimization. It starts from the solution of the SDP relaxation. This solution is provided by either CVX interior-point algorithm [25], [26] or Burer-Monteiro low-rank procedure, implemented in SDPLR [23].

## II. RANK MINIMIZATION

In this section we introduce the problem of rank minimization for the SDP relaxation. After that we describe existing approaches for rank minimization, and discuss their pros and cons.

### A. Problem

Let $X^*$ be a solution of 2 and let SDP be its value and $W^*$ be the value of the binary solution obtained by the rounding procedure. Starting from $X^*$, we want to solve the following problem:

$$\min \text{rank} X$$

s.t. $\text{diag} X = 1_n$,\n
$$X^T = X, \; X \succeq 0, \; \text{Tr} (AX) = \text{SDP},$$

### B. Objective function’s relaxations

However, minimizing the rank is NP-hard. In order to solve the problem 3 we replace rank $X$ with a smooth surrogate, usually non-convex. There is a number of rather popular ways to do that, discussed below.

First of all, the so-called trace norm (or nuclear), defined as

$$\|X\|_* = \sum_i \sigma_i,$$

where $\sigma_i$ is the $i$-th singular value [13]. In our case, every feasible point of the problem has $\text{Tr} X = \|X\|_* = n$, hence this relaxation does not make sense.

Next, the so-called log-det heuristic is to replace rank $X$ with the concave function

$$\log \det (X + \epsilon I).$$

This heuristic is discussed, for example, in [13], [27]. Though it performs well in practice, it requires an iterative procedure (described in [27]) with an SDP problem on each iteration. This problem allows to use Burer-Monteiro method [23], but it still needs several runs of this algorithm (at least one for each iteration), which is compatible with rank increment in the original Burer-Monteiro procedure.

The next two relaxations are singular value-based, and in the next section we show that, in fact, they allow an efficient first-order procedure, that does not require projections on the semidefinite cone and hence is computationally efficient.

The first one is the non-convex function of the following form

$$\Phi(X, \epsilon) = (1 + \epsilon^n)\text{Tr} \left( X^T (XX^T + \epsilon I)^{-1} X \right).$$
for \(q \in \mathbb{Q} \cap [0, 1]\). Its properties are discussed in [28]. An important fact is that this relaxation is quite close to the rank:

\[
|\text{rank} X - \Phi(X, \varepsilon)| \leq \varepsilon^q \max \left\{ \text{rank} X, \sum_{i=1}^{\text{rank} X} \left\| \frac{\varepsilon^{1-q}}{\sigma_i^2(X)} - 1 \right\| \right\}.
\]

The second relaxation utilizes so-called smoothed Schatten p-norms. They are defined as following:

\[
\|X\|_{\text{Sp},p}^p = \sum_{i\geq1} (\sigma_i^2 + \varepsilon)^{\frac{p}{2}} = \text{Tr} \left( X^T X + \varepsilon I \right)^{\frac{p}{2}}. \tag{7}
\]

With \(p \to 0\) and \(\varepsilon = 0\) we get the rank function exactly. Note that for \(p < 1\) this function is non-convex, and for \(p = 1\) it is identical to the nuclear norm. Applications of this relaxation can be found in [29] and [30]. Both papers introduce an iteratively reweighted least squares (IRLS) algorithm in order to solve this problem. However, in our case it requires solving of an SDP problem with quadratic objective function at each iteration. Hence, it cannot be applied to large-scale problems.

C. Constraint relaxation.

If we omit the last constraint in the problem \(\text{rank} \leq \Phi(X, \varepsilon)\), then this value would be a natural lower bound on \(\text{rank} X\). Actually better, than the one we got.

It means that all solutions of rank one above this value are in the set, it relies significantly on the special structure of constraints that occur in the problem.

\[
\text{min} \ \text{rank} X
\]

s.t. \(\text{diag} X = 1_n\),

\[
X^T = X, \ X \succeq 0,
\]

\[
W^* \leq \text{Tr} (AX) \leq \text{SDP}.
\]

Obviously, the binary solution, that gives \(W^*\), is also a solution of the last problem. However, the typical procedure for solving \(\text{rank} \leq \Phi(X, \varepsilon)\) would start from the SDP matrix in order to improve the resulting cut. Since the rank of this matrix is not unit in general, we need to optimize the objective function further.

An important consequence of this relaxation will be clear in the next section as it allows to avoid projecting on the feasible set.

For completeness we emphasize that our approach cannot be generalized to QCQP problems. To avoid projecting on the set, it relies significantly on the special structure of constraints that occur in the problem.

III. MAIN RESULT

In this section we introduce an efficient first-order procedure that solves the problem \(\text{rank} \leq \Phi(X, \varepsilon)\) without projecting on the positive-semidefinite cone. It can be applied to the singular value relaxation and smoothed Schatten p-norms.

A. Efficient first-order procedure.

The problem \(\text{rank} \leq \Phi(X, \varepsilon)\) allows a natural reparametrization to a vector problem of dimension \(n(n - 1)/2\). To do that, we consider the upper triangular part of the matrix:

\[
X = \begin{pmatrix}
1 & x_1 & \cdots & x_{n-1} \\
& 1 & \cdots & x_n \\
& & \ddots & \cdots \\
& & & 1
\end{pmatrix}.
\tag{9}
\]

In this case for indices \(i, j\) we get \(X_{i,j} = x_{d}\), where \(d = \sum_{k=1}^{n-1}(n-k) + j - i\). This satisfies two constraints immediately: \(X^T = X\) and \(\text{diag} X = 1_n\).

Such reparametrization changes the gradient of the matrix function \(f(X)\):

\[
\frac{\partial f(X(x))}{\partial x(d)} = \sum_{i,j} \frac{\partial f(X)}{\partial x_{i,j}} \frac{\partial x_{i,j}}{\partial x(d)} = \frac{\partial f(X)}{\partial x_{i',j'}} \frac{\partial x_{i',j'}}{\partial x(d)} + \frac{\partial f(X)}{\partial x_{y'',y''}} \frac{\partial x_{y'',y''}}{\partial x(d)}
\]

where \(i', j'\) relate to the vector of index \(d\).

Obviously, the upper bound \(\text{Tr} (AX) \leq \text{SDP}\) is always satisfied. Moreover, violation of the lower one \(W^* \leq \text{Tr} (AX)\) implies that we got the point that could not improve our binary solution, hence we need to stop.

The last constraint is \(X \succeq 0\). We show that proper choice of the gradient step results in a feasible point in case of singular value relaxation and Schatten norms.

First of all, the gradient of the singular value relaxation is

\[
\frac{\partial \Phi(X, \varepsilon)}{\partial X} = 2\varepsilon(1 + \varepsilon^q) \left( XX^T + \varepsilon I \right)^{-2} X.
\tag{10}
\]

For Schatten p-norms we have

\[
\frac{d}{dX} \left\| X \right\|_{\text{Sp},p}^p = pX \left( X^T X + \varepsilon I \right)^{\frac{p-2}{2}}.
\tag{11}
\]

If \(X\) is symmetric and PSD, then from SVD factorization both gradients are symmetric. Thus in vector parametrization we simply need to multiply the gradient by 2, and then force diagonal elements to be unit.

For further convenience we denote a symmetric matrix with unit diagonal, upper triangular part of which is constructed from the vector \(x\), as \(X(x)\). Finally, we show the following:

**Theorem 1:** Let \(f(x)\) be the vector-parametrized singular value relaxation of the matrix \(X(x)\) \(\geq 0\). Then for \(\alpha \leq \frac{1}{4(1 + \varepsilon^q)}\) we get \(X(x - \alpha \nabla f(x)) \succeq 0\).

**Proof:** The gradient step in upper-triangular parametrization is equivalent to the ordinary gradient step (multiplied by 2), and then substituting diagonal elements to units. We are going to show that the first step results in a PSD matrix and then the second step keeps matrix PSD.
Consider a symmetric PSD point and its SVD decomposition $X = USU^T$. Hence for a step $\alpha$ and $C = 2\varepsilon(1 + \varepsilon^q)$ the new point is

$$X - 2\alpha C (XX^T + \varepsilon I)^{-2} X =$$

$$= USU^T - 2\alpha C (US^2U^T + \varepsilon I)^{-2} USU^T =$$

$$= U \left( S - 2\alpha C (S^2 + \varepsilon I)^{-2} S \right) U^T.$$

Hence the positive-semidefiniteness of the resulting matrix is equivalent to such characteristic of the expression in brackets. It is a diagonal matrix.

If $S_{ii} = 0$, then the corresponding diagonal elements are obviously zero. Otherwise we need it to be positive:

$$S_{ii} - 2\alpha C (S_{ii}^2 + \varepsilon I)^{-2} S_{ii} \geq 0 \Rightarrow$$

$$\Rightarrow \alpha \leq \frac{(S_{ii}^2 + \varepsilon I)^2}{2C} = \frac{(S_{ii}^2 + \varepsilon I)\varepsilon}{4\varepsilon(1 + \varepsilon^q)}.$$

Therefore, it is enough to take

$$\alpha \leq \frac{\varepsilon}{4(1 + \varepsilon^q)}.$$

Now we want to show that substituting diagonal elements with units is equivalent to adding a diagonal matrix with non-negative entries. In this case, a sum of two PSD matrices is PSD.

It is also equivalent to the fact that all diagonal elements of the gradient are non-negative. This is always true for a symmetric and PSD matrix $X = USU^T$:

$$(XX^T + \varepsilon I)^{-2} = \left( U \left( S^2 + \varepsilon I \right)^{-2} U^T \right)_{ii} =$$

$$= \sum_j U_{ij} U_{jj} \left( S_{jj}^2 + \varepsilon I \right)^{-2} S_{jj} =$$

$$= \sum_j U_{ij}^2 \left( S_{jj}^2 + \varepsilon I \right)^{-2} S_{jj} \geq 0.$$

This observation completes the proof.

The same technique allows us to get a similar result for smoothed Schatten p-norms:

**Theorem 2:** Let $f(x)$ be vector-parametrized smoothed Schatten p-norm of a matrix $X(x) \geq 0$. Then for $\alpha \leq \frac{1}{2p}(e^{2-1/p})^p$ we get $X(x - \alpha \nabla f(x)) \geq 0$.

For completeness, its proof is done in the appendix.

In practice, the singular value relaxation bound is much better, since the step bound tends to be larger.

**B. Algorithm.**

The results above allow us to introduce a gradient descent method, summarized in the algorithm (for singular values relaxation). In this algorithm an abstract procedure ChooseStep returns the appropriate step, which is less or equal to $\frac{\varepsilon}{4(1 + \varepsilon^q)}$. The second procedure RoundSolution corresponds to the rounding method, described in the introduction.

**Algorithm 1** Gradient descent for singular values relaxation

1: $X_0 = X_{\text{SDP}}$
2: $K = \{X | \|X - X^T\| \leq \varepsilon \}
3: \text{for } n = 1: \text{max_iter} \text{ do}
4: $\alpha = \text{ChooseStep}(X_n)$
5: $X_n = X_{n-1} - 2\alpha C (XX^T + \varepsilon I)^{-2} X$
6: $(X_n)_{ii} = 1$
7: if $X_n \notin K$ then
8: break
9: end if
10: if $\|4\alpha C (X_n X_n^T + \varepsilon I)^{-2} X_n\| < \text{tol}$ then
11: break
12: end if
13: end for
14: $x, W^{**} = \text{RoundSolution}(A, X_n)$
15: return $x, W^{**}$

**IV. Experiments**

**A. Setup**

We have tested both CVX and SDPLR solvers followed by our algorithm on Gset graphs collection [https://web.stanford.edu/~yyye/yyye/Gset/] (originally introduced in [31]). We also tested the Big Mac library [http://bigmac.uni-klu.ac.at/bigmaclib.html](http://bigmac.uni-klu.ac.at/bigmaclib.html) (namely on Beasley instances [32]). The latter is a collection of $\{0, 1\}$ problems, which are converted to $\{-1, 1\}$ ones as discussed in the appendix.

For each solver we first applied it to the problem. Then we computed the maximum cut based on the $1 \times 10^5$ rounding operation. The number of rounding operations was chosen to be completely sure that the solution provides better results compared to others. After that we chose $\varepsilon = 0.005$ (smaller values led to ill-conditioned gradients), $q = 0.8$ for the singular values relaxation (this value is used by the authors of [28]), $p = 0.1$ and $p = 0.01$ for Schatten norms. The stopping criteria for the gradient descent were 100 iterations and Frobenius norm of the gradient (less than $1 \times 10^{-5}$). After that a new cut was obtained after $1 \times 10^5$ rounding operations. Rank tolerance was chosen to be $1 \times 10^{-4}$.

For Schatten norms the step size was at most $\varepsilon$, which is larger than the theoretical value. Nevertheless, for such steps we have not observed any violations of the PSD constraint.

We tested all methods on the first 21 Gset graphs. These graphs have 800 nodes and are solvable with CVX. Another 10 graphs of size 2000 were tested with SDPLR only.

We also tested all methods on the Beasley instances from the Big Mac library. We chose relatively large $\{0, 1\}$ problems with 250 and 500 nodes. They were tested for CVX only.

**B. Discussion**

Results are shown in tables for SDPLR and for CVX. Our approach outperforms both solvers in terms of the maximum cut on approximately half of the graphs (bold
function relaxation is performed by either singular value quadratic binary programming. We relax rank minimization is aimed at improvement of SDP relaxation solutions for singular values relaxation. Note that small singular values be considered a drawback of the Schatten norms relaxation which are however not thresholded by $p = 0.1$. The same result is observed for the $\{0,1\}$ problems, but the singular value relaxation showed the best performance. All methods performed well for rank reducing. However, some runs resulted in extremely large ranks. It show, that the resulting point has a lot of relatively small singular values, which are however not thresholded by $1 \times 10^{-6}$ (note that all singular values sum to the graph’s size). This behavior might be considered a drawback of the Schatten norms relaxation and might be caused by the minimization of the sum of singular values (compared to the sum of fractions in the singular values relaxation). Note that small singular values have little effect in the rounding procedure, so this drawback does not have great influence on the method’s performance.

V. CONCLUSION

We developed an efficient first-order procedure which is aimed at improvement of SDP relaxation solutions for quadratic binary programming. We relax rank minimization in terms of the objective function and the linear constraint that controls optimality of the initial SDP objective. Rank function relaxation is performed by either singular value numbers). Moreover, for the first 21 graphs, it outperforms them on almost the same set of graphs. Among tested rank relaxations the best performance was shown by Schatten norm relaxation with $p = 0.1$. Probably, $p = 0.01$ was a worse choice as it resulted in bigger influence of the smoothing parameter $\varepsilon$ as it is included in the gradient in order of $\varepsilon^{(p-2)/2}$.

The same result is observed for the $\{0,1\}$ problems, but the singular value relaxation showed the best performance. All methods performed well for rank reducing. However, some runs resulted in extremely large ranks. It show, that the resulting point has a lot of relatively small singular values, which are however not thresholded by $1 \times 10^{-6}$ (note that all singular values sum to the graph’s size). This behavior might be considered a drawback of the Schatten norms relaxation and might be caused by the minimization of the sum of singular values (compared to the sum of fractions in the singular values relaxation). Note that small singular values have little effect in the rounding procedure, so this drawback does not have great influence on the method’s performance.

TABLE IV: CVX improvement on the Big Mac graph collection (500 nodes)
relaxation or Schatten p-norms. The latter approach showed the best performance on Gset graphs, while the singular values relaxation performed best on the Beasley instances.
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VI. APPENDIX

A. Correspondence between \{0,1\} and \{-1, 1\} problems

This part mostly copies derivations from the paper [14] and also clarifies some of the steps. It is included for completeness.

Consider a following problem:

\[
\max \ x^\top Ax + b^\top x, \\
\text{s.t. } x \in \{0,1\}^n.
\]

Since it is a \{0,1\}-problem, we substitute \( B = A + \text{diag} (b) \) and obtain an equivalent formulation:

\[
\max \ x^\top Bx, \\
\text{s.t. } x \in \{0,1\}^n.
\]

To get a \{-1,1\}-problem, we denote \( y = 2x - 1 \):

\[
\max \ \frac{1}{4} (y + 1)\top B(y + 1), \\
\text{s.t. } y \in \{-1,1\}^n.
\]

Note, that:

\[
(y + 1)\top B(y + 1) = y\top By + 2y\top B1_n + 1\top B1_n.
\]

If we denote \( B1_n = c \in \mathbb{R}^n, 1\top B1_n = d \in \mathbb{R} \), this problem might be expressed as

\[
\max \ \frac{1}{4} z\top Cz, \\
\text{s.t. } z \in \{-1,1\}^{n+1}, \quad z_{n+1} = 1,
\]

where the matrix \( C \) is a block matrix:

\[
C = \begin{pmatrix} B & c \\ c\top & d \end{pmatrix}.
\]

We obtained an equivalent formulation of the initial problem. The last constraint of the final problem, which is \( z_{n+1} = 1 \), is not necessary. It does not affect on the objective since it
is a quadratic problem, hence one might flip the values of \( z \) as \( z \to -z \) to get a solution of the initial \( \{0, 1\} \)-problem in case of \( z_{n+1} = -1 \).

We are also interested in the case where \( C \succeq 0 \), which immediately provides guarantees for an SDP solution. Using Schur complement, we observe that
\[
\begin{pmatrix} B & c^T \\ c & d \end{pmatrix} \succeq 0 \iff dB \succeq cc^T.
\]
If eigenspaces of \( B \) and \( cc^T \) are such that this condition might be satisfied for some \( d \), we might change it (as it is actually a constant and does not affect maximization). However, an increased value of \( d \) would provide a \( 2/\pi \) bound for a different problem with bigger objective value. Hence, a true \( 2/\pi \) bound for the initial problem must be obtained without changes in the constant part of the objective.

### B. Gradient descent step choice for Schatten norm relaxation

**Theorem 2:** Let \( f(x) \) be vector-parametrized smoothed Schatten \( p \)-norm of a matrix \( X(x) \succeq 0 \). Then for \( \alpha \leq \frac{1}{2p} \varepsilon^{(2-p)/2} \) we get \( X(x - \alpha \nabla f(x)) \succeq 0 \).

**Proof:** The gradient step in the upper-triangular parametrization is equivalent to the ordinary gradient step (multiplied by 2) with substitution of diagonal elements with units. We are going to show that the first step results in a PSD matrix and the second step keeps matrix PSD.

Consider a symmetric PSD point and its SVD decomposition \( X = USU^\top \). Hence for the step \( \alpha \) the new point is
\[
X - 2\alpha pX \left( X^\top X + \varepsilon I \right)^{(p-2)/2} = \\
= USU^\top - 2\alpha pUSU^\top \left( US^2U^\top + \varepsilon I \right)^{(p-2)/2} = \\
= U \left( S - 2\alpha pS \left( S^2 + \varepsilon I \right)^{(p-2)/2} \right) U^\top.
\]
Hence positive-semidefiniteness of the resulting matrix is equivalent to such characteristic of the expression in brackets. It is a diagonal matrix.

If \( S_{ii} = 0 \), then the corresponding diagonal elements are obviously zero. Otherwise we need them to be positive:
\[
S_{ii} - 2\alpha pS_{ii} \left( S_{ii}^2 + \varepsilon I \right)^{(p-2)/2} \geq 0 \Rightarrow \\
\Rightarrow \alpha \leq \frac{\left( S_{ii}^2 + \varepsilon I \right)^{(2-p)/2}}{2p}.
\]
Therefore, it suffices to take
\[
\alpha \leq \frac{\varepsilon^{(2-p)/2}}{2p}.
\]
Now we want to show that substituting diagonal elements with units is equivalent to adding a diagonal matrix with non-negative entries. In this case a sum of two PSD matrix is PSD.

It is also equivalent to the fact that all diagonal elements of the gradient are non-negative. This is always true for a

symmetric and PSD matrix \( X = USU^\top \):
\[
\left( X \left( X^\top X + \varepsilon I \right)^{(p-2)/2} \right)_{ii} = \left( US \left( S^2 + \varepsilon I \right)^{(p-2)/2} U^\top \right)_{ii} = \\
= \sum_j U_{ij} U_{jj} S_{jj} \left( S_{jj}^2 + \varepsilon I \right)^{(p-2)/2} = \\
= \sum_j U_{ij}^2 S_{jj} \left( S_{jj}^2 + \varepsilon I \right)^{(p-2)/2} \geq 0.
\]
This observation completes the proof. \( \blacksquare \)