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The spatial resolution of imaging magnetometers has benefited from scanning probe techniques. The requirement that the sample perturbs the scanning probe through a magnetic field external to its volume limits magnetometry to samples with pre-existing magnetization. We propose a magnetometer in which the perturbation is reversed: the probe’s magnetic field generates a response of the sample, which acts back on the probe and changes its energy. For an NV− spin center in diamond this perturbation changes the fine-structure splitting of the spin ground state. Sensitive measurement techniques using coherent detection schemes then permit detection of the magnetic response of paramagnetic and diamagnetic materials. This technique can measure the thickness of magnetically dead layers with better than 0.1 Å accuracy.

PACS numbers: 76.30.Mi,75.75.-c,85.75.-d,07.55.Jg

Imaging of magnetic moments and magnetic fields advances a wide range of fields: nuclear magnetic resonance [1] clarifies the structure of molecules and biological enzymes, superconducting quantum interference device magnetometry [2] characterizes magnetically engineered multilayers, and magnetic resonance imaging (MRI) [3] distinguishes various types of tissue in medicine and biology. The spatial resolution of imaging magnetometers suffices, in principle, to observe interesting processes, such as biological activity in a cell, which are obscured from optical measurements by the diffraction limit [4]. In practice, however, the spatial resolution of even specialized MRI rarely surpasses μm [5], limited by the sensitivity at which the nuclear spins can be detected [6]. Various scanning probe techniques [7–9] improve this spatial resolution. A promising approach, NV−-center magnetometry [10], uses a defect formed by a substitutional nitrogen atom and adjacent vacancy site in a diamond crystal. The long spin-coherence time of this defect allows optical initialization and detection, and coherent manipulation with microwaves [11, 12], resulting in exceptional magnetic field sensitivity and spatial resolution at ambient conditions [4, 13]. These scanning-probe-based magnetometers require the sample’s magnetic field to perturb the magnetically sensitive probe nearby. In NV−-center-based magnetometry, for example, measurements of the splitting between the spin ground state |Jz = ±1⟩ states detect this magnetic field, see Fig. 1(a). This scheme, however, requires the sample to possess an substantial magnetic field external to its volume, which excludes weak-moment films, as well as paramagnetic and diamagnetic materials, which lack such external magnetic fields in isolation.

Here we propose to overcome this disadvantage, by using the probe’s magnetic field to perturb the sample instead of relying on the sample’s magnetic field to perturb the probe. For any sample magnetic permeability differing from that of vacuum, the magnetic field of the probe will be dynamically altered, changing the magnetic energy stored in the probe’s magnetic field. For this approach, depicted in Fig. 1(b), we predict that for an NV− center these changes in magnetic energy effectively translate into a modification of the crystal field splitting of the NV− center’s spin ground state, see Fig. 1(a). Techniques have already been developed to measure small changes in this splitting for thermometry purposes [14–16]. Our calculations show that the magnetic energy approach to NV−-center magnetometry makes it possible to measure the magnetic permeabilities of diamagnetic and paramagnetic materials. For a unique application of this technique, we propose measuring the thickness of magnetically dead layers [17]. We show it is possible to determine this thickness with an accuracy superior to 0.1 Å for

FIG. 1. (a) The NV− center’s ground state spin J = 1 is split by the crystal field and magnetic field. Conventional NV− magnetometry utilizes the splitting of the |Jz = ±1⟩ states. We propose a way to measure magnetic response of materials using the splitting between the |Jz = 0⟩ and |Jz = ±1⟩ states. (b) Implementation of magnetic-energy magnetometry. The spin of an NV− center is located at the apex of a scanning probe tip, optically initialized (green) and detected (red). The spin’s magnetic induction (blue) is perturbed by the presence of the sample (gray), leading to modifications of the magnetic induction (diamagnetic, yellow; paramagnetic, purple).
experimentally realistic conditions.
Consider a spin with total angular momentum \( J \) in region I, placed in close proximity to region II with a different magnetic permeability \( \mu_r \) [see Fig. 2(a)]. In the absence of spin-orbit coupling, its magnetic moment density

\[
\langle \mu(x) \rangle = \frac{2\mu_B}{\hbar} \langle J(x) \rangle = \frac{2\mu_B}{\hbar} \langle J \rangle / \mathcal{P}(x),
\]

depends on its probability density \( \mathcal{P}(x) \), and the expectation value of the spin operator \( J = (J_x, J_y, J_z) \); here \( \mu_B \) is the Bohr magneton, and we took the \( g \) factor to be 2. In the Supplemental Material [18] we show that this relation holds for any \( N \)-particle state, e.g., the complicated ground state of the NV\(^-\) center comprising 6 electrons [19]. To simplify the calculation, we now treat the interaction of the spin’s magnetic moment with its environment classically; we will address its quantum-mechanical nature later on. The presence of a magnetic moment density requires a current density \( \mathbf{j}(x) = \nabla \times \langle \mu(x) \rangle \), which provides a direct expression for calculating, in the Coulomb gauge, the energy stored in a magnetic field [20],

\[
E_{\text{mag}} = \frac{1}{2} \int \mathbf{j}(x) \cdot \mathbf{A}(x) \, d^3 x.
\]

Here \( \mathbf{A}(x) \) is the vector potential produced by \( \mathbf{j}(x) \). If \( \mathbf{j}(x) = 0 \) in region II, Eq. (2) determines the magnetic energy from \( \mathbf{A}(x) \) in region I alone. The effect of region II on the spin’s vector potential in region I can be included by replacing region II with an image current density [20]

\[
\tilde{\mathbf{j}}(x) = \frac{\mu_r^I - \mu_r^I}{\mu_r^I + \mu_r^I} \left( \begin{array}{c} j_x(x, y, 2d - z) \\ j_y(x, y, 2d - z) \\ -j_z(x, y, 2d - z) \end{array} \right) \hat{x, y, z},
\]

where for simplicity we neglect any surface current at the interface between the regions. A treatment of surface currents would be required for conductive materials with a nonzero component of their magnetization parallel to the surface normal at the interface of the two regions. The image current generates a vector potential \( \tilde{\mathbf{A}}(x) \); the total vector potential in region I is then \( \mathbf{A}(x) + \tilde{\mathbf{A}}(x) \).

For ease of calculation we assume isolated spin systems are approximately spherically symmetric and limited to a sphere with radius \( R < d \). We will show later on that is a fair approximation for the NV\(^-\) center, even though that spin center has \( C_{3v} \) symmetry [19]. For a spin oriented such that its integrated magnetic moment makes an angle \( \eta \) with respect to the \( z \) axis [see Fig. 2(a)], the spin’s current density

\[
\mathbf{j}(x) = 2\mu_B J \frac{d\mathcal{P}(r)}{dr} \times \left( \begin{array}{c} 0 \\ \sin \eta \sin \phi \\ \sin \eta \cos \theta \cos \phi - \cos \eta \sin \theta \end{array} \right) \hat{r, \theta, \phi},
\]

for \( r \leq R \). The vector potential resulting from this current distribution, calculated by expanding the Green’s function in spherical harmonics and performing several (partial) integrations, is

\[
\mathbf{A}(x) = -\frac{2\mu_0 \mu_r^I \mu_B J}{r^2} \int_0^\infty \mathcal{P}(r')r'^2 dr' \times \left( \begin{array}{c} 0 \\ \sin \eta \sin \phi \\ \sin \eta \cos \theta \cos \phi - \cos \eta \sin \theta \end{array} \right) \hat{r, \theta, \phi},
\]

for \( r \leq R \), and the image current produces a vector potential

\[
\tilde{\mathbf{A}}(x) = \frac{\mu_r^I - \mu_r^I}{\mu_r^I + \mu_r^I} \left( \begin{array}{c} 2\pi (4d^2 - 4rd \cos \theta + r^2)^{3/2} \\ -2d \sin \eta \sin \theta \sin \phi \\ (r - 2d \cos \theta) \sin \eta \sin \phi \\ (r \cos \theta - 2d) \sin \eta \sin \phi + r \cos \eta \sin \theta \end{array} \right) \hat{r, \theta, \phi},
\]

for \( z < d \). These vector potentials determine the spin’s magnetic induction \( \mathbf{B}(x) = \nabla \times \mathbf{A}(x) \), see Fig. 2(b). The magnetic induction is either repelled from (drawn to) region II if \( \mu_r^I \mu_r^I \mu_B J < 0 \) (\( \mu_r^I \mu_r^I \mu_B J > 0 \)), as the magnetization in region II induced by the spin’s magnetic field is either antiparallel (diamagnetic) or parallel (paramagnetic) to the spin’s magnetic field.

Using Eq. (2) the magnetic energy

\[
E_{\text{mag}} = \frac{16}{3} \mu_0 \mu_r^I \mu_B^2 \pi \int_0^R \mathcal{P}(r')r'^2 dr' \times \left( \begin{array}{c} 0 \\ \mu_r^I - \mu_r^I \\ \mu_r^I + \mu_r^I \\ \sin \eta \cos \theta \cos \phi - \cos \eta \sin \theta \end{array} \right) \hat{r, \theta, \phi},
\]

for \( R \to 0 \), a well-known problem in classical electrodynamics [20, 21]. The second term in Eq. (7) represents the change to the magnetic energy due to the presence of region II. These corrections are independent of \( \mathcal{P}(r) \) due to the assumed spherical symmetry. The other dependencies of the magnetic energy are trivial to understand, and is inversely proportional to \( R^3 \) for \( \mathcal{P}(r) = [j_0(\pi r/R)]^2 \), a spherical Bessel function of zeroth order. The magnetic self-energy is experimentally inaccessible and goes to infinity for \( R \to 0 \), a well-known problem in classical electrodynamics [20, 21]. The second term in Eq. (7) represents the change to the magnetic energy due to the presence of region II. These corrections are independent of \( \mathcal{P}(r) \) due to the assumed spherical symmetry.
The ground state of an NV’s spin \( J = 1 \) is effectively described using the Hamiltonian \( \mathcal{H}_{NV} = D_{GS} J_z^2 \), where \( D_{GS} \approx 2.87 \text{ GHz} \) is the fine-structure constant due to the crystal field, and the \( z \) direction is the NV− center’s symmetry axis [19], see Fig. 1(a). To compare the NV− center spin with the spin considered in Fig. 2(a), it is convenient to orient the NV− center’s symmetry axis perpendicular to the interface between the two regions. It has recently been demonstrated that such orientation can be realized deterministically in practice [22]. Analogous to the spin considered in Fig. 2(a), the NV− center’s spin is placed in the superposition \( |J_\eta\rangle = \cos^2(\eta/2) |+1\rangle + \frac{1}{2} \sqrt{2} \sin \eta |0\rangle + \sin^2(\eta/2) |-1\rangle \), such that the expectation value of the spin makes an angle \( \eta \) with respect to the \( z \) axis. The energy of this state

\[
\langle J_\eta | \mathcal{H}_{NV} | J_\eta \rangle = \frac{D_{GS}}{4} \left[ 3 + \cos 2\eta \right]
\]

is identical to the angular dependence of the magnetic energy in Eq. (7). Therefore the effect of a nearby region with different magnetic permeability on the spin of an NV− center seems to effectively change its fine-structure constant.

A fully quantum-mechanical treatment of the spin results in the magnetic energy Hamiltonian (see Supplemental Material [18])

\[
\mathcal{H}_{mag} = \left( \frac{\mu_{r}^{I}}{\mu_{r}^{I} + \mu_{r}^{II}} \right) \frac{\mu_{0} \mu_{r}^{I} \mu_{r}^{II}}{16 \pi \hbar^2 d^3} J_z^2 = D_{mag} J_z^2,
\]

so that the NV− center effectively has \( D = D_{GS} + D_{mag} \). Since the magnetization induced in region II depends on the spin and acts back on the spin itself, \( \mathcal{H}_{mag} \) depends on the spin squared. In the Supplemental Material [18] we show that \( \mathcal{H}_{mag} \) has a similar structure when \( \mathcal{P}(x) \) has cylindrical symmetry and its axial symmetry axis is perpendicular to the interface between regions I and II. We also calculated that cylindrical symmetry changes an NV− center’s \( D_{mag} \) by \( \leq 5\% \) from the spherical approximation. Lowering the symmetry further to NV−’s \( C_{3v} \) symmetry leads to additional small corrections, which we estimate to be less than 20\% for an NV− center 1 nm away from the interface. Assuming a spherical \( \mathcal{P}(x) \) is therefore a reasonable approximation. Note that in the classical limit \( J \rightarrow \infty \) we get \( \langle J_\eta | \mathcal{H}_{mag} | J_\eta \rangle = E_{mag} \), and also there is no effect for \( J = \frac{1}{2} \).

The following (briefly outlined) coherent measurement protocol can be used to sensitively measure \( D \); more details can be found in Ref. [14]. The NV− center is first prepared in the \( |J_z = 0\rangle \) state using a pulsed optical excitation, by making use of the spin-dependent decay from the excited state manifold to the ground state manifold [19]. The spin is then placed in a superposition of the \( |J_z = 0\rangle \) and \( |J_z = \pm 1\rangle \) states using a \( \pi/2 \) microwave pulse at frequency \( D \). This superposition will acquire a phase \( \exp(-i\Delta \tau) \) after a free evolution time \( \tau \). By applying another \( \pi/2 \) microwave pulse to project the spin onto the \( |J_z = 0\rangle \) state, the phase can be determined by optical measurement of the \( |J_z = 0\rangle \) population; \( D \) follows from measuring the phase as function of \( \tau \), most accurately through the use of a reference oscillator. The spin will experience decoherence during its free evolution; this can be mitigated using dynamic decoupling protocols, which
The magnetic energy contribution $D_{\text{mag}}$ to the fine-structure constant as function of the distance $d$ between the NV$^-$ center and the sample, for samples having different magnetic permeabilities. The grey lines indicate the measurable change in $D$ for a measurement time of 100s, reported for a bulk NV$^-$ center (dot-dash) and estimated for surface NV$^-$ centers (dash); see text for details. We took the low-frequency values for $\mu_r$ and assumed the superconductor to be a perfect diamagnet (i.e., vanishing penetration depth). The $\mu_r$ of pyrolytic carbon, bismuth, and water are, respectively, 0.999590, 0.999834, and 0.999992.

In Fig. 3 we show how $D_{\text{mag}}$ depends both on the distance $d$ between the NV$^-$ center and the sample, and on the relative magnetic permeability of the sample. Diamond itself has a very weak diamagnetic response, $\mu_r = 1 - 2.2 \times 10^{-5}$ [23], and has no free carriers. The NV$^-$ center is therefore in practice magnetically insensitive to its host, and $D_{\text{mag}}$ is barely affected by the diamond’s shape. Using a coherent measurement technique, $D$ has been measured with a sensitivity of 1.85 kHz/$\sqrt{\text{Hz}}$ [14]. Assuming a measurement time of 100 s, changes in $D$ of 0.2 kHz can therefore be detected for a bulk NV$^-$ center. From Fig. 3 it appears possible to detect both paramagnetic and diamagnetic substances if the NV$^-$ center is a few nm away from the sample. Such small distances are conventional in scanning probe microscopy [24], and have been achieved in conventional NV$^-$-center magnetometry [25]. Recent studies showed that the proximity of the surface lowers the NV$^-$ center’s $T_2$ coherence time due to a surface electronic spin bath and/or a surface phonon-related mechanism [26–28]. This increases the minimal detectable change in $D$ by a factor $\sqrt{T_{2,\text{surface}}/T_{2,\text{bulk}}}$ [14]. Based on the experimental data of Ref. [28], we roughly estimated the dependence of this ratio on $d$. We included in Fig. 3 both the minimal detectable change in $D$ estimated for near-surface and reported for bulk NV$^-$ centers for a measurement time of 100 s. Increasing $T_2$ (potentially by mitigating the surface phenomena by surface passivation), improving sensing schemes, or extending the measurement time would push the minimal detectable change in $D$ down.

Our analysis is not limited to NV$^-$ centers; any spin close to a region with different magnetic permeability will experience an orientation-dependent magnetic energy, which affects its dynamics. Therefore the spins of other promising color centers [29], notably the divacancy in SiC, could also be used to detect the magnetic properties of nearby materials. Such systems would preferably have a smaller fine-structure constant $D_{\text{GS}}$, since in the proposed measurement scheme the NV$^-$ center’s spin is precessing at that frequency. Although this does not impede the effect of the magnetic energy on the fine-structure constant, it does set the frequency at which the magnetic properties of the sample are probed; lowering this frequency would be favorable. Alternatively, different measurement schemes could be developed, which remove the necessity of the spin precessing at such frequencies.

As an example of the added value of the proposed magnetic-energy-based magnetometry, we suggest to use this technique to measure the thickness $t$ of magnetically dead layers [17]. A common problem in magnetic multilayered materials, such as magnetic tunnel junctions [30], is the magnetic inactivity of the top surface layer of the structure, see inset of Fig. 4. We can make use of the strong distance dependence of the magnetic energy.
(\(E_{\text{mag}} \propto d^{-3}\)) to sensitively determine the distance \(d\) between the NV\(^-\) center and the boundary of the magnetically active material. As the separation between the NV\(^-\) center and the physical boundary of the sample is known through calibration, the thickness \(t\) of the magnetically inactive material can be determined with high precision. Figure 4 predicts that this can be achieved with remarkable accuracy.

We propose a method to sense the magnetic properties of materials based on the magnetic energy of a nearby spin. This method inverts the conventional scheme of scanning-probe magnetometers, making it possible to sense materials which have no natural magnetic field external to their volume. This scheme can be applied to NV\(^-\) centers and, using realistic assumptions, we predict it should be possible to detect both para- and diamagnetic materials. Future theoretical work towards implementing different color centers or different measurement schemes could lower the frequency at which the magnetic properties are probed and improve the predicted sensitivity.
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SPIN DENSITY OF N-PARTICLE STATE

In the Letter we asserted that \( \langle J(x) \rangle = \langle J \rangle P(x) \). Here we derive this relation for any \( N \)-particle wave function \( \Psi(1, \ldots, N) \). In absence of spin-orbit coupling, this wave function is the product of an orbital part \( \psi \) and spin part \( \chi \),

\[
\Psi(1, \ldots, N) = \psi(x_1, \ldots, x_N) \chi(\sigma_1, \ldots, \sigma_N),
\]

where \( x_i \) and \( \sigma_i \) are the spatial and spin coordinates of particle \( i \). Computing the expectation value of the \( N \)-particle spin density operator \([1]\)

\[
J(x) = \sum_{i=1}^{N} \delta(x - x_i) S_i,
\]

we obtain the spin density

\[
\langle J(x) \rangle = \sum_{i=1}^{N} \chi(\sigma_1, \ldots, \sigma_N)^* S_i \chi(\sigma_1, \ldots, \sigma_N) \int \psi(x_1, \ldots, x_i, \ldots, x_N)^* \delta(x - x_i) \psi(x_1, \ldots, x_i, \ldots, x_N) \, d^3x_1 \ldots d^3x_N
\]

\[
= \sum_{i=1}^{N} \chi(\sigma_1, \ldots, \sigma_N)^* S_i \chi(\sigma_1, \ldots, \sigma_N) \int \psi(x_1, \ldots, x_i, \ldots, x_N)^* \delta(x - x_i) \psi(x_1, \ldots, x_i, \ldots, x_N) \, d^3x_1 \ldots d^3x_N
\]

\[
= \sum_{i=1}^{N} \chi(\sigma_1, \ldots, \sigma_N)^* S_i \chi(\sigma_1, \ldots, \sigma_N) \int \psi(x_1, \ldots, x_i, \ldots, x_N)^* \delta(x - x_1) \psi(x_1, \ldots, x_i, \ldots, x_N) \, d^3x_1 \ldots d^3x_N
\]

\[
= \chi(\sigma_1, \ldots, \sigma_N)^* J \chi(\sigma_1, \ldots, \sigma_N) \int |\psi(x_1, \ldots, x_N)|^2 \delta(x - x_1) \, d^3x_1 \ldots d^3x_N
\]

\[
\equiv \langle J \rangle P(x).
\]

In the first step we swapped the integration variables \( i \) and 1. In the second step we used the coordinate permutation properties of \( \psi \): since \( \psi \) appears twice in the integral, any interchanging of coordinates 1 and \( i \) does not affect the integral. We then recognize that the integral depends no longer on \( i \), so the integral can be taken outside of the summation. The spin density depends therefore solely on the total spin operator \( J = \sum_{i=1}^{N} S_i \), and is indeed proportional to the spatial probability density \( P(x) \). We do point out that \( P(x) \) is generally not a simple summation of the single particle state probabilities: the anti-symmetrisation of \( \Psi \) implies that \( \psi \) is a linear combination of \textit{products} of single particle wave functions, which means \( P(x) \) depends on the orthogonality of those single particle wave functions.

MAGNETIC ENERGY HAMILTONIAN - SPHERICAL SYMMETRY

In the Letter we suggested that the \( \eta \)-dependence of \( E_{\text{mag}} \) is effectively caused by a \( J^2 \) term in spin’s ground state Hamiltonian. Here we derive this Hamiltonian term, taking the quantum-mechanical nature of the spin operator into account. As stated in the Letter, a spin’s magnetic moment density \( \mu(x) \) is generated by a current density \( j(x) = \nabla \times \mu(x) \). Whereas in the Letter we used the expectation value of the spin-operator, i.e. assumed the spin is classical, here we recognize that \( j(x) \) is an operator in the spin-subspace,

\[
j(x) = \frac{2\mu_B}{\hbar} \nabla \times P(x) J = \frac{2\mu_B}{\hbar} \nabla P(x) \times J,
\]

in absence of spin-orbit interaction. Consider now a slightly more general setup than in the Letter: the spin is localized in region I, adjacent to region II with a different magnetic permeability filling half-space \( x \cdot n \geq 1 \). The vector potential in region I is then the sum of \( A(x) \), due to \( j(x) \), and \( \tilde{A}(x) \), due to the image current distribution \( \tilde{j}(x) \)

\[
\tilde{j}(x) = \Delta \mu_r \left[ j(\tilde{x}) - 2\frac{j(\tilde{x}) \cdot n}{|n|} n \right],
\]

where \( \Delta \mu_r = \frac{\mu_r^II - \mu_r^I}{\mu_r^II + \mu_r^I} \) is the contrast in magnetic permeability between regions I and II, and \( \tilde{x} \) the current image’s coordinates

\[
\tilde{x} = x + 2n - 2 \frac{x \cdot n}{|n|} n.
\]
Using the relation
\[ \nabla \tilde{x} f(\tilde{x}) = \nabla x f(\tilde{x}) - 2 \frac{\nabla x f(\tilde{x}) \cdot n}{|n|} \frac{n}{|n|}, \]
the image current can be expressed as
\[ \tilde{j}(x) = \frac{2\mu_B}{\hbar} \Delta \mu_r \tilde{P}(\tilde{x}) \times \left( \left[ \frac{2}{|n|} \cdot J \right] \frac{n}{|n|} - J \right) \]
using vector calculus; we take \( \nabla \) to act on \( x \) unless indicated differently. Expressing the vector potential in terms of the current density
\[ A(x) = \frac{\mu_0}{4\pi} \int_V \frac{\tilde{j}(x')}{|x - x'|} \, d^3x', \]
we can write, in the Coulomb gauge, the EM-field Hamiltonian \( \mathcal{H}_{\text{mag}} \) in the spin subspace as [2, 3]
\[ \mathcal{H}_{\text{mag}} = \frac{1}{2} \int_V \left[ A(x) + \tilde{A}(x) \right] \cdot j(x) \, d^3x \]
\[ = \frac{\mu_0 \mu_r^2}{2\pi \hbar^2} \Delta \mu_r \int_V \left[ \nabla \zeta(x, 0) \times J \right] \cdot \left[ \nabla P(x) \times J \right] \, d^3x \]
\[ + \frac{\mu_0 \mu_r^2}{2\pi \hbar^2} \Delta \mu_r \int_V \left[ \nabla \zeta(x, n) \times \left( \left[ \frac{2}{|n|} \cdot J \right] \frac{n}{|n|} - J \right) \right] \cdot \left[ \nabla P(x) \times J \right] \, d^3x. \]
Here we have defined \( \zeta(x, n) \) through the relation
\[ \int_V \frac{\nabla' P(\tilde{x}')}{|x - x'|} \, d^3x' = \frac{P(\tilde{x})}{|x - x'|} \bigg|_{x' \in \tilde{V}} - \int_{\tilde{V}} P(\tilde{x}) \nabla' \left( \frac{1}{|x - x'|} \right) \, d^3x' \]
\[ = \nabla \left( \int_{\tilde{V}} \frac{P(\tilde{x}')}{|x - x'|} \, d^3x' \right) \]
\[ = \nabla \left( \int_V \frac{P(x')}{|x - (x' + 2n - 2\tilde{x}' \cdot n) \frac{n}{|n|}|} \, d^3x' \right) \]
\[ \equiv \nabla \zeta(x, n), \]
and assumed the spin to be localized in region I, so that integration volume \( \tilde{V} \) is limited to region I (II) and \( P(\tilde{x}) = 0 \) on their surfaces. By defining \( x'_n = x' + 2n - 2\tilde{x}' \cdot n \frac{n}{|n|} \), the nominator in \( \zeta(x, n) \) can be expanded in spherical harmonics \( Y_l^m(\theta, \phi) \),
\[ \zeta(x, n) = \sum_{l=0}^{\infty} \sum_{m=-l}^{l} \frac{4\pi}{2l+1} Y_l^m(\theta, \phi) \int_V P(x') \left[ \frac{r_{<}'}{r_{>}} \right] Y_{l'}^{m'}(\theta'_{n}, \phi'_{n}) \, d^3x' = \sum_{l=0}^{\infty} \sum_{m=-l}^{l} \frac{4\pi}{2l+1} Y_l^m(\theta, \phi) R_{l}^{m}(r, n), \]
where \( r_{<} \) (\( r_{>} \)) is the smaller (larger) of \( r \) and \( r'_{n} \). We now revert to the setup of the Letter, i.e. \( n = d \, e_z \), so that
\[ r'_{n} = \sqrt{4d^2 + r'^2 - 4dr' \cos \theta'} \]
\[ \cos \theta'_{n} = \frac{2d - r' \cos \theta'}{\sqrt{4d^2 + r'^2 - 4dr' \cos \theta'}} \]
\[ \phi'_{n} = \phi', \]
and assume spherical symmetry, \( P(x) = P(r) \). It is straightforward to see that \( R_{l}^{m}(r, n) \) is only non-zero for \( m = 0 \), and \( R_{l}^{m}(r, 0) \) is only non-zero for \( l = 0 \). Therefore
\[ \mathcal{H}_{\text{mag}}^{\text{ph}} = \frac{\mu_0 \mu_r^2 \mu_B^2}{\sqrt{\pi} \hbar^2} \int_V \left[ \nabla R_{0}^{0}(r, 0) \times J \right] \cdot \left[ \nabla P(r) \times J \right] \, d^3x \]
\[ + \sum_{l=0}^{\infty} \frac{2\mu_0 \mu_r^2 \mu_B^2}{(2l+1)\hbar^2} \Delta \mu_r \int_V \left[ \nabla \left\{ Y_{l}^{0}(\theta, \phi) R_{l}^{m}(r, n) \right\} \times (2J_z e_z - J) \right] \cdot \left[ \nabla P(r) \times J \right] \, d^3x. \]
Integrating over \( \phi \) and \( \theta \) results in
\[
\mathcal{H}_{\text{mag}}^{\text{sph}} = \frac{8\sqrt{\pi} \mu_0 \mu^2_I}{3h^2} \int \frac{dR^0_0(r,0)}{dr} \frac{dP(r)}{dr} r^2 dr \left( J_x^2 + J_y^2 + J_z^2 \right) 
- \frac{4\sqrt{\pi} \mu_0 \mu^2_I}{15\sqrt{5}h^2} \Delta \mu_r \int \left( \frac{3}{r} R^0_2(r, n) + \frac{dR^0_2(r, n)}{dr} + 10\sqrt{5} \frac{dR^0_0(r, n)}{dr} \right) \frac{dP(r)}{dr} r^2 dr \left( J_x^2 + J_y^2 + J_z^2 \right)
- \frac{4\sqrt{\pi} \mu_0 \mu^2_I}{15\sqrt{5}h^2} \Delta \mu_r \int \left( \frac{3}{r} R^0_2(r, n) + \frac{dR^0_2(r, n)}{dr} - 20\sqrt{5} \frac{dR^0_0(r, n)}{dr} \right) \frac{dP(r)}{dr} r^2 dr J_z^2.
\]  

(21)

Only spherical harmonics with \( l = 0 \) and \( l = 2 \) appear in the part of the Hamiltonian related to region II. As we will show explicitly later on, the \( l = 0 \) term vanishes after radial integration. The \( l = 2 \) contribution does not vanish and its origin can be explained as follows. The Hamiltonian describes the interaction between the spin’s magnetic moment density and the magnetic field it induces in region II. Expanding these in terms of spherical harmonics, they have respectively \( l = 0 \) and \( l = 2 \) in case of spherical symmetry. Their product enters the Hamiltonian, which is proportional to a single spherical harmonic of order \( l = 0 + 2 \). Therefore only of the \( l = 2 \) term in Eq. 21 will lead to a contribution to the Hamiltonian. Indeed, if we work out the integrals over \( r \), we observe that
\[
\mathcal{R}^0_0(r, 0) = 2\sqrt{\pi} \left[ \frac{1}{r} \int_0^r P(r') r'^2 dr' + \int_r^R P(r') r'^2 dr' \right],
\]  

(22)

so that
\[
\int \frac{dR^0_0(r,0)}{dr} \frac{dP(r)}{dr} r^2 dr = 2\sqrt{\pi} \int_0^R P(r)^2 r'^2 dr,
\]  

(23)

where, in line with the spin being localized in region I, \( P(R) = 0 \) has been assumed. We also find
\[
\mathcal{R}^l_0(r, n) = \sqrt{(2l + 1)\pi} \int P(r') r'^l \left( \int \frac{P^l_0(\cos \theta'_n)}{\sin \theta'} d\theta' \right) dr' = \sqrt{\frac{(2l + 1)}{16\pi}} \frac{r^l}{2^{d+1}},
\]  

(24)

where we used \( \int_0^R P(r)^2 r'^2 dr = \frac{1}{4\pi} \). Therefore,
\[
\int \frac{dR^l_0(r, n)}{dr} \frac{dP(r)}{dr} r^2 dr = -\sqrt{\frac{(2l + 1) l(l + 1)}{16\pi}} \frac{r^l}{2^{d+1}} \int_0^R P(r) r'^l dr
\]

(25)

\[
\int \mathcal{R}^l_0(r, n) \frac{dP(r)}{dr} r dr = -\sqrt{\frac{(2l + 1) l + 1}{16\pi}} \frac{r^l}{2^{d+1}} \int_0^R P(r) r'^l dr,
\]

(26)

where we explicitly see that the \( l = 0 \) contribution vanishes after radial integration. Using these relations, the Hamiltonian becomes
\[
\mathcal{H}^{\text{sph}}_{\text{mag}} = \frac{\mu_0 \mu^2_I \mu^2_B}{h^2} \left[ \frac{16\pi}{3} \int_0^R P(r)^2 r'^2 dr + \frac{\Delta \mu_r}{16\pi d^3} \left( J_x^2 + J_y^2 + J_z^2 \right) + \frac{\mu_0 \mu^2_I \mu^2_B}{16\pi h^2 d^3} \Delta \mu_r J_z^2 \right].
\]

(27)

Indeed we find that the spin’s magnetic energy leads to additional terms in the Hamiltonian. In particular, the introduction of region II leads to an effective Hamiltonian \( \mathcal{H}_{\text{eff}} = D^{\text{sph}}_{\text{mag}} J_z^2 \), where
\[
D^{\text{sph}}_{\text{mag}} = \left( \frac{\mu^2_I - \mu^2_J}{\mu^2_I + \mu^2_J} \right) \frac{\mu_0 \mu^2_I \mu^2_B}{16\pi h^2 d^3}.
\]

(28)

As their pre-factors differ, it might seem \( \mathcal{H}^{\text{sph}}_{\text{mag}} \) and \( E_{\text{mag}} \) are incompatible. However, this difference arises from the classical treatment of the spin for \( E_{\text{mag}} \) versus the quantum-mechanical treatment for \( \mathcal{H}^{\text{sph}}_{\text{mag}} \). To make a direct comparison, we need to calculate the magnetic energy resulting from \( \mathcal{H}^{\text{sph}}_{\text{mag}} \) for a spin making an angle \( \eta \) with respect to the \( z \)-axis. It is more convenient to use a basis rotated by the angle \( \eta \), so that the spin is in the state \( |J, J_z\rangle \) and \( \mathcal{H}^{\text{sph}}_{\text{mag}} \) becomes
\[
\mathcal{H}^{\text{sph}}_{\text{mag}} = \frac{\mu_0 \mu^2_I \mu^2_B}{h^2} \left[ \frac{16\pi}{3} \int_0^R P(r)^2 r'^2 dr + \frac{\Delta \mu_r}{16\pi d^3} \left( J_x^2 + J_y^2 + J_z^2 \right) + \frac{\mu_0 \mu^2_I \mu^2_B}{16\pi h^2 d^3} \Delta \mu_r (J_z \sin \eta + J_z \cos \eta)^2 \right].
\]

(29)
The magnetic energy of this state is then
\[
\langle J, J | H_{\text{mag}}^{\text{ph}} | J, J \rangle = \frac{16}{3} \mu_0 \mu_r^2 \mu_B^2 J^2 \pi \int_0^R \rho \left[ \frac{\mu_0 \mu_r^2 \mu_B^2}{32 \pi d^3} \Delta \mu_r \left( 3 + \cos 2 \eta + \frac{1}{2J} [1 - \cos 2 \eta] \right) \right].
\] (30)

Hence we find \( \lim_{J \to \infty} \langle J, J | H_{\text{mag}}^{\text{ph}} | J, J \rangle = E_{\text{mag}} \), as one would expect in the semiclassical (large-J) limit of a quantum system.

**MAGNETIC ENERGY HAMILTONIAN - CYLINDRICAL SYMMETRY**

In the Letter we calculated the NV\(^-\) center’s magnetic energy assuming its probability density \( \mathcal{P}(x) \) has spherical symmetry, instead of its actual \( C_{3v} \)-symmetry [4]. Here we will validate this approximation. We start by calculating \( H_{\text{mag}} \) assuming cylindrical \( D_{\infty h} \)-symmetry, \( \mathcal{P}(x) = \mathcal{P}(\rho, z) \). We take the axial symmetry axis of \( \mathcal{P}(\rho, z) \) perpendicular to the interface between the two regions. It has been demonstrated that such orientation can be realized deterministically in practice [5]. Following the same setup as described in the Letter, i.e. \( n = d \mathbf{e}_z \), \( H_{\text{mag}} \) (Eq. 11) is now

\[
H_{\text{mag}}^{\text{cyl}} = \sum_{l=0}^{\infty} \frac{2 \mu_0 \mu_r^2 \mu_B^2}{(2l + 1) \hbar^2} \int_V \left\{ \nabla \left\{ Y_l^0(\theta, \phi) R_l^0(r, 0) \right\} \times \mathbf{J} \right\} \cdot \left\{ \nabla \mathcal{P}(\rho, z) \times \mathbf{J} \right\} \ d^3x
\] + \sum_{l=0}^{\infty} \frac{2 \mu_0 \mu_r^2 \mu_B^2}{(2l + 1) \hbar^2} \Delta \mu_r \int_V \left\{ \nabla \left\{ Y_l^0(\theta, \phi) R_l^0(r, n) \right\} \times (2J_z \mathbf{e}_z - \mathbf{J}) \right\} \cdot \left\{ \nabla \mathcal{P}(\rho, z) \times \mathbf{J} \right\} \ d^3x,
\] (31)

since \( R_l^m(r, n) \) is only non-zero for \( m = 0 \). The relation

\[ \int \int \frac{\partial \left\{ Y_l^0(\theta, \phi) R_l^0(r, n) \right\}}{\partial \rho} \frac{\partial \mathcal{P}(\rho, z)}{\partial \rho} \rho \ d\rho dz = - \int \int \frac{\partial \left\{ Y_l^0(\theta, \phi) R_l^0(r, n) \right\}}{\partial z} \frac{\partial \mathcal{P}(\rho, z)}{\partial z} \rho \ d\rho dz \equiv M_l(n), \] (32)

can be derived using partial integration and the property \( \nabla^2 \{ Y_l^0(\theta, \phi) R_l^0(r, n) \} = 0 \) (valid by construction). Using this relation and integrating over \( \phi \), we obtain

\[ H_{\text{mag}}^{\text{cyl}} = \frac{2 \mu_0 \mu_r^2 \mu_B^2}{\hbar^2} \sum_{l=0}^{\infty} \Delta \mu_r M_l(n) \left[ j_{2l}^2 + j_{2l}^2 + j_{2l}^2 \right] + \frac{2 \mu_0 \mu_r^2 \mu_B^2}{\hbar^2} \sum_{l=0}^{\infty} \Delta \mu_r M_l(n) + 3M_l(n) j_{2l}^2. \] (33)

Region II leads again to a \( j_{2l}^2 \)-term in the Hamiltonian: lowering the symmetry of \( \mathcal{P}(x) \) to \( D_{\infty h} \) does not alter the structure of the Hamiltonian. The \( j_{2l}^2 \)-term is also present when region II is absent, which is caused by the \( D_{\infty h} \)-symmetry \( \mathcal{P}(x) \). This term is irrelevant, however, as it cannot be distinguished from other mechanisms contributing to the fine structure constant \( D_{\text{GS}} \). (If this were possible, it would provide a measure of the aspect ratio of \( \mathcal{P}(x) \).) To quantitatively compare \( H_{\text{mag}}^{\text{cyl}} \) with \( H_{\text{mag}}^{\text{ph}} \), we take the spin confined to a cylinder with radius \( R \) and height \( H \),

\[ \mathcal{P}(\rho, z) = N \left[ J_0 \left( \frac{\rho_0}{R} \right) \cos \left( \frac{\pi \rho_0}{R} \right) \right]^2, \] (34)

where \( N \) is a normalisation constant, and \( \rho_0,1 \) the first zero of the \( 0^{th} \)-order Bessel function \( J_0(z) \). Concentrating on the \( j_{2l}^2 \) term in the Hamiltonian caused by the presence of region II, we find it can be expressed as

\[ \frac{\mu_0 \mu_r^2 \mu_B^2}{16 \pi \hbar^2 H R^2} \Delta \mu_r \sum_{l=2}^{\infty} f_{2l-2}(\delta, \lambda) j_{2l}^2 = D_{\text{mag}}^{\text{cyl}} \rho_0^2, \] (35)

where \( \delta = d/H \) is the normalized distance of the spin to the interface between regions I and II, \( \lambda = H/R \) is the aspect ratio. The numbers \( f \) depend only on \( \delta \) and \( \lambda \), are only non-zero for even \( l \) due to the even symmetry of \( \mathcal{P}(x) \) in \( z \), and start from \( l = 2 \) for the same reasons as for spherical symmetry (see discussion below Eq. 21). Interestingly, the relative difference

\[ \frac{D_{\text{mag}}^{\text{cyl}} - D_{\text{mag}}^{\text{ph}}}{D_{\text{mag}}^{\text{cyl}} + D_{\text{mag}}^{\text{ph}}} = \frac{\delta^3 \lambda^2 \sum_{l=2}^{\infty} f_l(\delta, \lambda) - 1}{\delta^3 \lambda^2 \sum_{l=2}^{\infty} f_l(\delta, \lambda) + 1}, \] (36)
depends only on δ and λ. From Fig. 1(a) it is clear that for either $H > R$ or large enough δ, the difference between spherical and cylindrical symmetry is $\leq 5\%$; in both cases the cylindrical $P(x)$ appears as approximately spherical from region II’s perspective. The $l = 2$ term is almost entirely responsible for this difference, as can be seen from Fig. 1(b). Indeed, the numbers $f$ in Eq. 35 depend on the distance as $1/\delta^{l+1}$, so that at fixed distance terms with increasing $l$ become less important. Comparing the NV$^-$ center’s $C_{3v}$-symmetry with cylindrical $D_{\infty h}$-symmetry, the probability density is no longer symmetric in $z$ and has three-fold rotation symmetry around the $z$-axis. This reduction in symmetry allows terms proportional to spherical harmonics with $l = 2, 3, 4, \ldots$ and $m = 0, \pm 3$ to contribute to $D_{\text{mag}}$. We see that the first correction with respect to $D_{\infty h}$-symmetry has to come from the $l = 3$ term. It is $1/\delta$ smaller than the $l = 2$ term. Based on DFT calculations of the spin density [6], we estimate the NV$^-$ center ground state has $H \approx 2.0$ Å and $R \approx 2.5$ Å, hence $\lambda \approx 0.8$. For $d > 1$ nm ($\delta > 5$), the corrections of the $l = 3$ term are $< 20\%$ compared to the $l = 2$ term. It is therefore reasonable to approximate the NV$^-$ center’s $C_{3v}$-symmetry with cylindrical symmetry. From Fig. 1(a) we see that the deviations of $D_{\text{mag}}^{\text{cyl}}$ from $D_{\text{mag}}^{\text{sph}}$ are less than $1\%$. We therefore conclude that taking the NV$^-$ center’s wave function as spherically symmetric is a good approximation.
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