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Abstract

Traditional approaches to automatic emotion recognition are relying on the application of handcrafted features. More recently however the advent of deep learning enabled algorithms to learn meaningful representations of input data automatically. In this paper, we investigate the applicability of transferring knowledge learned from large text and audio corpora to the task of automatic emotion recognition. To evaluate the practicability of our approach, we are taking part in this year’s Interspeech ComParE Elderly Emotion Sub-Challenge, where the goal is to classify spoken narratives of elderly people with respect to the emotion of the speaker. Our results show that the learned feature representations can be effectively applied for classifying emotions from spoken language. We found the performance of the features extracted from the audio signal to be not as consistent as those that have been extracted from the transcripts. While the acoustic features achieved best in class results on the development set, when compared to the baseline systems, their performance dropped considerably on the test set of the challenge. The features extracted from the text form, however, are showing promising results on both sets and are outperforming the official baseline by 5.7 percentage points unweighted average recall.
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1. Introduction

The challenging task of automatic emotion recognition is still subject of ongoing research. Emotional states are expressed in very individual ways among human beings, and marginal changes in the shades of these expressions can lead to a completely different perception of emotion. Due to the fine granularity of this problem domain, it is a very difficult and time consuming task to identify and craft features that allow the recognition of variables representing the emotional state, e.g. the valence and arousal values that occur during a spoken sentence. Traditional approaches rely on large sets of handcrafted representations, e.g. the ComParE feature set for the acoustic domain [1] or the creation of large lexica to map words to their emotional meaning for the textual domain [2]. The continuously ongoing success of deep learning has facilitated the automatic learning of features across many domains in a supervised and unsupervised fashion using convolutional neural networks (CNNs). Various research has shown the benefits of such a fully hidden feature extraction approach, commonly known as Representation Learning, for recognizing emotions from audio [3][4] as well as textual input [5].

The idea behind this concept is to enable a machine learning system to derive feature embeddings directly from raw or low level input data without having feature engineers involved in the selection process. Such approaches are leading to a substantial decrease in time that has to be invested for crafting feature representations manually, while simultaneously overcoming performance limitations of the recognition system that result from human misjudgments during the feature crafting stage. A drawback of those representation learning systems is that large amounts of training data are necessary to achieve state of the art performance. Specifically for the acoustic signal, current approaches often rely on learning the representations directly from the target corpus used for the final classification task [6][7][8], which in return might result in suboptimal performance on small datasets.

For tasks like automatic emotion recognition, where the labeling process has to be performed manually and is therefore extremely costly, labeled data is usually scarce, which presents a challenge for such data hungry algorithms [8][9][10].

However, there are recognition tasks in the same domains for which huge labeled datasets are available. The LibriSpeech dataset for example [11] consists of 1.000 hours of read English speech, labeled with features such as speaker identity and gender. Similarly, there is a plethora of data available that can be utilized to learn general and semantically meaningful representations for textual data, e.g. news articles or Wikipedia dumps. Studies [12][13] have shown that CNNs are able to learn general features, that can be successfully used to solve various tasks which might differ significantly from the original training target of the model. Since most of those works are only studying this methodology with respect to computer vision problems, we wonder if the same holds true for text or raw audio input. Considering the lack of large datasets that are labeled with respect to a speakers emotion, we investigate whether such automatically learned representations from audio and textual input on large corpora can be successfully transferred to the task of automatic emotion recognition.

To evaluate the practicability of our approach, we participate in this year’s Interspeech ComParE Elderly Emotion Sub-Challenge [6]. The goal of this challenge is the recognition of the emotional state of elderly people in terms of discrete valence and arousal values from a German audio recording and the aligned transcript. To assess the generalizability of our proposed approach regarding different domains, we decide to individually learn feature representations for audio and text respectively.

For the audio domain we learn those feature representations from a gender classification task on the LibriSpeech dataset [11]. For the task of emotion recognition, current state-of-the-art approaches for representation learning of audio signals are mostly relying on spectrograms as inputs [14][15][16], since those have achieved superior performance over raw waveform inputs. In this work however we focus specifically on the application of raw waveforms as input, since every prior transformation of the input could result in a potential loss of information. We hy-
Figure 1: Architecture of the acoustic classification model. The raw 16kHz waveform is fed to the fully convolutional model in 5 second chunks (1). To train a deeper network with smaller filter kernels effectively, residual connections are added to each convolutional block (2). The outputs of the convolutional network are the final extracted feature representations. During the training of the model those features are fed to a dense layer classification part (4).

Figure 2: Architecture of the acoustic classification model. The raw 16kHz waveform is fed to the fully convolutional model in 5 second chunks (1). To train a deeper network with smaller filter kernels effectively, residual connections are added to each convolutional block (2). The outputs of the convolutional network are the final extracted feature representations. During the training of the model those features are fed to a dense layer classification part (4).

2. Methodology

The study at hand approaches the question of whether generic, automatically learned features can be successfully applied to the task of emotion recognition from longer speech segments. It is well known that arousal can be better estimated by analyzing the acoustic properties of speech, while valence can be assessed more effectively through the semantic content of spoken utterances [16]. To capture both dimensions optimally we employ two different neural network based feature learning systems. The first system receives the raw audio waveform as input, in order to capture the paralinguistic emotional cues, while the second system analyzes the transcription with respect to the semantic content. The following section provides an overview of the overall applied methodology and a detailed description of both feature extraction systems.

2.1. Acoustic System

The architecture of our acoustic classification network is closely modeled after the SampleCNN model, which was developed by Lee et al. [17] for the task of music genre classification on the raw audio waveform. The model is specifically designed to overcome the limitations of previous models, which have focused on simulating the behaviour of a frame-level time-frequency transformation (i.e. spectrograms) [18]. To this end the SampleCNN architecture relies on the application of many stacked 1D convolutional layers with very small filter sizes. This essential design element also sets the model apart from other models that were used to detect emotions on the raw waveform [4, 3]. Recently Kim et al. [19] showed that the SampleCNN architecture is capable of catching meaningful characteristics of sounds produced by the human vocal tract, when they applied the model to the task of keyword spotting. In their studies, the network achieves superior performance when compared to spectrogram based models.

Our model consists of one, 1D convolutional layer in the beginning followed by a batch normalization layer and a relu activation layer. After that we are applying seven residual blocks with an increasing number of filters and a fixed stride of three to downsample the signal in each block. At the end of the feature extraction part we apply another convolutional layer with 768 filters and a stride of one followed by a batch normalization and a relu activation layer. We use the output of this layer as features for our final classification task for the challenge. However to learn meaningful representations we first need to fit the model to a pretraining task. To this end we are applying a dropout layer with a dropout factor of 0.5 before we add a multiple dense layers, distributed over time, to classify each time step of the output feature map using a softmax activation function. The final output is calculated by averaging over the output of all dense layers. The complete system architecture of the acoustic model is depicted in Fig. 1.

To learn a suitable representation of the audio signal produced by the human voice we train our feature extraction model
on the task of automatic gender recognition from raw audio on a large dataset. To this end we use the LibriSpeech dataset [21] which consists of 1,000 hours of speech extracted from English audio book recordings, distributed over ~270,000 samples with an average of 12 seconds. We want to point out that the target language of our final model is German, which differs from the source language of the LibriSpeech dataset. As a result we expect that our final emotion classification model will focus on the acoustic properties of the voice while ignoring any potentially learned language specific semantics (e.g. keywords).

For training, all input data has been resampled to 16kHz mono channel audio.

For each sample we extract 5 seconds of audio randomly and apply data augmentation and preprocessing during training to increase the robustness of the feature extraction model and avoid overfitting. Specifically, we apply a random shift along the time axis of up to 20% of the total input length and add small amounts of both uniformly distributed and normal distributed random noise. All input data has been locally normalized to have zero mean.

To train the network we use the Adam optimizer with a learning rate of 0.001, a batch size of 32 and categorical cross entropy as a loss function. We train the model for 10 epochs. The final model achieves a performance of 97% accuracy on the official test partition of the dataset.

To calculate the final feature vectors for training we concatenate the mean and the maximum value for each extracted filter response per sample, which results in 1536 distinct features.

2.2. Linguistic System

In contrast to general acoustic modelling using the raw wave form as input, the extraction of semantics from text has been a well established research task for natural language processing (NLP) for some time now. Consequently a large variety of pretrained models have been made available freely. Specifically transformer architectures have recently raised the bar for many NLP tasks [20].

Instead of training a new model from scratch we therefore choose a pretrained BERT [20] model provided by Wolf et al. [21]. The model has been trained for the German language on a large dataset composed of German Wikipedia dumps, legal texts and news articles.

To extract feature vectors from the transcript of each narrative we first split it into separate sentences using the Spacy library [22]. This allows us to classify semantic units separately and therefore achieve a finer granularity. The final assessment of the overall narrative is built by applying a majority voting mechanism over all classifications. For each sentence we apply tokenization of transcripts to the format that is expected by our pretrained model without any further preprocessing.

The final extracted representations for each sample are then calculated by concatenating the mean and the max values for each sequence per output neuron. Like for the acoustic model we receive a one dimensional feature vector with the length of 1536.

3. Dataset

We run all our experiments on the Ulm State of Mind in Speech–elderly dataset provided by the organizers of the challenge [6]. The dataset consists of 87 elderly people telling negative and positive spontaneous stories. Each narrative is labeled with respect to valence and arousal, created by calculating the mean of the speakers self-assessed emotional state and a post hoc annotation through experts. The labels have been discretized to reflect the values low, medium and high. For each narrative the audio recording has been provided in the form of 5 second splits with a 16kHz sample rate, mono channel. Further more the challenge organizers provided a manually as well as an automatically created transcript for each narrative. The data has been divided into three sets: Train, Development and Test, each consisting of the narratives from 29 speakers. Speech of one single speaker is not contained in multiple partitions. Only the labels for Train and Development were made available to the participants of the challenge. For more details please refer to [6].

4. Results

In the following we present the results of our experiments conducted for the Elderly Emotion Sub-Challenge. Performance will be reported in terms of Unweighted Average Recall (UAR), the official metric for this task in the ComParE Challenge. In order to keep the results comparable to the challenge baseline we are using both systems described in this paper only to extract features and perform the final classification with the system suggested by the authors of the challenge. That is, we train a SVM classifier with varying complexities (see [6]). The final result for one narrative is calculated by a majority vote over all classified samples (5 second splits for audio and sentence wise for the transcript).

In Table 1 we compare our results to the performance of the two official baseline models on the development set. Similar to our own approaches, the two baseline systems can be divided into an acoustic model (DeepSpectrum) and a linguistic model (LiFE), which are extracting features from the input. In contrast to our own acoustic model, the DeepSpectrum approach operates in the frequency domain, which requires an additional, potentially lossy preprocessing step for domain transformation. Like our SentenceBert model, the LiFE baseline model also relies on pretrained BERT embeddings. The baseline approach, however, uses a recurrent neural network to learn a compressed version of those embeddings for each narrative. Those compressions are specifically trained on the target corpus, which distinguishes the baseline approach from ours since we explicitly investigate the feasibility of generic features. For details please refer to [6].

On the left part of the table the results are shown for each model with respect to the arousal task, while the right side shows the performance for each model on the valence task. The optimal training complexity for each model is highlighted grey and the best overall model for each task is printed in bold. For
arousal we can observe that both our models outperform the baseline models, with the SampleCNN model being the clear winner in this category with a UAR of 55.0%. In case of valence we can see that the SentenceBert model performs almost as good as the LiFE model, the best model in this category, with an UAR of 49.1% compared to 49.2%. Both the SampleCNN and the DeepSpectrum approaches are falling behind in performance.

In addition to the results on the development set we report our best results on the test set in comparison to the official baseline. Our best models have been chosen by means of the highest unweighted average recall during training but before applying majority votes. The results are shown in Table 2. For arousal the DeepSpectrum baseline system performs best in class with an UAR of 50.4%. On the other side our SentenceBert system achieves a considerably better result than the proposed baseline, with 5.7 percentage points improvement.

### 5. Discussion

In this paper we have presented two neural network architectures that have been pretrained to learn meaningful feature representations from low level input data. The main question we seek to answer is whether the learned representations, that can be extracted by those networks, are feasible features for the task of automatic emotion recognition from narratives told by elderly people. A closer look at the results on the development set (see Table 1) shows that the SampleCNN model, that operates on the raw audio waveform, performs considerably better for classifying arousal (UAR 55.0%) than valence (UAR 38.9%). At the same time the transcript based features that have been extracted via the SentenceBert model are better suited for classifying valence (UAR 49.1%) than arousal (UAR 42.3%). This observation should be expected since it is known that valence can be better modeled from semantic context while arousal can be better detected by the analysis of the paralinguistic properties. This finding is in line with the observation that has also been made by the authors of the challenge 4.

Figure 2 displays the confusion matrix for the SampleCNN and the SentenceBert model on the development set. The acoustic model on the left side shows a clear tendency towards a diagonal distribution within the matrix. However, it is clearly visible that the model performs better for cases of lower and mid-range arousal than high arousal.

On the other side our valence model performs best for the extreme cases of low and high valence but drops in performance for the middle class. During a manual inspection of random samples we found that instances that are labeled with high or low valence often contain distinct positive and negative keywords and phrases (e.g 'happy', 'sad', 'positive story'). This could potentially lead to improved recognition rates for those classes, when compared to the middle class.

Finally we would like to discuss the performance on the challenge test dataset. When directly comparing the linguistic and acoustic models to their respective baseline counterparts, we can see that our proposed approaches are performing almost equal or better in all cases on the development set. On the test set however only the SentenceBert model manages to outperform the baseline, while our SampleCNN model falls clearly behind. A possible explanation for this considerable drop in performance between the development set and the test set regarding our acoustic model could be that there is a certain discrepancy within the domain or label distribution between the two sets. This seems reasonable since the baseline classifiers have been chosen with respect to their highest performance on the test set and are showing a similar inverse proportional behaviour towards the development set. It is also noteworthy that all our models were trained only on the train set, to keep the results comparable. However, the official baseline models are trained on the combination of Train and Development which might result in better generalization capabilities of the model.

### 6. Conclusion

The given task of elderly emotion classification turns out to be a difficult one. We showed that our method of applying previously learned feature representations to solve the problem performs equal or better than the baseline systems for all tasks on the development set. However, for the test set we achieved mixed performance where we clearly outperformed the baseline for valence but falling short on arousal.

We conclude that our proposed approach to extract feature representations from raw input data rivals methods that have been trained to extract features for a specific dataset as well as handcrafted features. This not only eliminates the time-consuming feature engineering phase, but also enables faster and more efficient training routines.
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