On the Fractional Dunkl Laplacian
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Abstract In this paper, we present an approach to the fractional Dunkl Laplacian in a framework emerging from certain reflection symmetries in Euclidean spaces. Our main result is pointwise formulas, Bochner subordination, and an extension problem for the fractional Dunkl Laplacian as well.
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1 Introduction

In [7], Dunkl introduced a family of first-order differential-difference operators related to some finite reflection groups in the Euclidean space. Recently, these operators have gained considerable interest in various fields of mathematics and also in physical applications. For more details about these operators see [2, 3, 4, 7, 8, 11, 13, 16, 18, 19, 27] and references therein. The Dunkl-Laplacian operators are k–deformations of the standard Laplacian operator $\Delta = \partial^2/\partial x_1^2 + \ldots + \partial^2/\partial x_d^2$ and they are fundamental tools for generalization of several classical known results and so, it is a convenient setting for developing fractional Dunkl-Laplacian operators. Recall that for a function $f$ in the space of Schwartz functions $S(\mathbb{R}^d)$, the fractional Laplacian $(-\Delta)^{\alpha/2}$, $0 < \alpha < 2$, is defined by means of the Fourier transform

$$(-\Delta)^{\alpha/2} f = \mathcal{F}^{-1}(|\xi|^{\alpha} \mathcal{F} f(\xi)), \quad f \in S(\mathbb{R}^d),$$
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and can be expressed by the pointwise formula [15]

\[
(−Δ)^{α/2}f(x) := \frac{1}{\gamma_d(\alpha)} \lim_{\varepsilon \to 0} \int_{\mathbb{R}^d \setminus B(0,\varepsilon)} \frac{f(x) - f(x-y)}{|y|^{d+α}} dy, \quad \text{where } \gamma_d(\alpha) = \frac{\pi^{d/2} \Gamma(-\frac{α}{2})}{2^α \Gamma(\frac{d+α}{2})}.
\]

(1)

and \(B(0,ε)\) denotes the ball of radius \(ε\) centered at the origin, see [23]. The operator \((−Δ)^{α/2}\) is connected to PDE’s through the Caffarelli–Silvestre extension theorem [5] which establishes the following: if \(U = U(x,y)\) is the solution to

\[
\begin{aligned}
\Delta U(x,y) + \frac{∂^2 U(x,y)}{∂^2 y} + \frac{1 - α}{y} \frac{∂ U(x,y)}{∂ y} &= 0, \quad (x,y) \in \mathbb{R}^d \times (0,∞), \\
U(x,0) &= u(x), \quad x \in \mathbb{R}^d,
\end{aligned}
\]

(2)

then,

\[
(−Δ)^{α/2}u(x) = −\frac{2^{α−1} \Gamma(α/2)}{\Gamma(1−α/2)} \lim_{y \to 0^+} y^{1−α} \frac{∂ U(x,y)}{∂ y}(x,y).
\]

The fractional Dunkl-Laplacian is then a natural object to consider, since it is a \(k\)-deformation of the standard Laplacian. Moreover, it is the simplest example of a large class of differential-difference operators associated with root systems. For more, we refer to Opdam’s lecture notes [16] for the trigonometric Dunkl theory, and to the books of Cherednik [6] and of Macdonald [13] for the generalized quantum theories.

In this work, we present several descriptions of the fractional Dunkl-Laplacian on the Euclidian space. Our principal tools is the spherical mean-value type operator and Pizzetti’s type formula related to the Dunkl operator. We are mainly interested in describing an analogue of pointwise formula (1) and the extension problem (2) in the setting of Dunkl theory. In Section 2 we give a brief review of some elements of harmonic analysis related to the Dunkl operator. In Section 3 we derive several pointwise formulas for the fractional Dunkl-Laplacian. In Section 4 we use the spherical mean-value type operator and Pezzitti’s formula to give a Bochner type representation. In the last Section 5, we give the fundamental solution and we study the fractional Dirichlet-to-Neumann map for Dunkl-Laplacian.

2 Preliminary

In order to introduce our setting, we first collect some facts about the Dunkl operators. General references are [7, 8] and [18, 19]. Let \(\mathcal{R}\) be a reduced root system in \(\mathbb{R}^d\). For a vector \(v \in \mathcal{R}\), define the reflection \(σ_v\) by

\[
σ_v(x) = x - 2 \frac{(x,v)}{|v|^2} v, \quad x \in \mathbb{R}^d,
\]

(3)
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The latter is a positive homogeneous function of degree 2 \( \gamma \) with respect to the group \( \mathbb{R} \) extended to an isometric automorphism of \( L^2(w) \), where \( G \) is the group of finite reflections related to root system \( \mathcal{R} \) (the function \( k \) is called multiplicity function). The Dunkl operators \( T_j, 1 \leq j \leq d \) are the following \( k \)-deformations of partial derivatives \( \partial_j \) by difference operators:

\[
T_j f(x) = \partial_j f(x) + \frac{1}{2} \sum_{v \in \mathcal{R}} k(v) \langle v, e_j \rangle \frac{f(x) - f(\sigma_v(x))}{\langle v, x \rangle}, \quad j = 1, 2, \ldots, d.
\]  

Here, \( \mathcal{R}_+ \) is any fixed positive subsystem of \( \mathcal{R} \) and \( e_1, \ldots, e_d \), are the standard unit vectors of \( \mathbb{R}^d \). Note that the Dunkl operators \( T_j \) commute pairwise and are skew-symmetric with respect to the \( G \)-invariant measure \( w_k(x) dx \), where the weight function \( w_k \) is given, for \( x \in \mathbb{R}^d \), by

\[
w_k(x) := \prod_{v \in \mathcal{R}} |\langle x, v \rangle|^{\kappa(v)} = \prod_{v \in \mathcal{R}_+} |\langle x, v \rangle|^{2\kappa(v)}.
\]

The following integral formula was obtained by Rösler [18]

\[
\mathcal{E}_k(\xi, x) = \int_{\mathbb{R}^d} e^{i\langle \xi, y \rangle} d\mu_k(y), \quad x \in \mathbb{R}^d.
\]  

where \( \mu_x, x \in \mathbb{R}^d \), is a compactly supported probability measures. Specifically, it is supported in the convex hull \( \mathcal{O}(x) \) of the \( G \)-orbit of \( x \). For a function \( f \) in \( L^1_k(\mathbb{R}^d) \), the Lebesgue space with respect to the measure \( w_k(x) dx \), the Dunkl transform is defined by

\[
\mathcal{F}_k f(\xi) = \tilde{f}(\xi) - \frac{1}{c_k} \int_{\mathbb{R}^d} f(x) \mathcal{E}_k(-i\xi, x) w_k(x) dx, \quad c_k = \int_{\mathbb{R}^d} e^{-\frac{|x|^2}{2}} w_k(x) dx. \]

In a similar way to the Fourier transform (which is the particular case \( k \equiv 0 \)), the Dunkl transform is a topological automorphism of the Schwartz space \( S(\mathbb{R}^d) \) and can be extended to an isometric automorphism of \( L^2_k(\mathbb{R}^d) \). Yet more, for every \( f \in L^1_k(\mathbb{R}^d) \) such that \( \mathcal{F}_k f \in L^1(\mathbb{R}^d, w_k) \), we have

\[
f(\xi) = \mathcal{F}_k^2 f(-\xi), \quad \xi \in \mathbb{R}^d,
\]

and, for \( f \in S(\mathbb{R}^d) \),
\[ F_k(T_j f)(\xi) = i \xi_j F_k f(\xi), \quad \xi \in \mathbb{R}^d, \quad 1 \leq j \leq d. \quad (7) \]

As in the classical case, a generalized translation operator is defined in the Dunkl setting side on \( L^2(w_k) \) (the Lebesgue space of square integrable functions with respect to \( w_k(x)dx \)) by Trimèche \[27\]
\[ \tau^f(y) := F_k^{-1}(E_k(i x, y) F_k f)(y), \quad y \in \mathbb{R}^d. \quad (8) \]

We also define the Dunkl convolution product for suitable functions \( f \) and \( g \) by
\[ f \ast_k g(x) = \frac{1}{c_k} \int_{\mathbb{R}^d} \tau^{-1} f(y) g(y) w_k(y) dy. \]

The Dunkl Laplacian associated with a reduced root system \( \mathcal{R} \), and multiplicity function \( k \), is the differential-difference operator, which acts on \( C^2 \) functions by
\[ \Delta_k := \sum_{i=1}^d T_i^2, \quad \text{where } T_i, \ 1 \leq i \leq d \text{ are the Dunkl operators defined in (4)}. \]

In explicit form, we have
\[ \Delta_k f(x) = \Delta f(x) + 2 \sum_{v \in \mathcal{R}_+} k(v) \delta_v f(x), \quad f \in C^2(\mathbb{R}^d), \]

where \( \Delta \) is the usual Laplacian on \( \mathbb{R}^d \), and
\[ \delta_v f(x) = \frac{\nabla f(x), v}{(v, x)} - \frac{f(x) - f(\sigma_v(x))}{(v, x)^2}. \]

Similarly to the fractional Laplacian on \( \mathbb{R}^d \), the fractional powers of \( (-\Delta_k)^{\alpha/2} \) are defined by using the Dunkl transform (6). Indeed, the Dunkl Laplacian operator is essentially self-adjoint on \( L^2_k(\mathbb{R}^d) \), see for instance \[1, Theorem 3.1\]. It is a Fourier-Dunkl multiplier with symbol \( |\xi|^2 \), since by (7) we have
\[ F_k((-\Delta_k)^{\alpha/2} f)(\xi) = |\xi|^2 F_k(f)(\xi). \]

Therefore, we can define in a natural way the action of \( (-\Delta_k)^{\alpha/2} (\alpha \in (0, 2)) \) on the Dunkl transform side by the equation
\[ F_k((-\Delta_k)^{\alpha/2} f)(\xi) = |\xi|^\alpha F_k(f)(\xi), \quad \text{for all } f \in \mathcal{S}(\mathbb{R}^d). \quad (9) \]

### 3 Fractional Dunkl Laplacian: Pointwise formulas

Although we have formally introduced the fractional Dunkl-Laplacian by the formula (9), such definition has a major disadvantage: it is not easy to understand a
given function (or a distribution) by prescribing its Fourier Dunkl transform. For this reason, we introduce a different pointwise definition of the fractional Dunkl-Laplacian.

**Lemma 3.1** For every \( u \in S(\mathbb{R}^d) \), one has

\[
|2u(x) - \tau^s u(y) - \tau^s u(-y)| \leq \frac{|y|^2}{c_k} \int_{\mathbb{R}^d} |\xi|^2 |\mathcal{F}_k u(\xi)| w_k(\xi) \, d\xi.
\]

**Proof.** The integral representation for the Dunkl Kernel given by (5), leads to

\[
|2 - \mathcal{E}_k(-iy, \xi) - \mathcal{E}_k(-iy, \xi)| = 2 \int_{\mathbb{R}^d} \left(1 - \cos((y, \eta))\right) d\mu_\xi^{\pm}(\eta) \leq |y|^2 \int_{\mathbb{R}^d} |\eta|^2 d\mu_\xi^{\pm}(\eta).
\]

Since the support of the probability measure \( d\mu_\xi \) on \( \mathbb{R}^d \) is contained in the convex hull \( \mathcal{O}(\xi) \) of the orbit of \( \xi \) under the action of the reflection group \( G \), then

\[
|2 - \mathcal{E}_k(-iy, \xi) - \mathcal{E}_k(-iy, \xi)| \leq |y|^2 |\xi|^2.
\]

On the other hand, the integral representation in (8) leads to

\[
2u(x) - \tau^s u(y) - \tau^s u(-y) = \frac{1}{c_k} \int_{\mathbb{R}^d} \mathcal{F}_k u(\xi) \mathcal{E}_k(ix, \xi) \left(2 - \mathcal{E}_k(iy, \xi) - \mathcal{E}_k(-iy, \xi)\right) w_k(\xi) d\xi, \quad x, y \in \mathbb{R}^d.
\]

Therefore,

\[
|2u(x) - \tau^s u(y) - \tau^s u(-y)| \leq \frac{|y|^2}{c_k} \int_{\mathbb{R}^d} |\xi|^2 |\mathcal{F}_k u(\xi)| w_k(\xi) \, d\xi.
\]

\[\square\]

Recall that the Dunkl heat kernel \( I_k(t, x) \) is given by [18]

\[
I_k(t, x) := \frac{1}{(2\pi)^{\frac{d+2}{2}} c_k} e^{-|s|^2/4t}, \quad x \in \mathbb{R}^d, \ t > 0,
\]

and has the following properties:

\[
\mathcal{F}_k(I_k(t, .))(x) = e^{-|x|^2}, \quad \int_{\mathbb{R}^d} I_k(t, x) w_k(y) = 1, \quad t > 0 \tag{10}
\]

**Definition 3.2** Let \( \alpha \in (0, 2) \). The fractional Dunkl-Laplacian operator \( (-\Delta_k)^{\alpha/2} u \) of \( u \in S(\mathbb{R}^d) \), is the nonlocal operator in \( \mathbb{R}^d \) defined by

\[
(-\Delta_k)^{\alpha/2} u(x) = \frac{1}{\gamma_{k,d}(\alpha)} \int_{\mathbb{R}^d} \frac{2u(x) - \tau^s u(y) - \tau^{-s} u(y)}{|y|^\alpha + 2\tau^{\alpha/2} d\mu_\xi^{\pm}(\eta)} w_k(\xi) \, dy. \tag{11}
\]

where \( \gamma_{k,d}(\alpha) \) is a suitable normalization constant that is given implicitly in Proposition 4.3.
Notice that for \( u \in S(\mathbb{R}^{d}) \), the integral in the right-hand side of \((11)\) is convergent. Indeed, it suffices to write

\[
\int_{\mathbb{R}^{d}} \frac{2u(x) - \tau^{s}u(y) - \tau^{s}u(-y)}{|y|^{\alpha+2\kappa+d}} \, w_{k}(y) \, dy = \int_{\mathbb{R}^{d} \setminus B(0, \epsilon)} \frac{2u(x) - \tau^{s}u(y) - \tau^{s}u(-y)}{|y|^{\alpha+2\kappa+d}} \, w_{k}(y) \, dy + \int_{B(0, \epsilon)} \frac{2u(x) - \tau^{s}u(y) - \tau^{s}u(-y)}{|y|^{\alpha+2\kappa+d}} \, w_{k}(y) \, dy.
\]

From Lemma 3.1, we have

\[
\int_{B(0, \epsilon)} \frac{2u(x) - \tau^{s}u(y) - \tau^{s}u(-y)}{|y|^{\alpha+2\kappa+d}} \, w_{k}(y) \, dy \leq C \int_{B(0, \epsilon)} \frac{w_{k}(y)}{|y|^{\alpha+2\kappa+d} - 2} \, dy < \infty.
\]

Since \( w_{k} \) is a homogeneous function of degree \( 2\kappa \), and \( \alpha \in (0, 2) \), the constant \( C \) in the above inequality is given by \( C = c_{\kappa}^{-1} \| \cdot \|_{L_{\kappa}^{\infty} (\mathbb{R}^{d})} \). On the other hand, keeping in mind that \( u \in S(\mathbb{R}^{d}) \), which implies in particular that \( \tau^{s}u \in L_{\kappa}^{\infty} (\mathbb{R}^{d}) \), then we have

\[
\int_{\mathbb{R}^{d} \setminus B(0, \epsilon)} \frac{2u(x) - \tau^{s}u(y) - \tau^{s}u(-y)}{|y|^{\alpha+2\kappa+d}} \, w_{k}(y) \, dy \leq 2 \max(\|u\|_{\infty}, \|\tau^{s}u\|_{\infty}) \int_{\mathbb{R}^{d} \setminus B(0, \epsilon)} \frac{w_{k}(y)}{|y|^{\alpha+2\kappa+d}} \, dy < \infty.
\]

Therefore Definition 3.3 provides a well-defined function on \( \mathbb{R}^{d} \).

**Remark 3.3** The following alternative expression for \((-\Delta)^{\alpha/2} \) is quite useful in the computations: For every \( u \in S(\mathbb{R}^{d}) \), one has

\[
(-\Delta)^{\alpha/2} u \equiv \left. \frac{2}{\mathcal{H}_{d}(\alpha)} \right|_{\mathcal{H}_{d}(\alpha)} \text{PV} \int_{\mathbb{R}^{d}} \frac{u(x) - \tau^{s}u(y)}{|y|^{\alpha+2\kappa+d}} \, w_{k}(y) \, dy,
\]

where \( \text{PV} \int_{\mathbb{R}^{d}} v(y) \, dy = \lim_{\epsilon \to 0} \int_{\mathbb{R}^{d} \setminus B(0, \epsilon)} v(y) \, dy \) (Cauchy’s principal value sense).

Indeed,

\[
\int_{\mathbb{R}^{d}} \frac{2u(x) - \tau^{s}u(y) - \tau^{s}u(-y)}{|y|^{\alpha+2\kappa+d}} \, w_{k}(y) \, dy = \lim_{\epsilon \to 0^{+}} \int_{\mathbb{R}^{d} \setminus B(0, \epsilon)} \frac{2u(x) - \tau^{s}u(y) - \tau^{s}u(-y)}{|y|^{\alpha+2\kappa+d}} \, w_{k}(y) \, dy
\]

\[
= \lim_{\epsilon \to 0^{+}} \int_{\mathbb{R}^{d} \setminus B(0, \epsilon)} \frac{u(x) - \tau^{s}u(y)}{|y|^{\alpha+2\kappa+d}} \, w_{k}(y) \, dy + \lim_{\epsilon \to 0^{+}} \int_{B(0, \epsilon)} \frac{u(x) - \tau^{s}u(-y)}{|y|^{\alpha+2\kappa+d}} \, w_{k}(y) \, dy
\]

\[
= 2 \lim_{\epsilon \to 0^{+}} \int_{\mathbb{R}^{d} \setminus B(0, \epsilon)} \frac{u(x) - \tau^{s}u(y)}{|y|^{\alpha+2\kappa+d}} \, w_{k}(y) \, dy.
\]

Note that it is necessary to take the principal value of the last integral since we have eliminated the cancellation of the linear terms in the symmetric difference of order two, and \( |u(x) - \tau^{s}u(y)| \) is only \( O(|y|) \) (see \cite[Theorem 3.14]{[25]}). Thus, the smoothness of the function \( u \) no longer guarantees the local integrability.
4 Representation via spherical mean-value operator

In this section, we provide a useful expression of \((-\Delta_k)^{\alpha/2} u\) in terms of an integral involving the spherical mean-value operator associated to Dunkl operator. According to [14], the spherical mean-value operator associated to Dunkl operator \(M_k^r u(x)\) is defined by

\[
M_k^r u(x) = \frac{1}{\sigma_k(d)} \int_{S^{d-1}} \tau^r u(r\omega)w_k(\omega)d\sigma(\omega), \quad x \in \mathbb{R}^d, \ r \geq 0,
\]

where \(S^{d-1}\) is the unit sphere in \(\mathbb{R}^d\), \(d\sigma\) denotes the Lebesgue surface measure and

\[
\sigma_k(d) := \int_{S^{d-1}} w_k(\omega)d\sigma(\omega) = \frac{c_k}{2^\frac{d}{2} + 1}\Gamma\left(\frac{d}{2}\right)^2.
\]

From Mejjaoli-Trimeche [14] one can extract the following proposition, that gives an extended Pizzetti’s formula associated with the Dunkl operators.

**Proposition 4.1** Let \(f \in C^\infty(\mathbb{R}^d)\) and \(a \in \mathbb{R}^d\). The following asymptotic expansion is valid

\[
\frac{1}{\sigma_k(d)} \int_{S^{d-1}} \tau^a f(\varepsilon\omega)w_k(\omega)d\sigma(\omega) \sim \Gamma\left(\frac{d}{2}\right)\sum_{n=0}^{\infty} \left(\frac{\varepsilon}{2}\right)^{2n}\frac{\Delta_k^n f(a)}{n!\Gamma\left(\frac{d}{2} + n\right)}, \quad \varepsilon \to 0^+.
\]

**Lemma 4.2** Let \(u \in S(\mathbb{R}^d)\) one has

\[
(-\Delta_k)^{\alpha/2} u(x) = \frac{1}{\pi_k,d(\alpha)} \int_0^\infty \frac{u(x) - M_k^r u(x)}{r^{1+\alpha}} dr, \quad x \in \mathbb{R}^d, \quad \text{where} \quad \pi_k,d(\alpha) := \frac{\gamma_k,d(\alpha)}{2\sigma_k(d)}.
\]

**Proof.** From Proposition 4.1 (see also [14, Theorem 4.17]), one has

\[
\Delta_k u(x) = \frac{2(2\gamma_k + d)}{\sigma_k(\alpha)} \lim_{r \to 0} \frac{u(x) - M_k^r u(x)}{r^2}.
\]

Therefore, the integrand in the right-hand side of (15) behaves like

\[
\frac{u(x) - M_k^r u(x)}{r^{1+\alpha}} = O(r^{1-\alpha}), \quad r \to 0.
\]

Since \(u \in S(\mathbb{R}^d)\) and \(\alpha \in (0,2)\), we conclude that the integral in the right-hand side of (15) is convergent. On the other hand, the use of the polar coordinates \(x = r\omega\), allows us to rewrite (13), in the following forms
\[ (-\Delta_k)^{\alpha/2} u(x) = \frac{2}{\gamma_{k,d}(\alpha)} \lim_{\varepsilon \to 0^+} \int_0^\infty \frac{1}{r^{1+\alpha}} \int_{\mathbb{R}^d} (u(x) - \tau^\varepsilon u(r\omega)) w_k(\omega) d\sigma(\omega) dr \]
\[ = \frac{2\sigma_k(d)}{\gamma_{k,d}(\alpha)} \lim_{\varepsilon \to 0^+} \int_0^\infty \frac{u(x) - \mathcal{M}_K^\varepsilon u(x)}{r^{1+\alpha}} dr = \frac{1}{\pi_{k,d}(\alpha)} \int_0^\infty \frac{u(x) - \mathcal{M}_K^\varepsilon u(x)}{r^{1+\alpha}} dr. \]
\[ \square \]

### 4.1 Computation of the constant \( \gamma_{k,d}(\alpha) \)

The reason behind the introduction of the constant \( \gamma_{k,d}(\alpha) \) in (11), is to insure the validity of identity (9). Its exact form is given here.

**Proposition 4.3** The constant \( \gamma_{k,d}(\alpha) \) in (11) is given by

\[
\gamma_{k,d}(\alpha) := \frac{c_k|\Gamma(-\frac{\alpha}{2})|}{2^{\alpha+d} \pi^{\frac{\alpha+d}{2}}}.
\]  

(16)

Then, for every \( u \in S(\mathbb{R}^d) \), we have

\[
\mathcal{F}_k(-\Delta_k)^{\alpha/2} u(\xi) = |\xi|^{\alpha} \mathcal{F}_k u(\xi), \quad \xi \in \mathbb{R}^d.
\]  

(17)

**Proof.** From [20, formula 4.4], we have

\[
\mathcal{M}_K^\varepsilon u(x) = \frac{1}{c_k} \int_{\mathbb{R}^d} \mathcal{J}_{\gamma_k+d/2-1}(r|\xi|) \mathcal{F}_k u(\xi) \mathcal{E}_k(i\xi,x) w_k(\xi) d\xi,
\]

where, the normalized Bessel functions \( \mathcal{J}_k(x) \) is defined by

\[
\mathcal{J}_k(x) := \Gamma(k+1) (2/x)^k J_k(x).
\]

Here, \( J_k(x) \) is the Bessel Function of the first kind [29]. Then

\[
u(x) - \mathcal{M}_K u(x) = \int_{\mathbb{R}^d} \left( 1 - \mathcal{J}_{\gamma_k+d/2-1}(r|\xi|) \right) \mathcal{F}_k u(\xi) \mathcal{E}_k(i\xi,x) w_k(\xi) d\xi.
\]

Substituting this expression in the integrand of (15), one has

\[
(-\Delta_k)^{\alpha/2} u(x) = \frac{1}{\pi_{k,d}(\alpha)} \int_0^\infty \int_{\mathbb{R}^d} \frac{1 - \mathcal{J}_{\gamma_k+d/2-1}(r|\xi|)}{r^{1+\alpha}} \mathcal{F}_k u(\xi) \mathcal{E}_k(i\xi,x) w_k(\xi) d\xi.
\]

Applying Fubini-Tonelli’s theorem and taking into account of integral representation of the function \( |\lambda|^\alpha \), provided by [2, Lemma 3.2],
\[ |\lambda|^\gamma = \frac{2^{\gamma+1} \Gamma(v+\frac{\gamma}{2}+1)}{\Gamma(v+1)|\Gamma(-\frac{\gamma}{2})|} \int_0^\infty (1-J_v(\lambda x)) \frac{dx}{x^{\gamma+1}}, \quad 0 < \gamma < 2, \]

we obtain

\[ (-\Delta_k)^{\alpha/2} u(x) = \frac{1}{\pi_{k,d}(\alpha)} \int_{\mathbb{R}^d} \left( \int_0^\infty \frac{1-J_{Re+\mu/2-1}(r|\xi|)}{r^{1+\alpha}} dr \right) \mathcal{F}_k u(\xi) E_k(i\xi, x) w_k(\xi) d\xi \]

\[ = \frac{\Gamma(\gamma+\frac{\alpha}{2})\Gamma(-\frac{\gamma}{2})}{\pi_{k,d}(\alpha)2^\alpha \Gamma(\gamma+\frac{d+\alpha}{2})} \int_{\mathbb{R}^d} |\xi|^\alpha \mathcal{F}_k u(\xi) E_k(i\xi, x) w_k(\xi) d\xi. \]

Therefore,

\[ \mathcal{F}_k (-\Delta_k)^{\alpha/2} u(\xi) = \frac{\Gamma(\gamma+\frac{\alpha}{2})\Gamma(-\frac{\gamma}{2})}{\pi_{k,d}(\alpha)2^\alpha \Gamma(\gamma+\frac{d+\alpha}{2})} |\xi|^\alpha \mathcal{F}_k u(\xi), \quad \xi \in \mathbb{R}^d. \]

In order to fulfill the equation (17), we impose that the normalized constant, in the above equation, satisfies

\[ \frac{\Gamma(\gamma+\frac{\alpha}{2})\Gamma(-\frac{\gamma}{2})}{\pi_{k,d}(\alpha)2^\alpha \Gamma(\gamma+\frac{d+\alpha}{2})} = 1. \]

For this to happen, we necessarily have

\[ \gamma_{k,d} = \frac{c_k(\gamma+\frac{\alpha}{2})}{2^\alpha+\gamma+\mu/2 \Gamma(\gamma+\frac{d+\alpha}{2})}. \]

\[ \square \]

**Lemma 4.4** For \( \alpha \in (0, 2) \), we have

\[ \int_{\mathbb{R}^d} \frac{2-E_k(i\xi,y)-E_k(-i\xi,y)}{|y|^\alpha+2\gamma+d} w_k(y) dy = \frac{c_k(\gamma+\frac{\alpha}{2})|\xi|^\alpha}{2^\alpha+\gamma+\mu/2 \Gamma(\gamma+\frac{d+\alpha}{2})}. \]

**Proof.** From the above property (10) one has,

\[ \int_{\mathbb{R}^d} \Gamma_k(t,y) \left( 2-E_k(-i\xi,y)-E_k(i\xi,y) \right) w_k(y) dy = 2 \left( 1-e^{-t|\xi|^2} \right). \]  \hspace{1cm} (18)

Multiplying the members of (18) by \( t^{1+\alpha/2} \) and integrating over \((0, \infty)\) with respect to the variable \( t \), we get

\[ \int_0^\infty \int_{\mathbb{R}^d} \Gamma_k(t,y) \left( 2-E_k(-i\xi,y)-E_k(i\xi,y) \right) w_k(y) dy dt = 2 \int_0^\infty \frac{1-e^{-t|\xi|^2}}{t^{1+\alpha/2}}. \]

From the integral representation of the Dunkl Kernel given in (5), we deduce that

\[ 2-E_k(iy,\xi)-E_k(-iy,\xi) = 2 \int_{\mathbb{R}^d} \left( 1-\cos((y,\eta)) \right) \mu_k^\xi(\eta) \geq 0. \]  \hspace{1cm} (19)
Taking into account (19) and applying Fubini-Tonelli’s theorem, we obtain
\[
\int_{\mathbb{R}^d} \int_0^\infty \frac{\Gamma(t,y)}{t^{1+\alpha/2}} dt \left(2 - \mathcal{E}_k(-i\xi, y) - \mathcal{E}_k(i\xi, y)\right) w_k(y) dy = 2 \int_0^\infty \frac{1 - e^{-|\xi|^2}}{t^{1+\alpha/2}} dt.
\]

A straightforward computation shows that
\[
\int_0^\infty \frac{\Gamma(t,y)}{t^{1+\alpha/2}} dt = \int_0^\infty t^{-(1+\gamma+\alpha/2+\delta/2)} e^{-\frac{|\eta|^2}{2}} dt = 2^{\alpha+\gamma+\delta/2} \frac{\Gamma(\gamma + \frac{\alpha+\delta}{2})}{\Gamma(\frac{\alpha+\gamma+\delta}{2})} c_y|\alpha+2\gamma+\delta|^\frac{\alpha}{2}.
\]

Therefore,
\[
\int_{\mathbb{R}^d} \frac{2 - \mathcal{E}_k(i\xi, y) - \mathcal{E}_k(-i\xi, y)}{|y|^{\alpha+2\gamma+\delta}} w_k(y) dy = \frac{c_y \Gamma(-\frac{\alpha}{2})}{2^{\alpha+\gamma+\delta/2} \Gamma(\gamma + \frac{\alpha+\delta}{2})}.
\]

\[\square\]

**Example 4.5 (The rank one case)** In the case \(d = 1\), the root system \(\mathcal{R}\) equal to \(\{\pm \sqrt{2}\}\), \(G = \mathbb{Z}_2\) and \(w_k(x) = |x|^{2k}\). Accordingly, the Dunkl operator \(T_k\), associated with the multiplicity parameter \(k \geq 0\), is given by
\[
T_k := \partial_x + \frac{k}{x} (1 - s), \quad (\text{see also} \ [8, \text{Definition 4.4.2}]).
\]
and the corresponding Dunkl Laplacian operator \(\Delta_k\) is given by
\[
\Delta_k := T_k^2 = \partial_x^2 + \frac{2k}{x} \partial_x - \frac{k}{x^2} (1 - s),
\]
where \(s\) is the reflection operator, which acts on a function \(f(x)\) of real variable as:
\[
(sf)(x) := f(-x).
\]

Now, consider the so-called nonsymmetric Bessel function, also called Dunkl-type Bessel function, in the rank one case (see [8, §4]):
\[
\mathcal{E}_k(x) := J_{k-1/2}(ix) + \frac{x}{2k+1} J_{k+1/2}(ix).
\]

Then, we have the eigenvalue equations
\[
T_k(\mathcal{E}_k(i\lambda x)) = i\lambda \mathcal{E}_k(i\lambda x), \quad \Delta_k(\mathcal{E}_k(i\lambda x)) = -\lambda^2 \mathcal{E}_k(i\lambda x),
\]
and the Dunkl transform is given by
\[
(\mathcal{F}_k f)(\lambda) = \frac{1}{2^{k+1/2} \Gamma(k+1/2)} \int_{-\infty}^{\infty} f(x) \mathcal{E}_k(-i\lambda x) |x|^{2k} dx.
\]

In [17], Rösler introduced the following generalized translation \(\tau^a\) defined by
\[
\tau^k u(y) := \frac{1}{2} \int_{-1}^{1} u\left(\sqrt{x^2 + y^2 - 2xyt}\right) \left(1 + \frac{x - y}{\sqrt{x^2 + y^2 - 2xyt}}\right) h_k(t) \, dt \\
+ \frac{1}{2} \int_{-1}^{1} u\left(-\sqrt{x^2 + y^2 - 2xyt}\right) \left(1 - \frac{x - y}{\sqrt{x^2 + y^2 - 2xyt}}\right) h_k(t) \, dt,
\]
where,
\[
h_k(t) = \frac{\Gamma(k + 1/2)}{2^{2k} \sqrt{\pi} \Gamma(k)} (1 + t)(1 - t)^k - 1.
\]

**Theorem 4.6** Let \( u \in S(\mathbb{R}) \). Then we have
\[
(-\Delta_k)^{\alpha/2} u(x) = \frac{2^\alpha \Gamma(k + \alpha + 1)}{\Gamma(k + \frac{\alpha + 1}{2}) \Gamma\left(-\frac{\alpha}{2}\right)} \lim_{\varepsilon \to 0} \int_{|x| \geq \varepsilon} \int_{|y| \leq \varepsilon} \frac{u(x) - \tau^k u(y)}{|x - y|^{k+\alpha+1/2}} \, dt \, dy,
\]
where
\[
\sigma_{k,x}^{\alpha}(t,y) = \frac{\Gamma(k + 1/2)}{2^{2k} \sqrt{\pi} \Gamma(k)} (1 + t)(1 - t)^k - 1.
\]

**Proof.** In dimension one, the formula (13) reads
\[
(-\Delta_k)^{\alpha/2} u(x) = \frac{2^\alpha \Gamma(k + \alpha + 1)}{\Gamma(k + \frac{\alpha + 1}{2}) \Gamma\left(-\frac{\alpha}{2}\right)} \lim_{\varepsilon \to 0} \int_{|x| \geq \varepsilon} \int_{|y| \leq \varepsilon} \frac{u(x) - \tau^k u(y)}{|x - y|^{k+\alpha+1/2}} \, dt \, dy,
\]
and the result follows after substituting the expression (20) in the above formula.

**Example 4.7 (Radial functions)** Recall that a function \( u \) defined on \( \mathbb{R}^d \) is radial, if there exists a function \( u_0 \) defined on \( [0, \infty[ \) such that \( u(x) = u_0(|x|) \), \( x \in \mathbb{R}^d \). In polar coordinates \( x = r \omega \), the Dunkl Laplacian \( \Delta_k \) is expressed as follows
\[
\Delta_k = \frac{d^2}{dr^2} + \frac{2\gamma + d - 1}{r} \frac{d}{dr} \Delta_{k, S},
\]
where \( \Delta_{k, S} \) is the analogue of the Laplace-Beltrami operator on the sphere \( S^{d-1} \). We refer the reader to [30] for more details concerning \( \Delta_{k, S} \). From (21), we see that the operator \( \Delta_k \) acts on the radial function \( u(x) = u_0(|x|) \) as follows:
\[
\Delta_k u(x) = \mathcal{L}_{\gamma + d/2 - 1} u_0(|x|),
\]
where the Bessel operator is
\[
\mathcal{L}_{\gamma + d/2 - 1} = \frac{d^2}{dr^2} + \frac{2\gamma + d - 1}{r} \frac{d}{dr}.
\]
The Dunkl transform and the Fourier Bessel transform are deeply connected. In fact the Dunkl transform of a radial function \( u \in L^1_k(\mathbb{R}^d) \) is again radial, i.e.
\[ \mathcal{F}_k u(x) = \mathcal{F}_k^B u_0(\rho), \]

where \( \mathcal{F}_k^B u_0 \) is the Fourier-Bessel transform of \( u_0 \in L^1((0, \infty), d\sigma) \), given by

\[ \mathcal{F}_k^B u_0(r) = \frac{2^{1-\kappa d/2}}{\Gamma(\kappa + d/2)} \int_0^\infty u_0(s) \mathcal{F}_k^B u_0(s) s^{2\kappa + d - 1} ds. \]

The fractional Bessel operator \( (-\mathcal{L}_k^{\kappa + d/2 - 1}) \) was considered in [2] and is defined as a Fourier-Bessel multiplier. Further, from [2, Theorem 3.5], we have

\[ (-\mathcal{L}_k^{\kappa + d/2 - 1})^{\alpha/2} f(r) = \frac{2^{\alpha + 1}}{\Gamma(\kappa + d/2 + \frac{\alpha}{2})} \int_0^\infty f(r) - T^r f(\rho) \frac{d\rho}{\rho^{1 + \alpha}}, \]

where

\[ T^r f(\rho) = \frac{\Gamma(\frac{d}{2})}{\sqrt{\pi} \Gamma(\frac{d+1}{2})} \int_0^\pi f_0(\sqrt{r^2 + 2r\rho \cos \theta} \sin \theta) \sin^{d-2} \theta d\theta. \]

**Theorem 4.8** Let \( \alpha \in (0, 2) \). For every radial function \( u(x) = u_0(|x|) \in S(\mathbb{R}^d) \), the fractional Laplace operator \( (-\Delta_k)^{\alpha/2} u(x) \) is a radial function. Furthermore,

\[ (-\Delta_k)^{\alpha/2} u(x) = \zeta_\alpha(\alpha) \int_0^\infty \int_0^\pi \left[ u_0(|x|) - u_0(\sqrt{r^2 + 2r\rho \cos \theta} + r |x| \cos \theta) \right] \sin^{2\kappa + d - 1} \theta \rho^{1 + \alpha} d\theta dr, \]

where the normalized constant \( \zeta_\alpha(\alpha) \) is given by

\[ \zeta_\alpha(\alpha) = \frac{2^{\alpha + 1} \Gamma(\kappa + d/2 + \frac{\alpha}{2})}{\sqrt{\pi} \Gamma(\kappa + d/2 + \frac{\alpha}{2})}. \]

**Proof.** From (4.7), the functions \( \mathcal{F}_k u(\xi) \) and \( \mathcal{F}_k^{-1} (|\xi|^{\alpha} \mathcal{F}_k u(\xi)) \) are radial. Then,

\[ \mathcal{F}_k^{-1} (|\xi|^{\alpha} \mathcal{F}_k u(\xi)) = \mathcal{F}_k^{-1} (|\xi|^{\alpha} \mathcal{F}_k^B u_0(|\xi|)) = \mathcal{F}_k^B \mathcal{F}_k^B u_0(|\rho|), \]

and

\[ (-\Delta_k)^{\alpha/2} u(x) = \frac{2^{\alpha + 1} \Gamma(\kappa + d/2 + \frac{\alpha}{2})}{\Gamma(\kappa + \frac{d}{2}) \Gamma(-\frac{\alpha}{2})} \int_0^\infty u_0(|x|) - T^{\rho} u_0(\rho) \frac{d\rho}{\rho^{1 + \alpha}}. \]

The result follows after substituting \( T^{\rho} u_0(\rho) \) in the above formula by its expression in (22). \( \Box \)
\section{4.2 Bochner's subordination}

Our next is to derive a pointwise (integro-differential) formula for the fractional Dunkl-Laplacian operator \((-\Delta_k)^{\alpha/2}\) by using the heat semigroup formalism. We begin with a preliminary observation that connects the heat semigroup \(\{e^{-t\Delta_k}\}_{t \geq 0}\) to the spherical mean-value operator \(M_k^t u\).

Recall that the heat semigroup \(e^{-t\Delta_k}\) is given by [18]

\[
e^{-t\Delta_k} f(x) = \mathcal{F}_k^{-1} \left( \left( e^{-t\xi^2} \mathcal{F}_k f(\xi) \right)(x) \right), \quad x \in \mathbb{R}^d.
\]

Alternately [18]

\[
e^{-t\Delta_k} f(x) = \int_{\mathbb{R}^d} f(y) \tau^t \Gamma_k(t,y) w_k(y) dy.
\]

\textbf{Lemma 4.9} \textit{Let} \(u \in S(\mathbb{R}^d)\). \textit{For every} \(t \in (0, \infty)\), \textit{we have}

\[
e^{-t\Delta_k} u(x) = u(x) + \frac{\sigma_k(d)}{(2t)^{\frac{d+\alpha}{2}}} \int_0^\infty e^{-r^2/4t} \left[ M_k^t u(x) - u(x) \right] r^{2\alpha+d-1} dr.
\]

\textbf{Proof.} From (10), we have

\[
e^{-t\Delta_k} u(x) - u(x) = \int_{\mathbb{R}^d} \tau^t \Gamma_k(y,t) \left[ u(y) - u(x) \right] w_k(y) dy = \int_{\mathbb{R}^d} \Gamma_k(y,t) \left[ \tau^t u(y) - u(x) \right] w_k(y) dy
\]

\[
= \frac{1}{(2t)^{\frac{d+\alpha}{2}}} \int_0^\infty e^{-r^2/4t} \int_{\mathbb{R}^d} \left[ \tau^t u(r \omega) - u(x) \right] w_k(\omega) d\sigma(\omega) r^{2\alpha+d-1} dr
\]

\[
= \frac{\sigma_k(d)}{(2t)^{\frac{d+\alpha}{2}}} \int_0^\infty e^{-r^2/4t} \left[ M_k^t u(x) - u(x) \right] r^{2\alpha+d-1} dr,
\]

which completes the proof. \(\square\)

\textbf{Proposition 4.10 (Bochner representation)} \textit{For} \(0 < \alpha < 2\) \textit{and} \(u \in S(\mathbb{R}^d)\), \textit{the following holds}

\[
(-\Delta_k)^{\alpha/2} u(x) = \frac{1}{\Gamma(-\frac{\alpha}{2})} \int_0^\infty \left[ e^{-t\Delta_k} u(x) - u(x) \right] \frac{dt}{t^{1+\frac{\alpha}{2}}}
\]

\textbf{Proof.} By Lemma 4.8, we have

\[
\int_0^\infty \left[ e^{-t\Delta_k} u(x) - u(x) \right] \frac{dt}{t^{1+\alpha/2}} = \frac{\sigma_k(d)}{2^{\frac{\alpha}{2}} \Gamma(\frac{d+\alpha}{2})} \int_0^\infty \int_0^\infty \frac{e^{-r^2/4t}}{t^{\frac{d+\alpha}{2}+1}} dt \left[ M_k^t u(x) - u(x) \right] r^{2\alpha+d-1} dr
dt
\]

\[
= \frac{\sigma_k(d)}{2^{\frac{\alpha}{2}} \Gamma(\frac{d+\alpha}{2})} \int_0^\infty \left( \int_0^\infty \frac{e^{-r^2/4t}}{t^{\frac{d+\alpha}{2}+1}} dt \right) \left[ M_k^t u(x) - u(x) \right] r^{2\alpha+d-1} dr,
\]

assuming that we can exchange the order of integration. Finally, since

\[
\int_0^\infty \frac{e^{-r^2/4t}}{t^{\frac{d+\alpha}{2}+1}} dt = 2^{\frac{\alpha}{2}} r^{2\alpha+d+\frac{d}{2}} \frac{\Gamma\left(\frac{d+\alpha}{2}\right)}{\Gamma\left(\frac{d+\alpha+1}{2}\right)} r^{-(2\alpha+d+\alpha)},
\]

\(\Box\)
then,
\[ (-\Delta_k)^{\alpha/2} u(x) = \frac{1}{|\Gamma(-\frac{\alpha}{2})|} \int_0^\infty \left[ e^{-t\Delta_k} u(x) - u(x) \right] \frac{dt}{t^{1+\frac{\alpha}{2}}}. \]

\( \square \)

5 Extension problem

5.1 Fundamental solution of \((-\Delta_k)^{\alpha/2}\)

For \( \alpha \in \mathbb{C}, \text{Re}(\alpha) > 0 \), we denote by \(|x|^{-\alpha}\) the tempered distribution defined by

\[ \langle |x|^{-\alpha}, \varphi \rangle = \frac{1}{c_k} \int_{\mathbb{R}^d} \frac{\varphi(x)}{|x|^\alpha} w_k(x) dx, \quad \varphi \in \mathcal{S}(\mathbb{R}^d). \]  

For \( \Re(\alpha) < d + 2\gamma \), the function \(|x|^{-\alpha}\), as a distribution, generates a regular functional. However, if \( \Re(\alpha) \geq d + 2\gamma \), then \(|x|^{-\alpha}\) is non-regular. In this case, it can be interpreted in the sense of regularization achieved by analytical continuation of the mapping \( \alpha \rightarrow \langle |x|^{-\alpha}, \varphi \rangle \) from the left half-plane \( \Re(\alpha) < d + 2\gamma \). In the polar coordinates \( y = r\omega \), the equation (27) is expressed by a spherical mean type for the Dunkl operator in the following form

\[ \langle |x|^{-\alpha}, \varphi \rangle = \frac{1}{c_k} \int_0^\infty \int_{S^{d-1}} \varphi(ry) w_k(y) d\sigma(y) r^{2\gamma + d - \alpha - 1} dr \]

\[ = \frac{1}{2^{\gamma + d - 1}} \Gamma(\gamma + d/2) \int_0^\infty \mathcal{M}_r^k \varphi(x) r^{2\gamma + d - \alpha - 1} dr, \quad \varphi \in \mathcal{S}(\mathbb{R}^d). \]

Proposition 5.1 Let \( \varphi \in \mathcal{S}(\mathbb{R}^d) \). The function \( \alpha \rightarrow \langle |x|^{-\alpha}, \varphi \rangle \) has an analytic extension to \( \mathbb{C} - \{2\gamma + 2p + d, \ p \in \mathbb{N}\} \), with simple poles at \( \alpha = 2\gamma + 2p + d \) and

\[ \text{Res}(\langle |x|^{-\alpha}, \varphi \rangle; 2\gamma + d + 2p) = -\frac{\Delta^p \varphi(0)}{2^{2p+\gamma+d/2} \Gamma(\gamma + d/2 + p) p!}. \]  

Proof. Observe that, for \( \Re(\alpha) < 2\gamma + 2n + d \), we have

\[ r \int_0^\infty \mathcal{M}_r^k \varphi(0) r^{2\gamma + d - \alpha - 1} dr = \int_0^1 r^{2\gamma + d - \alpha - 1} \left( \mathcal{M}_r^k \varphi(0) - \sum_{p=0}^n \frac{\Delta^p \varphi(0)}{4p(\gamma + d/2)_k p!} \right) dr \]

\[ + \sum_{p=0}^n \frac{\Delta^p \varphi(0)}{2^{2p}(\gamma + d/2)_p p!} \frac{1}{2\gamma + 2p + d - \alpha} + \int_1^\infty \mathcal{M}_r^k \varphi(0) r^{2\gamma + d - \alpha - 1} dr. \]

From Proposition 4.1 we have
\[ \mathcal{M}_d \psi(0) - \sum_{p=0}^{n} \frac{r^{2p}}{4^p(\gamma + d/2)^p p!} \Delta_k^p \psi(0) = o(r^n), \quad r \to 0. \]

The right hand-side of (29) does not depend on the choice of \( n \) \( (n > \frac{1}{2}(\Re(\alpha) - 2\gamma - d)) \) and from (5.1), then the right hand-side of the formula (29) yields an analytic continuation of the mapping \( \alpha \to (|x|^{-\alpha}, \psi) \) on \( \mathbb{C} - \{2\gamma + 2p + d, p = 0, 1, 2, \ldots\} \), with simple poles at \( \alpha = 2\gamma + 2p + d \) and

\[ \operatorname{Res}(|x|^{-\alpha}, \psi); 2\gamma + 2p + d) = -\frac{c_k(d)\Delta_k^p \psi(0)}{c_k 2^p(\gamma + d/2)^p p!}. \]

\[ \square \]

**Proposition 5.2** The Dunkl transform of the distribution \( |x|^{-\alpha} \in \mathcal{S}'(\mathbb{R}^d) \) is given by

\[ \langle |x|^{-\alpha}, \psi \rangle = d_k(\alpha) \begin{cases} |x|^{\alpha - 2\gamma - d}, & \alpha \neq 2\gamma + d + 2p, \alpha \neq -2p, \\ (-\Delta_k)^p \delta, & \alpha = -2p. \end{cases} \]

Here \( \delta \) is the Dirac delta function, \( p \in \mathbb{N} \cup \{0\} \), the constant \( d_k(\alpha) \) being given by

\[ d_k(\alpha) = \begin{cases} \frac{\Gamma(\gamma + (d-\alpha)/2)}{c_k 2^{(\alpha-d)/2} \Gamma(\alpha/2)}, & \alpha \neq 2\gamma + d + 2p, \alpha \neq -2p, \\ 1, & \alpha = -2p. \end{cases} \]

**Proof.** Let \( \varphi \in \mathcal{S}(\mathbb{R}^d) \), we have

\[ \langle |x|^{-\alpha}, \varphi \rangle := \langle |x|^{-\alpha}, \varphi \rangle = \frac{1}{c_k} \int_{\mathbb{R}^d} \varphi(x) \langle |x|^{-\alpha}, w_k(x) \rangle dx. \]

Using Parseval identity for the Dunkl transform, and taking account of (10), we obtain

\[ \int_{\mathbb{R}^d} \mathcal{F}_k(\varphi)(x) e^{-t|x|^2} w_k(x) dx = \frac{1}{(2t)^{\gamma + d/2}} \int_{\mathbb{R}^d} \varphi(x) e^{-|x|^2/4t} w_k(x) dx. \tag{29} \]

Now, multiplying both sides of the equation (29) by \( r^{1+\alpha/2} \) and integrating over \((0, \infty)\) with respect to the variable \( r \), we obtain, for \( 0 < \alpha < 2\gamma + d \), that

\[ \Gamma(\alpha/2) \int_{\mathbb{R}^d} \frac{\varphi(x)}{|x|^\alpha} w_k(x) dx = \frac{\Gamma(\gamma + (d-\alpha)/2)}{2^{\alpha - \gamma - d/2}} \int_{\mathbb{R}^d} \frac{\varphi(x)}{|x|^{2\gamma + d - \alpha}} w_k(x) dx. \]

By analytic continuation for \( \alpha \in \mathbb{C} \) such that \( \alpha \neq 2\gamma + d + 2p, p = 0, 1, 2, \ldots \) and \( \alpha \neq -2p, p = 0, 1, 2, \ldots \), it is obvious that

\[ \langle |x|^{-\alpha}, \varphi \rangle = d_k(\alpha)|x|^{\alpha - 2\gamma - d}, \quad \text{where} \quad d_k(\alpha) = \frac{\Gamma(\gamma + (d-\alpha)/2)}{c_k 2^{\alpha - \gamma - d/2} \Gamma(\alpha/2)}. \tag{30} \]
For \( \alpha = -2p \) and \( p = 0, 1, \ldots \), we have
\[
< |x|^{2p}, \phi > = \frac{1}{c_k} \int_{\mathbb{R}^d} \Theta(x)|x|^{2p}w_k(x)dx = \frac{1}{c_k} \int_{\mathbb{R}^d} (-\Delta_k)^p \phi(x)w_k(x)dx = \Delta_k^p \phi(0),
\]
and finally,
\[
|x|^{2p} = (-\Delta_k)^p \delta.
\]
\[
\square
\]
Recall \( I_\nu \) the modified Bessel function of the first kind and \( K_\nu \) the modified Bessel of the third kind, of order \( \nu \neq 0, \pm 1, \pm 2, \ldots \), are given in [29], by
\[
I_\nu(z) = \sum_{n=0}^{\infty} \frac{(z/2)^{\nu+2n}}{\Gamma(n+\frac{\nu}{2})n!} \quad \text{and} \quad K_\nu(z) = \frac{\pi}{2} \frac{I_\nu(z) - I_\nu(-z)}{\sin \nu z}, \quad |\arg(z)| < \pi.
\]
We will also consider
\[
q_{\alpha, \gamma}(x) = \frac{d_k(\alpha)}{(\gamma^2 + |x|^2)^{\frac{d-\alpha}{4}}}, \quad y > 0,
\]
and state the following preparatory result.

**Lemma 5.3** For \( d \geq 2 \) and \( y > 0 \), we have

1. \( \tilde{q}_{\alpha, \gamma}(x) = \frac{y^{\alpha/2}K_{\alpha/2}(y|x|)}{c_k^{2d/2} \Gamma(\frac{\alpha}{2})|x|^{\frac{\alpha}{2}}}; \)
2. \( (-\Delta_k)^{\alpha/2} q_{\alpha, \gamma}(x) = \frac{\Gamma(\frac{\alpha+(d+\alpha)/2}{\alpha})}{c_k^{2d/2} \Gamma(\frac{\alpha}{2})} y^{\alpha}(\gamma^2 + |x|^2)^{-\frac{\gamma \alpha}{2}}. \)

**Proof.** 1) Let \( \phi \in S(\mathbb{R}^d) \), we have
\[
< \tilde{q}_{\alpha, \gamma}, \phi > = \frac{d_k(\alpha)}{(\gamma^2 + |x|^2)^{\frac{d-\alpha}{4}}} \int_{\mathbb{R}^d} \Theta(x)w_k(x)dx = \frac{d_k(\alpha)}{\Gamma(\gamma^2 + |x|^2)^{\frac{d-\alpha}{2}}} \int_{\mathbb{R}^d} e^{-|x|^2} \Theta(x)w_k(x)dxdt
\]
Using Parseval identity for the Dunkl transform and taking into account (10), we obtain
\[
\int_{\mathbb{R}^d} e^{-|x|^2} \Theta(x)w_k(x)dx = \frac{1}{(2\pi)^{d/2}} \int_{\mathbb{R}^d} e^{-|y|^2/4} \phi(x)w_k(x)dx.
\]
Substituting (32) in the integrand (31) and using Fubini-Tonelli’s theorem, we obtain
\[
< \tilde{q}_{\alpha, \gamma}, \phi > = \frac{d_k(\alpha)}{2^{d/2} \Gamma(\gamma^2 + |x|^2)^{\frac{d-\alpha}{2}}} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} t^{-\alpha/2} e^{-|y|^2/4} \phi(x)w_k(x)dxdt\]
Now, using formula [12, p. 340]
\[
\int_{0}^{\infty} t^{\nu-1} e^{-t(x+h)} \, dt = 2(a/b)^{\nu/2} K_\nu(2\sqrt{ab}),
\]
we obtain
On the Fractional Dunkl Laplacian

\[ <\tilde{q}_{\alpha,y}, \phi> = \frac{d_k(\alpha)^{\alpha/2}}{2^{\gamma_k}(d-\alpha)/2-1}\Gamma(\gamma_k + \frac{d-\alpha}{2}) \int_{\mathbb{R}^d} |x|^{-\alpha/2} K_{\alpha/2}(y|x) \phi(x) w_k(x) dx \]

\[ = \frac{c_2^{\alpha/2}}{\Gamma(\alpha/2)} \int_{\mathbb{R}^d} |x|^{-\alpha/2} K_{\alpha/2}(y|x) \phi(x) w_k(x) dx, \]

and this proves 1).

2) From 1), we have

\[ (-\Delta_k)^{\alpha/2} q_{\alpha,y}(x) = \frac{y^{\alpha/2}|x|^{\gamma_k-d/2}}{c_2^{\alpha/2-1}\Gamma(\alpha/2)} \int_0^\infty K_{\alpha/2}(ry) J_{\gamma_k+d/2-1}(r|x|) r^{\gamma_k+(d+\alpha)/2} dr. \]

Making the substitutions \( \nu \rightarrow y_k + d/2 - 1, \mu \rightarrow \alpha/2, \lambda \rightarrow -\gamma_k -(d+\alpha)/2, a \rightarrow y, b \rightarrow |x| \) in the integral [8, 10.43.26]

\[ \int_0^\infty I^{-\lambda} K_{\mu}(at) J_{\nu}(bt) dt = \frac{b^\nu \Gamma\left(\frac{1}{2}(v+\mu-\lambda+1)\right) \Gamma\left(\frac{1}{2}(v+\mu+\lambda+1)\right)}{2^{\nu-1} a^{\nu-\lambda+1} \Gamma(v+1)} {}_2F_1\left(\frac{1}{2}(v+\mu-\lambda+1), \frac{1}{2}(v+\mu+\lambda+1); \frac{\nu}{v+1}; -\frac{a^2}{b^2}\right), \]

where, \( 0 < a < b, -1 < \Re(\lambda) < \Re(\mu + \nu + 1) \), we get

\[ (-\Delta_k)^{\alpha/2} q_{\alpha,y}(x) = \frac{y^\alpha(c_2^{\alpha/2} \Gamma(\alpha/2))^{-\gamma_k - \frac{d-\alpha}{2}}}{2^{\alpha-1} \Gamma(\alpha/2)} \phi(x)^2 |x|^\gamma_k \]

\[ \Box \]

**Theorem 5.4** Let \( d \geq 2, 0 < \alpha < 2 \), and recall the normalized constant \( d_k(\alpha) \) is defined in (30). Then, the function

\[ f_\alpha(x) = d_k(\alpha)|x|^{-(2\gamma_k+d-\alpha)}, \]

is a fundamental solution for \((-\Delta_k)^{\alpha/2}\), that is \((-\Delta_k)^{\alpha/2} f_\alpha = \delta\).

**Proof.** Let \( \phi \in S(\mathbb{R}^d) \). Since \( \lim_{y \to 0^+} q_{k,y}(x) = f_\alpha(x) \), by Lebesgue dominated convergence theorem we have

\[ \lim_{y \to 0^+} \int_{\mathbb{R}^d} q_{k,y}(x)(-\Delta_k)^{\alpha/2} \phi(x) w_k(x) dx = \int_{\mathbb{R}^d} f_\alpha(x)(-\Delta_k)^{\alpha/2} \phi(x) w_k(x) dx. \]

On the other hand, form Lemma (5.3), we can write
\[ \int_{\mathbb{R}^d} (-\Delta_k)^{\alpha/2} q_{k,y}(x) \varphi(x) w_k(x) dx = \frac{\Gamma(\gamma_k + (d + \alpha)/2)}{c_k 2^{-\gamma_k-d/2} \Gamma(\alpha/2)} \int_{\mathbb{R}^d} \frac{\varphi(y)}{(1 + |y|^2)^{\gamma_k + d\alpha/2}} w_k(y) dy. \]

Using again Lebesgue dominated convergence theorem, we get
\[
\lim_{y \to 0^+} \int_{\mathbb{R}^d} (-\Delta_k)^{\alpha/2} q_{k,y}(x) \varphi(x) w_k(x) dx = \varphi(0) \frac{\Gamma(\gamma_k + (d + \alpha)/2)}{c_k 2^{-\gamma_k-d/2} \Gamma(\alpha/2)} \int_{\mathbb{R}^d} \frac{1}{(1 + |x|^2)^{\gamma_k + d\alpha/2}} w_k(x) dx.
\]

To complete the proof of this Theorem, it suffices to prove that
\[
\frac{\Gamma(\gamma_k + (d + \alpha)/2)}{c_k 2^{-\gamma_k-d/2} \Gamma(\alpha/2)} \int_{\mathbb{R}^d} \frac{1}{(1 + |x|^2)^{\gamma_k + d\alpha/2}} w_k(x) dx = 1.
\]

Indeed, using the polar coordinates \( x = r \omega \), we get
\[
\int_{\mathbb{R}^d} \frac{1}{(1 + |x|^2)^{\gamma_k + d\alpha/2}} w_k(x) dx = \sigma_k(d) \int_0^\infty \frac{r^{2\gamma_k + d - 1} dr}{(1 + r^2)^{\gamma_k + (d+\alpha)/2}}.
\]

From the integral representation for the Beta function (see, [8, 5.12.3])
\[
\beta(a,b) := \frac{\Gamma(a) \Gamma(b)}{\Gamma(a+b)} = \int_0^\infty \frac{t^{a-1} dt}{(1+t)^{a+b}},
\]

we have
\[
\int_{\mathbb{R}^d} \frac{1}{(1 + |x|^2)^{\gamma_k + d\alpha/2}} w_k(x) dx = \frac{c_k 2^{-\gamma_k-d/2} \Gamma(\alpha/2)}{\Gamma(\gamma_k + (d+\alpha)/2)} \sigma_k(d).
\]
\[ \square \]

### 5.2 Extension problem

The extension problem for the fractional Dunkl-Laplacian is a particular case of the general extension problem proved in [23], see also [24, 10]. In this section, we use the extension problem and the ideas of Caffarelli and Silvestre [5], and we show that the fractional Dunkl-Laplacian, can be seen as the Dirichlet-Neumann map for a local degenerate elliptic equation. Let \( u \in S(\mathbb{R}^d) \) and consider the following problem

\[
\begin{cases}
\Delta_k U(x,y) + \frac{\partial^2 U(x,y)}{\partial y^2} + \frac{1-a}{y} \frac{\partial U(x,y)}{\partial y} = 0, & (x,y) \in \mathbb{R}^d \times (0, \infty), \\
U(x,0) = u(x), & x \in \mathbb{R}^d, \\
U(x,y) \to 0, & y \to \infty.
\end{cases}
\] (33)
We define the kernel $p_{\alpha,y}(x)$ on $\mathbb{R}^d$ by

$$p_{\alpha,y}(x) = b_k(\alpha) \frac{y^\alpha}{(y^2 + |x|^2)^{\frac{\alpha}{2} + \frac{d+1}{2}}}, \quad y > 0,$$

where $b_k(\alpha) = 2^{\alpha + \frac{d}{2}} \frac{\Gamma(\frac{\alpha}{2} + \frac{d+1}{2})}{c_k \Gamma(\frac{\alpha}{2})}$.

The following lemma will be useful in this section.

**Lemma 5.5** The kernel $p_{\alpha,y}$ has the following properties

1) $p_{\alpha,y}(\xi) = \frac{(y|\xi|)^{\alpha/2}}{c_k 2^{\alpha/2-1} \Gamma(\alpha/2)} K_\alpha(y|\xi|)$;

2) $\|p_{\alpha,y}\|_{1,k} = \int_{\mathbb{R}^d} p_{\alpha,y}(x) w_k(x) dx = 1$.

**Proof.** The kernel $p_{\alpha,y}$ being a radial function, then by (4.7), one has

$$p_{\alpha,y}(\xi) = \frac{b_k(\alpha) y^\alpha}{|\xi|^{\alpha + d/2 - 1}} \int_0^\infty \frac{J_{\alpha/2 - 1}(r|\xi|)}{(y^2 + r^2)^{\frac{\alpha}{2} + \frac{d+1}{2}}} r^{\alpha + d/2} dr.$$

The result follows from [12, formula 6.565.4]. □

Note that for $\alpha = 1$, the kernel (5.2) takes the form

$$p_{1,y}(x) = 2^{\frac{d}{2}} \frac{\Gamma(\frac{1}{2})}{c_k} \frac{y}{(y^2 + |x|^2)^{\frac{d+2}{2}}}, \quad y > 0,$$

which is the Poisson-Dunkl kernel for the half-space $\mathbb{R}_+^{d+1}$, see [19, formula (5.3)].

**Theorem 5.6** Let $u \in S(\mathbb{R}^d)$. Then, the solution $U$ to the extension problem (33) is given by

$$U(x,y) = (p_{\alpha,y} * u)(x) = \frac{1}{c_k} \int_{\mathbb{R}^d} p_{\alpha,y}(\xi) \tau^y u(\xi) w_k(\xi) d\xi.$$

Furthermore, we have

$$(-\Delta_k)^{\alpha/2} u(x) = \frac{2^{\alpha-1} \Gamma(\alpha/2)}{\Gamma(1-\alpha/2)} \lim_{y \to 0^+} y^{1-\alpha} \frac{\partial U}{\partial y}(x,y).$$

**Proof.** Applying the Dunkl transform to the variable $x$ in (33), we find

$$\begin{cases} y^2 Y'' + (1 - \alpha) Y' + |\xi|^2 y^2 Y = 0, \\
Y(0) = \mathcal{F}_x u(\xi), \quad \xi \in \mathbb{R}^d, \\
Y(y) \to 0, \quad y \to 0.
\end{cases}$$

(35)
where \( Y(y) = Y_{\xi}(y) = F_k U(\xi, y) \). Thus, the general solution of (35) can be written in the form

\[
Y_{\xi}(y) = A y^{\alpha/2} I_{\alpha/2}(y|\xi|) + B y^{\alpha/2} K_{\alpha/2}(y|\xi|),
\]

where \( A \) and \( B \) are constants depending on \( \xi \). The condition \( \lim_{y \to 0} Y(y) \), gives \( A = 0 \), and then

\[
F_k U(\xi, y) = B y^{\alpha/2} K_{\alpha/2}(y|\xi|).
\]

(36)

To determine the constant \( B \), we use the initial condition \( F_k U(\xi, 0) = F_k u(\xi) \), and the following asymptotic behavior of \( K_v(z) \) near zero:

\[
K_v(z) \sim 2^{\nu-1} \Gamma(\nu) z^{-\nu},
\]

which yields

\[
F_k U(\xi, y) \sim B 2^{\alpha/2-1} \Gamma(\alpha/2)|\xi|^{-\alpha/2}, \quad \text{as } y \to 0,
\]

thus, we impose that

\[
B = \frac{|\xi|^{\alpha/2} F_k u(\xi)}{2^{\alpha/2-1} \Gamma(\alpha/2)}.
\]

Substituting this value of \( B \) in (36), we obtain

\[
F_k U(\xi, y) = \frac{(y|\xi|)^{\alpha/2}}{2^{\alpha/2-1} \Gamma(\alpha/2)} K_{\alpha/2}(y|\xi|) F_k u(\xi).
\]

From Lemma 6.1, we get

\[
U(x, y) = p_{\alpha}^k u(x),
\]

therefore,

\[
U(x, y) = \frac{b_{\alpha, k}}{2 c_k} \int_{\mathbb{R}^d} y^\alpha \frac{\tau^i u(\xi) + \tau^{-i} u(\xi) - 2 u(x)}{(\gamma^2 + |\xi|^2)^{\frac{\alpha + d + \gamma}{2}}} w_k(\xi) \, d\xi + u(x).
\]

Differentiating both sides of the above formula with respect to \( y \), we obtain

\[
y^{1-\alpha} \frac{\partial U}{\partial y}(x, y) = \frac{b_{\alpha, k}}{2 c_k} \int_{\mathbb{R}^d} \frac{\alpha + (\gamma + d + \alpha) y^2}{(\gamma^2 + |\xi|^2)^{\frac{\alpha + d + \gamma}{2}}} \left[ \tau^i u(\xi) + \tau^{-i} u(\xi) - 2 u(x) \right] w_k(\xi) \, d\xi,
\]

and by Lebesgue dominated convergence theorem, we find

\[
\lim_{y \to 0} y^{1-\alpha} \frac{\partial U}{\partial y}(x, y) = \frac{ab_{\alpha, k}}{2 c_k} \int_{\mathbb{R}^d} \frac{\tau^i u(\xi) + \tau^{-i} u(\xi) - 2 u(x)}{|\xi|^{2\gamma + d + \alpha}} w_k(\xi) \, d\xi = \frac{ab_{\alpha, k} \gamma_d(\alpha)}{c_k} \left(-\Delta_k\right)^\alpha.
\]

If, in the last equation, we replace the expression (16) of the constant \( \gamma_d(\alpha) \), we reach the conclusion that (34) is valid. \( \square \)
On the Fractional Dunkl Laplacian

References

1. B. Amri, A. Gasmi and M. Sifi, Linear and bilinear multiplier operators for the Dunkl transform, Mediterranean Journal of Mathematics (2010), vol. 7, no 4, 503–521.
2. F. Bouzeffour & M. Garayev (2021) On the fractional Bessel operator, Integral Transforms and Special Functions, DOI: 10.1080/10652469.2021.1925268.
3. F. Bouzeffour, M. Garayev, Fractional supersymmetric quantum mechanics and lacunary Hermite polynomials, Anal.Math.Phys. 11, 17 (2021).
4. F. Bouzeffour, and W. Jedidi. 2020. "Fractional Supersymmetric Hermite Polynomials" Mathematics 8, no. 2: 193.
5. L. Caffarelli and L. Silvestre, An extension problem related to the fractional Laplacian, Comm. Partial Differential Equations 32 (2007), 1245–1260.
6. I. Cherednik, Double affine Hecke algebras, London Math. Soc. Lect. Note Ser. 319, Cambridge Univ. Press (2005)
7. C.F. Dunkl, Differential-difference operators associated to reflection groups, Trans. Amer. Math. 311 (1989), no. 1, 167–183
8. C. F. Dunkl and Y. Xu, Orthogonal polynomials of several variables, Cambridge University Press, 2001.
9. M.F.E. de Jeu, The Dunkl transform, Invent. Math. 113 (1993), no. 1, 147-162.
10. Garg, M., Rao, A. Fractional extensions of some boundary value problems in oil strata. Proc. India Acad. Sci. (Math. Sci.) 117 (2007) 267–281.
11. T. H. Koornwinder and F. Bouzeffour, Nonsymmetric Askey-Wilson polynomials as vector-valued polynomials, Applicable Anal. 90: 731–746 (2011); arXiv:1006.1140v3.
12. O. I. Marichev, Handbook of Integral Transforms of Higher Transcendental Functions, Theory and Algorithmic Tables, Chichester, Ellis Horwood (1983).
13. I.G. Macdonald, Affine Hecke algebras and orthogonal polynomials, Cambridge Tracts Math. 157, Cambridge Univ. Press (2003)
14. Mejjaoli, H., Trimeche, K.: On a mean value property associated with the Dunkl Laplacian operator and applications. Integr. Transf. and Spec. Funct. 12(3), 279–302 (2001)
15. N. Landkof, Foundations of Modern Potential Theory, Springer-Verlag, 1972.
16. E.M. Opdam, Lecture notes on Dunkl operators for real and complex reflection groups, Math. Soc. Japan Mem. 8 (2000)
17. M. Rösler, Bessel-type signed hypergroup on \( \mathbb{R} \), in Probability measures on groups and related structures XI (Oberwolfach, 1994), H. Heyer & al. (eds.), World Sci. Publ. (1995), 292–304
18. M. Rösler, Generalized Hermite polynomials and the heat equation for Dunkl operators, Comm. Math. Phys. 192 (1998), 519–542
19. M. Rösler, Dunkl operators: theory and applications, in Orthogonal polynomials and special functions (Leuven, 2002), Lect. Notes Math. 1817, Springer-Verlag (2003), 93–135
20. M. Rösler, A positive radial product formula for the Dunkl kernel, Trans. Amer. Math. Soc. 355 (2003), no. 6, 2413–2438.
21. H. Sallam, S. Mustapha and M. Sifi, Riesz potentials and fractional maximal function for the Dunkl transform, J. Lie Theory 19 (2009), no. 4, 725–734.
22. E.M. Stein, G.L. Weiss, On the theory of harmonic functions of several variables I (the theory of \( H^p \) spaces), Acta Math. 103 (1960), 25–62.
23. P. R. Stinga and J. L. Torrea Extension problem and Harnack,\( \triangle \)s inequality for some fractional operators, Comm. Partial Differential Equations 35 (2010), 2092–2122.
24. P. R. Stinga and C. Zhang, Harnack,\( \triangle \)s inequality for fractional nonlocal equations, Discrete Contin. Dyn. Syst. 33 (2013), 3153–3170.
25. S. Thangavelu and Y. Xu, Convolution operator and maximal function for the Dunkl transform, J. Anal. Math. 97 (2005), 25–56.
26. Thangavelu, S.; Xu, Y. Riesz transforms and Riesz potentials for the Dunkl transform, J. Comp. and Appl. Math., Volume 199 (2007), pp. 181–195 | Article | MR 2267542
27. K. Trimeche, *Paley–Wiener theorems for the Dunkl transform and Dunkl translation operators*, Integral Transforms Spec. Funct. 13 (2002), no. 1, 17–38.

28. S. Thangavelu and Y. Xu, *Riesz transforms and Riesz potentials for the Dunkl transform*, J. Comp. and Appl. Math. 199 (2007), 181-195.

29. Watson, G. N. A Treatise on the Theory of Bessel Functions. Cambridge University Press. ISBN 9780521483919.

30. Yuan Xu, Uncertainty principle on weighted spheres, balls and simplexes, J. Approx. Theory 192 (2015), 193–214, DOI 10.1016/j.jat.2014.11.003. MR3313480