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Abstract

In this paper we aim to derive solutions for the SU(N) self-dual Yang–Mills (SDYM) equation with arbitrary N. A set of noncommutative relations are introduced to construct a matrix equation that can be reduced to the SDYM equation. It is shown that these relations can be generated from two different Sylvester equations, which correspond to the two Cauchy matrix schemes for the (matrix) Kadomtsev–Petviashvili hierarchy and the (matrix) Ablowitz–Kaup–Newell–Segur hierarchy, respectively. In each Cauchy matrix scheme we investigate the possible reductions that can lead to the SU(N) SDYM equation and also analyze the physical significance of some solutions, i.e. being Hermitian, positive-definite and of determinant being one.
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1 Introduction

The SU(N) self-dual Yang–Mills (SDYM) equation takes a form [1]

\[(J y J^{-1} y) + (J z J^{-1} z) = 0,\]  

(1.1)

where J is a N × N matrix function of (y, ĝ, z, ĝz) ∈ C^4. To agree with the metric in the Euclidean space R^4, it requires that ĝ and ĝz are complex conjugates of y and z, and J is a positive-definite and Hermitian matrix with |J| = 1 (see Yang’s formulation [16]). Note that the original Yang–Mills equation [17] is not integrable in general but the self-dual gauge field equations are integrable, e.g., in the sense of Painlevé property [5, 12]. One can also refer to an early review [10] or a recent paper [6] and the references therein, or a recent theses [4], for more details.

In the recent paper [6] we developed an approach to construct solutions to the SU(2) SDYM equation by means of the Cauchy matrix method. It is based on a framework of the Cauchy matrix approach to the Ablowitz–Kaup–Newell–Segur (AKNS) equations. Through introducing an independent variable x_0, we were able to establish a set of noncommutative recursive and evolution relations for master functions \{S^{(i,j)}\} (see equations (22) and (23) in [6]), which enable us to construct solutions to the SU(2) SDYM equation. It is possible to extend the approach developed in [6] to the SU(N) SDYM equation for N being even, however, not for arbitrary N.
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In the present paper we aim to construct solutions for the SU($N$) SDYM equation with arbitrary $N$. Our plan is the following. We will begin by recalling the Cauchy matrix approach used in [6] for the SU(2) SDYM equation and presenting a set of derivative and difference relations for the master functions $S^{(i,j)}$ (see (2.4) and (2.5)). We naively assume these relations can be extended from $2 \times 2$ to $N \times N$ matrices with arbitrary $N$. Then we will look for $S^{(i,j)}$ that can match these relations. It turns out that we can have two Cauchy matrix schemes to define such $S^{(i,j)}$, which are associated with two different Sylvester equations, corresponding to the (matrix) Kadomtsev–Petviashvili (KP) hierarchy and the (matrix) AKNS hierarchy, respectively. We will investigate how solutions of the SU($N$) SDYM equations are constructed from these two Cauchy matrix schemes by imposing constraints. As examples, we will discuss some explicit solutions of the SU(2) SDYM equation with respect to their physical significance.

The paper is organized as follows. In Section 2 we recall the Cauchy matrix approach for the SU(2) SDYM equation and introduce a set of noncommutative evolution relations and a recursive relation for the master matrix functions $\{S^{(i,j)}\}$, and then we give two different Sylvester equations that can be used to define the master functions subject to these relations. In Section 3 and 4 we investigate the two Sylvester equations and their related SU($N$) SDYM equations. At this stage the investigation of solutions will be elaborated about their determinants and the Hermitian property. We also analyze some solutions for their positive-definiteness. Finally in Section 5 concluding remarks are given. There are two appendices where in Appendix A we present an alternative proof to obtain equation (2.11), and in Appendix B we provide an example of dimension reduction to a 3-dimensional system.

2 Cauchy matrix schemes

2.1 Cauchy matrix approach to the SU(2) SDYM equation

Let us briefly recall the Cauchy matrix approach used in [6] for deriving solutions to the SU(2) SDYM equation. The Cauchy matrix approach is a method to construct and study integrable equations by means of the Sylvester-type equations. In this approach integrable equations are presented as closed forms of some functions (i.e. $\{S^{(i,j)}\}$) and their shifts (or derivatives). It is first systematically used in [8] to investigate ABS equations and later developed in [15, 18] to more general cases.

Consider the Sylvester equation

$$KM - MK = rs^T,$$  \hfill (2.1)

assigned with general dispersion relations

$$r_{xn} = AK^n r, \quad s_{xn} = A(K^T)^n s, \quad (n \in \mathbb{Z}),$$  \hfill (2.2)

where $\{x_n\}$ are infinitely many complex independent variables, $K, M, A, r, s$ are block matrices

$$K = \begin{pmatrix} K_1 & 0 \\ 0 & K_2 \end{pmatrix}, \quad M = \begin{pmatrix} 0 & M_1 \\ M_2 & 0 \end{pmatrix}, \quad A = \begin{pmatrix} I_{N_1} & 0 \\ 0 & -I_{N_2} \end{pmatrix}, \quad r = \begin{pmatrix} r_1 & 0 \\ 0 & r_2 \end{pmatrix}, \quad s = \begin{pmatrix} 0 & s_1 \\ s_2 & 0 \end{pmatrix},$$

with $K_i \in \mathbb{C}_{N_i \times N_i}, M_1 \in \mathbb{C}_{N_1 \times N_2}[x], M_2 \in \mathbb{C}_{N_2 \times N_1}[x], A_{N_1}, r_i, s_i \in \mathbb{C}_{N_i \times 1}[x], I_{N_i}$ being the $N_i$-th order identity matrix, $x = (\cdot, \cdot, x_{-1}, x_0, x_1, \cdot, \cdot)$, and $N_1 + N_2 = 2N$. It is also assumed that $K_1$ and $K_2$ are invertible and do not share any eigenvalues so that for given $K, r, s$ the Sylvester equation (2.1) has a unique solution $M$ [11]. Define $2 \times 2$ matrix functions

$$S^{(i,j)} = s^T K^j (I_{2N} + M)^{-1} K^i r, \quad (i, j \in \mathbb{Z}).$$  \hfill (2.3)
Using the Sylvester equation (2.1) one can derive a recursive relation for \( \{S^{(i,j)}\} \) (cf. [15, 20]):

\[
S^{(0,0)} S^{(i,0)} = S^{(i+1,0)} - S^{(i,j+1)},
\]

which is independent of the dispersion relation (2.2). By differentiating Sylvester equation (2.1) with respect to \( x_n \) and making use of (2.2), one can derive evolution relations of \( \{S^{(i,j)}\} \) (see [6]):

\[
\begin{align*}
S_{x_n}^{(i,j)} &= S^{(i+n,j)} a - a S^{(i,j+n)} - \sum_{l=0}^{n-1} S^{(n-1-l,j)} a S^{(i,l)}, & (n \in \mathbb{Z}^+) \\
S_{x_0}^{(i,j)} &= S^{(i,j)} a - a S^{(i,j)} = [S^{(i,j)}, a], & (2.5b) \\
S_{x_n}^{(i,j)} &= S^{(i+n,j)} a - a S^{(i,j+n)} + \sum_{l=-1}^{n} S^{(n-1-l,j)} a S^{(i,l)}, & (n \in \mathbb{Z}^-),
\end{align*}
\]

where \( a = \text{diag}(1, -1) \). We call \( \{S^{(i,j)}\} \) master functions in the Cauchy matrix approach since nonlinear equations arise as closed forms of them (see [8, 15, 18]). These relations enabled us to obtain the equations [6]

\[
v_{x_{n+1}} v^{-1} = -u_{x_n}, \quad (n \in \mathbb{Z}),
\]

where \( u = S^{(0,0)} \) and \( v = I_2 - S^{(-1,0)} \), and consequently,

\[
(v_{x_{n+1}} v^{-1})_{x_m} - (v_{x_{n+1}} v^{-1})_{x_n} = 0, \quad (n, m \in \mathbb{Z}).
\]

By properly imposing constraints on the coordinates \( \{x_n\} \) we were able to recover the SU(2) SDYM equation (1.1) from (2.7). More details can be referred from [6].

### 2.2 General assumptions of derivative and difference relation

The relations (2.4) and (2.5), which hold for the \( 2 \times 2 \) matrix case, are crucial and important to obtaining equation (2.6) that finally leads us to the SU(2) SDYM equation. However, the scheme used in [6] can only be extended to the case of \( \mathcal{N} \) being even. In this paper, we naively assume that such a set of relations hold as well for \( \mathcal{N} \times \mathcal{N} \) matrix functions \( \{S^{(i,j)}\} \) with arbitrary \( \mathcal{N} \). This will immediately give rise to the equation (2.6) and so (2.7) where both \( u \) and \( v \) are \( \mathcal{N} \times \mathcal{N} \) matrix functions, from which we might find solutions to the SU(\( \mathcal{N} \)) SDYM equation (1.1). Let us begin by stating our assumption.

**Lemma 1.** Suppose there exist matrix functions \( S^{(i,j)} \in \mathbb{C}_{\mathcal{N} \times \mathcal{N}}[x] \) that satisfy the evolution relations

\[
\begin{align*}
S_{x_n}^{(i,j)} &= S^{(i+n,j)} a - a S^{(i,j+n)} - \sum_{l=0}^{n-1} S^{(n-1-l,j)} a S^{(i,l)}, & (n \in \mathbb{Z}^+) \\
S_{x_0}^{(i,j)} &= S^{(i,j)} a - a S^{(i,j)} = [S^{(i,j)}, a], & (2.8b) \\
S_{x_n}^{(i,j)} &= S^{(i+n,j)} a - a S^{(i,j+n)} + \sum_{l=-1}^{n} S^{(n-1-l,j)} a S^{(i,l)}, & (n \in \mathbb{Z}^-)
\end{align*}
\]

and the difference relation

\[
S^{(i+1,j)} - S^{(i,j+1)} = S^{(0,j)} S^{(i,0)},
\]

where \( a = \text{diag}(1, -1) \).
where \( i, j \in \mathbb{Z} \), \( x = (\cdots, x_{-1}, x_0, x_1, \cdots) \), \( a = \text{diag}(a^{(1)}, \cdots, a^{(N)}) \) with \( a^{(i)} \in \mathbb{C} \), and \([A, B] = AB - BA\). Define
\[
U = S^{(0,0)}, \quad V = I_N - S^{(-1,0)}.
\]

Then we have
\[
V_{x_{n+1}} V^{-1} = -U x_n, \quad (n \in \mathbb{Z}),
\]
and consequently,
\[
(V_{x_{n+1}} V^{-1})_{x_m} - (V_{x_{m+1}} V^{-1})_{x_n} = 0, \quad (n, m \in \mathbb{Z}).
\]

The proof is the same as the one for Theorem 2 in [6] for the \( 2 \times 2 \) case. We skip it.

### 2.3 Sylvester equations for equation (2.12)

Next, we need to look for well-defined \( N \times N \) matrix functions \( \{S^{(i,j)}\} \) that can meet the assumed relations (2.8) and (2.9). To achieve that, we introduce a general Sylvester equation
\[
KM - ML = rs^T,
\]
where \( M \in \mathbb{C}_{N \times N}[x], K, L \in \mathbb{C}_{N \times N}, r, s \in \mathbb{C}_{N \times N}[x] \) (one should be aware of the difference between \( N \) and \( \mathcal{N} \); here \( N \) indicates the number of solitons). Besides, we also require \( K, L \) satisfy certain conditions such that equation (2.13) has a unique solution \( M \) for given \( K, L, r \) and \( s \). Then we assign evolutions for \( r \) and \( s \) as
\[
r_{x_n} = K^n r a, \quad s_{x_n} = -(L^T)^n s a, \quad (n \in \mathbb{Z}),
\]
where \( a \) is the diagonal matrix defined as in Lemma 1. The above equations allow solutions
\[
r = (r^{(1)}, r^{(2)}, \cdots, r^{(N)}), \quad s = (s^{(1)}, s^{(2)}, \cdots, s^{(N)}),
\]
where \( r^{(i)} \) and \( s^{(i)} \) are \( \mathcal{N} \)-th order column vectors expressed by
\[
r^{(i)} = \exp \left( \sum_{n \in \mathbb{Z}} K^n x_n \right) \tilde{r}^{(i)}, \quad s^{(i)} = \exp \left( - \sum_{n \in \mathbb{Z}} (L^T)^n x_n \right) \tilde{s}^{(i)},
\]
with \( \tilde{r}^{(i)} \) and \( \tilde{s}^{(i)} \) being \( \mathcal{N} \)-th order constant column vectors.

**Remark 1.** It is important that \( a \) is not an identity matrix. Recalling relation (21) and (23) in [6], \( S^{(i,j)} \) will be independent of \( x_n \) if \( a \) is an identity matrix.

Using the elements in the Sylvester equation (2.13), together with \( r \) and \( s \) defined by (2.14), we introduce \( \mathcal{N} \times \mathcal{N} \) matrix functions \( \{S^{(i,j)}\} \):
\[
S^{(i,j)} = s^T L^j (C + M)^{-1} K^i r, \quad i, j \in \mathbb{Z},
\]
where \( C \) is an arbitrary \( N \times N \) complex matrix independent of \( x \). For their evolutions with respect to \( x_n \), we have the following result.

**Proposition 1.** Suppose that \( r \) and \( s \) are defined by (2.14), and the Sylvester equation (2.13) has a unique solution \( M \) for given \( K \) and \( L \). Then, the \( \mathcal{N} \times \mathcal{N} \) matrix functions \( S^{(i,j)} \) defined in (2.16) evolve as (2.8).
Then, substituting (2.17) and expressing it in terms of $S_{ij}$, we arrive at (2.8).

**Proof.** Differentiating the Sylvester equation (2.13) with respect to $x_n$ and making use of (2.14), for the case $n > 0$ we have

$$KM_{x_n} - M_{x_n} L = K^n r a s^T - r a s^T L^n$$

$$= K \left( \sum_{l=0}^{n-1} K^{n-1-l} r a s^T L^l \right) - \left( \sum_{l=0}^{n-1} K^{n-1-l} r a s^T L^l \right) L.$$

This yields

$$K \left( M_{x_n} - \sum_{l=0}^{n-1} K^{n-1-l} r a s^T L^l \right) - \left( M_{x_n} - \sum_{l=0}^{n-1} K^{n-1-l} r a s^T L^l \right) L = 0.$$  

With the assumption that equation (2.13) has a unique solution, we have

$$M_{x_n} = \sum_{l=0}^{n-1} K^{n-1-l} r a s^T L^l, \quad (n \in \mathbb{Z}^+).$$

(2.17a)

Similarly, we also get

$$M_{x_0} = 0, \quad (2.17b)$$

$$M_{x_n} = - \sum_{l=-1}^{n} K^{n-1-l} r a s^T L^l, \quad (n \in \mathbb{Z}^-).$$

(2.17c)

Meanwhile, for the $S^{(i,j)}$ defined in (2.16), we find that

$$S^{(i,j)}_{x_n} = s^{T} L^i (C + M)^{-1} K^i r + s^{T} L^j (C + M)^{-1} K^j r_{x_n} + s^{T} L^j ((C + M)^{-1}) r_{x_n} K^i r.$$

Inserting (2.14) into the above equation yields

$$S^{(i,j)}_{x_n} = -a S^{(i,j+n)} + S^{(i+n,j)} - s^{T} L^j (C + M)^{-1} M_{x_n} (C + M)^{-1} K^i r.$$

Then, substituting (2.17) and expressing it in terms of $S^{(i,j)}$, we arrive at (2.8).

For the difference relation (2.9), we find the following.

**Proposition 2.** Suppose that the Sylvester equation (2.13) has a unique solution $M$ for given $K$ and $L$. For the matrix functions $S^{(i,j)}$ defined in (2.16) the difference relation (2.9) holds provided

$$KC - CL = 0.$$  

(2.18)

**Proof.** For $S^{(i,j)}$ defined in (2.16), it follows that

$$S^{(i+1,j)} - S^{(i,j+1)} = s^{T} L^i (C + M)^{-1} K^{i+1} r - s^{T} L^i (C + M)^{-1} K^i r$$

$$= s^{T} L^i (C + M)^{-1} K (C + M) (C + M)^{-1} K^i r$$

$$- s^{T} L^i (C + M)^{-1} (C + M) L (C + M)^{-1} K^i r$$

$$= s^{T} L^i (C + M)^{-1} (K C - CL + r s^{T}) (C + M)^{-1} K^i r$$

$$= s^{T} L^i (C + M)^{-1} (K C - CL) (C + M)^{-1} K^i r + S^{(0,j)} S^{(i,0)}.$$

This indicates that, only when (2.18) holds, we have the difference relation (2.9).
Based on the above two propositions, in what follows we identify \( K \) and \( L \) such that equation (2.18) holds and meanwhile the Sylvester equation (2.13) has a unique solution \( M \). We are then led to the following two cases.

1) When \( K \) and \( L \) do not share eigenvalues, both equations (2.18) and (2.13) have a unique solution (see [11]), and in particular, \( C = 0 \).

2) When \( K = L \), first, (2.18) holds if \( K \) and \( C \) commute. For the Sylvester equation, we assume \( N' = 2M, N = 2M \), which are even numbers, and assume \( K, M, C \) and so forth are block matrices with the following forms\(^1\)

\[
K = \begin{pmatrix} K_1 & 0 \\ 0 & K_2 \end{pmatrix}, \quad M = \begin{pmatrix} 0 & M_1 \\ M_2 & 0 \end{pmatrix}, \quad C = \begin{pmatrix} C_1 & 0 \\ 0 & C_2 \end{pmatrix}, \tag{2.19a}
\]

\[
a = \begin{pmatrix} a_1 & 0 \\ 0 & a_2 \end{pmatrix}, \quad r = \begin{pmatrix} r_1 & 0 \\ 0 & r_2 \end{pmatrix}, \quad s = \begin{pmatrix} 0 & s_1 \\ s_2 & 0 \end{pmatrix}, \tag{2.19b}
\]

where \( K_i, C_i \in \mathbb{C}_{M \times M}, r_i, s_i \in \mathbb{C}_{M \times M}[x], a_i \in \mathbb{C}_{M \times M}, M_i \in \mathbb{C}_{M \times M}[x] \). In this case, the Sylvester equation (2.13) is decoupled into

\[
K_1M_1 - M_1K_2 = r_1s_2^T, \tag{2.20a}
\]

\[
K_2M_2 - M_2K_1 = r_2s_1^T, \tag{2.20b}
\]

and the dispersion relation (2.14) is decoupled into

\[
r_{1,x_n} = K_1^n r_1 a_1, \quad s_{1,x_n} = -(K_1^T)^n s_1 a_2, \tag{2.21a}
\]

\[
r_{2,x_n} = K_2^n r_2 a_2, \quad s_{2,x_n} = -(K_2^T)^n s_2 a_1. \tag{2.21b}
\]

We further assume that \( K_1 \) and \( K_2 \) do not share eigenvalues so that the coupled system (2.20) determine unique solutions \( M_1 \) and \( M_2 \).

Let us denote the above two cases as the case of asymmetric Sylvester equation (with \( K \neq L \)) and the case of symmetric Sylvester equation (with \( K = L \)), and summarize them in the following theorem.

**Theorem 1.** The master functions \( \{S^{(i,j)}\} \) in the two cases agree with the derivative relations in (2.8) and difference relation (2.9).

1. **Asymmetric Sylvester equation case:** The master functions \( \{S^{(i,j)}\} \) defined by (2.16) with \( C = 0 \), i.e.

\[
S^{(i,j)} = s^T L^i M^{-1} K^j r, \quad i, j \in \mathbb{Z},
\]

satisfy the relations (2.8) and (2.9), when \( K, L, M, r, s \) satisfy the (asymmetric) Sylvester equation (2.13) and dispersion relation (2.14) where \( K \) and \( L \) do not share eigenvalues.

2. **Symmetric Sylvester equation case:** The master functions \( \{S^{(i,j)}\} \) defined by (2.16) meet the requirements (2.8) and (2.9), when the following conditions are satisfied: \( K = L \), the elements in the Sylvester equation (2.13) and dispersion relation (2.14) take forms as in (2.19) and obey the coupled Sylvester equations (2.20) and dispersion relation (2.21), and \( K_i C_i = C_i K_i \) for \( i = 1, 2 \).

\(^1\)Note that in this case, \( M \) rather than \( N \) represents the number of solitons.
In each case, \( U \) and \( V \) defined by (2.10) satisfy equation (2.11) as well as (2.12).

Thus, the master functions \( \{S^{(ij)}\} \) for our purpose are well defined, so is \( V \), as a solution to equation (2.12).

**Theorem 2.** Equation (2.12) has the solution
\[
V = I_N - s^T(C + M)^{-1}K^{-1}r,
\]
where the involved elements are subject to the two cases described in Theorem 1. Moreover, the determinant \(|V|\) is a constant, and in particular, \(|V| = 1\) in the symmetric Sylvester equation case.

**Proof.** Recalling the Weinstein–Aronszajn formula (see Theorem D.2 in [3])
\[
|I_N + AB| = |I_N + BA|,
\]
where \( A \) and \( B \) are \( N \times N \) and \( N \times N \) matrices, from (2.22) and (2.13) we have
\[
|V| = |I_N - s^T(C + M)^{-1}K^{-1}r| = |I_N - (C + M)^{-1}K^{-1}rs^T| = |I_N - (C + M)^{-1}K^{-1}(KM - ML)| = |(C + M)^{-1}K^{-1}(C + M)L + (C + M)^{-1}K^{-1}(KC - CL)|.
\]
In light of (2.18), it then follows that
\[
|V| = |(C + M)^{-1}K^{-1}(C + M)L| = \frac{|L|}{|K|}.
\]
When \( K = L \), we get \(|V| = 1\).

**Remark 2.** The Cauchy matrix approach used in [6] is the symmetric Sylvester equation case with \( M = 1 \).

**Remark 3.** An alternative way to obtain equation (2.11) will be presented in Appendix A.

3 Asymmetric Sylvester formulation for the SDYM equation

We have proved that equation (2.12) admits a solution \( V \) that is well-defined through the Sylvester equations, as described in Theorem 1. Note that at this moment \( V \) is not a solution of the SU(\( N \)) SDYM equation (1.1) since the two equations, (2.12) and (1.1), are apparently different with a sign “−”. We need to elaborate the solutions of equation (2.12) by imposing extra constraints on the coordinates \( x \) so that in the new coordinates system \( V \) can solve the SU(\( N \)) SDYM equation (1.1).

In this section, we investigate functions \( V \) defined in the asymmetric case. We will first present explicit solutions \( r, s \) and \( M \) of this case. Then we will explore the constraints so that under which \( V \) solves the SDYM equation (1.1). We will also examine the physical significance of \( V \), including Hermitian property, determinant and positive-definiteness property of \( V \).
3.1 Explicit solutions to the Sylvester equation (2.13)

In the asymmetric case, \( K \) and \( L \) do not share eigenvalues and \( C = 0 \). Thus \( V \) is written as

\[
V = I_N - s^T M^{-1} K^{-1} r,
\]

(3.1)

where \( \{M, r, s\} \) are solutions of system (2.13) and (2.14). Note that \( K, L \) and any matrices that are similar to them give rise to same \( S^{(i,j)} \) and consequently same \( V \), (see [2, 15, 18]). In this context, in the rest part of this section, we suppose \( K \) and \( L \) are already of their canonical forms. To have an explicit form of solution \( M \) to the Sylvester equation (2.13), we first consider the following rank one case:

\[
KM^{(i)} - M^{(i)} L = r^{(i)} s^{(i)} T,
\]

(3.2a)

where \( M^{(i)} \) is the unknown \( N \times N \) matrix to be determined, \( r^{(i)}, s^{(i)} \) and \( a^{(i)} \) are components of \( r, s \) and \( a \) (see (2.15)), and satisfy

\[
r^{(i)} = a^{(i)} K^n r^{(i)}, \quad s^{(i)} = -a^{(i)} (L^T)^n s^{(i)}. \]

(3.2b)

This system allows explicit solutions (see [2]). To present these solutions, we list some special matrices and their properties.

Since \( K, L \) are of their canonical forms, we assume\(^3\)

\[
K = \text{diag}(\Gamma_{n_1}(k_1), \Gamma_{n_2}(k_2), \ldots, \Gamma_{n_p}(k_p)), \quad L = \text{diag}(\Gamma_{m_1}(l_1), \Gamma_{m_2}(l_2), \ldots, \Gamma_{m_q}(l_q)), \quad (3.3)
\]

where \( \Gamma_n(k) \) denotes the \( n \)-th order Jordan block

\[
\Gamma_n(k) = \begin{pmatrix}
  k & 0 & 0 & \cdots & 0 & 0 \\
  1 & k & 0 & \cdots & 0 & 0 \\
  0 & 1 & k & \cdots & 0 & 0 \\
  \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
  0 & 0 & 0 & \cdots & 1 & k \\
\end{pmatrix}_{n \times n}, \quad (3.4)
\]

the indices \( \{n_i, m_j\} \) in (3.3) satisfy \( \sum_{i=1}^{p} n_i = \sum_{j=1}^{q} m_j = N \), and \( \{k_i\} \) and \( \{l_j\} \) are eigenvalues of \( K \) and \( L \), respectively. Then we introduce a \( M \times M \) lower triangular Toeplitz matrix

\[
F_M = \begin{pmatrix}
  a_0 & 0 & 0 & \cdots & 0 \\
  a_1 & a_0 & 0 & \cdots & 0 \\
  a_2 & a_1 & a_0 & \cdots & 0 \\
  \vdots & \vdots & \vdots & \ddots & \vdots \\
  a_{M-1} & a_{M-2} & a_{M-3} & \cdots & a_0 \\
\end{pmatrix}, \quad a_j \in \mathbb{C}, \quad a_0 \neq 0, \quad (3.5)
\]

and a \( M \times M \) symmetric matrix

\[
H_M = \begin{pmatrix}
  b_0 & b_1 & \cdots & b_{M-2} & b_{M-1} \\
  b_1 & b_2 & \cdots & b_{M-1} & 0 \\
  \vdots & \vdots & \ddots & \vdots & \vdots \\
  b_{M-2} & b_{M-1} & \cdots & 0 & 0 \\
  b_{M-1} & \cdots & 0 & \cdots & 0 \\
\end{pmatrix}, \quad b_j \in \mathbb{C}, \quad b_{M-1} \neq 0. \quad (3.6)
\]

\(^2\)The right-hand side of (3.2a) is a matrix with rank one.

\(^3\)\( K \) and \( L \) are diagonal when \( n_i = m_j = 1 \), for \( i = 1, 2, \ldots, p \) and \( j = 1, 2, \ldots, q \).
Note that we assume $a_0$ and $b_{M-1}$ are not zero so that $F_M$ and $H_M$ are invertible. If there are $C^\infty$ functions $f(k)$ and $g(k)$ such that

$$a_j = \frac{\partial^j f(k)}{j!}, \quad b_j = \frac{\partial^j g(k)}{j!}, \quad (j = 0, 1, \cdots, M - 1),$$

we say $F_M$ and $H_M$ are generated by $f(k)$ and $g(k)$, and denote them by $F_M[f(k)]$ and $H_M[g(k)]$, respectively. Thus we have $\Gamma_n(k) = F_n[f(k)]$ where $f(k) = k$. It can be verified that

$$H_M[g(k)] F_M[f(k)] = H_M[g(k) f(k)],$$

which means $H_M[g(k)] F_M[f(k)]$ is symmetric and

$$H_M[g(k)] F_M[f(k)] = H_M[f(k)] F_M[g(k)]. \quad (3.7)$$

In general, we have the following properties [19].

**Proposition 3.** By $\mathcal{T}_M$ and $\mathcal{H}_M$ we denote the sets composed by the $M \times M$ matrices of the form (3.5) and (3.6), respectively. Then we have:

1. $\mathcal{T}_M$ is an Abelian group.
2. All elements in $\mathcal{H}_M$ are symmetric, i.e., $H = H^T$, $\forall H \in \mathcal{H}_M$.
3. $HF \in \mathcal{H}_M$, $\forall F \in \mathcal{T}_M$, $\forall H \in \mathcal{H}_M$.
4. $H^{-1}Q \in \mathcal{T}_M$, $\forall H, Q \in \mathcal{H}_M$.

Next, let

$$e_n = (1, 0, 0, \cdots, 0), \quad E_{n_1 n_2 \cdots n_p} = (e_{n_1}, e_{n_2}, \ldots, e_{n_p})^T \quad (3.8)$$

be a $p \times q$ block matrix, where each $G_{n_i, m_j}(k_i, l_j)$ is a $n_i \times m_j$ matrix in which the $(s, t)$-th element is defined by

$$(-1)^{s+t} \frac{(s+t-2)_{s-1}}{(k_i - l_j)^{s+t-1}}, \quad \text{for } 1 \leq s \leq n_i, \ 1 \leq t \leq m_j,$$

where $\binom{n}{s} = \frac{n!}{s!(n-s)!}$. Apart from the above $G$, we also introduce $F^{(i)}$ and $H^{(i)}$:

$$F^{(i)} = \text{diag}(F_{n_1}[\rho^{(i)}(k_1)], \ldots, F_{n_p}[\rho^{(i)}(k_p)]), \quad H^{(i)} = \text{diag}(H_{m_1}[\sigma^{(i)}(l_1)], \ldots, H_{m_n}[\sigma^{(i)}(l_q)]), \quad (3.10)$$

where $\rho^{(i)}(k)$ and $\sigma^{(i)}(l)$ are the plane wave factors defined by

$$\rho^{(i)}(k) = \exp \left( a^{(i)} \sum_{n \in \mathbb{Z}} k^n x_n \right) \hat{\rho}^{(i)}(k), \quad \sigma^{(i)}(l) = \exp \left( -a^{(i)} \sum_{n \in \mathbb{Z}} l^n x_n \right) \hat{\sigma}^{(i)}(l), \quad (3.11)$$

where $\hat{\rho}^{(i)}(k)$ and $\hat{\sigma}^{(i)}(l)$ are functions of $k$ and $l$, respectively, and $a^{(i)}$ are the diagonal elements of $a$. 
Remark 4. We may introduce $T_{n_1 n_2 \cdots n_p}$ and $H_{m_1 m_2 \cdots m_q}$ to denote the sets respectively composed by the block diagonal matrices with the form of $F^{(i)}$ and $H^{(i)}$ as given in (3.10). Then, the properties in Proposition 3 can be extended to $T_{n_1 n_2 \cdots n_p}$ and $H_{m_1 m_2 \cdots m_q}$. In other words, the properties (1)-(4) in Proposition 3 are still valid if replacing $T_M$ and $H_M$ with $T_{n_1 n_2 \cdots n_p}$ and $H_{m_1 m_2 \cdots m_q}$. These properties are useful in presenting solutions as well as investigating symmetric relation of \{S^{(i,j)}\}, (see Sec.4.1).

With the above notations, general solutions to (3.2) are described as the following (see [2]).

Lemma 2. System (3.2) with $K, L$ given in (3.3) has solutions of the following form

$$M^{(i)} = F^{(i)} GH^{(i)}, \quad r^{(i)} = F^{(i)} E_{n_1 n_2 \cdots n_p}, \quad s^{(i)} = H^{(i)} E_{m_1 m_2 \cdots m_q},$$

(3.12)

where $E_{n_1 n_2 \cdots n_p}, G, F^{(i)}, H^{(i)}$ are defined as in (3.8), (3.9) and (3.10).

Noticing that the Sylvester equation (2.13) can be written as

$$KM - ML = r^{(1)} (s^{(1)})^T + r^{(2)} (s^{(2)})^T + \cdots + r^{(N)} (s^{(N)})^T,$$

and it has a unique solution when $K$ and $L$ do not share eigenvalues, we immediately get its solution from Lemma 2. See below.

Theorem 3. Assume $K$ and $L$ are in their canonical forms (3.3) and do not share eigenvalues. Then the Sylvester equation (2.13) has a solution

$$M = \sum_{i=1}^{N} M^{(i)} = \sum_{i=1}^{N} F^{(i)} GH^{(i)},$$

where $F^{(i)}, H^{(i)}$ and $G$ are given in (3.10) and (3.9).

3.2 Reduction to (1.1)

Introduce constraints

$$L^T = -(K)^{-1}, \quad \bar{a} = a,$$

(3.13)

where bar stands for complex conjugate. We investigate the changes of solutions and coordinates resulting from the above constraints. Comparing the two equations in (2.14), we find that

$$s = K^{-1} \bar{r}$$

(3.14)

is a solution to the second equation in (2.14). Consequently, the Sylvester equation (2.13) is written as

$$KMK^\dagger + M = rr^\dagger,$$

(3.15)

where $K^\dagger = K^T.$ Noticing that $M^\dagger$ is a solution of (3.15) as well and the above equation has a unique solution, we immediately have

$$M = M^\dagger,$$

i.e., $M$ is a Hermitian matrix.
Back to the first equation in (2.14), i.e. \( r_{x_n} = K^n r a \). Multiplying \( K^{-1} \) on its complex conjugate form, in light of (3.13) and (3.14), we have

\[
K^{-1} r_{x_n} = \bar{K}^{-1} K^n r \bar{a} = \bar{K}^n s a = (-L^T)^{-n} s a = (-1)^n (L^T)^{-n} s a,
\]

which gives rise to

\[
s_{x_n} = (-1)^{n+1} s_{x_{-n}}. \tag{3.16}
\]

In a similar manner, if we start from the second equation in (2.14), i.e. \( s_{x_n} = -(L^T)^n s a \), using (3.13) and (3.14), we can find that

\[
r_{x_n} = (-1)^{n+1} r_{x_{-n}}. \tag{3.17}
\]

Thus, (3.16) and (3.17) together, indicate the consistent relation of coordinates

\[
x_n = (-1)^{n+1} \bar{x}_{-n}, \quad n \in \mathbb{Z}, \tag{3.18}
\]

and it then follows from (3.11) that

\[
\sigma^{(i)}(-1/k) = \mu(k) \frac{\bar{\rho}^{(i)}(k)}{\rho^{(i)}(k)}, \quad \mu(k) = \frac{\bar{\sigma}^{(i)}(-1/k)}{\rho^{(i)}(k)}. \tag{3.19}
\]

For the SDYM equation (1.1), by introducing\(^4\)

\[
y_n = x_n = \xi_n + i \eta_n, \quad \bar{y}_n = (-1)^{n+1} x_{-n} = \xi_n - i \eta_n, \quad n = 1, 2, \ldots, \tag{3.20}
\]

where \( i^2 = -1, \xi_n, \eta_n \in \mathbb{R} \), and setting \( m = -(n + 1) \) in (2.12), we have

\[
(V_{y_{n+1}} V^{-1})_{y_{n+1}} + (V_{y_n} V^{-1})_{y_n} = 0, \tag{3.21}
\]

which agrees with equation (1.1). Thus, we come to the following theorem.

**Theorem 4.** With the constraint (3.13) and coordinates \( \{y_n\} \) defined in (3.20), the function

\[
V = I_N - r^{i}(K^\dagger)^{-1} M^{-1} K^{-1} r \tag{3.22}
\]

is a solution to equation (3.21) and \( J = V \) is a solution to the SDYM equation (1.1) with \( y = y_n, z = \bar{y}_{n+1} \). \( V \) is a Hermitian matrix since \( M = M^\dagger \). In addition, in light of (2.24) and (3.13), we have

\[
|V| = \left| \frac{L}{K} \right| = \left| \frac{(-1)^N}{K|K|} \right|.
\]

**Remark 5.** Function \( V \) given in (3.22) provides a solution to the SDYM equation (1.1). Considering physical significance, \( V \) should be Hermitian, positive-definite and \( |V| = 1 \). When \( N \) is odd or \( N \) is even, one can always normalize \( V \) by

\[
V' = \left( \frac{N}{|V|} \right)^{-1} V
\]

such that \( V' \) is still a solution to (3.21), \( V' \) is Hermitian and \( |V'| = 1 \). However, the positive-definiteness of \( V \) is uncertain.

We will analyze the positive-definiteness of \( V \) with examples in the following.

\(^4\)The case \( n = 0 \) yields a 2-dimensional equation. When \( n = 0 \), relation (3.18) yields \( x_0 = -\bar{x}_0 \), which means \( \xi_0 = 0, i.e. y_0 = x_0 = i \eta_0 \). Consequently, for \( n = 0 \), (3.21) reads \((V_{y_1} V^{-1})_{y_1} = (V_{y_0} V^{-1})_{y_0} \). Noticing that (2.8b) yields \( V_{y_0} = [V, a] \), it then follows that \((V_{y_1} V^{-1})_{y_1} = [VaV^{-1}, a] \), which is a 2-dimensional equation.
3.3 Positive definiteness

It is hard to discuss the positive-definiteness of $V$ for arbitrary $N$ and $N$. In the following we consider two special cases.

3.3.1 One-soliton solution of the SU($N$) SDYM equation

We consider the case of $N = 1$ while $N$ being arbitrary. In this case, $K = k_1$ where $k_1 \in \mathbb{C}$ and $k_1 \neq 0$; $r$ is a $1 \times N$ matrix $r = (\rho^{(1)}, \rho^{(2)}, \ldots, \rho^{(N)})$, where (for $j = 1$)

$$\rho^{(i)} = \rho^{(i)}(k_j) = \exp\left[ a^{(i)} \sum_{m=n}^{n+1} (i(k_j^m + (-1)^{m+1}k^{-m})\xi_m + i(k_j^m - (-1)^{m+1}k^{-m})\eta_m) \right] \rho^{(i)}, \quad (3.23)$$

$a^{(i)} \in \mathbb{R}$ and $\rho^{(i)} \in \mathbb{C}$; the matrix $M$ in this case is a scalar function

$$M = \frac{rr^\dagger}{|k_1|^2 + 1} = \sum_{i=1}^{N} |\rho^{(i)}|^2 .$$

One can also write the plane wave factor $\rho^{(i)}$ defined in (3.23) as

$$\rho^{(i)} = \exp\left[ a^{(i)} \xi^{(i)}(x) \right] \rho^{(i)},$$

where

$$\xi^{(i)}(x) = c_j x = \sum_{m=n}^{n+1} (k_j^m + (-1)^{m+1}k_j^{-m})\xi_m + i(k_j^m - (-1)^{m+1}k_j^{-m})\eta_m, \quad (3.24a)$$

$$c_j = \left( k_j^n - \frac{(-1)^n}{k_j^n}, k_j^{n+1} + \frac{(-1)^n}{k_j^{n+1}}, ik_j^n + \frac{i(-1)^n}{k_j^n}, ik_j^{n+1} - \frac{i(-1)^n}{k_j^{n+1}} \right), \quad (3.24b)$$

$$x = (\xi_n, \xi_{n+1}, \eta_n, \eta_{n+1})^T. \quad (3.24c)$$

By definition (2.10) (see also (3.1)) we have

$$V = (v_{ij})_{N \times N} = I_N - S^{(-1,0)} = I_N - (s^{(-1,0)}{ij})_{N \times N}.$$  

To determine the positive-definiteness of $V$, we investigate its leading principal minors, which are denoted as

$$D_1 = v_{11}, \quad D_2 = \left| \begin{array}{cc} v_{11} & v_{12} \\ v_{21} & v_{22} \end{array} \right|, \quad D_3 = \left| \begin{array}{ccc} v_{11} & v_{12} & v_{13} \\ v_{21} & v_{22} & v_{23} \\ v_{31} & v_{32} & v_{33} \end{array} \right|, \quad \ldots, \quad D_N = |V|.$$  

Noticing that in this case\(^5\)

$$S^{(-1,0)} = s^T M^{-1} K^{-1} r = r^\dagger (K^\dagger)^{-1} M^{-1} K^{-1} r = \left( 1 + \frac{1}{|k_1|^2} \right) \frac{r^\dagger r}{\sum_{i=1}^{N} |\rho^{(i)}|^2},$$

we make use of the Weinstein–Aronszajn formula (see (2.23)) which in this case gives

$$|I_N - \varepsilon r^\dagger r| = 1 - \varepsilon rr^\dagger,$$

\(^5\)This indicates all elements in $S^{(-1,0)}$ are nonsingular globally for all $(\xi_n, \eta_n, \xi_{n+1}, \eta_{n+1}) \in \mathbb{R}^4$, and so are the elements in $V$.  

---
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where $\varepsilon = (1 + \frac{1}{|k_1|^2}) \frac{1}{\sum_{i=1}^{N} |\rho_1^{(i)}|^2}$. Thus, for the leading principal minors we have

$$D_l = 1 - \left( 1 + \frac{1}{|k_1|^2} \right) \frac{\sum_{i=1}^{l} |\rho_1^{(i)}|^2}{\sum_{i=1}^{N} |\rho_1^{(i)}|^2}, \quad l = 1, \cdots, N,$$

Clearly, the sequences satisfy

$$D_1 > D_2 > \cdots > D_{N-1} > D_N = -\frac{1}{|k_1|^2}.$$ 

Such a relation holds globally for all $(\xi_n, \eta_n, \xi_{n+1}, \eta_{n+1}) \in \mathbb{R}^4$. This fact indicates that, when $N = 1$ and $N \geq 2$, in the asymmetric case, the matrix $V$ is neither positive definite nor negative definite in any domain in $\mathbb{R}^4$. As a conclusion, we have the following.

**Proposition 4.** In the asymmetric case, when $N \geq 2$, the one-soliton solution (i.e. $N = 1$) $V$ is neither positive definite nor negative definite, no matter $N$ is odd or even.

### 3.3.2 Two-soliton solution of the SU(2) SDYM equation

Now we investigate the two-soliton solution of the SU(2) SDYM equation, i.e. $N = 2$ and $N = 2$, where $K$ and $r$ are given by

$$K = \begin{pmatrix} k_1 \\ k_2 \end{pmatrix}, \quad r = (r^{(1)}, r^{(2)}) = \begin{pmatrix} \rho_1^{(1)} + 1 \\ \rho_2^{(1)} + 1 \end{pmatrix},$$

and $\rho_1^{(i)}$ are defined as in (3.23). Note here that $r^{(j)} = (\rho_1^{(j)}, \rho_2^{(j)})^T$, for $j = 1, 2$. The dressed Cauchy matrix $M$ is (referring to Lemma 2 and Theorem 3 where $p = q = 2, n_1 = n_2 = m_1 = m_2 = 1$)

$$M = F^{(1)}GH^{(1)} + F^{(2)}GH^{(2)},$$

where

$$G = \begin{pmatrix} \frac{1}{k_1 + 1} & \frac{1}{k_2 + 1} \\ \frac{1}{k_1 + 1} & \frac{1}{k_2 + 1} \end{pmatrix}, \quad F^{(i)} = \begin{pmatrix} \rho_1^{(i)} \\ \rho_2^{(i)} \end{pmatrix}, \quad H^{(i)} = \begin{pmatrix} \rho_1^{(i)} / k_1 \\ \rho_2^{(i)} / k_2 \end{pmatrix}, \quad i = 1, 2,$$

i.e.

$$M = \begin{pmatrix} \sum_{i=1}^2 |\rho_1^{(i)}|^2 \\ \sum_{i=1}^2 |\rho_2^{(i)}|^2 \\ \sum_{i=1}^2 |\rho_1^{(i)}|^2 \\ \sum_{i=1}^2 |\rho_2^{(i)}|^2 \end{pmatrix} \begin{pmatrix} \frac{1}{k_1 + 1} & \frac{1}{k_2 + 1} \\ \frac{1}{k_1 + 1} & \frac{1}{k_2 + 1} \end{pmatrix}.$$

Here we have made use of relation (3.19) and already taken $\mu(k) = 1/k$ so that $M$ is a Hermitian matrix. $V$ is given by (3.22). Since, according to Theorem 4, $|V| = |k_1k_2|^{-2}$ is positive, the positive-definiteness of $V$ is therefore determined by the sign of $v_{11}$, which is

$$v_{11} = 1 - s_{11}^{(-1,0)} = 1 - (r^{(1)})^T (K^+)^{-1}M^{-1}K^{-1}r^{(1)}$$

$$= 1 - \frac{1}{|k_1k_2|^2 |M|} \left( \frac{|k_1|^2 |\rho_1^{(1)}|^2}{|k_2|^2 + 1} \sum_{i=1}^2 |\rho_2^{(i)}|^2 + \frac{|k_1|^2 |\rho_2^{(1)}|^2}{|k_1|^2 + 1} \sum_{i=1}^2 |\rho_1^{(i)}|^2 \right.$$  

$$- 2 \text{Re} \left[ \frac{k_1k_2}{|k_1k_2| + 1} \rho_1^{(1)} \rho_2^{(1)} \sum_{i=1}^2 \rho_1^{(i)} \rho_2^{(i)} \right].$$

(3.25)
we have
\[ x \in \mathbb{R}^4 \]
where \( v_{11} \) is positive. The idea is described as follows. We first determine the singular points of \( v_{11} \). In principle, \( v_{11} \) is continuous in \( \mathbb{R}^4 \) except on those singular points. We can find a point \( x_0 \in \mathbb{R}^4 \) on which \( v_{11} \) is positive, and then utilizing the local property of a continuous function, we can have a neighbourhood of \( x_0 \) in which \( v_{11} \) takes positive value.

Let us elaborate this approach below. The singularity of \( v_{11} \) takes place when \(|M| = 0\), i.e.
\[
\frac{\left(\sum_{i=1}^{2} |\rho_1^{(i)}|^2 \right) \left(\sum_{i=1}^{2} |\rho_2^{(i)}|^2 \right)}{|k_1|^2 + |k_2|^2 + 1} - \frac{|\sum_{i=1}^{2} \rho_1^{(i)} \rho_2^{(i)}|^2}{|k_1 k_2 + 1|^2} = 0.
\]
We write it as the following simpler form
\[
\frac{|w_1 \bar{w}_2 + 1|^2}{(|w_1|^2 + 1)(|w_2|^2 + 1)} = \frac{|k_1 \bar{k}_2 + 1|^2}{(|k_1|^2 + 1)(|k_2|^2 + 1)},
\]
where
\[
w_j = \frac{\rho_j^{(1)}}{\rho_j^{(2)}} = \frac{\rho_{\bar{w}_j}}{\rho_{\bar{w}_j}} + \frac{\rho_j^{(1)}}{\rho_j^{(2)}},
\]
and \( \Sigma_j(x) \) are defined as in (3.24). Denoting \( w_j = a_j + ib_j, \ a_j = \text{Re}[w_j], \ b_j = \text{Im}[w_j] \), equation (3.26) gives rise to
\[
\frac{(a_1 a_2 + b_1 b_2 + 1)^2 + (a_2 b_1 - a_1 b_2)^2}{(a_1^2 + b_1^2 + 1)(a_2^2 + b_2^2 + 1)} = \frac{|k_1 \bar{k}_2 + 1|^2}{(|k_1|^2 + 1)(|k_2|^2 + 1)}.
\]
Notice that both \( a_j \) and \( b_j \) are functions of \( x \), in principle, for given \((k_1, k_2)\), equation (3.26) determines an implicit function (e.g. \( \xi_{n+1} = G(\xi_n, \eta_n, \eta_{n+1}) \), i.e. a surface in \( \mathbb{R}^4 \) on which \( v_{11} \) is singular. Note that it is easy to see \((w_1, w_2) = \pm(k_1, k_2)\) and \((w_1, w_2) = \pm(\bar{k}_1, \bar{k}_2)\) are the points on the surface (3.26).

For the sake of convenience, our investigation on \( v_{11} \) will be implemented in terms of \( \{w_j, \bar{w}_j\} \) rather than \( x \). Equation (3.27) defines \( w_j \) as functions of \( x \) and \( \{k_j\} \). The other way around, \( x \) can be expressed via \( \{w_j\} \) and \( \{k_j\} \).

**Proposition 5.** For given \( \{w_j\} \) and \( \{k_j\} \), from (3.27), the corresponding coordinate \( x \) can be recovered via the formula
\[
x = \begin{pmatrix}
\text{Re}[c_1] \\
\text{Im}[c_1] \\
\text{Re}[c_2] \\
\text{Im}[c_2]
\end{pmatrix}^{-1} \begin{pmatrix}
\text{Re}[W_1] \\
\text{Im}[W_1] \\
\text{Re}[W_2] \\
\text{Im}[W_2]
\end{pmatrix},
\]
where \( c_j \) is defined in (3.24b) and
\[
W_j = \frac{\ln(w_j/\bar{w}_j) + 2s\pi i}{a^{(1)} - a^{(2)}}, \ s \in \mathbb{Z}.
\]
Before we proceed, we look at the following real-valued function,
\[
\mathcal{F}(w_1, w_2) = \frac{|w_1 \bar{w}_2 + 1|^2}{(|w_1|^2 + 1)(|w_2|^2 + 1)},
\]
with which (3.26) is written as \( \mathcal{F}(w_1, w_2) = \mathcal{F}(k_1, k_2) \). Defining
\[
w_j = \exp(\alpha_j + i\beta_j), \ \alpha_j, \beta_j \in \mathbb{R}[x],
\]
we have
\[
\mathcal{F}(w_1, w_2) = 1 - \frac{\exp(2\alpha_1) + \exp(2\alpha_2) - 2\exp(\alpha_1 + \alpha_2) \cos(\beta_1 - \beta_2)}{(\exp(2\alpha_1) + 1)(\exp(2\alpha_2) + 1)},
\]
which indicates the following asymptotic property.
Proposition 6. For the function $F(w_1, w_2)$ defined in (3.30), we have

$$F(w_1, w_2) \sim \begin{cases} 
1, & (|w_1|, |w_2|) \to (\infty, \infty) \text{ or } (0,0), \\
\frac{1}{\exp(2a_1) + 1}, & |w_1| \text{ finite, } |w_2| \to 0, \\
\frac{1}{\exp(2a_1) + 1}, & |w_1| \text{ finite, } |w_2| \to \infty.
\end{cases}$$

Now let us proceed to investigate $v_{11}$, to look at its asymptotic behavior with respect to $(|w_1|, |w_2|)$. Rewrite $v_{11}$ in terms of $w_j$ as the following

$$v_{11} = \frac{1 + \frac{|k_1 k_2 + 1|^2}{|k_1 - k_2|^2} \left( |w_1| + |w_2| \right)^2 + |w_1 w_2| - 2 \frac{1 + |k_1|^2 + |k_2|^2}{|k_1 - k_2|^2} \Re[w_1 w_2]}{1 - \frac{|k_1 k_2 + 1|^2}{|k_1 - k_2|^2} \left( |w_1| + |w_2| \right)^2 + |w_1 w_2|^2 + 2 \frac{1 + |k_1|^2 + |k_2|^2}{|k_1 - k_2|^2} \Re[w_1 w_2]} \tag{3.32}$$

Note that we have the following relation

$$\Re[w_1 w_2] \to 0 \quad \text{when} \quad (|w_1|, |w_2|) \to (0,0), \tag{3.33}$$

which is easy to obtain from $\Re[w_1 w_2] = \exp(a_1 + a_2) \cos(\beta_1 + \beta_2)$ in light of the expression (3.31). Then, by computation we obtain the asymptotic property of $v_{11}$.

Proposition 7. $v_{11}$ has the asymptotic property in terms of $|w_j|$, as given in Table 1.

| limits | $|w_1| \to 0$ | $|w_1| \to \infty$ |
|--------|----------------|----------------|
| $w_2 \to 0$ | $v_{11} \to 1$ | $v_{11} \to -|k_1|^{-2}$ |
| $w_2 \to \infty$ | $v_{11} \to -|k_2|^{-2}$ | $v_{11} \to |k_1 k_2|^{-2}$ |

Table 1: Asymptotic property of $v_{11}$

Now we sketch the steps by which we can get a domain in $\mathbb{R}^4$ where $V$ is definite-positive. First, instructed by Proposition 7 we choose $w_1$ and $w_2$ of which both $|w_1|$ and $|w_2|$ are small enough (or large enough). In this case, in light of Proposition 6, $F(w_1, w_2)$ has a value close to 1. Next, again in light of Proposition 6, we take $(k_1, k_2)$ such that $F(k_1, k_2)$ is far from $F(w_1, w_2)$. In the final step we recover a point $x$ from $(w_1, w_2, k_1, k_2)$ using formula (3.29) in Proposition 5. Thus there is a neighbourhood of $x$ where $v_{11}$ is positive and $V$ is definite-positive.

To compare with the two-soliton solution obtained from the symmetric Sylvester formulation (see Sec.4.3.2), below we give the explicit expressions of $v_{12}$ and $v_{22}$, which are formulated in (3.22) and can be expressed as

$$v_{12} = \frac{(1 + k_1 k_2)(1 + |k_2|^2)\bar{w}_2 |w_2|^2 - (1 + |k_1|^2) (1 + k_2 k_2) \bar{w}_2 |w_2|^2 - (1 + |k_1|^2) (1 + k_1 k_2) \bar{w}_1 |w_2|^2 + (1 + |k_2|^2) (1 + k_1 k_2) \bar{w}_1 |w_2|^2}{(1 - |k_1 k_2 + 1|^2) \left( |w_1|^2 + |w_2|^2 \right) + |w_1 w_2|^2 + 2 \frac{(1 + |k_1|^2) (1 + |k_2|^2)}{|k_1 - k_2|^2} \Re[w_1 \bar{w}_2]} \tag{3.34}$$

and

$$v_{22} = \frac{1 + \frac{|k_1 k_2 + 1|^2}{|k_1 - k_2|^2} \left( |k_1 w_1|^2 + |k_2 w_2|^2 \right) + |k_1 k_2 w_1 w_2|^2 - 2 \frac{1 + |k_1|^2 + |k_2|^2}{|k_1 - k_2|^2} \Re[k_1 \bar{w}_2 w_1 \bar{w}_2]}{|k_1 k_2|^2 \left( 1 - \frac{|k_1 k_2 + 1|^2}{|k_1 - k_2|^2} \left( |w_1|^2 + |w_2|^2 \right) + |w_1 w_2|^2 + 2 \frac{(1 + |k_1|^2) (1 + |k_2|^2)}{|k_1 - k_2|^2} \Re[w_1 \bar{w}_2] \right)} \tag{3.35}$$

We also present their deformations by redefining $w_j$ such that

$$w_1 = \frac{k_1 - k_2}{1 + k_1 k_2} \bar{w}_1, \quad w_2 = \frac{k_1 - k_2}{1 + k_2 k_1} \bar{w}_2. \tag{3.36}$$
In terms of $\tilde{w}_j$, $v_{11}$, $v_{21}$ and $v_{22}$ are respectively written as
\[
v_{11} = \frac{1 + |\tilde{w}_1|^2 + |\tilde{w}_2|^2 + \frac{|k_1-k_2|^4}{(1+k_1k_2)^2} |\tilde{w}_1\tilde{w}_2|^2 + 2(1+|k_1|^2)(1+|k_2|^2)\Re \left[ \frac{\tilde{w}_1\tilde{w}_2}{k_1k_2(1+k_1k_2)^2} \right]}{1-|\tilde{w}_1|^2-|\tilde{w}_2|^2 + \frac{|k_1-k_2|^4}{(1+k_1k_2)^2} |\tilde{w}_1\tilde{w}_2|^2} + 2(1+|k_1|^2)(1+|k_2|^2)\Re \left[ \frac{\tilde{w}_1\tilde{w}_2}{(1+k_1k_2)^2} \right],
\]
(3.37)
\[
v_{12} = \frac{- (\bar{k}_1 - k_2)^2 \left( \frac{(k_1(1+|k_2|^2)|\tilde{w}_2|^2) + \frac{|k_1-k_2|^4}{(1+k_1k_2)^2} |\tilde{w}_1\tilde{w}_2|^2 - \bar{k}_2(1 + |k_2|^2)|\tilde{w}_1|^2 - \bar{k}_1(1 + |k_1|^2)|\tilde{w}_2|^2}{|k_1k_2|^2(1-|\tilde{w}_1|^2-|\tilde{w}_2|^2 + \frac{|k_1-k_2|^4}{(1+k_1k_2)^2} |\tilde{w}_1\tilde{w}_2|^2 - 2(1+|k_1|^2)(1+|k_2|^2)\Re \left[ \frac{\tilde{w}_1\tilde{w}_2}{(1+k_1k_2)^2} \right]} \right)}{1-|\tilde{w}_1|^2-|\tilde{w}_2|^2 + \frac{|k_1-k_2|^4}{(1+k_1k_2)^2} |\tilde{w}_1\tilde{w}_2|^2 - 2(1+|k_1|^2)(1+|k_2|^2)\Re \left[ \frac{\tilde{w}_1\tilde{w}_2}{(1+k_1k_2)^2} \right]}
\]
(3.38)
and
\[
v_{22} = \frac{1 + |k_1\tilde{w}_1|^2 + |k_2\tilde{w}_2|^2 + \frac{|k_1-k_2|^4}{(1+k_1k_2)^2} |k_1k_2\tilde{w}_1\tilde{w}_2|^2 + 2(1+|k_1|^2)(1+|k_2|^2)\Re \left[ \frac{k_1k_2\tilde{w}_1\tilde{w}_2}{(1+k_1k_2)^2} \right]}{|k_1k_2|^2(1-|\tilde{w}_1|^2-|\tilde{w}_2|^2 + \frac{|k_1-k_2|^4}{(1+k_1k_2)^2} |\tilde{w}_1\tilde{w}_2|^2 - 2(1+|k_1|^2)(1+|k_2|^2)\Re \left[ \frac{\tilde{w}_1\tilde{w}_2}{(1+k_1k_2)^2} \right]}
\]
(3.39)
In addition, we note that one can always normalize the real coefficient $(a^{1}) - (a^{2})$ in (3.27) to be 1 since the SDYM equation (1.1) is invariant with real scaling transformation $(y, z) \rightarrow (ay, az)$ where $a \in \mathbb{R}$.

4 Symmetric Sylvester formulation for the SDYM equation

In this section we derive the SDYM equation (1.1) from (2.12) where $V$ is defined by (2.22) in the symmetric Sylvester equation case. In this case $K = L$ and $KC = CK$.

4.1 Explicit solutions to the Sylvester equations (2.20)

In light of assumption (2.19), we are able to obtain solutions to the Sylvester equations (2.20) where $r_j$ and $s_j$ are defined by (2.21). Both equations in (2.20) are in the form of (2.13). Thus we can simply use the results used in Theorem 3 to present solutions to (2.20). For the notations involved in the following theorem, one can refer to Sec.3.1.

Theorem 5. We assume $K_1$ and $K_2$ are of their canonical forms, i.e.

\[
K_1 = \text{diag}(\Gamma_{1}(k_1), \Gamma_{n_2}(k_2), \cdots, \Gamma_{n_p}(k_p)), \quad K_2 = \text{diag}(\Gamma_{m_1}(l_1), \Gamma_{m_2}(l_2), \cdots, \Gamma_{m_q}(l_q)),
\]
(4.1)
where $\sum_{i=1}^{p} n_i = \sum_{i=1}^{q} m_i = M$, and $K_1$ and $K_2$ do not share eigenvalues. Note that $K_1 \in T_{m_1m_2\cdots m_q}$ and $K_2 \in T_{n_1n_2\cdots n_p}$. Take $C_1 \in T_{n_1n_2\cdots n_p}$ and $C_2 \in T_{m_1m_2\cdots m_q}$, i.e.

\[
C_1 = \text{diag}(C_{1,1}, C_{1,2}, \cdots, C_{1,n_p}), \quad C_2 = \text{diag}(C_{2,1}, C_{2,2}, \cdots, C_{2,m_q}),
\]

where $C_{j,n} \in T_n$ such that $K_jC_j = C_jK_j$ for $j = 1, 2$. There exist $F_j^{(i)}$, $H_j^{(i)}$, $G_j$ and $E_j$ such that

\[
M_1^{(i)} = F_j^{(i)}G_1H_j^{(i)}, \quad M_2^{(i)} = F_j^{(i)}G_2H_1^{(i)}, \quad G_2 = -G_1^T, \quad r_j^{(i)} = F_j^{(i)}E_j, \quad s_j^{(i)} = H_j^{(i)}E_j, \quad i = 1, \cdots, M, \quad j = 1, 2
\]
(4.2a)

are solutions to

\[
K_1M_1^{(i)} - M_1^{(i)}K_2 = \left( F_j^{(i)} \right)^T \left( s_j^{(i)} \right)^T, \quad K_2M_2^{(i)} - M_2^{(i)}K_1 = \left( r_j^{(i)} \right)^T \left( s_j^{(i)} \right),
\]
\[
r_{1,x}^{(i)} = a_{1}^{(i)}K_1^{n_1}r_{1}^{(i)}, \quad s_{1,x}^{(i)} = -a_{2}^{(i)}(K_1^T)^n s_{1}^{(i)},
\]
\[
r_{2,x}^{(i)} = a_{2}^{(i)}K_2^{n_2}r_{2}^{(i)}, \quad s_{2,x}^{(i)} = -a_{1}^{(i)}(K_2^T)^n s_{2}^{(i)}, \quad i = 1, \cdots, M, \quad n \in \mathbb{Z},
\]
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where

\[ F_1^{(i)} = \text{diag}(F_{n_1}[^{\rho(i)}(k_1)], \ldots, F_{n_p}[^{\rho(i)}(k_p)]) , \quad H_1^{(i)} = \text{diag}(H_{n_1}[^{\sigma(i)}(k_1)], \ldots, H_{n_p}[^{\sigma(i)}(k_p)]), \]

\[ F_2^{(i)} = \text{diag}(F_{m_1}[^{\rho(i)}(l_1)], \ldots, F_{m_q}[^{\rho(i)}(l_q)]), \quad H_2^{(i)} = \text{diag}(H_{m_1}[^{\sigma(i)}(l_1)], \ldots, H_{m_q}[^{\sigma(i)}(l_q)]), \]

\[ E_1 = E_{n_1 \cdots n_p}, \quad E_2 = E_{m_1 \cdots m_q}, \] and the plane wave factors \^{\rho(i)}(k) and \^{\sigma(i)}(k) are defined as in (3.11). Consequently, \n
\[ M_1 = \sum_{i=1}^{M} M_1^{(i)} = \sum_{i=1}^{M} F_1^{(i)} G_1 H_2^{(i)}, \quad M_2 = \sum_{i=1}^{M} M_2^{(i)} = - \sum_{i=1}^{M} F_2^{(i)} G_1^T H_1^{(i)}, \quad (4.3a) \]

\[ r_j = (r_j^{(1)}, r_j^{(2)}, \ldots, r_j^{(M)})^T, \quad s_j = (s_j^{(1)}, s_j^{(2)}, \ldots, s_j^{(M)})^T, \quad j = 1, 2 \quad (4.3b) \]

are solutions to (2.20) and (2.21). Note that \( K_1, C_1, F_1^{(i)} \in T_{n_1 n_2 \cdots n_p}, \quad H_1^{(i)} \in H_{n_1 n_2 \cdots n_p}, \quad K_2, C_2, F_2^{(i)} \in T_{m_1 m_2 \cdots m_q} \) and \( H_2^{(i)} \in H_{m_1 m_2 \cdots m_q}. \)

In the symmetric Sylvester equation case, \( S^{(i,j)} \) is defined as \n
\[ S^{(i,j)} = s^T K^j (C + M)^{-1} K^i r, \quad i, j \in \mathbb{Z}. \quad (4.4) \]

In \( 2 \times 2 \) block matrix form

\[ S^{(i,j)} = \begin{pmatrix} s^{(i,j)}_1 & s^{(i,j)}_2 \\ s^{(i,j)}_3 & s^{(i,j)}_4 \end{pmatrix}, \quad (4.5) \]

where each \( s^{(i,j)}_l \) is a \( M \times M \) matrix, we have formulae

\[ s^{(i,j)}_1 = -s^{(j,i)}_2 K_2^j C_2^{-1} M_2 (C_1 - M_1 C_2^{-1} M_2)^{-1} K_1^i r_1, \quad (4.6a) \]
\[ s^{(i,j)}_2 = s^{(j,i)}_4 K_2^j (C_2 - M_2 C_1^{-1} M_1)^{-1} K_1^i r_2, \quad (4.6b) \]
\[ s^{(i,j)}_3 = s^{(j,i)}_1 K_2^j (C_1 - M_1 C_2^{-1} M_2)^{-1} K_1^i r_1, \quad (4.6c) \]
\[ s^{(i,j)}_4 = -s^{(j,i)}_3 K_1^j C_1^{-1} M_1 (C_2 - M_2 C_1^{-1} M_1)^{-1} K_2^j r_2. \quad (4.6d) \]

At this moment we need to establish the relations between \( S^{(i,j)} \) and \( S^{(j,i)} \), which will be used to discuss Hermitian property of \( V \).

**Lemma 3.** In the case for symmetric Sylvester equation, we have (symmetric) relations:

\[ (s^{(i,j)}_1)^T = -s^{(j,i)}_4, \quad (s^{(i,j)}_2)^T = s^{(j,i)}_3, \quad (s^{(i,j)}_3)^T = s^{(j,i)}_2. \quad (4.7) \]

Note that when \( M = 1 \) the relation (4.7) reduces to the scalar case that we found in [6].

**Proof.** As an example we prove \( (s^{(i,j)}_2)^T = s^{(j,i)}_2 \). The other two relations in (4.7) can be proved similarly. \( s^{(i,j)}_2 \) is a \( M \times M \) matrix defined by (4.6b). Its \((\alpha, \beta)\)-th element, denoted as \( (s^{(i,j)}_2)_{\alpha, \beta} \), is

\[ (s^{(i,j)}_2)_{\alpha, \beta} = (s^{(\alpha)}_2)^T K_2^j (C_2 - M_2 C_1^{-1} M_1)^{-1} K_2^j r_2^{(\beta)}, \quad (4.8) \]

where \( s^{(\alpha)}_2 \) and \( r_2^{(\beta)} \) are column vectors of \( s_2 \) and \( r_2 \) (see (4.2b) and (4.3b)), and \( M_1, M_2 \) are given in (4.3a). Substituting (4.2b) and (4.3a) into (4.8) yields

\[ (s^{(i,j)}_2)_{\alpha, \beta} = E_2^T H_2^{(i)} K_2^j \left[ C_2 + \sum_{s=1}^{M} F_2(s)^T G_1(s) C_1^{-1} F_1(s) G_1 H_1^{(i)} \right]^{-1} K_2^j F_2^{(\beta)} E_2. \]

\[^6\text{Note that when } C \text{ is invertible, (4.4) can be deformed into } S^{(i,j)} = s^T K^j (I + M')^{-1} K^i r' \text{ by redefining } M = CM' \text{ and } r = Cr'. \text{ We will use (4.4) for the sack of generality.}\]
Noticing that \( K_2, C_2, F^{(i)}_2 \in T_{m_1 m_2 \cdots m_q} \) and \( H_2^{(i)} \in H_{m_1 m_2 \cdots m_q} \), in light of Remark 4 (in Appendix A), we have
\[
H_2^{(i)} K_2 = K_2^T H_2^{(i)}, \quad K_2 F^{(i)}_2 = F^{(i)}_2 K_2.
\]
It follows that
\[
(s^{(i,j)}_2)_{\alpha, \beta} = E_2^T (K_2^i)^T A_{\alpha, \beta}^{-1} K_2^j E_2,
\]
where
\[
A_{\alpha, \beta} = (H_2^{(a)} C_2^{-1} F_2^{(b)})^{-1} + \sum_{s, l=1}^M (F_2^{(b)})^{-1} F_2^{(s)} C_1^{-1} F_1^{(l)} G_1 H_2^{(l)} (H_2^{(a)})^{-1}.
\]
Again, since \( K_1, C_1, F_1^{(i)} \in T_{n_1 n_2 \cdots n_p} \), \( H_1^{(i)} \in H_{n_1 n_2 \cdots n_p} \), \( K_2, C_2, F_2^{(i)} \in T_{m_1 m_2 \cdots m_q} \) and \( H_2^{(i)} \in H_{m_1 m_2 \cdots m_q} \), according to Remark 4, both \( H_2^{(a)} C_2^{-1} F_2^{(b)} \) and \( H_1^{(a)} C_1^{-1} F_1^{(b)} \) are symmetric matrices. In addition, from (3.7) we have \( H_2^{(a)} F_2^{(b)} = H_2^{(b)} F_2^{(a)} \), which yields
\[
(H_2^{(b)})^{-1} H_2^{(s)} = F_2^{(s)} (F_2^{(b)})^{-1} = (F_2^{(b)})^{-1} F_2^{(s)}.
\]
Thus, \( A \) is written as
\[
A_{\alpha, \beta} = (H_2^{(a)} C_2^{-1} F_2^{(b)})^{-1} + \sum_{s, l=1}^M (H_2^{(b)})^{-1} H_2^{(s)} C_1^{-1} F_1^{(l)} G_1 H_2^{(l)} (H_2^{(a)})^{-1}.
\]
In a same way, we have
\[
(s^{(j,i)}_2)_{\beta, \alpha} = E_2^T (K_2^i)^T A_{\beta, \alpha}^{-1} K_2^j E_2.
\]
Next, using relation (3.7) once again, we have \( H_2^{(a)} F_2^{(b)} = H_2^{(b)} F_2^{(a)} \) and then
\[
H_2^{(a)} C_2^{-1} F_2^{(b)} = H_2^{(a)} F_2^{(b)} C_2^{-1} = H_2^{(b)} F_2^{(a)} C_2^{-1} = H_2^{(b)} C_2^{-1} F_2^{(a)},
\]
where we have also made use of the fact that \( C_2, F_2^{(a)}, F_2^{(b)} \) belong to the Abelian group \( T_{m_1 m_2 \cdots m_q} \). Similarly, we have \( H_1^{(s)} C_1^{-1} F_1^{(l)} = H_1^{(l)} C_1^{-1} F_1^{(s)} \). This means
\[
A_{\alpha, \beta} = A_{\beta, \alpha}^T.
\]
Finally, note that \( (s^{(i,j)}_2)_{\alpha, \beta} \) is a scalar function, we immediately arrive at
\[
(s^{(i,j)}_2)_{\alpha, \beta} = ((s^{(i,j)}_2)_{\alpha, \beta})^T = (s^{(j,i)}_2)_{\beta, \alpha},
\]
which gives rise to the relation \( (s^{(i,j)}_2)^T = s^{(j,i)}_2 \). The other two relations in (4.7) can be proved in a similar way. We skip the details.

\[\square\]

4.2 Reduction to (1.1)

Consider the constraints
\[
K_2 = -K_1^{-1}, \quad C_2 = C_1, \quad a_2 = -\bar{a}_1, \quad (4.9)
\]
under which it turns out that (2.21b) allows solutions
\[
r_2 = K_1^{-1} \bar{r}_1, \quad s_2 = -(K_1^i)^{-1} \bar{s}_1, \quad (4.10)
\]
provided that \( r_1 \) and \( s_1 \) satisfy (2.21a). Then, due to the uniqueness of solutions to the Sylvester equations (2.20), by a similar manner to the asymmetric case (see Sec.3.2), we can find
\[
M_2 = M_1. \tag{4.11}
\]
Thus, the two Sylvester equations in (2.20) reduce to one equation
\[
K_1 M_1 K_1 + M_1 = -r_1 s_1^T. \tag{4.12}
\]
In addition, similar to (3.16) and (3.17) in the asymmetric case, we have
\[
r_{\bar{x}_n} = (-1)^{n+1} r_{x_n}, \quad s_{\bar{x}_n} = (-1)^{n+1} s_{x_n}.
\]
This indicates that the coordinates constraint (3.18) is available as well to this case, which leads to the coordinate formulation (3.20) and further leads to equation (3.21) which is in the same form of the SDYM equation (1.1).

It has been proved in Theorem 2 that \(|V| = 1\) in the symmetric case. Next, we look at Hermitian property of \(V\) under the constraint (4.9). For convenience, we write \(V\) in the form
\[
V = \begin{pmatrix} v_1 & v_2 \\ v_3 & v_4 \end{pmatrix}. \tag{4.13}
\]
It follows from the expressions \(V = I_{2,M} - S^{(-1,0)}\) and (4.6), and the relations (4.9), (4.10) and (4.11) that
\[
v_1 = I_M - s_1^{(-1,0)} = I_M + s_2^T C_2^{-1} M_2 (C_1 - M_1 C_2^{-1} M_2)^{-1} K_1^{-1} r_1 = I_M - s_1^T (K_1)^{-1} C_1^{-1} M_1 (C_1 - M_1 C_1^{-1} M_1)^{-1} K_1^{-1} r_1.
\]
Then we find
\[
\bar{v}_1 = I_M - s_1^T (K_1)^{-1} C_1^{-1} M_1 (C_2 - M_2 C_1^{-1} M_1)^{-1} r_2 = I_M + s_4^{(0,-1)},
\]
where we have used (4.6d). Recalling relation (4.7), we have
\[
\bar{v}_1 = I_M - (s_1^{(-1,0)})^T = v_1^T.
\]
In a similar way we can find that \(\bar{v}_4 = v_1^T\). As for \(v_2\), we have
\[
v_2 = -s_2^T (C_2 - M_2 C_1^{-1} M_1)^{-1} K_2^{-1} r_2 = -s_3^T K_1^{-1} (C_1 - M_1 C_1^{-1} M_1)^{-1} \bar{r}_1
\]
and
\[
\bar{v}_2 = -s_3^T K_1^{-1} (C_1 - M_1 C_2^{-1} M_2)^{-1} r_1 = -s_3^{(0,-1)} = -(s_3^{(-1,0)})^T = v_3^T.
\]
This means \(V\) is a Hermitian matrix.

In conclusion, we have the following.

**Theorem 6.** In the symmetric Sylvester equation case, we have \(|V| = 1\). In addition, with the constraint (4.9) and coordinates \(\{y_n\}\) defined in (3.20), the matrix function \(V\) in the form (4.13) with
\[
\begin{align*}
  v_1 &= I_M - s_1^T (K_1)^{-1} C_1^{-1} M_1 (C_1 - M_1 C_2^{-1} M_2)^{-1} K_1^{-1} r_1, \tag{4.14a} \\
  v_2 &= -s_1^T K_1^{-1} (C_1 - M_1 C_1^{-1} M_1)^{-1} \bar{r}_1, \quad v_3 = v_2^T, \\
  v_4 &= I_M - s_1^T C_1^{-1} M_1 (C_1 - M_1 C_1^{-1} M_1)^{-1} K_1^{-1} \bar{r}_1, \tag{4.14c} 
\end{align*}
\]
satisfies equation (3.21) and \(J = V\) is a solution to the SDYM equation (1.1) with \(y = y_n, z = \bar{y}_{n+1}\). \(V\) is a Hermitian matrix.
4.3 Positive definiteness

Theorem 6 shows that $V$ is a Hermitian matrix and $|V| = 1$. In the following we discuss the positive definiteness of $V$ for the SU(2) SDYM equation. We consider its one-soliton and two-soliton solutions. These solutions are the same as those obtained in [6]. Note that for the SU(2) SDYM equation which corresponds to $M = 1$, in the following discussion we will drop off the superscript (1) from $\rho_j^{(1)}$, $\sigma_j^{(1)}$, $\circ \rho_j^{(1)}$, $\sigma_j^{(1)}$ and $a^{(1)}$ without making confusion.

4.3.1 One-soliton solution of the SU(2) SDYM equation

For one-soliton solution of the SU(2) SDYM equation, we have $M = 1$ and $M = 1$. In this case, $V$ is a $2 \times 2$ matrix defined as (4.13) where each $v_j$ is a scalar function. Since $|V| = 1$, the positive definiteness of $V$ is determined by the sign of $v_1$, which is given by (4.14a).

For one-soliton solution, we have

$K_1 = k_1$, $r_1 = \rho_1$, $s_1 = \sigma_1$, $a_1 = a$, $C_1 = c_1$, $M_1 = m_1 = -\frac{\rho_1 \sigma_1}{|k_1|^2 + 1}$, (4.15)

where (for $j = 1$)

$\rho_j = \rho_j \exp[a \mathfrak{L}_j(x)]$, $\sigma_j = \sigma_j \exp[\bar{a} \mathfrak{L}_j(x)]$, (4.16)

where $\mathfrak{L}_j(x)$ is defined as in (3.24a). It then follows from (4.14a) that

$v_1 = \frac{|c_1|^2 + |m_1|^2 |k_1|^2}{|c_1|^2 - |m_1|^2} = -\frac{1}{|k_1|^2} + (1 + \frac{1}{|k_1|^2}) \frac{|c_1|^2}{|c_1|^2 - |m_1|^2}$, (4.17)

where (we take $a = 1$ for convenience)

$|m_1| = \frac{|\rho_1 \sigma_1|}{|k_1|^2 + 1} \exp\left(2\text{Re}[\mathfrak{L}_1(x)]\right)$,

and $\mathfrak{L}_1(x)$ is defined as in (3.24a). Fig.1 shows that how $v_1$ varies with $|m_1|$: $v_1$ is positive when $|m_1|$ is less than $|c_1|$, while $v_1$ is negative when $|m_1|$ is greater than $|c_1|$. Equation $|m_1| = |c_1|$ defines a hyper plane

$\text{Re}[\mathfrak{L}_1(x)] = \frac{1}{2} \ln \left(\frac{|c_1|^2(|k_1|^2 + 1)}{|\rho_1 \sigma_1|}\right)$,
which divides $\mathbb{R}^4$ into two parts: one is the domain $D_1$ where $\text{Re} [\Sigma_1(x)] < \frac{1}{2} \ln \left( \frac{|c_1|(|k_1|^2+1)}{|\rho_1\sigma_1|} \right)$ and $v_1$ is positive, the other is the domain $D_2$ where $\text{Re} [\Sigma_1(x)] > \frac{1}{2} \ln \left( \frac{|c_1|(|k_1|^2+1)}{|\rho_1\sigma_1|} \right)$ and $v_1$ is negative. Thus, $V$ is positive-definite when $x \in D_1$ and negative-definite when $x \in D_2$.

**Remark 6.** For the $SU(2)$ SDYM equation, when $x \in D_2$, $V$ and $J = -V$ are respectively negative-definite and positive-definite. Then one can take a piecewise definition for $J$:

$$J = \begin{cases} V, & x \in D_1, \\ -V, & x \in D_2. \end{cases}$$

**Remark 7.** The one-soliton solution in this section is different from the one discussed in Sec.3.3.1, cf. Proposition 4.

### 4.3.2 Two-soliton solution of the $SU(2)$ SDYM

For the $SU(2)$ SDYM equation, for arbitrary $M$, $v_1$ is always a scalar function and can be expressed as

$$v_1 = \frac{g}{f} = \frac{|C_1\bar{C}_1 + K_1^{-1}M_1\bar{K}_1^{-1}\bar{C}_1^{-1}M_1\bar{C}_1|}{|C_1\bar{C}_1 - M_1\bar{C}_1^{-1}M_1|}. \quad (4.18)$$

In fact, for arbitrary $M$, from equation (4.14a) we have

$$v_1 = 1 - s_1^4K_1^{-1}C_1^{-1}M_1(C_1 - M_1C_1^{-1}M_1)^{-1}K_1^{-1}r_1,$$

$$= |M - (C_1 - M_1C_1^{-1}M_1)^{-1}K_1^{-1}r_1|s_1^4K_1^{-1}C_1^{-1}M_1|,$$

where we have made use of the Weinstein–Aronszajn formula (see (2.23)). Next, replacing $r_1s_1^4$ using (4.12) yields

$$v_1 = |M + (C_1 - M_1C_1^{-1}M_1)^{-1}K_1^{-1}(K_1M_1\bar{K}_1 + M_1)\bar{K}_1^{-1}\bar{C}_1^{-1}M_1|$$

$$= |(C_1 - M_1C_1^{-1}M_1)^{-1}(C_1 + K_1^{-1}M_1\bar{K}_1^{-1}\bar{C}_1^{-1}M_1)|$$

$$= \frac{|C_1 + K_1^{-1}M_1\bar{K}_1^{-1}\bar{C}_1^{-1}M_1|}{|C_1 - M_1C_1^{-1}M_1|}.$$ 

After multiplying $|\bar{C}_1|$ on both numerator and denominator, we get (4.18).

For the case of two-soliton solution, $M = 2$ and we have

$$K_1 = \begin{pmatrix} k_1 & 0 \\ 0 & k_2 \end{pmatrix}, \quad C_1 = \begin{pmatrix} c_1 & 0 \\ 0 & c_2 \end{pmatrix}, \quad r_1 = \begin{pmatrix} \rho_1 \\ \rho_2 \end{pmatrix}, \quad s_1 = \begin{pmatrix} \sigma_1 \\ \sigma_2 \end{pmatrix}, \quad (4.19)$$

$$M_1 = \begin{pmatrix} -\rho_1\sigma_1/(|k_1|^2+1) & -\rho_1\sigma_2/(k_1\bar{k}_2+1) \\ -\rho_2\sigma_1/(k_1\bar{k}_2+1) & -\rho_2\sigma_2/(|k_2|^2+1) \end{pmatrix}, \quad (4.20)$$

where $\rho_j$ and $\sigma_j$ are defined in (4.16) for $j = 1, 2$, and we already dropped off the superscript $(1)$ from $\rho_j^{(1)}, \sigma_j^{(1)}$ and $\alpha^{(1)}$ without making confusion. In the following, for convenience we take $c_1 = c_2 = 1$ and rewrite $v_1$ in terms of

$$w_j = \rho_j\sigma_j = \hat{\omega}_j \exp[(a + \bar{a})\Sigma_j(x)], \quad \hat{\omega}_j = \rho_j\sigma_j, \quad j = 1, 2. \quad (4.21)$$

It follows that

$$v_1 = \frac{1 + \frac{|w_1|^2}{(1+|k_1|^2)^2} + \frac{|w_2|^2}{(|k_2|^2+1)^2} + \frac{|k_2-k_1|^4}{(|k_1|^2+1)^2(|k_2|^2+1)^2} + 2\text{Re} \left\{ \frac{w_1\bar{w}_2}{k_1k_2(1+k_1k_2)^2} \right\}}{1 - \frac{|w_1|^2}{(|k_1|^2+1)^2} - \frac{|w_2|^2}{(|k_2|^2+1)^2} + \frac{|k_2-k_1|^4}{(|k_1|^2+1)^2(|k_2|^2+1)^2} - 2\text{Re} \left\{ \frac{w_1\bar{w}_2}{(1+k_1k_2)^2} \right\}}. \quad (4.22)$$
Note that \( w_j \) defined in (4.21) and (3.27) essentially have the same expression in light of (3.19) and the real coefficients \((a^{(1)} - a^{(2)})\) and \((a + \bar{a})\) can always be normalized to be 1. Again, we may redefine \( w_j \) as
\[
w_j = (1 + |k_j|^2) \bar{w}_j, \quad j = 1, 2, \tag{4.23}
\]
and rewrite the above \( v_1 \) in terms of \( \bar{w}_j \) as
\[
v_1 = \frac{1 + |\bar{w}_1|^2 + |\bar{w}_2|^2 + |\bar{w}_1 \bar{w}_2|^2}{1 - |\bar{w}_1|^2 - |\bar{w}_2|^2 + |\bar{w}_1 \bar{w}_2|^2} + 2(1 + |k_1|^2)(1 + |k_2|^2) \text{Re} \left[ \frac{\bar{w}_1 \bar{w}_2}{k_1 k_2 (1 + k_1 k_2)^2} \right]. \tag{4.24}
\]
This is nothing but \( v_{11} \) given in (3.37), and thus, the definite-positive domain of \( V \) can be determined in the same way as in Sec.3.3.2.

To compare with the two-soliton solution obtained from the asymmetric Sylvester formulation (see Sec.3.3.2), we also need to calculate \( v_2 \) and \( v_4 \) from (4.14) (with \( C_1 = I_2 \)) and write out them in terms of \( \bar{w}_j \) defined in (4.23). It turns out that
\[
\begin{pmatrix}
  v_1 & v_2 \\
  v_2 & v_4
\end{pmatrix} = \begin{pmatrix}
  1 & 0 \\
  0 & \bar{k}_1 \bar{k}_2
\end{pmatrix} \begin{pmatrix}
  v_{11} & v_{12} \\
  \bar{v}_{12} & v_{22}
\end{pmatrix} \begin{pmatrix}
  1 & 0 \\
  0 & k_1 k_2
\end{pmatrix}, \tag{4.25}
\]
where \( v_{11}, v_{12} \) and \( v_{22} \) are given as in (3.37), (3.38) and (3.39). Note that for any solution \( J \) to the SDYM equation (1.1), \( J' = PJQ \) is still a solution provided \( P \) and \( Q \) are invertible constant matrices. In this sense, we say the two-soliton solutions obtained in the asymmetric and symmetric Sylvester formulations are same.

5 Concluding remarks

In this paper we have established two Cauchy matrix schemes for the SU(\( N \)) SDYM equation (1.1). These schemes are based on two different Sylvester equations (asymmetric and symmetric cases), both of which can generate the noncommutative relations (2.8) and (2.9) that are used to obtain the unreduced equation (2.12). This equation was then reduced to the SU(\( N \)) SDYM equation (in Yang’s formulation [16, 1]) in Sec.3 and Sec.4, for the asymmetric and symmetric Sylvester equation cases, respectively. As solutions, in both cases \( V \) is Hermitian and \(|V|\) is a constant. The property of positive-definiteness of \( V \) was investigated. For the SU(2) SDYM equation and the obtained one-soliton solutions and two-soliton solutions, we have worked out a way to obtain a domain in \( \mathbb{R}^4 \) where \( V \) is positive-definite. Note that our solutions are different from those of the SU(\( N \)) SDYM equation obtained using Darboux transformation method [9]. In the two Cauchy matrix schemes, the dispersion relation of solutions can be characterized by \( \mathcal{L}_j(x) \) defined in (3.24), which contains an arbitrary “\( n \)”. Such an arbitrariness allows us to have dimension reductions with respect of \( x \), for example, to get solutions to a 3-dimensional relativistic-invariant system studied by Manakov and Zakharov [7]. We will present the example with more details in Appendix B.

To derive equation (2.12), we also provided an alternative approach in Appendix A, where we made use of matrix equation \( \Phi_{x_n} = \Phi AP_n \) and the compatibility with \( \Phi_{x_{n+1}} = \Phi AP_{n+1} \). Since \( n \) is arbitrary, one can also consider the compatibility between
\[
\Phi_{x_n} = \Phi AP_n, \quad \Phi_{x_{n+l}} = \Phi AP_{n+l}, \quad l = 2, \ldots,
\]
and derive new equations. For the case \( l \) greater than one, more \( \{ S^{(i,j)} \} \) than \( S^{(0,0)} \) and \( S^{(-1,0)} \) will be needed. In addition, it is worthy to mention that the two Cauchy matrix schemes
that are involved are respectively based on the Sylvester equation for the (matrix) KP system (cf.[2]) and the Sylvester equation for the (matrix) AKNS system (cf.[20]). Since $V$ is defined via $S^{(-1,0)}$, this implies possible links between the SDYM equation and the equations related to $S^{(-1,0)}$ element in the matrix KP hierarchy and matrix AKNS hierarchy. In addition, in our paper, we reduce equation (2.12) to the $SU(N)$ SDYM equation in $\mathbb{R}^4$. It is also possible to consider other reductions in different metric spaces. All these will be the topics for the future investigation.
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A An alternative way to equation (2.11)

We have shown in Theorem 1 (in Sec.2.3) that the two cases of the Sylvester equations can give rise to the relations (2.8) and (2.9) for $\{S^{(i,j)}\}$, from which and along the lines of the treatment in [6], one can obtain equation (2.11) and then (2.12).

In the following we present an alternative way to obtain equation (2.11). This will be valid for the two cases of the Sylvester equations discussed in Theorem 1. Note again that in these two cases the relations (2.8) and (2.9) hold. Introduce an auxiliary vector functions $\phi^{(i)} \in \mathbb{C}^{N \times N}[x]$ defined by

$$\phi^{(i)} = (C + M)^{-1} K^i r, \quad i \in \mathbb{Z}. \tag{A.1}$$

It can be proved that

$$\phi^{(i)} + (C + M)^{-1} M \phi^{(i)} = \phi^{(i+n)} a.$$

Substituting (2.17) into it and using the definition (2.16), we can obtain

$$\phi^{(i)} = \sum_{l=0}^{n-1} \phi^{(n-1-l)} a S^{(i,l)}, \quad (n \in \mathbb{Z}^+),$$

$$\phi^{(i)} = \phi^{(i)} a,$$

$$\phi^{(i)} = \sum_{l=-1}^{n} \phi^{(n-1-l)} a S^{(i,l)}, \quad (n \in \mathbb{Z}^-).$$

These relations can be expressed in a matrix form

$$\Phi x_n = \Phi A P_n, \quad n \in \mathbb{Z}, \tag{A.2}$$

where $\Phi$ is a $N \times \infty$ matrix composed by column vectors (A.1),

$$\Phi = (\cdots, \phi^{(-1)}, \phi^{(0)}, \phi^{(1)}, \cdots),$$

$A = \text{diag}(\cdots, a, a, a, \cdots)$, and $P_n$ is an $\infty \times \infty$ (block) matrix composed by $S^{(i,j)}$, $I_N$ and $0$ (see equation (A.4)). The compatibility of equation (A.2) and equation $\Phi x_{n+1} = \Phi A P_{n+1}$, i.e. $(\Phi x_n) x_{n+1} = (\Phi x_{n+1}) x_n$, gives rise to

$$P_{n+1} A P_n - P_n A P_{n+1} + (P_n) x_{n+1} - (P_{n+1}) x_n = 0. \tag{A.3}$$

Then we have the following.
Proposition 8. The $(-1, -n)$-th element of the (block matrix) equation (A.3) gives rise to equation (2.11).

Proof. Consider the case $n \in \mathbb{Z}^{+}$. $P_{n}$ is the following block matrix

$$
P_{n} = \begin{pmatrix}
\vdots & \vdots & \vdots & \vdots \\
-\mathbf{S}^{(-1, n-1)} & \mathbf{0} & \mathbf{0} & \cdots \\
-\mathbf{S}^{(-1, n-2)} & \mathbf{0} & \mathbf{0} & \cdots \\
\vdots & \vdots & \vdots & \vdots \\
\mathbf{I}_{N} & -\mathbf{S}^{(-1,0)} & -\mathbf{S}^{(0,0)} & -\mathbf{S}^{(1,0)} & \cdots \\
\mathbf{0} & \mathbf{I}_{N} & \mathbf{0} & \cdots \\
\vdots & \vdots & \vdots & \vdots \\
\mathbf{0} & \mathbf{0} & \mathbf{I}_{N} & \cdots \\
\vdots & \vdots & \vdots & \vdots 
\end{pmatrix}
$$

where the center, i.e. the $(0,0)$-th element, is $-\mathbf{S}^{(0,n-1)}$, and the $(-1, -n)$-th element (with a frame) is $\mathbf{I}_{N} - \mathbf{S}^{(-1,0)}$. $P_{n+1}$ reads

$$
P_{n+1} = \begin{pmatrix}
\vdots & \vdots & \vdots & \vdots \\
\mathbf{0} & \mathbf{0} & \mathbf{0} & \cdots \\
-\mathbf{S}^{(-1, n)} & -\mathbf{S}^{(0,n)} & -\mathbf{S}^{(1,n)} & \cdots \\
\vdots & \vdots & \vdots & \vdots \\
\mathbf{I}_{N} - \mathbf{S}^{(-1,0)} & -\mathbf{S}^{(0,0)} & -\mathbf{S}^{(1,0)} & \cdots \\
\mathbf{0} & \mathbf{I}_{N} & \mathbf{0} & \cdots \\
\vdots & \vdots & \vdots & \vdots \\
\vdots & \vdots & \vdots & \vdots 
\end{pmatrix}
$$

where the $(-1, -n)$-th element (with a frame) is $-\mathbf{S}^{(-1,1)}$. Note that the relation (2.9) with $(i, j) = (-1, 0)$ gives rise to $\mathbf{S}^{(-1,1)} = \mathbf{U}\mathbf{V}$, where $\mathbf{U}$ and $\mathbf{V}$ are defined in (2.10). Thus, the $(-1, -n)$-th element of the relation (A.3) can be denoted as

$$
\left[ P_{n+1}\mathbf{A}P_{n} \right]_{(-1, -n)} = \left[ P_{n}\mathbf{A}P_{n+1} \right]_{(-1, -n)} + \mathbf{U}\mathbf{V}_{x_{n}} = -\left( \mathbf{V}_{x_{n+1}} + \mathbf{U}_{x_{n}}\mathbf{V} \right).
$$

Next, we are going to prove the left-hand side of (A.5) vanishes. In fact, by calculation we find

$$
\left[ P_{n+1}\mathbf{A}P_{n} \right]_{(-1, -n)} = \mathbf{S}^{(0,1)}\mathbf{a}\mathbf{S}^{(-1,n-1)} + \mathbf{S}^{(1,1)}\mathbf{a}\mathbf{S}^{(-1,n-2)} + \cdots + \mathbf{S}^{(n-1,1)}\mathbf{a}\mathbf{S}^{(-1,0)} - \mathbf{S}^{(n-1,1)}\mathbf{a},
$$

$$
\left[ P_{n}\mathbf{A}P_{n+1} \right]_{(-1, -n)} = \mathbf{S}^{(0,0)}\mathbf{a}\mathbf{S}^{(-1,n)} + \mathbf{S}^{(1,0)}\mathbf{a}\mathbf{S}^{(-1,n-1)} + \cdots + \mathbf{S}^{(n,0)}\mathbf{a}\mathbf{S}^{(-1,0)} - \mathbf{S}^{(n,0)}\mathbf{a},
$$

which yields

$$
\left[ P_{n+1}\mathbf{A}P_{n} \right]_{(-1, -n)} - \left[ P_{n}\mathbf{A}P_{n+1} \right]_{(-1, -n)} = \mathbf{S}^{(0,0)}\mathbf{a}\mathbf{S}^{(-1,n)} + \sum_{l=0}^{n-1} (\mathbf{S}^{(l,1)} - \mathbf{S}^{(l+1,0)})\mathbf{a}\mathbf{S}^{(-1,n-1-l)} + (\mathbf{S}^{(n,0)} - \mathbf{S}^{(n-1,1)})\mathbf{a}.
$$
Making use of relation (2.9) with \((i, j) = (l, 0)\) and \((i, j) = (n - 1, 0)\), respectively, and picking out 
\(\mathbf{S}^{(0,0)} = U\), we have

\[
\begin{align*}
\left[ P_{n+1}A P_n \right]_{(-1,-n)} - \left[ P_n A P_{n+1} \right]_{(-1,-n)} = \\
U(-a \mathbf{S}^{(-1,n)} + \mathbf{S}^{(n-1,0)} a - \sum_{l=0}^{n-1} \mathbf{S}^{(n-1-l,0)} a \mathbf{S}^{(-1,l)}) = -U \mathbf{V}_{x_n},
\end{align*}
\]

where we have used (2.8a) for \((i, j) = (-1, 0)\). Thus, the left-hand side of (A.5) vanishes and we get equation (2.11) for \(n \in \mathbb{Z}^+\).

The equation (2.11) for \(n = 0\) and \(n \in \mathbb{Z}^-\) can be derived in a similar way. Once (2.11) is obtained, we immediately get (2.12).

\(\Box\)

**B Solutions to a 3-dimensional relativistic-invariant system**

In [7] Manakov and Zakharov studied the following 3-dimensional relativistic-invariant system,

\[
(J_y J^{-1})_y + (J_t J^{-1})_t = 0, \quad (B.1)
\]

where \(t \in \mathbb{R}, y \in \mathbb{C}, \bar{y}\) is the complex conjugate of \(y\), and \(J\) is a \(N \times N\) matrix function of \((y, \bar{y}, t)\). The system is also known as a \((2 + 1)\)-dimensional generalization of the chiral field equation (see [13, 14]). To have a solution of the equation (B.1), one can take \(n\) to be large enough and all \(k_j\) subject to \(k_j^{2(n+1)} = (-1)^n\) such that in (3.24b) there are

\[
\mathbf{c}_j = \left( k_j^n - \frac{(-1)^n}{k_j^n}, \ k_j^{n+1} + \frac{(-1)^n}{k_j^{n+1}}, \ ik_j^n + \frac{i(-1)^n}{k_j^n}, \ 0 \right)
\]

and all \(\{\mathbf{c}_j\}\) are distinct for \(j = 1, 2, \cdots, N\). Then the resulting solution \(\mathbf{V}\) (in both asymmetric and symmetric cases) does not depend on \(\eta_{n+1}\) and \(J = \mathbf{V}\) solves (B.1).
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