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Abstract

For a polynomial $P$ of degree $n$ and an $m$-tuple $\Lambda = (\lambda_1, \ldots, \lambda_m)$ of distinct complex numbers, the dope matrix of $P$ with respect to $\Lambda$ is $D_P(\Lambda) = (\delta_{ij})_{i \in [1,m], j \in [0,n]}$, where $\delta_{ij} = 1$ if $P^{(j)}(\lambda_i) = 0$, and $\delta_{ij} = 0$ otherwise. Our first result is a combinatorial characterization of the 2-row dope matrices (for all pairs $\Lambda$); using this characterization, we solve the associated enumeration problem. We also give upper bounds on the number of $m \times (n+1)$ dope matrices, and we show that the number of $m \times (n+1)$ dope matrices for a fixed $m$-tuple $\Lambda$ is maximized when $\Lambda$ is generic. Finally, we resolve an “extension” problem of Nathanson and present several open problems.

1 Introduction

Let $P^{(j)}$ denote the $j$-th derivative of the polynomial $P(x)$. Given a polynomial $P \in \mathbb{C}[x]$ of degree $n$ and an $m$-tuple $\Lambda = (\lambda_1, \ldots, \lambda_m)$ of distinct complex numbers, the dope matrix of $P$ with respect to $\Lambda$ is the $m \times (n+1)$ matrix $D_P(\Lambda) = (\delta_{ij})_{i \in [1,m], j \in [0,n]}$, where

$$\delta_{ij} = \begin{cases} 1 & \text{if } P^{(j)}(\lambda_i) = 0 \\ 0 & \text{otherwise} \end{cases}.$$ 

In other words, the dope matrix records the “zero pattern” of the derivatives of $P$ evaluated on $\Lambda$.\(^1\) We say that a $\{0,1\}$-matrix is simply dope if it equals $D_P(\Lambda)$ for some $P$ and $\Lambda$. For an $m$-tuple $\Lambda$ and a natural number $n$, let

$$D_n(\Lambda) = \{D_P(\Lambda) : \deg(P) = n\}$$

denote the set of all $m \times (n+1)$ dope matrices arising from $\Lambda$. Further, let

$$D^m_n = \{D_P(\Lambda) : \deg(P) = n, \Lambda \in \mathbb{C}^m \text{ distinct}\}$$

\(^1\)Hence “dope” is an acronym for “derivatives of a polynomial, evaluated”.
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denote the set of all \( m \times (n+1) \) dope matrices (where now we let both \( P \) and \( \Lambda \) vary). There are many natural questions about the sets \( D_n(\Lambda) \) and how they relate to one other.

It is straightforward to check (see [7]) that if \( \Lambda = \{\lambda_1, \ldots, \lambda_m\} \) and \( \Lambda' = (\lambda'_1, \ldots, \lambda'_m) \) are related by \( \lambda'_i = a + b\varphi(\lambda_i) \) where \( a \in \mathbb{C} \), \( b \in \mathbb{C}^\times \), and \( \varphi \) is a \( \mathbb{Q} \)-automorphism of \( \mathbb{C} \), then \( D_n(\Lambda) = D_n(\Lambda') \).

In particular, if \( \Lambda \) has size 1 or 2, then \( D_n(\Lambda) \) does not depend on the particular choice of \( \Lambda \). If \( \Lambda \) has size at least 3, then we lose nothing by assuming that (say) \( \lambda_1 = 0 \) and \( \lambda_2 = 1 \).

Nathanson [7, Theorem 2] noted that a 1-row \( \{0,1\} \)-matrix is dope if and only if the last entry is 0; in particular, the number of \( 1 \times (n+1) \) dope matrices is \( 2^n \). Our first result provides a necessary and sufficient condition for a 2-row matrix to be dope.

**Theorem 1.** A \( 2 \times (n+1) \) \( \{0,1\} \)-matrix is dope if and only if for each \( k \in [0,n] \), there are at most \( k \) nonzero entries in the last \( k+1 \) columns.

In particular, for each pair \( \Lambda \) of distinct complex numbers, the set \( D_n(\Lambda) \) consists of precisely the matrices satisfying the condition described in the theorem. This characterization also allows us to count the 2-row dope matrices.

**Corollary 2.** The number of \( 2 \times (n+1) \) dope matrices is \( \binom{2n+1}{n} \).

The number of \( 2 \times (n+1) \) dope matrices with exactly \( n \) nonzero entries is \( \frac{1}{n+2} \binom{2n+2}{n+1} \), the \( n+1 \)-th Catalan number.

The number of \( 2 \times (n+1) \) dope matrices modulo the action of swapping the two rows is

\[
\frac{1}{2} \left( \binom{2n+1}{n} + \binom{n}{\lfloor n/2 \rfloor} \right).
\]

The trivial upper bound on \( |D_n^m| \), the number of \( m \times (n+1) \) dope matrices, is \( 2^n m \). The first statement of Corollary 2 immediately gives an improvement on this bound.

**Corollary 3.** Let \( m \geq 2 \), \( n \geq 1 \). The number of \( m \times (n+1) \) dope matrices is at most

\[
\left( \frac{2n+1}{n} \right)^{m/2};
\]

an upper bound for this quantity is \( \left( \frac{2}{\sqrt{n}} \right)^{m/2} 2^{mn} \).

Using known results [11] on zero patterns of polynomials, we also obtain the following upper bound.

**Theorem 4.** Let \( m \geq 3 \), \( n \geq 2 \). The number of \( m \times (n+1) \) dope matrices is at most

\[
\left( \frac{3n + m - 2 + (m - 2)n(n + 1)/2}{m + n - 2} \right);
\]

an upper bound for this quantity is \( \binom{mn^2}{m+n} \), which in turn is at most \( 2^{(m+n)\log_2(3en)} \).

A back-of-the-envelope calculation indicates that Corollary 3 is stronger than Theorem 4 if \( m \leq 10 \) or \( n \leq 7 \). Asymptotically, Theorem 4 is stronger than Corollary 3 when \( n \) is smaller than around \( 2^m/m \) (e.g., \( n = m \)), and Corollary 3 is stronger than Theorem 4 when \( n \) is larger than around \( 2^m/m \) (e.g., fixed \( m \)).

It is also of interest to estimate \( |D_n(\Lambda)| \) for fixed \( \Lambda \), and the argument of Theorem 4 gives a nontrivial upper bound in this setting. For \( 0 < p < 1 \), let \( H(p) = -p \log_2(p) - (1-p) \log_2(1-p) \) denote the usual binary entropy function.
Theorem 5. Let \( m \geq 3 \). For each fixed \( m \)-tuple \( \Lambda \) of distinct complex numbers, we have \( |D_n(\Lambda)| \leq \sum_{i=0}^{n} \binom{mn}{i} \); an upper bound for this quantity is \( 2^{mnH(1/m)} \).

In a related direction, for \( m \geq 3 \) it is natural to ask which \( m \)-tuples \( \Lambda \) maximize \( |D_n(\Lambda)| \). The set \( X \) of \( m \)-tuples \( \Lambda \) in \( \mathbb{C}^m \) whose entries satisfy a nontrivial integer polynomial relation is a meager set (that is, a countable union of nowhere-dense sets), so we will call \( \Lambda \) generic if it lies outside of \( X \). (A random tuple \( \Lambda \) chosen in any reasonable way will thus be generic.) Recall that if \( \Lambda' = \varphi(\Lambda) \) for some \( \mathbb{Q} \)-automorphism \( \varphi \) of \( \mathbb{C} \), then \( D_n(\Lambda) = D_n(\Lambda') \). In particular, generic \( m \)-tuples \( \Lambda \) and \( \Lambda' \) are related in this fashion: Since the entries of \( \Lambda \) and \( \Lambda' \) are algebraically independent, standard facts about transcendence bases and the Axiom of Choice show that desired automorphism of \( \mathbb{C} \) exists.\(^2\) As such, we define \( D_n^{\text{gen}}(m) \) to be the set \( D_n(\Lambda) \) for a generic \( m \)-tuple \( \Lambda \). We can now answer the question from the beginning of this paragraph.

Theorem 6. Let \( \Lambda \) be an \( m \)-tuple of distinct complex numbers, and let \( n \) be a natural number. Then \( |D_n(\Lambda)| \leq |D_n^{\text{gen}}(m)| \), and equality holds if and only if \( D_n(\Lambda) = D_n^{\text{gen}}(m) \).

Finally, we resolve Nathanson’s extension problem [7, Open Question 4]. An \( m \times (n+1) \) \( \{0,1\} \)-matrix \( D \) may or may not be dope; the extension problem for \( D \) asks if we can find a polynomial \( P \) and an \( m \)-tuple \( \Lambda \) such that \( D \) appears in \( D_P(\Lambda) \) as the submatrix consisting of the first \( n+1 \) columns. We answer this question in the affirmative, and indeed we establish a stronger form in which the tuple \( \Lambda \) is also fixed beforehand.

Theorem 7. Let \( D \) be an \( m \times (n+1) \) \( \{0,1\} \)-matrix, and let \( \Lambda \) be an \( m \)-tuple of distinct complex numbers. Then there is a polynomial \( P \) with \( n \leq \deg(P) \leq m(n+2) \) such that \( D \) appears in \( D_P(\Lambda) \) as the submatrix consisting of the first \( n+1 \) columns. Moreover, if all of the entries of \( \Lambda \) lie in some subfield \( K \) of \( \mathbb{C} \), then we may also choose \( P \) to have all of its coefficients in \( K \).

If \( D \) is the all-1’s matrix, then the “extending” polynomial \( P \) must have degree at least \( m(n+1) \), and in this sense our upper bound on \( \deg(P) \) is nearly tight (which answers [7, Open Question 5].

We remark that the results of this paper remain valid if \( \mathbb{C} \) is replaced by any other field of characteristic 0.

In Section 2, we mention two topics in the existing literature that are related to dope matrices. In Section 3, we gather several remarks about Nathanson’s notion of multiplicity matrices of polynomials, which is essentially equivalent to the notion of dope matrices. In Section 4, we prove Theorem 1 and Corollary 2 about 2-row dope matrices. In Section 5, we establish the upper bounds Corollary 3 and Theorems 4 and 5. In Section 6, we prove Theorem 6 about generic \( m \)-tuples \( \Lambda \). In Section 7, we prove Theorem 7 about the extension problem, and we show that this result remains close to tight under some natural restrictions. Finally, in Section 8, we present a few open problems.

\(^2\)We remark that the reliance on the Axiom of Choice can be eliminated. Indeed, given a particular polynomial \( P \) of degree \( n \), let \( K \) denote the extension of \( \mathbb{Q} \) formed by adjoining the elements of \( \Lambda \cup \Lambda' \) and the coefficients of \( P \); without using the Axiom of Choice, we can find an automorphism \( \varphi \) of \( K \) that sends each \( \lambda_i \) to \( \lambda'_i \), and this suffices to show that \( D_P(\Lambda) \in D_n(\Lambda') \). (The point here is that \( \varphi \) depends on not only \( \Lambda \) and \( \Lambda' \) but also the polynomial \( P \) under consideration.) We leave the remaining details to the interested reader.
2 Some Related Work in the Literature

2.1 Hermite-Birkhoff Interpolation.

Fix positive integers \( m \leq n+1 \); a set \( E \subseteq [1, m] \times [0, n] \); a complex number \( y_{ij} \) for each \( (i, j) \in E \); and \( m \) distinct complex numbers \( \lambda_1, \ldots, \lambda_m \). The framework for Hermite-Birkhoff interpolation asks for conditions under which there is a unique polynomial \( P \) of degree at most \( n \) satisfying \( P^{(j)}(\lambda_i) = y_{ij} \) for all \( (i, j) \in E \). The set \( E \) is called poised if there is such a unique \( P \) for every choice of the \( y_{ij} \)'s. Special cases of this problem include Taylor interpolation, Lagrange interpolation, and Hermite interpolation.

To determine whether a set \( E \) is poised, it suffices to consider the case where all \( y_{ij} = 0 \). The zero polynomial certainly satisfies the constraints, and the question becomes whether or not the zero polynomial is the only solution. This differs from our problem on two facets: we insist that our polynomial have degree exactly \( n \), and we insist that \( P^{(j)}(\lambda_i) \neq 0 \) if \( (i, j) \in ([1, m] \times [0, n]) \setminus E \).

For the case \( m = 2 \), Pólya [9] introduced what has since (see [13]) come to be called the Pólya Condition. We invite the reader to compare the following result with our Theorem 1.

**Theorem 8** (Pólya [9]). Let \( n \geq 1 \), and fix a \( 2 \times (n+1) \) \( \{0, 1\} \)-matrix \( E = (\epsilon_{ij})_{i \in [1, m], j \in [0, n]} \). Then the following conditions are equivalent:

- The zero polynomial is the only polynomial \( P \) of degree at most \( n \) such that \( P^{(j)}(i) = 0 \) for all pairs \( (i, j) \) with \( \epsilon_{ij} = 1 \).
- For all \( k \in [1, n+1] \), there are at least \( k \) nonzero entries in the first \( k \) columns of \( E \).

In fact, Pólya’s result is essentially equivalent to our Theorem 1, as we will discuss in Section 4.

2.2 Zero Patterns and Sign Patterns

The bounds for zero patterns of polynomials are similar to earlier bounds obtained by Warren [14] (see also [6] for sign patterns of real polynomials). These supply an upper bound for the total number of sign patterns of a family of real polynomials in terms of their degrees and the number of variables. Unlike the proof in [11], which is based on simple linear algebra tools, Warren’s work requires techniques from real algebraic geometry. This result has found a considerable number of combinatorial applications (see [1] and the references therein), and in the context of the present paper it can be used to provide an upper bound for the number of signed real dope matrices, defined as follows.

**Definition 9.** Given a real univariate polynomial \( P \) and an \( m \)-tuple \( \Lambda = (\lambda_1, \ldots, \lambda_m) \) of distinct real numbers, the signed real dope matrix of \( P \) with respect to \( \Lambda \) is the \( m \times (n+1) \) matrix \( S_P(\Lambda) = (\sigma_{ij})_{i \in [1, m], j \in [0, n]} \), where \( \sigma_{ij} \) equals 0, +1, or −1 according to the sign of \( P^{(j)}(\lambda_i) \).

Warren’s theorem, together with the reasoning described above, implies that the total number of \( m \times (n+1) \) signed real dope matrices is at most

\[
\left( \frac{Cmn^2}{m+n} \right)^{m+n}
\]

for some absolute constant \( C > 0 \). This variant could be an interesting topic for future inquiry.
3 Multiplicity Matrices

The present work is motivated by the central definition of a recent paper of Nathanson [7]. Given a polynomial $P \in \mathbb{C}[x]$ of degree $n$ and an $m$-tuple $\Lambda = (\lambda_1, \ldots, \lambda_m)$ of distinct complex numbers, Nathanson defines the multiplicity matrix of $P$ with respect to $\Lambda$ to be the $m \times (n + 1)$ matrix $M_P(\Lambda) = (\mu_{ij})_{i \in [1, m], j \in [0, n]}$, with the entry $\mu_{ij}$ equal to the multiplicity of $\lambda_i$ as a root of $P^{(j)}$.

Nathanson established several properties of these matrices $M_P(\Lambda)$ and closed with eight open questions.

Our setup, which is often more convenient, is equivalent to Nathanson’s: $P(\lambda)$ is obtained from $M_P(\Lambda)$ by replacing all nonzero entries by 1’s, and $M_P(\Lambda)$ can be easily recovered from $P(\lambda)$ (see Condition R below). Nathanson observes that every $m \times (n + 1)$ matrix $M_P(\Lambda)$ must satisfy several necessary conditions:

**Condition E:** The entries $\mu_{ij}$ are nonnegative integers (a condition on entries).

**Condition R:** If $\mu_{ij} > 0$, then $j < n$ and $\mu_{i,j+1} = \mu_{ij} - 1$ (a condition on rows).

**Condition C:** For each $j \in [0, n]$, we have $\sum_i \mu_{ij} \leq n - j$ (a condition on columns).

The necessity of Condition E is obvious, Condition R comes from considering the Taylor expansion of $P$ at each $\lambda_i$, and Condition C is a consequence of the Fundamental Theorem of Algebra. For $m = 1$, Conditions E and R (which here imply Condition C) are also sufficient for a $1 \times (n + 1)$ matrix $M_P(\Lambda)$ to be the multiplicity matrix of some polynomial. For $m > 1$, these three conditions are not sufficient; to study the $m = 2$ case, we introduced a fourth condition (which is necessary only for $m \leq 2$):

**Condition T:** For each $k \in [0, n]$, there are at most $k$ nonzero entries in the last $k + 1$ columns (a condition on the tail).

Note that Condition T is strictly stronger than Condition C. Our Theorem 1 states that Conditions E, R, T are necessary and sufficient for a $2 \times (n + 1)$ matrix to be a multiplicity matrix. The relevance of Condition T for $m > 2$ is uncertain in general, but we conjecture that when $\Lambda$ is generic, Conditions E, R, and T are necessary and sufficient for a $m \times (n + 1)$ matrix to be the multiplicity matrix of some polynomial $P$ with respect to $\Lambda$; see Section 8.

Finally we mention that, for example, for (large) $m = n$, almost all matrices satisfying conditions E, R and C are not multiplicity matrices of polynomials. For simplicity, consider the case where $m = n$ and $n$ is even. We produce many matrices satisfying Conditions E, R, and C as follows: Fix a checkerboard pattern of the $n \times (n + 1)$ grid; place 0’s on all of the white squares, and place up to $n - j$ 1’s on black squares in the $j$-th column for each $j \in [0, n - 1]$. In the $j$-th column, we have

$$\sum_{0 \leq k \leq n-j} \binom{n/2}{k}$$

ways to place the 1’s. For $j < (1/4 - \varepsilon)n$, this quantity is at least $(1 - o(1))2^{n/2}$ (using Chernoff bounds, for instance). So the number of matrices produced is at least

$$[(1 - o(1))2^{n/2}(1/4-\varepsilon)n = 2^{(1-o(1))n^2/8}$$

(sending $\varepsilon$ slowly to zero). Comparing this rough lower bound with the quantity $2^{4n \log_2(en)}$ from Theorem 4 shows that Conditions E, R, and C are nowhere near sufficient.
4 Dope Matrices with Two Rows

As observed in \[7\], we can read off the \(i\)-th row of \(D_P(\Lambda)\) from the Taylor expansion of \(P\) at \(\lambda_i\): for \(P(x) = \sum_{j=0}^n a_j (x - \lambda_i)^j\), we have that \(\delta_{ij} = 1\) if and only if \(a_j = 0\). Thus, for a given \(m \times (n + 1)\) \(\{0,1\}\)-matrix \(D\) and an \(m\)-tuple \(\Lambda\) of distinct complex numbers, deciding whether or not there is some polynomial \(P\) with \(D = D_P(\Lambda)\) amounts to studying a system of linear constraints on the coefficients of \(P\). The following result of Gessel and Viennot will do the heavy lifting in our proof of Theorem 1.

**Theorem 10** ([5, Corollary 2]). Let \(G, H \subseteq \mathbb{N} \cup \{0\}\) be finite subsets of the same size. If \(|G \cap [0,c]| \leq |H \cap [0,c]|\) for every \(c \in \mathbb{N} \cup \{0\}\), then the matrix of binomial coefficients

\[
\binom{g}{h}_{g \in G, h \in H}
\]

is nonsingular.

**Proof of Theorem 1.** We first show that if \(D = (\delta_{ij})\) is a \(2 \times (n + 1)\) dope matrix, then \(D\) satisfies Condition T. Among all \(2 \times (n + 1)\) dope matrices that do not satisfy Condition T, choose one such matrix \(D = (\delta_{ij})\) that minimizes \(n\); we will derive a contradiction. Assume that \(D = D_P(\Lambda)\) for some \(P\) and \(\Lambda\); as observed in \([7]\), we may assume that \(\Lambda = (0,1)\). The minimality of \(n\) implies that

\[
\sum_{j=0}^{n} (\delta_{1j} + \delta_{2j}) = n + 1 \quad \text{and} \quad \sum_{j=n-k}^{n} (\delta_{1j} + \delta_{2j}) \leq k \quad \text{for all } k \in [0,n-1].
\]

In particular, \(\delta_{10} = \delta_{20} = 1\). Write

\[
P(x) = \sum_{j=0}^{n} a_j x^j = \sum_{j=0}^{n} \left( \sum_{k=j}^{n} \binom{k}{j} a_k \right) (x-1)^j,
\]

with \(a_n \neq 0\) since \(P\) has degree \(n\). By the observation at the beginning of this section we have that

\[
a_j = 0 \text{ if and only if } \delta_{1j} = 1
\]

and

\[
\sum_{k=j}^{n} \binom{k}{j} a_k = 0 \text{ if and only if } \delta_{2j} = 1.
\]

Let

\[
G := \{j \in [0,n] : \delta_{1j} = 0\} = \{j : a_j \neq 0\}
\]

and

\[
H := \{j \in [0,n] : \delta_{2j} = 1\} = \{j : \sum_{k=j}^{n} \binom{k}{j} a_k = 0\};
\]

note that \(|G| = |H|\) (call this quantity \(t\)) since \(D\) contains the same number of 0’s and 1’s (from (1)). Write \(g_1 < g_2 < \cdots < g_t\) and \(h_1 < \cdots < h_t\) for the elements of \(G\) and \(H\), respectively. Then, after we eliminate the \(a_j\)’s that we know to equal 0 from (2), the constraints in (3) are equivalent to
the homogeneous system of equations \( B\bar{a} = \bar{0} \), where \( B = (\beta_{kl})_{k,l \in [1,t]} \) is the \( t \times t \) matrix with entries \( \beta_{kl} = (g^a)^{h_k} \) and \( \bar{a} \) is the length-\( t \) column vector with entries \( a_{j_1}, \ldots, a_{j_t} \). We will check that \( B \) satisfies the conditions of Theorem 10. For \( c \in [0, n - 1] \), we have

\[
|\mathcal{H} \cap [0,c]| - |\mathcal{G} \cap [0,c]| = \sum_{j=0}^{c} \delta_{2j} - \sum_{j=0}^{c} (1 - \delta_{1j})
\]

\[
= \sum_{j=0}^{n} (\delta_{1j} + \delta_{2j}) - \left( \sum_{j=c+1}^{n} (\delta_{1j} + \delta_{2j}) \right) - (c + 1)
\]

\[
\geq n + 1 - (n - (c + 1)) - (c + 1) = 1,
\]

where the inequality uses the latter part of (1). For \( c \geq n \), we have

\[
|\mathcal{H} \cap [0,c]| - |\mathcal{G} \cap [0,c]| = \sum_{j=0}^{n} \delta_{2j} - \sum_{j=0}^{c} (1 - \delta_{1j}) = 0,
\]

this time using the former part of (1). So we can apply Theorem 10 (in fact with room to spare) to the system \( \bar{B} = \bar{0} \), and we conclude that \( \bar{a} = \bar{0} \). But the last entry is \( a_{j_t} = a_n \), and this contradicts the assumption that \( a_n \neq 0 \).

We now show that if \( D \) is a \( 2 \times (n + 1) \) \( \{0,1\} \)-matrix satisfying Condition T, then \( D \) is dope. Let the total number of 1’s in \( D \) be \( n - h \), where we know that \( h \geq 0 \). Form the \( 2 \times (n + h) \) matrix \( D' \) by prepending \( h \) columns of all 1’s to \( D \); note that \( D' \) still satisfies Condition T and exactly \( n + h \) entries of \( D' \) are 1’s. Proceeding as in the first half of the proof, we find that there is a (unique, in fact) monic polynomial \( P \) of degree \( n + h \) such that \( D_p(0,1) \) has 1’s in all of the positions where \( D' \) has 1’s. Since \( D_p(0,1) \) must satisfy Condition T (by the first half of the proof), we see that at most \( n + h \) entries of \( D_p(0,1) \) equal 1. Since \( n + h \) entries of \( D' \) equal 1, we conclude that \( D_p(0,1) = D' \). Thus, \( D_{p(h)}(0,1) = D \), as desired.

In the preceding proof, Theorem 10 of Gessel and Viennot can be replaced by an application of Pólya’s Theorem 8. Indeed, one can check that the constraints in Equations 2 and 3 satisfy Pólya’s Condition, and then Theorem 8 will give the desired contradiction that \( \sigma = \bar{0} \); the application of Theorem 8 in place of Theorem 10 in the second half of the proof is analogous. We also mention that Theorem 8 can be quickly deduced from the proof of Theorem 1 (with Theorem 10 as the key input).

We now prove the enumerative results in Corollary 2. Let \( C(n,t) \) denote the number of dope \( 2 \times (n + 1) \) matrices with exactly \( t \) entries equal to 1.

**Proposition 11.** For \( n \geq 1 \) and \( 0 \leq t \leq n + 1 \), we have

\[
C(n,t) = \binom{2n + 1}{t} - \binom{2n + 1}{t - 1}.
\]

**Proof.** We have \( C(n,-1) = 0 \), \( C(n,0) = 1 \) (the all-0’s matrix), and \( C(0,t) = 0 \) for \( t > 0 \). The result now follows from the recurrence

\[
C(n,t) = C(n-1,t) + 2C(n-1,t-1) + C(n-1,t-2),
\]

which comes from conditioning on the first column.
Let \( B(n, 2s) \) denote the number of dope \( 2 \times (n + 1) \) matrices with exactly \( 2s \) entries equal to 1 and such that the two rows are identical.

**Proposition 12.** For \( n \geq 1 \) and \( 0 \leq 2s \leq n + 1 \), we have
\[
B(n, 2s) = \binom{n}{s} - \binom{n}{s - 1}.
\]

**Proof.** We have \( B(n, 0) = 1 \) (the all-0’s matrix) and \( B(0, 2s) = 0 \) for \( s > 0 \). The result now follows from the recurrence
\[
B(n, 2s) = B(n - 1, 2s) + B(n - 1, 2s - 2),
\]
which comes from conditioning on the first column. \( \square \)

We are ready to prove Corollary 2.

**Proof of Corollary 2.** The first statement of the corollary follows from Proposition 11 by telescoping. The second statement is precisely from the \( t = n \) case of Proposition 11. For the third statement, note that the number of \( 2 \times (n + 1) \) dope matrices modulo the action of swapping the two rows is
\[
\frac{1}{2} \left[ \sum_{t} C(n, t) + \sum_{s} B(n, 2s) \right];
\]
substituting from Propositions 11 and 12 and collapsing the telescoping sums gives the result. \( \square \)

## 5 Upper Bounds

We now turn to upper bounds on the number of dope matrices. We begin with Corollary 3, which is a consequence of Corollary 2.

**Proof of Corollary 3.** Note that each pair of rows of a dope matrix forms a 2-row dope matrix; Corollary 2 tells us that there are at most \( \binom{2n+1}{n} \) possibilities for such a 2-row dope matrix. We wish to apply Shearer’s Inequality (see [2, Proposition 15.7.5]). Let \( X = \{0, 1\}^{n+1} \), and consider a \( m \times (n + 1) \) dope matrix \( D \) as an element of \( X^m \), where the \( i \)-th row of \( D \) corresponds to the \( i \)-th copy of \( X \); in this way we also consider \( D_n \) as a subset of \( X^m \). For each choice of \( 1 \leq i < i' \leq m \), the projection of \( D_n \) onto the \( i \)-th and \( i' \)-th copies of \( X \) has size at most \( \binom{2n+1}{n} \). By Shearer’s Inequality applied to all such pairs \((i, i')\), we find that
\[
|D_n|^m \leq \prod_{1 \leq i < i' \leq m} \binom{2n+1}{n} = \binom{2n+1}{n}^{m(m-1)/2}
\]
and hence
\[
|D_n| \leq \binom{2n+1}{n}^{m/2},
\]
as desired. The second estimate in the Corollary follows from plugging in Robbins’ factorial bound [10]. \( \square \)
We now turn to Theorems 4 and 5. If \( f = (f_1, \ldots, f_a) \) is a sequence of polynomials in \( b \) variables over the field \( K \), then the zero pattern of \( f \) evaluated at the point \( u \in K^b \) is the set
\[
Z_f(u) = \{ i \in [1, a] : f_i(u) = 0 \}.
\]
We let \( Z_f \) denote the total number of distinct zero patterns that appear as \( u \) ranges over \( K^b \). We will use the following result of Rónyai, Babai, and Ganapathy [11].

**Theorem 13** ([11, Theorem 1.1]). Let \( f = (f_1, \ldots, f_a) \) be a sequence of polynomials in \( b \) variables over the field \( K \), and let \( d_i \) denote the degree of \( f_i \). Then
\[
Z_f \leq \left( b + \sum_{i=1}^{a} d_i \right).
\]

Translating from the language of dope matrices to the language of zero patterns gives Theorems 4 and 5, as follows.

**Proof of Theorem 4.** Let \( K = \mathbb{C} \). Note that the last column of a dope matrix always has all 0’s. Note also that we still obtain all of the dope matrices if we restrict our attention to monic polynomials and to tuples whose first two entries are 0, 1. Let \( P(x) = x^n + \sum_{j=0}^{n-1} a_j x^j \) and \( \Lambda = (0, 1, \lambda_3, \ldots, \lambda_m) \) be the general forms of such a monic polynomial of degree \( n \) and an \( m \)-tuple starting with 0, 1, respectively. Consider
\[
f = (P^{(j)}(\lambda_i))_{i \in [1, m], j \in [0, n-1]}
\]
as an \( mn \)-tuple of polynomials in the \( m + n - 2 \) variables \( a_0, \ldots, a_{n-1}, \lambda_3, \ldots, \lambda_m \). Then for each choice of \( u = (a_0, \ldots, a_{n-1}, \lambda_3, \ldots, \lambda_m) \), the dope matrix \( D_P(\Lambda) \) is determined by the zero pattern \( Z_f(u) \). In particular, the number of \( m \times (n + 1) \) dope matrices is at most \( Z_f \). For \( i \leq 2 \), the polynomial \( f^{(j)}(\lambda_i) \) has degree 1. For \( i > 2 \), the polynomial \( f^{(j)}(\lambda_i) \) has degree \( n - j \). So the sum of the degrees of the polynomials in \( f \) is
\[
2n + (m - 2) \sum_{j=0}^{n-1} (n - j) = 2n + \frac{(m - 2)n(n + 1)}{2}.
\]
Now Theorem 13 gives
\[
Z_f \leq \left( \binom{3n + m - 2 + (m - 2)n(n + 1)/2}{m + n - 2} \right),
\]
as desired. \( \square \)

We remark that the number of dope matrices is in fact slightly smaller than \( Z_f \) (in the notation of the above proof) because of the constraint that the \( \lambda_i \)’s be distinct. It does not appear that this observation yields a significant improvement to Theorem 4. For Theorem 5 (counting dope matrices with \( \Lambda \) fixed), we will use the following strengthening of Theorem 13 for the case where the polynomials \( f_i \) are linear.

**Theorem 14** ([11, Theorem 1.2]). Let \( f = (f_1, \ldots, f_a) \) be a sequence of linear polynomials in \( b \) variables over the field \( K \). Then
\[
Z_f \leq \sum_{i=0}^{b} \binom{a}{i}.
\]

**Proof of Theorem 5.** We proceed as in the proof of Theorem 4, but this time we consider \( P^{(j)}(\lambda_i) \) as a polynomial in only the \( n \) variables \( a_0, \ldots, a_{n-1} \) (since the \( \lambda_i \)’s are fixed). Then each \( P^{(j)}(\lambda_i) \) is linear, and Theorem 14 gives
\[
Z_f \leq \sum_{i=0}^{n} \binom{m}{i}
\]
The last estimate in the Theorem follows from standard entropy bounds on sums of binomial coefficients (e.g., [2, Corollary 15.7.3]). \( \square \)
6 Generic Λ

We require some setup before we prove Theorem 6. Fix a tuple $\Lambda = (\lambda_1, \ldots, \lambda_m)$ and a natural number $n$. Consider $P(x) = a_n x^n + \cdots + a_0$ as the general form of a polynomial of degree $n$, where the $a_k$'s are viewed as variables. We wish to study how the $m \times (n+1)$ dope matrix $D_P(\Lambda)$ depends on the choice of the $a_k$'s. To each element $(i, j) \in [1, m] \times [0, n]$, we associate the linear form $L_{i,j}$ in the variables $a_0, \ldots, a_n$ given by

$$\sum_{k=j}^n \binom{k}{j} \lambda_i^{k-j} a_k.$$ 

Notice that $P^{(j)}(\lambda_i)$ vanishes if and only if $L_{i,j} = 0$; in particular, in the dope matrix $D_P(\Lambda)$, the set of positions with 1's is precisely

$$\{(i, j) \in [1, m] \times [0, n] : L_{i,j} = 0\}.$$ 

We also view $L_{i,j}$ as an element of $\mathbb{C}^{n+1}$ with entries $\left(\binom{k}{j} \lambda_i^{k-j}\right)_{0 \leq k \leq n}$ (note that $\binom{k}{j}$ vanishes for $k < j$ and hence is harmless).

Let $D$ be a $m \times (n+1)$ $\{0, 1\}$-matrix, and let $E_D \subseteq [1, m] \times [0, n]$ denote the set of positions of $D$ with 1's. Let $v_0 = (0, \ldots, 0, 1) \in \mathbb{C}^{n+1}$. Then, by the preceding discussion, there exists a degree-$n$ polynomial $P$ satisfying $D = D_P(\Lambda)$ if and only if there is a subspace $V$ of $\mathbb{C}^{n+1}$ such that $v_0 \notin V$ and

$$\{(i, j) \in [1, m] \times [0, n] : L_{i,j} \in V\} = E_D.$$ 

(The condition $v_0 \notin V$ corresponds to the requirement that $P$ has degree exactly $n$.) If such a $V$ exists, we may of course take it to equal $\text{span}\{L_{i,j} : (i, j) \in E_D\}$; denote this subspace by $V_D$.

We are now ready to prove Theorem 6.

**Proof of Theorem 6.** For each $D \in \mathcal{D}_n(\Lambda)$, consider the associated subspace $V_D$, and fix some $F_D \subseteq E_D$ so that $\{L_{i,j} : (i, j) \in F_D\}$ is a basis for $V_D$. It follows that $\{L_{i,j} : (i, j) \in F_D\} \cup \{v_0\}$ is linearly independent. Let $N' = (\lambda'_1, \ldots, \lambda'_m)$ be a generic $m$-tuple, with associated linear forms $L'_{i,j}$.

We claim that the set

$$\{L'_{i,j} : (i, j) \in F_D\} \cup \{v_0\}$$

is also linearly independent. To see this, consider $\{L_{i,j} : (i, j) \in F_D\} \cup \{v_0\}$ as the rows of a $(\dim(V) + 1) \times (n+1)$ matrix $M$, and consider $\{L'_{i,j} : (i, j) \in F_D\} \cup \{v_0\}$ as the rows of a $(\dim(V) + 1) \times (n+1)$ matrix $M'$. The linear independence of $\{L_{i,j} : (i, j) \in F_D\} \cup \{v_0\}$ guarantees that $M$ has a $(\dim(V) + 1) \times (\dim(V) + 1)$ submatrix $N$ with full rank, i.e., nonzero determinant. Let $N'$ be the corresponding submatrix of $M'$. It clearly suffices to show that $\det(N') \neq 0$. Suppose instead that $\det(N') = 0$. Since the $\lambda'_i$'s are algebraically independent, we may view this equation as an equality of polynomials in the variables $\lambda'_1, \ldots, \lambda'_m$; in particular, $\det(N')$ is the zero polynomial. This implies, upon replacing the $\lambda'_i$'s by the corresponding $\lambda_i$'s, that $\det(N) = 0$, and this contradiction establishes the claim.

Let 

$$V'_D = \text{span}\{L'_{i,j} : (i, j) \in F_D\}.$$ 

The previous claim shows that $v_0 \notin V'_D$ and that $\{L'_{i,j} : (i, j) \in F_D\}$ is a basis. Let 

$$E'_D = \{(i, j) : L'_{i,j} \in V'_D\},$$ 
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and define $D' \in D_n(\Lambda')$ to be the dope matrix with 1’s in the positions $E'_D$. This procedure gives us an (admittedly non-canonical) map $\psi : D_n(\Lambda) \to D_n(\Lambda')$ via $D \mapsto D'$; it remains to show that $\psi$ is injective. Suppose $\psi(D) = \psi(D')$, i.e., $V'_D = V''_D$. For each $(i_0, j_0) \in F_D$, we can express $L'_{i_0,j_0}$ as a linear combination of $\{L'_{i,j} : (i, j) \in F'_D\}$. We claim that then $L_{i_0,j_0}$ is a linear combination of $\{L_{i,j} : (i, j) \in F'_D\}$. Indeed, if this were not the case, then the (multi-)set

$$\{L_{i,j} : (i, j) \in F'_D\} \cup \{L_{i_0,j_0}\}$$

would be linearly independent; viewing $\{L_{i,j} : (i, j) \in F'_D\} \cup \{L_{i_0,j_0}\}$ as the rows of a $(|F'_D| + 1) \times (n + 1)$ matrix $M$, we can then find a $(|F'_D| + 1) \times (|F'_D| + 1)$ submatrix $N$ with full rank, i.e., nonzero determinant. Let $M'$ be the $(|F'_D| + 1) \times (n + 1)$ matrix with rows given by $\{L'_{i,j} : (i, j) \in F'_D\} \cup \{L'_{i_0,j_0}\}$, and let $N'$ be the corresponding submatrix of $M'$. By the argument in the previous paragraph, we deduce $\det(N') \neq 0$ from $\det(N) \neq 0$. But this contradicts $L'_{i_0,j_0}$ being a linear combination of $\{L'_{i,j} : (i, j) \in F'_D\}$, which establishes the claim. It follows that $V_D \subseteq V''_D$. The same argument gives $V''_D \subseteq V'_D$, and hence $V_D = V''_D$. So $D = D'$, which establishes the injectivity of $\psi$.

It remains only to characterize equality cases. Suppose $|D_n(\Lambda)| = |D_n(\Lambda')|$. Then the map $\psi$ is a bijection. Moreover, for each $D \in D_n(\Lambda)$, the corresponding matrix $D' = \psi(D)$ is independent of the choice of $F_D$. We will show that in fact $D = D'$. Since each element of $E_D$ is part of a basis for $V_D$, we see that $E_D \subseteq E_{D'}$ (where $E_{D'} = E'_D$ unambiguously because this doesn’t depend on the choice of $F_D$). For the reverse inclusion, let $(i_0, j_0) \in E_{D'}$ be any element, and fix some choice of $F_D$. Then $L'_{i_0,j_0}$ is a linear combination of $\{L'_{i,j} : (i, j) \in F'_D\}$. By the argument in the previous paragraph, we see that also $L_{i_0,j_0}$ is a linear combination of $\{L_{i,j} : (i, j) \in F_D\}$, and thus $(i, j) \in E_D$. So $E_{D'} \subseteq E_D$ and hence $E_D = E_{D'}$; we conclude that $D = D'$, as desired. This completes the proof.

# 7 The Extension Problem

Our resolution of the extension problem follows from a quick application of the Chinese Remainder Theorem for polynomial rings.

**Proof of Theorem 7.** Write $D = (\delta_{ij})$ and $\Lambda = (\lambda_1, \ldots, \lambda_m)$. For each $1 \leq i \leq m$, define the set

$$A_i = \{j \in [0, n] : \delta_{ij} = 0\} \quad \text{and the polynomial}$$

$$P_i(x) = \sum_{j \in A_i} (x - \lambda_i)^j.$$  

By the observation at the beginning of Section 4, it suffices to find a polynomial $P$ of degree at least $n$ such that $P \equiv P_i \pmod{(x - \lambda_i)^{n+2}}$ for every $i$. By the Chinese Remainder Theorem (see, e.g., [3, Proposition 1.10]), we can find such a $P$ with degree at most $m(n + 2)$. If $P$ has degree at least $n$, then we are done; if $P$ has degree strictly smaller than $n$, then we can ensure that $P$ has degree exactly $m(n + 2)$ by adding $\prod_{i=1}^m (x - \lambda_i)^{n+2}$ to $P$. Either way, $D$ appears as the left-most portion of $D_\rho(\Lambda)$, as desired. The “moreover” statement is clear from the proof.

The computation at the end of Section 3 shows that Theorem 7 remains close to tight even if we require $D$ to “come from” a matrix $M$ satisfying Conditions E, R, and C (as suggested in
Nathanson’s original question); call such a \(\{0,1\}\)-matrix an \textit{ERC-matrix}. Suppose that for all \(n \times (n+1)\) ERC-matrices, we can solve the extension problem with a polynomial of degree at most \(N\). Write \(P(x) = a_N x^N + \cdots + a_0\), where now we allow \(a_N\) to be 0 (so that we also capture polynomials of degree smaller than \(N\)). Since each \(n \times (n+1)\) ERC matrix has all 0’s in the last column, it is completely determined by its left-most \(n \times n\) block. By Theorem 14, the number of possibilities for the left-most \(n \times n\) block of \(DP(\Lambda)\) is at most

\[
\sum_{i=0}^{N+1} \binom{n^2}{i} \leq 2^{n^2 H((N+1)/n^2)}
\]

(see the proof of Theorem 5). Comparison with the computation of Section 3 gives that

\[
2^{(1-o(1))n^2/8} \leq 2^{n^2 H((N+1)/n^2)},
\]

and the monotonicity of \(H(p)\) for \(0 < p < 1/2\) implies that

\[
N \geq (0.017 - o(1))n^2;
\]

this shows that even in this setting Theorem 7 is tight up to a constant factor.

8 Open Problems

Following Nathanson’s lead, we close with several questions that we haven’t resolved. Nathanson characterized \(D_n(\lambda)\) for all complex numbers \(\lambda\), and in Theorem 1 we characterized \(D_n(\lambda_1, \lambda_2)\) for all pairs of distinct complex numbers \(\lambda_1, \lambda_2\). In each of these settings, the particular choice of \(\Lambda\) is immaterial since all tuples \(\Lambda\) are generic. When \(\Lambda\) is an \(m\)-tuple for \(m \geq 3\), however, the set \(D_n(\Lambda)\) does depend on the particular choice of \(\Lambda\), since not all triples are generic. Although it seems hopeless to characterize \(D_n(\Lambda)\) for all \(\Lambda\), we offer the following simple-to-state-conjecture for the case where \(\Lambda\) is generic.

**Conjecture 15.** Let \(m \geq 3\). Then \(D_n^{\text{gen}(m)}\) consists of exactly the \(m \times (n+1)\) \(\{0,1\}\)-matrices satisfying the following condition: For each \(k \in [0,n]\), there are at most \(k\) nonzero entries in the last \(k+1\) columns.

We remark that the \(m = 1\) version of this conjecture holds trivially and that the \(m = 2\) version is the content of Theorem 1. Also, explicit computations of \(D_n^{\text{gen}(m)}\) for \(m = 3\) and \(n \leq 6\) are consistent with Conjecture 15. Finally, since Theorem 6 is a fairly quick consequence of Conjecture 15, we may regard the former as evidence in support of the latter. If Conjecture 15 is true, then it also gives a simple linear recurrence relation for \(|D_n^{\text{gen}(m)}|\) for each fixed \(m\) (by conditioning on the left-most column, as in the second half of Section 4).

It could also be of interest to count or estimate \(|D_n(\Lambda)|\) for other particular choices of \(\Lambda\), such as \(\Lambda = (0,1,\ldots,m-1)\). Furthermore, one could study the full set \(D_n^m\) of \(m \times (n+1)\) dope matrices. The most natural open problem about \(D_n^m\) is enumerative.

**Problem 16.** Estimate \(|D_n^m|\) for various values of the parameters \(m\) and \(n\).
In a related direction, we can define an equivalence relation \( \sim \) on \( m \)-tuples of distinct complex numbers by saying that \( \Lambda \sim \Lambda' \) if \( D_n(\Lambda) = D_n(\Lambda') \) for all natural numbers \( n \). We remarked in the introduction that \( \Lambda \sim \Lambda' \) if \( \Lambda' = a + b\varphi(\Lambda) \) for some \( a \in \mathbb{C} \), \( b \in \mathbb{C}^\times \), and \( \varphi \) a \( \mathbb{Q} \)-automorphism of \( \mathbb{C} \). It would be interesting to characterize the equivalence classes of \( \sim \) and, in particular, to determine whether or not all equivalent tuples are related as described in the previous sentence.

We highlight that this problem is nontrivial even for the case \( m = 3 \). Here, every triple is equivalent to \((0, 1, \lambda)\) for some \( \lambda \) (not 0 or 1). It is clear from the preceding discussion that \((0, 1, \lambda) \sim (0, 1, \lambda')\) if either: \( \lambda \) and \( \lambda' \) are both transcendental; or \( \lambda \) and \( \lambda' \) are conjugate algebraic numbers. We conjecture that all equivalences are of this form.

**Conjecture 17.** If \((0, 1, \lambda) \sim (0, 1, \lambda')\), then either: \( \lambda \) and \( \lambda' \) are both transcendental; or \( \lambda \) and \( \lambda' \) are conjugate algebraic numbers.

One can easily construct examples showing that if \( \lambda \) is a rational number other than 0 or 1, then \((0, 1, \lambda) \nmid (0, 1, \lambda')\) with \( \lambda \neq \lambda' \); this is the “degree-1” case of the above conjecture. Even in the “degree-2” case, it is not clear how to prove the conjecture for the case where, for instance, \( \lambda \) is the square root of a positive rational.

There are also dope-matrix-related objects that could be interesting to study. First, we reiterate that signed dope matrices (see Definition 9) are a promising topic for future research. Second, we remark that the discussion of Section 6 gives a natural way to associate a (representable) matroid \( M_n(\Lambda) \) with each \( m \)-tuple \( \Lambda \) and natural number \( n \): The ground set is \([1, m] \times [0, n]\), and a subset of the ground set is independent if the corresponding collection of linear forms \( L_{i, j} \) is linearly independent. The \( m \times (n + 1) \) dope matrices arising from \( \Lambda \) correspond to the flats of \( M_n(\Lambda) \) that do not contain \( L_{1, n} \) (equivalently, the proper flats of the contraction \( M_n(\Lambda)/(1, n) \)). What can one say about the class of all matroids \( M_n(\Lambda) \)?

Finally, we provide the following data on \( |D_n(\Lambda)| \) for several triples \( \Lambda \); we hope that patterns in this data will inspire future work.

| \( \Lambda \) | 0 | 1 | 2 | 3 | 4 | 5 | 6 |
|------------|---|---|---|---|---|---|---|
| \((0, 1, \sqrt{2})\) | 1 | 4 | 19 | 98 | 525 | 2944 | 16870 |
| \((0, 1, 2)\) | 1 | 4 | 17 | 86 | 446 | 2503 | 14228 |
| \((0, 1, 3)\) | 1 | 4 | 19 | 92 | 497 | 2793 | 16022 |
| \((0, 1, \pi)\) | 1 | 4 | 19 | 98 | 531 | 2974 | 17060 |
| \((0, 1, 4)\) | 1 | 4 | 19 | 98 | 519 | 2911 | 16712 |

The OEIS [8] recognizes these terms of \( |D_n(0, 1, \pi)| \) as coinciding with sequence A047099, which is the sequence satisfying the linear recurrence suggested by Conjecture 15.

**Note added in revision:** Since this paper appeared as a preprint, Bisain [4] has proven Conjecture 15, provided fairly precise bounds for Problem 16, and derived several other interesting results on dope matrices.

**Acknowledgements**

We thank Melvyn B. Nathanson for helpful conversations and for introducing us to this problem. We are also grateful to Moshe Newman for suggesting the analogy with Birkhoff Interpolation, and we benefited from conversations with Sergei Konyagin. The Online Encyclopedia of Integer.
Sequences [8] was helpful at several stages of this work. Finally, we thank an anonymous referee for their careful reading of our paper.

The first author is supported in part by NSF grant DMS–1855464 and BSF grant 2018267. The second author is supported by an NSF Graduate Research Fellowship (grant DGE–2039656). The third author is supported by a PSC–CUNY Award, jointly funded by The Professional Staff Congress and The City University of New York.

References

[1] N. Alon, Tools from higher algebra, Handbook of combinatorics, Vol. 1, 2, Elsevier Sci. B. V., Amsterdam, 1995, pp. 1749–1783. MR1373688

[2] N. Alon and J. H. Spencer, The probabilistic method, 4th ed., Wiley Series in Discrete Mathematics and Optimization, John Wiley & Sons, Inc., Hoboken, NJ, 2016. MR3524748

[3] M. F. Atiyah and I. G. Macdonald, Introduction to commutative algebra, Addison-Wesley Publishing Co., Reading, Mass.-London-Don Mills, Ont., 1969. MR0242802

[4] A. Bisain, Generic Classification and Asymptotic Enumeration of Dope Matrices, arXiv preprint arXiv:2209.13811v1 (2022).

[5] I. Gessel and G. Viennot, Binomial determinants, paths, and hook length formulae, Adv. in Math. 58 (1985), no. 3, 300–321, DOI 10.1016/0001-8708(85)90121-5. MR815360

[6] J. Milnor, On the Betti numbers of real varieties, Proc. Amer. Math. Soc. 15 (1964), 275–280, DOI 10.2307/2034050. MR161339

[7] M. B. Nathanson, Interactions of zeros of polynomials and multiplicity matrices, arXiv:2203.02477, 17 pages. v4, submitted March 15, 2022.

[8] OEIS Foundation Inc., The On-Line Encyclopedia of Integer Sequences (2022), https://oeis.org.

[9] G. Pólya, Bermerkung zur Interpolation und zur Näherungstheorie der Balkenbiegung, Z. Angew. Math. Mech. 11 (1927), 445-449.

[10] H. Robbins, A remark on Stirling's formula, Amer. Math. Monthly 62 (1955), 26–29, DOI 10.2307/2308012. MR06328

[11] L. Rónyai, L. Babai, and M. K. Ganapathy, On the number of zero-patterns of a sequence of polynomials, J. Amer. Math. Soc. 14 (2001), no. 3, 717–735, DOI 10.1090/S0894-0347-01-00367-8. MR1824986

[12] I. J. Schoenberg, On Hermite-Birkhoff interpolation, J. Math. Anal. Appl. 16 (1966), 538–543, DOI 10.1016/0022-247X(66)90160-0. MR203307

[13] A. Sharma, Some poised and nonpoised problems of interpolation, SIAM Rev. 14 (1972), 129–151, DOI 10.1137/1014004. MR313676

[14] H. E. Warren, Lower bounds for approximation by nonlinear manifolds, Trans. Amer. Math. Soc. 133 (1968), 167–178, DOI 10.2307/1994937. MR226281