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Abstract:

Background/Objectives: The main objective is to design and develop a clustering algorithm for finding similar sub sets from crime data. This paper focuses a method for developing an algorithm and modify the existing technique in three ways, such as i) new attribute weightage scheme instead of IGR, ii) suitability to mixed data and iii) using FCM-based clustering instead of k-means. Methods/Statistical analysis: Generally, the effectiveness of clustering algorithm is completely based on distance matching that finds the similarity between data records and centroid. Giving equal importance for all the attributes is not much effective in clustering process. Instead, attribute weightage could be included in distance matching. A weight vector is generated based on mutual information. The method for attribute weightage is common for both numerical and categorical data. Finally, the grouping of similar sub sets is done based on FCM-based clustering procedure in which the distance matching is carried out based on the attribute weights. Findings: The experimental analysis has done using crime and hepatitis datasets where the performance of the proposed clustering algorithm has been analyzed. Results show that proposed FCM method has good accuracy than the AK-mode. Application/Improvements: Proposed method plays an important role in crime domain for better prediction. Type II fuzzy can also be used for better closeness analysis.
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1. Introduction

One of the major applications of clustering is crime analysis that has become one of the most essential activities in the world, since the technology development and the high growth of community have results high magnitude of crimes, most of the time with bizarre patterns. Crime data are categorized based on the crime type, analyze and identify important crime hot-spots and prediction and prevention over the protection safety of future crimes are very needful in crime analysis. There are number of analysis methods are available for identifying and assessing potential hot spots in crime analysis. Among the recent algorithms for this application, AK-Modes that have turn into and successfully progressed the efficiency compared with the established one and can help in the decision-making process for categorical data. The number of clusters, K, must be supplied as a parameter is the main disadvantage in the k-means algorithm.

Self-Organization Map (SOM) and K-means methods have been used to evaluate the patterns for clusters. Furthermore, the lack of pattern quality assessment in spatial clustering could lead to meaningless or unknown information. Validity of SOM and K-means methods has been examined using compactness and separation criteria. In this crime application, data has been separated into two parts. First part contains simulated data which has 2D x, y coordinates and subsequent part of data was real data corresponding to crime investigation.

In this paper, a new approach for attribute weighted dissimilarity that is proposed to design and develop a clustering algorithm for finding similar sub sets for crime
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Information is presented. This weightage includes numerical and categorical data. The distance values are measured individually for both numerical and categorical dataset weightage values and are used to find an accurate distance matching of the data set. In the attribute weightage, overlapping and non-overlapping interval methods are adopted to find the weightage function. Then, the fuzzy clustering method is used to cluster the data records. The experimentation is done using the UCI crime and hepatitis datasets and the performance of the proposed clustering algorithm is analyzed.

The organization of this paper is as follows: Problem definition and contribution of the paper is presented in Section II. The proposed technique of new attribute weightage method for finding similar subsets from crime data is calculated in Section III. An experimental result is discussed in Section IV and section V concludes the paper.

2. Problem Identification and Contributions

K-means algorithm is used as an initial process for many other algorithms. But the main disadvantage of k-means algorithm is the problem of choosing similarity measures. Traditional algorithms\(^7,8\) are used for numerical data and must be modified to take into consideration of the specific characteristic of categorical data. Recently, Ak-mode was proposed based on attribute weighted scheme and k-means clustering procedure. In the existing work, information gain ratio was used to find out the attribute weightage and consider the mutual information among the various classes for attribute weightage computation the performance would be significantly increases proposed algorithm. A new attribute weightage formula with the idea of mutual information is proposed. Along this, the dissimilarity measure is designed for both numerical and categorical data sets. In addition, grouping of similar subsets was done using Fuzzy clustering procedure\(^9,10\) in which it is adapted to handle both numerical and categorical data.

A new attribute weighted dissimilarity measure is applied to the FCM clustering algorithm for mixed crime data. The new dissimilarity measure is integrated with new attribute weighted dissimilarity measure to form a mixed weighted dissimilarity measure. Based on this, a mixed attribute weighting algorithm is proposed to cluster high-dimensional numerical data and categorical data. The performance of the mixed attribute weightage algorithm is investigated for both Numerical and Categorical data sets\(^11,12\).

3. Proposed Attribute Weighted Fuzzy Clustering Algorithm for Mixed Crime Data

Here, a mutual information-dependent formula that is used to generate a weight vector for entire attributes of input mixed data is presented. Finally, the grouping of similar sub sets is done based on FCM-based clustering procedure in which the distance matching is carried out based on the attribute weights\(^3,13,14\). Finding similar sub sets from crime dataset can be done by the following three steps such as

**Step 1:** New attribute weightage scheme

**Step 2:** Proposed distance measure

**Step 3:** Adapting FCM clustering for mixed data

3.1 New Attribute Weightage Scheme

In the new attribute weightage scheme, two weightage methods called the Weightage for Numerical data value (\(\alpha\)) and Weight for Categorical data value (\(\beta\)) with the help of overlapping and non-overlapping data values are used. Finally, the weightage values in the distance measure formula and the distance between the two attributes are calculated.

3.1.1 Weightage for Numerical Data Value

The weight of a numerical attribute (\(\alpha\)) indicates the importance of attribute in different crime cases.

\[
\text{Weightage}(\alpha) = \frac{\alpha_{i}^{NOL} + \alpha_{i}^{OL} + 1}{\alpha_{i}^{OL}}
\]  

(1)

In this crime data set, the weightage for numerical data value is computed with the help of overlapping and non-overlapping intervals. In numerical and categorical methods, overlapping and non-overlapping are defined in two different ways. In numerical method, each class contains minimum to maximum data value for using derived numerical data. In case of categorical method, non-overlapping is the maximum number of attributes and overlapping is the minimum number of attributes in the class.
\[ a_{i}^{\text{NOL}} = \frac{p(1, 2, 3 \ldots n)^{\text{NOL}}}{\sum_{i=1}^{n} \left( \frac{1}{1 + p(i)} \right)^{\text{NOL}}} \quad (2) \]

In the Non overlapping for Numerical data \((a_{i}^{\text{NOL}})\), the numerator considers the probability of attribute values within the non-overlapping intervals together with all the classes and denominator considers the probability of attribute values within non overlapping interval individually in all the classes. The equation (2) only measures the Non overlapping value for numerical data.

The probability of Non-overlapping value in all the classes \(p(1, 2, 3 \ldots n)^{\text{NOL}}\) is defined as the ratio of the summation of found the non-overlapping value in each class \(\sum_{i=1}^{n} f_{i}^{\text{NOL}}\) and the total number of attributes \(F_{T}\), the equation (3) is used to calculate the total number of non-overlapping values for crime datasets.

\[ p(1, 2, 3 \ldots n)^{\text{NOL}} = \frac{\sum_{i=1}^{n} f_{i}^{\text{NOL}}}{F_{T}} \quad (3) \]

The probability of individual classes for the non-overlapping values \(p(i)^{\text{NOL}}\) which is defined as the ratio of non-overlapping attributes in individual classes \(f_{i}^{\text{NOL}}\) and the total number of attributes in those classes \(F_{T(i)}\). Here, the equation (4) is used to find out the number of non-overlapping values of the individual classes.

\[ p(i)^{\text{NOL}} = \frac{f_{i}^{\text{NOL}}}{F_{T(i)}} \quad (4) \]

In the Overlapping for Numerical data \((a_{i}^{\text{OL}})\), the numerator considers the probability of attribute values within the overlapping interval together with all the classes and denominator considers the probability of attribute values within overlapping interval individually in all the classes. The equation (5) measures the Overlapping value for numerical data.

\[ a_{i}^{\text{OL}} = \frac{p(1, 2, 3 \ldots n)^{\text{OL}}}{\sum_{i=1}^{n} \left( \frac{1}{1 + p(i)} \right)^{\text{OL}}} \quad (5) \]

![Equation 5](image)

The probability of overlapping value is computed for all the classes \(p(1, 2, 3 \ldots n)^{\text{OL}}\). It is defined as the ratio of the summation of found overlapping value in each class \(\sum_{i=1}^{n} f_{i}^{\text{OL}}\) and the total number of attributes \(F_{T}\). Here, the equation (6) is used to calculate the total number of overlapping value for the crime dataset.

\[ p(1, 2, 3 \ldots n)^{\text{OL}} = \frac{\sum_{i=1}^{n} f_{i}^{\text{OL}}}{F_{T}} \quad (6) \]

The probability of individual class is measured for overlapping value \(p(i)^{\text{OL}}\) which is defined as the ratio of non-overlapping attributes in individual classes \(f_{i}^{\text{OL}}\) and the total number of attributes in those classes \(F_{T(i)}\). Here, the equation (7) is used to find out the number of overlapping individual classes.

\[ p(i)^{\text{OL}} = \frac{f_{i}^{\text{OL}}}{F_{T(i)}} \quad (7) \]

### 3.1.2 Weightage for Categorical Data Value

The weight of Categorical attribute is a data value which indicates the importance of the attribute in different crime cases. The larger weight is the more important in case category.

\[ \text{Weightage} \left( \beta_{i} \right) = \frac{\beta_{i}^{\text{CNOL}} + \beta_{i}^{\text{COL}} + 1}{\beta_{i}^{\text{COL}}} \quad (8) \]

\(\beta_{i}\) = weightage for Categorical data

Where, \(\beta_{i}^{\text{CNOL}}, \beta_{i}^{\text{COL}}\) are non-overlapping and overlapping data for categorical attributes. A categorical attribute is one whose value does not have a natural ordering. Some typical categorical attributes are our behavioral attributes and they are usually described an offender’s trait, location, often category, sub category and so on. The Non overlapping for categorical data \((\beta_{i}^{\text{CNOL}})\), the numerator considers the probability of maximum attribute values within the non-overlapping interval together in all the classes and denominator considers the probability of maximum attribute values within overlapping interval individually in all the classes. The equation (9) only measures the Non overlapping value for Categorical data.
The probability of finding the maximum attributes in all the classes is \( p(1, 2, 3, \ldots, n)^{\text{MAX}} \). It is defined as the ratio of the summation of finding the maximum attributes in each class \( \sum_{i=1}^{n} f_{i}^{\text{MAX}} \) to the total number of attributes \( (F_{T}) \). The equation (10) is used to calculate the total number of maximum attributes of crime dataset.

\[
p(1, 2, 3, \ldots, n)^{\text{MAX}} = \frac{\sum_{i=1}^{n} f_{i}^{\text{MAX}}}{F_{T}}
\]

The probability of individual classes are measured as the maximum attributes \( p(i)^{\text{MAX}} \) which is defined as the ratio of non-overlapping attributes in individual classes \( f_{i}^{\text{MAX}} \) to the total number of attributes in those classes \( f_{T(i)} \). The equation (11) is used to find out the number of overlapping values of individual classes.

\[
p(i)^{\text{MAX}} = \frac{f_{i}^{\text{MAX}}}{f_{T(i)}}
\]

### 3.2 Proposed Distance Measure

The distance matching is carried out based on attribute weights and two separate distance measures for numerical and categorical data for the crime dataset. The below equation has two separate sections containing the formula for Numerical and Categorical data values.

\[
M_i = \sum_{i=1}^{m1} \alpha_i d_{i}^{nu}(x_i, y_i) + \sum_{i=1}^{m2} \beta_i d_{i}^{ca}(x_i, y_i)
\]

Where, 
- \( d_{i}^{nu}(x_i, y_i) \) = distance measure for numerical data 
- \( d_{i}^{ca}(x_i, y_i) \) = distance measure for categorical data 
- \( \alpha_i \) = weightage for numerical data 
- \( \beta_i \) = weightage for categorical data 
- \( m1 \) = numerical object 
- \( m2 \) = categorical object

**Definition A: (Distance Measure for numerical data)**

\[
d_{nu}(x, y) = \sqrt{(x_1 - y_1)^2 + (x_2 - y_2)^2 + \cdots + (x_m - y_m)^2}
\]

The distance measure is used for computing the distance between the two data points with respect to its numerical attributes is Euclidean distance. The Euclidean distance is computed as follows:

**Definition B: (Dissimilarity Measure for categorical data)**

The dissimilarity of two data points for the categorical attributes, \( X = (y_1, y_2, \ldots, y_c) \) and \( Y = (x_1, x_2, \ldots, x_c) \) is computed based on the following equation
3.3 FCM Clustering Algorithm for both Numerical and Categorical Data

Let consider a mixed data of \( D = \{ X_1, \ldots, X_n \} \) set of categorical objects and \( E = \{ Y_1, \ldots, Y_n \} \) set of numerical objects. The numerical objects are clustered where each object \( X_i = (x_{i1}, \ldots, x_{im1}) \), \( 1 \leq i \leq m1 \) and categorical objects are clustered, where each object \( Y_i = (y_{i1}, \ldots, y_{im2}) \), \( 1 \leq i \leq m2 \) is defined by \( m \) attributes that contains \( m1 \) categorical and \( m2 \) numerical. Then, this problem can be mathematically reformulated as follows:

\[
R_m = \sum_{k=1}^{N} \sum_{i=1}^{C} u_{kl} \| w(x_k - c_i) \|^2
\]  

(19)

Where \( m \) is any real number greater than 1, \( u_{kl} \) is the degree of membership of \( x_k \) in the cluster \( l \), \( x_k \) is the \( k \) of \( d \)-dimensional measured data, \( c_i \) - the \( d \)-dimension center of the cluster, and \( \| * \| \) - is the similarity between any measured data and the center.

An iterative optimization of fuzzy partitioning with the update of membership \( u_{kl} \) is

\[
u_{kl} = \frac{1}{\sum_{i=1}^{C} \left( \| x_k - c_i \| \right)^{m-1}}
\]

(20)

This iteration stops when, \( \max_i \left\{ \left| u_{ij}^{(k+1)} - u_{ij}^{(k)} \right| \right\} < \varepsilon \) where \( \varepsilon \) is a termination criterion between 0 and 1, where as \( k \) is the iteration steps. Local minimum converges in this procedure.

3.4 Basic Steps of FCM-Mode Clustering Algorithm:

1. Initialize \( U = [ u_{kl} ] \) matrix, \( U^{(0)} \)
2. Update, \( (u^k), (u^{k+1}) \)

\[
u_{kl} = \frac{1}{\sum_{i=1}^{C} \left( \| x_k - c_i \| \right)^{m-1}}
\]

(21)

3. Centroid computation for numerical data is based on definition C and categorical data is based on definition D.

4. If \( \| (u^{k+1}) - (u^k) \| < \varepsilon \), then STOP.

Definition C: Centroid updating of numerical data

The center of the cluster for any numerical attribute is computed based on membership values and numerical data value.

\[
C_j = \frac{\sum_{i=1}^{N} u_{ij}^m \cdot y_{ij}}{\sum_{i=1}^{N} u_{ij}^m}
\]

Here, \( C_j \) - cluster dimension center. \( y_{ij} \) - Numerical data object

Definition D: (Updating of k-centroids for categorical data)

The centroids of categorical attributes within the cluster \( C_i \) are arranged in accordance with their relative frequency \( f_x \). The category \( x_i \) with high relative frequency of \( m1 \) categorical attributes is chosen for the new representative. For example, gender is a categorical attribute having two categories (male and female) and location is also a categorical attribute having a number of categories (Australia, inner Sydney, Liverpool, Campbell town and more).

3.5 AWFCM-Modes Algorithm

Input: Dataset \( D \), Weighted Attributes for numerical and categorical data \( (\alpha_i, \beta_i) \).

Output: clustering result.

Step 1: Initialize \( U = [ u_{kl} ] \) matrix, \( U^{(0)} \)

Step 2: Updating the membership \( (u^k), (u^{k+1}) \) for numerical and categorical data.

\[
u_{kl} = \frac{1}{\sum_{i=1}^{C} \left( \| x_k - c_i \| \right)^{m-1}}
\]

Step 3: Centroid computation for numerical data based on definition C.

Step 4: Centroid computation for categorical data based on definition D.
Step 5: Go to step 2, until \( \|u^{k+1} - u^k\| \leq \epsilon \), then STOP.

4. Result And Discussion

4.1 Experimental Set Up

The proposed approach has been implemented in Matlab7.12. The experimentation was done with two widely applied datasets namely, crime and hepatitis. Here, Crime data is taken from publicly available source and Hepatitis is taken from the UCI machine learning repository.

4.2 Evaluation Metrics

The Cluster Accuracy is used to evaluate the performance of the proposed approach of the crime dataset. The evaluation metric is given below. Clustering accuracy (CA) is,

\[
CA = \frac{1}{N} \sum_{i=1}^{T} X_i
\]

Where, \( N \rightarrow \) Number of data points in the dataset
\( T \rightarrow \) Number of resultant cluster
\( X_i \rightarrow \) Number of data points occurring in both cluster \( i \) and its corresponding class.

4.3 Performance Evaluation

The experimental results of the proposed approach are shown in Figure 1, Figure 2, Figure 3, Figure 4 and the clustering accuracy is calculated. In this work, the AwFCM mode for the clustering approach is adopted. The performance evaluation of the proposed AWFCM

Figure 1. Clustering accuracy of dataset 1 (AK- mode) and data set 2 (AWFCM) for 50 iterations

Figure 2. Clustering accuracy of dataset 1 (AK- mode) and data set 2 (AWFCM) for 50 iterations

Figure 3. Clustering accuracy of dataset 1 (AK- mode) and data set 2 (AWFCM) for 50 iterations

Figure 4. Clustering accuracy of dataset 1 (AK- mode) and data set 2 (AWFCM) for 50 iterations
mode is compared with AK mode and the experimental results are discussed. From figure (1), it is determined that crime dataset for AK mode has 53% accuracy, whereas AWFCM is with 58%. In Figure (2), the observation for hepatitis dataset gives 70% accuracy in AK mode and 100% accuracy in AWFCM. From Figure (3), the crime dataset for AK mode has 53% accuracy, whereas AWFCM with 58% were determined. In Figure (4), the observation of hepatitis dataset gives 70% accuracy in AK-mode and 80% accuracy for AWFCM.

5. Conclusion

In this paper, the method for attribute weightage of numerical and categorical data using overlapping and non-overlapping interval is suggested. Attribute weightage-based clustering algorithm was developed for finding similar sub sets from crime data. The motivational research and modified the existing technique in three ways, such as i) new attribute weightage scheme instead of IGR, ii) suitability to mixed data, and iii) Using FCM-based clustering instead of k-means. A FCM-based clustering approach is proposed in this paper to find similar sub sets from crime data. The performance of the proposed clustering algorithm is analyzed based on clustering accuracy with the AK-mode algorithm. From the experimental results it is observed that proposed FCM method has better accuracy 88% than the AK-mode.
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