Abstract We propose a scheme to trap and filter electrons, valley dependently, on a scale beyond the diffraction limit, in a gapped Dirac system using a circularly polarized light beam and a micro-scale metallic resonator. The main mechanism allowing the selection is the valley dependent break of the time reversal symmetry. Indeed in one valley, the light partially closes the already existing gap while it opens it in the other one. This difference in the band structure close to the Dirac points, induces a change in the dynamics of the electrons, leading to a valley router behaviour of the system.
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1. Introduction

The discovery of graphene, a monolayer of carbon atoms with low energy linear dispersion, and its unique electronic properties still continue to create an increasing interest of the scientific community [1–3], and initiated a large amount of studies on a new class of nanostructures, the Dirac materials. Graphene is characterized by the gapless energy spectrum, which makes difficult its application in modern electronic fields. Therefore many efforts have been dedicated towards the fabrication of gapped Dirac materials. The spectrum of those materials is parabolic near the band edge (located at the so-called Dirac points) but becomes linear far from it. Therefore electronic properties of such materials strongly depend on the value of the band gap and, consequently, they are suitable for potential nanoelectronic applications [4–6]. Like in bare gapless graphene, the confinement of Dirac electrons in such systems, and the wide range of potential practical applications, are compromised by their ability to perfectly transmit through arbitrary potentials barriers at normal incidence. This effect is well known for Dirac particles as the Klein paradox [7].

Valley transport in graphene has recently become a very active field of research since it is expected that the valley degree of freedom can play the same role as the electron spin in information processing [8–10]. Today this approach is referred as valleytronics and it has many similarities with spintronics. In graphene like systems, the valley degree of freedom exists due to the fact that there are two inequivalent edges of the Brillouin zone in the honeycomb lattice labelled as K and K'. Due to the large distance between those two valleys in the reciprocal space, only scatterers with a range smaller that the lattice constant can induce intervalley scattering, for that reason it is usually considered very weak and can be neglected in clean samples. Therefore, the valley index is a quantum number that can be considered as conserved for electron transport. A lot of proposals in the literature were put forward to generate valley-polarized currents by using graphene nanoribbons [10,11], electromagnetic or optical field [12,13] and lattice strain [14,15].

In the present letter, we propose a way to achieve valley dependent optical trapping of Dirac electrons in gapped Dirac systems and to create a valley router. In the framework of condensed matter physics, the basis for optical trapping is provided by the possibility to locally modify the energy spectrum of the particles by strong coupling to high frequency electromagnetic field resulting in the dynamic Stark effect. Strong modifications of the transport properties in the regime of strong light-matter coupling have been recently reported for semiconductor quantum well [16–20], carbon nanostructures [21–26] and topological insulators [27–29].

Particularly, it has been shown that in gapped Dirac systems strongly coupled to circularly polarized light the value of the band gap $\Delta_g$ is either increased or decreased valley dependently [30]. This modification depends on the intensity $I$ and the frequency $\omega$ of the driving field. Therefore, this mechanism offers a reversible way to control the electronic properties of the system. Indeed, let us consider the case of a non-homogeneous intensity of the driving field i.e. a simple Gaussian shaped beam (see figure 1). In this case,
the band gap is modified in the vicinity of the beam and it will be unchanged away from it. Therefore, an electron located inside the illuminated area, will not be able to escape since there is no available propagating states. This mechanism has been described before for bare graphene [31] and is similar to the electron confinement in semiconductor heterostructures when a layer of narrow band semiconductor is sandwiched between wide gap materials with the only difference being that the band mismatch in this case is produced all optically. In gapped Dirac systems, the valley dependence of the band gap has to be taken into account, since the gap increases in one valley and decreases in the other one, the shined area will respectively be a forbidden area for low energy electrons or a trapping one. Moreover, since the energy spectrum is locally changed, electrons propagating towards the illuminated area feel it as a potential barrier, and therefore valley dependent scattering will occur. In this letter we propose and describe a system, based on this principle, which traps electrons valley dependently and filters electrons moving towards the shinned area.

2. Model

Let us consider an infinite single layer of graphene which lies in the plane \( \mathbf{r} = (x, y) \) at \( z = 0 \), grown between two 3 nm thick layers of SiO\(_2\). We locally add a circular metallic resonator with a \( R = 2 \) \( \mu \)m radius, centred at \((x, y) = 0\), the top SiO\(_2\) layer is directly stuck below the top gold plate while on the other side a thick silicon layer is grown [see Fig 1 (a)]. The resonator is added in order to break through the diffraction limit and to obtain micro-meter scale trap/filter in the infra-red range. This system interacts with an electromagnetic wave propagating along the z-axis. The influence of the resonator on the effective distribution of the electromagnetic field is modeled numerically. The in-plane component of the field is displayed in Fig 1 (b).

The frequency of the wave \( \omega \) is assumed to be high enough to satisfy the condition \( \omega \tau \gg 1 \), where \( \tau \) is a characteristic relaxation time in the system. In this case, the electromagnetic wave can not be absorbed around the Dirac points and should be considered as a pure dressing field. The low-energy Hamiltonian of the system reads:

\[
\hat{H}(t) = \hbar v_F \left[ \xi \sigma_x \left( k_x + \frac{eA_x}{\hbar} \right) + \sigma_y \left( k_y + \frac{eA_y}{\hbar} \right) \right] + \frac{\Delta_g}{2} \sigma_z
\]

where \( v_F \) is the Fermi velocity, \( \xi = \pm 1 \) the valley index and \( \sigma_i, i = x, y, \) are the Pauli matrices. The interaction with external electromagnetic radiation is introduced via the minimal coupling substitution, \( k_{x,y} \to k_{x,y} + (e/\hbar)A_{x,y} \) where \( A_{x,y} \) corresponds to the vector potential of the dressing field. To break time reversal symmetry and open the band gap at the Dirac points we should consider the case of circular polarization, choosing

\[
A_x = \frac{E_x(r, \theta)}{\omega} \cos(\omega t),
\]

\[
A_y = \frac{E_y(r, \theta)}{\omega} \sin(\omega t),
\]

where \( \omega \) and \( E_{x,y} \) are frequency and amplitudes of the dressing field.

The Hamiltonian in Eq 1 is time-dependent, but in the high frequency limit it can be reduced to a stationary effective Hamiltonian. The mathematical basis for that is provided by the Floquet theory of periodically driven quantum
systems [32–35]. The main steps are as follows. The time-dependent Hamiltonian can be expressed as:

\[
\hat{\mathcal{H}}_0(t) = \hbar v_F \left( \xi \hat{\sigma}_x k_x + \eta \hat{\sigma}_y k_y \right) + \frac{\Delta g}{2} \hat{\sigma}_z, 
\]

\[
\hat{\mathcal{V}}(r) = \frac{ev_F}{2\omega} \left( \xi E_x \hat{\sigma}_x - iE_y \hat{\sigma}_y \right). 
\]

Since the frequency \(\omega\) is assumed to be high compared to all characteristic frequencies of the system, the electron
dynamics is not able to follow the fast time oscillations of the vector potential, and the effective time-independent Hamiltonian can be obtained by Floquet-Magnus expansion \([35–37]\) in powers of \(\omega^{-1}\). Restricting ourselves to the first three terms in the infinite series we get:

\[
\hat{\mathcal{H}}_{\text{eff}} \approx \hat{\mathcal{H}}_0 + \frac{[\hat{V}, \hat{\mathcal{H}}_0]}{\hbar \omega} + \frac{[\hat{V}, \hat{\mathcal{H}}_0], \hat{V}]}{2(\hbar \omega)^2} + \text{H.c.}
\]

Using this expression, one can find out the renormalization of the band parameters of the system \([30]\), the modified band-gap can be expressed as:

\[
\Delta_y = \Delta_y \left(1 - (\Omega_x^2 + \Omega_y^2)\right) - 2\xi \hbar \omega \Omega_y \Omega_y
\]

where

\[
\Omega_{x,y} = \frac{v_F e E_{x,y}}{\hbar \omega^2}
\]

This term is responsible for the valley dependent trapping of electrons with energy below the bare gap value and for the valley dependent scattering of electrons. The position-dependent renormalized Fermi velocity \(v_{x,y} = v_F (1 - \Omega_{x,y}^2)\). One should note that since the distribution of the field is space dependent, non-commutative terms appear in the effective Hamiltonian due to the canonical commutation relation. Those terms are small with respect to the other terms but are retained in the following simulations in order to keep the effective Hamiltonian Hermitian.

It should be noted that Eq.(7) is derived under the condition \(\hbar \omega \gg \Delta_y\). The gap in such system can be tuned in the broad range \(\Delta_y = 1 - 60 \text{ meV}\) \([38, 39]\). Therefore, assuming the gap to be of meV scale, and the field to be in the far infrared range, we can easily satisfy this condition.

2.1. Results and discussion

In order to demonstrate the valley dependence of the electron dynamic and its consequences on the optical trapping of electrons in gapped Dirac systems, we first study numerically the dynamic of an electronic wave packet initially located around \(r = 0\). We use the following parameters of the dressing field: intensity \(I = 300 \text{ W/cm}^2\), dressing field frequency \(\omega = 33 \text{ THz}\). The width of the initial wavepacket is taken to be \(d = 4 \mu \text{m}\). The initial average wave vector is null. The simulation is run for K and K’ independently i.e. the electron wave packet is injected in one valley at a time. The conservation of the global intensity has been checked and is verified up to \(10^{-6}\%\). The results are shown in FIG. 2. From this simulation one can conclude that, in the valley where the gap in the area between the metallic plates is lower than elsewhere, described by panels (b) to (d) electrons cannot find any possible state to propagate to, and therefore stay in the vicinity of \(r = 0\). This mechanism has already been described in recent studies \([31]\). In the other valley, described by panels (e) to (g), when the gap is smaller, propagating states with not zero k vectors exist, and depending on the energy at which the electron is injected, not zero velocity can be observed. Also, this valley dependence can be optically controlled using the polarization of the field. Namely, switching form a clockwise to a counterclockwise circular polarization will switch the effect to its opposite in each valley \([30]\).

In order to study the interaction between a propagating electron wave packet and the light induced valley and space dependent modification of the gap, it is now introduced at \(x = -15 \mu \text{m}, y = 0\) with the same characteristics as the previous study. The results are shown in Fig.3. From this simulation one can conclude that in both valleys, the dynamic of the propagation wave packet is strongly affected by the modification of the gap. In the K valley, described by panels (b) to (d), where the gap is decreased, part of the total intensity is transmitted and will continue to propagate to the right. The appearance of a “fan” pattern is due to the radial symmetry of the light induced effective potential. In the K’ valley, the wave packet is scattered in every direction but the Ox one. Simulations with different initial energies of the wavepacket have been run, this effect subsists up to an initial energy of the packet close to the value of the modified band gap. As in the case of the valley dependent trapping, the valley can be switched by changing the polarization.

2.2. Conclusion

In conclusion, in this work we have proposed a scheme that can both behave as a valley dependent trap for electrons and as a valley router, on a scale lower than the one usually allowed by the diffraction limit. The basis on which this results lies on is the all optical valley dependent modification of the band gap. This modification of the band parameters changes the position of the electronic propagating states and therefore electrons can be either trapped, reflected or transmitted. Numerical simulations supporting the prediction of the trap and filter behaviour of the system are provided. This findings open the routes to the all-optical manipulation of the valley transport in 2d materials with the subwavelength resolution.
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