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Abstract—Early detection of skin cancer, particularly melanoma, is crucial to enable advanced treatment. Due to the rapid growth of skin cancers, there is a growing need of computerized analysis for skin lesions. These processes including detection, classification, and segmentation. The state-of-the-art public available datasets for skin lesions are often accompanied with very limited amount of segmentation ground truth labeling as it is laborious and expensive. The lesion boundary segmentation is vital to locate the lesion accurately in dermoscopic images and lesion diagnosis of different skin lesion types. In this work, we propose the use of fully automated deep learning ensemble methods for accurate lesion boundary segmentation in dermoscopic images. We trained the Mask-RCNN and DeeplabV3+ methods on ISIC-2017 segmentation training dataset and evaluate the various ensemble performance of both networks on ISIC-2017 testing set, PH2 dataset. Our results showed that the proposed ensemble method segmented the skin lesions with Jaccard index of 79.58% for the ISBI 2017 test dataset. In comparison to FrCN, FCN, U-Net, and SegNet, the proposed ensemble method outperformed them by 2.48%, 7.42%, 17.95%, and 9.96% for the Jaccard index, respectively. Furthermore, the proposed ensemble method achieved a segmentation accuracy of 95.6% for some representative clinical benign cases, 90.78% for the melanoma cases, and 91.29% for the seborrheic keratoses cases in the ISBI 2017 test dataset, exhibiting better performance than those of FrCN, FCN, U-Net, and SegNet.

Index Terms—Skin lesion, Melanoma, Convolutional neural networks, Transfer learning

I. INTRODUCTION AND BACKGROUND

Skin cancer is the most common cancer among all other cancers [1]. The malignant skin lesions consist of the melanocytic lesion, i.e. melanoma, and non-melanocytic lesion, i.e. basal cell carcinoma. Although melanoma is the least common type of skin cancer, it is the most aggressive and deadly cancer. In addition, it has the high capacity to invade tissues and other organs [2]. Hence, it is important to have early detection to save a life. According to the prediction of Melanoma Foundation [3], the estimated new cases of melanoma in the United States is 87,110 (200% increased since 1973) with 9,730 predicted deaths.

In current medical practice, skin cancer specialists primarily examine the patients on visual inspection with manual measurements tools called dermoscope to differentiate between benign and malignant skin lesions. Relying on self-vigilance and medical examination by human vision risk life and survival rate as it is difficult to identify the type of skin lesions by naked eyes. Dermoscopy is non-invasive imaging that allows visualization of skin surface by the light magnifying device and immersion fluid [4]. It is one of the most widely used imaging techniques in dermatology and it has increased the diagnosis rate [5].

In current medical practice, dermatologists primarily examine the patients on visual inspection with manual measurements tools called dermoscope to differentiate between benign and malignant skin lesions. Relying on self-vigilance and medical examination by human vision risk life and survival rate as it is difficult to identify the type of skin lesions by naked eyes. Dermoscopy is non-invasive imaging that allows visualization of skin surface by the light magnifying device and immersion fluid. It is one of the most widely used imaging techniques in dermatology, and it has increased the diagnosis rate. Dermatologists rely on ABCD rule for lesion diagnosis to differentiate the benign skin lesions from skin cancer as shown in Fig. 1. The ABCD rule for diagnosis as follows.

1) A: Asymmetry property checks whether two halves of the skin lesion match or not in terms of color, shape, and size. In general practice, the skin lesions are divided into two halves based on long axis and short axis as shown in the Fig. 1. In the case of skin cancer, it is likely to have asymmetrical appearance.
2) B: Border property defines whether the edges of skin lesion are smooth, well defined or not. In the cases of skin cancer, edges are likely to be uneven, blurry, and jagged.
3) C: Color property means that the colors throughout the skin lesions are not same. The color in cancerous skin lesion especially melanoma, vary from one area to the another, and usually has different shades such as tan, brown, red, black.
4) D: Diameter property measures the approximate diameter of the skin lesion. The diameter of skin lesion especially melanoma cases is generally greater than 6mm (the size of pencil eraser).

End-to-end computerized solutions that can produce accurate segmentation of skin lesions irrespective of types of skin lesions are highly desirable to aid ABCD Rule. For seg-
Fig. 1. ABCD Criteria for lesion diagnosis focuses on finding the certain properties of lesions.

- **Benign**
  - Asymmetry: Both sides match other
  - Border: Regular Edges
  - Color: Consistant Shades
  - Diameter: Mole is smaller than 6mm

- **Skin Cancer**
  - Asymmetry: One side does not match other
  - Border: Irregular or Blurred
  - Color: Different Shades
  - Diameter: Mole is larger than 6mm

**Lesion Diagnosis by Dermatologists (ABCD Rule of Skin Cancer)**

The majority of the state-of-the-art computer-aided diagnosis on dermoscopy images composed of multi-stages, which include image pre-processing, image segmentation, features extraction and classification [6], [1]. Using hand-crafted feature descriptors, the dermatologists are able to differentiate benign lesions based on their shape features as they normally have small dimensions and more circular. Other feature descriptors used in previous works including asymmetry features, color features and texture features. Pattern analysis was widely used to describe the appearance of skin lesions, this including the melanocytic algorithm elaborated by Argenziano et al. [7]. Using the features descriptors and pattern analysis, machine learning algorithms were used to classify the lesions types. There are many research in developing computerized methods based on image processing and conventional machine learning approaches. These research were presented in two survey papers where the majority of the approaches were using hand-crafted features to classify or segment the lesions, the earlier review was in 2012 reviewed by Korotkov et al. [6]. The other issue was the lack of benchmark dataset which makes it harder to assess the algorithms. Pathan et al. [1] concluded that the CAD systems worked for experimental settings but subject to rigorous validation in real-world clinical settings.

However, recent advancement in computer vision algorithms especially with latest deep learning methods, the image recognition has vastly improved in few years. These systems are capable of providing end-to-end solutions with great accuracy in the medical imaging such as Magnetic Resonance Imaging (MRI), dual-energy X-ray absorptiometry, ultrasonography, and computed tomography [8], [9], [10], [11], [12]. There are further advancement in medical imaging field comprises of dermatology, the evaluation of skin such as facial skin in face images and diabetic foot ulcers in foot images is made possible with these algorithms [13], [14], [15], [16]. In near future, these systems on mobile devices can aid dermatologists and patients to improve skin lesion diagnosis [17], [18]. Recently, the International Skin Imaging Collaboration (ISIC) started to organize annual challenges for skin lesion segmentation and classification to push researchers in this field to produce more accurate and robust methods for lesion diagnosis [19], [20], [21].

With the rapid growth of deep learning approaches, many researchers [22], [23], [24] have proposed Deep Convolutional Neural Networks for melanoma detection and segmentation. In this work, we propose the novel ensemble of state-of-the-art methods for segmentation that are Deeplabv3+ (semantic segmentation) and Mask-RCNN (instance segmentation) for accurate lesion boundary segmentation on dermoscopic images of ISIC Challenge 2017 dataset [25], [26], [20]. Then, we test the robustness of trained algorithms on other completely unseen publicly available datasets, i.e. PH2 dataset. We compared the performance of our proposed methods with other popular segmentation methods as well as competition winners. Ensemble methods are very popular to produce best results in the classification tasks. According to our best knowledge, this is the first time, ensemble methods for skin segmentation are proposed. The last year ISIC Challenge 2018 did not make the dataset public [21].

**II. Deep Learning for Skin Lesion Segmentation**

Deep learning has gained popularity in medical imaging research including Magnetic Resonance Imaging (MRI) on brain [27], breast ultrasound cancer detection [28] and diabetic foot ulcer classification and segmentation [14], [15]. A popular deep learning approach in biomedical imaging research is U-Net, proposed by Ronneberger et al. [29]. U-Net enables the use of data augmentation, including the use of non-rigid deformations, to make full use of the available annotated sample images to train the model. These aspects suggest that the U-Net could potentially provide satisfactory results with the limited size of the biomedical datasets currently available. An up-to-date review of conventional machine learning methods is presented in [1]. This section reviews the state-of-the-art deep learning approaches for segmentation for skin lesions.
Researchers have made significant contributions proposing various deep learning frameworks for the detection of skin lesions.

Yu et al. [23] proposed very deep residual networks of more than 50 layers for two-stage framework of skin lesions segmentation followed by classification. They claimed that the deeper networks produce richer and more discriminative features for recognition. By validating their methods on ISBI 2016 Skin Lesion Analysis Towards Melanoma Detection Challenge dataset [30], they reported that their method ranked first in classification when compared to 16-layer VGG-16, 22-layer GoogleNet and other 25 teams in the competition. However, in segmentation stage, they ranked second in segmentation among the 28 teams. Although the work showed promising results, but the two-stage framework and very deep networks are computationally expensive.

Bi et al. [24] proposed a multi-stage fully convolutional networks (FCNs) for skin lesions segmentation. The multi-stage involved localised coarse appearance learning in the early stage and detailed boundaries characteristics learning in the later stage. Further, they implemented a parallel integration approach to enable fusion of the result that they claimed that this has enhanced the detection. Their method outperformed others in PH2 dataset [31] of 90.66% but achieved marginal improvement if compared to Team ExB in ISIB 2016 competition with 91.18%.

Yuan et al. [22] proposed an end-to-end fully automatic method for skin lesions segmentation by leveraging 19-layer DCNN. They introduced a loss function using Jaccard Distance as the measurement. They compared the results using different parameters such as input size, optimisation methods, augmented strategies, and loss function. To fine tune the hyper-parameters, 5-fold cross-validation with ISBI training dataset was used to determine the best performer. Similar to Bi et al. [24], they evaluated their results on ISBI 2016 and PH2 dataset. The results were outperformed the state-of-the-art methods but they suggested that the method achieved poor results in some challenging cases including images with low contrast.

Goyal et al. [17] proposed fully convolutional methods for multi-class segmentation on ISBI challenge dataset 2017. This was a very first attempt to perform multi-class segmentation to distinguish melanocytic naevus, melanoma and seborrhiec keratoses rather than single class of skin lesion.

The research showed that deep learning achieved promising results for skin lesions segmentation and classification. However, these methods did not make their codes available and not validated on the ISBI 2017 dataset, which has 2000 images compared to 900 in ISBI 2016 dataset.

III. METHODOLOGY

This section discusses the publicly available skin lesion datasets, the preparation of the ground truth, and the performance measures to validate our results.

A. Publicly Available Skin-Lesion Datasets

For this work, we used three publicly available datasets for skin lesions that are ISBI-2017 Challenge (Henceforth ISBI-2017), and PH2 datasets. PH2 has 200 images in which 160 images are naevus (atypical naevus and common naevus), and 40 images are of melanoma [31]. ISBI-2017 is a subset of ISIC Archive dataset [20]. In segmentation category, it consists of 2750 images with 2000 images in training set, 150 in validation set and 600 in the testing set. Since the ground truths for the challenges only included the segmentation mask, to produce the ground truth for ROI, we circumscribed a rectangle bounding box on the segmentation mask as shown in the Fig. 2. We solely used ISBI-2017 to train the models.

We resized all the images to $500 \times 375$ to improve the performance and reduce the computational costs.

B. Ensemble Methods for Lesion Boundary Segmentation

We designed this end-to-end ensemble segmentation method to combine Mask-RCNN and DeeplabV3+ with pre-processing and post-processing method to produce accurate lesion segmentation as shown in the Fig. 3. This section describes each stage of our proposed ensemble method.

1) Pre-Processing: ISIC Challenge dataset comprised of dermoscopic skin lesion taken by different dermoscope and camera devices all over the world. Hence, it is important to perform pre-processing for color normalization and illumination with color constancy algorithm. We processed the dataset with Shades of Gray algorithm [33] as shown in the Fig. 4. We used pre-processing for both Mask-RCNN and DeeplabV3+ methods.

2) DeeplabV3+: We trained DeepLabV3+ with default setting on skin lesion datasets which is one of the best performing semantic segmentation networks [25]. It assigns semantic label lesion to every pixel in a dermoscopic image. DeepLabV3+ is an encoder-decoder network which makes the use of convolutional neural network called Xception-65 with atrous convolution layers to get the coarse score map and then, conditional random field is used to produce final output as shown in the Fig. 5.

3) Mask-RCNN: We fine-tuned Mask-RCNN with ResNet-InceptionV2 (Mask-RCNN) for single class as skin lesion for
Fig. 3. Complete flow of our proposed ensemble method to produce lesion segmentation.

Fig. 4. Examples of pre-processing by Shades of Gray algorithm.

Fig. 5. Detailed architecture of DeeplabV3+ for segmentation on skin lesion dataset [25].

Fig. 6. Examples of post-processing by Image Processing Methods.

4) Post-processing: We used basic image processing methods such as morphological operations to and fill the region and remove unnecessary artefacts of the results as shown in the Fig. 6. These issues were countered in only DeeplabV3+ as in the case of Mask-RCNN, we have not had these issues. Hence, post-processing is only used for the semantic segmentation methods like FCN and DeeplabV3+.

5) Ensemble: We used two types of ensemble methods called Ensemble-ADD and Ensemble-Comparison. First of all, if there is no prediction from one of the method, ensemble methods picks up the prediction of other method. Then, Ensemble-ADD combines the outputs of both Mask-RCNN and DeeplabV3+ to produce final segmentation mask. Ensemble-Comparison-Large picks the larger segmented area by comparing the number of pixels in output of both methods whereas Ensemble-Comparison-Small picks the smaller area from above mentioned methods. Both ensemble methods are demonstrated by the Fig. 7.

C. Performance Metrics

In medical imaging, Sensitivity and Specificity are the standard evaluation metrics and where as for segmentation evaluation, Dice Similarity Coefficient (Dice) is popularly used by researchers [34], [35]. We report our findings in Jaccard Similarity Index (JSI), Dice, Sensitivity, Specificity, Accuracy and Matthew Correlation Coefficient (MCC) [36] as our evaluation metrics for segmentation.

\[
\text{Sensitivity} = \frac{TP}{TP + FN} \quad (1)
\]

\[
\text{Specificity} = \frac{TN}{FP + TN} \quad (2)
\]

\[
\text{Accuracy} = \frac{TP + TN}{TP + FP + TN + FN} \quad (3)
\]

\[
\text{JSI} = \frac{TP}{TP + FP + FN} \quad (4)
\]
Fig. 7. Examples of ensemble methods: (a) Ensemble-ADD (b) Ensemble-Comparison (Large) (c) Ensemble-Comparison (Small)

\[ \text{JSI} = \frac{TP \cdot TN - FP \cdot FN}{\sqrt{(TP + FP)(TP + FN)(TN + FP)(TN + FN)}} \] \hspace{1cm} (6)

\[ \text{JSI} \text{ and Dice Similarity Index (Dice)} \text{ is a measure of how similar both prediction and ground truth are, by measuring of how many } TP \text{ found and penalising for the } FP \text{ that the method found, as in eq. (3). } MCC \text{ has a range of -1 (completely wrong binary classifier) to 1 (completely right binary classifier). This is a suitable measurement for the performance assessment of our segmentation algorithms based on binary classification (lesion versus non-lesions), as in eq. (4).}

IV. EXPERIMENT AND RESULTS

This section presents the performance of our proposed methods and various state-of-the-art segmentation methods on ISIC 2017 testing set that consists of 600 dermoscopic images and PH2 dataset consists of 200 images [20], [31].

We used ISBI-2017 dataset to train all the networks on a GPU machine with the following specification: (1) Hardware: CPU - Intel i7-6700 @ 4.00Ghz, GPU - NVIDIA TITAN X 12Gb, RAM - 32GB DDR5 (2) Software: Tensor-flow.

In Table I, and II, we presented the performance of our proposed method with other trained fully convolutional networks using popular segmentation evaluation metrics that are Sensitivity, Specificity, and Accuracy, Dice, Jaccard Similarity Index, and Matthew’s correlation coefficient. We trained fully convolutional networks, DeeplabV3+, Mask-RCNN, and ensemble methods on the ISIC 2017 training set and tested on ISIC 2017 testing set as shown in Table I and II. In Table III, we compared our results with competition winners and other segmentation algorithms presented in [37] with default competition performance metrics.

Our proposed method Ensemble-Add achieved Jaccard Similarity Index of 79.34% for ISIC testing set 2017 which outperformed the FCN-16s, U-Net, SegNet, and FrCN by approximately 6%, 20%, 12%, and 5% respectively. Ensemble-S outperformed other algorithms in terms of textitSpecificity with the score of 97.94% where as Ensemble-A received highest score in Sensitivity and other performance measures. In Fig. 8, we compared the JSI scores produced by the proposed methods.

In 2017, International Skin Imaging Collaboration, launched the ISBI challenge to get the best performance measures in classification and segmentation task. In the lesion segmentation, participants were asked to segment the boundaries of lesion irrespective of original class. The default performance measures of winner algorithms along with other significant segmentation algorithms presented in [37] and our proposed
### TABLE I

**Performance Evaluation of Our Proposed Methods and State-of-the-Art Segmentation Architectures on ISIC 2017 Testing Set** (SEN denotes Sensitivity, SPE is Specificity, ACC is Accuracy, and SK denotes Seborrheic Keratosis)

| Method       | Naevus SEN | Naevus SPE | Naevus ACC | Melanoma SEN | Melanoma SPE | Melanoma ACC | SK SEN | SK SPE | SK ACC | Overall SEN | Overall SPE | Overall ACC |
|--------------|------------|------------|------------|--------------|--------------|--------------|--------|--------|--------|------------|------------|-------------|
| FCN-AlexNet  | 82.44      | 97.58      | 94.84      | 72.35        | 96.23        | 87.82        | 71.70  | 97.92  | 89.35  | 78.86      | 97.37      | 92.65       |
| FCN-32s      | 83.67      | 96.69      | 94.59      | 74.36        | 96.32        | 88.94        | 75.80  | 96.41  | 89.45  | 80.67      | 96.72      | 92.72       |
| FCN-16s      | 84.23      | 96.91      | 94.67      | 75.14        | 96.27        | 89.24        | 75.48  | 96.25  | 88.83  | 81.14      | 96.68      | 92.74       |
| FCN-8s       | 83.91      | 97.22      | 94.55      | 78.37        | 95.96        | 89.63        | 69.85  | 96.57  | 87.40  | 80.72      | 96.87      | 92.52       |
| DeeplabV3+   | 88.54      | 97.21      | 95.67      | 77.71        | 96.37        | 89.65        | 74.59  | 98.55  | 90.06  | 84.34      | 97.25      | 93.66       |
| Mask-RCNN    | 87.25      | 96.38      | 95.32      | 78.63        | 95.63        | 89.31        | 82.41  | 94.88  | 90.85  | 84.84      | 96.01      | 93.48       |
| Ensemble-S   | 84.74      | 97.98      | 95.58      | 73.35        | 97.30        | 88.40        | 71.80  | 98.58  | 90.91  | 80.58      | 97.94      | 93.33       |
| Ensemble-L   | 90.93      | 95.74      | 95.51      | 83.40        | 95.00        | 90.61        | 85.81  | 94.74  | 91.34  | 88.70      | 95.45      | 93.93       |
| Ensemble-A   | 92.08      | 95.37      | 95.59      | 84.62        | 94.20        | 90.85        | 87.48  | 94.41  | 91.72  | 89.93      | 95.00      | 94.08       |

### TABLE II

**Performance Evaluation of Our Proposed Methods and State-of-the-Art Segmentation Architectures on ISIC 2017 Testing Set** (DIC denotes Dice Score, JSI is Jaccard Similarity Index, MCC is Mathews Correlation Coefficient, and SK denotes Seborrheic Keratosis)

| Method       | Naevus DIC | Naevus JSI | Naevus MCC | Melanoma DIC | Melanoma JSI | Melanoma MCC | SK DIC | SK JSI | SK MCC | Overall DIC | Overall JSI | Overall MCC |
|--------------|------------|------------|------------|--------------|--------------|--------------|--------|--------|--------|------------|------------|-------------|
| FCN-AlexNet  | 85.61      | 77.01      | 82.91      | 75.94        | 64.32        | 70.35        | 75.09  | 63.76  | 71.51  | 82.15      | 72.55      | 78.75       |
| FCN-32s      | 85.08      | 76.39      | 82.29      | 78.39        | 67.23        | 72.70        | 76.18  | 64.78  | 72.10  | 82.44      | 72.86      | 78.89       |
| FCN-16s      | 85.60      | 77.39      | 82.92      | 79.22        | 68.41        | 73.26        | 75.23  | 64.11  | 71.42  | 82.80      | 73.65      | 79.31       |
| FCN-8s       | 84.33      | 76.07      | 81.73      | 80.08        | 69.58        | 74.39        | 68.01  | 56.54  | 65.14  | 81.06      | 71.87      | 77.81       |
| DeeplabV3+   | 88.29      | 81.09      | 85.90      | 80.86        | 71.30        | 76.01        | 77.05  | 67.55  | 74.62  | 85.16      | 77.15      | 82.28       |
| Mask-RCNN    | 88.83      | 80.91      | 85.38      | 80.28        | 70.69        | 74.95        | 80.48  | 70.74  | 76.31  | 85.58      | 77.39      | 81.99       |
| Ensemble-S   | 87.93      | 80.46      | 85.58      | 78.45        | 68.42        | 73.61        | 76.88  | 66.62  | 74.05  | 84.42      | 76.03      | 81.51       |
| Ensemble-L   | 88.87      | 81.69      | 85.93      | 83.05        | 74.01        | 77.98        | 81.71  | 72.50  | 77.68  | 86.66      | 78.82      | 83.14       |
| Ensemble-A   | 89.28      | 82.11      | 86.33      | 83.54        | 74.53        | 78.08        | 82.53  | 73.45  | 78.61  | 87.14      | 79.34      | 83.57       |

![JSI Score](image-url)

Fig. 8. Comparison of JSI scores of proposed methods for skin lesion segmentation of ISIC Challenge 2017 testing set
methods are described in Table III. Again, our proposed methods received highest scores in the default performance measures in this challenge when compared to the other algorithms.

It is clear from Table III the performance of our proposed ensemble methods is better than the competition winners.

To check the further robustness of our method, we used our proposed algorithms trained on ISIC 2017 training set to test PH2 dataset. It is worth noted that Ensemble-A produced the best results in ISIC 2017 testing set where as in PH2 dataset, it’s Ensemble-S achieved better score in PH2 dataset in Table IV.

V. CONCLUSION

Robust and end-to-end skin segmentation solutions are very important to aid dermatologists to provide inference according to the ABCD rule system for lesion diagnosis of skin cancers especially melanoma. In this work, we proposed the fully automatic ensemble deep learning methods which combine one of the best segmentation methods that are DeeplabV3+(semantic segmentation) and Mask Rcnn (instance segmentation) to produce significant accurate results than single segmentation CNN methods on both ISIC 2017 testing set and PH2 dataset. We also utilized the pre-processing by using color constancy algorithm to normalize the data and then, morphological image functions for post-processing to produce segmentation results. Our proposed method outperformed the other state-of-the-art segmentation methods and 2017 challenge winner with significant margin on popular performance metrics used for segmentation. The further improvement can be made by further tweaking the hyper-parameters of both networks we utilized in ensemble methods. This study only focuses on the ensemble methods for segmentation tasks on skin lesion datasets. It can be further tested on the other publicly available segmentation datasets in both medical and non-medical domains.
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