Analysis of imbalanced data set problem: The case of churn prediction for telecommunication
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ABSTRACT

Class-imbalanced datasets are common in the field of mobile Internet industry. We tested three kinds of feature selection techniques—Random Forest (RF), Relative Weight (RW) and Standardized Regression Coefficients (SRC); three kinds of balance methods—over-sampling (OS), under-sampling (US) and synthetic minority over-sampling (SMOTE); a widely used classification method—RF. The combined models are composed of feature selection techniques, balancing techniques and classification method. The original dataset which has 45 thousand records and 22 features were used to evaluate the performances of both feature selection and balancing techniques. The experimental results revealed that SRC combined with SMOTE technique attained the minimum value of Cost = 1085. Through the calculation of the Cost on all models, the most important features for minimum cost of telecommunication were identified. The application of these combined models will have the possibility to maximize the profit with the minimum expenditure for customer retention and help reduce customer churn rates.
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1. INTRODUCTION

Classification with imbalanced datasets is important as it is excellent in many real-world data mining applications, such as fraud detection, medical diagnosis, and network intrusion and so on. On the ICDM in 2005, imbalanced type of data mining is listed as one of the top ten challenging problem in the field of data mining. Decreasing the customer churn is one of the long term goals of any telecom company in China and around the world. Telecom Company produces the loss customers each month, especially now the market competition is becoming more and more intense, the cost is increasing to absorb new customers since the cost of obtaining a new customer is 4 to 6 times cost compared to retain an old customer. The success rate of marketing products to new customer is 15%, while for existing customer is 50%. It indicates that customer retention in comparison to developing new ones is dramatically less expensive.

Many combined modeling methods were used to help improve prediction accuracy, planning for retention, to fundamentally understand the reason of customer churn and radically reduce customer churn rate. Traditional methods have been used to predict customers’ churn and identify factors that most related with churn for many years. Keramati et al. presented a compounded methodology which made a lot of improvement on the value of some of the evaluations indexes, such as Recall and Precision showed above 95% accuracy are easily achievable. Kisioglu and Topcu proposed a model by Bayesian Belief Network to recognize the behaviors of customers with a tendency to churn, and obtained the
most important variables related to customer churn. Hung et al.\[^5\] studied customer churn in Taiwan market, indicated that neural network method gives better results than decision trees. Idris et al.\[^6\] put forward methodology based on PSO, mRMR (Minimum Redundancy and Maximum Relevance), and Random Forest (RF) termed as Chr-PmRF, performs well for churn prediction.

2. **Study Motivation**

Classification with imbalanced datasets is listed as one of the top ten challenging problem in the field of data mining in 2005 ICDM (International Conference on Data Mining series).\[^1\] Churn prediction dataset is a difficulty to classifiers, which hypothesizes an almost balanced class distribution. The sample distribution of imbalance tend to make the traditional machine learning classification method is heavily tilted towards majority category in the classification process, so the classification performance degradation. Therefore, the customer churn is rising as a practical problem to be solved urgently. In this paper, the churn class is the minority one, and the non-churn class is the majority one.

2.1 **Representation of telecom imbalanced data**

In general, classifiers are used to maximum a global measure of accurate, which has nothing to do with the class distribution and generates a good performance on the majority class, attracting a few attentions to the minority class. As a result, minority classification produce more fallibility than majority one, as a large proportion of errors are focused on the minority class.\[^7\]

Imbalanced datasets in telecom company have become a significant issue to churn prediction to common classifiers, which assume an almost balance class distribution.\[^8\] This assumption is not consistent with the actual situation. Focus on telecom data collected in practice, we found that the number of churn and non-churn gap between the number of samples is very large. The sample distribution of imbalance tend to make the traditional machine learning classification method is heavily tilted towards multi sample categories in the classification process, so that the classification performance degradation. Therefore, the churn prediction of telecom data for imbalanced classification problem is a practical problem to be solved urgently. Standard classifiers for telecom data are developed to minimize minority samples (non-churn class) measure of error, which is independent on the class distribution and produces a bias to the non-churn class, drawing less attention to the churn class.

Binary classification, for example, describes a classifier to predict the results can be expressed by the confusion matrix in Table 1.

| Prediction outcome | Total |
|--------------------|-------|
| Actual value       |       |
| TP                 | FP    | P   |
| FN                 | TN    | N   |
| Total              | P'    | N'  |

The error parts of the classifier predicted is represented by the FP and FN. We can see that the traditional classifiers are concerned with how to make the value of (FP + FN) as small as possible, in order to gain higher classification. However, traditional classifier for FP, FN two parts and the proportion of each in the wrong instance without any consideration and restrictions, that is to say, the traditional classification problem is actually based on the following assumptions: classifier make FN judgment and make FP judgment for the influence of the actual results are the same. Based on this assumption, there is no need to make restrains for two kinds of misjudgment proportion. Real production and operation, however, does not conform to the hypothesis. This is the focus to research: the influence of imbalanced data on telecom customer churn prediction.

| Prediction positive | Prediction negative |
|---------------------|---------------------|
| True positive       | c\(_{00}\)            |
| True negative       | c\(_{10}\)            |
| Total               | True positive = TP + FN |
|                     | c\(_{01}\)            |
|                     | c\(_{11}\)            |
|                     | True negative = FP + TN |

2.2 **The importance of imbalanced data set in telecom customer churn prediction**

Normally, telecom companies use machine learning classifiers to estimate a customer will churn or not. Obviously, his is a binary classification problem. Considering from the point of machine learning, the classification results should be reduced to the minimum classification cost (the cost of algorithm is expressed by C\(_{\text{algorithm}}\)). However, the result in true operation should be to ensure the minimum loss for telecom company (the cost of true is expressed by C\(_{\text{true}}\)). On the premise of all the errors cost are equal to the telecommunications, obviously C\(_{\text{algorithm}}\) and C\(_{\text{true}}\) are equal. In the actual situation, the cost of obtaining a fresh customer is 4 to 6 times than to retain an old ones, so the FP judgment,
it means the loss caused by the judgment of FP is far more serious compared to the FN. Table 2 describes the different cost of telecommunication for churn customer and non-churn customer. The following equation expresses the actual cost for telecommunication.

\[ C_{ture} = |FP| \times c_{10} + |FN| \times c_{01} \]  

(1)

| No. | Name                | Description                        | Feature selection            | Data processing            |
|-----|---------------------|------------------------------------|------------------------------|---------------------------|
| 1   | RF-OD-RF            | Random forest                      | Original data                |                           |
| 2   | RW-OD-RF            | Relative weight                    | Original data                |                           |
| 3   | SRC-OD-RF           | Standardized regression coefficients| Original data                |                           |
| 4   | RF-OS-RF            | Random forest                      | Over-sampling                |                           |
| 5   | RW-OS-RF            | Relative weight                    | Over-sampling                |                           |
| 6   | SRC-OS-RF           | Standardized regression coefficients| Over-sampling                |                           |
| 7   | RF-US-RF            | Random forest                      | Under-sampling               |                           |
| 8   | RW-US-RF            | Relative weight                    | Under-sampling               |                           |
| 9   | SRC-US-RF           | Standardized regression coefficients| Under-sampling               |                           |
| 10  | RF-SMOTE-RF         | Random forest                      | Synthetic Minority Over-sampling Technique |                           |
| 11  | RW-SMOTE-RF         | Relative weight                    | Synthetic Minority Over-sampling Technique |                           |
| 12  | SRC-SMOTE-RF        | Standardized regression coefficients| Synthetic Minority Over-sampling Technique |                           |

Table 3. Prediction models

| No. | Variable name         | Description                        |
|-----|-----------------------|------------------------------------|
| 1   | USER.ACT.TYPE         | The user types                     |
| 2   | INNET.MONTHS          | The net month                      |
| 3   | TATAL.FEE             | ARPU                               |
| 4   | TOTAL.FLUX            | Flow                               |
| 5   | LOCAL.TIMES           | The total time of local call       |
| 6   | TOLL.TIMES            | The total time of long distance call|
| 7   | ROAM.TIMES            | The total time of roaming call      |
| 8   | ZHUJIAO.TIMES         | The total time of calling          |
| 9   | TOTAL.FEE Rate        | The growth of total cost           |
| 10  | TOTAL.FLUX Rate       | The growth of total flow            |
| 11  | FLUX.BHD              | An indicator of flow               |
| 12  | TOLL.TIMES Rate       | The growth of long distance call    |
| 13  | ROAM.TIMES RATE       | The growth of roaming call          |
| 14  | ZHUJIAO.TIMES RATE    | The growth of calling               |
| 15  | OWE.MONTH            | Overdue month                      |
| 16  | OWE.FEE               | Owe fees                           |
| 17  | CALL.DURA.BHD         | An indicator of calling             |
| 18  | LOCAL.TIMES RATE      | The growth of local call            |
| 19  | IS.LOST               | Whether the loss.1: loss, 0: not loss|
| 20  | MONTH.ID              | Month ID                           |
| 21  | PROV.ID               | Province ID                        |
| 22  | USER.ID               | Customer ID                        |

Table 4. Summary of features for the telecommunication customer data set

3. METHODOLOGY

3.1 Model

In this study, three kinds of feature selection methods-RF,[9] Relative Weight (RW)[10,11] and Standardized Regression Coefficients (SRC), and three kinds of imbalanced dataset techniques: Random Over-sampling, Random Under-sampling and synthetic minority over-sampling (SMOTE), are used to create prediction models. RF is used to test the models’ performance. As a result, we obtain 12 different types of prediction models, and each model containing seven experimental processes for feature selection. The names of models are in Table 3.

3.2 Dataset

The used dataset contains 450,000 customer records. The feature of dataset is clearly described in Table 4. Obviously the class variable is IS.LOST. Looking into data set, we saw that there are 100,000 records are labeled as IS.LOST = 1 and the rest 350,000 records, are labeled as IS.LOST = 0. By testing, 57,944 records were deleted, because they contained null values. The experiment is based on the customers whose ARPU is ranked in top 20% in whole data set. So (450,000-57,944)*20% = 78,411 records are selected for experiment. In these 78,411 records, there are 10,182 records with the class label IS.LOST = 1 and the rest 68,229 records with the class label IS.LOST = 0. Imbalanced ratio is 10,182:68,229 = 1:6.7. In order to maintain the experimental results in an appropriate random environment, for each algorithm we optionally select 80% of dataset as training set and the rest 20% as test set. By the aforesaid process we prepared 12 combined models to implement and compare experiments. The data preprocess mainly analyze the variable importance (short for VI) of explanatory variables with the class variable IS.LOST. As the variables of MONTH_ID, PROV_ID, USER_ID have no association with class variable, these three explanatory
variables can be removed firstly. Then we computed three kinds of correlate values for each two variables- pearson coefficient, spearman coefficient and kendall coefficient. To be fair, the mean value of these three coefficients is computed. Feature group has a correlation coefficient greater than 0.5 are LOCAL.TIMES.RATE and TOLL.TIMES.RATE, CALL.DURA.BHD and ZHUJIAO.TIMES, we select TOLL.TIMES.RATE instead of LOCAL.TIMES.RATE, ZHUJIAO.TIMES instead of CALL.DURA.BHD. The followed analysis is based on remaining 16 explanatory variables and class variable IS.LOST.

### 3.3 Feature selection

The purpose of this study is to compare the performance of twelve prediction combined models within the telecommunication context. In data preprocessing stage, three kinds of feature selection method are used. They are respectively RF, Relative Weight and Standardized Regression Coefficients.

### 3.4 Data sampling techniques

It is common to use data sampling techniques to conquer the class imbalanced issue. There are two kinds of methods be pursued- either Instance Selection random from original data set[12] or Instance Generation with the imbalanced data set.[13] In experiment we used Instance Selection: Random Under-sampling and Random Over-sampling, and Instance Generation: SMOTE.

### 3.5 Classification algorithm

RF is an ensemble learning algorithm for classification tasks by constructing a multi decision trees at training stage and outputting the mode of the classification or regression (mean prediction) of the individual trees. Random forest corrects for decision trees’ habit of over fitting to their training set. Leo Breiman and Adele Cutler developed the method for inducing a random forest.[14] Another algorithm combined Breiman’s “bagging” ideology and the features random selection, introduced by Ho[15] and Amit and Geman[16] in order to construct a collection of decision trees with controlled variance. As the RF classifier provides a solid foundation in terms of the versatility, robustness and performance, we used RF to perform classification and prediction.

| Processing method    | IS.LOST=0 | IS.LOST=1 | Total | Imbalanced ratio |
|----------------------|-----------|-----------|-------|------------------|
| Original data set    | 68229     | 10182     | 78411 | 6.7:1            |
| Over-sampling        | 68229     | 61092     | 129321| 1:1              |
| Under-sampling       | 10182     | 10182     | 20364 | 1:1              |
| SMOTE                | 61092     | 61092     | 122185| 1:1              |

### 3.6 Evaluation criteria

The traditional criteria for churn prediction are found to have limited value in imbalanced data set. In order to evaluate the performance of 12 combined models, we used some appropriate indexes for imbalanced data set. These indexes are computed by the confusion matrixes (see Table 1). The performance metrics used in evaluating and comparing combined models are: Cost, Precision, Recall, F-score and Accuracy. Cost is the most important criteria for it determines the real investment and the value of investment. Accuracy is the commonly used evaluation standard of classification, which reflects classifier’s performance for data set as a whole, but can’t correctly reflect the imbalanced data classification performance. In view of the imbalanced data set, commonly used criteria are: cost, precision, recall, F-score, and Accuracy.

### Table 5. The distribution of four data sets

| Processing method | IS.LOST=0 | IS.LOST=1 | Total | Imbalanced ratio |
|-------------------|-----------|-----------|-------|------------------|
| Original data set | 68229     | 10182     | 78411 | 6.7:1            |
| Over-sampling     | 68229     | 61092     | 129321| 1:1              |
| Under-sampling    | 10182     | 10182     | 20364 | 1:1              |
| SMOTE             | 61092     | 61092     | 122185| 1:1              |

### Table 6. The results of RF classification performance measures for all models

| Model criteria      | RF-US  | RW-US  | SRC-US | RF-OS  | RW-OS  | SRC-OS | RF-OR  | RW-OR  | SRC-OR |
|---------------------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
|                     | -RF    | -RF    | -RF    | -RF    | -RF    | -RF    | -RF    | -RF    | -RF    |
| Cost                | 0.7577 | 0.7577 | 0.7577 | 0.7577 | 0.7577 | 0.7577 | 0.7577 | 0.7577 | 0.7577 |
| Precision (YES)     | 0.9319 | 0.9319 | 0.9319 | 0.9319 | 0.9319 | 0.9319 | 0.9319 | 0.9319 | 0.9319 |
| Recall (YES)        | 0.9319 | 0.9319 | 0.9319 | 0.9319 | 0.9319 | 0.9319 | 0.9319 | 0.9319 | 0.9319 |
| F-score (YES)       | 0.9319 | 0.9319 | 0.9319 | 0.9319 | 0.9319 | 0.9319 | 0.9319 | 0.9319 | 0.9319 |
| Prection (NO)       | 0.9319 | 0.9319 | 0.9319 | 0.9319 | 0.9319 | 0.9319 | 0.9319 | 0.9319 | 0.9319 |
| Recall (NO)         | 0.9319 | 0.9319 | 0.9319 | 0.9319 | 0.9319 | 0.9319 | 0.9319 | 0.9319 | 0.9319 |
| Accuracy of original data set | 0.8867 | 0.8867 | 0.8867 | 0.8867 | 0.8867 | 0.8867 | 0.8867 | 0.8867 | 0.8867 |
| Accuracy after feature selection | 0.8875 | 0.8875 | 0.8875 | 0.8875 | 0.8875 | 0.8875 | 0.8875 | 0.8875 | 0.8875 |
4. EXPERIMENT

4.1 Experimental data set
The distributions of the four data sets are in Table 5. It is obviously that we obtained balanced data set after imbalanced technology.

4.2 Experimental results
The results of 12 models on 9 performance measures are in Table 6. Figures 1 to 4 present the Cost, Precision, Recall, F-score, and Accuracy of the combined models.

Figure 1. The cost of the combined models

Figure 2. The precision (YES), recall (YES) and F-score (YES) of the combined models

Figure 3. The precision (NO), recall (NO) and F-score (NO) of the combined models

Figure 1 is the line chart of Cost for each combined model. SRC-SMOTE-RF model is the best one for indicator of Cost. Low Cost illustrates good performance of model in classification and prediction. At the same time, low cost can maximize income for telecommunication. Figure 2 is the line chart of Precision, Recall and F-score of class label is IS.LOST = “YES” for each combined model. These three values are the bigger the better. The best value appeared in the combined model of Over-sampling and SMOTE. Figure 3 is the line chart of Precision, Recall and F-score of class label is IS.LOST = “NO” for each combined model. These three values are the bigger the better. All the values decreased slightly, this is because the minority class number increases relatively after data-balancing processing, which weakened...
the overwhelm affection of the majority class on the performance of the model. We judged SMOTE combined model is the best one. Compared with Figure 2 and Figure 3, the better improved performance appeared in the class of label = “YES”. This is just the results what we hope to get, because the purpose of customer churn’s study prediction is to find the possible loss customer.

Figure 4 is the line chart of accuracy with different data-balancing technology and feature selection. We found there is a little improvement of accuracy after feature selection than original data set. Especially for SRC-SMOTE-RF combined model, there is obvious perfection on the criteria of accuracy. The feature selection result of SRC-SMOTE-RF is \{1, 3, 4, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16\}.

4.3 Experimental discussion
The best results come from Over-sampling technology. There are many values reached 100%, and almost all of the values for models RF-OS-RF and RW-OS-RF show digressive trend. This reflects serious over fitting phenomenon. The reason for this result is the inherent disadvantage of Over-sampling technology. In model SRC-OS-RF, the best values of result come from the attribute set of \{1, 3, 4, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16\}. This not only reflects the combination of SRC attribute selection with Over-sampling technology can effectively avoid over fitting, but also gets good performance in prediction.

The integral prediction performance for dataset after Under-sampling technology is the worst. The reason for this result is the inherent disadvantage of Under-sampling technology. When the Under-sampling technology is used, we lost much effective information for original dataset.

The integral prediction performance for dataset after SMOTE technology is slightly inferior to Over-sampling technology, but the values of F-score and Cost are the optimal in all of twelve combined models. In three of SMOTE technology models: RF-SMOTE-RF, RW-SMOTE-RF, SRC-SMOTE-RF. SRC-SMOTE-RF is the best one, at the same time, SRC-SMOTE-RF is the optimal in all of twelve combined models. It overcomes the disadvantage of over fitting, maximize the improvement of the accuracy, and minimize the cost. The performance of the whole SRC-SMOTE-RF model is stable, and we find that attributes group of \{1, 3, 4, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16\} is most effective for customer churn. The order of influence from high to low are USER.ACT.TYPE, ZHU-JIAO.TIME, OWE.FEE, TOTAL.FEE.RATE, FLUX.BHD, ROAM.TIMES.RATE, OWE.MONTH, TOLL.TIMES. RATE, TOTAL.FLUX, TOLL.TIMES, TOTAL.FLUX.RATE, ZHU-JIAO.TIMES.RATE, ROAM.TIMES, TOTAL.FEE, the removed attributes are LOCAL.TIMES, INNET.MONTHS.

5. Conclusions
This study has presented a comparison among twelve combined models for imbalanced data set. It has contrasted different evaluation standards such as Cost, Precision, Recall, F-score and Accuracy for imbalanced classification. The experiment is divided into three stages. Firstly, three kinds of feature selection methods are used to remove the attribute with low importance, they are RF, Relative Weight and Standardized Regression Coefficients. Secondly, two methods of Instance Selection and Instance Generation with three kinds of technology- Random Over-sampling, Random Under-sampling, SMOTE are used to complete processing for imbalanced data set. Lastly, RF algorithm is used as base, which is a well-known decision tree ensemble eminent for its versatility, robustness and performance.
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