Surface Roughness Detection of Roof Insulator Based on Hyperspectral Technology
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ABSTRACT The strong airflow generated during the operation of the high-speed train will carry sand and dust, causing high-speed sand and dust to hit the surface of the external equipment of the vehicle body, which will increase the surface roughness of the roof insulators, resulting in changes of the hydrophobicity, fouling characteristics and insulation performance of the insulator. It poses a hidden danger to the safe and stable operation of the train. In our existing surface roughness testing methods, contact detections and optical stylus methods can cause damage to the insulator surface. Infrared detection methods will be disturbed by leakage current. Most methods need to be disassembled for testing. These methods have certain disadvantages. Therefore, this paper proposes a non-contact detection method for the surface roughness of the roof insulators. Firstly, we extract the image information of the insulator surface by hyperspectral imager, then preprocess the extracted hyperspectral image and use the continuous projection algorithm to reduce the data. Finally, we use the support vector machine to construct the insulator surface roughness discriminant model, and successfully realize the hyperspectral detection method of the surface roughness of the roof insulators, and verify the effectiveness of the proposed method by experiments. As a non-contact detection method, this method can detect the surface roughness of the roof insulators in the non-disassembly conditions, and help the field staffs to grasp the surface roughness of the high-speed train roof insulators in time.

INDEX TERMS Roof insulator, surface roughness, hyperspectral technology, non-contact detection, support vector machines.

I. INTRODUCTION

As important high-voltage insulation components, the roof insulators serve to support the pantograph and isolate the train body in the high-speed railway [1]–[5]. Taking the Lanxin line as an example, when the high-speed train runs in the strong sandstorm area, a large amount of sand and dust carried in the air will hit the surface of the external equipment of the high-speed train at high speed. Due to the relative movement of high-speed trains and sand, the average relative speed of trains and sand can reach 110 m/s, which causes abrasion damages on the surface of the roof insulators. Therefore, as the trains running time increases, the surface roughness of the insulators will gradually increase [6], [7]. The changes of the surface roughness on the insulators directly cause the transformations and deterioration of their hydrophobicity, fouling characteristics and flashover characteristics, which will result in safety hazards in the driving [8].

At present, the detections of surface roughness on high-speed railway insulators are mainly divided into contact measurement and non-contact measurement. Most of them are unloaded in the laboratories or on sites for off-line inspections. Among them, contact measurements usually use needle touch methods. The drawback is that it is not possible to perform on-line detections under live conditions, and they have scratch damages to the high-precision surfaces and the soft material surfaces. And non-contact measurement methods mainly adopt infrared spectroscopy and optical stylus for detections. The optical stylus method uses laser to detect, which will cause slight damages on the insulators surface to
a certain extent [9], and is not suitable for insulators still in service. The principle of detections by infrared spectroscopy is mainly based on the changes of thermal infrared radiation characteristics caused by the surface roughness of the material. Kausal Verma et al. developed the Fizeau infrared interferometer to measure the thermal deformation of the surface of rough electronic components [10], He Jun et al. used infrared interference technology to detect the roughness of large caliber spherical surface [11], Li Zongnan et al. used infrared structured light technology to measure the surface roughness of soil [12]. The surface roughness of insulators of high-speed trains are detected by infrared spectrum methods, which cannot eliminate the influence of heat generated by leakage current during operation, and still cannot realize online monitoring. Therefore, it is important to pro-pose a surface roughness online test method that can perform on site.

Hyperspectral technology can continuously image the target object in tens or hundreds of spectral bands within its spectral coverage and obtain spectral information with uniform spectrum, which has the characteristics of large amount of information and high recognition. At present, insulators detection methods based on hyperspectral technology are mainly used in insulators aging, contamination and efficiency detections [13]–[15]. In this paper, hyperspectral imager is proposed to extract the insulators surface image information, the extracted map data was processed and modeled, and the surface roughness grade discrimination model of insulators was constructed to realize the surface roughness detection of roof insulators based on hyperspectral technology, and the effectiveness of the proposed method was verified by experiments.

II. THEORETICAL BASIS

A. HYPERSONSPECTRAL IMAGING

Hyperspectral imaging technology is based on a lot of narrow band image data technology. It combines imaging technology and spectral technology to detect the two-dimensional geometric space and one-dimensional spectral information of the target and obtain the continuous and narrow band image data of hyperspectral resolution. Presently, hyperspectral imaging technology has developed rapidly, including grating splitting, acousto-optic tunable filtering splitting, prism splitting, chip coating and so on. It can be used in food safety, medical diagnosis, aerospace and other fields [16].

The key technologies of hyperspectral imaging include image acquisition, transmission and processing. Among them, spectral radiation, calibration and spectral information processing of imaging spectrometer are the main contents to realize spectral imaging. The main purpose of spectral imaging is to decompose the energy entering the detector into electromagnetic waves of different wavelengths, including the dispersion and interference method. Since the dispersion method appears very early, the technology is relatively mature but the imaging effect is not very satisfactory. In comparison, the effect of time modulation interferometric imaging mode is much better, which it can get the spectrum of different wavelength according to the interferogram of different optical path. The time modulation process can be realized via the Fourier transform.

Suppose the incident light generated from the light source is a perfectly collimated monochromatic beam with an amplitude $\sigma$ in complex number and the wave number is $\sigma$. When it is transmitted to an ideal lossless beam splitter, it is assumed that the reflectance and the projection ratio of the beam splitter are $r$, $t$, respectively. In this way, the incident light is divided into the reflected light $ar$ and $at$. After passing through plane mirror 1 and plane mirror 2, as is shown in Fig. 1, the two beams of light return to the splitter, and form two coherent beams after passing through the beam splitter, which are received by the detector, and the received signal amplitude is:

$$A = rta + rtae^{-i\varphi}$$  \hspace{1cm} (1)

where $\varphi$ is the phase difference.

The first and the second item in (1) stand for the longitudinal beam and the transverse beam, respectively. The signal intensity of interference light can be described using (2).

$$I_D(x, \sigma) = AA^* = 2RTB_0(\sigma)(1 + \cos \varphi)$$  \hspace{1cm} (2)

with

$$\varphi = 2\pi \sigma x$$

where $x$ is the optical path difference, constant $R$ and $T$ represent the reflectance and projection ratio, respectively. $B_0(\sigma)$ is the intensity of the input light beam.

The general expression of interferogram can thus be obtained by integrating all wave numbers:

$$I_D(x) = \int dI_D(x, \sigma) = \int_{0}^{\infty} 2RTB_0(\sigma)[1 + \cos(2\pi \sigma x)]d\sigma$$  \hspace{1cm} (3)

![FIGURE 1. The principle of interferogram generating spectrogram.](image)

This is equivalent to all the energy received by the detector at a certain position $x$ at the mirror 2 of the interferometer in Fig. 1. When ignore the DC signals from (3), the general expression for interferogram become:

$$I_D(x) = C \int_{0}^{\infty} RTB_0(\sigma) \cos(2\pi \sigma x)d\sigma$$  \hspace{1cm} (4)

with $C$ stands for a constant.
Then, equation (4) can be expanded to plural form:

\[ I_D(x) = \int_{-\infty}^{+\infty} RTB_0(\sigma)e^{i2\pi\sigma x} d\sigma, \]

\[ I_D(x) \quad \text{Fourier transform pair} \quad RTB_0(\sigma) \quad (5) \]

Finally, the spectrogram can be obtained and represented using (6).

\[ RTB_0(\sigma) = \int_{-\infty}^{+\infty} I_D(x)e^{i2\pi\sigma x} dx = FT^{-1}[I_D(x)] \quad (6) \]

where \( F(\cdot) \) is the Fourier transform.

**B. THEORY OF HYPERSONAL BASED SURFACE ROUGHNESS DETECTION**

In related researches, the main principle of the detection methods with hyperspectral technology is to detect different spectral absorption and reflection characteristics of different substances. Reflected on the hyperspectral images, the substances of different substances or different contents have different map information, and there are obvious differences in some characteristic bands. The essence is that the reflectance changes.

When the incident light is irradiated to the surface of the object, part of the light is absorbed by the material, and the other part of the light forms specular is reflected and show diffuse reflection according to the surface roughness of the object causing scattering. The scattered light intensity in the non-mirror direction corresponds to the surface roughness of the object in a certain range, as shown in Fig. 2. The conventional optical scattering method measures the surface roughness by measuring the distribution and ratio of scattered light and reflected light when a light illuminates to the surface [17].

![FIGURE 2. Schematic diagram of surface roughness detection by optical scattering method.](image)

Hyperspectral imager is used to vertically extract the hyperspectral image of the target object. The hyperspectral imager is in the vertical direction of the target object to be tested. At this time, the scattered light intensity due to different surface roughness of the same object at the hyperspectral imager is different, resulting in different hyperspectral images, as shown in Fig. 3. The conventional optical scattering method measures the surface roughness by measuring the distribution and ratio of scattered light and reflected light when a light illuminates to the surface [17].

![FIGURE 3. Schematic diagram of hyperspectral surface roughness detection.](image)

Therefore, when a hyperspectral imager is used to acquire a hyperspectral image of a target object, as the surface roughness increases, the intensity of the scattered light received at the position of the hyperspectral imager increases, resulting in an increase in the reflectance of the target object. While the composition of the target object does not change, the hyperspectral line waveform does not change and the overall amplitude gradually increases. For the processing and modeling of the hyperspectral spectral line, hyperspectral detection of the insulator surface roughness degree can be detected.

**III. EXPERIMENT AND MEASUREMENT**

**A. EXPERIMENTAL SAMPLE PREPARATION**

In this paper, the insulator samples were prepared by sandpaper grinding method, and the roughness of the prepared insulator samples were measured by a traditional stylus surface roughness measuring instrument. Therefore, the influence of the amount of grit in the sandpaper on the surface roughness of the insulators can be ignored. Considering that during the operation of high speed trains, the direction of high-speed sand and dust is opposite to that of the trains, and strip-shaped abrasion marks will be formed on the surface of the insulators. Therefore, when preparing samples, it is necessary to polish the samples in the same direction with sandpaper to form horizontal strip abrasion marks.

![FIGURE 4. Schematic diagram of test sample preparation.](image)

As shown in Fig. 4, a good insulator sample of 5 cm × 5 cm was selected and fixed on the table to ensure that the sample did not slip during the grinding process. The insulator samples were polished with 240 mesh sandpaper. A square anvil with a volume of 72 mm × 72 cm × 30 mm and a weight of about 1.31 kg was placed over the insulator sample, and it was fixed by a fixing device to ensure that it did not slip during the grinding process. In this way, it was ensured that the pressure applied in the vertical direction of the sandpaper was the same in each polishing processes.
Each time sandpaper moved 40 cm horizontally to complete one polishing process.

B. SURFACE ROUGHNESS TEST

The surface roughness of the polished insulator samples were detected by the stylus type surface roughness test method. Use HOMMEL-ETAMIC T8000RC-400 Digital roughness measuring instrument, the measured value is Ra(Arithmetic mean deviation). Five points were measured on the surface of each insulator samples, and the results were aver-aged. The insulator samples with 0, 5, 10, 15 and 30 times of grinding were selected for testing. The sample is shown in Fig. 5. The results are shown in Tab. 1.

![Insulator sample diagram](image)

**TABLE 1. Surface roughness measurement data of the sample.**

| Sample number | Ra (μm) | Average value (μm) |
|---------------|---------|--------------------|
| 1             | 0.86    | 0.82               |
| 2             | 2.31    | 2.43               |
| 3             | 3.29    | 2.75               |
| 4             | 3.35    | 2.87               |
| 5             | 3.77    | 3.64               |

Samples 1 to 5 were insulator samples that were unpolished, polished 5 times, polished 10 times, polished 15 times, and polished 30 times. During the grinding process, it was found that the surface roughness of the insulators tended to be stable after grinding for about 30 times, and the surface roughness of the samples no longer increased significantly with the increasing times of polishing. Therefore, the insulator samples was divided into 1 to 5 levels by grading with these 5 roughness.

C. HYPERSPECTRAL IMAGE DETECTION PLATFORM

This article used the hyperspectral imager GaiaField-F-V10, standard proofreading whiteboard and fill light to build an insulator hyperspectral image detection platform. The hyperspectral imager has a spectral range of 400-1000 nm and a spectral resolution of 3.8 nm, a total of 256 bands. The hyperspectral imager is located in the vertical plane in the middle of the test platform, obliquely downward 45°, 120 cm away from the test platform. The acquired hyperspectral image is directly transmitted to the computer through the USB cable, as shown in Fig. 6.

![Hyperspectral image detection platform](image)

The fill light was used to meet the inspection requirements. The samples are placed adjacent to the standard calibration whiteboard and at the same plane on the inspection platform.

The hyperspectral imager was used to extract the hyperspectral images of the samples and the standard calibration whiteboard. And the obtained hyperspectral images are uploaded to the computer.

For the insulator samples of the five different roughness grades, 50 regions with an extraction area of not more than 1 mm × 1 mm were randomly and non-repeated extracted and 50 hyperspectral spectral lines corresponding to these regions were obtained as training samples. In addition, 20 regions of the extraction area of not more than 1 mm × 1 mm were randomly and non-repeated selected and 20 hyper-spectral spectral lines corresponding to these regions were obtained as test samples. A total of 250 lines were obtained as training samples, and 100 lines were used as test samples. The obtained hyperspectral images were converted into tabular data storage, and subsequent data processing and modeling were performed.

IV. HYPERSPECTRAL IMAGE DATA PROCESSING

A. HYPERSPECTRAL IMAGE PREPROCESSING

The black-and-white correction of the acquired hyperspectral images through the standard calibration whiteboard can make the reflectance of the sample obtained under different illumination conditions consistent, thus overcoming the experimental error caused by the difference of the illumination intensity to some extent. The black-and-white correction algorithm is as follows:

\[
R(\%) = \frac{R_0 - D}{W - D} \times 100\% \tag{7}
\]

where \( R \) is the corrected reflection spectrum image data, \( R_0 \) is the original reflection spectrum image data of the sample, \( D \) is the reflection image data of the standard blackboard, and \( W \) is the reflection image data of the standard whiteboard.
The hyperspectral images of the 5 mm × 5 mm region at the center of the insulator samples in Fig. 5 were extracted, and the hyperspectral lines were calculated and processed by black and white correction. The results are shown in Fig. 7.

FIGURE 7. Hyperspectral line graph of the center of the sample after black and white correction.

To a certain extent, as the surface roughness of the insulator samples 1 to 5 gradually increases, the overall spectral lines of the hyperspectral line images in the central region tend to be similar but the overall reflectance show an upward trend. In order to avoid the contingency of the data and verify the effectiveness of the method, this paper selected a large amount of data for modeling. The obtained 250 training sample lines and 100 test sample lines were processed by black and white correction method. The corrected training sample lines are shown in Fig. 8.

FIGURE 8. Hyperspectral line graph of black and white corrected training samples.

The hyperspectral images of the 5 mm × 5 mm region at the center of the insulator samples in Fig. 5 were extracted, and the hyperspectral lines were calculated and processed by black and white correction. The results are shown in Fig. 7.

FIGURE 7. Hyperspectral line graph of the center of the sample after black and white correction.

B. FEATURE SPECTRAL BANDS EXTRACTION

The image information extracted by hyperspectral technology has the disadvantage of a large amount of data which has a large amount of redundant information. Therefore, in order to improve the recognition rate, classification accuracy and algorithm operation speed of hyperspectral images, it is necessary to select a combination of bands with large amount of effective information, small correlation, and class separability to complete data dimensionality reduction.

For the insulator surface roughness grade discrimation model proposed in this paper, the main parameter is the reflectivity corresponding to certain wavelength. In this paper, the successive projections algorithm is used to extract the feature spectral bands. The successive projection algorithm can effectively eliminate the redundant information in the original spectral matrix and filter out the optimal spectral bands with respect to the target information. The successive projection algorithm is as follows [19].

Take \( x(0) \) and \( N \) as the initial iteration vectors and the number of feature variables to be extracted, respectively, and the spectral matrix dimension is \( J \). When starting a new calculation, randomly select a column \( j \), assign \( x_j \), denoted as \( x(0) \), and record the rest of the remaining column vector positions as \( s; s = \{ j; 1 \leq j \leq J, j \notin \{ k(0), \ldots, k(n-1) \} \} \); calculate the projection of \( x_j \) to the variables in \( s \):

\[
P_x j = x_j - x^T x(n-1) x^T x(n-1)x(n-1)^{-1}, \quad j \in s
\]

Take \( k(n) = \arg\max(||P x_j||), j \in s \); take \( x_j = P x_j, j \in s; n = n + 1, \) if \( n < N \), return to step (2) for calculation. Finally, multiple linear regression is performed on each pair of \( x(0) \) and \( N \) obtained by calculation, and \( x(0) \) and \( N \) with the smallest mean standard deviation are selected as the optimal solution.

FIGURE 9. Selection diagram of the number of feature bands and standard error.

The training samples are processed by successive projection algorithm, and the obtained results are shown in Fig. 9 and Fig. 10. After considering the number of characteristic spectral bands and the standard error, take 10 characteristic spectral bands, and the standard deviation is 0.1734. The characteristic spectral bands are located in the full spectral bands at 2, 52, 141, 183, 243, 250, 251, 253, 255, and 256, respectively.

V. INSULATOR SURFACE ROUGHNESS GRADE DISCRIMATION MODEL

A. SUPPORT VECTOR MACHINE

In this paper, the support vector machine is used to establish the insulator surface roughness grade discrimination model to
classify and predict the surface roughness of insulators [20]. As a machine learning algorithm based on statistical learning theory, SVM algorithm can transform low-dimensional input samples into high-dimensional samples for processing, so that samples in low-dimensional inseparability can be divisible in high-dimensional. At the same time, support vector machines are better than traditional maximum likelihood method, artificial neural network and other machine learning algorithms [21] in terms of small samples learning, anti-noise performance and learning efficiency.

For linearly separable training samples \((x_i, y_i), i = 1, 2, 3, \ldots, n, x_i \in R^n\), \(n\) represents the number of data, \(x_i\) represents data points, \(y_i\) represents classified sample labels. In this case, in the \(d\)-dimensional data space, there is a hyperplane equation with respect to the deviation value \(b\) and the weight coefficient \(w\):

\[
f(x) = w^T x_i + b
\]

(9)

For the linear indivisible problem in low latitude space, it can be transformed into a linear separable problem in high latitude space by nonlinear transformation. At this time, it is necessary to introduce a slack variable \(\xi_i (\xi_i \geq 0)\) to obtain the optimal classification hyperplane optimization problem under the condition of linear inseparable condition:

\[
\min \Phi(w, \xi) = \frac{1}{2} \|w\|^2 + c \sum_{i=1}^{n} \xi_i
\]

S.t. \(y_i[(w \cdot x_i + b)] \geq 1 - \xi_i\)

(10)

In the SVM classification model, the main parameters are the kernel function \(K\) and the punishment coefficient \(c\). As this paper selects the RBF function as the kernel function, the kernel parameter that determines the distribution of data mapped to a new feature space is another key parameter needs to be determined. Parameter \(c\) is used to adjust the degree of punishment of the model for the right and wrong classification of the sample. The larger the value of \(c\) is, the smaller the model misclassification error is, that is, the smaller the tolerance to the error is, the over-fitting is easy to occur; the smaller degree of \(c\) is, the larger obtained model classification interval is, which has better generalization performance, but when \(c\) approaches 0, it will cause the algorithm to not converge, resulting in over-fitting. To solve this problem, the Lagrangian function is used to transform the equation (4):

\[
L(w, b, \alpha) = \frac{1}{2} \|w\|^2 - \sum_{i=1}^{n} \alpha_i (y_i(w^T x_i + b) - 1 - \xi_i)
\]

(11)

where \(\alpha_i\) is the Lagrangian coefficient, \(\alpha_i \leq c\), then the optimization function:

\[
L(w, b, \alpha) = \sum_{i=1}^{n} \alpha_i - \frac{1}{2} \sum_{i,j=1}^{n} \alpha_i \alpha_j y_i y_j K(x_i, x_j)
\]

(12)

The SVM introduces a kernel function to perform dimensional transformation. As long as a kernel function \(K = (x_i, x_j)\) satisfies the Mercer conditions, the inner product in the corresponding transformation space can be obtained. Therefore, the high dimensional spatial linear classification of low-latitude spatial nonlinear problems can be realized by using the appropriate inner product function \(K = (x_i, x_j)\).

In this paper, the radial basis (RBF) kernel function is used for modeling. The RBF function is:

\[
K(x_i, x_j) = \exp(-\|x_i - x_j\|^2/2\sigma^2)
\]

(13)

At this point, the corresponding discriminant function is:

\[
f(x) = \text{sgn} \left( \sum_{i=1}^{n} \alpha_i y_i K(x_i \cot x_j) + b \right)
\]

(14)

In this paper, the cross-validation method is used to optimize the penalty parameter \(c\) and the kernel parameter \(g\), and the obtained modeling data is used to calculate the optimal \(c\) and \(g\) of the classification model.

The feature bands obtained by the successive projections algorithm were selected as the input variable corresponding to the processed hyperspectral image data, and the RBF kernel function was used for modeling. Modeling is performed without correcting the penalty parameter \(c\) and the kernel parameter \(g\). At this time, the default value penalty parameter \(c\) is 2, the kernel parameter \(g\) is 1, and the operation result is as shown in Fig. 11.

The best accuracy calculated at this time is 91.91%, the accuracy of the test using the test samples is 91%, and 91 samples from 100 samples are accurately graded.

**B. PARAMETRIC CROSS VALIDATION**

Cross validation is mainly used in modeling applications. The purpose is to make the model obtained by training have a good fit to the data outside the training data by selecting the model with the best generalization performance. The main idea is to extract most of the samples in the training sample as the training set, a small part of the sample as the test set, train the model with the training set, and test the model obtained with the test set, and loop this step until all the data samples are tested only once as a test set to get the most accurate and stable model [22].
In this paper, the cross-validation method is used to correct the penalty parameter $c$ and the kernel parameter $g$ of the support vector machine, so as to obtain the model with the best classification accuracy and stability.

Parameter correction can effectively improve the accuracy of the support vector machine model.

**C. VALIDATION WITH FIELD COLLECTED DATA**

For further validation, the real hyperspectral data collected from a roof insulator installed on the top of EMU is utilized for study. This insulator has been installed for 27 months since its first operation, and been cleaned four times per week. The insulator and corresponding hyperspectral lines for case study is given in Fig 14.

As shown in Fig. 12, the x-axis is log2c and the y-axis is log2g. As the penalty parameter $c$ and the kernel parameter $g$ change, the accuracy of the model will change continuously, but the same accuracy may correspond to different combination of value $c$ and $g$ value. Therefore, in order to avoid excessive fitting of the penalty parameter $c$, we select the highest accuracy, but the minimum value of $c$ and $g$ is the optimal solution. At this time, the penalty parameter $c$ is taken as 17.1484, and the value of the kernel parameter $g$ is 238.8564, in the case of this combination of parameters, the accuracy of the model obtained by training the training samples is 97.06%.

As shown in Fig. 13, the penalty parameter $c$ and the kernel parameter $g$ obtained after the parameter correction are used to establish the surface roughness discrimination model of the insulator. The accuracy of the test using the test samples is 98%, 98 samples from 100 samples are accurately graded.

For the EMU roof insulator, six locations are selected to carry out the hyperspectral test, as shown in Fig. 14, each test location are repeated for 10 times and finally, 60 samples are collected. Test results of surface roughness is given in Table 2. The obtained spectral lines are preprocessed using the continuous projection method introduced in this paper and seven feature spectrum segments are extracted. They are 272.6nm, 458.1nm, 552.8nm, 574.6nm, 755.5nm, 889.4nm.

Once again, the SVM classification model is utilized for validation, 40 samples are used for SVM training while the remaining 20 samples are taken as test datasets. The value of penalty parameter $c$ is also set to 2 and the kernel parameter $g$ is set to unit. The training and test result are 92.5% and 90%, respectively. Obviously, the reflectivity-wavelength...
pairs selected are effective for characterization of surface roughness.

VI. CONCLUSION

In this paper, the surface of the insulators was treated by sandpaper grinding method, and the roughness of the samples were measured and graded by the traditional contact roughness measurement method. Hyperspectral imager was used to obtain the hyperspectral images of the sample surface. The obtained image data was pre-processed and the insulator surface roughness discrimination model was established. The surface roughness detection method based on hyperspectral technology was proposed. The conclusions obtained are as follows:

1) The hyperspectral image lines of insulators with different surface roughness have a similar waveform and gradually increasing full-bands amplitude with the increase of the surface roughness of the insulator to a certain degree.

2) Using the vector machine to determine the surface roughness grade of the insulators after the parameter correction, the best accuracy rate of the model is 97.06%. The accuracy of the test with the actual test samples is 98%, which verifies the feasibility and effectiveness of using the hyperspectral technique to detect the surface roughness of the roof insulator.

3) The surface roughness detection method of roof insulator based on hyperspectral technology proposed in this paper can realize on-line detection of surface roughness of roof insulator, and has good application potential in surface roughness detection of roof insulator in non-disassembly condition.
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