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Abstract

We present an analysis of new, extremely deep images of the resolved stellar population of the Boötes I ultrafaint dwarf spheroidal galaxy. These new data were taken with the Hubble Space Telescope, using the Advanced Camera for Surveys (Wide Field Camera) and Wide Field Camera 3 (UVIS), with filters F606W and F814W (essentially V and I), as part of a program to derive the low-mass stellar initial mass function in this galaxy. We compare and contrast two approaches to obtaining the stellar photometry, namely, ePSF and DAOPHOT. We identify likely members of Boötes I based on the location of each star on the color–magnitude diagram, obtained with the DAOPHOT photometry from the ACS/WFC data. The probable members lie close to stellar isochrones that were chosen to encompass the known metallicity distribution derived from spectroscopic data of brighter radial velocity member stars and are consistent with the main-sequence turnoff. The resulting luminosity function of the Boötes I galaxy has a 50% completeness limit of 27.4 in F814W and 28.2 in F606W (Vega magnitude system), which corresponds to a limiting stellar mass of \( \leq 0.3M_\odot \).

Unified Astronomy Thesaurus concepts: Low mass stars (2050); Dwarf spheroidal galaxies (420); HST photometry (756); Local Group (929); Galaxy stellar content (621)

1. Introduction

The stellar initial mass function (IMF) describes the distribution of stellar masses formed in any star formation event (Salpeter 1955). Determinations of the IMF for star clusters and field stellar populations of the Milky Way, over a range of ages and metallicities, have found the IMF to be consistent with being invariant and well fit by a broken power law or a lognormal distribution (see, e.g., the recent analysis of Sollima 2019 and the reviews of Kroupa 2002; Chabrier 2003; Bastian et al. 2010; Kroupa et al. 2013). Whether or not the IMF for other galaxies is the same as that of the Milky Way has been the subject of much recent debate (see Bastian et al. 2010). Understanding if, and how, the IMF changes is crucial to many areas of astrophysics, from stellar-mass estimates of high-redshift galaxies to models of stellar feedback in simulations of galaxy formation. The nearby low surface brightness satellite galaxies of the Milky Way are obvious targets for study of the IMF, particularly since their low mean metallicity and high inferred dark matter content provide an environment very different from the local disk. Galaxies whose stellar populations have a narrow range of ages offer the cleanest case studies. The luminosity function of the lower main sequence, below the old(est) turnoff, can be transformed into the IMF, modulo corrections for unresolved binary systems, possible mass-dependent dynamical effects, and observational incompleteness. The high-mass IMF in self-enriched systems can be constrained by the elemental abundances of the most metal-poor stars (see Wyse & Gilmore 1992; Wyse 1998).

Grillmair et al. (1998), in a pioneering study, obtained imaging data with the Hubble Space Telescope (HST) that reached 3 mag below the old main-sequence turnoff in the Draco dwarf spheroidal (distance \( \sim 80 \) kpc). They determined the luminosity function of stars in Draco around the turnoff region, corresponding to a stellar-mass range of \( 0.6 \lesssim M/M_\odot \lesssim 0.9 \), and found that it was very similar to that in the old, metal-poor Milky Way globular cluster M68. They also found that their data were consistent with an underlying power-law IMF, with slope similar to that of the IMF derived for stars in the solar neighborhood. Feltzing et al. (1999) obtained deeper data with HST for the somewhat closer, but similarly old and metal-poor, Ursa Minor dSph (hereafter UMi, distance \( \sim 66 \) kpc). Their color–magnitude data extend more than 4 mag below the main-sequence turnoff and, similarly to that found for Draco, the luminosity function of the stars in UMi was found to be indistinguishable from that measured for an old, metal-poor Milky Way globular cluster (M92), in this case down to a magnitude corresponding to mass \( \sim 0.45M_\odot \). The subsequent analysis of the full deep HST data for UMi, in Wyse et al. (2002), extended the luminosity function to reach a corresponding mass of \( \sim 0.3M_\odot \) and again found excellent agreement between the luminosity functions of UMi and old, metal-poor Milky Way globular clusters (M92 and M15). The age and (mean) metallicity of the stellar population in UMi are the same as those of M92 and M15, so that, provided that internal and external dynamical effects may be neglected for the globular cluster data (as argued by those authors), a comparison of the luminosity functions is equivalent to a comparison of the IMFs. The inferred IMF for the Draco dSph and that for the UMi dSph are also in good agreement, over the limited mass range in common.

The discovery of ultrafaint dwarf galaxies (UFDs, galaxies with \( L < 10^2L_\odot \); see reviews of Belokurov 2013; Simon 2019) allowed the exploration of the IMF in even lower-luminosity, more dark-matter-dominated systems. Geha et al. (2013) targeted two UFDs, Hercules and Leo IV, at distances of 135 and 156 kpc, respectively. The data allowed investigation of the IMF in each UFD over the mass range \( 0.5 \lesssim M/M_\odot \lesssim 0.8 \). Comparison with the published low-mass IMF slopes for the three other galaxies with deep star-count data (the Milky Way, the Small Magellanic Cloud, and UMi) led Geha et al. (2013)
to conclude that the low-mass end of the IMF varied systematically across the sample, in the sense that the galaxies with lower metallicity, or with lower stellar velocity dispersion, had a more bottom-light IMF. Gennaro et al. (2018) reanalyzed the data for the two UFDs and expanded the sample with the addition of four more (Coma Berenices, Ursa Major I, Canes Venatici II, and Boötes I—hereafter Boo I). Their results provided more evidence for a bottom-light low-mass IMF in UFDs compared to the Milky Way, albeit that the quoted significance of the variation depended on the adopted form of the IMF (typically ~95% for a power law, ~68% for a lognormal mass function).

Indeed, the robustness of any conclusions as to the variability of the IMF with these data, which cover only the mass range $0.5 \lesssim M/M_\odot \lesssim 0.8$ (the upper limit being set by the main-sequence turnover), was investigated by El-Badry et al. (2017). Those authors concluded that it would be necessary to obtain data that reached down to masses below $\sim 0.3 M_\odot$, a limit met by only the UMi data set of Wyse et al. (2002), for the extragalactic systems studied thus far and discussed above.

This paper is the first in a series describing the results of our program to determine the low-mass IMF down to $\lesssim 0.3 M_\odot$ in the UFD Boo I and revisit the issue of possible variability of the IMF. This present paper focuses on the more technical aspects of the data analysis, as we aim to push the luminosity function as faint as possible. We begin, in Section 2, with a brief motivation for the choice of Boo I. We then (Section 3) describe the new observational data, taken with the Hubble Space Telescope (HST) under program GO-15317 (PI I. Platais), together with archival data that we use as an off-field. We adopted two approaches to the photometric reductions (ePSP and DAOPHOT) and illustrate the relative strengths of each, as described in Section 4. Our science goal requires pushing the data to their faintest limits, which in turn requires a thorough understanding of possible systematics. We therefore document in some depth the detailed procedures we used. Our approach to the determination of the likelihood of membership of Boo I for the stars in our sample is presented in Section 6, together with the resulting cleaned color–magnitude diagram of likely members. We close, in Section 7, with a brief discussion of the achieved lower-mass limit and the next steps in the later papers in this series.

2. Boötes I Ultrafaint Dwarf Galaxy

Boo I was discovered by Belokurov et al. (2006b) in the Sloan Digital Sky Survey (SDSS) imaging data. This system is relatively luminous, with $L_V \sim 3 \times 10^4 L_\odot$ (Martin et al. 2008; Okamoto et al. 2012), and is at a distance of $\lesssim 65$ kpc, comparable to the distance of UMi, and thus is significantly closer than the other UFDs of comparable luminosity studied by Geha et al. (2013) and Gennaro et al. (2018), which are located beyond 100 kpc. Such a combination of brightness and closeness is beneficial for pushing the stellar luminosity function to the required faint limits. The previous HST observations of Boo I (GO-12549, P.I. T.Brown), used in Gennaro et al. (2018), reached an approximate 50% completeness limit at magnitudes corresponding to $\sim 0.5 M_\odot$, and our intention is to reach $\sim 0.3 M_\odot$.

The stellar population of Boo I is old and metal-poor, and its color–magnitude diagram is very similar to that of the globular cluster M92 (Belokurov et al. 2006b). Boo I has been the target of several spectroscopic and imaging surveys, and its basic properties are given in Table 1. The wide-area imaging surveys found that Boo I is somewhat elongated, with an ellipticity $e \sim 0.2$–0.3 (Belokurov et al. 2006b; Martin et al. 2008; Okamoto et al. 2012; Roderick et al. 2016; Muñoz et al. 2018b), and has extended stellar substructure, most recently quantified by Roderick et al. (2016). The proper motion of Boo I has been derived from Gaia DR2 (Gaia Collaboration et al. 2018), with the most recent analysis (Simon 2018) giving $\mu_\alpha \cos \delta = -0.472 \pm 0.046$ mas yr$^{-1}$, $\mu_\delta = -1.086 \pm 0.034$ mas yr$^{-1}$. The corresponding orbital motion has a pericenter of greater than 30 kpc (e.g., 45 ± 5 kpc; Simon 2018), which is large enough that Galactic tidal forces have probably not been important in sculpting the stellar content.

Table 1

| Parameter       | Value | Reference |
|-----------------|-------|-----------|
| R.A. (J2000)    | 14:00:06 | 1         |
| Decl. (J2000)   | +14:30:00 | 1         |
| $\ell$          | 358$^\circ$ | 1         |
| $b$             | 69$^\circ$ | 1         |
| $M_V$           | 0.047 | 2         |
| $r_b$ (exponential) | $12.8^\prime \pm 0.7^\prime$ | 3         |
| $e$             | 0.22  | 3         |
| Position angle  | 14$^\circ$ | 3         |
| $m - M_V$       | $-5.92 \pm 0.2$ | 3         |
| Distance        | $62 \pm 4$ kpc | 4         |
| $[\text{Fe}/\text{H}]$ | $-2.55$ | 5, 6      |
| $\Delta[\text{Fe}/\text{H}]$ | 1.70 | 5         |
| Age             | $\sim 13$ Gyr | 1, 3, 7   |

References. (1) Belokurov et al. 2006b; (2) Schlafly & Finkbeiner 2011; (3) Okamoto et al. 2012; (4) Siegel 2006; (5) Norris et al. 2010b; (6) Gilmore et al. 2013; (7) Brown et al. 2014.
main sequence, particularly below \( \sim 0.5 \, M_\odot \), reflecting changes in the dominant source of opacity for these cool stars (as discussed in, e.g., Allard et al. 1997; Baraffe et al. 1997). This enhanced broadening for the lower main sequence is compounded, in the observational data set presented here, by the larger photometric errors for fainter sources. Knowledge of the elemental abundance distributions from complementary data, such as for Boo I, is an important element in the choice of target galaxy.

### 3. Observations

We obtained deep photometry of the Boo I UFD, with the aim of pushing the faint magnitude limit below that achieved in earlier data sets, and thus extending the stellar-mass regime available for study of the IMF. The new observations for this project were taken during 26 orbits of HST from 2019 May 30 to July 5, utilizing the Advanced Camera for Surveys (ACS) as the primary instrument and the Wide Field Camera 3 (WFC3) in parallel mode. The ACS observations were taken with the Wide Field Camera (WFC), and the WFC3 observations were taken with UVIS. For future reference, the field of view of ACS/WFC is \( 202'' \times 202'' \), with a resolution of \( 0''05 \) pixel\(^{-1} \), while the field of view of WFC3/UVIS is \( 162'' \times 162'' \), with a resolution of \( 0''04 \) pixel\(^{-1} \). Twenty-four orbits were dedicated to on-target observations of Boo I—more than four times the exposure time of the previous deep observations of Boo I—with the remaining two orbits dedicated to an off-field. The data described here may be obtained from the MAST archive at doi:10.17909/r9-jr7h-en65.

The on-field observations were taken in three pointings, the footprint of which is indicated in Figure 1. The ACS/WFC fields match those observed with ACS/WFC by GO-12549; this allows for the possibility of a deep proper-motion study, the topic of a future paper. We also selected the same ACS/WFC filters as this earlier work, namely, F606W and F814W, and the equivalent passbands for the parallel observations with WFC3/UVIS. The ACS/WFC fields selected were pointings 1, 3, and 5 of GO-12549, and we retained their naming convention, so that pointing 3 encompasses the central regions of Boo I (see Table 2 for the coordinates of the field centers). As detailed in Table 2, each field of Boo I was imaged over four orbits in each filter, and two exposures were taken per orbit. A four-point dither pattern was used to mitigate the effects of the undersampled point-spread function (PSF) of the instruments on HST (see Lauer 1999a, 1999b for more discussion). The dithering strategy also optimized the rejection of detector artifacts and cosmic rays. One of the two guide stars used to obtain fine-lock guiding of the telescope could not be acquired for orbit 10, during observations of pointing 1. The availability of only one guide star resulted in some loss of astrometric accuracy during this orbit, but happily there was no degradation in image quality.

The off-field was imaged for one orbit in each filter, with only one exposure. The off-field data are intended to aid in the quantification of the contribution of background unresolved galaxies and nonmember stars to the Boo I fields. As discussed in Section 4.7, this one long exposure proved to be difficult to clean. We therefore searched the MAST archive and identified a data set to use as a second off-field, with Galactic coordinates similar to those of Boo I, and with multiple-exposure ACS/WFC imaging in the same filters (designated “off-field 2” in Table 2).

As noted in Section 1, our aim of determining the low-mass stellar IMF places stringent requirements on the data analysis, and the following two sections are, by necessity, technical. Readers who are less interested, or who are very familiar with the photometric reduction techniques, may prefer to turn to Section 6, where the resultant deep color–magnitude diagrams are presented.

### 4. Photometry: ACS/WFC Data

Photometry for the ACS/WFC on-field exposures was produced using two different techniques and software packages. The first, ePSF, developed by Anderson & King (2006), is an empirical approach that is able to map, with high fidelity, the changes in the true PSF across the CCD chip. ePSF photometry can be performed only on individual exposures,\(^3\) which results in a brighter detection limit than with co-added exposures. The second photometry software package that we employed is the stand-alone DAOPHOT II (Stetson 1987) provided through Starlink\(^4\) (Currie et al. 2014). DAOPHOT can be run on drizzle-combined images from multiple dithered exposures, which allows for a deeper detection limit. The single images for each pointing and filter were combined through DRIZZLEPac, as described in detail in Section 4.2. In contrast to the empirical ePSF, the PSF fitting routine within DAOPHOT creates analytical models, which may not be flexible enough to capture the variation of the undersampled PSF across the detector chip. We performed photometry using both ePSF and

---

\(^3\) We use \$\_fits files as the input into the photometry pipelines. These files are produced through the HST software CALACS, which subtracts the bias, flat-fields the image, and corrects for charge transfer efficiency (CTE). Any time single exposures or single images are mentioned in this analysis, this refers to the \$\_fits files.

\(^4\) http://www.star.bris.ac.uk/~mbt/daophot/
DAOPHOT to quantify how well their results compare, and to understand what impact the reduced flexibility of DAOPHOT had on the final photometry. The resulting photometric catalogs are compared in Section 4.6.

### 4.1. ePSF Photometry of ACS/WFC

Anderson & King (2000) developed the effective PSF (ePSF) techniques to measure accurate stellar positions and magnitudes for HST WFPC2 images, where the PSF was severely undersampled and varied across the CCD chips. This approach was extended to ACS/WFC observations by Anderson & King (2006). Further improvements include corrections for the effective area of each pixel (i.e., the pixel area map) that preserve the photometric accuracy (Ryon et al. 2019). A detailed description of the ePSF technique may be found in Anderson et al. (2008a, 2008b), and a short overview follows.

In the ePSF approach, the PSF is derived empirically by evaluation and scaling of the observed pixel intensity values. No analytical function is fitted, in contrast to the PSF fitting methods used within DAOPHOT (Stetson 1987), DoPHOT (Schechter et al. 1993), or DOLPHOT (Dolphin 2016). The variations of the PSF across each detector chip are represented by an array of fiducial PSFs, between which each star’s PSF is interpolated (Anderson & King 2006). The variation of the PSF with time, due to, for example, telescope breathing or small changes in focus, is presented within ePSF as a spatially constant perturbation to the PSF for each image. A $5 \times 5$ pixel inner box is used to construct the ePSF for the brightest pixels of each detected point source, an area that contains most of the flux. The code returns, for each individual exposure, a list of precise measurements of the stellar centroids, given as the $X$ and $Y$ positions in the detector coordinate system. These are then corrected for geometric distortions. The flux in counts, \( \text{flux}_{\text{DN}} \), is converted into instrumental magnitudes by applying the standard expression: \( 2.5 \log(\text{flux}_{\text{DN}}) \). The code also returns a quality-of-fit parameter, \( q_{\text{fit}} \), which is used to separate stars with well-measured empirical PSFs from spurious detections, such as cosmic rays or hot pixels.

ePSF photometry was carried out on each single exposure of the ACS/WFC fields. Only measurements with $0 < q_{\text{fit}} < 0.5$ were selected for further examination. The distortion-corrected X and Y positions from each exposure in the F814W and F606W filters were then matched to the positions from the central exposure with respect to which the other exposures were dithered. A matching tolerance of $<0.1$ pixels in each of the $X$ and $Y$ coordinates allowed for the rejection of any remaining spurious detection in the individual exposures.

Finally, three corrections were applied to convert the photometric measurements from the individual images to the Vega magnitude system:

1. An empirical aperture correction from the ePSF radius out to a radius of 10 pixels (0′′5 on the individual exposures). The value of this correction was found by calculating the difference between the ePSF photometry and aperture photometry done using a 10-pixel radius, for isolated, well-exposed stars on drizzle-combined images. This correction is small, ranging from $\sim0.02$ to $\sim0.03$ mag in the different filters.

2. An aperture correction from 10 pixels to infinity, using the encircled energy estimate provided in Bohlin (2016).

3. The filter-dependent Vega magnitude zero-point for the observation date of each pointing.\(^5\)

The final photometry for each star was calculated as a weighted average of the ePSF measurements from each individual exposure. The photometric error in each filter was estimated by the rms deviation of the independent measurements for each star. The final photometric catalog for each pointing provides $X$ and $Y$ positions, based in the detector reference frame, and weighted photometry in the F606W and F814W filters. We restricted the catalog to only sources that were present in at least three exposures per filter, which further

\(^5\) http://www.stsci.edu/hst/instrumentation/acs/data-analysis/zeropoints
ensured high-quality photometry. The resulting color–magnitude diagram from the ePSF photometry for each individual pointing is presented in Figure 2.

4.2. DrizzlePac Aligning and Combining

As noted above, the PSF of HST instruments is undersampled and varies spatially. The HST software DRIZZLEPac (STScI Development Team 2012) was designed to rectify and combine dithered HST images into a common frame and, consequentially, enhance the spatial resolution and deepen the detection limit. The Mikulski Archive for Space Telescopes (MAST) provides users with images for each field of a given program that have already been combined using DRIZZLEPac, adopting default values for the parameters of this package. However, employing custom parameters (as described below) is recommended to exploit the full capabilities available through the drizzling algorithm and improve accuracy of photometry. DRIZZLEPac also produces bad-pixel maps and cosmic-ray masks, allowing for the identification of problematic pixels that should be down-weighted during the combining process. The final, combined images are cosmic-ray cleaned, sky-subtracted, undistorted, free from detector artifacts, and, depending on dithering pattern, free from chip gaps, as is the case for the images analyzed in this paper. These final drizzle-combined images also have improved resolution and depth compared to the input individual images.

We used DRIZZLEPac version 2.2.6 to distortion-correct, align, and combine the individual exposures. The DRIZZLEPac task TweakReg was used to align the images and update the WCS information in the headers of the input images. TweakReg finds sources in each image; corrects for distortion (Kozhurina-Platais et al. 2015); calculates shift, rotation, and scale; and aligns to a specified reference image. All images taken in the same filter at each pointing were aligned to one another utilizing the “general” (i.e., six linear parameter) transformation. The F606W and F814W exposures were then aligned to each other, allowing for easier subsequent matching of detections between images. The aligned ACS/WFC images were then combined with the DRIZZLEPac task AstroDrizzle, adopting the parameter values \( \text{final\_pixfrac} = 0.8 \) and \( \text{final\_scale} = 0.04 \) pixel\(^{-1} \). These parameters and their definitions are discussed in depth in the DRIZZLEPac resources provided by STScI and in Gonzaga et al. (2012) and Avila et al. (2015). Briefly, the value of \( \text{final\_pixfrac} \) corresponds to the amount that each input pixel is shrunk before being added to the final pixel plane, where \( \text{final\_pixfrac} = 0 \) is equivalent to interlacing of pixels, and \( \text{final\_pixfrac} = 1 \) is equivalent to shifting and adding the pixels. The \( \text{final\_scale} \) parameter represents the scale of the output pixel, where the native ACS/WFC pixel scale is \( 0.05 \) pixel\(^{-1} \). A side-by-side comparison of a portion of a distortion-corrected individual ACS/WFC exposure (i.e., the “single drizzled” image) from one pointing with the final, aligned, and drizzle-combined image for the same pointing is shown in Figure 3. The resolution has been noticeably improved, faint background galaxies are more distinguishable, and cosmic rays, hot pixels, and the chip gap were all removed. The final step was to mask large, overexposed stars and galaxies, achieved using imedit within IRAF (Tody 1986, 1993).

4.2.1. Spatially Resolved Background Galaxies

The data acquired in this program may be of interest for investigations of the stellar content of more distant galaxies than Boo I. The depth reached is intermediate between that of the COSMOS HDF fields and that of the Ultra Deep Field (HUDF), albeit in only two filters. The morphology of intermediate-redshift, spatially resolved galaxies may be studied in detail. For example, the left panel of Figure 4

---

Figure 2. Color–magnitude diagram obtained from ePSF for all three on-field ACS/WFC pointings of our program. Only the photometry for sources present in at least three exposures per filter is presented. The relative number of detections in each pointing is broadly consistent with what one would anticipate from the surface density contours seen in Figure 1. Pointing 1 contains 484 sources and is leftmost, pointing 3 contains 588 sources and is central, and pointing 5 contains 501 sources and is rightmost. The main sequence of Boo I is well delineated down to an F814W magnitude of \( \sim 25 \).

---

http://www.stsci.edu/scientific-community/software/DrizzlePac.html
shows a zoom-in on the prominent pair of spiral galaxies seen in Figure 3. There is a wealth of internal structure in each galaxy and possible tidal features. The right panel shows a cutout of the same area of sky from the SDSS imaging data; the two galaxies are blended, and only one source is identified, SDSS J135954.62+143321.8, with a reported photometric redshift of 0.42.

4.3. DAOPHOT Photometry

Aperture and PSF fitting photometry was performed with the DAOPHOT II package (Stetson 1987). The rationale for choosing DAOPHOT II was twofold, owing to both its strong performance at detecting faint stars in low signal-to-noise data and its ability to be run on drizzle-combined images. The spatial variation of the PSF can be modeled within the DAOPHOT II package up to a quadratic function. The implementation of DAOPHOT on drizzled images requires that the data be in units of electrons and that the sky background be added back in. After such preparation of the ACS/WFC images for this project, sources for photometry were identified at a brightness threshold of four exposures. These exposures are in resolution in the drizzled product, as well as the uniform sky and clean removal of cosmic rays. The region shown is centered on 13:59:55.2, +14:33:27.0 and is \( \sim 45'' \times 32'' \).

The resulting PSF-fitted photometry was then converted to the Vega magnitude system, following a procedure similar to that used in the ePSF photometry, namely:

1. Apply an aperture correction out to 10 pixels \((a_{10})\), again using the difference between the aperture and PSF instrumental photometry for well-exposed stars. The DAOPHOT routine Aperture was used to determine the magnitude of each given star, within a 10-pixel aperture, in the drizzle-combined images.
2. Apply an aperture correction from 10 pixels to infinity \((a_{0-\infty})\), from Bohlin (2016).
3. Add the Vega magnitude zero-point \((Z_p)\) for the observation date and filter (see footnote 5).
4. Subtract the DAOPHOT zero-point \((C)\), which is equal to 25 (Stetson 1987).
5. Account for the exposure time \((t_e)\) by adding 2.5 log\((t_e)\), since the drizzle-combined images are in units of electrons, not electrons per second.

The final expression for magnitude conversion is thus

\[
m_{\text{DAOPHOT}} = m_{\text{psf}} - a_{10} - a_{0-\infty} + Z_p - C + 2.5 \log(t_e),
\]

where \(m_{\text{psf}}\) is the DAOPHOT instrumental PSF magnitude. The error budget for each star is dominated by the standard error provided by DAOPHOT, and the error bars shown in the color–magnitude plots below are calculated as the median of each of the standard errors in color and magnitude, in magnitude bins of width 0.2 mag.

4.4. Extinction Correction

We estimated the Galactic interstellar extinction using the dust maps from Schlafly & Finkbeiner (2011) and the ratio between extinction at the effective wavelength of our passbands and extinction in the Johnson V band.\(^7\) The reddening and extinction vary less than 0.005 mag across the full areal coverage of the data, and we adopted a uniform value of \(A_V = 0.047\), equal to that for the nominal center\(^8\) of Boo I, and assumed that the reddening and extinction do not vary across our field of view. We did not correct for any

---

\(^7\) Provided by http://svo2.cab.inta-csic.es/theory/fps/index.php?mode= browse&gname=HST.

\(^8\) Provided by https://irsa.ipac.caltech.edu/applications/DUST/.
possible extinction due to dust within Boo I, as significant amounts of dust are unlikely to be present, given the low value of the upper limit on H I gas content of $<1.8 \times 10^3 \, M_\odot$ (Grcevich & Putman 2009). The resultant extinction correction is quite small, 0.04 mag in F606W and 0.03 mag in F814W. Note that in all of the comparisons below between the photometric data and theoretical isochrones, it is the isochrones that have been shifted to account for the dust reddening and extinction.

4.5. Artificial Star Tests: Completeness and Cleaning

Artificial star tests were carried out using the DAOPHOT AddStar routine. Three hundred artificial stars, at brightnesses that randomly sampled the entire magnitude range of the data, were placed at random locations within each frame, and the resulting file was run through the photometry pipeline. We did this 30 times per exposure per filter, giving a total of 54,000 artificial stars added over 180 images. We chose to add this number of stars (300) in order to avoid noticeably altering the level of crowding, or overall surface density of sources, in the original exposures, while keeping the number of new frames produced to a manageable size. The total number of artificial stars added per filter is $\sim 10 \times$ the number of stars in the final, cleaned photometric catalog, above the 50% completeness limit derived below (a total of 2654 stars).

The approach we used to clean the data of spurious, nonstellar detections that had made it through the photometry pipeline is similar to that described by Okamoto et al. (2012). The stars retrieved from the artificial star tests were used to establish the statistical properties that a perfect stellar PSF would have, after being retrieved through the pipeline. Detected sources with properties that fell too far from those of this ideal point source were then discarded. The properties that formed the basis for this discrimination between stars and artifacts were both the value of the DAOPHOT sharp parameter, which describes the difference between the width of the object and the width of the PSF, and the fractional error in the magnitude.

A true stellar source should have a sharp parameter with a value close to zero. The solid (red) curves in the bottom panel of Figure 5 indicate the $\pm 3\sigma$ bounds from the artificial star tests in the F606W images, derived from the mean and standard deviation computed in bins of 0.05 mag. The fractional error on magnitude was obtained as the ratio of the standard error of the magnitude quoted by DAOPHOT and the instrumental, DAOPHOT PSF magnitude. Again, the mean and standard deviation were computed within bins of 0.05 mag for the artificial stars retrieved from the tests, and the solid (red) curve in the top panel of Figure 5 represents the $+3\sigma$ bound. The real sources detected by DAOPHOT are represented by the points in both panels of Figure 5. Those sources that lie within $3\sigma$ of the mean defined by the artificial stars are denoted by the filled circles and retained in the sample as likely stars, while sources that are rejected by one or other of these criteria (in each filter) are denoted by plus signs. The sources that pass this cleaning process have a mean and median goodness-of-fit parameter from DAOPHOT ($\chi$, related to the noise statistics) of approximately unity, as true stellar objects should. A total of 3035 stars pass through this step, out of an original 8383 detections, and 2654 stars have apparent magnitudes above the 50% completeness limit (derived below) in both filters. We present both of the resultant cleaned color–magnitude diagrams in Figure 6.

As noted, the artificial star tests also allowed for the determination of the completeness of the sample. First, stars with locations within problematic areas of the image, such as in masked regions or too close to the edges, were removed. Next, both the input and retrieved artificial stars were binned into 0.05 mag bins, spanning the input magnitude range. The ratio $N$ (retrieved)/$N$(input) for each magnitude bin then determined the completeness of the photometry, as shown in Figure 7. The
data have a 50% completeness limit of 27.4 for F814W and 28.2 for F606W (both on the Vega magnitude system), and this is the effective depth that we adopted for our further analysis. For comparison, the faint limit reported in F814W for the previous, shallower HST ACS/WFC data (Gennaro et al. 2018) is 27.5 STMAG, corresponding to \( \sim 26.2 \) in the Vega magnitude system. We checked our retrieval process by cross-matching our final catalog with that of Brown et al. (2014). We found a match, using a matching radius of 0.5, for 92% of our catalog brighter than STMAG of 26, and for 82% of our catalog down to the faint limit given in Gennaro et al. (2018).

4.6. Comparison between ePSF and DAOPHOT

We investigated the agreement between the ePSF and DAOPHOT photometry to determine the optimal catalog and photometry pipeline for the remainder of our analysis. The color–magnitude diagrams resulting from each pipeline are shown side by side in Figure 8. We matched the photometric catalog from each technique to compare the photometry, which required finding the shifts and scaling between the coordinate systems used in each analysis. The \( X \) and \( Y \) positions from ePSF are in the ACS/WFC detector coordinate system, while the \( X \) and \( Y \) positions from DAOPHOT are in the HST V2&V3 coordinate system (Ryon et al. 2019). There is an offset and rotation between these coordinate systems, as well as a plate-scale difference due to the pixel size resampling done in DRIZZLEPac. The offset, rotation, and scale were solved for by aligning stars brighter than a magnitude of 24 in each catalog for each pointing, and then the cleaned PSF DAOPHOT catalogs were matched to the ePSF catalogs.

We determined that a rotation of two degrees, a shift of \((\alpha, \delta) \sim (\pm 9\arcsec, -8\arcsec)\), and a scaling factor of 5/4 were needed to match the ePSF catalog to the DAOPHOT catalog. After the catalogs were matched, we found a mean magnitude offset of \( \Delta m_{606} \approx -0.003 \) and \( \Delta m_{814} \approx -0.020 \), where \( \Delta m \) is the difference between the magnitudes from ePSF and DAOPHOT, shown graphically in Figure 9. The small, but nonzero, mean magnitude offset likely stems from the differing inputs into our photometry pipelines (i.e., single exposures versus drizzle-combined exposures). There is increased scatter at fainter magnitudes, as expected, and a slight skew toward more negative residuals at faint magnitudes, especially for F814W. The ePSF photometry reaches to \( \sim 26.3 \) in F814W, brighter than the DAOPHOT 50% completeness limit, but still deeper than the previous data set (from GO-12549), confirming that we achieved our goal of increased depth regardless of the choice of methodology of the photometry reduction. Blue straggler stars have previously been identified in Boo I as stars bluer and brighter than the dominant main-sequence turnoff (e.g., Belokurov et al. 2006b; Okamoto et al. 2012). We note that the final ePSF photometric catalog has a few more candidate blue straggler stars than does the DAOPHOT catalog. This difference is likely due to the differing cleaning...
processes—some of the DAOPHOT counterparts to the ePSF blue straggler candidates were rejected on the basis of their *sharp* statistics.

The observed residuals depend on location on the image, which is plausibly related to the different levels of flexibility in the PSF fitting routines with ePSF and DAOPHOT. The two-dimensional map of the residuals in magnitudes between the two approaches is presented in Figure 10, where the nonlinear variation across the ACS/WFC CCD chips is evident. This map was produced by fitting a second-order polynomial surface to the three-dimensional data of the X and Y positions of each match between the ePSF and DAOPHOT catalogs and the residuals between the photometry. This spatial variation could be due to three factors: First, the PSF within ePSF is an empirical model derived from the data, whereas the PSF within DAOPHOT is an analytic Penny function that was fit to the data. Second, ePSF creates 45 empirical models across each ACS/WFC CCD chip and interpolates among the four nearest grid points for any arbitrary point in the ACS/WFC exposure, while within DAOPHOT the PSF has fixed functional form and can vary across the chip up to quadratic order in the coordinates (Stetson 1991). Third, the ePSF library is created for each calibrated ACS/WFC filter, while DAOPHOT uses the same base analytic function (a Penny function for the present discussed) and fits it to the data for each filter. The somewhat lower flexibility of DAOPHOT relative to ePSF results in a reduced ability to capture fully the spatial variation of the true PSF across the CCD chip (caused by variations in chip thickness, Krist 2003; Anderson & King 2006). The residuals can be either positive or negative for F606W but are all negative for F814W. The all-negative values in the fit to the magnitude residuals for F814W and the larger negative values in F606W both come from the relatively higher number of detections with negative residuals at faint magnitudes, as seen in Figure 9. The amplitude of the residuals has a maximum value of ~5% at most and reaches this extreme only in the very corners of the chip, for each filter, where sources were less likely to benefit from the dithering pattern. Thus, while DAOPHOT may not perfectly model the variation of the PSF across the CCD chip, the average residual between the photometry derivations is low (less than 0.03 mag), and DAOPHOT photometry reaches a fainter limit than does ePSF. We therefore adopt the DAOPHOT photometry catalog for the analysis of the low-mass stellar IMF (in Paper II, C. Filion et al. 2020, in preparation).

4.7. Off-field Observations

The off-field observations taken under our program (GO-15317) consist of one continuous exposure in each filter. As before, we used the bias-corrected, flat-fielded, and CTE-corrected data. We ran these off-field exposures through AstroDrizzle to correct for distortion (Kozhurina-Platais et al. 2015) and to produce output images of the same dimensions as the data for the on-field pointings. We then ran LACosmic (van Dokkum 2001; McCully et al. 2018) to remove as many cosmic rays as possible, setting the threshold detection limit for cosmic rays to be four standard deviations above the background. A significant number of cosmic rays remained, however. DAOPHOT was then run on these cleaned exposures, following the same procedure as for the on-field data. Unfortunately, after inspection of the sources that were retrieved, we determined that the exposures remained too degraded by cosmic rays to be of use for our purposes, and we proceeded with the analysis of data for an alternative off-field that we identified in the HST archive.

We searched the MAST archive for fields of similar Galactic latitude and longitude to those of Boo I (given in Table 1), with the further restrictions that the data have been taken in the same filters and with the same aperture (WFCENTER) as the on-field observations and have similar exposure times to the original off-field data. We avoided fields with coordinates close to neighboring satellite galaxies such as Boo II or other known...
stellar overdensities, as the goal of the off-field data is to gain an understanding of the average Galactic contributions to the star counts in the Boo I fields. The observations that we selected are from GO-13393, in the line of sight with Galactic coordinates \((l, b) = (331.6', +46.7')\), hereafter denoted by off-field 2, and consist of four images per filter (see Table 2).

We combined the individual images with AstroDrizzle using the same parameters as the on-field ACS/WFC exposures. Photometry was done in DAOPHOT, again following the same procedure and conversions as for the on-field ACS/WFC exposures. Approximately 80 stars were retrieved in this field, the color–magnitude diagram for which is presented in Figure 15, alongside the color–magnitude diagram we obtained for Boo I and predictions from the Besançon model of the Milky Way at the appropriate coordinates. Note the higher number of Milky Way stars predicted for off-field 2, reflecting its lower Galactic latitude. This field also has higher extinction than the line of sight toward Boo I, and following the procedure from Section 4.4, we obtained \((A_{606}, A_{814}) = (0.148, 0.096)\).

5. Photometry: WFC3/UVIS Data

The UVIS data were obtained in parallel mode, during the primary observations of fields in Boo I with ACS/WFC. WFC3/UVIS has a lower throughput than ACS/WFC (Dressel 2019), and hence our observations with UVIS are not as deep as our observations with ACS/WFC. These observations form the basis of our analysis of the star formation history of Boo I (Paper III), where photometric precision for stars on the main-sequence turnoff is crucial. We produced photometry for these fields using ePSF, as the high precision of ePSF photometry best fulfills these science goals.

The ePSF UVIS photometry procedure followed that for the ACS/WFC data, differing only in the values used for the photometric conversions. We adopted the appropriate Vega magnitude zero-points for UVIS observations and took the encircled energies from the UVIS website. The final ePSF color–magnitude diagram for each pointing is shown in Figure 11, where it may be noted that the limiting magnitude is not quite as faint as for the ACS/WFC photometry, as anticipated owing to their different sensitivities. As before, only sources present in at least three exposures per filter are presented. The smaller pixel scale of UVIS compared to ACS/WFC has allowed for more precise photometry, which can be seen in the tighter main sequence and turnoff region of each pointing of Figure 11.

6. Membership Selection

One of the more difficult aspects of photometric-only studies of the resolved stellar population of external galaxies is discerning which detections are likely members of the galaxy and which are foreground/background contamination. To this end, the population(s) of the galaxy are usually represented by theoretical isochrones and stars rejected or accepted on the basis of proximity to the isochrone in the color–magnitude plane. Previous studies (e.g., Wyse et al. 2002; Belokurov et al. 2006b) simply defined a polygon encompassing a single isochrone, with properties matching those of the dominant
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**Figure 7.** Completeness functions for the ACS/WFC observations, calculated from the artificial star tests as \(N_{\text{retrieved}}/N_{\text{added}}\) in magnitude bin of width 0.05, for F606W (blue squares) and F814W (red circles). The 50% completeness magnitude for F606W is indicated by the vertical dashed green line at 28.2, and that for F814W by the vertical solid green line at 27.4.

**Figure 8.** DAOPHOT photometry (left panel) and ePSF photometry (right panel), for all three pointings of the ACS/WFC observations. All sources consistent with being stellar are included. The metrics used to determine whether or not a detection is stellar differ between the two photometric catalogs, as discussed in the text.
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9. https://www.stsci.edu/hst/instrumentation/wfc3/data-analysis/photometric-calibration/uvis-encircled-energy
population, and define all stars falling inside of the polygon as members, discarding those falling outside of the selected region. We developed a statistical method that builds on this approach and assigns a weight to each star based on its distance in color from a pair of isochrones, selected to bracket the approach and assigns a weight to each star based on its distance into account. A high weight indicates a location on the color–magnitude diagram that is consistent with membership of Boo I and, conversely, a low weight indicates a nonmember.

Roderick et al. (2015) devised a weighting scheme using Gaussian distributions in color space, centered on an isochrone representative of the mean population of the galaxy under study. We adopted a similar weighting scheme but extended the technique through the use of two isochrones. As noted earlier, there is a significant metallicity spread in Boo I, and this manifests itself through a broadening in color of the lower main sequence, below \( \sim 0.5 \, M_\odot \), where sensitivity to metallicity is maintained, even at the low values relevant for Boo I. The goal of this work was to reach \( \leq 0.3 \, M_\odot \), and thus it was especially important to devise a scheme that incorporated both the effect of the metallicity spread and the increasing photometric error at fainter magnitudes.

We selected isochrones from the Dartmouth Stellar Evolution Database (Dotter et al. 2008), as they allow fine sampling of the low-mass regime of interest, plus they provide alpha-enhanced isochrones in the appropriate photometric bands for both ACS/WFC and WFC3/UVIS. We defined the most metal-poor and the most metal-rich isochrones to use by taking into account the trend of decreasing alpha-abundance enhancement with increasing iron abundances seen in Boo I member stars, noted above in Section 2. We adopted [Fe/H] = −3.5, [\( \alpha/Fe \)] = 0.5 for the lowest metallicity and [Fe/H] = −1.8, [\( \alpha/Fe \)] = 0.1 for the highest metallicity. We obtained the appropriate metallicities (\([M/H]\)) of the isochrones from the [Fe/H] and [\( \alpha/Fe \)] values using the transformation determined by Salaris et al. (1993) and refined by Salaris & Cassisi (2005):

\[
[M/H] = [Fe/H] + \log(0.694 \times 10^{[\alpha/Fe]} + 0.306)
\]

This gave values of \([M/H] = -3.1\) and \([M/H] = -1.7\) for the lowest- and highest-metallicity isochrones to be used in defining the properties of Boo I stars in color–magnitude space. However, the most metal-poor isochrone that covers the required low-mass range that is provided by Dotter et al. (2008) has \([M/H] = -2.5\) (isochrones of \([M/H] = -2.688\) and \([M/H] = -3.188\) are available but lack entries for masses below \(\sim 0.65 \, M_\odot \)). Happily, the sensitivity of the color along the lower main sequence to metallicity is predicted to saturate below \(\sim 2.5\) dex, with minimal difference between isochrones with \([M/H] = -2.5\) and \([M/H] = -3.0\) (A. Dotter 2020, private communication). In light of this, plus the advantages of this set of isochrones noted above, we adopted \([M/H] = -2.5\) as the lowest-metallicity isochrone, even though this is \(\sim 0.5\) dex higher than the lowest published metallicity for a radial velocity member of Boo I (Norris et al. 2010a). We adopted a fixed age of 13 Gyr and shifted the isochrones to
apparent magnitudes and colors appropriate for an assumed distance of 62 kpc and reddening and extinction from dust, as discussed in Section 4. A plot of these isochrones overlaid on the DAOPHOT ACS/WFC color–magnitude diagram for the Boo I fields is presented in Figure 12.

We investigated the identification of non-Boo I contaminants by first defining Gaussian distributions in color, centered on each of the two isochrones described above, and with mean and dispersion varying with the apparent magnitude along the isochrone. The mean of each distribution equaled the color of the dust-adjusted isochrone at that magnitude, while we set the dispersion to be three times the mean photometric error of the data within a bin of width 0.01 mag, centered at that magnitude. We then defined the membership weight \( w_i \) for a given star of color \( c_i \) and F814W apparent magnitude \( I_i \), with corresponding mean color error \( \sigma_i \), as

\[
w_i = \frac{1}{2} \left[ \frac{\exp \left( -\frac{(c_i - \mu_1)^2}{2(3\sigma_i)^2} \right) + \exp \left( -\frac{(c_i - \mu_2)^2}{2(3\sigma_i)^2} \right)}{\exp \left( -\frac{(c_i - \mu_1)^2}{2(3\sigma_i)^2} \right) + \exp \left( -\frac{(c_i - \mu_2)^2}{2(3\sigma_i)^2} \right)} \right],
\]

where \( \mu_1 \) is the color of the \([M/H] = -1.7\) isochrone at \( I_i \), and \( \mu_2 \) is the color of the \([M/H] = -2.5\) isochrone at \( I_i \). Thus, a star lying close to either of the isochrones will be assigned a weight close to unity, while stars that lie far from either isochrone will be assigned a low weight. The most straightforward application is to identify nonmembers.

This technique can be thought of as defining membership by drawing a polygon around an isochrone, but where the width of the polygon at any apparent magnitude is set by the choice of threshold value for the weight, below which a star is rejected as a nonmember. The fact that photometric errors are incorporated into the calculation of the weight provides for a widening at fainter magnitudes even for fixed threshold in the weight. The physical widening of the lower main sequence due to the sensitivity of the color of low-mass stars to metallicity is captured through the use of the two isochrones that represent the range in metallicity of stars in Boo I. This technique does not account for the shape of the metallicity distribution, however, which results in some stars lying between the isochrones receiving a weight less than unity.

The color–magnitude diagram color-coded by the weights calculated in this manner is shown in Figure 13. We cross-matched our catalog with spectroscopic studies of Boo I in the literature, to test our technique. We found four stars with matches, two radial velocity Boo I member stars from Koposov et al. (2011) and one radial velocity member plus one nonmember from Martin et al. (2007). Our technique assigned a weight above 0.7 to each of the radial velocity members and a very low weight (\( \sim 0.0 \)) to the nonmember. These stars with spectroscopic information are indicated by special symbols in Figure 13. It is clear from the figure that adopting a threshold weight of \( \sim 0.5 \) would separate stars occupying the locus of the main sequence and turnoff region from those that are more dispersed across the color–magnitude diagram.

Thus far we have ignored the presence of binary systems, which would lie to the red of the single-star main sequence, and indeed Figure 13 shows a band of low-weight sources occupying that locus. We therefore defined “equal-mass binary isochrones” by shifting the two isochrones brighter in apparent magnitude, subtracting 0.75 mag. We then recalculated the weights based on position relative to these shifted isochrones. This procedure returned 108 stellar sources, or 3.4% of our full sample, which received a weight below 0.5 using the single-star isochrones but received a weight above this value using the “equal-mass binary” isochrones. These sources are identified in Figure 14 and could be unresolved binary systems.

Assuming the 28% binary fraction found for Boo I in Gennaro et al. (2018), this translates to roughly 12% of all binaries being rejected by cutting on a weight of 0.5, if every one of the selected sources is an unresolved binary member of Boo I. Though relative to our total sample, the number of potentially rejected binaries is small, the likely possibility that this technique could reject true members of Boo I depending on the selected weight value motivates the more sophisticated Bayesian approach we adopt in Paper II.

As noted earlier, blue straggler stars should also be present within Boo I, but since these are plausibly evolved from...
Figure 11. Color–magnitude diagram for each field of the UVIS data produced with ePSF. Only sources present in at least three exposures per filter are shown. Pointing A with 171 sources is leftmost, B with 309 sources is central, and C with 339 sources is rightmost.

Figure 12. Cleaned DAOPHOT color–magnitude diagram for all three on-field ACS/WFC paintings combined. The solid red curve corresponds to a 13 Gyr, [M/H] = −1.7 isochrone, and the dashed curve a 13 Gyr, [M/H] = −2.5 isochrone, chosen to represent the observed range in metallicity in Boo I. Both isochrones have been corrected for dust and shifted to apparent magnitudes appropriate for an assumed distance of 62 kpc. The photometric error at fiducial magnitude levels, estimated following the discussion in Section 4.3, are indicated in the figure, at left. Note the divergence of the isochrones at lower masses, due to the increased sensitivity of the opacity to metallicity in this regime.

Figure 13. Cleaned DAOPHOT color–magnitude diagram of the on-field ACS/WFC data, as shown in Figure 14, now colored by weight, as indicated by the color bar at right. The high-weight stars (yellow) fall along the main sequence and turnoff region, while low-weight stars (blue) lie either to faint magnitudes with blue colors or redward of the main sequence. The yellow (high-weight) square symbols indicate radial velocity member stars from Koposov et al. (2011), and the yellow triangle indicates a radial velocity member from Martin et al. (2007). The navy (low-weight) triangle indicates a field star from Martin et al. (2007).
close-binary systems, they also will not be properly treated in any weighting scheme that was based on single-star stellar evolution models. The blue sources near the main-sequence turnoff in the color–magnitude diagram may well be members of Boo I, but these candidate blue stragglers must be treated independently.

6.1. Nonmember Contamination

The two main sources of possible contamination in the lines of sight toward Boo I are background galaxies and foreground stars. The background galaxies should have been largely removed during the artificial star tests and associated cleaning of the DAOPHOT photometry routines, due to their nonstellar PSF. However, faint, blue high-redshift galaxies are expected to be barely resolved even in HST images (Bedin et al. 2008) and will not be removed. Similarly, nonmember stars will be included in the DAOPHOT catalog. We estimated the importance of these sources of contamination through both the predictions of theoretical models of the distribution of stars in the Milky Way and the analysis of photometry for an offset field with Galactic coordinates as well matched as possible to those of Boo I.

6.1.1. Contamination by Milky Way Stars

We used the Besançon model (Robin et al. 2003) to make predictions for the contribution of stars in the Milky Way along the lines of sight of this study. We created simulated star counts for off-field 2 and the Boo I fields. The Besançon model assumes smooth density laws for each of the main stellar components, namely, stellar halo, bulge, thick disk, and thin disk. Boo I lies in the “Field of Streams” (Belokurov et al. 2006a), and several streams are close in projection and may contribute additional contamination beyond that predicted by the model. The Besançon model does not provide output in HST photometric bands, and we selected the Johnsons–Cousins (V, I) system for the output. We then compared the predicted distribution of stars in the color–magnitude diagram to an isochrone representative of Boo I in this photometric system, rather than attempt to convert between the magnitude systems.

At these faint magnitudes and intermediate latitudes, the expected contribution from the Milky Way should be predominantly lower main-sequence stars and white dwarfs from the thick disk and halo. The predicted distributions of the Milky Way stars in color–magnitude space are shown in the top panels of Figure 15, and indeed the stars are mostly low-mass dwarfs from the halo and thick disk and the majority falls significantly redward of the isochrone representative of the mean population in Boo I. The predicted distribution shown in the top right panel of Figure 15, in the line of sight toward Boo I, contains fewer than ∼30 Milky Way stars that have colors and magnitudes overlapping with Boo I member stars. The remaining Milky Way contaminant stars, also ∼30 in number, would be removed through an application of the membership weighting scheme described above. Foreground stars should have a higher proper motion than do members of Boo I, and the cross-match with the earlier data from GO-12549 can be used to identify nonmembers, even those similar in color and magnitude to Boo I members. The time baseline from these first-epoch observations to our observations is 7 yr, implying an expected shift in position for a star at distance $d$, with transverse velocity $v_t$, of amplitude $\sim 0.703 (v_t/100 \text{ km s}^{-1}) (5 \text{ kpc}/d)$. Remembering that the drizzled images have a scale of $0.04 \text{ pixel}^{-1}$, this shift should be detectable for many foreground stars.

The distribution of stellar sources in the off-field is shown in the bottom left panel of Figure 15, with the predictions from the Besançon model in the top left panel. The lower latitude of this field is reflected in the higher number of stars predicted, but again most sources lie far from the locus of the main population of Boo I. It should be noted that while the off-field data do not reach as faint as the Boo I field data, we use the off-field to understand the contribution of stars that are not members of Boo I. The majority of stellar contaminants are brighter than $\sim 25.5$ (as seen in Figure 15), and the cloud of blue sources around 27th mag are likely faint background galaxies and a few Galactic white dwarfs, discussed in Section 6.1.2. The relative importance of stellar contaminants is higher above a magnitude of $\sim 25.5$, motivating our use of a shallower off-field.

6.1.2. Faint Galaxy Contamination

The faint blue sources (colors $\lesssim 0.5$, magnitudes $\gtrsim 26$) in the color–magnitude diagrams are likely to be predominantly high-redshift, marginally resolved galaxies, plus a few white
dwarfs in the Milky Way (they are too bright to be white dwarfs in Boo I). The analysis by Bedin et al. (2008) supports the idea that there is a population of blue galaxies that is not distinguishable from stars in ACS/WFC images, using standard techniques. Those authors reanalyzed the data from the Hubble Ultra Deep Field (Beckwith et al. 2006), applied their stellar photometric pipeline and cleaning, and found that faint blue galaxies made it through the processing and occupied a location on the color–magnitude diagram that is overlapping, but not identical to, the region that we see populated (see their Figure 9). Though we adopted a different photometric pipeline and cleaning process than did Bedin et al. (2008), it is likely that the faint, blue sources of our analysis are also faint galaxies. This idea is further supported by inspecting the sharp distribution of the faint blue detections, which one would expect to peak at positive values for unresolved galaxies (a wider PSF than a true stellar object). Indeed, in both F606W and F814W, the sharp distribution is peaked at positive values, but still small enough to have passed through the cleaning process (≤0.2, versus ~0 for the remaining sources in our catalog). Happily, the projected location of faint blue galaxies in color–magnitude space is bluer than low-mass stars of the metallicity and distance of Boo I, as evidenced by the isochrones in Figure 12 and by the discussion in Bedin et al. (2008). This separation in color–magnitude space leads us to conclude that these faint blue galaxies do not severely contaminate our sample. The bulk of these sources were given low weight (see Figure 13) and so would be removed by our membership scheme.

7. Discussion and Conclusions

The core goal of this work was to produce photometry for stars in Boo I, reaching as faint as possible down the main sequence, with 0.3 $M_\odot$ being the target limiting mass. As discussed above, in Section 4.5, the ACS/WFC DAOPHOT photometry has a 50% completeness limit of 27.4 Vega magnitude in F814W and 28.2 Vega magnitude in F606W. These correspond to absolute magnitudes of +8.41 in F814W and +9.20 in F606W (using the distance modulus given in Table 1 and dust extinction from Section 4.4).

The Dotter et al. (2008) models we used in Section 6 translate the F814W limit to 0.29 $M_\odot$ for [M/H] = −1.7 and 0.26$M_\odot$ for [M/H] = −2.5. Cassisi et al. (2000) calculated models for very low mass, low-metallicity stars that we can use to obtain an independent estimate of the limiting mass. Their lowest-metallicity models had $Z = 0.0002$ and an age of 10 Gyr (see their Table 1). This age is younger than that usually derived for Boo I, but there should be negligible effect on the predicted luminosities of the low-mass stars of interest. These models provide a low-mass limit of between 0.3$M_\odot$ and 0.25$M_\odot$ for our F814W 50% completeness limit. We therefore conclude that we did, indeed, produce photometry that reaches stars of 0.3$M_\odot$ or lower, achieving our goal.

This low-mass limit of ≤0.3$M_\odot$ allows us to enter the regime discussed by El-Badry et al. (2017), where potential deviations from the Milky Way IMF can be discerned. The second paper in this series, C. Filion et al. (2020, in preparation), uses the results of this paper in a Bayesian analysis (allowing unresolved binaries to be incorporated) of the low-mass end of the stellar IMF of Boo I. The high-precision UVIS photometry will be employed in Paper III (C. Filion et al. 2021, in preparation), alongside the ACS/WFC photometry, to constrain the star formation history of Boo I. These future studies will be aided by proper motions derived from our observations and those of GO-12549, which will be used to identify nonmember stars.
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