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Abstract

We present a detailed study of the dynamics associated with the ghost sector of quenched QCD in the Landau gauge, where the relevant dynamical equations are supplemented with key inputs originating from large-volume lattice simulations. In particular, we solve the coupled system of Schwinger-Dyson equations that governs the evolution of the ghost dressing function and the ghost-gluon vertex, using as input for the gluon propagator lattice data that have been cured from volume and discretization artifacts. In addition, we explore the soft gluon limit of the same system, employing recent lattice data for the three-gluon vertex that enters in one of the diagrams defining the Schwinger-Dyson equation of the ghost-gluon vertex. The results obtained from the numerical treatment of these equations are in excellent agreement with lattice data for the ghost dressing function, once the latter have undergone the appropriate scale-setting and artifact elimination refinements. Moreover, the coincidence observed between the ghost-gluon vertex in general kinematics and in the soft gluon limit reveals an outstanding consistency of physical concepts and computational schemes.

PACS numbers: 12.38.Aw, 12.38.Lg, 14.70.Dj
I. INTRODUCTION

In the ongoing quest for unraveling the nonperturbative structure of QCD, considerable effort has been dedicated to the study of Green’s (correlation) functions by means of both continuous methods [1–30] and large-volume lattice simulations [31–46]. In this pursuit, the detailed scrutiny of the ghost sector of the theory is particularly important, both because of its direct connection with specific scenarios of color confinement [47, 48], but also due to its impact on the nonperturbative behavior of other key Green’s functions, such as the gluon propagator and the three-gluon vertex [49–65]. In particular, the nonperturbative masslessness of the ghost is responsible for the vanishing of the gluon spectral density at the origin [66–69], and for the infrared suppression of the three-gluon vertex [52, 53, 61–63]. In that sense, the ghost dynamics leave their imprint on a variety of fundamental phenomena, such as chiral symmetry breaking and the generation of quark constituent masses [1, 70–74], the emergence of a mass gap in the gauge sector of the theory [9, 65, 75, 76], and the dynamical formation of hadronic bound states [3, 20, 77–79] and glueballs [80–83].

In the framework of the Schwinger-Dyson equations (SDEs), the momentum evolution of the ghost dressing function is governed by a relatively simple integral equation, whose main ingredients are the gluon propagator and the fully-dressed ghost-gluon vertex. If one treats the gluon propagator as external input obtained from lattice simulations (see e.g., [84]), then the main technical challenge of this approach is the determination of the ghost-gluon vertex. In the Landau gauge, the ghost-gluon vertex is rather special, because, by virtue of Taylor’s theorem, its renormalization constant is finite [85]. Of the two possible tensorial structures allowed by Lorentz invariance, only that corresponding to the classical (tree-level) tensor survives in the calculations. The form factor associated with it will be denoted by $B_1(r, p, q)$, where $r$, $p$, and $q$ are the momenta of the antighost, ghost, and gluon, respectively.

The most complicated aspect of the SDE that determines $B_1(r, p, q)$ is that, in addition to $B_1(r, p, q)$ itself, the resulting integral equation, derived in the so-called “one-loop dressed” approximation, depends also on the fully-dressed three-gluon vertex. This latter vertex has a rich tensorial structure [86], and a complicated description at the level of the SDEs [52, 55–57, 84, 87–92]; therefore, it is often approximated by resorting to gauge-technique constructions [93–96], based on the Slavnov-Taylor identities (STIs) that it
satisfies.

The comprehensive treatment of the relevant SDEs presented in [97] gives rise to a $B_1(r, p, q)$ with a mild momentum-dependence and a modest deviation from its tree-level value (see also [84]), and a ghost dressing function, $F(q^2)$, that is in good (but not perfect, see, e.g., right panel on Fig. 16 of [97]) agreement with the lattice data [39].

In the present work, we take a fresh look at the system of coupled SDEs that determines the ghost dynamics, taking advantage of two recent advances in the area of lattice QCD [98–100]. First, the simulation of the three-gluon vertex in the “soft gluon limit” ($q \to 0$) [98] furnishes accurate data for a special form factor, denoted by $L_{sg}(r^2)$, which constitutes a central ingredient of the SDE for $B_1(r, p, q)$, when computed in the same kinematic limit, namely $B_1(r, -r, 0)$. Second, the lattice two-point functions employed in our study have been cured from volume and discretization artifacts, once the scale-setting and continuum-limit extrapolation put forth in [99, 100] have been implemented.

The way the aforementioned elements are incorporated into the present analysis is as follows. The starting point is the computation of $F(q^2)$ and $B_1(r, p, q)$ from the coupled system of SDEs they satisfy. In the SDE for $B_1(r, p, q)$, an approximate form of the three-gluon vertex is employed: only the tree-level tensorial structures are retained, and the associated form factors are taken from the STI-based derivation of [63]. In addition, the gluon propagator of [100] combined with that of [39], subjected to the refinements mentioned above, is used in the SDEs as external input. The solution of the system yields a $F(q^2)$ which is in outstanding agreement with the ghost dressing function of [100]. The corresponding solution for $B_1(r, p, q)$, in general kinematics, displays the salient features known from previous studies [29, 59, 63, 84, 87, 88, 97, 101, 102]. In fact, one may extract from it various kinematic limits as special cases, and, in particular, the two-dimensional “slice” that corresponds to the soft gluon limit, thus obtaining $B_1(r, -r, 0)$.

The next step is to implement the soft gluon limit ($q \to 0$) directly at the level of the SDE for $B_1(r, p, q)$, which is thus converted to a dynamical equation for $B_1(r, -r, 0)$. By virtue of this operation, the three-gluon vertex nested in one of the defining Feynman diagrams is projected naturally to its soft gluon limit, thus allowing us to replace it precisely by the function $L_{sg}(r^2)$ obtained from the lattice analysis of [98], without having to resort to any Ansätze or simplifying assumptions. The resulting $B_1(r, -r, 0)$ is then compared with the corresponding “slice” obtained from the full kinematic analysis of $B_1(r, p, q)$ men-
tioned above, revealing excellent coincidence. This coincidence, in turn, is indicative of an underlying consonance between elements originating from inherently distinct computational frameworks, such as the lattice and the SDEs.

The article is organized as follows. In Sec. II we present the notation and theoretical ingredients that are relevant for our analysis. In Sec. III we set up and solve the coupled system of SDEs for the ghost dressing function and the ghost-gluon vertex in general kinematics. Next, in Sec. IV we derive and analyze the SDE for the ghost-gluon vertex in the soft gluon configuration, comparing our results with those obtained in the previous section. In addition, we compare the strong running coupling obtained from the three-gluon vertex with the one constructed from the ghost-gluon vertex, both in the soft gluon configuration. In Sec. V we discuss our results and present our conclusions. Finally, in Appendix A we present useful relations between the Taylor and soft gluon renormalization schemes, while in Appendix B we discuss the treatment of finite cut-off effects and lattice scale-setting.

II. THEORETICAL BACKGROUND

In this section we summarize the main properties of the two and three-point functions that enter in the nonperturbative determination of the ghost-gluon vertex, paying particular attention to the soft gluon limit of the three-gluon vertex. Note that in the present study we restrict ourselves to a quenched version of QCD, i.e., a pure Yang-Mills theory with no dynamical quarks.

Throughout this article we work in the Landau gauge, where the gluon propagator \( \Delta^{ab}_{\mu\nu}(q) = -i\delta^{ab}\Delta_{\mu\nu}(q^2) \) assumes the fully transverse form

\[
\Delta_{\mu\nu}(q) = \Delta(q^2)P_{\mu\nu}(q), \quad P_{\mu\nu}(q) = g_{\mu\nu} - q_{\mu}q_{\nu}/q^2, \quad \Delta(q^2) = Z(q^2)/q^2. \tag{2.1}
\]

As has been firmly established by a variety of large-volume simulations and continuous studies, \( \Delta(q^2) \) saturates at a finite nonvanishing value, a feature which is widely attributed to the emergence of a gluonic mass scale [9, 75]. For later convenience, the gluon dressing function, \( Z(q^2) \), has also been defined in Eq. (2.1).

In addition, we introduce the ghost propagator, \( D^{ab}(q^2) = i\delta^{ab}D(q^2) \), whose dressing function, \( F(q^2) \), is given by

\[
D(q^2) = F(q^2)/q^2, \tag{2.2}
\]
and is known to saturate at a finite value in the deep infrared [9–11, 103].
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FIG. 1. Diagrammatic representation of (a) the ghost-gluon vertex, and (b) the three-gluon vertex, with their respective momenta conventions. All momenta are incoming, $q + p + r = 0$.

Turning to the three-point sector of the theory, we introduce the ghost-gluon vertex, $\Gamma^{\mu a}_{\mu}(r, p, q) = -gf^{mn}a\Gamma_{\alpha}^{\mu}(r, p, q)$, and the three-gluon vertex, $I^{abc}_{\alpha\mu\nu}(q, r, p) = gf^{abc}I^{\alpha\mu\nu}(q, r, p)$, depicted diagrammatically in the panels (a) and (b) of Fig. 1, respectively.

In a series of works [16, 104–107], the emergence of an infrared finite gluon propagator from the corresponding SDE has been connected with certain outstanding nonperturbative features of the fundamental vertices $\Gamma^{\mu}_{\mu}(r, p, q)$ and $I^{\alpha\mu\nu}_{\alpha\mu\nu}(q, r, p)$. Specifically, both vertices are composed by two distinct types of terms, according to

$$I^{\mu}_{\mu}(r, p, q) = \Gamma^{\mu}_{\mu}(r, p, q) + V^{\mu}_{\mu}(r, p, q), \quad I^{\alpha\mu\nu}_{\alpha\mu\nu}(q, r, p) = \Gamma^{\alpha\mu\nu}_{\alpha\mu\nu}(q, r, p) + V^{\alpha\mu\nu}_{\alpha\mu\nu}(q, r, p). \quad (2.3)$$

The terms $V^{\mu}_{\mu}(r, p, q)$ and $V^{\alpha\mu\nu}_{\alpha\mu\nu}(q, r, p)$ are purely nonperturbative and contain longitudinally coupled massless poles; when inserted into the SDE of the gluon propagator, they trigger the Schwinger mechanism [108–111], inducing the infrared finiteness of the gluon propagator. It is important to emphasize that these terms drop out from transversely projected Green’s functions, or lattice “observables”, due to the property

$$P^{\mu}_{\mu}(q)V^{\mu}_{\mu}(r, p, q) = 0, \quad P^{\alpha}_{\alpha}(q)P^{\mu}_{\mu}(r)P^{\nu}_{\nu}(p) = 0. \quad (2.4)$$

On the other hand, the terms $\Gamma^{\mu}_{\mu}(r, p, q)$ and $I^{\alpha\mu\nu}_{\alpha\mu\nu}(q, r, p)$ denote the pole-free components of the two vertices. For large momenta, they capture the standard perturbative contributions, while in the deep infrared they may be finite or diverge logarithmically, depending on whether or not they are regulated by the nonperturbative gluon mass scale [53].

---

1 Equivalently, the general tensorial structure of the pole vertices is given by $V^{\mu}_{\mu}(r, p, q) = \frac{q^{\mu}}{q^2}A(r, p, q)$ and $V^{\alpha\mu\nu}_{\alpha\mu\nu}(q, r, p) = \frac{q^{\alpha}}{q^2}B_{\mu\nu}(q, r, p) + \frac{q^{\mu}}{r^2}C_{\alpha\nu}(q, r, p) + \frac{q^{\nu}}{p^2}D_{\alpha\mu}(q, r, p)$.
The most general tensorial decomposition of $\Gamma_\mu(r, p, q)$ can be written as
\[
\Gamma_\mu(r, p, q) = B_1(r, p, q) r_\mu + B_2(r, p, q) q_\mu ,
\] (2.5)
where $B_i(r, p, q)$ are the corresponding form factors. At tree-level, $\Gamma_\mu^{(0)} = r_\mu$, and so $B_1^{(0)} = 1$ and $B_2^{(0)} = 0$. In addition, by virtue of Taylor’s theorem [85], the renormalization constant associated with $\Gamma_\mu(r, p, q)$ is finite.

The vertex $\Gamma_{\alpha\mu\nu}(q, r, p)$ is composed by fourteen linearly independent tensors. A standard basis, which manifestly reflects the Bose symmetry of $\Gamma_{\alpha\mu\nu}(q, r, p)$, is the one introduced in [86]; see also Eqs. (3.4) and (3.6) of [63]. Note, however, that the explicit form of the basis will not be required in what follows.

At tree level, $\Gamma_{\alpha\mu\nu}(q, r, p)$ reduces to the standard expression
\[
\Gamma_{\alpha\mu\nu}^{(0)}(q, r, p) = (q - r)^\nu g^{\alpha\mu} + (r - p)^\alpha g^{\mu\nu} + (p - q)^\mu g^{\alpha\nu}.
\] (2.6)

We next turn to the quantity studied in the lattice simulation of [98],
\[
L_{sg}(r^2) = \frac{\Gamma_{\alpha\mu\nu}^{(0)}(q, r, p) P_{\alpha\alpha'}(q) P_{\mu\mu'}(r) P_{\nu\nu'}(p) \Gamma_{\alpha'\mu'\nu'}^{(0)}(q, r, p) P_{\alpha\alpha'}(q) P_{\mu\mu'}(r) P_{\nu\nu'}(p) \Gamma_{\alpha'\mu'\nu'}^{(0)}(q, r, p)}{q^2} |_{q \to 0} p \to -r ,
\] (2.7)
where the external legs have been appropriately amputated. Note that the starting expression involves the full vertex $\Gamma_{\alpha'\mu'\nu'}^{(0)}(q, r, p)$, which, by virtue of Eq. (2.4), is reduced to $\Gamma_{\alpha'\mu'\nu'}^{(0)}(q, r, p)$, i.e., the term $V_{\alpha'\mu'\nu'}^{(0)}(q, r, p)$ associated with the poles drops out in its entirety.

Now, in the limit of interest, namely $q \to 0$, the tensorial structure of the three-gluon vertex is considerably simplified, given by
\[
\Gamma_{\alpha\mu\nu}(0, r, -r) = 2\mathcal{A}_1(r^2) r^\alpha g^{\mu\nu} + \mathcal{A}_2(r^2) (r^\mu g^{\alpha\nu} + r^\nu g^{\alpha\mu}) + \mathcal{A}_3(r^2) r^\alpha r^\mu r^\nu .
\] (2.8)

At tree level,
\[
\Gamma_{\alpha\mu\nu}^{(0)}(0, r, -r) = 2 r^\alpha g^{\mu\nu} - (r^\mu g^{\alpha\nu} + r^\nu g^{\alpha\mu}) ,
\] (2.9)
which, in the notation of Eq. (2.8), means that $\mathcal{A}_1^{(0)}(r^2) = 1$, $\mathcal{A}_2^{(0)}(r^2) = -1$, and $\mathcal{A}_3^{(0)}(r^2) = 0$.

Then, the numerator and denominator of the fraction on the r.h.s. of Eq. (2.7), to be denoted by $\mathcal{N}$ and $\mathcal{D}$, respectively, become
\[
\mathcal{N} = 4(d - 1)[r^2 - (q \cdot r)^2/q^2] \mathcal{A}_1(r^2) , \quad \mathcal{D} = 4(d - 1)[r^2 - (q \cdot r)^2/q^2] .
\] (2.10)

\footnote{In [98] and other related lattice works, this quantity has been denominated as the asymmetric kinematic limit. Here we find it more appropriate to employ the term “soft gluon limit.”}
Thus, the path-dependent contribution contained in the square bracket drops out when forming the ratio $\mathcal{N}/\mathcal{D}$, and Eq. (2.7) yields simply

$$L_{sg}(r^2) = A_1(r^2).$$ (2.11)

Combining Eqs. (2.9) and (2.11), it is immediate to derive one of the key relations of this work, namely

$$P_{\mu\nu}(r)P_{\nu\nu'}(r)\Gamma^\alpha_{\mu\nu}(0, r, -r) = 2L_{sg}(r^2)r^\alpha P_{\mu\nu'}(r).$$ (2.12)

III. THE SYSTEM OF COUPLED SDES

In this section, we set up and solve the system of coupled SDEs that governs the ghost dressing function and the ghost-gluon vertex for general space-like momenta. The external ingredients employed are a fit of the lattice data for the gluon propagator, and certain form factors of the three-gluon vertex (in general kinematics), obtained from the nonperturbative Ball-Chiu construction of [63].

A. The ghost gap equation and ghost-gluon SDE

Our starting point is the SDE for the ghost propagator, whose diagrammatic representation is shown in the upper panel of Fig. 2. When expressed in terms of the ghost dressing

\begin{equation}
\begin{aligned}
&\ (\longrightarrow -1) \\
&\quad = \quad \left(\longrightarrow -1\right) \\
&\quad + \quad \left(\longrightarrow \right)
\end{aligned}
\end{equation}

FIG. 2. The SDEs for the ghost propagator and the ghost-gluon vertex (upper and lower panels, respectively). The white circles represent the full gluon and ghost propagators, while the blue ones denote the full ghost-gluon vertex. The gray ellipse indicates the “one-particle reducible” four-point ghost-gluon kernel.
function, this SDE acquires the standard form known in the literature, namely

$$F^{-1}(p^2) = Z_c + \Sigma(p^2), \quad (3.1)$$

with

$$\Sigma(p^2) = ig^2 C_A Z_1 \int_k f(k, p) B_1(-p, k + p, -k) \Delta(k) D(k + p) ; \quad f(k, p) := 1 - \frac{(k \cdot p)^2}{k^2 p^2}. \quad (3.2)$$

In the above equation, $C_A$ is the Casimir eigenvalue of the adjoint representation [$N$ for $SU(N)$], while $Z_c$ and $Z_1$ are the renormalization constants of $D(p^2)$ and $\Gamma^\mu(r, p, q)$, respectively [see Eq. (A1)]. In addition, we have introduced the integral measure

$$\int_k := \frac{1}{(2\pi)^4} \int d^4k, \quad (3.3)$$

where the presence of a symmetry-preserving regularization scheme is implicitly understood.

In this analysis, the renormalization is implemented within the well-known variant of the momentum subtraction (MOM) scheme known as “Taylor scheme” [112, 113]³, which fixes the (finite) vertex renormalization constant at the special value $Z_1 = 1$. As for $Z_c$, its value is fixed by the standard MOM requirement $F^{-1}(\mu^2) = 1$, where $\mu$ is the renormalization scale.

Implementing this condition at the level of Eq. (3.1) yields

$$Z_c = 1 - \Sigma(\mu^2), \quad (3.4)$$

and Eq. (3.1) may be cast in the form

$$F^{-1}(p^2) = 1 + \Sigma(p^2) - \Sigma(\mu^2). \quad (3.5)$$

We next turn to the SDE for the ghost-gluon vertex, shown diagrammatically in the lower panel of Fig. 2. In the present work, we will consider the so-called “one-loop dressed” approximation of this SDE, which corresponds to keeping only the first two terms in the skeleton expansion of the SDE kernel, shown in Fig. 3. Note that the omitted set of contributions is captured by the one-particle irreducible four-point function, represented by the yellow ellipse, whose dynamics has been studied in detail in [29, 116]. As was shown there,

³ In the literature this scheme is also known as minimal momentum subtraction (MiniMOM) scheme [114], and has been employed for a recent determination of $\alpha_{\text{MS}}$ from unquenched lattice simulations [115], consistent with the experimental world average.
FIG. 3. The skeleton expansion of the “one particle reducible” four-point ghost-gluon kernel. Only
the first two terms will be considered in our analysis.

this subset of corrections is clearly subleading, affecting the ghost-gluon vertex by a mere 2%.
It is therefore expected that the above truncation should provide a quantitatively accurate
description of the infrared behavior of the ghost-gluon vertex [see also the corresponding
discussion in Sec. V].

Thus, the expression for the SDE for the ghost-gluon vertex in the Taylor scheme can be
schematically written as

$$\Gamma_{\mu}(r, p, q) = r_{\mu} - \frac{i}{2} g^2 C_{A} [a_{\mu}(r, p, q) - b_{\mu}(r, p, q)],$$

(3.6)

with

$$a_{\mu}(r, p, q) = r_{\rho} \int_{k} \Delta^{\rho\sigma}(k) \Pi_{\mu\sigma\alpha}(q, k, -t) \Delta^{\alpha\beta}(t) \Gamma_{\beta}(-\ell, p, t) D(\ell),$$

$$b_{\mu}(r, p, q) = r_{\alpha} \int_{k} \Delta^{\alpha\beta}(\ell) \Gamma_{\beta}(t, p, -\ell) D(t) \Pi_{\mu}(k, -t, q) D(k),$$

(3.7)

where $\ell := k - r$ and $t := k + q$. Note that we have employed the first of the two relations
in Eq. (2.4) in order to eliminate the terms $V_{\mu}(r, p, q)$ from the ghost-gluon vertices that are
contracted by a transverse gluon propagator (Landau gauge).

In order to isolate the contribution of the form factor $B_{1}(r, p, q)$, defined in Eq. (2.5), we
contract Eq. (3.6) by the projector [84]

$$\varepsilon^{\mu}(r, q) = \frac{q^{2} r^{\mu} - q^{\mu}(q \cdot r)}{h(r, q)}, \quad h(q, r) = q^{2} r^{2} - (q \cdot r)^{2}.$$  

(3.8)

An immediate consequence of this contraction and the property Eq. (2.4) is that

$$\Pi_{\mu\sigma\alpha}(q, k, -t) P^{\rho\sigma}(k) P^{\alpha\beta}(t) \rightarrow \Gamma_{\mu\sigma\alpha}(q, k, -t) P^{\rho\sigma}(k) P^{\alpha\beta}(t),$$

$$\Pi_{\mu}(k, -t, q) \rightarrow \Gamma_{\mu}(k, -t, q),$$

(3.9)
\textit{i.e.}, the terms associated with the nonperturbative poles are annihilated, and we are only left with the pole-free components of the two vertices.

The next step is to carry out in the expressions of Eq. (3.7) the substitution

\[
B_1(-\ell, p, t) \rightarrow \frac{1}{2} \left[ B_1(-\ell, p, t) + B_1(r, \ell, -k) \right],
\]
\[
B_1(t, p, -\ell) \rightarrow \frac{1}{2} \left[ B_1(t, p, -\ell) + B_1(r, -k, \ell) \right],
\]
(3.10)
in order to restore the symmetry of $B_1(r, p, q)$ with respect to the interchange of the ghost and antighost momenta, which has been compromised by the truncation of the SDE [97].

In addition, the structure of the three-gluon vertex entering in $a_\mu(r, p, q)$ is approximated by retaining only the tensorial structures with a nonvanishing tree-level limit. Specifically, in the notation of [63], we set

\[
\Gamma^{\alpha\mu\nu}(q, r, p) \approx (q - r)^{\nu} g^{\alpha\mu} X_1(q, r, p) + (r - p)^{\alpha} g^{\mu\nu} X_4(q, r, p) + (p - q)^{\mu} g^{\nu\alpha} X_7(q, r, p),
\]
(3.11)
where, due to the Bose symmetry of $\Gamma^{\alpha\mu\nu}(q, r, p)$, we have $X_1(q, r, p) = X_4(p, q, r) = X_7(r, p, q)$.

Thus, we arrive at (Minkowski space)

\[
B_1(r, p, q) = 1 - \frac{i}{2} g^2 C_\Lambda \left[ a(r, p, q) - b(r, p, q) \right],
\]
(3.12)
with

\[
a(r, p, q) = \int K_1(k, r, q) N_1(k, r, q), \quad b(r, p, q) = \int K_2(k, r, q) N_2(k, r, q),
\]
(3.13)
where

\[
K_1(k, r, q) = \frac{\Delta(k^2)\Delta(t^2)F(\ell^2)}{k^2\ell^2t^2h(q, r)} \left[ B_1(-\ell, p, t) + B_1(r, \ell, -k) \right],
\]
\[
K_2(k, r, q) = \frac{F(k^2)\Delta(t^2)F(\ell^2)}{2k^2\ell^2t^2h(q, r)} \left[ B_1(t, p, -\ell) + B_1(r, -k, \ell) \right] B_1(k, -t, q),
\]
(3.14)
and

\[
N_1 = a_1 X_1(k, t, q) + a_4 X_4(k, t, q) + a_7 X_7(k, t, q),
\]
\[
N_2 = [q^2(k \cdot r) - (k \cdot q)(q \cdot r)][(k \cdot r)(q \cdot r) + (k \cdot q)(k \cdot r) - r^2(k \cdot q) - k^2(q \cdot r) - h(k, r)].
\]

(3.15)
The coefficients $a_i$ are given by

\[
\begin{align*}
    a_1 &= \left[q^2(k \cdot r) - (k \cdot q)(q \cdot r)\right] \left\{ k^2 \left[ (k \cdot q)(k \cdot r) - (k \cdot q)(q \cdot r) - 2r^2(k \cdot q) \right. \\
    &\left. + (k \cdot r)(q \cdot r) + (k \cdot r)^2 - h(q, r) \right] - k^4 \left[ (q \cdot r) + r^2 \right] + (k \cdot r) \left[ q^2(k \cdot r) + (k \cdot q)(k \cdot r) \right. \\
    &\left. - (k \cdot q)(q \cdot r) + (k \cdot q)^2 \right\}, \\
    a_4 &= \left[k^2(q \cdot r) - (k \cdot q)(k \cdot r)\right] \left\{ (k^2 + q^2) h(q, r) - q^2(k \cdot r) \left[ q^2 + (q \cdot r) \right] + (k \cdot q)^2(q \cdot r) \right. \\
    &\left. + (k \cdot q) \left[ (k \cdot r)(q \cdot r) - q^2(k \cdot r) + q^2(q \cdot r) + 2q^2r^2 - (q \cdot r)^2 \right] - q^2(k \cdot r)^2 \right\}, \\
    a_7 &= \left\{ q^2(k \cdot r) - k^2 \left[ q^2 + (q \cdot r) \right] + (k \cdot q)[(k \cdot r) - (q \cdot r)] + (k \cdot q)^2 \right\} \\
    &\times \left[ k^2 h(q, r) - q^2(k \cdot r)^2 + (k \cdot q)(k \cdot r)(q \cdot r) \right]. \tag{3.16}
\end{align*}
\]

B. Numerical analysis

In order to proceed with the numerical solution, the system of integral equations formed by Eqs. (3.5) and (3.12) must be passed to Euclidean space, following standard conventions (see, e.g., Eq. (5.1) of [97]) and employing spherical coordinates for the final treatment.

Then, appropriate inputs for the gluon propagator, $\Delta(q^2)$, and the form factors $X_{1,4,7}(q, r, p)$ of the three-gluon vertex must be furnished.

For the gluon propagator we employ a fit for the results obtained after a reanalysis of the lattice data of [39], following the procedure put forth in [99, 100], in order to cure volume and discretization artifacts, see Appendix B for details. Specifically, the resulting $\Delta(q^2)$ is shown in the left panel of Fig. 4, together with the numerical fit given by Eq. (B5).

For the determination of the form factors $X_{1,4,7}(q, r, p)$, we follow the nonperturbative version of the Ball-Chiu construction developed in [63]. The general idea of the method is based on reconstructing the longitudinal form factors of the three-gluon vertex, such as $X_{1,4,7}(q, r, p)$, from the set of STIs that $\Gamma_{\alpha\mu\nu}(q, r, p)$ satisfies. This procedures allows us to express $X_{1,4,7}(q, r, p)$ in terms of the ghost dressing function, the “kinetic” part of the gluon propagator, and three of the form factors of the ghost-gluon kernel. A representative case of $X_1(q^2, r^2, \phi = 0)$ is shown in the right panel of Fig. 4, where $\phi$ is the angle formed between the momenta $q$ and $r$. Note that the form factor deviates markedly from unity, displaying clearly what is known in the literature as “infrared suppression” [26, 53, 58, 61–63].

With the inputs introduced above, the coupled system is solved numerically by an iterative process. The external momenta $r^2$ and $p^2$ are distributed on a logarithmic grid, with
FIG. 4. Left panel: Lattice data for the gluon propagator, $\Delta(q^2)$, after performing the continuum extrapolation of [100] to the data set of [39], together with the corresponding fit given by Eq. (B5). The gluon propagator is renormalized at $\mu = 4.3$ GeV. Right panel: A representative case of the three-gluon form factor $X_1(q^2, r^2, \phi)$ for a fixed value of the angle, $\phi = 0$.

96 points in the interval $[5 \times 10^{-5}, 10^4]$ GeV$^2$, whereas the angle between them, $\theta_1$, is uniformly distributed in $[0, \pi]$ with 19 points. The interpolations in three variables, needed for evaluating the $X_i$ and the $B_1$, are performed with B-splines [117], and the triple integrals are computed with a Gauss-Kronrod method [118].

In Fig. 5, we show the numerical results for $F(p^2)$ and $B_1(r^2, p^2, \theta_1)$, obtained from the solution of the coupled system. We emphasize that the renormalization point has been fixed at $\mu = 4.3$ GeV, which coincides with the highest value of the momentum accessible by the lattice simulation of [39]. In particular, one can observe that when the gauge coupling assumes the value $\alpha_s(\mu) := g^2(\mu)/4\pi = 0.244$, the solution of the system yields a $F(p^2)$ that is in outstanding agreement with the ghost dressing data of [100] (left panel), which were properly extrapolated to the physical continuum limit, as explained in Appendix B.

Moreover, in the right panel of Fig. 6, one can see that the solution for $B_1(r^2, p^2, \theta_1)$ is symmetric with respect to the diagonal plane defined by the condition $r = p$. This is a direct consequence of the ghost-antighost symmetry, and becomes manifest only when $B_1$ is plotted as a function of the momenta $r$ and $p$.

We next explore certain special kinematic limits of $B_1$. To that end, we choose $r$ and $q$ as our reference momenta (antighost and gluon, respectively), denoting by $\theta_2$ the angle
FIG. 5. Left panel: The numerical solution for the ghost dressing function, $F(p^2)$, (red continuous line) compared with the lattice data of [100]. Right panel: The form factor $B_1(r^2,p^2,\theta_1)$ for a fixed value of the angle $\theta_1 = \pi$, obtained as solution of the coupled system of Eqs. (3.1) and (3.12) when $\alpha_s(\mu) = 0.244$.

between them. In the left panel of Fig. 6 we plot the corresponding 3-D plot, for the special value $\theta_2 = 2\pi/3$; this choice for the angle is particularly convenient, because one can identify on a unique 3-D surface the following three kinematic limits:

(i) The soft gluon limit, obtained by setting $q = 0$; then, the momenta $r$ and $p$ have the same magnitude, $|p| = |r| = |Q|$, and are anti-parallel, i.e., $\theta_1 = \pi$. This kinematic configuration is represented by the red dot-dashed curve on the 3-D plot of Fig. 6.

(ii) The soft (anti)ghost limit, in which $r = 0$ and the momenta $|q| = |p| = |Q|$; evidently, $|r||q| \cos \theta_2 = 0$, and any dependence on the angle $\theta_2$ is washed out. This kinematic limit is represented by the orange continuous curve on the 3-D plot of Fig. 6.

(iii) The totally symmetric limit, defined by $q^2 = p^2 = r^2 = Q^2$; with the scalar products given by $(q \cdot p) = (q \cdot r) = (p \cdot r) = -\frac{1}{2}Q^2$, and the angles $\hat{r}p = \hat{r}q = \hat{q}p = 2\pi/3$, represented by the green dashed curve on the 3-D plot of Fig. 6.

The three 2-D projections described above are plotted together in the right panel of Fig. 6, with all their corresponding momenta denoted by $Q$. As we can see, all cases display a peak around the same region of momenta, i.e., $(0.8 - 1.2)$ GeV, with moderate differences in their heights. In addition, in the deep infrared, all curves recover the result $B_1(0,0,0) = 1$. 
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FIG. 6. Left panel: The form factor $B_1(r^2,q^2,\theta_2)$ plotted as function of the momenta of antighost, $r$, and gluon, $q$, for a fixed value of the angle, $\theta_2 = \pi$. On the 3-D surface, three curves are highlighted, representing the soft gluon (red dot-dashed), soft ghost (orange continuous), and symmetric (green dashed) kinematic limits. Right panel: Direct comparison of the three special configurations (2-D projections) identified in the left panel.

IV. GHOST-GLUON VERTEX IN THE SOFT GLUON CONFIGURATION

In this Section we implement the soft gluon limit, i.e., $(q \to 0)$, directly at the level of the SDE for the ghost-gluon vertex, which permits us to use the lattice data for $L_{sg}(q^2)$ \cite{98}\footnote{In \cite{98}, the lattice result for $L_{sg}(q^2)$ has been reproduced particularly well by means of the STI-based construction of \cite{63}. Nonetheless, in the present analysis we employ directly the best fit to the lattice data, for achieving the highest possible accuracy.} in the treatment of the resulting integral equation.

The basic observation is that, in the soft gluon limit, the term $P^{\rho\sigma}(k)\Gamma_{\mu\sigma\alpha}(q,k,-t)P^{\alpha\beta}(t)$ appearing inside the $a_\mu(r,p,q)$ of Eq. (3.7) becomes simply

$$P^{\rho\sigma}(k)P^{\alpha\beta}(t)\Gamma_{\mu\sigma\alpha}(q,k,-t) \xrightarrow{q \to 0} P^{\rho\sigma}(k)P^{\alpha\beta}(k)\Gamma_{\sigma\alpha\mu}(0,k,-k) = 2L_{sg}(k^2)k_\mu P^{\rho\beta}(k), \quad (4.1)$$

where in the last step Eq. (2.12) was used.

Note, however, that a final subtlety prevents the immediate use of the lattice results for $L_{sg}(k^2)$ into Eq. (3.7). Specifically, the renormalization employed in the lattice analysis of \cite{98} is the “soft gluon scheme”, which differs from the Taylor scheme used in the derivation of the system of coupled SDEs. As a result, the lattice data must undergo a finite

\[4\]
renormalization, $\tilde{z}_3$, which will convert them from one scheme to the other, according to Eq. (A4).

Then, it is straightforward to implement the soft gluon limit at the level of Eq. (3.7). Using the short-hand notation $B_1(k^2) := B_1(k, -k, 0)$, we arrive at

$$B_1(r^2) = 1 - \frac{ig^2 C_A}{\tilde{z}_3} \int_F \frac{(k \cdot r)}{\ell^2} B_1(-\ell, -r, k) L_{sg}(k^2)$$

$$+ i \frac{g^2 C_A}{2} \int_k F^2(k^2) \Delta(\ell^2) f(k, r) \frac{(k \cdot r)}{k^2 \ell^2} B_1(k, -r, -\ell) B_1(k^2),$$

(4.2)

where the function $f(k, r)$ has been defined in Eq. (3.2).

As a final step, Eq. (4.2) will be converted to Euclidean space (spherical coordinates), using standard transformation rules. Defining

$$k^2 := y; \quad r^2 := x; \quad \ell^2 := z; \quad k \cdot r \equiv \sqrt{xy} \cos \theta; \quad \ell \cdot r \equiv \sqrt{xz} \cos \varphi;$$

(4.3)

and setting

$$B_1(\ell, -r, k) \rightarrow B_1(z, x, \varphi), \quad B_1(k, -r, -\ell) \rightarrow B_1(y, x, \pi - \theta),$$

(4.4)

we arrive at

$$B_1(x) = 1 + \frac{C_A \alpha_s}{2\pi^2 \tilde{z}_3} \int_0^\infty dy \sqrt{xy} L_{sg}(y) \Delta^2(y) \int_0^\pi \sin^4 \theta \cos \theta B_1(z, x, \varphi) y^{-1} F(z)$$

$$+ \frac{C_A \alpha_s}{4\pi^2} \int_0^\infty dy \sqrt{xy} F^2(y) B_1(y) \int_0^\pi \sin^4 \theta \cos \theta B_1(y, x, \pi - \theta) y^{-1} \Delta(z),$$

(4.5)

where we have that $\cos \varphi = \sqrt{y/z} \cos \theta - \sqrt{x/z}$.

Eq. (4.5) will be solved numerically, through an iterative procedure, using the following external inputs.

(i) Throughout the analysis we use $\mu = 4.3$ GeV and $\alpha_s(\mu) = 0.244$, as was determined in our numerical study of the SDE system discussed in Sec. III B.

(ii) For both $\Delta(q^2)$ and $F(q^2)$, renormalized at the aforementioned $\mu$, we employ the fits given by Eqs. (B5) and (B7), respectively.

(iii) For $L_{sg}(q^2)$ we employ an excellent fit to the lattice data of [98]. The curve is shown in Fig. 7, and its functional form is given by

$$L_{sg}(q^2) = F(q^2)T(q^2) + \nu_1 \left( \frac{1}{1 + (q^2/\nu_2)^2} - \frac{1}{1 + (\mu^2/\nu_2)^2} \right),$$

(4.6)

with

$$T(q^2) = 1 + \frac{3\lambda_s}{4\pi} \left( 1 + \frac{\tau_1}{q^2 + \tau_2} \right) \left[ 2 \ln \left( \frac{q^2 + \eta^2(q^2)}{\mu^2 + \eta^2(\mu^2)} \right) + \frac{1}{6} \ln \left( \frac{q^2}{\mu^2} \right) \right],$$

(4.7)
FIG. 7. The lattice data for $L_{sg}(q^2)$ (circles) from [98], together with the fit given by Eq. (4.6) (blue continuous curve).

and

$$\eta^2(q^2) = \frac{\eta_1^2}{1 + q^2/\eta_2^2}, \quad (4.8)$$

where the fitting parameters are given by $\lambda_s = 0.27, \nu_1 = 0.179, \nu_2 = 0.830$ GeV$^2, \tau_1 = 2.67$ GeV$^2, \tau_2 = 1.05$ GeV$^2, \eta_1^2 = 3.10$ GeV$^2$, and $\eta_2^2 = 0.729$ GeV$^2$.

Note that the above fit incorporates, by construction, the renormalization condition $L_{sg}(\mu^2) = 1$, corresponding to the soft gluon MOM scheme employed in the lattice simulation of [98]. In addition, the zero crossing of $L_{sg}(q^2)$ is located at about 170 MeV.

(iv) The value of $\tilde{z}_3$ is determined from the basic relation given by Eq. (A6), which yields the numerical value $\tilde{z}_3 \approx 0.95$, quoted in Eq. (A7).

(v) For the form factors $B_1(\ell^2, r^2, \varphi)$ and $B_1(k^2, r^2, \pi - \theta)$ we interpolate the results for $B_1(r^2, p^2, \theta_1)$ obtained in Sec. III B [see Fig. 5].

Using the inputs described above, the $B_1(r^2)$ that emerges as a solution of Eq. (4.5) is given by the blue continuous curve in the left panel of Fig. 8, where it is compared with the SU(3) lattice data of [32, 119]. Although the error bars are rather sizable, we clearly see that our solution follows the general trend of the data. In particular, notice that both peaks occur in the same intermediate region of momenta.

The $B_1(r^2)$ may be accurately fitted with the functional form

$$B_1(r^2) = 1 + \frac{r^2(a + br^2)}{1 + cr^2 + dr^4 \ln [(r^2 + r_0^2)/\rho^2]}, \quad (4.9)$$
FIG. 8. Left panel: The $B_1(r^2)$ obtained as solution of Eq. (4.5) (blue continuous) together with the lattice data (circles) from [32, 119]. Right panel: The numerical impact of dressing the vertices $L_{sg}(q^2)$ and $B_1(\ell^2, r^2, \varphi)\{B_1(k^2, r^2, \pi - \theta)\}$ on $B_1(r^2)$, determined from Eq. (4.5).

where the parameters are given by $a = 2.07 \, \text{GeV}^{-2}$, $b = 9.85 \, \text{GeV}^{-4}$, $c = 22.3 \, \text{GeV}^{-2}$, $d = 56.4 \, \text{GeV}^{-4}$, $r_0^2 = 1.48 \, \text{GeV}^2$, and $\rho^2 = 1.0 \, \text{GeV}^2$, and the $\chi^2$/d.o.f. = $1.0 \times 10^{-6}$.

We next study the impact that the amount of “dressing” carried by the various vertices has on $B_1(r^2)$. To that end, we solve Eq. (4.5) considering the three-gluon and ghost-gluon vertices to be either at their tree-level values or fully dressed. The results of the four cases considered are displayed in the right panel of Fig. 8. The hierarchy observed in this plot is completely consistent with the known infrared properties of these two fundamental vertices: at low momenta, the ghost-gluon vertex displays a mild enhancement with respect to its tree-level value, whereas the three-gluon vertex is considerably suppressed.

Based on this particular combination of facts, one would expect that the solution with the maximal support will be obtained from Eq. (4.5) when the ghost-gluon vertices are dressed while the three-gluon vertex is kept bare ($L_{sg} = 1$); this is indeed what happens, as may be seen from the dot-dashed green curve, which displays the most pronounced peak. By the same logic, the reverse combination, namely bare ghost-gluon vertices and dressed three-gluon vertex, should furnish the most suppressed $B_1(r^2)$; evidently, this is what we find, as shown by the purple dashed curve. The remaining cases, where both vertices are bare, or fully dressed, must lie between the two prior cases; this expectation is clearly realized within the detailed numerical analysis, as can be seen by the corresponding curves, indicated by
dotted red and continuous blue, respectively.

We conclude our numerical analysis with an instructive self-consistency check. Specifically, as explained in item (v) above, in order to solve Eq. (4.5) we have used as external input the result for the ghost-gluon vertex for general kinematics, derived in Sec. III B. But, as is clear from Fig. 6, the input used to obtain the soft gluon limit contains already a prediction of what that limit should be, namely the red dot-dashed curve of $B_1(r^2, q^2, 2\pi/3)$, shown in Fig. 6. Therefore, a reasonable indication of the self-consistency of the entire procedure would be the degree of coincidence between the latter 2-D projection and the result for $B_1(r^2)$ obtained from Eq. (4.5), namely the blue continuous curve in either panel of Fig. 8.

The direct comparison between these two curves is shown in Fig. 9, where an excellent coincidence may be observed. Specifically, the maximum discrepancy, located at about 2 GeV, is of the order of 2%. The proximity between these results suggests an underlying consistency between the various ingredients entering in the corresponding calculations. Note, in particular, that the insertion of lattice ingredients, such as the gluon propagator and the $L_{sg}(q^2)$, into the SDEs appears to be a completely congruous operation.

Finally, it is rather instructive to compare the effective strengths associated with the ghost-gluon and the three-gluon interactions in the soft gluon configuration by means of renormalization-group invariant quantities. To that end, we consider the corresponding
FIG. 10. The comparison of the effective couplings, $\alpha_{cg}(q^2)$ (red continuous line) and $\alpha_{3g}(q^2)$ (blue dashed).

effective couplings, to be denoted by $\alpha_{cg}(q^2)$ and $\alpha_{3g}(q^2)$, defined as (see, e.g., [61, 72, 120])

$$
\alpha_{cg}(q^2) = \alpha_s(\mu^2)B_1^2(q^2)F^2(q^2)Z(q^2), \quad \alpha_{3g}(q^2) = \alpha_s(\mu^2)[L_{sg}^T(q^2)]^2Z^3(q^2),
$$

(4.10)

where $Z(q^2)$ is the dressing of the gluon propagator, defined in Eq. (2.1), while $L_{sg}^T(q^2)$ is the lattice result of [98] adjusted to the Taylor scheme, according to Eqs. (A4) and (A7). Note that, by means of this latter adjustment, all ingredients entering in the definitions of both effective couplings are computed in the same renormalization scheme, namely the Taylor scheme. In addition, according to our SDE estimate (see Sec. III B), we have that $\alpha_s(\mu) = 0.244$, at $\mu = 4.3$ GeV.

The result of the evaluation of the two effective couplings is shown in Fig. 10. The main feature, consistent with a variety of previous studies [27, 55, 59, 88, 121, 122], is the considerable suppression displayed by $\alpha_{3g}(q^2)$ in the region below 2 GeV.

V. CONCLUSIONS

In this work we have carried out a thorough study of the dynamics related with the ghost sector of pure Yang-Mills theories, incorporating into the standard SDEs pivotal elements stemming from recent lattice studies. In fact, these lattice results serve both as external inputs for some of the quantities that are difficult to determine accurately within the SDE framework, such as the gluon propagator and certain components of the three-gluon vertex,
as well as refined benchmarks for testing the reliability of our numerical solutions, such as
the ghost dressing function. Specifically, the lattice gluon propagator has been used as a
global input in all SDEs considered in the present study, while, in the “soft gluon” SDE, the
lattice data for the three-gluon vertex in the same limit have been employed.

The main results of our analysis are succinctly captured in Figs. 5 and 9. In particular,
in the left panel of Fig. 5, the ghost dressing function obtained as a solution of the coupled
SDE system is compared to the results of the lattice simulation of [100]. It is important
to appreciate that the success of this comparison hinges on the optimization for the cure
of discretization artifacts, in connection to the scale-setting and continuum extrapolation,
imposed on this set of lattice data. Indeed, the difference between the latter lattice data and
the (non-extrapolated) results of [39], displayed in Fig. 12, is rather substantial, affecting a
phenomenologically important region of momenta. This difference accounts almost entirely
for the discrepancies found in earlier studies [84, 97, 123], where the SDE results were
compared with the data of [39].

We next turn to Fig. 9, where the curves for $B_1(r^2)$, obtained following two distinct proce-
dures, are compared. The excellent agreement between both results suggests an underlying
self-consistency among the several elements participating non-trivially in the computation
of these results. Particularly interesting in this context is the pivotal role played by the
three-gluon vertex, which appears in both computations leading to the results of Fig. 9,
albeit in rather dissimilar kinematic arrangements. Specifically, to obtain the result marked
by the blue continuous curve, the vertex was approximated by its classical tensor struc-
ture, accompanied by the corresponding form factors in general kinematics, as explained in
Sec. III. Instead, the red dashed curve is obtained through the direct use of the lattice results
in the soft gluon limit, according to the discussion in Sec. IV. The coincidence between the
results indicates that the STI-based construction of [63], which gave rise to the form factors
used for the computation of the blue continuous curve, is quite reliable. In that sense, it
is rather gratifying to see how well the dynamical equations respond in this particular set
of circumstances; in fact, the use of lattice data as SDE inputs appears to be completely
consistent.

Note that the present study is fully compatible with the assertion of [29, 116] that the
four-point function represented by the yellow ellipse in Fig. 3 is numerically rather negligible.
Evidently, the excellent agreement with the lattice found in the left panel of Fig. 5 indicates
that the omission of the corresponding term from the skeleton expansion of the SDE kernel does not introduce any appreciable error. In fact, it is interesting to observe that an entirely different conclusion about the importance of this four-point function would have been drawn if the non-extrapolated lattice results of [39] had been used for the comparison in Fig. 5. Specifically, any attempt to interpret the difference alternatively as a consequence of the kernel truncation would force this four-point function to acquire considerably higher values than those found in the detailed analysis of [29, 116].

Finally, it would be interesting to extend the considerations of Sec. IV to the case of the quark-gluon vertex, whose SDE and corresponding skeleton expansion are given by replacing in Figs. 2 and 3, respectively, all ghost lines by quark lines. In particular, the soft gluon limit of the quark-gluon vertex involves three form factors, whose determination has attracted particular attention over the years. In fact, up until very recently [124], notable discrepancies existed between the continuous predictions [6, 74, 125–131] and the results of lattice simulations [132–138]. It is likely that the inclusion of $L_{sg}$ in the SDE treatment might shed further light on this intricate problem.
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Appendix A: Taylor and soft gluon renormalization schemes

In this Appendix we review certain basic relations that are necessary for the meaningful comparison of results obtained within two special renormalization schemes, namely the Taylor scheme [113] and the soft gluon scheme [98].

The general relations connecting bare and renormalized quantities are given by

$$\Delta_R(q^2) = Z_A^{-1} \Delta(q^2), \quad \Gamma^\nu_R(r, p, q) = Z_1 \Gamma^\nu(r, p, q),$$

$$F_R(q^2) = Z_c^{-1} F(q^2), \quad \Gamma^\alpha_{\mu\nu}R(r, q, p) = Z_3 \Gamma^\alpha_{\mu\nu}(r, q, p),$$

$$g_R = Z_g^{-1} g, \quad Z_1^{-1} = Z_1^{-1} Z_A^{-1/2} Z_c = Z_3^{-1} Z_A^{-3/2},$$

where $Z_A$, $Z_c$, $Z_1$, $Z_3$, and $Z_g$ are the corresponding renormalization constants. In what follows we will reserve this notation for the renormalization constants in the Taylor scheme, while the corresponding constants in the soft gluon scheme will carry a “tilde”.

Clearly, both schemes impose on propagators the typical MOM condition, \( i.e., \)

$$\Delta_R^{-1}(\mu^2) = \mu^2, \quad F_R(\mu^2) = 1.$$  \hspace{1cm} (A2)

The difference between the two schemes manifests itself at the level of the renormalization conditions applied on vertex form factors. The Taylor scheme is motivated by the corresponding theorem [85], which states that the bare ghost-gluon vertex reduces to tree level in the soft ghost limit, \( p = 0, i.e., \Gamma^\nu(r, 0, -r) = r^\nu. \) Since the bare \( \Gamma^\nu(r, 0, -r) \) is finite, so is the corresponding renormalization constant, \( Z_1. \) Then, the Taylor scheme is defined by imposing that the renormalized vertex also reduces to tree level at \( p = 0, i.e., \Gamma^\nu_R(r, 0, -r) = r^\nu, \) implying through Eq. (A1) that \( Z_1 = 1. \) At the level of the tensor decomposition introduced in Eq. (2.5), this implies

$$\Gamma^\nu_R(r, 0, -r) = [B_1(r, 0, -r) - B_2(r, 0, -r)] r^\nu,$$

from which follows that, in the Taylor scheme, \( B_1(r, 0, -r) - B_2(r, 0, -r) = 1. \) Note that this scheme does not impose any condition on the individual \( B_1 \) and \( B_2; \) in particular, \( B_1(\mu^2) \neq 1, \) as may be clearly appreciated in Fig. 8. Instead, by definition of the soft gluon scheme, the \( L_{sg}(q^2) \) determined on the lattice satisfies \( L_{sg}(\mu^2) = 1 \) [98].

Thus, in order to self-consistently incorporate the lattice results of [98] into the computation of \( B_1(r^2) \) through Eq. (4.5), we must relate the \( L_{sg}(q^2) \) determined in the soft gluon scheme with the corresponding quantity in the Taylor scheme, to be denoted by \( L^T_{sg}(q^2). \)
In general, the transition between two renormalization schemes is implemented by means of finite renormalization constants, which relate both the renormalized quantities as well as the renormalization constants. In particular, $L_{sg}(q^2)$ and $L_{sg}^T(q^2)$, as well as the renormalization constants $Z_3$ and $\bar{Z}_3$, are related by a finite renormalization constant, $\tilde{z}_3$, according to [122]

$$L_{sg}(q^2) = \tilde{z}_3 L_{sg}^T(q^2), \quad \tilde{z}_3 = \frac{\bar{Z}_3}{Z_3}. \tag{A4}$$

Given that the unrenormalized (bare) gauge coupling is identical in both schemes, and that $Z_A = \bar{Z}_A$, the relations on the last line of Eq. (A1) yield

$$\frac{g_R}{g_A} = \frac{Z_g}{\bar{Z}_g} = \frac{Z_3}{\bar{Z}_3} = \tilde{z}_3, \tag{A5}$$

or, equivalently, in terms of the corresponding charges one has

$$\tilde{z}_3 = \sqrt{\frac{\alpha_s(\mu)}{\bar{\alpha}_s(\mu)}}. \tag{A6}$$

Eq. (A6) permits a nonperturbative estimate of $\tilde{z}_3$, given that reliable information on the values of both $\alpha_s(\mu)$ and $\bar{\alpha}_s(\mu)$, at $\mu = 4.3$ GeV, is available. Specifically, the value of $\alpha_s(\mu)$ obtained from the analysis of Sec. III is $\alpha_s(\mu) = 0.244$, while in the lattice simulation that produced the $L_{sg}(q^2)$ the value of the charge was determined to be $\bar{\alpha}_s(\mu) = 0.27$. Consequently, from Eq. (A6) we obtain

$$\tilde{z}_3 \approx 0.95. \tag{A7}$$

Appendix B: Lattice artifacts and scale-setting

In this Appendix we discuss in detail the method employed for curing the lattice data of the gluon and ghost propagator from lattice artifacts, and elaborate on the procedure leading to the appropriate setting of the scale.

One of the relevant improvements in our current analysis stems from the high quality of the quenched data we used here for the gluon propagator. This relies on the following three implementations: (i) a careful and efficacious treatment removing discretization artifacts from our data (continuum extrapolation) [100]; (ii) a cure from finite-size effects (infinite volume extrapolation) which capitalizes on the use of seven different volumes in physical
units; and (iii) a sensible combination of our data with those of [39] for a better control of the systematic effects and increase of statistics.

(i) The issue of the continuum extrapolation is handled as in [100]. There, through an analysis of lattice simulations with five different bare couplings ($\beta = 6/g^2(a) = 5.6, 5.7, 5.8, 5.9, \text{and } 6.0$), it was demonstrated that, for any two of them (say, $\beta$ and $\beta_0$),

$$
\frac{Z_L(q^2, \mu^2; a(\beta))}{Z_L(q^2, \mu^2; a(\beta_0))} = 1 + a^2(\beta) \left[ 1 - \frac{a^2(\beta_0)}{a^2(\beta)} \right] \left[ c(q^2 - \mu^2) + d \left( \frac{q^{[4]}}{q^2} - \frac{\mu^{[4]}}{\mu^2} \right) \right] + \ldots ,
$$

(B1)

where $Z_L$ represents the MOM-scheme gluon dressing function at fixed cutoff,

$$
Z_L(q^2, \mu^2; a) = \frac{Z(q^2, a)}{Z(\mu^2, a)} = Z_R(q^2, \mu^2) + O(a^2).
$$

(B2)

$Z(q^2, a) = q^2 \Delta(q^2, a)$ is the bare dressing introduced in Eq. (2.1), $q$ represents the gluon momentum, $\mu$ is the subtraction point, and $a$ denotes the lattice spacing. $Z_R$ in Eq. (B2) stands for the renormalized dressing function after removing the cutoff by extrapolation to the continuum limit, $a \to 0$. Note that the subtraction procedure alone, without taking this limit, cannot prevent the answer from exhibiting a residual dependence on $a$, captured by the $O(a^2)$ in Eq. (B2). In addition, $q^{[4]} := \sum_{i=1}^{4} q_i^4$ (the same for $\mu$) stands for the first $H(4)$ invariant of the extrapolation that cures the hypercubic artifacts [139–142]; $c$ and $d$ are dimensionless coefficients, and the ellipses indicate corrections of order $O(a^4)$, might they be $O(4)$-invariant contributions or those originating from higher $H(4)$ invariants (which can be properly neglected if $a^2q^2$ is sufficiently small).

It is clear from Eq. (B1) that estimates from simulations differing in their discretization deviate from each other by corrections which depend on the differences of their lattice spacings and, hence, can only coincide after continuum extrapolation. This extrapolation is implemented in [100] as follows: one first determines $c$ and $d$ by fitting the results from all the simulations involved; next, one takes $a(\beta_0) \to 0$ ($\beta_0 \to \infty$) in Eq. (B1) and obtains from it $Z_L(q^2, \mu^2, 0)$ for each data from each simulation, identifying the answer as the extrapolated value, $Z_R(q^2, \mu^2)$ as given in Eq. (B2). Following this procedure for all simulations reported in Table I, we deliver the gluon propagator data in the physical continuum limit, shown in the left panel of Fig 4. The data clearly exhibit the expected physical scaling over a wide range of momenta, thus reinforcing the reliability of the entire method.

(ii) For the purpose of dealing with finite-size effects, we have capitalized on the seven different volumes (in physical units) obtained with the simulations reported in Table I.
TABLE I. Seven setups employed in our analysis to deal with finite volume artifacts (four of them were already exploited in Ref. [100]). $L$ stands for the lattice size in units of the lattice spacing, $a(\beta)$.

Gluon propagators computed from them, and extrapolated to the physical continuum limit, are seen to differ only at very low momenta, where the data behave as

$$
\Delta(q^2, L) = \Delta(q^2, \infty) \left[ 1 + \left( \frac{c_1}{La(\beta)} \right) \exp \left( -c_2 La(\beta)q \right) \right].
$$

In particular, specializing to zero momentum, Eq. (B3) predicts a linear dependence of the finite volume lattice results on $1/La(\beta)$, which, as shown in the right panel of Fig. 11, is nicely displayed by all our data. We can therefrom estimate for the infinite volume zero-momentum gluon propagator: $\Delta(0, \infty) = 7.99(5) \text{GeV}^{-2}$.

With this latter result in hand, we have applied Eq. (B3) to our continuum-limit, finite volume data sets for all momenta $q \leq 0.5 \text{GeV}$ (above this momentum, the impact of finite volume corrections is plainly negligible). We have thus fitted the two parameters, $c_1 = 3.6 \text{GeV}^{-1}$, $c_2 = 0.27$, and computed $\Delta(q^2, \infty)$ for every lattice estimate of the gluon propagator within the low momenta window. In this way, we have produced the data depicted in the left panel of Fig. 11 for $q \leq 0.5 \text{GeV}$.

(iii) Finally, aiming at increased statistics and a better control of the systematics, we would like to supplement our results with those from large-volume simulations ($64^4$, $72^4$, and $80^4$ lattice sites) at $\beta = 5.7$, taken from [39]. However, a complication arises: we have used the scale-setting procedure, or “calibration”, described in [100], which is different from that applied in [39]; in addition, in [39] no continuum extrapolation was carried out. This is an important issue, because the calibration, implemented by imposing that a given lattice observable acquires its physical value, depends on the choice of the observable. The latter was made abundantly clear in [100] through the comparison of the ratios $a(\beta)/a(\beta_0)$ obtained by applying the scale-setting methods based on Sommer’s parameter (heavy quark potential) and on the Taylor coupling: they differ from each other, but converge when $\beta \to \infty$ (continuum limit). In conclusion, results obtained with different calibrations can coincide only after taking the continuum extrapolation, and the deviations between them (before this
FIG. 11. Left panel: Lattice data for the gluon propagator, $\Delta(q^2)$, obtained with the setups reported in Table I, after continuum and infinite volume extrapolations, and subsequently combined with the data from [39] (blue legend) after implementing on them the scale resetting procedure. The red continuous line represents the fit given by Eq. (B5). Right panel: Zero-momentum lattice estimates of the gluon propagator obtained from all the lattice simulations quoted in Table I. The solid line corresponds to a linear fit consistent with Eq. (B3), specialized for $q = 0$.

All the above has been explicitly shown in [99, 143, 144], where a simple but effective remedy for correcting these deviations has been proposed: a scale resetting $\tilde{a}(\beta) = (1+\delta)a(\beta)$ is to be applied to the non-extrapolated data such that they match the extrapolated ones, thus recovering the physical scaling. We therefore define [99]

$$Z_R(q^2, \mu^2) = Z_L \left( \frac{\tilde{a}^2(\beta)}{a^2(\beta)} q^2, \frac{\tilde{a}^2(\beta)}{a^2(\beta)} \mu^2, a(\beta) \right) = \frac{Z((1+\delta)^2 q^2, a(\beta))}{Z((1+\delta)^2 \mu^2, a(\beta))}, \quad (B4)$$

where a recalibration $a(\beta) \rightarrow \tilde{a}(\beta)$ is performed, such that the scale setting for $\tilde{a}(\beta)$ is assumed to rely on the continuum gluon propagator, thereby implying that $c=d=0$. In practice, we adjust the parameter $\delta$ such that the recalibrated gluon propagator data from [39] and ours optimally agree in the entire range of available momenta. We thus obtain $\delta=0.08$ and are left with the results displayed in the left panels of Figs. 4 and 11. The agreement is excellent for all momenta roughly above 0.35 GeV, while below it is still acceptable. Importantly, data obtained from applying both approaches exhibit the same key feature: the derivative changes its sign around a maximum located roughly at 0.15 GeV.

These considerations allow us to exploit all data (including those recalibrated from [39])
and show that they can be fitted rather accurately over the entire range of momenta (see left panel of Fig. 4) by the following functional form\(^5\)

\[
\Delta^{-1}(q^2) = q^2 \left[ 1 + \left( \kappa_1 - \frac{\kappa_2}{1 + (q^2/\kappa_4^2)^2} \right) \ln \left( \frac{q^2}{\mu^2} \right) \right] + R(q^2) - R(\mu^2),
\]

with

\[
R(q^2) = \frac{\sigma_0 + \sigma_1 q^2}{1 + (q^2/\sigma_3^2) + (q^2/\sigma_4^2)^2},
\]

where the fitting parameters are \(\kappa_1 = 0.114, \kappa_2 = 0.0252, \kappa_4 = 4.926 \text{ GeV}^2, \sigma_0 = -0.406 \text{ GeV}^2, \sigma_1 = -0.518, \sigma_3^2 = 10.266 \text{ GeV}^2, \) and \(\sigma_4^2 = 4.631 \text{ GeV}^2.\)

For the ghost dressing function, which is not an input but rather a benchmark for the numerical solution of the corresponding SDE, we have considered the data of [100], which have undergone the same extrapolation to the physical continuum limit explained above. Their comparison with the data from [39] (without scale resetting), shown by the green points in the Fig. 12, makes very apparent the importance of the continuum limit. The solution of the ghost SDE, while it misses the data at fixed cutoff, reproduces very well the behavior of extrapolated ones, as shown in Fig. 5. The resulting dressing function can be accurately fitted by the following functional form

\[
F^{-1}(p^2) = 1 + \frac{9\lambda_v}{16\pi} \left( 1 + \frac{\rho_1}{p^2 + \rho_2} \right) \ln \left( \frac{p^2 + \eta^2(p^2)}{\mu^2 + \eta^2(\mu^2)} \right),
\]

\(5\) When data differ slightly at very low momenta, those estimated with smaller volumes have been discarded from the fit.
with $\eta^2(q^2)$ given by Eq. (4.8) and the fitting parameters fixed at the values $\lambda_F = 0.22$, $\rho_1 = 6.34 \text{ GeV}^2$, $\rho_2 = 2.85 \text{ GeV}^2$, $\eta_1 = 0.107 \text{ GeV}^4$, and $\eta_2 = 11.2 \text{ GeV}^2$.
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