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Abstract—Compressed sensing is by now well-established as an effective tool for extracting sparsely distributed information, where sparsity is a discrete concept, referring to the number of dominant nonzero signal components in some basis for the signal space. In this paper, we establish a framework for estimation of continuous-valued parameters based on compressive measurements on a signal corrupted by additive white Gaussian noise (AWGN). While standard compressed sensing based on naive discretization has been shown to suffer from performance loss due to basis mismatch, we demonstrate that this is not an inherent property of compressive measurements. Our contributions are summarized as follows: (a) We identify the isometries required to preserve fundamental estimation-theoretic quantities such as the Ziv-Zakai bound (ZZB) and the Cramér-Rao bound (CRB). Under such isometries, compressive projections can be interpreted simply as a reduction in “effective SNR.” (b) We show that the threshold behavior of the ZZB provides a criterion for determining the minimum number of measurements for “accurate” parameter estimation. (c) We provide detailed computations of the number of measurements needed for the isometries in (a) to hold for the problem of frequency estimation in a mixture of sinusoids. We show via simulations that the design criterion in (b) is accurate for estimating the frequency of a single sinusoid.

I. INTRODUCTION

Compressed sensing has proven remarkably successful in exploiting sparsity to extract information from signals with only a small number of measurements. The standard approach has two stages. First, take multiple random projections of the signal, with the number of projections growing linearly with the sparsity and only logarithmically with the dimensionality of the signal. Then, use one among a variety of recovery algorithms, such as $\ell_1$ reconstruction/Orthogonal Matching Pursuit (OMP), to estimate the signal from the random projections. In this standard framework, sparsity is an inherently discrete concept: the number of nonzero signal components in some basis has to be small compared to the dimension of the signal. In this paper, we investigate the effectiveness of compressive measurements in estimating continuous valued parameters from signals that are corrupted by AWGN, when the dimensionality of the parameter set is much smaller than the signal dimension.

It is possible to apply standard compressed sensing to continuous-valued parameter estimation, but it does not perform well. Consider the fundamental problem of estimating the frequencies in a mixture of sinusoids. Typically, the number of sinusoids is much smaller than the number of samples and, therefore, the signal is sparse in the frequency domain. However, the conventional compressed sensing framework does not apply directly, since it requires the signal to be sparse over a finite basis, whereas the frequencies could lie anywhere on a continuum. Straightforward application of compressed sensing recovery algorithms after discretizing the set of frequencies has been shown to result in error floors due to “basis mismatch” and the consequent spectral leakage. This observation raises some fundamental questions. Do compressive measurements preserve all the information needed for continuous valued parameter estimation? If so, under what conditions? How many measurements do we require to satisfy these conditions? In this paper, we establish a systematic framework that addresses these questions for parameter estimation based on signals corrupted by AWGN.

Contributions: We first identify fundamental structural properties for compressive estimation in AWGN, and then illustrate them by explicit computation for frequency estimation for a mixture of sinusoids.

Isometries for estimation: Suppose we want to estimate a $K$ dimensional parameter $\theta = (\theta_1, \theta_2, \ldots, \theta_K)$ from projections of an $N$ dimensional signal $x(\theta)$ in AWGN. When we make all $N$ measurements, fundamental bounds on the estimation error variance, such as the Ziv-Zakai bound (ZZB) and the Cramér Rao bound (CRB), relate the geometry of the signal manifold to the best achievable performance. From the ZZB, we can infer that “coarse” estimation depends on the pairwise distances $\|x(\theta) - x(\theta')\|$ $\forall \theta, \theta'$, while the CRB tells us that “fine” estimation depends on norms of linear combinations of the partial derivatives $\{\partial x/\partial \theta_k\}$ (vectors in the tangent plane, which are the limit of differences as $\theta \to \theta'$). We extend these observations to compressive estimation by replacing the signal manifold $x(\theta)$ by $Ax(\theta)$, where $A$ is the compressive measurement matrix containing the random projection weights. We identify the isometries required to ensure that the geometry (and hence the structure of the ZZB and CRB) is roughly unaltered after the compressive projection. We also note that, if these isometries hold, then the only consequence of compressive projection onto a subspace of dimension $M$ is an SNR penalty of $M/N$. This is because each random projection captures $1/N$ of the signal energy on average (normalizing such that the noise variance is unchanged). Specifically, we show that if the measurement matrix $A$ satisfies the pairwise isometry property (PIP) $\|Ax(\theta) - Ax(\theta')\| \approx \sqrt{M/N} \|x(\theta) - x(\theta')\|$, the ZZB with compressive measurements is approximately equal to the ZZB with all $N$ measurements, except for the SNR penalty of $M/N$. We prove an analogous result for the CRB when $A$ guarantees tangent plane isometry $\|A \sum_k a_k \partial x/\partial \theta_k\| \approx
the distance between any two sparse signals must be roughly invariant under the action of the matrix. If the RIP is satisfied, sparse signals can be recovered efficiently using techniques such as Orthogonal Matching Pursuit (OMP) and $\ell_1$-norm minimization. Reference [4] used the Johnson-Lindenstrauss (JL) lemma to provide a simple proof that $O(K \log N)$ random projections suffice to establish RIP for recovering $K$-sparse vectors in $\mathbb{R}^N$. We briefly summarize the key ideas, since we use an analogous approach in establishing pairwise isometry for the mixture of sinusoids example discussed in this paper. The JL lemma states that, to approximately preserve the pairwise distances between $P$ points after random projections (with the weights chosen from appropriate distributions, such as i.i.d. $\pm 1$ [5]), we need $O(\log P)$ such projections. However, to provide an RIP for compressive measurement matrices, the distances between any two $K$-sparse vectors must be preserved. Since the number of such vectors is infinite, the JL lemma cannot be applied directly. However, the desired RIP result is established in [6] by discretizing the set of $K$-sparse vectors sufficiently finely, applying the JL lemma to the resulting discrete set of points, and then exploiting continuity to provide isometries for the remaining points.

For compressive estimation of continuous-valued parameters, sparsity corresponds to the dimension of the parameter space $K$ being significantly smaller than that of the observation space $N$. This problem was perhaps first investigated in [3], which identifies that the analogue of the RIP here is the pairwise isometry property considered in the present paper. However, it does not relate this property to estimation-theoretic bounds as done here. Reference [8] also shows that compressive measurements guarantee pairwise $\epsilon$-isometry for a signal manifold with probability $1 - \rho$, as long as the number of measurements $M$ satisfies

$$M = O\left(\epsilon^{-2} \log(1/\rho)K \log \left(NVR\tau^{-1}\epsilon^{-1}\right)\right),$$

(1)

where $V, R, \tau$ are properties of the signal manifold ($1/\tau$ is the condition number which is a generalization of the radius of curvature, $R$ is the geodesic covering regularity and $V$ is the volume). However, to the best of our knowledge, it is difficult to specify how $\{\tau, V, R\}$ scale with the parameters $N$ and $K$ in general. In this paper, therefore, we provide a self-contained derivation of the number of measurements required to preserve these isometries when the signal manifold consists of a mixture of sinusoids in Section VII. Compressive parameter estimation has also been studied in [7]: however, since the noise model there is adversarial, the results are pessimistic for many practical applications in which a Gaussian model for the noise is a good fit.

Algorithms to estimate the frequencies in a mixture of sinusoids from compressive measurements are proposed and evaluated in [8], [9]. Both of these papers assume that the sinusoids have a minimum frequency separation and further assumes that the frequencies come from an oversampled DFT grid. They propose variants of standard compressed sensing algorithms, such as Orthogonal Matching Pursuit (OMP) and Iterative Hard Thresholding (IHT), which rely on the sinusoids’ frequencies not being too close. As mentioned earlier, restricting the frequency estimation to a discrete grid in this fashion results in performance floors, as studied in great detail in [1]. However, as shown in this paper and in our
earlier conference papers [10], [11], it is possible to avoid such performance floors, and to attain the CRB, by local refinements based on Newton-like algorithms after grid-based coarse estimation. A one-shot quadratic refinement is also proposed in [8] to improve estimates of off-grid frequencies.

We characterize the structure of compressive estimation here in terms of that of the original problem. However, in many cases, an estimation-theoretic understanding of the original problem is incomplete: in particular, for the mixture of sinusoids model, a characterization of the difficulty of the problem in terms of the minimum separation of frequencies in $\omega$ remains an ongoing effort [12], [13], [14], as discussed in more detail below.

The problem of estimating frequencies in a mixture of sinusoids from noise-free compressive measurements is studied in [14]. While the frequencies can come from the $[0, 2\pi)$ continuum, [14] requires that they are “well-separated” (four times the DFT spacing of $2\pi/N$). When this condition is met, it is shown that atomic-norm denoising (cast as a semi-definite program) correctly estimates the frequencies in the mixture. The same $4 \times (2\pi/N)$ frequency separation is shown to be necessary for recovering frequencies over a continuum with noisy measurements of all $N$ samples (not compressive) in [12], [13]. It is interesting to note that even when all $N$ samples are observed, the same minimum frequency separation is necessary for stable recovery. This falls in line with the observations that we make on the equivalence (except for an SNR penalty) of the “difficulty” in estimation using compressive measurements and uncompressed measurements (all $N$ samples) by relating corresponding estimation error bounds.

To the best of our knowledge, other than our conference paper [10], this is the first paper to relate isometry conditions to estimation-theoretic bounds for compressive parameter estimation, and to show that, in the AWGN setting, the only effect of compressive measurements when appropriate isometry conditions are satisfied is an SNR penalty of $M/N$. The $M/N$ SNR penalty due to compressive measurements has also been noted in [15], but we go further and make the connection between isometries and estimation bounds. Isometries and SNR loss for signal detection were considered in [16], but we believe that the present paper is the first to address these for the general problem of parameter estimation in AWGN.

This paper goes beyond the results in our conference paper [10] in multiple ways. First, we establish a connection between the pairwise isometry property and the Ziv-Zakai bound. We then show how the connections between the ZZB and CRB, together with the isometry conditions, can be used to predict the number of measurements required for accurate compressive estimation. We also characterize the number of measurements needed to provide isometry guarantees for a mixture of sinusoids unlike [10], which only deals with a single sinusoid. Finally, the isometry guarantees provided in [10] for a pair of sinusoids require their frequencies to be “well-separated”. Here, we close the gap and provide such an isometry for any pair of frequencies.

In the algorithm description and numerical illustrations in this paper, we restrict attention to a single sinusoid in order to illustrate the fundamental features of compressive estimation. However, as described in detail in our conference papers [10], [11], our algorithmic approach (discrete grid followed by Newton refinement) extends easily to estimate the frequencies of multiple sinusoids. While the latter is a canonical problem of fundamental interest, it is worth noting that an important application that motivates us is the problem of adapting very large antenna arrays [17], [11]. Compressive parameter estimation in this context exploits the relatively small number of dominant multipath rays in order to estimate the spatial frequencies (and hence the angles of arrival) for these rays.

While we focus on compressive estimation based on a finite-dimensional signal, there has been significant research on the processing of continuous time signals exhibiting some measure of sparsity, sometimes termed “finite rate of innovation” (FRI) signals [18]. Sampling strategies for parameter estimation for such signals are studied in [19], using the CRB as the performance metric. The benefits of such good sampling strategies coupled with compressive processing at the analog front end are investigated in [20]. The isometry conditions derived in the present paper could potentially provide a systematic framework for design of compressive analog front ends for FRI signals.

**Outline:** We begin in Section III by stating the compressive parameter estimation problem in AWGN and the isometry properties needed for successful estimation. In Section IV we review bounds on parameter estimation in AWGN. The relationship between these estimation error bounds (CRB/ZZB) and the isometry properties are brought out in Section V. In Section VI we consider the problem of estimating the frequency of a sinusoid. We show how the threshold behavior of the ZZB can predict the number of compressive measurements needed to avoid error floors. Section VII derives the number of measurements needed to guarantee these isometry conditions for the problem of frequency estimation from a mixture of $K$ sinusoids and concludes by focussing on the single sinusoid case ($K = 1$).

### III. Compressive Measurements

We begin by presenting the model for compressive measurements and providing the intuition behind two isometry conditions that are necessary for successful parameter estimation.

Consider the problem of estimating $\theta \in \Theta \subseteq \mathbb{R}^h$ from noisy measurements of a differentiable manifold $x(\theta) \in \mathbb{C}^N$. The conventional estimation problem involves measuring all $N$ elements of $x(\theta)$ individually. In vector notation, the measurements are given by:

$$y = x(\theta) + z, \quad z \sim \mathcal{CN}(0, \sigma^2 I_N). \quad (2)$$

In contrast, with compressive measurements, we only observe $M \ll N$ noisy projections of the manifold $x(\theta)$. Therefore, we have

$$y = Ax(\theta) + z, \quad z \sim \mathcal{CN}(0, \sigma^2 I_M), \quad (3)$$

where $A \in \mathbb{C}^{M \times N}$, which specifies the projection weights, is called the compressive measurement matrix. The elements
of $A$ are chosen independently from zero-mean distributions of variance $1/N$ for which certain concentration results (we comment on this later) are available. Examples of such distributions include Uniform($\pm 1/\sqrt{N}$), Gaussian and Uniform($\pm 1/\sqrt{N}$, $\pm j/\sqrt{N}$). When the matrix $A$ satisfies certain isometry conditions, we can successfully estimate $\theta$ from $M \ll N$ measurements. We first explain why these conditions are helpful intuitively and then define them formally.

The Maximum Likelihood (ML) estimator $[21]$ of $\theta$ for the model in (3) is given by

$$\hat{\theta} = \arg\min_{\theta'} \|y - Ax(\theta')\|$$  
$$= \arg\min_{\theta'} \|Ax(\theta) - Ax(\theta') + z\|.$$  

(4)

(5)

If the number of measurements is too small and $A$ has a large nullspace, it is possible that $\|A(x(\theta) - x(\theta'))\| \approx 0$ even when $\|x(\theta) - x(\theta')\|$ is large. Thus, with small amounts of noise $z$, the optimizing parameter $\hat{\theta}$ could be drastically different from the true parameter $\theta$, resulting in large errors. This problem can be avoided if the matrix $A$ has been chosen independently from zero-mean distributions of noise $\sqrt{\sigma}$, large nullspace, it is possible that $\|A(x(\theta) - x(\theta'))\| \approx 0$ even when $\|x(\theta) - x(\theta')\|$ is large. Thus, with small amounts of noise $z$, the optimizing parameter $\hat{\theta}$ could be drastically different from the true parameter $\theta$, resulting in large errors. This problem can be avoided if the matrix $A$ has been chosen independently from zero-mean distributions of noise $\sqrt{\sigma}$. When the elements of $A$ are drawn from appropriate distributions, for any particular realization of the measurement matrix $A$, $\|Av\|^2$ concentrates around its expected value $(M/N)\|v\|^2$ with high probability. Specifically, for any $v \in \mathbb{C}^N$:

$$\Pr \left[ \frac{M}{N} \|Av\|^2 - \|v\|^2 > \delta \right] < C \exp(-Mc(\delta)),  \quad (8)$$

with constants $C$ and $c(\delta)$ that depend only on the distribution from which the elements of $A$ are picked from. For example, when the elements of $A$ are picked i.i.d from Uniform($\pm 1/\sqrt{N}$, $\pm j/\sqrt{N}$) or Uniform($\pm 1/\sqrt{N}$), we can show that $C = 4$ and

$$c(\delta) = \frac{\delta^2}{4} - \frac{\delta^2}{6}.  \quad (9)$$

These concentration results are typically used to prove the pairwise isometry property [7]. Refer [22] for a class of distributions (this includes all sub-gaussian distributions) for which such results are available.

We note that a particular instance of a randomly generated measurement matrix need not satisfy the pairwise isometry property for the signal manifold $x(\theta)$. However, when the number of measurements $M$ is sufficiently large, [6] shows that the pair-wise $\epsilon$-isometry property can be satisfied with arbitrarily high probability (the proof involves the use of concentration results [8] on carefully chosen samples on the manifold).

A weaker notion of distance preservation is the tangent plane isometry property that is particularly useful when we wish to refine an estimate $\hat{\theta}$ that is “close” to the true parameter value. For example, when $\theta$ is drawn from Uniform($\Theta$), classical bounds establish lower limits $|\|A x(\theta) - x(\theta')\| - \|x(\theta) - x(\theta')\| |$ $\mathbb{E}[0, \delta^2 \|A\|_W]$ for the number of measurements $M$. The average energy in the projection is $\|\theta\|^2$.

$$\Pr \left[ \frac{M}{N} \|Av\|^2 - \|v\|^2 > \delta \right] < C \exp(-Mc(\delta)),  \quad (8)$$

with constants $C$ and $c(\delta)$ that depend only on the distribution from which the elements of $A$ are picked from. For example, when the elements of $A$ are picked i.i.d from Uniform($\pm 1/\sqrt{N}$, $\pm j/\sqrt{N}$) or Uniform($\pm 1/\sqrt{N}$), we can show that $C = 4$ and

$$c(\delta) = \frac{\delta^2}{4} - \frac{\delta^2}{6}.  \quad (9)$$

These concentration results are typically used to prove the pairwise isometry property [7]. Refer [22] for a class of distributions (this includes all sub-gaussian distributions) for which such results are available.

A weaker notion of distance preservation is the tangent plane isometry property that is particularly useful when we wish to refine an estimate $\hat{\theta}$ that is “close” to the true parameter value. In this case, since we are interested only in the ML cost surface around the true parameter $\theta$, it suffices to preserve the geometry of the estimation problem in the vicinity of $\theta$ by ensuring that the distances between $x(\theta')$ and $x(\theta)$ for $\theta' \to \theta$ are preserved under the action of $A$. This is captured by the tangent plane isometry property defined as follows.

Tangent plane $\epsilon$-isometry property: The matrix $A$ satisfies the tangent plane $\epsilon$-isometry property ($\epsilon < 1$) for the signal model $x(\theta)$ if

$$\sqrt{\frac{M}{N}}(1 - \epsilon) \leq \frac{\|Ax(\theta_1) - Ax(\theta_2)\|}{\|x(\theta_1) - x(\theta_2)\|} \leq \sqrt{\frac{M}{N}}(1 + \epsilon) \quad \forall \theta_1, \theta_2 \in \Theta.$$  

(7)

We now motivate the isometry constants $\sqrt{M/N}(1 - \epsilon)$ and $\sqrt{M/N}(1 + \epsilon)$. Let $w_i^T$ denote the $i$-th row of $A$. Consider a single random projection of a signal $v$ onto the weights $w_i$ that have been chosen independently from zero-mean distributions of variance $1/N$. The average energy in the projection is $1/N$ of the energy in the signal $v$: $\mathbb{E}[w_i^Tv|^2] = (1/N)\|v\|^2$. Thus, $M$ compressive measurements capture $M/N$ of the signal energy on average: $\mathbb{E}\|Av\|^2 = (M/N)\|v\|^2$. Thus, for compressive measurements, it is natural to define the pairwise isometry property with the constants $\sqrt{M/N}(1 - \epsilon)$ and $\sqrt{M/N}(1 + \epsilon)$.

When the elements of $A$ are drawn from appropriate distributions, for any particular realization of the measurement matrix $A$, $\|Av\|^2$ concentrates around its expected value $(M/N)\|v\|^2$ with high probability. Specifically, for any $v \in \mathbb{C}^N$:

$$\Pr \left[ \frac{M}{N} \|Av\|^2 - \|v\|^2 > \delta \right] < C \exp(-Mc(\delta)),  \quad (8)$$

with constants $C$ and $c(\delta)$ that depend only on the distribution from which the elements of $A$ are picked from. For example, when the elements of $A$ are picked i.i.d from Uniform($\pm 1/\sqrt{N}$, $\pm j/\sqrt{N}$) or Uniform($\pm 1/\sqrt{N}$), we can show that $C = 4$ and

$$c(\delta) = \frac{\delta^2}{4} - \frac{\delta^2}{6}.  \quad (9)$$

These concentration results are typically used to prove the pairwise isometry property [7]. Refer [22] for a class of distributions (this includes all sub-gaussian distributions) for which such results are available.

A weaker notion of distance preservation is the tangent plane isometry property that is particularly useful when we wish to refine an estimate $\hat{\theta}$ that is “close” to the true parameter value. In this case, since we are interested only in the ML cost surface around the true parameter $\theta$, it suffices to preserve the geometry of the estimation problem in the vicinity of $\theta$ by ensuring that the distances between $x(\theta')$ and $x(\theta)$ for $\theta' \to \theta$ are preserved under the action of $A$. This is captured by the tangent plane isometry property defined as follows.

Tangent plane $\epsilon$-isometry property: The matrix $A$ satisfies the tangent plane $\epsilon$-isometry property ($\epsilon < 1$) for the signal model $x(\theta)$ if

$$\sqrt{\frac{M}{N}}(1 - \epsilon) \leq \frac{\|A (\partial x(\theta)/\partial \theta_m)\|^2}{\|\partial x(\theta)/\partial \theta_m\|^2} \leq \sqrt{\frac{M}{N}}(1 + \epsilon) \quad \forall a_1, a_2, ..., a_K \in \mathbb{R}^K \setminus \{0\}, \forall \theta \in \Theta. \quad (10)$$

By letting $\theta_2 \to \theta_1$ in the definition of the pairwise $\epsilon$-isometry property, we see that a matrix $A$ which satisfies the pairwise isometry property for the signal model $x(\theta)$ also satisfies the tangent plane isometry, thereby confirming that tangent plane isometry is a weaker notion of distance preservation.

IV. PARAMETER ESTIMATION IN AWGN

We now review classical bounds on parameter estimation in AWGN that we relate to the isometry properties in the next section.

Consider the problem of estimating a parameter $\theta \in \Theta \subseteq \mathbb{R}^K$ from noisy observations of the differentiable manifold $s(\theta) \in \mathbb{C}^M$.

The observations are given by:

$$y = s(\theta) + z, \quad z \sim CN(0, \sigma^2 I_M). \quad (11)$$

For this measurement model,

$$p(y|\theta) = (\pi\sigma^2)^{-M}\exp\left(\frac{1}{2\sigma^2}\|y - s(\theta)\|^2\right). \quad (12)$$

For the observations $y$, let $\hat{\theta}(y)$ be an estimate of $\theta$. Given a weight vector $a \in \mathbb{R}^K$, classical bounds establish lower limits
on the error in estimating $a^T \theta$, given by $\mathbb{E} \left( (a^T \hat{\theta}(y) - a^T \theta)^2 \right)$, for a class of estimators $\hat{\theta}(y)$. What we have left unspecified is the set of quantities we take the expectation over, and depending on this, the bounds fall into one of two categories:

**Deterministic, but unknown, parameters:** One class of bounds do not use the prior distribution of $\theta$, so that the parameter to be estimated $\theta$ is best thought of as a deterministic but unknown quantity. The most popular such bound is the Cramér Rao Bound (CRB). For the CRB, the expectation is taken over the conditional distribution $p(y|\theta)$, so that the bound is on $\mathbb{E}_{y|\theta} \left( (a^T \hat{\theta}(y) - a^T \theta)^2 \right)$. The CRB typically depends on the parameter $\theta$ and the most common version, which is what we use here, applies to estimators $\hat{\theta}(y)$ that are unbiased.

**Bayesian bounds:** When we know the prior distribution $p(\theta)$ from which $\theta$ is chosen, we can incorporate this information into the bounds. Such bounds are called Bayesian bounds and, in these cases, the expectation is taken over the joint distribution $p(y, \theta) = p(y|\theta)p(\theta)$. They establish lower limits on the Mean-Squared-Error (MSE) in estimating $a^T \theta$, given by $\mathbb{E}_{y, \theta} \left( (a^T \hat{\theta}(y) - a^T \theta)^2 \right)$. Among the Bayesian bounds, we are primarily concerned with the Ziv-Zakai bound (ZZB) (we also briefly describe a version of the CRB, called the Bayesian Cramér Rao Bound (BCRB)) require the estimator to be unbiased.

The Ziv-Zakai Bound is known to be an accurate predictor of best possible estimation performance over a wide range of SNRs. Roughly speaking, it takes into account two sources of error: coarse error, when the estimate is not close to the true value of the parameter (essentially, making an error in hypothesis testing after binning the parameter space); and fine-grained error (the mean squared error from the true value when the estimate is in the right bin). At high SNR, the probability of the estimate falling into the wrong bin becomes negligible, and the Cramér Rao bound (CRB), which characterizes only fine-grained error, provides an excellent prediction of performance, while being easier to compute than the ZZB. We now state these bounds.

### A. Cramér Rao Bound\([27], [23]\)

Let $a \in \mathbb{R}^K$. The variance of any unbiased estimator of $a^T \theta$, given by $\mathbb{E}_{y|\theta} \left( (a^T \hat{\theta}(y) - a^T \theta)^2 \right)$, is lower bounded by $a^T \mathbb{F}^{-1}(\theta)a$, where $\mathbb{F}(\theta)$ is the Fisher Information Matrix (FIM). The $(m,n)$th element of the FIM is given by:

$$ F_{m,n}(\theta) = \mathbb{E}_{y|\theta} \left( \frac{\partial \ln p(y|\theta)}{\partial \theta_m} \frac{\partial \ln p(y|\theta)}{\partial \theta_n} \right). \quad (13) $$

For parameter estimation in AWGN \([12]\), this simplifies to \([21]\):

$$ F_{m,n}(\theta) = \frac{2}{\sigma^2} \mathbb{R} \left\{ \left( \frac{\partial s(\theta)}{\partial \theta_m} \right)^T \frac{\partial s(\theta)}{\partial \theta_n} \right\}, \quad (14) $$

where $\mathbb{R}\{b\}$ denotes the real part of the complex number $b$.

### B. Bayesian Bounds on Mean Square Error

To describe the Bayesian bounds, it is convenient to define the MSE matrix, $R(\theta)$ of the estimator $\hat{\theta}(y)$. The $m,n$-th element of the MSE matrix $R(\theta)$ is given by $R_{m,n}(\theta) = \mathbb{E}_{y|\theta} \{ (\theta_m - \theta_m)(\theta_n - \theta_n) \}$. For a vector $a \in \mathbb{R}^K$, the ZZB and BCRB provide bounds on $\mathbb{E}_{y, \theta} (a^T \hat{\theta}(y) - a^T \theta)^2$ which is simply $a^T \mathbb{R}(\theta)a$.

1) **Bayesian Cramér Rao Bound**\([21], [23]\): For any weight vector $a \in \mathbb{R}^K$ and estimator $\hat{\theta}(y)$ (not necessarily unbiased), the Bayesian Cramér Rao Bound (BCRB) lower bounds the MSE $a^T \mathbb{R}(\theta)a$ by $a^T B^{-1} a$, where $B$ is the Bayesian Information Matrix (BIM). The $(m,n)$th element of $B$ is given by:

$$ B_{m,n} = \mathbb{E}_{\theta} \left\{ \frac{\partial \ln p(\theta)}{\partial \theta_m} \frac{\partial \ln p(\theta)}{\partial \theta_n} \right\}. \quad (15) $$

2) **(Extended) Ziv-Zakai Bound**\([22]\). Since the ZZB is not as widely used as the CRB, we provide a brief review in Appendix A. Here, we simply state the bound. The ZZB bounds the MSE $a^T \mathbb{R}(\theta)a$ and, for the AWGN measurement model \([14]\), it is given by:

$$ a^T \mathbb{R}(\theta)a \geq \frac{1}{2} \int_0^\infty \mathbb{V} \left\{ \max_{\delta: \mathcal{a}^T \delta = h} \int_{\phi \in \mathbb{R}^K} (p(\phi) + p(\phi + \delta)) f(\phi, \phi + \delta) \, d\phi \right\} \, dh, \quad \forall \theta(y) \quad (16) $$

where $\mathbb{V}\{\}$ is the valley filling operation, defined as $\mathbb{V}\{g(h)\} = \max_{z \geq 0} g(h + z)$, and $f(\theta_1, \theta_2)$ is the probability of error for the optimal detection rule in the following hypothesis testing problem:

$$ H_1 : y = s(\theta_1) + z, \quad \Pr(H_1) = \frac{p(\theta_1)}{p(\theta_1) + p(\theta_2)} $$

$$ H_2 : y = s(\theta_2) + z, \quad \Pr(H_2) = \frac{p(\theta_2)}{p(\theta_1) + p(\theta_2)}. \quad (17) $$

Since $z \sim \mathcal{CN}(0, \sigma^2 I_M)$, this detection error probability is given by \([21]\):

$$ f(\theta_1, \theta_2) = \frac{p(\theta_1)}{p(\theta_1) + p(\theta_2)} Q \left( \frac{d(\theta_1, \theta_2)}{\sqrt{2} \sigma} + \frac{\sigma}{\sqrt{2} d(\theta_1, \theta_2)} \ln \frac{p(\theta_1)}{p(\theta_2)} \right) + \frac{p(\theta_2)}{p(\theta_1) + p(\theta_2)} Q \left( \frac{d(\theta_1, \theta_2)}{\sqrt{2} \sigma} - \frac{\sigma}{\sqrt{2} d(\theta_1, \theta_2)} \ln \frac{p(\theta_1)}{p(\theta_2)} \right). \quad (18) $$

In the above expression, $Q(\ )$ stands for the CCDF of the standard normal distribution $\mathcal{N}(0, 1)$ and

$$ d(\theta_1, \theta_2) = \|s(\theta_1) - s(\theta_2)\|. \quad (19) $$

**Remark:** While the expression for the ZZB is complicated, we only need two simple observations to prove the result we are interested in:

- With compressive measurements, the signal manifold $s(\theta) = Ax(\theta)$ and the measurement matrix $A$ enters the ZZB only through the pairwise SNRs $d^2(\theta_1, \theta_2)/\sigma^2$.
- The minimum probability of detection error $f(\theta_1, \theta_2)$ for the binary hypothesis testing problem \([17]\) is a non-increasing function of the pairwise SNR $d^2(\theta_1, \theta_2)/\sigma^2$.

We revisit these observations in Section V.
C. Threshold behavior of ZZB

The ZZB typically exhibits a threshold behavior with SNR $\frac{M}{N}$ [23]. When the SNR is very low, the measurements carry little information about the parameters we wish to estimate. Since the ZZB accounts for errors of “all magnitudes”, it is usually large (depending primarily on the prior $p(\theta)$) and insensitive to small changes in SNR in this regime. However, at high SNRs, the variation of the ZZB with SNR is predictable. When the SNR and the ZZB are both expressed on a logarithmic scale, the ZZB falls off linearly with SNR, provided that the SNR is above a certain value, which is called the (asymptotic) ZZB threshold [24]. When the SNR exceeds the ZZB threshold, “large” estimation errors are unlikely, which is exactly when we would declare estimation of a continuous-valued parameter to be successful.

V. RELATING THE ISOMETRIES TO ESTIMATION BOUNDS

We are now ready to relate the estimation error bounds for the compressive estimation problem to the corresponding bounds when we make all $N$ measurements, provided that the compressive measurement matrix $A$ satisfies appropriate isometry conditions.

Consider the general problem of estimating $\theta$ from $L$ measurements

$$y = \Phi x(\theta) + z, \quad \theta \in \Theta$$

(20)

where $\Phi$ is any $L \times N$ complex-valued matrix and $z \sim \mathcal{CN}(0, \sigma^2 I_L)$. The compressive estimation problem is subsumed in this model (obtained by setting $\Phi = A$, whose elements are chosen i.i.d. from a zero-mean distribution of variance $1/N$ for which concentration results of the form [3] are available), as is the conventional problem of estimating $\theta$ from all $N$ measurements (obtained by setting $\Phi = I_N$, the $N \times N$ identity matrix). Note that, in both these cases, the per-measurement SNR $(1/L) \sum_{k=1}^{L} |y_k|^2 / \sigma^2$ is the same, since the rows of $A$ have unit norm in expectation.

We prove two theorems that connect the fundamental estimation-theoretic bounds to the isometries defined in the previous section. First, we make a connection between the ZZB and the pairwise isometry property. As we observed in the remark under the statement of the ZZB, for the manifold $s(\theta) = \Phi x(\theta)$, the ZZB depends on the matrix $\Phi$ only through the set of pairwise SNRs $\|\Phi x(\theta_1) - \Phi x(\theta_2)\|^2 / \sigma^2 \forall \theta_1, \theta_2 \in \Theta$. When the compressive measurement matrix $A$ satisfies the pairwise isometry property (7), the pairwise SNRs with $\Phi = A$ are approximately $M/N$ times the corresponding values with $\Phi = I_N$. Thus, the ZZB with compressive measurements is approximately equal to the ZZB with all $N$ measurements, but at an SNR that is lower by $M/N$. We prove this in Theorem 1.

While the connections established here between estimation-theoretic bounds and the corresponding isometries apply generally to compressive estimation in AWGN, showing that these isometries indeed hold requires a problem-specific analysis, as we illustrate for sinusoidal mixtures in later sections. As with standard compressed sensing, the goal of such analyses is to characterize the number of measurements required for such isometries to hold with high probability for random measurement matrices.

A. Cramér Rao Bound

Let $F(\Phi, \theta)$ denote the Fisher Information Matrix for the measurement model (20). For this measurement model the expression for FIM is given by (14) with $s(\theta) = \Phi x(\theta)$:

$$F_{m,n}(\Phi, \theta) = \frac{2}{\sigma^2} \Re \left\{ \left( \frac{\partial x(\theta)}{\partial \theta_m} \right)^H \frac{\partial x(\theta)}{\partial \theta_n} \right\}. \quad (21)$$

Theorem 1. Let $A$ be an $M \times N$ measurement matrix which satisfies the tangent plane $c$-isometry property (10) for the signal manifold $x(\theta)$. Then, the Fisher Information Matrix $F(A, \theta)$, with compressive measurements (3) is related to the FIM with all $N$ measurements as follows:

$$F(A, \theta) \leq F \left( \sqrt{\frac{N}{M}}(1 + \epsilon)\mathbb{I}_N, \theta \right) \quad \forall \theta \in \Theta. \quad (22)$$

Proof: Consider the quadratic form $\mathbf{a}^T F(\Phi, \theta) \mathbf{a}$ for any $\mathbf{a} = [a_1 \cdots a_K]^T \in \mathbb{R}^K$. We see that

$$\mathbf{a}^T F(\Phi, \theta) \mathbf{a} = \frac{2}{\sigma^2} \left\| \Phi \sum_m a_m \frac{\partial x(\theta)}{\partial \theta_m} \right\|^2. \quad (23)$$

Since the compressive measurement matrix $A$ satisfies the tangent plane $c$-isometry property (10) for the signal model $x(\theta)$, we have that for all $\theta \in \Theta$ and $\mathbf{a} \in \mathbb{R}^K$,

$$\left\| \sum_m a_m \frac{\partial x(\theta)}{\partial \theta_m} \right\|^2 \leq \frac{M}{N} (1 + \epsilon)^2 \left\| \sum_m a_m \frac{\partial x(\theta)}{\partial \theta_m} \right\|^2. \quad (24)$$

Multiplying both sides by $2/\sigma^2$, we see that the LHS is $\mathbf{a}^T F(A, \theta) \mathbf{a}$, while the RHS corresponds to $\mathbf{a}^T F \left( \sqrt{M/N}(1 + \epsilon)\mathbb{I}_N, \theta \right) \mathbf{a}$. Therefore, we have that $\forall \theta \in \Theta$,

$$\mathbf{a}^T F(A, \theta) \mathbf{a} \leq \mathbf{a}^T F \left( \sqrt{M/N}(1 + \epsilon)\mathbb{I}_N, \theta \right) \mathbf{a}, \quad \forall \mathbf{a} \in \mathbb{R}^K. \quad (25)$$

This establishes the required upper bound on $F(A, \theta)$. The proof for the lower bound is analogous.

B. Bayesian Cramér Rao Bound

Let $B(\Phi)$ denote the Bayesian Information Matrix for the measurement model (20). Let $p(\theta)$ be the prior on $\theta$. For this
measurement model the expression for BIM is given by (15) with \( s(\theta) = \Phi x(\theta) \):

\[
B_{m,n}(\Phi) = \mathbb{E}_{\theta} \{ F_{m,n}(\Phi, \theta) \} + \mathbb{E}_{\theta} \left\{ \frac{\partial \ln p(\theta)}{\partial \theta_m} \frac{\partial \ln p(\theta)}{\partial \theta_n} \right\}.
\]

(26)

**Corollary (of Theorem 1).** Let \( A \) be an \( M \times N \) measurement matrix which satisfies the tangent plane \( \epsilon \)-isometry property \((\text{i})\) for the signal manifold \( x(\theta) \). Then, the Bayesian Information Matrix \( B(A) \) with compressive measurements \((\text{iii})\) is related to the BIM with all \( N \) measurements as follows:

\[
B \left( \sqrt{\frac{M}{N}}(1 - \epsilon)I_N \right) \leq B(A) \leq B \left( \sqrt{\frac{M}{N}}(1 + \epsilon)I_N \right).
\]

(27)

**Proof:** Let \( a \in \mathbb{R}^K \). We see that \( a^T B(A) a \) depends on the measurement matrix \( A \) only through quadratic forms of the FIM i.e., \( a^T F(A, \theta)a \). When the tangent plane isometry condition \((\text{i})\) is satisfied, we have from Theorem 1 that \( a^T F(A, \theta)a \) is bounded by \( a^T F(\sqrt{M/N}(1 \pm \epsilon)I_N, \theta)a \) for all \( a, \theta \). It immediately follows that the quadratic forms of \( B(A) \) are bounded by the corresponding quadratic forms of \( B \left( \sqrt{M/N}(1 \pm \epsilon)I_N \right) \).

**C. Ziv-Zakai Bound**

Let \( Z(\Phi, a) \) denote the ZZB corresponding to the Mean-Squared-Error in estimating \( a^T \theta \) for the measurement model \((\text{ii})\). The expression for \( Z(\Phi, a) \) is given by the right hand side of \((\text{ii})\), with \( d(\theta_1, \theta_2) = ||\Phi x(\theta_1) - \Phi x(\theta_2)|| \) (obtained by setting \( s(\theta) = \Phi x(\theta) \)).

Note that in \((\text{ii})\), \( f(\theta_1, \theta_2) \) is the probability of detection error for the hypothesis testing problem \((\text{iii})\) with \( s(\theta) = \Phi x(\theta) \). We capture the dependence of this probability on the matrix \( \Phi \) by defining \( g(\Phi, \theta_1, \theta_2) = f(\theta_1, \theta_2) \) when \( s(\theta) = \Phi x(\theta) \).

**Theorem 2.** Let \( A \) be an \( M \times N \) measurement matrix which satisfies the pairwise \( \epsilon \)-isometry property \((\text{ii})\) for the signal manifold \( x(\theta) \). Then, the ZZB \( Z(A, a) \), with the compressive measurements in \((\text{iii})\), is related to the ZZB with all \( N \) measurements as

\[
Z \left( \sqrt{\frac{M}{N}}(1 + \epsilon)I_N, a \right) \leq Z(A, a) \leq Z \left( \sqrt{\frac{M}{N}}(1 - \epsilon)I_N, a \right).
\]

(28)

**Proof:** As we observed in the remark at the end of the definition of the ZZB, \( g(\Phi, \theta_1, \theta_2) \) is a non-increasing function of the pairwise SNR \( ||\Phi x(\theta_1) - \Phi x(\theta_2)||^2/\sigma^2 \). When \( A \) satisfies the pairwise \( \epsilon \)-isometry property \((\text{ii})\), we can bound all the pairwise SNRs as follows:

\[
||Ax(\theta_1) - Ax(\theta_2)||^2/\sigma^2 \leq \frac{M}{N}(1 + \epsilon)^2||x(\theta_1) - x(\theta_2)||^2/\sigma^2
\]

\[
\forall \theta_1, \theta_2 \in \Theta.
\]

(29)

Combining these facts, we get \( g(A, \theta_1, \theta_2) \geq g(\sqrt{M/N}(1 + \epsilon)I_N, \theta_1, \theta_2) \), which is the probability of detection error with all \( N \) measurements, but at an SNR penalty of \((M/N)(1+\epsilon)^2\). Substituting these pointwise bounds in the expression for \( Z(A, a) \), we have that \( Z(A, a) \geq Z \left( \sqrt{\frac{M}{N}}(1 + \epsilon)I_N, a \right) \). The other inequality can be proved similarly.

**D. Number of measurements needed**

These theorems show that, when the compressive measurement matrix \( A \) satisfies the pairwise isometry property, the CRB and the ZZB are well approximated by \( a^T F^{-1}(\sqrt{M/N}I_N, \theta)a \) and \( Z(\sqrt{M/N}I_N, a) \) respectively (for any \( a \)). Thus, the estimation performance with the measurement matrix \( \Phi = A \) is roughly the same as that with \( \Phi = \sqrt{M/N}I_N \) (all \( N \) measurements, but with the signal component scaled by \( \sqrt{M/N} \)). Note that observations with \( \Phi = \sqrt{M/N}I_N \) and per-sample noise variance \( \sigma^2 \) are equivalent to observations \( \Phi = I_N \) (conventional measurements) but with an increased per-sample noise variance \( \sigma^2(N/M) \) (easily seen by multiplying the observations with \( \Phi = \sqrt{M/N}I_N \) by \( \sqrt{M/N} \)). Putting these observations together, we get a simple procedure for estimating the number of measurements \( M \) required for successful compressive estimation:

1. For the case when we make all \( N \) measurements, \( y = x(\theta) + \epsilon \) with \( \epsilon \sim \mathcal{CN}(0, \sigma^2I_N) \), compute the ZZB as a function of \( \sigma^2 \). Find the ZZB threshold as described in Section IV (the value of \( \sigma^2 \) below which log ZZB falls off linearly with \( \log \sigma^2 \)). Denote this threshold by \( \sigma_1^2 \).

2. Making \( M \) compressive measurements \( y = Ax(\theta) + \epsilon \) with \( \epsilon \sim \mathcal{CN}(0, \sigma_0^2I_M) \) is roughly equivalent to making the observations \( \tilde{y} = x(\theta) + \tilde{\epsilon} \) with \( \tilde{\epsilon} \sim \mathcal{CN}(0, \sigma_0^2(N/M)I_M) \) when \( A \) satisfies the pairwise isometry property. Thus, the number of measurements needed for successful compressive estimation is given by:

\[
\sigma^2_0 \frac{N}{M} < \sigma_1^2 \quad \text{or} \quad M > N \left( \frac{\sigma_0^2}{\sigma_1^2} \right).
\]

(30)

We reiterate that the above SNR criterion is not the only condition for successful compressive estimation: the number of measurements \( M \) must be large enough for the matrix \( A \) to satisfy the pairwise isometry property, so that we can invoke the SNR penalty arguments.

In the next section, we illustrate these ideas by considering the example of frequency estimation of a single sinusoid. But before that, we comment on the generality of the model we have considered so far.

**Remarks on model generality:** While we describe our results in the context of the measurement model \((\text{iii})\), they extend easily to variants commonly encountered in the compressed sensing literature, two of which we now discuss.

- For applications such as Direction of Arrival (DoA) estimation using large arrays \((\text{iv})\), compressive measurements are acquired sequentially in time and every measurement is corrupted by independent measurement noise. Thus, the measurements satisfy

\[
y_l = w_l^T (x(\theta) + \epsilon_l) = w_l^T x(\theta) + z_l,
\]

(31)

where \( z_l \sim \mathcal{CN}(0, \sigma^2_l I_N) \) and \( z_l = w_l^T \tilde{z}_l \sim \mathcal{CN}(0, \sigma^2_l ||w_l||^2) \). The key point here is that \( \tilde{z}_1, \ldots, \tilde{z}_M \) are i.i.d. and as a result \( z_1, \ldots, z_M \) are independent. Letting \( A \) denote the matrix with rows \( w_l^T \), \( y = [y_1 \cdots y_M]^T \) and \( z = [z_1 \cdots z_M]^T \), we have:

\[
y = Ax(\theta) + z, \quad z \sim \mathcal{CN}(0, \sigma^2_k I_1),
\]

(32)
where \( K_2 \) is a diagonal matrix whose diagonal entries are \( \|w_i\|^2 \), \( l = 1, \ldots, M \).

- For other applications, when we have access to a single noisy version of \( x(\theta) \) and compressive measurements are merely used as a dimensionality reduction tool, we have
  \[
y = A(x(\theta) + \tilde{z}), \quad \tilde{z} \sim \mathcal{CN}(0, \sigma^2 I_N). \tag{33}
\]
The same equation holds for the case when there are errors in modeling the manifold \( x(\theta) \) (given by \( \tilde{z} \)) and we make \( M \) sequential noiseless projections. Letting \( z = A\tilde{z} \) we have
  \[
y = Ax(\theta) + z, \quad z \sim \mathcal{CN}(0, \sigma^2 K_2), \tag{34}
\]
where \( K_2 = AA^H \).

Neither \( K_1 \) and \( K_2 \) are the identity matrix, hence these measurement models do not fit directly into the framework in \( \text{[5]} \). However, we can extend our results easily to these models by considering the whitened observations \( \hat{y}_i = K_i^{-1/2} y, \ i = 1, 2, \) and establishing bounds on the singular values of \( K_i \).

When the elements of \( A \) are chosen from a zero-mean distribution of variance \( 1/N \) (for which concentration results of the form \( \text{[8]} \) are available), the singular values of \( K_i \) concentrate around 1. As a result, an \( \epsilon \)-isometry (tangent plane or pairwise) for \( A \) can be shown to translate to a mildly weaker \( \epsilon_{\text{eff}, i} \)-isometry \( \epsilon_{\text{eff}, i} \geq \epsilon \) for \( A_{\text{eff}, i} = K_i^{-1/2} A \), the effective measurement matrix for the whitened measurements \( \hat{y}_i \). All of our results now apply by simply replacing \( \epsilon \) with \( \epsilon_{\text{eff}, i} \).

This equivalence of the measurement model \( \text{[33]} \) and the general compressive model \( \text{[5]} \) has also been investigated in detail in \( \text{[15]} \). The proof for the conditioning of both \( K_1 \) and \( K_2 \) involves using the concentration result \( \text{[8]} \) for \( \sqrt{N/M} A^H \) (see \( \text{[22]} \) for \( K_2 \)).

The concentration results for the singular values of \( K_2 = AA^H \) (which are the square of the singular values of \( A^H \)) needs \( N \) to be somewhat larger than \( M \). This is not an issue, since this is the regime of interest for compressive estimation. The diagonal matrix \( K_1 \), on the other hand, is well-conditioned for much larger values of \( M \) (potentially larger than \( N \)).

VI. DESIGNING COMPRESSIVE ESTIMATION STRATEGIES

In this section, we illustrate, using the example of frequency and phase estimation for a single sinusoid, how to apply the preceding results to design compressive estimation strategies. We describe an algorithm which attains the CRB given “enough” compressive measurements, and show how to determine how many measurements are enough, based on the threshold behavior of the ZZB. We implicitly assume that we have enough measurements for the appropriate isometries to hold; detailed analytical characterization of the number of measurements required for this purpose is deferred to later sections.

The measurements are given by
\[
y = e^{j\phi} \Phi x(\omega) + z \tag{35}
\]
where \( x(\omega) = [e^{-j\omega(N-1)/2} e^{-j\omega(N-3)/2} \ldots e^{j\omega(N-1)/2}]^T \) is an \( N \)-dimensional sinusoid with frequency \( \omega \), \( \phi \) is its phase, \( \Phi \) is an \( L \times N \) complex valued measurement matrix and \( z \sim \mathcal{CN}(0, \sigma^2 I_L) \). The parameters to be estimated \( \phi \) and \( \omega \) are both distributed uniformly over \( [0, 2\pi] \). Note that there is a slight change in notation from the previous section. Earlier, we denoted the parameter to be estimated by \( \theta = [\omega \phi]^T \) and the signal manifold \( x(\theta) = e^{j\phi} [e^{-j\omega(N-1)/2} e^{-j\omega(N-3)/2} \ldots e^{j\omega(N-1)/2}]^T \).

We now separate the contributions from the phase and frequency and use \( x(\omega) \) to denote a sinusoid with frequency \( \omega \) and zero phase \( (\phi = 0) \).

When we make all \( N \) measurements (setting \( \Phi = I_N \) in \( \text{[35]} \)), the CRB is well known \( \text{[25]} \). The FIM in estimating \( \theta = [\omega \phi]^T \) is
\[
F(I_N, \theta) = \begin{bmatrix} 2/N & 0 \\ 0 & N \end{bmatrix} \forall \theta. \tag{36}
\]
In particular, the CRB on the variance of the frequency estimate (computed as \( a^T F^{-1}(I_N, \theta)a \) with \( a = [1 \ 0] \)) is
\[
\text{CRB}(I_N, \theta) = 6\sigma^2/(N(N^2 - 1)). \tag{37}
\]
Note that the CRB is independent of \( \theta \).

We must be careful in computing the ZZB because the noiseless signal is a periodic function (with period \( 2\pi \)) of both the phase and the frequency. Thus, the errors in estimating these parameters must be appropriately defined (i.e., the difference between 0 and \( 2\pi - \epsilon \) is \( \epsilon \) for small \( \epsilon \)). The ZZB on the “periodic-MSE” of the frequency estimate is given by (using \( \text{[26]} \))
\[
Z(\|I_N, a\|) = \int_0^\pi \max_{\theta \in [0, 2\pi]} Q \left( \frac{\|x(0) - e^{j\phi} x(h)\|}{\sqrt{2} \sigma} \right) \, dh \\
= \int_0^\pi Q \left( \frac{\sqrt{N}}{\sigma} \left( 1 - \frac{\sin(Nh/2)}{N \sin(h/2)} \right) \right) \, dh. \tag{37}
\]
Suppose now that we make \( M \) compressive measurements (setting \( \Phi = A \)), choosing \( M \) large enough so that the measurement matrix \( A \) satisfies the pairwise \( \epsilon \)-isometry property for the \( \{e^{j\phi} x(\omega)\} \) signal model (the number of compressive measurements needed to establish pairwise isometries for this signal model is analytically characterized in Section VII-A). Then, from Section VI we know that the Fisher information with compressive measurements \( F(A, \theta) \) is well-approximated by \( F(\sqrt{M/N} I_N, \theta) \), the Fisher information with all \( N \) measurements at an \( M/N \) SNR penalty. Given that we know \( F(I_N, \theta) \), computing \( F(\sqrt{M/N} I_N, \theta) \) is easy; we simply replace \( \sigma^2 \) in \( \text{[36]} \) by \( \sigma^2/(M/N) \).

When \( A \) satisfies the pairwise isometry property, we can show that the ZZB with periodic-MSE also satisfies Theorem 2 Therefore, the above arguments regarding the increase in the noise level by a factor of \( N/M \) hold true for the ZZB with periodic distortion too. Thus, we get the CRB and the ZZB with compressive measurements to be
\[
\text{CRB}(A, \theta) \approx \text{CRB}(\sqrt{M/N} I_N, \theta) = 6\sigma^2/(M(N^2 - 1)) \forall \theta \tag{38}
\]
\[
Z(A, a) \approx Z(\sqrt{M/N} I_N, a) = \int_0^\pi Q \left( \frac{M}{\sigma^2} \left( 1 - \frac{\sin(Nh/2)}{N \sin(h/2)} \right) \right) \, dh. \tag{39}
\]
ZZB threshold is

We now illustrate how to predict the number of measurements needed for successful compressive estimation based on the threshold behavior of the ZZB. Consider frequency estimation of a $N = 256$ sinusoid from all $N$ measurements ($\Phi = I_N$) at a noise level $\sigma^2$. In Fig. 1 we plot the CRB and the ZZB for this estimation problem as a function of the per-measurement SNR $\Delta = 1/\sigma^2$. For SNRs that are smaller than $-30$ dB, we see from Fig. 1 that the ZZB is insensitive to changes in SNR, unlike the CRB which exhibits a linear falloff for all SNRs. However, when the SNR exceeds $-10$ dB, the ZZB exhibits a linear falloff with SNR.

If we now make $M$ compressive measurements ($\Phi = A$), the results of the previous section tell us that the effective SNR is given by $(1/\sigma^2)(M/N)$. We expect “good” estimation performance when this effective SNR exceeds the ZZB threshold, which translates to the following rule of thumb for the number of compressive measurements required:

$$ M > N\sigma^2 \times \text{ZZB threshold SNR}, \quad (40) $$

Note that the ZZB threshold is computed for the original system with all $N$ measurements ($\Phi = I_N$), independent of the compressive measurement matrix $A$ and the noise level $\sigma^2$. For our specific example of a sinusoid of length $N = 256$, the preceding prescription translates to $M > N\sigma^2/10$, since the ZZB threshold is $-10$ dB.

We now describe an algorithm whose performance closely follows these predictions: the algorithm approaches the CRB (for a given effective SNR) when the effective SNR exceeds the ZZB threshold. This illustrates the efficiency of the algorithm, as well as the accuracy of our design guideline of “sufficient effective SNR.”

**Algorithm:** Suppose that for the purposes of algorithm design, we ignore the fact that the unknown phase rotation $e^{j\phi}$ has unit amplitude and estimate the complex gain $g$ and the frequency $\omega$ according to the model

$$ y = g\Phi x(\omega) + z, \quad z \sim CN(0, \sigma^2 I). \quad (41) $$

The ML estimates of the gain and frequency ($\hat{g}, \hat{\omega}$) are obtained by optimizing the function

$$ S(g, \omega) = \Re \{ y^H g\Phi x(\omega) \} - 0.5|g|^2 \| \Phi x(\omega) \|^2, \quad (42) $$

over $g \in \mathbb{C}$, $\omega \in [0, 2\pi]$ and $\Re\{a\}$ denotes the real part of the complex number $a$. Performing a direct optimization over $g$ and $\omega$ is difficult. Therefore, we resort to a two stage procedure, consisting of a detection phase and a refinement phase, which we describe now.

(i) Detection phase: First, we notice that for any $\omega$, the optimizing $g$ is given by $(\Phi x(\omega))^H y / \| \Phi x(\omega) \|^2$. Substituting this in the cost function $S(g, \omega)$, we see that the ML estimate of the frequency $\hat{\omega}$ should optimize $G(\omega) = \max_{g \in \mathbb{C}} S(g, \omega) = 0.5|y^H \Phi x(\omega)/\| \Phi x(\omega) \|^2$. We obtain a coarse frequency estimate by discretizing the frequencies uniformly into a set $F = \{0, 2\pi/(4N), \ldots, 2\pi(4N-1)/(4N)\}$ of size $4N$ and then choosing $q^* \in F$ that maximizes $G(q), q \in F$. Since the frequency estimation error is substantial (on the order of 1/N), we call this the detection phase. The gain estimate is given by $\hat{g} = (\Phi x(q^*))^H y / \| \Phi x(q^*) \|^2$.

(ii) Refinement phase: In the second stage, we iteratively refine the gain and frequency estimates. Suppose that after the $n$th round of optimization, the gain and frequency estimates are given by $\hat{g}_n$ and $\hat{\omega}_n$ respectively (starting off with the estimates from the detection phase). In the $(n+1)$th round, we refine the frequency estimate by fixing the gain to $\hat{g}_n$ and locally optimizing $S(\hat{g}_n, \omega)$ around $\hat{\omega}_n$ using Newton’s method:

$$ \hat{\omega}_{n+1} = \hat{\omega}_n - \frac{\partial S(\hat{g}_n, \hat{\omega}_n)}{\partial \omega} \bigg| (\hat{g}_n, \hat{\omega}_n) \bigg/ \frac{\partial^2 S(\hat{g}_n, \hat{\omega}_n)}{\partial \omega^2}, \quad (43) $$

where

$$ \frac{\partial S(g, \omega)}{\partial \omega} = \Re \{ (y - g\Phi x(\omega))^H g\Phi (dx(\omega)/d\omega) \}, \quad (44) $$

$$ \frac{\partial^2 S(g, \omega)}{\partial \omega^2} = \Re \{ (y - g\Phi x(\omega))^H g\Phi (d^2x(\omega)/d\omega^2) \} \bigg| - |g|^2 \| \Phi (dx(\omega)/d\omega) \|^2. \quad (45) $$

Next, fixing the frequency estimate to $\hat{\omega}_{n+1}$, we get the updated gain after the $n + 1$th round to be $\hat{g}_{n+1} =
\((\Phi x(\omega_{n+1}))^H y) / \|\Phi x(\omega_{n+1})\|^2\). Our numerical results are based on applying three such rounds of iterative optimization.

**Results:** We simulate the performance of the algorithm with \(M = 10, 25, 40, 60\) and 256 compressive measurements across effective per measurement SNRs \(M/(N\sigma^2)\) ranging from \(-30\)dB to \(1\)dB using \(5 \times 10^4\) trials (for each \(M\), we use the same measurement matrix \(A\) for all SNR values). The elements of \(A\) are picked i.i.d from \(\text{Uniform}\{\pm 1/\sqrt{N}, \pm j/\sqrt{N}\}\). We plot the Root-Mean-Squared-Error (RMSE) of the frequency estimate versus the effective SNR \(M/(N\sigma^2)\) along with the CRB and ZZB in Fig. [\(\text{I}\)]. We define the effective SNR beyond which the RMSE of the estimate exhibits a linear falloff with SNR in the log-log plot (similar to the ZZB at high SNR) as the **RMSE threshold**. From our earlier discussions on the number of measurements needed for successful compressive estimation, we expect the RMSE threshold to exceed the ZZB threshold. From Fig. [\(\text{I}\)] we see that the RMSE thresholds for \(M = 10, 25, 40, 60\) and 256 measurements are \(-2, -6, -7, -7\) and \(-8\)dB respectively. All the RMSE thresholds are larger than the ZZB threshold of \(-10\)dB as expected. We also evaluate the algorithm for the all \(N\) measurements case \((\Phi = \mathbb{I}_N)\) and find that the RMSE threshold in this case is \(-8\)dB.

Differences in the isometry constant \(\epsilon\) explain why the RMSE thresholds are different for different measurement matrices \(A\). With increasing number of measurements \(M\), the isometry constant decreases. This trend is shown in Fig. [\(\text{II}\)] where we plot the bounds on the deviation of the pairwise SNRs from \(M/N\), corresponding to \((1 \pm \epsilon)^2\), for the measurement matrices \(A\) used in our simulations. (Note: These isometry constants correspond to the manifold \(\{ge^{j\phi}x(\omega) : g \in \mathbb{R}^+, \phi, \omega \in [0, 2\pi]\}\) because the algorithm does not use the fact that \(g = 1\)). When we take few compressive measurements, pairwise SNRs can deteriorate significantly (\(\epsilon\) is large) and, as a result, the RMSE threshold increases. The bounds on pairwise SNR variation (in Fig. [\(\text{II}\)]) when we make \(40\) and \(60\) measurements do not differ by much. This illustrates the diminishing improvements in isometry per measurement beyond a point. For the all-\(N\) measurements case \((\Phi = \mathbb{I}_N)\), the isometry constant \(\epsilon = 0\) by definition and therefore the RMSE threshold is close to the ZZB threshold.

When we set \(M = N = 256\), the degradation in pairwise SNRs is smaller than \(2\)dB. However, for this extreme case, the RMSE threshold is merely \(1\)dB smaller than that for \(M = 40\). This indicates that, for our example of frequency estimation for sinusoid of length \(N = 256\), the isometry constant is small enough when we make \(40\) or more compressive measurements.

To summarize, when the number of measurements \(M\) is large enough for the isometry constant \(\epsilon\) to be small, the number of measurements \(M\) necessary obeys the rule of thumb in (40), based on ZZB threshold computations for the original system. For our example \(N = 256\) sinusoid, this translates to the rule of thumb \(M \geq \max\{40, 25.6\sigma^2\}\).

### VII. Isometry Conditions for Frequency Estimation from Compressive Measurements

In the single sinusoid example in the previous section, we assume that there are enough measurements to guarantee the required isometries. In this section, we seek to analytically characterize the number of measurements required to provide such guarantees. We show that, for a mixture of \(K\) sinusoids, the number of measurements required depends on the conditioning of appropriately defined matrices, which in turn depends on the separation between the frequencies in the mixture. We return to the special case of a single sinusoid, for which we can prove stronger results, at the end of this section.

Consider a manifold of signals which are linear combinations of \(K\) complex sinusoids \(\sum_{l=1}^{K} g_l x(\omega_l)\), where \(g_l \in \mathbb{C}\) are complex gains and

\[
x(\omega) = \begin{bmatrix} h_1 e^{-j(N-1)/2} & \cdots & h_N e^{-j(N-1)/2} \end{bmatrix}^T
\]

is a windowed sinusoid, with window weights given by \(\{h_n\}\). The example in the previous section is a special case with \(K = 1\) and an all-ones window. Without loss of generality, we assume that the window weights are normalized so that \(\sum_n |h_n|^2 = 1\). To avoid trivialities, we assume that more than one of the \(h_n\)'s are non-zero.

Suppose that we make \(M\) compressive measurements of the form

\[
y = A \sum_{l=1}^{K} g_l x(\omega_l) + z,
\]

and we wish to estimate the gains \(g = [g_1 \cdots g_K]^T\) and the frequencies \(\omega = [\omega_1 \cdots \omega_K]^T\). Therefore, in the notation of the preceding sections the parameter to be estimated is \(\theta = (g, \omega)\).

#### Tangent Plane Isometry for a Mixture of \(K\) Sinusoids:

Our first goal is to quantify the number of measurements needed to preserve the CRB for a given frequency support \(\omega\) (i.e., for all \(\theta\) that share this frequency support). We show that this is equivalent to guaranteeing \(\epsilon\)-isometry for a set of tangent planes as follows. For any specific value of the unknown parameters – gain magnitudes \(\{|g_l|\}\), phases \(\{g_l/|g_l|\}\) and frequencies \(\{\omega_l\}\) (we split the complex gain in this manner in order to restrict attention to real parameters) – Theorem [\(\text{I}\)] guarantees that the CRB can be preserved (up to \(M/N\) SNR penalty) by ensuring \(\epsilon\)-isometry for the plane tangent to the manifold at this set of parameters. Therefore, to preserve the CRB for the frequency support \(\omega\), we need to guarantee \(\epsilon\)-isometry for tangent-planes for all values that the gain magnitudes \(\{|g_l|\}\) and the phases \(\{g_l/|g_l|\}\) can take. We can show that the union of all such tangent planes is a subset of the span of the matrix \(T(\omega)\) (in \(\mathbb{C}^N\)), defined as

\[
T(\omega) = \left[\begin{array}{cccc} x(\omega_1) & \cdots & x(\omega_K) \end{array}\right]^T \begin{bmatrix} \frac{dx(\omega_1)}{d\omega} & \cdots & \frac{dx(\omega_K)}{d\omega} \end{bmatrix}
\]

where \(\tau = 1/\|dx(\omega)/d\omega\|\) (note that \(\tau\) does not depend on \(\omega\)).

Therefore, if the compressive measurement matrix \(A\) satisfies

\[
\sqrt{\frac{M}{N}}(1-\epsilon) \leq \|AT(\omega)q\|/\|T(\omega)q\| \leq \sqrt{\frac{M}{N}}(1+\epsilon) \forall q \in \mathbb{C}^{2K},
\]

we can preserve the CRB (up to the SNR penalty) for a given frequency support \(\omega\). Furthermore, if the above relationship holds, we say that \(A\) satisfies the tangent plane \(\epsilon\)-isometry property at \(\omega\).

Our first result is to show that the smallest singular value of the matrix \(T(\omega)\), given by \(\delta = \min_{q \in \mathbb{C}^{2K}} \|T(\omega)q\|/\|q\|\),
Theorem 3. Let $A$ be an $M \times N$ measurement matrix whose entries are drawn i.i.d. from Uniform $\{\pm1/\sqrt{N}, \pm j/\sqrt{N}\}$. Let $T(\omega)$ denote the tangent plane matrix of sinusoids with frequencies $\omega = (\omega_1 \ldots \omega_K) \in \mathbb{R}^K$. Let $\Lambda_T(\delta) = \{\omega : \text{smallest singular value of } T(\omega) \geq \delta\}$. Then, for any $\epsilon > 0$, we have

$$1 - \epsilon \leq \sqrt{\frac{N}{M}} \frac{|A^H T(\omega)|q||}{\|T(\omega)q||} \leq 1 + \epsilon, \forall \omega \in \Lambda_T(\delta), q \in \mathbb{C}^K$$

with high probability when $M = O(\epsilon^{-2}K \log(NK \epsilon^{-1} \delta^{-1}))$.

Remarks:

- The theorem states that the minimum number of measurements scales as the inverse of the smallest singular value $\delta$. The singular values of $T(\omega)$ are the square roots of the eigenvalues of $T^H(\omega)T(\omega)$, whose entries can be shown to depend only on the set of frequency differences $\omega_i - \omega_j, 1 \leq i, j \leq K$.
- $\delta$ depends only on the set of frequency differences.
- The smallest singular value $\delta$ tends to zero when any two of the $K$ frequencies (say $\omega_i$ and $\omega_j$) get close, since the columns $x(\omega_i)$ and $x(\omega_j)$ (and hence the columns $dx(\omega_i)/d\omega$ and $dx(\omega_j)/d\omega$) approach each other, and the matrix $T(\omega)$ becomes poorly conditioned. It is a natural question, therefore, to ask whether it is possible to provide a lower bound on $\delta$, and hence an upper bound on the number of measurements required to give tangent plane isometries, by ensuring that the spacing between the constituent frequencies is large enough (larger than say $\Delta \omega$). We leave this as a topic for further investigation, since that characterization of the smallest singular value $\delta$ in terms of the minimum frequency separation $\Delta \omega$ is a feature of the original system with a full set of measurements rather than a problem inherent to compressive estimation. It is interesting to note that prior work on non-compressive frequency estimation, while not directly working with the parameter $\delta$, also requires a minimum frequency separation for successful estimation (e.g., a separation of around four times the DFT spacing of $2\pi/N$) using $N$ measurements.

- When the frequency support $\omega$ is “roughly” known ahead of time (say $\omega \approx \omega_0$), such as in tracking scenarios encountered in radar (where frequencies correspond to directions of arrival), $A$ need only preserve the norms of vectors in the span of $T(\omega)$ for $\omega = \omega_0$ (not all $\omega \in \Lambda_T(\delta)$). Typically, the number of sinusoids $K$ in the mixture is small. So, one can do better than the $M/N$ SNR penalty that would be incurred if a compressive measurement matrix is used: In such a scenario, it may even be possible to preserve the CRB with no SNR degradation whatsoever. The equivalent problem of direction-of-arrival estimation is studied in [28]. The precise conditions on $A$ so that the CRB is preserved with no SNR penalty are stated in [28]. This, however, requires knowing the very frequencies that we wish to estimate. Of course, this is not applicable to the one-shot estimation problem considered here, where we wish to preserve the CRB (up to the SNR penalty $M/N$) with a few measurements $M$, irrespective of what the particular realization of $\omega$ is.

Pairwise isometry for a mixture of $K$ sinusoids: Consider now the problem of quantifying the number of measurements needed to guarantee pairwise $\epsilon$-isometry for a mixture of $K$ sinusoids. We denote the matrix containing the sinusoids $[x(\omega_1), x(\omega_2) \ldots x(\omega_K)]$ by $X(\omega)$. From the definition of pairwise isometry in Section III, compressive measurements must preserve the ML cost structure, thereby implying that

$$\|AX(\omega)g - AX(\omega')g'\| \approx \sqrt{M/N}X(\omega)g - X(\omega')g'\|,$$

for pairs of $(g, \omega)$ and $(g', \omega')$ of interest. We are typically interested in all values of the gains $g, g'$ but may restrict the set of frequencies $\omega$ and $\omega'$ to each come from a set $\Theta$ (for example, the set of $K$ frequencies that are separated pairwise by at least $\Delta \omega$).

To simplify the problem, we only consider $\omega$ and $\omega'$ that are “well-separated” (we comment on why this helps later). For example, we may restrict $\omega'$ to $\Theta'(\omega) = \Theta(B(\omega, \mu))$, where $B(\omega, \mu)$ is a small ball of frequencies around $\omega$. (A possible definition for the ball $B(\omega, \mu)$ can be $B(\omega, \mu) = \{\omega' : \min_{1 \leq i, j \leq K} |\omega'_i - \omega_j| \leq \mu\}$.) Suppose that we make enough measurements to guarantee pairwise $\epsilon$-isometry for all $\omega \in \Theta$ and $\omega' \in \Theta'(\omega)$, no matter what value $\omega$ takes. This implies that for any set of frequencies $\omega \in \Theta$, we have preserved the cost-structure of the estimation problem at hypothesis frequencies $\omega'$ that are “far-away” ($\omega'$ outside $B(\omega, \mu)$). Roughly, a good estimation algorithm should not incur frequency errors larger than $\mu$ at high SNRs.

We introduce some notation for the following discussion. Let $\tilde{\omega} = [\omega | \omega']$, $\tilde{g} = [g - g']$ denote vectors of length $2K$ concatenating the gains and frequencies. Also let $\tilde{X}(\tilde{\omega}) = [X(\omega) \ X(\omega')]$ denote the $N \times 2K$ matrix containing all the sinusoids. Note that $\tilde{g}$ can take any value in $\mathbb{C}^{2K}$ but $\tilde{X}$ has a special structure: its first $K$ entries $\omega$ must belong to $\Theta$ and its last $K$ entries come from a set $\Theta'(\omega)$ that depend on the first $K$ values. As shorthand, we say that $\tilde{\omega} \in \tilde{\Theta} = \{[\omega | \omega'] : \omega \in \Theta, \omega' \in \Theta'(\omega)\}$. With this notation, the above pairwise isometry condition for a mixture of $K$ sinusoids, which we desire can be written as

$$\sqrt{\frac{M}{N}(1-\epsilon)} \leq \frac{\|AX(\omega)\tilde{g}\|}{\|X(\tilde{\omega})\tilde{g}\|} \leq \sqrt{\frac{M}{N}(1+\epsilon)} \forall \tilde{g} \in \mathbb{C}^{2K},$$

for a particular $\tilde{\omega} \in \tilde{\Theta}$. If the matrix $A$ satisfies this relationship, we say that $A$ guarantees $\epsilon$-isometry (just isometry, not pairwise) for the frequency support $\tilde{\omega}$ ($2K$ sinusoids).

Our goal is to quantify the number of measurements necessary for (52) to hold for all $\tilde{\omega} \in \tilde{\Theta}$. While solving this problem in its entirety is difficult, we can break it down into two subproblems, the first of which we tackle. We explain the solution to this subproblem and then comment on the other. In analogy with our previous discussion of tangent plane isometry, let $\Lambda_{p}(\delta)$ denote the set of all frequencies $\omega$ (chosen anywhere in $\mathbb{R}^{2K}$, not just $\Theta$) such that the smallest singular value of $X(\omega)$ is at least as large as $\delta$. Suppose that we want $A$ to guarantee $\epsilon$-isometry for all $\omega \in \Lambda_{p}(\delta)$ (as in (52) except that the set from which $\tilde{\omega}$ is chosen has changed). We show that $M = O(\epsilon^{-2}(2K)\log(N(2K)\epsilon^{-1} \delta^{-1}))$ measurements suffice to provide such a guarantee with high probability.
Theorem 4. Suppose that A is an \( M \times N \) measurement matrix whose entries are drawn i.i.d. from Uniform \( \{\pm 1/\sqrt{N}, \pm j/\sqrt{N}\} \). Let \( X(\omega) = [x(\omega_1) \ x(\omega_2) \ldots \ x(\omega_K)] \) denote an \( N \times K \) matrix of sinusoids \(^{42}\) with \( \omega = (\omega_1 \ldots \omega_K) \in \mathbb{R}^K \). Let \( \Lambda_p(\delta) = \{\omega: \text{smallest singular value of } X(\omega) \text{ is greater than or equal to } \delta\} \). For any \( \epsilon > 0 \) and \( \delta > 0 \), we have

\[
1 - \epsilon \leq \frac{\sqrt{N}}{M} \left\| A X(\omega) g \right\| \leq 1 + \epsilon, \forall \omega \in \Lambda_p(\delta), g \in \mathbb{C}^K, \quad (53)
\]

with high probability when \( M = O\left(\epsilon^{-2} K \log\left(N K \epsilon^{-1} \delta^{-1}\right)\right) \).

Remarks:

- Returning to the problem posed in (52), suppose that the smallest singular value of \( X(\omega) \), further minimized over all values of \( \omega \in \Theta \) is \( \sigma_{\text{min}} > 0 \). Then, \( \Theta \) is contained in \( \Lambda_p(\sigma_{\text{min}}) \) and using Theorem 4, \( M = O\left(\epsilon^{-2} K \log\left(N K \epsilon^{-1} \sigma_{\text{min}}^{-1}\right)\right) \) measurements suffice to guarantee the required \( \epsilon \)-isometry.

- While the singular values of \( X(\omega) \) depend only on frequency differences, we leave the question of quantifying \( \sigma_{\text{min}} \) (e.g., in terms of the minimum pairwise separation \( \Delta \omega \) of frequencies for \( \omega \in \Theta \)) and \( \mu \) (the radius of the ball around each \( \omega \in \Theta \) as an open problem. The problem of lower bounding the singular values of the Fourier matrix \( X(\omega) \), when choosing \( \{h_n\} \) in (46) as the all-ones sequence) as a function of minimum frequency separation has been investigated in [29] (using Gershgorin-type bounds). Similar ideas may be useful in our present context as well, but again, these are fundamental and difficult questions regarding the original frequency estimation problem (with a full set of measurements) that are beyond our scope here. We are, however, able to provide an explicit characterization for the special case of a single sinusoid in Appendix D.

- The previous remark also explains why we choose to restrict \( \omega \) to \( \Theta(\omega) = \Theta \backslash B(\omega, \mu) \). The singular value of \( X(\omega) \) when \( \omega, \omega' \in \Theta \) can be made arbitrarily small by allowing \( \omega' \rightarrow \omega \). Thus, in this case, we cannot directly use Theorem 4 to quantify the number of measurements required. However, this does not necessarily mean that an isometry cannot be provided for closely spaced sinusoids. Indeed, we show in Appendix D that, for \( K = 1 \), it is possible to provide an isometry no matter how close \( \omega \) and \( \omega' \) get.

Proof of Theorems 3 and 4: We give a proof of Theorem 4 along the lines of the proof in [6], where the authors extend the JL lemma (which gives the number of compressive measurements needed to preserve the geometry of a discrete point cloud) to a manifold by sampling the manifold and exploiting its continuity. Details of the proof can be found in Appendix B. A similar proof can be given for Theorem 3 which we briefly sketch in Appendix A.

A. Pairwise isometry for frequency estimation of a single sinusoid

In the preceding discussions, we quantify the number of measurements needed to give pairwise isometries for a mixture of \( K \) sinusoids in two distinct regimes: when the frequencies \((\omega, \omega')\) are “far apart” and in the limit of \( \omega' \rightarrow \omega \) (tangent plane isometries). We now consider a single sinusoid \((K = 1)\) and provide pairwise isometries for all frequency pairs. In order to do this, we consider two regimes of frequency pairs \((\omega_1, \omega_2)\): closely spaced and well-separated. For the set of well-separated frequencies, say \( \{(\omega_1, \omega_2) : |\omega_1 - \omega_2| > \psi\} \), we obtain a bound on the smallest singular value of \( X(\omega) = [x(\omega_1) \ x(\omega_2)] \) and use it in Theorem 4 to immediately infer the number of measurements needed to guarantee pairwise \( \epsilon \)-isometry for sinusoids from this set. The challenge then is in providing a similar result for sinusoids whose frequencies are separated by less than \( \psi \). We solve this problem in two stages: first, we use Theorem 3 to infer the number of measurements needed to guarantee tangent plane \( \epsilon \)-isometries for all frequencies (loosely, pairwise isometries for \( \omega_1 \rightarrow \omega_2 \)). We then use the continuity of the sinusoidal manifold to extend these tangent plane \( \epsilon \)-isometries to a pairwise \( 2\epsilon \)-isometry for closely-spaced frequencies \( \{(\omega_1, \omega_2) : |\omega_1 - \omega_2| < \psi\} \).

Theorem 5. Suppose that A is an \( M \times N \) measurement matrix whose entries are drawn i.i.d. from Uniform \( \{\pm 1/\sqrt{N}, \pm j/\sqrt{N}\} \). Let \( x(\omega) \) denote a sinusoid \(^{40}\) of frequency \( \omega \) with weights \( \{h_n\} \) such that \( \sum |h_n|^2 = 1 \). Let \( H(\omega) = \sum_{n=1}^{N} |h_n|^2 e^{-j(\omega - (n - (N+1)/2))} \) be such that (i) the maxima of \( |H(\omega)|^2 \) that occur at frequencies other than \( \omega = 0 \) (side-lobes) are smaller than some constant \( D < 1 \) (independent of \( N \)) and (ii) \( |H(\omega)|^2 \) is non-increasing in \((0, \pi/(2N))\). Then, for any \( \epsilon > 0 \),

\[
1 - \epsilon \leq \frac{\sqrt{N}}{M} \left\| g_1 A x(\omega_1) - g_2 A x(\omega_2) \right\| \leq 1 + \epsilon, \forall g_1, g_2, \omega_1, \omega_2 \quad (54)
\]

with high probability when \( M = O\left(\epsilon^{-2} \log(N^e (1 - \tau \chi)^{-1} \chi^{-1} \alpha^{-1})\right) \) where \( \tau = 1/\|dx(\omega)/d\omega\| \alpha = |dH(0)/d\omega| \chi = \frac{|dH(0)/d\omega|}{d\omega} \) are parameters of the windowing sequence \( \{h_n\} \).

We give the proof of Theorem 5 in Appendix D. The condition that (i) \( |H(\omega)|^2 \) is monotonic in \((0, \pi/(2N))\) and (ii) all side-lobes peaks of \( |H(\omega)|^2 \) are smaller than an absolute constant \( D < 1 \) (the main-lobe peak \( |H(0)|^2 = 1 \) since \( \sum |h_n|^2 = 1 \) are mild. These conditions are satisfied by windowing sequences \( \{h_n\} \) commonly used for spectral estimation, such as the all-ones, Hamming, Hanning, Triangular and Blackman sequences.

Remark: We state and prove Theorems 3 and 4 for compressive measurements with projection weights (elements of the matrix A) taken from \( X \sim \text{Uniform}[\pm 1/\sqrt{N}, \pm j/\sqrt{N}] \). In addition to the concentration results on \( \|A v\|^2 \) of the form (3) which we need to preserve the geometry of a discrete point cloud, we use the fact that the Frobenius norm \( \|A\|_{F} = \sqrt{M} \) w.p. 1 for this choice of distribution X. When the elements of A are drawn from other distributions such as the gaussian distribution for which these concentration results on \( \|A v\|^2 \) are also available [22], \( \|A\|_{F}^{2} \), which is the sum of the square of all elements of A, can be shown to fall within \((M(1 + \delta)) \) w.h.p. Therefore, the conclusions of Theorems 3 and 4 also apply when the elements of A are drawn from these distributions.
For parameter estimation in AWGN, we have identified isometry conditions under which the only effect of making compressive measurements is an SNR penalty equal to the dimensionality reduction factor. We prove this by establishing a connection between the isometry conditions and the CRB/ZZB. For a mixture of $K$ sinusoids of length $N$, we show that $O(K \log N K \delta^{-1})$ measurements suffice to provide such isometries, where $\delta$ is the smallest singular value of appropriate matrices (stronger results are obtained for $K = 1$).

Based on the connection between the ZZB and CRB, we also observe that, in order to avoid large estimation errors, the compressive measurements must not only preserve the geometry, but the SNR after the dimension reduction penalty must also be above a threshold. We illustrate this by showing that, for frequency estimation for a single sinusoid, the convergence of the ZZB to the CRB can be used to tightly predict the number of measurements needed to avoid error floors.

We open the issue of establishing the relationship between the smallest singular value $\delta$ and the minimum spacing between sinusoids, and whether the stronger isometry results established for a single sinusoid can be extended to $K > 1$. Another interesting topic for future work is the development of an analytical understanding of multi-dimensional sinusoid estimation, motivated by practical applications such as large 2D arrays for mm-wave communication and imaging. Finally, investigation of compressive parameter estimation in non-Gaussian settings is an interesting problem with few known results.

**APPENDIX A**

(EXTENDED) ZIV-ZAKAI BOUND REVIEW

Consider the problem of estimating a parameter $\theta$ from measurements

$$ y = s(\theta) + z, \quad \theta \in \Theta, z \sim CN(0, \sigma^2 I). \quad (55) $$

For an estimator $\hat{\theta}(y)$, let $e = \hat{\theta}(y) - \theta$ denote the estimation error. The ZZB lower bounds the error $\mathbb{E}[a^T e]^2$ for any $a \in \mathbb{R}^K$ by relating it to the probabilities of error in a sequence of detection problems. We begin by describing one of the detection problems.

Consider a simplified version of the preceding model, in which the parameter $\theta$ takes only two values $\phi$ and $\phi + \delta$, occurring with probabilities $p(\phi)/(p(\phi) + p(\phi + \delta))$ and $p(\phi + \delta)/(p(\phi) + p(\phi + \delta))$, respectively. There are two possible ways to estimate $\theta$:

- **Optimal detection-theoretic approach:** Compute the Bayesian posterior probabilities $p(\phi|y)$ and $p(\phi + \delta|y)$. Choose $\phi$ if $p(\phi|y) > p(\phi + \delta|y)$ and $\phi + \delta$ otherwise. Denote the probability of error with this approach by $f(\phi, \phi + \delta)$.

- **Heuristic approach using the estimate $\hat{\theta}(y)$:** Form the estimate $\hat{\theta}(y)$; this could take any value in $\Theta$, and is not restricted to $\{\phi, \phi + \delta\}$. Classify based on the following rule: if $a^T \hat{\theta}(y) < a^T \phi + (h/2)$, where $h = a^T \delta$, choose $\phi$ to have occurred; else, choose $\phi + \delta$. Denote the probability of error with this scheme by $P_{sub}(\phi, \phi + \delta)$.

Since the Bayesian detection rule is optimal, we have $f(\phi, \phi + \delta) \leq P_{sub}(\phi, \phi + \delta)$.

In order to use this observation to bound $\mathbb{E}[a^T e]^2$, we begin with the identity

$$ \mathbb{E}[a^T e]^2 = \frac{1}{2} \int_0^\infty \text{Pr}(|a^T e| \geq h/2) \, dh, \quad (56) $$

and relate $\text{Pr}(|a^T e| \geq h/2)$ to the probability of error with the heuristic rule $P_{sub}(\phi, \phi + \delta)$ as follows:

$$ \text{Pr}(|a^T e| \geq h/2) = \int_{\mathbb{R}^K} (p(\phi) + p(\phi + \delta)) \, d\phi, \quad (57) $$

where $\delta$ is any vector satisfying $a^T \delta = h$. We now use the lower bound $P_{sub}(\phi, \phi + \delta) \geq f(\phi, \phi + \delta)$ in (57) and substituting back in (56), we get the basic version of the ZZB.

We can further tighten the bound in two ways: (a) by choosing $\delta$ appropriately and (b) by exploiting the fact that $\text{Pr}(|a^T e| \geq h/2)$ is non-increasing using the valley filling operation $\text{Val}()$, defined as $\text{Val}(v(h)) = \max_{x \geq g(h)} v(x)$ (refer [24] for details). This gives us the ZZB in (16).

**APPENDIX B**

**PROOF OF THEOREM 4**

Let $\omega = [\omega_1 \cdots \omega_K]^T$, $\mathbf{g} = [g_1 \cdots g_K]^T$ and $\mathbf{X}(\omega) = [x(\omega_1) \cdots x(\omega_K)]$. We note that an $\epsilon$-isometry for all vectors of the form $\mathbf{X}(\omega) \mathbf{g}$ such that $\|\mathbf{X}(\omega) \mathbf{g}\| > \delta$ and $|\mathbf{g}| = 1$ is equivalent to (55). We discretize the frequencies $[0, 2\pi]$ uniformly into $R$ points ($R$ is specified later) and obtain the set $F$. We first prove a $2\epsilon_0$ isometry for all vectors in the span of $\mathbf{X}(\omega)$ for all frequency tuples $\mathbf{q} \in F^K$ (i.e., $\mathbf{q} = [q_1 \cdots q_K]^T$ with $q_i \in F$). We then extend this to a $3.5\epsilon_0$ isometry for vectors $\mathbf{X}(\omega) \mathbf{g}$ such that $\|\mathbf{X}(\omega) \mathbf{g}\| > \delta$ and $|\mathbf{g}| = 1$ by: (a) approximating them to nearby points in the span of $\mathbf{X}(\omega)$, (b) choosing $R = O(N^{1.5} K^{0.5} \delta^{-1} \epsilon_0^{-1})$ so that the approximation is good.

**Sampling:** For any tuple of sampled frequencies $\mathbf{q} \in F^K$, if $\mathbf{A}$ preserves the norm of $\{6\epsilon_0^{-1}\}^{2K}$ well-chosen samples in the span of $\mathbf{X}(\mathbf{q})$ up to $2\epsilon_0$ ([4], since we are concerned only with $\epsilon_0$ distances from sampled points, we map the unit ball in $C^K$ to the unit ball in $\mathbb{R}^{2K}$ using the map $f(z) = |\mathbb{R}\{z^T\} \times \{z^T\}|^T$ and use corresponding covering arguments in [4]. The other argument used in [4], which is closure w.r.t. to addition is satisfied in $C^K$ as well). Since there are $R^K$ sampled frequency tuples $\mathbf{q} \in F^K$, by demanding that $\mathbf{A}$ preserves the norm of $R^K (6\epsilon_0^{-1})^{2K}$ samples, we can provide a $2\epsilon_0$ isometry for the span of $\mathbf{X}(\mathbf{q}) \forall \mathbf{q} \in F^K$.

**Isometry for mixtures of arbitrary frequencies:** We now extend this to an $3.5\epsilon_0$ isometry result for vectors of the form $\mathbf{X}(\omega) \mathbf{g}$ such that $\|\mathbf{X}(\omega) \mathbf{g}\| > \delta$ and $|\mathbf{g}| = 1$ by choosing $R$ appropriately.

Let $\mathbf{q}$ be a tuple in $F^K$ that is close to $\omega$ satisfying $\max_i |q_i - \omega_i| \leq \pi/R$. We let $\mathbf{e}_i = x(\omega_i) - x(q_i)$ and bound the absolute value of each term of $\mathbf{e}_i$ using the mean value theorem to get $\|\mathbf{e}_i\| \leq \pi N/\sqrt{2R}$. We use this to calculate a bound on the difference between a vector $\mathbf{X}(\omega) \mathbf{g}$ and its
approximated version $X(q)g$. Using the definition of $e_i$, we obtain

$$X(\omega)g = X(q)g + \sum_{i=1}^{i=K} g_ie_i.$$  

(58)

Using the triangle inequality and the fact that $\sum_{i}|g_i| \leq \sqrt{2K}$ (since $\|g\| = 1$), we have

$$\frac{\|X(q)g\|}{\|X(\omega)g\|} < 1 + \frac{\pi\sqrt{2KNR^{-1}}}{\|X(q)g\|}$$  

(59)

where $x < y \iff x \leq y$. Next, we bound the difference between the vectors $AX(q)g$ and $AX(\omega)g$. We see that $\|A\| = \sqrt{M}$ and, therefore, have $\|AE_k\| \leq \sqrt{M}\|e_k\|$. Furthermore, since $A$ preserves the norms of all vectors of the form $X(q)g$, where $q \in F^K$, up to an isometry constant $2\epsilon_0$ (and scale factor of $\sqrt{M/N}$), we get

$$\frac{\sqrt{N/\|AX(\omega)\|}}{\|X(q)g\|} < 1 \pm \left(2\epsilon_0 + \frac{\pi\sqrt{2KNR^{-1}}}{\|X(q)g\|}\right).$$  

(60)

Before we proceed to give the isometry result, we need to characterize how small $\|X(q)g\|$ can be in $\omega$. Since $\|X(\omega)\| > \delta$, from (59), we have the following:

$$\frac{\|X(q)g\|}{\|X(\omega)g\|} < 1 + \frac{\pi\sqrt{2KNR^{-1}}}{\|X(q)g\|}$$  

(61)

Choosing $R = (4\pi)N\sqrt{2KN\epsilon_0 \delta^{-1}}$, we have that

$$\frac{\|X(q)g\|}{\|X(\omega)g\|} < 1 + 0.25\epsilon_0.$$  

(62)

For this choice of $R$, from (60), we see that

$$\frac{\sqrt{N/\|AX(\omega)\|}}{\|X(q)g\|} < 1 \pm \left(2\epsilon_0 + \frac{0.25\epsilon_0\delta}{\|X(q)g\|}\right).$$  

(63)

Using the lower bound from (62), $\|X(q)g\| \geq (1 - 0.25\epsilon_0)\|X(\omega)g\| \geq \delta(1 - 0.25\epsilon_0)$,

$$\frac{\sqrt{N/\|AX(\omega)\|}}{\|X(q)g\|} < 1 \pm 2.5\epsilon_0.$$  

(64)

Substituting the bounds for $\|X(q)g\|$ in terms of $\|X(\omega)g\|$ from (62), we have that

$$\frac{\sqrt{N/\|AX(\omega)\|}}{\|X(q)g\|} < 1 \pm 3.5\epsilon_0.$$  

(65)

**Number of measurements:** It only remains to specify the number of measurements $M$ required to preserve the norms of the $R^K \left(6\epsilon^{-1}\right)^{-2K}$ samples up to $\epsilon_0$. Using the value for $R$ just obtained, and setting $\epsilon = 3.5\epsilon_0$, we see that we must preserve the norms of $(18 \times 7^3 \pi N^{1.5} K^{0.5} \epsilon^{-3}\delta^{-1} - 1)K$ vectors (samples) up to $2\epsilon/7$ w.h.p. We relate the probability of preserving these norms to the number of measurements $M$ via the concentration results for Uniform $\left[\pm 1/\sqrt{N}, \pm j/\sqrt{N}\right]$ (setting $\delta$ in [3] and [7] to $32\epsilon/49$ – here we have used the fact that when $\epsilon < 1$, max$(1 + 2\epsilon/7)^2 - 1, 1 - (1 - 2\epsilon/7)^2) < 32\epsilon/49$). We employ the union bound and [3] to compute the probability that the norm of at least one sample is not preserved. This probability becomes vanishingly small for $M = O \left(\epsilon^{-2K} \log \left(NK\epsilon^{-1}\delta^{-1}\right)\right)$ measurements, which concludes the proof.

**APPENDIX C**

**Proof of Theorem 3**

For the matrix $T(\omega)$, $K$ of the columns are of the form $\tau dx(\omega)/d\omega$, while the remaining $K$ are of the form $x(\omega)$. When $\tau dx(q)/d\omega$ is approximated by $\tau dx(q)/d\omega$, where $q$ is the frequency on an uniformly spaced frequency grid with $R$ points that is the closest to $\omega$, the norm of the approximation error is upper bounded by $\pi N/(\sqrt{2R})$. The upper bound on the norm of the error in approximating $x(\omega)$ by $x(q)$ used in theorem 3 is also $\pi N/(\sqrt{2R})$. Therefore, by following the proof of theorem 2 with $K$ set to $2K$ (because number of columns of $X(\omega)$ is only $K$), we obtain the proof for theorem 3.

**APPENDIX D**

**Proof of Theorem 5**

We present the results for closely spaced frequencies first (tangent plane isometries), and then move to the well-separated setting.

**Tangent plane isometry:** For a single sinusoid, the tangent plane matrix at $\omega$ is given by $T(\omega) = [x(\omega), \tau dx(\omega)/d\omega]$ where $\tau = 1/(dx(\omega)/d\omega)$. The smallest singular value of $T(\omega)$, denoted by $\sigma_{\text{tangent}}$, satisfies

$$\sigma_{\text{tangent}}^2 = 1 - \tau |(x(\omega), dx(\omega)/d\omega)|$$  

(66)

$$= 1 - \tau \sum_{n=1}^{N} |h_n|^2 j\omega (n - (N + 1/2))$$  

(67)

where the second equality is obtained from the definition of the sinusoid $h_n$ by noting that the $n$th entry of $x(\omega)$ is $h_n e^{j\omega(n-(N+1)/2)}$. From the definition of $H(\omega)$, we see that,

$$\sigma_{\text{tangent}}^2 = 1 - \tau |dH(0)/d\omega|,$$  

(68)

and therefore $\sigma_{\text{tangent}} = \sqrt{1 - \tau \chi}$ where $\chi = |dH(0)/d\omega|$. By Jensen’s inequality, we see that $\chi^2 < 1/\tau^2$ when the weight sequence $\{h_n\}$ has more than one non-zero tap. Thus, $\tau \chi < 1$ and therefore $\sigma_{\text{tangent}}$ is strictly positive. Setting $\delta = \sqrt{1 - \tau \chi}$ in Theorem 3 we can provide tangent plane $\epsilon$-isometries for a single sinusoid with $M = O \left(e^{-2\log \left(N\epsilon^{-1}(1-\tau\chi)\right)}\right)$ measurements.

**Extending tangent plane isometry to pairwise isometry for frequencies separated by at least $1/N^{1.5}$:** We now extend $\epsilon$-isometry of the tangent planes to a pairwise $2\epsilon$-isometry for any two frequencies $\omega_1, \omega_2$ whose separation $\Delta = \omega_2 - \omega_1$ is “small” (we quantify how small later) by exploiting continuity. Let $q = (\omega_1 + \omega_2)/2$ be the average of the two frequencies. For small values of $\|\Delta\|$, a first-order Taylor series expansion for $x(\omega_1)$ and $x(\omega_2)$ around $x(q)$ will have small errors. Such an expansion gives us

$$x(\omega_1) = x(q) - (\Delta/2)(dx(q)/d\omega) + e_1,$$  

(69)

$$x(\omega_2) = x(q) + (\Delta/2)(dx(q)/d\omega) + e_2,$$  

(70)

where $e_1, e_2$ are the approximation errors. Consider a linear combination $X(q)g$ where $X(\omega) = [x(\omega_1) x(\omega_2)]$ and $g = [g_1 g_2]$. This can be written as

$$X(\omega)g = v + e$$  

(71)
where $e = g_1 e_1 + g_2 e_2$ and
\[ v = (g_1 + g_2) x(q) + (\Delta/2) (g_2 - g_1) (dx(q)/d\omega), \] (72)
lies in the span of $T(q) = [x(q) \tau(dx(q)/d\omega)]$, the tangent plane at $q = q$.

Since $A$ guarantees $\epsilon$-isometries for tangent planes at all frequencies, for any vector $T(q)h$ in the tangent plane at $q$, the quantity $\|AT(q)h\|$ is bounded within $(1 + \epsilon) \sqrt{M/N} \|T(q)h\|$. Expanding out $\|AX(\omega)g\|/\|X(\omega)g\|$ in terms of $v$ and $e$ and applying the tangent plane isometry condition to $\|Av\|/\|v\|$, we can show that
\[ \frac{N}{M} \frac{\|AX(\omega)g\|}{\|X(\omega)g\|} < 1 \pm \left( \epsilon + \frac{5\sqrt{\epsilon}}{4\sqrt{1 - \tau^2}} \right). \] (73)

where $x < y \pm z$ denotes $y - z \leq x \leq y + z$. Next, we get bounds on $\|e\|$ and $\|v\|$ as follows. First, we use the mean value theorem to show that the error is bounded as $\|e\| \leq N^2 \Delta^2 / (4\sqrt{2})$. Next, since $v$ lies in the span of $T(q)$, we can use the bound on the minimum singular value of $T(q)$ to get $\|v\| \geq \sqrt{(1 - \tau)\Delta^2} / \sqrt{2\tau}$. The details are given in Appendix B. Substituting these bounds in the above equation, we obtain
\[ \frac{N}{M} \frac{\|AX(\omega)g\|}{\|X(\omega)g\|} < 1 \pm \left( \epsilon + \frac{5\tau\Delta^2}{4\sqrt{1 - \tau^2}} \right). \] (74)

We note that $\tau = 1/\|dx(q)/d\omega\|$ scales as $1/N$. Therefore, defining a scale-invariant constant $\alpha = 1/(N\tau)$, we see that, as long as the frequency separation $\Delta^2 \leq (4\alpha\epsilon / \sqrt{(1 - \tau^2)}) / 5 / N^{1.5}$, we can get a $2\epsilon$ isometry
\[ \frac{N}{M} \frac{\|AX(\omega)g\|}{\|X(\omega)g\|} < 1 \pm 2\epsilon. \] (75)

Thus, if $A$ provides an $\epsilon/2$ tangent plane isometry for all frequencies (which can be achieved with $M = O(\epsilon^2 \log(\epsilon N / (1 - \tau^2)^{-1}))$ measurements), we can extend it to a pairwise $\epsilon$-isometry for the set of frequencies $\omega_1, \omega_2$ whose separation $|\omega_1 - \omega_2| \leq 4\alpha(\epsilon/2) \sqrt{(1 - \tau^2)} / 5 / N^{1.5}$.

Pairwise isometry for frequencies separated by more than $1/N^{1.5}$: We now use Theorem D to quantify the number of measurements necessary to guarantee pairwise $\epsilon$-isometry for two frequencies that are separated by more than $\mu N^{1.5}$, where $\mu = 4\alpha(\epsilon/2) / \sqrt{(1 - \tau^2)} / 5$.

First, we obtain a bound on the smallest singular value of $X(\omega_1, \omega_2) = [x(\omega_1) x(\omega_2)]$. Denoting the smallest singular value by $\sigma_{signal}^2$, we can show that it satisfies
\[ \sigma_{signal}^2 = 1 - \|x(\omega_1), x(\omega_2)\| \] (66)

Furthermore, we can show that $\|x(\omega_1), x(\omega_2)\| = |H(\omega) - \omega_2)|$, where $H(\omega) = \sum_{n=1}^{\infty} |h_n|^2 e^{j(n-N+1)/2}$. Thus, we have $\sigma_{signal}^2 = 1 - |H(\omega_1) - \omega_2)|$.

Suppose now that $|\omega_1 - \omega_2| > \mu N^{1.5}$. For large values of $N$, the smallest singular value of $X(\omega_1, \omega_2)$ is bounded as
\[ \sigma_{signal} > \sqrt{\frac{0.4\zeta\mu^2}{4N}}, \quad \text{where} \quad \zeta = -\frac{N^2}{2!} \frac{d^2|H(\omega)|^2}{d\omega^2} \bigg|_{\omega=\omega_0} \] (77)

The details are given in Appendix D.

We now apply Theorem D with $\delta = \sqrt{0.4\zeta\mu^2/N}$. The set of all frequencies $\omega_1 - \omega_2 > \mu N^{1.5}$ is contained in $\Delta_\xi(\sqrt{0.4\zeta\mu^2/N})$ and thus, we can guarantee pairwise $\epsilon$-isometry for this set with $M = O(\epsilon^2 \log(\epsilon N / (1 - \tau^2)^{-1}) \zeta^{-1} \alpha^{-1})$ measurements.

Combining the isometries in the regimes $|\omega_1 - \omega_2| \leq \mu N^{1.5}$ and $|\omega_1 - \omega_2| > \mu N^{1.5}$ completes the proof of Theorem 5.

**APPENDIX E**

**EXTENDING TANGENT PLANE ISOMETRY**

We first derive a bound on $\|e\|$. Applying the triangle inequality to e, we obtain $\|e\| \leq |g_1| |e_1| + |g_2| |e_2|$. Since the quantity we wish to bound $\|AX(\omega)g\|/\|X(\omega)g\|$ does not depend on $\|g\|$, we can, without loss of generality, restrict attention to $\|g\| = 1$. Thus, we have $|g_1| \leq 1$. We use the mean value theorem to obtain bounds on $\|e_i\| i = 1, 2$ (the mean value theorem relates $e_i$ to $d^2x(\omega)/d\omega^2$ for some $\omega_i \in [\omega_1, \omega_2]$) and ultimately get $\|e\| \leq N^{2\Delta^2} / (4\sqrt{2})$.

In order to obtain a lower bound for $\|v\|$, we rewrite $v$ as
\[ v = T(q) \left[ \begin{array}{c} \sqrt{2} \\ 0 \\ \frac{1}{\sqrt{2}} \end{array} \right] \left[ \begin{array}{c} \frac{1}{\sqrt{2}} \\ -\frac{1}{\sqrt{2}} \end{array} \right] \begin{bmatrix} g_1 \\ g_2 \end{bmatrix}. \] (78)

We now recall that the minimum singular value of the product of two matrices is at least as large as the product of their minimum singular values. The minimum singular value of $T(q)$ is $\sigma_{tangent} = \sqrt{1 - \tau}$ and the corresponding value for the other two matrices are $|\Delta| / \sqrt{2\tau}$ and 1 respectively. Thus, the minimum singular value of the product of the three matrices is greater than $\sqrt{1 - \tau} \times \|g\|$. Since $\|g\| = 1$, we immediately get the desired bound on $\|v\|$.

**APPENDIX F**

**SMALLEST SINGULAR VALUE FOR WELL-SEPARATED FREQUENCIES**

We wish to obtain a lower bound for the smallest singular value $\sigma_{signal}^2$ of the matrix $[X(\omega_1) X(\omega_2)]$ when the frequencies satisfy $|\omega_1 - \omega_2| > \mu N^{1.5}$. First, we note that this is equivalent to upper-bounding $|H(\omega_1 - \omega_2)|$ since $\sigma_{signal}^2 = 1 - |H(\omega_1 - \omega_2)|$. Since $|H(\omega)|$ is not necessarily monotonic (imagine that $|h_n|^2$ is the Hamming window; $|H(\omega)|$, being the magnitude of the Fourier transform of $|h_n|^2$, has sidelobes), it is not true in general that the maximum of $|H(\omega)|, |\omega| > \mu N^{1.5}$ occurs at $\omega = \mu N^{1.5}$. However, we now make two observations that allow us to analyze the behavior of $|H(\omega)|$ only at the minimum separation $\mu N^{1.5}$.

First, if there were no restrictions on the frequencies $\omega_1, \omega_2$, $|H(\omega_1 - \omega_2)|$ has a maximum (1) when $\omega_1 = \omega_2$. Second, because (i) the set of the frequencies we are excluding $|\omega_1 - \omega_2| < \mu N^{1.5}$ is very small (it is smaller than $\pi/(2N)$ for large enough $N$) and (ii) we restrict ourselves to sequences $\{h_n\}$ such that $|H(\omega)|$ is monotone in $0, \pi/(2N)$, the maximum of $|H(\omega_1 - \omega_2)|, |\omega_1 - \omega_2| > \mu N^{1.5}$ is guaranteed to occur when $\omega_2 = \omega_1 \pm \mu N^{1.5}$.

For small values of $|\omega_1 - \omega_2|$, we can expand $|H(\omega)|^2$ around $\omega = 0$ to get
\[ |H(\omega_1 - \omega_2)|^2 = 1 - \zeta N^2 (\omega_1 - \omega_2)^2 \pm O\left(N^4 (\omega_1 - \omega_2)^4\right), \] (79)
where $\zeta = -(N^{-2}/21) d^2 |H(\omega)|^2 d\omega |_{\omega=0}$. For $|\omega_1 - \omega_2| = \mu/N^{1.5}$, we have
\[
|H(\mu/N^{1.5})|^2 = 1 - \zeta \mu^2/N \pm O(1/N^2).
\]
(80)
we see that $|H(\mu/N^{1.5})|$ approaches 1 with increasing $N$. Since we assume that all side-lobes are smaller than $D < 1$, there exists some $N$ beyond which the maximum of $\max(|H(\omega_1 - \omega_2)|, |\omega_1 - \omega_2| > \pi/(2N)$ is guaranteed to be smaller than $|H(\mu/N^{1.5})|$. Therefore, for sufficiently large $N$, the maximum of $|H(\omega_1 - \omega_2)|$ for all $|\omega_1 - \omega_2| > \mu/N^{1.5}$ occurs at $|\omega_1 - \omega_2| = \mu/N^{1.5}$. Plugging the expression for $|H(\omega_1 - \omega_2)|$ in $\sigma^2_{\text{signal}}$ for this frequency separation, we have that,
\[
N \sigma^2_{\text{signal}} \geq 0.5 \zeta \mu^2 N \pm O(1/N).
\]
(81)
To arrive at the above expression we have used the following: $|H(\omega)| \leq 1$ $\forall \omega$ (since $\sum |h_n|^2 = 1$). This gives us
\[
1 - |H(\omega)| \geq (1 + |H(\omega)|)(1 - |H(\omega)|)/2 \forall \omega.
\]
(82)
Therefore, $\sigma^2_{\text{signal}} \geq (1 - |H(\mu/N^{1.5})|^2)/2$, which yields (81).
The first term in (81) given by $0.5 \zeta \mu^2$, is a constant and the second term decays to zero (as $1/N$). Therefore, for large values of $N$, the second term is much smaller than the first and $\sigma^2_{\text{signal}}$ is bounded away from zero. In particular, for large enough $N$ (how large it needs to depend on $\mu$ and the behavior of $|H(\omega)|^2$ at $\omega = 0$), we have $\sigma_{\text{signal}} > \sqrt{0.4 \zeta \mu^2/N}$. 
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