Simulations of valence excited states in coordination complexes reached through hard X-ray scattering†
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Hard X-ray spectroscopy selectively probes metal sites in complex environments. Resonant inelastic X-ray scattering (RIXS) makes it possible to directly study metal–ligand interactions through local valence excitations. Here multiconfigurational wavefunction simulations are used to model valence K pre-edge RIXS for three metal-hexacyanide complexes by coupling the electric dipole-forbidden excitations with dipole-allowed valence-to-core emission. Comparisons between experimental and simulated spectra make it possible to evaluate the simulation accuracy and establish a best-modeling practice. The calculations give correct descriptions of all LMCT excitations in the spectra, although energies and intensities are sensitive to the description of dynamical electron correlation. The consistent treatment of all complexes shows that simulations can rationalize spectral features. The dispersion in the manganese(III) spectrum comes from unresolved multiple resonances rather than fluorescence, and the splitting is mainly caused by differences in spatial orientation between holes and electrons. The simulations predict spectral features that cannot be resolved in current experimental data sets and the potential for observing d–d excitations is also explored. The latter can be of relevance for non-centric symmetric systems with more intense K pre-edges. These ab initio simulations can be used to both design and interpret high-resolution X-ray scattering experiments.

1 Introduction

Transition metal complexes can facilitate a wide variety of different processes. Their versatility comes from the potential to tune the energy of close-lying valence levels through metal–ligand interactions. Electron spectroscopy in the UV-Vis region probes these interactions through excitations between filled and empty valence orbitals. However, in complex systems with many different absorbers, the signals from the metal center can be easily obscured. In addition, the large number of different excitations can make it difficult to assign transitions, e.g., to separate between overlapping ligand-to-metal charge-transfer (LMCT) and metal-to-ligand charge-transfer (MLCT) transitions. X-ray spectroscopy is an element specific technique where the core hole acts as localized probe of the electronic structure around the metal. Valence excitations can be studied through the use of resonant inelastic X-ray scattering (RIXS).1,2 In this two-photon process, absorption of an incident photon is followed by emission of a scattered photon. Their energy difference is equal to the energy required to reach the excited state.3–8 For first-row transition metals, soft X-ray L-edge RIXS (2p → 3d → 2p) directly probes the metal 3d orbitals. That leads to a relative enhancement of the metal-centered excitations and a clear separation of MLCT and LMCT excitations along the incident energy axis.2 The lifetime broadening in the emission energy is dictated by the final state lifetime, which for a valence excited state can be quite small. The rich spectral information has been used to extract detailed electronic structure information and to follow ultrafast excited-state dynamics.9–12

A challenge with soft X-ray RIXS is the significant background absorption associated with the generation of photoelectrons from lighter elements, which also can lead to sample damage even at low X-ray doses.13,14 For first-row transition metals excitations in the metal K edge, which involves the metal 1s orbital, instead requires photon energies of thousands of eV. These hard X-rays are only weakly absorbed by the environment, which reduces background absorption and the propensity for photodamage. Hard X-ray RIXS has been extensively used to probe both metal-centered and...
metal–ligand excitations.\textsuperscript{3,15–26} In direct RIXS, excitation is made directly into the metal K pre-edge (1s \rightarrow 3d),\textsuperscript{21,23–25,27} which can in itself be used to understand both geometric and 3d-orbital electronic structure.\textsuperscript{28} The experiment is challenging due to relatively low photon counts. The 1s \rightarrow 3d excitation is electric-dipole forbidden in centrosymmetric systems and to directly access valence excited states, this should be coupled to a valence–K \( b_2,5 \) emission process, see Fig. 1.\textsuperscript{23} For enzymes and coordination complexes, which can both have low metal concentrations and be sensitive to X-ray induced damage even with hard X-rays, it is more common to use the intense Kz or K\( b_{1,3} \) emission channels.\textsuperscript{29–32} However, with upgraded synchrotron lightsources offering increased photon flux and more efficient detectors, valence K-edge RIXS can become an attractive spectroscopic probe for a wider range of systems.

An efficient design of new valence K-edge RIXS experiments requires predictions of the expected information content. Previous models include crystal-field multiplet, exact diagonalization, multiple scattering, and charge-transfer multplet (CTM) models.\textsuperscript{21,33–35} Here the aim is to use an \textit{ab initio} molecular orbital model that can directly link spectra to electronic structure of coordination complexes. This will be achieved through multiconfigurational simulations based on the restricted active space (RAS) formalism.\textsuperscript{36,37} This model can explicitly include the large number of molecular orbitals involved in the valence RIXS process, and at the same time correctly describe the wavefunctions arising from the coupling of multiple open shells. It has previously been used to simulate X-ray processes of both first-row transition metals and heavy elements.\textsuperscript{9,38–43} We recently implemented a complete second-order expansion of the wave-vector,\textsuperscript{44} required to model dipole-forbidden K pre-edges, and applied it to both X-ray absorption spectroscopy (XAS) and Kz RIXS.\textsuperscript{45–47}

The multiconfigurational simulations of the RIXS process will be made for a series of metal hexacyanide complexes. Metal hexacyanides have been widely used as model systems for new experimental and theoretical X-ray techniques.\textsuperscript{13,12,23,41,48–54} Valence K-edge RIXS spectra have been collected for three systems with different d-electron counts: [Fe\textsuperscript{II}CN\textsubscript{6}]\textsuperscript{4−} (ferrocyanide), [Fe\textsuperscript{III}CN\textsubscript{6}]\textsuperscript{3−} (ferricyanide), and [Mn\textsuperscript{III}CN\textsubscript{6}]\textsuperscript{3−} (manganicyanide).\textsuperscript{23,27} The spectrum for ferrocyanide is shown in Fig. 2. The intensity is plotted as a function of the incident photon energy (\( \Omega \)) and the energy transfer (\( \Omega - \omega \)). The y-axis thus corresponds to the energy of the final states reached in the RIXS process, and is directly comparable to valence-excitation energies. The spectrum has one pre-edge resonance with at least three emission resonances, followed by the rising edge. The other two complexes have multiple pre-edge resonances, which leads to a large number of different valence-excited states, separated either by incident or emission energy in the RIXS planes. These rich data sets can be used to rigorously test the performance of different modeling protocols and to establish the accuracy of the current RAS approach.

2 Computational details

All RAS calculations have been performed using OpenMolcas.\textsuperscript{55} The three modeled complexes, iron(II), iron(III), and manganese(III), represent 3d\textsuperscript{4}, 3d\textsuperscript{3}, and 3d\textsuperscript{4} electron configurations. The CN\textsuperscript{−} ligands create a strong ligand field and all d-electrons are therefore in the three t\textsubscript{2g} orbitals. This leads to singlet (\( S = 0 \)), doublet (\( S = 0.5 \)), and triplet (\( S = 1 \)) ground states respectively. Note that symmetry labels from the well-known \( O_h \) point group will be used throughout because all complexes either belong to, or are close to, this group. In practice, calculations are performed using the Abelian point group \( D_{3h} \).

A 7-orbital RAS2 space (RAS2-A) has been designed including the five metal-dominated t\textsubscript{2g} and e\textsubscript{g} orbitals as well as two ligand-dominated \( \delta \) orbitals of e\textsubscript{g} symmetry, see Fig. 3. Isodensity plots of these orbitals are shown in ESI† Fig. SI-1. Calculations have also been performed with a 10-orbital RAS2 space, called RAS2-B, which in addition includes three empty 4d-type t\textsubscript{2g} orbitals for double-shell correlation.\textsuperscript{56} For calculations with a large number of excited states these orbitals instead become ligand-dominated \( \pi^* \) orbitals,\textsuperscript{10} as discussed in more detail below. To model the K...
pre-edge excitations, the metal 1s orbital is placed in the RAS3 space allowing up to two electrons. In addition, four sets of filled ligand-dominated orbitals were included in the RAS1 space, allowing a single hole, see Fig. 3. Only molecular orbitals in the $t_{1u}$ irreducible representation gives dipole allowed transitions to $1s$, but in $D_{3h}$ symmetry both $t_{1u}$ and $t_{2u}$ transform to $b_{1u,2u,3u}$. Therefore, the $t_{2u}$ molecular orbitals were added to the dipole-allowed $6t_{1u}, 7t_{1u}$, and $8t_{1u}$ orbitals, see isodensity plots in Fig. 4. These four sets roughly correspond to the CN$^-$ molecular $5\sigma (t_{1u}), 1\pi (t_{1u} + t_{2u})$, and $4e (t_{1u})$ orbitals. For details about the $t_{1u}$ and $t_{2u}$ orbital diagram, see Fig. SI-2 (ESI†).

Orbital optimizations were performed using the state-average (SA) RAS self-consistent field (SCF) method with the ANO-RCC-VTZP basis set, in the resolution of identity approximation with atomic-compact Cholesky decomposition-derived auxiliary basis. Final energies and wavefunctions were calculated using second-order perturbation (PT2) theory in three different versions: state-specific (SS), multi-state (MS), and extended multi-state (XMS). The multi-state method couples the different states through an effective Hamiltonian which depends on the occupation of the off-diagonal elements between all states, but gives worse state energies, especially as the number of states increases. Unless otherwise specified, results are from MS-RASPT2 calculations including all SA-RASSCF states. An imaginary shift of 0.3 Hartree and the default ionization-potential electron-affinity (IPEA) shift of 0.25 Hartree has been used. Scalar relativistic effects have been included by using a second-order Douglas–Kroll–Hess Hamiltonian and spin–orbit coupling through the RAS state-interaction (RASSI) approach.

Geometry optimizations were performed using the ten-orbital RAS2-B space, see Fig. 3. Optimized bond distances of the three complexes are given in Table SI-1 (ESI†). Fe$^{II}$ has a symmetric $1A_{1g}$ ground state. Mn$^{III}$ and Fe$^{III}$, show small Jahn–Teller (JT) distortions but remain centrosymmetric. The triple orbital near-degeneracy, coupled to doublet and triplet spin multiplicity gives six and nine low-lying spin-orbit states, see Fig. SI-3 (ESI†). Compared to the spin–orbit coupling, the splitting from the JT distortion is small and not expected to have a significant effect on the spectra.

Calculations are performed separately for each of the eight irreducible representations in the $D_{3h}$ point group, and with separate optimizations in initial, intermediate and final states. Up to 200 final states were used to test the convergence of the RIXS spectra. The calculations were made possible by a new stable and efficient algorithm for CI calculations with a large number of states, which is now the default algorithm in OpenMolcas. For detailed information about the number of states in different calculations, see Tables SI-2 and SI-3 (ESI†). As all complexes are centrosymmetric, the LMCT states are simply the lowest states with ungerade symmetry. To reach the high-energy core-excited states, a projection technique is used to remove all configurations with doubly-occupied core orbitals in the intermediate state (HEXS keyword). To avoid orbital rotation, i.e., that the hole appears in a higher-lying orbital, the 1s orbital was not re-optimized in the core-excited states. As the spin–orbit coupling remains relatively weak during the RIXS process, only intermediate and final states of the same spin multiplicity as the initial state have been included.

Molecular crystals are held together by non-covalent interactions, leading to narrow band widths. Band structure has therefore been neglected. To calculate spectra, the surrounding has been modeled using a PCM environment with a high dielectric constant ($\varepsilon = 80$). This effectively leads to charge compensation for these highly negative model complexes. Considering the femtosecond time scale of the scattering process, both intermediate and final states have been calculated with non-equilibrium solvation taken from the initial state. The short timescale also means that structural evolution in the core-excited state can be neglected.

Transition matrix elements up to a full second-order expansion of the wave vector have been calculated using RASSI. In principle, the plane-wave form of the wave vector could also be used, but as that operator depends on the transition energy, the cost of evaluating a scattering processes that includes tens of thousands of individual transitions becomes too high. Here K pre-edge XAS spectra have been simulated using the exact operator for comparison with the multipole expansion. For RASPT2 calculations...
the second-order expansion usually performs well in combination with a reasonably large basis set like ANO-RCC-VTZP. A more detailed analysis of individual transitions indicate that true convergence can require a very high order of the expansion, but this has smaller consequences for the calculated intensities because the redistribution occurs among close-lying transitions. The K pre-edge spectra were calculated using the 10-orbital RAS2-B space following the previously published protocol. The same active space is then used to calculate d–d RIXS spectra, which only includes transitions between 1s and the gerade valence orbitals. LMCT RIXS spectra are instead calculated using the 7-orbital RAS2 space. The main difference is the lack of correlation of the t_{2g} orbitals. Therefore, the relative energy of the states reached through 1s → t_{2g} transitions have been corrected to match those of the 10-orbital spaces, see the Results section below.

The RIXS spectra can be calculated from the Kramers-Heisenberg formula:

$$F(\Omega, \omega) = \sum_i \left| \sum_f \left( \frac{\langle f | T_e | \tilde{g} \rangle}{K(\Gamma_i)} \right)^2 \right| \times K(\Gamma_i)$$

where the scattering intensity F is a function of incident energy (Ω) and emitted X-ray energy (ω), the |g⟩, |l⟩, and |f⟩ are ground, intermediate and final states respectively. T_e and T_g are transition operators for the absorption and emission processes respectively. K(Γ) depends on the resonance energy and the lifetime broadening Γ of each state. We use calculated oscillator strengths to generate RIXS spectra, which is equivalent to neglecting interference effects:

$$F(\Omega, \omega) = \sum_i \sum_f \left| \sum_k \left( \frac{\langle f | T_e | \tilde{g} \rangle}{K(\Gamma_i)} \right)^2 \right| \frac{1}{K(\Gamma_i)} \times K(\Gamma_i)$$

Contributions from different initial states have been included according to their Boltzmann weight at room temperature, see Fig. SI-3 (ESI†).

Comparisons with experiment are done using data from ref. 23 and 27. Calculated spectra were broadened using a Lorentzian lifetime broadening of 1.25 eV (Fe) and 1.16 eV (Mn) full-width half-maximum (FWHM) in the incident energy direction, widths that have been obtained from semi-empirical calculations. The spectra are then convoluted with experimental Gaussian broadenings of 0.2 eV FWHM in the incident energy direction and 1.5 eV FWHM in the energy transfer direction. Incident energies have been globally shifted to match the first pre-edge peaks of the experimental spectra, see Table SI-4 (ESI†). As described in the Results section below, the position of the first energy transfer resonance has been calculated using an equivalent number of initial and final states in the SA-RASSCF calculations. No further corrections have been made in the energy-transfer direction. K pre-edge intensities are multiplied by 2881 to match experimental K-edge XAS spectra normalized to unity at the edge-jump.[45] Calculated RIXS intensities are scaled to unity at the maximum.

3 Results and discussion

Among the three model complexes, the RIXS process of iron(n) hexacyanide is the most straightforward. Low-spin iron(n) has a closed-shell singlet ground state, and the K pre-edge consists of a single 1s → e_g peak. The iron(n) spectrum will therefore be used for an in-depth analysis of model performance. This will be followed by results for the other two complexes, which makes it possible to compare and contrast the results for different electronic structures.

3.1 Iron(n) hexacyanide RIXS spectrum

As mentioned above, the experimental ferrocyanide spectrum has one pre-edge resonance at 7113.0 eV with three energy-transfer resonances, see Fig. 2. These resonances can be tentatively assigned to come from emission from the 8t_{1u}, 7t_{1u}, and 6t_{1u} ligand-dominated orbitals, which results in LMCT final states. In UV-Vis there are strong charge-transfer excitations at 5.7 and 6.2 eV. These do not appear in the experimental LMCT RIXS spectrum where the first resonance is at 7.4 eV. These UV-Vis resonances can therefore be assigned to MLCT excitations, which is in line with previous analysis.

The K pre-edge spectrum of ferrocyanide has been previously simulated with RAS. The 1s → e_g excitation leads to a doubly degenerate state with one unpaired electron in two e_g orbitals. The modeled MS-RASPT2 RIXS spectrum, with two different experimental broadenings, is shown in Fig. 5. It also has three resonances separated by approximately 2 eV along the energy transfer axis, in good agreement with experiment. The second peak is not visible when plotting the results with the experimental resolution (Fig. 5a), but becomes clear with higher resolution (Fig. 5b). As the simulations focus on pre-edge transitions, the rising edge of the experimental spectrum is not included.

Direct comparisons of energies and relative intensities between experimental and modeled spectra are given in Table 1. The computational model is qualitatively correct, but has some...
quantitative errors. Peak energies are underestimated by around 1 eV. The 3.6 eV splitting between low and high-energy peaks is better described with an error of 0.2 eV, although the relative position of the middle peak is too high. Regarding intensities, the distinct experimental pattern with lower intensity of the middle peak compared to the other two is reproduced. However, the intensity of the first peak is overestimated while the second peak is underestimated.

The high-resolution spectrum in Fig. 5b shows structure in the emission resonances, most visibly in the high-energy peak. This is consistent with previous analysis of the K pre-edge RIXS process. The final states have a $t_{1u}e_g$ configuration, which leads to two sets of states, $1t_{1u}$ and $1t_{2u}$, which are split by differences in electron-electron repulsion depending on whether the open-shell orbitals are in-plane of out-of-plane (multiplet splitting). Electric-dipole transitions from the $1A_1g$ ground state of ferrocyanide only leads to $t_{1u}$ final states, but the two-photon RIXS process reaches both, see Fig. SI-3 (ESI†).

The size of the splitting reflects the shape of the excited orbital but, unlike in Kz RIXS, the splittings are predicted to be small (≤0.2 eV). The large split of the high-energy resonance is an apparent exception, but that value is sensitive to the PT2 treatment and might therefore not be very reliable.

### 3.2 Exploring method sensitivity

The errors in the RASPT2 treatment can at least partially be attributed to the design of the active space. To simultaneously describe emission from all relevant orbitals, while still limiting the number of configuration-state functions, the four filled ligand orbitals are placed in the RAS1 space allowing only a single hole. The drawback is that these orbitals are not correlated at the RASSCF level, which puts severe demands on the PT2 treatment. First looking at the lowest peak, the energy depends on both the PT2 algorithm and the number of ungerade valence states included in the calculations. SA-RASSCF has been used throughout because it is relatively easy to converge and gives a balanced description of different states. However, it also introduces a dependence on the number of states. As expected, the SA-RASSCF energy increases with the number of states used in the optimization, see Fig. 6. There is a large effect, more than 4 eV stabilization, when adding PT2 corrections. This overcompensates for the state-averaging, meaning that the LMCT energies actually decrease when adding more final states. The difference between SS and MS remains rather small over the entire range, with changes in energies typically less than 0.5 eV. The XMS energies are much more sensitive to the number of states, with a significant drop in energy with more states, as may be expected from the use of the state-average Fock matrix to compute the perturbation correction.

As the energies depend on the number of states, simulations must use an equivalent number of initial and final states when comparing with experiment. In ferrocyanide the energy of the first LMCT state is determined from a calculation with one initial state. The RASPT2 calculations include the same number of states as the corresponding SA-RASSCF calculation. Energies are calculated relative to a single gerade initial state.

| System  | Resonance Data | Incident (eV) | Transfer (eV) | Intensity$^a$ |
|---------|----------------|--------------|--------------|--------------|
| Fe(II)  | $e_g$          | Theory 7113.0 | 7.4          | 9.1          | 11.1         | 1.00 | 0.63  | 0.99 |
| Fe(III) | $t_{2g}$       | Theory 7110.2 | 3.2          | 4.9          | 7.2          | 0.21 | 0.08  | 0.17 |
|         | $e_g$          | Theory 7110.2 | 3.1          | 5.2          | 6.9          | 0.42  | 0.03  | 0.30 |
| Mn(II)  | $t_{2g}$       | Exp. $^b$ 6539.1 | 6.2          | 7.8          | 9.5          | 1.00 | 0.27  | 0.72 |
| $e_g$   | Exp. $^d$ 6541.4 | 6.7          | 7.8          | 9.8          | 0.90  | 0.78  | 1.00 |
|         | Theory 6540.9  | 6.6          | 8.1          | 9.0          | 0.91  | 0.36  | 0.42 |

$^a$ Theoretical intensities are extracted from spectra plotted with experimental resolution using peak positions from high-resolution spectra. $^b$ From ref. 27. $^c$ Aligned to experimental data. $^d$ Extracted from experimental data in ref. 23.
agreement with experiment, but there is no theoretical reason to favor SCF over PT2 results, unless the latter had obvious problems with intruder states. XMS could potentially improve the mixing between states, and thus improve the intensity ratios, but going from MS to XMS only has a small effect on the intensities. Instead, the main effect is that the absolute energies are lowered significantly, which gives a poor agreement with experiment. The MS algorithm has therefore been used for the other complexes.

To understand the changes in relative intensity, the energy-transfer spectrum was analyzed in more detail. In the dipole approximation, the emission intensity depends on the amount of metal p-character in the orbital from which the electron is removed. For valence orbitals, this intensity is dominated by 3p mixing, because of the smaller 4p transition moments. The relative intensity of the state-specific spectrum is reasonably predicted by the amount of 3p character in the SCF orbitals, see Table SI-5 (ESI†). The multi-state spectrum was analyzed through an orbital decomposition analysis, see Fig. 8. It shows that even at the highly correlated PT2 level, the peaks are largely associated with individual orbital transitions. The main mixing occurs between states with holes in 8t_{1u} and 7t_{1u} orbitals. This is logical as these orbitals already have mixed 5σ and 1τ ligand contributions, see Fig. 4, but even there the weights of the original states are 85% or higher. The limited mixing is also consistent with the relatively small effects on the energies. The spectral changes are thus not due to a complete re-ordering of final states. The large effect of a relatively small mixing comes from the fact that metal-p are minority orbital contributions and can therefore change significantly without any major changes to the states in question. This illustrates the challenges in getting correct intensities and explains the deviations from experiments seen in Table 1.

To further check the stability of the PT2 treatment, spectra were calculated with different values of both IPEA and imaginary shift, see Fig. SI-6 (ESI†). Increasing the IPEA shift leads to higher energy-transfer values, approx 0.5 eV from 0.25 to 0.5, while also decreasing the split in the high-energy peak. As the energies are underestimated, an increased IPEA shift would lead to better agreement with experiment. The sensitivity to the IPEA shift is due to the initial state being closed shell, while the LMCT states have two open shells. Increasing the imaginary shift leads to similar changes in spectral shape, but has smaller effects on energies.

3.3 Iron(III) and manganese(III) hexacyanide spectra

Both ferri- and manganicyanide are open-shell systems, with one and two t_{2g} holes, respectively. The open t_{2g} shell increases the number of pre-edge transitions compared to low-spin iron(II), both through additional orbital excitations and through couplings between open t_{2g} and e_{g} shells. The RAS K pre-edge spectrum of manganicyanide is shown in Fig. 9. The corresponding ferricyanide spectrum has been analyzed previously, and is shown in Fig. SI-7 (ESI†). Both spectra have low-energy t_{2g} resonances and broader high-energy e_{g} features. In manganicyanide a t_{2g} excitation leaves a single t_{2g} hole, and these states are nearly degenerate. An e_{g} excitation gives two open shells and these states split both due to differences in spin and spatial orientation of the open-shell electrons, see Fig. 9. The combined effects lead to a large number of resonances split over 3 eV. The ferricyanide spectrum is similar in structure, but has a weaker t_{2g} and a narrower e_{g} resonance, see Fig. SI-7 (ESI†).

Compared to experiment, the splitting between t_{2g} and e_{g} resonances is underestimated in both complexes when using the 7-orbital RAS2-A space. This active space allows for correlation between filled and empty orbitals of e_{g} symmetry, but there is no corresponding effect for the t_{2g} shell. Adding three empty t_{2g}-type orbitals, giving the 10-orbital RAS2-B space, leads to a relative stabilization of the t_{2g} resonance by 0.5 eV for both complexes, see Fig. 9 and Fig. SI-7 (ESI†). In both cases, this improves the comparison to experiment, see Table 1. As RIXS spectra have been calculated with the 7-orbital RAS2-A space, a 0.5 eV incident energy
correction has been applied to all $t_\text{2g}$ resonances. Tests with different number of states show only small effects on the $t_\text{2g}$–$e_\text{g}$ splitting, see Fig. SI-8 (ESI†). Finally, there are no significant differences between spectra calculated with the second-order multipole expansion and the exact semi-classical expression for the wave vector, see Fig. SI-9 (ESI†).

Experimental and simulated RIXS spectra of ferri- and manganicyanide are shown in Fig. 10. As for ferrocyanide, each incident energy resonance has three emission resonances. The experimental spectra show intense low- and high-energy resonances and a weak intermediate resonance. In ferricyanide, the first two energy-transfer resonances in the $t_\text{2g}$ peak at 3.2 and 4.9 eV, match rather well with UV-Vis resonances at 2.9 and 4.8 eV. In manganicyanide the first $t_\text{2g}$ resonance is considerably more intense and the LMCT transitions appear at higher energy transfer values. Here the first LMCT resonance appear at 4.0 eV, again closely matching a UV-Vis resonance (3.9 eV).

In the simulated spectra, the intensities closely follow the ferrocyanide results. The SS calculations gives an intense middle peak, which is then reversed in the MS treatment. This gives an intense low-energy, a weak intermediate, and finally a medium-intensity resonance at high energy. Again, the intensity of the low-energy resonance is overestimated and a reduction around 50% would give good results for all complexes, see Table 1. It looks like too much intensity is transferred from the mid-energy resonances because they are so weak that they are not even visible in the simulated spectra plotted with the experimental resolution, and can only be seen in high-resolution spectra, see Fig. 11 for manganicyanide and Fig. SI-10 (ESI†) for ferricyanide.

Taking interference into account is not likely to improve these intensity ratios as the effects should be similar for different sets of final LMCT states. When it comes to energies, not only relative but also absolute energies are well described. Almost all peaks show errors of 0.3 eV or less, see Table 1. The main exception is the energy of the highest peak of the $e_\text{g}$ resonance, which is underestimated by 0.6–0.8 eV in both complexes. The smaller errors in these two systems compared to ferrocyanide is likely due to the fact that both initial and final states are open-shell systems and thus more evenly balanced in the calculations.

The consistent treatment of the three complexes shows that simulations can be used to rationalize experimental observations. In the experimental data of the manganese(III) complex, there is clear dispersion in the $e_\text{g}$ resonance as it extends diagonally in the RIXS plane. This is less pronounced in other resonances. This dispersion could either be due to a fluorescence signal, or alternatively, several incident energy resonances that are not properly resolved. Simultaneous appearance of resonant and fluorescence signals have been seen in RIXS before, but not yet in the metal K pre-edge. Therefore, the effect was tentatively explained by a spin splitting of the $e_\text{g}$ resonance, although a multiplet splitting was also considered. The RAS calculations reproduce the prominent dispersion of the manganese(III) $e_\text{g}$ peak, see Fig. 10b. Analyzing the
absorption transitions in Fig. 9, it seems that the 1 eV dispersion comes from the splitting between two valence states, \(^{4}t_{1g}\) and \(^{2}t_{2g}\), with the same quartet spin coupling but different multiplet couplings, see Fig. 11. The intermediate states with low-spin coupling are both higher in energy and have low transition intensities and do not contribute significantly to the dispersion of the main \(e_{g}\) peak.

The experimental manganese(III) spectrum also indicated an MLCT transition at 6545 eV\(^{23}\). This is not included in the current RIXS simulation as it would require an active space that also contained unfilled ligand orbitals. However, by increasing the number of states in the K pre-edge simulations that uses the larger RAS2-B space, an absorption resonance associated with ligand \(\pi^{*}\) orbitals appear at 6545.6 eV, see Fig. SI-8 (ESI\(^{†}\)).

### 3.4 RIXS spectra with metal-centered d–d excitations

K-edge RIXS has been successfully used to probe d–d excitations in several systems.\(^{21,24,25}\) The current spectra are dominated by dipole-allowed MLCT transitions and d–d excitations have not been identified. The reason is that for direct RIXS in a centrosymmetric complex, both absorption and emission processes (1s \(\rightarrow\) 3d \(\rightarrow\) 1s) are electric-dipole forbidden, and the scattering intensity is very low. Looking at Fig. 7, the very weak elastic scattering peak at 0 eV (1s \(\rightarrow\) \(e_{g}\) \(\rightarrow\) 1s) has only 2% of the intensity of the most intense LMCT peak. However, for complexes that deviate from centrosymmetry there is significant increase in the cross section due to metal p-mixing into the 3d-type orbitals,\(^{26}\) which applies to both absorption and emission intensities. This could make it possible to study these processes using intense light sources.

To show the potential information in such spectra, the d–d RIXS spectrum of ferri- and manganicyanide, which both have multiple pre-edge resonances, were simulated using the larger RAS2-B 10-orbital valence space. This corresponds to the K pre-edge XAS spectra in Fig. 9 and Fig. SI-7 (ESI\(^{†}\)).

The ferricyanide spectrum can be directly compared to previous RAS simulations of the Fe L-edge RIXS process.\(^{82}\) It will therefore be discussed in more detail and is shown in Fig. 12, while the manganese(III) spectrum is shown in Fig. SI-11 (ESI\(^{†}\)).

As previously discussed for L-edge RIXS, the scattering process clearly separates different types of excitations along the incident energy axis.\(^{7}\) This means that LMCT and d–d excitations with similar final-state energies can be resolved. First looking at the ferricyanide \(t_{2g}\) resonance, there is an energy-transfer feature at 4.0 eV. This emission must come from the occupied \(\sigma\) orbital, leading to a new LMCT (\(\sigma \rightarrow t_{2g}\)) state. The same transition can be seen in L-edge RIXS. The UV-Vis spectrum also has a resonance in this energy region, but has previously been assigned to a \(t_{2u}\) instead of a \(\sigma\) excitation.\(^{77}\) The \(e_{g}\) resonance has more energy-loss features, which includes both d–d (\(t_{2g} \rightarrow e_{g}\)) and LMCT excitations. The spectrum is overall very similar to that obtained in L-edge RIXS, although with the strong 2p-3d coupling in the intermediate state replaced with a larger lifetime broadening. As discussed above, for centrosymmetric complexes these excitations would be obscured by the more intense dipole-allowed transitions. For this particular system, the \(\sigma \rightarrow t_{2g}\) excitation would be hidden by the \(8b_{1u} \rightarrow t_{2g}\) one. The d–d excitations should appear in a region without dipole-allowed emission, but would be difficult to distinguish from the background noise. At higher incident energies the \(\pi^{*}\) resonance gives rise to several MLCT resonances but these would most likely be hidden under the rising edge.

### 4 Conclusions

The valence K-edge RIXS spectra of three metal hexacyanide complexes have been modeled using RASPT2. The calculations give a correct description of all LMCT excitations in the spectrum, although the relative intensities and energies are sensitive to the choice of modeling protocol. Inclusion of dynamical correlation is necessary to get reasonable energies of the LMCT final states. In addition, the use of MS-RASPT2 is recommended over SS-RASPT2, despite the increase in computational cost, as it leads to better relative intensities. Hundreds of final states are required...
to describe emission from all relevant occupied orbitals. As energies depend on the number of states in state-average calculations, the energy scale should be calibrated using equivalent numbers of initial and final states. The need to include all orbitals involved in emission puts severe restrictions on the active space used to describe absorption. This can be corrected for with separate K pre-edge XAS calculations using active spaces designed to better capture correlation with the metal 3d orbitals.

The consistent treatment of the three complexes show that the calculations can be used to explain spectral features. The large dispersion in the $\varepsilon_g$ resonance in manganese(III) comes from multiple incident-energy resonances rather than fluorescence. The splittings between these resonances are due to both differences in spin coupling and spatial orientation of holes and electrons, with the largest contributions coming from the latter. The potential for observing d–d excitations is explored, which could be of experimental relevance for non-centrosymmetric systems with intense K pre-edges. These simulations can be useful both when designing and interpreting high-resolution X-ray scattering experiments.
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