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Abstract
Let $\mathfrak{g}$ be a complex simple Lie algebra. We consider subalgebras $\mathfrak{m}$ which are Levi factors of parabolic subalgebras of $\mathfrak{g}$, or equivalently $\mathfrak{m}$ is the centralizer of its center. We introduced the notion of admissible systems on finite order $\mathfrak{g}$-automorphisms $\theta$, and show that $\theta$ has admissible systems if and only if its fixed point set is a Levi factor. We then use the extended Dynkin diagrams to characterize such automorphisms, and look for automorphisms of minimal order.
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1 Introduction
Let $\mathfrak{g}$ be a finite dimensional complex simple Lie algebra. An involution $\theta$ on $\mathfrak{g}$ leads to the decomposition $\mathfrak{g} = \mathfrak{k} + \mathfrak{p}$, consisting of the $\pm 1$-eigenspaces of $\theta$. It is well-known that $\mathfrak{k}$ has a 1-dimensional center if and only if there exists a positive system of roots such that $\mathfrak{p} = \mathfrak{p}^+ + \mathfrak{p}^-$, and $\mathfrak{k}$ acts irreducibly on $\mathfrak{p}^\pm$. Such systems are called admissible and they play a key role in the construction of the holomorphic Harish-Chandra representations of a simple real group (see [2, 6]).

One may generalize $\mathfrak{k} + \mathfrak{p}^\pm$ to a general parabolic subalgebra $\mathfrak{m} + \mathfrak{n}$ of $\mathfrak{g}$, where $\mathfrak{m}$ is reductive and $\mathfrak{n}$ is the nilradical. Here $\mathfrak{m}$ is called a Levi factor of parabolic subalgebra, and Kostant [9] studied the restriction of its root system to the center of $\mathfrak{m}$ with the Borel-de
Siebenthal property, which led to a nice description of the $m$-representation on $n$. In view of the $\mathfrak{t} + \mathfrak{p}$ setting and Kostant’s work, in this article, we incorporate higher order automorphisms $\theta$ and admissible positive systems in the study of $m$. We also characterize them by the extended Dynkin diagram of $g$.

Our work establishes a correspondence between certain gradings of $g$ and the $g$-automorphisms with admissible positive systems. The existence of such simple systems in the classical theory (see [6]) is crucial in the construction of the Harish-Chandra representations of a given real form $G_{\mathbb{R}}$ of $G$, the simply connected group with $g = \text{Lie}(G)$, when rank $\mathfrak{t} = \text{rank } g$. Such representations are geometrically realized in [6] in the space of holomorphic sections of suitable line bundles in $G_{\mathbb{R}}/K_{\mathbb{R}}$, where $K_{\mathbb{R}}$ is a maximal compact subgroup of $G_{\mathbb{R}}$. The infinitesimal theory by Kostant in [9] treats a generalized notion of root systems, where the role of Cartan subalgebra is replaced by a non-maximal toral subalgebra. Our broader notion of admissible systems then appears naturally in this context (see Sec. 2.3 in [9]) and suggests future applications to the theory of root systems and representations, where the role of Cartan subalgebra is replaced by a non-maximal toral subalgebra. Our work establishes a correspondence between certain gradings of $g$ and the $g$-automorphisms with admissible positive systems in the study of $m$. We shall study them as fixed points of $\theta$.

We also briefly mention that, $\mathbb{Z}_3$ and $\mathbb{Z}_5$ gradings of $g = E_7$ appear naturally in supergravity, leading to a generalization of Freudenthal magic square (see [5, 10]), involving the realization of $G$ as the conformal group over $\mathbb{R}, \mathbb{C}, \mathbb{H}, \mathbb{O}$ (where $\mathbb{H}$ denotes the quaternions, $\mathbb{O}$ the octonions). These groups appear in $N > 2$-extended $D = 4$ supergravity theories with symmetric scalar manifolds and are essential to construct the so-called “exceptional hidden symmetries”.

We now discuss our project in more details. We shall show that a subalgebra $m$ is Levi if and only if $m$ is the centralizer of its center (Theorem 2.3). It enables us to work with $m$ without referring to specific parabolic subalgebras. We shall study them as fixed points of $g$-automorphisms $\theta$. We say that $\theta$ is of equal rank if $\theta|_{\mathfrak{h}} = 1$ for some Cartan subalgebra $\mathfrak{h}$. This definition is motivated by the fact that the invariant subalgebra $\mathfrak{g}^\theta$ has the same rank as $g$. The condition $\theta|_{\mathfrak{h}} = 1$ implies that every root space $\mathfrak{g}_\alpha$ consists of eigenvectors of $\theta$.

We recall a theorem of Kac, which classifies all finite order $g$-automorphisms. A collection of nonnegative integers is said to be relatively prime if $\pm 1$ are their only common factors. Let $D$ be the extended Dynkin diagram of $g$. Its vertices $\alpha$ represent some roots of $\mathfrak{h}$. There are canonical relatively prime positive integers $\{a_\alpha\}_D$, known as labels, such that $\sum_D a_\alpha \alpha = 0$ [7, Ch.4]. A Kac diagram $k$ is an assignment of relatively prime nonnegative integers $\{k_\alpha\}_D$. We say that $k$ represents an equal rank $g$-automorphism $\theta$ of order $s = \sum_D a_\alpha k_\alpha$ if for all $\alpha \in D$,

$$\theta|_{\mathfrak{g}_\alpha} = \omega^{k_\alpha}, \quad \text{where } \omega = \exp(2\pi i/s) \in \mathbb{C}. \quad (1.1)$$

**Theorem 1.1** (Kac [7, Thm.8.6, Prop.8.6]) Up to equivalence, (1.1) provides a bijective correspondence between the Kac diagrams $k$ on $D$ and the equal rank finite order $g$-automorphisms $\theta$. Here $\mathfrak{g}^\theta$ is reductive, its semisimple part has Dynkin diagram $\{\alpha \in D ; \ k_\alpha = 0\}$ and its center has dimension $\sharp\{\alpha \in D ; \ k_\alpha > 0\} - 1$.

More precisely, given a Kac diagram $k$, we can immediately define an equal rank automorphism $\theta$ of order $s$ as:

$$\theta|_{\mathfrak{g}_\alpha} = \begin{cases} \omega^{k_\alpha} & \text{for } \alpha \in D \setminus \ker k, \\ 1 & \text{for } \alpha \in \ker k. \end{cases} \quad (1.2)$$

In Theorem 1.1, the equivalence refers to $k, k'$ which are related by diagram symmetries of $D$, as well as $\theta, \theta'$ which are conjugated by $g$-automorphisms. The full result of Kac’s
theorem also includes finite order automorphisms which are not equal rank, and in that case
the Kac diagrams are defined on some other diagrams (see Tables Aff 2, Aff 3 of [7, Ch.4]).

Let $\theta$ be a finite order $g$-automorphism of order $s$ of equal rank type. We have
\[ g = \sum_{\mathbb{Z}_s} g_m, \quad g_m = \text{eigenspace of } \exp(2\pi i m/s) \text{ under } \theta. \] (1.3)

The equal rank condition implies that $\theta$ stabilizes each root space of $h$, so each $g_m$ is a sum
of root spaces. We have $[g_j, g_m] \subset g_{j+m}$, so in particular $g_0$ acts on each $g_m$. Write $g^\theta = g_0$
for convenience. A positive system on $h$ leads naturally to the sum $g_m = g_m^+ + g_m^-$. We say
that the positive system is admissible for $\theta$ if for all $j, m \in \mathbb{Z}_s \setminus \{0\}$,
\[ (a) \quad [g^\theta, g^\pm_m] \subset g^\pm_m, \]
\[ (b) \quad [g^\pm_j, g^\pm_m] \cap g^\theta = 0. \] (1.4)

Note that when $s = 2$, this is the familiar $[f, p^\pm] \subset p^\pm$ and $[p^\pm, p^\pm] = 0$. If $\theta$ has an
admissible positive system, we say that $\theta$ is admissible. The admissible automorphisms are
related to Levi factors by the next theorem.

**Theorem 1.2** For each Levi factor $m$, there exists an admissible automorphism $\theta$ such that
$m = g^\theta$. Conversely, if $\theta$ is an admissible automorphism, then $g^\theta$ is a Levi factor.

The next theorem classifies all admissible automorphisms. We say that a Kac diagram $k$
is relatively prime if $\{a_{\alpha} : k_{\alpha} > 0\}$ are relatively prime. In particular if $k_{\alpha} > 0$ for some
$a_{\alpha} = 1$, we say that $k$ is preferred. Thus a preferred Kac diagram is relatively prime, and
the converse is true for classical Lie algebras because $\{a_{\alpha}\} \subset \{1, 2\}$.

**Theorem 1.3** Let $\theta$ be represented by a Kac diagram $k$ on $D$. Then $\theta$ is admissible if and
only if $k$ is relatively prime.

Two Levi factors $m, m'$ are said to be strongly isomorphic, denoted by $m \cong m'$, if there
exists a $g$-automorphism $\sigma$ such that $\sigma(m) = m'$. The above theorems allow us to study
Levi factors as fixed point sets $m = g^\theta$, where the Kac diagrams of $\theta$ are relatively prime.
Clearly there are more $\theta$ than $m$, due to the possibility of $g^\theta \cong g^{\theta'}$ for various $\theta, \theta'$.
It is natural to look for $\theta$ of minimal order. The next theorem says that such automorphisms
arise from preferred Kac diagrams. As mentioned above, this theorem is meaningful only
for exceptional Lie algebras.

**Theorem 1.4** Let $m \subset g$ be a Levi factor. There exists a $g$-automorphism $\theta$ such that
$g^\theta = m$, and the Kac diagram of $\theta$ is preferred. Furthermore if $\theta'$ is another $g$-automorphism
such that $g^\theta \cong g^{\theta'}$, then order ($\theta$) $\leq$ order ($\theta'$).

Most of our results are correct on simple Lie algebras over other algebraically closed
fields of characteristic 0. However, we state them for complex simple Lie algebras in order
to compare with the results of existing literature.

The sections in this article are arranged as follows.
Section 2 proves Theorem 2.3.
Section 3 proves Theorem 1.2.
Section 4 proves Theorem 1.3.
Section 5 proves Theorem 1.4.
Section 6 provides some examples to illustrate the results.
2 Levi Factors

Let \( g \) be a complex simple Lie algebra. In this section, we prove Theorem 2.3, which characterizes the Levi factors in terms of their centers. This theorem has been indirectly assumed in some articles (see for instance [3, 4] and [9, Rk.1.1]). For completeness we state and prove it here since we will use it later.

Let \( h \subset q \subset g \), where \( q \) is a subalgebra, and \( h \) is a Cartan subalgebra of \( g \) with root system \( \Delta \subset h^\ast \). We have the root space decomposition

\[
q = h \oplus \sum_{\alpha \in Q} g_\alpha,
\]

where \( Q \subset \Delta \). We say that \( Q \) is parabolic if

(a) If \( \alpha, \beta \in Q \) and \( \alpha + \beta \in \Delta \), then \( \alpha + \beta \in Q \),

(b) \( \Delta = Q \cup (-Q) \).

Then \( q \) is a parabolic subalgebra of \( g \) if and only if \( Q \) is a parabolic subset of \( \Delta \).

We say that \( m \subset g \) is a Levi factor if it is a maximal reductive subalgebra of a (not unique) parabolic subalgebra \( q \). Then \( m \) contains a Cartan subalgebra \( h \), and we write \( m = h \oplus \sum_{\alpha \in M} g_\alpha \) where \( M \subset \Delta \). The parabolic subset \( Q \) is equivalently described as

\[
Q = \Delta^+ \bigsqcup M^-,
\]

where \( \Delta^+ \) is a positive system and \( M^\pm = M \cap \Delta^\pm \). See [1, Prop.7.20]. A subalgebra of \( g \) is called toral if it is contained in a Cartan subalgebra of \( g \).

**Proposition 2.1** Suppose that the center \( z \) of \( m \) is toral, and \( m \) is the centralizer of \( z \) in \( g \). Then \( m \) is a Levi factor.

**Proof** Suppose that the center \( z \) of \( m \) is toral, and \( m \) is the centralizer of \( z \) in \( g \). Then \( z \) is contained in a Cartan subalgebra \( h \) of \( g \), and since \( h \) centralizes \( z \), we have \( h \subset m \). Let \( g_\alpha \) be a root space relative to \( h \). We have \( g_\alpha \subset m \) if and only if \( \alpha|_z = 0 \), so

\[
m = h \oplus \sum_{\alpha|_z = 0} g_\alpha
\]

(2.2)

Consider the linear subspace

\[
W = \{ v \in h^\ast ; v(t) = 0 \text{ for all } t \in z \}.
\]

Fix \( z \in h \) such that for all \( \alpha \in \Delta, \alpha(z) \in \mathbb{R} \) and

\[
\alpha(z) = 0 \iff \alpha \in W \cap \Delta.
\]

(2.3)

Let \( Q = \{ \alpha \in \Delta ; \alpha(z) \geq 0 \} \). Then \( Q \) is a parabolic subset, so by (2.1), \( Q = \Delta^+ \bigsqcup M^- \).

We have \( \alpha \in M^\pm \) if and only if \( \alpha(z) = 0 \), so by (2.3),

\[
W \cap \Delta = M^+ \bigsqcup M^-.
\]

(2.4)

By (2.2), (2.3) and (2.4),

\[
m = h \oplus \sum_{\alpha|_z = 0} g_\alpha = h \oplus \sum_{\alpha \in W \cap \Delta} g_\alpha = h \oplus \sum_{\alpha \in M^\pm} g_\alpha.
\]

By comparing with (2.1), we see that \( m \) is a Levi factor of the parabolic subalgebra \( h + \sum Q g_\alpha \).
Now we give the converse of Proposition 2.1.

**Proposition 2.2** Let \( m \) be a Levi factor. Then \( m \) is the centralizer of its center.

**Proof** Since \( m \) is a Levi factor, we can write \( m = \mathfrak{h} \oplus \sum_{\alpha \in M^\pm} \mathfrak{g}_\alpha \). Let \( \Pi_M \) be the simple system for \( M^+ \), and let

\[
\mathfrak{z} = \cap_{\alpha \in \Pi_M} \ker(\alpha) \subset \mathfrak{h}.
\]

Then \( \mathfrak{z} \) is the center of \( m \), and we want to show that \( m \) is its centralizer, namely

\[
m = C(\mathfrak{z}). \tag{2.5}
\]

The \( \subset \) part of (2.5) is obvious, and it remains to prove the \( \supset \) part. As before, choose \( z \in \mathfrak{z} \) such that

1. \( \alpha(z) = 0 \) for all \( \alpha \in \Pi_M \),
2. \( \alpha(z) > 0 \) for all \( \alpha \in \Pi \setminus \Pi_M \). \tag{2.6}

Suppose that \( \mathfrak{g}_\beta \subset C(\mathfrak{z}) \), where for \( \beta = \sum \Pi n_\alpha \alpha \in \Delta \). By (2.6)(a),

\[
0 = \beta(z) = \sum_{\Pi} n_\alpha \alpha(z) = \sum_{\Pi \setminus \Pi_M} n_\alpha \alpha(z). \tag{2.7}
\]

By (2.6)(b) and (2.7), \( n_\alpha = 0 \) for all \( \alpha \in \Pi \setminus \Pi_M \). Hence \( \beta = \sum_{\Pi_M} n_\alpha \alpha \), which implies that \( \mathfrak{g}_\beta \subset m \). This proves the \( \supset \) part of (2.5).

**Theorem 2.3** Let \( m \) be a subalgebra of \( \mathfrak{g} \), and let \( \mathfrak{z} \) be the center of \( m \). The following two conditions are equivalent.

(a) \( m \) is the Levi factor of a parabolic subalgebra of \( \mathfrak{g} \),

(b) \( \mathfrak{z} \) is toral, and \( m \) is the centralizer of \( \mathfrak{z} \) in \( \mathfrak{g} \).

**Proof** This follows from Propositions 2.1 and 2.2.

### 3 Admissible Automorphisms

In this section we prove Theorem 1.2. Let \( \mathfrak{g} \) be a complex simple Lie algebra. Let \( \mathfrak{h} \) be a Cartan subalgebra of \( \mathfrak{g} \). Let \( \Delta \subset \mathfrak{h}^* \) be the root system, and let \( \mathfrak{g} = \mathfrak{h} + \sum_{\alpha \in \Delta} \mathfrak{g}_\alpha \) be the root space decomposition.

Let \( \theta \) be an equal rank automorphism of \( \mathfrak{g} \) of order \( s \). By Theorem 1.1, we write \( \mathfrak{g}^\theta = \mathfrak{g}^\theta_{\text{ss}} + \mathfrak{z} \), where \( \mathfrak{g}^\theta_{\text{ss}} \) and \( \mathfrak{z} \) are respectively the semisimple part and the center. Define

\[
\Delta_0 = \{ \alpha \in \Delta : \mathfrak{g}_\alpha \subset \mathfrak{g}^\theta_{\text{ss}} \}, \quad \Delta_1 = \{ \alpha \in \Delta : \mathfrak{g}_\alpha \not\subset \mathfrak{g}^\theta_{\text{ss}} \}.
\]

If \( \Delta^+ \) is a positive system of \( \Delta \), we let \( \Delta^- = -\Delta^+ \) as well as \( \Delta^\pm_0 = \Delta_0 \cap \Delta^\pm \) and \( \Delta^\pm_1 = \Delta_1 \cap \Delta^\pm \). We give an equivalent formulation of the notion of admissible positive system defined in (1.4).

**Definition 3.1** We say that \( \Delta^\pm \) is *admissible* for \( \theta \) if

(a) \( (\Delta_0 + \Delta^\pm_1) \cap \Delta \subset \Delta^\pm_1 \),

(b) \( (\Delta^\pm_1 + \Delta^\pm_1) \cap \Delta_0 = \emptyset. \tag{3.1} \)
Note that the two notions of admissibility (1.4) and (3.1) coincide. In fact, since \( \theta \) has order \( s \), it leads to \( g = \sum \mathbb{Z}_s \mathfrak{g}_m \) of (1.3). Then \( \mathfrak{g}^0 = \mathfrak{h} \oplus \sum_{\alpha \in \Delta_0} \mathfrak{g}_\alpha \) and \( \sum_{m \neq 0} \mathfrak{g}_m^\pm = \sum_{\alpha \in \Delta_1} \mathfrak{g}_\alpha \).

If a simple system \( \Pi \) generates an admissible positive system for \( \theta \), we also say that \( \Pi \) is admissible.

**Lemma 3.2** An admissible simple system for \( \theta \) contains a simple system for \( \Delta_0 \).

**Proof** Let \( \Pi \) be an admissible simple system for \( \theta \). For \( \alpha \in \Delta \), we recall its height \( ht(\alpha) \) to be the sum of its coefficients as linear combination over \( \Pi \). We prove by induction on the height of \( \alpha \in \Delta_0^+ \) that \( \alpha \) is a linear combination of members in \( \Pi \cap \Delta_0 \).

If \( ht(\alpha) = 1 \), then \( \alpha \in \Pi \) and we are done. Suppose that \( ht(\alpha) > 1 \). Hence \( \alpha \not\in \Pi \) and we have

\[
\alpha = \beta + \gamma \in \Delta_0^+,
\]

where \( \beta, \gamma \in \Delta_+^\circ \). Then (3.1) says that we cannot have \( \beta \in \Delta_0^+ \) and \( \gamma \in \Delta_0^+ \), or vice versa. Also, (3.1) says that we cannot have \( \beta, \gamma \in \Delta_0^+ \). Hence we must have \( \beta, \gamma \in \Delta_0^+ \).

Since \( ht(\beta), ht(\gamma) < ht(\alpha) \), this completes the induction.

We have shown that if \( \Pi = \{\alpha_i\} \cup \{\beta_j\} \) is an admissible simple system for \( \theta \) with \( \{\alpha_i\} \subset \Delta_0 \) and \( \{\beta_j\} \subset \Delta_1 \), then every member of \( \Delta_0^+ \) is a linear combination of \( \{\alpha_i\} \). This implies that \( \{\alpha_i\} \) is a simple system of \( \Delta_0 \). \( \square \)

Since \( \theta \) is equal rank, we have that \( \mathfrak{h} \subset \mathfrak{g}^0 \) so that \( \mathfrak{h} = \mathfrak{h}_{ss} \oplus \mathfrak{z} \), and \( \mathfrak{h}_{ss} \) is a Cartan subalgebra of \( \mathfrak{g}^0_{ss} \). Since \( \mathfrak{z} \) is the center of \( \mathfrak{g}^0 \), it acts trivially on \( \mathfrak{g}_\alpha \subset \mathfrak{g}^0_{ss} \), that is \( \alpha|_{\mathfrak{z}} = 0 \) for \( \alpha \in \Delta_0 \). Hence we may identify \( \Delta_0 \) with the root system of the semisimple Lie algebra \( \mathfrak{g}^0_{ss} \) by restricting \( \alpha \in \Delta_0 \) to \( \mathfrak{h}_{ss} \).

**Proposition 3.3** Let \( \theta \) be a finite order \( \mathfrak{g} \)-automorphism. If \( \theta \) is admissible, then \( \mathfrak{g}^0 \) is a Levi factor.

**Proof** By Theorem 2.3, we need to show that \( \mathfrak{g}^0 \) is the centralizer of its center \( \mathfrak{z} \), namely

\[
\mathfrak{g}^0 = \mathfrak{h} + \sum_{\alpha|_{\mathfrak{z}} = 0} \mathfrak{g}_\alpha.
\]

Suppose that \( \theta \) is admissible. By definition, \( \theta \) has an admissible positive system, and hence an admissible simple system \( \Pi \) (see (1.4) and (3.1)). By Lemma 3.2, we have that

\[
\Pi = \{\alpha_1, \ldots, \alpha_r, \alpha_{r+1}, \ldots, \alpha_l\} : \alpha_1, \ldots, \alpha_r \in \Delta_1, \alpha_{r+1}, \ldots, \alpha_l \in \Delta_0.
\]

Here \( \alpha_{r+1}, \ldots, \alpha_l \) is a simple system for \( \Delta_0 \), and \( r = \text{dim}(\mathfrak{z}) \), because \( \text{dim}(\mathfrak{h}) = \text{dim}(\mathfrak{h}_{ss}) + \text{dim}(\mathfrak{z}) \). Clearly \( \alpha_i|_{\mathfrak{z}} = 0 \) for \( i = r + 1, \ldots, l \), because such \( \alpha_i \in \Delta_0 \). Also, \( \alpha_i|_{\mathfrak{z}} \neq 0, \ldots, \alpha_r|_{\mathfrak{z}} \neq 0 \), for otherwise \( \text{dim}(\mathfrak{z}) < r \).

Let \( t \in \mathfrak{z} \) such that \( \alpha_i(t) = 1 \) for all \( i = 1, \ldots, r \). Let \( \alpha \in \Delta^+ \), \( \alpha = \sum_{i=1}^{r} n_i \alpha_i + \sum_{j=r+1}^{l} m_j \alpha_j \). Then

\[
\alpha(t) = \sum_{i=1}^{r} n_i \alpha_i(t) + \sum_{j=r+1}^{l} m_j \alpha_j(t) = \sum_{i=1}^{r} n_i \geq 0
\]
So we have $\alpha \in \Delta^+_1$ if and only if $\alpha(t) > 0$, and $\alpha \in \Delta^+_0$ if and only $\alpha(t) = 0$. Hence

$$\Delta_0 = \{ \alpha \in \Delta ; \alpha|_3 = 0 \}, \quad \Delta_1 = \{ \alpha \in \Delta ; \alpha|_3 \neq 0 \}.$$ 

This concludes our proof. \qed

**Proposition 3.4** Let $m \subset g$ be a Levi factor. There exists a finite order $g$-automorphism $\theta$ such that $g^\theta = m$.

**Proof** Let $m$ be a Levi factor. There exists a parabolic subalgebra $q$ of $g$ such that $q = m + n$, where $n$ is a nilpotent ideal of $q$. Let $\Delta^+$ be a positive system as given in (2.1). Let $M^+$ denote the positive roots of $m$. The extended Dynkin diagram $D$ represents $D = \Pi \cup \{ \varphi \}$, where $\varphi$ is the lowest root. By (2.1), we have a partition $\Pi = \Pi_M \cup \Pi_N$, where $\Pi_M = \Pi \cap M^+$ is a simple system of $m$, and $\Pi_N$ are simple roots which belong to $n$.

Let $k$ be the Kac diagram given by

$$k_\alpha = \begin{cases} 
0 & \text{for } \alpha \in \Pi_M, \\
1 & \text{for } \alpha \in \Pi_N \cup \{ \varphi \}.
\end{cases} \quad (3.2)$$

By Theorem 1.1, it represents a finite order $g$-representation $\theta$ such that the subdiagram $\ker k = \{ \alpha \in D ; k_\alpha = 0 \}$ is the Dynkin diagram of $g^\theta_{ss}$. By (3.2), $\ker k = \Pi_M$, so $g^\theta_{ss} = m_{ss}$. The centers of $g^\theta$ and $m$ both consist of members of $\mathfrak{h}$ which are annihilated by $\Pi_M$, so they coincide. Hence $g^\theta = m$. \qed

**Proposition 3.5** Let $\theta$ be a finite order $g$-automorphism. If $g^\theta$ is a Levi factor, then $\theta$ is admissible.

**Proof** Write $g^\theta = g^\theta_{ss} + z$ as before, and suppose that $g^\theta$ is a Levi factor. By (2.1), there exists a simple system $\Pi \supset \Pi_M$ for $\Delta$, with $\Pi_M$ a simple system for $\Delta_0$, the root system of $g^\theta_{ss}$. By Proposition 2.2, there exists a $z \in z$ such that

$$\alpha(z) \begin{cases} 
= 0 & \text{for } \alpha \in \Pi_M, \\
> 0 & \text{for } \alpha \in \Pi \setminus \Pi_M.
\end{cases}$$

Hence, with respect to the positive system given by $\Pi$, we can characterize $\Delta_0$ and $\Delta_1$ as

$$\Delta_0 = \{ \alpha \in \Delta | \alpha(z) = 0 \}, \quad \Delta^+_1 = \{ \alpha \in \Delta | \alpha(z) > 0 \}, \quad \Delta^-_1 = \{ \alpha \in \Delta | \alpha(z) < 0 \}.$$ 

It leads to (3.1), which defines an admissible system for $\theta$. \qed

**Proof of Theorem 1.2** Let $\theta$ be a finite order equal rank admissible $g$-automorphism. By Proposition 3.3, $g^\theta$ is a Levi factor of $g$. Conversely, let $m$ be a Levi factor of $g$. By Proposition 3.4, there exists a finite order $g$-automorphism $\theta$ such that $g^\theta = m$. By Proposition 3.5, $\theta$ is admissible. This proves Theorem 1.2. \qed

## 4 Kac Diagrams

In this section, we prove Theorem 1.3. Let $\theta$ be an equal rank finite order $g$-automorphism, and $g^\theta = g^\theta_{ss} + z$. Let $D$ be the extended Dynkin diagram, and let $k$ be the Kac diagram of $\theta$. Let

$$\ker k = \{ \alpha \in D ; k_\alpha = 0 \}.$$
The labels $\{a_\alpha\}_D$ satisfy $\sum_D a_\alpha \alpha = 0$, and $k$ is said to be relatively prime if $\{a_\alpha\}_D \setminus \ker k$ are relatively prime. Let $C(\mathfrak{z})$ be the centralizer of $\mathfrak{z}$ in $\mathfrak{g}$.

**Proposition 4.1** If $k$ is relatively prime, then $C(\mathfrak{z}) = \mathfrak{g}^\theta$.

**Proof** Since $\mathfrak{z}$ is the center of $\mathfrak{g}^\theta$, it is obvious that $\mathfrak{g}^\theta \subset C(\mathfrak{z})$. So we only have to show that $C(\mathfrak{z}) \subset \mathfrak{g}^\theta$. Since both $C(\mathfrak{z})$ and $\mathfrak{g}^\theta$ are sums of the Cartan subalgebra and some root spaces, it suffices to show that if $\mathfrak{g}_\beta \subset C(\mathfrak{z})$, then $\mathfrak{g}_\beta \subset \mathfrak{g}^\theta$.

Let $\mathfrak{g}_\beta \subset C(\mathfrak{z})$. Then $\beta$ annihilates $\mathfrak{z}$. Write

$$\beta = \sum_D r_\alpha \alpha. \quad (4.1)$$

This expression is not unique because $D$ is linearly dependent, but this is not a problem. Here $\ker k$ are roots of $\mathfrak{g}^\theta$. If $\{r_\alpha\}_D \setminus \ker k$ are all 0, then $\beta = \sum_{\ker k} r_\alpha \alpha$ is a root of $\mathfrak{g}^\theta$ and there is nothing to prove. So we may assume that $r_\delta \neq 0$ for some $\delta \in D \setminus \ker k$. \hspace{1cm} (4.2)

Since $\mathfrak{z}$ is annihilated by $\ker k$, we have

$$0 = \beta(\mathfrak{z}) = \sum_D r_\alpha \alpha(\mathfrak{z}) = \sum_{D \setminus \ker k} r_\alpha \alpha(\mathfrak{z}). \quad (4.3)$$

We also have

$$0 = \sum_D a_\alpha \alpha(\mathfrak{z}) = \sum_{D \setminus \ker k} a_\alpha \alpha(\mathfrak{z}). \quad (4.4)$$

Let $\mathbb{C}(D \setminus \ker k)$ be the linear span of $D \setminus \ker k$. Consider the linear map

$$\phi : \mathbb{C}(D \setminus \ker k) \longrightarrow \mathfrak{z}^*,$$

where $\phi(\alpha)$ is the restriction of $\alpha$ to $\mathfrak{z}$. It is surjective. By Theorem 1.1, $\dim \mathfrak{z} = \#(D \setminus \ker k) - 1$, so $\dim(\ker \phi) = 1$. By (4.3) and (4.4), $\sum_{D \setminus \ker k} r_\alpha \alpha$. $\sum_{D \setminus \ker k} a_\alpha \alpha \in \ker \phi$, so they are linearly dependent. By (4.2), $\sum_{D \setminus \ker k} r_\alpha \alpha \neq 0$, so there exists $t \in \mathbb{C}$ such that $tr_\alpha = a_\alpha$ for all $\alpha \in D \setminus \ker k$.

In particular $t \in \mathbb{Z}$ because $\alpha$ is a root. But $\{a_\alpha\}_D$ are relatively prime, so $t = \pm 1$. We assume that $t = 1$ (similar arguments for $t = -1$), so (4.1) becomes

$$\beta = \sum_{\ker k} r_\alpha \alpha + \sum_{D \setminus \ker k} a_\alpha \alpha. \quad (4.5)$$

Let $s = \sum_{D \setminus \ker k} a_\alpha k_\alpha$, and let $\omega = \exp(2\pi i / s)$. Then $\theta$ has order $s$, and

$$\theta|_{\mathfrak{g}_\beta} = \begin{cases} \omega^{k_\alpha} & \text{for } \alpha \in D \setminus \ker k, \\ 1 & \text{for } \alpha \in \ker k. \end{cases} \quad (4.6)$$

By (4.5), $\theta$ has eigenvalue $\omega^t = 1$ on $\mathfrak{g}_\beta$, namely $\mathfrak{g}_\beta \subset \mathfrak{g}^\theta$. This proves that $C(\mathfrak{z}) \subset \mathfrak{g}^\theta$, and the proposition follows. \hspace{1cm} $\square$

The converse of Proposition 4.1 is given below.

**Proposition 4.2** Let $k$ be the Kac diagram of a $\mathfrak{g}$-automorphism $\theta$. If $k$ is not relatively prime, then $C(\mathfrak{z}) \not\subset \mathfrak{g}^\theta$. 
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Proof Suppose that a Kac diagram $k$ is not relatively prime, namely there exist positive integers $t \neq 1$ and $\{r_{\alpha}\}_{\ker k}$ such that
\[ a_{\alpha} = tr_{\alpha} \text{ for all } \alpha \in D \setminus \ker k. \tag{4.7} \]
Then there exist integers $\{r_{\alpha}\}_{\ker k}$ such that
\[ \beta = \sum_{D} r_{\alpha} \alpha \tag{4.8} \]
is a root; see Remark 4.3 below. Let $s = \sum_{D \setminus \ker k} a_{\alpha} k_{\alpha}$, and let $\omega = \exp(2\pi i/s)$. Then $\theta$ has order $s$ and satisfies (4.6). Since $\omega \sum_{D \setminus \ker k} r_{\alpha} k_{\alpha} \neq 1$, it follows that
\[ g_\beta \not\subset g^\theta. \tag{4.9} \]

Let $z$ be the center of $g^\theta$. Similar to (4.4), we have $\sum_{D \setminus \ker k} a_{\alpha} (z) = 0$. So by (4.7), $\sum_{D \setminus \ker k} r_{\alpha} \alpha (z) = 0$. It implies that
\[ \beta (z) = \sum_{D} r_{\alpha} \alpha (z) = 0, \]
and hence $g_\beta \subset C(z)$. This, together with (4.9), imply that $C(z) \not\subset g^\theta$. \qed

Remark 4.3 Construction of the root $\beta$ in (4.8). Let $k$ be a Kac diagram. Suppose that $x, y \in D \setminus \ker k$, and $a_x, a_y$ have a nontrivial common factor $t$ in (4.7). If $g$ is not one of $E_7, E_8, F_4$, then the list of extended Dynkin diagrams shows that $a_x = a_y \in \{2, 3\}$, so $r_x = r_y = 1$ in (4.7). We may let $S \subset D$ be the smallest connected subdiagram containing $D \setminus \ker k$, then $\beta = \sum_S \alpha$ satisfies (4.8).

If $g$ is one of $E_7, E_8, F_4$, then $\{a_x, a_y\}$ can possibly be $\{2, 4\}$ or $\{3, 6\}$, so that $\{r_x, r_y\} = \{1, 2\}$ in (4.7). Nevertheless, the list of roots (see for instance [8, Appendix C]) shows that a root $\beta$ of (4.8) exists. For example in $E_7$, suppose that $\{x, y\} = D \setminus \ker k$ with $a_x = 4 = 2r_x$ and $a_y = 2 = 2r_y$. Let $\beta$ be the positive root whose coefficients on the Dynkin diagram are
\[
\begin{pmatrix}
1 & 1 & 2 & 2 & 1 & 1
\end{pmatrix}.
\]
Then it can be expressed as $\beta = 2x + y + \sum_{\ker k} r_{\alpha} \alpha$ of (4.8).

Proof of Theorem 1.3 Let $\theta$ be an equal rank finite order $g$-automorphism with Kac diagram $k$, and let $z$ be the center of $g^\theta$. We have
\[
\{a_{\alpha}\}_{D \setminus \ker k} \text{ relatively prime } \iff C(z) = g^\theta, \quad \text{by Propositions 4.1 and 4.2}
\]
\[
\text{if } g^\theta \text{ is Levi, } \quad \text{by Theorem 2.3}
\]
\[
\iff \theta \text{ is admissible, by Theorem 1.2}
\]
This proves the theorem. \qed

5 Automorphisms of Minimal Orders

In this section, we prove Theorem 1.4. Let $\theta$ be an equal rank finite order $g$-automorphism. By Theorem 1.1, it is represented by a Kac diagram $k$. A circling on $D$ is a choice to circle some of the vertices of $D$. The Kac diagram $k$ leads to a circling $c$ as follows: For all $\alpha \in D$,
\[
\alpha \begin{cases}
\text{not circled if } k_\alpha = 0, \\
\text{circled if } k_\alpha > 0.
\end{cases} \tag{5.1}
\]
Let $c(D)$ denote the circled vertices. More generally for $X \subset D$,

$$c(X) = \text{circled vertices of } X. \quad (5.2)$$

We say that $c$ represents a reductive subalgebra $m = m_{ss} + \mathfrak{z}$ of $\mathfrak{g}$ (where $m_{ss}$ is semisimple and $\mathfrak{z}$ is the center) if

$$\text{Dyn}(m_{ss}) = D \setminus c(D), \quad \dim \mathfrak{z} = |c(D)| - 1. \quad (5.3)$$

So if $k$ represents $\theta$, then by (5.1), $c$ represents $\mathfrak{g}^\theta$. By Theorems 1.1, 1.2 and 1.3, $\mathfrak{g}^\theta$ is a Levi factor if and only if \{a$_\alpha$\}$_{c(D)}$ are relatively prime, where \{a$_\alpha$\}$_D$ are the labels $\sum_D a_\alpha \alpha = 0$.

The vertices of $D$ represent any set of roots of the form

$$\tilde{\Pi} = \Pi \cup \{\varphi\}, \quad (5.4)$$

where $\Pi$ is a simple system with lowest root $\varphi$.

Since $\theta$ is equal rank, it acts trivially on a Cartan subalgebra of $\mathfrak{g}$ and stabilizes its root spaces $\mathfrak{g}_\alpha$. We can define a circling $c'$ on $D$ (with respect to some $\tilde{\Pi}$) by

$$c'(D) = \{\alpha \in D : \theta|_{\mathfrak{g}_\alpha} \neq 1\}. \quad (5.5)$$

While $\theta$ determines $c$ uniquely up to diagram automorphism by (5.1), it leads to several $c'$ by (5.5) due to various choices of $\tilde{\Pi}$.

**Lemma 5.1** Fix an equal rank finite order $\mathfrak{g}$-automorphism $\theta$. Let $c$ be obtained by (5.1), and let $c'$ be obtained by (5.5). Then $|c(D)| \leq |c'(D)|$.

**Proof** By Theorem 1.1, $\mathfrak{g}^\theta$ is reductive, and its semisimple part $\mathfrak{g}^\theta_{ss}$ has Dynkin diagram formed by \{ $\alpha \in D : k_\alpha = 0$ \}. Namely,

$$|D \setminus c(D)| = \text{rank}(\mathfrak{g}^\theta_{ss}). \quad (5.6)$$

Now let the vertices of $D$ represent some $\tilde{\Pi} = \Pi \cup \{\varphi\}$ as discussed in (5.4). For each $\alpha \in \tilde{\Pi}$, if $\alpha$ is not circled by $c'$, then $\mathfrak{g}_\alpha \subset \mathfrak{g}^\theta_{ss}$. So $\tilde{\Pi} \setminus c'(\tilde{\Pi})$ are linearly independent roots of $\mathfrak{g}^\theta_{ss}$, hence

$$|D \setminus c'(D)| \leq \text{rank}(\mathfrak{g}^\theta_{ss}). \quad (5.7)$$

The lemma follows from (5.6) and (5.7).

We illustrate the arguments of Lemma 5.1 with an example. Let $\mathfrak{g} = \mathfrak{sl}(4, \mathbb{C})$, with extended Dynkin diagram $D$ in Fig. 1. Consider the Kac diagram $k$ in Fig. 1a. It represents an automorphism $\theta$ of order 3. By (5.1), it leads to a circling $c$ given by Fig. 1b. We choose the simple system such that $c(D)$ consists of the simple roots, and the lowest root is not circled. Let the Cartan subalgebra be the diagonal matrices, and let $\epsilon_i - \epsilon_j$ be its roots in
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the usual way such that the simple roots are \( \{\epsilon_i - \epsilon_{i+1}\}_1^3 \). Let \( \omega = \exp(2\pi i/3) \). Then the eigenvalues of \( \theta \) on the root spaces are

\[
\begin{pmatrix}
* & \omega & \omega^2 & 1 \\
\omega^2 & * & \omega & \omega^2 \\
\omega & \omega^2 & * & \omega \\
1 & \omega & \omega^2 & *
\end{pmatrix}.
\]

(5.8)

For example, \( \theta \) has eigenvalue \( \omega^2 \) on \( E_{13} \) because

\[
\theta E_{13} = \theta [E_{12}, E_{23}] = [\theta E_{12}, \theta E_{23}] = [\omega E_{12}, \omega E_{23}] = \omega^2 E_{13}.
\]

Consider another simple system \( \Pi = \{\epsilon_1 - \epsilon_2, \epsilon_2 - \epsilon_4, \epsilon_4 - \epsilon_3\} \), with lowest root \( \varphi = \epsilon_3 - \epsilon_1 \). If we now let \( D \) represent \( \Pi \cup \{\varphi\} \), then by (5.8), the eigenvalues of \( \theta \) on their root spaces are given by Fig. 1c. By (5.5), the resulting circling \( c' \) is Fig. 1d. We have \( |c(D)| = 3 < 4 = |c'(D)| \), which is consistent with Lemma 5.1. We also see from (5.8) that only the root spaces of \( \pm(\epsilon_1 - \epsilon_4) \) have eigenvalue 1, so (5.5) cannot lead to a circling with fewer than 3 circled vertices.

Two Levi factors \( m, m' \subset g \) are said to be isomorphic if there is an isomorphism \( \sigma : m \rightarrow m' \). If in addition \( \sigma \) is the restriction of an automorphism \( g \rightarrow g \), we say that \( m, m' \) are strongly isomorphic. We write

\[
m \simeq m', \quad m \cong m'
\]

for isomorphism and strong isomorphism respectively.

Obviously if \( m, m' \) have different root lengths, they cannot be strongly isomorphic. So in Fig. 2a,b, we have \( m \simeq m' \simeq A_1 + \mathbb{C} \) by (5.3), but they are not strongly isomorphic. However, even with the same root lengths, they may not be strongly isomorphic. Consider Fig. 2c,d, where by (5.3), \( m \simeq m' \simeq A_1^2 + \mathbb{C}^4 \) have centers \( \delta \simeq \delta' \simeq \mathbb{C}^4 \). If \( m, m' \) were strongly isomorphic, the decomposition in [9, Sec. 1] would yield isomorphic Kostant root systems \( R \cong R' \). This is because \( \delta, \delta' \) would be conjugate, and \( R, R' \) are obtained from the decompositions of \( g \) under the adjoint actions of \( \delta, \delta' \). We check that, with the notation of [9, Sec. 2.3],

\[
R^+ = \{\mu_i\}_1^4 \cup \{\mu_1 + \mu_2, \mu_2 + \mu_3, \mu_2 + \mu_4, \mu_2 + \mu_3 + \mu_4, \\
\mu_1 + \mu_2 + \mu_3, \mu_1 + \mu_2 + \mu_4, \mu_1 + \mu_2 + \mu_3 + \mu_4, 2\mu_2 + \mu_3 + \mu_4, \\
\mu_1 + 2\mu_2 + \mu_3 + \mu_4, 2\mu_1 + 2\mu_2 + \mu_3 + \mu_4\},
\]

\[
(R')^+ = \{\mu_i\}_1^4 \cup \{\mu_i + \mu_{i+1}\}_1^3 \cup \{\mu_i + \mu_{i+1} + \mu_{i+2}\}_1^2 \\
\cup \{\mu_1 + \mu_2 + \mu_3 + \mu_4, \mu_3 + 2\mu_4, \mu_2 + \mu_3 + 2\mu_4, \mu_1 + \mu_2 + \mu_3 + 2\mu_4, \\
\mu_2 + 2\mu_3 + 2\mu_4, \mu_1 + \mu_2 + 2\mu_3 + 2\mu_4, \mu_1 + \mu_2 + \mu_3 + 2\mu_4\}.
\]

So \( |R^+| = 14 \) and \( |(R')^+| = 16 \), and hence \( R \not\cong R' \). Therefore, \( m \) and \( m' \) are not strongly isomorphic in Fig. 2c,d.

---

Fig. 2 Some circlings on \( G_2 \) and \( D_6 \)
We make this convention from here through Proposition 5.3: When we write a simple system of $A_n$ as \{\(\alpha_1, \ldots, \alpha_n\)\}, each $\alpha_i$ is not orthogonal to $\alpha_{i+1}$, namely they are adjacent in the Dynkin diagram.

We describe a combinatorial method which shows strong isomorphism $m \cong m'$. Given a circling $c$, we define a **slidable region** to be a connected subdiagram $R \subset D$ of type $A$ such that:

- (a) exactly one vertex of $R$ is circled,
- (b) if $\alpha \in D \setminus R$ is adjacent to $R$, then $\alpha$ is circled.

We define a new circling $c'$ (with respect to a slidable region $R$) by

- (a) $c|_R$, $c'|_R$ are related by diagram symmetry of the subdiagram $R$,
- (b) $c, c'$ coincide on $D \setminus R$.

The process $c \rightsquigarrow c'$ is called sliding because (5.10)(a) says that the circled vertex of $R \cong A_n$ appears to slide from location $i$ to location $n + 1 - i$. For example, Fig. 3a has two slidable regions as indicated. Their slidings are shown by the arrows, and one of them leads to Fig. 3b. We say that two circlings are related by sliding if one leads to the other by several steps of sliding.

We shall prove Proposition 5.3, which says that sliding is an effective method to check strong isomorphism. For this purpose, we first prove the following. Let $W$ be the Weyl group of $A_{n-1}$.

**Lemma 5.2** Let $\Pi = \{\alpha_1, \ldots, \alpha_{n-1}\}$ be a simple system of $A_{n-1}$ ($n > 1$). Fix an integer $1 \leq p < n - p$. Then there exists $w \in W$ such that

$$w(\alpha_i) = \begin{cases} 
\alpha_{i+p} & 1 \leq i < n - p \\
-(\alpha_1 + \cdots + \alpha_{n-1}) & i = n - p \\
\alpha_{i-(n-p)} & n - p < i \leq n - 1.
\end{cases}$$

(5.11)

**Proof** We express the roots of $A_{n-1}$ as $\epsilon_i - \epsilon_j$ in the usual way. There is a bijective correspondence between $W$ and the symmetric group $S_n$, where $w \in W$ is associated to $\tau \in S_n$ by

$$w(\epsilon_i - \epsilon_j) = \epsilon_{\tau(i)} - \epsilon_{\tau(j)}$$

(5.12)

Let $w$ be associated to $\tau$ given by

$$\tau(i) = \begin{cases} 
i + p & 1 \leq i \leq n - p \\
i - (n - p) & n - p < i \leq n.
\end{cases}$$

(5.13)

Let $\alpha_i = \epsilon_i - \epsilon_{i+1}$. By (5.12) and (5.13),

- $1 \leq i < n - p : w(\alpha_i) = w(\epsilon_i - \epsilon_{i+1}) = \epsilon_{p+i} - \epsilon_{p+i+1} = \alpha_{i+p}$,
- $w(\alpha_{n-p}) = w(\epsilon_{n-p} - \epsilon_{n-p+1}) = \epsilon_n - \epsilon_1 = -(\alpha_1 + \cdots + \alpha_{n-1})$,
- $n - p < i \leq n - 1 : w(\alpha_i) = w(\epsilon_i - \epsilon_{i+1}) = \epsilon_{i-(n-p)} - \epsilon_{i+1-(n-p)} = \alpha_{i-(n-p)}$.
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Hence \( w \) satisfies (5.11), and the lemma follows. \( \square \)

**Proposition 5.3** Let \( m \) and \( m' \) be Levi factors, represented by circlings \( c \) and \( c' \) on \( D \) by (5.3). If \( c \) and \( c' \) are related by sliding, then \( m \cong m' \).

**Proof** Let \( m \) be a Levi factor, and let \( c \) be the corresponding circling on \( D \) by (5.3). Recall from (5.4) that \( \tilde{\Pi} \) denotes a simple system with its lowest root, and the vertices of \( D \) represent \( \tilde{\Pi} \). Let \( k \) be the Kac diagram given by

\[
k_\alpha = \begin{cases} 
1 & \text{if } \alpha \in c(D), \\
0 & \text{if } \alpha \in D \setminus c(D).
\end{cases}
\]

Here \( c \) and \( k \) satisfy (5.1). Recall that \( \{a_\alpha\}_D \) are the canonical positive integers which satisfy \( \sum_D a_\alpha \alpha = 0 \). By Theorem 1.1, \( k \) represents a \( g \)-automorphism \( \theta \) of order \( N = \sum_{c(D)} a_\alpha \), and its invariant subalgebra is \( g^\theta = m \).

Let \( R \) be a slidable region of \( c \). It is of type \( A \), so we write \( R = \{\alpha_1, ..., \alpha_{n-1}\} \), and

\[
c(R) = \{\alpha_p\} \quad (5.14)
\]

for some \( 1 \leq p \leq n - 1 \). Here \( c(R) \) denotes the vertices of \( R \) that are circled, see (5.2). Let \( \omega = \exp(2\pi i/N) \). The eigenvalues of \( \theta \) satisfy

\[
\theta|_{g_{\alpha_p}} = \omega, \quad \theta|_{g_{\alpha_i}} = 1 \text{ for all } i \neq p. \quad (5.15)
\]

Reverse the numbering if necessary, we may assume that \( p < n - p \).

The slidable region \( R \) is the basis of a closed subroot system \( \Delta_R \subset \Delta \) of type \( A_{n-1} \), and we let \( g_R \) be the simple subalgebra of \( g \) whose root system is \( \Delta_R \). Then \( R \) is the Dynkin diagram of \( g_R \). Let \( W_R \subset \text{aut}(\Delta_R) \) be the Weyl group of \( \Delta_R \).

Let \( w \in W_R \) be given by Lemma 5.2. It is a product of reflections \( r_\alpha \) where \( \alpha \in \Delta_R \). By regarding \( \alpha \) as a member of \( \Delta \), each \( r_\alpha \) extends naturally to \( \text{aut}(\Delta) \), so \( w \) also extends to some \( f \in \text{aut}(\Delta) \). By Lemma 5.2, \( f \) satisfies (5.11).

Suppose that we now let \( D \) represent \( f(\tilde{\Pi}) \) instead. By (5.11) and (5.15), for all \( \alpha \in f(\tilde{\Pi}) = D \),

\[
\theta|_{g_\alpha} = \begin{cases} 
\omega^{-1} & \text{if } \alpha = f(\alpha_{n-p}) \\
1 & \text{if } \alpha = f(\alpha_i), \ i \in \{1, ..., n-1\}\setminus\{n-p\} \\
\omega^{k_\alpha} & \text{if } \alpha \in D \setminus \{f(\alpha_i)\}^{n-1}_1.
\end{cases} \quad (5.16)
\]

Let \( c' \) be obtained by (5.5), namely it circles \( \alpha \in f(\tilde{\Pi}) \) if and only if \( \theta|_{g_\alpha} \neq 1 \). By (5.14) and (5.16),

\[
c(R) = \{\alpha_p\}, \quad c'(R) = \{f(\alpha_{n-p})\}. \quad (5.17)
\]

Since \( c \) and \( c' \) are circlings with respect to \( \tilde{\Pi} \) and \( f(\tilde{\Pi}) \) respectively, (5.17) says that \( c|_R \) and \( c'|_R \) are related by the diagram symmetry of \( R \).

Let \( \partial R \) denote the vertices of \( D \setminus R \) that are adjacent to \( R \). Since \( R \) is a sliding region with respect to \( c \), by (5.9)(b),

\[
c(\partial R) = \partial R. \quad (5.18)
\]

When we extend \( w \in W_R \) to \( f \in \text{aut}(\Delta) \), the roots that are orthogonal to \( R \) remain fixed by \( f \), hence

\[
c(D \setminus (R \cup \partial R)) = c'(D \setminus (R \cup \partial R)). \quad (5.19)
\]

By (5.17) and (5.18),

\[
|c(D)| = |c(R)| + |c(\partial R)| + |c(D \setminus (R \cup \partial R))| = 1 + |\partial R| + |c(D \setminus (R \cup \partial R))|. \quad (5.20)
\]
By (5.17) and (5.19)
\[
\|c'(D)\| = \|c'(R)\| + \|c'(\partial R)\| + \|c'(D \setminus (R \cup \partial R))\|
\]
\[
= 1 + \|c'(\partial R)\| + \|c(D \setminus (R \cup \partial R))\|. 
\]  
(5.21)

By Lemma 5.1, \(\|c(D)\| \leq \|c'(D)\|\). So (5.20) and (5.21) imply that \(c'(\partial R) = \partial R\). We conclude that \(c\) and \(c'\) are related by sliding on \(R\).

Since \(c\) and \(c'\) are related by sliding, the subdiagrams \(D \setminus c(D)\) and \(D \setminus c'(D)\) are isomorphic, namely
\[
\text{Dyn}(m_{ss}) = D \setminus c'(D) \text{ with respect to } f(\Pi). 
\]  
(5.22)

By the hypothesis of this proposition, suppose that
\[
\text{Dyn}(m'_{ss}) = D \setminus c'(D) \text{ with respect to some } \Pi'. 
\]  
(5.23)

Let \(h\) be a root automorphism which maps \(f(\Pi)\) to \(\Pi'\). Let \(\sigma\) be a \(g\)-automorphism which stabilizes \(h\), and for all \(\alpha \in \Delta\),
\[
\sigma(g_\alpha) = g_{h(\alpha)}. 
\]  
(5.24)

By (5.22), (5.23) and (5.24), it follows that \(\sigma(m) = m'\). This proves the proposition. \(\square\)

We illustrate the sliding process of Proposition 5.3 by Example 5.4 below.

**Example 5.4 Figure 3a,b and strongly isomorphic Levi factors.**

Let \(c\) be the circling in Fig. 3a. Let \(k\) be the Kac diagram given by
\[k_\alpha = \begin{cases} 1 & \text{if } \alpha \in c(D), \\ 0 & \text{if } \alpha \in D \setminus c(D). \end{cases}\]

By Theorem 1.1, \(k\) represents a \(g\)-automorphism \(\theta\) of order \(\sum_{e(\alpha) \in \Delta} a_\alpha = 2 + 5 + \omega = \exp(2n/\theta)\).

Let the five rightmost vertices of Fig. 3a represent \(\alpha_0, \alpha_1, \ldots, \alpha_4 \in \Delta\) consecutively. The eigenvalues of \(\theta\) on their root spaces are
\[
\theta|_{g_\alpha} = (\omega, 1, 1, 1). 
\]  
(5.25)

Our slideable region \(R \subset D\) consists of \(\{e_i\}_{i=1}^5\). It is the Dynkin diagram of a subalgebra \(\text{sl}(5, \mathbb{C}) \cong g_\alpha \subset g\) with root system \(\Delta_R \subset \Delta\) and Weyl group \(W_R \subset \text{aut}(\Delta_R)\). Write \(\Delta_R = \{e_i - e_j \mid i, j = 1, \ldots, 5\}\) in the standard way, so that \(W_R \cong S_5\) by its action on \(\{e_i\}_{i=1}^5\). Consider \(f = (14253) \in W_R\), namely \(f(e_1) = e_4\) and so on. We have
\[
f(\alpha_1) = \alpha_4, \quad f(\alpha_2) = -\alpha_1 - \alpha_2 - \alpha_3 - \alpha_4, \quad f(\alpha_3) = \alpha_1, \quad f(\alpha_4) = \alpha_2. 
\]  
(5.26)

Here \(W_R\) is generated by the reflections \(\{r_\alpha \mid \alpha \in \Delta_R\}\). By regarding \(\alpha\) as a member of \(\Delta\), each \(r_\alpha\) extends naturally to \(\text{aut}(\Delta)\), so \(f \in \text{aut}(\Delta)\). It satisfies
\[
f(\alpha_0) = \alpha_0 + \alpha_1 + \alpha_2 + \alpha_3, \quad f(\alpha) = \alpha \text{ for all } \alpha \in D \setminus R. 
\]  
(5.27)

Recall that the Kac diagram \(k\) represents \(\theta\) in the sense that the vertices of \(D\) represent some \(\Pi\) by (5.4), and \(\theta|_{g_\alpha} = \omega^k\) for all \(\alpha \in \Pi\).

Suppose that we now let \(D\) represent \(f(\Pi)\) instead. By (5.25), (5.26) and (5.27), for all \(\alpha \in f(\Pi) = D\),
\[
\theta|_{g_\alpha} = \begin{cases} (\omega^2, 1, \omega^{-1}, 1, 1) & \text{if } \alpha \in \{f(\alpha_4)\}_0^4, \\ \omega^k & \text{if } \alpha \in D \setminus \{f(\alpha_4)\}_0^4. \end{cases} 
\]  
(5.28)

For example, (5.25) and (5.27) say that \(\theta|_{g(\alpha_0)} = \omega \cdot 1 \cdot 1 \cdot \omega = \omega^2\). Let \(c'\) be the circling where \(\alpha \in D\) is not circled if and only if \(\theta|_{g_\alpha} = 1\). The vertices of \(D \setminus c'(D)\) are roots of \(m\).
But (5.25) and (5.28) show that the subdiagrams $D \setminus c'(D)$ and $D \setminus c(D)$ are equivalent. Since $\text{Dyn}(m_{ss}) = D \setminus c(D)$, we have

$$\text{Dyn}(m_{ss}) = D \setminus c'(D)$$

with respect to $f(\tilde{\Pi})$.

By (5.28), $c'$ is also Fig. 3b. Suppose that $m'$ is represented by Fig. 3b, namely

$$\text{Dyn}(m'_{ss}) = D \setminus c'(D)$$

with respect to some $\tilde{\Pi}'$. By repeating the construction of (5.24), we obtain a $g$-automorphism $\sigma$ such that $\sigma(m) = m'$. Hence Fig. 3a,b represent strongly isomorphic Levi factors.

We shall see in the next section that the converse of Proposition 5.3 is false. Namely, $m \cong m'$ does not imply that $c, c'$ are related by sliding. We say that a circling $c$ is preferred if $1 \in \{a_\alpha\}_{c(D)}$. For example, Fig. 3a is not preferred because $\{a_\alpha\}_{c(D)} = \{2, 5\}$.

**Proposition 5.5** Every Levi factor $m$ can be represented by a preferred circling.

**Proof** Let $m$ be a Levi factor. In (3.2), we construct a preferred Kac diagram $k$, and $\ker k = \{\alpha \in D : k_\alpha = 0\}$ are the simple roots of $m$. Let $c$ be the associated circling by (5.1). Then $c$ is a preferred circling which represents $m$.

**Corollary 5.6** Let $c$ be a circling on $D$ such that $\{a_\alpha\}_{c(D)}$ are relatively prime. There exists a preferred circling $c'$ such that $\sum_{c'(D)} a_\alpha \leq \sum_{c(D)} a_\alpha$, and $c, c'$ represent strongly isomorphic Levi factors.

**Proof** We may assume that $g$ is exceptional, for otherwise $\{a_\alpha\}_{c(D)}$ are relatively prime if and only if they contain 1. Let $c$ be a circling such that $\{a_\alpha\}_{c(D)}$ are relatively prime. By Theorems 1.2 and 1.3, $c$ represents a Levi factor $m$ in the sense of (5.3). We do not have a general construction for the desired circling $c'$, but it is straightforward to check case by case. We discuss all the cases for $G_2, F_4, E_6$ and $E_7$ here.

$G_2$: If $c$ is relatively prime but not preferred, then $c(D) = \{\gamma, \beta\}$ where $a_\gamma = 2$ and $a_\beta = 3$. By sliding $\gamma$ to the lowest root $\varphi$, we obtain $c'(D) = \{\varphi, \beta\}$. Then $\sum_{c'(D)} a_\alpha = 1 + 3 < 2 + 3 = \sum_{c(D)} a_\alpha$.

$F_4$: We name the vertices as $v, w, x, y, z$ consecutively, where $v$ is the lowest root, and $v, w, x$ are the long roots. The values of $a_\alpha$ are 1,2,3,4,2 respectively. If $c$ is relatively prime but not preferred, then $x \in c(D)$ and $v \notin c(D)$. If $w \in c(D)$, then we slide $w$ to $v$ and we are done. Hence we may assume that $w \notin c(D)$, if $y \in c(D)$, then we slide $x$ to $v$ and we are done. The only remaining case is $c(D) = \{x, z\}$. We first slide $z$ to $y$, then slide $x$ to $v$ and obtain $c'(D) = \{v, y\}$. Consequently, $\sum_{c'(D)} a_\alpha = a_v + a_y + 1 + 4 = 3 + 2 = a_x + a_z = \sum_{c(D)} a_\alpha$.

$E_6$: Let $c$ be a circling which is relatively prime but not preferred. Then there exists $\gamma, \beta \in c(D)$ such that $a_\gamma = 2$ and $a_\beta = 3$. Also, $\gamma$ is adjacent to a vertex $\delta$ with $a_\delta = 1$ and $\delta \notin c(D)$. By sliding $\gamma$ to $\delta$, we obtained the desired $c'$.

$E_7$: Let $c$ be a circling which is relatively prime but not preferred. Then $c(D)$ contains $\beta$ such that $a_\beta = 3$. Furthermore, we can assume that the two vertices adjacent to $\beta$ are not circled, for otherwise we can slide a vertex to the lowest root $\varphi$ and obtain $c'$ immediately. With this observation, there are only four cases to consider, and they are listed in the left
column of (5.29) below. In each case, we show that sliding leads to the desired circling \( c' \).

Here \( \bullet \) denotes circled vertex.

\[
\begin{align*}
\left( \begin{array}{cccccc}
\circ & \circ & \circ & \circ & \circ & \circ \\
\circ & \circ & \circ & \circ & \circ & \circ \\
\circ & \circ & \circ & \circ & \circ & \circ \\
\circ & \circ & \circ & \circ & \circ & \circ \\
\circ & \circ & \circ & \circ & \circ & \circ \\
\circ & \circ & \circ & \circ & \circ & \circ \\
\end{array} \right) & \rightarrow \\
\left( \begin{array}{cccccc}
\circ & \circ & \circ & \circ & \circ & \circ \\
\circ & \circ & \circ & \circ & \circ & \circ \\
\circ & \circ & \circ & \circ & \circ & \circ \\
\circ & \circ & \circ & \circ & \circ & \circ \\
\circ & \circ & \circ & \circ & \circ & \circ \\
\circ & \circ & \circ & \circ & \circ & \circ \\
\end{array} \right) \\
\left( \begin{array}{cccccc}
\circ & \circ & \circ & \circ & \circ & \circ \\
\circ & \circ & \circ & \circ & \circ & \circ \\
\circ & \circ & \circ & \circ & \circ & \circ \\
\circ & \circ & \circ & \circ & \circ & \circ \\
\circ & \circ & \circ & \circ & \circ & \circ \\
\circ & \circ & \circ & \circ & \circ & \circ \\
\end{array} \right) & \rightarrow \\
\left( \begin{array}{cccccc}
\circ & \circ & \circ & \circ & \circ & \circ \\
\circ & \circ & \circ & \circ & \circ & \circ \\
\circ & \circ & \circ & \circ & \circ & \circ \\
\circ & \circ & \circ & \circ & \circ & \circ \\
\circ & \circ & \circ & \circ & \circ & \circ \\
\circ & \circ & \circ & \circ & \circ & \circ \\
\end{array} \right)
\end{align*}
\] (5.29)

It is also straightforward to check all the cases of \( E_8 \) that a relatively prime circling \( c \)
leads to the desired circling \( c' \) by one of the following two methods:

(a) perform sliding (5.10) several times to obtain \( c' \),
(b) use Proposition 5.5 to construct \( c' \).

However, it is too lengthy to list all the cases of \( E_8 \) here. We provide some examples in the
next section.

\[ \text{Proof of Theorem 1.4} \]

Let \( \theta \) be a finite order \( g \)-automorphism such that \( g^\theta \) is a Levi sub-
algebra, represented by a Kac diagram \( k \). It leads to a circling \( c \) by (5.1), and \( c \)
represents \( g^\theta \). By Theorems 1.2 and 1.3, \( \{a_\alpha\}_{\alpha(D)} \) are relatively prime. Let \( c' \)
be the circling given by Corollary 5.6. Let \( k' \) be the preferred Kac diagram

\[
k'_\alpha = \begin{cases} 
1 & \text{if } \alpha \in c'(D), \\
0 & \text{if } \alpha \in D\setminus c'(D),
\end{cases}
\] (5.31)

and let \( \theta' \) be the corresponding \( g \)-automorphism. Then \( c' \) represents \( g^{\theta'} \), and

\[
\text{order } (\theta') = \sum c'(D) a_\alpha \text{ by Theorem 1.1 and (5.31)} \\
\leq \sum c(D) a_\alpha \text{ by Corollary 5.6} \\
\leq \sum D a_\alpha k_\alpha \text{ by (5.1)} \\
= \text{order } (\theta) \text{. by Theorem 1.1}
\]

By Corollary 5.6, \( g^\theta \cong g^{\theta'} \). The theorem follows.

\[ \square \]

\section{6 Examples}

In this section, we provide some examples of \( E_8 \) to discuss the process \( c \leadsto c' \) in Corollary
5.6. In particular, Fig. 4a,b illustrate (5.30)(a), and Fig. 4c,d illustrate (5.30)(b).

Recall that Fig. 3a leads to Fig. 3b by sliding. We draw Fig. 3a again as Fig. 4a here, and
apply more steps of sliding (5.10) as follows. Here \( \bullet \) denotes circled vertex.

\[
\begin{align*}
\left( \begin{array}{cccccc}
\circ & \circ & \circ & \circ & \circ & \circ \\
\bullet & \circ & \circ & \circ & \circ & \circ \\
\circ & \circ & \circ & \circ & \circ & \circ \\
\circ & \circ & \circ & \circ & \circ & \circ \\
\circ & \circ & \circ & \circ & \circ & \circ \\
\circ & \circ & \circ & \circ & \circ & \circ \\
\end{array} \right) & \rightarrow \\
\left( \begin{array}{cccccc}
\circ & \circ & \circ & \circ & \circ & \circ \\
\bullet & \circ & \circ & \circ & \circ & \circ \\
\circ & \circ & \circ & \circ & \circ & \circ \\
\circ & \circ & \circ & \circ & \circ & \circ \\
\circ & \circ & \circ & \circ & \circ & \circ \\
\circ & \circ & \circ & \circ & \circ & \circ \\
\end{array} \right) \\
\left( \begin{array}{cccccc}
\circ & \circ & \circ & \circ & \circ & \circ \\
\bullet & \circ & \circ & \circ & \circ & \circ \\
\circ & \circ & \circ & \circ & \circ & \circ \\
\circ & \circ & \circ & \circ & \circ & \circ \\
\circ & \circ & \circ & \circ & \circ & \circ \\
\circ & \circ & \circ & \circ & \circ & \circ \\
\end{array} \right) & \rightarrow \\
\left( \begin{array}{cccccc}
\circ & \circ & \circ & \circ & \circ & \circ \\
\bullet & \circ & \circ & \circ & \circ & \circ \\
\circ & \circ & \circ & \circ & \circ & \circ \\
\circ & \circ & \circ & \circ & \circ & \circ \\
\circ & \circ & \circ & \circ & \circ & \circ \\
\circ & \circ & \circ & \circ & \circ & \circ \\
\end{array} \right)
\end{align*}
\]
They transform Fig. 4a to Fig. 4b. Denote them by \( c, c' \) respectively. By Proposition 5.3, they represent strongly isomorphic Levi factors. Also, \( \sum_{c(D)} a_\alpha = \sum_{c'(D)} a_\alpha = 9 \), and \( c' \) is preferred because \( 1 \in \{ a_\alpha \}_{c'(D)} \). Hence \( c' \) satisfies the conditions in Corollary 5.6.

Next we let \( c \) be Fig. 4c, and it represents \( m \cong D_5 + A_2 + C \) by (5.3). It has no sliding region, so (5.30)(a) does not work. By Proposition 5.5, there is a preferred circling \( c' \) which represents \( m \). Since \( c' \) is preferred, the rightmost vertex has to be circled. The only way to circle another vertex such that \( c' \) represents \( D_5 + A_2 + C \) is indicated by Fig. 4d. We also have \( \sum_{c(D)} a_\alpha = \sum_{c'(D)} a_\alpha = 5 \), so \( c' \) satisfies the conditions in Corollary 5.6. This example illustrates (5.30)(b). It shows that we do not have sharp inequality on \( \sum_{c'(D)} a_\alpha \leq \sum_{c(D)} a_\alpha \).
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