Abstract—We consider the effect of using approximate system predictions in event-triggered control schemes. Such approximations may result from using numerical transcription methods for solving continuous-time optimal control problems. Mesh refinement can guarantee upper bounds on the error in the differential equations which model the system dynamics. With the accuracy guarantees of a mesh refinement scheme, we show that the proposed event-triggering scheme — which compares the measured system with approximate state predictions — can be used with a guaranteed strictly positive inter-update time. We show that if we have knowledge of the employed transcription scheme or the approximation errors, then we can obtain better online estimates of inter-update times. We additionally detail a method of tightening constraints on the approximate system trajectory used in the nonlinear programming problem to guarantee constraint satisfaction of the continuous-time system. This is the first work to incorporate prediction accuracy in triggering metrics. Using the solution accuracy we can guarantee reliable lower bounds for inter-update times and perform solution dependent constraint tightening.

Index Terms—Nonlinear model predictive control, direct methods, collocation, event-triggered control

I. INTRODUCTION

Periodic control policies are often accepted without question. A system measurement is taken at each sample period and used to calculate an appropriate control signal to apply to the plant. Although the choice of periodic control policies is in part due to the discrete nature of digital platforms, processor clock speed is typically several orders of magnitude faster than the dominant plant dynamics. More importantly, assumptions on sampling periodicity simplifies analysis [1]. Even so, the choice of sample period is non-obvious. It is often determined through engineering know-how (e.g. an order of magnitude faster than dominant dynamics) or based on the Nyquist-Shannon theorem. However, there is no explicit relationship between the Nyquist frequency and discretization accuracy, so sampling decisions are often conservative [2].
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Periodic sampling policies are inherently open-loop. Control practitioners determine a single sample interval to satisfy performance and stability criteria for all possible initial conditions and disturbance realizations [3]. This ‘worst-case’ periodic design leads to over allocation/utilization of communication and computation resources with no necessary improvement in control performance [1]. Furthermore, the systems of interest have also evolved — we often don’t have compute units dedicated for control. Embedded devices typically have a set of (real-time) tasks, of which control is only one. The problem of resource allocation is exacerbated for (wireless) networked control systems ((W)NCS) where sensors, actuators and controllers may be spatially separated [4], [5] and communication resources scarce.

The control loop is closed by measuring the plant, computing a control action, and updating the actuators. Consider the following sets of times for each of these actions. (i) The evenly sampled grid $\mathcal{T}_g := \{t^g_k\}_{k \in \mathbb{N}}$ where $t^g_{k+1} - t^g_k = h, \forall k \in \mathbb{N}$, for some $h \geq 0$. By setting $h = 0$ we can consider the archetype where the system is continuously monitored. (ii) The set of times $\mathcal{T}_s := \{t^s_k\}_{k \in \mathbb{N}}$ where the system is sampled, and (iii) $\mathcal{T}_u = \{t^u_k\}_{k \in \mathbb{N}}$ where the control action is updated. Without considering delays, periodic control system design implicitly assumes that $\mathcal{T}_g = \mathcal{T}_s = \mathcal{T}_u$, where $h > 0$ is chosen sufficiently small to guarantee stability. We feel that requiring the sets of update and sample times to be equivalent is overly restrictive. Intuitively, it is only required that $\mathcal{T}_u \subseteq \mathcal{T}_s \subseteq \mathcal{T}_g$. The left inclusion follows since any feedback is parametric in the most recent state measurement. If $\mathcal{T}_u \not\subseteq \mathcal{T}_s$ then the control is updated using outdated system information. To characterize data losses and delays in NCS, [6] further distinguishes between times when the system measurements are taken, sent and received.

The work [3] makes the case that any metric of control performance should reflect the offline and online cost of implementing the controller. The online cost is of particular importance in computationally demanding control methods, such as model predictive control (MPC). In the exemplary work [7] a task model is proposed for joint determination of control and sampling of real-time systems. The principle is to increase/decrease control resources as a function of system state and the number of other processes requesting compute resources. The use of state feedback to
dynamically determine sample times has since been central in the fields of event- and self-triggered control. These strategies, which are formulated in Section II only update the control when state-dependent conditions are met.

(Nonlinear) model predictive control ((N)MPC) is an extensively used control technique, where a finite time control trajectory is designed to optimize some performance metric of the predicted system evolution. NMPC complements event- and self-triggering strategies, because the predictive information resulting from online optimization may allow for longer open-loop run times than using zero-order hold state feedback controllers [8]. The computational burden of solving a nonlinear program (NLP) online is a key drawback. However, aperiodic triggering schemes have the potential to increase the average compute time available between control updates.

An additional consideration is that numerical methods for solving the continuous-time optimal control problems that arise in NMPC only generate approximations of the continuous state and input trajectories. The computational burden of NMPC may potentially be reduced by either solving a less complex NLP — resulting in lower quality predictions — or by solving the NLP less frequently — resulting in a more outdated prediction. The quality of the NMPC solution is different from closed-loop performance, and may be guaranteed through mesh refinement schemes. This paper is the first work to consider the effect of these approximation errors in triggering schemes.

We investigate how the solution accuracy and triggering conditions will affect the inter-update times in an event-triggered NMPC framework. We bound the inter-update time (IUT) using certifications on the solution accuracy, guaranteed through a mesh refinement scheme, and the triggering protocol. We further show how error information provided by online mesh refinement schemes can be used to generate less conservative IUT estimates. A method for constraint tightening is proposed to guarantee that constraints placed on the approximate system predictions at a finite number of time instances ensure the real system trajectory satisfies constraints.

In this work we will first introduce a set of preliminaries (Section II) detailing basic event- and self-triggered control paradigms, the general nonlinear model predictive control optimization problem and a possible procedure for solving this problem, using direct collocation and mesh refinement. In Section III we use the guarantees from event-triggering and mesh refinement schemes to determine a guaranteed minimum time between control updates, which depends on the allowable prediction error and solution accuracy. This bound is improved in Section IV where we use the actual error in the solution of the optimization problem, rendering less conservative online estimates of the inter control update times. In Sections V and VII these methods are exemplified for linear and nonlinear systems. This work significantly extends results from [9] by generalizing the system under consideration, the triggering conditions being employed and proposing constraint tightening schemes.

II. PRELIMINARIES

Consider the nonlinear dynamical system described by
\[ \dot{x}(t) = f(t, x(t), u(t)) + v(t), \]
\[ y(t) = x(t) + \theta(t) \]
where \( x(t) \in \mathbb{R}^n \) denotes the state of the system, \( y(t) \in \mathbb{R}^n \) the measured/estimated state, \( u(t) \in \mathbb{R}^m \) the control input, and \( v(t), \theta(t) \in \mathbb{R}^p \) are bounded exogenous inputs that satisfy \( \|v(t)\| \leq \tilde{v}, \|\theta(t)\| \leq \tilde{\theta} \). The nominal system dynamics are described by \( f(\cdot) \) and are Lipschitz in \( x \) with constant \( L_x \), i.e.
\[ \|f(t, x_1, u) - f(t, x_2, u)\| \leq L_x \|x_1 - x_2\| \]
for all \( x_1, x_2, \) and \( u \). Furthermore, \( \|f(\cdot, x, u)\| \leq L_f \) for all \( x, u \).

A. Event- and Self-Triggered Control

In event-triggered control (ETC) (e.g. [10]), the system is continuously or periodically sampled, but the control is only updated when certain ‘triggering’ conditions are met. Consider, for example, the following problem adapted from [10]:

**Problem 1 (ETC).** Consider the dynamical system described by (1), and a time-varying state feedback law \( u(t) = \mu(x(t), t) \) which renders the closed-loop system globally asymptotically stable (GAS). Identify a set of state- and input-dependent conditions \( F_{\text{event}}: \mathbb{R}^n \rightarrow \mathbb{R} \), resulting in update times
\[ t_{i+1}^u = \inf \{ t \in \mathbb{R}^n_+ | t > t_i^u, F_{\text{event}}(x(t)) \geq 0 \}, \]
for which the closed-loop system with sampled-data implementation is GAS (and satisfies appropriately defined performance criteria).

Triggering based on predicted system evolution was used in [11] for stabilizing a linear networked control system (NCS), but assumed synchronization of predictions between controller and plant/sensor. This was extended in [12] by introducing an artificial waiting mechanism, which guarantees stability in the presence of constant network delays. In NCS, predictive information allows for active compensation of delay and packet dropouts. The works [13], [14] use these compensation methods to combat imperfections in future transmitted data, giving stability conditions with and without plant-model mismatch.

Since \( F_{\text{event}}(\cdot) \) depends on the current system state, ETC implementations often require dedicated sensor-side hardware to continuously monitor the state of the system. Choice of an appropriate \( F_{\text{event}}(\cdot) \) is still open and depends on the control scheme under consideration. We require the IUTs
\[ t_i^u := t_{i+1}^u - t_i^u, \forall i \in \mathbb{R}^+ \]
to be strictly positive. To avoid Zeno phenomena a lower bound \( \underline{t}^u \leq t_i^u, \forall i \in \mathbb{R}^+ \) must exist [15]. The IUTs must
also be upper bounded. MPC schemes often restrict \( r^u_i \) to be less than the prediction horizon. In addition to any stability/performance guarantees placed by the control practitioner, in the case of MPC we must guarantee constraint satisfaction and recursive feasibility of the optimal control problem (OCP).

In Problem 1 the triggering condition is designed subject to an existing control law. This is sometimes referred to as emulation based design. However, in event-triggered MPC the problem formulation is often adjusted to guarantee stability and/or robustness of the open-loop system for extended periods of time. As such, the problem and triggering formulations can often not be designed separately. Some event-based controllers trigger directly on a measure of the difference between predicted and measured state. We explicitly denote triggering dependency on the most recent state predictions \( \hat{x}(\cdot) \) by defining and employing the triggering condition

\[
F_{\text{event}} \left( x(t), \hat{x}(t), t^u_k \right).
\]

In self-triggered control (STC) (e.g. [7], [10]), the control is calculated at time \( t^u_k \), from which the system evolution is predicted and an explicit IUT \( r^u_k \) is calculated. Consider the following, adapted from [16]:

**Problem 2 (STC).** Consider the dynamical system described by (1), and time-varying state feedback law \( u(t) = \mu(x(t), t) \) which renders the closed-loop system GAS. Identify a set of state and input dependent conditions \( F_{\text{self}} : \mathbb{R}^n \times \mathbb{R}^r \rightarrow \mathbb{R} \), resulting in inter-sample periods

\[
r^u_i = \inf \{ r \in \mathbb{R}_0^+ \mid F_{\text{self}}(x(t^u_i), r) \geq 0 \},
\]

for which the closed-loop system is GAS (and satisfies appropriately-defined performance criteria).

Both \( F_{\text{event}}(\cdot) \) or \( F_{\text{self}}(\cdot) \) are commonly chosen to guarantee some sufficient decrease in an appropriately defined Lyapunov function. Although STC lacks the inherent robustness of ETC, it does not require dedicated hardware for continuous sensing. In addition, \( t^u_k \) is known \( r^u_i \) seconds in advance in STC schemes. This is important for process scheduling on embedded platforms or dynamic communication resource allocation. Both STC and ETC conditions are based on emulation of an \textit{a priori} known control law \( \mu(\cdot) \). However, in the case of MPC, this emulation is implicit in the solution of the optimization problem [P] defined below. We will assume the prediction was always computed at the most recent update time, and to simplify notation will write \( \delta(\cdot), t^u_k \) as \( \delta(\cdot) \) where possible.

**B. Nonlinear Model Predictive Control**

In MPC a finite time sequence/trajectory of control inputs is designed to optimize some performance metric of the predicted plant evolution [17]. The optimization problem is parametric in the most recent state measurements. Typical MPC paradigms account for uncertainty by measuring/estimating the state and solving the associated optimization problem at periodic intervals. Only the first portion of the computed actuation is applied to the system before the procedure is repeated. Application of MPC has historically been restricted to slow or simple (linear) dynamical systems due to the complexity of performing optimization close to real-time. However, greater computational resources and tailor-made optimization algorithms nowadays allow for MPC of faster, more complex systems than in the past.

The continuous-time NMPC problem solved at time \( t^u_i \) may be cast in the general Bolza form,

\[
\begin{align*}
\min_{\dot{x}, u} & \Phi(\dot{x}(t_0), \dot{x}(t_f)) + \int_{t_0}^{t_f} L(\dot{x}(t), \dot{u}(t), t) \, dt \\
\text{s.t.} & \forall t \in [t_0, t_f], \\
& \dot{x}(t) = f(x(t), \dot{u}(t), t) \text{ a.e.} \\
& c(x(t), \dot{u}(t), t) \leq 0 \text{ a.e.} \\
& \phi(x(t_0), \dot{x}(t_f)) = 0 \\
& \dot{x}(t_0) = x(t^u_i).
\end{align*}
\]

Optimization is performed over a horizon \( T_{\text{op}} := t_f - t_0 \) over the internal variables \( \dot{x}, \dot{u} \), representing the state and input trajectory. The cost (Pa) is composed of the stage (Lagrange) cost functional \( L(\cdot) \) and boundary (Mayer) cost functional \( \Phi(\cdot) \), which is evaluated at initial and final times \( t_0, t_f \). The resulting state trajectory, \( x \in \mathbb{R}^n \) satisfies the nominal dynamics \( f(\cdot), \dot{u}(\cdot) \) a.e., typically enforced as ordinary differential equations (Pb). States and controls must satisfy the path constraints (Pc) for all time. Boundary conditions (Pd) and \( \Phi(\cdot) \) are common tools for guaranteeing closed-loop stability [17]. The feedback occurs by including state measurements (Pe) as an initial condition. Key advantages of MPC are its use of a predictive model and guarantees of constraint satisfaction. We refer to \( x^*(\cdot), u^*(\cdot) \) as the true solution of the optimal control problem [P] as

\[
(x^*(\cdot), u^*(\cdot)) := \arg\min_{\dot{x}, \dot{u}} (P).
\]

C. Direct Collocation & Mesh Refinement

The dynamic optimization problem (P) is formulated in continuous-time, and is infinite dimensional. Except for the simplest cases, (P) is intractable or impossible to solve analytically. Direct collocation methods transcribe (P) into a finite dimensional NLP, which is then solved using numerical optimization methods. The discrete NLP solution is interpolated to reconstruct an approximate continuous-time solution \( \tilde{x}(\cdot), \tilde{u}(\cdot) \) to (P) [18]. System state trajectories may be approximated as continuous piece-wise polynomials using a combination of \( h \)- and \( p \)-methods (known as \( hp \)-methods) [19], briefly detailed below. In these methods the input is approximated as discontinuous piece-wise polynomials. Define the interval \( \Omega := (t_0, t_f) \), and \( \Omega \) as the closure of \( \Omega \).

**Definition 1 (Mesh).** The set \( \mathcal{H}_h \) is called a mesh and consists of open intervals \( T \subset \Omega \) satisfying conditions

1. Disjunction \( T_1 \cap T_2 = \emptyset \) \( \forall \) distinct \( T_1, T_2 \in \mathcal{H}_h \),
2) **Coverage** $\bigcup_{T \in \mathcal{T}_h} \overline{T} = \overline{\Omega}$.

3) **Resolution** $\max_{T \in \mathcal{T}_h} |T| = h$.

4) **Quasi-uniformity** $\min_{T_1, T_2 \in \mathcal{T}_h} \frac{|T_1|}{|T_2|} \geq \sigma > 0$, where constant $\sigma$ must not depend on mesh parameter $h$.

We denote the number of mesh segments by $K := \text{card} \mathcal{T}_h$ and refer to the $k^{th}$ segment as $T_k, \forall k \in \mathcal{K}_h := \{1, \ldots, K\}$. We define the indexed set of mesh points as

$$\mathcal{T}_m := \bigcup_{k \in \mathcal{K}_h} \text{int} \overline{T}_k,$$

where two polynomial segments are joined, and index them identically to the mesh segments. The approximate state trajectory $\tilde{x}(\cdot)$ defined on this mesh will then satisfy

$$\tilde{x} \in \mathcal{X}_p := \{ x : \overline{T} \rightarrow \mathbb{R}^n \mid x \in \mathcal{C}^0(\overline{T}), x \in \mathcal{P}(T)^n, \forall T \in \mathcal{T}_h \},$$

where $\mathcal{P}(T)$ is the space of functions that are polynomials of maximum degree $p \in \mathbb{N}_0$ on interval $T$. In collocation methods the dynamic constraints (P) are enforced at a finite number of collocation points in each $T_k$, the location and number of which depend on the chosen method. Denote collocation points in $T_k$ as $t_{i,k}^j \in \mathcal{T}_{k,c}$, and

$$\tilde{x}(t_{i,k}^j) = f(\tilde{x}(t_{i,k}^j), u(t_{i,k}^j), t_{i,k}^j), \forall t_{i,k}^j \in \mathcal{T}_{k,c}, k \in \mathcal{K}.$$

In $\text{h}$-methods (e.g. Euler, Hermite-Simpson), a fixed-degree polynomial is used on each segment [18]. For fixed $p$, the approximation accuracy may be improved by reducing $h$ and increasing the number of segments. In $p$-methods the unknown trajectories are approximated as an interpolation of orthogonal basis functions [20]. In global $p$-methods, a single interpolated function is used over the entire interval $\Omega$. Approximation accuracy is adjusted by changing the polynomial order.

Mesh refinement schemes iteratively adjust the number of segments and/or polynomial order of the transcription. At each iteration of the refinement problem [18] must be re-transcribed and the resulting NLP solved. Such schemes guarantee a user-defined level of accuracy of the approximation, which is important in applications. We must therefore consider three different trajectories. The true solution of (P), $x^*(\cdot), u^*(\cdot)$, which is in general unknown. The approximate solution $\tilde{x}(\cdot), u(\cdot)$ which depends on the chosen transcription method and is computed numerically. Finally, the actual state trajectory $x(\cdot)$ of the plant resulting from evaluating (1) with the approximate input $u(\cdot)$. In general $\tilde{x}(t) \neq x^*(t) \neq x(t), \forall t \notin \mathcal{T}_u$. A pictorial representation of this is shown in Fig. [1].

Since $x^*(\cdot), u^*(\cdot)$ are not known, they cannot be used to evaluate the approximation accuracy. One possible metric for refinement is the absolute local error at time $t$ in the $i^{th}$ state,

$$\epsilon_i(t) := \tilde{x}_i(t) - f_i(t, \tilde{x}(t), u(t)).$$

The vector $\epsilon(t) := [\epsilon_1(t), \ldots, \epsilon_n(t)]^T$ is the error in the solution of the differential equations (P) resulting from the chosen transcription method. $\epsilon(t)$ is necessarily zero at collocation points $t \in \mathcal{T}_{k,c}, \forall k \in \mathcal{K}_h$. The quadrature of the approximation error for state $i$ over mesh interval $T_k \in \mathcal{T}_m$ is defined as

$$\eta_{k,i} := \int_{T_k} |\epsilon_i(t)| dt,$$

Figure 1: A comparison of $x(\cdot), x^*(\cdot)$ and the approximate solution $\tilde{x}(\cdot) \in \mathcal{X}_P$ defined on mesh $\mathcal{T}_h$.

where $|\cdot|$ is the scalar norm. As in [18] Ch. 4, we may obtain a relative measure of the quadrature of the local error,

$$\epsilon_k,i := \frac{\eta_{k,i}}{(w_i + 1)},$$

where the scaling weight,

$$w_i := \max_{t \in \mathcal{T}_m} \{|\tilde{x}_i(t)|, |x_i(t)|\},$$

defines the maximum value of the $i^{th}$ state or its derivative at each of the mesh points. Mesh refinement schemes guarantee an upper bound on the quadrature of the approximation error in each segment. Since these schemes are heuristic in nature, there is choice in the metric used. It is suggested in [18] to use the maximum relative local error over all $i$ state components in interval $T_k \in \mathcal{T}_m$

$$\epsilon_k := \max_i \epsilon_{k,i}.$$
III. MINIMUM IUT

Define the error \( \delta(t, t_k^i) \) between the predicted state \( \tilde{x}(t, t_k^i) \), based on state measurement \( x(t_k^i) \), and measurement \( x(t) \) as

\[
\delta(t, t_k^i) := \tilde{x}(t, t_k^i) - x(t).
\]

The components of the prediction error in each state are \( \delta_j(t) := \tilde{x}_j(t) - y_j(t) \), with \( \delta(t) := [\delta_1(t), \ldots, \delta_n(t)]^\top \) where \( \delta(t) = 0, \forall t \in \mathcal{T}_u \), with the associated prediction error dynamics \( \dot{\delta}(t) := \dot{x}(t) - (\dot{\tilde{x}}(t) + \dot{\theta}(t)) \). Consider employing the triggering condition

\[
\overline{F}_{\text{event}} := \Delta - \|\delta(t)\|_M.
\]

In the following analysis \( \|\cdot\|_M \) is assumed to be an appropriately defined \( p \)-norm with weighting matrix \( M \), defined as

\[
\|x\|_M := \left( \sum_{i=1}^n M_i |x_i|^p \right)^{\frac{1}{p}},
\]

where the matrix \( M \in \mathbb{R}^{n \times n} \) is a positive diagonal weighting matrix. \( M_i \) is the \( i \)-th component of the diagonal of \( M \). In the following, we also use the definition of an induced matrix norm

\[
\|M\| := \max_{\|x\|=1} \|Mx\|.
\]

Note that the results of this work may be easily extended to triggering conditions \( \overline{F}_{\text{event}} \) of the form

\[
\Delta - g(\|\delta(t)\|_M),
\]

for any monotonically strictly increasing \( g : \mathbb{R} \to \mathbb{R} \).

**Theorem 1 (Minimum IUT).** For the ETC scheme resulting from solving (\( \mathcal{P} \)) to an accuracy satisfying (\( \mathcal{R} \)) at times \( \mathcal{T}_u \) implicitly determined through triggering condition (\( \mathcal{B} \)), the minimum IUT

\[
\Sigma_u := \Delta - \|(\hat{w} + 1)\|_M + \|M\| \frac{2\hat{\theta}}{\frac{\|\hat{w} + 1\|_M}{\hat{\sigma}h} + \|M\| (L_m + \hat{\theta})},
\]

where \( w_i \leq \hat{w}_i \) and \( \hat{w} := [\hat{w}_1, \ldots, \hat{w}_n] \), is guaranteed to be strictly positive for \( \Delta > \|(\hat{w} + 1)\|_M + \|M\| \|2\hat{\theta} \).

**Proof.** The ETC (\( \mathcal{B} \)) guarantees that

\[
\|\delta(t)\|_M \leq \Delta.
\]

Without loss of generality, assume problem (\( \mathcal{P} \)) was last solved at time \( t_k^i = 0 \), parameterized by the measurement \( \tilde{x}(0) = y(0) \). Then the prediction error in the \( i \)-th state is

\[
\delta_i(t) = \int_0^t \dot{\tilde{x}}_i(t) - x_i(t) \, dt
\]

\[
= \int_0^t \dot{x}_i(t) - (f_i(x(t), u(t)) + \nu_i(t) + \dot{\theta}_i(t)) \, dt
\]

\[
= \int_0^t \dot{x}_i(t) - f_i(x(t), u(t)) + \nu_i(t) \, dt + \theta_i(t) - \theta_i(0)
\]

Having isolated the measurement noise, we focus on the integral denoted by \( \gamma_i(t) \). By noting that scalar \( w_i \) is strictly positive and not a function of time, we may rewrite (5) as

\[
\epsilon_{k,i} = \int_{t_k}^{t_{k+1}} \left| \dot{x}_i(t) - f_i(t, x_i(t), u(t)) \right| \, dt.
\]

Subsequent substitution of \( \dot{x}(t) = (w_i + 1)\dot{\gamma}(t) + f_i(x(t)) \) into (11) results in

\[
\gamma_i(t) = \int_0^t (w_i + 1)\dot{\gamma}(t) + f_i(x(t), u(t)) - f_i(x(t), u(t)) - v_i(t) \, dt
\]

through application of the triangle inequality, the prediction error magnitude of each state may be bounded from above as

\[
\|\gamma_i(t)\| \leq (w_i + 1)\int_0^t |\alpha_i(t)| \, dt + \left| \int_0^t f_i(x(t), u(t)) \, dt - f_i(x(t), u(t)) \right| + \left| \int_0^t -v_i(t) \, dt \right|,
\]

\[
\leq (w_i + 1)\int_0^t |\alpha_i(t)| \, dt + \int_0^t |f_i(x(t), u(t)) - f_i(x(t), u(t))| \, dt + \int_0^t |v_i(t)| \, dt.
\]

Now, consider the set \( \mathcal{T}_I \subseteq \mathcal{T}_h \) of open intervals of \( T \), i.e.

\[
\mathcal{T}_I := \{ T \in \mathcal{T}_h | T \cap (0, t) \neq \emptyset \}
\]

which is a mesh on an interval contained in \( \Omega \) and by construction satisfies the properties detailed in Definition[11].

Since the mesh refinement scheme guarantees \( \epsilon_{k,i} \leq \hat{\epsilon}_i, \forall i \in [1, \ldots, n] \), the first term in (12) may be bounded from above as

\[
(w_i + 1)\int_0^t |\alpha_i(t)| \, dt \leq (w_i + 1)\sum_{T \in \mathcal{T}_I} \int_T |\alpha_i(t)| \, dt \leq (w_i + 1)\sum_{T \in \mathcal{T}_I} \hat{\epsilon}_i.
\]

Through application of the resolution and quasi-uniformity properties of mesh \( \mathcal{T}_I \), the smallest interval satisfies

\[
\min_{T \in \mathcal{T}_I} |T| \geq \sigma h := \frac{h}{\sigma}.
\]

Using \( \lceil \cdot \rceil \) to denote the ceiling function, we may bound the maximum number of mesh segments in the interval \( (0, t) \) as \( \lceil \frac{t}{h} \rceil \), from which it follows that

\[
\sum_{T \in \mathcal{T}_I} \hat{\epsilon}_i \leq \left\lceil \frac{t}{h} \right\rceil \hat{\epsilon}_i \leq \left( \frac{t}{h} + 1 \right) \hat{\epsilon}_i.
\]
From this, we can bound the prediction error in the \(i\)th state as
\[
|\hat{\delta}_i(t)| \leq \left( \frac{t}{h} + 1 \right) \left( (w_i + 1)\hat{e}_i + |\theta_i(t) - \theta_i(0)| + \int_0^t |f_j(r, x(r), u(r)) - f_j(r, \bar{x}(r), u(r))| \, dr + \int_0^t |v_i(\tau)| \, d\tau \right) + L_x \int_0^t |\hat{\delta}_i(\tau)| \, d\tau + \int_0^t |v_i(\tau)| \, d\tau
\]
where the second inequality results from the assumption of Lipschitz continuity of \(f(.)\). Combining each element-wise inequality, we can bound the weighted norm of the prediction error as
\[
\|\delta(t)\|_M \leq \sum_{i=1}^n M_i \left( \left( \frac{t}{h} + 1 \right) \left( (w_i + 1)\hat{e}_i + |\theta_i(t) - \theta_i(0)| + \int_0^t |v_i(\tau)| \, d\tau \right) + L_x \int_0^t |\hat{\delta}_i(\tau)| \, d\tau + \int_0^t |v_i(\tau)| \, d\tau \right) + L_x \int_0^t |\hat{\delta}_i(\tau)| \, d\tau + \int_0^t |v_i(\tau)| \, d\tau
\]
Through manipulation, this inequality is satisfied when
\[
\|\delta(t)\|_M \leq \left( \frac{t}{h} + 1 \right) \left( (\hat{\omega} + 1)\hat{e}_M + \|\theta(t) - \theta(0)\|_M + \int_0^t \|v(\tau)\|_M \, d\tau \right) + L_x \int_0^t |\hat{\delta}(\tau)| \, d\tau + \int_0^t |v(\tau)| \, d\tau
\]
where the second inequality follows from
\[
\|x\|_M \leq \|M\| \|x\|.
\]
We have also made use of the assumptions that \(\|\theta(t) - \theta(0)\| \leq 2\hat{\theta}\) and \(\|v(t)\| \leq \bar{v}\). We now have an expression which is dependent only on parameters known offline. We may guarantee the existence of a \(\frac{t}{h} + 1 > 0\) by showing the existence of a \(t > 0\) such that
\[
\left( \frac{t}{h} + 1 \right) \left( (\hat{\omega} + 1)\hat{e}_M + \|M\| \left( 2\hat{\theta} + t (L_x \Delta + \bar{v}) \right) \right) \leq \Delta.
\]
Through manipulation, this inequality is satisfied when
\[
t \geq \frac{\Delta - \|\hat{\omega} + 1\| \hat{e}_M + \|M\| \left( 2\hat{\theta} + t (L_x \Delta + \bar{v}) \right)}{\frac{\partial}{\partial h}}.
\]
Since all parameters are in \(\mathbb{R}^n_{>0}\), the RHS is guaranteed to be strictly positive as long as \(\Delta > \|\hat{\omega} + 1\| \hat{e}_M + \|M\| \left( 2\hat{\theta} \right)\).

In the special case, detailed in [19 Ch. 4], where refinement occurs based only on the maximum relative error, guaranteeing
\[
\max_{i} \epsilon_{k,i} \leq \epsilon_{\text{max}}, \forall k \in \mathcal{K} \Rightarrow \epsilon_{k,i} \leq \hat{\epsilon}, \forall i \in \{1, \ldots, n\}, k \in \mathcal{K},
\]
then the resulting guaranteed IUT may be written as
\[
I^u := \frac{\Delta - \|\hat{\omega} + 1\| \hat{e}_M + \|M\| \left( 2\hat{\theta} + t (L_x \Delta + \bar{v}) \right)}{\frac{\partial}{\partial h}}.
\]

In a basic mesh refinement scheme, the NLP resulting from [3] is solved on each new, increasingly dense mesh. In [18] it is suggested to use an initially sparse mesh, where the refinement adds grid points where necessary. Therefore, a small \(\hat{\eta}\) invariably results in more NLPs being solved for a single approximation \(x(\cdot), u(\cdot)\). Since [10] is a decreasing function of \(\hat{\epsilon}\), we can conclude a trade off between solving more NLPs per control update — yielding a higher accuracy solution — but less frequently, so solving fewer NLPs at each update, but more frequently.

We refine the mesh of a direct collocation transcription using local error analysis. The driving principle of direct collocation is that local changes of the mesh or polynomial order will only affect local changes in the solution. Hence, although the above trade-off is true for any refinement scheme, we can also affect this trade-off by tailoring the operation of the refinement procedure used. The work [18] proposes using only the current error distribution of the primal variables as a means of estimating how the error may be reduced by adding additional mesh points in specific intervals. On the other hand, [21] refines using a metric based on the error distribution of the dual variables — this maintains important properties as a representation of solution quality while being computationally cheaper. Regardless, adding too many mesh points increases the dimensionality of the following NLP unnecessarily. By contrast, adding too few mesh points results in more refinement iterations (and NLP solves) needed to achieve allowable local errors.

In this qualitative analysis we have also not considered the effect of warm starting the NLP solver (both at each mesh refinement iteration and each update time) with the previous solution. We have also not considered mesh refinement schemes that may also remove grid points. Both of these considerations will be useful for reducing the computational cost of online schemes.

Unfortunately the bound [10] is not tight. For the update to be triggered at time \(t^u_k + \bar{t}^u_k\), the approximation error metric would need to be maximized \(\forall t \in [t_{k-1}^u + \bar{t}_{k-1}^u, t^u_k + \bar{t}^u_k]\). However, this cannot be the case, because the refinement metric is reset to zero at time \(t^u_k\). Since the dynamics are assumed smooth and approximating polynomials piecewise smooth, the refinement metric cannot be maximized immediately. Another important point is that bound [10] will be finite even when \(\bar{v} = 0\) and \(\hat{\theta} = 0\). We have not used knowledge of the discretization/interpolation schemes, in which case the bound may be improved.

If [18] includes simple bounds and rate constraints on all state variables we may guarantee a finite \(\hat{\omega}\). For example, the bounds \(\underline{x} \leq x_i(t) \leq \bar{x}\) and \(\underline{x}_i \leq \bar{x}_i(t) \leq \bar{x}\) imply that
\[
|w_i| \leq \max \left\{ |\underline{x}|, |\bar{x}|, |\underline{x}_i|, |\bar{x}_i| \right\}, \quad (14)
\]
from which \(\hat{\epsilon}_i\) may be determined. Similarly, if we make the additional assumption that the origin is an equilibrium — common in some regulation-type problems — then
\[
|w_i| \leq \max \left\{ |\underline{x}|, |\bar{x}|, L_x |\underline{x}|, L_x |\bar{x}| \right\}, \quad (15)
\]
without needing to bound the state derivatives.
However, in certain cases it may not be natural or appropriate to enforce these constraints. Further, in non-regulation type problems, $x(t)$ may be significantly within bounds, and so determination of $\hat{w}$ through (14) or (15) could be extremely restrictive. Thus, in the general case it is difficult to quantitatively relate the relative local quadrature $\epsilon_k$ with the absolute quadrature $\eta_k$. Instead, refining directly on the absolute error yields the following result.

**Corollary 1.** For the ETC scheme resulting from solving (9) to an accuracy satisfying (7) at times $T_i$, implicitly determined through triggering condition (8), the minimum IUT

$$L_u := \frac{\Delta - \|\hat{\eta}\|_M + \|M\| \cdot 2\hat{\theta}}{\|\hat{\eta}\|_M + \|M\| \cdot 2\hat{\theta}}$$

is guaranteed to be strictly positive for $\Delta > \|\hat{\eta}\|_M + \|M\| \cdot 2\hat{\theta}$.

**Proof.** Follows the procedure for the proof of Theorem [1] but with all $w_i = 0$ and replacing $\epsilon$ by $\eta$. □

IV. Online estimation of IUT

The IUT bound (10) can be improved by using the actual error information provided by solving (9) with a mesh refinement procedure. Theorem [4] is the first explicit definition of IUT to account for both problem data and the solution accuracy of (9). Although the following results resemble STC conditions of the form (2), we make no claims about stability or performance of control based on these conditions. Additional assumptions on problem structure would be needed for this. Instead, we simply provide estimates of IUTs, which may be useful for process/resource scheduling.

First, we determine a lower bound on $\tau_i^\mu$, not dependent on $\eta_k$, through using knowledge of the collocation constraints. This may be applicable in the case where we cannot guarantee a solution accuracy, such as if only a single NLP solve is performed.

**Theorem 2** (Collocation Triggering (CT)). Let $L_p,k$ be the Lipschitz constant of the approximating polynomial of the state used in segment $T_k$. The IUT

$$\tau_i^{CT} = \sup \left\{ \tau_i \in \mathbb{R}^+ \mid \left( \sum_{k \in A_i} \int_{T_k} L_p,k \left( \tau - t_c^{\text{col}} \right) \frac{\| \hat{\eta}_i \|_M + \|M\| \cdot 2\hat{\theta}}{(w + 1)} + \|M\| \cdot (2\hat{\theta} + \tau_i \hat{\theta}) e^{L \cdot \tau_i} \right) \leq \Delta \right\}$$

(16)
calculated from the approximate solution $\hat{x}(\cdot)$ to problem (9) at time $t_i^\mu$ satisfies $\| \delta(t_i^\mu + \tau_i) \|_M \leq \Delta, \forall \tau \leq \tau_i^{CT}$.

**Proof.** The proof is similar to that of Theorem [1]. We begin by noting that

$$\int_0^T |\hat{x}_i(t) - f_i(t, \hat{x}(t), u(t))| \, dt \leq \sum_{k \in A_i} \int_{T_k} |\hat{x}_i(t) - f_i(t, \hat{x}(t), u(t))| \, dt,$$

where the inequality follows from sup $T_k \geq t_i^\mu$. Since (17) is satisfied exactly at points $t_k^{\text{col}}$, we may write (17) as

$$\sum_{k \in A_i} \int_{T_k} |\hat{x}_i(t) - f_i(t, \hat{x}(t), u(t))| + f_i(t_k^{\text{col}}, \hat{x}(t_k^{\text{col}}), u(t_k^{\text{col}})) - f_i(t, \hat{x}(t), u(t))| \, dt \leq \sum_{k \in A_i} \int_{T_k} |\hat{x}_i(t) - f_i(t, \hat{x}(t), u(t))| + f_i(t_k^{\text{col}}, \hat{x}(t_k^{\text{col}}), u(t_k^{\text{col}})) - f_i(t, \hat{x}(t), u(t))| \, dt.$$
Theorem 3 (Quadrature Error Triggering (QET)). The IUT determined from \( \hat{x}(\cdot) \), \( \epsilon_k \), which approximately solves problem \( \text{(18)} \) at time \( t^k \), satisfies \( \| \delta(t^k + \tau) \|_M \leq \Delta, \forall \tau \leq \tau^QET \).

Furthermore, \( \tau^QET \approx \sum u_i \).

Proof. Employing the notation introduced in the proof of Theorem 1, we begin by noting that

\[
(w_i + 1) \int_0^t |a_i(\tau)|d\tau \leq (w_i + 1) \sum_{k \in \mathcal{E}_i} \epsilon_{k,i},
\]

where the inequality follows from \( \text{sup} |\mathcal{F}_i| \geq t \). This is similar to the steps taken in Theorem 1 except we use the actual error quadratures associated with the problem instead of the bounds \( \hat{e} \). Substituting the actual quadratic errors into (13) in place of \( (\delta^{-1} + 1) \| (\hat{w} + 1) \hat{e} \| \) results in

\[
\| \delta(t) \|_M \leq \left( (w + 1) \sum_{k \in \mathcal{E}_i} \epsilon_k \right)_M + M \| (2\hat{\theta} + \hat{v}) \| \int_0^t \| \delta(\tau) \|_M d\tau
\]

We again use the integral form of the Gronwall-Bellman inequality to find

\[
\| \delta(t) \|_M \leq \left( (w + 1) \sum_{k \in \mathcal{E}_i} \epsilon_k \right)_M + M \| (2\hat{\theta} + \hat{v}) \| \int_0^t \| \delta(\tau) \|_M d\tau
\]

Restricting the RHS to be \( \leq \Delta \) yields the explicitly defined IUT given in (18).

Restricting the RHS to be \( \leq \Delta \) results in the explicitly defined IUT given in (18). As

\[
\sum_{i=1}^N (w_i + 1) \sum_{k \in \mathcal{E}_i} \epsilon_{k,i} \leq \left( \frac{t}{N} + 1 \right) \hat{e}_i,
\]

we guarantee that \( \tau^QET \geq \sum u_i \).

Another advantage of the online calculation is that it does not require explicit knowledge of bounds on \( w \). In the same fashion as Corollary 1, we may determine a similar triggering estimate if considering refinement on the absolute local error of each state.

The mesh refinement procedure may not return the approximation error over arbitrary intervals. Software such as ICLOCS2 returns \( \eta_k \) or \( \epsilon_k \) corresponding to \( T_k \). Depending on how the integral is evaluated we may not know the distribution of \( \epsilon(\cdot) \) over this interval.

Up to this point the analysis has made no assumptions on problem structure. As such it is equally applicable to the different classes of event-triggered MPC formulations proposed in the literature which use triggering conditions of the form (9).

V. CONSTRAINT TIGHTENING

The proposed triggering conditions do not account for state proximity to constraint bounds. We wish to guarantee satisfaction of constraints (16) for the entire prediction horizon \( t \in [t_0, t_f] \). However, when solving the transcribed NLP corresponding to problem (16), the constraints \( c(\hat{x}(t), u(t), t) \leq 0 \) are only enforced on the approximate trajectory \( \hat{x}(\cdot) \) at a finite number of time instances: the mesh points \( \mathcal{F}_m \). One way to guarantee that the actual state \( x(\cdot) \) complies with state constraints is to employ constraint tightening methods. For the following analysis we only consider the case where \( c(\hat{x}(t), u(t), t) \leq 0 \) is equivalent to the inclusion

\[
\hat{x}(t) \in \mathcal{X}, \forall t \in [t_0, t_f],
\]

where the constraint set \( \mathcal{X} \) satisfies the following assumption.

Assumption 1. The set \( \mathcal{X} \) is closed and convex, and the reduced set

\[
\mathcal{X} \oplus \{ x \in \mathbb{R}^n \mid x \leq \Delta \},
\]

where \( \oplus \) denotes the Pontryagin difference, is non-empty.

The Pontryagin difference of two sets \( \mathcal{A} \) and \( \mathcal{B} \) is defined as \( \mathcal{A} \ominus \mathcal{B} := \{ a \in \mathbb{R}^n \mid a + b \in \mathcal{A}, \forall b \in \mathcal{B} \} \). The Minkowski sum \( \oplus \) of \( \mathcal{A} \) and \( \mathcal{B} \) is \( \mathcal{A} \oplus \mathcal{B} := \{ a + b : a \in \mathcal{A}, b \in \mathcal{B} \} \). We would not expect this assumption to be particularly restrictive, since \( \Delta \) will be quite small in practice. In the following result we evaluate by how much the state constraints on the approximate solution \( \hat{x} \) must be tightened in order to guarantee that the actual state \( x(t) \in \mathcal{X} \).

Lemma 1. Consider a mesh refinement scheme using the relative local error (9) or absolute local error (4) as a termination criteria. If the approximate trajectory at time \( t^k + s, s > 0 \), predicted from measurement at time \( t^k \) satisfies \( \hat{x}(t^k, s) \in \mathcal{X}_s \), where

\[
\mathcal{X}_s := \mathcal{X} \ominus \mathcal{B}_s,
\]

and the ball \( \mathcal{B}_s \) is defined as

\[
\mathcal{B}_s := \{ x \in \mathbb{R}^n \mid \| x \|_M \leq \min \left\{ \left( \sum_{k \in \mathcal{E}_i} \hat{\xi} \right)_M + M \| (2\hat{\theta} + \hat{v}) \| e^{L_2 s}, \Delta \right\},
\]

where \( \hat{\xi} := (\hat{w} + 1) \hat{e} \) or \( \hat{\xi} := \hat{\eta} \) depending on the refinement termination criteria, then the actual state trajectory satisfies \( x(s) \in \mathcal{X} \).

Proof. Take the inequality (19) used in the proof of Theorem 3 but using error bounds instead of actual errors. We directly bound the norm between the approximate predicted and measured state at time \( t^k + s \) by

\[
\| \delta(t^k + s) \|_M \leq \left( \sum_{k \in \mathcal{E}_i} \hat{\xi} \right)_M + M \| (2\hat{\theta} + \hat{v}) \| e^{L_2 s}.
\]

Since the ETC scheme guarantees that the control and associated prediction is updated if \( \| \delta(s) \| \geq \Delta \), we can make the bound less conservative, to become

\[
\| \delta(t^k + s) \|_M \leq \min \left\{ \left( \sum_{k \in \mathcal{E}_i} \hat{\xi} \right)_M + M \| (2\hat{\theta} + \hat{v}) \| e^{L_2 s}, \Delta \right\}.
\]

Tightening the constraint set \( \mathcal{X} \) by the RHS of this inequality results in \( \mathcal{X}_s \) and guarantees that the actual trajectory \( x(t) \in \mathcal{X} \).
In order to guarantee constraint satisfaction of the real system over the entire time horizon. This is formalized in the following theorem.

**Theorem 4.** Consider a mesh refinement scheme using the relative local error \( \alpha_k \) or absolute local error \( \epsilon \) as a termination criterion. If we define

\[
\alpha_k \geq \| \dot{x} \| + L_f | t_k | + g(t_k^m, t_{k+1}^m)
\]

and the predicted trajectory \( \hat{x}(s) \) satisfies

\[
dx_{x,t_k}^m(\hat{x}(t_k^m)) \leq -\alpha_k, \forall k \in \mathcal{K}_h,
\]

then

\[
dx_{x, s}(\hat{x}(s)) \leq 0, \forall s \in [t_k^m, t_{k+1}^m], k \in \mathcal{K}_h
\]

and

\[
x(t) \in X, \forall s \in [t_k^m, t_{k+1}^m].
\]

**Proof.** From the definition of the tightened constraint set \( X_s \) in Lemma 1

\[
X_s \subseteq X_{t_k^m}, \forall s \in [t_k^m, t_{k+1}^m].
\]

We use the notation \( \partial \mathcal{A} \) to denote the boundary of the set \( \mathcal{A} \). Since \( X \) is convex by Assumption 1 the sets \( X_s \) will be convex by construction. Therefore the shortest distance from any point in \( \partial X_{k} \) to \( \partial \mathcal{A}_k \) satisfy

\[
\min_{y_1 \in \partial X_s} \| x_1 - y_1 \| = \min_{y_2 \in \partial X_s} \| x_2 - y_2 \|, \forall x_1, x_2 \in \partial X_{k}.
\]

From the definition of the sets \( X_s \) in [29] we define this distance \( g: \mathbb{R}^+ \times \mathbb{R}^+ \rightarrow \mathbb{R}^+ \) between \( X_s \) and \( X_{k} \) as

\[
g(s, t_{k}^m) := \min \{ (\beta + \| M \| \| \hat{s} \|) e^{\beta s}, \Delta \}
\]

\[
- \min \{ (\beta + \| M \| \| t_{k}^m \| e^{\beta s} \| s \|, \Delta \},
\]

where,

\[
\beta := \| \sum_{T \in \mathcal{T}_m} \xi \| + \| M \| 2 \hat{s}.
\]

From Assumption 1 on the non-emptiness of \( X_s \), \( g(\cdot) \) is always well defined. We now consider the approximate state trajectory \( \hat{x}(\cdot) \) at times \( t_{k}^m \) and \( s \geq t_{k}^m \). Then,

\[
\| dx_{x},(\hat{x}(t_{k}^m)) \| \leq \| \hat{x}(s) - \hat{x}(t_{k}^m) \| + g(s, t_{k}^m)
\]

\[
= \| \int_{t_k}^{s} \hat{x}(t) \| dt + g(s, t_{k}^m)
\]

\[
\leq \| \int_{t_k}^{s} \hat{x}(t) \| dt + g(s, t_{k}^m)
\]

Application of the triangle inequality to the mesh refinement conditions [15] yields

\[
\int_{T_k}^{1} \| \hat{x}(t) \| dt - \int_{T_k}^{1} \| f(t, \hat{x}(t), u(t)) \| dt \leq \int_{T_k}^{1} \| \hat{x}(t) - f(t, \hat{x}(t), u(t)) \| dt \leq \| \| \| ,
\]

from which

\[
\int_{t_k}^{s} \| \hat{x}(t) \| dt \leq \int_{t_k}^{s} \| \hat{x}(t) \| dt \leq \| \| + \int_{t_k}^{s} \| f(t, \hat{x}(t), u(t)) \| dt
\]

\[
\leq \| \| + L_f | T_k | .
\]
Therefore we may bound the distance as
\[ d_{\mathcal{X}_t}(\bar{x}(s)) - d_{\mathcal{X}_{t_k}}(\bar{x}(t_k^m)) \leq \|\hat{\xi}\| + L_f |T_k| + g(s, t_k^m). \]

We now need to prove that there is no \( s < t_k^m \) for which \( d_{\mathcal{X}_t}(\bar{x}(s)) = 0 \). Following the argument in [23], assume \( \exists s_1 < t_k^m \) such that
\[ d_{\mathcal{X}_{s_1}}(\bar{x}(s_1)) = 0 \text{ and } d_{\mathcal{X}_s}(\bar{x}(s)) > 0, \forall s \in (s_1, t_k^m]. \]

Therefore,
\[ d_{\mathcal{X}_{s_1}}(\bar{x}(s_1)) \leq d_{\mathcal{X}_{s_1}}(\bar{x}(t_k^m)) + \|\hat{\xi}\| + L_f (s_1 - t_k^m) + g(s_1, t_k^m) \]
\[ \leq -\alpha_k + \|\hat{\xi}\| + L_f (s_1 - t_k^m) + g(s_1, t_k^m) \]
\[ < -\alpha_k + \|\hat{\xi}\| + L_f |T_k| + g(t_k^m, t_{k+1}^m) \leq 0. \]

This contradicts our assumption. Therefore we may conclude that
\[ d_{\mathcal{X}_t}(\bar{x}(s)) \leq 0, \forall s \in (t_k^m, t_{k+1}^m], \forall k \in \mathcal{K}_h. \]

Combining this with the results of Lemma 1 guarantees
\[ d_{\mathcal{X}_t}(x(t)) \leq 0, \forall t \in [t_k^m, t_{k+1}^m]. \]

Theorem 4 shows that the constraints enforced at each mesh point \( t_k^m \) should be tightened by an amount that is affine in the length of the succeeding mesh segment \( |T_k| \) and dependent on the metric of allowable ODE error \( \hat{\xi} \). This guarantees that the approximate trajectory is admissible for all time. The constraints must be further tightened by an amount \( g() \) that relates the difference between approximate and actual trajectories.

We could use Theorem 4 to propose an OCP solution scheme where the constraints are successively loosened at each iteration of the refinement. As the mesh becomes increasingly refined, the constraints will become more and more relaxed. In this way constraint satisfaction of the true state \( x(t) \) would be guaranteed at every iteration of the refinement procedure. However, we find in practice that this procedure is particularly conservative, especially for very coarse meshes. This may affect the feasibility of the NLP solved in the initial iterations of the refinement procedure. We could instead start with a finer mesh, but this conversely has adverse effects on solution time.

Instead consider a two-part procedure detailed in Algorithm 1. From the condition in Theorem 4
\[ d_{\mathcal{X}_t}(\bar{x}(s)) - d_{\mathcal{X}_{t_k}}(\bar{x}(t_k^m)) \leq \|\hat{\xi}\| + L_f |T_k| + g(s, t_k^m), \]

we can guarantee that \( d_{\mathcal{X}_{t_k}}(\bar{x}(t_{k+1}^m)) \leq 0 \) if
\[ d_{\mathcal{X}_{t_k}}(\bar{x}(t_k^m)) \leq \max_{s \in T_k} \|\hat{\xi}(s) - \bar{x}(t_k^m)\| + g(t_k^m, t_{k+1}^m). \]  
(21)

We can similarly guarantee that \( d_{\mathcal{X}_{t_k}}(\bar{x}(t_{k+1}^m)) \leq 0 \) if
\[ d_{\mathcal{X}_{t_k}}(\bar{x}(t_k^m)) \leq Y(\bar{x}, T_2). \]
(22)

In practice, the difference is that (21) tightens constraints forwards in time, while (22) passes through the constraints backwards in time.

The left and right hand sides of (21) and (22) can be calculated from the approximate prediction \( \bar{x}(t) \). In Algorithm 1 we propose first iterating through a typical mesh-refinement procedure (lines 5-11 in Algorithm 1) to generate a prediction \( \bar{x} \) satisfying ODE error certificates in each segment. This sufficiently accurate prediction is then used as a proxy to evaluate (21) on the refined mesh (lines 12-17 in Algorithm 1). If (21) is not satisfied at any time \( t \in T_k \) then the constraint set is tightened by
\[ \mathcal{B}_{Y_k} := \{ x \in \mathbb{R}^n : \|x\| \leq Y(\bar{x}, T_k) \} \]
as in line 13 and the resulting NLP is solved. We may iterate our algorithm based on either the forwards inequality (21) or backwards inequality (22). This procedure is repeated until (21) is satisfied \( \forall t \in T_h \). Intuitively, we are robustifying the problem formulation to inaccuracies in our solution method. This procedure is exemplified in Section VII.

At this point we would like to briefly discuss input constraints. These are often simple box constraints of the form
\[ u(t) \in \mathcal{U} := \{ u \in \mathbb{R}^m : -\bar{u} \leq u \leq \bar{u} \}, \]
(23)

which may, for example, arise due to physical actuator limitations. On the one hand, in our analysis we have assumed that the approximate solution \( u(t) \) is implemented exactly at the plant. So for the input we do not need to perform any equivalent of the constraint tightening detailed in Lemma 1 which bounds the distance between the approximate and actual state trajectories.

Instead we could seek to just guarantee that \( u(t) \) satisfies (23) between the mesh points — which is similar in aim to the second part of the constraint tightening procedure introduced in Theorem 4. However, additional complications arise because Problem 1 places no continuity constraints on the input. How these potential discontinuities are handled by the transcription and solution method determines how the constraints must be tightened in order to guarantee continuous time satisfaction of (23) \( \forall t \in T_{op} \).

For example, it may be the case that our optimal control software only allows for input discontinuities at a particular subset of mesh points. This is one approach taken that can be taken in ICOCS2 [22] with the ‘multi-phase’ problem formulation. If we therefore know that \( u(t) \) is going to be piecewise polynomial between mesh points then we may use a similar approach as in Theorem 2 where a Lipschitz constant of the input representation polynomial — typically an order below the polynomial used for state representation — can be used to bound the maximum change in input between the mesh points. We have found this approach to be overly conservative in the tightening unless an extremely dense mesh is used. Additionally if a low order \( p \)-method (trapezoidal or Euler) is used then input constraint tightening is unnecessary. Hence we do not tighten any input constraints in the example in Section VII.

VI. EXAMPLE: LINEAR AUTONOMOUS SYSTEM

Consider the LTI autonomous system described by
\[ \dot{x}(t) = Ax(t) + E\bar{u}, \]
(24)
Algorithm 1: Adaptive Constraint Mesh Refinement Scheme

1: procedure MESH REFINEMENT([P] ε, T_h, J)
2:   ε_{k,i} → ∞, ∀k ∈ K, i ∈ {1, . . . , n}
3:   j → 0
4:   X_k ← X ⊖ B_j
5:   while (3ε_{k,i} > 3i) do
6:     [P]_{k,i} ← Transcribe([P]_{k,i}, T_h)
7:     ˜x(t), u(t) ← argmin ([P]_{k,i})
8:     Calculate ε_{k,i}, ∀k ∈ K, i ∈ {1, . . . , n}
9:     T_h^{+1} ← MeshRefinement(T_h^{+1}, ε)
10:     j → j + 1
11:   end while
12: While (∃t ∈ T_h : d_{x,m} (˜x(t_m)) ≥ Υ(˜x(·), T_h)) do
13:   X_m ← X ∩ (B_h^{0} ∪ B_Y)
14:   [P]_{k,i} ← Transcribe([P]_{k,i}, T_h)
15:   ˜x(t), u(t) ← argmin ([P]_{k,i})
16:   j ← j + 1
17: end while
18: return ˜x(t), u(t), ε
19: end procedure

Figure 3: A comparison of the true x(t), the nominal x* (t) and the approximate ˜x(t) ∈ B_I resulting from FE and HS collocation on a mesh with h = 1.5, σ = 1.

\[
x(0) = \begin{bmatrix} 10 \\ 10 \end{bmatrix}, \quad A = \begin{bmatrix} 0.05 & 0.5 \\ 0 & -0.5 \end{bmatrix}, \quad E = \begin{bmatrix} 1 \\ 1 \end{bmatrix}, \quad \dot{w} = 0.01,
\]
simulated over 6s. We discretize x(t) on a uniform coarse mesh with h = 1.5s using either Forward Euler (FE), or a third-order Hermite-Simpson (HS) scheme. The FE discretization corresponds to a piece-wise linear trajectory parametrization, while the HS parametrization is piece-wise cubic, and detailed in [19]. Fig. 3 shows both approximations alongside the 'true' and 'nominal' trajectories x(t), x* (t) generated from Matlab’s linsim function.

As seen in Fig. 4a, the approximation error ε_i (t) and quadratures η_{k,i} for the HS approximation are multiple orders of magnitude lower than for FE on the same mesh. For each scheme we a posteriori choose ˜η = max_k η_k, which equals 3.8420 in the case of FE and 0.0081 for HS. Since system (24) is unstable, the states in Fig. 3 diverge and corresponding approximation errors grow.

Corresponding to the different approximation errors, we chose an ETC threshold of ε = 5 for the FE and ˜ε = 0.5 for the HS approximation. In both cases ˜ε > ˜η and the

ETC condition (11) is met after 4.12s and 1.7s, respectively. Fig. 4b shows that the FE approximation error results in significant growth in ε(·). The minimum IUT τu and times τQET, τCT are detailed in Table I for both approximations, and the associated functions plotted in Fig. 5.

The line segments of QET-FE(η) and QET-HS(η) in Fig. 5 have slope L_c ˜ε + ˜w, and reflect state uncertainty due to w(t). The discontinuities arise from the approximation errors. For the FE scheme, ˜w is significantly more conservative than τQET(η), whereas ˜w ≈ τQET(η) for the HS. This is because ˜w is estimated from the worst case absolute local error. From Fig. 4, the absolute difference between the errors in the first and last segment is orders of magnitude more than the difference between the errors in the first and last segment.
of the HS scheme. Using relative local error, as suggested in [18, Ch. 5], may result in better agreement between $\mathfrak{r}$ and $\mathfrak{r}^{\text{QET}}(\eta)$ for the FE scheme.

VII. EXAMPLE: CLOSED-LOOP SIMULATION

We now consider a closed-loop example of the two link robotic arm, shown in Figure 6 over a simulation time of 8 s. We employ the quadratic objective function

$$\int_0^{t_f} u_1^2(t) + u_2^2(t) \, dt,$$

over a receding horizon of length $T_{\text{OP}} = 4$ s. The input $u(t) \in \mathbb{R}^2$, and the state is $x := [\omega_\alpha, \omega_\beta, \theta, \beta]^T$. $\omega_\alpha$ and $\omega_\beta$ are the angular accelerations of each joint in the arm and $\theta, \beta$ the corresponding angular velocities. The nonlinear time-invariant dynamics $f(x, u)$ are described by

$$\dot{\omega}_\alpha(t) = \frac{9}{4} \sin(\theta(t)) \cos(\theta(t)) x_1(t)^2 + 2 x_2(t)^2 + \frac{4}{3} u_1(t) - \frac{4}{3} u_2(t) - \frac{3}{2} \cos(\theta(t)) u_2(t) \left( \frac{31}{36} + \frac{9}{4} \sin^2(\theta(t)) \right)^{-1},$$

$$\dot{\omega}_\beta(t) = \frac{9}{4} \sin(\theta(t)) \cos(\theta(t)) x_1(t)^2 + \frac{7}{2} x_2(t)^2 - \frac{7}{3} u_2(t) + \frac{3}{2} \cos(\theta(t)) (u_1(t) - u_2(t)) \left( \frac{31}{36} + \frac{9}{4} \sin^2(\theta(t)) \right)^{-1},$$

$$\dot{\theta}(t) = \omega_\alpha(t) - \omega_\beta(t),$$

$$\dot{\beta}(t) = \omega_\beta(t).$$

Each state is additionally effected with additive noise $\nu(t) \in \mathbb{R}^4, \|\nu(t)\| \leq 5 \times 10^3$. Using the method described in [24], we estimate the Lipschitz constant of the system as $L_x = 4.5309$. We employ a trapezoidal collocation, detailed in [19], where linear input and quadratic state parameterisation is assumed.

We base the mesh refinement steps in Algorithm 1 on the algorithm in [18, Ch. 5], with refinement based on metric $\mathfrak{r}$. This initial refinement phase also terminates when $\mathfrak{r}$ is less than $\tilde{\mathfrak{r}} = 10^{-3}$ in each mesh segment, after which we perform constraint tightening. We constrain the angular acceleration of the first joint to be $\omega_\alpha \in [-0.3, 0.3]$. A viable distance operator may be used with the presence of additional constraints through the method proposed in [23].

We consider two different closed-loop update scenarios. In scenario a) the ETC scheme is used to trigger control updates based on the one-norm of the difference between the predicted state $\tilde{x}(t)$ and measured state $x(t)$ using condition [18] with threshold $\Delta = 7 \times 10^{-3}$. In scheme b) we pose a self-triggered control setup, where updates are performed at times in accordance with Theorem 3 also with threshold $\Delta = 7 \times 10^{-3}$. The closed-loop input and state trajectories are shown in Figures 7 and 8. The subscripts and $E$ and $S$ are respectively used to denote the closed-loop trajectory for the event- and self-triggered update schemes.

The crosses in Figure 8 are used to show the location of the mesh points of the concatenated closed-loop solution. The update times $\mathcal{U}$ for the ETC and STC scenarios are shown by the black and blue open circles. The IUTs of the ETC scheme are notably less significant than the STC IUTs, with updates on average every 2.69 s. Conversely, condition [18] results in updates on average every 0.48 s. The closed-loop cost of the ETC scheme is 0.1335, while the increased triggering of the STC scheme costs 0.1243. However, it is important to note that [18] does not use any knowledge of the predicted or measured state, but only on the error in the solution of the OCP guaranteed by the mesh refinement algorithm. Even if the triggering is based just on condition [19], the IUTs increase as the state approaches the terminal condition. Future work should consider a condition that depends on both the predicted state $\tilde{x}$ and the quadrature errors $\epsilon_k$.

The proposed triggering does account for proximity to constraints. Using Theorem 3 we can guarantee constraint satisfaction of the continuous-time plant in both the event- and self-triggered schemes. At each update we apply the
two-stage tightening procedure in Algorithm 1. The result of the first solve at time $t = 0$ is shown in Figure 9 for the constrained state $\omega_k(t)$. The dashed red line shows the first stage of the procedure, where constraint tightening is based on $B_A$. The black line shows the predicted state trajectory using only this first stage of tightening. As shown, the quadratic state interpolation results in the predicted state violating the tightened constraint. In this case we cannot guarantee constraint satisfaction of the real plant at these times. The second stage of tightening, at discrete times $\mathcal{T}_m$, is shown by the blue dots. For clarity of representation, we mimic the tightening of the upper and lower bounds. Nominally, for a sufficiently dense mesh the trajectory of the tightened problem and non-tightened problem are similar.

Finally, in Figure 10 we consider how different combinations of thresholds ($\Delta, \varepsilon$) result in both a different load and distribution in time of computational load for the ETC scheme. As the threshold $\Delta$ increases, the number of control updates and the time spent in IPOPT decreases. We also see that as the quality of the prediction improves, the number of updates decreases (up to a point), but the total time in IPOPT tends to increase.

VIII. CONCLUSIONS

Event- and self-triggering schemes attempt to reduce performance loss due to the growth in uncertainty as the system evolves in open-loop. Typically, uncertainty arising in the physical world may at best be unmodelled and at worst unstructured. However, uncertainty arising due to the solution of $\Omega$ is highly structured, therefore it should not be treated equivalently to, say, $\tau(t)$.

This is the first work that has considered using the accuracy of the solution of an optimal control problem as a metric for triggering times. This gives us the potential to use cheaper, less accurate, solutions without potentially sacrificing the guarantees of a triggered model predictive control scheme. We have considered the use of approximate system predictions arising through numerical direct collocation solutions of optimal control problems in event-triggered control schemes. A commonly used metric for refining the state approximations has allowed us to guarantee a minimum inter-update time $t^*_{\Omega}$ of the event-triggered control. If additionally the direct collocation software returns the approximation error metric as part of the solution, we may achieve a better estimate of the inter-update interval. Although the derived bounds may be conservative, they give us the ability to trade-off the computation burden of a single control update with the frequency of control updates.

This theme is also of importance in simulation of event- or self-triggered control which require potentially unstable numerical simulations to be run in open-loop for extended time steps, without the stabilizing effect of periodic state feedback. Further work may consider the use of path constraint violations as a metric for mesh refinement and/or triggering.
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