ON BRAUER GROUPS OF REAL ENRIQUES SURFACES
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Abstract. Let $Y$ be a real Enriques surface, $2Br(Y)$ the subgroup of elements of order 2 of $Br(Y)$, and $s, s_{or}$, and $s_{nor}$ the number of all connected, connected orientable, and connected non-orientable components of $Y(R)$ respectively. Using universal covering $K3$-surface $X$ of $Y$, we connect $\dim 2Br(Y)$ with $s, s_{or}$ and $s_{nor}$. As a geometric corollary of our considerations, we show that $s \leq 6$ and $s_{nor} \leq 4$.

§0. Introduction

Let $X$ be a smooth projective irreducible real surface and

$$Br(X) = H^2_{et}(X; G_m)$$

denote the Brauer group (cohomological) of $X$. This group is known to be a birational invariant of the surface. Let $X(R)$ denote the space of $R$-rational points of $X$ with the Euclidean topology and $s$ be the number of real connected components of this space. Let $2Br(X)$ be the group of 2-torsion elements in $Br(X)$. If $P \in X$ is a real point of $X$, we get a natural map $2Br(X) \to 2Br(P) \cong \mathbb{Z}/2$. In [CT-P], it is proved that this map $2Br(X) \to \mathbb{Z}/2$ does not depend on a choice of the point $P$ in a connected component of $X(R)$. Thus, the canonical map

$$(0-1) \quad 2Br(X) \to (\mathbb{Z}/2)^s$$

is defined where $s$ is the number of connected components of $X(R)$.

A calculation of $\dim 2Br(X)$ and the dimension of the kernel of the map (0–1) is a very interesting and difficult problem. It is important for a calculation of a such invariant of $X$ as the Witt group $W(X)$, see [Su]. Probably, these calculations are now known only for real surfaces $X$ rational over $\mathbb{C}$. In this case [Su], if $s > 0$, the dimension $\dim 2Br(X) = 2s - 1$, the map (0–1) is epimorphic [CT-P, 3.1], and $W(X) \cong (\mathbb{Z})^s \oplus (\mathbb{Z}/2)^{s-1}$. We mention that in [CT-P, 3.1] it is proved that the map (0–1) is an epimorphism for surfaces $X$ with $H^3(X(C); \mathbb{Z}/2) = 0$. In particular, it is true for rational surfaces.

In this paper, we start studying similar problems for real Enriques surfaces. Here, for a real Enriques surface $Y$, we calculate $\dim 2Br(Y)$ and connect it with the numbers $s, s_{or}$ and $s_{nor}$ of connected, orientable and non-orientable components of $Y(R)$ respectively.

By a real Enriques surface $Y$, we mean that $Y_C = Y \otimes \mathbb{C}$ is an irreducible non-singular minimal projective algebraic surface over $\mathbb{C}$ with invariants $\kappa(Y_C) = p_g(Y_C) = q(Y_C) = 0$, [A]. For Enriques surfaces, the invariants $p_g(Y_C)$ and $q(Y_C)$ are the same as for rational surfaces. But $H^3(Y(C); \mathbb{Z}/2) = \mathbb{Z}/2$. Thus, it is
very interesting to calculate \( \dim_2 \text{Br}(Y) \), study the map \((0:1)\) and \(W(Y)\) for real Enriques surfaces \(Y\), and compare these calculations with calculations for rational surfaces we mentioned above. We mention that topologically Enriques surfaces are much more complicated than rational ones because they are not simply-connected: the fundamental group \(\pi_1(Y(\mathbb{C})) \cong \mathbb{Z}/2\). It makes these calculations very delicate.

Now, we formulate basic results of the paper. Let \(Y\) be a real Enriques surface. Let \(Y(\mathbb{C})\) denote the underlying complex manifold of \(Y\) and \(G = G(\mathbb{C}/\mathbb{R})\). We identify the generator of this group with the corresponding antiholomorphic involution \(\theta\) on \(Y(\mathbb{C})\). Everywhere below for a 2-elementary group \(\dim(\mathbb{Z}/2)^a = a\). For any \(G\)-module \(A\), \(A^G = A^\theta\) denotes the set of elements of \(A\) fixed by \(G\).

We introduce the following basic invariants of a real Enriques surface \(Y\):

**Definition 0.1.** The invariant \(\epsilon(Y) = 1\) if the differential

\[
d_2^{0,2} : E_2^{0,2} = H^0(Y(\mathbb{C}); \mathbb{Z}/2)^G \to E_2^{2,1} = H^2(G; H^1(Y(\mathbb{C}); \mathbb{Z}/2)) \cong \mathbb{Z}/2
\]

of the Hochschild–Serre spectral sequence (see [Mi]) vanishes, and \(\epsilon(Y) = 0\) otherwise. For Enriques surfaces, \(H^1(Y(\mathbb{C}); \mathbb{Z}/2) \cong \mathbb{Z}/2\).

The invariant

\[
b(Y) = \dim H^2(Y(\mathbb{C}); \mathbb{Z}/2)^\theta - \dim(\text{Pic } Y(\mathbb{C}))^\theta/2(\text{Pic } Y(\mathbb{C}))^\theta + 1.
\]

First of all we prove

**Theorem 0.1.** Let \(Y\) be a real Enriques surface and \(Y(\mathbb{R}) \neq \emptyset\). Then

\[
\dim_2 \text{Br}(Y) = b(Y) + \epsilon(Y).
\]

**Proof.** See Theorem 1.2 (in §1).

Theorem 0.1 shows that to estimate \(\dim_2 \text{Br}(Y)\), it is important to estimate the invariant \(b(Y)\), because \(0 \leq \epsilon(Y) \leq 1\).

We prove the following general estimates from below for the \(b(Y)\) and \(\dim_2 \text{Br}(Y)\).

**Theorem 0.2.** Let \(Y\) be an arbitrary real Enriques surface and \(s\) the number of connected components of \(Y(\mathbb{R})\). Then

\[
b(Y) \geq 2s - 2.
\]

It follows (by Theorem 0.1)

\[
\dim_2 \text{Br}(Y) \geq 2s - 2 + \epsilon(Y) \geq 2s - 2.
\]

**Proof.** See Theorem 2.1 (in §2).

Considering the image of the \(\text{Br}(\text{Spec } \mathbb{R})\) of the basic field \(\mathbb{R}\) in \(\text{Br}(X)\), we evidently get
Proposition 0.3. For any real surface $X$, the element

\[
(1, \ldots, 1)_{s \text{ times}}
\]

belongs to the image of the map $(0-1)$.

Thus, from these three statements we get the

Corollary 0.4. For a real Enriques surface $Y$

\[
\dim_2 Br(Y) \geq s.
\]

This corollary is interesting because it is not now known that the map $(0-1)$ is an epimorphism for real Enriques surfaces.

In §3 of the paper, we give some precise formula for the invariant $b(Y)$. This is the most non-trivial result of the paper. We recall [C-D] that the universal covering surface of an Enriques surface $Y$ is a $K3$-surface $X$, and the universal covering $\pi : X(C) \to Y(C)$ is 2-sheeted. We denote by $\tau$ the holomorphic involution of $X$ corresponding to this covering. It is not difficult to see that if $Y(R) \neq \emptyset$, then there are two liftings $\sigma$ and $\tau\sigma$ of the antiholomorphic involution $\theta$ of $Y(C)$ to antiholomorphic involutions of $X(C)$.

Theorem 0.5. Let $Y$ be a real Enriques surface and suppose there are two liftings $\sigma$ and $\tau\sigma$ of antiholomorphic involution $\theta$ of $Y(C)$ to antiholomorphic involutions of the universal covering $K3$-surface $X(C)$ (for example this is true if $Y(R) \neq \emptyset$). Let $s_{or}$ and $s_{nor}$ be the number of orientable and non-orientable connected components of $Y(R)$ respectively.

Then

\[
b(Y) = s_{nor} + 2s_{or} - z(\sigma) + \dim H(\sigma)_- - \dim (H(\sigma)_+) \cap H(\sigma)_- + \beta(Y).
\]

Proof. See Theorems 3.5.1, 3.5.2 and 3.5.3 and the formula (3–5–1) (in §3).

Here we cannot give precise definitions of the summands of this formula. We only mention the following inequalities for these integers: $0 \leq z(\sigma) \leq 2$, $0 \leq \dim H(\sigma)_- - \dim (H(\sigma)_+) \cap H(\sigma)_- \leq 2$, $0 \leq \beta(Y) \leq 1$. See §3 for precise definitions of these integers. It is very important that integers $s_{nor} + 2s_{or}$, $z(\sigma)$, $\dim H(\sigma)_-$ and $\dim (H(\sigma)_+) \cap H(\sigma)_-$ are defined using only the action of the involutions $\sigma$ and $\tau\sigma$ on $H^2(X(C); \mathbb{Z})$. In some cases we can prove that the invariant $\beta(Y) = 0$. Thus, using global Torelli Theorem [PS-S] and epimorphicity of Torelli map [Ku] for $K3$-surfaces, and results of [N4], we can construct Enriques surfaces with these prescribed invariants.

By the inequalities above, Theorem 0.5 gives the estimate for $b(Y)$ from above. Since $2s = 2s_{nor} + 2s_{or}$ and Theorem 0.2 gives the inequality for $b(Y)$ from below, the formula of Theorem 0.5 and the inequality of Theorem 0.2 give very strong estimates on the numbers $s_{nor}, s_{or}$ and show that the inequality of the Theorem 0.2 is not far from being an equality. For a classification of real Enriques surfaces using these considerations, see [N6].

We mention that in Theorem 3.4.7 we give another formula for the number $b(Y)$ which is more useful in some cases.
From Theorem 0.5 and statements 0.1 — 0.3 above, we get the following result when we calculate \( \dim_2 Br(Y) \) precisely. To formulate this result, we should introduce some invariants of \( Y \).

Let \( H^2 = H^2(Y(C), \mathbb{Z})/\text{Tor} \). The \( H^2 \) is an unimodular lattice with respect to the intersection pairing. The involution \( \theta \) acts on \( H^2 \). The invariant \( r(\theta) \) is defined by \( r(\theta) = \text{rk} (H^2)^{\theta} \). The intersection pairing defines a group \( A_{(H^2)^{\theta}} = ((H^2)^{\theta})^*/(H^2)^{\theta} \). Since the lattice \( H^2 \) is unimodular, this group is 2-elementary: \( A_{(H^2)^{\theta}} \cong (\mathbb{Z}/2)^{\alpha(\theta)} \). This defines the invariant \( a(\theta) \). Another definition of this invariant gives the formula \( \dim (H^2/2H^2)^{\theta} = \text{rk} H^2 - a(\theta) \).

**Theorem 0.6.** Let \( Y \) be a real Enriques surface and \( Y(\mathbb{R}) \neq \emptyset \).

Then \( b(Y) = 0 \) iff the surface \( Y(\mathbb{R}) \) is connected non-orientable and for the invariants \( r(\theta) \) and \( a(\theta) \) we have the equality \( r(\theta) = a(\theta) \).

By Theorem 0.1 and Proposition 0.3, for this surface \( Y \) the invariant \( \epsilon(Y) = 1 \) and \( \dim_2 Br(Y) = 1 \).

**Proof.** See Theorem 3.6.1.

The idea of the proof of Theorem 0.1 is to use the Kummer sequence and estimate the dimension of \( _2 Br(Y) \) using the Hochschild–Serre spectral sequence. The proof of Theorem 0.2 is not difficult and uses Lefschetz formula for fixed points and Smith exact sequence. The proof of the Theorems 0.5 and 0.6 is hard and uses results of [Ha1], [N3], [N4]. The most important ingredient of our proof is the use of the theory of involutions of lattices (integral quadratic forms) with condition on sublattice which was developed in [N4] (and also [N3]). We apply this theory to the action of antiholomorphic involutions on the 2-cohomology lattice of \( Y(C) \) and its universal covering \( K3 \)-surface \( X(C) \). The proof of Theorems 0.2, 0.5 and 0.6 is a part of the general problem of the classification of real Enriques surfaces which is studied in [N6] (as an example, see Sect. 3.7 at the end of the paper).

All the results of this paper may be generalized to the following more general situation: Instead of \( K3 \)-surfaces one should consider complex smooth projective algebraic surfaces \( X \) such that 2-torsion \( _2 \text{Pic} X = 0 \). Instead of Enriques surfaces one should consider real surfaces \( Y = X/\{id, \tau\} \) where \( \tau \) is a holomorphic involution of \( X \) without fixed points. For example, statements 0.1 – 0.4 are true in this case. The situation is more complicated with Theorems 0.5 and 0.6 (see §3.4 and Lemma 3.4.3) but it is similar. We hope to generalize the results here for this more general case in subsequent publications.

In Sect. 3.8, we cite further results on real Enriques surfaces from [N5] and [N6], which were obtained by the first author during the time this paper was considered for publication.

We are grateful to Prof. J–L. Colliot-Thélène for useful comments.

The first author worked on this article during his stay at the first half of 1991 in Tata Institute of Fundamental Research, Bombay; Steklov Mathematical Institute, Moscow and Institut des Hautes Études Scientifiques, Paris. He is grateful to these Institutes for hospitality. Preliminary variant of this paper was published as a preprint [N-S].
§1. Estimation of the 2-torsion of Brauer group of real Enriques surfaces

At first, we give some basic facts which we will use about complex Enriques surfaces.

We recall that a complex $K3$-surface is a smooth projective algebraic surface $X$ over $\mathbb{C}$ such that $X(\mathbb{C})$ is a simply-connected complex surface and the canonical class $K_X = 0$. It follows that there exists a 2-dimensional regular differential form $\omega_X \in \Omega^2[X]$ such that the divisor $(\omega_X) = 0$. Thus, for an arbitrary point $z \in X(\mathbb{C})$ and local coordinates $z_1, z_2$ at a neighbourhood of $z$, we can write down this form as $f(z_1, z_2)dz_1 \wedge dz_2$ where $f(z_1, z_2)$ is a holomorphic function and $f(z) \neq 0$. This form $\omega_X$ is unique up to multiplication on elements of $\mathbb{C}$.

We recall basic facts about $K3$-surfaces $X$ we will use (see G. N. Tjurina, [A, Ch. 9]). We have:

\begin{align}
H^0(X(\mathbb{C}); \mathbb{Z}) &\cong H^4(X(\mathbb{C}); \mathbb{Z}) \cong \mathbb{Z}, \\
H^1(X(\mathbb{C}); \mathbb{Z}) &\cong H^3(X(\mathbb{C}); \mathbb{Z}) \cong 0, \\
H^2(X(\mathbb{C}); \mathbb{Z}) &\cong \mathbb{Z}^{22}.
\end{align}

Besides, the group $H^2(X(\mathbb{C}); \mathbb{Z})$ with the intersection pairing is an even unimodular lattice of signature $(3,19)$.

By definition, an Enriques surface $Y$ over $\mathbb{C}$ is a minimal smooth projective algebraic surface over $\mathbb{C}$ with invariants $\kappa(Y) = p_g(Y) = q(Y) = 0$ (see B. G. Averbuh, [A, Ch. 10]). An equivalent definition of Enriques surfaces is that an Enriques surface $Y$ is the quotient $Y = X/\{\text{id}, \tau\}$ of a $K3$-surface $X$ by an algebraic involution $\tau$ without fixed points. In the paper, we will use the last definition of Enriques surfaces. Thus, $X(\mathbb{C})$ is the universal covering of $Y(\mathbb{C})$, and

\begin{align}
\pi_1(Y(\mathbb{C})) = H_1(Y(\mathbb{C}); \mathbb{Z}) &\cong \mathbb{Z}/2. \\
\end{align}

By [N1, §5],

\begin{align}
\tau^*(\omega_X) &\equiv -\omega_X.
\end{align}

for an involution $\tau$ without fixed points on a $K3$-surface. It follows that the canonical class of $Y$

\begin{align}
K_Y &\neq 0, \text{ but } 2K_Y = 0.
\end{align}

Using (1–0), (1–1) and standard topological facts: Lefschetz fixed point formula, universal coefficient formula, Poincaré duality [Sp] and elementary facts about actions of finite groups [Br, Ch. II, Sects. 2, 3], one can prove easily that:

\begin{align}
H^0(Y(\mathbb{C}); \mathbb{Z}) &\cong \mathbb{Z}, \quad H^1(Y(\mathbb{C}); \mathbb{Z}) = 0, \\
H^2(Y(\mathbb{C}); \mathbb{Z}) &\cong \mathbb{Z}^{10} \oplus \mathbb{Z}/2, \\
H^3(Y(\mathbb{C}); \mathbb{Z}) &\cong \mathbb{Z}/2, \quad H^4(Y(\mathbb{C}); \mathbb{Z}) \cong \mathbb{Z};
\end{align}

\begin{align}
H^0(Y(\mathbb{C}); \mathbb{Z}/2) &\cong \mathbb{Z}/2, \quad H^1(Y(\mathbb{C}); \mathbb{Z}/2) \cong \mathbb{Z}/2, \\
H^2(Y(\mathbb{C}); \mathbb{Z}/2) &\cong (\mathbb{Z}/2)^{12}, \\
H^3(Y(\mathbb{C}); \mathbb{Z}/2) &\cong \mathbb{Z}/2, \quad H^4(Y(\mathbb{C}); \mathbb{Z}/2) \cong \mathbb{Z}/2.
\end{align}
and we have an isomorphism:

\[(1-6) \quad \pi^* : H^2(Y(C); \mathbb{Z})/\text{Tor} \rightarrow H^2(X(C); \mathbb{Z})^\theta \]

where \( \pi : X \rightarrow Y \) is the quotient morphism. Besides, since \( H^1(Y(C); \mathbb{Z}) = 0 \), the characteristic class map gives an isomorphism \( \text{Pic } Y \cong H^2(Y(C); \mathbb{Z}) \). By Poincaré duality and Hodge index theorem, the \( H^2(Y(C); \mathbb{Z})/\text{Tor} \) with intersection pairing is an unimodular lattice of signature \((1,9)\). By the formula for the genus of a curve on an algebraic surface and \((1-2)\), this lattice is even.

Now let us consider real Enriques surfaces. By definition, a real Enriques surface is a smooth projective algebraic surface \( Y \) over \( \mathbb{R} \) such that \( Y_\mathbb{C} = Y \otimes_\mathbb{R} \mathbb{C} \) is a complex Enriques surface.

Let \( G = \text{Gal}(\mathbb{C}/\mathbb{R}) = \{\text{id}, \theta\} \). The \( \theta \) acts on \( Y(\mathbb{C}) \) as an antiholomorphic involution and \( Y(\mathbb{R}) = Y(\mathbb{C})^G \). Here and as follows, \( U^G = U^\theta \) denote the set of fixed elements for an action of a group \( G \) on a set \( U \).

We recall [Mi] that the Kummer exact sequence

\[0 \rightarrow \mu_2 \rightarrow G_m \rightarrow G_m \rightarrow 0\]

yields the exact sequence

\[(1-7) \quad 0 \rightarrow \text{Pic } Y/2\text{Pic } Y \rightarrow H^2_{\text{et}}(Y; \mu_2) \rightarrow 2\text{Br}(Y) \rightarrow 0.\]

Since \( Y(\mathbb{R}) \) is non-empty, \( \text{Pic } Y = (\text{Pic } Y_\mathbb{C})^G \), (see [Ma]). (One can deduce this from Hochschild–Serre spectral sequence and the canonical isomorphisms \( \text{Pic } Y \cong H^2_{\text{et}}(Y; G_m) \), \( \text{Pic } Y_\mathbb{C} \cong H^1_{\text{et}}(Y_\mathbb{C}; G_m) \), see [Mi].) By \((1-7)\), we then get

\[(1-8) \quad \dim 2\text{Br}(Y) = \dim H^2_{\text{et}}(Y; \mu_2) - \dim(\text{Pic } Y_\mathbb{C})^G/2(\text{Pic } Y_\mathbb{C})^G.\]

The dimension of the étale cohomology group \( H^2_{\text{et}}(Y; \mu_2) \) is estimated using the Hochschild–Serre spectral sequence

\[E_2^{pq} = H^p(G; H^q_{\text{et}}(Y_\mathbb{C}; \mu_2)) \Rightarrow H^{p+q}_{\text{et}}(Y; \mu_2) = E^{p+q}_{p+q}.\]

where for a complex algebraic manifold \( Y_\mathbb{C} \) we have

\[H^q_{\text{et}}(Y_\mathbb{C}; \mu_2) = H^q(Y(\mathbb{C}); \mathbb{Z}/2),\]

see [Mi].

The following invariant of a real Enriques surface is very important. We recall \( H^1(Y(\mathbb{C}); \mathbb{Z}/2) \cong \mathbb{Z}/2 \), by \((1-5)\).

**Definition 1.1.** For a real Enriques surface \( Y \) an invariant \( \epsilon(Y) = 1 \) if the differential \( d_2^{0,2} : E_2^{0,2} = H^0(Y(\mathbb{C}); \mathbb{Z}/2)^G \rightarrow E_2^{2,1} = H^2(G; H^1(Y(\mathbb{C}); \mathbb{Z}/2)) \cong \mathbb{Z}/2 \) of the Hochschild–Serre spectral sequence vanishes, and \( \epsilon(Y) = 0 \) otherwise.

We then have the following Lemma.
Lemma 1.1. Let $Y$ be a real Enriques surface and $Y(\mathbb{R}) \neq \emptyset$. Then
\[
\dim H^2_{et}(Y; \mu_2) = 1 + \dim H^2(Y(\mathbb{C}); \mathbb{Z}/2)^G + \epsilon(Y).
\]

Proof. Denoting $H^2_{et}(Y; \mu_2)$ by $E^2$ and using the usual spectral sequence notation, we see that
\[
\dim E^2 = \dim E^2_{2,0} + \dim E^1_{1,1} + \dim E^0_{\infty,2}.
\]
We calculate $\dim E^2_{2,0}, \dim E^1_{1,1}$ and $\dim E^0_{\infty,2}$ below.

Since $Y(\mathbb{R})$ is not empty, consider a real point $P \in Y(\mathbb{R})$. By functoriality, this induces a spectral sequence homomorphism,
\[
H^p(G; H^q(Y(\mathbb{C}); \mathbb{Z}/2)) \rightarrow H^p(G; H^q(P; \mathbb{Z}/2)).
\]

But the homomorphism
\[
H^p(G; H^0(Y(\mathbb{C}); \mathbb{Z}/2)) \rightarrow H^p(G; H^0(P; \mathbb{Z}/2))
\]
is an isomorphism and the spectral sequence for the point is trivial. Therefore in the spectral sequence for $Y$, the differentials $d^{-r, r}$ are identically zero. This implies that $E^2_{2,0} = E^2_{2,0} \simeq \mathbb{Z}/2$, and by (1–5), $E^1_{1,1} \simeq E^1_{1,1} \simeq \mathbb{Z}/2$. Thus, $\dim E^2_{2,0} = \dim E^1_{1,1} = 1$. Further, by the above remark, the differential $d_3^{0,2} : E^0_{3,2} \rightarrow E^3_{3,0}$ is zero, and we have $E^3_{0,2} \simeq E^0_{\infty,2}$ and an exact sequence
\[
0 \rightarrow E^0_{2,2} \rightarrow E^0_{2,2} \xrightarrow{d_3^{0,2}} E^2_{1,1}
\]
where by (1–5), $E^2_{2,1} = H^2(G; \mathbb{Z}/2) \simeq \mathbb{Z}/2$. Thus, by the definition 1.1,
\[
\dim E^0_{2,2} = \dim E^0_{\infty,2} + 1 - \epsilon(Y).
\]
By definition, $E^0_{2,2} = H^0(G; H^2(Y(\mathbb{C}); \mathbb{Z}/2)) = H^2(Y(\mathbb{C}); \mathbb{Z}/2)^G$, and by (1–10),
\[
\dim E^0_{\infty,2} = \dim H^2(Y(\mathbb{C}); \mathbb{Z}/2)^G - 1 + \epsilon(Y).
\]

This proves the Lemma.

Definition 1.2. We denote by $b(Y)$ the following invariant of a real Enriques surface $Y$ with an antiholomorphic involution $\theta$:
\[
b(Y) = \dim H^2(Y(\mathbb{C}); \mathbb{Z}/2)^{\theta} - \dim(Pic Y_{\mathbb{C}})^{\theta}/2(Pic Y_{\mathbb{C}})^{\theta} + 1.
\]

By Lemma 1.1 and (1–8), we get the following

Theorem 1.2. Let $Y$ be a real Enriques surface with an antiholomorphic involution $\theta$ and $Y(\mathbb{R}) \neq \emptyset$.

Then
\[
\dim 2Br(Y) = b(Y) + \epsilon(Y)
\]
where $\epsilon(Y) = 0$ or 1. See Definitions 1.1 and 1.2 above.

Theorem 1.2 shows that to estimate $\dim 2Br(Y)$ it is very important to estimate the invariant $b(Y)$. The following §2 and §3 will be devoted to this problem. We want to connect $b(Y)$ with the numbers $s$, $s_{nor}$ and $s_{or}$ of connected, non-orientable and orientable components of $Y(\mathbb{R})$. 
§2. Inequalities: \( b(Y) \geq 2s - 2 \), \( \dim_2 Br(Y) \geq 2s - 2 + \varepsilon(Y) \)

For a real rational surface \( X \) with \( X(\mathbb{R}) \neq \emptyset \) we have [Su]: \( \dim_2 Br(X) = 2s - 1 \).
In this paper, for a real Enriques surface \( Y \), we can only prove similar inequalities.

**Theorem 2.1.** Let \( Y \) be an arbitrary real Enriques surface.
Then \( b(Y) \geq 2s - 2 \).
It follows (by Theorem 1.2) that \( \dim_2 Br(Y) \geq 2s - 2 + \varepsilon(Y) \).

By Theorem 2.1 and Proposition 0.3, we also get the following result which is interesting because for a real Enriques surface we don’t know that the homomorphism \((0\rightarrow 1)\) is an epimorphism.

**Corollary 2.2.** Let \( Y \) be an arbitrary real Enriques surface and \( s \) the number of connected components of \( Y(\mathbb{R}) \).
Then \( \dim_2 Br(Y) \geq s \).

**Proof of Theorem 2.1.** We introduce an important invariant of a real Enriques surface \( Y \) with an antiholomorphic involution \( \theta \):

\[
(2-1) \quad r(\theta) = \text{rk} \left( H^2(Y(\mathbb{C}); \mathbb{Z})/\text{Tor} \right)^{\theta}.
\]

We prove the following formula for an arbitrary real Enriques surface:

\[
(2-2) \quad \dim(\text{Pic}_Y)^{\theta}/2(\text{Pic}_Y)^{\theta} = 11 - r(\theta).
\]

By (1–4), \( H^1(Y(\mathbb{C}); \mathbb{R}) = 0 \). Thus, we have the canonical isomorphism of characteristic class

\[
\text{Pic}_Y \cong H^2(Y(\mathbb{C}); \mathbb{Z}).
\]

For this isomorphism, the action of the involution \( \theta \) on the Picard group goes to the action of the involution \(-\theta\) on the \( H^2(Y(\mathbb{C}); \mathbb{Z}) \) (this is well-known, for example, see [Si, Sect. I, 4]). It follows therefore, that we have an isomorphism,

\[
(\text{Pic}_Y)^{\theta} \cong H^2(Y(\mathbb{C}); \mathbb{Z})_{\theta}.
\]

Here for a module \( M \) and an involution \( \theta \) of this module we denote \( M_\theta = \{ x \in M \mid \theta(x) = -x \} \).

By (1–4), \( H^2(Y(\mathbb{C}); \mathbb{Z}) \cong \mathbb{Z}/2 \oplus \mathbb{Z}^{10} \) where

\[
\mathbb{Z}^{10} \cong H^2(Y(\mathbb{C}); \mathbb{Z})/\text{Tor} \quad H^2(Y(\mathbb{C}); \mathbb{Z}).
\]

We use the following obvious statement: Let \( M = \mathbb{Z}/2 \oplus \mathbb{Z}^n \) and a group \( G \) of order two acts on \( M \). Then \( M^G \cong \mathbb{Z}/2 \oplus \mathbb{Z}^n \) if \( (M/\text{Tor} \quad M)^G \cong \mathbb{Z}^n \).

By definition of the invariant \( r(\theta) \), it follows that

\[
\text{rk} \left( H^2(Y(\mathbb{C}); \mathbb{Z})/\text{Tor} \right)^{\theta} = 10 - r(\theta).
\]

By the remark above, we get the statement (2–2).

By (1–4), Lefschetz’s fixed point formula (see [Sp, Ch. 5, Sect. 7, Theorem 6]) gives for the involution \( \theta \)

\[
\chi(Y(\mathbb{R})) = 2r(\theta) - 8.
\]
It follows that

\[ r(\theta) = \frac{1}{2} \chi(Y(R)) + 4. \tag{2–3} \]

From [Kr, Theorem 2.3] or from Smith exact sequence (see [Br, Ch.3]), we have

\[ \dim H^*(Y(R); \mathbb{Z}/2) \leq \dim H^1(G; H^*(Y(C); \mathbb{Z}/2)). \]

Here \( H^1(G; H^*(Y(C); \mathbb{Z}/2)) = H^*(Y(C); \mathbb{Z}/2)^\theta / (1 + \theta) H^*(Y(C); \mathbb{Z}/2). \) From the exact sequence

\[ 0 \to H^*(Y(C); \mathbb{Z}/2)^\theta \to H^*(Y(C); \mathbb{Z}/2) \to (1 + \theta) H^*(Y(C); \mathbb{Z}/2) \to 0 \]

we get \( \dim H^1(G; H^*(Y(C); \mathbb{Z}/2)) = 2 \dim H^*(Y(C); \mathbb{Z}/2)^\theta - \dim H^*(Y(C); \mathbb{Z}/2). \) Thus, from the inequality above, we have

\[ \dim H^*(Y(R); \mathbb{Z}/2) \leq 2 \dim H^*(Y(C); \mathbb{Z}/2)^\theta - \dim H^*(Y(C); \mathbb{Z}/2). \]

By (1–5), it follows that

\[ \dim H^2(Y(C); \mathbb{Z}/2)^\theta \geq 4 + \frac{1}{2} \dim H^*(Y(R); \mathbb{Z}/2). \tag{2–4} \]

From (2–2),

\[ \dim H^2(Y(C); \mathbb{Z}/2)^\theta - \dim(\text{Pic } Y_C)^\theta / 2(\text{Pic } Y_C)^\theta + 1 = \]

\[ = \dim H^2(Y(C); \mathbb{Z}/2)^\theta + r(\theta) - 10. \tag{2–5} \]

Thus, from (2–3), (2–4) and (2–5), we get that

\[ b(Y) = \dim H^2(Y(C); \mathbb{Z}/2)^\theta - \dim(\text{Pic } Y_C)^\theta / 2(\text{Pic } Y_C)^\theta + 1 \]

\[ \geq \frac{1}{2} \dim H^*(Y(R); \mathbb{Z}/2) + \frac{1}{2} \chi(Y(R)) - 2. \tag{2–6} \]

For a closed connected surface \( F \), we have \( \dim H^*(F; \mathbb{Z}/2) + \chi(F) = 4. \) Thus, the right side of the inequality (2–6) is equal to \( 2s - 2. \)

This proves the Theorem 2.1.
§3. Calculation of the invariant \( b(Y) \)

using universal covering \( K3\)-surface \( X \)

3.1. Notation.

We use the notations set up in the previous §1 and §2. Thus, \( Y \) is a real Enriques surface, \( Y(\mathbb{R}) \) is the set of real points of \( Y \), and \( Y(\mathbb{C}) \) the set of complex points with the corresponding antiholomorphic involution \( \theta \). We want to obtain in this section a precise formula for the invariant \( b(Y) \) (see Definition 1.2) using the universal covering \( K3\)-surface \( X \).

3.2. Real part of Enriques surface \( Y \) and the universal covering \( K3\)-surface.

By definition (see the beginning of §1), an Enriques surface is a quotient surface \( Y_\mathbb{C} = X/\{\text{id}, \tau\} \) where \( X \) over \( \mathbb{C} \) is a complex \( K3\)-surface and \( \tau \) an algebraic involution of \( X \) without fixed points. Let \( \pi : X \to Y_\mathbb{C} \) be the quotient morphism. Since \( X(\mathbb{C}) \) is simply-connected, \( \pi : X(\mathbb{C}) \to Y(\mathbb{C}) \) is the 2-sheeted universal covering with the holomorphic involution \( \tau \) of the covering. Thus, \( \pi \tau = \pi \).

Let \( \theta \) be the antiholomorphic involution of the complex surface \( Y(\mathbb{C}) \) corresponding to the real surface \( Y \). Let us suppose that

\[
Y(\mathbb{R}) \neq \emptyset
\]

and \( y \in Y(\mathbb{R}) \). Let \( y \in X(\mathbb{C}) \) such that \( \pi(y) = \bar{y} \). Since \( \pi \) is the universal covering, there exists an antiholomorphic automorphism \( \sigma \) of \( X(\mathbb{C}) \) such that \( \pi \sigma = \theta \pi \) and \( \sigma(y) = y \). It follows therefore that \( \sigma^2 \) is holomorphic, \( \sigma^2(y) = y \), and \( \pi \sigma^2 = \pi \). Thus, \( \sigma^2 \) is an element of the group of the unramified covering \( \pi \). Since \( \sigma^2 \) has the fixed point \( y \), \( \sigma^2 = \text{id} \). Hence it follows that \( \sigma \) is an antiholomorphic involution of \( X(\mathbb{C}) \) with the fixed point \( y \in X_\sigma(\mathbb{R}) = X(\mathbb{C})^{\sigma} \). Evidently, the point \( \tau(y) \in X_\sigma(\mathbb{R}) \) too. Here we denote by \( X_\sigma \) the real \( K3\)-surface defined by the antiholomorphic involution \( \sigma \). Thus, \( X_\sigma(\mathbb{R}) \) is the set of real points of \( X_\sigma \).

The composition \( \tilde{\sigma} = \tau \sigma \) is also an antiholomorphic automorphism of \( X(\mathbb{C}) \), \( \pi \tilde{\sigma} = \theta \pi \), and \( \tilde{\sigma}(y) = \tau(y) \). It follows that \( \tilde{\sigma}^2 = \text{id} \). Thus, \( \tilde{\sigma} = \tau \sigma \) is another lifting on \( X(\mathbb{C}) \) of the antiholomorphic involution \( \theta \) of \( Y(\mathbb{C}) \). Thus, \( \tau \sigma \) defines another real \( K3\)-surface \( X_{\tau \sigma} \) with the set of real points \( X_{\tau \sigma}(\mathbb{R}) = X(\mathbb{C})^{\tau \sigma} \). As in the case of \( X_\sigma(\mathbb{R}) \), the real part \( X_{\tau \sigma}(\mathbb{R}) \) is invariant by the action of \( \tau \). It is obvious that there do not exist other liftings of \( \theta \) to \( X \) except \( \sigma \) and \( \tau \sigma \).

Other speaking, we lift the group \( G = \{\text{id}, \theta\} \) of order 2 on \( Y \) to the group \( \Gamma = \{\text{id}, \tau, \sigma, \tau \sigma\} \) of order 4 on \( X \). The group \( \Gamma \cong (\mathbb{Z}/2)^2 \). It is difficult to connect the action of \( G \) on cohomology of \( Y \) with the real part \( Y(\mathbb{R}) \). Therefore, we want to connect the action of \( \Gamma \) on cohomology of \( X \) with the \( X_\sigma(\mathbb{R}) \), \( X_{\tau \sigma}(\mathbb{R}) \) and \( Y(\mathbb{R}) \).

The real parts \( X_\sigma(\mathbb{R}) \) and \( X_{\tau \sigma}(\mathbb{R}) \) have no common point, since such a point would be the fixed point of the involution \( \tau \), but \( \tau \) has no fixed point in \( X(\mathbb{C}) \).

Let \( \omega_X \) be a non-zero 2-dimensional holomorphic differential form on \( X \) (see the beginning of §1). This form is unique up to multiplication by non-zero elements of \( \mathbb{C} \) and it has no zeros on \( X(\mathbb{C}) \). (Roughly speaking, it is a complex volume form.) By \( (1-2) \), \( \tau^* (\omega_X) = -\omega_X \). We can choose the form \( \omega_X \) by the condition that \( \sigma^* (\omega_X) = \overline{\omega_X} \). This defines the form \( \omega_X \) up to multiplication by real numbers. We denote this form as \( \omega_X^\sigma \). The form \( \omega_X^\sigma \) gives the canonical (up to multiplication by non-zero reals) volume form on the real part \( X_\sigma(\mathbb{R}) \) and defines the canonical orientation on it (up to a change of this orientation on all connected components of \( X_\sigma(\mathbb{R}) \) simultaneously). See [N3, Theorem 3.10.6] for details. Since \( \pi^* (\omega_X) = \omega_Y \), we have

\[
\pi^* (\omega_X^\sigma) = \omega_Y^\sigma.
\]
the involution $\tau$ restricted on $X_\sigma(R)$ changes this orientation. The same statement holds for the real part $X_{\tau\sigma}(R)$. Thus, we have proved the following very important

**Lemma 3.2.1.** Let $Y$ be a real Enriques surface, $\theta$ the corresponding antiholomorphic involution on $Y(C)$ and the real part $Y(R) \neq \emptyset$. Let $\pi : X(C) \to Y(C)$ be the universal two sheated covering where $X(C)$ is $K3$-surface, and $\tau$ the involution of the covering $\pi$.

There are precisely two liftings $\sigma$ and $\tilde{\sigma} = \tau \sigma$ of $\theta$ to antiholomorphic involutions of $X(C)$. Let $X_\sigma(R) = X(C)^\sigma$ and $X_{\tau\sigma}(R) = X(C)^{\tau\sigma}$ be the real parts corresponding to these antiholomorphic involutions equipped with canonical orientations defined by the canonical volume forms $\omega_X^\sigma$ and $\omega_X^{\tau\sigma}$ respectively. Then $X_\sigma(R) \cap X_{\tau\sigma}(R) = \emptyset$, $\tau(X_\sigma(R)) = X_\sigma(R)$ and $\tau(X_{\tau\sigma}(R)) = X_{\tau\sigma}(R)$, and the involution $\tau$ changes the canonical orientation of this sets (defined by volume forms $\omega_X^\sigma$ and $\omega_X^{\tau\sigma}$ respectively) to the opposite one. Moreover, with respect to this action of $\tau$ the morphism $\pi$ is the factorisation morphism which defines the canonical identification

$$Y(R) = X_\sigma(R)/\{id, \tau\} \coprod X_{\tau\sigma}(R)/\{id, \tau\}.$$

In particular, for the numbers $s(\sigma)$ and $s(\tau\sigma)$ of connected components of $X_\sigma(R)$ and $X_{\tau\sigma}(R)$ respectively, and the numbers $s_{or}$ and $s_{nor}$ of orientable and non-orientable connected components of $Y(R)$ respectively, we have the equality

$$s(\sigma) + s(\tau\sigma) = s_{nor} + 2s_{or}.$$

In the §2, we connected the invariant $b(Y)$ with the number $s = s_{or} + s_{nor}$. In the following sections, we want to connect the $b(Y)$ with the number $s_{nor} + 2s_{or}$. Lemma 3.2.1 is important for us, because, by this Lemma, the number $s_{nor} + 2s_{or}$ is the same as $s(\sigma) + s(\tau\sigma)$.

**3.3. Invariants of the action of $\Gamma = \{id, \tau, \sigma, \tau\sigma\}$ on $H^2(X(C);Z)$ and the sets $X_\sigma(R)$ and $X_{\tau\sigma}(R)$.**

Henceforth, let $Y$ be a real Enriques surface such that the antiholomorphic involution $\theta$ of $Y(C)$ has two liftings $\sigma$ and $\tau\sigma$ to antiholomorphic involutions of the $K3$-surface $X(C)$. By Lemma 3.2.1, this is true if $Y(R) \neq \emptyset$.

Let $L$ be a lattice $H^2(X(C);Z)$ with the intersection pairing. The $L$ is an even unimodular lattice of signature $(3,19)$ (see the beginning of §1).

For the module $M$ and an involution $\phi$ of this module we denote

$$M^\phi = \{x \in M \mid \phi(x) = x\}, \quad M_\phi = \{x \in M \mid \phi(x) = -x\}.$$

Let $\phi$ be an involution on a complex $K3$-surface. We suppose that $\phi$ is either holomorphic with the condition $\phi^*\omega_X = -\omega_X$ or antiholomorphic. This involution $\phi$ acts on $L$. As for any involution of an even unimodular lattice, invariants

$$(r(\phi), a(\phi), \delta(\phi))$$

of this action are defined (see [N3, §3]). Here

$$(3,3,1) \quad \mu(\phi) = \text{rk} \; L^\phi$$
It is known (see [N2, §4] for the holomorphic case and [H, appendix], [N3, §3] for the antiholomorphic one) that the lattice $L^\phi$ has the signature $(1, r(\phi) - 1)$, i.e. it is hyperbolic.

Since the lattice $L$ is unimodular, the lattice $L^\phi$ is 2-elementary. This means that the discriminant group $A_{L^\phi} = (L^\phi)^*/L^\phi$ is isomorphic to a 2-elementary group:

$$A_{L^\phi} = (L^\phi)^*/L^\phi \simeq (\mathbb{Z}/2)^{a(\phi)}.$$  

(3–3–3) The invariant $\delta(\phi)$ is equal to 0 if the discriminant quadratic form $q_{L^\phi}$ of the lattice $L^\phi$ is even, i.e. $q_{L^\phi}(u) \in \mathbb{Z}/2\mathbb{Z}$ for any $u \in A_{L^\phi}$, and $\delta(\phi) = 1$ otherwise.

Here and as follows we denote by $A_S$ the discriminant group $A_S = S^*/S$ of a lattice $S$ and by $q_S$ and $b_S$ the discriminant quadratic and bilinear form of the lattice $S$ (the discriminant quadratic form is defined for an even lattice $S$ only). See [N3, §1]. We recall that these forms are defined by extension of the form of the lattice $S$ to $S^*$. The discriminant quadratic form $q_S$ takes values in $\mathbb{Q}/2\mathbb{Z}$. And $b_S$ in $\mathbb{Q}/\mathbb{Z}$.

These invariants $(r(\phi), a(\phi), \delta(\phi))$ define the involution $\phi$ uniquely up to automorphisms of the unimodular lattice $L$ (see [N3, §3]). Also, they define the topology of the fixed part of the action of $\phi$ on $X(C)$ (see [N2, §4] for the holomorphic case and [H, appendix] and [N3, §3] for the antiholomorphic one):

$$X(C)^\phi = \begin{cases} \emptyset, & \text{if } (r(\phi), a(\phi), \delta(\phi)) = (10, 10, 0); \\ 2T_1, & \text{if } (r(\phi), a(\phi), \delta(\phi)) = (10, 8, 0); \\ T_{g(\phi)} \amalg k(\phi)T_0, & \text{where } g(\phi) = (22 - r(\phi) - a(\phi))/2, \\ & k(\phi) = (r(\phi) - a(\phi))/2 \text{ otherwise.} \end{cases}$$

Here $T_g$ is a real orientable compact surface of genus $g$.

We mention the basic formulae necessary to get (3–3–4).

The invariant $\delta(\phi)$ has the following geometrical sense:

$$X(C)^\phi \sim 0 \mod 2 \text{ in } H_2(X(C); \mathbb{Z}) \text{ if } \delta(\phi) = 0.$$  

In particular, it follows that the invariant $\delta(\phi) = 0$ if $X(C)^\phi = \emptyset$.

Using (1–0), from the Lefschetz fixed point formula (see [Sp, Ch. 5, Sect. 7, Theorem 6]),

$$r(\phi) = \chi(X(C)^\phi)/2 + 10.$$  

From [H, Lemma 3.7] (it is the consequence of Smith exact sequence applied to the involution $\phi$, see [Br, Ch.III]),

$$\dim H^*(X(C)^\phi; \mathbb{Z}/2) = \dim H^*(X(C); \mathbb{Z}/2) - 2a(\phi),$$

if $X(C)^\phi \neq \emptyset$. It follows therefore that

$$a(\phi) = \begin{cases} 12 - \dim H^*(X(C)^\phi; \mathbb{Z}/2)/2, & \text{if } X(C)^\phi \neq \emptyset, \\ 10, & \text{if } X(C)^\phi = \emptyset. \end{cases}$$

For any connected closed surface $F$ (orientable or not) we have the formula

$$\chi(F)/4 + \dim H^*(F; \mathbb{Z}/2)/4 = 1.$$
Then, from (3–3–6) and (3–3–7), for the number \( s(\phi) \) of connected components of \( X(\mathbb{C})^\phi \), we get the following formula:

\[
(3–3–8) \quad s(\phi) = \begin{cases} 
(r(\phi) - a(\phi))/2 + 1 & \text{if } s(\phi) > 0, \\
(r(\phi) - a(\phi))/2 & \text{if } s(\phi) = 0.
\end{cases}
\]

Since the involution \( \tau \) has no fixed points, we get

\[(r(\tau), a(\tau), \delta(\tau)) = (10, 10, 0).\]

Further, we want to connect the invariants

\[(r(\sigma), a(\sigma), \delta(\sigma)), \text{ and } (r(\tau\sigma), a(\tau\sigma), \delta(\tau\sigma))\]

of the involutions \( \sigma \) and \( \tau\sigma \).

Let \( L \) be an even unimodular lattice, \( S \subset L \) a primitive sublattice of \( L \) and \( \theta \mid S \) an involution of \( S \). In [N4] all genus invariants of an extension of \( \theta \) to an involution \( \sigma \) of the unimodular lattice \( L \) were found and studied. In [N4] it was formulated as a studying of triplets \((L, S, \sigma)\).

Here \( L \) is an even unimodular lattice, \( S \) is a primitive sublattice of \( L \) (i.e. \( L/S \) is free) and \( \sigma \) an involution of \( L \) such that \( \sigma(S) = S \) and \( \sigma \mid S = \theta \) where \( \theta \) is a fixed involution of \( S \). We apply this theory to the triplet \((L, L^\tau, \sigma)\).

We give some invariants from [N4] of the triplet \((L, L^\tau, \sigma)\) which are necessary for us to prove our results here. The full investigation of the invariants from [N4] for real Enriques surfaces is in [N6].

At first, we have to study invariants of the action \( \theta = \sigma \mid L^\tau \).

The lattice \( L^\tau \) is an even 2-elementary lattice with invariants \( r(\tau) = \text{rk } L^\tau = 10 \), \( a(\tau) = \dim(L^\tau)^*/L^\tau = 10 \) and an even discriminant 2-elementary form \( q_{L^\tau} \) (see (3–3–3)). It follows that the lattice \( L^\tau(1/2) \) is an even unimodular lattice of signature \((1,9)\). Here we use the following notation:

**Notation 3.3.1.** For a lattice \( M \), the lattice \( M(a) \) is defined by multiplying the form of the lattice \( M \) by \( a \in \mathbb{Q} \).

Thus, the restriction of the involution \( \sigma \) on the lattice \( L^\tau \) is defined by the action of \( \sigma \) on the unimodular lattice \( L^\tau(1/2) \). By (1–6), we have the canonical isomorphism of lattices:

\[ \pi^* : H^2(Y(\mathbb{C}); \mathbb{Z})/\text{Tor} \cong L^\tau(1/2). \]

because \( \pi^*(x) \cdot \pi^*(y) = 2x \cdot y \) for \( x, y \in H^2(Y(\mathbb{C}); \mathbb{Z}) \). The map \( \pi^* \) is equivariant with respect to the action of \( \theta \) and its lifting \( \sigma \). Hence it follows that the action of \( \sigma \) on \( L^\tau \) is the same as the action of \( \theta \) on \( H^2(Y(\mathbb{C}); \mathbb{Z})/\text{Tor} \). Thus, our notation \( \theta = \sigma \mid L^\tau \) agrees with our previous notation \( \theta \) for an antiholomorphic involution of \( Y \). For the involution \( \theta = \sigma \mid L^\tau \) on the even unimodular lattice \( L^\tau(1/2) \), we have a similar triplet of invariants as above (for \( \sigma \) and \( \tau\sigma \) on \( L \)):

\[
(3–3–9) \quad (r(\theta), a(\theta), \delta(\theta)).
\]
where

\[ r(\theta) = \operatorname{rk} L^{\tau,\sigma} \]

(we denote \( L^{\tau,\sigma} = (L^\tau)^\sigma \) and \( L_{\tau,\sigma} = (L_\tau)_\sigma \));

\[ (L^{\tau,\sigma}(1/2))^*/L^{\tau,\sigma}(1/2) \cong (\mathbb{Z}/2)^{\alpha(\theta)}; \]

\( \delta(\theta) \) is zero if the discriminant quadratic form \( q_{L^{\tau,\sigma}(1/2)} \) takes values in \( \mathbb{Z}/2\mathbb{Z} \). Otherwise, \( \delta(\theta) = 1 \).

Since the lattices \( L^\tau, L^\sigma \) and \( L^{\tau,\sigma} \) are hyperbolic, the lattice \( L^{\tau,\sigma} \) is negative and the lattice \( L^\sigma_\tau \) is hyperbolic of \( \operatorname{rk} L^\sigma_\tau = 10 - r(\theta) \). Using results of [N3] (or [N4]) one can describe very easily all possibilities for triplets of invariants \( (r(\theta), a(\theta), \delta(\theta)) \).

They are:

\[
(3 \cdot 3 \cdot 10) \\
(\tau(\theta), a(\theta), \delta(\theta)) = (0, 0, 0), (1, 1, 1), (2, 2, 1), (3, 3, 1), (4, 2, 0), (4, 4, 1), \\
(5, 3, 1), (5, 5, 1), (6, 2, 1), (6, 4, 1), (7, 1, 1), (7, 3, 1), \\
(8, 0, 0), (8, 2, 0), (8, 2, 1), (9, 1, 1).
\]

We need another interpretation of the invariants \( (r(\theta), a(\theta), \delta(\theta)) \) using the lattices \( L^{\tau,\sigma} \) and \( L^\sigma_\tau \). We give it below.

For the invariant \( r(\theta) \) we evidently have \( r(\theta) = \operatorname{rk} L^{\tau,\sigma}, \operatorname{rk} L^\sigma_\tau = 10 - r(\theta) \).

We have the canonical subgroup

\[ \Gamma(L^\tau(1/2)) \subset A_{L^{\tau,\sigma}(1/2)} \oplus A_{L^\sigma_\tau(1/2)}; \]

where \( \Gamma(L^\tau(1/2)) = L^\tau(1/2)/(L^{\tau,\sigma}(1/2) \oplus L^\sigma_\tau(1/2)) \). For the discriminant form \( q_{L^{\tau,\sigma}(1/2)} \oplus q_{L^\sigma_\tau(1/2)} \) on the group \( A_{L^{\tau,\sigma}(1/2)} \oplus A_{L^\sigma_\tau(1/2)} \) the subgroup \( \Gamma(L^\tau(1/2)) \) is isotropic and

\[ (\Gamma(L^\tau(1/2)))^\perp = \Gamma(L^\sigma_\tau(1/2)) \]

since the lattice \( L^\tau(1/2) \) is unimodular. Moreover,

\[ \Gamma(L^\tau(1/2)) \cap A_{L^{\tau,\sigma}(1/2)} = \Gamma(L^\tau(1/2)) \cap A_{L^\sigma_\tau(1/2)} = \{0\}. \]

Let \( p_1 \) and \( p_2 \) be the projections on \( A_{L^{\tau,\sigma}(1/2)} \) and \( A_{L^\sigma_\tau(1/2)} \) respectively. Then the map \( (p_2 | \Gamma(L^\tau(1/2)))(p_1)^{-1} \) is an isomorphism of the discriminant quadratic forms \( q_{L^{\tau,\sigma}(1/2)} \) and \( -q_{L^\sigma_\tau(1/2)} \) on the groups \( A_{L^{\tau,\sigma}(1/2)} \) and \( A_{L^\sigma_\tau(1/2)} \) respectively. One sees very easily by considering an orthogonal decomposition of 2-adic lattices \( L^{\tau,\sigma} \otimes \mathbb{Z}_2, L^\sigma_\tau \otimes \mathbb{Z}_2 \) as a sum of elementary lattices of rank one or two, that we have the following identifications where for a group \( A \) we denote \( A^{(1)} = \text{Ann}(2 \text{ in } A) \):

\[
A_{L^{\tau,\sigma}(1/2)} = (L^{\tau,\sigma}(1/2))^*/L^{\tau,\sigma}(1/2) = 2(L^{\tau,\sigma})^*/L^{\tau,\sigma} = \\
2A_{L^{\tau,\sigma}} = \text{Ker} (b_{L^{\tau,\sigma}} | A_{L^{\tau,\sigma}}^{(1)}).
\]

The same is true for the lattice \( L^\sigma_\tau \). We have

\[
A_{L^\sigma_\tau} = (L^\sigma_\tau(1/2))^*/L^\sigma_\tau(1/2) = 2(L^\sigma_\tau)^*/L^\sigma_\tau = \\
2A_{L^\sigma_\tau} = \text{Ker} (b_{L^\sigma_\tau} | A_{L^\sigma_\tau}^{(1)}).
\]
Let us denote

\[ \Gamma(\sigma)_+ = 2A_{L^\tau,\sigma} = \text{Ker}(b_{L^\tau,\sigma} | A_{L^\tau,\sigma}^{(1)}) \]
and

\[ \Gamma(\sigma)_- = 2A_{L^\sigma} = \text{Ker}(b_{L^\sigma} | A_{L^\sigma}^{(1)}). \]

Moreover, arguing similarly, we see that

\[ q_{L^\tau,\sigma} | \Gamma(\sigma)_+ = 0 \text{ if } \delta(\theta) = 0. \]

And

\[ q_{L^\sigma} | \Gamma(\sigma)_- = 0 \text{ if } \delta(\theta) = 0. \]

Thus, we get the following interpretation:

**Lemma 3.3.1.** Let \( Y \) be an arbitrary real Enriques surface with an antiholomorphic involution \( \theta \). Let \( (r(\theta), a(\theta), \delta(\theta)) \) are invariants described above of the action of \( \theta \) on the lattice \( H^2(Y(C); \mathbb{Z})/\text{Tor} \) (equivalently, invariants of the action of the lifting \( \sigma \) of \( \theta \) on the lattice \( L^\tau(1/2) \)).

Then: \( r(\theta) = rk L_{L^\tau,\sigma} \) and \( rk L_{L^\sigma} = 10 - r(\theta). \)

For the subgroup \( \Gamma_{12} = L^\tau/(L^\tau_{L^\sigma} \oplus L^\sigma) \subset A_{L^\tau,\sigma} \oplus A_{L^\sigma} \)
and the projections \( p_1 \) and \( p_2 \) on the groups \( A_{L^\tau,\sigma} \) and \( A_{L^\sigma} \) respectively we have:

\[ p_1 : (\Gamma_{12}) \cong \Gamma(\sigma)_+ = \text{Ker}(b_{L^\tau,\sigma} | A_{L^\tau,\sigma}^{(1)}) \cong (\mathbb{Z}/2)^{a(\theta)} \]

and

\[ p_2 : (\Gamma_{12}) \cong \Gamma(\sigma)_- = \text{Ker}(b_{L^\sigma} | A_{L^\sigma}^{(1)}) \cong (\mathbb{Z}/2)^{a(\theta)} \]

(where \( A^{(1)} = \text{Ann}(2) \) for an abelian group \( A \)).

The invariant \( \delta(\theta) = 0 \) iff \( q_{L^\tau,\sigma} | \Gamma(\sigma)_+ = 0 \), equivalently, \( q_{L^\sigma} | \Gamma(\sigma)_- = 0 \).

Besides, we have the following property:

\[ b_{L^\tau,\sigma}(x, x) = 0 \text{ for any } x \in A_{L^\tau,\sigma}^{(1)}; \]

and

\[ b_{L^\sigma}(x, x) = 0 \text{ for any } x \in A_{L^\sigma}^{(1)}. \]

**Proof.** We should only explain the last statement. This is true because the lattice \( L^\tau(1/2) \) is even: \( z^2 \equiv 0 \mod 2 \) for any \( z \in L^\tau(1/2) \).

Thus, we studied the action \( \theta = \sigma | L^\tau = \tau\sigma | L^\tau \) introducing the invariants \( (r(\theta), a(\theta), \delta(\theta)) \) above. Now we fix these invariants (one of triplets \((3, 3, 10)\)) and want to give some invariants of extension \( \sigma \) of \( \theta \) on the unimodular lattice \( L \). Thus, we choose an involution between \( \sigma \) and \( \tau\sigma \).

We consider the decomposition \( L \supset L^\sigma \oplus L_\sigma \) of finite index. Up to automorphisms of \( L \), this is defined by the invariants.
(3–3–11) \( (r(\sigma), a(\sigma), \delta(\sigma)) \)

we had introduced above (see (3–3–1), (3–3–2), (3–3–3)). These invariants are the most important invariants of the extension \( \sigma \) of \( \theta \). But there are some other invariants we want to describe.

Let us consider the corresponding decomposition of the discriminant groups \( A_{L^\sigma} \oplus A_{L^\sigma} \) with the discriminant form \( q_{L^\sigma} \oplus q_{L^\sigma} \). The subgroup \( \Gamma(L^\sigma, L^\sigma) = L/(L^\sigma + L^\sigma) \subset A_{L^\sigma} \oplus A_{L^\sigma} \) is isotropic, \( \Gamma(L^\sigma, L^\sigma) = \Gamma(L^\sigma, L^\sigma) \) and \( \Gamma(L^\sigma, L^\sigma) \cap A_{L^\sigma} = \Gamma(L^\sigma, L^\sigma) \cap A_{L^\sigma} = \{0\} \). It follows that \( \Gamma(L^\sigma, L^\sigma) \) is the graph of the isomorphism \( \gamma(L^\sigma, L^\sigma) : q_{L^\sigma} \cong -q_{L^\sigma} \) of the discriminant quadratic forms. Using this isomorphism, we identify discriminant groups and quadratic forms:

(3–3–12) \[ q(\sigma) = q_{L^\sigma} = -q_{L^\sigma}, \ A_{q(\sigma)} = A_{L^\sigma} = A_{L^\sigma}. \]

We now consider the following decomposition of lattices, \( L^\sigma \oplus L^\sigma \), and the corresponding decomposition of the discriminant groups \( A_{L^\sigma} \oplus A_{L^\sigma} \) with the discriminant form \( q_{L^\sigma} \oplus q_{L^\sigma} \). The subgroup \( \Gamma(L^\sigma, L^\sigma) = (L^\sigma)^+/(L^\sigma + L^\sigma) \subset A_{L^\sigma} \oplus A_{L^\sigma} \) is isotropic, \( \Gamma(L^\sigma, L^\sigma) \cap A_{L^\sigma} = \Gamma(L^\sigma, L^\sigma) \cap A_{L^\sigma} = \{0\} \). Thus, the subgroup \( \Gamma(L^\sigma, L^\sigma) \) is the graph of the embedding \( \gamma(L^\sigma, L^\sigma) \) of a subgroup \( H(\sigma)_+ \subset A_{L^\sigma}^{(1)} \) into the group \( A_{q(\sigma)} = A_{L^\sigma} \) with the discriminant form \( q(\sigma) \):

(3–3–13) \[ H(\sigma)_+ \subset A_{L^\sigma}^{(1)}, \ \gamma(L^\sigma, L^\sigma) : H(\sigma)_+ \hookrightarrow A_{q(\sigma)}. \]

Evidently, \( \gamma(L^\sigma, L^\sigma) \) gives the embedding of quadratic forms

(3–3–14) \[ \gamma(L^\sigma, L^\sigma) : q_{L^\sigma} \mid H(\sigma)_+ \rightarrow q(\sigma) \mid A_{q(\sigma)}. \]

We repeat the same construction for \( L^\sigma \oplus L^\sigma \). We have the decomposition \( A_{L^\sigma}^\perp \oplus A_{L^\sigma} \) with the discriminant form \( q_{L^\sigma}^\perp \oplus q_{L^\sigma} \). The subgroup \( \Gamma(L^\sigma, L^\sigma) = (L^\sigma)^+/(L^\sigma + L^\sigma) \subset A_{L^\sigma}^\perp \oplus A_{L^\sigma} \) is isotropic, \( \Gamma(L^\sigma, L^\sigma) \cap A_{L^\sigma}^\perp = \Gamma(L^\sigma, L^\sigma) \cap A_{L^\sigma}^\perp = \{0\} \). The subgroup \( \Gamma(L^\sigma, L^\sigma) \subset A_{L^\sigma}^\perp \oplus A_{L^\sigma} \) is the graph of the embedding \( \gamma(L^\sigma, L^\sigma) \) of a subgroup \( H(\sigma)_- \subset A_{L^\sigma}^{(1)} \) into the group \( A_{q(\sigma)} = A_{L^\sigma} \) with the discriminant form \( q(\sigma) \):

(3–3–15) \[ H(\sigma)_- \subset A_{L^\sigma}^{(1)}, \ \gamma(L^\sigma, L^\sigma) : H(\sigma)_- \hookrightarrow A_{q(\sigma)}. \]

Evidently, \( \gamma(L^\sigma, L^\sigma) \) gives the embedding of quadratic forms

(3–3–16) \[ \gamma(L^\sigma, L^\sigma) : -q_{L^\sigma} \mid H(\sigma)_- \rightarrow q(\sigma) \mid A_{q(\sigma)}. \]

Above, we had defined subgroups \( \Gamma(\sigma)_+ \subset A_{L^\sigma}^{(1)} \) and \( \Gamma(\sigma)_- \subset A_{L^\sigma}^{(1)} \). One can see very easily (see [N4, §1]) that \( \Gamma(\sigma)_\pm \subset H(\sigma)_\pm \) and

(3–3–17) \[ \gamma(L^\sigma, L^\sigma)(H(\sigma)_+) \cap \gamma(L^\sigma, L^\sigma)(H(\sigma)_-) = \gamma(L^\sigma, L^\sigma)(\Gamma(\sigma)_+ \cap \Gamma(\sigma)_-). \]

The triplet of the basic invariants \( (r(\sigma), a(\sigma), \delta(\sigma)) \) and subgroups \( H(\sigma)_+ \subset A_{L^\sigma}^{(1)} \) and \( H(\sigma)_- \subset A_{L^\sigma}^{(1)} \) with the pairing between them defined by embeddings \( \gamma(L^\sigma, L^\sigma) \) and \( \gamma(L^\sigma, L^\sigma) \) respectively and the discriminant form \( q(\sigma) \) are the most important invariants from [N4] of the triplet \( (L, L^\sigma, \sigma) \).

Other more delicate invariants of the triplet \( (L, L^\sigma, \sigma) \) can be found in [N4]. We will use some of them in Sect. 3.4. A complete description of invariants from [N4] for real Enriques surfaces can be found in [N6].
**Notation 3.3.2.** To simplify our notations, we will identify groups $H(\sigma)_+$ and $H(\sigma)_-$ with their images $\gamma(L^\sigma, L_\sigma)(H(\sigma)_+)$ and $\gamma(L^\sigma, L_\sigma)(H(\sigma)_-)$ in $A_{q(\sigma)}$. See (3–3–13) and (3–3–15). Thus, by (3–3–17), we have

$$H(\sigma)_+ \cap H(\sigma)_- = \Gamma(\sigma)_\pm$$

(we use similar identification for groups $\Gamma(\sigma)_\pm$). Using the discriminant quadratic form $q(\sigma)$ on $A_{q(\sigma)}$, we then have a bilinear pairing between $H(\sigma)_+$ and $H(\sigma)_-$ and can consider the orthogonal complements $H(\sigma)_{\pm}$ to $H(\sigma)_{\pm}$ in $A_{q(\sigma)}$. We remark that by (3–3–14) and (3–3–16), we have

$$q_{L^\tau,\sigma} | H(\sigma)_+ = q(\sigma) | H(\sigma)_+, -q_{L^\tau,\sigma} | H(\sigma)_- = q(\sigma) | H(\sigma)_-. $$

The following very important and non-trivial Lemma connects the invariants $(r(\sigma), a(\sigma), \delta(\sigma))$ and $(r(\tau\sigma), a(\tau\sigma), \delta(\tau\sigma))$ of the involutions $\sigma$ and $\tau\sigma$. We will not use the third statement of the Lemma here, and include it for the sake of completeness.

**Lemma 3.3.2.** Let $Y$ be a real Enriques surface such that there are two liftings $\sigma$ and $\tau\sigma$ of the antiholomorphic involution $\theta$ of $Y$ to the antiholomorphic involutions of the K3-surface $X(\mathbb{C})$ (it is true for example if $Y(\mathbb{R}) \neq \emptyset$).

Then

$$r(\sigma) + r(\tau\sigma) = 12 + 2r(\theta);$$

$$a(\tau\sigma) - a(\sigma) =$$

$$= 10 + 2a(\theta) - 2 \dim H(\sigma)_+ - 2 \dim(H(\sigma)_+)^\perp \cap H(\sigma)_-;$$

$$\delta(\sigma) + \delta(\tau\sigma) \equiv \delta(\theta) \mod 2.$$

**Proof.** We consider the decomposition

$$L^\tau,\sigma \oplus L^\sigma_\tau \oplus L^\sigma_\tau \oplus L_{\tau,\sigma} \subset L$$

of finite index and the corresponding direct sum of the discriminant groups

$$A_{L^\tau,\sigma} \oplus A_{L^\sigma_\tau} \oplus A_{L^\sigma_\tau} \oplus A_{L_{\tau,\sigma}}$$

with the discriminant quadratic form

$$q_{L^\tau,\sigma} \oplus q_{L^\sigma_\tau} \oplus q_{L^\sigma_\tau} \oplus q_{L_{\tau,\sigma}}$$

and isotropic subgroup

$$\Gamma = L/(L^\tau,\sigma \oplus L^\tau,\sigma \oplus L^\sigma_\tau \oplus L_{\tau,\sigma}) \subset A_{L^\tau,\sigma} \oplus A_{L^\sigma_\tau} \oplus A_{L^\sigma_\tau} \oplus A_{L_{\tau,\sigma}}$$

Let $p_1, p_2, p_3, p_4$ be the corresponding projections on the $A_1 = A_{L^\tau,\sigma}$, $A_2 = A_{L^\sigma_\tau}$, $A_3 = A_{L^\sigma_\tau}$, $A_4 = A_{L_{\tau,\sigma}}$ respectively. We denote by $q_i$ respectively the corresponding discriminant form on the group $A_i$. Evidently, $\Gamma \cap A_i = \{0\}, 1 \leq i \leq 4$.

Let $\Gamma_{ij} = \Gamma \cap (A_i \oplus A_j)$ for $1 \leq i < j \leq 4$. We use a similar definition for $\Gamma_{ijk}$, where $1 \leq i < j < k \leq 4$. We remark that Lemma 3.3.1 gives the description of the subgroup $\Gamma_{12}$.

Evidently, $\text{rk } L^\sigma = \text{rk } L^\tau,\sigma + \text{rk } L^\sigma_\tau$ and $\text{rk } L^\sigma = \text{rk } L^\tau,\sigma + \text{rk } L_{\tau,\sigma}$. Thus, it follows that $\text{rk } L^\sigma + \text{rk } L^\tau,\sigma = 2\text{rk } L^\tau,\sigma + \text{rk } L^\sigma_\tau + \text{rk } L_{\tau,\sigma} = 2\text{rk } L^\tau,\sigma + \text{rk } L_{\tau,\sigma} = 2r(\theta) + 12$. This proves the first statement.

We now prove the second part. The following statement will be useful to us.
Proposition 3.3.3. Let $S_1 \oplus S_2 \oplus S_3 \subset L$ be an orthogonal decomposition up to finite index of an unimodular lattice $L$ with all sublattices $S_i, 1 \leq i \leq 3$ are primitive in $L$. Let $\Gamma(L) = L/(S_1 \oplus S_2 \oplus S_3) \subset A_{S_1} \oplus A_{S_2} \oplus A_{S_3}$ be the corresponding isotropic subgroup with respect to the discriminant form $q_{S_1} \oplus q_{S_2} \oplus q_{S_3}$. Let $\Gamma(S_i, S_j) = \Gamma(L) \cap (A_{S_i} \oplus A_{S_j})$ where $1 \leq i < j \leq 3$.

Then the orthogonal complement to $\Gamma(S_1, S_2)$ in $\Gamma(L)$ with respect to the form $q_{S_2}$ is equal to $\Gamma(S_2, S_3) + \Gamma(S_1, S_3)$.

Proof. Evidently, these subgroups are orthogonal to one another. Let $p_i$ be the projection on $A_{S_i}$.

We prove that $p_2(\Gamma(S_1, S_2))$ and $p_2(\Gamma(S_2, S_3))$ are the orthogonal complements to one another with respect to the form $q_{S_2}$. The projection $p_2$ is an embedding of both these subgroups since the sublattices $S_i$ are primitive. It follows that

$$\sharp A_{S_1} = \sharp A_{(S_1)_{\perp}} = (\sharp A_{S_2} \sharp A_{S_3})/(\sharp \Gamma(S_2, S_3))^2$$

and

$$\sharp A_{S_2} = \sharp A_{(S_2)_{\perp}} = (\sharp A_{S_1} \sharp A_{S_3})/(\sharp \Gamma(S_1, S_3))^2.$$ 

It follows therefore that

$$\sharp A_{S_2} = \sharp \Gamma(S_1, S_2) \sharp \Gamma(S_2, S_3).$$

This equality is equivalent to the statement we had to prove since the bilinear form of the form $q_{S_2}$ is non-degenerate.

We now consider the projection $p_2 : \Gamma(L) \to A_{S_2}$. Evidently, $\ker p_2 = \Gamma(S_1, S_3)$. From the result proved above, $(p_2)^{-1}(p_2(\Gamma(S_1, S_2)))^\perp = \Gamma(S_2, S_3) + \Gamma(S_1, S_3)$, where we take the orthogonal complement in $A_{S_2}$ using the bilinear form of $q_{S_2}$. Hence the Proposition follows.

From the definition of $r(\theta)$ and $a(\theta)$,

\begin{equation}
\tag{3-3-18}
\sharp A_{L_{r, \sigma}} = 4^{a(\theta)}2^{r(\theta)-a(\theta)} = 2^{r(\theta)+a(\theta)};
\end{equation}

\begin{equation}
\tag{3-3-19}
\sharp A_{L_{r}} = 4^{a(\theta)}2^{10-r(\theta)-a(\theta)} = 2^{10-r(\theta)+a(\theta)};
\end{equation}

\begin{equation}
\tag{3-3-20}
\sharp A_{L_{r}} = \sharp A_{(L_r)_{\perp}} = (\sharp A_{L_{r, \sigma}} \sharp A_{L_{\sigma}})/(\sharp H(\sigma)_+)^2
= 2^{r(\theta)+a(\theta)-2 \dim H(\sigma)_+};
\end{equation}

\begin{equation}
\tag{3-3-21}
\sharp A_{L_{r, \sigma}} = \sharp A_{(L_{r, \sigma})_{\perp}} = (\sharp A_{L_{r}} \sharp A_{L_{\sigma}})/(\sharp H(\sigma)_-)^2
= 2^{10-r(\theta)+a(\theta)+a(\sigma)-2 \dim H(\sigma)_-}.
\end{equation}

By the projection $p_1 \oplus p_2$, we have the identifications

$$\sigma(\mathfrak{g}) \mid A_{\Gamma} = \mathfrak{g}_1 \oplus \mathfrak{g}_2 \mid \Gamma((\Gamma \tau) = \Gamma) \tau.$$
\[
\gamma(L^{\tau,\sigma}, L_\sigma)H(\sigma)_+ = \Gamma_{124}/\Gamma_{24} \subset \Gamma/(\Gamma_{13} + \Gamma_{24}); \\
\gamma(L^{\tau} L_\sigma)H(\sigma)_- = \Gamma_{123}/\Gamma_{13} \subset \Gamma/(\Gamma_{13} + \Gamma_{24}).
\]

By Proposition 3.3.3 and this identification,
\[
(\gamma(L^{\tau,\sigma}, L_\sigma)H(\sigma)_+)^\perp \cap \gamma(L^{\tau} L_\sigma)H(\sigma)_- = (\Gamma_{13} + \Gamma_{234})/(\Gamma_{13} + \Gamma_{24}).
\]

We hence have
\[
(\gamma(L^{\tau,\sigma}, L_\sigma)H(\sigma)_+)^\perp \cap \gamma(L^{\tau} L_\sigma)H(\sigma)_- = (\Gamma_{13} + \Gamma_{234})/(\Gamma_{13} + \Gamma_{24}).
\]

On the other hand, by definition, and calculations above
\[
2^{a(\tau\sigma)} = \sharp A_{L^{\tau}} = \sharp A_{L_\sigma} = \sharp A_{L_\sigma} \sharp A_{L_\sigma}/(\sharp \Gamma_{23})^2 = \\
= 2^{10 - r(\theta) + a(\theta)} 2^{r(\theta) + a(\theta) + a(\sigma) - 2 \dim H(\sigma)_+} 2^{-2 \dim \Gamma_{23}}.
\]

This gives the proof of the second statement of the Lemma.

We now prove the last statement. As before, \( q(\sigma) | A_{q(\sigma)} = q_1 \oplus q_3 | \Gamma/(\Gamma_{13} + \Gamma_{24}) \). It follows that
\[
\delta(\sigma) = 0 \iff q_1 + q_3 \equiv 0 \mod 1.
\]

(This must be true on the group \( \Gamma \).) The same holds for the involution \( \tau\sigma \):
\[
\delta(\tau\sigma) = 0 \iff q_1 + q_4 \equiv 0 \mod 1.
\]

We remark that
\[
q_1 + q_2 + q_3 + q_4 = 0
\]

since the subgroup \( \Gamma \) is isotropic. Moreover, we know that \( \delta(\tau) = 0 \). If follows that
\[
q_1 + q_2 \equiv q_3 + q_4 \equiv 0 \mod 1.
\]

It follows very easily that if \( \delta(\sigma) = 0 \) then \( \delta(\tau\sigma) = 0 \) iff \( 2q_1 \equiv 0 \mod 1 \). On the other hand, one can see very easily that \( 2q_1 \equiv 0 \mod 1 \) iff \( \delta(\theta) = 0 \). By symmetry, if \( \delta(\tau\sigma) = 0 \), then \( \delta(\sigma) = 0 \) iff \( \delta(\theta) = 0 \). This proves the last statement.

From Lemma 3.2.1, formula (3–3–18) and Lemma 3.3.2, we get the following very important...
Theorem 3.3.4. Let $Y$ be a real Enriques surface such that there are two liftings $\sigma$ and $\tau \sigma$ of the antiholomorphic involution $\theta$ of $Y$ to antiholomorphic involutions of the K3-surface $X(\mathbb{C})$ (this is true for example if $Y(\mathbb{R}) \neq \emptyset$). Let $s(\sigma)$ and $s(\tau \sigma)$ be the number of connected components of the real parts $X_\sigma(\mathbb{R})$ and $X_{\tau \sigma}(\mathbb{R})$ respectively.

Then

$$s(\sigma) + s(\tau \sigma) = 2 + (r(\sigma) + r(\tau \sigma))/2 - (a(\sigma) + a(\tau \sigma))/2$$

$$= 3 + r(\theta) - a(\theta) - a(\sigma) + \dim H(\sigma)_+ + (H(\sigma)_+)^\perp \cap H(\sigma)_-$$

if both $s(\sigma) > 0$ and $s(\tau \sigma) > 0$.

If either $s(\sigma) = 0$ and $s(\tau \sigma) > 0$ or $s(\sigma) > 0$ and $s(\tau \sigma) = 0$ then

$$s(\sigma) + s(\tau \sigma) = 1 + (r(\sigma) + r(\tau \sigma))/2 - (a(\sigma) + a(\tau \sigma))/2$$

$$= 2 + r(\theta) - a(\theta) - a(\sigma) + \dim H(\sigma)_+ + (H(\sigma)_+)^\perp \cap H(\sigma)_-.$$ 

If $s(\sigma) = s(\tau \sigma) = 0$, then

$$0 = s(\sigma) + s(\tau \sigma) = (r(\sigma) + r(\tau \sigma))/2 - (a(\sigma) + a(\tau \sigma))/2$$

$$= 1 + r(\theta) - a(\theta) - a(\sigma) + \dim H(\sigma)_+ + (H(\sigma)_+)^\perp \cap H(\sigma)_-.$$

Besides, $s(\sigma) + s(\tau \sigma) = s_{\text{nor}} + 2s_{\text{or}}$ where $s_{\text{or}}$ and $s_{\text{nor}}$ is the number of orientable and non-orientable connected components of $Y(\mathbb{R})$ respectively.

3.4. Calculation of group cohomology invariants.

Here we calculate group cohomology using the invariants above.

First of all, we have the following simple

Proposition 3.4.1. Let $Y$ be an arbitrary real Enriques surface. Then

$$\dim (\text{Pic } Y_{\mathbb{C}})^{\theta}/2(\text{Pic } Y_{\mathbb{C}})^{\theta} = 11 - r(\theta).$$

Proof. See the proof of the formula (2-2) in §2.

We use the following

Proposition 3.4.2. Let $Y$ be a real Enriques surface and suppose there are two liftings $\sigma$ and $\tau \sigma$ of the antiholomorphic involution $\theta$ of $Y$ to antiholomorphic involutions of the K3-surface $X(\mathbb{C})$ (for example it is true if $Y(\mathbb{R}) \neq \emptyset$).

Then there are the canonical isomorphisms:

$$H^2(X(\mathbb{C}); \mathbb{Z}/2)^{\tau} \cong (H^2(X(\mathbb{C}); \mathbb{Z})^{\tau} \oplus H^2(X(\mathbb{C}); \mathbb{Z})^{\tau})/2H^2(X(\mathbb{C}); \mathbb{Z})$$

$$\cong H^2(X(\mathbb{C}); \mathbb{Z})^{\tau}/2H^2(X(\mathbb{C}); \mathbb{Z})^{\tau};$$

$$H^2(X(\mathbb{C}); \mathbb{Z}/2)^{\tau,\sigma} \cong (H^2(X(\mathbb{C}); \mathbb{Z})^{\tau}/2H^2(X(\mathbb{C}); \mathbb{Z})^{\tau})^{\sigma} \cong$$

$$\cong (H^2(X(\mathbb{C}); \mathbb{Z})^{\tau} \oplus H^2(X(\mathbb{C}); \mathbb{Z})^{\tau,\sigma})/2H^2(X(\mathbb{C}); \mathbb{Z})^{\tau};$$

and

$$\dim H^2(X(\mathbb{C}); \mathbb{Z}/2)^{\tau,\sigma} = \dim (H^2(X(\mathbb{C}); \mathbb{Z})^{\tau}/2H^2(X(\mathbb{C}); \mathbb{Z})^{\tau})^{\sigma}$$

$$- 12\cdot a(\theta) - a(\sigma) + \dim H(\sigma)_+ + \dim H(\sigma)_-.$$
Let $x = (x_+ + x_-)/2 \mod 2L \in (L/2L)$ where $x_+ \in L^\tau, x_- \in L_\tau$. We have $x - \tau(x) = x_- \in 2L$. It then follows that $x = y_+ + y_-$ where $y_+ \in L^\tau, y_- \in L_\tau$. Thus, we have proved the statement.

By (1–0) and since $a(\tau) = 10$, we have: $\dim (L^\tau \oplus L_\tau)/2L = 22 - \dim L/(L^\tau \oplus L_\tau) = 12$. But the group $(L^\tau \oplus L_\tau)/2L$ contains the subgroup $L_\tau/2L_\tau$ which has dimension 12 too. Thus, these groups are isomorphic.

The same proof for $L_\tau$ and the involution $\sigma$ of $L_\tau$ gives the second statement of the Proposition.

We now prove the third statement. We follow the notation in the proof of Lemma 3.3.2. We have the sequence of embeddings:

$$L_\tau \supset L_\sigma^\tau \oplus L_{\tau,\sigma} \supset 2L_\tau$$

where

$$\dim H^2(X(C); \mathbb{Z}/2) = \dim (L_\sigma^\tau \oplus L_{\tau,\sigma})/2L_\tau.$$

It follows, therefore that

$$2^{\dim (L_\sigma^\tau \oplus L_{\tau,\sigma})/2L_\tau} = 2^{12}/2^{\dim (L_\sigma^\tau \oplus L_{\tau,\sigma})/2L_\tau}.$$ 

On the other hand,

$$\sharp A_{L_\sigma^\tau} = 2^{10} = (\sharp A_{L_\sigma^\tau} \sharp A_{L_{\tau,\sigma}})/2^{\dim (L_\sigma^\tau \oplus L_{\tau,\sigma})/2L_\tau}.$$

From the calculations above of $\sharp A_{L_\sigma^\tau}$ and $\sharp A_{L_{\tau,\sigma}}$ (see (3–3–20) and (3–3–21)), we get that

$$\dim L_\tau/(L_\sigma^\tau \oplus L_{\tau,\sigma}) = a(\theta) + a(\sigma) - \dim H(\sigma)_+ - \dim H(\sigma)_-.$$

Hence the third statement follows.

The proof of statements about the group $(H^2(X(C); \mathbb{Z})/2H^2(X(C); \mathbb{Z})^\tau)^\sigma$ is similar. We remark that from Lemma 3.3.1

$$\dim L^\tau/(L^\tau,\sigma \oplus L^\tau_\sigma) = a(\theta).$$

Besides, $\operatorname{rk} L^\tau = 10$.

We need some information about complex Enriques surfaces.
From the universal coefficients formula (see [Sp]), we have a filtration
\[(3-4-1) \quad \text{Tor} H^2(Y(C); \mathbb{Z}) \subset H^2(Y(C); \mathbb{Z}) \otimes \mathbb{Z}/2 \subset H^2(Y(C); \mathbb{Z}/2),\]
where by (1–4) and (1–5),
\[\dim \text{Tor} H^2(Y(C); \mathbb{Z}) = 1, \dim H^2(Y(C); \mathbb{Z}) \otimes \mathbb{Z}/2 = 11, \dim H^2(Y(C); \mathbb{Z}/2) = 12.
\]
Using Smith exact sequence (see [Br, Ch. III, Sect. 3]) and (3–4–1) and (1–0), we have the exact sequence
\[(3-4-2)\]
\[0 \to \text{Tor} H^2(Y(C); \mathbb{Z}) \to H^2(Y(C); \mathbb{Z}/2) \xrightarrow{\pi^*} H^2(X(C); \mathbb{Z}/2)
\]
\[\xrightarrow{\pi^*} H^2(Y(C); \mathbb{Z}) \otimes \mathbb{Z}/2 \to 0.\]
This exact sequence is very important for us, and we clarify. Smith exact sequence for the involution \(\tau\) of \(X(C)\) gives an exact sequence (since \(\tau\) has no a fixed point):
\[(3-4-2')\]
\[0 \to H^1(Y(C); \mathbb{Z}/2) \xrightarrow{\partial^1} H^2(Y(C); \mathbb{Z}/2) \xrightarrow{\pi^*} H^2(X(C); \mathbb{Z}/2)
\]
\[\xrightarrow{\pi^*} H^2(Y(C); \mathbb{Z}/2) \xrightarrow{\partial^2} H^3(Y(C); \mathbb{Z}/2) \to 0.\]
(We used here that \(H^1(X(C); \mathbb{Z}/2) = H^3(X(C); \mathbb{Z}/2) = 0.\) Since a \(K3\)-surface has no torsion in cohomology, by (3–4–1), we evidently get that \(\text{Tor} H^2(Y(C); \mathbb{Z})\) lies in a kernel of the homomorphism \(\pi^*: H^2(Y(C); \mathbb{Z}/2) \to H^2(X(C); \mathbb{Z}/2).\) By (1–4) and (1–5), we have \(\dim \text{Tor} H^2(Y(C); \mathbb{Z}) = \dim H^1(Y(C); \mathbb{Z}/2) = 1.\) Thus, in (3–4–2) and (3–4–2'), the kernels of \(\pi^*\) are identified: \(\text{Tor} H^2(Y(C); \mathbb{Z}) = H^1(Y(C); \mathbb{Z}/2) \cong \mathbb{Z}/2.\) Since a \(K3\)-surface has no torsion in cohomology, the homomorphism \(\pi_*: H^2(X(C); \mathbb{Z}/2) \to H^2(Y(C); \mathbb{Z}/2)\) is the tensor product by \(\mathbb{Z}/2\) of the corresponding homomorphism over \(\mathbb{Z}.\) It follows that \(\pi_* H^2(X(C); \mathbb{Z}/2) \subset H^2(Y(C); \mathbb{Z}/2) \otimes \mathbb{Z}/2 \subset H^2(Y(C); \mathbb{Z}/2)\). Since \(\dim H^3(Y(C); \mathbb{Z}/2) = 1\) and \(\dim H^2(Y(C); \mathbb{Z}/2) = 1\), from the (3–4–2'), we get \(\pi_* (H^2(X(C); \mathbb{Z}/2)) = H^2(Y(C); \mathbb{Z}) \otimes \mathbb{Z}/2.\) Thus, from the exact sequence (3–4–2'), the exact sequence (3–4–2) follows.

For \(L = L/2L\) where (we recall) \(L = H^2(X(C); \mathbb{Z})\) and \(\mathcal{F} = \text{Im } \pi^*\) we have a filtration of subgroups (we use (1–6)):
\[(3-4-3) \quad \mathcal{L}^{(\tau)} = L^\tau/2L^\tau \subset \mathcal{F} \subset \mathcal{L}^{(\tau)} = L_{\tau}/2L_{\tau} \subset \mathcal{L} = L/2L,
\]
where \(\dim \mathcal{L}^{(\tau)} = 10, \dim \mathcal{F} = 11, \dim \mathcal{L}^{(\tau)} = 12, \dim \mathcal{L} = 22.\) Then (3–4–2) and (3–4–3) are connected by the canonical isomorphisms
\[(3-4-4) \quad (H^2(Y(C); \mathbb{Z}) \otimes \mathbb{Z}/2)/\text{Tor} H^2(Y(C); \mathbb{Z}) \cong \pi^*(H^2(Y(C); \mathbb{Z}) \otimes \mathbb{Z}/2) = \mathcal{L}^{(\tau)};\]
\[(3-4-5) \quad H^2(Y(C); \mathbb{Z}/2)/\text{Tor} H^2(Y(C); \mathbb{Z}) \cong \pi^*(H^2(Y(C); \mathbb{Z}/2)) = \mathcal{F};\]
\[(3-4-6) \quad H^2(Y(C); \mathbb{Z}) \otimes \mathbb{Z}/2 = \pi_*(\mathcal{L}) \cong \mathcal{L}/\mathcal{F}.\]

We want to find \(\mathcal{F}.\) Let \(\mathbb{Z}_2\) be the ring of 2-adic integers. The lattice \(L_{\tau} \otimes \mathbb{Z}_2 \cong U(1) \oplus 4U(2)\) where \(U = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}.\) It follows that the quadratic form \(x^2/2 \mod 2\) with symmetric bilinear form \(x \cdot y \mod 2 (x, y \in L_{\tau})\) on \(\mathcal{L}^{(\tau)}\) has 10-dimensional kernel \(\mathcal{L}^{(\tau)}\) and the induced quadratic form \((x^2/2 \mod 2)\) on \(H = \mathcal{L}^{(\tau)}/\mathcal{L}^{(\tau)} = \{0, g_1, g_2, f\}\) has values \((g_1)^2/2 = (g_2)^2/2 = 0 \mod 2\) and \(f^2/2 = 1 \mod 2.\) The subgroup \(F = \mathcal{F}/\mathcal{L}^{\tau} \subset \mathcal{L}^{(\tau)}/\mathcal{L}^{(\tau)} = H\) has order two. The following statement characterizes this subgroup \(F\) since the element \(f\) with \(f^2/2 = 1 \mod 2\) is unique.
Lemma 3.4.3. $F = \mathcal{F}/\mathcal{L}^\tau = \{0, f\}$, where $f^2/2 = 1 \mod 2$. In other words, for $x \in L$ such that $x + 2L \in \mathcal{F}$, but $x + 2L \notin \mathcal{L}^\tau + 2L$ we have: $x^2/2 = 1 \mod 2$.

Proof. It is known that the moduli space of complex Enriques surfaces is connected (at first, it was remarked at the end of [N0]; also see [Ho]). Thus, it is sufficient to prove this statement for one Enriques surface.

Let $\tau$ be an involution on the lattice $L$ which acts on $L$ like the involution $\tau$ of Enriques surfaces. Then the lattice $L_\tau = U \oplus U(2) \oplus E_8(2)$, where $E_8$ is an even unimodular negative lattice of the rank 8. Let $c_1, c_2$ be a basis of $U$ such that $(c_1)^2 = (c_2)^2 = 0$ and $c_1 \cdot c_2 = 1$. Let us consider an involution $\sigma$ on $L$ such that $\sigma(c_1) = c_2, \sigma(c_2) = c_1$ and $\sigma | (U)_{2L} = -id$. The involution $\sigma$ evidently has $L^\sigma = [c_1 + c_2]$, where $(c_1 + c_2)^2 = 2$. Thus, $L^\sigma$ is a hyperbolic lattice. We consider a general element $\omega_+ \in L^\sigma \otimes \mathbb{R}$ and $\omega_- \in L_{\tau, \sigma} \otimes \mathbb{R}$, where $(\omega_+)^2 = (\omega_-)^2 > 0$. By global Torelli theorem [PŠ-Š] and epimorphism of Torelli map [Ku] for $K3$-surfaces, there exists a real $K3$-surface $X$ with periods $\omega_+ + i\omega_-$ such that $L = H^2(X(C); \mathbb{Z})$, $\text{Pic } X_C = L^\tau$, the action of the antiholomorphic involution of $X$ is $\sigma$. See [N3] and [N4] for details. Moreover, since $\text{Pic } X_C = L^\tau$, $X(C)$ has a holomorphic involution which acts on $L$ as $\tau$. We denote this automorphisms of $X$ by the same letters $\sigma$ and $\tau$ respectively. By construction, the involution $\tau$ has no fixed points on $X(C)$ (see (3–3–4)) and by global Torelli Theorem $\tau \sigma = \sigma \tau$ (since this is true for their action on cohomology). It follows that $X(C)/\{id, \tau\}$ is an Enriques surface with antiholomorphic involution $\theta$ such that $\sigma$ is a lifting of $\theta$.

For $X(C)$, the group $\mathcal{L}(\tau)/\mathcal{L}^{(\tau)} = \{c_1 \mod 2, c_2 \mod 2, c_1 + c_2 \mod 2\}$. The subgroup $\mathcal{F}/\mathcal{L}^{(\tau)}$ should be $\sigma$-invariant, because it is defined uniquely by the topology of $X(C)$ and $Y(C)$.

By construction of $\sigma$, we have $\sigma(c_1 + L^\tau) = (c_2 + L^\tau), \sigma(c_2 + L^\tau) = (c_1 + L^\tau)$ and $\sigma(c_1 + c_2 + L^\tau) = (c_1 + c_2 + L^\tau)$. Thus, $\mathcal{F}/\mathcal{L}^{(\tau)} = (c_1 + c_2 + L^\tau)$. We have $(c_1 + c_2)^2/2 = 1 \mod 2$. Hence the Proposition follows.

Remark 3.4.1. It would be interesting to find a topological proof of Lemma 3.4.3 if it does exist. The Lemma is very important for complex Enriques surfaces. For example, using this statement, one can get more easily results of [M-N].

We need the following statement too.

Lemma 3.4.4. Let $Y$ be a real Enriques surface and suppose there are two liftings $\sigma$ and $\sigma'$ of the antiholomorphic involution $\theta$ of $Y$ to antiholomorphic involutions of the surface $X(C)$ (for example this is true if $Y(\mathbb{R}) \neq \emptyset$). Then

(3–4–7) $\dim H(\sigma)_+ + \dim H(\sigma)_- \leq a(\sigma) \leq \dim H(\sigma)_+ + \dim H(\sigma)_- + 1,$

where the right inequality is a consequence of the following two inequalities:

(3–4–8) $r(\sigma) - a(\sigma) \geq -2 \dim H(\sigma)_+ + 2r(\theta)$

and

(3–4–9) $r(\sigma) + a(\sigma) \leq 2 \dim H(\sigma)_- + 2r(\theta) + 2.$

Proof. The inequality $\dim H(\sigma)_+ + \dim H(\sigma)_- \leq a(\sigma)$ follows from the general inequality of the condition 1.8.1 from [N4]. But we give a proof.
We use Notation 3.3.2. By Lemma 3.3.1, \( \Gamma_\pm = H(\sigma)_+ \cap H(\sigma)_- \) is an isotropic subgroup of \( A_{q(\sigma)} \) and is orthogonal to \( H(\sigma)_+ + H(\sigma)_- \) with respect to the bilinear form of \( q(\sigma) \). Thus, with respect to the bilinear form of \( q(\sigma) \) on \( A_{q(\sigma)} \) we have \( H(\sigma)_+ + H(\sigma)_- \subset \Gamma_\pm \subset A_{q(\sigma)} \), where \( \dim \Gamma_\pm = \dim A_{q(\sigma)} - \dim \Gamma_\pm = a(\sigma) - \dim \Gamma_\pm \), since the bilinear form of \( q(\sigma) \) is non-degenerate. It follows that \( \dim H(\sigma)_+ + \dim H(\sigma)_- - \dim \Gamma_\pm = \dim(H(\sigma)_+ + H(\sigma)_-) \leq \dim \Gamma_\pm = a(\sigma) - \dim \Gamma_\pm \). Thus, \( \dim H(\sigma)_+ + \dim H(\sigma)_- \leq a(\sigma) \).

The inequalities 1.8.2, 2) and 4) from the paper [N4], for our case give the inequalities (3–4–8) and (3–4–9). We mention that these inequalities are equivalent to the inequalities \( \dim A_{L^r_\sigma} \leq \text{rk} L^r_\sigma \) and \( \dim A_{L^r_\sigma} \leq \text{rk} L^r_\sigma \) and one can prove them for this case independently. Notation in \([N4]\) and here are connected as follows: \( t_\pm = t(\sigma), a = a(\sigma), a_{H_+} = \dim H(\sigma)_+, a_{H_-} = \dim H(\sigma)_-, p_\pm = r(\sigma), p_0 = s_0 = 0, l(A_{(S_+/C_+)}) = r(\sigma), s_\pm = s(-) = 10, l(A_{(S_-/C_-)}) = 10 - r(\sigma), l_\pm = 22 \).

Multiplying the inequality (3–4–8) on \(-1\), we get the inequality

\[ (3–4–10) \quad a(\sigma) - r(\sigma) \leq 2 \dim H(\sigma)_+ - 2r(\theta). \]

Adding the inequalities (3–4–9) and (3–4–10), we get the right inequality (3–4–7).

Using Lemma 3.4.4, we can introduce a new invariant which is very important:

**Definition 3.4.1.** Let \( Y \) be a real Enriques surface and \( \sigma \) is a lifting of the antiholomorphic involution \( \theta \) of \( Y \) to an antiholomorphic involution of \( X \). The invariant \( \alpha(\sigma) \) is equal to

\[ \alpha(\sigma) = a(\sigma) - \dim H(\sigma)_+ - \dim H(\sigma)_-. \]

By Lemma 3.4.4, \( \alpha(\sigma) = 0 \) or 1.

By (3–4–1), the subspace

\[ H^2(Y(C); \mathbb{Z}) \otimes \mathbb{Z}/2 \subset H^2(Y(C); \mathbb{Z}/2) \]

is a subspace of codimension 1. Thus, we can introduce the invariant:

**Definition 3.4.2.** Let \( Y \) be a real Enriques surface with an antiholomorphic involution \( \theta \). The invariant

\[ \beta(Y) = \dim H^2(Y(C); \mathbb{Z}/2^\theta) - \dim(H^2(Y(C); \mathbb{Z}) \otimes \mathbb{Z}/2^\theta). \]

By (3–4–1), we have \( 0 \leq \beta(Y) \leq 1 \).

Besides, we need some new invariants of \( \sigma \) from [N4]. In [N4] for a triplet \((L, S, \sigma)\) (see §3.3) the invariants \( \delta_{\sigma S_+} \) and \( \delta_{\sigma S_-} \) were defined. These invariants are necessary for us for \( S = L^r, S_+ = L^r, S_- = L^r \). We use Notation 3.3.2 to explain these invariants.

Let \( A \) be a 2-elementary abelian group with a symmetric bilinear form \( b : A \times A \rightarrow (1/2)\mathbb{Z}/2 \). An element \( v \in A \) is called characteristic if \( b(x, x) = b(x, v) \) for any \( x \in A \). Since the discriminant bilinear form \( b(\sigma) \) (or bilinear form of \( q(\sigma) \)) on the 2-elementary group \( A_{q(\sigma)} \) is non-degenerate, there exists the unique characteristic element \( v_0(\sigma) \in A_{q(\sigma)} \) for \( b(\sigma) \).

The invariant \( \delta_{\sigma S_-} = 0 \) if we simultaneously have
(a) the characteristic element \( v_{q(\sigma)} \in H(\sigma)_+ \),
(b) The element \( v_{q(\sigma)} \in H(\sigma)_+ \) is a characteristic element of the form \( b_{L^{\tau,\sigma}} | A^{(1)}_{L^{\tau,\sigma}} \) (see (3–3–13)).

Otherwise, the invariant \( \delta_{\sigma L^{\tau,\sigma}} = 1 \).

The definition of \( \delta_{\sigma L^{\tau,\sigma}} \) is similar: one should consider \( H(\sigma)_- \) and \( L^{\tau,\sigma}_\sigma \) instead of \( H(\sigma)_+ \) and \( L^{\tau,\sigma} \).

By Lemma 3.3.1, we have the following properties:

\[
\text{(3–4–11)} \quad \delta_{\sigma L^{\tau,\sigma}} = 0 \text{ iff } v_{q(\sigma)} \in \Gamma_.
\]

And

\[
\text{(3–4–12)} \quad \delta_{\sigma L^{\tau,\sigma}_\sigma} = 0 \text{ iff } v_{q(\sigma)} \in \Gamma_+.
\]

In particular, at any case,

\[
\text{(3–4–13)} \quad \delta_{\sigma L^{\tau,\sigma}} = \delta_{\sigma L^{\tau,\sigma}_\sigma}.
\]

By definition the invariant \( \delta(\sigma) \) (see (3–3–3)), the characteristic element \( v_{q(\sigma)} = 0 \) iff \( \delta(\sigma) = 0 \). Thus, we have the following important property too:

\[
\text{(3–4–14)} \quad \delta_{\sigma L^{\tau,\sigma}} = \delta_{\sigma L^{\tau,\sigma}_\sigma} = 0 \text{ if } \delta(\sigma) = 0.
\]

We mention another definition of these invariants. An element \( v(\sigma) \in L/2L \) is called characteristic if

\[
x \cdot \sigma(x) \equiv x \cdot v(\sigma) \mod 2.
\]

for any \( x \in L \). The element \( v(\sigma) \) is defined uniquely since \( L \) is unimodular. From [N4, §1] and the remark above, it follows that

\[
\text{(3–4–15)} \quad \delta_{\sigma L^{\tau,\sigma}} = \delta_{\sigma L^{\tau,\sigma}_\sigma} = 0 \text{ if } v(\sigma) \in L^{\tau,\sigma} \cap L^{\tau\sigma}_\sigma \mod 2L
\]

The geometrical sense of \( v(\sigma) \) is that

\[
\text{(3–4–16)} \quad X_\sigma(R) \sim v(\sigma) \mod 2 \text{ in } H_2(X(C); Z).
\]

Now we can formulate the basic Theorem.

**Theorem 3.4.5.** Let \( Y \) be a real Enriques surface and suppose there are two liftings \( \sigma \) and \( \tau\sigma \) of the antiholomorphic involution \( \theta \) of \( Y \) to antiholomorphic involutions of the \( K3 \)-surface \( X(C) \) (for example this is true if \( Y(R) \neq \emptyset \)).

Then

\[
\dim H^2(Y(C); Z/2)^{\theta} = \dim(H^2(Y(C); Z) \otimes Z/2)^{\theta} = 10 - \alpha(\theta) \text{ and } \beta(Y) = 0
\]

if \( \alpha(\sigma) = 1 \) and \( \delta_{\sigma L^{\tau,\sigma}} = \delta_{\sigma L^{\tau,\sigma}_\sigma} = 0 \).

Otherwise (if either \( \alpha(\sigma) = 0 \) or \( \delta_{\sigma L^{\tau,\sigma}} + \delta_{\sigma L^{\tau,\sigma}_\sigma} > 0 \),

\[
\dim(H^2(Y(C); Z) \otimes Z/2)^{\theta} = 11 - \alpha(\theta).
\]
and
\[ \dim H^2(Y(C); \mathbb{Z}/2)^\theta = 11 - a(\theta) + \beta(Y), \text{ where } 0 \leq \beta(Y) \leq 1. \]

**Proof.** All homomorphisms (3–4–1) — (3–4–6) are equivariant with respect to the action of \( \theta \) and its lifting \( \sigma \). Thus, by (3–4–6)
\[ (H^2(Y(C); \mathbb{Z}) \otimes \mathbb{Z}/2)^\theta \cong (\mathcal{L}/\mathcal{F})^\sigma \]
and we should calculate
\[ \dim(\mathcal{L}/\mathcal{F})^\sigma. \]

The lattice \( L \) is unimodular and defines the natural exact sequence
\[ 0 \to L^\tau \to L \to L^*_{\tau} \to 0 \]
and the corresponding exact sequence
\[ 0 \to \mathcal{L}^{(\tau)} \to \mathcal{L} \to \mathcal{L}^{*}_{(\tau)} \to 0. \]

Thus, we have the canonical isomorphism \( \mathcal{L}/\mathcal{L}^{(\tau)} \cong \mathcal{L}^{*}_{(\tau)} \) and the corresponding filtration of subgroups
\[ F = \mathcal{F}/\mathcal{L}^{(\tau)} \subset H = \mathcal{L}^{(\tau)}/\mathcal{L}^{*}_{(\tau)} \subset \mathcal{L}^{*}_{(\tau)}, \]
where \( \dim F = 1 \) and \( \dim H = 2 \). We should calculate \( \dim(\mathcal{L}^{*}_{(\tau)}/F)^\sigma \). Let \( F = \{0, f\} \), where \( f \) is some linear function on \( \mathcal{L}^{(\tau)} \). Let \( \phi \in \mathcal{L}^{*}_{(\tau)} \). Then \( \phi + F \in (\mathcal{L}^{*}_{(\tau)}/F)^\sigma \) iff \( \sigma^*\phi + \phi \in F \). Thus, for \( \phi \) we have two possibilities.

Case 1. \( \sigma^*\phi + \phi = 0 \) (or \( \phi \in (\mathcal{L}^{*}_{(\tau)})^\sigma \)). Thus, equivalently \( \phi((id + \sigma)(\mathcal{L}^{(\tau)})) = 0 \).

From the exact sequence
\[ 0 \to (\mathcal{L}^{(\tau)})^\sigma \to \mathcal{L}^{(\tau)} \xrightarrow{id + \sigma} \mathcal{L}^{(\tau)} \]
we then have that \( \dim(\mathcal{L}^{*}_{(\tau)})^\sigma = \dim(\mathcal{L}^{(\tau)})^\sigma \).

Case 2. \( \sigma^*\phi + \phi = f \). Obviously, such a \( \phi \) does exist iff \( f \in \text{Im}(id + \sigma)^* \).
Equivalently, by the exact sequence above, \( f((\mathcal{L}^{(\tau)})^\sigma) = 0 \).

Thus, by Proposition 3.4.2,
\[ \dim(\mathcal{L}/\mathcal{F})^\sigma = 11 - a(\theta) - a(\sigma) + \dim H(\sigma)_+ + \dim H(\sigma)_- \]
if \( f((\mathcal{L}^{(\tau)})^\sigma) \neq 0 \), and
\[ \dim(\mathcal{L}/\mathcal{F})^\sigma = 12 - a(\theta) - a(\sigma) + \dim H(\sigma)_+ + \dim H(\sigma)_- \]
if \( f((\mathcal{L}^{(\tau)})^\sigma) = 0 \). Then the statements of the Theorem about \( \dim(H^2(Y(C); \mathbb{Z}) \otimes \mathbb{Z}/2)^\theta \) follow from.
Lemma 3.4.6. If $\alpha(\sigma) = 0$, then $f((L^{(\tau)})^\sigma) \neq 0$.

If $\alpha(\sigma) = 1$ and $\delta_{\sigma L^{\tau}} + \delta_{L^{\tau}_{\sigma}} > 0$, then $f((L^{(\tau)})^\sigma) = 0$.

If $\alpha(\sigma) = 1$ and $\delta_{\sigma L^{\tau}} = \delta_{L^{\tau}_{\sigma}} = 0$, then $f((L^{(\tau)})^\sigma) \neq 0$.

Proof. From [N4, §1, formula (8.9)], it follows that

$$ (3-4-17) \quad \text{rk } L^{\tau}_{\tau} - \text{rk } A_{L^{\tau}_{\sigma}} = (r(\sigma) - a(\sigma)) - (-2 \dim H(\sigma_+) + 2r(\theta)) $$

and

$$ (3-4-18) \quad \text{rk } L_{\tau,\sigma} - \text{rk } A_{L^{\tau}_{\sigma}} = (2 \dim H(\sigma_-) + 2r(\theta) + 2) - (r(\sigma) + a(\sigma)). $$

Let $a(\sigma) = \dim H(\sigma)_+ + \dim H(\sigma)_- + 1$ (equivalently, $\alpha(\sigma) = 1$). Then both inequalities (3-4-8) and (3-4-9) are equalities (see the proof of Lemma 3.4.4) and from (3-4-17) and (3-4-18) we then get that $\text{rk } L^{\tau}_{\tau} = \text{rk } A_{L^{\tau}_{\sigma}}$ and $\text{rk } L_{\tau,\sigma} = \text{rk } A_{L^{\tau}_{\sigma}}$

By Proposition 3.4.2, $\dim(L^{(\tau)}^{\sigma}) = 10 - a(\theta), \dim(L^{(\tau)})^\sigma = 11 - a(\theta)$. It follows that $$(L^{(\tau)})^\sigma + L^{(\tau)} \subset L^{(\tau)}/L^{(\tau)} = H$$ is a subspace of dimension 1 (over $\mathbb{Z}/2$). By Proposition 3.4.2, $(L^{(\tau)})^\sigma = (L^{\tau}_{\tau} \oplus L^{\tau}_{\tau,\sigma})/2L^{\tau}$. From Lemma 3.4.3 and earlier considerations, we then get that $f((L^{(\tau)})^\sigma) \neq 0$ iff

$$ (3-4-19) \quad (L^{\tau}_{\tau})^2/2 \subset 2\mathbb{Z} \text{ and } (L^{\tau}_{\tau,\sigma})^2/2 \subset 2\mathbb{Z}. $$

Since $\text{rk } L^{\tau}_{\tau} = \text{rk } A_{L^{\tau}_{\sigma}}$ and $\text{rk } L^{\tau}_{\tau,\sigma} = \text{rk } A_{L^{\tau}_{\sigma}}$ and from the decomposition of 2-adic lattices as an orthogonal sum of elementary lattices of rank 1 or 2, we get that (3-4-19) is equivalent to the facts

$$ (3-4-20) \quad q_{L^{\tau}_{\tau}} \neq q_{g_1}^{(2)}(2) \oplus q_{1} \quad (\gamma_1 \in \mathbb{Z}_2^*/(\mathbb{Z}_2^*)^2), $$

and

$$ (3-4-21) \quad q_{L^{\tau}_{\tau,\sigma}} \neq q_{g_2}^{(2)}(2) \oplus q_{2} \quad (\gamma_2 \in \mathbb{Z}_2^*/(\mathbb{Z}_2^*)^2), $$

where $q^{(2)}(2)$ is a non-degenerate quadratic form on a group of order 2. From [N4, §1, (8.8)—(8.10)], it follows that (3-4-20) is equivalent to $\delta_{\tau L^{\tau}} = 0$ and (3-4-21) is equivalent to $\delta_{\tau L^{\tau}_{\sigma}} = 0$. Thus, we get the statement of Lemma 3.4.6 for $\alpha(\sigma) = 1$.

Now let $\alpha(\sigma) = \dim H(\sigma)_+ + \dim H(\sigma)_-$ (equivalently, $\alpha(\sigma) = 0$). Then, from Lemma 3.4.4, (3-4-17) and (3-4-18), we get that either $2 \geq \text{rk } L^{\tau}_{\tau} - \text{rk } A_{L^{\tau}_{\sigma}} \geq 1$ or $2 \geq \text{rk } L^{\tau}_{\tau,\sigma} - \text{rk } A_{L^{\tau}_{\sigma}} \geq 1$. For example, let $\text{rk } L^{\tau}_{\tau} - \text{rk } A_{L^{\tau}_{\sigma}} \geq 1$. Since the lattice $L^{\tau}_{\tau}$ is even, $\text{rk } L^{\tau}_{\tau} = \text{rk } A_{L^{\tau}_{\sigma}} + 2$. It follows that $L^{\tau}_{\tau} \otimes \mathbb{Z}_2 \cong K \oplus M$, where $K$ is an unimodular 2-adic lattice of the rank 2. Then $L^{\tau}_{\tau} \mod 2L^{\tau} = L^{(\tau)}/L^{(\tau)} = H$, since $L^{(\tau)}$ is a kernel of the form on $L^{(\tau)}$ and $H$ has the dimension 2. Since $(L^{(\tau)})^\sigma = (L^{\tau}_{\tau} \oplus L^{\tau}_{\tau,\sigma})/2L^{\tau}$, we get $f((L^{(\tau)})^\sigma) \neq 0$, since $(L^{(\tau)})^\sigma \mod L^{(\tau)}$ contains elements $g_1, g_2$ (see considerations before Lemma 3.4.3) and $f \cdot g_1 = f \cdot g_2 = 1 \mod 2$.

To finish the proof of Theorem 3.4.5, we should now show that $\beta(Y) = 0$ if simultaneously $a(\sigma) = \dim H(\sigma)_+ + \dim H(\sigma)_- + 1$ (or $\alpha(\sigma) = 1$) and $\delta_{\sigma L^{\tau}} = \delta_{L^{\tau}_{\sigma}} = 0$. 


We have seen that suppose that we then get the 3.4.2, we then get that
\[ \dim((H^2(Y(C); Z) \otimes Z/2)/\text{Tor} H^2(Y(C); Z)) \theta = 10 - a(\theta). \]

Besides, we had proved that
\[ \dim(H^2(Y(C); Z) \otimes Z/2) \theta = 10 - a(\theta). \]

It follows that
\[ \dim H^2(Y(C); Z) \otimes Z/2 \theta = \dim((H^2(Y(C); Z) \otimes Z/2)/\text{Tor} H^2(Y(C); Z)) \theta. \]

We now show that from this equality, we have
\[ H^2(Y(C); Z/2) \theta = (H^2(Y(C); Z) \otimes Z/2) \theta. \]

Let \( 0 \neq t \in \text{Tor} H^2(Y(C); Z) \). Since \( t \) is a torsion element, the intersection pairing \( t \cdot x = 0 \) for any integral class \( x \in H^2(Y(C); Z) \), because \( t \cdot x \in H^4(Y(C); Z) \cong Z \).

Thus, \( t \perp H^2(Y(C); Z) \otimes Z/2 \) with respect to the intersection pairing. Since \( H^2(Y(C); Z) \otimes Z/2 \subset H^2(Y(C); Z/2) \) has codimension 1 and the intersection pairing on \( H^2(Y(C); Z/2) \) is non-degenerate, it follows that \( t \cdot u = 1 \mod 2 \) for any \( u \in H^2(Y(C); Z/2) - H^2(Y(C); Z) \otimes Z/2 \).

Suppose that
\[ \beta(Y) = \dim H^2(Y(C); Z/2) \theta - \dim(H^2(Y(C); Z) \otimes Z/2) \theta > 0. \]

Then, there exists
\[ u \in H^2(Y(C); Z/2) \theta - (H^2(Y(C); Z) \otimes Z/2) \theta. \]

We have seen that \( u \cdot t \neq 0 \mod 2 \). Since \( \theta(u) = u \) and \( \dim \text{Tor} H^2(Y(C); Z) = 1 \), we then get the \( \theta \)-invariant decomposition
\[ H^2(Y(C); Z) \otimes Z/2 = \text{Tor} H^2(Y(C); Z) \oplus \Delta \]

where \( t \cdot \Delta = 0 \mod 2 \). Also, we have
\[ \dim(H^2(Y(C); Z) \otimes Z/2) \theta = 1 + \dim \Delta \theta, \]

where \( \Delta \cong (H^2(Y(C); Z) \otimes Z/2)/\text{Tor} H^2(Y(C); Z) \). Thus,
\[ \dim \Delta \theta = \dim((H^2(Y(C); Z) \otimes Z/2)/\text{Tor} H^2(Y(C); Z)) \theta. \]

Thus, we get that
\[ \dim(H^2(Y(C); Z) \otimes Z/2) \theta = 1 + \dim((H^2(Y(C); Z) \otimes Z/2)/\text{Tor} H^2(Y(C); Z)) \theta. \]

This gives rise to a contradiction and finishes the proof of Theorem 3.4.5.

From Proposition 3.4.1 and Theorem 3.4.5, we get the following basic result of this section (see Definitions 1.2 and 3.4.2):
Theorem 3.4.7. Let $Y$ be a real Enriques surface such that there are two liftings $\sigma$ and $\tau\sigma$ of the antiholomorphic involution $\theta$ of $Y$ to antiholomorphic involutions of the $K3$-surface $X(\mathbb{C})$ (this is true for example if $Y(\mathbb{R}) \neq \emptyset$).

Then

$$b(Y) = r(\theta) - a(\theta) \geq 0 \text{ and } \beta(Y) = 0$$

if $\alpha(\sigma) = 1$ and $\delta_{\sigma L^{r,\sigma}} = \delta_{\sigma L^{\perp,\sigma}} = 0$.

Otherwise (if we have either $\alpha(\sigma) = 0$ or $\delta_{\sigma L^{r,\sigma}} + \delta_{\sigma L^{\perp,\sigma}} > 0$)

$$b(Y) = r(\theta) - a(\theta) + 1 + \beta(Y) \geq 1 + \beta(Y).$$

where $\beta(Y) = 0$ or 1.

We will remark that inequalities here follow from the evident inequality $r(\theta) \geq a(\theta)$. This holds since

$$r(\theta) = \text{rk } L^{r,\sigma} \geq \text{rk } (L^{r,\sigma}(1/2)^{\ast}/L^{r,\sigma}(1/2) = a(\theta).$$

We can unify the formulae of Theorem 3.4.7:

$$(3.4.22) \quad b(Y) = r(\theta) - a(\theta) + \max\{1 - \alpha(\sigma), (\delta_{\sigma L^{r,\sigma}} + \delta_{\sigma L^{\perp,\sigma}})/2\} + \beta(Y)$$

where $\beta(Y) = 0$ if $\alpha(\sigma) = 1$ and $\delta_{\sigma L^{r,\sigma}} = \delta_{\sigma L^{\perp,\sigma}} = 0$. We recall that by (3.4.13), $\delta_{\sigma L^{r,\sigma}} = \delta_{\sigma L^{\perp,\sigma}}$.

3.5. Connection between $b(Y)$ and $s(\sigma) + s(\tau\sigma) = s_{\text{nor}} + 2s_{\text{or}}$.

From Theorems 3.3.4, 3.4.7 and the equality $a(\sigma) = \dim H(\sigma)^{+} + \dim H(\sigma)^{-} + \alpha(\sigma)$, we get the following basic statements of this paper. We divide them into three parts according to the cases of Theorem 3.4.7.

Theorem 3.5.1. Let $Y$ be a real Enriques surface such that there are two liftings $\sigma$ and $\tau\sigma$ of the antiholomorphic involution $\theta$ of $Y$ to antiholomorphic involutions of the $K3$-surface $X(\mathbb{C})$ (this is true for example if $Y(\mathbb{R}) \neq \emptyset$). Suppose that $\alpha(\sigma) = 1$ and $\delta_{\sigma L^{r,\sigma}} = \delta_{\sigma L^{\perp,\sigma}} = 0$.

Then $\beta(Y) = 0$ and:

If both $s(\sigma) > 0$ and $s(\tau\sigma) > 0$,

$$b(Y) = s(\sigma) + s(\tau\sigma) - 2 + \dim H(\sigma)^{-} - \dim(H(\sigma)^{+})^{\perp} \cap H(\sigma)^{-}.$$

If either $s(\sigma) = 0$, $s(\tau\sigma) > 0$ or $s(\tau\sigma) = 0$, $s(\sigma) > 0$,

$$b(Y) = s(\sigma) + s(\tau\sigma) - 1 + \dim H(\sigma)^{-} - \dim(H(\sigma)^{+})^{\perp} \cap H(\sigma)^{-}.$$

If $s(\sigma) = s(\tau\sigma) = 0$,

$$b(Y) = s(\sigma) + s(\tau\sigma) + \dim H(\sigma)^{-} - \dim(H(\sigma)^{+})^{\perp} \cap H(\sigma)^{-}.$$

Here $s(\sigma) + s(\tau\sigma) = s_{\text{nor}} + 2s_{\text{or}}$. 
Theorem 3.5.2. Let $Y$ be a real Enriques surface such that there are two liftings $\sigma$ and $\tau\sigma$ of the antiholomorphic involution $\theta$ of $Y$ to antiholomorphic involutions of the K3-surface $X(\mathbb{C})$ (this is true for example if $Y(\mathbb{R}) \neq \emptyset$). Suppose that simultaneously $\alpha(\sigma) = 1$ and $\delta_{\sigma L_{r,\sigma}} + \delta_{\sigma L_{s}} > 0$.

Then both $s(\sigma) > 0$, $s(\tau\sigma) > 0$, and

$$b(Y) = s(\sigma) + s(\tau\sigma) - 1 + \dim H(\sigma)_{-} - \dim (H(\sigma)_{+})^\perp \cap H(\sigma)_{-} + \beta(Y).$$

Here $s(\sigma) + s(\tau\sigma) = s_{nor} + 2s_{or}$ and $0 \leq \beta(Y) \leq 1$.

Theorem 3.5.3. Let $Y$ be a real Enriques surface such that there are two liftings $\sigma$ and $\tau\sigma$ of the antiholomorphic involution $\theta$ of $Y$ to antiholomorphic involutions of the K3-surface $X(\mathbb{C})$ (this is true for example if $Y(\mathbb{R}) \neq \emptyset$). Suppose that $\alpha(\sigma) = 0$.

Then:
- If both $s(\sigma) > 0$ and $s(\tau\sigma) > 0$,
  
  $$b(Y) = s(\sigma) + s(\tau\sigma) - 2 + \dim H(\sigma)_{-} - \dim (H(\sigma)_{+})^\perp \cap H(\sigma)_{-} + \beta(Y) \geq 1 + \beta(Y).$$

- If either $s(\sigma) = 0$, $s(\tau\sigma) > 0$ or $s(\tau\sigma) = 0$, $s(\sigma) > 0$,
  
  $$b(Y) = s(\sigma) + s(\tau\sigma) - 1 + \dim H(\sigma)_{-} - \dim (H(\sigma)_{+})^\perp \cap H(\sigma)_{-} + \beta(Y) \geq 1 + \beta(Y).$$

- If $s(\sigma) = s(\tau\sigma) = 0$,
  
  $$b(Y) = s(\sigma) + s(\tau\sigma) + \dim H(\sigma)_{-} - \dim (H(\sigma)_{+})^\perp \cap H(\sigma)_{-} + \beta(Y) \geq 1 + \beta(Y).$$

Here $s(\sigma) + s(\tau\sigma) = s_{nor} + 2s_{or}$ and $0 \leq \beta(Y) \leq 1$.

Similar to (3–4–22), we can write down an unifying formula:

$$b(Y) = s(\sigma) + s(\tau\sigma) - \sharp\{x \in \{s(\sigma), s(\tau\sigma)\} \mid x > 0\} + \min\{\alpha(\sigma), (\delta_{\sigma L_{r,\sigma}} + \delta_{\sigma L_{s}})/2\} + \dim H(\sigma)_{-} - \dim (H(\sigma)_{+})^\perp \cap H(\sigma)_{-} + \beta(Y)$$

where $\beta(Y) = 0$ if $\alpha(\sigma) = 1$ and $\delta_{\sigma L_{r,\sigma}} = \delta_{\sigma L_{s}} = 0$.

By these Theorems, it is important to estimate the invariant

$$\gamma(\sigma) = \dim H(\sigma)_{-} - \dim (H(\sigma)_{+})^\perp \cap H(\sigma)_{-}.$$

Here we have

Proposition 3.5.4. We have inequalities: $0 \leq \gamma(\sigma) \leq 2$.

Proof. We use Notation 3.3.2. By (3–3–10), either $\dim H(\sigma)_{+} - \dim \Gamma_{\pm} \leq 2$ or $\dim H(\sigma)_{-} - \dim \Gamma_{\pm} \leq 2$ because $\dim H(\sigma)_{+} \leq r(\theta)$ and $\dim H(\sigma)_{-} \leq 10 - r(\theta)$. By Lemma 3.3.1, $\Gamma_{\pm}$ is an isotropic subgroup of $A_{q(\sigma)}$ for a bilinear form of $q(\sigma)$. It follows the Proposition.

We mention another inequalities for items of the formula (3–5–1): Evidently,

$$2 \geq \sharp\{x \in \{s(\sigma), s(\tau\sigma)\} \mid x > 0\} \geq 0,$$

$$1 \geq \min\{\alpha(\sigma), (\delta_{\sigma L_{r,\sigma}} + \delta_{\sigma L_{s}})/2\} \geq 0.$$

Besides, we have

$$\sharp\{x \in \{s(\sigma), s(\tau\sigma)\} \mid x > 0\} - \min\{\alpha(\sigma), (\delta_{\sigma L_{r,\sigma}} + \delta_{\sigma L_{s}})/2\} \geq 0,$$

and we have an equality here only if $s(\sigma) = s(\tau\sigma) = 0$. We explain the last inequality. If $s(\sigma) = 0$, then $\delta(\sigma) = 0$ and $\delta_{\sigma L_{r,\sigma}} = \delta_{\sigma L_{s}} = 0$ (see (3–3–5) and (3–4–14)). It follows the (3–5–5).

Further, we give applications of our basic Theorems 1.2, 2.1, 3.4.7 and 3.5.1—3.5.3.
3.6. The case $Y(\mathbf{R}) \neq \emptyset$ and $b(Y) = 0$.

This case is interesting because, by Theorem 1.2 and Proposition 0.3, in this case we know precisely the dimension: $\dim \Br(Y) = \varepsilon(Y) = 1$.

The following Theorem describes completely this situation.

**Theorem 3.6.1.** Let $Y$ be a real Enriques surface such that $Y(\mathbf{R}) \neq \emptyset$.

Then $b(Y) = 0$ iff $Y(\mathbf{R})$ is connected non-orientable and the invariants $r(\theta)$ and $a(\theta)$ are equal: $r(\theta) = a(\theta)$.

For this surface $Y$, the invariant $\varepsilon(Y) = 1$ and $\dim \Br(Y) = 1$.

**Proof.** We use Notation 3.3.2. Let $b(Y) = 0$. Since $Y(\mathbf{R}) \neq \emptyset$, by Theorem 2.1, we have $s = 1$. Thus $Y(\mathbf{R})$ is connected. By Lemma 3.2.1, one of the involutions $\sigma$ or $\tau$ has empty set of real points. We can suppose that $s(\sigma) = 0$. By (3–3–5) and (3–4–14), then the invariants $\delta(\sigma) = 0$ and $\delta_{\sigma L^r, \sigma} = 0$. By Theorems 3.5.1, 3.5.2 and 3.5.3, we then get that $\alpha(\sigma) = 1$, $s(\tau \sigma) = 1$ and $H(\sigma)_+ \perp H(\sigma)_-$. Since $s(\sigma) = 0$ and $s(\tau \sigma) = 1$, by Lemma 3.2.1, the surface $Y(\mathbf{R})$ is non-orientable. Since $b(Y) = 0$, from Theorem 3.4.7, $r(\theta) = a(\theta)$.

Now let $Y(\mathbf{R})$ be a connected non-orientable surface and $r(\theta) = a(\theta)$. By Lemma 3.2.1,

\[(3–6–1) \quad s(\sigma) + s(\tau \sigma) = 1.\]

We can suppose that $s(\sigma) = 0$ and $s(\tau \sigma) = 1$.

We claim that if $r(\theta) = a(\theta)$, then $H(\sigma)_+ \perp H(\sigma)_-$. Actually, we have a subgroup $\Gamma(\sigma)_+ \subset H(\sigma)_+$ where $\dim \Gamma(\sigma)_+ = a(\theta)$ and $\dim H(\sigma)_+ \leq r(\theta)$. Since $r(\theta) = a(\theta)$, we then get that $\Gamma(\sigma)_+ = H(\sigma)_+$. Thus, we have $\Gamma(\sigma)_+ = H(\sigma)_+ \subset H(\sigma)_-$. By Lemma 3.3.1, the subgroup $\Gamma(\sigma)_+$ is isotropic for the bilinear form $q(\sigma)$ on $A_q(\sigma)$. Hence the statement we claimed follows. Then we get that

\[(3–6–2) \quad \gamma(\sigma) = \dim H(\sigma)_- - \dim (H(\sigma)_+)^\perp \cap H(\sigma)_- = 0.\]

Like above, $\delta(\sigma) = 0$ and $\delta_{\sigma L^r, \sigma} = 0$. Thus, we can apply to our situation Theorems 3.5.1 or 3.5.3. If $\alpha(\sigma) = 0$, we should apply Theorem 3.5.3. Then from (3–6–1) and (3–6–2) we get the contradiction: $0 = b(Y) \geq 1 + \beta(Y) > 0$. Thus, $\alpha(\sigma) = 1$, and we should apply Theorem 3.5.1. Then, from (3–6–1) and (3–6–2), we get $b(Y) = 0$.

By Theorem 1.2 and Proposition 0.3, we have $\dim 2\Br(Y) = \varepsilon(Y) = 1$, since $b(Y) = 0$ and $Y(\mathbf{R}) \neq \emptyset$. This proves the Theorem.

3.7. Some geometric applications.

We want to prove the following result where we use the invariants described above.

**Theorem 3.7.1.** Let $Y$ be a real Enriques surface. Then we have the inequalities for the numbers $s$ and $s_{nor}$ or connected and non-orientable connected components of $Y(\mathbf{R})$:

\[s \leq (2 + r(\theta) - a(\theta)) + \max\{1 - \alpha(\sigma), (\delta_{\sigma L^r, \sigma} + \delta_{\sigma L^s})/2\} + \beta(Y))/2 \leq 6;\]

\[s_{nor} \leq 2 - \#\{x \in \{s(\sigma), s(\tau \sigma)\} | x > 0\} + \min\{\alpha(\sigma), (\delta_{\sigma L^r, \sigma} + \delta_{\sigma L^s})/2\}
\leq \dim H(\sigma)_- - \dim (H(\sigma)_+)^\perp \cap H(\sigma)_- + \beta(Y) \leq 4.\]
Proof. The first inequality follows from (3–4–22), Theorem 2.1 and (3–3–10). The second inequality follows from the formula (3–5–1), Theorem 2.1, Proposition 3.5.4 and inequalities (3–5–2)—(3–5–5).

We should mention that the inequality \( s \leq 6 \) also follows from results of V. M. Harlamov [Ha2].

3.8. A remark about further results.

We want to mention further results which were obtained by the first author during the time this paper was considered for a publication.

In [N5], further results about Brauer groups of real Enriques surfaces were obtained. Many of them valid for an arbitrary real smooth projective algebraic surface. We cite these results below.

The following Theorem generalizes the result from [C-P] we mentioned in Introduction about the homomorphism (0–1).

**Theorem 3.8.1.** Let \( X/R \) be an algebraic projective manifold with the antiholomorphic involution \( g \), and \( G = \{id, g\} \). Then the homomorphism (0–1) is epimorphic if \( H^3(X(C)/G; \mathbb{Z}/2) = 0 \). More generally, the homomorphism (0–1) is epimorphic if the kernel of the homomorphism \( i^*: H^3(X(C)/G; \mathbb{Z}/2) \to H^3(X(R); \mathbb{Z}/2) \)

is equal to zero. Here \( i: X(R) \subset X(C)/G \) denote the embedding.

The following result valid for smooth surfaces.

**Theorem 3.8.2.** Let \( X \) be a real smooth projective algebraic surface and \( H^3(X(C)/G; \mathbb{Z}/2) = 0 \).

Then the Hochschild–Serre spectral sequence degenerates and

\[
\dim \ 2Br(X) = 2s - 1 + h^{2,0}(X(C)) + h^{1,1}(X(C)) - \rho_+(X \otimes C).
\]

Here \( h^{1,1}(X(C)) = \dim H^{1,1}(X(C)) \) where

\[
H^{1,1}(X(C)) = \{x \in H^{1,1}(X(C)) \mid g(x) = -x\}
\]

is the set of potentially real algebraic cycles of \( X \). And \( \rho_+(X \otimes C) = \dim (\text{Pic} (X \otimes C) \otimes C)^G \). The characteristic cycle map gives an injection of \( (\text{Pic} (X \otimes C) \otimes C)^G \) to \( H^{1,1}_-(X(C)) \).

Both these Theorems work for ”general” real Enriques surfaces, and we get for these surfaces exactly the same results as for rational surfaces with non-empty set of real points.

**Theorem 3.8.3.** Let \( Y \) be a real Enriques surface.

Then \( H^3(Y(C)/G; \mathbb{Z}/2) = 0 \) iff the both liftings \( \sigma \) and \( \tau \sigma \) of the antiholomorphic involution \( \theta \) of \( Y \) have non-empty sets \( X_{\sigma}(R) \) and \( X_{\tau \sigma}(R) \) of real points \( (s(\sigma) > 0 \) and \( s(\tau \sigma) > 0) \).

Thus (by Theorems 3.8.1, 3.8.2), in this case, the homomorphism (0–1) is epimorphic, Hochschild–Serre spectral sequence degenerates, and

\[
h(Y) = 2s - 2, \ \ \ \dim Br(Y) = 2s - 1.
\]
Now we want to show how Theorems 3.4.7 and 3.5.1—3.5.3 of our paper work together with Theorem 3.8.3. By Theorem 3.4.7, if \( \alpha(\sigma) = 1 \) and \( \delta_{\sigma LR,\sigma} = \delta_{\sigma L^r_\sigma} = 0 \), then at any case, the invariant \( \beta(Y) = 0 \).

Now suppose that either \( \alpha(\sigma) = 0 \) or \( \delta_{\sigma LR,\sigma} + \delta_{\sigma L^r_\sigma} > 0 \). Then, by Theorem 3.4.7, \( b(Y) = r(\theta) - a(\theta) + 1 + \beta(Y) \). Additionally, let us suppose that \( s(\sigma) > 0 \) and \( s(\tau \sigma) > 0 \). By Theorem 3.8.3, we then get that \( b(Y) = 2s - 2 \equiv 0 \mod 2 \). Since \( r(\theta) - a(\theta) \equiv 0 \mod 2 \), we have \( \beta(Y) = 1 \). Thus, we have

**Theorem 3.8.4.** Let \( Y \) be a real Enriques surface and either \( \alpha(\sigma) = 0 \) or \( \delta_{\sigma LR,\sigma} + \delta_{\sigma L^r_\sigma} > 0 \).

Then if \( s(\sigma) > 0 \) and \( s(\tau \sigma) > 0 \), we have \( \beta(Y) = 1 \).

We don’t know now, does the same statement holds if one of \( s(\sigma) \) or \( s(\tau \sigma) \) is 0.

We continue to suppose that \( s(\sigma) > 0, s(\tau \sigma) > 0 \). For example, assume the case \( \alpha(\sigma) = 0 \). Then by Theorem 3.5.3 and Theorems 3.8.3 and 3.8.4, we have the equality: \( s_{nor} + 2s_{or} - 2 + \dim \sigmaL_\sigma - \dim (\sigmaL_\sigma)^\perp \cap (\sigmaL_\sigma)^+, + 1 = 2s_{nor} + 2s_{or} - 2 \). Thus, we have

\[
(3-8-1) \quad \text{if } \alpha(\sigma) = 0, \text{ then } s_{nor} = 1 + \dim \sigmaL_\sigma - \dim (\sigmaL_\sigma)^\perp \cap (\sigmaL_\sigma)^-.
\]

By the same considerations, from Theorems 3.8.3, 3.8.4 and Theorems 3.5.1, 3.5.2, we get

\[
(3-8-2) \quad \text{if } \alpha(\sigma) = 1, \delta_{\sigma LR,\sigma} = \delta_{\sigma L^r_\sigma} = 0, \text{ then } s_{nor} = \dim \sigmaL_\sigma - \dim (\sigmaL_\sigma)^\perp \cap (\sigmaL_\sigma)^-;
\]

\[
(3-8-3) \quad \text{if } \alpha(\sigma) = 1, \delta_{\sigma LR,\sigma} + \delta_{\sigma L^r_\sigma} > 0, \text{ then } s_{nor} = 2 + \dim \sigmaL_\sigma - \dim (\sigmaL_\sigma)^\perp \cap (\sigmaL_\sigma)^-;
\]

Statements (3–8–1), (3–8–2) and (3–8–3) are very important for a topological classification of real Enriques surfaces (see below). We recall that we claim these statements only if \( s(\sigma) > 0 \) and \( s(\tau \sigma) > 0 \).

We remark that Enriques surfaces of Theorem 3.6.1 does not satisfy to conditions of Theorem 3.8.3. For these surfaces one of \( s(\sigma) \), \( s(\tau \sigma) \) is zero. But there exists another generalization of the Theorem 3.6.1.

**Theorem 3.8.5.** Let \( Y \) be a real Enriques surface.

Then the inequality (of Theorem 2.1)

\[
b(Y) \geq 2s - 2
\]

is an equality iff the Hochschild–Serre spectral sequence degenerates. In particular (by Theorem 1.2), we have

\[
\epsilon(Y) = 1 \text{ and } \dim \underline{Br}(Y) = 2s - 1, \text{ if } b(Y) = 2s - 2.
\]

At any case, we have an inequality

\[
\dim \underline{Br}(Y) \geq 2s - 1.
\]

We mention that the inequality \( \dim \underline{Br}(Y) \geq 2s - 1 \) also gives another proof of the Corollary 2.2.
In [N6], there were obtained some results about a topological classification of real Enriques surfaces. We cite some of these results below.

All possible invariants of [N4] for triplets \((L, \sigma, S)\) (see §3.3) were described. In particular, all possibilities for pairs \((X_\sigma(\mathbb{R}), X_{\tau\sigma}(\mathbb{R}))\) were obtained. Using formulae (3–8–1), (3–8–2) and (3–8–3) for the case \(s(\sigma) > 0\) and \(s(\tau\sigma) > 0\) and Theorems 2.1 and 3.5.1—3.5.3 for the case \(s(\sigma) = 0\) or \(s(\tau\sigma) = 0\), this permits to construct many topological types of real Enriques surfaces and describe all theoretical possibilities.

The topological classification of real Enriques surfaces \(Y\) with connected non-orientable \(Y(\mathbb{R})\) was obtained. For these surfaces, \(Y(\mathbb{R})\) is one of the following non-orientable connected surfaces (all these possibilities take place): \(U_k, k = 1, 3, 5, 7, 9\). Here \(U_k\) denotes a connected non-orientable surface of the Euler characteristic \(1 - k\); its 2-sheeted unramified orientable covering is a connected orientable surface \(T_k\) of the genus \(k\). For all these surfaces the invariants \(r(\theta) = a(\theta)\). Thus, by Theorem 3.6.1, for these surfaces \(2\text{Br}(Y) \cong \mathbb{Z}/2\). Besides, we can remove the condition \(r(\theta) = a(\theta)\) from the formulation of Theorem 3.6.1.

Also, real Enriques surfaces \(Y\) are constructed with \(Y(\mathbb{R}) = U_k \amalg U_0\), where \(k = 2, 4, 6, 8, 10\) (at first, the type \(Y(\mathbb{R}) = U_{10} \amalg U_0\) was constructed by R. Silhol [Si]) and one of invariants \(s(\sigma), s(\tau\sigma)\) equal to zero. By this construction, using Theorems 2.1 and 3.5.1—3.5.2, for these surfaces we have \(b(Y) = 2\). Thus, by Theorem 3.8.5, for these Enriques surfaces, Hochschild–Serre spectral sequence degenerates and \(\text{dim } 2\text{Br}(Y) = 3\). But it is not known if the homomorphism \((0–1)\) epimorphic for these cases.

Enriques surfaces with 6 real connected components were constructed. For example, there exists a real Enriques surface \(Y\) with \(Y(\mathbb{R}) = U_1 \amalg 5U_0\). By Theorem 3.7.1, it is the maximum number of real connected components for real Enriques surfaces. For this surface \(s(\sigma) > 0\) and \(s(\tau\sigma) > 0\). Thus, by Theorem 3.8.3, \(\text{dim } 2\text{Br}(Y) = 11\).

Enriques surfaces with 4 real connected non-orientable components were constructed. For example, there exists a real Enriques surface \(Y\) with \(Y(\mathbb{R}) = 2U_2 \amalg 2U_0\). By Theorem 3.7.1, it is the maximum number of real connected non-orientable components for real Enriques surfaces.

We send the reader to the paper [N6] for further examples.

At last, we want to mention the most interesting problem (from our point of view) connected with real Enriques surfaces: To construct an example of a real Enriques surface such that the homomorphism \((0–1)\) is not an epimorphism. By Theorem 3.8.3 (from [N5]), one can construct this example only if one of \(s(\sigma), s(\tau\sigma)\) is zero.
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