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Abstract. We study bivariate stochastic recurrence equations with triangular matrix coefficients and we characterize the tail behavior of their stationary solutions $W = (W_1, W_2)$. Recently it has been observed that $W_1, W_2$ may exhibit regularly varying tails with different indices, which is in contrast to well-known Kesten-type results. However, only partial results have been derived. Under typical “Kesten-Goldie” and “Grey” conditions, we completely characterize tail behavior of $W_1, W_2$. The tail asymptotics we obtain has not been observed in previous settings of stochastic recurrence equations.
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1. Introduction

We consider the stochastic recurrence equation (SRE)

\[ W_t = A_t W_{t-1} + B_t, \quad t \in \mathbb{N}, \]

where $(A_t, B_t)$ is an i.i.d. sequence, $A_t$ are $d \times d$ matrices, $B_t$ are vectors and $W_0$ is an initial distribution independent of the sequence $(A_t, B_t)$. Iteration of (1.1) generates a Markov chain $(W_t)_{t \geq 0}$ that is not necessarily stationary. Under mild contractivity hypotheses (see e.g. [4, 5]) the sequence $W_t$ converges in law to a random vector $W$ that is the unique solution of the equation

\[ W \overset{d}{=} AW + B, \]

where $W$ is independent of $(A, B)$ and the equation is meant in law. Here $(A, B)$ is a generic element of the sequence $(A_t, B_t)$. If we put $W_0 = W$ then the chain $W_t$ becomes stationary. Moreover, extending the set of indices to $\mathbb{Z}$ and taking an i.i.d. sequence $(A_t, B_t)_{t \in \mathbb{Z}}$ we can have a strictly stationary causal solution $W_t$ to the equation

\[ W_t = A_t W_{t-1} + B_t, \quad t \in \mathbb{Z}. \]
It is given by

\[ W_t = \sum_{i=-\infty}^{t} A_i \cdots A_1 B_{i-1} + B_i = W. \]

The stochastic iteration (1.1) and its variants have been studied since the seventies, they have found numerous applications in finance, insurance, telecommunication, time series analysis and they still attract a lot of attention. In particular, the tail behavior of the stationary solution \( W \) is of vital interest to the risk management ([16], [30, Sec. 7.3]). It provides also moment conditions for statistical models which are crucial in parameter estimation problems (e.g. parameter estimation for GARCH processes). For an overview we refer the reader to Buraczewski et al. [8].

The first set of conditions implying regular behavior of \( W \) in the sense of (1.2) below was formulated by Kesten [24]. Since then, the Kesten condition and its extensions have been used to characterize tails in various situations, an essential feature being the same tail behavior in all directions [1, 20, 7]. To put it simply, there is an \( \alpha > 0 \) and a measure on \( \mathbb{R}^d \) being the weak limit of

\[ x^\alpha P(x^{-1} W \in \cdot), \quad \text{when} \quad x \to \infty. \]

The behavior (1.2) follows from certain irreducibility or homogeneity of the action of the group generated by the support of the law of \( A \): random shocks circulate over all directions, so that coordinate-wise tail behavior is the same. However, this property is not necessarily shared by all models interesting both from theoretical and applied perspective [22, 27, 28, 31, 33, 39]. Therefore, SREs with more general \( A \) are both challenging and desirable.

Notice that already for SREs with diagonal matrices \( A = \text{diag}(A_{11}, \ldots, A_{dd}) \), the tail indices of particular coordinates may be different: each coordinate satisfies the corresponding univariate SRE and they do not interact. This leads to “non standard” or “vector valued” regular variation [12, 31, 36]. Then, naturally triangular matrices \( A \) occur, which provides SREs with partial interactions between coordinates, and therefore considering them is a natural next step. However, the existing methods cannot be applied and a new approach is needed. It has been partly developed in [13, 14, 29] and now we propose a complete solution for the case of \( 2 \times 2 \) upper triangular matrices \( A = [A_{ij}] \) (i.e. \( A_{21} \) is the only one being identically zero). Even then the proof is quite involved and uses a broad range of methods that will be gradually explained.

Write \( W = (W_1, W_2) \) and under natural conditions, we obtain that \( W_1, W_2 \) are regularly varying with possibly different indices. For \((A, B)\) we assume either “Kesten-Goldie” condition,

\[ \mathbb{E}|A_{ii}|^{\alpha_i} = 1 \quad \mathbb{E}|B_i|^{\alpha_i} < \infty \quad \text{for some} \quad \alpha_i > 0 \]

or “Grey” condition,

\[ \mathbb{E}|A_{ii}|^{\alpha_i} < 1 \quad \text{and} \quad B_i \text{ regularly varying with index} \quad \alpha_i > 0. \]

The regular variation of \( W_2 \) follows directly from the univariate results. The tail of \( W_1 \), however, is determined by all the entries of \((A, B)\). We prove that

\[ \mathbb{P}(\pm W_1 > x) \sim c_{\pm} x^{-\min(\alpha_1, \alpha_2)} \ell(x), \quad \text{as} \quad x \to \infty \]

for an appropriate slowly varying function \( \ell \) and \( c_+ + c_- > 0 \) (see Theorems 3.1, 3.3, 3.4). Clearly, some extra integrability assumptions are needed similar to the ones usually used in the one dimensional case. They are formulated in Section 3. Although for the “Grey case”
\( \ell \) comes from the regular behavior of \( B_1, B_2 \), for the “Kesten-Goldie case” the presence of slowly varying functions is due to mutual interaction between the entries of \((A, B)\). This is a novelty that has not yet been observed in the case of SRE. The latter phenomena appear only when \( \alpha_1 = \alpha_2 =: \alpha \) and then \( \ell(x) = (\log x)^{\beta} \), with \( \beta = 1, \alpha \) or \( \alpha/2 \). Most of our effort is concentrated on this case and already for \( 2 \times 2 \) matrices the proof is very technical.

Under the setting \((1.3)\), with all the entries of \( A, B \) being positive and \( \alpha_1 \neq \alpha_2 \), \((1.5)\) was obtained in \([13]\) with \( \ell(x) = 1 \). Later on \((1.5)\) was generalized to \( d \times d \) matrices under the assumption \( \mathbb{E}A_{ii}^{\alpha_1} = 1, A_{ii} > 0 \), with \( \alpha_1, ..., \alpha_d \) being all different \((29)\). Then

\[
\mathbb{P}(W_i > x) \sim c_i x^{-\bar{\alpha}_i}, \quad c_i > 0,
\]

where \( \bar{\alpha}_i \) depends on \( \alpha_i, ..., \alpha_d \). Moreover, the case of \( 2 \times 2 \) matrices with \( A_{11} = A_{22} > 0 \) was treated in \([14]\). However, not much has been done when \( \alpha_i = \alpha_j \) for some \( i \neq j \) but \( A_{ii}, A_{jj} \) are not equal almost surely. There are only rough estimates

\[ c_i x^{-\bar{\alpha}_i} \leq \mathbb{P}(W_i > x) \leq C_i x^{-\bar{\alpha}_i} (\log x)^{\bar{\beta}_i} \]

(see \([10]\)) again under assumption of positivity of \( A, B \). It is not clear how to make use of both our approach and \([29, 40]\) to obtain a definitive answer.

There are various financial models that satisfy \((1.1)\) and in order to prove that the finite dimensional distributions of the corresponding stochastic process \( X \) are regularly varying, the results \([24, 18, 7, 20]\) have been used intensively, e.g. in \([2, 27, 28, 33]\). The concept of regular variation is convenient to study extremal behavior of the process \( X \) in terms of the maxima or extremal indices. For GARCH\((p,q)\), bivariate GARCH\((1,1)\) or BEKK-ARCH processes, when assumptions of \([24, 7, 1]\) or \(20\) are applicable, regular variation was studied in \([2, 27, 28]\) and \([33]\), and conclusions for the extremal properties of \( X \) have been obtained, see \([37, 27]\).

The BEKK-ARCH process, introduced by Engle and Kroner \([15]\) and originally defined by a non-affine recursion, has been written as \((1.1)\) by Pedersen and Wintenberger \([33]\). They studied the regular behavior when assumptions of \([1]\) or \([7]\) are applicable. Recent results on SREs with diagonal matrices \([12, 31]\) allow to study diagonal BEKK models typically used in finance due to their relatively simple parametrization (see Bauwens et al. \([5]\) ). Also BEKK-ARCH with triangular matrices has been of interest (see \([28]\) and then the results of this paper as well as the multivariate ones \([29]\) are applicable.

The remainder of the paper is organized as follows. In Section 2 we describe the model and prove existence of a unique stationary solution. The main results are presented in Section 3 where we make distinction between \( \alpha_1 \neq \alpha_2 \) and \( \alpha_1 = \alpha_2 \), the latter being much more involved. The proofs are contained in Sections 4 and 5 respectively. In Section 6 we provide a formula for the Goldie constants in the univariate SRE, which is frequently used in the previous sections and which is interesting in itself. For readers convenience a list of frequently used symbols is given just before acknowledgments.

We close this section by introducing some notation used throughout the paper. For functions \( f, g : \mathbb{R} \to \mathbb{R} \), \( f(x) \sim g(x) \) means that \( \lim_{x \to \infty} f(x)/g(x) \to 1 \). For a real number \( a \) we write \( a^+ = \max(a, 0) \), \( a^- = -\min(a, 0) \) and moreover, \( \log^+ a = \log(1 \vee a) \). For a vector \( x \in \mathbb{R}^d \), \( |x| \) denotes its Euclidean norm and for a \( d \times d \) matrix \( A \) we use the matrix norm:

\[ ||A|| = \sup_{x \in \mathbb{R}^d, |x| = 1} |Ax|. \]
2. Bivariate stochastic recurrence equations

We start with description of the model as well as the conditions for stationarity of the related time series.

2.1. The model. We consider the bivariate SRE:

\[(2.1) \quad W_t = A_t W_{t-1} + B_t, \quad t \in \mathbb{Z},\]

where

\[W_t = \begin{pmatrix} W_{1,t} \\ W_{2,t} \end{pmatrix}, \quad A_t = \begin{pmatrix} A_{11,t} & A_{12,t} \\ 0 & A_{22,t} \end{pmatrix} \quad \text{and} \quad B_t = \begin{pmatrix} B_{1,t} \\ B_{2,t} \end{pmatrix}\]

and \((A_t, B_t)\) an i.i.d. sequence. Unlike in [13], we do not assume here any restriction on the sign of the entries of matrices and vectors, they are just real numbers. It is convenient to write the SRE also in a coordinate-wise form:

\[(2.2) \quad W_{1,t} = A_{11,t} W_{1,t-1} + D_t,\]

\[(2.3) \quad W_{2,t} = A_{22,t} W_{2,t-1} + B_{2,t},\]

where

\[(2.4) \quad D_t := B_{1,t} + A_{12,t} W_{2,t-1}.\]

For further convenience we denote for \(t \in \mathbb{Z}\),

\[\Pi_{t,s} = A_t \cdots A_s, \quad t \geq s, \quad \Pi_{t,s} = I, \quad t < s \quad \text{and} \quad \Pi_t = \Pi_{t,1},\]

\[\Pi_{t,s}^{(i)} = \Pi_{j=s}^{t} A_{i,j}, \quad t \geq s, \quad i = 1, 2 \quad \text{and} \quad \Pi_{t,s}^{(i)} = 1, \quad t < s \quad \text{and} \quad \Pi_t^{(i)} = \Pi_{t,1}^{(i)},\]

where \(I\) is the bivariate identity matrix.

2.2. Stationarity. Starting from [24] there is a series of results [6], [4] for the existence of stationary solution to SRE (see also [8, Sec.2.1] for a review). The notion of the “so called” top Lyapunov exponent

\[\gamma = \inf_{n \geq 1} n^{-1} \mathbb{E} \log \| \Pi_n \|\]

associated with the sequence \((A_t)\) is essential. If \(\gamma\) is strictly negative and

\[(2.5) \quad \mathbb{E}(\log^+ |B| + \log^+ \|A\|) < \infty,\]

then SRE (2.1) has a unique strictly stationary solution ([4], see also [8, Theorem 4.1.4]) given by the infinite series,

\[(2.6) \quad W_t = \sum_{i=-\infty}^{t} \Pi_{t,i+1} B_i.\]

When matrices \(A\) are block triangular, we refer to [17] and [38] for conditions that imply negativity of \(\gamma\). For the bivariate case we will use the following statement.

Proposition 2.1. Assume \(\mathbb{E} \log |A_{11}| < 0, \mathbb{E} \log |A_{22}| < 0, \mathbb{E} \log^+ |B| < \infty\) and \(\mathbb{E} \|A\|^{\varepsilon} < \infty\) for some \(\varepsilon > 0\). Then \(\gamma\) is strictly negative.
Proposition 2.1 was proved in [13, Proposition 2.1] for matrices and vectors with positive entries, but the proof in the general case is the same. Although the assumptions are a little bit stronger than necessary but they are anyway satisfied in our main theorems (Theorems 3.1, 3.4 and 3.3). For further discussion we refer to [13].

Due to stationarity we may restrict our attention to the tails of \( W_{1,0} \). The subscript 0 in \( A_{ij,0}, B_{i,0} \) and \( W_{1,0} \), etc. will be sometimes omitted and we will write \( A_{ij} \), \( B_i \) and \( W_i \) for generic random variables.

### 2.3. Componentwise decomposition.

We will work on the component-wise representation of the solution \( W_t = (W_{1,t}, W_{2,t}) \) given by

\[
W_{1,t} = \sum_{i=1}^{\infty} \prod_{j=t+2-i}^{1} D_{t+1-i},
\]

\[
W_{2,t} = \sum_{i=1}^{\infty} \prod_{j=t+2-i}^{2} B_{2,t+1-i},
\]

which are well-defined. The expressions (2.7) and (2.8) of the solution may be proved in various ways but under our hypotheses the proof is particularly simple. Indeed, the assumptions we require in the main theorems (3.1, 3.4 and 3.3) imply existence of \( 0 < \varepsilon < 1 \) such that

\[
E|A_{ii}|^\varepsilon < 1,
\]

\[
E|B|^\varepsilon < \infty \quad \text{and} \quad E|A_{12}|^\varepsilon < \infty.
\]

Then, first we see by the triangle inequality that \( E|W_{2}|^\varepsilon < \infty \), hence \( E|D|^\varepsilon < \infty \). Again by the triangle inequality \( E|W_{1}|^\varepsilon < \infty \) follows. Thus, (2.7) and (2.8) are convergent. Substituting (2.7) and (2.8) to (2.1) we see that \( (W_{1,t}, W_{2,t}) \) satisfies the equation and by uniqueness the stationary solution \( W_t \) satisfies (2.7) and (2.8). For more details we refer to Section 2.2 of [13].

In order to study tail asymptotics, we will further decompose \( W_{1,t} \). Let \( \hat{W}_1 \) and \( \tilde{W}_1 \) be respectively unique stationary solutions of SREs

\[
\hat{W}_{1,t} = A_{11,t} \hat{W}_{1,t-1} + B_{1,t},
\]

\[
\tilde{W}_{1,t} = A_{11,t} \tilde{W}_{1,t-1} + \tilde{D}_t, \quad \tilde{D}_t = A_{12,t} W_{2,t-1}.
\]

Then

\[
W_{1,t} = \hat{W}_{1,t} + \tilde{W}_{1,t}, \quad t \in \mathbb{Z}.
\]

By the same reasoning as above, both (2.11) and (2.12) have unique solutions respectively and they may be written as

\[
\hat{W}_{1,t} = \sum_{i=1}^{\infty} \prod_{j=t+2-i}^{1} B_{1,t+1-i},
\]

\[
\tilde{W}_{1,t} = \sum_{i=1}^{\infty} \prod_{j=t+2-i}^{1} A_{12,t+1-i} W_{2,t-i},
\]
where the series converge absolutely almost surely. The advantage of this approach is that we may compare the tails of both $\tilde{W}_{1,t}$ and $\tilde{W}_{1,t}$ and decide which of them is the heavier and determines the asymptotics of $W_{1,t}$.

3. Main results

As already mentioned, our assumptions are modeled on those typically used for the univariate equation $X = AX + B$. They are either Kesten-Goldie assumption when the tail of the stationary solution is determined by $A$, or Grey assumption when $B$ plays the dominant role.

$A(\alpha)$: Kesten-Goldie assumption

- There exists $\alpha > 0$ such that $E|A|^\alpha = 1$, $E|B|^\alpha < \infty$ and $E|A|^\alpha \log^+ |A| < \infty$.
- $P(Ax + B = x) < 1$ for every $x \in \mathbb{R}$.
- The conditional law of $\log |A|$ given $\{A \neq 0\}$ is non-arithmetic.

$B(\alpha)$: Grey assumption

There exist $\alpha, \eta > 0$ such that $E|A|^\alpha < 1$, $E|A|^{\alpha+\eta} < \infty$ and

$$P(B > x) \sim p_\alpha x^{-\alpha} \ell(x) \quad \text{and} \quad P(-B > x) \sim q_\alpha x^{-\alpha} \ell(x)$$

with $p_\alpha, q_\alpha \geq 0, p_\alpha + q_\alpha = 1$, where $\ell(x)$ is a slowly varying function.

We assume that $(A_{ii}, B_i)_{i=1,2}$ satisfy $A(\alpha_i)$ or $B(\alpha_i)$. Then the tail behavior of $W_2$ follows directly from the univariate results (Theorem 6.1):

$$P(\pm W_2 > x) \sim c_{2,\pm} x^{-\alpha_2} \ell_2(x), \quad \text{as} \ x \to \infty$$

where $\ell_2 = 1$ if $A(\alpha_2)$ holds and $\ell_2$ is a slowly varying function if $B(\alpha_2)$ holds. Here constants $c_{2,+}$ and $c_{2,-}$ are given by (6.3) with $(A, B, X) = (A_{22}, B_2, W_2)$. Strict positivity of $c_{2,+} + c_{2,-}$ means that

$$\lim_{x \to \infty} P(|W_2| > x) x^{\alpha_2} \ell_2(x) = c_{2,+} + c_{2,-} > 0$$

and if $B(\alpha_2)$ holds, it is straightforward from (6.3). For $A(\alpha_2)$ an extra argument is needed, see [13].

The same estimate for $W_1 = \tilde{W}_1 + \bar{W}_1$ is more delicate. Since $\tilde{W}_1$ satisfies (2.11), it is regularly varying with index $\alpha_1$. Then the tail of $W_1$ is determined by $\min(\alpha_1, \alpha_2)$. When $\alpha_1 < \alpha_2$, then the noise component $\tilde{D}$ of $W_1$ in (2.12) satisfies $E|\tilde{D}|^{\alpha_1}$, so the same holds for $D$ in (2.7). Thus the tail of $W_1$ is determined by the autoregressive part $A_{11}$. When $\alpha_2 < \alpha_1$ the situation is quite the opposite and $W_2$ via the noise term $\tilde{D}$ of $W_1$ determines the tail of $W_1$. The same happens when $\alpha_1 = \alpha_2$, though then analysis of $\tilde{W}_1$ in far more complicated as explained after Theorem 3.3 and at the beginning of Section 3.2.

In what follows, we start with the case $\alpha_1 \neq \alpha_2$ (Theorem 3.1) and then study the case $\alpha_1 = \alpha_2 = \alpha$ (Theorems 3.3 and 3.4). Since $\tilde{W}_1$ has the same univariate form (2.11), it is immediate to see

$$P(\pm \tilde{W}_1 > x) \sim c_{1,\pm} x^{-\alpha_1} \ell_1(x)$$

where $\ell_1 = 1$ if $A(\alpha_1)$ holds and $\ell_2$ is a slowly varying function if $B(\alpha_1)$ holds. The constants are again determined by (6.3) with $(A, B, X) = (A_{11}, B_1, W_1)$. 

---

\[ \text{6. E. Damek and M. Matsui} \]
To formulate the results precisely we need some notation. Let
\begin{equation}
\rho_1 = \mathbb{E}|A_{11}|^{\alpha_1} \log |A_{11}|, \quad \rho_2 = \mathbb{E}|A_{22}|^{\alpha_2} \log |A_{22}|,
\end{equation}
\begin{equation}
M_n = \sum_{i=1}^{n} \Pi_{0,2-i}^{(1)} A_{12,1-i} \Pi_{i,1-n}^{(2)},
\end{equation}
and
\begin{equation}
w_{n,\pm} = \mathbb{E}(M_n^\pm)^{\alpha_2} \text{ and } w_n = \mathbb{E}|M_n|^{\alpha_2}.
\end{equation}
We will prove later on that, if \( \alpha_1 > \alpha_2 \) the limits
\begin{equation}
w = \lim_{n \to \infty} w_n > 0 \text{ and } w_\pm = \lim_{n \to \infty} w_{n,\pm}
\end{equation}
exist and \( w, w_\pm \) appear in the tail constants of Theorem 3.1 (Table 1).

Now we are ready to formulate the main results. We have 4 patterns of the tail behavior of \( W_1 \) depending on whether \( \mathcal{A} \) or \( \mathcal{B} \) are satisfied and which of \( \alpha_1, \alpha_2 \) is larger.

**Theorem 3.1.** Suppose that \( (A_{ij}, B_i)_{i=1,2} \) satisfy \( \mathcal{A}(\alpha_i) \) or \( \mathcal{B}(\alpha_i) \) for \( \alpha_1 \neq \alpha_2 \), and moreover,
\begin{equation}
\mathbb{P}(A_{12} = 0) < 1 \quad \text{and} \quad \mathbb{E}|A_{12}|^{\alpha_1 \wedge \alpha_2} < \infty.
\end{equation}
Then, if \( \alpha_1 < \alpha_2 \),
\begin{equation}
\mathbb{P}(\pm W_1 > x) \sim \begin{cases} 
\bar{c}_+ x^{-\alpha_1} & \text{if } \mathcal{A}(\alpha_1) \\
\bar{c}_\pm x^{-\alpha_1} \ell_1(x) & \text{if } \mathcal{B}(\alpha_1) 
\end{cases}
\end{equation}
and if \( \alpha_1 > \alpha_2 \),
\begin{equation}
\mathbb{P}(\pm W_1 > x) \sim \begin{cases} 
\bar{c}_+ x^{-\alpha_2} & \text{if } \mathcal{A}(\alpha_2) \& \mathbb{P}(A_{22} = 0) = 0 \\
\bar{c}_\pm x^{-\alpha_2} \ell_2(x) & \text{if } \mathcal{B}(\alpha_2) 
\end{cases}
\end{equation}
where constants are given in Table 1 and \( \ell_i, i = 1,2 \) are slowly varying functions defined from (3.1).

Moreover,
\begin{equation}
\bar{c}_+ + \bar{c}_- > 0 \text{ in (3.9)} \quad \text{and} \quad \bar{c}_+ + \bar{c}_- > 0 \text{ in } \mathcal{B}(\alpha_1) \text{ of (3.8)}.
\end{equation}
Finally, if all the entries in \( \mathbf{A}, \mathbf{B} \) are non negative or
\begin{equation}
\mathbb{E}[|\tilde{W}_1|^{\alpha_1} - |A_{11}\tilde{W}_1|^{\alpha_1}] \neq \mathbb{E}[|\tilde{W}_1|^{\alpha_1} - |A_{11}\tilde{W}_1|^{\alpha_1}]
\end{equation}
holds, then
\begin{equation}
\bar{c}_+ + \bar{c}_- > 0 \text{ in } \mathcal{A}(\alpha_1) \text{ of (3.8)}.
\end{equation}

The proof of Theorem 3.1 is given in Section 4.

**Remark 3.2.** (i) Under \( \mathcal{A}(\alpha_1) \) or \( \mathcal{A}(\alpha_2) \) with \( A_{ij}, B_i \geq 0, i, j = 1,2 \) Theorem 3.1 was proved in §13.

(ii) If \( \mathcal{A}(\alpha_1) \) holds and the entries of \( \mathbf{A}, \mathbf{B} \) are not all non negative, it is hard to prove that
\begin{equation}
\lim_{x \to \infty} \mathbb{P}(|W_1| > x)x^{\alpha_1} = \bar{c}_+ + \bar{c}_- > 0.
\end{equation}
The point is that in \( W_{1,t} = A_{11,t} W_{1,t-1} + D_t, W_{1,t-1} \) and \( D_t \) are dependent so that the argument of Goldie [18] does not work. We may use the decomposition \( W_1 = \tilde{W}_1 + \tilde{W}_1 \). If (3.11) holds then
\begin{equation}
\lim_{x \to \infty} \mathbb{P}(|\tilde{W}_1| > x)x^{\alpha} \neq \lim_{x \to \infty} \mathbb{P}(|\tilde{W}_1| > x)x^{\alpha}
\end{equation}
and so (3.12) follows. Otherwise the question remains open. Notice that if we replace \( A_{12,t} \) by \( aA_{12,t} \), or \( B_2 \) by \( aB_2 \), \( a \in \mathbb{R} \) in
the original SRE (2.1), then the solution of (2.12) becomes \( \tilde{W}_{1,t} = a \sum_{i=1}^{\infty} \Pi_{0,2-i}^{(1)} A_{12,1-i} W_{2,-i} \) and we obtain
\[
|a|^{\alpha_1} E[|\tilde{W}_1|^{\alpha_1} - |A_{11} \tilde{W}_1|^{\alpha_1}]
\]
on the left hand side of (3.11). Hence (3.11) may be violated only at two values of \( a \) which gives an impression that equality in (3.11) is rather exceptional. Both sides of (3.11), or equivalently, the tail constants are not easy to calculate (see [3] Section 3). Although there are several attempts (cf. [32]) the results are far from being exhaustive.

### Table 1. Constants in Theorem 3.1

| Conditions | Constants |
|------------|-----------|
| \( A(\alpha_1) \) | \( \bar{c}_\pm = (\alpha_1 \rho_1)^{-1} E[((D_0 + A_{11} W_1)^{\pm \alpha_1} - ((A_{11} W_1)^{\pm \alpha_1} ) \]
| \( \mathbb{P}(A_{11} < 0) > 0 \) | \( \bar{c}_\pm = (2 \alpha_1 \rho_1)^{-1} E[[D_0 + A_{11} W_1|^{\alpha_1} - |A_{11} W_1|^{\alpha_1}] \]
| \( A(\alpha_2) \) | \( \bar{c}_\pm = c_{2+} w_+ + c_{2-} w_- \)
| \( \mathbb{P}(A_{22} < 0) > 0 \) | \( \bar{c}_+ = \bar{c}_- = c_2 w/2, \quad c_2/2 = c_{2+} = c_{2-} \)
| \( B(\alpha_1) \) | \( \bar{c}_\pm = \sum_{i=1}^{\infty} w_{i,\pm} p_{\alpha_2} + w_{i,\mp} q_{\alpha_2} \)

The case \( A(\alpha_i) \) with \( \alpha_1 = \alpha_2 = \alpha \), i.e. the case \( \mathbb{E}|A_{ii}|^{\alpha} = 1, \, i = 1, 2 \) is much more involved. We distinguish two cases depending on whether \( A_{11} = A_{22} \) a.s. or not. Accordingly we need the following common and specific conditions.

**Common assumptions in Theorems 3.3 and 3.4**

- [A1] \( \mathbb{E} \log |A_{ii}| < 0, \, \mathbb{E}|A_{ii}|^{\alpha} = 1, \, i = 1, 2. \)
- [A2] there is \( \eta > 0 \) such that \( \mathbb{E}|A_{ij}|^{\alpha + \eta} + \mathbb{E}|A_{ij}|^{\alpha + \eta} < \infty, \, i, j = 1, 2. \)
- [A3] \( A_{22} \neq 0 \, \text{a.s.} \)
- [A4] \( \log |A_{11}| \) is non lattice.

**Assumptions specific to Theorem 3.4 (Case \( \mathbb{P}(A_{11} \neq A_{22}) > 0 \))**

- [A5] \( \log |A_{22}|, \, \log(|A_{11}| |A_{22}|^{-1}) \) are non arithmetic.
- [A6] there is \( \eta > 0 \) such that \( \mathbb{E}|A_{11}|^{\alpha + \eta} |A_{22}|^{-\eta} < \infty, \, \mathbb{E}|A_{12}|^{\alpha + \eta} |A_{22}|^{-\eta} < \infty. \)

Before going to main results, we provide some intuition. When \( \alpha_1 = \alpha_2 \), the tail of
\[
\tilde{W}_1 = \sum_{i=1}^{\infty} \Pi_{t,t+2-i}^{(1)} A_{12,t+1-i} W_{2,t-i}
\]
is heavier than that of \( \tilde{W}_1 \) and the partial sum
\[
\sum_{i=1}^{n} \Pi_{t,t+2-i}^{(1)} A_{12,t+1-i} W_{2,t-i} \quad \text{with} \quad n = \lfloor c \log x \rfloor
\]
Theorem 3.3. If \( A_{11} = A_{22} a.s. \), in view of [A3], \( A_{11} \neq 0 \) a.s and to state the result we set

\[
\mu = \mathbb{E}A_{11}^{-1}A_{12}|A_{11}|^\alpha \quad \text{and} \quad \sigma^2 = \mathbb{E}(A_{12}A_{11}^{-1})^2|A_{11}|^\alpha,
\]

and

\[
C = \sigma^\alpha \rho_1^{-\alpha/2} \mathbb{E}|N|^\alpha \quad \text{with} \quad N \text{ the standard normal r.v.}
\]

**Theorem 3.3.** Assume [A1-A4]. Suppose further that \( A_{11} = A_{22} a.s. \) and \( \sigma^2 < \infty \). If \( \mu = 0 \) then

\[
\lim_{x \to \infty} \mathbb{P}(\pm W_1 > x)x^\alpha \log x = c_2 \mathbb{C}/2,
\]

so that

\[
\lim_{x \to \infty} \mathbb{P}(W_1 > x)x^\alpha \log x = c_2 \mathbb{C}.
\]

If \( \mu \neq 0 \) then

\[
\lim_{x \to \infty} \mathbb{P}(\pm W_1 > x)x^\alpha \log x = \begin{cases} 
2\rho_1^{\alpha} & \text{if} \quad \mu > 0 \\
2\rho_1^{-\alpha} & \text{if} \quad \mu < 0
\end{cases}
\]

so that

\[
\lim_{x \to \infty} \mathbb{P}(W_1 > x)x^\alpha \log x = 2\rho_1^{-\alpha}|\mu|.
\]

The proof is given in Section 5.1. Theorem 3.3 with \( A_{11} > 0 \) was proved in [14], but presently the proof has been considerably simplified and we do not assume positivity of \( A_{11} \).

The extra function \( (\log x)^\beta, \beta = \alpha, \alpha/2 \) that appears in the tails of \( W_1 \), comes from \( \mathbb{E}(M_n^\pm)^\alpha \) if \( A_{11} > 0 \) a.s. or from \( \mathbb{E}|M_n|^\alpha \) if not (see (3.13)). The latter is kind of surprising because it is not visible from (3.13) and we will come to it later. First let us explain the simpler case of \( A_{11} > 0 \).

To study \( \mathbb{E}(M_n^\pm)^\alpha \), we change the measure using \( A_{11} > 0 \), i.e. \( \mathbb{E}_\alpha[\cdot] = \mathbb{E}[A_{11}^\alpha \cdot] \). Then

\[
\mathbb{E}(M_n^\pm)^\alpha = \mathbb{E}_\alpha \left((U_1 + \cdots + U_n)^\pm\right)^\alpha,
\]

where \( U_1, \ldots, U_n \) are iid with generic r.v. \( U = A_{12}A_{11}^{-1} \) (Lemmas 5.2 and 5.3). In view of (3.14), \( \mathbb{E}_\alpha U = \mu \) and \( \mathbb{E}_\alpha U^2 = \sigma^2 \). Then, if \( \mu = 0 \), the central limit theorem with convergence of moments is applied and we have

\[
\lim_{n \to \infty} (\rho_1 n)^{-\alpha/2} \mathbb{E}(M_n^\pm)^\alpha = C/2,
\]

If \( \mu \neq 0 \) we replace \( U \) by \( U - \mu \) and obtain

\[
\lim_{n \to \infty} (\rho_1 n)^{-\alpha} \mathbb{E}(M_n^\pm)^\alpha = (\mu^\pm)^\alpha
\]

If \( \mathbb{P}(A_{11} < 0) > 0 \) then luckily only \( \mathbb{E}|M_n|^\alpha \) is needed, \( \mathbb{E}_\alpha[\cdot] = \mathbb{E}[|A_{11}|^\alpha \cdot] \) and the scheme is the same. Clearly we are not able to touch \( \mathbb{E}_\alpha(M_n^\pm)^\alpha \) when \( A_{11} \) is signed but it is not an obstacle as explained in the proof of Theorem 5.1. Condition [A3] is related to the change of measure.

We proceed to the second case.
Theorem 3.4. Suppose \( P(A_{11} \neq A_{22}) > 0 \). Under Assumptions [A1-A6],
\[
\begin{align*}
\lim_{x \to \infty} P(\pm W_1 > x)x^\alpha (\log x)^{-1} &= D \alpha \rho_1^{-1},
\end{align*}
\]
where
\[
D = \begin{cases} 
  c_2 c_R / 2 & \text{if } P(A_{22} < 0) > 0 \text{ or } [P(A_{22} > 0) = 1 & P(A_{11} < 0) > 0] \\
  c_{2, \pm} c_{R, +} + c_{2, \pm} c_{R, -} & \text{if } P(A_{22} > 0) = P(A_{11} \geq 0) = 1
\end{cases}
\]
and
\[
\begin{align*}
c_{R, \pm} &= \lim_{n \to \infty} (\alpha n)^{-1} E(M^\pm_n)^\alpha \\
c_R &= \lim_{n \to \infty} (\alpha n)^{-1} E|M_n|^{\alpha} > 0.
\end{align*}
\]
In particular,
\[
\lim_{x \to \infty} P(\pm |W_1| > x)x^\alpha (\log x)^{-1} = \alpha c_{2} c_{R, \pm} \rho_1^{-1} > 0.
\]

The proof is given in Section 4.2.

As before, the extra function \( \log x \) in (3.16) comes from \( E(M^\pm_n)^\alpha \) if \( A_{22} > 0 \) or \( E|M_n|^\alpha \) if not. In order to show \( E(M^\pm_n)^\alpha, E|M_n|^\alpha \sim c \log x \), we change the measure similarly as before, i.e. \( E^\alpha[\cdot] = \mathbb{E}[A_{22}[\cdot] \alpha] \) or \( \mathbb{E}[A_{22}[\cdot] \alpha] \) if \( A_{22} > 0 \). But this time we consider SRE \( X_t = V_tX_{t-1} + U_t \) under the measure \( \mathbb{P}^\alpha \) (Lemma 5.5), where generic r.v.’s for an iid sequence \( (V_t, U_t) \) are given by \( V = A_{11}A_{22}^{-1} \) and \( U = A_{12}A_{21}^{-1} \) respectively. We are able to transform \( E(M^\pm_n)^\alpha \) into \( E^\alpha(\mathcal{X}_n^\pm)^\alpha \) where \( \mathcal{X}_n \) converges to the stationary solution \( \mathcal{X} \) to \( X_t = V_tX_{t-1} + U_t \) (see (6.5) in Theorem 6.2).

Remark 3.5. It is known that by using the standard regular variation, we can not capture the joint regular behavior of \( \mathbf{W} \) properly, if tail orders are different as in our case. Therefore, several suggestions have been made such as “non-standard regular variation” by Resnick or “vector scaling regular variation” recently by Mentemeier and Wintenberger. In particular, the latter notion was applied to (1.1) with diagonal matrices in Section 6 and [12]. Then, the next natural question is how to characterize the tail of \( \mathbf{W} \) in the triangular case in terms of “non-standard” or “vector scaling regular variation”. It is left for the future.

4. Proof of Theorem 3.1

We give the proof separately for the 4 cases depending on assumptions \( \alpha_1 \leq \alpha_2 \) and \( \mathcal{A} \) or \( \mathcal{B} \).

[Case \( \alpha_1 < \alpha_2, \mathcal{A}(\alpha_1) \)] Observe that the stationary solution \( W_{1,0} \) of SRE (2.2) satisfies
\[
W_{1,0} = D_0 + A_{11,0}W_{1,-1},
\]
where \( W_{1,-1} \) has the same law as \( W_{1,0} \) and independent of \( A_{11,0} \). In view of Theorem 2.3 and Lemma 9.4 of Goldie (1991), we may conclude that if \( P(A_{11} \geq 0) = 1 \), the conditions
\[
\int_0^\infty |P(\pm W_{1,-1} > x) - P(\pm A_{11,0} W_{1,-1} > x)| x^{\alpha_1 - 1} dx < \infty
\]
respectively imply
\[
\lim_{x \to \infty} P(\pm W_{1,0} > x)x^{\alpha_1} = \bar{c}_\pm,
\]
where
\[
c_\pm = \rho_1^{-1} \int_0^\infty (P(\pm W_{1,-1} > x) - P(\pm A_{11,0} W_{1,-1} > x)) x^{\alpha_1 - 1} dx < \infty.
\]
Similarly if $\mathbb{P}(A_{11,0} < 0) > 0$ and both of (4.1) hold, then
\[
\lim_{x \to \infty} \mathbb{P}(\pm W_{1,0} > x)x^{\alpha_1} = (2\rho_1)^{-1} \int_0^\infty (\mathbb{P}(|W_{1,-1}| > x) - \mathbb{P}(|A_{11,0}W_{1,-1}| > x))x^{\alpha_1-1}dx,
\]
so that $c_+ = c_-$. Therefore, what needs to be proved is (4.1). Choose $\bar{\alpha}$ such that $\alpha_1 < \bar{\alpha} < \alpha_2$, and then $\mathbb{E}|W_2|^{\bar{\alpha}} < \infty$ so that $\mathbb{E}|D_0|^{\alpha_1} < \infty$. Then the proof is quite similar to that of Theorem 3.2 in [28] or Theorem 3.2 in [13]. We omit further details.

Next we show that $c_+ + c_-$ in $\mathcal{A}(\alpha_1)$ is strictly positive. Notice that we cannot take the Goldie’s approach [18, Theorem 4.1]. Since $(D_t)$ of (2.1) is a dependent sequence, the key of Lévy inequality there does not work. We exploit the decomposition (2.13). It follows from Lemma 6.1 that the solution $\hat{W}_1$ of SRE (2.11) satisfies
\[
\mathbb{P}(|\hat{W}_1| > x) \sim c_1x^{-\alpha_1} \quad \text{with} \quad c_1 > 0.
\]
Similarly, the solution $\tilde{W}_1$ for SRE (2.12) satisfies
\[
\lim_{x \to \infty} \mathbb{P}(|\tilde{W}_1| > x)x^{\alpha_1} = c' \geq 0.
\]
Notice that
\[
c_1 = (\alpha_1 \rho_1)^{-1}\mathbb{E}[|\hat{W}_1|^{\alpha_1} - |A_{11}\hat{W}_1|^{\alpha_1}],
\]
\[
c' = (\alpha_1 \rho_1)^{-1}\mathbb{E}[|\tilde{W}_1|^{\alpha_1} - |A_{11}\tilde{W}_1|^{\alpha_1}].
\]
If $c_1 > c'$, for a large positive $\zeta$ we write
\[
\mathbb{P}(|W_1| > x) \geq \mathbb{P}(|\hat{W}_1| > (1 + \zeta)x) - \mathbb{P}(|\tilde{W}_1| > \zeta x).
\]
Hence
\[
\lim_{x \to \infty} x^{\alpha_1}\mathbb{P}(|W_1| > x) \geq (1 + \zeta)^{-\alpha_1}c_1 - \zeta^{-\alpha_1}c' > 0
\]
if $\zeta$ is sufficiently large. If $c' > c_1$, we proceed similarly. □

[ Case $\alpha_1 < \alpha_2$, $\mathcal{B}(\alpha_1)$ ] There is $\bar{\alpha} : \alpha_1 < \bar{\alpha} < \alpha_2$ such that $\mathbb{E}|A_{11}|^{\bar{\alpha}} < 1$. Indeed, $f(\beta) = \mathbb{E}|A_{11}|^{\beta} < \infty$ is well defined for $0 \leq \beta \leq \alpha_1 + \eta$ and continuous. So $f(\beta) \geq 1$ for all $\beta > \alpha_1$ is not possible. Hence by (2.15), $\mathbb{E}|\hat{W}_1|^{\alpha} < \infty$ by Minkowski inequality or subadditivity and the conclusion follows from (3.3). □

[ Case $\alpha_1 > \alpha_2$, $\mathcal{A}(\alpha_2)$ ] First we describe the constants $\omega_{\pm}$, $\omega$ that appear in (3.6). We have the following lemma.

**Lemma 4.1.** (a) Suppose that $\alpha_1 > \alpha_2$, $\mathcal{A}(\alpha_2)$, (3.7) and $\mathbb{P}(A_{22} = 0) = 0$ are satisfied. Then the limit
\[
(4.2) \quad w = \lim_{n \to \infty} \mathbb{E}|M_n|^{\alpha_2} > 0
\]
exists.
(b) If additionally $\mathbb{P}(A_{22} > 0) = 1$ then the limits
\[
(4.3) \quad w_{\pm} = \lim_{n \to \infty} \mathbb{E}(M_n^{\pm})^{\alpha_2}
\]
exist.
Proof. Notice that in view of (3.5), we have
\[
|M_n| = |\Pi_{0,1-n}^{(2)}| \sum_{i=1}^{n} \Pi_{0,2-i}^{(1)} (\Pi_{0,2-i}^{(2)})^{-1} A_{12,1-i} A_{22,1-i}^{-1} \\
= |\Pi_{0,1-n}^{(2)}| \sum_{i=1}^{n} V_0 \cdots V_{2-i} U_{1-i},
\]
where
\[
(4.4) \quad V_i = A_{11,i} A_{22,i}^{-1}, \quad U_i = A_{12,i} A_{22,i}^{-1} \quad \text{and for } i = 1, \quad V_0 \cdots V_{2-i} = 1.
\]
Now we change the measure; let \( \mathcal{F}_n \) be the filtration defined by the sequence \((A_i, B_i) : \mathcal{F}_n = \sigma((A_i, B_i)_{-n \leq i \leq 0})\). Then the expectation \( \mathbb{E}_{\alpha_2} \) w.r.t. the new probability measure \( \mathbb{P}_{\alpha_2} \) is defined by
\[
(4.5) \quad \mathbb{E}_{\alpha_2}[Z] = \mathbb{E}[|\Pi_{0,-n}^{(2)}| \alpha Z],
\]
where \( Z \) is measurable w.r.t. \( \mathcal{F}_n \). Then
\[
\mathbb{E}_{\alpha_2} \left( \sum_{i=1}^{\infty} |V_0 \cdots V_{2-i} U_{1-i}| \right)^{\alpha_2} < \infty.
\]
Indeed,
\[
\mathbb{E}_{\alpha_2}|V_i|^{\alpha_2} = \mathbb{E}|A_{11,i}|^{\alpha_2} < 1, \quad \mathbb{E}_{\alpha_2}|U_i|^{\alpha_2} = \mathbb{E}|A_{12,i}|^{\alpha_2} < \infty
\]
so that by subadditivity and Minkowski inequality, we have
\[
\mathbb{E}_{\alpha_2} \left( \sum_{i=1}^{\infty} |V_0 \cdots V_{2-i} U_{1-i}| \right)^{\alpha_2} \\
\leq \left\{ \begin{array}{ll}
\sum_{i=1}^{\infty} \left( \mathbb{E}_{\alpha_2} |V|^{\alpha_2} \right)^{i-1} \mathbb{E}_{\alpha_2} |U|^{\alpha_2} & \text{for } \alpha_2 \leq 1 \\
\left( \sum_{i=1}^{\infty} \left( \mathbb{E}_{\alpha_2} |V|^{\alpha_2} \right)^{(i-1)/\alpha_2} \right)^{\alpha_2} \mathbb{E}_{\alpha_2} |U|^{\alpha_2} & \text{for } \alpha_2 > 1
\end{array} \right.
< \infty.
\]
This proves, in particular, that the series
\[
\sum_{i=1}^{\infty} |V_0 \cdots V_{2-i} U_{1-i}|
\]
converges a.s. and so does
\[
X_0 = \sum_{i=1}^{\infty} V_0 \cdots V_{2-i} U_{1-i}.
\]
Therefore, by the Lebesgue dominated convergence theorem
\[
\lim_{n \to \infty} \mathbb{E}|M_n|^{\alpha_2} = \lim_{n \to \infty} \mathbb{E}_{\alpha_2} \left| \sum_{i=1}^{n} V_0 \cdots V_{2-i} U_{1-i} \right|^{\alpha_2} = \mathbb{E}_{\alpha_2} \left| \sum_{i=1}^{\infty} V_0 \cdots V_{2-i} U_{1-i} \right|^{\alpha_2} =: w.
\]
For \( w \pm \) in the case \( \mathbb{P}(A_{22} > 0) = 1 \), we write
\[
M_n^\pm = \Pi_{0,1-n}^{(2)} \left( \sum_{i=1}^{n} \Pi_{0,2-i}^{(1)} (\Pi_{0,2-i}^{(2)})^{-1} A_{12,1-i} A_{22,1-i}^{-1} \right)^\pm
\]
and proceed as before.
Finally, we check that
\[ w = \mathbb{E}_{\alpha_2}|X_0|^{\alpha_2} \neq 0, \]
i.e. that \( X_0 \neq 0 \) a.s. Notice that
\[ X_t = \sum_{i=1}^{\infty} V_t \cdots V_{t+2-i} U_{t+1-i} \]
is a stationary solution to the SRE:
\[(4.6) \quad X_t = V_t X_{t-1} + U_t \quad \text{under } \mathbb{P}_{\alpha_2} \]
and for every \( t, X_t \) has the same law as \( X_0 \). (Here, as before, \( V_t \cdots V_{t+2-i} = 1 \) for \( i=1 \).) Suppose that \((4.6)\) has a unique solution. Then \( X_0 = 0 \) implies \( U = 0 \) a.s., which gives a contradiction. Indeed, uniqueness of the solution is guaranteed by two conditions:
\[-\infty \leq \mathbb{E}_{\alpha_2} \log |V| < 0 \quad \text{and} \quad \mathbb{E}_{\alpha_2} \log^+ |U| < \infty, \]
see, e.g. Theorem 2.1.3 in [8]. We have
\[ \mathbb{E}_{\alpha_2} \log^+ |U| \leq \alpha_2^{-1} \mathbb{E}_{\alpha_2}|U|^{\alpha_2} = \alpha_2^{-1} \mathbb{E}|A_{12}|^{\alpha_2} < \infty \]
and similarly \( \mathbb{E}_{\alpha_2} \log^+ |V| \leq \alpha_2^{-1} \mathbb{E}|A_{11}|^{\alpha_2} < \infty \). To prove that \( \mathbb{E}_{\alpha_2} \log |V| < 0 \), let us define
\[(4.7) \quad f(\beta) = \mathbb{E}_{\alpha_2}|V|^\beta, \quad \beta \in [0, \alpha_2]. \]
Then \( f', f'' \) exist in \((0, \alpha_2)\) such that \( f'' \geq 0 \). Since \( f(0) = 1 \) and \( f(\alpha_2) = \mathbb{E}|A_{11}|^{\alpha_2} < 1 \), either \( \mathbb{E}_{\alpha_2} \log |V| \) is equal \(-\infty\) or if it is finite then \( f'(0) = \mathbb{E}_{\alpha_2} \log |V| < 0. \)

Let us return to the proof of (Case \( \alpha_1 > \alpha_2, A(\alpha_2) \)). Observe that \( \hat{W}_1 \) is regularly varying with index \( \alpha_1 \), i.e.
\[ \lim_{x \to \infty} \mathbb{P}(\hat{W}_{1,0} > x) x^{\alpha_1} = \text{or} \lim_{x \to \infty} \mathbb{P}(|\hat{W}_{1,0}| > x) x^{\alpha_1} \ell_1(x) \]
exists.

We are going to show that the tail of \( \hat{W}_1 \) is dominant, i.e under \( A(\alpha_2) \)
\[ \lim_{x \to \infty} \mathbb{P}(\pm \hat{W}_{1,0} > x) x^{\alpha_2} = \tilde{c}_\pm. \]

We decompose \( \hat{W}_1 \) into three parts,
\[(4.8) \quad \hat{W}_{1,0} = \left( \sum_{s=1}^{\infty} + \sum_{s=0}^{\infty} \right) \Pi_{0,2-i}^{(1)} A_{12,1-i} W_{2,-i} =: \hat{Z}_{s,1} + \hat{Z}_{s,2} + \hat{Z}_s, \]
where in the decomposition of \( \hat{Z}_s \), we apply the iteration \((2.3)\) of \( W_2 \) until time \( -s < -i \),
\[(4.9) \quad W_{2,-i} = \Pi_{-i,1-s}^{(2)} W_{2,-s} + \sum_{k=0}^{s-i-1} \Pi_{-i,1-i-k}^{(2)} B_{2,-i-k}, \]
and substitute this into \( \hat{Z}_s \), so that
\[(4.10) \quad \hat{Z}_s = \sum_{i=1}^{s} \Pi_{0,2-i}^{(1)} A_{12,1-i} \Pi_{-i,1-s}^{(2)} W_{2,-s} + \sum_{i=1}^{s} \Pi_{0,2-i}^{(1)} A_{12,1-i} \sum_{k=0}^{s-i-1} \Pi_{-i,1-i-k}^{(2)} B_{2,-i-k}. \]
By comparing their tail behavior we specify the dominant term and the negligible ones. The idea is then to study the tail behavior of each term in (4.8). First we show the general scheme of the proof. The detailed tail asymptotics of the dominant and negligible terms will be given later. Specifically, we are going to show that there are constants $C > 0$, $0 < q < 1$ such that for every $s$

$$\mathbb{P}(|\tilde{Z}^s| > x) \leq Cq^s x^{-\alpha_2}. \quad (4.11)$$

Moreover, for a fixed (but arbitrary) $s$,

$$\lim_{x \to \infty} \mathbb{P}(|\tilde{Z}_{s,2}| > x)x^{\alpha_2} = 0 \quad (4.12)$$

and

$$\lim_{x \to \infty} \mathbb{P}(\tilde{Z}_{s,1} > x)x^{\alpha_2} = c_{s,+} w_{s,+} + c_{s,-} w_{s,-} =: c_{s,+}, \quad (4.13)$$

$$\lim_{x \to \infty} \mathbb{P}(\tilde{Z}_{s,1} < -x)x^{\alpha_2} = c_{s,-} w_{s,+} + c_{s,+} w_{s,-} =: c_{s,-}, \quad (4.14)$$

where $c_{s,\pm}$ are those in (3.2) and $w_{s,\pm}$ are those in (3.6). Moreover, we will prove that

$$\lim_{s \to \infty} c_{s,+} = \tilde{c}_+ \quad \text{and} \quad \lim_{s \to \infty} c_{s,-} = \tilde{c}_- \quad \text{exist}. \quad (4.15)$$

Hence $\tilde{Z}_{s,1}$ is the dominating term in (4.8). Now, using (2.13) and (4.8), we have that

$$\mathbb{P}(W_1 > x) \leq \mathbb{P}(\tilde{Z}_{s,1} > (1 - 3\varepsilon)x) + \mathbb{P}(\tilde{W}_1 > \varepsilon x) + \mathbb{P}(\tilde{Z}_{s,2} > \varepsilon x) + \mathbb{P}(\tilde{Z}^s > \varepsilon x), \quad (4.16)$$

$$\mathbb{P}(W_1 > x) \geq \mathbb{P}(\tilde{Z}_{s,1} > (1 + 3\varepsilon)x) - \mathbb{P}(\tilde{W}_1 < -\varepsilon x) - \mathbb{P}(\tilde{Z}_{s,2} < -\varepsilon x) - \mathbb{P}(\tilde{Z}^s < -\varepsilon x).$$

Then after multiplying by $x^{\alpha_2}$ both sides, we take the limit when $x \to \infty$ and obtain

$$(1 + 3\varepsilon)^{-\alpha_2} c_{s,+} - C\varepsilon^{-\alpha_2} q^s \leq \liminf_{x \to \infty} x^{\alpha_2} \mathbb{P}(W_1 > x) \leq \limsup_{x \to \infty} x^{\alpha_2} \mathbb{P}(W_1 > x) \leq (1 - 3\varepsilon)^{-\alpha_2} c_{s,+} + C\varepsilon^{-\alpha_2} q^s. \quad (4.17)$$

Finally, letting first $s \to \infty$ and then $\varepsilon \to 0$, we obtain

$$\lim_{x \to \infty} x^{\alpha_2} \mathbb{P}(W_1 > x) = \tilde{c}_+. \quad (4.18)$$

By changing the sign in (4.8) and inequalities (4.17), namely considering $-W_1$, similarly we get

$$\lim_{x \to \infty} x^{\alpha_2} \mathbb{P}(W_1 < -x) = \tilde{c}_-. \quad (4.19)$$

Here $\tilde{c}_\pm$ are those in (4.15) of which formulae will be given at the end of the proof. It remains to prove (4.11) - (4.15). The proof of (4.11) and (4.12) is the same as that in [13] and it is omitted. For (4.13) we observe that

$$\tilde{Z}_{s,1} = M_s W_{2,-s}, \quad (4.18)$$

where $M_s := \sum_{i=1}^s \Pi_{0,1-s}^{(1)} A_{1,1-s}^{(1)} \Pi_{1,1-s}^{(2)}$ and $W_{2,-s}$ are independent. Then

$$\mathbb{P}(\tilde{Z}_{s,1} > x) = \mathbb{P}(M_s W_{2,-s} > x, M_s > 0, W_{2,-s} > 0) + \mathbb{P}(M_s W_{2,-s} > x, M_s < 0, W_{2,-s} < 0)$$

and by Breiman’s lemma

$$\lim_{x \to \infty} \mathbb{P}(M_s W_{2,-s} > x, M_s \geq 0, W_{2,-s} \geq 0) x^{\alpha_2} = w_{s,\pm} c_{2,\pm}.$$
which implies (4.13). Now we want to take the limit when $s \to \infty$. If $\mathbb{P}(A_2 > 0) = 1$ then by Lemma 4.1
\[
\lim_{s \to \infty} c_{s,+} = w_+ c_{2,+} + w_- c_{2,-} =: \tilde{c}_+.
\]
In a similar way we obtain
\[
\lim_{x \to \infty} x^{\alpha_2} \mathbb{P}(\tilde{W}_1 < -x) = w_+ c_{2,-} + w_- c_{2,+} =: \tilde{c}_-.
\]
Notice that
\[
\tilde{c}_+ + \tilde{c}_- = (c_{2,+} + c_{2,-})w > 0.
\]
If $\mathbb{P}(A_2 < 0) > 0$ then
\[
c_{2,+} = c_{2,-} > 0
\]
and so
\[
\lim_{s \to \infty} c_{s,-} = \lim_{s \to \infty} c_{s,+} = \lim_{s \to \infty} c_{2,+}w = c_{2,+}w > 0.
\]
\[ \square \]

[Case $\alpha_1 > \alpha_2$, $B(\alpha_2)$] For $\tilde{W}_{1,0}$ we work on the expression
\[
\tilde{W}_{1,0} = \sum_{i=1}^{\infty} \Pi_{0,2-i}^{(1)} A_{1,2,1-i} W_{2,-i}
\]
\[
= \sum_{\ell=1}^{\infty} \sum_{i=1}^{\ell} \Pi_{0,2-i}^{(1)} A_{1,2,1-i} \Pi_{1,1-i,\ell}^{(2)} B_{2,-\ell}
\]
\[
= \sum_{\ell=0}^{\infty} M_{\ell+1} B_{2,-\ell-1},
\]
(4.19)
where $M_\ell$ is given in (3.5). Here Fubini theorem is applicable in (4.19) because for $0 < \bar{a} < \alpha_2$, $\mathbb{E}|A_{ii}|^{\bar{a}} < 1$, $\mathbb{E}|A_{12}|^{\bar{a}} < \infty$, $\mathbb{E}|B_{i2}|^{\bar{a}} < \infty$ and so $\mathbb{E}|\tilde{W}_{1,0}|^{\bar{a}} < \infty$ due to sub-additivity for $\bar{a} \leq 1$ or Minkowski inequality for $\bar{a} > 1$.

To study the tail of $\tilde{W}_1$ we use (4.19). Borrowing the framework of Sec. 2.2 of [23], where we write
\[
\mathcal{F}_j = \sigma((A_0, B_0), \ldots, (A_{-j}, B_{-j})) \text{ and } \left[Z_j = B_{2,-j-1}, \tilde{A}_j = M_{j+1} \text{ for } X = \sum_{j=0}^{\infty} \tilde{A}_j Z_j \right],
\]
where $\tilde{A}_j$ is $A_j$ of [23] Eq. (1.1). It is not difficult to observe that $\tilde{A}_j \in \mathcal{F}_j$, $Z_j \in \mathcal{F}_{j+1}$ and $\mathcal{F}_j$ is independent of $\sigma(Z_j, Z_{j+1}, \ldots)$ for $j \geq 0$. Let $q = \min\{\mathbb{E}|A_{11}|^{\alpha_2}, \mathbb{E}|A_{22}|^{\alpha_2}\} < 1$. Then $\mathbb{E}|M_\ell|^{\alpha_2} = \mathbb{E}|\tilde{A}_{\ell-1}|^{\alpha_2} \leq C \ell q^{\ell-1}$ and so $\mathbb{E} \sum_{\ell=0}^{\infty} M_{\ell+1}|^{\alpha_2} = \mathbb{E} \sum_{\ell=0}^{\infty} \tilde{A}_{\ell}|^{\alpha_2} < \infty$. Therefore, non-zero mean condition (3.11) in [23] is satisfied and applying Theorem 3.1 of [23] together with Remark 3.2, we obtain
\[
\mathbb{P}(\pm \tilde{W}_{1,0} > x) \sim \sum_{\ell=1}^{\infty} \left\{ \mathbb{E}(M_\ell^\pm)^{\alpha_2} p_{\alpha_2} + \mathbb{E}(M_\ell^\mp)^{\alpha_2} q_{\alpha_2} \right\} x^{-\alpha_2} \ell(x).
\]
\[ \square \]
5. Proof of Theorems 3.3 and 3.4

Throughout this section, unless specified, $C, C', C_1, C_2, C_3$ denote positive constants whose values are not of interest. Since $\mathbb{P}(|\tilde{W}_1| > x) \sim cx^{-\alpha}$, it suffices to prove (3.16) and (3.18) for $\tilde{W}_1$. We further decompose $\tilde{W}_1$ into partial sums and study each of them. For that, given $x$, we define $n_0 = n_0(x), n_1 = n_1(x), n_2 = n_2(x)$ and $L = L(x)$ as follows.

Indices

\begin{align}
\text{(5.1)} \quad n_0 &= \lfloor \rho_1^{-1} \log x \rfloor, \quad n_1 = n_0 - L, \quad n_2 = n_0 + L, \quad L = \lfloor D \sqrt{\log \log x \log x} \rfloor, \\
\end{align}

where $D$ is a sufficiently large constant.

Indeed,

\begin{align}
\text{(5.2)} \quad D^2 &> 8C_0 \max(4(\alpha + 1)\rho_1^{-3}, \rho_1^{-1})
\end{align}

will follow, where $C_0$ depends only on the laws of $A_{11}, A_{22}$ and it is fixed once for all in (5.53). We write $\tilde{W}_1$ as

\begin{align}
\text{(5.3)} \quad \tilde{W}_{1,0} &= \left( \sum_{i=1}^{n_1} + \sum_{i=n_1+1}^{n_2} + \sum_{i=n_2+1}^{\infty} \right) \Pi_{0,2-i}^{(1)} A_{12,1-i} \tilde{W}_{2,-i} := \tilde{Z}_{n_1} + \tilde{Z}_{n_1,n_2} + \tilde{Z}_{n_2},
\end{align}

where $\tilde{Z}_{n_1}$ is the main part and it will be proved that

\begin{align}
\text{(5.4)} \quad \mathbb{P}(\pm \tilde{Z}_{n_1} > x) &\sim x^{-\alpha}(\log x)^{\beta}.
\end{align}

Here $\beta$ is determined by the behavior of

\begin{align}
\text{(5.5)} \quad \mathbb{E}(M_{n_1}^\pm)^\alpha \sim n_1^\beta \sim (\log x)^{\beta},
\end{align}

which is proved separately for $\beta = \alpha, \alpha/2$ in Theorem 3.3 and $\beta = 1$ in Theorem 3.4. For both theorems we start the proof by describing asymptotics of

\begin{align}
\text{(5.6)} \quad \mathbb{E}(M_n^\pm)^\alpha \sim n^\beta, \quad \text{as } n \to \infty,
\end{align}

which is done in Lemmas 5.2, 5.3 and 5.5. The other terms in (5.3) are negligible. They are carefully handled in Section 5.3. In Lemma 5.10 we prove that

\begin{align}
\mathbb{P}(|\tilde{Z}_{n_2}| > x) = o(x^{-\alpha}) \quad \text{as } x \to \infty.
\end{align}

Once (5.3) is obtained, Lemma 5.11 implies that

\begin{align}
\mathbb{P}(|\tilde{Z}_{n_1,n_2}| > x) = o(x^{-\alpha}(\log x)^{\beta}) = o(\mathbb{P}(|\tilde{Z}_{n_1}| > x)) \quad \text{as } x \to \infty.
\end{align}

First we complete the proof of Theorem 3.3 where the analysis of $\tilde{Z}_{n_1}$ is considerably simpler than that for Theorem 3.4 (Section 5.1). In Section 5.2 we do the same for Theorem 3.4. Then to analyze the tail of the main part $\tilde{Z}_{n_1}$ we exploit several auxiliary results in Section 5.4.
5.1. Proof of Theorem 3.3-the main part. We further divide the main part $\tilde{Z}_{n_1}$ in (5.3) into two parts, by using the previous decomposition (4.9) of $W_2$,

\begin{equation}
\tilde{Z}_{n_1} = \sum_{i=1}^{n_1} \Pi_{0,2-i}^{(1)} A_{12,1-i} \Pi_{i,1-n_1}^{(2)} W_{2,-n_1} + \sum_{i=1}^{n_1} \Pi_{0,2-i}^{(1)} A_{12,1-i} \sum_{k=0}^{n_1-i-1} \Pi_{i,1-i-k}^{(2)} B_{2,-i-k}
\end{equation}

(5.7) \quad = M_{n_1} W_{2,-n_1} + \tilde{Z}_{n_1,2}

and first our attention is focused on $\tilde{Z}_{n_1,1}$. We have the following asymptotics (recall (3.14) and (3.15) for notation).

Theorem 5.1. Assume that $A_{11} = A_{22} \neq 0$ a.s. and that [A1], [A2] and $\sigma^2 < \infty$ hold. If $\mu = 0$ then

\begin{equation}
\lim_{x \to \infty} \mathbb{P}(\pm \tilde{Z}_{n_1,1} > x) x^\alpha (\log x)^{-\alpha/2} = c_2 C/2,
\end{equation}

so that \( \lim_{x \to \infty} \mathbb{P}(|\tilde{Z}_{n_1,1}| > x) x^\alpha (\log x)^{-\alpha/2} = c_2 C. \)

If $\mu \neq 0$ then

\begin{equation}
\lim_{x \to \infty} \mathbb{P}(\pm \tilde{Z}_{n_1,1} > x) x^\alpha (\log x)^{-\alpha} = \begin{cases} 
c_2, & \text{if } \mu > 0 \\
c_2, & \text{if } \mu < 0,
\end{cases}
\end{equation}

so that \( \lim_{x \to \infty} \mathbb{P}(|\tilde{Z}_{n_1,1}| > x) x^\alpha (\log x)^{-\alpha} = c_2 \rho_1^{-\alpha} |\mu|^\alpha. \)

Moreover, with our choice of $D$ by Corollary 5.9 we have

\[ \mathbb{P}(|\tilde{Z}_{n_1,2}| > x) = o(x^{-\alpha}), \]

and so, Theorem 3.3 follows. Once $Z_{n_1}$ is decomposed as in (5.7), in view of (5.5) we need to handle the terms

\[ \Pi_{0,2-i}^{(1)} A_{12,1-i} \Pi_{i,1-n_1}^{(2)} \]

and then the estimates for them we obtain in Lemma 5.8 are essential.

The remaining part of the section is devoted to the proof of Theorem 5.1 and Lemmas 5.2, 5.3. Heuristically we will observe that

\[ \mathbb{P}(\pm Z_{n_1} > x) \sim \mathbb{E}(M_{n_1}^\pm) \mathbb{P}(W_{2,-n_1} > x) + \mathbb{E}(M_{n_1}^\mp) \mathbb{P}(-W_{2,-n_1} > x). \]

Apparently, if $\mathbb{P}(A_{11} < 0) > 0$ only the behavior of $\mathbb{E}|M_{n_1}|^\alpha$ is needed which explains the content of the next lemma.

Lemma 5.2. Assume that $A_{11} = A_{22} \neq 0$ a.s. and [A1-A3]. Moreover, $\mu = 0$ and $\sigma^2 < \infty$. Then

\begin{equation}
\lim_{x \to \infty} (\log x)^{-\alpha/2} \mathbb{E}|M_{n_1}|^\alpha = C.
\end{equation}

If additionally $\mathbb{P}(A_{11} > 0) = 1$, then

\begin{equation}
\lim_{x \to \infty} (\log x)^{-\alpha/2} \mathbb{E}(M_{n_1}^\pm)^\alpha = C/2.
\end{equation}
Proof. Denoting $U_{1-i} = A_{i2,1-i}^{-1}A_{11,1-i}^{-1}$, we observe
\[
\mathbb{E}|M_n|^\alpha = \mathbb{E} \left| \prod_{0,1-n_1}^{(1)} \right|^\alpha |U_0 + U_{-1} + \cdots + U_{1-n_1}|^\alpha.
\]
We study the partial sum
\[
S_n = (\sigma^2 n)^{-1/2} (U_0 + U_{-1} + \cdots + U_{1-n})
\]
derived change of the measure as in Lemma 4.1. Notice that (5.14) follows from the continuous mapping theorem and the iid property of $(\tilde{Z}_{n_1})_{i=0}^n$. For convenience we drop $-\alpha$.

Proof of Theorem 5.1. We claim that $\tilde{Z}_{t_{n_1}} = M_1 W_{2,-n_1}$, and $M_n$ and $W_{2,-n_1}$ are independent. For convenience we drop $-n_1$ from $W_{2,-n_1}$ and just write $W_2$. Let
\[
I_{M,+} = \mathbb{P} \left( W_2 > x(M_1^+)^{-1} \right) x^\alpha (M_1^+)^{-\alpha},
\]
\[
I_{M,-} = \mathbb{P} \left( -W_2 > x(M_1^-)^{-1} \right) x^\alpha (M_1^-)^{-\alpha}.
\]
then
\[
\mathbb{P}(\tilde{Z}_{n_1} > x) x^\alpha (\log x)^{-\beta} = \mathbb{E} I_{M,+} (M_1^+)^\alpha (\log x)^{-\beta} + \mathbb{E} I_{M,-} (M_1^-)^\alpha (\log x)^{-\beta} = I_+ + I_-,
\]
where $\beta = \alpha$ or $\alpha/2$.

If $\mathbb{P}(A_{11} < 0) > 0$, the Goldie constant is $c_2/2$ and thus for $\varepsilon > 0$ and sufficiently large $T > 0$,
\[
|\mathbb{P}(\pm W_2 > x) - c_2/2| < \varepsilon \quad \text{for } x > T.
\]
We claim that
\[
\lim_{x \to \infty} \left( I_+ + I_- - c_2/2 \cdot \mathbb{E} |M_n|^\alpha (\log x)^{-\beta} \right) = 0,
\]
which gives the conclusion by Lemma 5.2. In view of (5.13) we have

\[
\begin{align*}
&\left| I_+ + I_- - c_2/2 \cdot \mathbb{E}[M_{n_1}]^\alpha \log x \right|^\beta \\
&\leq (\log x)^{-\beta} \mathbb{E}\left[ M_{I_+} - c_2/2 \right] \left( M_{n_1}^+ \right)^\alpha \left( 1_{\{M_{+1}^T < x} + 1_{\{M_{+1}^T > xT^{-1}} \right) \\
&+ (\log x)^{-\beta} \mathbb{E}\left[ M_{I_-} - c_2/2 \right] \left( M_{n_1}^- \right)^\alpha \left( 1_{\{M_{-1}^T < x} + 1_{\{M_{-1}^T > xT^{-1}} \right) \\
&\leq \varepsilon (\log x)^{-\beta} \mathbb{E}[M_{n_1}]^\alpha 1_{\{M_{n_1}^T < x} + C(\log x)^{-\beta} \mathbb{E}[M_{n_1}]^\alpha 1_{\{M_{n_1}^T > xT^{-1}} ,
\end{align*}
\]

where \((\log x)^{-\beta} \mathbb{E}[M_{n_1}]^\alpha\) is bounded by Lemmas 5.2 and 5.3. By (5.18) below

(5.16)
\[
\lim_{x \to \infty} (\log x)^{-\beta} \mathbb{E}[M_{n_1}]^\alpha 1_{\{M_{n_1}^T > xT^{-1}} = 0.
\]

Then letting \(x \to \infty\) first and then \(\varepsilon \to 0\), we obtain (5.15). Now (5.10) yields the ‘+’ part of (5.8), while the ‘+’ part of (5.9) with \(c_{2,\pm} = c_2/2\) follows from the first part of (5.13). The ‘−’ parts hold by changing signs before \(W_2\) in both \(I_{M_{+}}\). Notice that if \(P(A_{11} < 0) > 0\), then we do not need to distinguish ‘+’ and ‘−’ parts in both (5.8) and (5.9).

If \(P(A_{11} > 0) = 1\), the Goldie’s constants are \(c_{2,\pm}\) and we claim that

(5.17)
\[
\lim_{x \to \infty} (I_{\pm} - c_{2,\pm} \mathbb{E}(M_{n_1}^\pm)^\alpha (\log x)^{-\beta}) = 0.
\]

Indeed, similarly as before we write

\[
\begin{align*}
&\left| I_+ - c_{2,\pm} \mathbb{E}(M_{n_1}^\pm)^\alpha (\log x)^{-\beta} \right| \\
&\leq (\log x)^{-\beta} \mathbb{E}\left[ M_{I_{\pm}} - c_{2,\pm} \right] \left( M_{n_1}^\pm \right)^\alpha \left( 1_{\{M_{\pm1}^T < x} + 1_{\{M_{\pm1}^T > xT^{-1}} \right) \\
&\leq \varepsilon (\log x)^{-\beta} \mathbb{E}[M_{n_1}]^\alpha + C(\log x)^{-\beta} \mathbb{E}[M_{n_1}]^\alpha 1_{\{M_{n_1}^T > xT^{-1}} ,
\end{align*}
\]

where the last term tends to 0 as \(x \to \infty\) and \(\varepsilon \to 0\) under (5.10). Notice that (5.17) implies

\[
\begin{align*}
&\left| I_+ + I_- - c_{2,\pm} (\log x)^{-\beta} \mathbb{E}(M_{n_1}^\pm)^\alpha - c_{2,\pm} (\log x)^{-\beta} \mathbb{E}(M_{n_1}^-)^\alpha \right| \\
&\to 0.
\end{align*}
\]

Thus by (5.11) of Lemma 5.2 for \(\beta = \alpha/2\) we obtain the ‘+’ part of (5.8) with \(c_2 = c_{2,\pm} c_{2,\pm}\). The ‘−’ part of (5.8) follows by changing signs before \(W_2\) of \(I_{M_{\pm}}\), so that \(c_{2,\pm}\) changed to \(c_{2,\pm}\) in (5.17), though these operations yield the same result. The ‘±’ parts of (5.9) are similar, but we rely on the second part of (5.13) in Lemma 5.3.

Now we are going to prove (5.16). We apply Lemma 5.8 to the case \(\rho_1 = \rho_2 = |\Pi(1)_{0,-1} A_{12,-i} \Pi(2)_{-1,i-1}|\), i.e. \(k = n_1 - i\). For \(m \in \mathbb{N}\) in view of (5.35) we have

\[
P(M_{n_1} | e^{mT} > x^{-1} n_1^{-1}) \leq \sum_{i=1}^{n_1} P(I_{i,k} > e^{mT-1} n_1^{-1}) \\
\leq C_1 n_1^{\alpha+2}(\log x)^{-\xi} x^{-\alpha} e^{-\alpha m e (xT)^{\alpha+1}},
\]

where \(e^{mT-1} n_1^{-1}\) plays the role of \(T\) in (5.36). Hence

\[
\mathbb{E}(M_{n_1} | 1_{\{M_{n_1}^T > xT^{-1}} \leq \sum_{m \geq 0} e^{\alpha(m+1)} x^\alpha T^{-\alpha} P(M_{n_1} > e^{mT} n_1^{-1}) \\
\leq C_1 T n_1^{\alpha+2}(\log x)^{-\xi} \sum_{m \geq 0} e^{-\xi x m} \\
\leq C_2 T n_1^{\alpha+2}(\log x)^{-\xi} e^{-\xi^{-1}}.
\]
Since it follows from (5.56) that
\[ \varepsilon_x^{-1} \leq C_3 (\log x)^{1/2}, \]
and so by (5.2) we obtain
\[ (5.18) \quad \mathbb{E} |M_{n_1}|^\alpha \mathbf{1}_{\{|M_{n_1}| > xT^{-1}\}} \leq C (\log x)^{-\xi + \alpha + 5/2} T \to 0. \]

5.2. **Proof of Theorem 3.4.** The aim of this section is to prove the following theorem

**Theorem 5.4.** Under assumptions of Theorem 3.4
\[ (5.19) \quad \lim_{x \to \infty} \mathbb{P}(\pm \tilde{Z}_{n_1} > x) x^\alpha (\log x)^{-1} = D \alpha \rho_1^{-1}. \]

Once (5.19) is proved, Theorem 3.4 follows. In this case splitting \( \tilde{Z}_{n_1} \) into \( \tilde{Z}_{n_1,1} \) and \( \tilde{Z}_{n_1,2} \), as before, is not sufficient. It turns out that both parts may contribute to the asymptotics. Therefore, we need to decompose \( \tilde{Z}_{n_1} \) in a different way. We do it in two steps to arrive finally at blocks of the type
\[ (5.20) \quad Z_{h,j} = \sum_{i=h+1}^j \Pi_{0,2-i}^{(1)} A_{12,1-i} W_{2,-i}. \]

To construct properly \( Z_{h,j} \) we define
\[ (5.21) \quad K = K(x) = \lfloor \rho_1 \rho_2^{-1} (L/2 - 1) \rfloor \]
and choose
\[ J = J(x) \in \mathbb{N} \text{ such that } JK \leq n_1 < (J + 1)K. \]

Further, let
\[ K' = K - \lfloor K^\theta \rfloor \]
for a fixed \( 0 < \theta < 1 \). Then \( j - i \) in (5.20) is equal to \( K \) or \( K^\theta \), which is much smaller than \( n_1 \).

**First decomposition.** Firstly we decompose \( \tilde{Z}_{n_1} \) as
\[ \tilde{Z}_{n_1} = \sum_{s=0}^{J-1} \left( \sum_{i=sK+1}^{sK+K'} \sum_{i=sK+K'+1}^{(s+1)K} + \sum_{i=JK+1}^{n_1} \right) \Pi_{0,2-i}^{(1)} A_{12,1-i} W_{2,-i} \]
\[ = \sum_{s=0}^{J-1} \left( \frac{Z_{sK,sK+K'} R_s}{Q_s} + \frac{Z_{sK+K'+1, (s+1)K} Q_s}{R_J} \right) + Z_{JK,n_1} =: \sum_{s=0}^{J-1} (R_s + Q_s) + R_J, \]
where \( R_s \) are blocks of length \( K' = K - \lfloor K^\theta \rfloor \) and \( Q_s \) are those of \( \lfloor K^\theta \rfloor \). Introducing shorter blocks \( Q_s \), we may regard \( R_s \) as nearly “independent”. Moreover, they constitute the main part and due to “independence”,
\[ (5.22) \quad \mathbb{P} \left( \pm \tilde{Z}_{n_1} > x \right) \sim \mathbb{P} \left( \sum_{s=0}^{J-1} \pm R_s > x \right) \sim \sum_{s=0}^{J-1} \mathbb{P} \left( \pm R_s > x \right), \]
All of these approximations are heuristic and not completely exact at this stage. This kind of approach has already been taken in [9].
Second decomposition. Secondly, as in (1.11), we apply the iteration (2.3) of $W_2$ to blocks $Z_{h,j}$ and we write

$$Z_{h,j} = \Pi_{0,1-h}^{(1)} \sum_{i=h+1}^{j} \Pi_{h,2-i}^{(1)} A_{12,1-i} W_{2,-i}, \quad j \geq i$$

where

$$M_{h,j} = \sum_{i=h+1}^{j} \Pi_{h,2-i}^{(1)} A_{12,1-i} \Pi_{-i,1-j}^{(2)},$$

$$Z_{h,j,2} = \sum_{i=h+1}^{j} \Pi_{h,2-i}^{(1)} A_{12,1-i} \sum_{k=0}^{j-i-1} \Pi_{-i,1-i-k}^{(2)} B_{2,-i-k}.$$ 

Accordingly, $R$ and $Q$ are further decomposed as

$$R_s = R_{s,1} + R_{s,2} \quad \text{and} \quad Q_s = Q_{s,1} + Q_{s,2},$$

where for $s \leq J - 1$

$$R_{s,1} = \Pi_{0,1-sK}^{(1)} M_{sK,sK+K'} W_{2,-sK-K'} \quad \text{and} \quad R_{s,2} = \Pi_{0,1-sK}^{(1)} Z_{sK,sK+K',2},$$

$$Q_{s,1} = \Pi_{0,1-sK-K'}^{(1)} M_{sK+K',(s+1)K} W_{2,-(s+1)K} \quad \text{and} \quad Q_{s,2} = \Pi_{0,1-sK-K'}^{(1)} Z_{sK+K',(s+1)K,2},$$

and for $s = J$

$$R_{J,1} = \Pi_{0,1-JK}^{(1)} M_{JK,n_1} W_{2,-n_1} \quad \text{and} \quad R_{J,2} = \Pi_{0,1-JK}^{(1)} Z_{JK,n_1,2}.$$

Notice that $\Pi_{0,1-sK,K'} M_{sK,sK+K'} W_{2,-sK-K'}$ are independent and $M_{sK,sK+K'} \overset{d}{=} M_{0,K'}$. Finally

$$\tilde{Z}_{n_1} = \sum_{s=0}^{J-1} R_{s,1} + \sum_{s=0}^{J-1} Q_{s,1} + \sum_{s=0}^{J-1} (R_{s,2} + Q_{s,2}) + R_J.$$ 

Now we are able to make (5.22) more precise. The tail asymptotics of $\tilde{Z}_{n_1}$ is determined by $\mathbb{P}\left(\sum_{s=0}^{J-1} R_{s,1} > x\right)$. Moreover, due to separation between $R_{s,1}$ and $R_{r,1}$, $s \neq r$, they are kind of independent (see Lemma 5.13), i.e.

$$\mathbb{P}\left(\sum_{s=0}^{J-1} R_{s,1} > x\right) = \sum_{s=0}^{J-1} \mathbb{P}(R_{s,1} > x) + \text{lower order terms.}$$

The decomposition (5.27) constitutes the main part of the proof of Theorem 3.4 Moreover, by Lemma 5.6 a single block behaves as

$$\mathbb{P}(R_{s,1} > x) \sim x^{-\alpha} K,$$

and so

$$\sum_{s=0}^{J-1} \mathbb{P}(R_{s,1} > x) \sim x^{-\alpha}(\log x).$$

Similarly,

$$\mathbb{P}(R_J > x) = O(x^{-\alpha} K).$$
The other terms in (5.26) are negligible ad they are taken care of in section 5.4. In Lemma 5.12 and Corollary 5.15 we prove that

\[ \mathbb{P}\left( \sum_{s=0}^{J} |R_{s,2}| + \sum_{s=0}^{J-1} |Q_{s,2}| > \delta x \right) = o(x^{-\alpha} \min(\delta, 1)^{-\alpha-1}). \]

\[ \mathbb{P}\left( \sum_{s=0}^{J-1} |Q_{s,1}| > \delta x \right) = o(x^{-\alpha} \log x) \min(\delta, 1)^{-\alpha}. \]

Therefore,

\[ \mathbb{P}\left( \tilde{Z}_{n1} > x \right) = \sum_{s=0}^{J-1} \mathbb{P}(R_{s,1} > x) + \text{lower order terms}. \]

The tail of \( R_{s,1} \) is described in Lemma 5.6. In view of (5.24) and Breiman’s lemma, we have

\[ \mathbb{P}(\pm R_{s,1} > x) \sim \mathbb{E}(M_{n1}^\pm)^\alpha \mathbb{P}(W_2 > x) + \mathbb{E}(M_{n2}^\pm)^\alpha \mathbb{P}(-W_2 > x), \text{ as } x \to \infty \]

(cf. (3.13)).

To handle \( \mathbb{E}(M_{n1}^\pm)^\alpha \), we change the measure as in (1.3). Namely, we consider SRE (4.6) under \( \mathbb{P}_\alpha = \mathbb{P}_{\alpha_2} \). Again if \( \mathbb{P}(A_{22} < 0) > 0 \), only \( \mathbb{E}|M_n|^\alpha \) is needed.

**Lemma 5.5.** Let \( V = A_{11}A_{22}^{-1} \). Under assumptions of Theorem 3.4, \( 0 < \rho_V = \mathbb{E}_\alpha |V|^\alpha \log |V| < \infty \) holds, the stationary solution \( X_0 \) to (4.6) as well as the limits

\[ \lim_{x \to \infty} \mathbb{P}(\pm X_0 > x)x^{-\alpha} \quad \text{and} \quad \lim_{x \to \infty} (n\alpha)^{-1}\mathbb{E}|M_n|^\alpha \]

exist. Moreover,

\[ c_R := \lim_{n \to \infty} (n\alpha)^{-1}\mathbb{E}|M_n|^\alpha = \lim_{x \to \infty} \rho_V \mathbb{P}(|X_0| > x)x^{-\alpha}. \]

If additionally \( \mathbb{P}(A_{22} > 0) = 1 \) then

\[ c_{R,\pm} := \lim_{n \to \infty} (n\alpha)^{-1}\mathbb{E}(M_{n1}^\pm)^\alpha = \lim_{x \to \infty} \rho_V \mathbb{P}(\pm X_0 > x)x^{-\alpha} \]

exists and \( c_R = c_{R,+} + c_{R,-} \) is not zero iff for every \( x \in \mathbb{R}, \mathbb{P}(A_{11}x + A_{12} = A_{22}x) < 1 \). Notice that if also \( \mathbb{P}(A_{11} > 0) = 1 \) in (5.29) then \( c_{R,\pm} = c_R/2 \).

**Proof.** As in the proof of Lemma 4.1, we write

\[ \mathbb{E}|M_n|^\alpha = \mathbb{E}(\Pi_{0,1-n}^{(2)})^\alpha \sum_{i=1}^{n} V_0 \cdots V_{2-i}U_{1-i} |^\alpha := \mathbb{E}_\alpha \sum_{i=1}^{n} V_0 \cdots V_{2-i}U_{1-i} |^\alpha. \]

Now \( \sum_{i=1}^{n} V_0 \cdots V_{2-i}U_{1-i} \) plays the role of \( \mathcal{X}_n \) in Theorem 6.2 and so for (5.28) it suffices to check assumptions \( \mathcal{A}(\alpha) \) and (6.4) for the recursion \( X_t = V_tX_{t-1} + U_t \).

By [A1], \( \mathbb{E}_\alpha |V|^\alpha = \mathbb{E}|A_{11}|^\alpha = 1 \) and \( \mathbb{E}_\alpha |V|^\alpha + \mathbb{E}_\alpha |U|^\alpha < \infty \) for some \( \eta > 0 \) (see [A5]). A similar argument as with SRE (1.0), \( 0 < \rho < \infty \) follows (Take \( f(\beta) = \mathbb{E}_\alpha |V|^\beta \) with \( f(0) = f(\alpha) = 1 \) and apply convexity of \( f(\beta) \) together with \( f(\alpha + \eta) < \infty \)). Due to [A4], \( \log |V| \) is non-arithmetic. Moreover, \( Vx + U = x \iff A_{11}x + A_{12} = A_{22}x \). Thus the assumptions are satisfied.

For (5.29) we write

\[ \mathbb{E}(M_{n1}^\pm)^\alpha = \mathbb{E}(\Pi_{0,1-n}^{(2)})^\alpha \left\{ \left( \sum_{i=1}^{n} V_0 \cdots V_{2-i}U_{1-i} \right)^\pm \right\}^\alpha = \mathbb{E}_\alpha \left\{ \left( \sum_{i=1}^{n} V_0 \cdots V_{2-i}U_{1-i} \right)^\pm \right\}^\alpha \]

and we proceed as before using Theorem 6.2.

\[ \square \]
Proof of Theorem 5.4. We are going to show that

\[ \lim_{x \to \infty} \mathbb{P}(\pm \tilde{Z}_{n_1} > x)x^\alpha (\log x)^{-1} = \lim_{x \to \infty} \sum_{s=0}^{J-1} \mathbb{P}(\pm R_{s,1} > x)x^\alpha (\log x)^{-1} = \alpha \rho_1^{-1} D. \]

Since the proofs are quite similar, we only treat the positive case. Firstly notice that by the previous lemma

\[ \mathbb{P}(R_{j,1} > x) \leq C \mathbb{E}|M_{jK,n_1}|^\alpha x^{-\alpha} = C \mathbb{E}|M_{n_1-JK}|^\alpha x^{-\alpha} \leq CK x^{-\alpha} = o(x^{-\alpha} \log x). \]

To justify (5.30) we are going to use auxiliary results gathered in section 5.4. In view of Lemma 5.12 and Corollary 5.15 we have

\[ \mathbb{P}(\tilde{Z}_{n_1} > x) \leq \mathbb{P}\left( \sum_{s=0}^{J-1} R_{s,1} > (1 - \varepsilon)x \right) + \mathbb{P}\left( \sum_{s=0}^{J-1} Q_s + \sum_{s=0}^{J} R_{s,2} > \varepsilon x/2 \right) + \mathbb{P}(R_{j,1} > \varepsilon x/2) \]

\[ = \mathbb{P}\left( \sum_{s=0}^{J-1} R_{s,1} > (1 - \varepsilon)x \right) + \varepsilon^{-\alpha - 1} o(x^{-\alpha} \log x), \]

where we notice that \( J \leq n_1/K = o(\log x) \), and similarly

\[ \mathbb{P}(\tilde{Z}_{n_1} > x) \geq \mathbb{P}\left( \sum_{s=0}^{J-1} R_{s,1} > (1 + \varepsilon)x \right) - \mathbb{P}\left( -\sum_{s=0}^{J-1} Q_s - \sum_{s=0}^{J} R_{s,2} > \varepsilon x/2 \right) - \mathbb{P}(-R_{j,1} > \varepsilon x/2). \]

Hence with some \( r_{\varepsilon,x} := \varepsilon^{-\alpha - 1} o(x^{-\alpha} \log x) > 0, \)

\[ \mathbb{P}\left( \sum_{s=0}^{J-1} R_{s,1} > (1 + \varepsilon)x \right) - r_{\varepsilon,x} \leq \mathbb{P}(\tilde{Z}_{n_1} > x) \leq \mathbb{P}\left( \sum_{s=0}^{J-1} R_{s,1} > (1 - \varepsilon)x \right) + r_{\varepsilon,x} \]

and it is enough to prove that

\[ \limsup_{x \to \infty} \mathbb{P}\left( \sum_{s=0}^{J-1} R_{s,1} > (1 - \varepsilon)x \right)x^\alpha (\log x)^{-1} \leq \alpha \rho_1^{-1} D(1 - 2\varepsilon)^{-\alpha}, \]

(5.32) \[
\liminf_{x \to \infty} \mathbb{P}\left( \sum_{s=0}^{J-1} R_{s,1} > (1 + \varepsilon)x \right)x^\alpha (\log x)^{-1} \geq \alpha \rho_1^{-1} D(1 + 2\varepsilon)^{-\alpha}. \]

\[]

Indeed, letting \( \varepsilon \to 0 \) in (5.32) and (5.33) we obtain (5.30).

Choose \( 0 < 8\delta = \varepsilon < 1/3 \) and decompose the event \( \{ \sum_{s=0}^{J-1} R_{s,1} > (1 \pm \varepsilon)x \} \) into three ones: either all \( |R_{s,1}| \) are smaller than \( \delta x \) or at least two of them are larger than \( \delta x \) or just one is larger than \( \delta x \). The last event is dominant. By Lemmas 5.13 and 5.14

\[ \mathbb{P}\left( \sum_{s=0}^{J-1} R_{s,1} > (1 \pm \varepsilon)x, \forall s \mid R_{s,1} \leq \delta x \right) = o(x^{-\alpha}) \varepsilon^{-\alpha}, \]

(5.34) \[
\sum_{s=0}^{J-1} R_{s,1} > (1 \pm \varepsilon)x, \exists r \neq u \mid R_{u,1} > \delta x, \mid R_{r,1} > \delta x \right) = o(x^{-\alpha}) \varepsilon^{-\alpha}. \]

(5.35)
Thus, suppose now that there is only one \( s \) such that \(|R_{s,1}| > \delta x\). Then either \( \sum_{r \neq s} |R_{r,1}| \) is larger than \( \varepsilon x \) or not. The first case is irrelevant because by Lemma 5.4 we have
\[
\mathbb{P}\left( \sum_{r=0}^{J-1} R_{r,1} > (1 \pm \varepsilon)x, |R_{s,1}| > \delta x, \sum_{r \neq s} |R_{r,1}| > \varepsilon x, \forall r \neq s |R_{r,1}| \leq \delta x \right) = o(x^{-\alpha})\varepsilon^{-\alpha}.
\]
In the second case \( R_{s,1} > 0 \) and we are left with disjoint sets \( \Omega_s, s = 0, \ldots, J - 1 \):
\[
\Delta_{s,\pm} = \left\{ \sum_{r=0}^{J-1} R_{r,1} > (1 \pm \varepsilon)x, R_{s,1} > \delta x, \sum_{r \neq s} |R_{r,1}| \leq \varepsilon x, \forall r \neq s |R_{r,1}| \leq \delta x \right\}.
\]
We further define disjoint sets
\[
\Omega_{s,\pm} = \left\{ R_{s,1} > (1 \pm 2\varepsilon)x, \sum_{r \neq s} |R_{r,1}| \leq \varepsilon x, \forall r \neq s |R_{r,1}| \leq \delta x \right\},
\]
and then
\[
\Omega_{s,\pm} \subset \Delta_{s,\pm} \subset \Omega_{s,-}.
\]
We are going to prove that
\[
(5.36) \quad \lim_{x \to \infty} \mathbb{P}(\Omega_{s,\pm}) x^\alpha K^{-1} = \alpha \mathcal{D}(1 \pm 2\varepsilon)^{-\alpha}
\]
holds uniformly in \( s \). Let us see first that (5.36) implies (5.32) and (5.33) and then prove (5.36). For every \( \eta > 1 \) there is \( x_0 \) such that
\[
\mathbb{P}(\Omega_{s,-}) x^\alpha K^{-1} \leq \eta \alpha \mathcal{D}(1 + 2\varepsilon)^{-\alpha}
\]
for \( x \geq x_0 \) and all \( s \). Moreover, increasing possibly \( x_0 \), we may assume that for \( x \geq x_0 \),
\[
(\log x)^{-1} \leq \eta \rho_1^{-1} (JK)^{-1} \quad \text{(see (5.21))}.
\]
So by disjointness of the sets \( \Delta_s \), we have
\[
\limsup_{x \to \infty} \mathbb{P}\left( \sum_{s=0}^{J-1} R_{s,1} > (1 - \varepsilon)x \big) x^\alpha (\log x)^{-1}
\]
\[
\leq \limsup_{x \to \infty} \mathbb{P}\left( \bigcup_{s=0}^{J-1} \Delta_{s,-} \big) x^\alpha (\log x)^{-1}
\]
\[
\leq \limsup_{x \to \infty} \left( \sum_{s=0}^{J-1} \mathbb{P}(\Omega_{s,-}) x^\alpha K^{-1} \right) \eta \rho_1^{-1} J^{-1}
\]
\[
\leq \eta^2 \alpha \mathcal{D}(1 - 2\varepsilon)^{-\alpha} \rho_1^{-1}.
\]
Now letting \( \eta \downarrow 1 \) we obtain (5.32). We proceed similarly with (5.33).

Finally, we prove (5.36). Notice that \( \Omega_{s,\pm} \subset \{R_{s,1} > (1 \pm 2\varepsilon)x\} \) and
\[
\{R_{s,1} > (1 \pm 2\varepsilon)x\} \setminus \Omega_{s,\pm} \subset \bigcup_{r \neq s} \{R_{s,1} > (1 \pm 2\varepsilon)x, |R_{r,1}| > \delta x\}
\]
\[
\cup \left\{ \sum_{r \neq s} |R_{r,1}| > \varepsilon x, \forall r \neq s |R_{r,1}| \leq \delta x \right\}.
\]
Hence in view of Lemmas 5.13 and 5.14
\[
(5.37) \quad \mathbb{P}(\{R_{s,1} > (1 \pm 2\varepsilon)x\} \setminus \Omega_{s,\pm}) \leq J \delta^{-\alpha} o(x^{-\alpha})
\]
independently of $s$. On the other hand, in view of Lemma \ref{lem:5.6} and definition of $D$, 

\begin{equation}
\lim_{x \to \infty} \mathbb{P}(R_{s,1} > (1 \pm 2\varepsilon)x) x^\alpha K^{-1} = (1 \pm 2\varepsilon)^{-\alpha} aD
\end{equation}

uniformly in $s$ and \eqref{eq:5.36} follows. \hfill\Box

The next lemma gives the precise tail asymptotics of $R_{s,1}, Q_{s,1}$, which respectively yields \eqref{eq:5.38} in the proof of Theorem \ref{thm:5.4} and \eqref{eq:5.74} in the proof of Corollary \ref{cor:5.15}. Recall that $K = |\rho_1 \rho_2^{-1}(L/2 - 1)|$ and $K' = K - [K^\theta]$ with $0 < \theta < 1$.

\begin{lemma}
Under assumptions of Theorem \ref{thm:3.4} we have
\begin{equation}
\lim_{x \to \infty} \mathbb{P}(|R_{s,1}| > x) x^\alpha K^{-1} = \lim_{x \to \infty} \mathbb{P}(|Q_{s,1}| > x) x^\alpha K^{-\theta} = c_2 R\alpha.
\end{equation}
If additionally $\mathbb{P}(A_{22} < 0) > 0$ or $[\mathbb{P}(A_{22} > 0) = 1, \mathbb{P}(A_{11} < 0) > 0]$, then
\begin{equation}
\lim_{x \to \infty} \mathbb{P}(\pm R_{s,1} > x) x^\alpha K^{-1} = c_2 c_R \alpha/2.
\end{equation}
If additionally $[\mathbb{P}(A_{22} > 0) = 1, \mathbb{P}(A_{11} > 0) = 1]$, then
\begin{equation}
\lim_{x \to \infty} \mathbb{P}(\pm R_{s,1} > x) x^\alpha K^{-1} = (c_{2,\pm} c_{R,\pm} + c_{2,\mp} c_{R,-}) \alpha.
\end{equation}
These convergences are uniform in $s$. Here as before we set $c_2 = c_{2,+} + c_{2,-}$ and $c_R = c_{R,+} + c_{R,-}$.

\textbf{Proof.} Since $R_{s,1}$ and $Q_{s,1}$ are the same in the structure and differ only in the number of terms, we consider $R_{s,1}$ only and omit the proof for $Q_{s,1}$. First we notice that \eqref{eq:5.39} is implied by \eqref{eq:5.40} and \eqref{eq:5.41} and we prove the latter two. Since the expression \eqref{eq:5.24} of $R_{s,1}$ is lengthy for convenience we write

\begin{equation}
\Pi_{0,1}^{(1)} sK = \Pi_{1-sK}, M_{sK,sK+K'} = M_{K'}, W_{2,-sK-K'} = W_2 \text{ so that } R_{s,1} = \Pi_{1-sK} M_K W_2.
\end{equation}

This makes sense since $M_{sK,sK+K'} \overset{d}{=} M_{0,K'} := M_{K'}, W_{2,-sK-K'} \overset{d}{=} W_2$ (by stationarity), $\Pi_{1-sK}, M_{K'}$ and $W_2$ are mutually independent and $\mathbb{E} |\Pi_{1-sK}|^\alpha = 1$. We are going to use regular variation of $W_2$ and define

\begin{align*}
P_+ &= \mathbb{P}(W_2 > x((\Pi_{1-sK} M_{K'})^+) - 1)x^\alpha ((\Pi_{1-sK} M_{K'})^+) - \alpha, \\
P_- &= \mathbb{P}(W_2 > x((\Pi_{1-sK} M_{K'})^-) - 1)x^\alpha ((\Pi_{1-sK} M_{K'})^-) - \alpha
\end{align*}

with convention that $P_\pm = 0$ on the set $\{\Pi_{1-sK} M_{K'} = 0\}$. Hence

\begin{equation}
\mathbb{P}(R_{s,1} > x) x^\alpha K^{-1} = \mathbb{E} P_+ (\Pi_{1-sK} M_{K'})^+ - \alpha K^{-1} + \mathbb{E} P_- (\Pi_{1-sK} M_{K'})^- - \alpha K^{-1}
\end{equation}

\begin{equation}
= T_+ + T_-
\end{equation}

Observe that for every $\varepsilon > 0$ there is $T > 0$ such that

\begin{equation}
|P_\pm - c_{2,\pm}| < \varepsilon \quad \text{if} \quad x((\Pi_{1-sK} M_{K'})^\pm) - 1 > T,
\end{equation}

where $c_{2,\pm}$ are as in \eqref{eq:5.2}. Hence one may expect that $\mathbb{P}(R_{s,1} > x) x^\alpha K^{-1}$ is approximated by $c_{2,\pm} \mathbb{E} (\Pi_{1-sK} M_{K'})^\pm - \alpha K^{-1}$, as $x \to \infty$. We will make this intuition precise.

\textbf{Step 1.} We utilize the following inequalities, which depend on signs of $A_{11}$ and $A_{22}$. Suppose that $\mathbb{P}(A_{22} < 0) > 0$. Then $c_{2,\pm} = c_2/2$ and

\begin{equation}
|\mathbb{P}(R_{s,1} > x) x^\alpha K^{-1} - c_2(2K)^{-1} \mathbb{E} |M_{K'}|^\alpha |
\end{equation}

\begin{equation}
= |\mathbb{P}(R_{s,1} > x) x^\alpha K^{-1} - c_2(2K)^{-1} \mathbb{E} |\Pi_{1-sK} M_{K'}|^\alpha |
\end{equation}
\[
\leq |\mathcal{T}_+ - c_2(2K)^{-1} \mathbb{E}((\Pi_{1-sK} M_{K'})^\pm)^\alpha| + |\mathcal{T}_- - c_2(2K)^{-1} \mathbb{E}((\Pi_{1-sK} M_{K'})^{-})^\alpha|.
\]
If \( \mathbb{P}(A_{22} > 0) = 1 \) then we write
\begin{equation}
(5.45)
|\mathbb{P}(R_{s,1} > x)x^\alpha K^{-1} - c_2+K^{-1}\mathbb{E}(M_{K'}^{+})^\alpha - c_2-K^{-1}\mathbb{E}(M_{K'}^{-})^\alpha| \\
\leq |\mathcal{T}_+ - c_2+K^{-1}\mathbb{E}(M_{K'}^{+})^\alpha| + |\mathcal{T}_- - c_2-K^{-1}\mathbb{E}(M_{K'}^{-})^\alpha|.
\end{equation}
If additionally \( \mathbb{P}(A_{11} > 0) = 1 \) then in (5.45) we have
\begin{equation}
(5.46)
|\mathcal{T}_\pm - c_2\pm K^{-1}\mathbb{E}(M_{K'}^{\pm})^\alpha| = |\mathcal{T}_\pm - c_2\pm K^{-1}\mathbb{E}((\Pi_{1-sK} M_{K'})^{\pm})^\alpha|.
\end{equation}
If \( \mathbb{P}(A_{11} < 0) > 0 \) then we write
\begin{equation}
(5.47)
|\mathcal{T}_\pm - c_2\pm K^{-1}\mathbb{E}(M_{K'}^{\pm})^\alpha| \leq |\mathcal{T}_\pm - c_2\pm K^{-1}\mathbb{E}((\Pi_{1-sK} M_{K'})^{\pm})^\alpha| \\
+ c_2\pm K^{-1}\mathbb{E}((\Pi_{1-sK} M_{K'})^{\pm})^\alpha - \mathbb{E}(M_{K'}^{\pm})^\alpha|.
\end{equation}
In **Step 3** we will prove that
\begin{equation}
(5.48)
\lim_{x \to \infty} K^{-1}|\mathbb{E}((\Pi_{1-sK} M_{K'})^{\pm})^\alpha - \mathbb{E}(M_{K'})^\alpha| = 0,
\end{equation}
provided \( \mathbb{P}(A_{22} > 0) = 1, \mathbb{P}(A_{11} < 0) > 0 \). Then (5.44), (5.46) and (5.47) may be treated in the same way because \( c_{2,\pm} = c_2/2 \) in (5.44). What we need is
\begin{equation}
(5.49)
\lim_{x \to \infty} |\mathcal{T}_\pm - c_2\pm K^{-1}\mathbb{E}((\Pi_{1-sK} M_{K'})^{\pm})^\alpha| = 0
\end{equation}
and it will be proved in **Step 4**.

**Step 2.** Observe that \( K \sim K' \) and in view of Lemma 5.5
\begin{equation}
(5.50)
\lim_{x \to \infty} K^{-1}\mathbb{E}|M_{K'}|^\alpha = c_R \alpha
\end{equation}
and if additionally \( \mathbb{P}(A_{22} > 0) = 1 \) then
\begin{equation}
(5.51)
\lim_{x \to \infty} K^{-1}\mathbb{E}(M_{K'}^{\pm})^\alpha = c_{R,\pm} \alpha,
\end{equation}
where \( c_{R,\pm} = c_R/2 \) holds when \( \mathbb{P}(A_{22} < 0) > 0 \). Now (5.40) for \( \mathbb{P}(A_{22} < 0) > 0 \) follows from (5.44), (5.49) and (5.50). If \( \mathbb{P}(A_{22} > 0) = 1, \mathbb{P}(A_{11} > 0) = 1 \) then, similarly, by (5.45), (5.46), (5.49) and (5.51),
\begin{equation}
\lim_{x \to \infty} \mathbb{P}(R_{s,1} > x)x^\alpha K^{-1} = (c_2+ c_{R,+} + c_2- c_{R,-}) \alpha,
\end{equation}
so that (5.41) follows. Finally If \( \mathbb{P}(A_{22} > 0) = 1, \mathbb{P}(A_{11} < 0) > 0 \) then by (5.45), (5.47)-(5.49) and (5.51) with \( c_{R,\pm} = c_R/2 \), the right hand side becomes
\((c_2+ c_{R,+} + c_2- c_{R,-}) \alpha = c_2 c_R \alpha/2,\)
which is (5.40) under the second condition. The proof for \( -R_{s,1} \) is similar and so it is omitted. It suffices to change the signs of \( (\Pi_{1-sK} M_{K'}) \) in both \( P_+ \) and \( P_- \) and proceed as before.

**Step 3.** First we show (5.48). Observe that
\[
K^{-1}\mathbb{E}(M_{K'}^{\pm})^\alpha = K^{-1}\mathbb{E}|\Pi_{1-sK}|^\alpha(M_{K'}^{\pm})^\alpha \\
= K^{-1}\mathbb{E}(\Pi_{1-sK}^{\pm})^\alpha(M_{K'}^{\pm})^\alpha + K^{-1}\mathbb{E}(\Pi_{1-sK}^{-})^\alpha(M_{K'})^\alpha \\
+ K^{-1}\mathbb{E}(\Pi_{1-sK}^{-})^\alpha(M_{K}')^\alpha - K^{-1}\mathbb{E}(\Pi_{1-sK}^{-})^\alpha(M_{K'})^\alpha \\
= K^{-1}\mathbb{E}(\Pi_{1-sK} M_{K'})^\alpha + K^{-1}\mathbb{E}(\Pi_{1-sK} M_{K'})^\alpha - K^{-1}\mathbb{E}(\Pi_{1-sK} M_{K'})^\alpha \\
+ K^{-1}\mathbb{E}(\Pi_{1-sK} M_{K'})^\alpha - K^{-1}\mathbb{E}(\Pi_{1-sK} M_{K'})^\alpha.
Since
\[ \lim_{K \to \infty} K^{-1} \mathbb{E}(M_{K'}^\pm)^\alpha = c_R/2, \]
the last row tends to 0. Indeed,
\[ \lim_{x \to \infty} K^{-1} |\mathbb{E}(\Pi_{1-sK}^\pm)| \leq \lim_{x \to \infty} |K^{-1} \mathbb{E}(M_{K'}^\pm)^\alpha - K^{-1} \mathbb{E}(M_{K'}^\pm)^\alpha| = 0. \]
The same holds with \( K^{-1} \mathbb{E}(M_{K'}^\pm)^\alpha \) and its approximation \( K^{-1} \mathbb{E}(\Pi_{1-sK} M_{K'})^\pm \).

**Step 4.** Due to the regular variation of \( W_2 \)
\[ \sup_{u>0} \mathbb{P}(\pm W_2 > u) u^\alpha < \infty. \]
Hence \( P_+ \), \( P_- \) are bounded independently of \( (\Pi_{1-sK} M_{K'})^\pm \). Therefore, for (5.49) we use (5.43) and so we may write
\[ \frac{1}{c_2} K^{-1} \mathbb{E}(\Pi_{1-sK} M_{K'})^\pm \mathbb{E}(M_{K'}^\pm)^\alpha \leq K^{-1} \mathbb{E}|P_+ - c_2 K^{-1} (\Pi_{1-sK} M_{K'})^\pm\alpha \]
\[ \leq \varepsilon K^{-1} \mathbb{E}(\Pi_{1-sK} M_{K'})^\pm \mathbb{E}(M_{K'}^\pm)^\alpha 1_{\{\Pi_{1-sK} M_{K'}^\pm \leq xT^{-1}\}} \]
\[ + \alpha c K^{-1} \mathbb{E}(\Pi_{1-sK} M_{K'})^\pm \mathbb{E}(M_{K'}^\pm)^\alpha 1_{\{\Pi_{1-sK} M_{K'}^\pm \geq xT^{-1}\}} \]
\[ \leq \varepsilon K^{-1} \mathbb{E}(M_{K'})^\alpha + K^{-1} \mathbb{E}(\Pi_{1-sK} M_{K'})^\alpha 1_{\{\Pi_{1-sK} M_{K'}^\pm \geq xT^{-1}\}} \]
and \( \varepsilon \) is independent of \( s \).

Hence in view of (5.28) it suffices to prove that
\[ K^{-1} \mathbb{E}(\Pi_{1-sK} M_{K'})^\pm \mathbb{E}(M_{K'}^\pm)^\alpha 1_{\{\Pi_{1-sK} M_{K'} \geq xT^{-1}\}} \to 0 \]
as \( x \to \infty \) uniformly in \( s \). We need to estimate \( \mathbb{P}(\Pi_{1-sK} M_{K'} > xT^{-1} e^m) \). Recall from (5.28) that \( \Pi_{1-sK} M_{K'} = \Pi_{1-sK} M_{K,sK+K'} \) is the sum of terms
\[ I_i = \left\{ \begin{array}{ll} \Pi_{1-sK} M_{K,sK+K'}^\pm \mathbb{E}(M_{K'}^\pm)^\alpha & \text{for } sK + 1 \leq i \leq sK + K' \text{ and } s \leq J - 1 \\ \Pi_{1-sK} M_{K,sK+K'}^\pm \mathbb{E}(M_{K'}^\pm)^\alpha & \text{for } JK + 1 \leq i \leq n_1 \text{ and } s = J. \end{array} \right. \]
To estimate \( I_i \) we use Lemma 5.8 with \( I_i \) playing the role of \( I_i,k \) and
\[ k = \left\{ \begin{array}{ll} sK + K' - i \leq K & \text{for } sK + 1 \leq i \leq sK + K' \text{ and } s \leq J - 1 \\ n_1 - i \leq K & \text{for } JK + 1 \leq i \leq n_1 \text{ and } s = J. \end{array} \right. \]
Notice that since \( K = |\rho_1 \rho_2^2 (L/2 - 1)| \), we have
\[ \rho_1 i + \rho_2 k = \rho_1 n_1 + \rho_2 K \leq \rho_1 n_0 - \rho_1 L + \rho_2 K \leq \rho_1 (n_0 - L/2). \]
Thus, with parameters \( \tilde{L} = L/2, \tilde{\Omega} = \Omega/2, \tilde{n}_1 = |n_0 - \tilde{L}|, \)
\[ \tilde{\xi} = \frac{\rho_1^2 \tilde{L}^2}{16C_0} \quad \text{and} \quad \tilde{\varepsilon}_x = \frac{\rho_1 \tilde{L}}{2C_0(n_0 - \tilde{L})} \geq \frac{\rho_1^2}{2C_0(\log x)^{1/2}}, \]
we may apply Lemma 5.8 (the first part of (5.53)). Hence
\[ \mathbb{P}(\Pi_{1-sK} M_{K'} > x(TK)^{-1} e^m) \leq C(\log x)^{-\tilde{\xi} x^{-\alpha}(TK)^{\alpha + \tilde{\varepsilon}_x} e^{-(\alpha + \tilde{\varepsilon}_x)m}. \]
Then
\[ \mathbb{P}(\Pi_{1-sK} M_{K'} > xT^{-1} e^m) \leq \sum_{i=1}^{K'} \mathbb{P}(\Pi_{1-sK} M_{K'} > xT^{-1} e^m K'^{-1}) \]
\[ \leq C K^{\alpha+1+\tilde{\varepsilon}} (\log x)^{-\tilde{\varepsilon}} x^{-\alpha T^{\alpha+\tilde{\varepsilon}} e^{-(\alpha+\tilde{\varepsilon}) m}} \]

and

\[ \mathbb{E} |\Pi_{1-sK} M_K|^\alpha \mathbf{1}_{\{|\Pi_{1-sK} M_K| \geq 2 x T^{\tau-1} \varepsilon^{-m}\}} \leq \sum_{m \geq 0} \mathbb{E} |\Pi_{1-sK} M_K|^\alpha \mathbf{1}_{\{|x T^{\tau-1} e^{-m} \leq |\Pi_{1-sK} M_K| \leq 2 x T^{\tau-1} e^{m+1}\}} \]

\[ \leq C (\log x)^{-\tilde{\varepsilon}} K^{\alpha+2} T^{\tilde{\varepsilon}} \sum_{m \geq 0} e^{-\tilde{\varepsilon} x m} \]

\[ \leq C K^{\alpha+2} (\log x)^{-\tilde{\varepsilon}} \leq C (\log x)^{-\tilde{\varepsilon}+\alpha/2+2} = o(1), \]

in view of (5.2) and the conclusion follows. In the same way we prove the statement for \( Q_{s,1} \).

\[ \square \]

5.3. Negligible parts for Theorems 3.3 and 3.4. In this section, we study the negligible partial sums \( \tilde{Z}^{n_2}, \tilde{Z}^{n_1,n_2} \) of decomposition (5.3) as well as \( \tilde{Z}^{n_2}, \) Lemma 5.11 for \( \tilde{Z}^{n_2}, \) Lemma 5.11 for \( \tilde{Z}^{n_1,n_2} \) and Corollary 5.9 for \( \tilde{Z}^{n_1,2} \). At this point we do not distinguish between the cases \( \mathbb{P}(A_{11} = A_{22}) < 1 \) and \( \mathbb{P}(A_{11} = A_{22}) = 1 \). The main tool is Lemma 5.8 where we derive the behavior of the products \( \Pi_{0,2-i} A_{121-i} \Pi_{-i,1-i-k} \) which are both well defined and continuous. Indeed, for \( \beta < \alpha + \eta \) there is \( M > 0 \) such that

\[ |x|^{\beta} (\log |x|)^2 \leq |x|^{\alpha+\eta} \forall M \]

and we may apply the dominated convergence theorem. We have

\[ (\log \lambda(\beta))' = \frac{\lambda'(\beta)}{\lambda(\beta)} \quad \text{and} \quad (\log \lambda(\beta))'' = \frac{\lambda''(\beta) \lambda(\beta) - \lambda'(\beta)^2}{\lambda(\beta)^2}, \]

which are both well defined and continuous on \( \beta < \alpha + \eta \) as well. Thus, there exists \( C_0 \) such that

\[ (5.54) \sup_{|\beta - \alpha| \leq \varepsilon_0} (\log \lambda(\beta))'' \leq 2 C_0 < \infty. \]

Now Taylor series expansion together with \( \lambda(\alpha) = 1 \) yields

\[ \log \lambda(\alpha \pm \varepsilon) \leq \pm \varepsilon \lambda'(\alpha) + C_0 \varepsilon^2 \]

and (5.53) follows. \[ \square \]

Recall that \( n_1, n_2 \) and \( D \) are as in (5.1), (5.2) and \( \rho_1, \rho_2 \) as in (3.1).
Lemma 5.8. Suppose [A1], [A2]. For $i + k \leq n_1$ define
\[ I_{i,k} = |\Pi_{0,2-i}^{(1)} A_{12,1-\Pi_{-i-1-i-k}^{(2)}}| \quad \text{or} \quad |\Pi_{0,2-i}^{(1)} A_{12,1-\Pi_{-i-1-i-k}^{(2)}} B_{2-i-k}|. \]
Then there is a constant $C > 0$ such that for every $T > 0$ and $x > 1$
\begin{equation}
\mathbb{P}(|I_{i,k}| > xT) \leq \begin{cases} \frac{C}{\log x} x^{-\alpha T - \alpha - \varepsilon} & \text{if } \rho_1 i + \rho_2 k \leq n_1 \rho_1 \\ \frac{C}{\log x} x^{-\alpha T - \alpha + \varepsilon} & \text{if } \rho_1 i + \rho_2 k \geq n_2 \rho_1, \end{cases}
\end{equation}
where
\begin{equation}
\xi = \frac{\rho_1^3 D^2}{4C_0} \quad \text{and} \quad \frac{\rho_1^3 D^2}{2C_0 \sqrt{\log x}} \leq \varepsilon_x \leq 1.
\end{equation}

Proof. We start with the first part of (5.55). Applying Markov inequality, we have
\[ \mathbb{P}(|I_{i,k}| > xT) \leq \mathbb{E}[A_{11}^{(\alpha + \varepsilon)}]^{-1} \mathbb{E}[A_{12}^{(\alpha + \varepsilon)} A_{22}^{(\alpha + \varepsilon)}]^{k} (1 \lor \mathbb{E}|B_2^{(\alpha + \varepsilon)}| x^{-(\alpha + \varepsilon)} T^{-(\alpha - \varepsilon)}).
\]
We further observe by Lemma 5.7 that
\[ \mathbb{P}(|I_{i,k}| > xT) \leq Ce^{\rho_1 L + C_\varepsilon^2(n_0 - L)} x^{-(\alpha + \varepsilon)} T^{-(\alpha - \varepsilon)}.
\]
because $e^{\rho_1 \varepsilon n_0} \leq x$ by $n_0 = \lfloor \rho_1^{-1} \log x \rfloor$. Finally, we minimize $-\rho_1 L + C_\varepsilon^2(n_0 - L)$ over $\varepsilon$ on $\varepsilon \in (0, \varepsilon_0 \wedge 1)$. The minimum is taken at
\begin{equation}
\varepsilon = \frac{\rho_1 L}{2C_0(n_0 - L)} < \varepsilon_0 \wedge 1
\end{equation}
when $x$ is sufficiently large, and its value is
\[ \frac{(\rho_1 L)^2}{4C_0(n_0 - L)} \leq -\xi \log \log x.
\]
Indeed, from definitions of $n_0$ and $L$, it is not difficult to observe that
\[ \frac{(\rho_1 L)^2}{4C_0(n_0 - L)} \geq \frac{\rho_1^3 D^2}{4C_0} \log \log x \geq \frac{\rho_1^3 D^2}{4C_0} \log \log x,
\]
and the first part follows.

For the second part of (5.55), again by Markov inequality we write
\[ \mathbb{P}(|I_{i,k}| > xT) \leq \mathbb{E}[A_{11}^{(\alpha - \varepsilon)}]^{-1} \mathbb{E}[A_{12}^{(\alpha - \varepsilon)} (1 \lor \mathbb{E}|B_2^{(\alpha - \varepsilon)}| x^{-(\alpha - \varepsilon)} T^{-(\alpha + \varepsilon)}),
\]
and we observe by Lemma 5.7 that
\[ \mathbb{P}(|I_{i,k}| > xT) \leq Ce^{(-\rho_1 L + C_\varepsilon^2(n_0 - L)) x^{-(\alpha - \varepsilon)} T^{-(\alpha + \varepsilon)} + C_\varepsilon^2(n_0 - L)} x^{-(\alpha + \varepsilon)} T^{-(\alpha + \varepsilon)}.
\]
Now minimizing the right hand side over $\varepsilon$ as before, we reach the second part. \square

Corollary 5.9. Assume [A1], [A2]. Let $\tilde{Z}_{n_1,2}$ be as in (5.7) and $\xi$ as in (5.56). If $\rho_2 \leq \rho_1$, then
\[ \mathbb{P}(|\tilde{Z}_{n_1,2}| > x) \leq C x^{-\alpha}(\log x)^{-\xi + 2\alpha + 4}.
\]
Proof. In view of (5.55), using that $\rho_1i + \rho_2k \leq n_1\rho_1$, we have
\[
\mathbb{P}(|\tilde{Z}_{n_1,2}| > x) \leq \sum_{i=1}^{n_1} \sum_{k=0}^{n_1-i-1} \mathbb{P}(|\prod_{0,2-i}^{(1)} A_{12,1-i} \prod_{1,1-i-k}^{(2)} B_{2,-i-k}| > x n_1^{-2}) \\
\leq C n_1^2 (\log x)^{-\alpha} x^{-\alpha} n_1^{2(\alpha+1)}
\]
and the conclusion follows. \qed

Lemma 5.10. Suppose [A1], [A2]. There is $C > 0$ such that for $\delta > 0$, $x > 1$
\[
(5.58) \quad \mathbb{P}(|\tilde{Z}^{n_2}| > \delta x) \leq C x^{-\alpha} \min(\delta, 1)^{-\alpha} (\log x)^{-\xi/2+2\alpha+1},
\]
where $\xi$ is as in (5.56).

Proof. We may assume that $\delta \leq 1$. The sum $\tilde{Z}^{n_2}$ starts from $i > n_2$ and we write $i = n_0 + k$, $k \geq L + 1$. Then
\[
\mathbb{P}(|\tilde{Z}^{n_2}| > \delta x) \leq \sum_{i=n_2+1}^{\infty} \mathbb{P}(|\prod_{0,2-i}^{(1)} A_{12,1-i} W_{2,-i}| > (6/\pi^2) \cdot \delta x / (i - n_0)^2) \\
= \sum_{k=L+1}^{\infty} \mathbb{P}(|\prod_{0,2-(n_0+k)}^{(1)} A_{12,1-(n_0+k)} W_{2,-(n_0+k)}| > (6/\pi^2) \cdot \delta x / k^2) \\
=: \sum_{k=L+1}^{\infty} \tilde{I}_{n_0+k},
\]
By Markov inequality, for $0 < \varepsilon \leq \varepsilon_0$, we have
\[
\tilde{I}_{n_0+k} \leq C (\mathbb{E}[A_{11}]^{\alpha-\varepsilon})^{n_0+k-1} \mathbb{E}[A_{12}]^{\alpha-\varepsilon} \mathbb{E}[W_2]^{\alpha-\varepsilon} (\varepsilon x)^{-\alpha+\varepsilon} k^{2(\alpha-\varepsilon)}.
\]
Due to Lemma 5.7 and inequality $e^{-\rho_1\varepsilon n_0} \leq e^{\rho_1 x^{-\varepsilon}}$ we have
\[
\tilde{I}_{n_0+k} \leq C e^{-\rho_1 \varepsilon + C_0 \varepsilon^2} (n_0+k-1) x^{-\alpha+\varepsilon} \delta^{-\alpha} k^{2(\alpha-\varepsilon)} \mathbb{E}[W_2]^{\alpha-\varepsilon} \\
\leq C e^{-\rho_1 \varepsilon k + C_0 \varepsilon^2} x^{-\alpha} \delta^{-\alpha} k^{2\alpha} \mathbb{E}[W_2]^{\alpha-\varepsilon}.
\]
Next we evaluate terms $e^{-\rho_1 \varepsilon k + C_0 \varepsilon^2} (n_0+k)$ and $\mathbb{E}[W_2]^{\alpha-\varepsilon}$. As done in the proof of Lemma 5.8 we minimize $-\rho_1 \varepsilon k + C_0 \varepsilon^2 (n_0+k)$ over $\varepsilon$. Increasing possibly $C_0$ we may assume that $2\varepsilon_0 C_0 / \rho_1 \geq 1$. The minimum is taken at
\[
(5.59) \quad \varepsilon = \frac{\rho_1 k}{2 C_0 (n_0+k)} = \varepsilon_k \leq \varepsilon_0
\]
and the minimal value is
\[
-(\rho_1 k)^2 / 4 C_0 (n_0+k) \leq \left\{ \begin{array}{ll}
-(\xi/2) \cdot \log \log x & \text{for } L \leq k \leq n_0 \\
-\rho_1 k / (8 C_0) & \text{for } k > n_0
\end{array} \right.
\]
We evaluate the rate of $\mathbb{E}[W_2]^{\alpha-\varepsilon} \rightarrow \infty$ as $\varepsilon \rightarrow 0$. By regularly variation of $W_2$,
\[
\mathbb{E}[W_2]^{\alpha-\varepsilon} \leq 1 + (\alpha - \varepsilon) \int_1^{\infty} t^{\alpha-\varepsilon-1} \mathbb{P}(|W_2| > t) \, dt \leq C \varepsilon^{-1},
\]
where by (5.59), $\varepsilon^{-1}$ satisfies
\[
\varepsilon^{-1} \leq 4 C_0 n_0 / (\rho_1 k) \quad \text{for } L \leq k \leq n_0 \quad \text{and} \quad \varepsilon^{-1} \leq 4 C_0 / \rho_1 \quad \text{for } k > n_0.
\]
Collecting all the bounds above we reach

\[
\sum_{k=L+1}^{\infty} \tilde{I}_{n_0+k} \leq C (\log x)^{-\xi/2} x^{-\alpha} \delta^{-\alpha} \sum_{k=0}^{n_0} \mathbb{E}|W_2|^\alpha \kappa^{2\alpha}
\]

(5.60)

and

\[
\sum_{k=n_0+1}^{\infty} \tilde{I}_{n_0+k} \leq C x^{-\alpha} \delta^{-\alpha} (\log x)^{-\xi/2+2\alpha+1}
\]

(5.61)

where for the sum in the middle we apply

\[
\int_{\log x}^{\infty} y^{2\alpha} e^{-y} dy = \Gamma(2\alpha + 1, \log x) \leq C x^{-1} (\log x)^{2\alpha}
\]

for sufficiently large \(x\). Since (5.61) is smaller than (5.60), as \(x \to \infty\), (5.58) follows.

To estimate the middle part \(\tilde{Z}^{n_1, n_2}\), we use Petrov’s large deviation theorem (Theorem 0.13) and so we need an additional assumption \([A4]: \log |A_{11}|\) is not lattice.

**Lemma 5.11.** Suppose that \([A1], [A2], [A4]\) hold, \(\beta \geq 0\) and

\[
\mathbb{E}|M_n|^\alpha = O(n^\beta) \quad \text{as} \quad n \to \infty.
\]

Then

\[
P(\tilde{Z}^{n_1, n_2} > x) = o \left( x^{-\beta} (\log x)^{\beta} \right) \quad \text{as} \quad x \to \infty.
\]

**Proof.** Due to stationarity we may shift indices and write \(\tilde{Z}^{n_1, n_2} \overset{d}{=} \Pi_{n_1,1}^{(1)} \tilde{Z}_{2L}\) where \(\tilde{Z}_{2L}\) is \(\tilde{Z}_{n_1}\) of (5.3) with \(2L\) playing the role of \(n_1\). Applying (4.10) to \(\tilde{Z}_{2L}\) we obtain

\[
\tilde{Z}_{2L} = \sum_{i=1}^{2L} \Pi_{0,2-i}^{(1)} A_{12,1-i} \Pi_{i,1-1}^{(2)} W_{2,2-i} + \sum_{i=1}^{2L} \Pi_{0,2-i}^{(1)} A_{12,1-i} \sum_{k=0}^{2L-i-1} \Pi_{i,1-i-k}^{(2)} B_{2,2-i-k}.
\]

For the second part, we notice that \(\rho_1 i + \rho_2 k \leq \max \rho_1 \cdot 2L \leq n_1 \rho_1\) for \(x\) large, and so applying (5.55) we have

\[
\mathbb{P}(|\tilde{Z}_{2L,2}| > x) \leq \sum_{i=1}^{2L} \sum_{k=0}^{2L-i-1} \mathbb{P}(A_{12,1-i} \Pi_{i,1-i-k}^{(2)} B_{2,2-i-k} > x/(2L)^2)
\]

\[
\leq C (2L)^2 (\log x)^{-\xi} x^{-\alpha} (2L)^{2(\alpha+1)} = o(x^{-\alpha}).
\]

Concerning \(\tilde{Z}_{2L,1}\), by (5.62)

\[
\mathbb{E}|M_{2L}|^\alpha \leq C L^\beta = C D^\beta (\log \log x \cdot \log x)^{\beta/2}.
\]

Then

\[
P(|\tilde{Z}^{n_1, n_2} > x) \leq \mathbb{P}(\Pi_{n_1,1}^{(1)} \tilde{Z}_{2L,1} > x/2) + \mathbb{P}(\Pi_{n_1,1}^{(1)} \tilde{Z}_{2L,2} > x/2) =: \tilde{I}_1 + \tilde{I}_2.
\]

For \(\tilde{I}_1\) we apply a slightly modified version of the Breiman lemma (see e.g. Lemma 4.7 in [40]) and obtain

\[
\tilde{I}_1 \leq C \mathbb{E}|\Pi_{n_1,1}^{(1)}|^\alpha \mathbb{E}|M_{2L}|^\alpha \mathbb{P}(|W_2| > x/2) = O(x^{-\alpha} (\log \log x \cdot \log x)^{\beta/2}).
\]
The estimate for $\hat{I}_2$ is a little bit more complicated. We have
\[
\hat{I}_2 \leq \sum_{m \geq 1} \mathbb{P}(e^m \leq |\Pi_{n,1}^{(1)}| < e^{m+1}, |\tilde{Z}_{2L,2}| > xe^{-m-1}/2) + \mathbb{P}(|\tilde{Z}_{2L,2}| > xe^{-1}/2) (= o(x^{-a})).
\]

Let $m = |\rho_1 n_1| + 1 + p$. Suppose first that $p > L$ or $-|\rho_1 n_1| \leq p < -L$. Then using Chebychev inequality with $\alpha \pm \varepsilon$ (see Lemma 5.7) and proceeding as in the proof of Lemma 5.8 we obtain
\[
\mathbb{P}(|\Pi_{n,1}^{(1)}| \geq e^m) \leq e^{-\varepsilon|p| + C|e^2 n_1 - \alpha m|}.
\]

Hence for such $m$
\[
\mathbb{P}(|\Pi_{n,1}^{(1)}| \geq e^m) \mathbb{P}(|\tilde{Z}_{2L,2}| > xe^{-m-1}/2) \leq C e^{-\varepsilon|p| + C|e^2 n_1 - \alpha m|} 2^{\alpha}(xe^{-m})^{-\alpha} \leq C 2^{\alpha} e^{-\varepsilon|p| + C|e^2 n_1|} \leq C 2^{\alpha} e^{-p^2/(4C_0 n_1)},
\]

where the last inequality is obtained by minimizing over $\varepsilon$.

If $|p| \leq L$, we apply Theorem 6.13, which is due to Petrov [34, Theorem 2]. Observing $m \geq n_1(\rho_1 + p/n_1)$, we set the parameters in Theorem 6.13 as
\[
\beta = \alpha, \ n = n_1, \ A_i = |A_{11,i}|, \ c = \rho_1, \ and \ \gamma_n = p/n_1.
\]

Since we have $|A_1|$ and $\mathbb{E} \log |A_{11}| < c = \rho_1$ by convexity, the conditions of Theorem 6.13 are satisfied. Since $A(\alpha) = 0$,
\[
\mathbb{P}(|\Pi_{n,1}^{(1)}| \geq e^m) \leq C_1 n_1^{-1/2} e^{-\alpha m - C_2 p^2/n_1}
\]

and thus
\[
\mathbb{P}(|\Pi_{n,1}^{(1)}| \geq e^m) \mathbb{P}(|\tilde{Z}_{2L,2}| > xe^{-m-1}/2) \leq C_1 n_1^{-1/2} e^{-\alpha m - C_2 p^2/n_1} \cdot 2^{\alpha}(xe^{-m})^{-\alpha} = C_1 2^{\alpha} n_1^{-1/2} e^{-c_2 p^2/n_1}.
\]

Finally, summing up over $p$ we obtain
\[
\hat{I}_2 \leq C 2^{\alpha} e^{-\alpha} \left( \sum_{|p| > L} e^{-p^2/(4C_0 n_1)} + \sum_{|p| \leq L} n_1^{-1/2} e^{-C_2 p^2/n_1} \right)
\]
\[
\leq C 2^{\alpha} e^{-\alpha} \left( \int_{L}^{\infty} e^{-x^2/(4C_0 n_1)} dx + n_1^{-1/2} \int_{0}^{L} e^{-C_2 x^2/n_1} dx \right)
\]
\[
\leq C x^{-\alpha} \left( (2C_0 n_1)^{1/2} \int_{L(2C_0 n_1)^{-1/2}} e^{-x^2/2} dx + C' \right)
\]
\[
\leq C x^{-\alpha} \left( 2C_0 n_1/L \cdot e^{-L^2/(4C_0 n_1)} + C' \right),
\]

where in the last step, we apply the well-known inequality $\int_{x}^{\infty} e^{-t^2/2} dt \leq x^{-1} e^{-x^2/2}$ to the integral. Since $2C_0 n_1/L \leq C(\log x)^{1/2}$ and
\[
e^{-L^2/(4C_0 n_1)} \leq e^{-\rho_1 \overline{D}^2/(4C_0) \cdot \log \log x} \leq (\log x)^{-\rho_1 \overline{D}^2/(4C_0)}.
\]

If $\overline{D}$ satisfies (5.2) then $\hat{I}_2 = O(x^{-\alpha})$. Thus (5.63) follows. \qed
5.4. **Auxiliary results for Theorem 5.4.** In this section we prove that
\[ P \left( \sum_{s=0}^{J-1} |R_{s,2}| + \sum_{s=0}^{J-1} |Q_{s,2}| > x \right) = o(x^{-\alpha}), \]
in Lemma 5.12 as well as we analyze the behavior of
\[ \sum_{s=0}^{J-1} R_{s,1} \quad \text{and} \quad \sum_{s=0}^{J-1} Q_{s,1}. \]

It turns out that for each of the sums in (5.64), the rule of a single jump works; probability of \(|R_{s,1}|, |R_{r,1}|, s \neq r\) being large at the same time or probability that all \(|R_{s,1}|\) are small, is of order \(o(x^{-\alpha})\), see Lemmas 5.13 and 5.14. This is due to a kind of “independence” obtained by separation of indices in \(R_{s,1}\) and \(R_{r,1}\) provided (5.2). Therefore,
\[ P(\pm \sum_{s=0}^{J-1} R_{s,1} > x) \sim \sum_{s=0}^{J-1} P(\pm R_{s,1} > x) \quad \text{and} \quad P(\pm \sum_{s=0}^{J-1} Q_{s,1} > x) \sim \sum_{s=0}^{J-1} P(\pm Q_{s,1} > x) \]
and the latter is proved in Corollary 5.15 to be of order \(o(x^{-\alpha}\log x)\).

**Lemma 5.12.** Assume \([A1], [A2]\) and \(0 \leq \delta \leq 1\). Then
\[ P\left( \sum_{s=0}^{J} |R_{s,2}| > \delta x \right) = o(x^{-\alpha})\delta^{-\alpha-1} \quad \text{and} \quad P\left( \sum_{s=0}^{J} |Q_{s,2}| > \delta x \right) = o(x^{-\alpha})\delta^{-\alpha-1} \]
as \(x \to \infty\).

**Proof.** We start with inequality
\[ P\left( \sum_{s=0}^{J} |R_{s,2}| > x \right) \leq \sum_{s=0}^{J} P\left( |R_{s,2}| > xJ^{-1} \right), \]
and observe that \(R_{s,2}\) is the sum of at most \(K^2\) (actually \((K')^2)\) terms of the type
\[ \tilde{I}_{i,k} = \Pi_{0,2-i}^{(1)} A_{12,1-i}^{(2)} \Pi_{i,1-i-k} B_{2-i-k} \]
with indices
\[ sK + 1 \leq i \leq sK + K' \quad k \leq sK + K' - i - 1 \quad \text{if} \quad s \leq J - 1, \]
\[ JK + 1 \leq i \leq n_1 \quad k \leq n_1 - i - 1 \quad \text{if} \quad s = J. \]

Hence we further obtain
\[ P\left( |R_{s,2}| > \delta xJ^{-1} \right) \leq \sum_{i,k} P\left( |\tilde{I}_{i,k}| > \delta xJ^{-1} K^{-2} \right). \]

We will apply Lemma 5.8 in the present setting. Since \(K \leq \rho_1 \rho_2^{-1} (L/2 - 1)\), it follows that
\[ \rho_1 i + \rho_2 k \leq \rho_1 n_1 + \rho_2 (K - 1) = \rho_1 n_0 - \rho_1 L + \rho_2 K \leq \rho_1 (n_0 - L/2 - 1). \]

Take \(\bar{L} = L/2, \bar{D} = D/2, \bar{n}_1 = |n_0 - \bar{L}|\) and then \(\rho_1 i + \rho_2 k \leq \rho_1 \bar{n}_1\). It is not difficult to observe that the proof of Lemma 5.8 does not change with this setting. Now the first part of (5.55) with \(\tilde{\xi} = \frac{\rho \bar{D}^2}{4C_0} = \frac{\rho \bar{D}^2}{16C_0}\) yields
\[ P\left( |\tilde{I}_{i,k}| > \delta xJ^{-1} K^{-2} \right) \leq C(\log x)^{-\tilde{\xi} x^{-\alpha}(JK^2)^{\alpha+1}\delta^{-\alpha-1}}. \]
Finally, noticing that $JK \leq \rho_1^{-1} \log x$ and $K^{\alpha+2} \leq C(\log x)^{\alpha/2+2}$, we obtain

$$\mathbb{P} \left( \sum_{s=0}^{J} |R_{s,2}| > x \right) \leq JK^2 \mathbb{P} \left( |\tilde{I}_{i,k}| > \delta x J^{-1} K^{-2} \right) \leq C(\log x)^{-\xi+2\alpha+4x^{-\alpha}\delta^{-\alpha-1}}$$

and the conclusion follows provided $D$ in $\tilde{\xi}$ is large enough. In the same way we prove the inequality for $Q_{s,2}$.

Next we prove that probability of $R_{s,1}$, $R_{r,1}$, $s \neq r$ being large at the same time is of smaller order.

**Lemma 5.13.** Suppose that $[A1], [A2]$ are satisfied and $\delta_1, \delta_2 \leq 1$. If $s \neq r$ then

$$\mathbb{P}(|R_{s,1}| > \delta_1 x, |R_{r,1}| > \delta_2 x) = o(x^{-\alpha}) \left( \delta_1^{-\alpha} + \delta_2^{-\alpha} \right),$$

and

$$\mathbb{P}(|Q_{s,1}| > \delta_1 x, |Q_{r,1}| > \delta_2 x) = o(x^{-\alpha}) \left( \delta_1^{-\alpha} + \delta_2^{-\alpha} \right),$$

uniformly in $s$ and $r$.

**Proof.** Let $p = \lfloor \rho_2^{-1} \log x + L \rfloor$. Then

$$W_{2,-2K-K'} = \left( \sum_{k=0}^{p-1} + \sum_{k=p}^{\infty} \right) P_{s,1}^{(2)} - sK-K'-K-k B_{2,-2K-K'-k} = P_{s,1} + P_{s,2};$$

and, in view of of (5.24), we have

$$R_{s,1} = \Pi_{0,1-sK}^{(1)} M_{sK,K,K'} W_{2,-2K-K'} = \Pi_{0,1-sK}^{(1)} M_{sK,K,K'} (P_{s,1} + P_{s,2}).$$

First we prove that there is $C$ such that for every $x > 1$, every $\delta_1 \leq 1$ and all $s$,

$$\mathbb{P}(|\Pi_{0,1-sK}^{(1)} M_{sK,K,K'} P_{s,1}|, |\Pi_{0,1-sK}^{(1)} M_{sK,K,K'} P_{s,2}| > \delta_1 x) \leq C \delta_1^{-\alpha} x^{-\alpha} (\log x)^{-\xi+2\alpha+2},$$

where $\xi = \frac{\rho_2^2 D}{8C_0}$. Proceeding exactly as in the proof of Lemma 5.10, we have

$$\mathbb{P}(P_{s,2} > \delta x) \leq C \delta^{-\alpha} x^{-\alpha} (\log x)^{-\xi+2\alpha+1}$$

for $\delta \leq 1$ (To follow the proof of Lemma 5.10 $\tilde{Z}^{n_2}$ is replaced with $P_{s,2}$, and $n_2$ with $p = \lfloor \rho_2^{-1} \log x + L \rfloor$, $\Pi^{(2)}$ plays the role of $\Pi^{(1)}$ and $B_2$ the role of $A_{12} W_2$). Moreover, in view of (5.66),

$$\mathbb{P}(|\Pi_{0,1-sK}^{(1)} M_{sK,K,K'} P_{s,2}| > \delta_1 x)$$

$$\leq \mathbb{P}(|P_{s,2}| > \delta_1 x) + \mathbb{P}(|P_{s,2}| > |\Pi_{0,1-sK}^{(1)} M_{sK,K,K'}|^{-1} \delta_1 x, |\Pi_{0,1-sK}^{(1)} M_{sK,K,K'}| \geq 1)$$

$$\leq C \delta_1^{-\alpha} x^{-\alpha} (\log x)^{-\xi+2\alpha+1} (1 + \mathbb{E} |\Pi_{0,1-sK}^{(1)} M_{sK,K,K'}|^{\alpha})$$

$$\leq C \delta_1^{-\alpha} x^{-\alpha} K' (\log x)^{-\xi+2\alpha+1},$$

where Breiman’s lemma is applied in the second step and (5.28) in the last. Thus (5.65) follows. Without loss of generality we may assume $s < r$ and we proceed to evaluate

$$I' = \mathbb{P}(|\Pi_{0,1-sK}^{(1)} M_{sK,K,K'} P_{s,1}| > \delta_1 x, |\Pi_{0,1-rK}^{(1)} M_{rK,rK,K'} P_{r,1}| > \delta_2 x),$$

since our target is bounded as

$$\mathbb{P}(|R_{s,1}| > 2\delta_1 x, |R_{r,1}| > 2\delta_2 x) \leq I' + \mathbb{P}(|\Pi_{0,1-sK}^{(1)} M_{sK,K,K'} P_{s,2}| > \delta_1 x)$$

(5.67)
Notice that the number of terms in $M_{sK,sK + K', rK'} P_{s,1}$ or $M_{rK,rK + K'} P_{r,1}$ is at most $Kp$. For indices $sK + 1 \leq i_1 < sK + K'$, $rK + 1 \leq i_2 < rK + K'$ and $0 \leq j_1, j_2 \leq p - 1$, we consider the events

\[ J_{i_1, j_1} := \left| \prod_{i_1 - i, j_1 - 1} A_{12,1-i_1} \prod_{i_1 - i} A_{11,1-sK - K' - j_1} B_{2, sK - K' - j_1} \right| > \frac{\delta_1 x}{Kp}, \]

\[ J_{i_2, j_2} := \left| \prod_{i_2 - i} A_{12,1-i_2} \prod_{i_2 - i} A_{11,1-rK - j_2} B_{2, rK - j_2} \right| > \frac{\delta_2 x}{Kp}. \]

Hence, Markov inequality yields

\[ \mathbb{P}\left( J_{i_1, j_1} > \frac{\delta_1 x}{Kp}, J_{i_2, j_2} > \frac{\delta_2 x}{Kp} \right) \leq \mathbb{P}\left( J_{i_1, j_1}, J_{i_2, j_2} > \frac{\delta_1 \delta_2 x^2}{K^2 p^2} \right) \leq \mathbb{E}(J_{i_1, j_1} J_{i_2, j_2})^{\alpha/2}(\delta_1 \delta_2)^{-\alpha/2} x^{-\alpha}(Kp)^{\alpha}. \]

To estimate the expectation in the above formula we write $(J_{i_1, j_1} J_{i_2, j_2})^{\alpha/2}$ as the product of two i.i.d. random products and $\mathbb{E}(J_{i_1, j_1} J_{i_2, j_2})^{\alpha/2}$ is written as the product of expectations of variables grouped in the same index.

For an index $m \notin \mathbf{m} = \{1 - i_1, 1 - i_2, -sK - K' - j_1, -rK - K' - j_2\}$ the terms related to $A_{11,m}$ and $A_{22,m}$ in each product are of the form

\[ |A_{11,m}|^{\alpha/2}, |A_{11,m}|^\alpha, |A_{22,m}|^{\alpha/2}, |A_{22,m}|^\alpha \quad \text{or} \quad |A_{11,m} A_{22,m}|^{\alpha/2}. \]

Moreover,

\[ \mathbb{E}|A_{11,m}|^{\alpha/2} < 1, \quad \mathbb{E}|A_{22,m}|^{\alpha/2} < 1, \quad \mathbb{E}|A_{11,m} A_{22,m}|^{\alpha/2} < 1, \]

where the third inequality, for $A_{11} \neq A_{22}$, follows from the strict inequality of Schwartz.

For an index $m \in \mathbf{m}$ expectations are finite because

\[ \mathbb{E}|A_{12}|^\alpha(|A_{11}|^{\alpha/2} + |A_{22}|^{\alpha/2}) < \infty \quad \text{and} \quad \mathbb{E}|B_2|^{\alpha/2}(|A_{11}|^{\alpha/2} + |A_{22}|^{\alpha/2} + |A_{12}|^{\alpha/2} + |B_2|^{\alpha/2}) < \infty. \]

Notice that in $J_{i_1, j_1}$ at least $i_1 - 1$ of $A_{11}$ terms exist and in $J_{i_2, j_2}$ at least $i_2 - 1$, while the number of $A_{22}$ terms in both also depend on $0 \leq j_\ell \leq p - 1 (\ell = 1, 2)$ and could possibly be zero. Thus, the number of types $|A_{11,m}|^{\alpha/2}, |A_{11,m} A_{22,m}|^{\alpha/2}$ in each product is at least $i_2 - i_1 \geq K^\theta + (r - s - 1)K$. Since $J_{i_1, j_1}, J_{i_2, j_2}$ may be chosen in at most $(Kp)^2$ ways, for $\gamma = \min\{\mathbb{E}|A_{11,m}|^{\alpha/2}, \mathbb{E}|A_{11,m} A_{22,m}|^{\alpha/2}\},$

\[ I' \leq C \gamma^{K^\theta+(r-s-1)K}(\delta_1 \delta_2)^{-\alpha/2} x^{-\alpha}(Kp)^{2+\alpha}. \]

Since

\[ \gamma^{K^\theta}(Kp)^{2+\alpha} \leq C \gamma^{K^\theta} K^{3(2+\alpha)} = o\left((\log x)^{-\xi+2+2\alpha}\right), \quad \text{as} \quad x \to \infty, \]

recalling (5.67), from (5.65), (5.68) and (5.2) it follows that

\[ \mathbb{P}(|R_{s,1}| > \delta_1 x, |R_{r,1}| > \delta_2 x) \leq C \left( \delta_1^{-\alpha} + \delta_2^{-\alpha} \right) (\log x)^{-\xi/2} x^{-\alpha}. \]

In the same way we prove the statement for $Q_{s,1}$. \hfill \Box

Finally, we show that probability that all blocks are very small is of smaller order which, together with the previous lemma, means that asymptotics is given by one block being large.

**Lemma 5.14.** Suppose that $[A1], [A2]$ are satisfied, $\delta < 1$ and $0 < \delta \leq \varepsilon$. Then

\[ \mathbb{P}\left( \sum_{s=0}^{J-1} |R_{s,1}| > \varepsilon x, \quad \forall s \ |R_{s,1}| \leq \delta x \right) = o(\varepsilon^{-\alpha}) \delta^{-\alpha}. \]
\[ P\left( \sum_{s=0}^{J-1} |Q_{s,1}| > \varepsilon x, \forall s \ |Q_{s,1}| \leq \delta x \right) = o(x^{-\alpha})\delta^{-\alpha} \]

as \( x \to \infty \).

**Proof.** We will prove (5.70) only for \( R \)-blocks. For \( Q \)-blocks the proof is similar. Assume that \( \sum_{s=0}^{J-1} |R_{s,1}| > \varepsilon x \), and split the event \( \{ s : |R_{s,1}| \leq \delta x \} \) into

\[ \mathcal{I}_j = \{ s : e^{-j}x < |R_{s,1}| \leq e^{-j+1}x \}, \quad j = 1, 2, \ldots \]

There should be \( j \) such that \( \mathcal{I}_j \) has at least \( e^j \varepsilon / (2j^2 \delta) := n(j) \) elements since

\[ \sum_{j=1}^{J} P(\mathcal{I}_j) \leq J \leq C \sqrt{\log x} \]

implies

(5.71) \( \# \mathcal{I}_j \geq 3 \) and \( e^j \leq C \log x \).

Let \( s, r \in \mathcal{I}_j \) such that \( r - s \geq n(j) - 1 \) and then

\[ \{ \# \mathcal{I}_j \geq n(j) \} \subset \{ |R_{s,1}| > \delta e^{-j}x, |R_{r,1}| > \delta e^{-j}x \}. \]

Now applying (5.69), in view of (5.71), we obtain for \( x \geq 2 \)

\[ P(|R_{s,1}| > \delta e^{-j}x, |R_{r,1}| > \delta e^{-j}x) \leq C\delta^{-\alpha} e^{j\alpha} x^{-\alpha} (\log x)^{-\xi/2} \leq C\delta^{-\alpha} x^{-\alpha} (\log x)^{-\xi/2+\alpha}. \]

Since we may choose \( s, r \) in at most \( n_1^2 = O((\log x)^2) \) ways,

\[ P(\mathcal{I}_j \geq n(j)) \leq C\delta^{-\alpha} x^{-\alpha} (\log x)^{-\xi/2+\alpha+2} \]

and so by (5.71),

\[ P\left( \sum_{s=0}^{J-1} |R_{s}| > \varepsilon x, \forall s \ |R_{s}| \leq \delta x \right) \leq \sum_{j \geq 1} P(\# \mathcal{I}_j \geq n(j)) \]

\[ \leq C\delta^{-\alpha} x^{-\alpha} (\log x)^{-\xi/2+\alpha+3} \]

because \( j \leq \log(C \log x) \).

\[ \square \]

**Corollary 5.15.** Under assumptions of Theorem 3.4, for \( \varepsilon > 0 \) we have

(5.72) \[ P(\sum_{s=0}^{J-1} |Q_{s,1}| > \varepsilon x) = o(x^{-\alpha} \log x) \min(\varepsilon, 1)^{-\alpha} \]

as \( x \to \infty \).

**Proof.** We may assume that \( \varepsilon \leq 1 \). Choose \( \delta = \varepsilon/16 \). Similarly as in (5.34) and (5.35) we decompose the event \( \{ \sum_{s=0}^{J-1} |Q_{s,1}| > \varepsilon x \} \) into three patterns: either all \( |Q_{s,1}| \) are smaller
than $\delta x$ or there are at least two of them which are larger than $\delta x$ or just one is larger than $\delta x$. By Lemmas 5.13 and 5.14 we have

$$\Pr \left( \sum_{s=0}^{J-1} |Q_{s,1}| > \varepsilon x, \quad \forall s \quad |Q_{s,1}| < \delta x \right) = o(x^{-\alpha})\varepsilon^{-\alpha},$$

$$\Pr \left( \sum_{s=0}^{J-1} |Q_{s,1}| > \varepsilon x, \quad \exists r \neq s \quad |Q_{s,1}| > \delta x, |Q_{r,1}| > \delta x \right) = o(x^{-\alpha})\varepsilon^{-\alpha}.$$ 

Suppose now that there is only one $s_0$ such that $|Q_{s_0,1}| > \delta x$. Then either $\sum_{s \neq s_0} |Q_{s,1}|$ is larger than $\varepsilon x/2$ or not. In the first case again by Lemma 5.14 with $\varepsilon$ replaced by $\varepsilon/2$,

$$\Pr \left( \sum_{s \neq s_0} |Q_{s,1}| > \varepsilon x/2, \quad \forall s \neq s_0 \quad |Q_{s,1}| < \delta x \right) = o(x^{-\alpha})\varepsilon^{-\alpha}.$$ 

In the second case

$$(5.73) \quad \left\{ \sum_{s=0}^{J-1} |Q_{s,1}| > \varepsilon x, |Q_{s_0,1}| > \delta x, \sum_{s \neq s_0} |Q_{s,1}| \leq \frac{\varepsilon x}{2} \right\} \subset \left\{ |Q_{s_0,1}| > \frac{\varepsilon x}{2}, \sum_{s \neq s_0} |Q_{s,1}| \leq \frac{\varepsilon x}{2} \right\}$$

and for different $s_0$ the sets on the right hand side of (5.73) are disjoint. But in view of (5.39) in Lemma 5.6

$$(5.74) \quad \sum_{s=0}^{J-1} \Pr(|Q_{s,1}| > \varepsilon x/2) \leq C(\varepsilon x)^{-\alpha}K^\theta J \leq C(\varepsilon x)^{-\alpha}K^{\theta-1}\log x$$

and (5.72) follows. \qed

6. On tail behavior of univariate SRE

The main result of this section is an alternative formula for Goldie constants (Theorem 6.2). We start with a lemma that summarizes the content of [24, Theorem 5], [18, Theorem 4.1] and [19, Theorem 3]. For a review see also Theorems 2.4.3, 2.4.4 and 2.4.7 in [8].

**Lemma 6.1.** Let $((A_t, B_t))_{t \in \mathbb{Z}}$ be an $\mathbb{R}^2$-valued iid sequence and consider SRE

$$(6.1) \quad X_t = A_t X_{t-1} + B_t, \quad t \in \mathbb{Z}.$$ 

Suppose that either $\mathcal{A}(\alpha)$ or $\mathcal{B}(\alpha)$ from Section 5 holds. Then there is a unique stationary causal solution $X_t$ to (6.1) and $X \overset{d}{=} X_t$ satisfies the stochastic fixed point equation

$$(6.2) \quad X \overset{d}{=} AX + B.$$ 

Moreover, there exist constants $c_\pm$ such that

$$\Pr(\pm X > x) \sim \left\{ \begin{array}{ll} c_+ x^{-\alpha} & \text{if } \mathcal{A}(\alpha) \text{ holds} \\ c_- x^{-\alpha} \ell(x) & \text{if } \mathcal{B}(\alpha) \text{ holds} \end{array} \right.,$$

as $x \to \infty$, where constants are given by

$$\mathcal{A}(\alpha), \quad c_\pm = \left\{ \begin{array}{ll} (\alpha \rho)^{-1} \mathbb{E}[(|AX + B|^\pm)^\alpha - (|AX|^\pm)^\alpha] & \text{if } \Pr(A \geq 0) = 1 \\ (2\alpha \rho)^{-1} \mathbb{E}[|AX + B|^\alpha - |AX|^\alpha] & \text{if } \Pr(A < 0) > 0 \end{array} \right.,$$

$$\mathcal{B}(\alpha), \quad c_\pm = \frac{1}{2} \left\{ \frac{1}{1 - \mathbb{E}|A|^\alpha} \pm \frac{p_\alpha - q_\alpha}{1 - \mathbb{E}(|A^+|^\alpha + \mathbb{E}(|A^-|^\alpha))} \right\}$$

with $\rho = \mathbb{E}|A|^\alpha \log |A| > 0$. Finally, $c_+ + c_- > 0$ in all cases.
For the proof of Theorem 6.2 we need an alternative expression for $c_{\pm}$:

**Theorem 6.2.** Suppose that the assumptions of Lemma 6.1 are satisfied and
\begin{equation}
E|A|^{\alpha+\eta} < \infty, \quad E|B|^{\alpha+\eta} < \infty
\end{equation}
for a strictly positive $\eta$. Let $\Pi_{1,k} := A_1 \cdots A_k$ for $k \geq 1$ and $\Pi_{1,0} = 1$. Moreover,
\[ X_n = \sum_{i=1}^{n} \Pi_{1,i-1} B_i, \quad X_n^+ = \max(X_n, 0), \quad X_n^- = -\min(X_n, 0). \]
Then
\begin{equation}
(6.5) \quad c_+ = \lim_{n \to \infty} (\alpha \rho n)^{-1} E(X_n^+)^{\alpha}, \quad c_- = \lim_{n \to \infty} (\alpha \rho n)^{-1} E(X_n^-)^{\alpha},
\end{equation}
where $c_{\pm}$ are those of (6.3) for $A(\alpha)$.

**Remark 6.3.** Under assumption $A \geq 0$ a.s. (6.5) was proved in [10] and then condition (6.4) may be replaced by a weaker one: $E|A|^\alpha \log |A| < \infty$.

**Proof.** We prove (6.5) for $c_+$, the proof for $c_-$ is similar. Let $\delta > 0$, $\beta \in (1/2, 1)$, $m_1 = \lfloor \rho n - n^\beta \rfloor$ and $m_2 = \lfloor \rho n + n^\beta \rfloor$.

First we show that
\begin{align}
(6.6) & \quad \lim_{n \to \infty} n^{-1} E X_n^\alpha 1_{\{X_n > e^{m_2}\}} = 0, \\
(6.7) & \quad \lim_{n \to \infty} n^{-1} E X_n^\alpha 1_{\{e^{m_1} < X_n \leq e^{m_2}\}} = 0, \\
(6.8) & \quad \lim_{n \to \infty} n^{-1} E X_n^\alpha 1_{\{0 < X_n \leq e^{n^{1/2}}\}} = 0,
\end{align}
which reduce (6.5) to
\begin{equation}
(6.9) \quad c_+ = \lim_{n \to \infty} (\alpha \rho n)^{-1} E X_n^\alpha 1_{\{e^{n^{1/2}} < X_n \leq e^{m_1}\}}.
\end{equation}
For (6.6) we notice that for $m \geq m_2$, there is $C_1 > 0$ such that $n \leq m \rho^{-1} - C_1 m^\beta$. Then by Lemma 5.8
\[
\mathbb{P}(X_n > e^m) \leq \sum_{k=1}^{n} \mathbb{P}(|\Pi_{1,k-1} B_k| > e^m(n^2 \cdot \pi^2/6)^{-1})
\leq C n^{1+2(\alpha+\varepsilon)} E|\Pi_{1,k-1} B_k|^{\alpha+\varepsilon} e^{-(\alpha+\varepsilon)m}
\leq C m^{1+2(\alpha+\varepsilon)} e^{C_0 \varepsilon^2(m \rho^{-1} - C_1 m^\beta) - \varepsilon \rho C_1 m^\beta} e^{-\alpha m}.
\]
Minimizing the quantity in the exponential w.r.t. $\varepsilon$ we have
\[
-\frac{C_2 \rho^2 m^\beta}{4 C_0 (m \rho^{-1} - C_1 m^\beta)} \leq - C_2 m^{2\beta-1} \quad \text{at} \quad \varepsilon = \frac{C_1 \rho m^\beta}{2 C_0 (m \rho^{-1} - C_1 m^\beta)}.
\]
Hence
\[
\mathbb{P}(X_n > e^m) \leq C e^{-\alpha m} m^{-2},
\]
and so
\[
\mathbb{E} X_n^\alpha 1_{\{e^m < X_n \leq e^{m+1}\}} \leq C e^{\alpha m^{-2}}.
\]
Summing up over \( m \geq m_2 \) we obtain (6.6). For (6.7) we consider the solution \( \mathcal{X} = \sum_{i=1}^{\infty} |\Pi_{i,k-1} B_i| \) of SRE \( X_t = |A_t| X_{t-1} + |B_t| \). In view of Lemma 6.1

\[
\mathbb{E} \chi_n^{\alpha} 1_{\{e^{m_1} < \chi_n \leq e^{m_2}\}} \leq \sum_{m=m_1}^{m_2} e^{(m+1)\alpha} \mathbb{P}(\chi_n > e^m) \leq C(m_2 - m_1 + 1)e^\alpha \leq Cn^{\beta} = o(n).
\]

In a similar way to (6.7) we obtain (6.8). In this case \( \mathbb{E} \chi_n^{\alpha} 1_{\{0 < \chi_n \leq e^{n^{1/2}}\}} = O(n^{1/2}). \)

For (6.9) let \( N_1 = \lfloor n^{1/2} \delta^{-1} \rfloor \), \( N_2 = \lfloor m_1 \delta^{-1} \rfloor \) and define the sets \( \mathcal{N} = \{e^{m_1} < \chi_n \leq e^{(m_1+1)\delta}\} \), \( N_1 \leq m \leq N_2 - 1 \), \( \mathcal{W}_m = \{e^{N_2\delta} < \chi_n \leq e^{m_1}\} \) and it is enough to prove that

\[
I(n) := (n\alpha \rho)^{-1} \sum_{m=N_1}^{N_2-1} \mathbb{E} \chi_n^{\alpha} 1_{\{W_m\}} - c_+ \to 0 \quad \text{as} \quad n \to \infty,
\]

since, as above,

\[
\mathbb{E} \chi_n^{\alpha} 1_{\{W_{N_2}\}} \leq C e^{m_1 \alpha - N_2 \delta \alpha} \leq C e^{\delta \alpha}.
\]

In order to prove (6.10) we show that for fixed \( \varepsilon > 0 \) and for sufficiently large \( n \),

\[
\mathbb{P}(\mathcal{W}_m)e^{m_1 \alpha} - c_+(1 - e^{-\delta \alpha}) < \varepsilon
\]

uniformly in \( N_1 \leq m \leq N_2 - 1 \). First we see that (6.11) implies (6.10) and then we will prove (6.11). We write

\[
I(n) \leq (n\alpha \rho)^{-1} \left| \sum_{m=N_1}^{N_2-1} \mathbb{E} (\chi_n^{\alpha} - e^{m_1 \alpha}) 1_{\{W_m\}} \right| + (n\alpha \rho)^{-1} \sum_{m=N_1}^{N_2-1} e^{m_1 \alpha} \mathbb{P}(\mathcal{W}_m) - c_+
\]

\[
=: I_1(n) + I_2(n).
\]

In view of (6.11), \( \mathbb{P}(\mathcal{W}_m) \leq C(\delta + \varepsilon)e^{-m_1 \alpha} \) and so

\[
I_1(n) \leq C(n\alpha \rho)^{-1} \sum_{m=N_1}^{N_2-1} (e^{(m+1)\alpha} - e^{m_1 \alpha})(\delta + \varepsilon)e^{-m_1 \alpha}
\]

\[
\leq C(n\alpha \rho)^{-1}(N_2 - N_1)\delta \alpha (\delta + \varepsilon) \leq C(\delta + \varepsilon).
\]

Moreover,

\[
I_2(n) \leq (n\alpha \rho)^{-1} \sum_{m=N_1}^{N_2-1} \left| e^{m_1 \alpha} \mathbb{P}(\mathcal{W}_m) - c_+(1 - e^{-\delta \alpha}) \right| + |(n\alpha \rho)^{-1}(N_2 - N_1)c_+(1 - e^{-\delta \alpha}) - c_+|
\]

\[
\lim_{n \to \infty} \frac{N_2 - N_1}{n\rho} = \delta^{-1}.
\]

Hence

\[
\lim_{n \to \infty} |(n\alpha \rho)^{-1}(N_2 - N_1)c_+(1 - e^{-\delta \alpha}) - c_+| = O(\delta).
\]

and by (6.11)

\[
\limsup_{n \to \infty} I_2(n) \leq \lim_{n \to \infty} \frac{N_2 - N_1}{n\alpha \rho} \varepsilon = \varepsilon (\delta \alpha)^{-1}.
\]
Correcting above bounds, we have
\[ \limsup_{n \to \infty} I(n) \leq \varepsilon (\delta \alpha)^{-1} + C(\delta + \varepsilon). \]
Hence letting \( \varepsilon \to 0 \) and then \( \delta \to 0 \) we obtain (6.10).

Now we prove (6.11). Let \( X = \sum_{i=1}^{\infty} \Pi_{1,i-1} B_i \) and \( Y_n = X - X_n \). Proceeding as in the proof of Lemma 5.10 (\( Y_n \) plays the role of \( Z_{n^2} \)) we can prove that there is \( C_1 > 0 \) such that (6.12)
\[ \mathbb{P}(|Y_n| > n^{-1} e^{m\delta}) \leq C_1 e^{-m\delta n^{-1}} \]
for \( N_1 = O(n^{1/2}) \leq m \leq N_2 = O(n) \), where \( \delta x \) of (5.58) is replaced by \( n^{-1} e^{m\delta} \). We write
\[
J(m) = \mathbb{P}(W_m) e^{m\delta} - c_+ (1 - e^{-\delta \alpha}) \leq \mathbb{P}(e^{m\delta} < X - Y_n \leq e^{(m+1)\delta}) e^{m\delta} - c_+ (1 - e^{-\delta \alpha}) \\
\leq \mathbb{P}(e^{m\delta}(1 - n^{-1}) < X \leq e^{(m+1)\delta}(1 + n^{-1})) e^{m\delta} \\
+ \mathbb{P}(|Y_n| > n^{-1} e^{m\delta}) e^{m\delta} - c_+ (1 - e^{-\delta \alpha}).
\]
But given \( \varepsilon \), for sufficiently large \( n \), we have
\[
|\mathbb{P}(X > e^{m\delta}(1 - n^{-1})) e^{m\delta}(1 - n^{-1}) \alpha - c_+ | < \varepsilon, \\
|\mathbb{P}(X > e^{(m+1)\delta}(1 + n^{-1})) e^{(m+1)\delta}(1 + n^{-1}) \alpha - c_+ | < \varepsilon.
\]
Hence
\[
J(m) \leq c_+ (1 - n^{-1})^{-\alpha} - c_+ (1 + n^{-1})^{-\alpha} e^{-\delta \alpha} - c_+ (1 - e^{-\delta \alpha}) + \varepsilon ((1 - n^{-1})^{-\alpha} + (1 + n^{-1})^{-\alpha})
\]
and letting \( n \to \infty \) we obtain
\[
\limsup_{n \to \infty} (\mathbb{P}(W_m) e^{m\delta} - c_+ (1 - e^{-\delta \alpha})) \leq \varepsilon.
\]
For the opposite inequality, notice that for \( n \) large enough, \( 1 + n^{-1} \leq e^{\delta}(1 - n^{-1}) \), and so we may consider
\[
\{e^{m\delta}(1 + n^{-1}) < X \leq e^{(m+1)\delta}(1 - n^{-1})\} \cap \{|Y_n| < n^{-1} e^{m\delta}\} \subset W_m.
\]
Hence
\[
\mathbb{P}(W_m) e^{m\delta} \geq \mathbb{P}(e^{m\delta}(1 + n^{-1}) < X \leq e^{(m+1)\delta}(1 - n^{-1})) e^{m\delta} - \mathbb{P}(|Y_n| > n^{-1} e^{m\delta}) e^{m\delta}.
\]
Proceeding as above we have
\[
\liminf_{n \to \infty} (\mathbb{P}(W_m) e^{m\delta} - c_+ (1 - e^{-\delta \alpha})) \geq \varepsilon.
\]
\[ \square \]

For a positive random variable \( A \) let \( \Lambda(\beta) = \log \mathbb{E} A^\beta \). Suppose that \( \Lambda \) is well defined for \( 0 \leq \beta < \beta_0 \leq \infty \). Then so are \( \Lambda' \) and \( \Lambda'' \). Let \( \lambda = \sup_{\beta < \beta_0} \Lambda'(\beta) \) and \( \sigma(\beta) = \Lambda''(\beta) \). The following uniform large deviation theorem is due to [34, Theorem 2].

**Theorem 6.13** (Petrov (1965)). Suppose that \( c \) satisfies \( \mathbb{E} |\log A| < c < \lambda \), and suppose that \( \delta(n) \) is an arbitrary function satisfying \( \lim_{n \to \infty} \delta(n) = 0 \). Also, assume that the law of \( \log A \) is non-lattice. Then with \( \beta \) chosen such that \( \Lambda'(\beta) = c \), we have that
\[
\mathbb{P}\left( \log A_1 + \cdots + \log A_n > n(c + \gamma_n) \right) = \frac{1}{\beta \sigma(\beta) \sqrt{2\pi n}} \exp \left\{ - \frac{n}{\beta \sigma(\beta)} \left( \beta(c + \gamma_n) - \Lambda(\beta) + \frac{\gamma_n^2}{2\sigma^2(\beta)} (1 + O(|\gamma_n|)) \right) \right\}(1 + o(1))
\]
as $n \to \infty$, uniformly with respect to $c$ and $\gamma_n$ in the range

\begin{equation}
\mathbb{E} \left[ \log A \right] + \varepsilon \leq c \leq \lambda - \varepsilon \quad \text{and} \quad |\gamma_n| \leq \delta(n),
\end{equation}

where $\varepsilon > 0$.

**Remark 6.4.** In (6.14), we may have that $\sup \{ \beta : \beta \in \text{dom}(\Lambda) \} = \infty$ or $\mathbb{E} \left[ \log A \right] = -\infty$. In these cases, the quantities $\infty - \varepsilon$ or $-\infty - \varepsilon$ should be interpreted as arbitrary positive, respectively negative, constants.

**The list of frequently used symbols.**

1. $C', C_1, C_2, C_3$: positive constants whose values are not of interest
2. $C_0$ the constant defined in (5.53)
3. $c_{R, \pm} = \lim_{n \to \infty} (\alpha n)^{-1} \mathbb{E}(M_n^\pm)^\alpha$ and $c_R = \lim_{n \to \infty} (\alpha n)^{-1} \mathbb{E}|M_n|^\alpha > 0$
4. $c_{2, \pm}$: tail constants of $W_2$
5. $c_{1, \pm}$: tail constants of $\tilde{W}_1$
6. $\tilde{c}_{\pm}$: tail constants of $W_1$ in Table 3.1
7. $\mathcal{C} = \sigma \rho_1^{-\alpha/2} \mathbb{E}|N|^{\alpha}$
8. $\mathcal{D} = c_2 c_R/2$ or $c_{2, \pm} c_{R, \mp} + c_{2, \mp} c_{R, -}$
9. $\tilde{\mathcal{D}} = \mathcal{D}/2$
10. $\mathcal{D}$ the defined in (5.2)
11. $\mathbb{E}_{\alpha_2}[Z] = \mathbb{E}[[\Pi_{0,-n}^{(2)}]^{\alpha_2} Z]$
12. $\mathcal{F}_n = \sigma ((A_i, B_i)_{-n \leq i \leq 0})$
13. $J \in \mathbb{N}$: $JK \leq n_1 < (J + 1)K$
14. $K = \lfloor \rho_i \rho_j^{-1}(L/2 - 1) \rfloor$
15. $K' = K - \lfloor K^\vartheta \rfloor$ for a fixed $0 < \vartheta < 1$
16. $L = \lfloor \mathcal{D} \sqrt{\log \log x} \log x \rfloor$
17. $\tilde{L} = L/2$
18. $M_n = \sum_{i=1}^{n} \Pi_{i-1}^{(1)} A_{12,1-i} \Pi_{i,1-n}^{(2)}$
19. $n_0 = [\rho_1^{-1} \log x]$
20. $n_1 = n_0 - L, n_2 = n_0 + L$
21. $\tilde{n}_1 = [n_0 - \tilde{L}]$
22. $p = [\rho_2^{-1} \log x + L]$
23. $U_i = A_{12,i} A_{22,i}^{-1}$, $U = A_{12} A_{22}^{-1}$
24. $V_i = A_{11,i} A_{22,i}^{-1}$, $V = A_{11} A_{22}^{-1}$
25. $w_{n, \pm} = \mathbb{E}(M_n^\pm)^\alpha$ and $w_n = \mathbb{E}|M_n|^\alpha$
26. $w = \lim_{n \to \infty} w_n > 0$ and $w_{\pm} = \lim_{n \to \infty} w_{n, \pm}$
27. $\mu = \mathbb{E}|A_{11}^{-1} A_{12}| |A_{11}|^\alpha$
28. $\xi = \rho_3^3 \mathcal{D}^3 / 4 c_0^3$
29. $\tilde{\xi} = \rho_3^3 \mathcal{D}^2 / \mathcal{D} c_0^3$
30. $\Pi_{i}^{(i)} = \Pi_{j=s}^{(i)} A_{i,j}$, $t \geq s$, $i = 1, 2$ and $\Pi_{t}^{(i)} = 1$, $t < s$ and $\Pi_{t}^{(i)} = \Pi_{t}^{(i)}$
31. $\rho_{i} = \mathbb{E}|A_{ii}|^\alpha \log |A_{ii}|$, $i = 1, 2$
32. $\sigma^2 = \mathbb{E}(A_{12} A_{11}^{-1})^2 |A_{11}|^\alpha$
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