Status of the TRIUMF PIENU Experiment

The PIENU experiment at TRIUMF aims to measure the pion decay branching ratio $R = \Gamma(\pi^+ \rightarrow e^+ \nu_e(\gamma)) / \Gamma(\pi^+ \rightarrow \mu^+ \nu_\mu(\gamma))$ with precision $< 0.1\%$ to provide a sensitive test of electron-muon universality in weak interactions. The current status of the PIENU experiment is presented.
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1 Introduction

The charged pion decay branching ratio $R = \Gamma(\pi^+\to e^+e^- + \pi^-\to e^+\nu_e)/\Gamma(\pi^+\to \mu^+\nu_\mu + \pi^-\to \mu^+\nu_\mu\gamma)$ is one of the most precisely calculated observables in the Standard Model (SM) involving quarks [1]. The most recent theoretical evaluation [1], [2] gives

$$R_{SM} = (1.2352\pm0.0002)\times10^{-4}.$$ (1)

Precise measurement of $R$ provides one of the most stringent tests of the hypothesis of electron-muon universality in weak interactions. The previous experimental values of the branching ratio are

$$R_{EXP1} = [1.2265\pm0.0034(stat)\pm0.0044(syst)]\times10^{-4}(TRIUMF, 1992) [3],$$ (2)

and

$$R_{EXP2} = [1.2346\pm0.0035(stat)\pm0.0036(syst)]\times10^{-4}(PSI, 1993) [4]$$ (3)

indicating that there is a room for improvement by two orders of magnitude in precision.

The goal of the PIENU experiment at TRIUMF is to improve the accuracy of the branching ratio measurement by a factor of 5, to <0.1% resulting in 0.05% precision in the universality test. This precision also allows potential access to new physics up to the mass scale of 1000 TeV for helicity unsuppressed pseudoscalar interactions [1]. Examples of the new physics probed include R-parity violating SUSY [5], heavy neutrino mixing [6], excited gauge bosons, leptoquarks [7], compositeness, and the effects of charged Higgs bosons. In the following, the result of the analysis of an initial data set is presented [8].

2 The PIENU Experiment

The PIENU experiment was located at the TRIUMF M13 beam line [9]. The positive charged beam momentum was $P=75\pm1$ MeV/c with a rate about 70 kHz, and composition 84% $\pi^+$, 14% $\mu^+$, and 2% $e^+$.

Figure 1 shows the schematic of the PIENU detector. Pion beam tracking was provided by two three-plane wire chambers (WC1 and WC2) located at the exit of the beam line. Following WC2, the beam was degraded by two thin plastic scintillators B1 and B2 (beam counters) used for time and energy loss measurements in order to identify the beam pions. The beam counters were followed by two sets of Si strip detectors (S1 and S2). The pions stopped in the center of an 8 mm plastic scintillator target (B3) and decayed at rest.

In order to reconstruct the tracks and define the acceptance of decay positrons, another Si strip detector (S3) and three layers of wire chamber (WC3) were employed.
Two thin plastic scintillators (telescope counters T1 and T2) were used to measure decay times and to define the on-line trigger. Triggered decay positrons entered a large single NaI(Tl) crystal calorimeter (48 cm diameter × 48 cm width). Two layers of pure CsI crystals surrounded the NaI(Tl) crystal for shower leakage detection. Three veto scintillators (V1−3) were installed to cover inactive material. The solid angle acceptance was 20%, about 10 times larger than in the previous TRIUMF experiment [3]. Details of the PIENU detector are described in reference [10].

3 Analysis

The raw branching ratio was obtained from the ratio of positron yields from $\pi^+ \rightarrow e^+\nu_e$ decays ($E_e = 69.8$ MeV) and $\pi^+ \rightarrow \mu^+\nu_\mu$ decays followed by $\mu^+ \rightarrow e^+\nu_e\bar{\nu}_\mu$ decays (the $\pi^+ \rightarrow \mu^+ \rightarrow e^+$ decay chain, $E_e = 0.5−52.8$ MeV). Figure 2 shows the energy spectrum of decay positrons in the region 5−35 ns obtained by the NaI(Tl) and CsI. Decay positrons were divided into two energy regions separated at $E_{cut} = 52$ MeV. The time spectra of decay positrons in the low and high energy regions are shown in Figure 3. Those spectra were fitted to functions including background components simultaneously to extract the raw branching ratio.

In the low energy time spectrum, the main components were $\pi^+ \rightarrow \mu^+ \rightarrow e^+$ decays.
at rest \((\frac{\lambda_\pi}{\lambda_\mu} e^{-\lambda_\mu t} - e^{-\lambda_\pi t})\) starting at \(t = 0\), \(\pi\) decay-in-flight (\(\pi\)DIF) events upstream of B3 \((\lambda_\mu e^{-\lambda_\mu t} \text{ starting at } t = 0)\), and previously stopped muons (“old-muon”, \(\lambda_\mu e^{-\lambda_\mu t}\)).

The main component in the high energy time spectrum was the \(\pi^+ \rightarrow e^+ \nu_e\) decays \((\lambda_\pi e^{-\lambda_\pi t})\). The major backgrounds were from muon decays \((\pi^+ \rightarrow \mu^+ \rightarrow e^+, \pi\)DIF, and old-muons). These components have the same time distributions as in the low energy region. \(\pi^+ \rightarrow \mu^+ \rightarrow e^+, \pi\)DIF, and old-muon decays in the high energy region are shown as the solid blue line, the dashed dark blue line, and the dashed pink line in Figure 3(b) (colors on-line).

Another background in the high energy region came from radiative pion decays \(\pi^+ \rightarrow \mu^+ \nu_\mu \gamma\) (branching ratio, \(2 \times 10^{-4}\) [1]) followed by \(\mu^+ \rightarrow e^+ \nu_e \nu_\mu\) decays. In this case, the time of the \(\gamma\)-ray is different from that of the decay positron. These contributions were estimated by Monte Carlo (MC) simulation using waveform templates for the NaI(Tl) and CsI detectors. This distribution is shown as the light blue line in Figure 3(b).

The distribution shown by the dashed violet line in the high energy region in Figure 3(b) is the pileup component of \(\pi^+ \rightarrow \mu^+ \rightarrow e^+\) decays plus old-muon decays. The shape of this background was obtained by MC simulation using the pulse shapes of the NaI(Tl) and CsI detectors.

The pileup cut was based on the pulse shape in T1. However, events with two T1 hits within the double pulse resolution of T1 (\(\sim 15\) ns) were accepted. The amplitude was estimated by artificially increasing the double pulse resolution up to 200 ns. This distribution is shown by the dashed green line in Figure 3(b).

To reduce possible bias, the raw branching ratio was shifted (“blinded”) by a hidden random value within 1% during the initial analysis procedure. Prior to un-blinding, all cuts and corrections were determined and the stability of the result against variations of each cut was reflected in the systematic uncertainty estimate.

4 Systematic Corrections

4.1 Tail Correction

The largest correction to the branching ratio came from knowledge of the low energy \(\pi^+ \rightarrow e^+ \nu_e\) tail events below \(E_{\text{Cut}}\). In order to evaluate the amount of \(\pi^+ \rightarrow e^+ \nu_e\) tail, \(\pi^+ \rightarrow \mu^+ \rightarrow e^+\) events were suppressed using an early decay-time region 5–35 ns (un-filled histogram in Figure 2), pulse shape and the total energy in B3, and beam tracking information. The resulting \(\pi^+ \rightarrow \mu^+ \rightarrow e^+\) suppressed positron energy spectrum is shown by the shaded histogram in Figure 2. In order to evaluate the correction for the \(\pi^+ \rightarrow e^+ \nu_e\) low energy tail, the remaining \(\pi^+ \rightarrow \mu^+ \rightarrow e^+\) events of the suppressed spectrum were subtracted and the \(\pi^+ \rightarrow e^+ \nu_e\) tail was obtained. Additionally, since
Figure 2: Energy spectra of positrons in the time region 5–35 ns without and with (shaded) $\pi^+\rightarrow\mu^+\rightarrow e^+$ suppression cuts (see the text). The vertical line indicates the $E_{cut} = 52$ MeV.

Figure 3: Time spectra in the low (a) and high (b) energy regions. Horizontal axes are decay time. The solid red lines in the low and high energy regions are due to $\pi^+\rightarrow\mu^+\rightarrow e^+$ and $\pi^+\rightarrow e^+\nu_e$ respectively. Other lines indicate background components and the solid green lines in both regions are the sums of the background components (see text for details).
Figure 4: Tail measurement at 0 degrees. Below the main peak at 68 MeV, the three bumps were due to photo-nuclear absorption in the NaI(Tl) calorimeter [12].

the total energy cut in B3 removed $\pi^+\rightarrow e^+\nu_e$ events with Bhabha scattering and larger energy loss in B3, MC simulation was used to take account of those events. These procedures were based on the method of the previous TRIUMF experiment [3] and provided a lower bound on this correction.

In order to empirically determine an upper bound of the $\pi^+\rightarrow e^+\nu_e$ low energy tail, a special data set was taken using mono-energetic positron beams. The crystal calorimeter was rotated to obtain different angles of entry. Figure 4 shows the energy spectrum at 0 degrees. It shows the peak of the beam positrons as well as three lower energy bumps due to photo-nuclear absorption followed by neutron escape from the NaI(Tl) crystal [12].

Combining the lower and upper bounds, the $\pi^+\rightarrow e^+\nu_e$ low energy tail was estimated to be 3.07±0.12%.

4.2 Acceptance Correction

Energy dependent effects changed the relative acceptance of $\pi^+\rightarrow e^+\nu_e$ and $\pi^+\rightarrow \mu^+\rightarrow e^+$ events. The acceptance correction relied on MC calculations including multiple Coulomb scattering, Bhabha scattering, positron annihilation-in-flight, and trigger losses. The ratio of acceptance of $\pi^+\rightarrow e^+\nu_e$ and $\pi^+\rightarrow \mu^+\rightarrow e^+$ was estimated within the uncertainty of 0.03%. The uncertainties of the detector geometry and the pion beam stopping position were also included in the error estimate.
4.3 Other Corrections

For the decays-in-flight of muons from $\pi^+ \rightarrow \mu^+ \nu_\mu$ in B3 ($\mu$DIF), Lorentz boosting raises the positron energy. Since $\mu$DIF had the same time distribution as $\pi^+ \rightarrow e^+ \nu_e$ decays, $\mu$DIF events inflated the apparent number of $\pi^+ \rightarrow e^+ \nu_e$ decays. The contribution of $\mu$DIF was estimated by MC.

Possible energy-dependent effects on T1 were studied using decay positrons from muons stopped at the center of B3. The effects of the uncertainties of the muon and pion lifetimes [13] were also included.

5 Status and Conclusion

Data taking of the PIENU experiment was completed in 2012, and the analysis of a partial data set taken in 2010 has been completed [8]. The partial data set corresponds to $4 \times 10^5 \pi^+ \rightarrow e^+ \nu_e$ decay events. For this data set with all corrections

$$R_{\text{EXP}} = [1.2344 \pm 0.0023(\text{stat}) \pm 0.0019(\text{syst})] \times 10^{-4}$$

(4)

which is consistent with previous work and the SM prediction. The present result improves the test of electron-muon universality compared to previous experiments by a factor of two: $g_e/g_\mu = 0.9996 \pm 0.0012$ for the charged current.

The analysis of the remaining data is in progress. The statistical uncertainty will be improved by a factor of 3 since the full data set corresponds to 10 times higher statistics. It is anticipated that the systematic uncertainty will also be substantially improved.
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