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Abstract

Distributed multi-agent optimization is the core of many applications in distributed learning, control, estimation, etc. Most existing algorithms assume knowledge of first-order information of the objective and have been analyzed for convex problems. However, there are situations where the objective is nonconvex, and one can only evaluate the function values at finitely many points. In this paper we consider derivative-free distributed algorithms for nonconvex multi-agent optimization, based on recent progress in zero-order optimization. We develop two algorithms for different settings, provide detailed analysis of their convergence behavior, and compare them with existing centralized zero-order algorithms and gradient-based distribution algorithms.

1 Introduction

Consider a set of \(n\) agents connected over a network, each of which is associated with a smooth local objective function \(f_i\) that can be nonconvex. The goal is to solve the optimization problem

\[
\min_{x \in \mathbb{R}^d} f(x) := \frac{1}{n} \sum_{i=1}^{n} f_i(x)
\]

with the restriction that \(f_i\) is only known to agent \(i\) and each agent can exchange information only with its neighbors in the network during the optimization procedure. We focus on the situation where only zero-order information of \(f_i\) is available to agent \(i\).

Distributed multi-agent optimization lies at the core of a wide range of applications, and a large body of literature has been contributed to distributed multi-agent optimization algorithms. One line of research combines (sub)gradient-based methods with a consensus/averaging scheme. It has been shown that, for convex functions, the convergence rates of distributed gradient-based algorithms can match or nearly match those of centralized gradient-based algorithms. Specifically, [1][2][3] proposed and analyzed distributed algorithms with \(O(\log t/\sqrt{t})\) convergence for nonsmooth convex functions; [4][5][6] proposed distributed algorithms with \(O(1/t)\) convergence for smooth convex functions and linear convergence for strongly convex functions; [7] employed Nesterov’s gradient descent method and showed \(O(1/t^{1.4-\epsilon})\) convergence for smooth convex functions and improved linear convergence for strongly convex functions. Besides convergence rates, some works have additional focuses such
as time-varying/undirected graphs \[1, 2, 8, 5, 10\], uncoordinated step sizes \[11, 12\], stochastic (sub)gradient \[13, 14\], etc.

While distributed convex optimization has a broad applicability, nonconvex problems also appear in important applications such as distributed learning \[15\], compressed sensing \[16\], robotic networks \[17\], operation of wind farms \[18\], etc, and several works have considered nonconvex multi-agent optimization. \[19\] studied the behavior of distributed projected stochastic gradient algorithm via tools from continuous-time dynamical systems. \[20\] developed distributed algorithms based on the convexification-decomposition technique. \[21\] established convergence of the distributed push-sum algorithm for nonconvex problems and also proposed perturbations to avoid local maxima. \[22\] studied the decentralized parallel stochastic gradient descent, and showed its $O(1/\sqrt{T})$ convergence rate to stationary points. \[23\] proposed a decentralized Frank–Wolfe algorithm, and showed its $O(1/\sqrt{T})$ convergence rate of the quantity $\langle \nabla f(\bar{x}(t)), \bar{x}(t) - x^* \rangle$. \[24\] proposed the proximal primal-dual algorithm for distributed nonconvex optimization, and showed its $O(1/t)$ convergence to a stationary point. \[25\] studied decentralized gradient descent-type algorithms for nonconvex problems, established their convergence to stationary points and also provided consensus rates.

Recently there has been increasing interest in zero-order optimization, where one does not have access to the gradient of the objective. Such situations can occur, for example, when only black-box procedures are available for computing the values of the functional characteristics of the problem, or when resource limitations restrict the use of fast or automatic differentiation techniques. Many existing works on zero-order optimization are based on constructing gradient estimators using finitely many function evaluations. \[26\] proposed and analyzed a single-point gradient estimator, and \[27\] further studied the convergence rate of single-point zero-order algorithms for highly smooth objectives. \[28\] proposed two-point gradient estimators and showed that the convergence of the resulting algorithms are comparable with their first-order counterparts. \[29\] studied two-point gradient estimators in stochastic nonconvex zero-order optimization. \[30\] and \[31\] showed that for stochastic zero-order convex optimization with two-point gradient estimators, the optimal rate $O(\sqrt{d/N})$ is achievable where $N$ denotes the number of function value queries. \[32\] proposed and analyzed a zero-order stochastic Frank-Wolfe algorithm.

Some recent works have also started to combine zero-order and distributed methods. \[33\] proposed a distributed zero-order algorithm for stochastic nonconvex problems based on the method of multipliers. \[34\] proposed a zero-order ADMM algorithm for distributed online convex optimization. \[35\] proposed a distributed zero-order algorithm over random networks and established its convergence for strongly convex objectives. \[36\] considered distributed zero-order methods for constrained convex optimization. On the other hand, there are still many questions remain to be studied in distributed zero-order optimization, e.g., how zero-order and distributed methods affect the performance of each other and whether their fundamental structural properties could be kept by tuning the way of their combination. This paper aims at providing messages along this line: We propose and analyze two zero-order distributed algorithms for deterministic nonconvex optimization, and compare their convergence rates with their distributed first-order and centralized zero-order counterparts. The first algorithm employs a simple two-point gradient estimator and only does consensus on the local decision variables, while the second algorithms uses a 2d-point gradient estimator and incorporates gradient tracking. The convergence rates of the two algorithms are summarized in Table 1 and are compared with their distributed first-order and centralized counterparts. We show that for deterministic nonconvex optimization, the proposed distributed zero-order algorithms have comparable convergence behavior with their first-order and centralized counterparts. These results shed light on how zero-order evaluations affect distributed optimization...
Table 1: Comparison of different algorithms for distributed optimization and zero-order optimization.

|                          | smooth                     | gradient dominated          |
|--------------------------|----------------------------|-----------------------------|
| this paper (nonconvex)   | $O\left(\frac{d}{N} \log N\right)$ | $O\left(\frac{d}{N}\right)$ |
| Alg. 1                   | $O\left(\sqrt{\frac{d}{N}} N \log N\right)$ | $O\left(1 - c(1 - \rho)^2 \left(\frac{\mu}{L}\right)^{\frac{3}{2}}\right)^{N/d}$ |
| Alg. 2                   | $O\left(\frac{d}{N}\right)$ | $O\left(\left[1 - c(1 - \rho)^2 \left(\frac{\mu}{L}\right)^{\frac{3}{2}}\right]^{N/d}\right)$ |
| distributed              | $O\left(\log t \sqrt{\frac{d}{t}}\right)$ [2] (convex) | $O\left(\frac{\log t}{t}\right)$ [37] (convex) |
| gradient-based methods   | $O\left(\frac{1}{\sqrt{T}}\right)$ [22] (nonconvex) | $O\left(\frac{\log t}{t}\right)$ [37] (convex) |
| methods                  | $O\left(\frac{1}{t}\right)$ [6] | $O\left(\left[1 - c(1 - \rho)^2 \left(\frac{\mu}{L}\right)^{\frac{3}{2}}\right]^t\right)$ [15] |
| centralized              | $O\left(\frac{d}{N}\right)$ (nonconvex) | $O\left(\left[1 - c \frac{\mu}{\bar{d}}\right]^N\right)$ (strongly convex) |

Note: $t$ denotes the number of iterations, $N$ denotes the number of function value queries, $d$ denotes the dimension of the decision variable, and $c$’s represent numerical constants that can be different for different algorithms.

$T$ denotes the total number of iterations provided before the optimization procedure. The rate in [22] assumes knowledge of $T$ and uses $T$ to set a constant step size.

The listed convergence rates are the ergodic rates of $\|\nabla f\|^2$ for the smooth case, and the objective error rates for the gradient dominated case, respectively.

We do not include algorithms with Nesterov-type acceleration in this comparison.

and how the network structure affects zero-order algorithms.

**Notation:** We denote the $\ell_2$-norm by $\|\cdot\|$, and the standard inner product by $\langle x, y \rangle := x^T y$. The standard basis of $\mathbb{R}^d$ will be denoted by $\{e_k\}_{k=1}^d$. The closed unit ball $\{x \in \mathbb{R}^d : \|x\| \leq 1\}$ will be denoted by $\mathbb{B}_d$, and the unit sphere $\{x \in \mathbb{R}^d : \|x\| = 1\}$ will be denoted by $\mathbb{S}_{d-1}$. The uniform distributions over $\mathbb{B}_d$ and $\mathbb{S}_{d-1}$ will be denoted by $\mathcal{U}(\mathbb{B}_d)$ and $\mathcal{U}(\mathbb{S}_{d-1})$.

# 2 Formulation and Algorithms

## 2.1 Problem Formulation

Let $\mathcal{N} = \{1, 2, \ldots, n\}$ denote the set of agents. Suppose the agents are connected by a communication network, whose topology is represented by a connected graph $\mathcal{G} = (\mathcal{N}, \mathcal{E})$ where $\mathcal{E}$ denotes the set of edges that represent the communication links. The graph $\mathcal{G}$ is assumed to be undirected,
meaning that the communication links of the network are bidirectional.

Each agent \(i\) is associated with a local objective function \(f_i : \mathbb{R}^d \to \mathbb{R}\). The goal of the agents is to collaboratively solve the optimization problem

\[
\min_{x \in \mathbb{R}^d} f(x) := \frac{1}{n} \sum_{i=1}^{n} f_i(x).
\]

We assume that at each time step, agent \(i\) can only query the function values of \(f_i\) at finitely many points, and can only communicate with its neighbors in the communication network. We also assume that the queries of the function values are noise-free and error-free.

We use the following definitions of function classes throughout the paper:

\textbf{Definition 1.} 1. A function \(f : \mathbb{R}^d \to \mathbb{R}\) is said to be \(L\)-smooth if \(f\) is continuously differentiable and satisfies \(\|\nabla f(x) - \nabla f(y)\| \leq L\|x - y\|\) for all \(x, y \in \mathbb{R}^d\).

2. A function \(f : \mathbb{R}^d \to \mathbb{R}\) is said to be \(G\)-Lipschitz if \(|f(x) - f(y)| \leq G\|x - y\|\) for all \(x, y \in \mathbb{R}^d\).

3. A function \(f : \mathbb{R}^d \to \mathbb{R}\) is said to be \(\mu\)-gradient dominated\(^1\) if \(f\) is differentiable, has a global minimizer \(x^*\), and

\[
2\mu(f(x) - f(x^*)) \leq \|\nabla f(x)\|^2
\]

for all \(x \in \mathbb{R}^d\).

Lipschitz continuity and smoothness are standard assumptions on the objective function in distributed optimization. The concept of gradient domination can be viewed as a nonconvex analog of strict convexity, and is important in the non-convex optimization literature [39, 38]. It has been observed that nonconvex but gradient-dominated objective functions appear in various applications [40, 41].

\subsection{2.2 Algorithms}

We propose consensus-based distributed algorithms for solving Problem (1), where each agent maintains a local copy of the global variables, and weighs its neighbors’ information to updates the local variable. Specifically, we introduce a consensus matrix \(W = [W_{ij}] \in \mathbb{R}^{n \times n}\) that satisfies the following assumption:

\textbf{Assumption 1.} 1. \(W_{ij} \geq 0\) for all \(i, j \in \mathcal{N}\) and \(W1_d = W^T1_d = 1_d\), i.e., \(W\) is a doubly stochastic matrix.

2. \(W_{ii} > 0\) for all \(i \in \mathcal{N}\), and for two distinct agents \(i\) and \(j\), \(W_{ij} > 0\) if and only if \((i, j) \in \mathcal{E}\).

It is a standard result of consensus optimization that, when Assumption 1 is satisfied, we have

\[
\rho := \sup_{\|x\|=1} \frac{\|W(x - n^{-1}1_n1_n^Tx)\|}{\|x - n^{-1}1_n1_n^Tx\|} < 1.
\]

Because each agent \(i\) can only query function values of \(f_i\) at finitely many points, we employ techniques from zero-order optimization and introduce the following maps:

\[
G_f^{(2)}(x; u, z) := \frac{d}{2u} \cdot \frac{f(x + uz) - f(x - uz)}{z},
\]

\[
G_f^{(2d)}(x; u) := \sum_{k=1}^{d} \frac{f(x + u e_k) - f(x - u e_k)}{2u} e_k.
\]

\(^1\) This definition is adopted from [38].
Algorithm 1: 2-point gradient estimator without global gradient tracking

for $t = 1, 2, 3, \ldots$ do
    foreach $i \in \mathcal{N}$ do
        1. Generate $z^i(t) \sim U(S_d - 1)$ independently from $(z^i(\tau))_{\tau=1}^{t-1}$ and $(z^j(\tau))_{\tau=1}^{t}$ for $j \neq i$.
        2. Update $x^i(t)$ by
           \[ g^i(t) = G_{f_i}^{(2)}(x^i(t-1); u_t, z^i(t)), \]
           \[ x^i(t) = \sum_{j=1}^{n} W_{ij} (x^j(t-1) - \eta_t g^j(t)). \]
    end
end

The map $G_{f_i}^{(2d)}(x; u)$ approximates $\nabla f(x)$ by difference quotients along $d$ orthogonal directions, and can be viewed as a noise-free version of the Kiefer-Wolfowitz type method [42]. The following proposition establishes the rationale of employing $G_{f_i}^{(2d)}(x; u, z)$ as an estimator of $\nabla f(x)$ when $z$ is properly randomly generated:

**Proposition 1** ([26]). Suppose $f : \mathbb{R}^d \to \mathbb{R}$ is continuous. Then for any $u > 0$ and $x \in \mathbb{R}^d$,
\[
\mathbb{E}_{z \sim U(S_d - 1)} \left[ G_{f_i}^{(2)}(x; u, z) \right] = \nabla f^u(x),
\]
where $f^u(x) := \mathbb{E}_{y \sim U(B_d)} [f(x + uy)]$.

Basically, Proposition 1 indicates that when $z$ is randomly generated from the sphere $S_d - 1$, the expectation of $G_{f_i}(x; u, z)$ is the gradient of a “smoothed version” of $f$.

We propose two distributed algorithms for Problem (1) based on the gradient estimators (2) and (3):

1. Algorithm 1 employs the 2-point gradient estimator (2) in which $z$ is independently sampled from the uniform distribution $U(S_d - 1)$, and only involves consensus on the local decision variables which is similar to the decentralized (sub)gradient descent (DGD) method [1, 2].
2. Algorithm 2 employs the 2d-point gradient estimator (3) and also introduces auxiliary local variables $s^i(t)$ for gradient tracking. We shall see in Theorem 3 that $s^i(t)$ converges to the gradient of the global objective function as $t \to \infty$ under mild conditions.

Note that here we employ the the adapt-then-combine (ATC) strategy [43] for both algorithms, which is a commonly used variant for consensus optimization.
Algorithm 2: 2d-point gradient estimator with global gradient tracking

Set \( s^i(0) = g^i(0) = 0 \) for each \( i \in \mathcal{N} \).

for \( t = 1, 2, 3, \ldots \) do

foreach \( i \in \mathcal{N} \) do

1. Update \( s^i(t) \) by

\[
 g^i(t) = G_f^{(2d)}(x^i(t-1); u_t),
\]

\[
 s^i(t) = \sum_{j=1}^{n} W_{ij} \left( s^j(t-1) + g^i(t) - g^i(t-1) \right). \tag{7}
\]

2. Update \( x^i(t) \) by

\[
 x^i(t) = \sum_{j=1}^{n} W_{ij} (x^j(t-1) - \eta s^j(t)). \tag{8}
\]

end

end

3 Main Results

3.1 Convergence of Algorithm [1]

Let \( x^i(t) \) denote the sequence generated by Algorithm [1] where the sequence of step sizes \( \eta_t \) is positive and non-increasing. Denote

\[
 \bar{x}(t) := \frac{1}{n} \sum_{i=1}^{n} x^i(t), \quad R_0 := \sum_{i=1}^{n} \|x^i(0) - \bar{x}(0)\|^2.
\]

We first analyze the case with general nonconvex but smooth objectives.

**Theorem 1.** Assume that each local objective function \( f_i \) is uniformly \( G \)-Lipschitz and \( L \)-smooth for some positive constants \( G \) and \( L \), and that \( f^* := \inf_{x \in \mathbb{R}^d} f(x) > -\infty \).

1. Suppose \( \eta_1 L \leq 1/4 \), \( \sum_{t=1}^{\infty} \eta_t = +\infty \), \( \sum_{t=1}^{\infty} \eta_t^2 < +\infty \), and \( \sum_{t=1}^{\infty} \eta_t u_t^2 < +\infty \). Then almost surely, \( \|x^i(t) - \bar{x}(t)\| \) converges to zero for all \( i \in \mathcal{N} \), \( \nabla f(\bar{x}(t)) \) converges to zero, and the function value \( f(\bar{x}(t)) \) converges as \( t \to \infty \).

2. Suppose now that

\[
 \eta_t = \frac{\alpha_\eta}{4L\sqrt{d}} \cdot \frac{1}{t^3}, \quad u_t \leq \frac{\alpha_u G}{L\sqrt{d}} \cdot \frac{1}{t^{(\gamma-\beta)/2}}
\]

with \( \alpha_\eta \in (0, 1) \), \( \alpha_u \geq 0 \), \( \beta \in (1/2, 1) \) and \( \gamma > 1 \). Then

\[
 \frac{\sum_{t=0}^{\tau-1} \eta_{t+1} \mathbb{E}[\|\nabla f(\bar{x}(\tau))\|^2]}{\sum_{t=0}^{\tau-1} \eta_{t+1}} \leq \frac{(1-\beta)\sqrt{d}}{t^{1-\beta}} \left[ \frac{16(f(\bar{x}(0))-f^*)}{\alpha_\eta G^2/L} + \frac{12R_0 L^2/G^2}{n(1-\rho^2)\sqrt{d}} \right.
\]

\[
 + \frac{4\alpha_\eta}{(6\beta-3)n^2} + \frac{18\alpha_u^2 \kappa^2 \rho^2}{\sqrt{d}(1-\rho^2)^2} + \frac{9\alpha_u^2 \gamma}{2(\gamma-1)} + o \left( \frac{1}{t^{1-\beta}} \right), \tag{9}
\]

\[
 \sum_{t=0}^{\tau-1} \eta_{t+1} \mathbb{E}[\|\nabla f(\bar{x}(\tau))\|^2] \leq \frac{16(f(\bar{x}(0))-f^*)}{\alpha_\eta G^2/L} + \frac{12R_0 L^2/G^2}{n(1-\rho^2)\sqrt{d}} \right].
\]
and
\[
\frac{1}{n} \sum_{i=1}^{n} \mathbb{E} \left[ \|x'(t) - \bar{x}(t)\|^2 \right] \leq \frac{\alpha_n^2 \rho^2}{(1 - \rho^2)^2} \frac{G^2}{L^2} t^{2\beta} + o(t^{-2\beta}),
\]
(10)

3. Suppose now that
\[
\eta_t = \frac{\alpha_n}{4L\sqrt{d}} \cdot \frac{1}{\sqrt{t}}, \quad u_t \leq \frac{\alpha_n G}{L\sqrt{d}} \cdot \frac{1}{t^{\gamma/2 - 1/4}}
\]
with \(\alpha_n \in (0,1]\), \(\alpha_n \geq 0\) and \(\gamma > 1\), and that every agent starts from the same initial point. Then almost surely, \(\|x'(t) - \bar{x}(t)\|\) converges to zero for all \(i\), and \(\lim_{t \to \infty} \|\nabla f(\bar{x}(t))\| = 0\). Furthermore, we have
\[
\frac{\sum_{t=0}^{\tau-1} \eta_{t+1} \mathbb{E} [\| \frac{1}{n} \nabla f(\bar{x}(t)) \|^2]}{\sum_{t=0}^{\tau-1} \eta_{t+1}} \leq \sqrt{\frac{d}{t}} \left[ \frac{\alpha_n}{3n^2} \log(2t+1) + \frac{8(f(\bar{x}(0)) - f^*)}{\alpha_n G^2 / L} + \frac{6R_0 L^2 / G^2}{n(1 - \rho^2)^{2\beta} \sqrt{d}} \right. \\
\left. + \frac{9\alpha_n^2 \rho^2}{(1 - \rho^2)^2 \sqrt{d}} + \frac{9\alpha_n^2 \gamma}{4(4\gamma - 1)} \right] + o\left(\frac{1}{\sqrt{t}}\right),
\]
(11)
and
\[
\frac{1}{n} \sum_{i=1}^{n} \mathbb{E} \left[ \|x'(t) - \bar{x}(t)\|^2 \right] \leq \frac{\alpha_n^2 \rho^2}{(1 - \rho^2)^2} \frac{G^2}{L^2} t^{2\beta} + o(t^{-1}).
\]
(12)

Remark 1. Theorem \(\text{[\text{I}]}\) uses the squared norm of the gradient to assess the sub-optimality of the iterates, which is common for unconstrained nonconvex problems where we do not aim for global optimal solutions \([24,28]\). While Theorem \(\text{[\text{I}]}\) does not exclude the possibility of converging to saddle points, recent works \([45,46]\) show that saddle points can be avoided almost surely with a proper random initialization for many first-order methods, and we conjecture that the proposed algorithms may also share this property. Rigorous analysis is left for future work.

Remark 2. Each iteration of Algorithm \(\text{[\text{II}]}\) requires 2 queries of function values. Thus the convergence rates \(\text{(9)}\) and \(\text{(11)}\) can also be interpreted as \(O(N^{1-\beta})\) and \(O(N^{\gamma} / \sqrt{d})\) respectively where \(N\) denotes the number of function value queries. Characterizing convergence rate in terms of the number of function value queries \(N\) and the dimension \(d\) is conventional for zero-order optimization. In scenarios where zero-order methods are applied, the computation of the function values is usually one of the most time-consuming procedures. In addition, how the convergence of the algorithm scale with the problem dimension \(d\) is also of interest.

The following result shows that for a gradient dominated global objective, a faster convergence rate can be achieved by Algorithm \(\text{[\text{III}]}\).

Theorem 2. Assume that each local objective function \(f_i\) is uniformly \(G\)-Lipschitz and \(L\)-smooth for some positive constants \(G\) and \(L\). Furthermore, assume that the global objective function \(f\) is \(\mu\)-gradient dominated and has a minimum value denoted by \(f^*\). Suppose
\[
\eta_t = \frac{2\alpha_n}{\mu(t + t_0)}, \quad t_0 \geq \frac{8\alpha_n L}{\mu} - 1, \quad u_t \leq \frac{\alpha_n G}{L} \cdot \frac{1}{\sqrt{t + 1}}
\]
for some \(\alpha_n > 1\) and \(\alpha_0 \geq 0\). Then
\[
\mathbb{E} [f(\bar{x}(t)) - f^*] \leq \frac{\alpha_n G^2 d}{\mu(\alpha_n - 1)} \left( \frac{8\alpha_n L}{\mu} + 2\alpha_n^2 \right) \cdot \frac{1}{t + 1} + o(t^{-1}),
\]
(13)
and
\[
\frac{1}{n} \sum_{i=1}^{n} \mathbb{E} \left[ \| x'(t) - x(t) \|^2 \right] \leq \frac{64\alpha_n^2 \kappa^2 \rho^2 G^2 d}{\mu^2 (1 - \rho^2)^2} \cdot \frac{1}{t^2} + o(t^{-2}). \tag{14}
\]

Remark 3. The convergence rate (14) can also be described as \( \mathbb{E} [f(x(t)) - f^*] = O(d/N) \), where \( N \) is the number of function value queries.

Table 1 shows that, while Algorithm 1 employs a randomized 2-point zero-order estimator of \( \nabla f_i \), its convergence rates are comparable with its gradient-based counterpart, the decentralized gradient descent (DGD) algorithm [22, 37]. However, its convergence rates are inferior to its centralized zero-order counterpart in [28].

3.2 Convergence of Algorithm 2

Let \( (x^i(t), s^i(t)) \) denote the sequence generated by Algorithm 2 with a constant step size \( \eta \). Denote
\[
\bar{x}(t) := \frac{1}{n} \sum_{i=1}^{n} x^i(t), \quad R_0 := \frac{1}{n} \sum_{i=1}^{n} \left( \frac{\eta \rho^2}{2L} \| \nabla f_i(x^i(0)) \|^2 + \| x^i(0) - \bar{x}(0) \|^2 \right) + \frac{\eta \rho^2 u_i^2 L d}{4}.
\]

We first analyze the case where the local objectives are nonconvex and smooth.

Theorem 3. Assume that each local objective function \( f_i \) is uniformly \( L \)-smooth for some positive constant \( L \), and that \( f^* := \inf_{x \in \mathbb{R}^d} f(x) > -\infty \). Suppose
\[
\eta L \leq \min \left\{ \frac{1}{6}, \frac{(1 - \rho^2)^2}{4 \rho^2 (3 + 4 \rho^2)} \right\} \quad \text{and} \quad R_0 := d \sum_{i=1}^{\infty} u_i^2 < +\infty.
\]

Then \( f(\bar{x}(t)) \) converges,
\[
\frac{1}{t} \sum_{t=0}^{t-1} \| \nabla f(\bar{x}(\tau)) \|^2 \leq \frac{1}{t} \left[ \frac{3.2(\bar{f}(0)) - f^*)}{\eta} + \frac{12.8L^2 R_0}{1 - \rho^2} + 2.4R_u L^2 \right], \tag{15}
\]

and
\[
\frac{1}{t} \sum_{t=0}^{t-1} \frac{1}{n} \sum_{i=1}^{n} \| x^i(\tau) - \bar{x}(\tau) \|^2 \leq \frac{1}{t} \left[ 1.6\eta(\bar{f}(0)) - f^* \right] + 6.4(\eta L)^2 R_0 + 0.35R_u, \tag{16}
\]
\[
\frac{1}{t} \sum_{t=0}^{t-1} \frac{1}{n} \sum_{i=1}^{n} \| s^i(\tau) - \nabla f(\bar{x}(-1)) \|^2 \leq \frac{1}{t} \left[ 9.6L(\bar{f}(0)) - f^* \right] + 38.4\eta L^3 R_0 + \frac{3.35}{\eta} L R_u. \tag{17}
\]

Remark 4. Theorem 3 shows that Algorithm 2 achieves a convergence rate of \( O(1/t) \) in terms of the averaged squared norm of \( \nabla f(\bar{x}(t)) \), and has a consensus rate of \( O(1/t) \) of the averaged squared consensus error \( \| x^i(t) - \bar{x}(t) \|^2 \) and the squared gradient tracking error \( \| s^i(t) - \nabla f(\bar{x}(t-1)) \|^2 \). They match the rates for distributed convex optimization with gradient tracking [6]. On the other hand, since each iteration requires \( 2d \) queries of function values, we get a \( O(d/N) \) rate in terms of the number of function value queries \( N \). This matches the convergence rate of centralized zero-order algorithms without Nesterov-type acceleration [28].

\[\footnote{Existing convergence rates of gradient tracking algorithms are mainly objective error rates for convex problems. On the other hand, notice that \( L \)-smoothness of \( f \) implies \( \| \nabla f(x) \|^2 \leq 2L(f(x) - f^*) \). Therefore this statement should be interpreted as follows: Both Algorithm 2 and the gradient tracking algorithm in [6] achieve the \( O(1/t) \) ergodic rate of \( \| \nabla f \|^2 \) for smooth non-strongly convex problems.} \]
Now we proceed to the situation with a gradient dominated global objective.

**Theorem 4.** Assume that each local objective function $f_i$ is uniformly $L$-smooth for some positive constant $L$, and that the global objective function $f$ is $\mu$-gradient dominated and achieves it global minimum at $x^*$. Suppose the step size $\eta$ satisfies

$$\eta L = \alpha \cdot \left( \frac{\mu}{L} \right)^{\frac{1}{2}} \frac{(1 - \rho^2)^2}{14}$$

for some $\alpha \in (0, 1]$, and let $\lambda := 1 - \alpha \left( \frac{1}{\mu} \right)^{\frac{1}{2}}$. Then

$$f(\bar{x}(t)) - f(x^*) \leq O(\lambda^t) + 5(1 - \rho^2)\frac{L d}{t}\sum_{\tau=0}^{t-1} \lambda^\tau u_{t-\tau}^2,$$

and

$$\frac{1}{n}\sum_{i=1}^{n} \|x_i(t) - \bar{x}(t)\|^2 \leq O(\lambda^t) + \frac{3\alpha(1 - \rho^2)}{10\sqrt{2}} \left( \frac{\mu}{L} \right)^{\frac{1}{2}} d \sum_{\tau=0}^{t-1} \lambda^\tau u_{t-\tau}^2,$$

$$\frac{1}{n}\sum_{i=1}^{n} \|s_i(t) - \nabla f(\bar{x}(t-1))\|^2 \leq O(\lambda^t) + \frac{7\sqrt{2}}{5(1 - \rho^2)} L^2 d \sum_{\tau=0}^{t-1} \lambda^\tau u_{t-\tau}^2.$$

**Remark 5.** If we use an exponentially decreasing sequence $u_t \propto \tilde{\lambda}^{t/2}$ with $\tilde{\lambda} < \lambda$, then both the objective error $f(\bar{x}(t)) - f(x^*)$ and the consensus errors $\|x_i(t) - \bar{x}(t)\|^2$ and $\|s_i(t) - \nabla f(\bar{x}(t-1))\|^2$ achieve exponential convergence rate $O(\lambda^t)$, or $O(\lambda^N/d)$ in terms of the number of function value queries. In addition, we notice that the decaying factor $\lambda$ given by Theorem 4 has a better dependence on $\mu/L$ than in [5] for convex problems. We point out that this is not a result of using zero-order techniques, but rather a more refined analysis of the gradient tracking procedure.

### 3.3 Comparison of the Two Algorithms

We see from the above results that Algorithm 2 converges faster than Algorithm 1 asymptotically as $N \to \infty$ in theory. However, each iteration of Algorithm 2 makes progress only after $2d$ queries of function values, which could be an issue if $d$ is very large. On the contrary, each iteration of Algorithm 1 only requires $2$ function value queries, meaning that progress can be made relatively immediately without exploring all the $d$ dimensions. This observation suggests that, neglecting communication delays, Algorithm 1 is more favorable for high-dimensional problems, while Algorithm 2 could handle problems of relatively low dimensions better with faster convergence. On the other hand, the number of local information exchanges per function value query for Algorithm 1 is $d/2$ times as large as that for Algorithm 2. This suggests that the rate of communication between agents can have a larger impact on the performance of Algorithm 1 than that of Algorithm 2 in practice.

### 3.4 Comparison with Existing Algorithms

In this subsection, we compare our algorithms and results with existing literature on distributed zero-order optimization, specifically [33, 34, 35, 36].
1. References [34, 35, 36] discuss convex problems, while [33] and our work focus on nonconvex problems.

2. In terms of the assumptions on the noisy function queries, [36] and our work consider a noise-free case. [33] considers stochastic queries but two function evaluations are available for each random sample. [34] considers an online setting but two online function evaluations are available for each time step. [35] assumes that independent noises are added on each query of function values. We expect that our proposed Algorithm 1 can be generalized to the setting used in [33] with heavier mathematical exposition. Extensions to general stochastic cases remain our ongoing work.

3. In terms of the approach to reach consensus among agents, our algorithms are similar to [35, 36], where some form of weighted average of the neighbors’ local variables is utilized, while [33] uses the method of multipliers and [34] uses ADMM to design their algorithms. We also mention that, our Algorithm 2 also employs the gradient tracking technique, which, to our best knowledge, has not been discussed in existing literature on distributed zero-order optimization yet.

4. Regarding the convergence rates for nonconvex optimization, [33] proves that its proposed algorithm achieves $O(1/T)$ rate if each iteration also employs $O(T)$ function value queries where $T$ is the number of iterations. Therefore in terms of the number of function value queries, its convergence rate is in fact $O(1/\sqrt{N})$, which is roughly comparable with Algorithm 1 and slower than Algorithm 2 in our paper. Further, [33] also does not discuss dependency on the problem dimension $d$. Moreover, our algorithms only require constant numbers ($2$ or $2d$) of function value queries which is more appealing for practical implementation when $T$ is set to be very large for achieving sufficiently accurate solutions.

4 Numerical Example

We consider a phase retrieval problem formulated as
\[
\min_{x \in \mathbb{R}^d} \frac{1}{n} \sum_{i=1}^{n} f_i(x), \quad f_i(x) := \frac{1}{m} \sum_{k=1}^{m} (y_{ik}^2 - |a_{ik}^T x|^2)^2. \tag{21}
\]

We generate the complex vectors $a_{ik} = a_{ik}^R + i a_{ik}^I$ such that $(a_{ik}^R, a_{ik}^I) \sim \mathcal{N}(0, \frac{1}{2} I_{2d})$, and they are independent of each other. The scalars $y_{ik}$ are generated by
\[
y_{ik} = |a_{ik}^T x^{\ast}| + \varepsilon_{ik},
\]
where $x^{\ast} = (1, 0, 0, \ldots, 0)$, and $\varepsilon_{ik} \sim \mathcal{N}(0, 0.01^2)$ are independent Gaussian noise.

We set the dimension to be $d = 64$, the number of agents to be $n = 50$, and set $m = 30$. The graph $\mathcal{G} = (\mathcal{V}, \mathcal{E})$ is generated by uniformly randomly sampling $n$ points on $S_2$, and then connecting pairs of points with spherical distances less than $\pi/4$. The Metropolis-Hastings weights [47] are employed for constructing $W$:
\[
W_{ij} = \begin{cases} 
\frac{1}{1 + \max\{\deg(i), \deg(j)\}}, & (i, j) \in \mathcal{E}, \\
1 - \sum_{k: (i,k) \in \mathcal{E}} W_{ik}, & i = j, \\
0, & \text{otherwise},
\end{cases}
\]
where \( \text{deg}(i) \) denotes the degree of vertex \( i \). We randomly sample a number different initial points of \( x(0) \) from the distribution \( N(0, \frac{1}{I_{\text{nd}}}I_{\text{nd}}) \), and test Algorithm 1 and Algorithm 2 starting from these initial points.

Figure 1 illustrates the convergence of \( \| \nabla f(\bar{x}(t)) \|_2^2 \) for Algorithms 1 and 2 with the same initial point that has been generated randomly. The light blue curves represent the results of 10 random instances for Algorithm 1 and the dark blue curve represents their average. The horizontal axis has been normalized as the number of function value queries \( N \). It can be seen that, Algorithm 1 converges faster during the initial stage, but then slows down and converges at a relatively stable sublinear rate; Algorithm 2 converges relatively slowly initially, but its convergence rate does not change very much after \( N \gtrsim 5 \times 10^3 \), and finally achieves smaller squared gradient norm as \( N \gtrsim 2.6 \times 10^4 \). Therefore, if the total number of function value queries is limited by \( N \lesssim 2.6 \times 10^4 \), then Algorithm 1 gives better performance despite slower asymptotic convergence rate, while if more function value queries are allowed, then Algorithm 2 could be favored. We observe that this is related with the discussion in Section 3.3.

We refer to the appendix for more numerical results.

5 Conclusion

We proposed two distributed zero-order algorithms for nonconvex multi-agent optimization, established theoretical results on their convergence rates, and showed that they achieve comparable performance with their distributed gradient-based or centralized zero-order counterparts. We also provided a brief discussion on how the dimension of the problem and rate of communication will affect their performance in practice.

We point out some future directions that are worth exploring:

1. In this work, we assume that \( f_i(x) \) can be evaluated without noise or error, which can limit the applicability of the results here considering that in many practical scenarios the function values are
obtained through some noisy measurement procedure. We are interested in investigating distributed zero-order algorithms in this situation.

2. Some recent works \cite{45, 46, 48} show that modified centralized first-order methods with proper random initialization can escape saddle-point efficiently. As the algorithms proposed here are based on first-order methods, we are interested in whether these results can be extended to distributed zero-order methods.

3. It is interesting to see whether techniques for distributed optimization over time-varying directed graphs can be applied and give similar performance guarantees.

4. As discussed in Section 3.3, there is a trade-off between convergence rate and the ability to handle high-dimensional problems for the two proposed algorithms. On the contrary, the centralized zero-order algorithm in \cite{28} is able to handle high-dimensional problems without sacrificing convergence rate. We are interested in whether this gap between distributed and centralized zero-order algorithms can be mitigated.
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Appendix

The set of positive integers will be denoted by \( \mathbb{Z}_+ \). We use \( I_d \) to denote the \( d \)-dimensional identity matrix, and use \( 1_n \) to denote the \( n \)-dimensional vector whose entries are all 1.

For two matrices \( A = [a_{ij}] \in \mathbb{R}^{p \times q} \) and \( B = [b_{ij}] \in \mathbb{R}^{r \times s} \), their tensor product \( A \otimes B \) is defined by

\[
A \otimes B = \begin{bmatrix}
    a_{11}B & a_{12}B & \cdots & a_{1q}B \\
    a_{21}B & a_{22}B & \cdots & a_{2q}B \\
    \vdots & \vdots & \ddots & \vdots \\
    a_{p1}B & a_{p2}B & \cdots & a_{pq}B
\end{bmatrix} \in \mathbb{R}^{pr \times qs}.
\]

Let \( W \in \mathbb{R}^{n \times n} \) be a consensus matrix that satisfies Assumption 1 in the main text, and denote \( n \)-dimensional identity matrix, and use \( 1_n \) to denote the \( n \)-dimensional vector whose entries are all 1. We have

Lemma 1. We have \( \rho < 1 \) when \( G \) is a connected undirected graph. Moreover, for any \( x^1, \ldots, x^n \in \mathbb{R}^d \), we have

\[
\| (W \otimes I_d)(x - 1_n \otimes x) \| \leq \rho \| x - 1_n \otimes x \|
\]

where we denote.

\[
x = \begin{bmatrix} x_1 \\ \vdots \\ x_n \end{bmatrix}, \quad \bar{x} = \frac{1}{n} (1_n^T \otimes I_d)x = \frac{1}{n} \sum_{i=1}^n x_i.
\]

The following lemma provides a useful property of smooth functions.

Lemma 2. Suppose \( f : \mathbb{R}^n \to \mathbb{R} \) is L-smooth and attains its global minimum at \( x^* \in \mathbb{R}^d \). Then

\[
\| \nabla f(x) \|^2 \leq 2L(f(x) - f(x^*)).
\]

Proof. The L-smoothness of \( f \) implies

\[
f(x^*) \leq f(x - L^{-1} \nabla f(x)) \leq f(x) - \frac{1}{2L} \| \nabla f(x) \|^2.
\]

The following lemma will be used to establish convergence of the proposed algorithms.

Lemma 3 ([19]). Let \( (\Omega, \mathcal{F}, \mathbb{P}) \) be a probability space and \( (\mathcal{F}_t)_{t \in \mathbb{Z}_+} \) be a filtration. Let \( U(t), \xi(t) \) and \( \zeta(t) \) be nonnegative \( \mathcal{F}_t \)-measurable random variables for \( t \in \mathbb{Z}_+ \) such that

\[
\mathbb{E}[U(t + 1)|\mathcal{F}_t] \leq U(t) + \xi(t) - \zeta(t), \quad \forall t = 1, 2, \ldots
\]

Then almost surely on the event \( \{ \sum_{t=1}^\infty \zeta(t) < +\infty \} \), \( U(t) \) converges to a random variable and \( \sum_{t=1}^\infty \zeta(t) < +\infty \).

As a special case, let \( U_t, \xi_t \) and \( \zeta_t \) be (deterministic) nonnegative sequences for \( t \in \mathbb{Z}_+ \) such that

\[
U_{t+1} \leq U_t + \xi_t - \zeta_t,
\]

with \( \sum_{t=1}^\infty \xi_t < +\infty \). Then \( U_t \) converges and \( \sum_{t=1}^\infty \zeta_t < +\infty \).
We will also use the following inequalities:

\[
\sum_{t=t_1}^{t_2} \frac{1}{t} \geq \int_{t_1}^{t_2+1} \frac{ds}{s^\epsilon} = \frac{(t_2 + 1)^{1-\epsilon} - t_1^{1-\epsilon}}{1-\epsilon},
\]

and

\[
\sum_{t=t_1}^{t_2} \frac{1}{t} \leq \begin{cases} 
1 + \int_{3/2}^{t_2+1/2} \frac{ds}{s^\epsilon} = 1 + \frac{(t_2 + 1/2)^{1-\epsilon} - (3/2)^{1-\epsilon}}{1-\epsilon}, & t_1 = 1, \\
\int_{t_1-1/2}^{t_2+1/2} \frac{ds}{s^\epsilon} = \frac{(t_2 + 1/2)^{1-\epsilon} - (t_1 - 1/2)^{1-\epsilon}}{1-\epsilon}, & t_1 > 1.
\end{cases}
\]

where \(\epsilon > 0\) and \(\epsilon \neq 1\), and

\[
\ln \frac{t_2 + 1}{t_1} = \int_{t_1}^{t_2+1} \frac{ds}{s} \leq \sum_{t=t_1}^{t_2} \frac{1}{t} \leq \int_{t_1-1/2}^{t_2+1/2} \frac{ds}{s} = \ln \frac{2t_2 + 1}{2t_1 - 1}.
\]

Especially, when \(\epsilon > 1\), we have

\[
\sum_{t=1}^{\infty} \frac{1}{t^\epsilon} \leq 1 + \int_{3/2}^{\infty} \frac{ds}{s^\epsilon} = 1 + \frac{1}{(\epsilon - 1)(3/2)^{\epsilon - 1}} \leq \frac{\epsilon}{\epsilon - 1}.
\]

**Analysis of Algorithm 1**

Let \((\mathcal{F}_t)_{t\in\mathbb{Z}_+}\) be a filtration to which \((z^i(t), x^i(t) : i \in \mathcal{N})_{t\in\mathbb{Z}_+}\) is adapted. We will extensively use the following properties of the distribution \(U(\mathbb{S}_{d-1})\):

\[
E_{z \sim U(\mathbb{S}_{d-1})}[d \cdot \langle g, z \rangle z] = g, \quad E_{z \sim U(\mathbb{S}_{d-1})}[d \cdot \langle g, z \rangle^2] = \|g\|^2
\]

for any (deterministic) \(g \in \mathbb{R}^d\).

**Lemma 4.** 1. Let \(u > 0\) be arbitrary, and suppose \(f : \mathbb{R}^d \to \mathbb{R}\) is differentiable. Then

\[
\nabla f^u(x) = \mathbb{E}_{z \sim U(\mathbb{S}_{d-1})}\left[G_f^{(2)}(x; u, z)\right],
\]

where \(f^u(x) := \mathbb{E}_{y \sim U(\mathbb{B}_d)}[f(x + uy)]\) is the smoothed version of \(f\). Moreover, if \(f\) is \(L\)-smooth, then \(f^u\) is also \(L\)-smooth.

2. [31] Lemma 10. Suppose \(f : \mathbb{R}^d \to \mathbb{R}\) is \(G\)-Lipschitz. Then for any \(x \in \mathbb{R}^d\) and \(u \geq 0\),

\[
E_{z \sim U(\mathbb{S}_{d-1})}\left[\left\|G_f^{(2)}(x; u, z)\right\|^2\right] \leq \kappa^2 G^2 d
\]

where \(\kappa > 0\) is some numerical constant.

3. Suppose \(f : \mathbb{R}^d \to \mathbb{R}\) is \(L\)-Lipschitz, and let \(u\) be positive. Then for any \(x \in \mathbb{R}^d\) and \(h \in \mathbb{R}^d\), we have

\[
\left| \frac{f(x + uh) - f(x - uh)}{2u} - \langle \nabla f(x), h \rangle \right| \leq \frac{1}{2} u L \|h\|^2.
\]

In addition,

\[
\|\nabla f(x) - \nabla f^u(x)\| \leq u L.
\]
Proof. 1. The equality [27] follows from [26] Lemma 1 and the fact that the distribution \( U(S_{d-1}) \) has zero mean. When \( f \) is \( L \)-smooth, we have

\[
\|\nabla f(x_1) - \nabla f(x_2)\| = \left\| \frac{1}{J_{S_d}} \int_{J_{S_d}} (\nabla f(x_1 + uy) - \nabla f(x_2 + uy)) \, dy \right\| \\
\leq \frac{1}{J_{S_d}} \int_{J_{S_d}} \|\nabla f(x_1 + uy) - \nabla f(x_2 + uy)\| \, dy \leq L \|x_1 - x_2\|
\]

for any \( x_1, x_2 \in \mathbb{R}^d \).

3. We have

\[
\left| \frac{f(x + uh) - f(x - uh)}{2u} - \langle \nabla f(x), h \rangle \right| = \left| \frac{1}{2u} \int_{-1}^{1} \langle \nabla f(x + uh), uh \rangle \, ds - \langle \nabla f(x), h \rangle \right| \\
= \frac{1}{2} \left| \int_{-1}^{1} \langle \nabla f(x + uh) - \nabla f(x), h \rangle \, ds \right| \leq \frac{1}{2} \int_{-1}^{1} Lu|s||h|^2 \, ds = \frac{1}{2} uL \|h\|^2,
\]

and

\[
\|\nabla f(x) - \nabla f^n(x)\| = \left\| \frac{1}{J_{S_d}} \int_{J_{S_d}} (\nabla f(x) - \nabla f(x + uy)) \, dy \right\| \\
\leq \frac{uL}{J_{S_d}} \int_{J_{S_d}} \|y\| \, dy \leq uL.
\]

\( \square \)

Now we introduce the following quantities:

\[
x(t) = \begin{bmatrix} x^1(t) \\ \vdots \\ x^n(t) \end{bmatrix}, \quad g(t) = \begin{bmatrix} g^1(t) \\ \vdots \\ g^n(t) \end{bmatrix}, \quad \bar{x}(t) = \frac{1}{n} \sum_{i=1}^{n} x(i)(t), \quad \bar{g}(t) = \frac{1}{n} \sum_{i=1}^{n} g(i)(t).
\]

We can see that

\[
x(t) = (W \otimes I_d)(x(t - 1) - \eta t g(t)), \quad \bar{x}(t) = \bar{x}(t - 1) - \eta \bar{g}(t).
\]

**Lemma 5.** Suppose each \( f_i \) is \( G \)-Lipschitz and \( L \)-smooth. Then

\[
\|x(t) - 1_n \otimes \bar{x}(t)\|^2 \leq \left( \frac{1 + \rho^2}{2} \right)^t \|x(0) - 1_n \otimes \bar{x}(0)\|^2 + \frac{8n\rho^2}{1 - \rho^2} G^2 d^2 \sum_{\tau=0}^{t-1} \left( \frac{1 + \rho^2}{2} \right)^\tau \eta_{t-\tau}^2 (31)
\]

almost surely, and

\[
\mathbb{E} \left[ \|x(t) - 1_n \otimes \bar{x}(t)\|^2 \right] \leq \left( \frac{1 + \rho^2}{2} \right)^t \|x(0) - 1_n \otimes \bar{x}(0)\|^2 + \frac{8n\rho^2 \kappa^2}{1 - \rho^2} G^2 d \sum_{\tau=0}^{t-1} \left( \frac{1 + \rho^2}{2} \right)^\tau \eta_{t-\tau}^2. (32)
\]
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Proof. We have
\[ x(t) - 1_n \otimes \bar{x}(t) = (W \otimes I_d) (x(t-1) - 1_n \otimes \bar{x}(t-1) - \eta_t g(t) - 1_n \otimes \bar{g}(t)), \]
and therefore
\[
\begin{align*}
\|x(t) - 1_n \otimes \bar{x}(t)\|^2 &\leq \rho^2 (\|x(t-1) - 1_n \otimes \bar{x}(t-1)\|^2 + \eta_t^2 \|g(t) - 1_n \otimes \bar{g}(t)\|^2) \\
&\quad + 1 - \frac{\rho^2}{2\rho^2} \cdot \rho^2 \|x(t-1) - 1_n \otimes \bar{x}(t-1)\|^2 + \frac{2\rho^2}{1 - \rho^2} \cdot \eta_t^2 \rho^2 \|g(t) - 1_n \otimes \bar{g}(t)\|^2 \\
&= 1 + \frac{\rho^2}{2} \|x(t-1) - 1_n \otimes \bar{x}(t-1)\|^2 + \eta_t^2 \frac{\rho^2(1 + \rho^2)}{1 - \rho^2} \|g(t) - 1_n \otimes \bar{g}(t)\|^2,
\end{align*}
\]
where we used Lemma 1. Since each \( f_i \) is \( G \)-Lipschitz, we have \( \|g^i(t)\| \leq Gd\|z\|^2 \), and so
\[
\|g(t) - 1_n \otimes \bar{g}(t)\|^2 = \sum_{i=1}^n \left( \frac{n-1}{n} g^i(t) - \frac{1}{n} \sum_{j \neq i} g^j(t) \right)^2 \\
\leq \sum_{i=1}^n \left( \frac{n-1}{n} \|g^i(t)\| + \frac{1}{n} \sum_{j \neq i} \|g^j(t)\| \right)^2 \\
\leq \sum_{i=1}^n \left( \frac{n-1}{n} Gd\|z^i(t)\|^2 + \frac{1}{n} \sum_{j \neq i} Gd\|z^j(t)\|^2 \right)^2 \\
= \frac{4(n-1)^2}{n} G^2 d^2 \leq 4nG^2 d^2,
\]
and by \[28\] of Lemma 1 we have
\[
\begin{align*}
\mathbb{E} \left[ \|g(t) - 1_n \otimes \bar{g}(t)\|^2 | F_{t-1} \right] &= \sum_{i=1}^n \mathbb{E} \left[ \left\| \frac{n-1}{n} g^i(t) - \frac{1}{n} \sum_{j \neq i} g^j(t) \right\|^2 | F_{t-1} \right] \\
&\leq 2 \sum_{i=1}^n \mathbb{E} \left[ \left\| \frac{n-1}{n} g^i(t) \right\|^2 + \left\| \frac{1}{n} \sum_{j \neq i} g^j(t) \right\|^2 | F_{t-1} \right] \\
&\leq \frac{4(n-1)^2}{n} \kappa^2 G^2 d \leq 4nk^2 G^2 d.
\end{align*}
\]
By plugging these bounds into \[33\] and noting that \( \rho < 1 \), we get \[31\] and \[32\] by mathematical induction.

Corollary 1. 1. Let \( \eta_t \) be a non-increasing sequence that converges to zero. Then
\[
\lim_{t \to \infty} \|x(t) - 1_n \otimes \bar{x}(t)\|^2 = 0.
\]
Furthermore, if \( \sum_{t=1}^\infty \eta_t^2 < +\infty \), then
\[
\sum_{t=1}^\infty \eta_t \|x(t-1) - 1_n \otimes \bar{x}(t-1)\|^2 < +\infty
\]
almost surely.
2. Suppose $\eta_t = \eta_1/t^3$ for $\beta > 1/3$. Then

$$\sum_{t=1}^{\infty} \eta_t \mathbb{E} \left[ \|x(t-1) - 1_n \otimes \bar{x}(t-1)\|^2 \right] \leq \frac{2\eta_1 \|x(0) - 1_n \otimes \bar{x}(0)\|^2}{1 - \rho^2} + \eta_1^3 \frac{48\beta n\kappa^2\rho^2}{(3\beta - 1)(1 - \rho^2)^2} G^2 d. \quad (34)$$

\textbf{Proof.} 1. By the monotonicity of $\eta_t$ and $((1 + \rho^2)/2)^t$, we have

$$\sum_{t=1}^{t-1} \left( \frac{1 + \rho^2}{2} \right)^\tau \eta_t^2 \eta_{t-\tau}^2 = \sum_{t=1}^t \left( \frac{1 + \rho^2}{2} \right)^{t-\tau} \eta_t \eta_{t-\tau} \leq \sum_{t=1}^t \left( \frac{1 + \rho^2}{2} \right)^{t-\tau} \cdot \frac{t}{t} \sum_{t=1}^t \eta_t^2 \rightarrow 0$$
as $t \to \infty$.

For the summability of $\eta_t \|x(t-1) - 1_n \otimes \bar{x}(t-1)\|^2$, we have

$$\sum_{t=1}^{\infty} \eta_t \|x(t-1) - 1_n \otimes \bar{x}(t-1)\|^2 \leq \|x(0) - 1_n \otimes \bar{x}(0)\|^2 \sum_{t=2}^{\infty} \eta_t \left( \frac{1 + \rho^2}{2} \right)^{t-1} + \frac{8n\rho^2G^2d^2}{1 - \rho^2} \sum_{t=2}^{\infty} \sum_{\tau=0}^{t-2} \eta_t \left( \frac{1 + \rho^2}{2} \right)^{t-\tau} \eta_{t-\tau-1}^2$$

The first term on the right-hand side obviously converges. For the second term, we have

$$\sum_{t=2}^{\infty} \sum_{\tau=0}^{t-2} \eta_t \left( \frac{1 + \rho^2}{2} \right)^{t-\tau} \eta_{t-\tau-1}^2 \leq \sum_{t=2}^{\infty} \sum_{\tau=0}^{t-2} \left( \frac{1 + \rho^2}{2} \right)^{t-\tau} \eta_{t-\tau-1} \eta_{t-\tau-1} = \sum_{t=2}^{\infty} \sum_{\tau=0}^{t-2} \left( \frac{1 + \rho^2}{2} \right)^{t-\tau} \eta_{t-\tau-1}^3$$

Therefore we can conclude that $\eta_t \|x(t-1) - 1_n \otimes \bar{x}(t-1)\|^2$ is summable almost surely.

2. We have

$$\sum_{t=1}^{\infty} \eta_t \mathbb{E} \left[ \|x(t-1) - 1_n \otimes \bar{x}(t-1)\|^2 \right]$$

\leq \eta_1 \|x(0) - 1_n \otimes \bar{x}(0)\|^2 \sum_{t=1}^{\infty} \left( \frac{1 + \rho^2}{2} \right)^{t-1} + \eta_1^3 \frac{8n\rho^2\kappa^2}{1 - \rho^2} G^2 d \sum_{t=2}^{\infty} \sum_{\tau=0}^{t-2} \frac{1}{(t-1-\tau)^{3\beta}} \left( \frac{1 + \rho^2}{2} \right)^{t-\tau} \eta_t^2$$

Then since

$$\sum_{t=2}^{\infty} \sum_{\tau=0}^{t-2} \frac{1}{(t-1-\tau)^{3\beta}} \left( \frac{1 + \rho^2}{2} \right)^{t-\tau} = \sum_{t=2}^{\infty} \sum_{\tau=2}^{t} \frac{1}{(t-1)^{3\beta}} \left( \frac{1 + \rho^2}{2} \right)^{t-\tau} = \frac{2}{1 - \rho^2} \sum_{t=2}^{\infty} \sum_{\tau=0}^{t} \frac{1}{(t-1)^{3\beta}} \leq \frac{6\beta}{(3\beta - 1)(1 - \rho^2)},$$
we get the inequality (21).

**Lemma 6.** We have

\[
\mathbb{E} \left[ \| \bar{g}(t) \|^2 | \mathcal{F}_{t-1} \right] \leq \frac{4G^2(d - 1)}{3n^2} + 2\| \nabla f(\bar{x}(t - 1)) \|^2 + \frac{4L^2}{n} \| x(t - 1) - 1_n \otimes \bar{x}(t - 1) \|^2 + u_t^2 L^2 d^2.
\]

**Proof.** Since

\[
\| \bar{g}(t) \|^2 = \frac{d}{n} \sum_{i=1}^{n} \left[ \langle \nabla f_i(x^i(t - 1)), z^i(t) \rangle z^i(t) + \left( \frac{f_i(x^i(t-1)+u_t z^i(t)) - f_i(x^i(t-1)-u_t z^i(t))}{2u_t} - \langle \nabla f_i(x^i(t-1)), z^i(t) \rangle \right) z^i(t) \right]^2,
\]

by (29) of Lemma 4, we see that

\[
\mathbb{E} \left[ \| \bar{g}(t) \|^2 | \mathcal{F}_{t-1} \right] \leq \mathbb{E} \left[ \left( 1 + \frac{1}{3} \right) \left( \frac{d}{n} \sum_{i=1}^{n} \langle \nabla f_i(x^i(t - 1)), z^i(t) \rangle z^i(t) \right)^2 + (1 + 3) \left( \frac{d}{n} \sum_{i=1}^{n} \frac{1}{2} u_t L \right)^2 \right] \mathcal{F}_{t-1} \]

\[
\leq \frac{4}{3} \left( \frac{d}{n^2} \sum_{i=1}^{n} \| \nabla f_i(x^i(t - 1)) \|^2 + \frac{1}{n^2} \sum_{i \neq j} \langle \nabla f_i(x^i(t - 1)), \nabla f_j(x^j(t - 1)) \rangle \right) + u_t^2 L^2 d^2,
\]

where we used (29) and the fact that \( \langle \nabla f_i(x^i(t - 1)), z^i(t) \rangle z^i(t) \) and \( \langle \nabla f_j(x^j(t - 1)), z^j(t) \rangle z^j(t) \) are independent for \( j \neq i \) conditioned on \( \mathcal{F}_{t-1} \). Then since

\[
\frac{d}{n^2} \sum_{i=1}^{n} \| \nabla f_i(x^i(t - 1)) \|^2 + \frac{1}{n^2} \sum_{i \neq j} \langle \nabla f_i(x^i(t - 1)), \nabla f_j(x^j(t - 1)) \rangle
\]

\[
= \frac{d - 1}{n^2} \sum_{i=1}^{n} \| \nabla f_i(x^i(t - 1)) \|^2 + \left\| \frac{1}{n} \sum_{i=1}^{n} \nabla f_i(x^i(t - 1)) \right\|^2,
\]

and

\[
\left\| \frac{1}{n} \sum_{i=1}^{n} \nabla f_i(x^i(t - 1)) \right\|^2 \leq \left( 1 + \frac{1}{2} \right) \left\| \frac{1}{n} \sum_{i=1}^{n} \nabla f_i(\bar{x}(t - 1)) \right\|^2 + (1 + 2) \left\| \frac{1}{n} \sum_{i=1}^{n} (\nabla f_i(x^i(t - 1)) - \nabla f_i(\bar{x}(t - 1))) \right\|^2
\]

\[
\leq \frac{3}{2} \| \nabla f(\bar{x}(t - 1)) \|^2 + 3 \cdot \frac{1}{n} \sum_{i=1}^{n} \| \nabla f_i(x^i(t - 1)) - \nabla f_i(\bar{x}(t - 1)) \|^2
\]

\[
\leq \frac{3}{2} \| \nabla f(\bar{x}(t - 1)) \|^2 + \frac{3L^2}{n} \| x(t - 1) - 1_n \otimes \bar{x}(t - 1) \|^2
\]

\[\text{21}\]
we get
\[ \mathbb{E} [\|g(t)\|^2 | \mathcal{F}_{t-1}] \leq \frac{4(d-1)}{3n^2} \sum_{i=1}^{n} \| \nabla f_i(x^i(t-1)) \|^2 + \frac{4}{3} \left( \frac{1}{n} \sum_{i=1}^{n} \nabla f_i(x^i(t-1)) \right)^2 + u_t^2 L^2 d^2 \]
\[ \leq \frac{4G^2(d-1)}{3n^2} + 2\| \nabla f(\bar{x}(t-1)) \|^2 + \frac{4L^2}{n} \| x(t-1) - \mathbf{1}_n \otimes \bar{x}(t-1) \|^2 + u_t^2 L^2 d^2. \]

**Lemma 7.** Suppose \( \eta_t L \leq 1/4 \). Then
\[
\mathbb{E} [f(\bar{x}(t)) | \mathcal{F}_{t-1}] \leq f(\bar{x}(t-1)) - \frac{\eta_t}{4} \| \nabla f(\bar{x}(t-1)) \|^2 + \frac{3\eta_t L^2}{2n} \| x(t-1) - \mathbf{1}_n \otimes \bar{x}(t-1) \|^2 \\
+ \frac{2\eta_t^2 L^2 G^2 (d-1)}{3n^2} + \eta_t^2 L^2 \left( 1 + \frac{1}{2} d^2 \eta_t L \right). \tag{35}
\]

**Proof.** Since \( \bar{x}(t) = \bar{x}(t-1) - \eta_t g(t), \) by the \( L \)-smoothness of the function \( f, \) we get
\[ f(\bar{x}(t)) \leq f(\bar{x}(t-1)) - \eta_t \langle \nabla f(\bar{x}(t-1)), g(t) \rangle + \eta_t^2 \frac{L}{2} \| g(t) \|^2. \]

Note that by (27) of Lemma 4 we have
\[ \mathbb{E} [g(t) | \mathcal{F}_{t-1}] = \frac{1}{n} \sum_{i=1}^{n} \nabla f_i^u(x^i(t-1)). \]

By taking the expectation conditioned on \( \mathcal{F}_{t-1}, \) we get
\[
\mathbb{E} [f(\bar{x}(t)) | \mathcal{F}_{t-1}] \leq f(\bar{x}(t-1)) - \eta_t \| \nabla f(\bar{x}(t-1)) \|^2 + \frac{3\eta_t L^2}{2n} \| x(t-1) - \mathbf{1}_n \otimes \bar{x}(t-1) \|^2 \\
- \eta_t \left( \nabla f(\bar{x}(t-1)), \frac{1}{n} \sum_{i=1}^{n} \left( \nabla f_i^u(x^i(t-1)) - \nabla f_i^u(\bar{x}(t-1)) \right) \right) \\
- \eta_t \langle \nabla f(\bar{x}(t-1)), \nabla f^u(\bar{x}(t-1)) - \nabla f(\bar{x}(t-1)) \rangle.
\]

Since each \( f_i^u \) is \( L \)-smooth (see Part 1 of Lemma 3), we have
\[
- \left( \nabla f(\bar{x}(t-1)), \frac{1}{n} \sum_{i=1}^{n} \left( \nabla f_i^u(x^i(t-1)) - \nabla f_i^u(\bar{x}(t-1)) \right) \right) \\
\leq \frac{1}{2} \left( \frac{1}{2} \| \nabla f(\bar{x}(t-1)) \|^2 + 2 \left\| \frac{1}{n} \sum_{i=1}^{n} \left( \nabla f_i^u(x^i(t-1)) - \nabla f_i^u(\bar{x}(t-1)) \right) \right\|^2 \right) \\
\leq \frac{1}{4} \| \nabla f(\bar{x}(t-1)) \|^2 + \left( \frac{1}{2} \sum_{i=1}^{n} \| x^i(t-1) - \bar{x}(t-1) \| \right)^2 \\
\leq \frac{1}{4} \| \nabla f(\bar{x}(t-1)) \|^2 + \frac{L^2}{n} \| x(t-1) - \mathbf{1}_n \otimes \bar{x}(t-1) \|^2,
\]
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and by (30), we have
\[
- \langle \nabla f(\bar{x}(t - 1)), \nabla f_{\eta}(\bar{x}(t - 1)) - \nabla f(\bar{x}(t - 1)) \rangle \\
\leq \frac{1}{2} \left( \frac{1}{2} \| \nabla f(\bar{x}(t - 1)) \|^2 + 2 \| \nabla f_{\eta}(\bar{x}(t - 1)) - \nabla f(\bar{x}(t - 1)) \|^2 \right) \\
\leq \frac{1}{4} \| \nabla f(\bar{x}(t - 1)) \|^2 + u^2 L^2.
\]

Therefore
\[
\mathbb{E} [f(\bar{x}(t)) | F_{t-1}] \leq f(\bar{x}(t - 1)) - \frac{\eta}{2} \| \nabla f(\bar{x}(t - 1)) \|^2 + \eta^2 L^2 \left( 1 + \frac{1}{2} d^2 \eta L \right) \\
+ \frac{\eta L^2}{n} \| x(t - 1) - 1_n \otimes \bar{x}(t - 1) \|^2 + \eta u^2 L^2.
\]

Finally, by plugging the bound of Lemma 3, we get
\[
\mathbb{E} [f(\bar{x}(t)) | F_{t-1}] \leq f(\bar{x}(t - 1)) - \frac{\eta}{2} (1 - 2\eta L) \| \nabla f(\bar{x}(t - 1)) \|^2 + \eta^2 u^2 L^2 \left( 1 + \frac{1}{2} d^2 \eta L \right) \\
+ \frac{\eta L^2}{n} \frac{2LG^2(d - 1)}{3n^2} + \frac{\eta L^2}{n} (1 + 2\eta L) \| x(t - 1) - 1_n \otimes \bar{x}(t - 1) \|^2,
\]

and the inequality follows from the assumption $\eta L \leq 1/4$. \hfill \Box

Now we are ready to prove Theorem 1 and Theorem 2 in the main text.

**Proof of Theorem 1.** Without loss of generality we assume that $f^* = \inf_{x \in \mathbb{R}^d} f(x) = 0$.

1. Suppose $\eta_t$ is non-increasing and $\sum_{t=1}^{\infty} \eta_t = +\infty$, $\sum_{t=1}^{\infty} \eta^2_t < +\infty$, and $\sum_{t=1}^{\infty} \eta_t u^2 < +\infty$. The convergence of $x^t(t)$ to $\bar{x}(t)$ is already shown by Corollary 4. Moreover, the random variable
\[
\frac{3\eta L^2}{2n} \| x(t - 1) - 1_n \otimes \bar{x}(t - 1) \|^2 + \frac{2\eta^2 L G^2 (d - 1)}{3n^2} + \eta u^2 L^2 \left( 1 + \frac{1}{2} d^2 \eta L \right)
\]
is summable almost surely. By Lemma 3 we see that $f(\bar{x}(t))$ converges and
\[
\sum_{t=1}^{\infty} \eta_t \| \nabla f(t - 1) \|^2 < +\infty
\]
almost surely, which implies that $\liminf_{t \to \infty} \| \nabla f(\bar{x}(t)) \| = 0$.

Now let $\delta > 0$ be arbitrary, and consider the event
\[
A_\delta := \left\{ \limsup_{t \to \infty} \| \nabla f(\bar{x}(t)) \| \geq \delta \right\}.
\]

On the event $A_\delta$, we can always find a (random) subsequence of $\| \nabla f(\bar{x}(t)) \|$, which we denote by $(\| \nabla f(\bar{x}(t_k)) \|)_{k \in \mathbb{Z}^+}$, such that $\| \nabla f(\bar{x}(t_k)) \| \geq \frac{\delta}{2}$ for all $k$. It’s not hard to verify that
\[
M := \sup_{t \in \mathbb{Z}^+} \| \hat{g}(t) \| < +\infty.
\]
Then for any $s \in \mathbb{Z}_+$, we have

$$
\|\nabla f(\bar{x}(t_k + s))\| \geq \|\nabla f(\bar{x}(t_k))\| - \sum_{\tau = 1}^{s} \|\nabla f(\bar{x}(t_k + \tau)) - \nabla f(\bar{x}(t_k + \tau - 1))\|
$$

$$
\geq \frac{2\delta}{3} - \sum_{\tau = 1}^{\hat{s}(k)+1} L \cdot \eta_{t_k + \tau} M
$$

Let $\hat{s}(k)$ be the smallest positive integer such that

$$
\frac{2\delta}{3} - \sum_{\tau = 1}^{\hat{s}(k)+1} L \cdot \eta_{t_k + \tau} M < \frac{\delta}{3}
$$

(such $\hat{s}(k)$ exists as $\sum_{t=1}^{\infty} \eta_t = +\infty$). This implies that

$$
\sum_{\tau = 1}^{\hat{s}(k)+1} \eta_{t_k + \tau} \geq \frac{\delta}{3LM},
$$

and $\|\nabla f(\bar{x}(t_k + s))\| \geq \delta/3$ for all $s = 0, \ldots, \hat{s}(k)$. Therefore

$$
\sum_{\tau = 1}^{\hat{s}(k)+1} \eta_{t_k + \tau} \|\nabla f(\bar{x}(t_k + \tau - 1))\| \geq \frac{\delta^2}{9} \geq \frac{\delta^3}{27LM}
$$

Since $t_k \to \infty$ as $k \to \infty$, we can find a subsequence of $(t_{k_p})_{p \in \mathbb{Z}_+}$ satisfying $t_{k_{p+1}} - t_{k_p} > \hat{s}(k_p)$ by induction, and then

$$
\sum_{t=1}^{\infty} \eta_t \|\nabla f(\bar{x}(t-1))\|^2 \geq \sum_{p=1}^{\infty} \frac{\delta^3}{27LM} = +\infty.
$$

In other words, on $A_3$ the series $\sum_{t=1}^{\infty} \eta_t \|\nabla f(t-1)\|^2$ diverges. Since $\sum_{t=1}^{\infty} \eta_t \|\nabla f(t-1)\|^2 < +\infty$ converges almost surely, we have $P(A_3) = 0$, and consequently

$$
P\left(\limsup_{t \to \infty} \|\nabla f(\bar{x}(t))\| > 0\right) = P\left(\bigcup_{k \in \mathbb{Z}_+} A_{1/k}\right) = \lim_{k \to \infty} P(A_{1/k}) = 0,
$$

and we see that $\|\nabla f(\bar{x}(t))\|$ converges almost surely.

2. When $\eta_t = \eta_1/t^\beta$ and $u_t = u_1/t^{(\gamma-\beta)/2}$, by taking the telescoping sum of (34) and noting that $f$ is nonnegative, we get

$$
\sum_{\tau = 1}^{t} \eta_{\tau} E\left[\|\nabla f(\bar{x}(t-1))\|^2\right] \leq 4f(\bar{x}(0)) + \frac{6L^2}{n} \sum_{\tau = 1}^{t} \eta_{\tau} E\left[\|x(t-1) - 1_n \otimes \bar{x}(t-1)\|^2\right]
$$

$$
+ \eta_{\tau}^2 \frac{8LG^2(d-1)}{3n^2} \sum_{\tau = 1}^{t} \frac{1}{\tau^{2\beta}} + 4\eta_1 u_1^2 L^2 \sum_{\tau = 1}^{t} \left(\frac{1}{\tau^{\gamma}} + \frac{1}{2} d^2 \eta_1 L \frac{1}{\tau^{\gamma+\beta}}\right)
$$

$$
\leq 4f(\bar{x}(0)) + \eta_{\tau}^2 \frac{8LG^2(d-1)}{3n^2} \frac{2}{2\beta - 1} + 4\eta_1 u_1^2 L^2 \left(\frac{1}{\gamma} + \frac{1}{2} d^2 \eta_1 L / 2\right)\gamma - 1
$$

$$
+ 6\eta_1^2 L^2 \left(\frac{2\|x(0) - 1_n \otimes \bar{x}(0)\|^2}{1 - \rho^2} \right) + \eta_{\tau}^2 \frac{48n^2 \rho^2 \kappa^2}{(1 - \rho^2)^2 G^2 d},
$$
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where we used (34), (25) and \( \beta \in (1/2, 1) \). Now since \( \eta_1 = \alpha_\eta/(4L\sqrt{d}) \) and \( u_1 \leq \alpha_u G/(L\sqrt{d}) \), and notice that when \( \beta < 1 \),

\[
\sum_{\tau=1}^{t} \eta_{\tau} \geq \eta_1 \sum_{\tau=1}^{t} \frac{1}{\tau} \geq \eta_1 \int_{1}^{t+1} \frac{ds}{s^\beta} = \frac{\eta_1}{1-\beta} \left( (1 + t)^{1-\beta} - 1 \right)
\]

we have

\[
\sum_{\tau=1}^{t} \eta_{\tau} \mathbb{E} \left[ \| \nabla f(\bar{x}(t-1)) \|^2 \right] \leq \frac{(1-\beta)}{(t+1)^{1-\beta} - 1} \left( \frac{16\sqrt{d}L f(\bar{x}(0))}{\alpha_\eta} + \frac{12L^2 \| x(0) - 1_n \otimes \bar{x}(0) \|^2}{n(1-\rho^2)} + \frac{\alpha_u^2 \gamma}{2(\gamma - 1)} G^2 (\sqrt{d} + 8d^{-1}) \right)
\]

\[
+ \left( \frac{4}{(6\beta - 3)n^2} + \frac{18\alpha_u \gamma \rho^2}{\sqrt{d}(1-\rho^2)^2} \right) \frac{(1-\beta)\alpha_u G^2 \sqrt{d}}{(t+1)^{1-\beta} - 1},
\]

and we get the convergence rate of \( \mathbb{E}[\| \nabla f(\bar{x}(t)) \|^2] \) stated in the theorem.

The convergence rate of the consensus error follows from Lemma 5 and the fact that

\[
\sum_{\tau=1}^{t-1} \frac{\lambda^\tau}{(t-\tau)\epsilon} = \frac{1}{(1-\lambda)t^\epsilon} + o(t^\epsilon)
\]

for any \( \lambda \in (0, 1) \) and \( \epsilon > 0 \).

3. When \( \eta_1 = \eta_1/\sqrt{t} \) and \( u_t = u_1/t^{\gamma/2-1/4} \), by (35) we have

\[
\mathbb{E} \left[ \frac{f(\bar{x}(t))}{(t+1)^{\epsilon}} \mathcal{F}_{t-1} \right] \leq \frac{1}{t^\epsilon} f(\bar{x}(t-1)) - \frac{\eta_1}{4t^{1/2+\epsilon}} \| \nabla f(\bar{x}(t-1)) \|^2
\]

\[
+ \frac{3\eta_1 L^2}{2nt^\epsilon} \| x(t-1) - 1_n \otimes \bar{x}(t-1) \|^2
\]

\[
+ \frac{2\eta_1^2 L G^2(d-1)}{3n^2 t^{1+\epsilon}} + \frac{\eta_1 u_t^2 L^2}{t^\epsilon} \left( 1 + \frac{1}{2} d^2 \eta_t L \right),
\]

where \( \epsilon > 0 \) is arbitrary. Since

\[
\frac{3\eta_1 L^2}{2nt^\epsilon} \| x(t-1) - 1_n \otimes \bar{x}(t-1) \|^2 + \frac{2\eta_1^2 L G^2(d-1)}{3n^2 t^{1+\epsilon}} + \frac{\eta_1 u_t^2 L^2}{t^\epsilon} \left( 1 + \frac{1}{2} d^2 \eta_t L \right)
\]

is summable, we see that

\[
\sum_{t=1}^{\infty} \frac{\eta_1}{t^{1/2+\epsilon}} \| \nabla f(\bar{x}(t-1)) \| < +\infty,
\]

which implies that

\[
\liminf_{t \to \infty} \| \nabla f(\bar{x}(t)) \| = 0.
\]
Now by taking the telescoping sum of \( (35) \) and using \( \eta_1 = \alpha_\eta/(4L\sqrt{d}) \) and \( u_1 \leq \alpha_\eta G/(L\sqrt{d}) \), we can show that

\[
\sum_{t=1}^{\tau} \eta_t \mathbb{E} \left[ \| \nabla f(\bar{x}(t-1)) \|^2 \right] \\
\leq 4f(\bar{x}(0)) + \eta_1 \frac{2\alpha_\eta G^2 \sqrt{d}}{3n^2} \ln(2t + 1) + \eta_1 \cdot \frac{\alpha_\eta^2 \gamma}{2(\gamma - 1)} G^2 (\sqrt{d} + 8d^{-1}) \\
+ \frac{12\eta L^2}{n} \| x(0) - 1_n \otimes \bar{x}(0) \|^2 \\
+ \eta_1 18\alpha_\eta^2 \kappa^2 \rho^2 G^2,
\]

where we used \( \sum_{t=1}^{t} \tau^{-1} \leq \ln(2t + 1) \). This further leads to

\[
\sum_{t=1}^{t} \eta_t \mathbb{E} \left[ \| \nabla f(\bar{x}(t-1)) \|^2 \right] \\
\leq \frac{1}{\sqrt{t+1}} \left( 8\sqrt{d}Lf(\bar{x}(0)) \right) + \frac{6L^2 \| x(0) - 1_n \otimes \bar{x}(0) \|^2}{n(1 - \rho^2)} \\
+ \frac{\alpha_\eta^2 \gamma}{4(\gamma - 1)} G^2 (\sqrt{d} + 8d^{-1}) \\
+ \frac{\alpha_\eta G^2 \sqrt{d} \ln(2t + 1)}{3n^2} + \frac{9\kappa^2 \rho^2}{(1 - \rho^2)^2} \frac{\alpha_\eta^2 G^2}{\sqrt{t+1} - 1}.
\]

We now get the convergence rate of \( \mathbb{E} \left[ \| \nabla f(\bar{x}(t)) \|^2 \right] \) stated in the theorem. The convergence rate of the consensus error follows from the same argument in the previous part.

\[\square\]

**Proof of Theorem 2.** Denote \( \delta(t) := f(\bar{x}(t)) - f^* \). It’s easy to check that \( \eta_\tau L \leq 1/4 \). By \( (35) \) and using the fact that \( f \) is \( \mu \)-gradient dominated, we have

\[
\mathbb{E} \left[ \delta(t) | \mathcal{F}_{t-1} \right] \leq \left( 1 - \frac{\eta_\tau \mu}{2} \right) \delta(t-1) + \frac{3\eta L^2}{2n} \| x(t-1) - 1_n \otimes \bar{x}(t-1) \|^2 \\
+ \frac{2\eta L^2 G^2 (d-1)}{3n^2} + \eta_\tau u_\tau^2 L^2 \left( 1 + \frac{1}{2} d^2 \eta_\tau L \right),
\]

(36)

By induction we see that

\[
\mathbb{E} \left[ \delta(t) \right] \leq \delta(0) \prod_{\tau=1}^{t} \left( 1 - \frac{\eta_\tau \mu}{2} \right) \\
+ \frac{3L^2}{2n} \sum_{\tau=0}^{t-1} \eta_{\tau-\tau} \mathbb{E} \left[ \| x(\tau-\tau) - 1_n \otimes \bar{x}(\tau-\tau) \|^2 \right] \prod_{s=\tau+s+1}^{t} \left( 1 - \frac{\eta_\tau \mu}{2} \right) \\
+ \sum_{\tau=0}^{t-1} \left( \frac{2\eta L^2 G^2 (d-1)}{3n^2} + \eta_{\tau-\tau} u_\tau^2 L^2 \left( 1 + \frac{1}{2} d^2 \eta_{\tau-\tau} L \right) \right) \prod_{s=\tau+s+1}^{t} \left( 1 - \frac{\eta_\tau \mu}{2} \right).
\]
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Since
\[
\prod_{\tau=t_1}^{t_2} \left(1 - \frac{\eta \tau \mu}{2}\right) \leq \exp \left(-\sum_{\tau=t_1}^{t_2} \frac{\eta \tau \mu}{2}\right) = \exp \left(-\alpha \eta \sum_{\tau=t_1}^{t_2} \frac{1}{\tau}\right)
\]
we get
\[
E[\delta(t)] \leq \delta(0) \cdot \left(\frac{1}{t+1}\right)^{\alpha \eta}
\]
and
\[
+ \frac{3L^2}{2n} \sum_{\tau=0}^{t-1} \left[ \eta_{t-\tau} E \left[\|x(t-\tau) - 1_n \otimes \bar{x}(t-\tau)\|^2\right] \right] \left(\frac{t-\tau+1}{t+1}\right)^{\alpha \eta}
\]
and
\[
+ \sum_{\tau=0}^{t-1} \left(2\eta^2 \tau G^2 d - 1\right) + \eta_{t-\tau} g^2 \left(1 + \frac{1}{2} \eta^2 \tau L\right) \left(\frac{t-\tau+1}{t+1}\right)^{\alpha \eta}.
\]
By Lemma 5 we have
\[
\sum_{\tau=1}^{t} \eta_{t-\tau} E \left[\|x(\tau) - 1_n \otimes \bar{x}(\tau)\|^2\right] \left(\frac{t+1}{t+1}\right)^{\alpha \eta}
\]
\[
\leq \frac{2\alpha}{\mu(t+1)^{\alpha \eta}} \sum_{\tau=1}^{t} \left(\frac{\tau+1}{\tau + t_0}\right)^{\alpha \eta} \left(\frac{1 + \rho^2}{2}\right)^{\tau-1} \|x(0) - 1_n \otimes \bar{x}(0)\|^2
\]
\[
+ \frac{8\alpha^3}{\mu^3 (t+1)^{\alpha \eta}} \frac{8n \kappa^2 \rho^2 G^2 d}{1 - \rho^2} \sum_{\tau=2}^{t} \sum_{\tau=0}^{\tau-1} \left(\frac{1 + \rho^2}{2}\right)^s \frac{1}{(\tau - s - 1 + t_0)^2}
\]
and
\[
\leq \frac{2\alpha}{\mu(t+1)^{\alpha \eta}} \|x(0) - 1_n \otimes \bar{x}(0)\|^2 \sum_{\tau=1}^{t} \frac{(\tau+1)^{\alpha \eta-1}}{s} \left(\frac{1 + \rho^2}{2}\right)^{\tau-1} (s-1+t_0)^2.
\]
Since
\[
\frac{1}{(t+1)^{\alpha \eta}} \sum_{\tau=2}^{t} \sum_{s=2}^{\tau} \left(\frac{1 + \rho^2}{2}\right)^{\tau-s} \frac{1}{(s-1+t_0)^2}
\]
\[
= \frac{1}{(t+1)^{\alpha \eta}} \sum_{\tau=2}^{t} (\tau+1)^{\alpha \eta-1} \left(\frac{2}{1 - \rho^2 (\tau+1)^2} + o(\tau^{-2})\right)
\]
\[
= \left\{\begin{array}{ll}
\frac{2}{(\alpha \eta - 2)(1 - \rho^2)(t+1)^2} + o(t^{-2}), & \alpha \eta > 2, \\
\frac{2 \ln t}{(1 - \rho^2)(t+1)^2} + o\left(\frac{\ln t}{(t+1)^2}\right), & \alpha \eta = 2, \\
\frac{C_1(\alpha \eta, \mu/L, \rho)}{(t+1)^{\alpha \eta}}, & \alpha \eta \in (1, 2),
\end{array}\right.
\]
and
\[
\begin{array}{ll}
2 \ln t & \frac{\ln t}{(t+1)^2}, \\
\frac{\ln t}{(t+1)^2} & \frac{C_1(\alpha \eta, \mu/L, \rho)}{(t+1)^{\alpha \eta}}.
\end{array}
\]
where $C_1(\alpha, \mu/L, \rho)$ denotes some positive quantity that depends only on $\alpha$, $\mu/L$ and $\rho$, and

$$
\sum_{\tau=0}^{t-1} 2\eta^2_{t-\tau}L^2d(1-1) \left( \frac{t-\tau+1}{t+1} \right)^{\alpha_n} \leq \frac{8\alpha_n^2 L^2G^2(d-1)}{3\eta^2} \frac{1}{(t+1)^{\alpha_n}} \sum_{\tau=0}^{t-1} (t-\tau + 1)^{\alpha_n-2} \\
\leq \frac{8\alpha_n^2 L^2G^2(d-1)}{3(\alpha-1)\mu^2n^2} \frac{1}{(t+1)^{\alpha_n}} \sum_{\tau=0}^{t-1} (t-\tau + 1)^{\alpha_n-2} \\
\leq \frac{2\alpha_n^2 G^2}{\mu(\alpha-1)} \frac{1}{t+1},
$$

$$
\sum_{\tau=0}^{t-1} \eta^2_{t-\tau} L^2 \left( \frac{t-\tau+1}{t+1} \right)^{\alpha_n} \leq \frac{2\alpha_n^2 G^2}{\mu^2} \frac{1}{(t+1)^{\alpha_n}} \sum_{\tau=0}^{t-1} (t-\tau + 1)^{\alpha_n-3} \\
\leq \frac{2\alpha_n^2 G^2 Ld^2}{\mu^2} \cdot \left\{ \begin{array}{ll}
\frac{(\alpha-2)(t+1)^2}{\ln(t+1)} & , \quad \alpha > 2, \\
\frac{1}{(t+1)^2} & , \quad \alpha = 2, \\
\frac{1}{(2-\alpha)(t+1)^{\alpha_n}} & , \quad \alpha \in (1, 2).
\end{array} \right.
$$

We see that

$$
\mathbb{E}[\delta(t)] \leq \frac{\alpha_n G^2d}{\mu(\alpha-1)(t+1)} \left( \frac{8\alpha_n^2 L}{3\eta^2} \cdot \frac{L}{\mu} + 2\alpha_n^2 \right) + o(t^{-1}).
$$

The bound on the consensus error follows from Lemma 5.

**Analysis of Algorithm 2**

**Lemma 8.** Let $f : \mathbb{R}^d \rightarrow \mathbb{R}$ be $L$-smooth. Then for any $x \in \mathbb{R}^d$,

$$
\left\| \sum_{k=1}^{d} \frac{f(x + u e_k) - f(x - u e_k)}{2u} e_k - \nabla f(x) \right\| \leq \frac{1}{2} u L \sqrt{d}.
$$

**Proof.** We have

$$
\left\| \sum_{k=1}^{d} \frac{f(x + u e_k) - f(x - u e_k)}{2u} e_k - \nabla f(x) \right\| = \left\| \sum_{k=1}^{d} \left( \frac{f(x + u e_k) - f(x - u e_k)}{2u} - \langle \nabla f(x), e_k \rangle \right) e_k \right\| \\
= \left( \sum_{k=1}^{d} \left( \frac{f(x + u e_k) - f(x - u e_k)}{2u} - \langle \nabla f(x), e_k \rangle \right)^2 \right)^{1/2} \\
\leq \left( \sum_{k=1}^{d} \left( \frac{1}{2u} \right)^2 \right)^{1/2} = \frac{1}{2} u L \sqrt{d},
$$

where we used \[\text{29}\] of Lemma 4.
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We introduce the following quantities:

\[
x(t) = \begin{bmatrix} x^1(t) \\ \vdots \\ x^n(t) \end{bmatrix}, \quad g(t) = \begin{bmatrix} g^1(t) \\ \vdots \\ g^n(t) \end{bmatrix}, \quad s(t) = \begin{bmatrix} s^1(t) \\ \vdots \\ s^n(t) \end{bmatrix}, \quad \bar{x}(t) = \frac{1}{n} \sum_{i=1}^{n} x^i(t), \quad \bar{g}(t) = \frac{1}{n} \sum_{i=1}^{n} g^i(t).
\]

It’s not hard to see that

\[
s(t) = (W \otimes I_d)(s(t - 1) + g(t) - g(t - 1)),
\]

\[
x(t) = (W \otimes I_d)(x(t - 1) - \eta s(t)),
\]

and

\[
\frac{1}{n} \sum_{i=1}^{n} s^i(t) = \bar{g}(t), \quad \bar{x}(t) = \bar{x}(t - 1) - \eta \bar{g}(t).
\]

**Lemma 9.** Suppose \( \eta L \leq 1/6 \). Then

\[
f(\bar{x}(t)) \leq f(\bar{x}(t - 1)) - \frac{n}{3} \| \nabla f(\bar{x}(t - 1)) \|^2 + \frac{4 \eta L^2}{3n} \| x(t - 1) - 1_n \otimes \bar{x}(t - 1) \|^2 + \frac{\eta u^2 L^2 d}{3}.
\]  

**(37)**

**Proof.** By \( \bar{x}(t) = \bar{x}(t - 1) - \eta \bar{g}(t) \) and the \( L \)-smoothness of the function \( f \), we have

\[
f(\bar{x}(t)) \leq f(\bar{x}(t - 1)) - \eta \langle \nabla f(\bar{x}(t - 1)), \bar{g}(t) \rangle + \frac{\eta^2 L^2}{2} \| \bar{g}(t) \|^2
\]

\[
= f(\bar{x}(t - 1)) - \eta \| \nabla f(\bar{x}(t - 1)) \|^2 + \frac{\eta^2 L^2}{2} \| \bar{g}(t) \|^2
\]

\[
- \eta \left( \nabla f(\bar{x}(t - 1)), \frac{1}{n} \sum_{i=1}^{n} (g^i(t) - f_i(\bar{x}(t - 1)) \right)
\]

\[
\leq f(\bar{x}(t - 1)) - \frac{\eta}{2} \| \nabla f(\bar{x}(t - 1)) \|^2 + \frac{\eta^2 L^2}{2} \| \bar{g}(t) \|^2 + \frac{\eta}{2} \left( \frac{1}{n} \sum_{i=1}^{n} (g^i(t) - \nabla f_i(\bar{x}(t - 1)) \right)^2.
\]

Then, by Lemma 8

\[
\left\| \frac{1}{n} \sum_{i=1}^{n} (g^i(t) - \nabla f_i(\bar{x}(t - 1)) \right\|^2
\]

\[
\leq 2 \left\| \frac{1}{n} \sum_{i=1}^{n} (\nabla f_i(x^i(t - 1)) - \nabla f_i(\bar{x}(t - 1))) \right\|^2 + 2 \left( \frac{1}{n} \sum_{i=1}^{n} \| g^i(t) - \nabla f_i(x^i(t - 1)) \|^2\right)^2
\]

\[
\leq 2 \left( \frac{1}{n} \sum_{i=1}^{n} L \| x^i(t - 1) - \bar{x}(t - 1) \|^2 \right)^2 + \frac{1}{2} u^2 L^2 d
\]

\[
\leq \frac{2L^2}{n} \| x(t - 1) - 1_n \otimes \bar{x}(t - 1) \|^2 + \frac{1}{2} u^2 L^2 d,
\]

we see that

\[
f(\bar{x}(t)) \leq f(\bar{x}(t - 1)) - \frac{\eta}{2} \| \nabla f(\bar{x}(t - 1)) \|^2 + \frac{\eta^2 L^2}{2} \| \bar{g}(t) \|^2
\]

\[
+ \frac{\eta L^2}{n} \| x(t - 1) - 1_n \otimes \bar{x}(t - 1) \|^2 + \frac{\eta u^2 L^2 d}{4}.
\]

29
Next, we bound the term $\|\bar{g}(t)\|^2$:

$$
\|\bar{g}(t)\|^2 = \left\| \frac{1}{n} \sum_{i=1}^{n} g^i(t) \right\|^2 
\leq 2 \|\nabla f(\bar{x}(t-1))\|^2 + 2 \left\| \frac{1}{n} \sum_{i=1}^{n} (g^i(t) - \nabla f_i(\bar{x}(t-1))) \right\|^2
\leq 2 \|\nabla f(\bar{x}(t-1))\|^2 + \frac{4L^2}{n} \|x(t) - 1_n \otimes \bar{x}(t)\|^2 + u_1^2 L^2 d.
$$

Then we see that

$$
f(\bar{x}(t)) \leq f(\bar{x}(t-1)) - \frac{\eta}{2} (1 - 2\eta L) \|\nabla f(\bar{x}(t-1))\|^2
\quad + \frac{\eta L^2}{n} (1 + 2\eta L) \|x(t) - 1_n \otimes \bar{x}(t-1)\|^2 + \frac{\eta u_1^2 L^2 d}{4} (1 + 2\eta L).
$$

Finally, by using $\eta L \leq 1/6$, we get the desired result.

\[\square\]

**Lemma 10.** We have

$$
\|s(1) - 1_n \otimes \bar{g}(1)\|^2 \leq \rho^2 \left( \frac{4}{3} \sum_{i=1}^{n} \|\nabla f_i(x^i(0))\|^2 + nu_1^2 L^2 d \right).
$$

**Proof.** Since $s(0) = g(0) = 0$, we have

$$
\|s(1) - 1_n \otimes \bar{g}(1)\|^2 = \|(W \otimes I_d)(g(1) - 1_n \otimes \bar{g}(1))\|^2 \leq \rho^2 \|g(1) - 1_n \otimes \bar{g}(1)\|^2.
$$

Then since

$$
\|g(1) - 1_n \otimes \bar{g}(1)\|^2 = \|g(1)\|^2 + n\|\bar{g}(1)\|^2 - 2 \sum_{i=1}^{n} \left\langle g^i(1), \frac{1}{n} \sum_{j=1}^{n} g^j(1) \right\rangle
\quad = \|g(1)\|^2 - n\|\bar{g}(1)\|^2 \leq \|g(1)\|^2,
$$

and by Lemma \[\square\]

$$
\|g(1)\|^2 \leq \sum_{i=1}^{n} \left( \frac{4}{3} \|\nabla f^i(x(0))\|^2 + 4\|g^i(1) - \nabla f^i(x(0))\|^2 \right)
\quad \leq \frac{4}{3} \sum_{i=1}^{n} \|\nabla f^i(x(0))\|^2 + 4 \sum_{i=1}^{n} \left( \frac{1}{2} u_1 L \sqrt{d} \right)^2
\quad = \frac{4}{3} \sum_{i=1}^{n} \|\nabla f^i(x(0))\|^2 + nu_1^2 L^2 d,
$$

we get the desired result. \[\square\]

**Lemma 11.** If

$$
\eta L \leq \min \left\{ \frac{1}{6}, \frac{(1 - \rho^2)^2}{4\rho^2(3 + 4\rho^2)} \right\},
$$

then

$$
\max \left\{ \|x(t) - 1_n \otimes \bar{x}(t)\|^2 - \frac{3\eta}{10L} \|s(t) - 1_n \otimes \bar{g}(t)\|^2 \right\}
\leq \lambda^t n R_0 + \frac{4\eta n^2 L \rho^2(1 + 2\rho^2)}{3(1 - \rho^2)} \sum_{\tau=0}^{t-1} \lambda^{\tau} \|\nabla f(\bar{x}(\tau - t - 1))\|^2 + \frac{5n\eta Ld\rho^2(1 + 2\rho^2)}{6(1 - \rho^2)} \sum_{\tau=0}^{t-1} \lambda^{\tau} u_1^2 L^2 d - \tau
$$

(41)
where
\[ \lambda := \frac{2 + \rho^2}{3} < 1. \]

Consequently
\[
\max \left\{ \frac{t-1}{n} \sum_{\tau=0}^{t-1} \| x(\tau) - 1_n \otimes x(\tau) \|^2, \frac{3\eta}{10L} \sum_{\tau=1}^{t} \| s(\tau) - 1_n \otimes \bar{g}(\tau) \|^2 \right\} 
\leq \frac{3nR_0}{1 - \rho^2} + \frac{4n\eta^2 L^2(1 + 2\rho^2)}{(1 - \rho^2)^2} \sum_{\tau=0}^{t-2} \| \nabla f(\bar{x}(\tau)) \|^2 + \frac{5n\eta L \rho^2(1 + 2\rho^2)}{2(1 - \rho^2)^2} \sum_{\tau=1}^{t-1} u^2_{\tau}. \quad (42)
\]

**Proof.** We have
\[
s(t) - 1_n \otimes \bar{g}(t) = (W \otimes I_d)(s(t-1) - 1_n \otimes \bar{g}(t-1) + g(t) - g(t-1) - 1_n \otimes \bar{g}(t) + 1_n \otimes \bar{g}(t-1)).
\]
Then since
\[
\| g(t) - g(t-1) - 1_n \otimes \bar{g}(t) + 1_n \otimes \bar{g}(t-1) \|^2 
= \| g(t) - g(t-1) \|^2 + n\| \bar{g}(t) - \bar{g}(t-1) \|^2 - 2 \sum_{i=1}^{n} \langle g^i(t) - g^i(t-1), \bar{g}(t) - \bar{g}(t-1) \rangle 
= \| g(t) - g(t-1) \|^2 - n\| \bar{g}(t) - \bar{g}(t-1) \|^2 \leq \| g(t) - g(t-1) \|^2,
\]
we have
\[
\| s(t) - 1_n \otimes \bar{g}(t) \|^2 
\leq \rho^2 (\| s(t-1) - 1_n \otimes \bar{g}(t-1) \|^2 + \| g(t) - g(t-1) \|^2) 
\leq \frac{1 + 2\rho^2}{3} \| s(t-1) - 1_n \otimes \bar{g}(t-1) \|^2 + \frac{\rho^2(1 + 2\rho^2)}{1 - \rho^2} \sum_{i=1}^{n} \| g^i(t) - g^i(t-1) \|^2.
\]

Now since
\[
\| g^i(t) - g^i(t-1) \|^2 \leq 2 \| \nabla f_i(x^i(t-1)) - \nabla f_i(x^i(t-2)) \|^2 + 2 \left( \frac{u_i + u_{i-1}}{2} - 1 \right)^2
\]
we get
\[
\| s(t) - 1_n \otimes \bar{g}(t) \|^2 \leq \frac{1 + 2\rho^2}{3} \| s(t-1) - 1_n \otimes \bar{g}(t-1) \|^2 
+ \frac{2\rho^2(1 + 2\rho^2)L^2}{1 - \rho^2} \| x(t-1) - x(t-2) \|^2 + \frac{2\rho^2(1 + 2\rho^2)L^2}{1 - \rho^2} \| x(t-2) \|^2
\]
Then
\[
x(t-1) - x(t-2) = ((W \otimes I_d) - I)x(t-2) - \eta(W \otimes I_d)s(t-1)
= ((W \otimes I_d) - I)(x(t-2) - 1_n \otimes \bar{x}(t-2)) - \eta(W \otimes I_d)(s(t-1) - 1_n \otimes \bar{g}(t-1)) 
- \eta(1_n \otimes (\bar{g}(t-1) - \nabla f(\bar{x}(t-2))) - \eta(1_n \otimes \nabla f(\bar{x}(t-2))).
\]
We notice that for any \( u_1, \ldots, u_n \in \mathbb{R}^d \) and \( v \in \mathbb{R}^d \), we have
\[
\sum_{i=1}^{n} \left( u_i - \frac{1}{n} \sum_{j=1}^{n} u_j, v \right) = 0, \quad \text{and} \quad \sum_{i=1}^{n} \left( \sum_{j=1}^{n} W_{ij} u_j - \frac{1}{n} \sum_{j=1}^{n} u_j, v \right) = 0. \tag{43}
\]
In addition, similar to (38), we have
\[
\| \bar{g}(t - 1) - \nabla f(\bar{x}(t - 2)) \|^2 \leq \frac{18L^2}{17n} \| x(t - 2) - 1_n \otimes \bar{x}(t - 2) \|^2 + \frac{9}{2} u_{t-1}^{2} L^2 d.
\]
Therefore we get
\[
\| x(t - 1) - x(t - 2) \|^2 \\
= \| ((W \otimes I_d) - 1)(x(t - 2) - 1_n \otimes \bar{x}(t - 2)) - \eta \| W \otimes I_d \| s(t - 1) - 1_n \otimes \bar{g}(t - 1) \| \|^2 \\
+ \eta^2 n \| \bar{g}(t - 1) - \nabla f(\bar{x}(t - 2)) + \nabla f(\bar{x}(t - 2)) \|^2 \\
\leq \frac{9}{2} \| x(t - 2) - 1_n \otimes \bar{x}(t - 2) \|^2 + 9\eta^2 \rho^2 \| s(t - 1) - 1_n \otimes \bar{g}(t - 1) \|^2 \\
+ 2\eta^2 n \| \bar{g}(t - 1) - \nabla f(\bar{x}(t - 2)) \|^2 + \eta^2 n \| \nabla f(\bar{x}(t - 2)) \|^2 \\
\leq \left( \frac{9}{2} + \frac{36}{17} \eta^2 L^2 \right) \| x(t - 2) - 1_n \otimes \bar{x}(t - 2) \|^2 \\
+ 9\eta^2 \rho^2 \| s(t - 1) - 1_n \otimes \bar{g}(t - 1) \|^2 + 2\eta^2 n \| \nabla f(\bar{x}(t - 2)) \|^2 + 9\eta^2 n u_{t-1}^{2} L^2 d \\
\leq \frac{155}{34} \| x(t - 2) - 1_n \otimes \bar{x}(t - 2) \|^2 + 9\eta^2 \rho^2 \| s(t - 1) - 1_n \otimes \bar{g}(t - 1) \|^2 \\
+ 2\eta^2 n \| \nabla f(\bar{x}(t - 2)) \|^2 + \frac{1}{4} n u_{t-1}^{2} d,
\]
where the first inequality follows from \( \| W \otimes I_d - I \| \leq 2 \) and that \( \| u + v \|^2 \leq (1 + \epsilon) \| u \|^2 + (1 + \epsilon) \| v \|^2 \) for any vectors \( u, v \) and \( \epsilon > 0 \), and the third inequality follows from \( \eta L \leq 1/6 \). Consequently
\[
\| s(t) - 1_n \otimes \bar{g}(t) \|^2 \leq \left( \frac{1 + 2\rho^2}{3} + \frac{18\rho^4(1 + 2\rho^2)}{1 - \rho^2} \eta^2 L^2 \right) \| s(t - 1) - 1_n \otimes \bar{g}(t - 1) \|^2 \\
+ \frac{228\rho^2(1 + 2\rho^2)}{25(1 - \rho^2)} L^2 \| x(t - 2) - 1_n \otimes \bar{x}(t - 2) \|^2 \\
+ \frac{2\rho^2(1 + 2\rho^2)}{1 - \rho^2} \left( 2\eta^2 L^2 n \| \nabla f(\bar{x}(t - 2)) \|^2 + \frac{5}{4} n L^2 u_{t-1}^{2} d \right),
\]
where we used \( 155/34 < 114/25 \). On the other hand,
\[
\| x(t - 1) - 1_n \otimes \bar{x}(t - 1) \|^2 \\
= \| (W \otimes I_d)[x(t - 2) - 1_n \otimes \bar{x}(t - 2) - \eta(s(t - 1) - 1_n \otimes \bar{g}(t - 1)))] \| \|^2 \\
\leq \frac{1 + 2\rho^2}{3} \| x(t - 2) - 1_n \otimes \bar{x}(t - 2) \|^2 + \frac{\rho^2(1 + 2\rho^2)}{1 - \rho^2} \eta^2 \| s(t - 1) - 1_n \otimes \bar{g}(t - 1) \|^2.
\]
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Therefore
\[
\begin{align*}
\frac{5n}{2\sqrt{57L}}\|s(t) - 1_n \otimes \bar{g}(t)\|^2 \\
\|x(t - 1) - 1_n \otimes x(t - 1)\|^2
\end{align*}
\leq A \left[ \frac{5n}{2\sqrt{57L}}\|s(t - 1) - 1_n \otimes \bar{g}(t - 1)\|^2 \right] + \frac{5n\eta^2 L\rho^2(1 + 2\rho^2)}{\sqrt{57(1 - \rho^2)}} \left[ 2\|\nabla f(\bar{x}(t - 2))\|^2 + \frac{5n^2\eta^2 u_{t-1}^2}{\eta L} \right],
\]
where
\[
A = \left[ \frac{1 + 2\rho^2 + \sqrt{1 + 2\rho^2}}{2\sqrt{57(1 - \rho^2)}} \eta^2 L^2 \right].
\]

This leads to
\[
\begin{align*}
\frac{5n}{2\sqrt{57L}}\|s(t) - 1_n \otimes \bar{g}(t)\|^2 \\
\|x(t) - 1_n \otimes x(t)\|^2
\end{align*}
\leq A' \left[ \frac{5n}{2\sqrt{57L}}\|s(0) - 1_n \otimes \bar{g}(0)\|^2 \right] + \frac{5n\eta^2 L\rho^2(1 + 2\rho^2)}{\sqrt{57(1 - \rho^2)}} \sum_{\tau = 0}^{t-1} A' \left[ 2\|\nabla f(\bar{x}(t - \tau - 1))\|^2 + \frac{5n^2\eta^2 u_{t-\tau}^2}{\eta L} \right],
\]
and consequently
\[
\max \left\{ \frac{\|x(t) - 1_n \otimes x(t)\|^2}{\frac{5n}{2\sqrt{57L}}\|s(t + 1) - 1_n \otimes \bar{g}(t + 1)\|^2} \right\}
\leq \|A\| \left( \frac{5n}{2\sqrt{57L}}\|s(0) - 1_n \otimes \bar{g}(0)\|^2 + \|x(0) - 1_n \otimes \bar{x}(0)\|^2 \right)
+ \frac{10n\eta^2 L\rho^2(1 + 2\rho^2)}{\sqrt{57(1 - \rho^2)}} \sum_{\tau = 0}^{t-1} \|A\|\|\nabla f(\bar{x}(t - \tau - 1))\|^2 + \frac{25n\eta L\rho^4(1 + 2\rho^2)}{4\sqrt{57(1 - \rho^2)}} \sum_{\tau = 0}^{t-1} \|A\|\|u_{t-\tau}\|^2.
\]
Now, since \(A\) is symmetric, straightforward calculation shows that
\[
\|A\| = \frac{1 + 2\rho^2}{3(1 - \rho^2)} \left( 1 - \rho^2 + 2\rho^4(\eta L)^2 + \frac{3\sqrt{3}}{5} \sqrt{76\rho^2(\eta L)^2 + 675\rho^6(\eta L)^4} \right).
\]

By solving the inequality \(\|A\| \leq (2 + \rho^2)/3\), we get
\[
(\eta L)^2 \leq \frac{25(1 - \rho^2)^4}{\rho^4(3402 + 8208\rho^2 + 4158\rho^4 + 2700\rho^6)}.
\]

It can be checked that
\[
\frac{1}{25} (3402 + 8208\rho^2 + 4158\rho^4 + 2700\rho^6) \leq \left[ 4(3 + 4\rho^2) \right]^2, \quad \forall \rho \in [0, 1).
\]

Therefore if \(\eta L\) satisfies \(\eta L \leq 10(3 + 4\rho^2)\), we have \(\|A\| \leq (2 + \rho^2)/3\). By Lemma \(\#10\) and that \(5/(2\sqrt{57}) < 1/3\), we get \(\#11\). The bound \(\#12\) follows by taking the sum of \(\#11\) and using
\[
\sum_{\tau = 1}^{t-1} \sum_{s=0}^{t-1} \lambda^\tau a_{t-\tau} = \sum_{\tau = 1}^{t-1} \sum_{s=0}^{t-1} \lambda^\tau s a_s = \sum_{s=1}^{t-1} a_s \sum_{\tau = s}^{t-1} \lambda^\tau s \leq \frac{1}{1 - \lambda} \sum_{s=1}^{t-1} a_s
\]
for any nonnegative sequence \((a_s)_{s \in \mathbb{Z}_+}\).
Now we are ready to prove Theorems 3 and 4 in the main text.

**Proof of Theorem 3.** Let \( t \in \mathbb{Z}_+ \) be arbitrary. By Lemma 9 and 12, we see that

\[
0 \leq f(\bar{x}(0)) - f^* - \frac{\eta}{3} \sum_{\tau=0}^{t-1} \|\nabla f(\bar{x}(\tau))\|^2 + \frac{\eta L^2 d}{3} \sum_{\tau=1}^{t} u^2_{\tau} + \frac{4\eta L^2}{3n} \left( \frac{3n R_0}{1 - \rho^2} + \frac{4\eta^3 L \rho^2 (1 + 2\rho^2)}{(1 - \rho^2)^2} \sum_{\tau=0}^{t-2} \|\nabla f(\bar{x}(\tau))\|^2 + \frac{5\eta L d \rho^2 (1 + 2\rho^2)}{2(1 - \rho^2)^2} \sum_{\tau=1}^{t-1} u^2_{\tau} \right)
\]

\[
\leq f(\bar{x}(0)) - f^* + \frac{4\eta L^2 R_0}{1 - \rho^2} \cdot \frac{\eta}{3} \left( 1 - \frac{16\eta^3 L^3 \rho^2 (1 + 2\rho^2)}{(1 - \rho^2)^2} \right) \sum_{\tau=0}^{t-1} \|\nabla f(\bar{x}(\tau))\|^2 + \left( \frac{10\eta L \rho^2 (1 + 2\rho^2)}{3(1 - \rho^2)^2} + \frac{1}{3} \right) \eta L^2 d \sum_{\tau=1}^{t} u^2_{\tau}.
\]

Then since

\[
\frac{16\eta^3 L^3 \rho^2 (1 + 2\rho^2)}{(1 - \rho^2)^2} \leq \frac{16}{36} \cdot \frac{(1 - \rho^2)^2}{4\rho^2(3 + 4\rho^2)} \rho^2 (1 + 2\rho^2) = \frac{4}{9} \frac{(1 + 2\rho^2)}{4\rho^2(3 + 4\rho^2)} = \frac{1}{18},
\]

and \( \frac{1}{3}(1 - 1/18) = \frac{17}{54} \geq \frac{5}{16} \), and

\[
\frac{10\eta L \rho^2 (1 + 2\rho^2)}{3(1 - \rho^2)^2} \leq \frac{10}{3} \cdot \frac{(1 - \rho^2)^2}{4\rho^2(3 + 4\rho^2)} \rho^2 (1 + 2\rho^2) \leq \frac{5}{12},
\]

we get

\[
0 \leq f(\bar{x}(0)) + \frac{4\eta L^2 R_0}{1 - \rho^2} - \frac{5\eta}{16} \sum_{\tau=0}^{t-1} \|\nabla f(\bar{x}(\tau))\|^2 + \frac{3}{4} \eta L^2 d \sum_{\tau=1}^{t} u^2_{\tau}.
\]

Since \( u^2_{\tau} \) is summable, this implies that \( \|\nabla f(\bar{x}(t))\| \) converges to zero, and we have

\[
\frac{1}{t} \sum_{\tau=0}^{t-1} \|\nabla f(\bar{x}(\tau))\|^2 \leq \frac{1}{t} \left[ \frac{3.2(f(\bar{x}(0)) - f^*)}{\eta} + \frac{12.8L^2 R_0}{1 - \rho^2} + 2.4L^2 d \sum_{\tau=1}^{t} u^2_{\tau} \right] \quad \text{(15)}
\]

Now by (12) and (13), we see that \( \|x(t) - 1_n \otimes \bar{x}(t)\|^2 \) is summable, and

\[
\frac{1}{n} \sum_{\tau=0}^{\infty} \|x(\tau) - 1_n \otimes \bar{x}(\tau)\|^2
\]

\[
\leq \frac{3R_0}{1 - \rho^2} + \frac{4\eta^3 L \rho^2 (1 + 2\rho^2)}{(1 - \rho^2)^2} \left[ \frac{3.2(f(\bar{x}(0)) - f^*)}{\eta} + \frac{12.8L^2 R_0}{1 - \rho^2} + 2.4L^2 d \sum_{\tau=1}^{\infty} u^2_{\tau} \right]
\]

\[
+ \frac{5\eta L \rho^2 (1 + 2\rho^2)}{2(1 - \rho^2)^2} \sum_{\tau=1}^{t-1} u^2_{\tau}
\]

\[
\leq 1.6\eta(f(\bar{x}(0)) - f^*) + 6.4(\eta L)^2 R_0 + 0.35d \sum_{\tau=1}^{\infty} u^2_{\tau}.
\]
For the convergence of \( s(t) \), we have
\[
\frac{1}{n} \sum_{\tau=1}^{\infty} \| s(\tau) - 1_n \otimes \nabla f(\bar{x}(\tau - 1)) \|^2 \\
\leq \frac{3}{2n} \sum_{\tau=1}^{\infty} \| s(\tau) - 1_n \otimes \bar{g}(\tau) \|^2 + 3 \sum_{\tau=0}^{\infty} \| \bar{g}(\tau) - \nabla f(\bar{x}(\tau - 1)) \|^2 \\
\leq \frac{3}{2n} \sum_{\tau=1}^{\infty} \| s(\tau) - 1_n \otimes \bar{g}(\tau) \|^2 + 3 \sum_{\tau=1}^{\infty} \left( \frac{2L^2}{n} \| x(\tau - 1) - 1_n \otimes \bar{x}(\tau - 1) \|^2 + \frac{1}{2} u_\tau^2L^2 d \right) \\
\leq \left( \frac{5L}{\eta} + 6L^2 \right) \left( 1.6\eta (f(\bar{x}(0)) - f^*) + 6.4(\eta L)^2 R_0 + 0.35d \sum_{\tau=1}^{\infty} u_\tau^2 \right) + \frac{3}{2} \sum_{\tau=1}^{\infty} u_\tau^2 L^2 d \\
\leq 9.6L(f(\bar{x}(0)) - f^*) + 38.4\eta L^2 R_0 + \frac{2.35}{\eta} L d \sum_{\tau=1}^{\infty} u_\tau^2,
\]
where we used (38), (34) and \( \eta L \leq 1/6 \). Finally, since \( u_\tau^2 \) is also summable, by Lemma 3 and the deterministic version of Lemma 3 we see that \( f(\bar{x}(t)) \) converges. \( \square \)

**Proof of Theorem 4.** Denote \( \kappa := \mu/L \) and
\[
\delta_t := f(\bar{x}(t)) - f(x^*).
\]
By Lemma 2 we see that \( \mu \leq L \). Notice that the condition on the step size
\[
\eta L = \alpha \cdot \left( \frac{\mu}{L} \right)^\beta \left( 1 - \rho^2 \right)^2
\]
implies \( \eta L \leq 1/6 \). By (14) and Lemma 2 we get
\[
\left[ \frac{25n}{\eta L} \left\| s(t) - 1_n \otimes \bar{g}(t) \right\|^2 \right] \leq A \left[ \frac{25n}{\eta L} \left\| s(t - 1) - 1_n \otimes \bar{g}(t - 1) \right\|^2 \right] \\
+ \frac{2n\eta L \rho^2 (1 + \rho^2)}{3(1 - \rho^2)} \left[ 4\eta^2 L^2 \delta_{t-2} + \frac{5}{4} u_{t-1}^2 \right],
\]
where \( A \) is given by (15) and the norm of \( A \) is given by (40). By solving the inequality \( \| A \| \leq 1 - (1 - \rho^2)^2/21 \), we get
\[
(\eta L)^2 \leq \frac{25(1 - \rho^2)^4 (13 + \rho^2)^2}{\rho^4(223398 + 411642\rho^2 + 33642\rho^4 + 217350\rho^6 + 18900\rho^8)}.
\]
It can be verified that
\[
\frac{25(13 + \rho^2)^2}{\rho^4(223398 + 411642\rho^2 + 33642\rho^4 + 217350\rho^6 + 18900\rho^8)} \geq \frac{1}{14^2}
\]
for all \( \rho \in [0, 1) \). By the condition (47) on \( \eta L \), we see that \( \| A \| \leq 1 - (1 - \rho^2)^2/21 \). Then, since
\[
\frac{8\eta^3 L^2 \rho^2 (1 + \rho^2)}{3(1 - \rho^2)} = \frac{8n\eta^2 (1 + \rho^2)}{3} \cdot \frac{\alpha^2 \kappa^2/3 (1 - \rho^2)^3}{196} \\
\leq \frac{2n\alpha^2 \kappa^{2/3} \eta}{147} \max_{\rho \in [0,1]} \frac{\rho^2 (1 + \rho^2)(1 - \rho^2)^3}{6} (1 - \chi),
\]
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where we denote
\[
\chi := 1 - \frac{4}{49} \max_{\rho \in [0, 1]} \rho^2 (1 + 2\rho^2)(1 - \rho^2)^3 \approx 0.9865,
\]
we get
\[
\left\| \frac{5n}{2\sqrt{\alpha}L} \| s(t) - 1_n \otimes \bar{y}(t) \| ^2 \right\| \leq \left( 1 - \frac{1 - \rho^2)^2}{21} \right) \left\| \frac{5n}{2\sqrt{\alpha}L} \| s(t - 1) - 1_n \otimes \bar{y}(t - 1) \| ^2 \right\| + \frac{n\alpha^2 \kappa^{2/3} \eta}{6} \cdot (1 - \chi) \delta_{t-2} + \frac{5n\eta L^2 (1 + 2\rho^2)(1 - \rho^2)}{6(1 - \rho^2)} u_{t-1}^2 d,
\]
where the condition (47) was used. Consequently, if we denote
\[
\sigma_{t-1} := \frac{2\sqrt{2}L}{n\alpha\kappa^{1/3} \sqrt{1 - \chi} \left\| \frac{5n}{2\sqrt{\alpha}L} \| s(t) - 1_n \otimes \bar{y}(t) \| ^2 \right\| ^2},
\]
we get
\[
\sigma_{t-1} \leq \left( 1 - \frac{(1 - \rho^2)^2}{21} \right) \sigma_{t-2} + \sqrt{2\alpha\kappa^{1/3} \sqrt{1 - \chi} \eta L \cdot \delta_{t-2} + \frac{5\sqrt{2} \rho^2 (1 + 2\rho^2)(1 - \rho^2)}{42 \sqrt{1 - \chi} \sigma_{t-2}} u_{t-1}^2 L d.
\]
On the other hand, by Lemma 9 and the fact that \( f \) is \( \mu \)-gradient dominated, we have
\[
\delta_{t-1} \leq \left( 1 - \frac{2\eta \mu}{3} \right) \delta_{t-2} + \frac{4\eta L^2}{3n} \| x(t - 2) - 1_n \otimes \bar{x}(t - 2) \|^2 + \frac{\eta L^2 u_{t-1}^2 d}{3}
\]
\[
\leq \left( 1 - \frac{2\eta \mu}{3} \right) \delta_{t-2} + \sqrt{2\alpha \kappa^{1/3} \sqrt{1 - \chi} \eta L \cdot \sigma_{t-2} + \frac{\eta L^2 u_{t-1}^2 d}{3}}.
\]
Therefore
\[
\left[ \begin{array}{c}
\sigma_{t-1} \\
\delta_{t-1}
\end{array} \right] \leq B \left[ \begin{array}{c}
\sigma_{t-2} \\
\delta_{t-2}
\end{array} \right] + \left[ \begin{array}{c}
\frac{5\sqrt{2} \rho^2 (1 + 2\rho^2)(1 - \rho^2)}{42 \sqrt{1 - \chi} \sigma_{t-2}}
\frac{\eta L^2 u_{t-1}^2 d}{3}
\end{array} \right],
\]
where
\[
B := \left[ \begin{array}{cc}
1 - \frac{2\eta \mu}{3}(1 - \rho^2)^2 & \frac{1}{3} \sqrt{2(1 - \chi)\alpha^{1/3} \eta L} \\
\frac{1}{3} \sqrt{2(1 - \chi) \alpha^{1/3} \eta L} & \frac{1}{2} \frac{\eta L^2 u_{t-1}^2 d}{3}
\end{array} \right].
\]
Straightforward calculation shows that
\[
\| B \| = 1 - \frac{(1 - \rho^2)^2}{42} \left( 1 + \alpha \kappa^{4/3} - \sqrt{(1 - \alpha \kappa^{4/3})^2 + 2(1 - \chi) \alpha^4 \kappa^{4/3}} \right)
\leq 1 - \frac{(1 - \rho^2)^2}{42} \left( 1 + \alpha \kappa^{4/3} - \sqrt{(1 - \alpha \kappa^{4/3})^2 + 2(1 - \chi) \alpha^4 \kappa^{4/3}} \right)
\leq 1 - \frac{(1 - \rho^2)^2}{42} \left( 1 + \alpha \kappa^{4/3} - \sqrt{(1 - \chi) \alpha \kappa^{4/3})^2 + (1 - \chi^2) \alpha^2 \kappa^{8/3}} \right)
\]
Since \( x \mapsto \sqrt{(1 - \chi x)^2 + (1 - \chi^2)x^2} \) is a convex function over \( x \in [0, 1] \), it can be shown that
\[
\sqrt{(1 - \chi x)^2 + (1 - \chi^2)x^2} \leq 1 + (\sqrt{2(1 - \chi)} - 1)x,
\]
and so
\[ \|B\| \leq 1 - \frac{(1 - \rho^2)^2}{42} \left( 2 - \sqrt{2(1 - \chi)} \right) \alpha \kappa^{4/3} \leq 1 - \frac{(1 - \rho^2)^2}{25} \alpha \kappa^{4/3}, \]
where we used the fact that \( 2 - \sqrt{2(1 - \chi)} > \frac{42}{25} \). By (48), we then have
\[
\left\| \begin{bmatrix} \sigma_{t-1} \\ \delta_{t-1} \end{bmatrix} \right\| \leq \left( 1 - \frac{(1 - \rho^2)^2}{25} \alpha \kappa^{4/3} \right) \left\| \begin{bmatrix} \sigma_{t-2} \\ \delta_{t-2} \end{bmatrix} \right\| + \frac{\sqrt{2} \sqrt{3} \left( 1 + 2 \rho^2 \right)(1 - \rho^2)}{\eta L} \frac{u_{t-1}^2 Ld}{3}
\leq \left( 1 - \frac{(1 - \rho^2)^2}{25} \alpha \kappa^{4/3} \right) \left\| \begin{bmatrix} \sigma_{t-2} \\ \delta_{t-2} \end{bmatrix} \right\| + 5(1 - \rho^2)u_{t-1}^2 Ld,
\]
where we used \( \sqrt{1 - \chi} > 1/9 \) and
\[
\left\| \begin{bmatrix} \sigma_{t-1} \\ \delta_{t-1} \end{bmatrix} \right\| \leq \left\| \begin{bmatrix} \sigma_{t-2} \\ \delta_{t-2} \end{bmatrix} \right\| + \frac{\sqrt{3} \sqrt{2} \sqrt{3} \left( 1 + 2 \rho^2 \right)(1 - \rho^2)}{\eta L} \frac{u_{t-1}^2 Ld}{3}
\leq \left( 1 - \frac{(1 - \rho^2)^2}{25} \alpha \kappa^{4/3} \right) \left\| \begin{bmatrix} \sigma_{t-2} \\ \delta_{t-2} \end{bmatrix} \right\| + \frac{\sqrt{3} \sqrt{2} \sqrt{3} \left( 1 + 2 \rho^2 \right)(1 - \rho^2)}{\eta L} \frac{u_{t-1}^2 Ld}{3}
\leq \frac{\sqrt{3} \sqrt{2} \sqrt{3} \left( 1 + 2 \rho^2 \right)(1 - \rho^2)}{\eta L} \frac{u_{t-1}^2 Ld}{3} \leq \frac{50(1 + 2 \rho^2)}{16(1 - \rho^2)} + \frac{1}{14^2} < 15(1 - \rho^2).
\]
By induction we get
\[
\left\| \begin{bmatrix} \sigma_t \\ \delta_t \end{bmatrix} \right\| \leq \left( 1 - \frac{(1 - \rho^2)^2}{25} \alpha \kappa^{4/3} \right)^t \left\| \begin{bmatrix} \sigma_0 \\ \delta_0 \end{bmatrix} \right\| + 5(1 - \rho^2) Ld \sum_{\tau=0}^{t-1} \left( 1 - \frac{(1 - \rho^2)^2}{25} \alpha \kappa^{4/3} \right)^\tau u_{t-\tau}^2,
\]
which implies the bound on \( f(\bar{x}(t)) - f(x^*) \). The bound on \( \frac{1}{n} \sum_{i=1}^{n} \| x(t) - \bar{x}(t) \|^2 \) follows from
\[
\frac{n \alpha \kappa^{1/3} \sqrt{1 - \chi}}{2 \sqrt{2L}} \cdot 5(1 - \rho^2) Ld < \frac{3n \alpha \kappa^{1/3}}{10 \sqrt{2}} (1 - \rho^2)d
\]
as \( \sqrt{1 - \chi} < 3/25 \). The bound on \( \frac{1}{n} \sum_{i=1}^{n} \| s(t) - \nabla f(\bar{x}(t)) \|^2 \) follows from
\[
\frac{1}{n} \| s(t+1) - \mathbf{1}_n \otimes \nabla f(\bar{x}(t)) \|^2 \\
\leq \frac{3}{2n} \| s(t+1) - \mathbf{1}_n \otimes \bar{g}(t+1) \|^2 + 3 \| \bar{g}(t+1) - \nabla f(\bar{x}(t)) \|^2 \\
\leq \frac{3}{2n} \| s(t+1) - \mathbf{1}_n \otimes \bar{g}(t+1) \|^2 + 3 \left( \frac{2L^2}{n} \| x(t) - \mathbf{1}_n \otimes \bar{x}(t) \| \right)^2 + \frac{1}{2} u_{t+1}^2 L^2 d \\
\leq \left( \frac{3}{2n} \frac{10L}{3\eta} + \frac{6L^2}{n} \right) \cdot \frac{n \alpha \kappa^{1/3} \sqrt{1 - \chi}}{2 \sqrt{2L}} \left( 1 - \frac{(1 - \rho^2)^2}{25} \alpha \kappa^{4/3} \right)^t \left\| \begin{bmatrix} \sigma_0 \\ \delta_0 \end{bmatrix} \right\| \\
\quad + \frac{3}{2} u_{t+1}^2 L^2 d + \left( \frac{2L^2}{n} \frac{10L}{3\eta} + \frac{6L^2}{n} \right) \cdot \frac{3n \alpha \kappa^{1/3}}{10 \sqrt{2}} (1 - \rho^2)d \sum_{\tau=0}^{t-1} \left( 1 - \frac{(1 - \rho^2)^2}{25} \alpha \kappa^{4/3} \right)^\tau u_{t-\tau}^2 \\
\leq \frac{18L}{5(1 - \rho^2)^2} \left( 1 - \frac{(1 - \rho^2)^2}{25} \alpha \kappa^{4/3} \right)^t \left\| \begin{bmatrix} \sigma_0 \\ \delta_0 \end{bmatrix} \right\| + \frac{7 \sqrt{2L^2 d}}{5(1 - \rho^2)^2} \sum_{\tau=0}^{t-1} \left( 1 - \frac{(1 - \rho^2)^2}{25} \alpha \kappa^{4/3} \right)^\tau u_{t+1-\tau}^2.
\]
Details on the Numerical Example

In this part we present more details on the numerical example.

We have tested Algorithm 1, Algorithm 2, decentralized gradient descent (DGD), and distributed gradient descent with gradient tracking [6] on the phase retrieval problem (21), starting from initial points randomly generated from the distribution $\mathcal{N}(0, \frac{1}{d} I_{nd})$. We only present numerical results on 4 cases of these initial points here for legibility. Since Algorithm 1 utilizes random vectors in its iterations, we run Algorithm 1 for 10 times to get 10 random instances for each initial point. In the following illustrations, we’ll use light blue curves to represent the individual results of the 10 instances, and dark blue curves to represent their average for Algorithm 1. The parameters of the algorithms are set as follows:

1. Algorithm 1: $\eta_t = 0.05/\sqrt{t + 24}$, $u_t = 0.2/\sqrt{t + 24}$.
2. Algorithm 2: $\eta = 0.03$, $u_t = 0.1/t^{3/4}$.
3. DGD: $\eta_t = 0.05/\sqrt{t + 24}$.
4. Gradient tracking: $\eta = 0.03$.

Note that the step sizes used for Algorithm 1 has a slightly different form from the one studied in Theorem 1. We point out that this does not affect the applicability of the theoretical results much.

We first compare Algorithm 1 with DGD, and Figure 2 show the associated illustrations of the two algorithms. We see that for all the 4 cases, both algorithms converge relatively fast during the initial stage and then stabilizes at a sublinear convergence rate, meaning that they exhibit similar qualitative convergence behavior. On the other hand, Algorithm 1 converges slower and enters the sublinear convergence stage with higher sub-optimality and consensus errors compared to DGD. Especially, the squared magnitudes of the gradient $\|\nabla f(\bar{x}(t))\|^2$ for Algorithm 1 is about 100 times larger than those for DGD when $t \gtrsim 7.5 \times 10^3$. We speculate that this results from the randomization of the 2-point gradient estimator employed in Algorithm 1.

Next we compare Algorithm 2 with the gradient tracking method in [6]. The results are shown in Figure 3. We can see that the two algorithms exhibit almost identical behavior. We point out that this might be a consequence of the sufficient smoothness of the objective functions that could lead to very accurate estimation of the gradient even if $u_t$ is not very small (the smallest $u_t$ used in the simulation is $0.1/500^{3/4} \approx 1 \times 10^{-3}$). We are currently working on testing the performance of the proposed algorithm on other problems, and it is likely that different phenomena can occur for different problems.

Finally, we compare the convergence of Algorithm 1 and Algorithm 2 in terms of the number of function value queries as they are both zero-order methods. We have already presented and discussed one case of the initial points in the main text. Figure 4 illustrates the results for all the 4 cases, and also include the graphs of the consensus behavior. We see that observations made in the main text are still valid for the rest of the cases.
Figure 2: Comparison of Algorithm 1 and DGD for 4 cases of initial points. Figures on the left-hand side show convergence of $\|\nabla f(\bar{x}(t))\|^2$, and Figures on the right-hand side show the corresponding consensus errors $\frac{1}{n} \sum_{i=1}^{n} \|x^i(t) - \bar{x}(t)\|^2$. 
Figure 3: Comparison of Algorithm 2 and the distributed gradient descent with gradient tracking in $\mathbf{6}$ for 4 cases of initial points. Figures on the left-hand side show convergence of $\|\nabla f(\bar{x}(t))\|^2$, figures in the middle show the corresponding consensus errors $\frac{1}{n} \sum_{i=1}^{n} \|x^i(t) - \bar{x}(t)\|^2$, and figures on the right-hand side illustrate the corresponding gradient tracking errors $\frac{1}{n} \sum_{i=1}^{n} \|s^i(t) - \nabla f(\bar{x}(t-1))\|^2$. 
Figure 4: Comparison of Algorithm 1 and Algorithm 2 for 4 cases of initial points. Figures on the left-hand side show convergence of $\|\nabla f(\bar{x}(t))\|^2$, and Figures on the right-hand side show the corresponding consensus errors $\frac{1}{n} \sum_{i=1}^{n} \|x^i(t) - \bar{x}(t)\|^2$. 