Pricing electricity day-ahead cap futures with multifactor skew-t densities
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Short-term risk management is becoming increasingly significant in power trading as the intermittent renewable generators introduce more weather risk into the price formation dynamics. There is a vacuum in hedging instruments at the day-ahead stage to protect retailers in particular from such volatility and price spikes. Motivated by this requirement, this paper analyses a flexible hedging product, day-ahead cap futures. For pricing this product, we parametrically predict the probability distribution of day-ahead prices using the multifactor Generalized Additive Model for Location, Scale and Shape (GAMLSS) based upon the skew-t distribution with weather forecasts and calendar information as explanatory variables. In particular, we reveal that this higher-order moment model is superior to several lower-order models such as the normal distribution in all the following three aspects: fairness as pricing method, underwriting risk of the risk-taker and the variance reduction effect of the risk hedger.
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1. Introduction

Hedging the spot price risk of commodities close to delivery is analytically challenging because of the special idiosyncrasies and fundamental factors which materialize when physical supply and demand are matched. The Samuelson effect of volatility increasing as futures approach maturity has been researched since the 1960s, but some commodities also manifest substantial changes in their skewness and kurtosis close to real-time. Furthermore, there is often a requirement by producers and consumers for financial products, as yet unfulfilled by the market, to hedge these short-term risks. Electricity is a good example and an important one in terms of value. Weather conditions have always affected electricity demand but, with the increasing penetration of renewable generators, weather now has substantial effects on supply as well. Thus, close to delivery, for example, the distribution of spot prices will often exhibit changes in skewness and kurtosis, driven by weather conditions, sometimes flipping the sign of the skewness significantly (Gianfreda and Bunn 2018). Evidently such a radical switch in the skewness can switch the balance of risk between producers and consumers. In contrast longer term forward trading is based upon average expectations and the daily futures returns tend to behave more regularly, being stochastically distributed closer to normal variates. In this paper, therefore, we develop a hedging product to support the short-term, day-ahead hedging requirements of electricity retailers and generators who are facing the increased spot market price risks induced by the penetration of renewable energy facilities. The approach which we develop can be generalized to other commodity markets, but electricity is particularly appropriate in its complexity to show the effectiveness of the methodology.

For the stylized setting, consider an electricity retailer at the day-ahead stage. The most liquid wholesale electricity ‘spot’ markets worldwide tend to be the day-ahead auctions in which generators and retailers set prices for delivery at hourly intervals during the next day. These auctions typically take place around noon, matching bids and offers from the retailers and generators, with the consequent market clearing prices for all 24 h of the next day being revealed within an hour or so later. In some markets the delivery periods are less than an hour, being 30, 15 or even 5 m, but we refer to the hourly periods as generic. Forward trading prior to the day-ahead auction, if it were active, would not have been at the hourly granularity, but rather in the form of average daily or at best average daytime
prices. So prior to the day-ahead auction, the retailer would be only partially hedged for the next day’s hourly prices; perhaps not at all if the forward prices were not liquid, or carried high forward premia, or if the retailer did not want to incur the collateral costs of holding derivatives. Just before the auction opens, the retailer will make price predictions to support its bids and in doing so may be concerned about the risk of very high prices at some hours. Since the retailer will typically have already sold power to its customers on contracts over longer durations, the cash flow risk of high, scarcity-induced, spikes in some hours would be a serious concern. On the other side of the market, if a renewable generator had sold power under a forward contract and it was concerned about a drop in output because of the weather, it may also be buying in the auction to fulfill its prior contract and could be similarly concerned about a price spike. In both these cases, a selective hedge against high prices in particular hours would be desirable. We therefore look at the design of a market product based upon an adaptation of day-ahead cap futures (DCF)† to hourly electricity prices, as an instrument to provide this protection, and we examine how it could be fairly priced.

The paper is therefore structured as follows. In the next section, we provide some of the background research and practice in order to position our research contribution. Then we formulate the proposed DCF contract schemes and define performance evaluation indexes for pricing it. In Section 4, we provide an electricity market overview of the application to Japan Electric Power Exchange (JEPX) in order to specify an appropriate forecasting/pricing model. In section 5, we construct the price density forecast model and then in Section 6 we verify the estimated results in terms of the accuracy of the forecast model. Section 7 demonstrates the evaluation of the DCF pricing and Section 8 concludes.

2. Background

The process of hedging price risk in electricity markets with derivatives has evolved in several markets in line with the progress of liberalization and diversification of participants. Futures and forwards have become widely used, but swaps, standard options, and various exotic options, traditionally used in the field of financial markets, have been introduced more slowly into electricity markets (Eydeland and Wolyniec 2003, Aid 2015). Electricity derivatives with call option type payoffs at various granularities are listed on the exchanges of some countries, attracting varying degrees of liquidity. The most basic options are Calendar-year, Quarterly, and Monthly Physical Options. These correspond to the financial products that have call option type payoff functions with the annual average, quarterly average, and monthly average spot prices as the underlying assets, respectively (Eydeland and Wolyniec 2003). Furthermore, there are some finer time granularity options called Fixed-Strike Option (a.k.a. Daily Option) and Floating-Strike Option (a.k.a. Index or Cash Option) in the US markets. These options have in common that they allow the owners to make daily decisions of exercise during the exercise month (contract month), and the difference between the two is that the former is an option with a fixed exercise price and the latter has a floating strike price that is determined the beginning according to a monthly index (Eydeland and Wolyniec 2003).

Similar to options, but more selective in their risk management role, are the so-called Cap (Floor) Futures as listed on ASX in Australia (Aoude et al. 2016) and EEX in Germany (Hinderks and Wagner 2019). Their difference to regular options is that ‘they act as futures contracts, meaning that the payment is made at the end of the delivery period’ (Hinderks and Wagner 2019). The Cap/Floor Futures which started trading on EEX in 2015 has a time granularity that is finer than the other electricity derivative products. They use the hourly intraday price in the EPEX SPOT market as the underlying, and the exercise period is one week (that is, the contract decision is made every week). These products were designed for participants that want to protect on a weekly basis against extreme prices. As of 2020, however, this weekly product had attracted very little liquidity.

A less mature market than Australia or Germany is Japan, where the power exchange liquidity is still emerging and new market instruments are actively under consideration to meet the participants’ risk management requirements. We use Japan, therefore as a practical case study of our approach, since the need there is particularly topical. However, our proposed instrument would be relevant to most day-ahead electricity markets. Thus, following full retail liberalization in 2016, many retailers entered the Japanese electricity market and the competitiveness of the market has been increasing year by year.‡ Moreover, coupled with the fact that the price spike risks have increased due to recent changes in the power supply mix (see Section 4), the importance of spike protecting measures is significant. For example, in Japan, there is a widely used hedging contract called ‘Joji Back-Up (JBU)’ which allows the retailers to procure next-day electricity at a fixed price from power generators (EMSC 2017), but there is an institutional motivation to look for more selective and flexible hedging instruments which would be especially appropriate for new entrants.§ We do not, however, in this research consider the design of an instrument to cap hourly prices risks as part of a government intervention, which may involve some kind of subsidy, but rather analyze whether a fair price can emerge from the market for such an instrument as offered by an intermediary, or negotiated between participants. Further, we analyze whether such a fairly priced cap

† Noting that spot electricity products are not priced until the day-ahead auction is executed and that the proposed hedge position caps the spot price for the buyer, we follow the convention in some markets for this instrument to be referred to as ‘cap-futures’ instead of ‘call options’.

‡ In addition to the rapid expansion of the scale of electricity trading at JEPX since 2018 (e.g., JEPX’s share of domestic electricity demand in the summer of 2019 (July–September) was 36.6%, 2.0 times that of the same period of the previous year), the share of electricity sold by retailers has also been steadily increasing, and the market considered to be more competitive (EMSC 2019).

§ Regulators have considered abolishing JBU (METI 2020), stating that it is ‘not desirable that new entrants are dependent on JBU’, and it may incur ‘problems in terms of fair and effective competition’ (JSEC and METI 2020). Thus, the need for flexible and fair hedging instruments to replace JBU is under active consideration.
traded between a retailer and a generator or an intermediary can be mutually profitable.

A cap product which has the effect of partially removing price risk can be considered to be a one-way contract for difference (CFD), whereby if the market price is above a strike price, a counterparty will repay the difference. There is an important distinction, however, with the CFDs which are becoming a favored approach by governments to incentivise investment in renewable facilities. For example, two-way CFDs are administered by the UK government to de-risk renewable generators’ price exposure, thereby encouraging investment. If the electricity market price is below (above) the strike price the difference will be paid to (by) the renewable generators with the government as counterparty. This takes out the price risk completely for the generator but the strike price is set by the government (or via a government auction) at a level above average wholesale prices. Thereby it provides a subsidy. Furthermore, such a strike price is set for a long period of time to provide a bankable cash flow to support new investment. Thus, these two-way CFDs are serving a different purpose from the fair-priced daily caps that we envisage in this research. In the DCF trading scheme we propose, each hedger is assumed to be buying or selling the fair-priced products selectively and repeatedly on a daily basis; thereby having the desired effect of reducing only the risk of daily profit/loss fluctuations and not being confounded with any investment subsidies.

There are many previous studies on pricing option-type electricity derivative products. In much of the research, pricing models based on stochastic process originally developed for conventional financial instruments are generally applied (for example using Black–Scholes or Hull-White models) that assume a normal (or lognormal) distribution to obtain the option prices analytically, or by using GARCH or regime switching methods to incorporate volatility fluctuations with Monte Carlo methods for the pricing. Examples of these widely-used option pricing methods are in Di Masi et al. (1994), Guo (2001), Duan et al. (2002), or Buffington and Elliott (2002), and such models and pricing methods are reviewed by Eydeland and Wolyniec (2003). As for the relatively new EEX ‘Cap/Floor Futures’ mentioned above, Hinders and Wagner (2019) also proposed a pricing method using the Hull-White model. But one of our key motivating observations is that over the short-term, day-ahead horizon, the conditional density function for each hourly price is not normal, but much better represented by a four-parameter density that can capture dynamic skewness and kurtosis as well as stochastic volatility. Furthermore, at the day-ahead stage, weather variables will be significant factors in driving the dynamic changes in the price density functions. Thus, we argue that the existing body of research on electricity options is not sufficiently accurate in its stochastic specifications for short-term day-ahead cap futures.

We therefore draw upon the research on four parameter density forecasting methods for day-ahead electricity prices using the generalized additive model for location, scale and shape (GAMLSS) with various exogenous variables, as undertaken by Serinaldi (2011), Bello et al. (2016), Gianfreda and Bunn (2018), Bunn et al. (2018), and Abramova and Bunn (2019). These studies report superior accuracy compared to conventional density models such as Quantile Regression and GARCH. In this research, we undertake the pricing method for DCF by first forecasting the price densities with this approach, which gives closed-form representations of the density functions. These allow an analytical calculation of the integral for the specified DCF payoff function. To the best of our knowledge, this study is the first attempt to apply GAMLSS to the pricing of financial derivatives in electricity markets. In the empirical analysis, we use multiple benchmark models including a normal distribution. As performance evaluation for pricing DCF, we calculate the expected net payoffs and prediction biases to evaluate fairness in pricing and measure the underwriting risk of the risk taker (insurer) and the variance reduction effect of hedger. We reveal that the high-order moment model using GAMLSS has advantages through a comparatively smaller prediction error, an improvement in fairness and effective hedging.

Note that for density forecasts, various machine learning methods can be considered as alternatives to GAMLSS. Despite their computational intensity and their ability to use nonlinearities, they may not necessarily result in better forecast accuracy (Weron 2014). They also have the disadvantage that the structure of the forecasting model is not transparent. In contrast, GAMLSS has the advantage in that it is easy to understand (highly transparent) because the density (and price of DCF) is described by the explicit formula with some forecasted parameters, and the functional form of the density predictions make it easily tractable for practitioners using derivative contract/pricing models.

### 3. Day-ahead cap futures and the pricing method

For a DCF, figure 1 illustrates the transaction and settlement procedure.

First, the DCF has a payoff (face value) function $P(0, K) := \max(S_t - K, 0)$ with the day-ahead price (the ‘spot price’ in JEPX) as the underlying, where $S_t$ is the observed spot price at time $t$ and $K$, the ‘strike price’, is predefined. Just before the day ahead market, the seller (‘insurer’) offers the buyer a price based on the expected value of the DCF: $\hat{P}_t(K) = \int_{-\infty}^{+\infty} P(S_t, K) \tilde{\varphi}(S_t) dS_t$, where $\tilde{\varphi}(S_t)$ is the price density forecast (see Section 5). It should be emphasized here that DCF pricing requires density estimation of its underlying asset, i.e. the day-ahead price. This is because the DCF payoff is a non-linear function and point estimation may thereby bias the expected DCF price. It should be intuitively clear from figure 1 that the DCF price $\hat{P}_t(K)$ will be different if the density’s scale or shape changes.

If the buyer accepts this price of the DCF, the contract is concluded, and after the day ahead market (that is, after the announcement of the day ahead price), the net payoff, $\pi_t(S_t, K) := P(S_t, K) - \hat{P}_t(K)$ (i.e. the difference between face value and the price quoted in advance), is paid by the seller to the buyer. In this way, the net payoff is designed to have an expected value of 0, so it can be said to be a fair

---

$\hat{P}_t(K)$ is the expected price of the DCF at time $t$, based on the forecasted density function $\tilde{\varphi}(S_t)$.
derivative contract between risk-neutral players. In practice, risk-averse buyers (retailers) may be willing to pay a premium for this protection and insurers will want a transaction cost, but the formation of risk premiums is not considered in our initial formulation.

We introduce the two types of DCF: one with a fixed strike price and the other with a variable strike price linked to the price forecast. In the case of variable strike price, we consider a DCF whose strike price is $k$ times the expected spot price $\hat{S}$ (that is, the variable strike price is defined as $k\hat{S}$, where $k$ is a fixed multiplier). We assume rational expectations and that the insurer would offer the variable strike price in accordance with the expectation of the forecasted spot price density function. We evaluate the effectiveness of the predictive model against benchmarks in three ways. One evaluation is in terms of minimizing the bias of the net payoff, which corresponds to the fairness of the pricing, the second is minimizing the underwriting risk (variance of net payoffs) is suppressed during a certain contract period, that is $\pi_f$, and the third is minimizing the post-hedged risk (i.e. maximizing hedge effect) of the risk hedger (retailer or power producer), which corresponds to the efficiency of risk burden/allocation.

There are many ways in which DCFs may be introduced and used in the market and in figure 2, we summarize just three possible schemes for comparison. In the figure, ‘P’, ‘F’, and ‘R’ refer to power producer, insurer, and retailer, respectively. The start point of the arrow means the seller and the end point means the buyer. The solid arrow represents a long-term (year-round) contract between two parties, and the dashed arrow represents a transaction that purchases only on the required days.

Of the two types, the fixed strike price DCF ([A] in the figure), corresponding to the cap/floor futures in ASX and EEX, assumes that the retailers will make a decision to purchase it as needed and not continuously throughout the year. On the other hand, there may be a need for retailers to purchase hedge products systematically all year to reduce the daily price fluctuation risk as efficiently as possible and with this in mind case [B] shows a DCF whose strike price is linked to the forecast price.† In [A-1] and [B] it is assumed that an insurer will be the seller and retailers will be the buyers, but in [A-2], we envisage that the power producer will be the seller and retailers will be the buyers, with an insurer acting as the broker.

To evaluate the fairness of pricing regarding issues (i) and (iv) in figure 2, respectively, we use a special notation for sample average of the net payoffs as $\pi_f(S_i, K) = \text{Mean}[\pi_f(S_i, K)]$ and $\pi_v(S_i, K) = \text{Mean}[\pi_v(S_i, k)]$ for fixed and variable strike prices, respectively where $\pi_v(S_k, k) := P(S_i, k\hat{S}) - \hat{P}_f(k)$ and Mean[-] is the sample average given observations of $S_i$. In practice, since the same contract will be made multiple times, it is desired that the average net payoff over a certain period should approach 0, hence the sample average is an appropriate measure of fairness. (Conversely, the further this average net payoff is from 0, the more this derivative is a disadvantageous contract in which either the seller or the buyer suffers a final loss, throughout the contract period, and consequently, as such, the contract would not be considered fair).

The risk mitigation performance indices use variance, as shown in table 1 for each player’s contract schemes. The pricing performance for the insurer (risk taker) evaluates how much the underwriting risk (variance of net payoffs) is suppressed during a certain contract period, that is $V_f(K) := \text{Var}[-\pi_f(S_i, K)]$ for the fixed strike price case and $V_v(k) := \text{Var}[-\pi_v(S_i, k)]$ for the variable strike price case, where $\text{Var}[-]$ denotes the sample variance given observations of $S_i$. The sample variance calculated in this way reflects the risk of fluctuations in the daily cash flow of the insurer, so naturally, the smaller the sample variance, the better in terms of risk mitigation.

As for retailers, they would like the net payoff to be close to zero on average whereas their variations are small so that the protection is effective. One possible measure of this cash flow risk is its variance and so the ratio of reduced variance of spot prices purchased with DCF protection to the original variance of spot prices as a Variance Reduction Ratio (VRR) is calculated for effectiveness (i.e. the smaller the VRR, the greater the hedging effect). As a result, the retailer’s VRR is evaluated as $\text{VRR}_R(k) := \text{Var}[-\pi_v(S_i, k)]/\text{Var}[-\pi_f]$. If

† In practice, the strike price is fixed in the most case of the existing options in energy market. However, in some cases, a strike price is defined as a variable price, such as an ex post average spot price for a particular period (Kaminski 2012), which is similar to the ‘floating-strike Asian options’ in financial markets (e.g., see Boyle and Boyle 2001), or as the ex-ante monthly index set at the beginning of each month (e.g., for daily options in the US market, index spot prices as published by ‘Inside FERC’s Gas Market Report’ is commonly used (Eydelend and Wolyniec 2003)).
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Figure 2. DCF contract schemes.

Table 1. Transaction schemes and risk indices.

| Player       | Seller/Buyer | Risk taker/hedger | Transaction purpose [Risk to minimize] | DCF type and corresponding main issue | Risk measurement index (variance after DCF transaction) |
|--------------|--------------|------------------|----------------------------------------|--------------------------------------|--------------------------------------------------------|
| Insurer      | Seller       | Taker            | Obtaining consideration by taking a certain level of fluctuation risk [Underwriting risk due to issuing DCF (Variance of net payoff of DCF)] | Fixed strike price [A-1] (ii) Variable strike price [B] (v) | • Measure the variance of DCF net payoff $V_{f}(K)$: $V_{f}(K) := \text{Var}\{-\pi_f(S_t, K)\}$ • Measure DCF net payoff variance: $V_{f_v}(k) := \text{Var}\{-\pi_v(S_t, k)\}$ |
| Retailer     | Buyer        | Hedger           | Hedging fluctuation risk of power procurement cost (spot price) [Variance of net cash flow after DCF purchase] | Variable strike price [B] (vi) | • Measure the variance ratio after DCF trading to the variance of the original procurement cost (spot price): $\text{VRR}_{R_v}(k) := \frac{\text{Var}\{-\pi_v(S_t, k)\}}{\text{Var}\{-S_t\}}$ |
| Power producer | Seller       | Hedger           | Suppressing fluctuation of power sales revenue [Variance of net cash flow after selling DCF] | Fixed strike price [A-2] (iii) | • Measure the variance ratio after DCF trading to the variance of the original revenue: $\text{VRR}_{P_f}(K) := \frac{\text{Var}\{-\hat{P}_f(K)\}}{\text{Var}\{-P(S_t, K)\}}$ |

a power producer is offering the protection, it could be done in several ways. The most likely way would be through its trading department and the process would then involve marking positions to market, in the same way as the insurer. It is possible however that it might take an asset-backed trading position and cover its exposure to the net payoff from its spot market generation sales. This is viable if its marginal cost is below $K$ and thereby offers a fixed profit margin to the extra sales under the DCF. The generator’s VRR is therefore defined as in table 1 as $\text{VRR}_{P_f}(K) := \frac{\text{Var}\{-\hat{P}_f(K)\}}{\text{Var}\{-P(S_t, K)\}}$. VRR ($\text{VRR}_{R_v}(k)$ or $\text{VRR}_{P_f}(K)$) so defined represents how much the exposure of the retailer’s or generator’s original position
could be reduced by the portfolio combined with the DCF, so the smaller VRR, the higher the DCF’s hedging effect. (Note that Matsumoto and Yamada (2019b, 2021) define 1-VRR as the hedging effect and use it to evaluate the hedging performance of weather derivatives).

4. JEPX overview

In order to apply and backtest the DCF formulations in Section 3 to empirical data from JEPX we need to review some aspects of the Japanese electricity market, since ultimately the comparison is about using accurate price density forecasts. Firstly, figure 3 displays the changes in power generation shares over 2014–19. Evidently, solar power has been rapidly progressing, and nuclear power has restarted. These changes in the power supply mix also affect the price fluctuations. As shown in figure 4, the JEPX monthly average price has been strongly linked to global oil (WTI) through the LNG-oil indexation, but in the more recent years the fall in prices in spring and autumn has been remarkable due to the increase in solar power generation. On the other hand, the probability of price spikes has been increasing in summer and winter, possibly due to the gradual abolition of thermal power that functions as the flexible power resource. Thus, when seeking accurate forecasts, it is necessary to incorporate strong seasonality and the fact that the seasonal effects themselves evolve over time.

Japanese derivatives have been slow to mature. The electricity futures, whose experimental listing started in September 2019, are transacted on ‘base load’ (24 h) and ‘daytime load’ (8:00–20:00). We observe that JEPX system price spikes around the 16:00–20:00 (as shown in figure 5) and so we define the period 16:00–20:00 as ‘peak’ for introducing the DCF described previously.

The densities of peak load prices from 2014 to 2019 are shown in figure 6. In the more recent years, the positive (right) skewness have become more noticeable, indicating that the risk of upward price spikes is increasing overall (base load and daytime load also have same tendencies as peak load, see Appendix 1). The density functions of these histograms were estimated by Skew-t distribution type 5 (‘STS’) and the evolution of the estimated distribution parameters is shown in figure 7 (the reason for choosing ST5 will be described in Section 5). The parameter ‘nu’ corresponds to skewness and ‘tau’ corresponds to kurtosis.†

5. Density forecast model

The GAMLSS methodology was introduced by Rigby and Stasinopoulos (2005) and Akantziliotou et al. (2002) as a way of overcoming some of the limitations associated with the Generalized Linear Models, GLM (Nelder and Wedderburn 1972), and Generalized Additive Models, GAM (Hastie and Tibshirani 1990). GAMLSS are semi-parametric regression type models. They are parametric, in that they require a parametric distribution assumption for the response variable, and ‘semi’ in the sense that the functions of explanatory variables may involve using non-parametric smoothing functions (Stasinopoulos and Rigby 2007). GAMLSS is different from classical GLM framework allowing not only the location parameters but also shape and scale parameters of a relevant number of distributions to be modeled as functions of exogenous explanatory variables.

Assuming the probability density function of response variable \( Y \) for \( T \) observations is given by \( f_Y(y|\theta_t) \), where \( \theta_t = (\theta_{t,1}, \theta_{t,2}, \theta_{t,3}, \theta_{t,4})^T = (\mu_t, \sigma_t, \nu_t, \tau_t)^T \) is a vector of distribution parameters on day \( t \) (representing the location \( \mu \), the volatility \( \sigma \), skewness \( \nu \) and kurtosis \( \tau \)), we use ‘parametric’ linear GAMLSS framework which relates distribution parameters defined as follows:

\[
g_t(\theta_t) = \eta_t = X_t \beta_t
\]  

† Skewness and kurtosis are calculated by complicated formulas of distribution parameters (see Appendix 4), so they are not equal to nu and tau, respectively, but there is a certain correspondence between the distribution parameters and the orders of the moment.
where $l \in \{1, 2, 3, 4\}$ specifies the distribution parameter corresponding to $\mu, \sigma, \nu, \tau$ respectively. $\theta_l \in \mathbb{R}^T$ is a vector comprised of values for distribution parameter $l$ over $t = 1, \ldots, T$ time steps, $T$ is the number of observations, $g_l(\cdot)$ is the monotonic link function of distribution parameter $l$, $\eta_l \in \mathbb{R}^T$ is the linear predictor vector for distribution parameter $l$, $J_l$ is the number of exogenous variables for parameter $l$, and $X_l \in \mathbb{R}^{T \times J_l + 1}$ is the design matrix for independent variables. We assume identity link functions $g_1(\cdot)$ and $g_3(\cdot)$, for the location and skewness parameter, whereas logarithmic link functions are used for $g_2(\cdot)$ and $g_4(\cdot)$ to ensure positivity for standard deviation and kurtosis.

The challenge in constructing the JEPX price model is how to model strong seasonal trends and the interaction between seasonal trends, annual changes, and explanatory variables. Yamada et al. (2015) estimated the JEPX seasonal trend as a non-parametric smoothing function by using GAM. In present study, however, in order to ensure the robustness and avoid
computational overload, we do not use the non-parametric method, but instead, we use yearly cyclical dummy variables based on Fourier series expansion, thereby estimating all parameters parametrically.

First, we define the following Fourier expansion-based seasonal functions (yearly cyclical trends).

\[
\begin{align*}
  f_{lm}(t) &= \begin{cases} 
  \alpha_{lm} + \sum_{i=1}^{n} (s_{lm,i} \sin \theta_{i,t} + c_{lm,i} \cos \theta_{i,t}) & \text{if } n \geq 1 \\
  \alpha_{lm} & \text{if } n = 0
  \end{cases} \\
  \end{align*}
\]

(2)

where \( \theta_{i,t} = 2\pi i \times \text{Seasonal}_t / 365.25 \), \( \text{Seasonal}_t ( = 1, \ldots, 365 (or 366)) \) is yearly cyclical dummy variables allocated from 1st Jan. to 31st Dec., \( \text{Period}_t \) is the elapsed days from the beginning of sample period\(^\dagger\), \( \alpha \), \( s \) and \( c \) are coefficients (constant) estimated by GAMLSS, and \( m \) is the number assigned to the seasonal terms in each formula of distribution parameter \( l \).

Next, we introduce the following exogenous variables. The temperature prediction error \( \text{Temp}_t \) (calculated by removing the yearly cyclical trend from the measured value as with Matsumoto and Yamada (2019a)), sunny dummy \( \text{Sun}_t \) which is 1 when previous-day weather forecast is ‘Sunny’, and 0 otherwise (note that averaged across the targeted load time zone), and \( \text{WTI}_t \), WTI spot price in the previous month of the month to which the day \( t \) belong. Compared to elsewhere, there is very little transparency of system data nor are there any (public) price forecasts and system forecasts for load, generation and reserve margins available in Japan, as we see in some other markets. In the future, the model can be refined by incorporating further market data as it becomes available. Nevertheless, the above variables are able to demonstrate the value of the methodology. Using the above periodicity function and explanatory variables, the formulae for each parameter corresponding to (1) can be specified. First, we specify the locational parameter \( \mu_t \). We incorporate the strong correlation with \( \text{WTI} \) in the model as indicated in figure 4.

\[
\begin{align*}
  \mu_t &= \beta_1 \text{WTI}_t + f_{11,3}(t) + f_{12,2}(t) \text{Holiday}_t + f_{13,2}(t) \text{Period}_t + f_{14,2}(t) \text{Temp}_t + f_{15,2}(t) \text{Temp}_t^2 + f_{16,2}(t) \text{Sun}_t + f_{17,2}(t) \text{Period}_t \times \text{Sun}_t \quad (3)
  \end{align*}
\]

Next, the following equation is defined for time-varying volatility \( \sigma_t \). As with Serinaldi (2011), we include absolute value of price change \( |S_{t-1} - S_{t-2}| \), which summarizes the daily price volatility.

\[
\begin{align*}
  \log(\sigma_t) &= \gamma_1 |S_{t-1} - S_{t-2}| + f_{21,3}(t) + f_{22,2}(t) \text{Holiday}_t + f_{23,2}(t) \text{Period}_t + f_{24,2}(t) \text{Temp}_t + f_{26,2}(t) \text{Sun}_t + f_{27,2}(t) \text{Period}_t \times \text{Sun}_t \quad (4)
  \end{align*}
\]

\(^\dagger\) More concretely, in this work, we defined \( \text{Period}_t \) as \( 1 - \exp(-\text{Day}_t) \), where \( \text{Day}_t \) is number of elapsed days (annualized) from 1st Jan. 2013 considering solar power’s rapid introduction from 2013 and recent declining trend in Japan as with Matsumoto and Yamada (2019a).
Similarly, skewness and kurtosis parameters \( \nu \) and \( \tau \) are defined by the following equations. In order to estimate high-order parameters robustly, we use the lower dimensioned Fourier dummy valuables (or constant) for the coefficients (but the coefficient of temperature is assumed to be periodic as it seems to significantly change in summer and winter).

\[
v_t = f_{31,2}(t) + f_{32,2}(t)\text{Holiday}_t + f_{33,0}(t)\text{Period}_t + f_{34,1}(t)\text{Temp}_t + f_{56,0}(t)\text{Sun}_t
\]

(5)

\[
\log(\tau_t) = f_{31,2}(t) + f_{42,2}(t)\text{Holiday}_t + f_{43,0}(t)\text{Period}_t + f_{44,1}(t)\text{Temp}_t + f_{56,0}(t)\text{Sun}_t
\]

(6)

According to the multifactor formulations of equations (3)-(6), three models were successively estimated with a Skewed t density, the ST5 variant, as described below: 'M4' with all four parameters time-varying, 'M3' with time-varying \( \mu \), \( \sigma \), and \( \nu \) but constant \( \tau \), 'M2' with time-varying \( \mu \) and \( \sigma \) but constant \( \nu \) and \( \tau \). In addition, as a case to compare with ST5, we also consider 'NO' model that estimates time-varying \( \mu \) and \( \sigma \) (3)-(4) with a normal distribution and 'OLS' that estimates only time-varying \( \mu \) (3) by the least-squares method.

It is possible to estimate GAMLSS with a number of four parameter density functions. Keeping in mind that the skewness parameter can be both positive and negative, we extracted the following possible distributions as in Gianfreda and Bunn (2018): the 'skew-t' (ST1 in Azzalini 1986, ST2 in Azzalini and Capitanio 2003, ST5 in Jones and Faddy 2003), the 'Jonson’s SU' (JSUu in its original parametrization as in Johnson 1949 and JSU in its alternative parametrization as in Johnson 1955), the 'sinh-arcsinh' (SHASH0 and SHASH02 in Jones and Pewsey 2009), and the 'skew exponential power' (SEP1 and SEP2 in Fernadez et al. 1995). To identify the best fitting density functions, values of three measures of the goodness-of-fit (AIC, Global Deviance, and RSQ), which were obtained by applying equations (3)-(6) to each distribution parameter, are reported in table 2.† From this analysis, we decided to focus on ST5.‡

To improve the forecast accuracy with extra adaptation, we included a 'short-term error correction' variable for the expected value, as in Yamada et al. (2015).§ First, the predicted price \( \hat{S}_t \) obtained from the density distribution \( \hat{\phi}(S_t) \) estimated by the GAMLSS is given by the following equation:

\[
\hat{\phi}(S_t) = \frac{\hat{S}_t}{\hat{\phi}(S_t)} = \phi(S_t; \mu_t, \sigma_t, \nu_t, \tau_t)
\]

The corrected forecast price \( \hat{S}_t \) is obtained by the following equation:

\[
\hat{\phi}(S_t) = \hat{\phi}(S_t) - \hat{\delta}_t = \phi(S_t; \mu_t, \hat{\delta}_t, \sigma_t, \nu_t, \tau_t)
\]

(10)

6. Forecast accuracy

To validate the forecast accuracy, we use JEPX Tokyo area price\(^*\) for the day-ahead spot price \( S_t \) [JPY/kWh] and for exogenous variables the following empirical data are used:

- Weather forecast of ‘sunny’ \( \text{Sun}_t \) and maximum temperature forecast error \( \text{Temp}_t \) [°C] from previous-day forecast published by Japan Meteorological Agency (JMA)]
- WTI oil price \( \text{WTI}_t \) [JPY/bbl] from historical WTI spot price FOB**

In order to verify the robustness and validity of the model, we use three different load cases of 'Base-load (24h)', 'Daytime-load (8–20)', and 'Peak-load (16–20)' and two different data period cases as follows (note that daily rolling short-term error correction using sample data for last 30 days is performed for each case, and this relationship is shown in figure 8 using the example of Case 1):

- Case1 (2018 forecast case): [in-sample] 2014–2017; [out-of-sample] 2018
- Case2 (2018 forecast case): [in-sample] 2014–2017; [out-of-sample] 2018

the same approach as Yamada et al. (2015), with an emphasis on the advantage of the ease of calculation and the consideration of short-term autocorrelation.

† SEP1 and SEP2 are excluded from the Table 2, because the model estimation could not be robustly performed, producing errors during the convergence calculation.

‡ Previous studies that modeled the density of electricity prices include Huurman et al. (2012) that used the GARCH-type model forecasting (log) normal distributions and Voronin et al. (2014) that used the Gaussian Mixture model (GMM; Reynolds (2009)), which is not implementable in GAMLSS. In this study, we focused on the GAMLSS framework because it can effectively forecast densities using exogenous variables and therefore on the densities covered in related studies using GAMLSS. The Skew-t density has been found to be the most effective and flexible density for use within GAMLSS for electricity prices (see, e.g., Panagiotelis and Smith 2008, Bunn et al. 2018, Gianfreda and Bunn 2018, Abramova and Bunn 2019, 2020).

§ Yamada et al. (2015) combined a long-term trend estimation with a short-term (V)AR model for the residual series to predict JEPX price and demonstrated that the short-term model significantly reduced the prediction errors. Although such autocorrelation could be considered by estimating the GAMMLSS in daily rolling manner adding the variable of the previous day’s price to the equation for ‘mu’, we adopted

\[
\hat{\phi}(S_t; \mu_t, \sigma_t, \nu_t, \tau_t)
\]

estimates of the GAMMLSS is given by the following equation:

\[
\hat{S}_t = \int S_t \hat{\phi}(S_t) dS_t
\]

(7)

Then, an AR(1) model is applied to the time series of the prediction errors \( \hat{\delta}_t := S_t - \hat{S}_t \) to correct any bias and autocorrelation that may emerge over the short term:

\[
\hat{\delta}_t = a_t \hat{\delta}_{t-1} + c + \eta_t
\]

(8)

where OLS estimation is used and \( \eta_t \) is the random residual. Consequently, a predicted value of \( \hat{\delta}_t \) is obtained as \( \hat{\delta}_t = a_t \hat{\delta}_{t-1} + c \), and the corrected forecast price \( \hat{S}_t \) is obtained by the following equation:

\[
\hat{S}_t = \hat{S}_t + \hat{\delta}_t
\]

(9)

Similarly, the corrected forecast price density is given by the following equation (note that \( \mu_t \) in ST5 is a location parameter that translates the average value as shown in Appendix 4 (A2)). In this paper, we use this corrected forecast density \( \hat{\phi}(S_t) \) for DCF pricing:

\[
\hat{\phi}(S_t) := \hat{\phi}(S_t - \hat{\delta}_t) = \hat{\phi}(S_t; \mu_t, \hat{\delta}_t, \sigma_t, \nu_t, \tau_t)
\]

(10)
Table 2. Comparison of the goodness-of-fit for different four parameter distributions.

| Index    | Load       | ST1         | ST2         | ST5         | JSU         | JSUo        | SHASHo      | SHASHo2      |
|----------|------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|
| AIC Base-load (24h) | 4,211.2 | 4,197.7 | **3,801.1** | 4,853.3 | 4,088.6 | 4,120.2 | 4,120.0 |
| Daytime-load (8–20)    | 5,177.9 | 5,232.9 | **4,936.2** | 5,224.1 | 5,119.4 | 5,181.7 | 5,181.6 |
| Peak-load (16–20)      | 5,200.6 | 5,198.6 | **5,040.5** | 5,226.3 | 5,150.4 | 5,203.5 | 5,193.2 |
| Global Deviance Daytime-load (8–20) | 4,975.9 | 5,030.9 | **4,734.2** | 5,022.1 | 4,917.4 | 4,979.7 | 4,979.6 |
| Peak-load (16–20)      | 4,998.6 | 4,996.6 | **4,838.5** | 5,024.3 | 4,948.4 | 5,001.5 | 4,991.2 |
| RSQ Base-load (24h)    | 0.894   | 0.895   | 0.924       | 0.840    | 0.906    | 0.899    | 0.899    |
| Daytime-load (8–20)    | 0.872   | 0.867   | 0.893       | 0.868    | 0.878    | 0.874    | 0.874    |
| Peak-load (16–20)      | 0.839   | 0.839   | **0.856**   | 0.835    | 0.844    | 0.840    | 0.841    |

Note: Daily data of four years from 2014 to 2017 was used.

Figure 8. Time sequence for the 2018 forecasts.

- Case 2 (2019 forecast case): [in-sample] 2015–2018; [out-of-sample] 2019

The significance of the coefficients of M4 in equations (3)–(6) is shown in table 3. Overall, the coefficients of each term are significant, including the interaction terms (see Appendix 2 for each estimated parameter with seasonality). The coefficient of the second-order Fourier dummy for sunny weather was not confirmed in the 2018 forecast case, but confirmed in the 2019 forecast case, probably because the introduction of solar power increased the impact of sunny weather on prices.

In this section, the Pinball Loss (PL) score (see, e.g. Nowotarski and Weron 2018) is calculated in order to evaluate the prediction accuracy of the quantiles of the density forecasts, as in Gianfreda and Bunn (2018). First, figure 9 illustrates the average of all days of the pinball scores at 99 quantiles (on 1%, 2%, . . . , 99%) plotted by model. The line graph with dots represents the PL score for the basic forecast model, whereas the bar graph represents that with short-term correction. For comparison and to assess the value of information, the results of forecasts without weather forecasts and lagged prices are additionally shown as the line graph with crosses. In each case, PL score decreases as the number of incorporated distribution parameters increases. The latest information such as weather forecasts contributes significantly to the improvement of PL score, and the effect is particularly remarkable in the higher-order moment models. The short-term error correction also significantly improves the PL score for all model and load cases.

Similarly, PL scores for each percentile are also measured in the same way as Nowotarski and Weron (2018) as shown in figure 10. Overall, the PL score is low for the high-order moment model at all percentiles. Focusing on the peak load with strong skewed density, the PL score of M2 becomes relatively higher than M3 and M4 especially around high percentiles. That is, M3 and M4 are superior in terms of forecasting upper quantiles (long tail due to price spikes) at peak load.

As some studies have demonstrated that GAMLSS is superior to other models in terms of the accuracy of point estimates as well as the quantile estimates, we also calculated the RMSE for the forecasted (expected) value. As shown in

‡ For example, Serinaldi (2011) reported the superiority of GAMLSS in Mean Week Error (MAE normalized by week) by comparing over ARX and AR-GARCH. In the field of real estate price forecast, Cajias (2018) verified that the prediction error (calculated as RMSE and MAPE, etc.) of GAMLSS is smaller for both in-sample and out-of-sample than other point estimation models such as OLS and GAM, and similarly, Mayr et al. (2012) demonstrated superiority of GAMLSS in point prediction accuracy (by using mean squared errors) compared with GAM.

† It mean the models consisting of only terms with coefficients of \( \beta_1, f_1(t), f_2(t), \) and \( f_3(t) \) out of equations (3)–(6).
Table 3. Significance of each coefficient for GAMLSS.

| Year    | Load     | Moment | WTI | Lag 1-2 | Main trend | Holiday | Period | Temp | Temp^2 | Sunny | Sunny*Period |
|---------|----------|--------|-----|---------|------------|---------|--------|------|--------|-------|--------------|
|         |          |        |     | Int s1 c1 c2 c3 s1 c2 s3 |          |         |       |      |        |       |              |
| Base    | 24h      | mu     | 3   | 3 3 3 3 2 3 3 3 3 1 | 3 3 3 3 3 3 3 3 3 3 | 3 3 3 3 3 3 1 1 | 3 3 | 3 3 | 3 3 | 3 3 |
|         |          | sigma  | 3   | 3 3 3 3 3 1 3 1 2 3 3 | 3 3 3 3 3 3 3 3 3 3 | 3 3 3 3 3 3 1 1 | 3 3 | 3 3 | 3 3 | 3 3 |
|         |          | nu     | 3   | 3 3 3 3 3 1 3 1 2 3 3 | 3 3 3 3 3 3 3 3 3 3 | 3 3 3 3 3 3 1 1 | 3 3 | 3 3 | 3 3 | 3 3 |
|         |          | tau    | 3   | 3 3 3 3 3 1 3 1 2 3 3 | 3 3 3 3 3 3 3 3 3 3 | 3 3 3 3 3 3 1 1 | 3 3 | 3 3 | 3 3 | 3 3 |
| Cae1:   | Daytime  | mu     | 3   | 3 3 3 3 3 3 3 3 3 3 3 | 3 3 3 3 3 3 3 3 3 3 | 3 3 3 3 3 3 3 3 3 3 | 3 3 | 3 3 | 3 3 | 3 3 |
| 2018    | (8-20)   | sigma  | 3   | 3 3 3 3 3 3 3 3 3 3 3 | 3 3 3 3 3 3 3 3 3 3 | 3 3 3 3 3 3 3 3 3 3 | 3 3 | 3 3 | 3 3 | 3 3 |
|         |          | nu     | 3   | 3 3 3 3 3 3 3 3 3 3 3 | 3 3 3 3 3 3 3 3 3 3 | 3 3 3 3 3 3 3 3 3 3 | 3 3 | 3 3 | 3 3 | 3 3 |
|         |          | tau    | 3   | 3 3 3 3 3 3 3 3 3 3 3 | 3 3 3 3 3 3 3 3 3 3 | 3 3 3 3 3 3 3 3 3 3 | 3 3 | 3 3 | 3 3 | 3 3 |
| Peak    | 16-20    | mu     | 3   | 3 3 3 3 3 3 3 3 3 3 3 | 3 3 3 3 3 3 3 3 3 3 | 3 3 3 3 3 3 3 3 3 3 | 3 3 | 3 3 | 3 3 | 3 3 |
|         |          | sigma  | 3   | 3 3 3 3 3 3 3 3 3 3 3 | 3 3 3 3 3 3 3 3 3 3 | 3 3 3 3 3 3 3 3 3 3 | 3 3 | 3 3 | 3 3 | 3 3 |
|         |          | nu     | 3   | 3 3 3 3 3 3 3 3 3 3 3 | 3 3 3 3 3 3 3 3 3 3 | 3 3 3 3 3 3 3 3 3 3 | 3 3 | 3 3 | 3 3 | 3 3 |
|         |          | tau    | 3   | 3 3 3 3 3 3 3 3 3 3 3 | 3 3 3 3 3 3 3 3 3 3 | 3 3 3 3 3 3 3 3 3 3 | 3 3 | 3 3 | 3 3 | 3 3 |
| Base    | 24h      | mu     | 3   | 3 3 3 3 3 3 3 3 3 3 3 | 3 3 3 3 3 3 3 3 3 3 | 3 3 3 3 3 3 3 3 3 3 | 3 3 | 3 3 | 3 3 | 3 3 |
|         |          | sigma  | 3   | 3 3 3 3 3 3 3 3 3 3 3 | 3 3 3 3 3 3 3 3 3 3 | 3 3 3 3 3 3 3 3 3 3 | 3 3 | 3 3 | 3 3 | 3 3 |
|         |          | nu     | 3   | 3 3 3 3 3 3 3 3 3 3 3 | 3 3 3 3 3 3 3 3 3 3 | 3 3 3 3 3 3 3 3 3 3 | 3 3 | 3 3 | 3 3 | 3 3 |
|         |          | tau    | 3   | 3 3 3 3 3 3 3 3 3 3 3 | 3 3 3 3 3 3 3 3 3 3 | 3 3 3 3 3 3 3 3 3 3 | 3 3 | 3 3 | 3 3 | 3 3 |
| Case2:  | Daytime  | mu     | 3   | 3 3 3 3 3 3 3 3 3 3 3 | 3 3 3 3 3 3 3 3 3 3 | 3 3 3 3 3 3 3 3 3 3 | 3 3 | 3 3 | 3 3 | 3 3 |
| 2019    | (8-20)   | sigma  | 3   | 3 3 3 3 3 3 3 3 3 3 3 | 3 3 3 3 3 3 3 3 3 3 | 3 3 3 3 3 3 3 3 3 3 | 3 3 | 3 3 | 3 3 | 3 3 |
|         |          | nu     | 3   | 3 3 3 3 3 3 3 3 3 3 3 | 3 3 3 3 3 3 3 3 3 3 | 3 3 3 3 3 3 3 3 3 3 | 3 3 | 3 3 | 3 3 | 3 3 |
|         |          | tau    | 3   | 3 3 3 3 3 3 3 3 3 3 3 | 3 3 3 3 3 3 3 3 3 3 | 3 3 3 3 3 3 3 3 3 3 | 3 3 | 3 3 | 3 3 | 3 3 |
| Peak    | 16-20    | mu     | 3   | 3 3 3 3 3 3 3 3 3 3 3 | 3 3 3 3 3 3 3 3 3 3 | 3 3 3 3 3 3 3 3 3 3 | 3 3 | 3 3 | 3 3 | 3 3 |
|         |          | sigma  | 3   | 3 3 3 3 3 3 3 3 3 3 3 | 3 3 3 3 3 3 3 3 3 3 | 3 3 3 3 3 3 3 3 3 3 | 3 3 | 3 3 | 3 3 | 3 3 |
|         |          | nu     | 3   | 3 3 3 3 3 3 3 3 3 3 3 | 3 3 3 3 3 3 3 3 3 3 | 3 3 3 3 3 3 3 3 3 3 | 3 3 | 3 3 | 3 3 | 3 3 |
|         |          | tau    | 3   | 3 3 3 3 3 3 3 3 3 3 3 | 3 3 3 3 3 3 3 3 3 3 | 3 3 3 3 3 3 3 3 3 3 | 3 3 | 3 3 | 3 3 | 3 3 |
Figure 9. Pinball Loss scores for each model. Note: The bar graph shows the value when both the weather forecast and short-term correction are incorporated, the line graph with dots shows the value when short-term correction is not incorporated, and the line graph with crosses shows the value when both are not incorporated.

Figure 10. Pinball scores on each percentile for each model.
Figure 11. RMSE for each model. Note: The bar graph shows the value when both the weather forecast and short-term correction are incorporated, the line graph with dots shows the value when short-term correction is not incorporated, and the line graph with crosses shows the value when both are not incorporated.

Additionally, as other possible three parameter models, we also tried fitting to distributions of GIG and exGAUS, but they did not converge in all the six cases.

7. Evaluation of the DCF pricing

In this section, in order to evaluate the performance of the pricing models for DCF, the results for the performance indices, related to (i)–(vi) in figure 2 and Table 1, are produced first for the fixed strike price case and then for the variable case. Note that all the data used in this section for backtesting is the out-of-sample data described in Section 6.

7.1. Fixed strike price case

For the fixed strike price case, we measure the performance indices when $K$ is changed from 0 to 20 [JPY/kWh].

Net Payoff of insurer: $-\pi_f(S_t, K) := \text{Mean}[\hat{P}_t(K) - P(S_t, K)]$

† In both NO and OLS, maximum likelihood estimation (MLE) is performed assuming that residuals have normal distributions (OLS corresponds to MLE with an assumption of normality for the regression error term (e.g., see Press et al. 1992)), but there is the difference in that NO model of GAMLSS imposes the constraint also to the time-varying size of standard deviation whereas OLS does not incorporate such constraint.

‡ Generalized Inverse Gaussian distribution. It is widely used for financial time series modeling.

§ Exponential Gaussian distribution. Carr and Madan (2009) used it for an option pricing.

¶ For details of the probability distributions dealt with in this paragraph, see, e.g., Rigby et al. (2019).
As shown in figure 12, the net payoff of the insurer is closer to 0, as desired for fairer pricing, for the high-order moment model than for NO. Regarding NO model, insurer’s net payoff (corresponding to overestimation for the DCF payoff forecast) is large for daytime and peak load cases.†

Each plot has a peak near 10 [JPY/kWh] (which is close to the average day-ahead price: see figure 6, figures A1 and A2). This result reflects the possibility that the ‘overestimation bias’ of the DCF’s price $\hat{P}(K)$, which results from the estimation of density ‘shape,’ still remains albeit slightly. The reason for this is that $\hat{P}(K)$ is less affected by the change of estimated density’s shape when $K$ approaches 0 or increases, whereas if $K$ approaches the average of the distribution (around 10 [JPY/kWh]), $\hat{P}(K)$ is sensitive to change depending on the density shape (i.e. left-skewed or right-skewed).‡ This may be easily understood by moving only $K$ in figure 1. Note that the same intuition can be applied to figure 15.

Variance of insurer: $V_{\pi_f}(K) := \text{Var}[-\pi_f(S_t, K)]$

† In the OLS case, the price of DCF is obtained by simply substituting the point estimate $\hat{S}$ into the face value function instead of using the spot price density; therefore, it essentially leads to a downward bias due to ‘Jensen’s inequality.’ This may be thought of an interesting trade-off relationship between retailer’s variance reduction and the pricing bias in the variable strike price case (detailed in Section 7.2, figure 17), and therefore, we included the OLS case here for reference.

‡ In this regard, the results here mean that the estimation bias of the density shape has not been completely removed even for the high-order moment models. However, this incompleteness could be avoided as much as possible by selecting the appropriate strike price multiplier in the variable strike price case (described later in Section 7.2).
Figure 13. Variance of insurer $V_{1,t}(K)$ (fixed strike price case).

Figure 14. VRR of power producer $VRR_{P,t}(K)$ (fixed strike price case).
As shown in Figure 13, the variance of net payoff of DCF is the smallest for M4 in all six cases and strike prices, which reflects the higher accuracy of M4. Note that the variance at \( K = 0 \) corresponds to the variance of the forecast error for the original spot price (since JEPX price is always positive). It also corresponds to the net payoff variance of daily ‘futures’ instead of ‘cap futures’. Note that the reason why in each graph, \( V_{f/K} \) is almost constant in the range where \( K \) is small but decreases as \( K \) becomes large is as follows. First, when \( K \) is large, both the payoff value \( P(S, K) \) and the price \( \hat{P}_t(K) \) are small, so naturally net payoff \( \pi_t(S, K) \) is also small; accordingly, its variance \( V_{f/K} \) also becomes smaller. On the contrary, when \( K \) is small and especially when \( K < S_t \) is almost always satisfied (i.e. \( P(S_t, K) = S_t - K \)), the following formula holds: \( \pi_t(S_t, K) = P(S_t, K) - \int_0^\infty P(S, K) \hat{\phi}(S) dS = (S_t - K) - \int_0^{S_t} \hat{\phi}(S) dS + K \int_0^{S_t} \hat{\phi}(S) dS = S_t - E[S_t]. \) Thus, \( \pi_t(S_t, K) \) is a value that does not depend on \( K \). Therefore, the variance of net payoff \( V_{f/K} \) is constant when \( K \) is small (note that the ‘mean’ of the net payoff is also constant, so the same is true for Figure 12).

**VRR of the power producer: \( \text{VRR}_{P_f/K} := \text{Var}[\hat{P}_t(K)]/\text{Var}(P(S_t, K)) \)**

As shown in Figure 14, the VRR of the power producer is the lowest for M4 overall (M2 is the lowest only for the peak load 2019 case). The VRR of the NO is extremely high probably because the large forecast error resulted in increasing the variance of the forecast values (in the numerator of \( \text{VRR}_{P_f/K} \)).

### 7.2. Variable strike price case

For dealing with the variable strike price case, we measure the performance indexes by changing the strike price multiplier as \( k \in \{0, 0.1, \ldots, 1.5\}. \)

**Net Payoff of insurer: \( -\pi_v(S_t, k) := \text{Mean}[\hat{P}_t(k) - P(S_t, k, S_t)] \)**

The absolute value of the insurer’s net payoff (the forecast bias) is small overall in the high-order moment models (M3 and M4). Particularly it is close to 0 for \( k = 0.8 \) and 0.9. OLS generally has negative net payoffs (i.e. underestimates) because the DCF’s latent value stemmed from the distribution of price forecast error is not considered by OLS at all.\(^\dagger\)

**Variance of insurer: \( V_{f/K} := \text{Var}[-\pi_v(S_t, k)] \)**

In general, the pricing models that reduce the underwriting risk for insurer are also based on the high-order moment

---

\(^{\dagger}\) Regarding \( \text{VRR}_{P_f/K} \), the relationship with \( K \) is not so obvious because, as \( K \) becomes larger, both the numerator and the denominator become smaller (additionally, if \( K \) is extremely large, only the denominator may become 0 and \( \text{VRR}_{P_f/K} \) may diverge).

\(^{\dagger}\) For example, when \( k = 1 \), the net payoff of OLS is always negative (i.e., \( -\pi_v(S_t, 1) = \text{Mean}[0 - P(S_t, S_t)] = \text{Mean}[\max(S_t - S_t, 0) < 0] \)). In other words, OLS (with \( k = 1 \)) is a contract that just pays face value, and does not provide fair pricing.
models (M3 and M4) for all six cases (figure 16). The variance of the M2 model is also small, but it increases at peak load (due to the relatively large forecast error). These results are almost the same as $V_{I,f}(K)$ in figure 13, and as a matter of course, they are the same values at $k = 0 (K = 0)$. Note that the reason why $V_{I,v}(k)$ becomes constant in the range where $k$ is small and decreases as $k$ increases is the same as explained in figure 13 for the fixed strike price case.

VRR of retailer: $VRR_{R,v}(k) := \frac{\text{Var}[−St + \pi_v(St, k)]}{\text{Var}[−St]}$

The high-order moment models turned out to have an advantage also in reducing the VRR of the retailer, as shown in figure 17. The VRR of NO is comparatively higher than that of high-order moment models, possibly because NO with low forecast accuracy tend to produce wrong high pricing even such a time when the resulted face value payoff is 0. The retailer’s VRR in M4, which was confirmed to have overall the lowest insurer’s variance among all models, was around 60% at the minimum when $k$ is 0.8–0.9. Furthermore, at this time, the net payoff bias became just as close to 0 as previously shown in figure 15. The retailer’s VRR by OLS is the smallest (40–50%) at $k = 1$ among all the models; however, this is a natural result because such a DCF contract is not fair in that the buyers can always receive the face value for free as mentioned.

The additional interesting aspect here is that the VRR of DCF with strike price 0 ($k = 0$), which is equivalent to that of daily ‘futures’, is larger than VRR of daily ‘cap futures’ with optimal strike price. In other words, if $k$ is set around 0.8–0.9, such DCF is superior to normal futures in terms of the variance reduction effect for retailers (i.e. $\text{Var}[S_t - \pi_v^*(S_t, k^*)] < \text{Var}[S_t - \pi_v(S_t, 0)]$). It should be clear that when $k$ is large, the effect of ‘capping’ on the original cash flow $S_t$ is small, and that the variance of the portfolio incorporating DCF becomes close to the same as the original variance (i.e. VRR approaches 1). On the other hand, it may not be obvious that there is an optimal solution for VRVs when $k$ is around 0.8–0.9, so this result is a new insight revealed by this study. This means that as a day-ahead hedging product, ‘cap-futures’ (with non-linear payoffs) can have a superior hedging effect than ‘futures’ (with linear payoffs), and to price the cap-futures, the accurate density forecasting method is highly crucial. In this respect, we argue that the proposed approach in this study (DCF product design and its pricing method) is of practical significance.

8. Conclusion

In this study, we developed a new hedge product ‘Day-ahead Cap Futures’ to meet the short-term hedging needs in electricity markets. We proposed a pricing method for it based on the multifactor skew-t price density forecast and verified its effectiveness by using empirical data from JEPX. For benchmarking comparison, we used different models such as
OLS, and variations of the multifactor specification replacing skew-t with the normal distribution, and other variants. As a result, it was found that the multifactor model that incorporates higher-order parameters has overall better prediction accuracy, contributes to reducing the insurer’s underwriting risk and simultaneously enhancing the DCF hedge effectiveness on cost/revenue fluctuations.

In summary, this study’s contribution includes the following details:

- We applied the multifactor skew-t specification, estimated with GAMLSS to electricity derivatives’ pricing for the first time and showed its effectiveness. Particularly, we confirmed that this approach, which can estimate a continuous price density more accurately with four parameters, has analytical tractability and is suitable for derivatives pricing.

- We modeled intertwined seasonality trends that change over time even in the higher order density parameters by using a Fourier expansion-based dummy, confirmed its significance, and verified its effectiveness. The robustness was demonstrated under multiple cases and strike prices with several distribution types.

- We revealed that this approach, assuming time-varying high-order distribution parameters, has the potential to improve the accuracy of mean values as well as quantiles, and conversely, that applying a conventional but misspecified normal distribution to electricity prices, in the context of strong skewness or kurtosis, would not be suitable for DCF pricing.

- Aiming for more effectively suppressing cost/revenue fluctuation risks of retailers and power producers, we proposed a DCF with variable strike price linked to the forecasted spot price. As a result, it was found that the high-order moment model is superior in terms of both increasing hedging effect of hedger and reducing the insurer’s underwriting risks.

Overall, this research has shown the value of accurate density forecasts, which become particularly apparent in applications that relate to the extreme risks in tails of the distributions. Protecting retailers against the risk of price spikes in the day-ahead electricity market was the motivating example of this analysis. The results clearly show that a cap futures product priced with the multifactor skew-t can be effective. We have not considered how much premium an insurer or a power producer might require in order to offer such a product, but our results imply there is sufficient headroom in the net payoffs for this to be viable. Furthermore, as we noted in the background review that similar cap/floor futures have already been traded on the power exchanges of Germany and Australia and so their viability is a fact. Rather, we have shown the value of a well-specified stochastic model for the conditional density forecasts which are required in the pricing formulas. Furthermore, we have argued that the short-term products at the...
day-ahead stage may become increasing attractive as renewable facilities introduce more weather risk into the daily price formation processes.

Acknowledgements

This work was supported by a Grant-in-Aid for Scientific Research (A) 16H01833, Grant-in-Aid for Scientific Research (A) 20H00285, Grant-in-Aid for Challenging Research (Exploratory) 19K22024, Grant-in-Aid for Young Scientists 21K14374, and Grant-in-Aid for Overseas Challenge Program for Young Researchers 201980226 from the Japan Society for the Promotion of Science (JSPS).

Disclosure statement

No potential conflict of interest was reported by the authors.

Funding

This work was supported by the Japan Society for the Promotion of Science [grant numbers 16H01833, 20H00285, 19K22024, 21K14374, and 201980226].

ORCID

Takuji Matsumoto http://orcid.org/0000-0002-6651-5889
Derek Bunn http://orcid.org/0000-0003-1770-4488
Yuji Yamada http://orcid.org/0000-0003-2437-777X

References

Abramova, E. and Bunn, D. W. Estimating dynamic conditional spread densities to optimise daily storage trading of electricity, 2019. Available at: SSRN 3349105.

Abramova, E. and Bunn, D. W. Forecasting the intra-day spread densities of electricity prices. Energies, 2020, 13(3), 687.

Aid, R., Electricity Derivatives, 2015 (Springer International Publishing: New York).

Akantziliotou, C., Rigby, R. A. and Stasinopoulos, D. M., The R implementation of generalized additive models for location, scale and shape. In Statistical Modelling in Society: Proceedings of the 17th International Workshop on Statistical Modelling, pp. 75–83, 2002 (Chania).

Aoude, S., De Mello, L. and Truck, S. Electricity futures markets in Australia: An analysis of risk premiums during the delivery period. In Meeting Asia’s Energy Challenges, 2016.

Azzalini, A., Further results on a class of distributions which includes the normal ones. Statistica, 1986, 46(2), 199–208.

Azzalini, A. and Capitanio, A., Distributions generated by perturbation of symmetry with emphasis on a multivariate skew t-distribution. J. R. Stat. Soc. Series B Stat. Methodol., 2003, 65(2), 367–389.

Bello, A., Bunn, D. W., Reneses, J. and Muñoz, A., Parametric density recalibration of a fundamental market model to forecast electricity prices. Energies, 2016, 9(11), 959.

Boyle, P. and Boyle, F., Derivatives: The Tools that Changed Finance, 2001 (Risk Books: London).

Buffington, J. and Elliott, R. J., American options with regime switching. Int. J. Theor. Appl. Finance, 2002, 5, 497–514.

Bunn, D. W., Gianfreda, A. and Kermer, S., A trading-based evaluation of density forecasts in a real-time electricity market. Energies, 2018, 11(10), 2658.

Cajias, M., Is there room for another hedonic model?: The advantages of the GAMLLS approach in real estate research. J. Eur. Real Estate Res., 2018, 11(2), 204–245.

Carr, P. and Madan, D., Saddlepoint methods for option pricing. J. Comput. Finance, 2009, 13(1), 49–61.

Di Masi, G. B., Kabanov, Y. M. and Runggaldier, W. J., Mean-variance hedging of options on stocks with Markov volatility. Theory Probab. Appl., 1994, 39, 173–181.

Duan, J. C., Popova, I. and Ritchen, P., Option pricing under regime switching. Quant. Finance, 2002, 2, 1–17.

EMSC, Electricity and gas market surveillance commission, Current status of activation of wholesale power trading, 21st Institutional Design Special Meeting Secretariat Submission Materials, 2017. Available online at: https://www.emsc.meti.go.jp/activity/emsc_system/pdf/021_04_00.pdf. (in Japanese).

EMSC, Electricity and gas market surveillance commission, Monitoring report on voluntary efforts and competitive status, 44th Institutional Design Special Meeting Secretariat Submission Materials, 2019. Available online at: https://www.emsc.meti.go.jp/activity/emsc_system/pdf/044_08_00.pdf. (in Japanese).

Eydeland, A. and Wolnycie, K., Energy and Power Risk Management: New Developments in Modeling, Pricing and Hedging, 2003 (John Wiley & Sons: New York).

Fernandez, C., Osiewalski, J. and Steel, M. F., Modelling and inference with v-spherical distributions. J. Am. Stat. Assoc., 1995, 90(432), 1331–1340.

Gianfreda, A. and Bunn, D., A stochastic latent moment model for electricity price formation. Oper. Res., 2018, 66(5), 1189–1203.

Guo, X., Information and option pricings. Quant. Finance, 2001, 1, 38–44.

Hastie, T. J. and Tibshirani, R. J., Generalized Additive Models, 1990 (Chapman and Hall: London).

Hinderks, W. J. and Wagner, A., Pricing German Energiewende products: Intraday cap/floor futures. Energy Econ., 2019, 81, 287–296.

Humman, C., Ravazzolo, F. and Zhou, C., The power of weather. Comput. Stat. Data Anal., 2012, 56(11), 3793–3807.

Johnson, N. L., Systems of frequency curves generated by methods of translation. Biometrika, 1949, 36, 149–176.

Johnson, N. L., Systems of frequency curves derived from the first kind of laplace. Trabajos de Estadistica, 1955, 5, 283–291.

Jones, M. C. and Faddy, M. J., A skew extension of the r-distribution, with applications. J. R. Stat. Soc. Series B Stat. Methodol., 2003, 65(1), 159–174.

Jones, M. C. and Pewsey, A., Sinh-arcsinh distributions. Biometrika, 2009, 96(4), 761–780.

JSEC, Japan Fair Trade Commission and METI, Ministry of Economy, Trade and Industry, Guidelines for proper electricity trading, 2020.

Kaminski, V., Energy Markets, 2012 (Risk Books: London).

Matsumoto, T. and Yamada, Y., Hedging strategies for solar power businesses in electricity market using weather derivatives. Proceedings in 2019 IEEE 2nd International Conference on Renewable Energy and Power Engineering, 2019a.

Matsumoto, T. and Yamada, Y., Cross hedging using prediction error variance hedging of options on stocks with Markov volatility. Theory Probab. Appl., 1994, 39, 173–181.

Pricing electricity day-ahead cap futures with multifactor skew-t densities 853
Appendix 1. JEPX day-ahead price densities (base and daytime load)

Figure A1. JEPX day-ahead Tokyo price densities (base load).
Figure A2. JEPX day-ahead Tokyo price densities (daytime load).

Appendix 2. Estimated distribution parameters by M4 (base and daytime)

The estimated four parameters of M4 model are shown in figures A3 to A5. The black and red lines represent in-sample and out-of-sample estimation results, respectively. For each parameter, strong seasonality can be seen (e.g. sigma increases in summer and winter). Overall, nu takes a positive value, which means that skewness is positive (i.e. left-skew see Appendix 4), but it is also right-skewed depending upon the season. There are increasing trends in sigma, nu, and tau, which is consistent with estimated result on the yearly day-ahead prices examined in figure 7.†

Appendix 3. Estimated daily moments by models

Figure A6 shows the forecast fit of the average values by daily granularity for peak 2019 (all the six cases with the other moment models are also shown scaled down in figure A7 for reference). The price spikes are relatively well captured in the order: M4, OLS and NO, but of these, NO model particularly produces a flat forecast value that does not follow the price spikes. This tendency is same as the other load and period cases shown in figure A7. The reason why the NO produces flat forecast values is that price spikes are often explained by the separately estimated variances instead of average value. For example, the estimated standard deviation of NO model is higher than other models, especially at the timing of price spike in the summer (see figure A8). On the other hand, the reason why the M4 model can follow the price spikes relatively better than other models is as follows. For M4, if there are outliers (price spikes) when the simultaneously estimated high-order distribution parameters imply the existence of heavy tail in density, then the average values are not dragged by outliers more than necessary, which may contribute to improve the accuracy for average forecast values (on the other hand, in OLS, all samples are uniformly evaluated to the average value by the square of the residuals).

Appendix 4. Distribution measures for skew-t (ST5)

Skew Student t type 5 (ST5) is the probability density distribution proposed by Jones and Faddy (2003), and the probability density function for random variable \( Y \) is given as follows:

\[
\frac{c}{\sigma} \left[ 1 + \frac{z}{\sqrt{\frac{1}{a} + \frac{1}{b}}} \right]^{\frac{a+b+1}{2}}
\]

where \( z = \frac{y - \mu}{\sigma} \), \( c = \left[ 2^{a+b-1}(a+b)^{1/2}B(a,b) \right]^{-1} \), \( a = \tau^{-1}[1 + d] \) and \( b = \tau^{-1}(1 - d) \)

Note that from (A1), \( \nu \) and \( \tau \) are calculated as \( \nu = (a - b)/[ab(a+b)]^{1/2} \) and \( \tau = 2/(a + b) \), and when \( \nu < 0 \) or \( \nu > 0 \) (i.e., \( a < b \) or \( a > b \)), the distribution is negatively or positively skew (Jones and Faddy 2003). The four moments of mean variance, skewness and kurtosis are calculated by the following formulae (Rigby et al. 2019).‡

\[
E(Y) = \mu + \sigma E(Z)
\]

† It is not possible to directly compare two different properties such as the probability distribution of the next day forecast here and the histogram of the actual prices including the long-term trend (dependent on fuel price, etc.) by year in figure 7, but the overall consistency was confirmed.

‡ Although the closed form is derived for the average value of ST5, this work uses the numerical integration (function ‘integrate()’) of the R package ‘stats’ considering the ease of handling.
\[
\begin{align*}
\mu &= \mu + \frac{\sigma (a + b)^{1/2} (a - b) \Gamma(a - 1/2) \Gamma(b - 1/2)}{2 \Gamma(a) \Gamma(b)} \\
\text{Var}(Y) &= \sigma^2 \text{Var}(Z) \\
\text{Skew}(Y) &= \mu_3 Y / [\text{Var}(Y)]^{3/2} \\
\mu_3 Y &= \sigma^3 \mu_3 Z = \sigma^3 [\mu_3 Z - 3 \text{Var}(Z) E(Z) - [E(Z)]^3] \\
\text{Kurt}(Y) &= \mu_4 Y / [\text{Var}(Y)]^2 - 3 \text{where} \\
\mu_4 Y &= \sigma^4 \mu_4 Z = \sigma^4 [\mu_4 Z - 4 \mu_3 Z E(Z) + 6 \text{Var}(Z) [E(Z)]^2 + 3 [E(Z)]^4] \\
\text{where} \ \mu_4 Z &= E(Z^4) \\
&= \frac{(a + b)^{3/2}}{16(a - 1)(a - 2)(b - 1)(b - 2)} \left[ a^4 - 2a^3 - a^2 + 2b^3 - 2b^2 - b^2 + 2b + 2(a - 2)(b - 2) \right] \\
&\times (3a - 2a^2 - 2b^2 - a - b - 3) \\
&\text{for } a > 2 \text{ and } b > 2
\end{align*}
\]
Figure A4. Estimated parameters (2019 forecast case, daytime load).
Figure A5. Estimated parameters (2019 forecast case, peak load).
Figure A6. Daily fitting result (2019 forecasts, peak load).

Figure A7. Estimated results of mean values for all six load/year cases.
Figure A8. Estimated results of standard deviations for all six load/year cases.