The Galactic potential and dark matter density from angular stellar accelerations
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We present an approach to measure the Milky Way (MW) potential using the angular accelerations of stars in aggregate as measured by astrometric surveys like Gaia. Accelerations directly probe the gradient of the MW potential, as opposed to indirect methods using e.g., stellar velocities. We show that end-of-mission Gaia stellar acceleration data may be used to measure the potential of the MW disk at approximately 3σ significance and, if recent measurements of the solar acceleration are included, the local dark matter density at ~2σ significance. Since the significance of detection scales steeply as t^{3/2} for observing time t, future surveys that include angular accelerations in the astrometric solutions may be combined with Gaia to precisely measure the local dark matter density and shape of the density profile.

The density distribution of matter in the Milky Way (MW) is the most fundamental quantity that can be measured in Galactic dynamics, underlying virtually every study of the assembly history and evolution of the MW and its satellites. Moreover, the local density of the dark matter (DM) component of the MW is a central input for searches for particle DM in terrestrial experiments and in indirect searches: the translation of experimental results to particle DM properties relies directly on spatial and kinematic knowledge of the DM halo in which the experiment is embedded. A robust determination of the matter distribution in the Galaxy, using methods that make as few assumptions as possible, is therefore of paramount importance. In this work we present a novel approach to this problem making use of angular stellar accelerations that may be measured in astrometric surveys.

The matter content in the MW is often separated into morphologically distinct disk, bulge, and DM halo components. The local density of baryonic components in the MW can be inferred somewhat directly via observations of stars and measurements of the column density of certain gas components, although astrophysical modelling is needed to account for biases, degeneracies, and unobserved components (see Ref. [1] for a review and Ref. [2] for a post-Gaia update of the stellar inventory). Meanwhile the distribution of DM must be deduced indirectly through its gravitational influence on stellar velocities via: (i) the use of the Galactic rotation curve (see, e.g., [3, 4]) or (ii) the use of analyses that simultaneously describe the velocity and spatial distributions of tracer stars (e.g., through Jeans equations) [5–9]. The interpretation of the rotation curve is strongly subject to priors, since the data can only determine the mass enclosed within a given radius; additional information is required to separate that enclosed mass into bulge, disk, and DM components [10]. The Jeans-type methods, on the other hand, often involve simplifying assumptions about axisymmetry, equilibrium, and separability of motion in different directions. Evidence for out-of-equilibrium effects can manifest as vertical density and velocity waves [11], phase-space spirals [12], and merger remnants [13], which complicates these analyses.

Recently a more direct method has emerged for probing the DM distribution of the MW using stellar accelerations. By the Poisson equation, \( \nabla^2 \Phi = -\nabla \cdot a^{GF} = 4\pi G \rho \), the Galactic-frame gravitational acceleration \( a^{GF} \) may be directly related to the gravitational potential \( \Phi \) and mass density \( \rho \), regardless of whether the tracer stars are in equilibrium. Since this approach does not rely on taking averages or moments of kinematic distributions, it is independent of the selection function and completeness of a given survey of stellar motions. Recent work has shown that spectral measurements of the line-of-sight (radial) velocities of individual stars will be sensitive to the local DM density [14–16]. Line-of-sight accelerations of pulsars measured via their spins [17] and orbital periods [17–19] may already have hints of the local Galactic acceleration, with improvements possible in the future.

In this work we show that angular stellar accelerations from astrometric surveys like Gaia may provide a complementary acceleration-based measure of the matter content of the MW. The expected relative acceleration of stars in the solar neighborhood is \( \mathcal{O}(0.1) \) cm/s/yr, corresponding to ~nanoarcsecond/yr proper motion (PM) differences over the course of a decade for stars at ~kpc distances. This minuscule level of angular acceleration from the MW potential is not detectable for an individual star. However, the combined effect on the \( N \sim 10^9 \) stars observed by Gaia and similar surveys may be discerned through the use of a joint likelihood. We project that end-of-mission data from Gaia should be able to provide more than ~3σ evidence for the acceleration induced by the MW disk. The magnitude and direction of the solar acceleration were recently determined through the apparent PM of distant quasars in Gaia EDR3 data caused
Figure 1. The stellar accelerations in the non-inertial solar frame, in Galactic coordinates with the Galactic Center at the center, in our fiducial MW potential model for a sample of 512 randomly selected stars with \( z/\sigma_\varpi > 66 \) from the Gaia EDR3 catalog, with contributions from the bulge (blue), DM halo (black), and disk (red) separated. The arrows point in the directions of the acceleration vectors, with the lengths proportional to the magnitudes (note that the disk and bulge accelerations are rescaled compared to the DM for illustration purposes). In the Galactic frame, the bulge and halo accelerations point toward the Galactic center with magnitudes that vary differently with Gaoticentric radius. The disk accelerations clearly point more towards the Galactic plane (note that in the solar frame there is nontrivial apparent acceleration away from the Galactic Center at large longitudes).

by the acceleration-induced aberration effect [20]. We show that combining this measurement with Gaia acceleration data may allow for a measurement at the \( \sim 1\sim 2\sigma \) level of the local DM density. The detection significance grows rapidly with time \( t \) as \( t^{5/2} \), meaning that future surveys may combine their data with Gaia to separately measure the DM content of the MW and the Galactic disk and bulge at high precision, even without input from other techniques. We demonstrate the feasibility of this approach by performing an analysis using acceleration data inferred from the combination of Gaia DR2 data [21, 22] and Hipparcos data [23, 24], with results consistent with those expected from statistical uncertainties alone.

Angular accelerations.— Typically, astrometric solutions assume five parameters to specify the apparent angular motion: the right ascension (RA) \( \alpha \), declination (DEC) \( \delta \), PM \( \mu_\alpha \) and \( \mu_\delta \) in these two directions, respectively, and the parallax \( \varpi \). In this work, we advocate that two additional parameters be included in the astrometric solution: the angular acceleration in RA and DEC, which we denote by \( \gamma_\alpha \) and \( \gamma_\delta \). Such astrometric solutions may be determined by fitting the positions of \( N \) images acquired over time with terms that are linear and quadratic in the observing time \( t \), accounting for PM and angular acceleration, respectively, in addition to parallax. In the large-\( N \) limit and assuming \( N \propto t \), the uncertainty on the RA and DEC of a given star scales with time as \( \sigma_{\alpha,\delta} \propto 1/\sqrt{t} \). Since the size of the angular offset since the initial observation grows linearly and quadratically with \( t \) for PM and angular acceleration, respectively, those uncertainties, which we denote by \( \sigma_\mu \) and \( \sigma_\gamma \), decline with additional powers of \( t \). Explicitly, we expect the scaling \( \sigma_\mu \sim 8\sigma_{\alpha,\delta}/\sqrt{3}t \) and \( \sigma_\gamma \sim \sqrt{15}\sigma_\gamma/2t \) [25]. Given that accelerations are not included in current astrometric solutions for Gaia, we will use these relations to project acceleration uncertainties that may be produced in future astrometric solutions with accelerations included.

The seven-parameter astrometric solution allows us to determine the apparent acceleration of the star projected onto the celestial sphere in the non-inertial solar frame. To compute the accelerations in the inertial Galactic frame we must account for the acceleration of the Sun itself from the Galactic potential. We define the acceleration of the Sun due to the Galactic potential in the Galactic frame as \( a_\odot = -\nabla \Phi(r_\odot) \), where \( r_\odot \) denotes the solar position and the distance \( r_\odot = 8.224 \pm 0.071 \) kpc has recently been measured precisely by the GRAVITY collaboration [19, 26–28]. Note that for most of this work we do not incorporate prior information on the solar acceleration but determine it self consistently from the MW potential model. In the inertial Galactic frame a given star at position \( r_i \) experiences an acceleration \( a_i^{\text{GR}} = -\nabla \Phi(r_i) \), but in the non-inertial solar frame (in which observations are made) the apparent acceleration is \( a_i = a_i^{\text{GR}} - a_\odot \). The projections of these apparent accelerations onto the celestial sphere are illustrated in Fig. 1 for a random sample of 512 Gaia EDR3 stars, with parallax uncertainties satisfying \( z/\sigma_\varpi > 66 \), for our fiducial MW potential model, which is described below.

In this work, we assume that the Galactic gravitational potential is solely responsible for correlated apparent accelerations observed for a sample of \( N \) stars in the solar neighborhood. Known external sources of acceleration, for instance the Large Magellanic Cloud [29–31], contribute to the signal at the percent level compared to the acceleration induced by the MW potential [19, 20]. Additionally, previous studies of stellar accelerations have found that planetary and binary companions contaminate the acceleration signal of individual stars at a negligible level [14, 16], and we expect this to be especially true when looking at the aggregate acceleration since acceleration kicks by companions in random directions relative to the observer will average down. We therefore directly equate measured accelerations in this work with the gravitational potential of the MW, up to statistical uncertainties. We parameterize the potential as \( \Phi = \Phi_{\text{bulge}} + \Phi_{\text{disk}} + \Phi_{\text{DM}} \), with contributions from the bulge, disk, and DM halo, respectively. We treat the bulge as a Hernquist sphere [32] with scale radius of 0.6 kpc [33] (noting that for most applications the stars we use to trace the acceleration will be well outside the bulge, indicating that the main parameter of interest is the total mass, which we take to be \( 5 \times 10^9 M_\odot \) [34]). We treat the disk as a Miyamoto-Nagai disk [35] with a 3 kpc scale length, 280 pc scale height, and mass of \( 6.8 \times 10^{10} M_\odot \) [34]. We model the DM halo as a Navarro-Frenk-White (NFW) profile with scale radius \( r_s = 16 \) kpc and a local DM density \( \rho_0 = 0.3 \) GeV/cm\(^3\) = 0.008 \( M_\odot/\text{pc}^3 \) [34] (which is broadly consistent with more recent determinations
with Gaia [36, 37]). Further details can be found in the Supplemental Material (SM). For the purposes of this work, we introduce normalization parameters for the disk, DM halo, and bulge contributions to the potential (\(\lambda_{\text{disk}}, \lambda_{\text{DM}}, \lambda_{\text{bulge}}\)), with unity corresponding to the true value in our fiducial model. We will also consider a one-parameter model with parameter \(\lambda\) that re-scales the entire gravitational potential, with fixed normalization between the three sub-components. For most of this work we also fix the morphological parameters of the potential for simplicity, such as the disk scale parameters and \(r_{\odot}\), though these parameters are also measurable through the joint likelihood, as we indicate below.

**Statistical Analysis Framework.**—We employ a likelihood-based framework to constrain the Galactic potential with stellar acceleration data. The dominant statistical uncertainties entering into the likelihood are those on the accelerations, while the uncertainties on \(\alpha\), \(\delta\), and \(\varpi\) play sub-dominant roles and may be neglected. Note that PMs do not enter into the likelihood. See the SM for an extended discussion of these points.

For a given star indexed by \(i\), we define the vector

\[
x_i(\theta) = \begin{pmatrix} a_{\alpha,i}(\theta, \alpha_i, \delta_i, \varpi_i) \varpi_i - \gamma_{\alpha,i} \\ a_{\delta,i}(\theta, \alpha_i, \delta_i, \varpi_i) \varpi_i - \gamma_{\delta,i} \end{pmatrix},
\]

where \(a_{\alpha,i}(\theta, \alpha_i, \delta_i, \varpi_i)\) and \(a_{\delta,i}(\theta, \alpha_i, \delta_i, \varpi_i)\) are the model predictions for the apparent projected acceleration components of the star and \(\{\gamma_{\alpha,i}, \gamma_{\delta,i}\}\) denote the measured angular accelerations. The probability of observing the data \(d_i = \{\alpha_i, \delta_i, \varpi_i, \gamma_{\alpha,i}, \gamma_{\delta,i}\}\) given the model parameters \(\theta\), which parameterize the potential, is

\[
p_i(d_i|\theta) = \frac{1}{\sqrt{\det(2\pi \Sigma_i)}} e^{-\frac{1}{2} x_i^T \Sigma_i^{-1} x_i},
\]

where \(\Sigma_i\) is the covariance matrix between the angular acceleration components from the astrometric solution for the star. Assuming measurements of individual stars are independent, we may then construct a joint likelihood

\[
p(\theta|d) = \prod_{i=1}^N p_i(d_i|\theta)\] for \(d = \{d_i\}_{i=1}^N\) for \(N\) stars.

In this work we perform frequentist inference using the joint likelihood, for example defining the discovery test statistic \(q \equiv 2[\ln p(\theta|d) - \ln p(\theta|0)]\), with \(\theta\) denoting the best-fit model parameters that maximize the likelihood and 0 the null model with no acceleration.

Before performing numerical sensitivity projections it is instructive to analytically estimate the parametric sensitivity of a stellar acceleration survey to the acceleration from the MW potential. For simplicity, in the following estimate we assume that all stars are in the plane of the Galaxy, assume that the Galaxy is azimuthally symmetric, and work to leading non-trivial order in \(r_{\odot}/r_\odot\), with \(r_\odot\) the distance of the star from the Sun. Later in this work we will perform numerical analyses without such assumptions. Additionally, we invoke the Asimov data set [38] and take the data to be the mean expectation under the signal hypothesis. Using the Asimov data set allows us to estimate, for example, the mean expected discovery test statistic without having to perform multiple Monte Carlo (MC) realizations. The signal hypothesis is the model described by our fiducial MW potential model while the null hypothesis has no Galactic accelerations. As derived in the SM, the discovery test statistic is approximated by

\[
q \approx \frac{N(\sigma_{\gamma}^2 - \sigma_{\tilde{\gamma}}^2)}{\sqrt{3}} \left( \frac{3a_0}{r_\odot} + 4\pi G \rho_\odot \right)^2,
\]

where \(\rho_\odot = \int d\Omega \rho(r_\odot, \Omega)/(4\pi)\) is the galactocentric-angle-averaged matter density at the solar location. Note that even though locally the matter density is dominated by the disk component, \(\rho_\odot\) is dominated by DM since this is the average density in a spherical shell with radius \(r_\odot\). The quantity \(\langle \sigma_{\gamma}^2 \rangle\) is the catalog-averaged inverse variance in the angular acceleration.

We now use (3) to perform a rough estimate of the sensitivity of Gaia to the stellar accelerations, with more rigorous numerical forecasts presented below. For each of the \(N = 1,110,324,277\) stars in the Gaia EDR3 catalog [20] with positive parallax we use the PM uncertainties and projected relation between PM uncertainties and acceleration uncertainties [25] to project the acceleration uncertainty that would be obtained in a seven-parameter astrometric solution incorporating \(t\) years of data. Note that the Gaia EDR3 catalog used \(t = 2.76\) yrs of data. We estimate \(\langle \sigma_{\gamma}^2 \rangle \approx (2.8 \mu\text{as}/\text{yr}^2)^{-2}(t/10\text{yr})^5\) for the EDR3 stars with positive parallax, which leads to the predicted discovery test statistic \(q \approx 7.7(t/10\text{yr})^3\), assuming \(a_0/r_\odot \approx 9 \times 10^{-16}/\text{yr}^2 [19, 20]\). Invoking Wilks’ theorem, we expect \(q\) to follow a chi-square distribution with one degree of freedom (the parameter that rescales the full MW potential), which implies that we may interpret \(\sqrt{q}\) as the detection significance. Thus, if Gaia were to take data for \(\sim 10\) yrs, which is roughly the possible extent of its lifetime, then we would expect from this estimate a \(\sim 3\sigma\) detection of the Galactic acceleration. Importantly, though, the test statistic scales rapidly with time; e.g., taking \(t \approx 20\) years would lead to over \(10\sigma\) evidence for the Galactic acceleration.

We may also, within this simplified framework, consider the two-parameter model with model parameters \(a_0/r_\odot\) and \(\tilde{\rho}_\odot\). While these parameters could be constrained simultaneously from the data, we may incorporate prior knowledge of e.g. \(a_0/r_\odot\), which has recently been measured precisely by Gaia as \(a_0/r_\odot = (9.12 \pm 0.63) \times 10^{-16}/\text{yr}^2 [19, 20]\). In the limit where we fix \(a_0/r_\odot\) and only consider the model parameter \(\tilde{\rho}_\odot\), we may use (3) to infer that with \(t = 10\) years of Gaia data we may measure \(\tilde{\rho}_\odot\) at \(\sim 1.4\sigma\) precision. In the following Sections, we perform more precise sensitivity estimates that go beyond the analytic approximation in (3), starting with an analysis of Gaia-Hipparcos data before returning to projections for future Gaia data releases.

**Gaia-Hipparcos data.**—In Ref. [24] data from the Hipparcos and Gaia DR2 catalogs were combined to produce a catalog of stellar accelerations. In the SM we describe additional post-processing that we perform in
order to extract the $\gamma_1$, $\gamma_6$, and the associated covariance matrices. Note that the Hipparcos and Gaia DR2 catalogs were separated by a baseline of $\sim$24 yrs. The combined acceleration catalog, subject to quality cuts, contains $N = 86, 201$ stars with $\langle \sigma_z^{-2} \rangle \approx (14 \, \mu\text{as}/\text{yr})^{-2}$. Using (3) we thus estimate a discovery test statistic $q \sim 2 \times 10^{-5}$ for the Asimov data set, meaning that with the Gaia-Hipparcos acceleration catalog we are not able to detect the acceleration of the MW’s potential but we should be able to constrain potentials of order $\sim$ few $\times 10^2$ larger than the true values.

To verify our estimate, we first implement two quality cuts on the Gaia-Hipparcos catalog. We exclude stars with PM uncertainties larger than 0.7 mas/yr and outlier stars that have accelerations over $4\sigma$ away from zero. The first cut removes about $\sim$6% of the total stars and addresses the non-Gaussian tails in the distributions of accelerations that these stars produce, as discussed in [24]. The second cut reduces the number of stars by a further $\sim$20%. We confirm in the SM that this cut does not bias the analysis, since the contribution of the MW’s potential to any individual star’s acceleration is negligible compared to the per-star acceleration uncertainties.

We consider the one-parameter model with model parameter $\lambda$ that re-scales the full MW potential, with the height of the Sun fixed at $z = 0.02$ kpc [39]. Using the joint likelihood and the Gaia-Hipparcos data set we find a best-fit re-scaling parameter $\lambda \approx 10^2$ with a discovery test statistic of $q \approx 1.5$. This is consistent with the expected normalization ($\lambda = 1$) at $\sim$1.2$\sigma$, and at 95% confidence $\lambda < 220$. In the SM we present an approach, in the context of the Gaia-Hipparcos analysis but that may be applied more generally, for testing and accounting for systematic uncertainties by scrambling the mapping from model predictions to stellar data.

**Simulated Gaia data.**—The Gaia-Hipparcos analysis indicates that we need to improve the sensitivity to the gravitational potential by approximately a factor of $\sim$100 in order to detect the acceleration from the MW. This increase in sensitivity, as we now show, may come with future Gaia data releases, if the accelerations are included in the astrometric solution. In particular, we perform projections using Asimov data constructed, as described previously, by re-scaling the current Gaia EDR3 PM covariance matrices to anticipate the covariance matrices associated with future astrometric solutions including accelerations. We then analyze the Asimov data using the full joint likelihood.

As with the Gaia-Hipparcos analysis, we begin by considering the 1-parameter model where the entire MW potential is re-scaled relative to the fiducial normalization by $\lambda$, with truth value $\lambda = 1$. By computing the discovery test statistic on the Asimov data set we infer $q \approx 13.2 \times (t/10 \text{ yr})^{5/2}$, meaning that with 10 years of Gaia data the acceleration from the potential of the MW should be detectable at the level $\sim$3.6$\sigma$. This estimate of $q$ is similar to but slightly larger than that we obtained using (3), which is partially the result of the approxima-

![Figure 2. Projections for the best-fit parameter space for $\lambda_{\text{disk}}$ and $\lambda_{\text{DM}}$, which re-scale the disk and DM potentials, respectively, from an analysis of the Asimov data set under the signal hypothesis for 10 yrs of Gaia data. Indicated are the 1$\sigma$ (solid) and 2$\sigma$ (dashed) contours for this example, with truth values indicated by grey lines. We also show projections incorporating data from a possible survey that takes place 10 years after Gaia, as described in the text.](image)

Next we analyze the multi-parameter model with $\theta = (\lambda_{\text{disk}}, \lambda_{\text{bulge}}, \lambda_{\text{DM}})$ that allows us to re-scale the three different potential components independently. We use the joint likelihood to perform inference on the model parameters $\theta$ for the Asimov data set under the signal hypothesis. In particular, we compute the expected covariance matrix for the signal parameters by inverting the Fisher matrix evaluated for the Asimov data set. In Fig. 2 we illustrate the expected 1$\sigma$ and 2$\sigma$ contours for $\lambda_{\text{DM}}$ and $\lambda_{\text{disk}}$ for the 10-year Gaia data set. While the disk normalization may be measured at over 2$\sigma$ significance, the 10-year data set will not be able to infer a non-zero value of the DM normalization at more than 1$\sigma$, without incorporating additional prior information. Similarly, as shown in the SM, the bulge component is also not detectable in the 10-year data set, though future observations could be combined with Gaia to measure these components, as discussed below.

The DM contribution to the acceleration may be measured with Gaia 10-year data if prior information is incorporated into the likelihood. For example, using Gaia EDR3 the solar acceleration has been directly measured at the precision level of $\sim$7% from the apparent motion of quasars [20]. So far we have not incorporated this information into the likelihood; rather, the solar acceleration is self-consistently determined as part of the parameter fit, as indicated in e.g. (3). We now consider the joint likelihood where we combine the stellar acceleration likelihood with a Gaussian likelihood for the solar acceleration, with the measured acceleration uncertainty
assumed to be 7% of the true value. Using the joint likelihood incorporating the solar acceleration measurement with the 10-year \textit{Gaia} Asimov data set leads to the contours illustrated in Fig. 2; these contours are significantly constrained relative to those without the inclusion of the prior $a_\odot$ measurement. Note that the solar acceleration measurement mostly informs the total interior matter content and thus cannot be used in isolation to disentangle the various matter components.

The above analyses indicate that \textit{Gaia} may be able to directly detect the acceleration from the MW if all stars are incorporated into the joint likelihood. However, it is possible that many stars will be subject to sources of systematic uncertainty that could appreciably affect their acceleration measures. For example, source confusion is known to lead to spurious astrometric solutions for approximately 32% of the EDR3 stars [40]. The spurious solutions may be minimized by placing cuts on the parallax uncertainties. For example, requiring $\varpi/\sigma_\varpi > 8.8$ (66) leaves 10% (1%) of the EDR3 stars, but only $\sim$0.3% ($\sim 3 \times 10^{-7}$) of these stars are expected to be affected by source confusion [40]. It is thus relevant to project sensitivity to the MW accelerations using the 10% and 1% data samples, as ranked by parallax uncertainties. Interestingly, we find that with the top 10% (1%) of the data the detection significance of the 1-parameter model, for the 10-year data set, is $q \approx 9.5$ ($q \approx 4.2$), implying that even the top 1% data set should be able to produce over 2$\sigma$ evidence for Galactic accelerations. Additionally, zero-point offsets to the angular accelerations [41] may present another important systematic for \textit{Gaia} analyses that should be studied further.

Discussion.— Future surveys will drastically improve the constraining power from proper accelerations for two reasons: (i) such surveys will have improved technology, which will result in decreased measurement uncertainties, and (ii) the increase in temporal baseline relative to the \textit{Gaia} data set will mean that such surveys can be combined with \textit{Gaia} to better determine the accelerations. While no concrete \textit{Gaia} followup survey is approved at the moment, there are many ideas for new surveys under consideration (see, e.g., [42] for a review), such as: the targeted \textit{Theia} mission [43], which would be a “point and stare” space telescope that could improve relative astrometry by $\sim$2 orders of magnitude relative to \textit{Gaia}; \textit{GaiaNIR} [44], which would be a \textit{Gaia}-like mission but in the near-infrared with comparable coverage and astrometric precision; or simply repeating the \textit{Gaia} mission some number of decades in the future [42]. However, confounding backgrounds, such as exoplanets and sub-threshold binary stars [14, 16], may become more important as statistical uncertainties shrink with future surveys, which deserves further study.

As a concrete illustration of a future scenario, let us imagine that 10 yrs after the end of the \textit{Gaia} mission, which is assumed to operate for 10 yrs, there is a second identical \textit{Gaia} mission which also takes data for 10 yrs, such that the \textit{Gaia} followup mission would end around 2043. The results from an analysis of the Asimov data set for such a joint data set are illustrated in Fig. 2; the normalization of the DM halo could be constrained at over 3$\sigma$, independent of the disk and bulge normalization parameters and without the inclusion of any prior information. The evidence for accelerations in the one-parameter model would be measured at $q \approx 1.5 \times 10^3$, or approximately 40$\sigma$ significance. At 68% containment the NFW scale radius, which was fixed at $r_s = 16$ kpc in our \textit{Gaia} 10-year projection, could be treated as a model parameter and constrained to the range $r_s \in (11, 26)$ kpc, at 68% confidence, without the inclusion of prior data on $a_\odot$, and to the level $r_s \in (14.8, 17.4)$ kpc including the $a_\odot$ measurement from [20]. At this point stellar accelerations would likely become the most sensitive and robust probe of the Galactic potential and could be used to search for non-trivial DM substructure (see also [25, 45, 46]) predicted in some particle DM scenarios, such as the dark disk [8, 47, 48].

Acknowledgements.— We thank Nicholas Rodd for collaboration in the early stages of this work, and we also thank Vasily Belikurov, Jo Bovy, Siddharth Mishra-Sharma, and Ken Van Tilburg for useful discussions. M.B. is supported by the DOE under Award Number DESC0007968. B.R.S is supported in part by the DOE Early Career Grant DESC0019225 and by computational resources at the Lawrence computational cluster provided by the IT Division at the Lawrence Berkeley National Laboratory, supported by the Director, Office of Science, and Office of Basic Energy Sciences, of the U.S. Department of Energy under Contract No. DE-AC02-05CH11231. K.S. was supported by a Pappalardo Fellowship in the MIT Department of Physics and by NASA through the NASA Hubble Fellowship grant HST-HF2-51470.001-A awarded by the Space Telescope Science Institute, which is operated by the Association of Universities for Research in Astronomy, Incorporated, under NASA contract NAS5-26555.

[1] C. F. McKee, A. Parravano, and D. J. Hollenbach, The Astrophysical Journal 814, 13 (2015).
[2] J. Bovy, Mon. Not. Roy. Astron. Soc. 470, 1360 (2017), arXiv:1704.05663 [astro-ph.GA].
[3] A.-C. Eilers, D. W. Hogg, H.-W. Rix, and M. K. Ness, ApJ 871, 120 (2019), arXiv:1810.09466 [astro-ph.GA].
[4] M. Benito, F. Iocco, and A. Cuoco, (2020), arXiv:2009.13523 [astro-ph.GA].
[5] K. Kuijken and G. Gilmore, Monthly Notices of the Royal Astronomical Society 239, 605 (1989).
[6] J. Holmberg and C. Flynn, Monthly Notices of the Royal Astronomical Society 313, 209 (2000).
[7] J. Bovy and S. Tremaine, Astrophys. J. 756, 89 (2012).
[8] K. Schutz, T. Lin, B. R. Safdi, and C.-L. Wu, Phys. Rev.
[49] J. F. Navarro, C. S. Frenk, and S. D. M. White, Astrophys. J. 462, 563 (1996), astro-ph/9508025.

[50] J. F. Navarro, C. S. Frenk, and S. D. M. White, Astrophys. J. 490, 493 (1997), arXiv:astro-ph/9611107 [astro-ph].

[51] G. Aad et al. (ATLAS), Phys. Rev. D 90, 112015 (2014), arXiv:1408.7084 [hep-ex].
I. POTENTIAL MODEL COMPONENTS

In the following analyses and projections we include three components for the Galactic potential. These components are simplified and account for the Galactic disk ($\Phi_{\text{disk}}$), the Galactic bulge ($\Phi_{\text{bulge}}$), and the DM halo ($\Phi_{\text{DM}}$). Recall that the stellar accelerations are then given by $a_{GF} = -\nabla \Phi_{\text{tot}}(x)$.

In this work we consider (i) the ability to detect the total gravitational potential through stellar accelerations, and then (ii) after detecting the total potential the ability to discriminate its contributions, and the contribution from the Galactic DM in particular. For the first step, it is useful to define a scaling constant $\lambda$ such that $\Phi_{\lambda\text{tot}}(x) = \lambda \times \Phi_{\text{tot}}(x)$, with $\Phi_{\text{tot}}(x)$ being a representative Galactic potential model that has fixed model parameters, so that the only free model parameter to be determined by fitting to the data is the scaling parameter $\lambda$ (with expected value $\lambda = 1$). Note that $\lambda$ is equivalent to a parameter that scales the total mass of the Milky Way. When addressing the second aim we will instead consider model parameters that individually adjust, for example, the disk, bulge, and DM halo masses.

A. The Galactic disk

We make use of the Miyamoto-Nagai disk model \cite{35} to account for the gravitational potential of the disk. The gravitational potential for this model is

$$\Phi_{\text{disk}}(R, z) = -\frac{GM_D}{\sqrt{R^2 + [a + \sqrt{z^2 + b^2}]^2}}, \quad (4)$$

where $M_D$ is the disk mass, $a$ and $b$ are the scale radius and scale height of the disk, and $R$ ($z$) is the cylindrical radial (vertical) coordinate. We base the truth values on the best-fit values for the Milky Way from \cite{33, 34}, which found $M_D = 6.8 \times 10^{10} M_\odot$, $a = 3.0$ kpc, and $b = 280$ pc.

B. The Galactic Bulge

The form of the Galactic bulge density profile does not play a significant role in this work because most of stars are located outside of the Inner Galaxy, so that the bulge may simply be replaced by a point mass at the Galactic Center with no loss of accuracy. However, for completeness we model the bulge as in \cite{33} and take the density profile to be a Hernquist sphere,

$$\Phi_{\text{bulge}}(r) = -\frac{GM_b}{r + a}, \quad (5)$$

where $a$ is the scale radius, which we take to be 0.6 kpc \cite{33}. Ref. \cite{34} finds the best-fit bulge mass of $M_b = 5 \times 10^9 M_\odot$, and we use this mass as our default truth value when making projections below.

C. Dark Matter

We model the DM density profile as a NFW spherically-symmetric density profile \cite{49, 50}. The NFW DM profile is given by

$$\rho_{\text{DM}}(r) = \frac{\rho_0}{r/r_s(1 + r/r_s)^2}, \quad (6)$$
where \( r_s \) is the scale radius, and \( \rho_0 \) is the characteristic density that may be related to the local DM density at \( r_\odot \approx 8.22 \text{ kpc} \) [19]. As our fiducial truth scenario we again adopt the best-fit values presented in [34], with the local DM density \( \rho_\odot = 0.008 \, M_\odot/\text{pc}^3 \) and \( r_s = 16 \text{ kpc} \).

### II. ANALYTIC LIKELIHOOD APPROXIMATION: EXTENDED RESULTS

Here we fill in additional steps leading up to the result in (3), which assumes that all stars are in the Galactic plane. We choose a coordinate system where the Sun is located at \( \mathbf{r}_\odot = r_\odot \hat{\mathbf{x}} \). In the Galactic frame the solar acceleration is given by

\[
a_\odot = -a(r_\odot) \hat{\mathbf{x}},
\]

where \( a(r_\odot) \) is the magnitude of the acceleration in the radial direction. A star a distance \( r_i \) from the Sun at Galactic longitude \( \ell_i \) then feels acceleration

\[
a^{GF}(r_i) = a\left(\frac{r_i^2 + r_\odot^2 - 2r_i r_\odot \cos \ell_i}{\sqrt{r_i^2 + r_\odot^2 - 2r_i r_\odot \cos \ell_i}}\right) \left[ (r_i \cos \ell_i - r_\odot) \hat{\mathbf{x}} + r_i \sin \ell_i \hat{\mathbf{y}} \right].
\]

(8)

For \( r_i/r_\odot \ll 1 \), the solar-frame velocities may be approximated by

\[
a(r_i) \approx a^{GF}(r_i) - a_\odot
\]

\[
\approx r_i \left( a'(r_\odot) \cos \ell_i \hat{\mathbf{x}} + \frac{a(r_\odot) \sin \ell_i}{r_\odot} \hat{\mathbf{y}} \right) + \mathcal{O}\left( \frac{r_i}{r_\odot} \right)^2.
\]

(9)

To project this motion onto the transverse direction relative to the Sun, we define the unit vector \( \hat{T}_i \), which points in the direction of the PM:

\[
\hat{T}_i = \sin \ell_i \hat{\mathbf{x}} - \cos \ell_i \hat{\mathbf{y}}.
\]

(10)

Thus the component of the acceleration in the direction of the PM is

\[
a_i^T \approx \frac{r_i}{r_\odot} \cos \ell_i \sin \ell_i \left[ -a(r_\odot) + r_\odot a'(r_\odot) \right].
\]

(11)

The PM accelerations are \( \alpha_i = \varpi_i a_i^T \), with \( \varpi_i = 1/r_i \) the parallax. Thus the difference of test statistic between the signal model and the null model under the Asimov signal hypothesis is

\[
q \approx \frac{N}{8\sigma_{\alpha T}^2} \left[ -a(r_\odot) + r_\odot a'(r_\odot) \right]^2/r_\odot^2
\]

\[
\approx \frac{N}{8\sigma_{\alpha T}^2} \left[ 3 \frac{a(r_\odot)}{r_\odot} + 4\pi G \bar{\rho}(r_\odot) \right]^2,
\]

(12)

where in the last step we have used the relation \( a'(r_\odot) \approx -2a(r_\odot)/r_\odot - 4\pi G \bar{\rho}(r_\odot) \), and where \( \bar{\rho}(r_\odot) \equiv \frac{1}{4\pi} \int d\Omega \rho(r_\odot, \Omega) \) is the matter density at Galactic radius \( r_\odot \) averaged over a spherical shell surrounding the Galactic Center.

Let us now consider the model parameter \( \theta_1 \equiv a(r_\odot)/r_\odot \) and \( \theta_2 \equiv \bar{\rho}(r_\odot) \) separately. We compute the Fisher matrix using the Asimov formalism assuming true value \( \theta_1 \) and \( \theta_2 \) with deformation \( \delta \theta = (\delta \theta_1, \delta \theta_2) \), leading to \( \delta \chi^2 = \delta \theta^T \cdot \mathbf{I} \cdot \delta \theta \), with \( \mathbf{I} \) the Fisher matrix. Inverting the Fisher matrix yields the expected covariance matrix \( \Sigma \):

\[
\Sigma = \frac{4}{3} \frac{\sigma_{\alpha T}^2}{N} \left( \frac{8}{3} \frac{4}{\pi \sigma_{\alpha T}^2} \begin{pmatrix} \frac{8}{3} & -\frac{1}{3} \frac{1}{\pi \sigma_{\alpha T}^2} \\ -\frac{1}{3} \frac{1}{\pi \sigma_{\alpha T}^2} & \frac{1}{2} \frac{1}{\pi \sigma_{\alpha T}^2} \end{pmatrix} \right),
\]

(13)

which implies, for example, that the expected uncertainty on the DM density, profiling over \( \theta_1 \), is

\[
\frac{\sigma_{\rho_{DM}}}{\rho_{DM}} = \sqrt{\frac{2}{3} \frac{\sigma_{\alpha T}}{\sqrt{N \pi G \bar{\rho}_{DM}}}} \approx 2.9 \left( \frac{10 \text{ yr}}{T} \right)^{5/2},
\]

(14)
while similarly
\[
\frac{\sigma_{x_0}}{x_0} = \frac{4}{3} \sqrt{\frac{2}{3N}} \frac{\sigma_T}{\langle \sigma_0 \rangle} \approx 0.49 \left( \frac{10 \text{ yr}}{T} \right)^{5/2},
\]

Thus, with 10 yrs of Gaia data we expect, using the in-plane motion, to measure the Galactic acceleration at \(\sim 2\sigma\) but not quite have the sensitivity to measure the DM density independently. With that said, as shown in the main Letter, if additional prior information is incorporated that informs \(a(r_\odot)\), then the 10-year Gaia data set may be sensitive to \(\rho_{DM}\) at more than 1\(\sigma\).

III. GAIA-HIPPARCOS ANALYSIS

In this section we present additional details behind the analysis of the joint Gaia DR2 – Hipparcos acceleration data. We begin with a summary of the data processing that we perform to extract the acceleration data, and then we describe additional analysis details and cross checks.

A. Joining Hipparcos and Gaia for acceleration measurements

In the absence of stellar acceleration measurements determined from the Gaia data alone we combine the Hipparcos and Gaia DR2 astrometric data sets to obtain estimates of the Hipparcos star accelerations, taking advantage of the \(\sim 24\) yr baseline between the data sets. Such acceleration measurements were already performed and cataloged in \([24]\), though there are minor processing steps needed to convert the data into the format needed for our analysis. In particular, Ref. \([24]\) compared the Hipparcos and Gaia stellar positions to obtain a PM measure: 
\[\mu^G_{GH} = (\alpha_G - \alpha_H)/T_{GH},\]
where \(\alpha_G\) (\(\alpha_H\)) is the RA measurement from Gaia (Hipparcos) and \(T_{GH} \approx 24.25\) yr is the baseline between the two reference epochs for the two surveys. A similar expression holds for the DEC PM \(\mu^G_{GH}\). The key point is that an astrometric solution with accelerations would predict e.g. 
\[\mu^G_{GH} = \mu_a + \frac{1}{2} \gamma_a T_{GH}\]
and a Gaia-only PM of 
\[\mu^G_a = \mu_a + \gamma_a T_{GH},\]
where the superscript denotes measurements made at the Gaia epoch and by definition \(\mu_a\) being the PM at the Hipparcos epoch. We may thus use the difference between \(\mu^G_a\) and \(\mu^G_{GH}\) to infer the acceleration \(\gamma_a\) (and similarly for \(\gamma_\delta\)).

In practice, we do not just want the central values of the accelerations \(\gamma_a\) and \(\gamma_\delta\), but we also want to compute the associated covariance matrix. Towards that end, for each star in the Gaia-Hipparcos catalog we construct the loss function
\[
\chi^2(\mu_a, \gamma_a, \mu_\delta, \gamma_\delta) = x_G \cdot C_G^{-1} \cdot x_G + x_{GH} \cdot C_{GH}^{-1} \cdot x_{GH},
\]
where
\[
x_G = \begin{pmatrix}
\frac{\mu^G_a - \mu^0_a}{\sigma_{\mu a}} \\
\frac{\mu^G_\delta - \mu^0_\delta}{\sigma_{\mu \delta}}
\end{pmatrix},
\]
and the superscript 0 denotes a measured quantity. A similar expression holds for the \(x_{GH}\) vector. Note that the correlation matrices \(C_G\) and \(C_{GH}\) are provided in the Gaia and Gaia-Hipparcos catalogs, respectively. We find the best-fit values for the PM velocities and accelerations, along with the associated covariance matrices, by minimizing the loss function in (16) and computing the Hessian matrix.

In Fig. 3 we illustrate the acceleration data found from this procedure. In the left (right) panel we histogram the values of \(\gamma_a\) (\(\gamma_\delta\)) relative to their uncertainties \(\sigma_{\gamma a}\) (\(\sigma_{\gamma \delta}\)). If the uncertainties were normally distributed then these distributions would follow a normal distribution with variance of unity, which is illustrated in light grey. The distributions are seen to be slightly wider, with extended tails. As noted in \([24]\) part of the reason for the apparent non-Gaussianity is due to bright stars, whose PMs are not well measured by Gaia. We follow the recommended quality cut in \([24]\) and remove stars with Gaia PM uncertainties less than 0.7 mas/yr, leading to the red curves.

As mentioned in the main text, we apply additional quality cuts to the Gaia-Hipparcos data. First, we remove stars for which either \(|\gamma_a/\sigma_{\gamma a}| > 4\) or \(|\gamma_\delta/\sigma_{\gamma \delta}| > 4\) in order to remove outlier stars. From MC simulations this cut should have no noticeable effect on either the null or signal hypotheses. Second, we remove stars whose parallax measurement places them more than 5 kpc away from the Earth in order to remove stars with anomalous parallax measurements. Similarly, we do not include stars with negative parallax.
Figure 3. (Left) A normalized histogram of the RA accelerations, relative to their uncertainties, in the Gaia-Hipparcos acceleration catalog. In both black and red we exclude stars that are over four standard deviations away from zero in acceleration, but in red we additionally include a cut on the Gaia PM uncertainties, which brings the data closer in line with the Gaussian expectation, indicated in grey. (Right) As in the left panel but for the DEC accelerations.

B. Analysis results

As discussed in the main Letter, we analyze the Gaia-Hipparcos acceleration data using the joint likelihood:

\[ p(d|\theta) = \prod_{i=1}^{N} p_{i}(d_{i}|\theta) , \]  

with \( p_{i}(d_{i}|\theta) \) defined for an individual star, indexed by \( i \), in (2). It is worth commenting briefly on why in (2) we do not include contributions from the parallax and position uncertainties. In general, these uncertainties may be included and the associated nuisance parameters may be profiled over. Given that the astrometric solution is assumed to have normally-distributed errors, as described by the covariance matrix, profiling over the other nuisance parameters (e.g., a nuisance parameter describing the stellar parallax) may even be done analytically, since the likelihood has a simple Gaussian form. Thus accounting for parallax and position uncertainties is almost computationally equivalent to ignoring them. However, the reason we chose to ignore these uncertainties in our examples is that we expect them to be far sub-dominant compared to the acceleration uncertainties. More precisely, the parallax uncertainty \( \sigma_{\varpi} \) induces an effective uncertainty \( \delta \gamma_{i} \) on the model prediction for the angular acceleration \( \gamma_{i} \) for star \( i \) on the order \( \delta \gamma_{i} \sim \gamma_{i}\sigma_{\varpi}/\varpi_{i} \). Given that the parallax uncertainties obey \( \sigma_{\varpi}/\varpi_{i} \lesssim 1 \), it is thus clear that the uncertainties induced by parallax on the acceleration model prediction are far sub-dominant compared the measurement uncertainties on the angular accelerations themselves, which always satisfy \( \sigma_{\gamma_{i}}/\gamma_{i} \gg 1 \) for an individual star, with \( \sigma_{\gamma_{i}} \) denoting the measured angular acceleration uncertainty. The same logic applies to the position uncertainties, though in that case the effect is even smaller since the positions are measured to higher precision than parallax. In summary, the angular acceleration uncertainties dominate because they are extremely large relative to the model prediction for an individual star, whereas the other astrometric parameters are measured at superior relative precision. On the other hand, if there are correlations between stars’ parallax and position uncertainties, then these correlated uncertainties may be important to include, since they would no longer average down with including the ensemble of stars in the joint likelihood. Similarly, it is important to verify that the quadratic model prediction for the angular position, specified by a constant PM and acceleration, is not breaking down for a large number of the included stars, which may be the case if, for example, an analysis focuses only on stars extremely close to the Galactic Center, where a full solution to the equations of motion is needed.

After quality cuts the Gaia-Hipparcos catalog has \( N = 86,201 \) stars. We analyze the likelihood in the context of the one-parameter model, \( \theta = \{ \lambda \} \), where \( \lambda \) re-scales the full potential. The parameter \( \lambda \) is physically only well defined for positive values, but for statistical consistency we analytically extend the model predictions to negative \( \lambda \), since it is possible that the best-fit value for \( \lambda \) would be at negative values. We then construct the profile likelihood for the
Figure 4. The profile likelihood $\tilde{q}$, defined in (19), as a function of the one-parameter-model MW potential normalization $\lambda$, for the analysis of the Gaia-Hipparcos data set. The expected value is $\lambda \approx 1$ for the actual potential, indicating that future surveys need to improve in sensitivity to $\lambda$ by around two orders of magnitude in order to discover the Galactic potential with the acceleration approach. We also illustrate the profile likelihood in the case where a synthetic signal with $\lambda_{\text{inj}} = 300$ is added to the real data. In this case the analysis of the hybrid data correctly recovers the injected $\lambda$, denoted by the vertical line, to within $\sim 1\sigma$.

As a consistency check of the analysis framework we inject a synthetic signal into the Gaia-Hipparcos acceleration catalog and we verify our ability to correctly reconstruct the signal. Specifically, we inject a value $\lambda_{\text{inj}} = 300$, meaning that we calculate the predicted accelerations for this value of $\lambda$ and then add to each stellar acceleration the appropriately-predicted acceleration boost. In Fig. 5 we histogram the RA accelerations before and after the synthetic signal injection. Interestingly, we see that despite the large value of $\lambda_{\text{inj}}$ there is virtually no difference, by eye, in the histogram of the $\gamma_\alpha/\sigma_{\gamma_\alpha}$, with the same being true for the DEC accelerations. Similarly, adding in this acceleration boost has a minor change in the stars that pass our quality cuts. Before adding in the acceleration boosts we have $N = 86,201$ while after the boosts are added this number grows by two to $N = 86,203$. However, in the context of the joint likelihood the injected synthetic signal is abundantly clear, as illustrated in Fig. 4 where we show the result of the analysis (in dashed black) on the hybrid data set that includes the synthetic signal. We now find approximately $5\sigma$ evidence for non-zero $\lambda$, and we reconstruct the correct value of $\lambda$ to within $\sim 1\sigma$.

\[ \tilde{q}(\lambda) = 2 \left( \log p(d|\hat{\lambda}) - \log p(d|\lambda) \right), \]  

(19)

where $\hat{\lambda}$ is the value that maximizes the likelihood. By definition $\tilde{q}(\lambda = 0) = q$, with $q$ the discovery test statistic, if $\hat{\lambda} > 0$, otherwise $q = 0$ [38]. That is, the discovery test statistic is set to zero for non-physical best-fit values. Under the null hypothesis we thus expect $q$ to follow the the one-sided chi-square distribution with one degree of freedom. In the main text we quoted the best-fit value $\hat{\lambda} \approx 10^2$ with $q \approx 1.5$. In Fig. 4 we show the profile likelihood over a range $\lambda$. Note that the one-sided 95% upper limit is given by the value $\lambda_{95} > \hat{\lambda}$ with $\tilde{q}(\lambda_{95}) \approx 2.71$ [38].

C. Injected signal

As a consistency check of the analysis framework we inject a synthetic signal into the Gaia-Hipparcos acceleration catalog and we verify our ability to correctly reconstruct the signal. Specifically, we inject a value $\lambda_{\text{inj}} = 300$, meaning that we calculate the predicted accelerations for this value of $\lambda$ and then add to each stellar acceleration the appropriately-predicted acceleration boost.
Figure 5. As in Fig. 3 for the RA accelerations (left) and DEC accelerations (right) but with the inclusion of the injected signal, as indicated. Even though the injected signal is recovered at $\sim 5\sigma$ in the joint likelihood analysis, the difference between the original data set and the hybrid data set with the injected signal is not visible at the per-star level or even at the level of the histogram of accelerations, as illustrated here.

Figure 6. (Left) The survival fraction of test statistics $q$ over the ensemble of $10^3$ data sets generated by randomly scrambling the predictions between the model predictions and the associated stars in the Gaia-Hipparcos data (see text for details). The survival fraction shows the fraction of data sets with a $q$ larger than the value indicated on the $x$-axis. The green and gold bands indicated the statistical uncertainties arising from the finite number ($10^3$) of realizations. Under the null hypothesis we expect the survival fraction to follow the one-sided chi-square distribution with one degree of freedom, which is indicated. The observed $q$ in the unscrambled data is indicated by the vertical line. (Right) As in the left panel, but with the addition of the injected signal with $\lambda_{\text{inj}} = 300$. The scrambling process largely removes the knowledge of the injected signal, as evidenced by the large gap in $q$ between the results of the unscrambled analysis (with the recovered TS shown as a vertical line) and the distribution of scrambled analyses.

D. Systematic uncertainties

Sources of systematic uncertainty may cause deviations of the test statistic $q$ away from the expected one-sided chi-square distribution under the null hypothesis. For example, we have assumed normally-distributed uncertainties but, as shown in Fig. 3, there is evidence for non-Gaussian tails to the Gaia-Hipparcos acceleration data that are not completely removed by our quality cuts. One method to assess the impact of these systematics is to scramble the mapping from model predictions to stars. Given the large number of stars in the sample this allows us to effectively
generate large numbers of null-hypothesis data sets from the real data, in the sense that even if a signal were present in the real data the signal would not be manifest in the scrambled data. However, many sources of systematic effects, such as non-Gaussianities, are not affected by the scrambling processes and thus may be probed by this test. We construct and analyze $10^3$ scrambled Gaia-Hipparcos data sets: the survival fraction for the distribution of discovery test statistics from this ensemble is illustrated in the left panel of Fig. 6, as compared to the survival fraction for the one-sided chi-square distribution expected for the null hypothesis from statistical uncertainties alone. Note that we illustrate $1\sigma$ and $2\sigma$ uncertainties in green and gold, respectively, on the survival fraction from the counting uncertainties associated with the finite number of scrambled data sets. The observed survival fraction matches that of the chi-square distribution to within the precision probed, indicating that systematic effects are likely subdominant compared to statistical uncertainties for this analysis. As a cross-check that this test is not affected by the inclusion of a signal, in the right panel we repeat this test on the hybrid data set constructed by injecting a synthetic signal with $\lambda_{\text{inj}} = 300$ into the actual data. Importantly, the knowledge of the signal is mostly lost when the data is scrambled; none of the 1000 scrambled data sets have a test statistic nearly as large as the $q \approx 22$ observed on the unscrambled data set. There is mild evidence for an increase in the number of $q$ near $\sim10$, though even this increase is not significant within the statistical uncertainties.

The ability to test the null hypothesis by scrambling the model predictions is a unique aspect of the stellar acceleration approach to measuring the Galactic potential that will enable future studies to address systematic uncertainties in a data-driven approach, for example by the use of “spurious-signal” nuisance parameters that may account for the mismodeling, if necessary (see, e.g., [51]).

IV. EXTENDED RESULTS FOR GAIA PROJECTIONS

In Fig. 2 we showed the projected covariance between $\lambda_{\text{disk}}$ and $\lambda_{\text{DM}}$ for astrometric data sets. In Fig. 7 we illustrate the corresponding figures showing the $\lambda_{\text{disk}}$-$\lambda_{\text{bulge}}$ and $\lambda_{\text{DM}}$-$\lambda_{\text{bulge}}$ covariance projections. As evident already from the illustration in Fig. 1, the bulge is harder to constrain than the DM and disk components, though future data sets may also be sensitive to this component.

Figure 7. As in Fig. 2 but for the $\lambda_{\text{disk}}$-$\lambda_{\text{bulge}}$ and $\lambda_{\text{DM}}$-$\lambda_{\text{bulge}}$ covariance projections.

Note that our Gaia projections assume fiducial disk, bulge, and DM models. It is possible that the real density distributions are different than assumed here, which could affect our projections. For example, we normalized the DM density distribution to the local density $\rho_\odot = 0.008M_\odot/$pc$^3$, but one of the main purposes of the proposed analysis framework is to determine this value directly. If $\rho_\odot$ is at a different value then the expected detection significance for the DM halo would scale linearly with $\rho_\odot$. We also assume in this work a fiducial scale radius of $r_\odot = 16$ kpc. As discussed in the main Letter, future surveys may have the ability to measure this scale radius precisely, though it has a subdominant effect of the detection significance of the DM component. The morphological parameters of the disk may also be constrained with future data sets using the acceleration approach. In that context it is important that future work investigate, for example, the effect that mismodeling the disk component could have on determinations
of the DM component.

Lastly, we note that Gaia may also measure radial accelerations by looking for changes in the radial velocities of the stars using the on-board Radial Velocity Spectrometer instrument. However, we estimate that the radial acceleration measurements from Gaia would be less constraining than the angular accelerations discussed here. Still, it is worth keeping in mind that future surveys may improve their radial velocity sensitivity to the point that the inclusion of this data within the context of the joint likelihood would be beneficial.