Watermelon classification using k-nearest neighbours based on first order statistics extraction
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Abstract. Watermelon (Citrullus Lanatus Tunb / Citrullus Vulgaris Schrad) is a vine that grows rapidly in Indonesia. Watermelon has many benefits that make watermelon one of the fruits sought by the community. The maturity of watermelon can be distinguished based on watermelon skin texture. The similarity in watermelon skin texture causes people difficulty in
identifying the level of maturity of mature and immature watermelon. Based on these problems, research was carried out for the classification of watermelon maturity based on watermelon skin texture. The first-order statistical feature extraction method is used as a method to recognize watermelon maturity in terms of fruit skin texture in the classification process. The first order statistical characteristic parameters used are mean, variance, skewness, and kurtosis. Based on the extraction value of these statistical features, then used as a reference classification process using the k-nearest neighbour method. The data in this study are 100 images, of which 70 are for training data and 30 for testing data. From the results of testing the maturity classification of watermelon using k-nearest neighbour based on fruit skin texture based on extraction of first-order features, 86.66% accuracy was obtained.

1. Introduction
Watermelon has many benefits that make watermelon one of the fruits sought by the community. The similarity of watermelon skin texture that is ripe with immature fruit makes it difficult for people to identify watermelons. Because humans are subjective in determining the maturity of watermelon fruit, causing an assessment of the maturity of watermelon fruit is different from one person to another. The process of classification of watermelon maturity can be done by identifying the image of watermelon skin texture.

The process of classification of watermelon maturity can be done by identifying watermelon skin texture images. In this way, steps can be taken to identify skin texture patterns by recognizing the structural characteristics of the skin such as watermelon shape and color using histogram equalization. Technological developments for image processing techniques are also growing rapidly. Various techniques were developed to facilitate human work, both as image processors, image analysts and image users for various purposes and needs [1]. Often the image used is not in an ideal condition to be studied due to the many disturbances, it can be in the form of shadows, photos or blurred images, lack of clarity of appearance of objects so that it can cause problems and affect the results of interpellation and will affect the analysis and planning that will be carried out. Image processing to obtain the ideal image.

This digital image processing technique is carried out at the pre-processing stage of the image until the structural shapes and characteristics of each watermelon skin are obtained. Histogram equalization is used in the preprocessing stage before feature extraction. The method used in the extraction of this feature is based on first-order statistical characteristics. After that, feature extraction from the watermelon skin image is then used as a watermelon maturity classification data using k-nearest neighbour.

Based on previous research, Novita in 2017 used first-order feature extraction implemented in the classification of batik with backpropagation algorithm. In this study, the parameter values mean, skewness, kurtosis, and entropy are used as the basis for processing the classification process [2]. Guan in 2017 explored the value of diffusion in the apparent diffusion coefficient (ADC). There was a first order statistical feature in the clinical introduction of cervical cancer [3].

Histogram Equalization is a method to improve image quality by changing the distribution of gray levels of images [4]. This is intended so that the gray level distribution is more evenly distributed compared to the original image. Histogram equalization is also used to increase image color contrast. Several studies on contrast enhancement using histogram equalization were carried out by Celik, Chen, and Wang in a previous study. Celik makes image improvements with two-dimensional histogram equalization that effectively improves the quality of different image types [5]. Chen developed a histogram equalization model for image contrast enhancement. The approach is carried out with a variational model containing functional energy to adjust pixel values from an input image directly so that the resulting histogram can be redistributed to be more uniform [6]. Wang also carried out contrast improvement techniques based on the local histogram equalization algorithm. The proposal is done by segmenting the image into several sub-blocks using gradient values, this algorithm successfully increases local contrast without adding noise to the image [7].
Research on classification of seeded and seedless watermelons using k-nearest neighbours was carried out by [8]. In the previous study classification of mango plants was carried out using the k-nearest neighbour method and support vector machine based on leaf bone structure [9]. In this research, the maturity classification of watermelon fruit is based on the extraction of first-order statistical features from fruit skin texture using k-nearest neighbour.

2. Methods
In this research, several stages will be carried out including preprocessing, extraction of first-order statistical features, classification using k-nearest neighbour. The stages of the research were carried out as shown in Figure 1.
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2.1. Preprocessing
The initial process that is often done in image processing is changing the color image to grayscale. This is done to simplify the image model. In a true color (RGB) image there are three matrix layers, namely R-layer, G-layer, B-layer.

2.2. Extraction of first-order statistical features
First-order statistical feature extraction is a feature retrieval method based on the characteristics of the image histogram by ignoring the relationship between neighbouring pixels. First-order statistical feature extraction by calculating color features from watermelon skin texture images. Color features can be obtained through statistical calculations such as mean, variance, skewness, and kurtosis.

Mean is a measure of image dispersion regarding the color distribution of an image. Variance expressed widely spread distribution. The square of the variance square is called the standard deviation. Variance shows the variation of elements in an image. Skewness or inclination expresses a measure of asymmetry. The distribution is said to be left-leaning if it has a skewness value in the form of a negative number. Conversely, the distribution is said to be leaning right if it has a skewness value in the form of a positive number. Kurtosis is a measure that shows the distribution of data that is tapered or collected.

2.3. K-Nearest Neighbour
The K-Nearest Neighbour method is one of the nearest neighbour (NN)-based methods that can be used to compare values from histograms [10]. The K value used here states the number of closest neighbours involved in determining the prediction of class labels on the test data. From K the closest neighbour chosen is then voting class from the nearest neighbour. The class with the highest number of neighbouring sounds is given as a prediction class label on the test data. K-Nearest Neighbour is one of the methods used in classification.

The working principle of K-Nearest Neighbour is to find the closest distance between the data that will be evaluated with the closest neighbouring K in the training data.

3. Results and Discussion
The test was carried out with a number of 100 images, of which 70 were for training data and 30 for testing data. Examples of watermelon skin images are shown in Figure 1.
The initial stage in this study is to change the RGB image to grayscale. Based on the grayscale image, the histogram equalization process is then carried out. The histogram equalization image results as shown in Figure 2.

First-order statistical feature extraction includes mean values, variances, skewness, and kurtosis. Some examples of the results of the calculation of first-order statistical feature extraction are shown in Table 1.

| Data       | Mean    | Variance           | Skewness | Kurtosis  |
|------------|---------|--------------------|----------|-----------|
| raw fruit 1| 4700    | 2520191123         | -0.56743 | -2.92653  |
| raw fruit 2| 2355    | 2162546617         | -0.15793 | -2.91873  |
| raw fruit 3| 1353    | 1345353445         | -0.23446 | -2.96454  |
| raw fruit 4| 3284    | 1774514534         | -0.49763 | -2.90486  |
| raw fruit 5| 4354    | 1985783475         | -0.48546 | -2.92848  |
| ripe fruit 1| 1261    | 59763              | -0.80735 | -2.99893  |
| ripe fruit 2| 307     | 158984             | -0.70742 | -2.99325  |
| ripe fruit 3| 875     | 194334             | -0.59623 | -2.91546  |
| ripe fruit 4| 1112    | 67488              | -0.84533 | -2.99877  |
| ripe fruit 5| 1174    | 58453              | -0.87463 | -2.99856  |

Based on the testing of the classification process using the value of K = 3 as shown in Table 2.
Table 2. The calculation of first-order statistical feature extraction

| Test Data | Class | Result | Test Data | Class | Result |
|-----------|-------|--------|-----------|-------|--------|
| 1         | raw fruit | raw fruit | TRUE | 16    | ripe fruit | ripe fruit | TRUE |
| 2         | raw fruit | raw fruit | TRUE | 17    | ripe fruit | ripe fruit | TRUE |
| 3         | raw fruit | ripe fruit | FALSE | 18    | ripe fruit | ripe fruit | TRUE |
| 4         | raw fruit | raw fruit | TRUE | 19    | ripe fruit | ripe fruit | TRUE |
| 5         | raw fruit | raw fruit | TRUE | 20    | ripe fruit | ripe fruit | TRUE |
| 6         | raw fruit | raw fruit | TRUE | 21    | ripe fruit | ripe fruit | TRUE |
| 7         | raw fruit | raw fruit | TRUE | 22    | ripe fruit | ripe fruit | TRUE |
| 8         | raw fruit | ripe fruit | FALSE | 23    | ripe fruit | ripe fruit | TRUE |
| 9         | raw fruit | raw fruit | TRUE | 24    | ripe fruit | ripe fruit | TRUE |
| 10        | raw fruit | raw fruit | TRUE | 25    | ripe fruit | ripe fruit | TRUE |
| 11        | raw fruit | ripe fruit | FALSE | 26    | ripe fruit | raw fruit | FALSE |
| 12        | raw fruit | raw fruit | TRUE | 27    | rip fruit | ripe fruit | TRUE |
| 13        | raw fruit | raw fruit | TRUE | 28    | ripe fruit | ripe fruit | TRUE |
| 14        | raw fruit | raw fruit | TRUE | 29    | ripe fruit | ripe fruit | TRUE |
| 15        | raw fruit | raw fruit | TRUE | 30    | ripe fruit | ripe fruit | TRUE |

Table 2 shows that the correct results represent the corresponding values based on the actual class and the system, while the wrong values represent the inappropriate class between the actual class and the system class. Based on the results of testing using the k-nearest neighbour method of 30 test images, 26 images were correctly classified according to the actual class. From the results of this test, the system accuracy is $26/30 = 86.66\%$.

4. Conclusion
Based on the results of testing carried out for the watermelon maturity classification process based on first-order statistical characteristics using k-nearest neighbour, the system accuracy was 86.66%.
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