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1. Introduction

Recently, various complex-valued network models with or without time delays have been studied [1-4,6-20]. For example, Ji et al. have investigated the following complex-valued Wilson-Cowan neural network model:

\[ \begin{align*}
    w_1'(t) &= -w_1(t) + a_1g(w_1(t)) + a_2g(w_2(t - \tau)) + P \\
    w_2'(t) &= -w_2(t) + a_3g(w_1(t - \tau)) + a_4g(w_2(t)) + Q 
\end{align*} \]  

(1)

By using proper translations and coordinate transformations, system (1) has been decomposed the functions \( g(w_1) \), \( g(w_2) \) and \( a_1, a_2, a_3, a_4 \) into their real and imaginary parts, thus an equivalent real-valued system has been constructed. Then, the sufficient conditions for the Hopf bifurcation and its directions were provided [1]. Hang et al. have investigated a two-node network system as follows [2]:

\[ \begin{align*}
    Dz_1(t) &= -\mu z_1(t) + \alpha f\left( z_1(t - \tau) \right) + \beta f\left( z_2(t - \tau) \right) \\
    Dz_2(t) &= -\mu z_2(t) + \alpha f\left( z_1(t - \tau) \right) + \beta f\left( z_2(t - \tau) \right) 
\end{align*} \]  

(2)

About the dynamical behaviors, local asymptotical stability and the Hopf bifurcation were studied, the important conditions of emergence of bifurcation were also given. Li et al. [3] extended a real-valued network model into a complex-valued model as the following:
Regarding the discrete time delay as the bifurcating parameter, the problem of the Hopf bifurcation in the newly-proposed complex-valued neural network model was investigated under the assumption that the activation function can be separated into its real and imaginary parts. Based on the normal form theory and center manifold theorem, some sufficient conditions which determine the direction of the Hopf bifurcation and the stability of the bifurcating periodic solutions were established. Zhang et al. have considered a complex value delayed Hopfield neural networks model:

\[ f_{xy}(x,y) = \begin{cases} f_{xx}(x) + f_{yy}(y) & \text{if } x, y \text{ are real numbers,} \\
\end{cases} \]

\[ f_{xy}(x,y) = \begin{cases} f_{xx}(x) + f_{yy}(y) & \text{if } x, y \text{ are real numbers,} \\
\end{cases} \]

\[ f_{xy}(x,y) = \begin{cases} f_{xx}(x) + f_{yy}(y) & \text{if } x, y \text{ are real numbers,} \\
\end{cases} \]

In this paper, we extend a real six-neuron network to the following complex-valued model:

\[ \begin{align*}
\dot{z}_1(t) &= (a_1 + ib_1)z_1(t) + (c_1 + id_1)f(z_1(t)) + (m_{11} + in_{11})f(w_1(t - \tau)) \\
\dot{z}_2(t) &= (a_2 + ib_2)z_2(t) + (c_2 + id_2)f(z_2(t)) + (m_{12} + in_{12})f(w_2(t - \tau)) \\
\dot{z}_3(t) &= (a_3 + ib_3)z_3(t) + (c_3 + id_3)f(z_3(t)) + (m_{13} + in_{13})f(w_3(t - \tau)) \\
\dot{z}_4(t) &= (a_4 + ib_4)z_4(t) + (c_4 + id_4)f(z_4(t)) + (m_{14} + in_{14})f(w_4(t - \tau)) \\
\dot{z}_5(t) &= (a_5 + ib_5)z_5(t) + (c_5 + id_5)f(z_5(t)) + (m_{15} + in_{15})f(w_5(t - \tau)) \\
\dot{z}_6(t) &= (a_6 + ib_6)z_6(t) + (c_6 + id_6)f(z_6(t)) + (m_{16} + in_{16})f(w_6(t - \tau)) \\
\end{align*} \]

where \( z_k = x_k + iy_k, k = 1, 2, ..., 6 \) are real numbers, \( f_{kj} \) are activation functions, \( k, j = 1, 2, ..., 6 \). We will discuss the dynamic behavior of the solutions of system (5).

We point out that the bifurcating method is not easy to deal with system (5) if all \( a_j, b_j, m_{kj}, n_{kj} \) are different real numbers. In this paper, by means of the mathematical analysis method, we discuss the periodic oscillation for system (5). For convenience, let \( f_{kj}(t - \tau) = \int_0^{\tau} f_{kj}(t - \tau) \), then the complex-valued system (5) can be expressed by separating it into real and imaginary parts as the following:

\[ \begin{align*}
\dot{x}_1(t) &= a_1x_1(t) + b_1y_1(t) + m_{11}x_1(t - \tau) + m_{12}x_2(t - \tau) + m_{13}x_3(t - \tau) + m_{14}x_4(t - \tau) + m_{15}x_5(t - \tau) + m_{16}x_6(t - \tau) \\
\dot{y}_1(t) &= c_1x_1(t) + d_1y_1(t) + n_{11}x_1(t - \tau) + n_{12}x_2(t - \tau) + n_{13}x_3(t - \tau) + n_{14}x_4(t - \tau) + n_{15}x_5(t - \tau) + n_{16}x_6(t - \tau) \\
\end{align*} \]

Therefore, in order to discuss the periodic solution of model (5), we only consider the periodic solution of system (6). Suppose that the derivative of \( f_{kj}(t) \) with respect to \( x_j \) and \( y_j \) exist, continuous, and \( f_{kj}(0) = 0, f_{kj}'(0) = 0 \). Then the linearized system of (6) is the following:

\[ \begin{align*}
\dot{x}_j(t) &= a_jx_j(t) + b_jy_j(t) + m_{1j}x_j(t - \tau) + m_{2j}y_j(t - \tau) + m_{3j}x_j(t - \tau) + m_{4j}y_j(t - \tau) + m_{5j}x_j(t - \tau) + m_{6j}y_j(t - \tau) \\
\dot{y}_j(t) &= c_jx_j(t) + d_jy_j(t) + n_{1j}x_j(t - \tau) + n_{2j}y_j(t - \tau) + n_{3j}x_j(t - \tau) + n_{4j}y_j(t - \tau) + n_{5j}x_j(t - \tau) + n_{6j}y_j(t - \tau) \\
\end{align*} \]

The matrix form of system (7) is the following:

\[ U'(t) = AU(t) + BU(t - \tau) \]

where \( U(t) = [x_1(t), y_1(t), ..., x_6(t), y_6(t)]^T, U(t - \tau) = [x_1(t - \tau), y_1(t - \tau), ..., x_6(t - \tau), y_6(t - \tau)]^T \). Both A and B are 12 by 12 matrices as follows:

\[ A = \begin{pmatrix} \end{pmatrix}, B = \begin{pmatrix} \end{pmatrix}. \]
2. Preliminaries

Lemma 1 Assume that \( a_j > 0, b_j > 0, f^{(k)}(0, 0) = 0, f^{(j)}(0, 0) = 0 \), \( f^{(k)}(x_j, y_j) > 0, f^{(j)}(x_j, y_j) > 0 \) when \( x_j > 0, y_j > 0 \), while \( f^{(k)}(x_j, y_j) < 0, f^{(j)}(x_j, y_j) < 0 \) when \( x_j < 0, y_j < 0 \) \((k, j = 1, 2, \ldots, 6)\). C\( = A + B \) is a nonsingular matrix, then system (6) has a unique equilibrium.

Proof An equilibrium \( U^* = [x_1^*, y_1^*, \ldots, x_6^*, y_6^*]^T \) of system (8) is a constant solution of the following algebraic equation:

\[
AU^* + BU^* = CU^* = 0
\]

If \( C = A + B \) is a nonsingular matrix, then system (9) only has zero solution according to the linear algebra basic theorem. Noting that \( f^{(k)}(0, 0) = 0, f^{(j)}(0, 0) = 0 \) \((k, j = 1, 2, \ldots, 6)\). Therefore, zero is a solution of system (6). Obviously, zero is the unique equilibrium of system (6) since \( f^{(k)}(x_j, y_j) > 0, f^{(j)}(x_j, y_j) > 0 \) when \( x_j > 0, y_j > 0 \), while \( f^{(k)}(x_j, y_j) < 0, f^{(j)}(x_j, y_j) < 0 \) when \( x_j < 0, y_j < 0 \) \((k, j = 1, 2, \ldots, 6)\). Then all solutions of system (6) are uniformly bounded.

Lemma 2 Assume that \( f^{(k)}(x_j, y_j), f^{(j)}(x_j, y_j) \; (k, j = 1, 2, \ldots, 6) \) are continuous bounded functions, \( a_j > 0, b_j > 0 \) \((k, j = 1, 2, \ldots, 6)\). Then all solutions of system (6) are uniformly bounded.

Proof Since \( f^{(k)}(x_j, y_j), f^{(j)}(x_j, y_j) \; (k, j = 1, 2, \ldots, 6) \) are continuous bounded functions, then from system (6) we have

\[
\begin{align*}
-x_t^j(t) & \leq -a_j x_t^j(t) + b_j x_t^j(t) + N_{ij} \\
y_t^j(t) & \leq -b_j y_t^j(t) - a_j y_t^j(t) + N_{ij}
\end{align*}
\]

where \( N_{ij}, N_{ij} \) are some positive constants. It is easily to see that all solutions of system (10) are uniformly bounded with \( a_j > 0, b_j > 0 \) \((k, j = 1, 2, \ldots, 6)\), implying that all solutions of system (6) are uniformly bounded.

3. Main Results

It is known that the instability of the trivial solution of system (7) guarantees the instability of the trivial solution of system (6). Thus, we have the following theorems.

Theorem 1 Assume that Lemma 1 and Lemma 2 hold for selecting parameter values of \( a_j, b_j, m_{ij}, n_{ij} \; (k, j = 1, 2, \ldots, 6) \). Let the eigenvalues of matrices \( A, B \) be \( \alpha_j, \beta_j \; (j = 1, 2, \ldots, 6) \) respectively. If there exists at least one eigenvalue \( \beta_k, k \in \{1, 2, \ldots, 6\} \) such that

\[
\beta_k > 0 \quad \text{or} \quad \text{Re} (\beta_j) > a_k, \quad \text{where} \quad a_k = \min_{1 \leq j \leq 6} \{ -a_j \}. \quad \text{Then system (6) generates a periodic oscillatory solution.}
\]

Proof Obviously, we only need to consider the instability of the trivial solution of system (7). Suppose that the eigenvalues of matrix \( \Lambda \) are \( \alpha_j \) then \( \alpha_1 = a_1 + ib_1, \alpha_2 = a_2 + ib_2, \ldots, \alpha_6 = a_6 + ib_6 \). Therefore, the characteristic equation corresponding to system (8) is the following

\[
\prod_{j=1}^{12} (\lambda - a_j - \beta e^{-j\lambda}) = 0 \quad (11)
\]

Noting that \( \text{Re} (\alpha_j) = -a_j < 0 \), and there exists some \( \beta_k > 0 \) or \( \text{Re} (\beta_j) > a_k \) thus system (11) has a positive real eigenvalue or an eigenvalue which has a positive real part. Therefore, the trivial solution of system (8) (or (7)) is unstable according to the basic result of delayed differential equation, implying that the trivial solution of system (6) is unstable. Since system (6) has a unique equilibrium point and all solutions are bounded, based on the extended Chafee’s criterion \([21, 22]\), this instability of the trivial solution will force system (6) to generate a limit cycle, namely, a periodic oscillatory solution.

Now set \( \sigma = \max_{1 \leq j \leq 6} \{ -a_j - b_j \}, \quad b_j = \max_{1 \leq j \leq 6, 1 \leq i \leq 12} \sum_{1 \leq j \leq 6} lb_{ij} \).

Then we have

Theorem 2 Assume that Lemma 1 and Lemma 2 hold for selecting parameter values of \( a_j, b_j, m_{ij}, n_{ij} \; (k, j = 1, 2, \ldots, 6) \). If

\[
\sigma + b > 0 \quad (12)
\]

Then the unique equilibrium point of system (6) is unstable, implying that system (6) generates a periodic oscillatory solution.

Proof Similar to Theorem 1, we show that the trivial solution of system (7) is unstable, then the trivial solution of system (6) also is unstable. In system (7), let \( v(t) = \sum_{j=1}^{6} (x_j(t) + y_j(t)) \), then we have
\[
\frac{dv(t)}{dt} \leq \sigma v(t) + bv(t - \tau) \tag{13}
\]

Corresponding to equation (13), we consider the following equation
\[
\frac{dw(t)}{dt} = \sigma w(t) + bw(t - \tau) \tag{14}
\]

The characteristic equation associated with equation (14) is
\[
\lambda = \sigma + be^{-\lambda t} \tag{15}
\]

We claim that there exists a positive root of (15). Let \( f(\lambda) = \lambda - \sigma - be^{-\lambda t} \). Obviously, \( f(\lambda) \) is a continuous function of \( \lambda \). When \( \lambda = 0 \), we get \( f(0) = -\sigma - b = -((\sigma + b) < 0 \) since \( \sigma + b > 0 \). On the other hand, there exists a suitably large \( \lambda \), say \( \lambda_1 > 0 \) such that \( f(\lambda_1) = \lambda_1 - \sigma - be^{-\lambda_1 t} > 0 \) since \( \lim_{\lambda \to \infty} e^{-\lambda t} = 0 \). Based on the Intermediate Value Theorem, there exists a \( \lambda_0 \in (0, \lambda_1) \) such that \( f(\lambda_0) = \lambda_0 - \sigma - be^{-\lambda_0 t} = 0 \). In other words, \( \lambda_0 \) is a positive characteristic root of equation (15). Therefore, the trivial solution of equation (14) is unstable. Noting that \( v(t) \leq w(t) \). So the instability of the trivial solution of (14) implies that the trivial solution of system (7) (thus system (6)) is unstable. This instability of the trivial solution such that system (6) has a limit cycle, namely, a periodic oscillatory solution.

4. Simulation Result

This simulation is based on system (6). We first select the parameters as \( a_1=0.45, a_2=0.65, a_3=0.48, a_4=0.35, a_5=0.25, a_6=0.18, b_1=0.24, b_2=0.56, b_3=0.24, b_4=0.32, b_5=0.45, b_6=0.32; m_{14}=0.56, m_{15}=0.42, n_{14}=0.12, n_{15}=0.32, m_{24}=-0.65, m_{25}=0.36, m_{26}=0.55, n_{24}=0.32, n_{25}=0.48, n_{26}=0.25 m_{34}=0.65, m_{35}=0.45, n_{34}=0.36, n_{35}=0.36, m_{41}=0.35, m_{42}=0.58, n_{41}=0.35, n_{42}=0.65, m_{51}=0.68, m_{52}=0.56, m_{53}=0.32, n_{51}=0.45, n_{52}=0.25, n_{53}=0.25, m_{62}=0.48, m_{63}=0.32, n_{62}=0.12, n_{63}=0.18 \). The activation functions are as in Figure 3, time delay is 0.5. We see that \( \sigma = 0.5, b = 7.44 \). Therefore, \( \sigma + b > 0 \) holds. Based on Theorem 2, there exists a periodic oscillatory solution (see Figure 4).

![Figure 1. Oscillation of the solutions, activation function: tanh (x), time delay: 0.5.](image-url)
5. Conclusions

The paper has discussed the oscillatory behavior of the solutions for a complex-valued neural network model with discrete delay. By means of the mathematical analysis method, two criteria to guarantee the existence of periodic oscillatory solution are provided which are easy to be checked. In this network, we decomposed the activation functions and connection weights into their real and imaginary parts, so as to discuss an equivalent real-valued system. The activation

Figure 2. Oscillation of the solutions, activation function: tanh (z), time delay: 1.5.

Figure 3. Oscillation of the solutions, activation function: arctan (z), time delay: 0.5.

Figure 4. Oscillation of the solutions, activation function: arctan (z), time delay: 0.6.
functions affect the oscillatory behavior slightly.

**Conflict of Interest**

The author declares no conflict of interest.

**References**

[1] Ji, C.H., Qiao, Y.H., Miao, J., Duan, L.J., 2018. Stability and Hopf bifurcation analysis of a complex-valued Wilson-Cowan neural network with time delay. Chaos, Solitons and Fractals. 115, 45-61.

[2] Huang, C.D., Cao, J.D., Xiao, M., Alsaeedi, A., Hayat, T., 2017. Bifurcation in a delayed fractional complex-valued neural network. Applied Mathematics and Computation. 292, 210-227.

[3] Li, L., Wang, Z., Li, Y.X., Shen, H., Lu, J.W., 2018. Hopf bifurcation analysis of a complex-valued neural network model with discrete and distributed delays. Applied Mathematics and Computation. 330, 152-169.

[4] Zhang, C.R., Sui, Z.Z., Li, H.P., 2017. Equivariant bifurcation in a complex-valued neural network rings. Chaos, Solitons and Fractals. 98, 22-30.

[5] Wang, T.S., Cheng, Z.S., Bu, R., Ma, R.S., 2019. Stability and Hopf bifurcation analysis of a simplified sex-neuron tridiagonal two-layer neural network model with delays. Neurocomputing. 332, 203-314.

[6] Dai, J.H., Lia, Y.W., Xiao, Jia, L., Liao, Q., Li, J.C., 2021. Comprehensive study on complex-valued ZNN models activated by novel nonlinear functions for dynamic complex linear equations. Information Sciences. 561, 101-104.

[7] Han, M., Cheng, P.Z., Ma, S.D., 2021. PPM-IVIDS: Privacy protection model for in-vehicle intrusion detection system based on complex-valued neural network. Vehicular Communications. 31, 100374.

[8] Yan, W.J., Yang, L., Yang, X., Ren, W.X., 2019. Statistical modeling for fast Fourier transform coefficients of operational vibration measurements with non-Gaussianity using complex-valued t distribution. Mechanical Systems and Signal Processing. 132, 293-314.

[9] Feng, L., Hu, C., Yu, J., Jiang, H.J., Wen, S.L., 2021. Fixed-time synchronization of coupled memristive complex-valued neural networks. Chaos, Solitons and Fractals. 148, 110993.

[10] Samidurai, R., Sriraman, R., Zhu, S., 2019. Leakage delay-dependent stability analysis for complex-valued neural networks with discrete and distributed time-varying delays. Neurocomputing. 338, 262-273.

[11] Sriraman, R., Cao, Y., Samidurai, R., 2020. Global asymptotic stability of stochastic complex-valued neural networks with probabilistic time varying delays. Mathematics and Computer in Simulation. 171, 103-118.

[12] Wang, P.F., Wang, X.L., Su, H., 2019. Stability analysis for complex-valued stochastic delayed networks with Markovian switching and impulsive effects. Commun. Nonlinear Sci. Numer. Simul. 731, 35-51.

[13] Guo, R., Zhang, Z., Liu, X., Lin, C., 2017. Existence, uniqueness, and exponential stability analysis for complex-valued memristor-based BAM neural networks with time delays. Applied Mathematics and Computation. 311, 100-117.

[14] Popa, C.A., 2020. Global stability of neutral-type impulsive complex-valued BAM neural networks with leakage delay and unbounded time-varying delays. Neurocomputing. 376, 73-94.

[15] Wang, P.F., Zou, W.Q., Su, H., Feng, J.Q., 2019. Exponential synchronization of complex-valued delayed coupled systems on networks with aperiodically on-off coupling. Neurocomputing. 369, 155-165.

[16] Kan, Y., Lu, J.Q., Qiu, J.L., Kurths, J., 2019. Exponential synchronization of time-varying delayed complex-valued neural networks under hybrid impulsive controllers. Neural Networks. 114, 157-163.

[17] Li, L., Shi, X.H., Liang, J.L., 2019. Synchronization of impulsive coupled complex-valued neural networks with delay: The matrix measure method, Neural Networks. 117, 285-294.

[18] Hu, C., He, H.B., Jiang, H.J., 2020. Synchronization of complex-valued dynamic networks with intermittently adaptive coupling: A direct error method. Automatica. 112, 108675.

[19] Yu, J., Hu, C., Jiang, H.J., Wang, L.M., 2020. Exponential and adaptive synchronization of inertial complex-valued neural networks: A non-reduced order and non-separation approach, Neural Networks. 124, 50-59.

[20] Xu, W., Zhu, S., Fang, X.Y., Wang, W., 2019. Adaptive anti-synchronization of memristor-based complex-valued neural networks with time delays. Physica A. 535, 122427.

[21] Chafee, N., 1971. A bifurcation problem for a functional differential equation of finitely retarded type. Journal of Mathematical Analysis and Applications. 35, 312-348.

[22] Feng, C.H., Plamondon, R., 2012. An oscillatory criterion for a time delayed neural ring network model. Neural Networks. 29, 70-79.