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Abstract

A continuum model of frustrated ferromagnets is analyzed in detail in the regime of low applied magnetic field, $H_0 < 1/4$, where the ground state is a spatially varying conical spiral. By changing variables to a corotating spin field, the model is reformulated as a gauged sigma model in a fixed background gauge, allowing the construction of stable isolated Skyrmions, and stable multi-Skyrmion clusters, which approach the conical ground state at spatial infinity. Owing to the spatial anisotropy induced by the ground state, these Skyrmions exhibit only discrete symmetries, and are of neither Néel nor Bloch type. These Skyrmions are continuously connected to the more familiar solutions in the high field regime ($H_0 > 1/4$), acquiring axial symmetry in the limit $H_0 \to 1/4$. The propagation of small amplitude spin waves through the conical ground state is also analyzed and is found to depend strongly on both $H_0$ and propagation direction relative to the ground state. In contrast to spin waves in the high field regime ($H_0 > 1/4$) there is no spectral gap: waves may propagate with any angular frequency.

1 Introduction

Magnetic Skyrmions are the subject of intense experimental and theoretical study both for their potential applications to data storage [3] and as an experimentally accessible exemplar of topological solitons [8, 14]. The basic Heisenberg model of ferromagnets cannot support stable Skyrmions owing to its instability to scaling variations; some extra mechanism is required to evade Derrick’s theorem [2] and stabilize against collapse. Generically, this is provided by the Dzyaloshinsky-Moriya interaction [1] which is first order in spatial derivatives and, crucially, can be negative. In magnetic materials with inversion symmetry, the DMI vanishes identically, so an alternative stabilization mechanism is required. One possibility is magnetic frustration: spins interact ferromagnetically with near neighbours, but antiferromagnetically with more
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distant spins [13, 9, 6]. In the continuum limit, such systems are described [7] by an energy with terms both quadratic and quartic in derivatives,

\[ E(s) = \int_{\Omega} \left( |I_1| \Delta s|^2 + I_2 |\nabla s|^2 - H_0 s_3 \right) dx_1 dx_2. \]  

(1.1)

Here we imagine a thin sample of material occupying a very large region \( \Omega \) in the plane \( x_3 = 0 \), described by a unit length spin field \( s(x_1, x_2) \) subject to an applied magnetic field \( H = (0, 0, H_0) \). \( I_1, I_2 \) are real parameters depending on the lattice geometry and relative strengths of the competing interactions. If the long-range repulsive interaction is sufficiently strong in comparison with the short-range attraction, then \( I_1 > 0 \) while \( I_2 < 0 \) [7]. By choosing length, energy and magnetic field units appropriately we may, and henceforth will, assume that \( I_1 = -I_2 = 1/2 \).

If \( H_0 \geq 1/4 \) the ground state of this system (by which we mean the configuration with lowest constant energy density) is the spin polarized state, \( s = (0, 0, 1) \), with energy density \( \mathcal{E}_{s-p} = -H_0 \). Magnetic Skyrmions [7, 6], and even three-dimensional knot solitons [12], have been extensively studied in this regime. In this paper, we examine the low field regime \( 0 \leq H_0 < 1/4 \), where it appears Skyrmions have not yet been constructed. There is a good reason for this: when \( 0 \leq H_0 < 1/4 \), the ground state of this system is not the constant field \( s = e_3 \), but rather a spatially varying conical spiral field [6]. It is useful for us to write down this field in a particular form. For each \( \alpha \in \mathbb{R} \) let \( R(\alpha) \) denote the \( SO(3) \) matrix producing rotation by \( \alpha \) about the \( x_3 \) axis,

\[ R(\alpha) = \begin{pmatrix} \cos \alpha & -\sin \alpha & 0 \\ \sin \alpha & \cos \alpha & 0 \\ 0 & 0 & 1 \end{pmatrix}. \]  

(1.2)

Then the conical ground state is

\[ s_0(x) = R(k \cdot x) u_0, \]  

(1.3)

where \( k = (k_1, k_2) \) is any vector of length \( k = 1/\sqrt{2} \), and \( u_0 \) is the constant unit vector \( u_0 = \left( \left( 1 - 16H_0^2 \right)^{1/2}, 0, 4H_0 \right) \). This has energy density \( \mathcal{E}_0 = -(1 + 16H_0^2)/8 < \mathcal{E}_{s-p} \). The direction of \( k \) is arbitrary, but once chosen, this breaks the rotational invariance of the plane \( x_3 = 0 \). As we will see, this has strong effects on the system. Henceforth, without loss of generality, we will choose \( k = (k, 0) \), aligning the conical ground state along the \( x_1 \) axis.

“Skyrmions” in the regime \( 0 \leq H_0 < 1/4 \) should approach the conical ground state as \( |x| \to \infty \), not the constant value \( e_3 \). This introduces a technical difficulty: since \( s \) is not asymptotically constant, its topological degree (which should be 1, or \(-1\), depending on an orientation convention) is undefined. What we seek is a topological defect sitting “on top of” the conical ground state, which should obey \( |s(x) - s_0(x)| \to 0 \) as \( |x| \to \infty \) and should minimize the normalized energy

\[ E = \int_{\mathbb{R}^2} (\mathcal{E} - \mathcal{E}_0) dx_1 dx_2 = \int_{\mathbb{R}^2} \left( \frac{1}{2} |\Delta s|^2 - \frac{1}{2} |\nabla s|^2 + \frac{1}{8} |s - 4H_0 e_3|^2 \right) dx_1 dx_2 \]  

(1.4)

among all fields in its homotopy class. Determining the homotopy class and implementing the boundary conditions are, at first sight, daunting problems. Both are, in fact, easily
solved by switching to a corotating reference frame for the spin field. That is, we define \( u : \mathbb{R}^2 \to S^2 \subset \mathbb{R}^3 \) such that
\[
s(x) = R(kx_1)u(x),
\] (1.5)
and demand that \( u(\infty) = u_0 \). Then the homotopy class of \( s \) is determined by the topological degree of \( u \)
\[
n := \frac{1}{4\pi} \int_{\mathbb{R}^2} \left( u \times \frac{\partial u}{\partial x_1} \right) \cdot \frac{\partial u}{\partial x_2} \, dx_1 dx_2
\] (1.6)
which is well defined and integer valued. Although \( s : \mathbb{R}^2 \to S^2 \) does not extend continuously to the one-point compactification \( \mathbb{R}^2 \cup \{\infty\} \), and so does not have a well-defined topological degree, one can still compute its total topological charge:
\[
\frac{1}{4\pi} \int_{\mathbb{R}^2} \left( s \times \frac{\partial s}{\partial x_1} \right) \cdot \frac{\partial s}{\partial x_2} \, dx_1 dx_2 = \frac{1}{4\pi} \int_{\mathbb{R}^2} \left\{ \left( u \times \frac{\partial u}{\partial x_1} \right) \cdot \frac{\partial u}{\partial x_2} + k \frac{\partial u_3}{\partial x_2} \right\} \, dx_1 dx_2
\]
\[
= n + \frac{k}{4\pi^2} \int_{\mathbb{R}^2} \nabla \cdot (0,0,4H_0) \, dx_1 dx_2 = n
\] (1.7)
by the Divergence Theorem and the boundary condition \( u_3(\infty) = 4H_0 \). So the topological degree \( n \) of \( u \) can also be interpreted as the total topological charge of \( s \).

We shall call a minimizer of \( E \) with \( n = 1 \) (\( n = -1 \)) a Skyrmion (anti-Skyrmion). To find such minimizers, we rewrite \( E \) in terms of the new field \( u \) and minimize over \( u \). Note that our setup is crucially different from [5, 10], which studied Skyrmions in the low field regime of an unfrustrated system with DM term. In that paper, the precession direction of \( s \) is parallel to the applied field, so that on each plane of constant \( x_3 \) the field \( s \) obeys a standard Skyrmion boundary condition (\( s(x_1, x_2, x_3) \to s_0(x_3) \) as \( |(x_1, x_2)| \to \infty \)). In our system, the ground state exhibits precession orthogonal to the applied field.

The rest of this paper is structured as follows. In section 2 we rewrite \( E \) as a functional of \( u \) and reinterpret the system as a gauged sigma model, with fixed gauge field. We derive the Euler-Lagrange equations and prove that \( E(u) \geq 0 \) for all fields satisfying appropriate boundary conditions. In section 3, we use a gradient descent method to numerically minimize \( E(u) \), and hence construct \( n \)-Skyrmions for \( n = 1, 2, \ldots, 8 \) and various \( H_0 \). The orientation \( k = (k, 0) \) of the ground state breaks the rotational symmetry of the system so that these Skyrmions have, at most, a single reflexion symmetry. They are, therefore, very different from the magnetic Skyrmions previously found in the literature. In particular, they cannot meaningfully be classified as being of either Néel or Bloch type. In section 4 we compute the dispersion relation for small amplitude spin waves propagating through the conical ground state, finding strong dependence on \( H_0 \) and the direction of propagation. Finally, in section 5 we make some concluding remarks and suggest interesting extensions of this work.
2 Reformulation in terms of the corotating field

Our first task is to rewrite the model’s energy functional (1.4) in terms of the corotating field \( u := R(kx_1)^{-1}s \). This process simplifies considerably once we note that

\[
\partial_{x_1}s = R(kx_1)(\partial_{x_1}u + kE_3u), \quad \partial_{x_2}s = R(kx_1)\partial_{x_2}u, \quad E_3 := \begin{pmatrix} 0 & -1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}
\]

so \( \nabla s = R(kx_1)D^A u \) where \( D^A = \nabla - AE_3 \) and \( A = -k = (-k, 0) \). This is precisely the gauge covariant derivative of \( u \) with respect to the (constant) gauge field \( A \), where we have gauged rotations of the target two-sphere about the symmetry axis \( e_3 \). Computing further, one sees that

\[
\Delta s = -\nabla^2 s = -R(kx_1)D^A_iD^A_iu = R(kx_1)\Delta_A u
\]

where \( \Delta_A = -D^A_iD^A_i \) is the gauge covariant Laplacian. Hence, the energy, as a functional of \( u \), assumes the form

\[
E(u) = \int_{\mathbb{R}^2} \left( \frac{1}{2} |\Delta_A u|^2 - \frac{1}{2} |D^A u|^2 + \frac{1}{8} |u - 4H_0e_3|^2 \right) dx_1dx_2.
\]

The solutions we seek are critical points of \( E(u) \). That is, given any smooth variation \( u_t \) of \( u = u_{t|t=0} \) of compact support, they must satisfy

\[
\frac{d}{dt} \bigg|_{t=0} E(u_t) = 0.
\]

Let \( \varepsilon = \partial_t u_{t|t=0} \), and note that \( \varepsilon(x_1, x_2) \cdot u(x_1, x_2) \equiv 0 \) since \( |u_t(x_1, x_2)|^2 \equiv 1 \). Hence

\[
\frac{d}{dt} \bigg|_{t=0} E(u_t) = \int_{\mathbb{R}^2} \left( \Delta_A u \cdot \Delta_A \varepsilon - D^A u \cdot D^A \varepsilon + \frac{1}{4} (u - 4H_0e_3) \cdot \varepsilon \right) dx_1dx_2
\]

\[
= \int_{\mathbb{R}^2} \varepsilon \cdot (\Delta^2_A u - \Delta_A u - H_0e_3) dx_1dx_2
\]

where we have used the facts that \( \Delta_A = (D^A)\dagger D^A = \Delta_A^\dagger \) (where \( \dagger \) denotes \( L^2 \) adjoint), and that \( \varepsilon \) has compact support. This integral must vanish for any choice of \( \varepsilon : \mathbb{R}^2 \to \mathbb{R}^3 \) pointwise orthogonal to \( u \). Hence, \( u \) satisfies

\[
P_u (\Delta^2_A u - \Delta_A u - H_0e_3) = 0,
\]

where \( P_u : \mathbb{R}^3 \to T_u S^2 \) denotes orthogonal projection,

\[
P_u(v) := v - (u \cdot v)u.
\]

\textsuperscript{1}We emphasize that this is purely a mathematical device: the gauge field has no physical significance. In particular, it is unrelated to the applied magnetic field. See [11] for another interesting application of synthetic gauge fields to ferromagnets.
Equation (2.6) is the Euler-Lagrange equation for \( E(u) \). Of course, it coincides (after the substitution \( s = R(kx_1)u \)) with the Euler-Lagrange equation derived similarly from (1.4) by varying \( s \).

We seek to solve (2.6) numerically by gradient descent for the functional \( E(u) \). Before doing so, we should check that \( E \) is bounded below: owing to the negative second term, this is not immediately clear. So, let \( \Omega \) be a bounded region of the plane \( x_3 = 0 \) with boundary \( \partial \Omega \), and \( u : \mathbb{R}^2 \to S^2 \). Then, the energy of the field over the region \( \Omega \) is

\[
E_\Omega(u) = \frac{1}{2} \int_\Omega \left( |\Delta u|^2 - |D^4 u|^2 + \frac{1}{4} |u - 4H_0 e_3|^2 \right) \, dx_1 dx_2
\]

\[
= \frac{1}{2} \int_\Omega \left( |\Delta u - \frac{1}{2} (u - 4H_0 e_3)|^2 + (u - 4H_0 e_3) \cdot \Delta u - |D^4 u|^2 \right) \, dx_1 dx_2. \tag{2.8}
\]

An application of Stokes’s Theorem yields the general identity

\[
\int_\Omega \mathbf{v} \cdot \Delta u \, dx_1 dx_2 = \int_\Omega D_i^4 \mathbf{v} \cdot D_i^4 u \, dx_1 dx_2 - \oint_{\partial \Omega} \mathbf{v} \cdot D_i^4 u \, n_i ds \tag{2.9}
\]

where \( n = (n_1, n_2) \) is the outward unit normal to the closed curve \( \partial \Omega \), and \( s \) is an arclength parameter. Exploiting (2.9) in the case \( v = u - 4H_0 e_3 \), we see that

\[
E_\Omega(u) = \frac{1}{2} \int_\Omega |\Delta u - \frac{1}{2} (u - 4H_0 e_3)|^2 \, dx_1 dx_2 - \oint_{\partial \Omega} (u - 4H_0 e_3) \cdot D_i^4 u \, n_i ds. \tag{2.10}
\]

Since \( |u|^2 \equiv 1 \) and \( E_3 \) is skew, \( u \cdot D_i^4 u = 0 \). Furthermore, \( e_3 \cdot E_3 u = -u \cdot E_3 e_3 = 0 \). Hence

\[
E_\Omega(u) = \frac{1}{2} \int_\Omega |\Delta u - \frac{1}{2} (u - 4H_0 e_3)|^2 \, dx_1 dx_2 + 4H_0 \oint_{\partial \Omega} \frac{\partial u_3}{\partial x_i} \, n_i ds. \tag{2.11}
\]

Consider now the case where \( \Omega \) is the disk where \( |x| \leq R \) and \( u(x) \to u_0 \) as \( |x| \to \infty \), so that \( \partial_r u_3 \to 0 \) faster than \( 1/r \). Then the energy of the field on the whole plane is

\[
E(u) = \lim_{R \to \infty} E_\Omega(u) = \frac{1}{2} \int_{\mathbb{R}^2} |\Delta u - \frac{1}{2} (u - 4H_0 e_3)|^2 \, dx_1 dx_2 \geq 0. \tag{2.12}
\]

So every field decaying to \( u_0 \) sufficiently fast (in fact, every field with \( u_3 \) asymptotically constant) has non-negative energy. Furthermore, \( E(u) = 0 \) if and only if

\[
\Delta u - \frac{1}{2} u = 0 \tag{2.13}
\]

where, once again, \( v = u - 4H_0 e_0 \), and we have observed that \( \Delta A e_3 = 0 \). Taking the scalar product of (2.13) with \( e_3 \), we see that \( \Delta v_3 = \frac{1}{2} v_3 \) and the boundary condition implies that \( v_3 \to 0 \) at spatial infinity. The Laplacian on \( \mathbb{R}^2 \) has no decaying eigenfunctions, so \( v_3 \equiv 0 \). Hence \( v = (1 - 16H_0^2)^{1/2}(\cos \chi, \sin \chi, 0) \) for some smooth function \( \chi : \mathbb{R}^2 \to \mathbb{R} \) tending to \( 0 \) at spatial infinity. Substituting this into (2.13) yields a vector-valued PDE

\[
\Delta \chi(-\sin \chi, \cos \chi, 0) + (|d\chi|^2 + 2k\chi_x + k^2)(\cos \chi, \sin \chi, 0) = \frac{1}{2}(\cos \chi, \sin \chi, 0), \tag{2.14}
\]
whose \((-\sin \chi, \cos \chi, 0)\) component implies \(\Delta \chi = 0\) and hence, by virtue of the boundary condition, \(\chi \equiv 0\), that is, \(u(x) = u_0\). Hence, provided \(u \to u_0\) as \(|x| \to \infty\), \(E(u) \geq 0\) with equality if and only if \(u\) is the conical ground state.

This result is subtle. We have not shown that the energy density of our model is non-negative, only that the total energy is non-negative for all fields satisfying an appropriate boundary condition. Since \(E(u)\) coincides with the alternative functional

\[
\tilde{E}(u) = \frac{1}{2} \int_{\mathbb{R}^2} |\Delta_A u - \frac{1}{2}(u - 4H_0e_3)|^2 dx_1 dx_2,
\]

the Euler-Lagrange equation for \(\tilde{E}\) should coincide with (2.6). It is a straightforward exercise to verify that this is true. The general strategy for obtaining the energy bound above was suggested by Harland’s work on the model (1.1) in the high field regime \(H_0 > 1/4\), where the ground state is uniform \(s(x) = e_3\). In this setting, Harland [4] established a topological lower energy bound of the form \(E(s) \geq C(H_0)|n|\) where \(n\) is the topological degree of \(s\) and \(C(H_0)\) is a positive constant depending on \(H_0\), with \(C(1/4) = 0\). It seems likely that a similar bound holds also for \(E(u)\) when \(0 < H_0 < 1/4\), but we have been unable to prove this. As we will see, our numerical results are certainly consistent with such a bound.

### 3 Isolated Skyrmions and Skyrmion clusters

In this section we present numerically generated energy minimizers of degrees \(n = 1, 2, \ldots, 8\), obtained by a gradient descent method. We first discretize the model, placing it on a regular \(N_1 \times N_2\) grid with spacing \(h > 0\) (typical values are \(N_1 = N_2 = 500\) and \(h = 0.2\), and replacing \(\partial_{x_1}, \partial_{x_2}\) and \(\Delta\) by standard difference operators. This yields a discrete approximant \(E_{\text{dis}}\) to the functional \(E(u)\), which we may regard as a function \(E_{\text{dis}} : \mathcal{C} \to \mathbb{R}\), where the discretized configuration space is the manifold \(\mathcal{C} = (S^2)^{N_1N_2} \subset \mathbb{R}^{3N_1N_2}\). We now seek local minima of \(E_{\text{dis}}\) subject to the constraint that \(u = u_0\) on the edge of the computational grid. To find such minima we use arrested Newton flow: we solve Newton’s equation for the motion of a notional “particle” in \(\mathcal{C}\) subject to the potential \(E_{\text{dis}}\),

\[
\dot{u} = -\text{grad} \ E_{\text{dis}}(u),
\]

starting at some initial guess \(u(0)\) with \(\dot{u}(0) = 0\). This flow naturally begins to run “downhill”. After each time step \(t \to t + \delta t\), we check whether \(E_{\text{dis}}(t + \delta t) > E_{\text{dis}}(t)\). If so, we set \(\dot{u}(t + \delta t) = 0\) and restart the flow. The flow terminates at an acceptable approximant to an energy minimizer when every component of \(\text{grad} \ E_{\text{dis}}(u)\) is zero to within a pre-assigned tolerance (we used \(10^{-4}\)). This scheme is robust, simple and much faster than simple gradient flow (solving \(\dot{u} = -\text{grad} \ E_{\text{dis}}\)). An estimate of the numerical error in \(E_{\text{dis}}\) can be obtained by computing the discretized topological charge

\[
n_{\text{dis}} = \frac{h^2}{4\pi} \sum_{i,j} (u_{i,j} \times \partial_1 u_{i,j}) \cdot \partial_2 u_{i,j},
\]

where the derivatives are approximated using a fourth order central finite difference approximation \((\partial_1 u_{i,j} = (-u_{i+2,j} + 8u_{i+1,j} - 8u_{i-1,j} + u_{i-2,j})/(12h), \quad \partial_2 u_{i,j}\) defined similarly), and
Figure 1: Contour plots of a charge one Skyrmion in external field $H_0 = 0.2$. We have plotted the topological charge density, the components $u_1, u_2$ and $u_3$ of the corotating field and the components $s_3, s_1$ and $s_2$ of the original magnetisation field. Note that $s_3 \equiv u_3$ by definition.

Comparing it with the integer $n$. In all the simulations reported here $|n_{dis} - n| < 10^{-4}$. As with any gradient descent method, the final field is a local minimizer of $E_{dis}$. We must start the algorithm with several different choices of initial field to be confident of finding the global energy minimizer.

The charge $n = 1$ energy minimizer for applied field $H_0 = 0.2$ is presented in figure 1. Two striking features are evident: this soliton has very little symmetry, and is quite large, with a long range tail exhibiting nontrivial angular dependence. The core of the soliton occupies a region of width $\approx 9$, which is comparable to the spatial period of the conical ground state, $2\pi/k \approx 8.89$. Outside this core, the field ripples around $u_0$ out to quite a long range. To accommodate this long tail, we need a large computational grid, and to resolve its spatial structure, the grid must be fairly finely discretized.

The lack of symmetry is inevitable. The choice of conical ground state orientation $k = (k, 0)$ and boundary value $u_0$ breaks the $O(2) \times O(2)$ symmetry of the model to only two reflexion symmetries:

\begin{align*}
\mathbf{u}(x_1, x_2) &\mapsto (u_1(-x_1, x_2), -u_2(-x_1, x_2), u_3(-x_1, x_2)) \quad \text{(3.3)} \\
\mathbf{u}(x_1, x_2) &\mapsto \mathbf{u}(x_1, -x_2). \quad \text{(3.4)}
\end{align*}

Of these, (3.3) preserves topological charge $n$, while (3.4) maps $n$ to $-n$. Hence, static solutions with $n \neq 0$ will, at most, be symmetric under the single reflexion symmetry (3.3). We may use (3.4) to obtain charge $-n$ Skyrmions from charge $n$ Skyrmions, and hence, without loss of generality, consider only $n > 0$. 
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Figure 2: Contour plots for charge one Skyrmions in external fields $H_0 = 0.01, 0.1, 0.2$ and 0.248 from left to right. The top row depicts the topological charge density of $u$, the middle row is energy density, while the bottom row shows $s_3 = u_3$. 
Translation symmetry is retained, however, which means that Skyrmions do not have an optimal position relative to the nematic ground state. We can freely translate the Skyrmion in the co-rotating frame, \( u(x_1, x_2) \mapsto u(x_1 - \mu_1, x_2 - \mu_2) \), which corresponds to the Skyrmion’s spin field undergoing translation relative to the ground state coupled with a rotation in the target space,

\[
s(x_1, x_2) \mapsto R(k\mu_1)s(x_1 - \mu_1, x_2 - \mu_2).
\] (3.5)

Figure 2 shows the dependence of the charge 1 Skyrmion on the applied field \( H_0 \). It is important to remember that the boundary condition changes as \( H_0 \) changes, hence the form of \( s_3 \) changes dramatically with \( H_0 \). Note, however, that the size of the soliton core does not vary significantly. These plots also show the energy density of the solutions, and it is interesting to note that there are pockets of negative energy density, meaning regions where the Skyrmion has lower energy density than the conical ground state. As discussed in section 2 this does not contradict our theorem that the total energy is non-negative.

Let us denote by \( E_n \) the energy \( E(u) \) of the lowest energy charge \( n \) solution, and recall that this is, by definition, the energy excess of \( u \) over the conical ground state for \( H_0 < 1/4 \), or the polarized ground state \( u = e_3 \) for \( H_0 \geq 1/4 \). As shown in section 2, \( E_n > 0 \) for all \( n \neq 0 \). Figure 4 presents a plot of \( E_1 \) as a function of \( H_0 \). Note that \( E_1(H_0) \) attains a minimum at \( H_0 \approx 0.135 \), and remains bounded as \( H_0 \to 0^+ \). It also remains bounded as it approaches the critical external field value \( H_0 = 1/4 \) and passes smoothly through this value without the Skyrmion core size changing significantly. It has been suggested elsewhere [7] that a Skyrmion cannot exist for \( H_0 = 1/4 \), but we find that there is nothing preventing this. Figure 3 presents the charge 1 solution for \( H_0 = 1/4 \), which appears to have axial symmetry. Note that our formulation of the energy minimization problem works for all values for \( H_0 \) with the caveat that the boundary value, normalizing energy density and background gauge field are modified to the following piecewise functions of \( H_0 \),

\[
[u_0, \mathcal{E}_0, A] = \begin{cases} 
((1 - 16H_0^2)^{1/2}, 0, 4H_0), & (1 + 16H_0^2)/8, (k, 0)], \\
(0, 0, 1), & -H_0, (0, 0)],
\end{cases} \quad \begin{array}{l}
H_0 \leq \frac{1}{4}; \\
H_0 \geq \frac{1}{4}.
\end{array}
\] (3.6)

We have plotted the field \( s \) in figure 5 for \( H_0 = 0.2 \), which makes it clear that these Skyrmions can be thought of as neither Néel nor Bloch type. The form of the field \( s \) is clearly \( H_0 \) dependent and strongly affected by the anisotropy of the background.

The charge \( n = 2 \) energy minimizer for applied field \( H_0 = 0.2 \) is presented in figure 6. The minimizer is a bound state of two individual Skyrmions, that is, \( E_2 < 2E_1 \), and the field resembles a superposition of two unit Skyrmions sitting a short distance from one another. Note that the direction between the two Skyrmion centres is not a free parameter of this solution, but is determined by the orientation of the background conical ground state.

For higher \( n \) we find a growing number of local energy minima, corresponding to bound states where \( n \) individual Skyrmions position themselves favourably relative to each others’ tails. Figure 7 depicts a selection of these. Such bound states, with given \( n \), tend to have nearly degenerate energy. In figure 8 we plot \( E_n \) and \( E_n/n \) versus \( n \) for \( 1 \leq n \leq 8 \) and \( H_0 = 0.2 \). These data suggest roughly linear energy growth with topological charge, and stability of charge \( n \) Skyrmions against fission into lower charge clusters.
Figure 3: Contour plots of a charge one Skyrmion with critical external field $H_0 = 1/4$. We have plotted the normalized energy density, the components $u_1, u_2$ and $u_3$ of the corotating field and the components $s_3, s_1$ and $s_2$ of the original magnetisation field. Note that $s_3 \equiv u_3$ by definition and that the original spin field $s$ exhibits approximate axial symmetry.

Figure 4: Plot of $E_1$, the normalized energy of a charge one Skyrmion, as a function of the external field strength $H_0$. The critical field value $H_0 = 1/4$ is marked with a dashed line where the solutions change from the known radial Skyrmions ($H_0 > 1/4$) to the nematic Skyrmions discussed in this paper ($H_0 < 1/4$). Note that the boundary conditions and the normalizing energy density are piecewise functions of $H_0$ given in (3.6).
Figure 5: Arrows depicting the spin field $\mathbf{s}$ of the charge one Skyrmion in external field $\mathbf{H} = (0, 0, 0.2)$. The colour indicates the value of $s_3$. Note that the Skyrmion is neither Néel nor Bloch type, due to the anisotropy present.

Figure 6: Contour plot of a charge two energy minimizer in external field $H_0 = 0.2$. We have plotted the topological charge density and components $u_1$, $u_2$ and $u_3$, of the corotating fields $\mathbf{u}$ and the original magnetization fields $s_1$ and $s_2$ (recall $s_3 \equiv u_3$).
Figure 7: Contour plots of the topological charge density for energy minimizers of charge $n = 1, 2, \ldots, 8$ in external field $H_0 = 0.2$. The energy minimizers resemble clusters of single Skyrmions.
Figure 8: Left: a plot of the energy $E_n$ of the charge $n$ minimizers for $n = 1, 2, \ldots, 8$. Note the approximately linear energy growth. Right: energy per unit Skyrmion ($E_n/n$), which one should note decreases with $n$, showing that $n$-Skyrmions are stable against fission into lower charge subclusters.

4 Spin waves

In this section we study the propagation of small amplitude spin waves through the ground state. Time evolution of the spin field $s$, in the absence of applied electric fields and neglecting damping, is governed by the equation

$$s_t = -s \times \text{grad} E(s) = -s \times (\Delta^2 s - \Delta s - H_0 e_3),$$

where we have set the gyromagnetic ratio to unity by an appropriate choice of time unit. If $H_0 > 1/4$ the ground state is spin polarized, $s = e_3$, and small amplitude spin waves take the form $s(x, t) = e_3 + \varepsilon(x, t)$ where $\varepsilon$ is small and, to leading order, is orthogonal to $e_3$. The evolution of $\varepsilon$ is governed by the linearization of (4.1) about $s = e_3$,

$$\varepsilon_t = -e_3 \times (\Delta^2 \varepsilon - \Delta \varepsilon + H_0 \varepsilon),$$

where $\varepsilon = (\varepsilon_1, \varepsilon_2, 0)$. This coupled pair of PDEs for $(\varepsilon_1, \varepsilon_2)$ which can be conveniently written as a single complex valued PDE for $\varepsilon = \varepsilon_1 + i\varepsilon_2$:

$$\varepsilon_t = -i(\Delta^2 \varepsilon - \Delta \varepsilon + H_0 \varepsilon).$$

Equation (4.3) supports travelling waves of the form $\varepsilon(x, t) = \exp(\pm i(m \cdot x - \omega t))$ provided the frequency $\omega$ and wavevector $m = (m_1, m_2)$ satisfy the dispersion relation

$$\omega = \pm(|m|^4 - |m|^2 + H_0) = \pm \left[ \left( |m|^2 - \frac{1}{2} \right)^2 + \left( H_0 - \frac{1}{4} \right) \right].$$
Note that the dispersion relation is isotropic ($\omega$ depends only on $|m|$) and consists of a symmetric pair of “Mexican hats” which approach one another and touch in the limit $H_0 \to 1/4$ from above.

We seek to repeat this analysis in the regime $0 < H_0 < 1/4$, where the ground state is conical. The first task is to rewrite the evolution equation (4.1) in terms of the corotating field $u(x, t) = R(k_1 x_1)^{-1}s(x, t)$. One finds that

$$u_t = -u \times (\Delta^2 u - \Delta_A u - H_0 \epsilon_3).$$

We seek small amplitude travelling wave solutions to this equation about the conical ground state, $u = u_0 = (a, 0, b)$ with $b = 4H_0$ and $a = \sqrt{1 - b^2}$. These take the form $u(x, t) = u_0 + \epsilon(x, t)$ where $\epsilon$ is valued in $T_{u_0} S^2$ (is orthogonal to $u_0$) and satisfies the linearization of (4.5) about the static solution $u = u_0$,

$$\epsilon_t = -u_0 \times (\Delta^2 \epsilon - \Delta_A \epsilon + \frac{1}{4} \epsilon).$$

It is convenient to use the basis

$$w_1 := (0, 1, 0), \quad w_2 := (-b, 0, a),$$

for $T_{u_0} S^2$, noting that $[w_1, w_2, u_0]$ is an oriented orthonormal frame for $\mathbb{R}^3$. Then $\epsilon(x, t) = \epsilon_1(x, t)w_1 + \epsilon_2(x, t)w_2$, and (4.6) is equivalent to the linear PDE system

$$\epsilon_t = -J \left\{ \Delta^2 \epsilon - 16kH_0J\Delta \epsilon_x + K(\Delta \epsilon - 2\epsilon_{xx}) - \Delta \epsilon - \frac{1}{4} K \epsilon + \frac{1}{4} \epsilon \right\},$$

for the two-vector $\epsilon = (\epsilon_1, \epsilon_2)$, where $J, K$ denote the matrices

$$J := \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix}, \quad K := \begin{bmatrix} 1 & 0 \\ 0 & 16H_0^2 \end{bmatrix}.$$  

We choose and fix a wavevector $p = (p_1, p_2)$ and seek solutions which depend only on the linear combination $s = p \cdot x - \omega t$, where $\omega$ is a constant depending on $p$, to be determined. Then $\epsilon(x, t) = \epsilon(s)$ satisfies (4.8) if and only if $\epsilon(s)$ satisfies the ODE system

$$-\omega \epsilon' = -J\{ |p|^4 \epsilon''' + |p|^2 \epsilon'' + \frac{1}{4} \epsilon\} + JK\{ |p|^2 \epsilon'' + 2p_1^2 \epsilon'' + \frac{1}{4} \epsilon\} + 16kH_0 |p|^2 p_1 \epsilon'''.$$

We seek solutions of this system of the form

$$\epsilon(s) = \begin{bmatrix} \alpha_1 \cos s + \alpha_2 \sin s \\ \alpha_3 \cos s + \alpha_4 \sin s \end{bmatrix}$$

where $\alpha \in \mathbb{R}^4$ is a constant vector. Such a mapping $\epsilon : \mathbb{R} \to \mathbb{R}^2$ satisfies (4.10) if and only if $\alpha$ satisfies

$$-\omega \Delta \alpha = -J\{ |p|^4 - |p|^2 + \frac{1}{4} \} \alpha + JK\{ -|p|^2 - 2p_1^2 + \frac{1}{4} \} \alpha - 16kH_0 p_1 |p|^2 \Delta \alpha$$

(4.12)
where $\mathbb{J}$, $\mathbb{K}$, $\mathbb{D}$ are the $4 \times 4$ matrices representing the action of $J$, $K$ and $d/ds$ on $\varepsilon(s)$ as linear maps on $\alpha$, that is

$$
\mathbb{J} = \begin{bmatrix}
0 & -I_2 \\
I_2 & 0 \\
0 & 16H_0^2I_2
\end{bmatrix}, \quad \mathbb{K} = \begin{bmatrix}
I_2 & 0 \\
0 & 16H_0^2I_2
\end{bmatrix}, \quad \mathbb{D} = \begin{bmatrix}
-J & 0 \\
0 & -J
\end{bmatrix}.
$$

(4.13)

Note that $\mathbb{J}^2 = \mathbb{D}^2 = -I_4$. Multiplying (4.12) by $\mathbb{D}$ we see that such a solution exists if and only if $\omega$ is a (real) eigenvalue of the matrix

$$
\Omega = -\left(|p|^2 - \frac{1}{2}\right)^2 \mathbb{D}J - \left(|p|^2 + 2p_1^2 - \frac{1}{4}\right) \mathbb{D}JK + 16kH_0p_1|p|^2I_4.
$$

(4.14)

In summary, the dispersion relation for small amplitude travelling waves propagating through the conical ground state, in the regime $0 < H_0 < 1/4$, is obtained by finding the eigenvalues $\omega(p)$ of the $4 \times 4$ matrix $\Omega(p)$ defined in (4.14) for every wavevector $p \in \mathbb{R}^2$. The spectrum of $\Omega$ appears to be uniformly real and consist of two eigenvalues each of multiplicity two. It can be computed explicitly in some special cases. For example, if we take the limit that $H_0 \to 1/4$ from below, we obtain (since $\mathbb{K} = I_4$ in this case)

$$
\Omega_{1/4} = -(|p|^4 + 2p_1^2)\mathbb{D}J + 4kp_1|p|^2I_4.
$$

(4.15)

The matrix $\mathbb{D}J$ has spectrum $\{-1, -1, 1, 1\}$, so the dispersion relation in this case is

$$
\omega_{1/4}(p) = 4kp_1|p|^2 \pm (|p|^4 + 2p_1^2).
$$

(4.16)

This coincides with the high field dispersion relation (4.4) in the limit $H_0 \to 1/4$ from above, under the identification $m = (p_1 \pm k, p_2)$: both calculations describe small amplitude spin waves about the uniform ground state $e_3$ (the limit of the conical state as $H_0 \to 1/4^-$) but the second calculation, with wavevector $p$, does so relative to a spatially varying basis for $Te_3S^2$ (namely $R(kx_1)e_2$, $-R(kx_1)e_1$) while the first, with wavevector $m$, does so relative to the constant basis $e_1, e_2$. The change of basis accounts for the transformation between the two wavevectors.

The dispersion relations $\omega(p)$ are depicted for a selection of applied fields $0 \leq H_0 \leq 1/4$ in figure 4. Note that there is always a zero mode at $p = 0$, corresponding to the phase degeneracy of the conical ground state (we have chosen $u_0$ in the plane $u_2 = 0$, but any point on the circle $u_3 = 4H_0$ serves equally well), and the spectrum covers the whole real line. In particular, it contains arbitrarily small frequencies: there is no spectral gap in the low field regime. Clearly, the propagation of radiation is anisotropic since $\omega$ depends strongly on the direction of $p$, not just its amplitude.

5 Concluding remarks

In this paper, we have numerically constructed Skyrmions in a simple model of frustrated ferromagnets in the regime of low applied magnetic field ($H_0 < 1/4$) where the system’s ground state is a spatially varying conical spiral $s_0(x)$. These Skyrmions are spatially localized
Figure 9: The dispersion relation for spin-waves propagating through the conical ground state for three different values of the applied magnetic field: (a) $H_0 = 0.25$, (b) $H_0 = 0.1$ and (c) $H_0 = 0$.

topological defects sitting on top of the ground state: as $r \to \infty$, the spin field approaches $s_0(x)$. They have a core width comparable to the spiral period of the ground state, rather long range tails, and possess very little symmetry. Multiple Skyrmions can bind together and form bound states with lower and lower energy per unit topological charge. In the limit $H_0 \to 1/4$, unit Skyrmions connect continuously to the axially symmetric Skyrmions of the high field ($H_0 \geq 1/4$) regime. Finally, we analyzed the propagation of small amplitude spin waves through the conical ground state, finding strong dependence on $H_0$ and propagation direction, and, in contrast to the high field regime, total absence of a spectral gap.

The key to deriving these results was a mathematical trick. We reinterpreted the original field theory as a gauged sigma model for $s$, with trivial gauge field $A = 0$, then changed gauge so that the conical ground state is constant, but the gauge field is non-zero. This allowed us to implement the boundary condition simply, and to make sense of the notion of topological charge.

Several developments of this work immediately suggest themselves. It would be interesting, and pertinent for technological applications, to study how these Skyrmions react to an applied electric field. This question is subtle because, depending on the field’s orientation relative to the ground state, it may change the ground state itself, and this effect should be included in any model of the dynamics. Another interesting dynamical question is whether the absence of a spectral gap in the dispersion relation for spin waves has a qualitative effect on the Skyrmion dynamics. One suspects this absence may amplify the effect of radiative dissipation, making Skyrmions less mobile in the low field regime. In this work we considered only the simplest model of frustrated ferromagnets: many other terms can be added to $E(s)$. One simple but interesting possibility is to add the effect of intrinsic anisotropy to the system, by including an easy axis term $-\kappa (e_3 \cdot s)^2$ to the energy density. The ground state phase diagram (in the $(H_0, \kappa)$ plane) is now much more elaborate [6], and the task of constructing Skyrmions on top of the ground state correspondingly more challenging. Perhaps the most interesting question is whether, in the limit of large $n$, Skyrmions form regular doubly periodic lattices. If so, which field is periodic, $s$ or $u$, or some other gauge transform of $s$? And what is the optimal period lattice? The precession direction of the conical ground state spontaneously breaks the rotational symmetry of the system, so there is no reason, a priori to assume, as is standard, that square or triangular lattices are energetically preferred.
Finally, can the analysis developed here be adapted to chiral ferromagnets, where the DMI term dominates over (or replaces entirely) frustration as the stabilization mechanism? It is striking that Schroers has also recently used gauged sigma models as a mathematical device to analyze ferromagnets [11], in precisely this setting. There are some important differences between his set-up and ours. Ours is an abelian gauge theory, and our connexion (gauge field) is flat and chosen to compensate for the spatial dependence of the ground state. By contrast, Schroers’s gauge theory is nonabelian (gauge group $SU(2)$) and his connexion has constant but nonzero curvature. Furthermore, the form of this connexion is dictated by the structure of the DMI term in the energy, not by the structure of the ground state. It seems likely that the mathematical device of artificially changing gauge in continuum models of magnetic materials will prove to be of wide utility.
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