PROJECTION-BASED FINITE ELEMENTS FOR NONLINEAR FUNCTION SPACES
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Abstract. We introduce a novel type of approximation spaces for functions with values in a nonlinear manifold. The discrete functions are constructed by piecewise polynomial interpolation in a Euclidean embedding space, and then projecting pointwise onto the manifold. We show optimal interpolation error bounds with respect to Lebesgue and Sobolev norms. Additionally, we show similar bounds for the test functions, i.e., variations of discrete functions. Combining these results with a nonlinear Céa lemma, we prove optimal $L^2$ and $H^1$ discretization error bounds for harmonic maps from a planar domain into a smooth manifold. All these error bounds are also verified numerically.
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We investigate the discrete approximation of functions from a Euclidean domain $\Omega$ to a closed embedded submanifold $M$ of $\mathbb{R}^n$, $n \in \mathbb{N}$. Such functions are involved in a variety of partial differential equations (PDEs), from fields like liquid crystal physics [4] and micromagnetics [13]. In these applications, the manifold is $M = S^2$, the unit sphere in $\mathbb{R}^3$. In Cosserat-type material models [29, 30, 36] the manifold is $M = \mathbb{R}^3 \times SO(3)$, where $SO(3)$ is the special orthogonal group. Further examples are the investigation of harmonic maps into manifolds [6], signal processing of manifold-valued signals [32], and the denoising of manifold-valued images [5].

We are interested in functions of Sobolev smoothness. By this we mean functions from spaces $W^{k,p}(\Omega, M) := \{ v \in W^{k,p}(\Omega, \mathbb{R}^n) : v(x) \in M \text{ a.e.} \}$, where we denote by $W^{k,p}(\Omega, \mathbb{R}^n)$ the standard Sobolev space for $k \in \mathbb{N}$ and $p \in [1, \infty]$. Throughout the paper, $\| \cdot \|_{W^{k,p}}$ and $\| \cdot \|_{W^{k,p}}$ will denote the corresponding Sobolev semi norm and full norm of $\mathbb{R}^n$-valued functions, respectively.

Spaces of approximating functions will be constructed by pointwise projection. Given a finite element grid of $\Omega$, and a set of values $c_i \in M \subset \mathbb{R}^n$ at Lagrange points on $\Omega$, we construct nonlinear finite element functions by first interpolating in $\mathbb{R}^n$ by piecewise polynomials in $\mathbb{R}^n$, and then projecting pointwise onto $M$. This results in a finite-dimensional set of functions $V_h(\Omega, M)$ which, as it turns out, is a subspace of $W^{1,p}$ for arbitrary $p \geq 1$. While the approach presented here is based on Lagrangian interpolation in $\mathbb{R}^n$, other linear FE space can be used in principle (see [37] for an example).

The idea to generalize finite elements spaces by a pointwise projection operator has already appeared several times [16, 35, 37]. For functions taking values in...
the special orthogonal group $SO(3)$. Gawlik and Leok have studied $C^1$-norms of interpolation errors [16]. We will extend these results to general closed submanifolds of $\mathbb{R}^n$, and to interpolation errors in Sobolev norms.

To this end, let $Q_{\mathbb{R}^n}$ be the standard nodal interpolation operator for $n$-valued Lagrangian finite elements, and set $Q_M := P \circ Q_{\mathbb{R}^n}$ the interpolation operator with a pointwise projection. For smooth manifolds, approximation qualities can be inferred from the linear ones of $V_h(\Omega, \mathbb{R}^n)$, as we can switch back and forth between discrete functions into $M$ and into $\mathbb{R}^n$ via the definition of $Q_M$ and the identity

$$Q_{\mathbb{R}^n} \circ Q_M = Q_{\mathbb{R}^n}.$$

An alternative proof that uses the Lipschitz continuity of the closest-point projection has been given in [37].

A priori, test functions for manifold-valued settings are defined as variations of particular manifold-valued functions. We show that test functions for functions defined by polynomial interpolation and projection can also be constructed directly, using Euclidean interpolation followed by a projection. We show the same Sobolev interpolation error bounds for these discrete test functions as for the finite element functions themselves.

We then discuss finite element discretizations of PDEs with values in $M$. Prototypically, we focus on harmonic maps from a domain $\Omega$ to $M$, which we regard as minimizers $u$ of the Dirichlet energy in a suitable Sobolev space. The corresponding discrete solution $u_h$ is defined as a local minimizer of the same energy in $V_h(\Omega, M)$, which is well-defined because $V_h(\Omega, M)$ is suitably conforming.

To estimate $\|v_h - u\|_{W^{1,2}}$ we combine a simple nonlinear Céa lemma with the interpolation results for $V_h(\Omega, M)$. To show optimal $L^2$ bounds we use the abstract theory of [23], showing that the four criteria stated there are fulfilled by projection-based finite elements. We will also provide inverse estimates. In classical finite element theory they are used in many proofs, e.g., in Nitsche’s method of weighted norms for uniform convergence estimates [11]. In this work we will use them to justify a priori bounds on discrete minimizers of the harmonic map energy. Both interpolation and discretization error bounds are verified numerically in the two final chapters.

There is one alternative construction for conforming finite element spaces for manifold-valued problems, known as geodesic finite elements [19, 20, 33, 34]. To evaluate the relative merits of the two methods we briefly revisit their theoretical relationship, and we repeat all numerical tests using geodesic finite elements. We observe that while geodesic finite elements yield lower errors, projection-based finite elements can be much faster.
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1. Projection-based finite element spaces

Let $\Omega$ be discretized by a finite union $\mathcal{G}$ of affine-equivalent, regular and quasi-uniform polyhedra $T_h$, such that the closures intersect in common faces. On $\mathcal{G}$ we consider scalar-valued Lagrangian finite element spaces with the nodal basis $(\phi_i)_{i \in I} : \Omega \to \mathbb{R}$ and associated Lagrange points $(\xi_i)_{i \in I} \subset \Omega$.

We will define the space $V_h(\Omega, M)$ of projection-based finite elements as the image of an interpolation operator. First we consider the canonical interpolation operator $Q_{\mathbb{R}^n}$ for continuous functions with values in $\mathbb{R}^n$ into the space $V_h(\Omega, \mathbb{R}^n)$ of $\mathbb{R}^n$-valued Lagrangian finite elements.

**Definition 1.** The interpolation operator $Q_{\mathbb{R}^n} : C(\Omega, \mathbb{R}^n) \to V_h(\Omega, \mathbb{R}^n)$ corresponding to a set of basis functions $(\phi_i)_{i \in I} : \Omega \to \mathbb{R}$ and nodes $(\xi_i)_{i \in I} \subset \Omega$ is defined by

$$Q_{\mathbb{R}^n} v := \sum_{i \in I} v(\xi_i) \phi_i \quad \text{for all } v \in C(\Omega, \mathbb{R}^n).$$

For a manifold $M$ embedded in $\mathbb{R}^n$ and a function $v \in C(\Omega, M)$ the values of $Q_{\mathbb{R}^n} v$ will in general not be on $M$ away from the $\xi_i$. To get $M$-valued functions we compose $Q_{\mathbb{R}^n}$ pointwise with the closest-point projection

$$P : \mathbb{R}^n \to M, \quad P(q) := \arg \min_{r \in M} \| r - q \|_{\mathbb{R}^n},$$

where $\| \cdot \|_{\mathbb{R}^n}$ denotes the Euclidean distance. While the closest-point projection is usually not well defined for all $q \in \mathbb{R}^n$, if $M$ is regular enough it is well defined in a neighborhood $U_\delta \subset \mathbb{R}^n$ of $M$ [1].

This pointwise projection induces a superposition operator $P$ by

$$(P v)(x) := P(v(x))$$

for all $x \in \Omega$ and $v : \Omega \to \mathbb{R}^n$. We then define $M$-valued interpolation by composition of $Q_{\mathbb{R}^n}$ and $P$.

**Definition 2.** Set

$$C(\Omega, M; \rho) := \left\{ v \in C(\Omega, M) : \text{diam}(v(T_h)) < \rho \ \forall T_h \in \mathcal{G} \right\},$$

where the $\text{diam}(B) := \sup_{p,q \in B} d(p, q)$ denotes the geodesic diameter of a subset $B \subset M$. Provided that $\rho$ is small enough, define the interpolation operator

$$Q_M : C(\Omega, M; \rho) \to C(\Omega, M) \quad \text{by} \quad Q_M := P \circ Q_{\mathbb{R}^n}.$$

The space of projection-based finite elements is defined as the range of this interpolation operator.

**Definition 3.** Let $\Omega \subset \mathbb{R}^n$, $M \subset \mathbb{R}^n$ an embedded submanifold, and $P : U_\delta \subset \mathbb{R}^n \to M$ the closest-point projection. For a given set of basis functions $(\phi_i)_{i \in I} : \Omega \to \mathbb{R}$ we define

$$V_h(\Omega, M) := \left\{ v_h : \Omega \to M \ s.t. \ \exists v \in C(\Omega, M) \ \text{and} \ v_h = Q_M v \right\}.$$  

As the operator $Q_M$ only uses the values at the Lagrange nodes $(\xi_i)_{i \in I}$, we have the equivalent definition

$$V_h(\Omega, M) := \left\{ v_h : \Omega \to M, \ \exists (c_i)_{i \in I} \subset M \ s.t. \ v_h = P \left( \sum_{i \in I} c_i \phi_i \right) \right\}. $$
It has to be noted that while there exist nodal values \((c_i)_{i \in I} \subset M\), \(c_i = \nu_h(\xi_i)\) for any function \(\nu_h \in V_h(\Omega, M)\), for given values \((c_i)_{i \in I} \subset M\), there exists an interpolating function \(\nu_h \in V_h(\Omega, M)\) only if the values \(c_i\) are close enough depending on \(M\) such that \(\sum_{i \in I} c_i \phi_i \subset U_\delta\).

1.1. **Conformity.** The question of conformity of projection-based elements, i.e., whether \(V_h(\Omega, M) \subset W^{1,p}(\Omega, M)\) holds, can be reduced to the continuity of the superposition operator \(P\) on \(W^{1,p}(\Omega, M)\) and of the operator \(Q\).

Denote by \(P'(x)[y] \in T_{P(x)}M\) the differential of the closest-point projection \(P\) at \(x \in U_\delta\) applied to \(y \in T_x \mathbb{R}^n \simeq \mathbb{R}^n\). Let \(\hat{\nu}_h(x) = \sum_{i \in I} c_i \phi_i(x) \in \mathbb{R}^n\) for given coefficients \(c_i\), and \(\nu_h = P\hat{\nu}_h\). By the chain rule we have

\[
\frac{\partial}{\partial x_j} \nu_h(x) = P'\left(\sum_{i \in I} c_i \phi_i(x)\right) \left[\sum_{i \in I} c_i \frac{\partial \phi_i}{\partial x_j}(x)\right]
\]

for every \(x \in \Omega\) such that \(P\) is differentiable at \(\hat{\nu}_h(x)\) and \(\phi_i\) is differentiable at \(x \in \Omega\) for all \(i \in I\).

If we assume that \(M\) is a smooth embedded submanifold, there exists a tubular neighborhood such that the closest-point projection is smooth \([26, Prop. 6.1.8]\). In particular, the pointwise norm of \(P'\) can be estimated in terms of the radius of curvature using explicit calculations in terms of the local parametrization of the manifold \([1]\). Thus, the \(W^{1,p}\)-conformity of \(V_h(\Omega, M)\) follows directly from the chain rule and smoothness of the Lagrange basis \((\phi_i)_{i \in I} \subset W^{1,p}\),

\[
|\nu_h|_{W^{1,p}} \leq \|P\|_{C^1} \sum_{i \in I} \|c_i\|_{\mathbb{R}^n} \|\phi_i\|_{W^{1,p}(\Omega)}
\]

where \(\|P\|_{C^1}\) denotes the operator norm of the differential \(P'\).

1.2. **Relationship to geodesic finite elements.** Projection-based finite elements are closely related to the geodesic finite elements proposed in \([19, 33, 34]\) and analyzed in \([20, 21]\). Geodesic finite elements are constructed by replacing polynomial interpolation of values \((c_i)_{i \in I}\)

\[
x \mapsto \sum_{i \in I} c_i \phi_i(x) = \arg \min_{q \in \mathbb{R}^n} \sum_{i \in I} \phi_i(x) ||c_i - q||_{\mathbb{R}^n}^2
\]

by the weighted Riemannian center of mass

\[
(2) \quad x \mapsto \arg \min_{q \in M} \sum_{i \in I} \phi_i(x) d(c_i, q)^2,
\]

where \(d(\cdot, \cdot)\) is the geodesic distance on \(M\). Unlike the construction by pointwise projection, \((2)\) is completely intrinsic, and does not rely on an embedding space. Well-posedness of this definition under suitable conditions on the \(c_i\) is shown in \([21, 34]\).

As observed independently by \([37]\) and \([15]\), we recover the projection-based interpolation if we replace the geodesic distance in \((2)\) by the Euclidean distance.
of the embedding space

\[
\arg \min_{q \in M} \sum_{i \in I} \phi_i(x)\|c_i - q\|_{\mathbb{R}^n}^2 = \arg \min_{q \in M} \left( \|q\|_{\mathbb{R}^n}^2 - 2\left\langle q, \sum_{i \in I} \phi_i(x)c_i \right\rangle \right)
\]

\[
= \arg \min_{q \in M} \left\| q - \sum_{i \in I} \phi_i(x)c_i \right\|_{\mathbb{R}^n}^2
\]

\[
= P\left( \sum_{i \in I} \phi_i(x)c_i \right).
\]

This does not mean that projection-based finite elements are equal to geodesic finite elements for embedded manifolds. In general, even if the metric on \( M \) is obtained by an isometric embedding into Euclidean space, the distance \( d(\cdot, \cdot) \) is not the Euclidean distance in the surrounding space. Instead, projection-based interpolation can be interpreted as geodesic finite elements for a general metric space \((M, d)\) with a non-intrinsic metric. As far as we know, no general existence theory and error estimates exist for this abstract setting.

1.3. Preservation of isometries. If an isometry \( T : M \to M \) commutes with the projection-based interpolation operator \( Q_M \) then the finite element space \( V_h(\Omega, M) \) defined in [1] is equivariant under this isometry. In mechanics, this leads to the desirable property that discretizations of objective problems are again objective. Unfortunately, for projection-based finite elements this commutativity only holds under special circumstances.

**Definition 4.** An isometry \( T : M \to M \) (w.r.t. the geodesic distance) is called extendable if there exists an isometry \( \tilde{T} : \mathbb{R}^n \to \mathbb{R}^n \) with \( \tilde{T}(p) = T(p) \) for all \( p \in M \).

Examples for extendable isometries \( T \) are orthogonal transformations for the sphere and multiplication with special orthogonal matrices for \( SO(n) \).

**Theorem 5.** Let \( M \subset \mathbb{R}^n \) be a Riemannian submanifold, \( P : \mathbb{R}^n \to M \) the closest-point projection, \( T : M \to M \) an extendable isometry and \((\phi_i)_{i \in I}\) a partition of unity. Then \( T \) commutes with \( Q_M \).

**Proof.** Let \( \tilde{T} \) be an extension of \( T \) to \( \mathbb{R}^n \). As an isometry maps closest distances to closest distances, \( \tilde{T} \) commutes with \( P \). By the Mazur–Ulam theorem [27] there exists a linear map \( A : \mathbb{R}^n \to \mathbb{R}^n \) with \( \tilde{T}(q) = A(q) + \tilde{T}(0) \) for all \( q \in \mathbb{R}^n \), so that \( \tilde{T} \) obviously commutes with \( Q_{\mathbb{R}^n} \).

One can tell from this proof that only very few isometries \( T : M \to M \) are extendable. Indeed, in order to be extendable, \( T \) needs to be the restriction of a rigid body motion of \( \mathbb{R}^n \). In contrast to this rather strong restriction, the geodesic interpolation rule (2) is equivariant under any isometry of \( M \) by construction.

1.4. Discrete test functions and vector field interpolation. The test function space for a function \( u : \Omega \to M \) consists of vector fields along \( u \) that correspond to intrinsic variations within the class of functions considered. For \( u \in H^1(\Omega, M) \), we call the space of test functions \( H^1(\Omega, u^{-1}TM) \). If we consider \( M \subset \mathbb{R}^n \) as an embedded submanifold, then \( H^1(\Omega, u^{-1}TM) \) can be canonically identified with a subset of \( H^1(\Omega, \mathbb{R}^n) \).

We construct discrete test functions in the same manner, i.e., \( \nu_h \) is a discrete test function for \( u_h \in V_h(\Omega, M) \) if there exists a variation \( \gamma : \Omega \times (-\epsilon, \epsilon) \to M \) such
that $\gamma(\cdot, t) \in V_h(\Omega, M)$ for all $t \in (-\epsilon, \epsilon)$, $\gamma(\cdot, 0) = u_h$, and $\frac{d}{dt}\gamma(\cdot, 0) = \mathbf{v}_h$ [21, 35].

Writing this definition using the coefficients $(c_i)_{i \in I} \subset M$ that constitute $u_h$, the set of all discrete test functions over the discrete function $u_h$ can be defined as

$$W_h(\Omega, u_h^{-1}TM) := \left\{ \mathbf{v}_h \in L^2(\Omega, \mathbb{R}^n) : \exists (c_i)_{i \in I} \subset C((-\epsilon, \epsilon), M) \text{ s.t.} \mathbf{v}_h = \frac{d}{dt} \bigg|_{t=0} \mathcal{P} \left( \sum_{i \in I} c_i(t) \phi_i \right) \right\}.$$  

Similar to the discrete functions themselves, discrete test functions can be constructed by polynomial interpolation followed by pointwise projection, as by chain rule we have for any $\mathbf{v}_h \in W_h$ and $x \in \Omega$

$$\mathbf{v}_h(x) = P'(\sum_{i \in I} c_i(0) \phi_i(x)) \left( \sum_{i \in I} c'_i(0) \phi_i(x) \right),$$

and $P'(y) : T_y \mathbb{R}^n \rightarrow T_{P(y)}M$, the differential of the closest-point projection $P$, is again a projection.

**Proposition 6.** Let $P : U_\delta \subset \mathbb{R}^n \rightarrow M$ be the closest-point projection onto a closed embedded $C^2$-submanifold $M \subset \mathbb{R}^n$. For any $y \in U_\delta$, the differential $P'(y) : T_y \mathbb{R}^n \rightarrow T_{P(y)}M$ is the orthogonal projection onto the tangent space $T_{P(y)}M$, with the canonical interpretation of $T_{P(y)}M$ as a subspace of $\mathbb{R}^n$.

**Proof.** Let $y \in U_\delta$. We need to show that for all $\xi \in T_y \mathbb{R}^n$ and $\omega \in T_{P(y)}M \subset \mathbb{R}^n$

$$\langle P'(y)(\xi) - \xi, \omega \rangle = 0$$

holds. To see this, we consider the curve $c : (-\epsilon, \epsilon) \rightarrow M$ defined by $c(t) = P(y + t\xi)$, and a vector field $w(t)$ along $c$ with $w(0) = \omega$. As $P$ is defined by minimization, the first variation yields at any $t \in (-\epsilon, \epsilon)$

$$\langle P(y + t\xi) - (y + t\xi), w(t) \rangle = 0.$$

Differentiating this with respect to $t$ yields

$$0 = \left. \frac{d}{dt} \right|_{t=0} \langle P(y + t\xi) - (y + t\xi), w(t) \rangle = \langle P'(y)(\xi) - \xi, \omega \rangle + \langle P(y) - y, w'(0) \rangle = \langle P'(y)(\xi) - \xi, \omega \rangle. \quad \square$$

Thus, the computation of the value at $x \in \Omega$ of a test functions along a discrete function $u_h \in V_h(\Omega, M)$ corresponds to first interpolating given tangent vectors $c'_i \in T_{u_h(\xi_i)}M \subset \mathbb{R}^n$ in $\mathbb{R}^n$, and then projecting the resulting piecewise polynomial function pointwise orthogonally to $T_{u_h(x)}M$. Alternatively, by linearity we can first project the $c'_i$ orthogonally to $T_{u_h(x)}M$, and then interpolate the result in the vector space $T_{u_h(x)}M$.

In particular, we can define for $u_h = \mathcal{P} \left( \sum_{i \in I} u_i \phi_i \right) \in V_h(\Omega, M)$ an interpolation operator $Q_{u_h^{-1}TM} : C(\Omega, u_h^{-1}TM) \rightarrow W_h(\Omega, u_h^{-1}TM)$ by

$$Q_{u_h^{-1}TM} \mathbf{v} = \mathcal{P}_{u_h^{-1}TM} \circ \mathcal{Q}_{\mathbb{R}^n} \mathbf{v}.$$  

Given some test function $\mathbf{v}$ along a continuous function $u$, i.e. $(u, \mathbf{v}) \in C(\Omega, TM)$, we can first interpolate $u$ and then $\mathbf{v}$, as the interpolation of $\mathbf{v}$ depends only on the values at the Lagrange nodes $(\xi_i)_{i \in I}$, where $u$ and $u_h$ agree.
2. Interpolation error estimates

In this chapter we will estimate the interpolation errors of $Q_{\mathbb{R}^n}$ and $Q_M$ in terms of the mesh width $h$. We also estimate the error of the test vector field interpolation operator $Q_{u_n}^1 T_M$.

2.1. Properties of Euclidean interpolation. Proving interpolation error bounds for $Q_M$ uses several standard results for interpolation in Euclidean spaces. We repeat some of them here for convenience.

Define the usual grid dependent Sobolev norms
\[ \|v\|_{W^{l,p}(G)} := \left( \sum_{T \subset G} \|v\|^p_{W^{l,p}(T)} \right)^{\frac{1}{p}} \]
for functions $v \in C(\Omega)$ such that $v|_T \in W^{l,p}(T)$ for all $T \subset G$. For the rest of this paper, this norm is meant whenever we speak of the $W^{l,p}$-norm of a discrete function, unless explicitly stated otherwise. As we assume shape regularity of the mesh, one can use the Sobolev embedding theorem and elementwise scaling to the reference element to prove that if $lp > s$, $Q_{\mathbb{R}^n}$ is continuous with respect to the grid-dependent $W^{l,p}$-norm, i.e., there exists $C > 0$ such that we have
\[ \|Q_{\mathbb{R}^n}v\|_{W^{l,p}(G)} \leq C \|v\|_{W^{l,p}(\Omega)} \]
for all $v \in W^{l,p}(\Omega)$.

Note that by the Sobolev embedding theorem, $Q_{\mathbb{R}^n}v$ is well-defined for all $v \in W^{l,p}$ with $lp > s$. Under these assumptions, we have the following approximation error estimate for $Q_{\mathbb{R}^n}$ [10, 11].

**Theorem 7.** Let $\Omega \subset \mathbb{R}^s$ be a bounded Lipschitz domain, $G$ a shape-regular, affine-equivalent mesh on $\Omega$, $l \in \mathbb{N}$, $p \in [1, \infty]$ and $(\phi_i)_{i \in I}$ Lagrangian nodal basis functions for polynomial order $r \geq l - 1$. Then on each element $T$ for any $m \in \mathbb{N}$ with $m \geq l$ and $\min(m, r+1) > \frac{r}{p}$ we have
\[ |v - Q_{\mathbb{R}^n}v|_{W^{l,p}(T, \mathbb{R}^n)} \leq C h_T^{\min(m,r+1) - l} |v|_{W^{\min(m,r+1), p}(T, \mathbb{R}^n)} \]
for all discrete functions $Q_{\mathbb{R}^n}v$ of polynomial order $r$, with the constant independent of $v$ and $h_T = \text{diam}(T)$.

We will also need the following inverse inequalities.

**Theorem 8.** Consider a shape-regular, affine-equivalent, quasi-uniform mesh $G$ and two pairs $(k,p)$ and $(m,q)$ with $1 \leq k \leq m \leq \infty$ and $p, q \in [1, \infty]$ such that the space of polynomials up to degree $r$ on $T$ is a subspace of $W^{k,p}(T) \subset W^{m,q}(T)$ for each mesh element $T \subset G$. Then for all discrete functions $Q_{\mathbb{R}^n}v$ of polynomial order $r$
\[ |Q_{\mathbb{R}^n}v|_{W^{m,q}(T)} \leq C h^{-(m-k) - s} \max \left\{ a, \frac{1}{p} - \frac{1}{q} \right\} |Q_{\mathbb{R}^n}v|_{W^{k,p}(T)}, \]
where the constant depends on the quasi-uniformity and regularity parameters of the mesh, but not on $h$.

This result here is not as general as it could be. Inverse inequalities with weaker requirements of the mesh appear, e.g., in [12] (no quasi-uniformity), and [17] (no shape regularity). We expect that these generalizations can help to extend the following results on $M$-valued interpolation as well.
2.2. $M$-valued interpolation. We now turn to error bounds for the $M$-valued interpolation operator $Q_M := P \circ Q_{\mathbb{R}^n}$. Given $v \in W^{m,p}(\Omega, M)$, we estimate the error $\|Q_M v - v\|_{W^{1,p}(\Omega)}$, $l < \min(m, r + 1)$, by observing that $Q_{\mathbb{R}^n}(Q_M v) = Q_{\mathbb{R}^n} v$, and using the triangle inequality

$$\|Q_M v - v\|_{W^{1,p}} \leq \|Q_M v - Q_{\mathbb{R}^n}(Q_M v)\|_{W^{1,p}} + \|Q_{\mathbb{R}^n} v - v\|_{W^{1,p}},$$

(again in the grid-dependent norm). Denoting $\hat{m} := \min(m, r + 1)$, both terms on the right can be bounded using Theorem 7 and we obtain

$$\|Q_M v - v\|_{W^{1,p}} \leq C h^{\hat{m} - l}(\|Q_M v\|_{W^{\hat{m},p}} + \|v\|_{W^{\hat{m},p}}).$$

It remains to show estimates of $\|Q_M v\|_{W^{\hat{m},p}}$ in terms of Sobolev norms of $v$. Unlike in the Euclidean case the Sobolev semi-norm $\|v\|_{W^{\hat{m},p}}$ is not by itself sufficient to bound $\|Q_M v\|_{W^{\hat{m},p}}$, because lower-order derivatives appear by the chain rule. The proper quantity is the homogeneous norm $\| \cdot \|_{W^{\hat{m},p}} + \| \cdot \|_{W^{\hat{m}+1,p}}^{\hat{m}}$, known, e.g., from [9]. It replaces the unwieldy smoothness descriptor used in corresponding results for geodesic finite elements [20].

**Proposition 9.** Let $\hat{m} \geq 1$, $p \in [1, \infty]$, and $M$ such that the closest-point projection $P$ is in $W^{\hat{m}+1,\infty}$ in some $\delta$-neighborhood $U_\delta \subset \mathbb{R}^n$ of $M$. Let $Q_{\mathbb{R}^n} v$ be a discrete function from a Lipschitz domain $T \subset \mathbb{R}^n$ into $\mathbb{R}^n$ defined by interpolation of values $(c_\ell)_{\ell \in I} \subset M$. Suppose the $(c_\ell)_{\ell \in I}$ are contained in a geodesic ball $B_\rho$ of radius $\rho$, where $\rho$ is small enough such that $Q_{\mathbb{R}^n} v(T) \subset U_\delta$. Then

$$\|Q_M v\|_{W^{\hat{m},p}} \leq \|Q_{\mathbb{R}^n} v\|_{W^{\hat{m},p}} + C \rho L(P) \left(\|Q_{\mathbb{R}^n} v\|_{W^{\hat{m},p}} + \max \{\|Q_{\mathbb{R}^n} v\|_{W^{\hat{m}+1,\infty}}, \|Q_{\mathbb{R}^n} v\|_{W^{\hat{m},p}}\}\right),$$

where $L(P)$ is a constant that depends on the $W^{\hat{m}+1,\infty}$-norm of $P$.

**Proof.** Let $\vec{a} \in \mathbb{N}^n$ be a multi-index with $|\vec{a}|_1 = \hat{m}$. By the chain rule, the derivative $D^\vec{a} Q_M v = D^\vec{a} (P(Q_{\mathbb{R}^n} v))$ can be written almost everywhere as a sum of terms of the form

$$P^{(k)}(Q_{\mathbb{R}^n} v(x)) \left[D^{\vec{a}_1} Q_{\mathbb{R}^n} v(x), ..., D^{\vec{a}_k} Q_{\mathbb{R}^n} v(x)\right],$$

where $1 \leq k \leq \hat{m}$, $\vec{a}_1, ..., \vec{a}_k \in \mathbb{N}^n \setminus \{(0, ..., 0)\}$ and $\vec{a}_1 + \cdots + \vec{a}_k = \vec{a}$. An expansion of $P$ around $M$ yields

$$\|P'(Q_{\mathbb{R}^n} v)\|_{L^\infty} \leq 1 + \text{Lip}(P')d(Q_{\mathbb{R}^n} v, M) \leq 1 + C \text{Lip}(P')\rho,$$

where $d(Q_{\mathbb{R}^n} v, M) := \sup_{x \in T} \inf_{z \in M} \|Q_{\mathbb{R}^n} v(x) - z\|_{\mathbb{R}^n}$, and $\text{Lip}(P')$ denotes the Lipschitz constant of the map $P' : \mathbb{R}^{2n} \to TM$. For $k \geq 2$

$$\|P^{(k)}(Q_{\mathbb{R}^n} v)\|_{L^\infty} \leq L(P)\rho,$$

where the constant $L$ depends on the $W^{k+1,\infty}$-norm of $P$. Further, we have

$$\left\|P^{(k)}(Q_{\mathbb{R}^n} v(x)) \left[D^{\vec{a}_1} Q_{\mathbb{R}^n} v(x), ..., D^{\vec{a}_k} Q_{\mathbb{R}^n} v(x)\right]\right\|_{L^p} \leq \left\|P^{(k)}(Q_{\mathbb{R}^n} v)\right\|_{L^\infty} \prod_{i=1}^k \left\|D^{\vec{a}_i} Q_{\mathbb{R}^n} v\right\|_{L^{\hat{m}+1,\infty}}^{\hat{m}}.$$

For $k = 1$, this yields

$$\left\|P'(Q_{\mathbb{R}^n} v(x)) \left[D^\vec{a} Q_{\mathbb{R}^n} v(x)\right]\right\|_{L^p} \leq (1 + C \text{Lip}(P'))\rho \|Q_{\mathbb{R}^n} v\|_{W^{\hat{m},p}}.$$
For $k \geq 2$, we have by the Gagliardo–Nirenberg–Sobolev and Young’s inequalities,
\[
\|D^2 Q_{\mathbb{R}^n} v\|_{L^p} \leq C \|Q_{\mathbb{R}^n} v\|_{W^{m,p}}^{\frac{1}{m}} \|Q_{\mathbb{R}^n} v\|_{W^{1,m}}^{\frac{1}{m}} + C \|Q_{\mathbb{R}^n} v\|_{W^{1,m}}.
\]
Combining all of this yields
\[
\|D^2 Q_{\mathbb{R}^n} v\|_{L^p} \leq \sum \|P^{(k)}(Q_{\mathbb{R}^n} v(x)) [D^2 Q_{\mathbb{R}^n} v(x), ..., D^2 Q_{\mathbb{R}^n} v(x)]\|_{L^p}
\leq (1 + C \text{Lip}(P') \rho) \|D^2 Q_{\mathbb{R}^n} v\|_{L^p} + C L(P) \rho \left(\|Q_{\mathbb{R}^n} v\|_{W^{m,p}} + \max \left\{\|Q_{\mathbb{R}^n} v\|_{W^{1,m}}, \|Q_{\mathbb{R}^n} v\|_{W^{1,m}}\right\}\right).
\]
If $m \geq r + 1$, then the highest-order derivatives $D^{(m)} Q_{\mathbb{R}^n} v$ vanish. In that case, (4) reduces to
\[
\|Q_M v\|_{W^{m,p}} \leq C \rho L(P) \max \left\{\|Q_{\mathbb{R}^n} v\|_{W^{1,m}}, \|Q_{\mathbb{R}^n} v\|_{W^{1,m}}\right\}
\]
for the mesh-dependent norm.

We can now state the main theorem.

**Theorem 10.** Consider the same setting as in Theorem 7. Let $M \subset \mathbb{R}^n$ be an embedded submanifold, such that the closest-point projection $P: U \subset \mathbb{R}^n \to M$ is in $W^{m,\infty}$, where $\tilde{m} := \min(m, r + 1) \geq \frac{3}{2}$. Then there exists $\alpha > 0$, depending on $m, p$, and $s$ such that for all $v \in W^{m,p}(\Omega, M)$ and $0 \leq l \leq \tilde{m}$

\[
|v - Q_M v|_{W^{l,p}} \leq C h^{m-l} \left(\|v\|_{W^{m,p}} + L(P) h^{\alpha} \|v\|_{W^{m,p}} + |v|_{\tilde{m}}^{\frac{m}{\tilde{m}}}ight),
\]

with $L(P)$ as in Proposition 4 and the constant $C$ depending on the constant in that proposition, the one in Theorem 7 as well as $m$, $p$, and $\Omega$.

**Proof.** For $l = 0$, we have, using (5) and Theorem 7
\[
\|Q_M v - v\|_{L^p} \leq \int_0^1 \|P'(v + t(Q_{\mathbb{R}^n} v - v))(Q_{\mathbb{R}^n} v - v)\|_{L^p} dt
\leq (1 + C \text{Lip}(P') \rho) \|Q_{\mathbb{R}^n} v - v\|_{L^p}
\leq C (1 + \text{Lip}(P') \rho) h^{\tilde{m}} \|v\|_{W^{m,p}}.
\]
For $l \geq 1$, we use $Q_{\mathbb{R}^n} \circ Q_M = Q_{\mathbb{R}^n}$, Theorem 7 and Proposition 4 to estimate
\[
\|Q_M v - v\|_{W^{l,p}} \leq \|Q_M v - Q_{\mathbb{R}^n}(Q_M v)\|_{W^{l,p}} + \|Q_{\mathbb{R}^n} v - v\|_{W^{l,p}}
\leq C h^{m-l} \left(|v|_{W^{m,p}} + |Q_M v|_{W^{m,p}}\right)
\leq C h^{m-l} \left(|v|_{W^{m,p}} + |Q_{\mathbb{R}^n} v|_{W^{m,p}}
\right.
\leq C \rho L(P) \left(|Q_{\mathbb{R}^n} v|_{W^{m,p}} + \max \left\{|Q_{\mathbb{R}^n} v|_{W^{1,m}}, |Q_{\mathbb{R}^n} v|_{W^{1,m}}\right\}\right).
\]
If $\{\xi_i, T_k\}$ denote the Lagrangian interpolation nodes in an element $T_k$, we have by the Sobolev embedding theorem for some $\alpha > 0$
\[
\rho \leq \max_{T_k} \max_{i,j} d(v(\xi_i, T_k), v(\xi_j, T_k)) \leq C \|v\|_{C^0, \alpha} |\xi_i, T_k - \xi_j, T_k|^\alpha \leq C \|v\|_{W^{m,p}} h^\alpha.
\]
By Theorem 7 we can estimate all arising semi-norms of $Q_{\mathbb{R}^n} v$ by corresponding semi-norms of $v$. Further, we have by the Sobolev embedding theorem $\|v\|_{W^{1,m}} \leq C \|v\|_{W^{m,p}}$. This yields the assertion. \qed
Note that the constants of our estimates are all independent of \( m \). The only dependence on \( M \) is the factor \( L(P) \). However, since \( L(P) \) appears in the error bound \([7]\) only multiplied with \( h^\alpha, \alpha > 0 \), it becomes irrelevant for \( h \to 0 \). The bounds are therefore optimal in terms of the mesh width. Extra terms compared to the linear result can be controlled by the closeness parameter \( \rho \) of the interpolation nodes, and thus for continuous functions by the mesh width parameter \( h \).

We have seen that, due to the chain rule, estimates on \( Q_M \) obtained from the ones on \( Q_\mathbb{R}^n \) are always with respect to the homogeneous Sobolev seminorms of the type \( \| \cdot \|_{W^{m,q}} + \| \cdot \|_{W^{m,q}_{1,\infty}} \). As the term \( \| \cdot \|_{W^{m,q}_{1,\infty}} \) does not scale correctly, we cannot expect general inverse estimates in the style of Theorem \([8]\) for \( Q_M \). An exception is the special case \( m = 1 \).

**Theorem 11.** Let the assumptions of Theorem \([8]\) be fulfilled with \( k = m = 1 \) and \( p > s \). Then for all projected finite element functions \( Q_M v \) we have

\[
|Q_M v|_{W^{1,p}(T)} \leq C h^{-s} \max(0, \frac{1}{p} - \frac{1}{q}) |Q_M v|_{W^{1,q}(T)}.
\]

**Proof.** The estimate follows directly from Proposition \([9]\) and Theorem \([8]\). We need the condition \( p > s \) in order to apply Theorem \([7]\) to estimate

\[
|Q_\mathbb{R}^n v|_{W^{1,p}} \leq |Q_M v|_{W^{1,p}} + |Q_\mathbb{R}^n Q_M v - Q_M v|_{W^{1,p}} \leq C |Q_M v|_{W^{1,p}}.
\]

### 2.3. \( TM \)-valued interpolation.

In Section \([1,4]\) we have defined interpolation of a vector field \( \mathbf{v} \in C(\Omega, u_h^{-1}TM) \) along a discrete function \( u_h \) by \( (Q_{u_h^{-1}TM} v)(x) := P'(u_h(x))(Q_\mathbb{R}^n v(x)) \). This definition is very similar to that of \( M \)-valued interpolation, with the difference that the pointwise projection \( P'(Q_\mathbb{R}^n u_h(x)) \) is even linear. This linearity makes proving optimal interpolation error bounds for vector fields along given discrete functions much easier than proving the error bounds for the discrete functions themselves.

**Theorem 12.** Let \( \Omega \subset \mathbb{R}^d \) be a bounded Lipschitz domain, \( mp > s \), \( u_h \in V_h(\Omega, M) \) such that \( \| u_h \|_{W^{m,p}} \) is bounded independently of \( h \), \( \mathbf{v} \in W^{m,p} \cap C(\Omega, u_h^{-1}TM) \), and \( 0 \leq l < \min(m, r + 1) \). Let the assumptions of Theorem \([7]\) be satisfied. Assume further that \( P \) is in \( W^{l+1,\infty} \) on \( U_\delta \). Then there exist constants \( C > 0 \) and \( \alpha > 0 \) such that

\[
|Q_{u_h^{-1}TM} \mathbf{v} - \mathbf{v}|_{W^{l,p}} \leq C h^{\alpha} \left( 1 + \| u_h \|_{W^{m,p}} + \| u_h \|_{W^{m,mp}} \right).
\]

**Proof.** As \( \mathbf{v}(x) = P'(u_h(x))(\mathbf{v}(x)) \), we can estimate for \( l = 0 \), using \([5]\)

\[
\| Q_{u_h^{-1}TM} \mathbf{v} - \mathbf{v} \|_{L^p} \leq \left( \int_{\Omega} |P'(u_h(x))(Q_\mathbb{R}^n \mathbf{v}(x) - \mathbf{v}(x))|^p \, dx \right)^{\frac{1}{p}}
\]

\[
\leq \| P'(u_h(x)) \|_{L^\infty} \| Q_\mathbb{R}^n \mathbf{v} - \mathbf{v} \|_{L^p}
\]

\[
\leq (1 + C h^\alpha) \| Q_\mathbb{R}^n \mathbf{v} - \mathbf{v} \|_{L^p}.
\]

For \( l > 0 \), we have using the chain rule

\[
|Q_{u_h^{-1}TM} \mathbf{v} - \mathbf{v}|_{W^{l,p}} \leq \| P'(u_h(x)) \|_{L^\infty} \| Q_\mathbb{R}^n \mathbf{v} - \mathbf{v} \|_{W^{l-1,p}}
\]

\[
+ C \sum_{k=1}^l \| P^{(k+1)}(u_h(x)) \|_{L^\infty} \left( \| u_h \|_{W^{l-1,k\delta}} + \| u_h \|_{W^{l-1,k\delta'}} + \| u_h \|_{W^{l-1,k\delta''}} \right) \| Q_\mathbb{R}^n \mathbf{v} - \mathbf{v} \|_{W^{l-1,k\delta,p}}.
\]
Using (5) and (6), we obtain
\[
|Q_{u_h^{-1}T_M}v - v|_{W^{l,p}} \leq \|Q_{\mathbb{R}^n}v - v\|_{W^{l,p}} + C h^\alpha \sum_{k=1}^l (\|u_h\|_{W^{k,s}} + \|u_h\|_{W^{1,s}} + \|u_h\|_{W^{1,s}}) \|Q_{\mathbb{R}^n}v - v\|_{W^{l-k,s\rightarrow s}}.
\]

Application of Theorem 7 concludes the proof. □

3. Discretization error estimates for harmonic maps

We use the interpolation results of the previous section to show optimal discretization error bounds for projection-based finite element approximations of harmonic maps. For an open domain \( \Omega \subset \mathbb{R}^s \) with piecewise \( C^1 \)-boundary, a smooth Riemannian manifold \((M,g)\), and a smooth map \( v : \Omega \to M \), we define the harmonic energy by
\[
J(v) := \frac{1}{2} \int_\Omega |dv|^2_g dx.
\]

For a review on harmonic maps between Riemannian manifolds we refer to [24]. In the following we will always assume that \( J \) has a unique local minimizer within \( H^1(\Omega,M) \), where \( H^1(\Omega,M) \) is the set of \( H^1(\Omega,M) \)-functions \( v \) in the same homotopy class as the given function \( \varphi \), and with \( v = \varphi \) on \( \partial\Omega \).

We construct discrete harmonic maps \( u_h \) by minimizing \( J \) in the projection-based finite element space \( V_h(\Omega,M) \). Generalizing the approach for the Euclidean case, we prove \( H^1 \) error bounds by combining a nonlinear Céa lemma with an interpolation error bound. We then use the non-Euclidean Aubin–Nitsche trick of [23] to obtain bounds on the \( L^2 \)-error.

3.1. Ellipticity. We start with a definition of ellipticity for manifold-valued functions. Unlike [20], we define ellipticity with respect to an extrinsic error measure. The definition is locally equivalent to the intrinsic definition of [20], but is easier to use in the case of embedded manifolds. In the following, \( B^\infty_\epsilon(v) \) denotes the closed \( L^\infty \)-ball of radius \( \epsilon \) centered in \( v \).

**Definition 13.** Let \( M \subset \mathbb{R}^n \) be an embedded submanifold and \( \Omega \subset \mathbb{R}^s \) a domain. A functional \( J : H \subset H^1(\Omega,M) \to \mathbb{R} \) is called \( H^1 \)-elliptic around \( u \in H \) if there exist \( \lambda, \Lambda, \epsilon \) such that for all \( v \in B^\infty_\epsilon(u) \) we have
\[
\lambda |v - u|_{H^1}^2 \leq J(v) - J(u) \leq \Lambda |v - u|_{H^1}^2.
\]

Having ellipticity it is straightforward to prove a nonlinear Céa lemma.

**Lemma 14.** Let \( M \subset \mathbb{R}^n \) be a Riemannian submanifold of \( \mathbb{R}^n \), \( \Omega \subset \mathbb{R}^s \), and \( J : H \subset H^1(\Omega,M) \to \mathbb{R} \) a functional with a minimizer \( u \in H \) that is unique in a closed ball \( B^\infty_\epsilon(u) \). Assume that \( J \) is elliptic around \( u \). Let \( V \cap B^\infty_\epsilon(u) \subset H \) be a nonempty subset and
\[
v := \arg\min_{w \in V \cap B^\infty_\epsilon(u)} J(w).
\]

Then
\[
|v - u|_{H^1} \leq \sqrt{\frac{\Lambda}{\lambda}} \inf_{w \in V \cap B^\infty_\epsilon(u)} |w - u|_{H^1}.
\]
Theorem 16. Let the assumptions of Proposition 15 be fulfilled, and let the local minimizer $u$ of the harmonic energy be in $H^m(\Omega, M)$ with $m > \frac{n}{2}$. Further assume that the assumptions of Theorem 10 are met for this $m$ and $p = 2$. Additionally suppose that $\|du\|_{L^q} < (\kappa C_P)^{-1}$, where $\kappa$ denotes the largest principal curvature of $\gamma$. We will now combine the Céa Lemma and the approximation properties of the space $V_h(\Omega, M)$.

Proof. By the ellipticity we have for any $w \in V$
\[ \lambda|v - u|^2_{H^1} \leq J'(v) - J'(u) \leq J(w) - J(u) \leq \Lambda|w - u|^2_{H^1}. \]
Taking the square root yields the desired result. \qed

In the following $J$ will always denote the Dirichlet energy $\| \cdot \|_{H^1}$. If $M$ is isometrically immersed in $\mathbb{R}^n$, it is well-known [14, 24] that the Euler–Lagrange equation for critical points of $J$ is
\[ \Delta u + \text{tr}(A(du, du)) = 0, \]
where $A$ denotes the second fundamental form of $M$. Thus, $u \in H^2(\Omega, M)$ is a critical point of $J$ if
\[ \Delta u(x) \in T_{u(x)}M \]almost everywhere. Written in local coordinates, (9) is a semilinear second-order elliptic system of partial differential equations. We show that it is also elliptic in the sense of Definition 13.

Proposition 15. Let $M$ be a Riemannian submanifold of $\mathbb{R}^n$ such that the closest-point projection $P: \mathbb{R}^n \supset U \to M$ is in $C^2$, $\Omega \subset \mathbb{R}^n$ with Poincaré constant $C_P$, and $u \in W^{1,q}(\Omega, M)$, $q > \max\{2, s\}$, a critical point of the harmonic energy $J$. Let $\kappa$ denote the largest principal curvature of $M$. Then if $\|du\|_{L^q} < (\kappa C_P)^{-1}$, the functional $J$ is elliptic around $u$.

Proof. For $v \in H^1_\rho(\Omega, M)$ we have
\[ J(v) - J(u) = \frac{1}{2}|v - u|^2_{H^1} - \langle v - u, \Delta u \rangle_{L^2}. \]
Let $\gamma(t) : [0, 1] \to M$ be a smooth family of curves connecting $u$ and $v$ pointwise. Then $\langle \gamma(t), 0 \rangle, \Delta u \rangle = 0$ by (10), and
\[ \langle v - u, \Delta u \rangle(x) = \int_0^1 (1 - t) \langle \gamma(t), \Delta u(x) \rangle dt \]
for almost every $x \in \Omega$. Suppose that $\gamma$ is even a geodesic homotopy; then $\gamma(t) = A(\gamma(t), \gamma)N$, where $N$ is the outer normal to $M$. Thus we obtain, using the Poincaré inequality, the estimate
\[ |\langle v - u, \Delta u \rangle| \leq \frac{\kappa^2 C^2_P}{2} \| du \|^2_{L^q} \| u - v \|^2_{H^1} < \frac{1}{2} |u - v|^2_{H^1}. \]
Plugging this back into (11) yields the assertion. \qed

3.2. Discretization error estimates in $H^1$. We will now combine the Céa Lemma and the approximation properties of the space $V_h(\Omega, M)$.

Theorem 16. Let the assumptions of Proposition 15 be fulfilled, and let the local minimizer $u$ of the harmonic energy be in $H^m(\Omega, M)$ with $m > \frac{n}{2}$. Further assume that the assumptions of Theorem 10 are met for this $m$ and $p = 2$. Additionally suppose that $\|du\|_{L^q} < (\kappa C_P)^{-1}$, where $\kappa$ denotes the largest principal curvature of
Theorem 17. Let \( m > \frac{s}{2} \) and assume that \( u \in H^m_v(\Omega, M) \) is a minimizer of an elliptic, semi-linear energy \( E : H^m_v(\Omega, M) \to \mathbb{R} \), that has an \( H^2 \)-regular dual problem, i.e., for all \( g \in L^2(\Omega, u^{-1}TM) \) there exists a solution \( w \in H^2(\Omega, u^{-1}TM) \) to
\[
 w \in H_0^1(\Omega, u^{-1}TM) \quad \delta^2 E(u)(w, v) = -(g, v) \quad \forall v \in H_0^1(\Omega, u^{-1}TM)
\]
with
\[ \|w\|_{W^{2,2}} \leq C \|g\|_{L^2}. \]

For a given shape-regular, affine-equivalent, quasi-uniform grid \( \mathcal{G} \), let \( S_h \subset H_\rho(\Omega, M) \) be a discrete approximation space, such that for all \( v \in H_\rho \cap C(\Omega, M; \rho) \) with \( v|_{T_h} \in H^m(T_h, M) \) for all \( T_h \), there exists an approximating map \( v_l \in S_h \) with
\[ |v_l|^H = |v_l|^W_{1,2m} \leq C \left( |v|^H + |v|^m_{W^{1,2m}} \right) \]
that fulfills the estimate
\[ \|v - v_l\|_{L^2} + h |v - v_l|_{W^{1,2}} \leq C(v) h^l \]
for \( l \geq 2 \). Assume further that each discrete map \( v_h \in S_h \cap C(\Omega, M; \rho) \) fulfills inverse estimates of the form
\[ |v_h|_{W^{1,p}} \leq C h^{-d \max\{0, \frac{d}{q} - \frac{d}{2} \}} |v_h|_{W^{1,q}} \]
for \( q > \max\{2, s\} \). Finally, assume that for each vector field \( v \in C(\Omega, v_1^{-1} TM) \) along a discrete function \( v_h \in S_h \) that is in \( W^{2,2}(T_h, v_1^{-1} TM) \) for each element \( T_h \), there exist a variation \( v_l \) of maps in \( S_h \) such that
\[ \|v - v_l\|_{W^{1,2}} \leq C(v_h, v) h. \]
Then if the discrete minimizer
\[ u_h := \arg\min_{v_h \in S_h} E(v_h) \]
fulfills the a priori error estimate
\[ \|u - u_h\|_{W^{1,2}} \leq C(u) h^{l-1}, \]
and on each element \( T_h \) the estimate
\[ \|u_h\|_{W^{2,p}(T_h)}^2 + \|u_h\|_{W^{1,2p}(T_h)}^{2p_2} \leq K_2^{2p_2} \]
for a constant \( K_2 \) and \( p_2 = \max\{2, \frac{2}{q}\} \) for \( s \neq 4 \) (and \( p_2 > 2 \) for \( s = 4 \), we get
\[ \|u - u_h\|_{L^2} \leq C(u) h^l. \]

The main difference to the Euclidean Aubin–Nitsche lemma is that in order to compare test vector fields along \( u \) and \( u_h \), one needs to be transported into the space of the other along a suitable connecting curve. This transportation needs to preserve \( H^2 \)-norms of vector fields. In \[23\] this preservation is proven for the case that the functions \( u \) and \( u_h \) have bounded grid-dependent \( H^2 \)-norm. This leads to the additional assumption \[19\].

For technical reasons, we restrict ourselves to the practically relevant case \( s < 4 \). Other dimensions may be dealt with similarly as discussed in \[23\].

**Theorem 18.** Consider the setting of Theorem \[16\] with \( m \geq 2 \), \( s < 4 \) and \( q \geq 4 \), including the assumptions for \( u_h \) to be a local minimizer in \( V_h \cap H_\rho(\Omega, M) \). Then
\[ \|u - u_h\|_{L^2} \leq C h^{\min(m, r+1)}. \]

**Proof.** We prove the assertion by verifying the assumptions of Theorem \[17\]. First note that the harmonic map energy is indeed elliptic (Proposition \[15\]), semi-linear, and has an \( H^2 \)-regular dual problem \[21\].

The approximation error estimates for maps \[14\] and \[15\] are provided by Proposition \[9\] and Theorem \[10\] respectively. The inverse estimate \[16\] is given
in Theorem 11. The interpolation error bound (17) for vector fields follows from Theorem 12. The $H^1$ a priori bound (18) is proven in Theorem 16.

Thus, all that is left to show is (19), i.e., for a solution $u_h$ of (12) we need to show that there exists a constant $K_2$ such that the grid-dependent homogeneous $W^{2,2} \cap W^{1,4}$-norm of $u_h$ is bounded, i.e.,

$$\int_\Omega |du_h|^4 \, dx + \sum_{T_h \in G} \int_{T_h} |\nabla^2 u_h|^2 \, dx \leq K_2^2.$$  

The boundedness of the first integral even without the elementwise partition follows because the assumptions $q \geq 4$ and $u_h \in V_{h,K} \cap B^q_{\infty}(u)$ imply $\|du_h\|_{L^4} \leq CK$.

Set $\hat{u}_h = Q_{\mathbb{R}^n} u_h$, and $\hat{u}_I = Q_{\mathbb{R}^n} u$. As the continuity of $Q_M$ implies that $\|\nabla^2 u_I\|_{L^2(G)}$ is bounded, by the triangle inequality it is enough to obtain an estimate on $\|\nabla^2 u_h - \nabla^2 u_I\|_{L^2(G)}$. By the chain rule we have

$$\|\nabla^2 u_h - \nabla^2 u_I\|_{L^2} \leq \|P'((\nabla^2 \hat{u}_h) - P'((\nabla^2 \hat{u}_I))\|_{L^2} + \|P''((\nabla^2 \hat{u}_h) - P'((\nabla^2 \hat{u}_I))\|_{L^2}$$

$$\leq \|P\|_{L^\infty} \|\nabla^2 \hat{u}_h - \nabla^2 \hat{u}_I\|_{L^2} + \operatorname{Lip}(P') \|\nabla^2 \hat{u}_I\|_{L^2} \|\hat{u}_h - \hat{u}_I\|_{L^\infty}$$

$$+ \|P''\|_{L^\infty} (|\|\nabla \hat{u}_h\|_{L^4}^2 + |\|\nabla \hat{u}_I\|_{L^4}^2|).$$

By (3), the $W^{1,4}$-bounds on $u_h$ and $u_I$ transfer to $\hat{u}_h$ and $\hat{u}_I$, and $\|\nabla^2 \hat{u}_I\|_{L^2}$ is bounded. Further, we choose an exponent $a = a(s)$ such that $W^{1,2} \hookrightarrow L^a$ which exists by the Sobolev embedding theorem. Then by Theorem 8 we have

$$\|\nabla^2 \hat{u}_h - \nabla^2 \hat{u}_I\|_{L^2} + \|\hat{u}_h - \hat{u}_I\|_{L^\infty} \leq C(h^{-1} + h^{-\frac{s}{a}}) \|\hat{u}_h - \hat{u}_I\|_{W^{1,2}}.$$  

Thus, by (3) and Theorem 16 we have

$$\|\nabla^2 \hat{u}_h - \nabla^2 \hat{u}_I\|_{L^2} + \|\hat{u}_h - \hat{u}_I\|_{L^\infty} \leq C h_{\min(m-1,r)} \max(1,\frac{s}{a}).$$

By the Sobolev embedding theorem, for $s \leq 4$ we can even choose the $a$ such that $a \geq s$. Then $\max\{1, \frac{s}{a}\} = 1$, and from $m \geq 2$ it follows that $\min(m-1,r) \geq 1$. Thus, $\|\nabla^2 u_h\|_{L^2}$ can be bounded independently of $h$, and we obtain (20).

4. Numerical interpolation error tests

We now show numerically that the optimal interpolation error orders predicted by Theorem 10 can really be observed in practice. We test this for maps into the unit sphere $S^2$ and into $SO(3)$. All algorithms are implemented in C++ using the DUNE libraries [7].

4.1. Maps into the unit sphere. Our first example measures the $L^2$ and $H^1$ interpolation errors for maps into the unit sphere $S^2 \subset \mathbb{R}^3$. As the domain we use the square $\Omega = (-5,5)^2$, and we measure the error of interpolating the inverse stereographic projection

$$p_{\text{st}} : \mathbb{R}^2 \to S^2, \quad p_{\text{st}}(x) := \left(\frac{2x_0}{|x|^2 + 1}, \frac{2x_1}{|x|^2 + 1}, \frac{|x|^2 - 1}{|x|^2 + 1}\right)^T,$$

restricted to $\Omega$. This function is in $C^\infty$, and we can therefore hope for optimal interpolation error orders.

We discretize the domain with the grid shown in Figure 1. Observe that it combines triangles and non-affine quadrilateral elements. It is therefore slightly
Figure 1. Interpolating the inverse stereographic projection $p_{st}: \mathbb{R}^2 \to S^2$. Left: coarsest grid. Right: function values.

Figure 2. Interpolation errors for the inverse stereographic projection. Left: $L^2$ norm, right: $H^1$ seminorm. The black dashed lines are at the same positions for both discretizations.

Beyond the assumptions of Theorem 10. We create a sequence of grids by refining the initial grid uniformly up to six times. On each grid we compute $Q_{MP_{st}}$ using projection-based finite elements of orders $p = 1, 2, 3$, and we measure the error $\|Q_{MP_{st}} - p_{st}\|$ both in the $L^2(\Omega, \mathbb{R}^3)$-norm and the $H^1(\Omega, \mathbb{R}^3)$-seminorm. Sixth-order Gaussian quadrature rules are used for the integrals, but note that since projection-based finite element functions are not piecewise polynomials in $\mathbb{R}^3$, a small additional error due to numerical quadrature remains.
The results are plotted in Figures 2(a). As expected, the errors decay like $h^{p+1}$ for the $L^2$-norm, and like $h^p$ for the $H^1$-seminorm. These are the optimal orders predicted by the theory in Chapter 2.

We now compare the projection-based discretization to a discretization using geodesic finite elements. The resulting errors per mesh size are shown in Figure 2(b). One can see that the same asymptotic orders are obtained, as predicted by the interpolation theory for geodesic finite elements [20, 22]. However, the constant is consistently better for geodesic finite elements for orders $p = 2$ and $p = 3$. Supposedly, the reason for this is that the intrinsic construction of geodesic finite elements captures the geometry of $S^2$ better.

4.2. Maps into the special orthogonal group. We repeat the experiment for a map into SO(3). As shown in [31], the closest-point projection $P$ of a general matrix onto SO(3) is the orthogonal factor of the polar decomposition. As such, $P(A)$ is defined for all $A \in \mathbb{R}^{3\times3}$, and it is unique if $A$ is invertible. In particular, this will be the case for all $A$ close enough to SO(3).

To numerically compute the polar factor $P(A)$ of $A$ we use the iteration defined by $Q_0 := A$ and

\[ Q_{k+1} := \frac{1}{2} \left( Q_k + Q_k^{-T} \right), \]

which is based on Heron’s method for computing the square root of 1. Higham [25] showed that this iteration converges quadratically to $P(A)$. To compute $H^1$ norms
of projection-based finite elements we also need the derivative of the polar factor with respect to \( A \). Following [15], we use the iterative algorithm that results from differentiating \( \mathbf{22} \).

For the domain of the example we use \( \Omega = (-5, 5)^2 \) of the previous section, and we also reuse the grid from Figure 1. We will interpolate the function \( R : \Omega \rightarrow \text{SO}(3) \),

\[
R(x) := \begin{pmatrix} 1 & 0 & 0 \\ 0 & \cos(\frac{\pi}{5}x_0) & -\sin(\frac{\pi}{5}x_0) \\ 0 & \sin(\frac{\pi}{5}x_0) & \cos(\frac{\pi}{5}x_0) \end{pmatrix} \begin{pmatrix} \cos(\frac{\pi}{5}x_1) & 0 & -\sin(\frac{\pi}{5}x_1) \\ 0 & 1 & 0 \\ \sin(\frac{\pi}{5}x_1) & 0 & \cos(\frac{\pi}{5}x_1) \end{pmatrix}.
\]

Again we measure the errors in the \( L^2 \) norm and the \( H^1 \) seminorm on a set of seven grids obtained by uniform refinement. Interpolation errors for this scenario are plotted in Figure 3(a). As expected, we see the same optimal orders as for the case of mapping into the sphere. Figure 3(b) shows the corresponding errors obtained using geodesic finite elements. One observes the same effect as before: the convergence rates are the same, but the constant is lower. In fact, this effect is now more pronounced than before, and seems to increase with the order \( p \).

5. Numerical discretization error tests for harmonic maps

In this second chapter of numerical results we present measurements of the discretization errors of harmonic maps into \( S^2 \) and \( \text{SO}(3) \). These confirm the theoretical predictions of Chapter 3. In addition, we again compare the results to geodesic finite elements.

5.1. Harmonic maps into the sphere \( S^2 \). The example builds on top of the interpolation error measurements of Section 4.1. Reusing the domain \( \Omega = (-5, 5)^2 \) and grids from there, we compute harmonic maps from \( \Omega \) into \( S^2 \) that take the values given by the inverse stereographic projection function \( p_{st} \) defined in \( \mathbf{21} \) on the boundary of \( \Omega \) in spaces of projection-based finite elements of orders \( p = 1, 2, 3 \) mapping into \( S^2 \). It is shown by [5] (see also [28]), that the inverse stereographic projection \( p_{st} \) itself minimizes the harmonic energy \( \mathbf{8} \) in the first non-trivial homotopy group in \( H^1(\mathbb{R}^2, S^2) \). This function is \( C^\infty \) and we can therefore hope for optimal discretization error orders.

Using the canonical embedding of \( S^2 \) into \( \mathbb{R}^3 \), and the metric on \( S^2 \) induced by the embedding, the integrand \( |\nabla v|^2 \) of \( \mathbf{8} \) has the coordinate representation

\[
|\nabla v|^2 = \sum_{i=1}^{s} \sum_{a=1}^{3} \left( \frac{\partial v^a}{\partial x^i} \right)^2,
\]

that is, \( \nabla v \) is a \( 3 \times s \)-matrix and \( \cdot \) the Frobenius norm. We compute minimizers of the discrete energy using the approach proposed in [33] for geodesic finite elements. Identifying discrete functions with sets of coefficients in \( S^2 \), we obtain an algebraic minimization problem posed on the nonlinear manifold \( (S^2)^n \), where \( n \) is the number of Lagrange nodes on the grid. This minimization problem is solved using the Riemannian trust-region method introduced by [2] together with the inner monotone multigrid solver described in [33]. Gradient and Hessian of the energy functional are computed using the ADOL-C automatic differentiation software [38], and the formula derived in [3] to obtain the Riemannian Hessian from the Euclidean Hessian.
Figure 4. Discretization errors for a harmonic map into $S^2$ as a function of normalized grid edge length. Left: $L^2$-norm. Right: $H^1$-seminorm. The black dashed lines are at the same positions for both discretizations.

The Riemannian trust-region solver is set to iterate until the maximum norm of the correction drops below $10^{-6}$. We then compute solutions $(p_{st})^k_{p}$, $k = 0, \ldots, 6$, $p = 1, 2, 3$ on the grids obtained by $k$ steps of uniform refinement, and compute the errors

$$e^k_p = \|v^k_p - p_{st}\|, \quad k = 0, \ldots, 6, \quad p = 1, 2, 3,$$

where $\|\cdot\|$ is either the norm in $L^2(\Omega, \mathbb{R}^3)$, or the half norm in $H^1(\Omega, \mathbb{R}^3)$. Figure 4(a) shows the errors $e^k_p$ as functions of the normalized mesh size $h$. We see that for $p$-th order finite elements the $L^2$-error decreases like $h^{p+1}$, and the $H^1$-error decreases like $h^p$. Hence we can reproduce the optimal convergence behavior predicted by Theorems 16 and 18.

We now compare the projection-based discretization to a discretization using geodesic finite elements. The resulting errors per mesh size are shown in Figure 4(b). One can see that the same asymptotic orders are obtained, as predicted by theory [20, 23]. As in the interpolation case, the constant is slightly better for geodesic finite elements. On the other hand, one can see that the graphs in Figure 4(b) do not contain values for the two coarsest grids and approximation orders 2 and 3. This is because the minimization problem that defines geodesic interpolation was actually ill-defined on at least one grid element in these cases. The problem does not happen for projection-based finite elements for this example.

The decisive argument for projection-based finite elements for this scenario, however, is run-time. Figure 5 plots the total time needed to compute the harmonic
energy for the different finite element spaces and grid resolutions. Projection-based finite elements need only about 10% of the time of geodesic finite elements. This is of course because projection-based interpolation is given by a simple closed-form formula in the case of $M = S^2$, whereas for geodesic finite elements it involves numerically solving a small minimization problem \(^{(2)}\). By means of automatic differentiation, these differences appear in the computation of derivatives as well. In practical applications of sphere-valued problems, projection-based finite elements are therefore typically preferable to geodesic finite elements.

5.2. Harmonic maps into $\text{SO}(3)$. In the final example we compute minimizers of the harmonic energy in a space of functions mapping to $\text{SO}(3)$. As in Section 4.2, we use the canonical embedding of $\text{SO}(3)$ into $\mathbb{R}^{3 \times 3}$, and the polar factor as the projection onto $\text{SO}(3)$ (even though the implementation uses quaternions to actually store elements of $\text{SO}(3)$). The iteration (22) used to compute the polar factor is a variant of a Newton method, and therefore plays nicely with automatic differentiation systems like ADOL-C \cite[Chap. 15]{18}.

We base our numerical test on the interpolation error test of Section 4.2. On the domain $\Omega$ given there, we look for minimizers of the harmonic energy in $H^1(\Omega, \text{SO}(3))$, subject to Dirichlet boundary and homotopy constraints given by the function $R$ defined in (23). As the solution of this problem is not known in closed form, we compute discretization errors with respect to a numerical reference solution. For this we refine the grid uniformly 6 times, and compute the solution there. We then trust this to be a good reference solution for grids with up to 5 steps of refinement.

Figure 6(a) shows the discretization error plots for the $L^2$ and $H^1$ errors, again for approximation spaces of orders up to 3. We observe the expected optimal discretization error rates in all cases.

Finally, we redo the experiment with geodesic finite elements. Figure 6(b) shows the discretization errors per mesh size for the same problem, but using a geodesic finite element discretization. The constant is again better than for projection-based finite elements, and the difference seems to increase with $p$.

When comparing the run-times again (Figure 7), the situation is vastly different. While projection-based finite elements were much faster than geodesic ones for the case of maps into the sphere, there is hardly a difference for $M = \text{SO}(3)$.

**Figure 5.** Wall-time needed to compute the harmonic energy on seven different grids and approximation orders $p = 1, 2, 3$. Solid: projection-based finite elements. Dashed: geodesic finite elements.
Figure 6. Discretization errors for a harmonic map into SO(3) as a function of normalized grid edge length. Left: $L^2$ norm. Right: $H^1$ seminorm. The black dashed lines are at the same positions for both discretizations.

Figure 7. Wall-time needed to compute the harmonic energy of the function $R$ on seven different grids and approximation orders $p = 1, 2, 3$. Solid: projection-based finite elements. Dashed: geodesic finite elements.

This is because the projection from $\mathbb{R}^{3\times3}$ to SO(3) is not given in a simple closed form, but has to be computed iteratively (Section 4.2). This puts the execution speed of projection-based finite elements on par with geodesic finite elements, if the projection is the polar decomposition in $\mathbb{R}^{3\times3}$. 
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