ALGEBRAS WITH A BILINEAR FORM, AND IDEMPOTENT ENDOMORPHISMS

ALBERTO FACCHINI AND LEILA HEIDARI ZADEH

Abstract. The category $k\text{-BFAlg}$ of all $k$-algebras with a bilinear form, whose objects are all pairs $(R, b)$ where $R$ is a $k$-algebra and $b: R \times R \to k$ is a bilinear mapping, is equivalent to the category of unital $k$-algebras $A$ for which the canonical homomorphism $(k, 1) \to (A, 1_A)$ of unital $k$-algebras is a splitting monomorphism in $k\text{-Mod}$. Call the left inverses of this splitting monomorphism “weak augmentations” of the algebra. There is a category isomorphism between the category of $k$-algebras with a weak augmentation and the category of unital $k$-algebras $(A, b_A)$ with a bilinear form $b_A$ compatible with the multiplication of $A$, i.e., such that $b_A(x, y) = b_A(z, w)$ for all $x, y, z, w \in A$ for which $xy = zw$.

Introduction

Let $k$ be a commutative ring with identity $1$ and $A$ a not-necessarily associative $k$-algebra. If the $k$-algebra $A$ has an identity $1_A$, there is a canonical homomorphism $(k, 1) \to (A, 1_A)$ of unital $k$-algebras. Suppose that this canonical homomorphism is a splitting monomorphism in the category of unital $k$-algebras. Then $A = I \oplus k$, where $I$ is a two-sided ideal of $A$. Writing the elements of $I \oplus k$ as pairs, we have that $(i, \lambda)(i', \lambda') = (\lambda i' + i' \lambda + ii', \lambda \lambda')$, i.e., we have something very similar to what is sometimes called the “Dorroh extension” of $I$, that is, adjoining an identity to the $k$-algebra $I$. The left inverse of the splitting monomorphism $(k, 1) \to (A, 1_A)$ is an augmentation for $A$. It is well known that this Dorroh extension yields a category equivalence between the category of $k$-algebras and the category of unital $k$-algebras with an augmentation. The direct-sum decompositions $A = I \oplus k$ or, better, the splitting monomorphisms $(k, 1) \to (A, 1_A)$, correspond to idempotent endomorphisms of $A$ in the category of unital $k$-algebras having image $k \cdot 1_A$. (For a more detailed explanation and the notations, see Section 1).

But very often the $k$-algebra monomorphism $(k, 1) \to (A, 1_A)$ does not split in the category $k\text{-Alg}$ of unital $k$-algebras, but only in the category $k\text{-Mod}$ of all $k$-modules. In this case, we only have that $A = S \oplus k$ as $k$-modules, where $S$ is a $k$-submodule of $A$. Denoting by $\pi_S: A \to S$ and $\pi_k: A \to k$ the two canonical...
projections associated to the direct-sum decomposition $A = S \oplus k$, and writing the elements of $S \oplus k$ as pairs, we then have that $(s, \lambda)(s', \lambda') = (\lambda s + \lambda s + \pi_S(ss'), \lambda \lambda + \pi_k(ss'))$. In this way we arrive very naturally to the notion of $k$-algebra $(S, b_S)$ with a bilinear form $b_S$, that is, a $k$-bilinear mapping $b_S: S \times S \to k$, and its associated extension $(S, b_S) \oplus b_S k$ (Section 3). Important examples are those of complex numbers, quaternions, octonions, spin factors, Galois extensions of fields, etc. (Examples 2.1 and 3.8.)

More precisely, the category of $k$-algebras with a bilinear form is equivalent to the category of unital $k$-algebras for which the canonical homomorphism $(k, 1) \to (A, 1_A)$ of unital $k$-algebras is a splitting monomorphism in $k$-Mod (Theorem 2.4). We call the left inverse of this splitting monomorphism a weak augmentation of the $k$-algebra $A$. In Section 3 we consider the compatibility between bilinear forms and multiplication and show that there is a category isomorphism between the category of $k$-algebras with a weak augmentation and the category of unital $k$-algebras with a compatible bilinear form (Theorem 3.6). In the final section we generalize the ideas of the previous sections to study ring extensions $R \subseteq S$. This kind of extensions also appears in [10] and [13].

1. $k$-algebras. Preliminary notions and basic facts.

Let $k$ be a commutative ring with identity $1$. With the term $k$-algebra we mean a $k$-module $R$ with a further $k$-bilinear operation

$$\cdot: R \times R \to R, \quad (r, r') \mapsto r \cdot r' = rr'. $$

(Equivalently, with a $k$-module morphism $\mu: R \otimes_k R \to R$. See [3] and [1] Section 2)). Clearly, $k$-algebras form a category $k$-Alg, whose morphisms $f: R \to S$ are the $k$-module morphisms $f: R \to S$ such that $f(rr') = f(r)f(r')$ for every $r, r' \in R$. Abelian $k$-algebras are those for which $rr' = 0$ for every $r, r' \in R$. The full subcategory of $k$-Alg whose objects are all abelian $k$-algebras is clearly isomorphic to the category $k$-Mod of all $k$-modules, hence is a Grothendieck category. Zero objects of $k$-Alg are the $k$-algebras with one element, so that $k$-Alg is a pointed category. The kernel of a morphism $f: R \to S$ is the inclusion of the subalgebra $\ker(f) := \{ r \in R \mid f(r) = 0_S \}$ of $R$ into $R$ itself. It is easy to see that $\ker(f)$ is in fact an ideal of $R$. Here a subalgebra (an ideal) of $R$ is a sub-$k$-module $X$ of $R$ such that $xy \in X$ for every $x, y \in X$ (such that $rx \in X$ and $xr \in X$ for every $r \in R$ and $x \in X$, respectively). See [14].

The $k$-algebra $k$ is a rather special object in the category $k$-Alg, for instance it is commutative, associative, and has the identity $1$. An identity in a $k$-algebra $R$ is an element, which we will denote by $1_R$, such that $r \cdot 1_R = 1_R \cdot r = r$ for every $r \in R$. If $R$ has an identity, we will say that $R$ is unital. An element $r$ of $R$ is idempotent if $r^2 := r \cdot r = r$ (since $R$ is not-necessarily associative, $r^n$ is not defined for $n \geq 3$, but it is defined for $n = 1$ and $n = 2$). The zero of $R$ is always an idempotent element of $R$ (because of the $k$-bilinearity of multiplication), and the identity, when it exists, is also an idempotent element of $R$.

For any $k$-algebra $R$, there is a one-to-one correspondence between the set $\text{Hom}_{k\text{-Alg}}(k, R)$ and the set of all idempotent elements of $R$. For any idempotent element $r$ of $R$ the corresponding morphism $\varphi_r: k \to R$ is defined by $\varphi_r(\lambda) = \lambda r$ for every $\lambda \in k$. Conversely, for any morphism $\varphi: k \to R$ the corresponding idempotent element of $R$ is $\varphi(1)$.
In particular, when the $k$-algebra $R$ has an identity $1_R$, for $r = 1_R$ we have a morphism $\varphi_{1_R}: k \to R$ defined by $\varphi_{1_R}(\lambda) = \lambda 1_R$ for every $\lambda \in k$. The image of this morphism $\varphi_{1_R}$ is necessarily contained in the center of $R$.

Now let $k$-$\text{Alg}_1$ be the category of all unital $k$-algebras. Its morphisms $f: R \to S$ are the $k$-algebra morphisms $f$ such that $f(1_R) = 1_S$. There is also a third category involved. It is the category $k$-$\text{Alg}_a$ of all unital $k$-algebras with an augmentation. Its objects are all the pairs $(A, \varepsilon_A)$, where $A$ is a unital $k$-algebra and $\varepsilon_A: A \to k$ is a morphism in $k$-$\text{Alg}_1$ that is a left inverse of $\varphi_{1_A}$. The morphisms $f: (A, \varepsilon_A) \to (B, \varepsilon_B)$ are the morphisms $f: A \to B$ in $k$-$\text{Alg}_1$ such that $\varepsilon_B f = \varepsilon_A$.

It is well known that:

**Theorem 1.1.** There is a category equivalence $F: k$-$\text{Alg} \to k$-$\text{Alg}_a$ that associates with any object $R$ of $k$-$\text{Alg}$ the $k$-algebra with augmentation

$$F(R) := (R \# k, \pi_2),$$

where $R \# k$ is the $k$-module direct sum $R \oplus k$ with multiplication defined by

$$(r, \lambda)(r', \lambda') = (rr' + \lambda r', \lambda \lambda')$$

for every $(r, \lambda)(r', \lambda') \in R \# k$, and the augmentation $\pi_2: R \# k = R \oplus k \to k$ is the second canonical projection.

The $k$-algebra $R \# k$ is clearly a unital $k$-algebra with augmentation. The quasi-inverse of the equivalence $F$ is the functor $k$-$\text{Alg}_a \to k$-$\text{Alg}$ that associates with each $k$-algebra with augmentation $(A, \varepsilon_A)$ the kernel $\ker(\varepsilon_A)$ of the augmentation, which is an ideal, hence a $k$-subalgebra, of $A$.

Notice that, for every $k$-algebra $R$, there is a short exact sequence

$$0 \to R \to R \# k \to k \to 0$$

in the category $k$-$\text{Alg}$, which is a pointed category with zero objects the algebras with one element. In particular, $R$ is an ideal of the unital $k$-algebra $R \# k$.

As usual, all the identities seen above can be expressed via diagrams. For instance, a $k$-module morphism $f: R \to S$ is a $k$-algebra morphism if and only if the diagram

$$
\begin{array}{ccc}
R \otimes_k R & \xrightarrow{\mu_R} & R \\
\downarrow{f \otimes f} & & \downarrow{f} \\
S \otimes_k S & \xrightarrow{\mu_S} & S
\end{array}
$$

commutes; if, moreover, $R$ and $S$ are unital, then $f$ is a morphism in $k$-$\text{Alg}_1$ if and only if the diagram

$$
\begin{array}{ccc}
& & R \\
& \searrow{\varphi_{1_R}} & \downarrow{f} \\
k & \downarrow{1_R} & \\
& \swarrow{\varphi_{1_S}} & S
\end{array}
$$
commutes; also, \( f \) is a morphism in \( k\text{-Alg} \) if and only if the diagram

\[
\begin{array}{ccc}
R & \xrightarrow{\varphi_R} & A \\
\uparrow{\varepsilon_R} & & \uparrow{\varepsilon_A} \\
k & \xrightarrow{f} & k \\
\downarrow{\varphi_S} & & \downarrow{\varepsilon_S} \\
S & \xrightarrow{\varphi_S} & k \\
\end{array}
\]

commutes.

Theorem 1.2 explains another reason why the \( k \)-algebra \( k \) is special: a zero object in the category \( k\text{-Alg} \) is any zero algebra with one element, so that the zero object in the category \( k\text{-Alg}_1 \) is the augmented \( k \)-algebra \( F(0) = (k, \text{id}_k) \), that is, the \( k \)-algebra \( k \) is the image of this augmented algebra via the forgetful functor \( k\text{-Alg}_0 \to k\text{-Alg}_1 \). The functor \( (-)\#k: k\text{-Alg} \to k\text{-Alg}_1 \) is the left adjoint of the forgetful functor \( k\text{-Alg}_1 \to k\text{-Alg} \).

For any \( k \)-algebra with augmentation \((A, \varepsilon_A)\), we have \( k \)-algebras morphisms

\[
k \xrightarrow{\varphi_A} A \xrightarrow{\varepsilon_A} k
\]

whose composite mapping is the identity of \( k \). Hence the composite mapping \( A \xrightarrow{\varepsilon_A} k \xrightarrow{\varphi_A} A \) is an idempotent endomorphism of the \( k \)-algebra \( A \).

**Theorem 1.2.** For any \( k \)-algebra \( A \) with identity \( 1_A \), there is a one-to-one correspondence between the set of all idempotent \( k \)-algebra endomorphisms of \( A \) with image \( k \cdot 1_A \) and the set of all augmentations of \( A \).

For example, let \( k \) be a field and \( A \) be the ring \( k[x] \) of polynomials in one indeterminate \( x \) and coefficients in \( k \). This is a unital \( k \)-algebra. For every element \( \alpha \in k \), there is an idempotent \( k \)-algebra endomorphism \( \varphi_\alpha: k[x] \to k[x], \varphi_\alpha: f(x) \mapsto f(\alpha), \) of the \( k \)-algebra \( k[x] \). All these idempotent endomorphisms have image \( k \). The augmentation corresponding to the idempotent endomorphism \( \varphi_\alpha \) is the augmentation \( k[x] \to k, f(x) \in k[x] \mapsto f(\alpha) \in k \).

## 2. \( k \)-ALGEBRAS WITH A BILINEAR FORM

The construction of the unital \( k \)-algebra \( R\#k \) with augmentation is very convenient, but there is a further useful generalization of this construction. Assume that the \( k \)-algebra \( R \) is also endowed with a bilinear form (= \( k \)-bilinear mapping) \( b_R: R \times R \to k \). Let \((R, b_R)@b_Rk\) be the \( k \)-algebra that, as a \( k \)-module, is the direct sum \( R \oplus k \), and with multiplication defined by

\[
(r, \lambda)(r', \lambda') = (rr' + \lambda r' + \lambda' r, \lambda \lambda' - b_R(r, r')).
\]

The construction of \((R, b_R)@b_Rk\) can be viewed as a sort of deformation of the previously constructed \( k \)-algebra \( R\#k \), perturbated by the \( k \)-bilinear mapping \( b_R \).

Clearly, when \( b_R \) is the zero bilinear mapping, then \((R, b_R)@b_Rk\) is exactly \( R\#k \).

Let us show, giving some examples, that this construction \(-@k\) is very frequent in Algebra.

**Examples 2.1.** (a) **Complex numbers.** Let \( k \) be the field \( \mathbb{R} \) of real numbers. As far as \( R \) is concerned, let \( R \) be the one-dimensional real abelian algebra, so that \( R \) can be seen as \( \mathbb{R} \) itself but with the algebra multiplication always equal to zero. As a
bilinear form $b_R: R \times R \to k$ take the usual multiplication in $\mathbb{R}$. Then $(R, b_R)@_{b_R}k$ is exactly the $\mathbb{R}$-algebra of complex numbers.

(b) **Quaternions.** As in (a), let $k$ be the field $\mathbb{R}$ of real numbers. Now let $R$ be the three-dimensional real $\mathbb{R}$-vector space of Physics. As $\mathbb{R}$-algebra multiplication on $R$ take the cross product $\times$. As bilinear form $b_R: R \times R \to k$ take the usual scalar product of vectors. Then $(R, b_R)@_{b_R}k$ now turns out to be the division $\mathbb{R}$-algebra of quaternions.

(c) **Octonions.** The construction of octonions is also very similar. Let us recall the standard notation concerning octonions. The octonions form a vector spaces $O$ denoted by $\text{Im}(\mathbb{O})$. Define a “new multiplication” on $\text{Im}(\mathbb{O})$ via the multiplication table

| $e_i e_j$ | $e_1$ | $e_2$ | $e_3$ | $e_4$ | $e_5$ | $e_6$ | $e_7$ |
|-----------|-------|-------|-------|-------|-------|-------|-------|
| $e_1$     | 0     | $-e_2$| $-e_3$| $-e_4$| $-e_5$| $-e_6$| $-e_7$|
| $e_2$     | $e_3$ | 0     | $e_6$ | $-e_7$| 0     | $e_2$ | $-e_1$|
| $e_3$     | $e_2$ | $e_1$ | 0     | $e_7$ | $-e_6$| $e_5$ | $e_4$ |
| $e_4$     | $e_5$ | $e_6$ | $e_7$ | 0     | $e_1$ | $e_2$ | $e_3$ |
| $e_5$     | $e_4$ | $-e_7$| $e_6$ | $-e_1$| 0     | $-e_3$| $e_2$ |
| $e_6$     | $e_7$ | $e_4$ | $-e_5$| $-e_2$| $e_3$ | 0     | $-e_1$|
| $e_7$     | $-e_6$| $e_5$ | $e_4$ | $-e_3$| $-e_2$| $e_1$ | 0     |

and extending by linearity. Notice that this multiplication table is skew-symmetric, so that the multiplication on $\text{Im}(\mathbb{O})$ turns out to be anticommutative. More precisely, this is the multiplication table of the *seven-dimensional cross product*, a bilinear operation on vectors in the seven-dimensional Euclidean space with the properties of orthogonality and magnitude [4, 12]. As bilinear form $b: \text{Im}(\mathbb{O}) \times \text{Im}(\mathbb{O}) \to \mathbb{R}$ take the usual Euclidean scalar product. Now $(\text{Im}(\mathbb{O}), b)@_{b}k$ now turns out to be the $\mathbb{R}$-algebra of octonions.

These first three examples should not surprise. It is a famous result by Hurwitz ([8], or see [9, 7.6]) that the only composition $k$-algebras when $k$ is a field of characteristic $\neq 2$ are $k$, quadratic algebras, quaternions, and octonions. See [4, p. 447] and [12, Theorem I and its proof]. In these cases, the field $k$ is always the field of real numbers, the bilinear form is always the dot product in an Euclidean space, and the multiplication in the $\mathbb{R}$-algebra is always the cross product. Our construction of $(R, b_R)@_{b_R}k$ in this special case is called by Beno Eckmann “a well-known elementary construction” [6, p. 338, at the top of the page]. Notice that in these classical examples, the norm is always multiplicative, that is, the mapping $R \to k$, defined by $r \mapsto b_R(r,r)$ for all $r \in R$, is a magma morphism (i.e., it preserves multiplication).

(d) Composition algebras are examples of algebras with a bilinear form.

(e) Jordan, von Neumann and Wigner [11] proved that every finite-dimensional formally real Jordan algebra is a direct sum of simple ones. There are five families of simple finite-dimensional formally real Jordan algebras: the $n \times n$ self-adjoint real
pairs $(R, b, k$ be the category of all $(b, k$-algebras, that is, $b: R \otimes k \rightarrow k$ is a bilinear form defined by $b(x, y) = cx$ for all $x, y \in R$. Then the product in $R \otimes_k k$ is defined by $(x, \lambda)(y, \mu) = (\lambda y + \mu x, \lambda \mu + cxy)$, i.e., $R \otimes_k k$ is the $c$-double of $k$, that is, the quadratic algebra obtained doubling the unital $k$-algebra $k$, with the identity as involution, and $c \in k$ [9 page 444, (94)].

Let us try to be more precise. Fix a commutative unital ring $k$. Let $k$-$\text{BFAlg}$ be the category of all $k$-algebras with a bilinear form, whose objects are all the pairs $(R, b)$, where $R$ is a $k$-algebra and $b: R \times R \rightarrow k$ is a $k$-bilinear mapping (equivalently, $b: R \otimes_k R \rightarrow k$ is a $k$-linear mapping). The morphisms $\varphi: (R, b_R) \rightarrow (S, b_S)$ in this category are the $k$-algebra morphisms $\varphi: R \rightarrow S$ that are orthogonal transformations, that is, $b_R(r, r') = b_S(\varphi(r), \varphi(r'))$ for every $r, r' \in R$. As usual, this identity can be expressed in term of commutativity of the diagram

$$
\begin{array}{ccc}
R \otimes_k k & \longrightarrow & R \\
\varphi \otimes \varphi & \longmapsto & b_R \\
S \otimes_k k & \longmapsto & k.
\end{array}
$$

Similarly, there is a category $k$-$\text{BFAlg}_{1}$ of all unital $k$-algebras with a bilinear form, whose objects are all pairs $(R, b)$, where $R$ is now also required to be a $k$-algebra with identity $1_R$. The morphisms $\varphi: (R, b_R) \rightarrow (S, b_S)$ in the category $k$-$\text{BFAlg}_{1}$ are required to send $1_R$ to $1_S$. Finally, there is a category $k$-$\text{Alg}_{\text{un}}$ of all $k$-algebras $A$ with an identity $1_A$ and with a weak augmentation, that is, a morphism $\varepsilon_A: A \rightarrow k$ in $k$-$\text{Mod}$ that is a left inverse of $\varphi_{1_A}$. Notice that the difference between augmentation and weak augmentation is that augmentations are morphisms of $k$-algebras, while weak augmentations are only morphisms of $k$-modules. We will write the objects of $k$-$\text{Alg}_{\text{un}}$ as pairs $(A, \varepsilon_A)$. The morphisms $f: (A, \varepsilon_A) \rightarrow (B, \varepsilon_B)$ are the morphisms $f: A \rightarrow B$ in $k$-$\text{Alg}_{1}$ such that $\varepsilon_B f = \varepsilon_A$. 


Remark 2.2. In the definition of $k$-algebra with a bilinear form given above, we don’t require any form of compatibility between the multiplication of the $k$-algebra and the bilinear form. Compatibility axioms will be studied in Section 3.

Lemma 2.3. Let $(R, b_R)$ and $(S, b_S)$ be two $k$-algebras with a bilinear form, and $\psi: R \to S$ be a $k$-module morphism. Then $\varphi := (\psi \oplus \text{id}_k): (R, b_R)@_{b_R}k \to (S, b_S)@_{b_S}k$ is a morphism of $k$-algebras if and only if $\psi: (R, b_R) \to (S, b_S)$ is a morphism of $k$-algebras with a bilinear form. Moreover, if these equivalent conditions are satisfied, then $\varphi$ is necessarily a morphism of unital $k$-algebras.

Proof. The $k$-module morphism $\varphi$ is a $k$-algebra morphism if and only if $\varphi$ preserves $k$-algebra multiplication, that is, if and only if

$$(\psi \oplus \text{id}_k)((r, \lambda)(r', \lambda')) = (\psi \oplus \text{id}_k)(r, \lambda)(\psi \oplus \text{id}_k)(r', \lambda'),$$

that is, if and only if

$$(\psi \oplus \text{id}_k)(rr' + \lambda r' + \lambda' r - b_R(r, r')) = (\psi(r)\psi(r') + \lambda\psi(r') + \lambda'\psi(r) - b_S(\psi(r), \psi(r'))) .$$

It is now easy to see that this occurs if and only if $\psi$ is a $k$-algebra morphism and $b_R = b_S \circ (\psi \otimes \psi)$.

Theorem 2.4. There is an equivalence of categories $G: k\text{-BAlg} \to k\text{-Alg}_{wa}$ that associates with any object $(R, b_R)$ of $k\text{-BAlg}$ the $k$-algebra with a weak augmentation $G(R, b_R) := ((R, b_R)@_{b_R}k, \pi_2)$, where $(R, b_R)@_{b_R}k$ is the $k$-module direct sum $R \oplus k$ with multiplication defined by

$$(r, \lambda)(r', \lambda') = (rr' + \lambda r' + \lambda' r - b_R(r, r'))$$

for every $(r, \lambda), (r', \lambda') \in (R, b_R)@_{b_R}k$, with identity $(0_R, 1_k)$, and with weak augmentation the second canonical projection

$$\pi_2: (R, b_R)@_{b_R}k = R \oplus k \to k.$$

Proof. Let $(R, b_R)$ be an object of $k\text{-BAlg}$. The $k$-algebra $(R, b_R)@_{b_R}k$ is clearly a unital $k$-algebra with weak augmentation

$$\pi_2: (R, b_R)@_{b_R}k = R \oplus k \to k.$$

The functor $G$ associates with any object $(R, b_R)$ of $k\text{-BAlg}$ the object $((R, b_R)@_{b_R}k, \pi_2)$ of $k\text{-Alg}_{wa}$, and with any morphism $\varphi: (R, b_R) \to (S, b_S)$ in $k\text{-BAlg}$ the mapping $\varphi \oplus \text{id}_k: (R, b_R)@_{b_R}k \to (S, b_S)@_{b_S}k$. This mapping is clearly a $k$-module morphism, but is also a morphism of $k$-algebras with identities by Lemma 2.3.

The quasi-inverse of $G$ is the functor $H: k\text{-Alg}_{wa} \to k\text{-BAlg}$ that associates with each $k$-algebra with a weak augmentation $(A, \varepsilon_A)$ the kernel $K := \ker(\varepsilon_A)$. More precisely, from $\varphi_{1_A} \circ \varepsilon_A = \text{id}_k$, we get that $A = \ker(\varepsilon_A) \oplus \text{Im}(\varphi_{1_A}) = K \oplus k \cdot 1_A$, so that there are the two canonical projections $\pi_1: A = K \oplus k \cdot 1_A \to K$ and $\pi_2: A = K \oplus k \cdot 1_A \to k \cdot 1_A$. Let $\mu: A \times A \to A$ be the multiplication in $A$ and $\mu|_{K \times K}: K \times K \to A$ be the restriction of $\mu$ to $K \times K$. The $k$-module $K$ is a $k$-algebra with respect to the multiplication

$$\pi_1 \circ \mu|_{K \times K}: K \times K \to K.$$

Since $\varphi_{1_A}: k \to A$ is an injective mapping with image $k \cdot 1_A$, the corestriction $\varphi_{1_A}|_{k \cdot 1_A}: k \to k \cdot 1_A$, $\varphi_{1_A}|_{k \cdot 1_A}(\lambda) = \lambda 1_A$, is a $k$-algebra isomorphism. Set $b_K :=$
jugation of complex numbers, quaternions, etc. It is the mapping $c^k$ of $r^k$ tor $(\cdot)^k$ categories of $\cdot^{-1}$ if the functor $(\cdot)^{-1}$ is the left adjoint of the forgetful functor $R$ bras with an augmentation the morphism $\pi_1 \circ \mu |_{K \times K}$. Of course, the multiplications on $K$ form. The functor $R$ which is the $k$-algebra isomorphism $|_{K \times K}$ is the left adjoint of the forgetful functor $\mathcal{G}$ respectively, as in (2). It is now easy to check that in general there are no $k$-module morphisms $A, \varepsilon_A \to (B, \varepsilon_B)$ of algebras with an augmentation the morphism $\varphi^K_B$ of $k$-algebras with a bilinear form. Hence $\varphi$ induces by restriction a $k$-module morphism 

$$\varphi^K_B : K_A \to K_B$$

and a $k$-algebra isomorphism

$$k \cdot 1_A \to k \cdot 1_B, \quad \lambda 1_A \mapsto \lambda 1_B,$$

which is the $k$-algebra isomorphism $(\varphi_{1_B}^{k-1})^{-1} \circ (\varphi_{1_A}^{k-1})^{-1}$. It follows that $\varphi: A = K_A \oplus k \cdot 1_A \to B = K_B \oplus k \cdot 1_B$ can be written as

$$\varphi = \left( \varphi^K_B |_{K_A} \oplus \left( (\varphi_{1_B}^{k-1}) \circ (\varphi_{1_A}^{k-1})^{-1} \right) \right).$$

From Lemma 2.3, we know that $\varphi^K_A$ is a morphism of $k$-algebras with a bilinear form. The functor $H$ associates with any morphism $\varphi: (A, \varepsilon_A) \to (B, \varepsilon_B)$ of algebras with an augmentation the morphism $\varphi^{K_A}_H$ of $k$-algebras with a bilinear form. Of course, the multiplications on $K_A$ and $K_B$ are $\pi_1 \circ \mu |_{K_A \times K_A}: K_A \times K_A \to A = K_A \oplus k \cdot 1_A \to K_A$ and $\pi_1 \circ \mu |_{K_B \times K_B}: K_B \times K_B \to B = K_B \oplus k \cdot 1_B \to K_B$ respectively, as in [2]. It is now easy to check that $G$ and $H$ define a category equivalence. □

Notice that there is a short exact sequence $0 \to R \to R \@ k \to k \to 0$ in the category $k$-$\mathcal{M}od$. Hence $R$ is a $k$-submodule of $R \@ k$.

**Remark 2.5.** We have already remarked that the functor $(-)^\# k: k$-$\mathcal{A}lg \to k$-$\mathcal{A}lg_1$ is the left adjoint of the forgetful functor $k$-$\mathcal{A}lg_1 \to k$-$\mathcal{A}lg$. A natural question is whether this remains true in the more general setting of the functor $(-)^\@ k$. Now if the functor $(-)^\@ k$ is the left adjoint of some forgetful functor between suitable categories of $k$-algebras, then the adjunction would have a unit $\eta$, that is, for every $k$-algebra $R$ with a bilinear form $\varepsilon_R$ on $k$ there would be a canonical $k$-algebra morphism $\eta_{(R,b)}: R \to R \@ b k$. Now it is easy to check that in general there are no $k$-algebra morphisms $R \to R \@ b k$, except for some very special cases, for instance:

(a) the case of $b = 0$, so that $R \@ b k = R^{\#} k$, and the $k$-algebra morphism $R \to R^{\#} k = R^{\#} k = R \oplus k$ is the canonical mapping $r \mapsto (r, 0)$;

(b) the case in which $R$ is an augmented $k$-algebra. If $\varepsilon_R: R \to k$ is an augmentation (= a morphism of $k$-algebras), then there is a $k$-algebra morphism $R \to R \@ b k$, $r \mapsto (0, \varepsilon_R(r))$.

Notice that $R \@ b k$ does not contain subalgebras isomorphic to $R$ in general, but it does contain a subalgebra isomorphic to $k$.

Since there are no $k$-algebra morphisms $R \to R \@ b k$ in the general case, the functor $(-)^\@ k$ is not the left adjoint of a forgetful functor between suitable categories of $k$-algebras.

Also notice that in the category $k$-$\mathcal{BFA}lg$ there is also an analogue of the conjugation of complex numbers, quaternions, etc. It is the mapping $c: (R, \mu, b) \to (R, -\mu, b)$, that associates to any $k$-algebra $R$ with multiplication $\mu$ and bilinear
form $b$ the $k$-algebra $R$ with multiplication $-\mu$ and bilinear form $b$. Here $-\mu$ is the multiplication in which the product of $r,s \in R$ is $-rs$.

We will see in the following that our results can be also applied to ring extensions (Section 4) or additive categories in which idempotent endomorphisms have kernels (Remark 4).

3. Compatibility between bilinear forms and multiplication

Let $A$ be a $k$-algebra. We say that a $k$-bilinear form $b: A \times A \rightarrow k$ is compatible with the multiplication of $A$ if, for every $x,y,z,w \in A$, $xy = zw$ implies $b(x,y) = b(z,w)$.

Lemma 3.1. Let $A$ be a $k$-algebra with multiplication $\mu: A \times A \rightarrow A$ and $b: A \times A \rightarrow k$ a $k$-bilinear form. Consider the following conditions:

(a) $b$ is compatible with the multiplication of $A$.
(b) $b$ factors through $\mu$, that is, there exists a $k$-module morphism $\varepsilon: A \rightarrow K$ such that $\varepsilon \circ \mu = b$.

Then (b) $\Rightarrow$ (a).

If, moreover, $A$ is unital, then (a) $\Leftrightarrow$ (b), and if these equivalent conditions (a) and (b) are satisfied then the $k$-module morphism $\varepsilon$ in (b) is unique.

Proof. If $b$ factors through $\mu$, that is, $\varepsilon \circ \mu = b$ for some $k$-module morphism $\varepsilon: A \rightarrow K$, $x,y,z,w \in A$ and $xy = zw$, then

$$b(x,y) = (\varepsilon \circ \mu)(x,y) = \varepsilon(xy) = \varepsilon(zw) = (\varepsilon \circ \mu)(z,w) = b(z,w).$$

This shows that (b) $\Rightarrow$ (a).

Now assume that $A$ is unital. If $b$ is compatible with the multiplication of $A$, define $\varepsilon: A \rightarrow K$ setting $\varepsilon(a) = b(a,1_A)$ for every $a \in A$. Then $\varepsilon \circ \mu = b$ because, for every $a,a' \in A$, $(\varepsilon \circ \mu)(a,a') = \varepsilon(aa') = b(aa',1_A) = b(a,a')$ because $b$ is compatible with the multiplication. Hence (a) $\Leftrightarrow$ (b). Moreover, the mapping $\mu$ is surjective, so that $\varepsilon \circ \mu = b = \varepsilon' \circ \mu$ implies $\varepsilon = \varepsilon'$.

□

Lemma 3.2. Let $A$ be a $k$-algebra with a $k$-bilinear form $b: A \times A \rightarrow k$. Consider the following two conditions:

(a) $b$ is compatible with the multiplication of $A$.
(b) $b(xy,z) = b(x,yz)$ for every $x,y,z \in A$.

Then:

(1) If $A$ is associative, then (a) $\Rightarrow$ (b).
(2) If $A$ is unital, then (b) $\Rightarrow$ (a).

Proof. (1) If $A$ is associative and $x,y,z \in A$, then $(xy)z = x(yz)$, so that (b) holds by (a).

(2) If $A$ has an identity $1_A$, say, $x,y,z,w \in A$ and $xy = zw$, then $b(x,y) = b(x,y \cdot 1_A) = b(xy,1_A) = b(zw,1_A) = b(z,w \cdot 1_A) = b(z,w)$.

□

In the following, for a commutative unital ring $k$ and a $k$-module $A$, we will write $A^{\otimes n}$ for the $n$-fold tensor product of $A$ over $k$ and

$$T(A) := \bigoplus_{n \geq 0} A^{\otimes n} = k \oplus A \oplus (A \otimes A) \oplus (A \otimes A \otimes A) \oplus \ldots$$

to denote the tensor algebra.
Theorem 3.3. The following conditions are equivalent for a $k$-algebra $(R, b)$ with multiplication $\mu_R$: $R \times R \to R$ and a bilinear form $b$:

(a) The $k$-algebra $(R, b)@k$ is associative.

(b) $b(xy, z) = b(x, yz)$ and $(xy)z - b(x, y)z = x(yz) - zb(y, z)$ for every $x, y, z \in R$.

(c) The $k$-algebra $(R, b)@b$ is isomorphic to the tensor algebra $T(R)$ modulo the two-sided ideal $I$ of $T(R)$ generated by the set of all the elements $b(x, y) - \mu_R(x, y) + x \otimes y$, where $x, y \in R$.

Proof. (a)$\Leftrightarrow$(b) Computing $((x, \lambda)(y, \mu))(z, \nu)$ and $(x, \lambda)((y, \mu)(z, \nu))$ one sees that they are equal if and only if the two equalities in (b) hold.

(c) $\Rightarrow$ (a) The tensor algebra $T(R)$ is associative for every $k$-module $R$, so that if $(R, b)@b$ is a homomorphic image of $T(R)$, then $(R, b)@b$ is associative.

(a) $\Rightarrow$ (c) Tensor algebra has the universal property with respect to associative unital algebras, so that if the $k$-algebra $(R, b)@b$ is associative, the $k$-module morphism $\varepsilon_1: R \to (R, b)@b = R \oplus k$ can be uniquely extended to a unital $k$-algebra morphism $T(R) \to (R, b)@b$. This $k$-algebra morphism maps the elements of $T(R)$ of the form $\lambda + x$ of $T(R)$ to the elements $(\lambda, x)$ of $(R, b)@b$, and the elements of $T(R)$ of the form $b(x, y) - \mu_R(x, y) + x \otimes y$ to

$$b(x, y) - \mu_R(x, y) + \mu_R(b)(x, y) = (0, b(x, y)) + (-xy, 0) + (x, 0)(y, 0) = (0, b(x, y)) + (-xy, 0) + (xy, -b(x, y)) = 0.$$ 

Hence there is an induced surjective $k$-algebra morphism $T(R)/I \to (R, b)@b$. Clearly, every element of the graded $k$-algebra $T(R)$ is congruent modulo $I$ to an element of degree $\leq 1$, that is, to an element of $T(R)$ of the form $\lambda + x$ (this can be seen easily by induction on the degree of the element of $T(R)$). Such an element is mapped to the zero of $(R, b)@b$ if and only if $\lambda = 0$ and $x = 0$. Hence the morphism $T(R)/I \to (R, b)@b$ is an isomorphism. \hfill $\square$

Remarks 3.4. (a) It is easy to check that $(R, b)@b$ is commutative if and only if $R$ is commutative and $b$ is symmetric, that is, $b(x, y) = b(y, x)$ for all $x, y \in R$.

(b) If the $k$-algebra $(R, b)@b$ is associative, it is not necessarily true that $R$ is associative. Cf. Theorem 3.3. For instance, in Example 2.1 (b) (quaternions), the three-dimensional real $\mathbb{R}$-vector space $R$ of Physics with the cross product $\times$ is not associative, but the algebra $(R, br)@b R$ of quaternions is an associative division algebra.

The representation $T(R)/I \cong (R, b)@b$ of Theorem 3.3(c), can be extended to non-associative $k$-algebras. To this end, we must replace the tensor algebra $T(A)$, which is associative, with its non-associative version. In order to present it, we need a digression.

Recall that the free non-associative algebra on a set $X$ over a commutative unital ring $k$ is the free $k$-module with free set of generators consisting of all non-associative monomials (formal products of elements of $X$ retaining parentheses). The product of monomials $u, v$ is just $(u)(v)$. This algebra is unital (take the empty product as a monomial).

We are mainly interested in the case in which $X$ has only one element $x$. In this case, the free non-associative $k$-algebra on the indeterminate $x$ is the free $k$-module with free set of generators of all non-associative monomials in $x$. Similarly, we have the free cyclic unital magma $S$: it is the set of all non-associative monomials in an
indeterminate \(x\), so that

\[
S := \{1, x, x \cdot x, x \cdot (x \cdot x), (x \cdot x) \cdot x, (x \cdot x) \cdot (x \cdot x) \cdot x, ((x \cdot x) \cdot x) \cdot x, \ldots \}.
\]

The free non-associative \(k\)-algebra on the indeterminate \(x\) is the free \(k\)-module with \(S\) as a free set of generators. Any element \(s\) of \(S\) has a degree \(d(s)\), which is a non-negative integer. In describing the (“first”) elements of \(S\) in \([8]\) we have written the unique element of \(S\) of degree 0, the unique element of \(S\) of degree 1, the unique element of \(S\) of degree 2, the 2 elements of \(S\) of degree 3, and the 5 elements of \(S\) of degree 4.

The non-associative tensor algebra of a \(k\)-module \(R\), where \(k\) is a commutative unital ring, is

\[
T_{na}(R) := \bigoplus_{s \in S} R^\otimes d(s).
\]

Notice how this extends the associative case. In the associative case we have that

\[
T(R) := \bigoplus_{n \in \mathbb{N}} R^\otimes n.
\]

Here \(\mathbb{N}\) is the free cyclic monoid, i.e. the associative analogue of the free cyclic unital magma \(S\). In \(T_{na}(R)\), we have one copy of \(R^\otimes n\) (\(n\) times) for each element \(s \in S\) of degree \(n\), i.e., for each way of writing the parentheses in a monomial in \(x\) of degree \(n\).

The non-associative \(k\)-algebra \(T_{na}(R)\) (\(k\) a commutative unital ring, \(R\) a \(k\)-module) has the universal property for our non-associative unital \(k\)-algebras: Any \(k\)-module morphism \(f: R \to A\) from \(R\) to a unital \(k\)-algebra \(A\) can be uniquely extended to a morphism of unital algebras from \(T_{na}(R)\) to \(A\). The same proof as Theorem 3.6((a) \(\Rightarrow\) (c)) shows that:

**Proposition 3.5.** Let \((R, b)\) be a \(k\)-algebra with a bilinear form \(b\). Then

\[
(R, b) \otimes_b k \cong T_{na}(R)/I,
\]

where \(I\) is the two-sided ideal of \(T_{na}(R)\) generated by the set of all the elements

\[
b(x, y) - \mu_R(x, y) + x \otimes y \ (x, y \in R).
\]

Let \(k\)-\(BFAlg\) be the full subcategory of \(k\)-\(BFAlg\) whose objects are all unital \(k\)-algebras \((A, b_A)\) whose bilinear form \(b_A\) is compatible.

**Theorem 3.6.** Let \(k\) be a commutative unital ring. There is a category isomorphism \(M: k\text{-}\text{Alg}_{wa} \to k\text{-}\text{BFAlg}_{wa}\) of the category \(k\text{-}\text{Alg}_{wa}\) of \(k\)-algebras with a weak augmentation and the category \(k\text{-}\text{BFAlg}_{wa}\) of \(k\)-algebras with a compatible bilinear form. This functor \(M\) associates with any \(k\)-algebra \((A, \varepsilon_A)\) with a weak augmentation the \(k\)-algebra \((A, b_A)\) with compatible bilinear form \(b_A := \varepsilon_A \circ \mu_A\). Here \(\mu_A: A \times A \to A\) is the multiplication of the algebra \(A\). The quasi-inverse functor of \(M\) associates with any \(k\)-algebra \((A, b_A)\) with identity \(1_A\) and a compatible bilinear form \(b_A\) the algebra with weak augmentation \((A, \varepsilon_A)\), where \(\varepsilon_A: A \to k\) is defined by \(\varepsilon_A(a) = b_A(a, 1_A)\) for every \(a \in A\).

**Proof.** We first show that the two assignments are mutually inverse on objects. Let \((A, \mu_A, 1_A)\) be a unital \(k\)-algebra.
bilinear forms, because unital $k$-augmentations, that is, if $b$ compatible bilinear forms $a$, evaluating the equality on the elements $(\varphi_1, \varphi_2)$.

This shows that the two assignations define a canonical one-to-one correspondence between weak augmentations on $A$ and compatible bilinear forms on $A$. As far as $k$-linear mappings are concerned, we must show that, for any two $k$-algebras $(A, \varepsilon_A), (B, \varepsilon_B)$ with weak augmentations, a morphism $\varphi: A \to B$ of unital $k$-algebras respects the augmentations if and only if it respects the associated compatible bilinear forms $b_A = \varepsilon_A \circ \mu_A$ and $b_B = \varepsilon_B \circ \mu_B$. Now if $\varphi$ respects the augmentations, that is, if $\varepsilon_B \varphi = \varepsilon_A$, then $\varphi$ respects the associated compatible bilinear forms, because

$$b_A = \varepsilon_A \circ \mu_A = \varepsilon_B \circ \varphi \circ \mu_A = \varepsilon_B \circ \mu_B \circ (\varphi \times \varphi) = b_B \circ (\varphi \times \varphi).$$

Conversely, if $\varphi$ respects the associated compatible bilinear forms, i.e.,

$$b_A = b_B \circ (\varphi \times \varphi),$$

evaluating the equality on the elements $(a, 1_A)$ we get that

$$b_A(a, 1_A) = (b_B \circ (\varphi \times \varphi))(a, 1_A) = b_B(\varphi(a), 1_B),$$

that is, $\varepsilon_A(a) = \varepsilon_B(\varphi(a))$, as desired. \hfill \Box

Combining the results of Theorems 2.4 and 3.6, we see that the functor $(-)@k: k\text{-BAlg} \to k\text{-BAlg}_1$ associates with any $k$-algebra $(R, b_R)$ with a bilinear form the unital $k$-algebra $(R, b_R)@_{b_R} k$, whose bilinear form is $\pi_2 \circ \mu_{R\oplus k}$, that is, the orthogonal direct sum $(-b_R) \boxplus 1_k$. This sign minus in front of $b_R$ is a little annoying, but it is necessary in view of our classical Examples 2.4.

**Proposition 3.7.** For any $k$-algebra $A$ with identity $1_A$, there is a one-to-one correspondence between the set of all idempotent $k$-module endomorphisms of $A$ with image $k \cdot 1_A$ and the set of all weak augmentations of $A$.

**Example 3.8.** The most important classical example of weak augmentation is the trace of a field extension. Let $L/K$ be a finite field extension for which the characteristic of $K$ does not divide the degree $[L : K]$ of the extension. Recall that the trace $\text{Tr}_{L/K}(\alpha)$ of an element $\alpha \in L$ is the trace, in the sense of linear algebra, of multiplication by $\alpha$ viewed as a $K$-vector space endomorphism of the $K$-vector space $L$. When $L/K$ is a Galois extension, the trace of $\alpha$ is the sum of all the elements $\sigma(\alpha) \in L$ where $\sigma$ ranges in the Galois group of $L/K$. If $\lambda \in K$, one has that $\text{Tr}_{L/K}(\lambda) = [L : K] \lambda$. Therefore the mapping $\varepsilon: L \to K$ defined by $\varepsilon(\alpha) := [L : K]^{-1} \text{Tr}_{L/K}(\alpha)$ for every $\alpha \in L$, is a weak augmentation of the $K$-algebra $L$.

Let $Z$ be the set of all the elements of $L$ of trace 0, so that $L = Z \oplus K$ as $K$-vector spaces. Define the product $\mu_Z$ on $Z$ defining $\mu_Z(\alpha, \beta) := \alpha \beta - \varepsilon(\alpha \beta)$ for every $\alpha, \beta \in Z$, and define the $K$-bilinear form $b_Z$ on $Z$ setting $b_Z(\alpha, \beta) = -\varepsilon(\alpha \beta)$.
The $K$-algebra $(Z, \mu_Z, b_Z)$ with bilinear form $b_Z$ is the $K$-algebra with bilinear form that produces the extension $(Z, b_Z) \otimes_{b_Z} K \cong L$, which is a $K$-algebra with weak augmentation $\varepsilon : L \to K$. In the notation of Theorem 3.3, we have that the functor $M$ associates with the $K$-algebra $(Z, \varepsilon|_Z)$ with weak augmentation the restriction $\varepsilon|_Z : Z \to K$ of $\varepsilon$ to $Z$, the $K$-algebra $M(Z, \varepsilon|_Z) = L$ with bilinear form 

$$b' := (-b_Z) \otimes 1_K : L \times L \to K.$$ 

Notice that multiplication on $L$ and the bilinear form $b'$ are compatible because $b'(\alpha, \beta) = \varepsilon(\alpha \beta)$.

In this example, it is easy to show that the equality

$$b_Z(\mu_Z(x, y), z) = b_Z(x, \mu_Z(y, z))$$

of Lemma 3.2(b) holds for every $x, y, z \in Z$. This can be either checked directly, or using Theorem 3.3 and the fact that the multiplication on $L$ is associative. In the next paragraph we will see that the multiplication $\mu_Z$ on $Z$ and the bilinear form $b_Z$ are not compatible in general. Hence the implication (b)$\Rightarrow$(a) of Lemma 3.2(b) does not hold for the $K$-algebra without identity $(Z, \mu_Z)$. The multiplication $\mu_Z$ on $Z$ is commutative, but not associative in general.

This example of a finite field extension $L/K$ is a generalization of Example 2.1(a) of complex numbers, where the trace $\text{Tr}_{\mathbb{C}/\mathbb{R}}(\alpha)$ of a complex number $\alpha$ is $2\text{Re}(\alpha)$ (twice the real part of $\alpha$). Hence in our Example 2.1(a) the (zero) multiplication on $Z = i\mathbb{R}$ and the bilinear form $b_Z$ on $Z$ are not compatible.

4. Ring Extensions

We now generalize the ideas of the previous sections to study ring extensions $R \subseteq S$. Now $R$ and $S$ are associative ring with identity $1_R = 1_S$. Then $S$ is naturally an $R$-$R$-bimodule $R_S$, and the inclusion of $R$ into $R_S$ is an $R$-$R$-bimodule monomorphism. Let us call augmentation of the ring extension $R \subseteq S$ any ring morphism $\varepsilon_S : S \to R$ that is the identity on $R$, and weak augmentation of the ring extension $R \subseteq S$ any $R$-$R$-bimodule morphism $\varepsilon_S : R_S \to R_{RR}$ that is the identity on $R$. It is easily checked that every augmentation is a weak augmentation.

There is an overlapping between what we are doing here and §10 [13]. For instance weak augmentations are considered in §10 p. 50, under the name of “right splitting extension”. The only difference with us is that we deal with $R$-$R$-bimodule morphisms, and [10] deals with right $R$-module morphisms.

If $R \subseteq S$ are associative rings and $R$ has an identity $1_R$, let $C_S(R)$ be the centralizer of $R$ in $S$. Then $C_S(R)$ is a subring of $S$, and there is a one-to-one correspondence between the set $\text{Hom}_{\text{Reg}}(R, S)$ of all morphisms of $R$ into $S$ in the category $\text{Reg}$ of rings possibly non-unital and the set of all idempotent elements of $C_S(R)$. For any idempotent element $e$ of $C_S(R)$ the corresponding morphism $\varphi_e : R \to S$ is defined by $\varphi_e(r) = er$ for every $r \in R$. Conversely, for any morphism $\varphi : R \to S$ the corresponding idempotent element of $C_S(R)$ is $\varphi(1)$.

It is easy to check that $\varphi_e : R \to S$, $\varphi_e : r \mapsto er$, is a right $R$-module morphism for every $e \in S$. For an idempotent $e \in S$, $\varphi_e$ is a ring morphism if and only if it is an $R$-$R$-bimodule morphism, if and only if $e \in C_S(R)$.

If $\varepsilon : S \to R$ is an augmentation, then $S = K \oplus R$, where $K := \ker \varepsilon$ is a two-sided ideal of $S$, and $(k, r)(k', r') = (kr' + rk' + kk', rr')$. 


In general, given any unital ring $R$ and any $R$-$R$-bimodule $R K R$ that is also a ring (without identity) with respect to a multiplication $\mu_K: K \times K \to K$, which is an $R$-balanced mapping (equivalently, there is an $R$-$R$-bimodule morphism $\mu_K: R K \otimes_R K_R \to R K_R$), then it is possible to give $K \oplus R$ a suitable ring structure (for the associativity of the multiplication on this new ring $K \oplus R$, some suitable axioms are necessary). This construction is called a trivial extension in [13, p. 223] for $K$ abelian, and a semi-trivial extension when a bilinear form is involved.

More precisely, let $R$ be any unital ring, let $R K R$ be an $R$-$R$-bimodule that is also a ring (without identity) with respect to a multiplication $\mu_K: K \times K \to K$, which is an $R$-balanced mapping (equivalently, there is an $R$-$R$-bimodule morphism $\mu_K: R K \otimes_R K_R \to R K_R$, and suppose that there is a “bilinear form $b_K$”, that is, an $R$-$R$-bimodule morphism $b_K: R K \otimes_R K_R \to R R R$. Then it is possible to give $K \oplus R$ a ring structure defining $(k, r)(k', r') = (kr' + rk' + kk', rr' + b(k, k'))$ (again, for the associativity of the multiplication on this ring $K \oplus R$, some suitable axioms are necessary). Here we have preferred not to change the sign before $b(k, k')$ to be congruent with [10] and [13].

Remark 4.1. The categorical setting of our results is the following. Let $C$ be an additive category equipped with a functor $T: C \times C \to C$, additive in each argument, and having an object $K$ with natural and coherent isomorphisms $T(K, A) \to A$ and $T(A, K) \to A$. Then the following two categories are equivalent:

(a) The category of triples $(A, m, p)$, where $A$ is an object in $C$, and $m: T(A, A) \to A$ and $p: T(A, A) \to K$ are morphisms.

(b) The category of four-tuples $(A, e, m, q)$, where

1. $A$ is an object in $C$,
2. $e: T(A, A) \to A$ is a morphism,
3. $e: K \to A$ is a morphism making $T(K, A) \to T(A, A) \to A$ equal to the canonical isomorphism $T(K, A) \to A$, and $T(A, K) \to T(A, A) \to A$ equal to the canonical isomorphism $T(A, K) \to A$, and
4. $q: A \to K$ is a morphism with a kernel and such that $qe = 1$.

The corresponding idempotent endomorphisms are endomorphisms with a kernel. Recall that in an additive category, idempotent endomorphisms have a kernel if and only if they split [2, Proposition 4.17].

A construction similar to ours can be found in other algebraic structures as well. For instance, for asymmetric product of radical braces [5]. Recall that a radical (right) brace is a set $S$ with two operations $+$ and $\circ$ such that $(S, +)$ is an abelian group, $(S, \circ)$ is a group and $(a + b) \circ c + c = a \circ c + b \circ c$ for all $a, b, c \in S$. Also recall that, if $S$ and $T$ are abelian groups, a function $b: T \times T \to S$ is a symmetric cocycle on $T$ with values in $S$ if $b(t_1, t_2) = b(t_2, t_1)$, $b(0, 0) = 0$ and $b(t_1 + t_2, t_3) + b(t_1, t_2 + t_3) = b(t_1, t_2) + b(t_2, t_3)$ for every $t_1, t_2, t_3 \in T$. This is the analogue of our $k$-bilinear form (notice the vague similarity between the latter condition and Condition (c) in the statement of Theorem 8.3 — it is necessary to get associativity). If $S$ and $T$ are radical braces, $b: T \times T \to S$ is a symmetric cocycle on $(+, \circ)$ with values in $(+, \circ)$, and $\alpha: S \to \text{Aut}(T)$ is a suitable morphism of the multiplicative group $S$ into the group of automorphisms of the radical brace $S$, then the asymmetric product of $T$ by $S$ [5, Theorem 3] is the cartesian product $S \times T$ with addition and multiplication given by

$$(s_1, t_1) + (s_2, t_2) = (s_1 + s_2 + b(t_1, t_2), t_1 + t_2)$$
and

\[(s_1, t_1) \circ (s_2, t_2) = (s_1 \circ s_2, (\alpha(s_2))(t_1)) \circ t_2).\]

Clearly, this addition is related to the topic of this paper.

We are grateful to Professor George Janelidze for some suggestions concerning the topic of this paper, and in particular for Example 3.8 and Remark 4.1.
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