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A. Background

The deployment of municipal wireless mesh networks is of vital importance to collect urban information. As the increasing parking search problem, we select the popular smart parking application and study its deployment problems. In particular, on-street parking applications require such an infrastructure for enabling large scale system at reasonable costs. Current existing smart parking projects, e.g., SFpark and SmartSantander, generally comprise in-ground sensors, routers and gateways. The common in-ground parking sensor is magnetometer which only detects ferrous metals. The in-ground sensor, restricted by the soil medium and battery-limited energy, is reduced function device (RFD) which communicates directly with roadside overground routers/gateways. Router and gateway, both full function devices (FFD) and as parts of urban infrastructure, collect the parking available information from sensors to internet. Thus, the network connectivity and performance are strongly determined by the density of routers and gateways. In order to reach a maximum coverage, routers and gateways are generally installed at crossroads and manage sensors directly, then a mesh network is formed among routers and gateways. [1]–[3] all proposed a multi-objective evolutionary approach to aid the sensor deployment with a multi-objective problem. However, we do not see a real map to be considered in a multi-objective optimization. In this article, we are mainly interested in the map impact to the deployment of urban infrastructure for wireless parking sensor networks. We consider a multi-objective problem and optimize it using real on-street parking maps. Our contributions is to formulate the multi-hop mesh networks among urban infrastructure and solve them by a multi-objective optimization in order to aim at the smart street parking application. We also highlight the following insights on parking sensor network design: First, the total energy consumption of sensors is strongly related to the amount of intersections and of active FFDs. Second, the gateway deployment can be seen as a cluster problem. Once the selection of FFD is once, the cluster number will be the minimum amount of deployed gateway. Third, the sensing information delay is related to the average degree of the street parking graph. Thus, the complexity of city map is an important factor while building urban infrastructure.

B. Methodology

To analyze the above problem, we propose a methodology to work on. We first define a multi-objective problem according to the network coverage and connectivity in a multi-hop mesh network. From these constraints, we can also get some parameters which are relevant to sensor’s lifetime and sensing information delay. Next, we build two graphs, i.e, on-street parking network and wireless link set, to indicate the relationship between any two given intersections. Here, we consider two different maps which have an approximate parking area length but their street networks are completely different. Then, we take the adjacency matrices as the data inputs of our constraints and try to optimize them.

C. Multi-objective problem

Since a city map is built by intersections and roads, let \( C = (N,E) \) be a city graph. For all \( n_i \) and \( n_j \in N \), we give two binary variables to express the status of each crossroad:

\[
\begin{align*}
   x_i &= \begin{cases} 
   1 & \text{if a FFD is installed in } n_i \\
   0 & \text{otherwise} 
   \end{cases} \\
   y_i &= \begin{cases} 
   1 & \text{if a gateway is installed in } n_i \\
   0 & \text{otherwise} 
   \end{cases}
\end{align*}
\]

The amounts of deployed FFDs and gateways are expressed in equations 1 and 2 respectively.

\[
\begin{align*}
   \phi_x &= \sum_{i \in N} x_i \quad (1) \\
   \phi_y &= \sum_{i \in N} y_i \quad (2)
\end{align*}
\]

In such a case, there are \( (\phi_x - \phi_y) \) routers. For formulating these problems, we define some variables: \( d_{i,j} \) is segment distance between \( n_i \) and \( n_j \); \( d_{\text{max}} \) is the maximum road length; \( \rho_{i,j} \) is the sensor density uniformly on the road segment between \( n_i \) and \( n_j \); \( f_i \) is packets aggregated from FFD in \( n_i \) (packets/s). \( \Gamma_{i,j} \) is the managed length on road segment \((i,j)\) on the FFD in the intersection \( n_i \). \( k_{i,j} \) is the managed sensor amount of each road segment around the intersection \( n_i \); \( h_i \) is the path distance (hop count) from FFD in \( n_i \) to the its corresponding gateway; \( M_{ns} \) is the maximum sensor numbers per router. \( M_{rt} \) is the maximum capacity of router (packets/s); \( M_{gw} \) is the maximum capacity of gateway (packets/s); \( M_{\text{hop}} \) is the maximum hop count. If there are parking places between \( n_i \) and \( n_j \), the managed lengths of both sides will be greater than the length of road segment, in equation 3. And the managed length of each FFD can not be greater than the road segment, in equation 4. The density of parking sensors varies according to the parking type. In equation 5 the amount of managed sensors on each FFD can be calculated by the sum of each managed road length multiplied by sensor density. \( M_{ns} \) is limited by the bandwidth allocation method. In equation 6,
if $\Gamma_{i,j}$ is not zero, it implies that there must be a FFD in $n_i$ who manages one part of road segment $(i,j)$. $d_{max}$, calculated from real maps, is always greater than all road segments.

$$\Gamma_{i,j} + \Gamma_{j,i} \geq d_{ij} \forall (i,j) \in E \quad (3)$$

$$\Gamma_{i,j} \leq d_{ij} \forall (i,j) \in E \quad (4)$$

$$x_i \geq \frac{\Gamma_{i,j}}{d_{max}} \forall j \in N \quad (5)$$

Once we get $\Gamma_{i,j}$, the amount of parking sensors managed by $n_i$ on the road segment $(i,j)$ is expressed in equation 7. Then the power consumption is mainly related to the transmission power of each individual sensor. We assume that each sensor has a transmission power determined by the transmission distance so that the total energy consumption is shown in equation 8. Obviously, to minimize $\Omega_{\text{total}}$, we shall optimize $k_{i,j}$, which is proportional to $\Gamma_{i,j}$. That is why more deployed FFFDs can improve the efficiency of in-ground sensors.

$$k_{i,j} = [\Gamma_{i,j} \rho_{i,j}] \forall (i,j) \in E$$

$$\phi_{Q1} = \sum \Omega_s = \sum_{n_i \in N} \sum_{s \in n_i} \sum_{i \in N} O(P_{\text{tx/mw/s,i}})$$

$$= \sum_{n_i \in N} \sum_{s \in n_i} O\left(10^{P_{\text{tx/mw/s,i}}\frac{d_{x_i}}{d_{max}}}\right)$$

$$= \sum_{n_i \in N} \frac{1}{2} k_{i,j}(k_{i,j} + 1)$$

Then we give some binary variables to express the relationship between intersections in equations 9–11 to establish a multi-hop network.

$$b_{i,j} = \begin{cases} 1 & \text{if FFD in } n_j \text{ is parent of the one in } n_i \\ 0 & \text{otherwise} \end{cases} \quad (9)$$

$$a_{i,j} = \begin{cases} 1 & \text{if FFD in } n_j \text{ is ancestor of the one in } n_i \\ 0 & \text{otherwise} \end{cases} \quad (10)$$

$$g_{i,j} = \begin{cases} 1 & \text{if gateway in } n_j \text{ manages router in } n_i \\ 0 & \text{otherwise} \end{cases} \quad (11)$$

Now, we start to define the multi-hop constraints. Once we decide the intersections to install FFD, we will choose some among them to install gateways and keep the remaining for routers, shown in equation 12. In equation 13, each node can not be its own parent. If $n_j$ is the parent of $n_i$, it is its ancestor as well in equation 14. However, it will not be the child of $n_i$ simultaneously in equation 15. In equation 16, each router has only one parent node and each gateway has no parent.

$$y_i \leq x_i \forall i \quad (12)$$

$$b_{i,j} + b_{j,i} \leq W_{i,j} \forall (i,j) \in W \quad (13)$$

In equation 17, each FFD is its own ancestor. In equations 18, if $a_{i,j}$ is equal to 1, it implies that there are FFDs installed both in $n_i$ and $n_j$. In equation 19, $n_i$ and $n_j$ can not be the ancestor of each other at the same time, i.e., the link is unidirectional.

$$a_{i,i} = x_i \forall i \quad (17)$$

$$a_{i,j} \leq x_i, a_{i,j} \leq x_j \forall i, j \quad (18)$$

$$a_{i,j} + a_{j,i} \leq 1 \forall i \neq j \quad (19)$$

In equation 20, each gateway is managed by itself. In equation 21, if $g_{i,j}$ is equal to 1, it implies that there is a gateway installed $n_j$. Since each gateway manages itself, it can not be the gateway of another gateway, shown in equation 22. In equation 23, if the gateway in $n_j$ manages the router in $n_i$, the gateway is the ancestor of the router. In equation 24, each FFD is managed by exact one gateway.

$$g_{i,j} = y_i \forall i \quad (20)$$

$$g_{i,j} \leq a_{i,j} \forall i \quad (21)$$

$$\sum_{n_j \in N} g_{i,j} = x_i \forall i \quad (24)$$

In equation 25, if the router in $n_i$ is the child of the one in $n_j$ and the descendant of the one in $n_k$, the router in $n_j$ is also the descendant of the one in $n_k$. In equation 26, if the router in $n_i$ is the descendant of the one in $n_j$ and also managed by the gateway $n_k$, the router in $n_j$ is also managed by the gateway in $n_k$.

$$b_{i,j} + a_{i,k} \leq a_{j,k} + 1 \forall i, j, k \quad (25)$$

$$a_{i,j} + g_{i,k} \leq g_{j,k} + 1 \forall i, j, k \quad (26)$$

Hence, the hop limit can be counted by the amount of ancestors on each router in equation 27. Also, $h_i$ is limited by the $M_{hop}$ in equation 28. The average sensing information delay is calculated by the average hop count in equation 29. Since $a_{i,j}$ is bounded by $b_{i,j}$, the problem $\phi_{h/x}$ is equivalent to $\min(\sum_{(i,j) \in E} b_{i,j})$ namely the amount of active wireless links.

$$\sum_{n_j \in N} a_{i,j} = h_i \forall i \quad (27)$$

$$\phi_{h/x} = \frac{\sum_{n_i \in N} h_i}{\sum_{n_i \in N} x_i} \quad (29)$$

Network capacity can be expressed in equation 30, which is restricted by the maximum capacity of each FFD, i.e., $M_{gw}$ and $M_{rt}$. Packet generation rate $f_t$ depends on the vehicle’s arrival and departure, and the proven packet interval is heavily-tailed which can be best described by Weibull distribution.

$$\sum_{n_i \in N} f_t a_{i,j} \leq M_{rt} + y_j (M_{gw} - M_{rt}) \forall j \quad (30)$$

With the above equations, we solve a multiple-objective problem $\min(\phi_{x}, \phi_{Q1}, \phi_{y}, \phi_{h/x})$ in Sage using the CPLEX solver. Two maps are retrieved in figure 1. Here we clipped two maps in order to have a very approximate total parking area length in both maps.

D. Evaluation

a) FFD deployment: In figure 1, the red dots on the nodes are the optimally selected intersections to install FFDs. The minimum FFD amounts are 49 and 60 in map 1 and 2 respectively according to their map properties.
then select one gateway from each of them. Figure 2 of map 1 shows that the amount of FFDs does not change no matter how many gateways are selected thanks to the grid-like topology. On the contrary, figure 3 of map 2 does not require additional FFD when there are more than 3 gateways. That is because those wireless links between the 60 FFDs form 4 clusters geographically. Thus, if we want to install gateway without creating additional wireless radio link in map 2, the minimum gateway amount will be 4.

d) Sensing information delay: The sensing information delay is generally related to the hop count as a result of the sleep-wake scheduling in wireless sensor networks. We take the hop count as the indicator of information delay. In figure 8, we see the amount of FFDs really impacts to the energy consumption. Thus, we take three different amounts to stand for the worst, the mediocre and the best cases of sensor’s lifetime, respectively. Figures 4 and 5 show the relationship between the hop count and the gateway amount. The worst energy case is shown in red and the best in green. The hop count decreases when the gateway amount increases. The mediocre case is selected at 80% of the total intersections since there is a energy dip. Else, the hop count in map 1 converges slower than in map 2 because there are fewer intersections.

E. Conclusion

In this paper, we studied and introduced the wireless on-street parking sensor network from the viewpoint of system deployment. We highlighted some important factors and parametrized them in linear equations. To consider a more realistic urban environment, we retrieved two different parking maps with the same parking area length. The results shows two sets of Pareto Front which have different performances even both of them are merely from different blocks of the same city. The first Pareto Front shows the minimum energy consumption and the minimum amount of required FFDs. The second one shows the minimum hop count and the minimum amount of deployed gateways. The impact of real maps is shown by easily comparing any two figures. Since the urban sensor network attracts more and more attention to urban service, the gateway can also play the rule of road side unit. This way, the buffer size and the vehicle flow will also have to be considered in our future works.
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