Faster and more diverse de novo molecular optimization with double-loop reinforcement learning using augmented SMILES
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Abstract
Using generative deep learning models and reinforcement learning together can effectively generate new molecules with desired properties. By employing a multi-objective scoring function, thousands of high-scoring molecules can be generated, making this approach useful for drug discovery and material science. However, the application of these methods can be hindered by computationally expensive or time-consuming scoring procedures, particularly when a large number of function calls are required as feedback in the reinforcement learning optimization. Here, we propose the use of double-loop reinforcement learning with simplified molecular line entry system (SMILES) augmentation to improve the efficiency and speed of the optimization. By adding an inner loop that augments the generated SMILES strings to non-canonical SMILES for use in additional reinforcement learning rounds, we can both reuse the scoring calculations on the molecular level, thereby speeding up the learning process, as well as offer additional protection against mode collapse. We find that employing between 5 and 10 augmentation repetitions is optimal for the scoring functions tested and is further associated with an increased diversity in the generated compounds, improved reproducibility of the sampling runs and the generation of molecules of higher similarity to known ligands.
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Introduction

Deep learning architectures, such as recurrent neural networks (RNNs) trained on simplified molecular line entry system (SMILES) strings were first employed in the generation of molecules that closely resemble the molecular properties of training set compounds more than 5 years ago [1–3]. Since then, SMILES strings have also been used together with generative adversarial networks, GANs [4] and variational autoencoders [5] in generative applications. Networks that use long short-term memory (LSTM) and are trained to predict the next token or character using teacher’s forcing, can efficiently learn the SMILES syntax. This allows them to generate new SMILES strings in a probabilistic manner. These pre-trained networks can then be coupled to optimization algorithms, with early techniques relying on transfer learning and fine-tuning [3, 6, 7], soon followed by methods based on reinforcement learning [2]. Whereas transfer learning needs a dataset of existing ligands to learn the implicit desirable properties, the use of reinforcement learning allows for the flexible definition of molecule scoring functions, which can simultaneously account for a range of explicit and user-defined desirable properties. The original version of REINVENT [2], which coupled pre-trained LSTM networks with reinforcement learning, was developed further with new versions being released [8], along with variants for linker-design [9] and library design [10]. The large array of de novo molecular generative algorithms, including SMILES-based methods, has been reviewed previously [11–13].

One of the drawbacks of the use of reinforcement learning in generative algorithms is that it often relies on a large number of scoring function evaluations for the optimization
of the agent into a productive state. For instance, in the first REINVENT paper [2] 384,000 scoring function evaluations were used to optimize the agent. This drawback does not present a significant problem if the scoring function has a trivial computational demand, such as that of simple scores like QED, cLogP and fast QSAR models. However, it becomes increasingly problematic as more time- or resource-consuming methods, such as automated molecular docking and scoring, quantum chemical calculations or free energy estimation methods, are used for the scoring function. This issue was recently addressed by Thomas et al., who proposed the use of what they refer to as “augmented hill climb reinforcement learning” [14]. It is important to note that the proposed method does not use SMILES augmentation [15, 16], as the name could imply, and it does not rely on a standard hill-climb algorithm [17, 18], which iteratively fine-tunes the best-scoring compounds sampled. Instead, reinforcement learning is performed on the best-scoring 50% of the compounds in the generated batch of SMILES, combining the augmented loss from the reinforcement learning with the selection of the best-scoring compounds from the hill-climbing. This allows for an increase in the speed of the reinforcement learning; however, the diversity of the generated compounds was not extensively explored in the publication. Gao et al. also recently investigated the reinforcement learning efficiency issue by benchmarking multiple generative algorithms [19]. In their publication, REINVENT 2.0 was identified as one of the best-performing algorithms, but only when the sigma parameter, which controls the influence of the scoring function on the loss and the contribution of the loglikelihood of the prior, was increased. Increasing the value of sigma decreases the impact of the prior and may, therefore, increases the risk of over-exploitation, which, in turn, could lead to lower chemical diversity and unrealistic molecules—an issue that the benchmark does not account for and which the authors acknowledge should be improved upon in the future [20]. The issue of optimization of exploration efficiency thus still seem underexplored and unsolved.

Here, we present a method for increasing the speed of the reinforcement learning optimization, which utilizes SMILES augmentation to provide more efficient feedback to the agent and speed up learning and exploration. SMILES augmentation, also called SMILES enumeration [15] or SMILES randomization [16], is the process of using several different non-canonical SMILES representations of the same molecule with the purpose of improving deep learning. The use of SMILES augmentation has been shown to improve task performance and accuracy for a range of deep learning algorithms in the areas of deep learning QSAR [15], molecular generation [16, 21], latent space optimization [22], unsupervised pretraining [23] and retrosynthesis prediction [24].

First, we explore how the number of augmentations affects reinforcement learning optimization in an exploitative setting with a similarity-based scoring function targeting a single reference molecule. We compare it to similar increases in the learning rate to rule out the possibility that the improved performance is only due to the consecutive smaller inner loop updates resulting in larger weight updates. Then, we continue by examining the optimization in an exploratory setting with a docking target. We examine not only the speed of obtaining larger docking scores for generated molecules, but also characterize the diversity of the generated molecules using internal diversity [25], yield curves, and ChemCharts [26] visualizations. We further compare the algorithm’s efficiency in re-finding compounds similar to known ligands using solely docking as the scoring method. Lastly, we compare how augmentations enhance different variants of reinforcement algorithms, REINVENT 2.0 and augmented hill-climb (AHC) [14], using a QSAR model as the scoring task.

Overall, we show that by combining SMILES augmentation with reinforcement learning, we increase both the efficiency and the molecular diversity and reproducibility of the molecular optimization process.

Methods

REINVENT 2.0 [8] was forked and its reinforcement learning loop was altered by the inclusion of an inner loop (Fig. 1). In this inner loop, alternative SMILES sequences are obtained for the SMILES generated by the outer loop’s agent via SMILES augmentation [15] and are then used together with the molecular scores produced in the outer loop to further reinforce the agent.

The Inception module [8], which can be used both to preload well-scoring seed molecules into reinforcement

![Fig. 1 Augmented double-loop reinforcement learning. SMILES generated in the outer loop by the agent are augmented and used together with the molecular scores produced in the outer loop to further reinforce the agent in the inner loop. This allows for the agent to be updated several using molecules scored only once](Image)
learning and to work as experience replay, is sampled at the beginning of the inner loop. The selected SMILES for experience replay are added to the list of newly generated SMILES before augmentation. The Inception module thus provides experience replay in an augmented fashion by further adding variance to the training batches used for backpropagation in the inner loop. Both the diversity filter [27] and the Inception module are updated with the new SMILES and scores after the last repeat of the inner loop. Furthermore, the scores stored in the Inception module are readjusted with the scores recalculated using the diversity filter, which will eventually lead to the removal of SMILES penalized by the diversity filters.

The number of augmentations in the inner loop is a configurable hyperparameter, which decouples the agent’s updates via reinforcement learning from slow-scoring components, such as docking. Since the generation of augmented SMILES and the backpropagation in the reinforcement learning loop are both considerably faster processes than the scoring of molecules, the overall procedure can be carried out faster and requires fewer scoring function evaluations. We named the updated REINVENT version GenAI.

### Similarity as exploitation task

To assess the performance of GenAI, an entirely exploitative task was carried out first. The aim of the task was to optimize the fingerprint-based Tanimoto similarity of generated compounds to a target compound, namely Aripiprazole selected from the GuacaMol benchmark [18] (SMILES: “Clc4ccccc(N3CCN(CCCCOc2ccc1c(NC(=O)CC1)c2)CC3)c4Cl”). For this purpose, the similarity scoring component of GenAI was configured with the target SMILES and given a weight of one; the default fingerprint was utilized (unhashed counted Feature Morgan fingerprint with a radius of 3); experience replay with a memory size of 100 and a sample size of 10 was used; and no diversity filter was employed [27]. The batch size for generation was set to 64. Sigma was kept as the default value of 128 for all runs. The prior used, i.e., “random.prior.new”, was obtained from the REINVENT Community repository [28].

Two sets of experiments were initially carried out to separately assess the effects of the augmentation and the learning rate hyperparameters. In the former, the number of augmentations was varied in the range of 1, 2, 5, 10, 20, 50, 100 and 200, while the learning rate was fixed at the default value of 0.0001; in the latter, the number of augmentations was fixed to 1, while the learning rate was varied by multiplying the default value of 0.0001 with a value in the range of 1, 2, 5, 10, 20, 40, 60, 80, and 100, resulting in learning rates between 0.0001 and 0.01. A total of 1000 steps were used for each run, corresponding to roughly 64,000 scoring function evaluations. Subsequently, a grid search was used to simultaneously vary the number of augmentations (1, 2, 3, 5, 10, 20) and the learning rate multiplication factor (1, 2, 3, 5, 7, 15) using 500 steps. All experiments were conducted in triplicates.

### Docking as exploration task

The second task was designed to assess the diversity of the molecules produced with GenAI by generating inhibitors for a dopamine type 2 receptor (D2R) docking target (gene symbol DRD2). For this purpose, the protein structural file (PDB ID 6CM4 [29]) was obtained from the Protein Data Bank (PDB) [30] and prepared for docking using Schrodinger’s Glide software [31]. The docking scoring component was set up using DockStream [32] with a Glide backend [31]. Specifically, a reverse sigmoid transformation between −1 and −11 and a k parameter of 0.25 were used for the DockStream constituent. The molecular weight of the generated compounds was restricted via a second scoring component with a double sigmoid transformation between 0 and 500 Da. The two scoring components were each assigned a weight of one and their product was used as the final score.

As in the similarity task, the batch size was 64, sigma was 128, and experience replay with a memory size of 100, and a sample size of 10 was used. Notably, a diversity filter [27] based on the Bemis–Murcko scaffold similarity with a bin size of 35, a minimum similarity of 0.4 and a minimum score of 0.5 was also employed. This diversity filter penalized the agent by setting the score for a generated compound to zero if either the molecule has been previously sampled or if compounds with the same scaffold have already been generated more than a set number of times, i.e., 35. As above, two sets of experiments were carried out to assess the effect of the number of augmentation and the learning rate used: in the former the augmentations hyperparameter was varied in the range of 1, 2, 5, 10, 25, 50 and 100, while in the latter the multiplication factor for the default learning rate (0.0001) was varied in the range of 1, 2, 5, 10, 25, 50 and 100. A total of 500 steps were used for each run (roughly 32,000 scoring function evaluations) and all experiments were performed in triplicates.

### Algorithm comparison with QSAR task

Finally, the ability of SMILES augmentation to enhance the performance of alternative generative algorithms was assessed. For this purpose, four algorithms were compared: the REINVENT 2.0 algorithm; the REINVENT 2.0 algorithm with an inner SMILES augmentation loop of five repeats as implemented in GenAI (referred to as GenAI 5xA below); an AHC algorithm implemented in
GenAI following the methodology described by Thomas et al. [14]; and the same AHC algorithm with the additional use of an inner loop of 5 repeats, in which the SMILES of the top-k scoring compounds obtained via generation were augmented and used for reinforcement learning (referred to as AHC 5xA from now on). The top-k parameter describing the fraction of generated molecules whose score is included in the loss and backpropagated to the agent was set to 0.5 in both AHC algorithms.

All four algorithms were set up for the same goal—to generate D2R-binding molecules by optimizing a D2R QSAR model’s predicted affinity score. The QSAR model was trained on molecules with a reported D2R binding affinity in the ExCAPE-DB [33] database (DRD2 gene symbol). All compounds with an “A” flag and pXC50 values larger than 5 were considered to be binders and used in model training, while the remaining compounds with a “N” flag were considered to be non-binders and a random selection of 100,000 of them was used in model training. Stereo information was removed from the molecules and duplicates removed from the dataset. This dataset was randomly split into a training and test set with a 3:1 ratio resulting in 81,188 molecules in the final training set and 27,063 molecules in the test set. The machine learning algorithm used was a C-support vector classification from Scikit-Learn (version 1.0.2) [34] trained on count-based extended connectivity fingerprints (ECFPs) with 2048 bits and a radius of 3 atoms calculated using the Morgan fingerprint algorithm in RDKit [35]. Model hyperparameters were tuned on the training data subset using Scikit-Learn’s randomized search (RandomizedSearchCV) and a three-fold cross-validation over 50 iterations. The *gamma* and C parameters were varied between $10^{-5}$ and $10^0$ and between $10^{-1}$ and $10^2$, respectively. The optimum hyperparameter values obtained from the tuning were 29.310978 and 0.00652 for C and *gamma*, respectively. These hyperparameters were then used to retrain the model on the entire training set and the model’s predictive performance was assessed on the external test set which gave an F1 score of 0.99, a Matthew’s correlation coefficient of 0.96 and a balanced accuracy of 0.98.

The generative runs for all four generative algorithm variants were performed using identical settings. Specifically, no inception or experience replay was used, and a Bemis–Murcko scaffold diversity filter with a bin size of 25, a minimum similarity of 0.4 and a minimum score of 0.4 was employed. The scoring function was composed of two elements: the QSAR model described above with a weight of 6 and a molecular weight restraint, which was modeled via a double sigmoid transformation with an upper limit of 620 Da and a lower limit of 180 Da, with a weight of 4. The batch size was set to 128 SMILES, the learning rate—to the default value of 0.0001 and sigma—to the default value of 128. The margin threshold was fixed to 50 and, as above, the prior “random. prior.new” obtained from the REINVENT Community repository [28] was used. All experiments were run for 500 steps in triplicate.

### Analysis of generative runs

To assess the performance of the generative runs, the average score, the validity of the generated SMILES, as well as the number of molecules with a score higher than the minimum score (0.5 or 0.4) was logged and plotted. For the similarity tasks, the logs were further analyzed to determine the first step at which the similarity surpassed thresholds of 0.5 or 0.8 or the target compound was generated. Additionally, the yield of the generative runs, i.e., the number of unique and valid well-scoring compounds generated expressed as a fraction of the total number of generated SMILES strings, was determined at different scores and plotted. The internal diversity of the generated unique molecules with a score higher than 0.5 was calculated using the IntDiv1 metric from the Moses benchmark [25]. The internal diversity is calculated based on the average Tanimoto fingerprint similarity between the compounds in a dataset and is a quantity that characterizes a single dataset rather than the similarity between two datasets, e.g., the training dataset and generated compounds, as is often the case in other generative metrics [18, 25]. For comparison purposes, the internal diversity of the D2R binders from ExCAPE-DB [33] was also calculated after removing stereochemistry and filtering duplicate compounds.

The chemical space coverage was visually analyzed using ChemCharts [26] with standard settings. The triplicate runs for each generative algorithm were pooled before dimensionality reduction and plotting. ChemCharts creates a joint UMAP [36] embedding of fingerprints (RDKit fingerprint) and the individual datasets were plotted in hex-binned charts. The embeddings of the samples were further used to calculate the cosine similarity between the datasets.

### Results

#### Assessment using similarity task

With the aim of assessing the generative performance of GenAI and the effects of different hyperparameters on it, the results of the similarity task—a purely exploitative task designed to optimize the fingerprint-based Tanimoto similarity of generated compounds to a target compound, i.e., Aripiprazole, are presented here. Specifically, the influence of variations in the number of inner-loop SMILES
augmentation and learning rate were first analyzed independently and subsequently together below.

First, the effect of the number of SMILES augmentations in the inner loop of GenAI on the generative performance for the similarity task was assessed. The results shown in Fig. 2 (left panel) suggest that a moderate increase in the number of augmentations is related to a marked increase in the efficiency of the generation, as evidenced by the reduced number of molecule evaluations required to obtain highly scoring, i.e., highly similar to Aripiprazole, molecules. Nevertheless, using the highest numbers of augmentations studied here, 100 or 200, leads to a lower maximum score obtained at the plateau. These results suggest that the optimum number of inner-loop augmentations is 10, resulting in both a high generative efficiency, as well as a high maximum similarity score at the plateau. A similar trend is also reflected in Fig. 2 (right panel), which shows the relationship between the number of SMILES augmentations and the number of unique molecules sampled with a score over 0.5. A higher number of augmentations is correlated with an earlier increase in the number of unique SMILES generated. Curves are the mean of triplicate experimental runs with the shaded area encompassing all obtained results.

To further gauge the effect of the inner-loop SMILES augmentations on generative performance, the relationship between the number of augmentations and the number of steps required to solve the similarity task was investigated and reported in Table 1 (upper half). In particular, three different definitions of a solved task were applied: the target compound is generated; the generated compounds exceed an average score of 0.8; and the generated compounds exceed an average score of 0.5. In general, increasing the number of augmentations leads to less steps needed before passing the thresholds or sampling the target compound. In fact, the fastest generative run to re-find the target compound in only 73 steps employed 100 augmentations. However, as is evident from the table, the highest number of augmentations lead to instabilities in the runs, as more runs are not passing the thresholds or finding the target compound within 1000 steps (unsolved or star-marked). As above, the optimum number of inner-loop SMILES augmentations depends on the generative run scenario and the available computational time and resources (marked with bold for each column). Specifically, if medium scoring compounds are required (meeting
the lowest solution criterium of an average score higher than 0.5) and the computational resources are limited, then the optimum strategy would be to employ a relatively large number of augmentations; whereas if higher scoring compounds are wanted (with an average score higher than 0.8 or comprising the target compound), employing a more moderate number of augmentations (around 10) is optimal.

Next, the effect of the learning rate on the generative performance of GenAI for the similarity task was assessed by conducting similarity search runs with different learning rate multiplication factors. The results in Fig. 3 (left panel) suggest that increasing the learning rate multiplication factor from 1 to 10 enhances the ability of the generative algorithm to obtain highly scoring compounds; however, similarly to the effect of the number of inner-loop augmentations on generation discussed above, there appears to be an optimum learning rate multiplication factor around 10 above which the average score plateaus at relatively lower average score values (i.e., a plateau at ~0.65 for ×10 compared to ~0.9 for ×10). Notably, the variations in the average scores of

| Learning rate multiplication | Number of augmentations | Similarity > 0.5 | Similarity > 0.8 | Target sampled |
|-----------------------------|-------------------------|------------------|-----------------|----------------|
| 1                           | 1                       | 414 ± 27         | 781 ± 19        | 473 ± 178      |
| 1                           | 2                       | 260 ± 7          | 550 ± 16        | 320 ± 62       |
| 1                           | 5                       | 133 ± 4          | 375 ± 75        | 242 ± 73       |
| 1                           | 10                      | 93 ± 9           | 194 ± 31        | 131 ± 38       |
| 1                           | 20                      | 64 ± 2           | 173 ± 57        | 92**           |
| 1                           | 50                      | 40 ± 4           | 222 ± 43        | Unsolved       |
| 1                           | 100                     | 39 ± 11          | 427 ± 239       | 73**           |
| 2                           | 1                       | 251 ± 12         | 535 ± 137       | 214 ± 72       |
| 5                           | 1                       | 140 ± 6          | 444 ± 33        | 593*           |
| 1                           | 10                      | 103 ± 9          | 276 ± 69        | 365 ± 338      |
| 20                          | 1                       | 90 ± 2           | 348 ± 34        | 275**          |
| 40                          | 1                       | 67 ± 10          | 237**           | 84**           |
| 60                          | 1                       | 95 ± 9           | Unsolved        | Unsolved       |
| 80                          | 1                       | 113*             | Unsolved        | Unsolved       |

Table 1 Number of steps required to solve the similarity task by meeting one of three criteria: the generated compounds exceed an average similarity score of 0.5, the generated compounds exceed an average similarity score of 0.8 and the target compound is generated.

The mean number of steps required ± the standard deviation of three runs is reported. If a solution criterium was not met by the end of an experiment for one, two or all three of the total of three conducted experimental runs, this is denoted with a *, a ** or “Unsolved”, respectively. Run numbers in bold show the lowest mean steps required to meet each criterion for the augmentation and the learning rate searches separately, disregarding runs that were not successful in all three runs. Experiments were performed over 1000 steps.

![Fig. 3](image-url) Effect of the learning rate multiplication factor on the generative performance of GenAI for the similarity task. Left: effect on the efficiency of score optimization. A higher learning rate leads to obtaining good scores faster, but a too high learning rate leads to instability. Right: effect on the number of generated SMILES with a score higher than a threshold of 0.5.
the runs are larger for higher learning rates. Higher learning rates also give less reproducible runs as can be seen in the large number of runs that fail to find a solution to the similarity task, as evidenced in Table 1 (lower half). This instability can also be observed in the results in Fig. 4, which show that the SMILES validity at the beginning of the generative runs is markedly low when the highest learning rates are employed but surprisingly recovers as the agent learns to generate valid SMILES even under the extreme neural network weight update conditions. Interestingly, the results in Fig. 3 (right panel) suggest that the number of unique SMILES generated is not as strongly affected by changes in the learning rate as it is by changes in the number of inner-loop augmentation (see above); nevertheless, the variability in yield is relatively high, especially at high learning rates.

To further understand whether the improvements observed with the addition of inner-loop SMILES augmentations are simply a result of an increase in the updating rate of the agent’s weights, i.e., an effective increase in the learning rate obtained with multiple smaller updates, a number of generative runs with the default learning rate and several inner-loop repeats reusing the sampled SMILES sequences without augmenting them were conducted. The results of these runs are plotted in Supplementary Fig. 4 and suggest that the presence of an inner loop of several repeats itself does influence the generative efficiency; however, these runs had a considerably higher propensity for reaching a plateau of suboptimal average score than the runs in which SMILES augmentation was employed. Additionally, even with just a single non-augmenting step in the inner loop, the yield of SMILES is lower than that for the runs utilizing SMILES augmentation (shown in Fig. 2). Moreover, generative runs employing as little as three augmentations appear to be more efficient when SMILES augmentation is used (Results not shown for three augmentations). Notably, in some cases the efficiency of the non-augmented inner-loop runs can be higher than that of the augmented inner-loop generative runs as is the case when a single inner loop is employed (Supplementary Figs. 4 and 2). Thus, it can be ruled out that the increase in efficiency using double-loop augmented reinforcement learning is solely caused by too many small weight updates.

Finally, a grid search experiment was conducted in which both the number of inner-loop SMILES augmentations and
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**Fig. 4** Effect of learning rate multiplication factor on SMILES validity. The highest settings lead to instability and a lower fraction of valid SMILES. Surprisingly, the agent learns to recover from this
the learning rate multiplication factor were varied. The heatmap in Fig. 5 (left panel) depicts the effect of these variations on the number of steps required for the average similarity score to exceed 0.5 and highlights the synergy between increasing the learning rate and increasing the number of augmentations for improving the generative efficiency. Nevertheless, as shown in Fig. 5 (right panel), the risk of unsuccessful runs quickly increases when combining a higher learning rate with a higher number of augmentations. The numerical results of the grid search are shown fully in Supplementary Table 1. The generative run setup for which a solution was obtained, i.e., the Aripiprazole molecule was generated, for all three experimental runs in the least average number of steps, i.e., 122, utilized two inner-loop augmentations and a learning rate multiplication factor of three. The fastest single generative run that generated the target compound in only 44 steps had an augmentation number of five in combination with a learning rate multiplication factor of seven; however, only one out of three runs with these hyperparameters found the solution in 500 steps.

Overall, both moderately increasing the learning rate and performing multiple rounds of augmentation improve the optimization efficiency, reducing the number of molecular scorings necessary to reach good scores. However, using large values for these hyperparameters can lead to instability and failure to reach the target score or compound. Increasing the learning rate is more sensitive to this issue compared to increasing the number of augmentations.

**Assessment using docking task**

The second task was an explorative task utilizing automated docking and scoring for a dopamine type 2 receptor docking target (D2R) receptor with the aim of generating a large number of diverse molecules with good docking scores. Notably, a molecular weight penalty was added to the compound scoring function and a diversity filter was utilized during the generative runs to restrain the size of the molecules to a reasonable range and encourage exploration over exploitation, respectively. Likewise to the similarity task, the influence of altering the number of inner-loop augmentations and the learning rate on the generative efficiency and the SMILES yield is assessed below and, additionality, the diversity of the generated compounds is also analyzed.

First, the outcome of the docking task for different numbers of augmentations is shown in Fig. 6. Similarly to the previous task, the number of augmentations is also observed to influence the effectiveness with which the average docking score increases as molecules are scored; however, unlike for the similarity task, the efficiency, as well as the average score at the plateau, appear to be optimum for the largest number of augmentations explored, i.e., 100 [Fig. 6 (left panel)]. Interestingly, some of the curves in Fig. 6 (left panel) exhibit a spike in the average score at the beginning of the generation with the score rapidly increasing and then slightly dropping but recovering in the long run. We attribute this to the influence of the diversity filter that controls overexploitation. Even though the average score appears to be highest when 100 augmentations are employed, the plot in Fig. 6 (right panel) suggests that the yield of SMILES for this number of augmentations is suboptimal. Instead, the yield of unique SMILES surpassing the scoring threshold of 0.5 is highest when 5 or 10 augmentations are used with the latter augmentations number resulting in higher results variability. The SMILES validity percentage was recorded to be in the high nineties for all runs (Supplementary Fig. 2).

Variations in the learning rate also influence the efficiency of the reinforcement learning for the docking task. Specifically, higher learning rates allow the reinforcement learning to find better scoring molecules faster for all learning rate increases except for the highest one [Fig. 7 (left panel)].

![Docking Task - Effect of Number of Augmentations](image)

**Fig. 6** Effect of the number of SMILES augmentations in the Docking task. Left: effect on optimization efficiency. More augmentations lead to higher optimization efficiency. Right: effect on the yield of unique SMILES with a score above a threshold of 0.5
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Interestingly, the generative run with the highest learning rate multiplication factor, i.e., 100, also exhibits a large variation in the average score recorded for the three experiments, which may in part be correlated with the instability of the runs and the marked decrease in SMILES validity (Supplementary Fig. 3) that was also previously observed for similarity task runs of the same learning rates (see above). In contrast to the findings for the learning rate variations with no augmentations [cf. Fig. 6 (right panel)], increasing the learning rate affected the final yield of SMILES negatively across all learning rate increases [Fig. 7 (right panel)] regardless of the improvements observed at intermediate steps of the runs.

### Yield and diversity of the generated compounds

Since researchers aim to generate both highly scoring compounds and a diverse selection of compounds for post-processing, this section will discuss the diversity and yield of the generative process, as well as the chemical space coverage of the generated compounds. The yield curves in Figs. 8 and 9 show the changes in yield fraction with different score thresholds for the series of experiments in which the number of augmentations and the learning rate were varied, respectively. The plots suggest that as the learning rate increases the yield fraction decreases over the entire range of score thresholds, whereas as the augmentations number increases the yield also initially increases (for runs with 1 augmentation the yields are highest for most score thresholds, but the yield drops with a higher number of augmentations.

---

**Fig. 7** Effect of the learning rate multiplication factor on the Docking task. Left: medium learning rate increases leads to higher optimization efficiency. Right: the number of SMILES found initially increases with higher learning rate, but all increases lead to a lower number of obtained unique SMILES at the end.

**Fig. 8** Yield fraction curves for the augmented runs of the docking task. Left shows the total yield curves, whereas the right shows the compounds scoring over 0.5 on a semi-logarithmic plot. For 2–5 augmentations the yields are highest for most score thresholds, but the yield drops with a higher number of augmentations.
to 10 augmentation loops) before decreasing (for runs with 25 to 100 augmentation loops).

Next, the diversity of the generated compounds was quantified using the internal diversity measure from the Moses benchmark [25] (IntDiv1) and compared to the internal diversity of the D2R binders. Figure 10 shows the variations in the internal diversity with different configurations of hyperparameters. The plot suggests that higher augmentation numbers generally improve the internal diversity of the generated compounds with a maximum achieved at 5 augmentations (with the exception of runs performed with 100 augmentations, for which the greatest results variability is also observed). In contrast, an increase in the learning rate leads to a less notable increase in internal diversity but a higher variation between triplicate runs, especially for the higher learning rate explored. The IntDiv2 metric showed a qualitatively comparable profile to the internal diversity albeit with lower absolute diversity values (results not shown).

The coverage of chemical space by the generated compounds was also examined visually using the ChemCharts [26] package. By employing UMAP [36] to define a common 2D space for all experimental runs, the distributions of the generated compounds were visualized in the 2D hexbin plots shown in Figs. 11 and 12 for the experiments in which the number of inner-loop augmentations and the learning rate were altered, respectively. Interestingly, generative runs utilizing a moderate number of augmentations (between 2 and 10) appear to sample a similar chemical space area. Moreover, these runs also seem to produce a relatively spread-out molecular sampling, which agrees well with the observation above regarding the internal diversity of the generated compounds (Fig. 10). In contrast, raising the learning rate appears to gradually lead to partial mode collapse and the narrower focusing of the generated compounds in one or a few areas of the chemical space (Fig. 12).

Finally, the similarity between all datasets of generated compounds was compared using the cosine similarity calculations provided in the ChemCharts package and is shown in the heatmap in Fig. 13. As a baseline, the similarity between the two pooled generative run triplicates denoted Aug1 and Lr1 in Fig. 13 was first calculated. These runs were conducted using identical default settings, i.e., a single inner-loop augmentation and a learning rate of 0.001, and were determined to have a cosine similarity of 0.89 that suggests a largely comparable chemical space was sampled. Nevertheless, the similarity between the generative runs employing 2, 5 and 10 SMILES augmentations was recorded to be higher (0.90–0.97), which indicates that the
use of inner-loop augmentations increases the reproducibility of the generated chemical space—a surprising observation in view of the reported above highest internal diversity for these generated sets (cf. Figs. 10 and 11). Notably, the similarity of the runs using between 2 and 10 augmentation loops to the runs using a single augmentation is lower (0.64–0.68), which indicates that these runs are sampling a slightly different chemical space or sampling some areas to a different degree. The previously discussed results in Fig. 11 (top row) seem to support the latter suggestion as the overall spread in chemical space is similar but intensities appear to vary. As for the influence of the learning rate on these results, we generally observe a gradual diminishing in similarity between molecules generated using runs of lower vs. higher learning rates as the learning rate of either run is increased. In other words, experimental runs of relatively
smaller learning rates seem to be most like each other, while these of relatively higher learning rate appear to be much less reproducible. Notably, increasing either the learning rate multiplication factor or the number of augmentations to the highest studied values, i.e., 100, produced results that can be considered outliers with respect to the cosine distances to the rest of the datasets, which can likely be attributed to mode collapse—a suggestion that is also supported by the plots in Figs. 11 and 12 (bottom rows).

Overall, the assessment of the effects of learning rate and number of augmentations on the docking tasks follow similar lines as the effects observed for the exploitive similarity task. Moderate increases in both are seemingly beneficial for the optimization efficiency, while high increases lead to

![Docker task - Effect of Learning Rate](image-url)
diminished yields as well as a lower final average scores. Increases in learning rates seem more prone to bringing about these effects and, for example, the yield immediately starts to drop upon increasing the learning rate, whereas it increases with the number of augmentations up to 5–10 augmentations. The effects on internal diversity also suggest that a moderate number of augmentations are beneficial, whereas increasing the learning rates does not result in as pronounced or stable internal diversity improvements. Moreover, by comparing the cosine similarities of the sampled datasets it can be deduced that moderate increases in augmentations (2 to 10) lead to a higher similarity between generative runs, indicative of more reproducible runs. We conclude that a number of augmentations around five seems most beneficial for this task.

**Similarity to known D2R ligands**

Since the docking runs generated compounds using a scoring function that did not comprise any ligand information, the question if these compounds are similar to what we would expect of D2R ligands arises. To provide an answer, compounds with a score higher than 0.5 generated from runs with standard settings (i.e., with one augmentation and a learning rate of 0.001), with a moderately increased number of augmentations (i.e., five) or with an increased learning rate (i.e., 0.005) were compared to known D2R
ligands by calculating their pairwise Tanimoto Morgan fingerprints similarity. As a baseline, the dataset produced using the standard settings had two compounds with a similarity higher than 0.8 and 84 compounds with a similarity higher than 0.7. Increasing the number of augmentations in the inner loop to five increased the number of identified compounds with a similarity higher than 0.8 to 24 and the number of compounds with a similarity higher than 0.7 to 140. In contrast, increasing the learning rate led to a drop in the number of compounds with a similarity higher than 0.7 to 41 but did not affect the number of compounds with a similarity higher than 0.8 with two such compounds produced.

The ten compounds of highest similarity to known D2R binders from the run with five augmentations are shown alongside their nearest neighboring known D2R binders in Fig. 14. Given the wide-ranging generative possibilities and the lack of ligand structure guidance for the generation of ligands, as would be available from a scoring function comprising a QSAR model, it is noteworthy that it is possible to generate compounds with a relatively high structural similarity to known ligands by only using a docking target. Nevertheless, the obtained molecules are typically small and do not achieve particularly high docking scores, which can likely be attributed to the ease of generating a molecule with a high similarity to another when both molecules are relatively small. Many of the generated compounds (and known ligands) share chemical features with the native D2R receptors ligand, i.e., dopamine, but also comprise a locked aliphatic amine. Overall, the marked increase in the number of high similarity compounds generated by the run with five augmentations indicates that the double loop augmented reinforcement learning increases the ability of the algorithm to find similar compounds to the native ligand and other known binders.

![Fig. 14 Generated compounds with highest similarity to known D2R binders. The generated compounds are shown in rows 1 and 3, and their closest known ligand neighbors are shown in rows 2 and 4. The numbers denote the Tanimoto similarity between the pairs and the score obtained for the generated compound.](image-url)
Assessment of augmentation effect on standard and hill-climb reinforcement learning

To assess the improvement in generative performance brought about by the use of SMILES augmentation, the optimization towards a D2R QSAR classification model of four generative algorithms was compared: REINVENT 2.0; GenAI, i.e., REINVENT 2.0 with an inner SMILES augmentation loop (here, with five augmentations); AHC [14]; and AHC with an inner SMILES augmentation loop (AHC 5xA) also with five augmentations.

First, the influence of introducing an inner loop of five SMILES augmentations on the reinforcement learning efficiency and the generated compounds yield was assessed. The plot in Fig. 15 (left panel) suggests that the algorithms employing SMILES augmentation, i.e., GenAI and AHC 5xA, both reached higher average scores faster and converged markedly quicker than the algorithms that did not use SMILES augmentation, i.e., REINVENT 2.0 and AHC. Interestingly, while the AHC 5xA model reached average scores above 0.8 first, GenAI typically achieved the highest average scores among the algorithms after 30,000 molecules were scored. In contrast, the standard AHC algorithm performed slightly worse than REINVENT 2.0 with minor differences in efficiency being accompanied by a convergence to notably lower scoring values. When considering the number of unique generated SMILES with a score higher than 0.5 as a function of the number of scored molecules plotted in Fig. 15 (right panel), the differences between the four generative strategies closely mirror the reinforcement learning efficiency trends. Specifically, the algorithms utilizing SMILES augmentation both yielded a much higher number of unique well-scoring SMILES than their non-augmented counterparts and, again, GenAI generated the largest number of SMILES, while the standard AHC model produced the lowest yields. Additionally, while the AHC algorithm became productive after approximately the same number of molecules were scored as REINVENT 2.0, its rate of generating new molecules was lower. Overall, the augmented strategies enabled the generation of higher scoring molecules faster and were able to produce a larger number of unique well-scoring molecules than their non-augmented counterparts. Further, the average yield of the different models over all experimental repeats as a function of the threshold score was plotted in Fig. 16. The augmented strategies...
were observed to perform better than the non-augmented ones. This agrees with the results above, which also indicate that the introduction of an inner SMILES augmentation loop is correlated with higher average scores across the full duration of the generative runs. Interestingly, the AHC-based algorithms, i.e., AHC and AHC 5xA, achieved a higher fraction of top-scoring molecules than their non-AHC-based counterparts, i.e., REINVENT 2.0 and GenAI, respectively, as evidenced by the cross-over and steepness of the yield curves close to score values of one.

Next, the internal diversity of the compounds generated using the four algorithms of interest was examined. The total internal diversity of unique molecules with a score greater than 0.5 is shown in Fig. 17 (right panel) with the average values for the triplicate runs being: 0.76 for GenAI, 0.74 for AHC 5xA, 0.70 for REINVENT 2.0 and 0.63 for the AHC algorithm. These results suggest that the augmented strategies not only reached higher scores faster (see above) but the molecules produced with them are also considerably more diverse with GenAI giving the highest number of diverse molecules. Additionally, the average internal diversity across different score thresholds was analyzed in Fig. 17 (left panel) with, for example, the first interval in the graph representing the internal diversity of unique generated molecules that have a score between 0.5 and 0.6. Given that the augmented algorithms were shown to generate molecular datasets with a higher total internal diversity and a higher yield (see above), it is not surprising that the same performed better here too. It is worth noting that despite the AHC and AHC 5xA strategies achieving higher internal diversities over most thresholds in comparison to REINVENT 2.0 and GenAI, respectively, when the threshold was set close to the maximum score of one the non-AHC strategies achieved higher internal diversities than their AHC-based counterparts. In other words, the AHC-based strategies produced less diverse compounds with scores close to one, which is also the scores range in which AHC algorithms obtained a much higher yield than their non-AHC counterparts (cf. Fig. 16). This, in turn, can explain the fact that the total diversity for AHC models is lower than that for their non-AHC counterparts when all molecules with a score above 0.5 are considered (cf. Fig. 17 (right panel)). Together, the results indicate that algorithms implementing SMILES augmentation produce molecules of a greater overall diversity, as well as more diverse high scoring compounds.

The chemical space covered by the molecules that were generated by each of the four generative algorithms and had a score higher than 0.5 in all three experimental repeats is shown in the 2D hexbin ChemCharts plots in Fig. 18. All datasets encompass similar areas within the chemical space; however, the molecules produced by the non-augmented strategies covered a wider chemical region less densely. A possible explanation for these observations is that the augmented strategies were more likely to focus on narrow chemical areas since they generated higher scoring molecules earlier in the generative runs (cf. Fig. 15), while the non-augmented models were instead more prone to exploring a wider range of areas in search of higher scoring molecules (cf. Fig. 15). Despite the non-augmented strategies datasets covering a slightly wider area of the chemical space, the internal diversity plots show that the augmented strategies generated datasets of higher diversity (cf. Fig. 17). Interestingly, the non-augmented runs are more similar than to their respective augmented counterpart. This trend was also observed for the docking runs, where lr1 is more similar to aug1, than they are to lr2 and aug2, respectively (cf. Fig. 13). Specifically, the two non-augmented strategies, i.e., REINVENT 2.0 and AHC, covered the most similar areas of chemical space with a ChemCharts cosine similarity value of 0.79, GenAI produced compounds with a similarity to the rest of the datasets ranging between 0.44 and 0.48, and the
augmented AHC model appeared to produce the most dissimilar SMILES to those generated with non-augmented algorithms with cosine similarities of 0.27–0.28.

Overall, it is clear from the discussed results shown in Figs. 13, 15, and 16 that GenAI 5xA outperformed both the non-augmented generative algorithms evaluated here, i.e., REINVENT 2.0 and AHC, as well as the AHC 5xA algorithm in terms of overall SMILES yield and diversity, with the exception of the yield obtained for perfectly scoring molecules, for which only the AHC 5xA algorithm performed better. The AHC strategy seems to lead to an increase in the fraction of perfectly scoring molecules but with a decrease in diversity when compared to the standard reinforcement implemented in REINVENT 2.0; however, the effect on yield and diversity can be largely counteracted by introducing SMILES augmentations as is done in AHC 5xA.
Discussion

The results presented clearly demonstrate that adding multiple augmentations in the inner loop has a different impact on de novo molecular optimization compared to increasing the learning rate. Not only does adding more augmentations result in generative runs that can more consistently achieve higher scores faster and are more robust against instabilities at high hyperparameter settings, but it also improves the quality of the generated SMILES dataset to obtain higher yields, higher internal diversity, and more generated molecules highly similar to known ligands. This may be because the use of augmentations encourages the algorithm to focus more on the “molecules” rather than the specific sequences generated, in the sense that the agent remains in the augmented SMILES space. Similarly, SMILES augmentation has been shown to improve the QSAR feature relevance of the latent space generated in autoencoder training [22], which can be interpreted as increased molecular relevance. In fact, the prior network used here has previously been trained using SMILES augmentation, which was shown to improve chemical space coverage, validity, and in-scope generation in unconditional generation [16]; hence, extending SMILES augmentation to the reinforcement learning is likely to be able to bring similar benefits. When using the standard generative algorithm setting, reinforcement learning encourages the agent to generate similar sequences, which can lead to lower SMILES diversity and, ultimately, mode-collapse. In contrast, when employing the proposed augmented setting, the agent is never reinforced on the sequences it has generated, as these are augmented and thus changed before being used to reinforce the agent. This effectively prevents the agent from over-focusing on specific SMILES sequences, thereby leading to lower propensity for sequence-wise mode-collapse and higher uniqueness and internal diversity as a result.

While recent publications [14, 19] discussing the optimization efficiency of different molecular generative algorithms have primarily focused on the speed with which such models can produce well-scoring compounds and hence be exploited, less emphasis has been placed on the diversity and yield of the generated compounds. This could perhaps be attributed to the ease with which exploitation efficiency can be quantified by a single metric, whereas the evaluation of the diversity and quality of generated molecules is often not as straightforward. As a result, many articles published over the last years have showcased and, indeed, competed to develop narrowly focused algorithms which can most efficiently find the compound with, for instance, the largest calculated penalized logP [37]. However, this is often not a useful example scenario in drug discovery as the aim of generation is seldom to maximize a single property but rather more commonly to find the balance between a range of often conflicting molecular properties to obtain a suitable drug candidate [38]. Indeed, most often generative de novo design in drug discovery is performed with an aspect of exploration and diversity in mind and with the aim of producing several putative ligand series to serve as ideas for continuous development through filtering and prioritization based on criteria such as synthesizability, and in collaboration with computational chemists and medicinal chemist. Hence, the diversity of the generated compounds needs to be considered for a comprehensive view of the performance of a generative algorithm to be obtained. As our results suggest, varying a single tuning parameter, such as the learning rate, can increase the efficiency of generation, however, this may be accompanied by a tradeoff in the diversity and yields of the produced compounds. The introduction of an inner SMILES augmentation loop, on the other hand, allows for both an increase in the efficiency as well the diversity and reproducibility of de novo generation, thereby making the strategy particularly attractive for use in practical drug discovery scenarios.

To assess the performance of the proposed augmented generative algorithm, i.e., GenAI, the increase in the efficiency speed of generation was considered first. In a recent study, the augmented hill-climbing (AHC) algorithm showed an impressive 45-fold speed-up using sample efficiency for first sampled compound and a 7.4-fold increase in efficiency on average compared to the baseline REINVENT 1.0 [14]. The sample efficiency is the generative step, for which the score achieved for a single generated compound or the average score achieved for all generated compounds surpasses a given threshold. Although we have not analyzed the single sample efficiency in a similar manner in this study, we can estimate the increase in speed with which the augmented GenAI models can produce well-scoring compounds compared to the standard REINVENT 2.0 algorithm using the data shown in Table 1.

Specifically, our results suggest that for the average scoring thresholds of 0.5, 0.8 and single compound solved, an increase in efficiency of ~ 10, ~ 4 and ~ 2 over the baseline can be observed when the number of inner loop SMILES augmentations is set to 100, 20 or 10, respectively. Hence, the efficiency speed-up appears to be strongly dependent on the scoring threshold and solution criteria used. While the increases in efficiency reported here are comparatively smaller than those reported by Thomas et al. [14], it should be noted that the literature study compared the proposed AHC algorithm to the first version of REINVENT, which struggled to obtain meaningful docking scores for the D2R docking target within 500 steps. In contrast, REINVENT 2.0 was used as a baseline in this study and showed marked improvements in the docking scores of compounds after only ~ 7500 molecules (corresponding to ~ 120 steps) were
scored. Additionally, the sigma parameter of the REINVENT algorithm was also altered in the AHC algorithm preprint [14], whereas in this study the default value of 128 was used. Hence, it can be deduced that the baseline algorithms used to determine the increases in efficiency in the two studies are not identical or performing comparably and, hence, the reported improvements can also not be directly compared. Generally, we find that using a sample-level efficiency increase as a quantification for the performance of generative models is often uninformative, since the metric relies on the selection of a baseline model, as well as the studied algorithms finding a single well-scoring molecule and does not account for average scores or the diversity of the generated molecules. Nevertheless, the proposed double loop augmented reinforcement learning algorithm seems to be competitive when assessed using the average score efficiency speed-up. Thomas and co-workers also observed that in the absence of a diversity filter the AHC algorithms were prone to mode collapse. Hence, in this study, we employed a standard diversity filter for the AHC models; nevertheless, we still observed a tendency for the AHC models to yield a relatively high fraction of perfectly scoring molecules, but of comparably low internal diversity, which could be an initial indication for hyper-focus and the beginning of mode collapse.

Next, we assessed the proposed generative algorithm augmentation in the context of an extensive generative benchmark recently developed by Gao et al. [19], which primarily focuses on optimization efficiency. In the study, the authors benchmarked 25 generative methods across 23 widely used oracle functions. The performance of the different algorithms and models was compared after 10,000 queries to the scoring function, using the area under the scoring curve (AUC) for the top 10 solutions found [19]. Based on this model comparison, the authors reported that REINVENT 2.0 performs competitively among the selection of algorithms, albeit with a tuned sigma value [19]. These results support our choice of REINVENT 2.0 as a high-quality baseline and starting point for this work. To compare the performance of the augmented algorithms, i.e., GenAI and augmented AHC, to that of the benchmarked generative algorithms, we selected the benchmarking task which most closely resembled the QSAR task in our study, namely, the DRD2 Oracle—a QSAR model of a D2R dataset. We calculated the AUC for the top 10 highest scoring compounds in our QSAR task in the same manner as in the benchmark by Gao et al. [19]. The resulting AUC values for GenAI and the augmented AHC were 0.9989 ± 0.0003 and 0.9985 ± 0.0004, respectively. However, we believe that these high values may be attributed to differences in the QSAR models employed given that the standard REINVENT 2.0 run also achieved a high value of 0.9977 ± 0.0004, which is markedly higher than the 0.945 ± 0.007 obtained for it in the PMO benchmark [19]. Our QSAR model is not calibrated with regard to probability and has a tendency to produce values close to either zero or one, which could explain the differences. As briefly mentioned above, to benchmark the performance of REINVENT 2.0 Gao and co-workers tuned the algorithm’s sigma parameter [19]. By increasing the value of sigma the authors likely improved the model’s efficiency; however, this change could also have negatively affected the diversity and yield on the generated compounds and, moreover, since the weight of the prior generator is decreased, the quality of the proposed molecules could have also suffered [20]. In contrast, the performance of REINVENT 1.0 was observed to be relatively unaffected by changes in sigma [14]. In this study, the sigma variable for reinforcement learning was fixed at the default value of 128, which is an aspect that could be investigated more in the future.

Another difference between the settings used in the discussed benchmark and our work is the length of the generative experiment. Specifically, Gao and co-workers compared the performance of models over 10,000 oracle calls, which corresponds to approximately 150 generative steps with a batch size of 64, whereas experiments in this study were conducted for between 500 and 1000 steps of the same batch size. As shown by the results of several of our experiments, the selection of best performing algorithm and/or parameters can vary with the length of the generative run. For instance, if experiments of 150 steps were used to select the best learning rate for the docking task, the conclusion that a learning rate multiplication factor of 5 leads to the greatest efficiency would have been reached, however, running the experiments for longer, i.e., 500 steps, allowed for the decrease in SMILES yield with increase in learning rate to be observed and, thus, change the conclusion regarding which hyperparameter values lead to the most efficient algorithm (cf. Fig. 7). Additionally, 10,000 function evaluations are an order of magnitude lower than what we would employ in generative runs in practice for docking scores. Hence, running the benchmarks for longer and reporting the findings for different experimental run lengths could be beneficial for model selection in practical applications and would allow for the computational budget of oracle calls to be taken into consideration when designing generative experiments.

Lastly, when comparing the varying algorithms, Gao and co-workers consider solely the ten highest scoring compounds, which, in our experience, is a far too small number of molecules to progress to further post-processing. Moreover, the resulting benchmarking metrics are narrowly focused on quantifying how well the benchmarked algorithms can generate a few well-scoring candidates, which, in turn, leads to the majority of the attention being placed on optimization and less consideration for the diversity and yield of the methods. Indeed, the authors discuss this drawback in their
work and note that they plan to address it in a future update of the PMO benchmark.

Overall, we were pleased to report that the proposed augmented algorithm can generate ligands similar to known ligands even in the absence of a ligand-based scoring function but solely utilizing a docking target. Despite these encouraging results, it must be noted that the prior used in our work and, hence, also the agent are pre-trained on a large chemical dataset that likely includes SMILES strings from D2R datasets used here. This could result in the prior having a propensity for generating compounds with a structure similar to that of the ligands in the D2R dataset; however, the fraction of D2R ligands in the prior is likely very small and their effect is probably negligible. Indeed, it has previously been shown that removing known or similar ligands associated with a target does not hinder reinforcement learning from rediscovering known ligands [2, 39].

Recently, the barrier to obtaining structural information for protein targets has been greatly diminished with the introduction of algorithms such as AlphaFold2, which can produce high-quality 3D protein structural prediction [40]. Thus, the development of a robust in silico pathway from target sequence to ligand seem within reach, albeit that using predicted protein structures for docking is not yet as reliable as utilizing X-ray crystallographic data [41].

Conclusion

The experimental results described in this work suggest that the efficiency of reinforcement learning for optimization of molecular generation can be increased by both increasing the learning rate of REINVENT 2.0 (i.e., allowing for bigger weight updates to the agent per step) or by increasing the number of augmentations as is done in GenAI (i.e., allowing multiple smaller weight updates to the agent per step to reinforce different generation paths to the same molecules). However, increasing the efficiency can also be associated with a lower yield and/or diversity of the generated compounds. Nevertheless, using a moderate number of augmentations (i.e., five or ten) can both improve the reinforcement learning efficiency, as well as increase the diversity of the produced SMILES; whereas increasing the learning rate negatively affects the final yield even for the smallest multiplicity factor investigated here, i.e., two. Furthermore, increasing the number of inner loop SMILES augmentation to between two and ten was observed to improve the reproducibility of the results in terms of the chemical space sampled as well as generating more compounds closely similar to known ligands using only a docking score as target. Our recommendation is to use around five inner augmentation loops for exploratory runs and up to ten augmentations for more exploitative scenarios. These settings have shown to produce more efficient and diverse generative runs in our experiments.
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