We present an extension of the pair coupled cluster doubles (p-CCD) method to quasiparticles and apply it to the attractive pairing Hamiltonian. Near the transition point where number symmetry gets spontaneously broken, the proposed BCS-based p-CCD method yields significantly better energies than existing methods when compared to exact results obtained via solution of the Richardson equations. The quasiparticle p-CCD method has a low computational cost of $O(N^3)$ as a function of system size. This together with the high quality of results here demonstrated, points to considerable promise for the accurate description of strongly correlated systems with more realistic pairing interactions.

I. INTRODUCTION

The accurate description of weakly correlated fermionic systems of up to $\sim 10^2 - 10^3$ particles is by now fairly routine. One can simply use the coupled cluster method[1–3], where the correlated wave function is written as the exponential of an excitation operator acting on a mean-field reference determinant. Truncating the excitation operator even at double excitations for systems with no more than two-body interactions recovers the vast majority of the correlation effects, and the perturbative inclusion of higher excitations recovers most of the rest.

The same cannot be said for systems of strongly correlated particles. Exact diagonalization can of course be used when the number of particles is fairly small, but is too expensive for most systems of practical interest since the computational cost grows exponentially with system size. Symmetry projected mean-field techniques[4, 5] and sophisticated multireference methods[6] can be applied for somewhat larger systems, but eventually these too break down.

One way to extend the reach of diagonalization techniques is to restrict the wave function to be of low seniority, i.e. to break only a small number of pairs. With a suitably chosen pairing scheme, one can obtain a reasonable description of the strong correlations at a cost much reduced from that of the exact diagonalization. For example, the cost of the zero-seniority diagonalization [7], which we will here call doubly occupied configuration interaction (DOCI) is roughly the square root of that of the exact diagonalization over the entire Hilbert space. However, the cost still then scales exponentially with the size of the system, and even low-seniority diagonalizations are too expensive for most applications.

Recently, Refs. 8 and 9 introduced a method referred to as AP1roG and showed that it can efficiently account for strong correlations in molecular systems given the right single-particle levels and pairing scheme. The AP1roG is a zero-seniority wave function approach, and is formally equivalent to what we term pair coupled cluster doubles (p-CCD), which is a form of the coupled cluster method where the excitation operator is restricted to double excitations which do not break pairs. They have shown that with an optimal mean-field reference and pairing scheme, p-CCD is remarkably close to the DOCI, despite having a computational cost which scales as $O(N^3)$ where $N$ is some measure of the system size. Thus, p-CCD seems to be a promising route toward the description of strongly correlated systems, provided that the correct reference determinant and pairing scheme can be easily found, and presuming that the correlation effects can be accurately captured by DOCI.

The similarity between the pr-CCD and DOCI is not, however, universal. It has been shown [10] that p-CCD and self-consistent RPA methods break down for the pairing Hamiltonian (see below) near the emergence of a number-broken BCS mean-field solution, as shown in Fig. 1.
furthermore, p-CCD is equivalent to the full coupled cluster doubles (CCD) approach. In spite of the strong reduction to the zero-seniority space, DOCI is limited to \( \sim 36 \) levels at half filling. For weakly attractive interactions (small \( G \)) CCD recovers the correlations very well. However, CCD breaks down in a narrow region near \( G_c \), the point at which there is a Hartree-Fock to BCS transition, and as the strength of the attractive interaction continues to increase, we find a complex correlation energy. The number-projected BCS (PBCS), in contrast, continues to increase, we find a complex correlation energy. Past the point at which the coupled cluster curve is cut off, the method predicts a complex energy.

Here, \( \lambda \) is the chemical potential, the \( \epsilon_i \) are single-particle energy levels, and \( G \) is the interaction strength. We have defined pair operators

\[
N_i = a_{i\uparrow}^\dagger a_{i\downarrow}, \quad P_{ij}^\dagger = a_{i\uparrow}^\dagger a_{j\downarrow}^\dagger.
\]

These operators satisfy an \( SU(2) \) algebra, with

\[
\begin{align*}
[P_i, P_j^\dagger] &= \delta_{ij} (1 - N_i), \\
[N_i, P_j] &= -2 \delta_{ij} P_j, \\
[N_i, P_j^\dagger] &= 2 \delta_{ij} P_j^\dagger.
\end{align*}
\]

For simplicity, we will take the single-particle levels to be equally spaced, so that \( \epsilon_p = p \Delta \epsilon \) where \( \Delta \epsilon \) is the level spacing.

Originally developed to phenomenologically describe superconductivity in solids \cite{12}, BCS was soon realized to explain the large gaps observed in even-even nuclei \cite{13} as well. However, nuclei are finite systems and the superconducting correlations should be strongly influenced by the finite effects. Since then, and up to the present, number projection \cite{14} and in general symmetry restoration in the BCS and Hartree-Fock-Bogoliubov approximations have been important issues in nuclear structure and more recently in quantum chemistry.

At the beginning of the sixties Richardson provided an exact solution for the reduced BCS Hamiltonian of Eqn. \( \ref{eq:bcsham} \). In spite of the importance of his exact solution, this work did not have much impact in nuclear physics, with just a few exceptions. Later on, his exact solution was rediscovered in the framework of ultrasmall superconducting grains \cite{17} where BCS and number-projected BCS \cite{18} were unable to appropriately describe the crossover from superconductivity to a normal metal as a function of the grain size \cite{19}. The ability to access the exact solutions for systems far beyond the reach of diagonalization techniques makes the model particularly appealing for our purposes. Presumably, if we can develop computationally efficient techniques which can capture the basic physics of the pairing Hamiltonian, we can extend those techniques to systems with more realistic pairing interactions for which the exact solutions are unavailable. It is with this purpose in mind that we explore the quasiparticle coupled cluster method. Accordingly, while we will apply the methodology presented below to the pairing Hamiltonian of Eqn. \( \ref{eq:bcsham} \), we will keep the formulation general enough that it can be applied immediately to \textit{any} two-body Hamiltonian expressible in terms of the operators \( N, P^\dagger, \) and \( P \).

We should point out that whenever the Hamiltonian has a natural pairing scheme so that seniority is a good quantum number, the coupled-cluster method reduces to the pair coupled-cluster approach. For Hamiltonians in which seniority is not a symmetry, it may be desirable to use a more general Hartree–Fock–Bogoliubov-based coupled cluster technique, the equations for which will be
presented in due time\cite{20}. Our BCS-based coupled cluster is a special case of this more general technique. The quasiparticle perturbation theory of Lacroix and Gambardella\cite{21} is related, though we do not consider augmenting the coupled cluster approach with a subsequent number projection.

III. QUASIPARTICLE COUPLED CLUSTER THEORY

For sufficiently strong $G$, the pairing Hamiltonian develops a BCS solution with quasiparticle operators defined by

$$a_{iz}^{\dagger} = u_i \alpha_{iz}^{\dagger} + v_i \alpha_{iz}, \quad (4a)$$
$$a_{iz}^{\dagger} = u_i \alpha_{iz}^{\dagger} - v_i \alpha_{iz}. \quad (4b)$$

The Hamiltonian can be expressed in this quasiparticle basis as

$$H = E_0 + \sum_i H_i^{1,1} N_i + \sum_i \left( H_i^{0,2} P_i^\dagger + H_i^{2,0} P_i \right)$$
$$+ \sum_{ij} H_{ij}^{2,2} N_i N_j + \sum_{ij} H_{ij}^{0,0} P_i P_j$$
$$+ \sum_{ij} \left( H_{ij}^{0,4} P_i^\dagger P_j^\dagger + H_{ij}^{4,0} P_i P_j \right)$$
$$+ \sum_{ij} \left( H_{ij}^{1,3} P_i^\dagger N_j + H_{ij}^{3,1} N_i P_j \right)$$

(5)

where the number and pair operators are

$$N_i = a_{iz}^\dagger a_{iz} + a_{iz} a_{iz}^{\dagger}, \quad (6a)$$
$$P_i = a_{iz}^\dagger a_{iz}^{\dagger}, \quad (6b)$$

and obey commutation relations analogous to those in Eqn. 4. Most of the matrix elements of the Hamiltonian are symmetric, but note the order of indices on the non-symmetric $H_i^{1,3}$ and $H_{ij}^{3,1}$. The diagonal entries of $H_i^{4,0}$ and $H_i^{0,4}$ are undefined since $P_i^\dagger P_i^\dagger = 0$, and for convenience we take them to vanish. Expressions for the individual matrix elements are provided in the appendix.

Having defined a mean-field vacuum, explicit correlations are added via the coupled cluster (CC) method. Briefly, in CC theory, the correlated wave function $|\Psi\rangle$ is written as

$$|\Psi\rangle = e^T |0\rangle \quad (7)$$

where $|0\rangle$ is the mean-field reference and $T$ is an excitation operator which we may generically write as

$$T = \sum_Q T_Q A_Q^\dagger. \quad (8)$$

Here, $A_Q^\dagger$ creates excitations out of a mean-field reference, and $T_Q$ is the amplitude of the excitation. The CC wave function ansatz is inserted into the Schrödinger equation and the energy $E_{CC}$ and amplitudes $T_Q$ are obtained projectively from

$$E_{CC} = \langle 0 | e^{-T} H e^T | 0\rangle, \quad (9a)$$
$$0 = \langle 0 | A_Q e^{-T} H e^T | 0\rangle. \quad (9b)$$

Conventionally, CC theory uses a number-conserving mean-field and the excitation operators $A_Q^\dagger$ are just particle-hole excitations $a_i^\dagger a_i$, $a_i^\dagger a_i a_j^\dagger a_j$, etc., where indices $i$ and $j$ (a and $b$) correspond to levels occupied (empty) in the mean-field reference. In our case, we wish to use BCS as a reference instead, and we write the excitation operator $T$ as

$$T = \frac{1}{2} \sum_{pq} T_{pq} P_p^\dagger P_q^\dagger. \quad (10)$$

The matrix of coefficients $T_{pq}$ is symmetric, and as with $H_i^{4,0}$ and $H_i^{0,4}$, we choose the diagonal entries to vanish. The cluster operator we have introduced is the simplest useful form for $T$ and is a generalization to the BCS case of p-CCD, though we remind the reader that for the pairing Hamiltonian, p-CCD and the full CCD model are identical. We note that coupled cluster theory has been formulated in a quasiparticle basis before\cite{22}, but with a restriction that the wave function does not break number symmetry.

Having defined the cluster operator $T$, the CC energy of Eqn. 6\cite{23} is given by

$$E_{CC} = E_0 + \sum_{pq} H_{pq}^{4,0} T_{pq} \quad (11)$$

and the amplitude equations are
0 = \langle 0 | P_p P_q e^{-T} H e^T | 0 \rangle 
= 2 H_{pq}^{1.0} + 2 T_{pq} \left( H_{p}^{1.1} + H_{q}^{1.1} \right) + 4 T_{pq} \left( H_{pp}^{2.2} + 2 H_{pq}^{2.2} + H_{qq}^{2.2} \right) + \sum_r \tilde{H}_{pr}^{2.2} T_{qr} + \sum_r \tilde{H}_{qr}^{2.2} T_{pr} 
+ 2 \sum_{rs} H_{rs}^{4.0} T_{pr} T_{qs} - 4 T_{pq} \left( \sum_r H_{pr}^{4.0} T_{pr} + \sum_r H_{qr}^{4.0} T_{qr} \right) + 4 H_{pq}^{4.0} T_{pq}^2 

(12a)

(12b)

We will refer to this BCS-based p-CCD as BCS p-CCD, to distinguish it from the Hartree–Fock-based p-CCD which we will henceforth refer to as HF p-CCD for clarity.

It is well known that the CCD energy and wave function can be rather sensitive to the choice of mean-field reference. This can be mitigated by explicitly including single excitations which act as a Thouless transformation to relax the reference. Alternatively, one could adjust the reference such that single excitations self-consistently vanish using what we refer to as the Brueckner determinant [23]. We prefer the latter approach, and supplement the amplitude equations of Eqn. 12b by

\begin{align}
0 &= \langle 0 | P_p e^{-T} H e^T | 0 \rangle 
&= H_p^{1.0} + \sum_q \left( H_q^{2.0} + 2 H_{qp}^{3.1} \right) T_{pq} 
(13a)
\end{align}

which we solve by modifying the \( u_p \) and \( v_p \) parameters defining the quasiparticle transformation. Explicitly, we have a modified BCS equation:

\begin{equation}
2 \xi_p u_p v_p - \Delta \left( u_p^2 - v_p^2 \right) + c_p = 0 
\end{equation}

with

\begin{align}
\xi_p &= \epsilon_p - \lambda - G v_p^2 + G \sum_q \left( u_q^2 - v_q^2 \right) T_{pq}, 
\Delta &= G \sum_q u_q v_q, 
\end{align}

\begin{equation}
c_p = \sum_q H_q^{2.0} T_{pq}. 
\end{equation}

We solve this modified BCS equation with

\begin{equation}
v_p^2 = \frac{\xi_p^2 + \Delta^2 - c_p \Delta - \xi_p \sqrt{\xi_p^2 + \Delta^2 - c_p^2}}{2 \left( \xi_p^2 + \Delta^2 \right)} 
\end{equation}

such that we obtain the BCS amplitudes for \( T \to 0 \). When we supplement our BCS p-CCD with the Brueckner condition of Eqn. 13b we will refer to the method as BCS p-BCCD (for BCS pair Brueckner coupled cluster doubles). The quasiparticle determinant defined by the Brueckner condition will be called the BCS-Brueckner determinant.

We should note that when the BCS reduces to Hartree–Fock, the CC ansatz of Eqn. 10 becomes

\begin{equation}
T \to \sum_{ai} T_{ai} P_a^i P_i + \frac{1}{2} \sum_{ij} T_{ij} P_i P_j + \frac{1}{2} \sum_{ab} T_{ab} P_a^i P_b^i 
\end{equation}

where we recall that indices \( i \) and \( j \) (\( a \) and \( b \)) refer to orbitals occupied (unoccupied) in the Hartree–Fock determinant. While the first term is HF p-CCD, the other two terms would appear to break number symmetry. This is not the case, however, because the amplitudes \( T_{ij} \) and \( T_{ab} \) vanish. More precisely, if a set of amplitude \( T_{ai} \) solve the HF p-CCD equations, then they, together with \( T_{ij} = T_{ab} = 0 \), also solve the BCS p-CCD equations. Thus, the Hartree–Fock limit of our BCS-based p-CCD is just Hartree–Fock-based p-CCD. The BCS-Brueckner determinant in this limit is the same as the Hartree–Fock determinant.

Note finally that the chemical potential which yields the correct average particle number for the BCS wave function does not, in general, yield the right average particle number from the coupled cluster wave function. We circumvent this problem here by working at half filling, for which our reduced BCS Hamiltonian has a particle-hole symmetry [24]; this symmetry means that the BCS and BCS p-CCD wave functions both contain the correct number of particles on average with the BCS chemical potential.
FIG. 3. Occupation numbers from the BCS and BCS-Brueckner determinants as a function of $G$ for the half-filled pairing Hamiltonian with 100 levels. We show the two occupation numbers which bracket the Fermi level at $G = 0$.

IV. RESULTS

We have already seen that HF p-CCD breaks down in a narrow region around the Hartree-Fock to BCS transition. As Fig. 2 shows, the same is not true of BCS p-CCD. While the results in the immediate vicinity of $G_c$ degrade somewhat, the BCS p-CCD results improve again as $G$ becomes large and the BCS is able to recover the energetic effects of the strong correlations in the system. We note that for very small systems, the projected BCS is more accurate than is the BCS p-CCD. Recall, however, that for sufficiently large systems the projected BCS returns the same correlation energy per particle as BCS itself. In contrast, the BCS p-CCD will offer a non-negligible improvement upon BCS for any system size, because it is size-extensive (i.e., the correlation energy per particle approaches a constant for large particle number). For the 100-level pairing Hamiltonian, we see that the BCS p-CCD is generally superior to PBCS except for very large $G$.

A curious feature of Fig. 2 is that the BCS–Brueckner-based p-CCD splits off from the BCS p-CCD near the Hartree-Fock to BCS transition. This is simply because the Brueckner procedure defers the onset of number symmetry breaking, much like it delays the onset of spin symmetry breaking as one stretches a chemical bond. In contrast, the BCS p-CCD will offer a non-negligible improvement upon BCS for any system size, because it is size-extensive (i.e., the correlation energy per particle approaches a constant for large particle number). For the 100-level pairing Hamiltonian, we see that the BCS p-CCD is generally superior to PBCS except for very large $G$.

Thus far, we have shown that the BCS p-CCD can capture the energetic effects of the correlation beyond that provided by BCS. Perhaps more interesting is to use the BCS p-CCD to evaluate properties. The evaluation of expectation values within the coupled cluster framework is complicated somewhat by the fact that the coupled cluster method is non-variational. One can eliminate the need to evaluate the dependence of the cluster amplitudes $T_{pq}$ on Hamiltonian parameters through the use of linear response techniques. Simpler, however, is to differentiate the coupled cluster energy with respect to those parameters. Thus, for example, the occupation probability $\langle N_p \rangle$ can be evaluated as $\frac{dE}{d\epsilon_p}$. We take the latter approach in this work, though in the immediate vicinity of the Hartree-Fock to BCS transition this numerical derivative cannot be evaluated reliably because the coupled cluster wave function changes character abruptly at $G_c$.

Figure 4 shows the error in the single-particle occupation probabilities from BCS and from BCS p-CCD. We can compute these by simply taking the numerical derivative of the BCS p-CCD energy with respect to the single-particle energies $\epsilon_p$. We see that the BCS p-CCD reduces the errors in the occupation probabilities by roughly a factor of two compared to BCS. A consequence of halving the errors in the occupation probabilities is that we would expect to roughly halve the error in any one-particle property.

In Fig. 4 we show the deviation in particle number, given schematically by

$$\sigma_N^2 = \langle N^2 \rangle - \langle N \rangle^2.$$  \hspace{1cm} (18)

For the exact wave function, this quantity is of course exactly zero; again, the BCS p-CCD cuts the error approximately in half.

Finally, we consider a generalization of the BCS superconducting gap $\Delta$ to the case of correlated wave functions. We use the pairing parameter proposed in Refs. 30 and 18:

$$\Delta_c = G \sum_p C_p$$  \hspace{1cm} (19)
FIG. 5. Fluctuations in particle number in the BCS and BCS p-CCD wave functions for the half-filled pairing Hamiltonian with 100 levels.

FIG. 6. Pairing parameter $\Delta_c$ defined in Eqn. 19 for the half-filled pairing Hamiltonian with 100 levels.

where

$$C_p^2 = \langle P_p^\dagger P_p \rangle - \frac{1}{4} \langle N_p \rangle^2 = \langle n_{p_r} n_{p_s} \rangle - \frac{1}{4} \langle N_p \rangle^2. \quad (20)$$

Here, $n_{p_r} = a_{p_r}^\dagger a_{p_r}$. In the BCS case, this pairing parameter $\Delta_c$ reduces to the usual superconducting gap $\Delta = G \sum_{u_p v_p}$. While the BCS gap vanishes when number symmetry is not broken, the parameter $\Delta_c$ will be in general non-zero for correlated wave functions. Figure 6 shows results for this pairing parameter. For both the weakly attractive and strongly attractive cases, the coupled cluster appears to better predict this order parameter than does projected BCS, though for smaller systems projected BCS is somewhat more accurate in the intermediate coupling regime (data not shown, but see also Ref. [11]).

V. DISCUSSION

Because the pairing Hamiltonian has a simple exact solution available, it provides a very useful model for the testing of approximate solutions of the Schrödinger equation. While coupled cluster theory has generally provided very accurate wave functions even in its simplest form, it seems to break down badly near the Hartree-Fock to BCS transition in the attractive pairing Hamiltonian. The success of BCS and of number-projected BCS for this problem suggest that a quasiparticle coupled cluster ansatz based on the BCS vacuum should succeed where Hartree–Fock-based coupled cluster fails.

Indeed, while our BCS p-CCD reduces to the HF p-CCD for repulsive interactions, it also accurately describes the attractive interactions in the pairing Hamiltonian. Unlike exact diagonalization, the computational scaling with system size is very mild. Unlike symmetry projected mean-field methods, the correlation energy per particle approaches a non-zero constant for large system sizes. The BCS p-CCD not only describes the energetic effects of strong correlations but also accounts for the effects of these correlations on other properties. Adjusting the BCS reference to be self-consistent in the presence of correlations yields BCS p-BCCD, which defers the onset of symmetry breaking and offers an even better description of the attractive pairing Hamiltonian than does the BCS p-CCD itself. The inclusion of explicit higher-order correlation effects is also possible and fairly straightforward: doing so would presumably further increase the accuracy of the approach. We would thus argue that BCS-based coupled cluster methods show considerable promise for the description of strongly correlated systems with more realistic pairing interactions.
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Appendix A: Quasiparticle Matrix Elements

Recall that the pairing Hamiltonian in the bare Fermion basis is

$$H = \sum_i (\epsilon_i - \lambda) N_i - G \sum_{i j} P_i^\dagger P_j. \quad (A1)$$

After the quasiparticle transformation

$$a_{i \uparrow}^\dagger = U_{i} a_{i \uparrow}^\dagger + V_i a_{i \downarrow}, \quad (A2a)$$

$$a_{i \downarrow}^\dagger = U_{i} a_{i \downarrow}^\dagger - V_i a_{i \uparrow}, \quad (A2b)$$
it is equivalently given by

\[ H = E_0 + \sum_i H_i^{1,1} N_i + \sum_{i,j} \left( H_i^{0,2} P_i^j + H_i^{2,0} P_i^j \right) \] (A3)

\[ + \sum_{i,j} H_{ij}^{2,2} N_i N_j + \sum_{i,j} H_{ij}^{1,2} P_i^j P_j \]

\[ + \sum_{i,j} \left( H_{ij}^{1,4} P_i^j P_j + H_{ij}^{0,4} P_i^j P_j \right) \]

\[ + \sum_{i,j} \left( H_{ij}^{1,3} P_i^j N_j + H_{ij}^{3,1} N_j P_i \right). \]

We again emphasize the order of indices on \( H^{1,3} \) and \( H^{3,1} \).

In terms of the Fock matrix element

\[ \mathcal{F}_p = \epsilon_p - \lambda - G v_p^2 \] (A4)

and the pairing field

\[ \Delta = G \sum_p u_p v_p, \] (A5)

the quasiparticle Hamiltonian matrix elements are

\[ E_0 = 2 \sum_p \mathcal{F}_p v_p^2 - \frac{\Delta^2}{G}, \] (A6a)

\[ H_i^{1,1} = (\epsilon_i - \lambda) (u_i^2 - v_i^2) \]

\[ + 2 \Delta u_i v_i + G v_i^4, \] (A6b)

\[ H_i^{2,0} = H_i^{0,2} = 2 \mathcal{F}_i u_i v_i - \Delta \left( u_i^2 - v_i^2 \right), \]

\[ H_i^{2,2} = -G u_i v_i u_j v_j, \] (A6c)

\[ H_{ij}^{1,2} = -G \left( u_i^4 + u_j^4 + v_i^4 + v_j^4 \right), \] (A6d)

\[ H_{ij}^{1,3} = H_{ij}^{3,1} = G \left( u_i^2 - v_i^2 \right) u_j v_j, \] (A6e)

\[ H_{ij}^{4,0} = H_{ij}^{0,4} = G \frac{u_i^2 v_j^2 + v_i^2 u_j^2}{2}. \] (A6f)

As noted earlier, we have taken the diagonal parts of \( H^{4,0} \) and \( H^{0,4} \) to vanish for convenience.
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