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Abstract
Billions of people across the globe have been using social media platforms in their local languages to voice their opinions about the various topics related to the COVID-19 pandemic. Several organizations, including the World Health Organization, have developed automated social media analysis tools that classify COVID-19-related tweets to various topics. However, these tools that help combat the pandemic are limited to very few languages, making several countries unable to take their benefit. While multi-lingual or low-resource language-specific tools are being developed, there is still a need to expand their coverage, such as for the Nepali language. In this paper, we identify the eight most common COVID-19 discussion topics among the Twitter community using the Nepali language, set up an online platform to automatically gather Nepali tweets containing the COVID-19-related keywords, classify the tweets into the eight topics, and visualize the results across the period in a web-based dashboard. We compare the performance of two state-of-the-art multi-lingual language models for Nepali tweet classification, one generic (mBERT) and the other Nepali language family-specific model (MuRIL). Our results show that the models’ relative performance depends on the data size, with MuRIL doing better for a larger dataset. The annotated data, models, and the web-based dashboard are open-sourced at https://github.com/naamiinepal/covid-tweet-classification.

1 Introduction
The COVID-19 pandemic has caused a global rise in social media users who express their opinions and share information on various topics related to the pandemic. Public health organizations and relevant agencies could analyze the social media data for early warning on potentially new virus variants based on symptoms discussion, for understanding the impact of various intervention measures, the efficacy of vaccination programs, etc. Social media data analysis can help develop strategies for combating the pandemic (Yigitcanlar et al., 2020), and improve the efficiency of the health industry (Scanfeld et al., 2010; Signorini et al., 2011; Harris et al., 2013; Paul and Dredze, 2014; Eichstaedt et al., 2015).

Several studies performed sentiment analysis of tweets to understand people’s views towards the pandemic (Dubey, 2020; Jelodar et al., 2020; Samuel et al., 2020; Alamoodi et al., 2021). Since sentiment analysis provides limited coarse level information, recently there is an interest in building tools for early warning and topic-level discourse analysis. Most notably, the World Health Organization (WHO) tracks internet discourse by examining global pandemic-related Twitter data and news using tools like COVID-19 News Map\textsuperscript{1} and EARS\textsuperscript{2}. Although a large fraction of the global population uses local languages in social media, most of these tools are limited to English or Anglo-European languages. For instance, the WHO EARS works in only nine languages being piloted in 30 countries.

In recent years, there has been a growing interest in building multi-lingual language models, building low-resource language datasets, and exploring NLP methods with smaller language models and smaller data (Conneau et al., 2019; Wang et al., 2020; Ogueji et al., 2021). Nepali is a low-resource language where there is still a large gap in terms of advances, data availability, and the development of NLP tools. While there has been some work on low-resource languages for sentiment analysis in low-resource languages (Addawood et al., 2020; Hosseini et al., 2020) including Nepali (Sitaula et al., 2021; Shahi et al., 2022), to our knowledge there is no work on COVID-19 tweet topics classification for discourse analysis in the Nepali language.

\textsuperscript{1}https://portal.who.int/eios-coronavirus-newsmap/
\textsuperscript{2}https://www.who-ears.com/
In this work, we propose a new dataset, deep learning classification models based on multilingual language models, and an interactive dashboard for incremental learning and visualization of COVID-19 tweets topic classification in the Nepali language. Figure 1 shows a snapshot of our dashboard. In addition to visualizing topics classification in real-time, the dashboard can be used to manually verify the ML model’s prediction, correct the predictions to annotate more data, and re-train the model via GUI for improvement as more data becomes available.

The followings are our contributions to the scientific community.

- We release a multi-annotator multi-label Nepali Annotated Tweets with COVID-19 Topics Classification (NAT-CTC) dataset that contains 12,241 tweets in Devanagari script, manually tagged with eight simplified topics. We also provide inter-annotator agreement results on this dataset using four annotators labeling 400 common tweets.
- We release our open-source web-based platform with GUI for automatic keywords-based tweets collection; tweet pre-processing, topic classification, and visualization. This platform can be used for AI-assisted annotation and incremental learning, where human annotators can correct the labels predicted by ML models and then retrain ML models. We use this approach during the dataset preparation as well.
- We show that the benefit of using a Nepali language family-specific model compared to using generic multi-lingual language models may come only if there is a certain minimum number of annotated data for the downstream task.
- We analyze 98,849 tweets using our topic classification model and the dashboard and show how the frequency of discussion in eight topics...
varied over time during the pandemic.

2 NAT-CTC Dataset

2.1 Keyword-based Filter for Tweet Collection

We identified 48 keywords in the Devanagari script that cover the majority of COVID-19-related tweets and used twarc to extract tweets that contain the keywords and is tagged as Nepali by Twitter. New keywords were iteratively added into an initial set using twarc and manual review until finally settling to 48 keywords.

2.2 Eight COVID-19-related Topics

While the WHO EARS has 30 topics, to reduce the complexity and due to very limited tweets for Nepali language in some topics, we contextualized and developed these eight topics suitable to describe the specific narratives in Nepal: COVID Stats, Vaccination, COVID Politics, Humor, Lockdown, Civic Views, Life during Pandemic, and Waves and Variants.

2.3 Multi-annotator Manual Annotation with Incremental Learning

Seven annotators initially used Label Studio to annotate the tweets (one tweet annotated by only one person), after which we trained a machine learning model (see subsection 3.2) to predict labels that were then corrected by the annotators using our dashboard. This increased annotation speed substantially and enabled improving the ML model as more data came in. Each tweet could be tagged with multiple topics. Moreover, for studying inter-rater agreement, we randomly selected 400 tweets each of which was annotated by four annotators. The tweets chosen for the agreement are sampled uniformly at random from the labeled dataset. Their exact number and the proportion to the larger labeled dataset can be seen from Figure 2.

3 Methods

3.1 Tweets Pre-processing

The tweets were pre-processed in the given order using Pandas:

1. Remove user mentions and links, and change Latin characters to lowercase.
2. Reduce spaces to a single space between words.
3. To eliminate bias from source information, remove text followed by the word via.
4. Remove leading and trailing spaces and tweets with three or fewer words.
5. Normalize the Unicode strings to NFKC standards.

3.2 Tweet’s Topic Classification

We utilized Indic Language multi-lingual model MuRIL’s preprocessing and encoder models with a batch normalization layer, and a linear classifier with a dropout rate of 0.5 to categorize the pre-processed tweets into the eight topics. For the training approach, we followed the blog, A Recipe for Training Neural Networks. We adjusted the initial bias of the output layer to \( \log(\frac{pos}{neg}) \) to reflect the imbalance in the dataset and facilitate the initial convergence of the model. We utilized the AdamW with 0.01 weight decay, a learning rate of \( 5 \times 10^{-5} \) and used the Polynomial Decay Scheduler with 10% of the total training steps as Warmup. Since Precision and Recall are unaffected by class imbalance, the preferred metrics to evaluate the model’s performance were the F1 score with weighted averaging and the Area under the PR Curve (AUPR).

Figure 2: Number of positive tweets for each label. The imbalanced nature of the multi-label classification can be clearly seen. Vaccination has only 4084 positive samples out of 12,241 tweets; other topics are even more imbalanced.
Table 1: Area under PR-curve and F1-Score for each label, along with the corresponding Fleiss’ Kappa score. In addition to depicting the mean value for each metric and its standard deviation for 5-fold cross-validation, it helps to find the correlation between the metrics and the corresponding Kappa score.

| Labels                | F1 Score     | Area under PR Curve | Fleiss’ Kappa Score |
|-----------------------|--------------|---------------------|---------------------|
| COVID Stats           | 0.913 ± 0.008| 0.964 ± 0.003       | 0.87                |
| Vaccination           | 0.974 ± 0.002| 0.984 ± 0.002       | 0.88                |
| COVID Politics        | 0.711 ± 0.012| 0.763 ± 0.013       | 0.42                |
| Humor                 | 0.737 ± 0.014| 0.766 ± 0.016       | 0.65                |
| Lockdown              | 0.967 ± 0.005| 0.988 ± 0.004       | 0.79                |
| Civic Views           | 0.729 ± 0.007| 0.757 ± 0.01        | 0.61                |
| Life During Pandemic  | 0.61 ± 0.03  | 0.616 ± 0.043       | 0.34                |
| Waves and Variants    | 0.851 ± 0.006| 0.915 ± 0.005       | 0.53                |

Table 2 presents the overall performance across all the target topics using various averaging of AUPR and F1 Score. The model’s prediction for some tweets are shown in Table 3.

Figure 3: MuRIL performed better than mBERT when dataset size was increased from 6,952 to 12,241. For the smaller dataset, MuRIL has 0.64 mean AUPR whereas mBERT has 0.65. MuRIL has 0.84 mean AUPR for the larger dataset whereas mBERT has 0.81 only.

We compared mBERT (Devlin et al., 2019) and MuRIL (Khanuja et al., 2021) for the same normalization and dropout for various training data sizes. As shown in Figure 3, MuRIL had slightly lower performance on a smaller dataset of 6,952 tweets but outperformed mBERT by a greater margin when the dataset size increased to 12,241 tweets. The language family-specific models seem to provide a greater benefit than generic models only when finetuning training dataset size is of a certain minimum number, albeit this has to be further explored with additional languages and language models.
| Example | English Translation | Label Prediction |
|---------|--------------------|-----------------|
| कोरोनाको परीक्षण किन घटाउँदै छ नालायक सरकार? | Why is the worthless government reducing the testing of Corona? | COVID Politics, Civic views |
| पिछल्लो २४ घण्टामा धप ९४४ जनामा कोरोना संक्रमण पुरुष, सक्रिय संक्रमितको संख्या ६ हजार नाघ्याए। | In the last 24 hours, 944 more Corona infections have been confirmed, and the number of active infected has exceeded 6 thousand | COVID Stats |
| कोरोनाको ग्राफ उकालो लागि सक्यो, बेलेमा झाटु पर्छ, बिडुभाड़मा नजार २ मासक लगाउने नै प्रमुख उपाय। | The graph of Corona has gone up, it has to be realized early, the best solution is not to go to crowded places and wear a mask. | Civic Views, Life during Pandemic, Waves and Variants |
| फेरी लकडाउँनको हत्तालो उद्भोगी निचित्तिले, कोरोना खोप लगाएर विभागित सन्चालन गर्न पाउनुपर्ने माग | Again, the rumors of the lockdown are worrying the industrialists, they demand to be able to operate the business with Corona vaccination. | Vaccination, Lockdown, Life during Pandemic |
| तेत्रो लकडाउँन त एकै दिन त कसो काउँ नसकिँएला र ? | That lockdown was spent alone, I can spend February 14 alone, can’t I? | Humour, Lockdown |

Table 3: Examples of some model predictions

4.4 Trend Analysis

We present here a couple of examples of the insights we can see from our ML model’s classification results on 98,849 tweets from June 2021 to February 2022. Discussions related to Vaccination surged in mid-September 2021 which was just after Nepal’s Government decided to provide vaccines to students and youths, as can be seen in Figure 1. Similarly, tweets related to COVID Stats increased during late January and early February of 2022 when Nepal was hit by the third wave of the virus.

5 Discussion and Conclusion

We have developed an online platform to gather, analyze, and categorize tweets about COVID-19 in Nepali, written in the Devanagari script. We selected eight topics pertinent to online discussions in Nepal based on the various categories of online discourse established by the WHO. Seven different people have annotated 12,241 tweets from our dataset. We arrived at our best model architecture using MuRIL (Khanuja et al., 2021) as the encoder and a batch normalization (Ioffe and Szegedy, 2015) layer immediately before the final output layer after fine-tuning several hyperparameters and utilizing two encoder backbones, i.e., mBERT (Devlin et al., 2019) and MuRIL (Khanuja et al., 2021). The web app dashboard uses infographics like bar graphs and area charts to track the development of online discussions. We can filter the tweets based on time and topics to make analysis easier. Additionally, we developed an administrator interface to validate the predicted tweet labels from the model and proofread the validated ones.

Although our dataset is not large, it may be valuable for transfer learning and semi-supervised learning (Lwowski and Najafirad, 2020). Our dataset can help to make multi-lingual datasets more inclusive and the models trained on them more robust. Translating and transliterating to and from our dataset can help in augmentation in various settings.
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