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Abstract

Several authors have recently defined intuitionistic logic based on team semantics (tIPC). In this paper we provide two alternative approaches to intermediate logics in the team semantics setting. We do this by modifying tIPC with axioms written with two different versions of disjunction in the logic, a local one and global one. We prove a characterization theorem in the first approach and we introduce a generalized team semantics in the second one.

1 Introduction

One of the important themes in the research of Dick de Jongh has been the study of intuitionistic and other intermediate logics. De Jongh made a number of important contributions in this field and is, in fact, one of the founders of this area (together with Gabbay, Troelstra, Hosoi, Jankov, Kuznetsov and others). Together with Gabbay, de Jongh defined an important class of intermediate logics nowadays called the Gabbay-de Jongh logics [20]. With Troelstra he developed what is currently known as the discrete duality for Heyting algebras [32]. In 1960’s, de Jongh proved in his PhD thesis possibly the first De Jongh Theorem, the characterization of intuitionistic propositional calculus IPC among other intermediate logics in terms of the Kleene Slash [31] (see also [4]). In order to obtain this characterization de Jongh introduced a type of formulas that we nowadays call de Jongh formulas. This is based on special “coloring” of Kripke structures, which was later developed by several authors to a construction known as the $n$-universal models for intuitionistic logic (see, e.g., [13] and [9]). Independently, using algebraic techniques, Jankov [29] introduced a method of, what we now call, Jankov
splitting formulas for Heyting algebras. This allowed Jankov to construct intermediate logics without the finite model property and to prove that the lattice of intermediate logics has the cardinality of the continuum \[29, 30\]. It turns out that Jankov and de Jongh formulas are two sides of the same coin. In particular, the Jankov formula of a finite subdirectly irreducible Heyting algebra \(A\) is semantically equivalent to the de Jongh formula of the finite rooted Kripke frame dual to \(A\) (for details of this connection we refer to \[9\], Section 3.2.2). Because of this, these formulas are also known as Jankov-de Jongh formulas \[9, Remark 3.3.5\]. An alternative frame-theoretic description of such formulas can be found in \[13\], Theorem 9.39. From the modern perspective, de Jongh and Jankov formulas axiomatize splittings and their joins in the lattice of intermediate logics. The analogues of de Jongh formulas for transitive modal logics were developed by Fine \[19\] and the analogues of Jankov formulas for \(K_4\)-modal algebras by Rautenberg \[42\]. For further generalizations of such kind of formulas and their impact on the theory of modal and intermediate logics we refer to \[13\] Chapter 9 and \[2\]. De Jongh formulas and the method of universal models has become a standard tool in the study of various fragments of intermediate and other non-classical logics \[7, 5\]. As a tribute to Dick de Jongh on the occasion of his 85th birthday, in the first part of this paper we give an overview of the method of de Jongh formulas and sketch some of their new applications.

In the second, main part of the paper, we study intermediate logics in a new domain of team semantics. We present two different approaches. In the first and simpler approach, we provide yet another new application for de Jongh formulas. The second approach is our first attempt to introduce a generalized team semantics in which intermediate logics can be naturally defined. Thus we lift intermediate logics (de Jongh’s paradise) to a new setting. We hope that this paper demonstrates again how the ideas developed by Dick de Jongh decades ago could influence new research lines to this day. We now discuss our motivation and contributions in detail.

Team semantics was originally introduced by Hodges \[24, 25\] to characterize notions of dependence in Hintikka and Sandu’s independence friendly-logic \[22, 23\]. This framework was later developed by Väänänen in his dependence logic \[45\]. Independently, Ciardelli and Roelofsen \[16\] developed inquisitive logic, which turns out to be a logic also based on team semantics \[1\] and was shown \[14, 48\] to be actually a variant of propositional dependence logic \[50\]. Both dependence and inquisitive logic can be understood as conservative extensions of classical logic. Recently several authors have defined different intuitionistic logic-based dependence and inquisitive logic \[15, 26, 39, 40\]. The starting point of this paper is the team-based intuitionistic logic of \[15\].

The key idea of team semantics is that formulas are evaluated in a model with respect to teams, which, in the intuitionistic Kripke semantics setting, are

\[\text{The fact that inquisitive logic essentially also adopts team semantics was first observed by Dick de Jongh and Tadeusz Litak in a private conversation with the second author in 2011.}\]
defined as sets $t \subseteq W$ of possible worlds of an intuitionistic Kripke model $\mathcal{M} = (W, R, V)$. Such sets $t$ correspond to multitudes of state of affairs, or they express certain uncertainty of the current state of affairs. We also extend the standard language of intuitionistic propositional logic (IPC) with a natural disjunction $\lor$ (called global disjunction) on the team level (i.e., the level of $\wp(W)$). The disjunction $\lor$ of IPC is thus referred to as local disjunction. We denote our full language as $[\bot, \land, \lor, \land, \lor, \rightarrow]$, and the standard language of IPC as $[\bot, \land, \lor, \rightarrow]$ (i.e., $\lor$-free formulas) are referred to as standard formulas. The logical system (denoted by $t$IPC) as defined in [15] is a conservative extension of IPC for standard formulas with additional axioms, including IPC axioms for the language with connectives $\bot, \land, \lor, \land, \lor, \rightarrow$, and the Split axiom

$$\alpha \rightarrow (\phi \lor \psi) \rightarrow (\alpha \rightarrow \phi) \lor (\alpha \rightarrow \psi), \quad \text{(Split)}$$

where $\alpha$ is an arbitrary standard formula (thus $t$IPC is not closed under uniform substitution).

We provide two alternative approaches to intermediate logics in this setting, by modifying $t$IPC with axioms written with two different disjunctions. Given an intermediate logic $L = IPC \oplus \Delta$ with $\Delta$ a set of axioms in the standard language, the first approach defines an intermediate team logic $tL$ by adding to $t$IPC all instances of $\Delta$ with propositional variables substituted with standard formulas only, and closing the resulting set under Modus Ponens. This definition has appeared also in a recent work [41]. A similar but subtly different definition was given in [38]. We show, by using a disjunctive normal form $\bigwedge_{i \in I} \alpha_i$ (with each $\alpha_i$ a standard formula) of the logic, that $n$-universal models of IPC still behave as universal models for $t$IPC, and thus de Jongh formulas for team-based intuitionistic logic can be defined in the usual manner. Moreover, a large class of intermediate axioms (including de Jongh formulas) for IPC still characterize the same class of frames in the team semantics setting as in the standard (single-world semantics) setting, in the sense that if an intermediate logic $L$ (over the standard language) is complete with respect to a class $F$ of frames, then $tL$ is also complete with respect to $F$, provided that $L$ has disjunction property or $L$ is canonical.

In the second approach, we seek appropriate ways to obtain logics in which the Split axiom of $t$IPC can be replaced with other (weaker) axioms (written in the full language $[\bot, \land, \lor, \land, \lor, \rightarrow]$). It is fair to say that the Split axiom is the hallmark of team-based propositional logics (as, e.g., it is a crucial axiom for establishing the important disjunctive normal form $\bigwedge_{i \in I} \alpha_i$ for these logics). Weakening the Split axiom and at the same time keeping certain unique features of team semantics in some meaningful manner is thus not a trivial task. In this paper, we make a first attempt in this direction. We start by exploring a connection between $t$IPC and intuitionistic modal logic $IK$ [47], given by the observation that every (intuitionistic) Kripke model $\mathcal{M} = (W, R, V)$ of $t$IPC gives rise to a (full) powerset model $\mathcal{M}^* = (\wp(W), \supseteq, R^*, \cup, \emptyset, V^*)$, where $R^*$ and $V^*$ are liftings of $R$ and $V$, and $t$IPC can thus be given a single-world semantics interpretation over $\mathcal{M}^*$. In this setting
the local disjunction $\lor$ is naturally understood as a binary diamond modality. Such a connection was studied also in the modal dependence logic setting in [49]. Our powerset model construction also corresponds to the set-lifting as discussed in [1], and our local disjunction $\lor$ is essentially the binary diamond $\langle \supset \rangle$ defined in [1].

Inspired by these connections, we then introduce the so-called general intuitionistic team Kripke models (which generalizes the full powerset models). Over these models we define a generalized team intuitionistic Kripke semantics in which the Split axiom is no longer sound. The Split axiom essentially enforces the underlying structure of teams (i.e., the part of the full powerset model $\mathcal{M}^*$ characterizing teams) to be $(\wp(W), \supseteq, \cup, \emptyset)$. In our approach, weakening the Split axiom amounts to changing this structure to $(\wp(W), \supseteq, \cup, \emptyset)$ with a bounded semilattice $(\wp(W), \subseteq, \cup, \emptyset)$ and the associated partial order $\preceq$ satisfying certain constraints, and thus generalizing the standard team semantics. In related work Punčochář [39] generalized the semantics by essentially considering an underlying structure $(I, \supseteq, \cup, \emptyset)$ with a set $I \subseteq \wp(W)$ of teams equipped with certain topology as the underlying structure for teams, resulting in different intermediate team logics from ours (in particular, these logics do not have the local and global disjunction at the same time). Further Punčochář [40] considered a more abstract generalization of team semantics, by treating teams as primitive entities in arbitrary bounded semilattices $(A, \subseteq, 0)$. The resulting logic does satisfy the Split axiom in case the semantics is persistent. We will provide more comparisons of our work with [39, 40] in the concluding section, Section 5. There are also similarities between our framework and the framework of possibility semantics [27]. In particular, the disjunction of possibility semantics over canonical possibility models coincides with the local disjunction in our setting, as shown in [8, Corollary 5.5].

Under the generalized team semantics, two $tIPC$ axioms of the local disjunction $\lor$, the monotonicity and (weak) elimination axiom, turn out to be not sound either. We also study frame conditions under which the soundness of these two axioms as well as the Split axiom can be recovered. We show that distributivity is a sufficient condition for validating all these axioms, and over finite classical frames, distributivity is also a necessary condition for the two axioms of the local disjunction. We leave it for future work to identify in the general case the necessary and sufficient conditions for validating these axioms. We hope that the conditions provided in this paper already give some new insights on the peculiar properties of team semantics and of the logic $tIPC$.

This paper is organized as follows. In Section 2, we provide an account of intuitionistic propositional logic IPC, universal models and de Jongh formulas in the standard (single-world Kripke semantics) setting. In Section 3, we recall from [15] intuitionistic propositional logic $tIPC$ based on team semantics, and investigate intermediate team logics through the first approach discussed above. Section 4 explores the second approach. We end in Section 5 by some concluding remarks and open problems.
2 Intuitionistic logic and de Jongh formulas

In this section, we recall briefly intuitionistic logic and de Jongh formulas in the standard setting. For more detailed discussions, the reader is referred to, e.g., [9, 13].

Fix a set Prop of propositional variables. The language of intuitionistic propositional logic is defined as

$$\phi ::= p \mid \bot \mid \phi \land \phi \mid \phi \lor \phi \mid \phi \to \phi.$$  

We write $\neg \phi ::= \phi \to \bot$. We consider the usual intuitionistic propositional calculus (IPC), which is classical propositional calculus (CPC) without the law of excluded middle ($\phi \lor \neg \phi$) or the double negation elimination axiom ($\neg\neg \phi \to \phi$). We write $\vdash_{IPC} \phi$ or simply $\vdash \phi$ if $\phi$ is a theorem.

An (intuitionistic) Kripke model is a tuple $\mathcal{M} = (W, R, V)$ such that $W$ is a non-empty set of worlds (or nodes or points), $R \subseteq W \times W$ is a partial order, and $V : \text{Prop} \to \wp(W)$ is a persistent valuation, i.e., $w \in V(p)$ and $wRv$ imply $v \in V(p)$. The underlying pair $\mathcal{F} = (W, R)$ is called an (intuitionistic) Kripke frame. If $wRv$, then $v$ is called a successor of $w$. An immediate successor $v$ of $w$ is a proper successor of $w$ such that there is no other point $u$ with $wRu$ and $uRv$. Denote by $R[w]$ (or simply $[w]$) the set of all immediate successors of $w$. A point $w$ is called an endpoint if $[w] = \emptyset$. Generated subframes or submodels, and p-morphisms between models or frames are defined as usual. We write $\mathcal{M}_w$ for the submodel of $\mathcal{M}$ generated by a point $w$ in $\mathcal{M}$. The satisfaction relation $\mathcal{M}, w \models_{IPC} \phi$ (or simply $\mathcal{M}, w \models \phi$) is defined inductively in a standard way; in particular,

- $\mathcal{M}, w \not\models \bot$ always;
- $\mathcal{M}, w \models \phi \to \psi$ iff for any $v \in W$ with $wRv$, $\mathcal{M}, v \models \phi$ implies $\mathcal{M}, v \models \psi$.

The persistence property generalizes easily to arbitrary formulas; that is, $\mathcal{M}, w \models \phi$ and $wRv$ imply $\mathcal{M}, v \models \phi$ for arbitrary formulas $\phi$.

Given $n$ propositional variables $p_1, \ldots, p_n \in \text{Prop}$. A model $\mathcal{M} = (W, R, V)$ with the valuation $V$ restricted to $p_1, \ldots, p_n$ is referred to as an $n$-model. It is often convenient to describe the valuation in an $n$-model by using colors. The $(n)$-color of a point $w \in W$ is defined as a 0-1-sequence $\text{col}(w) = c_1 \ldots c_n$ such that $c_i = 1$ iff $w \models p_i$, and $c_i = 0$ iff $w \not\models p_i$. We write $c_1 \ldots c_n \leq c'_1 \ldots c'_n$ if $c_i \leq c'_i$ for each $i$; and write $c_1 \ldots c_n < c'_1 \ldots c'_n$ if $c_1 \ldots c_n \leq c'_1 \ldots c'_n$ and $c_1 \ldots c_n \neq c'_1 \ldots c'_n$.

De Jongh formulas can be defined over universal models of IPC. For any natural number $n \in \mathbb{N}$, the $n$-universal model $\mathcal{U}(n) = (W, R, V)$ of IPC is defined inductively in layers as follows:

- The first layer consists of $2^n$ nodes of distinct $n$-color.
- Suppose the $\leq k$ layers have been already defined. We define the $(k + 1)$th layer as follows:
- For every node \( w \) in the \( k \)th layer, and every color \( c < \text{col}(w) \), add a new node \( v \) such that \( \text{col}(v) = c \) and \([v] = \{w\}\).

- For every finite set \( A \) of pairwise \( R \)-incomparable nodes in layers \( \le k \) with at least one element from the \( k \)th layer, and for every \( n \)-color \( c \le \text{col}(w) \) for all \( w \in A \), add a new node \( v \) such that \( \text{col}(v) = c \) and \([v] = A\).

Every finite rooted \( n \)-model can be found as a \( p \)-morphical image of a generated submodel of the \( n \)-universal model, as the next lemma shows. We include here also a detailed proof of this well-known fact, proof of which however does not seem to have been well documented in the literature.

**Lemma 2.1.**

(i) Every finite rooted Kripke \( n \)-model \( \mathfrak{M} \) can be mapped \( p \)-morphically onto a unique generated submodel of \( \mathcal{U}(n) \).

(ii) Every finite rooted Kripke frame \( \mathfrak{F} \) is isomorphic to a generated subframe of \( \mathcal{U}(n) \) for some \( n \leq |\mathfrak{F}| \).

**Proof.** (i) We prove the claim by induction on the depth of \( \mathfrak{M} \) with root \( r \). If \( \mathfrak{M} \) is a singleton \( \{r\} \), then obviously \( r \) can be mapped \( p \)-morphically to a unique endpoint \( w \) in \( \mathcal{U}(n) \) of the same color. Now, suppose \(|r| \neq \emptyset \). By induction hypothesis, each \( v \in [r] \) can be mapped, via some \( p \)-morphism \( f_v \), onto a unique submodel of \( \mathcal{U}(n) \) generated by some point \( w_v \). Let \( A \) be the set of minimal points in \( \{w_v \mid v \in [r]\} \).

If \( A \) is a singleton \( \{w_{v_0}\} \), then we distinguish two cases. If \( \text{col}(r) = \text{col}(w_{v_0}) \), then it is easy to see that the function \( f = f_{v_0} \cup \{(r,w_{v_0})\} \) is a (unique) \( p \)-morphism. If \( \text{col}(r) < \text{col}(w_{v_0}) \), then by the construction of \( \mathcal{U}(n) \), there is a (unique) point \( w_r \) in \( \mathcal{U}(n) \) with \( \text{col}(w_r) = \text{col}(r) \) and \([w_r] = \{w_{v_0}\} \). It is easy to see that the function \( f = f_{v_0} \cup \{(r,w_r)\} \) is a (unique) \( p \)-morphism.

If \( A \) is a set of pairwise incomparable nodes, then by the construction of \( \mathcal{U}(n) \), there is a (unique) point \( w_r \) in \( \mathcal{U}(n) \) with \( \text{col}(w_r) = \text{col}(r) \) and \([w_r] = A\). Thus, the function \( f = \{(r,w_r)\} \cup \bigcup_{w_u \in A} f_u \) is a \( p \)-morphism. We also have \( f_v \mid \mathcal{U}(n)_u = f_u \) for every \( w_u \in A \) and \( u \in [r] \) with \( w_u \mathord{R} w_r \). Thus, it is not hard to see that \( f \) is the unique \( p \)-morphism.

(ii) Let \( \mathfrak{F} = (W,R) \) be a finite rooted frame. Introduce a new propositional variable \( p_w \) for each point \( w \) in \( W \), and define a valuation \( V \) on \( \mathfrak{F} \) by setting \( V(p_w) = R(w) \). Putting \( n = |W| \), by item (i), \( (\mathfrak{F},V\mathfrak{F}) \) can be mapped \( p \)-morphically via \( f \) onto a (unique) generated submodel of \( \mathcal{U}(n) \) with root \( w \). Since every point in \( (\mathfrak{F},V\mathfrak{F}) \) has a distinct color, the \( p \)-morphism \( f \) is an isomorphism, namely that \( (\mathfrak{F},V\mathfrak{F}) \) is isomorphic to the generated submodel \( \mathcal{U}(n)_w \). Note that the underlying frame of \( \mathcal{U}(n)_w \) may also be a generated subframe of some \( \mathcal{U}(m) \) with \( m < n \). □

It follows immediately from the above lemma that universal models are the counter-models for all non-theorems of IPC, as (finite rooted) counter-models of every non-theorem of IPC can be mapped \( p \)-morphically onto the universal model.
Theorem 2.2. For every $n$-formula $\phi$, we have that $\mathcal{U}(n) \models \phi \iff \vdash_{IPC} \phi$.

We are now ready to recall the definition of de Jongh formulas.

Definition 2.3 (De Jongh formulas). Let $w$ be a point in $\mathcal{U}(n)$. Define $n$-formulas $\phi_w$ and $\psi_w$ by induction on the depth of $w$ as follows:

- If $w$ is an endpoint, then define
  \[
  \phi_w := \bigwedge_{p_i = p} p_i \land \bigwedge_{w \neq p_i} \neg p_i \quad \text{and} \quad \psi_w := \neg \phi_w.
  \]

- If $w$ is not an endpoint (i.e., $\lceil w \rceil \neq \emptyset$), then define
  \[
  \phi_w := \bigwedge_{w = p_i} p_i \land \bigvee_{v \in \lceil w \rceil} np(v) \lor \bigvee_{v \in \lceil w \rceil} \psi_v \lor \bigvee_{v \in \lceil w \rceil} \phi_v
  \]
  \[
  \quad \text{and} \quad \psi_w := \phi_w \lor \bigvee_{v \in \lceil w \rceil} \phi_v,
  \]

where $np(v) := \{ p_i \mid w \neq p_i \text{ and } v = p_i \text{ for all } v \in \lceil w \rceil, 1 \leq i \leq n \}$.

The following theorem describes the important property of de Jongh formulas.

Theorem 2.4. For every points $w, u$ in $\mathcal{U}(n)$,

(i) $\mathcal{U}(n), u \models \phi_w \iff wRu$;

(ii) $\mathcal{U}(n), u \not\models \psi_w \iff uRw$.

Proof. Item (ii) is a consequence of item (i), since

\[
\neg \psi_w \iff \exists x : uRx, x \models \phi_w \text{ and } \forall v \in \lceil w \rceil : x \not\models \phi_v
\]

(in case $w$ is an endpoint, the second part holds trivially)

\[
\iff \exists x : uRx, wRx \text{ and } \forall v \in \lceil w \rceil : \neg vRx\quad \text{(by item (i))}
\]

\[
\iff \exists x : uRx \text{ and } w = x, \text{ i.e., } uRw\quad \text{(since $R$ is a partial order)}
\]

We now prove item (i) by induction on the depth of $w$. If $w$ is an endpoint (i.e., $w$ is in the first layer of $\mathcal{U}(n)$), the direction $\leftarrow$ is trivial; for the direction $\Rightarrow$, it is easy to see that $\mathcal{U}(n), u \models_{\text{PL}} \phi_w$ implies that $u$ and all its successors have the same color as $w$, which can only happen when $wRu$ by the construction of $\mathcal{U}(n)$.

Now, suppose $w$ has proper successors. We first show the direction $\leftarrow$. Suppose $wRu$. Clearly, $u \models \bigwedge_{w = p_i} p_i$. If $u = w$, then by induction hypothesis, we have that $w \not\models \bigvee_{v \in \lceil w \rceil} \psi_v$. If $u$ is a proper successor of $w$, then $u$ is a successor of some point in $\lceil w \rceil$, which by induction hypothesis implies that $u \not\models \bigvee_{v \in \lceil w \rceil} \phi_v$.

Putting everything together entail that $u \models \phi_w$.

For the converse direction $\Rightarrow$, assume that $\neg (wRu)$. We will show that $u \not\models \phi_w$. Suppose also that $u \models p_i$ for all $p_i$ with $w \models p_i$, meaning that $\text{col}(u) \geq$
Lemma 2.6. If there exists a successor $x$ of $u$ such that $\neg(wRx)$ and $\neg(xRv_0)$ for some $v_0 \in [w]$, then by induction hypothesis, we have that $x \not\equiv \forall v \in [w] \phi_v$ (for otherwise $wRvRx$ for some $v \in [w]$) and $x \models \forall v \in [w] \psi_v$. Thus, $u \not\models \phi_u$.

Now, suppose that no such point exists, namely that

$$\forall x \in R[u]: \text{either } wRx \text{ (i.e., } w \in R[[w]]) \text{ or } [w] \subseteq R[x].$$

That is, every successor $x$ of $u$ can see all points in $[w]$ in the future, or have seen a point in $[w]$ in the past. By the construction of $\mathcal{U}(n)$, this implies that there exist successors $x$ of $u$ such that $[x] = [w]$. Take such an $x$ with $x \neq w$. Such an $x \neq w$ must exist, for otherwise, by the construction of $\mathcal{U}(n)$, we must have that $[u]$ is a singleton of a predecessor of $x$ and $\text{col}(u) < \text{col}(w)$, which is a contradiction.

Now, again by the construction of $\mathcal{U}(n)$, we must have that $\text{col}(x) \neq \text{col}(w)$. Since $uRx$, we also have $\text{col}(x) \geq \text{col}(u) \geq \text{col}(w)$. Thus $\text{col}(x) > \text{col}(w)$, meaning that there is some $p_j$ such that $w \not\equiv p_j$ but $x \equiv p_j$. For all $v \in [w]$, since $xRv$, we have that $v \equiv p_j$. It then follows that $p_j \in np(w)$ and $x \models \forall np(w)$. On the other hand, by induction hypothesis, we have that $x \not\equiv \forall v \in [w] \phi_v$. Hence, $u \not\models \phi_u$. \qed

We can now prove the Jankov-de Jongh theorem using de Jongh formulas and universal models. Note that Jankov’s proof [29] was purely algebraic (we refer to [2] for more details on Jankov’s approach). Yet another perspective to this formulas when one introduces new variable for each element of the frame is by Fine [19] in the modal case and by Zakharyaschev in the intuitionistic one (see [13] Chapter 9).

**Theorem 2.5** (Jankov-de Jongh). For any finite rooted frame $\mathfrak{F}$, there exists a formula $\chi(\mathfrak{F})$ such that for every frame $\mathfrak{G}$,

$$\mathfrak{G} \not\models \chi(\mathfrak{F}) \iff \mathfrak{F} \text{ is a generated subframe of a p-morphic image of } \mathfrak{G}.$$

**Proof.** By Lemma 2.1, $\mathfrak{F}$ is isomorphic to a generated subframe of $\mathcal{U}(n)$ with root $w$ and $n \leq \mathfrak{F}$. Let $\chi(\mathfrak{F}) = \psi_w$. “$\Rightarrow$”: Suppose $\mathfrak{F}$ is a generated subframe of a p-morphic image of $\mathfrak{G}$. By Theorem 2.4, $\mathcal{U}(n), w \not\models \psi_w$. Thus $\mathfrak{F} \not\models \psi_w$, which further implies that $\mathfrak{G} \not\models \psi_w$.

“$\Leftarrow$”: Suppose $(\mathfrak{G}, V) \not\models \psi_w$, where $(\mathfrak{G}, V)$ is some $n$-model on $\mathfrak{G}$. By Lemma 2.1(ii), $(\mathfrak{G}, V)$ can be mapped p-morphically onto a generated submodel of $\mathcal{U}(n)$ with root $u$. Thus, $\mathcal{U}(n), u \not\models \psi_u$. By Theorem 2.4 this means that $uRv$. Since $\mathfrak{F}$ is isomorphic to the frame of $\mathcal{U}(n)_w$, it follows that $\mathfrak{F}$ is a generated subframe of the underlying frame of $\mathcal{U}(n)_u$, which is a p-morphic image of $\mathfrak{G}$. \qed

The algebraic counter-part of the next lemma is the **congruence extension property**, which in particular implies that for a Heyting algebra $A$ we have $\text{HS}(A) = \text{SH}(A)$, where $\text{H}$ and $\text{S}$ are the operations of taking subalgebras and homomorphic images, respectively (see, e.g., [13]).

**Lemma 2.6.** For any frames $\mathfrak{F}$ and $\mathfrak{G}$, $\mathfrak{F}$ is a generated subframe of a p-morphic image of $\mathfrak{G}$, iff $\mathfrak{F}$ is a p-morphic image of a generated subframe of $\mathfrak{G}$. 8
**Proof.** If $\mathcal{F}$ is a generated subframe of $f[\mathfrak{G}]$ for some p-morphism $f$, then $f^{-1}[\mathcal{F}]$ is a generated subframe of $\mathfrak{G}$ and $f[f^{-1}[\mathcal{F}]] = \mathcal{F}$. Conversely, if $\mathfrak{G}_0 = (W_0, R)$ is a generated subframe of $\mathfrak{G} = (W, R)$ and $f[\mathfrak{G}_0] = \mathcal{F}$ for some p-morphism $f$, then consider the extension $\mathfrak{H} = (W', R')$ of $\mathcal{F} = (f[W_0], R')$, defined as

- $W' = f[W_0] \cup (W \setminus W_0)$;
- for any $w, v \in W \setminus W_0$, $wRv$ iff $wR'v$;
- for any $w \in W \setminus W_0$ and $v' \in f[W_0]$, $wR'v'$ iff $wRv$ for some $v \in W_0$ such that $f(v) = v'$.

Let $g: \mathfrak{G} \to \mathfrak{H}$ be an extension of $f$ that is the identity function on $W \setminus W_0$. It is easy to show that $g$ is an onto p-morphism. □

**Corollary 2.7.** For any finite rooted frame $\mathcal{F}$, there exists a formula $\chi(\mathcal{F})$ such that for every frame $\mathfrak{G}$,

$$\mathfrak{G} \not\models \chi(\mathcal{F}) \iff \mathcal{F} \text{ is a p-morphic image of a generated subframe of } \mathfrak{G}.$$ 

Given a set $\Delta$ of formulas, we write $\text{IPC} \oplus \Delta$ for the set of formulas (or the logic) obtained by closing the set $\text{IPC} \cup \Delta$ under uniform substitution and Modus Ponens. A logic $L$ is called an intermediate logic if $\text{IPC} \subseteq L \subseteq \text{CPC}$. A large class of intermediate logics can be axiomatized by de Jongh formulas or sets of de Jongh formulas. These are exactly the splitting and join splitting logics in the lattice of intermediate logics [13, Section 10.5]. We will now write explicitly some of the axiomatizations of the well-known intermediate logics in terms of de Jongh formulas. Recall that the 1-universal model of $\text{IPC}$ is the Rieger-Nishimura ladder drawn in Figure 1 (see e.g., [13, Section 8.7] and [9, Section 3.2]). We label it by the elements $w_i$ for $i \in \omega$. Recall also that the Rieger-Nishimura polynomials are given by the following recursive definition:

1. $g_0(p) := p$, 

![Figure 1: Rieger-Nishimura ladder](image-url)
2. \( g_1(p) := \neg p, \)
3. \( f_1(p) := p \lor \neg p, \)
4. \( g_2(p) := \neg \neg p, \)
5. \( g_3(p) := \neg \neg p \rightarrow p, \)
6. \( g_{n+4}(p) := g_{n+3}(p) \rightarrow (g_n(p) \lor g_{n+1}(p)), \)
7. \( f_{n+2}(p) := g_{n+2}(p) \lor g_{n+1}(p). \)

Then it is well known that the upsets of each \( w_i \) are defined by the Rieger-Nishimura polynomials. In particular, for every \( k \in \omega \) we have:

- \( R(w_k) = \{ w \in \mathcal{U}(1) : w \models g_k(p) \}; \)
- \( R(w_k) \cup R(w_{k-1}) = \{ w \in \mathcal{U}(1) : w \models f_k(p) \}. \)

Recall also that the classical logic \( \text{CPC} = \text{IPC} \oplus \chi(\mathcal{F}) \), the Jankov’s logic \( \text{KC} = \text{IPC} \oplus \chi(\mathcal{G}) \) and the Scott logic \( \text{SL} = \text{IPC} \oplus \chi(\mathcal{H}) \), where \( \mathcal{F}, \mathcal{G} \) and \( \mathcal{H} \) are the frames drawn in Figure 2, see, e.g., \([13, \text{Chapter 9}]\). Then

\[
\text{CPC} = \text{IPC} \oplus \chi(\mathcal{F}) = \text{IPC} \oplus \psi_{w_2} = \text{IPC} \oplus (\neg \neg p \rightarrow p).
\]

Jankov’s logic

\[
\text{KC} = \text{IPC} \oplus \chi(\mathcal{G}) = \text{IPC} \oplus \psi_{w_3} = \text{IPC} \oplus (\neg \neg p \rightarrow p) \rightarrow (p \lor \neg p).
\]

However, note also that as \( \mathcal{G} \) is a \( p \)-morphic image of \( \mathcal{H} \) we have \( \text{IPC} \oplus \chi(\mathcal{G}) = \text{IPC} \oplus \chi(\mathcal{G}) \oplus \chi(\mathcal{H}) = \text{IPC} \oplus \psi_{w_3} \oplus \psi_{w_4} = \text{IPC} \oplus \psi_{w_3} \land \psi_{w_4} = \text{IPC} \oplus \neg p \lor \neg p. \)

Scott’s logic \( \text{SL} \)

\[
\text{SL} = \text{IPC} \oplus \chi(\mathcal{H}) = \text{IPC} \oplus \psi_{w_4} = \text{IPC} \oplus g_5(p) = \text{IPC} \oplus ((\neg \neg p \rightarrow p) \rightarrow p \lor \neg p) \rightarrow \neg p \lor \neg \neg p.
\]

However, not all intermediate logics are axiomatizable by de Jongh formulas (see e.g., \([13, \text{Section 9.5}]\)). We refer to \([13, \text{Chapter 9}]\) and \([2]\) for a detailed account.
of generalizations of Jankov-de Jongh formulas that axiomatize all intermediate logics.

Note that given a frame $\mathcal{F}$, the number of variables used in the de Jongh formula of $\mathcal{F}$ is the number $n$ such that there is a valuation $V$ on $\mathcal{F}$ with $(\mathcal{F}, V)$ being a generated submodel of $\mathcal{U}(n)$. In the Jankov formula of $\mathcal{F}$ the number of variables coincides with the number of elements of the Heyting algebra of all upsets of $\mathcal{F}$; and in the Fine-Zakharyaschev approach the number of variables of $\chi(\mathcal{F})$ equals the cardinality of $\mathcal{F}$. Thus, in general, de Jongh formulas need fewer variables than Jankov and Fine-Zakharyaschev formulas. Often the number of variables used in such formulas is not that relevant. After all we are interested in semantic properties of these formulas and what is important is that one can write such formulas and it is less important exactly how. However, the syntactic shape of these and related formulas also plays a role. We refer to [6] and [28] for connections of subframe and stable formulas, defined in de Jongh-style, with NNIL and ONNILLI formulas and to [36, 35] for their connection with the low levels of the so-called substructural hierarchy. Below we demonstrate that the number of variables used in the Jankov-de Jongh formula is also essential for dealing with some particular problems.

We address the following question: Given a logic $L$, when does a logic $L' = L \oplus \chi(\mathcal{F})$ have the finite model property (FMP)? In general, it is still an open problem when $\text{IPC} \oplus \chi(\mathcal{F})$ or in the modal case $\text{S4} \oplus \chi(\mathcal{F})$ have the FMP [34]. It is known however that $\text{IPC} \oplus \alpha$ and $\text{S4} \oplus \alpha$ have the FMP if $\alpha$ is a formula in one variable [13, Theorem 11.58 and Corollary 11.59]. Using the Jankov or Fine-Zakharyaschev method we obtain that the $\chi(\mathcal{F})$ is in one variable only if $|\mathcal{F}| \leq 2$. Hence this result cannot be applied to these formulas. However, using de Jongh’s method (and its modal analogue) one can show that if a rooted $\mathcal{F}$ is such that there is $V$ with $(\mathcal{F}, V)$ being a generated submodel of $\mathcal{U}(1)$ or respectively of $\mathcal{U}_{\text{S4}}(1)$ (the 1-universal model of S4) in the modal case, then $\chi(\mathcal{F})$ is in one variable. Consequently, $\text{IPC} \oplus \chi(\mathcal{F})$ and $\text{S4} \oplus \chi(\mathcal{F})$ have the FMP. This is more interesting in the case of S4, since many models of width 2 can be embedded into $\mathcal{U}_{\text{S4}}(1)$. For example, the two frames $\mathcal{F}_1$ and $\mathcal{F}_2$ drawn in Figure 3 admit valuations such that the corresponding models are (isomorphic to) generated submodels of $\mathcal{U}_{\text{S4}}(1)$ [13, Chapter 8]. Therefore, $\text{S4} \oplus \chi(\mathcal{F}_1)$ and $\text{S4} \oplus \chi(\mathcal{F}_2)$ have the FMP.

3 Team-based intuitionistic logic and de Jongh formulas

In the rest of the paper, we investigate intuitionistic and intermediate logics as well as de Jongh formulas in the setting of team semantics. Our starting point is the intuitionistic logic over team semantics (tIPC) introduced in [15]. We show in this section, by using a disjunctive normal form of tIPC, that universal models $\mathcal{U}(n)$ for intuitionistic logic IPC over the standard (single-world) semantics behave also as universal models for the intuitionistic logic tIPC over team semantics, and thus de Jongh formulas for tIPC can be defined in the usual manner. Furthermore, we show that a large class of intermediate axioms (including de Jongh formulas) define
the same class of Kripke frames in the team-based intuitionistic logic as in the standard (single-world-based) intuitionistic logic. This results in a first approach to obtaining intermediate logics in the team semantics setting. We will explore an alternative approach in the next section.

Let us start by recalling the definition and basic properties of team-based intuitionistic propositional logic as introduced in [15]. The reader is referred to [15] for further discussions. We extend the syntax of intuitionistic propositional logic with an additional disjunction $\setminus$, called \textit{global disjunction}; the other disjunction $\lor$ is thus referred to as \textit{local disjunction}. We shall call in this paper the resulting language, denoted as $\{\bot, \land, \lor, \rightarrow\}$, team language or intuitionistic team logic. To be precise, formulas of team language are formed by the following grammar:

$$\phi ::= p \mid \bot \mid \phi \land \phi \mid \phi \lor \phi \mid \phi \setminus \phi \mid \phi \rightarrow \phi.$$ 

Formulas in the standard language of intuitionistic logic (i.e., $\lor$-free formulas), denoted as $\{\bot, \land, \lor, \rightarrow\}$, are referred to as standard formulas. In the rest of the paper, we reserve the first Greek letters $\alpha, \beta, \gamma, \ldots$ for standard formulas, and the last Greek letters $\phi, \psi, \chi, \ldots$ stand for arbitrary formulas in the team language.

Formulas of intuitionistic team logic are evaluated over the usual intuitionistic Kripke models $\mathfrak{M} = (W, R, V)$ but with respect to teams. A team is a set $t \subseteq W$ of possible worlds, namely $t \in \wp(W)$. We define a natural relation $R^c \subseteq \wp(W) \times \wp(W)$ between teams by lifting the relation $R$ on $W$ to the power set of $W$ as:

- $tR^c s$ iff $\forall w \in t \exists v \in s : wRv$ (i.e., $t \subseteq R^{-1}[s]$) and $\forall v \in s \exists w \in t : wRv$ (i.e., $s \subseteq R[t]$).

We shall often abuse the notation and write simply $tRs$ for $tR^c s$.

**Fact 3.1.** Let $\mathfrak{M} = (W, R, V)$ be a model, and $t$ and $s$ teams.

(i) $\emptyset R\emptyset$, $tRt$, and $tR^c R[t]$.
(ii) $s \subseteq R[t]$ iff $t \supset \circ Rs$, where $\supset \circ R := \{(t,s) \mid \exists r \subseteq W : t \supset r \text{ and } rRs\}$ denotes the composition of $\supset$ and $R$.

Proof. Item (i) is immediate. For item (ii), if $s \subseteq R[t]$, let $r = R^{-1}[s] \cap t$. Clearly, $t \supset rRs$. Conversely, if $t \supset rRs$, then $s \subseteq R[r] \subseteq R[t]$. □

Fact 3.2. Let $\mathcal{M} = (W, R, V)$ be a model. We have that $\supset \circ R$ is a pre-order.

Proof. Reflexivity follows from the fact that $t \supset tRt$. For transitivity, if $t \supset \circ Rs$ and $s \supset \circ Rr$, it is easy to verify that $t \supset (R^{-1}[r] \cap t)R^2r$. □

Now, we give the definition of the team semantics for formulas in the team language, where our semantic clauses for implication $\rightarrow$ and local disjunction $\lor$ deviate slightly from the original definition presented in [15]. The two alternative versions of the semantics are easily seen to be equivalent (by Fact 3.1(ii) above and Corollary 3.6 below).

Definition 3.3. Let $\mathcal{M} = (W, R, V)$ be an intuitionistic Kripke model and $t \subseteq W$ a team. We define the satisfaction relation $\mathcal{M}, t \models \phi$ (or simply $\mathcal{M} \models \phi$) inductively as follows:

- $\mathcal{M}, t \models p$ iff $t \subseteq V(p)$
- $\mathcal{M}, t \models \bot$ iff $t = \emptyset$
- $\mathcal{M}, t \models \phi \land \psi$ iff $\mathcal{M}, t \models \phi$ and $\mathcal{M}, t \models \psi$
- $\mathcal{M}, t \models \phi \lor \psi$ iff there are $s, r \subseteq W$ such that $t \subseteq s \cup r$, $\mathcal{M}, s \models \phi$ and $\mathcal{M}, r \models \psi$
- $\mathcal{M}, t \models \phi \rightarrow \psi$ iff for all $s \subseteq W$ with $t \supset \circ Rs$, $\mathcal{M}, s \models \phi$ implies $\mathcal{M}, s \models \psi$

We write $\mathcal{M} \models \phi$ if $\mathcal{M}, t \models \phi$ for all teams $t \subseteq W$, and write $\mathcal{F} \models \phi$ if $(\mathcal{F}, V) \models \phi$ for all valuations $V$ on $\mathcal{F}$. As usual, for any class $\mathcal{F}$ of frames, we write $\mathcal{F} \models \phi$ if $\mathcal{F} \models \phi$ for all $\mathcal{F} \in \mathcal{F}$. We write $\Gamma \models \phi$ (or simply $\Gamma \models \phi$) if for all Kripke models $\mathcal{M}$ and all teams $t$, $\mathcal{M}, t \models \Gamma$ implies $\mathcal{M}, t \models \phi$.

A formula $\phi$ is said to be flat, if for all models $\mathcal{M}$ and all teams $t$,

$$\mathcal{M}, t \models \phi \iff \forall w \in t : \mathcal{M}, \{w\} \models \phi$$

(Flatness Property)

For standard formulas the above defined team semantics essentially reduces to the standard (single-world) Kripke semantics, as standard formulas are flat.

Lemma 3.4 (Flatness of standard formulas). Standard formulas are flat. As a consequence, for any set $\Delta \cup \{\alpha\}$ of standard formulas,

$$\Delta \models \alpha \iff \Delta \models_{IPC} \alpha.$$
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Proof. The flatness of standard formula is proved by a routine verification by induction. The second part of the lemma follows from completeness of IPC and the observation that
\[ \mathcal{M}, \{w\} \models_t \alpha \iff \mathcal{M}, w \models \alpha \] (1)
holds for all standard formulas \( \alpha \).

As with the standard intuitionistic logic, formulas of intuitionistic team logic are also persistent, but in a more general sense.

**Lemma 3.5 (Persistence).** Let \( \mathcal{M} \) be a model, \( t \) and \( s \) teams, and \( \phi \) a formula. If \( \mathcal{M}, t \models \phi \) and \( t \supseteq \circ Rs \), then \( \mathcal{M}, s \models \phi \). In particular, every formula \( \phi \) is downward closed, that is,
\[ \mathcal{M}, t \models \phi \text{ and } s \subseteq t \implies \mathcal{M}, s \models \phi \] (Downward Closure Property)

**Proof.** By a routine inductive argument.

As an immediate consequence of the downward closure property, the semantic clause of the local disjunction \( \lor \) can be alternatively formulated as follows (which is the original formulation of the clause in [15]).

**Corollary 3.6.** For any model \( \mathcal{M} \), team \( t \) and any formulas \( \phi \) and \( \psi \), we have that
\[ \mathcal{M}, t \models \phi \lor \psi \iff \exists s, r \subseteq t \text{ s.t. } t = s \cup r, \mathcal{M}, s \models \phi \text{ and } \mathcal{M}, r \models \psi. \]

The empty set \( \emptyset \), being the smallest team (with respect to \( \subseteq \)), plays a special role in intuitionistic team logic. In particular, all formulas have the empty team property.

**Lemma 3.7 (Empty team property).** For any model \( \mathcal{M} \) and any formula \( \phi \), we have that \( \mathcal{M}, \emptyset \models \phi \).

**Proof.** A routine verification by induction.

Another closely related property is the union closure property. A formula \( \phi \) is said to be **closed under unions** if for any model \( \mathcal{M} \) and nonempty set \( T \) of teams,
\[ \mathcal{M}, t \models \phi \text{ for all } t \in T \implies \mathcal{M}, \bigcup T \models \phi. \] (Union Closure Property)

**Fact 3.8.** A formula \( \phi \) is flat iff \( \phi \) satisfies the empty team, downward closure and union closure property. In particular, all standard formulas are closed under unions.

**Proof.** The main claim is easy to verify, and the “in particular” part follows from Lemma 3.4.

The local disjunction \( \lor \) that is inherited from the standard intuitionistic logic has the usual disjunction property in intuitionistic team logic, while the global disjunction \( \lor \) turns out to satisfy a stronger disjunction property.
Lemma 3.9 (Disjunction property). Let $\phi$ and $\psi$ be two arbitrary formulas.

(i) If $\models \phi \lor \psi$, then $\models \phi$ or $\models \psi$.

(ii) For any set $\Delta$ of standard formulas,

$$\Delta \models \phi \lor \psi \implies \Delta \models \phi \text{ or } \Delta \models \psi.$$

Proof. We refer to [15] for a detailed proof. Here we only sketch a proof for item (ii). Suppose $\Delta \not\models \phi$ and $\Delta \not\models \psi$. Then there are models $M_1, M_2$ and teams $t_1, t_2$ such that

$$M_1, t_1 \models \Delta, \quad M_1, t_1 \not\models \phi, \quad M_2, t_2 \models \Delta, \quad \text{and} \quad M_2, t_2 \not\models \chi.$$

Consider the disjoint union $M = M_1 \uplus M_2$ of $M_1$ and $M_2$. It is easy to show that $M, t_1 \models \Delta, \quad M, t_1 \not\models \phi, \quad M, t_2 \models \Delta$ and $M, t_2 \not\models \chi$. Since formulas in $\Delta$ are flat (by Lemma 3.4), we have also that $M, t_1 \cup t_2 \models \Delta$. Moreover, by persistence, we also obtain $M, t_1 \cup t_2 \not\models \phi$ and $M, t_1 \cup t_2 \not\models \psi$. Thus, $M, t_1 \cup t_2 \not\models \phi \lor \psi$. Hence $\Delta \not\models \phi \lor \psi$. $\square$

Closely related to the disjunction property is the fact that for any standard formula $\alpha$, the following formula (known as the Split axiom) is a validity:

$$(\alpha \to \phi \lor \psi) \to (\alpha \to \phi) \lor (\alpha \to \psi).$$

(Split)

The Split axiom is often considered the distinguishing axiom of team-based propositional logics. In particular, by using this validity, it is easy to show that every formula in the team language can be transformed into an equivalent formula in disjunctive normal form.

Theorem 3.10 (Disjunctive normal form). For any formula $\phi$, we have that $\phi \equiv \bigwedge_{i \in I} \alpha_i$ for some (finite) set $\{\alpha_i \mid i \in I\}$ of standard formulas.

Proof. The proof is by an easy inductive; use $\alpha \to \phi \lor \psi \equiv (\alpha \to \phi) \lor (\alpha \to \psi)$ for the implication case. $\square$

A sound and complete natural deduction system for intuitionistic team logic was introduced in [15], and the completeness theorem was proved by an argument that makes essential use of the above disjunctive normal form. It is easy to show that the system in [15] can be presented as the following Hilbert-style system, where the formula $\alpha$ below ranges over standard formulas (i.e., $\lor$-free formulas) only. We emphasize that the system below is thus not closed under uniform substitution.

Definition 3.11. The Hilbert system for intuitionistic team logic (denoted as tIPC) consists of the following axioms:

(1) $\phi \to \phi \lor \psi$
(2) \((\phi \to \alpha) \to ((\psi \to \alpha) \to (\phi \lor \psi \to \alpha))\)

(3) \((\phi \to \chi) \to (\phi \lor \psi \to \chi \lor \psi)\)

(4) \(\phi \lor \psi \to \psi \lor \phi\)

(5) \((\phi \lor \psi) \lor \chi \to \phi \lor (\psi \lor \chi)\)

(6) \(\phi \lor (\psi \lor \chi) \to (\phi \lor \psi) \lor (\phi \lor \chi)\)

(7) All IPC axioms for \(\bot, \land, \lor, \to\), namely,
   
   - \(\phi \to (\psi \to \phi)\)
   - \((\phi \to (\psi \to \chi)) \to ((\phi \to \psi) \to (\phi \to \chi))\)
   - \((\phi \land \psi) \to \phi, (\phi \land \psi) \to \psi\)
   - \(\phi \to (\psi \to (\phi \land \psi))\)
   - \(\phi \to (\phi \lor \psi), \psi \to (\phi \lor \psi)\)
   - \((\phi \to \chi) \to (\psi \to \chi) \to ((\phi \lor \psi) \to \chi)\)
   - \(\bot \to \phi\)

(8) \((\alpha \to \phi \lor \psi) \to (\alpha \to \phi) \lor (\alpha \to \psi)\)

and the Modus Ponens rule.

Note that the axioms (4)-(6) and (8) can also be written using bi-implications \((\leftrightarrow)\) as the main connectives instead of implications \((\to)\), since the right to left direction of these implications follows from the other axioms in the system (e.g., \((\phi \lor \psi) \lor (\phi \lor \chi) \to \phi \lor (\psi \lor \chi)\) follows from axiom (3)).

When restricted to standard formulas, the above system tIPC coincides with IPC; in particular, the system tIPC is closed under standard substitutions, i.e., substitutions that map propositional variables to standard formulas. The logic tIPC is thus a conservative extension of IPC in the following sense.

**Corollary 3.12.** For any set \(\Delta \cup \{\alpha\}\) of standard formulas,

\[\Delta \vdash_{tIPC} \alpha \iff \Delta \vdash_{IPC} \alpha.\]

**Proof.** The right to left direction is clear; the other direction follows easily from Lemma 3.4.

As an interesting application of the disjunctive normal form of intuitionistic team logic, we show next that the universal models \(U(n)\) of IPC behave as universal models also for tIPC.

**Proposition 3.13.** For any \(n \in \mathbb{N}\), let \(U(n)\) be the \(n\)-universal model of IPC. For any formula \(\phi\), we have that

\[U(n) \models_{t} \phi \iff \Gamma_{tIPC} \phi.\]
The logic can thus be viewed as the intermediate theory (in the language of tCPC) obtained by extending the Kreisel-Putnam logic in the logic. It is interesting to note that for inquisitive logic, or the equivalent to classical logic, as an arbitrary formula is closed under uniform substitution; in particular its is called inquisitive logic (which contains all IPC), and its fragment with connectives ⊥, is known in the literature as a variant of IPC for the standard language of IPC. For the standard language of IPC, we can consider the de Jongh formulas also in the context of tIPC. Thanks again to the disjunctive normal form of tIPC, a large class of the same de Jongh formulas and intermediate axioms for the standard language of IPC still characterize the same class of frames in the setting of tIPC. Before we present our result, let us first define intermediate logics in this setting. This definition has appeared also in a recent work; cf. also a similar but subtly different definition in [38].

**Definition 3.14.** Let IPC ⊆ L ⊆ CPC be an intermediate logic with L = IPC ⊕ Δ and Δ = {αi | i ∈ I} a set of axioms written in the standard language (i.e., each αi is a formula in [⊥, ∧, ∨, ¬]). Denote by tL the logic obtained by closing the set

\[ \text{tIPC} \cup \{\alpha_i(\beta/\bar{p}) | i \in I, \text{and each } \beta_j \text{ is a standard formula}\} \]

under Modus Ponens. We write ⊢_{tL} φ if φ ∈ tL. Note that ⊢_{tL} φ iff Δ ⊢_{tIPC} φ.

For instance, consider Jankov’s logic KC = IPC ⊕ χ(Ø) = IPC ⊕ ¬p ∨ ¬¬p, where the frame Ø is as drawn in Figure 2. The intermediate logic tKC is then obtained by closing the set

\[ \text{tIPC} \cup \{¬\alpha \lor ¬¬\alpha | \alpha \in [⊥, ∧, ∨, →]\} \]

under Modus Ponens. Note that tKC may not be closed under uniform substitution, as, e.g., an arbitrary formula ¬φ ∨ ¬¬φ (with global disjunction ∨) is not necessarily in tKC.

The logic tCPC obtained by extending tIPC with the classical axiom ¬¬p → p is known in the literature as a variant of propositional dependence logic (see [14, 50]), and its fragment with connectives ⊥, ∧, ∨, →, denoted as [⊥, ∧, ∨, →], is called inquisitive logic ([16]). We emphasize again that the logic tCPC is not closed under uniform substitution; in particular its [⊥, ∧, ∨, →]-fragment, i.e., inquisitive logic (which contains all IPC axioms and the axiom ¬¬α → α) is not equivalent to classical logic, as an arbitrary formula ¬¬φ → φ is not necessarily in the logic. It is interesting to note that for inquisitive logic, or the [⊥, ∧, ∨, →]-fragment of tCPC, the Split axiom is equivalent to the Kreisel-Putnam axiom

\[ (¬p \rightarrow q ∨ r) \rightarrow (¬p \rightarrow q) ∨ (¬p \rightarrow r). \]  

(KP)

The logic can thus be viewed as the intermediate theory (in the language [⊥, ∧, ∨, →]) obtained by extending the Kreisel-Putnam logic KP (i.e., IPC ⊕ KP) with the double negation elimination axiom ¬¬p → p. It was further shown that the logic is
equivalent to the so-called negative variant of Medvedev’s logic ML of finite problems (whose frames are of the form \( \{ v(W) \setminus \{ \emptyset \}, \emptyset \} \) for finite sets W). The reader is referred to [16] for detailed discussions. In Section 4.1 we will explore a related but different power set construction than that of the Medvedev frames.

Now we are ready to show the main result of this section that standard axioms \( \Delta \) define the same classes of frames in tIPC as in IPC, as long as the intermediate logic IPC \( \oplus \Delta \) has the disjunction property or is canonical.

**Theorem 3.15.** Let \( L = IPC \oplus \Delta \) be an intermediate logic that is complete with respect to a class \( F_L \) of \( L \)-frames, where \( \Delta \) is a set of standard formulas. If \( L \) has the disjunction property or is canonical, then for every formula \( \phi \), we have that

\[
\vdash_{tL} \phi \iff F_L \models_t \phi.
\]

**Proof.** By Theorem 3.10 and the completeness theorem of tIPC, we may assume that \( \phi = \alpha_1 \lor \ldots \lor \alpha_k \) for some standard formulas \( \alpha_1, \ldots, \alpha_k \). Suppose that \( \vdash_{tL} \phi \), i.e., \( \Delta \vdash_{tIPC} \alpha_1 \lor \ldots \lor \alpha_k \). By the disjunction property of \( \lor \) (by Lemma 3.9 and completeness of tIPC), we have that \( \Delta \vdash_{tIPC} \alpha_i \) for some \( 1 \leq i \leq k \). It then follows from Corollary 3.12 that \( \vdash_{tIPC} \alpha_i \), which implies \( F_L \models \alpha_i \) in the sense of the standard (single world-based) semantics of IPC. By flatness of \( \alpha_i \) (Lemma 3.4), we obtain \( F_L \models_t \alpha_i \) as well. Hence, \( F_L \models_t \alpha_1 \lor \ldots \lor \alpha_k \), namely \( F_L \models_t \phi \).

For the converse direction, we first treat the case when \( L \) has the disjunction property. Suppose \( F_L \models_t \alpha_1 \lor \ldots \lor \alpha_k \). Since \( \phi \lor \psi \models \models_t \phi \lor \psi \) (by empty team property), we have \( F_L \models \models_t \alpha_1 \lor \ldots \lor \alpha_k \) as well, where the standard formula \( \alpha_1 \lor \ldots \lor \alpha_k \) is flat (by Lemma 3.4). Thus, \( F_L \models \alpha_1 \lor \ldots \lor \alpha_k \) in the sense of the standard (single world-based) semantics of IPC, which implies further that \( \Delta \vdash_{tIPC} \alpha_1 \lor \ldots \lor \alpha_k \). Since \( L \) has the disjunction property, we have \( \Delta \vdash_{tIPC} \alpha_i \) for some \( 1 \leq i \leq k \). Hence, by Corollary 3.12 we conclude that \( \Delta \vdash_{tIPC} \alpha_i \), which gives \( \Delta \vdash_{tIPC} \alpha_1 \lor \ldots \lor \alpha_k \), i.e., \( \vdash_{tL} \phi \).

Next, we treat the case when \( L \) is canonical. Suppose that \( \Delta \vdash_{tIPC} \alpha_1 \lor \ldots \lor \alpha_k \). Then, for all \( 1 \leq i \leq k \), we have that \( \Delta \vdash_{tIPC} \alpha_i \), which implies \( \Delta \vdash_{tIPC} \alpha_i \) by Corollary 3.12. Now, for each \( 1 \leq i \leq k \), the canonical model \( \mathcal{M}^c_L \) of \( L \) contains a witness \( w_i \) satisfying \( \mathcal{M}^c_L, w_i \not\models \alpha_i \). Thus, \( \mathcal{M}^c_L, \{ w_i \} \not\models_t \alpha_i \) by Expression (1). Let \( t = \{ w_1, \ldots, w_k \} \). By persistence (Lemma 3.5), we must have that \( \mathcal{M}^c_L, t \not\models_t \alpha_i \) for all \( 1 \leq i \leq k \), and thus \( \mathcal{M}^c_L, t \not\models_t \alpha_1 \lor \ldots \lor \alpha_k \). Since \( L \) is canonical, we know that \( \mathcal{M}^c_L \in F_L \), and thus \( F_L \not\models_t \alpha_1 \lor \ldots \lor \alpha_k \).

Let us give some examples of the applications of the above theorem. Since Jankov’s logic KC = IPC \( \oplus \chi(\emptyset) \) is canonical, by the above theorem,

\[
\vdash_{tKC} \phi \iff F_{KC} \models_t \phi,
\]

where \( F_{KC} \) is the class of finite rooted frames with unique top points. Since classical propositional logic CPC = IPC \( \oplus \chi(\emptyset) \) (where the frame \( \emptyset \) is as drawn in Figure 2) is canonical, the logic tCPC is complete with respect to all classical frames (i.e.,
frames with dead points only). Note that over classical Kripke models, a team (i.e., a set of possible worlds with no proper successors) can be identified as a set of propositional valuations. In fact, the teams for the logic $tCPC$ (or propositional dependence logic [50] and inquisitive logic [16]) were originally introduced as such sets of valuations.

Theorem 3.15, however, does not apply for the intermediate logics that neither have the disjunction property nor are canonical. For instance, Scott’s logic $SL = IPC \oplus \chi(H)$ (where the frame $H$ is as drawn in Figure 2) is one of such examples. Studying the properties of the corresponding intermediate team logics for such logics is left as future work.

4 Generalized team intuitionistic Kripke semantics

In the previous section we have defined (in Definition 3.14) intermediate team logics by adding to $tIPC$ a set of standard axioms with the local disjunction $\lor$. As shown in Theorem 3.15, a large class of such axioms characterize, in the usual manner, properties of the underlying Kripke frames. One important feature of such defined intermediate team logics is that they all validate the Split axiom, which characterizes certain unique properties of the underlying structure of the set of teams. Roughly speaking, these logics with two disjunctions (the local one $\lor$ and the global one $\lor$) can be considered logics with two layers: The first layer, which we shall call the core or inner layer, is characterized by the different properties of the underlying Kripke frames. By the result of Theorem 3.15, this layer can be axiomatized by standard formulas, i.e., formulas that contain the local disjunction $\lor$ only, to a large extent (i.e., for axioms that define intermediate logics with disjunction property or are canonical). The second layer, which we shall call the team or outer layer, is characterized by the properties of the underlying structure of the set of teams. In the setting of Definition 3.14, this team layer is kept fixed by always adopting the Split axiom in the intermediate team logics (as these logics are always extensions of $tIPC$). Different intermediate logics differ only in the core layer, through validating different standard axioms. See Figure 4 for an illustration of such constructions.

Another natural approach to define intermediate team logics is to allow also the team layer of the logic to vary, by replacing the Split axiom with other axioms in the full language of $tIPC$ (see Figure 5 for an illustration of such constructions). In this section, we make a first attempt in this direction.

Since the Split axiom captures the structure of the teams, defining intermediate team logics that validate other axioms than the Split axiom also amounts to generalizing the original team semantics in some appropriate manner. To this end, in Section 4.1 we interpret the logic $tIPC$ in the so-called (full) powerset model and compare the logic with a variant of intuitionistic modal logic $IK$. On the basis of this connection, in Section 4.2 we define generalized team intuitionistic Kripke semantics and discuss the failure of the Split axiom and two other axioms involv-
4.1 The power set model and intuitionistic modal logic

In this section, we relate tIPC to intuitionistic modal logic \( Ik \) (studied in, e.g., \cite{37,47}) and give a single-world semantics interpretation of the team-based logic tIPC. The key observation for this connection is that the team-based logic tIPC can be given a single-world semantics over the powerset models induced by the underlying intuitionistic Kripke models. We show that the local disjunction \( \lor \)-free fragment of tIPC can be translated, in a truth-preserving manner, into the diamond-free fragment of intuitionistic modal logic \( Ik \) over powerset models, while full tIPC corresponds to a variant of \( Ik \). Our results are inspired by a similar connection and powerset models discussed in \cite{49} in the context of modal dependence logics. The logic tIPC can be translated into S4 modal dependence logic via a Gödel-style translation, as shown in \cite{15}.

We first give the translation of the local disjunction \( \lor \)-free fragment of tIPC into the single-world semantics-based intuitionistic modal logic \( Ik \), and then ex-
tend this result to full tIPC. Recall that formulas of tIPC are evaluated in an intuitionistic Kripke model $\mathcal{M} = (W, R, V)$ over teams (or sets of worlds), which are elements in the power set of $W$. Every intuitionistic Kripke model $\mathcal{M}$ is thus naturally associated with a powerset model defined as follows. Similar powerset models were considered also in [1].

**Definition 4.1.** Let $\mathcal{M} = (W, R, V)$ be an intuitionistic Kripke model. The powerset model $\mathcal{M}^0$ induced by $\mathcal{M}$ is a quadruple $\mathcal{M}^0 = (W^0, \supseteq, R^0, V^0)$, where

- $W^0 = \wp(W) \setminus \{\emptyset\}$, i.e. $W^0$ consists of all nonempty teams $t \subseteq W$,
- $\supseteq$ is the superset relation,
- $R^0$ is the lifting of $R$ on $\wp(W)$,
- the valuation $V^0$ is defined as: $t \in V^0(p)$ iff $t \subseteq V(p)$.

If $\mathcal{M}$ is finite, the reduct $(W^0, \supseteq) = (\wp(W) \setminus \{\emptyset\}, \supseteq)$ of the underlying frame of the powerset model $\mathcal{M}^0$ is clearly a frame for Medvedev’s logic $ML$. The whole powerset model $\mathcal{M}^0$ is a special case of a bi-relation intuitionistic Kripke model of intuitionistic modal logic $IK$. We now recall the definition of such models.

**Definition 4.2.** A bi-relation intuitionistic Kripke frame is a triple $\mathfrak{F} = (W, \gg, R)$, where

- $W$ is a nonempty set;
- $\gg$ is a partial order on $W$ and $R$ is a binary relation on $W$ satisfying the following conditions (F1) and (F2) (see also Figure 5):

  **F1:** If $w \gg w'$ and $wRv$, then there exists $v' \in W$ such that $vRv'$ and $w'Rv'$ (i.e., $\gg \circ R \subseteq R \circ \gg$).
  
  **F2:** If $wRv$ and $v \gg v'$, then there exists $w' \in W$ such that $wRw'$ and $w'Rv'$ (i.e., $R^0 \gg \subseteq \gg \circ R$).

A bi-relation intuitionistic Kripke model is a pair $\mathfrak{M} = (\mathfrak{F}, V)$ of a bi-relation intuitionistic Kripke frame $\mathfrak{F} = (W, \gg, R)$ and a valuation $V : \text{Prop} \rightarrow \wp(W)$ satisfying persistence with respect to $\gg$ (i.e., $w \in V(p)$ and $w \gg v$ imply $v \in V(p)$).

It is easy to verify that the superset relation $\supseteq$ and the lifting $R^0$ in a powerset model $\mathcal{M}^0$ satisfy conditions (F1) and (F2), and the lifting $V^0$ of the valuation is persistent with respect to the partial order $\supseteq$. A powerset model $\mathcal{M}^0$ is thus a bi-relation intuitionistic Kripke model. As pointed out already, such type of connection has already been discussed in [49], where it was shown that modal dependence logic corresponds to a special type of $IK$ and the relation $R^0$ is the lifting of an arbitrary relation $R$ in a modal Kripke model. Here in our setting, the relation $R^0$ is the lifting of a partial order $R$ of an intuitionistic Kripke model. Observe that the lifting $R^0$ is actually a pre-order, or a partial order in case the model is finite.
The lifting \( R^\circ \) is a pre-order. If \( \mathfrak{M} \) is finite, then \( R^\circ \) is a partial order.

**Proof.** The reflexivity and transitivity of \( R^\circ \) follow immediately from the reflexivity and transitivity of \( R \). If \( t R^\circ s \) and \( s t \) are finite, then we must have \( t = s \), since \( R \) is anti-symmetric. \( \square \)

Recall that the language of intuitionistic modal logic \( \text{IK} \) is obtained by enriching the language of intuitionistic propositional logic \( \text{IPC} \) with modalities. That is, formulas of \( \text{IK} \) are formed by the following grammar:

\[
\phi ::= p \mid \bot \mid \phi \land \phi \mid \phi \lor \phi \mid \phi \rightarrow \phi \mid \Box \phi \mid \Diamond \phi.
\]

Formulas of \( \text{IK} \) are evaluated over bi-relation intuitionistic Kripke models with respect to single worlds.

**Definition 4.4.** The satisfaction relation \( \mathfrak{M}, w \models \phi \) between a bi-relation intuitionistic Kripke model \( \mathfrak{M} = (W, \succ, R, V) \), a world \( w \in W \) and an \( \text{IK} \)-formula \( \phi \) is defined inductively as follows:

- \( \mathfrak{M}, w \models p \) iff \( w \in V(p) \)
- \( \mathfrak{M}, w \not\models \bot \) always
- \( \mathfrak{M}, w \models \phi \land \psi \) iff \( \mathfrak{M}, w \models \phi \) and \( \mathfrak{M}, w \models \psi \)
- \( \mathfrak{M}, w \models \phi \lor \psi \) iff \( \mathfrak{M}, w \models \phi \) or \( \mathfrak{M}, w \models \psi \)
- \( \mathfrak{M}, w \models \phi \rightarrow \psi \) iff for all \( v \in W \) such that \( w \succ v \), if \( \mathfrak{M}, v \models \phi \), then \( \mathfrak{M}, v \models \psi \)
- \( \mathfrak{M}, w \models \Box \phi \) iff for all \( u, v \in W \) such that \( w \succ u \) and \( uRv \), it holds that \( \mathfrak{M}, v \models \phi \)
- \( \mathfrak{M}, w \models \Diamond \phi \) iff there exists \( v \in W \) such that \( wRv \) and \( \mathfrak{M}, v \models \phi \)
It is routine to verify that persistence of propositional variables generalizes to arbitrary IK-formulas, namely, \( \mathfrak{M}, w \models \phi \) and \( w \equiv v \) imply \( \mathfrak{M}, v \models \phi \).

Formulas in the local disjunction \( \lor \)-free fragment of tIPC can be translated into the diamond-free fragment of IK via a truth preserving translation defined as follows. A similar translation from modal dependence logic into IK was defined in [49].

**Definition 4.5.** Define a translation \((\cdot)^\tau\) from the \( \lor \)-free fragment of tIPC into (the diamond-free fragment of) IK inductively as:

- \( p^\tau := p \)
- \( \bot^\tau := \bot \)
- \( (\phi \lor \psi)^\tau := \phi^\tau \lor \psi^\tau \)
- \( (\phi \land \psi)^\tau := \phi^\tau \land \psi^\tau \)
- \( (\phi \rightarrow \psi)^\tau := \Box(\phi^\tau \rightarrow \psi^\tau) \)

We now show that the above defined translation preserves truth over powerset models and nonempty teams.

**Proposition 4.6.** Let \( \mathfrak{M} = (W, R, V) \) be an intuitionistic Kripke model and \( t \subseteq W \) a nonempty team. For any \( \lor \)-free formula \( \phi \), \( \mathfrak{M}, t \models \phi \iff \mathfrak{M}^\circ, t \models \phi^\tau \).

**Proof.** We prove the lemma by induction on \( \phi \). If \( \phi = \bot \), then for any nonempty team \( t \), we have \( \mathfrak{M}, t \notmodels \bot \) and \( \mathfrak{M}^\circ, t \notmodels \bot \).

If \( \phi = p \), then \( \mathfrak{M}, t \models p \iff t \subseteq V(p) \iff \mathfrak{M}^\circ, t \models p \).

If \( \phi = \psi \rightarrow \chi \), suppose \( t \models \psi \rightarrow \chi \). We show that \( \mathfrak{M}^\circ, t \models \Box(\psi^\tau \rightarrow \chi^\tau) \). Let \( r, s, u \in \wp(W) \setminus \{\emptyset\} \) be such that \( t \supseteq rRs \supseteq u \) and \( u \models \psi^\tau \). By induction hypothesis, we have that \( u \models \psi \). Since \( t \supseteq rRs \) and \( t \models \psi \rightarrow \chi \), by persistence (Lemma 3.3), we have \( s \models \psi \rightarrow \chi \). Moreover, since \( R \) is reflexive, we have \( s \supseteq uR \). Thus, we obtain \( u \models \chi \), from which we conclude \( u \models \chi^\tau \) by induction hypothesis.

Conversely, suppose \( t \models \Box(\psi^\tau \rightarrow \chi^\tau) \). Let \( t \supseteq rRs \) be such that \( s \models \psi \). If \( s = \emptyset \), then \( s \models \chi \) by the empty team property. Now, assume that \( s \neq \emptyset \). By induction hypothesis, we have that \( s \models \psi^\tau \). Moreover, since \( rRs \) and \( s \neq \emptyset \), we know that \( r \neq \emptyset \) and \( r \in W^\circ \). Since \( t \supseteq rRs \supseteq s \), we obtain that \( s \models \chi^\tau \) by assumption. Hence, \( s \models \chi \) holds by induction hypothesis.

The other cases are straightforward. \( \square \)

Now, we turn to full tIPC that has the local disjunction \( \lor \) in the language. In the powerset model \( \mathfrak{M}^\circ \) as defined in Definition 4.1, we have excluded the empty team from the domain (i.e., \( W^\circ = \wp(W) \setminus \{\emptyset\} \)), as the empty team behaves as a trivial team in the \( \lor \)-free fragment of tIPC. When it comes to full tIPC, in the presence of \( \lor \) the empty team, however, does play a special and nontrivial role.
For this reason, to interpret tIPC in the single-world semantics, we shall instead consider full powerset models $\mathcal{M}^\bullet$ that has as the domain the full power set $\wp(W)$, as done also in [49] in the model dependence logic context. The local disjunction $\lor$ will be interpreted essentially as a binary diamond modality $\otimes$ (also called tensor) in the single-world semantics over the full powerset models $\mathcal{M}^\bullet$. The model $\mathcal{M}^\bullet$ is equipped also with a binary operator, the set-theoretic union $\cup$, which, together with the partial order $\supseteq$, induces a ternary relation for $\otimes$. This treatment of the local disjunction is slightly different from that in [49], where a ternary relation for $\otimes$ was directly included in the full powerset model.

Definition 4.7. Let $\mathcal{M} = (W, R, V)$ be an intuitionistic Kripke model. The full powerset model $\mathcal{M}^\bullet$ induced by $\mathcal{M}$ is a tuple $\mathcal{M}^\bullet = (W^\bullet, \supseteq, R^\circ, \cup, \emptyset, V^\circ)$, where

- $W^\bullet = \wp(W)$, i.e. $W^\bullet$ consists of all teams $t \subseteq W$,
- $\cup$ is the set-theoretic union,
- and the other components are as defined in the powerset model $\mathcal{M}^\circ$ (Definition 4.1).

Clearly, $(W^\bullet, \cup, \emptyset)$ forms a bounded join-semilattice (i.e., $\cup$ is associative, commutative and idempotent, and $\emptyset \cup t = t$ for all $t \in W^\bullet$), and $\subseteq$ is the associated partial order (i.e., $\subseteq$ satisfies: $t \subseteq s$ iff $t \cup s = t$). A full powerset model can be viewed as a special case of a bi-relation intuitionistic Kripke model together with an additional binary operator $\uplus$ and a constant 0, which we shall call a tensored bi-relation intuitionistic Kripke model.

Definition 4.8. A tensored bi-relation intuitionistic Kripke frame is a quadruple $\mathfrak{F} = (W, \models, \succsim, R, \uplus, 0)$, where

- $(W, \models, \succsim, R)$ is a bi-relation intuitionistic Kripke frame;
- $(W, \uplus, 0)$ is a bounded join-semilattice;
- $\succsim$ is the associated partial order of $(W, \uplus, 0)$.

A tensored bi-relation intuitionistic Kripke model is a pair $\mathfrak{M} = (\mathfrak{F}, V)$ such that $\mathfrak{F} = (W, \models, \succsim, R, \uplus, 0)$ is a tensored bi-relation intuitionistic Kripke frame and $V$ is a valuation satisfying persistence with respect to $\models$.

In order to compare the full logic tIPC with $\mathcal{IK}$, we shall consider a (diamond-free) variant of $\mathcal{IK}$ (denoted as $\mathcal{IK}_\otimes$) that has an additional binary diamond, the tensor $\otimes$, and a constant symbol 0. We now define the semantics for $\mathcal{IK}_\otimes$ by adapting the standard semantics of $\mathcal{IK}$ over bi-relation intuitionistic Kripke models. Such a language was considered already in [49], where the semantics for tensor $\otimes$ was defined slightly differently and the constant symbol 0 was not isolated.
**Definition 4.9.** The *satisfaction* relation \( \mathcal{M}, w \vdash \phi \) between a tensored bi-relation intuitionistic Kripke model \( \mathcal{M} = (W, \preceq, R, \sqsubset, 0, V) \), a world \( w \in W \) and an \( \text{IK}_\otimes \)-formula \( \phi \) is defined inductively as in Definition 4.4 except for the following cases:

- \( \mathcal{M}, w \vdash 0 \) iff \( w = 0 \)
- \( \mathcal{M}, w \vdash \phi \otimes \psi \) iff there are \( u, v \in W \) such that \( w \preceq u \sqsubset v \), \( \mathcal{M}, u \vdash \phi \) and \( \mathcal{M}, v \vdash \psi \)

We now verify that formulas of \( \text{IK}_\otimes \) are persistent over tensored bi-relation intuitionistic Kripke models.

**Proposition 4.10** (Persistence). For any \( \text{IK}_\otimes \)-formula \( \phi \), if \( \mathcal{M}, w \vdash \phi \) and \( w \preceq v \), then \( \mathcal{M}, v \vdash \phi \).

**Proof.** Let \( \mathcal{M} = (W, \preceq, R, \sqsubset, 0, V) \). The proposition is proved by induction. If \( \phi = 0 \), then \( \mathcal{M}, w \vdash 0 \) and \( w \preceq v \) imply that \( w = v = 0 \), which then gives \( \mathcal{M}, v \vdash 0 \).

If \( \phi = \psi \otimes \chi \), suppose \( \mathcal{M}, w \vdash \psi \otimes \chi \) and \( w \preceq v \). Then there are \( x, y \in W \) such that \( w \preceq x \sqsubset y \), \( \mathcal{M}, x \vdash \phi \) and \( \mathcal{M}, y \vdash \psi \). Since \( v \preceq w \preceq x \sqsubset y \), we conclude that \( \mathcal{M}, v \vdash \psi \otimes \chi \).

The other cases are standard.

Formulas of \( t\text{IPC} \) can be translated into \( \text{IK}_\otimes \) via a truth preserving translation defined as follows.

**Definition 4.11.** Define inductively a translation \(( \cdot )^\tau \) from \( t\text{IPC} \) into \( \text{IK}_\otimes \) as:

- \( \bot^\tau := 0 \),
- \( (\phi \lor \psi)^\tau := \phi^\tau \otimes \psi^\tau \),
- for the other cases, \( \phi^\tau := \phi^\tau \) as in Definition 4.5.

Note that under such defined translation, the negation \( \neg \phi (= \phi \rightarrow \bot \) of \( t\text{IPC} \) is translated into \( \text{IK}_\otimes \) as \( \phi^\tau \rightarrow 0 \), which is in general different from the real negation \( \phi^\tau \rightarrow \bot \). We now show that the translation preserves truth over full powerset models and arbitrary teams.

**Proposition 4.12.** Let \( \mathcal{M} = (W, R, V) \) be an intuitionistic Kripke model. For any formula \( \phi \) and any team \( t \subseteq W \), \( \mathcal{M}, t \models \phi \iff \mathcal{M}^*, t \models \phi^\tau \).

**Proof.** We prove the lemma by induction on \( \phi \). If \( \phi = \bot \), then for any team \( t \), we have \( \mathcal{M}, t \models \bot \iff t = \emptyset \iff \mathcal{M}^*, t \models 0 \).

The case \( \phi = \psi \lor \chi \) follows easily from induction hypothesis. The other cases are proved analogously to the corresponding cases in Proposition 4.6. \( \square \)
4.2 Generalized team intuitionistic Kripke semantics

In this section, we introduce general intuitionistic team Kripke models, which are abstractions of the full powerset models defined in the previous section. We then define generalized team semantics for \(tIPC\)-formulas over these models. The Split axiom will not any more be valid under the new semantics. Two other axioms of \(tIPC\), monotonicity and (weak) elimination axiom of the local disjunction \(\lor\) (axioms (2) and (3)), turn out to be not valid either. We give counter-examples to illustrate the failure of these three axioms in this section, and we discuss frame conditions validating these axioms in the next section.

Let us now define general intuitionistic team Kripke frames \(\mathfrak{F} = (W, R, \succcurlyeq, \sqcap)\), which have a partial order \(\succcurlyeq\) and a join operation \(\sqcap\) on \(\wp(W)\) resembling and generalizing the superset relation \(\supseteq\) and the set-theoretic union \(\cup\).

**Definition 4.13.** A general intuitionistic team Kripke frame is a tuple \(\mathfrak{F} = (W, R, \succcurlyeq, \sqcap)\), where

- \((W, R)\) is an intuitionistic Kripke frame,
- \(\sqcap\) is a binary operation on \(\wp(W)\) such that \((\wp(W), \sqcap, \emptyset)\) forms a bounded join-semilattice, and \(\succcurlyeq\) is the induced partial order;
- and \(\succcurlyeq, \sqcap\) and the lifting \(R^o\) of \(R\) on \(\wp(W)\) satisfy the following conditions:
  
  (a) \(R^o\) and \(\succcurlyeq\) satisfy (F2),
  
  (b) \(t \succcurlyeq \circ R^o s\) implies \(R[t] \succcurlyeq s\) for any \(t, s \subseteq W\),
  
  (c) \(R[t] \sqcap R[s] = R[t \sqcap s]\) for any \(t, s \subseteq W\).

A general intuitionistic team Kripke model \(\mathfrak{M} = (W, R, \succcurlyeq, \sqcap, V)\) is a general intuitionistic team Kripke frame with a persistent valuation \(V: \text{Prop} \to \wp(W)\) on \((W, R)\), i.e., \((W, R, V)\) is an intuitionistic Kripke model.

It follows from the same argument as in Fact 4.3, the lifting \(R^o\) is a pre-order, and if \(\mathfrak{M}\) is finite, \(R^o\) is a partial order. As before, we sometimes abuse the notation and write simply \(R\) for the lifted relation \(R^o\). It is easy to verify that composition relation \(\succcurlyeq \circ R^o\) is a pre-order as well (e.g., transitivity follows from (F2)).

Conditions (a)-(c) in the above definition are imposed to guarantee the persistence of \(tIPC\)-formulas under the new semantics (as we will verify in Lemma 4.16). In Condition (a) we do not require \(R^o\) and \(\succcurlyeq\) to satisfy the (F1) condition, which was however also imposed for bi-relation intuitionistic Kripke models (see Definition 4.2). The condition (F1) guarantees the persistence of \(IK\)-formulas \(\Diamond \phi\) with the diamond modality \(\Diamond\). Since the diamond modality does not play a role in our discussion (see the two translations \((\cdot)^r\) and \((\cdot)^p\) in Definitions 4.5 and 4.11), condition (F1) is then not imposed in our models. Every general intuitionistic team Kripke model \(\mathfrak{M} = (W, R, \succcurlyeq, \sqcap, V)\) is naturally associated with a model \(\mathfrak{M}^\ast = (\wp(W), R^o, \succcurlyeq, \sqcap, \emptyset, V^o)\) whose valuation \(V^o\) is defined
as \( t \in V^n(p) \) iff \( t \not\preceq V(p) \). Clearly, this model \( \mathfrak{M}^* \) satisfies all the requirements for a tensored bi-relation intuitionistic Kripke model except for (F1).

Condition (5) is a special case of the following weaker condition, introduced by Božić and Došen [11], on the model \( \mathfrak{M}^* \):

- If \( t \succ r \) and \( r \in R^o s \), then there exists \( u \in \wp(W) \) such that \( t \in R^o u \) and \( u \succ s \) (i.e., \( \succ \circ R^o \subseteq R^o \circ \succ \)); see also Figure 7.

Condition (b) has an interesting special case: If \( t \succ s \), then we have \( R[t] \succ R[s] \), since \( t \succ s \in R^o R[s] \). This observation implies that the direction \( R[t \cup s] \succ R[t \cup R[s] \) of Condition (5) is actually always satisfied, as \( t \cup s \succ t, s \).

If the partial order \( \succ \) is taken to be the superset relation \( \supseteq \) (or the binary operator \( \cup \) is taken to be the set-theoretic union \( \cup \)), Conditions (a)-(c) are automatically satisfied regardless of how \( R \) is defined. Similarly, if \( R \) is taken to be the identity relation \( \text{id} = \{(w, w) \mid w \in W\} \) (i.e., the underlying Kripke frame \( (W, R) \) is a classical frame), then Conditions (a)-(c) are trivially satisfied regardless of how \( \succ \) and \( \cup \) are defined. We call such frames classical frames. Note that classical-based logics with team semantics, such as propositional dependence logic [50] and inquisitive logic [16], are defined essentially over frames of the form \( \mathfrak{F} = (W, \text{id}, \supseteq, \cup) \), which are very specific types of general intuitionistic team Kripke frames with classical underlying Kripke frames. Below we give a nontrivial example of a general intuitionistic team Kripke frame in which \( \succ \neq \supseteq \) and \( R \neq \text{id} \).

**Example 4.14.** Consider the frame \( \mathfrak{F} = (W, R, \succ, \cup) \), where the underlying intuitionistic Kripke frame \( (W, R) \) with \( W = \{u, v, w\} \) is depicted as the left figure below, and the bounded semilattice \( (\wp(W), \cup, \emptyset) \) is depicted (upside down) as the right figure below (where the dashed arrows represent the lifting \( R^o \) with reflexive and transitive arrows omitted).
It can be verified that \( \mathfrak{F} \) indeed forms a general intuitionistic team Kripke frame. We only illustrate the verification of Conditions (a)-(c) for some nontrivial cases; the remaining cases are left to the reader. Note that the full proof contains many symmetric cases, as the above figure of the semilattice \( (\wp(W), \cup, \emptyset) \) is symmetrically vertically, and the teams in the symmetric positions have similar \( R^- \)-successors.

For Condition (a), assuming \( tRr \succ s \) we find \( t' \) such that \( t \succ t'R_{s} \). We only consider the case \( t = \{ w \} \) and \( r = \{ u, w \} \). Then we have that either \( s = \emptyset \) or \( s \in \{ \{ u, w \}, \{ w \} \} \). In the first case, take \( t' = \emptyset = s \) and we have \( t \succ \emptyset \circ R \emptyset \).

In the second case, take \( t' = t = \{ w \} \) and we have \( t \succ tR_{s} \).

For Condition (b), assuming \( t \succ \circ R_{s} \) we show that \( R[t] \succ s \). We only consider the case \( t = \{ w \} \). For any \( s \) such that \( t \succ \circ R_{s} \), it is easy to observe that \( \{ u, w \} \succ s \).

Thus, \( R[\{ w \}] = \{ u, w \} \succ s \).

For Condition (c), we only verify \( R[t] \uplus R[s] = R[t \uplus s] \) for any \( t = \{ w \} \) and \( s \neq \emptyset, t \). We distinguish three cases according to the value of \( s \). Case 1: \( s = \{ v \} \): Then
\[
R[\{ w \}] \uplus R[\{ v \}] = \{ u, w \} \uplus \{ v \} = \{ v \} = R[\{ v \}] = R[\{ w \} \uplus \{ v \}].
\]

Case 2: \( s \in \{ \{ u \}, \{ u, w \} \} \). Since \( R[s] = s \) and \( R[\{ u, w \}] = \{ u, w \} \), we have
\[
R[\{ w \}] \uplus R[s] = \{ u, w \} \uplus s = \{ u, w \} = R[\{ u, w \}] = R[\{ w \} \uplus s].
\]

Case 3: \( s \in \{ \{ u, v \}, \{ v, w \}, \{ u, v, w \} \} \). Since \( \emptyset \neq R[s] \succ \{ u, v, w \} \) and \( \{ w \} \uplus s = \{ v \} \), we have
\[
R[\{ w \}] \uplus R[s] = \{ u, w \} \uplus R[s] = \{ v \} = R[\{ v \}] = R[\{ w \} \uplus s].
\]

This completes our illustration of the proof.

We now define the generalized team semantics of \( \text{tIPC} \)-formulas over general intuitionistic team Kripke models. The definition is almost the same as in Definition 3.3 except that we now have the more general partial order \( \succ \) and join \( \uplus \) in place of the superset relation \( \supseteq \) and the set-theoretic union \( \cup \), respectively.

**Definition 4.15.** Let \( \mathfrak{M} = (W, \succ, \uplus, V) \) be a general intuitionistic team Kripke model and \( t \subseteq W \) a team. The satisfaction relation \( \mathfrak{M}, t \models \phi \) is defined inductively exactly as in Definition 3.3 except for the following cases:

- \( \mathfrak{M}, t \models p \ \text{iff} \ \ t \subseteq V(p) \)
- \( \mathfrak{M}, t \models \phi \lor \psi \ \text{iff} \ \text{there are} \ s, r \subseteq W \ \text{such that} \ t \leq s \uplus r, \mathfrak{M}, s \models \phi \ \text{and} \ \mathfrak{M}, r \models \psi \)
- \( \mathfrak{M}, t \models \phi \rightarrow \psi \ \text{iff} \ \text{for all} \ s \subseteq W \ \text{with} \ t \succ \circ R s, \mathfrak{M}, s \models \phi \implies \mathfrak{M}, s \models \psi \)

We write \( \Gamma \models_{\mathfrak{M}} \phi \) (or simply \( \Gamma \models \phi \)) if for all general intuitionistic team Kripke models \( \mathfrak{M} \) and all teams \( t, \mathfrak{M}, t \models \psi \) for all \( \psi \in \Gamma \) implies \( \mathfrak{M}, t \models \phi \).
Let us remark that in the setting of our generalized team semantics, the local disjunction \( \lor \) can be understood as a binary diamond modality, for which the corresponding ternary accessibility relation \( R_\lor \) is defined as

\[
R_\lor(t,s,r) \iff t \subseteq s \lor r.
\]

We now verify that tIPC-formulas are persistent under the new semantics.

**Lemma 4.16 (Persistence).** Let \( \mathcal{M} \) be a model, and \( t \) and \( s \) teams, and \( \phi \) a formula. If \( \mathcal{M}, t \models \phi \) and \( t \succ \circ Rs \), then \( \mathcal{M}, s \models \phi \). In particular, if \( \mathcal{M}, t \models \phi \) and \( t \succ s \), then \( \mathcal{M}, s \models \phi \).

**Proof.** We prove the lemma by induction on \( \phi \). If \( \phi = \bot \) and \( t \models \bot \), then \( t = \emptyset \). For any \( s \) such that \( \emptyset \succ \circ Rs \), since \( \emptyset \) is the greatest element for the order \( \succ \), we must have that \( s = \emptyset \). Thus, \( s \models \bot \), as required.

If \( \phi = p \), suppose \( t \models p \) and \( t \succ rRs \). Then \( V(p) \succ t \succ rRs \), which by Condition (F1) and persistence of \( V \) implies that \( V(p) = \mathcal{R}(V(p)) \succeq s \). Thus, \( s \models p \).

If \( \phi = \psi \rightarrow \chi \), suppose \( \mathcal{M}, t \models \psi \rightarrow \chi \) and \( t \succ rRs \). Suppose also \( s \succ uRv \) and \( v \models \psi \). By (F2), there exists \( r' \subseteq W \) such that \( r \succeq r'Ru \). Then, \( t \succ r \succeq r'RuRv \), which by assumption implies that \( v \models \chi \).

If \( \phi = \psi \lor \chi \), suppose \( \mathcal{M}, t \models \psi \lor \chi \) and \( t \succ rRs \). Then there exist \( t_1, t_2 \subseteq W \) such that \( t \succeq t_1 \uplus t_2, t_1 \models \psi \) and \( t_2 \models \chi \). Since \( t_1 \uplus t_2 \succeq t \succeq rRs \), by Conditions (B) and (G), we have that \( R[t_1] \uplus R[t_2] = R[t_1 \uplus t_2] \succeq s \). Moreover, by definition we have \( t_1 \succeq t_1RR[t_1] \) and \( t_2 \succeq t_2RR[t_2] \). Thus, by induction hypothesis, we have that \( R[t_1] \models \psi \) and \( R[t_2] \models \chi \), from which it follows that \( s \models \psi \lor \chi \) follows.

The other cases follow immediately from the induction hypothesis. \( \square \)

The deduction theorem is an immediate corollary of persistence.

**Corollary 4.17 (Deduction theorem).** For any set \( \Gamma \cup \{ \phi, \psi \} \) of formulas, we have that

\[
\Gamma, \phi \models^\mathcal{M} \psi \iff \Gamma \models^\mathcal{M} \phi \rightarrow \psi.
\]

Next, we prove that the empty team property holds for tIPC-formulas under the generalized semantics.

**Lemma 4.18 (Empty team property).** For any model \( \mathcal{M} \) and formula \( \phi \), we have that \( \mathcal{M}, \emptyset \models \phi \).

**Proof.** The lemma is proved by induction. If \( \phi = \bot \), then \( \emptyset \models \bot \) by definition.

If \( \phi = p \), then \( \emptyset \models p \) follows from the fact that \( \emptyset \preceq V(p) \) (since \( \emptyset \) is the greatest element with respect to \( \succeq \)).

If \( \phi = \psi \lor \chi \), by induction hypothesis we have \( \emptyset \models \psi \) and \( \emptyset \models \chi \). Since \( \emptyset \) is the identity of the join \( \uplus \), we have \( \emptyset \preceq \emptyset = \emptyset \uplus \emptyset \). Hence \( \emptyset \models \psi \lor \chi \).

If \( \phi = \psi \rightarrow \chi \), for any \( s, r \) such that \( \emptyset \succ rRs \) and \( s \models \psi \), we must have \( r = \emptyset \) and thus \( s = \emptyset \). Hence, by induction hypothesis, we conclude \( s \models \chi \).

The other cases follow immediately from induction hypothesis. \( \square \)
The persistence property justifies that our generalized semantics is a well-defined intuitionistic semantics. Together with the empty team property these suggest that our generalized semantics inherits certain nice features of the standard team semantics of tIPC. Let us now examine the logic that the generalized semantics induces.

It is easy to verify that all IPC axioms are sound for the language \([\bot, \land, \lor, \to]\) over general intuitionistic team Kripke models (since, in particular, persistence, (F2), and the empty team property hold). Axioms (1) and (4)-(6) of tIPC (see Definition 3.11) also remain sound with respect to the generalized semantics, as we verify in the following.

**Lemma 4.19.** Let \(\phi, \psi\) and \(\chi\) be formulas.

(i) \(\phi \lor \psi \equiv^E \psi \lor \phi\) and \((\phi \lor \psi) \lor \chi \equiv^E \phi \lor (\psi \lor \chi)\).

(ii) \(\phi \models^E \phi \lor \psi\) and \(\phi \land \psi \models^E \phi \land \psi\).

(iii) \(\phi \lor (\psi \lor \chi) \equiv^E (\phi \lor \psi) \lor (\phi \lor \chi)\).

*Proof.* The first clause of item (i) follows directly from the commutativity of \(\lor\). For the second clause, we only show \((\phi \lor \psi) \lor \chi \models^E \phi \lor (\psi \lor \chi)\); the other direction is similar. Suppose \(M, t \models (\phi \lor \psi) \lor \chi\) for some \(M = (W, R, \triangleright, \uplus, V)\). Then there exist \(r, s \subseteq W\) such that \(t \leq r \uplus s\), \(r \models \phi \lor \psi\) and \(s \models \chi\). Since \(r \models \phi \lor \psi\), there exist \(r_0, r_1 \subseteq W\) such that \(r \leq r_0 \uplus r_1\), \(r_0 \models \phi\) and \(r_1 \models \psi\). Thus, we have \(r_0 \uplus (r_1 \uplus s) \models \phi \lor (\psi \lor \chi)\). To conclude that \(t \models \phi \lor (\psi \lor \chi)\), by persistence, it suffices to show that \(t \leq r_0 \uplus (r_1 \uplus s)\), which reduces to showing \(t \leq r_0 \uplus r_1 \uplus s\), as \(\uplus\) is associative. Now, since \(r \leq r_0 \uplus r_1\) and \(\triangleright\) is the order of the semilattice \((\wp(W), \uplus, \triangleright)\), we obtain \(t \leq r_0 \uplus s \leq (r_0 \uplus r_1) \uplus s\), as required.

The second clause of item (ii) is a consequence of the first clause. For the first clause of item (ii), suppose \(t \models \phi\). By the empty team property (Lemma 4.18), we have \(\emptyset \models \psi\). Since \(M, t \ll t = t \uplus \emptyset\), we conclude that \(t \models \phi \lor \psi\).

Item (iii) follows directly from definition. \(\square\)

However, as expected, not all axioms of tIPC are sound in the generalized team semantics. We now give counter-examples to illustrate the failure of the three remaining axioms of tIPC: Axioms (2) and (3), and the Split axiom. For each axiom we provide two counter-models, whose underlying frames are denoted as \(\mathcal{F}_M\) and \(\mathcal{F}_N\). The frame \(\mathcal{F}_M = (W, R, \triangleright, \uplus)\) has as domain an arbitrary finite set \(W\) with at least 3 elements, and the partial order \(R = \text{id}\) (i.e., the underlying Kripke frame \((W, R)\) is classical, and thus Conditions (a)-(c) in Definition 4.13 are trivially satisfied). The associated (finite) bounded semilattice \((\wp(W), \uplus, \triangleright)\) of \(\mathcal{F}_M\) is thus a lattice (with the meet \(\cap\) defined as \(t \cap s = \bigcup \{ r \in W \mid r \leq t, s \}\)), and we require that it contains the lattice \(M_S\) as shown (upside down) in Figure 8 as a sublattice. The finite frame \(\mathcal{F}_N = (W, R, \triangleright, \uplus)\) is defined the same way as \(\mathcal{F}_M\), except that its bounded (semi)lattice \((\wp(W), \uplus, \triangleright)\) contains instead the lattice \(N_S\) as shown (upside down) in Figure 8 as a sublattice. Recall (see, e.g., [12]) that a lattice is
Figure 8: Lattices $M_5$ and $N_5$ (placed upside down)

distributive if and only if none of its sublattices is isomorphic to $M_5$ or $N_5$ (note that $M_5$ and $N_5$ are horizontally symmetric, and thus the direction of the order $\geq$ in Figure 8 does not make a substantial difference in the discussion). Thus, the lattices $(\wp(W), \cup, \cap, \emptyset)$ for $\mathfrak{F}_M$ and $\mathfrak{F}_N$ are clearly not distributive. The reason for the slightly more involved construction of these counter-models will become clear in the next section, when we discuss distributive frames. Similar counter-examples to our Counter-example 4.21 below can also be found in [40] in a different and algebraic setting.

We now first give our two counter-examples for Axiom (3) $(\phi \rightarrow \chi) \rightarrow (\phi \lor \psi \rightarrow \chi \lor \psi)$, which expresses the monotonicity of the local disjunction $\lor$.

Counter-example 4.20 (Axiom (3)). (1). Consider the general intuitionistic team Kripke model $\mathfrak{M} = (\mathfrak{F}_M, V)$, where the frame $\mathfrak{F}_M$ is as described above, the valuation $V$ satisfies

$$V(p) = r, \ V(q) = s \text{ and } V(p') = o,$$

and the teams $o, r, s, t, r \cup s$ are as shown in Figure 8. Note that since $R = \text{id}$, the valuation $V$ is trivially persistent. Moreover, since $o \models p, q, p'$, the valuation is also legitimate (or consistent with the empty team property) in case $o = \emptyset$.

We have that $\mathfrak{M}, t \not\models (p \rightarrow p') \rightarrow (p \lor q \rightarrow p' \lor q)$. To see why, first observe that since $R = \text{id}$, a $\succsim$-successor of any point is a $\succsim$-successor, and vice versa. We first show that $t \models p \rightarrow p'$. Suppose $t \succsim t'$ and $t' \models p$. By definition, we have $t' \precsim V(p) = r$. Since $M_5$ (with the meet $\cap M_5$) is a sublattice of $(\wp(W), \cup, \cap, \emptyset)$, $o = r \cap M_5 \models t = r \cap t \succsim t'$. Now, since $V(p') = o$, we obtain $t' \models p'$, as required.

Next, we have $t \models p \lor q$, since $r = p, s = q$, and $t \not\approx r \cup s$. Finally, we verify that $t \not\models (p' \lor q)$, from which we would conclude that $t \not\models (p \lor q) \rightarrow p' \lor q$. For any $r', s'$ such that $r' \models p', s' \models q$, we have, by definition, that $r' \precsim V(p') = o \precsim s$ and $s' \precsim V(q) = s$, which imply $s \succsim r' \cup s'$. Thus, we have that $t \not\models (p' \lor q)$, since otherwise we would have $t \models s$, which is not the case.

(2). Consider the general intuitionistic team Kripke model $\mathfrak{M} = (\mathfrak{F}_N, V)$, where the frame $\mathfrak{F}_N$ is as described above, the valuation $V$ satisfies

$$V(p) = s, \ V(p') = o \text{ and } V(q) = r,$$
and the teams \( o, r, s, t, r \cup s \) are as shown in \( N_3 \) in Figure\(^{32}\).

We have that \( \mathcal{M}, t \not\models (p \rightarrow p') \rightarrow (p \lor q \rightarrow p' \lor q) \). To see why, we first show that \( t \models p \rightarrow p' \). For any \( t' \triangleleft t \) with \( t' \models p \), we have \( t' \triangleleft V(p) = s \). But since \( N_3 \) is a sublattice of \( (\wp(W), \cup, \cap, \emptyset) \), we have that \( t' \triangleleft t \cap s = t \cap_{N_3} s = o = V(p') \). Thus, \( t' \models p' \).

Next, clearly \( t \models p \lor q \), since \( t \ntriangleleft r \cup s \), \( r \models q \) and \( s \models p \). Finally, we verify that \( t \not\models p' \lor q \), from which it would follow that \( t \not\models p \lor q \rightarrow p' \lor q \). For any \( r', s' \) such that \( r' \models q \) and \( s' \models p' \), we have, by definition, that \( r' \triangleleft V(q) = r \) and \( s' \triangleleft V(p') = o \triangleleft r \), which imply that \( r' \cup s' \triangleleft r \ntriangleleft t \). Since \( r \ntriangleleft t \), we obtain \( t \not\models r' \cup s' \).

The above counter-examples show the failure of the monotonicity of the local disjunction \( \lor \), stated as an implication \((\phi \rightarrow \chi) \rightarrow (\phi \lor \psi \rightarrow \chi \lor \psi)\). Nevertheless, it is straightforward to verify that the following (weaker form of) monotonicity of \( \lor \) does hold:

If \( \phi \models^F \chi \), then \( \phi \lor \psi \models^F \chi \lor \psi \).

In other words, the following deduction rule of \( \lor \) is sound:

\[
\frac{\phi \models \chi}{\phi \lor \psi \models \chi \lor \psi} \quad \text{\( \lor \text{Mon} \)}
\]

Note that we do not allow any context set \( \Gamma \) to occur on the left-hand side of \( \models \) in the above rule.

Next, we shall illustrate the failure of Axiom (2) \((\phi \rightarrow \alpha) \rightarrow ((\psi \rightarrow \alpha) \rightarrow (\phi \lor \psi \rightarrow \alpha))\). We do so by first giving two examples to illustrate the failure of closure under \( \cup \)-join for standard formulas (i.e., \( \lor \)-free formulas). Recall that in the standard team semantics, standard formulas are, however, closed under \( \cup \)-join (or unions). We say that a formula \( \phi \) is closed under (finite) join if for any model \( \mathcal{M} = (W, R, \triangleright, \cup, V) \) and teams \( t, s \subseteq W \)

\[
\mathcal{M}, t \models \phi \quad \text{and} \quad \mathcal{M}, s \models \phi \quad \Rightarrow \quad \mathcal{M}, t \cup s \models \phi. \quad \text{(Join Closure Property)}
\]

**Counter-example 4.21** (Failure of join closure for standard formulas). (1). Consider the general intuitionistic team Kripke model \( \mathcal{M} = (\mathfrak{S}_M, V) \), where the valuation \( V \) satisfies

\[
V(p) = t \quad \text{and} \quad V(q) = o.
\]

Clearly, \( r \cup s \not\models p \rightarrow q \), since for the team \( t \), we have \( r \cup s \triangleright t \models p \), whereas \( t \not\models q \). On the other hand, we have \( r \models p \rightarrow q \) and \( s \models p \rightarrow q \).

We now give the proof of \( r \models p \rightarrow q \); the proof of \( s \models p \rightarrow q \) is similar. Suppose \( r' \triangleleft r \) and \( r' \models p \). Then, by definition, we have that \( r' \triangleleft V(p) = t \). Since \( M_3 \) is a sublattices of \( (\wp(W), \cup, \cap, \emptyset) \), we have that \( r' \triangleleft r \cap t = r \cap_{M_3} t = o = V(q) \), which implies \( r' \models q \), as required.

(2). Consider the general intuitionistic team Kripke model \( \mathcal{M} = (\mathfrak{S}_M, V) \), where the valuation \( V \) satisfies

\[
V(p) = t \quad \text{and} \quad V(q) = r.
\]
Clearly, \( r \cup s \not\models p \to q \), for a similar reason as above. On the other hand, we have \( r \models p \to q \) and \( s \models p \to q \). The former follows easily from persistence and the fact that \( r \models p \) and \( r \models q \). The latter is proved by going through a similar argument to that in (1) where the fact \( t \cap s = o \) is used.

Closure under (finite) joins of a formula \( \phi \) in a model is actually equivalent to validity of the idempotent law \((\phi \lor \phi) \leftrightarrow \phi \) in the model, as we now show. Note that \( \phi \to \phi \lor \phi \) is always valid (by Lemma 4.19(ii) and the deduction theorem).

**Lemma 4.22.** Let \( M = (W, R, \supseteq, \cup, V) \) be a general intuitionistic team Kripke model. For any formula \( \phi \),

\[
\phi \text{ is closed under (finite) joins in } M \iff M \models \phi \lor \phi \to \phi.
\]

**Proof.** \( \implies \): For any team \( t \subseteq W \), if \( M, t \models \phi \lor \phi \), then there exist \( r, s \subseteq W \) such that \( t \subseteq r \cup s \), \( r \models \phi \) and \( s \models \phi \). Since \( \phi \) is closed under joins in \( M \), we have that \( r \cup s \models \phi \), which then implies \( t \models \phi \) by persistence.

\( \impliedby \): Suppose \( M, s \models \phi \) and \( M, t \models \phi \) for some \( s, t \subseteq W \). By definition \( s \cup t \models \phi \lor \phi \). Now, since \( M \models \phi \lor \phi \to \phi \), we conclude that \( s \cup t \models \phi \).

By Corollary 3.12 over the standard team semantics the idempotent law \( \alpha \lor \alpha \to \alpha \) for standard formulas \( \alpha \) is a theorem in \( t\text{IPC} \). By the above lemma, Counterexample [4.21] also shows that \( \alpha \lor \alpha \to \alpha \) is no longer sound under the generalized semantics. In particular, in the two models of the counter-example we have \( r \cup s \models (p \to q) \lor (p \to q) \), whereas \( r \cup s \not\models p \to q \). The same example also illustrates that the substitution instance of Axiom (2) \((\phi \to \alpha) \to ((\phi \to \alpha) \to (\phi \lor \phi \to \alpha)) \) obtained by putting \( \phi = \alpha = p \to q \) is not sound, since, e.g., in both models in Counter-example [4.21] we have \( r \cup s \not\models (p \to q) \lor (p \to q) \to (p \to q) \). From this it also follows that \( (p \to q) \lor (p \to q) \not\models p \to q \), even though \( p \to q \models p \to q \). Therefore, unlike with Axiom (3), the (weaker) rule that corresponds to Axiom (2) “from \( \phi \vdash \alpha \) and \( \psi \vdash \alpha \), derive \( \phi \lor \psi \vdash \alpha \)” is not sound either.

Finally, we also construct two counter-models for the Split axiom, whose underlying frames are two concrete instances of the frames \( \mathcal{S}_M \) and \( \mathcal{S}_N \). We, however, did not succeed to construct these counter-models with arbitrary frames \( \mathcal{S}_M \) and \( \mathcal{S}_N \).

**Counter-example 4.23** (Split). (1). Consider the general intuitionistic team Kripke model \( \mathcal{M} = (W, R, \supseteq, \cup, V) \), where \( W \) is an arbitrary 3-element set, \( R = \text{id} \), the bounded semilattice \((\wp(W), \cup, \emptyset)\) is the left figure shown (upside down) in Figure 9, and the valuation \( V \) satisfies

\[
V(p) = t, \ V(q) = \emptyset, \ V(a) = r \text{ and } V(b) = s.
\]

Note that the highlighted points in \((\wp(W), \cup, \emptyset)\) form a sublattice, the lattice \( M_5 \). Then \( r \cup s \not\models (p \to q) \to a \lor b \to ((p \to q) \to a) \lor ((p \to q) \to b) \). To see why, observe first that \( r \cup s \models (p \to q) \to a \lor b \), since the only teams \( t' \not\subseteq r \cup s \) such that
Figure 9: Two bounded join-semilattices \((\wp(W), \cup, \emptyset)\) (placed upside down) with \(M_5\) and \(N_5\) as a sublattice respectively.

t' \models p \to q\) are \(r, s,\) and \(\emptyset,\) on which either \(a\) or \(b\) is true. But \(r \cup s \not\models (p \to q) \to a\) and \(r \cup s \not\models (p \to q) \to b,\) since \(s \not\models a,\) and \(r \not\models b.\)

(2). Consider the general intuitionistic team Kripke model \(M = (W, R, \geq, \cup, V),\) where \(W\) is an arbitrary 3-element set, \(R = \text{id},\) the bounded semilattice \((\wp(W), \cup, \emptyset)\) is the right figure shown (upside down) in Figure 9 and the valuation \(V\) satisfies

\[V(p) = t, \ V(q) = r = V(a) \text{ and } V(b) = s.\]

Note that the semilattice \((\wp(W), \cup, \emptyset)\) is the same as the one in Example 4.14 and the highlighted points form a sublattice, the lattice \(N_5.\) By a similar argument to the above, it can be verified that \(r \cup s \not\models ((p \to q) \to a \lor b) \to ((p \to q) \to a) \lor ((p \to q) \to b).\)

Consider the logic \(\text{gtIPC} := \{\phi \mid F^\# \models \phi\}\) of the class \(F^\#\) of all general intuitionistic team Kripke frames. By the observations above, all axioms of \(tIPC\) except for Axioms (2) and (3) and the Split axiom belong to \(\text{gtIPC}.\) Whether these axioms actually axiomatize the logic \(\text{gtIPC}\) is left as future work.

### 4.3 Recovering the standard \(tIPC,\) and distributivity

In this section, we show that over general intuitionistic team Kripke frames that are distributive, Axioms (2) and (3) and the Split axiom are sound, and thus all \(tIPC\) axioms are recovered over such frames; in other words, distributivity is a sufficient condition for validating these axioms. It will then follow also from the counter-examples provided at the end of the previous section that distributivity is actually the necessary and sufficient condition for validating Axioms (2) and (3) over the class of finite classical frames. We also show that over distributive frames standard formulas satisfy the join closure property. Similar results are also found in related work in [40] in a different and simpler setting; we will discuss these connections in more detail in Section 5.

Let us first define the distributivity condition.
Definition 4.24. A general intuitionistic team Kripke frame $\mathcal{F} = (W, R, \supseteq, \sqsubseteq)$ is called distributive if the join-semilattice $(\wp(W), \sqsubseteq, \emptyset)$ is distributive, namely

$$t \sqsubseteq r \cup s \implies \exists r', s' \subseteq W : r' \sqsubseteq r, s' \sqsubseteq s, \text{ and } t = r' \cup s'.$$

We denote by $\text{DF}$ the class of distributive general intuitionistic team Kripke frames.

A frame $\mathcal{F} = (W, \supseteq, R, \cup, \emptyset)$ with $R$ a partial order is always distributive, as $(\wp(W), \cup, \emptyset)$ is clearly a distributive semilattice. Let us elaborate on the notion of distributivity. Recall, from e.g., [12], that any distributive join-semilattice in which meets exist is a distributive lattice. Meets of finite join-semilattices always exist. A lattice is distributive if and only if none of its sublattices is isomorphic to $M_5$ or $N_5$ shown in Figure 8 (placed upside down with the highlighted nodes $r, s, t$ witnessing the failure of the distributivity condition). We have essentially already pointed out that the two types of finite frames $\mathcal{F}_M$ and $\mathcal{F}_N$ we constructed in the previous section for Counter-examples 4.20 and 4.21 (as well as the two concrete frames constructed in Counter-example 4.23) are thus not distributive. Furthermore, any finite $k$-element non-distributive classical frame (i.e., $R = \text{id}$) is thus isomorphic to either $\mathcal{F}_M$ or $\mathcal{F}_N$ with $k$ elements. Our Counter-examples 4.20 and 4.21 and the discussions afterwards in the previous section thus show that over finite classical frames, distributivity is a necessary condition for validating Axioms (2) and (3), the idempotent law of the local disjunction $\vee$ for standard formulas, and join closure of standard formulas.

Corollary 4.25. For any finite classical frame $\mathcal{F}$ that is not in $\text{DF}$, we have that Axiom (2), Axiom (3) and the idempotent law $\alpha \vee \alpha \rightarrow \alpha$ (with $\alpha$ standard) are not valid on $\mathcal{F}$, and standard formulas are not closed under joins over $\mathcal{F}$.

Whether distributivity is a necessary condition for the same axioms for the local disjunction $\vee$ and join closure property also over non-classical frames (i.e., frames in which $R \neq \text{id}$) is unclear. As for the Split axiom for the global disjunction $\setminus$, we conjecture that distributivity is not a necessary condition for validating the axiom even over finite classical frames. Our Counter-example 4.23 from the previous section was built on two concrete non-distributive frames of $\mathcal{F}_M$ or $\mathcal{F}_N$ type; it is not clear how to generalize the argument to arbitrary $\mathcal{F}_M$ or $\mathcal{F}_N$ type frames.

We now proceed to show that distributivity is, on the other hand, a sufficient condition for validating all above-mentioned axioms and properties, over arbitrary frames. We start with Axioms (3).

Proposition 4.26. For any formulas $\phi, \psi$ and $\chi$, we have that $\text{DF} \models (\phi \rightarrow \chi) \rightarrow (\phi \vee \psi \rightarrow \chi \vee \psi)$.

Proof. Let $\mathcal{M} = (W, R, \supseteq, \sqsubseteq, V)$ be a model with a distributive underlying frame. Suppose $\mathcal{M}, t \models \phi \rightarrow \chi$ for some $t \subseteq W$. Suppose also that $t \supseteq \circRs$ and $s \models \phi \vee \psi$. Then there are $r_0, r_1 \subseteq W$ such that $s \sqsubseteq r_0 \cup r_1$, $r_0 \models \phi$ and $r_1 \models \psi$. By distributivity, there exist $r_0', r_1' \subseteq W$ such that $r_0' \sqsubseteq r_0$, $r_1' \sqsubseteq r_1$, and $s = r_0' \cup r_1'$. 
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Since \( t \succ \diamond R s \succ r_0' \preceq r_0 \), by persistence, we have \( r_0' \models \phi \to \chi \) and \( r_0' \models \phi \), which imply \( r_0' \models \chi \). On the other hand, since \( r_1 \succ r_1' \), we also have \( r_1' \models \psi \) by persistence. Hence, we conclude that \( s = r_0' \cup r_1' \models \chi \lor \psi \), as required.

Next, we show that over general intuitionistic team Kripke models whose underlying frame are distributive, standard formulas are closed under finite joins in general, and under arbitrary joins given certain additional conditions.

**Lemma 4.27** (Join closure of standard formulas). Let \( \mathfrak{M} = (W, R, \succ, \cup, V) \) be a model with a distributive underlying frame. For any standard formula \( \alpha \), any teams \( t_0, t_1 \subseteq W \),

\[
\mathfrak{M}, t_0 \models \alpha \text{ and } \mathfrak{M}, t_1 \models \alpha \implies \mathfrak{M}, t_0 \cup t_1 \models \alpha.
\]

Moreover, if \( (\wp(W), \cup, \emptyset) \) forms a distributive complete semilattice, and distributivity and Condition (c) hold for arbitrary \( \cup \)-joins, then

\[
\mathfrak{M}, t \models \alpha \text{ for every } t \in T \implies \mathfrak{M}, \bigcup T \models \alpha.
\]

**Proof.** We only give the proof for the finite join case. The arbitrary join case follows from essentially the same argument, in which all the steps with finite joins can be easily adapted to the infinite case given the completeness assumption.

We proceed by induction on \( \alpha \). If \( \alpha = \bot \), then \( \mathfrak{M}, t_0 \models \bot \) and \( \mathfrak{M}, t_1 \models \bot \) imply that \( t_0 = \emptyset = t_1 \). Thus, \( t_0 \cup t_1 = \emptyset = \bot \).

If \( \alpha = p \), then \( t_0, t_1 \models p \) implies \( t_0, t_1 \preceq V(p) \). Since \( (\wp(W), \cup, \emptyset) \) is a lattice, \( t_0 \cup t_1 \preceq V(p) \) and so \( t_0 \cup t_1 \models p \).

Case \( \alpha = \beta \lor \gamma \). Suppose \( t_0, t_1 \models \beta \lor \gamma \). Then there are \( r_0, s_0, r_1, s_1 \in \wp(W) \) such that \( t_0 \preceq r_0 \cup s_0, t_1 \preceq r_1 \cup s_1, r_0 \models \beta, s_0 \models \gamma, r_1 \models \beta, \) and \( s_1 \models \gamma \). By induction hypothesis, we have that \( r_0 \cup s_1 \models \beta \) and \( s_0 \cup s_1 \models \gamma \). Since \( (\wp(W), \cup, \emptyset) \) is a lattice,

\[
t_0 \cup t_1 \preceq (r_0 \cup s_0) \cup (r_1 \cup s_1) = (r_0 \cup r_1) \cup (s_0 \cup s_1)
\]

Hence we conclude that \( t_0 \cup t_1 \models \beta \lor \gamma \).

Case \( \alpha = \beta \to \gamma \). Suppose \( t_0, t_1 \models \beta \to \gamma \). Suppose also that \( t_0 \cup t_1 \succ \diamond R s \) and \( s \models \beta \). Then, by Conditions (b) and (c), we have \( R[t_0] \cup R[t_1] = R[t_0 \cup t_1] \succ s \).

By distributivity, there exist \( r_0, r_1 \subseteq W \) such that \( r_0 \preceq R[t_0], r_1 \preceq R[t_1] \), and \( s = r_0 \cup r_1 \). Since \( t_0 R^e R[t_0] \preceq r_0 \preceq s \) and \( t_1 R^e R[t_1] \preceq r_1 \preceq s \), by persistence, we have \( r_0, r_1 \models \beta \to \gamma \) and \( r_0, r_1 \models \beta \). Thus, \( t_0, t_1 \models \gamma \). Hence, by induction hypothesis, we conclude that \( s = r_0 \cup r_1 \models \gamma \).

The case \( \alpha = \beta \land \gamma \) is straightforward.

Let us remark that in the above proof, only the implication case requires the distributivity assumption. This means that for arbitrary general intuitionistic team Kripke model, all \( [\bot, \land, \lor] \)-formulas are closed under finite joins.

An immediate corollary of the above lemma is that the idempotent law for \( \lor \) and Axiom (2) are sound over distributive frames.
Corollary 4.28. For any standard formula $\alpha$, and any formulas $\phi$ and $\psi$, we have that $\text{DF} \models \alpha \lor \alpha \rightarrow \alpha$ and $\text{DF} \models (\phi \rightarrow \alpha) \rightarrow ((\psi \rightarrow \alpha) \rightarrow (\phi \lor \psi \rightarrow \alpha))$.

Proof. The soundness of $\alpha \lor \alpha \rightarrow \alpha$ follows from Lemma 4.27 and Lemma 4.22. The soundness of Axiom (2) follows from the observation that given Axiom (3), Axiom (2) is equivalent to $\alpha \lor \alpha \rightarrow \alpha$.

As a consequence of Corollary 4.25 - Corollary 4.28, distributivity is a necessary and sufficient condition for validating Axiom (2), Axiom (3), idempotent law of $\lor$ for standard formulas and closure under join for standard formulas over finite classical frames.

Finally, we show that over distributive frames the Split axiom is also sound, and thus all tIPC axioms are recovered in DF or $\text{DF} \models \text{tIPC}$. We first prove the following lemma.

Lemma 4.29. Let $\mathfrak{F} = (W, R, \triangleright, \triangledown)$ be a general frame. For any teams $t, r, s \subseteq W$, if $t \triangleright \circ R r$ and $t \triangleright \circ R s$, then $R[t] \triangleright r \triangledown s$.

Proof. By condition (b) we have that $R[t] \triangleright r$ and $R[t] \triangleright s$, which then imply that $R[t] \triangleright r \triangledown s$.

Proposition 4.30. For any standard formula $\alpha$, and any formulas $\phi$ and $\psi$, we have that $\text{DF} \models (\alpha \rightarrow \phi \lor \psi) \rightarrow (\alpha \rightarrow \phi) \lor (\alpha \rightarrow \psi)$.

Proof. Let $\mathfrak{M} = (W, R, \triangleright, \triangledown, V)$ be an arbitrary model with a distributive underlying frame. Suppose $\mathfrak{M}, t \not\models (\alpha \rightarrow \phi) \lor (\alpha \rightarrow \psi)$. We show that $\mathfrak{M}, t \not\models \alpha \rightarrow \phi \lor \psi$. By assumption, there are teams $r, s \subseteq W$ such that $t \triangleright \circ R r$, $t \triangleright \circ R s$, $r \models \alpha$, $r \not\models \phi$, $s \models \alpha$ and $s \not\models \psi$. Consider the team $r \triangledown s$. By Lemma 4.27 we have $r \triangledown s \models \alpha$. Since $r, s \not\models r \triangledown s$, by persistence, we have $r \triangledown s \not\models \phi$ and $r \triangledown s \not\models \psi$, meaning $r \triangledown s \not\models \phi \lor \psi$. Now, by Lemma 4.29, we have $R[t] \triangleright r \triangledown s$, from which we conclude that $R[t] \not\models \alpha \rightarrow \phi \lor \psi$. Finally, since $t R^o R[t]$, we obtain $t \not\models \alpha \rightarrow \phi \lor \psi$ by persistence.

Hence, we have shown that $\text{DF} \models \text{tIPC}$. Whether the logic of DF is exactly tIPC, or what the logic of DF is is left as future work.

5 Concluding remarks and open problems

In this paper, we have studied intermediate logics in the setting of team semantics. Starting from the team-based intuitionistic logic tIPC introduced in [15], we have explored two alternative approaches to define intermediate logics for team semantics. In the first approach, we extend tIPC with axioms written in the standard language only. We showed that universal models for IPC behave also as universal models for tIPC, and a large class of intermediate standard axioms (including some de Jongh-formulas) still define the same class of Kripke frames. In the second approach, we made a first attempt to define team-based logics in which the
Split axiom is not sound. This is done by generalizing the standard team semantics through general intuitionistic team Kripke frames $\mathcal{F} = (W, R, \preceq, \sqcap)$, where $(\wp(W), \preceq, \emptyset, \emptyset)$ is an abstraction of the underlying structure $(\wp(W), \supseteq, \cup, \emptyset)$ of teams in the standard team semantics.

A few remarks on our choice of definitions in the second approach are in order, especially in comparison with two related approaches considered by Punčochář in [39, 40] (as sketched in the introduction section). Instead of modifying the underlying structure of teams to $(\wp(W), \preceq, \emptyset, \emptyset)$, it also makes sense to consider the structure $(I, \supseteq, \cup, \emptyset)$, where $I \subseteq \wp(W)$ is a set of “admissible” teams, as it was done in [39]. Another appealing alternative generalization is to treat teams simply as elements of the domain $W$ in Definition 4.13; that is, instead of “lifting” the order $R$ to the power set level, one “flattens” teams to the single world level. Or, as considered in [40], teams are viewed as primitive entities in an arbitrary bounded semilattice $(A, \sqcap, 0)$ (i.e., a team is an element in the domain $A$). This approach, however, does not seem to be in line with the fundamental idea of team semantics itself, at least not directly. Team semantics was introduced by Hodges [24, 25] to characterize notions of dependence, which, as Hodges observed, can only make sense in the presence of multitudes or sets of possible worlds (i.e., teams), rather than in single worlds. We thus choose to maintain this most distinguishing feature of team semantics, and define teams only as elements in the power set of the domain $W$. The benefit of this team semantics approach will become apparent when we investigate notions of dependence in the intermediate logic framework laid down in this paper, which we leave as future work.

There is another main difference between our approach and the approaches in [39, 40]. Our general intuitionistic team Kripke frames $\mathcal{F} = (W, R, \preceq, \emptyset)$ are, in a sense, always two-layered — the base layer consists of a usual intuitionistic Kripke frame $(W, R)$, and the structure $(\wp(W), \preceq, \emptyset, \emptyset)$ belongs to the team layer. The “intermediateness” can come from variations in both layers as well as their interactions. In particular, our first approach (Section 3) can be viewed as keeping the team layer fixed to $(\wp(W), \supseteq, \cup, \emptyset)$, while varying the underlying Kripke frame $(W, R)$. The interaction between the two layers (as reflected in the composition $\preceq \circ R^\ast$) also affects the behavior of implication $\rightarrow$ (see Definition 4.15). On the other hand, the approach in either [39] or [40] is essentially single-layered. The focus there is only on the team layer, being either $(I, \supseteq, \cup, \emptyset)$ or $(A, \preceq, \emptyset, 0)$ (where $\preceq$ is the partial order associated with the join $\sqcap$), and the implication $\rightarrow$ is thus defined by using the partial order $\supseteq$ or $\preceq$ alone as the successor relation. In particular, putting $A = \wp(W)$, the setting in [40] essentially corresponds to the case $R = \text{id}$ in our setting. It is interesting to note, though, that in [40], it was shown that over the frames $(A, \preceq, \emptyset, 0)$ with the semilattice $(A, \sqcup, 0)$ being distributive, the logic in the standard language (with local disjunction $\lor$) is exactly IPC. Distributivity is also shown to be a necessary and sufficient condition for join closure in the setting. Moreover, [40] also introduced a sound and complete system of natural deduction for the language of tIPC extended with the necessity $\Box$ modality, which is roughly tIPC axioms/rules together with rules of IK. These results correspond to our results...
in Section 4.3. Whether the arguments for the completeness theorem in [40] can be adapted in our context to show that distributivity is actually the characterization condition for \( t\text{-IPC} \) axioms is open.

A subtle but important technical difference between our setting and the setting in [40] also deserves comments. The semantics of the local disjunction \( \lor \) in [40] is defined with the same clause as in our Definition 4.15 except that our condition 
\[ t \preceq s \cup r \] is changed to 
\[ t = s \cup r \] in [40]. While the two definitions for \( \lor \) are actually equivalent in the standard team semantics setting (when \( \models = \supset \) and \( \cup = \bigcup \), see Corollary 3.6), our definition turns out to be more general in the generalized team semantics setting. In particular, the persistence property in [40] (especially for the \( \lor \) case in the proof) also requires the assumption that the underlying semilattice in question is distributive (in which case Split axiom is also sound), whereas the persistence property in our setting (Lemma 4.16) does not require the distributivity assumption (and thus the Split axiom is in general not sound in our setting).

We end the paper by mentioning some more open problems. Section 4 is a first step towards a generalized team semantics and many further directions deserve investigation. For instance, in Definition 4.13 of general intuitionistic team Kripke frames, whether it is possible to weaken conditions (b) and (c) and still preserve the persistence property of the logic needs to be further explored. It also makes sense to weaken the assumption that \( \preceq \) is the partial order of the join-semilattice \((\wp(W), \cup, \emptyset)\). While this lattice order assumption was used heavily in Section 4.3 to recover all \( t\text{-IPC} \) axioms, in Section 4.2 the assumption is used actually only in establishing Lemma 4.19(ii) (the associativity of the local disjunction \( \lor \)), where the minimal condition seems to be that 
\[ t \preceq s \] implies 
\[ t \cup r \preceq s \cup r \] for all teams \( r, s, t \). Weakening the lattice order assumption to this alternative assumption will give rise to a different logic that requires further investigation. How to axiomatize the logic of the class of all general intuitionistic team Kripke frames, what is the logic of the class DF of all distributive such frames, and do these logics have the disjunction property are also topics for future research. Providing appropriate definitions of universal models and de Jongh formulas in the generalized team semantics setting is also an interesting direction. Related work on universal models for fragments of intuitionistic modal logic has been studied recently in [3]. Another very recent work [41] has provided algebraic semantics for \( t\text{-IPC} \) and the team-based intermediate logics obtained from our first approach (as defined in Definition 3.14). Some other work on algebraic semantics of inquisitive and other relevant logics can be found in [10, 21]. It is natural to study also the algebraic semantics for the logics obtained from our second approach. A recent Master’s thesis [17] introduced a related type of general team semantics for a positive (modal) logic by considering complete (modal) lattices (where the distributivity of the lattices also plays a related subtle role). Studying modal extensions of the language \( t\text{-IPC} \) is also an interesting direction for future work. Different variants of modal dependence and inquisitive logic have been studied by many authors, see, e.g., [33, 43, 46, 49].
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