WHEN DO KELLER–SEGEL SYSTEMS WITH HETEROGENEOUS LOGISTIC SOURCES ADMIT GENERALIZED SOLUTIONS?
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Abstract. We construct global generalized solutions to the chemotaxis system
\[
\begin{align*}
    u_t &= \Delta u - \nabla \cdot (u \nabla v) + \lambda(x)u - \mu(x)u^\kappa, \\
    v_t &= \Delta v - v + u
\end{align*}
\]
in smooth, bounded domains $\Omega \subset \mathbb{R}^n$, $n \geq 2$, for certain choices of $\lambda$, $\mu$, and $\kappa$.

Here, inter alia, the selections $\mu(x) = |x|^\alpha$ with $\alpha < 2$ and $\kappa = 2$ as well as $\mu \equiv \mu_1 > 0$ and $\kappa > \min\{2n-2, \frac{2n+4}{n+4}\}$ are admissible (in both cases for any sufficiently smooth $\lambda$).

While the former case appears to be novel in general, in the two- and three-dimensional setting, the latter improves on a recent result by Winkler (Adv. Nonlinear Anal. 9 (2019), no. 1, 526–566), where the condition $\kappa > \frac{2n+4}{n+4}$ has been imposed. In particular, for $n = 2$, our result shows that taking any $\kappa > 1$ suffices to exclude the possibility of collapse into a persistent Dirac distribution.

1. Introduction. After the seminal work by Keller and Segel [10] nearly half a century ago, biologists and mathematicians alike have shown great interest in various systems describing chemotaxis, i.e. the partially directed movement of (inter alia) cells towards higher concentration of a chemical substance, see for instance [1] for an overview.

As discussed in the recent survey [13], many taxis systems lack sufficient regularity to obtain global classical solutions and hence often one has to resort to certain
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weaker solution concepts. In the present paper, we will construct global generalized solutions of the initial boundary value problem

\[
\begin{align*}
  u_t &= \Delta u - \nabla \cdot (u \nabla v) + \lambda(x) u - \mu(x) u^\kappa, \quad x \in \Omega, \ t > 0, \\
  v_t &= \Delta v - v + u, \quad x \in \Omega, \ t > 0, \\
  \partial_\nu u &= 0, \ \partial_\nu v = 0, \quad x \in \partial \Omega, \ t > 0, \\
  u(x, 0) &= u_0(x), \ v(x, 0) = v_0(x), \quad x \in \Omega,
\end{align*}
\]

(1)

where \( \Omega \subset \mathbb{R}^n, \ n \geq 1 \), is a bounded domain with smooth boundary, \( \kappa > 1 \) is a parameter and \( \lambda, \mu \) as well as \( u_0, v_0 \) are sufficiently regular given functions. Here, \( u \) denotes the density of the cells and \( v \) represents the concentration of the chemical signal. Both undergo diffusion (terms \( \Delta u \) and \( \Delta v \)), the cells undergo logistic-type growth (\( +\lambda(x) u - \mu(x) u^\kappa \)), the chemical signal is produced by the cells (\( +u \)) and decays exponentially (\( -v \)) and, most importantly, the cells are attracted by a higher chemical concentration (\( -\nabla \cdot (u \nabla v) \)), the so-called chemotaxis term).

The system (1) forms also the basis of more complex models describing population dynamics [7, 22], pattern formation [33] or cancer invasion processes [4], to just name a few examples. A recent overview on several chemotaxis systems, many of which feature a logistic source term, is given in [17].

Lately, also space-depending functions \( \lambda, \mu \), reflecting heterogeneous environments, have been considered in parabolic–elliptic versions of (1) both for \( \Omega = \mathbb{R}^n \) [18, 19, 20] and for bounded domains [5]. We refer especially to the introduction of the latter article for a more detailed motivation.

Moreover, for the effect of nonlinear degradation compared to additional modifications, such as nonlinear chemotactic sensitivity or nonlinear signal production, we refer to the recent work [14] (and the references therein), where these amendments have been studied together.

Let us now briefly summarize the findings on global existence regarding the system (1). For constant \( \lambda, \mu > 0 \) and \( \kappa = 2 \), global classical solutions to (1) are known to exist if either \( n = 2 \) and \( \mu \) is merely assumed to be positive [15] or if \( n \geq 3 \) and \( \mu \) is sufficiently large [26]. These results already show a certain relaxing effect of quadratic degradation terms. After all, in the absence of cell proliferation, that is, for \( \lambda \equiv 0 \) and \( \mu \equiv 0 \), solutions blowing up in finite time are known to exist both in two [8, 21] and higher [28] dimensions.

However, not every superlinear dampening term guarantees the existence of global classical solutions. In certain parabolic–elliptic simplifications of (1), for constant \( \lambda, \mu > 0 \) and sufficiently small \( \kappa > 1 \), solutions blowing up in finite time have been constructed, at first only for \( n \geq 5 \) [27] and then also for \( n \geq 3 \) [30]. Corresponding results have recently also been obtained for heterogeneous environments in two- [5] and higher [3] dimensional settings. Still, none of these works claim that the conditions on (\( \mu \) and) \( \kappa \) are optimal. In fact, for quite a large range of parameters, it still appears to be unknown whether global classical solutions exist for all suitably smooth initial data.

Thus, in certain cases, one might need to resort to more general solution concepts. The most prominent result in this direction is probably [11], where weak solutions have been constructed for constant \( \lambda, \mu > 0 \) and \( \kappa = 2 \). In the same work, it is also shown that in three dimensional convex domains and if \( \lambda \) is sufficiently small compared to \( \mu \), these solutions even become smooth after some time.
More recently, again for constant $\lambda, \mu > 0$ and $\kappa = 2$, both for (1) (in the two dimensional setting) [12] and for parabolic–elliptic versions thereof [31], it has been analyzed for which initial data one can construct solutions becoming smooth instantaneously.

Moreover, for constant $\lambda, \mu > 0$ the question how large $\kappa$ needs to be for (1) to admit at least global generalized solutions has also been asked. A first partial answer was already given in 2008: For a parabolic–elliptic simplification of (1), the condition $\kappa > 2 - \frac{1}{n}$ suffices [24]. Meanwhile it is known that the same results also holds also in the fully parabolic case [23]. Recently, this condition has been improved to $\kappa > \frac{2n+4}{n+4}$ [32].

While the solution concepts in the articles above differ, they have in common that they exclude the collapse into a persistent Dirac-type distribution. The latter has been observed for (a simplified version of) the system with no proliferation ($\lambda \equiv 0$, $\mu \equiv 0$) in the two-dimensional setting [2] and is certainly one of the most striking features of chemotaxis systems.

**Main results.** In the present paper, we substantially extend the set of superlinear degrading terms which are known to allow for generalized solutions excluding the possibility of collapse into persistent Dirac-type distributions. Our purpose is two-fold: On the one hand, we are interested in the general interplay between the space-dependent function $\mu$, which might vanish at some points, and the superlinear degrading term $-u^\kappa$, $\kappa > 1$. On the other hand, for constant $\mu$, we improve on the conditions imposed on $\kappa$ in [23] and [32].

Our main result is

**Theorem 1.1.** Let $\Omega \subset \mathbb{R}^n$, $n \geq 2$, be a bounded domain with smooth boundary, $\beta \in (0,1)$, $s > 0$ and

$$\kappa > \max \left\{ \frac{2n(s+1)}{(n+2)s}, \frac{2(n-1)s+n}{ns}, \frac{2(n+2)s+2n}{(n+4)s} \right\}. \tag{2}$$

Suppose moreover that $\lambda, \mu \in C^\beta(\Omega)$ fulfill $\mu \geq 0$ and

$$\int_\Omega \mu^{-s} < \infty. \tag{3}$$

Then for all $0 \leq u_0 \in L^1(\Omega)$ and $0 \leq v_0 \in L^\infty(\Omega)$, the system (1) possesses at least one global generalized solution in the sense of Definition 2.1 below.

**Remark 1.** The restriction $n \geq 2$ in Theorem 1.1 is not needed. After all, even without any degrading term (i.e. $\mu \equiv 0$), for $n = 1$ global classical solutions exist [16]. However, the condition $n \geq 2$ allows for a briefer reasoning in some places.

**Remark 2.** Let $\Omega \subset \mathbb{R}^n$, $n \geq 2$, be a smooth, bounded domain containing 0 and take as a prototypical example $\mu(x) = \mu_1|x|^\alpha$, $x \in \Omega$, for $\mu_1 > 0$ and $\alpha \geq 0$. Then (3) is fulfilled for all $s \in (0, \frac{n}{n+2})$ and if

$$\kappa > \max \left\{ \frac{2n+2\alpha}{n+2}, \frac{2(n-1)+\alpha}{n}, \frac{2(n+2)+2\alpha}{n+4} \right\}. \tag{5}$$

or, equivalently, $(\kappa > \min \{ \frac{2n-2}{n}, \frac{2n+4}{n+4} \}$ and

$$\alpha < \min \left\{ \frac{(\kappa-2)n+2\kappa}{2}, \max \left\{ \frac{(\kappa-2)n+4\kappa-4}{2} \right\} \right\} \tag{6}$$
holds, then (2) is also satisfied for some sufficiently large \( s \in (0, n \alpha) \). Thus, in this case Theorem 1.1 provides the existence of global generalized solutions.

If \( \kappa = 2 \), then (6) reduces to the requirement \( \alpha < 2 \). Furthermore, thanks to the assumption that \( n \geq 2 \), for \( \alpha = 0 \) the condition (5) becomes

\[
\kappa > \min \left\{ \frac{2n - 2}{n} + 2, \frac{2n + 4}{n + 4} \right\}.
\]

(7)

Obviously, this improves on the condition \( \kappa > \frac{2n - 1}{n} \) taken in [23]. (Note that, admittedly, the solution concept taken there while similar to ours is slightly stronger.) Moreover, as \( \frac{2n - 2}{n} < \frac{2n + 4}{n + 4} \) if and only if \( n < 4 \), for the physically relevant space dimensions \( n = 2 \) and \( n = 3 \), (7) is a weaker assumption than \( \kappa > \frac{2n + 4}{n + 4} \) which has been imposed in [32].

**Remark 3.** In the prototypical example in Remark 2, the function \( \mu \) has (at most) one zero and, with obvious modifications, similar results hold when \( \mu \) is allowed to have a finite number of roots. However, we would like to mention that Theorem 1.1 is also applicable for certain \( \mu \) vanishing on some null sets with infinitely many points, for instance on lower dimensional manifolds such as line segments or circles.

**Main ideas.** Our definition of generalized solutions follows [29]; that is, \( v \) is required to be a weak solution and \( u \) has to be both a ‘mass subsolution’ and a ‘logarithmic supersolution’. This concept, which is consistent with that of classical solutions, is introduced in more detail in Section 2.

The proof then mainly consists in obtaining sufficiently strong a priori estimates for solutions to certain approximative systems (see (16) below) which allow for the application of various compactness theorems.

As a first step, we make use of the logistic term in the first equation in (1) and condition (3) to obtain an \( L_\kappa^{\text{loc}} - L^p \) bound for \( u \) for a certain \( p > 1 \) in Lemma 3.2, which in turn directly implies boundedness in \( L^p_\text{loc}(\Omega \times [0, \infty)) \). This latter information will turn out to be crucial to pass to the limit in the second equation.

Next, relying on parabolic regularity theory, we want to derive a uniform \( L^r \) bound for \( v \). To that end, we have (at least) two possibilities: We could either make use of the local-in-time mass boundedness (which is readily obtained upon integrating the first equation in (1), see Lemma 3.1) or of the aforementioned space-time bound for \( u \). As it turns out, both options have their merit—it depends on the choice of parameters which one is to be preferred. In fact, if \( \lambda, \mu > 0 \) are constant and \( n \in \{2, 3\} \), the former method turns out to be stronger. This is the reason why we are able to improve on the corresponding result in [32], where only the latter method has been employed—which in turn is more powerful for (constant \( \lambda, \mu > 0 \) and \( n > 4 \) and equally strong for \( n = 4 \). Both these options are explored together in Lemma 3.3.

These estimates combined then imply, precisely due to the condition (3), bounds of \( \nabla v \) in \( L^2_\text{loc}(\Omega \times [0, \infty)) \) and of \( uv \) in \( L^\gamma_\text{loc}(\Omega \times [0, \infty)) \) for some \( \gamma > 1 \), see Lemma 3.5. While the former is crucial for estimating \( \frac{d}{dt} \int_\Omega \ln(u + 1) \), and hence for obtaining a bound for \( \int_0^T \int_\Omega \frac{[\nabla u]^2}{u+1} \) (cf. Lemma 3.6), the latter allows us to make use of an energy identity associated with the second equation in (1) to obtain even strong \( L^2 \) convergence of \( \nabla v \) in Lemma 4.1.

Finally, at the end of Section 4, we combine the information gathered and prove Theorem 1.1.
2. A generalized solution concept and approximate solutions. Throughout the sequel, we fix \( n \geq 2 \), a smooth, bounded domain \( \Omega \subset \mathbb{R}^n \), \( s > 0 \), \( \kappa \) satisfying (2), \( \beta \in (0, 1) \), \( \lambda, \mu \in C^0(\overline{\Omega}) \) with \( \mu \geq 0 \) fulfilling (3) and \( u_0, v_0 \) satisfying (4). Additionally, for \( c > 0 \), we always set \( \frac{c}{\kappa} := \infty \) and \( \frac{c}{\mu} := 0 \).

**Definition 2.1.** A pair \((u, v)\in L^1_{\text{loc}}(\overline{\Omega} \times [0, \infty)) \times L^2_{\text{loc}}([0, \infty); W^{1,2}(\Omega))\)

with

\[
u \geq 0, v \geq 0 \text{ a.e. in } \Omega \times (0, \infty)
\]
as well as

\[
\nabla \ln(u + 1) \in L^2_{\text{loc}}(\overline{\Omega} \times [0, \infty))
\]
is called a global generalized solution of (1) if \( u \) has the property

\[
\int_{\Omega} u(\cdot, T) - \int_{\Omega} u_0 \leq \int_0^T \int_{\Omega} \lambda u - \int_0^T \int_{\Omega} \mu u^\kappa
\]
for a.e. \( T > 0 \),

\[
- \int_{\Omega} \int_0^\infty \ln(u + 1) \varphi_t - \int_{\Omega} \ln(u_0 + 1) \varphi(\cdot, 0)
\]
\[
\geq \int_{\Omega} \int_0^\infty |\nabla \ln(u + 1)|^2 \varphi - \int_{\Omega} \int_0^\infty \nabla \ln(u + 1) \cdot \nabla \varphi
\]
\[
- \int_{\Omega} \int_0^\infty \frac{u}{u + 1} (\nabla \ln(u + 1) \cdot \nabla v) \varphi + \int_{\Omega} \int_0^\infty \frac{u}{u + 1} \nabla v \cdot \nabla \varphi
\]
\[
+ \int_{\Omega} \int_0^\infty \frac{\lambda u}{u + 1} \varphi - \int_{\Omega} \int_0^\infty \frac{\mu u^\kappa}{u + 1} \varphi
\]

holds for all nonnegative \( \varphi \in C^\infty_c(\overline{\Omega} \times [0, \infty)) \) and

\[
- \int_{\Omega} \int_0^\infty v \varphi_t - \int_{\Omega} v_0 \varphi(\cdot, 0) = - \int_{\Omega} \int_0^\infty \nabla v \cdot \nabla \varphi - \int_{\Omega} \int_0^\infty v \varphi + \int_{\Omega} \int_0^\infty u \varphi
\]

holds for all \( \varphi \in C^\infty_c(\overline{\Omega} \times [0, \infty)) \).

**Remark 4.** By a direct calculation, one can show that any global classical solution \((u, v)\) of (1) is also a global generalized solution (even with equality in (12)).

Moreover, the above definition is consistent with classical solutions. That is, if \((u, v) \in (C^0(\overline{\Omega} \times [0, \infty)) \cap C^{2,1}(\overline{\Omega} \times (0, \infty)))^2\) is a global generalized solution, then \((u, v)\) is a also a (global) classical solution. We refer to [6, Lemma 2.2] and [29, Lemma 2.1] for corresponding proofs in closely related settings.

In order to construct such generalized solutions by an approximation procedure, we henceforth fix families \((u_{\varepsilon_0})_{\varepsilon \in (0, 1)}, (v_{\varepsilon_0})_{\varepsilon \in (0, 1)} \subset C^\infty(\overline{\Omega})\) with

\[
0 \leq u_{\varepsilon_0} \to u_0 \text{ in } L^1(\Omega) \text{ and } 0 \leq v_{\varepsilon_0} \to v_0 \text{ in } L^r(\Omega) \text{ for all } r \in [1, \infty)
\]
as \( \varepsilon \to 0 \) as well as

\[
\|u_{\varepsilon_0} - u_0\|_{L^1(\Omega)} \leq 1 \text{ and } \|v_{\varepsilon_0} - v_0\|_{L^1(\Omega)} \leq 1 \text{ for all } \varepsilon \in (0, 1).
\]

(A typical convolution argument shows that this is indeed possible.)
Moreover, for all \( \varepsilon \in (0, 1) \), we also fix a nonnegative function \( f_\varepsilon \in C^\infty_c([0, \infty)) \) with

\[
f_\varepsilon(s) \begin{cases} = s, & 0 \leq s \leq \frac{1}{\varepsilon}, \\ \leq s, & \frac{1}{\varepsilon} < s < \frac{2}{\varepsilon}, \\ = 0, & \frac{2}{\varepsilon} \leq s. \end{cases}
\]

With these preparations at hand, we can construct global solutions to certain approximate problems:

**Lemma 2.2.** Let \( \varepsilon \in (0, 1) \). Then there exist nonnegative functions

\[
\begin{align*}
&u_\varepsilon \in C^0(\overline{\Omega} \times [0, \infty)) \cap C^{2,1}(\overline{\Omega} \times (0, \infty)) \\
v_\varepsilon \in \bigcap_{q>q_0} C^0([0, \infty); W^{1,q}(\Omega)) \cap C^{2,1}(\overline{\Omega} \times (0, \infty))
\end{align*}
\]

such that \((u_\varepsilon, v_\varepsilon)\) is a global classical solution of

\[
\begin{align*}
&u_{\varepsilon t} = \Delta u_\varepsilon - \nabla \cdot (f_\varepsilon(u_\varepsilon)\nabla v_\varepsilon) + \lambda(x)u_\varepsilon - \mu(x)u_\varepsilon^e, & x \in \Omega, \ t > 0, \\
v_{\varepsilon t} = \Delta v_\varepsilon - v_\varepsilon + u_\varepsilon, & x \in \Omega, \ t > 0, \\
\partial_\nu u_\varepsilon = 0, \ \partial_\nu v_\varepsilon = 0, & x \in \partial\Omega, \ t > 0, \\
u_\varepsilon(x, 0) = u_{\varepsilon 0}(x), \ v_\varepsilon(x, 0) = v_{\varepsilon 0}(x), & x \in \Omega.
\end{align*}
\]

**Proof.** Existence and uniqueness in \( \overline{\Omega} \times (0, T_{\text{max}, \varepsilon}) \) for some \( T_{\text{max}, \varepsilon} \in (0, \infty) \) can be shown as in [9, Theorem 3.1], nonnegativity follows from the maximum principle and as \( \pi_\varepsilon(x, t) := \max\{\|u_{\varepsilon 0}\|_{L^\infty(\Omega)} + \frac{\lambda(x)}{2} e^{\|\lambda\|_{L^\infty(\Omega)} t}, (x, t) \in \overline{\Omega} \times [0, \infty)\}, \) defines a supersolution for the first equation in (16), the comparison principle asserts that \( \limsup_{t \to T} \|u_\varepsilon(\cdot, t)\|_{L^\infty(\Omega)} \leq \pi_\varepsilon(\cdot, T) \) is finite for all finite \( T \in (0, T_{\text{max}, \varepsilon}) \), which in turn implies \( T_{\text{max}, \varepsilon} = \infty \). \( \square \)

Henceforth, for all \( \varepsilon \in (0, 1) \) we always denote the solution to (16) constructed in Lemma 2.2 by \((u_\varepsilon, v_\varepsilon)\).

3. A priori estimates. In this section, we will first collect several a priori estimates. Later on, in Lemma 3.8, these will allow us to apply certain compactness theorems and then to construct a solution candidate for (1). We begin by obtaining \( L^\infty_{\text{loc}} - L^1 \) bounds both for \( u_\varepsilon \) and \( v_\varepsilon \) as well as a space-time bound for \( \mu u_\varepsilon^e \).

**Lemma 3.1.** Let \( T > 0, \varepsilon \in (0, 1) \) and set \( \lambda_1 := \|\lambda\|_{L^\infty(\Omega)} \). Then

\[
\int_\Omega u_\varepsilon(\cdot, t) \leq e^{\lambda_1 T} \left( \int_\Omega u_{0 \varepsilon} + 1 \right)
\]

as well as

\[
\int_\Omega v_\varepsilon(\cdot, t) \leq \int_\Omega v_{0 \varepsilon} + 1 + e^{\lambda_1 T} \left( \int_\Omega u_{0 \varepsilon} + 1 \right)
\]

hold for all \( t \in (0, T) \). Moreover,

\[
\int_0^T \int_\Omega \mu u_\varepsilon^e \leq e^{\lambda_1 T} \left( \int_\Omega u_{0 \varepsilon} + 1 \right).
\]

**Proof.** An integration of the first equation in (16) over \( \Omega \) shows that

\[
\frac{d}{dt} \int_\Omega u_\varepsilon \leq \lambda_1 \int_\Omega u_{\varepsilon t} - \int_\Omega \mu u_\varepsilon^e \quad \text{in } (0, \infty).
\]
Thus, by an ODI comparison argument and the variations-of-constants formula,
\[
\int_0^T u_\varepsilon(\cdot, t) \leq e^{\lambda_1 t} \int_\Omega u_\varepsilon(0) - \int_0^t e^{\lambda_1(t-s)} \int_\Omega \mu u_\varepsilon(x, s) \, dx \, ds \quad \text{for all } t \in (0, T).
\]
As \( e^{\lambda_1(t-s)} \geq 1 \) whenever \( t - s \geq 0 \), we conclude
\[
\int_0^T u(\cdot, t) + \int_0^t \int_\Omega \mu u_\varepsilon(x, s) \, dx \, ds \leq e^{\lambda_1 t} \int_\Omega u_\varepsilon(0) \quad \text{for all } t \in (0, T),
\]
which in view of (15) immediately implies (17) and (19).

Moreover, integrating the second PDE in (16) results in
\[
\frac{d}{dt} \int_\Omega v_\varepsilon + \int_\Omega v_\varepsilon = \int_\Omega u_\varepsilon \quad \text{in } (0, T),
\]
so that another application of the variation-of-constants formula gives
\[
\int_0^T v_\varepsilon(\cdot, t) = e^{-t} \int_\Omega v_\varepsilon(0) + \int_0^t e^{-(t-s)} u_\varepsilon(\cdot, s) \, ds \leq \int_\Omega v_\varepsilon(0) + \sup_{s \in (0,t)} \int_\Omega u_\varepsilon(\cdot, s)
\]
for all \( t \in (0, T) \), which in virtue of (15) and (17) results in (18).

Next, we turn (19) into a \( L^{\infty}_{loc}-L^p \) bound for \( u_\varepsilon \), making use of (3), that is, the fact that \( \int_\Omega \mu^{-\frac{p}{k-n}} < \infty \).

**Lemma 3.2.** Let \( T > 0 \) and set \( p := \frac{\kappa n}{\kappa + 1} > 0 \). Then there is \( C > 0 \) such that
\[
\int_0^T \left( \int_\Omega u_\varepsilon^p \right) < C \quad \text{for all } \varepsilon \in (0, 1). \tag{20}
\]

**Proof.** Since \( \frac{p}{\kappa - p} = \frac{\kappa n}{\kappa + 1 - n} = s \), by (3) there is \( c_1 > 0 \) such that \( \int_\Omega \mu^{-\frac{p}{\kappa - p}} < c_1 \). Due to Hölder’s inequality, we then obtain
\[
\int_\Omega u_\varepsilon^p = \int_\Omega \mu^{-\frac{p}{\kappa - p}} \cdot \mu^\frac{p}{\kappa - p} u_\varepsilon^p \leq \left( \int_\Omega \mu^{-\frac{p}{\kappa - p}} \right)^{\frac{k-n}{k-n}} \left( \int_\Omega \mu u_\varepsilon^\frac{p}{\kappa - p} \right)^\frac{p}{\frac{p}{\kappa - p}} \leq c_2 \left( \int_\Omega \mu u_\varepsilon^\frac{p}{\kappa - p} \right)^\frac{p}{\frac{p}{\kappa - p}}
\]
in \( (0, T) \) for all \( \varepsilon \in (0, 1) \), where \( c_2 := c_1^{\frac{k-n}{k-n}} > 0 \). Therefore, upon integrating,
\[
\int_0^T \left( \int_\Omega u_\varepsilon^p \right) \leq c_2 \int_0^T \int_\Omega \mu u_\varepsilon^\frac{p}{\kappa - p} \quad \text{for all } \varepsilon \in (0, 1).
\]
The statement follows by (19).

As already discussed in the introduction, for obtaining an \( L^r \) bound for \( v_\varepsilon \), \( \varepsilon \in (0, 1) \), uniform both in \( \varepsilon \) and locally in time, we can make use either of the \( L^{\infty}_{loc}-L^1 \) bound (17) or the \( L^{\infty}_{loc}-L^p \) bound (20). Both these cases will be handles simultaneously in the following

**Lemma 3.3.** Let \( T > 0 \) and suppose (20) holds for some \( p \geq 1 \). For any
\[
r \in \left[ 1, \max \left\{ \frac{\kappa n}{1 + \frac{\kappa n}{n-2}}, \frac{n}{n-2} \right\} \right], \tag{21}
\]
we can find \( C > 0 \) such that
\[
\|v_\varepsilon(\cdot, t)\|_{L^r(\Omega)} \leq C \quad \text{for all } t \in (0, T) \text{ and } \varepsilon \in (0, 1).
\]
Proof. Fix $\theta \in \{0, 1\}$. Since by (17) and assumption

$$\sup_{\varepsilon \in (0, 1)} \|u_{\varepsilon}\|_{L^\infty((0,T);L^1(\Omega))} < \infty \quad \text{and} \quad \sup_{\varepsilon \in (0, 1)} \|u_{\varepsilon}\|_{L^\infty((0,T);L^p(\Omega))} < \infty,$$

we infer that

$$(u_{\varepsilon})_{\varepsilon \in (0, 1)} \quad \text{is bounded in} \quad L^{p_{\theta,1}}((0,T);L^{p_{\theta,2}}(\Omega)),$$

where $p_{\theta,1} := \frac{\kappa}{1-\theta}$ and $p_{\theta,2} := \frac{\kappa}{1+(p-1)\theta}$. (As can be seen by Hölder’s inequality, (22) even holds for all $\theta \in [0,1]$ but in the sequel we will only make use of (22) for $\theta \in \{0, 1\}$.)

We let moreover

$$1 \leq r < r_{\theta} := \frac{\kappa np}{[\kappa n - 2(\kappa - 1)p - (\kappa n - (\kappa n - 2)p)\theta]}_+ = \begin{cases} \frac{\kappa n}{1-\theta}, & \theta = 0, \\ \frac{\kappa n}{p}, & \theta = 1. \end{cases}$$

(23)

Since $r_{\theta} > p_{\theta,2}$, we may without loss of generality assume $r > p_{\theta,2}$ due to Hölder’s inequality. We now make use of the variation-of-constants formula, well-known semigroup estimates (cf. [25, Lemma 1.3 (i)]), Hölder’s inequality and (14) to obtain that with $p'_{\theta,1} := 1 - \frac{1}{p_{\theta,1}}$,

$$\|u_{\varepsilon}(-\cdot, t)\|_{L^r(\Omega)} \leq \|e^{((\Delta-1)v_{0})}u_{\varepsilon}(\cdot, t)\|_{L^r(\Omega)} \leq c_1 \|v_{0}\|_{L^r(\Omega)} + c_1 \int_0^t \|1 + (t - s)^{\frac{n}{2}(\kappa (p_{\theta,2} - \frac{1}{r}) \theta)} \|u_{\varepsilon}(\cdot, s)\|_{L^{p_{\theta,2}}(\Omega)} ds \leq c_2 \|v_{0}\|_{L^r(\Omega)} + c_2 \left(1 + \frac{1}{\sqrt{p_{\theta,2} - \frac{1}{r}}}\right) \|u_{\varepsilon}\|_{L^{p'_{\theta,1}}((0,T);L^{p_{\theta,2}}(\Omega))}$$

holds for all $\varepsilon \in (0, 1)$, $t \in (0, T)$ and some $c_1, c_2 > 0$. As

$$-\frac{n}{2} \left(1 + \frac{1}{r} - \frac{1}{p_{\theta,2}}\right) \left(1 - \frac{1}{p_{\theta,1}}\right) > \frac{n}{2} \left(\frac{1}{p_{\theta,2}} - \frac{1}{r} - \frac{\kappa n - 2(\kappa - 1)p - (\kappa n - (\kappa n - 2)p)\theta}{\kappa np}\right) \frac{\kappa}{\kappa - (1 - \theta)} = -\frac{\kappa - 1 + \theta}{\kappa + \theta - 1} = -1$$

and because of (22), the right hand side therein is bounded independently of $\varepsilon \in (0, 1)$ and $t \in (0, T)$. Finally, the statement is a direct consequence of (23). □

Before using the information gathered in Lemma 3.2 and Lemma 3.3 to obtain further a priori estimates, we show that several parameters can be chosen suitably. The following lemma is made possible precisely due to the conditions (2) and (3). Its importance will become apparent in the proof of Lemma 3.5 below.
Lemma 3.4. Set \( p := \frac{\kappa s}{s+1}, \quad p' := \frac{p}{p-1} \) and \( \kappa' := \frac{\kappa}{\kappa-1} \). Then there exist \( q, r > 1 \) satisfying \( q > p' \), (21),

\[
\theta(q, r) := \frac{1}{r} - \frac{q}{2} + \frac{r}{2} \in (0, 1) \quad \text{and} \quad \kappa' \theta(q, r) < 2.
\]

(24)

Proof. Noting that \( 0 < r < q < \frac{2n}{n-2} \) implies \( \theta(q, r) \in (0, 1) \) and making first use of that \( \kappa > \frac{2n(s+1)}{(n+2)s} \) by (2) in calculating

\[
p' = 1 - \frac{1}{p} = 1 - \frac{s+1}{\kappa s} < 1 - \frac{1}{1 + \frac{(n+2)(s+1)}{2n(s+1)}} = \frac{2n}{2n - (n+2)} = \frac{2n}{n-2},
\]

we see that the statement follows once we show that there are \( q \in (p', \frac{2n}{n-2}) \) and \( r \in (1, q) \) satisfying (21) and \( \kappa' \theta(q, r) < 2 \).

If \( n = 2 \), this can easily be achieved by choosing \( q \in (p', \frac{2n}{n-2}) \) arbitrarily and \( r \geq 1 \) close enough to \( q \) such that \( \theta(q, r) = 1 - \frac{r}{q} < \frac{2}{s} \), as (21) is then equivalent to \( r \in [1, \infty) \). Moreover, for any \( n > 2 \) and \( \kappa \geq 2 \), we may choose \( q \in (p', \frac{n}{n-2}) \) arbitrarily and \( r \in (1, q) \) such that (21) is fulfilled, as then \( \kappa' \theta(q, r) \leq 2 \theta(q, r) < 2 \).

Thus, regarding the remaining case \( n \geq 3 \) and \( \kappa \leq 2 \), we will now make use of the yet unused condition in (2), namely of \( \kappa > \min \left\{ \frac{2(n-1)s+n}{ns}, \frac{2(n+2)s+2n}{(n+4)s} \right\} \), and divide the remainder of this proof in two parts.

Case 1: \( n > 2 \) and \( \kappa \in \left( \frac{2(n-1)s+n}{ns}, 2 \right) \). We set \( q_{\sup} := \frac{\kappa n}{n-2} \) and calculate

\[
\frac{q_{\sup}}{p'} = \frac{\kappa n}{n-2} \frac{1 - \frac{s+1}{\kappa s}}{1 - \frac{1}{1 + \frac{(n+2)(s+1)}{2n(s+1)}}} = 2 > (n+1) = \frac{2n - (n+2)}{n-2} = 1,
\]

hence we may fix \( q \in (p', \min \{ \frac{2n}{n-2}, q_{\sup} \}) \) and let

\[
q_{\sup} := \frac{2n}{n-2} \quad \text{and} \quad r_{\sup} := \frac{n}{n-2}.
\]

Then there exist \( r_{\sup} := \frac{n}{n-2} \) and note that \( r \in (1, r_{\sup}) \) implies (21). If \( q \leq r_{\sup} \) and hence \( \theta(q, r_{\sup}) \leq 0 \), we may choose \( r \in (1, q_{\sup}) = (1, \min \{ q, r_{\sup} \}) \) sufficiently large such that \( \kappa' \theta(q, r) < 2 \). Thus, we may assume \( q > r_{\sup} \). We can then fix \( r \in (1, r_{\sup}) = (1, \min \{ q, r_{\sup} \}) \) such that \( \kappa' \theta(q, r) < 2 \) since due to \( \frac{\kappa}{\kappa} = \kappa - 1 \) we may calculate

\[
\kappa' \theta(q, r) < \kappa' \cdot \frac{1 - \frac{1}{r_{\sup}}}{\frac{1}{r_{\sup}} + 1} = \kappa' \cdot \frac{n-2}{n} \cdot \frac{2n}{2n + n-2} = \kappa' \cdot \frac{n-2}{n} = 2.
\]

Case 2: \( n > 2 \) and \( \kappa \in \left( \frac{2(n+2)s+2n}{(n+4)s}, 2 \right) \). We set

\[
q_{\sup} := \frac{\kappa n}{\kappa s - (s+1)} - \frac{n(s+1)}{\kappa s - (s+1)}.
\]

As \( \kappa > \frac{2n(s+1)}{(n+2)s} > \frac{s+1}{s} \) ensures that the denominator in the first term in the following calculation is positive, we may estimate

\[
\frac{n(s+1) - 4}{\kappa s - (s+1)(n+4)} < \frac{n(s+1) - 4}{2n(s+1)} = \frac{ns + 4}{ns + 4 - 1}
\]

and because of \( p' = \frac{\kappa n}{\kappa s - (s+1)} \), we obtain

\[
\frac{p'}{q_{\sup}} = \frac{\kappa n}{\kappa n} < 1,
\]

allowing us to again fix \( q \in (p', \min \{ \frac{2n}{n-2}, q_{\sup} \} \)).
Making use of $p \leq \kappa < 2$, we moreover see that $r_{\sup} := \frac{\kappa n}{p - 2(\kappa - 1)} \leq \frac{2n}{p - 2\kappa} < \frac{2n}{n-2(\kappa - 1)}$ and, arguing as in Case 1, we may assume $q > r_{\sup}$. Rewriting $q_{\sup}$ and $r_{\sup}$ as $q_{\sup} = \frac{\kappa^2n_s - \kappa n(2s + 1) + 2n(s + 1) - 2(\kappa - 1)s}{2n}$ and $r_{\sup} = \frac{\kappa ns}{n(s + 1) - 2(\kappa - 1)s}$, respectively, and this time not only making use of $\frac{p}{\kappa} = \kappa' - 1$, but also of $(\kappa' - 1)\kappa = \kappa'$ and $\kappa(\kappa - 1) = \kappa$, we obtain
\[
\kappa' - \frac{1}{r_{\sup}} - \frac{r_{\sup}}{\gamma_{\sup}} < \frac{1}{n} - \frac{1}{\kappa'} \frac{r_{\sup}}{q_{\sup}} \leq \frac{2\kappa'[n(s + 1) - 2(\kappa - 1)s] - 2(\kappa' - 1)[\kappa^2ns - \kappa n(2s + 1) + 2n(s + 1) - 2(\kappa - 1)s]}{2\kappa n - \kappa ns + 2n(s + 1) - 2(\kappa - 1)s} = \frac{2(\kappa' - 1)(2s - ns) + 4 [n(s + 1) - 2(\kappa - 1)s]}{2\kappa n - \kappa ns + 2n(s + 1) - 2(\kappa - 1)s} = 2.
\]
Therefore, we may again fix $r \in (1, r_{\sup}) = (1, \min\{q, r_{\sup}\})$ such that $\kappa' \theta(q, r) < 2$. By the definition of $r_{\sup}$, we finally see that $r$ satisfies (21).

We now further gain certain space-time bounds, inter alia for $u_\varepsilon v_\varepsilon$ and $\nabla v_\varepsilon$. This is achieved by testing the second equation in (1) with $v_\varepsilon$ and making use of the previous lemma in conjunction with the Gagliardo–Nirenberg inequality in order to handle the production term $+u_\varepsilon v_\varepsilon$ in that equation.

**Lemma 3.5.** There exist $p > 1$, $q > \frac{\kappa}{p-1}$ and $\gamma > \frac{\kappa}{\kappa-1}$ such that for all $T > 0$ there is $C > 0$ with the property that for all $\varepsilon \in (0, 1)$ we have
\[
\int_0^T \left( \int_\Omega u_\varepsilon^p \right)^{\frac{\gamma}{p}} + \int_0^T \left( \int_\Omega v_\varepsilon^q \right)^{\frac{\gamma}{q}} + \int_0^T \int_\Omega |\nabla v_\varepsilon|^2 \leq C. \tag{25}
\]

**Proof.** We multiply the second equation in (16) with $v_\varepsilon$ and integrate by parts to find that
\[
\frac{1}{2} \frac{d}{dt} \int_\Omega v_\varepsilon^2 = -\int_\Omega |\nabla v_\varepsilon|^2 - \int_\Omega v_\varepsilon^2 + \int_\Omega u_\varepsilon v_\varepsilon \quad \text{in} \ (0, T) \text{ for all } \varepsilon \in (0, 1). \tag{26}
\]

We set again $p := \frac{n\kappa}{n + 1}$, $p' := \frac{p}{p - 1}$ and $\kappa' := \frac{\kappa}{\kappa - 1}$. By Hölder’s and Young’s inequalities, we then have
\[
\int_\Omega u_\varepsilon v_\varepsilon \leq \left( \int_\Omega u_\varepsilon^{\frac{p}{\kappa}} \right)^{\frac{\kappa}{p}} \left( \int_\Omega v_\varepsilon^{p'} \right)^{\frac{1}{p'}} \leq \left( \int_\Omega u_\varepsilon^{\frac{p}{\kappa}} \right)^{\frac{\kappa}{p}} + \left( \int_\Omega v_\varepsilon^{p'} \right)^{\frac{1}{p'}} \tag{27}
\]
in $(0, T)$ for all $\varepsilon \in (0, 1)$.

Lemma 3.4 allows us to fix $q > p'$ and $r \geq 1$ satisfying (21) and (24). In particular, $\theta := \theta(q, r) < \frac{2}{\kappa'}$, hence there is $\gamma > \kappa'$ such that $\theta \gamma \leq 2$. Thus, we may make use of the Gagliardo–Nirenberg inequality (applicable due to the first condition in (24)), Lemma 3.3 (which we may employ because of Lemma 3.2 and since (21) holds) and Young’s inequality to obtain $c_1, c_2, c_3 > 0$ such that
\[
\|v_\varepsilon(\cdot, t)\|_{L^p(\Omega)}^{\gamma} \leq c_1 \|\nabla v_\varepsilon(\cdot, t)\|_{L^p(\Omega)}^{\theta \gamma} \|v_\varepsilon(\cdot, t)\|_{L^{1-\theta}(\Omega)}^{(1-\theta)\gamma} + c_1 \|v_\varepsilon(\cdot, t)\|_{L^q(\Omega)}^{(1-\theta)\gamma} 
\leq c_1 \|\nabla v_\varepsilon(\cdot, t)\|_{L^p(\Omega)}^{\theta \gamma} + c_2 
\leq c_3 \|\nabla v_\varepsilon(\cdot, t)\|_{L^q(\Omega)}^{2} + c_3 
\quad \text{for all } \varepsilon \in (0, 1) \text{ and } t \in (0, T). \tag{28}
\]
Here, another application of Young’s inequality provides us with $c_4 > 0$ such that
\[
\|v_\varepsilon(\cdot,t)\|_{L^p'/(\Omega)}^p \leq \frac{1}{2} \|\nabla v_\varepsilon(\cdot,t)\|_{L^2(\Omega)}^2 + c_4 \quad \text{for all } t \in (0,T) \text{ and } \varepsilon \in (0,1). \tag{29}
\]

Since that the asserted bound for $u_\varepsilon$ was already proven in (27), combining (26) with (20) and (29), after integrating results (inter alia) in
\[
\int_0^T \int_\Omega |\nabla v_\varepsilon|^2 \leq c_5 \quad \text{for all } \varepsilon \in (0,1)
\]
for some $c_5 > 0$. Together with (28) this implies (25).
\[\square\]

The fact that we could derive an $L^2_{\text{loc}} - L^2$ bound for $\nabla v$ in Lemma 3.5 relied on Lemma 3.4 and thus, by extension, also on our main condition (2). Its importance first becomes apparent in the following lemma, providing a space-time bound for $|\nabla u_\varepsilon|^2_{(u_\varepsilon + 1)^{-1}}$.

**Lemma 3.6.** For any $T > 0$ there is $C > 0$ such that
\[
\int_0^T \int_\Omega |\nabla u_\varepsilon|^2 \leq C \quad \text{for all } \varepsilon \in (0,1). \tag{30}
\]

**Proof.** Testing the first equation in (16) with $\frac{1}{u_\varepsilon + 1}$ and integrating by parts gives
\[
- \frac{d}{dt} \int_{\Omega} \ln (u_\varepsilon + 1)
= - \int_{\Omega} \frac{1}{u_\varepsilon + 1} \Delta u_\varepsilon + \int_{\Omega} \frac{1}{u_\varepsilon + 1} \nabla \cdot (f_\varepsilon(u_\varepsilon) \nabla v_\varepsilon) - \int_{\Omega} \frac{\lambda u_\varepsilon}{u_\varepsilon + 1} + \int_{\Omega} \frac{\mu u_\varepsilon^2}{u_\varepsilon + 1}
\leq - \int_{\Omega} \frac{|\nabla u_\varepsilon|^2}{(u_\varepsilon + 1)^2} + \int_{\Omega} \frac{f_\varepsilon(u_\varepsilon)}{(u_\varepsilon + 1)^2} \nabla u_\varepsilon \cdot \nabla v_\varepsilon + \lambda_1 |\Omega| + \int_{\Omega} \frac{\mu u_\varepsilon^2}{u_\varepsilon + 1} \tag{31}
\]
in $(0,T)$ for all $\varepsilon \in (0,1)$, where again $\lambda_1 := \|\lambda\|_{L^\infty(\Omega)}$. By using Young’s inequality, we see that here
\[
\left| \int_{\Omega} \frac{f_\varepsilon(u_\varepsilon)}{(u_\varepsilon + 1)^2} \nabla u_\varepsilon \cdot \nabla v_\varepsilon \right| \leq \frac{1}{2} \int_{\Omega} \frac{|\nabla u_\varepsilon|^2}{(u_\varepsilon + 1)^2} + \frac{1}{2} \int_{\Omega} \frac{f_\varepsilon^2(u_\varepsilon)}{(u_\varepsilon + 1)^2} |\nabla v_\varepsilon|^2
\leq \frac{1}{2} \int_{\Omega} \frac{|\nabla u_\varepsilon|^2}{(u_\varepsilon + 1)^2} + \frac{1}{2} \int_{\Omega} |\nabla v_\varepsilon|^2
\]
in $(0,T)$ for all $\varepsilon \in (0,1)$ because $f_\varepsilon(u_\varepsilon) \leq u_\varepsilon$ in $\Omega \times (0,T)$ for all $\varepsilon \in (0,1)$. As $0 \leq \ln(s + 1) \leq s$ for $s \geq 0$, upon integrating in time we thus obtain from (31) that
\[
\frac{1}{2} \int_0^T \int_{\Omega} \frac{|\nabla u_\varepsilon|^2}{(u_\varepsilon + 1)^2}
\leq \frac{1}{2} \int_0^T \int_{\Omega} |\nabla v_\varepsilon|^2 + \int_{\Omega} \ln (u_\varepsilon(\cdot,T) + 1) - \int_{\Omega} \ln (u_0 + 1) + \lambda_1 T |\Omega| + \int_0^T \int_{\Omega} \frac{\mu u_\varepsilon^2}{u_\varepsilon + 1}
\leq \frac{1}{2} \int_0^T \int_{\Omega} |\nabla v_\varepsilon|^2 + \int_{\Omega} u_\varepsilon(\cdot,T) + \lambda_1 T |\Omega| + \int_0^T \int_{\Omega} \frac{\mu u_\varepsilon^2}{u_\varepsilon + 1} \quad \text{for all } \varepsilon \in (0,1).
\]
An application of Lemma 3.5 and Lemma 3.1 therefore yields (30) for an appropriately chosen $C > 0$, as desired.
\[\square\]
As a last a priori estimate in our collection of these, we prove certain bounds of the time derivates of $\ln(u_\varepsilon + 1)$ and $v_\varepsilon$. In conjunction with already obtained bounds, these will allow us to apply the Aubin–Lions lemma, asserting (inter alia) a.e. pointwise convergence of $u_\varepsilon$ and $v_\varepsilon$ along certain subsequences.

**Lemma 3.7.** For all $T > 0$ there exists $C > 0$ such that for each $\varepsilon \in (0, 1)$,

$$
\int_0^T \| \partial_t \ln(u_\varepsilon(\cdot, t) + 1) \|_{(W^{n, 2}(\Omega))}^* \, dt \leq C \tag{32}
$$

and

$$
\int_0^T \| v_{\varepsilon t}(\cdot, t) \|_{(W^{n, 2}(\Omega))}^* \, dt \leq C. \tag{33}
$$

**Proof.** For arbitrary $t > 0$ and $\psi \in C^\infty(\overline{\Omega})$, multiplying the first equation in (16) by $u_\varepsilon(\cdot, t) + 1$ and using Young’s inequality as well as the Cauchy–Schwarz inequality, we see that

$$
\left| \int_\Omega \partial_t \ln(u_\varepsilon(\cdot, t) + 1) \cdot \psi \right| \leq \int_\Omega \frac{|\nabla u_\varepsilon|^2 \psi}{(u_\varepsilon + 1)^2} - \int_\Omega \frac{\nabla u_\varepsilon \cdot \nabla \psi}{u_\varepsilon + 1} - \int_\Omega \frac{f_\varepsilon(u_\varepsilon) \nabla u_\varepsilon \cdot \nabla v_\varepsilon \psi}{(u_\varepsilon + 1)^2} + \int_\Omega \frac{f_\varepsilon(u_\varepsilon) \nabla v_\varepsilon \cdot \nabla \psi}{u_\varepsilon + 1}
$$

$$
+ \int_\Omega \frac{\lambda u_\varepsilon \psi}{u_\varepsilon + 1} - \int_\Omega \frac{\mu u_\varepsilon^\kappa \psi}{u_\varepsilon + 1}
$$

$$
\leq \left\{ 2 \int_\Omega \frac{|\nabla u_\varepsilon|^2}{(u_\varepsilon + 1)^2} + \int_\Omega |\nabla v_\varepsilon|^2 + 1 + \lambda_1 |\Omega| + \int_\Omega \mu u_\varepsilon^\kappa \right\} \cdot \left\{ \|\nabla \psi\|_{L^2(\Omega)} + \|\psi\|_{L^\infty(\Omega)} \right\}
$$

for all $\varepsilon \in (0, 1)$, where $\lambda_1 := \|\lambda\|_{L^\infty(\Omega)}$.

Noting that $W^{n, 2}(\Omega) \hookrightarrow W^{1, 2}(\Omega)$ and $W^{n, 2}(\Omega) \hookrightarrow L^\infty(\Omega)$, we can fix $c_1 > 0$ such that

$$
\|\nabla \psi\|_{L^2(\Omega)} + \|\psi\|_{L^\infty(\Omega)} \leq c_1 \|\psi\|_{W^{n, 2}(\Omega)} \quad \text{for all } \psi \in W^{n, 2}(\Omega)
$$

and obtain

$$
\| \partial_t \ln(u_\varepsilon(\cdot, t) + 1) \|_{(W^{n, 2}(\Omega))}^* \leq c_1 \cdot \left\{ 2 \int_\Omega \frac{|\nabla u_\varepsilon|^2}{(u_\varepsilon + 1)^2} + \int_\Omega |\nabla v_\varepsilon|^2 + 1 + \lambda_1 |\Omega| + \int_\Omega \mu u_\varepsilon^\kappa \right\}
$$

for all $\varepsilon \in (0, 1)$, $t \in (0, T)$ and $\psi \in C^\infty(\overline{\Omega})$. Thus, after an integration in time and as $C^\infty(\overline{\Omega})$ is dense in $W^{n, 2}(\Omega)$, from Lemma 3.6, Lemma 3.5 and Lemma 3.1, we infer (32).

Similarly, by testing the second equation in (16) with $\psi \in C^\infty(\overline{\Omega})$ and using Hölder’s inequality, we have

$$
\left| \int_\Omega v_{\varepsilon t}(\cdot, t) \psi \, dx \right| = \left| - \int_\Omega \nabla v_\varepsilon \cdot \nabla \psi - \int_\Omega v_\varepsilon \psi + \int_\Omega u_\varepsilon \psi \right|
$$

$$
\leq \left\{ \left( \int_\Omega |\nabla v_\varepsilon|^2 \right)^{\frac{1}{2}} + \frac{1}{4} \int_\Omega v_\varepsilon + \int_\Omega u_\varepsilon \right\} \cdot \left\{ \|\nabla \psi\|_{L^2(\Omega)} + \|\psi\|_{L^\infty(\Omega)} \right\}
$$

$$
\leq \left\{ \int_\Omega |\nabla v_\varepsilon|^2 + \frac{1}{4} \int_\Omega v_\varepsilon + \int_\Omega u_\varepsilon \right\} \cdot c_1 \|\psi\|_{W^{n, 2}(\Omega)}
$$
for all $\varepsilon \in (0, 1)$ and $t \in (0, T)$. As a consequence,

$$\|v_{\varepsilon t}^{\varepsilon}(\cdot, t)\|_{(W^{m, 2}(\Omega))^{r}} \leq c_{1} \left\{ \int_{\Omega} |\nabla v_{\varepsilon t}^{\varepsilon}|^{2} + \frac{1}{4} \int_{\Omega} v_{\varepsilon t}^{\varepsilon} + \int_{\Omega} u_{\varepsilon t}^{\varepsilon} \right\}$$

for all $\varepsilon \in (0, 1)$ and $t \in (0, T)$, so that (33) results from applying Lemma 3.1 and Lemma 3.5.

We now combine the a priori estimates gained in this section with well-known compactness theorems in order to obtain a solution candidate $(u, v)$ as the limit of $(u, v)$ in certain topologies. At the end of the succeeding section, we will then prove that a pair $(u, v)$ constructed in this way is indeed a global generalized solution of (1).

**Lemma 3.8.** There exist nonnegative functions $u$ and $v$ defined on $\Omega \times (0, \infty)$, \(\tilde{p}, \tilde{q}, \tilde{\kappa}, \tilde{\gamma} > 1\) with

$$\tilde{q} = \frac{\tilde{p}}{\tilde{p} - 1} \quad \text{and} \quad \tilde{\gamma} = \frac{\tilde{\kappa}}{\tilde{\kappa} - 1}$$

as well as a sequence \((\varepsilon_{k})_{k \in \mathbb{N}} \subset (0, 1)\) such that $\varepsilon_{k} \searrow 0$ as $k \to \infty$ and

- $u_{\varepsilon_{k}} \to u$ in $L_{\text{loc}}^{\tilde{p}}([0, \infty); L^{\tilde{p}}(\Omega))$ and a.e. in $\Omega \times (0, \infty)$,
- $u_{\varepsilon_{k}}(\cdot, t) \to u(\cdot, t)$ in $L^{1}(\Omega)$ for a.e. $t > 0$
- $\ln (u_{\varepsilon_{k}} + 1) \to \ln (u + 1)$ in $L_{\text{loc}}^{\tilde{q}}([0, \infty); W^{1,2}(\Omega))$,
- $\mu_{\varepsilon_{k}}^\mu u_{\varepsilon_{k}} \to \mu_{\tilde{\gamma}} u$ in $L_{\text{loc}}^{\tilde{\kappa}}(\Omega \times [0, \infty))$,
- $v_{\varepsilon_{k}} \to v$ in $L_{\text{loc}}^{\tilde{q}}([0, \infty); L^{\tilde{q}}(\Omega))$ and a.e. in $\Omega \times (0, \infty)$,
- $\nabla v_{\varepsilon_{k}} \to \nabla v$ in $L_{\text{loc}}^{\tilde{q}}(\Omega \times [0, \infty))$,
- $u_{\varepsilon_{k}} v_{\varepsilon_{k}} \to uv$ in $L_{\text{loc}}^{\tilde{q}}(\Omega \times [0, \infty))$.

as $\varepsilon = \varepsilon_{k} \searrow 0$. Moreover, the pair $(u, v)$ has the properties (8)–(10) in Definition 2.1.

**Proof.** From Lemma 3.5, Lemma 3.6 and Lemma 3.7, a sequence \((\varepsilon_{k})_{k \in \mathbb{N}}\) with $\varepsilon_{k} \to 0$ and $\ln(u_{\varepsilon_{k}} + 1) \to z$ as well as $v_{\varepsilon_{k}} \to v$ in $L_{\text{loc}}^{\tilde{q}}(\Omega \times [0, \infty))$ as $k \to \infty$ for certain $z, v \in L_{\text{loc}}^{\tilde{q}}(\Omega \times [0, \infty))$ can be obtained through direct applications of the Aubin–Lions lemma (combined with a diagonalization argument). Along a further subsequence, which we also denote by $(\varepsilon_{k})_{k \in \mathbb{N}}$ for convenience, we also have $\ln(u_{\varepsilon_{k}} + 1) \to z$ a.e. in $\Omega \times (0, \infty))$ as well as $v_{\varepsilon_{k}} \to v$ a.e. as $k \to \infty$, which in turn implies $z, v \geq 0$ a.e. due to Lemma 2.2. Moreover, as $\ln(+1)$ is a homeomorphism on $[0, \infty)$, we conclude $u_{\varepsilon_{k}} \to e^{z} - 1 =: u \geq 0$ a.e. as $k \to \infty$, thus (9) holds.

Let $p, q, \gamma > 1$ be as in Lemma 3.5. In particular, $q > \frac{p}{\tilde{p} - 1}$ and $\gamma > \frac{\tilde{\kappa}}{\tilde{\kappa} - 1}$, hence we may fix $\tilde{p} \in (1, p), q \in (1, q), \tilde{\gamma} \in (1, \gamma), \tilde{\kappa} \in (1, \kappa)$ such that (34) holds. Then Vitali’s theorem and (25) assert (35) and (39), while (41) is a direct consequence thereof and of Hölder’s inequality. Upon extracting a further subsequence, if necessary, we also obtain (36) from (35).

As pointwise convergence (almost everywhere) has already been shown, the weak convergences in (37), (38) and (40) are consequences of the estimates (30), (19) and (25), respectively.

Finally, (8) follows from (35), (39) and (40), while (37) implies (10). \qed
4. **Proof of Theorem 1.1.** The goal of this section is to prove Theorem 1.1; that is, we will show that the pair \((u, v)\) constructed in Lemma 3.8 is a generalized solution of (1). While Lemma 3.8 already asserts that all integrals in (11), (12) and (13) exist, the convergence statements in Lemma 3.8 are yet insufficient to obtain
\[
- \int_{0}^{\infty} \int_{\Omega} \frac{f_{\gamma}(u_{\varepsilon})}{u_{\varepsilon} + 1} (\nabla \ln (u_{\varepsilon} + 1) \cdot \nabla v_{\varepsilon}) \varphi - \int_{0}^{\infty} \int_{\Omega} \frac{u}{u + 1} (\nabla \ln (u + 1) \cdot \nabla v) \varphi,
\]
along some null sequence \((\varepsilon_{k})_{k\in\mathbb{N}}\). Thus, as a last preparation, we now proceed to obtain strong convergence of \((\nabla v_{\varepsilon})_{\varepsilon \in (0, 1)}\) in \(L_{\text{loc}}^{2}(\Omega \times [0, \infty))\) along a suitable sequence.

**Lemma 4.1.** Let \(v\) and \((\varepsilon_{k})_{k\in\mathbb{N}}\) be as in Lemma 3.8. Then, for each \(T > 0\), we have
\[
\nabla v_{\varepsilon} \to \nabla v \quad \text{in} \ L^{2}(\Omega \times (0, T)) \quad \text{as} \ \varepsilon = \varepsilon_{k} \searrow 0.
\]  

**Proof.** We follow [32, Lemma 4.5]. For \(\varepsilon, \varepsilon' \in (0, 1)\), Lemma 2.2 asserts that \(v_{\varepsilon} - v_{\varepsilon'}\) solves
\[
(v_{\varepsilon} - v_{\varepsilon'})_{t} = \Delta (v_{\varepsilon} - v_{\varepsilon'}) - (v_{\varepsilon} - v_{\varepsilon'}) + (u_{\varepsilon} + u_{\varepsilon'}) \quad \text{in} \ \Omega \times (0, \infty),
\]
so that testing with \(v_{\varepsilon} - v_{\varepsilon'}\) leads to
\[
\frac{1}{2} \int_{\Omega} (v_{\varepsilon}(\cdot , T) - v_{\varepsilon'}(\cdot , T))^{2} + \int_{0}^{T} \int_{\Omega} |\nabla v_{\varepsilon} - \nabla v_{\varepsilon'}|^{2} + \int_{0}^{T} \int_{\Omega} (v_{\varepsilon} - v_{\varepsilon'})^{2}
\]
\[
= \frac{1}{2} \int_{\Omega} (v_{0\varepsilon} - v_{0\varepsilon'})^{2} + \int_{0}^{T} \int_{\Omega} (u_{\varepsilon} - u_{\varepsilon'}) (v_{\varepsilon} - v_{\varepsilon'}) \quad \text{for all} \ \varepsilon, \varepsilon' \in (0, 1).
\]
In view of (40), (14), (39) and (41), we hence infer by using Hölder’s inequality,
\[
\int_{0}^{T} \int_{\Omega} |\nabla v_{\varepsilon} - \nabla v|^{2}
\]
\[
\leq \lim\inf_{j \to \infty} \int_{\Omega} |\nabla v_{\varepsilon} - \nabla v_{\varepsilon_{j}}|^{2}
\]
\[
\leq \lim\inf_{j \to \infty} \left\{ \frac{1}{2} \int_{\Omega} (v_{0\varepsilon} - v_{0\varepsilon_{j}})^{2} + \int_{0}^{T} \int_{\Omega} (u_{\varepsilon} - u_{\varepsilon_{j}}) (v_{\varepsilon} - v_{\varepsilon_{j}}) \right\}
\]
\[
= \frac{1}{2} \int_{\Omega} (v_{0\varepsilon} - v_{0})^{2} + \int_{0}^{T} \int_{\Omega} (u_{\varepsilon} - u) (v_{\varepsilon} - v)
\]
\[
\leq \frac{1}{2} \int_{0}^{T} (v_{0\varepsilon} - v_{0})^{2} + \|u_{\varepsilon} - u\|_{L^{\infty}(0, T); L^{q}(\Omega))} \|v_{\varepsilon} - v\|_{L^{\infty}(0, T); L^{q}(\Omega)}
\]
for all \(\varepsilon \in (0, 1)\), where \(\tilde{p}, \tilde{q}, \tilde{r}\) and \(\tilde{\gamma}\) are as in Lemma 3.8. Thus, (42) is a consequence of (14), (35) and (39). \(\square\)

With the above lemma at hand, we can now prove Theorem 1.1.

**Proof of Theorem 1.1.** Let \((u, v)\) and \((\varepsilon_{k})_{k\in\mathbb{N}}\) be as in Lemma 3.8. To prove that \((u, v)\) is a global generalized solution in the sense of Definition 2.1, it is sufficient to show that (11), (12) and (13) hold, since validity of (8)–(10) has already been asserted in Lemma 3.8.

By integrating the first equation in (16) both in space and in time, we see that
\[
\int_{\Omega} u_{\varepsilon}(\cdot , T) - \int_{\Omega} u_{\varepsilon_{0}} = \int_{0}^{T} \int_{\Omega} \lambda u_{\varepsilon} - \int_{0}^{T} \int_{\Omega} \mu^{\varepsilon} u_{\varepsilon} \quad \text{(43)}
\]
for all $\varepsilon \in (0, 1)$ and $T > 0$. As due to (38) we have

$$\int_0^T \int_\Omega \mu u^\varepsilon \leq \liminf_{\varepsilon = \varepsilon_k \searrow 0} \int_0^T \int_\Omega \mu u^\varepsilon$$

and because of (36), (14) and (35), taking the limes superior on both sides of (43) yields (11).

Moreover, for and $\varphi \in C_c^\infty(\bar{\Omega} \times [0, \infty))$, we multiply the second equation in (16) by $\varphi$ and integrate by parts to obtain

$$- \int_0^\infty \int_\Omega v_\varepsilon \varphi_t - \int_\Omega v_\varepsilon(0, \cdot) \varphi = - \int_0^\infty \int_\Omega \nabla v_\varepsilon \cdot \nabla \varphi - \int_0^\infty \int_\Omega v_\varepsilon \varphi + \int_0^\infty \int_\Omega u_\varepsilon \varphi$$

for all $\varepsilon \in (0, 1)$, which according to (39), (14), (40) and (35) implies (13).

Let us now proceed to prove (12). For nonnegative $\varphi \in C_c^\infty(\bar{\Omega} \times [0, \infty))$, testing the first equation in (16) with $\frac{\varphi}{u_\varepsilon + 1}$ leads to

$$I_1(\varepsilon) := \int_0^\infty \int_\Omega |\nabla \ln (u_\varepsilon + 1)|^2 \varphi$$

$$= - \int_0^\infty \int_\Omega \ln (u_\varepsilon + 1) \varphi_t - \int_\Omega \ln (u_0 + 1) \varphi(0, \cdot) + \int_0^\infty \int_\Omega \nabla \ln (u_\varepsilon + 1) \cdot \nabla \varphi$$

$$+ \int_0^\infty \int_\Omega \frac{f_x(u_\varepsilon)}{u_\varepsilon + 1} (\nabla \ln (u_\varepsilon + 1) \cdot \nabla v_\varepsilon) \varphi - \int_0^\infty \int_\Omega \frac{f_x(u_\varepsilon)}{u_\varepsilon + 1} \nabla v_\varepsilon \cdot \nabla \varphi$$

$$- \int_0^\infty \int_\Omega \frac{\lambda u_\varepsilon}{u_\varepsilon + 1} \varphi + \int_0^\infty \int_\Omega \frac{\mu u_\varepsilon}{u_\varepsilon + 1} \varphi$$

$$=: I_2(\varepsilon) + I_3(\varepsilon) + I_4(\varepsilon) + I_5(\varepsilon) + I_6(\varepsilon) + I_7(\varepsilon) + I_8(\varepsilon)$$

(44)

for all $\varepsilon \in (0, 1)$. We choose $T > 0$ large enough such that $\text{supp} \, \varphi \subset \bar{\Omega} \times [0, T]$. Since $\ln (u_\varepsilon + 1) \rightarrow \ln (u_0 + 1)$ in $L^2((0, T); W^{1, 2} (\Omega))$ as $\varepsilon = \varepsilon_k \searrow 0$ by (37), we have

$$I_2(\varepsilon) \rightarrow - \int_0^\infty \int_\Omega \ln (u_0 + 1) \varphi_t$$

and $I_4(\varepsilon) \rightarrow \int_0^\infty \int_\Omega \nabla \ln (u_0 + 1) \cdot \nabla \varphi$ (45)

as $\varepsilon = \varepsilon_k \searrow 0$ and

$$\int_0^\infty \int_\Omega |\nabla \ln (u_0 + 1)|^2 \varphi \leq \liminf_{\varepsilon = \varepsilon_k \searrow 0} I_1(\varepsilon).$$

(46)

Moreover, because $\nabla v_\varepsilon \rightarrow \nabla v$ in $L^2(\Omega \times (0, T))$ as $\varepsilon = \varepsilon_k \searrow 0$ by Lemma 4.1, since $0 \leq \frac{f_x(u_\varepsilon)}{u_\varepsilon + 1} \leq 1$ in $\Omega \times (0, T)$ for all $\varepsilon \in (0, 1)$ and as $\frac{f_x(u_\varepsilon)}{u_\varepsilon + 1} \rightarrow \frac{u}{u + 1}$ a.e. in $\Omega \times (0, T)$ as $\varepsilon = \varepsilon_k \searrow 0$ by (35) and the definition of $f_x$, we have

$$\left\| \frac{f_x(u_\varepsilon)}{u_\varepsilon + 1} \nabla v_\varepsilon - \frac{u}{u + 1} \nabla v \right\|_{L^2(\Omega)} \leq \left\| \frac{f_x(u_\varepsilon)}{u_\varepsilon + 1} (\nabla v_\varepsilon - \nabla v) \right\|_{L^2(\Omega)} + \left\| \left( \frac{f_x(u_\varepsilon)}{u_\varepsilon + 1} - \frac{u}{u + 1} \right) \nabla v \right\|_{L^2(\Omega)} \rightarrow 0$$

as $\varepsilon = \varepsilon_k \searrow 0$, which together with (37) implies

$$I_5(\varepsilon) \rightarrow - \int_0^\infty \int_\Omega \frac{u}{u + 1} (\nabla \ln (u_0 + 1) \cdot \nabla \varphi)$$

as $\varepsilon = \varepsilon_k \searrow 0$. (47)
Noting that $\frac{\mu u}{u + 1} \to \frac{\mu u^\kappa}{u + 1}$ in $L^1(\Omega \times (0, T))$ as $\varepsilon = \varepsilon_k \searrow 0$ by (19), (35) and Vitali’s theorem, we obtain by analogous arguments

$$I_6(\varepsilon) \to \int_0^\infty \int_\Omega \frac{u}{u + 1} \nabla v \cdot \nabla \varphi,$$

(48)

and

$$I_7(\varepsilon) \to -\int_0^\infty \int_\Omega \lambda u \varphi,$$

(49)

as $\varepsilon = \varepsilon_k \searrow 0$. Finally, (12) follows directly from (44)–(50).
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