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Abstract

Conditional Generative Adversarial Networks (cGANs) extend the standard unconditional GAN framework to learning joint data-label distributions from samples, and have been established as powerful generative models capable of generating high-fidelity imagery. A challenge of training such a model lies in properly infusing class information into its generator and discriminator. For the discriminator, class conditioning can be achieved by either (1) directly incorporating labels as input or (2) involving labels in an auxiliary classification loss. In this paper, we show that the former directly aligns the class-conditioned fake-and-real data distributions \( P(\text{image}|\text{class}) \) (data matching), while the latter aligns data-conditioned class distributions \( P(\text{class}|	ext{image}) \) (label matching). Although class separability does not directly translate to sample quality and becomes a burden if classification itself is intrinsically difficult, the discriminator cannot provide useful guidance for the generator if features of distinct classes are mapped to the same point and thus become inseparable. Motivated by this intuition, we propose a Dual Projection GAN (P2GAN) model that learns to balance between data matching and label matching. We then propose an improved cGAN model with Auxiliary Classification that directly aligns the fake and real conditionals \( P(\text{class}|	ext{image}) \) by minimizing their \( f \)-divergence. Experiments on a synthetic Mixture of Gaussian (MoG) dataset and a variety of real-world datasets including CIFAR100, ImageNet, and VGGFace2 demonstrate the efficacy of our proposed models.

1. Introduction

Generative Adversarial Networks (GANs) [7] are an algorithmic framework that allows implicit generative modeling of data distribution from samples [32]. It has attracted great attention due to its ability to model very high-dimensional data, such as images or videos and to produce sharp and faithful samples [17, 46, 3]. Conditional GAN (cGAN) [28, 36, 31] is an extension of GAN that utilizes the label information and aims to learn the joint distribution of data and label. Thanks to its ability to control over the generative process by conditioning on labels, it has been widely adopted in real-world problems including class-conditional image generation [34, 36, 5], text-to-image generation [39, 47], image-to-image generation [14, 48], text-to-video synthesis [24, 1, 10, 9], domain adaptation [13, 29] etc.

Different conditional GANs differ in the way how data and labels are incorporated in the discriminator. Class conditioning can be achieved by either (1) conditioning the discriminator directly on labels or their embeddings [28, 14, 31], or by (2) incorporating an auxiliary classification loss in the objective, as in (T)AC-GANs[28, 6]. Recently, cGAN has received a major update that changed the label from being concatenated [28, 39, 47] to being projected [31]. The projection discriminator takes the inner product between the label embedding and the data/image embedding, and remains to be the choice of many state-of-the-art methods [46, 3].

In this paper, we first give insights on projection discriminators. We point out that the success of projection can be explained by its flexible form. By tying real and fake class embeddings as their difference, a projection discriminator can ideally realize two extremes in a single form: (1) matching conditional label distributions \( P(\text{class}|	ext{image}) \) (label matching), and (2) matching conditional data distributions \( P(\text{image}|\text{class}) \) (data matching). Moreover, the visualization of data embeddings of trained projection discriminators does not show obvious patterns of class clustering. This suggests that projection may bias towards conditional data matching. Although label matching does not
directly translate to the fidelity of generated samples, it is still desirable for generating high-quality images. For example, the discriminator would not provide useful guidance for the generator if features of distinct classes are mapped to the same point and thus become inseparable.

To this end, we propose a new conditional generative adversarial network, namely Dual Projection GAN (P2GAN). The main feature of our design is to inherit the flexibility of projection while performing explicit label matching. Realized by auxiliary classification losses, label matching enables the discriminator to exploit useful information for the generator. However, if such task is intrinsically difficult (such as ImageNet [40]), label matching becomes a burden. In an extreme case when the auxiliary classification task failed completely, (T)AC-GANs will degrade to an unconditional GAN while P2GAN degrades to a projection GAN. We also present adaptive approaches to weighing data matching and label matching. Furthermore, we respectively propose two variants for explicit data matching and label matching: (1) direct data matching GAN (DM-GAN), and (2) and f-cGAN which aligns the fake and real conditionals $P(\text{class}/\text{image})$ by minimizing their $f$-divergence. Finally, we conduct extensive experiments on various datasets to show the efficacy of the proposed models.

2. Related Work

Projection. The key idea of Proj-GAN is to tie parameters of AC and twin AC. This design brings flexibility in modeling data matching and label matching. We leverage its flexible design in our P2GAN model. The same projection form is considered in projection-based MINE [2, 11].

Multi-task learning. Training GANs with both discrimination loss and classification loss can be viewed as a multi-task learning problem. [19] propose a principled approach that weighs multiple loss functions by considering the homoscedastic uncertainty of each task. The proposed P2GAN-w model is built upon this notion.

$f$-divergence in GANs. [35] formulated a family of GANs into a variational $f$-divergence minimization framework. Their proposed $f$-GAN is for marginal matching (unconditional GAN) while our $f$-cGAN aims to minimize the $f$-divergence between real and fake conditionals and does not optimize its dual form.

Twin auxiliary classifiers. TAC-GAN corrects the bias in AC-GANs by introducing a twin AC and maximizing its classification loss on generated samples. A binary version of twin AC has been introduced as an Anti-Labeler in CausalGAN [21]. CausalGAN has observed unstable training behavior after introducing such binary twin ACs. RobGAN [26] splits the categorical classification losses of real and fake data in AC-GAN, however, it does not have a twin AC (dual projections) and does not aim to balance label-matching and data-matching.

3. Method

3.1. Background

Throughout the paper, we denote data-label pairs as $\{x_i, y_i\}_{i=1}^{n}$ drawn from the joint distribution $P_{XY}$, where $x$ is an image (or other forms of data) and $y$ is its label, i.e., $Y = \{1, \ldots, K\}$. A generator is trained to transform samples $z \sim P_Z$ from a canonical distribution conditioned on labels to match the real data distributions. Real distributions are denoted as $P$ and generated distributions are denoted as $Q$. We also denote real and fake data as $x^+ \sim P_X$ and $x^- \sim Q_X$, respectively. The discriminator of a conditional GAN learns to distinguish samples drawn from the joint distribution $P_{XY}$ and $Q_{XY}$. Its objectives can be written as:

$$L_D = \mathbb{E}_{x,y \sim P_{XY}} A(-\hat{D}(x, y)) + \mathbb{E}_{z \sim P_Z, y \sim Q_Y} A(\hat{D}(G(z, y), y)),$$

and

$$L_G = \mathbb{E}_{z \sim P_Z, y \sim Q_Y} A(-\hat{D}(G(z, y), y)).$$

Here $A$ is the activation function and $\hat{D}$ is the logit or discriminator’s output before activation. Note that choosing
\( A(t) = \text{softplus}(t) = \log(1 + \exp(t)) \) recovers the original GAN formulation [7]. With this activation function, the logit of an optimal discriminator in Equation 1 can be decomposed in two ways,

\[
\hat{D}^*(x, y) = \log \frac{P(x)}{Q(x)} + \log \frac{P(y|x)}{Q(y|x)} \tag{3}
\]

Marginal Matching + Label Matching

\[
= \log \frac{P(x|y)}{Q(x|y)} + \log \frac{P(y)}{Q(y)} \tag{4}
\]

Data Matching

From Equation 3, one can derive the logit of a projection discriminator [31],

\[
\hat{D}(x, y) = v_y^T \phi(x) + \psi(\phi(x)), \tag{5}
\]

where \( \phi(\cdot) \) is the image embedding function, \( v_y \) is embedding of class \( y \), and \( \psi \) collects the residual terms. \( v_y := v_y^p - v_y^q \) is the difference of real and fake class embeddings.

### 3.2. Projection and Dual Projection GANs

**Effectiveness of tying class embeddings.** The key idea of a projection discriminator [31] is to tie the parameters \( v_y^p \) and \( v_y^q \) into a single \( v_y \). Intuitively, tying embeddings allows a projection discriminator to turn the problem of learning categorical decision boundaries to learning a relative translation vector for each class. The latter is much easier than the former. Intuitively, it is in general easier to learn a relative comparison than to learn each parameter in an absolute scale. For example, learning \( v_y^p \) is a hard problem by itself when training on large scale datasets like ImageNet [40].

Without loss of generality, let’s assume \( \psi(\cdot) \) as a linear function \( v_y \). From Equation 1 we can see that \( L_D \) is trying to maximize \((v_y + v_y)^T \phi(x^+)\) and to minimize \((v_y + v_y)^T \phi(x^-)\). If we approximate \text{softplus} function by \( \text{ReLU} = \max(0, \cdot) \), we observe that the loss is large when \( x^+ \) and \( x^- \) are mis-classified, under which \( L_D \approx (v_y + v_y)^T(\phi(x^-) - \phi(x^+)) \). Intuitively, the learning procedure of Proj-GAN can be understood as performing two alternative steps,

**D-step:** Align \((v_y + v_y)\) with \((\phi(x^+) - \phi(x^-))\);

**G-step:** Move \(\phi(x^+)\) along \((v_y + v_y)\).

This shows that by tying parameters, Proj-GAN is able to directly perform data matching (align \(Q(x|y)\) with \(P(x|y)\)) without explicitly enforcing label matching.

**Enforcing label matching.** Ideally, \( v_y \) should recover the difference between underlying \( v_y^p \) and \( v_y^q \), but there is no explicit constraint to enforce such property. To do this, we start by untying the class embeddings \( v_y := v_y^p - v_y^q \). Then, we encourage \( V^p \) and \( V^q \) to learn conditional distributions \( p(y|x) \) and \( q(y|x) \), respectively *. This is usually done by minimizing cross-entropy losses with a \text{softmax} function,

\[
L_{mi}^p = -v_y^p \phi(x^+) + \log \sum_y \exp(v_y^p \phi(x^+)), \quad \text{and}
\]

\[
L_{mi}^q = -v_y^q \phi(x^-) + \log \sum_y \exp(v_y^q \phi(x^-)). \tag{6}
\]

Note that the two classifiers \( V^p \) and \( V^q \) are trained on real and fake data respectively. This is different from AC-GAN and TAC-GAN where the (first) discriminator is trained on both \( x^+ \) and \( x^- \). This is shown in Figure 1 and 2.

**Dual Projection GAN (P2GAN).** The discriminator and

---

*Matrix \( V \) is the collection of class embeddings \( v_y \) for all categories.*
generator losses for P2GAN is given as follows,
\[ L_D^{P2} = L_D(\hat{D}) + L_{mp}^P + L_{mi}^q, \]  
and \[ L_G^{P2} = L_G(\hat{D}), \]
with \( \hat{D} = (v_{y}^p - v_{y}^q)^T \phi(x) + \psi(\phi(x)) \)

The proposed method has untied projection vectors, thus we term the model Dual Projection GAN, or P2GAN. Note that both \( L_D(\hat{D}) \) and \( L_{mp}^p \) contain parameter \( V^p \), and similarly, both \( L_D(\hat{D}) \) and \( L_{mi}^q \) contain parameter \( V^q \). It is also worth mentioning that similar to the Proj-GAN, P2GAN only proposes a form of the logit while leaves the activation function free of choices.

We observe that when cross-entropy losses are removed, P2GAN is equivalent to Proj-GAN except that \( v_y \) is over-parameterized as \( v_y^p - v_y^q \). This suggests that when class separability is intrinsically difficult to model and the two cross-entropy losses are not effectively optimized, P2GAN reduces to a Proj-GAN. In this case, a model that relies on marginal-conditional [23] decomposition, such as an AC-GAN or a TAC-GAN, degrades to an unconditional GAN instead. This illustrates that the proposed P2GAN implicitly balances data matching and label matching by inheriting the Proj-GAN. We can also explicitly weigh \( L_{mp}^P \) and \( L_{mi}^q \).

**Weighted Dual Projection GAN (P2GAN-w).** From a multi-task learning perspective [19], it should be beneficial to let the model learn to weigh data matching and label matching. Here we consider adding a “gate” between the two losses,
\[ L_D^{P2w} = (1 - \lambda) \cdot L_D + \lambda \cdot (L_{mp}^P + L_{mi}^q). \]

We tested three variants of weighted P2GAN: (1) exponential decay, (2) scalar valued, and (3) amortised.

**P2GAN-d.** The simplest way is to define \( \lambda \) as a decaying factor. We set \( \lambda = e^{-t/T}, t \) is the number of iterations during training time.

**P2GAN-s.** Let \( \lambda \in [0,1] \) be a learnable parameter and initialized as 0.5. When \( \lambda = 0 \), P2GAN-s reduces to a Proj-GAN. When \( \lambda > 0 \), class separation is explicitly enforced. The data matching task is intuitively much easier than the label matching task in the early stage of training and \( \lambda \) would quickly vanish. To accommodate this, we follow [19] and add a penalty term on \( \lambda \) (P2GAN-sp),
\[ L_D^{P2sp} = (1 - \lambda) \cdot L_D + \lambda \cdot (L_{mp}^P + L_{mi}^q) - \frac{1}{2} \log \lambda(1 - \lambda). \]

**P2GAN-a.** We also experimented with learning amortized homoscedastic weights for each data point. \( \lambda(x) \geq 0 \) is then a function of \( x \) (P2GAN-a). Since \( \lambda(x) \) are per-sample weights, in Equation 8 it should be inside of the expectation. We defer its lengthy definition in Supplementary. Likewise, a penalty term can be added (P2GAN-ap). Also, when loss terms involve non-linearity in the mini-batch expectation, for example, the log in MINE [2], any type of “linearization” tricks can be applied [33].

Comparisons of different weighting strategies are given in experiments Table 1. In practice we find \( \lambda(x) \) with penalty works best. In following Experiments, P2GAN-w stands for P2GAN-ap, if not specified.

### 3.3. Theoretical Analysis

As discussed previously, a projection discriminator defined in Equation 5 can flexibly transit between two decomposition forms. Here we discuss two variants of conditional GAN models that perform only data matching or label matching.

**cGAN that performs data matching (DM-GAN).** Setting \( \psi(\cdot) \) as zero \(^3\), Proj-GAN can be viewed as a weighted sum of \( K \) unconditional GAN objectives with binary cross-entropy losses (where \( K \) is the number of classes):

**Proposition 1.** When \( \psi = 0 \), a Proj-GAN reduces to \( K \) unconditional GANs, each of them minimizes the Jensen-Shannon divergence between \( P_{X|Y} \) and \( Q_{X|Y} \) with mixing ratio \( \{ \frac{P(y)}{P(y) + Q(y)}, \frac{Q(y)}{P(y) + Q(y)} \} \). Its value function can be written as,
\[ \mathbb{E}_{P_y} \left\{ \mathbb{E}_{P_{X|Y}} \log D(x|y) + \frac{Q_y}{P_y} \mathbb{E}_{Q_{X|Y}} \log (1 - D(x|y)) \right\}. \]

We observe a slight improvement in terms of FID score from our early experiment on CIFAR100\(^4\), which might suggest that Proj-GAN biases towards data matching than label matching. DM-GAN is also the cGAN implementation in [27, 18].

**cGAN that performs label matching (f-cGAN).** At the other end of the spectrum, if we explicitly model the marginal matching and label matching terms in Equation 3, we arrive at a (T)AC-GAN-like model which follows the marginal-conditional decomposition. To be precise, marginal matching can be achieved via (unconditional) GAN loss, and label matching can be enforced by minimizing their divergence.

**Proposition 2.** Given a generator \( G \), if cross entropy losses \( L_{mp}^P \) and \( L_{mi}^q \) are minimized optimally, then the difference of two losses evaluated at fake data equals the reverse KL-divergence between \( P_{Y|X} \) and \( Q_{Y|X} \).
\[ L_{mp}^P(x^-) - L_{mi}^q(x^-) = \mathbb{E}_{Q_{X}} KL(Q_{Y|X} \| P_{Y|X}). \]

\(^3\)In practice spectral normalization [30] is often applied and this null solution for \( \psi \) cannot be reached.

\(^4\)this conclusion is not reflected in Table 7 due to different hyper-parameters and configurations.
From the above proposition we derive a new conditional GAN,

\[ L_G^f = L_D(\tilde{D}) + L_{P^m}^p_m(x^+) + L_{P^m}^q_m(x^-), \]

and \( L_G^f = L_D(\tilde{D}) + L_{P^m}^p_m(x^-) - L_{P^m}^p_m(x^-), \)

with \( \tilde{D} = v^T \phi(x) + b \) \tag{11}

In fact, \( L_{P^m}^{p}(x^-) - L_{P^m}^{q}(x^-) = E_{Q_X} - \log \frac{Q(Y|X)}{P(Y|X)}. \) By replacing the \(-\log\) with function \( f\), we can also generalize the reverse-KL to \( f\)-divergence \cite{35},

\[ E_{Q_X} f \left( \frac{P(Y|X)}{Q(Y|X)} \right) = E_{Q_X} D_f(P_{Y|X}\|Q_{Y|X}). \]

The generator loss then becomes

\[ L_G = L_G + E_{Q_X} f(\exp(T^p(x, y) - T^q(x, y))). \] \tag{12}

Here, \( T^p = v^T \phi(x) - \log \sum_y \exp(v^T \phi(y)) \) is an estimator of \( \log P(y|x) \), and similarly \( T^q \) is an estimator of \( \log Q(y|x) \). Equation 11 and 12 defines a general conditional GAN framework, which we call \( f\)-cGAN.

To show that \( f\)-cGAN is theoretically sound and Nash equilibrium can be achieved, we provide the following theorem.

**Theorem 1.** Denoting \( P_{XY} \) and \( Q_{XY} \) as the data distribution and the distribution induced by \( G \), their Jensen-Shannon divergence is upper bounded by the following.

\[ JSD(P_{XY}, Q_{XY}) \leq 2c_1 \sqrt{2JSD(P_{X}, Q_{X})} + c_2 \sqrt{2KL(P_{Y|X}\|Q_{Y|X}^p)\|+} \tag{13} \]

\[ c_2 \sqrt{2KL(Q_{Y|X}\|Q_{Y|X}^q)\|} + c_2 \sqrt{2KL(Q_{Y|X}\|Q_{Y|X}^p)\|.} \]

in the above, constants \( c_1 \) and \( c_2 \) are upper bounds of \( \frac{1}{2} \int |P_{Y|X}(y|x) - \mu(x, y)| \) and \( \int |Q_{X}(x) - \mu(x)| \), respectively, where \( \mu \) is a \( \sigma \)-finite measure.

### 3.4. Comparison with Other Methods

First, dual projection GAN extends a projection GAN by untying class embeddings and enforcing class separability in each domain. Comparing P2GAN with \( f\)-cGAN, both of them minimizes \( L_{P^m}^p_m(x^+) + L_{P^m}^q_m(x^-) \) in the discriminator loss. As for the generator loss, \( f\)-cGAN minimizes \( L_{P^m}^p_m(x^-) - L_{P^m}^q_m(x^-) \), while P2GAN enforces label matching via \( L_G((v^p - v^q)\phi(x^-) + \psi(\phi(x^-))) \) thus the LogSumExp function is not involved.

By adding a term \( L_{P^m}^{p}(x^-) \) to \( L_D \) in Equation 11, one can recover the TAC-GAN\(^8\). It is worth noting that this term is required since TAC-GAN aims to chain \( E_{P_X} KL(P_{Y|X}\|Q_{Y|X}^P) \) and \( E_{Q_X} KL(Q_{Y|X}\|Q_{Y|X}^q) \) together, while our \( f\)-cGAN tries directly align \( Q_{Y|X} \) with \( P_{Y|X} \). In experiments we show that this simple trick can largely boost performance. Further, by removing all terms related to \( L_{P^m}^q_m \), we derive AC-GAN.

Both P2GAN and \( f\)-cGAN only model data-to-class relations, and data-to-data relation is indirectly modeled via class embeddings. While ContraGAN \cite{15} and ReAC-GAN \cite{16} models these two relations directly. It is orthogonal to our method and we leave it for future work.

| Tables |

**Table 1:** FID scores of different weighting strategies for P2GAN-w. All models are trained for 80000 iterations on ImageNet, 62000 iterations on CIFAR100, and 50000 iterations on VGGFace200.

| Models     | ImageNet | CIFAR100 | VGGFace200 |
|------------|----------|----------|------------|
| P2GAN      | 19.22    | 10.55    | 23.15      |
| P2GAN-d (T=200) | -       | 10.51    | 21.24      |
| P2GAN-d (T=2000) | -      | 10.35    | 24.49      |
| P2GAN-a    | 18.62    | 9.03     | 20.59      |
| P2GAN-sp   | 20.68    | 9.51     | 20.18      |
| P2GAN-a    | -        | 10.13    | 20.26      |
| P2GAN-sp   | 18.31    | 9.82     | 18.99      |

**Table 2:** Average rank of Proj-GAN, TAC-GAN, \( f\)-cGAN and P2GAN on MoG dataset. For each method, the average ranks of using BCE loss, hinge loss, and all experiments are reported.

| Models     | BCE  | Hinge | Overall |
|------------|------|-------|---------|
| BCE        | 3.90 | 2.45  | 2.15    |
| Hinge      | 1.80 | 3.35  | 2.45    | 2.40    |
| Overall    | 2.85 | 2.90  | 2.30    | 1.95    |

**Table 3:** Max-FID scores for 1D MOG synthetic dataset.

| BCE/Hinge | \( d_m = 1 \) | \( d_m = 2 \) | \( d_m = 3 \) | \( d_m = 4 \) | \( d_m = 5 \) |
|-----------|---------------|---------------|---------------|---------------|---------------|
| Proj-GAN  | 0.0059        | 0.0123        | 0.0291        | 0.0339        | 0.0796        |
| TAC-GAN\* | 0.0029        | 0.0090        | 0.0134        | 0.0169        | 0.0243        |
| \( f\)-cGAN | 0.0032        | 0.0172        | 0.0129        | 0.0184        | 0.0213        |
| P2GAN     | 0.0026        | 0.0060        | 0.0085        | 0.0124        | 0.0212        |

**4. Experiments**

**Datasets.** In this section, we first show experimental results for model analysis on an imbalanced subset of CIFAR100 [22] (denoted as CIFAR100B). Then we then report results of different baselines across various datasets. Finally, ablation studies are presented. We evaluate the distribution matching ability of different models on a synthetic
Table 4: Inception Scores (IS), Fréchet Inception Distances (FID) and the maximum intra FID (max-FID). Our proposed adaptive P2GAN achieves the highest IS, lowest FID and lowest max-FID in most cases. The top-two best performing methods are marked in boldface.

| Dataset     | Proj-GAN | TAC-GAN | f-cGAN (ours) | P2GAN (ours) | P2GAN-w (ours) |
|-------------|----------|---------|---------------|--------------|----------------|
| CIFAR100    | IS ↑     | FID ↓   | max-FID ↓     | IS ↑         | FID ↓          | max-FID ↓     |
| ImageNet    | 16.14 ± 0.34 | 22.76 | 200.47 | 17.50 ± 0.10 | 15.84 | 190.92 |
| VGGFace200  | 50.93 ± 0.86 | 61.43 | 239.60 | 17.80 ± 0.33 | 15.87 | 176.83 |
| VGGFace500  | 126.19 ± 1.95 | 25.57 | 162.27 | 16.20 ± 0.26 | 18.30 | 209.83 |
| Average Rank| 3.5 4 3 4 3.75 5 3.5 2.5 2.5 2.25 1.5 1.75 |

Figure 3: Samples of VGGFace200. Proj-GAN produces blurry faces. TAC-GAN and P2GAN occasionally show mode collapse (first and last row). The adaptive P2GAN model generates diverse and sharp faces.

Figure 4: Samples of different methods trained on ImageNet. TAC-GAN, f-cGAN and P2GAN all show mode collapse (last two rows), while Proj-GAN and P2GAN-w generate diverse samples.

Mixture of Gaussian (MoG) dataset [6] and evaluate the image generation performance on CIFAR100, ImageNet [40] and VGGFace2 [4]. Following the protocol in [6], we construct 2 subsets VGGFace200 and VGGFace500. Baselines. We compare our proposed models with competitive baselines including Proj-GAN and TAC-GAN. We use BigGAN [3] as backbone for baselines. For a fair comparison, we implemented TAC-GAN following the paper [6], and we denote as TAC-GAN* in following experiments. The code is written in PyTorch [38] and is available on the project website\(^1\).

Evaluation. Inception Scores (IS) [42] and Fréchet Inception Distances (FID) [12] are reported for quantitative evaluation. We compute intra FIDs [31] between the generated images and dataset images within each class. [31] report the mean value of intra FIDs while here we report the maximum among all classes to better capture mode collapse of trained generative models. Experimental setup and additional results are detailed in Supplementary.

\(^1\)https://github.com/phymhan/P2GAN
Figure 5: Comparison of scalar $\lambda$ and amortized $\lambda(x)$. Plots show the value of $\lambda$ as training proceeds. Curves are smoothed for better visualization.

Figure 6: Data embedding visualized by t-SNE. Plot shows 2-D image embedding visualization for baselines at iteration 50000. Positive labels are real image embeddings and negative labels are fake image embeddings. A clear separation between real/fake indicates mode collapse.

Table 5: IS and FID scores on ImageNet at 128 resolution and CIFAR10. We mark * to FID and IS values reported in StudioGAN [15].

|                | ImageNet 128 × 128 | CIFAR10 |
|----------------|--------------------|---------|
|                | IS ↑  | FID ↓ | IS ↑  | FID ↓ |
| Proj-GAN       | 30.73 | 23.07 | *9.85 | *8.03 |
| P2GAN          | **59.24** | **16.86** | 9.76  | 8.00  |
| P2GAN-w        | 42.69 | 19.19 | **9.87** | **7.99** |

|                | VGGFace200 | VGGFace500 |
|----------------|------------|------------|
| Proj-GAN       | 0.198      | 0.373      |
| TAC-GAN*       | 0.009      | 0.162      |
| f-cGAN         | 0.233      | 0.385      |
| P2GAN          | 0.172      | 0.376      |
| P2GAN-w        | **0.387** | **0.416** |

4.1. Model Analysis

Embedding visualization. We visualize the learned image embeddings of different methods, shown in Figure 6. For VGGFace200 dataset, we can see all baselines except for P2GAN-w show clear mode collapse (real and fake image embeddings are well separated) at iteration 50000. We can also observe that Proj-GAN does not enforce class separability. Moreover, comparing these two datasets, VGGFace is more clustered (in classes) than CIFAR100. This verifies our intuition that when the classification task is relatively easy, enforcing label matching helps the discriminator to be trained more powerful and thus provide more informative
Learning adaptive weights. As shown in Figure 5, without penalty, $\lambda$ and $\lambda(x)$ quickly converge to 0 during training. Figure 5-(d) shows an interesting phenomenon (from experiments on CIFAR100IB): The model quickly puts high weight on the discrimination loss $L_D$ at the early stage and weighs it less as training proceeds.

$f$-divergence. Here we consider several commonly used loss functions for $f$-cGAN and give the training results in Supplementary. We observe that the reverse-KL is the most stable and achieves highest IS and lowest FID. Thus, if not specified, reverse-KL is used in following experiments.

4.2. Comparison of Baselines

Mixture of Gaussian (MoG). We follow protocols in [6] to set up experiments. The real data consists of three 1-D Gaussian with standard deviations $\sigma_0 = 1$, $\sigma_1 = 2$, and $\sigma_2 = 3$, and their means are equally spaced with interval $d_m$, ranging from 1 to 5. Average ranks of Maximum Discrepancy (MMD) [8] are reported in Table 2, where P2GAN achieves highest overall average rank. Detailed MMD metrics are reported in Supplementary. FID scores are reported in Table 3. P2GAN and $f$-cGAN shows advantages at lower distance values (more overlapping between modes), which suggests that if label matching can be effectively learned (the estimated posteriors are accurate), the discriminator is more powerful.

CIFAR. Results on CIFAR100 [22] are reported in Table 4. Proj-GAN achieves the lowest FID scores, while $f$-cGAN achieves the highest IS. The adaptive P2GAN model shows competitive high IS and low FID. It is also an interesting confirmation that the P2GAN-w indeed learns a model in between. Results on CIFAR10 are reported in Table 5.

ImageNet. We conduct experiments on ImageNet [40] and compare with all baselines at resolution of $64 \times 64$. From Table 4, we see P2GAN models achieve the highest IS and lowest FID. Intra FIDs are computed on 50 classes (samples of these 50 categories are given in Supplementary) due to its high computation cost. Figure 4 shows that for the “flower” class in the last row, Proj-GAN and the proposed P2GAN-w generate diverse samples, while TAC-GAN, $f$-cGAN and P2GAN all show mode collapse. This can be verified by low max-FID values of the P2GAN-w model. Results of 128 resolution experiments are reported in Table 5.

VGGFace2. VGGFace2 [4] is a large-scale dataset for face recognition, and contains over 9000 identities with around 362 images for each identity. The VGGFace2 dataset is introduced in [6] for image generation task. We follow their experimental setup and construct subsets VGGFace200 and VGGFace500. The images are resized to $64 \times 64$. Table 4 shows that the proposed $f$-cGAN and P2GAN models significantly outperform Proj-GAN and TAC-GAN. To directly measure diversity, we report the min-LPIPS (across all categories) in Table 6. From Figure 3 we can see that Proj-GAN, TAC-GAN and P2GAN all show mode collapse to a certain degree. While P2GAN-w generates sharp and diverse images. Samples from Proj-GAN are also blurry.

4.3. Ablation Studies

A naïve hybrid model could be an ensemble of the Proj-GAN loss and the $f$-cGAN loss, which requires three parameters $v_y$, $v_y'$ and $v_y''$. The resulting does not truly unite class embeddings and less elegant. We find it does not show superior performance over dual projection. We provide in Table 7 comparisons of the naïve baseline, an over-parameterization baseline ($\lambda \equiv 0$), and DM-GAN ($\psi \equiv 0$). Also, the training curves on VGGFace200 given in Supplementary shows that over-parameterization alone does not prevent Proj-GAN from failing on this dataset and dual projections indeed benefit from balanced data matching and label matching.

5. Conclusion

In this paper, we give insights on projection form of conditional discriminators and propose a new conditional generative adversarial network named Dual Projection GAN (P2GAN). We demonstrate its flexibility in modeling and balancing data matching and label matching. We further rigorously analyze the underlying connections between AC-GAN, TAC-GAN, and Proj-GAN. From the analysis, we first propose $f$-cGAN, a general framework for learning conditional GAN. We demonstrate the efficacy of our proposed models on various synthetic and real-world datasets. P2GAN may also be potentially applicable to image-to-image translation [14, 37] and federated learning [25] which we leave for future work.
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Supplementary

6. Proof of Proposition 1

Proposition 2. When \( \psi = 0 \), a Proj-GAN reduces to \( K \) unconditional GANs, each of them minimizes the Jensen-Shannon divergence between \( P_{X|y} \) and \( Q_{X|y} \) with mixing ratio \( \{ \frac{P(y)}{P(y)+Q(y)}, \frac{Q(y)}{P(y)+Q(y)} \} \). Its value function can be written as,

\[
E_{P_{Y}} \left\{ E_{P_{X|Y}} \log D(x|y) + \frac{Q_{y}P_{X|Y}}{P_{y}P_{X|Y}+Q_{y}Q_{X|Y}} \log \left( 1 - D(x|y) \right) \right\}
\]

Proof. When \( \psi(z) \) is zero, \( D(x, y) = v_{y}^{T}\phi(x) \). Recall the logit of an unconditional GAN is \( D(x) = v_{y}^{T}\phi(x) \) (with bias \( b = 0 \)). It immediately follows that matrix \( V \) is a collection of \( K \) vectors \( v_{y} \), one for each class. Simply rearranging the cGAN objective, we get

\[
E_{P_{Y}} \left\{ E_{P_{X|Y}} \log D(x|y) + \frac{1}{r(y)} E_{Q_{X|Y}} \log \left( 1 - D(x|y) \right) \right\}
\]

with \( r(y) = \frac{P(y)}{Q(y)} \). This can be viewed as a weighted sum of \( K \) GAN objectives with binary cross-entropy loss. Each of them minimizes the Jensen-Shannon divergence between \( P_{X|y} \) and \( Q_{X|y} \) with weights \( \{ \frac{P(y)}{P(y)+Q(y)}, \frac{Q(y)}{P(y)+Q(y)} \} \).

7. Proof of Proposition 2

Lemma 1. For any classifier \( C \), the objective \( \mathbb{E}_{x,y \sim P_{X,Y}} \log C(x, y) \leq -H_{P}(Y|X) \), and the maximizer \( C^{*} \) is obtained if and only if \( Q^{C}(y|x) = P(y|x) \), where \( Q^{C} \) is the conditional distribution induced by \( C \).

Proof. It follows immediately with the observation,

\[
L_{CE} = \mathbb{E}_{x,y \sim P_{X,Y}} \log C(x, y) = \mathbb{E}_{x \sim P_{X}} \mathbb{E}_{y \sim P_{Y|X}} \log P(y|x) \frac{Q^{C}(y|x)}{P(y|x)} = \mathbb{E}_{x \sim P_{X}} \mathbb{E}_{y \sim P_{Y|X}} \log \frac{P(y|x)}{Q^{C}(y|x)} + \mathbb{E}_{x \sim P_{X}} KL(P_{Y|X}||Q^{C}_{Y|X}) \leq -H_{P}(Y|X).
\]

The equality is achieved if and only if \( Q^{C}_{Y|X} = P_{Y|X} \).

Proposition 2. Given a generator \( G \), if cross entropy losses \( L^{p}_{mi} \) and \( L^{q}_{mi} \) are minimized optimally, then the difference of two losses evaluated at fake data equals the reverse KL-divergence between \( P_{Y|X} \) and \( Q_{Y|X} \),

\[
L^{p}_{mi}(x) - L^{q}_{mi}(x) = \mathbb{E}_{Q_{X}} KL(Q_{Y|X}||P_{Y|X}).
\]

Proof. Applying Lemma 1 to classifier \( C^{p} \) and \( C^{q} \) respectively, we have

\[
C^{p*} = P(y|x) \quad \text{and} \quad C^{q*} = Q(y|x).
\]

Then,

\[
L_{mi}^{p}(x) - L_{mi}^{q}(x) = \mathbb{E}_{z \sim P_{z}, y \sim P_{y}} \log Q^{C^{p*}}(G(z, y), y) - \log Q^{C^{q*}}(G(z, y), y)
\]

\[
= \mathbb{E}_{z \sim P_{z}, y \sim P_{y}} \log C^{p*}(G(z, y), y) - \log C^{q*}(G(z, y), y)
\]

\[
= \mathbb{E}_{Q_{X}} \log \frac{Q(y|x)}{P(y|x)}
\]

\[
= \mathbb{E}_{Q_{X}} KL(Q_{Y|X}||P_{Y|X}).
\]

8. Proof of Theorem 1

Theorem 1. Denoting \( P_{XY} \) and \( Q_{XY} \) as the data distribution and the distribution induced by \( G \), their Jensen-Shannon divergence is upper bounded by the following.

\[
JSD(P_{XY}, Q_{XY}) \leq 2c_{1} \sqrt{2\text{JSD}(P_{X}, Q_{X})} + c_{2} \sqrt{2\text{KL}(P_{Y|X}||Q^{C}_{Y|X})} + c_{2} \sqrt{2\text{KL}(Q^{C}_{Y|X}||Q_{Y|X})}.
\]

Proof. According to the triangle inequality of the total variation distance (TV, denoted as \( \delta \)), we have

\[
\delta(P_{XY}, Q_{XY}) \leq \delta(P_{XY}, P_{Y|X}Q_{X}) + \delta(P_{Y|X}Q_{X}, Q_{XY}).
\]

We can relax term \( 1 \) using the definition of TV,

\[
\delta(P_{XY}, P_{Y|X}Q_{X}) = \delta(P_{Y|X}P_{X}, P_{Y|X}Q_{X}) = \frac{1}{2} \int \left( |P_{Y|X}(y|x)P_{X}(x) - P_{Y|X}(y|x)Q_{X}(x)| \mu(x, y) \right)
\]

\[
= \frac{1}{2} \int \left( |P_{Y|X}(y|x)|\mu(x, y) \int |P_{X}(x) - Q_{X}(x)| \mu(x, y) \right)
\]

\[
\leq c_{1} \delta(P_{X}, Q_{X}),
\]

where \( \mu \) is a (\( \sigma \)-finite) measure, \( c_{1} \) is an upper bound of \( \int |P_{Y|X}(y|x)| \mu(x, y) \). (a) follows from the Hölder inequality. Similarly, for \( 3 \) we have,

\[
\delta(P_{Y|X}Q_{X}, Q_{XY}) = \delta(P_{Y|X}Q_{X}, Q_{Y|X}Q_{X}) \leq c_{2} \delta(P_{Y|X}, Q_{Y|X}),
\]

and \( c_{2} \) is an upper bound of \( \int |Q_{X}(x)| \mu(x) \).
Then, using the triangle inequality of TV again,
\[
\delta(P_{Y|X}, Q_{Y|X}) \leq \delta(P_{Y|X}, Q_{Y|X}^p) + \delta(Q_{Y|X}^p, Q_{Y|X}) + \delta(Q_{Y|X}, Q_{Y|X}).
\] (22)
Combining Equation 19, 20, 21 and 22,
\[
\delta(P_{XY}, Q_{XY}) \leq c_1\delta(P_{X}, Q_{X}) + c_2\delta(P_{Y|X}, Q_{Y|X}) + c_3\delta(P_{X}, Q_{X}) + c_4\delta(Q_{Y|X}^p, Q_{Y|X}) + c_5\delta(Q_{Y|X}, Q_{Y|X}).
\] (23)

From above, we see that \(\mathbb{P}\) is bounded by \(L_{mi}^p\) and \(L_{mi}^q\).

Finally, using to Pinsker inequality \cite{45} \(\delta(P, Q) \leq \sqrt{\frac{1}{2}KL(P \parallel Q)}\), and Lemma 3 in \cite{44} \(\frac{1}{2}\delta^2(P, Q) \leq \text{JSD}(P, Q) \leq 2\delta(P, Q)\), we have,
\[
\text{JSD}(P_{XY}, Q_{XY}) \leq 2c_1\sqrt{2\text{JSD}(P_{X}, Q_{X})} + 2\sqrt{\text{KL}(Q_{Y|X}^p \parallel Q_{Y|X})} + c_2\sqrt{\text{KL}(P_{Y|X} \parallel Q_{Y|X})} + c_2\sqrt{\text{KL}(Q_{Y|X}^p \parallel Q_{Y|X})}.
\] (24)
\]

10. \(-f\)-divergence

Here we consider several \(-f\)-divergence loss functions \cite{35} and list them in Table 9. Results on CIFAR100IB and VGGFace200 is given in Figure 7. Different from the results on VGGFace200, only reverse-KL and GAN losses are stable on CIFAR100IB.

Figure 7: (a-b) IS and FID on CIFAR100IB. (c-d) IS and FID on VGGFace200. Different curves correspond to different choices of \(-f\)-divergence, CE loss is used for both \(P\) and \(Q\).
Table 9: List of $f$-divergence and their corresponding generator function $f(\cdot)$

| Name                | $f(u)$                                      | $f \circ \exp(u)$  |
|---------------------|---------------------------------------------|---------------------|
| Reverse KL          | $-\log u$                                   | $-u$                |
| Kullback-leibler    | $u \log u$                                  | $ue^u$              |
| Pearson $\chi^2$   | $(u-1)^2$                                    | $(e^u - 1)^2$       |
| Squared Hellinger   | $(\sqrt{u - 1})^2$                          | $(e^{u^2} - 2)^2$   |
| Jensen-Shannon      | $-(u+1) \log \frac{1+e^u}{2} + u \log u$  | $-(e^u + 1) \log \frac{1+e^u}{2} + ue^u$ |
| GAN                 | $u \log u - (u+1) \log (u+1)$              | $ue^u - (e^u + 1) \log (e^u + 1)$ |

11. Implementation

The 1D Mixture of Gaussian experiments are implemented based on the official TAC-GAN repo. Code for CIFAR100, VGGFace2, and ImageNet at resolution $64 \times 64$ are written based on the BigGAN-PyTorch repo. Code for CIFAR10 and ImageNet at resolution $128 \times 128$ is implemented based on StudioGAN [15] repo.

12. 1D MoG Synthetic Data

**Experimental setup.** We follow the same protocol as in TAC-GAN paper [6]. The standard deviations $\sigma_0 = 1$, $\sigma_1 = 2$, and $\sigma_2 = 3$ are fixed, and distance $d_m$ is set to value $1,2,\ldots,5$ and all models are trained 100 times for each experimental setting. The code for synthetic data, network architectures, and MMD evaluation metrics are borrowed from the official TAC-GAN repo. However, the training code for hinge loss is not provided, thus we implemented our hinge loss version based on the BigGAN-PyTorch repo.

**More results.** The average MMD values across 100 runs are reported in Table 11 and Figure 10. Samples of generated 1D MoG are visualized in Figure 13. We observe that P2GAN performs the best with BCE loss, demonstrating its ability to generate accurate distributional data. Even with hinge loss, P2GAN still performs relatively well, and achieves the highest overall ranking.

13. CIFAR

**Experimental setup.** To construct the CIFAR100IB dataset, we randomly sample $N_c$ images from class $c$ where $N_c = \text{round}(500 - 4 \times c)$. For CIFAR100 experiments, we fix batch size as 100, and the number of $D$ steps per $G$ step as 4. All baselines are trained for 500 epochs or 62k iterations. These hyper-parameters are kept the same as described in TAC-GAN paper (also in their provided launch script).

\[https://github.com/ajbrock/BigGAN-PyTorch\]
\[https://github.com/POSTECH-CVLab/PyTorch-StudyGAN\]
Table 11: The Maximum Mean Discrepancy (MMD) metric on 1D Mixture of Gaussian (MoG) synthetic dataset. Classes ‘0’, ’1’, ’2’ stand for mode 0, 1, 2, and ‘M’ stands for marginal. The upper half lists results of BCE loss and the lower half lists results when adopting hinge loss. We run each experiment 100 times and report the average MMD over the top 90% performing runs. Standard deviations are omitted due to space limit. Entries with two lowest values are marked in boldface.

| BCE / Hinge | \(d_0 = 1\) | \(d_0 = 2\) | \(d_0 = 3\) | \(d_0 = 4\) | \(d_0 = 5\) |
|-------------|-------------|-------------|-------------|-------------|-------------|
| Proj-GAN    | 0.040       | 0.106       | 0.273       | 0.074       | 0.044       |
| Tac-GAN     | 0.015       | 0.033       | 0.100       | 0.021       | 0.021       |
| f-cGAN      | 0.018       | 0.042       | 0.170       | 0.019       | 0.019       |
| P2GAN       | 0.009       | 0.028       | 0.151       | 0.014       | 0.014       |

Figure 10: The Maximum Mean Discrepancy (MMD) metric. Proposed methods show low MMD with low variance across different runs.

Figure 11: Precision & recall on ImageNet (128 resolution).

More results. Generated samples of CIFAR10 and CIFAR100 are shown in Figure 14 and 16, respectively.

14. ImageNet

Experimental setup. Due to limited computation resource, experiments on ImageNet related to model comparison and
analysis are conducted at resolution $64 \times 64$. We follow the experimental setup in TAC-GAN paper but reduce the image size and model size. We use batch size of 2048 (batch size 256 accumulated 8 times) and the number of $D$ steps per $G$ step is 1. Channel multipliers for both $G$ and $D$ are 32. The resolution of self-attention layer is set to 32. Models are trained with $80k$ iterations.

For experiments at $128 \times 128$ resolution, we follow the configurations of BigGAN256‡‡ provided in the StudioGAN [15] repo. We use batch size of 256 and the number of $D$ steps per $G$ step is 2. Channel multipliers for both $G$ and $D$ are 96. The resolution of self-attention layer is set to 64. We train a P2GAN-w model with $200k$ iterations.

**More results.** Although P2GAN (without adaptive weights) achieves the highest IS, it shows *mode collapse* on certain classes (for example the “flowers” in row 45). For the same flower class, Proj-GAN can still generate diverse samples. TAC-GAN, $f$-cGAN and P2GAN all exhibit mode collapse on certain classes. While the proposed weighting strategy is able to avoid mode collapse and still achieve competitively high IS and low FID.

Results of $128 \times 128$ resolution ImageNet experiments are reported in Figure 8. The IS and FID curves over training iterations clearly shows its advantage in terms of fast convergence. Precision-recall [41] curves are given in Figure 11. Some randomly generated samples of P2GAN-w during training are shown in Figure 15.

### 15. VGGFace2

**Experimental setup.** We follow the same protocol as in TAC-GAN paper, and set batch size to 256 and the number of $D$ steps per $G$ step to 1. Images are resized to resolution of $64 \times 64$. The resolution of self-attention layer is set to 32. Channel multipliers for both $G$ and $D$ are 32. All baselines are trained with $100k$ iterations.

As for evaluation, we tried our best effort to match the calculated FID and IS with the reported values in TAC-GAN [6]. However, these values can be affected by many factors such as the selected subset of identities and the checkpoint of Inception Net [43] used for evaluation. We first sample a subset of 2000 identities and finetune an Inception model using Adam optimizer [20]. We use the checkpoint at 20000 iteration to monitor the training of GAN models. Then we train a TAC-GAN model§§ and select the best model with the lowest FID. Finally, we use the selected TAC-GAN model to examine which Inception Net checkpoint yields the best match. The final FID score is 29.54 which is very close to the reported 29.12. The identities of subsets VGGFace200, VGGFace500 and VGGFace2000 are given in Supplemental Materials.

**More results.** As a complementary to the t-SNE visualization of image embeddings provided in the main text, we visualize the samples and list the corresponding FID values in Figure 12. We see that Proj-GAN, TAC-GAN, $f$-cGAN and P2GAN all show *mode collapse* on identity 0 (the first row) while P2GAN-w still generates diverse samples on the given class. Additional IS and FID values are reported in Table 10.

The training curves of different baselines on VGGFace200 are plotted in Figure 9. We see that Proj-GAN, over-parameterization baseline ($\lambda \equiv 0$), DM-GAN ($\psi \equiv 0$) and the naïve baseline all fail on VGGFace200.

‡‡https://github.com/POSTECH-CVLab/PyTorch-StudioGAN/blob/master/src/configs/ILSVRC2012/BigGAN256.json

§§Here the model is chosen to be its actual implementation, which is equivalent to $f$-cGAN with reverse-KL and cross-entropy loss.
Figure 12: Samples and FID scores of VGGFace200, evaluated at iteration 2000, 20000, and 50000. Their identity numbers are 0, 1, and 2, respectively. At iteration 50000, all methods except for P2GAN-w exhibit mode collapse on identity 0.
Figure 13: Change distance $d_m$ between the means of adjacent 1-D Gaussian components. For each sub-figure, the first row adopts binary cross entropy loss and the second row adopts hinge loss.
Figure 14: 10 classes of CIFAR10 generated samples at $32 \times 32$ resolution.

Figure 15: P2GAN-w generated samples on ImageNet at $128 \times 128$ resolution.
Figure 16: 100 classes of CIFAR100 generated samples at $32 \times 32$ resolution.