Localisation of Interacting Power-Law Random Banded Fermions
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We study a model of one-dimensional fermions with random long-range hoppings and interaction, both Gaussian-distributed with power-law widths which decay with different exponents, and on-site disorder. This model realizes an interacting many-body version of the well-studied power-law banded random matrix model. Using a truncated flow equation approach, we study static and dynamical properties as a function of hopping and interaction exponents. We show that, at large on-site disorder and for short-range interactions, a transition from a delocalised phase to quasi many-body-localised (MBL) behavior exists upon decreasing the hopping range. This quasi-MBL phase is characterized by intriguing properties such as algebraically decaying l-bit interactions. Surprisingly we find that a crossover survives, albeit broadened, upon increasing the range of the interactions.

Introduction - The combination of disorder and interactions in many-body quantum systems can lead to a rich variety of physics far from equilibrium, from many-body localisation (MBL) [1–5] to quantum glasses [6–11]. MBL is by now rather well understood for one-dimensional models with short-range interactions, where a set of mutually commuting local integrals of motion (LIOMs, or locators) provides at most a sufficient condition for localisation (MBL) [40] and the delocalization of non-interacting fermions with power-law hopping [41], we show that for rapidly decaying power laws (α, β > 2) the system at large on-site disorder is in a quasi-MBL phase [70] characterized by algebraically decaying l-bit interactions [33, 42] that we explicitly construct. This quasi-MBL phase turns delocalised upon decreasing α. Interestingly, this transition survives upon decreasing the range of the interactions β.

The model - We start from a Hamiltonian describing a one-dimensional chain of interacting fermions given by:

\[ H = \sum_i h_i n_i + \frac{1}{2} \sum_{ij} V_{ij} n_i n_j + \sum_{ij} J_{ij} c_i^\dagger c_j \]  

(1)

where the on-site disorder is drawn from a box distribution \( h_i \in [0,W] \). The couplings \( J_{ij} \) and \( V_{ij} \) are also random and drawn from Gaussian distributions with standard deviations which decay with distance as \( \sigma_J = J_0 / |i - j|^\alpha \) and \( \sigma_V = V_0 / |i - j|^\beta \) respectively. We fix \( J_0 = 0.5 \) and \( V_0 = 0.1 \) and \( W = 5 \), such that the model with short-ranged hopping and interactions (respectively
\(\alpha = \beta = \infty\) would be in the MBL phase, and vary the power-law exponents \(\alpha\) and \(\beta\) only.

In absence of interactions, the model reduces to the Power-Law Random Banded Matrix (PRBM) model, previously studied in Refs. [17–25]. In this case, it is known that long-range hoppings favour the delocalised phase and give rise to a delocalization transition even in \(d = 1\), for \(\alpha \leq 1\). In the following we discuss what happens to the PRBM model in presence of interactions and study the interplay/competition between power-law hoppings and power-law interactions. We first consider the two effects separately, fixing \(\alpha = \infty\) and varying \(\beta\) and vice versa, while later we present a complete phase diagram in the \((\alpha, \beta)\) plane.

**Method** - We attack the problem using the flow equation approach [43–53] which we have recently used to study MBL in the short ranged case [40] as well as the non-interacting PRBM model [41]. The main idea is to diagonalise the Hamiltonian through a series of infinitesimal unitary transforms parametrised by a fictitious ‘flow time’ \(l\) which runs from \(l = 0\) (initial basis) to \(l \rightarrow \infty\) (diagonal basis). The Hamiltonian flow reads

\[
\frac{d\mathcal{H}}{dl} = [\eta(l), \mathcal{H}(l)],
\]

where \(\eta(l)\) is the generator of the flow and the initial condition at \(l = 0\) is given by the Hamiltonian in Eq. (1). While for quadratic problems the approach is exact, in presence of interactions the flow generates higher-order couplings not present in the original microscopic model. We use here a truncated scheme, originally introduced in Ref [40], that captures the essential physics of the MBL phase. We make an ansatz for the form of the running Hamiltonian \(\mathcal{H}(l) = \mathcal{H}_0(l) + V(l)\), with

\[
\mathcal{H}_0(l) = \sum_i h_i(l) : c_i^\dagger c_i : + \frac{1}{2} \sum_{ij} \Delta_{ij}(l) : c_i^\dagger c_j^\dagger c_j c_i : + \sum_{ij} J_{ij}(l) : c_i^\dagger c_j ;
\]

\[
V(l) = \sum_{ij} J_{ij}(l) : c_i^\dagger c_j ;
\]

which allows us to close the hierarchy of flow equations, discarding all newly generated higher-order terms. In Eq. (3) the : \(\mathcal{O}:\) notation signifies normal-ordering [71]. Given the above ansatz, here we use Wegner’s choice for the generator and choose it to be the commutator of the diagonal and off-diagonal parts of the Hamiltonian, \(\eta(l) = [\mathcal{H}_0(l), V(l)]\). The flow equations for the running couplings can be read off from \(d\mathcal{H}/dl = [\eta(l), \mathcal{H}(l)]\) [54]. This choice of generator, although not unique [41, 48, 55], guarantees [43, 56] that the off-diagonal terms vanish in the \(l \rightarrow \infty\) limit; other choices of generator are also possible [41, 48, 55]. We can quantify the accuracy of our truncation by computing quantities which are preserved by unitary transforms, such as traces of integer powers of the Hamiltonian. By computing how precisely they are preserved by this ansatz we can get a measure for the error in this truncation scheme - see [54] for details.

**Decay of l-bit interactions and real-space support** - In the \(l \rightarrow \infty\) limit, the off-diagonal terms will vanish and we will obtain a diagonal Hamiltonian given by \(\mathcal{H} = \sum_i h_i n_i + \frac{1}{2} \sum_{ij} \Delta_{ij} n_i n_j\). In all of the following, the tilde notation indicates quantities in the \(l \rightarrow \infty\) diagonal l-bit basis. By computing the effective Hamiltonian, we can extract two different aspects of its long-range behaviour. First, we extract the distance-dependence of the coefficients \(\Delta_{ij}\). These coefficients, which decay exponentially in short-range systems [40, 57, 58], are strongly modified by the existence of long-range couplings.

We can also compute the real-space support of the l-bit operators directly. Starting from a local density operator \(\tilde{n}_i\) defined in the diagonal \(l \rightarrow \infty\) basis with support only on a single site, we can transform it back into the physical (i.e. real space) basis by inverting the unitary transform used to diagonalise the Hamiltonian. This operator can be transformed according to:

\[
\frac{d\tilde{n}_i(l)}{dl} = [\eta(l), \tilde{n}_i(l)]
\]

here starting with \(l = \infty\) and flowing backwards to \(l = 0\). To parameterise the flow of this operator, we make the following ansatz for the running number operator:

\[
\tilde{n}_i(l) = \sum_j A^{(i)}(l) n_j + \sum_{jk} B^{(i)}(l) c_j^\dagger c_k
\]

Note that higher-order terms cannot be consistently included at this order of the truncation scheme. The normal-ordering procedure employed as part of this construction [54] does, however, allow us to take into account the leading effects of the interactions even at this order. In Fig. 1, we show these quantities in the case of power-law hopping and nearest-neighbor interactions (corresponding to \(\beta = \infty\)). The \(\Delta_{ij}\) retain their exponentially-decaying nature at short distances, but acquire power-law tails at long range, with a decay exponent \(\zeta \approx 2\alpha\) for \(\alpha \geq 1\). This follows immediately from the structure of the eigenstates of the PRBM problem, which are indeed exponentially localised at short distance with power-law tails [19]. The real-space support of the l-bits also show power-law tails characteristic of delocalisation, after an initial exponential decay at short range. The precise distance where the decay crosses from exponential to power-law depends on the exponent, as well as both the disorder and interaction strength. As \(\alpha \rightarrow \infty\), the real-space support of the l-bits decays exponentially over a larger range before the power-law tail appears, and the resulting l-bits closely match the nearest-neighbour case (black dashed line). In Fig. 2, we show the case of power-law interactions and nearest-neighbor hopping (corresponding to \(\alpha = \infty\)). The \(\Delta_{ij}\) retain their initial power-law distribution at all distances and at all stages during the flow.
procedure. Surprisingly, we find that the real-space support of the $l$-bits is essentially unmodified by the range of the interactions: they retain their exponentially decaying character even in the limit of $\beta = 0$, with only an extremely small extended ‘tail’ appearing following the strong initial exponential decay. This may be an effect of the truncation in Eq. 3 suppressing degrees of freedom responsible for delocalisation, or it may be that delocalisation is only seen in (weak) higher-order contributions to Eq. 5, corresponding to multipole processes.

Dynamics of Imbalance and Phase Diagram - We now move on to study the effect of power-law couplings on the quantum dynamics of the system. This can be accessed using the FE approach [40, 54]. We set up an initial charge density wave (CDW) state and see how it relaxes under its own quantum dynamics. To monitor this, we define the imbalance as:

$$I(t) = \frac{2}{L} \sum_i (-1)^i \langle n_i(t) \rangle$$

(6)

The long time behavior of the imbalance is often used as a proxy for the MBL transition, since in a localised phase any initial inhomogeneity persists at long time due to enhanced memory of initial conditions while in a thermal, delocalised phase the imbalance is expected to decay to zero as a power law with a disorder-dependent exponent, vanishing at the transition [59, 60]. Using the time-dependent mean-field decoupling on the effective $l$-bit Hamiltonian, the results for the relaxation dynamics of the imbalance are shown in Figure 3, for chains of length $L = 64$ in the cases of power-law hopping with nearest-neighbour interactions (panel a), and nearest-neighbour hopping with power-law interactions (panel b). In Fig. 3a, we see that for $\alpha \geq 1$ the system remains localised as for the short-range model, while upon decreasing $\alpha$ the imbalance continuously decrease toward zero, a behavior that is reminiscent of the PRBM model. For $\alpha = 0$, the decay of the imbalance is approximately exponential, while for $\alpha > 0$ it is consistent with a power-law. On the contrary, Fig. 3b shows that decreasing $\beta$, i.e. making the range of interactions larger, has little to no effect on the long-time imbalance and the system remains localized, with small values of $\beta$ leading to the appearance of a short plateau that vanishes at longer times.

Having examined their effects separately, we now compute the imbalance in the presence of both long-ranged interactions and long-range hopping, and obtain a qualitative phase diagram shown in Fig. 4 where we show the imbalance $I(t)$ at a time $t^* = 100$ after the quench as a function of $\alpha, \beta$ and super-impose lines at fixed imbalance as guide to the eye. In the upper-right corner, corresponding to fast decaying hopping and interactions ($\alpha, \beta \geq 2$), the system is in a quasi-MBL phase, with a finite and large imbalance. Keeping $\beta \geq 2$ and decreasing the hopping exponent $\alpha$ the imbalance displays a sharp crossover from localized to delocalized behavior, the interacting many-body analog of the PRBM previously studied with FE techniques in Ref. [41]. We can
FIG. 3: Relaxation of the imbalance following a quench from a CDW state with a) power-law hopping $\alpha \in [0, 2.5]$ in increments of 0.25 (bottom to top) and $\beta = \infty$ (nearest-neighbour interactions) and b) power-law interactions $\beta \in [0, 2.5]$ in increments of 0.25 (top to bottom) with $\alpha = \infty$ (nearest-neighbour hopping). Decreasing $\alpha$ makes the long-time imbalance go to zero (as a power law in time for small $\alpha$, see top inset) whereas changing $\beta$ has almost no effect on the long-time dynamics of the imbalance which approaches a finite plateau almost exponentially (see inset). Chain size $L = 64$, disorder realisations $N_s = 256$.

now ask what happens to those two phases as we increase the range of the interaction, i.e. decreases $\beta$ toward zero. The ergodic phase is expected to be robust to long-range interactions, and indeed we see that the imbalance for $\alpha < 1$ remains constant and close to zero upon decreasing $\beta$ (see the almost vertical contour lines). On the other hand, and quite surprisingly, we find the imbalance to remain strongly unaffected by long range interactions even for $\alpha \gtrsim 1$, consistently with the results of Figure 3 for the $\alpha = \infty$ case. However the lines at fixed imbalance bends toward right for small $\beta$, suggesting that the lower right corner of the phase diagram is less localised than the upper right corner.

Discussion - Our results show that upon increasing the range of the hopping, a transition from delocalisation to quasi-MBL exists, both for short ranged interactions as well as for $\beta < 2$, in a regime where perturbative arguments based on locator expansion would exclude it. While one could suspect of an artefact of our truncation scheme, we have performed extensive checks to validate our approach in this regime, including comparison with exact numerics for small system sizes and monitoring the flow invariant, a sensitive probe of the validity of our scheme (see [54] for details). Still we cannot exclude that certain processes leading to delocalisation are not captured by our scheme. This quasi-MBL phase could also be metastable for finite size and finite time: recent works suggest that in the intermediate regime $1 < \beta < 2$ an infinitely large system would be delocalised while finite-size systems will see a localisation transition as a function of increasing system size $L$ (or equivalently, exhibit a size-dependent critical disorder $W_c(L)$) [26, 28, 61, 62].

Our results show [54] that the quasi-MBL phase shrinks as the system size is increased. The Gaussian distribution of couplings could also play a role, as long-range random sign couplings, commonly studied in quantum spin models, exhibit enhanced delocalization [54]. Finally, it is worth noticing that in the $\alpha, \beta \rightarrow 0$ limit, Eq. (1) reduces to a model of fermions with all-to-all random couplings, reminiscent of the maximally chaotic Sachdev-Ye-Kitaev model [63]. Increasing $\alpha$ and $\beta = 0$ induces a finite range hopping and interaction which could lead, in addition to the random onsite field, to an increased localised behavior [64], at least for finite systems.

Conclusion - We have used the flow equation method to study a model of one dimensional fermions with gaussian distributed, power-law decaying, hoppings and interactions and diagonal box disorder, an interacting many body version of the celebrated PRBM model. For large diagonal disorder, compared to typical scales of interactions and hoppings, we have provided evidence of a transition from a delocalised ergodic phase to a quasi MBL phase upon increasing the exponent $\alpha$ controlling the range of hopping. Such a crossover survives even for slowly decaying interactions, $\beta < 2$, although it appears to become less sharp. This quasi-MBL phase, although possibly metastable, appears to have intriguing properties such as algebraically decaying $l$-bit interactions. An open question is the stability of such a phase to the propagation of ergodic bubbles: avalanche arguments suggest that MBL should disappear in any dimension for
interactions decaying slower than exponential [65] and our model and approach could provide insights into this largely unexplored question, for example by studying the coupling of this quasi-MBL phase to an ergodic bath [66].
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Normal-ordering

A key ingredient in the calculation is the adoption of a normal-ordering procedure [1–3], which allow us to consistently group together terms at each order of the Hamiltonian, and to incorporate corrections from higher-order terms which are then discarded from our variational manifold. We will assume all contractions will be computed with respect to a product state, and the relevant contractions will be denoted:

\[
\{c_i^\dagger, c_j\} = G_{ij} + \bar{G}_{ji} = \delta_{ij} \quad (1)
\]

\[
G_{ij} = \langle c_i^\dagger c_j \rangle = \delta_{ij} \langle n_i \rangle \quad (2)
\]

\[
\bar{G}_{ji} = \langle c_j c_i^\dagger \rangle = \delta_{ij} - \langle c_i^\dagger c_j \rangle = \delta_{ij}(1 - \langle n_i \rangle) \quad (3)
\]

To calculate the commutators of normal-ordered strings of operators, we need to use the following theorem [2]:

\[
: O_1(A) : O_2(A') : = : \exp \left( \sum_{ij} G_{ij} \frac{\partial^2}{\partial A_j^i \partial A_i} \right) O_1(A) O_2(A') :
\]

which, for example, leads to the following commutation relation for pairs of fermion operators:

\[
:\{ c_i^\dagger c_\beta : : c_j^\dagger c_\gamma \} = \{ G_{\gamma \beta} + \bar{G}_{\beta \gamma} \} : c_i^\dagger c_\beta : - (G_{\alpha \delta} + \bar{G}_{\delta \alpha}) : c_j^\dagger c_\beta : + (G_{\alpha \delta} \bar{G}_{\beta \gamma} - G_{\gamma \beta} \bar{G}_{\delta \alpha})
\]

\[
= \delta_{\beta \gamma} : c_i^\dagger c_\delta : - \delta_{\alpha \delta} : c_j^\dagger c_\beta : + (G_{\alpha \delta} \bar{G}_{\beta \gamma} - G_{\gamma \beta} \bar{G}_{\delta \alpha})
\]

which is just the regular commutator plus a constant. All necessary commutators can be computed from Eq. 4, though the calculation is extremely tedious and will not be shown here: for further details, see Refs. [1–3]. In principle, one should define an \( l \)-dependent state and recompute the normal-ordering corrections at each flow timestep accordingly, however to capture the main physics it is sufficient to simply pick a target state and compute the corrections with respect to that state [2]. In the main text, we compute the contractions with respect to an infinite-temperature product state such that \( \langle n_i \rangle = 0.5 \forall i \). This has the advantage that many of the normal-ordering corrections (e.g. the final terms in Eq. 6 above) vanish identically.

Generator

The generator \( \eta (l) \) is scale-dependent and changes throughout the flow. Here we use Wegner’s choice for the generator such that it is given by the commutator of the diagonal and off-diagonal parts of the Hamiltonian, \( \eta (l) = [H_0(l), V(l)] \). This choice guarantees [2, 4] that the off-diagonal terms vanish in the \( l \to \infty \) limit; other choices of generator with different convergence properties are also possible [5–7]. With this choice, the generator is given by:

\[
\eta = \sum_{ij} F_{ij} : c_i^\dagger c_j : + \sum_{ijk} \zeta^k_{ij} : c_k c_k^\dagger c_i^\dagger c_j : \quad (7)
\]

with \( F_{ij} \equiv J_{ij} \left[ (h_i - h_j) - \Delta_{ij}(\langle n_i \rangle - \langle n_j \rangle) \right] \) and \( \zeta^k_{ij} \equiv J_{ij}(\Delta_{ik} - \Delta_{jk}) \), where the scale-dependence of the coefficients has been suppressed for clarity. The interaction term will lead to the generation of new higher-order terms in the Hamiltonian during the flow. In practice, the successive generation of these higher-order terms quickly renders the calculation analytically intractable, so we make the truncation specified in the main text and discard all newly generated terms outside of this variational manifold.
Flow Equations

The flow of the Hamiltonian coefficients can be read off from \( \frac{d\mathcal{H}}{dl} = [\eta(l), \mathcal{H}(l)] \), following a lengthy calculation. Explicit expressions for the flow equations are as follows:

\[
\frac{dh_i(l)}{dl} = 2 \sum_j J_{ij}^2 (h_i - h_j) - 4 \sum_j J_{ij}^2 \Delta_{ij} (\langle n_i \rangle - \langle n_j \rangle) + \sum_{jk} J_{jk}^2 (\Delta_{ik} - \Delta_{ij}) (\langle n_k \rangle - \langle n_j \rangle)
\]

\[
\frac{dJ_{ij}(l)}{dl} = -J_{ij} (h_i - h_j)^2 - \sum_k J_{ik} J_{kj} (2h_k - h_i - h_j) + 2J_{ij} \Delta_{ij} (h_i - h_j) (\langle n_i \rangle - \langle n_j \rangle)
\]

\[
- J_{ij} \Delta_{ij}^2 (\langle n_i \rangle + \langle n_j \rangle - 2\langle n_i \rangle \langle n_j \rangle) - \frac{1}{2} \sum_k J_{ij} (\Delta_{ik} - \Delta_{jk}^2) (\langle n_k \rangle (1 - \langle n_k \rangle))
\]

\[
+ \sum_{k} J_{ik} J_{kj} [(\Delta_{ij} - 2\Delta_{jk})(\langle n_j \rangle - \langle n_k \rangle) + (\Delta_{ij} - 2\Delta_{ik})(\langle n_i \rangle - \langle n_k \rangle)]
\]

\[
\frac{d\Delta_{ij}(l)}{dl} = 2 \sum_{k \neq i,j} [J_{ik}^2 (\Delta_{ij} - \Delta_{kj}) + J_{jk}^2 (\Delta_{ij} - \Delta_{ik})]
\]

We numerically integrate these equations until the off-diagonal elements have decayed to the required accuracy, typically using \( l_{\text{max}} \approx 10^3 \), discarding couplings which have reached zero below some cutoff (typically \( 10^{-6} \) or less). Note that in the low-disorder, large-interaction limit where the system may become delocalised, the neglected higher-order terms may carry significant weight. In this case, the normal-ordering corrections due to these neglected higher-order terms can become large enough to overpower the dominant Wegner decay terms, i.e. the \(-J_{ij} (h_i - h_j)^2\) term in Eq. 9. In order to obtain physically reasonable flows in this regime, one must neglect the normal-ordering corrections whenever they threaten to overwhelm the dominant Wegner rules. Retaining them will result in an unphysical and uncontrolled flow. The normal-ordering corrections should always be sub-leading to the main terms in the flow equations. Also note that in the same low-disorder, large-interaction regime, Eq. 10 can exhibit spurious divergences which must be handled carefully in order to obtain physically reasonable results. We emphasise, however, that when these problems are encountered, the validity of the ansatz will likely have already broken down.

Accuracy: Eigenvalue Comparison with Exact Diagonalisation

In order to benchmark the accuracy of our results, we compared the static properties (i.e. the eigenvalues) with Exact Diagonalisation (ED) results obtained using the QuSpin package [8, 9]. We define the averaged relative error as:

\[
\delta \varepsilon = \frac{1}{N} \sum_i^N \frac{|\varepsilon_i^{FE} - \varepsilon_i^{ED}|}{\varepsilon_i^{ED}}
\]

where the sum runs over states in the many-body Hilbert space. We can compute this quantity, here restricting ourselves to the half-filled states in the centre of the spectrum, for a variety of power-law exponents \( \alpha \) and \( \beta \) in order to benchmark the accuracy of our results. The results are summarised in Fig. 1, where we show the average relative error across the phase diagram shown in Fig. 4 of the main text, here for a system size of \( L = 12 \) and with \( N_s = 512 \) disorder realisations. We also verified that the error decreases rapidly with increasing disorder strength, as expected, though we do not reproduce this data here.

We do not attempt to compute level spacing distributions in this work - while it is possible to resolve exponentially small level spacings using flow equation methods (see Ref. [7]), it requires integration to extremely large flow times, and in any case the truncation of the running Hamiltonian to only a polynomial number of couplings likely prevents us from resolving exponentially small features, as previously found in Ref [3] for a short-range MBL system.

Accuracy: Invariants of the Flow

As with any other unitary transform, there are a variety of conserved quantities of the flow equation formalism. Specifically, traces of integer powers of the Hamiltonian \( I_p = \text{Tr}[\mathcal{H}^p] \) are commonly known as ‘invariants of the flow’,
and are preserved by an exact implementation of the flow equation formalism. As we have seen, however, in order for the calculation to remain tractable we must make an approximation for the running Hamiltonian of the system. The neglect of any terms not contained within the ansatz Hamiltonian introduces an error: this error may be quantified by computing the invariants of the flow at the start and end of the procedure, and then computing the difference between them. This difference is zero if the unitary transform is exact, and non-zero if the truncation has introduced an error. Here we focus on the second invariant \( p = 2 \) and define the truncation error as:

\[
\delta I_2 = \left| \frac{I_2(l = 0) - I_2(l = \infty)}{I_2(l = 0) + I_2(l = \infty)} \right|
\]  

The main source of error in this scheme is the strength of the interactions, which contribute to the generation of higher-order terms not included in our variational manifold. In the present case, as the truncated higher-order terms scale approximately with integer powers of the interaction strength \( \Delta_0 \ll 1 \), the high order terms are typically small and the accuracy very good. For example, in the results shown in Figs. 1 and 2 of the main text, \( \delta I_2 \leq 0.015 \) at all times. However, in the limit of \( \beta \to 0 \), there are a large number of interaction terms and the neglected terms can begin to become significant. To get an idea of the accuracy of our results, we can compute this quantity across the phase diagram in Fig. 4 of the main text: the result is shown in Fig. 2. We find that the transform is almost perfectly unitary across the entire phase diagram, with the main deviations away from unitarity occurring close to \( \beta = 0 \).

**Dynamics**

We can compute the dynamics of any operator by transforming the operator into the basis which diagonalises the Hamiltonian, time-evolving with respect to the diagonal Hamiltonian, and then flowing the operator back into the physical basis. We demonstrate this with the number operator \( n_i(t) \). We make the following ansatz for the flow of this operator:

\[
n_i(l, t = 0) = \sum_j A_j^{(i)}(l) : c_j^\dagger c_j : + \sum_{jk} B_{jk}^{(i)}(l) : c_j^\dagger c_k : \]

where the coefficients are explicit functions of both the fictitious flow time \( l \) and the real time \( t \).
The flow equations for this operator can be obtained by computing \( n'_i(l) = [\eta(l), n_i] \) and are given by:

\[
\frac{dA^i_j}{dl} = -2 \sum_k J_{jk}(h_k - h_j)B_{kj}, \tag{14}
\]

\[
\frac{dB_{jk}}{dl} = -J_{jk}(h_k - h_j)(A^i_k - A^j_i) - \sum_n [J_{nj}(h_n - h_j)B_{nk} + J_{nk}(h_n - h_k)B_{nj}], \tag{15}
\]

After transforming \( n_i(t = 0) \) into the diagonal basis, we can time-evolve it with respect to the diagonal Hamiltonian \( \hat{H} = \sum_k \tilde{h}_k \tilde{n}_k + \frac{1}{2} \sum_{jk} \tilde{\Delta}_{jk} \tilde{n}_j \tilde{n}_k \) by solving the Heisenberg equation of motion. As the Hamiltonian is still interacting, despite being diagonal, a closed form cannot be obtained. To close the equation, we choose a time-dependent decoupling of the interaction term, and the time-evolved operator is given by:

\[
\tilde{n}_i(l = \infty, t) = \sum_j A^{(i)}_j(l) n_j + \sum_{jk} B^{(i)}_{jk}(l) e^{i\phi_{jk}(t)} c_j^\dagger c_k, \tag{16}
\]

\[
\phi_{jk}(t) = \int_0^t dt' \left[ (\tilde{h}_k - \tilde{h}_j) + \sum_m (\tilde{\Delta}_{km} - \tilde{\Delta}_{jm})(n_m(t')) \right], \tag{17}
\]

where the expectation values are calculated self-consistently at each timestep. We then use the flow equations (Eqs. 15) to transform the number operator back into the original basis, where it will take the form:

\[
n_i(l = 0, t) = \sum_j A^{(i)}_j(t) n_j + \sum_{jk} B^{(i)}_{jk}(t) c_j^\dagger c_k, \tag{18}
\]

At this point, the expectation value of this operator may be computed with respect to the desired initial state. In the main text, our initial state is always a product state of the form \( |0101...\rangle \). Note that this procedure also gives us a very natural way to understand operator spreading [10–14], as the real-space support of the operator is encoded in the time-dependent coefficients \( A^{(i)}_j(t) \) and \( B^{(i)}_{jk}(t) \), which can be straightforwardly extracted [7].
In order to verify the accuracy of our method, we benchmarked the dynamic results with exact diagonalisation (ED). For this, we again employed the QuSpin package [8, 9]. Sample results for the density dynamics on a single site are shown in Fig. 3 for a variety of values of $\alpha$ and $\beta$ across the phase diagram. The agreement in all cases is excellent, with flow equations differing only very slightly from the exact results.

FIG. 3: The density dynamics on the central site of a chain of length $L = 12$ when quenched from a CDW initial state and averaged over 512 disorder realisations, comparing ED (blue) with FE (orange). a) $\alpha = 0.5, \beta = 2.0$, b) $\alpha = 2.0, \beta = 2.0$, c) $\alpha = 0.5, \beta = 0.5$, d) $\alpha = 3.0, \beta = 0.5$. In all cases, the results are close, but the FE method slightly overestimates the localisation. In the more strongly localised phases for $\alpha, \beta \gg 1$, the FE and ED results agree very closely. The insets show the decay of fluctuations around their long-time mean value, with $\delta n = \sigma^2(\langle n_{L/2} \rangle - \bar{n})$ and $\bar{n} = \langle n_{L/2}(t) \rangle_{t \to \infty}$: note the power-law decay in the ED data which is not seen in the FE data, due to the mean-field decoupling employed for the dynamics.

Despite this excellent agreement, it is interesting to note that the results from the flow equation method do not capture the decay of fluctuations around their mean values (shown in the insets of Fig. 3). The reason for this is due to the mean-field decoupling, which does not allow for the slow build-up of correlations that leads to the power-law decay of fluctuations (or to the logarithmic growth of entanglement entropy). Similar results are seen in the quantum Fisher information (not shown), a proxy for the entanglement entropy, which does not display the expected slow increase with time due to the nature of the mean-field decoupling used here in computing the dynamics.
FIG. 4: The same quantity as in Fig. 4 of the main text, here for system size $L = 36$ and averaged over $N_{100}$ disorder realisations. The solid white line represents $I(t^* = 100) = 0.25$ (half the maximum value) for the $L = 36$ system, and is a rough indicator of the position of the transition, while the dashed white line is the same quantity for the $L = 64$ system shown in Fig. 4 of the main text. There is a clear drift of the boundary towards larger values of $\alpha$ as we increase the system size, however the main features are robust.

Phase Diagram: Effect of System Size

To verify our conclusions, we have also computed the phase diagram for a chain of $L = 36$ sites averaged over $N_s = 100$ disorder realisations, shown in Fig. 4. The phase boundary moves, as expected, but the general conclusion is the same. This demonstrates that the main features of the phase diagram presented in the main text are robust. The flow invariant remains below a maximum value of $\delta I_2^{\text{max}} = 0.012$ at all points in this figure. This data suggests that, all other things being equal, there is a slow growth of the number of resonances as the system size is increased, consistent with the resonance counting arguments in the existing literature. Our results are an indication that even for large system sizes, localisation still persists over a large region of the phase diagram. Note however that the reversal of curvature seen in Fig. 4 of the main text for $\alpha > 1$ is not present in this data, and the $L = 36$ system is more localised in this region, with a larger imbalance. This is consistent with the idea that larger systems exhibit more delocalising resonances, destabilising the localised phase.

Random-Sign Disorder

Previous works on long-range couplings in spin chains have considered so-called ‘random sign disorder’, in which the couplings are fixed in magnitude but allowed to vary in sign, i.e. $J_{ij} = \pm J_0/|i-j|^\alpha$ and $V_{ij} = \pm V_0/|i-j|^\beta$ where the signs are chosen randomly. These works have predicted the absence of a localised phase in the regime $d \leq \beta \leq 2d$, whereas we find clear signs of localisation in this regime. While this could be a finite-size effect, or equivalently we may simply be below the critical disorder threshold for this system size, we have nonetheless simulated this type of disorder as well in order to compare with our (zero mean) Gaussian-distributed random couplings. The results are shown in Fig. 5.

Remarkably, we find that the case of Gaussian-distributed random couplings is indeed significantly more localised than the pure random-sign disorder, both quantitatively and qualitatively. This difference, while striking at first sight, can be explained simply by the typical magnitude of the coupling terms being large (and, crucially, non-zero) in the case of random-sign disorder, while the typical value is identically zero for the Gaussian-distributed disorder considered in the main text.
FIG. 5: Various static properties of the fixed-point Hamiltonian with random-sign disorder, rather than Gaussian-distributed disorder. All data here is taken for system sizes $L = 64$ with $N_s = 128$ disorder realisations, and the colour schemes are the same as in the main text. The left column shows data for long-range hopping, while the right column shows data for long-range interactions. 

a) Fixed-point couplings $\Delta_{ij}$ in the case of power-law hopping and nearest-neighbour interactions $\beta \to \infty$, again with $\alpha \in [0,5]$ as in the main text. The black dashed lines are the same as in the main text. 
b) The same quantity plotted for the case of power-law interactions (with $\alpha \to \infty$ and $\beta \in [0,5]$ as before). 
c) The real-space support of the $l$-bits in the case of long-range hopping. The black dashed line is the same as in the main text (the $\alpha, \beta \to \infty$ limit with Gaussian distributed disorder), while the blue dots show the $\alpha, \beta \to \infty$ limit of the random-sign disorder. 
d) The same quantity plotted for long-range interactions, with $\alpha \to \infty$ and $\beta \in [0,5]$. The black dashed line is again the same as in the main text, while the red dots show the $\alpha, \beta \to \infty$ limit of the random-sign disorder.
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