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Abstract

The growth of Internet and the pervasiveness of ICT have led to a radical change in social relationships. One of the drawbacks of this change is the exposure of individuals to threats during online activities. In this context, the techno-regulation paradigm is inspiring new ways to safeguard legally interests by means of tools allowing to hamper breaches of law. In this paper, we focus on the exposure of individuals to specific online threats when interacting with smartphones. We propose a novel techno-regulatory approach exploiting machine learning techniques to provide safeguards against threats online. Specifically, we study a set of touch-based gestures to distinguish between underages or adults who is accessing a smartphone, and so to guarantee protection. To evaluate the proposed approach’s effectiveness, we developed an Android app to build a dataset consisting of more than 9000 touch-gestures from 147 participants. We experimented both single-view and multi-view learning techniques to find the best combination of touch-gestures able of distinguishing between adults and underages. Results show that the multi-view learning combining scrolls, swipes, and pinch-to-zoom gestures, achieves the best ROC AUC (0.92) and accuracy (88\%) scores.
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1 Introduction

Over the last decades, scientific developments have led deep change at all levels of human societies. In the world of planetary-scale computation [6], where ICT shape economies and jurisdictions, new regulatory mechanisms are increasingly needed to provide innovative solutions fitting to a reality in which technologies and social activities, illegal and legal, melt in an inextricable whole.

As for the privacy by design paradigm [10, 26], legal safeguards need to be designed together with the technological ones. Beyond interesting issues on the legal level, the idea to adopt regulation strategies mediated by digital technologies puts challenges on the computer science perspective and on the computational legal studies. In particular, the design of legal safeguards for children interacting in digital environments gives rise to problems which regard the regulation of all the contexts in which humans act through ICT.1

Techno-regulation, i.e., “the intentional influencing of individuals behavior by building norms into technological devices” [50], is one of the issues with which computer scientists and legal experts will have to deal with in the future. An example of techno-regulation can be seen in Digital Right Management systems [43], which incorporate copyright law into technological safeguards by limiting the use of copyrighted artifacts. Over the years, more advanced ways of integrating regulatory processes and ICT have been conceived, shedding light on two interesting aspects. First, instead of relying on ex post regulations by legal bodies, the techno-rules can be applied ex ante, making their violation impossible or still very difficult. Second, in contrast to traditional legal rules, often open to interpretation, techno-rules leave little room for ambiguity, thus reducing the likelihood of misunderstanding. The techno-regulation has so led to the creation of two categories of tools somehow capable of pursuing the same goals normally pursued by traditional legal instruments:

- **Detection/classification**: tools aimed at “identifying” facts and individuals to which particular legal consequences must be applied; for example, identification of individuals responsible for illegal/prohibited conducts [8].
- **Enforcement**: tools aimed at “safeguarding” interests protected by norms and regulations, designed to “determine what people can or cannot do in the first place” [21], or that can be used to nudge individuals promoting awareness and the compliance with rules [22, 27, 28, 50].

Techno-regulatory tools have already reached a high degree of technical heterogeneity ranging from cloud architectures and platforms design to plug-ins and software agents. In this scenario, machine learning and other Artificial Intelligence (AI) techniques will be increasingly able to support the development of more “smart” techno-regulatory solutions. Among the possible scenarios, an example could be developing tools capable of an intelligent identification of threats, illegal behaviors, and people responsible for illegal activities.

According to a 2018 Pew Research study [41], smartphones and social media are now an almost universal feature of teenage life in the United States, with more than nine-in-ten U.S. teens ages 13 to 17 accessing them. Apart from advantages and opportunities, the Internet exposes numerous threats for children/teenagers: from access to inappropriate content to exposition to dangerous behaviors. The same study also states that parents use a wide array

1https://www.unicef.org/endviolence/endviolenceonline/
of strategies to monitor their teens’ technology use, including 52% of parents who install parental control applications on their teens’ mobile devices to filter and block inappropriate online activities.

In this paper, we present a novel approach aiming to protect children when interacting with smartphones. Specifically, we face the problem of classifying mobile users into two groups: underages and adults. The age-threshold used to distinguish between the two types of subjects is 16, as stated by the art. 8 of the EU’s General Data Protection Regulation.\(^2\) Touch gestures such as swipes, taps, and keystrokes, are common modes of interaction with smart touchscreen-enabled devices [9]. Major platforms including Android OS and iOS provide a variety of APIs to help developers detect gestures aiming to enhance apps’ quality of experience. Access to these APIs allows apps to collect raw gesture data from different sensors available on the smart device. The fine-grained nature of this data became appealing for research, indeed touch gestures have been used for person recognition [45], for user authentication when combined with sensor data [47], and for other applications such as the complex task of bio-cryptography [16] and to foster social communication in children with autism [4, 55]. Thus, by starting with the observation that underages and adults perform commonly used touch-gestures in a different way on mobile devices, we developed an Android app in order to collect, in an experimental study involving 147 participants, more than 9000 heterogeneous touch-based gestures. We carried out several experiments to find, by exploiting machine learning techniques like in [13, 14, 25, 38, 45], the best combination of touch-gestures capable of distinguishing between adults and underages.

The main contributions of our work can be summarized as follows:

- Proposal of a novel techno-regulatory approach exploiting machine learning techniques to provide safeguards against threats online. We study a set of touch-based gestures, to determine whether it is possible to distinguish who is accessing a smartphone, i.e., underage or adult, to guarantee protection.
- Evaluation of the effectiveness of our approach, on a large dataset including more than 9000 touch-gestures from 147 participants. We experimented both single-view and multi-view learning techniques to find the best combination of touch-gestures capable of distinguishing between adults and underages. Results show that the multi-view learning combining just three touch gestures, that is, scrolls, swipes, and pinch-to-zoom gestures, achieves the best ROC AUC (0.92) and accuracy (88%) scores.
- Several improvements against related works available in the literature which in general: (i) rely on just three touch gestures with fewer features to compute (ten for each gesture), (ii) do not consider some relevant multi-touch gestures, such as the pinch-to-zoom, which as proven, carry loads of information, (iii) do not experiment their approaches on different types of smartphones.

The rest of the paper is organized as follows. In Section 2, we describe some relevant works in the field of child protection and user identification based on the analysis of touch-based gestures performed on mobile devices. In Section 3, we provide an overview of the motivations of our research. In Section 4, we describe our approach to distinguish between underages and adults when analyzing touch-based gestures. In Section 5, we discuss the results and, finally, in Section 6 we conclude with some future directions.

\(^2\)http://www.privacy-regulation.eu/it/8.htm
2 Related work

Despite of several advantages and opportunities discussed in the previous section, Internet exposes children/teenagers to numerous threats, ranging from access to inappropriate content to exposition to dangerous behaviors. Several child protection systems, categorized as parental control systems, provide parents with numerous instruments to protect children from such threats.\(^3\)

In recent years, several works [31–33] proposed systems for continuous authentication primarily based on data streams coming from gyroscope and accelerometer sensors. They integrate different techniques of deep learning, such as Convolutional Neural Networks and features fusion, obtaining encouraging results in users recognition. Differently from these works, we used only the information extracted from touch gesture data.

Other works available in literature are based on the analysis of touch-based gestures performed on smartphones, arguing that user information could be extracted and used to control smartphones’ interactions. This information could improperly be used to track users and distinguish between them to provide access and functionalities diversified on a per-user basis.

In [46], the authors describe a novel multi-touch gesture based authentication technique, defined on a set of five-finger touch gestures. The authors built a classifier to recognize unique biometric gesture characteristics of an individual, achieving an accuracy rate of 90% with single gestures. In [19], the authors analyzed a set of 30 behavioral touch features, that can be extracted from raw touchscreen logs, and demonstrate that different users populate distinct subspaces of this feature space. The authors collected touch data from users interacting with a smartphone by using only up-down and left-right scroll gestures. They proposed a classification framework that after learning the touch-based user behavior, can proceed by accepting or rejecting the current user. In [5], the authors present SilentSense, a framework to authenticate smartphone users. The main idea is to exploit biometrics information obtained from the touches and leverage on the sensors to capture the device’s micro-movements caused by user’s actions. Conversely to the described approaches whose main goal is to preserve security on smartphones by avoiding intruders’ access, our main goal is to recognize a specific category of users and adapt behaviors accordingly.

In [35], authors argued that touch-based gestures on touchscreen devices constitute a privacy threat. They show how the combination of swipe, tap, and handwriting gestures reveals up to 98.5% of information about users. It is worth noting that as explained in [37, 53], handwriting is not one of the most common touch gestures, and in literature, several studies acknowledge handwriting as a biometric [3]. In addition, the experiment they performed involved 89 participants but only 30 of them used all the envisioned games and hence provided samples for all gestures. Participants were free to join or leave the experimental phase whenever they wanted; therefore, the number of performed touch gestures considerably varied from participant to participant; conversely, in our study, all participants interacted with all games and therefore provided samples for all gestures.

In [52], authors present a technique to classify the users’ age group from touch gestures. In their work, a child is a person having 6 years at most, and the dataset collected from 119 participants (89 children ages 3 to 6) included 587 samples. Using a Bayes’ rule classifier, their technique delivered 86.5% accuracy when classifying each touch event one at a time, and 99% accuracy with a window of 7 or more consecutive taps. Differently from our work,

---

\(^3\)For the under 16s, see the Family Link https://families.google.com/familylink/
the authors analyzed a dataset composed of instances associated with actions performed by children who are actually very young (3 to 6 years old). With these data, therefore, is very easy to classify individuals correctly as children have a very different tactile behavior compared to that of adults. Furthermore, it is clear that children’s input performance and touch accuracy improve with age [2]. In our study the collected dataset included 9983 touch-based gestures among which 2942 gestures were taps. Our evaluation phase involved 147 participants with a better age distribution, and more than 30% of the participants were in the range 7–16 years old while more than 25% in the range 17–21. Finally, in our work, we do not consider touch gesture windows but combinations of single gestures performed by the same participant.

In another similar work [49], the authors present techniques to detect whether a child is on a mobile phone. They analyzed touch-based gestures as well as sensors features (and a combination of thereof). Fifty subjects (25 children and 25 adults) were recruited, with a clear gap between ages of underage (range 3–12) and adults (range 24–66). They evaluated the Random Forest classifier when using tap and stroke features and when bundling multiple gestures together. The results show good performance on the age group detection task with over 0.99 AUC for all the three approaches investigated. We differ from this work in several ways. First of all, our sample was larger, with 147 individuals and with a better age distribution. Second, we investigated a multi-view learning approach for the age classification problem, while authors in [49], clearly state that they had “not examined other types of gestures like multi-finger gestures and the possibility of fusing different classifiers of different gestures for better and faster detection”. Finally, they had not evaluated their models across different devices and different vendors.

3 Child protection: why?

Beyond motivational issues, one thing that clearly emerges by the related works is the need for cross-disciplinary experimental activities leading to more and more efficient techno-regulatory approaches binding regulatory priorities with opportunities provided by technological safeguards. From this perspective, experiments appear to be essential as there is still a lack of the expertise, the experiences, and the hybrid skills (computer science, law, interaction design) needed to achieve adequate regulatory results from all points of view (formal compliance with existing legal standards, effectiveness, scalability and technical feasibility). In this direction, we propose a techno regulated-based approach that exploits machine learning techniques to classify individuals, specifically underages, while they interact with technology, with the final goal of protecting them against specific online threats.

The explosion of information and communication technology, as emphasized in the 2015 edition of Guidelines for Industry on Child Online Protection released by International Telecommunication Union (ITU)4 and by UNICEF, has created unprecedented opportunities for children and young people to communicate and access information but, at the same time, significant challenges to children’s safety [12]. Online threats are numerous [34]: cyberbullying, grooming, hidden advertising, non-illicit contents that are still harmful to psychological well-being, and kiddie porn material.

4https://www.itu.int/en/cop/Pages/default.aspx
The latest Google Transparency Report\textsuperscript{5} gives a rough idea of the scale of issues at stake. In the period from July to September 2018, about 1.7 million videos (more than the 22\% of the whole number of the videos removed) have been removed just from YouTube because unsuitable for children (videos containing adult themes, nudity, violence). Despite that, there is still some danger because contents must be removed proactively or in real-time with an ad-hoc and customized solution: indeed, more than 25\% of the content has been deleted after at least one visualization.

For children risks are even higher since they often circumvent or uninstall parental controls by lying about their age. At the same time, parents do not always understand the potential risks their children may encounter since they often underestimate teenagers’ exposure to sexual content or overestimate it due to mass media messages [36, 42]. Against this background, it is easy figuring out how the issue led to national and international initiatives and regulatory actions, among which the most recent is the GDPR,\textsuperscript{6} which limits the contents that can be shown to 13 to 15-year-old users. What emerges is that alongside traditional protections, it is necessary to develop other types of protection able to hinder use by protected parties.

4 Our approach for age detection

In this section we describe the approach we proposed for the classification of mobile users in underages or adults. The approach, as proposed in [13] and shown in Fig. 1, envisions different phases to (i) collect data, (ii) build the data sets through feature extraction and data labeling, (iii) apply machine learning methods to derive the best combination of gestures and the best machine learning technique for the age group classification.

\textsuperscript{5}https://transparencyreport.google.com/netzdg/youtube

\textsuperscript{6}https://gdpr-info.eu

\begin{figure}
\centering
\includegraphics[width=\textwidth]{fig1}
\caption{A sketch of the phases envisioned in the proposed approach for the age detection. Phase 1: data collection, through the use of AI4C app. Phase 2: feature extraction, labeling an dataset building. Phase 3: application of machine learning methods (single and multi-view) and results.}
\end{figure}
Fig. 2 The six micro-games of AI4C app: a Reading, b Candy Pacman, c Color Matching, d Score a goal, e Writing, f Calculation

### 4.1 Phase 1: data collection

In order to collect data, we implemented an Android app that allows to capture and analyze user interactions with a mobile device. Such app, named Artificial Intelligence for Children (AI4C app\(^7\)), is essentially a simple game consisting of a series of tests, or micro-games. Each micro-game allows to capture a specific type of touch gesture. According to [37, 53], we consider the following touch-based gestures: scroll, swipe, tap, drag & drop, pinch-to-zoom.

AI4C app provides the following micro-games:

- **Reading (scroll gestures):** it allows to read a Disney cartoon composed of a sequence of 6 pages, that have to be scrolled down (see Fig. 2a).
- **Candy Pacman (swipe gestures):** it has been implemented to capture lateral swipes gestures performed to move Pacman and allow it to eat a candy (see Fig. 2b).
- **Color Matching (tap gestures):** it shows a single color on the top of the window and a grid of colors on the bottom. When a color appears on the top, the user has to select the same color, by tapping it on the grid (see Fig. 2c).
- **Score a goal (drag & drop gestures):** it allows the user to select the ballon, positioned in a random position on the screen, and drag it to score a goal (see Fig. 2d).

\(^7\)https://bit.ly/2M4sE2G
In Table 1 we provide details about the information we captured for each analyzed gesture when executing the 6 micro-games provided by our app.

Before starting the collection phase we explained to subjects what they were expect to do in the study. For children, their parents completed written parental permission forms. All participants had to sign consent forms. We explained that we did not collected personal information during the game process except for username, device ID, and age. Raw data associated to gestures performed by users are tracked and saved for the subsequent analysis. We also explained that this data were kept confidential and used only for the period of the experimentation. Moreover, subjects used smartphones provided by us, in order to avoid to use personal devices and to be sure to use devices with the characteristics needed in our study.

Data collection, done through the AI4C app was mainly conducted at the “University of Salerno” and in collaboration with the “Gino Landolfi Primary School” in Agropoli (SA). The models of smartphones used for the experiments were an LG Nexus 5X, an ASUS ZenFone 2, and a HTC Desire 820. Data were collected from 147 participants, with the age distribution shown in Fig. 3. The age varies in the range from 7 to 59 years. The sample was composed of 46 underages and 101 adults. 80% of adults falls into the range 16–29 and 20% into the age range 30–59. Moreover, 61% of the participants were males and 39% females.

### 4.2 Phase 2: features extraction and data labeling

The aim of this phase is to identify significant features within the raw data, and therefore build the data sets that will be used by the machine learning algorithms tested during the
Fig. 3 Age distribution of the participants at the study. 34% of participants was under the threshold of 16 years classification phase (Section 4.3). As explained before, such data sets were labeled (0 for underages and 1 for adults) according to the age-threshold used to distinguish adults and underages by the GDPR and whose value is 16. Table 2 shows the data sets generated for each type of gesture, with the number of calculated features.

**Scroll down data set** As shown in Table 2, we collected 2594 scroll down gestures, where 31% were performed by underages and 69% by adults. To build this data set, for each scroll down gesture we calculated 50 features. As we can see in Table 3, there exist several types of features. Some of these features are returned “directly” by the Android Touch API; examples include: the number of fragments the scroll down gesture is composed of (fragments number), the duration of the scroll down gesture (duration), the coordinates of the initial point of the scroll down gesture ($X_s, Y_s$), and so on. Other features regard the “geometric” properties of the scroll down gesture, and have to be specifically calculated.

| Gesture/Dataset | Size  | #Underages | #Adults | #Features |
|-----------------|-------|------------|---------|-----------|
| Scroll down     | 2594  | 807        | 1787    | 50        |
| Swipe right     | 972   | 306        | 666     | 13        |
| Swipe left      | 1005  | 315        | 690     | 13        |
| Tap             | 2942  | 921        | 2021    | 29        |
| Drag & Drop     | 735   | 230        | 505     | 13        |
| Writing         | 645   | 166        | 479     | 5         |
| Pinch-to-zoom   | 1090  | 319        | 771     | 48        |
Table 3 Details about the features calculated for each touch-based gesture

| Gesture               | Features                                                                 |
|-----------------------|---------------------------------------------------------------------------|
| Scroll down           | fragments number, duration, start point \((X_s, Y_s)\), end point \((X_e, Y_e)\), length, total velocity, area, turning point \((X_{tp}, Y_{tp})\), turning point angle, acceleration\(_{s,tp}\), acceleration\(_{tp,e}\), start dimension, middle dimension, end dimension, min dimension, max dimension, mean dimension, 25% dimension, 50% dimension, 75% dimension, start pressure, middle pressure, end pressure, min pressure, max pressure, mean pressure, 25% pressure, 50% pressure, 75% pressure, 50% pressure, 75% pressure, start velocity X, middle velocity X, max velocity X, mean velocity X, 25% velocity X, 50% velocity X, 75% velocity X, start velocity Y, middle velocity Y, end velocity Y, min velocity Y, max velocity Y, mean velocity Y, 25% velocity Y, 50% velocity Y, 75% velocity Y |
| Swipe right           | duration, start point \((X_s, Y_s)\), end point \((X_e, Y_e)\), dimension, pressure, length, velocity, acceleration, area, X velocity, Y velocity |
| Swipe left            | duration, start point \((X_s, Y_s)\), end point \((X_e, Y_e)\), dimension, pressure, length, velocity, acceleration, area, X velocity, Y velocity |
| Tap                   | fragments number, X shift, Y shift, start dimension, middle dimension, end dimension, min dimension, max dimension, mean dimension, 25% dimension, 50% dimension, 75% dimension, start pressure, middle pressure, end pressure, min pressure, max pressure, mean pressure, 25% pressure, 50% pressure, 75% pressure |
| Drag & Drop           | duration, start point \((X_s, Y_s)\), end point \((X_e, Y_e)\), dimension, pressure, length, velocity, acceleration, area, X velocity, Y velocity |
| Writing               | time, number of characters, frequency, number of deletions, jaccard similarity |
| Pinch-to-zoom         | finger1 start point \((X_1, Y_1)\), finger1 dimension, finger1 pression, finger1 start point \((X_2, Y_2)\), finger2 dimension, finger2 pression, fragments number, length, area, pinch grade, start dimension, middle dimension, end dimension, min dimension, max dimension, mean dimension, 25% dimension, 50% dimension, 75% dimension, start pressure, middle pressure, end pressure, min pressure, max pressure, mean pressure, 25% pressure, 50% pressure, 75% pressure, start velocity X, middle velocity X, end velocity X, min velocity X, max velocity X, mean velocity X, 25% velocity X, 50% velocity X, 75% velocity X, start velocity Y, middle velocity Y, end velocity Y, min velocity Y, max velocity Y, mean velocity Y, 25% velocity Y, 50% velocity Y, 75% velocity Y |

As an example, let \((X_s, Y_s)\) and \((X_e, Y_e)\) the coordinates of the start point and the end point of a scroll down gesture respectively, then the length of the scroll down gesture is defined as:

\[
\text{length} = \sqrt{(X_e - X_s)^2 + (Y_e - Y_s)^2}
\]
Also, let $X_{\text{max}}$ and $X_{\text{min}}$ (resp. $Y_{\text{max}}$ and $Y_{\text{min}}$) be the maximum and the minimum coordinates on the $x$ axis (resp. coordinates on the $y$ axis) of the scroll down gesture respectively, then the covered area is defined as:

$$\text{area} = (X_{\text{max}} - X_{\text{min}}) \times (Y_{\text{max}} - Y_{\text{min}})$$

(2)

Other types of features include information about the velocity, touch dimension, and touch pressure. Specifically, for each of this information we considered: (i) the value with respect to the whole gesture running, (ii) the maximum, minimum, mean value, and (iii) the values in correspondence of the quartiles of the gesture (the value at start, 25%, 50%, 75% and at end of the gesture running).

Finally, the last features regard the turning points. Given a scroll down gesture, the turning point $(X_{\text{tp}}, Y_{\text{tp}})$ is the point where the gesture changes direction respect the $x$ axis. The information about the acceleration, is related to the turning point, and is captured by two features, i.e., the acceleration of the scroll down gesture from $(X_s, Y_s)$ to $(X_{\text{tp}}, Y_{\text{tp}})$ and the acceleration of the scroll down gesture from $(X_{\text{tp}}, Y_{\text{tp}})$ to $(X_e, Y_e)$. Likewise, we included information about the touch dimension and the touch pressure (see Fig. 4) in correspondence of $(X_{\text{tp}}, Y_{\text{tp}})$ (indicated as middle dimension and middle pressure in Table 3).

**Swipe data set** As shown in Table 2, we collected 972 swipe right gestures (resp. 1005 swipe left gestures), of which 31% belongs to underages and 69% to adults (resp. 315 belong to underages and 690 to adults). To build this data set (resp. *Swipe left data set*), for each swipe gesture we calculated 13 features, shown in Table 3. Specifically, we considered: duration, coordinates of the start point, coordinates of the end point, dimension, pressure, velocity along $x$ axis, velocity along $y$ axis, length, acceleration and, finally, the area.

**Tap data set** We collected 2942 tap gestures, of which 921 belongs to underages and 2021 to adults. To build this data set, for each tap gesture we have calculated 29 features (see Table 3). Specifically, we have considered the start point $(X_s, Y_s)$ and the end point $(X_e, Y_e)$. As seen for the scroll down dataset, we have considered the number of fragments of the tap gesture, and both for velocity, dimension and pressure, we calculated maximum, minimum, mean values, values in correspondence of the quartiles, and maximum shift respect the $x$ axis (resp. $y$ axis).
Drag & drop data set We collected 735 drag & drop gestures, of which 230 belongs to underages and 505 to adults. To build this data set, for each gesture we calculated the same features calculated for the swipe gesture (see Table 3).

Writing data set We collected 645 writing gestures, where 166 belongs to underages and 479 to adults. To build this dataset, for each keystroke we calculated 5 features (see Table 3): time, number of characters, number of deletions, writing frequency of $S$ and the Jaccard similarity [24] between $S$ and $\overline{S}$, where $S$ is the sequence of “characters to write” (proposed by the micro-game), and $\overline{S}$ is the sequence of “characters written” by the user performing the test.

Pinch to zoom data set We collected 1090 pinch-to-zoom gestures, of which 771 belongs to underages and 48 to adults. To build this data set, for each pinch-to-zoom gesture we calculated 48 features (see Table 3). Among these, the finger 1 start point $(X_1, Y_1)$, the finger 2 start point $(X_2, Y_2)$, the finger 1 (resp. finger 2) dimension, pression, length, covered area and pinch grade. As seen for the scroll down dataset, we have considered the number of fragments of the pinch-to-zoom gesture, and both for velocity, dimension and pressure, we calculated maximum, minimum, mean values and values in correspondence of the quartiles.

4.3 Phase 3: machine learning methods

In this section, first we provide some preliminary statistical information obtained by analyzing the data sets and the features calculated in the previous phase, and then we describe the machine learning-based methods we proposed.

4.3.1 Some preliminary statistical observations

By analyzing features about pressure, dimension, duration and length, some differences between adults and underages have been found. As an example, to perform a scroll gesture, the underages required a 12% longer duration respect to the adults. Furthermore, the length of gestures performed by underages was, in pixel, 4% greater than that of the adults. The dimension of the adults’ touch dimension, instead, is 23% greater than that of the underages.

Overall, by observing the features: (i) for each type of gesture the dimension of the adults’ touch dimension is about 20% larger than that of the underages, (ii) the duration of swipe and drag & drop gestures of underages is greater than that of adults, (iii) the frequency of writing of the adults is about 116% higher than that of the underages, and (iv) the pressure of the touch is almost similar.

4.3.2 Preprocessing and validation

The aim of this phase is to prepare the data set for the validation and testing phases. The classical approach in literature for problems of touch-based gesture classification is the single-view learning, in which each item of the data sets contains the features associated to one single gesture [5, 19, 52]. Other approaches aim to find the best combination of touch gestures which can be used to classify underages and adults. Such combinations are based on the multi-view learning techniques [29, 30, 39], in particular early, intermediate and late integration. The “early integration” consists in concatenating the features associated to different gestures (single-views) performed by the same individual; in this way each combination (concatenation of two or more single-view features-vector sample) represents one
sample in the data sets; this approach has the downside of considering large space features vectors. The “intermediate integration” consists in performing a features selection for each type of gesture [29, 30] (single-view), and then by combining the features selected; thus, for each individual, we combine (concatenate) such features in order to obtain the samples for the integrated datasets; the advantages of such a technique are: (a) the heterogeneous nature of the gestures’ features can be better used by separating the data, (b) the size of the output is reduced, and (c) the separate extraction of features for different type of gestures implements the divide-et-impera principle, reducing the complexity of the operations. With the “late integration” we train a classifier for each type of gesture (single-view) and then we use the outputs obtained by these models as input for a new model used for the final classification [20]. This method has the advantage to be easily implemented in parallel, because each model is fitted on a single view in an independent fashion but, as downside, it does not account interactions that could exist among single views.

In this phase we tested both the single-view learning techniques and the multi-view learning techniques for combinations of pairs, triples and quadruples of gestures (Section 4.3.3). For each of these models, the data set built was split into: (i) the training set, obtained by including the 80% of the elements (randomly chosen), and (ii) the testing set, obtained including the remaining 20% of the elements. Due to the different size of the adults and underages groups, we applied to the training set the SMOTE algorithm [11], applied in several studies [1, 18, 51], to do over-sampling on the data of the smaller group. In this way, for each learning technique (single-view and multi-view), we obtained balanced datasets.

In this work we used the most popular machine learning models available in literature and implemented by the scikit-learn Python library [40], that is, Random Forest (RF) [7], Support Vector Machines (SVM) [54], MultiLayer Perceptron (MLP) [44], and Logistic Regression (LR) [15]. Finally, in order to validate the machine learning models we perform a 10-fold cross-validation by using the GridSearchCV method, as proposed in [45, 49]. The performance of the classifiers have been evaluated with popular metrics: AUC—Area Under the Receiver Operating Characteristic (ROC) curve, and accuracy [17, 23, 48]. ROC curve, the most common way evaluate the performance of a binary classifier (also used in [49]), is created by plotting True Positive Rate against False Positive Rate. The ROC AUC value ranges from 0 to 1, where 1 is the perfect accuracy score.

For each model, we evaluated the following hyper-parameters (shown in italic):

- Random Forest (RF): its performance rely mainly on the number of estimators, therefore we tested from 20 to 200 estimators. Best results were found between 100 and 200 estimators.

- Support Vector Machines (SVM): it was tested on different kernels (polynomial, sigmoid, radial) and optimized with respect the penalty parameter C (from 0.1 to 100). Best results were found with radial kernel and C from 1 to 100.

- MultiLayer Perceptron (MLP): it mainly relies on hidden layers size. The number of hidden layers size was tested from 5 to the size of input layer (according to the touch gesture considered). Best results were found between $\frac{1}{3}$ and $\frac{1}{2}$ of input layer size. We also adopted the lbfgs optimizer in the family of quasi-Newton methods proved to converge faster and perform better on small datasets [56].

- Logistic Regression (LR): as optimization algorithm we used liblinear (good for small datasets), and lbfgs, and the penalty norms l1 and l2. In addition, as for SVM, we tested C parameter from 1 to 100. Best results were found with liblinear, l1 penalty norm, and C between 10 and 100.
Table 4 Single-view: accuracy (acc) and ROC AUC (auc) values for each classifier and for each analyzed gesture (dataset)

| Gesture   | RF    | MLP     | SVM     | LR     |
|-----------|-------|---------|---------|--------|
|           | acc.  | auc     | acc.    | auc    | acc.  | auc    |
| scrollD   | 0.86  | 0.93    | 0.81    | 0.87   | 0.85  | n/a    |
|           |       |         |         |        |       | 0.74   |
|           |       |         |         |        |       | 0.73   |
| swipeR    | 0.72  | 0.79    | 0.73    | 0.79   | 0.71  | n/a    |
|           |       |         |         |        |       | 0.65   |
|           |       |         |         |        |       | 0.71   |
| swipeL    | 0.71  | 0.79    | 0.68    | 0.71   | 0.71  | n/a    |
|           |       |         |         |        |       | 0.66   |
|           |       |         |         |        |       | 0.69   |
| tap       | 0.66  | 0.66    | 0.56    | 0.65   | 0.63  | n/a    |
|           |       |         |         |        |       | 0.59   |
|           |       |         |         |        |       | 0.61   |
| dad       | 0.70  | 0.76    | 0.68    | 0.79   | 0.68  | n/a    |
|           |       |         |         |        |       | 0.68   |
|           |       |         |         |        |       | 0.73   |
| writing   | 0.72  | 0.69    | 0.47    | 0.66   | 0.72  | n/a    |
|           |       |         |         |        |       | 0.70   |
|           |       |         |         |        |       | 0.65   |
| pinch     | 0.77  | 0.83    | 0.75    | 0.80   | 0.79  | n/a    |
|           |       |         |         |        |       | 0.68   |
|           |       |         |         |        |       | 0.73   |

SVM’s auc is n/a because SVM is a non probabilistic classifier

Best results are highlighted in bold

For more details on the hyper-parameters see Scikit-learn Library [40].

Results in validation show accuracy from 73% for tap to 92% for scroll down, and ROC AUC from 0.74 for writing to 0.98 for scroll down, when using the best performing classifier i.e., Random Forest.

4.3.3 Classification

Here we provide details about the results of the application of different machine learning methods, taking into account different classifiers and combining different types of gestures. We analyzed both single-view and multi-view learning techniques. We want to emphasize that in the following we will indicate with scrollD, swipeL, swipeR, tap, dad, writing and pinch, the Scroll down data set, the Swipe Left data set, the Swipe Right data set, the Tap data set, the Drag & Drop data set, the Writing data set and the Pinch to zoom data set, respectively.

**Single-view** In this model each sample in the data sets contains the features associated to a single touch gesture. Table 4 shows the ROC AUC and the accuracy score for each classifier on the test set. Best results have been obtained with the Random Forest classifier and when using the scroll down gesture, with ROC AUC of 0.93 and accuracy of 86%. For the other data sets ROC AUC values range from 0.76 to 0.83 (with Random Forest).

**Multi-view** Each multi-view learning technique (early, intermediate and late integration) has been tested on gestures pairs, triples, and quadruples, respectively. In the following we show the results obtained for each of these cases. We have to emphasize that we show the results only for gestures that exhibited the best results in the previous analysis (when applying the single-view learning approach). We also remark that for the intermediate integration we used a Random Forest classifier for the feature selection, and for the late integration method the strategy is the following: in all the experiments (pairs, triples and quadruples) we used the best single classifier for each single-view, and then the outputs were conveyed as input of a final Random Forest classifier.

- **Gestures pairs.** As shown in Table 5, for the early integration, the best result is achieved when combining the scroll down and the pinch-to-zoom data sets, with the best ROC AUC score of 0.91. This result is slightly worse with respect to the single-view learning when using only the scroll down data set.
Table 5 Early, Intermediate, and Late integration: accuracy (Acc) and ROC AUC (auc) values for the Random Forest classifier

| Gesture pair          | Early acc. | Early auc | Intermediate acc. | Intermediate auc | Late acc. | Late auc |
|-----------------------|------------|-----------|-------------------|------------------|-----------|----------|
| scrollD_swipeR        | 0.78       | 0.85      | 0.79              | 0.87             | 0.81      | 0.82     |
| scrollD_swipeL        | 0.79       | 0.86      | 0.76              | 0.86             | 0.79      | 0.81     |
| scrollD_pinch         | 0.83       | **0.91**  | 0.83              | **0.91**         | 0.80      | **0.86** |
| swipeR_swipeL         | 0.76       | 0.83      | 0.82              | 0.87             | 0.75      | 0.78     |
| swipeR_pinch          | 0.86       | 0.89      | 0.80              | 0.87             | 0.80      | 0.81     |
| swipeL_pinch          | 0.79       | 0.86      | 0.81              | 0.87             | 0.73      | 0.78     |

Best results are highlighted in bold

With the intermediate integration, for each dataset the Random Forest classifier selected the 10 most significant features. As an example, for the multi-view experiment scrollD_pinch (combination of the scroll down and pinch-to-zoom datasets) we have shrunk down the features-vector space from a (50+48)-dimension space (of the early integration) to a (10+10)-dimension space. In Table 5 we can see that the best results have been obtained for this combination of gestures (scrollD_pinch) with 0.91 and 83% for ROC and accuracy scores, respectively. As we can see in Table 5, the performance obtained with the late integration are lower than those obtained with the other two integration methods. This deterioration could be due to the nature of the integration technique, i.e., the error made on one of the two single-views spreads in the final classification. The deterioration has the same effect in all experiments, with the best result (ROC AUC score 0.86) obtained when combining scroll down and pinch-to-zoom, thus on the dataset scrollD_pinch.

- **Gestures triples.** Similarly to the analysis about gesture pairs, for these experiments we report the best results only. The combinations that we do not show exhibited results lower than 0.85 for ROC AUC score and 83% for the accuracy score. As we can see in Table 6, by combining three type of gestures, the ROC AUC scores obtained with the early integration were always greater than 0.90, and the accuracy values are always greater than 85%. When applying the intermediate integration, for each dataset the Random Forest classifier selected the 10 most significant features. For instance, for the multi-view experiment scrollD_swipeR_pinch (combination of the scroll down, swipe right and pinch-to-zoom single-view datasets) the features-vector space has shrunk down from a (50+13+48)-dimension space (of the early integration) to a (10+10+10)-dimension space. Table 6 shows the results obtained with the intermediate integration, with the best ROC AUC score of 0.92 and accuracy of 88%, obtained when combining

Table 6 Early, Intermediate, and Late integration: accuracy (acc) and roc auc (auc) values for RF classifier and for each triple of gesture datasets

| Gesture triple      | Early acc. | Early auc | Intermediate acc. | Intermediate auc | Late acc. | Late auc |
|---------------------|------------|-----------|-------------------|------------------|-----------|----------|
| scrollD_swipeR_pinch| 0.85       | 0.93      | 0.85              | 0.90             | 0.86      | 0.90     |
| scrollD_swipeL_pinch| 0.86       | 0.92      | **0.88**          | **0.92**         | 0.86      | 0.89     |

Best results are highlighted in bold
Fig. 5 The 10 most relevant features for scroll down, swipe right and pinch-to-zoom datasets, selected by Random Forest classifier
Fig. 6 Confusion matrix for gestures triples experiment, including scroll down, swipe left, and pinch-to-zoom single-views, when applying intermediate integration technique

The scroll down, the swipe left and the pinch-to-zoom datasets. Figure 5 shows the 10 most relevant features for scroll down, swipe right and pinch-to-zoom datasets. As we can see, in general the most important ones regard dimension, pressure and area of the touch gesture.

Figure 6 shows the normalized confusion matrix with true positive, false positive, true negative and false negative obtained results. In terms of ROC AUC scores (probabilistic measure) the classifier is very accurate (0.92), while in terms of accuracy (discrete measure) the classifier shows slightly lower performance when classifying underages (0.71). The problem is that errors (0.29) occur when classifying individuals with age near to the 16-years-old threshold. We also performed experiments in which samples did not included such individuals, obtaining results comparable to [35, 49]. This result suggest to further investigate the classification of individuals in the middle of puberty. Regarding the late integration (see in Table 6), the ROC AUC scores obtained are similar each other, in particular around 0.90. Compared to the results obtained in the experiments involving late integration and gestures pairs, by adding another single-view (another touch gesture) we obtain the same results. Whereas the late integration technique applied to gestures triples, compared with the other integration techniques, shows slightly lower performances. This indicate a correlation between single-views.

• Gestures quadruples. The last experiment considers a broader touch gestures combination. In our approach, the single-view used for the experiment has been chosen among the ones which showed the best results in the previous combinations (pairs and triples). Specifically we integrated scroll down, swipe right, swipe left, and pinch-to-zoom. As result of the with the early integration, by combining these four type of gestures, the best ROC AUC score is 0.90, while the best accuracy score is 0.84. As conclusion, this result does not improve the one obtained with gestures triples. When applying the intermediate integration, for each dataset the Random Forest classifier selected the 10 most significant features. Thus the features-vector space has shrunk down from
a \((50+13+13+48)\)-dimension space (of the early integration) to a \((10+10+10+10)\)-dimension space. By combining these four type of gestures, the ROC AUC score is 0.89 while the accuracy score is 83\%. Such a result does not improve the one obtained when applying the early integration method. Finally, with late integration we obtained results comparable with the ones obtained with intermediate integration techniques applied to gestures triples, i.e., 0.89 as ROC AUC and 88\% as accuracy score.

4.4 Results

In this section we summarize the results obtained during our experiments. As we can notice in Fig. 7, in terms of ROC AUC score the single-view learning technique (scroll\(_D\)) shows the best result (0.93). In the multi-view learning setting, when combining three gestures with the intermediate integration (scroll\(_D\) swipe\(_L\) pinch), the accuracy increases up to 88\% (our best result) and the ROC AUC score reaches almost the same result (0.92) as in the single-view setting. We also observe that further increasing the number of gestures to consider in the multi-view learning technique does not improve the accuracy of the methods. In Section 5, we will discuss the results obtained and we will provide further explanations/intuitions.

5 Discussion

Looking at the results, we can conclude that scroll down is the type of touch gesture that best allows us to classify among underages and adults, with a ROC AUC score of 0.93 and an accuracy score of 86\%, followed by pinch-to-zoom, swipe left, and swipe right. This is largely due to the rich set of information that can be derived as features from scrolls and pinch-to-zoom. In contrast, other touch gestures are simpler; thus, only a few characteristic features can be derived. Specifically, features based on the dimension, area, and pressure of the gesture are the most informative. This shows that there is a significant variation between underages and adults in the running of touch gestures like swipes and scrolls. We remark

![Comparison between the best single-view and multi-view learning methods proposed](image-url)
that our data collection procedure did not impose any condition on how users needed to interact with smartphones, such as sitting, standing, or walking.

Using strategies that combine different touch gestures allows us to improve the performance of the several machine learning classifiers considered. Indeed, for each multi-view learning (early, intermediate, late integration) based experiment, the classifiers’ average performance is better than that reached during the single-view experiments. In particular, the touch gesture triple combining scroll down, pinch-to-zoom, and swipe left, with the intermediate integration technique, showed a ROC AUC score of 0.92 and an accuracy score of 88%. This indicates that it is preferable to adopt the intermediate integration strategy, with the advantage of using fewer features (30 compared to the 50 in single-view) without losing performances. Furthermore, this means that the way an underage/adult performs a scroll gesture is correlated with how he performs a swipe or a pinch-to-zoom gesture. As further proof of this correlation, the early and intermediate integration strategies always show better results than the late integration, which works with single-views separated and in parallel.

6 Conclusion

In this paper, we studied touch gestures to derive whether it is possible to distinguish who is accessing a mobile device (underages or adults) to provide safeguards against threats online. Existing protection solutions are not user-friendly. Additionally, it is challenging for parents to provide continuous monitoring of children using the smartphone without impacting on their privacy and autonomy.

Therefore, our result is a new regulatory approach that exploits machine learning techniques to provide automatic safeguards against threats online. The idea is to relieve parents from the challenging task of configuring protecting tools and constantly monitoring children and trusting an automatic mechanism that identifies the user accessing a smartphone and provides the right protection.

The experiments have shown positive results in terms of age group classification when analyzing touch gestures on different types of smartphones. The outcome is the applicability of machine learning to protect children through the use of automatic approaches. As best result, the intermediate integration technique in multi-view learning method with a combination of scroll down, pinch-to-zoom, and swipe left touch gestures and Random Forest, allowed us to reach an accuracy score of 88% and a ROC AUC score of 0.92.

Given these promising results, we are currently working along two different directions. Firstly, by performing experiments with more massive and more balanced datasets to improve results and by studying other types of gestures and sequences of the same touch gesture run by the same user sequentially, as proposed in [52]. Second, in terms of techno-regulation solutions, we aim at integrating our approach inside the AI4C app, with a parental control system designed to support in various ways the enforcement of the safeguards resulting from the normative framework in the field of online child protection. Specifically, we are planning to extend AI4C app functionalities by developing different safeguards: (i) an awareness-enhancing software allowing to display/send alerts in case of inappropriate behaviors; (ii) an intelligent browser capable of filtering harmful content, according to the user accessing to the mobile device. Finally, we will perform an evaluation study in order to assess both effectiveness and user (parents) satisfaction.
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