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Abstract

In-painting networks use existing pixels to generate appropriate pixels to fill “holes” placed on parts of an image. A 2-D in-painting network’s input usually consists of (1) a three-channel 2-D image, and (2) an additional channel for the “holes” to be in-painted in that image. In this paper, we study the robustness of a given in-painting neural network against variations in hole geometry distributions. We observe that the robustness of an in-painting network is dependent on the probability distribution function (PDF) of the hole geometry presented to it during its training even if the underlying image dataset used (in training and testing) does not alter. We develop an experimental methodology for testing and evaluating relative robustness of in-painting networks against four different kinds of hole geometry PDFs. We examine a number of hypothesis regarding (1) the natural bias of in-painting networks to the hole distribution used for their training, (2) the underlying dataset’s ability to differentiate relative robustness as hole distributions vary in a train-test (cross-comparison) grid, and (3) the impact of the directional distribution of edges in the holes and in the image dataset. We present results for $L_1$, PSNR and SSIM quality metrics and develop a specific measure of relative in-painting robustness to be used in cross-comparison grids based on these quality metrics. (One can incorporate other quality metrics in this relative measure.) The empirical work reported here is an initial step in a broader and deeper investigation of “filling the blank” neural networks’ sensitivity, robustness and regularization with respect to hole “geometry” PDFs, and it suggests further research in this domain.

1. Introduction

In everyday life, human beings have to cope with visual occlusions, auditory noise and other sensory gaps. Cognitive scientists have concluded that perception relies heavily on generative and predictive completion in active interaction with the environment[4]. Image in-painting refers to using existing, “valid” pixels (the pixel “context”) to generate appropriate pixels to fill “holes,” “gaps” or “blanks” in certain areas of an image. Usually, these “holes” are placed where an image editor would like to remove certain unwanted parts of an image and in-paint these wholes appropriately given the context the “valid” pixels provide. Image in-painting is also a sub-category in the more general category of “filling the blank” tasks[6].

One method of in-painting involves copying candidate patches where a few dominating patches could provide information for completing the missing parts[7]. In-painting has been examined from the perspective of feature representations[18], along with joint tasks such as segmentation when in-painting of occluded objects [5], or general in-painting in computer vision and photography[11, 30, 29]. It is common to use an encoder-decoder DNN (including skip connections a la UNET[20]) in order to generate an in-painted image[9, 11]. The in-painting network architecture we used in our experiments can be said to belong to the UNET “family” of network architectures—with some very important distinction which we discuss later in this paper. One recent proposal uses foreground-aware image in-painting system that first detects and completes the contours of the foreground objects in the image, then uses the completed contours as a guidance to in-paint the image[28]. Another recent proposal uses region-wise convolutions to reconstruct existing and missing regions separately and then integrates this with a non-local operation to model a global correlation between existing and missing regions, leading to a coarse-to-fine framework for in-painting the image[14].

Various architectural techniques, e.g., dilated convolutions[9], partial convolutions[11, 12], gated convolutions[29], attention[30], and self-attention[17] have been deployed. GAN-training schemes with adversarial losses[9, 30], as well as perceptual, style and total variation losses[11] have all been used and compared[29, 30]. It is also worth noting that theoretical and framework imple-
Some researchers have already pointed out that the hole geometry selection (in training and in test) can make a significant difference to the quality of in-painting but there are no specific published works exclusively focused on exploring the impact of the hole geometry on the relative robustness of in-painting networks. The hole to be in-painted is represented by a 2-D binary channel, fed along with the “masked” image to the in-painting network[18, 11]. Some investigators have used one or more rectangular masks[18, 30, 9]. In some of these cases, the network architecture is not “task-invariant”. For example, the intentional mechanism in [30] allows only rectangular holes. Other investigations use a larger variety of hole geometries during training[11, 29]. In [11], in particular, occlusion/disocclusion estimation between two consecutive frames for videos described in [24] have been used as a source for hole patterns. When training an in-painting network, these patterns are subjected to random cropping, rotation, resizing and other similar operations to produce a usable and largely random distribution of holes. Finally, there is a proposal that seeks to optimize “holes” provided by the image editors by developing and using “naturalness” metrics[10] based on the idea of “super-pixel”, the collection of locally and similarly colored pixels which respect object boundaries. (Super-pixels seem to have also been used as a standard working unit of pre-CNN-based segmentation algorithms[25].)

While most published work have come to a consensus that non-rectangular holes need to be used during training, no one has given a clear review or rigorous enough analysis or account of how hole geometries used during training can impact the relative robustness of in-painting networks. In this paper, we take some steps towards providing such an analysis and review. The present paper contains the following contributions: (1) We devise an experimental evaluation method for cross-comparison of the robustness of a given network when trained on a variety of hole probability distribution functions (PDFs). (Specifically, in this study, we use four such distributions.) (2) We examine a set of hypothesis regarding the impact of hole geometry on the robustness of a given in-painting network. (3) We show that when holes are aligned with convolution kernels, less robust networks are trained. (4) We show that the underlying image datasets can differentiate relative in-painting hole-robustness to different degrees, and by way of explanation, we show some correlation between differentiation capacity of a dataset with its edge gradient distribution. (5) Finally, we describe and use a heuristic approach to combine various quality metrics in order to measure the impact of in-training hole geometry distribution on the “relative robustness” of in-painting networks when subjected to a set of hole distributions. We observe that our cross-comparison methodology can be extended to evaluate the impact of “blank” distribution on relative robustness of other input-output systems designed for “filling the blank” in other sensory data, including text, audio and speech.

2. Background and Experimental Setup

Figure 1 shows our in-painting network architecture. For brevity and focus, we only name losses in summary form and do not show branches where they are computed. In obtaining the results discussed in this paper, we limited the losses used (i.e., the optimization objectives) to those described in [11].

2.1. A Typical In-Painting Architecture

In-painting networks’ input requires the original image $X$ along with the hole “mask” $M$. (The network is fed the tuple $<X, M>$.) The hole mask, $M$, is a 2-D, single-channel tensor of binary values of the same array height ($H$) and width ($W$) as the image itself. The binary value at position $<x, y>$ of the $M$ is 0 if the image needs to be “in-painted” in that position. It is 1 otherwise.

The in-painting neural networks we designed are in the UNET[20] family. The network used to produce the results in this paper has 16 layers—eight layers in the encoder and eight layers in the decoder. There are some major differences with the classical UNET: In our experimental network, there are only two convolution layers (layer 3 and layer 5) which involve contractions of feature maps in the encoder (as in [11, 9]). The number of convolution kernels (output feature maps) are organized according to a scaling factor $N_{fm}$, as $N_{fm} = (1, 2, 2, 4, 4, 4, 4, 4)$ in the encoder. The numbers of decoder kernels are symmetrically arranged, i.e., $N_{fm} = (4, 4, 4, 4, 4, 2, 1)$. In the central 8 layers of our networks (4 in the encoder and 4 in the decoder) we have a core-complex with a dilation pattern applied to convolutions. (This gives a far better receptive field.
Random Rectangles \( RR \)
Randomly Rotated \( RR \) \( RA \)
Random Geometric Shapes \( RGS \)
Random Flow-based Occlusion/de-Occlusion Masks \( RFOM \)

| Description of Hole Distribution | Acronym |
|---------------------------------|---------|
| Random Rectangles               | \( RR \) |
| Randomly Rotated \( RR \)       | \( RA \) |
| Random Geometric Shapes         | \( RGS \) |
| Random Flow-based Occlusion/de-Occlusion Masks | \( RFOM \) |

Table 1. Acronyms used for each hole distribution.

in the core at the cost of higher working memory usage given current implementations of dilated convolution operators.) The networks we have used in this paper all use partial convolutions in their encoder phase. In the decoder, we use regular convolutions. It should be clear that the manner in which \( M \) (the input hole pattern) contracts in the encoder (in Figure 1) for any given convolution architecture will be fixed and known when using partial convolutions[11]. (Here, we note that in gated convolutions[29], this “hole” contraction pattern, along the network, is trainable.) Neither the network architectures we examined and used nor the training and inference schemes we have employed impose any restrictions on hole geometry. As long as the hole can be expressed in a single-channel pixel format of 1 (for no hole) and 0 (for hole), the pattern can be used.

We have developed in-painting networks in the range of sizes for various applications. For this paper, we focused on a small (10MB, \( N_{fm} = 32 \)) in-painting neural network that generalizes well on common 256x256 image datasets.

2.2. Hole Geometry Distributions Used in Training

Table 1 identifies the acronyms for the hole geometries we have used for reference throughout the paper. Our four distributions include random rectangles (\( RR \)), randomly rotated random rectangles (\( RA \)), random geometric shapes (\( RGS \)), and random flow-based occlusion/dis-occlusion masks (\( RFOM \)). Figure 2 gives some typical samples of hole distributions that were used in training our in-painting networks.

Note that \( RFOM \) uses flow-based occlusion/de-occlusion observed in some consecutive video frames[24, 11]. Sample feed files for these flow-based hole masks have been released[19, 11]. These require pre-processing by randomly applying rotations, flips, re-size and crops. In all cases, we set our hole generation parameters to ensure similar distribution of the hole sizes. Random rotations might cause some variations of roughly the same order.

2.3. Datasets and Training Schedules

To keep training and testing used in this report relatively short, manageable and easily repeatable by others, we used the validation set in MIT Places[31]. Our experiments with the full MIT Places dataset take much longer. Although some of \( RR \)-trained networks bias differential for \( RR \) disappear, it can still be observed, and the conclusions and hypothesis in section 3 still hold. (See the supplementary material.) As a second dataset, we also used a 90/10 (training/test) split of Celeb-A[13]. For testing, we used a random selection of 1024 images in the corresponding test datasets. Using larger set of test images from the test datasets made little difference in the relative position or shape of the quality metric histograms we have reported in section 3. In fact, we observed the same trends (as section 3) when using much smaller tests sets—as small as 128 images.

For deep-learning training and test platform, we used PyTorch. Our hardware consisted of NVIDIA 1080-ti and V100 GPUs. We trained our networks for two epochs with constant learning rate and for another epoch with uniformly diminishing learning rate, using the Adam optimizer, and the losses and hyper-parameters as set in [11]. Mini-batches consisted of 32 images and 32 holes (randomly selected or generated for each image, according to one of the four “hole” distributions). The trends, reported in section 3, remain largely the same even if we trained networks for a larger number of epochs, or trained larger networks of similar structure but larger number of kernels, i.e., larger \( N_{fm} \).

(See supplementary results.)

2.4. Testing

In this study, we are interested in relative robustness of multiple versions of a given network. A network trained with any of the hole geometry distributions is tested against all hole geometry distributions, including the one used for its own training. We propose cross-comparison, i.e., cross-examination in a train-test grid as a method for measuring relative robustness with respect to hole geometry.

2.5. Quality of In-painting

Strict quantitative analysis of the quality of in-painting can be difficult [30]. Nevertheless, it is still possible to formulate a quantitative method for comparative analysis of the relative robustness of in-painting networks (although strict quality judgment would still require examination by human eyes).

For purposes of such quantitative measures of relative robustness, we used \( L_1 \) (or reconstruction error[18]), \( PSNR \) (Peak Signal-to-Noise Ratio), \( SSIM \) (Structural SIMilarity[27]). We did not use \( IS \) (Inception Score[21]) given that there have been some recent critiques of \( IS \) as measure of quality[1]. However, the method we have developed here can be easily extended to incorporate \( IS \), or other measures of quality.

2.6. "Holistic" relative robustness

Motivated by our findings (see section 3), we formulated a (“holistic”) measure for relative robustness of in-painting networks trained with respect to varying hole distributions.
Relative robustness expressions $R_M$ can be formulated for any given quality metric, $M$. For PSNR and SSIM, whose higher value generally means better reconstruction, we define in-painting “relative robustness” (based on these individual quality metrics) as below:

$$R_M(\text{net}_r) = \sum_{i \neq r} M(i, \text{net}_r)$$  \hspace{1cm} (1)

where $M$ stands for either the PSNR or SSIM metrics, $r$ is a specific hole distribution index $i$. We use net$_r$ (and sometimes train$_r$) to indicate that a network has been trained using hole distribution with index (or acronym) $r$. The index $i$ iterates over all such hole distributions, and $M(i, \text{net}_r)$ is the expected value of $M$ when net$_r$ is tested against hole distribution $i$. Here, a bar over a value expresses the statistical expectation of that value.

In the case of $L_1$, since lower values mean better reconstruction, the relative robustness, $R_{L_1}$, can be defined as follows:

$$R_{L_1}(\text{net}_r) = \sum_{i \neq r} 1/\bar{L}_1(i, \text{net}_r)$$  \hspace{1cm} (2)

Here, $\bar{L}_1(i, \text{net}_r)$ is the expected $L_1$ loss when net$_r$ is tested against hole distribution $i$.

We experimented with various ways to combine test metrics and found that the sums just described, above, provide the best indicators.

A “holistic” (and heuristic) measure of relative robustness can then be obtained by combining the above relative robustness measures based on quality metrics:

$$R_{\text{holistic}}(\text{net}_r) = \sum_m \alpha(m) \ast R_m(\text{net}_r)$$  \hspace{1cm} (3)

where $m$ is any of the metrics. The appropriate setting of $\alpha(m)$ weights balance the contribution of each metric $m$ in the “holistic” measure. We do not currently have a recipe for setting these metric-specific weights. Nevertheless, in the values reported here, we used the following scheme in order to give them equal weight in computing $R_{\text{holistic}}(\text{net}_r)$:

$$\alpha(m) = 1/\max_{\text{net}_i} R_m(\text{net}_i)$$  \hspace{1cm} (4)

This choice of weights, $\alpha(m)$, normalizes the contribution (to “relative robustness”) of each metric with respect to the best of each quality metric $R_m$ to 1, and all the other values to some value between 0 and 1. (See the right most column in Table 2.)

We close this section with some final remarks: (1) While “holistic” measures of relative robustness such as the one proposed here may be indicative, other measures can also be used or combined in the same format for cross-comparison purposes. (2) Reviewing, more closely, the theory of network robustness in the case of unsupervised/semi-supervised training (for unlabeled datasets) may also help us propose better measures of robustness. We have left tackling these items for future work.

3. Results

In this section, we evaluate the relative robustness of an in-painting network with respect to hole geometry distribution.

In our results, we refer to a network trained using a hole distribution index $r$ as train$_r$, or net$_r$, where $r$ is the index or acronym for the hole distribution.

We used net$_r$ in the equations discussed in section 2.6 but in the text in this section, for better legibility of hole type used for training, we will use train$_r$. For example, $RGS_{\text{train}}$ (and net_{RGS}) refers to a network trained with the RGS hole distribution.

3.1. Cross-comparisons based on PDFs of quality metrics

Figure 3 shows quality-metric histograms (for patched images) when using an in-painting network in a train-test grid of the type given in Table 2. We have color-coded the smoothed quality metric histograms in Figure 3, according to the training hole distribution used. Red represents $RR_{\text{train}}$, magenta $R4_{\text{train}}$, green $RGS_{\text{train}}$, and blue $RFOM_{\text{train}}$. The quality results are obtained by testing over a set of randomly-selected 1024 images. We display the results for the MIT Places dataset on the left panel of Figure 3 and CUHK Celeb-A dataset on its right panel. Viewing the plots in Figure 3(a), we observe that a network trained with a set of random rectangles (i.e., $RR_{\text{train}}$, red lines) does better when tested with the same hole distributions ($RR_{\text{test}}$). It does worse when tested with the other hole distributions. (See red lines’ shift with respect to the others in Figures 3(a) to 3(d).) This result is as expected:
(a) Test w/ RandomRectangles - RR hole configuration. $L_1$, $PSNR$, $SSIM$ histograms. Left: Places. Right: Celeb-A

(b) Test w/ Randomly Rotated $R_4$ hole configuration. $L_1$, $PSNR$, $SSIM$ histograms. Left: Places. Right: Celeb-A

(c) Test w/ Random Geometric Shapes - RGS hole configuration. $L_1$, $PSNR$, $SSIM$ histograms. Left: Places. Right: Celeb-A

(d) Test w/ Random Flow-based Occlusion/de-Occlusion Masks - RFOM hole configuration. $L_1$, $PSNR$, $SSIM$ histograms. Left: Places. Right: Celeb-A

Figure 3. Smoothed empirical histograms of quantitative metrics evaluated over a test set, for a 10.3MB in-painting neural network trained on MIT Places[31] validation dataset (left column figures) and on CUHK CelebA [13] 90/10 split dataset (right column figures) and tested with each of the four hole configurations. Training occurred for 2+1 epochs—at constant and at exponentially decaying learning rate. Colors: Red represents training with RR, magenta with $R_4$, green with RGS, and blue with RFOM.
Hypothesis 1 (H1): A network trained with a particular hole distribution will generally have a bias towards that hole distribution.

Hypothesis H1 is well-understood. Neural networks are input-output function estimators sensitive to the input priors. Given that hole distributions in production environments are generally hard to predict (unless of course, only some hole shapes are allowed and others are disallowed), studying robustness to variations in hole distribution becomes relevant.

Next, the results in Figures 3(a) to 3(d) show that when our network is trained with $RR$ hole distribution, it does significantly worse when tested with $RGS$ and $RFOM$ hole distributions in cross comparisons. We hypothesized that

Hypothesis 2 (H2): When hole edges are aligned with the convolution kernels, the network trained will be less robust with respect to changes in hole distribution.

To test this hypothesis H2, we conducted experiments by randomly rotating $RR$ holes to obtain the $R4$ hole geometry distribution. We observed that $R4_{\text{train}}$ (magenta-colored graphs in Figure 3) produced far better cross-comparison results than $RR_{\text{train}}$ networks. In fact, $R4_{\text{train}}$ competes in robustness with $RFOM_{\text{train}}$, i.e. the network trained with $RFOM$ hole distribution, which is reputed to be the best hole distribution for in-painting training[11]. This is clear in the closer overlap of magenta-colored histogram graphs of $(R4_{\text{train}}, \text{magenta})$ and $(RFOM_{\text{train}}, \text{blue})$.

Furthermore, comparing the left (Places) and right (Celeb-A) panels in Figure 3 (i.e., reviewing the impact of the dataset on our train-test grid) suggests:

Hypothesis 3 (H3): Image datasets differ in how well they reveal the differential in relative robustness of an in-painting network against varying hole distributions.

Hypothesis H3 is supported by the fact that metric histograms in the case of training (and testing) with Celeb-A dataset (results shown in the right panels in Figure 3) have shifted with respect to each other more distinctly (i.e., better for relative robustness measurements) than when we used Places dataset (results shown in the left panels in Figure 3). In short, Celeb-A dataset can better discriminate relative robustness in our cross-comparison grids. The right panel (Celeb-A) also shows the similarity in the robustness of $R4_{\text{train}}$ and $RFOM_{\text{train}}$, giving further support for hypothesis H2.

One explanation for this observation may be that when training with Celeb-A, the in-painting networks have a far better "guided" in-painting task (a smaller set of relevant representation for shapes to learn). So, they may instead develop greater biases to the hole types used in training them.

To investigate, further, what may be some other causes for hypothesis H3, we observe that an important, central task in in-painting is the correct reconstruction of edges and that a dataset which offers a more evenly distributed set of edges to be crossed by random holes is more likely to be better as a cross-comparison, relative-robustness “separator” dataset than a dataset that offers less evenly distributed high intensity edges.

Figure 4. The heat maps on the left represent edge gradient PDFs $f(I, \zeta)$ of the edges in Places (top) and in Celeb-A (bottom) datasets. The edge gradient heat maps, on the right, provide the histogram for the computed gradients’ intensity (horizontal) and direction (vertical). The charts on the right are 1-D PDFs of edge gradients, including only their direction.

An examination of edge distribution using the Canny algorithm[2] for the two datasets (see Figure 4) shows that the direction of edge gradients in the Places dataset have more pronounced modes, at 0, 90, 180 and 270 degrees, specially at higher levels of intensity. CelebA dataset, on the other hand, offers more evenly distributed edge gradient directions at similar range of intensities. This may provide another reason (or clue) for hypothesis H3, and may also hint at an even more specific hypothesis, for whose more complete test and support, we would need to experiment with a much larger number of distinct datasets:

Hypothesis 4 (H4): Image datasets with more evenly distributed edge gradients are more likely to have greater capability in revealing in-painting relative robustness (robustness) differentials with respect to variations in hole distribution.

A hypothesis like the one in H4 lead one to think about a whole new direction in the investigation of in-painting net-
works, as feature extractors, and the configuration of optimal training holes for that purpose. In closing this section, we note that there are many more hole distributions and distinct image datasets which can be examined beyond the ones we have examined here, in order to further test, evaluate and better settle any of these hypotheses from an empirical point of view.

### 3.2. Cross-comparisons based on means of metrics

We evaluate the mean value of quality metric PDFs that we reviewed in Figure 3 and organized them in Table 2 in a train-test grid. Columns represent the test hole distributions, and the rows the training hole distributions, divided into sections for each of the three quality metrics we have computed. Note that the last column in the Table 2 provides the relative robustness, with respect to each quality metric type, normalized by the maximum observed for that particular quality metric. A value of 1 represents the best observed quality (in the mean) with respect to the corresponding metric.

We first note that the trends in Figures 3 can also be confirmed—in a summary format—when comparing the means of the quality probability distributions, as shown in Table 2. In fact, we used this finding in order to develop a (heuristic) “holistic” (expectation-based) measure of the relative in-painting robustness discussed in section 2.6.

Table 2 also indicates that \( L_1 \) is a better metric for differentiating relative robustness. The next best separator is probably \( PSNR \), and the least useful seems to be \( SSIM \). The mean values of \( PSNR \) and \( SSIM \), as gathered in Table 2 are generally quite close for networks trained with \( R4 \), \( RGS \) and \( RFOM \).

Our experiments indicate that training with \( RFOM \) hole configuration leads to more robust in-painting networks. This confirms the claim regarding use of irregular holes in [11], whose occlusion/de-occlusion files we used to generate our \( RFOM \) holes. However, our findings also indicate that much of this improvement is purely due to the random angles of holes’ edges (as the closeness of \( R4 \) results with those of \( RFOM_{train} \) results suggest). The actual occlusion/de-occlusion shapes matter less.

There remains other areas that require further exploration. For example, as a regularizing technique, one can study the impact of combining hole types—or generating holes that do not conform with any of the distributions—when training with any hole distribution from among a set such distributions. We leave this for future work.

### 3.3. Holistic comparisons

Table 3 shows the results when we compute a (heuristic) “holistic” robustness metric according to Equation 3.

It uses the data from Table 2 for this purpose. This relative robustness metric summarizes our relative robustness results. Again, our \( RFOM_{train} \) networks prove more robust, and this robustness is more discernible when training (and testing) them with Celeb-A as opposed to Places. The relatively good “holistic” robustness obtained by the \( R4_{train} \) network across the two datasets, is further clear support for \( H2 \). The variation in the ability to discriminate relative robustness of these networks, across Places and Celeb-A datasets, again, supports \( H3 \) even when we combine less and more relevant metrics with the same weight, as we have done in Table 3.

### 4. Discussion

The empirical work reported in this paper also relates to network robustness and sensitivity analysis. It is clear that the methodologies (empirical and theoretical) for the investigation of network sensitivity are fast evolving. Although

| Place | \( RR_{test} \) | \( R4_{test} \) | \( RGS_{test} \) | \( RFOM_{test} \) | \( \alpha_m \times R_m \) | \( \mathcal{R}_{\text{holistic}} \) (Places) | \( \mathcal{R}_{\text{holistic}} \) (Celeb-A) |
|-------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|
| \( m = L_1 \) | | | | | | | |
| \( RR_{train} \) | 3.66 | 6.86 | 13.4 | 12.1 | 0.40 | 2.1 | 2.17 |
| \( R4_{train} \) | 3.7 | 3.47 | 5.78 | 6.94 | 0.87 | 2.86 | 2.90 |
| \( RGS_{train} \) | 4.03 | 3.74 | 5.92 | 7.36 | 0.97 | 2.96 | 2.30 |
| \( RFOM_{train} \) | 4.08 | 3.7 | 6.3 | 7.01 | 1 | 2.998 | 2.97 |
| \( m = PSNR \) | | | | | | | |
| \( RR_{train} \) | 26.1 | 20.8 | 18.8 | 20.6 | 0.79 | | |
| \( R4_{train} \) | 25.9 | 26.5 | 24.8 | 25.2 | 0.999 | | |
| \( RGS_{train} \) | 25.2 | 25.8 | 24.5 | 24.7 | 0.996 | | |
| \( RFOM_{train} \) | 25.4 | 26.4 | 24.2 | 24.9 | 1 | | |
| \( m = SSIM \times 10^4 \) | | | | | | | |
| \( RR_{train} \) | 8.89 | 8.01 | 7.08 | 7.52 | 0.87 | | |
| \( R4_{train} \) | 8.9 | 8.96 | 8.36 | 8.31 | 0.989 | | |
| \( RGS_{train} \) | 8.8 | 8.87 | 8.32 | 8.19 | 1 | | |
| \( RFOM_{train} \) | 8.76 | 8.87 | 8.17 | 8.2 | 0.998 | | |

Table 2. Mean value of quality metrics in the train-test grid.

Table 3. “Holistic” relative robustness scores. See Equation 3.
specific perturbations have been studied earlier\cite{16, 23, 22, 15, 8}, the main course of sensitivity analysis studies has been focused on classification and identification tasks, adversarial attacks, and parameter perturbations. It appears that the specific case of perturbation of geometric distribution of holes in in-painting tasks has not been investigated. It is clear that the performance of in-painting networks is quite sensitive to the PDF of the holes presented to them during training for a given image dataset. Obviously, one can imagine a very large set of potentially useful hole distributions. In fact, there may be some arguments (based on the findings of the present paper) that exploring the space of hole distributions even further can lead to a more “robust” network.

Developing the statistical characteristics of “filling the blank” systems as the “blank distribution” varies has some parallels with understanding how despite noisy perceptual signals, every-day functional tasks are still performed quite easily. For example, it is well-known, that in hearing we tend to fill gaps, quite readily and easily \cite{3}. A non-trivial general question worth exploring is the following: How does the statistical distribution of those gaps or holes affect a (“filling the blank”) neural network’s training or robustness? The method described in section 2.6 can be used in other situations, e.g., when the training set has a separable aspect (like the hole channel) whose statistics can be varied (“perturbed”) independent of the statistics of images used and (independent) of the requirements of the task. It would be interesting to try these methods when investigating other “filling the blank” tasks, e.g., as in \cite{6}. Finally, note that in the case of partial convolutions, the presentation of the hole completely predetermines the form of the in-painting function applied. In a sense, with partial convolutions, the hole becomes a very specific function selector from a very large set of functions learned. The trainable parameters influence how the function then uses the context for that very specific hole.

5. Conclusion and Future Work

We have attempted to use in-painting task, subject to variations (“perturbation”) of the (in-training) hole geometry distributions in order to take a step towards generalizing the concept of “relative robustness” of function estimation by means of neural networks in the special case of image in-painting. We have used cross-comparison, in a train-test grid, to study the robustness of an in-painting network trained (and cross-tested) under a variety of hole distributions.

We would like to repeat our experiments with a far larger set of input “hole” distributions and a larger variety of image datasets as well as open up a new perspective on the consequent network robustness and sensitivity analysis.

It would also be interesting to explore regularization techniques based on some mix of hole classes while training a neural network. It is not entirely clear, for example, whether the random introduction of some class of holes can help regularize training based on some other class of holes and what form that “random introduction” needs to take.

In yet another direction, it may be possible to adopt the perspective of adversarial robustness to analyze the impact of perturbations in hole geometry PDFs. What classes of hole patterns would produce particularly poor results for an in-painting system?

We hope that in taking the modest step in this paper, we may have helped shed some more light on a potentially larger body of problems. We believe the more general problem is even more interesting. How do we characterize the relative robustness of networks when perturbations impact certain very controlled aspects in the training input—e.g., hole distribution for an in-painting network architecture when that network architecture makes no assumptions regarding the holes’ geometry?
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6. Supplementary Material

Here, we add supporting material not included in the paper due to page constraints.

6.1. Training with Full Places Dataset

MIT Places[31] validation dataset has roughly 36K images while the full dataset has 1.8M images.

We state in the paper that using the full Places dataset validates our observation of relative-robustness trends and hypothesis.

Figure 5 shows that using the full MIT Places dataset gives further support to the observations in the paper and is consistent with the hypothesis there.

In Figure 5(a), we observe that the slight advantage that $RR_{train}$ had, when tested with $RR$ on the validation set, dissipates with longer training on the full set.

However, the general trend for Hypothesis H1 holds when we review each of the rows of comparisons in Figure 5, i.e., when $i \neq r$, we can still observe that in most cases:

$$f_M(r, net_r) \succ f_M(r, net_i) \quad (6.1)$$

In expression 6.1, which represents Hypothesis H1, $f_M(i, net_j)$ is the histogram (PDF) of some quality measure $M$—with some resilience functions potentially defined on its basis as in section 2.6—when a network trained with hole configuration $j$ is tested against hole configuration $i$.

The partial ordering symbol $\succ$ indicates dominance with respect to some quality measure, i.e., greater relative robustness with respect to that quality measure.

In sections 2 and 3 of the paper, we have discussed some particular measure of dominance—in relative robustness.

One measure of relative robustness was based on comparing histograms as in section 2.6, including holistic comparisons based on the statistical mean of the histograms, as described in section 2.6.

A notation reminder: We generally use $r_{train}$ in the text to refer to net, in equations—a network trained with hole configuration $r$.

While longer training dissipates dominance of $RR_{train}$ over $H_{train}$, when tested on hole configuration $RR$ for any other hole configuration $H$, it does not negate Hypothesis H1.

That hypothesis, which is rooted in the basic relationship between a function estimation procedure and the data presented to it, is still validated. The validity of this hypothesis is, in fact, a requirement for the soundness of the statistical learning procedure used in all the cross-comparison cases we study. So, it is important to check H1.

For the $2+1$ epochs of training, our results when training with the full Places dataset—as presented in Figures 5(a) to 5(d)—still support Hypothesis H2:

$$f_M(i, net_{RR}) \prec f_M(i, net_j)$$

for $i \neq RR$ and $j \neq RR$.

In fact, these results sharpen Hypothesis H2, considering the vast improvement in robustness when a random rotation is added to $RR$ (obtaining $R4$). Figure 5 shows how closely the results for $R4_{train}$ follow those for $RFOM_{train}$ and $RGS_{train}$, sometimes doing even better than the latter two.

In general, the comparison of the right and left panels of Figures 5(b) to 5(d) show the consistency of the trends observed in the paper—in the overlap and relative position of PDFs of the quality metrics over the test set.

Longer training, over the full MIT Places dataset, neither negates the general trends nor causes any violation of any of the hypothesis we have stated in section 3.

6.2. Train-Test Grid for a Larger Network

As mentioned in the paper, here we report our results obtained for a network with a larger capacity.

Figure 6 shows our train-test grid for two cases—a small 10MB network and a larger 40MB network of the same architecture but a larger number of feature maps in each layer.

The left panel of this figure is the same as the left panel of Figure 5. It shows the train-test grid results for the 10MB network, as described in the paper, where feature-map scaling factor is $N_{fm} = 32$ (see section 2). The right panel is for a 40MB network where the scaling factor is $N_{fm} = 64$. There are no other architectural differences between these networks other than the difference in their feature map capacity. Skip connections, contraction, kernel and dilated convolution patterns remain the same.

As Figure 6, shows trends remain the same when we use a larger network that reported in the paper. We elide the details which would be along the lines of section 6.1.

6.3. Train-Test Grid for a Larger Network, Trained Longer

Figure 7, shows that training the larger network longer than reported for cross-comparisons in the paper does not change the train-test relative robustness trends we have observed earlier. The comparison of the histograms in that figure should make this clear.

6.4. Datasets’ Ability to Differentiate Relative Robustness

Finally, when using larger models, the hypothesis H3 and H4, regarding variations in the ability of datasets to differentiate relative robustness of in-painting networks still holds. CelebA continues to be a better dataset for this differentiation even when we use larger models. See Figure 8.
6.5. Longer Training with CelebA

Figure 9 gives cross-comparison quality metric histogram results when our network is trained on Celeb-A dataset. The left panel gives the results for when the network is trained in two epochs of constant training rate followed by one epoch of decaying training rate, i.e., a "2 + 1" training regime, while the right panel gives the results for a 10 + 10 training epochs. These results support the hypothesis delineated in the paper.

Notable observations are these: (1) While hypothesis 1 still holds, i.e. while RR_{train} still has the best relative robustness results when tested RR, the advantage of RFOM becomes more clear with longer training. (2) Similarly, with longer training RGS develops greater robustness. (3) Longer training still clearly preserves the ability of Celeb-A to provide better robustness distinctions, i.e. hypothesis 3 is still supported. Furthermore, if robustness comparison in short training runs are used to search the probability space of hole configurations, hypothesis 3 remains useful. (4) Observing the position of RR_{train} in all cross-comparison histogram indicates that hypothesis 2, regarding the impact of kernel-hole edge alignment in degrading robustness, still holds throughout. (5) Finally, observed relative robustness of RGS_{train}, with respect to variations in hole PDFs, seems most sensitive to the length of training. Networks R4_{train} and RFOM_{train} continue to have similar results but the superiority of RFOM_{train} shows itself more clearly with longer training.

The findings here mean that while shorter training runs might be useful in weeding out some lower-grade hole PDFs, longer training is required to distinguish the most robust hole configurations. This implies that complex hyperparameter search methods should have varying regimes (length) of training at different stages in the search.

6.6. Changing Objectives on CelebA

We also tested the greater ability of the CUHK CelebA dataset to act as a relative robustness “separator” by other means. (See section 3, Hypothesis H3 and H4.)

For example, we asked whether there was anything special about the optimization goals used? Would other optimization goals that would be more suited for the CelebA dataset produce different results?

In general, our in-painting experiments have shown us that use of (GAN) discriminative losses improve ability of the network to perform copies of patches, which seem to be more important in CelebA inpainting, given the general symmetry of faces. In fact, with Celeb-A inpainting, our inpainting network does better when discriminative losses are used instead of the ones used in general for all the results presented in the paper, i.e. [11].

As such, it was important to test some of the hypothesis with a change in function estimation objectives used to train our in-painting network.

First, Figure 10 shows that even if we change the objective function for training on CelebA dataset it continues to remain a better “separator” of relative robustness than the Places dataset (see hypothesis H3), also under differing objectives used for CelebA inpainting.

We are only placing the results for Places dataset on the left-side panel of this figure to emphasize the contrast that shows what we mean by the “separation” ability of the CelebA when it comes to relative robustness variation (expressed as shifts and “separation” of the histograms) as we vary the holes used for training.

The overlap of histograms continues to be far lower for CelebA.

No further, specific comparison can be made, on the basis of this figure alone, between its right and left panels because not only the datasets but also the training objectives are entirely different. Again, the only reason they are placed next to each other is to highlight how the greater separation in histograms look in the right panel (CelebA) as opposed to the left panel (Places).

So, we move to discussing the next, more important Figure 11.

First, the expected bias towards holes used in training (hypothesis H1) still holds.

Whether we change the objective function from $L_1 + PS + TV$ (as used [11]) or use some other objective function (e.g., here, GAN discriminative losses, $L_1 + Dis$), CelebA continues to be a better separator of relative robustness, i.e., there is something inherent in the dataset (see Hypothesis H3), and we have explored what this may be, in the section 3 of the paper, through Hypothesis H4.

Given the results obtained with the differing objectives for CelebA (again, see Figure 11), one may formulate a new hypothesis which states the dependence of robustness on the in-painting objective function. We did not state this new hypothesis separately in the paper, because we have not yet explored this topic exhaustively enough. However, we provide some hints here because we believe it is an important refinement.

While as we change training objectives for a network a dataset (e.g., CelebA) may retain its “separation” ability (of in-painting relative robustness for various hole configurations), the (dominance) order of relative robustness may still be dependent on the specific objectives used.

We also note that while the above paragraph may be stated as a new hypothesis, the behavior that expresses (and supports) it remains consistent with H1 to H3.

To repeat the point, concretely, for purposes of clarity:

There may be a reversal in the dominance order of relative robustness of various versions of a network (trained with a variety of hole configurations) when the network’s training objectives change—as is evidenced by poorer per-
formance of $RFOM_{train}$ observed in the comparison displayed in the left vs. the right panels of Figure 11.

The conditions under which this reversal would dissipate or settle would be a subject worthy of further investigation.
Figure 5. Smoothed empirical histograms of quantitative metrics evaluated in our train-test grid, for a 10.3MB in-painting neural network trained on MIT Places\cite{places31} validation dataset (left column figures) and on MIT Places full dataset (right column figures) and tested with each of the four hole configurations. Training occurred for 2+1 epochs—at constant and at exponentially decaying learning rate. Colors: Red represents training with RR, magenta with R4, green with RGS, and blue with RFOM.
Figure 6. Smoothed empirical histograms of quantitative metrics evaluated over a test set. Left: $N_{fm} = 32$ (10MB model). Right: $N_{fm} = 64$ (40MB model).
Figure 7. Smoothed empirical histograms of quantitative metrics evaluated over a test set. The larger (40MB) network, $N_{fm} = 64$, is trained on Places validation set. Left: 2+1 epochs. Right: 10+10 epochs.

(a) Test w/ $RR$ hole configuration. $L_1$, PSNR, SSIM histograms. Larger (40MB) network, $N_{fm} = 64$, on Places Validation. Left: 2+1 epochs. Right: 10+10 epochs.

(b) Test w/ $R4$ hole configuration. $L_1$, PSNR, SSIM histograms. Larger (40MB) network, $N_{fm} = 64$, on Places Validation. Left: 2+1 epochs. Right: 10+10 epochs.

(c) Test w/ $RGS$ hole configuration. $L_1$, PSNR, SSIM histograms. Larger (40MB) network, $N_{fm} = 64$, on Places Validation. Left: 2+1 epochs. Right: 10+10 epochs.

(d) Test w/ $RR$ hole configuration. $L_1$, PSNR, SSIM histograms. Larger (40MB) network, $N_{fm} = 64$, on Places Validation. Left: 2+1 epochs. Right: 10+10 epochs.
Figure 8. Smoothed empirical histograms of quantitative metrics evaluated over a test set, for a 40 MB ($N_{fm} = 64$) in-painting neural network trained on MIT Places [31] validation dataset (left column figures) and on CUHK CelebA [13] 90/10 split dataset (right column figures) and tested with each of the four hole configurations. Training occurred for 2+1 epochs—at constant and at exponentially decaying learning rate.

**Colors:** Red represents training with RR, magenta with R4, green with RGS, and blue with RFOM.
Figure 9. Smoothed empirical histograms of quantitative metrics evaluated in our train-test grid, for a 10.3MB in-painting neural network trained on the CUHK CelebA 90/10 split dataset. The left column figures are when the network is trained in 2+1 epochs (2 epochs of constant training rate and 1 of decaying rate). The right column figures are when network is trained in 10+10 epochs.

Colors: Red represents training with RR, magenta with R4, green with RGS, and blue with RFOM.
Figure 10. Smoothed empirical histograms of quantitative metrics evaluated in our train-test grid, for a 10.3MB in-painting neural network trained on MIT Places validation dataset (left column figures) and on CUHK CelebA [13] full dataset (right column figures) and tested with each of the four hole configurations. The networks trained on Celeb-A, here, are trained with only $L_1$ and discriminative (GAN) losses. Training occurred for 2+1 epochs—at constant and at exponentially decaying learning rate. **Colors:** Red represents training with RR, magenta with R4, green with RGS, and blue with RFOM.
(a) Test w/ RandomRectangles - RR hole configuration. $L_1$, PSNR, SSIM histograms. Celeb-A. Left: $L_1 + PS + TV$. Right: $L_1 + Dis$.

(b) Test w/ Randomly Rotated RR - R4 hole configuration. $L_1$, PSNR, SSIM histograms. Celeb-A. Left: $L_1 + PS + TV$. Right: $L_1 + Dis$.

(c) Test w/ Random Geometric Shapes - RGS hole configuration. $L_1$, PSNR, SSIM histograms. Celeb-A. Left: $L_1 + PS + TV$. Right: $L_1 + Dis$.

(d) Test w/ Random Flow-based Occlusion/de-Occlusion Masks - RFOM hole configuration. $L_1$, PSNR, SSIM histograms. Celeb-A. Left: $L_1 + PS + TV$. Right: $L_1 + Dis$.

Figure 11. Smoothed empirical histograms of quantitative metrics evaluated in our train-test grid, for a 10.3MB inpainting neural network trained on CUHK CelebA 90/10 split dataset. The left column figures are when the network is trained with $L_1 + PS + TV$ as given in [11]. The right column figures are when network is trained with discriminative losses. Training occurred for 2+1 epochs—at constant and at exponentially decaying learning rate. Colors: Red represents training with RR, magenta with R4, green with RGS, and blue with RFOM.