LOCAL EIGENVALUE STATISTICS FOR HIGHER-RANK ANDERSON MODELS AFTER DIETLEIN-ELGART
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ABSTRACT. We use the method of eigenvalue level spacing developed by Dietlein and Elgart [7] to prove that the local eigenvalue statistics (LES) for the Anderson model on $\mathbb{Z}^d$, with uniform higher-rank $m \geq 2$, single-site perturbations, is given by a Poisson point process with intensity measure $n(E_0) \, ds$, where $n(E_0)$ is the density of states at energy $E_0$ in the region of localization near the spectral band edges. This improves the result of Hislop and Krishna [13], who proved that the LES is a compound Poisson process with Lévy measure supported on the set $\{1, 2, \ldots, m\}$. Our proofs are an application of the ideas of Dieltein and Elgart to these higher-rank lattice models with two spectral band edges, and illustrate, in a simpler setting, the key steps of the proof of Dieltein and Elgart.
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1. Statement of the problem

A long outstanding problem in the theory of random Schrödinger operators (RSO) was the extension of the Minami estimate from RSO on the lattice $\mathbb{Z}^d$ to those on the continuum $\mathbb{R}^d$. The Minami estimate was introduced for lattice Anderson model (projections with rank $m = 1$) by Minami [20] (see also Bellissard, Hislop, and Stolz [1] and Graf and Vaghi [11]) in order to prove that the local eigenvalue statistics (LES), for energies in the localization regime, is given by a Poisson point process. The Minami estimate also plays a key role in the proof of the simplicity of eigenvalues in the localization regime and the asymptotic independence of local point processes associated with disjoint energy intervals (see [14] and [19]). For RSO on $L^2(\mathbb{R})$, a Minami estimate was proven by Klopp [18] using localization and a Wegner estimate, see also Herschenfeld [12, Chapter 3]. Analogous results for RSO on $\ell^2(\mathbb{Z})$, obtained using techniques similar to [18], were proven by Shirley [23, 24].

In a recent paper [7], Dietlein and Elgart proved a weak Minami estimate for RSO on $L^2(\mathbb{R}^d)$ for energies in a small interval near the bottom of the deterministic spectrum. The simplicity of eigenvalues and the Poisson nature of the local point processes then follow from the weak Minami estimate and the ideas in [4, 17]. The basic model treated in [7] is the continuum Anderson model for which $H_\omega := -\Delta + V_\omega$, acting on $L^2(\mathbb{R}^d)$. The random potential has the form

$$V_\omega(x) := \sum_{k \in \mathbb{Z}^d} \omega_k u(x - k), \quad (1.1)$$

where the single-site potential satisfies $u \geq 0$, supp $u$ is compact and contains neighborhood of the unit cube, and for some $\delta > 0$, the covering condition $0 < \delta \leq \sum_k u(x - k) < \infty$ is satisfied. The random variables $\{\omega_j\}$ are independent and identically distributed with values in $[0, 1]$. With these assumptions, the deterministic spectrum $\Sigma = [0, \infty)$. (This normalization is made here for convenience.)

One of the novel ideas in [7] is to consider the eigenvalue level spacing function (EVLS) defined as follows. For a self-adjoint Hamiltonian $H$ with discrete spectrum $\{E_j\}$, listed with multiplicity, the EVLS of $H$ in interval $I \subset \mathbb{R}$ is defined by

$$\operatorname{spac}_I(H) := \min_{j \neq k} \{|E_j - E_k| \mid E_j, E_k \in \sigma(H) \cap I\}. \quad (1.2)$$

This notion is convenient since if $\operatorname{spac}_I(H) > \delta$, then for any $E + (-\frac{\delta}{2}, \frac{\delta}{2}) =: I_{\delta, E} \subset I$, $H$ has at most one eigenvalue in $I_{\delta, E}$. In particular, if $\operatorname{spac}_I(\hat{H}) > 0$, then all the eigenvalues of $H$ in $I$ are nondegenerate.

One can outline the Dietlein-Elgart approach to a weak Minami estimate by way of the EVLS for a Schrödinger operator $H^L_\omega := H_\omega|_{\Lambda_L}$, localized to a cube $\Lambda_L \subset \mathbb{R}^d$ with Dirichlet boundary conditions, as follows:

1. **Perturbation theory and good configurations:** Suppose for some fixed configuration $\omega_0 : \{(\omega_0)_j \mid j \in \mathbb{Z}^d\}$, the local Hamiltonian $H^L_\omega$ has $n$ eigenvalues in an interval $I \subset [0, E_{sp}]$, with $E_{sp} \approx \frac{\pi^2}{\delta}$, the first nonzero Neumann eigenvalue of the Laplacian on a unit cube, contained in the
support of $u$. We also suppose that $I$ is isolated from the rest of the spectrum of $H_{\omega_0}^L$. Then, there is a good configuration, $\tilde{\omega}$, near $\omega_0$, for which there is a positive lower bound on the EVLS of $H_{\tilde{\omega}}^L$. That is, in an $\epsilon$-neighborhood of any such initial configuration $\omega_0$, there is a good configuration $\tilde{\omega}$, so that $H_{\tilde{\omega}}^L$ has $n$-eigenvalues in $I_\epsilon := I + [-\epsilon, \epsilon]$, and its EVLS satisfies

$$\text{spac}_{I_\epsilon}(H_{\tilde{\omega}}^L) > \delta(\epsilon),$$

where $\delta(\epsilon) \sim \epsilon L^{-\alpha}, \alpha > 0$.

(2) Eigenvalue level spacing estimate (EVLS) and bad configurations: The perturbation result of step 1 is useful only if there are sufficiently many good configurations. A key result of Dietlein and Elgart is an estimate on the size of the bad configurations. This is the probabilistic bound that

$$P\{\text{spac}_{I_E}(H_{\tilde{\omega}}^L) < \delta\} \leq C_1 L^{2d} |\log \delta|^{-K},$$

where $I_E := [0, E]$, for any $E \in (0, E_{\text{sp}})$. The proof is based on the relationship between the EVLS function $F(\omega) := \text{spac}_{I_E}(H_{\omega}^L)$, and the discriminant $G(\omega)$, defined by

$$G(\omega) := \text{disc}_{I_E}(H_{\omega}^L) := \prod_{1 \leq j < \ell \leq n} (E_j^L(\omega) - E_\ell^L(\omega))^2.$$

The advantage of $G(\omega)$ is that it is locally analytic in $\omega$. The measure of the set of bad configurations for which the EVLS $F(\omega)$ is small can be estimated using $G(\omega)$ and a Cartan-type lemma. This lemma provides an upper bound on the size of the set of nearby bad configurations.

(3) A weak Minami estimate: The EVLS estimate is a key ingredient in the proof of a version of Minami’s original estimate, valid for energies $E$ near the bottom of the deterministic spectrum:

$$P\{\text{Tr}_{E+[\delta/2, \delta]}(H_{\tilde{\omega}}^L) \geq 2\} \leq C_M L^{4d} |\log \delta|^{-K},$$

for any $K > 0$ and where $C_M$ depends on $K$.

We mention that localization is not used in any of these steps. The estimate in (3) is a weaker probability bound than Minami’s original estimate, but is sufficient to prove that the LES is given by a Poisson point process and the simplicity of the point spectrum. Localization bounds are needed for these proofs, see also remark 4.2.

The purpose of this article, part pedagogical and part new, is to show how the methods of Dietlein and Elgart [7] apply to the higher-rank Anderson model on the lattice as described in [13]. The standard proof of the Minami estimate, see, for example [20] and [3], does not apply to this model. An additional complication arises since lattice polymer models have a deterministic spectrum with upper and lower band edges. We show how the methods of Dietlein-Elgart apply to neighborhoods of both band edges. Additionally, the higher-rank Anderson model allows for some simplifications that, perhaps, more clearly illustrate the fundamental ideas of Dietlein and Elgart. In section 1.3 we indicate certain simplifications that occur for the higher-rank Anderson models,
and how the arguments have to be modified for Schrödinger operators on $L^2(\mathbb{R}^d)$ as in [7].

The second author and M. Krishna [13] proved that the LES for the higher-rank Anderson model is given by a compound Poisson point process with finitely supported Levy measure. An extension of the method of Dietlein-Elgart, presented in this paper, allows us to prove that, in fact, the process is a Poisson point process (in a smaller interval than in [13]). The extension consists of treating both of the band edges of the almost sure spectrum in a uniform manner.

The proof of the EVLS and the Minami estimate for this model is more complicated than the rank-one Anderson model [20], since the standard proofs do not work, but is less complex than for the continuum model since it allows for certain simplifications. We believe that the higher-rank Anderson model presents a nice, nontrivial illustration of the method of [7].

1.1. The higher-rank Anderson model. We consider a discrete random Schrödinger operator $H_\omega := H_0 + V_\omega$ of alloy-type on the Hilbert space $\ell^2(\mathbb{Z}^d)$. The fixed operator $H_0$ is the positive, discrete Laplacian,

$$
(H_0 f)(n) = 2df(n) - \sum_{k|k-n|=1} f(k).
$$

By taking the Fourier transform of $H_0$ in (1.3), it is easily seen that the spectrum, denoted by $\sigma(H_0)$, is $\sigma(H_0) = [0, 4d]$.

The rank-one Anderson-type potential $V_\omega$ is a random potential

$$
V_\omega := \sum_{k \in \mathbb{Z}^d} \omega_k P_k,
$$

where $P_k = |k\rangle \langle k|$, for $k \in \mathbb{Z}^d$, is the rank-one projection on site $k \in \mathbb{Z}^d$. The family of coefficients $\{\omega_k\}_{k \in \mathbb{Z}^d}$ is a collection of independent, identically distributed (iid), bounded, random variables with continuous density $\rho$ and $\text{supp} \rho = [0, 1]$.

In this article, we are interested in a higher-rank version of this model defined as follows. Let $\Lambda_r(n) = \prod_{j=1}^d \{n_j, \ldots, n_j + r - 1\}$ be a cube with side length $r \in \mathbb{N}$ and vertex at $n \in \mathbb{Z}^d$. Let $\chi_\Lambda$ be the characteristic function on $\Lambda$, or equivalently in this model, $\chi_\Lambda = P_\Lambda$, the projection onto the sites in $\Lambda$. The projection $P_{\Lambda_r(n)}$ has rank $|\Lambda_r(n)| = r^d \geq 1$. The analog of (1.4) for a rank-$r^d$ Anderson-type random potential is,

$$
V_\omega := \sum_{k \in r\mathbb{Z}^d} \omega_k P_k,
$$

for which $P_k$ is a rank-$r^d$ projection. For notational simplicity, we set $m := r^d$, the uniform rank of the projections $P_k, k \in r\mathbb{Z}^d$.

We assume that the common density $\rho$ of the random variables $\omega_j$ is Lipschitz continuous with $\text{supp} \rho = [0, 1]$: $|\rho(x) - \rho(y)| < \mathcal{K}|x - y|$ and $0 < \rho_- < \rho(x) < \rho_+$ for some $\mathcal{K}, \rho_- > 0 < \rho_+ \in (0, \infty)$ and all $x, y \in [0, 1]$.

It is well-know that for a family of ergodic, random Schrödinger operators, there exists a closed subset $\Sigma \subset \mathbb{R}$ such that $\sigma(H_\omega) = \Sigma$, for almost every
configuration of random variables $\omega := \{\omega_j\}_{j \in r\mathbb{Z}^d}$. This set $\Sigma$ is called the deterministic spectrum of the family. The assumptions on our model imply that the deterministic spectrum of the family $\{H_\omega \mid \omega \in \Omega\}$ is,

$$\Sigma = \sigma(H_0) + \text{supp}(\rho) = [0, 4d + 1]. \quad (1.7)$$

We now introduce the finite-volume Schrödinger operators $H_0^L$ and $H_\omega^L$. These operators are the restrictions of $H_0$ and $H_\omega$, respectively, to bounded cubes $\Lambda_L$ for the specific choice of $L \in r\mathbb{Z}$. For $L \in r\mathbb{Z}$, we choose $\Lambda_L$ to be a cube of side length $L$ such that for an index set $\Lambda^*_r,L \subset r\mathbb{Z}^d$ with $|\Lambda^*_r,L| = \left(\frac{L}{r}\right)^d$, we have (up to sets of measure zero coming from the boundaries)

$$\Lambda_L = \bigcup_{k \in \Lambda^*_r,L} \Lambda_r(k). \quad (1.8)$$

We define the local free Hamiltonian $H_0^L$ to be the restriction of $H_0$ to $\Lambda_L$ so that $H_0^L = \chi_{\Lambda_L}H_0\chi_{\Lambda_L}$. This corresponds to simple boundary conditions. We will also need restrictions of $H_0$ to $\Lambda_L$ with Dirichlet and Neumann boundary conditions, see Appendix C for a review of these operators. The local potential is defined by

$$V_\omega^L := \sum_{k \in \Lambda^*_r,L} \omega_k \chi_{\Lambda_r(k)} = \chi_{\Lambda_L}V_\omega.$$  

Consequently, the local Schrödinger operator $H_\omega^L$, with simple boundary conditions, has the form

$$H_\omega^L := H_0^L + V_\omega^L, \quad (1.9)$$

acting on $\ell^2(\Lambda_L)$.

1.2. Results for higher-rank Anderson models. The higher-rank Anderson model allows us to illustrate the methods of Dietlein-Elgart in a simpler setting than the continuum model and also to extend the results to this model with lower and upper band edges. Based on the methods of Dietlein and Elgart [7], we prove the following results, for energy intervals near each band edge, for the higher-rank Anderson model:

- Eigenvalue level spacing theorem, Theorem 4.1.
- weak Minami estimate, Theorem 5.1.
- Almost sure simplicity of the eigenvalues, Theorem 6.1.
- Poisson nature of the local eigenvalue statistics, Theorem 7.1.

In more detail, this model allows us to

1. Illustrate the method of Dietlein-Elgart by applying it to an interesting lattice model that cannot be treated by other methods. The model allows for simplifications of some of the technicalities necessary for the continuum model so that the key ideas are more transparent;

2. Apply the method of Dietlein-Elgart to discrete Schrödinger operators at both the lower and upper band edges.
1.3. **Simplifications for the higher-rank Anderson model.** The higher-rank Anderson model on \( l^2(\mathbb{Z}^d) \) brings several simplifications to the Dietlein-Elgart argument compared to the treatment of Schrödinger operators on \( L^2(\mathbb{R}^d) \). In particular, we note the following:

1. **The covering condition.** This is the requirement that the translations of a single-site potential \( u \geq 0 \) satisfy \( \sum_{k \in \mathbb{Z}^d} u(x - k) \geq \delta > 0 \), for all \( x \in \mathbb{R}^d \). This is satisfied for the higher-rank Anderson models since (1.5) implies that \( \sum_{k \in r\mathbb{Z}^d} P_k = I \), the identity on \( \mathbb{Z}^d \).

2. **The need for the modified operators.**

   \[-G \Delta G \quad \text{and} \quad V^{-1/2}(H_\omega - E)V^{-1/2}\]

   is related to the covering condition. In the proof of the Minami-type estimate in [7, section 5], Dietlein and Elgart use a crucial identity: A uniform shift in the random variables \( \omega_k + \tau \), for all \( k \in \Lambda_L \cap \mathbb{Z}^d \), results in a shift in the energy: \( H_{\omega + \tau} = H_\omega + \tau \chi_{\Lambda_L} \).

   Since \( H_{\omega + \tau} = H_0 + V_{\omega + \tau} \), and

   \[V_{\omega + \tau}(x) = \sum_{k \in \Lambda_L} (\omega_k + \tau)u(x - k) = V_\omega(x) + \left( \sum_{k \in \Lambda_L} u(x - k) \right) \tau,\]

   the condition \( H_{\omega + \tau} = H_\omega + \tau \chi_{\Lambda_L} \) requires that

   \[V_L(x) := \left( \sum_{k \in \Lambda_L} u(x - k) \right) = \chi_{\Lambda_L} \tag{1.10}\]

   Even though the covering condition guarantees that \( V_L(x) \geq \delta \chi_{\Lambda_L} \), this lower bound is not sufficient. By replacing \( H_L^\omega \) with \( V_L^{-1/2}H_L^\omega V_L^{-1/2} \), the new potential will satisfy condition (1.10). For this reason, in sections 1 through 4 on the EVLS theorem, Dietlein and Elgart treat the more general operators \( -G \Delta G \), for a smooth function \( G \) bounded from below \( G \geq G_- > 0 \). This condition is automatically satisfied for the higher-rank Anderson models and the calculations in section 5 are simplified.

3. **Special Wegner estimate, [7, Lemma 4.4].** Another advantage of the higher-rank Anderson model is that there is a generalized Minami estimate, Theorem 2.4. This allows us to avoid the use of the discrete analog of [7, Lemma 4.4] which, however, is of interest in its own right.

4. **The proof of [7, Lemma 4.4] uses estimates on the spectral shift function (SSF) generalizing the rank-\( m \) perturbation bound for lattice models:**

   \[| \text{tr} \chi_I(H_\omega^L) - \text{tr} \chi_I(H_{\omega + \tilde{\omega}}^L) | \leq m.\]

   This bounds the number of eigenvalues potentially perturbed by a perturbation \( \omega_n \rightarrow \tilde{\omega}_n \) of rank \( m \).

1.4. **Some open problems.** The work of Dietlein and Elgart has opened many interesting paths of research. Some of the open problems of interest include:

1. **Extensions of the method to Schrödinger operators with multiple band edges for both lattice and continuum models;**
Extensions of the method to continuum random Schrödinger operators with a constant magnetic field in two-dimensions;

Extending the technique to larger energy intervals, for example, to the entire localization regime. It should be noted that the Minami estimate for the rank-one Anderson model is valid throughout the entire spectrum. One of the current limitations of the method comes primarily from the lower bound estimate based on the first nonzero Neumann eigenvalue.

Elimination of the covering condition for the potential for continuum models. This has been done for the Wegner estimate and perhaps similar techniques will apply to the Dietlein-Elgart method of proof of the Minami estimate (see Remark 5.2).

1.5. Contents of the paper. The rest of this paper is organized as follows. In section 2 we give a brief review of some concepts for the rank-one Anderson model and indicate how the classic proof of the Minami estimate for the rank-one Anderson model does not extend to higher-rank models. The generalized Minami estimate for higher-rank models is also proved. Section 3 is devoted to a study of the eigenvalue level spacing. Perturbation theory is used to establish the existence of good configurations for which the degeneracies of all eigenvalues in an isolated cluster of eigenvalues are removed. The main EVLS theorem is proven in section 4 including a the key probabilistic estimate, based on the Cartan-like lemma, on the size of the set of bad configurations. The first main result, a weak Minami estimate, is proven in section 5. The two main applications are described and proved in section 6 the simplicity of the eigenvalues, and in section 7 the Poisson nature of the LES. Model-independent functional analytic tools necessary for these proofs are described in appendices A and B. Appendix C contains a description of some of the self-adjoint boundary conditions for the Laplacian restricted to regions in $\mathbb{Z}^d$, and some spectral properties of lattice operators, used in section 3.

2. Background: Wegner and generalized Minami estimates for higher-rank Anderson models

In this section, we discuss the two main estimates for lattice Anderson-type Hamiltonians restricted to finite cubes in $\mathbb{Z}^d$. The Wegner estimate is an upper bound on the probability that the local Hamiltonian $H_{\omega}^L$ has at least one eigenvalue in an interval $I \subset \mathbb{R}$. It provides an upper bound on the density of states measure of the interval $I$. As we will show, the estimate has the same form for rank-one and higher-rank Anderson models.

In general, a Minami estimate is an upper bound on the probability that several eigenvalues of $H_{\omega}^L$ lie in an interval $I \subset \mathbb{R}$, and hence involves correlations between eigenvalues. For the rank-one case, the classic Minami estimate gives an upper bound on the probability that there are two or more eigenvalues in an interval $I$. However, for the uniform rank-$m > 1$ case, a only generalized Minami estimate holds for the probability that there are $m$ or more eigenvalues.
in an interval $I$. The proof of this generalized Minami estimate is based on spectral averaging and presented in Theorem 2.4.

2.1. Spectral averaging and the Wegner estimate. The Wegner estimate is a first result on the distribution of the eigenvalues of the the local Schrödinger operator $H^L_\omega$. It is an essential ingredient in the proofs of localization. It also provides context for understanding the Minami estimate and is used in the proof of the Minami estimate. We include here a proof of the Wegner estimate for the higher-rank Anderson model based on the proof for the continuum models in [5, Lemma 4.1, Corollary 4.2]. The standard proof for the rank-one Anderson model [3] seems not to be applicable to the rank-$m$ models considered here.

Spectral averaging is an important ingredient in the proof of the Wegner estimate presented here. The abstract version of spectral averaging states that for certain measures, depending on a real parameter, the measure obtained by averaging these measures with respect to this parameter yields a measure absolutely continuous with respect to Lebesgue measure. For our application, the parameter is a single random variable, say $\omega_k$, and we will average diagonal matrix elements of the resolvent with respect to $\omega_k$. We denote this averaging by $\mathbb{E}_{\omega_k}$.

We begin with a review of spectral averaging in the rank-one case. The perturbation associated to a single random variable $\omega_k$, for $k \in \Lambda_L$, is linear in $\omega_k$, and we may write $H^L_\omega = H^L_{\omega_k} + \omega_k P_k$, where the configuration $\omega = (\omega_k, \omega_k^\perp)$, and $P_k$ is a rank-one projection onto site $k \in \Lambda_L$.

**Proposition 2.1 (Spectral averaging-rank-1).** For any $z \in \mathbb{C}^+$, we have
\[
\int \rho(\omega_k) \text{Im} \langle \delta_k, R^L_{\omega_k}(z) \delta_k \rangle \, d\omega_k \leq \pi \|\rho\|_\infty. \tag{2.1}
\]
Consequently, for any interval $I \subset \mathbb{R}$, we have
\[
\mathbb{E}_{\omega_k} \{ \langle \delta_k, \chi_I(\omega^L_k) \delta_k \rangle \} \leq \|\rho\|_\infty |I|. \tag{2.2}
\]

**Proof.** With respect to the perturbation $\omega_k P_k$, the second resolvent formula gives
\[
\langle \delta_k, R^L_{\omega_k}(z) \delta_k \rangle = \frac{1}{\omega_k + \langle \delta_k, R^L_{\omega_k^\perp} (z) \delta_k \rangle^{-1}}, \tag{2.3}
\]

We now compute the imaginary part of the matrix element that is independent of $\omega_k$. We write $\langle \delta_k, R^L_{\omega_k^\perp}(z) \delta_k \rangle^{-1} := f_{\text{Re}}(z) + if_{\text{Im}}(z)$, for real-valued functions $f_{\text{Re}}$ and $f_{\text{Im}}$, independent of $\omega_k$, so that
\[
\text{Im} \langle \delta_k, R^L_{\omega_k}(z) \delta_k \rangle = \frac{f_{\text{Im}}(z)}{(\omega_k + f_{\text{Re}}(z))^2 + f_{\text{Im}}(z)^2}. \tag{2.4}
\]

Integrating this expression with respect to $\omega_k$ with measure $\rho(\omega_k) \, d\omega_k$, yields
\[
\int \rho(\omega_k) \text{Im} \langle \delta_k, R^L_{\omega_k}(z) \delta_k \rangle \, d\omega_k \leq \pi \|\rho\|_\infty. \tag{2.5}
\]

The second result (2.2) follows from an application of Stone’s formula (see (2.15)).
Spectral averaging is a key ingredient in the proof of the Wegner estimate. This is an upper bound on the probability that the local Hamiltonian $H_{\omega}^L$ has at least one eigenvalue in an interval $I$.

**Theorem 2.1** (Wegner Estimate-rank 1). Let $H_{\omega}^L$ be the local rank-one Anderson model defined in (1.9) with random variables satisfying the above assumptions. Then, for any interval $I \subset \mathbb{R}$, we have

$$
\mathbb{P}\{\chi_I(H_{\omega}^L) \geq 1\} \leq \mathbb{E}\{\chi_I(H_{\omega}^L)\} \leq \|\rho\|_{\infty}|\Lambda_L||I|.
$$

(2.6)

**Proof.** The independence of the random variables $\{\omega_k\}_{k \in \Lambda_L}$ allows us to write for any random variable $X = X(\omega)$

$$
\mathbb{E}\{X\} = \mathbb{E}_{\omega_k}\mathbb{E}_{\omega_k}\{X\},
$$

for any $k \in \Lambda_L$. We write $\mathbb{E}_{\omega_k}$ to denote the expectation with respect to just $\omega_k$, and $\mathbb{E}_{\omega_k'}$ to denote the expectation with respect to all other variables, $\{\omega_m\}_{m \neq k}$, for $m \in \Lambda_L$. The Chebychev inequality, the decomposition of the expectation, and spectral averaging imply

$$
\mathbb{P}\{\text{tr} \chi_I(H_{\omega}^L) \geq 1\} \leq \mathbb{E}\{\text{tr} \chi_I(H_{\omega}^L)\} \leq \sum_{k \in \Lambda_L} \mathbb{E}_{\omega_k'}\mathbb{E}_{\omega_k}\{\langle \delta_k, \chi_I(H_{\omega}^L)\delta_k \rangle\} \leq \|\rho\|_{\infty}|\Lambda_L||I|,
$$

by (2.7).

When the projectors $P_k$ are of rank $m > 1$, the second resolvent formula no longer yields the simple expression resulting in (2.3) since off-diagonal terms arise from the term $R_{H_{\omega}^L}(z)P_kR_{H_{\omega}^L}(z)$. Instead, spectral averaging for the higher-rank Anderson model may be proved using the ideas of [5, Lemma 4.1, Corollary 4.2].

**Proposition 2.2** (Spectral averaging-rank $m$). For any interval $I \subset \mathbb{R}$, there is a constant $C_W > 0$, depending only on the support of $\rho$, so that for any $k \in \Lambda_{L,r}$, and for any $\varphi \in \ell^2(\mathbb{Z}^d)$, with $||\varphi|| = 1$, we have

$$
\mathbb{E}_{\omega_k}\{\langle \varphi, P_k\chi_I(H_{\omega_k,\omega_k^\perp}^L)P_k\varphi \rangle\} \leq C_W\|\varphi\|_{\infty}|I|.
$$

(2.8)

Consequently, we have the estimate

$$
\mathbb{E}_{\omega_k}\{\text{tr} P_k\chi_I(H_{\omega_k,\omega_k^\perp}^L)P_k\} \leq mC_W\|\rho\|_{\infty}|I|.
$$

(2.9)

**Proof.** 1. We write $H_{\omega_k}^L$ for $H_{\omega_k,\omega_k^\perp}^L$, since $\omega_k^\perp$ will be held fixed in this calculation. Because $H_{\omega_k}^L$ is linear in $\omega_k$, we can extend $\omega_k$ to complex values. We define a function $K(\lambda, z) := P_k(H_{\omega_k,\omega_k^\perp}^L - z)^{-1}P_k$, for any complex $\lambda$ with $\text{Im} \lambda > 0$ and $\text{Im} z < 0$. Using the second resolvent formula, we easily derive a key inequality:

$$
-\text{Im} K(\lambda, z) = (\text{Im} \lambda - \text{Im} z)K^*(\lambda, z)K(\lambda, z) \geq (\text{Im} \lambda)K(\lambda, z)^*K(\lambda, z),
$$

(2.10)
that is easily derived using the second resolvent formula. As a result, we have,
\[ \|K(\lambda, z)\| \leq \min\left(\frac{1}{\text{Im} \lambda}, \frac{1}{|\text{Im} z|}\right). \] (2.11)

For \( t > 0, \epsilon \geq 0, \) and \( \text{Im} z < 0, \) we define a function \( F_t(\epsilon, z) \) by
\[ F_t(\epsilon, z) := \int_{\mathbb{R}} \frac{1}{1 + t\lambda^2} K(\lambda + i\epsilon, z) \, d\lambda. \]
Due to the analyticity of \( K(\lambda, z) \) with respect to \( \lambda \) in the upper-half complex plane, provided \( \text{Im} z < 0, \) the integral may be evaluated by residues resulting in
\[ F_t(\epsilon, z) = \frac{\pi}{t^{1/2}} K\left(i(t^{-1/2} + \epsilon), z\right), \] (2.12)
so that by (2.11) it follows that
\[ \|F_t(\epsilon, z)\| \leq \frac{\pi}{t^{1/2}} \min\left(\frac{t^{1/2}}{1 + t^{1/2} \epsilon}, \frac{1}{|\text{Im} z|}\right). \] (2.13)

For any given \( z, \) we may choose \( \epsilon > 0 \) and \( t > 0 \) so that \((|\text{Im} z| - \epsilon)t^{1/2} < 1. \) It follows from (2.13) that
\[ \|F_t(\epsilon, z)\| \leq \pi, \] (2.14)
uniformly with respect to \( z \in \mathbb{C}^- \) and \( \epsilon \geq 0. \)

2. By Stone’s formula, we have for any \( \varphi \in \ell^2(\mathbb{Z}^d), \) with \( \|\varphi\| = 1, \)
\[ \langle \varphi, P_k \chi_I(\mathbb{H}_{\omega_k}) P_k \varphi \rangle = -\frac{1}{\pi} \lim_{\delta \to 0} \int_I \text{Im} \langle \varphi, P_k(H_{\omega_k} - E + i\delta)^{-1} P_k \varphi \rangle \, dE. \] (2.15)

Taking the expectation with respect to \( \omega \) yields
\[ E_{\omega_k}\{\langle \varphi, P_k \chi_I(H_{\omega_k}) P_k \varphi \rangle\} \]
\[ = -\frac{1}{\pi} \lim_{\delta \to 0} \int_I dE \int \rho(\omega) \text{Im} \langle \varphi, K(\omega_k, E - i\delta) P_k \varphi \rangle \]
\[ \leq \frac{1}{\pi} \left( \sup_{\lambda} \rho(\lambda)(1 + \lambda^2) \right) \lim_{\delta \to 0} \int_I dE \lim_{\epsilon \to 0} \| \langle \varphi, F_t(\epsilon, E - i\delta) \varphi \rangle \| \]
\[ \leq C_W \|\rho\|_{\infty} |I|. \] (2.16)

By expanding the trace in a basis of Ran \( P_k, \) it follows from (2.12) and (2.14) that
\[ E_{\omega_k}\{\text{tr} P_k \chi_I(H_{(\omega_k, \omega_k^c)}^L) P_k\} \leq mC_W \|\rho\|_{\infty} |I|, \] (2.17)
establishing (2.9).

The Wegner estimate for higher-rank Anderson models is now a simple consequence of Proposition 2.2.

**Theorem 2.2** (Wegner Estimate-rank \( m \)). Let \( H^L_{\omega} \) be the local rank-\( m \) Anderson model defined in (1.9) with random variables satisfying the above assumptions. Then, for any interval interval \( I \subset \mathbb{R}, \) there exists a constant \( C_W > 0, \) depending on \( \text{supp} \rho, \) so that
\[ \mathbb{P}\{\text{tr} \chi_I(H^L_{\omega}) \geq 1\} \leq \mathbb{E}\{\text{tr} \chi_I(H^L_{\omega})\} \leq C_W \|\rho\|_{\infty} |\Lambda_L| |I|. \] (2.18)
Proof. As above, the independence of the random variables \( \{\omega_k\}_{k \in \Lambda_{r,L}^*} \) allows us to write for any random variable \( X = X(\omega) \)
\[
E\{X\} = \mathbb{E}_{\omega_k} \mathbb{E}_{\omega_k}\{X\},
\]
for any \( k \in \Lambda_{r,L}^* \). We note that \( \sum_{k \in \Lambda_{r,L}^*} P_k = I_{\Lambda_L} \), the identity on \( \ell^2(\Lambda_L) \). This, the Chebychev inequality, the decomposition of the expectation, and spectral averaging imply
\[
\mathbb{P}\{\text{tr} \chi_I(H_{\omega}^L) \geq 1\} \leq \mathbb{E}\{\text{tr} \chi_I(H_{\omega}^L)\} = \sum_{k \in \Lambda_{r,L}^*} \mathbb{E}_{\omega_k} \mathbb{E}_{\omega_k}\{\text{tr} P_k \chi_I(H_{\omega}^L) P_k\} \leq C_W \|\rho\|_{\infty} |\Lambda_L||I|, \tag{2.19}
\]
by (2.9) and the fact that \( |\Lambda_{r,L}^*|\cdot m = |\Lambda_L| \). \( \square \)

2.2. The generalized Minami estimate. The Minami estimate, originally proven by Minami in [20] for lattice random Schrödinger operators with rank-one Anderson-type potentials, is an upper bound on the probability that \( H_{\omega}^L \) has at least two eigenvalues in a small interval. If the eigenvalues of \( H_{\omega}^L \) were independent, then an upper bound would be given by the square of the Wegner estimate, that is
\[
\mathbb{P}\{\text{tr} \chi_I(H_{\omega}^L) \geq 2\} \leq C_M (\|\rho\|_{\infty} |\Lambda_L||I|)^2. \tag{2.20}
\]
Minami proved that this upper bound holds even though the eigenvalues are correlated. For lattice models, this estimate holds throughout the deterministic spectrum.

**Theorem 2.3** (Minami Estimate-rank 1). Let \( H_{\omega} \) be the discrete Anderson model with rank-one perturbations. Then, for any interval \( I = [I_-, I_+] \), there exists a constant \( C_M > 0 \), depending on \( I_+ \), so
\[
\mathbb{P}\{\text{tr} \chi_I(H_{\omega}^L) \geq 2\} \leq C_M (\|\rho\|_{\infty} |\Lambda_L||I|)^2. \tag{2.21}
\]

**Proof.** Let \( H_{\omega_{I_+},\omega_{I_-}} \) denote the rank-one perturbation of \( H_{\omega_{I_+},\omega_{I_-}} \), that is
\[
H_{\omega}^L - H_{\omega_{I_+},\omega_{I_-}} = (\omega_{I_+} - \omega_{I_-})|\delta_n\rangle\langle\delta_n|, \tag{2.22}
\]
and let \( \omega_n \) be a random variable, independent of, and with identical distribution to, \( \omega_n \). Weyl’s inequality for rank-one perturbations implies that for any interval, \( I \),
\[
|\text{tr} \chi_I(H_{\omega}^L) - \text{tr} \chi_I(H_{\omega_{I_+},\omega_{I_-}}^L)| \leq 1 \tag{2.23}
\]
We then proceed in a similar manner to the proof of the Wegner estimate, and use the trick above to get a product of independent random variables,

\[
P\{\text{tr} I(H^L_\omega) \geq 2\} \leq \mathbb{E}\{\text{tr} I(H^L_\omega)(\text{tr} I(H^L_\omega) - 1)\} \tag{2.24}
\]

\[
= \sum_{n \in \Lambda_L} \mathbb{E}_{\omega_n^k} \mathbb{E}_{\tilde{\omega}_n} \{\langle \delta_n, \text{tr} I(H^L_\omega)\rangle \langle \text{tr} I(H^L_\omega) - 1 \rangle\} \tag{2.25}
\]

\[
\leq \sum_{n \in \Lambda_L} \mathbb{E}_{\omega_n^k} \mathbb{E}_{\tilde{\omega}_n} \{\mathbb{E}_{\omega_n} \{\langle \delta_n, \text{tr} I(H^L_\omega)\rangle\}\langle \text{tr} I(H^L_\omega) - 1 \rangle\} (\text{tr} I(H^L_\omega) - 1) \tag{2.26}
\]

\[
\leq \sum_{n \in \Lambda_L} \mathbb{E}_{\omega_n^k} \mathbb{E}_{\tilde{\omega}_n} \{\text{tr} I(H^L_\omega)\} (\pi \|\rho\|_{\infty}|I|) \tag{2.27}
\]

\[
\leq (\pi \|\rho\|_{\infty}|\Lambda||I|)^2 \tag{2.28}
\]

To go from (2.25) to (2.26), we used (2.23), which importantly, is true for any $\omega_n, \tilde{\omega}_n \in \mathbb{R}$. \qed

A key ingredients of this proof of the Minami estimate for rank-one perturbations is the eigenvalue shifting bound (2.23). This allows the replacement of the term $\langle \delta_n, \text{tr} I(H^L_\omega)\rangle$ in the proof. When the perturbation is rank $m$ as in our model, we replace 1 by $m > 1$ but this causes a change in the statement of the estimate. We refer to this as a generalized Minami estimate.

We note that the estimate for rank-one perturbations (2.23) extends to rank-$m$ perturbations. A perturbation of rank $m$ can move at most $m$ eigenvalues. So if $\omega_k$ is varied to $\tilde{\omega}_k$, we have

\[
|\text{tr} I(H^L_{\omega_k^+}, \omega_k) - \text{tr} I(H^L_{\omega_k^+}, \tilde{\omega}_k)| \leq m \tag{2.29}
\]

**Theorem 2.4** (Generalized Minami Estimate-rank $m$). Let $H_\omega$ be the discrete Anderson model with rank-$m$ perturbations. Then, for any interval $I = [I_-, I_+]$, there exists a constant $C_M > 0$ depending on $I_+$ and the support of $\rho$, so that

\[
P\{\text{tr} I(H^L_\omega) \geq m + 1\} \leq C_M (\|\rho\|_{\infty}|\Lambda||I|)^2. \tag{2.30}
\]

**Proof.** For an interval $I \subset \mathbb{R}$, we define a set $S_m(I)$ by

\[
S_m(I) := \{\omega : \text{tr} I(H^L_\omega) \geq m + 1\}.
\]

We need to estimate

\[
P\{\text{tr} I(H^L_\omega) \geq m + 1\} \leq \sum_{n \in \Lambda_L} \mathbb{E}_{\omega_n^k} \mathbb{E}_{\tilde{\omega}_n} \{\langle \delta_n, \text{tr} I(H^L_\omega)\rangle\langle \text{tr} I(H^L_\omega) - 1 \rangle\} \chi_{S_m(I)}, \tag{2.31}
\]

where $\chi_{S_m(I)}$ is the characteristic function of the set $S_m(I)$. This is necessary so the right side of (2.31) is nonnegative. As in the proof of Proposition 2.2, we write

\[
P\{\text{tr} I(H^L_\omega) \geq m + 1\}
\]

\[
\leq \mathbb{E}\{\text{tr} I(H^L_\omega)(\text{tr} I(H^L_\omega) - m)\chi_{S_m(I)}\} \tag{2.32}
\]

\[
= \sum_{k \in \Lambda^*_{r,L}} \mathbb{E}_{\omega_k^L} \mathbb{E}_{\tilde{\omega}_k} \{(\text{tr} P_k E_{H^L_\omega}(I) P_k)(\text{tr} I(H^L_\omega) - m)\chi_{S_m(I)}\}. \tag{2.33}
\]
Using the rank-$m$ eigenvalue perturbation inequality (2.29), with a random variable $\tilde{\omega}_k$, distributed identically and independently from $\omega_k$, the sum on the last line of (2.32) may be bounded as
\[
\sum_{k \in \Lambda^*_{r,L}} E(\omega_k, \tilde{\omega}_k) \{ \text{tr} P_k E_H^L(I) P_k \} \text{tr} \chi_I(H^L_{(\omega_k, \tilde{\omega}_k)}) \leq \sum_{k \in \Lambda^*_{r,L}} E(\omega_k, \tilde{\omega}_k) \{ \text{tr} \chi_I(H^L_{(\omega_k, \tilde{\omega}_k)}) \} (C M \| \rho \| \infty \| I \| m). \tag{2.34}
\]
Applying the Wegner estimate (5.3), and substituting into (2.32), we obtain the bound
\[
P\{ \text{tr} \chi_I(H^L_{\tilde{\omega}}) \geq m + 1 \} \leq C_M (\| \rho \| \infty \| \Lambda \| I \|)^2, \tag{2.35}
\]
proving the theorem. □

3. Removal of eigenvalue degeneracies

We begin by studying the deterministic situation when the spectrum of the local Hamiltonian $H^L_{\omega}$ contains an isolated cluster $I_\epsilon$ of $n$ eigenvalues for a fixed configuration $\omega_0$. The first step of the proof is to prove the existence of a configuration $\hat{\omega}$, close to $\omega_0$, for which the spacing between some pair of successive eigenvalues $E_k$ and $E_{k+1}$ is bounded from below by a positive constant. Of course, an arbitrary perturbation need not split the degeneracy of eigenvalues, but under suitable conditions, we prove that there is another configuration $\hat{\omega}$, near $\omega_0$, so that at least one consecutive pair of eigenvalues satisfies $E_{k+1}^{\hat{\omega}_0} - E_k^{\hat{\omega}_0} > 0$. Here, we list the eigenvalues in increasing order, including multiplicity. Furthermore, the new family of $n$ eigenvalues in $I_\epsilon$ for $H^L_{\hat{\omega}}$ remains suitably separated from the rest of the spectrum of $H^L_{\hat{\omega}}$.

The key idea of Dietlein and Elgart [7] is to use the kinetic energy. The kinetic energy plays an important role in forcing the nondegeneracy of at least one pair of consecutive eigenvalues in $I_\epsilon$. This idea is implemented by employing Dirichlet-Neumann decoupling. Let $H^N_0$ and $H^D_0$ be the restriction of $H$ to $\Lambda_r(\omega)$, as in the decomposition (1.8), with Neumann or Dirichlet boundary conditions, as described in Appendix C. For these operators, the Dirichlet-Neumann decoupling is the inequality:
\[
\bigoplus_{k \in \Lambda^*_{r,L}} H^N_0 \leq H^L_0 \leq \bigoplus_{k \in \Lambda^*_{r,L}} H^D_0. \tag{3.1}
\]
We refer the reader to [15, Section 5.2] for a proof of Dirichlet-Neumann decoupling on the lattice.

3.1. Eigenvalue splitting: Removal of one degeneracy in $I$. We begin with a deterministic, perturbative result that guarantees, in the simplest case, the reduction of the degeneracy of an $n$-fold degenerate, isolated eigenvalue by one creating a new cluster of eigenvalues for which the degeneracy of any eigenvalue is less than $n$. As mentioned above, we treat both the upper and lower spectral band edges simultaneously. The region of the spectrum for which
the splitting argument works is constrained to small neighborhoods of the lower and upper band edges. Some of the results of [7, section 2] on one parameter perturbations used in this section are presented in appendix [A].

Lemma 3.1 (Initial step of lifting the degeneracy). Let \( \epsilon \in (0, \frac{1}{12}) \). We suppose there is an open interval \( I \subseteq \mathbb{R} \), with \( |I| < \frac{1}{2} \), and a configuration \( \omega_0 \in [0, 1]^{\Lambda^*} \) for which the following hold:

1. The local Hamiltonian \( H^L_{\omega_0} \) has \( n \) eigenvalues \( E^{\omega_0}_i \in I \), listed in increasing order counting multiplicity, and the interval \( I \) is well-separated from \( \sigma(H^L_{\omega_0}) \setminus I \), in the sense that
   \[
   \text{dist}(I, \sigma(H^L_{\omega_0}) \setminus I) \geq 8\epsilon. \quad (3.2)
   \]
2. The interval \( I \) is located in an edge of the spectrum. Defining the constant \( \gamma_{L,n,r} \) by
   \[
   \gamma_{L,n,r} := 2 \left( 1 - \cos \left( \frac{\pi}{r} \right) \right) \left( 1 - \frac{1}{n} - \frac{9\sqrt{2}}{\sqrt{nLr^d}} \right), \quad (3.3)
   \]
   we suppose that \( I \) satisfies
   \[
   I \subseteq [0, \gamma_{L,n,r}] \cup [4d + 1 - \gamma_{L,n,r}, 4d + 1]. \quad (3.4)
   \]

Condition (3.4) implies that the average of the eigenvalues \( \overline{E}^{\omega_0} := \frac{1}{n} \sum_{i=1}^{n} E^{\omega_0}_i \) satisfies
   \[
   \overline{E}^{\omega_0} \in [0, \gamma_{L,n,r}] \cup [4d + 1 - \gamma_{L,n,r}, 4d + 1].
   \]
Then, there exists a configuration \( \hat{\omega} \in \hat{Q}_\epsilon := \omega_0 + [-\epsilon(1 - L^{-(2d+1)}), \epsilon(1 - L^{-(2d+1)})]^{\Lambda^*} \), and an integer \( 1 \leq k \leq n - 1 \) so that
   \[
   |E^{\hat{\omega}}_{k+1} - E^{\hat{\omega}}_{k}| > 8\epsilon L^{-(2d+1)}. \quad (3.5)
   \]

Proof. 1. We assume that a cluster of \( n \)-eigenvalues of \( H^L_{\omega_0} \) in an interval \( I \) satisfies conditions (1) and (2). We now suppose that for all \( \omega \in \hat{Q}_\epsilon := \omega_0 + [-\epsilon(1 - L^{-(2d+1)}), \epsilon(1 - L^{-(2d+1)})]^{\Lambda^*} \), the eigenvalues of \( H^\omega_\gamma \) in \( I \) lie close together
   \[
   \sup_{\omega \in \hat{Q}_\epsilon} \max_{1 \leq i \leq n} |E^{\omega}_i - \overline{E}^{\omega}| \leq 8\epsilon L^{-(2d+1)}. \quad (3.6)
   \]
We prove that assumption (3.6) implies that the average of these eigenvalues must satisfy:
   \[
   \overline{E}^{\omega} \in (\gamma_{L,n,r}, 4d + 1 - \gamma_{L,n,r}), \quad (3.7)
   \]
contradicting the second assumption (2) since \( \omega_0 \in \hat{Q}_\epsilon \). We recall that \( r \in \mathbb{N} \) and that \( L \in r\mathbb{N} \), so that \( \Lambda_L \) consists of \( (L/r)^d \) subcubes, each containing \( m := r^d \) lattice points. For \( k \in r\mathbb{Z}^d \), we simplify the notation and write \( \Delta^N_k := H^0_{\Lambda^*(k),N} \) and \( \Delta^D_k := H^0_{\Lambda^*(k),D} \) be the Neumann and Dirichlet Laplacians restricted to the subcube, \( \Lambda^*_r(k) \), respectively. Denote the set of points, \( k \in r\mathbb{Z}^d \) that index our subcubes by, \( \Lambda^*_r,L := r\mathbb{Z}^d \cap \Lambda^L \), and note that the number of such points is \( |\Lambda^*_r,L| = (L/r)^d \).
2. The idea is to get upper and lower bounds on the average of the eigenvalues $E^\omega$ in $I$:

$$E^\omega := \frac{1}{n} \text{tr} \chi_I(H^L_\omega)H^L_\omega \chi_I(H^L_\omega),$$

using Dirichlet-Neumann bracketing (3.1), and the positivity of the potential. For ease of notation, we define $P_\omega := \chi_I(H^L_\omega)$, the projection onto the span of the eigenspaces of $H^L_\omega$ associated to eigenvalues in $I$. First, we have

$$\text{tr} \ P_\omega H^L_0 \leq nE^\omega = \text{tr} \ P_\omega H^L_\omega P_\omega \leq \text{tr} \ P_\omega H^L_0 + \|V^L_\omega\| \text{tr} \ P_\omega, \quad (3.8)$$

and, second, applying Dirichlet-Neumann bracketing, we obtain the upper and lower bounds

$$\sum_{k \in \Lambda^*_r,L} \text{tr} \ P_\omega \Delta^N_k \leq \text{tr} \ P_\omega H^L_\omega \leq \sum_{k \in \Lambda^*_r,L} \{ \text{tr} \ P_\omega \Delta^D_k + \|V^L_\omega\| \text{tr} \ P_\omega \}. \quad (3.9)$$

3. In order to analyze contribution of the free kinetic energy to the lower and upper bounds in (3.9), we let $R^N_{k,0}$ be the projection onto the eigenspace corresponding to the smallest eigenvalue of $\Delta^N_k$, which equal to zero. We let $R^D_{k,max}$ be the projection onto the eigenspace corresponding to the largest eigenvalue of $\Delta^D_k$, which is equal to 4$d$. Both of these spectral projections are rank-one projections. We let $(R^N_{k,0})^\perp$ and $(R^D_{k,max})^\perp$ denote their complementary subspaces in $\ell^2(\Lambda_r(k))$. Furthermore, the value $\gamma_r := 2(1 - \cos(\pi/r))$ is equal to the second smallest eigenvalue of $\Delta^N_k$, and $4d - \gamma_r$ is equal to the second largest eigenvalue of $\Delta^D_k$. Both eigenvalues are $d$-fold degenerate (see Appendix C for a summary of facts concerning $\Delta^D_k$ and $\Delta^N_k$). Therefore, for the Neumann Laplacian $\Delta^N_k$, we have

$$\Delta^N_k \geq 0 \cdot R^N_{k,0} + \gamma_r(R^N_{k,0})^\perp = \gamma_r \chi_{\Lambda_r(k)} - \gamma_r R^N_{k,0}, \quad (3.10)$$

since $\chi_{\Lambda_r(k)} = R^N_{k,0} + (R^N_{k,0})^\perp$. For the Dirichlet Laplacian $\Delta^D_k$, we have

$$\Delta^D_k \leq 4dR^D_{k,max} + (4d - \gamma_r)(R^D_{k,max})^\perp = (4d - \gamma_r)\chi_{\Lambda_r(k)} + \gamma_r R^D_{k,max}. \quad (3.11)$$

Combining (3.9) with the lower bound (3.10), we obtain

$$nE^\omega = \text{tr} \ P_\omega H^L_\omega \geq \gamma_r \sum_{k \in \Lambda^*_r,L} \{ \text{tr} \ P_\omega \chi_{\Lambda_r(k)} P_\omega - \text{tr} \ P_\omega R^N_{k,0} P_\omega \}
= \gamma_r \sum_{k \in \Lambda^*_r,L} \{ \text{tr} \ P_\omega \chi_{\Lambda_r(k)} P_\omega - \text{tr} \ P_\omega \chi_{\Lambda_r(k)} P_\omega R^N_{k,0} \}
\geq \gamma_r \sum_{k \in \Lambda^*_r,L} \{ \text{tr} \ P_\omega \chi_{\Lambda_r(k)} P_\omega - \|P_\omega \chi_{\Lambda_r(k)} P_\omega\| \text{tr} \ P^D_{k,0} \}
= \gamma_r \text{tr} \ P_\omega - \sum_{k \in \Lambda^*_r,L} \gamma_r \|P_\omega \chi_{\Lambda_r(k)} P_\omega\|, \quad (3.12)$$
since \( \text{tr} R_{k,0}^D = 1 \). Similarly, combining \((3.9)\) with the upper bound \((3.11)\), we get,

\[
\begin{align*}
\frac{\nE}{\omega} &= \text{tr} P_\omega H^L_\omega \leq n\|V_\omega\| + \sum_{k \in \Lambda_{r,L}^*} (4d - \gamma_r) \text{tr} P_\omega \chi_{\Lambda_r(k)} P_\omega + \gamma_r \text{tr} P_\omega R_{k,\max}^D \\
&\leq n + \sum_{k \in \Lambda_{r,L}^*} \left\{ (4d - \gamma_r) \text{tr} P_\omega \chi_{\Lambda_r(k)} P_\omega + \gamma_r \|P_\omega \chi_{\Lambda_r(k)} P_\omega\| \text{tr} R_{k,\max}^D \right\} \\
&= n + \sum_{k \in \Lambda_{r,L}^*} \left\{ (4d - \gamma_r) \text{tr} P_\omega \chi_{\Lambda_r(k)} P_\omega + \gamma_r \|P_\omega \chi_{\Lambda_r(k)} P_\omega\| \right\} \\
&= n + (4d - \gamma_r) \text{tr} P_\omega + \sum_{k \in \Lambda_{r,L}^*} \gamma_r \|P_\omega \chi_{\Lambda_r(k)} P_\omega\|.
\end{align*}
\]

(3.13)

Dividing by \( n \), it follows from \((3.12)\) and \((3.13)\) that the mean \( \overline{E}_\omega \) is bounded as

\[
\gamma_r - \frac{\gamma_r}{n} \sum_{k \in \Lambda_{r,L}^*} \|P_\omega \chi_{\Lambda_r(k)} P_\omega\| \leq \overline{E}_\omega \leq 1 + 4d - \gamma_r + \frac{\gamma_r}{n} \sum_{k \in \Lambda_{r,L}^*} \|P_\omega \chi_{\Lambda_r(k)} P_\omega\| \quad (3.14)
\]

4. Let \( \alpha_k^\omega := \frac{1}{n} \text{tr} P_\omega \chi_{\Lambda_r(k)} P_\omega \). By the Feynman-Hellmann Theorem, we have that \( \alpha_k^\omega = \partial_{\omega_k} \overline{E}_\omega \). An application of Lemma [A.1] with \( B = \chi_{\Lambda_r(k)} \), \( \delta = 8\epsilon L^{-(2d+1)} \), and \( \epsilon' = \epsilon(1 - L^{-(2d+1)}) \) guarantees that,

\[
| \alpha_k^\omega - \|P_\omega \chi_{\Lambda_r(k)} P_\omega\| | < 9\sqrt{2}L^{-d-\frac{1}{2}}
\]

(3.15)

Summing over \( k \), and using that \( \sum_k \alpha_k^\omega = 1 \), result in the bounds,

\[
1 - 9\sqrt{2}L^{-d-\frac{1}{2}} \left( \frac{L}{r} \right)^d < \sum_{k \in \Lambda_{r,L}^*} \|P_\omega \chi_{\Lambda_r(k)} P_\omega\| < 1 + 9\sqrt{2}L^{-d-\frac{1}{2}} \left( \frac{L}{r} \right)^d
\]

(3.16)

Substituting into \((3.14)\) gives,

\[
\gamma_r \left( 1 - \frac{1}{n} - \frac{9\sqrt{2}}{\sqrt{n} L r^d} \right) < \overline{E}_\omega < 1 + 4d - \gamma_r \left( 1 - \frac{1}{n} - \frac{9\sqrt{2}}{\sqrt{n} L r^d} \right)
\]

(3.17)

or,

\[
\overline{E}_\omega \in (\gamma_{L,n,r} - 1 + 4d - \gamma_{L,n,r}),
\]

(3.18)

proving the desired contradiction.

\( \square \)

**Remark 3.1.** In general, in order to prove a weak Minami estimate for some interval of energy in the deterministic spectrum \( \Sigma \) of some specific RSO using the Dietlein-Elgart method, one should first try to establish the result of Lemma [3.1] in this interval. This is a key step for the remainder of the arguments in section [4] on the EVLS, and in section [5] on the weak Minami estimate.
3.2. Eigenvalue splitting: Induction to all eigenvalues in $I$. In this section, we prove the full initial spacing estimate for the $n$ eigenvalues of $H^L_\omega$ in $I$ by induction on the previous lemma. Technically, we must insure that after each application of Lemma 3.1 the subclusters of eigenvalues remain separated so that degeneracies removed at the previous step are not re-introduced.

**Theorem 3.2** (Induction on the spacing estimate). Let $\epsilon \in (0, \frac{1}{12})$. We suppose there is an open interval $I \subset \mathbb{R}$, with $|I| < \frac{1}{4}$, and a configuration $\omega_0 \in [0, 1]^{\Lambda_r}$ for which the following hold:

1. The local Hamiltonian $H^L_\omega$ has $n$ eigenvalues $E^\omega_i$ in $I$, listed in increasing order counting multiplicity, and the interval $I$ is well-separated from $\sigma(H^L_\omega) \setminus I$ in the sense of (3.2), that is, 
   \[
   \text{dist}(I, \sigma(H^L_\omega) \setminus I) \geq 8\epsilon.
   \]

2. The interval $I$ is located in an edge of the spectrum. Recalling the constant $\gamma_{L,2,n}$ defined in (3.3) with $n = 2$,
   \[
   \gamma_{L,2,r} := 2 \left(1 - \cos \left(\frac{\pi}{r}\right)\right) \left(\frac{1}{2} - \frac{9\sqrt{2}}{\sqrt{L}r^d}\right),
   \]
   so $\gamma_{L,2,r} < \gamma_{L,n,r}$, for $n \geq 2$, we assume
   \[
   I \subset [0, \gamma_{L,2,r}] \cup [4d + 1 - \gamma_{L,2,r}, 4d + 1],
   \]
   implying that the average of the eigenvalues $\overline{\mathcal{E}}^\omega := \frac{1}{n} \sum_{i=1}^{n} E^\omega_i$ satisfies
   \[
   \overline{\mathcal{E}}^\omega \in [0, \gamma_{L,2,r} - \epsilon] \cup [4d + 1 - \gamma_{L,2,r} + \epsilon, 4d + 1].
   \]

Then, there exists $\tilde{\omega} \in \tilde{\mathcal{Q}}_\epsilon := [\omega_0 + [-\epsilon, \epsilon]^{\Lambda_r}]$, so that
   \[
   \min_{1 \leq k \leq n-1} |E_{k+1}^{\tilde{\omega}} - E_k^{\tilde{\omega}}| > 8\epsilon L^{-(n-1)(2d+1)}. \tag{3.21}
   \]

**Proof.** This theorem is a result of iterating Lemma 3.1. Care must be taken to ensure that the hypotheses remain valid after each application of Lemma 3.1.

1. We first apply the lemma with $\epsilon_1 = \epsilon$ and find $\omega_1$, $|\omega_1 - \omega_0| \leq \epsilon_1(1 - L^{-(2d+1)})$, so that for some $1 \leq k_1 \leq n - 1$,
   \[
   E^{\omega_1}_{k_1+1} - E^{\omega_1}_{k_1} > 8\epsilon_1 L^{-(2d+1)}. \tag{3.22}
   \]

2. Next, let $\epsilon_2 := \epsilon_1 L^{-(2d+1)}$. Define the groups of eigenvalues from the previous step, $C^{\omega_1}_1 = \{E^{\omega_1}_1, \ldots, E^{\omega_1}_{k_1}\}$ and $C^{\omega_1}_2 = \{E^{\omega_1}_{k_1+1}, \ldots, E^{\omega_1}_n\}$. If $k_1 \geq 2$, we apply the lemma to $C^{\omega_1}_2$ with $\epsilon = \epsilon_2$. If $k_1 = 1$, we apply the lemma to $C^{\omega_1}_1$. We must check that the gaps between groups of eigenvalues are sufficiently large to apply the lemma. We have $d(C^{\omega_1}_1, C^{\omega_2}_1) \geq 8\epsilon_2$ as a result of the first iteration of the lemma. Furthermore, for $i = 1, 2$
   \[
   d(C^{\omega_1}_i, \sigma(H^L_\omega) \setminus (C^{\omega_1}_1 \cup C^{\omega_1}_2)) \geq 8\epsilon_1 - 2|\omega_1 - \omega_0| > 6\epsilon_1 > 8\epsilon_2 \tag{3.23}
   \]

Thus, we have $\omega_2$, with $|\omega_2 - \omega_1| \leq \epsilon_2(1 - L^{-(2d+1)})$ and three groups of eigenvalues, $C^{\omega_2}_i$, $i = 1, 2, 3$. By the same calculations as in the previous step, we obtain for $i = 1, 2, 3$,
   \[
   d(C^{\omega_2}_i, \sigma(H^L_\omega)) \geq 8\epsilon_2 L^{-(2d+1)} =: 8\epsilon_3 \tag{3.24}
   \]
3. We continue iterating, letting 
\[ \epsilon_{j+1} := \epsilon_j L^{-(2d+1)} \]. After \( n - 1 \) iterations, we find \( \omega_{n-1} \), with 
\[ |\omega_{n-1} - \omega_{n-2}| \leq \epsilon_{n-1}(1 - L^{-(2d+1)}) \] for which each eigenvalue is isolated,
\[ d(E_{\omega_{n-1}}, \sigma(H_L^{\omega_{n-1}}) \backslash \{ E_{\omega_{n-1}} \}) > 8\epsilon_{n-1} L^{-(2d+1)} = 8\epsilon L^{-(n-1)(2d+1)} \] (3.25)
Thus, (3.21) is satisfied for \( \hat{\omega} = \omega_{n-1} \). Finally, we must check that
\[ |\omega_{n-1} - \omega_0| \leq \epsilon, \]
\begin{align*}
|\omega_{n-1} - \omega_0| &\leq \sum_{i=0}^{n-2} |\omega_{i+1} - \omega_i| \leq \sum_{i=0}^{n-2} \epsilon_{i+1}(1 - L^{-(2d+1)}) \\
&= \epsilon (1 - L^{-(2d+1)}) \sum_{i=0}^{n-2} L^{-i(2d+1)} \\
&= \epsilon (1 - L^{-(2d+1)}) \left( \frac{1 - L^{-(n-1)(2d+1)}}{1 - L^{-(2d+1)}} \right) < \epsilon, (3.26)
\end{align*}
proving the theorem. \( \square \)

To summarize, we have shown that given a configuration \( \omega_0 \), there is a nearby configuration \( \hat{\omega} \) for which the isolated cluster of \( n \) potentially degenerate eigenvalues of the Hamiltonian \( H_L^{\omega_0} \) transforms into an isolated cluster of \( n \) nondegenerate eigenvalues of \( H_L^{\hat{\omega}} \), with good control on the size of the separation of the cluster from the rest of the spectrum.

4. Eigenvalue Level Spacing Estimate

The main result of section 3 is the existence of good configurations \( \omega \in [0,1]^{N_r, L} \) for which all \( n \) eigenvalues of \( H_L^{\omega} \) in \( I \) are nondegenerate. Theorem 3.2 also provides a lower bound on the EVLS of the \( n \) eigenvalues originally in the interval \( I \). This result, and the Cartan-type lemma of Dietlein-Elgart [7, Lemma 3.4] (see Appendix B) are the key ingredients in the proof of the main result of this section, Theorem 4.1. This theorem provides an upper bound on the probability that the minimum eigenvalue spacing near the band edges is small. We remark again that localization does not play a role in the proof of Theorem 4.1, see Remark 4.2.

**Theorem 4.1 (Eigenvalue Level Spacing Estimate).** Recalling the constant \( \gamma_{L,2,r} \) defined in (3.19), we define the constant
\[ \gamma_{\infty,r} := \gamma_{\infty,2,r} = (1 - \cos(\pi/r)), (4.27) \]
and a set of energies near the band edges
\[ I_{sp} := [0, \gamma_{\infty,r}] \cup [4d + 1 - \gamma_{\infty,r}, 4d + 1]. (4.28) \]
For any \( 0 < E < \gamma_{\infty,r} \), we define subintervals of \( I_{sp} \) by
\[ I_E := [0, E] \cup [4d + 1 - E, 4d + 1] \subset I_{sp}. (4.29) \]
Then, for any \( p > 0 \), there exist constants \( \mathcal{L}_{sp} = \mathcal{L}_{sp}(E,p) > 0 \) and \( C_{sp} = C_{sp}(E,p) > 0 \) such that,
\[ \mathbb{P}\{ \text{spac}_{I_E}(H_L^{\omega}) < \delta \} \leq C_{sp} L^{2d} |\log \delta|^{-p}, (4.30) \]
for $L \geq L_{sp}$ and $\delta \leq \exp(-(\log L)^{\delta})$.

Proof. 1. We recall that the uniform rank of the projections $P_k$ in the potential is $m = r^{d}$. We first decompose $I_{sp}$ into overlapping intervals $\{K_i \mid i \in \mathcal{J}\}$ with length $|K_i| = \kappa$, for $\kappa > 0$ to be chosen below, and $|K_i \cap K_i| \geq \kappa/2$. This implies that $|\mathcal{J}| \leq |I_{sp}|^{-1}$). Let $K_{i,8\epsilon} := K_i + [-8\epsilon, 8\epsilon]$, for $\epsilon \in (0, 1/12)$. We define the event $\Omega_{i,\epsilon}$ by

$$\Omega_{i,\epsilon} := \{\omega \mid \text{tr} \chi_{K_i}(H_{i,\omega}^{L}) \leq m \text{ and } \text{tr} \chi_{K_{i,8\epsilon}\setminus K_i}(H_{i,\omega}^{L}) = 0\}$$

(4.31)

The probability of $\Omega_{i,\epsilon}$ can be bounded using a Wegner estimate and a generalized Minami estimate (2.30) [13] for polymer models,

$$\mathbb{P}\{\Omega_{i,\epsilon}\} \leq \mathbb{P}\{\text{tr} \chi_{K_{i,8\epsilon}\setminus K_i}(H_{i,\omega}^{L}) \leq 1\} + \mathbb{P}\{\text{tr} \chi_{K_i}(H_{i,\omega}^{L}) > m\} \leq C_{W}L^{d}(16\epsilon) + C_{M,m}L^{2d}\kappa^{2}$$

(4.32)

As a consequence of (4.32), for $0 < \delta < \kappa/2$,

$$\mathbb{P}\{\text{spac}_{I_{sp}}(H_{L}) < \delta\} \leq 16C_{W}L^{d}\epsilon|\mathcal{I}| + C_{M,m}L^{2d}\kappa^{2}|\mathcal{I}| + \sum_{i \in \mathcal{J}} \mathbb{P}\{\text{spac}_{K_i}(H_{L}) < \delta\} \cap \Omega_{i,\epsilon}\}$$

(4.33)

2. Next, we partition the configuration space, $[0, 1]^{\Lambda_{r,L}}$, into cubes $Q_j$, $j \in \mathcal{J}$ with side length $2\epsilon$. First, we partition Ran $\rho = [0, 1]$ as

$$[0, 1] = \bigcup_{m=0}^{m^{*}-1} [2m\epsilon, 2(m+1)\epsilon] \cup [2m^{*}\epsilon, 1] = \bigcup_{k=1}^{\lfloor\Lambda_{r,L}\rfloor} I_{k}(\epsilon),$$

where $m^{*}$ is the smallest integer such that $2m^{*}\epsilon \leq 1$, and for some labeling $\{1, 2, \ldots, |\Lambda_{r,L}|\}$ of the points in $\Lambda_{r,L}$. We remark that if we take $\epsilon = \frac{1}{k}$, for $k \in \mathbb{N}$, we have $2m^{*}\epsilon = 1$. Consequently, a cube $Q_j \subset [0, 1]^{\Lambda_{r,L}}$ of side length $2\epsilon$ has the form

$$Q_j = I_{1}(\epsilon) \times I_{2}(\epsilon) \times \cdots \times I_{|\Lambda_{r,L}|}(\epsilon),$$

where each interval $I_{k}(\epsilon) \subset [0, 1]$, for $k = 1, \ldots, |\Lambda_{r,L}| - 1$, has length $2\epsilon$. The index set $\mathcal{J}$ of the elements $Q_j$ in the partition satisfies $|\mathcal{J}| \leq \lceil(L/r)^{d}\rceil$. In the case that $\epsilon = \frac{1}{k}$, for $k \in \mathbb{N}$, we have that $\sum_{j \in \mathcal{J}} \mathbb{P}\{Q_j\} = 1$. Otherwise, there is overlap at the edges and we bound the sum as follows. Due to the product nature of the probability measure $\mathbb{P}$ on $[0, 1]^{\Lambda_{r,L}}$, we compute

$$\mathbb{P}\{Q_j\} \leq 2\epsilon \rho_{+},$$

keeping the contribution from one site in $\Lambda_{r,L}$, and where $\rho_{+} := \sup_{s \in [0, 1]} \rho(s)$, the sup of the single-site probability measure $\rho$. As a result,

$$\sum_{j \in \mathcal{J}} \mathbb{P}\{Q_j\} \leq 1 + 4\epsilon(L/r)^{d}\rho_{+}. \quad (4.34)$$

3. With this partition, we fix $i, j \in \mathcal{J}$ so that $Q_j \cap \Omega_{i,\epsilon} \neq \emptyset$, which is always possible for some $j$ since $\{Q_j\}$ is a partition and $\Omega_{i,\epsilon} \neq \emptyset$. For $\omega_{i,j} \in Q_j \cap \Omega_{i,\epsilon}$,
the local Hamiltonian $H_{\omega_{i,j}}^{L}$ satisfies

$$n_{i,j} := \text{tr} \chi_{K_i}(H_{\omega_{i,j}}^{L}) \leq m,$$

$$\text{dist } ((K_i, \sigma(H_{\omega_{i,j}}^{L}) \setminus K_i) \geq 8\epsilon. \quad (4.35)$$

These conditions on the eigenvalues of $H_{\omega_{i,j}}^{L}$ guarantee that we can apply Theorem 3.2. As a consequence, there exists a configuration $\hat{\omega}_{i,j} \in Q_j$ such that,

$$\text{spac}_{K_i, \epsilon}(H_{\omega_{i,j}}^{L}) \geq 8\epsilon L^{-(n_{i,j}-1)(2d+1)} \geq 8\epsilon L^{-(m-1)(2d+1)} \quad (4.36)$$

4. We return to estimate a summand $P(\{\text{spac}_{K_i}(H_{\omega}^{L}) < \delta\} \cap \Omega_{i,\epsilon})$ on the right side of (4.33). Decomposing with respect to the sets in the partition $Q_j$, we have

$$P(\{Q_j \cap \{\text{spac}_{K_i}(H_{\omega}^{L}) < \delta\} \cap \Omega_{i,\epsilon}\} \leq \left( \prod_{k \in \Lambda_r} \inf_{(Q_j)_k} \rho \right) \left| \{\text{spac}_{K_i}(H_{\omega}^{L}) < \delta\} \cap Q_j \right| \leq (\rho_-)^{|Q_j|} \left| \{\text{spac}_{K_i}(H_{\omega}^{L}) < \delta\} \cap Q_j \right|, \quad (4.37)$$

where $(Q_j)_k$ denotes the interval given by projection of $Q_j$ on the $k$-th coordinate. In order to estimate the measure of the set on the right in (4.37), we apply the Cartan-type lemma in [7, Lemma 3.4], stated here as Lemma B.1, with $\delta_0 = 8\epsilon L^{-(m-1)(2d+1)}$, and obtain the bound,

$$|\{\text{spac}_{K_i}(H_{\omega}^{L}) < \delta\} \cap Q_j| \leq C_1 \left( 1 + 2\epsilon C_\rho \right)^{(L/r)^d} \mathbb{P}(Q_j)(L/r)^d \exp \left( \frac{-C_2}{2d} \left| \log \delta \right| \right)$$

$$\leq C_1 \left( 1 + 2\epsilon C_\rho \right)^{(L/r)^d} \mathbb{P}(Q_j) \left( \frac{L}{r} \right)^d \times \exp \left( \frac{-C_2}{2d} \left| \log \delta \right| \right).$$

(4.38)

For $0 < \delta \leq \exp(-\log L^{\delta}),$ we choose,

$$\kappa := |\log \delta|^{-\alpha},$$

$$\epsilon := \exp(-|\log \delta|^{1/4}) \quad (4.39)$$
We get,
\[
\mathbb{P}\{\text{spac}_{I_{sp}}(H_{\omega}^L) < \delta\} \leq 16C_W(2|I_{sp}|)L^d - \log \delta + \frac{C_W m(2|I_{sp}|)L^{2d}\kappa^{2-1}}{d}\]
\[
+ \sum_{i \in I} \sum_{j \in J_i} \mathbb{P}\{\text{spac}_{K_i}(H_{\omega}^L) < \delta\} \cap \Omega_{i,\epsilon} \cap Q_j \}
\leq 16C_W(2|I_{sp}|)L^d - \log \delta + \frac{C_W m(2|I_{sp}|)L^{2d}\kappa}{d} + \sum_{i \in I} \sum_{j \in J_i} \mathbb{P}\{\text{spac}_{K_i}(H_{\omega}^L) < \delta\} \cap \Omega_{i,\epsilon} \cap Q_j \}
\leq C'L^d - \log \delta + \frac{C''L^{2d}\log \delta^{-\alpha}}{d} - \log \delta \leq C_4 L^d - \log \delta^{-\frac{1}{2}}.
\] (4.40)

Using that \( \delta \leq \exp(-|\log L|^5) \), for any \( p > 0 \), we can choose \( \alpha \) and \( L_{sp} \) so that,
\[
\mathbb{P}\{\text{spac}_{I_{sp}}(H_{\omega}^L) < \delta\} \leq C_5 L^{2d}\log \delta^{-p}.
\] (4.41)
This completes the proof of estimate (4.30). \( \square \)

**Remark 4.2.**
(1) We mention the question of the role of localization in the EVLS theorem. In [7], Theorem 2.1 is a version of the EVLS estimate proven in the localization regime with an improved probability estimate:
\[
L^{2d} - \log \delta \leq C L^{2d}\log \delta^{-\frac{1}{2}}.
\]
This improved probability estimate does not improve the Minami estimate. To simplify the presentation, we have not included the proof of this improved EVLS estimate, and refer the reader to the proof of Theorem 2.1 in [7].

(2) Another simplification of the higher-rank lattice model occurs in the estimation of the probability of \( \Omega_{i,\epsilon} \) in (4.32). The usual Wegner estimate and the generalized Minami estimate, Theorem 2.4, provide the necessary bound. For continuum models, Dietlein-Elgart require a refined Wegner estimate [7, Lemma 4.4]. For any fixed \( E \), and constants \( \theta, \eta \in (0, 1) \), there are constants \( c_0, E, C_{\eta,E} > 0 \), such that for any interval \( I \subset (-\infty, E) \),
\[
\mathbb{P}\{\text{tr}_{\chi_I}(H_{\omega}^L) > c_{\theta, E}|I|^{-\theta}\} \leq C_{\eta,E}|I|^{2-\eta}.
\] (4.42)
The proof of this estimate requires the spectral shift function and bounds on the expectation of its \( L^p \)-norm, for \( 0 < p < 1 \).

5. The weak Minami estimate

In this section, we prove a weak Minami estimate as a consequence of the eigenvalue level spacing estimate. Unlike the Minami estimate for the Anderson model on the lattice \( \mathbb{Z}^d \) with rank one projectors that holds at all energies in the deterministic spectrum, the Minami estimate of Dietlein-Elgart holds only in small intervals near the lower and upper band edges.
The Minami estimate for the rank-one Anderson model on $\mathbb{Z}^d$ was first proved by Minami in [20]. Other proofs have appeared in [13, 11]. The rank-one nature of the projections seems to be crucial for these proofs. In [13], a generalized Minami estimate, Theorem 2.4, was proved for the higher-rank model discussed here. This estimate has the form
\[ P\{\text{Tr} \chi_I(H^L_\omega) \geq m\} \leq C_M(\|A_L\| I)^2, \]  
for a constant $C_M > 0$. Using this estimate, Hislop and Krishna proved that the LES is a compound point process with Lévy measure supported on the discrete set $\{1, 2, \ldots, m\}$ for energies in the localization regime. In section 7, we will show that the weak Minami estimate in Theorem 5.1 is sufficient to refine this and show that the process is actually a Poisson point process with an intensity measure $n(E) \, ds$.

**Theorem 5.1 (Weak Minami Estimate).** Let $H^L_\omega$ and $I_{\text{sp}}$ be the same as in Theorem 4.1. Let $I \subset I_{\text{sp}}$ with $|I| = \delta$. Fix any $p > 0$. Then, there exists $C > 0$, $\mathcal{L}_{\text{sp}} > 0$ such that,
\[ P\{\chi_I(H^L_\omega) \geq 2\} \leq C L^{d/4} 4 \log \delta \, |\mathcal{L}_{\text{sp}}|^{-p}, \] for $L \geq \mathcal{L}_{\text{sp}}$ and $\delta \leq \exp(- (\log L)^5)$.

*Proof.* 1. We choose $\mathcal{L}_{\text{sp}}$ large enough so that Theorem 4.1 can be applied, and so that $\delta \leq \exp(- (\log L)^5) \leq L^{-d/4} \leq |I_{\text{sp}}|$. Let $I_1, I_2$ be intervals so that $I \subset I_1 \subset I_2 \subset I_{\text{sp}}$ and $|I_1| = \frac{1}{2L^2}$, $|I_2| = \frac{1}{L^2}$. With these choices, we cover $I_2$ with almost disjoint intervals $\{I_i\}_{i=1}^N$ of length $\delta$ (possibly shorter for the intervals intersecting boundaries of $I_2$) so that $I = I_{i_0}$ for some $i_0 \leq N$ and $\frac{1}{L^2} \leq N \leq \frac{1}{2L^2} + 2$. We compute,
\[ P\{\text{Tr} \chi_I(H^L_\omega) \geq 2\} \leq \sum_{j=1}^{L^d} P\{\text{spac} H^L_\omega < \delta \text{ and } E_{\omega,j} \in I\}. \]  
2. For an interval $J \subset \mathbb{R}$, we define the events,
\[ \Omega^L_{i,j} := \{\text{spac} H^L_\omega < \delta \text{ and } E_{\omega,j} \in I_i\}, \]  
and concentrate on estimating $P\{\Omega^L_{i,j}\}$. The following key estimate (5.5) can be thought of as the uniformity of $P\{\Omega^L_{i,j}\}$ with respect to $i$. With $\kappa := (1 + L^{-d})^{-1}$, we define the deformed Hamiltonian,
\[ H^{L}_{\omega,\kappa} := H^L_\omega - (1 - \kappa)H^L_0. \]

We will also use the notation $E^\kappa_{\omega,j}$ to denote the eigenvalues of $H^{L}_{\omega,\kappa}$, listed in ascending order. We claim that for some $C_\rho > 0$, and any $1 \leq i \leq N$,
\[ P\{\Omega^L_{i_0,j}\} \leq C_\rho P\{\text{spac} I_2 (H^L_{\omega,\kappa}) < \delta \text{ and } E^\kappa_{\omega,j} \in I_i\}, \]  
recalling that $i_0$ is fixed so that $I = I_{i_0}$. Assuming (5.5), we sum over it over $1 \leq i \leq N$, to obtain:
\[ N P\{\Omega^L_{i_0,j}\} \leq P\{\text{spac} I_2 (H^L_{\omega,\kappa}) < \delta\}. \]
So, applying Theorem 4.4, and summing over \( j \), yields the desired estimate,

\[
\mathbb{P}\{\chi_{\Omega}(H^L_{\omega}) \geq 2\} \leq \sum_{j=1}^{L^d} \mathbb{P}\{\Omega_{1,\omega,j}^1\} \\
\leq \sum_{j=1}^{L^d} \frac{1}{N} (CL^{2d}|\log \delta|^{-p} ) \\
\leq C L^{4d}|\log \delta|^{-p}
\]

(5.7)

3. To finish the proof, we must prove (5.5). This is an application of the basic observation that a shift in energy is equivalent to a shift in the potential provided there is a covering condition. Here, we are in the simplest case that \( \sum_{k \in \Lambda^*_{r,L}} V_k = \chi_{\Lambda_L} = \text{Id}_{\mathbb{Z}^2(\Lambda_L)} \), so that,

\[
H_{\omega+\tau}^L = H_{\omega}^L + \tau \chi_{\Lambda_L}.
\]

(5.8)

We proceed by working with integrals over the probability space \([0,1]^{\Lambda^*_{r,L}}\). We first make the change of variables, \( \omega_k \mapsto \omega_k + \eta_i \), where \( \eta_i := d(I, I_i) + \delta \) is the distance from the center of \( I \) to the center of \( I_i \),

\[
\mathbb{P}\{\Omega_{1,\omega,j}^1\} = \int_{[0,1]^{\Lambda^*_{r,L}}} \chi_{\Omega_{1,\omega,j}^1}(\omega) \prod_{k \in \Lambda^*_{r,L}} \rho(\omega_k) \; d\omega_k \\
\leq \int_{[\eta_i,1+\eta_i]^{\Lambda^*_{r,L}}} \chi_{\Omega_{1,\omega,j}^2}(\omega) \prod_{k \in \Lambda^*_{r,L}} \rho(\omega_k - \eta_i) \; d\omega_k
\]

(5.9)

Next, we make another change of variables \( \omega \mapsto \kappa\omega \) in the last integral in (5.9). The purpose of this change is to return the region of integration to one contained in \([0,1]^{\Lambda^*_{r,L}}\). Consequently, we have,

\[
\mathbb{P}\{\Omega_{1,\omega,j}^1\} \leq \kappa^{-d} \int_{[\kappa \eta_i,\kappa(1+\eta_i)]^{\Lambda^*_{r,L}}} \chi_{\Omega_{1,\omega,j}^2}(\kappa^{-1}\omega) \prod_{k \in \Lambda^*_{r,L}} \rho(\kappa^{-1}\omega_k - \eta_i) \; d\omega_k \\
\leq \kappa^{-d} \int_{[0,1]^{\Lambda^*_{r,L}}} \chi_{\Omega_{1,\omega,j}^2}(\kappa^{-1}\omega) \prod_{k \in \Lambda^*_{r,L}} \rho(\kappa^{-1}\omega_k - \eta_i) \; d\omega_k
\]

(5.10)

Now, we note that,

\[
\frac{1}{\kappa}\omega \in \Omega_{1,\omega,j}^{\leq} \iff \text{spac}_{\kappa\omega} \leq \kappa \delta \quad \text{and} \quad E_{\omega,j}^\kappa \in \kappa I_i
\]

(5.11)

The Lipschitz continuity of \( \rho \) gives

\[
\rho(\kappa^{-1}\omega_k - \eta_i) \leq \rho(\omega_k) + 2KL^{-d} \leq \rho(\omega_k)(1 + 2KL^{-d}\rho^{-1}).
\]

(5.12)

We note that \((\kappa + 2KL^{-d}\rho^{-1})^{-d} \leq C_{\rho} \), for some \( C_{\rho} \) independent of \( L \). Using this and the inequality (5.12) in (5.10) yields the desired bound,

\[
\mathbb{P}\{\Omega_{1,\omega,j}^1\} \leq C_{\rho} \mathbb{P}\{\text{spac}_{\omega} \leq \kappa \delta \quad \text{and} \quad E_{\omega,j}^\kappa \in \kappa I_i\},
\]

for (5.10). \( \square \)
Remark 5.2. (1) Step 3 of the proof uses the simple, but crucial, fact that for lattice models 
\[ \sum_{k \in \Lambda,} \delta_k = \chi_{\Lambda,} = \text{Id}_{\mathbb{C}^{\Lambda,}}. \] 
This condition insures (5.8), a key identity in the proof of (5.5). For models on \( \mathbb{R}^d \), this requires two modifications: 1) a covering condition, \( \sum_{k \in \mathbb{Z}^d} u(x - k) \geq \sigma > 0 \), 2) a preliminary step for which \( \sum_{k \in \mathbb{Z}^d} u(x - k) = 1 \) to insure (5.8). This condition must then be relaxed which requires estimates on the modified operator \( V^{-1/2}H_0V^{-1/2} \).

(2) We note that an alternate proof of the estimate (5.5) would allow a relaxation of the covering condition for the continuum model using the quantitative unique continuation principle as established in [22] and [16].

(3) As mention in section 1, another interesting question is how to extend the Minami estimate to more energies in the spectrum and to improve the probability estimate. Considering the question of the region of valid energies, perhaps the initial spacing estimate can be extended to more energies. However, we can see that the result proven here is not optimal. If it were, we would expect that when \( r = 1 \), we would recover the result for the rank-one Anderson model. We know that a Minami estimate holds at all energies for that model, and while parts of the initial spacing estimate break down for the \( r = 1 \) case, the weak Minami estimate proven here formally only applies on intervals of length 2 at the edge of the spectrum, independent of dimension.

6. Simplicity of the eigenvalues in the localization regime

It was conjectured that the eigenvalues of random Schrödinger operators in the localization regime are simple, that is, nondegenerate. The basic heuristic for this is rooted in the idea that eigenvalue degeneracies are due to symmetries of the Schrödinger operator. Since these symmetries are destroyed by random perturbations, the eigenvalues should be simple (see [21] for an exploration of this idea). For lattice models, this was proved by Simon [25], Minami [20], and by Klein and Molchanov [17], the later two works using the Minami estimate, in addition to localization. Dietlein and Elgart [7] showed that the level-spacing estimate and part of the Klein-Molchanov argument yield the simplicity of eigenvalues in the region of the localization regime near the bottom of the almost sure spectrum for random Schrödinger operators on \( L^2(\mathbb{R}^d) \). For the higher-rank models described in section 1.1 the generalized Minami estimate allows one to prove that the multiplicity of eigenvalues in the localization regime is bounded by the uniform rank of the projections. This can be improved using the EVLS estimate of Theorem 4.1. We sketch the Dietlein-Elgart argument [7, section 6] to prove the simplicity of eigenvalues for the rank-\( m \) model near the band edges where both the EVLS estimate Theorem 4.1 and localization hold.

Let \( \Omega_{\text{loc}} \subset \Omega \) be the set of configurations for which there exists \( E_{\text{loc}} > 0 \) such that \( [0, E_{\text{loc}}] \cup [4d + 1 - E_{\text{loc}}, 4d + 1] \) is in the region of pure point spectrum with exponentially decaying eigenfunctions with \( P\{\Omega_{\text{loc}}\} = 1 \).

Theorem 6.1. Let \( H_\omega \) be the Schrödinger operator of the uniform rank-\( m \) Anderson model described in section 1.1. For any \( 0 < E_0 < \min(\gamma_\infty, r, E_{\text{loc}}) \),
where $E_{\text{loc}}$ is defined above and $\gamma_{\infty,r}$ is defined in [12,27]; the eigenvalues of $H_\omega$ in $I_{E_0} := [0, E_0] \cup [4d + 1 - E_0, 4d + 1]$ are almost surely simple.

**Proof.** 1. The first part of the proof is deterministic and follows [17, Lemma 1]. It consists of showing that the existence of two or more linearly independent, exponentially decaying eigenvectors of $H_\omega$, with $\omega \in \Omega_{\text{loc}}$ fixed, for an eigenvalue $E$, implies that the local Schrödinger operator $H_\omega^L$ has at least two eigenvalues in a suitably scaled interval $I_{E_0} := [0, E_0] \cup [4d + 1 - E_0, 4d + 1]$ are almost surely simple.

2. As in [7, section 6], we now apply Theorem 4.1 on the eigenvalue level spacing with $\delta = e^{-\sqrt{L}}$. This gives a bound on the the probability of small gaps in the spectrum. Let us define a set $\Omega_\infty$ of configurations by

$$\Omega_\infty := \{ \omega \mid \text{spac}_{E_0} H_\omega^L \leq e^{-\sqrt{L}}, \text{ for infinitely many } L \in \mathbb{N} \}. \quad (6.1)$$

By Theorem 4.1 with $\delta = e^{-\sqrt{L}}$ and with $p = 4(d + 1)$, we have

$$\mathbb{P}\left\{ \text{spac}_{E_0} H_\omega^L \leq e^{-\sqrt{L}} \right\} \leq \frac{C}{L^2}, \quad (6.2)$$

so for $L = N$, this probability is summable. By the Borel-Cantelli Theorem, we have $\mathbb{P}\{\Omega_\infty\} = 0$. We define another set of configuration $\Omega_2$ defined by

$$\Omega_2 := \{ \omega \mid H_\omega \text{ has an eigenvalue } \tilde{E} \in I_{E_0} \text{ with multiplicity } \geq 2 \}. \quad (6.3)$$

For any $\omega \in \Omega_{\text{loc}} \cap \Omega_2$, if $\tilde{E}$ is an eigenvalue of $H_\omega$ in $I_{E_0}$, then $\text{Tr}(E_{H_\omega^L(I_{E_0}(\tilde{E}))}) \geq 2$, for all large $L \in \mathbb{N}$, as follows from step 1. Hence, such a configuration $\omega$ belongs to the set $\Omega_\infty \cap \Omega_2$, which is a set of measure zero, so all eigenvalues of $H_\omega$ in $I_{E_0}$ are simple almost surely. □

**Remark 6.2.** Klein and Molchanov only require rapid decay of the eigenvectors like $\langle x \rangle^{-\beta}$, for $\beta > \frac{5d}{2}$. We also note that the simplicity of the eigenvalues follows from localization and the EVLS estimate, whereas Klein and Molchanov used the Minami estimate.
7. THE LES IS A POISSON POINT PROCESS

One of the main applications of a Minami estimate is in proving that the local eigenvalue statistics, \( \xi_{L}^{E,\omega} \), converges weakly to a Poisson point process. In this section, we outline the proof given in [20] with some modifications from [4] in order to illustrate that the weaker form of the Minami estimate in Theorem 5.1 is sufficient to prove that the LES is a Poisson point process with an intensity measure determined by the DOS.

Let us recall the definition of the local eigenvalue statistics (LES) for a local, random Schrödinger operator \( H_{L}^{\omega} \). Let \( \{E_{j}^{L}(\omega)\} \) denote the eigenvalues of \( H_{L}^{\omega} \), including multiplicity. For a fixed energy \( E \) in the deterministic spectrum, we form the local point process, or local random measure, on \( \mathbb{R} \), by

\[
\xi_{L}^{\omega,E}(ds) = \sum_{j \in \mathbb{N}} \delta(||\Lambda_{L}|| \cdot (E - E_{j}^{L}(\omega)) - s)) \, ds, \tag{7.1}
\]

where \( \delta(s - E) \) is the delta distribution centered on \( E \in \mathbb{R} \). The random variables \( ||\Lambda_{L}|| \cdot (E - E_{j}^{L}(\omega)) \) are the rescaled eigenvalues of \( H_{L}^{\omega} \) centered at energy \( E \). The scaling reflects the fact that the Wegner estimate indicates that the average eigenvalue spacing is of size \( ||\Lambda_{L}|| \). We are interested in the weak limit of \( \xi_{L}^{\omega,E} \) as \( L \to \infty \). The delta functions capture the eigenvalues in a neighborhood of size \( ||\Lambda|| \) about \( E \).

**Theorem 7.1.** Let \( E < \min\{\gamma_{\infty}, r, E_{\text{loc}}\} \), where \( \gamma_{\infty} \) is defined in (4.27) and \( E_{\text{loc}} \) is defined in section 6. The LES \( \xi_{\omega,E}^{L} \) converges weakly to the Poisson point process on \( \mathbb{R} \) with intensity measure \( n(E) \, ds \), where \( n(E) > 0 \) is the density of states for the family \( H_{\omega} \).

The basic idea of the proof is that the point process constructed from the limit of appropriately scaled families of independent random variables should be Poisson. Although the eigenvalues of \( H_{L}^{\omega} \) are not independent, they are almost independent in the localization regime in the following sense. Because of localization, most of the eigenvectors are concentrated in much smaller regions of \( \Lambda_{L} \), on a scale \( \ell \ll L \). As in the proof of Theorem 6.1, we can construct approximate eigenvectors of \( H_{\omega}^{\ell} \) so that the corresponding eigenvalues are close to the eigenvalues of \( H_{L}^{\omega} \). Dividing the cube \( \Lambda_{L} \) into a collection of nonoverlapping subcubes \( \Lambda_{\ell} \), we arrive at a collection of local Hamiltonians \( H_{\omega}^{\ell} \) whose eigenvalues are independent for different subcubes.

In order to implement this idea, we follow [20]. We always assume that \( \ell, L \in r\mathbb{Z} \), with \( \ell = o(L) \). We divide \( \Lambda_{L} \) into disjoint boxes of side length \( \ell \), so that up to sets of measure zero coming from the boundaries,

\[
\Lambda_{L} = \bigcup_{j=1}^{M_{\ell}} \Lambda_{\ell,j}. \tag{7.2}
\]

We associate a local Hamiltonian \( H_{\omega}^{\Lambda_{\ell,j}} \) with each region \( \Lambda_{\ell,j} \) so that, by construction, the family of random Hamiltonians operators \( \{H_{\omega}^{\Lambda_{\ell,j}}\} \) are independent operators. We define random point measures for each of these operators
in analogy with $\xi_{\omega,E}^L$:

$$\xi_{\omega,E}^{\ell,j}(I) := \text{tr} \chi_{E + |\Lambda_L|^2 - 1} (H_{\omega,E}^{\ell,j})$$ (7.3)

We note that the scaling of the energy interval is that same as for $\xi_{\omega,E}^L$. From this array of local point processes $\{ \xi_{\omega,E}^{\ell,j} \mid j = 1, \ldots, M_{\ell} \}$, we form the superposition

$$\zeta_{\omega,E}^L := \sum_{j=1}^{M_{\ell}} \xi_{\omega,E}^{\ell,j}.$$

**Proof.** 1. The first step of the proof is to show that the two local point processes $\zeta_{\omega,E}^L$ and $\xi_{\omega,E}^L$ have the same limit points as $L \to \infty$. For appropriately chosen $\ell$, this is a consequence of spectral localization since $E$ is in the localization regime.

2. The second step is to show that the family $\{ \xi_{\omega,E}^{\ell,j} \mid j = 1, \ldots, M_{\ell} \}$ forms a uniformly, asymptotically-negligible array (uana). This requires that processes $\xi_{\omega,E}^{\ell,j}$ be independent for different $j \in \{1, \ldots, M_{\ell}\}$, which they are by construction. The array must also satisfy the following condition that follows from the Wegner estimate:

$$\lim_{L \to \infty} \sup_{j=1,\ldots,M_{\ell}} P\{ \xi_{\omega,E}^{\ell,j}(I) \geq 1 \} = 0; \quad (7.5)$$

These two conditions establish that $\{ \xi_{\omega,E}^{\ell,j} \mid j = 1, \ldots, M_{\ell} \}$ is a uana.

3. There are well-known necessary conditions on a uana that guarantee the weak convergence of the random process $\zeta_{\omega,E}^L$, constructed from its superposition, to a Poisson point process. The uana must satisfy a set of three conditions, which, from the theory of point processes, imply weak convergence to a Poisson point process with intensity measure $n(E) ds$, see [6, Theorem 9.2.V]. The conditions are that for any bounded, fixed interval, $I \subset \mathbb{R}$, the following hold,

$$\lim_{L \to \infty} \sup_{j=1,\ldots,M_{\ell}} \sum_{j=1}^{M_{\ell}} P\{ \xi_{\omega,E}^{\ell,j}(I) \geq 1 \} = n(E)|I|; \quad (7.6)$$

$$\lim_{L \to \infty} \sum_{j=1,\ldots,M_{\ell}} P\{ \xi_{\omega,E}^{\ell,j}(I) \geq 2 \} = 0. \quad (7.7)$$

4. The Wegner estimate quickly implies (7.5). Indeed, we obtain

$$P\{ \xi_{\omega,E}^{\ell,j}(I) \geq 1 \} \leq E \{ \xi_{\omega,E}^{\ell,j}(I) \} \leq C_W \left( \frac{\ell}{L} \right)^d |I|,$$

uniform with respect to $j$. Since $\ell = o(L)$, the result follows.
5. We next show \((7.7)\) that will follow from the weak Minami estimate of Theorem \(5.1\). From the definitions of the local processes \(\xi^{\ell,j}_{\omega,E}\), we have

\[
\sum_{j} \mathbb{P}\{\xi^{\ell,j}_{\omega,E}(I) \geq 2\} \leq \left(\frac{L}{\ell}\right)^{d} \sup_{j=1,...,M_{t}} \mathbb{P}\{\xi^{\ell,j}_{\omega,E}(I) \geq 2\} \\
\leq \left(\frac{L}{\ell}\right)^{d} \sup_{j=1,...,M_{t}} \mathbb{P}\{\text{tr} \chi_{E+|\Lambda_{L}|^{-1}I}(H^{\Lambda_{L},j}_{\omega}) \geq 2\}. \quad (7.8)
\]

We estimate the last probability in \((7.8)\) using the weak Minami estimate. For any \(p > 0\), there is a constant \(C_{M} > 0\), and a length scale \(L_{sp} > 0\) such that,

\[
\mathbb{P}\{\text{tr} \chi_{E+|\Lambda_{L}|^{-1}I}(H^{\Lambda_{L},j}_{\omega}) \geq 2\} \leq C_{M} \ell^{4d}\delta \log \delta^{-p}, \quad (7.9)
\]

for all \(L \geq L_{sp}\) and \(\delta \leq \exp(-(\log L)^{5})\). Choosing \(\delta = e^{-L}\) and \(p = 2\), we find that

\[
\mathbb{P}\{\text{tr} \chi_{E+|\Lambda_{L}|^{-1}I}(H^{\Lambda_{L},j}_{\omega}) \geq 2\} \leq C_{M}\left(\frac{\ell^{4d}}{L^{2}}\right) e^{-L}, \quad (7.10)
\]

establishing the result.

6. The second condition \((7.6)\) is a consequence of localization and standard results on density of states, along with \((7.7)\). The sum on the left in \((7.6)\) may be replaced with an expectation as follows. We have

\[
\mathbb{P}\{\xi^{\ell,j}_{\omega,E}[I] \geq 1\} = \mathbb{E}\{\xi^{\ell,j}_{\omega,E}[I]\} - \sum_{t \geq 2} \mathbb{P}\{\xi^{\ell,j}_{\omega,E}[I] \geq t\}, \quad (7.11)
\]

as follows from the definition of the expectation and the fact that \(\xi^{\ell,j}_{\omega,E}[I]\) is integer-valued. The weak Minami estimate \((5.2)\) allows us to bound the sum on the right in \((7.11)\). First, we have

\[
\sum_{t \geq 2} \mathbb{P}\{\xi^{\ell,j}_{\omega,E}[I] \geq t\} = \sum_{t \geq 2} (t-1)\mathbb{P}\{\xi^{\ell,j}_{\omega,E}[I] = t\} \\
\leq \sum_{t \geq 2} t(t-1)\mathbb{P}\{\xi^{\ell,j}_{\omega,E}[I] = t\} \\
\leq \mathbb{E}\{\xi^{\ell,j}_{\omega,E}[I]|(\xi^{\ell,j}_{\omega,E}[I] - 1)\} \\
\leq C\ell^{4d}\delta \log \delta^{-p}. \quad (7.12)
\]

As above, we choose \(\delta = e^{-L}\) and \(p = 2\), we have

\[
\sum_{t \geq 2} \mathbb{P}\{\xi^{\ell,j}_{\omega,E}[I] \geq t\} \leq C\left(\frac{\ell^{4d}}{L^{2}}\right) e^{-L}. \quad (7.13)
\]

The relation between \(\zeta^{L}_{\omega,E}\) and \(\xi^{L}_{\omega,E}\) discussed in step 1 allow us to to conclude that

\[
\lim_{L \to \infty} \mathbb{E}\{\zeta^{L}_{\omega,E}[I]\} = \lim_{L \to \infty} \mathbb{E}\{\xi^{L}_{\omega,E}[I]\},
\]

so we may replace \(\mathbb{E}\{\zeta^{L}_{\omega,E}[I]\}\) with \(\mathbb{E}\{\xi^{L}_{\omega,E}[I]\}\). Using Stone’s formula, we may write

\[
\mathbb{E}\{\xi^{L}_{\omega,E}[I]\} = \frac{1}{\pi} \lim_{\epsilon \to \infty} \sum_{k \in \Lambda_{L}} \int_{E} \frac{1}{|\Lambda_{L}|} \mathbb{E}\{\text{Im}(\delta_{k},R_{\omega,L}(s+i\epsilon)\delta_{k})\} \, ds. \quad (7.14)
\]
We next use localization in order to replace estimates involving $H^L_\omega$ with $H_\omega$. As in [20], this allows us to prove that for $k \in \Lambda_L$:

$$E \{ \text{Im} \langle \delta_k, R_\omega (s + i\epsilon) \delta_k \rangle \} = E \{ \text{Im} \langle \delta_k, R_\omega (s + i\epsilon) \delta_k \rangle \} + O(e^{-L}).$$

(7.15)

We also know that the DOS $n$ for $H_\omega$ is related to the Green’s function by the formula

$$E \{ \text{Im} \langle \delta_k, R_\omega (s + i\epsilon) \delta_k \rangle \} = \int \frac{\epsilon}{(s - t)^2 + \epsilon^2} n(t) \, dt,$$

(7.16)

independent of $k \in \mathbb{Z}^d$. Since the DOS is a continuous function, we may evaluate the $\epsilon \to 0$ limit of the right side of (7.16) and obtain $\pi n(s)$. Using the ergodicity of the matrix elements in (7.16), we have

$$\lim_{L \to \infty} E \{ \zeta_{L, E}^L \} = \lim_{L \to \infty} |\Lambda_L| \int_{E+\frac{1}{|\Lambda_L|}I} n(s) \, ds$$

$$= |I| \left[ \lim_{L \to \infty} \left( \frac{|I|}{|\Lambda_L|} \right)^{-1} \int_{E+\frac{1}{|\Lambda_L|}I} n(s) \, ds \right]$$

$$= |I| n(E),$$

(7.17)

by the Lebesgue Differentiation Theorem. This proves (7.6) and hence the process $\zeta_{E, I}^L$ converges weakly to a Poisson point process with intensity measure $n(E) \, ds$.

\[\square\]

A. One-parameter perturbations

In this section, we recall a key lemma from [7]. The proof, along with intermediate lemmas used in the proof, can be found in [7, Section 3].

This lemma is independent of the specific model we are interested in and relies only on functional analysis. In this appendix, we deal with one-parameter perturbations of a self-adjoint operator $A$. Let $A$ be self-adjoint operator on a separable Hilbert space, $\mathcal{H}$ and let $I \subset \mathbb{R}$ be an interval with $|I| \leq \frac{1}{2}$. We assume $A$ has $n$ eigenvalues in $I$ and there exists a gap between $I$ and the rest of the spectrum of $A$. Specifically, for any $\epsilon \in (0, \frac{1}{12})$, we suppose that

$$n := \text{tr} \chi_I(A) < \infty,$$

$$\text{dist}(A, \sigma(A) \setminus I) \geq 6\epsilon$$

(A.1)

where $\text{dist}(A, B)$ denotes the distance between two sets $A$ and $B$ in $\mathbb{R}$.

Let $B$ be a bounded, self-adjoint operator with $\|B\| \leq 1$ and consider the one-parameter family of operators,

$$A_s := A + sB$$

(A.2)

for $s \in (-\epsilon, \epsilon)$. Let $I_\epsilon = I + (-\epsilon, \epsilon)$ and let $\{E^s_i\}_{i=1}^n$ be the eigenvalues of $A_s$ in $I_\epsilon$. We also denote the average of these eigenvalues, $E^s = \frac{1}{n} \sum_{i=1}^n E^s_i$. We let $P_s$ denote the spectral projection for the self-adjoint operator $A_s$ and interval $I_\epsilon$.

Lemma A.1. [7, Lemma 3.1] Let $0 < \delta < \epsilon < \frac{1}{12}$. If the eigenvalues satisfy

$$\sup_{s \in [-\epsilon, \epsilon]} \sup_{i=1, \ldots, n} |E^s_i - E^s| \leq \delta,$$

(A.3)
then
\[ \| Ps(B - \nabla s E_s)P_s \| \leq 9 \sqrt{\frac{\delta}{\epsilon}}. \]  
(A.4)

B. A Cartan-type lemma and the size of bad configurations

The perturbation theory of section 3 proves that under the conditions of Theorem 3.2, there exists a configuration \( \hat{\omega} \) for which the eigenvalues of \( H_{\hat{\omega}} \), in a specified interval, are all nondegenerate, and for which the spacings between consecutive pairs of eigenvalues are all bounded below by \( 8\epsilon L(n-1)/(2d+1) \). On the other hand, we say that a configuration \( \omega \) is bad if the spacings for these eigenvalues are uniformly less that some \( \delta > 0 \). We need an estimate on the probability that these bad configurations occur.

Dietlein and Elgart [7] utilized a result of Bourgain [2] in order to estimate the probability of bad configurations. The Cartan Lemma established in Bourgain is the following:

**Lemma B.1.** Let \( F(x_1, \ldots, x_N) \) be a real analytic function on \( \Omega := [-\frac{1}{2}, \frac{1}{2}]^N \) that extends to a analytic function in the disk \( D^N \), where \( D := \{ z \in \mathbb{C} \mid |z| < 1 \} \). Furthermore, \( F \) satisfies the bound
\[ |F(z_1, \ldots, z_N)| < 1, \quad \text{for} \ (z_1, \ldots, z_N) \in D^N. \]

Suppose there is a point \( a \in \Omega \) so that
\[ |F(a)| > \epsilon, \]
for some \( 0 < \epsilon < \frac{1}{2} \). For any \( \delta > 0 \), we define the set \( E_\delta \) by
\[ E_\delta := \{ x \in \Omega \mid |F(x)| < \delta \}. \]

We then have,
\[ |E_\delta| < CN\delta^{\frac{\epsilon}{10 \log(1/\epsilon)}}, \]  
(B.1)

for two constants \( C, c > 0 \).

In an abstract setting, they considered a multi-parameter perturbation of an operator \( A \), similar to the one-parameter operator studied in appendix A. Let \( N \in \mathbb{N} \) and \( 0 \leq B_k \leq 1 \) be self-adjoint operators for \( k \in \{1, \ldots, N\} \) such that \( \sum_k B_k \leq 1 \). We consider the \( N \)-parameter family of operators,
\[ (s_1, \ldots, s_N) \mapsto A_s := A + \sum_k s_k B_k \]  
(B.2)

for \( (s_1, \ldots, s_N) \in (-\epsilon, \epsilon)^N \). Let us suppose that \( A(s) \) has \( n \) eigenvalues \( E_j(s) \) in an interval \( I \subset \mathbb{R} \). We define the eigenvalue spacing \( \text{spac}_I(A(s)) \) as above by
\[ \text{spac}_I(A_s) := \min_{1 \leq i \neq j \leq n} |E_i(s) - E_j(s)|. \]  
(B.3)

Bourgain [2, Lemma 1] used a Cartan-type lemma to prove a Wegner estimate. In [7, Lemma 3.4], Dietlein and Elgart apply this to the discriminant constructed from the \( n \) eigenvalues in \( I \):
\[ \text{disc}_I(A_s) := \prod_{1 \leq i < j \leq n} (E_i(s) - E_j(s))^2, \]  
(B.4)
rather than to the spacing function \( \text{spac}_I(A_s) \), since the spacing function is not analytic in \( s \). This is possible since we have

\[
|\{ s \in (-\epsilon, \epsilon)^N \mid \text{spac}_I(A_s) < \delta \}| \leq |\{ s \in (-\epsilon, \epsilon)^N \mid \text{disc}_I(A_s) < \delta \}|. \tag{B.5}
\]

The main consequence of Bourgain’s Lemma B.1 formulation of the Cartan Lemma is the following result due to Dietlein and Elgart.

**Theorem B.1.** [7, Lemma 3.4] Suppose that for some \( \delta_0 > 0 \), there exists a configuration \( s_0 \in (-\epsilon, \epsilon)^N \) so that

\[
\text{spac}_I(A_{s_0}) > \delta_0. \tag{B.6}
\]

Then, there exist constants \( C_1, C_2 > 0 \), independent of \( \epsilon \) and \( \delta_0 \), so that

\[
|\{ s \in (-\epsilon, \epsilon)^N \mid \text{spac}_I(A_{s_0}) < \delta \}| \leq C_1 N (2\epsilon)^N \exp \left( -\frac{C_2}{n^2} \frac{\log \delta}{\log \delta_0} \right), \tag{B.7}
\]

for all \( \delta \in (0, 1) \).

**C. Discrete Laplacians: Boundary conditions, eigenvalues, and eigenvectors**

We work with the positive Laplacian on \( \mathbb{Z}^d \),

\[
H_0 f(n) = 2d f(n) - \sum_{|k-n|=1} f(k). \tag{C.1}
\]

When we restrict \( H_0 \) to finite set, \( \Lambda \subset \mathbb{Z}^d \), we usually do so in the most natural way by simply truncating the full space operator \( H_0^\Lambda := \chi_\Lambda H_0 \chi_\Lambda \), producing what is known as simple boundary conditions. We need different boundary conditions, however, in order to prove a lattice version of Dirichlet-Neumann bracketing. Our definitions of Neumann and Dirichlet boundary conditions are equivalent to the ones given in [15, Section 5.2], but we give a different formula. To help define these operators, we define an auxiliary, diagonal operator, \( m_\Lambda \), with diagonal terms

\[
m_\Lambda(n, n) := \# \{ k \in \mathbb{Z}^d \mid |n - k| = 1, \ k \notin \Lambda \}, \tag{C.2}
\]

counting the number of nearest neighbors of \( n \) that are not in \( \Lambda \), and with off-diagonal terms \( m_\Lambda(n, k) = 0, k \neq n \).

**Definition C.1.** Let \( H_0 \) be the lattice Laplacian defined in (C.1), and let \( \Lambda \subset \mathbb{Z}^d \) be a cube. The restriction of \( H_0 \) to \( \Lambda \) with

1. with simple boundary conditions, \( H_0^\Lambda \), is defined by

\[
H_0^\Lambda := \chi_\Lambda H_0 \chi_\Lambda, \tag{C.3}
\]

2. with Dirichlet boundary conditions, \( H_0^{\Lambda,D} \), is defined by

\[
H_0^{\Lambda,D} := H_0^\Lambda + m_\Lambda, \tag{C.4}
\]

3. and with Neumann boundary conditions, \( H_0^{\Lambda,N} \), is defined by

\[
H_0^{\Lambda,N} := H_0^\Lambda - m_\Lambda. \tag{C.5}
\]
Remarks C.2. 1.) The lattice Laplacian $H_0$ defined in (C.1) is the positive Laplacian so $\sigma(H_0) = [0, 4d]$ and the spectrum of each of the above cutoff operators is contained in $[0, 4d]$. 2.) As mentioned above, the Dirichlet and Neumann lattice Laplacians are used in the Dirichlet-Neumann bracketing result (3.1).

We enumerate the eigenvalues and eigenfunctions of the Dirichlet and Neumann Laplacians on cubes. Let $\Lambda_L \subset \mathbb{Z}^d$ be a cube consisting of $L^d$ sites. Define $\tilde{\Lambda}_L \subset \mathbb{R}^d$ as the union of all cubes of side length 1 centered at sites in $\Lambda_L$. For example, if $\Lambda_L = \{1, \cdots, L\}^d$, then $\tilde{\Lambda}_L = [1/2, L + 1/2]^d$.

It can be checked that eigenfunctions of the discrete Laplacian on $\Lambda_L$ with Dirichlet or Neumann boundary conditions are the restriction of eigenvectors of the continuum Laplacian on $\tilde{\Lambda}_L$ with corresponding boundary condition. We can, therefore, simply enumerate the eigenvectors and eigenvalues of $H_{0, L}^{\Lambda, D}$ and $H_{0, L}^{\Lambda, N}$. The eigenvectors have the form:

$$\psi_{n_1, \cdots, n_d}^{\Lambda, D}(k) = \prod_{i=1}^d \sin\left(\frac{\pi n_i}{L} (k_i - 1/2)\right),$$

and the corresponding eigenvalues:

$$E_{n_1, \cdots, n_d}(H_{0, L}^{\Lambda, D}) := 2d - 2 \sum_{i=1}^d \cos(\pi n_i / L),$$

$$E_{m_1, \cdots, m_d}(H_{0, L}^{\Lambda, N}) := 2d - 2 \sum_{i=1}^d \cos(\pi m_i / L),$$

where $n_i \in \{1, \cdots, L\}$ and $m_i \in \{0, \cdots, L - 1\}$.
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