Probabilistic Hosting Capacity Enhancement in Non-Sinusoidal Power Distribution Systems Using a Hybrid PSOGSA Optimization Algorithm
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Abstract: The high penetration of distributed generation (DG) units with their power-electronic interfaces may lead to various power quality problems, such as excessive harmonic distortions and increased non-sinusoidal power losses. In this paper, the probabilistic hosting capacity (PHC) due to the high penetration of photovoltaic units in a non-sinusoidal power distribution system is investigated. A C-type harmonic filter is proposed, to maximize the harmonic-constrained PHC. An optimization problem is formulated by using a Monte Carlo simulation, taking into account various uncertain parameters, such as the intermittent output power of the DGs, background voltage harmonics, load alteration, and the filter parameters’ variations. In addition, different operational constraints have been considered, such as the bus voltage, line thermal capacity, power factor, and individual and total harmonic distortion limits. A swarm-based, meta-heuristic optimization algorithm known as the hybrid particle swarm optimization and gravitational search algorithm (PSOGSA) has been examined for the optimal design of the proposed filter. Besides, other optimization algorithms were examined for validation of the solution. The PHC results obtained are compared with the conventional deterministic HC (DHC) results, and it is found that the PHC levels are higher than those obtained by conservative HC procedures, practical rules of thumb, and the DHC approaches.
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1. Introduction

Renewable energy resources play a vital role in current energy systems, driven by their sustainability, eco-friendliness, and techno-economic advantages [1,2]. Nowadays, the energy generation mix has been upgraded in many countries such as Germany, Australia, and the United Kingdom, to include more renewable distributed generation (DG) units instead of the conventional fossil-fuel-based resources, to solve various challenges such as future energy needs, remarkable oil price fluctuations, increasing risks of fossil-fuel pollution, and energy conservation strategies, to minimize transmission and to distribution network losses [3–5]. Consequently, the liberalization of electric energy markets has led to an augmented integration of DG units, such as photovoltaics (PV) and wind turbines (WT) in today’s power systems [6]. However, unplanned and excessive
penetration of DG may turn its advantages into disadvantages with possible operational hazards such as increased overvoltage risks, overloading of electrical equipment, and reversal power flows, with negative impacts on the network’s protection schemes, and power quality (PQ) problems.

Electrical systems are highly vulnerable to these risks when DG penetration exceeds the maximum allowable level that ensures safe and reliable operation, the so-called system hosting capacity (HC) limit. Simply, HC analysis is of paramount importance to modern network planners and operators, in order to gain clear insight into fast-changing electrical networks that are subject to the high penetration of DGs of intermittent and unpredictable natures [7,8]. In this context, electric utilities and DG investors have paid much attention to HC enhancements, to allow greater DG integration, while ensuring safe and reliable network operation. In the near-past, different rules of thumb were used as quick DG assessment tools by distribution system operators (DSOs) in many countries, to evaluate DG integration requests. These practical rules can be categorized into three main types, based on the loading/generation ratio, short-circuit capacity considerations, and thermal capacities of equipment [1,2]. For example, South Africa uses a rule that the total DG capacities should not exceed 15% of the feeder ultimate load, complying with the loading/generation ratio. South Korea uses a rule that limits the connected DG capacities not to surpass 20% of the feeding distribution transformer rating complying with the thermal capacity of the network component, and Spain imposes a rule that the sum of the integrated DG capacities should not exceed 10% of the short-circuit thermal capability at the point of common coupling (PCC) [2].

Various methodologies have been investigated to enhance network HC [9] and can be categorized into six types, namely (1) reactive power control, (2) voltage control through on-load tap changer transformers (OLTC), (3) system reinforcement and reconfiguration, (4) energy storage technologies, (5) active power curtailment, and (6) harmonics mitigation techniques [1]. Reactive power control was found to be one of the most efficient HC enhancement techniques, as it overcomes the overvoltage problems arising from high DG penetration. Several reactive power control methods are used such as shunt capacitor banks, static Var compensators (SVC), and DG units controlled by smart inverters [10–12]. Usually, primary distribution transformer substations are managed by using OLTC transformers. Recently, many researchers have found that the optimal control of OLTCs has beneficial effects on enhancing the system voltage profile, thus increasing the system’s HC [13–16]. Also, distribution system reconfiguration and reinforcement are competent methodologies for HC enhancement. HC enhancement via static and dynamic methodologies was examined in [17–19] to reconfigure power systems with renewable energy resources. Besides, HC enhancement using the optimal conductor reinforcement framework was proposed in [20], and a new feeder reinforcement index (FRI) was proposed, to support the DSOs and network designers in determining the priority plan for the feeders’ reinforcement. It was found that the introduced reinforcement approach attained higher HC levels, compared to conventional techniques. Furthermore, energy storage systems (ESSs) allow for efficient decoupling between the load demand and energy generation. Therefore, they may help in mitigating the overvoltage arising from excessive DG integration and enhancing the system’s HC, as well as having well-known benefits such as voltage control, power loss reduction, and peak demand shedding [21–23]. Also, active power curtailment techniques are applied to large-scale DG units where utilities can dispatch (curtail) the output power of these units to match the demand requirements, in order to comply with the operational limits of the power system. Many curtailment techniques have been presented in the literature, such as soft and hard curtailment techniques in [24], and fixed curtailment and voltage-dependent volt/watt control methodologies in [25]. A comprehensive review of the state-of-the-art of the HC assessment and enhancement in modern power systems can be found in [1].

From a PQ perspective, on one hand, the rapidly rising adoption of nonlinear loads, such as variable frequency drives (VFDs) have a remarkable impact on the PQ of electrical distribution systems. On the other hand, the integration of large-scale grid-integrated DG systems, with their power electronic-based interfaces, may lead to highly distorted power distribution systems. Therefore, various
harmonic mitigation techniques have been proposed, to enhance harmonic-constrained HCs to comply with international PQ limits, such as single-tuned passive filters in [8], C-type passive filters in [7], and active harmonic filters in [26]. In addition, inter- and supra-harmonics and their impacts on HC assessment were examined in [27]. However, a dynamic framework that employs numerous uncertain parameters such as variable DG-produced power caused by climate fluctuations, the uncertainty of DG integration location and unit ratings, daily load profile variations, and uncertainties in network modeling in the case of the absence of confirmed real-time measurements is required to express HC better. In this regard, it was found that that deterministic HC (DHC) assessment methodologies only show a conservative (worst-case) figure for a network’s capability to host more DG units [28]. For that reason, recent studies have started to use the probabilistic hosting capacity (PHC), unlike DHC studies, which ignore the uncertainty of the electrical parameters [29,30]. The Monte Carlo simulation (MCS) is commonly used to handle the uncertainty of electrical parameters [31].

In this paper, the PHC of a harmonic-distorted power distribution system is explored in the presence of high PV penetration. A proposed C-type passive harmonic filter is proposed to maximize the harmonic-constrained PHC. The C-type harmonic filter is a high-pass passive filter, used in both utility and industrial networks, since it ensures harmonic mitigation for a wide range of harmonics, and it reduces resonance risks. In addition, the C-type filter operates as a standalone shunt capacitor bank at the fundamental frequency, and therefore its fundamental power loss is significantly lower than that of other passive filter types. An optimization problem is formulated by using the MCS framework, considering various uncertainty indices such as the intermittent output power of the DGs, background voltage harmonics, load alterations, and the filter parameters’ uncertainties. The bus voltage limits, line thermal capacity, power factor, and individual and total harmonic distortion limits have been considered as the problem constraints. A meta-heuristic swarm-based optimization algorithm known as hybrid particle swarm optimization and gravitational search optimization (PSOGSA) has been used for the optimal design of the proposed filter. The proposed filter design using PSOGSA was compared with other design approaches, using the well-known particle swarm optimization (PSO) and the crow search algorithm (CSA) and it was found that the proposed design outperforms conventional design approaches. Further, the impact of multi-pulse VFDs on the system’s PHC is investigated. The main contributions of this paper are as follows:

a. PHC assessment is performed under the presence of numerous uncertain parameters using MCS.
b. Different meta-heuristic optimization techniques are utilized for the optimal design of the proposed filter, taking into account numerous uncertainties of the parameters and the operational power quality indices.
c. A comparative analysis of the DHC and PHC results is presented.
d. The impact of multi-pulse VFDs on the system’s PHC is investigated. To the best of the authors’ knowledge, no work in the literature has considered this impact.
e. The proposed filter design using PSOGSA was compared to other design approaches, using the PSO and the CSA, and it was found to achieve higher PHC levels than the conventional HC results.

Unauthorized DG units may cause reliability and power quality (PQ) issues and implications. In this regard, the proposed PHC enhancement via harmonic mitigation is believed to provide a way forward for the development of non-sinusoidal power distribution systems with additional nonlinear loads and DG alliance room, while complying with the system operation and reliability requirements.

The rest of the paper is organized as follows: Section 2 introduces the mathematical formulation of the optimization problem. Section 3 presents the problem formulation. In Section 4, the results obtained are presented and discussed for the system under study. The impact of using multi-pulse VFDs is explored, and a comprehensive analysis of the DHC and PHC results is provided. Finally, Section 5 presents the conclusions and future works.
2. Mathematical Model Formulation

Figure 1 represents the configuration of the distribution system considered in this work. This system is a balanced, symmetric industrial distribution system consisting of a utility substation (slack bus), distribution feeder, and hybrid loads comprised of linear loads (induction motors), and nonlinear loads represented by six-pulse VFDs, and a DG unit (represented by a PV system) that is interfaced with the system through power-electronic interface inverters, and a shunt C-type harmonic filter. In this work, three possible harmonic sources are taken into consideration, namely the background voltage harmonics that are present in the utility, current harmonics injected from the PV system, and the harmonic currents due to the load nonlinearity.

When a probabilistic analysis is undertaken, the calculation of the problem’s uncertain parameters is done through MCS. The MCS is utilized to develop a large number of probabilities of the studied parameter. For each probability, the 95th percentile of the considered parameter is calculated. In this work, each normal distribution was obtained from MCS, using 1000 samples, and considering a relevant appropriate uncertainty tolerance level for each parameter.

2.1. System Modeling

In this section, the mathematical model of the examined distribution system and its probabilistic parameters are presented. In a probabilistic mathematical environment, various types of uncertainties are present. To handle them, probabilistic distributions, such as the normal probability density function (PDF) are usually utilized to represent the variations of these uncertain parameters. In this work, the normal PDF \( T(x) \) is defined by the expected mean value \( (\mu) \) and the standard deviation \( (\sigma) \) as follows [32]:

\[
T(x) = \frac{1}{\sigma \times 2\pi} \times \exp \left[ -\frac{(x - \mu)^2}{2\sigma^2} \right] \tag{1}
\]

If \( x_{\text{min}} \) and \( x_{\text{max}} \) are the minimum and maximum limits of the input random variable \( x \) so that \( (x_{\text{min}} \leq x \leq x_{\text{max}}) \), then the expected mean value for a 95% confidence level (CL) that the random variable \( x \) is present within its limits \( (\mu^{95}) \) is obtained as follows [32]:

\[
\mu^{95} = \frac{(x_{\text{max}} - x_{\text{min}})}{2} \times 1.96 \tag{2}
\]
2.1.1. Electric Utility Model

To simulate a practical condition, the utility grid is represented as a distorted voltage source that feeds the system with a sinusoidal fundamental supply, in addition to the superimposed background voltage harmonics.

2.1.2. Line Model

For the harmonic load flow calculations, the electrical feeders or lines are represented by their \( h \)-th harmonic admittances. The \( h \)-th harmonic admittance of the line \( Y_{hL} \) is given as follows:

\[
Y_{hL} = \frac{1}{Z_{hL}} = \frac{1}{R_{hL} + jX_{hL}}
\]

where \( Z_{hL} \) is the \( h \)-th impedance of the line, \( R_{hL} \) is the line’s resistance, and \( X_{hL} \) is the \( h \)-th inductive reactance of the line.

2.1.3. Load Model

Under the deterministic considerations, the hybrid loads are generally composed of linear and nonlinear loads. Typical linear loads are lighting, small-power, and heating loads. On the other hand, nonlinear industrial loads are typically VFDs. From a mathematical modeling perspective, the typical linear load is modeled by using a parallel arrangement of a resistance and an inductive reactance, which are obtained from the fundamental load flow analysis. Thus, the equivalent admittance of the linear load is established as follows:

\[
Y_{d,linear}^{h} = \alpha_{l}\left[ \frac{P_{L95}}{|V_{1L}|^2} - j\frac{Q_{L95}}{|V_{1L}|^2} \right]
\]

where \( P_{L95} \) and \( Q_{L95} \) are the 95th percentiles of the active and reactive powers of the load, respectively. \( \alpha_{l} \) represents the linear load portion with respect to the total load composition. Consequently, \( \alpha_{nl} \) represents the nonlinear load portion, which varies from 0 (pure linear load) to 1 (100\% nonlinear load). Accordingly,

\[
\alpha_{l} + \alpha_{nl} = 1
\]

As recommended by the IEEE standard 519 [33], the nonlinear load is usually modeled by a current source injecting the corresponding harmonic currents. The magnitude of the nonlinear load’s fundamental current \( I_{1nl} \) can be obtained by fundamental load flow analysis, as given below:

\[
I_{1nl} = \alpha_{nl}\left[ \frac{P_{L95} + jQ_{L95}}{|V_{1L}|} \right]
\]

Thus, for higher-order harmonic currents, the \( h \)-th nonlinear load’s harmonic current \( I_{hnl} \) is calculated by:

\[
I_{hnl} = \beta_{h} \times I_{1nl}
\]

where \( \beta_{h} \) denotes the ratio of the \( h \)-th harmonic current to the fundamental current.

2.1.4. PV System Model

From the harmonic load flow perspective, the DG source, represented by a PV system in this work, is usually modeled as a harmonic current source [8]; thus:

\[
I_{PV}^{h} = \frac{\beta_{PV}^{h} \times I_{1PV}}{V_{L}^{95}}
\]

\[
I_{1PV} = \frac{S_{PV}^{95}}{V_{L}^{95}}
\]
where $I_{PV}^h$ and $I_{PV}^h$ are the fundamental and the $h$th harmonic currents of the PV system, respectively. In addition, $\beta_{PV}^h$ denotes the ratio of the $h$th harmonic current to the fundamental current of the PV system, and $S_{PV}^{95}$ is the 95th percentile of the injected apparent power of the PV system.

### 2.1.5. Harmonic Filter Model

The proposed C-type harmonic filter is a high-pass passive filter that guarantees proper harmonic mitigation for a wide range of harmonics, eliminates resonance risks, and has a very low power loss compared to other passive filter types as it acts as a shunt capacitor bank at the fundamental frequency [7]. Figure 2 represents the equivalent circuit of the proposed harmonic filter.

![Figure 2. The per-phase equivalent circuit of the proposed C-type shunt passive filter.](image)

As shown in Figure 2, the proposed C-type shunt passive filter consists of a main capacitor $C_{F1}$ designed to provide the required reactive power support at the fundamental frequency. This main capacitor is connected in series with a double-arm combination of an inductor ($L_F$), an auxiliary capacitor ($C_{F2}$), and a resistance ($R_F$). The inductive reactance ($X_{LF}$) and the auxiliary capacitive reactance ($X_{CF2}$) should be tuned at the fundamental frequency; that is, $X_{LF} = X_{CF2} = X_F$, where $X_F$ is the filter equivalent reactance at the fundamental frequency, to bypass the resistor and to operate at a remarkably low power loss at the fundamental frequency. Accordingly, the $h$th harmonic impedance of the filter ($Z_{PF}^h$) can be calculated as the equivalent impedance of both the impedance of the main capacitor ($Z_{CF1}$) and the impedance of the double-arm branch ($Z_{shunt}$), as follows:

$$Z_{PF}^h = Z_{CF1} + Z_{shunt} = \frac{1}{j}\left(\frac{X_{CF1}}{\beta} + \beta \frac{jR_F(1 - h^2)}{hR_F + jX_F(h^2 - 1)}\right) \tag{9}$$

### 2.2. Load Flow of the System

In this work, the well-known Newton–Raphson method is used to solve the load flow problem of the test system at the fundamental frequency, in order to obtain the fundamental voltages and currents of the system. Then, harmonic power flow (HPF) analysis is performed to find the non-fundamental harmonic voltages and currents of the system. The electric utility and the studied hybrid load are modeled as the slack and PQ bus, respectively. The PV system is assumed to operate at the unity power factor (PF).

From a conventional deterministic perspective, the $h$th harmonic line current vector ($[I^h]$) can be obtained as follows:

$$[Y^h] \times [V^h] = [I^h] \tag{10}$$

where $[V^h]$ and $[Y^h]$ are the harmonic voltage and the network’s admittance matrices for the $h$th harmonic, respectively.
3. Problem Formulation

In this work, the main objective of the proposed optimization problem is to maximize the system’s PHC, considering various possible uncertainties of parameters under non-sinusoidal operations. Therefore, the proposed C-type is optimally designed to achieve the optimization objectives mentioned earlier.

The concept of uncertainty handling in the PHC analysis is illustrated in a simplified way in Figure 3, while considering the bus voltage as an illustrative index for the PHC assessment.

![Figure 3](image-url)

Figure 3. The concept of uncertainty handling in PHC analysis.

As shown in Figure 3, in the PHC analysis, different results can be achieved, such as the pessimistic result (PHC_U), which represents the PHC value by using the upper uncertainty level of the bus voltage, the realistic result (PHC_95), which represents the PHC value by using a high percentile, such as the 95th percentile of the bus voltage, and the optimistic result (PHC_L), which represents the PHC value by using the lower uncertainty level.

3.1. Objective Function

In this work, the objective function (OF) of the proposed optimization problem is to maximize the system’s PHC, as formulated below:

\[
OF = \text{Maximize } PHC^{95} = PHC^{95}\left(\chi_{cF1}^{95}, \chi_{f}^{95}, R_{f}^{95}, P_{PV}^{95}\right)
\]  

(11)

where \(PHC^{95}\) represents the 95th percentile of the PHC, and where \(\chi_{cF1}^{95}, \chi_{f}^{95}\) and \(R_{f}^{95}\) are the 95th percentiles of the filter’s main capacitive reactance, the filter’s equivalent reactance at the fundamental frequency, and the filter’s damping resistance, respectively. \(P_{PV}^{95}\) is the 95th percentile of the injected active power of the PV system.

3.2. Constraints

Due to the probabilistic nature of the studied network parameters, the relevant problem constraints should be selected, to account for these parameter uncertainties. Therefore, an appraisal of the problem constraints is performed by using the percentile concept to ensure that the achieved results are bounded within the preset constraints within the considered CL. In this study, five constraints are considered as follows:
3.2.1. Bus Voltage Constraint

The 95th percentile of the bus rms voltage \( V_{95}^B \) should be kept within its specified minimum and maximum limits; thus:

\[
V_{\text{min}}^B \leq V_{95}^B \leq V_{\text{max}}^B \tag{12}
\]

where \( V_{\text{min}}^B \) and \( V_{\text{max}}^B \) are the minimum and maximum bus voltages, respectively. In this work, the considered minimum and maximum bus voltage limits are 0.95 and 1.05 pu, respectively.

3.2.2. Line Capacity Constraint

The 95th percentile of the line’s current \( I_{95}^{L,Rms} \) is constrained by its maximum thermal capacity limit \( I_{L,max}^{\text{rms}} \), as expressed in (13):

\[
I_{95}^{L,Rms} \leq I_{L,max}^{\text{rms}} \tag{13}
\]

3.2.3. DG Capacity Constraint

The 95th percentile of the total active power produced by the DG unit is bounded by the total connected load capacity, to avoid excessive reverse power flows. In this study, 100% penetration is considered as the upper boundary for the total DG penetration [19].

3.2.4. Displacement and True Power Factors Constraints

The 95th percentiles of both the displacement power factor (DPF\(^{95}\)) and the power factor (PF\(^{95}\)) at the point of common coupling (PCC) have to be sustained in their satisfactory ranges, as follows:

\[
DPF_{\text{min}} \leq DPF^{95} \leq DPF_{\text{max}} \tag{14}
\]

\[
PF_{\text{min}} \leq PF^{95} \leq PF_{\text{max}} \tag{15}
\]

where \( DPF_{\text{min}} \) and \( DPF_{\text{max}} \) are the minimum and maximum DPF limits, respectively. \( PF_{\text{min}} \) and \( PF_{\text{max}} \) are the minimum and maximum PF limits, respectively. In this work, \( DPF_{\text{min}} \) and \( PF_{\text{min}} \) are considered as 0.92 lagging, while \( DPF_{\text{max}} \) and \( PF_{\text{max}} \) are considered as unity, respectively [34].

3.2.5. Harmonic Distortion Constraints

In the presence of multiple current and voltage harmonic distortion sources in the network, specific constraints should be considered, to avoid operational hazards due to excessive harmonic distortions. In our study, the IEEE Standard 519 recommended limits were followed. Accordingly, \( TDD^{95} \), \( THDV^{95} \), and the \( h \)th harmonic individual current and voltage distortions \( IHCD_h^{95} \) and \( IHVD_h^{95} \), respectively, should be calculated and constrained as follows:

\[
TDD^{95} = \sqrt{\frac{\sum_{h>1} |I_{95}^{h,L}|^2}{I_{fl}}} \leq TDD_{\text{max}} \tag{16}
\]

\[
THDV^{95} = \sqrt{\frac{\sum_{h>1} |V_{95}^{h,L}|^2}{V_{L}}} \leq THDV_{\text{max}} \tag{17}
\]

\[
IHCD_h^{95} (%) = \frac{|I_{95}^{h,L}|}{I_{L}} \times 100 \leq IHCD_{h,\text{max}} \tag{18}
\]

\[
IHVD_h^{95} (%) = \frac{|V_{95}^{h,L}|}{V_{L}} \times 100 \leq IHVD_{h,\text{max}} \tag{19}
\]
where $TDD_{\text{max}}, THDV_{\text{max}}, IHCD_{h,\text{max}}$, and $IHVD_{h,\text{max}}$ are the maximum allowable limits recommended by the IEEE 519 for $TDD^{95}, THDV^{95}, IHCD^{95}$, and $IHVD^{95}$, respectively. $I_{f}$ is the full load current (maximum demand) under normal operating conditions. $I_{L}^1$ and $V_{L}^1$ represent the fundamental line current and bus voltage, respectively. $V_{h}^l$ is the $h$th harmonic voltage at the PCC. The 95% percentiles of the harmonic distortion limits have been considered, in accordance with the IEEE standard 519 recommendations [33].

4. Search Algorithm

Recently, numerous meta-heuristic optimization algorithms have been established, such as PSO, Differential Evolution (DE), Genetic Algorithm (GA), Ant Colony (AC), Gravitational Search Algorithm (GSA), and CSA. The main aim of these algorithms is to achieve the best result (global optimum) from all achieved outcomes, in a time-effective manner. To achieve this, two key features should be included in any optimization algorithm, to help find the desired global optimum, namely exploration and exploitation [35]. In the literature, many trials have been performed, to combine together several heuristic optimization algorithms in a hybrid technique that aims to utilize the advantages of each independent technique, which helps achieve results that are superior to what can be achieved by each algorithm individually [36]. Figure 4 represents a comprehensive flowchart of the proposed problem formulation.

4.1. PSOGSA Algorithm

In this work, the PSOGSA optimization algorithm is used for the optimal design of the proposed harmonic filter. The main idea of PSOGSA is to combine PSO’s social thinking (exploitation) capability with the GSA’s local search (exploration) ability [37–40]. Gravitational search algorithm (GSA) is one of the recent meta-heuristic optimization algorithms that was developed to mimic the Newtonian laws of gravity and motion [39]. It has shown remarkable search abilities in solving various optimization problems. However, it still has some disadvantages, such as slow convergence, and the tendency to become stuck in the local minima. In order to merge the PSO and GSA optimization algorithms, the position-updating equation of the search agent’s velocity ($v_{t+1}^j$) is given as follows [35,37]:

$$v_{t+1}^j = r_1 \cdot v_t^j + C_X \cdot r_2 \cdot a_t^j + C_Y \cdot r_3 \cdot a_t^j \left( X_{\text{best}} - X_t^j \right) \quad \forall j \in N_{\text{max}}$$

(20)

where $X_t^j$, $v_t^j$, and $a_t^j$ are the position, velocity, and acceleration of the $j$th agent at the $t$th iteration, respectively. $r_1$, $r_2$, and $r_3$ are uniformly distributed random numbers in the range of $[0, 1]$. $C_X$ and $C_Y$ are positive coefficients. $X_{\text{best}}$ is the best position achieved so far. $N_{\text{max}}$ is the maximum number of iterations.

In addition, the position of each search agent in the swarm is updated as follows:

$$X_{t+1}^j = X_t^j + v_{t+1}^j$$

(21)

The parameters of PSOGSA considered in this work are summarized in Table 1. To validate the achieved solution through the PSOGSA algorithm, other optimization algorithms have been examined for solution validation, namely, the PSO and CSA optimization algorithms. The PSOGSA is proposed in this work, due to its superior performance in both the exploitation and exploration processes, and its faster convergence capability when compared to the widely known meta-heuristic algorithms such as PSO and CSA. Due to these benefits, the PSOGSA has been used to resolve various engineering problems in the literature [41,42].

4.2. PSO Algorithm

PSO is an evolutionary, heuristic-based optimization algorithm inspired by the social behavior of bird swarms. It is one of the most widely used optimization techniques in the literature. The main idea
of the PSO algorithm is that it mathematically mimics the motion of a number of search agents (particles) which hover around in the search space to reach the target food location (best solution) [35,40]. The parameters of PSO considered in this work are summarized in Table 1.

Figure 4. A comprehensive flowchart for the proposed problem formulation.
4.3. CSA Algorithm

The CSA is a nature-inspired optimization algorithm that simulates the social performance of crows. Crows are considered as one of the smartest birds because they can remember faces, use tools, interconnect in complicated ways, and remember their food hiding places a long time later. In addition, crows are acquisitive birds and each crow attempts to steal other crows’ food. The mathematical model of CSA is explained in [43–45]. The controlling parameters of the CSA implemented in this paper are presented in Table 1.

| Algorithm | Parameter | Value |
|-----------|-----------|-------|
| PSOGSA    | Number of search agents | 20    |
|           | $C_X$     | 0.5   |
|           | $C_Y$     | 1.5   |
|           | Gravitational search algorithm (GSA)-controlling constant ($\alpha$) | 20    |
|           | GSA initial gravitational constant ($G_0$) | 1     |
|           | Maximum number of iterations ($N_{\text{max}}$) | 500   |
| PSO       | Number of search agents | 20    |
|           | Cognitive coefficient ($C_1$) | 2     |
|           | Acceleration coefficient ($C_2$) | 2     |
|           | Minimum inertia weight | 0.1   |
|           | Maximum inertia weight | 1.1   |
|           | Maximum number of iterations | 500   |
| CSA       | Number of search agents | 20    |
|           | Flight length ($f_f$) | 2     |
|           | Awareness probability ($AP$) | 0.1   |
|           | Maximum number of iterations | 500   |

5. Simulation Results and Discussion

5.1. System Under Study

The configuration of the power distribution system considered in this work is presented in Figure 2. This system is a balanced, symmetric industrial distribution system consisting of a utility substation (slack bus), distribution feeder, and hybrid loads comprised of linear loads (induction motors) and nonlinear loads, represented by six-pulse variable frequency drives (VFDs), and DG units (represented by a PV system) interfaced with the system through power-electronic interface inverters, and a shunt $C$-type harmonic filter. The base voltage and apparent power of the examined system are 13.8 kV and 7.5 MVA, respectively. The slack bus voltage is 1 pu. The system harmonic limits are observed at the load bus, and thus it is considered as the PCC. This system has a total load power factor of 0.92 lagging. Thus, the rated load active and reactive power demands are considered as 0.92 and 0.39 pu, respectively. The line and load data are obtained from [7]. The ratio of nonlinear load power to total load power is considered to be 25%. The harmonic spectrum of the considered background voltage harmonics, PV nonlinear current, and nonlinear load current are given in Appendix A. It can be easily noted from [7,34] that the uncompensated distribution system suffers from excess harmonic distortions that exceed the IEEE 519 standard limits, as presented in [34] and summarized below:

- The THD$V$ level of the uncompensated test system is 5.4563%, which exceeds the acceptable standard limit (5%).
- The 25th individual current harmonic ($IHCD_{25}$) of the uncompensated system is 1.0548%, which surpasses the maximum allowable limit (1%).
- The 5th individual voltage harmonic ($IHVD_{25}$) of the uncompensated system is 3.22%, which exceeds the maximum acceptable limit (3%).
Due to the above limit violations, the uncompensated system cannot host any DG unit, because of the harmonic distortion in the system. Also, DG penetration may deteriorate the system operational indices further. To solve this problem, a proposed C-type passive harmonic filter is proposed, to mitigate the harmonic distortion problems of the uncompensated system, and consequently strengthen its capability to enhance the system’s HC. Different meta-heuristic optimization techniques are investigated for the optimal design of the proposed filter, namely PSOGSA, PSO, and CSA. The following sections present the detailed results of both the DHC and the PHC assessments. Afterwards, a comparative analysis between the achieved DHC and PHC results is presented. Finally, the impact of multi-pulse VFDs on the system’s PHC is presented and discussed.

5.2. DHC Results

The DHC of the studied system is investigated under the prescribed operating conditions. The proposed C-type harmonic filter design, using the PSOGSA algorithm was compared with other design methodologies, using the PSO and CSA algorithms. Table 2 presents the optimal filter parameters and the system main operational indices, using the three examined optimization techniques.

It can be concluded from the results presented in Table 2 that the proposed filter design using the PSOGSA algorithm outperformed the other designs, using PSO and CSA, as it led to higher HC levels, an enhanced voltage profile of the system, lower TDD levels, reduced THDV levels, and increased PF and DPF values. In addition, it was noticed that the optimal filter parameters achieved by the PSOGSA led to slightly higher reactive power support from the filter than the other approaches. However, this reactive power support attained a higher bus voltage at 0.991 pu. Furthermore, the filter resistance (RF) achieved by using the PSOGSA was smaller than those obtained by other approaches, resulting in a lower filter loss, and consequently, the lowest total power loss among the studied approaches.

Table 2. Operational parameters and deterministic HC (DHC) results obtained using the designed filters.

| Parameter                  | Base System | PSOGSA | PSO  | CSA  |
|----------------------------|-------------|--------|------|------|
| Optimized filter parameters | Q<sub>filter</sub> (MVar), R<sub>F</sub> (pu), X<sub>l</sub> (pu) | – 4.206 0.632 0.189 | 3.902 0.662 0.173 | 3.894 0.677 0.165 |
| V<sub>min</sub> (pu)       | 0.9493      | 0.991  | 0.988  | 0.987  |
| TDD (%)                    | 6.6302      | 7.9682 | 8.000  | 8.000  |
| THDV (%)                   | 5.4563      | 4.0404 | 4.1023 | 4.1233 |
| Line loss (pu)             | 0.03766     | 0.03022 | 0.0377 | 0.00419 |
| Filter loss (pu)           | –           | 0.0034 | 0.0034 | 0.0034 |
| Total power loss (pu)      | 0.03766     | 0.0066 | 0.0072 | 0.0076 |
| DPF (%)                    | 92.00       | 99.9995 | 99.2298 | 99.2716 |
| PF (%)                     | 91.6919     | 97.1188 | 96.7863 | 97.0521 |
| DHC (%)                    | Nil         | 53.09 | 50.84 | 49.03 |

Although a higher HC result was obtained in [7] using the conventional GA compared to the HC level obtained using PSOGSA (1% HC increase), the PF value of the uncompensated system considered in [7] was 77.43%, which was far below the system value in Table 2. Therefore, the results presented in [7] were not included in the above comparative analysis, as they were obtained by using different reference values.

The convergence of the different design algorithms in achieving the maximum DHC is shown in Figure 5. It was shown that the PSOGSA algorithm can converge to their global solution in fewer iterations, compared with the PSO and CSA algorithms. Besides, the statistical appraisal of the results achieved using the different design algorithms indicates that the PSOGSA provides better and more stable solutions compared to the PSO and CSA.

One can notice that the DHC assessment procedure performed relies on fixed values of the system parameters, with no variations in its parameters, which could be unrealistic, as the electric parameters
in the real systems are subject to perpetual variations. Accordingly, the PHC is evaluated in this work, to consider the various uncertainties present in the system such as the intermittent output power of the DGs, background voltage harmonics, load alteration, and the filter parameters’ variations.

![Figure 5. Convergence characteristics of PSOGSA, PSO, and CSA.](image)

5.3. PHC Results

HC uncertainty may arise, due to many aspects such as unknown DG sites and capacities, the DG’s output power intermittency, load alteration, and the absence of confirmed data that is used to conduct HC analysis. Accordingly, the HC assessment should not be handled as a deterministic problem with no randomness. However, it has to be tackled from a probabilistic perspective, considering relevant parameter uncertainties. This conclusion has been recently verified by numerous studies, as it was concluded that DHC studies, which ignore the uncertainty of electrical parameters, resulting in conservative HC levels that usually lead to a noticeable underestimation of the HC levels [28–30]. To perform a PHC analysis, the MCS is utilized to generate an appropriate number of probabilities for the studied uncertain parameters. For each parameter, the 95th percentile is calculated over the entire number of examined MCS iterations. In this work, 1000 MCS iterations were considered for each uncertain parameter.

Afterwards, a scenario-based framework was formulated to execute the fundamental load flow calculations, and the HPF utilizing the obtained high percentiles of the examined parameters. The detailed procedure of the PHC analysis performed is presented in Figure 4. Various tolerance levels have been considered for the relevant uncertain parameters depending on the practical variation probabilities of each parameter. Table 3 shows the considered tolerances that are used for the deviations of the system parameters and filter parameters from their mean values.

| Parameter | Tolerance |
|-----------|-----------|
| \( \Delta P_{L,95} \) | \( \pm 10\% \) |
| \( \Delta Q_{L,95} \) | \( \pm 10\% \) |
| \( \Delta S_{P,L}^{95} \) | \( \pm 5\% \) |
| \( \Delta Q_{L,filter}^{95} \) | \( \pm 1\% \) |
| \( \Delta R_{P} \) | \( \pm 1\% \) |
| \( \Delta X_{L}^{95} \) | \( \pm 1\% \) |
| \( \Delta R_{L}^{95} \) | \( \pm 1\% \) |
| \( \Delta V_{PV}^{95} \) | \( \pm 1\% \) |
| \( \Delta V_{Utility}^{95} \) | \( \pm 1\% \) |
The probabilistic load active and reactive powers, and their corresponding 95th percentiles, are shown in Figure 6. As shown in Table 3, large uncertainty tolerances equal to \( \pm 10\% \) have been considered for the load active and reactive powers, to reflect the practical uncertainty encountered with the daily load alteration. The 95th percentiles of the load active and reactive powers have been calculated by the MCS approach, considering 1000 MC samples, as presented in Figure 6.

![Figure 6](image)

Figure 6. Probabilistic load parameters and their corresponding 95th percentiles: (a) Active power demand, (b) reactive power demand.

Figure 7 presents the histograms and relevant PDFs of the probabilistic operational indices using MCS, namely TDD, THDV, DPF, PF, and the bus voltage (rms). The cumulative distribution function (CDF) of the achieved PHC is presented as well.

Figure 7a,b represent the histograms and relevant PDFs of both the probabilistic TDD and THDV results, with means of 7.44\% and 4.429\%, and standard deviations of 0.1446 and 0.036, respectively. The probabilistic results of both DPF and PF are constrained by the pre-set problem’s constraints. Thus, some samples were discarded, as they violated the problem constraints, which resulted in non-normally distributed results that were skewed (non-symmetric) to the left, as presented in Figure 7c,d, respectively. Based on the best-fit probability distribution procedure for the DPF and PF distributed functions; the smallest extreme value probability distribution was chosen as it best fits their probabilistic distribution in terms of the well-known measures such as AD, and \( p \)-value. For the DPF distribution, the location and scale values were 99.32 and 1.041, respectively, while for the PF distribution, the location and scale values are 95.87 and 1.49, respectively.
The probabilistic rms bus voltage \( (V_{B_{\text{rms}}}) \) results are shown in Figure 7e, with a mean of 0.9929 pu and a standard deviation of 0.0023 pu. For the sake of clarity, the CDF of the PHC results is presented in Figure 7f.

![Figure 6: Probabilistic load parameters and their corresponding 95th percentiles: (a) load active power, (b) load reactive power.](image1)

![Figure 7: Results of the probabilistic performance indices and their corresponding PDFs: (a) total demand distortion (TDD), (b) total harmonic distortion for the voltage (THDV), (c) displacement power factor (DPF), (d) power factor (PF), and (e) bus voltage (rms); (f) cumulative distribution function of the PHC.](image2)

As shown in Table 4, under the probabilistic approach, the proposed filter design using the PSOGSA algorithm outperformed the other designs, using PSO and CSA, as it attained higher PHC levels. Besides, the DPF, PF, and voltage profile obtained, using the filter designed using the PSOGSA,
were higher than those obtained with other approaches, and thus, an enhanced voltage level was achieved using this design. Furthermore, the filter-optimized resistance \( R_f \) obtained using the PSOGSA was lower than that obtained by other approaches, which resulted in lower filter loss, and therefore the lowest total power loss among the studied approaches. It can also be noticed that the CSA and PSO succeeded in achieving better \( TDD \) and \( THDV \) levels, respectively.

Table 4. Operational parameters and PHC results that are obtained using the designed filters.

| Parameter                  | PSOGSA | PSO  | CSA  |
|----------------------------|--------|------|------|
| Optimized filter parameters |        |      |      |
| \( Q_{\text{filter}} \) (MVar), \( R_f \) (pu), \( X_f \) (pu) | 2.911  | 1.071| 0.179|
| \( V_{\text{min}} \) (pu) | 0.9929 | 0.9928| 0.9941|
| \( TDD \) (%)              | 7.444  | 7.3417| 7.1713|
| \( THDV \) (%)             | 4.429  | 4.1929| 4.4322|
| Line loss (pu)             | 0.00147| 0.00135| 0.00166|
| Filter loss (pu)           | 0.0016 | 0.0027| 0.0025|
| Total power loss (pu)      | 0.0031 | 0.0041| 0.0042|
| \( DPF \) (%)              | 98.5853| 98.4572| 97.5713|
| \( PF \) (%)               | 94.8145| 94.1770| 91.5357|
| \( PHC \) (%)              | 74.15  | 73.38 | 72.65 |

In addition, comparing the DHC results in Table 2 and the PHC results in Table 4, one can clearly notice that the PHC levels achieved were higher than the DHC levels, as described earlier. Figure 8 presents an overall comparison between the achieved DHC and PHC results achieved using the three filter design approaches. As shown, it can be concluded that the PHC level achieved using the PSOGSA was 39.7% higher than the DHC result achieved by using the same design approach.

Figure 8. Overall comparison between the DHC and PHC results, achieved by using different design approaches.

Furthermore, the system performance was examined under different operational conditions considering the proposed filter design using PSOGSA. Two operational parameters were been considered in this test, namely, the load nonlinearity level (NLL) and the background utility voltage distortion (BVD) level. The effect of varying the NLL and the BVD on the corresponding PHC level is presented in Figure 9a, while the effect of varying the operational parameters \( TDD \) and \( THDV \) on the corresponding PHC level is presented in Figure 9b.

In Figure 9a, the NLL varies from 20 to 30% with a step of 2.5%, whereas the original design is performed with 25% NLL, as explained earlier. In addition, the BVD varies from 0 to 100% with a step of 25%, whereas the original design performed at 100% BVD level. It can be noticed that the PHC level decreases, with increases in the NLL. For example, at a BVD level of 0%, the PHC level decreased from 73% at 20% NLL to 29% at 30% NLL. It can also be concluded that the proposed C-type harmonic filter succeeded in operating satisfactorily at heavy harmonic signatures (high BVD and high
NLL) simultaneously. Finally, it is clear that varying the NLL has a larger impact on the resulting PHC than variation of the BVD.

The TDD and THDV levels resulting from the above validation are presented in Figure 9b with the corresponding PHC. One can notice that the PHC level was reduced gradually with simultaneous increases of both the TDD and THDV levels. For example, the PHC level was reduced from 76% at 7.1% TDD and 3.9% THDV to 25% at 7.1% TDD and 3.9% THDV respectively, as shown in Figure 9b.

![Figure 9a](image1.png)

Figure 9a. Contour plots of operational performance indices and the corresponding PHC levels: (a) PHC (%) versus NLL (%) and BVD (%), (b) PHC (%) versus TDD (%) and THDV (%).

5.4. Effect of Utilizing Multi-Pulse VFD Configurations on the System's PHC

A multi-pulse VFD is a drive that utilizes special transformer connections to cancel specific harmonics. On the market, common types of multi-pulse VFDs are available, such as the 6-, 12-, 18-, and 24 VFDs. The main advantage of using a multi-pulse VFD is that the harmonics are eliminated...
from their source, thus avoiding their propagation into the electrical network. However, the higher the number of pulses of a VFD, the higher the complexity and cost of the drive [46]. The impact of multi-pulse VFDs on the system’s PHC is investigated in this work; to the best of the authors’ knowledge, this has not been studied before in the literature. Three configurations of multi-pulse VFDs were studied, namely 6-, 12-, and 18-pulse VFDs. Table 5 presents the current harmonic spectrum of the examined multi-pulse VFDs.

| Harmonic Order | 6-Pulse VFD | 12-Pulse VFD | 18-Pulse VFD |
|---------------|-------------|--------------|-------------|
| 1             | 100         | 100          | 100         |
| 5             | 20          | 0            | 0           |
| 7             | 14.3        | 0            | 0           |
| 11            | 9.1         | 8.3          | 0           |
| 13            | 7.7         | 6.70         | 0           |
| 17            | 5.9         | 0            | 5.8         |
| 19            | 5.3         | 0            | 5.26        |
| 23            | 4.3         | 0            | 0.2         |
| 25            | 4.0         | 2.80         | 0.2         |
| 29            | 3.4         | 2.30         | 0.16        |

It can be concluded from the results presented in Table 6 that the use of multi-pulse VFDs enhances the system’s PHC. Using 12-pulse VFD resulted in a PHC enhancement of 3.11%, compared to the conventional 6-pulse VFD. In addition, using the 18-pulse VFD led to a slight PHC enhancement of 3.44%, compared to the 6-pulse VFD. One can notice that the achieved PHC enhancement was bottle-necked by the system’s DPF constraint, as almost reached its maximum allowable limit (100%) in the cases of both the 12-pulse VFD and the 18-pulse VFD. This slight enhancement of the PHC level cannot be practically feasible from an economic perspective, as the cost of an 18-pulse VFD is approximately 2.5 times the cost of a 6-pulse VFD. However, further PHC enhancements can be achieved in other case studies, depending on the system data.

| Parameter                | 6-Pulse VFD | 12-Pulse VFD | 18-Pulse VFD |
|--------------------------|-------------|--------------|-------------|
| $V_{\text{min}}$ (pu)    | 0.9976      | 0.9965       | 0.9970      |
| $TDD$ (%)                | 7.2829      | 5.9537       | 5.9002      |
| $THDV$ (%)               | 4.2562      | 3.8552       | 3.7731      |
| Line loss (pu)           | 0.00147     | 0.00118      | 0.00107     |
| Filter loss (pu)         | 0.0016      | 0.0016       | 0.0016      |
| Total power loss (pu)    | 0.0031      | 0.00278      | 0.00276     |
| $DPF$ (%)                | 97.2553     | 99.9988      | 99.9906     |
| $PF$ (%)                 | 91.8755     | 95.6421      | 95.2566     |
| $PHC$ (%)                | 74.15       | 76.4568      | 76.7087     |

6. Conclusions

In this study, the PHC of a harmonic-distorted power distribution system subjected to high PV penetration is evaluated utilizing the Monte Carlo simulation. A proposed C-type harmonic filter is proposed to maximize the PHC of the examined system. An optimization problem is formulated considering various uncertainty indices, such as the intermittent output power of the DGs, background voltage harmonics, load alterations, and the filter parameters’ uncertainties. The bus voltage limits, line thermal capacity, power factor, and harmonic distortion limits have been considered as the problem constraints. The PSOGSA optimization algorithm has been used for the optimal design of the proposed filter. The proposed filter design using PSOGSA was compared with other design approaches.
using PSO and CSA, and it was found that the proposed design outperforms the compared design approaches. Further, the impact of multi-pulse VFDs on the system’s PHC is investigated. The PHC results obtained were compared with the conventional DHC results and it was found that the PHC level achieved using the PSOGSA design approach was 39.7% higher than the DHC level achieved by using the same design approach. Recently, it was concluded that DHC studies, which ignore the uncertainty of electrical parameters, result in optimistic results that cause a noticeable underestimation to the HC levels that are achieved from probabilistic studies.

Our study was limited to fixed, time-independent loading profiles and PV output power, and their effect on the performance of a balanced power distribution system. Furthermore, the consideration of a chronological demand profile with time-dependent DG systems in unbalanced power distribution systems, utilizing multi-objective decision-making techniques was beyond the framework of this study, and this will be included in future studies.
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Abbreviations

BVD Background utility voltage distortion
CDF Cumulative density function
CSA Crow search algorithm
DG Distributed generation
DHC Deterministic hosting capacity
DPF Displacement power factor
DSO Distribution system operator
FRI Feeder reinforcement index
GSA Gravitational search algorithm
HC Hosting capacity
HPF Harmonic power flow
MCS Monte Carlo simulation
NLL Load nonlinearity level
OLTC On-load tap changer transformers
PCC Point of common coupling
PDF Probability density function
PF Power factor
PHC Probabilistic hosting capacity
PQ Power quality
PSO Particle swarm optimization
PSOGSA Hybrid particle swarm optimization and gravitational search algorithm
PV Photovoltaics
SVC Static Var compensators
TDD Total demand distortion
THDV Total voltage harmonic distortion
VFD Variable frequency drive
WT Wind turbines
Nomenclature

\( T(x) \)  A normally distributed probability density function

\( \mu \)  Expected mean value

\( \sigma \)  Standard deviation

\( x_{\text{min}} \)  Minimum limit of the input random variable \( x \)

\( x_{\text{max}} \)  Maximum limit of the input random variable \( x \)

\( CL \)  Confidence level

\( \mu^{95} \)  Expected mean value of a random variable with a 95\% confidence level

\( h \)  Harmonic order

\( Y_{L}^{h} \)  The \( h \)th harmonic admittance of the line

\( Z_{L}^{h} \)  The \( h \)th impedance of the line

\( R_{L}^{h} \)  The \( h \)th line’s resistance

\( X_{L}^{h} \)  The \( h \)th inductive reactance of the line

\( P_{L}^{95} \)  The 95th percentile of the load’s active power

\( Q_{L}^{95} \)  The 95th percentile of the load’s reactive power

\( a_{L} \)  Linear load portion with respect to the total load composition

\( a_{nL} \)  Nonlinear load portion, which varies from 0 (pure linear load) to 1

\( I_{1}^{nL} \)  Magnitude of the nonlinear load’s fundamental current

\( V_{1}^{L} \)  Magnitude of the fundamental load bus voltage

\( I_{h}^{nL} \)  The \( h \)th nonlinear load’s harmonic current

\( \beta_{L}^{h} \)  The ratio of the \( h \)th harmonic current to the fundamental current

\( I_{1}^{PV} \)  Fundamental harmonic current of the PV system

\( I_{h}^{PV} \)  The \( h \)th harmonic current of the PV system

\( \beta_{PV}^{h} \)  The ratio of the \( h \)th harmonic current to the fundamental current of the PV system

\( S_{PV}^{95} \)  The 95th percentile of the injected apparent power of the PV system

\( C_{F1} \)  Filter’s main capacitor

\( L_{F} \)  Filter’s inductor

\( C_{F2} \)  Filter’s auxiliary capacitor

\( R_{F} \)  Filter’s resistance

\( X_{LF} \)  Filter’s inductive reactance

\( X_{CF2} \)  Auxiliary capacitive reactance of the filter

\( X_{F} \)  Filter’s equivalent reactance at the fundamental frequency

\( Z_{F}^{h} \)  The \( h \)th harmonic impedance of the filter

\( Z_{\text{shunt}} \)  Impedance of the double-arm branch

\( Z_{CF1} \)  Impedance of the main capacitor

\( P_{H C}^{95} \)  The 95th percentile of the PHC

\( X_{C}^{95} \)  The 95th percentiles of the filter’s main capacitive reactance

\( X_{F}^{95} \)  The 95th percentiles of the filter’s equivalent reactance at the fundamental frequency

\( R_{F}^{95} \)  The 95th percentiles of the filter’s damping resistance

\( P_{PV}^{95} \)  The 95th percentile of the injected active power of the PV system

\( V_{B}^{95} \)  The 95th percentile of the bus rms voltage

\( V_{B}^{\text{min}} \)  Minimum bus voltages

\( V_{B}^{\text{max}} \)  Maximum bus voltages

\( I_{95} \)  The 95th percentile of the line’s current

\( L_{\text{rms}} \)  Maximum thermal capacity limit of the line’s current

\( DPF_{95} \)  The 95th percentile of the displacement power factor

\( PF^{95} \)  The 95th percentile of the power factor

\( DPF_{\text{min}} \)  Minimum DPF limit

\( DPF_{\text{max}} \)  Maximum DPF limit

\( PF_{\text{min}} \)  Minimum PF limit

\( PF_{\text{max}} \)  Maximum PF limit

\( TDD_{\text{max}} \)  Maximum limit for the 95th percentile of total demand distortion \( TDD_{95} \)

\( THDV_{\text{max}} \)  Maximum limit for the 95th percentile of total harmonic voltage distortion \( THDV_{95} \)
IHCD$_{\text{max}}^h$ Maximum limit for the 95th percentile of individual current harmonic distortion
IHVD$_{\text{max}}^h$ Maximum limit for the 95th percentile of individual voltage harmonic distortion
$I_{\text{fl}}$ Full load current (maximum demand) under normal operating conditions
$V_{L}^1$ Fundamental line current

$V_{L}^h$ The $h$th harmonic voltage at the PCC

$X_j^t$ Position of the $j$th agent at the $t$th iteration

$v_j^t$ Velocity of the $j$th agent at the $t$th iteration

$a_j^t$ Acceleration of the $j$th agent at the $t$th iteration

$r_1, r_2, r_3$ Uniformly distributed random numbers in the range of $[0, 1]$

$C_X, C_Y$ Positive coefficients

$X_{\text{best}}$ Best position achieved so far

$N_{\text{max}}$ Maximum number of iterations

Appendix A

Table A1. The harmonic current spectrum of a typical nonlinear load, and the corresponding limits [34].

| $h$ | 5 | 7 | 11 | 13 | 17 | 19 | 23 | 25 | 29 |
|-----|---|---|----|----|----|----|----|----|----|
| Magnitude (%) | 20 | 14.3 | 9.1 | 7.7 | 5.9 | 5.3 | 4.3 | 4.0 | 3.4 |
| IHCD$_{\text{max}}^h$ (%) | 7 | 7 | 3.5 | 3.5 | 2.5 | 2.5 | 1 | 1 | 1 |

Table A2. A utility’s background voltage harmonics, and the corresponding limits [34].

| $h$ | 5 | 7 | 11 | 13 | 17 | 19 | 23 | 25 | 29 |
|-----|---|---|----|----|----|----|----|----|----|
| Magnitude (%) | 3 | 2 | 2 | 1 | 1 | 1 | 0.5 | 0.5 | 3 |
| IHVD$_{\text{max}}^h$ (%) | 3 | 3 | 3 | 3 | 3 | 3 | 3 | 3 | 3 |

Table A3. The harmonic currents of a typical DG unit (PV-based) [34].

| $h$ | Magnitude (%) | $h$ | Magnitude (%) | $h$ | Magnitude (%) |
|-----|---------------|-----|---------------|-----|---------------|
| 1 | 100 | 11 | 0.67 | 21 | 0.5 |
| 2 | 1.13 | 12 | 0.8 | 22 | 0.4 |
| 3 | 3.27 | 13 | 0.46 | 23 | 0.2 |
| 4 | 0.26 | 14 | 1.06 | 24 | 0.35 |
| 5 | 3.48 | 15 | 0.3 | 25 | 1.33 |
| 6 | 0.12 | 16 | 0.5 | 26 | 0.19 |
| 7 | 1.12 | 17 | 1.48 | 27 | 0.61 |
| 8 | 0.82 | 18 | 0.59 | 28 | 1.2 |
| 9 | 0.49 | 19 | 1.14 | 29 | 0.9 |
| 10 | 0.84 | 20 | 0.71 | 30 | 0.67 |
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