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It doesn’t matter how beautiful your theory is, it doesn’t matter how smart you are. If it doesn’t agree with experiment, it’s wrong.

– Richard P. Feynman

If you don’t know, ask. You will be a fool for the moment, but a wise man for the rest of your life.

– Seneca the Younger

When you are courting a nice girl an hour seems like a second. When you sit on a red-hot cinder a second seems like an hour. That’s relativity.

– Albert Einstein
Abstract

In this thesis we study the conservative gravitational dynamics of binary systems using the eikonal approximation; allowing us to use scattering amplitude techniques to calculate dynamical quantities in classical gravity. This has implications for the study of binary black hole systems and their resulting gravitational waves.

In the first three chapters we introduce some of the basic concepts and results that we will use in the rest of the thesis. In the first chapter an overview of the topic is discussed and the academic context is introduced. The second chapter includes a basic discussion of gravity as a quantum field theory, the post-Newtonian (PN) and post-Minkowskian (PM) expansions and the eikonal approximation. In the third chapter we consider various Feynman integrals that are used extensively in subsequent chapters. Specifically, we give a recipe for expanding the relevant integrands in a so-called high energy expansion and then calculating the resulting integrals.

The fourth chapter involves the study of massless states scattering off of a stack of Dp-branes in $N = 8$ supergravity. The setup we consider provides an ideal scenario to study inelastic contributions to the scattering process and their impact on the formulation of the eikonal approximation. These results will give us a better understanding of the eikonal approximation presented in the second chapter. The fifth chapter involves studying the eikonal and corresponding dynamical quantities in a Kaluza-Klein theory of gravity providing further interesting insight into the eikonal approximation and allowing us to compare with various known results.

The sixth and seventh chapter apply the concepts developed in this thesis to the problem of binary Schwarzschild black holes in $D$ spacetime dimensions. This allows us to apply the framework exposed in previous chapters to a physically realistic scenario giving us a better understanding of how to extract the relevant dynamical information from scattering amplitudes. The results derived in chapter six also have an impact on our understanding at higher orders in the PM expansion beyond the ones considered in this text. In the seventh chapter we present the Hamiltonian for a system of binary Schwarzschild black holes and show how to extract the Hamiltonian from other dynamical quantities calculated using the eikonal.

In the last chapter we provide some concluding remarks and a brief outlook.
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Chapter 1

Introduction

Modern theoretical physics contains two incredible yet seemingly unreconcilable theories with which it describes reality. We have Quantum Field Theory (QFT) [4–9] which is used to describe physics at small scales; at colliders and in certain condensed matter setups. We also have General Relativity (GR) [10] which details the behaviour of matter at very large scales; for black holes as well as the entire cosmos. Although the Standard Model [11–15] is a fantastically accurate theory at the scales relevant for QFT it nonetheless lacks a description and inclusion of gravity, one of the forces most well known to everyday people.

The Standard Model and QFT are not without their problems. The chief of these issues, as mentioned above, is its lack of a complementary theory of quantum gravity. Furthermore the Standard Model does not naturally incorporate neutrino masses which have been experimentally found to have non-zero mass [16–18]. The Standard Model also has no coherent description of dark matter or dark energy as well as other cosmological theories such as inflation.

General Relativity was developed by Einstein as a classical description of gravitation replacing the older Newtonian gravity. Although its successes are unmatched by any other theory of gravity it too suffers from a variety of issues. There is some overlap with the issues in QFT in the sense that a coherent understanding of quantum gravity could potentially lead to a better understanding of dark energy. GR also suffers from technical issues if one tries to naively quantize gravity in the same way as electrodynamics. This is discussed in more detail in section 2.2.4 but fundamentally the naive quantum version of Einstein’s theory of gravity turns out to be non-renormalizable due to the dimensionful coupling constant.

In this thesis we will overcome these shortcomings and use both QFT and GR to describe the dynamics of binary systems with the objective of describing the dynamics of binary black holes. We know that the quantization of quantum gravity leads to a perturbatively non-renormalizable quantum field theory. This inherently limits the pre-
dictive power and usefulness that canonical quantum gravity fundamentally provides. However, as we will see throughout this thesis, in certain limits, such as two particle high energy forward scattering, it can produce useful and calculable results.

In 2015 the first observation of gravitational waves was made via the LIGO experiment [19–22]. This ushered in a new paradigm for precision measurements with which to test both GR and other theories of gravity. Originally predicted by Einstein [23,24] these observations give theoreticians a new problem to study in depth. Through this new and exciting experimental tool we expect to be able to uncover and test our understanding of cosmology, black holes and gravitation. All of which are areas of study relevant to our understanding of quantum gravity.

Remarkably, using the raw data of these observations, experimentalists can deduce a lot about the properties of the objects that are colliding: whether they be black holes, neutron stars or mixed binary systems. In order to do this they use gravitational wave templates which are usually generated from a mixture of numerical and analytical techniques. Although there has been a lot of success numerically [25–29] it has been observed that combining numerical with analytic results provides more accurate templates for experimentalists to use [30–33]. Figure 1 illustrates the various phases of a black hole merger. Analytical calculations can assist numerical computations in the inspiral and ringdown phases. The objective of this thesis will be to study the analytical component related to the inspiral phase of this problem.

![Figure 1: A figure illustrating the various phases of a black hole merger. The inspiral and ringdown phases can be aided via analytical calculations whereas the merger phase is simulated using purely numerical calculations. Image taken from [34].](image)

There are two analytical perturbative regimes in which the inspiral phase of a black hole merger is usually studied: the post-Newtonian (PN) [35–38] and post-Minkowskian (PM) regime [39–58]. As is described in more detail in section 2.3 these regimes use different parameters in their perturbative expansion. The PN regime is effectively an expansion in the relative velocity of the two black holes and is therefore non-relativistic. Whilst the PM regime is an expansion in the gravitational constant $G_N$ at all orders in

\[^1\text{Note that this includes varying powers of the gravitational constant } G_N \text{ due to the virial theorem.}\]
velocity and is therefore relativistic. Although the PN regime has been studied since the time of Einstein \cite{35,36} and is therefore more well established, the PM regime has found renewed interest due to new developments and techniques in QFT. We will focus on the PM regime in this thesis\(^2\).

The PM expansion, being an expansion in the gravitational coupling \( G_N \), at all orders in velocity, naturally leads to a fully relativistic QFT-based description. One can quite quickly come to this realization by considering the fact that at tree-level one has an amplitude proportional to \( G_N \), at one-loop it is proportional to \( G_N^2 \) and so on. The main caveat to this is that we are trying to describe a classical process, the inspiraling phase of two black holes, but the gravitational amplitudes naturally include quantum contributions. There are various techniques that can be used to extract the relevant classical information; such as by calculating the potential using an EFT-matching based approach \cite{50,51,65} or by using various other approaches which relate the amplitudes to classical observables such as the scattering angle \cite{49,52,54–58,66–72}. Of this last set of techniques there is the so called eikonal approximation which will be the main tool used here.

The eikonal approximation \cite{66,73–76} is a technique in quantum field theory for calculating the behaviour of high-energy scattering. This technique can be further used to describe the behaviour of high-energy classical scattering which is what we will study in order to relate the eikonal approximation to quantities relevant for the dynamics of binary systems. As we will see in section 2.4, the eikonal approximation is closely related to the Regge limit of the scattering amplitudes.

In the Regge high energy limit the \( 2 \rightarrow 2 \) scattering process is dominated by the contributions of the highest spin states in the theory \cite{77,79}. So, in a gravitational theory, this scattering is dominated at large values of the impact parameter by ladder diagrams involving the exchange of gravitons between the external states. The leading energy contributions of this class of diagrams resums into an exponential phase \cite{66,67}; this is the so-called eikonal phase. This can also be done for high-energy potential scattering in a non-relativistic scenario \cite{80,82}. The eikonal phase can then be directly related to classical observables such as the scattering angle or Shapiro time delay as we will see in more detail in section 2.4.

The high energy limit of scattering amplitudes in gravitational theories has been thoroughly studied as a gedanken-experiment that provides a non-trivial test of the consistency of the gravitational theory. A particularly tractable regime is the Regge limit, where both the energies and the impact parameter are large and unitarity is preserved due to a resummation of Feynman diagrams which reproduces the effect of a classical geometry \cite{77,79,83–85}. These early studies focused on the case of ex-

\(^2\)We will be considering the conservative dynamics of the inspiral process, the non-conservative component can also be studied \cite{59,61} but will not be considered in this thesis.
ternal massless states whose high energy Regge scattering matches the gravitational interaction of two well-separated shock-waves. However it is possible to generalise the same approach to the scattering of massive states [66] where the large centre of mass energy is due to both the kinetic and rest mass energy. It is then possible to interpolate between the ultra-relativistic Regge scattering mentioned above and the study of the non-relativistic large distance interaction between massive objects. This can be done both for pure General Relativity (GR) as well as for string theory, see for instance [86] for the analysis of the scattering of a perturbative massless state off a D-brane which we recall is a massive object [86]. The technique of deriving the relativistic interaction of two massive objects from an amplitude approach has recently attracted renewed attention [49–51, 51, 52, 54–57, 65, 67, 69, 70, 89, 90] since it links directly to the post-Minkowskian approximation of the classical gravitational dynamics relevant for the inspiraling phase of binary black hole systems [30, 33, 47, 48].

The amplitude approach to the relativistic two-body problem can be stated in the following conceptually simple way. Consider $2 \rightarrow 2$ scattering where the external states have the quantum numbers necessary to describe the classical objects one is interested in (massless states describe shock-waves, massive scalars can describe Schwarzschild black holes, then spin and charge can be added to describe Kerr [91–100] and Reissner-Nordström black holes). Then the limit is taken where Newton’s gravitational constant $G_N$ is small, but all classical parameters, such as the Schwarzschild radius or the classical angular momentum, are kept finite. Since in this thesis we will generally be interested in studying the scattering of scalar states, the only classical parameter in the problem is the effective Schwarzschild radius, $R_{D-3} \sim G_N M^*$, where $M^*$ is the largest mass scale in the process. We can have $M^* = \sqrt{s}$ in the ultra-relativistic/massless case or $M^* = m_1$ in the probe-limit with $m_1^2 \gg (s - m_1^2), m_2^2$. In either case the relevant kinematic regime is the Regge limit, since the centre of mass energy $\sqrt{s}$ has to be much larger than the momentum transferred $\sqrt{|t|}$. Since $G_N$ is small, one might think that the perturbative diagrams with graviton exchanges yield directly the effective two-body potential, but one must be careful in performing this step. In the limit mentioned above the perturbative amplitude at a fixed order in $G_N$ is divergent thus creating tension with unitarity. These divergent terms should exponentiate when resumming the leading contributions at large energy at different orders in $G_N$. This exponential, called the eikonal phase [94], is the observable that we wish to calculate and that, as we will see, contains the relevant information for the two-body potential.

While the picture described in this chapter applies to any weakly coupled gravi-

---

3See [87, 88] for the study of light/heavy scattering in standard GR including the derivation of quantum correction to the gravitational potential.

4In more general gravitation theories the eikonal phase can become an operator; this already happens at leading order in string theory [78, 86, 101, 102] and also in an effective theory of gravity including higher derivative corrections [103, 104].
tational theory, new features arise when one goes beyond two derivative gravity. For instance, in string theory the eikonal phase is promoted to an eikonal operator; since we are now dealing with objects that have a characteristic length, in certain regimes tidal forces \[105,106\] can become important and excite the incoming state to different final states so as to produce an inelastic transition. At the leading order in the high energy, large impact parameter expansion, this stringy eikonal operator is obtained \[78,86,101,102\] from the standard eikonal phase, written in terms of the impact parameter \(b\), simply via a shift \(b \rightarrow b + \hat{X}\), where \(\hat{X}\) contains the bosonic string oscillation modes. A non-trivial eikonal operator also appears in the context of a gravitational effective field theory with higher derivative terms that modify the onshell 3-graviton vertex \[103\]. If the scale \(\ell_{hd}\) at which the higher derivative corrections become important is much bigger than the Planck scale \(\ell_P\), then, by resumming the leading energy behaviour of the ladder diagrams as mentioned above, it is possible to use the effective field theory description to derive an eikonal operator also valid at scales \(b \sim \ell_{hd} \gg \ell_P\).

Again from this result it is possible to derive classical quantities, such as the time delay, that are now obtained from the eigenvalues of the eikonal operator. Generically when \(b \sim \ell_{hd}\) the time delay for some scattering processes calculated in the effective field theory becomes negative. This causality violation most likely signals a breakdown of the effective field theory approach and in fact is absent when the same process is studied in a full string theory setup \[103,104\].

Since the appearance of inelastic processes in the leading eikonal approximation is the signal of novel physical phenomena such as those mentioned above, it is interesting to see whether there are new features of this type in the subleading eikonal, which captures the first corrections in the large impact parameter expansion for the same \(2 \rightarrow 2\) scattering. One of the aims of chapter 2 is to provide an explicit algorithm that allows us to derive this subleading eikonal from the knowledge of the amplitudes contributing to the scattering process under consideration. In the literature there are several explicit calculations of the subleading eikonal in various gravitational field theories in the two derivative approximation, see for instance \[67,69,86,88,107\]. However in these studies the process was assumed to be elastic to start with, while in chapter 4 we wish to spell out the conditions under which this is the case. Hopefully this will also provide a step towards a full understanding of the subleading eikonal operator at the string level \[60,108\]. Another goal of our analysis is to highlight that both the leading and the subleading eikonal depend on onshell data. The leading eikonal follows from the spectrum of the highest spin states and the onshell three-point functions, while in the case of the subleading eikonal some further information is necessary as new states in the spectrum may become relevant and the onshell four-point functions provide a non-trivial contribution.

For the sake of concreteness, in chapter 4 we cast our analysis in the setup of type
II supergravities focusing on the scattering of massless states off a stack of $N$ Dp-branes [86], but the same approach can be applied in general to capture the subleading contributions of the large impact parameter scattering in any gravitational theory. In the limit where the mass (density) $NT_p/\kappa_D$ of the target Dp-branes is large and the gravitational constant $\kappa_D$ is small, with $NT_p\kappa_D$ fixed, the process describes the scattering in a classical potential given by the gravitational backreaction of the target. In this case the eikonal phase is directly related (by taking its derivative with respect to the impact parameter) to the deflection angle of a geodesic in a known background. When considering the scattering of a dilaton in the maximally supersymmetric case, there is perfect agreement for the deflection angle between the classical geodesic and the amplitude calculations including the first subleading order [86]. However, in the Feynman diagram approach there are inelastic processes, where a dilaton is transformed into a Ramond-Ramond (RR) field, at the same order in energy as the elastic terms contributing to the subleading eikonal (see section 4.2.2). Thus it is natural to ask what the role of these inelastic contributions is and why they should not contribute to the classical eikonal even if they grow with the energy of the scattering process. We will see in section 4.3 that these contributions arise from the interplay of the leading eikonal and the inelastic part of the tree-level S-matrix. One should subtract these types of contributions from the expression for the amplitude in order to isolate the terms that exponentiate to provide the classical eikonal. In the example of the dilaton scattering off a stack of Dp-branes analysed in detail in chapter 4, this subtraction cancels completely the contribution of the inelastic processes and one recovers for the subleading eikonal the result found in [86]. At further subleading orders this procedure may be relevant for isolating the terms that are exponentiated even in the elastic channel and thus providing a precise algorithm for extracting the classical contribution (the eikonal) from a Feynman diagram calculation may assist in analysing them.

In chapter 5 we focus on the case when one of the spatial dimensions is compactified on a circle of radius $R$, i.e. with a background manifold, $\mathbb{R}^{1,D-2} \times S^1$. There is a choice of where to orient the $S^1$ with respect to the plane of scattering. Here we assume it is along one of the transverse direction, so that the transverse momentum exchange $q = (q', n/R)$ where $q$ and $q'$ are continuous momenta in $\mathbb{R}^{1,D-1}$ and $\mathbb{R}^{1,D-2}$ respectively and $n/R$, $n \in \mathbb{Z}$, is the quantized momenta along the $S^1$. This simple Kaluza-Klein compactification produces a surprisingly rich theory in $\mathbb{R}^{1,D-2}$ where we find an infinite Kaluza-Klein tower of charged states emerging from the scalar and graviton in $\mathbb{R}^{1,D-1}$. In particular from this lower dimensional viewpoint, $2 \rightarrow 2$ scattering of scalar particles now involves generally massive and charged (with respect to the $U(1)$ gauge field emerging from the metric in higher dimension) Kaluza-Klein particles, involving both elastic and inelastic processes. The latter involve massive Kaluza-Klein scalars which change their species via exchange of a massive spin-2, spin-1 and spin-0 states in the
Kaluza-Klein tower. By contrast elastic scattering of scalars involves only the exchange of a massless graviton, photon and dilaton.

In chapter 5 we specifically focus on the elastic scattering of Kaluza-Klein scalars and analyse the eikonal in various kinematic limits, focusing mainly on the case where we compactify from $D = 5$ to $D = 4$. In the ultra-relativistic limit, for fixed Kaluza-Klein masses $m_1, m_2$ namely, $s' \gg |t'|, s' \gg m_1^2, m_2^2$, we find the eikonal phase is related to a compactified version of the Aichelburg-Sexl shock wave metric, which has appeared in the previous literature in the study of shock waves in brane world scenarios [109]. In the second kinematic limit we consider elastic scattering of a massless Kaluza-Klein scalar off a heavy Kaluza-Klein scalar of mass $m_2$ with $m_2^2 \gg (s' - m_2^2)$. Here we find that the leading eikonal is related to the leading order contribution (in inverse powers of the impact parameter $b$) to the deflection angle in the background of a Schwarzschild black hole of mass $m_2$. However this is not the whole story. In fact at leading order in $1/b$, the same result would hold for a charged dilatonic black hole background which is a solution of Einstein-Maxwell-dilaton (EMd) theory [110]. These are precisely the black hole backgrounds we should expect to be relevant in our model because the heavy Kaluza-Klein scalars are electrically charged and also couple to the dilaton field. This becomes clear when we move on to consider the subleading contributions to the eikonal which a priori contribute terms at order $1/b^2$ to the deflection angle. These corrections involve the exchange of massless $U(1)$ gauge fields and dilatons as well as gravitons between the two scalars. We find that because of the precise charge mass relation, $Q = 2M$ (in appropriate units), for the Kaluza-Klein states, these subleading corrections to the eikonal vanish. In terms of the corresponding deflection angle we understand the vanishing of the subleading $1/b^2$ terms as a consequence of the extremal $Q = 2M$ limit of the deflection angle in the background of a EMd black hole.

In chapter 6 we will focus on the $2 \to 2$ scattering of massive scalar particles [49, 66, 67, 69] up to order $G_N^2$ (i.e. 2PM level) in pure gravity. Here we keep the spacetime dimension $D$ general, which serves as an infrared regulator, and also consider the subleading $O(G_N^3)$ contributions that do not directly enter in the 2PM classical interaction but that could be relevant for the 3PM result [50,51,56]. Since our analysis is $D$-dimensional we cannot apply the standard $4D$ spinor-helicity description, but we construct the relevant parts of the amplitudes with one and two graviton exchanges by using an approach similar in spirit where tree-level amplitudes are glued together. Further discussion on applying unitarity methods in $D > 4$ can be found in [51,111,112] and the references therein. This is the same technique that is also used in chapter 4.

In chapter 6 we will carry out the approach discussed in section 2.4.1 explicitly up to the 2PM order. The $D$-dimensional case is slightly more intricate than the $4D$ one as we find that the contribution from the scalar box integral not only contributes to the exponentiation of the 1PM result, but also yields non-trivial subleading terms that
have to be combined with the triangle contributions to obtain the full 2PM eikonal. We also see that our result smoothly interpolates between the general, the light-bending (when $m_1^2 \gg (s - m_1^2) \gg m_2^2$) and the ultra-relativistic cases (when $s \gg m_1^2, m_2^2$); this holds not just for the classical part of the 2PM eikonal phase, which is trivially zero in the massless case, but also for the quantum part \cite{60, 63, 108}. This feature does not seem to be realised in the recent 3PM result \cite{50, 51} and it would be interesting to understand this issue better\footnote{However this interpolation seems to hold in the more recent 3PM result found in \cite{56}. This is discussed in more detail in chapter \ref{chap:theoretical}.} Finally in chapter \ref{chap:app} we use the results in chapter \ref{chap:2body} to derive and write down an explicit expression for the corresponding $D$-dimensional two-body potential.

This thesis is organised as follows. In chapter \ref{chap:tools} we will give a brief overview of the various tools necessary for the rest of the thesis. Chapter \ref{chap:theory} focuses on taking the various high-energy limits for the propagator integrals we will need in order to calculate the various scattering processes. In chapters \ref{chap:2body}, \ref{chap:3body} and \ref{chap:supergravity} we will study the eikonal and classical dynamics in different scenarios including a supergravity scenario, scattering in a Kaluza-Klein background and scattering in pure Einstein gravity respectively. In chapter \ref{chap:app} we will use the results in chapter \ref{chap:2body} to derive the two-body Hamiltonian in Einstein gravity for arbitrary spacetime dimensions. Concluding remarks will be given in chapter \ref{chap:conclusion}.
Chapter 2

Background

In this chapter we will review some of the basic concepts that we will need to develop
the content in subsequent chapters. We will start with an overview of the quantum
field theory produced by a massive scalar coupled to pure Einstein gravity; including
a derivation of the Feynman rules and some discussion on the various problems which
arise when trying to quantize gravity. This will also include a brief discussion of the
setup for $N = 8$ supergravity which we will need for chapter 4. We will then review
the eikonal approximation and apply it to the context of gravity. In doing so we will
derive the full first post-Minkowskian expression for the two-body eikonal including
a discussion of how to derive the two-body deflection angle. A brief overview of the
post-Newtonian and post-Minkowskian expansion regimes will also be given.

2.1 Conventions & Kinematics

Throughout this thesis we will be working in $D$ spacetime dimensions unless otherwise
specified and we will use the mostly-plus metric signature,

$$
\eta_{\mu \nu} = \text{diag}(-,+,+,...).
$$

We will also be working in natural units where $c = \hbar = 1$ throughout unless otherwise
specified.

For the $2 \rightarrow 2$ scattering problems that we will be considering, the incoming mo-
menta will be taken to be $k_1, k_2$ and the outgoing momenta will be taken as $k_3, k_4$ for
the massive states with masses $m_1, m_2$ respectively, unless otherwise indicated. The
Mandelstam variables we will be using are defined as,

$$
s = -(k_1 + k_2)^2 ; \quad u = -(k_1 + k_4)^2 ; \quad t = -(k_1 + k_3)^2.
$$
We also have the usual relation between Mandelstam variables,

\[ s + t + u = 2(m_1^2 + m_2^2) . \tag{2.3} \]

By choosing the center of mass frame we can parametrise the momenta by,

\[ k_1 = (E_1, p) , k_2 = (E_2, -p) , k_3 = (-E_3, p') , k_4 = (-E_4, -p') . \tag{2.4} \]

From this we can find relations between the Mandelstam variables, the energy, the center of mass momenta and the scattering angle \( \theta \) between two momentum variables \( p \) and \( p' \),

\[ s = (E_1 + E_2)^2 = E^2 , \tag{2.5a} \]
\[ t = -2p^2(1 - \cos \theta) , \tag{2.5b} \]
\[ u = -2p^2(1 + \cos \theta) , \tag{2.5c} \]

where \( p = |p| \). We can also calculate,

\[ E p = \sqrt{(k_1 k_2)^2 - k_1^2 k_2^2} = \frac{1}{2} \sqrt{(s - m_1^2 - m_2^2)^2 - 4m_1^2 m_2^2} , \tag{2.6} \]

where we have denoted \( k_1 \mu k_2^\mu = k_1 k_2 \). We will define an explicit exchanged momentum between the two bodies which will generally be defined as,

\[ q = k_1 + k_3 , \tag{2.7} \]

such that \( t = -q^2 \). However in chapter 4 we have one high-energy state scattering off of a very heavy static state and so we only have two external momenta. As such the exchanged momenta between the high-energy state and the very heavy static state in chapter 4 will be given by,

\[ q = k_1 + k_2 , \tag{2.8} \]

such that \( s = -q^2 \). In chapters 3 and 4 we will usually refer to the momentum exchange vector, \( q \), as \( q_\perp \) when discussing scattering off of a stack of D-branes where \( q_\perp \) refers to the \( D - p - 2 \) spatial components representing the momentum transferred transverse to the stack of branes. Further details are discussed in section 4.1.1.

2.2 Quantum Gravity

In this section we will discuss the basic building blocks we will require in the rest of this chapter as well as this thesis. We will start by discussing a massive scalar theory weakly coupled to pure gravity and follow this on with a parallel discussion in the case
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of the bosonic sector of $N = 8$ supergravity. The various modifications required for the Kaluza-Klein gravity discussion in chapter 5 can be found in section 5.1.

2.2.1 Pure Gravity

We start by writing the action for a massive scalar, $\phi$, of mass $m$ weakly coupled to Einstein gravity in $D$ spacetime dimensions,

$$ S = \int d^D x \sqrt{-g} \left( \frac{1}{2\kappa_D^2} R + \mathcal{L}_m \right), \quad (2.9) $$

where $R$ is the Ricci scalar, $g = \det(g_{\mu\nu})$ and we have defined the gravitational coupling as,

$$ \kappa_D = \sqrt{8\pi G_N}, \quad (2.10) $$

where $G_N$ is the $D$-dimensional Newton’s gravitational constant. The Lagrangian for the matter sector is given by,

$$ \mathcal{L}_m = -\frac{1}{2} \nabla_\mu \phi \nabla^\mu \phi - \frac{1}{2} m^2 \phi^2. \quad (2.11) $$

We can perform a quick check that these expressions can be used to derive the Einstein field equations. The variation of the action with respect to the metric, $g_{\mu\nu}$, is given by,

$$ \delta S \delta g_{\mu\nu} = \int d^D x \frac{1}{2\kappa_D^2} \left( \sqrt{-g} \delta R_{\mu\nu} + R \delta \sqrt{-g} g_{\mu\nu} + 2\kappa_D^2 \delta \left( \sqrt{-g} \mathcal{L}_m \right) \right). \quad (2.12) $$

We can calculate the variation of the Ricci scalar and the determinant of the metric,

$$ \delta R_{\mu\nu} = R_{\mu\nu} ; \quad \delta \sqrt{-g} g_{\mu\nu} = -\frac{1}{2} \sqrt{-g} g_{\mu\nu}. \quad (2.13) $$

The variation of the matter sector by definition gives us the stress-energy tensor so we have,

$$ \frac{\delta \left( \sqrt{-g} \mathcal{L}_m \right)}{\delta g_{\mu\nu}} = -\frac{1}{2} \sqrt{-g} T_{\mu\nu}. \quad (2.14) $$

Putting this all together we therefore find,

$$ \frac{\delta S}{\delta g_{\mu\nu}} = \int d^D x \sqrt{-g} \frac{1}{2\kappa_D^2} \left( R_{\mu\nu} - \frac{1}{2} g_{\mu\nu} - \kappa_D^2 T_{\mu\nu} \right) = 0 $$

$$ \Rightarrow R_{\mu\nu} - \frac{1}{2} g_{\mu\nu} = 8\pi G_N T_{\mu\nu}. \quad (2.15) $$

These are the well-known Einstein field equations [10], as required.

In order to linearise this action and be able to discuss and derive the Feynman rules we will study the action in the weak-field limit [114][115] where we introduce the
graviton field, \( h_{\mu\nu} \), via,

\[
g_{\mu\nu} = \eta_{\mu\nu} + 2\kappa D h_{\mu\nu},
\]

where \( \eta_{\mu\nu} \) is the usual flat Minkowski metric. From now on we will use \( \eta_{\mu\nu} \) to raise and lower indices. In order to derive the graviton propagator we need to substitute (2.16) in (2.9) and collect all the terms up to \( O(h^2) \). Note that we have,

\[
\frac{1}{2\kappa^2} \sqrt{-g} R = \frac{1}{2\kappa^2} (\partial_\mu \partial_\nu h^{\mu\nu} - \Box h) - \frac{1}{2} \left( \partial_\alpha h_{\mu\nu} \partial^\alpha h^{\mu\nu} - \frac{1}{2} \partial_\alpha h \partial^\alpha h \right) - \partial^{\alpha} \left( h_{\mu\alpha} - \frac{1}{2} \eta_{\mu\alpha} h \right) \partial_\beta \left( h^{\mu\beta} - \frac{1}{2} \eta^{\mu\beta} h \right),
\]

(2.17)

where we have defined \( h = h^\mu_\mu \). We also need to add a gauge fixing term in order to fix the gauge since \( h_{\mu\nu} \) in (2.16) is not uniquely defined. We will choose the de Donder gauge (harmonic gauge) given by the condition,

\[
\partial_\mu h^{\mu\nu} - \frac{1}{2} \partial_\nu h = 0.
\]

(2.18)

Note that in de Donder gauge we have,

\[
\Box = \frac{1}{\sqrt{-g}} \partial_\mu (\sqrt{-g} g^{\mu\nu} \partial_\nu) = g^{\mu\nu} \partial_\mu \partial_\nu + \frac{1}{\sqrt{-g}} \partial_\mu (\sqrt{-g} g^{\mu\nu} \partial_\nu)
\]

\[
= g^{\mu\nu} \partial_\mu \partial_\nu - \frac{2\kappa D}{\sqrt{-g}} \left( \partial_\mu h^{\mu\nu} - \frac{1}{2} \eta^{\mu\nu} \partial_\mu h + O(h^2) \right) \partial_\nu
\]

\[
\simeq g^{\mu\nu} \partial_\mu \partial_\nu.
\]

(2.19)

The term that we need to add to the Lagrangian to fix this gauge is given by,

\[
\mathcal{L}_f = \partial_\mu \left( h^{\mu\nu} - \frac{1}{2} \eta^{\mu\nu} h \right) \partial_\nu \left( h_{\mu\nu} - \frac{1}{2} \eta_{\mu\nu} h \right).
\]

(2.20)

Note that we will not be giving the full details of how to implement the gauge fixing condition at the level of the partition function but as with other gauge theories one would have to use the Faddeev-Popov method, details can be found here [114,116].

Putting together (2.17), (2.19) and (2.20) with the linear in \( h \) interaction part of the matter sector we have,

\[
\mathcal{L}_{O(h^2)} = -\frac{1}{2} \left( \partial_\alpha h_{\mu\nu} \partial^\alpha h^{\mu\nu} - \frac{1}{2} \partial_\alpha h \partial^\alpha h \right) - \kappa D h^{\mu\nu} T_{\mu\nu}.
\]

(2.21)

We can integrate the term in the round brackets by parts yielding,

\[
\mathcal{L}_{O(h^2)} = \frac{1}{2} \left( h_{\mu\nu} \partial_\alpha \partial^\alpha h^{\mu\nu} - \frac{1}{2} h \partial_\alpha \partial^\alpha h \right) - \kappa D h^{\mu\nu} T_{\mu\nu}.
\]
= \frac{1}{2} h^{\alpha\beta} \left( \frac{1}{2} \eta_{\alpha\mu} \eta_{\beta\nu} + \frac{1}{2} \eta_{\alpha\nu} \eta_{\beta\mu} - \frac{1}{2} \eta_{\alpha\beta} \eta_{\mu\nu} \right) \square h^{\mu\nu} - \kappa D h^{\mu\nu} T_{\mu\nu} \, . \quad (2.22)

To find the propagator for the above linearised Lagrangian we can schematically write the partition function as,

\[ Z_h[T] \sim \int [Dh] \exp \left( i \int d^D x \left[ \frac{1}{2} h^{\alpha\beta} \Delta^{-1}_{\alpha\beta\mu\nu} h^{\mu\nu} - \kappa D h^{\mu\nu} T_{\mu\nu} \right] \right) \, , \quad (2.23) \]

where we have the matter sector acting as a source for the graviton field and where the Green’s function is given by \( \Delta^{-1}_{\alpha\beta\mu\nu} \). In order to find the propagator we need to invert the differential operator, \( \Delta^{-1}_{\alpha\beta\mu\nu} \), that appears above. The tensor structure can be found by multiplying by an ansatz,

\[ a \eta_{\alpha\mu} \eta_{\beta\nu} + b \eta_{\alpha\beta} \eta_{\mu\nu} \, , \quad (2.24) \]

and requiring the product be equal to the identity. For the undetermined coefficients, \( a, b \), we find,

\[ a = 1 \; ; \; b = \frac{1}{D - 2} \, . \quad (2.25) \]

The inverse of the differential operator, \( \square \), can be found easily by first Fourier transforming into momentum space,

\[ \square G(x,y) = \delta(x-y) \Rightarrow -p^2 G(p) = 1 \, , \quad (2.26) \]

we therefore have,

\[ G(x,y) = - \int \frac{d^D k}{(2\pi)^D} e^{-ik(x-y)} \frac{1}{p^2 + i\epsilon} \, . \quad (2.27) \]

Putting all this together we then find for the graviton propagator,

\[ i \Delta_{\alpha\beta\mu\nu}(x-y) = - \int \frac{d^D k}{(2\pi)^D} \frac{i}{k^2 + i\epsilon} e^{-ik(x-y)} \left( \frac{1}{2} \left( \eta_{\alpha\mu} \eta_{\beta\nu} + \eta_{\alpha\nu} \eta_{\beta\mu} - \frac{2}{D-2} \eta_{\alpha\beta} \eta_{\mu\nu} \right) \right) \, . \quad (2.28) \]

In order to find the vertices describing the interactions between the various states in our theory we need to continue expanding the action in powers of \( h \) and collect the various terms corresponding to the various interactions. We will explicitly calculate the \( \phi\phi h \) vertex in momentum space but the method carries through easily (albeit cumbersomely) for the various other vertices that we will list below.

The stress-energy tensor is given by,

\[ T_{\mu\nu} = -\partial_\mu \phi \partial_\nu \phi + \frac{1}{2} \eta_{\mu\nu} \left( \partial_\alpha \phi \partial^\alpha \phi + m^2 \phi^2 \right) \, , \quad (2.29) \]
and so from the $\phi\phi h$-interaction component of (2.21) we have,

$$L_{\phi\phi h} = \kappa_D \left( h^{\mu\nu} \partial_{\mu} \phi \partial_{\nu} \phi - \frac{1}{2} h \left( \partial_\alpha \phi \partial^\alpha \phi + m^2 \phi^2 \right) \right).$$  \hspace{1cm} (2.30)

By Fourier transforming into momentum space we have that, $\partial_{\mu} \rightarrow -ik_{\mu}$, and doing so in the equation above as well as taking the appropriate functional derivatives we have,

$$\frac{\delta^3 \tilde{L}_{\phi\phi h}}{\delta h_{\mu\nu} \delta \phi_1 \delta \phi_2} = -\kappa_D \left( k^\mu_1 k^\nu_2 + k^\mu_2 k^\nu_1 - \eta^\mu\nu \left( k_1 k_2 - m^2 \right) \right)$$

$$\implies [V_{\phi_1 \phi_2 h}]^{\mu\nu} = -i\kappa_D \left( k^\mu_1 k^\nu_2 + k^\mu_2 k^\nu_1 - \eta^\mu\nu \left( k_1 k_2 - m^2 \right) \right),$$  \hspace{1cm} (2.31)

where in the last line we have included the factor of $i$ coming from the path integral. Note that we have chosen not to write the momentum conserving delta function $\delta^D(\sum k_i)$.

Using this method any other interaction between the various fields can be derived systematically. However one needs to include higher powers in $h$ in the expansion of (2.9) to capture interactions such as $hhh$ or $\phi\phi hh$ and other higher order interactions. Since the method is similar to the one shown above we will simply list these expressions below.

**Feynman Rules**

In this subsection we will list all the Feynman rules in momentum space for a massive scalar weakly coupled to pure gravity that we will require in the rest of the thesis. The derivation of the propagator as well as the method to derive the vertices has been discussed above. We will not be including the various momentum conserving delta functions for each vertex. These results have been checked against known results in the literature [117–119].

- For the graviton propagator we have,

$$q \hspace{1cm} \equiv \hspace{1cm} [G_h]^{\mu\nu\rho\sigma} = \frac{-i}{2q^2} \left( \eta^{\mu\rho} \eta^{\nu\sigma} + \eta^{\mu\sigma} \eta^{\nu\rho} - \frac{2}{D-2} \eta^{\mu\nu} \eta^{\rho\sigma} \right).$$  \hspace{1cm} (2.32)

- For the massive scalar propagator we have,

$$q \hspace{1cm} \equiv \hspace{1cm} [G_\phi] = \frac{-i}{q^2 + m^2}. \hspace{1cm} (2.33)
• For the $\phi\phi h$ vertex we have,

$$[V_{\phi_1\phi_2h}]_{\mu\nu}^{\alpha\beta} = -i\kappa D\left( k_1^\mu k_2^\nu + k_1^\nu k_2^\mu - \eta^{\mu\nu}(k_1 k_2 - m^2) \right)$$

(2.34)

• For the $\phi\phi hh$ vertex we have,

$$[V_{\phi_1\phi_2hh}]_{\rho\sigma,\lambda\tau} = \left( i\kappa_D^2 \right) \left[ k_1 k_2 - m^2 \right] \left( \frac{1}{2} \eta_{\rho\sigma} \eta_{\lambda\tau} - \eta_{\rho\tau} \eta_{\sigma\lambda} \right) + 4 k_1^\rho k_2^\tau \eta_{\sigma\lambda}

-2k_1^\rho k_2^\sigma \eta_{\lambda\tau} \right] + \ldots,$$

(2.35)

where the dots stand for the symmetrisation of the various permutations of the two massive scalars and the two gravitons.

• For the three graviton $hhh$ vertex we find,

$$[V_{h_1h_2h_3}]_{\mu\nu,\lambda\rho,\tau\sigma} = -2i\kappa_D \left( -\frac{1}{2} P_\mu q_\nu \eta_{\lambda\rho} \eta_{\tau\sigma} + 2 P_\mu q_\sigma \eta_{\lambda\nu} \eta_{\tau\rho} \right) - \eta_{\rho\sigma} P_\mu \eta_{\lambda\tau} q_\nu

-\frac{1}{2} \eta_{\mu\nu} P_\tau \eta_{\lambda\rho} q_\sigma + \frac{1}{4} \eta_{\mu\nu} \eta_{\lambda\rho} \eta_{\tau\sigma} P \cdot q - \eta_{\rho\sigma} P_\lambda \eta_{\mu\tau} q_\nu + \frac{1}{2} \eta_{\rho\sigma} P_\mu \eta_{\lambda\tau} q_\nu

-\eta_{\mu\rho} \eta_{\nu\sigma} P_\lambda q_\tau + \frac{1}{2} \eta_{\mu\omega} \eta_{\nu\rho} \eta_{\lambda\tau} P \cdot q + \frac{1}{4} \eta_{\mu\omega} \eta_{\nu\rho} \eta_{\lambda\tau} P \cdot q

-\eta_{\mu\rho} \eta_{\nu\lambda} \eta_{\lambda\tau} P \cdot q + \eta_{\mu\sigma} P_\lambda \eta_{\nu\tau} q_\rho \right] + \ldots,$$

(2.36)

where the dots stand for the sum over the various permutations of the gravitons.
2.2.2 Supergravity

In order to complete the materials needed for chapter 4, we need to consider gravity extended to include the dilaton and RR gauge fields present in $N = 8$ supergravity. As we will consider scattering off of a stack of D$p$-branes, we will also need the boundary action sourced by the branes. We will be denoting the dilaton as above with $\phi$ and use the relevant equations for the massive scalar in the previous section with $m = 0$. The RR gauge fields will be denoted by $C^{(n-1)}$, where $n = p + 2$ and $p$ is the dimension of the D$p$-brane world-volume and so we can also define the field strength $F_n = d\mathcal{C}^{(n-1)}$.

The bulk action we need to consider is given by,

$$S = \int d^{D}x \sqrt{-g} \left[ \frac{1}{2\kappa_D^2} R - \frac{1}{2} \partial_\mu \phi \partial^\mu \phi - \frac{1}{2n!} e^{-a(D)} \sqrt{2\kappa_D} \phi F_n^2 \right] + S_{\text{D-Brane}} ,$$

(2.37)

where the expression for $a(D)$ can be found in [120] and is given by

$$a^2(D) = 4 - \frac{2(p+1)(D - p - 3)}{D - 2} .$$

(2.38)

Note that by convention we will use the positive root of the expression above. We will use the following boundary action which is being sourced by the D$p$-branes [121],

$$S_{\text{D-Brane}} = \int d^{D}x \delta^{D-p-1}(x) (J_h \delta_\alpha^\alpha(x) + J_\phi \phi(x) + \mu_p C_{01...p}(x)) ,$$

(2.39)

where the quantities $J_h, J_\phi, \mu_p$ are the couplings of the graviton, dilaton and RR to the D$p$-brane respectively. These are given by,

$$J_h = -T_p ; \quad \mu_p = \sqrt{2} T_p ; \quad J_\phi = -\frac{a(D)}{\sqrt{2}} T_p ,$$

(2.40)

where $T_p$ is the D$p$-brane tension. As in the previous section discussing pure gravity, we will be expanding the metric around the flat metric using (2.16).

**Feynman Rules**

Following the techniques used in section 2.2.1, we can derive the additional Feynman rules needed to calculate the various quantities in chapter 4. These are listed below and have been checked with various known results in the literature [122, 123]. Note that the Feynman rules for the interactions between the dilaton and graviton are equivalent to the Feynman rules for the massive scalar in 2.2.1 with $m = 0$. As before we are not writing momentum conserving delta functions at vertices.

---

6In 10D type II supergravity, $a(D = 10) = \frac{p-3}{2}$. 
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• The propagator for the RR fields is given by,

\[ q = [G_{C(n-1)}^{\mu_1...\mu_{n-1}}] = \frac{-i}{q^2} (n-1)! \delta^{\mu_1}_{\nu_1} ... \delta^{\mu_{n-1}}_{\nu_{n-1}}. \] (2.41)

• The \( \phi C^{(n-1)}C^{(n-1)} \) vertex is given by,

\[ k_1 \quad k_2 \]

\[ = [V_{\phi F_1^{(n)} C_2^{(n-1)}}] \]

\[ = -\frac{i\alpha(D)\sqrt{2\kappa_D}}{(n-1)!} (F_1^{\mu_1...\mu_n} k_2^{\mu_1} C_2^{\mu_2...\mu_n}) , \] (2.42)

where (1) and (2) are labels of the two RR fields and \( F_{i \mu_1...\mu_n} \) is the field strength associated with the \((p+1)\)-form gauge field \( C_{i \mu_2...\mu_n}, F_{i \mu_1...\mu_n} = (dC_i)_{\mu_1...\mu_n} \).

• The \( h C^{(n-1)}C^{(n-1)} \) vertex is given by,

\[ k_1 \quad k_2 \]

\[ = [V_{F_1^{(n)} F_2^{(n)} h}] = \frac{i\kappa_D}{n!} (2n F_{12}^{\mu\nu} - \eta^{\mu\nu} F_{12}) h^{\mu\nu} , \] (2.43)

where \( F_{12}^{\mu\nu} = F_1^{\mu_1...\mu_n} F_2^{\mu_2...\mu_n} \) and we also have \( F_{12} = F_{12}^{\mu\nu} \eta_{\mu\nu} \).

• The \( \phi\phi C^{(n-1)}C^{(n-1)} \) vertex is given by,

\[ k_1 \quad k_2 \]

\[ = [V_{\phi\phi F_1^{(n)} F_2^{(n)}}] = -\frac{2i\kappa_D^2}{n!} a^2(D) F_{12} . \] (2.44)

• From (2.39) we read the Dp-brane graviton coupling,

\[ (\mu\nu) \]

\[ = [B_h] = -i T_p a^{\mu\nu} h_{\mu\nu} \int \frac{d^k k}{(2\pi)^{k}} , \] (2.45)

where \( \parallel \) denotes the \( p+1 \) directions along the Dp-brane and \( \perp \) denotes the \( D-p-1 \) directions transverse to the Dp-brane.
• The boundary coupling with the dilaton is given by

\[
[B_\phi] = -iT_p \frac{a(D)}{\sqrt{2}} \int \frac{d^4 k}{(2\pi)^4}.
\]  

(2.46)

• The boundary coupling with the RR gauge potential is given by,

\[
[B_{C(n-1)} = i\mu_p C_{01...p} \int \frac{d^4 k}{(2\pi)^4}.
\]  

(2.47)

2.2.3 Sourcing Schwarzschild Black Holes

In this section we will show schematically that the massive scalar states we have been discussing are appropriate states with which to model Schwarzschild black holes. This will be particularly important in chapter 6 when we consider the scattering of massive scalars to describe binary black holes in pure gravity. It will also be relevant in chapter 4. We will be working in \( D = 4 \) here for simplicity but the general \( D \) analogue is discussed in section 4.4.3.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{schwarzschild.png}
\caption{This figure illustrates the sourcing of a Schwarzschild black hole by a massive scalar state. The thick line represents a static Schwarzschild black hole of mass \( M \) and the wavy line represents a graviton.}
\end{figure}

In order to show that we can source a Schwarzschild black hole at large distances by using the field theory described in section 2.2.1 we want to calculate the effective one-point function as illustrated in figure 2. This will give us the first contribution, in the large distance limit, to the Schwarzschild solution. Further contributions can be calculated by going to higher effective loop orders, further details can be found in section 4.4. The one-point function can be readily calculated using the Feynman rules derived above and in \( D = 4 \) we find,

\[
\langle h^{\mu\nu} \rangle = -\frac{\kappa}{q^2} \left( k^{\mu} p^\nu + k^{\nu} p^\mu - M^2 \eta^{\mu\nu} \right),
\]  

(2.48)
where \( q = k + p \). Since we want an effective description of a massive static heavy object with no spin we can write the external momenta as,

\[
k^\mu = (E, 0) = (M, 0) \quad ; \quad p^\mu = (-E, -q) \sim (-M, 0),
\]

where for \( M \gg |q| \) we have taken \( E \sim M \). Implementing this we find,

\[
\langle h^{00} \rangle = -\frac{M\kappa}{2q^2} \eta^{00}
\]

\[
\langle h^{ij} \rangle = \frac{M\kappa}{2q^2} \eta^{ij}
\]

where we have also normalised by a factor of \( 1/\sqrt{2E} \sim 1/\sqrt{2M} \) per scalar leg and we have split the metric into its time-like and space-like components. Note that \( \eta^{00} = -1 \) represents the time-like direction and \( \eta^{ij} = \text{diag}(+1, +1, +1) \) represents the space-like directions.

To be able to compare this with the appropriate expansion of the Schwarzschild metric in harmonic gauge we need to convert the above from momentum into position space. Using (3.49) we can schematically write,

\[
\langle 2\kappa \tilde{h}^{\mu\nu} \rangle \sim -\frac{2G_NM}{r} \left( \eta^{00} - \eta^{ij} \right)
\]

\[
\Rightarrow ds^2 \supset \frac{2G_NM}{r} \left( dt^2 + dx^2 \right),
\]

where we have introduced the factor of \( 2\kappa \) as per the definition of the graviton metric in (2.16). Comparing with the first terms in the \( R_s/r \) expansion of the Schwarzschild metric in harmonic gauge found in [124] we find agreement. Note that (2.52) also agrees with (4.77) for \( D = 4 \) and \( p = 0 \).

### 2.2.4 High-Energy Issues in Quantum Gravity

Although we have been discussing gravity as a quantum theory in order to be able to derive the various Feynman rules in section 2.2, we know that such a construction of quantum gravity suffers from UV divergences [125–127]. We also know that it is non-renormalisable [128–130] and due to this we find that we need to include an entire series of higher order curvature terms that are allowed by the diffeomorphism invariance and we are not allowed, a-priori, to just use the Einstein-Hilbert action [131].

We can construct an effective field theory (EFT) with the allowed higher order curvature terms and appropriate couplings as,

\[
S_{\text{EFT}} = \frac{1}{2\kappa_D^2} \int d^D x \sqrt{-g} \left( R + c_1 R^2 + c_2 R_{\mu\nu} R^{\mu\nu} + c_3 R_{\mu\nu\rho\sigma} R^{\mu\nu\rho\sigma} + \ldots \right),
\]

(2.54)
where we have not included the matter sector as we will be restricting discussion to the gravity sector here for simplicity. From the first term in the equation above we can deduce the mass dimension of the gravitational coupling,

$$\kappa_D^2 \sim G_N = |M|^{2-D}, \quad (2.55)$$

and so in terms of the Plank scale we have,

$$\frac{1}{\kappa_D^2} \sim \frac{1}{G_N} = (M_p)^{D-2}, \quad (2.56)$$

where $M_p$ is the Plank mass. This tells us that for $D > 2$ we will have a non-renormalisable theory and we notice that for energies $E > M_p$ we will get results which will not be useful, for example non-unitary results for scattering amplitudes.

In general the higher order curvature terms would begin to contribute at some secondary mass scale which we can call $M_c$ with $M_c < M_p$ and so we would have,

$$c_{1,2,3} \sim \frac{1}{M_c^2}. \quad (2.57)$$

For example in string theory this scale would be $M_c \sim 1/l_s$ where $l_s$ is the length of the string and so we would have $c_{1,2,3} \sim l_s^2 = \alpha'$, these curvature corrections in string theory are usually referred to as stringy corrections [132–135]. In principle we would then proceed as we did in section 2.2.1 and calculate all the Feynman rules with the action defined in (2.54).

Since we are ultimately interested in the classical dynamics of binary systems the quantum corrections to various quantities, such as scattering amplitudes, will not be particularly important and will be dropped. However for consistency with the discussion above we would, in principle, need to include the contributions from the curvature corrections. We can do a quick schematic analysis following [116, 131] to show that this is unnecessary. For simplicity we will set $c_n = 0$ with $n > 2$ in (2.54). The corresponding equations of motion is schematically given by,

$$\Box h + c_1 \Box \Box h = 8\pi G_N T. \quad (2.58)$$

The Green’s function for this wave equation has the form,

$$G(x) \sim \int \frac{d^Dk}{(2\pi)^D} \frac{e^{ikx}}{k^2 + c_1 k^4} = \int \frac{d^Dk}{(2\pi)^D} e^{ikx} \left( \frac{1}{k^2} - c_1 + \ldots \right), \quad (2.59)$$

where in the last step we have used $c_1 \ll 1$. Calculating the static potential between
two masses using this we find,

\[ V(r) \sim \int d^{D-1} k \, e^{ikr} \left( \frac{1}{k^2} - c_1 + \ldots \right) \sim \frac{1}{r^{D-3}} - c_1 \delta^{D-1}(r) + \ldots . \]  

(2.60)

From this we can see that the classical effects of the higher order curvature corrections will be local.

As we will study in more detail in section 2.4 we are interested in the high-energy classical dynamics when trying to describe heavy objects such as black holes. This can be intuited from the fact that heavy objects are inherently high-energy objects since they are very massive. Classical physics starts to become relevant when the particle separation is larger than the de-Broglie wavelength. The separation for a scattering problem can be taken to be the impact parameter and so we have [51],

\[ b \gg \lambda \sim \frac{1}{p} , \]

(2.61)

where \( b \) is the impact parameter and \( p \) is some momentum scale of the scattering problem. We therefore realise that the classical dynamics is described by physics at large distance scales. As such we can ignore the effects of curvature corrections as they will be suppressed by the fact that we are interested in large distances. This means that the framework built up in section 2.2.1 can be used without concerning ourselves with the UV complete description of the full quantum gravity theory.

### 2.3 The Post-Newtonian and Post-Minkowskian Expansion

There are two well-known perturbative regimes in which general relativity is studied; the post-Newtonian (PN) regime [35–38] and the post-Minkowskian (PM) regime [39–49]. In this subsection we will describe these two perturbative regimes and specifically discuss what the perturbation parameters are.

In the post-Newtonian regime we expand the two-body interaction potential or other quantities describing the dynamics of the two bodies for small velocities and hence in powers of,

\[ \left( \frac{v}{c} \right)^2 \sim \frac{G_N m}{|r|^2} \ll 1 , \]

(2.62)

where the second expression is due to the virial theorem. In the expression above, \( v \) is the relative velocity between the two bodies, \( m \) is the total mass and \( |r| \) is their separation. This regime has been well studied [37, 38, 136, 137] but will not generally be used in this thesis except to compare results calculated here with known results in the literature.
In the post-Minkowskian regime the two-body interaction potential is instead expanded in terms of Newton’s gravitational constant $G_N$ but includes all orders in velocities. Since the PM regime includes all orders in velocities it is effectively the relativistic analogue to the PN non-relativistic (i.e. small velocities) expansion. Since the PM result is valid to all orders in velocity it naturally includes the relevant PN result at each matching order in $G_N$, this is illustrated in figure 3.

| 0PN | 1PN | 2PN | 3PN | ... |
|-----|-----|-----|-----|-----|
| 1PM | $1 + v^2 + v^4 + v^6 + \ldots$ | $G^1$ |
| 2PM | $1 + v^2 + v^4 + \ldots$ | $G^2$ |
| 3PM | $1 + v^2 + \ldots$ | $G^3$ |
| ... | ... | ... | ... | : |

Figure 3: A figure illustrating the connection between the post-Newtonian and post-Minkowskian regimes.

As we will see in more detail in section 2.4.1 and in chapters 6 and 7 we can relate the classical pieces of quantum scattering amplitudes directly to the PM expansion and it is therefore a particularly tractable and interesting regime to study. In this thesis we will mainly focus on PM results.

In order to compare our PM results with known PN results in the literature we need to define a method to get from PM results to PN results. From equations (28) and (32) in [37] we can write,

$$v^2_\infty = 2 \frac{E - (m_1 + m_2)}{\mu} \implies \gamma = -\frac{k_1k_2}{m_1m_2} = (1 + v^2_\infty)^{1/2}$$

where $v_\infty$ is the relative velocity between the two bodies at infinity for unbounded motion as discussed in [37]. Notice that this velocity variable is different to the standard definition given by $\gamma = (1 - v^2)^{-1/2}$, although they coincide at lowest order in the non-relativistic limit. This can be related directly to the energy via,

$$\gamma = \frac{E^2 - m_1^2 - m_2^2}{2m_1m_2} \implies E^2 = 2m_1m_2\sqrt{1 + v^2_\infty} + m_1^2 + m_2^2.$$  

(2.64)

In subsequent sections we will sometimes want to perform a velocity expansion (PN expansion) of the various PM results. As we will see in section 2.4.2 our PM results are usually written in terms of the total angular momentum $J$. However in order to perform the PN expansion it is useful to write our results in terms of a rescaled angular
momentum variable defined as,

\[ j = \frac{J}{G_Nm_1m_2}. \]  

(2.65)

We can do dimensional analysis on this quantity and find,

\[ j = \left[ \frac{L^2T^{-1}M}{L^3M^{-1}T^{-2}M^2} \right] = [L^{-1}T], \]

(2.66)

and so we note that \( j \) has the dimensions of inverse velocity and so to make this dimensionless (reinstating \( c \) and noting that quantities such as the angle should be dimensionless) we must treat \( j \sim jc \). Similarly in order to make \( v_\infty \) dimensionless we must treat it as \( v_\infty \sim v_\infty/c \). The order of the PN expansion can then be thought of as an expansion in powers of \( 1/c^2 \). In general we can write,

\[ \frac{v_\infty^m}{j^n} \rightarrow \frac{v_\infty^m}{j^n c^{(m+n)}} \Rightarrow \frac{1}{2} (m+n)\text{-PN}. \]

(2.67)

This expression is used in section 2.4.4 and chapter 7 to identify the PN order of various terms.

### 2.4 The Eikonal Approximation

Following on from the arguments presented in section 2.2.4 we know that the non-renormalisability of quantum gravity as described in section 2.2 does not prevent us from using the theory to describe the high-energy classical dynamics of a binary system. In this section we will describe how to extract the classical dynamics, in the form of a two-body deflection angle, from scattering amplitudes.

As we have previously discussed, we are interested in the high-energy dynamics because ultimately we want to describe the dynamics of heavy massive objects such as black holes. For a \( 2 \rightarrow 2 \) scattering problem with incoming momenta \( k_1, k_2 \) and outgoing momenta \( k_3, k_4 \) we can use the Mandelstam variable \( s \), defined in (2.2), as a proxy for the energy and \( t \) as a proxy for the exchanged momenta, notice that \( s = E^2 \) and \( t = -q^2 \) where \( q \) is the momentum exchanged between the two scattering objects. As we have stated in section 2.2.4 classical dynamics is associated with large distances where, \( b \gg G_N M^* \). Since the momentum exchanged is the conjugate variable to the impact parameter for a scattering problem we can similarly state that,

\[ b \sim \frac{1}{q} \gg G_N M^*, \]

(2.68)

which implies that the exchanged momenta are small. Since we are interested in the high-energy limit we are also want to take \( E \) to be large. Putting all this together we
see that what we are describing is a scattering process in the Regge limit,

\[ s \to \infty \text{ with } \frac{t}{s} \text{ small}. \quad (2.69) \]

It is worth mentioning a few more scaling observations that we can draw. Since we are taking \( b \gg G_N M^* \) as well as a high-energy limit we notice that the center of mass momentum, \( p \), is therefore also large. From this we can therefore also write,

\[ J \sim pb \gg 1. \quad (2.70) \]

We can also notice from (2.69) that we are taking \( s \to \infty \) with \( t = -q^2 \to 0 \) to keep the ratio small but fixed and this implies that,

\[ p, m_1, m_2 \gg q. \quad (2.71) \]

A well known high-energy approximation in potential scattering called the eikonal approximation [80–82] can be used in this context to describe the dynamics that we are interested in. It has been shown that this approximation can be used to describe the high-energy (Regge) limit of scattering amplitudes in a relativistic field theory context [73–76] and was used in [66] to show equivalence with high-energy semi-classical calculations in quantum gravity [77]. This will be the framework we will use to derive and discuss the dynamics of high-energy 2 \( \to \) 2 scattering. Furthermore the calculation of the eikonal has been shown to be related to the sum of an infinite class of Feynman diagrams [74,138], in the case of gravity dominated by graviton exchanges [77–79]. We will use these facts extensively in the discussion below.

### 2.4.1 The Eikonal Phase & Amplitude

In general any 2 \( \to \) 2 scattering amplitude with incoming momenta \( k_1, k_2 \) and outgoing momenta \( k_3, k_4 \) can be written as,

\[ \langle k_1 k_2 | T | k_3 k_4 \rangle = (2\pi)^D \delta^D(k_1 + k_2 + k_3 + k_4) \mathcal{A}(k_1 k_2 \to k_3 k_4), \quad (2.72) \]

where \( T \) represents the non-trivial component of the scattering S-matrix, i.e. \( S = 1 + iT \), and the \( |k_i k_j\rangle \) are two-particle states. To simplify the notation and using the redundancy offered by the conservation of momentum we will drop the momentum conserving \( \delta \) functions and write the amplitudes as,

\[ \mathcal{A}(k_1 k_2 \to k_3 k_4) = \mathcal{A}(s, m, q), \quad (2.73) \]
where the $m_i$ represent the masses of the two scattering particles. We can further represent scattering amplitudes of this sort, with $n$ graviton exchanges between the two scattering particles, by dressing the RHS above with a subscript $n$.

As is standard in the discussion of the eikonal approximation, we introduce an auxiliary $(D - 2)$-dimensional vector $q$ such that $q^2 = -t$ and then take the Fourier transform to rewrite the result in terms of the conjugate variable $b$ (the impact parameter). We can now define the corresponding amplitudes in impact parameter space which are defined via,

$$
\tilde{A}_n(s, m_i, b) = \frac{1}{4E_p} \int \frac{d^{D-2}q}{(2\pi)^{D-2}} e^{iqb} A_n(s, m_i, q),
$$

(2.74)

where $E = E_1 + E_2$ is the total energy, $p = |p|$ is the absolute value of the space-like momentum in the center of mass frame of the two scattering particles and we have written $q = |q|$. The normalisation is a non-relativistic normalisation factor that we have introduced to make the definition of the eikonal phase below more straightforward. We recall that the $E_p$ factor can be written in terms of the Mandelstam variables or incoming momenta as per (2.6).

We can generally write the gravitational S-matrix in impact parameter space as

$$
S(s, m_i, b) = 1 + i \sum_{n=1}^{\infty} \tilde{A}_n(s, m_i, b),
$$

(2.75)

where $\tilde{A}_n(s, m_i, b)$ is the full amplitude with $n$ graviton exchanges in impact parameter space including the appropriate normalisation as defined in (2.74).

In general, amplitudes in gravity describing graviton exchange between two bodies are divergent in the Regge limit. This will be made more explicit in the following subsections. However since we need to preserve the unitarity of the S-matrix, we notice that this can only be done if the resummation of these divergent diagrams resums into a phase. It has been extensively shown that this resummation and exponentiation does indeed happen and is made particularly explicit in impact parameter space. In order to preserve the unitarity we can express the gravitational S-matrix in terms of phases,

$$
S(s, m_i, b) = (1 + iT(s, m_i, b)) \exp \left[ i(\delta^{(1)}(s, m_i, b) + \delta^{(2)}(s, m_i, b) + \ldots) \right],
$$

(2.76)

where $\delta^{(1)}(s, m_i, b)$ and $\delta^{(2)}(s, m_i, b)$ are the leading eikonal and subleading eikonal respectively and will be defined further below. The parameter used to define the expansion in (2.76) is $(R_s/b)^{D-3}$ (see for the numerical factors in the definition of $R_s$). The symbol $T(s, m_i, b)$ corresponds to all the non-divergent (in energy or mass)
contributions to the amplitudes with any number of graviton exchanges. We have implicitly assumed that the eikonals behave as phases instead of operators since we are dealing with a purely elastic scenario in this chapter. For a more general form of the equation above see (4.51).

By using (2.75) and (2.76) as well as observations from amplitude calculations [67, 139] we note that we can write the sum of leading divergent contributions to the amplitudes with $n$ graviton exchanges as,

$$
i \sum_{n=1}^{\infty} \hat{A}_n^{(1)}(s, m_i, b) = i \hat{A}_1^{(1)}(s, m_i, b) + i \hat{A}_2^{(1)}(s, m_i, b) + \ldots$$

$$= i \hat{A}_1^{(1)}(s, m_i, b) + \frac{1}{2} \left( i \hat{A}_1^{(1)}(s, m_i, b) \right)^2 + \ldots$$

$$= e^{i \delta^{(1)}(s, m_i, b)} - 1,$$

(2.77)

where $\delta^{(1)}(s, m_i, b) = \hat{A}_1^{(1)}(s, m_i, b)$ is the leading eikonal. Note that we refer to the leading contribution to each amplitude, with different numbers of graviton exchanges, via the superscript label (1), each subleading order is then referred to by increasing the number in the superscript. As per the description of (2.76) we note that only the contributions which are divergent in energy or mass exponentiate.

Expanding (2.76) and collecting all the possible contributions at 2PM (i.e. at $O(G_N^2)$) we can write an explicit expression for the first subleading eikonal,

$$i \delta^{(2)}(s, m_i, b) = i \hat{A}_2^{(2)} - i \hat{A}_1^{(1)} i \hat{A}_1^{(2)} = i \hat{A}_2^{(2)},$$

(2.78)

where in the second step we have used that in Einstein gravity we have $A_1^{(2)} = 0$ as we will see from the results in the next subsection. Note that in other theories this may not be the case. For example, in the supergravity case we will discuss in chapter 4 we find a contribution of the form $A_1^{(2)}$ coming from the tree-level diagram with one RR field exchange between the scalar field and the stack of D-branes as you can see from (4.66).

Notice that for each eikonal we have,

$$i \delta^{(k)}(s, m_i, b) \sim i \hat{A}_k^{(k)} \sim O(G_N^k),$$

(2.79)

where $G_N$ is the usual Newton’s constant. This relates the discussion presented here with the so called post-Minkowskian approximation discussed in section 2.3. We will see in more detail in chapter 6 that the leading eikonal corresponds to the 1PM order in the post-Minkowskian expansion, the subleading eikonal corresponds to the 2PM order and so on.

For sake of completeness, we can collect the various contributions of the form (2.77)
at each order in $G_N$ and write the complete eikonal amplitude in momentum space,

$$A_{\text{eik}}(s, m_i, q) = 4Ep \int d^2b \, e^{-iq\cdot b} \left( \exp \left( i \sum_i \delta^{(i)}(s, m_i, b) \right) - 1 \right). \tag{2.80}$$

From this discussion we can see that to calculate the eikonal we need to be able to categorise and collect the various leading, subleading and further contributions of each of the amplitudes with $n = 1, 2, 3, \ldots$ number of graviton exchanges. In general the amplitudes we will calculate will include pieces which are either not relevant classically or are superclassical\footnote{These are contributions which are already taken into account by the exponential series of a process at a lower order in $G_N$.} and we will need an algorithm to be able to distinguish these. The scaling limit required to categorise the various contributions and identify the relevant new information at each order in $G_N$ can be spelled out as follows:

- We take $G_N$ small by keeping $G_N M^*$ fixed and we are interested in the non-analytic contributions as $t \to 0$ since they determine the large distance interaction
- The ratios $m_i^2/s$, where $m_{1,2}$ are the masses of the external scalars, can be arbitrary; when they are fixed, one is describing the scattering of two Schwarzschild black holes, but it is possible to smoothly take them to be small or large and make contact with different relativistic regimes
- At each order in $G_N^n$ the terms that grow faster than $E_1$ or $E_2$ (at large $E_i$ and fixed $G_N M^*$) should not provide new data, but just exponentiate the energy divergent contributions at lower perturbative orders
- The terms that grow as $E_i$ provide a new contribution to the eikonal phase at order $G_N^n$ from which one can derive the contribution to the classical two-body deflection angle and from it the relevant information on the $n$PM effective two-body potential

We can summarise this mathematically as,

$$16\pi G_N = 2\kappa_D^2 \to 0, \quad s \gg q^2 = |t|, \quad \text{with} \quad \frac{G_N M^*}{b} \ll 1. \tag{2.81}$$

Recall that $M^*$ was defined in chapter [1] as the largest mass scale in the process under consideration.

### 2.4.2 The Leading Two-Body Eikonal in Pure Gravity

In this and subsequent subsections we will give a thorough analysis for the leading two-body eikonal in pure gravity. As the discussion in section 2.4.1 implies, to calculate the
leading eikonal we first need to calculate the tree-level amplitude between two scalars exchanging a single graviton. As specified before, we will take the two massive scalars with masses \( m_1, m_2 \) to have incoming momenta \( k_1, k_2 \) and outgoing momenta \( k_3, k_4 \) respectively. This scattering process is illustrated in figure 4. Using the Feynman rules derived in section 2.2.1 we easily find the result,

\[
iA_1 = 2i\kappa_2^2 \frac{1}{q^2} \left( \frac{1}{2} (s - m_1^2 - m_2^2)^2 - \frac{2}{D-2} m_1^2 m_2^2 + \frac{1}{2} (s - m_1^2 - m_2^2)t \right) .
\] (2.82)

The procedure at the end of section 2.4.1 specifies that we ignore the non-analytic terms in the amplitudes as these will only yield local contributions in impact parameter space and can be safely ignored in the large impact parameter limit. This means that we can ignore the last term in the big round brackets above.

For the rest of this section as well as the subsequent subsections we will explicitly work in \( D = 4 \) spacetime dimensions. We do this for two reasons; to compare with widely known results in the literature and to avoid needing to take small-angle approximations when performing the partial wave decomposition in section 2.4.3. As such we can write the above amplitude in a more compact form as,

\[
iA_1 = i\frac{16\pi G_N}{q^2} \left( 2(k_1 k_2)^2 - m_1^2 m_2^2 \right) .
\] (2.83)

We can now also calculate the impact-parameter analogue of this expression which following the observations in (2.77) will serve as the expression for the leading two-body eikonal,

\[
d^{(1)}(s, m_i, b) = \delta^{(1)}(s, m_i, b) = -4G_N \frac{2(k_1 k_2)^2 - m_1^2 m_2^2}{\sqrt{(k_1 k_2)^2 - m_1^2 m_2^2}} \log(b) = -\delta_1(s, m_i) \log(b) ,
\] (2.84)
where \( b = |b| \) and in the second line we have defined the quantity,

\[
\delta_1(s, m_i) = 4G_N \frac{2(k_1 k_2)^2 - m_1^2 m_2^2}{\sqrt{(k_1 k_2)^2 - m_1^2 m_2^2}}. 
\]  

(2.85)

We will revisit the results found in this subsection in chapter [3] where we will also take various limits of the resulting expressions to compare with a wide variety of known results.

### 2.4.3 Partial Wave Decomposition and the Two-Body Deflection Angle

In this subsection we will perform a standard partial wave decomposition to the leading eikonal amplitude given by (2.80) with only \( \delta^{(1)} \) non-zero. We can write the leading eikonal amplitude as,

\[
A^{(1)}_{\text{eik}}(s, m_i, q) = 4Ep \int d^2b e^{-i\mathbf{q} \cdot \mathbf{b}} \left( \exp \left( i\delta^{(1)}(s, m_i, b) \right) - 1 \right)
\]

\[
= 4Ep \int d^2b e^{-i\mathbf{q} \cdot \mathbf{b}} \left( b^{-i\delta_1(s, m_i)} - 1 \right) .
\]  

(2.86)

where we have used the expression for \( \delta^{(1)}(s, m_i, b) \) calculated in (2.84).

The scattering amplitude can be expanded in partial waves as follows,

\[
A^{(1)}_{\text{eik}}(s, m_i, q) = \sum_{J=0}^{\infty} (2J + 1)a_J(s, m_i) P_J(x) ; \quad x \equiv \cos \theta,
\]

(2.87)

where \( P_J \) are Legendre polynomials and the partial wave coefficients are given by,

\[
a_J(s, m_i) = \frac{1}{2} \int_{-1}^{+1} dx A^{(1)}_{\text{eik}}(s, m_i, q) P_J(x) .
\]

(2.88)

The Legendre polynomials are normalized as,

\[
\int_{-1}^{+1} dx P_J(x) P_L(x) = \frac{2}{2J + 1} \delta_{JL} : P_J(1) = 1 ; \quad P_J(x) = \frac{(-1)^J}{2^J J!} \frac{d^J}{dx^J}(1 - x^2)^J .
\]

(2.89)

Notice that the variable \( x \equiv \cos \theta \) is related to the Mandelstam variable \( t \) as described by the equations in (2.5), from these we also have the relation,

\[
q = 2p \sin \frac{\theta}{2} .
\]  

(2.90)
By using the expansion,

\[ e^{-iqb \cos \phi} = \sum_{n=-\infty}^{\infty} i^n J_n(qb)e^{-in\phi}, \]

(2.91)

where \( J_n(x) \) are Bessel functions, we can simplify (2.86) and write it as,

\[ A_{\text{eik}}^{(1)}(s, m_i, q) = 8\pi Ep \int_0^{\infty} db b J_0(qb) \left( b^{-i\delta_1(s, m_i)} - 1 \right). \]

(2.92)

Using (2.88) we can write the partial wave coefficients as,

\[ \frac{a_J(s, m_i)}{4Ep} = \pi \int_0^{\pi} d\theta \sin(\theta) P_J(\cos(\theta)) \left\{ \int_0^{\infty} db b J_0(qb) \left( b^{-i\delta_1(s, m_i)} - 1 \right) \right\}. \]

(2.93)

Using the equation between the exchanged momenta and scattering angle, (2.90), and using the equation (7.253) in [142], which reads,

\[ \int_{\pi/2}^{\pi/2} dx \sin(2x) P_n(\cos(2x)) J_0(a \sin(x)) = a^{-1}J_{2n+1}(a), \]

(2.94)

we find that we can express \( a_J \) as,

\[ \frac{a_J(s, m_i)}{4Ep} = \frac{\pi}{p} \int_0^{\infty} db J_{2J+1}(2pb) \left( b^{-i\delta_1(s, m_i)} - 1 \right). \]

(2.95)

This integral can be performed and we finally find,

\[ a_J(s, m_i) = \frac{2E\pi}{p} \Gamma \left( J - i\delta_1(s, m_i) + \frac{1}{2} \right) \Gamma \left( J + i\delta_1(s, m_i) + \frac{1}{2} \right) - 1. \]

(2.96)

This expression is equivalent to known results in the literature [108].

Using the expressions in the discussion above we want to be able to derive the deflection angle as this will effectively translate the amplitude into the dynamics describing the interaction between the two heavy objects. In chapters 6 and 7 we will revisit this idea in greater detail and include the subleading corrections to the leading eikonal. Following Landau and Lifshitz [143] we can relate the partial waves to the scattering angle by noticing that the asymptotic form of the Legendre polynomial for large \( J \) is,

\[ P_J(\cos \theta) \approx -\frac{i}{\sqrt{2\pi J \sin \theta}} \left( e^{i(J+1/2)\theta + i\pi/4} - e^{-i(J+1/2)\theta - i\pi/4} \right). \]

(2.97)

---

8In this case we are describing two Schwarzschild black holes.
Substituting this into (2.87) we find,
\[ A_{elk}^{(1)}(s, m_{i}, q) \simeq -i \sum_{J=0}^{\infty} a_{J}(s, m_{i}) \sqrt{\frac{J}{2\pi \sin \theta}} \left( e^{i(J+1/2)\theta+i\pi/4} - e^{-i(J+1/2)\theta-i\pi/4} \right). \]  
(2.98)

Since the exponential factors are dominated by large \( J \) the value of the sum in the equation above is determined by the appropriate saddle point. The saddle point is given by,
\[ i\theta_{J} = -\frac{\partial}{\partial J} \log(a_{J}(s, m_{i})) , \]  
(2.99)

where we have chosen the positive \( \theta \) by convention and written \( \theta \) as \( \theta_{J} \). We can now use this equation to find the deflection angle from (2.96),
\[ \theta_{J} = i \frac{\partial}{\partial J} \log(a_{J}(s, m_{i})) \]
\[ \approx \frac{\delta_{1}(s, m_{i})}{J} - \frac{\delta_{1}^{3}(s, m_{i})}{12J^{3}} + \ldots , \]  
(2.100)

where in the last line we have expanded for large \( J \) and kept only terms that contribute in the high-energy limit. In the next subsection we will give an explicit closed form expression for this series.

**Saddle Point Approximation**

In this subsection we will perform a saddle point approximation in order to evaluate the integral given in (2.95). We start by recognising that we can write the Bessel function which appears, in an integral form by using [144],
\[ J_{n}(x) = \frac{1}{2\pi} \int_{-\pi}^{\pi} dt e^{i(x \sin t - nt)} , \]  
(2.101)

and using this allows us to write,
\[ \frac{a_{J}(s, m_{i})}{4Ep} = \frac{1}{2p} \int_{0}^{\infty} db \int_{-\pi}^{\pi} d\phi \left( b^{-i\delta_{1}(s, m_{i})} - 1 \right) e^{i(2pb \sin \phi - (2J+1)\phi)} . \]  
(2.102)

Defining the variable \( x = pb/J \) we can rewrite this as,
\[ \frac{a_{J}(s, m_{i})}{4Ep} = \frac{J}{2p^{2}} \int_{0}^{\infty} dx \int_{-\pi}^{\pi} d\phi \left( \left( \frac{Jx}{p} \right)^{-i\delta_{1}(s, m_{i})} - 1 \right) e^{i(2xJ \sin \phi - (2J+1)\phi)} \]
where in the second line we have dropped the $-1$ as this is not kinematically relevant in the large $J$ limit and we have defined the quantity,

$$\tilde{\delta}_1(s,m_i) = \frac{\delta_1(s,m_i)}{J}. \quad (2.104)$$

Collecting all the terms in the exponent that are large in the large $J$ limit we see that we need to perform a saddle-point approximation on the two-variable function given by,

$$f(x,\phi) = -\tilde{\delta}_1(s,m_i) \log(x) + 2x \sin \phi - 2\phi, \quad (2.105)$$

where we note the exponent is then $iJf(x,\phi)$. When performing a saddle-point approximation in 2 variables we know that,

$$\int dx \, d\phi \, e^{iJf(x,\phi)} \approx \frac{2\pi}{\sqrt{-\det(iJ S''(x_0,\phi_0))}} e^{iJf(x_0,\phi_0)}, \quad (2.106)$$

where $S''(x_0,y_0)$ is the Hessian evaluated at the saddle-point and we have taken into account relevant factors of $i$ and $J$.

To find the saddle-point we need to solve the following set of simultaneous equations,

$$\frac{\partial f(x,\phi)}{\partial x} = -\frac{\tilde{\delta}_1(s,m_i)}{x} + 2 \sin \phi = 0, \quad (2.107)$$

$$\frac{\partial f(x,\phi)}{\partial \phi} = 2x \cos \phi - 2 = 0. \quad (2.108)$$

We can easily express $x$ in terms of $\cos \phi$ from the second equation and substituting this back into the first equation gives us an expression for $\phi$ in terms of $\tilde{\delta}_1(s,m_i)$ and so we find,

$$x_0 = \frac{1}{\cos \phi_0}; \quad \phi_0 = \arctan \left( \frac{\tilde{\delta}_1(s,m_i)}{2} \right). \quad (2.109)$$

Substituting these results back into our original function (2.105) we get,

$$-\frac{i}{J} f(x_0,\phi_0) = -\tilde{\delta}_1 \log \left( \sqrt{\frac{\tilde{\delta}_1^2}{4} + 1} \right) + \tilde{\delta}_1 - 2 \arctan \left( \frac{\tilde{\delta}_1}{2} \right). \quad (2.110)$$

Putting (2.103), (2.106) and (2.110) together allows us to write the partial wave coef-
coefficients in a saddle approximation,

\[
\frac{a_J(s, m_i)}{4E_p} \approx \frac{J}{2p^2} \left( \frac{J}{p} \right)^{-i\delta_1} \frac{2\pi}{\sqrt{-\det(i J S''(x_0, \phi_0))}} \times \exp \left[ i J \left( -\tilde{\delta}_1 \log \left( \sqrt{\frac{\delta_1^2}{4} + 1} \right) + \tilde{\delta}_1 - 2 \arctan \left( \frac{\delta_1}{2} \right) \right) \right],
\]

(2.111)

where we have not explicitly written the Hessian as it is not relevant when calculating the deflection angle as we will see below.

Using (2.99) we can now calculate the deflection angle. Note that we need to use \( \tilde{\delta}_1 = \delta_1/J \) in equation (2.111) above. We will be explicit here as it is instructive,

\[
\theta_J = i \frac{\partial}{\partial J} \log(a_J)
\]

\[
\approx i \frac{\partial}{\partial J} \left[ -i\delta_1 \log J - \delta_1 \log \left( \sqrt{\frac{\delta_1^2}{4} + 1} \right) + \delta_1 - 2iJ \arctan \left( \frac{\delta_1}{2J} \right) \right]
\]

\[
= \left[ -\frac{\delta_1}{J} + \frac{\delta_1^3}{J(\delta_1^2 + 4J^2)} - 2 \arctan \left( \frac{\delta_1}{2J} \right) + \frac{4\delta_1 J}{\delta_1^2 + 4J^2} \right]
\]

\[
\approx 2 \arctan \left( \frac{\delta_1(s, m_i)}{2J} \right),
\]

(2.112)

where in the second line we have only kept terms in the exponent of (2.111) as well as the \( J^{-i\delta_1} \) term because the rest are not relevant in the high-energy, large \( J \) limit and in the third line we note that the combination of the first, second and fourth terms sum to 0. We note that the large \( J \) expansion of the last line is equivalent to (2.100) as required.

**Saddle Point Approximation to Derive Linear in Eikonal Contributions to the Deflection Angle**

In this subsection we will be performing a saddle point approximation as in the previous subsection but we will include all the corrections to the eikonal, not just the leading eikonal. In order to be able to compute this we will have to make certain approximations which will give a partially complete result. This will prove to be sufficient for the analysis up to 2PM discussed in chapters 4, 5 and 6.

To study this we modify (2.86) and write,

\[
A_{eik}^{(1)}(s, m_i, q) = 4E_p \int d^2 b e^{-i q \cdot b} \left( \exp \left( i \sum_k \delta^{(k)}(s, m_i, b) \right) - 1 \right),
\]

(2.113)

where we have included all the corrections to the eikonal. From this we can then modify
the expression for $a_J$ in (2.103) to read,
\[
\begin{aligned}
\frac{a_J(s, m_i)}{4E_p} &\approx \frac{J}{2p^2} \left( \frac{J}{p} \right)^{-i\delta_1} \int_0^\infty dx \int_{-\pi}^\pi d\phi \\
&\quad \times \left( x^{-i\delta_1 J} \exp \left( \sum_{k=1}^\infty \frac{i\tilde{\delta}_{k+1}}{x^k} J \right) \right) e^{i(2xJ\sin \phi - (2J+1)\phi)},
\end{aligned}
\]
(2.114)

where we have used (2.84) for $\delta^{(1)}$ and we have defined,
\[
\delta^{(k)}(s, m_i, b) = \delta_k(s, m_i) b_k \text{ for } k > 1,
\]
(2.115)
as well as,
\[
\tilde{\delta}_k = \frac{\delta_k}{J^k p^{k-1}} \text{ for } k > 1.
\]
(2.116)

Note that $\delta_k(s, m_i)$ is of order $O(G_k^N)$. We then see, by collecting all the terms that are large in the large $J$ limit as we have done before, that the function for which we need to find the saddle point is given by,
\[
f(x, \phi) = -\tilde{\delta}_1 \log(x) + \sum_{k=1}^\infty \frac{\tilde{\delta}_{k+1}}{x^k} + 2x \sin \phi - 2\phi.
\]
(2.117)

We can now write the equations which we must solve to find the saddle point,
\[
\begin{aligned}
\frac{\partial f(x, \phi)}{\partial x} &= -\tilde{\delta}_1 x - \sum_{k=1}^\infty \frac{\tilde{\delta}_{k+1}}{x^k} + 2 \sin \phi = 0 \\
\frac{\partial f(x, \phi)}{\partial \phi} &= 2x \cos \phi - 2 = 0.
\end{aligned}
\]
(2.118, 2.119)

Since we are now including all the corrections to the eikonal we have significantly complicated the set of equations we must solve. In order to make this problem tractable we will linearise these equations in $\phi$. Doing so we find the saddle point,
\[
x_0 = 1 ; \quad \phi_0 = \frac{1}{2} \left( \tilde{\delta}_1 + \sum_{k=1}^\infty k\tilde{\delta}_{k+1} \right).
\]
(2.120)

Employing the exact same method as before we then find for the partial wave coefficients,
\[
\frac{a_J(s, m_i)}{4E_p} \approx \frac{J}{2p^2} \left( \frac{J}{p} \right)^{-i\delta_1} \frac{2\pi}{\sqrt{-\det(iJS''(x_0, \phi_0))}} \exp \left[ iJ \sum_{k=1}^\infty k\tilde{\delta}_{k+1} \right].
\]
(2.121)

Using this result along with equations (2.99), (2.116) we can then find the resulting
expression for the angle,

$$\theta_J \approx \frac{\delta_1}{J} + \sum_{k=1}^{\infty} \frac{kp^k \delta_{k+1}}{J^{k+1}}.$$  \hfill (2.122)

The equivalent expression in impact parameter space can be found by using the fact that at the saddle $x_0 = 1$ we have $J = pb$,

$$\theta_b \approx \frac{1}{p} \left( \frac{\delta_1}{b} + \sum_{k=1}^{\infty} \frac{kb^k \delta_{k+1}}{b^{k+1}} \right) = -\frac{1}{p} \frac{\partial}{\partial b} \sum_{k=1}^{\infty} \delta^{(k)}(s, m_i, b),$$  \hfill (2.123)

which we notice is the usual expression used to derive the angle from the eikonal \cite{49, 60, 67}. In the second step above we are using the full eikonal expressions and not just the coefficients. For sake of completeness we can take the massless probe limit of this equation which will be used in chapter 4. Using (2.6) we see that the momentum factor in the massless probe limit is given to leading order by, $p \approx E$ and so we have,

$$\theta_b \approx -\frac{1}{E} \frac{\partial}{\partial b} \sum_{k=1}^{\infty} \delta^{(k)}(E, b),$$  \hfill (2.124)

### 2.4.4 Post-Newtonian Expansion

As a final remark in this section we will look at the post-Newtonian (PN) expansion of the leading two-body deflection angle we have calculated above and compare this with known results. We will briefly revisit the PN expansion when discussing the two-body Hamiltonian in chapter 7.

Using (2.85) we can write the leading contribution to the deflection angle (2.112) fully as,

$$\theta_j^{(1)} = \frac{4G_N}{J} \frac{2(k_1k_2)^2 - m_1^2m_2^2}{\sqrt{(k_1k_2)^2 - m_1^2m_2^2}}.$$  \hfill (2.125)

Using (??) we can expand this in terms of the relative velocity between the two bodies,

$$\theta_j^{(1)} = \frac{1}{jv_\infty} + \frac{2v_\infty}{j},$$  \hfill (2.126)

where $j$ is defined in (2.65). We notice, using (2.67), that the first term in this equation is a 0PN contribution since it goes as $(1/c^2)^0$ and the second term is a 1PN contribution since it goes as $(1/c^2)^1$. These are equivalent to the first and second terms of the 0PN and 1PN results for the deflection angle respectively which we quote below \cite{37},

$$\theta_{0\text{PN}} = \arctan \left( \frac{1}{jv_\infty} \right) = \frac{1}{jv_\infty} - \frac{1}{3j^3v_\infty^3} + \cdots,$$  \hfill (2.127)

$$\theta_{1\text{PN}} = \frac{2v_\infty}{j} + \frac{3\pi}{2j^2} + \frac{4}{j^3v_\infty} + \cdots.$$  \hfill (2.128)
Chapter 3

High-Energy Expansion of Various Integrals

In this chapter we are going to discuss the solutions to various integrals that we will need in subsequent chapters. It is based off of the papers [1] and [3]. We will discuss the integrals needed for massive scalar scattering as well as the integrals needed for scattering massless states off of D-branes. Since we are interested in the high-energy limits of these integrals we will be using various techniques which allow us to expand the integrands in the high-energy limit and find perturbative solutions.

3.1 Integrals for Massive Scalar Scattering

In the classical regime the centre of mass energy $\sqrt{s}$ and the masses $m_i^2$ are much larger than the momentum exchanged $q$. In this limit the integrals appearing in the amplitudes discussed in detail in chapter 6 can be performed so as to extract the leading and the subleading contributions (we also calculate the subsubleading contribution to the scalar box integral). Our approach is the following: we first write our starting point in terms of Schwinger parameters $t_i$, then we perform the integrals over the $t$’s parametrising the scalar propagators by using a saddle point approximation, finally the integrals over the graviton propagators reduce to those of an effective two-point function. In the following subsection we give a detailed analysis of the so called scalar box integral, showing that for a general spacetime dimension $D$ it provides a classical contribution proportional to $(D - 4)$. We will also give results for the triangle integrals which are necessary to evaluate the full classical contribution at one-loop.
3.1.1 Scalar Box Integral

In this subsection we will discuss the scalar box integral. To start we will be evaluating,

\[ I_4(s, t) = \int \frac{d^Dk}{(2\pi)^D} \frac{1}{k^2} \frac{1}{(k + k_1)^2 + m_1^2} \frac{1}{(q + k)^2} \frac{1}{(k_2 - k)^2 + m_2^2}. \]  

(3.1)

After a Wick rotation and introducing Schwinger parameters the integral over the loop momentum \( k \) is Gaussian and can be readily performed. After evaluating this we find,

\[ I_4(s, t) = i \int_0^\infty \prod_{i=1}^4 dt_i \frac{T^{-D/2}}{(4\pi)^{D/2}} \exp \left[ -\frac{2k_1k_2t_2t_4 + q^2t_1t_3 + t_2^2m_1^2 + t_4^2m_2^2}{T} \right], \]

(3.2)

where \( q \equiv k_1 + k_3 \) is the momentum exchanged and we have defined \( T = \sum_i t_i \). The form of the equation above is suggestive because we are interested in the limit where \( |k_1k_2|, m_1^2 \gg q^2 \), this means that the integral over \( t_2, t_4 \) can be performed with a saddle point approximation around \( t_2 = t_4 = 0 \).

What makes this integral awkward is that its region of integration is just the positive quadrant in \( t_2, t_4 \). In order to circumvent this problem it is convenient to sum the contribution of the crossed box integral. In terms of Schwinger parameters this is given by

\[ I_4(u, t) = i \int_0^\infty \prod_{i=1}^4 dt_i \frac{T^{-D/2}}{(4\pi)^{D/2}} \exp \left[ -\frac{2k_2k_3t_2t_4 + q^2t_1t_3 + t_2^2m_1^2 + t_4^2m_2^2}{T} \right]. \]

(3.3)

Notice that \( I_4(u, t) \) can be obtained from \( I_4(s, t) \) by swapping \( k_1 \leftrightarrow k_3 \). In order to combine \( I_4(s, t) \) and \( I_4(u, t) \), it is convenient to define,

\[ \tilde{k}^2 = k_1k_2 + \frac{q^2}{4} = -k_2k_3 - \frac{q^2}{4}. \]  

(3.4)

Then we can rewrite,

\[ I_4(s, t) = i \int_0^\infty \prod_{i=1}^4 dt_if(\tilde{k}^2, t_i), \quad I_4(u, t) = i \int_0^\infty \prod_{i=1}^4 dt_if(-\tilde{k}^2, t_i), \]

(3.5)

where,

\[ f(\tilde{k}^2, t_i) = \frac{e^{-\frac{q^2t_1t_3}{4}}} {(4\pi)^{D/2} T^{D/2}} \exp \left[ -\frac{(t_2t_4)}{T} \left( \frac{m_1^2}{\tilde{k}^2} \frac{m_1^2}{m_2^2} \right) \right] e^{\frac{q^2}{4}|t_2t_4|}. \]

(3.6)

As previously mentioned we are interested in performing these integrals in the limit where \( |k_1k_2|, m_1^2, 1/t_2, 1/t_4 \) are all of the same order and much bigger than \( q^2 \). We can therefore Taylor expand the integrands for small \( t_2 \) and \( t_4 \) and at the leading order we simply obtain the function \( |3.6| \) where \( T \) reduces to \( t_1 + t_4 \) and the last exponential
can be neglected. It is therefore convenient to define,

\[ T_0 = t_1 + t_3. \] (3.7)

By expressing the two integrals in this way, we can see that they are equivalent under the change \( t_2 \rightarrow -t_2 \) or \( t_4 \rightarrow -t_4 \). We note that, \( I_4(t_2, -t_4) = J_4(t_2, t_4) \), \( I_4(-t_2, t_4) = J_4(t_2, t_4) \), \( I_4(-t_2, -t_4) = I_4(t_2, t_4) \) where \( I_4 \) and \( J_4 \) are the integrands of \( I_4(s,t) \) and \( I_4(u,t) \) respectively. We can therefore write the combination of box and crossed box integrals as,

\[
I_4(s,t) + I_4(u,t) = \frac{i}{2} \int_0^\infty dt_1 dt_3 \int_{-\infty}^\infty dt_2 dt_4 \frac{e^{-\frac{q^2|t_1t_3|}{(4\pi)^2 T^2}}}{\pi^2} \\
\times \exp \left[ -\frac{(t_2 t_4)}{T} \left( \begin{array}{c} m_1^2 \\
\tilde{k}^2 \\
m_2^2 \end{array} \right) \left( \begin{array}{c} t_2 \\
t_4 \end{array} \right) \right] e^{\frac{q^2}{2T^2} t_2 t_4}, \] (3.8)

where \( T \) is now explicitly defined as \( T = T_0 + |t_2| + |t_4| \). Note that we have written some quantities as \( |t_2|, |t_4| \) since the original domain of integration is for \( t_{2,4} \geq 0 \).

Expanding (3.8) around \((t_2, t_4) = (0, 0)\) the leading contribution (i.e. the one that eikonalises the tree-level amplitude, see comments below (6.29)), which we denote as \( I_4^{(1)}(s,t) + I_4^{(1)}(u,t) \), can be written as a Gaussian integral,

\[
I_4^{(1)}(s,t) + I_4^{(1)}(u,t) = i \int_0^\infty dT_0 \frac{T_0^{1-\frac{D}{2}}}{(4\pi)^{\frac{D}{2}}} \int_0^1 dx_1 \exp \left[ -\frac{q^2}{T_0} (1 - x_1) T_0 \right] \\
\times \frac{1}{2} \int_{-\infty}^\infty dt_2 dt_4 \exp \left[ -\frac{(t_2 t_4)}{T_0} \left( \begin{array}{c} m_1^2 \\
\tilde{k}^2 \\
m_2^2 \end{array} \right) \left( \begin{array}{c} t_2 \\
t_4 \end{array} \right) \right], \] (3.9)

where \( x_1 = t_1/T_0 \). The quadrants with \( t_2, t_4 > 0 \) and \( t_2, t_4 < 0 \) yield the same contribution corresponding \( I_4^{(1)}(s,t) \), while those with \( t_2 > 0 > t_4 \) and \( t_4 > 0 > t_2 \) are again identical and correspond to \( I_4^{(1)}(u,t) \).

We should also recall that \( \tilde{k}^2 \) is not a kinematic variable directly relevant to the amplitude calculations. In the expression resulting from performing the Gaussian integral over \( t_2, t_4 \) in (3.9) above we need to be careful and also substitute for,

\[
\tilde{k}^2 = k_1 k_2 + \frac{q^2}{4} = k_1 k_2 \left( 1 + \frac{q^2}{4k_1 k_2} \right), \] (3.10)

whilst taking into account that we are interested in the limit where \( |k_1 k_2|, m_2^2 \gg q^2 \). The remaining two integrals over \( T_0 \) and \( x_1 \) can be decoupled and, by collecting everything
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together, we find

\[ \begin{align*}
\mathcal{I}_4^{(1)}(s, t) + \mathcal{I}_4^{(1)}(u, t) &= \frac{1}{2} \frac{\pi}{(4\pi)^{\frac{D}{2}}} \frac{-1}{\sqrt{(k_1 k_2)^2 - m^2 m_2^2}} \Gamma \left( \frac{6 - D}{2} \right) \frac{\Gamma^2 \left( \frac{D-4}{2} \right)}{\Gamma(D - 4)} (q^2)^{\frac{D-6}{2}}.
\end{align*} \]

(3.11)

Since we will look at the resulting amplitudes in impact parameter space it is worth calculating the expressions above in impact parameter space. Using (2.74) and (3.49) we find that (3.11) becomes\footnote{Note that in this chapter we are not including the normalisation factor, 1/4\(E_p\), found in (2.74).}

\[ \begin{align*}
\tilde{\mathcal{I}}_4^{(1)}(s, t) + \tilde{\mathcal{I}}_4^{(1)}(u, t) &= \frac{-1}{128\pi^{D-2}} \frac{1}{\sqrt{(k_1 k_2)^2 - m^2 m_2^2}} \Gamma^2 \left( \frac{D-2}{2} \right) \frac{1}{b^{2D-8}}.
\end{align*} \]

(3.12)

We can see that in \(D = 4\) the result is IR divergent and dimensional regularisation can be used to extract the \(\log b^2\) term we are interested in. In order to implement this we would use the substitution,

\[ \frac{\Gamma \left( \frac{D-4}{2} \right)}{4\pi^{\frac{D-2}{2}} b^{D-4}} \implies -\frac{1}{2\pi} \log b. \]

(3.13)

Note that if we were to directly integrate over one of the quadrants in order to calculate the result for just one of the scalar box diagrams we find at leading order,

\[ \begin{align*}
\mathcal{I}_4^{(1)}(u, t) &= \frac{i}{(4\pi)^{\frac{D}{2}}} \ln \left[ 2 \sqrt{(k_2 k_3)^2 - m_1^2 m_2^2} \right] \Gamma \left( \frac{6 - D}{2} \right) \frac{\Gamma^2 \left( \frac{D-4}{2} \right)}{\Gamma(D - 4)} (q^2)^{\frac{D-6}{2}} \nonumber \\
&\approx \frac{i}{(4\pi)^{\frac{D}{2}}} \arcsinh \left( \frac{m_1^2 + m_2^2}{2m_1 m_2} \right) \Gamma \left( \frac{6 - D}{2} \right) \frac{\Gamma^2 \left( \frac{D-4}{2} \right)}{\Gamma(D - 4)} (q^2)^{\frac{D-6}{2}},
\end{align*} \]

(3.14)

where we have used \(-k_2 k_3 = k_1 k_2 + q^2/2\) in the second line to express this in terms of \(k_1 k_2\) and we have defined the quantity \(\sigma = \frac{-k_1 k_2}{m_1 m_2}\). Note that to find the equivalent expression for \(\mathcal{I}_4^{(1)}(s, t)\) we switch \(k_3 \leftrightarrow k_1\) in the first line above.

Continuing with the saddle point approximation and expanding (3.8) further we find the following subleading contribution,

\[ \begin{align*}
\mathcal{I}_4^{(2)}(s, t) + \mathcal{I}_4^{(2)}(u, t) &= i \int_0^\infty dt_0 \frac{T_0^{-\frac{1}{2}}}{(4\pi)^{\frac{D}{2}}} \int_0^1 dx_1 \exp \left[ -q^2 x_1 (1 - x_1) T_0 \right] \\
&\times \frac{1}{2} \int_{-\infty}^\infty dt_2 dt_4 \exp \left[ -\frac{(t_2 t_4) (m_1^2 k^2 - m_2^2)}{T_0} \right] \\
&\times \frac{|t_2| + |t_4|}{T_0^3} \left( 2k_1 k_2 t_2 t_4 + m_1^2 t_2^2 + m_2^2 t_4^2 \right).
\end{align*} \]
From the expansion of (3.8) to subsubleading order we find, account the contribution coming from the expansion of \( \tilde{\omega} \) which we see vanishes for \( D = 4 \).

The subsubleading integral is slightly more nuanced. In this case not only do we need to resolve the third term in the expansion of \( \tilde{k}^2 \) using (3.10) and find the leading contribution in \( |k_1k_2|, m_i^2 \gg q^2 \) after performing the substitution. It is worth looking at the impact parameter space expression of the above result. In impact parameter space we have,

\[
\tilde{I}_4^{(2)}(s,t) + \tilde{\omega}^{(2)}(s,t) = \frac{i}{32\pi^{D-4}} \frac{m_1 + m_2}{(k_1k_2)^2 - m_1^2m_2^2} \Gamma \left( \frac{2D - 7}{2} \right) \Gamma \left( \frac{D - 3}{2} \right) \frac{1}{\Gamma(D - 4)} (b^2)^{D-2},
\]

where we have also taken into account the fact that we need to substitute for \( \tilde{k}^2 \) using (3.10) and find the leading contribution in \( |k_1k_2|, m_i^2 \gg q^2 \) after performing the substitution. It is worth looking at the impact parameter space expression of the above result. In impact parameter space we have,

\[
\tilde{I}_4^{(2)}(s,t) + \tilde{\omega}^{(2)}(s,t) = \frac{i}{32\pi^{D-4}} \frac{m_1 + m_2}{(k_1k_2)^2 - m_1^2m_2^2} \Gamma \left( \frac{2D - 7}{2} \right) \Gamma \left( \frac{D - 3}{2} \right) \frac{1}{\Gamma(D - 4)} (b^2)^{D-2},
\]

which we see vanishes for \( D = 4 \).

The subsubleading integral is slightly more nuanced. In this case not only do we need to resolve the third term in the expansion of \( \tilde{k}^2 \) but we also need to take into account the contribution coming from the expansion of \( \tilde{k}^2 \) in the result for (3.9) The extra contribution from (3.9) is given by,

\[
i \frac{\pi}{2} \frac{k_1k_2}{(4\pi)^{D-4}} \frac{m_1 + m_2}{4[m_1^2m_2^2 - (k_1k_2)^2]^{3/2}} \Gamma \left( \frac{6 - D}{2} \right) \Gamma \left( \frac{D - 4}{2} \right) \frac{1}{\Gamma(D - 4)} (b^2)^{D-4}.
\]

From the expansion of (3.8) to subsubleading order we find,

\[
\tilde{I}_4^{(3)}(s,t) + \tilde{\omega}^{(3)}(s,t) = i \int_0^\infty dt_0 \frac{T_0^{1-D/2}}{(4\pi)^{D/2}} \int_0^1 dx_1 \exp \left[ -q^2x_1(1-x_1)T_0 \right] \times \frac{1}{2} \int_{-\infty}^{\infty} dt_2 dt_4 \exp \left[ -\frac{t_2 t_4}{T_0} \left( \frac{m_1^2 \tilde{k}^2}{m_1^2 m_2^2} \right) \left( \frac{t_2}{t_4} \right) \right] \times \frac{1}{8T_0^4} \left[ (|t_2| + |t_4|)^2 \left[ -4DT_0 \left( t_4 \left( 2\tilde{k}^2t_2 + m_2^2t_4 \right) \right) \right. \\
+ m_1^2t_2^2 + q^2t_1t_3 + (D + 2)DT_0^2 + 4 \left( t_4 \left( 2\tilde{k}^2t_2 + m_2^2t_4 \right) \right) \\
+ m_1^2t_2^2 + q^2t_1t_3 \left( 2\tilde{k}^2t_2 + m_1^2t_2^2 + m_2^2t_4^2 + q^2t_1t_3 - 2T_0 \right) \left. \right] + 4T_0^3 q^2 |t_2||t_4|, \tag{3.18}
\]

where to solve the various resulting integrals in the Gaussian integration over \( t_2, t_4 \) we refer to the building blocks computed in appendix [B]. Taking into account the
contribution \((3.17)\) and again substituting as per \((3.10)\) we find for the final result,

\[
\begin{align*}
\mathcal{I}_4^{(3)}(s,t) + \mathcal{I}_4^{(3)}(u,t) &= \frac{i}{8(4\pi)^2} \Gamma \left( \frac{4-D}{2} \right) \frac{\Gamma^2 \left( \frac{D-2}{2} \right)}{\Gamma(4-D)} (q^2)^{\frac{p-4}{2}} \frac{1}{D-4} \\
\times &\left\{ \frac{4(5-D)}{(k_1k_2)^2 - m_1^2m_2^2} \left( 1 + \frac{2k_1k_2}{[(k_1k_2)^2 - m_1^2m_2^2]^{1/2}} \arcsinh \left( \sqrt{\frac{\sigma - 1}{2}} \right) \right) + i\pi (D-4)(k_1 + k_2)^2 \right\},
\end{align*}
\tag{3.19}
\]

where as before we have used the definition, \(\sigma = \frac{-k_1k_2}{m_1m_2}\). A curious feature of the expression above is that it is purely imaginary for \(D = 4\) since the last line representing the real component vanishes. This expression has been checked against known result in \(D = 4\) found in [145]. In impact parameter space the above expression reads,

\[
\begin{align*}
\tilde{\mathcal{I}}_4^{(3)}(s,t) + \tilde{\mathcal{I}}_4^{(3)}(u,t) &= \frac{i}{128\pi^{D-1}1^{2}} \Gamma^2 \left( \frac{D-2}{2} \right) \frac{1}{(2\pi)^{D-3}} \\
\times &\left\{ \frac{4(5-D)}{(k_1k_2)^2 - m_1^2m_2^2} \left( 1 + \frac{2k_1k_2}{[(k_1k_2)^2 - m_1^2m_2^2]^{1/2}} \arcsinh \left( \sqrt{\frac{\sigma - 1}{2}} \right) \right) + i\pi (D-4)(k_1 + k_2)^2 \right\}.
\end{align*}
\tag{3.20}
\]

### 3.1.2 Triangle Integrals

In this subsection we will derive results for the integrals relevant for the triangle amplitudes. The first integral we need to calculate is,

\[
\begin{align*}
\mathcal{I}_3(m_i) &= \int \frac{d^Dk}{(2\pi)^D} \frac{1}{k^2} \frac{1}{(q + k)^2} \frac{1}{(k + k_i)^2 + m_i^2}.
\end{align*}
\tag{3.21}
\]

As in the previous subsection we can write this integral in terms of Schwinger parameters and perform the Gaussian integral over the loop momenta. This yields,

\[
\begin{align*}
\mathcal{I}_3 &= i \int_0^\infty \prod_{i=1}^3 dt_i \frac{T^{-\frac{D}{2}}}{(4\pi)^{\frac{D}{2}}} \exp \left[ -\frac{m_i^2t_3^2 + q^2t_1t_2}{T} \right],
\end{align*}
\tag{3.22}
\]

where \(q \equiv k_1 + k_3\) is the momentum exchanged and \(T = \sum_i t_i\). We have written this integral in a suggestive way because we are interested in the limit where \(m_i^2 \gg q^2\), this means that the integral over \(t_3\) can be performed with a saddle point approximation around \(t_3 = 0\). To make it easier to perform the relevant expansion we write \(T = T_0 + |t_3|\).
where \( T_0 = t_1 + t_2 \). Performing the saddle point approximation, we find at leading order,

\[
I_3^{(1)}(m_i) = i \int_0^\infty dt_0 \frac{t_0^{D+1}}{(4\pi)^\frac{D}{2}} \int_0^1 dx_2 \exp \left[ -q^2 T_0 x_2 (1 - x_2) \right] \int_0^\infty dt_3 \exp \left[ -\frac{m_i^2 t_3^2}{T_0} \right]
\]

\[
= \frac{i}{(4\pi)^\frac{D}{2}} \frac{\sqrt{\pi}}{2m_i} \Gamma \left( \frac{5 - D}{2} \right) \frac{\Gamma^2 \left( \frac{D-3}{2} \right)}{\Gamma(D-3)} \left( q^2 \right)^{\frac{D-5}{2}},
\]

(3.23)

where we have written \( x_2 = t_2/T_0 \). Expanding (3.22) further, we find for the subleading contribution,

\[
I_3^{(2)}(m_i) = i \int_0^\infty dt_0 \frac{t_0^{D+1}}{(4\pi)^\frac{D}{2}} \int_0^1 dx_2 \exp \left[ -q^2 T_0 x_2 (1 - x_2) \right] \int_0^\infty dt_3 \exp \left[ -\frac{m_i^2 t_3^2}{T_0} \right]
\]

\[
\times \frac{1}{2T_0^2} |t_3| \left( 2q^2 t_1 t_2 - DT_0 + 2m_i^2 t_3^2 \right)
\]

\[
= -i \frac{1}{(4\pi)^\frac{D}{2}} \frac{1}{2m_i^2} \Gamma \left( \frac{4 - D}{2} \right) \frac{\Gamma^2 \left( \frac{D-2}{2} \right)}{\Gamma(D-3)} \left( q^2 \right)^{\frac{D-4}{2}}.
\]

(3.24)

The equations above in impact parameter space read,

\[
\tilde{I}_3^{(1)}(m_i) = \frac{i}{\sqrt{\pi}} \frac{1}{64m_i} \Gamma \left( \frac{2D - 7}{2} \right) \frac{\Gamma^2 \left( \frac{D-3}{2} \right)}{\Gamma(D-3)} \frac{1}{(b^2)^{D-\frac{5}{2}}},
\]

(3.25)

and,

\[
\tilde{I}_3^{(2)}(m_i) = -\frac{i}{\pi^{D-1}} \frac{1}{32m_i^2} \Gamma^2 \left( \frac{D-2}{2} \right) \frac{1}{(b^2)^{D-3}}.
\]

(3.26)

We also want to consider the tensor triangle integral given by,

\[
I_3^{\mu\nu}(m_i) = \int \frac{d^D k}{(2\pi)^D} \frac{1}{k^2} \frac{1}{m_i^2} \frac{1}{(k_i + k)^2} k^\mu k^\nu.
\]

(3.27)

Employing Schwinger parameters as before we find that,

\[
I_3 = i \int_0^\infty \prod_{i=1}^3 dt_i \frac{T^\frac{D-2}{2}}{(4\pi)^\frac{D}{2}} \exp \left[ -\frac{m_i^2 t_i^2 + q^2 t_1 t_2}{T} \right]
\]

\[
\times \left( \frac{1}{2T} \eta^\mu^\nu + \frac{1}{T^2} (qt_2 + k_i t_3)^\mu (qt_2 + k_i t_3)^\nu \right),
\]

(3.28)

where the various symbols have been defined previously. Employing the same method as for the previous two integrals we find the following result at leading order,

\[
I_3^{(1)}(m_i) = \frac{i}{4m_i (4\pi)^\frac{D}{2}} \left( q^2 \right)^{\frac{D-4}{2}} \sqrt{\pi} \frac{\Gamma \left( \frac{3-D}{2} \right) \Gamma \left( \frac{D-1}{2} \right)}{\Gamma(D-1)} \left( \eta^\mu^\nu + \frac{k_i^\mu k_i^\nu}{m_i^2} \right).
\]
\[-(D - 1) \frac{q^\mu q^\nu}{q^2} + 2(q^2)^{\frac{D-4}{2}} \frac{\Gamma\left(\frac{4-D}{2}\right) \Gamma\left(\frac{D-2}{2}\right) \Gamma\left(\frac{D}{2}\right) q^{(\mu k_1^\nu)}}{\Gamma(D-1)} m_i \]\.

(3.29)

Although this is the result at leading order in the expansion around the saddle point $t_3 = 0$ we can identify the second line as subleading contributions to the integral in the limit given by (2.81). We can see this by looking at how a contraction between $q$ and an external momentum behaves,

$$k_1^\mu q_\mu = k_1^\mu (k_1 + k_3) = \frac{1}{2} (k_1 + k_3)^2 = \frac{1}{2} q^2$$

(3.30)

where we have used the fact that $k_2^2 = -k_3^2$. Power counting with the above relation identifies the last line of (3.29) as subleading. This type of argument extends to contractions between any external momenta and $q$ since we can always write $q = k_1 + k_3 = -k_2 - k_4$.

For the next order in the expansion around the saddle point we have,

$$I^{(2)}_{3 \mu \nu} (m_i) = \frac{-i}{(4\pi)^{\frac{D}{2}}} \frac{1}{4 m_i^2} \left[ (q^2)^{\frac{D-2}{2}} \frac{\Gamma\left(\frac{2-D}{2}\right) \Gamma\left(\frac{D}{2}\right) \Gamma\left(\frac{D-1}{2}\right)}{\Gamma(D-1)} \left( \eta^{\mu \nu} + \frac{2k_i^\mu k_i^\nu}{m_i^2} - 2D \frac{q^{\mu \nu}}{q^2} \right) + \sqrt{\pi} (D - 1) \frac{q^{\mu \nu}}{2} \frac{\Gamma\left(\frac{3-D}{2}\right) \Gamma\left(\frac{D-1}{2}\right)}{\Gamma(D-1)} q^{(\mu k_1^\nu)} m_i \right].$$

(3.31)

We note that as with (3.29), the second line above is kinematically subleading with respect to the first line. Note that although we will not be evaluating the equivalent vector triangle integral $I^{\mu}_{3 \mu}$, since we will not need it in the subsequent chapters, the calculation follows straightforwardly from the method outlined above. A parallel discussion in the case of bubble integrals is given in section 3.2.2.

We can write the above expressions in impact parameter space as we have done with previous results. To make these expressions clear we will write them after we have contracted with external momenta. So we have,

$$k_j^\mu k_j^\nu I^{(1)}_{3 \mu \nu} (m_i) = \frac{i}{32 m_i} \frac{1}{\pi^{\frac{D-2}{2}}} \left[ \frac{1}{(b^2)^{\frac{D-2}{2}}} \frac{\Gamma\left(\frac{2-D}{2}\right) \Gamma\left(\frac{D-1}{2}\right)}{\Gamma(D-1)} \right] \times \left( -m_j^2 + \frac{(k_j k_j)^2}{m_i^2} - (D - 1) \frac{-2D^2 + 7D + 5}{4b^2} \right) \times \left( -1 \right)^{j+1} \frac{k_j k_j}{m_i} \left( \frac{2 \csc\left(\frac{\pi D}{2}\right) \Gamma\left(\frac{D}{2}\right)}{} \right),$$

(3.32)
and for the subleading expression,

\[
k_{j\mu}k_{j\nu}\tilde{I}_3^{(2)\mu\nu}(m_i) = -\frac{i}{16m_i^2} \frac{1}{\pi^{D-1}} \left[ \frac{1}{(b^2)^{D-2}} \frac{\Gamma^2(D)}{D - 2} \left( -m_i^2 + \frac{2(k_i k_j)^2}{m_i^4} + \frac{D^2(D - 2)}{2b^2} \right) \right.
\]

\[
- (-1)^{j+1} \frac{k_i k_j}{m_i} \frac{2\pi^{3\frac{D}{2}}}{(b^2)^{D-\frac{D}{2}}} \frac{\Gamma(\frac{2D-3}{2})\Gamma(\frac{D+1}{2})}{\Gamma(D-1)\Gamma(\frac{1-D}{2})} \sec(\frac{\pi D}{2}) \left. \right] . \tag{3.33}
\]

### 3.2 Integrals for D-brane Scattering

In this section we will work out the high-energy limits of the integrals needed in chapter 4. The discussion will heavily parallel the discussion in section 3.1 and so some of the details are neglected. Note that we define the symbol, \( \perp = D - p - 1 \), which will be used extensively below.

#### 3.2.1 Scalar Triangle Integral

For the scalar triangle integral, relevant when discussing the scattering of a massless state off of a stack of D-branes, we have,

\[
I_3(E, q_\perp) = \int \frac{d^4k}{(2\pi)^D} \frac{1}{k^2(k_1 - k)^D_\perp (k + k_2)^D_\perp} , \tag{3.34}
\]

where the \( \perp \) subscript refers to taking only the components in the space perpendicular to the D-branes and we have \( k^2 = k_\perp^2 - E^2 \). As in the previous subsection we can write this integral in terms of Schwinger parameters and perform the Gaussian integral over the loop momenta. This yields,

\[
I_3(E, q_\perp) = \int_0^\infty \prod_{i=1}^3 dt_i T^{\frac{D-p-1}{2}} \frac{1}{(4\pi)^{\frac{D-p-1}{2}}} \exp \left[ \frac{E^2t_1^2 - q_\perp^2t_2t_3}{T} \right] , \tag{3.35}
\]

where \( q = k_1 + k_2 \) is the momentum exchanged and \( T = \sum_i t_i \). Note that we have used some of the kinematic relations given in section 4.1.1. We have again written this integral in a suggestive way because we are interested in the limit where \( E^2 \gg q^2 \), this means that the integral over \( t_1 \) can be performed with a saddle point approximation around \( t_1 = 0 \). To make it easier to perform the relevant expansion we write \( T = T_0 + |t_1| \) where \( T_0 = t_2 + t_3 \). Doing so we find at leading order,

\[
I_3^{(1)}(E, q_\perp) = \int_0^\infty dt_0 T_0^{\frac{D-p-1}{2}+1} \frac{1}{(4\pi)^{\frac{D-p-1}{2}}} \int_0^1 dx_3 \exp \left[ -\frac{q_\perp^2T_0x_3(1-x_3)}{E^2t_1^2} \right] .
\]

\[
\times \int_0^\infty dt_1 \exp \left[ \frac{E^2t_1^2}{T_0} \right]
\]
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where we have written \( x_3 = t_3/T_0 \). Expanding (3.35) further we find for the subleading contribution,

\[
I_3^{(2)}(E, q_\perp) = \int_0^\infty dT_0 \frac{T_0^{\frac{D-p-1}{2} - 1}}{(4\pi)^{\frac{D-p-1}{2}}} \int_0^1 dx_2 \exp \left[ -q_\perp^2 T_0 x_2 (1 - x_2) \right] \\
\times \int_0^\infty dt_1 \exp \left[ \frac{E^2 t_3^2}{T_0} \right] \frac{1}{2T_0^2} |t_1| \left[ 2q_\perp^2 t_2 t_3 - (D - p - 1)T_0 - 2E^2 t_1^2 \right]
\]

\[
= -\frac{1}{(4\pi)^{\frac{D-p-1}{2}} (q_\perp^2)^{\frac{D-p-5}{2}}} \frac{1}{2E^2} \Gamma \left( \frac{5-D+p}{2} \right) \frac{\Gamma \left( \frac{D-p-3}{2} \right)}{\Gamma (D - p - 4)} .
\] (3.37)

As we have done for the integrals relevant to the massive scalar process, we can find the corresponding expressions in impact parameter space. Using (4.46) and (3.49) we find,

\[
\tilde{I}_3^{(1)}(E, b) = \frac{i}{64\pi^{D-p-2}E} \Gamma^2 \left( \frac{D-p-4}{2} \right) \frac{1}{b^{2D-2p-8}}
\] (3.38)

\[
\tilde{I}_3^{(2)}(E, b) = -\frac{1}{32\pi^{D-p-2}E^2} \Gamma \left( \frac{D-p-3}{2} \right) \frac{\Gamma \left( \frac{2D-2p-7}{2} \right)}{\Gamma (D - p - 4)} \frac{1}{b^{2D-2p-7}} .
\] (3.39)

**Removing a Propagator**

We briefly review what happens to \( I_3 \) when we remove the \( k+k_H \) propagator in (3.34) to explicitly recognise that these contributions are localised on the D-branes when working in impact parameter space. We find after introducing Schwinger parameters,

\[
I_{3,3} = \int \frac{d^4k}{(2\pi)^4} \frac{1}{k^2(k_1 - k)^2} = \int dt_1 dt_2 \left( \frac{\pi}{T} \right)^{\frac{1}{2}} \exp \left[ \frac{t_1^2 k_1^2}{T} + t_2^2 E^2 - t_2 k_1^2 \right] ,
\] (3.40)

where \( I_{3,3} \) refers to the fact that we’ve killed the third propagator in the integral given by (3.34) and \( T = t_1 + t_2 \) where \( t_1, t_2 \) are the Schwinger parameters. From this we can see that \( I_{3,3} = f(E) \) which means that the result is not a function of the momentum exchanged, \( q_\perp \). If we calculate the impact parameter space expression for this integral we find that \( \tilde{I}_{3,3} = f(E) \delta^{D-1}(b) \), which as described before suggests that these types of terms can only produce contributions which are localised on the D-branes. Note that the same happens when you remove the second propagator \( k_1 - k \). However if one removes the propagator \( k \) we find that \( I_{3,1} = I_2 \) as expected.
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3.2.2 Bubble Integrals

For the scalar bubble integrals relevant when discussing the scattering of a massless state off of a stack of D-branes, we have,

\[ I_2^{(q)} = \int \frac{d^d k}{(2\pi)^d} \frac{1}{k^2 (k-q)^2} , \]  

(3.41)

where as in the previous subsection the \( \perp \) subscript refer to the components in the directions perpendicular to the D-branes. Continuing in the same way as we have done before we can rewrite this in terms of Schwinger parameters and perform the Gaussian integral over the loop momenta, yielding,

\[ I_2^{(q)} = \int_0^\infty \prod_{i=1}^2 dt_i \frac{T^{-\frac{D-p-1}{2}}}{(4\pi)^{\frac{D-p-1}{2}}} \exp \left[ q^2 t_2 \left( \frac{t_2}{T} - 1 \right) \right] , \]  

(3.42)

This can be solved exactly and we find,

\[ I_2^{(q)} = \frac{1}{(4\pi)^{\frac{D-p-1}{2}}} \left( q^2 \right)^{\frac{D-p-3}{2}} \frac{\Gamma\left( \frac{3-D+p}{2} \right) \Gamma\left( \frac{D-p-1}{2} \right)}{\Gamma(D-p-1)} (-2(D-p-2)) . \]  

(3.43)

We can perform an equivalent procedure for the vector bubble integral,

\[ I_2^{\mu}(q) = \int \frac{d^d k}{(2\pi)^d} \frac{k^\mu}{k^2 (k-q)^2} \] 

\[ = \int_0^\infty \prod_{i=1}^2 dt_i \frac{T^{-\frac{D-p-1}{2}}}{(4\pi)^{\frac{D-p-1}{2}}} q^\mu t_2 T^{-\frac{D-p-1}{2}} \exp \left[ q^2 t_2 \left( \frac{t_2}{T} - 1 \right) \right] \] 

\[ = \frac{1}{(4\pi)^{\frac{D-p-1}{2}}} \left( q^2 \right)^{\frac{D-p-3}{2}} \frac{\Gamma\left( \frac{3-D+p}{2} \right) \Gamma\left( \frac{D-p-1}{2} \right) \Gamma\left( \frac{D-p-3}{2} \right)}{\Gamma(D-p-2)} . \]  

(3.44)

Similarly for the tensor bubble integral,

\[ I_2^{\mu\nu}(q) = \int \frac{d^d k}{(2\pi)^d} \frac{k^\mu k^\nu}{k^2 (k-q)^2} \] 

\[ = \int_0^\infty \prod_{i=1}^2 dt_i \frac{T^{-\frac{D-p-1}{2}}}{(4\pi)^{\frac{D-p-1}{2}}} \left( \frac{1}{2T} q^\mu t_2 + \frac{t_2}{T} q^\nu q^\mu q^\nu \right) \exp \left[ q^2 t_2 \left( \frac{t_2}{T} - 1 \right) \right] \] 

\[ = \frac{1}{(4\pi)^{\frac{D-p-1}{2}}} \left( q^2 \right)^{\frac{D-p-3}{2}} \frac{\Gamma\left( \frac{3-D+p}{2} \right) \Gamma\left( \frac{D-p-1}{2} \right)}{2\Gamma(D-p-2)} \] 

\[ \times \left( \eta^\mu - (D-p-1) \frac{q^\mu q^\nu}{q^2} \right) . \]  

(3.45)
The corresponding impact parameter space expressions are found to be,

\[
\tilde{I}_2(b) = \frac{1}{8\pi^{D-p-\frac{3}{2}}} \Gamma\left(\frac{2D-2p-7}{2}\right) \Gamma^2\left(\frac{D-p-1}{2}\right) \frac{2(p-D+2)}{3-D+p} \frac{1}{b^{2D-2p-7}} .
\] (3.46)

We neglect to write the impact parameter expressions for the vector and tensor bubble integrals because they are only meaningful when their exact form is calculated and this depends on what object the integrals are contracting with.

### 3.3 Impact Parameter Space Integral

In this section we will discuss the result for the integral needed to calculate the impact parameter space expressions discussed above and in chapters 4, 5 and 6. We are interested in solving the integral,

\[
I_{IPS} = \int \frac{d^d q}{(2\pi)^d} e^{iqb} (q^2)^\nu .
\] (3.47)

To evaluate this integral we introduce hyper spherical coordinates [146] where we let the angle between \( q \) and \( b \) be denoted by \( \theta_{d-1} \) and the magnitude of \( q \) be denoted by \( q \). We can then write,

\[
I_{IPS} = \int \frac{d^d q}{(2\pi)^d} e^{iqb \cos \theta_{d-1}} (q^2)^\nu
\]

\[
= \frac{1}{4\pi} \frac{\Gamma\left(\frac{d-1}{2}\right)}{\Gamma\left(\frac{d-1}{2}\right)} \int_0^{\infty} dq \ q^{2\nu} q^{d-1} \int_0^{\pi} d\theta_{d-1} \sin^{d-2}(\theta_{d-1}) e^{iqb \cos \theta_{d-1}}
\]

\[
= \frac{1}{4\pi} \frac{1}{b^{1-\frac{d}{2}}} \int_0^{\infty} dq \ q^{2\nu} q^{\frac{d}{2}} J_{\frac{d}{2}}(qb) ,
\] (3.48)

where in the second line we have evaluated the angular integral excluding the \( \theta_{d-1} \) integral and in the last line we have evaluated the \( \theta_{d-1} \) integral. The \( J_n(x) \) is a Bessel function of the first kind. Evaluating the final line above yields,

\[
I_{IPS} = \int \frac{d^d q}{(2\pi)^d} e^{iqb} (q^2)^\nu = \frac{2^{2\nu}}{\pi^{d/2}} \frac{\Gamma(\nu + \frac{d}{2})}{\Gamma(-\nu)} \frac{1}{b^{2\nu+\frac{d}{2}}} .
\] (3.49)
Chapter 4

The Eikonal in Supergravity

This chapter is based on the paper [1] where we discuss the probe-limit eikonal in supergravity. The specific scenario we study is the scattering of massless scalar states off of a heavy stack of Dp-branes. Through studying this we are able to derive some properties of the inelastic contributions to the eikonal which generalises some of the ideas presented in chapter 2.

The chapter is structured as follows. In section 4.1 we briefly review the kinematics of the process under study and provide the results for the tree-level amplitudes describing the elastic dilaton to dilaton and the inelastic dilaton to RR scatterings. In section 4.2 we study the one-loop diagrams that contribute to the same processes. We perform the calculation in two ways; one is the traditional approach of using Feynman rules, while in a second approach we provide a prescription for treating onshell bulk amplitudes as effective vertices and gluing them to the Dp-branes. We check that these two approaches provide the same classical eikonal since they agree at the level of the amplitudes except for possible contributions that are localised on the Dp-branes (i.e. terms that are proportional to a delta function in the impact parameter space). In section 4.3 we study the Regge high energy limit of the amplitudes we derived and, as mentioned above, provide a prescription to extract the classical eikonal at subleading orders from the amplitude. In section 4.4 we rederive the same diagrams analysed in section 4.2 in a slightly different way, which allows us to extract the classical solution representing the gravitational backreaction of the target Dp-branes. In this section we also compare the eikonal with the appropriate classical deflection angle. In all our calculations the contributions of the different fields are separated, thus it is straightforward to focus just on the graviton exchanges and obtain both the metric and the deflection angle for pure Einstein gravity which agrees with the results in the literature [67,69,88] as well as the more general discussion for pure Einstein gravity presented in chapter 6.
4.1 Scattering in the Born Approximation

In the Born approximation the interaction between a perturbative state and a stack of Dp-branes is described by a tree-level diagram with two external states \[147–149\]. In the limit where the distance between the Dp-branes and the external states is large, this interaction is captured by a tree-level Feynman diagram with the exchange of a single massless state between the Dp-branes and a bulk three-point vertex. In this section, we briefly summarise the kinematics of this interaction and then discuss its large energy behaviour. The leading term in this limit is dominated by the exchange of the particles with the highest spin; here we focus mainly on the field-theory limit of the full string setup and so the highest spin state is the graviton. This leading term is elastic and universal, \(i.e.\) the polarisation of the in and the out states are identical and, the result depends only on the momentum exchanged and the energy density of the Dp-brane target.

In this section we are also interested in the first subleading correction in the large energy limit. As expected, this contribution depends on the exchange of lower spin states, such as the Ramond-Ramond forms in supergravity. This means that the result depends on other features (besides the energy density) of the target Dp-brane, such as its charge density or its angular momentum. In general at this order, the transition is not elastic and so displays a non-trivial Lorentz structure. As mentioned in the introduction, this result will be important in defining the eikonal limit beyond the leading order in the large distance limit.

4.1.1 Kinematics

We can write the momenta of the two massless external particles scattering off a stack of Dp-branes as follows,

\[
k_1 = (E, \ldots, E) \quad k_2 = (-E, \ldots, q, -E + q_{D-1}) ,
\]

where the dots are over the \(p\) spatial components along the Dp-brane in \(k_2\), \(q\) denotes the \(D - p - 2\) spatial components transverse to the direction of the incoming particle of the momentum exchange vector \(q = k_1 + k_2\) and \(q_{D-1}\) is the last component of \(q\). Note that in the Regge limit

\[
q^2 \ll E^2 , \quad (4.2)
\]

and \(q_{D-1}\) is of order \(E^{-1}\). Writing out the explicit kinematics as above we can see that

\[
(k_1)^2 = (k_2)^2 = -E^2 \quad \text{and} \quad (k_1 \cdot k_2)^\parallel = E^2 .
\]
4.1.2 Elastic and Inelastic Diagrams

The elastic scattering of a dilaton with a graviton being exchanged with the D-branes can easily be calculated in supergravity by using the Feynman rules in the relevant subsections of 2.2

\[ A_{11}^{dd} = i(2\pi)^{p+1}\delta^{p+1}(k_1 + k_2) A_{11}^{dd}, \text{ where } A_{11}^{dd} = \frac{2NT_p\kappa_D E^2}{q^2}, \quad (4.3) \]

where \( N \) is the number of D-branes in the stack. Notice that the result does not depend on the dimensionality \( p \) of the D-branes. In the limit (4.2), the leading energy contribution of any elastic scattering is still described by (4.3) multiplied by a kinematic factor forcing the polarisation of the ingoing and outgoing polarisation to be the same (for instance, \( \epsilon_1^\mu\epsilon_2^\nu \) in the graviton-graviton case). For general states there are subleading energy corrections to this formula, but they start at order \( E^0 \).

In the inelastic case, in contrast, it is possible to have order \( E \) contributions. As an example, let us start from the amplitude where the incoming particle is a dilaton and the outgoing one is an RR state. Again the first amplitude contributing to this process can be derived by using the Feynman rules in the relevant subsections of 2.2

\[ A_{11}^{dR} = i(2\pi)^{p+1}\delta^{p+1}(k_1 + k_2) A_{11}^{dR}, \text{ where } A_{11}^{dR} = \frac{2a(D)NT_p\kappa_D E q^\mu C_{\mu_1...p}}{q^2}, \quad (4.4) \]

where \( C_{\mu_1...p_{p+1}} \) is the polarisation of the RR potential describing the second external state and \( a(D) \) is defined in (2.38); in 10D type II supergravity we find \( a(D = 10) = \frac{p-3}{2} \).

Notice that it is possible to derive the same results by using a different approach that uses only onshell data. The idea is simply to start from an onshell 3-particle vertex in the bulk\(^{10}\) instead of using the full Feynman rules. As an example, consider the vertex with two dilatons and one graviton (2.34): on shell we can ignore the term proportional to \( k_1 \cdot k_2 = (k_1 + k_2)^2/2 = q^2/2 \), where \( q \) is the momentum of the graviton. When this effective vertex is used in a diagram, we exploit the condition \( q^2 = 0 \) to simplify the numerator of the momentum space amplitude. Terms proportional to \( q^2 \) appearing in the standard Feynman diagram calculation would produce contributions localised on the D-branes as they cancel the pole of the massless propagator \( 1/q^2 \), so we can ignore them for our purposes. Indeed, by using the onshell two dilatons and one graviton vertex, the standard propagator (2.41), multiplying by \( -T_{\mu\nu}^{\rho\sigma} \) for the boundary coupling and imposing the onshell conditions in the numerator obtained in this way, one can easily reproduce (4.3) up to terms that do not depend on \( q \) and so are

---

\(^{10}\)Strictly speaking the onshell vertices between three massless states often vanish in Minkowski space; as usual, one can define a non-trivial three-point vertex by analytic continuation on the momenta or equivalently by thinking of changing the spacetime signature.
localised on the D-branes in the impact parameter space (after performing the Fourier transform (4.46)).

We conclude this section by mentioning that it is possible to write the amplitudes above including all string theory corrections simply by implementing the following change to the expression $A_1$ above

$$T_p\kappa_D \rightarrow T_p\kappa_D \frac{\Gamma(1-\alpha'E^2) \Gamma(1+\frac{\alpha'q^2}{4})}{\Gamma(1-\alpha'E^2 + \frac{\alpha'q^2}{4})}$$

$$\sim T_p\kappa_D \Gamma\left(1 + \frac{\alpha'q^2}{4}\right) e^{i\pi\frac{\alpha'q^2}{4}(\alpha'E^2)^{1-\frac{\alpha'q^2}{4}}}, \quad (4.5)$$

where in the final step we have written the result explicitly in the Regge limit.

## 4.2 Double Exchange Scattering

In this section we use the onshell approach mentioned in the previous section to calculate the amplitudes with a double exchange of particles between the probe and the D-branes. As before we are interested in the classical limit where the gravitational constant is small; $\kappa_D \rightarrow 0$, with $NT_p\kappa_D$ fixed. The general idea is that we can use the bulk four-point amplitudes $A_{\text{bulk}}$ as effective vertices and sew them with the relevant propagator to the D-branes, so as to construct diagrams such as the one sketched schematically in figure 5.

\[\text{Figure 5:} \quad \text{A schematic diagram showing our procedure for calculating effective one-loop amplitudes. The circular blob represents the four-point effective vertex and the two oval blobs represent the D-branes. The four-point vertex is sewed with the D-branes by using the appropriate propagator and boundary coupling.}\]

Again this procedure requires an offshell extension of the bulk four-point vertex, but, as we argue below, the ambiguity related to this step is irrelevant for the large distance (small $q$) scattering. Thus after sewing the D-brane boundary couplings to the relevant external legs of the onshell effective vertex, schematically, we can write the
double exchange amplitude as,

\[
\mathcal{A}_2 = \int \frac{d^\perp k_i}{(2\pi)^\perp} \frac{d^\perp k_j}{(2\pi)^\perp} \left( \frac{1}{2} [B_i, B_j] \frac{[G_i, G_j]}{k_i^2} \frac{[G_j]}{k_j^2} \delta^\perp(k_i + k_j - q) \mathcal{A}_{\text{bulk}}(k_1, \ldots, k_4) \right), \quad (4.6)
\]

where \( \perp = D - p - 1 \) is the number of directions transverse to the D-branes and the overall factor of \( 1/2 \) is a symmetry factor due to the two identical sources. Here we have “attached” the \( i^{th} \) and \( j^{th} \) external leg by using the boundary couplings \([B_i]\) and the standard propagators \([G_i]\), see the relevant subsections of 2.2. Terms proportional to \( k_i^2 \) or \( k_j^2 \) in \( \mathcal{A}_{\text{bulk}} \) are absent in the onshell result and would kill one of the propagators attached to the D-branes. We then have a variation of the cancelled propagator argument discussed after (4.4): terms without one of the propagators attached to the D-branes either yield integrals without scale and so can be set to zero in dimensional regularisation or can only produce contributions that are independent of \( q \) and so are localised on the D-branes.

In section 3.2 we have calculated the integrals that are relevant for the amplitude in figure 5. For instance the 3-propagator integral (3.34), relevant for the diagrams in figure 6a and figure 10a, is

\[
\mathcal{I}_3(q_\perp) = \int \frac{d^\perp k}{(2\pi)^\perp} \frac{1}{k^2(k_1 - k)^2(k + k_2)^2}. \quad (4.7)
\]

We can see that, when one of the perpendicular propagators is cancelled, the integral can only depend on the quantities \( k_1 \) (or \( k_2 \)), \( \eta_{\mu\nu} \) and \( \eta_{\parallel\mu\nu} \). Since these terms do not depend on the exchanged momentum \( q = k_1 + k_2 \), we find that in impact parameter space their contributions are delta functions. The presence of factors proportional to \( q \) in the numerator (arising from the vertices) does not spoil the argument, as in this case the impact parameter result is proportional to derivatives of the delta function and so is still localised on the D-branes. Notice that this cancelled propagator argument generalises to the ladder type diagrams with any number of propagators. Another type of integral appearing in the explicit evaluation of (4.6) is (see section 3.2.2)

\[
\mathcal{I}_2(q_\perp) = \int \frac{d^\perp k}{(2\pi)^\perp} \frac{1}{k^2(k - q)^2}. \quad (4.8)
\]

In this case, if one of the two propagators in the integrand is cancelled, one obtains an integral without a scale and so again the ambiguities related to the offshell extension of the four-point bulk amplitudes are irrelevant for the calculation we are interested in.

In order to complete the argument and show that using the bulk four-point amplitude in (4.6) is sufficient for our purposes, one should consider also the transverse conditions that are enforced on the onshell vector and graviton fields, such as \( k_i^\mu \epsilon^{(i)}_{\mu\nu} = 0 \).
for the case of a graviton. This same issue does not arise when attaching RR fields as we will see in subsection [4.2.1]. We will discuss this point in more detail in the following subsections where we calculate (4.6) explicitly for the elastic dilaton-brane scattering amplitudes when the interaction is mediated by RR fields, gravitons and dilatons.

4.2.1 Dilaton to Dilaton Elastic Scattering

We first apply the approach sketched above to the elastic dilaton-brane scattering deriving the full subleading amplitude. From a diagrammatic point of view there are three types of contributions due to the exchange of RR, graviton and dilaton fields between the external particles and the D-branes. We will also compare these results with those obtained from using the supergravity Feynman rules outlined in the relevant subsections of 2.2.

RR Sources

We start by analysing the RR exchange. By using the four-point two NS-NS (with these states taken to be dilatons), two RR closed string amplitude found in [123] we obtain, in the field theory limit, the following onshell vertex

\[ i\mathcal{A}_{\text{bulk}}^{\text{dilRR}} = \frac{i\kappa^2}{2} \frac{1}{n!} \sum_{stu} \left[ a(D) \, s t u F_{34} + n F^\alpha_{34} \left( a(D) \, s t k_{2\alpha} k_{3\mu} 
\right.
\right.
\right.
\right.
\] 
\[ + a(D) \, s u k_{2\mu} k_{3\alpha} + (2a^2(D) \, s^2 - 8stu) k_{2\alpha} k_{2\mu} \right) \]
\[ = \frac{i\kappa^2}{n!} \left[ a(D) \, F_{34} + n F^\alpha_{34} \left( a(D) \, \frac{1}{u} k_{2\alpha} k_{3\mu} \right.
\right.
\right.
\right.
\] 
\[ + a(D) \, \frac{1}{l} k_{2\mu} k_{4\alpha} + \left( 2a^2(D) \left( \frac{-1}{l} - \frac{1}{u} - \frac{8}{s} \right) k_{2\alpha} k_{2\mu} \right) \right] \],

(4.9)

where the various symbols are defined in the relevant subsections of 2.2 and \( n = p + 2 \).

In order to properly attach the D-branes to \( \mathcal{A}_{\text{bulk}}^{\text{dilRR}} \) we need to express \( F^\alpha_{34} \) as,

\[ F^\mu_{34} = F^\mu_{3} C(3)_{\mu_1...\mu_{n-1}} F^\nu_{4\mu_1...\mu_{n-1}} \]
\[ = \left( k_3^\mu C(3)_{\mu_1...\mu_{n-1}} + (-1)^{n-1} k_3^\mu C(3)_{\mu_2...\mu_{n-1}} + \ldots \right) \]
\[ \times \left( k_4^\nu C(4)_{\nu_{1...\mu_{n-1}}} + (-1)^{n-1} k_4^\nu C(4)_{\mu_{2...\mu_{n-1}}} + \ldots \right) \]
\[ = k_3^\mu k_4^\nu C(3)_{\mu_1...\mu_{n-1}} C(4)_{\mu_{1...\mu_{n-1}} + (n - 1) k_3 \cdot k_4 C(3)_{\mu_2...\mu_{n-1}} C(4)_{\mu_{2...\mu_{n-1}}} \],

(4.10)

where we have used the facts that \( k_3 \) and \( k_4 \) only have components perpendicular to the D-branes and \( C(3) \) and \( C(4) \) only have components parallel to the D-branes, which therefore implies that \( k_i \cdot C(3) = 0 \). We now take derivatives with respect to the gauge fields to make this an effective vertex to use when we attach the D-branes to the RR
fields. We need to also take into account the different sets of labels that the $C$ fields can carry, i.e. $\mu_1 \mu_2 \ldots \mu_{n-1} = 01 \ldots p$ or $\mu_1 \mu_2 \ldots \mu_{n-1} = 12 \ldots p0$, etc., for which we note there are $(n-1)!$ sets of possible labels for $C^{(3)}{\mu_1 \ldots \mu_{n-1}}C^{(4)}{\mu_1 \ldots \mu_{n-1}}$, as there are $(n-1)!$ contracted indices, and $(n-2)!$ for $C^{(3)}{\mu_2 \ldots \mu_{n-1}}C^{(4)}{\mu_2 \ldots \mu_{n-1}}$. Putting this together allows us to write,

$$F_{34}^{\mu \nu} = (n-1)!k_3^{\mu}k_4^{\nu} + (n-1)(n-2)!k_3 \cdot k_4 \eta_\parallel^{\mu \nu}$$

$$= (n-1)!((k_3^{\mu}k_4^{\nu} + k_3 \cdot k_4 \eta_\parallel^{\mu \nu})$$

For the last line above we can also deduce that $F_{34} = n!k_3 \cdot k_4$. Note that these expressions only hold when both RR fields are attached to the D-branes. We can now use (4.11) as well as $k_2^2 = -E^2$ and $(k_2 \cdot k_3)_{\parallel} = (k_2 \cdot k_4)_{\parallel} = 0$ to rewrite the contribution to (4.6) due to the onshell vertex (4.9) when the RR fields are attached to the D-branes. In this case the integrand of (4.6) then reads

$$i(N\mu_k)D^2 \frac{1}{2} (n-1)! \frac{2}{k_3^2 k_4^2} \left[ 2a^2(D)n \left( \frac{s}{4} + \frac{s^2}{2tu}E^2 \right) + n \left( -\frac{2tu}{s} - 4E^2 \right) \right]$$

where $N$ has been inserted to take into account the $N\ D$-branes in the stack. We can write the full answer in terms of the momentum integrals defined in section 3.2

$$i \mathcal{A}_{2, d}^{dRR} = i(NT_p\kappa_D)^2 \left[ 2a^2(D) \left( \frac{s}{4}L_2 + sE^2L_3 \right) - \left( \frac{8}{s}k_{1\mu}k_{2\nu}I_{\mu \nu} + 4E^2L_2 \right) \right]$$

We want to compare (4.13) with the equivalent result arising from performing the same calculation using Feynman diagrams. We can calculate all the relevant onshell Feynman diagrams for this process. The four contributions to the full amplitude are given by,

$$i \mathcal{A}_{FT,t}^{dRR} = \left[ V_{\phi_1 F_3^{(n)} C_{(n-1)}} \right]_{\mu_2 \ldots \mu_n} \left[ V_{\phi_2 F_4^{(n)} C_{(n-1)}} \right]_{\mu_2 \ldots \mu_n} \left[ G_{C_{(n-1)}} \right]$$

$$= \frac{i\kappa_2^2}{(n-1)!} \frac{2a^2(D)}{(k_1 + k_3)^2} F_{34}^{\mu \nu} (k_1 + k_3)_{\mu}(k_1 + k_3)_{\nu}$$

$$i \mathcal{A}_{FT,u}^{dRR} = \left[ V_{\phi_2 F_3^{(n)} C_{(n-1)}} \right]_{\mu_2 \ldots \mu_n} \left[ V_{\phi_1 F_4^{(n)} C_{(n-1)}} \right]_{\mu_2 \ldots \mu_n} \left[ G_{C_{(n-1)}} \right]$$

$$= \frac{i\kappa_2^2}{(n-1)!} \frac{2a^2(D)}{(k_1 + k_4)^2} F_{34}^{\mu \nu} (k_1 + k_4)_{\mu}(k_1 + k_4)_{\nu}$$

$$i \mathcal{A}_{FT,s}^{dRR} = \left[ V_{\phi_1 F_3^{(n)} C_{(n-1)}} \right]_{\mu} \left[ G_{h} \right]_{\mu \nu \rho \sigma} \left[ V_{F_4^{(n)} C_{(n-1)}} \right]_{\rho \sigma}$$

$$= -\frac{2i\kappa_2^2}{n!} \frac{1}{(k_1 + k_2)^2} \left( nF_{34}^{\mu \nu} (k_{1\mu}k_{2\nu} + k_{2\mu}k_{1\nu}) - k_1 \cdot k_2 F_{34} \right)$$
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\[ iA_{\text{ddRR}}^{\text{FT},c} = [V_{\phi_1\phi_2}\epsilon_3^{(n)}\epsilon_4^{(n)}] \]
\[ = -\frac{2i\kappa_D^2}{n!}a^2(D)F_{34} , \quad (4.17) \]

where we have neglected to write the various momentum conserving delta functions. For simplicity we have written the expressions above without including the boundary vertex corresponding to the D-branes. In order to obtain the amplitudes with the D-branes attached one needs to multiply the amplitudes above by \([G_{C(n-1)}][B_{C(n-1)}]\) for every D-brane that is attached.

\[ \text{Figure 6: The various topologies of diagrams that contribute to } A_{\text{ddRR}}. \text{ In } 6a \text{ we have the t- and u-channels, in } 6b \text{ we have the s-channel diagram and finally in } 6c \text{ we have the contact diagram. The solid lines represent dilatons, wavy lines represent gravitons and the dashed lines represent RR fields.} \]

We now need to sum (4.14)-(4.17) and include the factors of \([G_{C(n-1)}][B_{C(n-1)}]\) we excluded earlier. We also need to use expressions such as,
\[ F_{\mu\nu}^{34}(k_1\mu k_2\nu + k_2\mu k_1\nu) = -2F_{\mu\nu}^{34}k_2\mu k_2\nu + k_3\cdot k_4n F_{34}, \]
\[ F_{\alpha\mu}^{34}k_2\alpha k_3\mu = -\frac{u^2}{s^2}n F_{34}, \]
\[ F_{\alpha\mu}^{34}k_4\alpha k_2\mu = -\frac{t^2}{s^2}n F_{34}, \]
which are straightforward to derive using (4.11) as a reference. We find that the full amplitude is given by,
\[ iA_{\text{ddRR}}^{\text{FT}} = -\left(iN_{\mu p}\right)^2\frac{1}{2} \int \frac{d^4k_3}{(2\pi)^4} \frac{d^4k_4}{(2\pi)^4} \frac{1}{k_3^2} \frac{1}{k_4^2} \delta^4(k_3 + k_4 - q)
\times i\kappa_D^2 \frac{2}{(n-1)!} \left(2a^2(D) \frac{s}{tu} - \frac{8}{s} \right) F_{34}^{\mu\nu}k_{2\mu}k_{2\nu} . \quad (4.18) \]

Using equation (4.11) we find,
\[ iA_{\text{ddRR}}^{\text{FT}} = i(N_{\mu p}\kappa_D)^2 \left[2a^2(D) \left(\frac{s}{4}T_2 + sE^2T_3\right) - \left(\frac{8}{s}k_{1\mu}k_{2\nu}T_2^{\mu\nu} + 4E^2T_2\right)\right] . \quad (4.19) \]

Comparing (4.19) with (4.13) we find that we have been able to reproduce the same results we produced using our “effective bulk vertex” prescription by using traditional supergravity Feynman rules.
Graviton Sources

As we have done in the previous subsection for RR fields, we want to derive the full field theory amplitude for graviton exchange by using the four-point NS-NS closed string amplitude (with two external states taken to be dilatons and two taken to be gravitons) as the effective four-point vertex. When attaching a D-brane sourcing a graviton one replaces the polarisation of the relevant external graviton in $A_{\text{bulk}}^{digg}$ as follows,

$$\epsilon^{\mu\nu} \rightarrow [G_h]^{\mu\nu,\rho\sigma}[B_h]_{\rho\sigma} = -NT_p \left( \eta^{\mu\nu} - \frac{p+1}{D-2} \eta^{\mu\nu} \right), \quad (4.20)$$

which is effectively the combination one needs to use in (4.6) alongside the bulk vertex in order to obtain the amplitude with the D-branes attached.

In the case when we sew D-branes that are sourcing gravitons we have the added complication that, as one can see from (4.20), the polarisations of the legs we attach the D-branes are neither transverse nor traceless. However the bulk four-point amplitudes we will use as effective four-point vertices in this subsection assume that the external graviton polarisations are traceless and transverse. This implies that by using momentum conservation and the onshell conditions, it is easy to write equivalent on-shell vertices that in general yield different results\(^\text{11}\) when sewn to the D-branes. Thus we need to add a prescription on what additional properties the effective vertex should have before sewing it to the D-branes. The onshell vertex vanishes for any longitudinal polarisation of any massless particle, i.e. in the case of gravitons it is zero when we substitute $\epsilon_i^{\mu\nu} = \zeta_i^{\mu} k^\nu_i + \zeta_i^{\nu} k^\mu_i$. Of course when checking this property one needs in general to use momentum conservation and the onshell properties of the remaining external states. However, the momenta of the gravitons glued to the D-branes will appear as integrated variables in the final expression and at that stage it is not always possible to use momentum conservation to write them in terms of the external momenta. Thus we require a further constraint on the onshell bulk effective vertex that can be used to derive a loop diagram: when one of the gravitons that will be glued to the D-branes is longitudinal, the bulk amplitude must vanish whilst not explicitly using momentum conservation in the products $k_i \epsilon_j$ and $\zeta_i k_j$ (i.e. only using $s + t + u = 0$ in our analysis). In the case of a four-point bulk onshell amplitude, as long as it includes both momenta of the external legs that will be attached to the D-branes in its “momentum set” (i.e. the three independent momenta with which the amplitude is expressed), then the condition mentioned above is met.

\(^{11}\)For instance by using directly the expression (4.21) one does not obtain (4.22), as discussed below.
amplitude \[ \frac{1}{132} \] which we can write as,

\[
iA_{\text{bulk}}^{ddgg} = \frac{iN_D^2}{2} \frac{2}{stu} \left( u^2 t^2 \epsilon_3^{\mu\nu} \epsilon_4^{\rho\sigma} + 4t^2 k_1^\mu k_2^\nu k_3^\rho k_4^\sigma \epsilon_3^{\rho\sigma} \epsilon_4^{\mu\nu} - 4u^2 k_1^\mu k_2^\nu \epsilon_3^{\rho\sigma} \epsilon_4^{\rho\sigma} 
- 4u^2 t k_1^\mu k_2^\nu \epsilon_3^{\rho\sigma} \epsilon_4^{\rho\sigma} + 8ut k_1^\mu k_2^\nu k_3^\rho k_4^\sigma \epsilon_3^{\rho\sigma} \epsilon_4^{\mu\nu} + 4u^2 k_1^\mu k_2^\nu \epsilon_3^{\rho\sigma} \epsilon_4^{\rho\sigma} \right).
\] (4.21)

In this form the bulk vertex does not satisfy the requirement mentioned above for the two gravitons, but if we take this equation and use momentum conservation to express it using \((k_1, k_3, k_4)\) or \((k_2, k_3, k_4)\), we obtain an expression that can be glued to the D-branes simply by replacing the graviton polarisations with \((4.20)\). Then we find for the integrand of \((4.6)\),

\[
iA_{\text{bulk}}^{ddgg} = \frac{iNT_pK_D^2}{4} \frac{1}{k_3^2 k_4^2} \frac{2}{stu} \left( 4E^4 s^2 + 4E^2 stu + \frac{(D - p - 3)(1 + p)}{D - 2} u^2 t^2 \right),
\] (4.22)

where we have also used the relevant kinematics mentioned in section \[4.1.1\]. By including the appropriate integrals one obtains,

\[
iA_{\text{bulk}}^{ddgg} = \frac{iNT_pK_D^2}{4} \left( 4E^4 I_3 + \frac{(D - p - 3)(1 + p)}{D - 2} \frac{2}{s} k_1^\mu k_2^\nu I_2^{\mu\nu} + 2E^2 I_2 \right). \] (4.23)

Figure 7: The various topologies of diagrams that contribute to \(A^{ddgg}\). In (a) we have the t- and u-channels, in (b) we have the s-channel diagram and finally in (c) we have the contact diagrams. The solid lines represent dilatons and the wavy lines represent gravitons.

We want to compare \((4.23)\) with the equivalent result arising from using Feynman diagrams as we have done in the RR case. We first calculate the relevant Feynman diagrams for this process. Note that since we will be attaching the D-branes to the graviton external legs we will not be imposing \(k_i \cdot \epsilon_i = 0\) or \(\text{Tr}(\epsilon_i) = 0\), i.e. we will keep the gravitons onshell. The four contributions to the full amplitude are given by the following diagrams,

\[
iA_{\text{FT, } u}^{ddgg} = \epsilon_3^{\mu\nu} \epsilon_4^{\rho\sigma} [V_{\phi_1 \phi_2 h}]^{\mu\nu}[V_{\phi_1 \phi_2 h}]^{\rho\sigma}[G_\phi] \] (4.24)

\[
iA_{\text{FT, } t}^{ddgg} = \epsilon_3^{\rho\sigma} \epsilon_4^{\mu\nu} [V_{\phi_1 \phi_2 h}]^{\mu\nu}[V_{\phi_1 \phi_2 h}]^{\rho\sigma}[G_\phi] \] (4.25)
We also have for the contact diagram,\( iA_{FT,s}^{\text{dgg}} = \epsilon_3 \epsilon_4 \epsilon_{4\lambda \gamma} \gamma^\delta \gamma^\delta (G_B)_{\mu \nu ; \lambda \gamma} (q, k_3, k_4) \) (4.26)

\[
\begin{align*}
&+ T^{\rho \sigma ; \mu \nu ; \lambda \gamma} (k_3, q, k_4) + T^{\mu \nu ; \lambda \gamma ; \rho \sigma} (q, k_4, k_3) + T^{\rho \sigma ; \lambda \gamma ; \mu \nu} (k_4, k_3, q) \\
&+ T^{\lambda \gamma ; \rho \sigma ; \mu \nu} (k_4, q, k_3) + T^{\lambda \gamma ; \rho \sigma ; \mu \nu} (k_4, k_3, q)
\end{align*}
\]

\( iA_{FT,c}^{\text{dgg}} = \epsilon_3 \epsilon_4 \epsilon_{4\lambda \gamma} \gamma^\delta \gamma^\delta (G_B)_{\mu \nu ; \rho \sigma} \) , (4.27)

where we have not explicitly written the resulting Lorentz structure for brevity and \( \epsilon_3, \epsilon_4 \) are the graviton polarisations which need to be replaced with \( (G_B)_{\mu \nu ; \rho \sigma} \). Doing so and using the kinematics outlined in section 4.1.1 we have for the t-channel,

\[
\begin{align*}
iA_{FT,t}^{\text{dgg}} &= -(i)(-i\kappa_D)^2 (NT_p)^2 E^4 \frac{1}{2} \int \frac{d^4 k_3}{(2\pi)^4} \frac{d^4 k_4}{(2\pi)^4} \frac{1}{k_3^2 k_4^2} \delta^4 (k_3 + k_4 - q) \frac{1}{7} \\
&= i(NT_p \kappa_D)^2 E^4 I_3 ,
\end{align*}
\]

with an equivalent contribution for the u-channel. These two diagrams are the only ones that contribute to leading order in energy, \( O(E^3) \), in the full amplitude as we have seen with the result derived from using our effective bulk vertex method. We can now look at the two remaining diagrams which contribute to subleading order in energy, \( O(E^2) \). The s-channel diagram gives,

\[
\begin{align*}
iA_{FT,s}^{\text{dgg}} &= -(i)(-i\kappa_D)^2 (NT_p)^2 \frac{i}{2} \left( \frac{1}{7} \right) \left( \frac{1}{7} \right) \left( \frac{1}{7} \right) \\
&\times \int \frac{d^4 k_3}{(2\pi)^4} \frac{d^4 k_4}{(2\pi)^4} \frac{1}{k_3^2 k_4^2} \delta^4 (k_3 + k_4 - q) \left[ 4E^2 (D - 2p - 4) \right. \\
&\left. + \frac{(D - p - 3)(1 + p)}{D - 2} \right] \frac{4}{7} \left( k_2 \cdot k_3 \right) \left( k_2 \cdot k_3 \right) + 2(k_1 \cdot k_3) \right) .
\end{align*}
\] (4.29)

We also have for the contact diagram,

\[
\begin{align*}
iA_{FT,c}^{\text{dgg}} &= \left( \frac{i\kappa_D^2}{2} \right) (NT_p)^2 \frac{1}{2} \left( \frac{1}{7} \right) \left( \frac{1}{7} \right) \left( \frac{1}{7} \right) \\
&\times \int \frac{d^4 k_3}{(2\pi)^4} \frac{d^4 k_4}{(2\pi)^4} \frac{1}{k_3^2 k_4^2} \delta^4 (k_3 + k_4 - q) \left( \frac{16E^2 (D - p - 3)}{D - 2} \\
&+ \frac{4(1 + p)(D - p - 3)}{D - 2} \right) (k_1 \cdot k_2) .
\end{align*}
\] (4.30)

Summing the above two contributions yields

\[
\begin{align*}
iA_{FT,t}^{\text{dgg}} + iA_{FT,s}^{\text{dgg}} &= i(NT_p \kappa_D)^2 \int \frac{d^4 k_3}{(2\pi)^4} \frac{d^4 k_4}{(2\pi)^4} \frac{1}{k_3^2 k_4^2} \delta^4 (k_3 + k_4 - q) \\
&\times \left[ 4E^2 + \frac{(D - p - 3)(1 + p)}{D - 2} \right] (k_1 \cdot k_3) \left( k_2 \cdot k_3 \right) .
\end{align*}
\] (4.31)
We can easily see by summing (4.28) and (4.31) that we are able to reproduce (4.23) using the supergravity Feynman rules.

**Dilaton Sources**

Here we calculate the amplitude for elastic dilaton-brane scattering with dilaton exchange by using the four-point dilaton string amplitude as the effective vertex. We have in the field theory limit of the string theory amplitude [122],

\[ i\mathcal{A}^{\text{dil,dil}}_{\text{bulk}} = i\kappa_D^2 \left( \frac{st}{u} + \frac{su}{t} + \frac{ut}{s} \right). \]  

(4.32)

As before, using our prescription, we include the relevant integrals arising from (4.6). When attaching dilatons the relevant factor, arising from \( G_\phi [B_\phi] \), is \(- (iNT_p \frac{a(D)}{\sqrt{2}})^2\). Using this we have,

\[ i\mathcal{A}^{\text{dil,dil}}_2 = -i \left( NT_p \kappa_D \frac{a(D)}{\sqrt{2}} \right)^2 \left( sk_{2\mu} T_{2}^{\mu} + sk_{1\mu} T_{2}^{\mu} + \frac{2}{s} k_{1\mu} k_{2\nu} T_{2}^{\nu} \right). \]  

(4.33)

It is trivial to compare these results with those found using supergravity Feynman rules and so we will not be comparing them explicitly here.

**4.2.2 Dilaton to RR Inelastic Scattering**

As with the elastic dilaton scattering case that we have considered in the previous subsection we can use the relevant equation in [123] for the four-point two NS-NS (with one state taken to be a dilaton and the other a graviton), two RR closed string amplitude as an effective vertex for calculating the amplitude for an inelastic transition from a dilaton to an RR field via the exchange of a graviton and an RR field with the D-branes. The bulk vertex needed is given by,

\[ i\mathcal{A}^{\text{dil,RR}}_{\text{bulk}} = -i \kappa_D^2 \frac{16a(D)}{\sqrt{2}n!} \left[ F_{24}^{\alpha\beta\mu\nu} \epsilon_{3k_\alpha k_3} k_{3\mu k_3} - F_{24}^{\alpha\mu} (uk_{k_4} - 2sk_{2\nu}) \right] + nt \]

\[ \times \left( (n-1)T_{24}^{\alpha\beta\mu\nu} \epsilon_{3k_\alpha k_3} k_{3\mu k_3} - F_{24}^{\alpha\mu} (uk_{k_4} - 2sk_{2\nu}) \right), \]  

(4.34)

where the labels here correspond as follows; label 1 is associated with the external dilaton, label 2 is associated with the external RR field, label 3 is associated with the internal graviton and label 4 is associated with the internal RR field as shown in figure 8. After using our prescription and expressing (4.34) with momentum set \( (k_1, k_3, k_4) \) we find that the expression satisfies the condition described at the beginning of section 4.2 as required.
By following the same approach discussed in the previous subsection, we find that after attaching the graviton to the D-branes, the integrand of (4.6) reads

\[
\frac{16iN^2 T_p \mu_p \kappa^2}{\sqrt{2}} \frac{1}{k^2_3 k^2_4} \frac{1}{n!} \left[ \frac{s}{u} F_{24} E^2 + F_{24} \frac{1 + p}{D - 2} \frac{s}{u} + n F_{24}^{\alpha \beta} \left\{ \frac{1}{u} \left( \eta_{\parallel \beta \mu} k^\nu_1 k^\mu_2 \right) 
\right. \\
- \eta_{\parallel \alpha \nu} k^\mu_1 k_{3\beta} + \left. \frac{1 + p}{D - 2} \left( \frac{1}{u} \left( k_{1\alpha} k_{3\beta} - k_{1\beta} k_{3\alpha} \right) + \frac{t}{us} \left( (n - 1) k_{3\alpha} k_{3\beta} - k_{4\alpha} k_{3\beta} \right) \right) \right\} \\
- \frac{t}{us} F_{24}^{\alpha \beta \mu \nu} \eta_{\parallel \beta \mu} k^\alpha_3 k^\mu_2 \right],
\]

(4.35)

where the first term has been identified in advance as the term with the possible features needed to contribute to the leading energy behaviour of the amplitude.

In order to attach an RR leg to the D-branes, we need to rewrite the field strengths in terms of the potentials. We can explicitly calculate all the necessary combinations of field strengths that arise in (4.35) and rewrite them in terms of the potentials. It is important to recall that in these expressions one of the RR fields is attached to the D-branes (with label 4) and one is an external state (with label 2). We will first focus on the term that is relevant for the leading energy contribution and subsequently look at all other combinations. We have,

\[
E^2 F_{24} = E^2 \left( k^\mu_1 C^{(2)\mu_2...\mu_n} + (-1)^{n-1} k^\mu_2 C^{(2)\mu_3...\mu_n \mu_1} + \ldots \right) \\
\times \left[ k^\mu_1 C^{(4)}_{\mu_2...\mu_n} + (-1)^{n-1} k^\mu_2 C^{(4)}_{\mu_3...\mu_n \mu_1} + \ldots \right]
\]

(4.36)

\[
= E^2 \left( n(k_2 \cdot k_4) C^{(2)\mu_2...\mu_n} C^{(4)}_{\mu_2...\mu_n} \right) \]

(4.37)

where we have identified the two terms in the last line above to be the only two distinct types of terms that arise, with the associated counting taken into account. The indices
on $C^{(4)}$ have to lie in the space parallel to the D-brane world volume so $\mu_3 \ldots \mu_n = 1 \ldots p$ and we note that there are $(n-2)!$ ways to do this. Furthermore $(k_2^{(2)})_\parallel$ only has a non-zero component for $\mu_1 = 0$ ($\mu_1$ has to also lie along the D-branes as it is one of the indices on $C^{(4)}$) and so we have to all orders in $E,$
\[
E^2 F_{24} = E^3 n! (k_4 \cdot C^{(2)})_{1 \ldots p} C^{(4)}_{0 \ldots p} + E^2 n! (k_2 \cdot k_4) C^{(2)}_{0 \ldots p} C^{(4)}_{0 \ldots p},
\]
where we have used $(k_2)^0 = -E$ and $(-1)^{n-1} C^{(4)}_{1 \ldots p0} = -C^{(4)}_{0 \ldots p}.$

We now look at types of terms which contribute to the subleading energy behaviour of $[4.35],$
\[
F_{24}^{\alpha\beta k_{1\alpha} k_{1\beta}} k_{3\mu} = F_{24}^{(2)} (k_1)_0 k_3^\mu = \left((k_2)^0 C^{(2)}_{\mu_2 \ldots \mu_n} + (-1)^{n-1} k_4^{(4)} C^{(4)}_{\mu_3 \ldots \mu_n 0} + \ldots \right) \times (k_2)^0 (k_1)_0 k_3^\mu = \left((k_2)^0 C^{(2)}_{\mu_2 \ldots \mu_n} + (-1)^{n-1} k_4^{(4)} C^{(4)}_{\mu_3 \ldots \mu_n 0} + \ldots \right) \times (k_3 \cdot k_4) C^{(4)}_{0 \ldots p} (k_1)_0 = 0,
\]
where we have used the fact that the $\mu$ index has to be along the D-branes but $(k_3)_\parallel = 0$ in the third line and in the last line we have again used the fact that $(-1)^{n-1} C^{(2)}_{1 \ldots p0} = -C^{(2)}_{0 \ldots p}.$ We also need,
\[
F_{24}^{\alpha\beta k_{1\alpha} k_{1\beta}} = F_{24}^{\alpha_{1 \ldots p} (k_4 \cdot C^{(2)})_{1 \ldots p} C^{(4)}_{0 \ldots p} - (k_2 \cdot k_4) C^{(2)}_{1 \ldots p} C^{(4)}_{0 \ldots p},\]
where in the second line we have used the fact that $(k_1 \cdot k_4)_\parallel = 0.$ We also require,
\[
F_{24}^{\alpha\beta} k_{1\beta} = F_{24}^{(2)} (k_2)^0 (k_4)^0 k_{1\beta} = (n-1)! (k_1 \cdot k_4) F_{24}^{(2)} (k_2)^0 C^{(4)}_{0 \ldots p} - (k_4)^0 F_{24}^{(2)} (k_2)^0 C^{(4)}_{0 \ldots p} = (n-1)! (k_1 \cdot k_4) (k_2)^0 C^{(4)}_{0 \ldots p} + \ldots
\]
where we have used the properties of the gauge potentials outlined previously. We can
also have,

\[ F_{24}^{\alpha \beta} k_{3\beta} = F_2^{\alpha_2 \mu_2 \cdots \mu_n} \left( k_3^{\beta} C^{(4)}_{\mu_3 \cdots \mu_n} + (-1)^{n-1} k_4^{\mu_4} C^{(4)}_{\mu_3 \cdots \mu_n} \beta + \cdots \right) k_{3\beta} \]

\[ = (n-1)! \left( k_3 \cdot k_4 \right) F_2^{\alpha_0 \cdots \mu} C^{(4)}_{\mu_0 \cdots \mu} \]

\[ = (n-1)! (k_3 \cdot k_4) \left( k_4^2 C^{(2)0 \cdots p} + EC^{(2)1 \cdots p} \right) C^{(4)}_{0 \cdots p}, \]  \( (4.42) \)

where in the second line we have again used the fact that the index \( \beta \) must lie parallel to the D-branes but \( (k_3)_{||} = 0 \). Finally we have,

\[ F_{24}^{\alpha \beta \mu \nu} \eta_{\beta \alpha} k_{3\alpha} k_{3\mu} = F_2^{\alpha \beta \mu_3 \cdots \mu_n} \left( k_4^{\mu_4} C^{(4)\mu \cdots \mu_n} + (-1)^{n-1} k_4^{\alpha \beta} C^{(4)\mu \cdots \mu_n} \mu + \cdots \right) \eta_{\beta \alpha} k_{3\alpha} k_{3\mu} \]

\[ = (n-2)! \left( F_2^{\alpha_0 \cdots \mu_3 \mu_4 \cdots \mu_n} C^{(4)}_{\mu_0 \cdots \mu} \right) \]

\[ + (-1)^{n-1} F_2^{\alpha \beta \mu_3 \cdots \mu_n} C^{(4)}_{\mu_2 \cdots \mu_n} \mu \eta_{\beta \alpha} k_{3\alpha} k_{3\mu} \]

\[ = (n-2)! (k_3 \cdot k_4) \left( (k_2 \cdot k_3) C^{(2)0 \cdots p} + E(k_3 \cdot C^{(2)})^{1 \cdots p} \right) C^{(4)}_{0 \cdots p}, \]  \( (4.43) \)

where in the third line we have again used the fact that the index \( \mu \) must lie parallel to the D-branes but \( (k_3)_{||} = 0 \).

Using these expressions we can write the integrand in \((4.6)\) relevant to the inelastic dilaton to RR amplitude,

\[ -i(N^2 T_{p \mu} k^2_{D}) \frac{16a(D)}{\sqrt{2}} \left[ \frac{s}{ut} \left( -E^3(k_4 \cdot C^{(2)})^{1 \cdots p} - E^2(k_2 \cdot k_4) C^{(2)0 \cdots p} \right) \right. \]

\[ - \frac{t}{4} C^{(2)0 \cdots p} + E \left( k_4 \cdot C^{(2)})^{1 \cdots p} \right) + \frac{1 + p}{D-2} \left( C^{(2)0 \cdots p} \left( \frac{s}{2u} E^2 + \frac{(3+n)t}{4} + \frac{t^2}{4u} \right) + \frac{s}{2u} E(k_4 \cdot C^{(2)})^{1 \cdots p} + (k_3 \cdot C^{(2)})^{1 \cdots p} E \left( \frac{1}{2} - \frac{t}{2u} \right) \right) \left. \right]. \]  \( (4.44) \)

Inserting the integrals as per our prescription we obtain,

\[ iA_{2}^{\text{DirR}} = -i(N^2 T_{p \mu} k^2_{D}) \frac{8a(D)}{\sqrt{2}} \left[ -(q \cdot C^{(2)})^{1 \cdots p} E^3 T_3 \right. \]

\[ - (q \cdot k_2) C^{(2)0 \cdots p} E^2 T_3 + \frac{1}{2} k_1 T_2^{\mu} C^{(2)0 \cdots p} + \frac{1}{2} E C^{(2)1 \cdots p} T_2^\mu \]

\[ + \frac{1 + p}{D-2} \left( C^{(2)0 \cdots p} \left( \frac{s}{2} E T_3 - \frac{(2+n)}{2} k_1 T_2^\mu + \frac{s}{4} T_2 - \frac{s^2}{4} T_3 \right) - \frac{s^2}{4} E(q \cdot C^{(2)})^{1 \cdots p} T_3 \right. \]

\[ + \frac{1}{2} E C^{(2)1 \cdots p} T_2^\mu + E C^{(2)1 \cdots p} \left( \frac{1}{2} T_2^\mu - \frac{s}{4} q^\mu T_3 \right) \left. \right], \]  \( (4.45) \)

where \( q = k_1 + k_2 \) is the momentum exchanged.
4.3 The Supergravity Eikonal

In this section we will focus on and derive explicit expressions for the leading and subleading high-energy behaviour of the various amplitudes we considered in section 4.2 and analyse their behaviour in the context of the eikonal approximation.

We can transform any of the amplitudes we have considered into impact parameter space by using,

\[ A_h(E, b) = \int \frac{d^{D-p-2}q}{(2\pi)^{D-p-2}} e^{i b \cdot q} A_h(E, q) , \quad (4.46) \]

where \( h \) refers to the number of boundaries of the amplitude (i.e. the number of exchanges with the D-branes). The notation here is slightly different from chapter 2 to emphasise the difference between the scattering off of D-branes we have here and the scattering of massive scalars we had there. We have also normalised the impact parameter transform differently and moved the normalisation to the definition of the eikonal below. We start by focusing on the elastic case where the leading energy behaviour of the tree-level amplitude, one-loop amplitude and amplitudes with a higher number of boundaries is universal and so does not display any non-trivial Lorentz structure. As we saw in chapter 2 by summing these contributions, we find that the S-matrix approximates to,

\[ S_l(E, b) \approx 1 + \sum_{h=1}^{\infty} \frac{A^{(1)}_h(E, b)}{2E} = e^{i \delta^{(1)}(E, b)} , \quad (4.47) \]

where \( A^{(1)}_h(E, b) \) is the leading energy contribution of the amplitude with \( h \) boundaries and \( \delta^{(1)}(E, b) = A^{(1)}_{h=1}(E, b)/(2E) \) is called the leading eikonal. Note that \( S_l(E, b) \) captures all the information in the leading energy term of all amplitudes. We can write something similar for the subleading energy contribution by starting from \( h = 2 \) and summing all the subleading contributions of the amplitudes at each number of boundaries. In this case we have the subleading eikonal given by \( \delta^{(2)}(E, b) = \frac{A^{(2)}_{h=2}(E, b)}{(2E)} \) where \( A^{(2)}_h(E, b) \) is the subleading contribution to the amplitude with \( h \) boundaries.

In the following we want to emphasise the construction of the S-matrix in the eikonal approximation discussed in chapter 2 to include more general situations as for instance the presence of inelastic processes. Traditionally, for elastic processes, we write, including all contributions to all orders,

\[ S(E, b) \approx \exp \left( i \delta^{(1)}(E, b) + i \delta^{(2)}(E, b) + \ldots \right) , \quad (4.48) \]

where \( \delta^{(1)}(E, b) \) is the leading eikonal and \( \delta^{(2)}(E, b) \) is the subleading eikonal mentioned above. In subsection 4.3.1 we show that this statement holds in the case of
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elastic dilaton scattering that we have already studied. In order to study this let us write the tree-level ($h = 1$) and one-loop ($h = 2$) amplitudes as,

\[
\frac{iA_1(E, b)}{2E} = i(N T_p \kappa_D)(A_{h=1}^{(1)}(b) E + A_{h=1}^{(2)}(b) E^0 + \ldots) \quad (4.49)
\]

\[
\frac{iA_2(E, b)}{2E} = i(N T_p \kappa_D)^2(A_{h=2}^{(1)}(b) E^2 + A_{h=2}^{(2)}(b) E + A_{h=2}^{(3)}(b) E^0 + \ldots) \quad (4.50)
\]

where we have divided by $\frac{1}{\sqrt{2E}}$ for each of the two external particles involved and where the $A$ symbols correspond to $A/2E$ where the dependence on energy has been factored out. Note here that in order to express the leading contributions as an exponential of the leading eikonal we have $iA_{h=2}^{(1)}(b) = -\frac{1}{2}(A_{h=1}^{(1)}(b))^2$.

In equations (4.49) and (4.50) we have also allowed for terms of order $E^0$ that, as we will see, are not present in the elastic dilaton scattering, but appear in the inelastic dilaton to RR scattering. We would like to extend the construction of the S-matrix in the eikonal approximation when these extra terms are present. Our proposal is that, in this more general case, (4.48) is written as follows,

\[
S(E, b) = \exp \left[ \frac{i}{2} (\delta^{(1)}(E, b) + \delta^{(2)}(E, b) + \ldots) \right] (1 + iT(E, b)) \times \exp \left[ \frac{i}{2} (\delta^{(1)}(E, b) + \delta^{(2)}(E, b) + \ldots) \right], \quad (4.51)
\]

where $\delta^{(1)}(E, b)$ and $\delta^{(2)}(E, b)$ are the leading eikonal and subleading eikonal respectively. The symbol $T(E, b)$ corresponds to all the non-diverging contributions to the amplitudes with any number of boundaries. For example the first contribution to $T(E, b)$ is $A_{h=1}^{(2)}(b)$; the first contribution to the tree-level dilaton to dilaton scattering process that does not grow with $E$. We have written (4.51) in this way to account for when the eikonal and subleading eikonal behave as operators instead of phases. As can be seen from [106], in string theory eikonal operators become important and it could therefore be useful for future considerations to be aware of this fact. In the cases considered in this chapter the eikonal operators behave as phases and one can therefore recombine the exponentials. From the definitions above we see that to properly define the subleading eikonal we need,

\[
\frac{i}{(NT_p \kappa_D)^2} \delta^{(2)}(E, b) = iA_{h=2}^{(2)}(b) E - \left( \frac{1}{2} iA_{h=1}^{(2)}(b) iA_{h=1}^{(1)}(b) E + \frac{1}{2} iA_{h=1}^{(1)}(b) iA_{h=1}^{(2)}(b) E \right), \quad (4.52)
\]

where all the symbols have been defined above and we note that $A_{h=2}^{(2)}(b)$ represents the full subleading energy contribution derived from the one-loop amplitude in (4.50). Note that we have written (4.52) in the most general way possible accounting for the
possibility that $iA_{h=1}^{(1)}(b)$ is an operator instead of a phase. In the cases we consider in this chapter the eikonal operators become phases and the equation above reads

$$i\delta^{(2)}(E, b) = (NTp\kappa_D)^2 \left( iA_{h=2}^{(2)}(b)E - iA_{h=1}^{(2)}(b)iA_{h=1}^{(1)}(b)E \right).$$

### 4.3.1 Elastic Contributions to the Eikonal

We will calculate and discuss some explicit results in the high-energy limit for the interactions discussed in section 4.2 for elastic dilaton scattering and show how this relates to the elastic eikonal scattering amplitude framework discussed at the start of this section. All the results for the integrals used below can be found in chapter 3.2.

#### RR Sources

The first and second terms of (4.13) do not contribute to the high-energy limit. The first term is trivially $E^0$ as can be seen from the explicit expression for $I_2$ in section 3.2.2. The second term is more subtle but is also not of $O(E^2)$ due to the extra propagator present in the integrals (the $1/u$ and $1/t$) which brings down a factor of $1/E$ after performing the integral, $I_3$. The remaining terms we have are,

$$iA_{h=2}^{(2)} \approx -i(NTp\kappa_D)^2 \left( \frac{4}{s} k_{1\mu}k_{2\nu}T_2^{\mu\nu} + 2E^2 I_2 \right).$$

Substituting the results for the various integrals,

$$iA_{h=2}^{(2)} \approx i(NTp\kappa_D)^2E^2 \frac{1}{(4\pi)^{\frac{D-3}{2}}} \frac{\Gamma\left(\frac{3-D+p}{2}\right)\Gamma^2\left(\frac{D-p-1}{2}\right)}{\Gamma(D-p-1)}$$

$$\times (q_1^2)^{\frac{D-p-5}{2}}(4(D-p-2) - 2).$$

Note that here and throughout this and the following section the $\approx$ signifies that we have dropped some terms that are subleading in energy which arise from performing the integrals.

#### Graviton Sources

We can now substitute the relevant results for the integrals in (4.23) and identify which terms contribute to each power of energy. We have for the leading contribution,

$$iA_{h=2}^{(1)} = i(NTp\kappa_D)^24E^4 I_3^{(1)}$$
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\[ \approx - (N T_p \kappa D)^2 E^2 \frac{2 \sqrt{\pi}}{(4\pi)^{D-\frac{p+1}{2}}} \frac{\Gamma \left( \frac{6-D+p}{2} \right) \Gamma^2 \left( \frac{D-p-4}{2} \right)}{\Gamma(D-p-4)} (q_1^2)^{\frac{D-p-6}{2}}. \quad (4.55) \]

Note that in the last line we have used the solution for the leading energy contribution of \( I_3 \) in section 3.2 which we have denoted as \( I_3^{(1)} \). This is the only contribution at leading order in energy. The u- and t-channel diagrams which produce this leading contribution also have subleading contributions arising from the subleading term in \( I_3 \),

\[ i A_{h=2}^{\text{dd} (2)} = i (N T_p \kappa D)^2 4 E^4 I_3^{(2)} \]
\[ = -i (N T_p \kappa D)^2 E^2 \frac{2}{(4\pi)^{D-\frac{p+1}{2}}} \frac{\Gamma \left( \frac{5-D+p}{2} \right) \Gamma^2 \left( \frac{D-p-3}{2} \right)}{\Gamma(D-p-4)} (q_1^2)^{\frac{D-p-5}{2}}, \quad (4.56) \]

where \( I_3^{(2)} \) the subleading energy contribution to \( I_3 \). The other subleading contributions that arise from the second and third terms in (4.23) are,

\[ i A_{h=2}^{\text{dd} (2)} = i (N T_p \kappa D)^2 \left( - \frac{2(D-2p-4)}{D-2} E^2 I_2 + \frac{2(D-p-3)(1+p)}{D-2} \frac{1}{s} k_{1 \mu} k_{2 \nu} T_2^{\mu \nu} \right) \]
\[ \approx i (N T_p \kappa D)^2 E^2 \left( \frac{4(D-2p-4)(D-p-2)}{D-2} + \frac{(D-p-3)(1+p)}{D-2} \right) \]
\[ \times \frac{1}{(4\pi)^{D-\frac{p+1}{2}}} \frac{\Gamma \left( \frac{3-D+p}{2} \right) \Gamma^2 \left( \frac{D-p-1}{2} \right)}{\Gamma(D-p-1)} (q_1^2)^{\frac{D-p-5}{2}}, \quad (4.57) \]

and,

\[ i A_{h=2}^{\text{dd} (2)} = i (N T_p \kappa D)^2 E^2 \frac{4(D-p-3)}{D-2} I_2 \]
\[ = -i (N T_p \kappa D)^2 E^2 \frac{8(D-p-3)(D-p-2)}{D-2} \frac{1}{(4\pi)^{D-\frac{p+1}{2}}} \]
\[ \times \frac{\Gamma \left( \frac{3-D+p}{2} \right) \Gamma^2 \left( \frac{D-p-1}{2} \right)}{\Gamma(D-p-1)} (q_1^2)^{\frac{D-p-5}{2}}, \quad (4.58) \]

where we have separated the second and third terms of (4.23) into (4.57) and (4.58) purposefully in order to be able to more easily compare with the results obtained in section 4.4.

**Dilaton Sources**

The only term contributing to the leading energy behaviour in this case is,

\[ i A_{h=2}^{\text{dd} (2)} = -2 i \kappa_D \left( N T_p \frac{a(D)}{\sqrt{2}} \right)^2 \frac{1}{s} k_{1 \mu} k_{2 \nu} T_2^{\mu \nu} \]
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where we have used the kinematics outlined in section 4.1.1.

### Eikonal Scattering

We can use the results derived above to explicitly show that (4.47) holds for the elastic scattering of dilatons from D-branes. Note that we drop the vector notation for the impact parameter as only the magnitude, \( b = |b| \) appears below. Writing the leading energy behaviour of the tree-level and one-loop amplitudes in the form of (4.49) and (4.50) respectively and by converting these expressions into impact parameter space using (3.49), we find for the tree-level amplitude,

\[
iA^{(1)}_{h=1} e (b) = \frac{i}{4\pi} \frac{\Gamma \left( \frac{D-p-4}{2} \right)}{b^{D-p-4}},
\]

and for the one-loop amplitude,

\[
iA^{(2)}_{h=1} e (b) = 0,
\]

and for the one-loop amplitude,

\[
iA^{(1)}_{h=2} e (b) = -\frac{1}{32\pi^{D-p-2}} \frac{\Gamma^2 \left( \frac{D-p-4}{2} \right)}{b^{2D-2p-8}},
\]

\[
iA^{(2)}_{h=2} e (b) = \frac{i}{16\pi^{D-p-3/2}} \frac{\Gamma \left( \frac{D-p-3}{2} \right) \Gamma \left( \frac{2D-2p-7}{2} \right)}{b^{2D-2p-7}},
\]

where here we are focusing on the elastic component as reminded by the superscript \( e \). We note that for the one-loop amplitude the contributions to \( A^{(2)}_{h=2} e (b) \) arising from (4.54), (4.57), (4.58), and (4.59) sum to zero. This means that the only contribution to the subleading eikonal arises from the subleading contribution to the leading energy contribution, (4.56), where we recall that \( I_3 \) has contributions at different powers of \( E \).

We can now easily confirm that \( iA^{(1)}_{h=2} e (b) = -\frac{1}{2} (A^{(1)}_{h=1} e (b))^2 \) as required in order to see the exponentiation of the leading eikonal \( \chi^{(1)} (E, b) \) in the elastic channel. We therefore find that the elastic dilaton scattering process we have considered behaves as predicted by the leading eikonal expression (4.47).

### 4.3.2 Inelastic Contributions to the Eikonal

As we have done in section 4.3.1 for the elastic dilaton scattering process, we can find the leading energy behaviour of the inelastic scattering of a dilaton and an RR field from the stack of D-branes that we studied in section 4.2.2. Looking at the leading
energy contribution of (4.45) we find,

\[
i A_{h=2}^{dR(2)} = i(NT_p \kappa D)^2 8 a(D)(q \cdot C^{(2)})^{1\ldots p} E^3 T^{(1)}_3
\approx -(NT_p \kappa D)^2 2a(D)E^2(q \cdot C^{(2)})^{1\ldots p} \frac{2}{(4\pi)^{D-p-1}} \frac{\Gamma \left( \frac{6-D+p}{2} \right) \Gamma^2 \left( \frac{D-p-4}{2} \right)}{\Gamma(D - p - 4)} \left( q_1^2 \right)^{\frac{D-p-6}{2}},
\]

(4.64)

We can now apply the prescription outlined in (4.51) to (4.64). Writing the tree-level amplitude (4.4) in the form of (4.49) we find that

\[
i A_{h=1}^{dR(1)}(b) = 0
g \approx i A_{h=1}^{dR(2)}(b) = i a(D) \frac{1}{\pi^{D-p-2}} \frac{\Gamma \left( \frac{D-p-4}{2} \right)}{b^{D-p-4}}.
\]

The other ingredients we need are \( A_{h=1}^{(1)}(b) \) and \( A_{h=2}^{(2)}(b) \) that we can read by comparing (4.64) and (4.50),

\[
i A_{h=2}^{dR(1)}(b) = 0
\]

(4.67)

\[
i A_{h=2}^{dR(2)}(b) = -\frac{a(D)}{16} (q \cdot C)^{1\ldots p} \frac{1}{\pi^{D-p-2}} \frac{\Gamma \left( \frac{D-p-4}{2} \right)}{b^{2D-2p-8}}.
\]

(4.68)

We then need to calculate \( i A_{h=1}^{(1)} e(b) i A_{h=1}^{dR(2)}(b) \) as this will show us what to subtract in order to obtain the well defined subleading eikonal \( \delta^{(2)}(E, b) \), including the inelastic contributions discussed above. We note here that although this inelastic process does not contribute to the total \( A_{h=1}^{(1)}(b) \) we have to take into account the contribution from the elastic processes described in section 4.3.1. We can easily verify by using (4.66) and (4.67) that,

\[
i A_{h=2}^{dR(2)}(b) - i A_{h=1}^{(1)} e(b) i A_{h=1}^{dR(2)}(b) = 0
\]

(4.69)

and so we see that the inelastic dilaton to RR channel does not contribute to the subleading eikonal (4.52).

### 4.4 Alternative Computation of the Leading and Subleading Eikonal

In this section we discuss a more conventional way to compute the elastic scattering of a dilaton from a stack of Dp-branes both in Einstein gravity and in a theory of gravity extended to include the dilaton and RR fields. We will take the high energy limit and extract the leading and subleading eikonal, which agrees with the ones computed in the
previous section. The leading eikonal is obtained from the tree diagram corresponding to the exchange of a graviton, while the subleading eikonal is derived from a number of one-loop diagrams that depend on which theory of gravity we consider. Since three of the one-loop diagrams are most easily obtained by first computing the one-point graviton amplitude and then attaching the three-point vertex containing two dilatons and one graviton, in the first subsection we compute the one-point amplitudes for the graviton, dilaton and RR field at the tree and one-loop level and we show that they are directly related to the large distance behaviour of the classical solution describing the Dp-branes to which the graviton, dilaton and RR field are coupled. In the second subsection we compute the contribution of the various field theory diagrams to the elastic dilaton scattering and from them we extract the leading and subleading eikonal.

4.4.1 One-point Amplitudes and the Classical Solution

In this subsection we will write the one-point functions for the graviton, dilaton and RR field in the gravity theory described by the bulk action given in (2.37) and the boundary action given by (2.39) as we’ve done in the previous sections. Using these two actions one can compute the contribution to the one-point amplitude of the diagram with the 3-graviton vertex yielding

\[ \langle h_{\lambda\tau} \rangle_{(a)} = N^2 \kappa_D J_{h}^2 \left[ \left| q_{\perp} \right|^{D-5} \right] \left( \frac{3-D+p}{2} \right) \frac{\Gamma \left( \frac{D-p-1}{2} \right)}{\Gamma(D-p-1)} \]

\[ \times \left\{ \frac{(D-3-p)(p+1)}{2(D-2)} \left[ \eta_{\lambda\tau} - (3-D+p) \frac{q_{\perp\lambda}q_{\perp\tau}}{q_{\perp}^2} \right] \right. \]

\[ -2\frac{(D-p-2)(p+1)(D-p-3)}{D-2} \frac{q_{\perp\lambda}q_{\perp\tau}}{q_{\perp}^2} \]

\[ \left. \right\} \]

\[ \text{Figure 9: The various contributions to the one-point function at subleading order used to construct the classical solution. Figure (a) is the contribution with the 3-graviton vertex and figures (b) and (c) are the contributions with RR fields and dilaton sources respectively. As before the solid lines correspond to dilatons, the wavy lines correspond to gravitons and the dashed lines correspond to RR fields.} \]

\[ ^{13} \text{In all one-point amplitudes we omit to explicitly write a} \ \delta \text{-function that constrains the longitudinal component of the momentum to be vanishing.} \]
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- \frac{2(D - p - 2)(D - p - 3)^2}{(D - 2)^2} \eta_{I\lambda\tau} - \frac{2(D - p - 2)(p + 1)^2}{(D - 2)^2} \eta_{\perp\lambda\tau} \right), \quad (4.70)

The sum of the contributions from the diagrams with the dilaton and the RR field is given by

\begin{align*}
\langle h \rangle_{\mathrm{h\phi} + \mathrm{h\phi} + \mathrm{h\phi}} &= N^2 \kappa_D \left[ \frac{|q_\perp|^{D-p-5}}{(4\pi)^{D-p-1}} \Gamma \left( \frac{3 - D + p}{2} \right) \Gamma^2 \left( \frac{D - p - 1}{2} \right) \Gamma(D - p - 1) \right] \\
&\times \left\{ \frac{J^2}{2} \left[ \eta_{\perp\lambda\tau} - (3 - D + p) \frac{q_\perp q_{\perp\lambda\tau}}{q_\perp^2} \right] \\
&+ \frac{\mu_p^2}{2} \left[ - \frac{2(D - p - 2)(D - p - 3)}{D - 2} \eta_{\perp\lambda\tau} + \frac{2(D - p - 2)(p + 1)}{D - 2} \eta_{\perp\lambda\tau} \\
&\quad - \left[ \eta_{\perp\lambda\tau} - (3 - D + p) \frac{q_\perp q_{\perp\lambda\tau}}{q_\perp^2} \right] \right\}. \quad (4.71)
\end{align*}

Summing the three contributions we get

\begin{align*}
\langle h \rangle_{\mathrm{h\phi} + \mathrm{h\phi} + \mathrm{h\phi}} &= N^2 \kappa_D \left[ \frac{|q_\perp|^{D-p-5}}{(4\pi)^{D-p-1}} \Gamma \left( \frac{3 - D + p}{2} \right) \Gamma^2 \left( \frac{D - p - 1}{2} \right) \Gamma(D - p - 1) \right] \\
&\times \left\{ - \frac{2(D - p - 2)(p + 1)(D - p - 3)}{D - 2} q_\perp q_{\perp\lambda\tau} \\
&\quad - \frac{2(D - p - 2)}{D - 2} (D - p - 3) \eta_{\perp\lambda\tau} \left[ \frac{J^2_h}{D - 2} - \frac{\mu_p^2}{2} \right] \\
&\quad - \frac{2(D - p - 2)}{D - 2} (p + 1) \eta_{\perp\lambda\tau} \left[ \frac{J^2_h}{D - 2} + \frac{\mu_p^2}{2} \right] \right\}, \quad (4.72)
\end{align*}

where from the expressions for \( J_\phi \), \( \mu_p \) and \( a(D) \) defined in the relevant subsections of Chapter 2.2 we have used the fact that the following quantity vanishes,

\begin{equation}
\frac{(D - p - 3)(p + 1)}{2(D - 2)} J^2_h + \frac{J^2_\phi}{2} - \frac{\mu_p^2}{2} = 0. \quad (4.73)
\end{equation}

We neglect for a moment the term in the second line of (4.72) that corresponds to a gauge transformation of the metric as we will discuss it in subsection 4.4.3 where we will see that it must be neglected if we want the metric in the harmonic gauge.

Going from momentum to position space, (4.72) becomes

\begin{align*}
\langle h_{\mu\nu} \rangle_{\mathrm{h\phi} + \mathrm{h\phi} + \mathrm{h\phi}} &= \frac{N^2 \kappa_D}{D - 2} \left( \frac{1}{(D - p - 3)\Omega_{D - p - 2}(D - p - 3)} \right)^2 \\
&\times \left\{ \eta_{\mu\nu} (D - p - 3) \left[ \frac{J^2_h}{D - 2} - \frac{\mu_p^2}{2} \right] + (p + 1) \eta_{\mu\nu} \left[ \frac{J^2_h}{D - 2} + \frac{\mu_p^2}{2} \right] \right\}, \quad (4.74)
\end{align*}
where we note that the tilde signifies the Fourier transform to position space. The expression in position space can be obtained by using (3.49). Inserting the explicit quantities (4.74) becomes,

\[
\langle 2\kappa_D \tilde{h}_{\mu\nu}(x) \rangle_{1} = \frac{1}{2} \left( \frac{R_p}{r} \right)^{2(D-p-3)} \times \left\{ \eta_{||\mu\nu} \frac{D - p - 3}{D - 2} + 1 + p + 1 \eta_{\perp\mu\nu} \left[ \frac{p + 1}{D - 2} - 1 \right] \right\},
\]

(4.75)

where we have introduced the following quantity,

\[
2N \kappa_D T_p \left( \frac{D - p - 3}{D - p - 2} \right)^{D-p-3} \equiv \left( \frac{R_p}{r} \right)^{D-p-3} \Omega_d \equiv \frac{2\pi^{d+1}}{\Gamma(\frac{d+1}{2})}.
\]

(4.76)

We note that (4.75) provides the total one-loop contribution to the one-point graviton amplitude. The tree contribution can also be easily computed from the bulk and boundary actions yielding,

\[
\langle 2\kappa_D \tilde{h}_{\mu\nu}(x) \rangle_{1} = -\left( \frac{R_p}{r} \right)^{D-p-3} \left( \frac{D - p - 3}{D - 2} \eta_{||\mu\nu} - \frac{p + 1}{D - 2} \eta_{\perp\mu\nu} \right),
\]

(4.77)

which is the Fourier transform of the following amplitude in momentum space,

\[
\langle h_{\mu\nu} \rangle_{1} = -\frac{NT_p}{q_\perp^2} \left( \frac{D - p - 3}{D - 2} \eta_{||\mu\nu} - \frac{p + 1}{D - 2} \eta_{\perp\mu\nu} \right).
\]

(4.78)

Note that we are using the same notation as in section 4.2 with subscripts 1 and 2 representing tree diagrams and one-loop diagrams respectively. In an extended gravity theory also containing the dilaton and the RR field we have to include the one-point amplitude for the dilaton and the RR field. The one-loop one-point amplitude for the dilaton is given by the sum of two diagrams. One with the vertex containing two dilatons and one graviton and the other with the vertex with one dilaton and two RR fields. It turns out that the first diagram is vanishing while the second one gives,

\[
\langle \phi \rangle_2 = \frac{a(D)\sqrt{2N^2} \kappa_D}{2} \mu_p^2 (2 - D + p) \left[ \left| q_\perp \right|^{D-p-5} \left( \frac{D - p - 3}{D - 2} \right)^{\frac{D-p-3}{2}} \Gamma \left( \frac{3 - D + p}{2} \right) \frac{\Gamma^2(D-p-1)}{\Gamma(D-p-1)} \right],
\]

(4.79)

where the dilaton field has been canonically normalised. From (4.79) we can go to position space,

\[
\langle \sqrt{2\kappa_D} \phi \rangle_2 = \frac{a(D)}{4} \left( \frac{2N \kappa_D T_p}{(D - p - 3)\Omega_{D-p-2}} \right)^{2(D-p-3)} = \frac{a(D)}{4} \left( \frac{R_p}{r} \right)^{2(D-p-3)},
\]

(4.80)
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where we have used that \( \mu_p = \sqrt{2} T_p \). We also have the tree diagram that in momentum space gives the following contribution,

\[
\langle \phi \rangle_1 = NJ_\phi \frac{1}{q_\perp} ,
\]

which in position space becomes,

\[
\langle \sqrt{2} \kappa D \phi \rangle_1 = \frac{J_\phi}{\sqrt{2} T_p} \left( \frac{R_p}{r} \right)^{D-p-3} = - \frac{a(D)}{2} \left( \frac{R_p}{r} \right)^{D-p-3} .
\]

The one-loop one-point amplitude for the RR fields gets a contribution from two diagrams; one with the vertex involving two RR fields and one graviton and the other involving again two RR fields and a dilaton. The sum of the two is equal, in momentum space, to,

\[
\langle C_{01...p} \rangle_2 = 4N^2 T_p \kappa D \mu_p (D - p - 2) \left[ \frac{q_\perp^{D-p-5}}{4\pi^{D-p-2}} \Gamma \left( \frac{3 - D + p}{2} \right) \Gamma^2 \left( \frac{D-p-1}{2} \right) \Gamma(D - p - 1) \right] ,
\]

which in position space becomes,

\[
\langle \tilde{C}_{01...p} \rangle_2 = -4N^2 T_p \kappa D \mu_p \frac{1}{2} \left( \frac{1}{(D - p - 3) \Omega_{D-p-2p} D-p-3} \right)^2 ,
\]

where the field \( C_{01...p} \) is canonically normalised. In order to compare this with the classical solution, we need the quantity,

\[
\langle \sqrt{2} \kappa D \tilde{C}_{01...p} \rangle_2 = - \left( \frac{2N \kappa D T_p}{(D - p - 3) \Omega_{D-p-2p} D-p-3} \right)^2 = - \left( \frac{R_p}{r} \right)^{2(D-p-3)} .
\]

The tree diagram can also be easily computed, we find

\[
\langle \sqrt{2} \kappa D \phi \rangle_1 = - \frac{2N T_p \kappa D}{(D - p - 3) \Omega_{D-p-2p} D-p-3} = \left( \frac{R_p}{r} \right)^{D-p-3} .
\]

The previous diagrammatic results, obtained for the various one-point amplitudes, can be compared with the large distance expansion of the classical solution. It turns out that the tree diagrams reproduce the first correction to the flat limit of the classical solution when \( r \to \infty \), while the one-loop diagrams reproduce the subleading correction to the flat limit. The classical solution is given by [120],

\[
ds^2 = g_{\mu\nu} dx^\mu dx^\nu = [H(r)]^{\frac{D-p-3}{D-p-2}} dx_\parallel^2 + [H(r)]^{\frac{p+1}{D-p-2}} dx_\perp^2,
\]

\[e^{-\sqrt{2} \kappa D \phi} = (H(r))^{a(D)/2} ; \quad \sqrt{2} \kappa D C_{01...p} = 1 - H^{-1}(r) ,
\]
where,

\[ H(r) = 1 + \left( \frac{R_p}{r} \right)^{D-p-3}. \]  

(4.88)

Expanding the two terms appearing in the metric, we get,

\[
[H(r)]^{D-p-3}_{\frac{D-2}{2}} = 1 - \frac{D - p - 3}{D - 2} \left( \frac{R_p}{r} \right)^{D-p-3} \\
+ \frac{1}{2} \frac{D - p - 3}{D - 2} \left( \frac{D - p - 3}{D - 2} + 1 \right) \left( \frac{R_p}{r} \right)^{2(D-p-3)} + \ldots, \tag{4.89}
\]

and

\[
[H(r)]^{p+1}_{\frac{D-2}{2}} = 1 + \frac{p + 1}{D - 2} \left( \frac{R_p}{r} \right)^{D-p-3} \\
+ \frac{1}{2} \frac{p + 1}{D - 2} \left( \frac{p + 1}{D - 2} - 1 \right) \left( \frac{R_p}{r} \right)^{2(D-p-3)} + \ldots. \tag{4.90}
\]

Remembering that in our notation \( g_{\mu\nu} = \eta_{\mu\nu} + 2\kappa Dh_{\mu\nu} \), we see that for \( r \to \infty \) we get the flat Minkowski metric. Then, comparing (4.87), (4.89) and (4.90) with (4.77) and (4.75), we see that the first correction to the flat space metric is given by the tree diagram of the one-point graviton amplitude, while the next correction is given by the one-loop diagram contribution to the one-point graviton amplitude. Expanding in a similar way the classical solution for the dilaton we get,

\[
-\sqrt{2}\kappa D\phi = \frac{a(D)}{2} \log \left( 1 + \left( \frac{R_p}{r} \right)^{D-p-3} \right) \\
= \frac{a(D)}{2} \left( \left( \frac{R_p}{r} \right)^{D-p-3} - \frac{1}{2} \left( \frac{R_p}{r} \right)^{2(D-p-3)} + \ldots \right). \tag{4.91}
\]

These two terms are reproduced by the tree diagram in (4.82) and the one-loop term in (4.80) respectively. Similarly expanding the solution for the RR field yields,

\[
\sqrt{2}\kappa DC_{01...p} = 1 - H^{-1} = \left( \frac{R_p}{r} \right)^{D-p-3} - \left( \frac{R_p}{r} \right)^{2(D-p-3)} + \ldots. \tag{4.92}
\]

Again we find that these two terms are equal to those in (4.86) and (4.85).

In conclusion, we have shown that the various terms of the expansion of the classical solution can be reproduced by computing the one-point amplitude of the corresponding fields.
4.4.2 Elastic Dilaton Scattering in Extended Gravity

In this subsection we compute the elastic dilaton scattering amplitude in an extended theory of gravity with a dilaton and an RR field as in section 4.3.1. It consists of one tree diagram and five one-loop diagrams. The tree diagram and the sum of three one-loop diagrams can be obtained directly from the one-point amplitude computed in the previous subsection by saturating it with the three-point amplitude of two dilatons and one graviton given in (2.34). For the tree diagram we find the following\(^{14}\)

\[ i A_{1}^{dd} = i \frac{2N\kappa D}{(s)} \left( \frac{D - p - 3}{D - 2} (k_1 \cdot k_2)_\parallel - \frac{p + 1}{D - 2} (k_1 \cdot k_2)_\perp \right) = i \frac{2N\kappa D E^2}{(s)}, \quad (4.93) \]

where we have neglected terms without the pole at \( s \sim 0 \) as well as terms negligible at high energy (see kinematics in (4.1)). We find that this is in agreement with (4.3).

The first one-loop diagram corresponds to the separate exchange of two gravitons that are then attached to the \( D_p \)-branes. One gets,

\[ i A_{2,t}^{dgg} = i (N \kappa D T_p)^2 E^4 \int \frac{d^{D-p-1}k}{(2\pi)^{D-p-1}} \frac{1}{(k_1 - k)_2^2(k_2 + k)_2^2} \cdot (k_1 - k)_\parallel (q^2 - k_\perp)^{D-3} - p \frac{1}{D - 2} (- (p + 1)(k_1 \cdot k_2) + 4(k_1 \cdot k_2)_\parallel) \cdot \quad (4.94) \]

where \( k^2 \equiv -E^2 + k_\perp^2 \). At high energy we obtain a leading term given by,

\[ i A_{2,t}^{dgg} \approx -i \frac{2(N \kappa D T_p)^2 E^2 \sqrt{\pi} \Gamma \left( \frac{6-D+p}{2} \right) \Gamma^2 \left( \frac{D-p-4}{2} \right)}{(4\pi)^{\frac{D-p-5}{2}}} \frac{(q^2)^{\frac{D-p-6}{2}}}{\Gamma(D - p - 4)} \cdot (4.95) \]

and a subleading term equal to,

\[ i A_{2,t}^{dgg} \approx -i \frac{(N \kappa D T_p)^2 E^2 \Gamma \left( \frac{5-D+p}{2} \right) \Gamma^2 \left( \frac{D-p-3}{2} \right)(q^2)^{\frac{D-p-5}{2}}}{(4\pi)^{\frac{D-p-5}{2}} \Gamma(D - p - 4)} \cdot (4.96) \]

Comparing (4.95) and (4.96) with the equivalent results (4.55) and (4.56) derived in section 4.3 we again find agreement. The second diagram contains a vertex with two dilatons and two gravitons with the gravitons attached to the \( D \)-branes. We find that,

\[ i A_{2,c}^{dgg} = i (N \kappa D T_p)^2 \int \frac{d^{D-p-1}k}{(2\pi)^{D-p-1}} \frac{1}{k_\perp^2(q - k)_2^2} \times \frac{D - 3 - p}{D - 2} (- (p + 1)(k_1 \cdot k_2) + 4(k_1 \cdot k_2)_\parallel) \cdot \quad (4.97) \]

In the high energy limit we can neglect the first term in the round bracket in the second

\(^{14}\) In this case we also omit writing the factor \((2\pi)^{p+1}\delta^{(p+1)}(k_1 + k_2)\) of momentum conservation along the directions of the \( D_p \)-brane.
line and we find,

\[
\left. iA^{ddgg}_{2,c} \approx -i \left( \frac{N \kappa_D T_p}{4\pi} \right)^2 E^2 (D - p - 3)(D - p - 2) \frac{(D - p - 1)}{2} \frac{\Gamma(\frac{3-D+p}{2}) \Gamma^2(\frac{D-p-1}{2})}{\Gamma(D - p - 3)} \frac{(q^2_\perp)^{\frac{D-p-5}{2}}}{(2\pi)^{D-2}} \right)
\]  \quad (4.98)

We can easily see that this is equivalent to (4.58). Finally, the last three one-loop diagrams are obtained by saturating the one-point amplitudes in (4.70) and (4.71) with the vertex in (2.34). Let us start with the one-loop diagram in (4.70). The term with \((k_1 \cdot k_2)\) in (2.34) and the second term in the second line and the term in the third line of (4.70) do not contribute at high energy. The remaining terms give,

\[
\left. iA^{ddgg}_{2,s} \approx -i \left( \frac{N \kappa_D T_p E}{4\pi} \right)^2 \frac{1}{(4\pi)^{D-2}} \frac{\Gamma(\frac{3-D+p}{2}) \Gamma^2(\frac{D-p-1}{2})}{\Gamma(D - p - 1)} \frac{(q^2_\perp)^{\frac{D-p-5}{2}}}{(2\pi)^{D-2}} \times (D - p - 3)(p + 1) + 4(D - p - 2)(D - 2p - 4) \right).
\]  \quad (4.99)

Once again comparing this with our results from section 4.3 we see that the equation above is equivalent to (4.57). Let us do the same analysis with (4.71). Again the term with \((k_1 \cdot k_2)\) in (2.34) does not contribute at high energy. Also the terms with \(q^\perp \lambda q^\perp \tau\) do not contribute at high energy. We are therefore left with the following expression,

\[
\left. iA^{ddRR}_{2,s} + iA^{dddd}_{2,s} \approx iN^2 \kappa_D^2 E^2 \frac{1}{(4\pi)^{D-2}} \frac{\Gamma(\frac{3-D+p}{2}) \Gamma^2(\frac{D-p-1}{2})}{\Gamma(D - p - 1)} \frac{(q^2_\perp)^{\frac{D-p-5}{2}}}{(2\pi)^{D-2}} \times (J^2_\phi + \mu_p^2 (2(D - p - 2) - 1)) \right).
\]  \quad (4.100)

Inserting the relevant expression for \(J_\phi\) and using \(\mu_p = \sqrt{2} T_p\),

\[
\left. iA^{ddRR}_{2,s} + iA^{dddd}_{2,s} \approx iN \kappa_D T_p E^2 \frac{1}{(4\pi)^{D-2}} \frac{\Gamma(\frac{3-D+p}{2}) \Gamma^2(\frac{D-p-1}{2})}{\Gamma(D - p - 1)} \frac{(q^2_\perp)^{\frac{D-p-5}{2}}}{(2\pi)^{D-2}} \times \left[ (2 - \frac{(p + 1)(D - p - 3)}{D - 2}) + (4(D - p - 2) - 2) \right] \right)
\]  \quad (4.101)

where the first round bracket in the second line comes from the dilaton, while the second round bracket comes from the RR contribution. This can be compared to the sum of (4.54) and (4.59), which agrees with what is written above.

The total eikonal, including both leading and subleading contributions, is defined as \(\delta(b, E) = \delta^{(1)}(E, b) + \delta^{(2)}(E, b)\), where the \(\delta^{(i)}(E, b)\) have been defined in section 4.3. From the various expressions computed in this section we arrive at the following
expression,

\[\delta(b, E) = \frac{N\kappa_D^2\tau_p}{4} \Gamma(\frac{D-p-4}{2}) \frac{E \Gamma(\frac{D-p-3}{2})}{\pi^{D-p-2} b^{D-p-4}} + \frac{(N\kappa_D^2\tau_p)^2 E \Gamma^2(\frac{D-p-3}{2})}{16 \pi^{D-p-2} b^{D-p-7}} \Gamma(D - p - 4) b^{2D-2p-7} \]

\[\times \left\{ - \frac{(D - p - 2)(D - p - 3)}{D - 2} + \frac{(p + 1)(D - p - 3)}{D - 2} + \frac{4(D - p - 2)(D - 2p - 4)}{D - 2} + \left[4(D - p - 2) - 2\right] + [2 - \frac{(p + 1)(D - p - 3)}{D - 2}] \right\}, \hspace{1cm} (4.102)\]

where \(\tau_p\) is the physical Dp-brane tension, \(\tau_p = \frac{T_p}{\kappa_D}\). The first line contains the leading contribution given by the tree diagram with a graviton exchange and the subleading term of one-loop diagram with two graviton exchanges, the third line gives the contribution of the one-loop seagull diagram and the fourth line gives the contribution of the one-loop diagram with the 3-graviton vertex. Finally the first square bracket in the last line gives the contribution of the one-loop diagram with the RR fields attached to the Dp-branes, while the last square bracket gives that of the dilaton attached to the Dp-branes.

It is easy to show, in this extended theory of gravity, that the subleading contribution contained inside the big curly brackets vanishes. In this case the sum of the leading and subleading eikonal reduces just to the expression in the first line of (4.102). This is in agreement with the same result obtained in [86] for \(D = 10\) and the results found in section 4.3.

4.4.3 Pure Einstein Gravity

In this section we will consider the case of pure Einstein gravity. Let us start by considering the one-point graviton amplitude where only the tree diagram with the graviton exchange and the one-loop diagram with the three-graviton vertex contribute. They are given in momentum space by (4.77) and (4.70), respectively. Going to position space we find,

\[
\langle \eta_{\mu\nu} + 2\kappa_D h_{\mu\nu} \rangle = \left[ 1 - \frac{D - p - 3}{D - 2} \left( \frac{R_p}{r} \right)^{D-p-3} + \frac{1}{2} \left( \frac{D - p - 3}{D - 2} \right)^2 \left( \frac{R_p}{r} \right)^{2(D-p-3)} + \ldots \right] \eta_{\parallel\mu\nu} \]

\[
+ \left[ 1 + \frac{p + 1}{D - 2} \left( \frac{R_p}{r} \right)^{D-p-3} \right] \eta_{\parallel\mu\nu} \]
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where in the right-hand-side we have added the contribution of the flat Minkowski metric for $r \to \infty$. Notice that in the equation above we have now included the term in the third line of (4.70) that was neglected in subsection 4.4.1 and the term in the second line of the same equation that was cancelled by the additional contributions of the dilaton and RR field. It can be checked that the term in the third line of (4.70), that we have neglected, gives the second term in the second to last line of (4.103).

To make contact with existing literature let us consider the case $D = 4$ and $p = 0$ where,

$$N\tau_0 = \frac{NT_0}{\kappa_4} \equiv M \; ; \; \; R_p \to 4G_N M.$$  

Then (4.103) becomes,

$$\langle \eta_{\mu\nu} + 2\kappa_4 h_{\mu\nu} \rangle = \left[ 1 - \frac{4MG_N}{2r} + \frac{1}{8} \left( \frac{4MG_N}{r} \right)^2 + \ldots \right] \eta_{00}$$

$$+ \left[ 1 + \frac{4MG_N}{2r} + \frac{1}{4} \left( \frac{4MG_N}{r} \right)^2 \right] \eta_{i j}$$

$$+ \left( \frac{1}{8} - 1 \right) \frac{r_i r_j}{2r^2} \left( \frac{4MG_N}{r} \right)^2 ,$$

(4.105)

where the second term in the two round brackets in the last line comes from the term in the third line of (4.70). The subscript 0 corresponds to the time coordinate, while $i, j$ correspond to the three spatial coordinates. It is easy to check that the previous metric satisfies the following condition at each order in $G_N$,

$$\partial^\nu h_{\nu\mu} - \frac{1}{2} \partial_\mu h = 0 ; \; \; h \equiv h_{\mu\nu} \eta^{\mu\nu} .$$

(4.106)

If we want the one-point amplitude in the harmonic gauge the term of order $G_N^2$ must satisfy (54) of [150] instead of the equation above. This is obtained by neglecting in (4.105) the second term in the two round brackets. With this gauge choice (4.105) becomes,

$$\langle g_{\mu\nu} \rangle = \left( 1 - \frac{2MG_N}{r} + \frac{2M^2G_N^2}{r^2} \right) \eta_{00} + \left( 1 + \frac{2MG_N}{r} + \frac{M^2G_N^2}{r^2} \right) \eta_{i j}$$

(4.107)
In the final part of this subsection we consider the leading and subleading eikonal in the case of pure Einstein gravity. It can be easily obtained from the one in (4.102) by neglecting the last line. We find that,

\[ \delta(b, E) = N\kappa^2_D\tau p E D(\pi^{p-\frac{D}{2}}) \Gamma(D-p-\frac{p}{2}) \Gamma(D-p-\frac{1}{2}) b^{D-p-4} \]

\[ + \frac{(N\kappa^2_D\tau p)^2 E \Gamma^2(D-p-\frac{3}{2}) \Gamma(D-p-\frac{7}{2})}{16 \pi^{D-p-\frac{5}{2}} b^{2D-2p-7}} \]

\[ \times \left\{ -4(D-p-2) + \frac{(p+1)(D-p-3)}{D-2} \right\} . \]  

(4.108)

If we look at the case for \( D = 4 \) and \( p = 0 \), we see that the last term in the first line does not contribute and regularising the first term,

\[ \Gamma(\frac{D-p-4}{2}) b^{D-p-4} \Rightarrow -2 \log b , \]

(4.109)

we find that,

\[ \delta(D=4; p=0) = -4G_N M E \log b + \frac{\pi(G_N M)^2 E}{2b} \left( 8 - \frac{1}{2} \right) \]

\[ = -4G_N M E \log b + \frac{15\pi(G_N M)^2 E}{4b^2} , \]  

(4.110)

where the first term in the round bracket comes from the seagull diagram, while the second comes from the one-loop diagram with the 3-graviton vertex. It agrees with the classical part of the eikonal derived in [88] and with the eikonal derived in [67,69]. From the eikonal we can derive the deflection angle for a massless particle,

\[ \theta = -\frac{1}{E} \frac{\partial}{\partial b} \delta(D=4; p=0) = \frac{4G_N M}{b} + \frac{15\pi(G_N M)^2}{4b^2} + \ldots , \]  

(4.111)

where the dots refer to terms with higher powers of \( b \) in the denominator and we have used the expression for the deflection angle given by (2.124). The first term is the old result from Einstein, while the second term agrees with recent calculations in [49,67,69,88]. The results in this subsection are also considered as a probe-limit of the more general pure gravity scenario we will consider in chapter 6.

Using (4.108) we can also calculate the deflection angle for \( D \) dimensions and \( p = 0 \).
We find,
\[
\theta = -\frac{1}{E} \frac{\partial}{\partial b} \delta^{(p=0)} = \sqrt{\pi} \frac{\Gamma\left(\frac{D}{2}\right)}{\Gamma\left(\frac{D-1}{2}\right)} \left(\frac{R_s}{b}\right)^{D-3} + \frac{\sqrt{\pi}}{2} \frac{\Gamma\left(D - \frac{1}{2}\right)}{\Gamma\left(D - 2\right)} \left(\frac{R_s}{b}\right)^{2D-6},
\]
(4.112)
where \(R_s\) is the “Schwarzschild radius” defined in appendix A.1. Comparing this result with (A.19), where the deflection angle has been calculated from the metric for the \(D\)-dimensional generalisation of a Schwarzschild black hole, we find perfect agreement. Note that we cannot compare the result for general \(p\) because the D-brane coupling used in [151] is different to the one we are using here.

4.5 Discussion

In this chapter we have discussed how to extract, from scattering amplitudes, classical quantities such as the classical solution related to the backreaction of a heavy source and the eikonal describing a scattering process in the Regge regime. The general ideas are well known and have been exploited in several previous papers to obtain these quantities in the limit of large distance or impact parameter, see for instance [152,153]. Furthermore we have presented a detailed analysis of the first subleading corrections to the limit mentioned above by focusing on type II supergravity in the presence of a stack of parallel \(D_p\)-branes as an example. In the case of the eikonal, these corrections are determined by the subleading energy contributions in the Regge regime and so probe the structure of the gravitational theory in more detail. For instance the leading eikonal receives contributions only from ladder diagrams where gravitons are exchanged, while the subleading eikonal involves diagrams with different topologies and lower spin states. This raises the possibility, at the first subleading order, that the eikonal should be described by an operator instead of a simple phase since inelastic processes become possible. Note that in gravitational theories with a higher derivative modification of the 3-graviton vertex this already happens at the level of leading eikonal [103].
Chapter 5

The Eikonal in Kaluza-Klein Gravity

This chapter is based on the paper [2]. Here we discuss the eikonal in the context of Kaluza-Klein gravity with a background manifold, $\mathbb{R}^{1,D-2} \times S^1$.

This chapter is structured as follows. In section 5.1 we introduce the action for Einstein gravity coupled to a real massless scale in $D$ dimensions and its compactification to $D-1$ dimensions on a circle, resulting in a Kaluza-Klein tower of charged massive scalars coupled to the massless graviton, dilaton and $U(1)$ gauge field. Although there are also the massive Kaluza-Klein excitations of states of these aforementioned fields, they contribute to inelastic scattering of the massive charged scalars in $D-1$ dimensions. We will focus on the eikonal of elastic scattering processes in this chapter.

In section 5.2 we look at $2 \to 2$ Born scattering (single graviton exchange) of scalars in a compactified background, $\mathbb{R}^{1,D-2} \times S^1$ by quantizing the momentum along the circle as usual. We show how the resulting amplitude can be interpreted in $\mathbb{R}^{1,D-2}$ as the scattering of 2 charged scalar fields with Kaluza-Klein masses $m_1$ and $m_2$ via single graviton, photon and dilaton exchange. We also perform consistency checks on the amplitude to show how we may recover the expected results in the $R \to \infty$ and $R \to 0$ limits where $R$ is the radius of the compactified circle. In appendix C we show that in impact parameter space the corresponding one-loop contribution to the $2 \to 2$ scattering in $\mathbb{R}^{1,D-2} \times S^1$ is related to the square of the tree-level expression in precisely the way required for the eikonal phase to exponentiate. There is however a technical limitation in our proof which requires us to restrict to the case $D = 5$. In section 5.3 we look at various limits of the leading order eikonal expression. We also relate the subleading eikonal in the Kaluza-Klein theory in a particular limit to the subleading eikonal from scattering massless states from a stack of $Dp$-branes. In section 5.4 we briefly discuss our results.
5.1 Kaluza-Klein Theory

In this section we briefly consider some aspects of Kaluza-Klein theory \[154,155\] which we will use throughout the chapter. For definiteness we consider the case $D = 5$ and thus $\mathbb{R}^{1,4}$ compactified to $\mathbb{R}^{1,3} \times S^1$. We first need to identify the correct charges of the massive Kaluza-Klein scalars. We start with the $D = 5$ gravity action coupled to a real massless scalar field,

$$S_5 = \int d^5x \sqrt{-\hat{g}} \left( \frac{1}{2\kappa_5^2} \hat{R} - \frac{1}{2} \partial_M \Phi \partial_N \Phi \hat{g}^{MN} \right),$$  \hspace{1cm} (5.1)

with indices $M, N = 0, \ldots, 4$ and $\kappa_5^2 = 8\pi G_5$, $\hat{g} = \det(\hat{g}_{MN})$. Note that the hat denotes $D = 5$ quantities. Taking the standard form for the Kaluza-Klein $D = 5$ line element (with coordinate $x^5$ parametrizing the circle of radius $R$),

$$d\hat{S}_2^2 = \phi^{-1/3} g_{\mu\nu} dx^\mu dx^\nu + \phi^{2/3} (dx^5 + \lambda A_\mu dx^\mu)^2,$$  \hspace{1cm} (5.2)

where $g_{\mu\nu}, A_\mu$ and $\phi$ denote the $D = 4$ graviton, $U(1)$ gauge field and dilaton respectively. Substituting the metric given by (5.2) into (5.1), including both the $D = 4$ massless modes arising from the $D = 5$ metric as well as the infinite tower of massive Kaluza-Klein states arising from $\Phi$, we find that the $D = 4$ action [156] is given by,

$$S_4 = \int d^4x \sqrt{-g} \left( \frac{1}{2\kappa_4^2} R - \frac{1}{4} \phi F_{\mu\nu} F^{\mu\nu} - \frac{1}{96\pi G_4} \frac{1}{\phi^4} \partial_\mu \phi \partial^\mu \phi \right.\left. - \frac{1}{2} \sum_{n \in \mathbb{Z}} \left( (D_\mu \Phi_n)(D^\mu \Phi_n^*) + m_n^2 \phi^2 \Phi_n \Phi_n^* \right) \right),$$  \hspace{1cm} (5.3)

where $\kappa_4^2 = 8\pi G_4$, we note that the $D = 5$ and $D = 4$ gravitational constants are related by $G_5 = 2\pi R G_4$ and the parameter $\lambda$ appearing in the $D = 5$ metric ansatz, (5.2), is fixed to be $\lambda = \sqrt{16\pi G_4}$ in order to obtain the canonical form of the Maxwell term in the $S_4$ action. It is conventional to redefine the dilaton $\phi = e^{\sigma\sqrt{48\pi G_4}}$ which leads to a canonical kinetic term for $\sigma$. With this substitution we find,

$$S_4 = \int d^4x \sqrt{-g} \left( \frac{1}{2\kappa_4^2} R - \frac{1}{4} e^{\sigma\sqrt{48\pi G_4}} F_{\mu\nu} F^{\mu\nu} - \frac{1}{2} \partial_\mu \sigma \partial^\mu \sigma \right.\left. - \frac{1}{2} \sum_{n \in \mathbb{Z}} \left( (D_\mu \Phi_n)(D^\mu \Phi_n^*) + e^{-\sigma\sqrt{48\pi G_4}} m_n^2 \phi^2 \Phi_n \Phi_n^* \right) \right).$$  \hspace{1cm} (5.4)

Expanding the terms in the action about $\sigma = 0$ we see that the $\Phi_n$ fields are massive, charged complex scalars, with $D_\mu \Phi_n = (\partial_\mu \Phi_n - i Q_n A_\mu \Phi_n)$ and charges given by $Q_n = n\sqrt{16\pi G_4}/R$. 
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### 5.2 Scattering on $\mathbb{R}^{1,D-2} \times S^1$ in the Born approximation

In this section we want to consider the case of large $s$ fixed $t$ eikonal scattering but where one of the spatial transverse directions has been compactified on a circle of radius $R$. The calculation is similar to the uncompactified case, discussed in section 6.1.1, except that we have to replace an integration over continuous momentum with a sum over discrete quantized momentum along the $S^1$ when Fourier transforming the amplitude into impact parameter space.

Let us define $q = (q', q_s)$ with $q_s = n/R$, $n \in \mathbb{Z}$ being the integer valued momentum number. Correspondingly, we partition the impact parameter $b$ previously defined over $D-2$ transverse directions into its components along the $D-3$ transverse directions and the circle $S^1$ and so we define $b = (b', b_s)$. It will also be useful to define the new Mandelstam variable $s'$ pertaining to $D-1$ dimensional spacetime, so $s' = -(p'_1 + p'_2)^2$ where $'$ denotes momenta restricted to $\mathbb{R}^{1,D-2}$. We thus have the relation $s = s' - \frac{(n_1 + n_2)^2}{R^2}$.

We note that in order to get the corresponding impact parameter space amplitude in $\mathbb{R}^{1,D-2} \times S^1$ we need to perform the following change,

$$\int d^{D-2}q \rightarrow \int d^{D-3}q' \frac{1}{R} \sum_{n \in \mathbb{Z}},$$  \hspace{1cm} (5.5)

in the expression we have discussed earlier for the leading eikonal, which we reproduce here,

$$\delta^{(1)}(D) = \hat{A}_1 = \frac{1}{4E\rho} \int \frac{d^{D-2}q}{(2\pi)^{D-2}} e^{iq\cdot b} A_1,$$ \hspace{1cm} (5.6)

where $E = E_1 + E_2$ and $A_1$ is the relevant tree-level amplitude. Using the fact that $q$ and $q'$ are related via $q^2 = (q')^2 + (n/R)^2$, the impact parameter space amplitude for scattering on $\mathbb{R}^{1,D-2} \times S^1$ can be deduced from (6.6) and be written as,

$$i\delta^{(1)}(D-1, R) \equiv i\hat{A}_1(D-1, R) = i\kappa_D^2 \frac{s' - m_1^2 - m_2^2 - 2m_1m_2}{2} \int \frac{d^{D-3}q'}{(2\pi)^{D-2}} e^{iq'\cdot b'}$$

$$\times \frac{1}{R} \sum_{n \in \mathbb{Z}} \frac{e^{ib_s n / R}}{(q')^2 + (n/R)^2},$$ \hspace{1cm} (5.7)

where we have defined $m_1^2 = (n_1/R)^2$ and $m_2^2 = (n_2/R)^2$ which we recognise as the Kaluza-Klein masses associated with compactification on $S^1$. Note that we have taken the 5-dimensional masses to be 0 as suggested by (5.1). We have also defined, $n = n_1 + n_3$. The integration over the $q'$ momenta can be carried out explicitly giving,

$$i\hat{A}_1(D-1, R) = i\kappa_D^2 \frac{s' - m_1^2 - m_2^2 - 2m_1m_2}{2} \frac{1}{(2\pi)^{D-2}} \frac{1}{(b')^{D-2}} \frac{1}{R}.$$
\[ \times \sum_{n \in \mathbb{Z}} e^{ib_n/R} \left( \frac{|n|}{R} \right)^{D-5} K_{D-5} \left( \frac{|n|b'}{R} \right), \tag{5.8} \]

where \( K_n(x) \) is a Bessel K function. In the ultra-relativistic limit \( s' \gg m_1^2, m_2^2 \) we find,

\[ i\tilde{A}_1(D - 1, R) = i\frac{K_D^2}{2(2\pi)^{\frac{D-1}{2}}} \frac{s'}{(b')}^{\frac{D-1}{2}} \sum_{n \in \mathbb{Z}} e^{ib_n/R} \left( \frac{|n|}{R} \right)^{D-5} K_{D-5} \left( \frac{|n|b'}{R} \right). \tag{5.9} \]

We can check the consistency of (5.9) by considering the two limits \( R \to 0 \) and \( R \to \infty \) in which we expect to recover the expression found in (6.8) for scattering in pure gravity on \( \mathbb{R}^{1,D-1} \) with \( D - 1 \) and \( D \) spacetime dimensions respectively. Note that we also show the first sign of exponentiation [66,67,107] at one-loop explicitly in appendix C.

**R \to 0 Limit**

First we consider the limit \( R \to 0 \). In this limit we expect only the zero momentum, \( n = 0 \), Kaluza-Klein mode to contribute to the sum over t-channel states. This can be seen using the known expansion of the Bessel K function, \( K_\nu(z) \sim \sqrt{\pi/2} e^{-z} + \ldots \) as \( z \to \infty \) which applies when \( n \neq 0 \). For the \( n = 0 \) contribution we have to consider \( K_\nu(z) \) for \( z \to 0 \). The behaviour in this limit is,

\[ K_\nu(z) = \frac{1}{2} \left[ \Gamma(\nu) \left( \frac{z}{2} \right)^{-\nu} \left( 1 + \frac{z^2}{4(1+\nu)} + \ldots \right) \right. \]

\[ + \left. \Gamma(-\nu) \left( \frac{z}{2} \right)^{\nu} \left( 1 + \frac{z^2}{4(1+\nu)} + \ldots \right) \right]. \tag{5.10} \]

Hence we find,

\[ \lim_{n \to 0} \left[ \left( \frac{|n|}{R} \right)^{D-5} K_{D-5} \left( \frac{|n|b'}{R} \right) \right] = \left( \frac{1}{2} \right) \frac{2\pi^D}{2} \Gamma \left( \frac{D-5}{2} \right) \frac{1}{(b')^{D-5}}. \tag{5.11} \]

Using this, the final result for the amplitude \( \tilde{A}_1(D - 1, R) \) as \( R \to 0 \) is,

\[ \lim_{R \to 0} [i\tilde{A}_1(D - 1, R)] = is'G_{D-1} \frac{\Gamma \left( \frac{D-5}{2} \right)}{\pi^{\frac{D-5}{2}} (b')^{D-5}}, \tag{5.12} \]

where \( G_{D-1} \) is the gravitational constant in the \( D - 1 \) non-compact spacetime dimensions and is related to the one in \( D \) dimensions via the familiar Kaluza-Klein relation \( G_D = 2\pi R G_{D-1} \). It is clear that the right hand side of the expression (5.12) is the same as \( \tilde{A}_1(D - 1) \) and the corresponding eikonal phase \( \delta^{(1)}(D - 1, R \to 0) = \delta^{(1)}(D - 1) \) discussed in section 6.2 in the ultra-relativistic limit. So we recover the expected result, namely the usual expression for high energy tree-level scattering but with \( D - 1 \) non-compact spacetime dimensions.
CHAPTER 5. THE EIKONAL IN KALUZA-KLEIN GRAVITY

$R \to \infty$ Limit

We now consider the opposite limit of $\delta^{(1)}(D - 1, R)$ with $R \to \infty$ where we should recover the expression $\delta^{(1)}(D)$ given in (6.8). Noting that in this limit the discrete sum over momenta becomes a continuous integral $\frac{1}{2\pi R} \sum_n \to \frac{1}{2\pi} \int_{-\infty}^{\infty} dq$ the amplitude becomes,

$$i \tilde{A}_1(D - 1, R \to \infty) = i \frac{4\pi G_D s}{(2\pi)^{D-4} (b')^{D-4}} I \left( \frac{b_s}{b'} \right),$$

(5.13)

where we use the fact that $s' \to s$ as $R \to \infty$ and the integral $I(b_s/b')$ is given by,

$$I \left( \frac{b_s}{b'} \right) = \int_{-\infty}^{\infty} d\tilde{q} e^{i\tilde{q}(b_s/b')} (|\tilde{q}|)^{\frac{D-5}{2}} K_{\frac{D-5}{2}} (|\tilde{q}|),$$

(5.14)

with $\tilde{q} = q b'$. The integral $I(b_s/b')$ can be computed using the cosine integral transform formula for the function $x^\nu K_\nu(x)$,

$$\int_0^{\infty} dx \cos(xy) x^{\pm \mu} K_\mu(ax) = \sqrt{\pi/4} (2a)^{\pm \mu} \Gamma \left( \pm \mu + \frac{1}{2} \right) (y^2 + a^2)^{\mp \mu - \frac{1}{2}}.$$

(5.15)

In our case, $\mu = (D - 5)/2$, $a = 1$ and $y = b_s/b'$ and so we find,

$$i \tilde{A}_1(D - 1, R \to \infty) = i \frac{4\pi G_D s}{(2\pi)^{D-4} (b')^{D-4}} \frac{2^{D-5} \Gamma(D-4)}{(b_s/b')^{2} + 1} \frac{(b_s/b')^{2}}{(D-4)}. $$

(5.16)

Using the relation between the impact parameters $b, b'$ and $b_s, b^2 = b'^2 + b_s^2$ we can see that,

$$i \tilde{A}_1(D - 1, R \to \infty) = i \tilde{A}_1(D),$$

(5.17)

which is equivalent to (6.8) in the ultra-relativistic limit as expected.

Kaluza-Klein Decomposition

In the discussion above we have focused on the ultra-relativistic limit $s' \gg m_1^2, m_2^2$ for simplicity. We will now consider the more general case so that later on we can consider the comparison of scattering amplitudes and eikonal phases in the Kaluza-Klein theory with those previously studied in chapter 4 which included massless dilatons elastically scattering off a large stack of $Dp$-branes.

If we return to (5.7) and consider the momentum space amplitude from which it is calculated, we have,

$$i A_1(D - 1, R) = -i 2\pi R \kappa_5^2 (s' - m_1^2 - m_2^2 - 2m_1m_2)^2 \frac{(t' - (n_1 + n_2)^2/R^2)}{t' - (n_1 + n_3)^2/R^2}.$$

(5.18)

This corresponds to a single $D = 5$ graviton exchange between the massive states $\Phi_n$ in
the Kaluza-Klein tower arising from compactification on $\mathbb{R}^{1,D-2} \times S^1$, where we recall that $m_1^2 = n_1^2/R^2$, $m_2^2 = n_2^2/R^2$. This scattering is inelastic if $n_1 \neq n_3$ in which case massive $D = 4$ states are exchanged. We wish to focus here on elastic scattering so we will choose kinematics such that $n_1 = -n_3$ (and hence $n_2 = -n_4$) but with both $n_1$ and $n_2$ non-zero in general. Our amplitude $A_1(D-1, R)$ may be then written as,

$$iA_1(D-1, R) = -\frac{2i\kappa_4^2}{\ell'} \left( \frac{1}{2} \left( s' - m_1^2 - m_2^2 \right)^2 - 2m_1m_2(s' - m_1^2 - m_2^2) + 2m_1^2m_2^2 \right).$$  

(5.19)

The first term in the round brackets is almost of the form of the diagram involving a single massless graviton exchange in $D = 4$ between two massive scalars, as given in (6.6) in $D = 4$. It is instructive to rewrite $A_1(D-1, R)$ in the form,

$$iA_1(D-1, R) = -\frac{2i\kappa_4^2}{\ell'} \left( \frac{1}{2} \left( s' - m_1^2 - m_2^2 \right)^2 - m_1m_2(s' - m_1^2 - m_2^2) + 3m_1^2m_2^2 \right).$$  

(5.20)

Now the first term in the square brackets is precisely the contribution from a single $D = 4$ graviton. Based on the fact that a massless $D = 5$ graviton gives rise to a massless graviton, photon and dilaton in $D = 4$ (along with their massive Kaluza-Klein excitations) we would expect the term in the second square brackets to correspond to massless photon exchange and finally that the last term to correspond to massless dilaton exchange. The several Feynman diagrams are shown in figure 10.

Figure 10: The various constituent diagrams found in tree-level scalar scattering with graviton exchange on $\mathbb{R}^{1,D-2} \times S^1$ when decomposed into separate dilaton, gauge field and dimensionally reduced graviton contributions. The solid lines represent scalar states, the dashed line represent gauge fields and the wavy lines represent gravitons. Note that the internal solid line in 10c represents a massless dilaton state.

Let us check that this is the case. The diagram for single photon exchange via the t-channel is easily computed using $D = 4$ scalar electrodynamics. Given two charged massive scalars of masses $m_1, m_2$ and electric charges $q_1, q_2$, the resulting momentum space amplitude, $A_{\text{phot}}$, is found to be,

$$iA_{\text{phot}} = 2iq_1q_2 \frac{(s' - m_1^2 - m_2^2)}{t'}. $$  

(5.21)
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Now in the Kaluza-Klein case we previously read off the charges from the action and so we can write
\[ q_1 = \sqrt{2\kappa_4 n_1}/R \]
and
\[ q_2 = \sqrt{2\kappa_4 n_2}/R \]
giving
\[ iA_{\text{phot}} = 4i\kappa_4^2 m_1 m_2 \frac{(s' - m_1^2 - m_2^2)}{t'} , \]
(5.22)
which is precisely the contribution of the second square brackets in (5.20).

Finally we need to show that the final term in (5.20) corresponds to a single dilaton exchange in \( D = 4 \). This is straightforward as it only depends on the coupling between the massive Kaluza-Klein scalars \( \Phi_n \) and the dilaton \( \sigma \) which from the action (5.4) is found to be \(-i\sqrt{6}\kappa_4 m_n^2\). The contribution, \( A_{\text{dil}} \) is thus,
\[ iA_{\text{dil}} = -6i\kappa_4^2 m_1 m_2 \frac{t'}{t'} , \]
(5.23)
which is exactly the last term in (5.20).

5.3 Various Kinematic Limits of the Eikonal

5.3.1 The Leading Eikonal in the Ultra-Relativistic Limit

In the ultra-relativistic case where \( s' \gg m_1^2, m_2^2 \) and where we recall that \( m_1^2 = n_1^2/R^2, m_2^2 = n_2^2/R^2 \) are the Kaluza-Klein masses, we expect the eikonal to be related to the deflection angle or time delay of a relativistic particle moving in the background geometry corresponding to the Aichelburg-Sexl (A-S) shock-wave metric [103]. However since in our case one of the transverse directions is compactified on a circle, we have to reconsider the form of the A-S metric on \( R^{1,D-2} \times S^1 \).

First let’s review the non-compact case. In \( R^{1,D-1} \) the form of the A-S metric is,
\[ ds^2 = du dv + h(u, x^i)du^2 + \sum_{i=1}^{D-2} (dx^i)^2 , \]
(5.24)
where \( u, v \) are the usual light-cone coordinates and \( x^i, i = 1, \ldots, D-2 \) are the flat transverse coordinates. For the non-compact case we will follow the discussion in [103] to make contact with the eikonal. The stress-energy that sources the A-S metric is due to a relativistic particle moving in the \( v \)-direction carrying momentum \(-P_u \) (\( P_u < 0 \) producing a shock-wave at \( u = 0 \)),
\[ T_{uu} = -P_u \delta(u)\delta^{D-2}(x^i) . \]
(5.25)
The Einstein equations reduce to,
\[ \nabla_1^2 h(u, x^i) = -16\pi G_D |P_u| \delta(u)\delta^{D-2}(x^i) . \]
(5.26)
The function $h(u, x^i)$ is clearly related to the Green’s function of the Laplace operator on the flat transverse space, so the general solution is (for $D > 4$),

$$h(u, x^i) = \frac{4\Gamma\left(\frac{D-4}{2}\right) G_D|P_u|\delta(u)}{r^{D-4}} ,$$  \hspace{2cm} (5.27)

with $r^2 = \sum_{i=1}^{D-2} (x^i)^2$. In order to have continuity in $v$ as a second particle with momentum $p_v$ moves across the shock-wave in the $u$ direction at transverse distance $r = b$, one can remove the singular term $\delta(u)$ in the metric by defining the new coordinate $v_{\text{new}}$,

$$v = v_{\text{new}} + \frac{4\Gamma\left(\frac{D-4}{2}\right) G_D|P_u|}{b^{D-4}} \theta(u) ,$$  \hspace{2cm} (5.28)

where $\theta(u)$ is the usual Heaviside step function. This leads to a corresponding Shapiro time delay as the particle crosses the shock wave given by,

$$\Delta v = \frac{4\Gamma\left(\frac{D-4}{2}\right) G_D|P_u|}{b^{D-4}} .$$  \hspace{2cm} (5.29)

This result is consistent with the leading eikonal $\delta^{(1)}(D)$ of (6.8) with

$$\delta^{(1)}(D) = -p_v \Delta v|_{r=b} ,$$  \hspace{2cm} (5.30)

where we identify, $s = 4p_v P_u$.

Now let’s consider the case when the shock-wave is due to a particle moving in $\mathbb{R}^{1,D-2} \times S^1$. The form of the metric becomes,

$$ds^2 = du dv + h(u, x^i, y) du^2 + \sum_{i=1}^{D-3} (dx^i)^2 + dy^2 ,$$  \hspace{2cm} (5.31)

where $y$ is the coordinate on $S^1$ with $y \sim y + 2\pi R$. Note that $(x^i, y)$ are still transverse to the shock-wave. The stress-energy tensor in this case becomes,

$$T_{\alpha\beta} = -P_\alpha \delta(u) \delta^{D-3}(x^i) \frac{1}{2\pi R} \sum_{n \in \mathbb{Z}} e^{iny/R} ,$$  \hspace{2cm} (5.32)

where we have given the representation of the delta function on $S^1$ in terms of the quantised momentum modes. The Einstein equations reduce to,

$$(\nabla^2 + \partial_y^2)h(u, x^i, y) = -16\pi G_D|P_u|\delta(u) \delta^{D-3}(x^i) \frac{1}{2\pi R} \sum_{n \in \mathbb{Z}} e^{iny/R} ,$$  \hspace{2cm} (5.33)
where $\nabla_\perp^2$ is the Laplacian on $\mathbb{R}^{D-3}$. The solution to $h(u, x^i, y)$ is,

$$h(u, x^i, y) = 16\pi|P_u|\frac{G_D}{2\pi R} \sum_{n \in \mathbb{Z}} e^{iny/R} \int \frac{d^{D-3}q}{(2\pi)^{D-3}} \frac{e^{iqx}}{(q^2 + n^2/R^2)} \delta(u),$$

$$= 8\frac{|P_u|}{(2\pi)^{D-5}} \frac{G_D}{2\pi R} \frac{1}{r^2} \sum_{n \in \mathbb{Z}} e^{ib'\cdot x} \left( \frac{|n|}{R} \right)^{\nu} K_{\nu-5} \left( \frac{|n|r}{R} \right) \delta(u),$$

(5.34)

where $K_\nu(x)$ are Bessel K functions and $r^2 = \sum_{i=1}^{D-3} (x^i)^2$.

Considering a second particle moving through this geometry, now separated from the first by the impact vector $b = (b', b_s)$ i.e. the particle approaches at minimum distance $r = b'$ in $\mathbb{R}^{D-3}$ and $y = b_s$ along the $S^1$. The corresponding Shapiro time delay is,

$$\Delta v = 8\frac{|P_u|}{(2\pi)^{D-5}} \frac{G_D}{2\pi R} \frac{1}{b'^2} \sum_{n \in \mathbb{Z}} e^{ib\cdot n/R} \left( \frac{|n|}{R} \right)^{\nu} K_{\nu-5} \left( \frac{|n|b'}{R} \right).$$

(5.35)

This agrees with the leading eikonal expression (5.9) in the ultra-relativistic limit $s' \gg m_1^2, m_2^2$.

$$\delta^{(1)}(D - 1, R) = -p_v \Delta v |_{r=b', y=b_s},$$

(5.36)

where we have taken $s' = 4p_v P_u$. From the previous analysis of the eikonal $\delta^{(1)}(D-1, R)$ in the limits $R \to 0$ and $R \to \infty$ we can see that the shock-wave metric (5.31) reduces to the usual Aichelburg-Sexl form in $D-1$ and $D$ non-compact dimensions respectively.

### 5.3.2 The Leading Eikonal in the Large Kaluza-Klein Mass Limit

In this section we will take the large Kaluza-Klein mass limit for one of the scattering particles and study the eikonal for a massless probe. This will allow us to connect this analysis with the deflection angle of a massless probe in the background of a Schwarzschild black hole in the $\mathbb{R}^{1,D-2}$ non-compact sector. In order to do so we will let $n_1 = n_3 = 0$ (such that our probe has zero Kaluza-Klein mass) and $m_2^2 > s' \gg t'$. We will first work in $D = 5$. In this limit we find that (5.7) becomes,

$$i\delta^{(1)} = i\tilde{A}_1 \approx i\kappa_2^2 E_1 m_2 \int \frac{d^2q_\perp}{(2\pi)^3} e^{iq_\perp \cdot b'} \frac{1}{R(q_\perp^2)^2},$$

(5.37)
where we have also used that for $m_2 \gg 0$ we have $s' - m_2^2 \sim 2E_1m_2$ where $E_1$ is the energy of the massless probe. Using the fact that $\kappa_5^2 = 8\pi G_5 = 8\pi(2\pi R G_4)$ we have,

$$i\delta^{(1)} \approx \frac{i8\pi G_4}{(2\pi)^2} (E_1m_2) \int d^2q'_\perp e^{i\theta'_\perp} \frac{1}{(q'_\perp)^2} = -4G_4m_2E_1 \log b. \quad (5.38)$$

We can now relate this to the leading order contribution to the deflection angle. Using the fact that at leading order for a massless probe we can relate the eikonal to the leading contribution to the deflection angle using (2.124) we then find from (5.38) that the deflection angle is given by,

$$\theta^{(1)} = -\frac{1}{E_1} \frac{\partial \delta^{(1)}}{\partial b} = \frac{4G_4m_2}{b}. \quad (5.39)$$

This is the well known expression for the leading contribution to the deflection angle of a massless probe in the background of a Schwarzschild black hole (see equation (A.21)). In fact this leading contribution is found to be universal. We find the same expression for the leading contribution to the deflection angle of a Reissner-Nordstrom black hole [157, 158] as well as for the EMd black hole described in appendix A.2.

We will see in the next section that this EMd black hole is in fact the relevant black hole solution for the case we are considering here. This universality is due to the fact that no matter what source you are scattering from, the high energy limit of the Born amplitude is always the same [86,106].

We can also generalise this to arbitrary spacetime dimensions $D$. In this case we find that (5.7) becomes,

$$i\delta^{(1)} \approx \frac{i8\pi G_{D-1}}{(2\pi)^{D-3}} (Em_2) \int d^{D-3}q'_\perp e^{i\theta'_\perp} \frac{1}{(q'_\perp)^2} = \frac{i8\pi G_{D-1}Em_2}{4\pi \frac{D-2}{2}} \Gamma \left( \frac{D-5}{2} \right) \frac{1}{b^{D-5}}. \quad (5.40)$$

We therefore find for the deflection angle,

$$\theta \approx \frac{4G_{D-1}m_2}{\pi \frac{D-2}{2}} \Gamma \left( \frac{D-3}{2} \right) \frac{1}{b^{D-4}} = \sqrt{\pi} \frac{\Gamma(D-1)}{\Gamma(D-2)} \left( \frac{R_s}{b} \right)^{D-4}, \quad (5.41)$$

where we the $D$-dimensional generalisation of the Schwarzschild radius is given by,

$$8G_{D-1}m_2 = \frac{D-3}{\Gamma(D-2)} \pi \frac{D-4}{2} R_s^{D-4}. \quad (5.42)$$
We find that this equation for the deflection angle is equivalent to the leading term of (A.19) found in appendix A.1 (with the above definition of the Schwarzschild radius in this context). Note that here the dimensionality is shifted by 1 since the black hole resides in the $D-1$ uncompact dimensions.

### 5.3.3 The Subleading Eikonal in the Large Kaluza-Klein Mass Limit

In this section we find the subleading corrections to the eikonal for high energy scattering of a neutral scalar particle off a heavy Kaluza-Klein state extending the analysis on the leading eikonal in the previous section. There we showed the leading eikonal in the scalar-gravity theory compactified on $\mathbb{R}^{1,D-2} \times S^1$ reproduced the expected leading contribution to the deflection angle in the case of a EMd black hole living in $D-1$ dimensions. Which we noted was equivalent to the leading contribution of the Schwarzschild black hole result. However as is well known, massive Kaluza-Klein states also couple to the dilaton and massless gauge fields that are part of the higher-dimensional metric and as we know from [86, 106] as well as the parallel discussion in chapter 4 these interactions should start contributing at the level of the subleading eikonal.

We know that for general spacetime and world-volume dimensions there is a subleading contribution to the eikonal for a scalar scattering off of a stack of $Dp$-branes as we saw in chapter 4. However in the case of $D = 4, p = 0$ this subleading contribution vanishes. Note that in $D = 4, p = 0$ case the stack of $N D0$-branes carry a net electric charge $N\mu_0$ and the RR field coupling to the $D0$-branes is just an abelian gauge field $C_\mu$. Since the states exchanged in the $D0$-brane scattering case are equivalent to the states exchanged between the scalar probe and heavy Kaluza-Klein state we would like to extend the results found in chapter 4 to the case we are considering here.

In order to do this we will argue that both the supergravity action and the Kaluza-Klein action, (5.4), are equivalent in the appropriate normalisation. We will map both actions to the field normalisations used in (A.23) so that we can also use the deflection angle results presented in appendix A.2. From (2.37), with $D = 4, p = 0$ and ignoring the boundary part, we have the supergravity action,

\[
S_{\text{SUGRA}} = \int d^4x \sqrt{-g} \left[ \frac{1}{2\kappa_4^2} R - \frac{1}{2} \partial_\mu \phi \partial^\mu \phi - \frac{1}{4} e^{-\sqrt{3} \phi} F_2^2 \right].
\] (5.43)

We can normalise this action in the same as in (A.23) by changing,

\[
\kappa_4 \to \frac{1}{\sqrt{2}}, \quad \phi \to 2\phi, \quad C^\mu \to 2C^\mu,
\] (5.44)

where $C^\mu$ is the gauge field associated with the field strength $F_2$. We then find that,

\[
S_{\text{SUGRA}} = \int d^4x \sqrt{-g} \left[ R - 2\partial_\mu \phi \partial^\mu \phi - e^{-2\sqrt{3} \phi} F_2^2 \right].
\] (5.45)
This is now in the same normalisation as (A.23) and we can see that the parameter $\alpha$ takes the value $\sqrt{3}$. Note that in this normalisation the mass and charge of the $D_0$-brane become,

$$
M = \frac{NT_0}{\kappa_4} \rightarrow \sqrt{2}NT_0 \quad Q = N\mu_0 \rightarrow 2N\mu_0 = 2\sqrt{2}NT_0 ,
$$

(5.46)

where we have used the fact that $\mu_p = \sqrt{2}T_p$. Hence we find a relationship between the mass and charge given by $Q = 2M$.

We can now consider the Kaluza-Klein action (5.4). In this case we find that the action after the substitutions,

$$
\kappa_4 \rightarrow \frac{1}{\sqrt{2}} , \quad \sigma \rightarrow 2\sigma , \quad C^\mu \rightarrow 2C^\mu ,
$$

(5.47)

becomes,

$$
S_{KK} = \int d^4x \sqrt{-g} \left[ R - 2\partial_\mu \sigma \partial^\mu \sigma - e^{-2\sqrt{3}\sigma} F_2^2 - \frac{1}{2} \sum_{n \in \mathbb{Z}} \left( (D_\mu \Phi_n)(D^\mu \Phi_n^*) + e^{-2\sqrt{3}\sigma} m_n^2 \Phi_n^* \Phi_n \right) \right] .
$$

(5.48)

We find that the massless sector of this action is equivalent to the action (A.23) with $\alpha = \sqrt{3}$. We can also look at what happens to the mass and charge in this case,

$$
M = \frac{n}{R} \quad Q = \sqrt{2}\kappa_4 \frac{n}{R} \rightarrow 2\frac{n}{R} ,
$$

(5.49)

and so again we find that $Q = 2M$. This analysis suggests that, since the actions can be mapped to each other, we can simply use the results previously derived in the case of a $D0$-brane for the scattering from a heavy Kaluza-Klein mode which we are considering here. This then implies that we have,

$$
\delta_{KK}^{(2)}(R) = 0 ,
$$

(5.50)

where $\delta_{KK}^{(2)}(R)$ is the subleading eikonal in the Kaluza-Klein theory with $D = 4$ uncompact dimensions. We can now compare this to the deflection angle result derived in appendix [A.2]. There we found that the subleading contribution to the deflection angle is given by,

$$
\phi^{(2)} = \frac{3}{8} \frac{1}{b^2} \left( \pi M^2 \left( \sqrt{1 + \frac{2Q^2}{M^2}} + 9 \right) - 3\pi Q^2 \right) .
$$

(5.51)

Using the fact that in the normalisation used we have the relation $Q = 2M$ we find that,

$$
\phi^{(2)} = 0 .
$$

(5.52)
Which is consistent with the fact that the subleading contribution to the eikonal has been found to be zero.

5.4 Discussion

In this chapter we have investigated eikonal scattering in one of the simplest examples of a Kaluza-Klein theory, namely 5D Einstein gravity coupled to a real, massless 5D free scalar field, compactified to 4D on a circle. Despite this there is a richness to the 4D theory since it contains, in the massless sector, a massless scalar originating from the 5D massless scalar and a graviton, $U(1)$ gauge file and a dilaton, which originate from the 5D graviton. The massive sector contains a Kaluza-Klein tower of massive scalars charged with respect to the gauge field whose mass and charge satisfy the relation $Q = 2M$ in appropriate units. Their masses and charges have the usual interpretation of quantized momentum states moving around the circle. In considering $2 \rightarrow 2$ scattering of these massive 4D scalars there are both elastic and inelastic processes involved. Thus from the 4D point of view it is quite a complex system. It has already been previously shown that for simple scalar gravity theories in non-compact dimensions, contributions with a higher number of gravitons exchanged exponentiate into a phase $[66,67,107]$. The proof that the eikonal exponentiates to all orders in the Kaluza-Klein model considered here is something that would be interesting to investigate. One may intuitively expect that the exponentiation holds at all orders since in the limit of infinite or zero compactification radius $R$ we recover the 5D or 4D Einstein-scalar theories, for which we know the eikonal phase exponentiates. But explicitly proving this even at the one-loop level in the Kaluza-Klein model, as we have shown in appendix [C] is rather non-trivial.

An interesting test of our expression for the eikonal phase in the compactified case were the comparisons with deflection angle calculations in the various corresponding background geometries. We found agreement in the ultra-relativistic limit where the corresponding geometry was the compactified version of the Aichelburg-Sexl shock wave metric. We also considered the heavy Kaluza-Klein mass limit where we found agreement with the deflection angle calculated from a Einstein-Maxwell-dilaton black hole.
Chapter 6

The Eikonal in Einstein Gravity

This chapter is based on the paper [3] where we discuss the eikonal in pure Einstein gravity. In this chapter we study the scattering of two massive scalars in order to be able to describe the dynamics of binary black holes by using the eikonal. We also keep the spacetime dimension general which provides more general results and an easy way to regulate IR singularities.

The chapter is structured as follows. In section 6.1 we introduce the basic objects needed for our analysis, i.e. the tree-level on-shell vertices between two massive scalars and one and two gravitons. The field theory limit of a string expression provides a rather simple $D$-dimensional expression that we use to derive the relevant part of the amplitude with two graviton exchanges, see figure 12. We then extract the box and the triangle contributions that determine the 2PM eikonal phase. In section 6.2 we discuss the exponentiation pattern mentioned above and obtain explicit expressions for the 1PM and 2PM $D$-dimensional eikonal. As a check we derive the deflection angle in various probe-limits where it is possible to compare with a geodesic calculation in the metric of an appropriate black hole finding perfect agreement. Section 6.3 contains a brief discussion on the possible relevance of our result for the study of the 3PM eikonal.

6.1 Massive Scalar Scattering

In this section we focus on the $2 \rightarrow 2$ gravitational scattering process between two massive scalars in $D$ spacetime dimensions with both one and two graviton exchanges. As mentioned in the introduction, we are interested in extracting the classical contributions to this process, so instead of calculating the full amplitude by using the standard Feynman rules, we glue on-shell building blocks that capture just the unitarity cuts needed for reconstructing the classical eikonal. While this approach is by now commonly used in a $D = 4$ setup, it is possible to implement it in general $D$ [51,111,112] and here we follow the method established in section 4.2 now including mass terms for
the scalars.

For the one graviton exchange (1PM order) amplitude we can use, as an effective vertex, the on-shell three-point amplitude between two identical massive scalars and a graviton. In the standard Feynman vertex

\[ -i\kappa_D (k_1^\mu k_2^\nu + k_1^\nu k_2^\mu - (k_1 k_2 - m^2)\eta_{\mu\nu}) \]

we can then drop the last two terms since they are proportional to \( q^2 \) and use the on-shell amplitude,

\[ A_3^{\alpha\beta}(k_1, k_2, q) = -i\kappa_D (k_1^\alpha k_2^\beta + k_1^\beta k_2^\alpha) \]

(6.1)

where \( \kappa_D = \sqrt{8\pi G_N} \) and \( G_N \) is the \( D \)-dimensional Newton’s gravitational constant.

For two graviton exchange (2PM order) we need the corresponding four-point amplitude as the new ingredient. A particularly compact expression for this amplitude can be obtained by taking the field theory limit of the 2-tachyon 2-graviton amplitude in the Neveu-Schwarz string calculated by using the KLT approach. The result is,

\[ \hat{A}_4^{\alpha\beta;\rho\sigma}(k_1, k_2, q_1, q_2) = \frac{2\kappa_D^2 (k_2 q_1)(k_1 q_1)}{(q_1 q_2)} \left[ \frac{k_2^\beta k_1^\alpha}{k_2 q_1} + \frac{k_2^\alpha k_1^\beta}{k_1 q_1} + \eta^{\rho\alpha} \right] \]

\[ \times \left[ \frac{k_2^\rho q_1^\beta}{k_2 q_1} + \frac{k_2^\beta q_1^\rho}{k_1 q_1} + \eta^{\sigma\beta} \right]. \]

(6.2)

By using the on-shell conditions it is possible to verify that (6.1) is symmetric under the exchange of the two scalars or the two gravitons and that it reproduces the known results for \( D \to 4 \), see for instance equations (2.19) and (2.2) of [90]. For our purposes it will be convenient to use a different form for the amplitude where we have used momentum conservation and on-shell conditions to express \( k_2 \) in terms of \( k_1 \), \( q_1 \) and \( q_2 \).

We use the mostly plus convention for the metric and, as usual, we consider a two times signature to satisfy all on-shell constraints in the case of three-point functions.
\[ \times \left( \frac{(k_1 + q_2)^{\alpha} k_1^\beta}{(k_1 q_1) + (q_1 q_2)} - \frac{(k_1 + q_1)^{\alpha} k_1^0}{k_1 q_1} + \eta^{\sigma \beta} \right) \]. \quad (6.3)\]

Of course this expression is equivalent to (6.2) on-shell, but (6.3) is transverse in the following slightly more general sense: it vanishes whenever the polarization of a graviton takes the form \( \epsilon_{\mu \nu} = \zeta_{\mu} q_{\nu} + \zeta_{\nu} q_{\mu} \) just by using the on-shell conditions and momentum conservation to rewrite products between momenta such as \( k_i k_j \) (without the need of using it to rewrite the products between momenta and the arbitrary vectors \( \zeta_{\mu} \)).

In the next subsection we derive the classical \( O(G_N) \) contribution by gluing two amplitudes (6.1) with the de Donder propagator, \[ [G(q)]^{\mu \nu ; \rho \sigma} = \frac{-i}{2 q^2} \left( \eta^{\mu \rho} \eta^{\nu \sigma} + \eta^{\mu \sigma} \eta^{\nu \rho} - \frac{2}{D-2} \eta^{\mu \nu} \eta^{\rho \sigma} \right) \]. \quad (6.4)\]

In subsection 6.1.2 we obtain the \( O(G_N^2) \) result by gluing the gravitons of two copies of the amplitude (6.3). In all the four scalar amplitudes obtained in this section we denote the two incoming particles with momenta \( k_1 \) and \( k_2 \) and outgoing momenta \( k_3 \) and \( k_4 \). The particles 1 and 3 have mass \( m_1 \), while the particles 2 and 4 have mass \( m_2 \), see for instance figure 11.

### 6.1.1 One Graviton Exchange

Using the gluing procedure outlined above we can calculate the tree-level four-point massive scalar scattering by gluing two amplitudes (6.1) with a de Donder propagator (6.4) and obtain,

\[ iA_1 = [G(k_1 + k_3)]^{\mu_1 \nu_1 ; \mu_2 \nu_2} A_3^{\mu_1 \nu_1}(k_1, k_3, -k_1 - k_3) A_3^{\mu_2 \nu_2}(k_2, k_4, k_1 + k_3) \]. \quad (6.5)\]

We then find,

![Figure 11: A figure illustrating the procedure outlined at the beginning of section 6.1 and described by equation (6.5) for the tree-level amplitude. The solid lines represent massive scalars and the wavy lines represent gravitons. The shaded blob is described by equation (6.1).](image-url)
\[ iA_1 = \frac{2i\kappa^2_D}{q^2} \left( \frac{1}{2} (s - m_1^2 - m_2^2)^2 - \frac{2}{D-2} m_1^2 m_2^2 \right) = \frac{2i\kappa^2_D \gamma(s)}{q^2}, \quad (6.6) \]

where \( q \equiv k_1 + k_3 \) is the momentum exchanged between the two massive scalars and we have defined the quantity,
\[ \gamma(s) = 2(k_1 k_2)^2 - \frac{2}{D-2} m_1^2 m_2^2 = \frac{1}{2} (s - m_1^2 - m_2^2)^2 - \frac{2}{D-2} m_1^2 m_2^2. \quad (6.7) \]

In the high energy limit and after moving into impact parameter space we can see that this contribution grows as \( E_i \) (since \( G_N M^* \) is constant) and violates perturbative unitarity at large energies, we will come back to this point when discussing the two graviton exchange amplitude. By construction, this result just captures the pole contribution in \( t \) of the amplitude, but this is sufficient to extract the classical interaction between two well separated particles. This is more clearly seen by transforming the amplitude to impact parameter space. We can do this by using the equations developed in chapter 2, specifically equation (2.74). Terms in (6.6) that are regular as we take \( t \to 0 \) yield only delta-function contributions localised at \( b = 0 \) and so can be neglected.

We can now use (2.74) and (3.49) to find the impact parameter space expression of the tree-level contribution,
\[ i\tilde{A}_1 = \frac{i\kappa^2_D \gamma(s)}{2E_p} \frac{1}{4\pi^{D-2}} \Gamma \left( \frac{D}{2} - 2 \right) \frac{1}{b^{D-4}}. \quad (6.8) \]

This result agrees with known results [66] and as discussed in more detail in section 6.2 is related to the result for the first order contribution to the deflection angle in the post-Minkowskian expansion.

### 6.1.2 Two Graviton Exchanges

In this subsection we discuss the gluing procedure at one-loop. Schematically we have,
\[ iA_2 = \int \frac{d^D k}{(2\pi)^D} \left[ G(k) \right]_{\alpha_1 \beta_1; \alpha_2 \beta_2} \left[ G(k + q) \right]_{\rho_1 \sigma_1; \rho_2 \sigma_2} \times A_4^{\alpha_1 \beta_1; \rho_1 \sigma_1}(k_1, k_3, k, -k - q) A_4^{\alpha_2 \beta_2; \rho_2 \sigma_2}(k_2, k_4, -k, k + q), \quad (6.9) \]

where \( A_4 \) is the four-point amplitude given by (6.3), we recall that \( q \equiv k_1 + k_3 \) is the momentum exchanged between the two massive scalars, \( k \) is the momentum in the loop and \([G]\) represents the graviton propagator (6.4).

In order to interpret the expression found after attaching the relevant vertices using (6.9) we need to rewrite it in terms of the relevant integral topologies which are schematically shown in figure 13. In order to do this we define an operation denoted as \( S_n[A_2] \) which searches the full expression, \( A_2 \) resulting from (6.9) and yields the integrand with
\[ S_4[A_2] = a_\Box = \int \frac{d^Dk}{(2\pi)^D} \frac{1}{k^2} \frac{1}{(q + k)^2} \frac{1}{(k_1 + k)^2} \frac{1}{m_1^2 (k_2 - k)^2 + m_2^2} N_\Box , \quad (6.10) \]

where we have set all the momenta in the internal propagators on-shell in \( N_\Box \) since terms proportional to any propagator would cancel with one of the propagators in the denominator and therefore not contribute to the diagram with the above pole structure. Note that we have identified the pole structure above with the so called scalar box integral topology. An explicit expression for the numerators will be given in the upcoming subsections.

We now want to search further in order to find the integrand with 3 poles. So now we have,

\[ S_3[A_2 - a_\Box] = a_\triangle = \int \frac{d^Dk}{(2\pi)^D} \frac{1}{k^2} \frac{1}{(q + k)^2} \frac{1}{(k_1 + k)^2} \frac{1}{m_1^2} N_\triangle , \quad (6.11) \]

where we are searching the difference between the full expression, \( A_2 \), and the part already extracted for the box diagram, \( a_\Box \). We have also set the momenta in the internal propagators on-shell in \( N_\triangle \), for the same reasons described previously. Note that we have identified the pole structure above with the so called triangle integrals. It should be mentioned that one also extracts the crossed box and “inverted” triangle (i.e. the contribution with the opposite massive scalar propagator) by searching for the relevant pole structures.

Once the procedure described above has been completed the classical contributions to each of the expressions above are determined by implementing the scaling limit mentioned in section \[2.4.1\].

For two graviton exchanges we have two amplitude topologies that contribute: the
box and triangle integrals, which are shown in figure 13. The masses can be of the same order or much smaller than the centre of mass energy and of course the integrals take different forms in these two cases. In section 3.1 we focus on the case $s \sim m_i^2$ and evaluate the first terms in the high energy expansion (2.81) for the box and triangle integrals. In the ultra-relativistic case one recovers the massless results that can be found for instance in [145].

![Figure 13](image)

**Figure 13:** The two topologies of integrals that contribute to the two graviton exchange amplitude in the classical limit. In 13a we have the box topology and in 13b we have the triangle topology. The integral structure in 13b receives contributions from various Feynman diagrams, including those with a three-point vertex in the bulk. We can ignore other integral structures, such as bubble and tadpoles, since they do not contribute in the classical limit.

### Box contribution

From the procedure outlined at the start of this subsection we find the following expression for the numerator, $N_{\Box}$, of the box diagram contribution to the two graviton exchange amplitude,

$$N_{\Box} = 4\kappa_D^4 \gamma^2(s),$$  \hspace{1cm} (6.12)

where $\gamma(s)$ has been defined in (6.7). Writing this by including the integration over the loop momenta as well as including the contribution from the crossed box diagram we find,

$$iA_2 = 4\kappa_D^4 \left( \gamma^2(s)I_4(s, t) + \gamma^2(u)I_4(u, t) \right).$$  \hspace{1cm} (6.13)

where the integrals $I_4(s, t)$ and $I_4(u, t)$ have been computed in detail in section 3.1.1 and are defined as,

$$I_4(s, t) = \int \frac{d^Dk}{(2\pi)^D} \frac{1}{k^2(q+k)^2 (k_1+k)^2 + m_1^2 (k_2-k)^2 + m_2^2},$$  \hspace{1cm} (6.14)

$$I_4(u, t) = \int \frac{d^Dk}{(2\pi)^D} \frac{1}{k^2(q+k)^2 (k_3+k)^2 + m_1^2 (k_2-k)^2 + m_2^2}.$$  \hspace{1cm} (6.15)
Substituting the results for the integrals we find the leading contribution in the limit described by (2.81),
\[
i A_2^{(1)} = -\frac{\pi^2}{(2\pi)^D} \frac{4\kappa_D^4 \gamma^2(s)}{2} \frac{\Gamma^2(\frac{D}{2} - 2)\Gamma(3 - \frac{D}{2})}{\Gamma(D - 4)} \frac{m_1^2 m_2^2}{(k_1 k_2)^2 - m_1^2 m_2^2} \frac{(q^2)^{\frac{D-3}{2}}}{\pi^{\frac{D}{2} - 3}}.
\] (6.16)

The details of how to take the limit described by (2.81) when performing the integrals required to yield this result is given in section 3.1.1. Moving to impact parameter space using (2.74) and (3.49) we find that,
\[
i \tilde{A}_2^{(1)} = -\frac{\kappa_D^4 \gamma^2(s)}{(E p)^2} \frac{1}{128\pi^{D-2}} \frac{\Gamma^2(\frac{D}{2} - 2)}{\Gamma(2 - 2)} \frac{1}{b^{2D-5}}.
\] (6.17)

In the limit (2.81), this contribution grows as $E_i^2$ (since $G_N M^*$ is constant). Comparing with (6.8) we easily see that $i \tilde{A}_2^{(1)} = \frac{1}{2}(i \tilde{A}_1)^2$, which is the first sign of the eikonal exponentiation as discussed in more detail in section 2.4; the exponential of the tree-level amplitude will account for the first leading energy contributions of all higher loop amplitudes.

We can also look at the subleading contribution, in the limit described by (2.81), to the two graviton exchange box diagram (as we will see in section 6.2 this contributes to the second order of the post-Minkowskian expansion). Using the result for the subleading contribution to the integrals $I_4(s, t)$ and $I_4(u, t)$ found in (3.15) we have,
\[
i A_2^{(2)} = \frac{i 2\kappa_D^4 \gamma^2(s) \sqrt{\pi}}{(4\pi)^D} \frac{m_1 + m_2}{(k_1 k_2)^2 - m_1^2 m_2^2} \frac{\Gamma(\frac{5-D}{2}) \Gamma(\frac{D-3}{2})}{\Gamma(D - 4)} \frac{(q^2)^{\frac{D-5}{2}}}{\pi^{\frac{D}{2} - 3}}.
\] (6.18)

At large energies this result scales as $E_i$ exactly as $A_1$. This contribution should be exponentiated by the first subleading terms in the energy expansion of the higher loop contributions and so provides a new contribution to the eikonal phase. In impact parameter space (6.18) becomes,
\[
i \tilde{A}_2^{(2)} = \frac{i 2\kappa_D^4 \gamma^2(s)}{64\pi^{D-\frac{3}{2}}} \frac{m_1 + m_2}{E p((k_1 k_2)^2 - m_1^2 m_2^2)} \frac{\Gamma(\frac{2D-7}{2}) \Gamma(\frac{D-3}{2})}{\Gamma(D - 4)} \frac{1}{b^{2D-5}}.
\] (6.19)

We have checked that the results in this subsection agree in $D = 4$ with equivalent results [48,49,66,67,69]. Let us stress that equation (6.19) vanishes in the $D \to 4$ limit because of the presence of the factor of $\Gamma(D - 4)$ in the denominator. Thus, for $D > 4$ there is a contribution to the eikonal from the box integral which becomes trivial in the four dimensional case. In general, this contribution is crucial in order to match, in the probe-limit, with the geodesic calculations as discussed in section 6.2 and in chapter 4 for the massless probe case $m_1 \gg 0, m_2 = 0$.

The subsubleading contributions to the box diagram are naively expected to be
finite in the limit described by (2.81), but there is actually a log-divergent term in the amplitude, as discussed for the massless case in [60, 63], see also [159, 160] for an explicit evaluation of the same 2 → 2 one-loop process with external gravitons. This contribution comes from using (6.13) and the next order in the expansion of the box integral, which in our case yields,

\[
iA_2^{(3)} = 4\kappa_D^4 \gamma^2(s) \frac{i}{8(4\pi)^2} \Gamma \left(\frac{4 - D}{2}\right) \Gamma(D - 4) \frac{\Gamma^2 \left(\frac{D-2}{2}\right)}{\Gamma(D-4)} \frac{1}{(q^2)^{D-4}} \frac{4(5 - D)}{(k_1 k_2)^2 - m_1^2 m_2^2} \times \left[1 + \frac{2k_1 k_2 \arcsinh \left(\sqrt{\frac{s-1}{2}}\right)}{\sqrt{(k_1 k_2)^2 - m_1^2 m_2^2}} + i\frac{\pi(D-4)(k_1 + k_2)^2}{[(k_1 k_2)^2 - m_1^2 m_2^2]^{3/2}}\right]
\]

where we have defined \( \sigma = \frac{-k_1 k_2}{m_1 m_2} \) and,

\[
\psi(s) = -(2k_1 k_2) \left(\frac{(2k_1 k_2)^2}{D - 2} - \frac{4m_1^2 m_2^2}{D - 2}\right)
= (s - m_1^2 - m_2^2) \left(\frac{(s - m_1^2 - m_2^2)^2 - 4m_1^2 m_2^2}{D - 2}\right).
\]

Note that the last term in (6.20) comes from expressing the \( \gamma^2(u) \) from the second term in (6.13) in terms of \( \gamma^2(s) \), i.e. we have \( \gamma^2(u) = \gamma^2(s) + t\psi(s) + O(t^2) \). We can also write the result above in impact parameter space for which we find,

\[
iA_2^{(3)} = \frac{\kappa_D^4 \gamma^2(s)}{Ep} \frac{i}{128\pi^{D-1}} \Gamma^2 \left(\frac{D-2}{2}\right) \frac{1}{(b^2)^{D-3}} \times \frac{4(5 - D)}{(k_1 k_2)^2 - m_1^2 m_2^2} \left[1 + \frac{2k_1 k_2 \arcsinh \left(\sqrt{\frac{s-1}{2}}\right)}{\sqrt{(k_1 k_2)^2 - m_1^2 m_2^2}} + i\frac{\pi(D-4)(k_1 + k_2)^2}{[(k_1 k_2)^2 - m_1^2 m_2^2]^{3/2}}\right]
\]

\[
+ \frac{\kappa_D^4 \psi(s)}{Ep} \frac{i}{8\pi^{D-1}} \frac{\arcsinh \left(\sqrt{\frac{s-1}{2}}\right)}{\sqrt{(k_1 k_2)^2 - m_1^2 m_2^2}} \Gamma^2 \left(\frac{D-2}{2}\right) \frac{1}{(b^2)^{D-3}}.
\]

By using \( \arcsinh y = \log(y + \sqrt{y^2 + 1}) \) in equation (6.20) we can see that the second term on the second line and the term on the last line are log-divergent at large energies. It is interesting to highlight the following points. First, the same arcsinh-function arising from this subsubleading contribution also appears in the recent 3PM result [50, 51]. Then these terms violate perturbative unitarity in the \( s/m_1^2 \to \infty \) limit and conjectured that they should resum to provide a quantum correction to the eikonal phase. This contribution is relevant in the discussion of the Reggeization of the graviton, for a
recent discussion see [68] and references therein. Finally the contribution \(6.22\) provides an additional imaginary part to \(\tilde{A}_2\) beside that coming from the leading term \(6.17\). In \([60]\), it was shown that this subleading imaginary part vanishes in the \(D = 4\) massless case. Since the last term in the second line vanishes in \(D = 4\), here we find through a direct calculation that the same result holds also for the scattering of massive scalars. We will briefly come back to these points in section \(6.3\).

### Triangle contribution

Following the procedure outlined at the beginning of this subsection we find that the expression for the numerator, \(N_\triangle\), for the triangle-like contributions, with the \(m_1\) massive scalar propagator, is given by,

\[
N_\triangle = \kappa_4^4 \left( \frac{16(D-3)(k/k_2)^2m_1^4}{(D-2)q^2} + 4m_1^2 \left[ 2m_1^2m_2^2 \frac{D^2 - 4D + 2}{(D-2)^2} - 2m_1^2s + m_1^4 + (m_2^2 - s)^2 \right] \right),
\]

where we have already neglected some terms which are subleading in the limit given by \((2.81)\) (i.e. don’t contribute classically at second post-Minkowskian order). As we’ve done before we can express this in terms of an integral basis in which the expression \((6.23)\) becomes,

\[
\kappa_4^4 \left\{ \frac{16(D-3)k_\mu k_\nu m_1^4}{(D-2)q^2} \mathcal{I}_{\mu\nu}^{\mu\nu}(m_1) \right. \\
+ 4m_1^2 \left[ 2m_1^2m_2^2 \frac{D^2 - 4D + 2}{(D-2)^2} - 2m_1^2s + m_1^4 + (m_2^2 - s)^2 \right] \mathcal{I}_3(m_1) \left. \right\} \\
+ m_1 \leftrightarrow m_2,
\]

where we recall that \(k\) is the loop momentum and we have now included the contribution coming from the equivalent diagram with the \(m_2\) massive scalar propagator. We have also used the definitions for the integrals,

\[
\mathcal{I}_{\mu\nu}^{\mu\nu}(m_i) = \int \frac{d^D k}{(2\pi)^D} \frac{1}{k^2} \frac{1}{(q + k)^2} \frac{1}{(k + k_i)^2 + m_i^2} k^\mu k^\nu,
\]

\[
\mathcal{I}_3(m_i) = \int \frac{d^D k}{(2\pi)^D} \frac{1}{k^2} \frac{1}{(q + k)^2} \frac{1}{(k + k_i)^2 + m_i^2}.
\]

Substituting the appropriate results for these integrals in the limit described by \((2.81)\), which are calculated in section \(3.1.2\) yields,

\[
i\mathcal{A}_2^{(2)} = i \frac{2\kappa_4^4 \sqrt{\pi} \Gamma\left(\frac{5-D}{2}\right) \Gamma\left(\frac{D-3}{2}\right)}{(4\pi)^{D/2} \Gamma(D-3)} \frac{(q^2)^{D-3}}{(m_1 + m_2)^2} \left( s - m_1^2 - m_2^2 \right)^2
\]
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where we have again neglected subleading terms which do not contribute at second post-Minkowskian order. We can write equation (6.27) in impact parameter space,

\[
i_{\tilde{A}}^{(2)} = \frac{\kappa_D^4}{64\pi^{D-\frac{2}{2}} E_p} \frac{\Gamma \left( \frac{2D-7}{2} \right) \Gamma^2 \left( \frac{D-3}{2} \right) m_1 + m_2}{b^{D-7}} \left\{ (s - m_1^2 - m_2^2)^2 - \frac{4m_1^2 m_2^2}{(D-2)^2} \right\} ,
\]

(6.28)

The results in this subsection agree with results for \( D = 4 \) found in [48, 49, 69]. We have not considered the subleading triangle-like contribution explicitly in this subsection because we have found that it does not contribute to the log-divergent terms we discuss in sections 6.1.2 and 6.3. This should be clear from the results for the various integrals in section 3.1.2. Note also that these subleading contributions do not produce contributions to the real part of \( i_{\tilde{A}}^2 \).

### 6.2 The Eikonal and Two-Body Deflection Angles

In this section we discuss explicit expressions for the eikonal and two-body deflection angles using the amplitudes derived in section 6.1. We also discuss various probe-limits for both general \( D \) and \( D = 4 \) in order to compare with existing results in the literature.

Using the various relations found in section 2.4 and the results from section 6.1 we can write the leading (1PM) and first subleading eikonals (2PM). Using equation (6.6) we find for the leading eikonal,

\[
\delta^{(1)}(s, m_i, b) = \frac{16\pi G_N \gamma(s)}{4E_p} \frac{\Gamma \left( \frac{D-4}{2} \right)}{4\pi \frac{D-2}{2} b^{D-4}} = \frac{\Gamma \left( \frac{D-4}{2} \right)}{\pi \frac{D-2}{2} b^{D-4}} \left( s - m_1^2 - m_2^2 \right)^2 - \frac{4m_1^2 m_2^2}{(D-2)^2} .
\]

(6.29)

We can verify the exponentiation of the eikonal at one-loop level by looking at the leading one-loop contribution, (6.17), which we reproduce below,

\[
i_{\tilde{A}}^{(2)} = -\frac{\kappa_D^4 \gamma(s)}{(E_p)^2} \frac{1}{128\pi^{D-2}} \Gamma^2 \left( \frac{D}{2} - 2 \right) \frac{1}{b^{2D-8}} = \frac{1}{2} \left( i\delta^{(1)} \right)^2 .
\]

(6.30)

Notice that this includes the appropriate numerical coefficient as required for the second line in (2.77) to hold.
Summing equations (6.19) and (6.28) we find for the subleading eikonal,

$$\delta^{(2)}(s, m_i, b) = \frac{(8\pi G_N)^2(m_1 + m_2)}{E p \pi^{D-\frac{1}{2}}} \frac{\Gamma(\frac{2D-7}{2})\Gamma^2(D-3)}{16 b^{2D-7}}$$

$$\times \left\{ \frac{\gamma^2(s)}{\Gamma(D-4)\left[(s-m_1^2-m_2^2)^2-4m_1^2m_2^2\right]} + \frac{1}{4\Gamma(D-3)} \right\} \left[ (s-m_1^2-m_2^2)^2 - \frac{4m_1^2m_2^2}{(D-2)^2} \right]$$

$$\times \left[ \frac{(D-3)((s-m_1^2-m_2^2)^2-4m_1^2m_2^2)}{4(D-2)^2} \right] \{ \right.$$  

(6.31)

The relation between the eikonal and the scattering angle relevant for discussing the post-Minkowskian expansion as well as comparing with results found using general relativity has been discussed in section 2.4.3 and is given up to 2PM order by,

$$\theta = -\frac{1}{p} \frac{\partial}{\partial b} \left( \delta^{(1)} + \delta^{(2)} \right) + \ldots$$

(6.32)

where as previously stated \( p \) is the absolute value of the space-like momentum in the center of mass frame of the two scattering particles.

### 6.2.1 Various Probe Limits in Arbitrary \( D \)

The corresponding deflection angle for the leading eikonal is given by,

$$\theta^{(1)} = -\frac{1}{p} \frac{\partial}{\partial b} \delta^{(1)} = \frac{4\pi G_N \Gamma(\frac{D-2}{2})\sqrt{s}}{\pi^{\frac{D-2}{2}} b^{D-3}} \frac{(s-m_1^2-m_2^2)^2 - \frac{4}{D-2}m_1^2m_2^2}{(s-m_1^2-m_2^2)^2 - 4m_1^2m_2^2} .$$

(6.33)

In the limit where both masses are zero (the ACV limit [78]) the deflection angle can be written as follows,

$$\theta_{ACV}^{(1)} = \frac{\sqrt{\pi} \Gamma(\frac{D-2}{2})}{\Gamma(\frac{D-1}{2})} \left( \frac{R_s}{b} \right)^{D-3} ; \quad R_s^{D-3} = \frac{16\pi G_N M^*}{(D-2)\Omega_{D-2}} ; \quad \Omega_{D-2} = \frac{2\pi^{\frac{D-1}{2}}}{\Gamma(\frac{D-1}{2})} ,$$

(6.34)

where \( R_s \) is the effective Schwarzschild radius in \( D \) dimensions, \( M^* = \sqrt{s} \) or \( M^* = m_1, m_2 \) depending on which scale is larger, and \( \Omega_{D-2} \) is the volume of a \((D-2)\)-dimensional sphere.

In the probe-limit with \( m_2 = 0 \) and \( m_1 = M \) where the mass, \( M \gg \sqrt{s-M^2} \), we find that the deflection angle becomes,

$$\theta_{null}^{(1)} = \frac{4\pi G_N \Gamma(\frac{D-2}{2})M}{\pi^{\frac{D-2}{2}} b^{D-3}} ,$$

(6.35)

which is equal to the deflection angle that is obtained from the first term of the eikonal.
in (4.102) for \( p = 0 \) and with the identification \( N\tau_0 = M \). This is also consistent with (A.19) with the Schwarzschild radius defined as in (6.34) with \( M^* = M \).

In order to compare with the more general results for timelike geodesics in a \( D \)-dimensional Schwarzschild background obtained in appendix A.1 we can also take the timelike probe-limit. In this limit we have as before \( m_1 = M \gg m_2 \) where \( m_2 = m \neq 0 \), so we have \( \sqrt{s} \sim M \) and \( (s - m_1^2 - m_2^2) \sim 2E_2M \). Using this we find,

\[
\theta_{\text{timelike}}^{(1)} = \frac{\sqrt{\pi} \Gamma \left( \frac{D}{2} - 1 \right) \left((D - 2)E_2^2 - m^2\right)}{2(E_2^2 - m^2)\Gamma \left( \frac{D-1}{2} \right)} \left( \frac{R_4}{b} \right)^{D-3},
\]

where we have used the definition of the Schwarzschild radius given in (6.34). This agrees with equations (A.15) and (A.16) by using the relation, \( J \sim |p| |b| \).

The subleading contribution to the deflection angle is given by using (6.32) and (6.31),

\[
\theta^{(2)} = \frac{(8\pi G_N)^2 (m_1 + m_2)}{E_2^2 \pi^{D-\frac{3}{2}}} \frac{2\Gamma \left( 2D-5 \right) \Gamma^2 \left( \frac{D-3}{2} \right)}{16 b^{2D-6}} \times \left\{ \frac{\gamma^2(s)}{\Gamma(D-4) \left((s - m_1^2 - m_2^2)^2 - 4m_1^2 m_2^2\right)} + \frac{1}{4\Gamma(D-3)} \right\}.
\]

The subleading eikonal and deflection angle do not contribute in the limit when both masses are zero for any value of \( D \) as discussed in [63]. In the probe-limit where \( m_2 = 0 \) and \( m_1 \equiv M \gg E_2 \) we find for the subleading eikonal,

\[
\delta_{\text{null}}^{(2)} = \frac{(8\pi G_N M)^2 E_2 \Gamma \left( \frac{2D-7}{2} \right) \Gamma^2 \left( \frac{D-3}{2} \right)}{16\pi^{D-\frac{3}{2}} \Gamma(D-4) b^{2D-7}} + \frac{(8\pi G_N M)^2 E_2 \Gamma \left( \frac{2D-7}{2} \right) \Gamma^2 \left( \frac{D-3}{2} \right)}{16\pi^{D-\frac{3}{2}} \Gamma(D-3) b^{2D-7}} \left( 1 - \frac{D - 3}{4(D - 2)^2} \right).
\]

The term in the first line is equal to the second term in the first line of (4.102) for \( p = 0 \), while the term in the second line is equal to the sum of the terms in the third and fourth line of (4.102) for \( p = 0 \). The corresponding deflection angle is given by,

\[
\theta_{\text{null}}^{(2)} = \frac{(8\pi G_N M)^2 \Gamma \left( \frac{2D-5}{2} \right) \Gamma^2 \left( \frac{D-3}{2} \right)}{8\pi^{D-\frac{3}{2}} \Gamma(D-4) b^{2D-6}} + \frac{(8\pi G_N M)^2 \Gamma \left( \frac{2D-5}{2} \right) \Gamma^2 \left( \frac{D-3}{2} \right)}{8\pi^{D-\frac{3}{2}} \Gamma(D-3) b^{2D-6}} \left( 1 - \frac{D - 3}{4(D - 2)^2} \right).
\]
\[ \delta^{(1)} = -2G_N \frac{2\sqrt{s}}{2Ep} \log b = -2G_N \frac{(s - m_1^2 - m_2^2)^2 - 2m_1^2m_2^2}{\sqrt{(s - m_1^2 - m_2^2)^2 - 4m_1^2m_2^2}} \log b, \]  
(6.41)

while the deflection angle is given by,

\[ \theta^{(1)} = -\frac{1}{p} \frac{\partial}{\partial b} \delta^{(1)} = \frac{4G_N \sqrt{s} (s - m_1^2 - m_2^2)^2 - 2m_1^2m_2^2}{b (s - m_1^2 - m_2^2)^2 - 4m_1^2m_2^2}, \]  
(6.42)

where we recall \( E = \sqrt{s} \), \( p \) is the absolute value of the three-dimensional momentum in the center of mass frame of the two scattering particles and we have used equations (6.7) and (2.6). Note that these results are equivalent to the expressions found in section 2.4.2.

In the limit where both masses are zero (ACV limit) one gets,

\[ \delta^{(1)}_{\text{ACV}} = -2G_N s \log b ; \quad \theta^{(1)}_{\text{ACV}} = \frac{4G_N \sqrt{s}}{b} = \frac{2R_s}{b}, \]  
(6.43)

which agrees with results found in [63]. In the probe-limit where \( m_2 = 0 \) and \( m_1 = M \) we find the following eikonal,

\[ \delta^{(1)}_{\text{null}} = -2G_N (s - M^2) \log b \sim -4G_N M E_2 \log b, \]  
(6.44)

where in the rest frame of the massive particle we have again used that \( s - M^2 = 2ME_2 \).
Notice that equation (6.44) agrees with the first term of (4.110). For the deflection angle we find,

\[ \theta^{(1)}_{\text{null}} = \frac{4G_N \sqrt{s}}{b} = \frac{4G_N M}{b}, \tag{6.45} \]

when we assume that \( M \gg E_2 \). This agrees with the well known expression for the leading contribution to the deflection angle of a Schwarzschild black hole reproduced in (A.21). Taking the timelike probe-limit of (6.42) as described in the previous subsection where, \( m_1 = M \gg m_2 \) where \( m_2 = m \neq 0 \), we find,

\[ \delta^{(1)}_{\text{timelike}} = \frac{R_s(2E_2^2 - m^2) 1}{E_2^2 - m^2}, \tag{6.46} \]

which we find agrees with the first contribution to (A.20) as well as equivalent results in [48].

The subleading eikonal in \( D = 4 \) is found to be,

\[
\delta^{(2)} = \frac{(8\pi G_N)^2(m_1 + m_2)}{64Ep\pi b} \left[ \frac{15}{16} (s - m_1^2 - m_2^2) - \frac{3}{4} m_1^2 m_2^2 \right] \\
= \frac{\pi G_N^2(m_1 + m_2)}{2b \sqrt{(s - m_1^2 - m_2^2)^2 - 4m_1^2 m_2^2}} \left[ \frac{15}{4} (s - m_1^2 - m_2^2)^2 - 3m_1^2 m_2^2 \right]. \tag{6.47}
\]

The factor of \( m_1 + m_2 \) in front implies that the subleading eikonal in the massless limit is vanishing [60].

\[ \delta^{(2)}_{ACV} = 0 \; ; \; \theta^{(2)}_{ACV} = 0. \tag{6.48} \]

This also implies that there is no contribution of order \( 1/b^2 \) to the deflection angle which is consistent with the result found in the previous subsection that this contribution is zero for any number of spacetime dimensions. From equation (6.47) we can compute the deflection angle,

\[
\theta^{(2)} = -\frac{1}{\rho} \partial_{\rho b} \delta^{(2)} = \frac{\pi G_N^2(m_1 + m_2) \sqrt{s}}{b^2 \left[ (s - m_1^2 - m_2^2)^2 - 4m_1^2 m_2^2 \right]} \times \left[ \frac{15}{4} (s - m_1^2 - m_2^2)^2 - 3m_1^2 m_2^2 \right]. \tag{6.49}
\]

In the probe-limit where \( m_2 = 0 \) and \( m_1 = M \) we find,

\[ \delta^{(2)}_{\text{null}} = \frac{15\pi G_N^2 M}{8b} (s - M^2) \sim \frac{15\pi (G_N M)^2 E_2}{4b}, \tag{6.50} \]
which is equal to the second term of (4.110). For the deflection angle we instead get,
\[
\theta^{(2)}_{\text{null}} = \frac{15\pi (G_N M)^2}{4b^2},
\]
which we find agrees with the subleading contribution found in (A.21). We can also take the timelike probe-limit of (6.49) for which we find,
\[
\theta^{(2)}_{\text{timelike}} = \frac{3\pi R_s^2 (5E_s^2 - m^2)}{16(E_s^2 - m^2)} \frac{1}{b^2}.
\]
This agrees with the second contribution to (A.20) as well as equivalent results in [48].

6.3 Discussion

In this chapter we have studied the classical gravitational interaction between two massive scalars in \( D \)-dimensions up to 2PM order. As usual the spacetime dimension can be used as an infrared regulator and physical observables, such as the deflection angle discussed in section 6.2 have a smooth \( D \to 4 \) limit. The structure of the \( D \)-dimensional result is in some aspects richer than the one found in \( D = 4 \). For instance the box integral provides not only the contribution necessary to exponentiate the leading energy behaviour of the tree-level diagram, but also a new genuine contribution to the subleading classical eikonal, see (6.19).

The box integral also provides a subsubleading contribution (6.20) that for \( D \neq 4 \) has a new imaginary part, while its real part has a structure which also appears in the \( O(G_N^3) \) amplitude presented in \([50, 51]\). In the ultra-relativistic limit \( s \gg m_i^2 \), this contribution is log-divergent and, if it does exponentiate as suggested in \([60]\), it would provide a new quantum contribution, \( \delta_q^{(2)} \), to the eikonal. For instance, from (6.20) in \( D = 4 \) one would obtain\(^\text{17}\)
\[
\delta_q^{(2)} \simeq \frac{12G_N^2 s}{\pi b^2} \log \frac{s}{m_1 m_2} = \frac{12G_N s \lambda_P^2}{\pi b^2} \log \frac{s}{m_1 m_2},
\]
where we have taken the limit \( s \gg m_i^2 \) in order to compare with equation (5.18) of \([60]\) and \( \lambda_P \) is the Planck length. By restoring the factors of \( \hbar \) we can see from (6.41) that \( \delta^{(1)}/\hbar \) is dimensionless and is therefore the combination that is exponentiated. On the other hand, \( \delta_q^{(2)} \) is dimensionless without the need for any factor of \( \hbar \) (see the first expression in (6.53) or equivalently it can be written in terms of \( \lambda_P^2 \) if we extract a factor of \( 1/\hbar \)), which highlights its quantum nature.

\(^{16}\)The triangle contributions discussed in section 6.1.2 do not yield any log-divergent term.

\(^{17}\)That equation should have an extra factor of \( \lambda_P \) and \( \delta_q^{(n)} \) here = \( 2\delta_q^{(n-1)} \).
Chapter 7

The Two-Body Hamiltonian in Einstein Gravity

In this chapter we will discuss how to derive the Hamiltonian and associated potential for a binary system in Einstein gravity up to 2PM order using the results we have derived in chapter 6. We will give a brief overview of the derivation of the deflection angle using the Hamiltonian and proceed to derive the $D$-dimensional Hamiltonian. We will also briefly discuss our result in the context of the PN expansion.

7.1 Two-Body Deflection Angle from the Hamiltonian

The generic two-body Hamiltonian can be written as,

$$H(r, p) = \sqrt{m_1^2 + p^2} + \sqrt{m_2^2 + p^2} + V(r, p), \quad (7.1)$$

where in general we can write the potential as,

$$V(r, p) = \sum_{n=1}^{\infty} c_n(p^2) G_N \left( \frac{1}{|r|} \right)^n (D-3), \quad (7.2)$$

with undetermined coefficients $c_n(p^2)$ that do not depend on $r$. We also know that the momentum can be decomposed in terms of its radial and angular components as,

$$p^2 = p_r^2 + \frac{J^2}{r^2}. \quad (7.3)$$

Note that we will use the symbols $|r|$ and $r = |r|$ interchangeably in this chapter. Hamilton’s equations are given by,

$$\dot{p} = -\frac{\partial H}{\partial q}; \quad \dot{q} = \frac{\partial H}{\partial p}, \quad (7.4)$$
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where here we have \( q = \{ r, \theta \} \) and \( p = \{ p_r, J \} \). Using (7.1) with (7.4) we find the four equations of motion,

\[
\dot{r} = \frac{\partial H}{\partial p_r} = p_r \left( \frac{1}{\sqrt{m_1^2 + p^2}} + \frac{1}{\sqrt{m_2^2 + p^2}} + 2 \frac{\partial V}{\partial (p^2)} \right), \quad (7.5)
\]

\[
\dot{\theta} = \frac{\partial H}{\partial J} = \frac{J}{r^2} \left( \frac{1}{\sqrt{m_1^2 + p^2}} + \frac{1}{\sqrt{m_2^2 + p^2}} + 2 \frac{\partial V}{\partial (p^2)} \right), \quad (7.6)
\]

\[
\dot{p}_r = -\frac{\partial H}{\partial r} = \frac{J^2}{r^3} \left( \frac{1}{\sqrt{m_1^2 + p^2}} + \frac{1}{\sqrt{m_2^2 + p^2}} \right) - \frac{\partial V}{\partial r}, \quad (7.7)
\]

\[
\dot{J} = -\frac{\partial H}{\partial \theta} = 0. \quad (7.8)
\]

Using the first two of these equations we can write down the equation of motion for the angle as a function of \( r = |r| \),

\[
\frac{\partial \theta}{\partial r} = \frac{J}{r^2 p_r}. \quad (7.9)
\]

Integrating this equation we can then write the full deflection angle as,

\[
\theta + \pi = 2 \int_{r_0}^{\infty} dr \frac{J}{r^2 \sqrt{p^2(r, E) - \frac{J^2}{r^2}}}, \quad (7.10)
\]

where \( r_0 \) is the minimum separation distance given by,

\[
\left. \frac{\partial r}{\partial \theta} \right|_{r=r_0} = 0 \implies p_r(r_0) = 0 \implies p^2(r_0, E) - \frac{J^2}{r_0^2} = 0. \quad (7.11)
\]

To find a perturbative solution to (7.10) we observe that the momentum variable \( p \) can be expanded in a post-Minkowskian expansion \([51,52,54]\) and so we can write,

\[
p^2(r, E) = p_0^2(E) + \sum_{n=1}^{\infty} \frac{f_n(E) G_N}{r^{n(D-3)}} \tag{7.12},
\]

where we have introduced a new set of undetermined coefficients \( p_0 \) and \( \{ f_n \} \) and we are using \( r = |r| \). We will see later that these coefficients are related to the deflection angle (and therefore also the eikonal). Using (7.12) and (7.3) in (7.10) we can write the deflection angle as,

\[
\theta + \pi = 2 \int_{r_0}^{\infty} dr \frac{J}{r^2} \left( p_0^2(E) + \sum_{n} \frac{f_n(E) G_N}{r^{n(D-3)}} - \frac{J^2}{r^2} \right)^{-\frac{1}{2}}. \quad (7.13)
\]
We can now remove the \( J \) dependence of the expression above by using the fact that \( r_0 \) is defined by (7.11). Doing so we find,

\[
\theta + \pi = 2 \int_{r_0}^{\infty} dr \frac{r_0}{r^2} \left( \frac{p_0^2(E) + \sum_n f_n(E) G_N}{p_0^2(E) + \sum_n f_n(E) G_N} \right)^{-\frac{1}{2}}. \tag{7.14}
\]

Performing the substitution, \( u = r_0/r \), as we have done many times in appendix A for similar integrals, we find,

\[
\theta + \pi = 2 \int_0^1 du \left( \frac{p_0^2(E) + \sum_n f_n(E) G_N}{p_0^2(E) + \sum_n f_n(E) G_N} \right)^{-\frac{1}{2}}. \tag{7.15}
\]

Although this integral can be expressed in a closed form as found in [54] it is instructive here to instead perform a perturbative expansion in \( G_N \). Expanding the integrand above as a power series in \( G_N \) we find that,

\[
\theta + \pi \approx 2 \int_0^1 du \left[ \frac{1}{\sqrt{1 - u^2}} - G_N \frac{f_1(u^{D-3} - 1)}{2p_0^2(1 - u^2)^\frac{D}{2}} \left( \frac{1}{r_0} \right)^{D-3} + G_N^2 \left( \frac{3f_1^2(u^{D-3} - 1)^2}{8p_0^4(1 - u^2)^\frac{3}{2}} - \frac{(u^{D-3} - 1)(-f_1^2 + f_2p_0^2u^{D-3} + f_2p_0^2)}{2p_0^4(1 - u^2)^\frac{3}{2}} \right) \left( \frac{1}{r_0} \right)^{2(D-3)} \right], \tag{7.16}
\]

where we have only kept terms up to 2PM order. The integrals over \( u \) can be readily computed and one finds,

\[
\theta \approx G_N \left( \frac{\sqrt{\pi}f_1 \Gamma \left( \frac{D-2}{2} \right)}{p_0^2 \Gamma \left( \frac{D-3}{2} \right)} \right) \left( \frac{1}{r_0} \right)^{D-3} + G_N^2 \sqrt{\pi} \frac{\Gamma \left( D - \frac{5}{2} \right)}{2p_0^2} \left( \frac{(D-4)f_1^2 + 2f_2p_0^2}{\Gamma(D-3)} \right) \left( \frac{1}{r_0} \right)^{2(D-3)}. \tag{7.17}
\]

The expression above is expressed in terms of \( r_0 \), however we are interested in an expression for the angle in terms of the angular momentum, \( J \). This will allow us to make direct comparisons with our previous results in chapter 6 calculated using the eikonal. To find the relation between \( r_0 \) and \( J \) we can perturbatively solve the equation \( p_\theta(r_0) = 0 \) as indicated by (7.11). Up to 2PM we have,

\[
p_0^2(E) + \sum_{n=1}^{2} f_n(E) G_N \left( \frac{1}{r_0} \right)^{n(D-3)} - \frac{J^2}{r_0^2} = 0, \tag{7.18}
\]
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and we find that,
\[ r_0 \approx J \left( \frac{1}{p_0} - G_N f_1 p_0^{D-6} \right). \]  
(7.19)

Finally we can substitute (7.19) into (7.17) to express the deflection angle in terms of \( J \),
\[ \theta_J \approx \frac{\sqrt{\pi f_1 \Gamma \left( \frac{D}{2} - \frac{1}{2} \right)}}{\Gamma \left( \frac{D}{2} - \frac{3}{2} \right)} \left( \frac{G_N p_0^{D-5}}{J^{D-3}} \right)^2 \]
\[ + \frac{\sqrt{\pi \Gamma \left( D - \frac{5}{2} \right)}}{2 \Gamma (D-3)} \left( \frac{G_N p_0^{D-5}}{J^{D-3}} \right)^2. \]  
(7.20)

We have found that this expression agrees with known results \[33,51,52,54\] in \( D = 4 \).

### 7.2 The Two-Body Potential

In this section we will explicitly derive the 2PM two-body Hamiltonian for a system of binary black holes in \( D \)-dimensions. In order to do so we first need to establish the relationship between the various sets of undetermined coefficients defined in the previous section. From (7.2) we have a set \( \{c_n\} \) of undetermined coefficients which we would like to relate to the coefficients, \( \{f_n\} \) in (7.12).

To relate these two sets of coefficients we find an expression for \( p^2 \) by perturbatively solving,
\[ \sqrt{m_1^2 + p^2} + \sqrt{m_2^2 + p^2} + 2 \sum_{n=1}^{\infty} c_n(p^2) \left( \frac{G_N}{|r|} \right)^n \left( D-3 \right) = E, \]  
(7.21)

where we have truncated the potential at 2PM order.

At order \( O(G_N^0) \) we have,
\[ \sqrt{m_1^2 + p_0^2} + \sqrt{m_2^2 + p_0^2} = E \]
\[ \implies p_0^2 = \frac{E^4 - 2E^2 (m_1^2 + m_2^2) + (m_1^2 - m_2^2)^2}{4E^2} = \frac{(k_1 k_2)^2 - m_1^2 m_2^2}{E^2}, \]  
(7.22)

where \( k_1 k_2 \) is the usual product of incoming momenta of the two massive scalars as described in section 2.1. Notice that this expression for \( p_0 \) is equivalent to the expression we use for the absolute value of the space-like momentum in the center of mass frame of the two scattering particles which we have usually denoted as \( p \) and can be found in equation (2.6).

We can now move on to the first order in \( G_N \). Since the \( O(G_N^0) \) contributions to the first two terms in (7.21) will reproduce the value, \( E \), due to the result in (7.22) we can collect all the terms at order \( G_N \) and find a solution for \( f_1 \) by asserting that the
collection of terms at order $G_N$ yields 0. Substituting (7.12) into (7.21) up to $O(G_N)$ and doing so we find,

$$\frac{G_N}{r^{D-3}} \left( c_1 + \frac{f_1 E}{(E^2 + m_1^2 - m_2^2)} + \frac{f_1 E}{(E^2 - m_1^2 + m_2^2)} \right) = 0$$

$$\implies c_1 = -\frac{E}{2E_1E_2} f_1,$$  \hfill (7.23)

where we have used the expressions for $E_1$ and $E_2$ which are given by,

$$E_1 = \frac{E^2 + m_1^2 - m_2^2}{2E}; \quad E_2 = \frac{E^2 - m_1^2 + m_2^2}{2E}. \hfill (7.24)$$

We now perform an equivalent step to order, $O(G_N^2)$, by keeping all the terms up to $O(G_N^2)$ in (7.21). In this case we find an expression for $c_2$ in terms of $f_1$ and $f_2$,

$$c_2 = \frac{E}{8E_1^2E_2^2 \left( E^4 - (m_1^2 - m_2^2)^2 \right)^2} \left( -16E_1^2E_2^2E^2 f_2 \left( E^4 - (m_1^2 - m_2^2)^2 \right) 
+ 16E_1E_2f_1 \left( E^8 + E^4 \left( -4m_1^4 + 6m_1^2m_2^2 - 4m_2^4 \right) + 4E^2 \left( m_1^2 - m_2^2 \right)^2 \left( m_1^2 + m_2^2 \right) 
- (m_1^2 - m_2^2)^2 \left( m_1^4 + m_2^4 \right) \right) + f_1^2 \left( E^8 + 2E^4 \left( m_1^2 - m_2^2 \right)^2 - 3 \left( m_1^2 - m_2^2 \right)^4 \right) \right). \hfill (7.25)$$

Using these results we can now fully relate, up to 2PM order, the undetermined coefficients of the potential, $\{c_i\}$, to the coefficients for the expansion of the momentum, $\{f_i\}$ which enter into the expression for the deflection angle in (7.20). Note that the results in this section are independent of the spacetime dimension $D$.

### 7.2.1 Deriving the Potential from the Deflection Angle

In this section we will use the results we have developed in the previous sections with the results from chapter 6 to write down the 2PM $D$-dimensional Hamiltonian for a binary system in Einstein gravity.

From (7.20) we know that the 1PM contribution to the deflection angle can be written in terms of $f_1$ and $p_0$ as,

$$\theta_j^{1\text{PM}} = \sqrt{\pi} f_1 \Gamma \left( \frac{D}{2} - 1 \right) \left( \frac{G_N p_0^{D-5}}{J^{D-3}} \right).$$  \hfill (7.26)

We can then use the expression for the angle derived at 1PM using the eikonal, (6.33).
as well as the expression for \( p \), to find the equation for \( f_1 \),

\[
f_1 = \frac{2\Gamma \left( \frac{D-3}{2} \right)}{\pi^{\frac{D-3}{2}} E} \gamma(s), \quad (7.27)
\]

where we have used the fact that \( J = p_0 b \) as well as the definition of \( \gamma(s) \) given in (6.7). Using the corresponding expression for \( c_1 \) found in (7.23) we also find,

\[
c_1 = -\frac{\Gamma \left( \frac{D-3}{2} \right)}{\pi^{\frac{D-3}{2}} E_1 E_2} \gamma(s). \quad (7.28)
\]

Similarly the expression for the 2PM contribution to the deflection angle in terms of the \( \{ f_i \} \) and \( p_0 \) is given by,

\[
\theta^\text{2PM}_j = \frac{\sqrt{\pi} \Gamma \left( D - \frac{3}{2} \right) (D - 4) f_j^2}{2 \Gamma(D - 3)} \left( \frac{G_N p_0^{D-5}}{J^{D-3}} \right)^2. \quad (7.29)
\]

Comparing the expression above with the result for the 2PM contribution to the angle derived in chapter [3] given by (6.37), we find for \( f_2 \),

\[
f_2 = \frac{2}{\pi^{D-3} E} \Gamma \left( \frac{D-3}{2} \right) \left( m_1 + m_2 \right) \Lambda(s) - (D - 4) \frac{(E - m_1 - m_2)}{E^2 p^2} \gamma^2(s), \quad (7.30)
\]

where to simplify the result we have defined \( \Lambda(s) \) as,

\[
\Lambda(s) = (s - m_1^2 - m_2^2)^2 - \frac{4m_1^2 m_2^2}{(D - 2)^2} - \frac{(D - 3) \left( (s - m_1^2 - m_2^2)^2 - 4m_1^2 m_2^2 \right)}{4(D - 2)^2}. \quad (7.31)
\]

Using the expression for \( c_2 \) derived in (7.25) with the expression above we find that we can write \( c_2 \) as,

\[
c_2 = \frac{\pi^{-D} \Gamma \left( \frac{D-3}{2} \right)}{2 E_1^2 E_2^2 \left( E^4 - (m_1^2 - m_2^2)^2 \right)^{\frac{1}{2}}} \left( -\frac{8 \pi^3 E_1^2 E_2^2 \Gamma \left( \frac{D-3}{2} \right)}{E^4} \left( E^4 - (m_1^2 - m_2^2)^2 \right) \right.
\]
\[
\times \left( E^2 \Lambda(s) p^2 (m_1 + m_2) - \gamma^2(s)(D - 4)(E - m_1 - m_2) \right)
\]
\[
+ 8 \gamma(s) \pi^{D-3} E_1 E_2 \left( E^8 + E^4 (4m_1^4 + 6m_1^2 m_2^2 - 4m_2^4) \right)
\]
\[
+ 4 E^4 \left( m_1^2 - m_2^2 \right)^2 \left( m_1^2 + m_2^2 \right) - \left( m_1^2 - m_2^2 \right)^2 \left( m_1^2 + m_2^2 \right)
\]
\[
\left. + \frac{\pi^3 \gamma^2(s) \Gamma \left( \frac{D-3}{2} \right)}{E^2} \left( E^8 + 2 E^4 \left( m_1^2 - m_2^2 \right)^2 - 3 \left( m_1^2 - m_2^2 \right)^4 \right) \right). \quad (7.32)
\]

We now have all the necessary results to write down the full 2PM two-body Hamiltonian in Einstein gravity in arbitrary \( D \)-dimensions. Taking (7.1), (7.2), (7.28) and (7.32) we
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find,

\[ H(r, p) = \sqrt{m_1^2 + p^2} + \sqrt{m_2^2 + p^2} - \frac{G_N}{|r|^{D-3}} \left[ \frac{\Gamma \left( \frac{D-3}{2} \right)}{\pi^{\frac{D-3}{2}}} \frac{\gamma(s)}{E^2 \zeta} \right] \]

\[ + \frac{G_N^2}{|r|^{2D-6}} \left[ \frac{\Gamma \left( \frac{D-3}{2} \right)}{4 \pi^2 \gamma^3 \zeta^4 m^8} \left\{ \gamma(s) \pi \frac{D+3}{2} m^2 (4(2\zeta - 1))^2 \right. \right. \]

\[ + m^2 (\gamma^4 + \gamma^2(4 - 16\zeta) + 4\zeta - 5) + 4\mu m (\gamma^2(8\zeta - 2) - 4\zeta + 5) \]

\[ - \frac{2\pi^3 \Gamma \left( \frac{D-3}{2} \right)}{\mu^2 (\sigma^2 - 1)} \left\{ \gamma^2(s)(3\zeta - 1)\mu^2 (\sigma^2 - 1) + 2\gamma^3(D - 4)\zeta^2 m^2(\gamma - 1) \right\} \]

\[ + 2\Lambda(s)\gamma^3 \zeta^2 \mu^2 m^4 (\sigma^2 - 1) \right\} \right] , \quad (7.33) \]

where we have defined the symbols,

\[ \sigma = \frac{-k_1 k_2}{m_1 m_2} ; \quad \zeta = \frac{E_1 E_2}{E^2} ; \quad m = m_1 + m_2 \]

\[ \gamma = \frac{E}{m} ; \quad \mu = \frac{m_1 m_2}{m} ; \quad \nu = \frac{\mu}{m} . \quad (7.34) \]

To compare our results here with known results in the literature we can set the space-time dimension to the usual \( D = 4 \). Also using the explicit expressions for \( \gamma(s) \), (6.7), and \( \Lambda(s) \), (7.31), we find,

\[ H(r, p) = \sqrt{m_1^2 + p^2} + \sqrt{m_2^2 + p^2} - \frac{G_N}{|r|} \left[ \frac{\mu^2}{\zeta^4} (1 - 2\sigma^2) \right] \]

\[ + \frac{G_N^2}{|r|^2} \left[ \frac{\nu^2 m^3}{\gamma^2 \zeta} \left( \frac{3}{4} (1 - 5\sigma^2) - \frac{4\nu \sigma (1 - 2\sigma^2)}{\gamma \zeta} - \frac{\nu^2 (1 - \zeta) (1 - 2\sigma^2)^2}{2\gamma^2 \zeta^2} \right) \right] , \quad (7.35) \]

where we have rearranged the 2PM contribution to make comparison with the literature easier. We can quickly see this agrees with equivalent results in [33, 50, 51, 53].

7.2.2 PN Expansion

In this subsection we will set \( D = 4 \) and perform the PN expansion of the 2PM potential that we have calculated in the previous subsection. We will also explicitly compare the static (for simplicity) component with results in the literature and collect all the terms from our 2PM result that are relevant at 5PN.

From the 2PM potential found in (7.35), we can perform an expansion in \( v_\infty^2 \) by using the relation we found in (2.64), which we rewrite here,

\[ E^2 = 2m_1 m_2 \sqrt{1 + v_\infty^2} + m_1^2 + m_2^2 . \quad (7.36) \]
Performing the expansion using the relation above we find,

\[
V(r) = \frac{G_N m_1 m_2}{|r|} \left[ -1 - \frac{(3m_1^2 + 8m_1 m_2 + 3m_2^2)}{2 (m_1 + m_2)^2} v_\infty^2 + \ldots \right] + \frac{G_N^2 m_1 m_2}{|r|^2} \left[ \frac{(m_1^2 + 3m_1 m_2 + m_2^2)}{2 (m_1 + m_2)} v_\infty^2 \right.
\]

\[
+ \frac{(5m_1^2 + 2m_1 m_2 + 5m_2^2) v_\infty^4}{8 (m_1 + m_2)^2} + \ldots \right] + \frac{G_N^2 m_1 m_2}{|r|^2} \left[ \frac{(m_1^2 + 3m_1 m_2 + m_2^2)}{2 (m_1 + m_2)} v_\infty^2 \right.
\]

\[
+ \frac{(10m_1^4 + 67m_1 m_2^3 + 117m_1^2 m_2^2 + 67m_2^3 m_2 + 10m_2^4) v_\infty^2}{4 (m_1 + m_2)^3} + \ldots \right]
\]

\[
+ \frac{(27m_1^6 + 55m_1^5 m_2^2 - 137m_1^4 m_2^3 - 333m_1^4 m_3^2 - 137m_1^3 m_2^2 + 55m_1^2 m_2^2 + 27m_2^6) v_\infty^4}{16 (m_1 + m_2)^5} \right), \tag{7.37}
\]

where the ellipses denote contributions at higher orders in the velocity.

**Static Potential**

We can easily observe that the first term in (7.37) is the Newton potential, as expected at 0PN. If we collect the static terms (i.e. the terms that are non-zero when we set \(v_\infty = 0\)) we find that the static potential up to 2PM accuracy is given by,

\[
V_{\text{static}} = -\frac{G_N m_1 m_2}{|r|} + \frac{G_N^2 m_1 m_2 (m_1^2 + 3m_1 m_2 + m_2^2)}{2 (m_1 + m_2) |r|^2}. \tag{7.38}
\]

Although the first term trivially reproduces the Newtonian result the second term does not reproduce the results in [38]. However as explained in [50] the PM potential is equivalent, in the PN expansion, to results in the literature only after a canonical transformation. We can therefore try to identify the explicit canonical transformation required in order to make the above result match with the literature.

We can use an ansatz for the transformation of the form,

\[
(r, p) \rightarrow (R, P) = \left( 1 + A \frac{G_N}{r} \right) r + B \frac{G_N}{r} p, p \right), \tag{7.39}
\]

where \(A, B\) are undetermined constants and we have not transformed the momenta since it does not appear in (7.38). For this transformation the Poisson bracket yields,

\[
\{R, P\}_{r, p} = 1 - \frac{G_N p}{r^2} B = 1, \tag{7.40}
\]

where we have set this equal to 1 as required for a canonical transformation. Using this we find that we require \(B = 0\). Substituting the remaining part of the transformation...
into our static potential and expanding in $G_N$ we find,

$$V_{\text{static}} = -\frac{G_N m_1 m_2}{|\mathbf{r}|} + \frac{G_N^2}{|\mathbf{r}|^2} \left( \frac{m_1 m_2 (m_1^2 + 3m_1 m_2 + m_2^2)}{2 (m_1 + m_2)} + m_1 m_2 A \right). \tag{7.41}$$

From this we find the value for $A$ required to connect to the results found in [38] is,

$$A = -\frac{m_1 m_2}{2(m_1 + m_2)}. \tag{7.42}$$

We then have,

$$V_{\text{static}} = -\frac{G_N m_1 m_2}{|\mathbf{r}|} + \frac{G_N^2 m_1 m_2 (m_1 + m_2)}{2|\mathbf{r}|^2}. \tag{7.43}$$

This reproduces the relevant results in [38]. We have therefore produced an explicit check that the static components of our 2PM potential match known results in the PN expansion.

**Collecting Terms Relevant for the 5PN Potential**

In this subsection we will collect terms coming from the 2PM potential that are relevant at 5PN order. In principle one could use this result in combination with the static component of the 5PN potential [38] and the relevant results coming from the 3PM component of the potential [50,51] to reconstruct most of the potential at 5PN accuracy.

From the discussion in section 2.3 we can quickly identify which orders in velocity we need to collect from the 1PM and 2PM contributions to the potential in order to find the contributions relevant to the 5PN potential. For 1PM we clearly need the $O(v_1^{10})$ terms in the velocity expansion and equivalently for 2PM we need the $O(v_8^8)$ terms. So we find,

$$\tilde{V}_{5\text{PN}} = -\frac{G_N m_1 m_2}{|\mathbf{r}|} \frac{v_1^{10}}{256 (m_1 + m_2)^6} \left( 77m_1^6 + 206m_1^5 m_2 + 199m_1^4 m_2^4 + 156m_1^3 m_2^3 ight.$$ 

$$+ 199m_1^4 m_2^2 + 206m_1^5 m_2 + 77m_2^6 \right) - \frac{G_N^2 m_1 m_2}{|\mathbf{r}|^2} \frac{v_8^8}{256 (m_1 + m_2)^8} \left( 425m_1^{10} ight.$$ 

$$+ 1879m_1^9 m_2 + 1617m_1^8 m_2^2 - 5685m_2^8 m_2 - 17737m_1^4 m_2^6 - 23781m_1^8 m_2^6 

$$- 17737m_1^4 m_2^4 - 5685m_2^8 m_2 + 1617m_1^8 m_2^2 + 1879m_1^9 m_2 + 425m_1^{10} \right), \tag{7.44}$$

where the result is given in the PM gauge.
Chapter 8

Conclusions and Outlook

In this thesis we have considered binary systems in various theories of gravity with the ultimate goal of computing quantities relevant for describing the conservative dynamics of binary black holes. Computing these quantities directly using general relativity has proven to be a difficult task [39–44]. For this reason, in this thesis we have developed techniques using quantum field theory to simplify this problem. Using the eikonal approximation the calculation translates into calculating only a subset of Feynman diagrams from all the Feynman diagrams present at each order in $G_N$. In addition to this we also need to be able to identify the classical contributions for which the eikonal approximation technique provides a relatively simple algorithm as described towards the end of chapter 2. Chapters 4 and 5 were developed to understand the eikonal approximation techniques in more detail whilst in chapters 6 and 7 we applied those techniques in the context of binary black holes in Einstein gravity. In this final chapter we will discuss and summarise the various results in each chapter and give some outlook on future avenues and extensions that could be researched using the material developed in this thesis.

In chapter 4 we studied the possibility that the eikonal could be described by an operator instead of a simple phase in the context of type II supergravity focusing on the scattering of massless perturbative states from a stack of D$p$-branes. The two main points of our analysis for the subleading eikonal in chapter 4 are that the relevant information is encoded in the onshell three and four-point vertices (see section 4.2) and that its derivation requires us to disentangle cross terms between leading and subleading energy contributions (see section 4.3). In the scenario under study, the inelastic contributions which grow with energy in the one-loop amplitudes, are completely accounted for by the cross terms mentioned above and thus the final expression for the first subleading eikonal in supergravity is described fully by the elastic processes and...
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is given by,

$$\delta^{(2)}(E, b) = \frac{(NTp^{pE})^2 E^2}{16\pi^{D-p-\frac{3}{2}}} \frac{\Gamma\left(\frac{D-p-3}{2}\right) \Gamma\left(\frac{2D-2p-7}{2}\right)}{\Gamma(D - p - 4)} \frac{1}{b^{2D-2p-7}}, \quad (8.1)$$

which agrees with previous results in [86]. We do not know a general argument proving that this is always the case and so we think that it would be interesting to check this pattern both in more complicated theories and at further subleading orders (higher orders in the PM expansion). For instance, an analysis of the eikonal operator in string theory beyond the leading order [78,101,102] is missing. Of course we could use the full four-point string amplitudes in our derivation of section 4.2 simply by reinstating the \(\alpha'\) dependence that in maximally supersymmetric theories appears just in the overall combination of gamma functions,

$$\Gamma(1 - \frac{\alpha's}{4})\Gamma(1 - \frac{\alpha't}{4})\Gamma(1 - \frac{\alpha'u}{4}) \over \Gamma(1 + \frac{\alpha's}{4})\Gamma(1 + \frac{\alpha't}{4})\Gamma(1 + \frac{\alpha'u}{4}). \quad (8.2)$$

For instance in the first contribution to the dilaton to dilaton scattering we analysed, this amounts to including the factor defined above in the vertex (4.9). However this is not sufficient to reconstruct the full string eikonal as, of course, we need to include also the contributions due to the exchanges of the leading and subleading Regge trajectories between the \(Dp\)-branes and the perturbative states. It seems possible to generalise, along these lines, the analysis of chapter 4 to the full string setup by using the formalism of the Reggeon vertex [59,106,161,162].

On the more conceptual side, it would be interesting to check if in more general cases, such as those with two arbitrary masses \(m_1, m_2\) at higher orders in the PM expansion or in cases with non-zero angular momentum, the subleading contributions to the eikonal are still universal or if there are inelastic effects that induce differences between the various states as we know happens when the 3-graviton vertex is modified [103].

In chapter 5 we studied the scattering of massless states in Kaluza-Klein gravity with non-zero Kaluza-Klein mass. Recent work [163] has investigated the particular case of binary Einstein-Maxwell-dilaton black holes in the post-Newtonian approximation. We believe that our result for the leading eikonal in Kaluza-Klein theories,

$$\delta^{(1)}(D - 1, R) = \frac{\kappa^2}{2} \frac{s' - m_1^2 - m_2^2 - 2m_1m_2}{(2\pi)^{D-1}} \frac{1}{b^{D-1} R} \frac{1}{K_{D-5}^{D-5}} \sum_{n \in \mathbb{Z}} e^{ib_n/R} \left( \frac{|n|}{R} \right)^{D-5} K_{D-5}^{D-5} \left( \frac{|n|b'}{R} \right), \quad (8.3)$$

could be relevant in the study of such binary systems in the first post-Minkowskian approximation. The massless sector of the Kaluza-Klein action given by (5.4) supported
the well known Einstein-Maxwell-dilaton black hole solutions whose extremal $Q = 2M$ limit gave deflection angles consistent with the eikonal calculation in the limit where one of the 2 massive Kaluza-Klein scalars is taken to be very heavy and the other is taken to be massless.

The techniques developed in the chapters mentioned above were then systematically applied in the more general case of two massive scalars with arbitrary masses $m_1, m_2$ in chapter 6. Doing so allowed us to compute the $D$-dimensional two-body deflection angles up to 2PM, $\mathcal{O}(G_N^2)$, via the eikonal approximation method.

An interesting feature of the 2PM eikonal phase for massive scalars that we obtained in chapter 6 is that its double-massless limit smoothly reproduces the massless result up to 2PM order. This is also valid for the quantum contribution mentioned in section 6.3. Using our results we can see that in the ultra-relativistic limit we have,

$$\theta^{(2)}_{ACV} = 0 ; \quad \delta^{(2)}_{q,ACV} = \frac{12G_N^2 s}{\pi b^2} \log(s) , \quad (8.4)$$

which reproduces the known 2PM results in the ultra-relativistic limit found in [60].

The same property does not seem to hold in the 3PM case for the result by Bern et al [50, 51] and it would be very interesting to understand the origin of this mismatch. Specifically there are certain $\log(m_i)$ divergences in their result. In [50, 51] the authors argue that these $\log(m_i)$ divergences present when taking the $m_i \to 0$ limit are due to the hierarchy of scales when performing the integrals necessary to compute their result. This however does not seem to resolve the divergence present in the ultra-relativistic limit where we find a $\log(s)$ divergence,

$$\lim_{s \to \infty} \left( \ldots \right) \sinh^{-1} \left( \frac{1}{2} \sqrt{\frac{s - (m_1 + m_2)^2}{m_1 m_2}} \right) \sim -\frac{16G_N^3 s^{3/2}}{b^3} \log \left( \frac{s}{m_1 m_2} \right) . \quad (8.5)$$

The prefactor here is of the right order in $M^{*}$ to contribute.\textsuperscript{18} This suggests that this quantity really does contribute to the angle in the ultra-relativistic limit when we take the impact parameter to be large.

There has recently been a new 3PM result by Damour [56] which differs from the 3PM result by Bern et al. Performing the same check on the $\text{arcsinh}(\ldots)$ component of the result by Damour we find,

$$\lim_{s \to \infty} \left( \ldots \right) \sinh^{-1} \left( \frac{1}{2} \sqrt{\frac{s - (m_1 + m_2)^2}{m_1 m_2}} \right) \sim -\frac{768G_N^3}{s^{1/2} b^3} \log \left( \frac{s}{m_1 m_2} \right) \to 0 , \quad (8.6)$$

where in the last step we have taken $s \to \infty$ explicitly. We quickly see that in this case

\textsuperscript{18}Specifically it is of the order $M^{*3}$ as required at 3PM. Recall from the discussion in section 6.2.1 that in the ultra-relativistic (or double-massless) limit $M^{*} = \sqrt{s}$.
the problematic log(s) divergence in the ultra-relativistic limit is not present due to
the factor of \( s^{-1/2} \). Although scaling arguments similar to the above suggest that the
massless probe limit is smoothly reproduced in both cases, we can also observe that
the double massless limit of both of these results does not reproduce the equivalent
3PM contribution calculated in \([60,108]\) as is also recently noted in a paper by Bern et
al \([58]\).

Figure 14: A figure illustrating the two-body scattering process with the variables
required to go beyond 2PM level when discussing the deflection angle.

We believe that the results discussed in this thesis can be applied to higher orders in
the PM expansion beyond the 2PM level considered explicitly here. This could provide
an alternative method with which to check various known results at the 3PM level and
beyond. Including the relevant higher order eikonal corrections beyond 2PM, one could
use the techniques discussed in section \(2.4.3\) by considering a modification to (2.121)
where we do not linearise in \( \phi \). This is schematically given by,

\[
\frac{a_J(s,m)}{4EP} \approx \frac{J}{2p^2} \left( \frac{J}{p} \right)^{-i\delta_1} \frac{2\pi}{\sqrt{-\det(iJS''(x_0,\phi_0))}} \exp \left[ iJ \left( -\delta_1 \log(x_0) + \sum_{k=1}^{\infty} \frac{\delta_{k+1}}{x_0^k} + 2x_0 \sin \phi_0 - 2\phi_0 \right) \right],
\]  

(8.7)

where \((x_0,\phi_0)\) is the appropriate saddle point calculated perturbatively up to the de-
sired PM order. The schematic above along with the expression relating the partial
waves to the deflection angle given by (2.99) has been has been checked perturbatively
up to \(O(G^5)\) and found to agree with the more common expression \([49,58]\) for the
deflection angle derived using kinematic arguments and given by,

\[
\sin \frac{\theta}{2} = -\frac{1}{2p} \frac{\partial}{\partial b_e} \delta(s, b_e)
\]

\[\Rightarrow \tan \frac{\theta}{2} = \frac{1}{2p} \left( \frac{\delta_1}{b} + \sum_{k=1}^{\infty} \frac{k\delta_{k+1}}{b^k} \cos^{k-1} \frac{\theta}{2} \right),
\]

(8.8)
where we have used $b = b_e \cos \theta$ as recently discussed in [58] and illustrated in figure 14 in order to be able to consistently use these equations beyond the 2PM level.

Another interesting development would be to generalise the analytic bootstrap approach of [60, 63, 108] beyond the massless $D = 4$ case. In that approach the quantum part of the eikonal $\delta^{(2)}_q$ plays an important role in the derivation of the subsequent classical PM order and we expect that a similar pattern is valid also beyond the setup of [60, 63, 108]. This approach has the potential to provide an independent derivation of the 3PM eikonal phase both in the massless higher dimensional case and in the physically interesting case of the massive scattering in $D = 4$.

Chapter 7 discusses how to derive the potential from the dynamical information calculated using our eikonal approach. Starting from the two-body deflection angle we were able to reverse-engineer and find the two-body Hamiltonian required to reproduce the two-body deflection angle result. This is an important step in our approach because although all the dynamical information is neatly contained in the two-body deflection angle, the Hamiltonian form is useful for experimentalists and others which use these results to aid the creation of more accurate gravitational wave templates.

There are many more interesting and exciting avenues of research aside from the ones mentioned in more detail above. These include studying cases with non-zero angular momentum in order to study the case of binary spinning black holes [91–94, 97–99], computing higher order results in both the PM and PN expansion [38, 50, 51, 56, 164], studying these processes in modified theories of gravity [103, 104, 165, 166], as well as including fine structure to better understand the dynamics of binary neutron stars [57]. Finally there have been recent developments in connecting the amplitude results directly to the two-body deflection angle both bypassing the Hamiltonian approach as well as the eikonal approach [52, 54, 55] and these methods could be studied in more detail.
Appendix A

Geodesics in Black Hole Backgrounds

In this appendix we will be describing geodesics in a variety of black hole backgrounds which are relevant to the main text.

We can write the action for a massive relativistic particle of mass $m$ in a background $g_{\mu\nu}$ as,
\[
S = \frac{1}{2} \int d\tau \left( e(\tau)^{-1} \dot{x}^2 - m^2 e(\tau) \right),
\]
(A.1)
where $\dot{x}^2 = g_{\mu\nu} \frac{dx^\mu}{d\tau} \frac{dx^\nu}{d\tau}$ and $e(\tau)$ is an auxiliary field. The equation of motion for $e(\tau)$ is then easily obtained,
\[
e^2 = -\frac{\dot{x}^2}{m^2}.
\]
(A.2)
Using this equation we will be able to calculate the deflection angle for null-like or time-like probes for the different black hole backgrounds we will consider.

A.1 Geodesics in a $D$-dimensional Schwarzschild Background

The metric for a $D$-dimensional Schwarzschild black hole is given by,
\[
g_{\mu\nu}dx^\mu dx^\nu = -\left(1 - \left(\frac{R_s}{r}\right)^n\right)dt^2 + \left(1 - \left(\frac{R_s}{r}\right)^n\right)^{-1}dr^2 + r^2 d\Omega^2_{n+1},
\]
(A.3)
where $n = D - 3$ and $R_s$ is the Schwarzschild radius given by,
\[
R_s^{D-3} = \frac{16\pi G_N M}{(D - 2)\Omega_{D-2}} ; \quad \Omega_{D-2} = \frac{2\pi^{D-1}}{\Gamma\left(\frac{D-1}{2}\right)}.
\]
(A.4)
For simplicity we will use the spherical symmetry of the Schwarzschild solution and work in the equatorial plane and so we set all the angles, $\theta_i = \pi/2$, such that we are left with only one angle, $\phi$, in the impact plane. Inserting (A.3) into (A.2) and using the reparameterization invariance to set $e = 1$ we find,

$$-m^2 = -\left(1 - \left(\frac{R_s}{r}\right)^n\right) \left(\frac{dt}{d\tau}\right)^2 + \left(1 - \left(\frac{R_s}{r}\right)^n\right)^{-1} \left(\frac{dr}{d\tau}\right)^2 + r^2 \left(\frac{d\phi}{d\tau}\right)^2.$$  

(A.5)

Since the metric is independent of both $t$ and $\phi$ we have two constants of the motion which are given by,

$$-E = -\left(1 - \left(\frac{R_s}{r}\right)^n\right) \frac{dt}{d\tau},$$

(A.6)

$$J = r^2 \frac{d\phi}{d\tau},$$

(A.7)

where $E$ and $J$ parametrize the energy and total angular momentum of the system respectively. Notice that the symbol $E$ in this appendix corresponds to $E_2$ in sections 6.2.1 and 6.2.2 where we consider various probe-limits to the 1PM and 2PM two-body deflection angles. Substituting these quantities into (A.5) we can find an expression for $dr/d\tau$ and using the chain rule we can find the corresponding expression for $d\phi/dr$. The deflection angle is then given by,

$$\Phi = 2 \int_{r_0}^{\infty} dr \left(\frac{d\phi}{dr}\right) - \pi,$$

(A.8)

where $r_0$ is the point of closest approach. Inserting the relevant quantities into the expression above and expanding in powers of $(R_s/r_0)^n$ we notice that we can express the result as a series,

$$\Phi = 2 \sum_{j=1}^{\infty} \int_0^1 du A_j(u) \left(\frac{R_s}{r_0}\right)^{jn},$$

(A.9)

where we have used the substitution $u = r_0/r$ and explicitly evaluated the integrals up to third order and found the following results,

$$\int_0^1 du A_1(u) = \frac{\sqrt{\pi} \Gamma \left(\frac{n+1}{2}\right) \left(E^2(n+1) - m^2\right)}{4 \left(E^2 - m^2\right) \Gamma \left(\frac{n}{2} + 1\right)},$$

(A.10)

$$\int_0^1 du A_2(u) = \frac{\sqrt{\pi}}{16 \left(E^2 - m^2\right)^2} \left(\frac{\Gamma \left(n + \frac{1}{2}\right)}{\Gamma(n+1)} \left(E^4(4(n+2)n + 3) - 6E^2m^2(2n+1) + 3m^4\right) - \frac{4E^2\Gamma \left(\frac{n+1}{2}\right) \left(E^2(n+1) - m^2\right)}{\Gamma \left(\frac{n}{2}\right)}\right),$$

(A.11)
\[ \int_0^1 du A_3(u) = \frac{\sqrt{\pi}}{32 (m^2 - E^2)^{3/2}} \left( -\frac{2 E^2 \Gamma \left( \frac{n+1}{2} \right) (E^2(n - 2) + 4m^2) (E^2(n) - m^2)}{\Gamma \left( \frac{n}{2} \right)} + \frac{2 E^2 \Gamma \left( n + \frac{1}{2} \right) (E^4(4(n + 2)n + 3) - 6E^2 m^2(2n + 1) + 3m^4)}{\Gamma(n)} \right. \\
+ \left. \frac{\Gamma \left( \frac{3n}{2} + \frac{1}{2} \right)}{\Gamma \left( \frac{3n}{2} + 1 \right)} \left( -\frac{15E^2 m^4(3n + 1)}{(3n + 1)^2} + 5 E^6 \right) \right) \]. \quad (A.12)

These results in addition to the relation up to third order between the point of closest approach and the angular momentum can be used to express the result for the deflection angle up to third order in \((R_s/J)^n\). The relation between \(r_0\) and \(J\) is found by evaluating,

\[ \frac{dr}{d\tau} \bigg|_{r=r_0} = E^2 - m^2 \left( 1 - \frac{R_s}{r_0} \right)^n - J^2 \left( 1 - \frac{R_s}{r_0} \right)^n = 0 \] \quad (A.13)

and up to third order in \(J(R_s/J)^n\) is found to be,

\[ r_0 \approx J \left( \frac{1}{\sqrt{E^2 - m^2}} - \frac{1}{2} E^2 (E^2 - m^2)^{\frac{n-3}{2}} \left( \frac{R_s}{J} \right)^n \right. \\
- \left. \frac{1}{8} E^2 (E^2(2n + 1) - 4m^2) (E^2 - m^2)^{n-\frac{5}{2}} \left( \frac{R_s}{J} \right)^{2n} \right) \]. \quad (A.14)

Putting together the relevant quantities and expanding the resulting expression as a power series in \((R_s/J)^n\) we find that the deflection angle is given by,

\[ \Phi = \sum_{j=1}^{\infty} \Phi_j \left( \frac{R_s}{J} \right)^{j(D-3)} \], \quad (A.15)

where we have substituted for \(n = D - 3\) and we have for the first 3 terms,

\[ \Phi_1 = \sqrt{\pi} \frac{(D-1)(E^2 - m^2)^{D-5}}{2 \Gamma \left( \frac{D-1}{2} \right)} \left[ (D - 2)E^2 - m^2 \right] \], \quad (A.16)

\[ \Phi_2 = \frac{\sqrt{\pi} \Gamma \left( D - \frac{5}{2} \right) (E^2 - m^2)^{D-5}}{8 \Gamma(D - 2)} \times [(2D - 5)(2D - 3)E^4 + 6(5 - 2D)E^2 m^2 + 3m^4] \], \quad (A.17)

\[ \Phi_3 = \frac{\sqrt{\pi} \Gamma \left( \frac{3D}{2} - 4 \right) (E^2 - m^2)^{\frac{3(D-5)}{2}}}{16 \Gamma \left( \frac{3D}{2} - \frac{7}{2} \right)} \times [(3D - 8)(3D - 4)(D - 2)E^6 - 15(D - 2)(3D - 8)E^4 m^2} \]
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There are a few limiting cases of the results above that we can use to compare with known results. The result for a null geodesic in general $D$ is given by the $m = 0$ case of the equations above. We find,

$$\Phi = \sqrt{\frac{\pi \Gamma(D/2)}{\Gamma(D/2-1)}} \left( \frac{R_s}{b} \right)^{D-3} + \frac{\sqrt{\pi \Gamma(D-\frac{1}{2})}}{2\Gamma(D-2)} \left( \frac{R_s}{b} \right)^{2(D-3)} + \frac{\sqrt{\pi \Gamma(3D/2-1)}}{6\Gamma(3D/2-\frac{1}{2})} \left( \frac{R_s}{b} \right)^{3(D-3)} + \ldots ,$$  \hfill (A.19)

where we have also used that when $m = 0$ we have $J = Eb$. Comparing this expression with the results found in appendix D of [1] we find agreement for the first two terms (note the third term was not calculated in the aforementioned reference). We can also look at the $D = 4$ timelike geodesic ($m \neq 0$) case where we find,

$$\Phi = \left( \frac{2E^2 - m^2}{\sqrt{E^2 - m^2}} \right) \left( \frac{R_s}{J} \right) + \frac{3\pi}{16} \left( 5E^2 - m^2 \right) \left( \frac{R_s}{J} \right)^2 + \frac{(64E^6 - 120E^4m^2 + 60E^2m^4 - 5m^6)}{12(E^2 - m^2)^{3/2}} \left( \frac{R_s}{J} \right)^3 + \ldots ,$$  \hfill (A.20)

which has been checked and agrees with equivalent results in [33, 48, 50]. Finally by taking the $m = 0$ case of the expression above we can also look at the case of a null geodesic in $D = 4$. This yields,

$$\Phi = \frac{2R_s}{b} + \frac{15\pi}{16} \left( \frac{R_s}{b} \right)^2 + \frac{16}{3} \left( \frac{R_s}{b} \right)^3 + \ldots .$$  \hfill (A.21)

We find that this agrees with well known results.

Note that to relate these results to those found when studying the supergravity eikonal in chapter [4] we need to use the relation between the Schwarzschild radius and the various constants of the stack of $(p = 0)$ D-branes given by,

$$R_s^{D-3} = \frac{N \kappa_p T_{p=0}}{\Omega_{D-2}(D-2)} .$$  \hfill (A.22)
APPENDIX A. GEODESICS IN BLACK HOLE BACKGROUNDS

A.2 Null-Like Geodesics in a Einstein-Maxwell-dilaton Black Hole Background

We can consider black hole solutions in a theory with a graviton, dilaton and photon with an action given by \[ S = \int d^4x \sqrt{-g} \left( R - 2(\nabla \Phi)^2 - e^{-2\alpha \Phi} F^2 \right), \] (A.23)

where units have been taken such that \( \kappa = 1/\sqrt{2} \) and the spacetime dimension has been taken to be \( D = 4 \). The solution describing static, spherically-symmetric black holes in this theory is given by

\[
\begin{align*}
\gamma &= 1 - \alpha^2 + \frac{1}{1 + \alpha^2} \\
\frac{2M}{r_+} &= 1 - \frac{Q^2}{r_+} \\
\frac{2Q^2}{r_+} &= (1 + \gamma) r_+ r_-.
\end{align*}
\] (A.27)

Inverting the equations above we find that we can write,

\[
\begin{align*}
2M &= r_+ + \gamma r_- \\
2Q^2 &= (1 + \gamma) r_+ r_-.
\end{align*}
\] (A.24)

\[ e^{2\phi} = \left(1 - \frac{r_-}{r_+}\right)^{\sqrt{1 - \gamma^2}} \] (A.25)

\[ F_{tr} = \frac{Q}{r^2}, \] (A.26)

where \( \gamma = \frac{1 - \alpha^2}{1 + \alpha^2} \) and we define the various symbols introduced, which are related to the mass and charge of the black hole, via,

\[
\begin{align*}
\gamma &= 1 - \alpha^2 + \frac{1}{1 + \alpha^2} \\
\frac{2M}{r_+} &= 1 - \frac{Q^2}{r_+} \\
\frac{2Q^2}{r_+} &= (1 + \gamma) r_+ r_-.
\end{align*}
\] (A.27)

Inverting the equations above we find that we can write,

\[
\begin{align*}
2M &= r_+ + \gamma r_- \\
2Q^2 &= (1 + \gamma) r_+ r_-.
\end{align*}
\] (A.24)

\[ e^{2\phi} = \left(1 - \frac{r_-}{r_+}\right)^{\sqrt{1 - \gamma^2}} \] (A.25)

\[ F_{tr} = \frac{Q}{r^2}, \] (A.26)

where \( \gamma = \frac{1 - \alpha^2}{1 + \alpha^2} \) and we define the various symbols introduced, which are related to the mass and charge of the black hole, via,

\[
\begin{align*}
\gamma &= 1 - \alpha^2 + \frac{1}{1 + \alpha^2} \\
\frac{2M}{r_+} &= 1 - \frac{Q^2}{r_+} \\
\frac{2Q^2}{r_+} &= (1 + \gamma) r_+ r_-.
\end{align*}
\] (A.27)

Inverting the equations above we find that we can write,

\[
\begin{align*}
2M &= r_+ + \gamma r_- \\
2Q^2 &= (1 + \gamma) r_+ r_-.
\end{align*}
\] (A.24)

\[ e^{2\phi} = \left(1 - \frac{r_-}{r_+}\right)^{\sqrt{1 - \gamma^2}} \] (A.25)

\[ F_{tr} = \frac{Q}{r^2}, \] (A.26)

where \( \gamma = \frac{1 - \alpha^2}{1 + \alpha^2} \) and we define the various symbols introduced, which are related to the mass and charge of the black hole, via,

\[
\begin{align*}
\gamma &= 1 - \alpha^2 + \frac{1}{1 + \alpha^2} \\
\frac{2M}{r_+} &= 1 - \frac{Q^2}{r_+} \\
\frac{2Q^2}{r_+} &= (1 + \gamma) r_+ r_-.
\end{align*}
\] (A.27)

Inverting the equations above we find that we can write,

\[
\begin{align*}
2M &= r_+ + \gamma r_- \\
2Q^2 &= (1 + \gamma) r_+ r_-.
\end{align*}
\] (A.24)

\[ e^{2\phi} = \left(1 - \frac{r_-}{r_+}\right)^{\sqrt{1 - \gamma^2}} \] (A.25)

\[ F_{tr} = \frac{Q}{r^2}, \] (A.26)

where \( \gamma = \frac{1 - \alpha^2}{1 + \alpha^2} \) and we define the various symbols introduced, which are related to the mass and charge of the black hole, via,

\[
\begin{align*}
\gamma &= 1 - \alpha^2 + \frac{1}{1 + \alpha^2} \\
\frac{2M}{r_+} &= 1 - \frac{Q^2}{r_+} \\
\frac{2Q^2}{r_+} &= (1 + \gamma) r_+ r_-.
\end{align*}
\] (A.27)

Inverting the equations above we find that we can write,

\[
\begin{align*}
2M &= r_+ + \gamma r_- \\
2Q^2 &= (1 + \gamma) r_+ r_-.
\end{align*}
\] (A.24)

\[ e^{2\phi} = \left(1 - \frac{r_-}{r_+}\right)^{\sqrt{1 - \gamma^2}} \] (A.25)

\[ F_{tr} = \frac{Q}{r^2}, \] (A.26)

where \( \gamma = \frac{1 - \alpha^2}{1 + \alpha^2} \) and we define the various symbols introduced, which are related to the mass and charge of the black hole, via,

\[
\begin{align*}
\gamma &= 1 - \alpha^2 + \frac{1}{1 + \alpha^2} \\
\frac{2M}{r_+} &= 1 - \frac{Q^2}{r_+} \\
\frac{2Q^2}{r_+} &= (1 + \gamma) r_+ r_-.
\end{align*}
\] (A.27)

Inverting the equations above we find that we can write,

\[
\begin{align*}
2M &= r_+ + \gamma r_- \\
2Q^2 &= (1 + \gamma) r_+ r_-.
\end{align*}
\] (A.24)

\[ e^{2\phi} = \left(1 - \frac{r_-}{r_+}\right)^{\sqrt{1 - \gamma^2}} \] (A.25)

\[ F_{tr} = \frac{Q}{r^2}, \] (A.26)

where \( \gamma = \frac{1 - \alpha^2}{1 + \alpha^2} \) and we define the various symbols introduced, which are related to the mass and charge of the black hole, via,
metric, \( (A.24) \), that we are considering here as,

\[
0 = -\left(1 - \frac{r_+}{r} - \frac{r_-}{r} \right) \gamma \left( \frac{dt}{d\tau} \right)^2 + \left(1 - \frac{r_+}{r} \right)^{-1} \left(1 - \frac{r_-}{r} \right)^{-\gamma} \left( \frac{dr}{d\tau} \right)^2 + r^2 \left(1 - \frac{r}{r} \right)^{1-\gamma} \left( \frac{d\phi}{d\tau} \right)^2 .
\]  

(A.30)

As in this previous subsection, the metric we are considering here is independent of both \( t \) and \( \phi \) and so we have two constants of the motion which are given by,

\[
-E = -\left(1 - \frac{r_+}{r} - \frac{r_-}{r} \right) \gamma \left( \frac{dt}{d\tau} \right) ,
\]  

(A.31)

\[
J = r^2 \left(1 - \frac{r_-}{r} \right)^{1-\gamma} \left( \frac{d\phi}{d\tau} \right) .
\]  

(A.32)

Substituting for all the relevant quantities in (A.30) and solving for \( d\phi/dr \) we find that the deflection angle is given by,

\[
\Phi + \pi = 2 \int_{r_0}^{\infty} dr \frac{1}{r^2 \left(1 - \frac{r}{r} \right)^{1-\gamma}} \left[ \frac{1 - \frac{r_+}{r}}{r_0^2 \left(1 - \frac{r}{r_0} \right)^{1-\gamma}} - \frac{1 - \frac{r_+}{r} (1 - \frac{r_-}{r})}{r^2 \left(1 - \frac{r_-}{r} \right)^{1-\gamma}} \right]^{-\frac{1}{2}} .
\]  

(A.33)

We want to solve this integral as an expansion in \( 1/r_0 \) as we have done in the previous subsection, so expanding the integrand in powers of \( 1/r_0 \) up to third order we have,

\[
\Phi + \pi = 2 \int_0^1 du \left[ (1 - \frac{r_+}{r_0}) \left(1 - \frac{r_-u}{r_0} \right) \left( \frac{r_0 - r_-}{r_0 - r_-u} \right)^{2\gamma-1} - u^2 \left(1 - \frac{r_+u}{r_0} \right) \left(1 - \frac{r_-u}{r_0} \right)^{-\frac{1}{2}} \right] .
\]  

(A.34)

where we have explicitly solved for the relevant integrals and found,

\[
\int_0^1 du A_1(u) = 2M ,
\]  

(A.36)

\[
\int_0^1 du A_2(u) = \sqrt{\frac{(\gamma + 1)M^2 - 2\gamma Q^2}{(\gamma + 1)M^2}} M^2 \left( \frac{\pi}{16\gamma^2} - \frac{1}{\gamma} - \frac{\pi}{16} + 1 \right).
\]  

(A.37)
\[ \int_0^1 du A_3(u) = \frac{M}{48\gamma^3} (\gamma - 1) \sqrt{\frac{(\gamma + 1)M^2 - 2\gamma Q^2}{(\gamma + 1)M^2}} \left(2M^2 (3\pi (17\gamma^2 + \gamma - 1) 
+ 4\gamma(1 - 23\gamma)) + \gamma Q^2 (32\gamma + \pi(3 - 21\gamma)) \right) 
+ \frac{M}{48\gamma^3(\gamma + 1)} \left(3\gamma(\pi Q^2(\gamma + 1) (23\gamma - 14)\gamma + 3) 
- 8\gamma(\gamma(19\gamma + 10) - 1)) - 2M^2(\gamma + 1)(3\pi((\gamma(47\gamma - 16) - 2)\gamma + 1) 
- 4\gamma((145\gamma - 24)\gamma + 1)) \right) . \] 
(A.37)

Note that we have rewritten the results for the integrals in terms of the black hole mass and charge. We would like to further write this result in terms of the impact parameter \( b \) and so we must identify the relation between \( r_0 \) and \( b \) as we have also done in the previous subsection. We find that up to third order,

\[ r_0 \approx b + \frac{2\gamma^2 M \sqrt{1 - \frac{2\gamma Q^2}{(\gamma + 1)M^2}} - 2\gamma M \sqrt{1 - \frac{2\gamma Q^2}{(\gamma + 1)M^2}} - 6\gamma^2 M + 2\gamma M}{4\gamma^2} 
+ \frac{-7\gamma^2 M^2 + \gamma^2 M^2 \sqrt{1 - \frac{2\gamma Q^2}{(\gamma + 1)M^2}} - M^2 \sqrt{1 - \frac{2\gamma Q^2}{(\gamma + 1)M^2}} + M^2 + 3\gamma^2 Q^2 - \gamma Q^2}{4b\gamma^2} . \] 
(A.38)

Substituting this and expanding as appropriate we find,

\[ \Phi = \frac{4M}{b} + \frac{1}{b^2} \frac{\pi}{8\gamma^2} \left( M^2 \left( \gamma^2 \left( - \left( \sqrt{\frac{(\gamma + 1)M^2 - 2\gamma Q^2}{(\gamma + 1)M^2}} - 31 \right) \right) \right) 
+ \sqrt{\frac{(\gamma + 1)M^2 - 2\gamma Q^2}{(\gamma + 1)M^2}} - 1 \right) + \gamma(1 - 7\gamma)Q^2 \right) 
- \frac{1}{b^3} \frac{4}{3\gamma^2} \left( M \left( -34\gamma^2 M^2 + 2\gamma^2 M^2 \sqrt{1 - \frac{2\gamma Q^2}{(\gamma + 1)M^2}} - \gamma^2 Q^2 \sqrt{1 - \frac{2\gamma Q^2}{(\gamma + 1)M^2}} \right) 
- 2M^2 \sqrt{1 - \frac{2\gamma Q^2}{(\gamma + 1)M^2}} + \gamma Q^2 \sqrt{1 - \frac{2\gamma Q^2}{(\gamma + 1)M^2}} + 2M^2 + 15\gamma^2 Q^2 - 3\gamma Q^2 \right) \right) 
+ \ldots . \] 
(A.40)

We can check this result by computing the \( \gamma = 1 \) case which corresponds to a Reissner–Nordstrom black hole. Choosing \( \gamma = 1 \) above we find,

\[ \Phi \approx \frac{4M}{b} + \frac{15\pi}{4 \ b^2} - \frac{3\pi Q^2}{4 \ b^2} + \frac{128M^3}{3b^3} - \frac{16M Q^2}{b^3} , \] 
(A.41)

as expected for a Reissner–Nordstrom black hole \[157][158].
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We can also compute the relevant deflection angle in the Kaluza-Klein case by setting $\gamma = -1/2$ (equivalently $\alpha = \sqrt{3}$). In this case we find that the deflection angle is given by,

$$\Phi \approx \frac{4M}{b} + \frac{3}{8} \frac{1}{b^2} \left( \pi M^2 \left( \sqrt{1 + \frac{2Q^2}{M^2}} + 9 \right) - 3\pi Q^2 \right) + \frac{1}{b^3} \left( 4MQ^2 \left( \sqrt{2Q^2/M^2} + 1 - 7 \right) + M^3 \left( 8\sqrt{2Q^2/M^2} + 1 + \frac{104}{3} \right) \right). \quad (A.42)$$

A.3 Null-Like Geodesics in a Kerr Background

The metric for a Kerr black hole is given by,

$$ds^2 = - \left( 1 - \frac{R_s r}{\Sigma} \right) dt^2 + \frac{\Sigma}{\Delta} dr^2 + \Sigma d\theta^2 + \left( r^2 + a^2 + \frac{R_s r a^2}{\Sigma} \right) \sin^2 \theta d\phi^2 - \frac{2R_s r a \sin^2 \theta}{\Sigma} dtd\phi, \quad (A.43)$$

where we have defined,

$$R_s = 2G_N M \quad (A.44)$$
$$a = \frac{J}{M} \quad (A.45)$$
$$\Sigma = r^2 + a^2 \cos^2 \theta \quad (A.46)$$
$$\Delta = r^2 - R_s r + a^2. \quad (A.47)$$

We will be calculating null-like geodesics in the equatorial plane for computational simplicity. Note however that unlike the previous two subsections there is no spherical symmetry and we can therefore not generalise these results for general $\theta$. Taking $\theta = \pi/2$ yields,

$$ds^2 = - \left( 1 - \frac{R_s}{r} \right) dt^2 + \frac{r^2}{\Delta} dr^2 + \left( r^2 + a^2 + \frac{R_s a^2}{r} \right) d\phi^2 - \frac{2R_s a}{r} dtd\phi. \quad (A.48)$$

Since the metric is independent of $t$ and $\phi$ we have at least two constants of the motion. These are,

$$-E = - \left( 1 - \frac{R_s}{r} \right) \frac{dt}{dr} - \frac{R_s a}{r} \frac{d\phi}{dr}, \quad (A.49)$$
$$J = \left( r^2 + a^2 + \frac{R_s a^2}{r} \right) \frac{d\phi}{dr} - \frac{R_s a}{r^2} \frac{dt}{dr}. \quad (A.50)$$
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As before we use \((A.2)\) to calculate the null-like geodesics in the metric given by \((A.43)\) and in this case we find,

\[
0 = -\left(1 - \frac{R_s}{r}\right) \left(\frac{dt}{d\tau}\right)^2 + \frac{\Delta}{\Delta(\Delta)} \left(\frac{dr}{d\tau}\right)^2 + \left(r^2 + a^2 + \frac{R_s}{r}(a - b)^2\right) \left(\frac{d\phi}{d\tau}\right)^2 - \frac{2R_s a}{r} \frac{dt}{d\tau} \frac{d\phi}{d\tau}.
\]

Substituting for the constants of the motion and solving for \(d\phi/dr\) we get,

\[
\frac{d\phi}{dr} = \frac{b}{a^2 + r(r - R_s)} \left((a^2 - b^2 + r^2) + \frac{R_s}{r}(a - b)^2\right)^{-\frac{1}{2}},
\]

where we have used that \(J = Eb\) for null-like geodesics. Note that this equation has been checked for \(a = 0\) in which case it reduces to the Schwarzschild version of this equation as expected. The point of closest approach, \(r_0\), is related to the impact parameter by,

\[
\frac{dr}{d\tau}\bigg|_{r=r_0} \Rightarrow b = \frac{\sqrt{r_0^2(a^2 + r_0^2 - R_s r_0) - a R_s}}{r - R_s}.
\]

Substituting this into \((A.52)\) we find,

\[
\frac{d\phi}{dr} = \frac{a(r - r_0) R_s + r_0(R_s - r)\sqrt{a^2 + r_0(r - R_s)} \left[\frac{r - r_0}{r(r_0 - R_s)^2} \times \right.}{(r_0 - R_s)(a^2 + r(r - R_s))} \\
\left. \right\} \left(r^2(r_0 - R_s)^2 + r r_0(r_0 - R_s)^2 + R_s(-2a^2 r_0 + r_0^2(-r_0 + R_s)) \\
+ 2a R_s r_0 \sqrt{a^2 + r_0^2} - r_0 R_s\right)^{-\frac{1}{2}}.
\]

As before we can use the substitution \(u = r_0/r\) and expand in powers of \(1/r_0\). We can then write the deflection angle up to third order as,

\[
\Phi + \pi = 2 \left(\int_0^1 du \frac{1}{\sqrt{1 - u^2}} + \int_0^1 du A_1(u) \left(\frac{1}{r_0}\right) + \int_0^1 du A_2(u) \left(\frac{1}{r_0}\right) + \int_0^1 du A_3(u) \left(\frac{1}{r_0}\right) + \ldots\right),
\]

where we have found,

\[
\int_0^1 du A_1(u) = R_s,
\]

\[
\int_0^1 du A_2(u) = \frac{1}{32} R_s ((15\pi - 16)R_s - 32a),
\]

\[
\int_0^1 du A_3(u) = \frac{1}{96} R_s (48a^2 + 24(8 - 5\pi) a R_s + (244 - 45\pi) R_s^2),
\]
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We can then write the angle as,

\[ \Phi = \frac{2R_s}{r_0} + \frac{1}{r_0^2} \left( -aR_s + \frac{(15\pi - 16)}{32} R_s^2 \right) + \frac{1}{r_0^3} \left( \frac{a^2 R_s}{2} + \frac{(8 - 5\pi)aR_s^2}{4} + \frac{(244 - 45\pi)R_s^3}{96} \right) + \ldots . \]  
(A.59)

We now need to find the relation between \( r_0 \) and the impact parameter \( b \) in order to be able to express the equation above in terms of \( b \). We find that up to third order,

\[ r_0 \approx b - \frac{R_s}{2} + \frac{1}{6} \left( \frac{a^2}{2} + aR_s - \frac{3R_s^2}{8} \right) . \]  
(A.60)

Now substituting this into (A.59) we can express the deflection angle in terms of impact parameter \( b \) after an appropriate expansion. Doing so we find,

\[ \Phi = \frac{2R_s}{b} + \frac{1}{b^2} \left( -2aR_s + \frac{15\pi}{16} R_s^2 \right) + \frac{1}{b^3} \left( 2a^2 R_s - \frac{5\pi}{2} aR_s^2 + \frac{16}{3} R_s^3 \right) + \ldots . \]  
(A.61)

We see that the expression above agrees with known results \[167\].
Appendix B

Auxiliary Integrals

In this appendix we will give results for various sub-integrals which appear in chapter 3. In section 3.1.1 we find integrals such as,

\[
\hat{I}^{(a)}_{t_2} = \int_{-\infty}^{\infty} dt_2 dt_4 |t_2|^{2m} |t_4|^{2n} \exp\left[ -\frac{(t_2 t_4)}{T_0} \left( \frac{m_1^2}{\tilde{k}^2} \frac{\tilde{k}^2}{m_2^2} \right) \right] \left( t_2 \right) \\
= \frac{\sqrt{\pi T_0}}{m_2} \left( \frac{m_2^2 T_0}{m_1^2 m_2^2 - k_4} \right)^{m+n+\frac{1}{2}} \Gamma \left( m + n + \frac{1}{2} \right), \tag{B.1}
\]

\[
\hat{I}^{(b)}_{t_2} = \int_{-\infty}^{\infty} dt_2 dt_4 |t_2|^{2m} |t_4|^{2n} \exp\left[ -\frac{(t_2 t_4)}{T_0} \left( \frac{m_1^2}{\tilde{k}^2} \frac{\tilde{k}^2}{m_2^2} \right) \right] \left( t_2 \right) \\
= \frac{T_0^{m+n+1}}{m_1^{2m+1} m_2^{2n+1}} \Gamma \left( m + \frac{1}{2} \right) \Gamma \left( n + \frac{1}{2} \right) \Gamma \left( \frac{1}{2} \right)^{2} \times \left( m_2 m_2 - k_4 \right)^{m+n+\frac{1}{2}} \right) \left( t_2 \right) \\
= \frac{\tilde{k}^2 \sqrt{\pi T_0}}{m_2^3} \left( \frac{m_2^2 T_0}{m_1^2 m_2^2 - k_4} \right)^{m+n+\frac{1}{2}} \Gamma \left( m + \frac{3}{2} \right), \tag{B.2}
\]

and similarly we find,

\[
\hat{I}^{(a)}_{t_4} = \int_{-\infty}^{\infty} dt_2 dt_4 |t_4|^{2m} |t_4|^{2n} \exp\left[ -\frac{(t_2 t_4)}{T_0} \left( \frac{m_1^2}{\tilde{k}^2} \frac{\tilde{k}^2}{m_2^2} \right) \right] \left( t_2 \right) 
\]
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\[
\hat{I}_{t_4}^{(b)} = \int_{-\infty}^{\infty} dt_2 dt_4 \left[ \frac{m_1^2 T_0}{\tilde{k}^2 m_2^2} \right]^{m+n+\frac{1}{2}} \frac{m_1^2 T_0}{\tilde{k}^2 m_2^2} \Gamma \left( m + n + \frac{1}{2} \right),
\]

\[
\hat{I}_{t_4}^{(c)} = \int_{-\infty}^{\infty} dt_2 dt_4 \left[ \frac{m_1^2 T_0}{\tilde{k}^2 m_2^2} \right]^{m+n+\frac{1}{2}} \frac{m_1^2 T_0}{\tilde{k}^2 m_2^2} \Gamma \left( m + n + \frac{3}{2} \right).
\]

Note that we have assumed that \( n, m \) are even for all the expressions above, the integrals yield zero otherwise. For two absolute values we can have the integral,

\[
\hat{I}_{t_2,t_4} = \int_{-\infty}^{\infty} dt_2 dt_4 |t_2 t_4|^{2m} \exp \left[ -\frac{(t_2 t_4)}{T_0} \left( \frac{m_1^2}{\tilde{k}^2 m_2^2} \right) \right],
\]

which appears at subleading order in (3.17). We can perform an integral of the form above by expanding,

\[
e^{-\frac{t_2 t_4}{T_0} \tilde{k}^2} = \sum_{n=0}^{\infty} \frac{1}{(2n)!} \left( \frac{t_2 t_4}{T_0} \tilde{k}^2 \right)^n + \text{odd terms},
\]

where we have focused only on even terms as they are the only ones that can contribute to the integral. We therefore have,

\[
\hat{I}_{t_2,t_4} = \int_{0}^{\infty} dt_2^2 dt_4^2 \sum_{n=0}^{\infty} \frac{1}{(2n)!} \left( \frac{t_2^2 t_4}{T_0^2} \tilde{k}^4 \right)^n e^{-m_1^2 \tilde{k}^2 T_0} e^{-m_2^2 \tilde{k}^2 T_0}
\]

\[
= \int_{0}^{\infty} dx_2 dx_4 e^{-x_2 - x_4} \frac{T_0^2}{m_1^2 m_2^2} \sum_{n=0}^{\infty} \frac{x_2^n x_4^n}{(2n)!} \left( \frac{4 \tilde{k}^4}{m_1^2 m_2^2} \right)^n
\]

\[
= \frac{T_0^2}{m_1^2 m_2^2} \sum_{n=0}^{\infty} \frac{(n!)^2}{(2n)!} \left( \frac{4 \tilde{k}^4}{m_1^2 m_2^2} \right)^n
\]
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The only non-trivial sub-integral needed for the triangle integrals in section 3.1.2 is

\[ \hat{I}_{t_2, t_4} = \frac{T_0^2}{m_1^2 m_2^2 - k^4} + \frac{T_0^2 \hat{k}^2}{(m_1^2 m_2^2 - k^4)^{3/2}} \arctan \left( \frac{\hat{k}^2}{\sqrt{m_1^2 m_2^2 - k^4}} \right) \]  \tag{B.9} 

We also need the following integrals which can be solved in a similar way,

\[ \hat{I}_{t_2, t_4}^{(a)} = \int_{-\infty}^{\infty} dt_2 dt_4 |t_2 t_4| t_2^2 \exp \left[ -\frac{(t_2 t_4)}{T_0} \left( \frac{m_1^2 \hat{k}^2}{k^2} \right) \left( \frac{t_2}{t_4} \right) \right] \]
\[ = \frac{T_0^2 (\hat{k}^4 + 4 m_1^2 m_2^2)}{2 m_1^2 (m_1^2 m_2^2 - \hat{k}^4)^{3/2}} - \frac{3 T_0^3 \hat{k}^2 m_1^2 m_2^2}{2 m_2^2 (m_1^2 m_2^2 - \hat{k}^4)^{3/2}} \arctan \left( \frac{\hat{k}^2}{\sqrt{m_1^2 m_2^2 - \hat{k}^4}} \right) \]  \tag{B.10} 

\[ \hat{I}_{t_2, t_4}^{(b)} = \int_{-\infty}^{\infty} dt_2 dt_4 |t_2 t_4| t_2^2 \exp \left[ -\frac{(t_2 t_4)}{T_0} \left( \frac{m_1^2 \hat{k}^2}{k^2} \right) \left( \frac{t_2}{t_4} \right) \right] \]
\[ = \frac{T_0^3 (\hat{k}^4 + 4 m_1^2 m_2^2)}{2 m_2^2 (m_1^2 m_2^2 - \hat{k}^4)^{3/2}} - \frac{3 T_0^3 \hat{k}^2 m_1^2 m_2^2}{2 m_2^2 (m_1^2 m_2^2 - \hat{k}^4)^{3/2}} \arctan \left( \frac{\hat{k}^2}{\sqrt{m_1^2 m_2^2 - \hat{k}^4}} \right) \]  \tag{B.11} 

\[ \hat{I}_{t_2, t_4}^{(c)} = \int_{-\infty}^{\infty} dt_2 dt_4 |t_2 t_4| t_2 t_4 \exp \left[ -\frac{(t_2 t_4)}{T_0} \left( \frac{m_1^2 \hat{k}^2}{k^2} \right) \left( \frac{t_2}{t_4} \right) \right] \]
\[ = \frac{-3 T_0^3 \hat{k}^2}{2 (m_2^2 m_2^2 - \hat{k}^4)^{3/2}} - \frac{T_0^3 (2 \hat{k}^2 + m_1^2 m_2^2)}{2 (m_2^2 m_2^2 - \hat{k}^4)^{3/2}} \arctan \left( \frac{\hat{k}^2}{\sqrt{m_1^2 m_2^2 - \hat{k}^4}} \right) \]  \tag{B.12} 

The only non-trivial sub-integral needed for the triangle integrals in section 3.1.2 is given by,

\[ \hat{I}_{t_3} = \int_0^{\infty} dt_3 \exp \left[ -\frac{m_1^2 t_3^2}{T_0^2} \right] |t_3| t_3^n \]
\[ = \frac{1}{2} m_1^{-n-2} T_0^2 \Gamma \left( \frac{n}{2} + 1 \right) \]  \tag{B.13}
Appendix C

Exponentiation of Tree Level Amplitude on $\mathbb{R}^{1,3} \times S^1$

In this appendix we will show that by calculating the leading contribution to the one-loop amplitude on $\mathbb{R}^{1,3} \times S^1$ we can show the first signs of exponentiation of the tree-level amplitude in Kaluza-Klein theory as discussed in chapter 5. We will keep the spacetime dimensions general but will have to restrict to $D = 5$ later in the calculation. We will compute the one-loop amplitude in the ultra-relativistic limit but the results should easily extend to the case where both Kaluza-Klein masses are kept large.

The method we use is the standard one of introducing Schwinger parameters $t_i$ corresponding to the 4 internal propagators of the box diagram as we have done in chapter 3. Starting from the expression for the one-loop amplitude in normal flat space calculated in section 6.1.2 using (5.5) and making a change of variables from $t_i$ to $T, t_2, t_3, t_4$ where $T = \sum t_i$ we can express the one-loop amplitude in the ultra-relativistic limit as,

$$
iA_2(D - 1, R) = 4i\kappa^4(s')^2 \frac{1}{(2\pi)^{D-1}} \int_0^\infty dT \prod_{i=2}^4 \int_0^\infty dt_i \times \int \frac{d^{D-1}q'}{(2\pi)^{D-1}} \frac{1}{2\pi R} \sum_{n \in \mathbb{Z}} e^{-T(q + A/2T)^2},$$

where we use the notation $(q + A/2T)^2 = (q' + A'/2T)^2 + (n/R + A_s/2T)^2$ with $q = (q', n/R)$ being the loop momentum on $\mathbb{R}^{1,D-2} \times S^1$ and $A = (A', A_s)$ with

$$A' = (-2p'_2t_2 - 2p'_1t_2 - 2p'_1t_3 + 2p'_2t_4)

A_s = \frac{1}{R}(-2n_3t_2 - 2n_1t_2 - 2n_1t_3 + 2n_2t_4).$$

The integral over the $q'$ momenta is just a Gaussian integral and can be easily per-
formed,
\[ iA_2(D-1, R) = \frac{4i\kappa^4(s^2)^2}{2\pi R} \frac{\pi^{D-1}}{(2\pi)^D-1} \int_0^\infty dT T^{-\frac{D-1}{2}} \prod_{i=2}^4 \int_0^\infty dt_i \]
\[ \times \sum_{n \in \mathbb{Z}} e^{-T(n/R+A_i/2T)^2} e^{\int f_{i} + t_2 t} , \]  \hfill (C.3)

where we have defined, \( f = t(-t_2^2 - t_2 t_3 - t_2 t_4) + t_3 t_4 s \). Changing to new variables \( \alpha_i \equiv t_i/T \),
\[ iA_2(D-1, R) = \frac{4i\kappa^4(s^2)^2}{2\pi R} \frac{\pi^{D-1}}{(2\pi)^D-1} \int_0^\infty dT T^{-\frac{D-1}{2}} \prod_{i=2}^4 \int_0^\infty d\alpha_i \]
\[ \times \sum_{n \in \mathbb{Z}} e^{-T(n/R+\tilde{A}_s)^2} e^{\tilde{f} t} , \]  \hfill (C.4)

with \( \tilde{A}_s = (-n_3 \alpha_2 - n_1 \alpha_2 - n_1 \alpha_3 + n_2 \alpha_4)/R \) and \( \tilde{f} = t(-\alpha_2^2 - \alpha_2 \alpha_3 - \alpha_2 \alpha_4) + \alpha_3 \alpha_4 s + \alpha_2 t \). If we combine the \( n \) independent terms that multiply \( T \) in the exponential term in (C.4), we find after some algebra that this can be expressed as,
\[ - \alpha_2^2 t' - \alpha_2 \alpha_3 (t' - (n_3 + n_1)^2/R^2 + n_1(n_4 + n_3)/R^2) - \alpha_2 \alpha_4 (t' - (n_3 + n_1)^2/R^2) \]
\[ - n_2(n_3 + n_1)/R^2 - \alpha_3^2 n_1^2/R^2 - \alpha_4^2 n_2^2/R^2 - \alpha_3 \alpha_4 (n_1^2/R^2 + n_2^2/R^2) \]
\[ + \alpha_3 \alpha_4 \tilde{s}' + \alpha_4 t' - \alpha_2 (n_3 + n_1)^2/R^2 . \]  \hfill (C.5)

The original high energy limit \( s \to \infty \) with \( t \) kept fixed, can be understood in the compactified case as the limit \( s' \to \infty \) with \( t' \) fixed and the Kaluza-Klein momenta \( n_i/R, i = 1 \ldots 4 \) fixed. Now in the \( s' \to \infty \) limit, the only non-vanishing contributions in the \( \alpha_3, \alpha_4 \) integrals come from the regions \( \alpha_3, \alpha_4 \to 0 \) so as to keep the term in the exponential from diverging. These integrals may then be solved after a Wick rotation in \( \mathbb{R}^{1,D-2} \) which yield Gaussian integrals resulting in a factor \( \frac{\pi}{2T \sqrt{-E_e^2}} \) where \( E_e' \) is the corresponding energy in Euclidean space. Combining these results we find that the amplitude then reduces to,
\[ iA_2(D-1, R) = \frac{4i\kappa^4(s^2)^2}{2\pi R} \frac{\pi^{D-1}}{(2\pi)^D-1} \int_0^\infty dT T^{-\frac{D-1}{2}} \int_0^\infty d\alpha_2 \sum_{n \in \mathbb{Z}} \]
\[ \times e^{-T(t'\alpha_2(1-\alpha_2)+\alpha_2(n_3+n_1)^2/R^2+n_2^2/R^2+2\alpha_2 n_3 (n_3+n_1)/R^2)} . \]  \hfill (C.6)

We now wish to transform the amplitude to impact parameter space to check that the result is equivalent to the square of the tree-level diagram in impact parameter space, as
we find that the impact space expression for the one-loop amplitude \( \bar{A}_2(D-1, R) \) is given by,

\[
i\bar{A}_2(D-1, R) = \frac{1}{2s} \int \frac{d^{D-3}q'}{(2\pi)^{D-3}} e^{iq'b'} \frac{1}{2\pi R} \sum_{n_1+n_3 \in \mathbb{Z}} e^{ib_s(n_1+n_3)/R} i\bar{A}_2(D-1, R), \tag{C.7}
\]

which we can see by combining (5.6) with (5.5). The integration over the angular variables in the momentum integral \( \int d^{D-3}q' \) can be carried out yielding a Bessel function of the first kind,

\[
i\bar{A}_2(D-1, R) = -\frac{4\kappa^4(s^2)^2}{(2\pi)^{D-1}} \frac{\pi^{D-1}}{2} (2\pi)^{D-2} \frac{1}{(2\pi)^{D-1}} (b')^{\frac{5-D}{2}}
\times \frac{1}{(2\pi R)^2} \int_0^1 d\alpha T \frac{5-D}{2} \int_0^1 d\alpha_2 \sum_{m,n \in \mathbb{Z}} e^{imb_s/R} e^{-imbs/R}
\times \left( \int_0^\infty dq' e^{-Tq'^2\alpha_2(1-\alpha_2)} (q')^{\frac{D-3}{2}} J_{\frac{D-3}{2}}(q'b') \right) e^{-T\left(\alpha_2 \frac{m^2}{R^2} + (1-\alpha_2) \frac{n^2}{R^2}\right)} \tag{C.8}
\]

The integration over the remaining momentum magnitude, \( q' \), can be performed using the result for the integral \[142\],

\[
\int_0^\infty e^{-\alpha x^2} x^{\nu+1} J_\nu(\beta x) dx = \frac{\beta^\nu}{(2\alpha)^{\nu+1}} e^{-\beta^2/4\alpha}, \tag{C.9}
\]

where in our case we have \( \alpha = T\alpha_2(1-\alpha_2), \nu = \frac{D-5}{2}, \beta = b' \). We then find,

\[
i\bar{A}_2(D-1, R) = -\frac{\pi^{D-1}}{(2\pi)^{D-2}} \frac{1}{(2\pi)^{D-1}} 4\kappa^4(s^2)^2 \sum_{m,n \in \mathbb{Z}} e^{imb_s/R} e^{-imbs/R}
\times \left( T \right)^{\frac{5-D}{2}} \frac{1}{(T)^{\frac{D-3}{2}}} \frac{1}{(\alpha_2(1-\alpha_2))^{\frac{D-3}{2}}} e^{-b'^2/4T} e^{-\frac{T}{R^2}\left(\frac{m^2}{1-\alpha_2} + \frac{n^2}{\alpha_2}\right)}.
\]

To perform the integration over \( \alpha_2 \) it is convenient to make the change of variables, \( u = \frac{\alpha_2}{1-\alpha_2} \), leading to,

\[
I_1 = \int_0^1 d\alpha_2 e^{-\frac{T}{R^2}\left(\frac{m^2}{1-\alpha_2} + \frac{n^2}{\alpha_2}\right)} = e^{-\frac{T}{R^2}\left(m^2+n^2\right)} \int_0^\infty du \frac{(1+u)^{\frac{5-D}{2}}}{u^{\frac{D-3}{2}}} e^{-\frac{T}{R^2}\left(m^2u + \frac{n^2}{u}\right)}. \tag{C.10}
\]
From [142] we find the following integral identity,
\[ \int_0^\infty x^{\nu-1} e^{-\beta x/4 - \gamma x} \, dx = \left( \frac{\beta}{\gamma} \right)^{\frac{\nu}{2}} K_\nu(\sqrt{\beta \gamma}) . \] (C.11)

Although the remaining integration over \( u \) that we need to perform is not quite in this form for arbitrary \( D \) it is for \( D = 5 \). So taking \( D = 5 \) we find,
\[ \mathcal{I}_1 = K_0 \left( \sqrt{\frac{2nm\hat{T}}{R^2}} \right) . \] (C.12)

Putting all of the above together we find that the one-loop amplitude for \( D = 5 \) becomes,
\[ i\tilde{A}_2(D-1,R)|_{D=5} = -\frac{\pi^3}{(2\pi)^5} \frac{1}{(2s')^2} \frac{4\kappa^4(s'^2)^2}{(2\pi R)^2} \sum_{m,n \in \mathbb{Z}} e^{imb_s/R-inb_s/R} \]
\[ \times \int_0^\infty \frac{dT'}{2T'} e^{-\frac{T'}{2}-\frac{T'}{T} \left( m^2 + n^2 \right) K_0 \left( \sqrt{\frac{2nm\hat{T}}{R^2}} \right)} \] . (C.13)

An interesting integral identity involving Bessel K-functions is the so called 'duplicating' relation [142],
\[ \int_0^\infty e^{-\frac{x^2}{4} - \frac{1}{\pi} (z^2 + \omega^2) K_\nu \left( \frac{z\omega}{x} \right)} \frac{dx}{x} = 2K_\nu(z) K_\nu(\omega) . \] (C.14)

To make use of this identity we need to perform the change of variables \( \hat{T} = 1/T \) and then \( T' = \frac{\sqrt{2T}}{z} \hat{T} \). Performing these substitutions we then have,
\[ i\tilde{A}_2(D-1,R)|_{D=5} = -\frac{\pi^3}{(2\pi)^5} \frac{\kappa^4 s'^2}{(2\pi R)^2} \sum_{m,n \in \mathbb{Z}} e^{imb_s/R-inb_s/R} \]
\[ \times \int_0^\infty \frac{dT'}{T'} e^{-\frac{T'}{2} - \frac{T'}{T} \left( m^2 + n^2 \right) K_0 \left( \frac{nmb'^2}{T' R^2} \right)} \] . (C.15)

Now using the identity given in (C.14) with \( z^2 = \frac{m^2 b'^2}{R^2} \) and \( \omega^2 = \frac{n^2 b'^2}{R^2} \) (and \( z = +\sqrt{z^2} = \frac{|mb'|}{R}, \omega = +\sqrt{\omega^2} = \frac{|nb'|}{R} \)), we arrive at the final form of \( \tilde{A}_2(D-1,R)|_{D=5} \),
\[ i\tilde{A}_2(D-1,R)|_{D=5} = -\frac{\pi^3}{(2\pi)^5} \frac{\kappa^4 s'^2}{(2\pi R)^2} \sum_{m,n \in \mathbb{Z}} e^{imb_s/R-inb_s/R} K_0 \left( |mb'|/R \right) K_0 \left( |nb'|/R \right) \]
\[ = -\frac{1}{2} \left( \frac{s'\kappa^2}{4\pi} \sum_{m \in \mathbb{Z}} e^{imb_s/R} K_0 \left( \frac{|mb'|}{R} \right) \right)^2 \]
where we have used the ultra relativistic form of the tree-level scattering amplitude (5.9), for which $s'$ is much greater than the Kaluza-Klein masses of the scattering particles. This result corroborates our intuition that the eikonal exponentiates into a phase as suggested earlier. Note that although we have taken the ultra-relativistic limit for simplicity this result should extend beyond the ultra-relativistic case.
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