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Abstract—Conditional image generation (CIG) is a widely studied problem in computer vision and machine learning. Given a class, CIG takes the name of this class as input and generates a set of images that belong to this class. In existing CIG works, for different classes, their corresponding images are generated independently, without considering the relationship among classes. In real-world applications, classes are organized into a hierarchy and their hierarchical relationships are informative for generating high-fidelity images. In this paper, we aim to leverage class hierarchy for conditional image generation. We propose two ways of incorporating class hierarchy: prior control and post constraint. In prior control, we first encode the class hierarchy, then feed it as a prior into a conditional generator to generate images. We propose a novel hierarchy-aware embedding approach where similarities between embeddings are encouraged to be consistent with tree distances between classes, by minimizing log-determinant matrix divergence. In post constraint, after images are generated, we measure their consistency with the class hierarchy and use the consistency score to guide the training of the generator. To alleviate overfitting in training hierarchical classifiers, we propose self-supervised regularization (SSR), a data-dependent regularization approach based on self-supervised learning (SSL) task to regularize the classification task, by jointly minimizing the SSL loss and classification loss. Experiments on various datasets demonstrate the effectiveness of our proposed methods.
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I. INTRODUCTION

CONDITIONAL image generation (CIG) [1] refers to the task of generating a set of images given a class label, where the generated images are aimed to be from this class. CIG has broad applications such as data augmentation [2], [3], style transfer [4], [5], and image synthesis [6], [7], to name a few. In this work, we consider the problem of generating image sets given a collection of classes: for each class, generate a set of images belonging to this class. For example, given a set of animal classes including tiger, cat, snake, etc., we would like to generate a set of tiger images, a set of cat images, and so on. Existing CIG methods treat these classes as independent and generate a set of images for each class individually without considering their relationships. In real world applications, classes are typically organized into a hierarchy where children of a node represent the sub-classes of a class. The hierarchical relationship between classes provides very valuable semantic clues for generating more realistic images. One clue could be: if we know class $A$ has smaller tree distance with $B$ than $C$, then the images of class $A$ should be more visually and semantically similar to $B$ than $C$. For example, in the oncology of animals, tiger is closer to cat than snake; therefore tiger images should be more similar to cat images than to snake images. Another clue could be: if class $A$ is a descendant of class $B$, then the images of class $A$ should inherit the visual and semantic attributes of class $B$. For instance, tiger and cat are both under the class of mammal; therefore the generated images for tiger and cat should share the attributes of mammal, such as having hair or fur. Such prior knowledge derived from class hierarchy should be incorporated into generative models to guide image generation.

In this work, we aim to leverage class hierarchy for image generation and develop a generative model—TreeGAN to achieve this goal. The input of TreeGAN is a hierarchy of classes and the output is a collection of image sets, one set of images for each class in the hierarchy. In TreeGAN, we propose two ways for incorporating class hierarchy: prior control and post constraint. These two ways can be used simultaneously. In prior control, the hierarchical relationship among classes is encoded and fed into a generative model to generate images. The generation process is guided by the encoded hierarchical relationship to produce images that are consistent with the class hierarchy. To learn hierarchy-aware class embeddings, we propose a novel embedding approach which encourages the similarities of class embeddings to be consistent with tree distances of classes, based on minimizing log-determinant matrix divergence [9]. In post constraint, after images are generated, they are fed into a hierarchical classifier trained on real images in the class hierarchy to check whether the generated images are compatible with the class hierarchy. The compatibility score provides feedback to image generators to avoid generating hierarchy-incompatible images. To alleviate overfitting in training hierarchical classifiers, we propose self-supervised regularization (SSR), a data-dependent regularization approach based on self-supervised learning (SSL) [10], [11]. In SSR, classification task and SSL task are performed simultaneously. The SSL task is unsupervised, which is defined purely on input images without using any human-provided labels. Training a model using the SSL task can prevent the model from being overfitted to the limited number of class labels in the classification task. Experiments on three datasets demonstrate the effectiveness of our methods.

The major contributions of this paper are as follows.

- We propose TreeGAN, a deep generative model which incorporates class hierarchy to generate images.
We propose two ways of incorporating class hierarchy: prior control and post constraint.

We propose a novel hierarchy-aware class embedding approach which achieves consistency between embedding similarities and tree distances by minimizing log-determinant matrix divergence.

We propose self-supervised regularization, which is a data-dependent regularizer based on SSL, to reduce the risk that the image encoder is biased to the data-deficient classification task on small-sized training data.

We demonstrate the effectiveness of TreeGAN on various datasets.

The rest of the paper is organized as follows. Section 2 reviews related works. Section 3 and 4 present the method and experimental results. Section 5 concludes the paper and discusses future works.

II. RELATED WORKS

A. Conditional Image Generation

Generating images conditioned on class names or other types of texts have been widely studied. Mansimov et al. (2016) proposed an encoder-decoder architecture for text-to-image generation. The encoder of text and the decoder of image are both based on recurrent networks. Attention is used between image patches and words. StackGAN [13] first uses a GAN to generate low-resolution images, which are then fed into another GAN to generate high-resolution images. AttnGAN [14] synthesizes fine-grained details at different subregions of images by paying attention to relevant words in natural language description. DM-GAN [15] uses a dynamic memory module to refine fuzzy image contents when the initial images are not well generated and designs a memory writing gate to select important text information. ObjGAN [16] proposes an object-driven attentive image generator to synthesize salient objects by paying attention to the most relevant words in text description and pre-generated semantic layout. MirrorGAN [17] uses an autoencoder architecture, which generates an image from a text, then reconstructs the text from the image. We summarized the details of different conditional image generation methods in Table 1.

B. Self-supervised Learning

Self-supervised learning has been widely applied to other application domains, such as computer vision, where various strategies have been proposed to construct auxiliary tasks, based on temporal correspondence [19], cross-modal consistency [21], rotation prediction [22], image inpainting [24], automatic colorization [25], context prediction [26], etc. Some recent works studied self-supervised representation learning based on instance discrimination [27] with contrastive learning. [28] proposed contrastive predictive coding (CPC), which predicts the future in latent space by using powerful autoregressive models, to extract useful representations from high-dimensional data. [29] proposed a self-supervised representation learning approach based on maximizing mutual information between features extracted from multiple views of a shared context.

MoCo [11] and SimClr [12] learn image encoders by predicting whether two augmented images are created from the same original image. [30] proposed to learn contrastive unsupervised representations for reinforcement learning. [31] investigated supervised contrastive learning, where clusters of points belonging to the same class were pulled together in the embedding space, while clusters of samples from different classes were pushed apart. [32] proposed a contrastive self-supervised learning approach for commonsense reasoning.

III. METHODS

In this section, we introduce the proposed TreeGAN which takes a hierarchy of classes as input and generates an image set
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Fig. 2. Illustration of TreeGAN.

for each class. The detailed illustration is shown in Figure 2. During the generation process, the hierarchical relationship among classes is leveraged. TreeGAN is composed of three modules: a class-hierarchy encoder (CHE), a conditional image generator (CIG), and a hierarchy-consistency checker (HCC). The three modules are trained jointly end-to-end. We propose two ways to leverage class hierarchy for image generation: prior control and post constraint. Prior control is imposed before images are generated. Post constraint is used after images are generated. In prior control, we use the class-hierarchy encoder to learn embeddings for the hierarchy of classes where the embedding of each class captures the semantics of each class. We learn the embeddings based on the following principle: the similarities of class embeddings should be consistent with the tree distances of classes, i.e., if two classes have small tree distance, their embeddings should be similar. The tree distance of two classes is the length of the path connecting these two classes in the tree. A smaller tree distance indicates that the two classes are close to each other in the hierarchy. Let $S \in \mathbb{R}^{K \times K}$ be a matrix where $K$ is the number of classes in the hierarchy. $S_{ij} = \text{sim}(\theta_i, \theta_j)$, where $\theta_i$ and $\theta_j$ are the embeddings of class $i$ and $j$ respectively. $\text{sim}(\cdot, \cdot)$ denotes the cosine similarity between two embedding vectors. Let $T \in \mathbb{R}^{K \times K}$ be another matrix. $T_{ij} = 1/(d + 1)$ where $d$ denotes tree distance between class $i$ and $j$. $S$ and $T$ are normalized using min-max normalization. Both $S$ and $T$ measure the similarity between classes, but from different perspectives: $S$ measures class similarity based on how class embeddings are similar to each other; $T$ measures class similarity based on the length of paths connecting classes in the tree. We would like $S$ and $T$ to be consistent, i.e., if two classes have large similarity in $S$, they should have large similarity in $T$ as well. To achieve this goal, we encourage the log-determinant divergence (LDD) between $S$ and $T$ to be small. LDD is a type of Bregman matrix divergence which measures the “nearness” between matrices. A smaller

### Comparison of Conditional Image Generation Methods

| Methods       | Text Encoder                  | Image Encoder                  | Image Size | Image Generation Approach                                      |
|---------------|-------------------------------|--------------------------------|------------|----------------------------------------------------------------|
| GAN-INT-CLS   | character level CNN or LSTM   | deep CNN                       | 64 × 64    | train a deep convolutional GAN conditioned on text features    |
| StackGAN      | character level CNN or LSTM   | deep CNN                       | 256 × 256  | generating high-resolution photorealistic image with multi generators and multi discriminators organized in a tree-like structure |
| AttnGAN       | bi-directional LSTM           | Inception-v3 pretrained on ImageNet | 256 × 256  | use attention-driven, multi-stage refinement for fine-grained generation |
| DM-GAN        | transform text description to a sentence feature and several word features | Inception-v3 pretrained on ImageNet | 256 × 256  | introduce a dynamic memory module to refine fuzzy image contents, when the initial images are not well generated |
| Obj-GAN       | deep attention multi-modal similarity model | CNN mapping images to semantic vectors | 256 × 256  | synthesize complex scenes by paying attention to the most relevant words in the text description and the pre-generated semantic layout |
| MirrorGAN     | semantic text embedding to transform text into local word-level features and global sentence-level features | Inception-v3 pretrained on ImageNet | 256 × 256  | learning image generation by redescription |

### Table I

| Methods       | Text Encoder                  | Image Encoder                  | Image Size | Image Generation Approach                                      |
|---------------|-------------------------------|--------------------------------|------------|----------------------------------------------------------------|
| GAN-INT-CLS   | character level CNN or LSTM   | deep CNN                       | 64 × 64    | train a deep convolutional GAN conditioned on text features    |
| StackGAN      | character level CNN or LSTM   | deep CNN                       | 256 × 256  | generating high-resolution photorealistic image with multi generators and multi discriminators organized in a tree-like structure |
| AttnGAN       | bi-directional LSTM           | Inception-v3 pretrained on ImageNet | 256 × 256  | use attention-driven, multi-stage refinement for fine-grained generation |
| DM-GAN        | transform text description to a sentence feature and several word features | Inception-v3 pretrained on ImageNet | 256 × 256  | introduce a dynamic memory module to refine fuzzy image contents, when the initial images are not well generated |
| Obj-GAN       | deep attention multi-modal similarity model | CNN mapping images to semantic vectors | 256 × 256  | synthesize complex scenes by paying attention to the most relevant words in the text description and the pre-generated semantic layout |
| MirrorGAN     | semantic text embedding to transform text into local word-level features and global sentence-level features | Inception-v3 pretrained on ImageNet | 256 × 256  | learning image generation by redescription |

### A. Class-Hierarchy Encoder

Given a hierarchy of classes where each class has a textual name, we use the class-hierarchy encoder (CHE) to learn embeddings of these classes where the embeddings simultaneously capture the hierarchical relationship among classes and the semantics of each class. We learn the embeddings based on the following principle: the similarities of class embeddings should be consistent with the tree distances of classes, i.e., if two classes have small tree distance, their embeddings should be similar. The tree distance of two classes is the length of the path connecting these two classes in the tree. A smaller tree distance indicates that the two classes are close to each other in the hierarchy. Let $S \in \mathbb{R}^{K \times K}$ be a matrix where $K$ is the number of classes in the hierarchy. $S_{ij} = \text{sim}(\theta_i, \theta_j)$, where $\theta_i$ and $\theta_j$ are the embeddings of class $i$ and $j$ respectively. $\text{sim}(\cdot, \cdot)$ denotes the cosine similarity between two embedding vectors. Let $T \in \mathbb{R}^{K \times K}$ be another matrix. $T_{ij} = 1/(d + 1)$ where $d$ denotes tree distance between class $i$ and $j$. $S$ and $T$ are normalized using min-max normalization. Both $S$ and $T$ measure the similarity between classes, but from different perspectives: $S$ measures class similarity based on how class embeddings are similar to each other; $T$ measures class similarity based on the length of paths connecting classes in the tree. We would like $S$ and $T$ to be consistent, i.e., if two classes have large similarity in $S$, they should have large similarity in $T$ as well. To achieve this goal, we encourage the log-determinant divergence (LDD) between $S$ and $T$ to be small. LDD is a type of Bregman matrix divergence which measures the “nearness” between matrices. A smaller
LDD indicates that two matrices are more close to each other. The LDD between \( S \) and \( T \) is defined as follows:
\[
\text{tr}(ST^-) - \log \text{det}(ST^-)
\]
where \( \text{tr}(\cdot) \) denotes matrix trace and \( \log \text{det} \) denotes the log of matrix determinant. Previous embedding methods \([33], [34]\) only consider local and low-order hierarchical relationships between child-parent nodes while our method is able to incorporate long-range hierarchical relationships between any pair of nodes on the tree.

B. Conditional Image Generator

Given class embeddings which capture the hierarchical relationship among classes, we feed the embedding of each class into a conditional image generator (CIG) to generate images belonging to this class. Any CIG, such as those proposed in \([18], [35]–[37]\), is applicable in our framework. The focus of this paper is to incorporate class hierarchy into generative models instead of improving generative models themselves. We do not attempt to make novel contributions in this module.

C. Hierarchy-Consistency Checker

Given the images generated by CIG, the hierarchy-consistency checker checks whether the generated images are consistent with the class hierarchy. Given the training data which contains a hierarchy of classes and each class has a set of real images, we train a hierarchical classification model on these images offline. After training, we use the hierarchical classifier to measure the consistency between generated images and class hierarchy. Given the hierarchy of images generated by the conditional image generator, we feed them into the hierarchical classifier to measure classification errors. Small classification errors indicate that the generated images are more compatible with the class hierarchy. The hierarchical classification errors indicate that the generated images are more compatible with the class hierarchy. Given the hierarchy of images generated by the conditional image generator, we feed them into the hierarchical classifier to measure classification errors. Small classification errors indicate that the generated images are more compatible with the class hierarchy.

D. Loss Function

Putting these pieces together, we are ready to define the overall loss function. Let \( H \) denote the class hierarchy, \( C \) denote all the classes (including those on the internal nodes and leaf nodes) in the hierarchy, and \( L \) denote the set of classes on the leaf nodes of \( H \). Let \( e_c \) denote the embedding of class \( c \), \( E = \{e_c | c \in C\} \), and \( f(E, H) \) be the loss of learning hierarchical embeddings. Let \( g(G, D, e_c) \) denote the GAN loss of generating images for class \( c \), where \( G \) is the generator and \( D \) is the discriminator. All the classes share the same generator and discriminator. We define the hierarchical classification loss on generated images in class \( c \) as \( h(G, c) = \sum_{X_c \in \mathcal{G}(G, c)} b(X_c) \) where \( \mathcal{G}(G, c) \) is all generated images in class \( c \) and \( b(X_c) \) is given in Eq. (2).

The overall loss is defined as follows:
\[
\min_{D, G} \max_{c \in C} \sum_{c \in \mathcal{C}} (g(G, D, e_c) - \lambda_1 h(G, c)) + \lambda_2 f(E, H)
\]

where \( \lambda_1 \) and \( \lambda_2 \) are regularization parameters. The generator aims to generate images that are indistinguishable from the real images and consistent with the class hierarchy.

IV. Experiments

In this section, we present experimental results on three datasets. Each dataset has a hierarchy of classes and each class has a set of real images.
### Table II

|                  | Animal       | Vegetable    | Pathology    |
|------------------|--------------|--------------|--------------|
|                  | IS ↑, FID ↓ | IS ↑, FID ↓ | IS ↑, FID ↓ |
| DF-GAN           | 3.30, 72.49  | 3.97, 131.13 | 2.41, 127.66 |
| DF-GAN + Ours    | 3.75, 61.53  | 4.30, 109.38 | 2.49, 124.05 |
| LeicaGAN         | 3.63, 92.60  | 4.01, 128.47 | 2.12, 186.84 |
| LeicaGAN + Ours  | 4.92, 89.23  | 5.54, 136.25 | 3.10, 179.67 |
| StackGAN++       | 3.70, 106.52 | 4.11, 154.68 | 2.48, 195.88 |
| StackGAN++ + Ours| 3.90, 101.59 | 4.33, 145.44 | 3.10, 186.45 |
| GAN-INT-CLS      | 3.66, 87.49  | 4.04, 129.54 | 2.15, 88.01  |
| GAN-INT-CLS + Ours| 3.87, 85.82  | 4.03, 112.76 | 2.23, 85.86  |

### A. Dataset

Three datasets are used in the experiments: Animal, Vegetable, and Pathology. The Animal dataset has 15 classes, which are organized into a hierarchy of three levels. There are 10 classes on the leaf nodes, which are otter, bear, fox, wolf, dog, cat, lion, tiger, raccoon, and panda. Each leaf class has 500 images collected from ImageNet [38] and Google Open Image Dataset [39]. The Vegetable dataset has 7 classes, which are organized into a hierarchy of three levels. There are 5 classes on the leaf nodes, which are broccoli, bok choy, mushroom, pumpkin, and cucumber. Each leaf class has 500 images collected from ImageNet. The Pathology dataset has 8 classes, which are organized into a hierarchy of three levels. There are 6 classes on the leaf nodes, which are eosinophil, lymphocyte, monocyte, neutrophil, and retina. Each leaf class has 500 images collected from cell dataset [39], lung dataset [40] and retina dataset [41].

### B. Experimental Settings

In Eq. (3), $\lambda_1$ was set to 0.1 and $\lambda_2$ was set to 0.01. When training our proposed hierarchy-aware class-embeddings, an SGD optimizer was used with a learning rate of 0.1. The embedding size was set to 256 when our methods were applied to DF-GAN and LeicaGAN, and set to 1024 when applied to StackGAN++ and GAN-INT-CLS. When training hierarchical classifiers with self-supervised regularization, an SGD optimizer was used with a learning rate of 0.03. When training image generators, the mini-batch size was set to 20 when our methods were applied to DF-GAN, LeicaGAN and StackGAN++ and set to 64 when applied to GAN-INT-CLS.

Most hyperparameter settings follow those in [18], [35], [36] and [37]. We tuned the epoch and batch size during the training process to get better image generation results. In experiments based on DF-GAN, LeicaGAN, and StackGAN++, we initially set the training epochs to 5000 and evaluated the generated images at every 1000 epochs. For most of the datasets, the IS/FID scores converge at about 2000 epochs in experiments based on DF-GAN and LeicaGAN. Therefore, we set the epochs in these experiments to 2000. For most of the datasets, the IS/FID scores converge at about 3000 epochs in experiments based on StackGAN++. Therefore, we set the epochs in these experiments to 3000. In experiments based on GAN-INT-CLS, we initially set the training epochs to 10000 and evaluated the generated images at every 1000 epochs. For most of the datasets, the IS/FID scores converge at about 6000-7000 epochs. Therefore, we set the epochs these experiments to 7000.

When generating images, we followed the setting in [18] and set the batch size to 64. We also tuned the batch size in 32 and 128, but the performance did not improve greatly. When generating 256x256 images, we used a smaller batch size to ensure the model can fit into the GPU memory. We tried a batch-size of 20 and 10. The performance is similar and the training time was reduced when the batch size was set to 20.

When training hierarchical classifiers on 256 x 256 images, we used 80% of the dataset for training, 10% for validation, and 10% for testing. During training, the loss started to converge at about 70-100 epoch for different datasets. When generating 64 x 64 images, we used 80% of the dataset for training, 10% for validation, and 10% for testing. During training, the loss started to converge at about 110-160 epochs for different datasets.

### C. Hardware and software

Our experiments ran on NVIDIA Tesla V100 GPUs, and the networks were trained using PyTorch. On average, it takes about 8 hours to train for one class in experiments based on DF-GAN, 6 hours to train for one class in experiments based on LeicaGAN, 5 hours to train for one class in experiments based on StackGAN++, and 4 hours to train for one class in experiments based on GAN-INT-CLS. The training of hierarchical classifiers is within two hours.

### D. Evaluation metrics

We use two metrics to evaluate the quality of generated images: Fréchet Inception Distance and Inception Score.

1) **Fréchet Inception Distance:** The Fréchet Inception Distance (FID) [42] is a measure of similarity between two datasets of images. It was shown to correlate well with human judgement of visual quality and is widely used to evaluate the quality of generated images by Generative Adversarial Networks. FID is calculated by computing the Fréchet distance between two Gaussians fitted to feature representations of the Inception network. Given two Gaussians with mean vector $m$ and variance matrix $C$: $(m_1, C_1)$ and $(m_2, C_2)$, the FID is given by

$$
FID = \left( \mu_1 - \mu_2 \right)^T C^{-\frac{1}{2}} \left( \mu_1 - \mu_2 \right) + \frac{1}{2} \text{Tr} \left( C^{-\frac{1}{2}} C^\frac{1}{2} \right) - \frac{1}{2} \text{log} \left( \det C \right)
$$

[https://storage.googleapis.com/openimages/web/index.html](https://storage.googleapis.com/openimages/web/index.html)
d((m₁, C₁), (m₂, C₂)) = \|m₁ - m₂\|^2 + Tr(C₁ + C₂ - 2C₁C₂^T)
(4)

2) Inception Score.: The Inception Score (IS) [43] is a metric for automatically evaluating the quality of image generation models. The IS uses an Inception-v3 network pre-trained on ImageNet to calculate a statistic of the network’s outputs when used in the experiments. The animal class hierarchy, the vegetable class hierarchy and the pathology class hierarchy are used in the experiments. The animal class hierarchy, the vegetable class hierarchy and the pathology class hierarchy are similar attributes: they all have shaggy hair and similar face.

The last column shows the difference between training accuracy and test accuracy. A smaller difference indicates less overfitting. As can be seen, in most cases, the train-test difference under self-supervised regularization (SSR) is smaller than that without using SSR. This indicates that SSR is an effective approach of alleviating overfitting.

### Class Hierarchies in the Three Datasets

In this section, we show the class hierarchies of datasets used in the experiments. The animal class hierarchy, the vegetable class hierarchy and the pathology class hierarchy are shown in Figure [4]. From the figure, we can find that different classes share similar attributes in the class hierarchies, and one class can learn features from classes nearby. For example, dogs, wolves, and foxes are all under canine, and they share similar attributes: they all have shaggy hair and similar face attributes.

### Table III

| Dataset(Image Size) | Methods | Train Acc | Val Acc | Test Acc | Train_Acc - Test_Acc |
|---------------------|---------|-----------|---------|----------|---------------------|
| Animal (64 × 64)    | SSR     | 76.90%    | 78.00%  | 73.40%   | 3.50%               |
| Animal (64 × 64)    | No SSR  | 83.88%    | 82.40%  | 71.60%   | 12.28%              |
| Vegetable (64 × 64) | SSR     | 73.88%    | 73.20%  | 65.80%   | 8.08%               |
| Vegetable (64 × 64) | No SSR  | 79.10%    | 77.80%  | 74.40%   | 4.70%               |

### Table IV

| Base Model | Ablation Settings | Animal | Vegetable | Pathology |
|------------|-------------------|--------|-----------|-----------|
|            |                   | IS↑ | FID↓ | IS↑ | FID↓ | IS↑ | FID↓ |
| DF-GAN     | No-PC             | 3.75 | 4.30 | 109.38 | 2.49 | 124.05 |
|            | No-SSR            | 3.55 | 4.09 | 123.64 | 2.42 | 126.60 |
|            | PBG               | 3.48 | 3.42 | 180.44 | 2.38 | 131.17 |
|            | GloVe             | 3.63 | 3.79 | 163.48 | 2.41 | 127.58 |
|            | SEG               | 3.58 | 3.79 | 163.48 | 2.41 | 127.58 |

### Table V

| Dataset(Image Size) | Methods | Train Acc | Val Acc | Test Acc | Train_Acc - Test_Acc |
|---------------------|---------|-----------|---------|----------|---------------------|
| Animal (64 × 64)    | SSR     | 76.90%    | 78.00%  | 73.40%   | 3.50%               |
| Animal (64 × 64)    | No SSR  | 83.88%    | 82.40%  | 71.60%   | 12.28%              |
| Vegetable (64 × 64) | SSR     | 73.88%    | 73.20%  | 65.80%   | 8.08%               |
| Vegetable (64 × 64) | No SSR  | 79.10%    | 77.80%  | 74.40%   | 4.70%               |

E. Pathology

Table [III] shows the hierarchical classification accuracy on the training set, validation set and test set of different datasets.
Fig. 3. Images generated by our methods and baseline methods.

G. Baselines

We compare with the following baselines.

- **DF-GAN** [37]. In this approach, the embeddings of class names are learned jointly with the embeddings of training images by minimizing a matching-aware gradient penalty. The class embeddings are fed into a conditional GAN to generate $256 \times 256$ images.

- **LeicaGAN** [36]. In this approach, the embeddings of class names are learned jointly with the embeddings of training images via a textual-visual co-embedding model. Then the class embeddings are fed into cascaded attentive generators to generate $256 \times 256$ images.

- **StackGAN++** [35]. In this approach, given a class name, it is encoded using a character-level CNN-RNN model, without considering the hierarchical relationship among classes. Then the class encoding is fed into a stack of conditional GANs to generate $256 \times 256$ images.

- **GAN-INT-CLS** [18]. In this approach, given a class name, it is encoded using a character-level CNN-RNN model, without considering the hierarchical relationship among classes. Then the class encoding is fed into a conditional GAN to generate $64 \times 64$ images.

H. Results

Table II shows the IS and FID scores achieved by different methods on three datasets. In “DF-GAN + Ours”, the class encoder in DF-GAN is replaced with our proposed class-hierarchy encoder; our proposed hierarchy-consistency checker is added to DF-GAN; the rest modules (especially the conditional image generator) are the same as DF-GAN. Similar setup is conducted in “LeicaGAN + Ours”, “StackGAN++ + Ours”, and “GAN-INT-CLS + Ours”. From this table, we make the following observations. First, “DF-GAN + Ours” performs better than DF-GAN on all three datasets, with higher IS scores and lower FID scores. In DF-GAN, hierarchical relationships between classes are not incorporated. In contrast, our method leverages class hierarchy for image generation by learning hierarchy-aware class embeddings and performing posterior check to encourage generated images to be compatible with class hierarchy. This demonstrates that incorporating class hierarchy can indeed improve the fidelity of generated images and our proposed methods are effective in incorporating class hierarchy. Second, when our methods are applied to other conditional image generation (CIG) models including LeicaGAN, StackGAN++, and GAN-INT-CLS, the performance of these models are improved. This demonstrates that our methods are widely effective in improving various CIG models by incorporating the hierarchical relationship among classes into image generation.

1) Ablation Studies: We perform ablation studies to further verify the effectiveness of individual modules in our model.
We compare with the following ablation studies. Under each setting, one module is changed and the rest modules remain the same as those in the full TreeGAN model.

- **No post constraint (No-PC).** Post constraint is not used. Generated images are not fed into the hierarchical classifier for consistency checking. The incorporation of class hierarchy is purely based on prior control.

- **No self-supervised regularization (No-SSR).** In this setting, when training hierarchical classifiers in III-C self-supervised regularization is not applied.

- **PBG.** In this setting, we replace our proposed log-determinant divergence (LDD) based embedding method with PBG [33], an embedding method that takes hierarchical relationships between classes into account: the embeddings of a child and a parent are encouraged to be similar.

- **GloVe.** In this setting, we replace our proposed log-determinant divergence (LDD) based embedding method with GloVe [34], an embedding method that does not take hierarchical relationships between classes into account.

- **Separate encoding and generation (SEG).** In this setting, training of class-hierarchy encoder and training of conditional image generator are performed separately instead of jointly. We first learn class embeddings offline, then use these fixed embeddings to train image generators.

Table IV shows the results for different ablation studies. From this table, we make the following observations. First, TreeGAN achieves higher (better) IS and lower (better) FID than No-PC. The only difference between TreeGAN and No-PC is that TreeGAN uses post constraint (PC) while No-PC does not. This demonstrates the effectiveness of post constraint in incorporating class hierarchy for generating higher-fidelity images. Second, TreeGAN achieves higher (better) IS and lower (better) FID than No-SSR. The only difference between TreeGAN and No-SSR is that TreeGAN uses self-supervised regularization during training hierarchical classifiers while No-SSR does not. This demonstrates the effectiveness of self-supervised regularization in alleviating overfitting of hierarchical classifiers, which enables image generators to produce more diverse images. Regarding alleviating overfitting, please see Table 7 in the supplements for more details. Third, TreeGAN performs better than PBG and GloVe, which demonstrates our proposed LDD-based embedding method is more effective than PBG and GloVe. GloVe does not consider class hierarchy, which hence is inferior. PBG only considers local and low-order hierarchical relationships between child-parent nodes while our method is able to incorporate long-range hierarchical relationships between any pair of nodes on the tree. Hence, our method yields better performance than PBG.

Fourth, TreeGAN achieves higher IS and lower FID than SEG. The only difference between TreeGAN and SEG is that TreeGAN learns embeddings of class hierarchy and image generator jointly while SEG performs that separately. This demonstrates the effectiveness of joint training, where the learning of a class embedding is guided by how well images in this class are generated.

2) **Qualitative Evaluation:** In addition to comparing different methods quantitatively, we also perform a qualitative evaluation by showing exemplar images generated by different methods. Figure 5 shows some images generated by DF-GAN, “DF-GAN + Ours”, LeicaGAN, and “LeicaGAN + Ours”. From this figure, we can see that the images generated by “DF-GAN + Ours” and “LeicaGAN + Ours” which incorporate hierarchical relationship among classes are more realistic, clear, and vivid than those generated by DF-GAN and LeicaGAN which do not consider class hierarchy. For example, vegetable images generated by DF-GAN have a lot of blur or even are not recognizable. In contrast, vegetable images generated by “DF-GAN + Ours” are natural and realistic. This further demonstrates leveraging class hierarchy can improve the fidelity of generated images.

I. **Visualization**

The generated images by different methods, including TreeGAN, No-PC, No-SSR, PBG, GloVe, SEG, and baselines (DF-GAN, LeicaGAN, StackGAN++, and GAN-INT-CLS) are shown in Figure 5 and Figure 6. In Figure 5, we display the images with DF-GAN and LeicaGAN as the backbone. From left to right, we display the images generated using TreeGAN, No-PC, No-SSR, PBG, GloVe, SEG, and baselines in each subfigure. From up to bottom, we display the images belonging to cats, lions, tigers, raccoons, pandas, dogs, otters, foxes, bears, and wolves. In Figure 6, we display the images with DF-GAN and LeicaGAN as the backbone. In each subfigure, from left to right, we display the images generated using TreeGAN, No-PC, No-SSR, PBG, GloVe, SEG, and baselines in each subfigure. From up to bottom, we first display the images that belong to the vegetable hierarchy, and the classes are broccoli, bok choy, mushroom, pumpkin, and cucumber. Then, we display the images that belong to the pathology hierarchy, and the classes are cosinophil, lymphocyte, monocyte, neutrophil, lung, and retina.

V. **Conclusions and Future Work**

In this paper, we propose to generate high-fidelity images by leveraging the hierarchical relationship among classes. To achieve this goal, we propose TreeGAN, which takes a hierarchy of classes as inputs and generates an image set for each class in the hierarchy. We propose two ways for incorporating a class hierarchy: prior control and post constraint. In prior control, the class hierarchy is encoded and fed into the generator to generate image sets. In post constraint, when the hierarchy of image sets are generated, we use an offline-trained classifier to check whether the generated images are consistent with the class hierarchy. The image generator is trained to maximize this consistency. We propose a novel hierarchy-aware embedding method and a novel regularization method based on self-supervised learning. Experiments on various datasets demonstrate the effectiveness of our proposed methods. For future works, we will leverage other types of class-relationship, such as graph relationship, for image generation. We will develop prior control and post constraint approaches that are tailored to graphs.
Fig. 5. Generated animal images in the experiments

REFERENCES

[1] M. Mirza and S. Osindero, “Conditional generative adversarial nets,” CoRR, 2014.
[2] O. Bailo, D. Ham, and Y. M. Shin, “Red blood cell image generation for data augmentation using conditional generative adversarial networks,” in CVPR Workshops, 2019.
[3] S. Milz, T. Rüdiger, and S. Süß, “Aerial generation: Realistic data augmentation using conditional gans,” in ECCV Workshops, 2018.
[4] M. A. Hobley and V. A. Prisacariu, “Say yes to the dress: Shape and style transfer using conditional gans,” in Asian Conference on Computer Vision, C. V. Jawahar, H. Li, G. Mori, and K. Schindler, Eds., 2018.
[5] T. Wang, W. Q. Toh, H. Zhang, X. Sui, S. Li, Y. Liu, and W. Jing, “Robocodraw: Robotic avatar drawing with gan-based style transfer and time-efficient path optimization,” in AAAI, 2020.
[6] R. Liu, Y. Liu, X. Gong, X. Wang, and H. Li, “Conditional adversarial generative flow for controllable image synthesis,” in CVPR, 2019.
[7] B. Cao, H. Zhang, N. Wang, X. Gao, and D. Shen, “Auto-gan: Self-supervised collaborative learning for medical image synthesis,” in AAAI, 2020.
[8] M. Chu, Y. L. Gwon, and H. T. Kung, “Adversarial learning of semantic relevance in text to image synthesis,” in IJCAI, 2019.
[9] I. S. Dhillon and J. A. Tropp, “Matrix nearness problems with bregman divergences,” SIAM Journal on Matrix Analysis and Applications, vol. 29, no. 4, pp. 1120–1146, 2008.
[10] R. Hadsell, S. Chopra, and Y. LeCun, “Dimensionality reduction by learning an invariant mapping,” in CVPR, 2006.
[11] K. He, H. Fan, Y. Wu, S. Xie, and R. Girshick, “Momentum contrast for unsupervised visual representation learning,” arXiv preprint arXiv:1911.05722, 2019.
[12] T. Chen, S. Kornblith, M. Norouzi, and G. Hinton, “A simple framework for contrastive learning of visual representations,” arXiv preprint arXiv:2002.05709, 2020.
[13] H. Zhang, T. Xu, H. Li, S. Zhang, X. Wang, X. Huang, and D. N. Metaxas, “Stackgan: Text to photo-realistic image synthesis with stacked generative adversarial networks,” in ICCV, 2017.
[14] T. Xu, P. Zhang, Q. Huang, H. Zhang, Z. Gan, X. Huang, and X. He, “Attngan: Fine-grained text to image generation with attentional generative adversarial networks,” in Proceedings of the IEEE conference on computer vision and pattern recognition, 2018, pp. 1316–1324.
[15] M. Zhu, P. Pan, W. Chen, and Y. Yang, “Dm-gan: Dynamic memory generative adversarial networks for text-to-image synthesis,” in CVPR, 2019.
[16] W. Li, P. Zhang, L. Zhang, Q. Huang, X. He, S. Lyu, and J. Gao, “Object-driven text-to-image synthesis via adversarial training,” in CVPR, 2019.
[17] T. Qiao, J. Zhang, D. Xu, and D. Tao, “MIRRORGAN: Learning text-to-image generation by redescription,” Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, 2019.
[18] S. Reed, Z. Akata, X. Yan, L. Logeswaran, B. Schiele, and H. Lee, “Generative adversarial text to image synthesis,” in International Conference on Machine Learning, PMLR, 2016, pp. 1060–1069.
[19] X. Li, S. Liu, S. De Mello, X. Wang, J. Kautz, and M.-H. Yang, “Joint-task self-supervised learning for temporal correspondence,” in Advances in Neural Information Processing Systems, 2019, pp. 317–327.
[20] X. Wang, A. Jabri, and A. A. Efros, “Learning correspondence from the cycle-consistency of time,” in Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, 2019, pp. 2566–2576.
[21] X. Wang, Q. Huang, A. Celikyilmaz, J. Gao, D. Shen, Y.-F. Wang, W. Y. Wang, and L. Zhang, “Reinforced cross-modal matching and self-supervised imitation learning for vision-language navigation,” in Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, 2019, pp. 6629–6638.
[22] S. Gidaris, P. Singh, and N. Komodakis, “Unsupervised representation learning by predicting image rotations,” 2018.
[23] Y. Sun, X. Wang, L. Zhuang, J. Müller, M. Hardt, and A. A. Efros, “Test-time training with self-supervision for generalization under distribution shifts,” in ICML, 2020.
(a) DF GAN Results

(b) LeicaGAN Results

Fig. 6. Generated vegetable and pathology images in the experiments

[24] D. Pathak, P. Krahenbuhl, J. Donahue, T. Darrell, and A. A. Efros, “Context encoders: Feature learning by inpainting,” in *Proceedings of the IEEE conference on computer vision and pattern recognition*, 2016, pp. 2536–2544.

[25] R. Zhang, P. Isola, and A. A. Efros, “Colorful image colorization,” in *European conference on computer vision*. Springer, 2016, pp. 649–666.

[26] T. Nathan Mundhenk, D. Ho, and B. Y. Chen, “Improvements to context based self-supervised learning,” in *Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition*, 2018, pp. 9339–9348.

[27] Z. Wu, Y. Xiong, S. X. Yu, and D. Lin, “Unsupervised feature learning via non-parametric instance discrimination,” in *Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition*, 2018, pp. 3733–3742.

[28] A. v. d. Oord, Y. Li, and O. Vinyals, “Representation learning with contrastive predictive coding,” *arXiv preprint arXiv:1807.03748*, 2018.

[29] P. Bachman, R. D. Hjelm, and W. Buchwalter, “Learning representations by maximizing mutual information across views,” in *Advances in Neural Information Processing Systems*, 2019, pp. 15 509–15 519.

[30] A. Srinivas, M. Laskin, and P. Abbeel, “Curl: Contrastive unsupervised representations for reinforcement learning,” *arXiv preprint arXiv:2004.04136*, 2020.

[31] A. Khosla, P. Teterwak, C. Wang, A. Sarna, Y. Tian, P. Isola, A. Maschinot, C. Liu, and D. Krishnan, “Supervised contrastive learning,” *arXiv preprint arXiv:2004.11362*, 2020.

[32] T. Klein and M. Nabi, “Contrastive self-supervised learning for commonsense reasoning,” *arXiv preprint arXiv:2005.00669*, 2020.

[33] A. Lerer, L. Wu, J. Shen, T. Lacroix, L. Wehrstedt, A. Bose, and A. Peysakhovich, “Pytorch-bigraph: A large-scale graph embedding system,” in *Proceedings of the 2nd SysML Conference*, 2019.

[34] J. Pennington, R. Socher, and C. Manning, “Glove: Global vectors for word representation,” in *EMNLP*, 2014.

[35] H. Zhang, T. Xu, H. Li, S. Zhang, X. Wang, X. Huang, and D. Metaxas, “Stackgan++: Realistic image synthesis with stacked generative adversarial networks,” *arXiv: 1710.10916*, 2017.

[36] T. Qiao, J. Zhang, D. Xu, and D. Tao, “Learn, imagine and create: Text-to-image generation from knowledge,” in *NeurIPS*, 2019.

[37] M. Tao, H. Tang, S. Wu, N. Sebe, F. Wu, and X.-Y. Jing, “Df-gan: Deep fusion generative adversarial networks for text-to-image synthesis,” *arXiv preprint arXiv:2008.05865*, 2020.

[38] J. Deng, W. Dong, R. Socher, L. Li, K. Li, and F. Li, “Imagenet: A large-scale hierarchical image database,” in *CVPR*, 2009.

[39] M. Paul, “Blood cell dataset,” https://www.kaggle.com/paultimothymooney/blood-cells, 2018.

[40] ——, “Chest x-ray images,” https://www.kaggle.com/paultimothymooney/chest-xray-pneumonia, 2018.

[41] C. Lin, “100 fundus images with 39 categories,” https://www.kaggle.com/linchandan/fundusimage1000, 2019.

[42] M. Heusel, H. Ramsauer, T. Unterthiner, B. Nessler, and S. Hochreiter, “Gans trained by a two time-scale update rule converge to a local nash equilibrium,” in *NeurIPS*, 2017.

[43] T. Salimans, I. Goodfellow, W. Zaremba, V. Cheung, A. Radford, and X. Chen, “Improved techniques for training gans,” in *NeurIPS*, 2016.