LAZY TOURNAMENTS AND MULTIDEGREES OF A PROJECTIVE EMBEDDING OF $\overline{M}_{0,n}$

MARIA GILLESPIE, SEAN T. GRIFFIN, AND JAKE LEVINSON

Abstract. We provide a new geometric interpretation of the multidegrees of the (iterated) Kapranov embedding $\Phi_n : \overline{M}_{0,n+3} \hookrightarrow \mathbb{P}^1 \times \cdots \times \mathbb{P}^n$, where $\overline{M}_{0,n+3}$ is the moduli space of stable genus 0 curves with $n + 3$ marked points. We enumerate the multidegrees by disjoint sets of boundary points of $\overline{M}_{0,n+3}$ via a combinatorial algorithm on trivalent trees that we call a lazy tournament. These sets are compatible with the forgetting maps used to derive the recursion for the multidegrees proven in 2020 by Gillespie, Cavalieri, and Monin.

The lazy tournament points are easily seen to total $(2n - 1)!! = (2n - 1) \cdot (2n - 3) \cdots 5 \cdot 3 \cdot 1$, giving a natural proof of the fact that the total degree of $\Phi_n$ is the odd double factorial. This fact was first proven using an insertion algorithm on certain parking functions, and we additionally give a bijection to those parking functions.

1. Introduction

In this paper, we give a new interpretation of the multidegrees of the Deligne–Mumford moduli space $\overline{M}_{0,n+3}$ of genus-0 stable curves with $n$ marked points, under the projective embedding $\Phi_n : \overline{M}_{0,n+3} \hookrightarrow \mathbb{P}^1 \times \cdots \times \mathbb{P}^n$ called the iterated Kapranov map. This map, first studied by Keel and Tevelev [18], is one of the simplest ways to realize $\overline{M}_{0,n+3}$ as a projective variety. The divisor classes associated to it are the omega classes, modifications of the better-known psi classes. The multidegrees count the intersection points of $\overline{M}_{0,n+3}$ with specified numbers of general hyperplanes pulled back from each $\mathbb{P}^i$ factor, i.e., they correspond to intersection products of omega classes in the cohomology ring of $\overline{M}_{0,n+3}$.

Prior work [4] showed that the multidegrees can be enumerated by certain parking functions. It was also shown that the total degree of $\Phi_n$ is the odd double factorial $(2n - 1)!!$. The proof relied on developing an intricate insertion algorithm on column-restricted parking functions, without a clear connection to geometry. However, the quantity $(2n - 1)!!$ suggests such a connection, because it is also the total number of trivalent trees on $n + 2$ (not $n + 3$) leaves, i.e., the total number of boundary points on $\overline{M}_{0,n+2}$.

We bridge this gap in this paper by associating to each multidegree a set of boundary points (labeled trivalent trees) on $\overline{M}_{0,n+3}$. To do this, we develop an algorithm we call a lazy tournament that produces these boundary points; see Definition 1.2. We show that these points are compatible with the forgetting and relabeling maps used in the (asymmetric) string equation [4] governing the multidegrees; see Proposition 2.6 and Remark 3.12. The lazy tournament points then give an immediate count of the total degree of $\Phi_n$: they partition the complete set of boundary points (trees) on a stratum of $\overline{M}_{0,n+3}$ isomorphic to $\overline{M}_{0,n+2}$. As such, they visibly total $(2n - 1)!!$; see
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Theorem 1.5 and Corollary 1.6. Finally, we give a direct bijection between the column-restricted parking functions of \([4]\) and the lazy tournament points.

These results add to a growing body of literature relating algebraic combinatorics and the geometry of moduli spaces of curves. The basic connection to trees via the boundary stratification (see Section 2) is long established. Enumerative questions have been of particular interest recently, including examining (as in this paper) many intersection products and structure constants on \(\overline{M}_{g,n}\)\([3, 26]\), tautological relations \([7, 21, 22]\), and Schubert calculus involving limit linear series \([5, 11]\).

Other topics of interest include the multidegrees \((\Phi_n)\) of \(\Phi_n\) is the expected number of points of the intersection of \(\Phi_n(\overline{M}_{0,n+3})\) with \(n\) generic hyperplanes, \(k_i\) of which are from \(\mathbb{P}^i\) for all \(i\). The total degree of the embedding \(\Phi_n\) is the sum of all the multidegrees, defined as

\[
\deg(\Phi_n) = \sum_{k_1 + k_2 + \cdots + k_n = n} \deg((k_1, \ldots, k_n)(\Phi_n)).
\]

Note that the total degree is the (ordinary) degree of the projectivization of the affine cone over \(\Phi_n(\overline{M}_{0,n+3})\) formed by lifting to the affine space \(\mathbb{A}^2 \times \mathbb{A}^3 \times \cdots \times \mathbb{A}^{n+1} = \mathbb{A}^{(n+3)/2}\) lying above \(\mathbb{P}^1 \times \cdots \times \mathbb{P}^n\) (see Van der Waarden \([27]\)).

In \([4]\), Cavalieri, the first author, and Monin showed the following.

**Theorem 1.1** \([4]\). The total degree of \(\Phi_n\) is

\[
\deg(\Phi_n) = (2n - 1)!! = (2n - 1) \cdot (2n - 3) \cdot \cdots \cdot 5 \cdot 3 \cdot 1.
\]

Moreover, letting \(\text{CPF}(k_1, \ldots, k_n)\) be the number of column-restricted parking functions (see Section 4.1) having column heights \(k_1, \ldots, k_n\), we have

\[
\deg((k_1, \ldots, k_n)(\Phi_n)) = |\text{CPF}(k_1, \ldots, k_n)|,
\]

and the total number of column restricted parking functions of height \(n\) is \((2n - 1)!!\).

The first main result of this paper is an alternative interpretation of the multidegrees in terms of the boundary points of \(\overline{M}_{0,n+3}\) lying on a stratum isomorphic to \(\overline{M}_{0,n+2}\). To state the result precisely, we first recall that a boundary point of \(\overline{M}_{0,n+3}\) may be represented as a leaf-labeled trivalent tree, that is, a tree with \(n + 3\) labeled leaves for which every vertex has degree 1 or 3. As a convenient choice of notation, we label the \(n + 3\) leaves with \(a, b, c, 1, 2, 3, \ldots, n\), as in Figure 1.1, and assume the ordering \(a < b < c < 1 < 2 < \ldots < n\). We sometimes use the notation \(\overline{M}_{0,\{a,b,c,1,2,\ldots,n\}}\), or in general \(\overline{M}_{0,X}\), to indicate that we are labeling our marked points by a set of labels \(X\).

**Definition 1.2.** Let \(T\) be a leaf-labeled trivalent tree. The lazy tournament of \(T\) is a labeling of the edges of \(T\) computed as follows. Start by labeling each leaf edge (that is, an edge adjacent to a leaf vertex) by the value on the corresponding leaf, as in the second picture of Figure 1.1. Then iterate the following process:

1. **Identify which pair ‘face off’**. Among all pairs of labeled edges \((i, j)\) (ordered so that \(i < j\)) that share a vertex and have a third unlabeled edge \(E\) attached to that vertex, choose the pair with the largest value of \(i\).
Figure 1.1. From left to right: A leaf-labeled trivalent tree $T$, its initial labeling of the leaf edges, and its full lazy tournament edge labeling. Winners of each round of the tournament are shown in boldface at right, indicating $T \in \text{Tour}(1,0,1,2)$.

(2) **Determine the winner.** The larger number $j$ is the *winner*, and the smaller number $i$ is the *loser* of the match.

(3) **Determine which of $i$ or $j$ advances to the next round.** Label $E$ by either $i$ or $j$ as follows:

(a) If $E$ is adjacent to a labeled edge $u \neq j$ with $u > i$, then label $E$ by $i$. (We say $i$ advances.)

(b) Otherwise, label $E$ by $j$. (We say $j$ advances.)

We then repeat steps 1-3 until all edges of the tree are labeled.

We refer to Step 3(a) above as the **laziness rule**, since $j$ drops out of the tournament despite winning its match. This happens when $j$ can see that its opponent $i$ will be defeated, again, in its next round against $u$.

An example of the result of the lazy tournament process is shown in Figure 1.1. For a more detailed example, see Example 3.1 below.

**Remark 1.3.** The lazy tournament algorithm is geometrically motivated by the string equation, which leads to a recursion for the multidegrees discovered in [4]. The string equation makes use of certain forgetting maps

$$\pi_i : \overline{M}_{0,\{a,b,c,1,2,...,n\}} \to \overline{M}_{0,\{a,b,c,1,2,...,i-1,i+1,...,n\}}$$

induced by forgetting the $i$-th marked point. Similarly, when a label $j$ advances in a tournament after playing against label $i$, it can be thought of as applying the forgetting map $\pi_i$ to the corresponding stable curve and then relabeling the remaining points. We make this precise in Remark 3.12; see also Example 3.13.

We can now state the main result, which says that the multidegrees may be enumerated by keeping track of the winners in all possible tournaments.

**Definition 1.4.** For any weak composition $k = (k_1, \ldots, k_n)$ of $n$, let $\text{Tour}(k)$ be the set of trivalent trees whose leaves are labeled by $\{a, b, c, 1, \ldots, n\}$, in which (a) the leaf edges $a$ and $b$ share a vertex, and (b) each label $i \geq 1$ wins exactly $k_i$ times in the tournament.

For $n = 0$, we write $k = \emptyset$ for the empty composition and we have $\text{Tour}(\emptyset) = \{T_0\}$, the unique such trivalent tree. In Figure 1.1, the tree $T$ is in $\text{Tour}(1,0,1,2)$.

**Theorem 1.5.** We have $\deg_k(\Phi_n) = |\text{Tour}(k)|$.

As $k$ varies over all compositions, the sets $\text{Tour}(k)$ partition the complete set of boundary points on the divisor $\delta_{a,b} \cong \overline{M}_{0,\{a,b,1,2,...,n\}}$, consisting of curves in which $a,b$ are alone on the same component. The boundary points on this divisor correspond to trivalent trees on $n+2$ vertices, of which there are $(2n-1)!!$, which gives the following corollary of Theorem 1.5.
Corollary 1.6. The total degree of the embedding $\Phi_n : \overline{M}_{0,n+3} \to \mathbb{P}^1 \times \mathbb{P}^2 \times \cdots \times \mathbb{P}^n$ is
\[
\deg(\Phi_n) = \sum_{k_1 + \cdots + k_n = n} \deg(k_1, \ldots, k_n)(\Phi_n) = \sum_{k_1 + \cdots + k_n = n} |\text{Tour}(k_1, \ldots, k_n)| = (2^n - 1)!!
\]
for all $n$.

Note that equation (1.1) means that a generic choice of hyperplanes (with $k_i$ hyperplanes taken from the $\mathbb{P}^i$ component for each $i$) intersects the image of the embedding $\Phi_n$ in exactly $\deg(k_1, \ldots, k_n)(\Phi_n)$ points. Since the set $\text{Tour}(k)$ of trees represents a set of $\deg(k_1, \ldots, k_n)(\Phi_n)$ boundary points on $\overline{M}_{0,n+3}$, it is natural to ask if there is a set of hyperplanes whose intersection with $\Phi_n(\overline{M}_{0,n+3})$ is $\text{Tour}(k)$. In general there are not, as the example below shows.

Example 1.7. The two trees in Tour(1, 1), shown in Figure 1.2, represent boundary points whose coordinates (with the conventions of Section 2.2) under the map $\Phi_2$ in $\mathbb{P}^1 \times \mathbb{P}^2$ are $[0 : 1] \times [0 : 1 : 0]$ and $[0 : 1] \times [0 : 1 : 1]$. In any choice of hyperplanes $H_1$ from $\mathbb{P}^1$ and $H_2$ from $\mathbb{P}^2$ intersecting the embedding in these two points, we must have that $H_1$ is the single point $[0 : 1]$ in $\mathbb{P}^1$, and $H_2$ must be the line $[0 : 1 : t]$ in $\mathbb{P}^2$. However, the intersection $[0 : 1] \times [0 : 1 : t]$ actually lies entirely on $\Phi_2(\overline{M}_{0,5})$, so the intersection is not transverse. See Example 2.4 in Section 2.3 for more details.

Nonetheless, in future work we will show that the tournament points can sometimes be given as limits of such intersections. Towards this aim, we include in this paper the weaker result that there is always a set of hyperplanes, $k_i$, of them from $\mathbb{P}^i$ for each $i$, whose intersection with $\Phi_n(\overline{M}_{0,n+3})$ contains all the points in Tour($k$).

Theorem 1.8. Let $[z_0 : z_c : z_1 : z_2 : \cdots : z_{r-1}]$ be the projective coordinates of the $\mathbb{P}^r$ factor in $\mathbb{P}^1 \times \cdots \times \mathbb{P}^n$ (with the conventions of Section 2.2). Then the coordinates of the points of Tour($k_1, \ldots, k_n$) in the $\mathbb{P}^r$ component all lie on the $k_r$ hyperplanes
\[
z_b = 0, \ z_c = 0, \ z_1 = 0, \ldots, \ z_{k_r-2} = 0,
\]
where if $k_r = 1$ then our collection only contains the hyperplane $z_b = 0$, and if $k_r = 2$ then we only have the two hyperplanes $z_b = 0$ and $z_c = 0$. (If $k_r = 0$ it is the empty collection.)

The remainder of the paper is organized as follows. In Section 2 we provide some necessary background and definitions on the geometry of $\overline{M}_{0,n}$. In Section 3 we examine lazy tournaments and prove Theorem 1.5. In Section 4 we give a direct bijection between the lazy tournaments and the column restricted parking functions defined in [4]. Finally, in Section 5 we prove Theorem 1.8.
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2. Background

2.1. Structure of $\overline{M}_{0,X}$ and trivalent trees. Let $X = \{a, b, c, 1, \ldots, n\}$. A point of $\overline{M}_{0,X}$ consists of an (isomorphism class of a) genus-0 curve $C$ with at most nodal singularities and distinct, smooth marked points $p_i \in C$ labeled by the elements $i \in X$, such that each irreducible component has at least three special points, defined as marked points or nodes. The dual tree of a point of $\overline{M}_{0,X}$ is the graph consisting of an unlabeled vertex for each irreducible component
$C'' \subseteq C$, a vertex labeled $i$ for each $i \in X$, and edges connecting $i$ and the vertex corresponding to $C'$ when $p_i \in C'$, and connecting $C'$ and $C''$ when $C'$ and $C''$ meet at a node. The resulting graph is always a tree since the curve has genus 0. (See Figure 2.1).

A tree is trivalent if every vertex has degree 1 or 3 and at least one vertex has degree 3. A tree is at least trivalent if it has no vertices of degree 2 and at least one vertex of degree $\geq 3$. Notice that the dual tree of any stable curve is at least trivalent.

Let $\Gamma$ be an at-least-trivalent tree whose leaves are labeled by $X$. Then the boundary stratum $D_\Gamma$ corresponding to $\Gamma$ is the set of all stable curves whose dual tree is $\Gamma$. The boundary strata $D_\Gamma$ form a quasi-affine stratification (as defined in [12]) of $\overline{M}_{0,X}$, and the zero-dimensional boundary strata, or boundary points, correspond bijectively to the trivalent trees on leaf set $X$. Indeed, since the points are isomorphism classes of stable curves and an automorphism of $\mathbb{P}^1$ is determined by where it sends three points, a stable curve whose dual tree is trivalent represents the only element of its isomorphism class.

When $\Gamma$ has exactly two vertices of $v, w$ of degree $\geq 3$, the closure $\overline{D_\Gamma}$ is of codimension one, called a boundary divisor. For $i, j \in X$, we write $\delta_{i,j}$ for the boundary divisor with $i, j$ on $v$ and all other leaves adjacent to $w$.

### 2.2. The Kapranov morphism $\overline{M}_{0,n+3} \rightarrow \mathbb{P}^n$.

For all facts stated throughout the next two subsections (2.2 and 2.3), we refer the reader to Kapranov’s paper [17], in which the Kapranov morphism below was originally defined.

The $n$th cotangent line bundle $L_n$ on $\overline{M}_{0,X}$ is the line bundle whose fiber over a curve $C \in \overline{M}_{0,X}$ is the cotangent space of $C$ at the marked point $n$. The $n$-th $\psi$ class is the first Chern class of this line bundle, written $\psi_n = c_1(L_n)$. The corresponding map to projective space

$$|\psi_n| : \overline{M}_{0,X} \rightarrow \mathbb{P}^n,$$

is called the Kapranov morphism.

We coordinatize this map as follows. It is known that $|\psi_n|$ contracts each of the $n + 2$ divisors $\delta_{n,i}$, for $i \neq n$, to a point $\beta_i := |\psi_n|(\delta_{n,i}) \in \mathbb{P}^n$. These points are, moreover, in general linear position. We choose coordinates so that $\beta_0, \beta_1, \beta_2, \ldots, \beta_{n-1} \in \mathbb{P}^n$ are the standard coordinate points $[1 : \cdots : 0], \ldots, [0 : \cdots : 1]$ and $\beta_0$ is the barycenter $[1 : 1 : \cdots : 1]$. We name the projective coordinates $[z_b : z_c : z_1 : \cdots : z_{n-1}]$.

Given a curve $C$ in the interior $M_{0,X}$, by abuse of notation we also write $p_a, p_b, p_c, p_1, \ldots, p_n$ for the coordinates of the $n + 3$ marked points on the unique component of $C$, after choosing an isomorphism $C \cong \mathbb{P}^1$. With these coordinates, the restriction of $|\psi_n|$ to the interior $M_{0,X}$ is given by

$$(2.1) \quad |\psi_n|(C) = \begin{pmatrix} p_a - p_b & p_a - p_c & p_a - p_1 & \cdots & p_a - p_{n-1} \\ p_n - p_b & p_n - p_c & p_n - p_1 & \cdots & p_n - p_{n-1} \end{pmatrix}.$$
It is often convenient to choose coordinates on $C$ in which $p_a = 0$ and $p_n = \infty$, in which case the map simplifies to

$$|\psi_n|(C) = [p_b : p_c : p_1 : \cdots : p_{n-1}].$$

With this coordinatization, we can take limits from the interior to obtain coordinates of $|\psi_n|(C)$ for $C$ on the boundary of $\overline{M}_{0,X}$. In particular, consider the boundary stratum given by the dual graph:

```
  i_1
   \vdots
      \vdots
     v_n
   \vdots
      \vdots
  j_1
```

Here $\{a, b, c, 1, 2, \ldots, n-1\} = I \cup J$ where $I = \{i_1, \ldots, i_r\}$ and $J = \{j_1, \ldots, j_{n+2-r}\}$. Without loss of generality suppose $i_1 = a$. The points in this stratum may be obtained by taking a limit having the property that the points $p_i$ for $i \in I \setminus \{a\}$ approach $p_a = 0$ and the points $p_j$ for $j \in J$ all approach 1 (and $p_n = \infty$). Thus, any point in this stratum has coordinates $[p_b : p_c : p_1 : \cdots : p_{n-1}]$ where $p_i = 0$ if $i \in I$ and $p_j = 1$ if $j \in J$. Now, since any trivalent tree is in the closure of a unique such stratum (by considering the two branches connected to the leaf edge $n$), we obtain the following.

**Lemma 2.1.** Let $C$ be a boundary point of $\overline{M}_{0,X}$ corresponding to the trivalent tree $T$. Let $v_n$ be the internal vertex of $T$ adjacent to the leaf edge whose leaf is labeled $n$, and consider the two remaining branches of $T$ connected to $v_n$. Then $|\psi_n|(C) = [z_b : z_c : z_1 : z_2 : \cdots : z_n]$ where $z_i = 0$ if the leaf $i$ is on the same branch as the leaf $a$, and $z_i = 1$ otherwise.

**Example 2.2.** Consider the tree below.

```
  a
 / \  \\
 b  v_5  c
    /  \\
   1   3
```

The 5 is the largest leaf, and it is connected to a vertex $v_5$ that is in turn connected to two other branches, one to the left of $v_5$, and one to the right of $v_5$. The branch on the left contains $a$, so we have $z_b = z_1 = z_3 = 0$ and, from the other branch, $z_c = z_2 = z_4 = 1$. Hence the tree maps under the Kapranov map to the point

$$[z_b : z_c : z_1 : z_2 : z_3 : z_4] = [0 : 1 : 0 : 1 : 0 : 1] \in \mathbb{P}^5.$$
The $i$-th factor of this embedding is given by forgetting the points $p_{i+1}, \ldots, p_n$, then applying the Kapranov morphism $|\psi_i|$ on the smaller moduli space. We can also combine the forgetting maps with Lemma 2.1 to obtain the coordinates of any boundary point of $\overline{M}_{0,n}$ under the embedding.

**Corollary 2.3.** Let $C$ be a boundary point of $\overline{M}_{0,n}$ corresponding to the trivalent tree $T$. Given an integer $1 \leq r \leq n$, let $T'$ be the tree corresponding to $\pi_{r+1} \circ \pi_{r+2} \circ \cdots \circ \pi_n(C)$, let $v_r$ be the internal vertex of $T'$ adjacent to leaf edge $r$, and consider the three branches at $v_r$. Then the coordinates of $\Phi_n(C)$ in the $\mathbb{P}^r$ factor are $[z_0 : z_c : z_1 : \cdots : z_r]$ where $z_i = 0$ if leaf $i$ is on the same branch as $a$ in $T'$, and $z_i = 1$ otherwise.

**Example 2.4.** Consider the two points in $\text{Tour}(1,1)$, shown below.

In the first, the 2 separates $a, b, 1$ from $c$, so it maps to $[0 : 1 : 0]$ in the $\mathbb{P}^2$ factor. In the second, the 2 separates $a, b$ from $1, c$, so it maps to $[0 : 1 : 1]$ in the $\mathbb{P}^2$ factor.

In both, forgetting the point 2 yields the tree:

Here, the 1 separates $a, b$ from $c$, so both points map to $[0 : 1]$ in the $\mathbb{P}^1$ factor. We therefore obtain, as claimed in Example 1.7, that the two points in $\text{Tour}(1,1)$ map to $[0 : 1] \times [0 : 1 : 0]$ and $[0 : 1] \times [0 : 1 : 1]$.

Moreover, the only pair of hyperplanes from $\mathbb{P}^1$ and $\mathbb{P}^2$ that contains both defines the locus $[0 : 1] \times [0 : 1 : 1]$, which are the coordinates of the points on the stratum:

since we may think of the point 1 as varying on its component of the curve while $c$ and 2 are fixed.

**2.4. Omega classes and a recursion for the multidegrees.** We now recall some facts about the multidegrees of the embedding $\Phi_n$ proven in [1]. Throughout, let $k = (k_1, \ldots, k_n)$ be a weak composition of $n$, that is, a sequence of nonnegative integers whose sum is $n$.

Recall from Equation 1.1 that the $k$-th multidegree of $\Phi_n$ is the intersection number

$$\deg(k_1, \ldots, k_n)(\Phi_n) = \int_{\mathbb{P}^1 \times \cdots \times \mathbb{P}^n} [\Phi_n(\overline{M}_{0,n+3})] \prod_i H_i^{k_i},$$

where $H_i$ is the class of a hyperplane in $\mathbb{P}^i$ in the Chow ring of $\mathbb{P}^1 \times \cdots \times \mathbb{P}^n$. Following [3], one can pull back the classes $H_i$ to the Chow ring of $\overline{M}_{0,n+3}$ and express the multidegrees using omega classes, which are the pullbacks of hyperplane classes.

**Definition 2.5** (Omega classes). Define $\omega_i = \Phi_n^* H_i$ for all $i$.

We can express multidegrees as intersections of omega classes: writing $\omega^k$ for $\omega_1^{k_1} \cdots \omega_n^{k_n}$,

$$\deg(k_1, \ldots, k_n)(\Phi_n) = \int_{\overline{M}_{0,n+3}} \omega_1^{k_1} \omega_2^{k_2} \cdots \omega_n^{k_n} = \int_{\overline{M}_{0,n+3}} \omega^k.$$

Furthermore, because the embedding $\Phi_n$ is defined in terms of $\psi$ classes and forgetting maps [4], the omega classes are, equivalently, $\omega_i = f_i^* \psi_i$, where $f_i$ is the composite forgetting map

$$f_i = \pi_{i+1} \circ \pi_{i+2} \circ \cdots \circ \pi_n : \overline{M}_{0,n+3} \rightarrow \overline{M}_{0,i+3}.$$

The multidegrees satisfy a recursion, stated as Proposition 2.8 below.
Definition 2.6 (Tilde Construction). For any weak composition \( k = (k_1, \ldots, k_n) \) of \( n \), let \( i = \max \{ \ell : k_{\ell} = 0 \} \) be the rightmost index such that \( k_{i} = 0 \), where we set \( i = c \) if \( k = (1, 1, 1, \ldots, 1) \) is the unique composition of length \( n \) with no \( 0 \) entries. Let \( j > i \), in the ordering \( a < b < c < 1 < 2 < \cdots < n \).

Then define \( \tilde{k}_j \) to be the weak composition of size and length \( n - 1 \) formed by (a) decreasing \( k_j \) by \( 1 \) and then (b) removing the rightmost \( 0 \) in the resulting sequence (which is either the \( i \)-th or \( j \)-th entry).

Example 2.7. If \( k = (0, 1, 0, 0, 2, 1, 3) \), then \( \tilde{k}_5 = (0, 1, 0, 1, 1, 3) \) since it is formed by subtracting one from the fifth entry, \( 2 \), and removing the rightmost \( 0 \). On the other hand, \( \tilde{k}_6 = (0, 1, 0, 0, 2, 3) \) since it is formed by subtracting one from the sixth entry, \( 1 \), and then removing the new \( 0 \).

Proposition 2.8 (Asymmetric string equation \cite{6} Prop 4.10). Let \( i \) be the index of the rightmost \( 0 \) in \( k \). Then the multidegrees satisfy the recursion
\[
\deg_k(\Phi_n) = \sum_{j > i} \deg_{\tilde{k}_j}(\Phi_{n-1}).
\]

In more detail, letting \( \pi_i : M_{0,abc \cdot \cdot \cdot n} \to M_{0,abc \cdot \cdot \cdot i \cdot \cdot \cdot n} \) be the forgetting map,
\[
\int_{M_{0,abc \cdot \cdot \cdot i \cdot \cdot \cdot n}} \omega^k = \int_{M_{0,abc \cdot \cdot \cdot i \cdot \cdot \cdot n}} (\pi_i)_*(\omega^k)
\]
\[
= \int_{M_{0,abc \cdot \cdot \cdot i \cdot \cdot \cdot n}} \sum_{j > i} \alpha_j \text{ for certain } \alpha_j \in H^*(M_{0,abc \cdot \cdot \cdot i \cdot \cdot \cdot n})
\]
\[
= \int_{M_{0,abc \cdot \cdot \cdot i \cdot \cdot \cdot n}} \sum_{j > i} \omega^{\tilde{k}_j},
\]
where expression (2.5) is obtained from (2.4) by applying to each summand a different identification \( M_{0,abc \cdot \cdot \cdot i \cdot \cdot \cdot n} \cong M_{0,abc \cdot \cdot \cdot i \cdot \cdot \cdot n-1} \).

Example 2.9 (See \cite{6} Ex. 4.6). For \( k = (1, 0, 0, 0, 2, 1, 3) \), the asymmetric string equation gives
\[
\int_{M_{0,abc1234567}} \omega_1\omega_2^2\omega_3^3 = \int_{M_{0,abc1234567}} (\pi_4)_*(\omega_1\omega_2^2\omega_6\omega_7^2)
\]
\[
= \int_{M_{0,abc1234567}} (\omega_1(\psi_5\psi_6\psi_7^3) + \omega_1(\psi_5^2\psi_6\psi_7^2))
\]
\[
= \int_{M_{0,abc1234567}} (\omega_1\omega_4\omega_5\omega_6^3 + \omega_1\omega_2^2\omega_3^3 + \omega_1\omega_2^2\omega_5\omega_7^2).
\]

Line (2.7) uses, in part, the ordinary string equation for psi classes regarding \( \pi_4 \). Then, line (2.8) uses a different identification \( M_{0,abc123567} \cong M_{0,abc123456} \) for each of the three terms. Later, Proposition 3.15 will imply that (in this example) the same operation \( \pi_i \) and relabelings lead to a corresponding bijection
\[
\text{Tour}(1,0,0,0,2,1,3) \sim \text{Tour}(1,0,0,1,1,3) \sqcup \text{Tour}(1,0,0,0,2,3) \sqcup \text{Tour}(1,0,0,2,1,2).
\]
See Example 3.13 for full details.

The relabelings in (2.4)–(2.5) are stated precisely in Remark 3.12, where we apply the same relabeling maps (along with \( \pi_i \)) to tournament points, as part of our proof of the multidegree formula in Section 3. Although we will continue to work with trees and point sets rather than cohomology classes, these forgetting maps and relabelings directly inspired the definition of lazy tournament.
Note that the recursion (2.2) in Proposition 2.8 is similar to the recursion for the multinomial coefficients \( \binom{n}{k_1, \ldots, k_m} = \frac{n!}{k_1! k_2! \cdots k_m!} \). Recall that for any composition \((k_1, \ldots, k_m)\) of \(n\) with all parts nonzero, we have
\[
\binom{n}{k_1, \ldots, k_m} = \sum_{j=1}^{m} \binom{k_1, k_2, \ldots, k_{j-1}, k_j-1, k_{j+1}, \ldots, k_m}{n-k_j}
\]
Defining the asymmetric multinomial coefficient to be the corresponding multidegree, that is,
\[
\langle n \rangle_{k_1, \ldots, k_n} = \deg_{(k_1, \ldots, k_n)}(\Phi_n),
\]
we can restate Proposition 2.8 as
\[
\langle n \rangle_k = \sum_{j>i} \langle n \rangle_{k_j}
\]
for any weak composition \(k\) of \(n\) into \(n\) parts.

3. Tournaments and the proof of Theorem 1.5

The main goal of this section is to prove Theorem 1.5, which we restate for convenience below. We say an edge of a tree is a leaf edge if it is adjacent to a leaf vertex. Also recall from Definition 1.4 that \(\text{Tour}(k_1, \ldots, k_n)\) is the set of trivalent trees \(T\) whose leaves are labeled by \(\{a, b, c, 1, \ldots, n\}\) in which the leaf edges \(a\) and \(b\) share a vertex, and each label \(i \geq 1\) wins exactly \(k_i\) times in the lazy tournament of \(T\).

**Theorem 1.5** For any weak composition \(k = (k_1, \ldots, k_n)\) of \(n\), we have
\[
\deg_k(\Phi_n) = |\text{Tour}(k)|.
\]

Recall the definition of a lazy tournament from Definition 1.2. We begin this section with an illustrative example of the tournament process.

**Example 3.1.** Start with the following tree, in which we have labeled each leaf edge by the label of the corresponding leaf:

```
   a
  /|
 / | \
 b 4
 /   \
 b 4 2
   / \
 1 2 3
   \
```

To start the tournament, we first compare all three pairs of leaves whose leaf edges share a vertex: \((a, b), (2, 3),\) and \((c, 1)\). The one with the largest smaller entry is \((2, 3)\) (since the chosen ordering is \(a < b < c < 1 < 2 < 3 < 4\)) and so they face off first. The number 3 wins, and by the laziness rule with \(u = 4\), the number 2 advances. We highlight the winner in boldface and draw the new label:

```
   a
  /|
 / | \
 b 4
 /   \
 b 4 2
   / \
 1 2 3
   \
```
For the next round, our possible pairs are \((a, b), (c, 1),\) and \((2, 4),\) so 2 and 4 face off next. The entry 4 wins (shown in boldface) and advances since the laziness rule does not apply:

\[
\begin{array}{cccc}
  a & a & c & c \\
  b & 4 & 2 & 1 \\
  4 & 2 & 3 \\
  2 & 3 \\
\end{array}
\]

For the next round, our possible pairs are just \((a, b)\) and \((c, 1),\) and the one with the larger smaller entry is \((c, 1).\) So 1 and c face off, with 1 winning and c advancing by the laziness rule with \(u = 4:\)

\[
\begin{array}{cccc}
  a & a & c & c \\
  b & 4 & 2 & 1 \\
  4 & 2 & 3 \\
  2 & 3 \\
\end{array}
\]

In the final round, c faces off against 4, and 4 wins and advances:

\[
\begin{array}{cccc}
  a & a & c & c \\
  b & 4 & 2 & 1 \\
  4 & 2 & 3 \\
  2 & 3 \\
\end{array}
\]

Since 1 won one round, 3 won one round, and 4 won two rounds, this tree is an element of \(\text{Tour}(1, 0, 1, 2).\)

**Remark 3.2.** A trivalent tree with \(n+3\) labeled leaves has exactly \(n\) rounds in its lazy tournament.

**Remark 3.3.** The set of all trivalent trees with leaves labeled \(a, b, c, 1, \ldots, n,\) such that the leaf edges of \(a\) and \(b\) share a vertex, is the disjoint union of \(\text{Tour}(k)\) over all weak compositions \(k = (k_1, \ldots, k_n)\) of \(n.\)

Before embarking on the proof of Theorem 1.5, we illustrate it in the case \(n = 2.\)

**Example 3.4.** The three leaf-labeled trivalent trees on \(\{a, b, c, 1, 2\}\) in which the leaf edges of \(a\) and \(b\) share a vertex are shown below:

\[
\begin{array}{cccc}
  a & 1 & 2 & c \\
  b & 1 & 2 & c \\
\end{array}
\]

In the tournament of the first two, the labels 1 and 2 each win one round, and in the tournament of the third, the label 2 wins both rounds. Thus \(\text{Tour}(1, 1) = 2\) and \(\text{Tour}(0, 2) = 1,\) and so by Theorem 1.5 we have \(\deg_{(1, 1)}(\Phi_2) = 2, \deg_{(0, 2)}(\Phi_2) = 1,\) and \(\deg_{(2, 0)}(\Phi_2) = 0.\)

### 3.1. Combinatorial results about tournaments.

We now prove a number of technical lemmas about tournaments that will be helpful in the proof of Theorem 1.5. The first is that the losing elements of each round weakly decrease as the tournament is run.
Lemma 3.5. Let $T$ be a trivalent tree on $n+3$ leaves, and let $i_1, i_2, \ldots, i_n$ be the smaller elements of the pairs that face off in its lazy tournament in each round, listed in order from start to finish. Then we have $i_1 \geq i_2 \geq \cdots \geq i_n$.

Proof. We show that $i_1 \geq i_2$; the remaining inequalities follow by induction on $n$.

The first pair of leaves to face off in the tournament is $(i_1, j)$ for some $j > i_1$, and by the definition of the tournament, all other pairs of leaves $(i', j')$ have $i' < i_1$. Let $E$ be the third edge adjacent to leaf edges $i_1$ and $j$, as defined in Definition 1.2.

Case 1: Suppose $E$ is not adjacent to any other labeled edge besides $i_1$ and $j$. Then after the first round, the new possible pairs to consider for determining who faces off next are all of the form $(i', j')$ with $i' < i_1$. Since $i_2$ is among the values $i'$, we have $i_2 < i_1$.

Case 2: Suppose $E$ is adjacent to two other labeled edges besides $i_1$ and $j$. Then we are at the last round of the tournament, and the statement of the lemma holds trivially.

Case 3: Suppose $E$ is adjacent to exactly one other labeled edge $u$. If $u < i_1$, then $j$ advances in the tournament and $(u, j)$ becomes one of the new pairs to consider along with the other $(i', j')$ pairs. So in the next round, $i_2$ is either $u$ or one of the $i'$ values, so since $u < i_1$ and each $i' < i_1$, we again have $i_2 < i_1$.

Otherwise, if $u > i_1$, then by the laziness rule $i_1$ advances, and it becomes a new pair $(i_1, u)$ to consider for the next round; since $i_1$ is still largest among the smaller elements of each leaf pair $(i', j')$, we have $i_2 = i_1$ in this case.

Thus in all cases $i_1 \geq i_2$, and similarly $i_1 \geq i_2 \geq \cdots \geq i_n$. □

Definition 3.6. Given a label $i$ of a leaf-labeled trivalent tree in $\text{Tour}(k_1, \ldots, k_n)$, we say $i$ is a winner if it wins any round of the tournament, and it is a loser if it loses any round of the tournament.

The next two lemmas show that every label that participates in at least one match is either a winner or a loser but cannot be both. That is, “winners always win” and “losers always lose”.

Lemma 3.7 (Winners Lemma). Suppose $j$ is a label of a leaf-labeled trivalent tree. If $j$ wins the first round in which it competes during the lazy tournament, then $j$ wins all subsequent rounds in which it competes.

Proof. Suppose $j$ wins a round against $i < j$ and advances. Since the sequence of losers in the tournament decreases by Lemma 3.5, then $j$ cannot appear after $i$ in the list of losers. Therefore, $j$ must win all of the subsequent rounds in which it competes. □

Lemma 3.8 (Losers Lemma). Suppose $i$ is a label of a leaf-labeled trivalent tree. If $i$ loses the first round in which it competes during the lazy tournament, then $i$ loses all subsequent rounds in which it competes.

Proof. If $i$ loses but also advances to a future round, it must have done so via the laziness rule, and so it is already adjacent to another edge that is larger than it. Thus it also loses its next round, and so on. □

We now restrict our attention to trivalent trees having $a, b$ adjacent. Recall that $\text{Tour}(k)$ is the set of trivalent trees whose leaves are labeled by $\{a, b, c, 1, \ldots, n\}$ in which the leaf edges $a$ and $b$ share a vertex, and each label $i \geq 1$ wins exactly $k_i$ times in the tournament.

Lemma 3.9 (Participation Lemma). Let $T \in \text{Tour}(k)$ for a weak composition $k$ of $n \geq 1$. In the tournament of $T$, neither $a$ nor $b$ compete in any round, and every other label competes in some round. Moreover, when a label advances, it always advances forward along its path towards $a$.

Proof. Since we use the ordering $a < b < c < 1 < 2 < 3 < \cdots < n$ and $a, b$ are adjacent leaves in $T$, we see that $a$ will never be the largest of the smaller entries of the available pairs at any step of the tournament, and so $a$ and $b$ never face off against each other before the tournament ends.
Now, orient each edge of $T$ towards $a$ (by considering its unique path to $a$). This makes the set of unlabeled edges, which starts as the set of non-leaf edges, into an oriented rooted tree, rooted at the vertex $v_a$ adjacent to $a,b$. After each round, some leaf of this subtree becomes labeled, and the remaining unlabeled edges again form a connected oriented tree rooted at $v_a$. Inductively, we see that the labels advance forward along their paths towards $a$.

Finally, let $\ell \neq a,b$ be a labeled leaf in $T$, let $e$ be the next edge after leaf edge $\ell$ along its path to $a$, and let $f$ be the third edge adjacent to edges $\ell$ and $e$. Then eventually $f$ is labeled by some label $j$ by the process above, and then $\ell$ faces off against $j$ to label edge $e$. Thus every label $\ell \neq a,b$ competes in some round. \qed

Our final result below is that the largest index $i$ for which $k_i = 0$, which is used in the definition of $\tilde{k}_j$ (Definition 2.6) and the asymmetric string equation, is the largest (and first) loser in the tournament. Moreover, we are in the lazy case (or not) depending on whether $k_1 = 1$ or $k_j > 1$.

**Lemma 3.10 (First Round Lemma).** Let $T \in \text{Tour}(k)$ and consider the pair $(i_1,j)$ in the tournament of $T$ that faces off first, written so that $i_1 < j$.

1. Let $i$ be the largest index for which $k_i = 0$. Then $i_1 = i$.
2. The laziness rule applies in this round if and only if $k_1 = 1$ and $n \geq 2$.

*Proof.* 1. Since $i_1$ loses every round it competes in (by Lemma 3.8), we have $k_{i_1} = 0$ by the definition of $\text{Tour}(k)$. Furthermore, by Lemma 3.7 and 3.9, the only indices $i'$ with $k_{i'} = 0$ are those that lose a round at some point. By Lemma 3.5 these indices decrease as the tournament is run, so $i_1$ is the largest index for which $k_{i_1} = 0$, and so $i_1 = i$.

2. If the laziness rule applies, then $j$ does not advance, so evidently $k_j = 1$. Conversely, suppose $k_j = 1$ and (for contradiction) that $j$ advances. By the Winners Lemma (3.7), $j$ wins every round in which it competes, and by the Participation Lemma (3.9), $j$ will compete in one more round unless $n = 1$. This gives a contradiction unless $n = 1$. \qed

### 3.2. Proof of Theorem 1.5

In order to prove Theorem 1.5, we will show that the quantities $|\text{Tour}(k_1,\ldots,k_n)|$ satisfy the same recursion as the multidegrees (Proposition 2.8). That is, we wish to show that for all $n \geq 1$ and any composition $k = (k_1,\ldots,k_n)$ of $n$ where $k_i$ is the rightmost 0 in $k$,

$$|\text{Tour}(k)| = \sum_{j>i} |\text{Tour}(\tilde{k}_j)|.$$

To do so, we use the tournament process to define a map

$$\pi_{\text{laz}} : \text{Tour}(k) \to \coprod_{j>i} \text{Tour}(\tilde{k}_j),$$

and we show $\pi_{\text{laz}}$ is a bijection. Here, $\coprod$ is coproduct (formal disjoint union) of sets, since the sets $\text{Tour}(\tilde{k}_j)$ may not be pairwise disjoint.

**Definition 3.11.** Define $\pi_{\text{laz}} : \text{Tour}(k) \to \coprod_{j>i} \text{Tour}(\tilde{k}_j)$ as follows. Let $T \in \text{Tour}(k)$ and consider the pair $(i,j)$ in the tournament of $T$ that faces off first, with $j > i$. Let $v$ be the vertex adjacent to $i$ and $j$.

- If $k_j > 1$, then define $\pi_{\text{laz}}(T)$ to be the tree formed by labeling $v$ by $j$, removing the leaves and leaf edges of $i$ and $j$, and decreasing all of the labels $i+1,i+2,\ldots,n$ by 1.
- If $k_j = 1$, then define $\pi_{\text{laz}}(T)$ to be the tree formed by labeling $v$ by $i$, removing the leaves and leaf edges of $i$ and $j$, and decreasing all of the labels $j+1,j+2,\ldots,n$ by 1.

By Lemma 3.10(2), the two cases above correspond to whether or not the laziness rule applies to the first round of the tournament. Below, in Lemma 3.14, we verify that this gives $\pi_{\text{laz}}(T) \in \text{Tour}(\tilde{k}_j)$, i.e. the composition associated to $\pi_{\text{laz}}(T)$ is $\tilde{k}_j$. An example of $\pi_{\text{laz}}$ is shown in Figure 3.1.
Remark 3.12 (Forgetting maps). Geometrically, \( \pi_{\text{lazy}}(T) \) is given by applying the forgetting map \( \pi_i : \overline{M}_{0,X} \to \overline{M}_{0,X \setminus i} \), followed by one of two different relabelings of the marked points, as follows. In the non-lazy case (when \( j \) advances), after applying \( \pi_i \) we simply decrease each of the labels \( i + 1, \ldots, n \) by one. In the lazy case (when \( i \) advances), after applying \( \pi_i \) we relabel \( j \) as \( i \) and then decrease each of the labels \( j + 1, \ldots, n \) by one. The same relabelings were used in the geometric proof of the asymmetric string equation in [4] (restated here as Proposition 2.8).

Example 3.13. Continuing Example 2.9, the following recursion holds:

(3.1) \( \text{Tour}(1, 0, 0, 0, 2, 1, 3) \xrightarrow{\pi_{\text{lazy}}} \text{Tour}(1, 0, 0, 0, 1, 1, 3) \cup \text{Tour}(1, 0, 0, 0, 2, 3) \cup \text{Tour}(1, 0, 0, 2, 1, 2) \).

Geometrically, \( \pi_{\text{lazy}} \) maps the corresponding points of \( \overline{M}_{0,n+3} \) to \( \overline{M}_{0,n+2} \) as in the diagram

\[
\begin{array}{ccc}
\overline{M}_{0,abc123456} & \supset & \text{Tour}(1, 0, 0, 0, 1, 1, 3) \\
\downarrow & & \downarrow \\
\overline{M}_{0,abc123456} & \supset & \text{Tour}(1, 0, 0, 0, 2, 3) \\
\cup & & \cup \\
\text{Tour}(1, 0, 0, 0, 2, 1, 3) & \supset & \text{Tour}(1, 0, 0, 2, 1, 2).
\end{array}
\]

Here, the relabelings indicated by \( \cong \) are non-lazy (decrementing 5, 6 and 7 by 1) and the middle relabeling \((\cong)'\) is lazy: it is given by first sending 6 \( \leftrightarrow 4 \), then decrementing only 7 \( \rightarrow 6 \). The map \( \pi_{\text{lazy}} \) corresponds to these maps, applied to the appropriate subsets of \( \text{Tour}(1, 0, 0, 0, 2, 1, 3) \). Note that these are the same maps as in the asymmetric string equation.

Lemma 3.14. The map \( \pi_{\text{lazy}} \) is a well-defined map to \( \bigsqcup_{j > i} \text{Tour}(k_j) \); in particular, if \( T \in \text{Tour}(k) \) and \( j \) is the winner of the first round of the tournament of \( T \), then \( \pi_{\text{lazy}}(T) \in \text{Tour}(k_j) \).

Proof. If \( n = 1 \), the only composition is \( k = (1) \), and \( \text{Tour}(1) \) consists of the unique trivalent tree \( T_1 \) with leaf edges \( a, b \) sharing one vertex and \( 1, c \) sharing another. Then \( \pi_{\text{lazy}}(T_1) \) is the unique tree \( T_0 \in \text{Tour}(\emptyset) \) in which \( a, b, c \) are leaf edges connected to a single internal vertex.

Now suppose \( n > 1 \). Let \( T \in \text{Tour}(k) \), and let \( j \) be the winner of the first round, which faces off against \( i < j \). By Lemma 3.10(1), \( i \) is the largest index such that \( k_i = 0 \). Furthermore, by Lemma 3.10(2), the laziness rule applies and \( i \) advances if and only if \( k_j = 1 \) (since \( n > 1 \)).

Let \( k' \) be the composition associated to \( \pi_{\text{lazy}}(T) \)'s tournament, that is, \( k'_\ell \) is the number of rounds of the tournament of \( \pi_{\text{lazy}}(T) \) that \( \ell \) wins. We wish to show \( \pi_{\text{lazy}}(T) \in \text{Tour}(k'_j) \), that is, \( k' = k_j \).

Case 1. Suppose \( k_j > 1 \). Then \( \pi_{\text{lazy}}(T) \) is formed by removing the edge labeled \( i \) from \( T \) and decreasing the labels \( i+1, i+2, \ldots, n \) by 1. Since \( \pi_{\text{lazy}}(T) \) can be thought of as the tree that remains
after letting \( j \) advance in the tournament (and renumbering), we have \( k'_{j-1} = k_j - 1 \), \( k'_\ell = k_\ell \) for \( \ell < i \), and \( k'_\ell = k_{\ell+1} \) for all other \( \ell \) \((\ell \geq i, \ell \neq j - 1)\). Thus \( k' = \hat{k}_j \) as desired.

**Case 2.** Suppose \( k_j = 1 \). Then \( \pi_{\text{laz}}(T) \) is formed by removing the edge labeled \( j \) from \( T \) and decreasing the labels \( j + 1, j + 2, j + 3, \ldots, n \) by 1. Since \( \pi_{\text{laz}}(T) \) can be thought of as the tree that remains after letting \( i \) advance in the tournament via the laziness rule (and renumbering), we see that for all \( \ell < j \) we have \( k'_\ell = k_\ell \), and for all \( \ell \geq j \) we have \( k'_\ell = k_{\ell+1} \). Thus \( k' = \hat{k}_j \). \( \square \)

**Proposition 3.15.** The map \( \pi_{\text{laz}} \) is a bijection.

**Proof.** We construct the inverse of \( \pi_{\text{laz}} \). Given an element \( T' \in \text{Tour}(\hat{k}_j) \) for some \( j > i \), we construct the unique \( T \in \text{Tour}(k) \) such that \( \pi_{\text{laz}}(T) = T' \) as follows.

**Case 1.** If \( k_j > 1 \), define \( T \) by increasing the labels \( i, i + 1, i + 2, \ldots, n \) by 1 each in \( T' \), splitting the leaf edge of \( i \) into two edges with middle vertex \( v \), and then attaching a leaf edge labeled \( i \) to \( v \).

By the definition of \( \hat{k}_j \), the rightmost 0 in \( \hat{k}_j \) occurs strictly before \( i \), so all losers in \( T' \) are less than \( i \). Thus the pair \((i, j)\) is the first to face off in \( T \). Moreover, if there is a labeled edge \( u \) adjacent to the empty edge connected to \((i, j)\) in \( T \), assume for contradiction that \( u > i \). Then \((u - 1, j - 1)\) was a pair of leaves that faced off in \( T' \), so \( u - 1 < i \) and so \( u \leq i \), a contradiction. Hence in \( T \), \( j \) advances after defeating \( i \), and therefore \( T \rightarrow T' \) under our map.

**Case 2.** If \( k_j = 1 \), define \( T \) by first increasing the labels \( j, j + 1, \ldots, n \) by 1 each in \( T' \), splitting the leaf edge of \( j \) into two edges with middle vertex \( v \), and then attaching a leaf edge labeled \( j \) to \( v \). Note that since \( k_j = 1 \) we have \((\hat{k}_j)_i = 0 \) by the definition of \( \hat{k}_j \), and moreover \( i \) is the index of the last 0 in \( \hat{k}_j \). Thus \( i \) was the loser of the first match in \( T' \), meaning it was paired with a larger entry \( u > i \) in the first round of \( T' \). Thus in \( T \), the laziness rule applies in the match between \( i \) and \( j \), and \( j \) sends \( i \) along to face off against \( u \). It follows that our map above sends \( T \rightarrow T' \) as desired. \( \square \)

**Proof of Theorem 1.5.** By Proposition 3.15, the quantities \( \deg_k(\Phi_n) \) and \( |\text{Tour}(k)| \) satisfy the same recursion. It is easy to check that \( \deg_1(\Phi_1) = |\text{Tour}(1)| = 1 \). Therefore, by induction on \( n \) we have that \( \deg_k(\Phi_n) = |\text{Tour}(k)| \). \( \square \)

Finally, we can use Theorem 1.5 to give an elegant proof of Corollary 1.6 which we restate for convenience below.

**Corollary 1.6.** The total degree of \( \Phi_n \) is

\[
\deg(\Phi_n) = (2n - 1)!! = (2n - 1) \cdot (2n - 3) \cdot \ldots \cdot 5 \cdot 3 \cdot 1.
\]

**Proof.** Notice that \( \bigcup_k \text{Tour}(k) \) is the set \( \text{Tour}(n) \) of all trivalent trees with leaves labeled by \( a, b, c, 1, 2, \ldots, n \) in which the leaf edges of \( a \) and \( b \) share a vertex. Since the sets \( \text{Tour}(k) \) are all disjoint as \( k \) varies, we have that the total degree is \( |\text{Tour}(n)| \), so we wish to show \( |\text{Tour}(n)| = (2n - 1)!! \).

Notice that the forgetting map \( \pi_b \) maps \( \text{Tour}(n) \) bijectively onto the set of all boundary points on \( \overline{M}_{0,1,2,\ldots,n} \cong \overline{M}_{0,n+2} \), i.e. all trivalent trees on \( n + 2 \) labels. It is well known that there are \((2(n + 2) - 5)!! = (2n - 1)!! \) such trees, and the result follows. \( \square \)

**Remark 3.16.** One can also prove that \( |\text{Tour}(n)| = (2n - 1)!! \) via a direct inductive proof as follows. Since \( |\text{Tour}(0)| = 1 \), it suffices to give a \((2n - 1)\)-to-one map from \( \text{Tour}(n) \) to \( \text{Tour}(n - 1) \). This is precisely given applying the forgetting map \( \pi_n \) to each of these points. Indeed, forgetting the \( n \) results in an element of \( \text{Tour}(n - 1) \), and given a tree in \( \text{Tour}(n - 1) \), there are \( 2n - 1 \) ways to attach a new leaf edge labeled \( n \) to form a tree in \( \text{Tour}(n) \) in its preimage: namely, either attached to the leaf labeled by one of the \( n \) marked points \( c, 1, 2, \ldots, n - 1 \), or attached to one of the \( n - 1 \) non-leaf edges in the tree.
4. Parking functions

In [4], the multidegrees \( \deg_k(\Phi_n) \) were shown to enumerate a type of parking function called a column restricted parking function (CPF). In this section we give a bijection between CPFs and lazy tournaments.

We first recall the general definition of a parking function, as in [16], though we draw our Dyck paths using up and left steps rather than up and right, as seen in, for instance, [2]. This will be useful for avoiding the extra step of reversing the sequence \( k \) (as in [4]).

Definition 4.1. A Dyck path of height \( n \) is a lattice path in the plane from \((0,n)\) to \((n,0)\), using right \((1,0)\) and down \((0,-1)\) unit steps, that stays weakly above the diagonal line connecting the two endpoints.

Definition 4.2. A parking function is a way of labeling the unit squares just to the left of the downward steps of a Dyck path with the numbers \( 1, 2, \ldots, n \) such that the numbers in each column are increasing up the column. For \( 1 \leq i \leq n \), the \( i \)-th column of a parking function is the \( i \)-th column of squares from the left in the \( n \times n \) box that contains it. We write \( \text{PF}(n) \) for the set of parking functions of size \( n \).

Two examples of parking functions of height 4 are shown in Figure 4.1.

4.1. Column-restricted parking functions.

Definition 4.3. Let \( P \) be a parking function. For every number label \( x \) in \( P \), we say \( x \) dominates a column to its right if the column contains no entry greater than \( x \). Define the dominance index \( d_x \) to be the number of columns to the right of \( x \) dominated by \( x \) (including empty columns). Then we say \( P \) is column-restricted if \( x > d_x \) for all \( x = 1, 2, \ldots, n \). We write \( \text{CPF}(k_1, \ldots, k_n) \) for the set of column-restricted parking functions having exactly \( k_i \) labels in the \( i \)-th column for all \( i \).

Theorem 4.4 (Theorem 1.1 in [4]). We have

\[
\deg_{(k_1, \ldots, k_n)}(\Phi_n) = |\text{CPF}(k_1, \ldots, k_n)|.
\]

This theorem was proven by showing that the quantities \( |\text{CPF}(k_1, \ldots, k_n)| \) satisfy the recursion of Proposition 2.8, using the following map.

Definition 4.5. We define \( r : \text{PF}(n) \to \text{PF}(n-1) \) as follows: given a parking function \( P \), \( r(P) \) is defined by removing the row containing the number 1, decrementing all remaining labels, and then deleting the rightmost empty column, as shown in Figure 4.2.

The following result shows that \( r \) restricts to a bijection on column restricted parking functions. (Note that in [4], \( r \) was called \( \varphi \).)

Proposition 4.6 (Proof of Theorem 5.3 in [4]). The map \( r \) induces a bijection

\[
\hat{r} : \text{CPF}(k) \to \bigcap_{j > i} \text{CPF}(k_j).
\]
Figure 4.2. Applying the map \( r \) to column-restricted parking functions. At left is the case in which the 1 is in its own column \( (k_j = 1) \) and at right, the case in which 1 shares a column with other labels \( (k_j > 1) \). Notice that the result is column-restricted in each case.

We will need the following additional lemma about CPFs.

**Lemma 4.7.** Suppose \( P \in \text{PF}(n) \) has first dominance index \( d_1 = 0 \) and \( r(P) \) is column-restricted. Then \( P \) is column-restricted as well.

**Proof.** Let \( i \) be the index of the rightmost empty column of \( P \), and let \( j \) be the column containing the 1. First suppose \( x \) is a label in \( P \) to the right of column \( i \). Then all columns to the right of \( x \) are nonempty, and so \( x \) dominates at most \( x - 1 \) columns to its right (if these columns have largest entries \( 1, 2, \ldots, x - 1 \)). Thus \( d_x < x \) as required.

Now suppose \( x \) is a label to the left of column \( i \) in \( P \). Then \( x - 1 \) is the corresponding label in \( r(P) \) and it dominates no more than \( x - 2 \) columns to its right. Then in \( P \), \( x \) dominates at most one more column to its right, namely either the empty column \( i \) if 1 is not in its own column, or column \( j \) if 1 is in its own column in column \( j \). Thus \( d_x \leq x - 1 \) as required. \( \Box \)

4.2. **Bijection with tournaments.** We now construct an explicit bijection \( \tau : \text{Tour}(k_1, \ldots, k_n) \rightarrow \text{CPF}(k_1, \ldots, k_n) \) that makes the following diagram of bijections commute, where \( \hat{r} \) is the map (4.1) defined above.

\[
\begin{array}{ccc}
\text{Tour}(k) & \xrightarrow{\tau} & \text{CPF}(k) \\
\downarrow \hat{r} & & \downarrow \hat{r} \\
\prod_{j>i} \text{Tour}(\tilde{k}_j) & \xrightarrow{\prod \tau} & \prod_{j>i} \text{CPF}(\tilde{k}_j),
\end{array}
\]

(4.2)

Here \( \prod \tau \) is induced by the maps \( \tau : \text{Tour}(\tilde{k}_j) \rightarrow \text{CPF}(\tilde{k}_j) \). This provides a direct link between the two combinatorial interpretations of the multidegrees. Recall our convention that the columns of a parking function are numbered 1, 2, \ldots, \( n \) from left to right.

**Definition 4.8.** Given a trivalent tree \( T \in \text{Tour}(k) \), we define \( \tau(T) \) to be the unique parking function of size \( n \) such that for each \( 1 \leq j, m \leq n \), the parking function \( \tau(T) \) contains the number \( m \) in column \( j \) if and only if \( j \) wins round \( m \) of the tournament of \( T \).

**Example 4.9.** In the tournament \( T \) in Example 3.1 Round 1 was won by the number 3, so the parking function \( \tau(T) \) has the number 1 in column 3. Round 2 was won by 4, so the label 2 appears in column 4 in \( \tau(T) \). Round 3 was won by 1, so 3 appears in column 1, and Round 4 was won by 4, so 4 appears in column 4. Thus \( \tau(T) \) is the unique parking function whose sets of column labels, from left to right, are \( \{3\}, \{\}, \{1\}, \{2, 4\} \), as shown in the upper right of Figure 4.3.

As shown in [4], one can use the recursion of Proposition 2.8 to show that the multidegree \( \deg(k_1, \ldots, k_n)(\Phi_n) \) is nonzero if and only if the sequence \( (k_1, \ldots, k_n) \) is a reverse Catalan sequence, meaning that \( k_n + k_{n-1} + k_{n-2} + \cdots + k_{n-i+1} > i \) for all \( i \). It is therefore an immediate consequence
that applying $\tau$ to any tree $T \in \text{Tour}(k)$ does indeed result in a parking function, with column heights $k_1, \ldots, k_n$.

**Lemma 4.10.** For any $T \in \text{Tour}(k)$, we have $r(\tau(T)) = \tau(\pi_{\text{lazy}}(T))$. That is, the following diagram commutes:

$$
\begin{array}{ccc}
\text{Tour}(k) & \xrightarrow{\tau} & \text{PF}(n) \\
\downarrow_{\pi_{\text{lazy}}} & & \downarrow_{r} \\
\bigoplus_{j > i} \text{Tour}(k_j) & \xrightarrow{\tau} & \text{PF}(n-1).
\end{array}
$$

**Proof.** Let $T \in \text{Tour}(k)$, and let $i < j$ be the first pair that face off against each other in the tournament of $T$. Then $j$ is the column of the number 1 in $\tau(T)$, and $i$ is the largest index for which $k_i = 0$ by Lemma 3.10. In particular, the 1 is to the right of the rightmost empty column of $\tau(T)$. The parking function $r(\tau(T))$ is the result of deleting the row containing the 1 in $\tau(T)$, decrementing all remaining labels, and then deleting the rightmost empty column of the resulting diagram, which is column $i$ if $k_j > 1$ and column $j$ otherwise. This has the effect of decreasing the column indices of any label to the right of column $i$ or $j$ respectively by 1.

On the other hand, the tree $\pi_{\text{lazy}}(T)$ is formed by running the first round of the tournament, deleting the used leaf edges $i,j$, and decrementing all the labels above $j$ or $i$ respectively according to whether $k_j = 1$ or $k_j > 1$. Under $\tau$, this corresponds to shifting all columns to the right of $j$ or $i$ respectively to the left one step, and also removing the 1 and decrementing the remaining labels since the second round of the original tournament is now the first round of $\pi_{\text{lazy}}(T)$. Thus $r(\tau(T)) = \tau(\pi_{\text{lazy}}(T))$ as desired. \hfill \square

We now need to show that the parking functions obtained from $\text{Tour}(k)$ by applying $\tau$ are precisely the column-restricted parking functions.

**Proposition 4.11.** The map $\tau$ is a bijection from $\text{Tour}(k) \rightarrow \text{CPF}(k)$ for any weak composition $k = (k_1, \ldots, k_n)$ of $n$, and the diagram (4.2) commutes.

**Proof.** We first show that $\tau(T)$ is in $\text{CPF}(k)$ by induction on $n$. In the base case $n = 1$, this is easily checked, so assume the claim holds for compositions of $n - 1$. Letting $i < j$ be the pair that
faces off first in $T$, then $r(\tau(T)) = \tau(\pi_{\text{lazy}}(T)) \in \CPF(k_j)$ by our inductive hypothesis. By the definition of $\tau$, the label 1 is in column $j$ of $\tau(T)$. By Lemma 3.10, $i$ is the largest index such that $k_i = 0$, and since $i < j$, there are no empty columns to the right of the label 1. Therefore, we have $1 > d_1 = 0$ as in Definition 4.3 of column restrictedness. Since $r(\tau(T))$ is also column restricted, we have that $\tau(T)$ is column restricted by Lemma 4.7. Hence, $\tau(T) \in \CPF(k)$ and the induction is complete.

Because (4.3) commutes by Lemma 4.10 and $\tau(T) \in \CPF(k)$ for any $T \in \Tour(k)$, it follows that (4.2) commutes as well. Finally, we show that $\tau : \Tour(k) \to \CPF(k)$ is a bijection by induction on $n$. The claim is easily checked for $n = 1$, so assume the claim holds for all compositions of size $n - 1$. The map $\pi_{\text{lazy}}$ is a bijection by Proposition 3.15, $\tau$ is a bijection by our inductive hypothesis, and $r$ is a bijection by [4]. Therefore, $\tau$ is also a bijection by commutativity of the diagram (4.2).

4.3. Reversing the bijection. We briefly describe, via the example below, how to compute $\tau^{-1}$ by hand, that is, how to recover the tree from its parking function (in a less cumbersome way than the insertion/relabeling argument of Proposition 4.11).

Example 4.12. Let $P$ be the parking function

from our previous examples. The entries 1 through 4 in the diagram above are often called the cars of the parking function, and we refer to them as such below. We compute $\tau^{-1}(P)$ as follows.

1. **List the winners and losers of the tournament.** The indices of the columns of $P$ that contain cars are the winners, and the empty columns plus $c$ are the losers. (In this example, $c$ and 2 are the losers and 1, 3, 4 are the winners.)

2. **Seed a rooted forest.** For each $\ell \in \{c, 1, 2, \ldots, n\}$, draw a directed edge $\ell \to v_\ell$ labeled by $\ell$. We consider each $v_\ell$ the root of its oriented tree.

For this example, we draw the loser edges with dashed lines and the winners with solid.

3. For each car $m$ of the parking function, starting from car 1:
   - **Merge two trees.** Let $i$ be the largest loser that is adjacent to the root $v_i$ of its tree at this step. If the car $m$ is in column $j$, let $v_j$ be the root of the tree containing $j$ (which in fact will be adjacent to an edge labeled $j$). Identify vertex $v_i$ with $v_j$; $i$ faces off (and loses) against $j$.
   - **Extend the tree.** Draw another directed edge $e$ from vertex $v_i = v_j$ to a new root $v_e$. If car $m$ is at the top of column $j$ and it is not the final car $n$, then the laziness rule applies and we label $e$ by $i$; otherwise we label it by $j$.

The first merge and extend steps for our example are shown below.

We now repeat the merge and extend steps for cars 2, 3, ... The running example is shown below.
(4) Add \( a \) and \( b \). When we have a single connected tree rooted at \( v \), attach leaf edges \( a \) and \( b \) to \( v \).

Finally, removing the orientation and labels on each edge, we recover the tree \( \tau^{-1}(P) \).

**Remark 4.13.** The tree can also be built from the parking function by starting with the vertex connected to \( a, b \) and branching out, while reading the cars of the parking function from greatest to least (rather than least to greatest). In this case, the tournament is run in reverse, pairing the columns that the cars appear in with losers starting with the *smallest* available loser. As in the method above, the key fact is that the laziness rule applies precisely when the corresponding car of the parking function is at the top of its column.

5. Hyperplanes containing the tournament points

A natural question in light of Theorem 1.5 is whether the set \( \text{Tour}(k) \) can be obtained as a complete intersection of \( \overline{M}_{0, n} \) with an appropriate set of hyperplanes in the iterated Kapranov embedding. As shown in Example 1.7, this is not possible in general, because the linear span of \( \text{Tour}(k) \) (in a given factor of the embedding) may intersect the image of \( \overline{M}_{0, n} \) in a subset of dimension \( > \dim(\overline{M}_{0, n}) - k \).

It is often possible, however, to express \( \text{Tour}(k) \) as the *limit* of such an intersection, using a varying family of hyperplanes. We explore this question further in forthcoming work. Although we do not know if such a limit exists in general, a necessary condition is that there is a set of (fixed) linearly independent hyperplanes, \( k_i \) of which lie in \( P_i \) for each \( i \), which contain every point of \( \text{Tour}(k) \). We end by showing that such hyperplanes do, indeed, exist. We restate Theorem 1.8 here for convenience.

**Theorem 1.8.** Let \([z_b : z_c : z_1 : z_2 : \cdots : z_{r-1}]\) be the projective coordinates of the \( P^r \) coordinate in \( P^1 \times \cdots \times P^n \). Then the coordinates of the points of \( \text{Tour}(k_1, \ldots, k_n) \) in the \( P^r \) factor all lie on the \( k_r \) hyperplanes

\[
    z_b = 0, \quad z_c = 0, \quad z_1 = 0, \quad \ldots, \quad z_{k_r-2} = 0,
\]

where if \( k_r = 1 \) then our collection only contains the hyperplane \( z_b = 0 \), and if \( k_r = 2 \) then we only have the two hyperplanes \( z_b = 0 \) and \( z_c = 0 \). (If \( k_r = 0 \) it is the empty collection.)

To prove this, we first require two technical lemmas. We will say that two labels \( i, j \) are in different branches (resp., the same branch) from the perspective of \( r \) in a tree \( T \) if they are on different branches (resp., the same branch) from the internal vertex \( v_r \) adjacent to leaf edge \( r \). If they are on different branches, we also say that \( r \) separates \( i \) from \( j \) in \( T \).

**Lemma 5.1.** Let \( T \in \text{Tour}(k) \), let \( r \) be a winner in \( T \), and suppose that the label \( r \) in \( T' = \pi_{r+1} \circ \cdots \circ \pi_{n}(T) \) separates some label \( \ell \) from \( a \). Then \( r \) separates \( \ell \) from \( a \) in \( T \), as well.
Proof. Note that $T$ is obtained from $T'$ by successively inserting the numbers $r+1,\ldots,n$ as leaf edges attached to existing edges starting from $T'$. We claim that the property of $r$ separating $\ell$ from $a$ still holds in $T$. Indeed, let $T'_a$, $T'_b$, and $T'_c$ be the three branches of the tree attached to $r$'s internal vertex in $T'$, which contain $r, a, \ell$ respectively. If the labels $r+1,\ldots,n$ are all inserted at edges in either $T'_a$ or $T'_c$, it is clear that $r$ still separates $\ell$ from $a$.

If instead one of the labels $r+1,\ldots,n$ is inserted on the unique edge in $T'_b$ (with possibly more inserted on the resulting edges), then $r$ would be paired in its first round of the tournament with some label among $r+1,\ldots,n$, and therefore $r$ loses its first round. This is a contradiction to the Losers Lemma (3.8) since $r$ is a winner. Thus $r$ separates $\ell$ from $a$ in $T$ as well. \hfill \Box

Lemma 5.2. Let $v$ be a vertex of a tree $T\in\text{Tour}(k)$ and let $B$ be a branch at $v$ not containing $a$. Let $m$ be the smallest leaf label of $B$ and let $P$ be the path from $m$ to $v$.

By the time $m$ first participates in a round of the tournament of $T$, every edge of $B$ is labeled except those along $P$.

Moreover, $m$ faces off against every labeled edge of $B$ attached to $P$ and advances until at least the vertex just before $v$ in $P$.

Proof. If $B$ consists only of the leaf edge $m$, the result holds trivially. So assume $B$ contains at least one leaf besides $m$.

Since $m$ is minimal in $B$, it is paired in its first round with another element $p > m$ in $B$, so $m$ is a loser of the tournament. Since the sequence of losers weakly decreases (Lemma 3.5) and $m$ is minimal in $B$, all other pairs in $B$ will face off before $m$’s first round.

Now, suppose for contradiction that some edge on path $P$ from $m$ to $v$ becomes labeled before $m$’s first round. This is only possible if the two other edges adjacent to $v$ (not in branch $B$) are labeled and then face off to label an edge in path $P$. However, by the Participation Lemma (3.9), labels that advance in the tournament do so along their path towards $a$, and since $a$ is not in branch $B$, we have a contradiction. Hence $P$ is unlabeled until $m$ starts competing, at which point it advances by the laziness principle against all of its opponents in branch $B$ except possibly the last. \hfill \Box

Proof of Theorem 1.8. First note that since the leaf edges of $a$ and $b$ share a vertex in all tournament points, $b$ is on $a$’s branch from the perspective of any other vertex of the tree, so $z_b = 0$ always holds. In particular, we only have to consider the case $k_r \geq 2$.

Since $k_r \geq 2$, for any $T \in \text{Tour}(k_1,\ldots,k_n)$, the number $r$ wins at least two rounds of the tournament of $T$ by the definition of $\text{Tour}(k)$. Let $P$ be the path from $c$ to $a$, let $v_a$ be the internal vertex at leaf edges $a, b$, and let $B$ be the branch from $v_a$ not containing $a, b$. Then $c$ is the minimal label in $B$, so by Lemma 5.2 a leaf edge attached to $P$ only faces off against $c$ (and then $c$ advances by the laziness rule). Thus $r$ itself is not directly attached to a vertex on path $P$. Moreover, since $r$ can only face off once against $c$ if it advances to path $P$, $r$ wins against at least one other number $i < r$ in its branch off of $P$. In particular, in the tree $T' = \pi_{r+1} \circ \cdots \circ \pi_{n}(T)$, the leaf edge $r$ is still not attached to path $P$. Thus, in $T'$, leaves $a$ and $c$ are on the same branch from the perspective of $r$, so $z_c = 0$ by Corollary 2.3.

We now show that if $k_r > 2$, the coordinates of the point $T$ satisfy the additional equations $z_1 = 0, z_2 = 0,\ldots,z_{k_r-2} = 0$. Assume for contradiction that $z_\ell = 1$ for some $\ell \leq k_r - 2$. By Corollary 2.3, this means that in $T'$, the label $r$ separates $\ell$ from $a$. By Lemma 5.1, $r$ separates $\ell$ from $a$ in $T$ as well. Now, let $v_r$ be the internal vertex adjacent to $r$, let $T_\ell$ be the branch from $v_r$ containing $\ell$, and let $m$ be the smallest label $T_\ell$. By Lemma 5.2, since $T_\ell$ does not contain $a$, we have that $m$ labels all edges in its path to $v_r$ except possibly the last edge (connecting to $v_r$). However, note that

$$m \leq \ell \leq k_r - 2 \leq r - 2 < r,$$

so $m$ also advances to the final edge adjacent to $v_r$ by the laziness principle.
It follows that $r$’s first round of the tournament is against some number $m \leq k_r - 2$. By the Winners and Losers Lemmas (3.7 and 3.8), $r$ wins every round in which it competes. By Lemma 3.5, the losers (across the entire tournament) form a weakly decreasing sequence. Furthermore, $r$ itself will never face the same opponent twice, and so the sequence of losers that $r$ faces form a strictly decreasing sequence starting at $m$. Thus by the Participation Lemma (3.7), the maximum possible number of opponents $r$ has is $m + 1$ (since $c, 1, 2, \ldots, m$ may be its opponents, but not $a$ or $b$). But $m + 1 \leq k_r - 1$, and so $r$ wins at most $k_r - 1$ times, contradicting the fact that $T \in \text{Tour}(k)$.

Hence $z_\ell = 0$ as desired. □
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