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Unsupervised machine learning is a cornerstone of artificial intelligence as it provides algorithms capable of learning tasks, such as classification of data, without explicit human assistance. We present an unsupervised deep learning protocol for finding topological indices of quantum systems. The core of the proposed scheme is a ‘topological data augmentation’ procedure that uses seed objects to generate ensembles of topologically equivalent data. Such data, assigned with dummy labels, can then be used to train a neural network classifier for sorting arbitrary objects into topological equivalence classes. Our protocol is explicitly illustrated on 2-band insulators in 1d and 2d, characterized by a winding number and a Chern number respectively. By using the augmentation technique also in the classification step we can achieve accuracy arbitrarily close to 100% even for objects with indices outside the training regime.

I. INTRODUCTION

Machine learning (ML) techniques have shown tremendous success in completing challenging tasks in physics. The applications range from solving trademark problems in quantum physics to pursuing completely novel objectives. In a recent breakthrough, for example, Tshitoyan et al. [2] succeeded in discovering new materials with outstanding properties by training a ML algorithm on papers published in materials science. In another recent work, Iten et al. [3] have introduced a specially designed encoder-decoder ML architecture, named SciNet, shown to be capable of learning from scratch various concepts in physics. Very promising results were presented by Racuglia et al. [4] and Melnikov et al. [5] where state-of-the-art ML tools have been successfully implemented for designing new experiments. Quantum algorithms for ML is also a topic of great current interest fueled by recent advancements in quantum computing. Artificial Neural Networks (NNs), one of the most efficient and widely used tools of ML, are currently at the frontier of research activity. It has been shown that they are capable of predicting phase transitions and critical temperatures, learning topological indices of quantum phases, efficiently representing many-body states, improving known numerical computational methods, and decoding topological quantum correcting codes.

Neural-network-based approaches typically require training on manually labeled data before they become capable of predicting relevant features. This explicit human supervision limits their applicability. Unsupervised methods are more scarce but have the potential to go beyond the boundaries of current knowledge. By now several unsupervised ML tools have been put forward such as usage of principal component analysis, variational autoencoders, self-organizing maps, advanced clustering algorithms, divergence-based predictive methods, and learning by confusion. In this paper we introduce an unsupervised learning scheme for topological classification that takes inspiration from data augmentation techniques widely applied in image recognition. The idea, illustrated in Fig. 1, is to use a seed object, a ‘parent’, to generate an ensemble of ‘children’ that by construction are in the same category, and use such ensembles to train a neural network to categorize arbitrary objects.

Topologically nontrivial phases of matter has been a major research area in condensed matter physics for several years. To find analytic expressions for topological indices as well as putting these in a form that allows for efficient numerical calculation can be a challenging task. The algorithm introduced in this paper bypasses the need for a closed mathematical expression for the index. We demonstrate this by classifying band insulators in symmetry class AIII in 1d and in symmetry class A in 2d characterized by a winding number and Chern...
number respectively. The algorithm essentially consists of three steps: 1) take two band insulators, one trivial and one hypothesized to be topologically non-trivial. Deform these parent objects into two large ensembles of children by means of random topology preserving transformations. 2) Label these ensembles ‘0’ and ‘1’ and train a neural network to classify them. Using the learning by confusion scheme\textsuperscript{53}, exemplified in Fig. 1, failure to classify the two ensembles implies that the parent objects are not topologically distinct, thus going back to step 1 with a new ansatz for topologically non-trivial system. 3) The neural networks that are used (Figs. 3 and 10) are specifically designed to learn and aggregate discretized local quantities in momentum space. Once successfully trained on a trivial and non-trivial ensemble we find that these networks can accurately classify any band insulator in the relevant symmetry class by its topological index, as exemplified in Figs. 5 and 12. (See also, Figs. 6 and 14.)

The algorithm is bona fide ‘unsupervised learning’; relying only on having a formalism for performing continuous, topology preserving, deformations on a discretized representation of the object. This is the crucial main distinction from the important work by Zhang et al. [20] and Sun et al. [21] that also use neural networks to calculate the topological index of band insulators. The latter rely on having access to an auxiliary independent calculator of the index in order to generate the ensembles of labeled training data. The idea developed in the present paper removes this auxiliary calculator, thus opening up for the possibility to quantify topological phases beyond those with a known expression for the index.

The paper is organized as follows. In Sec. II A we describe our protocol applied to the topological classification of 2-band insulators in 1d and the extraction of winding numbers, which is then extended to 2d and Chern numbers in Sec. II B. A short summary of the main concepts and outlook for future developments are given in Sec. III. In appendices we discuss training with unknown Chern number and give a detailed derivation of continuity criterion for the 2d case.

II. METHODS & RESULTS

A. Band insulators in 1D, Winding number

As our first illustration, we implement the protocol for 1d topological classification in symmetry class AIII of the standard ten-fold classification, known to contain topologically inequivalent band insulators labeled by an integer topological invariant, the so-called winding number \(\omega\).\textsuperscript{55} Any gapped 2-band system from this symmetry class can be represented by a momentum-periodic Bloch Hamiltonian \(H(k) = h_x(k)\sigma_x + h_y(k)\sigma_y\) with some continuous functions \(h_x(k)\) and \(h_y(k)\), and Pauli matrices \(\sigma_x\) and \(\sigma_y\). The winding number \(\omega\) then calculates how many times the vector \(\hat{h} = (h_x, h_y)\) winds around zero as a function of \(k \in [0, 2\pi]\). For efficiency it is practical to normalize \(\hat{h}\) to be of unit length for each \(k\) and consider from now on the space of normalized \(H(k)\). In this formulation, any 1d gapped quantum system from symmetry class AIII can be represented by a continuous set of unit vectors \(\hat{h}(k)\) with \(k \in (0, 2\pi)\).

1. Generating training data

To demonstrate the algorithm we first study two parent systems, shown in Fig. 2, with known winding numbers \(\omega = 0\) and \(\omega = 1\). Subsequently (Sec. II A 4) we will repeat the same analysis starting from a randomly generated parent system, where \(\omega\) is unknown. Although not strictly necessary it is convenient to use as baseline a reference system that is a priori known to be trivial with \(\omega = 0\), here we use \(H(k) = \sigma_x\). Based on these parent systems we create three ensembles consisting of topologically equivalent Bloch Hamiltonians and classify them by confusion: We train a neural network to distinguish the two datasets from the trivial ensemble and if it fails/succeeds in doing so, corresponding to classification accuracy around 50%/100%, then the parent systems are topologically trivial/non-trivial.

For doing numerics we need to discretize the momentum. To rigorously define the notion of topological equivalence for discretized Bloch Hamiltonians we uniquely interpolate them to continuous ones and only then examine how they transform under the corresponding deformations. To conclude whether the change to be performed is continuous we track the interpolated objects and analytically verify that at each step the proposed change stays continuous. In this way we rigorously establish topological equivalence between the interpolated Bloch Hamiltonians before and after the deformations. In practice the discretization of momentum space is done by representing a 1d band insulator by \(\hat{h}_i\) for \(i \in [1, N_k]\), with \(N_k\) the number of discrete momenta. To each of the discretized systems we then uniquely identify a continuous one by linearly interpolating the angle \(\theta_i = \arctan(h_y/h_x)\), \(i \in [-\pi, \pi]\). The children are produced by repeating the following deformation procedure: Randomly select a site \(i\) and rotate the corresponding unit vector by a random angle \(\phi \in [-\pi, \pi]\), allowing only ro-
tations satisfying $|\theta_i - \theta_{i+1} + \phi| < \pi$ for avoiding any discontinuous changes.

For producing numerical results each of the parent systems was deformed $10^5$ times to generate one child system, collecting $10^5$ children for each ensemble of topologically equivalent systems. Starting with $N_k = 100$ for the deformations, to alleviate the classification we additionally expand the data strings to $N_k = 200$ by linear interpolation to make sure that the relative angles $\epsilon \in [-\pi, \pi]$ between any neighboring vectors are sufficiently far from the boundaries $\pm \pi$. Finally, we feed the network $201 \times 2$ layered data corresponding to vectors $(h_x, h_y)$ defined on 201 momentum sites, where the additional 201st vector is just a duplicate of the 1st one, introduced to encode periodicity of the momentum space in the input.

Note that, in contrast to the original ‘learning by confusion’ protocol, we do not rely on a parametrized Hamiltonian to generate data, but only on being able to form ensembles based on the topology preserving data augmentation procedure.

2. Neural network structure and training

We employ the convolutional neural network depicted in Fig. 3. It consists of a 1d convolution layer of 128 filter with receptive field of size 2, which outputs 128 feature maps as lists of size 200. Following this are three 1d convolution layers of 64, 32, and 1 filters with receptive field of size 1. These layers perform identical local operations on each site. Finally a summation layer gives the output in terms of a single real number corresponding to the index. The activation is rectified linear in every layer except the last convolution layer which has a linear activation function.

The network structure is explicitly designed to sum up the output of a translationally invariant non-linear operation on each pair of neighboring sites, thus effectively utilizing the assumption that the topological index can be written as an integral over some unknown local function of the classified object and its derivatives. This is in contrast to the neural networks used for supervised learning of topological indices in Refs. 20 and 21 where the networks had to learn to integrate the local features.

Our network structure provides efficiency by limiting the number of trainable parameters, and by learning to calculate the relevant local quantities (see Fig. 7) it generalizes outside the training regime with high accuracy.

In total there are 11,009 trainable parameters. The cost function is mean absolute error (L1) and the labels are chosen to be ‘0’ for the reference trivial class and ‘1’ for the ensemble corresponding to the parent systems from Fig. 2. We effectively augment the datasets by rotating each child system in the ensembles by some uniform random angle before each epoch. The training is done on $2 \times 9500$ samples using Adam optimizer with minibatch size 512 and tested on the remaining $2 \times 500$ samples after each epoch.

3. Results

In Fig. 4 we plot the network’s output $y$ evaluated on the test dataset after training for 500 epochs with learning rate $10^{-4}$ and for 500 epochs with learning rate $10^{-5}$. The results are in agreement with our expectation: The network successfully learned to distinguish the topologically nontrivial ensemble from the trivial reference, Fig. 4b, but failed in learning to differentiate the datasets of topologically trivial systems, Fig. 4a. The classification is done by taking the closest integer to the network’s output $y$. The obtained classification accuracy is then 50% (100%) for the topologically (non)trivial case. The distribution in Fig. 4a depends on initial conditions of the network but due to the L1 norm the exact position between 0 and 1 is irrelevant, with mean error always close to 0.5.

Quite surprisingly the network that was trained to recognize winding numbers 0 and 1 (Case 2) has actually learned to classify any object in the same class according to its topological index. To show this we generate a dataset composed of $10^4$ Bloch Hamiltonians of arbitrary winding number by taking random vectors $h$ at each of $N_k = 100$ momentum sites, interpolated to $N_k = 200$ as
for the training data. The output of the network for these objects is shown in Fig. 5a, showing classification of the objects into bins with close to integer output. The normal distribution of values reflects the fact that the objects were generated stochastically. Note that no information about the actual winding numbers of the objects goes into this process, the raw output from the network is plotted. The network, trained with labels 0 and 1, thus generates new labels for arbitrary objects in topological sectors it has never seen, showing the power of the convolutional structure.

To further verify that objects are actually classified correctly according to topological classes we pick four arbitrary objects from the above ensemble of stochastic Hamiltonians and use these as parent objects for generating four ensembles of topologically equivalent children using the deformation procedure (used to generate training data above). In Fig. 5b-e we show the output from the network for these ensembles, which are indeed grouped into a single bin, corresponding to a unique winding number.

4. Training with unknown winding number

So far we used a trivial object, labeled ‘0’ and an object with known winding number \( \omega = 1 \), labeled ‘1’, as parents to generate the training data, with the topological index generated by the network being identical to the actual winding number for arbitrary objects. We now show that it is in fact not necessary for the classification to know the winding number of the non-trivial parent to get the topological classification. Instead we can use a random parent Hamiltonian with a priori unknown winding number to generate the training ensemble with label ‘1’. This is exemplified in Fig. 6 for a parent which a posteriori can be identified as \( \omega = 3 \). As shown in Fig. 6b, applied to a random set of data, the network classifies objects by an integer fraction index \( p/q \), with \( q \in Z \) (3 in this example) corresponding to the actual winding number of the non-trivial parent object. In this way we confirm that the network indeed has learned to classify 1d Bloch Hamiltonians in symmetry class AIII by their topological equivalence classes without using any prior information about the winding numbers. (We assume that we can always find a trivial ‘0’ reference.)

5. Network operation

To understand why the network output label is so close to the actual winding number even for objects outside the training regime we examine the last feature map which is simply summed to give the label. A few examples, corresponding to random Hamiltonians, are shown in Fig. 7, where the network state is compared to a direct calculation of the discrete derivative of the angle defined by \( \hat{h}(k) \). The fact that the network by itself arrives at a representation which is practically identical to the compact mathematical expression is quite striking, and related to the fact that we constrain the network to use translationally invariant units that are added up without post-processing.

B. Band insulators in 2D, Chern number

For second illustration we consider 2d band insulators in symmetry class A. It is known that the topological quantum phases in this class are labeled by an integer invariant, the so-called Chern number \( C \). Any 2-band insulator in symmetry class A can be written in the following form

\[
H(\vec{k}) = \hat{h}(\vec{k}) \cdot \vec{\sigma},
\]

where \( \sigma_i, i = x, y, z \), are the Pauli matrices and \( \hat{h}(\vec{k}) \) are continuous functions of 2d momentum \( \vec{k} = (k_x, k_y) \), \( k_x, k_y \in [0, 2\pi) \). For the purpose of studying the topological properties we can assume the vectors \( \vec{h} \) to be of unit length. It follows that any 2d system in symmetry class A can be represented by a map \( \hat{h}(\vec{k}) \) from 2d torus
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FIG. 7: Samples of feature maps from the last convolutional layer of the network in Fig. 3 (right), compared to the explicitly calculated difference in neighboring angles $\Delta \theta$ (left). These are summed up to give the network output “index” and the exact winding number respectively. The close resemblance shows that the network has learned to calculate the relevant local quantity with high precision. (For visual clarity, only every fourth of 200 $k$-values are shown.)

FIG. 8: Examples of 2d band insulators: 1. $h_x = \sin(k_x)$, $h_y = \sin(k_y)$, $h_z = 3 + \cos(k_x) + \cos(k_y)$ for $k \in [0, 2\pi]$ with $C = 0$;
2. $h_x = \sin(k_x)$, $h_y = \sin(k_y)$, $h_z = 1.5 + \cos(k_x) + \cos(k_y)$ for $k \in [0, 2\pi]$ with $C = 1$.

1. Generating training data

In analogy to Sec. II A we here develop a scheme for finding topologically nontrivial band insulators belonging to symmetry class A in 2d. First we pick some parent representatives of this symmetry class, one topologically trivial ($C = 0$) and one nontrivial ($C \neq 0$), such as those exemplified in Fig. 8. For each of the parent band insulators we then create ensembles of child systems belonging to the parent equivalence class and train a network to distinguish these datasets from a trivial reference ensemble. For the role of a trivial reference we take a topologically flat system $H = \sigma_x$ and create the corresponding ensemble of child Bloch Hamiltonians based on this parent.

For implementing our algorithm we first discretize 2d momentum space by $N_x = 20$ and $N_y = 20$ equally spaced sites. The discretized Bloch Hamiltonians are put in unique correspondence with continuous ones via an interpolation procedure schematically illustrated in Fig. 9. In short, we define a triangular grid in 2d momentum space and interpolate discretized $H(k_x, k_y)$ by mapping each grid triangle $(K_1, K_2, K_3)$ to the corresponding triangle $(P_1, P_2, P_3)$, with $P_i = H(K_i)$, on a sphere while satisfying the following conditions: 1. The sides of the spherical triangle are the shortest arcs connecting the vertices; 2. The face of the triangle is chosen to be the smallest spherical area enclosed by the sides. The parent objects are then deformed to generate an ensemble of topologically equivalent children. The deformations are implemented by randomly picking a site in 2d momentum space and rotating the corresponding unit vector by a random angle around the z-axis. As detailed in Appendix B, we only allow those rotations that keep the corresponding continuous systems in the same topological equivalence class. To generate a single child we successively rotate $N = 20$ sites in this fashion, followed by a rotation of the whole system by some new randomly chosen angles $\phi_x, \phi_y, \phi_z \in [-\pi, \pi]$ around all three axes, and repeat this $M = 50$ times. As for the 1d problem, Sec. II A, in the very end of the deformation procedure we linearly interpolate between the momentum points, to enhance the resolution, giving $N_x = 20$ and $N_y = 20$. Each child system is thus represented by a 3d unit vectors defined on a 21 by 21 grid (extended for periodic boundary conditions), which is fed as a three channel input to the network. In total, we collect $10^4$ child Bloch Hamiltonians corresponding to each of the three parent systems.
In Appendix A we show that also for the case of 2d band insulators we can make the protocol completely un-

detectable by rotating every child system in the ensembles by random angles around all three axes. As before, we stress that our neural network’s architecture is designed with the knowledge that the topological index can be represented as an integral over some unknown local quantity.
supervised, training on an ensemble derived from a random parent object with unknown Chern number. The classification is in terms of an integer fraction which can be transformed to an integer index by a simple rescaling, cf. Fig. 14.

In Fig. 13 we compare the output of the last feature map, for three examples with random Hamiltonians, compared to an explicit calculation of the discrete Berry curvature\(^{21}\). Similarly to the 1d case we find that the network has learned a representation which is very close to the standard analytic representation. Once again, we attribute this to the fully convolutional, plus summation layer, structure of the network, which seems particularly well suited for the task.

### III. SUMMARY

We have developed a neural-network-based unsupervised protocol for classifying topological phases and calculating their topological index. The algorithm is based on the core property that topology is robust to continuous deformations. Thus, it is not necessary to be able to calculate the index for producing ensembles of topologically equivalent objects, we just have to ensure that they can be continuously transformed into each other. We show how to derive such ensembles for the case of Bloch Hamiltonians of 2-band insulators in 1d and 2d and use these to calculate topological indices by training a purposefully designed convolutional neural network. Training the network on an ensemble of Hamiltonians with a priori unknown topological index, still allows the classification of an arbitrary object in the class. In addition, by classifying ensembles of topologically equivalent objects rather than individual objects we can achieve 100% classification accuracy.

In contrast to other ML studies of topological properties\(^{20–26}\), our method does not require any training on labeled data with known topological index. The proposed approach, of data augmentation by continuous deformations, is in principle universal and it will be interesting to explore its potential for topological classification in more exotic symmetry classes (e.g. crystalline TIs\(^{57}\)), in higher dimensions, under time-periodic external drives\(^{58,59}\), and/or in the presence of interactions\(^{55,56}\).
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### Appendix A: Training with unknown Chern number

Here we show results for training the network with an ensemble derived from a trivial reference Hamiltonian \((C = 0)\), labeled '0', and an ensemble derived from a par-
ent Hamiltonian with unknown Chern number, labeled '1'. In this way there is no bias whatsoever in choosing the parent used for the training. The ensemble of unknown index is derived from the random parent in the fashion described in Sec. II B. The network’s architecture, the optimization method, and all the hyper parameters are also the same.

In Fig. 14 we depict the results for one example. From Fig. 14a we note that the two datasets were successfully separated by the network indicating that the chosen parent system is topologically nontrivial. Moreover, the trained network has been also tested on a dataset of $10^4$ randomly generated Bloch Hamiltonians, Fig. 14b. In agreement with our anticipation all the outputs grouped at certain values. Similar to the 1d case (Sec. II A 4) the output peaks do not position just at integers anymore; in fact they are half integer, and we can conclude that the parent system corresponds to Chern number $C = 2$.

**Appendix B: Continuous deformations of discretized Chern insulators**

Here we develop a continuity condition for random transformations performed on 2d topological band insulators in symmetry class A. We consider a 2-band Bloch Hamiltonian $H(k_x, k_y)$ defined on some grid of $N_x \times N_y$ sites, interpolate it with the procedure described in Sec. II B 1, and then track how the corresponding interpolated system transforms under certain type of transformations, to determine whether a discontinuous change could occur. In Sec. II B 1 the topological equivalence classes are surveyed using multiple basic transformations performed by rotating $H(k_x, k_y)$ at one randomly chosen momentum site by a random angle around $z$ axis. Here we develop a continuity condition for any such deformation and in the numeric implementation of our protocol perform only the deformations that do not violate this criterion.

Assume that we aim to rotate the Bloch Hamiltonian $H(k_x, k_y)$ at momentum site $(i,j)$ by some angle $\Delta \phi$ around $z$ axis. The deformation may cause a discontinuous change only at 6 triangles sharing site $(i,j)$, Fig. 15a, and we need to independently examine each of them to ensure that the interpolated system has changed continuously. Consider a spherical triangle corresponding to one of those 6 triangles and denote the vectors corresponding to its vertices by $v_1$, $v_2$, and $v_3$ with the latter denoting the vector that has been chosen to be rotated by $\Delta \phi$ to vector $v_4$, Fig. 15b. Recall that the interpolation is done through choosing the spherical triangle corresponding to the smallest area, cf. Sec. II B 1. It follows that the deformation is certainly continuous if the vector $v_3$ did not cross the equatorial plane defined by $v_1$ and $v_2$ during the deformation and we allow such deformations. If the vertex $v_3$ has crossed that plane, at point $v_x$, then it is discontinuous if the triangle defined by the vectors $v_1$, $v_2$, and $v_x$ is acute. (Corresponding to the spherical triangle area going through $2\pi$.) Thus, we forbid any deformations that cause the vector $v_3$ to cross the equatorial plane defined by $v_1$ and $v_2$ at $v_x$ such that the
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**FIG. 14:** The outcome of our protocol performed on a randomly selected 2d parent system: The number of input systems $N$ vs. the network’s output $y$ corresponding to a) the test set of $10^3$ Bloch Hamiltonians and b) a set of $10^4$ randomly chosen 2d band insulators. In panel (b) the data corresponding to the trivial reference (randomly selected parent 2d band insulator) is illustrated in blue (red).
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**FIG. 15:** a) Six triangles on the momentum grid that get affected by a rotation of the vector at site $(i,j)$. b) Three vectors $v_1, v_2, v_3$ defining the corresponding spherical triangle, with $v_3$ to be rotated around $z$ axis by an angle $\Delta \phi$ to $v_4$. c) Vectors $v_{x1}$ and $v_{x2}$ being at the intersection of the equatorial planes $(v_1,v_2)$ and $(v_3,v_4)$. 
resulting triangle defined by $v_1$, $v_2$, and $v_3$ is acute, i.e. all its angles are smaller than $\pi/2$.

We now develop a straightforward analytic solution describing this criteria. First we find $v_3$ by looking for a vector normal to $n = v_1 \times v_2$ and having the same azimuthal angle as $v_3$: $\theta_3 = \theta_2$. In general there can be up to two solutions for $v_3$, Fig. 15c. They are solutions to the following equation to be solved for the polar angle $\phi_3$ corresponding to $v_3$:

$$0 = n_x \sin(\theta_3) \sin(\phi_3) + n_y \sin(\theta_3) \cos(\phi_3) + n_z \cos(\theta_3) = A \sin(\phi_3) + B \cos(\phi_3) + C,$$

(B1)

where $A = n_x \sin(\theta_3)$, $B = n_y \sin(\theta_3)$, and $C = n_z \cos(\theta_3)$ with $n = (n_x, n_y, n_z) = v_1 \times v_2$ and $\theta_3 = \theta_2$. The solution can be found through solving $ax^2 + bx + c = 0$ with $x = \cos(\phi_3)$, $a = A^2 + B^2$, $b = 2AC$, $c = C^2 - B^2$, and $\sin(\phi_3) = -(Ax + C)/B$. There will be up to two $\phi_3$ satisfying this equation. For each resulting $\phi_3$ we first check whether a triangle defined by $v_1$, $v_2$, and $v_3$ is acute-angled or not. If not then we allow this deformation. If it is acute-angled for at least one $v_3$ then we explicitly check whether $v_3$ crosses it during the deformation: we add $\Delta \phi$ to $\phi_3$ and verify if the polar angle reaches $\phi_3$. If yes, then we forbid this deformation to be performed, otherwise, it is allowed. We repeat this analysis for each of the 6 triangles sharing the vector at site $(i,j)$ and only implement the deformations that are allowed (continuous) for all of them. In this way the implemented deformations are ensured to preserve the equivalence class.
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