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Abstract

In this paper we initiate the investigation of Virtual Elements with curved faces. We consider the case of a fixed curved boundary in two dimensions, as it happens in the approximation of problems posed on a curved domain or with a curved interface. While an approximation of the domain with polygons leads, for degree of accuracy $k \geq 2$, to a sub-optimal rate of convergence, we show (both theoretically and numerically) that the proposed curved VEM lead to an optimal rate of convergence.

1 Introduction

The Virtual Element Method (VEM) was introduced in [6, 7] as a generalization of the Finite Element Method that allows for general polygonal and polyhedral meshes. Polytopal meshes can be very useful for a wide range of reasons, including meshing of the domain (such as cracks) and data (such as inclusions) features, automatic use of hanging nodes, moving meshes, adaptivity. By avoiding the explicit construction of the local basis functions, Virtual Elements can easily handle general polygons/polyhedrons without the need of an overly complex construction. Since its first appearance, VEM has shared a very good success both in the mathematical and engineering literature: a very small sample of works is given by [25, 32, 12, 18, 40, 42, 11, 9, 31, 26, 3, 20].

The scope of the present paper is to develop a first study (on a simple model elliptic problem in 2D) of Virtual Elements with curved faces. Indeed, all the VEM papers in the literature make use of polygonal and polyhedral meshes, i.e. with straight edges and faces. On the other hand, as recognized in the finite element (FEM) literature, especially for high order methods the approximation of the domain by facets introduces an error that can dominate the analysis. This has led, in the FEM literature, to the development of non affine isoparametric elements, that is elements that are mapped with higher order polynomial maps that allow for a better approximation of the domain of interest [34, 43, 21, 29]. Another related technology is that of Isogeometric Analysis [28, 4, 23] that proposes an exact approximation of CAD domains by making use (in building the discrete spaces) of the same NURBS maps that parametrize the geometry.

In the context of Virtual Elements, one can exploit the peculiar construction of the method that (1) does not need an explicit expression of the basis functions and (2) is directly defined in physical space, i.e. no reference element is used. This allows to define discrete spaces also on elements that are curved in such a way to exactly represent the domain of interest. The
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needed ingredient is a (piecewise regular) parametrization of the boundary of the domain. The advantage with respect to isoparametric Finite Elements is that no approximation of the domain (even by polynomial functions) is introduced and, most importantly, no “wise positioning” of the isoparametric nodes is needed (see [29]). The advantage with respect to Isogeometric Analysis is that only the boundary parametrization is needed (and not the full volume parametrization), which is much more readily available in many CAD applications. Clearly this comes at a price, that is the absence of a reference element (or parametric domain) that can make the construction more costly from the computational standpoint (indeed we are not claiming that our method is superior, but only that it has appealing characteristics when compared to isoparametric FEM and IGA).

We must also point out that there are other effective approaches for the accurate treatment of curved domains in the finite element framework (an interesting survey can be found in [35]). Finally, to the best of our knowledge, the only numerical methods, in addition to the one here presented, that can handle curved polytopal meshes are [17] [13]. The paper is organized as follows. In Section 2 we present the construction of the method on a model elliptic problem. In Section 3 we present the theoretical convergence analysis of the method, including interpolation estimates for the curved VEM spaces and stability bounds for the associated discrete bilinear form. In Section 4 we investigate the numerical integration on curved polygons. In Section 5 we present a set of numerical tests, also comparing the result with the original “straight edge” case. It is interesting to note that, although the initial construction and the theoretical proofs are clearly more involved, at the practical level the coding of the method with curved edges turns out to be essentially the same as in the “straight edge” case (the only difference being in the integration on edges and elements). Somehow, the present case fits very naturally into the Virtual Element setting.

2 Virtual element space on curved domains

2.1 Assumptions on the curved domains and notation

We start by reviewing the mathematical basis of our problem. Let $\Omega$ be a bounded open subset of $\mathbb{R}^2$ whose boundary $\Gamma := \partial \Omega$ is made up of a finite number of smooth curves $\{\Gamma_i\}_{i=1,\ldots,N}$ (see Figure 1), and we assume that an elliptic boundary value problem is given over $\Omega$.

![Figure 1: Example of curved domain.](image)
We assume that:

\((A0)\) the boundary \(\Gamma\) is Lipschitz and each curve \(\Gamma_i\) of \(\Gamma\) is sufficiently smooth, for instance we require that \(\Gamma_i\) is of class \(C^{m+1}\) (i.e. that \(\Gamma\) belongs to \(C^{m+1}\) piecewise) with \(m \geq 0\).

Let \(\gamma_i: I_i \rightarrow \Gamma_i\) be a given regular and invertible \(C^{m+1}\)-parametrization of the curve \(\Gamma_i\) for \(i = 1, \ldots, N\), where \(I_i := [a_i, b_i] \subset \mathbb{R}\) is a closed interval. Let \(\ell_{\Gamma_i}\) be the length of the curve \(\Gamma_i\), then we denote with \(\chi_i: [0, \ell_{\Gamma_i}] \rightarrow \Gamma_i\) the arc-length, i.e. the unit-speed parametrization of \(\Gamma_i\). Finally we denote with \(\zeta_i: I_i \rightarrow [0, \ell_{\Gamma_i}]\) the natural parameter of \(\gamma_i\), i.e. the map

\[
\zeta_i(t) := \int_{a_i}^{t} \|\gamma_i'(s)\| \, ds \quad \text{for all} \ t \in I_i.
\]

It is clear that \(\gamma_i(t) = \chi_i(\zeta_i(t))\) for all \(t \in I_i\) (see also Figure 2). Moreover being \(\|\gamma_i'\|_{L^\infty} > 0\), both \(\zeta_i\) and \(\zeta_i^{-1}\) are in \(W^{m+1, \infty}\).

Since all the parts \(\Gamma_i\) of \(\partial \Omega\) will be treated in the same way, in the following we will drop the index \(i\) from all the involved maps and parameters (in order to obtain a lighter notation).

We consider as our model problem the elliptic equation:

\[
\begin{aligned}
\text{find } u \in V := H^1_0(\Omega), \text{ such that } \\
a(u, v) = (f, v) \quad \text{for all } v \in V,
\end{aligned}
\]

where, using standard notation, \((\cdot, \cdot)\) denotes the \(L^2\)-inner product on \(\Omega\) and \(a(\cdot, \cdot) = (\nabla \cdot, \nabla \cdot)\). It is well known that Problem (1) has a unique solution \(u\).

Using the tool of the present paper and on the light of the existing VEM literature, it is possible to extend this approach to other scalar elliptic equations (such as diffusion-convection-reaction with variable coefficients).

We will indicate the classical Sobolev semi-norms (and analogously for the norms) with the shorter symbols

\[
|v|_s = |v|_{H^s(\Omega)} \quad \text{for all } v \in H^s(\Omega) \quad \text{and} \quad |v|_{s, \omega} = |v|_{H^s(\omega)} \quad \text{for all } v \in H^s(\omega)
\]

for any non-negative real number \(s\) and generic open measurable set \(\omega\). We refer to [30] for the definition of Sobolev norms with real index.
2.2 Virtual Element Spaces

Let \( \{ \Omega_h \} \) be a sequence of decompositions of \( \Omega \) into general polygons \( E \) completed along \( \Gamma \) by elements whose boundary contains an arc \( \subset \Gamma \), and let

\[
h_E := \text{diameter}(E), \quad h := \sup_{E \in \Omega_h} h_E.
\]

We suppose that for all \( h \), each element \( E \) in \( \Omega_h \) fulfils the following assumptions:

\( \text{(A1)} \) \( E \) is star-shaped with respect to a ball \( B_E \) of radius \( \geq \varrho h_E \),

\( \text{(A2)} \) the length of any (possibly curved) edge of \( E \) is \( \geq \varrho h_E \),

where \( \varrho \) is a positive constant (see Figure 3 for an example of such decomposition). We remark that the hypotheses above, though not too restrictive in many practical cases, could be possibly further relaxed, as investigated in [10] for the case with straight edges.

![Figure 3: Mesh decomposition of the domain \( \Omega \).](image)

In the following \( C \) will denote a generic positive constant independent of the mesh diameter \( h \) (possibly dependent on \( \varrho \)) and that may change at each occurrence, and \( \lesssim \) will denote a bound up to \( C \).

For each element \( E \in \Omega_h \) having an edge \( e \) lying on the boundary \( \Gamma \), with a slight abuse we use the same notations both for the global parametrizations of \( \Gamma \) and the local parametrizations of \( e \). We denote with \( \gamma: I_e \subset I \to e \) the restriction of \( \gamma: I \to \Gamma \) having image \( e \). Similarly, defined \( \ell_e \) the length of \( e \), we denote with \( \chi: [0, \ell_e] \to e \) the arc-length parametrization of the curved edge \( e \) and with \( \zeta: I_e \to [0, \ell_e] \) the associated natural parameter (see Figure 4 and Figure 5).

We remark that, since the parametrization \( \gamma: I \to \Gamma \) is fixed once and for all, under the assumption \( \text{(A0)} \), it easily follows that for any curved edge \( e \subset \partial E \), the length of the interval \( I_e \) is comparable with the diameter \( h_E \) of the element \( E \). Indeed, since \( \ell_e = \int_{I_e} \|\gamma'(s)\| \, ds \) and \( \gamma, \gamma^{-1} \in W^{1,\infty} \) are fixed once and for all, it holds that the length of the interval \( I_e \) is comparable with \( \ell_e \). Moreover, since \( \gamma \) is fixed, when \( h \) approaches zero, roughly speaking, the straight segment \( e' \) that shares the vertexes with \( e \) approaches the curved edge \( e \). Therefore by assumption \( \text{(A2)} \), for sufficiently small \( h \), the length \( \ell_e \) of the curved edge \( e \) is comparable with the diameter \( h_E \). Since we have assumed that both \( \gamma \) and \( \chi \) are invertible mappings on
their respective domains of definition, following the scheme of Figure 5 we can establish the following correspondences:

\[
\begin{align*}
\hat{v} &= v \circ \gamma \\
v &= \hat{v} \circ \gamma^{-1} \\
v &= \hat{v} \circ \chi^{-1}
\end{align*}
\]

for all \( v: e \to \mathbb{R} \), \( \hat{v}: I_e \to \mathbb{R} \), and \( v: [0, \ell_e] \to \mathbb{R} \).

By definition of Sobolev norms on curves, using the notation in (2), we can set

\[
\|v\|_{s,e} := \|\hat{v}\|_{H^s((0,\ell_e))} \quad \text{and} \quad |v|_{s,e} := |\hat{v}|_{H^s((0,\ell_e))}
\]

for all positive real numbers \( s \).

Let \( k \geq 1 \) and \( m \geq k \) (cf. assumption (A0)). Let \( e \subset \Gamma \), then we introduce the following useful notation:

\[
\tilde{P}_k(e) := \{ q_k = \tilde{q}_k \circ \gamma^{-1} \quad \text{s.t.} \quad \tilde{q}_k \in P_k(I_e) \},
\]

i.e. \( \tilde{P}_k(e) \) is made of all functions that are polynomials with respect to the parametrization \( \gamma \). It is worth pointing out that the space \( \tilde{P}_k(e) \) defined in (4) generally contains functions which are not the restriction to \( e \) of polynomials living on \( \Omega \); in particular it corresponds to the space of polynomials if \( \gamma \) is an affine map.

From now on, for the sake of simplicity, we assume that every element \( E \in \Omega_h \) has at most one edge lying on \( \Gamma \) (therefore only one edge of \( E \) will be curved and the rest will be straight).
Proof. We only sketch the very simple proof. The number of DoFs on the curved element $e$ assume that every curved edge lies on only one regular curve, i.e. Treating the case with more curved edges follows trivially the same construction. Moreover we Section 3). On the other hand it is easy to check that a approximated bilinear form edges, operators Remark 2.1 Proposition 2.1 (see Figure 7). From definition (5) it is clear that differently to the standard case with straight edges, the values of $\gamma$ of the k-1 internal points of the (k+1)-point Gauss-Lobatto quadrature rule of every straight edge $e_2, \ldots, e_{N_E} \in \partial E$, the values of $\gamma$ of the k-1 internal points of the (k+1)-point Gauss-Lobatto quadrature on $I_{e_1}$, the internal moments of $v$ against a polynomial basis $\{m_i\}_{i=1}^{k(k-1)/2}$ of $P_{k-2}(E)$

$$D^I_i := \frac{1}{|E|} \int_E v \, m_i \, dE, \quad \text{with } \|m_i\|_{L^\infty(E)} = 1.$$ 

Proof. We only sketch the very simple proof. The number of DoFs $D$ is obviously equal to the dimension of the space $V_h^E$ in [5]. We only need to prove that $D^0(v) = 0$ and $D^I_{\Gamma}(v) = 0$ imply that $v_{|e_1} = 0$ since the rest of the proof follows standard VEM arguments [8]. Let $\{x_j\}_{j=1}^{k+1}$ denote the points of the (k+1)-point Gauss-Lobatto quadrature on $I_{e_1}$, then from definitions [1] and [5] we have

$$v_{|e_1}(\gamma(x_i)) = \tilde{q}_k(\gamma(x_i)) = \tilde{q}_k(x_i) = 0 \quad \text{for } i = 1, \ldots, k + 1,$$

that implies $\tilde{q}_k = 0$, and thus $v_{|e_1} = 0$. 

Figure 6: Example of virtual space on curved element $E$. 

Remark 2.1. From definition [3] it is clear that differently to the standard case with straight edges, $P(E) \not\subset V_h^E$. Therefore we need to be more careful in the definition of the discrete approximated bilinear form $a_h(\cdot, \cdot)$ (see Section 2.3) and in the interpolation analysis (see Section 3). On the other hand it is easy to check that $P_0(E) \subset V_h^E$.

The corresponding degrees of freedom are chosen in accordance with the non curved case (see Figure 7).

Proposition 2.1 (Degrees of Freedom). The following linear operators $D$, split into boundary operators $D^0$ and internal ones $D^i$, constitute a set of degrees of freedom (DoFs) for $V_h^E$:

- $D^I_i$: the values of $v$ at the vertexes $V_i$ for $i = 1, \ldots, N_E$ of the element $E$,
- $D^I_{\Gamma}$: the values of $v$ at $k-1$ internal points of the $(k+1)$-point Gauss-Lobatto quadrature rule of every straight edge $e_2, \ldots, e_{N_E} \in \partial E$,
- $D^I_{\Gamma_1}$: the values of $v$ at $k-1$ internal points of $e_1$ that are the images through $\gamma$ of the $k-1$ internal points of the $(k+1)$-point Gauss-Lobatto quadrature on $I_{e_1}$,
- $D^0$: the internal moments of $v$ against a polynomial basis $\{m_i\}_{i=1}^{k(k-1)/2}$ of $P_{k-2}(E)$

$$D^I_i := \frac{1}{|E|} \int_E v \, m_i \, dE, \quad \text{with } \|m_i\|_{L^\infty(E)} = 1.$$
Figure 7: DoFs for $k = 2$ (left) and $k = 3$ (right). We denote $D^0_I$ with the squares, $D^0_{II}$ with the dots, $D^0_{III}$ with the hexagrams, $D^0$ with the circles.

For future reference, we collect all the $k N_E$ boundary DoFs (the first three items above) and denote them with $D^0 := \{D^0_I\}_{i=1}^{k N_E}$. Moreover we denote with $D^e := \{D^e_i\}_{i=1}^{k+1}$ the DoFs $D^0$ relative to the (closed) edge $e$.

For any $n \in \mathbb{N}$ and $E \in \Omega_h$ we introduce the following useful polynomial projections:

- **the $H^1$ semi-norm projection** $\Pi_{n}^{\nabla,E} : H^1(E) \rightarrow P_n(E)$, defined by

\[
\begin{aligned}
\int_{E} \nabla q_n \cdot \nabla (v - \Pi_{n}^{\nabla,E} v) \, dE &= 0 \quad \text{for all } v \in H^1(E) \text{ and for all } q_n \in P_n(E), \\
\int_{\partial E} (v - \Pi_{n}^{\nabla,E} v) \, dS &= 0.
\end{aligned}
\]  

- **the $L^2$-projection** $\Pi_n^{0,E} : L^2(E) \rightarrow P_n(E)$, given by

\[
\int_{E} q_n (v - \Pi_n^{0,E} v) \, dE = 0 \quad \text{for all } v \in L^2(E) \text{ and for all } q_n \in P_n(E).
\]  

The following result extends to curved elements the analogous result on straight elements (see [6]).

**Proposition 2.2 (Projections and Computability).** The DoFs $D$ allow to compute exactly

\[
\Pi_k^{\nabla,E} : V_k^E \rightarrow P_k(E), \quad \Pi_{k-2}^{0,E} : V_k^E \rightarrow P_{k-2}(E),
\]

in the sense that, given any $v_h \in V_k^E$, we are able to compute the polynomials $\Pi_k^{\nabla,E} v_h$ and $\Pi_{k-2}^{0,E} v_h$ only using, as unique information, the degree of freedom values $D$ of $v_h$.

**Remark 2.2.** In Proposition 2.2 we are tacitly assuming that we can compute the integrals of polynomials on curved elements and on curved edges with a given parametrization $\gamma$. More information on the adopted integration rules can be found in Section 4.

**Remark 2.3.** We observe that contrary to the straight case, the projection falls outside the virtual space $V_h$ (see Remark 2.1).

Finally we define the global virtual element space as

\[
V_h := \{ v \in H^1_0(\Omega) \ s.t. \ v|_E \in V_k^E \quad \text{for all } E \in \Omega_h \}.
\]
with the obvious associated sets of global degrees of freedom. A simple computation shows that:
\[
\dim(V_h) = n_P \frac{k(k-1)}{2} + n_V + (k-1)n_e
\]
where \(n_P, n_e, n_V\) are respectively the number of elements, internal edges and vertexes in \(\Omega_h\).

**Remark 2.4.** Using the same ideas of [2], it would also be possible to introduce a slightly different virtual space \(V^E_h\) (that will not be used in the present work) to be used in place of the original one defined in [3] in order to improve the results of Proposition 2.2 and compute exactly also the following higher order projection
\[
\Pi^0_k: V^E_h \rightarrow P_k(E).
\]

### 2.3 Discrete bilinear forms and load term approximation

The next step in the construction of our method is to define a discrete version of the gradient-gradient form \(a(\cdot, \cdot)\). First of all we decompose into local contributions the bilinear form \(a(\cdot, \cdot)\) by defining
\[
a(u, v) := \sum_{E \in \Omega_h} a^E(u, v) \quad \text{for all } u, v \in V.
\]

We note that for an arbitrary pair \((u, v) \in V^E_h \times V^k_h\), the quantity \(a^E(u, v)\) is clearly not computable. Therefore, following the usual procedure in the VEM setting, we define a computable discrete local bilinear form (being careful that in general \(P_k(E) \not\subset V^E_h\))
\[
a^E_h(\cdot, \cdot): [V^E_h + P_k(E)] \times [V^E_h + P_k(E)] \rightarrow \mathbb{R} \tag{9}
\]
approximating the continuous form \(a^E(\cdot, \cdot)\), and defined by
\[
a^E_h(u, v) := a^E\left(\Pi^E_k u, \Pi^E_k v\right) + S^E\left((I - \Pi^E_k)u, (I - \Pi^E_k)v\right) \tag{10}
\]
for all \(u, v \in V^E_h\), where the (symmetric) stabilizing bilinear form
\[
S^E: [V^E_h + P_k(E)] \times [V^E_h + P_k(E)] \rightarrow \mathbb{R}
\]
is defined by [6, 10]
\[
S^E(\eta, \sigma) := \sum_{i=1}^{k(k-1)/2} D^\circ_i(\eta)D^\circ_i(\sigma) + \sum_{i=1}^{kN_E} D^\theta_i(\eta)D^\theta_i(\sigma) \tag{11}
\]
for all \(\eta, \sigma \in [V^E_h + P_k(E)]\).

For the stabilizing form \(S^E(\cdot, \cdot)\) it can be possible to consider also other options (see [10]). We define the global approximated bilinear form
\[
a_h(\cdot, \cdot): [V_h + \Pi_{E \in \Omega_h} P_k(E)] \times [V_h + \Pi_{E \in \Omega_h} P_k(E)] \rightarrow \mathbb{R} \tag{12}
\]
by simply summing the local contributions:
\[
a_h(u, v) := \sum_{E \in \Omega_h} a^E_h(u, v) \quad \text{for all } u, v \in [V_h + \Pi_{E \in \Omega_h} P_k(E)].
\]

The last step consists in constructing a computable approximation of the right-hand side \((f, v)\) in [1]. We define the approximated load term \(f_h\) (see [6, 2]) for \(k \geq 2\) as
\[
f_h := \Pi^0_{k-2} f \quad \text{for all } E \in \Omega_h, \tag{13}
\]
and consider:
\[
(f_h, v) = \sum_{E \in \Omega_h} \int_E f_h v \, dE = \sum_{E \in \Omega_h} \int_E \Pi^0_{k-2} f v \, dE = \sum_{E \in \Omega_h} \int_E f \Pi^0_{k-2} v \, dE, \tag{14}
\]
whereas for $k = 1$ we approximate $f$ by a piecewise constant, and consider:

$$
(f_h, v) = \sum_{E \in \Omega_h} \left( |E| \left( \Pi_0^E f \right) \frac{1}{N_E} \sum_{i=1}^{N_E} D_i^0(v) \right).
$$

(15)

We observe that (14) and (15) can be exactly computed from $D$ for all $v \in V_h$ (see Proposition 2.2).

### 2.4 Virtual Element Problem

We are now ready to state the proposed discrete problem. Referring to (8), (12) and either (14) or (15), we consider the virtual element problem:

$$
\begin{align*}
\text{find } & u_h \in V_h, \text{ such that } \\
\alpha & a_h(u_h, v_h) = (f_h, v_h) \quad \text{for all } v_h \in V_h.
\end{align*}
$$

(16)

By construction the bilinear $a_h(\cdot, \cdot)$ is symmetric. Therefore, the existence and the uniqueness of the solution to Problem (16) will follow if $a_h(\cdot, \cdot)$ is also coercive on $V_h$, which is investigated in Section 3.2.

Remark 2.5. It is worth to point out that if $\Omega$ is a straight polygon (i.e. if $\Gamma$ is made up of a finite number of straight sides), we recover the standard VEM [6].

## 3 Theoretical analysis

### 3.1 Interpolation estimates

In this section we prove that the virtual space on the curved element $V_h$ (cf. [8]) has the optimal approximation order (also in higher order norms). We start our analysis with the following technical lemma (simple consequence of [21], Lemma 3).

**Lemma 3.1.** Let $U$, $V$, $Z \subset \mathbb{R}$ be three open intervals and $f : U \rightarrow V$, $g : V \rightarrow Z$ two mappings with $f \in W^{m, \infty}(U)$ and $g \in H^m(V)$. Then the mapping $h = g \circ f : U \rightarrow Z$ is in $H^m(U)$ and

$$
|h|_{H^m(U)} \leq \alpha \sum_{l=1}^{m} \left( |g|_{H^l(V)} \sum_{i \in I(l, m)} \|Df\|_{L^\infty(U)}^{i_1} \|D^2f\|_{L^\infty(U)}^{i_2} \cdots \|D^m f\|_{L^\infty(U)}^{i_m} \right)
$$

where $\alpha$ is a constant depending only upon $m$, and

$I(l, m) = \{ i = (i_1, i_2, \ldots, i_m) \in \mathbb{N}^m | i_1 + i_2 + \cdots + i_m = l, \ i_1 + 2i_2 + \cdots + mi_m = m \}$.

**Lemma 3.2.** Let $e \subset \partial E$ be a (possibly curved) edge of an element $E \in \Omega_h$ and let $v \in H^s(e)$ for $1 < s \leq k + 1$. Let $v_l \in \mathbb{P}_k(e)$ be the function determined by

$$
D^s(v - v_l) = 0.
$$

(17)

Then for all $0 \leq m \leq s$

$$
|v - v_l|_{H^m(e)} \leq C h_E^{s-m} \|v\|_{s,e}
$$

(18)

where the constant $C$ depends on $k$ and, if the edge is curved, on $\|\zeta^{-1}\|_{W^{s,\infty}}$ and $\|\zeta\|_{W^{s,\infty}}$.

**Proof.** We focus on the case of $e$ curved edge, since the straight case is trivial. We first suppose that $s$ is an integer. Note that, since $v_l \in \mathbb{P}_k(e)$, we can write $v_l = \hat{q}_k \circ \gamma^{-1}$, with $\hat{q}_k \in \mathbb{P}_k(I_e)$. Then using the notation in [20] and by definition of Sobolev norm [5], we get

$$
|v - v_l|_{H^m(e)} = |\hat{v} - \hat{v}_l|_{H^m((0, \ell_e))} = |(\hat{v} - \hat{v}_l) \circ \zeta^{-1}|_{H^m((0, \ell_e))} = |(\hat{v} - \hat{q}_k) \circ \zeta^{-1}|_{H^m((0, \ell_e))}.
$$

(19)
From (19) applying Lemma 3.1 we get

\[ |v - v_1|_{m,e} \leq C \sum_{i=1}^{m} \left( |\hat{v} - \hat{q}_i|_{H^1(I_i)} \sum_{i \in I, l,m} \|D\zeta^{-1}|_{L^1}^{1} \|D^2\zeta^{-1}|_{L^1}^{1} \cdots \|D^m\zeta^{-1}|_{L^1}^{1} \right). \tag{20} \]

We notice now that, from (17), \( \hat{q}_i \) is the \( k \)-degree polynomial interpolant of \( \hat{v} \) in the Gauss-Lobatto nodes. Furthermore, as we have already observed in Section 2.2, it easily follows that the length of the interval \( I_e \) is comparable with the diameter \( h_E \) of the element \( E \). Therefore, from (20) and standard polynomial approximation results [16], we can conclude that

\[ |v - v_1|_{m,e} \leq C h_E^{s-m} |\hat{v}|_{H^s(L_e)} \tag{21} \]

where the constant \( C \) depends on \( \|D\zeta^{-1}|_{W^{m,\infty}(0,\ell)} \), that is uniformly bounded since it does not depend on the mesh (both \( \gamma \) and \( \zeta \) are fixed once and for all). Using again Lemma 3.1 we obtain

\[ |\hat{v}|_{H^s(L_e)} \leq C \sum_{i=1}^{s} \left( |\hat{v}|_{H^1((0,\ell))} \sum_{i \in I, l,m} \|D\zeta|_{L^1}^{1} \|D^2\zeta|_{L^1}^{1} \cdots \|D^s\zeta|_{L^1}^{1} \right) \tag{22} \]

Collecting (21) and (22) in (19) and recalling (9) we obtain the thesis for integer \( s \).

For non integer \( s = n + \sigma \) with \( n \in \mathbb{N} \) and \( 0 < \sigma < 1 \), using a standard result of interpolation theory concerning operators on Banach spaces (see Theorem 14.2.3 and Proposition 14.1.5 in [16]) it follows that

\[ |v - v_1|_{m,e} \leq C h_E^{(n-m)(1-\sigma)} h_E^{(n+1-m)\sigma} \|v\|_{s,e} = C h_E^{s-m} \|v\|_{s,e}. \]

\[ \square \]

**Remark 3.1.** We notice that if the given parametrization \( \gamma \) is the arc-length parametrization of the edge, the constant \( C \) in (15) depends only on \( k \).

The following technical lemma extends to curved elements the result of Lemma 6.1 in [10].

**Lemma 3.3 (Trace Theorem).** Let \( E \in \Omega_h \). Under the assumptions (A0), (A1) and (A2), for all \( v \in H^{1+\varepsilon}(E) \) with \( 0 \leq \varepsilon < \frac{1}{2} \), it holds

\[ |v|_{1/2+\varepsilon, \partial E} \leq C |v|_{1+\varepsilon, E}. \tag{23} \]

The constant \( C \) in the previous estimate depends only on the shape regularity constant \( \varrho \) and \( \|\gamma\|_{L^\infty} \), in particular \( C \) does not depend on \( h_E \).

**Proof.** By assumption (A0) the element \( E \) is a Lipschitz domain. For the trace theorem of Sobolev spaces on Lipschitz domains [22], the trace operator is a bounded linear operator from \( H^{1+\varepsilon}(E) \) to \( H^{1/2+\varepsilon}(\partial E) \), \( 0 \leq \varepsilon < \frac{1}{2} \). We need only to prove the uniformity (with respect to the mesh) of the above continuity constant.

We only sketch the proof, because it essentially follows the guidelines of Lemma 6.1 in [10].

Up to a translation of the element \( E \), we may assume that the ball \( B_E \) is centered in the origin of the coordinate axes. Let \( \Psi: [0, 2\pi) \to [\varrho h_E, h_E] \) the map describing the boundary \( \partial E \) of \( E \) with respect to the angle in radial coordinates, i.e.

\[ (x, y) = (\Psi(\vartheta) \cos \vartheta, \Psi(\vartheta) \sin \vartheta) \in \partial E \quad \text{for all} \quad \vartheta \in [0, 2\pi). \]

As for the straight case, the regularity of the curve (A0) and the star shaped assumption (A1) implies that \( \Psi \in W^{1,\infty}([0, 2\pi]) \) uniformly with respect to \( E \in \Omega_h \). As a matter of fact, \( \Psi \) is clearly continuous piecewise differentiable, and moreover its derivative is uniformly bounded. Indeed if one assumes that the derivative of \( \Psi \) has a blow up, then the element \( E \) cannot be star shaped with respect to a ball of radius comparable with the diameter of the element in contrast with the assumption (A1) (see Figure 8).

Let now \( F: \overline{B}_E \to \overline{E} \) be the radial mapping

\[ F(\bar{x}, \bar{y}) = \frac{\bar{y}}{\varrho h_E} (\Psi(\vartheta) \cos \vartheta, \Psi(\vartheta) \sin \vartheta) \in \Bar{E} \quad \text{for all} \quad (\bar{x}, \bar{y}) = (r \cos \vartheta, r \sin \vartheta) \in \Bar{B}_E. \]

\[ \square \]
Figure 8: Example of element not satisfying the assumption (A1). The derivative of the function $\Psi$ being not bounded is in contrast with the element $E$ being star shaped with respect to a ball.

As a consequence of the above observation, assumptions (A0) and (A1) imply that the piecewise regular map $F \in W^{1,\infty}(\overline{B_E})$ and $F^{-1} \in W^{1,\infty}(\overline{E})$, uniformly in the element $E$. The thesis now follows from standard “pull-back” and “push-forward” arguments combined with the analogous result on the disk $B_E$ (see for instance [16, 24]).

Remark 3.2. A simple consequence of the proof of Lemma 3.3 is also that all (internal) angles of any element $E \in \Omega_h$ are uniformly separated from 0 and $2\pi$

Let us recall a classical approximation result for polynomials on star-shaped domains, see for instance [16].

Lemma 3.4. Let $E \in \Omega_h$, and let two real non-negative numbers $r, s$ with $r \leq s \leq k+1$. Then for all $v \in H^s(E)$, there exists a polynomial function $v_\pi \in \mathbb{P}_k(E)$, such that

$$|v - v_\pi|_{r,E} \leq C h^{s-r}_E |v|_{s,E},$$

with $C$ depending only on $k$ and the shape regularity constant $\varrho$ (cf. assumption (A1)).

Theorem 3.1. Let any real number $\varepsilon \in [0, 1/2)$ and $v \in H^s(\Omega) \cap V$, with $1+\varepsilon < \frac{3}{2} \leq s \leq k+1$. Then there exists $v_I \in V_h$ such that

$$\sum_{E \in \Omega_h} |v - v_I|_{1+\varepsilon,E} \leq C h^{s-1-\varepsilon} \|v\|_{s},$$

where the constant $C$ depends on the degree $k$, the shape regularity constant $\varrho$ and the parametrization $\gamma$.

Proof. For any element $E \in \Omega_h$ Lemma 3.4 yields a polynomial $v_\pi \in \mathbb{P}_k(E)$ such that

$$|v - v_\pi|_{1+\varepsilon,E} \leq C h^{s-1-\varepsilon} |v|_{s,E}.$$  

(25)

Let us define the following elliptic problem

$$\begin{align*}
\text{Find } v_I \in H^1(E), \text{ such that } \\
\Delta v_I = \Delta v_\pi \quad \text{in } E, \\
v_I = \text{interpolant of } v \text{ in the sense of (17)} \quad \text{on } \partial E.
\end{align*}$$
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Note that $v_1 \in V_h^E$ and the difference $(v_1 - v_\pi)$ satisfies
\[
\begin{cases}
\Delta(v_1 - v_\pi) = 0 & \text{in } E, \\
(v_1 - v_\pi) & \text{prescribed on } \partial E.
\end{cases}
\]  
(27)

Due to assumptions (A0)-(A1) and regularity results on star-shaped Lipschitz domains [1], the solution of the elliptic problem (27) belongs to the space $H^{1+\epsilon}(E)$ with continuous dependence from the boundary data. Therefore, also using inequalities (23) and (25), we obtain
\[
|v_\pi - v_1|_{1+\epsilon,E} \lesssim |v_\pi - v_1|_{1/2+\epsilon,\partial E} \lesssim |v_\pi - v_1|_{1/2+\epsilon,\partial E} + |v - v_1|_{1/2+\epsilon,\partial E} \\
\lesssim |v_\pi - v|_{1+\epsilon,E} + |v - v_1|_{1/2+\epsilon,\partial E} \\
\lesssim h^{s-1-\epsilon} |v|_{s,E} + |v - v_1|_{1/2+\epsilon,\partial E}.
\]  
(28)

The uniformity (with respect to the element $E$) of the first bound in (28) follows from the fact that both the star-shapedness constant and the Lipschitz constant of all elements $E \in \Omega_h$ are uniformly bounded due to (A0) and (A1), see also Remark 3.2. The second factor in the right hand side of (28) is estimated as follows. For all edges $e \subseteq \partial E$, let $\zeta_e$ be the function defined on $\partial E$ by
\[
\zeta_e := \begin{cases} 
  v - v_1 & \text{in } e, \\
  0 & \text{in } \partial E \setminus e.
\end{cases}
\]  
(29)

It is straightforward to see that
\[
(v - v_1)|_{\partial E} = \sum_{e \subseteq \partial E} \zeta_e
\]  
(30)

and that, being $(v - v_1)$ zero at all vertexes of $E$, for all $e \subseteq \partial E$ it holds $\zeta_e \in H^1(\partial E)$.

Now, using the characterization of fractional Sobolev space $H^{1/2+\epsilon}(\partial E)$ as the real interpolation between $L^2(\partial E)$ and $H^1(\partial E)$, by a standard result concerning the norm of real interpolation spaces (Proposition 2.3 of [30]) it holds that
\[
|\zeta_e|_{1/2+\epsilon,\partial E} \leq \|\zeta_e\|_{0,\partial E}^{1/2-\epsilon} \|\zeta_e\|_{1,\partial E}^{1/2+\epsilon}.
\]  
(31)

Now, applying the 1D Poincaré inequality $\|\zeta_e\|_{0,\partial E} \lesssim h_E \|\zeta_e\|_{1,\partial E}$, we get
\[
|\zeta_e|_{1/2+\epsilon,\partial E} \lesssim h_E^{1/2-\epsilon} |\zeta_e|_{0,\partial E}^{1/2-\epsilon} \|\zeta_e\|_{1,\partial E}^{1/2+\epsilon} \lesssim h_E^{1/2-\epsilon} |\zeta_e|_{1,\partial E} \lesssim h_E^{1/2-\epsilon} \|v - v_1|_{1,e}.
\]  
(32)

From the above bound (32) we now distinguish two cases. If the edge $e$ is straight then standard polynomial approximation estimates in 1D yield
\[
|\zeta_e|_{1/2+\epsilon,\partial E} \lesssim h_E^{s-1-\epsilon} |v|_{s-1/2,e}.
\]  
(33)

By assumption (A0) the boundary $\partial E$ is Lipschitz. Therefore the above bound and a standard trace inequality (which we note is here applied to a single straight edge) yields
\[
|\zeta_e|_{1/2+\epsilon,\partial E} \lesssim h_E^{s-1-\epsilon} |v|_{s,E}.
\]  
(34)

Referring back to bound (32), if the edge $e$ is curved (in other words $e \subseteq \Gamma$), using Lemma 3.2 we obtain
\[
|\zeta_e|_{1/2+\epsilon,\partial E} \lesssim h_E^{1/2-\epsilon} h_E^{s-3/2} \|v|_{s-1/2,e} \lesssim h_E^{s-1-\epsilon} \|v|_{s-1/2,e}.
\]  
(35)

Therefore (30) and the bounds above give
\[
|v - v_1|_{1/2+\epsilon,\partial E} \leq \sum_{e \subseteq \partial E} |\zeta_e|_{1/2+\epsilon,\partial E} \lesssim h_E^{s-1-\epsilon} \left( |v|_{s,E} + \|v|_{s-1/2,E \setminus \Gamma} \right).
\]  
(36)

First combining the previous inequality with (28), then summing over all the elements $E \in \Omega_h$, yields
\[
\sum_{E \in \Omega_h} |v - v_1|_{1+\epsilon,E} \lesssim h^{s-1-\epsilon} \left( |v|_s + \sum_{i=1}^N \|v|_{s-1/2,E_i} \right).
\]
Now the thesis follows from standard (piecewise) trace inequalities on Lipschitz domains with piecewise regular boundary. More in details, by assumption (A0), the boundary \( \partial \Omega \) is Lipschitz. Therefore applying the Extension Theorem for a domain with Lipschitz boundary, (see for instance Theorem 5 in Chapter VI of \cite{39}) there exists an extension operator

\[
\mathcal{E} : H^s(\Omega) \to H^s(\mathbb{R}^2) \quad \text{s.t.} \quad \mathcal{E}(u)|_{\Omega} = u \quad \text{and} \quad \|\mathcal{E}(u)\|_{s, \mathbb{R}^2} \leq \kappa \|u\|_s \quad \text{for all} \quad u \in H^s(\Omega)
\]

(35)

where the constant \( \kappa \) depends on \( s \). For any curve \( \Gamma_i \subset \partial \Omega \), let \( \mathcal{C}_i \) be a domain in \( \mathbb{R}^2 \), with boundary \( \partial \mathcal{C}_i \in C^{s-1,1} \), such that \( \Gamma_i \subset \partial \mathcal{C}_i \). Therefore applying the trace theorem for smooth domains \cite{30}, and by \cite{35}, we get

\[
\|v\|_{s-1/2, \Gamma_i} = \|\mathcal{E}(u)\|_{s-1/2, \Gamma_i} \leq \|\mathcal{E}(u)\|_{s, \partial \mathcal{C}_i} \leq \|\mathcal{E}(u)\|_{s, \mathbb{R}^2} \leq \kappa \|u\|_s. \quad \text{(36)}
\]

**Remark 3.3.** The condition \( s \geq \frac{3}{2} \) could be reduced to \( s > 1 + \varepsilon \) by a finer (but slightly more complicated) choice of the real interpolation space in \cite{31}; we here prefer to be slightly less general in favour of readability.

### 3.2 Stability analysis

In the present section we address the stability properties of the bilinear form introduced in \cite{10}. Although we analyse the standard choice of the stabilizing bilinear form defined in \cite{11}, the same results hold for different choices of \( \mathcal{S}^E(\cdot, \cdot) \) in \cite{10} (see for instance \cite{10}).

The next lemma extends to curved elements the inverse inequalities of Lemma 7.1 in \cite{41} and Lemma 6.3 in \cite{10}, see also \cite{15, 19}. The proof is identical to the straight case and is omitted.

**Lemma 3.5.** Let \( E \in \Omega_h \). Under the assumptions (A0), (A1), (A2), for all \( v_h \in V_h^E \) the following inverse inequalities hold

\[
|v_h|_{1,E} \leq c_{inv} h_E^{-1} \|v_h\|_{0,E} \quad \text{(37)}
\]

\[
\|\Delta v_h\|_{0,E} \leq c_{inv} h_E^{-1} |v_h|_{1,E} \quad \text{(38)}
\]

where the constant \( c_{inv} \) depends only on the shape regularity constant \( \varrho \).

The following lemma states, in some sense, the continuity of the stabilizing form \( \mathcal{S}^E(\cdot, \cdot) \).

**Lemma 3.6.** Let \( E \in \Omega_h \). Under the assumptions (A0), (A1) and (A2) for any \( \varepsilon \in (0, 1/2) \) the following holds

\[
\mathcal{S}^E(\eta, \eta) \leq C h_E^{-2} \|\eta\|^2_{0,E} + C h_E^{2\varepsilon} |\eta|^2_{1+\varepsilon,E} \quad \text{for all} \quad \eta \in V_h^E + \mathcal{P}_E \quad \text{(39)}
\]

where the constant \( C \) depends on \( k, \varepsilon \), the shape regularity constant \( \varrho \) and \( D \zeta \).

**Proof.** By definition \cite{11} we get

\[
\mathcal{S}^E(\eta, \eta) = \sum_{i=1}^{k(k-1)/2} D^0_i(\eta)^2 + \sum_{i=1}^{kN_E} D^0_i(\eta)^2 \quad \text{for all} \quad \eta \in V_h^E + \mathcal{P}_E \quad \text{(40)}
\]

For what concerns the first term in \cite{10}, recalling that the polynomial basis \( \{m_i\}_{i=1}^{k(k-1)/2} \) in \( D^0 \) is such that \( \|m_i\|_{L^\infty(E)} \leq 1 \), Cauchy-Schwarz inequality yields

\[
\sum_{i=1}^{k(k-1)/2} D^0_i(\eta)^2 \leq \sum_{i=1}^{k(k-1)/2} \left( \frac{1}{|E|} \int_E \eta m_i \ dE \right)^2 \leq \sum_{i=1}^{k(k-1)/2} \frac{1}{|E|^2} |\eta|^2_{0,E} \|m_i\|^2_{0,E} \quad \text{(41)}
\]

\[
\sum_{i=1}^{k(k-1)/2} \frac{1}{|E|} |\eta|^2_{0,E} \leq h_E^{-2} \|\eta\|^2_{0,E}.
\]
The estimate of the second term in (40) easily follows by a scaled Sobolev’s inequality, since the space $L^\infty(E)$ is continuously embedded in $H^{1+\epsilon}(E)$:

$$
\sum_{i=1}^{kN} D_i^g(\eta)^2 \leq kN \|\eta\|_{L^\infty(\partial E)}^2 \lesssim \|\eta\|_{L^\infty(\partial E)}^2 \lesssim h_E^{-2} \|\eta\|_{0,E}^2 + h_E^2 \|\eta\|_{1+\epsilon,E}.
$$

(42)

The uniformity (with respect to the element $E$) of the last bound in (42) can be derived by the same identical argument in Lemma 3.3 (map to the ball, apply the result, map back). Bound (39) follows collecting (41) and (42) in (40).

The next lemmas state the coercivity of the bilinear form $S_E(\cdot, \cdot)$ with respect to the $H^1(E)$ semi-norm. We start by noting that any function $v_h \in V_h^E$, can be decomposed as

$$
v_h = v_1 + v_2
$$

(43)

where $v_1, v_2 \in V_h^E$ are defined by

$$
\begin{aligned}
\Delta v_1 &= 0 \quad \text{in } E, \\
v_1|\partial E &= v_h|\partial E \quad \text{on } \partial E,
\end{aligned}
\quad \text{and} \quad
\begin{aligned}
\Delta v_2 &= \Delta v_h \quad \text{in } E, \\
v_2|\partial E &= 0 \quad \text{on } \partial E.
\end{aligned}
$$

(44)

Moreover the decomposition is $H^1$-orthogonal, i.e.

$$
|v_h|_{1,E}^2 = |v_1|_{1,E}^2 + |v_2|_{1,E}^2.
$$

(45)

Given a vector $g := (g_i)_{i=1}^N$, we introduce the norm

$$
\|g\|_{L^2(E)}^2 := \sum_{i=1}^N g_i^2.
$$

The following lemma for polynomials is easy to check (the simple proof is omitted).

**Lemma 3.7.** Let $E \in \Omega_h$. Under the assumptions (A0), (A1) and (A2), let $g := (g_i)_{i=1}^{k(k-1)/2}$ be a vector of real numbers and $\gamma := \sum_i^{k(k-1)/2} g_i m_i \in P_{k-2}(E)$. Then we have the following norm equivalence

$$
\beta_* \gamma_E \|g\|_{L^2(E)}^2 \leq \|g\|_{0,E}^2 \leq \beta^* \gamma_E \|g\|_{L^2(E)}^2
$$

for two positive uniform constants $\beta_*, \beta^*$.

**Lemma 3.8.** Let $E \in \Omega_h$. Under the assumptions (A0), (A1) and (A2) the following holds

$$
S_E(v_h, v_h) \geq C |v_h|_{1,E}^2 \quad \text{for all } v_h \in V_h^E
$$

where the constant $C$ depends on $k$ and the shape regularity constant $g$.

**Proof.** The proof makes use of tools from [10, 15, 41]. Let $v_h = v_1 + v_2$ be the $H^1$-orthogonal decomposition given by (43). We start by analysing the term $v_1$. Being $v_1 \in V_h^E$, by Lemma 3.5 we get

$$
|v_1|_{1,E} \lesssim h_E^{-1} \|v_1\|_{0,E},
$$

moreover by Hölder inequality it holds that

$$
\|v_1\|_{0,E} \leq |E|^{1/2} \|v_1\|_{L^\infty(\partial E)} \lesssim h_E \|v_1\|_{L^\infty(\partial E)}.
$$

Now, collecting the previous inequalities and applying the maximum principle to the harmonic function $v_1$ and recalling that $v_1|\partial E = v_h|\partial E$, we get

$$
|v_1|_{1,E} \lesssim \|v_1\|_{L^\infty(\partial E)} \lesssim \|v_1\|_{L^\infty(\partial E)} \lesssim \|v_h\|_{L^\infty(\partial E)}.
$$

(46)
Finally, standard results for polynomials in one dimension (notice that on the curved edge $e$ we work on the correspondent straight segment $I_e$), we get

$$\|v_h\|_{L_\infty(\partial E)}^2 \lesssim \sum_{i=1}^{kN_p} D_i^0(v_h)^2 \lesssim S^E(v_h, v_h) \quad (47)$$

so that from (46) and (47) we obtain

$$|v_2|_{1,E}^2 \lesssim S^E(v_h, v_h). \quad (48)$$

Note that, as a by product of the above calculations, we also have

$$h_E^{-1} \|v_1\|_{0,E} \lesssim S^E(v_h, v_h). \quad (49)$$

For what concerns the term $v_2$, recalling (44), integration by parts yields

$$|v_2|_{1,E}^2 = - \int_E \Delta v_2 v_2 \, dE = - \int_E \Delta v_2 v_h \, dE + \int_E \Delta v_2 v_1 \, dE. \quad (50)$$

Let us analyse the first integral in the right hand side of (50). Being

$$\int_E \Delta v_2 v_h \, dE = \sum_{i=1}^{k(k-1)/2} g_i m_i,$$

therefore by definition of $D^o$ and Hölder inequality for sequences we get

$$\int_E \Delta v_2 v_h \, dE = \sum_{i=1}^{k(k-1)/2} g_i \int_E m_i v_h \, dE = \sum_{i=1}^{k(k-1)/2} |E| g_i D_i^o(v_h) \leq |E| \|g\|_2 \left( \sum_{i=1}^{k(k-1)/2} D_i^o(v_h)^2 \right)^{1/2} \lesssim h_E^2 \|g\|_2 \left( S^E(v_h, v_h) \right)^{1/2}. \quad (51)$$

From (51), using Lemma 3.7 and (38) we obtain

$$\int_E \Delta v_2 \, dE \lesssim h_E \|v_2\|_{0,E} \left( S^E(v_h, v_h) \right)^{1/2} \lesssim |v_2|_{1,E} \left( S^E(v_h, v_h) \right)^{1/2}. \quad (52)$$

The bound of the second integral in (50) follows by (38) and (49):

$$\int_E \Delta v_2 v_1 \, dE \leq \|\Delta v_2\|_{0,E} \|v_1\|_{0,E} \lesssim h_E^{-1} |v_2|_{1,E} \|v_1\|_{0,E} \lesssim |v_2|_{1,E} \left( S^E(v_h, v_h) \right)^{1/2}. \quad (53)$$

Therefore by (50), (52) and (53)

$$|v_2|_{1,E}^2 \lesssim S^E(v_h, v_h). \quad (54)$$

The thesis follows by collecting (48) and (54) in (45). \qed

We can state the main result of the section.

**Proposition 3.1.** Let any $\varepsilon \in (0, 1/2)$. There exist two positive uniform constants $\alpha_*$ and $\alpha^*$ such that for any element $E \in \Omega_h$ it holds that

$$a_h^E(v, v) \geq \alpha_* a^E(v, v), \quad (55)$$

$$a_h^E(v + p_k, v + p_k) \leq \alpha^* \left( |v + p_k|_{1,E}^2 + |(I - \Pi_{k,E}^v) v|_{1,E}^2 + h^2 \varepsilon |(I - \Pi_{k,E}^v) v|_{1+E,E}^2 \right), \quad (56)$$

for all $v \in V_h^E$ and $p_k \in \mathbb{P}_k(E)$. 
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Proof. First of all we introduce a useful scaled Poincaré inequality. Let \( w \in H^1(E) \) and let

\[
\Pi_0^{\partial E} w := \frac{1}{|\partial E|} \int_{\partial E} w \, ds \in \mathcal{P}_0(E),
\]

then it holds that \([13]\)

\[
\| w - \Pi_0^{\partial E} w \|_{0, E} \leq C h_E \| w \|_{1, E}.
\]

Let us analyse the bound \((55)\). Let \( \tilde{v} := v - \Pi_0^{\partial E} v \), then Lemma \(3.8\) and some simple algebra yield

\[
a^E(v, v) = a^E(\tilde{v}, \tilde{v}) \lesssim \| \tilde{v} \|_{1, E}^2.
\]

By definition \((6)\), it clearly holds that \((I - \Pi_k^{\nabla,E}) \tilde{v} = (I - \Pi_k^{\nabla,E}) v\). From Lemma \(3.6\) applied to the first term in the right hand side of \((59)\), we then infer

\[
a^E(v, v) \lesssim h_E^{-2} \| \Pi_k^{\nabla,E} v \|_{0, E}^2 + h_E^{2c} \| \Pi_k^{\nabla,E} \tilde{v} \|_{1, E}^2 + S^E((I - \Pi_k^{\nabla,E}) v, (I - \Pi_k^{\nabla,E}) v).
\]

We observe now that, by definition \((6)\), it follows that

\[
\Pi_0^{\partial E} \left( \Pi_k^{\nabla,E} \tilde{v} \right) = \Pi_0^{\partial E} \tilde{v} = \Pi_0^{\partial E} (v - \Pi_0^{\partial E} v) = 0
\]

therefore from \((58)\) we obtain

\[
h_E^{-2} \| \Pi_k^{\nabla,E} \tilde{v} \|_{0, E}^2 \lesssim \| \Pi_k^{\nabla,E} \tilde{v} \|_{1, E}^2.
\]

Moreover a standard polynomial inverse estimate on star-shaped polygons yields

\[
h_E^{2c} \| \Pi_k^{\nabla,E} \tilde{v} \|_{1, E}^2 \lesssim \| \Pi_k^{\nabla,E} \tilde{v} \|_{1, E}^2.
\]

Now \((55)\) follows by inserting the bounds \((61)\) and \((62)\) in \((60)\) and by observing that \(\| \Pi_k^{\nabla,E} \tilde{v} \|_{1, E} = \| \Pi_k^{\nabla,E} v \|_{1, E}\).

For what concerns the bound \((56)\), since \((I - \Pi_k^{\nabla,E}) p_k = 0\), by the continuity of \(\Pi_k^{\nabla,E}\) with respect to the \(H^1\)-seminorm, it follows that

\[
a^E_h(v + p_k, v + p_k) = \| \Pi_k^{\nabla,E} (v + p_k) \|_{1, E}^2 + S^E((I - \Pi_k^{\nabla,E}) v, (I - \Pi_k^{\nabla,E}) v)
\]

\[
\leq \| v + p_k \|_{1, E}^2 + S^E((I - \Pi_k^{\nabla,E}) v, (I - \Pi_k^{\nabla,E}) v).
\]

We remark that definition \((6)\) implies that \(\Pi_0^{\partial E} (I - \Pi_k^{\nabla,E}) v = 0\), therefore from \((63)\), Lemma \(3.6\) and \((58)\) we infer

\[
a^E_h(v + p_k, v + p_k) \lesssim \| v + p_k \|_{1, E}^2 + \| (I - \Pi_k^{\nabla,E}) v \|_{1, E}^2 + h_E^{2c} \| (I - \Pi_k^{\nabla,E}) v \|_{1, E}^2.
\]

\(\square\)

3.3 Convergence analysis

We have proved the stability of the method (Proposition \(3.1\)) and the approximation properties of the space \(V_h\) (Theorem \(3.1\)). We are now ready to prove the following optimal convergence result.

**Theorem 3.2.** Under the assumptions \((A0), (A1)\) and \((A2)\), let \(u\) be the solution of Problem \(11\) and \(u_h\) be the solution of virtual Problem \(16\). Assume moreover \(u \in H^s\) and \(f \in H^{s-2}\), with \(\frac{s}{2} \leq s \leq k + 1\). Then

\[
\| u - u_h \|_1 \leq C h^{s-1} (\| u \|_s + \| f \|_{s-2})
\]

where the constant \(C\) depends on the degree \(k\), the parametrization \(\gamma\) and the shape regularity constant \(\varrho\).
Proof. Let $u_1$ be the interpolant of $u$ in the sense of Theorem 3.1 and $u_\pi$ be the polynomial approximation of $u$ given by Lemma 3.4. Let us set $e_h := u_h - u_1$, then, following standard steps in VEM analysis [3], we have

\[
\alpha_s \|e_h\|_1^2 \leq a_h(e_h, e_h) = a_h(u_h - u_1, e_h) = \langle f_h - f, e_h \rangle + \sum_{E \in \Omega_h} \left( a^F_h(u_\pi - u_1, e_h) + a^E(u_\pi, e_h) \right) \leq C \ h^{s-1} \|f\|_{s-2} \|e_h\|_1 + \sum_{E \in \Omega_h} a^E_h(u_\pi - u_1, e_h) + C \ h^{s-1} \|u_\pi\|_s \|e_h\|_1. \tag{65}
\]

From the Cauchy-Schwarz inequality we infer

\[
a^E_h(u_\pi - u_1, e_h) \leq \frac{1}{2} a^E_h(u_\pi - u_1, u_\pi - u_1) + \frac{1}{2} a^E_h(e_h, e_h).
\]

Inserting the previous inequality in (65), we get

\[
\frac{\alpha_s}{2} \|e_h\|_1^2 \leq h^{s-1} (\|f\|_{s-2} + \|u_\pi\|_s) \|e_h\|_1 + \sum_{E \in \Omega_h} a^E_h(u_\pi - u_1, u_\pi - u_1). \tag{66}
\]

Now fix any $\varepsilon \in (0, 1/2)$. From (65), with $v_h = -u_1$ and $p_h = u_\pi$, we have

\[
a^E_h(u_\pi - u_1, u_\pi - u_1) \leq |u_\pi - u_1|_{1, E}^2 + |(I - \Pi_k^E)u_1|_{1, E}^2 + h^{2\varepsilon} |(I - \Pi_k^E)u_1|_{1+\varepsilon, E}^2 =: \mu_1^E + \mu_2^E + \mu_3^E. \tag{67}
\]

The first term, using Lemma 3.4, is estimated as follows

\[
\mu_1^E \lesssim |u_\pi - u_1|_{1, E}^2 + |u - u_1|_{1, E}^2 \lesssim h^{2s-2} |u|_{s,E}^2 + |u - u_1|^2_{1, E}. \tag{68}
\]

Concerning the second term, by the continuity of the $\Pi_k^E$ projection and Lemma 3.4 we have

\[
\mu_2^E \lesssim |(I - \Pi_k^E)(u - u_1)|_{1, E}^2 + |(I - \Pi_k^E)u_1|_{1, E}^2 \lesssim |u - u_1|_{1, E}^2 + h^{2s-2} |u|_{s,E}^2. \tag{69}
\]

Finally the last term is handled using Lemma 3.4 and standard polynomial inverse estimates on star-shaped domains

\[
\mu_3^E \lesssim h^{2\varepsilon} |u - u_1|_{1+\varepsilon, E}^2 + h^{2\varepsilon} |(I - \Pi_k^E)u_1|_{1+\varepsilon, E}^2 + h^{2\varepsilon} |\Pi_k^E(u - u_1)|_{1+\varepsilon, E}^2 \lesssim h^{2\varepsilon} |u - u_1|_{1+\varepsilon, E}^2 + h^{2s-2} |u|_{s,E}^2 + |u - u_1|_{1, E}^2. \tag{70}
\]

Collecting (68), (69) and (70) in (67) we obtain

\[
a^E_h(u_\pi - u_1, u_\pi - u_1) \lesssim |u - u_1|_{1, E}^2 + h^{2\varepsilon} |u - u_1|_{1+\varepsilon, E}^2 + h^{2s-2} |u|_{s,E}^2
\]

so that from Theorem 3.1 we infer

\[
\sum_{E \in \Omega_h} a^E_h(u_\pi - u_1, u_\pi - u_1) \lesssim h^{2s-2} \|u\|_s^2. \tag{71}
\]

The thesis now easily follows from (66) and (71).

Regularity results on Lipschitz domains (see [27]) guarantee that the solution $u$ of Problem (1) is in $H^s$ with $s \geq \frac{3}{2}$. We furthermore note that the condition $s \geq \frac{3}{2}$ in the statement of Theorem 3.2 could be reduced to $s > 1$ by modifying Theorem 3.1 in accordance with Remark 3.3.
4 Integration on curvilinear polygons

Let $E \in \Omega_h$ a curved element. The boundary $\partial E$ is described counterclockwise by the sequence of edges $e_1, e_2, \ldots, e_{N_E}$ where, in accordance with the notation of Section 2.2 we assume that $e_1$ is a curved edge and $e_2, \ldots, e_{N_E}$ are straight segments (see Figure 9). Following the guidelines of [7], in order to compute the approximated bilinear form $a_h(\cdot, \cdot)$ and the discrete right hand side $(f_h, \cdot)$ we need to compute (or to approximate) for all $E \in \Omega_h$ the following integrals

\begin{align}
\int_{\partial E} v_h p_{k-1} \, ds & \quad \text{for all } v_h \in V_h^E, p_{k-1} \in P_{k-1}(E), \tag{72} \\
\int_E q_{k-1} p_{k-1} \, dE & \quad \text{for all } q_{k-1}, p_{k-1} \in P_{k-1}(E), \tag{73} \\
\int_E f p_{k-2} \, dE & \quad \text{for all } p_{k-2} \in P_{k-2}(E). \tag{74}
\end{align}

The goal of this section is to show the practical computations of the previous integrals. The main ideas we are going to develop are

- the boundary integrals are computed only using the DoFs (i.e. values at the Gauss-Lobatto nodes) and the parametrization $\gamma$,
- the integrals on the element are computed avoiding partitions of the curved polygonal domain $E$ into triangles or quadrangles.

4.1 Integration on curved edges

The integral (72) can be split edge by edge obtaining

$$
\int_{\partial E} v_h p_{k-1} \, ds = \int_{e_1} v_h p_{k-1} \, ds + \sum_{i=2}^{N_E} \int_{e_i} v_h p_{k-1} \, ds.
$$

We recall that, by definition (5), the virtual functions restricted to each straight edge are polynomials of degree $k$, therefore the integral on straight edges $e_i$ can be computed in the standard way [7] using the DoFs $D^{p_i}$ (observing that the $(k+1)$ Gauss-Lobatto quadrature rule is exact for polynomials up to degree $2k-1$).

Instead, on the curved edge $e_1$ the virtual functions are polynomial of degree $k$ with respect the parametrization $\gamma: I_{e_1} \to e_1$, i.e. $v_{h|_{e_1}} = \hat{q}_k \circ \gamma$ with $\hat{q}_k \in \hat{P}_k(I_{e_1})$. We approximate the
integral on the curved edge using the same machinery of the straight case: let
\[ \{\tau_j\}_{j=1}^{k+1} \quad \text{and} \quad \{\omega_j\}_{j=1}^{k+1}, \]
be the nodes and weights of the Gauss-Lobatto quadrature formula of degree of exactness \(2k-1\) on \(I_{e_1}\). Recalling \([1]\), we set
\[
\int_{e_1} v_h p_{k-1} \, ds = \int_{e_1} q_k \, \rho_{k-1} \circ \gamma^{-1} \, ds = \\
= \int_{I_k} q_k \rho_{k-1} \|\gamma'\| \, dt \approx \sum_{j=1}^{k+1} q_k \rho_{k-1}(\tau_j) \|\gamma'(\tau_j)\| \omega_j = \\
v_h(\gamma(\tau_j)) \rho_{k-1}(\gamma(\tau_j)) \|\gamma'(\tau_j)\| \omega_j = \sum_{j=1}^{k+1} \mathcal{D}_j^{\alpha}(v_h) \rho_{k-1}(\gamma(\tau_j)) \|\gamma'(\tau_j)\| \omega_j. \tag{76}
\]
We remark that the integration rule above is a trivial extension of the straight case, in particular if \(e_1\) is a straight side we recover the standard rule.

4.2 Integration on polygons

In the present section we review the basic tools for the construction of a quadrature rule over (possibly non convex) polygons that is exact for polynomials of degree \(2M\) and uses \(O(M^2)\) nodes. The quadrature formula was introduced in \([36,37]\). Let \(E \subset \mathbb{R}^2\) be a bounded and simply connected polygon and let \(\mathcal{R}\) a suitable rectangle containing \(E\). We consider the problem of constructing a quadrature formula (with nodes in \(\mathcal{R}\)) which is exact for all polynomials of degree at most \(2M\).

**Proposition 4.1.** Let the boundary \(\partial E\) be described counterclockwise by the sequence of vertexes
\[ V_i := (x_i, y_i) \quad \text{for} \quad i = 1, \ldots, N_E, \]
\(\partial E = \bigcup_{i=1}^{N_E} e_i := \bigcup_{i=1}^{N_E} [V_i, V_{i+1}], \quad \text{with} \quad V_{N_E+1} = V_1\)
and let
\[ \{\tau_j\}_{j=1}^{M+1} \quad \text{and} \quad \{\nu_j\}_{j=1}^{M+1}, \]
be the nodes and weights of the Gauss-Legendre quadrature formula of degree of exactness \(2M+1\) on \([-1,1]\). Let \(g \in C(\mathcal{R})\) where \(\mathcal{R}\) is a rectangle containing \(E\). Then the following quadrature formula is exact over \(E\) for all polynomials of degree at most \(2M\)
\[
\int_E g(x,y) \, dx \, dy \approx \sum_{e \in \partial E} \sum_{j=1}^{M+1} \sum_{m=1}^{M+1} g(x_i(t_{j,m}), y_i(t_j)) w_{ijm}
\]
where
\[ x_i(t_{j,m}) := \frac{x_i(t_j) - \alpha}{2} t_m + \frac{x_i(t_j) + \alpha}{2}, \quad \text{with} \quad x_i(t_j) := \frac{x_{i+1} - x_i}{2} t_j + \frac{x_{i+1} + x_i}{2} , \]
\[ y_i(t_j) := \frac{y_{i+1} - y_i}{2} t_j + \frac{y_{i+1} + y_i}{2} , \]
\[ w_{ijm} := \frac{y_{i+1} - y_i}{4} (x_i(t_j) - \alpha) \nu_j \nu_m , \]
and \(\alpha\) is a convex combination of the coordinate \(x_i\)’s.

**Proof.** We here review the main idea of the proof (see \([36]\), Theorem 2.1) since it is useful in order to understand the extension on curved polygons of Section 4.3. Let \(p(x,y)\) be a polynomial of degree \(2M\). For a suitable convex combination \(\alpha\) of the \(x_i\)’s coordinates, let
\[
\mathcal{P}(x,y) := \int_0^x p(t,y) \, dt \quad \text{(77)}
\]
be an $x$-primitive of the function $p(x, y)$, so that by Green’s formula it holds

$$
\iint_{E} p(x, y) \, dx \, dy = \int_{\partial E} P(x, y) \, dy = \sum_{e_i \in \partial E} \int_{e_i} P(x, y) \, dy.
$$

(78)

This transforms a 2-dimensional integration problem into a 1-dimensional problem. Now, we observe that being $p(x, y)$ a polynomial of degree at most $2M$, $P(x, y)$ is a polynomial of degree at most $2M + 1$, so that using the Gauss-Legendre quadrature rule of degree $2M + 1$ we obtain

$$
\int_{e_i} P(x, y) \, dy = \sum_{j=1}^{M+1} \frac{y_{j+1} - y_j}{2} P(x_i(t_j), y_i(t_j)) \nu_j.
$$

(79)

We notice now that $P(x_i(t_j), y_i(t_j))$ is unknown, but by definition (77), it can be calculated by a Gauss-Legendre quadrature of degree $2M + 1$ on the interval $[\alpha, x_i(t_j)]$:

$$
P(x_i(t_j), y_i(t_j)) = \int_{\alpha}^{x_i(t_j)} p(t, y) \, dt = \sum_{m=1}^{M+1} \frac{x_i(t_j) - \alpha}{2} p(x_i(t_{j,m}), y_i(t_j)) \nu_m.
$$

(80)

Collecting (79) and (80) in (78) we get the thesis.

A careful inspection of Proposition 4.1 shows that the overall number of quadrature nodes is bounded by $(M + 1)^2 N_E$. Finer estimate of the total amount of quadrature points is given in [30]. Moreover in [38, 33] the same authors present a compression procedure to reduce the number of nodes in the numerical quadrature. A careful inspection of [38] shows that in general the expected compression ratio is

$$
\frac{\text{n nodes with compression}}{\text{n nodes without compression}} = \frac{2M + 1}{N_E M}.
$$

The suggested way to extract the nodes is to solve a Non Negative Least Squares problem which ensures positivity of the weights. The compression procedure turns out to be very convenient if the number of edges $N_E$ of the polygon is large.

Remark 4.1. A possible drawback of the quadrature formula is that the quadrature nodes may fall outside of the polygon $E$. This is the reason why in Proposition 4.1 $g$ is assumed to be continuous and computable also in a rectangle $R$ containing $E$. However, this effect can be eliminated in certain cases (e.g. $E$ convex) with a clever selection of the “integration line” $l$ (in the proof of Proposition 4.1 $l : x = \alpha$), for instance considering $l$ as the line containing the diameter of the polygon and then using a change of variables. See Remark 2.4 in [30] for a more detailed discussion.

Remark 4.2. The quadrature formula in Proposition 4.1 avoids explicit a priori partition of the polygonal domain $E$ into triangles or quadrangles, since Green’s formula needs only the boundary as a counterclockwise sequence of vertexes.

4.3 Gauss quadrature over curvilinear polygons

Let $E \in \Omega$ be a curved polygon as in Figure 9. The main goal of the section is to define suitable approximation of the integrals (73) and (74). The idea is to extend the quadrature formula of Proposition 4.1 to curved elements. We observe that by (73) the formula has to be exact (ideally) for polynomials of degree $2k - 2$. So that, let $p(x, y) \in \mathbb{P}_{2k-2}(E)$ and let

$$
P(x, y) = \int_{\alpha}^{x} p(t, y) \, dt
$$

(81)

where, using the notation in Figure 6, we pick $\alpha := \frac{1}{N_E} \sum_{i=1}^{N_E} x_i$. Using the same machinery of the proof of Proposition 4.1 we get

$$
\iint_{E} p(x, y) \, dx \, dy = \int_{\partial E} P(x, y) \, dy = \int_{e_1} P(x, y) \, dy + \sum_{i=2}^{N_E} \int_{e_i} P(x, y) \, dy.
$$

(82)
On the straight sides we can proceed as before setting $M = k - 1$. Let us analyse the integral involving the curved edge $e_1$. Let $\gamma : I_{e_1} \to e_1$ described by the components $\gamma(t) := (\gamma_1(t), \gamma_2(t))$ and let $(\tilde{x}_1(t_j), \tilde{y}_1(t_j))$ for $j = 1, \ldots, k$, be the images through $\gamma$ of the $k$ nodes of the Gauss-Legendre quadrature on $I_{e_1}$ of degree $2k - 1$ (see Figure 10). Then we set

$$
\int_{e_1} P(x, y) \, dy = \int_{I_{e_1}} P(\gamma_1(s), \gamma_2(s)) \gamma'_2(s) \, ds \approx |I_{e_1}| \sum_{j=1}^{k} P(\tilde{x}_1(t_j), \tilde{y}_1(t_j)) \nu_j \quad (83)
$$

where $\{\nu_j\}_{j=1}^{k}$ are the weights of the Gauss-Legendre formula on $[-1, 1]$. Using again the

\[
\mathcal{P}(\tilde{x}_1(t_j), \tilde{y}_1(t_j)) = \tilde{x}_1'(t_j) - \alpha \sum_{m=1}^{k+1} p(\tilde{x}_1(t_j, m), \tilde{y}_1(t_j)) \nu_m. \quad (84)
\]

Collecting (83) and (84) in (82), and in the light of the notation of Proposition 4.1, we obtain

$$
x = \bar{x}
$$

Figure 10: Example of distribution of Gauss-Legendre points on the boundary ($k = 3$) for a curved domain $E$.

Gauss-Legendre quadrature formula on the interval $[\alpha, \tilde{x}_1(t_j)]$, by (81) (see Figure 11), we obtain:

\[
\mathcal{P}(\tilde{x}_1(t_j), \tilde{y}_1(t_j)) = \frac{\tilde{x}_1(t_j) - \alpha}{2} \sum_{m=1}^{k+1} p(\tilde{x}_1(t_j, m), \tilde{y}_1(t_j)) \nu_m .
\]

Collecting (83) and (84) in (82), and in the light of the notation of Proposition 4.1, we obtain

$$
x = \bar{x}
$$

Figure 11: Example of distribution of quadrature points ($k = 3$) for a curved domain $E$.

the following quadrature formula on the curved polygon $E$. Let $g \in C(\mathcal{R})$ where $\mathcal{R}$ is a rectangle
containing $E$. Then the following quadrature formula extends to curved polygon $E$ the rule in Proposition 4.1

$$
\int\int_E g(x, y) \, dx \, dy \approx \frac{I_{e_1}}{4} \sum_{j,m=1}^{k} g(\tilde{x}_1(t_{j,m}), \tilde{y}_1(t_{j})) \gamma_2'(t_{j}) (\tilde{x}_1(t_{j}) - \alpha) \nu_j \nu_m + \\
+ \sum_{i=2}^{N_E} \sum_{j,m=1}^{k} g(x_i(t_{j,m}), y_i(t_{j})) w_{ijm} \tag{85}
$$

Finally, as for the straight case, we can apply the compression procedure (see Figure 12).

Figure 12: Example of distribution of quadrature points ($k = 3$) for a curved domain $E$ after the compression procedure.

Remark 4.3. It is important to note that the accuracy order of the quadrature formulas above is tailored to obtain, in straight edge case, an accuracy order of $2k - 2$. On the other hand, in the presence of curved edges, such formulas will not be exact even for polynomials of the indicated degree. Nevertheless such observation does not seem to affect the numerical results; in the numerical tests of the next section we indeed used the formulas above without any loss in accuracy due to numerical integration. Clearly, if one wants to stay on a safer side, one can opt for integration formulas of the same type but of higher accuracy order, at the expense of some computational cost.

An important related note is the following. From the coding standpoint the present method for curved faces can be easily obtained by a direct modification of the original VEM method for straight edges. Essentially, one keeps the same structure and simply modifies the integration formulas in order to keep into account that the volume (and some edge) integrals are now on curved domains. Thus the code can be built rather easily combining the guidelines in [7] with the integration formulas above. This note is important in order to extend (in a practical way) to curved faces any of the many Virtual Element Methods, for more complex problems, that are in the literature.

5 Numerical Tests

In this section we present two numerical experiments to test the practical performance of the method. In Test 5.1 we study the convergence of the proposed method. We also check numerically that, as expected, an approximation of the domain with “straight VEM” polygons, leads, for $k \geq 2$, to a sub-optimal rate of convergence. In Test 5.2 we assess the proposed virtual element method for curved domains with curved interface inside the domains. In order
to compute the VEM errors between the exact solution \( u_{\text{ex}} \) and VEM solution \( u_h \), we consider the computable error quantities:

\[
\text{err}_{H^1} := \left( \sum_{E \in \Omega_h} \left| \nabla u_{\text{ex}} - \nabla (\Pi_{\mathcal{K},E} u_h) \right|_{0,E}^2 \right)^{1/2},
\]

\[
\text{err}_{L^2} := \left( \sum_{E \in \Omega_h} \left| u_{\text{ex}} - \Pi_{\mathcal{K},E} u_h \right|_{0,E}^2 \right)^{1/2}.
\]

The \( H^1 \)-error confirms the theoretical predictions of Section 3.3, that is an \( O(h^k) \) convergence. For what concerns the \( L^2 \)-error, the behaviour is again the expected one \( O(h^{k+1}) \). Although we did not prove the \( L^2 \)-error estimate in the present paper, this could be derived combining the tools here presented with Section 2.7 in [5].

**Test 5.1.** We consider the curved domain \( \Omega \) described by

\[
\Omega := \{ (x, y) \text{ s.t. } 0 \leq x \leq 1, \text{ and } g_1(x) \leq y \leq g_2(x) \},
\]

where

\[
g_1(x) := \frac{1}{20} \sin(\pi x) \quad \text{and} \quad g_2(x) := 1 + \frac{1}{20} \sin(3\pi x)
\]

see also Figure 13. We assume that the curved edges \( \Gamma_1 \) and \( \Gamma_2 \) are parametrized with the standard graph parametrization, i.e.

\[
\gamma_1 : [0, 1] \rightarrow \Gamma_1 \quad \gamma_1(t) = \left( t, \frac{1}{20} \sin(\pi t) \right),
\]

\[
\gamma_2 : [0, 1] \rightarrow \Gamma_2 \quad \gamma_2(t) = \left( t, 1 + \frac{1}{20} \sin(3\pi t) \right),
\]

we notice that both \( \Gamma_1 \) and \( \Gamma_2 \) are not parametrized by the arc-length parametrizations. In this example we test the elliptic problem (1) on the curved domain \( \Omega \). We choose the load term \( f \) and the boundary conditions in such a way that the analytical solution is

\[
u_{\text{ex}}(x, y) = -(y - g_1(x))(y - g_2(x))(3 + \sin(5x)\sin(7y)).
\]

In particular, from (87), it yields that

\[
u_{\text{ex}}|_{\Gamma_1 \cup \Gamma_2} = 0.
\]
The aim of this test is to check the actual performance of the virtual element method for curved domains, in comparison with the standard virtual element on straight domains obtained by approximating the curved boundary by straight segments. The domain $\Omega$ is partitioned with two sequences of polygonal meshes: the Voronoi meshes and uniform quadrilateral meshes. Both sequences of meshes are obtained defining a sequence of Voronoi (resp. uniform) meshes on the square $Q := [0, 1]^2$ and then moving the vertexes of each polygon by the rule

$$(x_Q, y_Q) \mapsto (x_\Omega, y_\Omega) := \begin{cases} (x_Q, (1 - 2g_1(x_Q))y_Q + g_1(x_Q)) & \text{if } y_Q \leq \frac{1}{2}, \\ (x_Q, (2g_2(x_Q) - 1)y_Q + \frac{1}{2}) & \text{if } y_Q \geq \frac{1}{2}, \end{cases}$$

where $(x_Q, y_Q)$ and $(x_\Omega, y_\Omega)$ denote respectively the mesh nodes on the square domain $Q$ and on the curved domain $\Omega$. The edges on the curved boundary consist of an arc of $\Gamma_1$ or $\Gamma_2$. In Figure 14 we display an example of the adopted meshes. In Figure 15 we show the results obtained for the sequence of Voronoi meshes and for the sequence of uniform meshes. We notice that the theoretical predictions of Sections 4 are confirmed. Next we approximate the curved domain with a sequence of “straight polygons”, obtained by approximating the curved boundary by straight segments and forcing on these the boundary condition (88) (see Figure 16). In Figure 17 we plot the results for the sequence of Voronoi meshes on the approximated domain, obtained with the standard VEM on polygons. As expected, the scheme obtained by the approximation of the domain with straight edge polygons clearly suffers from an evident sub-optimality of the convergence rates.

Test 5.2. The aim of the present test is to show the good performance of the method also in case of a curved domain with fixed curved interface inside the domain. Let $\Omega := \Omega_1 \cup \Omega_2$, where $\Omega_2$ is the disk centered in $(0, 0)$ with radius $1/2$ and $\Omega_1$ is the outer annulus of radius $1$ (see Figure 18). Let $\Gamma_1$ and $\Gamma_2$ be the circumferences centered in the origin with radius respectively $1$ and $1/2$ parametrized by the arc-length parametrizations

$$\gamma_1 : [0, 2\pi] \to \Gamma_1 \quad \gamma_1(t) = (\cos t, \sin t),$$
$$\gamma_2 : [0, \pi] \to \Gamma_2 \quad \gamma_2(t) = \frac{1}{2}(\cos 2t, \sin 2t).$$

We consider the elliptic problem

$$\begin{cases} -\text{div}(\kappa \nabla u) = f & \text{in } \Omega, \\ u = 0 & \text{on } \Gamma_1, \end{cases}$$

where the viscosity $\kappa$ and the load $f$ are defined by

$$\begin{cases} \kappa = 5 & \text{in } \Omega_1, \\ \kappa = 1 & \text{on } \Omega_2, \end{cases} \quad \begin{cases} f = 1 & \text{in } \Omega_1, \\ f = 5 & \text{on } \Omega_2. \end{cases}$$
Figure 15: Test 5.1. Errors $\text{err}_{H^1}$ and $\text{err}_{L^2}$ for the sequence of Voronoi meshes (first row) and for the sequence of uniform meshes (second row).

Figure 16: Test 5.1. Example of the adopted straight polygonal meshes: Voronoi mesh.

Due to the jump in the viscosity and in the loading term, the exact solution

$$u_{\text{ex}}(x, y) = u_{\text{ex}}(r) = \begin{cases} 
- \frac{1}{20} r^2 - \frac{1}{10} \ln(r) + \frac{1}{20} & \text{in } \Omega_1, \\
- \frac{5}{4} r^2 \frac{7}{20} + \frac{\ln(2)}{10} & \text{in } \Omega_2,
\end{cases}$$
Figure 17: Test 5.1. Errors $\text{err}_{H^1}$ and $\text{err}_{L^2}$ for the sequence of “straight” Voronoi meshes.

Figure 18: Test 5.2. On the left $\Omega = \Omega_1 \cup \Omega_2$, curved boundary $\Gamma_1 = \partial \Omega$ and curved interface $\Gamma_2 = \partial \Omega_2$. On the right example of decomposition of the domain $\Omega$ that matches the curved interface of $\Omega_1$ and $\Omega_2$ is analytical in both subdomains but is not globally regular in $\Omega$ (see Figure 19). In order to obtain a method that converges with optimal order, we need to use decompositions of the domain $\Omega$ which exactly match the curved interface $\Gamma_2$ between the subdomains $\Omega_1$ and $\Omega_2$ (see Figure 18).

In Figure 20 we plot the results obtained with the proposed VEM scheme. We observe that the method exhibits appropriate convergence properties, confirming that the proposed virtual element method can automatically handle also domains with internal curved interface.
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Figure 19: Test 5.2. Plot of the exact solution $u_{\text{ex}}$.

Figure 20: Test 5.2. Errors $\text{err}_{H^1}$ and $\text{err}_{L^2}$ for the sequence of meshes matching the interface of $\Omega_1$ and $\Omega_2$.
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