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Abstract—We apply local laws of random matrices and free probability theory to study the spectral properties of two kernel-based sensor fusion algorithms, nonparametric canonical correlation analysis (NCCA) and alternating diffusion (AD), for two simultaneously recorded high dimensional datasets under the null hypothesis. The matrix of interest is the product of the kernel matrices associated with the datasets, which may not be diagonalizable in general. We prove that in the regime where dimensions of both random vectors are comparable to the sample size, if NCCA and AD are conducted using a smooth kernel function, then the first few nontrivial eigenvalues will converge to real deterministic values provided the datasets are independent Gaussian random vectors. Toward the claimed result, we also provide a convergence rate of eigenvalues of a kernel affinity matrix.
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I. INTRODUCTION

RECENTLY, many scientific fields have advanced due to revolutionary sensor technologies, which provide more delicate information about the system of interest. However, a complicated system might not be fully captured by a single sensor, and a common practice is applying various sensors to understand the system from different angles. This leads to heterogeneous datasets with various sensors involved. A long lasting challenge is adequately quantifying the system of interest by assembling available information from a given heterogeneous dataset. This problem is usually understood as the sensor fusion problem [40]. The process toward sensor fusion is challenged on multiple fronts, and a lot of research efforts have been invested in the past decades. For example, the classical canonical correlation analysis (CCA) [35], which quantifies the system by estimating the highly correlated linear affine subspaces from two datasets. Since then, many variations have been proposed, including utilizing principle component analysis to correct CCA [37], and its extension to multiple datasets [34], to name but a few.

In recent years, due to the growth of data volume and complexity, researchers pay more attention to the possible non-linear structure of the system, and many studies have been conducted toward this goal. Specifically, the CCA idea is generalized by taking the non-linearity structure into account and many algorithms have been proposed to recover the information commonly captured by different sensors. For example, in [48], the nonparametric CCA (NCCA) quantifies the information jointly captured by two sensors, which is related to the mutual information between two databases. A similar work, named nonlinear CCA, based on the reproducing kernel Hilbert space is proposed in [33]. In [30], [31], [42], [46], [55], the spectral structure of the product of the transition matrices of different sensors is considered. Among those algorithms, the product of transition matrices of different sensors proposed in [42], [55] is called the alternating diffusion (AD), which is very similar to NCCA and has been applied to study the sleep dynamics via two electroencephalogram signals [44]. In [53], the product structure is generalized by symmetrizing and anti-symmetrizing transition matrices of different sensors to enhance the common and different information captured by different sensors. The symmetrization and anti-symmetrization of transition matrices lead to algorithms called symmetrized AD and anti-symmetrized AD respectively. We refer readers with interest to [53] for a more complete discussion of other sensor fusion algorithms.

On the theoretical side, there has been a rich literature discussing the statistical behavior of CCA [3], including its behavior in the high dimensional setup [8]. Compared with the linear setup, there are fewer studies analyzing algorithms with the nonlinear setup. Under the assumption that the common information shared by two sensors can be parametrized by a metric space, it is shown in [42] that AD faithfully recovers the metric of the metric space. Under the assumption that the common information shared by two sensors can be parametrized by a manifold, it is proved in [53], [55] that AD and the symmetrized AD recover the Laplace-Beltrami operator of the manifold up to some deviations, while the anti-symmetrized AD asymptotically behaves like a first order differential operator. A similar setup and proof are also available in [30]. In [46], the multiplication of transition matrices from a sequence of manifold is analyzed.

Note that the basic assumption beyond sensor fusion algorithms is that the sensors do capture useful information of the system. However, to the best of our knowledge, this
assumption is rarely confirmed. This fundamental question motivated this work -- if the datasets are high dimensional and only contain noise, what is the spectral behavior of kernel-based sensor fusion algorithms? Specifically, we are interested in the spectral behavior of kernel-based sensor fusion algorithms in the null case. While there are many algorithms available, we focus on two closely related algorithms, NCCA and AD. Before jumping into technical details, below we summarize NCCA and AD.

### A. Generic Formula for NCCA and AD

In practice, we are provided two point clouds

\[
\mathcal{X} := \{x_i\}_{i=1}^n \subset \mathbb{R}^p, \quad \mathcal{Y} := \{y_i\}_{i=1}^n \subset \mathbb{R}^q,
\]

where \(n, p_1, p_2 \in \mathbb{N}\) and for \(i = 1, \ldots, n\), \(x_i\) and \(y_i\) are observed simultaneously. The first step is constructing affinity matrices \(W_x, W_y \in \mathbb{R}^{n \times n}\) from the point clouds by

\[
W_x(i, j) := \exp\left(-\frac{||x_i - x_j||_2^2}{2\sigma_x^2}\right),
\]

\[
W_y(i, j) := \exp\left(-\frac{||y_i - y_j||_2^2}{2\sigma_y^2}\right),
\]

where \(\sigma_x, \sigma_y > 0\) are chosen by the user and \(i, j = 1, 2, \ldots, n\). The second step is normalizing \(W_x\) and \(W_y\) so that they become row stochastic; that is, constructing two row stochastic matrices \(A_x, A_y \in \mathbb{R}^{n \times n}\) via

\[
A_x = D_x^{-1}W_x, \quad A_y = D_y^{-1}W_y,
\]

where \(D_x, D_y \in \mathbb{R}^{n \times n}\) are diagonal matrices with the diagonal entries defined by

\[
D_x(i, i) = \frac{\sum_{j=1}^n W_x(i, j)}{\sum_{j=1}^n W_x(j, j)}, \quad D_y(i, i) = \frac{\sum_{j=1}^n W_y(i, j)}{\sum_{j=1}^n W_y(j, j)}.
\]

for \(i = 1, \ldots, n\). Usually we call \(D_x\) and \(D_y\) degree matrices. Different algorithms utilize the above ingredients differently. In NCCA [48], construct a non-stochastic matrix

\[
S_{xy} := A_xA_y^\top \in \mathbb{R}^{n \times n};
\]

in AD [42], construct a new row stochastic matrix

\[
A_{xy} := A_xA_y \in \mathbb{R}^{n \times n}.
\]

We call \(S_{xy}\) the NCCA matrix and \(A_{xy}\) the AD matrix. Finally, compute the eigenvalues and associated eigenvectors of \(S_{xy}\) and \(A_{xy}\). Or in some cases, the singular values and vectors can be considered. The key ingredient in these algorithms is the spectral structure of \(S_{xy}\) and \(A_{xy}\), which is the main focus of the current paper.

**Remark I.1:** We remark that in the algorithm of NCCA [48], it studies the singular values of \(S_{xy}\). We will see later that \(S_{xy}\) can be well approximated by a positive definite matrix (c.f. see our explanation in Section III-C). In this sense, it makes no difference to study the eigenvalues of \(S_{xy}\). Moreover, in practice we can choose more general kernels for NCCA and AD. See [42], [48] for details. When the kernel is not Gaussian, the relationship between NCCA and AD is no longer as transparent as that shown in (1.5) and (1.6). Indeed, in general NCCA may not be written in the product form.

### B. Mathematical Model for the Algorithm

We are interested in the null model. Assume \(\mathcal{X}\) and \(\mathcal{Y}\) are independently and identically sampled from Gaussian random vectors; that is, \(x_i \sim \mathcal{N}(0, p_1^{-1}I_{p_1})\) and \(y_i \sim \mathcal{N}(0, p_2^{-1}I_{p_2})\), where \(0,\ p_1^{-1}I_{p_1}\) is the vector with all entries 0, and \(I_p\) is the \(p \times p\) identity matrix. Furthermore, we are interested in the high dimensional regime; i.e., we assume that \(p_1 = p_1(n), p_2 = p_2(n)\) and

\[
\gamma \leq \frac{n}{p_i} \leq \gamma^{-1}, \quad i = 1, 2,
\]

for a fixed constant \(0 < \gamma \leq 1\) when \(n\) is sufficiently large. Denote \(c_1 = c_1(n) := \frac{\gamma}{p_1}\) and \(c_2 = c_2(n) := \frac{\gamma}{p_2}\). In the present paper, we only need the assumption (I.7) and do not require \(c_1\) and \(c_2\) to converge. This makes our result more adaptive to the datasets since many classical results depend on the assumption of convergence of \(c_1\) and \(c_2\) [4]. Such relaxation is due to the recent developments of local laws in random matrix theory; see, for instance, [39].

For the NCCA and AD algorithms, we consider more general kernel functions than the Gaussian kernel in (I.2). Take a decreasing and twice continuously differentiable function \(f\) satisfying

\[
f(0) + 2f'(2) - f(2) > 0 \quad \text{and} \quad f(2) > 0,
\]

and construct \(n \times n\) affinity matrices \(W_x, W_y \in \mathbb{R}^{n \times n}\) with \(f\) via

\[
W_x(i, j) := f(||x_i - x_j||_2^2), \quad W_y(i, j) := f(||y_i - y_j||_2^2).
\]

**Remark I.2:** Note that in (I.8), we need to impose concrete assumptions at the points 0 and 2 following [23]. It will be seen later that our proof relies on the expansion of \(f\) for pairwise distance around the concentration points. On one hand, for the diagonal entries, it is clear that \(||x_i - x_i||_2^2 = 0, \ i = 1, 2, \ldots, n\); on the other hand, for the off-diagonal entries, we have

\[
E(||x_i - x_j||_2^2) = 2, \ 1 \leq i \neq j \leq n.
\]

### C. Our Contribution and Relevant Existing Results

To study the spectral property of \(S_{xy}\), the first difficulty we encounter is its non-diagonalizability due to the normalization procedure (I.3) and the product structure (I.5). With the smoothness assumption on \(f\) and independence assumption on \(\mathcal{X}\) and \(\mathcal{Y}\), we can find a diagonalizable approximation \(f^{-2}(2)W_xW_y\) for \(n^2S_{xy}\). It thus suffices to study the spectrum of a product of two affinity matrices, which is the main
focus of the current paper. To this end, we need spectral properties of \( W_x \) and \( W_y \).

Take \( W_x \) as an example. The spectrum of \( W_x \) has been well studied in [23] when \( f \) is smooth, in [16] for more general kernels and in [24] when the kernel includes “connection” information modeled by group actions. In [23], it has been shown that when \( f \) is smooth, the spectrum of kernel distance matrix is close to an isotropic shift of sample Gram matrix \( X^TX \) with \( X \in \mathbb{R}^{p \times n} \), where the \( i \)-th column is \( x_i \). It is well-known that the spectrum of the sample Gram matrix satisfies the celebrated Marchenko-Pastur (MP) law [45] and hence the spectrum of \( W_x \) follows a shifted MP law. As a result, when \( f \) is smooth, it is shown in [23] that the spectrum of \( W_x \) can be asymptotically described by the finite rank additive perturbation of a sample Gram matrix. More recently, such results have been stated and extended using the free probability theory in [28]. However, none of the above results provide a convergent rate for the eigenvalues of \( W_x \). The first contribution of this paper is providing a convergent rate for the eigenvalues of \( W_x \) under the null model in the high dimensional regime using the technique of local laws [26] to study the rigidity of eigenvalues for random matrices; see, for instance, [9], [20], [27], [39]. Specifically, after showing that the Stieltjes transforms of \( W_x \) and its deterministic counterpart are close, we translate this closeness to the closeness of eigenvalues of \( W_x \) and quantiles of some measure.

Our second contribution is studying the eigenvalues of \( W_x W_y \) under the null model in the high dimensional regime. We first freeze one of the affinity matrices and replace it by its deterministic counterpart that happens with high probability. Similar ideas have been used in the study of F-type matrices in [32]. Since \( \mathcal{X} \) and \( \mathcal{Y} \) are independent, we show that with high probability, it suffices to study the model \( \text{AUBU}^T \), where \( \text{A} \) and \( \text{B} \) are deterministic symmetric matrices and \( \text{U} \) is an orthogonal matrix following the Haar distribution. The local law of this model has been recently studied in [38] and its parallel additive model, \( \text{A} + \text{UBU}^T \), has been extensively studied in [5]–[7]. By modifying their results, we prove the local laws and the rigidity of the eigenvalues for \( W_x W_y \).

D. Notation and Organization

To avoid repetition and make it convenient for readers, we summarize the notations and symbols in Table I. Throughout the paper, we use bold capital letters for matrices and bold lower-case letters for vectors. When tracing the constant in the proof is not a concern, we use \( C \) as a generic constant, which may change from line to line; otherwise we will make clear the difference from line to line. We will systematically use two asymptotical notations. For two positive quantities \( f_1 \) and \( f_2 \), we use \( f_1 \lesssim f_2 \) to indicate that there exists a constant \( C \) such that \( f_1 \leq C f_2 \). If \( f_1 \) and \( f_2 \) are comparable; that is, \( f_1 \lesssim f_2 \) and \( f_2 \lesssim f_1 \), we use \( f_1 \sim f_2 \). Another one is the stochastic domination, which we will introduce later in Definition II.4.

The paper is organized as follows. In Section II, we summarize relevant background knowledge. In Section III, we state our main results of this paper. In Section IV, we prove the main results of this paper. We conclude the paper in Section V. A collection of preliminary lemmata with a brief introduction of free probability theory, and all technical proofs are presented in Appendices A–H.

II. Background

For any \( n \times n \) matrix \( H \), its empirical spectral distribution (ESD) is defined as

\[
\mu_H = \frac{1}{n} \sum_{i=1}^{n} \delta_{\lambda_i},
\]

where \( \lambda_i, i = 1, 2, \ldots, n \), are the eigenvalues of \( H \) and \( \delta_{\lambda_i} \) is a Dirac delta measure supported on \( \lambda_i \in \mathbb{C} \). Clearly, when \( H \) is Hermitian, \( \mu_H \) is a measure supported on \( \mathbb{R} \). Denote \( \mathbb{C}^+ \) as the upper complex half plane. The Green function of \( H \) is defined as

\[
G_H(z) = (H - z)^{-1}, \quad z \in \mathbb{C}^+.
\]

The local convergence can be best formulated using the Green function.

Definition II.1 (Stieltjes Transform): The Stieltjes transform of a probability measure \( \mu \) supported on \( \mathbb{R} \) is defined as

\[
m_{\mu}(z) = \int \frac{1}{\lambda - z} \mu(d\lambda), \quad z \in \mathbb{C}^+.
\]

It is clear that for the ESD of \( H \), its Stieltjes transform satisfies

\[
m_{\mu_H}(z) = \int \frac{1}{\lambda - z} \mu_H(d\lambda) = \frac{1}{n} \text{tr}[G_H(z)].
\]

To simplify notation, when there is no danger of confusion, we denote \( m_{\mu_H} := m_{\mu_H} \). Note that we have a trivial but useful bound

\[
|m_{\mu_H}(z)| \leq \frac{1}{n} \sum_{i=1}^{n} \frac{1}{|\lambda_i - z|} \leq \frac{1}{\text{Im } z}.
\]

Definition II.2 (S-transform and R-transform): Take a Borel probability measure \( \mu \) supported on \( \mathbb{R} \). The S-transform of \( \mu \) is defined by

\[
S_\mu(z) := -\frac{1}{z} \eta_\mu^{-1}(z + 1),
\]

where \( z \in \mathbb{C}^+ \) and

\[
\eta_\mu(z) = \frac{m_\mu(-1/z)}{z}.
\]

The \( R \)-transform of \( \mu \) is defined by (see [12, Section 2.5.1] or [52, Section 2])

\[
R_\mu(z) = m_\mu(-z) - \frac{1}{z},
\]

where \( z \in \mathbb{C}^+ \).

It can be checked that there exists an one-to-one correspondence between the \( S \)-transform and the Stieltjes transform [15]. The \( R \)-transform is useful in characterizing the law.
of addition of independent random matrices whereas the $S$-transform is useful in characterizing the law of product of independent random matrices [12, Section 2.5.2].

A. “Macroscopic” Asymptotics of Eigenvalues

For $\sigma > 0$, let $Z = \sigma X \in \mathbb{R}^{p \times n}$ be a rectangular matrix whose columns are $\sigma x_i$, $i = 1, 2, \ldots, n$. It is well-known that the ESD of $Z^*Z$ has a deterministic limiting measure, denoted as $\mu_{c_1,\sigma^2}$, that follows the Marchenko-Pastur (MP) law [45] and satisfies

$$
\mu_{c_1,\sigma^2}(I) = \frac{1}{(1-c_1)+\chi_I(0)}, \quad \forall \sigma^2 \geq c_1
$$

for any measurable set $I \subset \mathbb{R}$, where $\chi_I$ is the indicator function and $(a)_+ := 0$ when $a \leq 0$ and $(a)_+ := a$ when $a > 0$,

$$
d\mu_{c_1,\sigma^2}(x) = \frac{\sqrt{(\lambda_+ - x)(x - \lambda_-)}}{c_1 x} \, dx,
$$

where $\lambda_+ = \sigma^2 (1 + \sqrt{c_1})^2$ and $\lambda_- = \sigma^2 (1 - \sqrt{c_1})^2$. Moreover, the Stieltjes transform of $\mu_{c_1,\sigma^2}$ satisfies the following self-consistent equation (for instance, see [2, Section 2.6]):

$$
m_{\mu_{c_1,\sigma^2}}(z) + \frac{1}{z - (1-c_1) + zc_1 m_{\mu_{c_1,\sigma^2}}(z)} = 0.
$$



**Remark II.3:** In the standard literature of Random Matrix Theory, for instance [4], (II.11) requires that $c_1$ converges to some fixed constant value. However, with the recent development using dynamic approach [26], we only need the boundedness of $c_1$, for instance, see [2, Section 2].

The above results have been extended to the case when the random vector has a general covariance structure; that is, the covariance matrix $\Sigma_{p_1}$ is not a scaled identity matrix. Denote the eigenvalues of $\Sigma_{p_1}$ by $\{\lambda_1, \ldots, \lambda_{p_1}\}$. Then, under a regularity condition of $\{\lambda_1, \ldots, \lambda_{p_1}\}$ (see Assumption A.3 in Appendix A for details), the limiting spectral distribution (LSD) of $((\Sigma_{p_1}/2)^{1/2})^\top \Sigma_{p_1}^{1/2}$, denoted as $\mu_{c_1,\text{LSD}}$, follows the generalized MP law, which is determined by the unique solution of $g(m_{\Sigma_{p_1}}(z)) = z$ [4, Section 3] with $g$ defined as

$$
g(z) = -\frac{1}{z} + c_1 \sum_{i=1}^{p_1} \frac{p_i^{-1}}{z + \lambda_i^{-1}}.
$$

We mention that the spectrum of $((\Sigma_{p_1}/2)^{1/2})^\top \Sigma_{p_1}^{1/2}X$ can be understood using the free probability theory. We only discuss the essential concepts for the statements of our main results and leave details to Appendix B. Let $A_n$ and $B_n$ be independent $n \times n$ symmetric (or Hermitian) positive-definite random matrices that are invariant, in law, by conjugation by any orthogonal (or unitary) matrix. Assume $\mu_{A_n} \rightarrow \mu_A$, $\mu_{B_n} \rightarrow \mu_B$ when $n \rightarrow \infty$, where $\mu_A$ and $\mu_B$ are two Borel probability measures. Denote $\mu_{A_n} \boxtimes \mu_{B_n} := \mu_{A_n \times B_n}$. 

---

**TABLE I**

| Symbol | Meaning |
|--------|---------|
| $X, Y$ | point clouds $X = \{x_i\}_{i=1}^n$ and $Y = \{y_i\}_{i=1}^n$ |
| $p_1, p_2$ | dimensions of $x_i$ and $y_i$, respectively |
| $c_1, c_2$ | aspect ratios, $c_1 = n/p_1$, $c_2 = n/p_2$ |
| $W_x, W_y$ | data matrices associated with $X$ and $Y$ |
| $A_x, A_y$ | kernel function |
| $D_x, D_y$ | affinity matrices for $X$ and $Y$, respectively |
| $\|A\|$ | the operator norm of $A$ |
| $\circ$ | Hadamard product |
| $S(\alpha, \tau)$ | spectral parameter set with parameters $\alpha > 0$ and $\tau > 0$ defined in (II.15) |
| $\gamma_{\mu}(j)$ | the $j$-th typical location of the probability measure $\mu$ (Definition III.1) |
| $m_{\mu}(z)$ | Stieltjes transform of the ESD (equation (II.1)) of the matrix $\mu$ |
| $S_{\mu}(z)$ | $S$-transform of the probability measure $\mu$ |
| $R_{\mu}(z)$ | $R$-transform of the probability measure $\mu$ |
| $M_{\mu}(z)$ | $M$-transform of the probability measure $\mu$ |
| $\mu_{\alpha \otimes \mu_\beta}$ | Free multiplicative convolution of $\mu_\alpha$ and $\mu_\beta$ |
| $\mu_{\alpha \oplus \mu_\beta}$ | Free additive convolution of $\mu_\alpha$ and $\mu_\beta$ |
| $\psi$ | a $n$-dim vector with all entries being 1 |
| $\mathbf{I}_n$ | the $n \times n$ identity matrix |
| $\psi(i)$ | $\psi = (\psi(1), \ldots, \psi(n))^\top$ and $\psi(i) := \|x_i\|_2^2 - 1$ |
| $\psi_0$ | $f(2)^11^\top$ |
| $\psi_1$ | $f'(2)^1[1 \psi^\top + \psi 1^\top]$ |
| $\psi_2$ | $\frac{f'(2)^1}{2} [1 (\psi \circ \psi)^\top + (\psi \circ \psi) 1^\top - 2 \psi \psi^\top]$ |
If $\lim_{n \to \infty} \mu_{A_n} \times B_n$ exists, we denote
\[ \mu_A \boxtimes \mu_B := \lim_{n \to \infty} \mu_{A_n} \times B_n = \lim_{n \to \infty} \mu_{A_n} \boxplus \mu_{B_n}. \] (II.13)

The left-hand side of the above equation is known as the 
free multiplicative convolution of $\mu_A$ and $\mu_B$, and it can be characterized using the $S$-transform via [54, Chapter 22.5.2]
\[ S_{\mu_A \boxtimes \mu_B}(z) = S_{\mu_A}(z) S_{\mu_B}(z). \] (II.14)

As a concrete example, assuming that $\lim_{n \to \infty} \mu_{\Sigma_{p_1}}$ exists, then the LSD of $(\Sigma_{p_1})^{1/2} X \Sigma_{p_1}^{1/2}$ can also be written as $\lim_{n \to \infty} \mu_{\Sigma_{p_1}}$.

In parallel, if $\lim_{n \to \infty} \mu_{A_n + B_n}$ exists, we denote
\[ \mu_A \boxplus \mu_B := \lim_{n \to \infty} \mu_{A_n + B_n}, \]
which is known as the free additive convolution for the summation of $\mu_A$ and $\mu_B$. The probability measure $\mu_A \boxplus \mu_B$ can be characterized in terms of the $R$-transform as [54, Chapter 22.5.1]
\[ R_{\mu_A \boxplus \mu_B}(z) = R_{\mu_A}(z) + R_{\mu_B}(z). \]

### B. “Microscopic” Asymptotics of Eigenvalues

The aforementioned spectral analysis provides only the “macroscopic” asymptotic of eigenvalues in the sense of quantifying the overall distribution of eigenvalues. To obtain information for each individual eigenvalue, we need to study quantifying the overall distribution of eigenvalues. To obtain the “macroscopic” asymptotic of eigenvalues in the sense of 

**Definition II.4 (Stochastic Domination):** Let
\[ X = \{X^{(n)}(u) : n \in \mathbb{N}, u \in U^{(n)}\}, \]
\[ Y = \{Y^{(n)}(u) : n \in \mathbb{N}, u \in U^{(n)}\}, \]
be two families of nonnegative random variables, where $U^{(n)}$ is a possibly $n$-dependent parameter set. We say that $X$ is stochastically dominated by $Y$, uniformly in the parameter $u$, if for all small $\epsilon > 0$ and large $D > 0$, we have
\[ \sup_{u \in U^{(n)}} \mathbb{P}(X^{(n)}(u) > n^\epsilon Y^{(n)}(u)) \leq n^{-D}, \]
for a sufficiently large $n \geq n_0(\epsilon, D)$. We use the notation $X \prec O_\prec Y$ if $X$ is stochastically dominated by $Y$, uniformly in $u$.

For any (sufficiently small) constant $0 < \tau < 1$ and $0 \leq \alpha \leq 1$, denote the spectral parameter set with parameter $\tau$ and $\alpha$ as
\[ S(\alpha, \tau) := \{z \in \mathbb{C} : E(\tau) \leq z \leq \tau^{-\epsilon}, n^{-\alpha + \tau} \leq \eta \leq \tau^{-\epsilon}\}. \] (II.15)

Throughout this paper, the stochastic domination will always be uniform in all parameters, including matrix indices and the spectral parameter $z$ in the spectral parameter set. It can be shown that under suitable regularity conditions on the covariance matrix $\Sigma_{p_1}$ (c.f. Assumption A.3), we have the averaged local law [39]. Specifically, for $z = E + i \eta \in S(1, \tau)$, we have
\[ m_{\Sigma(\tau^{1/2} X^{1/2})} \mathbb{E} \Sigma^{1/2} X(z) = m_{\mu_{\Sigma_{p_1}}} + O_\prec\left(\frac{1}{n^{\eta}}\right). \] (II.16)

For the multiplication of random matrices with Haar unitary (orthogonal) conjugation, i.e,
\[ H = AUBU^T, \] (II.17)
where $U$ is a Haar distributed random unitary (orthogonal) matrix, the local law has also been studied in [19], [38], and for $z = E + i \eta \in S(1, \tau)$, we have
\[ m_H(z) = m_{\mu_A \boxplus \mu_B(z)} + O_\prec\left(\frac{1}{n^{\eta}}\right). \] (II.18)

In parallel, although we will not need it, we mention that for the addition of random matrices with Haar unitary (orthogonal) conjugation, i.e, $H = A + UBU^T$, where $U$ is a Haar distributed random unitary (orthogonal) matrix, under mild conditions, the local law has been established [6], [7]. Specifically, for $z = E + i \eta \in S(1, \tau)$, $m_H(z) = m_{\mu_A \boxplus \mu_B(z)} + O_\prec\left(\frac{1}{n^{\eta}}\right)$.

### III. Main Results

We now state our main results under the mathematical model described in Section I-B with the assumptions (I.7) and (I.8) held true. We prepare some notations and quantities. Denote
\[ \zeta := f(0) + 2f'(2) - f(2). \] (III.1)

For $c \in \mathbb{R}$, denote $T_c$ to be the shifting operator that shifts a probability measure:
\[ T_c \mu(I) := \mu(I - c), \]
where $I \subset \mathbb{R}$ is a measurable subset and $\mu$ is a probability measure defined on $\mathbb{R}$.

**Definition III.1 (Typical locations):** For a given probability measure $\mu$ and $n \in \mathbb{N}$, define the $j$-th typical location of $\mu$ as $\gamma_\mu(j)$; that is,
\[ \int_{\gamma_\mu(j)}^{\infty} \mu(dx) = \frac{j - 1/2}{n}, \] (III.2)
where $j = 1, \ldots, n$. $\gamma_\mu(j)$ is also called the $j/n$-quantile of $\mu$.

### A. Convergence Rate of Eigenvalues of a Kernel Affinity Matrix

As discussed in Section I, the affinity matrix $W_x$ can be approximated by a shifted sample Gram matrix with finite rank perturbations. We first remove such perturbations. Denote
\[ \tilde{W}_x := W_x - S_{h_0} - (H_1 - S_{h_1}) - (H_2 - S_{h_2}), \] (III.3)
where the shifts $S_{h_i} \in \mathbb{R}^{n \times n}$, $i = 0, 1, 2$, are finite rank matrices defined as
\[ S_{h_0} := f(2) + \frac{4}{p_1} 11^T, \]
\[ S_{h_1} := f'(2)[1\psi^T + \psi 1^T], \] (III.4)
\[ S_{h_2} := \frac{f''(2)}{2} [1(\psi \circ \psi)^T + (\psi \circ \psi) 1^T + 2\psi \psi^T], \]
where $\circ$ is the Hadamard product, $\psi = (\psi(1), \ldots, \psi(n))^T$, and $\psi(i) := \|x_i\|_2^2 - 1$. Denote

$$
\nu_x := T_\psi \mu_{c_1,-2f(2)}, \quad \nu_y := T_\psi \mu_{c_2,-2f(2)}, \quad \nu_{xy} := \nu_x \otimes \nu_y.
$$

(III.5)

**Theorem III.2:** For some constants $C, C_1 > 0$ and any small fixed constants $\epsilon > 0$ and $\theta > \epsilon$, when $n$ is sufficiently large, with probability at least $1 - O(n^{-1/2})$, we have

$$
\left| \lambda_i(\tilde{W}_x) - \gamma_{\nu_x}(i) \right| \leq \begin{cases} 
C_1^{-1/9 + 2\theta} & 1 \leq i \leq C_1 n^{5/6 + 3\theta/2}; \\
C_1^{-1/9 + 1/3} & C_1 n^{5/6 + 3\theta/2} \leq i \leq n/2.
\end{cases}
$$

(III.6)

Similar results hold true for $i \geq n/2$. Specifically, with probability at least $1 - O(n^{-1/2})$, we have

$$
\left| \lambda_i(\tilde{W}_x) - \gamma_{\nu_x}(i) \right| \leq \begin{cases} 
C_1^{-1/9 + 2\theta} & n/2 + 1 \leq i \leq n - C_1 n^{5/6 + 3\theta/2}; \\
C_1^{-1/9 + 1/3} & C_1 n^{5/6 + 3\theta/2} \leq i \leq n.
\end{cases}
$$

(III.7)

We then have the eigenvalue rigidity of a kernel affinity matrix.

**Corollary III.3** (Eigenvalue rigidity of kernel affinity matrix): For some constants $C, C_1 > 0$ and small fixed constants $\epsilon > 0$ and $\theta > \epsilon$, when $n$ is sufficiently large, with probability at least $1 - O(n^{-1/2})$, we have

$$
\left| \lambda_i(W_x) - \gamma_{\nu_x}(i) \right| \geq C \log n \frac{n}{n}, \quad 1 \leq i \leq n - 1.
$$

See Section H for the proof. We take an edge eigenvalue, i.e., $\lambda_i(W_x)$ for $1 \leq i \leq C_1 n^{5/6 + 3\theta/2}$, as an example for further discussion. By Theorem III.2 and (III.7), the optimal rate for $|\lambda_i(W_x) - \gamma_{\nu_x}(i)|$ should lie in the interval $[C_1^{-1} \log n, C_1^{-1/9 + 2\theta}]$ with probability at least $1 - O(n^{-1/2})$. Inspired by the optimal rates of some other models in Random Matrix Theory literature (c.f., see Lemma A.6), we hypothesize that the optimal rate should be of order $n^{-2/3}$. While finding the optimal convergence rate is out of the scope of this work, we perform some Monte-Carlo simulations to empirically study the optimal rates when $i = 1$. In our simulations below, we take $f(x) = \exp(-x)$. Consequently, we compute that $\gamma_{\nu_x}(1) = e^{-1}(1 + \sqrt{n/p})^2 + 1 - 2e^{-1}$. In Figure 1, we record our results of $n^{2/3}(\lambda_2(W_x) - \gamma_{\nu_x}(1))$ in the $y$-axis for a variety of $p$ in the $x$-axis. In this simulation study, for simplicity, we consider $c = 0.5, 1, 2$, where we recall that $c = p/n$. Empirically, we conclude from Figure 1 that $n^{2/3}(\lambda_2(W_x) - \gamma_{\nu_x}(1))$ may depend on $p/n$, but it is independent of $p$. This empirical evidence supports our hypothesis that the optimal rates of Theorem III.2 and Corollary III.3 should be similar to those in Lemma A.6. We will pursue this direction in our future work.

**B. Eigenvalues of the NCCA Matrix**

Based on the affinity matrix analysis, we have the following main theorem.

**Theorem III.5** (Edge Eigenvalues of the NCCA and AD Matrices): For any fixed $L \in \mathbb{N}$ and some constant $C > 0$, with probability at least $1 - O(n^{-1/2})$ we have

$$
|\lambda_i(\nu_{xy}) - \gamma_{\nu_{xy}}(1)| \leq C n^{-1/9},
$$

for all $3 \leq i \leq L$ when $n$ is sufficiently large. The same result holds for the AD matrix $A_{xy}$.

Note that in general the eigenvalues of $n^2 S_{xy}$ are not necessary real and $\nu_{xy}$ is defined on the real axis. Theorem III.5 implies that the imaginary part of the $i$-th eigenvalue of $n^2 S_{xy}$ is negligible for all $3 \leq i \leq L$ when $n$ is sufficiently large.

**Remark III.6:** Due to the independence and the structure of $n^2 S_{xy}$, we claim that the first eigenvalue is with high probability a trivial one; that is, for some constant $C > 0$, with probability at least $1 - O(n^{-1/2})$

$$
|\lambda_1(S_{xy}) - 1| \leq C n^{-1/2}.
$$

(III.8)

Similar discussion holds for the AD matrix $A_{xy}$, while for the AD matrix, the first eigenvalue is always a trivial one, since
\(A_x A_y 1 = 1\). Finally, we remark that due to the nature of the perturbation argument in the proof of Theorem III.5, we cannot characterize the convergent limit of the second eigenvalue. We conjecture that \(\lambda_2(n^2 S_{xy})\) will also converge to \(\gamma_{xy}(1)\) with high probability. We will study this problem in the future work.

The AD algorithm has a natural extension to multiple sensors [43]. Suppose that we can observe \(r > 2\) point clouds,\[X_k := \{x_i^{(k)}\}_{i=1}^n \subset \mathbb{R}^{p_k}, 1 \leq k \leq r.\]
The AD in Section I-A can be generalized to handle multiple sensors by considering \(\prod_{i=1}^3 A_{x_i}\), where \(A_{x_i}\) is the normalized kernel affinity matrix for the point cloud \(X_i\). It is thus natural to ask if we can extend the results of Theorem III.5 to the case when we have a fixed number of multiple sensors. Unfortunately, we cannot directly generalize our analysis policy to this case. First, the proof of Theorem III.5 relies on the conclusion that the imaginary parts of the eigenvalues of \(n^2 A_{xy}\) are negligible with high probability, which comes from the fact that \(n^2 A_{xy}\) is close to \(f^{-2}(2) W_x W_y\) (c.f. (III.9)) in the sense of matrix norm. Moreover, the later matrix \(f^{-2}(2) W_x W_y\) is clearly similar to the positive semi-definite matrix \(f^{-2}(2) W_x^{1/2} W_x^{1/2} W_y^{1/2} W_x^{1/2} W_y^{1/2}\). Consequently, with high probability, the eigenvalues of \(n^2 A_{xy}\) can be well approximated by some nonnegative real numbers. However, such a relation does not hold even for a product of three matrices, say \(\prod_{i=1}^3 A_{x_i}\). In general, the eigenvalues of a product of more than two kernel affinity matrices are complex numbers. In Figure 2, we report some numerical simulations to illustrate this phenomenon by exploring the ratios between the imaginary and real parts of the eigenvalues. It can be observed that the imaginary parts of the eigenvalues of the AD matrices of three sensors are not negligible compared with the real parts. Second, as we will see from the discussion of the proof strategy in Section III-C, the study of AD matrices of three sensors will be reduced to the form of \(U_1^T U_1^T U_2^T U_2^T U_3^T U_3^T\), where \(U_i, i = 1, 2, 3\), are Haar orthogonal random matrices. Such a matrix product cannot be reduced to the free multiplication of random matrix model (II.17). To our knowledge, the products of random matrices involving more than two Haar orthogonal random matrices have not been well studied yet. To sum up, the study of the eigenvalues of more than two sensors is out of the scope of this paper, and we will pursue this direction in our future work.

On the other hand, due to the mutual information nature of NCCA, an extension of NCCA to multiple sensors is different from that of AD and a different treatment is needed. In general, we may ask the following natural question. Take a random subset \(I \subset \{1, \ldots, r\}\) and an arbitrary order denoted as \(\pi\). Define \(B_{I, \pi}\) to be a product of \(\{A_{x_i}\}_{i \in \{1, \ldots, r\} \setminus I}\) and \(\{A_{x_i}^T\}_{i \in I}\) according to the order \(\pi\). We may ask under the pair of \(I\) and \(\pi\), what is the spectral behavior of \(B_{I, \pi}\), or even \(\sum_{l=1}^L (-1)^{v(l)} B_{I_l, \pi_l}\) for \(L\) different pairs of \(I\) and \(\pi\), where \(v\) is a \(L\)-dim vector with 1 or \(-1\) in its entries. This particularly interesting problem is a natural extension of symmetrized or anti-symmetrized AD considered in [53]. While it is out of the scope of this paper, we will explore it in our future work.

**Remark III.7:** In this paper, we obtain our main results under the assumption of white noise. This is mainly because we need the fact that the eigenvectors of the Wishart matrix (i.e., sample covariance matrix with zero-mean Gaussian random vectors with isotropic covariance matrix) are Haar distributed. For the general covariance matrices of \(\{x_i\}\), even though a lot of literature claims that the eigenvectors are asymptotically Haar distributed, for instance, [14], to our knowledge there is no rigorous work characterizing or proving it. Since it has been shown that the entries of the eigenvectors of sample covariance matrix have magnitudes of order \(n^{-1/2}\) [17] for a general class of covariance matrices, we conjecture that our results hold true for general covariance matrices satisfying certain regularity assumption (c.f. Assumption A.3).

### C. Proof Strategy

We briefly describe our proof strategy. For the convergence rates of eigenvalues of kernel affinity matrix in Section III-A, we will employ a discussion similar to [16], [23] to provide convergent rates for the Stieltjes transforms of the ESDs of \(W_x\) and \(W_y\). This is done using the Taylor expansion and concentration inequalities. In particular, we use a Chernoff bound to control the off-diagonal entries and use the Bernstein’s inequality to control the diagonal entries of \(W_x\) and \(W_y\). Then, the spectral convergent rate is obtained using the Hoffman-Wielandt inequality. As a byproduct, we show that

\[||n(D_x)^{-1} - f^{-1}(2)|| = O_x(n^{-1/2}).\]

For the edge eigenvalues of the NCCA matrix in Section III-B, we approximate \(n^2S_{xy}\) by matrices that we can control. In light of (III.9), we only need to study the product of affinity matrices \(f^{-2}(2) W_x W_y\). Next, we approximate the spectrum of \(W_x\) locally by that of \(K_x + S_{h_1} + S_{h_2}\), where \(K_x \in \mathbb{R}^{n \times n}\) is defined as

\[K_x(i, j) = \begin{cases} f(2) - 2f'(2)x_i^T x_j & i \neq j, \\ f(0) & i = j. \end{cases}\]

Since a finite-rank perturbation will not influence the spectrum (c.f. (ii) of Lemma A.9), it suffices to study the product of shifted sample Gram matrices in the form of \(Z_{xy} = (\alpha + \beta X^T Y)(\alpha + \beta Y^T Y)\), where \(\alpha, \beta > 0\). It is clear that the ESD of \(\alpha + \beta X^T X\) satisfies a shifted MP law. Due to the independence, the LSD of \(Z_{xy}\) is the free multiplicative convolution of two shifted MP laws. To obtain the rigidity of eigenvalues, we keep track of the closeness of the Stieltjes transforms of \(\mu_{Z_{xy}}\) and its deterministic counterpart. Using the rigidity of eigenvalues for sample Gram matrices (c.f. Lemma A.6), we construct a high probability event \(\Omega_1\) such that when conditional on \(\Omega_1\), there exists a diagonal deterministic positive definite matrix \(\Sigma_y\) (c.f. equation (IV.23)) so that the eigenvalues of \(Z_{xy}\) are close to those of

\[\tilde{Z}_{xy} := (\alpha + \beta X^T X) U_y^T \Sigma_y U_y^T.\]

As a result, we have reduced analyzing \(n^2S_{xy}\) to analyzing \(Z_{xy}\) with the convergence rate tracked. Since the difference between \(n^2S_{xy}\) and \(Z_{xy}\) is of finite rank, Weyl’s inequality can be applied to control the spectral discrepancy. Finally, we study
Fig. 2. Left column: the ratios of the imaginary parts and real parts of the eigenvalues of the AD matrices from two independent point clouds. The upper panel reports results when \( p_1 = p_2 = 100, n = 500 \), whereas the lower panel reports results when \( p_1 = p_2 = 200, n = 500 \). Right column: the ratios of the imaginary parts and real parts of the eigenvalues of the AD matrices from three independent point clouds. The upper panel reports results when \( p_1 = p_2 = p_3 = 100, n = 500 \), whereas the lower panel reports results when \( p_1 = p_2 = p_3 = 200, n = 500 \). It can be seen that when there are two sensors, the imaginary parts are negligible compared with their corresponding real parts, whereas the imaginary parts are not negligible when there are three sensors. In the simulations, we only record the results of the first 100 eigenvalues.

the eigenvalues of \( \tilde{Z}_{xy} \). By using the rigidity of sample Gram matrices again, we find another high probability event \( \Omega_2 \) such that when conditional on \( \Omega_2 \), there exists a diagonal matrix \( \Sigma_x \) (c.f. equation (IV.22)) so that the eigenvalues of \( \tilde{Z}_{xy} \) are close to those of

\[
\tilde{Z}_{xy} := U_x \Sigma_x U_x^\top U_y \Sigma_y U_y^\top,
\]

where \( U_x \in O(n) \) is the eigenvector matrix for \( X^\top X \). Since the null data follows the isotropic Gaussian random vector, \( U_x \) is a random orthogonal matrix Haar distributed on \( O(n) \) [47]. As a result, with high probability, \( \tilde{Z}_{xy} \) is similar to a product of two symmetric matrices with a Haar orthogonal conjugation, \( \Sigma_x U \Sigma_y U^\top \), where \( U \) is Haar distributed. The local laws and rigidity of this kind of multiplicative random matrix model will be studied by taking the Levy distance between the pair \((\Sigma_x, \Sigma_y)\) and its deterministic counterpart into account. Due to the square root behavior of the MP law, the Levy distance between \( \Sigma_x \) and \( \Sigma_y \) and their deterministic counter parts are of order \( n^{-2/3} \). This leads to the local laws and rigidity of \( \tilde{Z}_{xy} \) and we conclude our proof. It is remarkable that due to (III.9), the study of the AD matrix is essentially the same as the above analysis of the NCCA matrix.
D. Statistical Applications

One main purpose of the NCCA and the AD is detecting whether the point clouds $\mathcal{X}$ and $\mathcal{Y}$ contain common information. A fundamental related problem is checking if $\mathcal{X}$ and $\mathcal{Y}$ have common information, or are independent. Below we propose a solution to this question.

Consider the hypothesis test:

$$H_0: \mathcal{X} \text{ and } \mathcal{Y} \text{ are independent.} \quad (\text{III.11})$$

Motivated by Theorem III.5, we find that the edge eigenvalues are close to each other starting from the third one. Denote the real parts of the eigenvalues of $n^2S_{xy}$ as $\Re \lambda_1 \geq \Re \lambda_2 \ldots \geq \Re \lambda_n$. For a given threshold $L > 3$, we define the statistic

$$T(L) := \max_{3 \leq i \leq L} \frac{\Re \lambda_i}{\Re \lambda_{i+1}}. \quad (\text{III.12})$$

Note that a similar statistic has been used in estimating the number of factors in the factor model in [41], the number of signals in [18], and the number of spikes of deformed random matrices in [21], [50]. Together with Theorem III.5, we have the following property of the statistic $T(L)$.

**Theorem III.8:** For a fixed $L$, we have

$$\mathbb{P}(|T(L) - 1| \leq \theta) \rightarrow 1, \quad (\text{III.13})$$

where $\theta = \theta(n) > 0$, $\theta 
0$ and $\theta n^{-1/9} \rightarrow \infty$ when $n \rightarrow \infty$.

**Proof of Theorem III.8:** The proof follows a direct computation based on Theorem III.5. Since $\gamma_{\nu_{xy}}(1) = O(1)$ (See [38, Theorem 2.6]), which is restated in Theorem F.7), the eigenvalues $\lambda_3, \ldots, \lambda_{L+1}$ are of order 1 when $n$ is sufficiently large. Thus, by Theorem III.5, for $i = 1, \ldots, L$, there exists some constant $C > 0$ such that with probability at least $1 - O(n^{-1/2})$,

$$\frac{\lambda_i - 1}{\lambda_{i+1}} = \left| \frac{\lambda_i - \lambda_{i+1}}{\lambda_{i+1}} \right| \leq Cn^{-1/9}. \quad (\text{III.14})$$

which leads to $T(L) = 1 + O(n^{-1/9})$ holds with probability at least $1 - O(n^{-1/2})$. This concludes our proof. \( \square \)

Based on Theorem III.8, we should reject the null hypothesis if $T(L)$ is “much” larger than 1. For the practical implementation, we have two parameters to choose: the number of eigenvalues $L$ and the threshold $\theta$. Since a larger $L$ yields a (possibly) larger value of $T(L)$, we prefer a larger $L$ to make the statistic sensitive to the alternatives. Furthermore, for the purpose of hypothesis testing, we need to provide a significance level when $H_0$ is rejected. To achieve these goals, we can employ a resampling technique introduced in [50]. A systematic treatment of statistical inference for AD or NCCA will be explored in our future work, including the non-null case and power analysis.

IV. PROOFS OF MAIN THEOREMS

We now prove our main theorems – Theorems III.2 and III.5 and Corollary III.3. The key ingredients are the averaged local laws for $\mathbf{W}_x$ and $\mathbf{W}_y$ and their products. Such results state that, for instance, $m_{\mathbf{W}_x}(z)$ is close to that of $m_{\mathbf{K}_x}(z)$, where $\mathbf{K}_x$ is defined in (III.10), when $z = E + i\eta \in S(1/4, \tau)$.

**Remark IV.1:** In the literature of Random Matrix Theory on the derivation of local laws, the parameter set is usually chosen as $S(1, \tau)$, while the results in this paper come with $S(1/4, \tau)$. While it is sufficient for our purpose, it may not be optimal in the sense of local law. We will strengthen this local law in future work.

A. Proof of Theorem III.2 and Corollary III.3

We introduce some key lemmata. The first lemma leads to the local law for $\mathbf{W}_x$ and $\mathbf{W}_y$, for $z = E + i\eta \in S(1/4, \tau)$. We will focus our discussion on $\mathbf{W}_x$ and similar results hold for $\mathbf{W}_y$. Denote

$$\tilde{\mathbf{K}}_x = \mathbf{K}_x - S_0, \quad (\text{IV.1})$$

where $\mathbf{K}_x$ is defined in (III.10) and

$$\tilde{\mathbf{K}}_x = -2f'(2)\mathbf{X}^\top \mathbf{X} + \zeta \mathbf{I}. \quad (\text{IV.2})$$

**Lemma IV.2:** For $z = E + i\eta \in S(1/4, \tau)$ and a large integer $q \geq 1$, when $n$ is sufficiently large, we have

$$\mathbb{E} |m_{\mathbf{W}_x}(z) - m_{\mathbf{K}_x}(z)|^q \leq C \left( \frac{\log n}{n^{1/2}} \right)^q, \quad \mathbb{E} |m_{\mathbf{K}_x}(z) - m_{\tilde{\mathbf{K}}_x}(z)|^q \leq \left( \frac{2}{n\eta} \right)^q,$$

and

$$\mathbb{E} |m_{\tilde{\mathbf{K}}_x}(z) - m_{\mathbf{K}_x}(z)|^q \leq C \left( \frac{\log n}{n^{1/2}} \right)^q,$$

where $C \geq 0$ is a constant.

The proof is postponed to Appendix C. In light of Lemma IV.2, it suffices to study the local law of the matrix $\tilde{\mathbf{K}}_x$. Since $f$ is decreasing and satisfies (I.8), $\mathbf{K}_x$ is positive definite. As discussed in Section II, the local laws of $-2f'(2)\mathbf{X}^\top \mathbf{X}$ have been established (c.f. Lemma A.4). Since $\zeta \mathbf{I}$ is an isotropic shift, we directly obtain the LSD of $\tilde{\mathbf{K}}_x$. Indeed, we have

$$m_{\tilde{\mathbf{K}}_x}(z) = m_{\mathbf{K}_x}(z - \zeta) = m_{-2f'(2)\mathbf{X}^\top \mathbf{X} - \zeta},$$

and by Lemma A.4, we have

$$m_{-2f'(2)\mathbf{X}^\top \mathbf{X} - \zeta}(z - \zeta) = m_{\mu_{-2f'(2)\mathbf{X}^\top \mathbf{X} - \zeta}}(z - \zeta) + O_{\mathcal{C}}((n\eta)^{-1}).$$

By the inversion formula, we see that the LSD of $\tilde{\mathbf{K}}_x$ is $\nu_\zeta$ defined in (III.5).

We also need the following two propositions about $\tilde{\mathbf{W}}_x$ defined in (III.3). The first proposition states that $\tilde{\mathbf{W}}_x$ is bounded with high probability.

**Proposition IV.3:** Denote $\gamma_+$ as the right-most endpoint of the support of $\nu_\zeta$. Then for some constant $C > 0$, with probability $1 - O(n^{-1/2})$, we have

$$\left\| \tilde{\mathbf{W}}_x - \gamma_+ \right\| \leq Cn^{-1/9}.$$ 

The next proposition implies that the ESD of $\tilde{\mathbf{W}}_x$ is “close” to $\nu_\zeta$. 

**Proposition IV.4:** For some constant $C > 0$ and small constant $\epsilon > 0$, with probability $1 - O(n^{-1/2})$, we have uniformly

$$\left| \mu_{\tilde{\mathbf{W}}_x}(I) - \nu_\zeta(I) \right| \leq Cn^{-1/4+\epsilon},$$

for any interval $I \subset \mathbb{R}$. 


The proofs of Propositions IV.3 and IV.4 are postponed to Appendices C and D. We now finish the proofs of Theorem III.2. We basically follow the proof of [20, Lemma 3.2] except that we prove the averaged local law on $S(1/4, \tau)$.

**Proof of Theorem III.2.** We only deal with the case $i \leq n/2$ and the case when $i > n/2$ can be dealt with in a similar way. Denote the eigenvalues of $\widetilde{W}_x$ by $\lambda_1 \geq \lambda_2 \ldots \geq \lambda_n$. We only deal with the case $i \geq \gamma_+ - n^{-1/9+2\theta}$ holds, when combined with (IV.8), we have for some constant $C > 0$,

$$|\lambda_i - \gamma_+ - n^{-1/9+2\theta}| \leq n^{-1/9+2\theta} + n^{-1/9} \leq C n^{-1/9+2\theta},$$

when $n$ is sufficiently large and when conditional on $\Omega$. If $\lambda_i < \gamma_+ - n^{-1/9+2\theta}$ holds, we show a contradiction. By the definition of $F$, we have that

$$F(\lambda_i) \geq F(\gamma_+ - n^{-1/9+2\theta}) = \int_{\gamma_+ - n^{-1/9+2\theta}}^{\gamma_+} \nu_x(dx) \sim \frac{2}{3} \left( n^{-1/9+2\theta} \right)^{3/2} = \frac{2}{3} n^{-1/6+3\theta}.$$ 

We hence conclude from (IV.8) that

$$F(\gamma_x(i)) \geq C n^{-1/6+3\theta},$$

for some constant $C > 0$. This is a contradiction to (IV.9) when $n$ is sufficiently large. As a result, we conclude that when $i \leq C_0 n^{5/6+3\theta/2}$, with probability at least $1 - O(n^{-1/2})$, for some constant $C > 0$,

$$|\lambda_i - \gamma_x(i)| \leq C n^{-1/9+2\theta}.$$ (IV.11)

Second, we consider the case $C_0 n^{5/6+3\theta/2} \leq i \leq n/2$. When conditional on $\Omega$, by the second claim we have $\gamma_x(i) < \gamma_+ - n^{-1/9+\theta}$. Also, we have

$$F(\gamma_x(i)) \geq \int_{\gamma_+ - n^{-1/9+3\theta/2}}^{\gamma_+} \nu_x(dx) \sim \frac{2}{3} \left( n^{-1/9+3\theta/2} \right)^{3/2} = \frac{2}{3} n^{-1/6+9\theta/4},$$

where again comes from the square root behavior of the MP law near the edge; that is, there exists some constant $c > 0$ so that when $n$ is sufficiently large,

$$F(\gamma_x(i)) \geq cn^{-1/6+9\theta/4},$$ (IV.12)

which asymptotically dominates $n^{-1/4+\epsilon}$. Again, due to the square root behavior of the MP law near the edge, we deduce that

$$F(\lambda) \sim (\gamma_+ - \lambda)^{3/2},$$ (IV.13)

when $0 < \lambda < \gamma_+$. Therefore, when $n$ is sufficiently large, by (IV.8) and (IV.12), we know $F(\gamma_x(i)) \sim F(\lambda_i)$, which by (IV.13) leads to

$$\gamma_+ - \lambda_i \sim \gamma_+ - \gamma_x(i).$$ (IV.14)

To continue, note that since $F'(\lambda) \sim (\gamma_+ - \lambda)^{1/2}$ by (A.13), (IV.14) leads to $F'(\lambda_i) \sim F'(\gamma_x(i))$. As a result, by (IV.5), the square root behavior of the MP law (IV.13) and $F(\gamma_x(i)) \sim F(\lambda_i)$, we have

$$\gamma_+ - \gamma_x(i) \sim n^{-2/3},$$ (IV.15)

which leads to

$$F'(\gamma_x(i)) \sim i^{1/3} n^{-1/3},$$

since $F'(\lambda) \sim (\gamma_+ - \lambda)^{1/2}$ and $F'(\lambda_i) \sim F'(\gamma_x(i))$. Finally, for any $\xi$ between $\lambda_i$ and $\gamma_x(i)$, we have $\gamma_+ - \xi \sim \gamma_+ - \gamma_x(i)$ and hence

$$F'(\xi) \sim F'(\gamma_x(i)) \sim i^{1/3} n^{-1/3}.$$ (IV.16)
Now we put everything together. By the mean value theorem, we have
\[ |\lambda_i - \gamma_{\nu_x}(i)| = \frac{|F(\lambda_i) - F(\gamma_{\nu_x}(i))|}{|F'(\xi)|}, \tag{IV.17} \]
where $\xi$ is between $\lambda_i$ and $\gamma_{\nu_x}(i)$. When conditional on $\Omega$, by (IV.8) and (IV.16),
\[ \frac{|F(\lambda_i) - F(\gamma_{\nu_x}(i))|}{|F'(\xi)|} \leq C(i/n)^{-1/3}n^{-1/4+\epsilon}, \tag{IV.18} \]
for some constant $C > 0$. This concludes our proof. \hfill \Box

Before concluding this section, we finish the proof of Corollary III.3.

**Proof of Corollary III.3:** Note that by Weyl’s inequality, we have
\[ |\lambda_i(W_x - Sh_0 - Sh_1) - \gamma_{\nu_x}(i)| \leq |\lambda_i(\overline{W}_x) - \gamma_{\nu_x}(i)| + \|Sh_2\|. \]

The proof follows from Theorem III.2 and the claim that
\[\|Sh_1\| + \|Sh_2\| = O_\prec(n^{-1/2}). \tag{IV.19}\]

To prove (IV.19), since $\psi^T 1$ and $1 \psi^T$ are rank-one matrices, we have
\[\|Sh_1\| \leq |2f'(2)||\psi^T 1| = |2f'(2)|\left(\sum_{i=1}^{n} \psi_i\right). \]

By definition, $\psi_i$, $i = 1, 2, \ldots, n$, are centered and independent and $\psi_i = \frac{1}{\sqrt{n}}\sum_{i=1}^{n} z_i^2 - 1$ with $\{z_i\}$ are i.i.d. Gaussian random variables. Therefore, we get from Bernstein’s inequality (c.f. Lemma A.1) that
\[\left|\sum_{i=1}^{n} \psi_i\right| = O_\prec(n^{-1/2}). \tag{IV.20} \]

Second, we have
\[\|Sh_2\| \leq \left|f''(2)\right|\left(2|\psi^T (\psi \circ \psi)| + 2\psi^T \psi\right) \]
\[= \left|2f''(2)\right|\left(\sum_{i=1}^{n} \psi_i^2\right), \]
where in the second step we use the definition of Hadamard product. We claim that when $n$ is large enough, we have
\[\left|\sum_{i=1}^{n} \psi_i^2\right| = O_\prec(n^{-1/2}), \tag{IV.21} \]
and this proves Corollary III.3. The proof of (IV.21) is similar to the truncation and centralization step in the proof of [23, Theorem 2.2]. For some small $\epsilon > 0$, since we have sufficient high absolute moments, we can truncate $\psi_i^2$, $i = 1, 2, \ldots, n$ at the level $B_p = p^{-\delta}$ with $\delta = 1/2 - \epsilon$ such that a.s. the data matrix is not changed. Then we conclude (IV.21) using [23, Lemma A.3] by setting $2/m = -\delta$.

**B. Proof of Theorem III.5**

We introduce some notations. Denote $\Sigma_x$ and $\Sigma_y$ as $n \times n$ diagonal matrices satisfying
\[\Sigma_x = \begin{cases} \{\text{diag}\{\gamma_{\nu_x}(1), \ldots, \gamma_{\nu_x}(n)\}\} & \text{if } n \leq p_1, \\ \{\text{diag}\{\gamma_{\nu_x}(1), \ldots, \gamma_{\nu_x}(p_1), \ldots, \gamma_{\nu_x}(n)\}\} & \text{if } n > p_1, \end{cases} \tag{IV.22} \]
and
\[\Sigma_y = \begin{cases} \{\text{diag}\{\gamma_{\nu_y}(1), \ldots, \gamma_{\nu_y}(n)\}\} & \text{if } n \leq p_2, \\ \{\text{diag}\{\gamma_{\nu_y}(1), \ldots, \gamma_{\nu_y}(p_2), \ldots, \gamma_{\nu_y}(n)\}\} & \text{if } n > p_2, \end{cases} \tag{IV.23} \]
where $\nu_x$ and $\nu_y$ are defined in (III.5). Clearly, $\Sigma_x$ and $\Sigma_y$ are deterministic and positive definite. Denote
\[Q_{xy} = f^{-2}(2)\Sigma_x U^\top \Sigma_y. \tag{IV.24} \]

Let $U \in O(n)$ be a Haar distributed orthonormal random matrix. It will be seen from the proof of Theorem III.5 that $n^2S_{xy}$ can be effectively reduced to $Q_{xy}$, which follows the free multiplication of random matrices model in (II.17).

**Proof of Theorem III.5:** The proof is based on a series of reductions. We start with the proof for the NCCA matrix $S_{xy}$. First of all, we show that the eigenvalues of $n^2S_{xy}$ are actually close to those of a diagonalizable matrix. We first study $W_x$.

By Weyl’s inequality (see (v) in Lemma A.9), we have
\[\left|\lambda_i(\overline{W}_x) - \lambda_i(W_x + Sh_1 + Sh_2)\right| \leq \|Sh_1\| + \|Sh_2\| = O_\prec(n^{-1/2}). \tag{IV.25} \]
where the last inequality comes from the bound shown in (IV.19). Since $W_x = W_x + Sh_0 + Sh_1 + Sh_2$, by Weyl’s inequality, the fact that $Sh_0$ is of rank one, and (IV.25), we obtain that for $1 \leq i \leq n - 1$,
\[\lambda_{i+1}(\overline{W}_x) - \lambda_i(W_x) = O_\prec(n^{-1/2}). \tag{IV.26} \]

Denote
\[S^{(1)}_{xy} := (n^{-1}D_x)^{-1}\overline{W}_x \overline{W}_y (n^{-1}D_y)^{-1}. \tag{IV.27} \]

Using a discussion similar to (IV.26), we conclude that for $1 \leq i \leq n - 2$,
\[\lambda_{i+2}(n^2S_{xy}) - \lambda_i(S^{(1)}_{xy}) = O_\prec(n^{-1/2}). \tag{IV.28} \]

Therefore, it suffices to study the eigenvalues of $S^{(1)}_{xy}$. Denote
\[S^{(2)}_{xy} := f^{-2}(2)\overline{W}_x \overline{W}_y. \tag{IV.29} \]

We have
\[S^{(1)}_{xy} - S^{(2)}_{xy} = \left( (n^{-1}D_x)^{-1} - f^{-1}(2) \right) \overline{W}_x \overline{W}_y (n^{-1}D_y)^{-1} \]
\[+ f^{-1}(2)\overline{W}_x \overline{W}_y \left( (n^{-1}D_y)^{-1} - f^{-1}(2) \right). \tag{IV.30} \]

For any fixed large constant $C_1 > 0$, denote $\Omega$ to be the event, where there exist $i, j$ so that either of the followings happens
\[|x_i^T x_j - \delta_{ij}| > \frac{C_1 \log p_1}{p_1}, \tag{IV.31}\]
\[|y_i^T y_j - \delta_{ij}| > \frac{C_1 \log p_2}{p_2}. \tag{IV.31}\]
By the large deviation inequality (see Lemmata A.1 and A.2 for details), we know that the probability of the event $\Omega$ is less than $n^{-C_{1}/2}$. Hence, it suffices to consider the set $\Omega'$. We have the following results.

**Lemma IV.5:** When conditional on $\Omega'$, there exists some constant $C > 0$ so that when $n$ is sufficiently large, we have

\[
\left\| (nD_x)^{-1} - f^{-1}(2)I \right\| \leq C \frac{\log n}{\sqrt{n}}.
\]

\[
\left\| (nD_y)^{-1} - f^{-1}(2)I \right\| \leq C \frac{\log n}{\sqrt{n}}.
\]

The proof of Lemma IV.5 can be found in Appendix C. By Proposition IV.3, when $n$ is sufficiently large, for some constant $C > 0$, with probability at least $1 - O(n^{-1/2})$, we have

\[
\|W_x\| \leq C, \quad \|W_y\| \leq C. \tag{IV.32}
\]

Therefore, when conditional on $\Omega'$, by Weyl’s inequality, Lemma IV.5 and (IV.30), there exists some constant $C > 0$ so that when $n$ is sufficiently large, we have

\[
\left| \lambda_i(S_{xy}^{(1)}) - \lambda_i(S_{xy}^{(2)}) \right| \leq C \frac{\log n}{\sqrt{n}}. \tag{IV.33}
\]

Hence, it suffices to study the eigenvalues of $S_{xy}^{(2)}$. Recall (IV.2) and define

\[
\tilde{K}_y := -2f''(2)Y^T Y + i I, \tag{IV.34}
\]

and define

\[
S_{xy}^{(3)} = f^{-2}(2)\tilde{K}_x \tilde{K}_y, \tag{IV.35}
\]

which is clearly diagonalizable. The following lemma says that the Stieltjes transforms of $S_{xy}^{(2)}$ and $S_{xy}^{(3)}$ are close.

**Lemma IV.6:** For any $y = E + i\eta \in S(1/4, \tau)$ and a large integer $p$, there exists some constant $C > 0$ so that when $n$ is sufficiently large, we have

\[
\mathbb{E} \left| m_{S_{xy}^{(2)}}(z) - m_{S_{xy}^{(3)}}(z) \right|^p \leq \left( \frac{C \log n}{\sqrt{n/\eta^2}} \right)^p. \tag{IV.36}
\]

The proof of Lemma IV.6 is postponed to Appendix C. Next, we state the local law for the product of random matrices, and its proof is postponed to Appendix E.

**Lemma IV.7:** For any $y = E + i\eta \in S(1/4, \tau)$ and a large integer $p$, there exists some constant $C > 0$ so that when $n$ is sufficiently large, we have

\[
\mathbb{E} \left| m_{S_{xy}^{(3)}}(z) - m_{Q_{xy}}(z) \right|^p \leq \left( \frac{C \log n}{\sqrt{n/\eta^2}} \right)^p, \tag{IV.37}
\]

where $Q_{xy}$ is defined in (IV.24). Furthermore, we have that

\[
m_{Q_{xy}}(z) = m_{S_{xy}^{(2)}}(z) + O_{\prec}(\frac{1}{\log n}). \tag{IV.38}
\]

It clear that from Lemmata IV.6 and IV.7, the Stieltjes transforms of $S_{xy}^{(2)}$ and $Q_{xy}$ are close; that is, for any $z = E + i\eta \in S(1/4, \tau)$, $n$ is sufficiently large

\[
\mathbb{E} \left| m_{S_{xy}^{(2)}}(z) - m_{Q_{xy}}(z) \right|^p \leq \left( \frac{C \log n}{\sqrt{n/\eta^2}} \right)^p, \tag{IV.39}
\]

for some constant $C > 0$. With the above reduction, we follow the argument similar to that of Theorem III.2 to conclude our proof. We prove analogous results of Propositions IV.3 and IV.4 for the free multiplicative convolution. We summarize them as the following Proposition IV.8 and leave the proof to Appendix D.

**Proposition IV.8:** For any interval $I \subset \mathbb{R}$, with probability at least $1 - O(n^{-1/2})$, we have uniformly that

\[
\left| \mu_{S_{xy}^{(2)}}(I) - \mu_{S_{xy}^{(2)}}(I) \right| \leq Cn^{-1/4+\epsilon}, \tag{IV.40}
\]

where $\epsilon > 0$ is a small constant and $C > 0$. Denote the right-most endpoint of the support of $\mu_{S_{xy}^{(2)}}$ by $\gamma_+$. We have with probability at least $1 - O(n^{-1/2})$

\[
\left| \|S_{xy}^{(2)}\| - \gamma_+ \right| \leq Cn^{-1/9}. \tag{IV.41}
\]

With Lemma IV.7, Proposition IV.8 and the square root behavior of free multiplicative convolution stated in (ii) of Lemma F.2, we can repeat the proofs heading from (IV.4) to (IV.18) to show that for $1 \leq i \leq n/2$, there exist some constants $C, C_1 > 0$ and small fixed constants $\epsilon > 0$ and $\vartheta > \epsilon$,

\[
\left| \lambda_i(Q_{xy}) - \frac{\gamma_{S_{xy}^{(2)}}(i)}{f''(2)} \right| \leq \left\{ \begin{array}{ll}
Cn^{-1/9+2\vartheta} & 1 \leq i \leq C_1n^{\delta/3+\epsilon/2}; \\
C_1n^{\delta/3+\epsilon/2} & 1 \leq i \leq n/2. \end{array} \right. \tag{IV.42}
\]

We omit details here. To complete the proof for the NCCA matrix, we need the following rigidity estimate, which is an analog of [7, Lemma 3.13]. We leave its proof to Appendix G.

**Lemma IV.9:** For any fixed $L \in \mathbb{N}$, we have

\[
|\gamma_{S_{xy}^{(2)}}(i) - \gamma_{S_{xy}}(i)| \leq n^{-4/9+\delta}, \quad \text{for all} \quad 3 \leq i \leq L, \tag{IV.43}
\]

where $\delta > 0$ is a small constant.

Therefore, together with (IV.28), (IV.33), (IV.39) and (IV.42), we conclude that

\[
|\lambda_i(n^2S_{xy}) - \gamma_{S_{xy}}(i)| = |\lambda_i(Q_{xy}) - \gamma_{S_{xy}}(i)|
+ |\gamma_{S_{xy}}(i) - \gamma_{S_{xy}^{(2)}}(i)| + O_{\prec}(n^{-1/2}), \tag{IV.43}
\]

when $3 \leq i \leq n/2$; by combining (IV.43) and Lemma IV.9 with $j = 1$, we conclude our proof for the NCCA matrix.

To finish the proof, we prove the same result for the AD algorithm. Denote

\[
A_{xy}^{(1)} := (nD_x)^{-1}W_x(nD_y)^{-1}W_y. \tag{IV.44}
\]

Then by a discussion similar to (IV.28), we find that for $i \geq 3$, \n
\[
\left| \lambda_i(n^2A_{xy}) - \lambda_{i-2}(A_{xy}^{(1)}) \right| = O_{\prec}(n^{-1/2}). \tag{IV.45}
\]

Recall (IV.29). Note

\[
A_{xy}^{(1)} - S_{xy}^{(2)} = ((nD_x)^{-1} - f^{-1}(2))W_x(nD_y)^{-1}W_y
+ f^{-1}(2)W_x((nD_y)^{-1} - f^{-1}(2))W_y \tag{IV.46}
\]

Recall $\Omega$ in the proof of Theorem III.5 satisfying (IV.31) so that $\Omega'$ is a high probability event. By (IV.46), Lemma IV.5, and a discussion similar to (IV.33), when conditional on $\Omega'$, for some constant $C > 0$, we have

\[
\left| \lambda_i(A_{xy}^{(1)}) - \lambda_i(S_{xy}^{(2)}) \right| \leq C \frac{\log n}{\sqrt{n}}, \tag{IV.47}
\]
when \( n \) is sufficiently large. Then, the proof for the AD matrix follows from Proposition IV.8 and Lemma IV.9. The proof of Theorem III.5 is now completed.

V. DISCUSSION

We study the spectral properties of two kernel-based sensor fusion algorithms, including NCCA and AD under the null case in the high dimensional regime. The local laws of random matrices and the free probability framework are applied for this purpose. Moreover, we provide the convergence rates of the eigenvalues of the affinity matrix commonly encountered in the machine learning society; for example, the spectral clustering algorithm or nonlinear dimensional reduction. To the best of our knowledge, this is the first work applying the local laws of random matrices and the free probability framework to study nonlinear kernel-based machine learning algorithms. Since the sensor fusion problem gets more and more attention in scientific fields, we expect to have more opportunities to apply the free probability framework and local laws of random matrices in our future research.

The current study opens a door to several interesting problems. First, the number of sensor fusion algorithms is growing, ranging from linear to nonlinear and two to multiple sensors, and it might not be reasonable to analyze each algorithm separately. For example, while the symmetric and anti-symmetric AD look similar to AD, the analysis in the current paper might not be reasonable to analyze each algorithm separately. For example, while the symmetric and anti-symmetric AD look similar to AD, the analysis in the current paper cannot be directly applied to study them. May we develop a unified model to study those algorithms? Second, in the non-null case, that is, when the data is contaminated by noise, to the best of our knowledge, there is limited work studying even the single sensor case. Specifically, while we have some knowledge about how the kernel-based affinity matrix behaves when the dataset is noisy [22, 25], a full understanding of the distribution of its eigenvalues and eigenvectors is still missing. A new analysis scheme to study the non-null case is urgent demand. Third, recall that the AD matrix is a row stochastic matrix. As a product of two kernel-based affinity matrices, it is in general not diagonalizable. We can view it as a kernel-based affinity matrix with an asymmetric kernel. This viewpoint leads to a natural question – if the kernel is not symmetric, how much can we say about the spectrum, or pseudospectrum, of the kernel-based affinity matrix? This problem is not unique to the sensor fusion problem. It appears more naturally in other algorithms, like the locally linear embedding (LLE) [59]. In LLE, the established “affinity matrix” is in general not symmetric due to the asymmetric data geometric structure. This naturally links LLE to an asymmetric kernel. See Figure 2.1 in [59] for an example of the spectrum of LLE under the null case. Fourth, the whole argument in the current paper can be carried over to the subgaussian, or more general setup. However, as is discussed in Remark III.7, to our knowledge, while people in general agree that the eigenvector of the Gram matrix asymptotically follow the Haar distribution, we cannot find a paper providing a precise proof of this statement. Once we establish this proof, the whole statement in the paper can be carried over directly. Finally, there are several technical challenges we encountered in this work that deserve further explorations. Due to the nature of the entrywise perturbation argument when we study the boundedness of the affinity matrix norm, we can only achieve an \( O_p \) statement. A different approach is needed if we want to establish a stochastic dominant statement. The spectral parameter set considered in the microscopic spectral analysis is \( S(1/4, \tau) \), which might not be optimal. This limitation comes from the Hoffman-Wielandt inequality employed to approximate the Stieltje transform. A more efficient bound is needed in order to achieve the expected optimal set, \( S(1, \tau) \). We will explore these problems in future work.

APPENDIX A

PRELIMINARY RESULTS

In this section, we summarize some preliminary results that will be used in the proofs. First of all, we record the Bernstein’s inequality for Gaussian random variables. It is used for controlling the norm of a Gaussian random vector in Appendix C.

Lemma A.1 (Bernstein’s Concentration Inequality, [58, Example 2.11]): Let \( x_1, \ldots, x_n \) be an independent standard Gaussian random variables. Then for every \( 0 < t < 1 \), we have

\[
\mathbb{P}
\left[
\frac{1}{n} \sum_{i=1}^{n} x_i^2 - 1 \geq t
\right]
\leq 2 \exp\left(-nt^2/8\right). \tag{A.1}
\]

Further, we need the following Chernoff bound to control \(|x_i x_j^\top|, i \neq j\).

Lemma A.2: For an i.i.d. sequence \( \{x_i\}_{i=1}^\infty \subset \mathbb{R}^{p_1} \) satisfying

\[
\mathbb{E}(\exp(s \sqrt{p_1} x_i)) \leq \exp(s^2/2), \tag{A.3}
\]

where \( x_i = (x_{i1}, \ldots, x_{ip_1})\top \), we have for \( i \neq j \) and \( t > 0 \) that

\[
\mathbb{P}(\|x_i x_j\| > t) \leq \exp(-p_1 t^2/2). \tag{A.4}
\]

Note that in general a random variable satisfying (A.2) and (A.3) is called sub-Gaussian. We call a random vector whose entries are sub-Gaussian random variables a sub-Gaussian random vector. If \( x_i \in \mathbb{R}^{p_1} \) is a sub-Gaussian random vector, we also mean that [36]

\[
\mathbb{E}(\exp(\sqrt{p_1} a^\top x_i)) \leq \exp(||a||_2^2/2). \tag{A.5}
\]

A Gaussian random variable is clearly sub-Gaussian and a Gaussian random vector is also sub-Gaussian. For the sake of self-containedness, we provide the proof.

Proof of Lemma A.2: Note that (A.3) means the entries of \( x_i \) are sub-Gaussian random variables. First of all, for \( t \in (0, 1) \), we have that

\[
\mathbb{E}\left(\exp\left(\frac{tp_1 \|x_i\|_2^2}{2}\right)\right)
\leq \frac{1}{(2\pi t)^{p_1/2}} \int_{\mathbb{R}^{p_1}} \exp(-\|a\|_2^2/2t)\mathbb{E}(\exp(\sqrt{p_1} a^\top x_i))da
\leq \frac{1}{(2\pi t)^{p_1/2}} \int_{\mathbb{R}^{p_1}} \exp(-\|a\|_2^2/2t + ||a||_2^2/2)da \tag{A.6}
\leq \frac{1}{(2\pi (1 - t))^{p_1/2}}.
\]
we have that
\begin{equation}
(2\pi)^{-p_1/2} \int_{\mathbb{R}^{p_1}} e^{-\|a\|^2/(2\tau) + \sqrt{\pi \sigma^2} \|x_i - tp_1\|/2} da = 1.
\end{equation}

By (A.5), we find that
\begin{equation}
\mathbb{E}[\exp(tp_1x_i^\top x_j)|x_i] \leq \exp(t^2 p_1 \|x_i\|^2/2).
\end{equation}
As a consequence, we find that
\begin{equation}
\mathbb{E}[\exp(tp_1|x_i^\top x_j|)] \leq \mathbb{E}[\exp(t^2 p_1 \|x_i\|^2)] \leq \frac{1}{(2\pi(1 - t^2))^{p_1/2}},
\end{equation}
where for the first inequality we use the independence of $x_i$ and $x_j$ when $i \neq j$ and conditional expectation in light of (A.7) and the second inequality follows from (A.6). Therefore, together with Markov's inequality, for $\epsilon > 0$ and $t \in (0, 1)$, we have that
\begin{equation}
P\left(\|x_i^\top x_j\| > \epsilon\right) = P\left(\exp(tp_1|x_i^\top x_j|) > \exp(tp_1 \epsilon)\right) \leq \min_{t \in (0, 1)} \frac{\exp(-tp_1 \epsilon - [p_1 \log(1 - t^2)]/2)}{(1 - t^2)p_1/2}.
\end{equation}
Observe that
\begin{equation}
\frac{1}{(t^p_1 \epsilon)} \left(\frac{1}{\sqrt{1 - t^2}}\right)^{p_1} = \exp(-tp_1 \epsilon - [p_1 \log(1 - t^2)]/2) \leq \exp(-tp_1 \epsilon + p_1 t^2/2),
\end{equation}
where we use the fact that
\begin{equation}
\log(1 - t) \leq -t
\end{equation}
when $t \in (0, 1)$. By setting $t = \epsilon$, we have
\begin{equation}
\min_{t \in (0, 1)} \exp(-tp_1 \epsilon) \left(\frac{1}{\sqrt{1 - t^2}}\right)^{p_1} \leq \exp(-p_1 \epsilon^2/2).
\end{equation}
This finishes our proof.

Next, we summarize the averaged local law for sample Gram matrices as described in Section II. Let $\Sigma \in \mathbb{R}^{p \times p}$ be a positive definite matrix with eigenvalues $\lambda_1 \geq \ldots \geq \lambda_p$. We assume that for some (small) constant $\tau > 0$,
\begin{equation}
\lambda_1 \leq \tau^{-1} \text{ and } \mu_2([0, \tau]) \leq 1 - \tau. \quad (A.8)
\end{equation}
This means that the spectrum of $\Sigma$ is not concentrated in $0$. It is known [39, Lemmata 2.4 and 2.5] that for the $g$ defined in (II.12), there exist $2q$ critical points for some positive integer $q$; that is, there exist $x_1 \geq \ldots \geq x_{2q}$ so that $g'(x_i) = 0$ for $i = 1, \ldots, 2q$. Set $a_i := g(x_i)$ for $i = 1, \ldots, 2q$. We say that there exist $q$ bulk components for $\Sigma$ so that the $i$-th bulk is supported on $[a_{2k}, a_{2k+1})$. Next, we introduce the key assumptions which make the local law valid.

Assumption A.3 (Regularity Condition, Definition 2.7 of [39]): Fix $\tau > 0$.

(i) We say that the edge $a_k$, $k = 1, 2, \ldots, 2q$, is regular if
\begin{equation}
a_k \geq \tau, \min_{l \neq k} |a_k - a_l| \geq \tau, \min_i |x_k + \lambda_i^{-1}| \geq \tau. \quad (A.9)
\end{equation}

(ii) We say that the $k$-th bulk component, $k = 1, \ldots, q$, is regular if for any fixed $\tau' > 0$ there exists a constant $c = c_{\tau, \tau'}$, such that the asymptotical probability density associated with $m_{\Sigma_{p_1}^{1/2} \Sigma_{p_1}^{1/2} \Sigma_{p_1}^{1/2} x}(z)$ in $[a_{2k} + \tau', a_{2k-1} - \tau']$ is bounded from below by $c$.

Recall the spectral parameter set $S(\alpha, \tau)$ defined in (II.15). Lemma A.4 (Averaged Local Laws of Sample Covariance Matrices [39]): Suppose Assumption A.3 holds true. Then
\begin{equation}
m_{\Sigma_{p_1}^{1/2} \Sigma_{p_1}^{1/2} \Sigma_{p_1}^{1/2} x}(z) = m_{\mu_1, \text{mp}}(z) + O_{\mu} \left(\frac{1}{n\eta}\right),
\end{equation}
where $z \in S(\alpha, \tau)$.

Remark A.5: In the proofs of the present paper, we will mainly consider the following two different diagonal matrices:
\begin{equation}
\Sigma := \sigma^2 I_p, \quad (A.11)
\end{equation}
for some $\sigma > 0$, or
\begin{equation}
\Sigma := \Sigma_x \text{ or } \Sigma_y, \quad (A.12)
\end{equation}
where $\Sigma_x$ and $\Sigma_y$ are defined in (IV.22) and (IV.23) respectively. For these two cases, it is easy to check that (i) and (ii) of Assumption A.3 are satisfied with $q = 1$. See, for instance, [39, Example 2.9]. Furthermore, we are indeed dealing with a sample Gram matrix with an isotropic shift and it is clear that the averaged local law still holds true for such a shifted matrix.

The next result states that the eigenvalues of a sample Gram matrix are close to the quantiles of the generalized MP law in the setting of (A.12). The main idea is to control the randomness of the sample Gram matrix by the quantiles of the generalized MP law, which are deterministic quantities.

Lemma A.6 (Rigidity of Eigenvalues, [39, Theorems 3.14 and 3.15]): In the settings of (A.11) or (A.12), denote the eigenvalues of $(\Sigma X)^\top \Sigma X$ as $\lambda_1 \geq \ldots \geq \lambda_n$, where $X \in \mathbb{R}^{p \times n}$. Then we have for $1 \leq j \leq \min\{p, n\}$,
\begin{equation}
|\lambda_j - \gamma_{\mu_1, \text{mp}}(j)| = O_{\mu} \left(\sqrt{\frac{n - 2}{3}}\right),
\end{equation}
where $c = p/n$ and $\gamma = \min\{n \wedge p + 1 - j, j\}$.

Note that the results hold true immediately for the sample Gram matrix with an isotropic shift. In the next lemma, we summarize some relevant properties of the MP law, which have been stated in several random matrix literature; for instance, see [17, equations (1.9) and (3.32)].

Lemma A.7 (Properties of the Marchenko-Pastur Law): Denote the right-most edge for the MP law as $\lambda_+$. Take $z \in \{z = E + i\eta : |E - \lambda_i| \leq \tau, n^{-1/2} \gamma \leq \eta \leq \gamma^{-1}\}$, where $\tau > 0$ is a small constant defined in $S(\alpha, \tau)$. Denote $\kappa = |E - \lambda_+|$. We have
\begin{equation}
\text{Im} m_{\mu_1, \sigma^2}(z) \sim \left\{\begin{array}{ll}
\sqrt{\kappa + \eta} & \text{if } E \leq \lambda_+ \\
\frac{\eta}{\kappa^{1/2}} & \text{if } E > \lambda_+.
\end{array}\right.
\end{equation}
Denote the density function associated with $\mu_1, \sigma^2$ as $\rho_{\mu_1, \sigma^2}$. Then, for some small constant $\delta > 0$, we have that for all $x \in [\lambda_+ - \delta, \lambda_+)$,
\begin{equation}
\rho_{\mu_1, \sigma^2}(x) \sim \sqrt{\lambda_+ - x}. \quad (A.13)
\end{equation}
In the literature, (A.13) is usually referred to the square root behavior near the edge. Again, the above results hold true for isotropic shifted sample Gram matrix with a slight
modification. We next summarize the results for the functional calculus, which is used to prove the rigidity of eigenvalues.

**Lemma A.8** (Helffer-Sjöstrand Formula, Appendix C of [11]): Let \( n \in \mathbb{N} \) and \( h \in C^{n+1}(\mathbb{R}) \). Define the almost analytic extension of \( h \) of degree \( n \) through

\[
\tilde{h}_n(x+iy) := \sum_{k=0}^{n} \frac{1}{k!} (iy)^k h^{(k)}(x),
\]

where \( x, y \in \mathbb{R} \) and \( h^{(k)} \) means the \( k \)-th derivative of \( h \). Let \( \chi \in C_0^\infty(\mathbb{C}, [0, 1]) \) be a smooth cutoff function. Then for any \( \lambda \in \mathbb{R} \) satisfying \( \chi(\lambda) = 1 \) we have

\[
h(\lambda) = \frac{1}{\pi} \int_{\mathbb{C}} \frac{\tilde{\partial} \tilde{h}_n(\lambda, z) \chi(z)}{\lambda - z} dz,
\]

where \( dz \) denotes the Lebesgue measure on \( \mathbb{C} \) and \( \tilde{\partial} := \frac{1}{2}(\partial_z + i \partial_{\bar{z}}) \) is the antiholomorphic derivative. Specifically, for a Hermitian matrix \( H \), we have

\[
h(H) = \frac{1}{\pi} \int_{\mathbb{C}} \tilde{\partial} \tilde{h}_n(\lambda, z) G_H(z) dz,
\]

provided \( \chi \) is chosen such that \( \chi = 1 \) on the spectrum of \( H \).

Next, we collect some important matrix identities and inequalities for reference.

**Lemma A.9** (Collection of Matrix Identities and Inequalities): Take two \( n \times n \) Hermitian matrices \( A, B \) and \( z = E + i y \in \mathbb{C}^+ \). Let \( \{\lambda_i(A)\} \) and \( \{\lambda_i(B)\} \) be the eigenvalues of \( A \) and \( B \) respectively and \( \mu_A \) and \( \mu_B \) be the ESDs of \( A \) and \( B \) respectively.

(i) (Hoffman-Wielandt inequality [56, equation (1.67)]) We have

\[
\sum_{i=1}^{n} |\lambda_i(A) - \lambda_i(B)|^2 \leq \text{tr}(A - B)^2.
\]

(ii) (Bound Stieltjes transform using rank [11, Lemma F.5]) We have

\[
|m_A(z) - m_B(z)| \leq \frac{\text{rank}(A - B)}{n} \min \left\{ \frac{2}{y}, \frac{\|A - B\|}{y^2} \right\}.
\]

(iii) (Bound Levy distance of ESDs of matrices [4, Theorem A.45]) Denote the Levy distance of \( \mu_A \) and \( \mu_B \) as \( L(\mu_A, \mu_B) \). We have

\[
L(\mu_A, \mu_B) \leq \|A - B\|.
\]

(iv) (Bound trace of product of matrices [29, equation (1)]) Suppose that \( A \) and \( B \) are positive semi-definite. We have

\[
\text{tr}(AB) \leq \lambda_1(\|A\|)\|B\|.
\]

(v) (Weyl’s inequality for perturbed Hermitian matrices, [56, Section 1.3]) For \( 1 \leq i, j \leq n \) so that \( i + j - 1 \leq n \), we have

\[
\lambda_{i+j-1}(A + B) \leq \lambda_i(A) + \lambda_j(B).
\]

(vi) (Bound Levy distance [13, Proposition 4.13]) For any probability measures \( \mu_A, \mu_B, \mu_\alpha, \mu_\beta \) on \( \mathbb{R} \), we have

\[
L(\mu_A \otimes \beta, \mu_A \otimes B) \leq L(\mu_A, \mu_\alpha) + L(\mu_B, \mu_\beta),
\]

\[
L(\mu_A \otimes \beta, \mu_A \otimes B) \leq L(\mu_A, \mu_\alpha) + L(\mu_B, \mu_\beta).
\]

**Lemma A.10** (Approximation of distance kernel matrix) Consider the \( n \times n \) matrix \( W_x \) defined in (1.9). Recall \( \psi = (\psi_1, \ldots, \psi_n) \) with \( \psi_i = \|x_i\|_2^2 - 1, i = 1, 2, \ldots, n \). Let

\[
K_x^d = K_x + \delta x_0 + \delta x_1 + \delta x_2.
\]

Then for some small constants \( c > 0 \) and \( \epsilon > 0 \), when \( n \) is sufficiently large, we have that with probability at least \( 1 - O(n^{-1/2 - c}) \)

\[
\|W_x - K_x^d\| \leq n^{-\epsilon}.
\]

In [23], the author stated the result without keeping track of the probability under a more general setup. Our proof relies on the proof of [23, Theorem 2.2] by keeping track of the detailed probability.

**Proof of Lemma A.10:** First of all, since we are dealing with Gaussian random variables, in the truncation and centralization step of the proof of [23, Theorem 2.2], we shall choose the level \( B_x = \rho - \delta \). Now we plug \( B_x \) into the equations regarding the computation of probabilities, for instance, the last equation on Page 25 and the first four equations on Page 26 of [23]. We can conclude the proof by using Chebyshev’s inequality. \( \square \)

**APPENDIX B**

**A BRIEF SUMMARY OF FREE PROBABILITY THEORY**

For the sake of self-containedness, in this section, we summarize some notations and preliminary results from the free probability theory that are used in this paper. For more details, we refer the readers with interest to [49], [51], [57]. We first introduce some definitions.

**Definition B.1** (\( \eta \)-Transform): For a probability measure \( \mu \) supported on \((0, \infty)\), the \( \eta \)-transform of \( \mu \) is defined as

\[
\eta_\mu(z) = \int \frac{1}{1 + z\lambda} \mu(d\lambda), \quad z \in \mathbb{C}^+.
\]

It is easy to see that \( \eta \)-transform is closely related to the Stieltjes transform via

\[
\eta_\mu(z) = \frac{1}{z} m_\mu(-1/z) \quad \text{and} \quad m_\mu(z) = \frac{1}{z} \eta_\mu(-1/z). \]

**Definition B.2** (\( S \)-Transform): For a probability measure \( \mu \) supported on \((0, \infty)\), the \( S \)-transform of \( \mu \) is defined as

\[
S_\mu(z) = \frac{-z + 1}{z} \eta_\mu(z + 1), \quad z \in \mathbb{C}^+.
\]

It is remarkable that the \( S \)-transform of \( \mu_{c, 1} \) is (see, e.g., [57])

\[
S_{\mu_{c, 1}}(z) = \frac{1}{1 + cz}.
\]

In the proof of local laws for products of random matrices, it is more convenient to use the \( M \)-transform. We first introduce its definition.

**Definition B.3** (\( M \)-Transform): For a probability measure \( \mu \) supported on the positive real line, the \( M \)-transform of \( \mu \), denoted as \( M_\mu : \mathbb{C} \setminus (0, \infty) \rightarrow \mathbb{C} \), is defined as

\[
M_\mu(z) := 1 - \left( \int \frac{x}{x - z} \mu(dx) \right)^{-1}.
\]
It is clear that the $M$-transform and the Stieltjes transform are related via
\[
M_\mu(z) = \frac{zm_\mu(z)}{1 + zm_\mu(z)}, \quad z \in \mathbb{C}^+.
\]

(B.3)

Next, we introduce the additive and multiplicative subordination functions, which can be used to characterize the system of Stieltjes transforms of addition and product of two random matrices. For details, we refer readers with interest to [10], [15]. Denote by $F_\mu$ the negative reciprocal of the Stieltjes transform, i.e.,
\[
F_\mu(z) := -\frac{1}{m_\mu(z)}, \quad z \in \mathbb{C}^+.
\]

(B.4)

Note that $F_\mu : \mathbb{C}^+ \to \mathbb{C}^+$ is analytic such that
\[
\lim_{\eta \to \infty} \frac{F_\mu(\eta)}{\eta} = 1.
\]

(B.5)

Conversely, if $F : \mathbb{C}^+ \to \mathbb{C}^+$ is an analytic function such that (B.5) holds, then $F$ is the negative reciprocal Stieltjes transform of a probability measure (see, e.g. [1]). We first introduce the results on the free additive convolution.

**Proposition B.4 (Additive Subordination Property, Theorem 4.1 of [10]):** Given two Borel probability measures, $\mu$ and $\nu$, on $\mathbb{R}$, there exist unique analytic functions, $\omega_\mu, \omega_\nu : \mathbb{C}^+ \to \mathbb{C}^+$, such that

(i) for all $z \in \mathbb{C}^+$, we have $\Im \omega_\mu(z) \geq \Im z$, $\Im \omega_\nu(z) \geq \Im z$, and

\[
\lim_{\eta \to \infty} \frac{\omega_\mu(\eta)}{\eta} = \lim_{\eta \to \infty} \frac{\omega_\nu(\eta)}{\eta} = 1.
\]

(ii) for all $z \in \mathbb{C}^+$, we have
\[
\omega_\mu(z) + \omega_\nu(z) - z = F_\mu(\omega_\nu(z)) = F_\nu(\omega_\mu(z)).
\]

(B.7)

The functions $\omega_\mu$ and $\omega_\nu$ are referred to as the subordination functions. Note that the analytic function $F : \mathbb{C}^+ \to \mathbb{C}^+$ defined by
\[
F(z) := F_\mu(\omega_\nu(z)) = F_\nu(\omega_\mu(z)),
\]

satisfies (B.5), so it is the negative reciprocal of the Stieltjes transform of a probability measure, which is defined as the free additive convolution of $\mu$ and $\nu$ and denoted as $\mu \boxplus \nu$. Based on (B.4) and (B.7), we get the following system of subordination equations
\[
m_\mu(\omega_\nu(z)) = m_\nu(\omega_\mu(z)) = m_{\mu \boxplus \nu}(z),
\]

(B.9)

\[
\omega_\mu(z) + \omega_\nu(z) - z = -\frac{1}{m_{\mu \boxplus \nu}(z)}.
\]

Analogously, we have the results for the free multiplicative convolution of random matrices. Define the $\psi$-transform of a probability measure $\mu$ supported on $[0, \infty)$ as
\[
\psi_\mu(z) = \int \frac{z^\lambda}{1 - z^\lambda} \mu(d\lambda), \quad z \in \mathbb{C}^+.
\]

We also define
\[
\varphi_\mu(z) = \frac{\psi_\mu(z)}{1 + \psi_\mu(z)}.
\]

Proposition B.5 (Multiplicative Subordination Property, Section 2.2.2 of [15]): Given two Borel probability measures $\mu, \nu$ supported on $[0, +\infty)$, there exist two unique analytic functions $\omega_\mu, \omega_\nu : \mathbb{C} \setminus [0, +\infty) \to \mathbb{C} \setminus [0, +\infty)$ so that

(i) $\pi > \arg \omega_\mu(z) \geq \arg z$ and $\pi > \arg \omega_\nu(z) \geq \arg z$ for $z \in \mathbb{C}^+$;

(ii) $\omega_\mu(z)$ and $\omega_\nu(z)$ satisfy the following relation
\[
\frac{\omega_\mu(z)\omega_\nu(z)}{z} = \varphi_\mu(\omega_\nu(z)) = \varphi_\nu(\omega_\mu(z)).
\]

(B.10)

The functions $\omega_\mu$ and $\omega_\nu$ are called the subordination functions.

The analytic function $\varphi : \mathbb{C}^+ \to \mathbb{C}^+$ defined by
\[
\varphi(z) := \varphi_\mu(\omega_\nu(z)) = \varphi_\nu(\omega_\mu(z)),
\]

(B.11)

is related to the Stieltjes transform of a probability measure, which is defined as the free multiplicative convolution of $\mu$ and $\nu$ and denoted as $\mu \boxtimes \nu$. To make clear the relationship between Proposition B.5 and $M$-transform, we need the following facts (see also [38]). Suppose the assumptions of Proposition B.5 hold true.

**Proposition B.6 (Proposition 2.8 of [38]):** When neither $\mu$ nor $\nu$ is $\delta_0$, we define two analytic functions $\Omega_\mu(z)$, $\Omega_\nu(z)$ as
\[
\Omega_\mu(z) := \frac{1}{\omega_\mu(1/z)}, \quad \Omega_\nu(z) := \frac{1}{\omega_\nu(1/z)}.
\]

(B.12)

The analytic functions $\Omega_\mu$ and $\Omega_\nu$ map $\mathbb{C}^+$ into itself and satisfy:

(i) $\arg \Omega_\mu(z) \geq \arg z$ and $\arg \Omega_\nu(z) \geq \arg z$;

(ii) $M_\mu(\Omega_\nu(z)) = M_\nu(\Omega_\mu(z)) = M_{\mu \boxtimes \nu}(z)$;

(iii) $\Omega_\mu(z)\Omega_\nu(z) = zM_{\mu \boxtimes \nu}(z)$.

Based on Propositions B.5 and B.6, we have
\[
\varphi(z) = \frac{\omega_\mu(z)\omega_\nu(z)}{z} = \frac{1}{z\Omega_\mu(1/z)\Omega_\nu(1/z)} = \frac{1}{z^2M_{\mu \boxtimes \nu}(1/z)},
\]

which is linked back to the Stieltjes transform of $\mu \boxtimes \nu$ by the definition of the $M$-transform. Furthermore, when $z \in \mathbb{C} \setminus [0, \infty)$, we denote
\[
L_{\mu \boxtimes \nu}(z) := \frac{M_{\mu \boxtimes \nu}(z)}{z}.
\]

(B.13)

It is easy to see that
\[
\varphi(1/z) = \frac{z}{L_{\mu \boxtimes \nu}(z)}.
\]

APPENDIX C

TECHNICAL PROOFS OF LEMMATA IV.2, IV.5 AND IV.6 AND PROPOSITION IV.3

A. Proof of Lemma IV.2

Define two matrices $O, P \in \mathbb{R}^{n \times n}$ by
\[
O(i,j) := \|x_i\|^2 + \|x_j\|^2 - 2, \quad P(i,j) := x_i^\top x_j,
\]
for $i, j = 1, \ldots, n$. Note that $P = X^\top X$. By the Taylor expansion, when $i \neq j$, we have
\[
W_x(i,j) = f(2) + f'(2)(O(i,j) - 2P(i,j))
\]
\[+ f''(\zeta_{ij})(O(i,j) - 2P(i,j))^2,\]
where \( \zeta_{ij} \in (W_x(i, j) \wedge 2, W_x(i, j) \vee 2) \). Clearly, \( W_x(i, i) = f(0) \) for \( i = 1, \ldots, n \). First of all, we notice that the matrix \( O \) can be written as

\[
    O = 1v^T + v1^T,
\]

where \( v \in \mathbb{R}^n \) with the \( i \)-th entry \( \|x_i\|^2 \) – 1 for \( i = 1, 2, \ldots, n \). We hence conclude that \( O \) is a rank-2 matrix. Define \( \tilde{W}_x \in \mathbb{R}^{n \times n} \) to be

\[
    \tilde{W}_x(i, j) := \begin{cases} 
    f(2) - 2f'(2)P(i, j) + 4f''(\zeta_{ij})P(i, j)^2 & i \neq j \\
    f(0) & i = j
    \end{cases}
\]

which, by the Cauchy-Schwarz inequality, is bounded by

\[
    \frac{1}{n^p}(\sum_{i=1}^{n} \lambda_i(W_x) - \lambda_i(K_x))^2/
    \times \sum_{i=1}^{n} \frac{1}{|\lambda_i(W_x) - z| |\lambda_i(K_x) - z|} \right)^{p/2}
\]

where the last inequality comes from the Hoffman-Wielandt inequality (see i) of Lemma A.9) and the trivial bound \( |\lambda - z|^{-1} \leq \eta \) for any \( \lambda \in \mathbb{R} \). The rest of the proof leaves to control the right-hand side of (C.3).

By Lemma A.1, for \( \epsilon > 0 \), we have

\[
    P(\|x_i\|^2 - 1 > \epsilon) \leq 2 \exp(-p_1 \epsilon^2/8).
\]

We can therefore bound \( \|x_i\|, i = 1, 2, \ldots, n \), using the above inequality. To control \( \|x_i^T x_j\|, 1 \leq i \neq j \leq n \), we apply Lemma A.2. With (C.4) and (A.4), we now head to conclude our proof. Denote \( \Omega \) to be the event such that there exists \( i \neq j \) such that the following event happens

\[
    \|x_i^T x_j\| > \sqrt{\frac{C_1 \log p_1}{p_1}},
\]

where \( C_1 \geq p \). We clearly have

\[
    E[|m_{W_x}(z) - m_{K_x}(z)|^p] \leq P(\Omega) \times 2^p (\|m_{W_x}(z)\|_\infty^p
    + \|m_{K_x}(z)\|_\infty^p) \leq \frac{C_2^2 \log p_1}{p_1^{1/2} \eta^p},
\]

for some constant \( C_2 > 0 \). By (C.3), we have that

\[
    \|m_{W_x}(z) - m_{K_x}(z)\| \leq \frac{1}{n^{p/2} \eta^{2p}} \left( \sum_{i, j} (\tilde{W}_x(i, j) - K_x(i, j))^2 \right)^{p/2}
\]

for some constants \( C_3, C_4 > 0 \), where the second inequality comes from the fact that when \( i = j, \tilde{W}_x(i, j) = K_x(i, j) = 0 \), when \( i \neq j, \tilde{W}_x(i, j) = K_x(i, j) = 4f''(\zeta_{ij})(P \circ P)_{i, j} = 4f''(\zeta_{ij})|x_i^T x_j|^2 \), and \( f \) is twice continuously differentiable, and the last inequality comes from (C.5).

We next discuss the control of the difference between \( m_{W_x} \) and \( m_{W_x} \). Denote a \( n \times n \) matrix \( W_x \) by

\[
    W_x(i, j) := \begin{cases} 
    W_x(i, j) - 4f''(\zeta_{ij})O(i, j)P(i, j) & i \neq j \\
    f(0) & i = j
    \end{cases}
\]

First of all, since \( O \) is a rank-2 matrix, by using the rank bound, that is, \( \text{rank}(A \circ B) \leq \text{rank}(A)\text{rank}(B) \), and (ii) of Lemma A.9, we have that

\[
    |m_{W_x}(z) - m_{W_x}(z)| \leq \frac{12 \log p_1}{n^p \eta^2}.
\]

Hence, when \( n \) is sufficiently large, we only need to control the difference between \( m_{W_x} \) and \( m_{W_x} \). By a discussion similar to (C.3), we have

\[
    |m_{W_x}(z) - m_{W_x}(z)|^p \leq \frac{1}{n^{p/2} \eta^{2p}} (\text{tr}[(W_x - W_x^c)^2])^{p/2},
\]

and by a similar calculation, we have

\[
    \|m_{W_x}(z) - m_{W_x}(z)\| \leq \frac{1}{n^{p/2} \eta^{2p}} \left( \sum_{i, j} (W_x(i, j) - W_x(i, j))^2 \right)^{p/2}
\]

for some constants \( C_5, C_6 > 0 \), where in the last inequality we use the fact that \( O(i, j) = O_{\infty}(n^{-1/2}) \) and \( P(i, j) = O_{\infty}(n^{-1/2}) \) by Lemmata A.1 and A.2. Together with a discussion similar to (C.6) and (C.7), we conclude that

\[
    \|m_{W_x} - m_{W_x}\| \leq \frac{C_7 \log p_1}{n^{p/2} \eta^{2p}},
\]

for some constants \( C_7 > 0 \). When combined with the assumption (I.7), (C.9) and (C.10), we have proved the first claim in Lemma IV.2.

The second claim comes from the fact that \( \text{rank}(K_x - \tilde{K}_x) \leq 1 \). By (ii) of Lemma A.9, we conclude the second claim.
The third claim comes from a similar strategy as that for the first claim. We first rewrite $K_x$ as

$$\tilde{K}_x = -2f''(2)X^T X + (f(0) - f(2))I + 2f''(2)M,$$

where $M$ is a diagonal matrix with

$$M = \text{diag} \{ \|x_1\|_2^2, \ldots, \|x_n\|_2^2 \}.$$

By (C.2) and a discussion similar to (C.8), since $K_x - \tilde{K}_x = 2f''(2)(M - I)$, we readily obtain that

$$E \left[ 1_{\Omega^c} |m_{K_{xy}}(z) - m_{\tilde{K}_{xy}}(z)|^p \right] \leq E \left[ 1_{\Omega^c} \frac{1}{n^p} \sum_{i,j} (\tilde{K}_x(i,j) - \tilde{K}_x(i,j))^2 \right]^{p/2} \leq E \left[ 1_{\Omega^c} \frac{C_1}{n^p} \left( \sum_i \|x_i\|_2^2 - 1^2 \right)^{p/2} \right]$$

$$\leq \left( \frac{C_2 n \log p}{n^p} \right)^{p/2},$$

for some constants $C_1, C_2 > 0$, where in the second inequality we use (C.4). This concludes our proof by the assumption (I.7).

**B. Proof of Lemma IV.5**

We only prove the results for $D_x$. We adapt the same notations used in the proof of Theorem III.5, particularly the $\Omega$ defined in (IV.31). Note that

$$\|n(D_x)^{-1} - f^{-1}(2)I_n\| \leq \max_i \begin{bmatrix} (n^{-3} \sum_{j=1}^n W_x(i,j))^2 \end{bmatrix} \leq \max_i \begin{bmatrix} n^{-1} \sum_{j=1}^n W_x(i,j) - f(2) \end{bmatrix} \leq \max_i \begin{bmatrix} n^{-1} \sum_{j=1}^n W_x(i,j) - f(2) \end{bmatrix} \leq \left( \frac{C n \log n}{n^p} \right)^{p/2}.$$
inner product is defined as $\text{tr}(A^T B)$. With (C.15) and (C.16), we know that for some constant $C > 0$,
\[
\mathbb{E}\left[|\Omega| \mathbb{E}\left[ |m_{S_{i j}^T}(z) - m_{S_{i j}^T}(z)|^2 \right] \right] 
\leq C \mathbb{E}\left[ \frac{1}{n \eta^2} \left( \text{tr}(E_{x}^2)(\lambda(\Omega_x)) + \text{tr}(E_{y}^2)(\lambda(\Omega_y)) \right)^2 + 2\lambda(\Omega_x)\lambda(\Omega_y)(\text{tr}(E_{x}^2) + \text{tr}(E_{y}^2)) \right]/2.
\] (C.17)

To finish the proof, we bound $\lambda(\Omega_x), \lambda(\Omega_y), \lambda(\Omega_x), \lambda(\Omega_y)$, $\text{tr}(E_{x}^2)$ and $\text{tr}(E_{y}^2)$. Recall the definition of $\Omega_x$ in (III.3). Define $\tilde{W}_x^{(1)} := \tilde{W}_x + S_0$.

By (IV.19), we find that
\[
\|\tilde{W}_x^{(1)} - \tilde{W}_x\| = O_{<}(n^{-1/2}).
\]
Moreover, by the Taylor expansion (C.1) and the fact $\tilde{W}_x^{(1)} = W_x - S_0 - S_1$, we find that
\[
\tilde{W}_x^{(1)}(i, j) = \left\{ \begin{array}{ll}
-2f''(2)\Pi(i, j) + f''(\zeta_{ij})(O(i, j) - 2\Pi(i, j))^2 & i \neq j \\
(f(0) - f(2) - 2f''(2)||x||^2 - 1) & i = j
\end{array} \right..
\]
Let $R_x$ be the matrix with entries
\[
R_x(i, j) = \left\{ \begin{array}{ll}
f''(\zeta_{ij})(O(i, j) - 2\Pi(i, j))^2 & i \neq j \\
0 & i = j
\end{array} \right.,
\]
and $S_x$ be a diagonal matrix so that
\[
S_x(i, i) = -2f''(2)I,
\]
for $i = 1, 2, \ldots, n$. Then we have
\[
\tilde{W}_x^{(1)} = -2f''(2)X^T X - S_x + R_x + (f(0) - f(2))I.
\] (C.18)

First, when conditional on $\Omega$, clearly we have that $S_x = O(1)$. Second, using Lemma A.6 with $\Sigma = I$, we find $\| - 2f''(2)X^T X\| = O_{<}(1)$. Next, we control the norm of $R_x$. Note that when $i \neq j$,
\[
|R_x(i, j)| = O_{<}(1^{-1}),
\]

since $R_x(i, j) = f''(\zeta_{ij})O_{ij}^2 - 2O_{ij}\Pi_2 + P_{ij}, O_{ij} = O_{<}(n^{-1/2})$ and $P_{ij} = O_{<}(n^{-1/2})$. Specifically, note that $\log(n)$ is controlled by $n$ for any $\epsilon > 0$, so we have this stochastic dominant control. By the Gershgorin circle theorem, we have
\[
\|R_x\| \leq \max_i \left( \sum_{j \neq i} |R_x(i, j)| \right),
\]
and hence
\[
\|R_x\| = O_{<}(1).
\]

By (C.18), we readily obtain that
\[
\lambda(\tilde{W}_x) = O_{<}(1).
\] (C.19)

By a similar argument, we have $\lambda(\tilde{W}_y) = O_{<}(1)$. Moreover, by a discussion similar to (C.8), for some constant $C > 0$,
\[
\mathbb{E}\left[ 1_{\Omega_x} \text{tr}(E_{x}^2) \right] \leq C_1 \text{log} p_1,
\]
\[
\mathbb{E}\left[ 1_{\Omega_y} \text{tr}(E_{y}^2) \right] \leq C_1 \text{log} p_2.
\] (C.20)

By combining (C.17), (C.19) and (C.20), we therefore conclude the proof using the assumption (I.7).

**D. Proof of Proposition IV.3**

Recall the definition of $\tilde{W}_x$ in (III.3). By Lemma A.10, for some small constants $c > 0$ and $\zeta > 0$, with probability at least $1 - O(n^{-1/2-\epsilon})$, we have
\[
\|\tilde{W}_x - \tilde{K}_x\| \leq n^{-\epsilon}/2,
\] (C.21)
where $\tilde{K}_x$ is defined in (IV.2). By Remark A.5 and Lemma A.6, we have with probability greater than $1 - n^{-D}$ for some large $D > 0$ that
\[
\lambda(\tilde{K}_x) \leq \gamma_+ + n^{-\epsilon}/2.
\]
As a consequence, together with (C.21), we conclude that with probability at least $1 - O(n^{-1/2-\epsilon})$,
\[
\lambda(\tilde{W}_x) \leq \gamma_+ + n^{-\epsilon}.
\] (C.22)
Hence, for any given small $\epsilon > 0$, it suffices to prove that with probability greater than $1 - O(n^{-1/2-\epsilon})$, there is no eigenvalue of $\tilde{W}_x$ in $I := [\gamma_+ + n^{-1/9+C\epsilon}, \gamma_+ + n^{-\epsilon}]$, (C.23)
where $C_0 > 0$ is a constant.

To achieve this goal, we prepare some quantities. Since $\text{rank}(W_x - \tilde{W}_x) = \text{rank}(S_0 + S_1 + S_2) \leq 6$, we get from (ii) of Lemma A.9 that
\[
|m_{\tilde{W}_x}(z) - m_{W_x}(z)| \leq \frac{C}{\eta^2},
\] (C.24)
for some constant $C > 0$. Furthermore, by Lemma IV.2 and the Markov inequality, we conclude that we can find a small $\epsilon_0 > 0$ satisfying $\epsilon_0 < 1/18$ and a large $p_0 \geq 1$ so that with probability greater than $1 - n^{-\epsilon_0} p_0$,
\[
|m_{\tilde{W}_x}(z) - m_{K_x}(z)| \leq \frac{1}{n^{1/2-\epsilon_0} \eta^2},
\] (C.25)
for any $z \in S(1/4, \tau)$. Note that we can choose $p_0$ sufficiently large so that $D := \epsilon_0 p_0 > 0$ is sufficiently large. Denote $\Omega$ to be the associated event. Below, we focus our discussion on $\Omega$. Since $S(1/4, \tau) \subset S(1/4, \tau)$, by combining Lemma A.4 and (C.25), we have
\[
|m_{\tilde{W}_x}(z) - m_{\nu}(z)| \leq \frac{1}{n^{1/2-\epsilon_0} \eta^2},
\] (C.26)
when conditional on $\Omega$, where recall that $\nu$ is the LSD of $\tilde{K}_x$ defined in (III.5). We now choose $z = E + i \eta \in \mathbb{C}^+$ so that $E \in I$ defined in (C.23) and $\eta$ satisfies
\[
\eta = \eta(E) := n^{-1/9-C_1 \epsilon} \sqrt{\kappa(E)},
\] (C.27)
where $\kappa(E) := |E - \gamma_+|$ and $C_1 > 0$ is chosen so that $z \in S(1/4, \tau)$ and $C_1 \leq \left( \frac{1}{14} + \frac{\epsilon_0}{14} \right)^2 + \frac{C_0}{14}$. Note that $C_1$ exists since $\epsilon_0$ satisfies $\epsilon_0 < 1/18$.

By Lemma A.7, for any such $z$, for some constant $C_2 > 0$, we have
\[
|\text{Im} m_{\nu}(z)| \leq C_2 \frac{\eta}{\sqrt{\kappa(E) + \eta}} \leq C_2 \frac{\eta}{\sqrt{\kappa(E)}} = C_2 n^{-1/9-C_2 \epsilon}.
\] (C.28)
Hence, by \((C.26)\) and \((C.28)\), when \(n\) is sufficiently large, we have
\[
\left| \text{Im} \, m_{\mathbf{W}_x}(z) \right| \leq \left| m_{\mathbf{W}_x}(z) - m_{\nu_x}(z) \right| + \left| \text{Im} \, m_{\nu_x}(z) \right| \\
\leq n^{-1/2+\epsilon_0} \eta^{-2} + C_2 n^{-1/9-\epsilon} \\
\leq 2C_2 n^{-1/9-\epsilon},
\] (C.29)
where the last inequality holds since \(n^{-1/2+\epsilon_0} \eta^{-2} \leq n^{-1/6+2(2C_1-C_0)\epsilon+\epsilon_0}\), which holds due to \((C.27)\) and the fact that \(n^{-1/9+\epsilon} \leq \kappa(E) \leq n^{-s}\) by the assumption that \(E \in I\), and the choice of \(C_1\) that satisfies \(C_1 \leq \left( \frac{1}{\eta} - \frac{\epsilon_0}{\delta} \right) \frac{3}{2} + \frac{\epsilon_0}{\delta} \).

With the above preparation, now we assume that there exists an eigenvalue in \(I\) when conditional on \(\Omega\). Without loss of generality, suppose \(\lambda_1(\mathbf{W}_x) \in I\). Set \(z' = \lambda_1(\mathbf{W}_x) + i\eta\), where \(\eta\) is chosen in \((C.27)\). We have
\[
\text{Im} \, m_{\mathbf{K}_x}(z') = \frac{1}{n} \sum_{j} \frac{\eta}{(\lambda_j(\mathbf{K}_x) - \lambda_1(\mathbf{W}_x))^2 + \eta^2} \\
= \frac{1}{n} \sum_{j} \frac{\eta}{(\lambda_j(\mathbf{K}_x) - \eta + \kappa_1)^2 + \eta^2},
\]
where \(\kappa_1 := \kappa(\lambda_1(\mathbf{W}_x))\). Note that since \(n^{-1/9+\epsilon} \leq \kappa_1 \leq n^{-s}, n^{-s} < 1\), and \(\eta = n^{-1/9-\epsilon} \sqrt{\kappa_1}\), we know
\[
\kappa_1 \geq \eta,
\]
(C.31)
on \(I\). Since \(n^{-s} < 1\), we have \(\kappa_1^{3/2} < 1\). By the same argument for \((IV.15)\) based on the square root behavior of \(\nu_x\) (c.f. \((A.13)\)), Lemma A.6 and \((IV.14)\), we deduce that for all \(j = 1, \ldots, n\),
\[
|\gamma_+ - \lambda_j(\mathbf{K}_x)| \sim j^{2/3} n^{-2/3},
\]
which leads to
\[
|\gamma_+ - \lambda_j(\mathbf{K}_x)| \leq \sqrt{C_3} \sqrt{\kappa_1},
\]
(C.32)when \(j < \kappa_1^{3/4} n\), where \(C_3 > 0\) is some fixed constant. On the other hand, when \(j \geq \kappa_1^{3/4} n\), it is easy to see from \((C.32)\) that when \(n\) is sufficiently large
\[
|\gamma_+ - \lambda_j(\mathbf{K}_x)|^2 > C_4 \kappa_1.
\]
(C.33)Note that when \(n\) is sufficiently large, we have \((n^{-s})^{3/4} < 1\). Hence, when \(n\) is sufficiently large, by \((C.30)\), \((C.32)\) and \((C.33)\), we have
\[
\left| \text{Im} \, m_{\mathbf{K}_x}(z') \right| \geq \frac{1}{n} \sum_{j=\kappa_1^{3/4} n}^{n} \frac{\eta}{2(\lambda_j(\mathbf{K}_x) - \gamma_+)^2 + 2 \kappa_1^2 + \eta^2} \\
\geq \frac{\eta}{(3 + 2C_3) n (1 - \kappa_1^{3/4})} \frac{\kappa_1}{\kappa_1} \\
= \frac{1}{(3 + 2C_3) n^{-1/9-C_1 \epsilon}} \frac{\kappa_1}{\sqrt{\kappa_1}}.
\]
Since \(\kappa_1 \leq n^{-s}\), when \(n\) is large, together with \((C.25)\), we find that this is a contradiction to \((C.29)\) and hence there is no eigenvalue lying in \(I\). Indeed, by the choice of \(z'\), we have \(\left| \text{Im} \, m_{\mathbf{W}_x}(z') - \text{Im} \, m_{\mathbf{K}_x}(z') \right| \geq n^{-1/6+2(2C_1-C_0)\epsilon}\). Also, by the choice of \(C_1\), we know \(n^{-1/6+2(2C_1-C_0)\epsilon} \leq n^{-1/9-C_1 \epsilon}\). As a result, by the triangular inequality, we should have \(\left| \text{Im} \, m_{\mathbf{W}_x}(z') \right| \geq
\]
\[
\frac{1}{(3 + 2C_3) n^{-1/9-C_1 \epsilon}} \frac{\kappa_1}{\sqrt{\kappa_1}}.
\]
APPENDIX D

TECHNICAL PROOFS OF PROPOSITIONS IV.4 AND IV.8

We follow the proof backbone of \([11], [27]\) but provide details for our setup for the self-containedness.

Proof of Proposition IV.4: Denote
\[
\tilde{\nu} := \mu_{\mathbf{W}_x} - \nu_x, \tilde{m} := m_{\mathbf{W}_x} - m_{\nu_x}.
\]
(D.1)
Let \(\gamma^-\) and \(\gamma^+\) be the left-most and right-most edges of \(\nu_x\) respectively. Clearly, \([\gamma^-, \gamma^+]\) is included in the range of the support of \(\mathbf{W}_x\). Therefore, we have \(\text{supp}(\mu_{\mathbf{W}_x} - \nu_x) \subseteq \text{supp}(\tilde{m}_{\mathbf{W}_x})\). By the control of the largest eigenvalue of \(\mathbf{W}_x\) in \((C.22)\) and the smallest eigenvalue of \(\mathbf{W}_x\) by a similar argument, we know that for a fixed \(\theta > 0\), when \(n\) is sufficiently large, \(\text{supp}(\mu_{\mathbf{W}_x} - \nu_x) \subseteq [\gamma^- - \theta, \gamma^+ + \theta]\) holds with probability at least \(1 - O(n^{-1/2})\). Thus, from now on, we focus our discussion on this probability event and call it \(\Omega_1\). Hence, the support of \(\tilde{\nu}\) is in \([\gamma^- - \theta, \gamma^+ + \theta]\).

To the end of the proof, fix a small \(\epsilon > 0\) and define \(q = q(n) := n^{-1/4+\epsilon}\). Then, for any interval \(I \subseteq [\gamma^- - \theta, \gamma^+ + \theta]\), we choose a smoothed indicator function \(h \equiv h_{I,q} \in C_\infty^\infty(\mathcal{R}; [0, 1])\) satisfying \(h(x) = 1\) for \(x \in I\), and \(h(x) = 0\) for \(\text{dist}(x, I) \geq q\), \(\|h\|_\infty \leq Bq^{-1}\) and \(\|h\|^2_\infty \leq Bq^{-2}\) for \(B > 0\). Next, we choose a smooth and even cutoff function \(\chi \in C_\infty^\infty(\mathcal{R}; [0, 1])\) satisfying \(\chi(y) = 1\) for \(|y| \leq 1\), \(\chi(y) = 0\) for \(|y| \geq 2\), and \(\|\chi\|_\infty \leq B\). Using the Helffer–Sjöstrand formula from Lemma A.8 and \((A.16)\) with \(n = 1\), we obtain
\[
h(\lambda) = \frac{1}{2\pi} \int_{\mathcal{R}^2} \chi(y) \left( h(x + iy) + i h(x) + i h'(x) \chi'(y) \right) dxdy
\]
for any \(\lambda \in \mathcal{R}\) so that \(\chi(\lambda) = 1\). By a direct calculation, we have
\[
\int h(\lambda) \hat{\nu}(d\lambda) \\
= \frac{1}{2\pi} \int_{\mathcal{R}^2} \left[ i h''(x) \chi(y) + i h(x) + i h'(x) \chi'(y) \right] \hat{m}(x + iy) dxdy
\]
Note that \(i h''(x) \chi(y) + i h(x) + i h'(x) \chi'(y) = 0\) when \(y = 0\). Since \(\int h(\lambda) \hat{\nu}(d\lambda)\) on the left hand side is real, by a direct expansion, we obtain that (for instance see \([11,\text{ equations (8.2)-(8.4)})]
\[
\int h(\lambda) \hat{\nu}(d\lambda) = -i \frac{1}{2\pi} \int_{|y| \leq q} h''(x) \chi(y) y \text{Im} \hat{m}(x + iy) dxdy
\]
(D.2)
\[
- \frac{1}{2\pi} \int_{|y| > q} h''(x) \chi(y) y \text{Im} \hat{m}(x + iy) dxdy
\]
(D.3)
\[
+ i \frac{1}{2\pi} \int (h(x) + i h'(x)) \chi'(y) \hat{m}(x + iy) dxdy.
\]
We now control (D.2)-(D.4). By (C.26), we find that there exists a high probability event $\Omega_2$ such that for small $\epsilon_0 > 0$,

$$|\hat{m}(x + iy)| \leq \frac{1}{n^{1/2-\epsilon_0} y^2}, \quad (D.5)$$

for $\epsilon_0 \leq x \leq \epsilon_0^{-1}$ and $y \in [q, \epsilon^{-1}]$. We restrict our discussion on the high probability event $\Omega_1 \cap \Omega_2$. By definition, $\chi'$ is supported in $[-2, 2] \backslash (-1, 1)$. By the fact that the measure of the support of $h'$ is at most $2\eta$, we find that there exists some constant $C_1 > 0$ such that

$$|(D.4)| \leq n^{-1/2+\epsilon_0} \int_{\Omega_2} (|h(x)|y^{-2}|\chi'(y)| + y^{-1}|h'(x)\chi'(y)|) dx dy \leq C_1 n^{-1/2+\epsilon_0}.$$ 

Next we control (D.2). First of all, since

$$y \Im m_{\hat{W}_x}(x + iy) = \frac{1}{n} \sum_{i=1}^{n} \left( \frac{y^2}{(\lambda_i(W_x) - x)^2 + y^2} \right),$$

it is easy to see that the map $y \mapsto y \Im m_{\hat{W}_x}(x + iy)$ is non-decreasing and non-negative for all $x$ and $y > 0$. Therefore, we have that for any $y \in (0, q]$,

$$y \Im \hat{m}(x + iy) \leq \Im m_{\hat{W}_x}(x + iy) \leq q \Im m_{\hat{W}_x}(x + iq) \leq C_1 q,$$

where in the first inequality, we use the fact that both $y \Im m_{\hat{W}_x}(x + iy)$ and $y \Im m_{\nu_x}(x + iy)$ are non-negative, and in the third step, we use Lemma A.7 and the fact that $\sqrt{k + q} \leq n$ is of order $1$ since $k$ is of order $1$ and $q = n^{-1/4+\epsilon}$. As a consequence, we obtain that for some constant $C_2 > 0$,

$$|(D.2)| \leq C_2 q,$$

where we use the fact that the support of $h''$ has Lebesgue measure of order $\eta$. Finally, we control (D.3). By a direct calculation, we have

$$(D.3) = \int h'(x) \int_{|y|>q} \chi(y) y \partial_y \Im \hat{m}(x + iy) dy dx$$

$$= i\chi(q)q \int h'(x) \Im \hat{m}(x + iq) dx \quad (D.6)$$

$$- i \int_{|y|<q} h'(x)(y \chi'(y) + \chi(y)) \Im \hat{m}(x + iy) dx dy,$$

where the first equality comes from the integration by parts in $x$, the fact that $\partial_x \Im m_{\nu_x}(x + iq) = -i \partial_y \Im m_{\nu_x}(x + iq)$, and the fact that $\hat{m}(x + iy) \to 0$ when $x \to \infty$ cancels the boundary terms, and the second equality comes from the integration by parts in $y$. Similar to the discussion of [11, equation (8.7)], we thus have

$$|(D.3)| \leq \int_{|y|>q} |h'(x)\chi(y)\hat{m}(x + iy)| dy dx$$

$$+ \int_{|y|<q} |h'(x)y\chi'(y)\hat{m}(x + iy)| dy dx$$

$$+ q \int |h'(x)\hat{m}(x + iy)| dx. \quad (D.7)$$

For the first part of (D.7), for some constants $C_1, C > 0$, by (D.5), it is bounded by

$$C_1 \int_{q}^{2} \frac{1}{n^{1/2-\epsilon_0} y^2} dy \leq Cn^{-1/4}.$$ 

Similarly, we can deal with the other items of (D.7) and conclude that

$$|(D.3)| \leq Cn^{-1/4}.$$ 

We thus have proved that on the event $\Omega_1 \cap \Omega_2$,

$$\left| \int h(\lambda) \tilde{\nu}_x(d\lambda) \right| \leq Cn^{-1/4+2\epsilon}. \quad (D.8)$$

With the above preparation, we now conclude our proof. For $I \subset [\gamma_-, \gamma_+]$ and $h = h_{I,q}$, clearly we have

$$\nu_x(I) \leq \int h(\lambda) \nu_x(d\lambda). \quad (D.9)$$

Moreover, with high probability, we have

$$\int h(\lambda) \mu_{\hat{W}_x}(d\lambda) \leq \mu_{\hat{W}_x}(I) + O(n^{-1/4+2\epsilon}), \quad (D.10)$$

where we use the fact that $\mu_{\hat{W}_x}$ is bounded conditional on $\Omega_1 \cap \Omega_2$. As a result, by combining (D.8), (D.9) and (D.10), we obtain

$$\nu_x(I) \leq \mu_{\hat{W}_x}(I) + O(n^{-1/4+2\epsilon}).$$

On the other hand, by denoting $I' := \{ x \in \mathbb{R} : \text{dist}(x, I') \geq q \}$, by a similar argument we have

$$\nu_x(I) \geq \int h_{I', q}(\lambda) \nu_x(d\lambda),$$

and

$$\int h_{I', q}(\lambda) \mu_{\hat{W}_x}(d\lambda) \geq \mu_{\hat{W}_x}(I) + O(n^{-1/4+2\epsilon}).$$

Combined with (D.8), we have

$$\nu_x(I) \geq \mu_{\hat{W}_x}(I) + O(n^{-1/4+2\epsilon}),$$

and hence we have with probability at least $1 - O(n^{-1/2})$, for some constant $C > 0$,

$$|\mu_{\hat{W}_x}(I) - \nu_x(I)| \leq Cn^{-1/4+2\epsilon}, \quad (D.11)$$

for any $I \subset [\gamma_-, \gamma_+ + \theta]$.

To finish the proof, we extend the results to any $I \subset \mathbb{R}$. Since $\nu_x([\gamma_-, \gamma_+]) = 1$, by (D.11) with $I = [\gamma_-, \gamma_+]$, we find that with probability at least $1 - O(n^{-1/2})$, for some constant $C > 0$,

$$\mu_{\hat{W}_x}(\mathbb{R}\backslash[\gamma_-, \gamma_+]) \leq Cn^{-1/4+2\epsilon}. \quad (D.12)$$

For arbitrary $I \subset \mathbb{R}$, we have

$$\nu_x(I) = \nu_x(I \cap [\gamma_-, \gamma_+]) = \mu_{\hat{W}_x}(I \cap [\gamma_-, \gamma_+]) + O_{\nu_x}(n^{-1/4})$$

$$= \mu_{\hat{W}_x}(I) + O(n^{-1/4+2\epsilon}),$$

where the first equality holds since $\nu_x(I \cap (\mathbb{R}\backslash[\gamma_-, \gamma_+])) = 0$, the second equality comes from (D.11) and the final equality comes from (D.12). This concludes our proof.

\[
\square
\]

\textit{Proof of Proposition IV.8:} We can repeat the proofs of Propositions IV.3 and IV.4 by using Lemma F.2. We omit further details.

\[
\square
\]
APPENDIX E
LOCAL LAWS FOR MULTIPLICATION OF RANDOM MATRICES AND PROOF OF Lemma IV.7

Take two deterministic real diagonal matrices, \( A = A(n) := \text{diag}\{a_1, \ldots, a_n\} \) and \( B = B(n) := \text{diag}\{b_1, \ldots, b_n\} \), where \( a_i, b_i \in \mathbb{R} \) for \( i = 1, \ldots, n \). As we have seen from Section III-C, the arguments boil down to study the local laws of multiplication of random matrices for the model

\[
H = U A U^T B, \tag{E.1}
\]

where \( U \) is Haar distributed on \( U(n) \) (or \( O(n) \)). Specifically, we are interested in (IV.24), where \( A = \Sigma_x \) and \( B = \Sigma_y \) are deterministic matrices determined by the typical locations of \( \nu_x \) and \( \nu_y \). We mention that the main result, Proposition E.6, in the section is quite general and can be of independent interest to free probabilists.

We also assume that there are two \( n \)-independent absolutely continuous probability measures \( \mu_A \) and \( \mu_B \) associated with \( \mu_A \) and \( \mu_B \). We denote their densities as \( \rho_A \) and \( \rho_B \). We start by introducing the assumptions. The first assumption discusses some quantitative properties of \( \mu_A \) and \( \mu_B \) and the second assumption demonstrates the relationship between \( \mu_A \) and \( \mu_B \) as well as \( \mu_A \) and \( \mu_B \).

Assumption E.1: We assume the following conditions for \( \mu_A \) and \( \mu_B \):

(i) Each measure has one non-trivial interval support, denoted as \( [\lambda_\alpha^+, \lambda_\beta^+] \subset (0, \infty) \) and \( [\lambda_\alpha^-, \lambda_\beta^-] \subset (0, \infty) \) respectively, where \( |\lambda_\alpha^+| \leq C \) and \( |\lambda_\beta^+| \leq C \) for some constant \( C > 0 \). Further, \( \rho_A \) and \( \rho_B \) are strictly positive in the interior of their supports.

(ii) In a small \( \delta \)-neighborhood of upper edges of the supports, these measures have a power law behavior; that is, there exists a small constant \( \delta > 0 \) and exponents

\[
-1 < t_{+}^\alpha, t_{-}^\beta < 1 \text{ such that}
\]

\[
C^{-1} \leq \frac{\rho_A(x)}{(\lambda_\alpha^+ - x)^{t_{+}^\alpha}} \leq C, \quad \forall x \in [\lambda_\alpha^+, \lambda_\beta^+],
\]

\[
C^{-1} \leq \frac{\rho_B(x)}{(\lambda_\alpha^- - x)^{t_{-}^\beta}} \leq C, \quad \forall x \in [\lambda_\alpha^-, \lambda_\beta^-]
\]

hold for some constant \( 0 < C \leq 1 \).

Note that for the property (ii) in Assumption E.1, if \( \mu_\alpha \) and \( \mu_\beta \) are of types similar to the MP law, \( t_{+}^\alpha = t_{-}^\beta = \frac{1}{2} \) according to the well-known square-root behavior (see, e.g., (A.13)) near the right-most edge.

Assumption E.2: The relationship between the deterministic \( n \)-dependent ESDs \( \mu_A \) and \( \mu_B \) and the \( n \)-independent measures \( \mu_A \) and \( \mu_B \) satisfies:

(iii) When \( n \) is sufficiently large, we have

\[
\mathcal{L}(\mu_A, \mu_A) + \mathcal{L}(\mu_B, \mu_B) \leq n^{-2/3+\epsilon_L}, \tag{E.2}
\]

where \( \mathcal{L}(\cdot, \cdot) \) is the Levy distance and \( \epsilon_L > 0 \) is a small constant.

(iv) For any \( \delta > 0 \), we have

\[
\sup(\text{supp } \mu_A) \leq \lambda_\alpha^+ + \delta, \quad \sup(\text{supp } \mu_B) \leq \lambda_\beta^+ + \delta
\]

and

\[
\inf(\text{supp } \mu_A) \geq \lambda_\alpha^- - \delta, \quad \inf(\text{supp } \mu_B) \geq \lambda_\beta^- - \delta \tag{E.3}
\]

when \( n \) is sufficiently large.

Remark E.3: We mention that in [19], the authors derived the local laws for the same matrix model near the edge when the Levy distance between \( \mu_A \) and \( \mu_B \) and their asymptotic counterpart is of order \( n^{-1} \), and the results are stated for the Haar unitary distributed \( U \).

For the sake of self-containedness, we provide the following lemma that translates the closeness of the Stietjes’ transforms and the \( M \)-transforms in terms of the associated Levy distance.

Lemma E.4: Let \( \delta > 0 \) be a fixed constant and \( f : \mathbb{R} \to \mathbb{C} \) be continuously differentiable in \( (\lambda_\alpha^+ - \delta, \lambda_\beta^+ + \delta) \). Suppose there exists \( n_0 \in \mathbb{N} \), independent of \( f \), such that \( \mathcal{L}(\mu_A, \mu_A) \leq \delta/2 \) and \( \sup \mu_A \in [\lambda_\alpha^-, \lambda_\beta^+, \delta/2] \) for all \( n \geq n_0 \). Then there exists \( C > 0 \), independent of \( f \), such that we have

\[
\left| \int_{\mathbb{R}^+} f(x) \, d\mu_A(x) - \int_{\mathbb{R}^+} f(x) \, d\mu_B(x) \right| \leq C \|f'\|_{\text{Lip, } \delta}(\mu_A, \mu_B),
\]

for all \( n \geq n_0 \), where

\[
\|f'\|_{\text{Lip, } \delta} := \sup_{x \in [\lambda_\alpha^-, \lambda_\beta^+, \delta]} |f'(x)| + \sup \left\{ \left| \frac{f'(x) - f'(y)}{x-y} \right| : x, y \in [\lambda_\alpha^-, \lambda_\beta^+, \delta], x \neq y \right\}.
\]

The same result holds if we replace \( \alpha \) and \( A \) by \( \beta \) and \( B \) respectively.

Proof: Denote the cumulative distribution functions of \( \mu_A \) and \( \mu_B \) by \( F_A \) and \( F_B \) respectively. Then by the definition of the Levy distance, we have

\[
|F_A(x) - F_A(x)| \leq 1_{[\lambda_\alpha^-/\delta, \lambda_\beta^+ + \delta/2]}(x) \times |F_A(x + \mathcal{L}(\mu_A, \mu_A)) - F_A(x - \mathcal{L}(\mu_A, \mu_A)) + 2 \mathcal{L}(\mu_A, \mu_A)|.
\]

By an integrating by parts, we have

\[
\int_{\mathbb{R}^+} f(x) \, d(\mu_A - \mu_A)(x) = \int_{\lambda_\beta^-}^{\lambda_\beta^- + \delta} f'(x)(F_A(x) - F_A(x)) \, dx,
\]

which leads to

\[
\left| \int_{\mathbb{R}^+} f(x) \, d(\mu_A - \mu_A)(x) \right| \leq 2(\lambda_\alpha^+ - \lambda_\beta^+) \mathcal{L}(\mu_A, \mu_A) \sup_{x \in [\lambda_\alpha^-, \lambda_\beta^+, \delta]} |f'(x)|
\]

\[
+ \int_{\lambda_\alpha^-}^{\lambda_\beta^- + \delta/2} |f'(x)| (F_A(x + \mathcal{L}(\mu_A, \mu_A)) - F_A(x - \mathcal{L}(\mu_A, \mu_A))) \, dx
\]

\[
\leq 2(\lambda_\alpha^- - \lambda_\beta^-) \mathcal{L}(\mu_A, \mu_A) \sup_{x \in [\lambda_\alpha^-, \lambda_\beta^+, \delta]} |f'(x)|
\]

\[
+ \int_{\lambda_\alpha^-}^{\lambda_\beta^- + \delta/2} \left| (F_A(x - \mathcal{L}(\mu_A, \mu_A)) - F_A(x + \mathcal{L}(\mu_A, \mu_A))) \right| \, dx
\]

\[
\leq 2(\lambda_\alpha^- - \lambda_\beta^-) \|f'\|_{\text{Lip, } \delta}(\mu_A, \mu_B),
\]

where the second inequality comes from the assumption and the last inequality we use the definition of \( \|f'\|_{\text{Lip, } \delta} \). This concludes the proof. \( \square \)
We introduce the following proposition and show how Lemma IV.7 follows from it. To this end, recall the first part of [38, Theorem 2.6].

**Theorem E.5 (The first part of Theorem 2.6 of [38]):** Suppose that Assumption E.1 holds. Then $\mu_\alpha \boxtimes \mu_\beta$ is absolutely continuous and supported on a single non-empty compact interval on $(0, \infty)$. Denote the lower and upper edges of the support of $\mu_\alpha \boxtimes \mu_\beta$ by

$$
\lambda_- := \inf(\text{supp} \mu_\alpha \boxtimes \mu_\beta), \quad \lambda_+ := \sup(\text{supp} \mu_\alpha \boxtimes \mu_\beta).
$$

(4.4)

For some same $\tau > 0$ used in $S(1/4, \tau)$, denote another set of spectral parameter

$$
S' := \{ z = E + i\eta \in \mathbb{C}^+: |E - \lambda_+| \leq \tau, \ n^{-2/3+\tau} \leq \eta \leq \tau^{-1} \}.
$$

(E.5)

**Proposition E.6:** Suppose that Assumptions E.1 and E.2 hold. For $z \in S'$ defined in (E.5) and $H$ defined in (E.1), we have

$$
|m_H(z) - m_{\mu_\alpha \boxtimes \mu_\beta}(z)| = O(\frac{1}{n})
$$

we leave the technical proof of Proposition E.6 to Appendix F.

**Proof of Lemma IV.7:** Denote the spectral decomposition of $K_x = U_x \Lambda_x U_x^\top$ and similarly $K_y = U_y \Lambda_y U_y^\top$. Since $K_x$ and $K_y$ are isotropic shifts of $X^\top X$ and $Y^\top Y$, respectively, $U_x$ and $U_y$ are actually the eigenvectors of $X^\top X$ and $Y^\top Y$, respectively, and as a consequence, $U_x$ is Haar distributed. Note that $S_{xy}^{(3)}$ is similar to

$$
S_{xy}^{(4)} = f^{-2}(2) U_y^\top U_x \Lambda_x U_x^\top U_y \Lambda_y = f^{-2}(2) A_x U_x^\top A_y,
$$

where we set $U := U_y^\top U_x$. So $S_{xy}^{(3)}$ and $S_{xy}^{(4)}$ share the same eigenvalues and hence $m_{S_{xy}^{(3)}}(z) = m_{S_{xy}^{(4)}}(z)$.

Denote the eigenvalues of $K_y$ as $\lambda_1^y \geq \lambda_2^y \geq \ldots \geq \lambda_{n_2}^y$. To simplify the notation, denote $\gamma_i := \gamma_{\mu_{n_2-2j}(\tau)}(i)$. For some small $\epsilon > 0$, denote the event $\Omega_{y}$ by

$$
\Omega_y := \{ \text{For all } j \in \{0, \ldots, n \wedge p_2 \}, \quad \text{such that } |\lambda_j^y - \gamma_i| \leq \tilde{\gamma}^{-1/3}n^{-2/3+\epsilon} \},
$$

(E.6)

where $\tilde{\gamma} := \min\{n \wedge p_2 + 1 - j, j\}$. By the rigidity of eigenvalues shown in Lemma A.6, there exists some large constant $D \equiv D(\epsilon) > 0$, where $\epsilon$ is defined in (E.6), such that the event $\Omega_y$ holds true with probability at least $1 - n^{-D}$. Note that if we focus on $\Omega_y$, the quantities involving $K_y$ are well controlled. Let

$$
S_{xy}^{(5)} := f^{-2}(2) A_x U_x^\top \Sigma_y.
$$

Note that

$$
\mathbb{E}[m_{S_{xy}^{(5)}}(z) - m_{S_{xy}^{(5)}}(z)]^p \leq \mathbb{E}[|\Omega_y| m_{S_{xy}^{(5)}}(z) - m_{S_{xy}^{(5)}}(z)]^p
$$

$$
+ \mathbb{E}[|\Omega_y| m_{S_{xy}^{(5)}}(z) - m_{S_{xy}^{(5)}}(z)]^p,
$$

(E.7)

where $\mathbb{E}[|\Omega_y| m_{S_{xy}^{(5)}}(z) - m_{S_{xy}^{(5)}}(z)]^p$ can be bounded with a discussion similar to (C.2) using (E.6) and $\mathbb{E}[|\Omega_y| m_{S_{xy}^{(5)}}(z) - m_{S_{xy}^{(5)}}(z)]^p$ can be easily bounded by the trivial bound (II.5) and the fact that $\mathbb{P}(\Omega_y^c) \leq n^{-D}$. We therefore have that

$$
\mathbb{E}[m_{S_{xy}^{(5)}}(z) - m_{S_{xy}^{(5)}}(z)]^p \leq \left( C \frac{\log n}{n^{\frac{1}{3}}} \right)^p.
$$

Now, it suffices to bound the difference between $m_{S_{xy}^{(5)}}(z)$ and $m_{Q_{xy}^{(5)}}(z)$. Similarly, we can show

$$
\mathbb{E}[m_{S_{xy}^{(5)}}(z) - m_{Q_{xy}^{(5)}}(z)]^p \leq \left( C \frac{\log n}{n^{\frac{1}{3}}} \right)^p.
$$

The final step is controlling the closeness of $m_{Q_{xy}^{(5)}}(z)$ and $m_{S_{xy}^{(5)}}(z)$ by Proposition E.6. To apply Proposition E.6, we now verify Assumptions E.1 and E.2 by setting $A = f^{-2}(2) \Sigma_x, \ B = \Sigma_y, \ \mu_\alpha = \mu_{c_1 \text{gap}}$, and $\mu_\beta = \mu_{c_2 \text{gap}} (\Pi.12)$. Note that $U$ is Haar distributed when $U_0$ is fixed. Indeed, we focus our discussion on the high probability event $\Omega_y$, $U_y$ is a deterministic orthonormal matrix. Since the limiting law of $K_y$ is a shifted MP law, (i) of Assumption E.1 holds immediately and (ii) follows from the square root behavior of MP law (c.f. (A.13)). For Assumption E.2, from Lemma A.6 and (iii) of Lemma A.9, we get the following bound:

$$
\mathcal{L}(\mu_\alpha, \mu_{c_1 \text{gap}}) + \mathcal{L}(\mu_\beta, \mu_{c_2 \text{gap}}) \leq n^{-2/3+\epsilon}.
$$

(E.8)

Therefore, (iii) is satisfied with $\epsilon_L = \epsilon$. (iv) again follows from the basic properties of MP law in Lemma A.7. This completes the proof of Lemma IV.7.

**APPENDIX F**

**TECHNICAL PROOF OF PROPOSITION E.6**

The proof strategy of Proposition E.6 was first employed in [7] to investigate the local laws of addition of random matrices. The strategy contains two steps. First, we show that the properties of $\mu_\alpha \boxtimes \mu_\beta$ can be extended to $\mu_\alpha \boxtimes \mu_\beta$, with some controls. This step is necessary since the result of Proposition E.6 contains the Stieltjes transform of $\mu_\alpha \boxtimes \mu_\beta$. Second, we prove the local laws. Since the proof is essentially the same as that of [7, equation (2.18)] except that we need to prove the statement on a smaller spectral domain $S'$, we can take the verbatim of the proofs in [7, Sections 5-9]. We omit the proofs and only show the key inputs for the first step, which is summarized in Lemma F.2 below, and refer readers with interest to [7, Sections 5-9] for details.

To state Lemma F.2, we need the following notations. Denote $\Omega_\alpha := \Omega_{\mu_\alpha}, \ \Omega_\beta := \Omega_{\mu_\beta}, \ \Omega_{\mu_\alpha, \beta} := \Omega_{\mu_\alpha, \beta}$ (B.12), $M_\alpha := M_{\mu_\alpha}, \ M_\beta := M_{\mu_\beta}, \ M_\alpha := M_{\mu_\alpha}$ and $M_{\mu_\beta}$ for the $M$-transforms in Definition B.3. Furthermore, like (B.13), we denote

$$
L_\alpha(z) := \frac{M_\alpha(z)}{z} \quad \text{and} \quad L_\beta(z) := \frac{M_\beta(z)}{z}.
$$

(F.1)
Consider the following functions:

\[ S_{\mathbf{A}\mathbf{B}}(z) := z^2 L_{\mathbf{B}}^2(\Omega_{\mathbf{A}}(z))L_{\mathbf{A}}'(\Omega_{\mathbf{B}}(z)) - 1, \]

\[ T_{\mathbf{A}}(z) := \frac{1}{2}[zL_{\mathbf{B}}'(\Omega_{\mathbf{A}}(z))L_{\mathbf{A}}'(\Omega_{\mathbf{B}}(z)) + (zL_{\mathbf{B}}'(\Omega_{\mathbf{A}}(z))^2 L_{\mathbf{A}}''(\Omega_{\mathbf{B}}(z))], \]

\[ T_{\mathbf{B}}(z) := \frac{1}{2}[zL_{\mathbf{B}}'(\Omega_{\mathbf{A}}(z))L_{\mathbf{A}}'(\Omega_{\mathbf{B}}(z)) + (zL_{\mathbf{B}}'(\Omega_{\mathbf{A}}(z))^2 L_{\mathbf{A}}''(\Omega_{\mathbf{B}}(z))]. \]

By replacing the pair \((\mathbf{A}, \mathbf{B})\) with \((\alpha, \beta)\), we can define \(L_\alpha, L_\beta, S_{\alpha\beta}, T_\alpha\), and \(T_\beta\) analogously.

iii) We have uniformly for \(z \in S'\) that

\[ S_{\mathbf{A}\mathbf{B}}(z) \sim \frac{1}{\sqrt{\kappa + \eta}}, \quad \text{if } E \notin \text{supp} \mu_\mathbf{A} \otimes \mu_\mathbf{B}, \]

\[ |T_{\mathbf{A}}(z)| \leq C, \quad |T_{\mathbf{B}}(z)| \leq C. \]

Furthermore, when \(|z - E+| \leq \tau\), there exists some constant \(c > 0\) such that

\[ |T_{\mathbf{A}}(z)| \geq c, \quad |T_{\mathbf{B}}(z)| \geq c. \]

A. Properties of \(\mu_\alpha \otimes \mu_\beta\)

We summarize some properties of the subordination functions and the free multiplication at the regular edges under Assumptions E.1 and E.2. Most of these results have been proved in [38] and will be used in the proof of Lemma F.2. The following lemma collects the preliminary results on the \(n\)-independent measure \(\mu_\alpha \otimes \mu_\beta\). It is known from [38, Lemma 2.9] that both \(\Omega_\alpha(z)\) and \(\Omega_\beta(z)\) can be continuously extended to \(\mathbb{C} \cup \{\infty\}\) with values in \(\mathbb{C}^+\).

To prove Lemma F.3 (Lemma 6.5 and Proposition 6.10 of [38]):

Suppose Assumption E.1 holds. Then the following statements hold true:

(i) For any compact subset \(K \subset \mathbb{C}^+ \cup (0, \infty)\), there exists some constant \(C > 1\) such that for all \(z \in K\),

\[ C^{-1} \leq |\Omega_\alpha(z)| \leq C, \]

\[ C^{-1} \leq |\Omega_\beta(z)| \leq C. \]

(ii) Denote

\[ k_\alpha := \inf_{z \in \mathcal{E}_\alpha} \text{dist}(\Omega_\alpha(z), \text{supp} \mu_\beta), \]

\[ k_\beta := \inf_{z \in \mathcal{E}_\beta} \text{dist}(\Omega_\beta(z), \text{supp} \mu_\alpha). \]

There exists some constant \(\varsigma > 0\) such that

\[ \min\{k_\alpha, k_\beta\} \geq \varsigma. \]
(iii) Furthermore, we have that \[38, 	ext{equation (6.97)}\]
\[
0 < \Omega_\alpha(\lambda_-) < \lambda_-^\beta < \lambda_+^\beta < \Omega_\alpha(\lambda_+),
\]
\[
0 < \Omega_\beta(\lambda_-) < \lambda_-^\alpha < \lambda_+^\alpha < \Omega_\beta(\lambda_+),
\]
where \(\lambda_-\) and \(\lambda_+\) are defined in (E.4).

**Remark F.4:** We remark that by a discussion similar to [7, Lemmas 3.2 and 3.3], we find that (i) and (ii) of Lemma F.3 guarantee that for some small constant \(\upsilon > 0\), one of the followings must hold true for \(z \in S'\):
\[
\text{Re } \Omega_\alpha(z) \leq \lambda_-^\beta - \upsilon,
\]
\[
\text{Re } \Omega_\alpha(z) \geq \lambda_-^\beta + \upsilon,
\]
\[
\text{Im } \Omega_\alpha(z) \geq \upsilon.
\] (F.3)

Similar results hold true when we swap \(\alpha\) and \(\beta\). As a consequence, by recalling the definition
\[
\Omega_\beta(z) m_{\mu,\alpha}(\Omega_\beta(z)) + 1 = \int \frac{x}{x - \Omega_\beta(z)} \, dm\alpha(x),
\]
for \(z \in S'\), we have
\[
|\Omega_\beta(z) m_{\mu,\alpha}(\Omega_\beta(z)) + 1| \geq c, \quad \text{for some constant } c > 0.
\] (F.4)

The next lemma characterizes the locations of the edges of \(\mu_\alpha \boxplus \mu_\beta\).

**Lemma F.5 (Propositions 6.13 and 6.15 of \[38\]):** Suppose Assumption E.1 holds. The following equation
\[
\left(\frac{\Omega_\beta(z)}{M_\alpha(\Omega_\beta(z))} - 1\right)\left(\frac{\Omega_\alpha(z)}{M_\beta(\Omega_\alpha(z))} - 1\right) = 1
\]
holds when \(z = \lambda_+\) or \(z = \lambda_-\), the edges defined in (E.4).

The following lemma collects the square root properties of the subordination functions at the edge of \(\lambda_+\). This square root behavior also hold near \(\lambda_-\), but we do not state it since we do not need it.

**Lemma F.6 (Proposition 6.16 of \[38\]):** Suppose Assumption E.1 holds. Then there exist positive constants \(\gamma_+^\alpha\) and \(\gamma_+^\beta\) such that
\[
\Omega_\alpha(z) = \Omega_\alpha(\lambda_+) + \gamma_+^\alpha \sqrt{z - \lambda_+} + O(|z - \lambda_+|^{3/2}),
\] (F.5)
for \(z\) in a neighborhood of \(\lambda_+\) with the principal branch of square root with \(\sqrt{-1} = i\). The same asymptotic holds with \(\alpha\) replaced by \(\beta\).

The square root asymptotic of the subordination functions stated in Lemma F.6 implies the square root asymptotic of the density of \(\mu_\alpha \boxplus \mu_\beta\), which is listed in the following Theorem.

**Theorem F.7 (The second part of Theorem 2.6 of \[38\]):** Suppose that Assumption E.1 holds. If the density of \(\mu_\alpha \boxplus \mu_\beta\) is denoted by \(\rho\), we have the following facts:

(i) \(\rho\) is continuous on \(\mathbb{R}\) and \(\{x \in (0, \infty) : \rho(x) > 0\} = [\lambda_-, \lambda_+]\).

(ii) There exists a constant \(C > 0\) such that for all \(x \in [\lambda_-, \lambda_+]\),
\[
C^{-1} \leq \frac{\rho(x)}{\sqrt{(\lambda_+ - x)(x - \lambda_-)}} \leq C.
\] (F.6)

The following lemma provides the Nevanlinna-Pick representation of the \(L\)-function defined in (F.1) and the \(\Omega\)-functions associated with the subordination functions defined in (B.12).

**Lemma F.8 (Lemma 6.2 of \[38\]):** Suppose that \(\mu_\alpha\) and \(\mu_\beta\) satisfy Assumption E.1. Then there exists unique Borel measures \(\hat{\mu_\alpha}\) on \(\mathbb{R}^+\) such that the followings hold
\[
L_\alpha(z) = 1 + m_{\hat{\mu_\alpha}}(z),
\]
\[
\hat{\mu_\alpha}(\mathbb{R}_+) = \text{Var}_\alpha = \int_{\mathbb{R}_+} x^2 \mu_\alpha(x) - 1, \quad (F.7)
\]
\[
\text{supp } \hat{\mu_\alpha} = \text{supp } \mu_\alpha.
\]

Similar results hold true if we replace \(\alpha\) with \(\beta\).

To characterize the behavior of \(S_{\alpha\beta}, T_\alpha,\) and \(T_\beta\), we need the following lemma. Its proof is similar to those as in equations of [7, Corollary 3.10] and we omit the details here. Given \(\eta^* > \tau^{-1}\), we denote the parameter set \(S^*\) as
\[
S^* := \{\eta \leq \eta^*, \lambda_0 \leq \lambda_\eta \leq \eta^*\},
\] (F.8)
where \(\eta^* := \max\{\tau^{-1}, \upsilon\}\) and \(\upsilon\) is defined in (F.3).

**Lemma F.9:** Suppose Assumption E.1 holds. For \(z \in S^*\), we have
\[
L_\alpha'(\Omega_\beta(z)) \sim M_\alpha'(\Omega_\beta(z)) \sim 1,
\]
\[
L_\beta'(\Omega_\alpha(z)) \sim M_\beta'(\Omega_\alpha(z)) \sim 1,
\]
\[
|\Omega_\alpha'(z)| \sim |z - \lambda_+|^{-1/2},
\]
\[
|\Omega_\beta'(z)| \sim |z - \lambda_-|^{-3/2}.
\] (F.9)

Similar results hold true if we swap \(\alpha\) and \(\beta\) are swapped. Moreover, we have
\[
m_\alpha' \boxplus m_\beta'(z) \sim \frac{1}{|z - \lambda_+|^{1/2}},
\]
\[
m_\alpha'' \boxplus m_\beta''(z) \sim \frac{1}{|z - \lambda_-|^{3/2}}. \quad (F.10)
\]

Finally, we summarize the properties of \(S_{\alpha\beta}, T_\alpha,\) and \(T_\beta\) around the edges (and far away from bulk) in the following lemma. The proof is similar to [7, Corollary 3.11] and we refer readers with interest to the proof therein.

**Lemma F.10:** Suppose Assumption E.1 holds. Then we have

(i) For \(z \in S^*\), we have uniformly that
\[
\text{Im } \Omega_\alpha(z) \sim \text{Im } \Omega_\beta(z) \sim \text{Im } M_{\mu_\alpha \boxplus \mu_\beta}(z)
\]
\[
\sim \text{Im } m_{\mu_\alpha \boxplus \mu_\beta}(z)
\]
\[
\sim \left\{ \begin{array}{ll}
\frac{\sqrt{\kappa + \eta}}{\sqrt{\kappa + \eta}} & \text{if } E \in [\lambda_-, \lambda_+], \\
\frac{\eta}{\sqrt{\kappa + \eta}} & \text{if } E \notin [\lambda_-, \lambda_+].
\end{array} \right.
\] (F.11)

(ii) We have
\[
S_{\alpha\beta}(z) \sim \sqrt{\kappa + \eta},
\] (F.12)
\[
|T_\alpha(z)| \leq C, \quad |T_\beta(z)| \leq C,
\]
uniformly for \(z \in S^*\) for some constant \(C > 0\).

(iii) For \(z \in S^*\), we also have
\[
T_\alpha(z) \sim 1, \quad T_\beta(z) \sim 1. \quad (F.13)
\]

With the above preparations, we are ready to prove Lemma F.2.
B. Proof of Lemma F.2

In the proof of Lemma F.2, we need the following lemma.

**Lemma F.11:** Suppose $\mu_\alpha, \mu_\beta, \mu_A$ and $\mu_B$ satisfy Assumptions E.1 and E.2. For a fixed large constant $c_0 > 10$ and $n_0 > 0$, let $z \in D$ with

$$D := D_{\text{in}} \cup D_{\text{out}},$$

where

$$D_{\text{in}} := \{ z : \lambda_+ - \tau \leq E \leq \lambda_+ + n^{-2/3+\epsilon}, n^{-2/3+\epsilon} \leq n \leq n_0 \},$$

$$D_{\text{out}} := \{ z : n^{-2/3+\epsilon} + \lambda_+ \leq E \leq \tau^{-1}, 0 < n \leq n_0 \}.$$

Here $\epsilon$ is defined in (E.8). Then, there exists some constant $C > 0$ so that when $n$ is sufficiently large, the following statements hold.

(i) For all $z \in D$, we have

$$|\Omega_A(z) - \Omega_\alpha(z) + \Omega_B(z) - \Omega_\beta(z)| \leq C \frac{n^{-2/3+\epsilon}}{|z - \lambda_+|} \leq n^{-1/2+(1-\epsilon)/2} \epsilon.$$

(ii) For all $z \in D_{\text{out}}$, we have

$$|\Im \Omega_A(z) - \Im \Omega_\alpha(z) + |\Im \Omega_B(z) - \Im \Omega_\beta(z)| \leq C \frac{n^{-2/3+\epsilon} \Im (\Omega_\alpha(z) + \Omega_\beta(z)) + \eta}{|z - \lambda_+|}.$$

The proof of this lemma is postponed after completing the proof of Lemma F.2. Note that the domain considered in this lemma is more general than $S(1/4, \tau)$. With this lemma, we proceed to prove Lemma F.2.

**Proof of Lemma F.2:** We choose $\eta_0$ such that $\eta_0 > \tau^{-1}$ and $\eta_0 \leq \eta^*$; that is, $S' \subset D \cap S^*$. Since $S' \subset D$, (i) follows directly from Lemmas F.3 and F.11. We now prove (ii). We will need the following identities (for instance see [38, equations (2.15) and (2.16)])

$$zm_{\mu_A \otimes \mu_B}(z) = \Omega_B(z)m_{\mu_A}(\Omega_B(z)),$$

and

$$\Im zm_{\mu_A \otimes \mu_B}(z) = \Im \Omega_B(z) \int \frac{x}{|x - \Omega_B(z)|^2} d\mu_A(x).$$

For the approximation of $\Im zm_{\mu_A \otimes \mu_B}(z)$ in (ii), we first see that

$$\Im zm_{\mu_A \otimes \mu_B}(z) = \Im \Omega_B(z) \int \frac{x}{|x - \Omega_B(z)|^2} d\mu_A(x) \sim \Im \Omega_B(z),$$

where we used (i) in the last step. Specifically, we use the facts that

$$\inf_{z \in \mathbb{C}^+} \text{dist}(\Omega_B(z), \text{supp}\mu_A) \geq k,$$

and $k \leq |\Omega_B(z)| \leq K$ for $0 < k \leq K$ so that

$$\int \frac{x}{|x - \Omega_B(z)|^2} d\mu_A(x)$$

is of order 1. By (F.15) in Lemma F.11, for $z = E + i\eta$ and $\kappa = |E - \lambda_+|$, we claim that $\Im \Omega_B(z)$ enjoys the same asymptotic as $\Im \Omega_\beta(z)$ due to the following bound:

$$|\Omega_\beta(z) - \Omega_B(z)| \leq C \frac{n^{-2/3+\epsilon}}{\sqrt{k + \eta}}.$$

Indeed, note that $|z - \lambda_+| = \sqrt{k + \eta^2}$ and $\eta, \kappa \geq 0$. When $3\kappa \leq \eta$, we have that

$$|z - \lambda_+| \geq \sqrt{k + \eta^2} - 2\kappa \eta = \eta - \kappa$$

where

$$\frac{1}{2} (\eta + \kappa) + \frac{1}{2} n - \frac{3}{2} \kappa \geq \frac{1}{2} (\eta + \kappa).$$

Similarly, when $3\kappa > \eta$, by switching the role of $\kappa$ and $\eta$, we get the desired bound. More discussion of $|\Omega_\beta(z) - \Omega_B(z)|$ can be found in Remark F.12. Since

$$\Im (zm_{\mu_A \otimes \mu_B}(z)) = \eta \int \frac{x}{|x - z|^2} d\mu_A \otimes \mu_B(x)$$

$$\sim \eta \int \frac{1}{|x - z|^2} d\mu_A \otimes \mu_B(x) = \Im m_{\mu_A \otimes \mu_B}(z),$$

where the approximation $\sim$ holds since $x$ is bounded by $\eta$ of Assumption E.1. We hence conclude the proof of (ii).

For (iii), we prove it via comparing $S_{AB}(z)$ and $S_{\alpha\beta}(z)$:

$$|S_{\alpha\beta}(z) - S_{AB}(z)|$$

$$\leq \left( |L'_B(\Omega_\alpha(z))| L_\beta(\Omega_\alpha(z)) - L_B(\Omega_B(z)) \right) + L_\beta(\Omega_\alpha(z)) |L'_\alpha(\Omega_\beta(z)) - L_B(\Omega_B(z))|.$$

Since $z$ is bounded from above and below, and due to the control of $L'_B(\Omega_\alpha(z))$ in (F.9), we only need to control $L'_B(\Omega_B(z))$. Let $L'_B(\Omega_B(z)) - L'_B(\Omega_\beta(z))$ be the right hand side term by term. Note that by definition, for a probability measure supported on $(0, \infty)$, we have

$$L'_B(z) = \left( \frac{1}{z} - \frac{1}{z(zm_{\mu_B}(z) + 1)} \right)'$$

$$= \frac{1}{z^2} + \frac{1}{z^2} \left( zm_{\mu_B}(z) + 1 \right)'$$

and

$$zm_{\mu_B}(z) + 1 = \frac{1}{1 - M_{\mu_B}(z)}.$$

Therefore, the first term $|L'_B(\Omega_\alpha(z)) - L_B(\Omega_B(z))|$ becomes

$$|L'_B(\Omega_\alpha(z)) - L_B(\Omega_B(z))|$$

$$= \left( \frac{1}{|\Omega_\alpha(z)|^2} \right)^2 \left( |zm_{\mu_B}(\Omega_\alpha(z)) + 1|^{-2} \int \frac{x^2}{(z - \Omega_\alpha(z))^2} d\mu_B(z) \right)$$

$$- \left( |zm_{\mu_B}(\Omega_\alpha(z)) + 1|^{-2} \int \frac{x^2}{(z - \Omega_\alpha(z))^2} d\mu_B(x) \right)$$

$$= |C_B(z) - C_{\alpha\beta}(z)| \left( \frac{1}{|\Omega_\alpha(z)|^2} \right)^2,$$

where

$$C_B(z) := (\Omega_\alpha(z)m_{\mu_B}(\Omega_\alpha(z)) + 1)^{-2} \int \frac{x^2}{(z - \Omega_\alpha(z))^2} d\mu_B(z),$$

$$C_{\alpha\beta}(z) := (\Omega_\alpha(z)m_{\mu_\beta}(\Omega_\alpha(z)) + 1)^{-2} \int \frac{x^2}{(z - \Omega_\alpha(z))^2} d\mu_\beta(x).$$
We claim that
\[ |C_B(z) - C_\beta(z)| \leq C [L(\mu_A, \mu_\alpha) + L(\mu_B, \mu_\beta)] \tag{F.26} \]
for some \( C > 0 \). To simplify the notations, denote
\[ d := L(\mu_A, \mu_\alpha) + L(\mu_B, \mu_\beta), \tag{F.27} \]
\[ C_{\beta \beta}(z) := (\Omega_\alpha(z)m_B(\Omega_\alpha(z)+1)^{-2} \int \frac{x^2}{(x-\Omega_\alpha(z))^2} \, \text{d}\mu_\beta(x). \]

By the triangle inequality and (F.4), for some constant \( C_1 > 0 \), we have
\[ |C_B(z) - C_\beta(z)| \leq |C_B(z) - C_B(z)| + |C_\beta(z) - C_\beta(z)| \leq C_1 d + C'' |m_\mu_\alpha(\Omega_\alpha(z)) - m_B(\Omega_\alpha(z))|. \tag{F.28} \]

We claim that for some constant \( C'' > 0 \), we have
\[ |m_\mu_\alpha(\Omega_\alpha(z)) - m_B(\Omega_\alpha(z))| \leq C'' d. \tag{F.29} \]

Indeed, note that it follows from Lemma E.4 by letting \( f(x) := \frac{1}{x-\Omega_\alpha(z)}. \) Here we also use (iv) of Assumption E.2 and Lemma F.3. Therefore, we find that \( |C_B(z) - C_\beta(z)| \leq C d \) for some constant \( C > 0 \). By (i) of Lemma F.3, we get the claim (F.26).

For the second term, we claim that
\[ |L_B'(\Omega_A(z)) - L_B'(\Omega_\alpha(z))| \leq C |\Omega_A(z) - \Omega_\alpha(z)| \tag{F.30} \]
for some constant \( C > 0 \). By a direct expansion, we have
\[ L_B(\Omega_A(z)) - L_B'(\Omega_\alpha(z)) = \int \frac{C_A(x)x^2}{(x-\Omega_A(z))^2} - \frac{C_\beta(x)x^2}{(x-\Omega_\alpha(z))^2} \, \text{d}\mu_B(x) \]
\[ = \int \frac{x^2 [C_A(z)\Pi_1 - (C_\beta(z) - C_A(z))(x - \Omega_\alpha(z))^2]}{(x - \Omega_A(z))^2(x - \Omega_\alpha(z))^2} \, \text{d}\mu_\beta(x) \]
where
\[ C_A(z) := \frac{1}{\Omega_A(z)(\Omega_\alpha(z)m_B(\Omega_\alpha(z)+1)^2}, \]
\[ C_\beta(z) \text{ is similarly defined by replacing } \Omega_A(z) \text{ with } \Omega_\alpha(z), \text{ and } \]
\[ \Pi_1(z) := (x - \Omega_\alpha(z))^2 - (x - \Omega_A(z))^2. \tag{F.32} \]

By a discussion similar to (F.26) (recall that \( C_\beta(z) \) is bounded), we find that both \( C_A(z) \) and \( \int \frac{x^2 [C_A(z)\Pi_1 - (C_\beta(z) - C_A(z))(x - \Omega_\alpha(z))^2]}{(x - \Omega_A(z))^2(x - \Omega_\alpha(z))^2} \, \text{d}\mu_B(x) \)
are bounded. By (i) of Proposition F.2, (F.15) and a discussion similar to (F.4), when \( n \) is sufficiently large, there exists some constant \( C_1 > 0 \) such that \( |C_A| \leq C_1 \) and \( |C_\alpha| \leq C_1 \). Moreover,
\[ C_A - C_\alpha = C_A C_\alpha \left[ (\Omega_\alpha(z)m_B(\Omega_\alpha(z)+1)^2 \right. \]
\[ - (\Omega_A(z)m_B(\Omega_A(z)+1)^2) \]
\[ - (\Omega_\alpha(z)m_B(\Omega_\alpha(z)+1)^2) \right] \]
which is controlled by \( |C_A - C_\alpha| \leq C_2 |\Omega_\alpha(z) - \Omega_A(z)| \) for some constant \( C_2 > 0 \). By putting the above together, we have shown (F.30).

By the above two bounds, (F.26) and (F.30), we have
\[ |L_B'(\Omega_A(z)) - L_B'(\Omega_\alpha(z))| \leq C d + |\Omega_A(z) - \Omega_\alpha(z)| \tag{F.33} \]
for some \( C > 0 \), which, by (F.18) and Assumption E.2, is sufficiently small when \( n \) is sufficiently large. Indeed, note that in \( S' \), \( \sqrt{\eta} + n \geq n^{-1/2} + \tau \), and hence \( |\Omega_A(z) - \Omega_\alpha(z)| \leq n^{-1/2} + \tau \) when \( n \to \infty \). A direct consequence is that when \( n \) is sufficiently large,
\[ L_A'(\Omega_B(z)) \sim L_A'(\Omega_\beta(z)). \tag{F.34} \]

To finish the proof, note that
\[ |S_{AB}(z) - S_{\alpha \beta}(z)| \tag{F.35} \]
\[ = |z^2[L_A'(\Omega_B(z))L_A'(\Omega_\alpha(z)) - L_\beta'(\Omega_\alpha(z))] \]
\[ + L_\beta'(\Omega_\alpha(z))[L_A'(\Omega_B(z)) - L_\beta'(\Omega_\alpha(z))]|. \]

By the boundedness assumption of \( z \), (F.33), (F.34), and (ii) of Lemma F.10, we conclude that \( S_{AB}(z) \sim S_{\alpha \beta}(z) \sim \sqrt{\eta + \eta} \).

The bounds for \( T_A \) and \( T_B \) follow the same argument for \( S_{AB} \), so we only indicate the key steps and omit the details. In brief, the upper bounds for \( T_A \) and \( T_B \) follow directly from Lemmas F.3 and F.11 together with their definitions. For the lower bounds, we use the same argument as in (F.35) to obtain
\[ |T_A(z) - T_A(z)| = o(1), \]
so that \( T_A(z) \sim 1 \) as \( T_A(z) \sim 1 \) from (F.13).

Finally, we prove (iv). Applying \( \frac{z^2}{z} \) to the subordination equations (F.2) with \( \alpha \) and \( \beta \) replaced by \( A \) and \( B \), we have
\[ \left( \begin{array}{c} L_A'(\Omega_B(z)) \\ L_\beta'(\Omega_\alpha(z)) \end{array} \right) \left( \begin{array}{c} \Omega_A(z) \\ \Omega_\beta(z) \end{array} \right) = \frac{1}{z} \left( \begin{array}{c} \Omega_A(z) \\ \Omega_\beta(z) \end{array} \right). \tag{F.36} \]

Noting that since the determinant of the \((2 \times 2)\)-matrix on the left-hand side is \( S_{AB}(z) \), we have
\[ \left( \begin{array}{c} \Omega_A(z) \\ \Omega_\beta(z) \end{array} \right) = \frac{1}{zS_{AB}(z)} \left( \begin{array}{c} 1 \\ zL_\beta'(\Omega_\alpha(z)) \end{array} \right) \left( \begin{array}{c} 1 \\ zL_A'(\Omega_A(z)) \end{array} \right) \left( \begin{array}{c} \Omega_A(z) \\ \Omega_\beta(z) \end{array} \right). \]

We claim that the entries of the matrix and the vector on the right-hand side can be bounded by combining Lemmas F.3 and F.11. Specifically, by (i) of Lemma F.3 and (i) of Lemma F.11, we find that \( \Omega_A \) and \( \Omega_B \) are bounded from above and below. Recall that by (F.34), \( L_A'(\Omega_B(z)) \) is bounded. Further, \( z \) is bounded since \( z \in S' \). Therefore, \( S_{AB}(z) \sim \sqrt{\kappa + \eta} \) implies
\[ \Omega_\alpha'(z), \Omega_B'(z) \leq (\kappa + \eta)^{-1/2} \]
by (F.36). Finally, for \( S_{AB}'(z) \), by definition, we immediately have
\[ S_{AB}'(z) = \frac{2}{z} (S_{AB}(z) + 1) + z^2 L_A'(\Omega_A(z))L_A'(\Omega_B(z)) + z^2 L_\beta'(\Omega_\alpha(z)L_A'(\Omega_B(z))L' \beta'(\Omega_B(z)), \tag{F.37} \]

To control the first term, since \( z, \kappa \) and \( \eta \) are bounded above, by (iii) of Lemma F.2, we find that
\[ \frac{2}{z} (S_{AB} + 1) = O(1). \]

For the other terms, by a discussion similar to the proof of (ii) and (iii) using the first and second derivatives of \( L \) and Lemma F.9, we find that both \( z^2 L_A'(\Omega_A(z)L_A'(\Omega_B(z)) \)
and \( L_\beta'(\Omega_\alpha(z)L_A'(\Omega_B(z)) \) are bounded. Then we conclude the proof using the first two terms in (iv) of Lemma F.2. \( \square \)
Remark F.12: We mention that when \( \epsilon_L \) defined in (E.2) is sufficiently small so that \( \epsilon_L = \epsilon < \tau \), (F.18) can be further bounded so that the proof of the local law [7, equation (2.18)] can be directly carried out; that is, we can bound \( \frac{n^{-2/3+\epsilon}}{\sqrt{\kappa+\eta}} \) by
\[
\frac{n^{-2/3+\epsilon}}{\sqrt{\kappa+\eta}} \lesssim \left\{ \begin{array}{ll}
\sqrt{\frac{\kappa+\eta}{\kappa+\tau}} & \text{if } E \in \text{supp } \mu_A \Box \mu_B, \\
\frac{\eta}{\sqrt{\kappa+\tau}} & \text{if } E > \text{supp supp } \mu_A \Box \mu_B 
\end{array} \right.
\]
so that
\[
|\Omega_\alpha(z) - \Omega_B(z) | \lesssim \left\{ \begin{array}{ll}
\sqrt{\frac{\kappa+\eta}{\kappa+\tau}} & \text{if } E \in \text{supp } \mu_A \Box \mu_B, \\
\frac{\eta}{\sqrt{\kappa+\tau}} & \text{if } E > \text{supp supp } \mu_A \Box \mu_B. 
\end{array} \right.
\]
Indeed, if \( E \) is away from the right-edge of the support of \( \mu_A \Box \mu_B \) or into the bulk of \( [\lambda_-, \lambda_+] \), by (E.3), we indeed have that \( \kappa = O(1) \), since \( n^{-2/3+\epsilon} \leq \eta \) due to the assumption that \( \epsilon_L < \tau \), the estimates follow. If \( E \) is near the edge, i.e. \( \kappa \) is of order \( n^{-2/3} \) or smaller, since \( \eta = O((n^{-2/3}) \), it holds true. The other cases hold by the same argument.

Finally, we sketch the proof of Lemma F.11.

Sketch proof of Lemma F.11: The proof strategy is similar to that of [7, Lemma 3.12], which relies on the following two lemmas. We start with some specific \( z \) when \( \eta \) is large and use a bootstrapping argument to extend to the whole domain \( D \). We omit further details but only list the lemmas for the reader’s convenience.

Lemma F.13: There exists \( \eta_0 > 0 \) so that for \( z \in \mathbb{C}^+ \) with \( \text{Re } z \in [\lambda_+, \tau, \tau^{-1}] \) and \( \text{Im } z = \eta_0 \), we have
\[
\begin{align*}
|\Omega_\alpha(z) - \Omega_A(z) | & \leq 2 \| r(z) \|, \\
|\Omega_\beta(z) - \Omega_B(z) | & \leq 2 \| r(z) \|
\end{align*}
\]
where \( r(z) := (r_A(z), r_B(z)) \) and \( r_A(z) \) and \( r_B(z) \) are defined as
\[
\begin{align*}
\begin{alignat*}{2}
r_A(z) & := & \frac{M_\alpha(\Omega_B(z)) - M_\alpha(\Omega_A(z))}{\Omega_B(z)} \\
r_B(z) & := & \frac{M_\beta(\Omega_A(z)) - M_\beta(\Omega_A(z))}{\Omega_A(z)}
\end{alignat*}
\end{align*}
\]
respectively.

The proof of the first lemma is similar to [5, Lemma 4.2] and we omit the details here. The second lemma provides the bootstrapping part. Its proof is similar to [7, Lemma 3.13] and we omit the details here.

Lemma F.14: Consider \( z_0 = E + i \eta_0 \in D \), where \( \eta_0 \) is described in Lemma F.13. Suppose there exists a function \( q = q(z) > 0 \) so that
\[
|\Omega_\alpha(z_0) - \Omega_A(z_0) | \leq q, \quad |\Omega_B(z_0) - \Omega_\beta(z_0) | \leq q,
\]
with \( q = o(1) \) and \( S_{\alpha\beta}(z_0)q = o(1) \) when \( n \to \infty \) uniformly in \( z \in D \). Then, we have
\[
|\Omega_\alpha(z_0) - \Omega_A(z_0) | + |\Omega_B(z_0) - \Omega_\beta(z_0) | \leq \frac{C \| r(z_0) \|}{|S_{\alpha\beta}(z_0)|},
\]
with some constant \( C > 0 \) independent of \( n \) and \( z_0 \). □
By the second fact of Lemma F.7, i.e. the square root behavior of $\nu_{xy}$, we find that

$$\nu_{xy}((\gamma_{\nu_{x}}, \mathbb{E} \mathbb{u}_y(j), \lambda_{x} + n^{-2/3 + 10\epsilon}) = \nu_{xy}((\gamma_{\nu_{x}}, \mathbb{E} \mathbb{u}_y(j), \lambda_{x})$$

$$\sim (\lambda_{x} - \gamma_{\nu_{x}}(j))^{1/2},$$

which leads to $|\gamma_{\nu_{x}}(j) - \lambda_{x}| \leq Cn^{-4/9 + 2\epsilon/3}$. This concludes our proof.

**APPENDIX H**

**VERIFICATION OF REMARKS III.4 AND III.6**

A. Proof of Remark III.4

We prove (III.7) by contradiction. Suppose that there exists an $i$ such that

$$|\lambda_{i+1}(W_{x}) - \gamma_{\nu_{x}}(i)| \leq \frac{C \log n}{n}. \quad (H.1)$$

Let $z = \lambda_{i+1}(W_{x}) + i\eta_{0}$, where $\eta_{0} = n^{-1+\delta}$ and $\delta > 0$ is an arbitrary small constant. By Lemma A.7, it is easy to see that

$$\text{Im} m_{\nu_{x}}(z) \sim \sqrt{|\lambda_{i+1}(W_{x}) - \gamma_{\nu_{x}}(1)|} + \eta_{0}. \quad (H.2)$$

First of all, we consider the case $i = O(n^{1-\theta})$, where $\theta > 0$. Since $\gamma_{\nu_{x}}(i) - \gamma_{\nu_{x}}(i+1) \sim n^{-1}$, by Corollary III.3 and (H.2), we find that

$$\text{Im} m_{\nu_{x}}(z) \leq n^{-\theta/2}.$$  

On the other hand, by the definition of Stieltjes’s transform, we deduce that

$$\text{Im} m_{\nu_{x}}(z) \geq \frac{1}{n \eta_{0}} = n^{-\delta}.$$  

Due to the arbitrariness of $\delta$, it is a contradiction if we let $\delta = \frac{\theta}{4}.$

Second, we consider the case when $\theta = 0$ and $i$ is of order $n$. Since $\lambda_{j}(W_{x})$, $j = 2, 3, \ldots, n$, are bounded with high probability, we claim that for any integer $i_{0} = o(n)$, $\lambda_{j}(W_{x}) - \lambda_{j+1}(W_{x}) \leq Cn^{-1}\log n$ for $i_{0} \leq j \leq i_{0} + C_{1} n$, for some $C_{1} \leq 1$. Indeed, note that if $\lambda_{j}(W_{x}) - \lambda_{j+1}(W_{x}) \leq Cn^{-1}\log n$, we have $\lambda_{i_{0}}(W_{x}) - \lambda_{i_{0}+C_{1} n}(W_{x}) \leq \sqrt{\log n}$, which is a contradiction to the boundedness of $\lambda_{j}(W_{x})$. Consequently, (H.1) will hold for $i_{0} \leq j \leq i_{0} + C_{1} n$ as $\gamma_{\nu_{x}}(j) - \gamma_{\nu_{x}}(j+1) \sim n^{-1}$. Let $z_{0} = \lambda_{2}(W_{x}) + i\eta_{0}$, where $\eta_{0}$ is to be chosen later. One one hand, by Lemma A.7 and Corollary III.3, we find that

$$\text{Im} m_{\nu_{x}}(z_{0}) \geq C_{2}\sqrt{n^{-1/9 + 2\delta} + \eta_{0}}, \quad (H.3)$$

for some constant $C_{2} > 0$. On the other hand, let $m_{1}(z) = \frac{1}{n} \sum_{k=1}^{n} \frac{\lambda_{k}(W_{x}) - \gamma_{\nu_{x}}(k)}{\eta_{0}}$ by the definition of Stieltjes transform and the assumption $i_{0} = o(n)$, we have

$$|m_{1}(z_{0}) - m_{\nu_{x}}(z_{0})| \leq \frac{C_{1}}{n} \sum_{k=i_{0}}^{i_{0}+C_{1} n} \frac{\lambda_{k}(W_{x}) - \gamma_{\nu_{x}}(k)}{\eta_{0}}$$

$$\leq C_{2} \log n \eta_{0}.$$  

We now choose $\eta_{0} > 1$ to be a sufficiently large constant and $|m_{1}(z_{0}) - m_{\nu_{x}}(z_{0})| \leq Cn^{-1} \log n\eta_{0}^{-1}$. Consequently, by (H.3), we shall have that $\text{Im} m_{1}(z_{0}) \geq C_{2}\sqrt{\eta_{0}}$. However, by (II.5), we find that

$$\text{Im} m_{1}(z) \leq \frac{1}{\eta_{0}}.$$  

This leads to a contradiction as $\eta_{0} > 1$ is a large constant.

B. Proof of Remark III.6

First of all, we get from the definition of $S_{xy}$ that

$$S_{xy} = n^{-2}(n^{-1}D_{x})^{-1}S_{0}^{2}(n^{-1}D_{y})^{-1}$$

$$+ n^{-2}(n^{-1}D_{x})^{-1}(W_{x} - S_{0})(W_{y} - S_{0})(n^{-1}D_{y})^{-1}$$

$$+ n^{-2}(n^{-1}D_{x})^{-1}S_{0}(W_{y} - S_{0})(n^{-1}D_{y})^{-1}$$

$$+ n^{-2}(n^{-1}D_{x})^{-1}(W_{x} - S_{0})S_{0}(n^{-1}D_{y})^{-1}.$$  

By Weyl’s inequality and a discussion similar to (IV.25), we conclude from Theorem III.2 that the second part of the above equation satisfies

$$\|n^{-2}(n^{-1}D_{x})^{-1}(W_{x} - S_{0})(W_{y} - S_{0})(n^{-1}D_{y})^{-1}\|$$

$$= O_{\prec}(n^{-4}),$$

$$\|n^{-2}(n^{-1}D_{x})^{-1}S_{0}(W_{y} - S_{0})(n^{-1}D_{y})^{-1}\| = O_{\prec}(n^{-3/2}),$$

$$\|n^{-2}(n^{-1}D_{x})^{-1}(W_{x} - S_{0})S_{0}(n^{-1}D_{y})^{-1}\| = O_{\prec}(n^{-3/2}),$$

where we use the fact that the top eigenvalue of $S_{0}$ is $f(2)n$. We also conclude from Lemma IV.5 that

$$\lambda_{1}(n^{-2}(n^{-1}D_{x})^{-1}S_{0}^{2}(n^{-1}D_{y})^{-1}) \to 1$$

in probability. As a consequence, we conclude from Weyl’s inequality that

$$\lambda_{1}(S_{xy}) \to 1.$$  
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