Abstract: Here, we study a quantum fermion field in rigid rotation at finite temperature on anti-de Sitter space. We assume that the rotation rate $\Omega$ is smaller than the inverse radius of curvature $\ell^{-1}$, so that there is no speed of light surface and the static (maximally-symmetric) and rotating vacua coincide. This assumption enables us to follow a geometric approach employing a closed-form expression for the vacuum two-point function, which can then be used to compute thermal expectation values (t.e.v.s). In the high temperature regime, we find a perfect analogy with known results on Minkowski space-time, uncovering curvature effects in the form of extra terms involving the Ricci scalar $R$. The axial vortical effect is validated and the axial flux through two-dimensional slices is found to escape to infinity for massless fermions, while for massive fermions, it is completely converted into the pseudoscalar density $-i\bar{\psi}\gamma^5\psi$. Finally, we discuss volumetric properties such as the total scalar condensate and the total energy within the space-time and show that they diverge as $[1 - (\ell^2\Omega^2)^{-1}]$ in the limit $\Omega \to \ell^{-1}$.
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1. Introduction

One of the deepest and most fundamental results of quantum field theory in curved space-time is the Unruh effect [1–5]. Let us describe this effect in terms of the canonical quantization of a free quantum field. In canonical quantization, the field is decomposed with respect to an orthonormal basis of mode solutions of the classical field equation. On a static space-time possessing a global time-like Killing vector, it is natural to employ mode solutions which have a definite frequency, in other words to perform a Fourier transform of the field with respect to the time coordinate defined by the Killing vector. The basis of mode solutions is split into “positive” and “negative” frequency modes. Upon quantization, the coefficients of the modes in the field expansion are promoted to operators, the coefficients of positive frequency modes corresponding to annihilation operators and the coefficients of negative frequency modes corresponding to creation operators. The natural vacuum state is then that state which is annihilated by all the annihilation operators.

On global Minkowski space-time, an inertial observer will define a vacuum state via the above process, using their proper time as the time coordinate. The vacuum thus constructed is the Minkowski vacuum, being the same for all inertial observers. Consider instead an observer uniformly accelerating in Minkowski space-time. Such an observer can follow the standard canonical quantization procedure, using their proper time as the time coordinate, and hence construct a vacuum state. The crux of the Unruh effect is that the vacuum state constructed by the accelerating observer (which we call the Rindler vacuum) is not the global Minkowski vacuum. Since the inertial and accelerating observers do not agree on the definition of the vacuum state, they also do not agree on the notion of a “particle”.
The properties of the Rindler and Minkowski vacua are the same for both bosonic and fermionic fields [6]. Our interest in this paper is free quantum fields, but the effect can be proven to also apply to general interacting quantum fields [7–9]. In particular, the Minkowski vacuum contains a thermal distribution of Rindler particles, with the temperature proportional to the proper acceleration of the linearly accelerating observer. While the Unruh effect occurs in flat Minkowski space-time, there is a compelling analogy with quantum states on static black hole space-times [9–11]. In this analogy, the role of a linearly accelerating observer is played by a static observer outside the black hole event horizon; the corresponding vacuum state is the Boulware state [12,13]. In a static black hole space-time, an inertial observer is freely-falling and the corresponding vacuum state is the Hartle-Hawking state [14]. The Hartle-Hawking state contains a thermal distribution of particles relative to the Boulware state, in direct analogy to the properties of the Rindler and Minkowski vacua. In the black hole case, the thermal particles are produced due to the Hawking effect [15,16].

The Unruh effect as described above is associated with uniform linear acceleration in flat space-time. Alternatively, one may consider a rotating observer, having uniform circular motion about an axis in Minkowski space-time. Such an observer is accelerating, but it is the direction of their velocity rather than its magnitude which is changing. A natural question then arises: is the vacuum state defined by a rotating observer the same as the global Minkowski vacuum? Answering this question is surprisingly subtle and depends on the nature of the quantum field under consideration.

For the simplest type of free quantum field, a quantum scalar field, the nonrotating and rotating vacua are identical [17,18], but for a quantum fermion field, there are two inequivalent quantizations. The usual nonrotating vacuum state can be constructed following the standard quantization procedure [19]. Employing an alternative quantization procedure [20] leads to a rotating vacuum state (which is not the same as the nonrotating vacuum state [21]). This difference in the behaviour of bosonic and fermionic fields arises in the canonical quantization procedure leading to the definition of vacuum states. For a boson field, the split of field modes into “positive” and “negative” frequencies is constrained by the fact that, in order to obtain a consistent quantization, positive frequency modes must have a positive “norm”, while negative frequency modes must have a negative “norm”. In contrast, for a fermion field, all field modes have positive norm, which means that there is greater freedom to define positive and negative frequency modes. Thus, as seen above, it is possible to define quantum states for a fermion field which have no analogue for a boson field.

We have already discussed how the Unruh effect for linear acceleration yields insights into the definition and properties of quantum states on nonrotating black hole space-times. To explore the analogy between rotating states in Minkowski space-time and quantum states on rotating black holes, one first needs to consider rigidly-rotating thermal states in flat space-time. Considering first a quantum scalar field, rigidly-rotating thermal states are ill-defined everywhere in unbounded Minkowski space-time [19,22]. For a quantum fermion field, rigidly-rotating thermal states can be defined on the unbounded space-time [21]. Expectation values of observables in these states are regular on the axis of rotation and everywhere inside a cylindrical surface, known as the speed-of-light (SLS) surface. The SLS is defined as the surface on which an observer travelling with uniform angular speed in a circle centred on the axis of rotation must travel with the speed of light. For rigidly-rotating thermal states of fermions, expectation values diverge as the SLS is approached [21].

As pointed out by Vilenkin [19], the spin-orbit coupling inherent at the level of the Dirac equation leads to a nonvanishing flux of neutrinos (particles with left-handed chirality) directed along the macroscopic vorticity of the fermionic fluid. This connection between chirality flux and vorticity is now understood as the chiral vortical effect [23], which states that in a system with nonvanishing local vorticity \( \omega \), an axial (chirality) charge current is generated via the constitutive relation \( J_A = \sigma^A_\omega \omega \), where \( \sigma^A_\omega \) is the axial...
vortical conductivity. This constitutive relation, believed to stem from the chiral and gravitational anomalies [24], forms the basis of dissipationless anomalous transport and is purely quantum in nature [25].

Regular rigidly-rotating thermal states exist for both boson and fermion fields if, instead of considering the whole of Minkowski space-time, a space-time region inside a cylindrical boundary is studied. If the cylindrical boundary lies within the SLS, the rotating and nonrotating vacua coincide for both scalar and fermion fields [22,26]. In this case rotating and nonrotating thermal states are distinct, but expectation values of observables in both states are regular everywhere inside and on the boundary [22,26]. Similar conclusions hold for a spherical boundary inside the SLS [27].

It may be argued that inserting a time-like boundary into Minkowski space-time is somewhat artificial. For this reason, in this paper we consider anti-de Sitter (adS) space-time. Like Minkowski space-time, adS is maximally symmetric, which simplifies the study of quantum field theory on this background. However, unlike Minkowski space-time, in adS null infinity is a time-like surface. This time-like surface is not directly analogous to the cylindrical boundary in Minkowski space-time; in particular, time-like geodesics do not reach the adS boundary in finite proper time. Some of the features of rotating systems in adS are however the same as those for Minkowski space-time.

Quantum field theory on adS has been studied for many years, starting with the seminal work in [28], where a quantum scalar field is considered and the nonrotating vacuum state constructed. Quantum field theory on adS is complicated by the presence of the time-like boundary at infinity, on which boundary conditions must be imposed [28–33]. For a quantum scalar field, applying either Dirichlet [28,34–36] or Neumann [28,34,37] boundary conditions yields a global vacuum state which, like the global Minkowski vacuum, respects the maximal symmetry of the underlying adS space-time. In recent work, it has been shown that this symmetry is broken if one instead imposes Robin (mixed) boundary conditions on a quantum scalar field [33,38–40]. Maximally-symmetric global vacuum states can also be constructed on adS for fermion and other quantum fields [37,41–43].

In Minkowski space-time, static thermal states, like the Minkowski vacuum, are maximally symmetric. This is not the situation on adS. Instead, thermal radiation tends to “clump” away from the space-time boundary [34,36,44]. For fermion fields, the thermal expectation value (t.e.v.) of the stress-energy tensor (SET) is isotropic and of perfect fluid form [44], but for a scalar field, the t.e.v. of the SET has a nonzero pressure deviator [36]. Further properties of static vacuum and thermal states on adS are explored in [45–50].

What about rotating states on adS? For a quantum scalar field, as on Minkowski space-time, the rotating and nonrotating vacua coincide [51], irrespective of whether or not there is an SLS. In this paper we examine what happens for a quantum fermion field on adS. In particular, we address the following questions:

1. Is the rotating fermion vacuum state distinct from the global static fermion vacuum on adS?
2. Can rigidly-rotating thermal states be defined for fermions on adS?
3. What are the properties of these rigidly-rotating states?

These questions are important because a fuller understanding of rotating states on adS may have implications for the physics of strongly-coupled condensed matter systems, due to the connection between these afforded by the adS/CFT (conformal field theory) correspondence [52,53]. Furthermore, the maximal symmetry of adS allows us to perform a nonperturbative investigation of the effect of curvature on, e.g., the axial vortical effect, previously considered in, for example, Ref. [54].

Our purpose in this paper is to provide comprehensive answers to Questions 1–3 for both massless and massive fermions on adS space-time (preliminary answers to these questions were presented in [55,56]). We restrict our attention to the situation where the rate of rotation $\Omega$ is smaller than the inverse radius of curvature $\ell^{-1}$. This means that there is no SLS, which simplifies the formalism. In particular, we are able to exploit the maximal
symmetry of the underlying adS space-time, even though this is broken by the rotation. After deriving the Kubo-Martin-Schwinger (KMS) relations for two-point functions at finite temperature undergoing rigid rotation, we are able to write the thermal propagator for rotating states as an infinite imaginary-time image sum involving the vacuum propagator. The maximal symmetry allows us to write the vacuum fermion propagator in closed form. This greatly facilitates the computation of t.e.v.s, which are the main focus of our work. Our results confirm known results for the vortical effects, namely the expression for the axial vortical conductivity $\sigma_{A}^\omega$, the vorticity- and acceleration-induced corrections to the energy density and pressure and the circular heat conductivity $\sigma_T^\epsilon$. Furthermore, we uncover curvature corrections to the above quantities which depend on the Ricci scalar $R = -12\ell^{-2}$.

As a natural consequence of the chiral vortical effect, a finite axial flux is induced through the equatorial plane of adS. For massless fermions, we show that due to the conservation of the axial current, this flux originates from the adS boundary corresponding to the southern hemisphere and is transported through the northern hemisphere (defined with respect to the orientation of $\Omega$). Since massive particles cannot reach the adS boundary in finite time, we show that the axial flux through the adS boundaries is exactly zero when considering quanta of nonvanishing mass $M > 0$. In this case, the axial flux generated through the chiral vortical effect is converted gradually into the pseudoscalar condensate $\text{PC} = -i\bar{\psi}\gamma^5\psi$, as required by the divergence equation $\nabla_{\mu}J_{A}^{\mu} = -2M\text{PC}$. Thus, the adS boundary is transparent with respect to the flow of chirality of strictly massless particles, becoming opaque when massive quanta are considered.

Finally, we discuss the total (volume integral) energy and scalar condensate contained within the adS space and show that they diverge as $(1 - \ell^2\Omega^2)^{-1}$ as the rotation parameter $\Omega$ approaches the inverse radius of curvature $\ell^{-1}$.

We begin in Section 2 with a brief review of the geometry of adS and the formalism for the Dirac equation on this curved space-time background. We also use relativistic kinetic theory (RKT) to find the stress-energy tensor (SET) of a rigidly-rotating thermal distribution of fermions. The fermion propagator for rigidly-rotating thermal states is derived in Section 3, using the aforementioned geometric approach. In Sections 4–6 we study the quantum t.e.v.s of the scalar (SC) and pseudoscalar (PC) condensates, the vector (VC) and axial (AC) charge currents and the SET. Our conclusions and further discussion are presented in Section 7. Appendices A–C compile useful relations concerning spinor traces at finite temperature, large temperature summation formulae and some useful properties of the hypergeometric and Bessel functions, respectively.

Throughout this paper, we use Planck units ($\hbar = c = G = k_B = 1$) and the metric signature $(-,+,+,+)$. Our convention for the Levi-Civita symbol is $\epsilon^{0123} = 1/\sqrt{-g}$. The analysis in this paper is restricted to the case of vanishing chemical potential $\mu = 0$.

2. Dirac Fermions on adS

In this section we briefly describe the formalism for the Dirac equation on adS space-time, and also derive the SET for rigidly-rotating fermions using an RKT approach.

2.1. Preliminaries

The line element of adS can be written as:

$$ds^2 = \frac{\ell^2}{\cos^2 \tau} \left(-dt^2 + d\tau^2 + \sin^2 \tau dS_2^2\right),$$  \hspace{1cm} (1)

where $dS_2^2 = d\theta^2 + \sin^2 \theta d\phi^2$ is the line element on the two-sphere of unit radius, $\tau \in (-\infty, \infty)$ is the time coordinate on the covering space of adS, $0 \leq \tau < \pi/2$ is the radial coordinate, and the adS radius of curvature $\ell$ is related to the Ricci scalar and cosmological constant $\Lambda$ by

$$R = 4\Lambda = -\frac{12}{\ell^2}. \hspace{1cm} (2)$$
In Equation (1) we have used dimensionless coordinates $\tilde{t}, \tilde{r}$. Dimensionful time and radial coordinates are defined by

$$t = \ell \tilde{t}, \quad r = \ell \tilde{r}. \quad (3)$$

It is convenient to introduce at this point the orthonormal tetrad of vectors $e_\hat{a} = e_\hat{a}^\mu \partial_\mu$ ($\hat{a} \in \{t, \tilde{t}, \tilde{\varnothing}, \tilde{\varphi}\}$),

$$e_t = \ell^{-1} \cos \tau \partial_{\tau}, \quad e_{\tilde{t}} = \ell^{-1} \cos \tau \partial_{\tau}, \quad e_\tilde{\varnothing} = \frac{\ell^{-1} \partial_\theta}{\tan \tau}, \quad e_\tilde{\varphi} = \frac{\ell^{-1} \partial_\varphi}{\sin \theta \tan \tau}, \quad (4)$$

which satisfies $g_{\mu\nu} e_\hat{a}^\mu e_\hat{b}^\nu = \eta_{\hat{a}\hat{b}} \equiv \text{diag}(-1, 1, 1, 1)$, where $\eta_{\hat{a}\hat{b}}$ is the Minkowski metric. The following set of one-forms,

$$e^i = \frac{\ell \, d\tilde{t}}{\cos \tau}, \quad e^j = \frac{\ell \, d\tilde{r}}{\cos \tau}, \quad e^\varnothing = \ell \tan \tau \, d\theta, \quad e^\varphi = \ell \tan \tau \sin \theta \, d\varphi, \quad (5)$$

is dual to the vector tetrad in Equation (4) in the sense that

$$e^\hat{a}_\mu e^\mu_{\hat{b}} = \delta^\hat{a}_\hat{b}, \quad e^\hat{a}_\mu e^\mu_{\hat{b}} = \delta^\mu_\nu, \quad \eta_{\hat{a}\hat{b}} e^\hat{a}_\mu e^\mu_{\hat{b}} = g_{\mu\nu}. \quad (6)$$

Let us now consider the Cartesian equivalent of the tetrad in Equation (5). To this end, we introduce the Cartesian-like coordinates $x^\hat{a} \in \{t, x, y, z\}$ by

$$x = r \sin \theta \cos \varphi, \quad y = r \sin \theta \sin \varphi, \quad z = r \cos \theta, \quad (7)$$

using (3). Indices on these Cartesian-like coordinates are raised and lowered with the Minkowski rather than adS metric, so that $x^t = -x_t = t$ and $x_i = x^i$. Starting from the relation between the partial derivatives with respect to the spherical coordinates and those with respect to the Cartesian coordinates, in Minkowski space-time we have

$$\partial_{\tau} = \frac{x \partial_x + y \partial_y + z \partial_z}{r}, \quad \frac{1}{r} \partial_\theta = \frac{x \partial_x + y \partial_y + z \partial_z}{r \tan \theta}, \quad \frac{1}{r \sin \theta} \partial_\varphi = \frac{-y \partial_x + x \partial_y}{r \sin \theta}. \quad (8)$$

Returning to adS space-time, we seek the Cartesian gauge tetrad which satisfies

$$e_\hat{t} = \frac{x^t e_t}{r}, \quad e_\hat{x} = \frac{x^t e_t}{r \tan \theta} - e_z \frac{1}{\sin \theta'}, \quad e_\hat{z} = -x e_x + x e_y \frac{1}{r \sin \theta}. \quad (9)$$

The vectors that we require are [57]

$$e^t = \cos \tau \frac{\tilde{r}}{\sin \tau} \left( \delta^i_j - \frac{x^t x_j}{r^2} \right) + \frac{x^t x_j}{r^2} \frac{\partial}{\partial x^j}. \quad (10)$$

where $x^t = x_t$, while $e^i = \cos \tau \partial_{\tilde{x}}$ is the same as in Equation (4). The dual one-forms satisfying Equation (6) are

$$e^\hat{a} = \frac{1}{\cos \tau} \left[ \sin \tau \frac{\tilde{r}}{\tau} \left( \delta^i_j - \frac{x^t x_j}{r^2} \right) + \frac{x^t x_j}{r^2} \right] dx^j. \quad (11)$$

This Cartesian gauge is useful in establishing analogies with the familiar spinor algebra of Minkowski special relativity, as pointed out in Ref. [58].

We end this section by discussing the connection coefficients $\Gamma^\hat{\varnothing}_{\hat{t} \hat{a}} = \eta^{\hat{\varnothing} \hat{b}} \Gamma_{\hat{b} \hat{t} \hat{a}}$ required for the covariant differentiation of tensors. These can be computed via

$$\Gamma_{\hat{b} \hat{t} \hat{a}} = \frac{1}{2} (c_{\hat{b} \hat{a} \hat{t}} + c_{\hat{b} \hat{t} \hat{a}} - c_{\hat{t} \hat{a} \hat{b}}), \quad (12)$$
where the Cartan coefficients $c_{\hat{\alpha}\hat{\beta}}$ are defined in terms of the commutator $[e_{\hat{\alpha}}, e_{\hat{\beta}}]$ of the tetrad vectors by

$$c_{\hat{\alpha}\hat{\beta}} = e^\gamma_\mu [e_{\hat{\alpha}}, e_{\hat{\beta}}]^\mu, \quad [e_{\hat{\alpha}}, e_{\hat{\beta}}]^\mu = e^\rho_{\hat{\alpha}} \partial_\rho e^{\mu}_{\hat{\beta}} - e^\rho_{\hat{\beta}} \partial_\rho e^{\mu}_{\hat{\alpha}}. \quad (13)$$

For the Cartesian gauge tetrad, the nonvanishing Cartan coefficients are

$$c_{\hat{t}\hat{t}} = (\sin \tau) \frac{x_t}{\ell r}, \quad c_{\hat{t}\hat{y}} = \frac{\tau}{2} (\delta^c_{\hat{c}} \eta_{\hat{y}} - \delta^c_{\hat{y}} \eta_{\hat{c}}) \frac{x_t}{\ell r}, \quad (14)$$

giving rise to the following nonvanishing connection coefficients:

$$\Gamma^i_{\hat{t} \hat{t}} = (\sin \tau) \frac{x_i}{\ell r}, \quad \Gamma^i_{\hat{t} \hat{y}} = - \frac{\tau}{2} (\delta^c_{\hat{c}} \eta_{\hat{y}} - \delta^c_{\hat{y}} \eta_{\hat{c}}) \frac{x_i}{\ell r}. \quad (15)$$

2.2. Dirac Equation

Following the minimal coupling procedure, the equation for a Dirac field of mass $M$ on a curved background is

$$(i \slashed{D} - M) \psi = 0, \quad (16)$$

where $\slashed{D} = \gamma^\hat{a} D_{\hat{a}}$ is the contraction between the $\gamma$ matrices $\gamma^\hat{a} = (\gamma^\hat{t}, \gamma^\hat{r}, \gamma^\hat{z}, \gamma^\hat{\phi})$, which are defined with respect to the Cartesian gauge tetrad in Equation (10), and the spinor covariant derivative $D_{\hat{a}} = \nabla_{\hat{a}} - \Gamma_{\hat{a}}$. The spin connection $\Gamma_{\hat{a}}$ is computed via

$$\Gamma_{\hat{a}} = - \frac{i}{2} S_{\hat{a}\hat{b}\hat{c}} \Gamma^\hat{b} \gamma^\hat{c}, \quad (17)$$

where $S_{\hat{a}\hat{b}\hat{c}} = \frac{i}{4} [\gamma^\hat{b}, \gamma^\hat{c}]$ are the spin part of the generators of Lorentz transformations.

In this paper, we take the $\gamma$ matrices to be in the Dirac representation, as follows:

$$\gamma^\hat{t} = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad \gamma^\hat{r} = \begin{pmatrix} 0 & \sigma^i \\ -\sigma^i & 0 \end{pmatrix}, \quad \gamma^\hat{z} = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad (18)$$

where $\gamma^\hat{5} = i \gamma^\hat{t} \gamma^\hat{r} \gamma^\hat{z} \gamma^\hat{\phi}$ is the chirality matrix and $\sigma^i = (\sigma^x, \sigma^y, \sigma^z)$ are the usual Pauli matrices:

$$\sigma^x = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma^y = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma^z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}. \quad (19)$$

In this case, the components $\Gamma_{\hat{a}}$ of the spin connection are [44]:

$$\Gamma_t = \frac{1}{2\ell} (\sin \tau) \gamma_t \left( \frac{x \cdot \gamma}{r} \right), \quad \Gamma_r = \frac{1}{2\ell} \tan \frac{\tau}{2} \left[ \gamma_t \left( \frac{x \cdot \gamma}{r} \right) + \gamma_r \left( \frac{x \cdot \gamma}{r} \right) \right]. \quad (20)$$

2.3. Kinematics of Rigid Motion on $\text{adS}$

Let us consider first a fluid at rest. Its four-velocity field is

$$u_s = \ell^{-1} \cos \tau \partial_t, \quad u_s^2 = -1. \quad (21)$$

The acceleration of this vector field is

$$a_s = \nabla_{\partial_t} u_s = \cos^2 \tau \gamma_\gamma \Gamma_\gamma \partial_\mu = \ell^{-2} \sin \tau \cos \tau \partial_\tau, \quad a_s^2 = \ell^{-2} \sin^2 \tau, \quad (22)$$

where we used the fact that only the following Christoffel symbols are nonvanishing:

$$\Gamma^\tau_{\tau\tau} = \Gamma^\tau_{\tau\tau} = \tan \tau, \quad \Gamma^\tau_{\theta\theta} = - \tan \tau, \quad \Gamma^\tau_{\phi\phi} = - \sin^2 \theta \tan \tau, \quad \Gamma^\theta_{\phi\phi} = \cot \theta, \quad (23)$$
When the rotation is switched on (that is, at finite vorticity), the acceleration $a_s$ seen in the static case will receive a centripetal correction. Since we are interested in global thermodynamic equilibrium, the temperature four-vector $\beta^\mu = \beta u^\mu$ (where $\beta = T^{-1}$ is the local inverse temperature) must satisfy the Killing equation [59]:

$$ (\beta u_\lambda)_\beta + (\beta u_\beta)_\lambda = 0. $$

(24)

For angular velocity $\Omega$, starting from the Killing vector $\beta_0(\partial_t + \Omega \partial_\phi)$, it can be seen that the four-velocity and temperature are given by [60]:

$$ u = \Gamma \cos \tau (\partial_t + \Omega \partial_\phi) = \Gamma (v_1 + \Omega \nu), $$

$$ \beta = \frac{\beta_0}{\Gamma \cos \tau}, \quad \Gamma = \frac{1}{\sqrt{1 - \rho^2 \Omega^2}}, $$

(25)

where $\beta_0 = T_0^{-1}$ represents the inverse temperature at the coordinate origin and we introduced the relative angular velocity $\Omega$ and the effective transverse coordinate $\bar{\rho}$, as well as an effective vertical coordinate $\bar{z}$ via

$$ \Omega = \ell_0, \quad \bar{\rho} = \sin \bar{\tau} \sin \theta, \quad \bar{z} = \tan \bar{\tau} \cos \theta. $$

(26)

We see that the rotation has an effect on the local inverse temperature $\beta$. If $\Omega < 1$, the Lorentz factor $\Gamma$ and inverse temperature $\beta$ remain finite for all $\tau \in [0, \pi/2]$, while $\beta^\mu$ remains timelike. However, if $\Omega > 1$, there will be a surface (the speed of light surface, SLS) where $\Gamma$ (and hence the local temperature) diverges and $\beta^\mu$ becomes a null vector [60].

The inverse transformation corresponding to Equation (26) is

$$ \sin \theta = \frac{\bar{\rho}}{\sin \bar{\tau}}, \quad \cos \theta = \frac{\bar{z}}{\tan \bar{\tau}}, $$

$$ \sin \bar{\tau} = \sqrt{\frac{\bar{z}^2 + \bar{\rho}^2}{1 + \bar{z}^2}}, \quad \cos \bar{\tau} = \sqrt{\frac{1 - \bar{\rho}^2}{1 + \bar{z}^2}}, $$

(27)

while the line element (1) with respect to $\bar{\rho}$ and $\bar{z}$ becomes

$$ \ell^{-2} ds^2 = \frac{1 + \bar{z}^2}{1 - \bar{\rho}^2} d\tau^2 + \frac{d\bar{\rho}^2(1 + \bar{z}^2)}{1 - \bar{\rho}^2} + \frac{d\bar{z}^2}{(1 - \bar{\rho}^2)^2} + \bar{\rho}^2(1 + \bar{z}^2) d\phi^2, $$

(28)

with $\sqrt{-g} = \ell^{-2} \bar{\rho}(1 + \bar{z}^2)/(1 - \bar{\rho}^2)^2$. The surfaces of constant $\bar{z}$ and $\bar{\rho}$ are shown in Figure 1 using solid and dashed lines, respectively. The acceleration and vorticity vectors $a$ and $\omega$, shown with black arrows, are discussed below.

The acceleration $a^\mu = u^\nu \nabla_\nu u^\mu = \Gamma^\mu_{\lambda \nu} u^\lambda u^\nu$ can be obtained using the Christoffel symbols in Equation (23):

$$ a = \ell^{-2} \Gamma^C \cos \tau \left[ \sin \tau (1 - \Omega^2 \sin^2 \theta) \partial_\rho - \bar{\rho} \bar{\Omega} \bar{z} \cos \tau \partial_\theta \right] $$

$$ = \ell^{-2} [\Gamma^2 \bar{\rho}(1 - \Omega^2) \cos \tau \partial_\rho - \bar{\rho} \bar{\Omega} \bar{z} \partial_\theta] $$

$$ \simeq -\rho \Omega^2 \bar{\Omega} \partial_\rho + O(\ell^{-1}). $$

(29)

The first term on the first line is akin to the static acceleration uncovered in Equation (22). The last line reproduces the Minkowski expression, obtained in the limit $\ell^{-1} \rightarrow 0$ ($\rho = r \sin \theta$). To highlight more clearly the rotational contribution to the acceleration, it is convenient to perform the split $a(\Omega) = a_s + [a(\Omega) - a_s]$, where the static acceleration is given in Equation (22) and

$$ a(\Omega) - a_s = -\rho \Omega^2 \bar{\Omega} \partial_\rho (1 - \bar{\rho}^2) \cos^2 \tau \partial_\rho. $$

(30)
Thus, it becomes clear that the rotational part \( a(\Omega) - a_s \) plays a purely centripetal role, being directed along the effective horizontal direction \( \overline{p} = \rho / \ell \) defined in Equation (26). Figure 1 shows the decomposition of the acceleration for the case when \( \overline{\Omega} = 0.9 \) into its purely static component \( a_s \), which points in the radial direction from the origin towards the adS boundary; and the purely rotational component \( a(\Omega) - a_s \), which is tangent to the line of constant \( \rho \).

Figure 1. Equal \( z \) and \( \rho \) contours in the \((r\sin \theta, r\cos \theta)\) plane, shown with solid and dashed lines, respectively. The coordinates are normalised with respect to \( \pi / 2 \), so that the horizontal and vertical axes have the ranges \([0, 1]\). The acceleration \( a \) and vorticity \( \omega \) are shown using solid black arrows at the point \((\overline{z}, \overline{\rho}) = (\arctan(0.2\pi), \arcsin(0.2\pi))\) for the case when \( \overline{\Omega} = 0.9 \). The radial and rotational components \( a_s \) and \( a(\Omega) - a_s \) of the acceleration are shown with dark gray arrows.

The vorticity \( \omega^\mu = \frac{1}{2} \epsilon^{\mu \nu \alpha \beta} u_\nu a_\alpha u_\beta \) is given by:

\[
\omega = \ell^{-2} \overline{\Omega}^2 \cos \frac{r}{\ell} \cos^2 \frac{r}{\ell} (\overline{z} \sin \frac{r}{\ell} \partial_z - \overline{p} \partial_\theta) \\
= \ell^{-2} \overline{\Omega}^2 (1 - \overline{p}^2) \partial_z \\
\approx \Omega^2 \partial_z + O(\ell^{-2}),
\]

where again the Minkowski result was recovered on the last line by setting \( \ell^{-1} \to 0 \). The advantage of using the effective horizontal and vertical coordinates \( \overline{p} \) and \( \overline{z} \) is now obvious, since \( \omega^\mu \) becomes parallel to the \( \partial_z \) direction. As seen in Figure 1, the vorticity vector \( \omega \) is orthogonal to the \( \overline{z} = \text{const} \) lines. Due to the static component \( a_s \) of the acceleration, the scalar product \( \omega \cdot a \) is nonvanishing and is given in Equation (35) below.

Finally, a fourth vector \( \tau^\mu \) which is orthogonal to \( u^\mu, a^\mu \) and \( \omega^\mu \) simultaneously can be introduced via \( \tau^\mu = \epsilon^{\mu \nu \alpha \beta} \omega_\nu a_\alpha u_\beta \). The following result is obtained:

\[
\tau = \ell^{-3} \Gamma^5 \overline{\Omega} (1 - \overline{\Omega}^2) \cos^3 \frac{r}{\ell} \partial_z (\overline{p}^2 \overline{\Omega} \partial_T + \partial_\phi) \\
= - \Omega^3 \Gamma^5 (\rho^2 \Omega \partial_1 + \partial_\phi) + O(\ell^{-2}),
\]

where again the Minkowski result is recovered in the limit of small \( \ell^{-1} \).

We close this subsection with the expressions for the vectors in the kinematic tetrad, expressed with respect to those of the Cartesian tetrad \((e_t, e_x, e_y, e_z)\) in Equation (10):
With the relations in Equation (33), it is not difficult to find the squared norms

\[ u = \Gamma (e_t + p \Omega \hat{e}_z) = \Gamma \begin{pmatrix} -\frac{p \Omega}{p \Omega \sin \varphi} \\ \frac{p \Omega}{p \Omega \cos \varphi} \\ 0 \end{pmatrix}, \]

\[ a = \ell^2 \ell^{-1} \sin \frac{x \dot{e}_t}{r} - p \Omega^2 \ell^2 \ell^{-1} \begin{pmatrix} \sin \theta (1 + \cos \varphi \cos \theta) \frac{\dot{x} \dot{e}_t}{r} - \cos \varphi \frac{\dot{r} \dot{e}_t}{r} \\ \cos \theta (1 + \cos \varphi \cos \theta) \frac{\dot{r} \dot{e}_t}{r} - \cos \varphi \sin \theta \frac{\dot{\varphi} \dot{e}_t}{r} \\ 0 \end{pmatrix}, \]

\[ \omega = \Omega^2 \cos \tau \begin{pmatrix} \sin \theta (1 - \cos \varphi) \frac{x \dot{e}_t}{r} + \cos \tau \dot{e}_z \\ 0 \\ 1 - \cos \tau \cos \theta \end{pmatrix}, \]

\[ \tau = \rho \Omega^5 (\ell^{-2} - \Omega^2) \cos^2 \tau \begin{pmatrix} \rho \Omega \Omega - \sin \varphi \dot{e}_z + \cos \varphi \dot{e}_t \\ -\sin \varphi \dot{e}_z + \cos \varphi \dot{e}_t \\ 0 \end{pmatrix}. \]

With the relations in Equation (33), it is not difficult to find the squared norms

\[ \omega^2 = \Omega^2 \Omega^4 (1 - \rho^2) \cos^2 \tau = \Omega^2 \Omega^4 + O(\ell^{-2}), \]

\[ a^2 = \ell^2 \ell^{-1} \cos \Omega^4 (1 - \rho^2) \cos \tau = \rho^2 \Omega^4 \Omega^4 + O(\ell^{-2}), \]

\[ \tau^2 = \ell^4 \rho^4 \Omega^4 \Omega^8 (1 - \Omega^2)^2 \cos^4 \tau \approx \rho^2 \Omega^4 \Omega^8 + O(\ell^{-2}), \]

while \( u^2 = -1 \). It is remarkable that, contrary to the situation on Minkowski space, the acceleration and vorticity are not orthogonal:

\[ a \cdot \omega = a_\mu \omega^\mu = \ell^2 \ell^{-1} \ell^2 \ell^{-1} \cos^2 \tau \approx O(\ell^{-2}). \]

2.4. Relativistic Kinetic Theory Approach

In order to gain insight into the properties of thermal states undergoing rigid rotation on adS space, in this subsection we perform a relativistic kinetic theory analysis. In subsequent sections, we will employ a full quantum field theory treatment to reveal quantum effects and corrections not captured within this classical framework. Since rigid rotation leads to a state of general thermodynamic equilibrium, we assume that the system is comprised of noninteracting fermions distributed according to the Fermi-Dirac distribution,

\[ f = \frac{g}{(2\pi)^3} e^{-\beta \mu v^2 + \frac{1}{2} \rho^2}. \]

where \( g \) is the degeneracy factor (\( g = 2 \times 2 = 4 \) accounts for the degeneracies due to spin and the particle/antiparticle contributions). For rigidly-rotating thermal states, the local inverse temperature \( \beta = T^{-1} \) and the four-velocity \( u^\mu \) are given in Equation (25). The microscopic four-momentum of the fermion gas \( p^\mu \) satisfies \( p^2 = -M^2 \). For simplicity, only the case of vanishing chemical potential is considered here and henceforth.
It is convenient to parameterize the one-particle momentum space using the spatial components \( p^i = p^\mu \omega^\mu_{\mu} \) of the particle momentum, expressed with respect to the tetrad. In this parametrization, the SET can be obtained via \([60]\)

\[
T^\hat{a}\hat{\beta}_{\text{RKT}} = \int \frac{d^3 p}{p^0} f(p^\hat{a}) p^{\hat{\beta}},
\]

\[
= (E_{\text{RKT}} + P_{\text{RKT}}) u^{\hat{a}} u^{\hat{\beta}} + P_{\text{RKT}} \eta^{\hat{a}\hat{\beta}},
\]  

(37)

where the hat over the integration measure was added to indicate that the integration is performed with respect to the tetrad components of the momentum vector. Contracting Equation (37) with \( \eta_{\hat{a}\hat{\beta}} \) and \( u^{\hat{a}} u^{\hat{\beta}} \), the energy density and pressure can be shown to satisfy \([61]\):

\[
\begin{pmatrix}
E_{\text{RKT}} \\
E_{\text{RKT}} - 3P_{\text{RKT}}
\end{pmatrix} = \frac{2}{\pi^2} \int_0^\infty \frac{p^2 dp}{p^0} \left( \frac{(p^0)^2}{M^2} \right) \frac{1}{e^{p^0/T} + 1},
\]

(38)

where \( g = 4 \) was used and \( T = \beta^{-1} = T_0 \cos \Omega \ell / T \). In order to compute the above integral, the Fermi-Dirac factor can be expanded as follows:

\[
\frac{1}{e^{p^0/T} + 1} = \sum_{j=1}^{\infty} (-1)^{j+1} e^{-jp^0/T}.
\]

(39)

It can be seen that both the pressure and energy density have the usual dependence on the local temperature \( T \). They will remain regular as long as the local temperature is finite, but diverge if \( T \to \infty \), which can happen if \( \Omega \ell > 1 \). For this reason we focus our attention in this paper to the situation \( \Omega \ell < 1 \).

We now discuss some large-\( T \) asymptotic properties of \( E_{\text{RKT}} \) and \( P_{\text{RKT}} \). Using the relation

\[
\int_1^\infty dX (X^2 - 1)^{\nu-\frac{1}{2}} e^{-XZ} = \frac{2^\nu \Gamma(\frac{1}{2} + Z)}{Z^\nu \sqrt{\pi} K_\nu(Z)},
\]

(40)

where \( K_\nu(Z) \) is the modified Bessel function of the third kind and the variables are \( X = p^0/M \) and \( Z = j p^0/T \), it is possible to write

\[
P_{\text{RKT}} = \frac{2M^4}{\pi^2} \sum_{j=1}^{\infty} \frac{(-1)^{j+1}}{(jM/T)^2} K_2\left(\frac{ijM}{T}\right), \quad E_{\text{RKT}} - 3P_{\text{RKT}} = \frac{2M^4}{\pi^2} \sum_{j=1}^{\infty} \frac{(-1)^{j+1}}{jM/T} K_1\left(\frac{ijM}{T}\right).
\]

(41)

The above expressions are identical to the vanishing chemical potential limit \( (\mu_V = \mu_H = 0) \) of Equation (4.22) in Ref. \([61]\). The large temperature limit can be computed using Equation (A18) to expand the modified Bessel functions:

\[
\frac{1}{Z} K_1(Z) = \frac{1}{Z^2} + \frac{1}{2} \ln \left( \frac{Z}{2} e^{C-\frac{1}{2}} \right) + O(Z^2),
\]

\[
\frac{1}{Z^2} K_2(Z) = \frac{1}{2Z^2} - \frac{1}{2Z^2} - \frac{1}{8} \ln \left( \frac{Z}{2} e^{C-\frac{1}{2}} \right) + O(Z^2),
\]

(42)

where \( C \) is the Euler-Mascheroni constant \((A13)\). Substituting the above into Equation (41) and using Equation (A4) to perform the summation over \( j \), we can derive the following expansions \([61]\):

\[
E_{\text{RKT}} + P_{\text{RKT}} = \frac{7\pi^2 T^4}{45} - \frac{M^2 T^2}{6} + \frac{M^4}{8\pi^2} + O(T^{-1}),
\]

\[
E_{\text{RKT}} - 3P_{\text{RKT}} = \frac{M^2 T^2}{6} - \frac{M^4}{2\pi^2} \ln \frac{\pi T}{M e^{C-\frac{1}{2}}} + O(T^{-1}).
\]

(43)
In the limit $\Omega \ell \to 1$, the Lorentz factor $\Gamma$ (25) diverges in the equatorial plane as $\tau \to \pi/2$. This behaviour signals the formation of the SLS, however the other macroscopic quantities remain finite. For example, the local temperature $T = \Gamma \cos \theta / \beta_0$ remains constant in the equatorial plane, $\lim_{\Omega \ell \to 1} T(\theta = \pi/2) = \beta_0^{-1}$. Similarly, $\omega \to \Omega \tau$ becomes constant and $a \to 0$. The circular vector $\tau$ vanishes everywhere in the adS space-time, $\lim_{\Omega \ell \to 1} \tau = 0$, due to the $(\ell^{-2} - \Omega^2)$ prefactor in Equation (33). These results are summarised for convenience below:

$$\lim_{\Omega \ell \to 1} T(\theta = \pi/2) = \beta_0^{-1}, \quad \lim_{\Omega \ell \to 1} \omega(\theta = \pi/2) = \Omega, \quad \lim_{\Omega \ell \to 1} a(\theta = \pi/2) = 0, \quad \lim_{\Omega \ell \to 1} \tau = 0. \quad (44)$$

We now consider the volume integrals of the quantities in Equation (41). The volume element $\sqrt{-g}$ can be obtained from Equation (1),

$$\sqrt{-g} = \frac{\ell^4 \sin^2 \tau}{\cos^4 \tau} \sin \theta, \quad (45)$$

the integration measure is $\ell^{-1} \sqrt{-g} d^3x$ and we obtain

$$\left(\begin{array}{c}
V^f_{\text{RKT}} \quad -3 \Omega \ell \Omega \\
V^f_{\text{RKT}} \quad \Omega \ell \Omega
\end{array}\right) = \frac{4k^2 M}{\pi} \sum_{j=1}^{\infty} (-1)^{j+1} \int_1^{\pi/2} d \cos \theta \int_0^{\pi/2} \frac{\sin^2 \tau}{\cos^4 \tau} \left(\frac{K_1(jM/T)}{(jM/T)} + \frac{K_2(jM/T)}{(jM/T)^2}\right), \quad (46)$$

where

$$k = \ell M, \quad T = T_0 \Gamma \cos \tau \quad (47)$$

and $V^f_{\text{RKT}} = \ell^{-1} \int d^3x \sqrt{-g} f$ is the volume integral of the function $f$ for rotation rate $\Omega$ and inverse temperature at the origin $\beta_0$. Taking into account the fact that the radial integration covers the whole adS space, it is convenient to employ the coordinate $X = 1/\Gamma^2 \cos^2 \tau$, satisfying

$$\sin^2 \tau = \frac{X-1}{X-\Omega^2 \sin^2 \theta}, \quad \cos^2 \tau = \frac{1-\Omega^2 \sin^2 \theta}{X-\Omega^2 \sin^2 \theta}, \quad \frac{dX}{d\tau} = \frac{2(X-1)}{\sin \tau \cos \tau}. \quad (48)$$

Since $X(\tau = 0) = 1$ and $X(\tau = \pi/2) = \infty$ (valid for $|\Omega| < 1$), the integration limits with respect to $X$ are independent of $\theta$. Additionally, the arguments of the modified Bessel functions do not depend on $\theta$, allowing the integration with respect to the angular coordinate to be performed first:

$$\left(\begin{array}{c}
V^f_{\text{RKT}} \quad -3 \Omega \ell \Omega \\
V^f_{\text{RKT}} \quad \Omega \ell \Omega
\end{array}\right)
= \frac{2k^2 M}{\pi} \sum_{j=1}^{\infty} (-1)^{j+1} \int_1^{\infty} dX \sqrt{X}-1 \left(\frac{K_1(jM\sqrt{X}/T_0)}{(jM\sqrt{X}/T_0)} + \frac{K_2(jM\sqrt{X}/T_0)}{(jM\sqrt{X}/T_0)^2}\right)
\times \int_0^{\pi/2} \frac{d \cos \theta}{(1-\Omega^2 \sin^2 \theta)^{3/2}}
= \frac{4k^2 M}{\pi(1-\Omega^2)} \sum_{j=1}^{\infty} (-1)^{j+1} \int_1^{\infty} dX \sqrt{X}-1 \left(\frac{K_1(jM\sqrt{X}/T_0)}{(jM\sqrt{X}/T_0)} + \frac{K_2(jM\sqrt{X}/T_0)}{(jM\sqrt{X}/T_0)^2}\right). \quad (49)$$

It can be seen that the angular integration (with respect to $\varphi$ and $\theta$) effectively produces a factor $4\pi/(1-\Omega^2)$, showing that the effect of rotation on these volume-integrated quantities is essentially given by this proportionality factor. It is interesting to note that the limit $\Omega \to 1$ leads to a divergence of these quantities, which is consistent with the divergent behaviour of the Lorentz factor $\Gamma$. Although $E_{\text{RKT}}$ and $P_{\text{RKT}}$, which depend on $T = T_0 \Gamma \cos \tau$, remain finite everywhere, the fact that their value in the equatorial plane is...
no longer decreasing as $r \to \pi/2$ (when $T = T_0$ for all $r$) leads to infinite contributions due to the infinite volume of adS. 

Starting from the following identity [62],

$$\int_1^\infty dX \frac{X^{-\frac{5}{2}}}{\sqrt{X-1}} K_0(a\sqrt{X}) = \Gamma(\mu)2^{\mu-\mu}K_{\mu}(a),$$  \hspace{1cm} (50)$$

the integration with respect to $X$ can be performed using the relations

$$\int_1^\infty dX \frac{X^{-\frac{5}{2}}}{\sqrt{X-1}} K_1(\sqrt{aX}) = \int_1^\infty dX \frac{X^{-\frac{5}{2}}}{\sqrt{X-1}} K_2(\sqrt{aX}) = \frac{\pi}{a}e^{-\sqrt{a}},$$  \hspace{1cm} (51)$$

leading to

$$V^{\text{RKT}}_{\beta_0}\Omega = \frac{4k^3 M}{1-\Omega} \sum_{j=1}^{\infty} (-1)^j e^{-j M/\Omega} \left( \frac{T_0}{j M} \right)^3 = -\frac{4M^3 \beta_0^2}{1-\Omega} L_3(-e^{-M/\Omega}),$$

$$V^{\text{RKT}}_{\beta_0}\Omega = \frac{4k^3 M}{1-\Omega} \sum_{j=1}^{\infty} (-1)^j e^{-j M/\Omega} \left( \frac{T_0}{j M} \right)^4 = -\frac{4M^3 \beta_0^4}{1-\Omega} L_4(-e^{-M/\Omega}),$$ \hspace{1cm} (52)$$

where $L_n(Z) = \sum_{j=1}^{\infty} Z^j/j^n$ is the polylogarithm function [63]. The above relations are exact. It is convenient at this point to derive the high-temperature limit of Equation (52) by expanding the polylogarithms:

$$V^{\text{RKT}}_{\beta_0}\Omega = \frac{\ell^3 M}{1-\Omega} \left[ 3\pi^3 T_0^5(3) - \frac{\pi^2 M T_0^3}{3} + 2M^2 T_0 \ln 2 - \frac{M^3}{3} + O(T_0^{-1}) \right],$$

$$V^{\text{RKT}}_{\beta_0}\Omega = \frac{\ell^3 M}{1-\Omega} \left[ 7\pi^4 T_0^4(60) - 6M T_0^3 \zeta(3) + \frac{\pi^2 M T_0^2}{6} - \frac{M^4}{12} + O(T_0^{-1}) \right],$$ \hspace{1cm} (53)$$

where the Riemann zeta function (A5) satisfies $\zeta(3) \approx 1.202$. Our focus in the rest of this paper is the computation of quantum corrections to these RKT results.

3. Feynman Propagator for Rigidly-Rotating Thermal States

In the geometric approach employed here, the maximal symmetry of adS is exploited to construct the Feynman propagator, which then plays the central role in computing expectation values with respect to vacuum or thermal states. In Section 3.1, we briefly review the construction of the vacuum propagator. We discuss the construction of the propagator for thermal states under rigid rotation in Section 3.2, highlighting that the approach is valid only for subcritical rotation, when $|\Omega \ell| < 1$. Finally, in Section 3.3, we outline how the thermal Feynman propagator is used to construct the t.e.v.s which are the focus of this paper.

3.1. Vacuum Feynman Propagator

As pointed out by Mück [64], the Feynman propagator corresponding to the global adS vacuum state can be written in the form

$$iS^F_{\text{vac}}(x, x') = [A_F(s) + B_F(s)] \delta(x, x'),$$ \hspace{1cm} (54)$$

where $A_F$ and $B_F$ are scalar functions that depend only on the geodesic interval $s \equiv s(x, x')$ between the points $x$ and $x'$ and satisfy the equations

$$\frac{\partial A_F}{\partial s} - \frac{3}{2\ell} A_F \tan \frac{s}{2} + i M B_F = 0,$$

$$\frac{\partial B_F}{\partial s} + \frac{3}{2\ell} B_F \cot \frac{s}{2} + i M A_F = \frac{1}{\sqrt{8}} \delta(x, x'),$$ \hspace{1cm} (55)$$
where we introduced the dimensionless geodesic distance $\tilde{s} = s/\ell$. The solution is [42,44]:

$$A_F = \frac{\Gamma_k}{16\pi^2\ell^3} \cos\left(\frac{\tilde{s}}{2}\right) \left[ -\sin^2\left(\frac{\tilde{s}}{2}\right) \right]^{-2-k} 2F_1\left(1 + k, 2 + k; 1 + 2k; \text{cosec}^2\left(\frac{\tilde{s}}{2}\right)\right),$$

$$B_F = \frac{i\Gamma_k}{16\pi^2\ell^3} \sin\left(\frac{\tilde{s}}{2}\right) \left[ -\sin^2\left(\frac{\tilde{s}}{2}\right) \right]^{-2-k} 2F_1\left(k, 2 + k; 1 + 2k; \text{cosec}^2\left(\frac{\tilde{s}}{2}\right)\right),$$

where $2F_1(a, b; c; z)$ is a hypergeometric function and $k$ is given in terms of the fermion mass $M$ by (47), while the normalisation constant $\Gamma_k$ is given by

$$\Gamma_k = \frac{\Gamma(2 + k)\Gamma\left(\frac{1}{2}\right)}{4^k\Gamma\left(\frac{1}{2} + k\right)}.$$

In the limit $k \to 0$, we have $\Gamma_k \to 1$ and Equation (56) reduces to

$$\lim_{k \to 0} A_F = \frac{1}{16\pi^2\ell^3} \left(\cos\frac{\tilde{s}}{2}\right)^{-3}, \quad \lim_{k \to 0} B_F = \frac{i}{16\pi^2\ell^3} \left(\sin\frac{\tilde{s}}{2}\right)^{-3}.$$

The geodesic interval $s(x, x')$, representing the distance between the space-time points $x$ and $x'$ along the geodesic connecting them, satisfies

$$\cos\tilde{s} = \frac{\cos\Delta\tilde{t}}{\cos\tilde{\tau}\cos\tilde{\tau}'} - \cos\gamma\tan\tilde{\tau}\tan\tilde{\tau}',
\cos\gamma = \cos\theta\cos\theta' + \sin\theta\sin\theta'\cos\Delta\phi,$$

where $\Delta\tilde{t} = \tilde{t} - \tilde{t}'$ and $\Delta\phi = \phi - \phi'$, while $Y$ represents the angle between $x$ and $x'$. The quantity $\gamma = \gamma^\mu n_\mu$ appearing in Equation (54) is written in terms of the tangent at $x$ to the geodesic connecting $x$ and $x'$, namely $n_\mu \equiv n_\mu(x, x') = \nabla_\mu s(x, x')$. Its components with respect to the tetrad in Equation (10) are given by [44]:

$$n_t = \frac{\sin\Delta\tilde{t}}{\sin\tilde{s}\cos\tilde{\tau}}, \quad n_\ell = -\frac{x_1}{r} \cos\Delta\tilde{t}\sin\tilde{\tau} - \cos\gamma\sin\tilde{\tau}'(1 - \cos\tilde{\tau}) + \frac{\tan\tilde{\tau}'}{\sin\tilde{s}} x_1', \quad n_\ell' = -\frac{x_1'}{r'} \cos\Delta\tilde{t}\sin\tilde{\tau} - \cos\gamma\sin\tilde{\tau}'(1 - \cos\tilde{\tau}) + \frac{\tan\tilde{\tau}'}{\sin\tilde{s}} x_1,$$

while the components $n_\mu$ and $n_\mu'$ of the tangent at $x'$ can be obtained from the above expressions by performing the change $x^\mu \leftrightarrow x'^\mu$. Finally, $\Lambda(x, x')$ represents the bispinor of parallel transport, satisfying $\nabla\Lambda(x, x') = 0$. Due to the maximal symmetry of adS, $\Lambda(x, x')$ also satisfies [44,64]

$$D_\hat{\alpha}\Lambda(x, x') = \frac{1}{2\ell} \tan\left(\frac{\tilde{s}}{2}\right) (n_\hat{\alpha} + \gamma_\hat{\alpha}) \Lambda(x, x'),
D_\hat{\alpha}'\Lambda(x, x') = \frac{1}{2\ell} \tan\left(\frac{\tilde{s}}{2}\right) \Lambda(x, x')(n_{\hat{\alpha}'} + \gamma_{\hat{\alpha}'})$$

where $D_\hat{\alpha}\Lambda(x, x') \equiv e^a_\alpha(x') \partial_\alpha \Lambda(x, x') + \Lambda(x, x') \Gamma_{\hat{\alpha}}(x')$ denotes the action of the spinor covariant derivative on $\Lambda(x, x')$ at $x'$, while $n_{\hat{\alpha}'} = e^a_{\hat{\alpha}}(x') \nabla_\mu s(x, x')$ is the tangent at $x'$ to the geodesic connecting $x$ and $x'$. A closed form expression for $\Lambda(x, x')$ on adS was found in Ref. [44]:

$$\Lambda(x, x') = \sec\left(\frac{\tilde{s}}{2}\right) \left[ \cos\frac{\Delta\tilde{t}}{2} \left( \sin\frac{\tilde{\tau}}{2} \cos\frac{\tilde{\tau}'}{2} + \sin\frac{\tilde{\tau}'}{2} \sin\frac{x \cdot \gamma x'}{r'} \right) + \sin\frac{\Delta\tilde{t}}{2} \left( \sin\frac{\tilde{\tau}}{2} \cos\frac{\tilde{\tau}'}{2} \gamma + \sin\frac{\tilde{\tau}'}{2} \cos\frac{x \cdot \gamma x'}{r'} \right) \right].$$
where γ is a vector of Dirac γ-matrices. The following expression for \(\Lambda(x, x')\) will prove useful in later sections:

\[
\Lambda(x, x') = \csc \frac{\Delta t}{2} \left( \sin \frac{\Delta t}{2} \left( \cos \frac{r}{2} \frac{r'}{2} - \sin \frac{r}{2} \sin \frac{r'}{2} \gamma^i \gamma^j \right) - \cos \frac{\Delta t}{2} \left( \sin \frac{r}{2} \frac{r'}{2} - \cos \frac{r}{2} \sin \frac{r'}{2} \gamma^i \right) \right). (63)
\]

### 3.2. Thermal Two-Point Function for Rigidly-Rotating States

The construction of the propagator for rigid rotation on Minkowski space was discussed previously, for example in Refs. [19,65,66], based on a mode sum approach. In this paper, we seek to take advantage of the exact expression for the maximally symmetric vacuum propagator, following the geometric method introduced in Refs. [67,68] and applied for static (nonrotating) adS in Ref. [44]. In this approach, the propagator at finite temperature is obtained via a sum over vacuum propagators evaluated on points which are displaced along the thermal contour towards imaginary times.

In this section, we discuss the extension of the geometric method to the situation of states at finite temperature undergoing rigid rotation. We construct such states as ensemble averages with respect to the weight function \(\hat{\rho}\) [19,69–71] (not to be confused with the effective transverse coordinate \(\rho\) defined in Equation (26)). As discussed in Refs. [70,71], \(\hat{\rho}\) can be derived in the frame of covariant statistical mechanics by enforcing the maximisation of the von Neumann entropy \(-\text{tr}(\hat{\rho}\ln \hat{\rho})\) under the constraints of fixed, constant mean energy and total angular momentum [70] and has the form

\[
\hat{\rho} = \exp \left[ -\beta_0 (\hat{H} - \Omega \hat{M}^z) \right], (64)
\]

where \(\hat{H}\) is the Hamiltonian operator and \(\hat{M}^z\) is the total angular momentum along the z-axis. For simplicity, we consider only the case of vanishing chemical potential, \(\mu = 0\).

We use the hat to denote an operator acting on Fock space. The operators \(\hat{H}\) and \(\hat{M}^z\) commute with each other and are associated to the SO(2,3) isometry group of adS. As shown in Ref. [72], these operators have the usual form (hats are absent from the expressions below because these are the forms of the operators before second quantisation, that is, the operators acting on wavefunctions):

\[
H = i \partial_t, \quad M^z = -i \partial_\phi + S^z. (65)
\]

For clarity, in this section we work with the dimensionful quantities \(t\) and \(r\) given in Equation (3). The spin matrix \(S^z\) appearing above is given by

\[
S^z = \frac{i}{2} \gamma^x \gamma^y = \frac{1}{2} \begin{pmatrix} \sigma^z & 0 \\ 0 & \sigma^z \end{pmatrix}, (66)
\]

The t.e.v. of an operator \(\hat{A}\) is computed via [69,73,74]

\[
(\hat{A})_{\hat{\rho}_0, \Omega} = Z_{\hat{\rho}_0, \Omega}^{-1} \text{tr}(\hat{\rho} \hat{A}), (67)
\]

where \(Z_{\hat{\rho}_0, \Omega} = \text{tr}(\hat{\rho})\) is the partition function.

We now consider an expansion of the field operator \(\hat{\Psi}\) with respect to a complete set of particle and antiparticle modes, \(U_j\) and \(V_j = i \gamma^y U_j^*\),

\[
\hat{\Psi}(x) = \sum_j [\hat{b}_j U_j(x) + \hat{d}_j^\dagger V_j(x)], (68)
\]
where the index \( j \) is used to distinguish between solutions at the level of the eigenvalues of a complete system of commuting operators (CSCO), which contains also \( H \) and \( M^2 \). In particular, \( U_j \) and \( V_j \) satisfy the eigenvalue equations

\[
\begin{align*}
HU_j &= E_j U_j, \\
M^2 U_j &= m_j U_j, \\
HV_j &= -E_j V_j, \\
M^2 V_j &= -m_j V_j,
\end{align*}
\]

(69)

where the azimuthal quantum number \( m_j = \pm \frac{1}{2}, \pm \frac{3}{2}, \ldots \) is an odd half-integer, while the energy \( E_j > 0 \) is assumed to be positive for all modes in order to preserve the maximal symmetry of the ensuing vacuum state \(|0\rangle\). These eigenvalue equations are satisfied automatically by the following four-spinors:

\[
U_j(x) = \frac{1}{2\pi} e^{-iE_j t + im_j \varphi - iS^z \theta} U_j(r, \theta),
\]

\[
V_j(x) = \frac{1}{2\pi} e^{iE_j t - im_j \varphi - iS^z \theta} V_j(r, \theta),
\]

(70)

where the four-spinors \( u_j \) and \( v_j \) do not depend on \( t \) or \( \varphi \). This allows \( \hat{\Psi} \) to be written as

\[
\hat{\Psi}(x) = \frac{e^{-iS^z \varphi}}{2\pi} \sum_j \left( e^{-iE_j t + im_j \varphi} b_j^\dagger U_j + e^{iE_j t - im_j \varphi} d_j^\dagger V_j \right).
\]

(71)

The one-particle operators in Equation (68) are assumed to satisfy canonical anticommutation relations,

\[
\{ \hat{b}_j, \hat{b}_j^\dagger \} = \{ \hat{d}_j, \hat{d}_j^\dagger \} = \delta(j,j'),
\]

(72)

with all other anticommutators vanishing. The eigenvalue equations in (69) imply

\[
[\hat{H}, \hat{b}_j^\dagger] = E_j \hat{b}_j^\dagger, \quad [\hat{H}, \hat{d}_j^\dagger] = E_j \hat{d}_j^\dagger,
\]

\[
[\hat{M}^2, \hat{b}_j^\dagger] = m_j \hat{b}_j^\dagger, \quad [\hat{M}^2, \hat{d}_j^\dagger] = m_j \hat{d}_j^\dagger,
\]

(73)

so that

\[
\hat{\rho} \hat{b}_j \hat{\rho}^{-1} = e^{\tilde{E}_j} \hat{b}_j, \quad \hat{\rho} \hat{d}_j^\dagger \hat{\rho}^{-1} = e^{-\tilde{E}_j} \hat{d}_j^\dagger,
\]

(74)

where the corotating energy is defined via

\[
\tilde{E}_j = E_j - \Omega m_j.
\]

(75)

Noting that

\[
e^{\tilde{E}_j} \hat{U}_j(t, \varphi) = e^{\tilde{E}_j} \hat{U}_j(t + i\beta_0 \varphi + i\beta_0 \Omega),
\]

\[
e^{-\tilde{E}_j} \hat{V}_j(t, \varphi) = e^{-\tilde{E}_j} \hat{V}_j(t + i\beta_0 \varphi + i\beta_0 \Omega),
\]

(76)

it can be seen that

\[
\hat{\rho} \hat{\Psi}(t, \varphi) \hat{\rho}^{-1} = e^{-\tilde{E}_j} \hat{\Psi}(t + i\beta_0 \varphi + i\beta_0 \Omega),
\]

(77)

where

\[
e^{-\beta_0 \Omega S^z} = \cosh \left( \frac{\beta_0 \Omega}{2} \right) - 2 \sinh \left( \frac{\beta_0 \Omega}{2} \right) S^z.
\]

(78)

We now introduce the two-point functions [74]

\[
iS^+_{\beta_0 \Omega}(x, x') = \langle \hat{\Psi}(x) \hat{\Psi}(x') \rangle_{\beta_0 \Omega}, \quad iS^-_{\beta_0 \Omega}(x, x') = -\langle \hat{\Psi}(x') \hat{\Psi}(x) \rangle_{\beta_0 \Omega}.
\]

(79)
Taking into account Equation (77), it is possible to derive the KMS relation for thermal states with rotation:

\[ S_{\beta_0,\Omega}^{-}(\tau, \varphi; x') = iZ_{\beta_0,\Omega}^{-1} \text{tr} [\tilde{\Omega}(\tau', \varphi') \tilde{\Omega}(\tau, \varphi)] = iZ_{\beta_0,\Omega}^{-1} \text{tr} [\tilde{\Omega}(\tau - i\beta_0, \varphi - i\beta_0\Omega) \tilde{\Omega}(\tau', \varphi')] = -e^{i\beta_0\Omega} S_{\beta_0,\Omega}^{+}(\tau - i\beta_0, \varphi - i\beta_0\Omega; x'), \tag{80} \]

where the time coordinate was denoted by \( \tau \) to indicate that time is an inherently complex parameter when finite temperature states are considered. In the above and in what follows, the dependence on the coordinates \( \tau \) and \( \theta \) is omitted for brevity. The factor \( e^{-iS\varphi} \) in Equation (71) indicates that the two-point functions can be expanded in a double Fourier series with respect to \( \Delta \tau = \tau - \tau' \) and \( \Delta \varphi = \varphi - \varphi' \) as follows:

\[ S_{\beta_0,\Omega}^{\pm}(\tau, \varphi; \tau', \varphi') = \int_{-\infty}^{\infty} \frac{dw}{(2\pi)^2} \sum_{m} e^{-i\Delta \tau \epsilon \Delta \varphi} e^{-iS\varphi} S_{\beta_0,\Omega m}^{\pm}(w)e^{iS\varphi'}, \tag{81} \]

where \( m = \pm \frac{1}{2}, \pm \frac{1}{2}, \ldots \) and the Fourier coefficients \( S_{\beta_0,\Omega m}^{\pm}(w) \) are independent of \( \Delta \tau \) and \( \Delta \varphi \). By virtue of Equation (80), the matrix-valued Fourier coefficients \( S_{\beta_0,\Omega m}^{\pm}(w) \) can be shown to satisfy \([68, 74]\):

\[ S_{\beta_0,\Omega m}^{\pm}(w) = -e^{\pm\beta_0\Omega} S_{\beta_0,\Omega m}^{\mp}(\bar{w}), \tag{82} \]

where \( \bar{w} = w - m\Omega \).

We now consider the Schwinger (anticommutator) two-point function,

\[ S(x, x') = S_{\beta_0,\Omega}^{+}(x, x') - S_{\beta_0,\Omega}^{-}(x, x'), \tag{83} \]

which is independent of state, since it involves the field anticommutators. Introducing its Fourier transform, \( s_m(w) \), through a relation equivalent to that in Equation (81), we find

\[ s_{\beta_0,\Omega m}^{+}(w) = [1 - n_{\beta_0}(\bar{w})]s_m(w), \quad s_{\beta_0,\Omega m}^{-}(w) = -n_{\beta_0}(\bar{w})s_m(w), \tag{84} \]

where the Fermi-Dirac factor \( n_{\beta_0}(\bar{w}) \) is given by

\[ n_{\beta_0}(\bar{w}) = \frac{1}{e^{\beta_0\bar{w}} + 1}. \tag{85} \]

At vanishing temperature, the following limits can be obtained:

\[ S_{\beta_0,\Omega m}^{\pm}(w) = \pm \Theta(\bar{w})s_m(w), \tag{86} \]

where \( \Theta \) is the usual Heaviside step function.

We now move onto the thermal Feynman two-point function, defined by

\[ S_{\beta_0,\Omega}(x, x') = \Theta_c(\tau - \tau')S_{\beta_0,\Omega}^{+}(x, x') + \Theta_c(\tau' - \tau)S_{\beta_0,\Omega}^{-}(x, x'), \tag{87} \]

where \( \Theta_c(\tau - \tau') \) is the step function on a contour in the complex plane which causally descends towards negative values of the imaginary part of \( \tau - \tau' \), such that

\[ \Theta_c(t - t' - i\epsilon) = 1, \quad \Theta_c(t - t' + i\epsilon) = 0, \tag{88} \]

for any real \( t - t' \) and \( \epsilon > 0 [74] \). Replacing the functions \( S_{\beta_0,\Omega}^{\pm}(x, x') \) with their Fourier representation, given in Equation (81), and using Equation (84) to replace their Fourier coefficients, we obtain
As discussed by Iyer in the context of rotating states on Minkowski space \[ 20\], such a term on the first line can be identified with the Feynman propagator at vanishing Minkowski vacuum) for which the corotating energy \( \tilde{\omega} \) introduced in Equation (54). It can be seen that the step functions appearing in Equation (89) are evaluated according to Equation (88).

In Equation (94), it is understood that \( \tau \) and \( \varphi \) are always taken on the real axis, while the Fermi-Dirac factors \( n_{\beta_0}(\tilde{\omega}) \) and \( 1 - n_{\beta_0}(\tilde{\omega}) \) admit the following expansions,

\[
\begin{align*}
n_{\beta_0}(\tilde{\omega}) &= \Theta(-\tilde{\omega}) - \sum_{j \neq 0} (-1)^j e^{-j\beta_0\tilde{\omega}} [\Theta(j)\Theta(\tilde{\omega}) - \Theta(-j)\Theta(-\tilde{\omega})], \\
1 - n_{\beta_0}(\tilde{\omega}) &= \Theta(\tilde{\omega}) + \sum_{j \neq 0} (-1)^j e^{-j\beta_0\tilde{\omega}} [\Theta(j)\Theta(\tilde{\omega}) - \Theta(-j)\Theta(-\tilde{\omega})],
\end{align*}
\]

where \( j = \pm 1, \pm 2, \ldots \), it can be seen that

\[
S_{\beta_0,\Omega}^{F}(x, x') = \int_{-\infty}^{\infty} \frac{dw}{(2\pi)^2} \sum_{m} e^{-i\omega\Delta t + im\Delta \varphi} \{ \Theta_{c}(\Delta t) [1 - n_{\beta_0}(\tilde{\omega})] - \Theta_{c}(-\Delta t) n_{\beta_0}(\tilde{\omega}) \} \times e^{-iS \varphi} s_{m}(w) e^{iS \varphi}. ~ (89)
\]

Noting that the Fermi-Dirac factors \( n_{\beta_0}(\tilde{\omega}) \) and \( 1 - n_{\beta_0}(\tilde{\omega}) \) admit the following expansions,

\[
\begin{align*}
n_{\beta_0}(\tilde{\omega}) &= \Theta(-\tilde{\omega}) - \sum_{j \neq 0} (-1)^j e^{-j\beta_0\tilde{\omega}} [\Theta(j)\Theta(\tilde{\omega}) - \Theta(-j)\Theta(-\tilde{\omega})], \\
1 - n_{\beta_0}(\tilde{\omega}) &= \Theta(\tilde{\omega}) + \sum_{j \neq 0} (-1)^j e^{-j\beta_0\tilde{\omega}} [\Theta(j)\Theta(\tilde{\omega}) - \Theta(-j)\Theta(-\tilde{\omega})],
\end{align*}
\]

The term on the first line can be identified with the Feynman propagator at vanishing temperature, which can be read from Equation (89):

\[
S_{\beta_0,\Omega}^{F}(x, x') = \int_{-\infty}^{\infty} \frac{dw}{(2\pi)^2} \sum_{m} e^{-i\omega\Delta t + im\Delta \varphi} \{ \Theta_{c}(\Delta t) \Theta(\tilde{\omega}) - \Theta_{c}(-\Delta t) \Theta(-\tilde{\omega}) \} + \sum_{j \neq 0} (-1)^j e^{-j\beta_0\tilde{\omega}} [\Theta(j)\Theta(\tilde{\omega}) - \Theta(-j)\Theta(-\tilde{\omega})] \} e^{-iS \varphi} s_{m}(w) e^{iS \varphi}. ~ (91)
\]

Shifting the time variables \( \tau \) and \( \varphi \) from the real axis by the imaginary quantities \( ij\beta_0 \) and \( i\beta_0\Omega \) (where \( j \) can be either negative or positive) and taking into account the relations in Equation (90), we have

\[
S_{\beta_0,\Omega}^{F}(\tau + ij\beta_0, \varphi + i\beta_0\Omega; x') = e^{ij\beta_0\Omega S} \int_{-\infty}^{\infty} \frac{dw}{(2\pi)^2} \sum_{m} e^{-i\omega\Delta t + im\Delta \varphi} \times e^{i\beta_0\tilde{\omega}} \Theta(-j)\Theta(\tilde{\omega})] e^{-iS \varphi} s_{m}(w) e^{iS \varphi}. ~ (93)
\]

Performing the flip \( j \to -j \) in Equation (91), the following equality can be derived:

\[
S_{\beta_0,\Omega}^{F}(x, x') = \sum_{j = -\infty}^{\infty} (-1)^j e^{-j\beta_0\Omega S} S_{\beta_0,\Omega}^{F}(\tau + ij\beta_0, \varphi + i\beta_0\Omega; x'). ~ (94)
\]

In Equation (94), it is understood that \( \tau \) and \( \tau' \) are always taken on the real axis, while the step functions appearing in Equation (89) are evaluated according to Equation (88).

We now discuss the connection with the vacuum Feynman propagator, \( S_{\text{vac}}^{F}(x, x') \), introduced in Equation (54). It can be seen that \( S_{\text{vac}}^{F}(x, x') \) admits a representation similar to that in Equation (92), with \( \Omega \) set equal to zero:

\[
S_{\text{vac}}^{F}(x, x') = \int_{-\infty}^{\infty} \frac{dw}{(2\pi)^2} \sum_{m} e^{-i\omega\Delta t + im\Delta \varphi} \times \{ \Theta_{c}(\Delta t) \Theta(w) - \Theta_{c}(-\Delta t) \Theta(-w) \} e^{-iS \varphi} s_{m}(w) e^{iS \varphi}. ~ (95)
\]

The difference between Equations (92) and (95) can appear only if the maximally symmetric vacuum, employed to construct \( S_{\text{vac}}^{F}(x, x') \), differs from the “rotating” vacuum. As discussed by Iyer in the context of rotating states on Minkowski space \[ 20\], such a difference is due to the presence of quantum particle modes (defined with respect to the Minkowski vacuum) for which the corotating energy \( \tilde{E} = E - \Omega m \), defined in terms of the
particle (Minkowski) energy $E$ and the projection $m$ of the particle total angular momentum along the rotation vector, is negative. The existence of such modes is quite generally intimately related to the presence of an SLS. In Ref. [75], it was shown that the Unruh-de Witt detector in rigid rotation cannot be excited by a neutral scalar field in any space-time, as long as no SLS forms in the (noninertial) reference frame of the detector. While such a general result is not available for the Dirac field, our analysis of rigidly-rotating states bounded by a cylinder indicates that the modes with \( E < 0 \) are not permitted, as long as the SLS is excluded from within the space contained inside the boundary [60]. This is also confirmed for the bounded rigidly-rotating states of the Klein-Gordon field [22,76]. For the specific case of adS, we expect that \( E > 0 \) as long as \( |\Omega| \leq 1 \), due to the quantisation of energy on adS [77], which reads

$$E_n = M + \ell^{-1}(n + \frac{3}{2}), \quad n = 0, 1, 2 \ldots$$ \hspace{1cm} (96)

In the above, the main quantum number $n = 2n_r + l$ can be written as the sum of the radial quantum number $n_r = 0, 1, 2, \ldots$ and the auxiliary quantum number $l$, taking even or odd integer values when $n$ is even or odd. The total angular momentum quantum number $j = l \pm \frac{1}{2}$ can be obtained from $l$, while the magnetic quantum number $m$ satisfies $-j \leq m \leq j$. Thus, the co-rotating energy is

$$\bar{E}_{n,j} = M + \ell^{-1}(2n_r + \frac{3}{2} \pm \frac{1}{2}) + \ell^{-1}(j - |\Omega|m).$$ \hspace{1cm} (97)

Since $j \geq m$, it is clear that $\bar{E}_{n,j} > 0$ as long as $|\Omega| \leq 1$.

To summarise, the above discussion shows that, when $|\Omega| \leq 1$, the Feynman propagator at vanishing temperature and finite rotation, \( S_{\infty,\Omega}(x,x') \), can be replaced by the maximally symmetric Feynman propagator, \( S_{\text{vac}}(x,x') \), as follows:

$$S_{\rho_0,\Omega}(x,x') = \sum_{j=-\infty}^{\infty} (-1)^j e^{-|\rho_0|\Omega^2} S_{\text{vac}}(\tau + ij|\rho_0|, \varphi + ij|\rho_0|; x').$$ \hspace{1cm} (98)

### 3.3. Thermal Expectation Values

In the rest of this paper, we consider the t.e.v.s of the scalar condensate (SC), the pseudoscalar condensate (PC), the vector \( (j^\mu_\rho) \) (VC) and axial \( (j^A_\alpha) \) (AC) charge currents, as well as the stress-energy tensor \( (T^{\mu\nu}) \) (SET) [78]:

\[
\begin{pmatrix}
\text{SC} \\
\text{PC} \\
j^\rho_\mu \\
j^A_\alpha \\
T_{\bar{\alpha}\rho} \\
\end{pmatrix}
\equiv \begin{pmatrix}
\frac{1}{2} \langle \tilde{\Phi} \mid \tilde{\Phi} \rangle & \langle \tilde{\Phi} \mid \gamma^\rho \tilde{\Phi} \rangle & \langle \tilde{\Phi} \mid \tilde{\gamma}^\rho \tilde{\Phi} \rangle & \langle \tilde{\Phi} \mid \gamma^\rho \gamma^A \tilde{\Phi} \rangle \\
\end{pmatrix}
\begin{pmatrix}
\frac{1}{2} \langle \tilde{\Phi} \mid \tilde{\Phi} \rangle & \langle \tilde{\Phi} \mid \gamma^\rho \tilde{\Phi} \rangle & \langle \tilde{\Phi} \mid \tilde{\gamma}^\rho \tilde{\Phi} \rangle & \langle \tilde{\Phi} \mid \gamma^\rho \gamma^A \tilde{\Phi} \rangle \\
\end{pmatrix}^{-1}
\begin{pmatrix}
1 \\
-\gamma^\rho \\
\gamma^A \\
-\frac{1}{2} \gamma^\rho (D_\rho - g^{\rho}_{\nu} D_\nu) \\
\end{pmatrix}
\begin{pmatrix}
\bar{\Delta} S_{\rho_0,\Omega}(x,x') \Lambda(x',x) \\
\end{pmatrix},
\]

where \( \Delta S_{\rho_0,\Omega}(x,x') \equiv S_{\rho_0,\Omega}(x,x') - S_{\text{vac}}(x,x') \) is the thermal propagator with the vacuum part subtracted. The bispinor of parallel transport \( \Lambda(x',x) \) has the role of parallel transporting the spinor structure at point \( x' \) towards \( x \) as the coincidence limit is taken [78] and is not acted upon by the derivative operators. Furthermore, since \( \Lambda(x,x) \) is just the identity matrix, this term makes only trivial contributions to the t.e.v.s considered here.
and can thus be ignored in what follows. Upon replacing the thermal propagator using Equation (98), it can be seen that the t.e.v.s appearing in Equation (99) involve taking traces and derivatives of the vacuum propagator, when the point \( x \) is detached from the real axis along the thermal contour. Let us denote by \( x^\beta_j = (t_j, x_j, y_j, z_j) \) the Cartesian-like coordinates corresponding to the \( j \)'th term in Equation (98). While \( t_j = t + i\beta_0 \) is obtained via a rotation, the spatial coordinates are obtained via a rotation:

\[
x^\beta_j = R_z(i\Omega\beta_0) x^\beta_i,
\]

where the temporal line and column were added for future convenience. It is easy to see that the derivatives with respect to \( x^\beta_i \) can be transformed into derivatives \( \partial_{\beta;j} \) with respect to the rotated coordinates, \( x^\beta_i \), as follows:

\[
\partial_a = R_z(i\Omega\beta_0)^\beta_i \partial_{\beta;j}.
\]

A similar transformation law can be found for the \( \gamma^\beta \) matrices:

\[
e^{-i\beta_0(S^z)} \gamma_\beta e^{i\beta_0(S^z)} = \gamma_\beta R_z(i\Omega\beta_0)^\beta_i.
\]

Further noting that

\[
e^{i\beta_0(S^z)} \left( \frac{x \cdot \gamma}{\ell} \right) e^{-i\beta_0(S^z)} = \frac{x_j \cdot \gamma}{\ell},
\]

it can be seen that the covariant derivative \( D_\beta = e_\beta^\beta(x) \left( \partial / \partial x^\beta \right) - \Gamma_\beta(x) \) also transforms according to

\[
e^{i\beta_0(S^z)} D_\beta e^{-i\beta_0(S^z)} = D_{\beta;j} R_z(i\Omega\beta_0)^\beta_i,
\]

where \( D_{\beta;j} = e_\beta^\beta(x_j) (\partial / \partial x^\beta_j) - \Gamma_\beta(x_j) \) is the covariant derivative acting at the point \( x^\beta_j \) on the thermal contour.

Due to the relation between the thermal Feynman propagator and the vacuum one given in Equation (98), it is possible to write the t.e.v. of a normal-ordered operator \( A \) : as \( A = \sum_{j \neq 0} A_j \). Leaving the case of the SET for later, the following terms are uncovered for the SC, PC and charge currents:

\[
SC_j = (-1)^{j+1} A_F j \text{tr} (e^{-i\beta_0(S^z)} \Lambda_j),
\]

\[
PC_j = -i(-1)^{j+1} A_F j \text{tr} (e^{-i\beta_0(S^z)} \gamma^5 \Lambda_j),
\]

\[
J^\beta_j = (-1)^{j+1} R_z(i\Omega\beta_0)^\beta_i B_F j \text{tr} (e^{-i\beta_0(S^z)} \gamma^5 \Lambda_j),
\]

\[
J_{\alpha,j} = (-1)^{j+1} R_z(i\Omega\beta_0)^\beta_i B_F j \text{tr} (e^{-i\beta_0(S^z)} \gamma^\beta \Lambda_j),
\]

where \( A_F j \equiv A_F(s_j) \) and \( B_F j \equiv B_F(s_j) \) depend on the geodesic distance \( s_j \equiv s(t + i\beta_0, r, \varphi + i\beta_0\Omega, \theta; t, r, \varphi, \theta) \) along the imaginary contour, which satisfies:

\[
\cos \frac{s_j}{\ell} = 1 + \frac{2}{\Gamma_j^2 \cos^2 \tau} \sinh^2 \frac{\beta_0}{2\ell},
\]

where \( \tau \) was introduced in Equation (26) and we introduce here the notations \( \Gamma_j \) and \( \overline{\Gamma}_j \) by

\[
\Gamma_j = \frac{1}{\sqrt{1 - \bar{p}^2 \overline{\Gamma}_j^2}}, \quad \overline{\Gamma}_j = \frac{\sinh(\Omega\beta_0/2)}{\sinh(\beta_0/2\ell)}.\]
We have also defined the quantities $\#_j$ and $\Lambda_j$, which are, respectively, the tangent at the point $x_j = (t + ij\beta_0, r, \phi + ij\beta_0(1, \theta))$ and the bispinor of parallel transport between the points $x_j$ and $x^\prime = (t, r, \phi, \theta)$.

4. Scalar and Pseudoscalar Condensates

We begin our detailed study of t.e.v.s by considering first the simplest ones, namely the SC and PC. The $j$th terms appearing in Equation (105) for the SC and PC are

$$
SC_j = (-1)^{j+1} A_{F,j} \left[ \cosh k \frac{\Omega j \beta_0}{2} \text{tr}(\Lambda_j) - \sinh k \frac{\Omega j \beta_0}{2} \text{tr}(\gamma^5 \gamma^0 \gamma^2 \Lambda_j) \right],
$$

$$
PC_j = -i (-1)^{j+1} A_{F,j} \left[ \cosh k \frac{\Omega j \beta_0}{2} \text{tr}(\gamma^5 \Lambda_j) - \sinh k \frac{\Omega j \beta_0}{2} \text{tr}(\gamma^0 \gamma^2 \Lambda_j) \right],
$$

where the relations $e^{-\Omega j \beta_0 S^z} = \cosh k \frac{\Omega j \beta_0}{2} - 2 \sinh k \frac{\Omega j \beta_0}{2}$ and $2 \sinh^2 k \frac{\Omega j \beta_0}{2} = \gamma^5 \gamma^0 \gamma^2$ were employed. Specialising the results in Equation (A1) for the traces appearing above to $(x, x') \rightarrow (x, x')$, Equation (108) simplifies to

$$
SC_j = \frac{4(-1)^{j+1} A_{F,j}}{\cos(\bar{s}_j/2)} \cosh k \frac{\Omega j \beta_0}{2\ell} \cosh k \frac{\Omega j \beta_0}{2},
$$

$$
PC_j = \frac{4(-1)^{j+1} A_{F,j}}{\cos(\bar{s}_j/2)} \sinh k \frac{\Omega j \beta_0}{2\ell} \sinh k \frac{\Omega j \beta_0}{2},
$$

where the effective vertical coordinate $\bar{s} = \tan \bar{r} \cos \theta$ was introduced in Equation (26). In the above, $j \neq 0$ takes both positive and negative values. It can be seen that the SC persists in the absence of rotation (as also remarked in Ref. [44]), while the PC only forms at nonvanishing $\Omega$. We now introduce the following notation:

$$
\zeta_j = -\frac{1}{\sin^2 \frac{s}{2}} = \frac{\Gamma_j^2 \cos^2 \bar{r}}{\sinh^2 (j\beta_0/2\ell)},
$$

where $\Gamma_j$ was defined in Equation (107). At large temperature, $\zeta_j$ can be expanded as shown in Equation (A7). Using Equation (56) to replace $A_{F,j}$ in Equation (109), we find

$$
SC = \frac{\Gamma k}{2\pi^2 \ell^3} \sum_{j=1}^{\infty} (-1)^{j+1} \zeta_j^{2+k} \cosh k \frac{\Omega j \beta_0}{2\ell} \cosh k \frac{\Omega j \beta_0}{2} F_1 (1 + k, 2 + k; 1 + 2k; -\zeta_j),
$$

$$
PC = \frac{\pi \Gamma k}{2\pi^2 \ell^3} \sum_{j=1}^{\infty} (-1)^{j+1} \zeta_j^{2+k} \sinh k \frac{\Omega j \beta_0}{2\ell} \sinh k \frac{\Omega j \beta_0}{2} F_1 (1 + k, 2 + k; 1 + 2k; -\zeta_j).
$$

In the limit of critical rotation, when $k \rightarrow 1$, the quantity $\zeta_j$ introduced in Equation (110) becomes

$$
\lim_{k \rightarrow 1} \zeta_j = \frac{\Gamma_j^2 \cos^2 \bar{r}}{\sinh^2 (j\beta_0/2\ell)}.
$$

In the equatorial plane, $\zeta_j$ becomes coordinate-independent, since $\Gamma_j = 1/\cos \bar{r}$ when $\theta = \pi/2$. While the PC trivially vanishes in the equatorial plane due to the $\bar{s}$ prefactor, the SC attains a constant value:

$$
\lim_{k \rightarrow 1} SC \left( \theta = \frac{\pi}{2} \right) = \frac{\Gamma_k}{2\pi^2 \ell^3} \sum_{j=1}^{\infty} \left( -1 \right)^{j+1} \cos^2 \frac{k \beta_0}{2\ell} \frac{1}{\left( \sinh \frac{k \beta_0}{2\ell} \right)^2} F_1 \left( 1 + k, 2 + k; 1 + 2k; \sinh^2 - \frac{k \beta_0}{2\ell} \right).$$
We now discuss the massless limit, in which Equation (111) reduces to:

\[
\lim_{k \to 0} SC = \frac{\cos^4 \tau}{2\pi^2 \ell^3} \sum_{j=1}^{\infty} \frac{(-1)^{j+1} \cosh \frac{i\theta_0}{2\tau} \cosh \frac{\Omega i\theta_0}{2}}{(\sinh^2 \frac{i\theta_0}{2\tau} + \cos^2 \tau - \ell^2 \sinh^2 \frac{\Omega i\theta_0}{2})^2},
\]

\[
\lim_{k \to 0} PC = \frac{\cos^4 \tau}{2\pi^2 \ell^3} \sum_{j=1}^{\infty} \frac{(-1)^{j+1} \sinh \frac{i\theta_0}{2\tau} \sinh \frac{\Omega i\theta_0}{2}}{(\sinh^2 \frac{i\theta_0}{2\tau} + \cos^2 \tau - \ell^2 \sinh^2 \frac{\Omega i\theta_0}{2})^2}.
\]

(114)

In the high temperature limit, it can be seen that

\[
\lim_{k \to 0} SC = \frac{1}{4\pi^2 \ell^3}, \quad \lim_{k \to 0} PC = 0.
\]

(115)

The above result reveals a nonvanishing value of the SC in the large temperature limit, which is present even for massless fermions. It is interesting to note that the result in Equation (115) is exactly cancelled by the renormalised vacuum expectation value (v.e.v.) of the SC [42] (note that the result in Ref. [42] must be multiplied by \(-1\):

\[
\lim_{k \to 0} \langle SC \rangle_{\text{vac}} = -\frac{1}{4\pi^2 \ell^3}.
\]

(116)

At finite mass, the SC can be expected to receive extra temperature-dependent contributions. According to the analysis on Minkowski space [21,61,79], the t.e.v. of the SC for small masses \(M = k\ell^{-1}\) is given by

\[
SC_{\text{Mink}} = M \left[ \frac{T^2}{6} + \frac{3a^2 - a^2}{24\pi^2} - \frac{M^2}{2\pi^2} \ln \frac{\pi T}{Me^{\frac{1}{2}}} + O(T^{-1}) \right],
\]

(117)

where the logarithmic term is based on the classical result for \((E_{\text{RKT}} - 3P_{\text{RKT}}) / M\) in Equation (43). We now seek to obtain this limit starting from Equation (111). Using the Formula (A12), the hypergeometric function in Equation (111) can be expanded around \(\zeta_j^{-1} = 0\) as follows

\[
_{2}F_{1}(1+k, 2+k; 1+2k; -\zeta_j) = \frac{\zeta_j^{-1-k}}{\Gamma_k} \left\{ k + \zeta_j^{-1} \left[ -1 - k + k^2 - k^3 \right] - 2k(1-k^2) \left( \ln \zeta_j^{-1/2} + \psi(k) + C \right) \right\} + O(\zeta_j^{-2}).
\]

(118)

where the normalisation constant \(\Gamma_k\) introduced in Equation (57) emerges after using the properties in Equation (A13). Substituting the above result into Equation (111), the sum over \(j\) can be performed by first considering an expansion at large temperatures, as shown in Equation (A7) for \(\zeta_j\). Using the summation formulae in Equation (A8), the large temperature expansion of the SC can be obtained as follows:

\[
SC = \frac{MT^2}{6} - \frac{M}{2\pi^2} \left( M^2 + \frac{R}{12} \right) \ln \pi T \ell + \frac{M}{24\pi^2} (3a^2 - a^2)
\]

\[
+ \frac{1}{4\pi^2 \ell^3} \left\{ 1 - \frac{5k}{6} - k^2 - k^3 - 2k(1-k^2)[\psi(1+k) + C] \right\} + O(T^{-1}).
\]

(119)

A comparison with Equation (43) confirms that the leading order term \(MT^2/6\) is consistent with that from the classical result \((E_{\text{RKT}} - 3P_{\text{RKT}}) / M\). The logarithmic term receives a quantum correction due to the Ricci scalar term, \(R/12\), which seems to be consistent with the replacement \(M^2 \to M^2 + R/12\) suggested in Equation (7) of Ref. [54].
The result in Equation (119) is validated against a numerical computation based on Equation (111) in Figure 2, where the profiles of the SC in the equatorial plane are shown at various values of the parameters $\Omega$, $k$, and $T_0$. Panel (a) confirms the high temperature limit corresponding to massless quanta derived in Equation (115) at $T_0 = 2\ell^{-1}$. When $\overline{\Omega} = 1$, the SC stays independent of $\overline{r}$ and agrees with the prediction in Equation (115). For smaller values of $\overline{\Omega}$, deviations can be observed as $\overline{r} \to \pi/2$, at larger distances from the boundary when $\overline{\Omega}$ is smaller. The $T_0 = 0.5\ell^{-1}$ curves shown in panel (a) indicate that the large temperature limit in Equation (115) loses validity when $T_0 \lesssim \ell^{-1}$. In panel (b), the high temperature limit for arbitrary masses, derived above in Equation (119), is validated in the high temperature regime ($T_0 \approx 2\ell^{-1}$) for various values of $\overline{\Omega}$. The agreement at $\overline{\Omega} = 1$ is excellent for both $k = 0$ and $k = 2$, while deviations can be seen in the vicinity of the boundary when $\overline{\Omega}$ is decreased. Finally, panel (c) shows the SC as a function of the inverse of the distance to the boundary, $(1 - 2\overline{r}/\pi)^{-1}$, at $k = 0$ and $\overline{\Omega} < 1$ (0 and 0.9 are considered), represented using a logarithmic scale. It can be seen that as the temperature is increased, the validity of the asymptotic value $1/4\pi^2$ is extended to smaller distances from the boundary.

Figure 2. Profiles of the scalar condensate (SC) in the equatorial plane ($\theta = \pi/2$). (a) Massless ($k = 0$) quanta at low ($T_0 = 0.5\ell^{-1}$) and high ($T_0 = 2\ell^{-1}$) temperatures, for various values of $\overline{\Omega}$. (b) High-temperature results for $k = 0$ and $k = 2$ at various $\overline{\Omega}$. (c) Validity of the vanishing mass high-temperature result in Equation (115) as a function of the radial coordinate, as $T_0$ and $\overline{\Omega}$ are increased. The black dotted lines represent the high-temperature result in Equation (119), which reduces to Equation (115) when $k = 0$.

We further validate the result in Equation (119) in the limit of critical rotation ($\overline{\Omega} = 1$), when the SC is constant in the equatorial plane. Figure 3 shows the SC as a function of temperature for various values of $k$. In panel (a), it can be seen that the numerical results
approach the asymptotic form in Equation (119) around \( \ell T_0 \simeq 1 \). Panel (b) displays the difference \( SC - SC_{an} \), where \( SC_{an} \) refers to the asymptotic expression in Equation (119). At \( \ell T_0 > 1 \), all curves give essentially zero, thus validating the contributions of order \( O(T_0^0) \). At \( \ell T_0 < 1 \), the asymptotic expression loses its validity due to the terms which are logarithmic in or independent of \( T_0 \). Since the SC vanishes as \( T_0 \to 0 \), these terms will dominate \( SC - SC_{an} \), as confirmed by the dotted black lines.

![Figure 3.](image)

**Figure 3.** (a) Log-log plot of the SC in the equatorial plane \( (\theta = \pi/2) \) as a function of \( T_0 \) for \( \Omega = 1 \) and various values of \( k \). (b) Linear-log plot of the difference \( SC - SC_{an} \) as a function of \( T_0 \) for \( \Omega = 1 \) and various values of \( k \).

The \( O(T^0) \) term appearing in Equation (119) could originate from the fact that we have only taken into account the thermal part of the expectation value of the SC. We now consider its full expectation value by adding the vacuum contribution \( SC_{vac}^{\text{Had}} \) to the result in Equation (119). According to Ref. [42], Hadamard regularisation gives

\[
SC_{vac}^{\text{Had}} = \frac{1}{4\pi^2\ell^3}\left\{1 - \frac{k}{6} - k^2 + k^3 + 2k(1 - k^2)\left[\psi(k) + C - \ln(v_{\text{Had}}\ell\sqrt{2})\right]\right\}
\]

\[
= -\frac{1}{4\pi^2\ell^3}\left\{1 + \frac{k}{6} - k^2 - k^3 - 2k(1 - k^2)\left[\psi(1 + k) + C - \ln(v_{\text{Had}}\ell\sqrt{2})\right]\right\},
\]

where \( v_{\text{Had}} \) is an arbitrary (unspecified) regularisation mass scale and the relation (A13) was employed to go from the first to the second line. Adding together the thermal and the vacuum contributions gives

\[
SC_{\text{total}}^{\text{Had}} \equiv SC + SC_{vac}^{\text{Had}} = \frac{MT^2}{6} - \frac{M^2}{2\pi^2} \left(\frac{R}{12} + \frac{\ln(\sqrt{2})}{v_{\text{Had}}\sqrt{2}}\right) + \frac{M}{24\pi^2}\left(3\omega^2 - a^2 + \frac{R}{2}\right) + O(T^{-1}).
\]

Imposing agreement with the Minkowski value (117) in the limit \( \ell^{-1} \to 0 \), we obtain

\[
v_{\text{Had}}^{SC} = \frac{M}{\sqrt{2}e^{c - \frac{1}{2}}},
\]

where \( M = k\ell^{-1} \) is the mass of the field quanta and \( C \) is the Euler-Mascheroni constant.

We now discuss the volumetric properties of the SC and PC. Due to the \( \Xi \) prefactor in (109), the PC is antisymmetric with respect to the equatorial plane and thus its volume integral vanishes identically. This property will become important in understanding the flow of axial charge, which will be discussed in the following section. On the other hand, the total SC contained in adS space can be obtained as follows:
Due to the coordinate dependence of the volume element \( \sqrt{-g} \, d^3x \), it can be seen that the contributions from high values of \( \ell \) have a higher weight than those within the AdS bulk. For this reason, it is convenient to change the argument of the hypergeometric function appearing in Equation (111) using Equation (A14), leading to:

\[
V^{SC}_{\beta_0, \Omega} = \frac{\Gamma_k}{2 \pi \ell^3} \sum_{j=1}^{\infty} (-1)^{j+1} \cosh \frac{j \beta_0}{2 \ell} \cosh \frac{\Omega j \beta_0}{2} \times \int \! d^3x \sqrt{-g} \left( \frac{\zeta_j}{1 + \zeta_j} \right)^{2 + \nu} _2F_1 \left( k, 2 + \nu; \frac{\zeta_j}{1 + \zeta_j} \right). \tag{124}
\]

Now using Equation (A11) to express the hypergeometric function as a series, the integral can be performed in the following two steps:

\[
\int \! d^3x \sqrt{-g} \left( \frac{\zeta_j}{1 + \zeta_j} \right)^{2 + \nu} = \frac{\pi^{3/2} \ell^3 \Gamma \left( \frac{1}{2} + \nu \right)}{2 \Gamma(2 + \nu)} \left( \cosh \frac{j \beta_0}{2 \ell} \right)^{-1 - 2\nu} \int_{-1}^{1} \frac{d \cos \theta}{(\sinh^2 \frac{j \beta_0}{2 \ell} - \sinh^2 \frac{\Omega j \beta_0}{2} \sin^2 \theta)^{3/2}}
\]

\[
= \frac{\pi^{3/2} \ell^3 \Gamma \left( \frac{1}{2} + \nu \right)}{\Gamma(2 + \nu)} \frac{(\cosh \frac{j \beta_0}{2 \ell})^{-1 - 2\nu}}{\sinh \frac{j \beta_0}{2 \ell}(\sinh^2 \frac{j \beta_0}{2 \ell} - \sinh^2 \frac{\Omega j \beta_0}{2})}, \tag{125}
\]

where \( \nu = k + n \). The above result shows that all terms in the hypergeometric function will make contributions which diverge as \( \Omega = \Omega \ell \to 1 \). Substituting the result in Equation (125) together with the expansion (A11) into Equation (124), the sum over \( n \) can be performed, yielding:

\[
V^{SC}_{\beta_0, \Omega} = \frac{2}{4k+1} \sum_{j=1}^{\infty} (-1)^{j+1} \cosh \frac{\Omega j \beta_0}{2} (\cosh \frac{j \beta_0}{2 \ell} - 2 k) \sinh \frac{j \beta_0}{2 \ell}(\sinh^2 \frac{j \beta_0}{2 \ell} - \sinh^2 \frac{\Omega j \beta_0}{2}) \times _2F_1 \left( k, 1 + 2k; 1 + 2k; \text{sech}^2 \frac{j \beta_0}{2 \ell} \right). \tag{126}
\]

Using Equation (A15), the hypergeometric function appearing in Equation (126) has a simple closed-form expression:

\[
_2F_1 \left( k, 1 + 2k; 1 + 2k; \text{sech}^2 \frac{j \beta_0}{2 \ell} \right) = \left( 4 e^{-j \beta_0 / \ell} \cosh^2 \frac{j \beta_0}{2 \ell} \right)^k, \tag{127}
\]

which allows \( V^{SC}_{\beta_0, \Omega} \) to be simplified to:

\[
V^{SC}_{\beta_0, \Omega} = \sum_{j=1}^{\infty} (-1)^{j+1} e^{-jM \beta_0} \cosh \frac{\Omega j \beta_0}{2} \times \ln \left( \frac{3 - \Omega^2}{6(1 - \Omega^2)} \right) + O(T_0^{-1}). \tag{128}
\]

The result on the second line of (128) gives the closed form coefficients of the terms cubic and linear in the temperature, though these coefficients are temperature-dependent due to the exponential \( e^{-\beta_0 M} \). Expanding these coefficients for small \( \beta_0 \), we obtain...
\[
V_{\beta_0,\Omega}^{SC} = \frac{\ell^3}{1 - \Omega^2} \left[ 3\zeta(3)T_0^3 - \frac{\pi^2 MT_0^2}{3} + \frac{T_0}{6} \left( 12M^2 + \Omega^2 + \frac{R}{4} \right) \ln 2 \right. \\
- \left. \frac{M}{12} \left( 4M^2 + \Omega^2 + \frac{R}{4} \right) + O(T_0^{-1}) \right]. \tag{129}
\]

It is remarkable that, while the large temperature limit of the SC at vanishing mass given in Equation (115) is temperature-independent, the leading order \( T_0^3 \) contribution to \( V_{\beta_0,\Omega}^{SC} \) is mass-independent. A comparison with the classical (nonquantum) result for \((E_{RKT} - 3P_{RKT})/M\) obtained in Equation (53) shows that quantum corrections appear at the next-to-next-to-leading order, in the form of the extra term \( \Omega^2 + R/4 \).

The asymptotic expression \( V_{\beta_0,\Omega}^{SC} \) in Equation (129) is compared to the numerical result obtained by performing the summation on the first line of Equation (125) in Figure 4. Panel (a) confirms that the asymptotic expression becomes valid when \( \ell T_0 \gtrsim 1 \). In panel (b), the difference \( V_{\beta_0,\Omega}^{SC} - V_{\beta_0,\Omega}^{SC,an} \) between the numerical and analytical results is shown for various values of \( k \) and \( T_0 \). It can be seen that the curves tend to zero as \( \ell T_0 \to \infty \), confirming the validity of all the terms in Equation (129), including the constant. Since \( V_{\beta_0,\Omega}^{SC} \to 0 \) when \( T_0 \to 0 \), this latter term becomes dominant at small \( T_0 \) and its value is confirmed by the dotted black lines. Finally, panel (c) shows \( V_{\beta_0,\Omega}^{SC} \) as a function of \((1 - \Omega T_0)^{-1}\), thus confirming its divergent behaviour as \( \Omega \to 1 \). The agreement with the analytical solution in Equation (129) is excellent at high \( T_0 \) and small \( k \). Small discrepancies can be seen in the case when \( k = 2 \) and \( \ell T_0 = 0.5 \).

**Figure 4.** (a) Log-log plot of \( V_{\beta_0,\Omega}^{SC} \) (123) as a function of \( \ell T_0 \). (b) Difference \( V_{\beta_0,\Omega}^{SC} - V_{\beta_0,\Omega}^{SC,an} \) as a function of \( \ell T_0 \). (c) \( V_{\beta_0,\Omega}^{SC} \) as a function of \((1 - \Omega T_0)^{-1}\) for various values of \( k \) and \( \ell T_0 \). The dashed lines represent the high temperature limit given in Equation (129).
5. Charge Currents

In the previous section, we studied in detail the simplest t.e.v.s, namely those of the SC and PC. Using Equation (A2), the components of the VC can be conveniently written in matrix form:

$$f^A_{\alpha j} = \frac{4i(-1)^{j+1}B_{Ej}}{\sin \frac{\ell_j}{\ell} \cos \theta} R_z(i\Omega j_{0}) \delta^\hat{\alpha} \left( \begin{array}{c} \sin \frac{\beta_0}{2\ell} \cosh \frac{\Omega j_{0}}{2} \\ -p \cosh \frac{\beta_0}{2\ell} \sinh \frac{\Omega j_{0}}{2} \sin (\varphi + i\Omega j_{0}) \\ p \cosh \frac{\beta_0}{2\ell} \sinh \frac{\Omega j_{0}}{2} \cos (\varphi + i\Omega j_{0}) \\ 0 \end{array} \right) \delta^\hat{\alpha} \left( \begin{array}{c} \sinh \frac{\beta_0}{2\ell} \cosh \frac{\Omega j_{0}}{2} \\ -p \cosh \frac{\beta_0}{2\ell} \sinh \frac{\Omega j_{0}}{2} \sin \varphi \\ p \cosh \frac{\beta_0}{2\ell} \sinh \frac{\Omega j_{0}}{2} \cos \varphi \\ 0 \end{array} \right).$$

(130)

All components are odd with respect to the change $j \rightarrow -j$, and therefore the t.e.v. of the VC vanishes identically:

$$f^A_{\alpha j} = \sum_{j \neq 0} f^A_{\alpha j} = 0.$$  

(131)

Moving on to the AC, the following components can be obtained:

$$f^A_{\hat{\alpha j}} = \frac{4i(-1)^{j+1}B_{Ej}}{\sin \frac{\ell_j}{\ell} \cos \theta} \sinh \frac{\beta_0}{2\ell} \sinh \frac{\Omega j_{0}}{2} \times R_z(i\Omega j_{0}) \left( \begin{array}{c} 0 \\ (1 - \cos \tau) \sin \theta \cos \theta \cos (\varphi + i\Omega j_{0}) \\ (1 - \cos \tau) \sin \theta \cos \theta \sin (\varphi + i\Omega j_{0}) \\ \cos^2 \theta + \cos \tau \sin^2 \theta \end{array} \right) \delta^\hat{\alpha} \left( \begin{array}{c} 0 \\ (1 - \cos \tau) \tan \theta \cos \varphi \\ (1 - \cos \tau) \tan \theta \sin \varphi \\ 1 + \cos \tau \tan^2 \theta \end{array} \right) \delta^\hat{\alpha} \left( \begin{array}{c} 0 \\ (1 - \cos \tau) \sin \theta \cos \varphi \\ (1 - \cos \tau) \sin \theta \sin \varphi \\ 1 + \cos \tau \sin^2 \theta \end{array} \right).$$

(132)

Comparing with the expression for the kinematic vorticity $\omega^\hat{\alpha}$ in Equation (33), it can be seen that

$$f^A_{\hat{\alpha j}} = \sigma^w_{A\hat{j}} \omega^\hat{\alpha},$$

(133)

where the contribution $\sigma^w_{A\hat{j}} (j \neq 0)$ to the vortical conductivity $\sigma^w_A$ is given by

$$\sigma^w_{A\hat{j}} = \frac{4i(-1)^{j+1}B_{Ej}}{\Omega^2 \sin \frac{\ell_j}{\ell} \cos^2 \theta} \sinh \frac{\beta_0}{2\ell} \sinh \frac{\Omega j_{0}}{2}. \sin.$$  

(134)

Substituting the expression for $B_{Ej}$ given in Equation (56) into Equation (134) and summing over $j$ gives

$$\sigma^w_A = \sum_{j \neq 0} \sigma^w_{A\hat{j}}$$

$$= \frac{\Gamma_k}{2\ell^2 \ell^2 \Omega^2 \cos^2 \theta} \sum_{j=1}^{\infty}(-1)^{j+1} \ell^2 \beta^2 \jmath \sinh \frac{\beta_0}{2\ell} \sinh \frac{\Omega j_{0}}{2} \sin (\varphi + i\Omega j_{0}) \sin (\varphi + i\Omega j_{0}) \sin (\varphi + i\Omega j_{0}).$$  

(135)
In the case of critical rotation (\(\Omega = 1\)), the quantity \(\zeta_j\) takes the form in Equation (112) and the axial vortical conductivity attains a constant value in the equatorial plane:

\[
\lim_{\Omega \ell \to 1} \sigma^\omega_A(\theta = \pi/2) = \frac{\Gamma_k}{2\pi^2 \ell^2} \sum_{j=1}^{\infty} \frac{(-1)^{j+1}}{(\sinh \frac{\beta_0}{2\ell})^{2+2k}} 2F_1 \left( k; 2 + k; 1 + 2k; -\cosh^2 \frac{j\beta_0}{2\ell} \right) . \tag{136}
\]

In order to investigate the large temperature limit of \(\sigma^\omega_A\), we employ Equation (A12) to find

\[
2F_1(k, 2 + k; 1 + 2k; -\zeta_j) = \frac{\zeta_j^{-k}}{\Gamma_k} \left[ 1 - \frac{k^2}{\zeta_j} + O(\zeta_j^{-2}) \right] . \tag{137}
\]

Using the summation formulae in Equation (A9), we obtain

\[
\sigma^\omega_{A,an} = \frac{T^2}{6} + \frac{1}{24\pi^2} \left( \omega^2 + 3a^2 + \frac{R}{4} - 6M^2 \right) + O(T^{-1}) , \tag{138}
\]

where \(R\) is the Ricci scalar (2) and \(M = k\ell^{-1}\) is the mass of the field quanta. The leading order term is consistent with the vanishing chemical potential limit (\(\mu = \mu_S = 0\)) of the result reported in Section 6 of Ref. [80]. The terms involving \(\omega^2\) and \(a^2\) are in agreement with the results derived using the equilibrium density operator formalism in Ref. [81], while the mass term agrees with the correction found in Equations (7.10) and (40) of Refs. [61,82], respectively, as well as with the high temperature expansion of the results derived in Ref. [83] (see last entry for \(W^A\) in Table 2). Curvature corrections were also reported in Equations (2) and (15) of Ref. [84], however the coefficient of the Ricci scalar differs by a factor of \(-2\) to our result. The results in Ref. [84] must be multiplied by two in order to account for both \(L\) and \(R\) chiral states.

On Minkowski space, the second term in Equation (138), which is independent of temperature, is generated when computing the expectation value of the axial current with respect to the static (Minkowski) vacuum (as opposed to the rotating vacuum). In adS, this term is generated without recourse to the nonrotating vacuum, but only in the large temperature limit. The validity of Equation (138) is probed in a variety of regimes in Figure 5. In panel (a), the massless case \(k = 0\) is studied at various values of the temperature \(\ell T_0\) and rotation parameter \(\ell \Omega = \ell \Omega_0\). The agreement is excellent even at \(\ell T_0 = 0.5\). In panel (b), the high-temperature case (\(\ell T_0 = 2\)) is tested for massless and massive quanta and discrepancies can be seen at \(k = 2\), when the mass and the temperature are of the same order of magnitude. Panel (c) shows the \(T_0\) dependence of \(\sigma^\omega_A\) for the case of critical rotation (\(\ell \Omega = 1\)), in the equatorial plane (\(\theta = \pi/2\)), where \(\sigma^\omega_A\) no longer depends on \(r\). The asymptotic behaviour can be seen to be independent of \(k\), as expected from the structure of the leading order term \(T^2/6\) in Equation (138). The asymptotic form is established at larger temperature when \(k = 2/\sqrt{3}\) than for \(k = 0\). Finally, panel (d) shows the difference \(\sigma^\omega_A - \sigma^\omega_{A,an}\), which drops to zero when \(\ell T_0 \gtrsim 1\). It should be noted that the \(O(T^0)\) term is necessary to obtain the convergence to zero, however this term loses its validity at small temperature (the \(T_0 \to 0\) asymptotics are governed by the temperature-independent contribution to \(-\sigma^\omega_{A,an}\)).
The divergence of the AC becomes

$$\nabla_\mu f_A^\mu = \frac{1}{\sqrt{-g}} \frac{\partial}{\partial x^\mu} (\sqrt{-g} f_A^\mu) = \frac{1}{\sqrt{-g}} \frac{\partial (f_A^\mu \sqrt{-g})}{\partial z} = -2k \ell^{-1} PC,$$

where PC is the pseudoscalar condensate. Integrating the above equation over the volume $V$ bounded by the two-surfaces given by constant $z$ values $z_0$ and $z_1$, we find

$$\int_0^1 d\bar{\tau} \int_0^{2\pi} d\varphi \int_{z_0}^{z_1} dz \sqrt{-g} \nabla_\mu f_A^\mu = \ell [F_A(z_1) - F_A(z_0)] = -2k \ell^{-1} \int_V d^3x \sqrt{-g} PC,$$

(140)

showing that the flux $F_A$ is independent of $z$ for massless fermions, when $k = 0$. Its explicit expression for arbitrary $k$ is

$$F_A(z) = \ell^{-1} \int_0^1 d\bar{\tau} \int_0^{2\pi} d\varphi \sqrt{-g} f_A^\mu(z).$$

(141)
Substituting the expressions (31) and (135) into Equation (133) allows $F_A$ to be written as

$$F_A = \sum_{j=1}^{\infty} (-1)^{j+1} \sinh \frac{j \beta_0}{2\ell} \sinh \frac{\Omega j \beta_0}{2} \left( 1 + \frac{\beta_0}{2\ell} \right)^{k} \times \int_0^1 d\rho \left( 1 - \frac{\beta_0^2}{1 + \rho^2} \right)^k 2F_1\left(k, 2 + k; 1 + 2k; -\frac{\zeta_j}{\rho} \right) \left( \sinh^2 \frac{j \beta_0}{2\ell} - \rho^2 \sinh^2 \frac{\Omega j \beta_0}{2} \right)^{2+k} \right), \quad (142)$$

where the quantity $\zeta_j$ given in Equation (110) reduces to

$$\zeta_j = \frac{1 - \beta_0^2}{1 + \rho^2} \sinh^2 \frac{j \beta_0}{2\ell} - \rho^2 \sinh^2 \frac{\Omega j \beta_0}{2}. \quad (143)$$

We now perform the $\rho$ integration in Equation (142). Using Equation (A11) to replace the hypergeometric function, $F_A$ becomes

$$F_A = \sum_{j=1}^{\infty} (-1)^{j+1} \sinh \frac{j \beta_0}{2\ell} \sinh \frac{\Omega j \beta_0}{2} \sum_{n=0}^{\infty} \frac{(-1)^n \Gamma(k + n) \Gamma(2 + k + n) \Gamma(1 + 2k)}{n! \Gamma(k) \Gamma(2 + k) \Gamma(1 + 2k + n) (1 + 2k + n)} \times \int_0^1 \frac{Y^{k+n} dY}{\sinh^2 \frac{j \beta_0}{2\ell} - (1 - Y) \sinh^2 \frac{\Omega j \beta_0}{2} + k + n}, \quad (144)$$

where $Y = 1 - \rho^2$. The integration with respect to $Y$ can be performed trivially,

$$\int_0^1 \frac{Y^{v} dY}{(a - b(1 - Y))^{2+\tau}} = \int_0^{1/a} \frac{X^{v} dX}{a - b} = \frac{a^{-1-v}}{a - b(1 + v)}, \quad (145)$$

where $X = Y/(a - b + bY)$. This allows the summation over $n$ in (144) to be performed in terms of another hypergeometric series, yielding

$$F_A = \sum_{j=1}^{\infty} (-1)^{j+1} \sinh \frac{j \beta_0}{2\ell} \frac{(\sinh \frac{j \beta_0}{2\ell})^{-1-2k}}{(\sinh^2 \frac{j \beta_0}{2\ell} - \sinh^2 \frac{\Omega j \beta_0}{2} + 1 + 2k)^k} \times 2F_1\left(k, 1 + k; 1 + 2k; \frac{1 + \rho^2}{\sinh^2 \frac{j \beta_0}{2\ell}} \right). \quad (146)$$

The argument of the hypergeometric function shows that the limit of high temperature ($\beta_0 \rightarrow 0$) cannot be taken simultaneously with the limit of high $\beta$. In the absence of a uniformly asymptotic expansion, we now proceed to derive separately the large $\beta$ and the large $\ell$ behaviours.

In the case of large $\beta$, we can treat the argument of the hypergeometric function as a small number, which permits the series representation (A11) to be employed:

$$2F_1\left(k, 1 + k; 1 + 2k; \frac{1}{(1 + 2k)(1 + 2k) \sinh^2 \frac{j \beta_0}{2\ell}} \right) = 1 - \frac{k(1 + k)}{(1 + 2k)(1 + 2k) \sinh^2 \frac{j \beta_0}{2\ell}} + O[(1 + 2k)^{-2}], \quad (147)$$

An expansion with respect to small $\beta_0$ must be performed in order to extract the large temperature behaviour of $F_A(\beta)$. Exchanging the summation over $j$ with the above series expansions is not strictly valid and will lead to a nonuniform asymptotic expansion. Taking into account the $(\sinh \frac{j \beta_0}{2\ell})^{-1-2k}$ term appearing in Equation (146), the large temperature expansion involves both negative and positive powers of $j$. Restricting only to terms with
vanishing or negative powers, the summation over \( j \) can be performed using Equation (A4), leading to

\[
F_A(\bar{z}) = \frac{\Omega}{1 - \Omega^2} \frac{\Gamma(1 + k)}{2k\sqrt{\Gamma(1 + k)\Gamma(1/2 + k)}} \left( \frac{\ell T_0}{\sqrt{1 + \bar{z}^2}} \right)^{2k} \left\{ \left[ \zeta(2 + 2k) \left( 1 - \frac{1}{2^{1+2k}} \right) (2\ell T_0)^2 \right. \\
- \frac{\zeta(2k)}{6} \left( 1 - \frac{1}{2^{2k-1}} \right) (3 + 2k + \bar{z}^2) + O(T_0^{-2}) \right\} \\
- \frac{4k(1+k)}{1+2k} \left( \frac{\ell T_0}{\sqrt{1 + \bar{z}^2}} \right)^2 \left\{ \zeta(4+2k) \left( 1 - \frac{1}{2^{1+2k}} \right) (2\ell T_0)^2 \right. \\
- \frac{\zeta(2+2k)}{6} \left( 1 - \frac{1}{2^{1+2k}} \right) (5 + 2k + \bar{z}^2) + O(T_0^{-2}) \right\}.
\] (148)

The same divergent factor \((1 - \Omega^2)^{-1}\) that was seen for the SC in Equation (129) appears in the total axial flux. The validity of Equation (148) is restricted to large \( \bar{z} \), but also to large \( T_0 \) compared to the mass \( k\ell^{-1} \). The dependence of \( F_A \) on \( \bar{z} \) is shown in Figure 6a. At \( k = 0 \), the coordinate-independence of \( F_A \) is confirmed and the agreement with the result in Equation (148) is excellent even for small temperature, \( \ell T_0 = 0.5 \). At finite mass (\( k = 1 \)), the flux \( F_A \) decreases like \( \bar{z}^{-k} \). The leading-order coefficient is temperature-dependent and the result in Equation (148) becomes inaccurate at small temperatures (\( \ell T_0 = 0.5 < k = 1 \)).
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**Figure 6.** (a) Dependence of \( F_A \) on \( \bar{z} \) for massless (\( k = 0 \)) and massive (\( k = 1 \)) quanta at small (\( \ell T_0 = 0.5 \)) and large (\( \ell T_0 = 2 \)) temperatures. Temperature dependence of (b) \( F_A \); and (c) \( F_A - F_{A_{\text{an}}} \) for \( \bar{z} = 0 \), normalized with respect to the prefactor \( \Omega / (1 - \Omega^2)^2 \). The analytical results \( F_{\text{an}} \) at large \( \bar{z} \) (panel a) and large \( T_0 \) (panels b,c) are given in Equations (148) and (151), respectively.
At high temperature, Equation (A12) can be employed to expand the hypergeometric function appearing in Equation (146):

\[
2F_1\left(k, 1 + k; 1 + 2k; -\left(\frac{1 + \Omega^2}{\sinh^2 \frac{j\beta_0}{2T}}\right)^{-1}\right) = \frac{\Gamma(1 + 2k)}{\Gamma(1 + k)^2} \left(\frac{1 + \Omega^2}{\sinh^2 \frac{j\beta_0}{2T}}\right)^{2k} \times \left\{1 + k^2(1 + \Omega^2) \sinh^2 \frac{j\beta_0}{2T}\right. \\
\times \left[\ln(1 + \Omega^2) + \ln\left(\sinh^2 \frac{j\beta_0}{2T}\right) - \psi(1) - \psi(2) + \psi(k) + \psi(1 + k) \right] + O(\beta_0^3)\right\}. \quad (149)
\]

Noting the properties of the digamma function in Equation (A13), we can write \(F_A(\Omega)\) as

\[
F_A(\Omega) = \frac{1}{2\pi \ell} \sum_{j=1}^{\infty} \frac{(-1)^{j+1} \sinh \frac{j\beta_0}{2T}}{(\sinh^2 \frac{j\beta_0}{2T} - \sinh^2 \frac{j\beta_0}{2T}) \sinh \frac{j\beta_0}{2T}} \left\{1 - k(1 + \Omega^2) \sinh^2 \frac{j\beta_0}{2T}\right. \\
\times \left[1 + k - 2kC - 2k\psi(1 + k) - k \ln(1 + \Omega^2) - k \ln\left(\sinh^2 \frac{j\beta_0}{2T}\right) \right] + O(\beta_0^3)\right\}. \quad (150)
\]

Using the summation Formula (A10) it can be shown that \(F_A\) takes the approximate form

\[
F_A(\Omega) = \frac{\Omega}{1 - \Omega^2} \left\{\pi \ell^2 T_0^2 \frac{\Omega^2}{6} - \frac{3 + \Omega^2}{24\pi} - \frac{k^2(1 + \Omega^2)}{2\pi} \ln \frac{\pi \ell T_0}{\sqrt{1 + \Omega^2}} \\
- \frac{k(1 + \Omega^2)}{4\pi} \left[1 + k - 2kC - 2k\psi(1 + k) \right] + O(T_0^{-1})\right\}. \quad (151)
\]

We now summarise the results derived above. Equation (140) indicates that the axial flux \(F_A\) integrated over surfaces of constant \(\Omega\) is independent of \(\Omega\) for massless particles. The surfaces corresponding to the limits \(\Omega \to \infty\) and \(-\infty\) represent the boundaries of the top and bottom halves of adS and thus a net axial charge flux is transferred from the bottom hemisphere through to the top hemisphere. This situation is reminiscent of the fate of null geodesics, which are able to travel to the adS boundary and to be reflected back into the adS bulk in finite time [85]. The boundaries of adS are thus forced open to unleash the axial current induced by the vorticity via the axial vortical effect.

The situation changes completely when the fermions have finite mass. The \((1 + \Omega^2)^{-k}\) factor appearing in Equation (146) ensures that the axial flux exhibits a power law decay of the form \(1/\Omega^2\) as \(\Omega \to \infty\). The net axial current flux through the equator must be compensated by the buildup of a negative PC in the lower hemisphere and by a PC with opposite sign in the upper hemisphere. Thus, the emergence of a nonvanishing expectation value of the PC for massive free fermions is required by observing that adS is completely opaque to massive particles, which require infinite time to reach its boundary. For this reason, no axial flux can reach the adS boundary, being instead converted into the PC via Equation (139), which then builds up inside the bulk of adS.

We now discuss the validity of the asymptotic expression in Equation (151). Panel (b) of Figure 6 shows \(\frac{1}{1 - \Omega^2} F_A\) evaluated on the equatorial plane (\(\Omega = 0\)) as a function of \(\ell T_0\) at various values of \(\Omega\). The analytical approximation can be seen to become valid when \(\ell T_0 \gtrsim 0.5\). Panel (c) shows \(\frac{1}{\Omega}(1 - \Omega^2)(F_A - \Omega^{-k})\) evaluated on the equatorial plane (\(\Omega = 0\)) as a function of \(\ell T_0\), for various values of \(\Omega\) and \(k\). All curves tend to zero as \(\ell T_0\) is increased, confirming all terms in Equation (151). Since \(F_A \to 0\) as \(T_0 \to 0\), the logarithmic and temperature-independent terms become dominant at low temperatures, as confirmed by the black dotted lines.
6. Stress-Energy Tensor

The previous two sections have contained detailed analysis of the SC, PC and AC. These have revealed divergences in the volumetric integrals of t.e.v.s in the limit of critical rotation, \( \Omega^\ell \to 1 \). We have also examined the high-temperature limit, and the role of quantum- and curvature-corrections. We now turn to the remaining (and most complex) physical quantity—the SET.

For the computation of the components of the SET given in Equation (99), it is convenient to perform the covariant derivatives \( D_\varphi \) and \( D_{\varphi'} \) using the properties of the vacuum Feynman propagator. The difficulty encountered in this case is due to the fact that \( S_{\text{vac}}^\ell \) in Equation (98) is evaluated on the thermal contour, while the covariant derivatives are taken on the real contour. This problem is solved by noting that:

\[
D_\ell (x) e^{-i\beta_0 \Omega^\ell} = R_\ell (i\Omega \beta_0) \delta_\ell e^{-i\beta_0 \Omega^\ell} D_{\ell j},
\]

where \( D_\ell (x) = e^\mu_\ell (x) \partial_\mu - \Gamma^\ell_\ell (x) \) is the usual spinor covariant derivative, while \( D_{\ell j} \) acts on the shifted coordinate \( x_j \), as indicated in Equation (104). On the other hand, the covariant derivative \( D_{\ell j} \) acts on the coordinate \( x' \) from the right and thus does not require rotation. Writing \( T_{\ell \varphi} = \sum_{j \neq 0} T_{\ell \varphi j} \), we find

\[
T_{\ell \varphi j} = \frac{i}{2} (-1)^j \text{tr} \left[ e^{-i\beta_0 \Omega^\ell} \gamma_\ell R^\lambda_\ell (R^\beta_\ell \partial_{\beta j} - D_{\beta j}) iS_{\text{vac}}^{\ell j} \right],
\]

where we took into account that the bivector \( g^{\varphi'}_\ell \) and bispinor \( \Lambda (x, x') \) of parallel transport are equal to the identity when \( x' \to x \) (only the vacuum propagator is evaluated on the thermal contour).

The covariant derivatives appearing in Equation (153) can be written using the decomposition (54) of the vacuum Feynman propagator, as follows:

\[
D_\varphi iS_{\text{vac}}^{\ell j}(x, x') = \left[ \frac{1}{2\ell} \gamma_\ell \gamma_\xi A_\ell (s) \tan \frac{s}{2} + \eta_\beta \sigma_\ell \frac{\partial}{\partial s} \left( \frac{A_\ell}{\cos \frac{s}{2}} \right) \cos \frac{s}{2} \right] n^\beta \Lambda (x, x')
\]

\[
- \left[ \frac{1}{2\ell} \eta_\beta \sigma_\ell B_\ell (s) \cot \frac{s}{2} - n_\sigma n_\ell \frac{\partial}{\partial s} \left( \frac{B_\ell}{\sin \frac{s}{2}} \right) \sin \frac{s}{2} \right] \gamma_\beta \Lambda (x, x'),
\]

\[
D_{\varphi'} iS_{\text{vac}}^{\ell j}(x, x') = -g^{\varphi'}_\ell \left[ \frac{1}{2\ell} \gamma_\ell \gamma_\sigma A_\ell (s) \tan \frac{s}{2} + \eta_\beta \sigma_\ell \frac{\partial}{\partial s} \left( \frac{A_\ell}{\cos \frac{s}{2}} \right) \cos \frac{s}{2} \right] n^\beta \Lambda (x, x')
\]

\[
+ g^{\varphi'}_\ell \left[ \frac{1}{2\ell} \eta_\beta \sigma_\ell B_\ell (s) \cot \frac{s}{2} - n_\sigma n_\ell \frac{\partial}{\partial s} \left( \frac{B_\ell}{\sin \frac{s}{2}} \right) \sin \frac{s}{2} \right] \gamma_\beta \Lambda (x, x'),
\]

where Equation (61) and the properties \( D_\ell n_\ell = -\ell^{-1} \cot \pi (\eta_\ell \sigma_\ell + n_\ell n_\ell) \), \( D_\ell n_\ell = \ell^{-1} \cot \pi (\eta_\ell \sigma_\ell - n_\ell n_\ell) \) and \( n_\sigma = -g^{\varphi'}_\ell \eta_\sigma \) were employed to eliminate the derivatives acting on \( \Lambda \) and \( \varphi \) (see also Equations (6.16) and (6.17) in Ref. [44]). The terms involving \( A_\ell (s) \) vanish when taking the trace over the spinor indices in Equation (153).

Taking into account Equation (55), the derivative acting on \( B_\ell \) can be eliminated as follows:

\[
\frac{\partial}{\partial s} \left( \frac{B_\ell}{\sin \frac{s}{2}} \right) \sin \frac{s}{2} = -\frac{2}{\ell} B_\ell \cot \frac{s}{2} - iMA_\ell - \frac{1}{\sqrt{-8}} \delta_\ell (x, x')
\]

\[
= -\frac{2 + k}{\ell} C_\ell \cot \frac{s}{2} - \frac{1}{\sqrt{-8}} \delta_\ell (x, x'),
\]

where the notation \( C_\ell \) is introduced below:

\[
C_\ell = \frac{i T^\ell_\ell}{16 \pi^2 \ell^3} \sin \left( \frac{3}{2} \right) \left( -\sin^2 \frac{s}{2} \right)^{-2-k} F_1 \left( k, 3 + k; 1 + 2k; \cot^2 \left( \frac{s}{2} \right) \right).
\]
After a little algebra, the t.e.v. of the SET can be written using Equations (152) and (154) as follows:

\[ T_{\dot{a}\dot{b}} = \sum_{i \neq 0} (-1)^i \frac{1}{2\ell} \cot \frac{s_i}{\ell} \left[ B_{Fj} \eta_{\dot{a}\dot{b}} \text{tr}(e^{\Omega j} \psi S \gamma_j \Lambda_j) \right. \]

\[ - \left. (2 + k) C_{Fj} R_{\dot{z}}(i\Omega) \psi S \gamma_j \eta_{\dot{a}j} \text{tr}(e^{\Omega j} \psi S \gamma_j \Lambda_j) \right] \].

(157)

The traces appearing above are summarised in Equation (A3). The components of the tangent to the geodesic when \( x^\mu \) is on the thermal contour can be evaluated from Equation (60). The relevant term appearing in Equation (157) is

\[ R_{\dot{z}}(i\Omega) \psi S \gamma_j \eta_{\dot{a}j} - n_{\dot{b}r,j} = \frac{2i}{\sin \frac{s_i}{\ell} \cos \tau} \left( \frac{\sinh \frac{\ell \psi_0}{\tau}}{\rho \sinh \tau \psi_0 \sin \varphi} \right) \hat{\varphi}. \]

(158)

6.1. Thermometer Frame Decomposition

We now consider the decomposition of the SET with respect to the \( \beta \) (thermometer) frame, defined by setting the fluid four-velocity \( u^\mu \) equal to that corresponding to rigid rotation, given in Equation (25) [86–89]:

\[ T_{\dot{a}\dot{b}} = (E + P) u_{\dot{a}} u_{\dot{b}} + P \eta_{\dot{a}\dot{b}} + u_{\dot{a}} W_{\dot{b}} + W_{\dot{a}} u_{\dot{b}} + \Pi_{\dot{a}\dot{b}}, \]

(159)

where \( E \) and \( P \) are the energy density and the isotropic pressure, respectively. The dynamic pressure, which is proportional to the projector \( \Delta_{\dot{a}\dot{b}} = u_{\dot{a}} u_{\dot{b}} + \eta_{\dot{a}\dot{b}} \), is not included above, since the expansion scalar \( \nabla \cdot u^\mu \) vanishes for rigidly rotating flows. The heat flux in the fluid rest frame, \( W_{\dot{a}} \), and the anisotropic stress \( \Pi_{\dot{a}\dot{b}} \), represent quantum deviations from the perfect fluid form, giving rise to anomalous transport [88]. The above quantities can be obtained by inverting the decomposition (159):

\[ E = T_{\dot{a}\dot{b}} u^\dot{a} u^\dot{b}, \quad P = \frac{1}{3} \Delta_{\dot{a}\dot{b}} T_{\dot{a}\dot{b}}, \quad W^\dot{a} = -u^\dot{a} \Delta_{\dot{a}\dot{b}} T_{\dot{b}\dot{a}}, \]

\[ \Pi^{\dot{a}\dot{b}} = \left( \Delta^{\dot{a}\dot{b}} \Delta_{\dot{a}\dot{b}} - \frac{1}{3} \Delta^{\dot{a}\dot{b}} \Delta_{\dot{a}\dot{b}} \right) T_{\dot{a}\dot{b}}. \]

(160)

From the structure of Equation (157), it can be shown that the components \( T^{\dot{a}\dot{b}} \) and \( T^{\ddot{a}\ddot{b}} \), expressed with respect to the tetrad in Equation (10), are equal. To see this, we start with the expressions

\[ \begin{pmatrix} T^{\dot{a}\ddot{b}} \\ T^{\ddot{a}\dot{b}} \end{pmatrix} = \begin{pmatrix} \sin^2 \theta \\ \cos^2 \theta \end{pmatrix} \begin{pmatrix} T^{\dot{a}\ddot{b}} \cos^2 \varphi + 2 T^{\ddot{a}\dot{b}} \sin \varphi \cos \varphi + T^{\dot{a}\ddot{b}} \sin^2 \varphi \end{pmatrix} + \begin{pmatrix} \cos^2 \theta \\ \sin^2 \theta \end{pmatrix} \begin{pmatrix} T^{\ddot{a}\dot{b}} \\ T^{\dot{a}\ddot{b}} \end{pmatrix} + 2 \begin{pmatrix} 1 \\ 1 \end{pmatrix} \sin \theta \cos \theta (T^{\ddot{a}\dot{b}} \cos \varphi + T^{\dot{a}\ddot{b}} \sin \varphi). \]

(161)

The second term in Equation (157) does not contribute to the above expressions, and hence the values of \( T^{\dot{a}\ddot{b}} \) and \( T^{\ddot{a}\dot{b}} \) are exactly given by the term proportional to \( \eta_{\dot{a}\dot{b}} \). Similar arguments can be used to show that \( T^{\dot{a}\dot{b}} = T^{\dot{b}\dot{a}} = T^{\ddot{a}\ddot{b}} = T^{\ddot{b}\ddot{a}} = 0 \).

Due to the fact that the heat flux \( W^{\dot{a}} \) is, by construction, orthogonal to \( u^{\dot{a}} \), it can be expressed as a linear combination of the vectors \( a, \omega \) and \( \tau \) of the kinematic tetrad (33). Since \( T^{\dot{a}\ddot{b}} = T^{\dot{b}\dot{a}} = 0 \), it is clear that \( W \) must be proportional to \( \tau \), because \( a \) and \( \omega \) have nonvanishing components only along \( e^r \) and \( e^\phi \). Thus, we find

\[ W^{\dot{a}} = \sigma^r_{\dot{a}} \tau^{\dot{a}}, \]

(162)
where $\sigma^r_\ell$ is the circular heat conductivity. Similarly, $\Pi^{\hat{\alpha} \hat{\beta}}$ must be orthogonal to $u^k$, symmetric and traceless. Since $T^{\hat{\mu} \hat{\nu}} = P + \Pi^{\hat{\mu} \hat{\nu}}$ is equal to $T^{\hat{\theta} \hat{\theta}} = P + \Pi^{\hat{\theta} \hat{\theta}}$, only one degree of freedom is required to characterise $\Pi^{\hat{\alpha} \hat{\beta}}$. Its most general form satisfying the above restrictions is

$$
\Pi^{\hat{\alpha} \hat{\beta}} = \Pi_1 \hat{t}^\alpha \hat{t}^\beta + A \hat{a}^\alpha \hat{a}^\beta + B \hat{\omega}^\alpha \omega^\beta + C (\hat{a}^\alpha \omega^\beta + \omega^\alpha \hat{a}^\beta).$$

The coefficients $A$, $B$ and $C$ must be taken such that $\Pi^{\hat{\alpha} \hat{\beta}}$ remains traceless, $\Pi^{\hat{\mu} \hat{\nu}} = \Pi^{\hat{\theta} \hat{\theta}}$ and $\Pi^{\hat{\theta} \hat{\theta}} = 0$:

$$
A = -\frac{1}{2} \Pi_1 \omega^2, \quad B = -\frac{1}{2} \Pi_1 a^2, \quad C = \frac{1}{2} \Pi_1 (a \cdot \omega).
$$

The final form can be written in terms of a single quantity $\Pi_1$ as follows

$$
\Pi^{\hat{\alpha} \hat{\beta}} = \ell^{-4} \Pi_1 \Gamma^6 (\Gamma^2 - 1)(1 - \Omega^2)^2 \cos^4 \tau \left( \begin{array}{ccc}
\rho^2 \Omega^2 \Gamma^2 & 0 & 0 \\
0 & -\frac{1}{2} & 0 \\
0 & 0 & -\frac{1}{2} & 0 \\
\rho^2 \Omega^2 & 0 & 0 & \Gamma^2
\end{array} \right),
$$

where the order of the coordinates is $(\hat{t}, \hat{\rho}, \hat{\theta}, \hat{\phi})$.

It is convenient to compute the energy $E$ and pressure $P$ from $E - 3P = k\ell^{-1}(SC)$, where the SC is given in Equation (111), and the combination $E + P$, given below:

$$
E + P = \frac{\Gamma_k}{6\pi^2 \ell^4} (2 + k) \sum_{j=1}^{\infty} (-1)^{j+1} \chi_2^{2+k} \cosh \frac{\beta_0}{2\ell} \cosh \frac{\Omega \beta_0}{2} F_1 (k, 3 + k; 1 + 2k; -\zeta_j)
\times \left[ \frac{2\Omega^2 \chi_j}{\cos^2 \tau} \sinh \frac{\beta_0}{\ell} \sinh \Omega \beta_0 \right] \left( \tanh \frac{\beta_0}{2\ell} - \rho^2 \Omega \tanh \Omega \beta_0 \right) - 1. \quad (166)
$$

The circular heat conductivity is

$$
\sigma^r_\ell = \frac{(2 + k) \Gamma_k}{4\pi^2 \Omega^2 \ell^2 (1 - \Omega^2)^2 \cos^4 \tau} \sum_{j=1}^{\infty} (-1)^{j+1} \chi_j^{2+k} F_1 (k, 3 + k; 1 + 2k; -\zeta_j)
\times \left[ (1 + \rho^2 \Omega^2) \sinh \frac{\beta_0}{2\ell} \sinh \Omega \beta_0 \right] \left( \cosh^2 \frac{\beta_0}{2\ell} + \cosh^2 \Omega \beta_0 \right)
\times \left( \tanh^2 \frac{\beta_0}{2\ell} + \rho^2 \sinh^2 \Omega \beta_0 \right) - 2\Omega \cosh \frac{\beta_0}{2\ell} \cosh \Omega \beta_0 \left( \sinh^2 \frac{\beta_0}{2\ell} + \rho^2 \sinh^2 \Omega \beta_0 \right), \quad (167)
$$

while the coefficient $\Pi_1$ can be computed via

$$
\Pi_1 = -\frac{(2 + k) \Gamma_k}{3\pi^2 \Omega^2 \ell^4 (1 - \Omega^2)^2 \cos^6 \tau} \sum_{j=1}^{\infty} (-1)^{j+1} \chi_j^{2+k} F_1 (k, 3 + k; 1 + 2k; -\zeta_j)
\times \left[ \Omega \sinh \frac{\beta_0}{2\ell} \sinh \Omega \beta_0 \right] \left( \cosh^2 \frac{\beta_0}{2\ell} + \cosh^2 \Omega \beta_0 \right)
\times \left( \Omega^2 \sinh^2 \frac{\beta_0}{2\ell} + \sinh^2 \Omega \beta_0 \right). \quad (168)
$$

In the limit of critical rotation, $\Omega = \Omega \ell \to 1$, the quantities $E + P$, $\sigma^r_\ell$ and $\Pi_1$ take the following constant values on the equatorial plane:
\[
\lim_{\Omega \to 1} (E + P) |_{\rho = \frac{7}{2}} = \left(2 + k\right) \Gamma_k \sum_{j=1}^{\infty} \frac{(-1)^{j+1} \cosh^2 \frac{j \beta_0}{2\ell}}{(\sinh \frac{j \beta_0}{2\ell})^{4+2k}} 2F_1 \left(k, 3 + k; 1 + 2k; -\cosh^2 \frac{j \beta_0}{2\ell}\right).
\]
\[
\lim_{\Omega \to 1} \sigma^T |_{\rho = \frac{7}{2}} = \left(2 + k\right) \Gamma_k \sum_{j=1}^{\infty} \frac{(-1)^{j+1} \cosh^2 \frac{j \beta_0}{2\ell}}{(\sinh \frac{j \beta_0}{2\ell})^{5+2k}} 2F_1 \left(k, 3 + k; 1 + 2k; -\cosh^2 \frac{j \beta_0}{2\ell}\right)
\times \left(\frac{j \beta_0}{2\ell} \cosh \frac{j \beta_0}{2\ell} - \sinh \frac{j \beta_0}{2\ell}\right),
\]
\[
\lim_{\Omega \to 1} \Pi_1 |_{\rho = \frac{7}{2}} = \left(2 + k\right) \Gamma_k \sum_{j=1}^{\infty} \frac{(-1)^{j+1}}{12\pi^2} \frac{1}{(\sinh \frac{j \beta_0}{2\ell})^6 + 2k^2} 2F_1 \left(k, 3 + k; 1 + 2k; -\cosh^2 \frac{j \beta_0}{2\ell}\right)
\times \left[\left(\frac{j \beta_0}{2\ell}\right)^2 \cosh \frac{j \beta_0}{2\ell} - \frac{j \beta_0}{2\ell} \sinh \frac{j \beta_0}{2\ell} \cosh^2 \frac{j \beta_0}{2\ell} + \frac{1}{4} \sinh^2 \frac{j \beta_0}{2\ell}\right].
\]

We now turn to the large temperature behaviour, when the hypergeometric function can be expanded using Equation (A12):
\[
2F_1 \left(k, 3 + k; 1 + 2k; -\xi_j\right) = \frac{\xi_j^{-k}}{\Gamma_k(2 + k)} \left[2 - \frac{k^2}{\xi_j} - \frac{k^2(1 - k^2)}{2\xi_j^2} + O(\xi_j^{-3})\right].
\]

In this case, we find
\[
E + P = \frac{7\pi^2 T_0^4}{45} + \frac{T_0^2}{12} \left(3\omega^2 + a^2 + \frac{R}{12} - 3M^2\right) + M^2 \frac{24\pi^2}{24\pi^2} \left(a^2 - 3\omega^2 + \frac{R}{3} + 3M^2\right)
+ \frac{1}{216\pi^2} \left[45\omega^4 + 46\omega^2 \left(a^2 + \frac{R}{12}\right) - 51 \left(a^2 + \frac{R}{12}\right)^2 + 44(\omega \cdot a)^2 + 44\omega^2 R\right]
+ O(T^{-1}),
\]
\[
\sigma^T = -\frac{T_0^2}{18} - \frac{1}{360\pi^2} \left[39\omega^2 + 31 \left(a^2 + \frac{R}{12}\right) - 15M^2\right] + O(T^{-1}),
\]
\[
\Pi_1 = -\frac{2}{27\pi^2} + O(T^{-1}).
\]

The validity of the formulae in Equation (171) for \(\sigma^T\) and \(\Pi_1\) derived above is investigated by comparison with the exact numerical evaluation of the expressions in Equations (167) and (168) in Figures 7 and 8. The energy density \(E\) is discussed further below and the results are investigated in Figure 9.

Panels (a) and (b) of Figure 7 show the radial profiles of the circular heat conductivity \(\sigma^T\) taken in the equatorial plane for various values of \(T_0, k\) and \(\Omega\). The numerical results are in excellent agreement with the analytical result obtained in Equation (171) at high \(T_0\) and \(k\). Small discrepancies can be seen in the vicinity of the boundary (for \(\Omega < 1\)) and at \(\Omega_0 \lesssim 0.5\ell^{-1}\). The agreement between the numerical results and the analytical expression is maintained also at \(k = 2\). Panels (c) and (d) show \(\ell^2 \sigma^T\) and \(\ell^2 (\sigma^T - \sigma^T_{\text{can}})\) as functions of the temperature, confirming the validity of all the terms in Equation (171).

We now discuss the properties of \(\Pi_1\), presented graphically in Figure 8. Panels (a-c) show profiles of \(\Pi_1\) in the equatorial plane. In panel (a), where massless quanta \(k = 0\) are considered, a peculiarity of \(\Pi_1\) is revealed, namely that it is coordinate-independent when \(\Omega = 0\). This is due to the fact that the \(\cos^6 \tau\) term in the denominator of the prefactor in Equation (168) is cancelled by the coordinate-dependent part of \(\xi_j^3 = \cos^6 \tau / \sinh^6 (j \beta_0 / 2\ell)\) (the hypergeometric function reduces to unity when \(k = 0\)). At finite \(\Omega\), we see that \(\Pi_1\) becomes point-dependent, more strikingly for smaller temperature (no point dependence can be distinguished on the scale of the plot when \(\ell T_0 = 2\)). The value of \(-\Pi_1\) at the origin
exhibits a monotonic increase with $\Omega$. Panel (b) presents results for $\Omega = 0$ and various values of $k$, showing that $-\Pi_1$ becomes point-dependent when $k > 0$, decreasing in the vicinity of the boundary as $k$ is increased. Panel (c) shows results at high temperature ($\ell T_0 = 2$) for vanishing and large ($k = 3$) masses. In the vanishing mass case (also for small masses), $\Pi_1$ is very well approximated by its high temperature limit in Equation (171). Finally, panel (d) shows $-\Pi_1$ computed at the origin for various values of $k$ and $\Omega$ as a function of the temperature $\ell T_0$. It can be seen that the large temperature limit $2/27\pi^2$ is achieved in all cases as $T_0$ is increased.

**Figure 7.** (a,b) Profiles of the circular heat conductivity $-\sigma_T^c$ in the equatorial plane ($\theta = \pi/2$). (a) Massless ($k = 0$) quanta at low ($T_0 = 0.5\ell^{-1}$) and high ($T_0 = 2\ell^{-1}$) temperatures, for various values of $\Omega$. (b) High-temperature results for $k = 0$ and $k = 2$ at various $\Omega$. (c) Log-log plot of $-\sigma_T^c$ at critical rotation ($\Omega = 1$) in the equatorial plane ($\theta = \pi/2$) as a function of $T$ for various values of $k$. (d) Linear-log plot of the difference $\sigma_T^c - \sigma_T^{can}$ between the numerical result and the high temperature analytical expression in Equation (171) at critical rotation $\Omega = 1$ and $\theta = \pi/2$. The black dotted lines represent the high-temperature result in Equation (171).
Figure 8. (a–c) Profiles of the coefficient $\Pi_1$, taken with negative sign, in the equatorial plane ($\theta = \pi/2$). (a) Results for massless quanta ($k = 0$) at various values of $\Omega$ and $T_0$; (b) Static ($\Omega = 0$) states at low ($T_0 = 0.5\ell^{-1}$) and high ($T_0 = 2\ell^{-1}$) temperatures, for various values of $k$; (c) High-temperature ($T_0 = 2\ell^{-1}$) results for various values of $k$ and $\Omega$. (d) Log plot of $\Pi_1$ at the origin $r = 0$ as a function of $T$ for $\Omega = 0, 1/\sqrt{2}$, and $1$ at $k = 0$ and $2$. The black dotted lines represent the high-temperature result in Equation (171).

6.2. Energy Density and Vacuum Regularisation

The energy density can be obtained by adding $\frac{3}{4}(E + P)$ and $\frac{1}{4}M$ SC, where the scalar condensate SC is given in Equation (119), with the result:

$$E = \frac{7\pi^2 T^4}{60} + \frac{T^2}{24} \left(3\omega^2 + a^2 + \frac{R}{12} - 2M^2\right) - \frac{M^2}{8\pi^2} \left(M^2 + \frac{R}{12}\right) \ln \ell\pi T$$

$$+ \frac{1}{2880\pi^2} \left[45\omega^4 + 46\omega^2 \left(a^2 + \frac{R}{12}\right) - 51 \left(a^2 + \frac{R}{12}\right)^2 + 44(\omega \cdot a)^2 + 44\omega^2 \frac{R}{12}\right]$$

$$+ \frac{M}{16\pi^2 T^3} \left(1 - \frac{5k}{6} - k^2 - k^2(1 - k^2)[\psi(k + 1) + \zeta]\right)$$

$$+ \frac{M^2}{48\pi T^3} \left(a^2 + \frac{R}{2} - 3\omega^2 + \frac{9M^2}{2}\right) + O(T^{-1}).$$

(172)

The above formula is validated in Figure 9 by comparison with the numerical results obtained by computing the sum in Equation (166). Panels (a) and (b) show the profiles of $\ell^4E$ in the equatorial plane at vanishing mass ($k = 0$) with various values of $T_0$ and $\Omega$; and at high temperature ($\ell T_0 = 2$) and various values of $k$ and $\Omega$. Excellent agreement between the numerical (continuous lines and points) and analytical (dashed black lines) results can be seen, even at $\ell T_0 = 0.5$ and $k = 2$. Panels (c) and (d) show $\ell^4E$ and
\(\ell^4 (E - E_{an})\), respectively, as functions of \(\ell T_0\). Good agreement with the asymptotic result in Equation (172) can be seen in panel (c) for \(\ell T_0 \gtrsim 0.5\), while panel (d) confirms the validity of the logarithmic and temperature-independent terms.

![Graphs showing energy density profiles](image)

**Figure 9.** (top line) Profiles of the energy density \(E\) in the equatorial plane \((\theta = \pi/2)\). (a) Massless \((k = 0)\) quanta at low \((T_0 = 0.5\ell^{-1})\) and high \((T_0 = 2\ell^{-1})\) temperatures, for various values of \(\Pi\). (b) High-temperature results for \(k = 0\) and \(k = 2\) at various \(\Pi\). (c) Log-log plot of \(E\) in the equatorial plane \((\theta = \pi/2)\) as a function of \(\ell T_0\) for \(\Pi = 1\) and various values of \(k\). (d) Linear-log plot of the difference \(E - E_{an}\) between the numerical result and the high temperature analytical expression in Equation (172). The black dotted lines represent the high-temperature result in Equation (172).

The term on the penultimate line of Equation (172) is in principle compensated by the vacuum expectation value of the stress-energy tensor, which we reproduce here, based on the Hadamard regularisation scheme [42]:

\[
\rho_{\text{vac}}^{\text{Had}} = - p_{\text{vac}}^{\text{Had}} = \frac{1}{16\pi^2 \ell^4} \left\{ \frac{11}{60} + k - \frac{7k^2}{6} - k^3 + \frac{3k^4}{2} - 2k^2(k^2 - 1) \left[ \psi(k) + \ln \frac{\ell^2}{\ell T_{\text{Had}} \sqrt{2}} \right] \right\}
\]

\[
= \frac{1}{16\pi^2 \ell^4} \left\{ \frac{11}{60} - k - \frac{7k^2}{6} + k^3 + \frac{3k^4}{2} - 2k^2(k^2 - 1) \left[ \psi(1 + k) + \ln \frac{\ell^2}{\ell T_{\text{Had}} \sqrt{2}} \right] \right\}.
\]  

(173)

It is interesting to note that, since \(E^{\text{Had}}_{\text{vac}} = - p^{\text{Had}}_{\text{vac}}\), there is no vacuum contribution to the sum \(E + P\), in other words \(\rho^{\text{total}}_{\text{Had}} + p^{\text{total}}_{\text{Had}} = E + P\). Also, the vacuum contributions to the energy density and pressure are imperfectly balanced by those coming from the SC, since:

\[
E^{\text{Had}}_{\text{vac}} - \frac{M}{4}S^{\text{Had}}_{\text{vac}} = - p^{\text{Had}}_{\text{vac}} - \frac{M}{4}S^{\text{Had}}_{\text{vac}} = \frac{11}{960\pi^2} \left( \frac{R}{12} \right)^2 + \frac{M^2}{16\pi^2} \frac{R}{12} + \frac{M^4}{32\pi^2}.
\]  

(174)
The last term $M^4/32\pi^2$ survives in the limit $\ell \to \infty$, hence introducing a discrepancy between the flat space limits of $(E_{\text{total}} - 3p^\text{Had}_{\text{total}}) / M$ and $SC^\text{Had}_{\text{total}}$. The results are given below for definiteness:

$$
E^\text{Had}_{\text{total}} = \frac{7\pi^2 T^4}{60} + \frac{T^2}{24} \left( 3a^2 + a^2 + \frac{R}{12} - 2M^2 \right) - \frac{M^2}{8\pi^2} \left( M^2 + \frac{R}{12} \right) \ln \frac{\pi T}{v_\text{Had} \sqrt{2}} + \frac{M^2}{48\pi^2} \left( a^2 + R - 3a^2 + 6M^2 \right) + \frac{1}{2880\pi^2} \left[ 45\omega^4 + 46\omega^2 \left( a^2 + \frac{R}{12} \right) - 51 \left( a^2 + \frac{R}{12} \right)^2 \right] + 44(\omega \cdot a)^2 + 44\omega^2 \frac{R}{12} + 33 \left( \frac{R}{12} \right)^2,
$$

$$
p^\text{Had}_{\text{total}} = \frac{7\pi^2 T^4}{180} + \frac{T^2}{72} \left( 3a^2 + a^2 + \frac{R}{12} - 6M^2 \right) + \frac{M^2}{8\pi^2} \left( M^2 + \frac{R}{12} \right) \ln \frac{\pi T}{v_\text{Had} \sqrt{2}} + \frac{M^2}{48\pi^2} \left( a^2 - \frac{R}{3} - 3a^2 \right) + \frac{1}{8640\pi^2} \left[ 45\omega^4 + 46\omega^2 \left( a^2 + \frac{R}{12} \right) - 51 \left( a^2 + \frac{R}{12} \right)^2 \right] + 44(\omega \cdot a)^2 + 44\omega^2 \frac{R}{12} - 99 \left( \frac{R}{12} \right)^2. \quad (175)
$$

Now sending $R, \omega, a \to 0$, agreement with the RKT result in Equation (43) can be obtained when the Hadamard regularisation constant takes the value

$$
v_\text{SET}^\text{Had} = e^{-1/4} \nu_\text{SET}^\text{Had} = \frac{M}{\sqrt{2}} e^{-\frac{a}{\pi}}, \quad (176)
$$

which is not the same as the value $v_\text{SC}^\text{Had}$ in Equation (122) required to match the RKT prediction for the SC.

### 6.3. Comparison with Previous Results

We now discuss the above results in connection with those previously obtained in the literature. In the expression for $E + P$ in Equation (171), the leading order contribution (proportional to $T^4$), as well as the terms involving $M^2T^2$ and $M^4$, are identical to the ones derived within RKT in Equation (43) and can be regarded as “classical”. The first type of quantum corrections are due to the acceleration $a$ and vorticity $\omega$ of the medium. These corrections can be identified by setting the Ricci scalar $R = 0$ and are consistent with previous calculations performed on Minkowski space (with rotation and/or with acceleration). For example, Equation (44) in Ref. [90] gives the energy density for a uniformly accelerating state,

$$
E = \frac{7\pi^2 T^4}{60} + \frac{T^2}{24} \frac{a^2}{960\pi^2} - \frac{17a^4}{960\pi^2} + M^2 \left( \frac{T^2}{12} + \frac{a^2}{48\pi^2} \right), \quad (177)
$$

where the mass correction was presented in Equation (6.11) in Ref. [91]. The above result is consistent with the limit $\omega = R = 0$ of Equation (172). Equation (177) has the remarkable property that, for massless fermions ($M = 0$), we have $E = 0$ at the Unruh temperature, when $T = |a| / 2\pi$ (see also Ref. [92] for the scalar field case), however this property relies on taking into account the temperature-independent term, $-17a^4/960\pi^2$. On adS spacetime, $E = 0$ can be achieved only when $T = 0$ (since $E > 0$ when $T > 0$, as can be seen from panels (c) and (d) in Figure 9), but the vacuum part $p^\text{Had}_{\text{vac}}$ makes a positive contribution when $M = 0$, so $E_{\text{total}}^\text{Had}$ remains positive for all temperatures. Due to this property and to
the fact that the acceleration vector $a^\mu$ (29) on adS is not uniform even in the absence of rotation, an analogy with the Unruh effect on Minkowski space seems difficult to make, so we no longer pursue this issue in the present work.

At finite vorticity, both the $\omega^2$ and the $a^2$ terms were known from Minkowski spacetime calculations [21]. The $\omega \cdot a$ term is not accessible though, since on Minkowski, the vorticity and acceleration are perpendicular. According to Ref. [21], the components of the thermal expectation value of the SET, including the vacuum contributions due to the difference between the rotating (Iyer) and nonrotating (Vilenkin) vacua, are expressed in Equations (25c)–(25f) with respect to the co-rotating coordinates ($t_r = t, \varphi_r = \varphi - \Omega t$) as follows:

\[
T_{t_r r} = \frac{7\pi^2}{60\rho_0^2\epsilon} + \frac{\Omega^2}{8\rho_0^2\epsilon^2} \left(4 - \frac{\epsilon}{3}\right) + \frac{\Omega^4}{64\pi^2\epsilon^3} \left(\frac{8}{9} + \frac{56}{45}\epsilon - \frac{17}{15}\epsilon^2\right),
\]

\[
-\frac{T_{\varphi_r r}}{\rho^2\Omega} = \frac{7\pi^2}{60\rho_0^2\epsilon^2} + \frac{13\Omega^2}{72\rho_0^2\epsilon^3} \left(\frac{16}{13} - \frac{3\epsilon}{13}\right) + \frac{119\Omega^4}{960\pi^2\epsilon^4} \left(\frac{200}{119} - \frac{64}{119}\epsilon^2 - \frac{2}{7}\epsilon^2\right),
\]

\[
-\frac{1}{\rho^2} T_{\varphi_r \varphi_r} = \frac{7\pi^2}{180\rho_0^4\epsilon^3} \left(4 - 3\epsilon\right) + \frac{\Omega^2}{24\rho_0^2\epsilon^4} \left(8 - 8\epsilon + \epsilon^2\right) + \frac{\Omega^4}{192\pi^2\epsilon^5} \left(64 - \frac{456}{5}\epsilon + \frac{124}{5}\epsilon^2 + \frac{17}{5}\epsilon^3\right),
\]

\[
T_{\varphi \varphi} = T_{zz} = \frac{7\pi^2}{180\rho_0^4\epsilon^3} + \frac{\Omega^2}{24\rho_0^2\epsilon^4} \left(4 - \frac{\epsilon}{3}\right) + \frac{\Omega^4}{192\pi^2\epsilon^5} \left(8 - \frac{88}{15}\epsilon - \frac{17}{15}\epsilon^2\right),
\]

(178)

where $\epsilon = 1 - \rho^2\Omega^2 = \Gamma^{-2}$, $\beta_0 = \Gamma/T$ and $\rho$ is the distance from the rotation axis measured in the transverse plane. The energy density can be calculated from the formula $E = u^\mu T_{\mu \nu}u^\nu$ with $u^t = \Gamma$ and $u^\varphi = 0$ (the covariant components are $u_t = -\Gamma^{-1}$ and $u_{\varphi_r} = \rho^2\Omega\Gamma$), giving

\[
E = \frac{7\pi^2 T^4}{60} + \frac{T^2}{24} \left(3\omega^2 + a^2\right) + \frac{1}{2880\pi^2} \left(45\omega^4 + 46\omega^2a^2 - 51a^4\right),
\]

(179)
in exact agreement with Equation (172) when $M = R = 0$. The $O(T^2)$ correction terms were also derived in Refs. [80,83]. An alternative derivation of the above result, based on the Wigner function formalism, can be found in recent work in Ref. [93]. The mass corrections appearing in Equation (172) are consistent with those derived in Ref. [83] (see the $\rho$, $U_\rho$, and $D_\rho$ entries in Table 2).

Concerning the energy density at high temperatures, one may speculate that the additional term involving the Ricci scalar, which appears in the $O(T^2)$ term of Equation (172) may trace its origin to the TTT gravitational (conformal) anomaly [94], however establishing this connection requires an explicit calculation, which is beyond the scope of the current paper. The $O(T^4)$ term is revealed on Minkowski space as a vacuum term, which arises due to the difference between the rotating and static vacua. On adS, this term survives only in the large temperature limit, since $\lim_{\rho_0 \to \infty} E = 0$.

In the case of the circular heat conductivity $\sigma_T^\varphi$ appearing in Equation (171), the Minkowski expression can be recovered from the results quoted in Equation (178) using the definition (162), namely $\sigma_T^\varphi = \tau_\varphi W^\mu / T^2$ with $W^\mu = -\Delta^\mu\nu T_{\nu \lambda} u^\lambda$. On Minkowski space with respect to the co-rotating coordinates, $\tau_\varphi = 0$, $\tau_{t_r} = -\rho^2\Omega^2\Gamma^2$ and $\tau^2 = \rho^2\Omega^4\Gamma^8$ (the contravariant components are $\tau^t = -\rho^2\Omega^2\Gamma^2$ and $\tau^\varphi = \Omega^2\Gamma^3$), which lead to the result

\[
\sigma_T^\varphi(\text{Minkowski}) = \frac{1}{\rho^2\Omega^4 T^4} \left(\rho^2\Omega^2 T_{t_r r} + T_{\varphi_r r}\right) = -\frac{T^2}{18} - \frac{1}{360\pi^2} \left(39\omega^2 + 31a^2\right),
\]

(180)
in perfect agreement with the $R = M = 0$ limit of the appropriate line in Equation (171). The first term (proportional to $T^2$) was also found in Refs. [61,80,83], while the second
term (independent of $T$) was also derived in Ref. [93]. The mass corrections appearing in Equation (171) are consistent with those derived in Ref. [83] (see the $G$ entry in Table 2).

Moving now to the shear stress coefficient, $\Pi_\nu$, we compute this quantity from Equation (178) by noting that $\Pi_1 = \frac{2}{a^2 \pi^2} (P - T_{zz})$:

$$
\Pi_1 = -\frac{2}{27 \pi^2}, \quad (181)
$$
in agreement with the adS result in Equation (171).

### 6.4. Total Energy

We end this section by evaluating the total energy density contained within the boundaries of adS. For this purpose, we proceed by integrating the quantity $E + P$ over the whole adS volume:

$$
V_{E+P}^\beta_0 \Omega = \frac{(2 + k) \Gamma_k}{6 \pi^2 \ell^4} \sum_{j=1}^{\infty} (-1)^{j+1} \cosh \frac{\beta_0}{2 \ell} \cosh \frac{\Omega j \beta_0}{2} \times \int \frac{d^3 x}{8} \sqrt{-\gamma} \zeta_j^{2+k} \tilde{F}_1 (k, 3 + k; 1 + 2k; -\zeta_j)^2, \quad (182)
$$

where we have defined the quantity

$$
P = \frac{2 (\sinh \frac{\beta_0}{\ell} - \beta^2 \Omega \sinh \Omega j \beta_0) (\tanh \frac{\beta_0}{2 \ell} - \beta^2 \Omega \tanh \frac{\Omega j \beta_0}{2})}{(1 - \beta^2 \Omega^2) (\sinh^2 \frac{\beta_0}{2 \ell} - \beta^2 \sinh^2 \frac{\Omega j \beta_0}{2})} - 1 \quad (183)
$$

and the following notation was introduced:

$$
\tilde{\Omega} = \frac{\sinh (\Omega j \beta_0 / 2 \ell)}{\sinh (\beta_0 / 2 \ell)},
$$

$$
S = \frac{1}{2} \left( \cosh \frac{\beta_0}{2 \ell} + \cosh \frac{\Omega j \beta_0}{2 \ell} \right) - 1 = \frac{2 (\sinh^2 \frac{\beta_0}{4 \ell} - \sinh^2 \frac{\Omega j \beta_0}{4 \ell})}{\cosh \frac{\beta_0}{2 \ell} \cosh \frac{\Omega j \beta_0}{2 \ell}}. \quad (184)
$$

In order to perform the $d^3 x$ integration in Equation (182), we employ the strategy used for the computation of the flux of axial charge $F_\beta$ discussed in Section 5 and make use of the $(\beta, z)$ coordinates introduced in Equation (26). With respect to these coordinates, Equation (182) can be written as:

$$
V_{E+P}^\beta_0 \Omega = \frac{(2 + k) \Gamma_k}{3 \pi \ell} \sum_{j=1}^{\infty} (-1)^{j+1} \cosh \frac{\beta_0}{2 \ell} \cosh \frac{\Omega j \beta_0}{2} \times \int_0^1 \frac{d \beta}{(1 - \beta^2 \tilde{\Omega}^2)^2} \frac{\beta^k}{\sinh^4 \frac{\beta_0}{2 \ell}} P \times \int_{-\infty}^{\infty} \frac{d \zeta}{(1 + \zeta^2)^{1+k}} \tilde{F}_1 \left( k, 3 + k; 1 + 2k; -\frac{\alpha}{1 + \zeta^2} \right), \quad (185)
$$

where

$$
\alpha = \frac{1}{\sinh^2 \frac{\beta_0}{2 \ell}} \frac{1 - \beta^2}{1 - \beta^2 \tilde{\Omega}^2}. \quad (186)
$$

It is convenient to change the argument of the hypergeometric function using Equation (A14):

$$
\tilde{F}_1 \left( k, 3 + k; 1 + 2k; -\frac{\alpha}{1 + \zeta^2} \right) = \left( \frac{1 + \zeta^2}{1 + \zeta^2 + \alpha} \right)^{3+k} \tilde{F}_1 \left( 1 + k, 3 + k; 1 + 2k; \frac{\alpha}{1 + \zeta^2 + \alpha} \right). \quad (187)
$$
Next, replacing the hypergeometric function by its series representation (A11), the $z$ integral can be performed analytically using

$$\int_{-\infty}^{\infty} \frac{dz (1 + z^2)^2}{(1 + \alpha + z^2)^{3+k+n}} = \frac{\sqrt{\pi} \Gamma\left(\frac{1}{2} + k + n\right)}{(1 + \alpha)^{\frac{3}{2} + k + n} \Gamma(3 + k + n)} \left[(1 + k + n)(2 + k + n) + (2 + k + n)\alpha + \frac{3\alpha^2}{4}\right], \quad (188)$$

Furthermore, the series can be resummed, leading to

$$\int_{-\infty}^{\infty} \frac{dz}{(1 + z^2)^{1+k}} {}_2F_1 \left(k, 3 + k; 1 + 2k; -\frac{\alpha}{1 + z^2}\right) = \frac{\sqrt{\pi} \Gamma\left(\frac{1}{2} + k\right)}{(1 + \alpha)^{\frac{3}{2} + k} \Gamma(3 + k + n)} \left[a \left(\frac{3\alpha}{4} + 1\right) {}_2F_1 \left(1 + k, \frac{1}{2} + k; 1 + 2k; \frac{\alpha}{1 + \alpha}\right) + a(1 + k) {}_2F_1 \left(2 + k, \frac{1}{2} + k; 1 + 2k; \frac{\alpha}{1 + \alpha}\right) + (1 + k)(2 + k) {}_2F_1 \left(3 + k, \frac{1}{2} + k; 1 + 2k; \frac{\alpha}{1 + \alpha}\right)\right]. \quad (189)$$

The hypergeometric functions can be expressed in terms of elementary functions using Equation (A16), leading to

$$\int_{-\infty}^{\infty} \frac{dz}{(1 + z^2)^{1+k}} {}_2F_1 \left(k, 3 + k; 1 + 2k; -\frac{\alpha}{1 + z^2}\right) = \frac{\pi}{2 \Gamma(2 + k)(1 + k/a)} 2^k \left[4 + \frac{k(6 + 5\alpha)}{(1 + a)^{3/2}} + \frac{2k^2}{1 + a}\right]. \quad (190)$$

Substituting the above result into Equation (185), we arrive at

$$V_{\beta_0, \Omega}^{E+P} = \sum_{j=1}^{\infty} \frac{(-1)^{j+1}}{6\ell} \frac{\cosh \frac{j\beta_0}{2\ell} \cosh \frac{\Omega j\beta_0}{2}}{\sinh^4 \frac{j\beta_0}{2\ell}} \times \int_0^1 \frac{d\beta}{(1 - \Omega^2)^2} \left(\frac{\sqrt{\alpha}}{1 + \sqrt{1 + \alpha}}\right)^{2k} \left[4 + \frac{k(6 + 5\alpha)}{(1 + a)^{3/2}} + \frac{2k^2}{1 + a}\right] \mathcal{P}. \quad (191)$$

In order to extract the high temperature limit of $V_{\beta_0, \Omega}^{E+P}$, first of all we must account for its divergence when $\Omega \to 1$. This can be achieved by changing the integration variable in Equation (191) from $\beta$ to

$$\chi = \alpha \sinh^2 \frac{j\beta_0}{2\ell}, \quad (192)$$

where $\alpha$ was introduced in Equation (186). We obtain

$$V_{\beta_0, \Omega}^{E+P} = \sum_{j=1}^{\infty} \frac{(-1)^{j+1}}{12\ell} \frac{\cosh \frac{j\beta_0}{2\ell} \cosh \frac{\Omega j\beta_0}{2}}{1 - \Omega^2} \frac{1}{\sinh^4 \frac{j\beta_0}{2\ell}} \int_0^1 d\chi \left(\frac{\sqrt{\chi}}{\sinh \frac{j\beta_0}{2\ell} + \sqrt{\sinh^2 \frac{j\beta_0}{2\ell} + \chi}}\right)^{2k} \times \left[4 + \frac{6 \sinh^2 \frac{j\beta_0}{2\ell} + 5\chi}{(\sinh^2 \frac{j\beta_0}{2\ell} + \chi)^{3/2}} k \sinh \frac{j\beta_0}{2\ell} \frac{2k^2}{\sinh^2 \frac{j\beta_0}{2\ell} + \chi}\right] \mathcal{P}. \quad (193)$$

Since we are interested only in the small $\beta_0$ behaviour, it is tempting to perform a series expansion of the integrand with respect to $\beta_0$ and then integrate order by order. We require terms up to $\beta_0^4$ to balance the $\sinh^4 \frac{j\beta_0}{2\ell}$ factor in the denominator of the factor appearing...
in front of the integral. However, the higher order powers of $\beta_0$ also introduce negative powers of $\sqrt{\Omega}$, making this procedure invalid. While the full integral cannot be computed analytically, we first note that $\mathcal{P}$ (183) admits the following series expansion with respect to $\beta_0$:

$$
\mathcal{P} = 3 - \frac{8}{9} \left( \frac{j\beta_0}{2\ell} \right)^4 \Omega^2 (1 - \chi)(1 - \Omega^2 \chi) + O(\beta_0^6). \quad (194)
$$

The above expansion shows that the dependence of $\mathcal{P}$ on $\chi$ comes in only at the fourth order with respect to $\beta_0$. It is not too difficult to observe that the second and third terms in Equation (193) contribute terms of order $\sinh^2 \frac{j\beta_0}{2\ell}$, thus for these terms, the $O(\beta_0^4)$ contribution to $\mathcal{P}$ can be neglected. We thus perform the computation in two steps. First, we approximate $\mathcal{P} \simeq 3$ (corresponding to its $\beta_0 = 0$ limit). The $\chi$ integral can be performed by switching the integration variable to $\alpha = \chi/\sin^2 \frac{j\beta_0}{2\ell}$ and noting that

$$
\sinh^2 \frac{j\beta_0}{2\ell} \int_0^{(\sinh \frac{j\beta_0}{2\ell})^{-2}} d\alpha \left( \frac{\sqrt{\alpha}}{1 + \sqrt{1 + \alpha}} \right)^{2k} \left[ 4 + \frac{k(6 + 5\alpha)}{(1 + \alpha)^{3/2}} + \frac{2\alpha^2}{1 + \alpha} \right] = 4e^{-jM\beta_0} \left( 1 + \frac{k}{2} \tanh \frac{j\beta_0}{2\ell} \right). \quad (195)
$$

The contribution of the fourth order term in $\mathcal{P}$ can be estimated by setting $\beta_0 = 0$ in the integrand, giving

$$
\int_0^1 d\chi \left( \frac{\sqrt{\chi}}{\sinh \frac{j\beta_0}{2\ell} + \sinh \frac{j\beta_0}{2\ell} + \chi} \right)^{2k} \times \left[ 4 + \frac{6\sinh^2 \frac{j\beta_0}{2\ell} + 5\chi}{(\sinh^2 \frac{j\beta_0}{2\ell} + \chi)^{3/2}} k \sinh \frac{j\beta_0}{2\ell} + \frac{2\sinh^2 \frac{j\beta_0}{2\ell}}{\sinh^2 \frac{j\beta_0}{2\ell} + \chi} \right] (\mathcal{P} - 3) 
\simeq \frac{32}{9} \frac{\Omega^2}{(j\beta_0)^4} \int_0^1 d\chi (1 - \chi)(1 - \Omega^2 \chi) 
= -\frac{16}{27} \left( \frac{j\beta_0}{2\ell} \right)^4 \frac{\Omega^2}{(3 - \Omega^2)}. \quad (196)
$$

Substituting the above results into Equation (193) yields

$$
V_{\beta_0}^{E+P} \simeq \sum_{j=1}^{\infty} (-1)^{j+1} \frac{\cosh \frac{j\beta_0}{2\ell} \cosh \Omega \frac{j\beta_0}{2\ell}}{1 - \Omega^2} \sinh^4 \frac{j\beta_0}{2\ell} 
\times \left[ e^{-jM\beta_0} \left( 1 + \frac{k}{2} \tanh \frac{j\beta_0}{2\ell} \right) - \frac{4}{81} \left( \frac{j\beta_0}{2\ell} \right)^4 \Omega^2 (3 - \Omega^2) \right], \quad (197)
$$

where the $O(\beta_0^6)$ contributions were ignored inside the square brackets. We now perform a small $\beta_0$ expansion inside the summand and then calculate the sum term by term to find

$$
V_{\beta_0}^{E+P} = \frac{\ell^3}{1 - \Omega^2} \left[ \frac{7\pi^4 T_0^4}{45} - 9MT_0^3 \zeta(3) + \frac{\pi^2 T_0^2}{18} \left( 6M^2 + \Omega^2 + \frac{R}{12} \right) 
- \frac{MT_0}{6} \ln 2 \left( 4M^2 + 3\Omega^2 + \frac{R}{12} \right) 
+ \frac{1}{6480} \left( -29\Omega^4 + 540M^2\Omega^2 + \frac{177}{6} \Omega^2 \Omega^2 R - 45M^2 R - \frac{17}{16} R^2 \right) \right] + O(T_0^{-1}). \quad (198)
$$
Using the volume integral of the SC given in Equation (129), it can be seen that the volume integral $V^E_{β,Ω} = \frac{3}{4} V^E_{β,Ω} + M V^{SC}_{β,Ω}$ of the energy density can be written as

$$V^E_{β,Ω} = V^{E,\text{RKT}}_{β,Ω} + \frac{\ell^3}{1 - Ω} \left[ \frac{π^2 T_0^2}{24} \left( Ω^2 + \frac{R}{12} \right) - \frac{MT_0Ω^2}{3} \ln 2 + \frac{1}{8640} \left( -29Ω^4 + 360M^2Ω^2 + \frac{177}{6} Ω^2R - 90M^2R - \frac{17}{16} R^2 \right) + O(T_0^{-1}) \right]. \quad (199)$$

Compared to the RKT prediction $V^{E,\text{RKT}}_{β,Ω}$ derived in Equation (53), there are corrections appearing already at order $O(T_0^2)$. The high temperature limit obtained in Equation (199) is validated in Figure 10 by comparison with numerically obtained results for $V^E_{β,Ω} = \frac{3}{4} V^E_{β,Ω} + M V^{SC}_{β,Ω}$, computed from Equations (123) and (191). Panel (a) validates the large temperature asymptotic, while panel (b) shows that the analytical expression in Equation (199) recovers all leading order terms down to and including the $O(T_0^0)$ term. Finally, panel (c) confirms the divergence with respect to $\Pi$ as the limit of critical rotation $\Pi \to 1$ is approached.

![Figure 10](image_url)

**Figure 10.** (a) Log-log plot of $V^E_{β,Ω} = \frac{3}{4} V^E_{β,Ω} + M V^{SC}_{β,Ω}$, computed using Equations (123) and (191), as a function of $\ell T_0$. (b) Difference $V^E_{β,Ω} - V^{E,\text{an}}_{β,Ω}$ as a function of $\ell T_0$. (c) $V^E_{β,Ω}$ as a function of $(1 - Ω)^{-1}$ for various values of $k$ and $\ell T_0$. The dashed lines represent the high temperature limit given in Equation (199).
7. Discussion and Conclusions

In this paper we have studied the properties of rotating vacuum and thermal states for free fermions on adS. We restricted our attention to the case when the rotation rate is sufficiently small that no SLS forms. This enabled us to exploit the maximal symmetry of the underlying space-time and use a geometric approach to find the vacuum and thermal two-point functions. We have investigated the properties of thermal states by computing the expectation values of the SC, PC, VC, AC and SET. Our analysis concerns only the case of vanishing chemical potential, leaving the study of finite chemical potential effects for future work.

At the beginning of our work we put forward three questions, which we now address in turn.

1. Is the rotating fermion vacuum state distinct from the global static fermion vacuum on adS?

   For a quantum scalar field, the rotating and static vacua coincide irrespective of the angular speed, both on Minkowski and on adS [51]. For a fermion field on unbounded Minkowski space-time, the rotating and static vacua do not coincide. In the situation of small rotation rate $\Omega$ considered here, there is no SLS, and the rotating fermion vacuum coincides with the global static vacuum, as we have shown on the basis of the quantisation of energy derived in Ref. [77].

2. Can rigidly-rotating thermal states be defined for fermions on adS?

   This question has a simple answer (at least when there is no SLS): yes, and we have constructed these states in this paper. For a quantum scalar field, this question is yet to be explored in the literature, although one might anticipate, in analogy with the situation in Minkowski space-time, that rigidly-rotating thermal states can be defined only when there is no SLS. Similarly, we expect that rigidly-rotating states for fermions can be constructed on adS even when there is an SLS, and plan to address this in future work.

3. What are the properties of these rigidly-rotating states?

   Answering this question has been the main focus of our work in this paper. We have considered the situation when the angular speed $|\Omega/\ell| \leq 1$ and there is no SLS. In this case there are two competing factors at play. First, static thermal radiation in adS tends to clump away from the boundary [34,36,44]. Second, in Minkowski space-time, the energy density $E$ of rotating thermal radiation increases as the distance from the axis of rotation increases [21]. Our results indicate that at any distance $r$ from the origin, $E$ increases monotonically with the angular velocity $\Omega$. In the limit of critical rotation $\Omega = \ell^{-1}$, the energy density becomes constant in the equatorial plane. A similar conclusion holds for the other quantities considered in this paper, namely the scalar condensate (SC), the axial vortical conductivity $\sigma_{\omega A}$, the circular heat conductivity $\sigma_{\tau \varepsilon}$ and the pressure deviator coefficient $\Pi_1$.

   Thus, on adS, we find that the properties of rotating vacuum and thermal states mirror those on Minkowski space-time. In particular:

   (a) The rotating and nonrotating vacua are identical for both scalar and fermion fields in the case where there is no SLS;

   (b) If there is no SLS, rigidly-rotating thermal states can be defined for fermion fields (and presumably also for scalar fields), and these states are regular everywhere in the space-time;

   (c) For sufficiently large temperatures, all quantities (SC, $\sigma_{\omega A}$, $E$, $P$, $\sigma_{\tau \varepsilon}$, $\Pi_1$) reproduce the corresponding Minkowski expressions, plus corrections proportional to the Ricci scalar $R$ due to the space-time curvature.

   We conjecture that if the angular speed $\Omega/\ell > 1$, then rigidly-rotating thermal states cannot be defined for scalar fields, and can be defined for fermion fields, but further analysis is required to answer this definitively.
Taking advantage of the bounded nature of adS, we were able to evaluate the total SC and energy contained inside the adS boundary. Compared to estimates based on relativistic kinetic theory, we highlighted quantum corrections to the high temperature $T$ limit, appearing at next-to-next-to-leading order. We also considered the axial flux $F_A(z)$ through two-dimensional slices of adS which are orthogonal to the local vorticity vector $\omega^\mu$, corresponding to constant values of the effective vertical coordinate $z$. By analogy with Minkowski space, the chiral vortical effect induces a nonvanishing axial flux through the equatorial plane. We have shown that in the case of massless fermions, conservation of the axial current requires the axial flux to penetrate the adS boundaries, originating from the southern hemisphere and leaving adS through its northern hemisphere (defined with respect to the orientation of $\Omega$). We were also able to show that for nonvanishing fermion mass, $F_A$ is zero on the adS boundary, which can be understood by noting that timelike geodesics require an infinite time to reach the adS boundary. In this case, the axial flux appearing in the equatorial plane due to the axial vortical effect is converted into a nonvanishing distribution of the pseudoscalar condensate $\mathcal{P}_C$, which is antisymmetric with respect to the equatorial plane and integrates to zero over the whole adS volume.

In the introduction to this work, we outlined the analogy between the Unruh effect and the definition of quantum states on static black hole space-times $[9–11]$. We close our discussion with some thoughts on the analogy between the definition and properties of rigidly-rotating quantum states in Minkowski and adS space-times and those on the corresponding rotating black hole space-times. We consider only the space-time exterior to the black hole event horizon, and posit that the Boulware state $[12,13]$ is analogous to the rigidly-rotating vacuum, while the Hartle-Hawking state $[14]$ will correspond to a rigidly-rotating thermal state.

Let us first consider asymptotically flat rotating Kerr black holes $[95]$ (for which there is always an SLS) and a quantum scalar field. In this case the Hartle-Hawking state does not exist $[11,96,97]$, in accordance with the nonexistence of rigidly-rotating thermal states. Since there is no rigidly-rotating vacuum state distinct from the nonrotating vacuum, one would expect that there is also no Boulware state on Kerr. Indeed, no vacuum state exists on Kerr black holes which is as empty as possible at both future and past null infinity $[96]$. The situation is markedly different for fermion fields on Kerr black holes $[98]$. In particular, a “Hartle-Hawking”-like state exists for fermions, and this state is regular close to the event horizon but divergent on the SLS $[98]$, as observed for rigidly-rotating thermal states in unbounded Minkowski space-time $[21]$. There is also a “Boulware”-like state. This is a vacuum state far from the black hole, which is regular there, but diverges at the stationary limit surface $[98]$, which is the surface at which, due to the rotation of the black hole, an observer can no longer remain at rest relative to the infinity. There is no equivalent to the stationary limit surface for unbounded Minkowski space-time, but nonetheless the analogy between rigidly-rotating states and the situation on the black hole space-time remains pertinent.

With this in mind, what do the results presented here for rotating states in adS imply for asymptotically flat rotating black holes? Although further research is required before we have a complete picture of scalar fields on pure adS, our results for fermion fields are nonetheless suggestive. Rotating Kerr-adS black holes $[99,100]$ do not necessarily have an SLS, depending on their angular speed. If the angular speed of the black hole is sufficiently small so there is no SLS, our pure adS results lead us to conjecture that there will be a well-defined Hartle-Hawking state regular throughout the space-time. This conjecture is in line with studies of the thermodynamics of Kerr-adS black holes in the context of the adS/CFT correspondence (see, for example, $[101–103]$), when it is shown that if there is no SLS, the Kerr-adS black hole can be in thermal equilibrium with a bath of radiation at the Hawking temperature, and there is a associated state in the boundary CFT. We await future work to examine whether the above conjecture holds.
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Appendix A. Thermal Spinor Traces Involving the Bispinor of Parallel Transport

The following traces are useful for the computation of the scalar and pseudoscalar condensates in Section 4:

\[
\text{tr}[\Lambda(x,x')] = \frac{4 \sec \frac{\theta}{2} \cos \frac{\Delta t}{2}}{\sqrt{\cos \theta \cos \phi}} \left( \cos \frac{r}{2} \cos \frac{r'}{2} - \cos Y \sin \frac{r}{2} \sin \frac{r'}{2} \right), \\
\text{tr}[\gamma^5 \gamma^5 \Lambda(x,x')] = \frac{4i \sec \frac{\theta}{2} \cos \frac{\Delta t}{2}}{\sqrt{\cos \theta \cos \phi}} \sin \frac{r}{2} \sin \frac{r'}{2} \sin \theta \sin \theta' \sin \Delta \phi, \\
\text{tr}[\gamma^5 \gamma^5 \Lambda(x,x')] = \frac{4 \sec \frac{\theta}{2} \cos \frac{\Delta t}{2}}{\sqrt{\cos \theta \cos \phi}} \left( \cos \frac{r}{2} \cos \frac{r'}{2} + \cos Y \sin \frac{r}{2} \sin \frac{r'}{2} \right),
\]

while \( \text{tr}[\gamma^5 \Lambda(x,x')] = 0 \).

For the computation of the vector (VC) and axial (AC) currents in Section 5, the following traces are required:

\[
\text{tr}[\gamma^i \gamma^j \Lambda(x,x')] = \frac{4 \cosec \frac{\theta}{2} \sin \frac{\Delta t}{2}}{\sqrt{\cos \theta \cos \phi}} \left( \cos \frac{r}{2} \cos \frac{r'}{2} - \cos Y \sin \frac{r}{2} \sin \frac{r'}{2} \right), \\
\text{tr}[\gamma^i \gamma^5 \Lambda(x,x')] = \frac{4 \sec \frac{\theta}{2} \cos \frac{\Delta t}{2}}{\sqrt{\cos \theta \cos \phi}} \left( \cos \frac{r}{2} \cos \frac{r'}{2} - \cos Y \sin \frac{r}{2} \sin \frac{r'}{2} \right),
\]

while \( \text{tr}[\gamma^5 \gamma^5 \Lambda(x,x')] = 0 \).
Finally, the computation of the stress-energy tensor (SET) in Section 6, requires the following formulae:

\[
\text{tr}(e^{-\Omega j \beta_0 S} \Lambda_j) = 4 \cosh \frac{j \beta_0}{2T} \cosh \frac{\Omega j \beta_0}{2}\cos \frac{\Omega j \beta_0}{2T},
\]

\[
R_{\Lambda}(i \Omega j \beta_0)^{\Lambda} \Lambda \text{tr}(e^{-\Omega j \beta_0 S^2} \gamma_{\Lambda}^\Lambda \Lambda_j) = -4i \cosh \frac{j \beta_0}{2T} \sinh \frac{\Omega j \beta_0}{2}\left(\frac{\tanh \frac{j \beta_0}{2T} \coth \frac{\Omega j \beta_0}{2}}{-\tilde{p} \cos \varphi}ight),
\]

where \(\tilde{p} = \sin \tau \sin \theta\).

**Appendix B. High Temperature Summation Formulae**

In this paper, the computation of thermal expectation values involves a summation over the index \(j\) which labels the thermal contour images \(x_j\) of the space-time coordinate \(x\). At high temperatures, the summation over this index reduces to expressions of the following type:

\[
\sum_{j=1}^{\infty} \frac{(-1)^{j+1}}{j^v} = \left(1 - \frac{1}{2^{\nu-1}}\right)\zeta(v),
\]

where the Riemann zeta function \(\zeta(v)\) is defined by

\[
\zeta(v) = \sum_{j=1}^{\infty} \frac{1}{j^v}.
\]

Clearly, Equation (A5) is valid only for \(\text{Re}(v) > 1\), while elsewhere \(\zeta(v)\) is defined by analytic continuation. In the same spirit, Equation (A4) is strictly valid only when \(v > 1\), however the limit for \(v = 1\) can be obtained using

\[
\lim_{v \to 1} \left(1 - \frac{1}{2^{\nu-1}}\right)\zeta(v) = \ln 2,
\]

which follows after noting that \(\zeta(1+\delta) = \delta^{-1} + O(1)\).

We now compile a number of summation formulae which are useful for performing the calculations presented in the main text. At finite temperature, the summation over \(j\) typically involves the function \(\zeta_j\) introduced in Equation (110), which admits the following large temperature expansion:

\[
\zeta_j = \frac{4T^2 \ell^2}{j^2} - \frac{\Gamma^4 \cos^2 \tau}{3} \left(1 - \tilde{p}^2 \ell^4\right) + O(T^{-1}),
\]

where \(T = \Gamma \cos \tilde{\tau} / \beta_0\) is the local temperature. For the computation of the scalar (SC) and pseudoscalar (PC) condensates in Section 4, the following summation formulae are required:

\[
\sum_{j=1}^{\infty} (-1)^{j+1} \cosh \frac{j \beta_0}{2T} \cosh \frac{\Omega j \beta_0}{2} = 2\pi^2 \ell^2 \left[\frac{T^2}{6} + \frac{1}{24\pi^2} \left(3\omega^2 - a^2 - \frac{R}{12}\right)\right] + O(T^{-1}),
\]

\[
\sum_{j=1}^{\infty} (-1)^{j+1} \cosh \frac{j \beta_0}{2T} \cosh \frac{\Omega j \beta_0}{2} = \frac{1}{2} + O(T^{-1}),
\]

\[
\sum_{j=1}^{\infty} (-1)^{j+1} \ln(\xi_j^{1/2}) \cosh \frac{j \beta_0}{2T} \cosh \frac{\Omega j \beta_0}{2} = -\frac{1}{2} \ln \pi T \ell.
\]
For the computation of the large temperature behaviour of the axial vortical conductivity \( \sigma^A \) considered in Section 5, the following summation formulae are useful:

\[
\sum_{j=1}^{\infty} (-1)^j \frac{\sinh \frac{\Omega j}{2}}{2 \pi^2 \ell^4 \Omega^2 \cos^2 \frac{\Omega j}{2}} = \frac{T^2}{6} + \frac{1}{24 \pi^2} \left( \omega^2 + \frac{3 \omega}{4} \right) + O(T^{-1}),
\]

\[
\sum_{j=1}^{\infty} (-1)^j \frac{\sinh \frac{\Omega j}{2}}{2 \pi^2 \ell^4 \Omega^2 \cos^2 \frac{\Omega j}{2}} = \frac{1}{4 \ell^2 \pi^2} + O(T^{-1}).
\] (A9)

The computation of the high temperature expansion of the axial flux \( F_A(z) \) through slices of constant \( z \), discussed also in Section 5, requires the following formulae:

\[
\sum_{j=1}^{\infty} \frac{(-1)^j \sinh^2 \frac{\Omega j}{2}}{2 \pi^2 \ell^4 \Omega^2 \sinh^2 \frac{\Omega j}{2}} = \frac{\sqrt{\Omega}}{1 - \sqrt{\Omega}} \left[ \frac{1}{3} \left( \pi \ell T_0 \right)^2 - \frac{3 + \sqrt{\Omega}}{12} + O(T_0^{-1}) \right],
\]

\[
\sum_{j=1}^{\infty} \frac{(-1)^j \sinh^2 \frac{\Omega j}{2}}{2 \pi^2 \ell^4 \Omega^2 \sinh^2 \frac{\Omega j}{2}} = \frac{\sqrt{\Omega}}{2(1 - \sqrt{\Omega})} + O(T_0^{-1}),
\]

\[
\sum_{j=1}^{\infty} \frac{(-1)^j \sinh^2 \frac{\Omega j}{2}}{2 \pi^2 \ell^4 \Omega^2 \sinh^2 \frac{\Omega j}{2}} \ln j = \frac{\sqrt{\Omega}}{2(1 - \sqrt{\Omega})} \ln \frac{\pi}{2} + O(T_0^{-1}).
\] (A10)

### Appendix C. Special Functions

The Gauss hypergeometric function \( _2F_1(a, b; c; Z) \) admits the following series representation [63]

\[
_2F_1(a, b; c; Z) = \sum_{n=0}^{\infty} \frac{(a)_n(b)_nZ^n}{n!(c)_n},
\] (A11)

valid when \( |Z| < 1 \). At finite mass, the vacuum propagator (54) and its thermal analogue (98) involve the hypergeometric functions \( _2F_1(k, 2; k + 1; Z) \) and \( _2F_1(1 + k, 2 + k; 1 + 2k; Z) \) [see Equation (56)]. In this section of the Appendix, we compile a handful of properties of the hypergeometric functions, which are useful for the calculations presented in Sections 4–6.

First, noting that the first two arguments \( k \) (or \( k + 1 \)) and \( k + 2 \) differ by an integer, the expansion for large argument can be performed using the formula [63]

\[
\frac{\Gamma(c)}{\Gamma(a)} _2F_1(a, a + m; c; Z) = \frac{(-Z)^{-a}}{\Gamma(a)} \sum_{k=0}^{m-1} \frac{(a)_k(m-k-1)!}{k!(c-a-k)} Z^{-k}
\]

\[
+ \frac{(-Z)^{-a}}{\Gamma(a)} \sum_{k=0}^{\infty} \frac{(a+m)_k(-1)^kZ^{-k-m}}{k!(k+m)!} \ln(-Z) + \psi(k+1) + \psi(k+m+1) - \psi(a+k+m) - \psi(c-a-k-m)),
\] (A12)

where \( (a)_k = \Gamma(a+k)/\Gamma(a) \) is the Pochhammer symbol and the digamma function \( \psi(Z) \) satisfies

\[
\psi(Z) = \frac{d \ln \Gamma(Z)}{dZ}, \quad \psi(1 + Z) = \psi(Z) + Z^{-1}, \quad \psi(1) = -\mathcal{C}, \quad \mathcal{C} \simeq 0.577,
\] (A13)

where we used \( \mathcal{C} \) to denote the Euler-Mascheroni constant.

Next, the computation of volume integrals requires a representation of the hypergeometric functions which is convergent for both small and large values of \( Z \). In this case, the following formula is useful [63]:

\[
_2F_1(a, b; c; Z) = (1 - Z)^{-a} _2F_1\left(a, c-b; c; \frac{Z}{Z-1}\right),
\] (A14)
taking into account that \( Z = -\zeta_j < 0 \) in the applications relevant to this paper.

In the computation of the volume integral \( V^\text{SC}_{\beta_0 \alpha_1} \) of the SC in Section 4, the following identity is useful [63]:

\[
2F_1\left(\frac{1}{2} + a; 1 + 2a; Z\right) = \left(\frac{1}{2} + \frac{1}{2} \sqrt{1 - Z}\right)^{-2a}.
\]

(A15)

Furthermore, the computation of \( V^{E+p}_{\beta_0 \alpha_1} \) in Section 6 requires the identities

\[
2F_1\left(1 + k, \frac{1}{2} + k; 1 + 2k; \frac{\alpha}{1 + \alpha}\right) = 4^k \frac{(1 + \alpha)^{\frac{1}{2} + k}}{(1 + \sqrt{1 + \alpha})^{2k}},
\]

\[
2F_1\left(2 + k, \frac{1}{2} + k; 1 + 2k; \frac{\alpha}{1 + \alpha}\right) = 4^k \frac{(1 + \alpha)^{1+k}}{2(1 + k)} \frac{2 + \frac{\alpha}{1 + \alpha}}{\sqrt{1 + \alpha} + k} + 2k\right),
\]

\[
2F_1\left(3 + k, \frac{1}{2} + k; 1 + 2k; \frac{\alpha}{1 + \alpha}\right) = \frac{4^k}{4(1 + k)(2 + k)} \frac{(1 + \alpha)^{\frac{1}{2} + k}}{(1 + \sqrt{1 + \alpha})^{2k}}
\]

\[
\times \left[8 + 8\alpha + 3\alpha^2 + \frac{6k(2 + \alpha)}{\sqrt{1 + \alpha}} + 4k^2\right],
\]

(A16)

which can be derived from Equation (A15) by applying the following recurrence relation [63]:

\[
\left(Z \frac{d}{dZ}\right)^n [Z^{\alpha+1} 2F_1(a, b; c; Z)] = (a)_n Z^{\alpha+n-1} 2F_1(a + n, b; c; Z).
\]

(A17)

In the RKT approach presented in Section 2.4, the following small argument expansion of the modified Bessel functions \( K_{\alpha}(Z) \) of integer argument \( n \) is useful [63]:

\[
K_{\alpha}(Z) = \frac{1}{2} \left(\frac{Z}{2}\right)^{-n} \sum_{k=0}^{n-1} \frac{(n - k - 1)!}{k!} \left(-\frac{Z^2}{4}\right)^k + (-1)^{n+1} I_n(Z) \ln \frac{Z}{2}
\]

\[
+ \frac{1}{2} \left(-\frac{Z}{2}\right)^n \sum_{k=0}^{\infty} [\psi(k+1) + \psi(n + k + 1)] \left(\frac{Z^2}{4}\right)^k k!(n+k)!
\]

(A18)

where the modified Bessel function of the first kind \( I_{\nu}(Z) \) is defined in terms of the usual Gamma function \( \Gamma(Z) \) via

\[
I_{\nu}(Z) = \left(\frac{Z}{2}\right)^{\nu} \sum_{k=0}^{\infty} \frac{(Z^2/4)^k}{k!(\nu+k+1)}
\]

(A19)

while the digamma function \( \psi(Z) \) is introduced in Equation (A13).
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