Inflation in a two 3-form fields scenario
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Abstract. A setting constituted by N 3-form fields, without any direct interaction between them, minimally coupled to gravity, is introduced in this paper as a framework to study the early evolution of the universe. We focus particularly on the two 3-forms case. An inflationary scenario is found, emerging from the coupling to gravity. More concretely, the fields coupled in this manner exhibit a complex interaction, mediated by the time derivative of the Hubble parameter. Our investigation is supported by means of a suitable choice of potentials, employing numerical methods and analytical approximations. In more detail, the oscillations on the small field limit become correlated, and one field is intertwined with the other. In this type of solution, a varying sound speed is present, together with the generation of isocurvature perturbations. The mentioned features allow to consider an interesting model, to test against observation. It is subsequently shown how our results are consistent with current CMB data (viz. Planck and BICEP2).
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1 Introduction

The recent cosmic microwave background (CMB) studies, developed in the context of the Planck mission [1–4], have brought important constraints into the domain of viable inflationary scenarios. In particular, these accurate measurements seem to favor simple inflationary slow roll models. They confirm with high accuracy that the universe is almost spatially flat; the fluctuations are nearly Gaussian, adiabatic, and showing a nearly scale invariant power spectrum. The observations also give strong support for a ΛCDM Universe. An inflationary period driven by a single scalar field has been the most widely studied approach in the literature. Nevertheless, our lack of a precise knowledge regarding the connection between the early universe and the standard model of particle physics allow us to consider models of inflation driven by multiple fields [5]. Moreover, recent advances in experimental particle physics, such as the evidence towards the discovery of the Higgs boson at a much lower mass scale than expected, motivate the study of multiple inflaton field scenarios. Such attempts have been considered in the past and the literature contains several examples, namely hybrid inflation [6], assisted inflation [7, 8] and k-inflation [9, 10] models. In the context of the string compactification we may also refer the multiple axion and assisted chaotic models [11, 12]. Therefore, it is important to test inflationary models against Planck data.

Besides scalar field models, inflation driven by higher spinor fields has also been investigated. These models have a crucial importance due to the possible connection to string
Among these approaches, we mention inflation obtained by means of vector fields [15–17]. Other important examples are $p$-form inflationary models [18, 19]. Therein, the scalar and vector fields constitute the 0-form and 1-form cases in the wider classification of $p$-forms. A most relevant feature of non minimal interactions of massive $p$-forms with gravity is that it clearly supports an inflationary background [19, 20]. However, it has been shown that 1-form and 2-form are plagued by a ghost instability during inflation and are also unable to provide a satisfactory explanation of the CMB isotropy. Nevertheless, 0-form and 3-form fields are compatible with homogeneity and isotropy. Ref. [20] includes a study about $p$-form inflation. It is concluded that 3-form field inflation is similar to the one driven with a scalar field and that it is free from negative values for the squared propagation speed of the gravitational waves (which are characteristic of large field 2-form models). Considered as a suitable alternative to the traditional scalar field inflation, single 3-form inflation has been introduced and studied in refs. [21–23]. In [23] a suitable choice of the potential for the 3-form has been proposed in order to avoid ghosts and Laplacian instabilities; the authors have shown that potentials showing a quadratic dominance, in the small field limit, would introduce sufficient oscillations for reheating [24] and would be free of ghost instabilities.

In this work, we extend the single 3-form framework to $N$ 3-forms, to investigate in particular the early universe driven by two 3-forms. Being more precise, in section 2 we identify basic features of $N$ 3-forms slow roll solutions, which can be classified into two types. We also discuss how the inflaton mass can be brought to lower energy scales, for large values of $N$. In section 3 we examine the possible inflationary solutions, when two 3-forms are present. There are two classes, namely solutions not able to generate isocurvature perturbations (type I); and solutions with inducing isocurvature effects (type II). Our major objective is to understand and explore the cosmological consequences of type II solutions. More concretely, we will show that type II brings about interesting effects. In particular, we use a dynamical system analysis and conclude that type I case is very similar to single 3-form inflation [22, 23]. Type II case, however, characterizes a new behavior, through curved trajectories in field space. Moreover, type II inflation is clearly dominated by the gravity mediated coupling term which appears in the equations of motion. We present and discuss type II solutions for several classes of potentials, which are free from ghost instabilities [23] and show evidence of a satisfactory oscillatory behavior at the end of the two 3-forms driven inflation period. We also provide analytical arguments to explain the oscillatory behavior present in this choice of potentials. In addition, we calculate the speed of sound, $c_s^2$, of adiabatic perturbations for two 3-forms and show it has significant variations during inflation for type II solutions. In section 4 we discussed adiabatic and entropy perturbations for two 3-form fields, using a dualized action [25, 26]. We distinguish, type I and type II solutions with respect to isocurvature perturbations and calculate the power spectrum expression [27]. In section 5 we present how our inflationary setting can fit the tensor scalar ratio, spectral index and its running provided by the Planck data as well as the recent BICEP2 results [1, 28]. In section 6 we summarize and discuss the model herein investigated and propose subsequent lines to explore. Appendix A provides stability analysis regarding type I solutions.

## 2 $N$ 3-form fields model

In this section, we generalize the background equations associated to a single 3-form field, which has been studied in [21–23], to $N$ 3-form fields. We take a flat Friedmann-Lemaître-
Robertson-Walker (FLRW) cosmology, described with the metric
\[ ds^2 = -dt^2 + a^2(t)dx^2, \quad (2.1) \]
where \( a(t) \) is the scale factor with \( t \) being the cosmic time. The general action for Einstein gravity and \( N \) 3-form fields is written as
\[ S = -\int d^4x \sqrt{-g} \left[ \frac{1}{2\kappa^2} R - \sum_{n=1}^{N} \left( \frac{1}{48} F_n^2 + V_n(A_n^2) \right) \right], \quad \kappa^2 = 8\pi G, \quad (2.2) \]
where \( A_n^{(n)} \) is the \( n \)th 3-form field and we have squared the quantities by contracting all the indices. The strength tensor of the 3-form is given by
\[ 2F_n^{(n)} \equiv 4\nabla_{[\alpha}A_n^{(n)}_{\beta\gamma\delta]}, \quad (2.3) \]
where antisymmetrization is denoted by square brackets. As we have assumed a homogeneous and isotropic universe, the 3-form fields depend only on time and hence only the space-like components will be dynamical, thus their nonzero components are given by
\[ A_n^{(n)}_{ijk} = a^3(t)\epsilon_{ijk}\chi_n(t) \Rightarrow A_n^2 = 6\chi_n^2, \quad (2.4) \]
where \( \chi_n(t) \) is a comoving field associated to the \( n \)th 3-form field and \( \epsilon_{ijk} \) is the standard three dimensional Levi-Civita symbol. Also note that by introducing the more convenient field \( \chi_n(t) \), which is related to the corresponding 3-form field by the above relation, we have, subsequently, the following system of equations of motion for \( N \) 3-form fields
\[ \ddot{\chi}_n + 3H\dot{\chi}_n + 3\dot{H}\chi_n + V_n,\chi_n = 0, \quad (2.5) \]
where \( V_n \equiv V_n(\chi_n) \) and \( V_n,\chi_n \equiv \frac{dV_n}{d\chi_n} \). For each value of \( n \), each of the eqs. (2.5) are not independent: it is straightforward to see that a peculiar coupling is present through the Hubble parameter derivative, \( \dot{H} \). This fact will play a crucial role, establishing different classes of inflationary behavior when more than one three-form field is employed. In this setting, the gravitational sector equations are given by
\[ H^2 = \frac{\kappa^2}{3} \left\{ \frac{1}{2} \sum_{n=1}^{N} \left[ (\dot{\chi}_n + 3H\chi_n)^2 + 2V_n \right] \right\}, \quad (2.6) \]
\[ \dot{H} = -\frac{\kappa^2}{2} \left[ \sum_{n=1}^{N} V_n,\chi_n,\chi_n \right]. \quad (2.7) \]
Therefore, the mentioned (gravity mediated) coupling between the several \( N \) 3-form fields will act through the gravitational sector of the equations of motion. The total energy density and pressure of the \( N \) 3-form fields read
\[ \rho_N = \frac{1}{2} \sum_{n=1}^{N} \left[ (\dot{\chi}_n + 3H\chi_n)^2 + 2V_n \right], \quad (2.8) \]
\[ p_N = -\frac{1}{2} \sum_{n=1}^{N} \left[ (\dot{\chi}_n + 3H\chi_n)^2 + 2V_n - 2V_n,\chi_n,\chi_n \right]. \quad (2.9) \]

---

\(^2\)Throughout this paper, the Latin index \( n \) will be used to refer the number of the quantity (or the 3-form field) or the \( n \)th quantity/field. The other Latin indices, which take the values \( i,j \), will indicate the three dimensional quantities; whereas the Greek indices will be used to denote four-dimensional quantities and they stand for \( \mu, \nu = 0,1,2,3 \).
We rewrite eq. (2.5) as
\[ \ddot{\chi}_n + 3H \dot{\chi}_n + V_{\text{eff}}^{n,\chi} = 0, \]
where
\[ V_{\text{eff}}^{n,\chi} \equiv 3 \dot{\chi}_n + V^{n,\chi} = \sum_{n=1}^{N} V^{n,\chi_n} \chi_n \left[ 1 - \frac{3\kappa^2}{2} \right] - \frac{3}{2} \kappa^2 \chi_n \sum_{n \neq m}^{N} V^{m,\chi_m} \chi_m. \]

In order to describe the dynamics of the 3-form fields, we express the equations of motion in terms of the dimensionless variables,
\[ x_n \equiv \kappa \chi_n, \quad w_n \equiv \frac{\chi'_n + 3\chi_n}{\sqrt{6}}, \]
where \( x'_n \equiv dx_n / dN \) in which the number of e-folds of inflationary expansion is \( N = \ln a(t) \). Thus, we get
\[ H^2 x''_n + \left( 3H^2 + \dot{H} \right) x'_n + V_{\text{eff}}^{n,x_n} = 0. \]
The Friedmann constraint is written as
\[ H^2 = \frac{1}{3} \sum_{n=1}^{N} V^{n}_n, \]
where
\[ w^2 \equiv \sum_{n=1}^{N} w^2_n. \]
Employing the dimensionless variables (2.12), the equations of motion (2.13) can be rewritten in the autonomous form as
\[ x'_n = 3 \left( \sqrt{\frac{2}{3}} w_n - x_n \right), \]
\[ w'_n = \frac{3 V^{n}_n, x_n}{V} \left( 1 - w^2 \right) \left( x_n w_n - \sqrt{\frac{2}{3}} \right) + \frac{3}{2} \left( 1 - w^2 \right) \frac{1}{V} w_n \sum_{n \neq m}^{N} x_m V^{m,\chi_m}, \]
where
\[ V = \sum_{n=1}^{N} V^{n}_n. \]

2.1 Initial conditions and slow roll inflation

Analogous to the scalar field [7] as well as single 3-form [21, 23] inflationary models, the so-called slow roll parameters are taken as \( \epsilon \equiv -\dot{H}/H^2 = -d \ln H / dN \) and \( \eta \equiv \epsilon' / \epsilon - 2\epsilon, \)
which, for our model, are given by\(^3\)

\[
\epsilon = \frac{3}{2} \sum_{n=1}^{N} \frac{V_{n,xn}}{V} (1 - w_n^2),
\]

\[
\eta = \frac{\sum_{n=1}^{N} x_n' (V_{n,xn} + V_{n,xn,xn} x_n)}{\sum_{n=1}^{N} V_{n,xn} x_n},
\]

We can see from (2.18) and (2.19) that, for \(N\) 3-form fields, one manner to establish a sufficient condition for inflation (with the slow roll parameters \(\epsilon \ll 1\) and \(\eta \ll 1\)) is by means of

\[
\begin{aligned}
1 - \sum_{n=1}^{N} w_n^2 &\approx 0, \\
x_n' &\approx 0
\end{aligned}
\]  

(2.20)

It is important, however, to also consider another (albeit less obvious) possibility, which is to have instead

\[
\begin{aligned}
1 - \sum_{n=1}^{N} w_n^2 &\approx 0, \\
\sum_{n=1}^{N} x_n' (V_{n,xn} + V_{n,xn,xn} x_n) &\approx 0
\end{aligned}
\]  

(2.21)

The condition expressed in (2.21) means that the inclusion of more than one 3-form field allows the emergence of an inflationary scenario without even requiring that \(x_n' \approx 0\). Therefore, we can expect to have different behaviors, in contrast to the ones usually found in models with just one 3-form. The different \(N\) 3-form fields will evolve in an intricate correlated way in order to satisfy (2.21). This possibility will deserve a more detailed analysis in the next sections. We should note that all the derived equations in this section reduce to the single one 3-form case when \(N = 1\), as expected.

2.2 Inflaton mass

Returning to the condition (2.20), we have

\[
\sum_{n=1}^{N} x_n^2 \approx \frac{2}{3N}.
\]

Note that the Friedman constraint (2.14) does not hold precisely at \(\sum_{n=0}^{N} x_n^2 = 2/3N\), and \(x_n' = 0\). If we assume a symmetric situation, where all \(w_n\) are equal during inflation, i.e., if all fields come to the same value during inflation, then \(x_n (N)\) will take a constant value

\[
x_p = \sqrt{\frac{2}{3N}}.
\]

(2.22)

In this symmetric situation, all the 3-form fields will behave identically during inflation. If \(N\) is very large, the plateau in \(x_n (N)\) converges towards zero \((x_p = \sqrt{\frac{2}{3N}} \to 0\) as \(N \to \infty\), for the symmetric case where all \(w_n\) are equal). The initial conditions for the one single 3-form inflation case were discussed in [23]. The reduction of the plateau energy scale for \(N\) 3-forms can have a nontrivial consequence, which is to bring the inflaton mass well below Planck

\^[3\]Equivalently solely in terms of \(x_n\) and \(w_n, \eta = \frac{\sum_{n=1}^{N} 3 (\sqrt{\frac{V_{n,xn}}{\sum_{n=1}^{N} V_{n,xn} x_n}}) (V_{n,xn} + V_{n,xn,xn} x_n)}{\sum_{n=1}^{N} V_{n,xn} x_n}$.}
mass. This is illustrated by the following analysis. Expressing the scale of the $N$ 3-forms plateau (2.22) in terms of the reduced Planck mass $\left( M_{Pl} = 1/\sqrt{8\pi G} \right)$,

$$\chi_p \approx \sqrt{\frac{2}{3N}} M_{Pl},$$  \hspace{1cm} (2.23)

let us assume that all the 3-form fields behave in the same way, reaching a constant value $x_p$ during inflation and starting to oscillate by the end of inflation. Subsequently, we rewrite the Friedmann constraint (2.14) for this case as,

$$H^2 = \frac{1}{3} \frac{\tilde{V}}{(1-w^2)},$$  \hspace{1cm} (2.24)

with $\tilde{V} = \sum_n V(n) = V_0 f_n(x_n)$, and where $f_n(x_n)$ are dimensionless functions. Comparing the above eq. (2.24) with the Friedmann constraint of a single 3-form field case, we get

$$\tilde{V} = V_1,$$  \hspace{1cm} (2.25)

where $V_1 = V_0 f_1(x_1)$ is the potential for the single 3-form field case. If we choose $V_{01} = V_{02} = \cdots = V_{0n} = V_0N$, which means that the energy scales of the potentials are the same, and also assume that $x_n = x_p$ for all $n$ in eq. (2.25), we get

$$\frac{V_{0N}}{V_0} = \frac{f_1(x_1)}{f_n(x_n)}$$  \hspace{1cm} (2.26)

Let us consider the power law potential $f = x^l$, for a 3-form. If we substitute the corresponding value of the plateau for $N$ 3-form $(x_p = \sqrt{\frac{2}{3N}})$ and of the single 3-form case $(x_{1p} = \sqrt{\frac{2}{3}})$ in eq. (2.26), then we can have the following ratio of energy scales for the potentials, of $N$ 3-forms and single 3-form

$$\frac{V_{0N}}{V_0} = N^{1-\frac{l}{2}}.$$  \hspace{1cm} (2.27)

We can translate this argument in terms of the inflaton mass, which is defined to be the square root of the second derivative of the potential. Therefore, the ratio between the inflaton masses corresponding to the $N$ 3-forms potential $(m_N)$, and the single 3-form $(m_1)$, for a power law potential $(x^l)$, is given by

$$\frac{m_N}{m_1} \equiv \sqrt{\frac{V_{0N} x_{p}^{l-2}}{V_0 x_{1p}^{l-2}}} = \frac{1}{N^{\frac{l}{2}-1}}$$  \hspace{1cm} (2.28)

In the case of quadratic potentials ($l = 2$), there is no reduction in the inflaton mass, similar to the single field case. This fact was expected since the 3-form dual action [25], when a quadratic potential is included, can be shown to be equivalent to a canonical scalar field inflation. This dual action picture enhance the fact that the 3-form inflation can encompass both features of canonical and non canonical models. In the case where $l > 2$ in (2.28), it is possible to bring down the mass of the inflaton to lower energy scales by increasing the number of 3-form fields.

\footnote{An equation similar to (2.23) was also proposed to study the case of N-flation (multiple axion inflation) model in [11].}
3 Two 3-form fields model

In the present section, we would like to concentrate on the case where only two 3-form fields are present.\(^5\) Accordingly, we will rewrite some of the equations as follows. Thus, the nonzero components of eq. (2.4) are

\[
A^{(1)}_{ijk} = a^3(t)\epsilon_{ijk}\chi_1(t), \quad A^{(2)}_{ijk} = a^3(t)\epsilon_{ijk}\chi_2(t),
\]

\[
\Rightarrow A^{(1)} = 6\chi_1^2, \quad A^{(2)} = 6\chi_2^2.
\]

Also, we rewrite equations of motion (2.13) in terms of our dimensionless variables as

\[
H^2 x_1'' + \left(3H^2 + \dot{H}\right) x_1' + V^{\text{eff}}_{1,x_1} = 0,
\]

\[
H^2 x_2'' + \left(3H^2 + \dot{H}\right) x_2' + V^{\text{eff}}_{2,x_2} = 0,
\]

where the Friedmann and acceleration equations are given by

\[
H^2 = \frac{1}{3} \left( V_1(x_1) + V_2(x_2) \right),
\]

\[
\dot{H} = -\frac{1}{2} \left( V_{1,x_1} x_1 + V_{2,x_2} x_2 \right).
\]

In order to further discuss suitable initial conditions, the slow roll conditions \(\epsilon, |\eta| \ll 1\) suggests the equation of a circle (of unit radius), as

\[
w_1^2 + w_2^2 \approx 1,
\]

which we rewrite in terms of trivial parametric relations as

\[
w_1 \approx \cos \theta,
\]

\[
w_2 \approx \sin \theta.
\]

Subsequently, from (2.15), we can establish the initial conditions for the field derivatives

\[
\begin{cases}
x_1' \approx 3 \left( \sqrt{\frac{2}{3}} \cos \theta - x_1 \right), \\
x_2' \approx 3 \left( \sqrt{\frac{2}{3}} \sin \theta - x_2 \right).
\end{cases}
\]

Since eq. (3.7) can be satisfied by assigning many different continuous values of the new parameter \(\theta\), we, therefore, anticipate to investigate diverse solutions. More precisely, a particular choice of this parameter will affect the way (2.19), ( i.e, the value of \(\eta\) will depend on the two 3-form fields. Before proceeding, let us mention that for two 3-forms inflation, we choose herein initial conditions for the fields above or below the value given by (2.22), which are expected to influence the number of e-foldings. In particular, we will investigate the asymmetric situation, when each \(w_n\) is different,\(^6\) which will provide a new behavior with respect to inflation.

\(^5\) A generalization from two to \(N\) 3-form fields is left for a future work, although, whenever possible, we will point out the main aspects that can straightforwardly be generalized.

\(^6\) For example, if we take \(w_1 = 1\) and \(w_{n>1} = 0\), we then find a scenario similar to one single 3-form field driving the inflation and where all the other fields approach zero.
3.1 Type I inflation ($x'_n \approx 0$)

As we have established in section 2.1, the slow roll conditions enable us to find two types of inflationary solutions, according to relation (2.20)–(2.21). In this subsection and the following, we investigate them in more detail. In type I solution, presented in this subsection, the 3-form fields which are responsible for driving the inflationary period, will be displaying $x'_n \approx 0$. The following is a stability analysis for this type, presented in a dynamical system context. Whenever necessary, we will complement this study by a numerical discussion.

Let us remind the autonomous system of equations for the field $x_1$,

$$ x'_1 = 3 \left( \sqrt[3]{2} w_1 - x_1 \right), \quad (3.9) $$

$$ u'_1 = \frac{3}{2} \left( 1 - \left( w_1^2 + w_2^2 \right) \right) \left( \lambda_1 \left( x_1 w_1 - \sqrt[3]{2} \right) + \lambda_2 x_2 w_1 \right), \quad (3.10) $$

and also for $x_2$,

$$ x'_2 = 3 \left( \sqrt[3]{2} w_2 - x_2 \right), \quad (3.11) $$

$$ u'_2 = \frac{3}{2} \left( 1 - \left( w_1^2 + w_2^2 \right) \right) \left( \lambda_2 \left( x_2 w_2 - \sqrt[3]{2} \right) + \lambda_1 x_1 w_2 \right), \quad (3.12) $$

where $\lambda_n = V_{(n)x_n}/V$. Notice that, eqs. (3.9)–(3.10) are coupled with eqs. (3.11)–(3.12). With the variables $(x_n, w_n)$, let $f_1 := dx_1/dN$, $f_2 := dw_1/dN$, $f_3 := dx_2/dN$ and $f_4 := dw_2/dN$. The critical points are located at the field space coordinates $(x_c)$ and are obtained by setting the condition $(f_1, f_2, f_3, f_4)|_{x_c} = 0$.

To determine the stability of the critical points, we need to perform linear perturbations around each of them by using $x(t) = x_c + \delta x(t)$; this results in the equations of motion $\delta x' = M\delta x$, where $M$ is the Jacobi matrix of each critical point whose components are $M_{ij} = (\partial f_i / \partial x_j)|_{x_c}$. A critical point is called stable (unstable) whenever the eigenvalues $\zeta_i$ of $M$ are such that $\text{Re}(\zeta_i) < 0$ ($\text{Re}(\zeta_i) > 0$) [29]. If $\text{Re}(\zeta_i) = 0$, then other methods should be employed to further assess the stability of the critical point. Among different approaches, we have the center manifold theorem [29–32] or, alternatively, we can consider a perturbative expansion to nonlinear order as in refs. [22, 33]. In this work we will follow the last mentioned method, whenever necessary.

The autonomous dynamical eqs. (3.9)–(3.12) fixed points are given by

$$ x_{1c} = \sqrt[3]{2} w_1, \quad u_{1c} = \sqrt[3]{2} \frac{\lambda_1}{3 \lambda_1 x_1 + \lambda_2 x_2}, \quad (3.13) $$

$$ x_{2c} = \sqrt[3]{2} w_2, \quad u_{2c} = \sqrt[3]{2} \frac{\lambda_2}{3 \lambda_1 x_1 + \lambda_2 x_2}. $$

If $\lambda_1 \neq 0$ and $\lambda_2 \neq 0$ (otherwise, $V_{1,x_1} = 0$ and $V_{2,x_2} = 0$), eqs. (3.13) can be rewritten as

$$ x_{1c} = \sqrt[3]{2} w_1, \quad u_{1c} = \frac{\lambda_1}{\sqrt{\lambda_1^2 + \lambda_2^2}}, \quad (3.14) $$

$$ x_{2c} = \sqrt[3]{2} w_2, \quad u_{2c} = \frac{\lambda_2}{\sqrt{\lambda_1^2 + \lambda_2^2}}. $$
Generically, with a inflationary stage as a target, the fixed points coordinates must satisfy $w_{1c}^2 + w_{2c}^2 \approx 1$. This last condition is required to satisfy the slow roll condition (2.20). Therefore, we can define as well
\[ w_{1c} = \cos \theta, \]
\[ w_{2c} = \sin \theta. \] (3.15)

Note that, when we consider the field coordinates in (3.13), also $x_{1c}$ and $x_{2c}$ are constrained by $x_{1c}^2 + x_{2c}^2 = 2/3$. Consequently, the dynamical system (3.9)–(3.12) has fixed points with only two independent degrees of freedom, which can be chosen to be the pair $(x_{1c}, w_{1c})$. Therefore, the critical points or inflationary attractors are found by solving the following expression
\[ w_{1c}^2 + w_{2c}^2 = 1, \]
which upon substitution gives,
\[ \left( \sqrt{\frac{2}{3}} \frac{\lambda_1}{\lambda_1 x_{1c} + \lambda_2 x_{2c}} \right)^2 + \left( \sqrt{\frac{2}{3}} \frac{\lambda_2}{\lambda_1 x_{1c} + \lambda_2 x_{2c}} \right)^2 = 1. \] (3.16)

It is clear from the eq. (3.16) that the location of critical points depends on the choice of 3-form potentials. For example let us take $V_1 = x_1^n$ and $V_2 = x_2^m$. It follows that
\[ \left( \frac{n}{\sqrt{\frac{2}{3}} \cos \theta} \right)^{n-1} + \left( \frac{m}{\sqrt{\frac{2}{3}} \sin \theta} \right)^{m-1} = 1. \] (3.17)

From eq. (3.17), $\theta = 0$ and $\theta = \pi/2$ can be called as trivial fixed points independent of the choice of $n, m$. Satisfying the condition (3.17), for our particular choice of potentials, allows us to also identify non trivial fixed points in the range $0 < \theta < \pi/2$. To easily identify these, we can extract a simple constraint from eq. (3.14), given by
\[ x_{1c}/x_{2c} = \lambda_1/\lambda_2 \] (3.18)

Condition (3.18) is fully consistent with eq. (3.17), except for the trivial fixed points independent of the choice of $n, m$. For example let us take $V_1 = x_1^n$ and $V_2 = x_2^m$, and substituting in the eq. (3.18), We have
\[ \frac{n}{\sqrt{\frac{2}{3}} \cos \theta} = \frac{m}{\sqrt{\frac{2}{3}} \sin \theta} \]
\[ \frac{n}{\sqrt{\frac{2}{3}} \cos \theta}^{n-2} = \frac{m}{\sqrt{\frac{2}{3}} \sin \theta}^{m-2} = 1. \] (3.19)

We can read from eq. (3.19) that for identical quadratic potentials, i.e., for $n = m = 2$, eq. (3.18) is satisfied for all values of $0 < \theta < \pi/2$. Identical quadratic potentials is the only case where we can have an infinite number of non trivial fixed points. For any other choice of potentials, i.e., for $n \neq m$, there will only be a finite number of non trivial fixed points.

In figure 1 we illustrate the evolution of the fields $x_1$ and $x_2$ for quadratic potentials with $\theta = \pi/2$ and $\theta = \pi/4$. The asymmetry in choosing $\theta \neq \pi/4$ manifests through one of the 3-form fields having a plateau slightly higher than the other.

Type I solutions, as far as the stability analysis, are very similar to the scenario where just one single 3-form field is present. The novelty here is that we can have solutions as shown in figure 1. Therein, we have a case where we consider that the 3-form fields $x_1$ and $x_2$ are under the influence of the same kind of quadratic potential, i.e, $V_n = x_{n}^2$.

We discuss the stability of these fixed points and their stability in the appendix for simple potentials. Other combinations of potentials can be tested for stability along the same lines presented there. We summarize the results in table 1.
Figure 1. Left panel is the graphical representation of the numerical solutions of (3.2) and (3.3) for $x_1(N)$ (full line) and $x_2(N)$ (dashed line) with $\theta \approx \frac{\pi}{2}$ for the potentials $V_1 = x^2_1$ and $V_2 = x^2_2$. In the right panel, we depict the graphical representation of the numerical solutions of (3.2) and (3.3) for $x_1(N)$ (full line) and $x_2(N)$ (dashed line) with $\theta = \frac{\pi}{9}$. We have taken the initial conditions as $x_1(0) = 2.1 \times \sqrt{\frac{1}{3}}$ and $x_2(0) = 2.1 \times \sqrt{\frac{1}{3}}$.

\begin{table}[h]
\begin{center}
\begin{tabular}{ |c|c|c|c|c| } 
\hline
$V(x_1)$ & $V(x_2)$ & existence & stability & Oscillatory regime \\
\hline
$x_1^2$ & $x_2^2$ & $0 < \theta < \pi/2$ & unstable saddle & yes \\
x_1^4 + x_1^2 & $x_2^2 + x_2^2$ & $\theta = \{0, \pi/4, \pi/2\}$ & unstable & yes \\
x_1^3 + x_1^2 & $x_2^3 + x_2^2$ & $\theta = \{0, \pi/4, \pi/2\}$ & unstable & yes \\
$\exp(x_1^2) - 1$ & $\exp(x_2^2) - 1$ & $\theta = \{0, \pi/4, \pi/2\}$ & unstable & yes \\
$x_1^2$ & $x_2^2 + x_2^2$ & $\theta = \{0, \pi/2\}$ & unstable & yes \\
$\exp(-x_1^2)$ & $\exp(-x_2^2)$ & $\theta = \{0, \pi/4, \pi/2\}$ & unstable & yes \\
x_1^n (n > 2) & $x_2^n (n > 2)$ & $\theta = \{0, \pi/4, \pi/2\}$ & unstable & yes \\
\hline
\end{tabular}
\end{center}
\caption{Summary of some type I solutions critical points and their properties.}
\end{table}

### 3.2 Type II inflation ($x_n' \neq 0$)

Let us now present the other class of inflationary solution, which was mentioned in the Introduction. This type is associated to the manner asymmetry is present. Let us be more specific. One way to attain this solution consists of choosing an initial value of $\theta$ away from the fixed points previously discussed. This corresponds to the curved trajectories in the right panel of figure 3. Another is by choosing different scales of the potentials. In any case, the inflationary behavior (type II) is similarly affected concerning either way of introducing asymmetry. We should note here that there is no analog for a type II solution within single 3-form driven inflation. To understand this new type of inflationary scenario, let us take $V_1 = x^2_1$ and $V_2 = 2x^2_2$ (just different slopes), whose numerical solutions are plotted in figure 2.

In figure 2, the two fields continuously evolve, and at the same time assist each other in order to sustain a slow roll regime. As we can see from the left panel of figure 2, one field continues to slowly decrease (dashed line) and the other (full line) starts to increase until it enters in an oscillatory regime. However, in the right panel of figure 2, we see that the slow roll
parameters evolve (before oscillating) near to zero during the period of inflation. Moreover, from eq. (2.19), the behavior of the two fields are such that even with $x_n' \neq 0$, the slow roll conditions are consistent with inflation. The fact is that the slow roll parameter $\eta \to 0$ is now due to the constraint (2.21). As previously mentioned, a rather unusual cooperation between the two 3-form fields, emphasized by the mentioned coupling (gravity mediated, through $\dot{H}$) provides a different inflationary dynamics.

This new type of solution presents a period of inflation with an interesting new feature. More precisely, when one 3-form field decreases, say $x_1$, then the other field, $x_2$, is constrained to increase. However, the increase of the second 3-form field is limited by the fact that, as the first one inevitably approaches zero, then eq. (3.12) becomes

$$w'_2 \sim \frac{3}{2} \left(1 - w_2^2\right) \lambda_2 \left(x_2 w_2 - \sqrt{\frac{2}{3}}\right).$$

with the coupling term $\lambda_1 x_1 w_2$ being negligibly small. We see that eq. (3.20) will become zero when $w_2$ (which is increasing, as is $x_2$) will approach 1. At this stage, and inspecting eq. (3.11), it is clear that $x_2$ will stop increasing and start to decrease, making $x'_2 < 0$. This situation is depicted in the left panel figure 2, where the decreasing field is reaching zero at the same period where the other stops to increase and also converges to zero. The two 3-form fields behave strongly correlated and assisting each other through the inflationary period. Therefore, this more complex and correlated evolution of the fields can provide a different observational signature when compared to other multifield inflationary models.

The different nature of type I and type II solutions is be represented in figure 3. Therein, we have a parametric plot\(^7\) of $x_1(N)$ and $x_2(N)$ in the field space, where the fixed points (cf. in particular the analysis in A.1 and A.2) are located at a pair of coordinates $(x_{1c}, x_{2c})$, of course associated to a situation where $(x'_1, x'_2) = 0$.

The two fields rapidly evolve towards this pair of coordinates, (cf. the behavior illustrated in figures 1 and 2) settling there for the inflationary period. Afterwards, and because

\(^7\)Please note that figure 3 is not a phase space representation.
Figure 3. This figure represents a set of trajectories evolving in the \((x_1, x_2)\) space. These trajectories are numerical solutions of (3.2) and (3.3) and correspond to a situation where we choose \(V_1 = x_1^2\) and \(V_2 = x_2^2\) (left panel), as an illustrative example only showing type I solution. All the fixed points are part of the arc of radius \(\sqrt{2/3}\) in the \((x_1, x_2)\) plane. In the right panel, we have an example, where we have taken \(V_1 = x_1^2\) and \(V_2 = x_2^4\), showing type II solutions, except for the trajectory going close to a fixed point with \(\theta = \pi/3\) (point \(C\)). In addition, in the right panel, we have an illustration of two 3-form fields damped oscillations by the end of inflation. The arrows, in the plots, indicate the direction of time in the trajectories.

these fixed points are not stable, the two fields will eventually diverge from it. More precisely, in the left panel of figure 3 we have the particular case where the two 3-form fields are under the influence of identical quadratic potentials. In this case, only type I solutions are present and the inflationary epochs, occur near the depicted circle. Those fixed points in this figure are all located in the arc of radius \(\sqrt{2/3}\) in the \((x_1, x_2)\) plane. The right panel, of the same figure, constitutes an example where only one fixed point is present (using eq. (3.17)) between \(\theta = 0\) and \(\theta = \pi/2\). This fixed point, located at \((C)\) in the right panel, corresponds to a type I solution when \(\theta = \pi/3\), for a case where the potentials are \(V(x_1) = x_1^2\) and \(V(x_2) = x_2^4\). All the other depicted trajectories are type II solutions, where the \(\dot{H}\)-term coupling mediation plays a crucial role(cf. figure 2). The peculiar oscillatory regime, present the right panel of 3, is also characteristic of the coupling term in the effective potential (2.11). We shall discuss the oscillatory behavior in the following subsection.

3.2.1 Oscillatory regime after inflation

The main purpose of this section is to present an analytical description of the oscillatory behavior, emerging by the end of inflation for the choice of potentials presented in table 1. This analysis can also be useful for subsequent studies on reheating and particle production, as modeled by the two 3-forms scenario which we postpone for a future work. The interesting aspect that happens with two 3-forms is due to the presence of the \(\dot{H}\) coupling term in the effective potential (2.10), which becomes particularly dominant and produces a nontrivial interaction between the 3-form fields in the type II case. At this point, we must note that this property is more general, in the sense that the conclusion drawn for two fields can be easily extended when more 3-form fields are included. The choice of potential plays an important role regarding the presence of a consistent oscillatory behavior, which successfully
avoid ghost instabilities by the end of inflation. This is illustrated for single 3-form inflation in the refs. [23, 24]. Based on the studies of single 3-form inflation, we chose potentials containing quadratic behavior. Moreover, we must emphasize that the oscillatory regime for two 3-forms case is different from single 3-form inflation, due to the presence of the coupling term in the equations of motion. An exception is the case of identical quadratic potentials, i.e., taking $V_n = x_n^2$, where we can reasonably ignore the effect of coupling. This is the special case where two 3-form fields oscillate almost independently.

To illustrate this, let us first consider that the two fields are subjected to quadratic potentials $V_n = x_n^2$. For simplicity we work with the equations of motion in $t$ time (2.5). The equation of motion (2.5) for the 3-form field $\chi_n$ can be approximated in the small field limit ($\chi_n \to 0$) by neglecting the effect of coupling term in the effective potential (2.11) as,

$$\ddot{\chi}_n + 3H\dot{\chi}_n + m_n^2\chi_n \approx 0. \quad (3.21)$$

From the Friedmann constraint (2.6) we have that during inflation $H$ slowly decreases, since $\dot{H} < 0$. When inflation ends, $m_n^2 \sim H^2$, and subsequently the 3-form fields begin to coherently oscillate at scales $m_n^2 \gg H^2$. The evolution of $\chi_n$ at the oscillatory phase can be studied by changing the variable $\chi_n = a^{-3/2}\bar{\chi}_n$, so that eq. (3.21) becomes

$$\ddot{\bar{\chi}}_n + \left(m_n^2 - \frac{9}{4}H^2 - \frac{3}{2}\dot{H}\right)\bar{\chi}_n \approx 0 \quad (3.22)$$

Using the approximations $m_n^2 \gg H^2$ and $m_n^2 \gg \dot{H}$, the solution to the eq. (3.22) can be written as

$$\bar{\chi}_n = C\sin(m_n t) \quad (3.23)$$

where $C$ is a the maximum amplitude of the oscillations. Thus the solution for $\chi_n$ can be written as

$$\chi_n = Ca^{-3/2}\sin(m_n t). \quad (3.24)$$

An interesting aspect arises in the small field limit when one of the two 3-form fields potentials is not quadratic. Let us suppose the situation described in A.2, with one field subjected to a quartic potential, $V_2 = \lambda\chi_2^4$. This discussion is related to the oscillatory phase we see in the right panel of figure 3, regarding the type II case. This combination of potentials has the peculiar feature to induce an oscillatory regime, more precisely, that for a single 3-form field it would be absent under the quartic potential due to the presence of a ghost term [23]. In the limit $\chi_1, \chi_2 \to 0$, towards the oscillatory phase, the field $\chi_1$ will be approximately described by eq. (3.24). Therefore the 3-form field $\chi_1$ undergoes a damped oscillatory regime due to the dominance of quadratic behavior. However, the second field $\chi_2$, also undergoes an oscillatory regime, not caused by the quartic potential but due to the coupling term, $V_{2,\chi_2}^{eff}$, dominance in eq. (3.3). The equation of motion (3.2) for the 3-form field becomes (in the small field limit, $\chi_1, \chi_2 \to 0$, near the oscillatory phase),

$$\ddot{\chi}_2 + 3H\dot{\chi}_2 + \left(4\lambda\chi_2^3 - \frac{3}{2}m_1^2\chi_1\chi_2\right) \approx 0. \quad (3.25)$$

The nonlinear differential equation (3.25) is explicitly affected by the oscillatory behavior of $\chi_1$, which could cause something similar to a parametric resonance effect in particle production [24]. The effective potential also carries a cubic term, which turns the equation difficult to solve. However, we can conjecture that for two 3-forms inflation, at least one of the
potentials must contain a quadratic behavior, which forces all the other fields to undergo a consistent oscillatory phase due to the influence of the coupling term. In the case of the single 3-form inflation, there is no oscillatory behavior for quartic potential, a fact that the authors in [23] explain by means of ghost instabilities. Therefore, to conclude this section we present a new choice of potential i.e., \( V_1 = x_1^2 \) and \( V_2 = x_2^4 \), which can avoid ghost instabilities due to the presence of consistent oscillatory phase. A similar oscillatory regime is present when assisted inflation with two scalar fields is studied by means of an explicit quartic coupling in the action [34].

3.2.2 Varying speed of sound for two 3-form fields

In the following we examine how the type II solutions establish pressure perturbations with varying speed of sound.

Adiabatic perturbations are defined by

\[
\frac{\delta p}{p} = \frac{\delta \rho}{\rho}
\]

where \( p \) and \( \rho \) are the pressure and energy density of the system. Pressure perturbations can in general be expanded as a sum of an adiabatic and a non adiabatic perturbations \( \delta p_{\text{nad}} \), which is given by [35]

\[
\delta p = \delta p_{\text{nad}} + c_s^2 \delta \rho
\]

where \( c_s^2 = \dot{p}/\dot{\rho} \) is the adiabatic sound speed for scalar perturbations in a thermodynamic system. The distinction between adiabatic sound speed and phase sound is given for scalar field models in ref. [36]. When an adiabatic system is composed with multiple scalar fields \( \phi_n \), we have that

\[
\frac{\delta \phi_i}{\phi_i} = \frac{\delta \phi_j}{\phi_j}.
\]

(3.26)

The condition (3.26) is consequently valid for any two scalar field systems. The above condition can also be applicable for a system of \( N \) 3-forms because its action can (at least formally) always be dualized and reduced to an action with \( N \) non canonical scalar fields [25].

The general expression for the adiabatic sound speed for \( N \) 3-form fields is defined as

\[
c_s^2 = \frac{\dot{p}_s}{\dot{\rho}_s}.
\]

(3.27)

If we take (2.8) and (2.9) within the slow roll approximation \( \chi_n'' \ll V_n(\chi_n) \), we get, generally

\[
c_s^2 = \frac{\sum_{n=1}^N \chi_n' V_{\chi_n \chi_n}}{\sum_{n=1}^N \chi_n' V_{\chi_n}}
\]

(3.28)

Which, in the two 3-forms case, allows the speed of sound to be explicitly written as

\[
c_s^2 = \frac{\chi_1' \chi_1 V_{\chi_1 \chi_1} + \chi_2' \chi_2 V_{\chi_2 \chi_2}}{\chi_1' V_{\chi_1} + \chi_2' V_{\chi_2}}
\]

Unlike the one 3-form sound speed, in a two 3-forms setting the sound speed will depend on \( \chi_n' \). For type I inflation, for which we have \( \chi_n' \approx 0 \), the speed of sound (3.28) becomes constant during inflation. For the type II solution, where we have \( \chi_n' \neq 0 \), the speed of sound, \( c_s^2 \), can vary during the inflationary period. This varying speed can subsequently
exhibit a peculiar imprint in the primordial power spectrum, scale invariance and bi-spectrum extracted from the CMB data. We are going to explore, in the next two sections, observational consequences, due to a varying speed of sound, upon important quantities like the tensor-scalar ratio, spectral index and running spectral index, by examining particular type II solutions for suitable choice of potentials.

4 Isocurvature perturbations and primordial spectra

One important feature of multiple field models is the generation of isocurvature perturbations. In this section we examine the effect of these perturbations in the context of two 3-form fields scenario. More concretely, we will distinguish, type I and type II solutions, with respect to the evolution of isocurvature perturbations.

As depicted, in the right panel of figure 3 type I solutions are characterized by a straight line, whereas type II solutions follow a curved trajectory in field space. In scalar multifield models, a local rotation in the field space is carried to define the adiabatic and entropy modes (or fields [37]). In order to express these adiabatic and entropy fields from two 3-form fields, the first step consists in defining a dual scalar field Lagrangian for the two 3-forms (see ref. [25]). The second step consists in applying the general framework of adiabatic and entropy perturbations to our model. We start by presenting the N 3-forms Lagrangian in terms of a non canonical Lagrangian $P(X, \phi_n)$, where$^8$ $X = -\frac{1}{2} \partial^\mu \phi_n \partial_\mu \phi_n$, and $\phi_n$ is the dual scalar field corresponding to the 3-form field tensor $F_{\alpha\beta\gamma\delta}$. The motivation to work with the dual action is related to the fact that the general framework of adiabatic and entropy perturbations for the non canonical multifield model has already been consistently established. In the following we will briefly review and adopt to our case the results described previously in [10, 25, 26, 38, 39].

The action for the dual scalar fields representation of the N 3-forms can be written as [25],

$$P(X, \phi_n) = \sum_{n=1}^{N} \left( \chi_n V_{n,\chi_n} - V(\chi_n) - \frac{\phi_n^2}{2} \right),$$

with

$$X = \sum_n X_n, \quad \text{and} \quad X_n = \frac{1}{2} V_{n,\chi_n}^2.$$

In the above equations, $\chi_n$ represent one element of the N 3-form fields (cf. eqs. (2.3)–(2.5)). In the Lagrangian (4.1) we can identify the kinetic term to be

$$K_n(X_n) = \sum_{n=1}^{N} (\chi_n V_{n,\chi_n} - V(\chi_n)).$$

Since this kinetic term is only a function of $X_n$ and not of $\phi_n$, this means that the field metric is $G_{mn}(\phi) = \delta_{mn}$. Restricting ourselves now to a two 3-form scenario, and according to [37], we can define the adiabatic and entropy fields through a rotation in the two 3-form dual field.
where \( \tan \Theta = \frac{X_2}{\sqrt{X_1}} \), \( X_1 = \frac{1}{2} V_{1,\chi_1}^2 \) and \( X_2 = \frac{1}{2} V_{2,\chi_2}^2 \). Subsequently, the adiabatic and entropy perturbations are

\[
Q_\sigma = \delta \phi_1 \cos \Theta + \delta \phi_2 \sin \Theta \tag{4.6}
\]

\[
Q_s = -\delta \phi_1 \sin \Theta + \delta \phi_2 \cos \Theta, \tag{4.7}
\]

respectively, along and orthogonal to the background classical trajectory in dual field space.

Let us assume that the linearly perturbed metric is given by

\[
ds^2 = -(1 + 2 \varphi) dt^2 + 2 \partial_\perp \delta \mathbf{q} \, dt + a^2(t) (1 - 2 \psi) \, dx^2
\]

We have chosen a flat gauge, where the dynamics of linear perturbations are completely expressed in terms of the scalar field perturbations \( (\delta \phi^n \rightarrow \phi^n_0 + Q^n) \). Moreover, these are defined as gauge invariant combinations given by \( Q^n = \delta \phi^n + (\dot{\phi}^n/H) \psi \). The comoving curvature perturbation is given by

\[
R \equiv \psi - \frac{H}{p + \rho} \delta q,
\]

where \( \partial_i \delta q_i = \delta T^0_i \) and \( R \) purely characterizes the adiabatic part of the perturbations. The variation of \( R \), in the flat gauge, is given by [26]

\[
\dot{R} = \frac{H}{P_X} \left( (1 + c_s^2) P_{s,s} - c_s^2 \dot{P}_{X,s} \right), \tag{4.9}
\]

where \( \Psi \) is the Bardeen potential and

\[
P_{s,s} = P_X \dot{\Theta}, \quad \left( \begin{array}{c} P_{X,s} \\ P_{s,s} \end{array} \right) = \frac{1}{\dot{\Theta} P_X} \left( \begin{array}{cc} \cos \Theta & \sin \Theta \\ -\sin \Theta & \cos \Theta \end{array} \right) \left( \begin{array}{c} P_{X_1} \\ P_{X_2} \end{array} \right), \tag{4.10}
\]

For a two 3-form dual Lagrangian, extracted from (4.1), we can express the above quantities as functions of the 3-form fields, i.e.,

\[
P_{X,s} \equiv P_{X_1} + P_{X_2} = \frac{\chi_1}{V_{1,\chi_1}} + \frac{\chi_2}{V_{2,\chi_2}} \tag{4.11}
\]

Using eqs. (4.11) and (4.10) we can simplify \( \Xi \), to obtain,

\[
\Xi = H \left( (1 + c_s^2) \frac{d\Theta}{dN} - c_s^2 \frac{\dot{\Theta}}{H} \frac{P_{X,s}}{P_X} \right). \tag{4.12}
\]

The function \( \Xi \) is a measure of the coupling between the entropy and adiabatic modes.
4.1 Type I inflation

In type I inflationary scenarios, where $\dot{\Theta} = 0$ (as $\tan \Theta = \lambda_2/\lambda_1 = x_2/x_1 = \text{constant}$ in the fixed point, cf. eq. (3.14) and see figure 3), the classical trajectory is a straight line. This fact makes the first term of $\Xi$, in eq. (4.12), to vanish.

On the other hand, the ratio $P_{Xs}/P_X$ can be expressed as

$$\frac{P_{Xs}}{P_X} = \frac{-\chi_1 \sin \Theta + \chi_2 \cos \Theta}{\chi_1 V_{1,\chi_1} + \chi_2 V_{2,\chi_2}}.$$  \hspace{1cm} (4.13)

Expression (4.13) vanishes for all type I solutions since $\chi_2 = \chi_1 (\lambda_2/\lambda_1) = \chi_1 \tan \Theta$. In other words, there are no entropy perturbations sourcing the curvature perturbations. We then recover the known relation for a single field inflation

$$\dot{R} = H \dot{H} c_s^2 k^2 s k^2 a^2 \Psi,$$  \hspace{1cm} (4.14)

and we can state that the curvature perturbation is conserved on the large scales. We can, therefore, compute the power spectrum of curvature perturbations in terms of quantities values at horizon exit.

4.2 Type II inflation

For type II inflation, the aforementioned effects, namely of entropy perturbations, can be present due to the curved trajectory (cf. the right panel of figure 3) in field space ($\dot{\Theta} \neq 0$). Due to this the curvature power spectrum could be sourced by entropy perturbations on large scales.

In order to study quantum fluctuations of the system we must consider the following canonically normalized fields defined by,

$$v_{\sigma} = \frac{a \sqrt{P_X c_s^2}}{c_s} Q_{\sigma}, \quad v_s = a \sqrt{P_X} Q_s,$$

we can express the second order action for the adiabatic and entropy modes as

$$S_{(2)} = \frac{1}{2} \int d\tau d^3 k \left[ v_{\sigma}'' + v_{s}'' - 2 \xi v_{s}' v_{s} - k^2 c_s^2 v_{\sigma}^2 - k^2 v_s^2 + \Omega_{\sigma\sigma} v_{s}^2 + \Omega_{ss} v_{s}^2 + 2 \Omega_{s\sigma} v_{s} v_{\sigma} \right]$$  \hspace{1cm} (4.15)

with

$$\xi = \frac{a}{c_s} \frac{z''}{z}, \quad \Omega_{\sigma\sigma} = \frac{z''}{z} \quad \text{and} \quad \Omega_{ss} = \frac{\alpha''}{\alpha} - a^2 \mu_s^2,$$

where $z$ and $\alpha$ are background dependent functions defined by

$$z = \frac{a \dot{\sigma}}{c_s H}, \quad \alpha = a \sqrt{P_X}.$$

The equations of motion derived from the action (4.15) are given by

$$v_{\sigma}'' - \xi v_{s}' + \left( c_s^2 k^2 - \frac{z''}{z} \right) v_{\sigma} - \left( \frac{z \xi'}{z} \right) v_s = 0,$$  \hspace{1cm} (4.16)

$$v_{s}'' + \xi v_{s}' + \left( k^2 - \frac{\alpha''}{\alpha} + a^2 \mu_s^2 \right) v_s - \frac{z'}{z} \xi v_{\sigma} = 0.$$  \hspace{1cm} (4.17)
where $\mu_s^2$ is the effective mass for the entropy field given by [26]

$$
\mu_s^2 = -\frac{P_{ss}}{P_X} - \frac{1}{2c_s^2 (X_1 + X_2)} \frac{P_s^2}{P_X^2} + 2 \frac{P_{Xs} P_s}{P_X^2} \tag{4.18}
$$

and

$$
\begin{pmatrix}
  P_{\sigma\sigma} & P_{\sigma s} \\
  P_{s\sigma} & P_{ss}
\end{pmatrix} =
\begin{pmatrix}
  \cos \Theta & \sin \Theta \\
  -\sin \Theta & \cos \Theta
\end{pmatrix}
\begin{pmatrix}
  P_{X_1 X_1} & P_{X_1 X_2} \\
  P_{X_2 X_1} & P_{X_2 X_2}
\end{pmatrix}
\begin{pmatrix}
  \cos \Theta - \sin \Theta \\
  \sin \Theta & \cos \Theta
\end{pmatrix} \tag{4.19}
$$

The coupling between adiabatic and entropy modes is governed by the parameter $\xi$. In the cases where this parameter can be assumed to be small (see [10, 26]) at the typical scale of sound horizon exit, the adiabatic and entropy modes decouple and analytical solutions for eqs. (4.16)–(4.17) can easily be found. In the decoupled case the adiabatic and entropy modes evolve according to the following equations,

$$
v_\sigma'' + \left( k^2 - \frac{\alpha''}{\alpha} + a^2 \mu_s^2 \right) v_\sigma = 0, \tag{4.20}
$$

$$
v_s'' + \left( k^2 - \frac{\alpha''}{\alpha} + a^2 \mu_s^2 \right) v_s = 0. \tag{4.21}
$$

In the slow roll limit, for a speed of sound that slowly varies while the scales of interest cross out the sound horizon, we can assume $\dot{z}'/z' = 1/\tau^2$. Using this, we get as a general approximate solutions for the adiabatic and entropy modes with Bunch-Davies vacuum initial conditions,

$$
v_{\sigma k} \simeq \frac{1}{\sqrt{2k c_s}} \exp \left( -ik c_s \tau \right) \left( 1 - \frac{i}{kc_s \tau} \right), \tag{4.22}
$$

$$
v_{sk} \simeq \frac{1}{\sqrt{2k}} \exp \left( -ik \tau \right) \left( 1 - \frac{i}{k \tau} \right), \tag{4.23}
$$

where we assume $\mu_s^2 \ll 1$ is valid for our case. This means entropy modes get amplified with respect to the adiabatic modes at the sound horizon crossing

$$
Q_{\sigma} \simeq \frac{Q_{s}}{c_s}. \tag{4.24}
$$

The curvature and isocurvature perturbations are respectively,

$$
\mathcal{R} = \frac{H}{\sigma} Q_\sigma, \quad \mathcal{S} = c_s \frac{H}{\sigma} Q_s \tag{4.25}
$$

The power spectrum of the curvature perturbation, evaluated at the sound horizon crossing ($c_s k = aH$), is given by

$$
\mathcal{P}_{\mathcal{R}_*} = \frac{k^3}{2\pi^2} \left| \frac{v_{\sigma k}}{z} \right|^2 \simeq \frac{H^4}{8\pi^2 XP_X} = \frac{H^2}{8\pi^2 c_s}, \tag{4.26}
$$

which recovers with the single field power spectrum result at horizon crossing [25]. However, in contrast to the single field inflation, the function $\xi$ is not negligible and typically varies

\[\text{In contrast to the inflationary models where a sharp turn in field space occurs during inflation [40–42].}\]
with time. This means that there will be a transfer between entropic and adiabatic modes on large scales but the converse is not true. From eqs. (4.9) and (4.25), the evolution of the curvature and entropy modes in the long wavelength limit can be approximated as [38]

$$\dot{R} \approx \alpha HS, \quad \dot{S} \approx \beta HS,$$

where the coefficients $\alpha$ and $\beta$ are taken to be,

$$\alpha = \frac{\Xi}{c_s H},$$

$$\beta \approx \frac{s}{2} - \frac{\eta}{2} - \frac{1}{3H^2}\left(\mu_s^2 + \frac{\Xi^2}{c_s^2}\right),$$

endowed with the definition of an additional slow roll parameter $s = \frac{\dot{c_s}}{Hc_s}$. The evolution of curvature and isocurvature perturbations after horizon crossing can be evaluated using transfer functions defined by

$$\begin{pmatrix} R \\ S \end{pmatrix} = \begin{pmatrix} 1 \\ 0 \end{pmatrix} \mathcal{T}_{RS} \begin{pmatrix} R \\ S \end{pmatrix}_*,$$

where

$$\mathcal{T}_{RS} (t_*, t) = \int_{t_*}^t dt' \alpha (t') H(t') T_{SS} (t_*),$$

and

$$\mathcal{T}_{SS} (t_*, t) = \exp \left\{ \int_{t_*}^t dt' \beta (t') H(t') dt' \right\},$$

(4.29)

In addition, the curvature perturbation power spectrum, the entropy perturbation and the correlation between the two can be formally related as

$$P_R = (1 + \mathcal{T}_{RS}^2) P_* \quad P_S = \mathcal{T}_{SS}^2 P_* \quad C_{RS} = \langle RS \rangle = \mathcal{T}_{RS} \mathcal{T}_{SS} P_*.$$  

(4.31)

(4.32)

In contrast to the power spectrum for the scalar perturbations, the tensor power spectrum amplitude is the same as for a single field,

$$P_T = \frac{2}{\pi^2} \frac{H^2}{M_{Pl}^2} \left| \mathcal{T}_{RS}^2 \right|_*.$$

The tensor scalar ratio defined in multifield inflation is given by

$$r \equiv \frac{P_T}{P_R} = 16 \epsilon c_s \left| \mathcal{T}_{RS}^2 \right|_* \cos^2 \Delta,$$

(4.33)

where $\Delta$ is the transfer angle given by

$$\cos \Delta = \frac{1}{\sqrt{1 + \mathcal{T}_{RS}^2}}.$$
Similarly, the spectral index also gets a correction, provided by the transfer functions,

\[ n_s \equiv \frac{d \ln \mathcal{P}_R}{d \ln k} = n_s(t_*) + 1 \frac{H_*}{H_*} \left( \frac{\partial T_{RS}}{\partial t_*} \right) \sin (2\Delta), \tag{4.34} \]

where

\[ n_{s*} = 1 - 2\epsilon_* - \eta_* - s_* . \]

The spectral index and the tensor to scalar ratio are the key observables which not only depend on the slow roll at horizon crossing, but also depend on the transfer angle \( \Delta \). This enables a clear distinction between multifields and single field inflationary scenarios\(^\text{11}\)\(^\text{11}\) [43].

The transfer functions defined in eqs. (4.29) and (4.30) are allowed to evolve after the Hubble exit, even after inflation, during the reheating and radiation dominated era [43, 45]. However the evolution of isocurvature perturbations, during reheating and radiation dominated era, would depend on the particular final stage of the inflationary scenario. Consider for example, a two field scenario, if one field enters a regime of oscillations while the second field is still inflating the Universe. In such cases the curvature perturbation can be sourced by entropy modes even after inflation [44]. This kind of scenarios are known as ‘curvaton’ or ‘spectator’ field behavior [46, 47] and also found in double quadratic inflation [45]. In the case of two 3-forms inflation, we will assume that entropy perturbations do not grow further after inflation. Therefore we only evaluate transfer functions from horizon exit until the end of inflation and predict the values of \( n_s \) and \( r \) [41]. We can see from eqs. (4.33) and (4.34) that if \( T_{RS} = 0 \) then our predictions match the single field result. From the section 4.1 and eq. (4.27) it is evident that \( T_{RS} = 0 \) for type I inflation. Therefore to make observational contrast with single 3-form we mainly focus on testing type II inflationary scenario in the following section.

5 Two 3-form fields inflation and observational data

Based on the discussion made on the curvature perturbation power spectrum in section 4, the main objective is to test our two 3-forms model and predicting values of inflationary parameters. We choose suitable potentials and initial conditions, in order to obtain a reasonable fit with present available experimental bounds [1, 28]. The majority of inflationary models with a non canonical kinetic term contain a common feature that the adiabatic fluctuations propagate with a sound speed \( c_s^2 < 1 \). The recent Planck data restricts this speed of sound to be in the interval \( 0.02 \lesssim c_s^2 < 1 \). Multiple field inflation models allow the possibility of having a varying speed of sound, i.e, like for the type II solution in our model (cf. section 3.2.2). The speed of sound variation will therefore have implications on the running spectral index and the scale invariance. These peculiar effects, being a consequence of the varying speed of sound, have been studied in a DBI context and also in modified gravity models with an effective inflaton [48–50].

We have examined all the potentials in table 1. We found that \( \chi_1^4 + b_1\chi_1^4 \) is consistent with observational bounds.\(^\text{12}\)\(^\text{12}\) It is quite difficult to constrain the speed of sound \( (0.02 \lesssim c_s^2 < 1) \) during inflation. We found that only type II solutions which are slightly deviated from type I are suitable to maintain consistent speed of sound during inflation. To predict values of

\(^\text{11}\)However tensor scalar ratio is more constrained by consistency relations in case of inflation with more than two fields [43, 44].

\(^\text{12}\)We confront our results with \( \chi_1^2 + b_1\chi_1^2 \) potential, and one can find make similar predictions with \( \chi_1^2 + b_1\chi_1^2 \) potential. We do not consider to explore quadratic potential as it is equivalent to inflation with canonical scalar fields (in dual picture).
Figure 4. Graphical representation of $T_{RS}$ (left panel) and $dN/T_{RS}$ (right panel) until the end of inflation (defined for $\epsilon = 1$). We have taken $V_1 = V_{10}(x_1^2 + bx_1^4)$ and $V_2 = V_{20}(x_2^2 + bx_2^4)$ where $V_{10} = 1$, $V_{20} = 0.93$, $b = -0.35$ and with initial conditions $\theta = \pi/4$.

inflationary parameters, first we need to compute the transfer functions defined in section 4 and evaluate their value at the end of inflation.

We can read from eq. (4.34) that the spectral index depends on the derivative of $T_{RS}$ at horizon crossing. From the right panel of figure 4 it is clear that the derivative of $T_{RS}$, between $N = 0$ and $N = 20$, is very small and we can, therefore, neglect it. Hence, our prediction of spectral index only depends on the values of the slow roll parameters at horizon exit.

The running of the spectral index to the lowest order in slow roll is now given by, regime,

$$
\frac{d n_s}{d \ln k} = (1 + \epsilon + c_s \frac{\dot{c}_s}{c_s}) \left( n'_s + \frac{\partial T_{RS}}{\partial N} \frac{\partial}{\partial N} \left( \frac{2T_{RS}}{1 + T_{RS}^2} \sin 2\Delta \right) \right).
$$

(5.1)

For the choice of potential in figure 4 we can neglect the transfer function corrections to the running spectral index (5.1). Therefore for this case the additional slow roll parameter $s = \frac{\dot{c}_s}{c_s}$ is of relevance, which enables us to observationally distinguish between two 3-forms and single 3-form inflation, with respect to the running of spectral index. Expression (5.1) is expanded up to the first order in the slow roll parameters. The second order corrections are crucial if there is an abrupt path turn in field space during horizon exit. These types of scenarios are considered in detail in studies related with hybrid inflation and double quadratic inflation [51]. We can neglect these corrections for two 3-form inflation, since the type II solutions herein considered do not exhibit abrupt turns in field space under slow roll conditions.

To predict tensor scalar ratio (4.33) for two 3-forms it is required to know the value of $T_{RS}$ at the end of inflation. From the left panel of figure 4, $T_{RS}$ is $O(1)$ at the end of inflation. Therefore it can reduce the value of tensor scalar ratio in contrast to the single 3-form case.

Evidently two 3-forms inflation can be observationally distinguished from single 3-form inflation, due to the possibility of a varying speed of sound (cf. section 3.2.2) and trans-

\footnote{In the single 3-form case [22, 23] and also in the type I solution of two 3-forms case, this additional slow roll parameter satisfies, $s \equiv \frac{\dot{c}_s}{c_s} = 0$.}
fer function corrections by the end of inflation. Our method of observational analysis are quite similar to the studies in [39, 41]. In the following we confront our results against Planck+WP+BAO data which provides \( \frac{dn_s}{d\ln k} = -0.013 \pm 0.009 \) for the running of spectral index, and \( \frac{d^2n_s}{d\ln k^2} = 0.017 \pm 0.009 \) for the running of running spectral index, both at 95% CL, which rules out exact scale-invariance at more than 5\( \sigma \) level. Our analysis show that for type II solution, a better fit can be achieved given the current observational bounds (ruling out exact scale-invariance).

In figures 5 and 6, obtained through suitable data manipulating programs [52, 53], we have examined various types of potentials for a reasonable fit to the observational constraints by Planck. In addition, we have also considered the possibility of a higher tensor scalar ratio, since the latest B-mode polarization analysis (BICEP2) discards a tensor scalar ratio value \( r = 0 \) at 7\( \sigma \) [28]. We found that potentials such as \( V = V_0 (\chi_i^2 + b_i \chi_i^4) \) allow favorable contrast of two 3-forms inflation scenario against recent observational data. The parameter \( b_i \), in the mentioned potential, is adequately chosen, so that the speed of sound gets bounded by \( 0.02 \lesssim c_s^2 < 1 \), in order to comply with the Planck constraint. We found that type II inflation, obtained through a small asymmetry in the slopes of the potentials (making \( V_{10} \neq V_{20} \)), is needed to fit the parameters within the bounds of the observational data, especially for the running and running of running spectral indexes. There are two relevant aspects that should be mentioned regarding this comparison; one is related to the property of type II solution for computing the running of the spectral index. This is a consequence of the varying speed of sound, which is natural for this solution. The other aspect is the requirement of the asymmetry between the potentials. This leads to a mild generation of isocurvature perturbations towards the end of inflation, which can accommodate tensor scalar ratio values within the present bounds of Planck or with BICEP2 data as well. We note that solutions with large curved trajectory in field space can lead to values for inflationary parameters beyond the observational bounds. The presence of curvature, in the field space trajectories, implies a peculiar imprint in the primordial bispectrum during multiple field inflation [39]. Therefore, a natural extension of this work is to study the non-Gaussianity for two 3-form inflation [54].

6 Conclusions, discussion and outlook

Let us summarize our specific results. Inflation driven by a multifield setting, in particular by a couple of 3-form fields, is very much still admissible within current Planck or BICEP2 data. This is the main assertion that this work indicates. Moreover, two 3-form fields with a small asymmetry (in the sense explained in this paper) produces better results (in terms of fitting within current observational data) for concrete cosmological parameters, in contrast to a symmetric configuration or to a single 3-form setting. This is interesting if we take into consideration, the correspondence (on dualization) between 3-form field and non-canonical (kinetical) scalar field dynamics. In fact, a dual description of two 3-forms assists to relate to k-inflationary models [9]. First, we have shown that having multiple 3-forms driven inflation brings the inflaton mass to a lower scale, when compared with a single 3-form. We then identified the existence of de Sitter like fixed points, where two 3-forms inflation can mimic single 3-form inflationary scenarios, for a suitable class of potentials. We also did a detailed numerical study of a different type of inflationary dynamics (type II) characterized by the dominance of a non trivial (gravity mediated) coupling, between the two 3-form fields. The type II solution stands physically interesting by its ability to
Figure 5. Graphical representation of the spectral index versus the tensor to scalar ratio, in the background of Planck+WP+BAO data (left panel), for \( N_* = 60 \) number of e-folds before the end of inflation (large dot) and \( N_* = 50 \) (small dot). We have taken \( V_1 = V_{10}(x_1^2 + bx_1^4) \) and \( V_2 = V_{20}(x_2^2 + bx_2^4) \) where \( V_{10} = 1, V_{20} = 0.93, b = -0.35 \) for two 3-form. The right panel corresponds to \( n_s \) versus \( r \) in the background of Planck+WP+highL+BICEP2 data. We have taken the potentials \( V_1 = V_{10}(x_1^2 + b_1 x_1^4) \) and \( V_2 = V_{20}(x_2^2 + b_2 x_2^4) \) where \( V_{10} = 1, V_{20} = 0.99, b_1 = -0.14, b_2 = -0.122 \). This figure was obtained by taking the initial condition \( \theta = \pi/4 \).

Figure 6. Graphical representation of the running of the spectral index versus the spectral index (left panel), and running of the running of the spectral index versus the running of the spectral index (right panel) in the background of Planck+WP+BAO data for \( N_* = 60 \) number of e-folds before the end of inflation (large dot) and \( N_* = 50 \) (small dot). We have taken \( V_1 = V_{10}(x_1^2 + bx_1^4) \) and \( V_2 = V_{20}(x_2^2 + bx_2^4) \) where \( V_{10} = 1, V_{20} = 0.93, b = 0.35 \) for two 3-form. This figure was also obtained by taking the initial condition \( \theta = \pi/4 \).

generate substantial isocurvature perturbations at the end of inflation. We have numerically computed the effect of these perturbations via transfer functions. The comparison of selected inflationary parameters against the observational data, in the case where the 3-form fields potential have the form \( \chi_i^2 + b_i \chi_i^4 \), show that type II solutions, predicting a small variation in the speed of sound, are in excellent agreement with the observational bounds of running spectral indexes.

Subsequent tentative lines of exploration, following the herein paper can be as follows. It would be interesting to explore the generation of isocurvature perturbations and how they impact on the primordial non-Gaussianity and the bispectrum. The gravity mediated
coupling through the $\dot{H}$-term in the equations of motion can be explored in the context of reheating phase after inflation or at the late time dark energy scenarios with multiple 3-forms [55, 56].
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A Stability of type I fixed points

Let us now discuss the stability of these fixed points for specific choice of potentials. The eigenvalues of $M_{ij}$ corresponding to the fixed point $(x_{1c}, w_{1c})$ are $\zeta_1 = -3$, $\zeta_2 = 0$. Since the second eigenvalue is zero, we cannot decide on the stability of this fixed point. The eigenvector for the null eigenvalue is given by

$$v_0 = \left( \begin{array}{c} \sqrt{2/3} \\ 1 \end{array} \right). \tag{A.1}$$

Let us consider the nonlinear order perturbation in the expansion

$$\delta r' = \mu^{(n)} \delta r^n \tag{A.2}$$

where $\delta r = \sqrt{2/3} \delta x_1 + \delta w_1$ is the perturbation along the direction of the eigenvector (A.1). The general solution of eq. (A.2) at order $n$ is

$$\frac{\delta r^{(-n+1)}}{(-n+1)} = \mu^{(n)} N + \frac{\delta r_0^{(-n+1)}}{(-n+1)} \quad \text{with} \quad \delta r_0 = \delta r \ (N = 0). \tag{A.3}$$

For $n > 1$, an initial negative perturbation $\delta r_0 < 0$ will decay if $\mu^{(n)}$ is positive, with $n$ even, or $\mu^{(n)}$ is negative and $n$ odd. If the initial perturbation is positive, then it will decay for $\mu^{(n)}$ is negative, for all $n > 1$. If we require that $\mu^{(1)} = 1$ in eq. (A.2), we must have $\delta x_1 = \sqrt{3/2} \delta r/2$ and $\delta w_1 = \delta r/2$. The procedure consists in evaluating

$$\delta r' = \sqrt{2/3} \delta x_1' + \delta w_1' \tag{A.4}$$

and collecting the second order terms of the expansion of eqs. (3.9) and (3.10) when the dynamical system is perturbed around the fixed point

$$x_1 = \sqrt{\frac{2}{3}} \cos \theta + \delta x_1$$

$$w_1 = \cos \theta + \delta w_1.$$
As the constraint (3.6) imposes that the dynamical system, near the fixed point, can only be subjected to a small negative perturbation, thus, we will consider an initial negative perturbation \( \delta r_0 < 0 \). Otherwise, a positive perturbation, that would slightly increase the value of the two fields above the fixed point, would imply that the Friedmann constraint (3.4) would blow up to infinity.

As it is seen from of eqs. (3.9) and (3.10), the presence of the functions \( \lambda_1 \) and \( \lambda_2 \), which, in turn, depend on the potentials and their derivatives, does not allow to study in general the stability of the type I solutions. Therefore, we illustrate this study for some simple and suitable choice of potentials.

### A.1 Identical quadratic potentials

Let us consider the simple case when the two fields are under the influence of identical quadratic potentials, i.e., \( V(x_1) = x_1^2 \) and \( V(x_2) = x_2^2 \). In this situation, eqs. (3.10) and (3.12) exhibit type I solutions for any \( 0 < \theta < \pi/2 \). The fixed points for these solutions are constrained by eq. (3.15). Collecting the second order term in (A.4) we have

\[
\mu^{(2)} = -\frac{9}{4} \left( 3 \cos \theta + \cos 3\theta \right),
\]

which is always negative for \( 0 < \theta \leq \pi/4 \). This means that all fixed points with \( 0 < \theta < \pi/4 \) are unstable. If \( \theta \) gets larger than \( \pi/4 \) then the fixed point coordinates \( x_2 > x_1 \), and we can also collect the second order terms in \( \delta r' = \sqrt{2/3} x_2' + \delta w_2' \) for a negative perturbation \( x_2 = \sqrt{2}/3 \sin \theta + \delta x_2 \). The coefficient yields

\[
\mu^{(2)} = -\frac{9}{4} \left( 3 \sin \theta - \sin 3\theta \right),
\]

which is always negative for \( \pi/4 \leq \theta < \pi/2 \). When the angle \( \theta \) is close to \( \pi/2 \), then the 3-form field \( x_1 \) approaches zero and eq. (A.5) produces positive values for \( \mu^{(2)} \). This means that in the asymmetric situation where \( x_1 \approx 0 \) and \( x_2 \approx \sqrt{2}/3 \), the solution \( x_1 (N) \) converges to zero, however \( x_2 (N) \) will be unstable. In fact, from eq. (A.6), the second field will eventually diverge from \( \sqrt{2}/3 \), when subjected to a small negative perturbation. Furthermore, the decrease in the value of \( x_2 \) implies that the variable \( w_2 \) will start to fall faster, as eq. (3.11) suggests. The decrease of \( x_2 \) will proceed until it reaches zero. At this point, we can show that both fields will start to oscillate around zero with a damping factor. The discussion for the situation where \( \theta \) is near zero, is the same, in the sense that the roles of \( x_1 \) and \( x_2 \), in the previous discussion, are interchanged. In figure 1 (left panel), the behavior of the two fields, at the end of the inflationary period, when the angle \( \theta \) is close to \( \pi/2 \), are shown. Therein, we see that the two fields are going to a damped oscillatory regime, after the divergence of \( x_2 \) from its fixed point. The herein analytical description is numerically confirmed.

### A.2 Quadratic and quartic potentials

When the two fields are subjected to the potentials \( V(x_1) = x_1^2 \) and \( V(x_2) = x_2^4 \), the evolution is generally of the type II. However, eqs. (3.10) and (3.12) exhibit type I solutions when the condition (3.17) holds, which in this case becomes

\[
\left( \frac{1}{\frac{3}{4} \left( \cot \theta \right)^2 \csc \theta + \sin \theta} \right)^2 + \left( \frac{6 \cos \theta}{6 - \cos 2\theta + \cos 4\theta} \right)^2 = 1.
\]
This last condition is satisfied for \( \theta \to \pi/3 \), \( \theta \to \pi/2 \) and at \( \theta \to 0 \). Collecting the second order term in (A.4) we have
\[
\mu^{(2)} = -\frac{3}{5},
\]
which is negative. This means that the fixed point with \( \theta = \pi/3 \) is unstable. At \( \theta = 0 \), i.e., the scenario with the quadratic term dominance, we must go to third order since, \( \mu^{(2)} = 0 \). In that case, collecting the third order terms we have \( \mu^{(3)} = 0.28 \), which means that the fixed point is unstable. At \( \theta = \pi/2 \), scenario with the quartic term dominance, \( \mu^{(2)} = -7.5 \), which means that the fixed point is unstable.
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