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Abstract

Lysine methylation can modify non-covalent interactions by altering lysine’s hydrophobicity as well as its electronic structure. While ramifications of the former are documented, the effects of the latter remain largely unknown. Understanding electronic structure is important for determining how biological methylation modulates protein-protein binding, and how artificial methylation impacts experiments in which methylated lysines are used as spectroscopic probes and protein crystallization facilitators. Benchmarked first principles calculations undertaken here reveal that methyl-induced polarization weakens electrostatic attraction of amines with protein functional groups – salt bridges, hydrogen bonds and cation-π interactions weaken by as much as 10.3, 7.9 and 3.5 kT, respectively. Multipole analysis shows that weakened electrostatics is due to altered inductive effects that overcome increased attraction from methyl-enhanced polarizability and dispersion. These effects, due to their fundamental nature, are expected to be present in many cases. Survey of methylated lysines in protein structures reveals several cases where methyl-induced polarization is the primary driver of altered non-covalent interactions, and in these cases, destabilizations are found to be in the 0.6-4.7 kT range. The clearest case of where methyl-induced polarization plays a dominant role in regulating biological function is that of the PHD1-PHD2 domain that recognizes lysine methylated-states on histones. These results broaden our understanding of how methylation modulates non-covalent interactions.
Ammonium methylation weakens its electrostatic attraction with protein functional groups – salt bridges, hydrogen bonds and cation-π interactions weaken by as much as 10.3, 7.9 and 3.5 kT, respectively. Weakened electrostatics is due to altered inductive effects that overcome increased attraction from methyl-enhanced polarizability and dispersion. These effects, due to their fundamental nature, are expected to be present in many cases.
Introduction

Protein methylation\(^{[1]}\) is a key regulator of protein-protein binding.\(^{[2-4]}\) Changes in protein-protein binding induced by methylation result in many different downstream effects, including those involved in gene expression, DNA repair and apoptosis. Methylation is tightly regulated in eukaryotic cells by the dynamic writing and erasing activities of methyltransferases and demethylases. Aberrations in methylation are associated with several physiological disorders, including cardiovascular diseases, neurodegenerative diseases and cancer.\(^{[2-7]}\)

Here we focus on N-methylation of lysines in which lysine's side chain amine group accepts up to three methyl groups. Lysine N-methylation does not change lysine's positive charge, which is, in fact, important to the binding of methylated lysines to methyllysine binding domains of proteins.\(^{[8,9]}\) Experiments also show that the specific length of lysine's side chain,\(^{[10]}\) as well as the chemistries of aromatic groups present in methyllysine binding sites are important to the binding of methylated lysines.\(^{[11-14]}\)

There are many different methyllysine recognizing protein domains, and each of them is known to have a preference for a specific methylated state of lysine.\(^{[15-30]}\) Some preferentially bind to higher methylated states while others prefer binding to lower methylated states of lysines. Their preferences have been rationalized using lysine's altered hydrophobicity,\(^{[4,7]}\) structural features present in methyllysine binding sites,\(^{[16,18-21,26,27,30]}\) and presence of binding site functional groups that can engage in hydrogen bonds.\(^{[18-20,24,26,27,29-33]}\)

In a recent study,\(^{[34]}\) where we proposed a new QM/MM method to predict the effect of lysine methylation of protein-protein binding free energies, we assessed the specific contributions of these features on methylation-state selectivity. We reported that the contributions of these features can be understood in terms of two energetics-based guiding principles. Firstly, methylation, in general, weakens mutual interactions between proteins, which drives binding in favor of lower methylated states. Secondly, methylation lowers the desolvation penalties of proteins, which improve their favorability to engage in binding to other proteins. This latter effect, which results from increased hydrophobicity, biases binding in favor of higher methylated states. The overall effect of methylation on protein-protein binding free energy depends on the balance between these two energetic effects. Survey of methyllysine binding domains indicated that this balance is imparted through several combinations of features outlined above, however, none uniquely
determined methylation-state selectivity. In addition, we identified a moderate correlation between selectivity and the extent of which methyl groups are exposed to solvent in complexed states.

Aside from binding site structural/chemical features and altered hydrophobicity modulating methylation-state selectivity, methyl-induced changes in lysine’s electronic structure can also be expected to affect methyllysine binding preferences. Methylation enhances dispersion, which is suggested to drive affinity toward higher methylated states,[15,24] although our recent study[34] revealed no correlation between dispersion changes and methylation-state selectivity. Methyl groups also have a higher polarizability compared to the hydrogens they replace.[35] Therefore, methylation of lysines should increase its polarizability, which could, in turn, strengthen lysine’s non-covalent interactions. In fact, methyl polarizability has been shown to strengthen ion-ligand interactions by several kT (k is the Boltzmann constant and T is the temperature).[36] Finally, methyl groups are also more electronegative than the hydrogens they replace,[37] and so methylation can alter lysine’s permanent electrostatic moments (inductive effect) and impact lysine’s non-covalent interactions.

The relevance of these polarization effects on lysine’s non-bonded interactions goes beyond understanding their effects on protein-protein binding. Over the past decades, lysine alkylation has become an increasingly important tool in biophysical experiments. Specifically, proteins are reductively methylated to facilitate their crystallization for structure determination by X-ray diffraction.[38-40] Lysine methylation is also used for studying protein structure and dynamics by Nuclear Magnetic Resonance (NMR) experiments, where $^{13}$C methyl groups serve as high-sensitivity probes.[41-44] A fundamental understanding of how methyl-induced electronic polarization affects lysine’s non-covalent interactions should benefit the interpretation of results from such experiments.

Experiments have provided important, but limited insights into the effect of methyl-induced polarization on lysine’s non-covalent interactions, and the potential impact that they may have on macroscopic observables. Firstly, gas phase experiments have shown that mono-methylation of ammonium ion decreases its binding free energy with benzene by 0.8 kT.[45] Accompanying quantum mechanical studies,[45] as well as subsequent ones[46,47] indicated that this affinity drop corresponds to a scenario in which the methyl group is added away from the dimer interface, and not at the interface where it will increase cation-π distance. In such a scenario, methyl-induced polarization becomes the dominant driver of altered interactions. Does this imply that ammonium...
or lysine methylation will also impact their respective affinities with other biochemical groups? If so, then what are the nature and extent of such affinity changes? Secondly, early NMR studies on model systems and proteins,[41] and also more recent studies,[42] have shown systematic effects of lysine methylation on lysine’s pKa, where pKa shifts of more than one unit have been observed. Thirdly, experiments have shown systematic effects of lysine methylation on absorbance spectra in Bradford assays, which indicate that lysine methylation alters lysine’s electrostatic interactions with negatively charged sulfonate groups in the buffer.[48]

The primary challenge associated with investigating polarization effects is to describe accurately the broad range of molecular forces, in particular, charge-redistribution, polarizability and dispersion, which contribute nontrivially to local energetics. A first-principles approach is, therefore, required. Toward this end, we first use “gold-standard” coupled cluster theory with single, double and perturbative triple excitations (CCSD(T)) to determine how ammonium methylation changes its dimerization energies with a diverse set of small molecules representing the various chemical groups present in methyllysine binding sites. To understand the physical bases underlying methylation-induced changes in dimerization energies, we analyze contributions from electrostatics, inductive effects, polarizability and dispersion. We then use the CCSD(T) reference data to benchmark a vdW-inclusive density functional theory (DFT) and use it to examine systems containing more than two molecules and determine contributions from many-body terms. Finally, we use benchmarked vdW-inclusive DFT to assess the effects of lysine methylation on non-covalent interactions in protein environments, and also analyze the implications of these findings in modulating methylation-state selectivity.

Results and discussion

Effect of methyl-induced polarization in model systems

We first compute the effect of ammonium methylation on its dimerization energies with four biochemical groups – hydroxyls, carboxyls and carboxylates and aromatics. These biochemical groups are typically found in methyllysine binding pockets, and, in general, also interact with unmethylated lysines in protein environments.[49] We use methanol to represent hydroxyls, formamide to represent carboxyls, formate to represent carboxylates and benzene to represent aromatic groups. We also examine the effect of ammonium methylation on its
dimerization energies with two other aromatic groups, phenol and indole. These molecules represent tyrosines and tryptophans, respectively, found frequently in binding pockets of methyllysine reading domains,[49] and there are ongoing efforts to understand their relative roles in binding and selectivity.[12,14]

In these heterodimers, ammonium ions can be methylated in two ways, one in which the methyl groups are added away from the dimer interface, and the other in which methylation interferes physically (sterically) with the dimerization interface. We first consider the former scenario, where changes in dimerization energies will be dominated by changes in electronic structure. For this, we consider monomethylation (Me1), di-methylation (Me2) and tri-methylation (Me3) of ammonium. Note that tetra-methylation (Me4) of ammonium ions will interfere directly with its dimerization interfaces, as discussed, a bit later in this subsection.

We compute heterodimer binding energies as

$$ \Delta E_{2\text{body}} = E_{\text{dimer}} - E_1 - E_2 $$

where $E_{\text{dimer}}$ is the energy of the isolated dimer, and $E_1$ and $E_2$ are the energies of isolated small molecules. In these calculations, heterodimers as well as the individual molecules are all subjected to separate geometry relaxations using PBE0+vdW, and the relaxed geometries are then used for compute $\Delta E_{2\text{body}}$ from LNO-CCSD(T) in the complete basis set (CBS) limit. During geometry relaxation, no restraints are placed on atoms except in the cases of interactions with formates, where the ammonium (or methylammonium) nitrogen and the formate carbon are constrained at a distance of 4.2 Å to prevent intermolecular proton transfer.

Figure 1 shows the results of these calculations. We note that ammonium methylation reduces its affinities with all biochemical groups. Additionally, in all cases, we note that increased methylation results in larger drops in affinity. The highest affinity drop is noted in the case of ammonium-formate dimers, where mono-methylation weakens binding by 5.9 kT and di-methylation weakens binding by 10.3 kT. In ammonium binding to water, methanol and formamide, mono-methylation weakens hydrogen bonds effectively by, respectively, 3.5, 4.2 and 4.7 kT, and di-methylation weakens them by 5.9, 6.8 and 7.9 kT. Ammonium methylation also weakens cation-$\pi$ interactions, although the effect of methylation is the smallest among these cases. Mono- and di-methylation result in, respectively, 1.6 kT and 2.3 kT drops in binding energy with benzene. A similar effect is also noted for interactions of ammonium ions with phenol and indole. Consistent with earlier work,[14] we also note that the methylated ammonium ions bind most...
strongly to indole, followed by phenol and benzene. Overall, we find that in the scenario where methyl groups are added away from the dimer interface, dimer affinities drop substantially.

In the alternative scenario where methylation interferes directly with dimerization interfaces, affinity drops will be even larger. In ammonium interactions with water, methanol and formamide, such a methylation will break hydrogen bonds, and in interactions with formate, this will break ammonium-carboxylate salt bridge. Finally, in the case of ammonium interactions with aromatic groups, this will increase cation-π distance. The expected larger drop in affinity associated with methyl groups interfering with dimerization interfaces can also be gauged from the substantial drop in affinity associated with ammonium tetramethylation compared to ammonium mono-, di- or trimethylation (Figure 1).

Next, we examine how ammonium methylation negatively impacts interaction energies without interfering directly with dimerization interfaces.

**Figure 1:** Binding energies (Δ\(E_{2\text{body}}\)) of methylated ammonium ions with small molecules determined from LNO-CCSD(T)/CBS. Me0, Me1, Me2, Me3 and Me4 refer, respectively, to unmethylated, monomethylated, dimethylated, trimethylated and tetramethylated states of ammonium ion. The plotted Δ\(E_{2\text{body}}\) values are also listed in Table S1 of the Supplementary Information. The inset on the right provides geometries of ammonium-benzene dimers in their
energy minimized conformations. Geometries of ammonium dimers with other small molecules are provided in Figure S1 of the Supplementary Information.

**Competing actions of altered inductive effects and altered polarizability**

In principle, methylation can alter interactions without interfering with dimerization interfaces by altering ammonium’s zero-field electron density (inductive effect) and its field response. The latter will expectedly strengthen interactions. Therefore, the observed negative impact is due to altered inductive effects, whose contributions should be large enough to overcome stabilization from enhanced polarizability and dispersion. In the heterodimers studied above, ammonium methylation does enhance dispersion, but other than those involving aromatics, its energetic contribution is relatively small (Table S2 of the Supplementary Information). The higher stabilization from dispersion in the case of aromatics perhaps explains why ammonium methylation has the smallest effect on its interaction with them.

To examine quantitatively the relationship between altered polarizability and inductive effects, we compare electron densities of ammonium and methylammonium ions as a function of an applied external electric field. To compare electron densities, we use multipole expansion. For this we define a common reference frame in which nitrogen atoms are placed at the origin, and one of their N-H bond vectors are aligned ($\hat{r}$) (Figure 2a). The hydrogen atoms of these vectors are the ones that would interact directly with dimeric partners. Electron densities are obtained from Moller-Plesset second-order perturbation (MP2) theory.$^{[50]}$

The results of these calculations are shown in Figure 2. We note that in the absence of any applied electric field, the dipole and quadrupole moment components, $\mu_r$ and $Q_{rr}$ along $\hat{r}$, of ammonium are zero, but those of methylammonium are in the negative $\hat{r}$ direction. Contributions from these permanent moments will, therefore, weaken the electrostatic attraction of methylammonium ions. These methyl-induced changes in ammonium's permanent electrostatic moments can be understood by decomposing electron densities over atoms and functional groups using Bader's atom-in-molecules approach (Table S3 of Supporting information)$^{[51,52]}$ Note that while there are no unique ways to decompose electron densities over atomic centers, the molecular dipoles and quadrupoles that we analyze below do not rely on any assumptions underlying electron density decomposition.

In the presence of a negative point charge placed along the N-H bond vector (Figure 2a), we find that the induced moments in methylammonium are larger than those in the ammonium ion.
However, electric fields generated by none of the dimeric partners listed in Figure 1 are high enough for the induced moments of methylammonium to overcome the difference in permanent moments, implying that energetic contributions from these moments should make methylammonium dimers weaker compared to corresponding ammonium dimers. Figures 2b and 2c also show the effects of multipole differences on interaction energies with point charges. For dipoles, \( \Delta E_{\Delta \mu} = -\left( \Delta \mu_r^{\text{perm}} + \frac{1}{2} \Delta \mu_r^{\text{ind}} \right) \xi_r \), where \( \xi_r \) is the electric field generated by the negative point charge at the location of nitrogen atoms. For quadrupoles, since induced moments in ammonium and methylammonium ions are similar in the range of electric fields examined, contributions of \( \Delta E_{\Delta Q} \) can be approximated as \( \Delta E_{\Delta Q} \sim - \Delta Q_r^{\text{perm}} / |r|^3 \). At small electric fields, as produced by benzene, the differences in dipoles and quadrupoles result in a combined energetic difference of \( \sim 1.1 \, \text{kT} \). At a higher field, as produced by formate, \( \Delta E_{\Delta \mu} + \Delta E_{\Delta Q} \sim 5.6 \, \text{kT} \). We note that these differences are nearly similar to those reported in Figure 1.

**Effect of many-body interactions on methyl-induced polarization**

Methyllysine binding sites in proteins comprise of multiple functional groups, and, in general, lysines in protein environments interact with multiple functional groups. This raises the question of how many-body interactions or interactions between multiple functional groups modulate the negative impact of methylation on two-body interactions. To address this, we consider trimers consisting of ammonium or methylammonium ions and two other small molecules. In these methylammonium clusters, ammonium ions are methylated at positions away from their two dimerization interfaces. We compute three-body terms as

\[
E_{3\text{body}} = E_{\text{trimer}} - \sum_{i<j} E_{ij} + \sum_i E_i,
\]

where \( E_{\text{trimer}} \) is the energy of the trimer, \( E_{ij} \) are energies of its constituent dimers, and \( E_i \) are the energies of its constituent monomers.\textsuperscript{53} All energies are computed using the PBE0+vdW functional, which performs well against CCSD(T) data (see Methods). Just as in the study of dimers, the trimer geometries are subjected to geometry relaxations, however, when the monomers and dimers constituting the trimers are extracted for computing \( E_i \) and \( E_{ij} \), respectively, they are not subjected to further geometry relaxations.
Figure 2: Effect of ammonium methylation on electrostatic interactions. (a) Coordinate frame for calculating multipoles of ammonium and methylammonium ions. Nitrogen atoms are placed at the origin, and a negative point charge is placed along one of their respective N-H bond vectors ($\vec{r}$). $\mu_r^{\text{perm}}$ and $Q_{rr}^{\text{perm}}$ are the components of permanent dipoles and quadrupoles along $\vec{r}$. (b) Dipole moments $\mu_r = (\mu_r^{\text{perm}} + \mu_r^{\text{ind}})$ of ammonium and methylammonium ions as functions of their respective distances $|r|$ from point charges. Note that the distance $|r|$ is represented in terms of the electric field $\xi_r$ generated by the negative point charge at the location of nitrogen atoms, and so a field of $\xi_r = 0$ represents an isolated molecule with $\mu_r = \mu_r^{\text{perm}}$. The vertical dashed lines denote electric fields generated by small molecules at the nitrogen atoms of ammonium and methylammonium ions in their respective dimers listed in Figure 1. $\Delta E_{\Delta \mu}$ is the difference between the interaction energies of methylammonium and ammonium dipoles with point charges. (c) Quadrupole moments $Q_{rr} = (Q_{rr}^{\text{perm}} + Q_{rr}^{\text{ind}})$ of ammonium and methylammonium ions as a function of distance $|r|$ from point charge. Also shown is the difference between their interaction energies with point charge, $\Delta E_{\Delta Q}$.

The results of these calculations are shown in Figure 3. As expected, we find that $E_{3\text{body}}$ is repulsive (positive). Ammonium methylation weakens this repulsive force, which implies that it
would reduce the negative impact of methylation observed in two-body systems. However, except in the case of clusters containing benzenes, the effect of methylation on the magnitude of $E_{3\text{body}}$ is rather small compared to the destabilization brought on by methylation in two-body interactions. Therefore, in general, we can expect that the overall negative impact of altered inductive effects will be smaller. We can also expect that the overall negative impact of altered inductive effects to be only minor in methyllysine binding sites that comprise of aromatic cages. In fact, aromatic cages are a typical structural feature present in almost all methyllysine binding sites that select for higher methylated states of lysine.$^{[49,54,55]}$

**Figure 3:** Effect of ammonium methylation on three-body terms $E_{3\text{body}}$. Ammonium methylation weakens $E_{3\text{body}}$, but only slightly compared to the destabilization brought on by methylation in ammonium dimers, with the exception of clusters containing benzenes.

**Effect of methyl-induced polarization in protein environments**

Interaction geometries in protein environments are expectedly different from those considered in model systems above and, therefore, the overall effects of electronic-level changes observed in protein environments can be different from those observed in model systems.$^{[46]}$ Furthermore,
dispersion contributions from methylation can also be expected to be higher in denser non-bonded complexes, which could help negate the negative impacts from changes in inductive effects.

To examine this and also gauge the extent of this destabilization in protein environments, we extract local environments of thirty methylated lysines from the protein data bank (PDB) – ten each of mono-, di- and tri-methylated states. An amino acid is considered to be part of a local environment if any of its atoms are within 6 Å from the lysine amine nitrogen. In all of these cases, coordinates of lysine’s methyl carbons were resolved. Details of these 30 cases are provided in Table S4 of the Supporting Information. Note that this test set includes both naturally occurring and artificially engineered methylations.

In these clusters, we determine how de-methylation of lysine alters its interaction energies with the cluster, that is, we determine

\[ \Delta E_{\text{dMe}} = E_{\text{cluster}}^0 - E_{\text{cluster}}^m - (E_K^0 - E_K^m). \]  \hspace{1cm} (3)

Here \( E_{\text{cluster}}^m \) and \( E_{\text{cluster}}^0 \) are the energies of the clusters containing lysines in their methylated and un-methylation states, respectively. \( E_K^m \) and \( E_K^0 \) are, respectively, the energies of an isolated lysine side chain (butylammonium) in its methylated and un-methylation states. \( E_K^m \) and \( E_K^0 \) are determined from relaxed geometries, and their lowest energy conformations are selected from sets of twenty random structures after subjecting each one of them to separate geometry relaxation.

\( E_{\text{cluster}}^m \) and \( E_{\text{cluster}}^0 \) are computed after adding missing hydrogens, capping the non-contiguous backbones and relaxing geometries with position constraints on backbone heavy atoms. By applying position constraints on backbones, we make the physical assumption that while side chains are free to move during relaxation, methylation does not alter protein secondary structure. All calculations are performed using the PBE0+vdW density functional (see Methods for comparison between predictions from PBE0+vdW and CCSD(T)).

Based on the studies above of ammonium ion interactions, we expect that lysine demethylation will, in general, strengthen interactions, that is, \( -\Delta E_{\text{dMe}} > 0 \). This is also supported by our calculations in Tables S3 and S5 of the Supplementary Information, which show that methylation-induced charge-redistribution in lysines (butylammonium) is similar to that in ammonium ions, and methylation-induced changes in \( \Delta E_{\text{2body}} \) of lysine (butylammonium) dimers are similar to those of ammonium dimers.
As discussed in a previous section, de-methylation induced strengthening (or methylation induced weakening) could be due to two reasons. Firstly, it could be due to decrease in distances between lysines and the functional groups in the cluster. Such a compaction of the cluster will occur if lysine methylation had interfered physically with lysine’s interactions with cluster functional groups. Secondly, it could be due primarily to changes in lysine’s electronic structure, and in such cases, de-methylation will not alter distances between lysines and cluster functional groups. To differentiate between these two mechanisms, we quantify the extent to which lysine de-methylation alters distances between lysine and the interacting cluster. For this, we determine \( \Delta d = \frac{1}{n} \sum_i |(d_i^0 - d_i^m)| \), where the superscripts designate methylation states, \( d_i \) are distances between lysine amine nitrogens and the heavy atoms in the cluster, and \( n \) denotes the number of heavy atoms in the cluster that were not constrained during optimization. In addition, we determine \( \Delta d' = \frac{1}{n} \sum_i (d_i^0 - d_i^m) \), and a \( \Delta d' < 0 \) would imply a cluster compaction resulting from lysine de-methylation.

Figure 4 shows the relationship between \( \Delta E_{\text{dMe}} \) and \( \Delta d \). We note first that in all, but two cases, lysine de-methylation strengthens its interactions with the cluster. The two cases in which de-methylation weakens interactions, instead of strengthening them, are due to breakage of hydrogen bonds present in the methylated state, as discussed in Figure S2 of the Supporting Information. The next observation we make is that in most cases where \( -\Delta E_{\text{dMe}} > 0 \), lysine de-methylation also alters distances between lysine amine nitrogens and the heavy atoms in the cluster. Examination of \( \Delta d' \) (Table S4 of Supplementary Information) shows that in these cases, de-methylation compacts binding sites, and so in these cases structural compaction contributes to strengthened interactions.
Figure 4: Effects of lysine de-methylation on their interaction energies with clusters ($\Delta E_{dMe}$) and average distances of their amine nitrogens from cluster heavy atoms ($\Delta d$). Also shown are the local structures of the four cases where de-methylated resulted no structural change, that is, $\Delta d < 0.05$ Å.

We also identify four cases in which de-methylation strengthens interactions without changes in distances between lysine amine nitrogen and cluster heavy atoms ($\Delta d < 0.05$ Å). In these four cases, interactions strengthen due primarily to methylation-induced changes in lysine’s electronic structure. The observed range in $-\Delta E_{dMe}$ is between 0.6 and 4.7 kT. The local environments of these four cases are shown in Figure 4. In the 1IE8 (PDB ID) case, we note that K105 interacts with two negatively charged residues, D102 and E151, and based on studies of model systems above, its de-methylation should strengthen its electrostatic moments, which would increase electrostatic attraction. The overall effect is, however, weaker than that expected from results on 2-body systems, and we attribute this to three factors: longer salt-bridge distances compared to those present in 2-body systems, presence of many-body interactions, and increased contribution of dispersion. In the 5M3V case, K274 demethylation essentially strengthens its hydrogen bond with N276. In the 4DWS case, K518 de-methylation strengthens its salt bridge with E110 and also...
its electrostatic attraction to N519 and Y113. Finally, in the 2ETV case, K25 de-methylation strengthens its electrostatic interaction with E35 and the backbone carbonyl of G29.

While this survey provides a clear set of examples of the effect of methyl-induced changes in electronic structure on non-covalent interactions, it does not directly suggest any biological role of electronic structure changes. In all four cases, we note that lysines were methylated artificially to improve protein crystallization.\textsuperscript{[56–58]}

**Biological role of methyl-induced polarization**

To examine the biological role of methylation-induced changes in electronic structure, we examine the set of fourteen cases that we studied recently\textsuperscript{[34]} where biological methylation is used by cells to alter protein-protein binding for regulating cellular processes. We had found one specific case in which the effect of methylation on protein-protein binding free energy could not be rationalized in terms of lysine’s altered hydrophobicity or local features present in its methyllysine binding pockets. This belonged to the PHD1-PHD2 domain, which helps the BRG1/BRM-associated factor (BAF) complex recognize methylated lysines on histone tail to control chromatin remodeling for gene transcription.\textsuperscript{[59]} Kinetic experiments show that, in its isolated form, the PHD1-PHD2 domain binds to a histone-derived peptide more strongly when its lysine (K4) is unmethylated compared to when the lysine is monomethylated.\textsuperscript{[30]} The binding free energy difference between the two states is $\Delta G_{\text{Me0} \rightarrow \text{Me1}} =$ 0.9 kT.

This selective preference could not be rationalized in terms of binding site structural features because X-ray structural studies show that peptide lysine methylation has a negligible effect on the structure of its complex with PHD1-PHD2 ($C_{\alpha}$ RMSD < 0.04 Å).\textsuperscript{[30]} In the absence of structural change, methylation should have strengthened binding free energy, and not weakened it, as methylation makes it easier to partially dehydrate a methylated protein (hydrophobic effect) and place it into a protein-protein complex.\textsuperscript{[34,60]}

Nevertheless, our QM/MM calculations, which reproduced experimental $\Delta G_{\text{Me0} \rightarrow \text{Me1}}$, also showed that the main driving factor that offsets the peptide’s altered dehydration penalty was the methylation-induced drop in mutual interaction between peptide and PHD1-PHD2 domain. Our computed $-\Delta E_{\text{dMe}} = 3.5$ kT, which offsets the effect of methylation on hydration energy to yield a computed $\Delta G_{\text{Me0} \rightarrow \text{Me1}} =$ 0.3 kT. The decrease in mutual interaction in the absence of structural change can now be rationalized on the basis of the effect that methylation has on electronic
structure. Figure 5 shows the local environment of the methylated lysine in the peptide complexed with the PHD1-PHD2 domain. Lysine’s amine group hydrogen bonds with the backbone carboxyls of residues I314, E315 and K317 belonging to the PHD1-PHD2 domain, and based on our studies on model systems, it is clear that lysine methylation reduces the strengths of these hydrogen bonds, thereby negatively impacting the electrostatic attraction between lysine and the PHD1-PHD2 domain. This drop in electrostatic attraction is due to altered inductive effects that alter lysine’s multipoles. This provides direct evidence for the biological role of inductive effect altered by methylation.

**Figure 5:** Local environment of methylated lysine in the complex formed between PHD1-PHD2 domain (green) and a peptide (yellow) derived from Histone H3 tail (PDB ID: 5SZC). The dotted black lines indicate hydrogen bonds between lysine amine and the backbone carboxyls of residues I314, E315 and K317 belonging to the PHD1-PHD2 domain. The structure of complex in the unmethylated K4 state (PDB ID: 5SZB) is almost identical to this complex, with no change in hydrogen bond network. The hydrogens were not resolved in the X-ray structure, and their positions were obtained from QM energy minimization, as reported in our previous study.\footnote{34}

**Conclusions**

Lysine methylation can alter non-covalent interactions by changing lysine’s hydrophobicity as well as its electronic structure. While the consequences of lysine methylation on hydrophobicity are well-documented, the specific effects of methyl-induced changes in electronic structure on lysine’s non-covalent interactions remain largely unknown. Understanding these effects is important for determining how biological methylation modulates protein-protein binding, and how artificial methylation impacts experiments in which lysines are methylated to facilitate protein crystallization and create NMR probes.
Here we take a systematic approach to study the role of methyl-induced polarization in modulating lysine’s non-bonded interactions in model systems as well as protein environments. In model systems, we find that methylation rearranges the zero-field electron density (inductive effect) of lysine’s amine group and introduces permanent multipoles that weaken its electrostatic attraction with protein functional groups. Expectedly, methylation also increases stabilizing contributions by enhancing polarizability and dispersion, but we find that their combined energetic effect is smaller than the impact from altered inductive effects. Consequently, these methyl-induced changes in electronic structure weaken the non-covalent interactions of amines.

The magnitude of the negative impact depends on the extent of methylation as well as the type of the interaction. It is noted to be the largest for salt bridges and the smallest for cation-π interactions. In ideal situations, di-methylation can weaken salt-bridges by as much as 10.3 kT, hydrogen bonds by 7.9 kT and cation-π interactions by 3.5 kT. In essence, these findings provide a molecular basis for the systematic effect of methylation on the absorbance spectra in Bradford assays that depend on electrostatic interactions of lysines with negatively charged groups in the buffer.[48] Our calculations also show that many-body interactions reduce the magnitude of the negative impact of methylation observed in two-body systems (heterodimers). Therefore, in typical lysine sites in proteins, the negative impact can be expected to be smaller even when lysine interactions are at ideal distances.

These effects, due to their fundamental nature, will expectedly be present in many cases. A survey of naturally occurring and engineered methylated lysines in proteins reveals a clear set of cases in which methyl-induced changes in electronic structure plays a dominant role in modulating non-covalent interactions. In these test cases, methyl-induced polarization is noted to weaken lysine’s non-covalent interactions in the range of 0.6 to 4.7 kT. A more extensive survey will provide a better quantification for the magnitude and range of polarization effects.

In principle, such changes in non-covalent interaction energies can potentially modulate both protein structure and dynamics. Early experiments on a lysozyme,[38] however, indicated only little effects of lysine methylation on structure, with the larger changes limited to surface loops. Therefore, perhaps such a change in electrostatics is not large enough to modulate intrinsic protein structure under low-temperature crystallographic conditions. Nevertheless, these results do recommend a more detailed and targeted study. Additionally, these results also recommend evaluating the effect of lysine methylation on protein dynamics. This is because altered interaction
energies typically imply altered thermal fluctuations, and such changes in interactions could impact the interpretations of dynamics studied in NMR experiments where methylated lysines are themselves used as probes for recording protein dynamics.\textsuperscript{[42,43]}

From a biological standpoint, these observed effects explain the selective preference of PHD1-PHD2 domains for histone methylation states, linking methyl-induced polarization effects to their biological role. In chromatin, the methylation of histone lysine is tightly regulated, serving as a major constituent within the epigenetic landscape.\textsuperscript{[61]} Specifically, lysine methylation regulates transcriptional activity by recruiting chromatin readers and orchestrating the deposition of other posttranslational modifications.\textsuperscript{[49,62]} Furthermore, lysine methylation on non-histone proteins regulates a variety of biochemical pathways including DNA repair and cell signaling.\textsuperscript{[63]}

In light of these findings, we anticipate future studies examining the specific roles of electronic polarization in other types of protein and DNA methylations, including arginine N-methylation, and different forms O- and C-methylation, all of which play vital roles in biological processes. In fact, in arginine N-methylation, polarization effects have been suggested to contribute to methylation-state selectivity,\textsuperscript{[64]} although specifics remain undetermined. We also anticipate that our energetic and structural data will have direct implications in guiding ongoing efforts to design synthetic receptors for methylated amino acids with applications in sensing, tagging and enzymatic assays.\textsuperscript{[65,66]} Additionally, we also expect them to facilitate the development of therapeutic molecules targeting methyl-lysine binding proteins.\textsuperscript{[67,68]}

\textbf{Methods}

\textbf{CCSD(T) calculations}

CCSD(T), with complete basis set (CBS) extrapolation,\textsuperscript{[69,70]} is used for computing two-body binding energies, $\Delta E_{\text{2body}}$ of methylated ammonium ions for all structures energy-optimized via the vdW-inclusive DFT method described below. CCSD(T) calculations are accelerated by the local natural orbital (LNO) scheme\textsuperscript{[71,72]} of the MRCC suite of quantum chemical programs.\textsuperscript{[73,74]} The LNO-CCSD(T) results are extrapolated toward the approximation-free CCSD(T) energy using the Tight and very Tight LNO threshold sets.\textsuperscript{[72,75]} Corresponding local error estimates are assigned to the extrapolated energies following Ref. 75. Dunning's augmented correlation-consistent basis sets (aug-cc-pVXZ, X=T, Q, 5) and the frozen core approach are utilized. A basis set
incompleteness (BSI) error estimate is also assigned to the CBS(Q,5) interaction energies obtained by the difference of CCSD(T)/CBS(Q,5) and CCSD(T)/CBS(T,Q) energies. The resulting error estimates accounting for both local and BSI uncertainties indicate that the reported LNO-CCSD(T)/CBS(Q,5) interaction energies approach the approximation-free CCSD(T)/CBS ones within ±0.3 kT.

**vdW-inclusive DFT calculations**

The hybrid PBE0 exchange-correlation functional,[76–78] with self-consistent corrections for dispersion (PBE0+vdW),[79] is used for computing 2-body binding energies ($\Delta E_{2\text{body}}$) of methylated lysines, carrying out many-body analysis of model systems, and also for computing $\Delta E_{d\text{Me}}$ for clusters taken from protein structures. These calculations are performed using the FHI-AIMS package[80] with ‘really tight’ basis sets. Electron densities are converged to within $10^{-5}$ electrons, and total energies are converged to within $10^{-6}$ eV. Geometry optimizations are carried out with a force criterion of $10^{-3}$ eV/Å.

The performance of PBE0+vdW in assessed by comparison against LNO-CCSD(T). From Figure 6, we note that PBE0+vdW slightly overestimates the effect of ammonium ion methylation on $\Delta E_{2\text{body}}$ with respect of LNO-CCSD(T), with a mean absolute deviation of 0.3 kT. This is within the range of deviations we noted previously for predictions of PBE0+vdW for small and large ion-ligand clusters against CCSD(T), quantum Monte Carlo, and also experimental gas phase energies.[36,81–83]
Figure 6: Performance of PBE0+vdW against LNO-CCSD(T) in estimating the effect of ammonium methylation on its binding energy with small molecules ($\Delta\Delta E_{2\text{body}}$). Me0, Me1, Me2 and Me3 refer, respectively, to unmethylated, monomethylated, demethylated and trimethylated states of ammonium ion.

MP2 calculations
MP2 theory$^{[50]}$ implemented in Gaussian09$^{[84]}$ is used for computing the dipole and quadrupole moments shown in Figure 2. We use the Dunning’s correlation-consistent basis sets with diffuse functions and note that the difference between values computed using aug-cc-pVTZ and aug-cc-pVQZ basis sets is marginal.
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