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ABSTRACT

Scale-space representation has been popular in computer vision community due to its theoretical foundation. The motivation for generating a scale-space representation of a given data set originates from the basic observation that real-world objects are composed of different structures at different scales. Hence, it’s reasonable to consider learning features with image pyramids generated by smoothing and down-sampling operations. In this paper we propose Laplacian pyramid auto-encoders, a straightforward modification of the deep convolutional auto-encoder architecture, for unsupervised representation learning. The method uses multiple encoding-decoding sub-networks within a Laplacian pyramid framework to reconstruct the original image and the low pass filtered images. The last layer of each encoding sub-network also connects to an encoding layer of the sub-network in the next level, which aims to reverse the process of Laplacian pyramid generation. Experimental results showed that Laplacian pyramid benefited the classification and reconstruction performance of deep auto-encoder approaches, and batch normalization is critical to get deep auto-encoders approaches to begin learning.
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1 INTRODUCTION

Real world objects are meaningful only at a certain scale. You might see an apple perfectly on a table. But if looking at the earth, then it simply does not exist. This multi-scale nature of objects is quite common in nature. Scale-space theory is a framework for early visual operations with complementary motivations from physics and biological vision, which has been developed by the computer vision community to handle the multi-scale nature of image data [20]. It is a formal theory for handling visual structures at different scales, by embedding the original image into a one-parameter family of derived images, in which fine-scale structures are successively suppressed. Scale-space representation has a wide application in computer vision. For example, the scale-invariant feature transform (SIFT) [21], a successful hand-crafted feature in computer vision to detect and describe local features in images, includes an important stage of key localization, which is defined as minima and maxima of the result of difference of Gaussians (DoG) function applied in scale space to a series of resampled and smoothed images.

In consideration of the successful applications of scale-space representation in hand-crafted feature engineering, it’s reasonable to apply it in unsupervised representation learning, especially nowadays when supervised deep learning methods have achieved great success in many tasks, owing to its ability to learn features from raw pixels. Recent work (DeCAF) [7] has shown that strong generic feature representations can be extracted from the activation of pre-trained networks. DeCAF defined a new visual feature by concatenating the flattened activations of each layer in the pre-trained networks, which is learned on a set of pre-defined object recognition tasks. This feature has shown strong generalization ability when it’s applied to new tasks, which suggests that there exists a generally useful feature representation for natural visual data. However, training deep models in a supervised way needs millions of semantically-labeled images which cost lots of manual work. Collecting large labeled datasets is very difficult, and there are diminishing returns of making the dataset larger and larger. Hence, unsupervised representation learning has drawn lots of attention for
quick access to arbitrary amounts of data, despite its performance is still limited so far.

The most common method used in unsupervised representation learning is an auto-encoder which learns representations based on an encoder-decoder paradigm. An auto-encoder (AE) [3] is an artificial neural network used for unsupervised learning of efficient coding. It consists of two parts, an encoder which outputs a hidden representation and a decoder which attempts to reconstruct the input from the hidden representation. In this paper we propose Laplacian pyramid auto-encoders (LPAE), a straightforward modification of the deep convolutional auto-encoder architecture, for unsupervised representation learning. The motivation for LPAE originates from two aspects:

1. There is a basic observation that real-world objects are composed of different structures at different scales. This implies that real-world objects may appear in different ways depending on the scale of observation. Hence, learning feature representations at multiple scales can make learning system robust to the unknown scale variations that may occur.

2. Auto-encoder uses a bottle-neck mechanism for forcing model abstraction, which can prevent a trivial identity mapping from being learned. The bottle-neck mechanism leads to an inherent tension: the greater the forced abstraction, the smaller the information content that can be expressed. Laplacian pyramid provides a framework for multi-path deep auto-encoders where each path can focus on a difference image which preserves part of the original image information. By mimicking the recovering process of the original image in Laplacian pyramid, a hierarchical encoding strategy is used to aggregate the information content expressed by each encoding path. This strategy would improve the learning efficiency of the whole model, enabling it to preserve information content as much as possible while avoiding a trivial identity mapping.

A typical architecture of LPAE is shown in Figure 1. LPAE is different with the traditional auto-encoder that tries to reconstruct its own inputs. LPAE uses multi-path auto-encoders to reconstruct the Gaussian pyramid from the Laplacian pyramid. Each path has connections with next level, which enables a hierarchical encoding strategy mentioned above.

2 RELATED WORK

Unsupervised representation learning, aiming to use data without any annotation, is a fairly well studied problem in machine learning community. Examples include dictionary learning [19], independent component analysis [13], auto-encoders [3], matrix factorization [26], and various forms of clustering [11]. We can use K-means algorithm to group an unlabeled data set into k clusters, whose centroids can be used to produce features [6]. Unsupervised dictionary learning exploits the underlying structure of the unlabeled data to optimize dictionary elements. An example of unsupervised dictionary learning is sparse coding, which aims to learn sets of over-complete bases to represent data efficiently [19].

Recently deep learning methods trained in a supervised way have dramatically improved the state of the art performance on a variety of computer vision tasks. Since supervised deep learning model is capable of learning high-performance visual representations, what about unsupervised deep learning model? Exemplar CNN [8] proposes a method for training CNNs [18] through a surrogate task automatically generated from unlabeled images. DCAGN [21] identified a family of CNN architectures suitable for the adversarial learning framework (GAN) [9] which has a wide application in image generation.

Another popular method is to train auto-encoders that learns representations based on an encoder-decoder paradigm. Denoising auto-encoders [28] tries to reconstruct the input from a corrupted version of it, which make the hidden layer discover more robust features. Sparse auto-encoders can learn useful structures in the input data by imposing sparsity on the hidden units during training. Sparsity may be achieved by regularization terms in the loss function [22]. Contractive auto-encoder [25] adds a regularization term in their loss function that makes the model robust to slight variations of input values. By making strong assumptions concerning the distribution of latent variables, variational auto-encoders [16] inherit auto-encoder architecture for learning latent representations. Stacked what-where auto-encoder [30] attempts to learn a factorized representation that encodes invariance and equivariance, and leverage both labeled and unlabeled data to learn this representation in a unified framework. The ladder network [24] contains several lateral shortcut connections from the encoder to decoder at each level of the hierarchy, and the lateral shortcut connections allow the higher levels of the hierarchy to focus on abstract invariant features.

3 APPROACH

The scale-space representation we use is the Laplacian pyramid [4]. After reviewing this, we introduce our LPAE model which integrates multiple deep CAEs into the framework of a Laplacian pyramid.

3.1 Laplacian Pyramid

The Laplacian pyramid is a linear invertible image representation consisting of a set of band-pass images, spaced an octave apart, plus a low-frequency residual. The first step in Laplacian pyramid coding is to low-pass filter the original image \(g_0\) to obtain image \(g_1\), which is considered a “reduce” version of \(g_0\) since both resolution and sample density are decreased. In a similar way we form \(g_2\) as a reduced version of \(g_1\), and so on. Filtering is performed by a procedure equivalent to convolution with one of a family of local, symmetric weighting functions. An important member of this family resembles the Gaussian probability distribution, so the sequence of images \([g_0, g_1, \ldots, g_n]\) is called the Gaussian pyramid. Suppose we have selected the 5-by-5 generating kernel \(w\), the level-to-level averaging process is performed by the function REDUCE as below:

\[
g_l(i,j) = \sum_{m=-2}^{2} \sum_{n=-2}^{2} w(m,n) \ast g_{l-1}(2l + m, 2j + n)
\]

where \(i, j\) denote the coordinate of the pixel.

We define a function EXPAND as the reverse of the function REDUCE. Its effect is to expand an \((M+1)\)-by-\((N+1)\) image into a \((2M+1)\)-by-\((2N+1)\) image by interpolating new node values.
Thus, for $0 < k < l$, which can be used to reconstruct the corresponding Gaussian pyramid. A typical architecture of LPAE is shown in Figure 1. We to learn a family of hidden representations for the Laplacian pyramid, this sum.

The Laplacian pyramid is a sequence of difference images

$$l_k = g_k - \text{EXPAND}(g_{k+1})$$

since there is no image $g_{n+1}$ to serve as the prediction image for $g_n$, we say $l_n = g_n$.

### 3.2 Laplacian Pyramid Auto-encoders

Suppose we have a Laplacian pyramid $\{l_0, l_1, \ldots, l_n\}$ and the corresponding Gaussian pyramid $\{g_0, g_1, \ldots, g_n\}$, the aim of our model is to learn a family of hidden representations for the Laplacian pyramid, which can be used to reconstruct the corresponding Gaussian pyramid. A typical architecture of LPAE is shown in Figure 1. We use $E_k(\cdot)$ and $D_k(\cdot)$ to denote the encoding network and decoding network at level $k$, separately. The hidden representation $h_k$ is the output of $E_k(\cdot)$.

$$h_k = \begin{cases} E_k(l_k, h_{k+1}), & k \neq n \\ E_k(l_k), & k = n \end{cases}$$

For each sub-network, the loss function is as below.

$$\text{loss}_k = \|g_k - D(h_k)\|_2$$

And the total loss is the sum of losses at all levels.

$$\text{loss} = \sum_{k=0}^{n} \text{loss}_k$$

### 3.3 Details of the Network Architecture

As shown in Figure 2, we use a CNN to encode the input, and employ a deconvolutional net (Deconvnet) [29] to produce the reconstruction at each level. The numbers in each cell denote the size of receptive field, number of feature maps and stride. For example, “3*3*64, 1” at the top left means a convolutional layer with 3-by-3 receptive field, 64 feature maps and a stride of 1 pixel for...
Table 3: Classification Performance on STL10 and CIFAR10

| Algorithm       | STL10   | CIFAR10  |
|-----------------|---------|----------|
| 2-scales LPAE   | 71.9%   | 79.4%    |
| 3-scales LPAE   | 73.3%   | -        |
| 4-scales LPAE   | 72.3%   | -        |
| Deep CAE I      | 70.9%   | 76.5%    |
| Deep CAE II     | 67.7%   | 73.1%    |
| Conv. K-means Network [5] | 60.1%   | 82.0%    |
| HMP [2]         | 64.5%   | -        |
| View-Invariant K-means [12] | 63.7%   | 81.9%    |
| Exemplar CNN [8] | 74.2%   | 84.3%    |
| SWW Auto-encoder [30] | 74.3%   | -        |
| Supervised state of the art | 70.1%[27] | 96.5%[10] |

Each dimension of input. All convolutional layers and deconvolutional layers use ReLU nonlinearity, which is omitted in the notation. No fully connected layer has been used, which helps handle input data of different size. Each layer is followed by a batch normalization layer. Batch normalization (BN) layer [14] is important for the training of deep models based on the CAE, and we give practical proof in the experimental results. We up-sample the outputs of each CNN, and concatenate them with feature maps of a convolutional layer in the next level. This data flow aims to reverse the process of Laplacian pyramid generation.

4 EXPERIMENTS

To compare our approach to deep CAEs and other unsupervised feature learning methods, we report classification results on the STL-10 [6] and CIFAR-10 [17].

4.1 Datasets

STL-10 contains 96x96 pixel images and relatively less labeled data (5,000 training samples, 100,000 unlabeled samples and 8,000 test samples). It is especially well suited for unsupervised learning as it contains a large set of 100,000 unlabeled samples. In all experiments, we trained our model and Deep CAEs from the unlabeled subset of STL-10, and used the encoding parts as generic feature extractors. The CIFAR-10 dataset consists of 60,000 32x32 color images in 10 classes, with 6,000 images per class. There are 50,000 training images and 10,000 test images. Since the resolution of CIFAR-10 images is low, we only evaluated 2-scales LPAE on CIFAR-10.

4.2 Experimental Setup

To make a thorough evaluation of our model, we worked with three network architectures of different scales. We have shown the network architecture of 4-scales LAPE in Figure 2. By removing the level 3 of 4-scales LAPE, we get 3-scales LAPE. Likewise, we can get 2-scales LAPE. We use deep CAEs as baselines, and the architectures are shown in Table 1 and Table 2. Each layer is followed by a batch normalization layer.

No pre-processing was applied to training images besides ZCA whitening. All models mentioned above were trained with mini-batch Adaptive Moment Estimation (Adam) [15] with a mini-batch size of 50. All weights were initialized from a zero-centered Normal distribution with standard deviation 0.02. Learning rate was set to 0.001 in all models. All models were implemented in TensorFlow 1.3 [1].

At test time we applied the encoding network of each model as a generic feature extractor. To the feature maps of each layer we applied the max-pooling method that is commonly used for STL-10 and CIFAR-10 dataset. The pooled features were then flattened into vectors, and we trained a softmax classifier on these feature vectors. For all models, max-pooling results in 16 or 9 values per feature map.

4.3 Classification Performance

In Table 3 we compare LAPE to several unsupervised feature learning methods, including the current state of the art on each dataset. We also list the state of the art for methods involving supervised feature learning (which is not directly comparable). In Table 3 we reported the best performance of LPAEs and Deep CAEs we have achieved in the experiments. Figure 3 plots the performance of LPAEs and Deep CAEs (with or without BN layers) against the number of epochs.

Observations are as follows. First, LPAE methods outperformed deep CAEs which didn’t consider the scale-space representation. Second, LPAE methods didn’t achieve the state of the art, but it still outperformed several baselines on STL10. LPAE methods performed poor on CIFAR10, which is likely due to the low resolution of CIFAR10 images. Apparently, low resolution fails to provide significant scale-space information. Third, the performance of LPAE didn’t increase with the number of scales. In our opinion, this result indicates that determining the number of scales in LPAE needs the empirical knowledge. Fourth, the performances of LPAEs and deep CAEs achieved the best very fast and stayed stable after 10 epochs. Fifth, BN has a very important influence on the performance of LPAEs and deep CAEs. The result at epoch 0 in Figure 3 is the performance of random filters. It’s clear that LPAEs and deep CAEs perform worse than the random filters without BN layers, and using BN layers can lead to a drastic difference of performance.

4.4 Reconstruction Loss

It’s clear that the Laplacian pyramid and BN layers have important influences on the classification performance. Thus, it’s reasonable to study their influences on the reconstruction. Figure 5 and Figure 6 plot the reconstruction loss of LPAEs at the bottom level. In Figure 6 we compared LPAEs with deep CAEs. Apparently, LPAEs performed much better than deep CAEs on image reconstruction, indicating that LPAEs can express more information content than deep CAEs. Meanwhile, LPAE methods performed better than deep CAEs on the classification tasks, indicating that LPAEs achieved better representation abstraction. These experimental results support the viewpoint we mentioned in the introduction section. These results also suggest that LPAE is much more suitable than deep CAE for image generation tasks. Figure 4 and Figure 5 show the influence of BN layers on reconstruction. Removing BN
Figure 3: Top left: LPAE with BN layers VS LPAE without BN layers on STL10; Top right: LPAE VS Deep CAEs on CIFAR10; Bottom left: Deep CAEs with BN layers VS Deep CAEs without BN layers; Bottom right: LPAEs VS Deep CAEs on STL10.

Figure 4: Reconstruction loss of deep CAEs.

layers leads to failure of training, except for deep CAE II. Apparently the backpropagation couldn’t work in the training of LPAEs and deep CAE I without BN layers, which also explained their poor classification performances after removing BN layers. LPAE model has multiple input and output paths, which increases the difficulty of training. Using BN layers led to a drastic drop in reconstruction loss and helped stabilize training. Deep CAE II showed a different behavior from other models after removing BN layers. Using BN or not has no influence on its reconstruction performance. Let’s go back and look at its classification performance. From Figure 3 we can see that its accuracy curve first went up and then went down after removing BN layers, which was different from other models. In our opinion this observation suggested that the deeper
architecture helped training and resulted in a relatively good reconstruction performance, but it’s unstable. One possible explanation is that BN helps gradient flow in deeper models. Overall, BN is critical to get deep networks to begin learning.

5 CONCLUSIONS
In this paper we embed deep auto-encoders into the framework of Laplacian pyramid, and apply the model to unsupervised representation learning. Experiments have shown some interesting results which benefit the research and practical applications of deep auto-encoders approaches.
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