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Abstract

One of the cherished assets of every economy is electricity since it has proven to be the major source of energy for industrialization. Developing economies like Ghana have suffered the downside of poor management of the already inadequate electrical energy at its disposal. This is as a result of limited research into factors that influence electricity energy consumption, most importantly, the effects of climatic variables on electricity energy consumption. This research work explores the causal connection between climatic variables and electricity energy consumption, and develops a Vector Auto Regression (VAR) model to determine the influence of the climatic variables in forecasting electricity energy consumption in Yendi Municipality in the northern region of Ghana. The climatic factors considered in this work are; Rainfall (Rain), maximum temperature (Tmax), Sunshine (Sun), Wind (wind) and Relative Humidity (RH). The Granger causality tests employed in this work revealed that aside from Relative Humidity, the end energy consumption is affected by the other four climatic factors under consideration. The impulse response was used to ascertain the active interaction among electricity energy consumption and the climatic variables. The impulse response of electricity energy consumption to the climatic variables indicates a maximum positive effect of Temperature and Sunshine on electricity energy consumption in March and September respectively. The VAR model was also used in forecasting future consumption of electricity energy. The results indicate excellent forecasts of electricity energy consumption for the first four months of 2019.
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1. Introduction

Electricity is the main source of energy that propels the industrial sector of every economy. Developing countries such as Ghana experience energy management drawbacks as a result of restricted and uncorrelated research in the area to assist residents and private stakeholders with the evidence they need to make informed investment choices [1]. This study seeks to explore the impact and effects of climatic variability on electricity energy consumption in the Yendi municipality of Ghana.

In Ghana, as a developing nation, power request has been generally low, in spite of the fact that, as of late, request has been ascending because of urbanization, expansion in monetary development and modern exercises.

Accomplishing general access to electricity by 2020 is a responsibility Ghana is resolved to achieve since 1989 with the foundation of the National Electrification Scheme [2]. The National Electrification Scheme (NES) which is one of Ghana’s priority projects, works as the ultimate instrument driving the endeavors to extended electricity to all corners of the nation over a multi-year time frame from 1990-2020. Towards the beginning of the framework, just 15% - 20% of Ghana’s populace had power [3].

Late power access surveys have put access rates at 66.7 percent in 2009, 80.51 percent in 2015 and 82.5 percent in 2016 [3]. These figures show a yearly increment in power access pace of 2.60 percent. Because of current circumstances, Ghana is probably going to miss its objective of succeeding all-inclusive access to power continuously by 2020.

According to [4], the impacts of environmental modification are anticipated in the United States and parts of the world. There will be changes in regular examples and precipitation sums because of ascends in normal temperatures in many areas, which assist adjustments in the force and example of outrageous climate occasions, and ocean level ascent. Energy creation and use are clear ramifications portion of these impacts have. For example, normal warming can be relied upon to expand energy. These are necessities for cooling and diminish energy prerequisites for warming.

As per certified cloud security professional (CCSP), change in climatic variables has more noteworthy effects that could change the discernments and valuations of energy innovation options. These impacts could help in planning energy arrangements, choice makings, and foundations. The dependence on non-renewable energy sources for power generation together with relatively high electricity dependence from warming and cooling equipment increases the vulnerability of several nations, including Ghana to climate change [5]. The observational assessments of atmosphere affectability to the energy part are utilized to anticipate the expense of environmental change adjustments. Scope of changes in temperature, precipitation, and other atmosphere measures can be foreseen by models related to atmosphere variables [6]. These atmospheric models foresee a huge increment in worldwide normal temperatures before the end of the present century.
There is emerging literature examining the weather and climate response of electricity energy consumption [7]. The electricity we all know is a comfort providing energy and as weather conditions change, humans by nature will still want to cling to the favorable conditions they have been living in despite the changes the new weather brings along. They attempt to accomplish this by utilizing various machines and devices to adjust the limitations the climate accompanies. While remaining at home, individuals will all the more widely utilize nearby amusement gadgets, for example, television, radio, and personal computers.

Then again, the consumption of machines, for example fans, ice chests, and iceboxes are likewise observed to be high when the climate is dry and bright. The temperature on the Earth’s surface is brought about by sun-based energy. Consequently, a cozy relationship, ought to be between sun-based presentation and temperature. Any adjustment in temperature prompts a difference in water vanishing, causing the adjustment in dampness. Moreover, the breeze speed changes, because of distinctions in temperature prompted by air development. On the whole, temperature may be seen as the most overarching climatic variable that has the most significant effect on electricity energy consumption [7]. This paper there aims at establishing the relationship between climatic variables including temperature, and electricity energy consumption.

2. Methodology

2.1. Model

The vector autoregressive (VAR) model, used for the analysis of the effects of climatic variability on electricity energy consumption, can be specified as follows:

\[
y_t = A_1 y_{t-1} + A_2 y_{t-2} + \cdots + A_p y_{t-p} + CD_t + u_t
\]

where \( y_t = (\text{EEC}, \text{RH}, \text{T}_{\text{max}}, \text{Wind}, \text{Sun}, \text{Rain}) \) is a vector of 6 observable endogenous variables namely electricity energy consumption (EEC), Relative Humidity (RH), Maximum Temperature (\( T_{\text{max}} \)), Wind, Sunshine (Sun) and Rainfall (Rain). \( D_t \) comprises all deterministic Variables, \( u_t \) is a K-dimensional unobservable zero mean white noise process, \( A_i; i = 1, \cdots, p \) and C are constraint matrices.

2.2. Structural Analysis

The general model of \( \text{VAR}(p) \) has many parameters, and due to complex connections and reaction between the variables in the model, they may be difficult to interpret [8]. As a consequence, numerous types of structural study are often used to summarize the complex properties of a \( \text{VAR} \). The 3 main types of operational analysis summaries include Granger causality tests, impulse response functions and forecast error variance decomposition.

2.3. Mean Absolute Percentage Error

The accurateness of forecasts produced by the fitted \( \text{VAR} \) model was determined using mean absolute percentage error (MAPE) given below:
\[ MAPE = \left(\frac{1}{T} \sum_{i=1}^{T} \left| \frac{F_i - Y_i}{Y_i} \right| \right) \times 100 \]  

where \( T \) is the number of forecasts, \( F_i \) and \( Y_i \) are the predicted and observed values respectively.

### 3. Results

#### 3.1. Description of the Data

Monthly climatic data on rainfall (Rain), maximum temperature (\( T_{\text{max}} \)), Sunshine (Sun), Wind (wind) and Relative Humidity (RH) from January 2008 to December 2018 were obtained from the Ghana Meteorological Agency while data on electricity energy consumption (EEC) for the same period was acquired from the Volta River Authority (VRA). Table 1 presents descriptive statistics for the variables considered.

The time series plots of the original data are shown in Figure 1, which revealed that both electricity energy consumption and the climatic variables in

|                | EEC | \( T_{\text{Max}} \) | RH | Rain | Sunshine | Wind |
|----------------|-----|----------------------|----|------|----------|------|
| Maximum        | 20.50 | 39.90                | 100.25 | 318.2 | 9.900    | 88.50 |
| Minimum        | 6.70  | 26.50                | 6.07 | 0.0  | 4.100    | 20.50 |
| Mean           | 11.47 | 34.09                | 46.50 | 106.8 | 7.502    | 61.34 |
| Median         | 10.00 | 34.60                | 44.39 | 93.9  | 7.850    | 67.25 |

Figure 1. Time series plots of electricity energy consumption and climatic variables.
the Yendi Municipality from 2008 to 2018 have been largely non-stationary. This is as a result of the presence of irregularities, trends, and seasonality. The mean is not constant throughout the successions.

However, stationarity in both electricity energy consumption and the climatic variables was achieved by computing the first difference of the original data as shown in Figure 2 below.

To confirm the stationarity observed in Figure 2, each of the variables in the differenced data was tested for the presence of a unit root using a test suggested by Dickey and Fuller [9]. The Augmented Dickey-Fuller (ADF) test is a unit root test for stationarity. The null hypothesis for the ADF test is that there is a unit root while the alternate hypothesis varies as per the condition applied.

Results of the ADF tests, presented in Tables 2(a)-(c), rejected the assumption of a unit root for all time series considered, implying that the relationships among the various variables analyzed below are not spurious.

### 3.2. VAR Estimation Results

A vector autoregressive model of the monthly electricity energy consumption and climatic variables was estimated with 3 lags for each variable in each equation. Each equation has $6 \times 3$ unrestricted coefficients plus one coefficient for a constant and one for a trend. The number of lags was chosen based on four tests: the Final Prediction Error (FPE) test [10], the Hannan Quinne (HQ) test [11], and the Information Criteria suggested by Akaike (AIC) [12] and by Schwarz (SC) [13]. These measures are defined such that the smaller the better. Two out of the four tests (HQ and FPE) indicated that as many as 3 lagged monthly values

![Figure 2](https://example.com/figure2.png)

**Figure 2.** Time series plots of first difference in electricity energy consumption and the climatic variables.
Table 2. (a) ADF unit root test for electricity energy consumption and maximum temperature; (b) ADF unit root test for relative humidity and sunshine; (c) ADF unit root test for rainfall and wind.

|       | EEC   |       | T_{max} |       |       |       |
|-------|-------|-------|---------|-------|-------|-------|
|       | Tau3  | Phi2  | Phi3    | Tau3  | Phi2  | Phi3  |
| Test statistic | −3.258 | 4.7284 | 5.9942  | −7.2759 | 17.6673 | 26.5006 |
| 1 Pct. | −3.99  | 6.22  | 8.43    | −3.99  | 6.22  | 8.43  |
| 5 Pct. | −3.43  | 4.75  | 6.49    | −3.43  | 4.75  | 6.46  |
| 10 Pct.| −3.13  | 4.07  | 5.47    | −3.13  | 4.07  | 5.47  |

|       | RH    |       | Sun     |       |       |       |
|-------|-------|-------|---------|-------|-------|-------|
|       | Tau3  | Phi2  | Phi3    | Tau3  | Phi2  | Phi3  |
| Test statistic | −6.5368 | 14.2455 | 21.3647 | −7.1893 | 17.243 | 25.8651 |
| 1 Pct. | −3.99  | 6.22  | 8.43    | −3.99  | 6.20  | 8.43  |
| 5 Pct. | −3.43  | 4.75  | 6.49    | −3.43  | 4.75  | 6.46  |
| 10 Pct.| −3.13  | 4.07  | 5.47    | −3.13  | 4.07  | 5.47  |

|       | Rain   |       | Wind    |       |       |       |
|-------|--------|-------|---------|-------|-------|-------|
|       | Tau3  | Phi2  | Phi3    | Tau3  | Phi2  | Phi3  |
| Test statistic | −5.8646 | 11.486 | 17.2198 | −5.684 | 10.8368 | 16.2539 |
| 1 Pct. | −3.99  | 6.22  | 8.43    | −3.99  | 6.22  | 8.43  |
| 5 Pct. | −3.43  | 4.75  | 6.49    | −3.43  | 4.75  | 6.46  |
| 10 Pct.| −3.13  | 4.07  | 5.47    | −3.13  | 4.07  | 5.47  |

may be sufficient. The AIC and SC suggested 12 and 1 lags respectively. Hence, based on HQ and FPE, the optimal lag length used was 3 (Table 3).

Table 4 contains parameter estimates of the fitted VAR (3) model. While some of the parameters are significant at the 0.05 level, others are not. However, for a VAR model, much more information is rather obtained from the structural analysis presented in the next sub-sections.

3.3. Granger Causality Test

Granger-causality test is a basic approach used to find out whether a specific variable is influenced by developments in different variables [14]. A significant bit of leeway of this test is that they are not influenced by the ordering of the VAR framework. The results of the Granger causality test presented in Table 5 indicate that maximum temperature, rainfall, sunshine and wind all Granger causes electricity energy consumption. The only climatic variable that does not Granger causes electricity energy consumption in the Yendi municipality of Ghana is relative humidity.
Table 3. Optimal lag length selection.

| Lag | AIC        | HQ        | SC         | FPE         |
|-----|------------|-----------|------------|-------------|
| 1   | 2.427510e+01 | 2.486940e+01 | 2.573853e+01 | 3.494602e+10 |
| 2   | 2.382875e+01 | 2.488529e+01 | 2.643041e+01 | 2.257096e+10 |
| 3   | 2.329940e+01 | 2.481818e+01 | 2.703928e+01 | 1.359543e+10 |
| 4   | 2.328844e+01 | 2.526947e+01 | 2.955389e+01 | 1.402660e+10 |
| 5   | 2.353755e+01 | 2.598081e+01 | 2.955389e+01 | 1.928749e+10 |
| 6   | 2.344247e+01 | 2.634797e+01 | 3.059703e+01 | 1.948801e+10 |
| 7   | 2.303484e+01 | 2.640258e+01 | 3.132763e+01 | 1.509671e+10 |
| 8   | 2.300900e+01 | 2.683897e+01 | 3.24401e+01  | 1.82038e+10   |
| 9   | 2.311038e+01 | 2.740259e+01 | 3.367961e+01 | 2.697565e+10 |
| 10  | 2.261599e+01 | 2.730935e+01 | 3.493835e+01 | 2.480023e+10 |
| 11  | 2.209266e+01 | 2.730935e+01 | 3.493835e+01 | 2.480023e+10 |
| 12  | 2.098001e+01 | 2.665894e+01 | 3.496392e+01 | 1.701365e+10 |

Table 4. Parameter estimates.

|          | Estimate     | Std. Error | T-Value | Pr (>|t|) |
|----------|--------------|------------|---------|----------|
| EECS 1   | 0.3494530    | 0.0886472  | 3.942   | 0.000143 |
| T<sub>max</sub> 1 | −0.0160955 | 0.0501926  | −0.321  | 0.749070 |
| RH 1     | 0.0018506    | 0.0041097  | 0.450   | 0.653397 |
| Rain 1   | −0.0005926   | 0.0014433  | −0.411  | 0.682200 |
| Sun 1    | 0.0345915    | 0.0920564  | 0.376   | 0.707822 |
| Wind 1   | −0.0020459   | 0.0092662  | −0.221  | 0.825667 |
| EECS 2   | 0.3399468    | 0.0854443  | 3.979   | 0.000125 |
| T<sub>max</sub> 2 | −0.0799863 | 0.0477015  | −1.677  | 0.096445 |
| RH 2     | 0.0034133    | 0.0039992  | 0.853   | 0.395258 |
| Rain 2   | 0.0034133    | 0.0039992  | −1.888  | 0.061746 |
| Sun 2    | −0.2994379   | 0.1015187  | −2.950  | 0.003895 |
| Wind 2   | −0.0106990   | 0.0093065  | −1.150  | 0.252813 |
| EECS 3   | 0.1538409    | 0.0845139  | 1.820   | 0.071457 |
| T<sub>max</sub> 3 | 0.1970079 | 0.0483835  | 4.072   | 8.87e−05 |
| RH 3     | −0.0005666   | 0.0039238  | −0.144  | 0.885454 |
| Rain 3   | 0.0009670    | 0.0016534  | 0.585   | 0.559827 |
| Sun 3    | −0.2085310   | 0.1056462  | −1.974  | 0.050928 |
| Wind 3   | 0.0071379    | 0.0084644  | 0.843   | 0.400916 |
| Const.   | 1.1393936    | 2.9196352  | 0.390   | 0.069112 |
| Trend    | 0.0194696    | 0.0061675  | 3.157   | 0.002063 |
3.4. Impulse Response

Impulse response analysis was used to analyze the active relations between electricity energy consumption and the climatic variables of the VAR (3) process. The impulse responses of electricity energy consumption to climatic variables are shown in Figures 3-7. The response of electricity energy consumption to some of the climatic variables has a clear fluctuation; there is a peak positive effect.

Table 5. Granger causality test.

| Cause Variable | Null hypothesis   | F-Value  | P-Value  | Decision               |
|----------------|-------------------|----------|----------|------------------------|
| $T_{\text{max}}$ | Does not Granger-cause EEC | 3.5004   | 8.25e−06 | Reject the null hypothesis |
| Rain           | Does not Granger-cause EEC | 2.9847   | 2.98−07  | Reject the null hypothesis |
| RH             | Does not Granger-cause EEC | 0.9311   | 0.5232   | Fail to reject the null Hypothesis |
| Sun            | Does not Granger-cause EEC | 5.6072   | 7.28e−11 | Reject the null hypothesis |
| Wind           | Does not Granger-cause EEC | 4.0056   | 5.44e−07 | Reject the null hypothesis |

Figure 3. Impulse response of maximum temperature.

Figure 4. Impulse response of relative humidity.
Figure 5. Impulse response of rainfall.

Figure 6. Impulse response of wind.

Figure 7. Impulse response of sun.
of maximum temperature on electricity energy consumption in March (3rd month) and lowermost adverse effect of maximum temperature on electricity energy consumption in April (Figure 3). Also, the peak positive effect of sunshine on electricity energy consumption is observed in September (9th month) while the lowest negative effect of sunshine on electricity energy consumption is observed in March (Figure 3). The response of electricity energy consumption to relative humidity, rainfall and wind did not show obvious fluctuations (Figures 4-6) have less effect almost throughout the year.

3.5. Decomposition of Variance and Residual Correlations

Forecast error variance decomposition (FEVD) is well-known in interpreting VAR models. Outcome of the FEVD for both electricity energy consumption and the climatic factors are shown in Figure 8 and Table 6. The results indicate that, an average of 67.15% of the pattern of the variability in the electricity energy consumption has been explained by innovations in electricity energy consumption in the past, to a large extent, about 12.13% of the pattern of the variability in the electricity energy consumption has been explained by past developments in maximum temperature, about 11.15% of the trend of the variability in

Figure 8. Forecast error decomposition.

Table 6. Forecast error decomposition.

|    | EECS       | T_{\text{max}} | RH          | Rain         | Wind         | Sun          |
|----|------------|----------------|--------------|--------------|--------------|--------------|
| 1  | 1.0000000  | 0.0000000e+00  | 0.00000000   | 0.00000000   | 0.00000000   | 0.00000000   |
| 2  | 0.9950297  | 4.978732e−05   | 0.001680660  | 0.00179096   | 0.001118383  | 0.0003304903 |
| 3  | 0.9008066  | 1.134592e−02   | 0.003249070  | 0.03912292   | 0.036597644  | 0.0088778243 |
| 4  | 0.8470005  | 2.619592e−02   | 0.002798364  | 0.03336878   | 0.081594559  | 0.0090419108 |
| 5  | 0.8303465  | 2.567041e−02   | 0.002641039  | 0.04150123   | 0.091420320  | 0.0084204838 |
| 6  | 0.8381792  | 2.338709e−02   | 0.003465641  | 0.03900386   | 0.087599230  | 0.0083650207 |
electricity energy consumption is explained by innovations in the past sunshine, 5.25% of the trend of the variability in electricity energy consumption is explained by past innovations in wind, 1.20% of the trend of the variability of electricity energy consumption is explained by past inventions of rainfall, while 1.12% of the trend of the variability in electricity energy consumption is explained by past innovations in relative humidity.

3.6. Electricity Energy Consumption Forecast

Forecasting is one of the principal motivations behind multivariate time-series studies. The VAR (3) model developed can be utilized as a prescient framework for making a forecast of electricity energy consumption. The forecasts of the differenced electricity energy consumption for the first 6 months of 2019 are shown in Figure 9 and Table 7. These forecasts indicate an increasing trend of electricity energy consumption in the Yendi Municipality in Northern Ghana.

3.7. Forecast Accuracy

The mean absolute percentage error (MAPE) gives an indication of the average size of forecasting error stated as a percentage of the relevant observed value irrespective of whether the forecasting error is positive or negative [15]. Using data from January 2019 to April 2019, the MAPE for the fitted model is obtained to be 4.54% (Table 8) using Equation (11), which is a sign of potentially excellent forecasts by the fitted VAR (3) model [15].

![Figure 9. Forecast of electricity energy consumption for the first 6 months of 2019.](image)

| Month/Year | Forecast | Lower   | Upper   | CI       |
|------------|----------|---------|---------|----------|
| Jan/2019   | 23.93599 | 20.39870| 20.39870| 1.712706 |
| Feb/2019   | 23.95793 | 21.27485| 21.27485| 1.816915 |
| Mar/2019   | 24.27885 | 21.39319| 21.39319| 2.064332 |
| Apr/2019   | 26.18375 | 21.70369| 21.70369| 2.269934 |
| May/2019   | 22.09403 | 22.08486| 22.08486| 2.390834 |
| Jun/2019   | 23.0456  | 22.25576| 22.25576| 2.510155 |
Table 8. Forecast accuracy.

| Month/Year | Observed EEC | Forecast | MAPE  |
|------------|--------------|----------|-------|
| Jan/2019   | 22.88599     | 23.93599 | 4.54% |
| Feb/2019   | 23.05793     | 23.95793 |       |
| Mar/2019   | 23.28885     | 24.27885 |       |
| Apr/2019   | 24.83375     | 26.18375 |       |

4. Conclusions

This study examined the effects of climatic variables on electricity energy consumption in the Yendi municipality of Ghana. The following conclusions were drawn on the basis of the findings from this research:

1) Each of the different climatic variables contributes enormously in determining the amount of electricity energy to consume in the Yendi municipality of Ghana.

2) The increasing trend in electricity energy consumption observed, suggests that there would be substantial demand for electricity in Ghana and therefore policy makers, administrators, manufacturers and suppliers in the energy sector need to strategize to satisfy the electricity needs of the country as a whole.
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