Employ the Principle Components in the Detection of Feedback
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Abstract. In linear dynamic feedback models, the relationship between two input series input and output shows that the approach is a propose to discover a feedback in linear dynamic system through examining autocorrelation function and partial autocorrelation function for principle components by using few tests of time series identification and exact using Ljung-Box test depending on Simulation approach to show the efficiency of the suggested approach and application on linear and nonlinear models within and without feedback. The obtained result is good and encourage.
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1. Introduction. A model is defined as a hypothetical description, an easy representation, or a description designed for a particular process entity. Scientifically, the model is a mathematical or logical representation of a system of entities, phenomena, or processes. The system is influenced by external influences processed by the user and called inputs or triggers, including non-controlled signals known as disturbances or disturbances and the relationship between them is determined by the conversion function that reflects the change in the Acetate to turn into outputs [3].

The control system is described as open-loop. If the control work is independent of the output, otherwise it is closed-loop. In the case of closed-circuit control systems, the inputs to the system are based on a synchronous basis with output observations such as autopilot and aircraft control in the air.

Modeling is the process of building models that summarize the conceptual or graphical phenomena of a particular entity or system. Useful, reliable and insightful and able to distinguish whether the model reflects the truth and deals with deviations between theory and data[4].

Examining the data to ensure the presence of feedback between more than one time series, i.e. the input chain and the output chain, is necessary to know the appropriate kinetic model that should be used to obtain the best estimates of the parameters of the model. This measure is then used to identify the inputs that subsequently reduce the error and then improve the performance. Undoubtedly, feedback is a way of describing and understanding the indirect interference found in specific physical systems. The idea of reverse feeding can be illustrated in Figures (1) and (2) as follows:
Disturbances

In this research, the main components method and the partial and subjective self-correlation analysis were used for the output data series as well as the data of the first main component to detect the presence of the feedback or not by adopting the simulation method with linear and non-linear models.

a. **AutoCorrelation Function (ACF)**
   The self-correlation coefficient is the statistical key in the analysis of the time series because it represents a measure of the correlation strength between the observations of the same random variable at k time periods and is calculated as shown in equation (1) as follows [11],[9]:
   \[
   r_k = \frac{\sum_{t=1}^{n} (y_t - \bar{y})(y_{t-k} - \bar{y})}{\sum_{t=1}^{n} (y_t - \bar{y})^2}, \quad k = 0,1,2,\ldots,(n-1)
   \]  
   \(\text{(1)}\)

b. **Partial AutoCorrelation Function (PACF)**
   It is used to measure the correlation between Yt and Yt-k string values with the Yt value constant for the rest of the periods, ie to measure the degree of correlation between Yt and Yt-k by determining the effect of other values at other displacements and is calculated as given in equation (2) as follows: [11]

![Diagram of a feedback system in a motor system](image1)

Figure (1): A feedback system in a motor system

![Diagram of a system](image2)

Figure (2): Lack of a feedback system in a motor system
2. Principal Components Analysis. The method of analyzing the main components is an exploratory method and is preferred to simplify the description of a group of related variables that are treated equally. Be the number of original variables So that each major component is a linear structure of the original variables, and these components are eligible to explain most of the total variance, so they are arranged in descending order according to their variability, that is, what the first major component explains more than the second main component and the information that the second main component explains is greater than the main component. Third and so on to the rest of the other major components. [1], [5] Key Component Analysis is a tool for coordinate Axis Transformation and Dimensionality Reduction, in which a new set of coordinates is calculated by maximizing the contrast of the sample data points with those coordinates. [12] In order to clarify and simplify the concept of the main components, two variables are taken and let X1 and X2 be present with N of observations, as the data of the two variables are converted to standard data by subtracting the sample mean from each view to convert to data with zero mean and variance respectively: - [1]

\[ x_1 = X_1 - \bar{X}_1 \]
\[ x_2 = X_2 - \bar{X}_2 \]  

The basic idea of creating the main components is to obtain two new variables, C1 and C2, and each of them are linear functions of the two variables respectively, that is:-

\[ C_1 = a_{11}x_1 + a_{12}x_2 \]
\[ C_2 = a_{21}x_1 + a_{22}x_2 \]  

As: The coefficients for the main components, i.e. the eigenvalues, represent Eigenv Values, and the mean of the two main components C1 and C2 is: -

\[ mean \ C_1 = mean \ C_2 = 0 \]  

While contrasting

\[ Var \ C_1 = a_{11}^2S_1^2 + a_{12}^2S_2^2 + 2a_{11}a_{12}rS_1S_2 \]
\[ Var \ C_2 = a_{21}^2S_1^2 + a_{22}^2S_2^2 + 2a_{21}a_{22}rS_1S_2 \]  

As:

\[ S_1^2 = Var \ X_1 \]
\[ S_2^2 = Var \ X_2 \]

The main component parameters are chosen to fulfill three requirements: -
1- Variation of the first component, C1, is as large as possible.
2- The values of observations in the major components C1 and C2 are not related.
3. \( a_{11}^2 + a_{22}^2 = a_{21}^2 + a_{22}^2 = 1 \).

3. **Methods of detection of feedback.** There are many methods for detecting feedback, including:

1. **Cross Correlation Function:** The cross correlation function is an important analytical tool that shows the strength of the link between two observations, each of which belongs to a separate time series from the other, the first is called the input chain and the second is called the output chain, and the cross-link measures the relationship between the current values. For the output chain and between the past and current values of the input chain, when modeling kinematic systems the input and output chains are refined and then the cross-link between the two purified series is observed and the values of the cross-link function are observed, so if the order function appears the cross-over between the two purified series is at least one significant value at a given displacement, indicating a reverse between the two series [16].

2. **ARMA Vector Operations:** ARMA model vector operations are an extension of single variable ARIMA models because they contain feedback between two or more series. To illustrate these models, we assume we have two series and that each series is a linear equation for its previous values at displacement 1 and previous values for another series at displacement 1 also as well as errors. Randomness is written as shown in equation (8) as follows [13],[8]:

\[
Y_{1,t} = \phi_{11}Y_{1,t-1} + \phi_{12}Y_{2,nl} + a_{1,t} \\
Y_{2,t} = \phi_{21}Y_{1,t-1} + \phi_{22}Y_{2,nl} + a_{2,t} \quad \ldots \ (8)
\]

Since: \( \phi \) The coefficients of the current values of \( Y_{1,t} \) and with the previous values \( Y_{2,t} \) of the two series \( (a_{1,t}) \) and \( (a_{2,t}) \) are represented, and independent random errors with a mean of zero and the variance \( (\sigma_1, t) \) respectively, and equation (8) represents the \( (\sigma_2, t) \) operations of the self-regression vector (AR). Any multiple AR model is used to detect feedback.

4. **Diagnostic tests.** One of the most important diagnostic tests is the portmanteau test, where it is known that the test statistic is used to determine whether the residual series of the model is white noise (WN) or not, and is called the portmanteau statistic (portmanteau statistic) and it tests the following hypothesis: [14]

\[
H_0 : \rho_1 = \ldots = \rho_m = 0 \\
H_a : \rho_k \neq 0 \quad ; k \in \{1, \ldots, m\} \quad \ldots \ (9)
\]

In general, model adequacy tests based mainly on this statistic are called portmanteau tests[7]. Initial tests of this nature, such as the B-P and the L-B, have been shown to be ineffective[6]. It was mentioned[11] that these two tests sometimes fail to reject poorly-matched models of data, and care must be taken to accept a model based on portmanteau tests only. Because the portmanteau test statistic is affected by the number of self-correlation coefficients (m) used in its calculation, an increase in the number of self-correlation coefficients can lead to the acceptance of the null hypothesis [15],[2].

**Ljung-Box Test (L-B)**

In 1978, researchers Ljung & Box made a simple modification to the B-P test, based on what was observed by Box & Pierce that rk is distributed according to the normal distribution with a mean of zero and the variance of its amount \( (n-k)/[n(n+2)] \), i.e.:[10].

\[
r_k \sim N \left( 0, \frac{(n-k)}{n(n+2)} \right) \quad \ldots \ (10)
\]
As:
\[
\sqrt{\frac{n(n+2)}{n-k}} r_k \sim N(0,1)
\]  \hspace{1cm} (11)

By squaring equation (11), we get:
\[
\frac{n(n+2)}{n-k} r_k^2 \sim \chi_i^2
\]  \hspace{1cm} (12)

Taking the sum of m from the self-correlations after estimating the parameters q, p of the model, then:
\[
\left[ n(n+2) \sum_{k=1}^{m} \frac{r_k^2}{(n-k)} \right] \sim \chi^2_{m-p-q}
\]  \hspace{1cm} (13)

This is known as the L-B or QL-B statistic:
\[
Q_{L-B} = n(n+2) \sum_{k=1}^{m} \frac{r_k^2}{(n-k)} \sim \chi^2_{m-p-q}
\]  \hspace{1cm} (14)

Researchers Ljung & Box found that this modification of BP test gave them a statistic closer to the $\chi^2$ distribution of BP stats because their mean levels were close to theoretical values [7] and it was observed to give better results at small sample sizes [17]. Where the calculated values $Q_{L-B}$ are compared with the values of the tabular $\chi^2$ with a degree of freedom $(m-p-q)$ in the case of studying the rest of the model. If the calculated value is less than the tabular value, this leads to the conclusion that the remaining series are white noise, and vice versa.

5. Simulation experiences. The simulation method has wide uses in all fields, and its importance has emerged after the rapid development in providing applications (ready software). Simulation can be defined as a process of simulating the actual reality of real models, whether this simulation was done manually or by computer and it is a mirror of some aspects of the real world and appears dependent on random processes (Stochastic) [3]. In this research, simulation experiments were conducted on two models, one Linear and the other nonlinear, as observations were generated with four different volumes of observations for both models (n=50,100,250,50) view and the Ut model inputs were random signals generated from the standard random Gaussian signals distribution "rgs". As for jamming, random signals were generated that follow the normal distribution. The following linear model was used without back-up:
\[
y_u(t) = 0.7*y(t-1) + e(t)
\]  \hspace{1cm} ... (15)

And the following linear model is feedback:
\[
y_f(t) = 0.7*y(t-1) + 0.3*y(t-1) + e(t)
\]  \hspace{1cm} ... (16)

While using the non-linear model and without feedback as follows:
\[
y_u(t) = (1 + 0.5*\exp(-0.6*u(t-2)^2)) + e_t
\]  \hspace{1cm} ... (17)

The following non-linear model is feedback by:
\[
y_f(t) = (1 + 0.5*\exp(-0.6*u(t-2)^2)*0.8*y(t-1) + e_t
\]  \hspace{1cm} ... (18)

The experiment was repeated 1000 times and using the ready program MINITAB and using the macros (MACROS). The self-link and partial self-function of the original series of outputs were examined and then found the main components of the two series as well as examining the two functions above for the first main component using the LB test at a level of significance of 0.05 and the number of ACF and PACF equal For a quarter of the sample size and since it is expected that as long as the first major component explains most of the
variance and reflects the strength of the link between the original variables, then in the case of a reverse feed between the original variables (the input and output chains), it is expected that the self-linkages and sequences S partial self In this case, whether for the output chain data or the first main component data, these associations are significant, leading to rejection $H_0$ in equation (9) and acceptance $H_1$ which reveals the existence of the feedback and in return is accepted $H_0$ in the absence of a feedback.

6. Simulation results. Applied to the output chain of the linear model and with the presence of the feedback in the model and when ($n = 50$) it was found that the Ljung-Box test statistic revealed the significance of the self-correlations by 99.8%, i.e. rejecting the null hypothesis which states that the values of the self-correlations are not significant as well as revealed the LB statistic. The significance of the self-correlations of the first major component is 95%, which indicates that it is possible to detect the feedback of the original data series, which is better than it is when finding the main components of the data. However, when the sample size increases, i.e. ($n = 100,250,500$) views), it turns out that the LB statistic revealed the significance of the self-correlations of the first component by 100%, while the ratio with the original output chain at the above sizes was (93.7%, 95%, 95). Respectively, these results provide a probability for the first major component when employed to detect the presence of feedback. This indicates that revealing the feedback using the first main component of the main components is better than the original data series.

Tables (1) and (2) show the percentages of the significance of the correlation functions of the linear model and the non-linear model and with the presence of the opposite or not as follows:

| Sample Size | The nature of data | The first major component | The first major component | The first major component | The first major component |
|-------------|-------------------|--------------------------|--------------------------|--------------------------|--------------------------|
|             | Output series     |                          |                          |                          |                          |
| N=50        |                   |                          |                          |                          |                          |
| Linear model without feedback | 6.9% | 7.1% | 13.9% | 14.1% | 22.9% | 22.2% | 23.0% | 22.2% |
| Linear model with feedback | 99.8% | 95.0% | 93.7% | 100% | 95.0% | 100% | 95.0% | 100% |
| Non-Linear model without feedback | 7.6% | 8.1% | 15.1% | 14.5% | 22.5% | 22.0% | 22.0% | 22.5% |
| Non-Linear model with feedback | 98.5% | 72.0% | 100% | 97.7% | 98.5% | 72.5% | 98.5% | 72.5% |

By examining the results in table (1) above, it is clear that:

1. Relying on the L-B test in examining the significance of the self-correlation function, whether for the original output chain data or for the data of the first major component, gave very encouraging results in its ability to distinguish between the models used in terms of the presence of the feedback in its movement or not.

2. On the other hand, it is also noted that there is a strong indication that the use of the first major component with the linear model in the presence of the feedback gave very strong results in the detection of the presence of the feedback as the size of the sample
increased using the proposed method than with the non-linear model with the feedback.

Table (2): The percentages of the significance of the partial self-correlation function

| Sample size | N=50  | N=100 | N=250 | N=500 |
|-------------|-------|-------|-------|-------|
| The nature of data | Output series | The first major component | Output series | The first major component | Output series | The first major component |
| Linear model without feedback | 7.5% | 9.2% | 12.5% | 13.2% | 22.5% | 22.7% | 22.0% | 24.2% |
| Linear model with feedback | 95.8% | 93.0% | 89.7% | 95% | 93.0% | 95% | 92.0% | 93% |
| Non-Linear model without feedback | 8.6% | 10.1% | 17.1% | 18.5% | 25.5% | 28.0% | 21.0% | 27.5% |
| Non-Linear model with feedback | 95.5% | 70.0% | 95% | 97.7% | 95.5% | 75.5% | 93.5% | 70.5% |

From the results of the above table, it is noted:

1. The employment of the L-B test in examining the significance of the partial self-correlation function gave encouraging results in its ability to distinguish between the models used in terms of whether or not the feedback was in its movement and whether the application was with the data of the original output chain or the main component.
2. The proposed method gave very encouraging and close results despite the difference in the sample sizes in detecting the feedback in the linear model, whether by using it for the output chain data or data for the first major component.
3. Although the proposed method is presented for good results in revealing the feedback using the data of the first major component of the non-linear model of different sample sizes, the use of the output chain data for the non-linear model with the reverse feeding gave strong results in revealing the presence of the feedback.

The behavior of the linear model and the non-linear model can be observed through the self-linking and partially self-correlating functions of one of the iterations through Figures (3) and (4) as follows:
Conclusions

The research reached some conclusions, including:

The proposed method based on the L-B test gave very encouraging results in distinguishing between the models used in terms of the presence of the feedback in its mobility or not, whether it was adopted in applying the proposed method to the self-correlation coefficients or partial self-correlation coefficients.

The process of applying the proposed method based on the self-correlation coefficients of the first major component led to very strong results, especially with the linear model with the opposite feedback in addition to obtaining encouraging results when using the non-linear model.

When applying the proposed method relying on the self-correlation coefficients for the first major component, the results were very encouraging and converging with those obtained when using the original output chain data for the linear model while the results obtained with the non-linear model were more robust with string data. The original outputs with the main main component data.

The increase in the sample size in general played a positive role in raising the percentage of the ability to detect the presence of adverse reactions in the kinetic models used.
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