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ABSTRACT

A fundamental problem in differential privacy is to release a privatized data structure over a dataset that can be used to answer a class of linear queries with small errors. This problem has been well studied in the static case. In this paper, we consider the dynamic setting where items may be inserted into or deleted from the dataset over time, and we need to continually release data structures so that queries can be answered at any time. We present black-box constructions of such dynamic differentially private mechanisms from static ones with only a polylogarithmic degradation in the utility. For the fully-dynamic case, this is the first such result. For the insertion-only case, similar constructions are known, but we improve them over sparse update streams.

Keywords Differential privacy · Dynamic data · Linear query

1 Introduction

1.1 Differential Privacy for Static Data

Let $X$ be a domain of items. A dataset is a multiset of items $D \in \mathbb{N}^X$. Two datasets $D, D' \in \mathbb{N}^X$ are neighbors, denoted $D \sim D'$, if there exists an item $x \in X$, such that $D = D' \cup \{x\}$ or vice versa. Differential privacy (DP) [1] is defined as follows.

**Definition 1** (Differential Privacy [1]). A randomized mechanism $M : \mathbb{N}^X \rightarrow \mathcal{Y}$ satisfies $(\varepsilon, \delta)$-DP if for any neighboring datasets $D \sim D'$ and any subset of outputs $Y \subseteq \mathcal{Y}$,

$$\Pr[M(D) \in Y] \leq e^\varepsilon \cdot \Pr[M(D') \in Y] + \delta.$$ (1)

Note that $\varepsilon$ is usually set to some constant, while $\delta$ should be negligible. In particular, the $\delta = 0$ case is referred to as pure-DP or $\varepsilon$-DP, which provides a qualitative better privacy guarantee than the $\delta > 0$ case.

A linear query is specified by a function $f : X \rightarrow [0, 1]$. The result of evaluating $f$ on $D$ is defined as $f(D) := \sum_{x \in D} f(x)$. A fundamental problem in differential privacy is the following: Given a set of linear queries $Q = \{f_1, \ldots, f_{|Q|}\}$, design a DP mechanism $M$ that, on any given $D$, outputs a data structure $M(D)$, from which an approximate $f(D)$ can be extracted for any $f \in Q$. Let $M_f(D)$ be the extracted answer for $f(D)$. We say that $M$ has error $\alpha$ with probability $1 - \beta$, if

$$\Pr[\max_{f \in Q} |M_f(D) - f(D)| > \alpha] \leq \beta$$

for any $D$, where the probability is taken over the internal randomness of $M$. Clearly, the error $\alpha$ is a function of both the privacy budget $(\varepsilon, \delta)$ and the failure probability $\beta$. For most mechanisms, it also depends on the data size $|D|$, number of queries $|Q|$, and domain size $|X|$. To simplify notation, we often omit some of these parameters from the full list $\alpha(\varepsilon, \delta, |D|, |Q|, |X|)$ if it is clear from the context.

There is extensive work on the best achievable $\alpha$ for various families of linear queries. This paper takes a black-box approach, i.e., we present dynamic algorithms that can work with any $M$ that has been designed for a static dataset $D$.\footnote{In this paper, all set operators on multisets denote their multiset versions.}
The error for the dynamic algorithm will be stated in terms of the $\alpha$ function of the mechanism $\mathcal{M}$ that is plugged into the black box. Nevertheless, we often derive the explicit bounds for the following two most interesting and extreme cases:

**Basic counting.** If $Q$ consists of a single query $f(\cdot) \equiv 1$, which simply returns $f(D) = |D|$, then the “data structure” $\mathcal{M}(D)$ consists of just one number, which is a noise-masked $f(D)$. The most popular choice of the noise is a random variable drawn from the Laplace distribution $\text{Lap}(\frac{\epsilon}{\beta})$, and the resulting mechanism satisfies $\varepsilon$-DP. Its error is $\alpha_{\text{Lap}}(\varepsilon, \beta) = O\left(\frac{\varepsilon}{\beta} \log \frac{1}{\beta} \right)$. Alternatively, one can add a Gaussian noise, which is $(\varepsilon, \delta)$-DP for $\delta > 0$ and yields $\alpha_{\text{Gauss}}(\varepsilon, \delta, \beta) = O\left(\frac{1}{\varepsilon} \sqrt{\log \frac{1}{\varepsilon} \log \frac{1}{\beta}} \right)$. The two error bounds are generally incomparable, but the former is usually better since $\delta \leq \beta$ in common parameter regimes.

**Arbitrary queries.** If $Q$ consists of arbitrary linear queries, then the private multiplicative weights (PMW) mechanism achieves

$$
\alpha_{\text{PMW}}(\varepsilon, \delta, \beta, |D|, |Q|, |\mathcal{X}|) = \begin{cases} 
O\left(|D|^\frac{1}{2} \left( \frac{\log |\mathcal{X}| \log(|Q|/\beta)}{\varepsilon} \right)^{\frac{1}{2}} \right), & \delta = 0; \\
O\left(|D|^\frac{1}{2} \left( \frac{\sqrt{\log |\mathcal{X}| \log(1/\beta)} \log(|Q|/\beta)}{\varepsilon} \right)^{\frac{1}{2}} \right), & \delta > 0.
\end{cases}
$$

It is known that for $|Q|$ sufficiently large, PMW achieves the optimal error up to polylogarithmic factors.

There are many possibilities between the two extreme cases. In each case, the achievable error bound $\alpha$ intricately depends on the discrepancy of the query set $Q$, in addition to the aforementioned parameters. We include a brief review in Appendix A which is not necessary for the understanding of this paper. We make a reasonable assumption that $\alpha$ does not depend on any of those parameters exponentially, which allows us to ignore the constant coefficients in the parameters when writing big-O results. This assumption holds for most existing mechanisms for linear queries, except for the so-called low-privacy regime $\varepsilon > \omega(1)$. For results related to PMW, we often use the $O$ notation to further suppress dependencies on $\varepsilon$ and the polylogarithmic factors.

### 1.2 Differential Privacy for Insertion-Only Streams

Moving from static data to dynamic data, the simplest model is the insertion-only case, which has been studied under the name **differential privacy under continual observation** \[4\] \[5\]. In this model, time is divided into discrete units and the input is an insertion-only stream $x = (x_1, \ldots, x_T)$, where each $x_i \in \mathcal{X} \cup \{\bot\}$ and $T$ is possibly infinite. If $x_i = \bot$, no item arrives at time $i$. If $x_i \in \mathcal{X}$, item $x_i$ is inserted into the underlying dataset at time $i$. The dataset at time $t \in \mathbb{N}$ is thus $D_t := \cup_{i \leq t} x_i \cup \{x_i\}$. Given a set of linear queries $Q$, the problem is to release an $\mathcal{M}(\varepsilon)(D_t)$ immediately after every time step $t$ (some $\mathcal{M}(\varepsilon)(D_t)$’s may be empty), so that (1) all the released data structures $(\mathcal{M}(\varepsilon)(D_1), \mathcal{M}(\varepsilon)(D_2), \ldots)$ jointly satisfy $(\varepsilon, \delta)$-DP, and (2) an approximate $f(D_t)$ can be extracted from $(\mathcal{M}(\varepsilon)(D_1), \ldots, \mathcal{M}(\varepsilon)(D_t))$ for any $f \in Q$ and any time $t$.

Two insertion-only streams $x, x' \in (\mathcal{X} \cup \{\bot\})^*$ are considered as neighbors, denoted $x \sim x'$, if they differ by one timestamp \[3\] \[6\] \[9\]. Without loss of generality, we may assume that for this only different timestamp $i$, one of $x_i$ or $x'_i$ is $\bot$. This is commonly called the add-one/remove-one policy. To contrast, the change-one policy requires $x_i \neq x'_i$ but neither is $\bot$. The former is more general, since a neighboring pair under the change-one policy is a neighboring pair of distance 2 under the add-one/remove-one policy, thus an $(\varepsilon, \delta)$-DP mechanism by our definition is $(2\varepsilon, 2\varepsilon^2 \cdot \delta)$-DP under change-one policy by group privacy \[7\].

We introduce some extra notation here. For any time range $[a, b] \subseteq \mathbb{N}$, define $D([a, b]) := \cup_{a \leq i \leq b} x_i$. Hence $D_t = D([1, t])$. Accordingly, $f(D([a, b]))$ will be abbreviated to $f([a, b])$. We use $N_t$ to denote the total number of items inserted up until time $t$, i.e., $N_t = \sum_{i=1}^t 1[x_i \neq \bot]$ where $1[\cdot]$ is the indicator function. Let $n_t = |D_t|$ be the size of the dataset at time $t$. For insertion-only streams, we have $N_t = n_t$.

One important property of linear queries is that they are union-preserving, i.e., $f(D(1) \cup D(2)) = f(D(1)) + f(D(2))$ for any $D^{(1)}, D^{(2)} \in \mathbb{N}^{\mathcal{X}}$. Thus, a common technique for insertion-only streams is to divide $D$ into disjoint subsets $D^{(1)}, D^{(2)}, \ldots, D^{(k)}$, compute an $\mathcal{M}(\varepsilon)(D^{(i)})$ for each $D^{(i)}$, and return $\mathcal{M}_f(D^{(1)}) + \cdots + \mathcal{M}_f(D^{(k)})$ as an approximation of $f(D)$. The total error is thus at most $k \cdot \alpha_{\varepsilon}(\varepsilon, \beta, \frac{\varepsilon}{\beta})$ by a union bound. This can often be improved by exploiting certain properties of $\mathcal{M}$. For example, if we use the Laplace mechanism for the basic counting problem, then by Bernstein’s inequality \[3\] the error can be improved from $k \cdot \alpha_{\text{Lap}}(\varepsilon, \frac{\varepsilon}{\beta}) = O\left(\frac{k \varepsilon}{\beta} \log \frac{k}{\beta} \right)$ to
\(\alpha^{(k)}_{\text{Log}}(\varepsilon, \beta) = O(\frac{1}{\varepsilon} (\sqrt{k \log \frac{1}{\varepsilon}} + \log \frac{1}{\beta}))\); similar improvements are also possible for many other mechanisms, which we review in Appendix A. However, for arbitrary queries with PMW, the simple union bound remains the best known. Again, to hide all these details into the black box, we use \(\alpha^{(k)}\) to denote the error bound under such a disjoint union. More formally, we assume that the static mechanism \(\mathcal{M}\) for queries \(Q\) is equipped with error functions \(\alpha^{(k)}\) for all \(k \in \mathbb{N}\), such that for any datasets \(D^{(1)}, \ldots, D^{(k)} \in \mathbb{N}^X\), we have

\[
\Pr \left[ \max_{f \in Q} \left| \sum_{j=1}^{k} \mathcal{M}_f(D^{(j)}) - f(\bigcup_{j=1}^{k} D^{(j)}) \right| > \alpha^{(k)} \right] \leq \beta,
\]

where the probability is taken over the independent internal randomness of \(\mathcal{M}(D^{(j)}), j = 1, \ldots, k\). Likewise, \(\alpha^{(k)}\) is a function of \(\varepsilon, \delta, |Q|, |X|\), as well as the total size of the datasets \(|D| = \sum_{j=1}^{k} |D^{(j)}|\). In particular, we have \(\alpha^{(1)} = \alpha\).

| General error bound | Basic counting (constant \(\beta\)) | Stream model |
|---------------------|-----------------------------------|--------------|
| 4 \(\alpha^{(\log T)} \left( \frac{\varepsilon}{\log T}, \frac{\delta}{\log T} \right)\) | \(\frac{1}{\varepsilon} \log^{1.5} T\) | Finite stream |
| 5 \(\alpha^{(\log t)} \left( \frac{\varepsilon}{\log t}, \frac{\delta}{\log t} \right)\) | \(\frac{1}{\varepsilon} \log^{1.5} t\) | Infinite stream |
| 6 \(\alpha^{(\log n_t)} \left( \frac{\varepsilon}{\log n_t}, \frac{\delta}{\log n_t} \right) + \frac{1}{\varepsilon} \log \frac{T}{n_t}\) | \(\frac{1}{\varepsilon} (\log^{1.5} n_t + \log T)\) | Finite stream |
| New \(\alpha^{(\log m_t)} \left( \frac{\varepsilon}{\log m_t}, \frac{\delta}{\log m_t} \right) + \frac{1}{\varepsilon} \log \frac{T}{m_t}\) | \(\frac{1}{\varepsilon} (\log^{1.5} n_t + \log t)\) | Infinite stream |

where \(m_t = n_t + \log \log t\)

Table 1: Comparison of results over insertion-only streams. These bounds hold for a single query at any time \(t\). Over a finite stream, replacing \(\beta\) with \(\beta/T\) turns them into bounds that hold for all queries simultaneously.

Existing work on insertion-only streams [4, 5, 6] has only studied the basic counting problem. However, all their algorithms are actually black-boxed, so they can be instantiated with any mechanism for other query classes. Using the notation introduced above, we summarize their results, as well as our new result, in Table 1. Comparing the general error bounds, we see that [5] is better than [4] since \(t \leq T\). In particular, [5] works for an infinite \(T\). [6] is also better than [4], since \(n_t \leq T\) and \(\alpha^{(\log T)} \left( \frac{\varepsilon}{\log T}, \frac{\delta}{\log T} \right) \geq \frac{1}{\varepsilon} \log \frac{T}{n_t}\) for any \(\alpha\). However, [5] and [6] are incomparable because there is no relationship between \((\log T)^{O(1)} \text{ and } \log T\) (e.g., it is \(\log^{1.5} t\) vs. \(\log T\) for basic counting). Our new result can be seen as achieving the best of both worlds: It is better than [5] because \(m_t = n_t + \log \log t = O(t)\) and \(\alpha^{(\log t)} \left( \frac{\varepsilon}{\log t}, \frac{\delta}{\log t} \right) \geq \frac{1}{\varepsilon} \log \frac{1}{\beta}\) for any \(\alpha\), and the improvement is more significant over sparse streams where \(n_t \ll t\).

Our new result is also better than [6]: First, our algorithm works for an infinite stream whereas [6] needs a finite \(T\); even for the finite stream case, our second term \(\frac{1}{\varepsilon} \log \frac{1}{\beta}\) is better than the \(\frac{1}{\varepsilon} \log \frac{1}{\beta}\) term of [6]. For the first term, ours matches that of [6] for \(n_t > \log \log t\); if \(n_t < \log \log t\), the problem would be trivial as simply answering 0 for all queries has error at most \(n_t = O(\log \log t)\). We also give the explicit bounds for the basic counting problem under constant \(\beta\) in Table 1 using the Laplace mechanism as the black box.

All these algorithms can also support arbitrary queries by plugging in PMW, and we offer a similar improvement from \(\log t\) to \(\log(n_t + \log \log t)\). Nevertheless, since PMW has a polynomial error \(\tilde{O}(n_t^{1/2})\) (for \(\delta > 0\)) or \(\tilde{O}(n_t^{2/3})\) (for \(\delta = 0\)), one usually does not pay much attention to the logarithmic factors, hence our improvement is minor in this case. Perhaps not realizing that the algorithm in [5] is black-boxed, [9] presented a dynamic, white-box version of PMW for the infinite insertion-only stream case, but the error is \(\tilde{O}(n_t^{3/4})\) (for \(\delta > 0\)). They also showed a black-box solution, but the error bound is also inferior to that of [5]: it is \(\tilde{O}(n_t^{5/6})\) when instantiated with PMW.

1.3 Differential Privacy for Fully-Dynamic Streams

Building on our new algorithm for insertion-only streams, we next consider the fully-dynamic setting, which is the main technical result of this paper. In the fully-dynamic model, the input is a stream in the form of \(x = (x_1, c_1), \ldots, (x_T, c_T)\), where \(x_i \in X\), \(c_i \in \{-1, 1, \bot\}\), and \(T\) may still be infinite. At time \(t\), (1) if \(c_t = \bot\), there is no update; (2) if \(c_t = 1\), then \(x_t \in X\) is inserted into the dataset; (3) if \(c_t = -1\), then \(x_t \in X\) is deleted from the dataset. Then, the dataset at time \(t\) is \(D_t := \cup_{i \leq t, c_i = 1} \{x_i\} - \cup_{i \leq t, c_i = -1} \{x_i\}\).

Same as for the insertion-only setting, we wish to release an \(\mathcal{M}^{(t)}(D_t)\) at each timestamp \(t\) such that all releases are jointly differentially private, and those released up to time \(t\) can be used to answer queries in \(Q\) on \(D_t\).
Similar to the add-one/remove-one policy for insertion-only streams, we consider two fully-dynamic streams $x, x' \in (\mathcal{X} \times \{-1, 1, \bot\})^*$ to be neighbors, denoted $x \sim x'$, if one stream has one more update, which can either be an insertion or a deletion, than the other. This also incorporates the other cases (up to a factor of 2 in $\varepsilon$), e.g., the two streams insert different items at some timestep, or one stream inserts an item while the other deletes an item.

We still use $N_t$ to denote the number of updates until time $t$, i.e., $N_t = \sum_{i=1}^{t} 1[c_i \neq \bot]$, and $n_t = |D_t|$. Unlike the insertion-only case, we have $n_t \ll N_t$ for fully-dynamic streams. This is the most important difference between the insertion-only setting and the fully-dynamic setting. In particular, $N_t$ always increases over time, while $n_t$ fluctuates and may even hit 0. Ideally, we would like the error on $D_t$ to depend on $|D_t| = n_t$, not $N_t$.

The standard approach for the fully-dynamic case is to divide the update stream into two insertion-only streams: one only containing insertions and one only containing deletions but treating these deletions as insertions. Let $D_t^{\text{ins}} := \bigcup_{i \leq t} \{ x_i \}$ be all items inserted up to time $t$, and $D_t^{\text{del}} := \bigcup_{i \leq t} \{ x_i \}$ all items deleted up to time $t$. Then $D_t = D_t^{\text{ins}} - D_t^{\text{del}}$. By the union preserving property, we have $f(D_t) = f(D_t^{\text{ins}}) - f(D_t^{\text{del}})$, so we can run two separate instances of the insertion-only algorithm. Using our insertion-only algorithm above, the error would be $O \left( \alpha \left( \log m_t \right) \left( \frac{k}{\log m_t}, \frac{k}{\log m_t}, \beta, N_t \right) + \frac{1}{2} \log \frac{m_t}{N_t} \right)$, where $m_t = N_t + \log \log t$. Most importantly, the error depends on the number of updates $N_t$, not the data size $n_t$. For basic counting with constant $\beta$, this becomes $O \left( \frac{1}{2} \left( \log^{1.5} N_t + \log t \right) \right)$, which we consider as satisfactory, although there is still a polylogarithmic dependency on $N_t$. In fact, there is a lower bound of $\Omega(\log t) = \Omega(\log N_t)$ for insertion-only streams [10].

Thus, we are more interested in making PMW (or any other mechanisms with polynomial errors, such as half-space queries [11]) fully dynamic, because the simple solution above, when instantiated with PMW, would result in an error of $O(N_t^{1/2})$ (for $\delta > 0$) or $O(N_t^{2/3})$ (for $\delta = 0$). In this paper, we present a black-box fully-dynamic algorithm that achieves an error of $\tilde{O}(n_t^{1/2}) \left( \tilde{O}(\varepsilon), \tilde{O}(\delta), \beta, |D| = n_t + \tilde{O}(1) \right)$. Plugging in PMW, this yields the optimal error of $\tilde{O}(n_t^{1/2})$ (for $\delta > 0$) or $\tilde{O}(n_t^{2/3})$ (for $\delta = 0$), up to polylogarithmic factors.

2 Existing Work for Insertion-Only Streams

In this section, we briefly review prior constructions for insertion-only streams, which will be useful for our algorithms as well. We first state two DP composition theorems.

2.1 DP Composition Theorems

Theorem 2 (Sequential Composition [1]). Let $\mathcal{M}_i : \mathbb{N}^d \rightarrow \mathcal{Y}_i$ each be an $(\varepsilon_i, \delta_i)$-DP mechanism. Then the composed mechanism $\mathcal{M}(D) = (\mathcal{M}_1(D), \ldots, \mathcal{M}_k(D))$ is $(\sum_{i=1}^k \varepsilon_i, \sum_{i=1}^k \delta_i)$-DP.

We note that there are many improved versions of sequential composition [12] [13] [14] with better dependencies on $k$. Nevertheless, as $k$ is logarithmic in all our constructions, these improved versions do not offer better bounds than the basic version above for $\delta$ negligible in $T$.

Theorem 3 (Parallel Composition [15]). Let $\mathcal{U} = \mathcal{U}_1 \cup \cdots \cup \mathcal{U}_k$ be a partitioning of the universe $\mathcal{U}$, and let $\mathcal{M}_i : \mathbb{N}^{d_i} \rightarrow \mathcal{Y}_i$ each be an $(\varepsilon_i, \delta_i)$-DP mechanism. Then the composed mechanism $\mathcal{M}(D) = (\mathcal{M}_1(D \cap \mathcal{U}_1), \ldots, \mathcal{M}_k(D \cap \mathcal{U}_k))$ is $(\max_{i=1}^k \varepsilon_i, \max_{i=1}^k \delta_i)$-DP.

It is possible to have $k = \infty$ for both sequential and parallel composition. In this case, the $\sum$ and $\max$ would be replaced by $\lim \sum$ and $\sup$, respectively.

2.2 Finite Stream, Dense Updates

For a finite stream, i.e., $T$ is given in advance, we can build a binary tree on the timestamps $\{1, \ldots, T\}$. This tree corresponds to a dyadic decomposition of the time domain, where each tree node $v$ is associated with a dyadic interval, which we denote by $D(v)$. Let $\mathcal{M}$ be a static DP mechanism with error function $\alpha(k)$. The binary tree mechanism in [4] releases $\mathcal{M}(D(v))$ at the end of the interval for every node $v$ in the tree. All nodes on the same level enjoy parallel composition, while nodes from different levels use sequential composition. Since any timestamp is contained by at most $\log T$ dyadic intervals, it suffices to run an $\left( \frac{\varepsilon}{\log T}, \frac{\delta}{\log T} \right)$-DP mechanism at each node $v$ to guarantee $(\varepsilon, \delta)$-DP of

---

2 When using parallel composition here, the universe $\mathcal{U}$ in Theorem 3 is different from the input domain $\mathcal{X}$ defined for the linear queries $\mathcal{Q}$. More precisely, here we apply Theorem 3 over the universe $\mathcal{U} = \mathcal{X} \times [T]$, and the partitioning is on $[T]$. 

the whole mechanism. As each $D_i$ can be covered by at most $\log T$ disjoint time ranges, we obtain the error bound in the first row of Table I. Recent work [16, 17] further improved the constant factors using the matrix mechanism [18].

2.3 Infinite Stream, Dense Updates

The binary tree mechanism [4] requires $T$ to be known in advance so that the privacy budgets $\varepsilon$ and $\delta$ can be divided appropriately. For an infinite $T$, Chan et al. [5] presented a clever construction that constructs around the issue. It divides the infinite stream into disjoint time ranges of exponentially growing sizes: $[1, 2], [2, 4], [4, 8], [8, 16], \ldots$, and releases $M(R)$ for each such time range $R$, each of which uses privacy budget $(\frac{1}{2}, \frac{1}{2})$. By parallel composition, all of them are jointly $(\frac{1}{2}, \frac{1}{2})$-DP. These releases allow us to answer queries on $D_i$ for $t = 2^i$, and the error is $O(\log t) \cdot (\frac{1}{2}, \frac{1}{2})$. For $2^i < t < 2^{i+1}$, $f(D_i)$ can be partitioned into $f([1, t)) = f([1, 2^i)) + f([2^i, t))$. Then, an instance of the binary tree mechanism is run on $D([2^i, 2^{i+1}))$ for each $i$ with a finite $T = 2^i$ and privacy budget $(\frac{1}{2}, \frac{1}{2})$. Parallel composition also applies here. The total error is dominated by that of the binary tree mechanism, but now $T \leq t$ for each instance. This gives us the second row in Table I.

It should be clear that this mechanism can also handle the case where multiple insertions arrive at the same timestamp, which will be needed in the next subsection.

2.4 Finite Stream, Sparse Updates

Dwork et al. [6] investigated the case where the update stream is sparse, i.e., $n_t \ll t$, which is motivated by many real-time applications that tend to use very small intervals between timestamps. At the heart of their algorithm is the private partitioning mechanism, which in an online fashion divides the update stream into segments such that with probability at least $1 - \beta$, (A) each segment contains $O\left(\frac{1}{\beta} \log \frac{1}{\beta}\right)$ insertions, and (B) at most $O(n_t)$ segments are produced by time $t$. Then, one can feed each segment as a “super timestamp” with multiple insertions to a dense-update algorithm, e.g., the mechanism [5] described above. Property (A) induces an additive error of $O\left(\frac{1}{\beta} \log \frac{1}{\beta}\right)$, while property (B) implies that the $t$ can be replaced by $n_t$ in the error bound. This yields the third row in Table I.

We now describe the private partitioning mechanism [6]. In essence, it iteratively invokes the sparse vector technique (SVT) [11, 19] on the update stream, which is shown in Algorithm I.

Algorithm 1: Sparse Vector Technique

\textbf{Input:} Dataset $D$, privacy budget $\varepsilon$, threshold $\theta$, and a (possibly infinite) sequence of linear queries $f_i$
\textbf{Output:} A privatized index $i$ of the first query that $f_i(D)$ is above $\theta$

1. $\tilde{\theta} \leftarrow \theta + \text{Lap}(\frac{\varepsilon}{2})$;
2. for each $i \leftarrow 1, 2, \ldots$ do
3. \hspace{1em} if $f_i(D) + \text{Lap}(\frac{\varepsilon}{2}) > \tilde{\theta}$ then
4. \hspace{2em} Output $i = i$ and Halt;

Theorem 4 [11, 20]. The SVT mechanism with parameter $\varepsilon$ satisfies $\varepsilon$-DP. For any sequence of queries $f_1, \ldots, f_T$ (where $T$ can be infinite) and threshold $\theta$, we have the following guarantees on its accuracy: (1) if there exists $t_1 \leq T$ such that $f_1(D) < \theta - \varepsilon \ln \frac{2e}{\beta}$ for all $i \leq t_1$, then with probability $1 - \beta$, SVT does not halt before $t_1$; and (2) if there exists $t_2 \leq T$ such that $f_{t_2}(D) \geq \theta + \frac{\varepsilon}{2} \ln \frac{2e}{\beta}$, then with probability $1 - \beta$, SVT halts for some $i \leq t_2$. Further, the output satisfies $f_i(D) \geq \theta - \frac{\varepsilon}{2} \ln \frac{2e}{\beta}$.

To apply SVT for private partitioning, the idea in [6] is to consider the update stream $x$ as $D$, and ask the queries $f_i(x) = |\{j \leq i : x_j \neq \perp\}|$ with threshold $\theta = \Theta\left(\frac{1}{\beta} \log \frac{1}{\beta}\right)$. It can then be shown that when SVT outputs an $i$, it must have seen $\Theta\left(\frac{1}{\beta} \log \frac{T}{\varepsilon}\right)$ updates with probability $1 - \beta$. Then the current segment is closed and another SVT instance is started, and the process repeats. While the utility of this private partitioning mechanism (i.e., property (A) and (B) above) follows easily from Theorem 4, the proof of privacy is nontrivial. It is tempting to simply apply parallel composition, since the SVT instances are applied on disjoint segments of the stream. However, Theorem 4 requires the

\footnote{Technically, this is log $t$, so a $\sqrt{\log T}$ in the bound can be improved to $\sqrt{\log t}$, but this is minor, and this result will be subsumed in the next subsection anyway.}

\footnote{In their paper [6], they applied the binary tree mechanism on the segments, which results in an inferior bound where $n_t$ is replaced by an upper bound on $n_t$ given in advance.}
partitioning of the universe (the timestamps in this case) to be given in advance. In particular, the partitioning should be independent of the internal randomness of the mechanisms in the composition, but in this case, the partitioning is exactly the outputs of the mechanisms, so there is no independence. As a result, \cite{6} proved the privacy of this private partitioning mechanism from scratch, without relying on the privacy of SVT.

\section{New Algorithm for Infinite Insertion-Only Streams}

The private partitioning mechanism of \cite{6} only works for a finite $T$, as it invokes a series of SVT instances with $\theta = \Theta(\frac{1}{\varepsilon} \log \frac{1}{\delta})$. The key component in our new algorithm is an adaptation of their private partitioning mechanism to an infinite $T$. Then we feed the segments into the infinite stream algorithm of \cite{3}.

\subsection{Adaptive Parallel Composition}

We first extend the DP definition to a mechanism that, in addition to its original output, also applies SVT on the update stream we will do next in order to extend private partitioning to infinite streams. For any neighboring instances $D \sim D' \in \mathbb{N}^d$ that differ by item $x \in U$ and any output $(y, U) \in \mathcal{Y} \times 2^U$ we have

\begin{align*}
\text{Pr}[\mathcal{M}(D) = (y, U)] &\leq e^{\varepsilon} \cdot \text{Pr}[\mathcal{M}(D') = (y, U)], \quad \text{if } x \in U; \\
\text{Pr}[\mathcal{M}(D) = (y, U)] &\leq \text{Pr}[\mathcal{M}(D') = (y, U)], \quad \text{if } x \notin U.
\end{align*}

Note that an $\varepsilon$-DP mechanism with declaration is also $\varepsilon$-DP; in fact, Definition \ref{def:adaptive-dp} imposes a stronger requirement \ref{def:dp} for the $x \notin U$ case than standard $\varepsilon$-DP. Conversely, any standard $\varepsilon$-DP mechanism $\mathcal{M}' : \mathbb{N}^d \rightarrow \mathcal{O}$ can be turned into an $\varepsilon$-DP mechanism with declaration $\mathcal{M}(D) = (\mathcal{M}'(D), U)$, which always declares the entire universe $U$, but such a trivial declaration does not allow parallel composition. We present adaptive parallel composition in Theorem \ref{thm:adaptive-composition}.

\begin{theorem}[Adaptive Parallel Composition]
Let $\mathcal{M}_1, \ldots, \mathcal{M}_k$ (where $k$ can be infinite) each be an $\varepsilon$-DP mechanism with declaration, where the mechanisms may be chosen adaptively (the choice of $\mathcal{M}_{i+1}$ may depend on the previous outputs $(y_1, U_1), \ldots, (y_i, U_{i+1})$). If the $U_i$’s declared by the mechanisms are always pairwise disjoint, then the composed mechanism $\mathcal{M} = (\mathcal{M}_1, \ldots, \mathcal{M}_k)$ is $\varepsilon$-DP.
\end{theorem}

\begin{proof}
For any neighboring datasets $D \sim D'$ that differ by item $x \in U$ and any sequence of outputs $(y_1, U_1), \ldots, (y_k, U_k)$, let $U_i$ be the unique set containing $x$ (let $i = k + 1$ if no such $U_i$).

\begin{align*}
\text{Pr}[\mathcal{M}(D) = (y_1, y_2, \ldots, y_k, U_1, U_2, \ldots U_k)] \\
= \prod_{j=1}^{i-1} \text{Pr}[\mathcal{M}_j(D) = (y_j, U_j)] \cdot \text{Pr}[\mathcal{M}_i(D) = (y_i, U_i)] \cdot \text{Pr}[\mathcal{M}(D') = (y_j, U_j)] \cdot e^{\varepsilon} \cdot \text{Pr}[\mathcal{M}_i(D') = (y_i, U_i)] \\
\leq \prod_{j=1}^{i-1} \text{Pr}[\mathcal{M}_j(D') = (y_j, U_j)] \cdot \prod_{j=i+1}^{k} \text{Pr}[\mathcal{M}_j(D') = (y_j, U_j)] \\
= e^{\varepsilon} \cdot \text{Pr}[\mathcal{M}(D') = (y_1, y_2, \ldots, y_k, U_1, U_2, \ldots U_k)].
\end{align*}

For the inequality, observe that $x \notin U_j$ for $j \neq i$, so we apply \ref{def:composite-dp} for $j \neq i$, and apply \ref{def:dp} for $\mathcal{M}_i$.
\end{proof}

Applying SVT on the update stream $x$, the universe is the timestamps $[T]$, and the mechanism has no output $y$ but only the declaration $U$, which is the segment it produces. The next SVT instance is applied after the last segment, so the declarations are disjoint. Thus, the privacy of the private partitioning mechanism follows immediately from Theorem \ref{thm:adaptive-composition} Furthermore, this also holds even if each SVT uses a different threshold $\theta$ chosen adaptively, which is exactly what we will do next in order to extend private partitioning to infinite streams.
### 3.2 Private Partitioning for Infinite Streams

The finite private partitioning mechanism uses SVT instances with \( \theta = \Theta(\frac{1}{\epsilon} \log \frac{1}{\beta}) \). To deal with an infinite \( T \), our infinite private partitioning mechanism (Algorithm 2) uses quadratically increasing values for \( T \). This allows us to bound the number of updates inside each segment by \( O(\frac{1}{\epsilon} \log \frac{1}{\beta}) \), plus at most \( O(\log \log t) \) extra segments by time \( t \). In addition, to make sure that these guarantees hold simultaneously for infinitely many \( t \)'s by a union bound, we allocate \( O(\frac{1}{\beta^2}) \) failure probability to each SVT instance. We more formally prove these utility guarantees below.

#### Algorithm 2: Infinite Private Partitioning

**Input:** Update stream \( x = (x_1, \ldots, x_t, \ldots) \), privacy budget \( \epsilon \), failure probability \( \beta \)

**Output:** Segments \( s_1 = [t_1, t_2], s_2 = [t_1 + 1, t_2], \ldots \)

1. Initialize \( t_0 \leftarrow 0, j \leftarrow 1, T_1 \leftarrow 2, \beta_1 \leftarrow \frac{6}{\epsilon^2 \beta}, \theta_1 \leftarrow \frac{7}{2} \ln \frac{2T_1}{\beta} \).
2. Initiate an SVT instance with privacy budget \( \epsilon \) and threshold \( \theta_1 \):
3. **foreach** \( t \leftarrow 1, 2, \ldots \) **do**
   4. Ask the query \( \{|t_{j-1} < i \leq t : x_i \neq \bot\} \) to SVT;
   5. **if** SVT halts with output \( t \) **OR** \( t \geq T_j \) **then**
      - Close the current segment, i.e., **output** \( t_j \leftarrow t; \)
      - \( j \leftarrow j + 1, T_j \leftarrow t^2, \beta_j \leftarrow \frac{6}{\epsilon^2 \beta_j}, \theta_j \leftarrow \frac{7}{2} \ln \frac{2T_j}{\beta}; \)
   6. **else**
      - Initiate a new SVT instance from \( x_{t+1} \) with privacy budget \( \epsilon \) and threshold \( \theta_j \);

#### Lemma 7. Algorithm 2 is \( \epsilon \)-DP. With probability at least \( 1 - \beta \), the following holds for all \( t \): (1) every segment produced before time \( t \) contains \( O(\frac{1}{\epsilon} \log \frac{1}{\beta}) \) insertions, and (2) \( O(n_t + \log \log t) \) segments are produced by time \( t \).

**Proof.** Privacy follows directly from Theorem 6. Below we prove the utility. Consider the \( j \)-th segment, we have \( s_j = [t_{j-1} + 1, t_j] \) and \( \theta_j = \frac{7}{2} \ln \frac{2T_j}{\beta} \). We discuss on the number of updates received after time \( t_{j-1} \) and before \( T_j \), i.e. the size of \( D([t_{j-1} + 1, T_j]) \).

If the number of updates \( |D([t_{j-1} + 1, T_j])| \geq \theta_j + \frac{6}{\epsilon^2 \beta}, \) let \( t^* \leq T_j \) be the timestamp of the \( (\theta_j + \frac{6}{\epsilon^2 \beta} \)-)th update. By Theorem 4 with probability \( 1 - \beta \), SVT closes the segment at some \( t_j \leq t^* \leq T_j \) and \( |D([t_{j-1} + 1, t_j])| \geq \theta_j - \frac{6}{\epsilon^2 \beta} \leq \frac{1}{2} \ln \frac{2T_j}{\beta} \). In this case the segment contains \( \Theta(\frac{1}{\epsilon} \log \frac{T_j}{\beta}) \) update, which also implies there can be at most \( n_t \) such segments at time \( t \) when \( \beta \) is small.

Otherwise \( |D([t_{j-1} + 1, T_j])| < \theta_j + \frac{6}{\epsilon^2 \beta} \). Since the segment is closed no later than \( T_j \), we know \( t_j \leq T_j \), so that \( |D([t_{j-1} + 1, t_j])| \leq |D([t_{j-1} + 1, T_j])| = O(\frac{1}{\epsilon} \log \frac{T_j}{\beta}) \). But we are not able to lower bound the number of updates within such a segment. Yet whenever this happens, the next \( T_{j+1} = T_j^2 \), so this can happen at most \( O(\log \log t) \) times up until time \( t \).

In total, there can be at most \( m_t = O(n_t + \log \log t) \) segments with high probability, where only \( O(\log \log t) \) of them can be empty. The final step is taking an union bound over an infinite sequence of fail probabilities. We allocate \( \beta_j = \frac{6}{\epsilon^2 \beta} \) to get \( \sum_{j=1}^\infty \beta_j = \beta \). Then with probability \( 1 - \beta \) the number of items in segment \( s_j = [t_{j-1} + 1, t_j] \) is

\[
O \left( \frac{1}{\epsilon} \log \frac{T_j}{\beta} \right) = O \left( \frac{1}{\epsilon} \log \left( \frac{t_j^2 \cdot j^2}{\beta} \right) \right) = O \left( \frac{1}{\epsilon} \log \frac{t}{\beta} \right),
\]

for \( t_j \leq t \) and \( j \leq m_t = O(t) \).

Feeding the segments to the mechanism of \( \mathcal{S}_k \) yields the following result:

**Theorem 8.** Suppose there is a static \((\epsilon, \delta)\)-DP mechanism for answering a class \( Q \) of linear queries with error function \( \alpha(k) \). Then there is a dynamic \((\epsilon, \delta)\)-DP mechanism for an infinite insertion-only stream that answers every query in \( Q \) on \( D_t \) for every \( t \) with error \( O \left( \alpha(\log m_t) \left( \frac{\epsilon}{\log m_t} + \frac{\delta}{\log m_t}, \beta \right) + \frac{1}{2} \log \frac{1}{\beta} \right) \) with probability at least \( 1 - \beta \), where \( m_t = n_t + \log \log t \).

For continual counting, plug \( \alpha(k) = O \left( \frac{1}{2} \left( \sqrt{\epsilon \log \frac{1}{\beta} + \log \frac{1}{\beta}} \right) \right) \) into Theorem 8 we obtain the error

\[
O \left( \frac{1}{\epsilon} \sqrt{\log \frac{1}{\beta} + \log m_t \log \frac{1}{\beta} + \log \frac{1}{\beta}} \right) \div \beta.
\]

When \( \beta \) is a constant, this simplifies to \( O \left( \frac{1}{\epsilon} \log \frac{1}{\beta} + \log m_t \log \frac{1}{\beta} + \log \frac{1}{\beta} \right) \).
4 Fully-Dynamic Streams

Our fully-dynamic algorithm consists of the following steps. First, we run the private partitioning mechanism from Section 3.2 to divide the update stream into segments. This will, with high probability, produce \( m_t = O(N_t + \log \log t) \) segments by time \( t \) where each segment contains \( O(\frac{1}{\varepsilon} \log \frac{1}{\varepsilon}) \) updates. This effectively reduces the number of timestamps to \( m_t \) while incurring an additive error of \( O(\frac{1}{\varepsilon} \log \frac{1}{\varepsilon}) \). For each timestamp, we process multiple updates in a batch. As in Figure 1, we treat all updates arriving in segment \( s_i = [t_{i-1} + 1, t_i] \) as if they all arrive at time \( t_i \).

We can treat the update stream as a set of labeled intervals over the \( m = m_t \) timestamps \( t_1, t_2, \ldots, t_m \). An interval \([t_i, t_j]\) labeled with item \( x \in X \) represents an insertion-deletion pair \((x_{t_i}, 1), (x_{t_j}, -1)\), where \( x_{t_i} = x_{t_j} = x \). We may assume that \( j > i \); if \( i = j \) (e.g., interval \( e \) in Figure 1), the item is deleted within the same segment that it was inserted, this insertion-deletion pair is discarded. Ignoring such pairs will only cause an additive error of at most \( O(\frac{1}{\varepsilon} \log \frac{1}{\varepsilon}) \). It is also possible that \( t_j = \infty \), if the item is never deleted. Note that this interval representation of an update stream is not unique, e.g., when many copies of the same item are inserted and then deleted. Any representation is fine; in fact, our algorithm does not depend this interval representation, only the analysis does.

Using the interval representation, a query on \( D_t \) queries all intervals that are stabbed\(^5\) by \( t \), so a natural idea is to use the interval tree\(^5\) to organize these intervals. In an interval tree, each \( D_t \) is decomposed into a logarithmic number of subsets, each of which consists of one-sided intervals, which will allow us to use the insertion-only mechanism. However, there are two technical difficulties in implementing such a plan. First, the intervals are given in an online fashion, i.e., at time \( t \), we only see the endpoints of the intervals prior to \( t \). When we see the left endpoint of an interval, we do not know where in the interval tree to put this interval, yet, we need to immediately release privatized information about this interval. Second, the interval tree on an infinite stream is also infinitely large, so we have to build it incrementally, while allocating the privacy budget appropriately. We describe how to overcome these difficulties in Section 4.1. In Section 4.2 we introduce a DP mechanism running at each node of the new tree structure to support querying at any time with respect to intervals stored in the tree. The output of the whole mechanism is obtained by combining the individual mechanisms at tree nodes, which is summarized in Section 4.3.

4.1 Online Interval Tree

We first build a binary tree \( T \) on the \( m \) segments \( s_1, \ldots, s_m \) produced by the private partitioning mechanism. Since all the updates are batched, we can use segment \( s_i = [t_{i-1} + 1, t_i] \) and its right endpoint \( t_i \) interchangeably. Figure 2 shows an interval tree built on 8 segments. It is clear that the \( T \) has \( m \) nodes and at most \( \log m \) height. In the online setting, as the private partitioning mechanism produces more segments, \( T \) will also grow from left to right. We order the nodes using an in-order traversal of \( T \): \( v_1, v_2, \ldots \), and we build \( v_i \) right after segment \( s_i \) gets closed at time \( t_i \) (see Figure 2). We also denote \( t(v_i) = t_i \).

We ignore differential privacy for now, and just focus on how to answer a stabbing query using an interval tree, i.e., report all intervals stabbed by a query. In a standard interval tree, an interval is stored at the highest node \( v \) such that \( t(v) \) stabs the interval. We use \( D(v) \) to denote the set of labeled intervals stored at \( v \). For example \( D(v_4) = \{ a, c, d \} \) in Figure 2. For a query at time \( t_q \), we follow the root-to-leaf path to \( v_q \) in \( T \). For each node \( v \) on the path whose \( t(v) \leq t_q \), we find all intervals in \( D(v) \), whose right endpoints are on the right side of \( t_q \); for each node \( v \) on the path whose \( t(v) > t_q \), we find all intervals in \( D(v) \) whose left endpoints are on the left side of (or equal to) \( t_q \). Standard

---

\(^5\) Interval \([t_i, t_j]\) is stabbed by \( t \) if \( t_i \leq t < t_j \).
This online interval tree can be incrementally constructed easily. After the batch of updates in segment we can construct when these items are actually deleted later. For example, in Figure 3, while interval might be placed into, we do not actually put an interval in all those nodes, but will do so lazily. Thus, the rule is that in Figure 2, we follow the path \(v_5, v_6, v_4, v_8, \ldots\). \(t(v_4) \leq t_5\), where \(a, c \in D(v_4)\) have their right endpoints on the right side of \(t_5\); \(t(v_6) > t_5\), where \(e \in D(v_6)\) has its left endpoint equal to \(t_5\). Thus we report \(D_{t_5} = \{a, c, e\}\), which are the elements present in the dataset at time \(t_5\).

In an online setting, however, we do not know which node is the highest to put an interval in, since we do not know the deletion time when an item is inserted. The idea is to put a copy of the interval into every node where the interval might be placed into. We use Figure 3 to illustrate. Interval \(a\) will placed into \(v_1, v_2, v_4\), as well as ancestors of \(v_4\), while interval \(e\) will be placed into \(v_5, v_6, v_8\) (and its ancestors). As there are infinitely many nodes where an interval might be placed into, we do not actually put an interval in all those nodes, but will do so lazily. Thus, the rule is that an interval \([t_i, t_j]\) will be stored at \(v_i\) and each ancestor \(\hat{v}\) of \(v_i\) where \(t(\hat{v})\) stabs \([t_i, t_j]\). In Figure 3, both \(a\) and \(b\) are inserted in segment \(s_1\), so \(D(v_1)\) stores both. The ancestors of \(v_1\) are \(v_2, v_4, v_8\) (and possibly more). \(v_2\) stores \(a\) but not \(b\), since \(t(v_2)\) only stabs interval \(a\). Intuitively, by time \(t(v_2)\), \(b\) is already deleted, so there is no need to store \(b\) at \(v_2\). On the other hand, \(a\) needs to be stored in both \(v_1\) and \(v_2\) (in the standard interval tree, it is only stored at \(v_4\), because by time \(t(v_1)\) or \(t(v_2)\), we still do not know its deletion time. Note that the extra copies of an interval are only stored in the ancestors of the node corresponding to its insertion time, thus there is at most one extra copy at each level. For example, although interval \(a\) is stabbed by \(t(v_3)\), it is not stored there since \(v_3\) is not an ancestor of \(v_1\).

### 4.1.1 Building an Online Interval Tree

This online interval tree can be incrementally constructed easily. After the batch of updates in segment \(s_i\) have arrived, we can construct \(D(v_i)\). For nodes in the left-most path \((v_1, v_2, v_4, v_8, \ldots)\), \(D(v_i) = D_{t_i}\) simply consists of all items currently in the dataset, since the node \(v_i\) is always an ancestor of \(v_j\) for \(j < i\). For other nodes \(v_i\), there exists at least one ancestor on its left, and let \(\hat{v}\) be the lowest such ancestor. We include into \(D(v_i)\) all labeled intervals in the current \(D_{t_i}\) that is inserted after \(t(\hat{v})\). For example when constructing \(D(v_5)\) in Figure 3 we find this left-ancestor to be \(\hat{v} = v_4\), so \(D(v_5) = \{e\}\) will only include \(e\) from the current dataset \(D_5 = \{a, c, e\}\), which is inserted after \(t_4\). Intuitively, \(a\) and \(c\) have already been covered by \(v_4\).

Note that when \(D(v_i)\) is first constructed, we do not have the deletion times of the items in \(D(v_i)\), which will be added when these items are actually deleted later. For example, in Figure 3 \(D(v_1) = \{a, b\}\) is constructed after segments \(s_1\) but neither item is associated with a deletion time. After segment \(s_2\), we add the deletion time of \(b\), augmenting \(D(v_1)\) to \(D(v_1) = \{a, (b, t_2)\}\); after segment \(s_8\), \(D(v_1)\) becomes \(\{(a, t_8), (b, t_2)\}\). Note that there is no need to associate the left endpoints (i.e., insertion times) to the items as in the standard interval tree, and we will see why below.

### 4.1.2 Querying an Online Interval Tree

Now we show how to answer a stabbing query using the online interval tree. Since the online interval tree includes multiple copies of an item, the standard interval tree query algorithm will not work, as it may report duplicates. For the stabbing problem itself, duplicates are not an issue as they can be easily removed if they have been reported already. However, for answering linear queries, we actually need to cover all stabbed intervals by a disjoint union of subsets. To achieve it, we modify the stabbing query process as follows. Suppose we ask a query at time \(t_q\). We first follow the root-to-leaf path to \(v_q\) in \(T\). For each node \(v\) on the path whose \(t(v) \leq t_q\), we report all the items in \(D(v)\) whose
deletion time is on the right side of \( t_g \). Again, consider a query at time \( t_5 \) in Figure 3, we will only visit \( v_4 \) and \( v_5 \) who report \( \{a, c\} \) and \( \{e\} \) respectively.

Note that unlike in the standard interval tree, we do not query those nodes on the right side of \( t_g \) (e.g., \( v_6 \)). It turns out that the items stored in those nodes are exactly compensated by the extra copies of items stored in the nodes on the left side of \( t_g \). The following lemma formalizes this guarantee.

**Lemma 9.** The query procedure described above reports each stabbed interval exactly once.

**Proof.** Given a query at time \( t_q \), consider any interval \([t_i, t_j]\). If \( t_q \) does not stab the interval, it should not be reported. This happens when: (1) the item has been deleted at query time \( t_j \leq t_q \). As we only report an item whose deletion time is on the right side of \( t_q \), the interval is filtered out; (2) the item has not arrived by query time \( t_i > t_q \). As we only visit nodes where \( t(\tilde{v}) \leq t_q \), it follows that \( t(\tilde{v}) \leq t_q < t_i \). By definition, \( t(\tilde{v}) \) does not stab \([t_i, t_j]\), thus does not store the interval.

The final case is when \( t_i \leq t_q < t_j \), and the interval should be reported by exactly one node. This is shown in Figure 4. For the trivial case that \( q = i \), the newly constructed node \( v_i \) is the only node reporting this interval. Otherwise, consider the minimum subtree containing both \( v_i \) and \( v_q \). Assume it is rooted at \( v \). We must have \( v_i \) in its left subtree and \( v_q \) in its right subtree by the minimum property, with the only exception that one of them can be \( v \) itself, i.e., \( t_i \leq t(v) \leq t_q \). We can argue that \( v \) is the only node that reports the interval: any node \( v'_i \neq v \) that stores \([t_i, t_j]\) is either in the left subtree of \( v \) (because it is an ancestor of \( v_i \)); or an ancestor of \( v \) that is on the right side of \( v \) (because \( t(v'_i) > t_i \)); any node \( v'_q \neq v \) queried by \( t_q \) is either in the right subtree of \( v \) (because it is an ancestor of \( v_q \)); or an ancestor of \( v \) that is on the left side of \( v \) (because \( t(v'_q) \leq t_q \)). Thus the only node that can possibly report this interval is \( v \). Since \( v \) is queried by \( v_q \), and \( t_j > t_q \), this stabbing interval is reported exactly once by \( v \).

**Figure 4:** Query procedure for a stabbing query

### 4.2 Mechanism at Each Node

We have shown that the online interval tree can be incrementally constructed, such that at any time \( t_j \), we can obtain the current dataset \( D_{t_j} \) by a disjoint union of \( O(\log j) \) subsets, each from \( v_j \) or a left-node ancestor of \( v_j \) in the interval tree. Consider each queried node \( v_i \) \((i \leq j)\), and let \( D_i(v_i) \) be the set of items that node \( v_i \) stores at time \( t \). This implies any linear query \( f(D_i) \) can be answered by computing the sum \( \sum f(D_i(v_i)) \) over queried tree nodes. Answering a query \( f \) on items stored by \( v = v_i \) at time \( t = t_j \) is a deletion-only problem. When \( D(v) = D_i(v_i) \) is first constructed at time \( t_i \), it consists of items in the dataset at time \( t_i \). Then, items in \( D(v) \) get deleted as time goes by.

A simple solution for the deletion-only problem is to first release \( M(D(v)) \) when \( v_i \) is initialized, and then run an insertion-only mechanism over the deletions. To answer a query \( f \) at time \( t \), we obtain \( f(D^\text{del}(v)) \) from the insertion-only mechanism, where \( D^\text{del}(v) \) denotes the set of items in \( D(v) \) that have been deleted by time \( t \). Then, we use \( f(D_i(v)) = f(D(v)) - f(D^\text{del}(v)) \) as the answer, where \( f(D(v)) \) can be queried from \( M(D(v)) \). However, the error of this simple solution will be \( \alpha(|D(v)|) \) from \( M(D(v)) \). On the other hand, our target error bound is \( \alpha(n_t \epsilon) \), but \( |D(v)| \) can be arbitrarily larger than \( n_t \). To fix the problem, we ensure that no more than \( \frac{|D(v)|}{2} \) items should be deleted so that \( |D(v)| = O(|D_i(v_i)|) \). When half the items have been deleted from \( D(v) \), we restart the process with a new \( D(v) \) that consist of the remaining items.

There are still a few privacy-related issues with the above idea. First, we cannot restart when exactly half the items have been deleted, which would violate DP. Instead, we run a basic counting mechanism over the deletions of \( D(v) \)
to approximately keep track of the number of deletions; we show that such an approximation will only contribute an additive polylogarithmic error. Second, since in the online interval tree, each item has copies in multiple nodes of $T$, and in each node, we restart the process above multiple times, we need to allocate the privacy budget carefully using sequential composition. But the privacy degradation is only polylogarithmic since both numbers are logarithmic. Finally, the first logarithm, i.e., the number of copies of each item, is the height of the tree $\log m_t$ where $m_t = N_t + \log \log t$, but $m_t$ is not known in advance. Thus, we allocate a privacy budget proportional to $1/t^\ell$ to a node at level $\ell$ for $\ell = 1, 2, \ldots, \log m_t$, so that the total privacy is bounded for any $m_t$, while incurring another logarithmic-factor degradation. Note that we could have used a tighter series $1/t^{\ell+\eta}$ for any constant $\eta > 0$ but we did not try to optimize the polylogarithmic factors for the fully-dynamic algorithm. Algorithm 3 details the steps we run at each node $v$ in the online interval tree. We present in Lemma 10 its accuracy guarantee, assuming each node is allocated with $(\varepsilon, \delta)$-DP.

**Lemma 10.** For each node $v$, Algorithm 3 is $(\varepsilon, \delta)$-DP. Suppose there is a static $(\varepsilon, \delta)$-DP mechanism for answering a class $Q$ of linear queries with error function $\alpha^{(k)}(\varepsilon, \delta, |D|)$. Then Algorithm 3 answers $Q(D_t(v))$ for any node $v$ at time $t = t_j$ with error $O\left(\alpha^{(log)} \left( \frac{\varepsilon}{\log j}, \frac{\delta}{\log j}, \beta, n_t(v) + O(1) \right) \right)$ with probability at least $1 - \beta$.

**Proof.** Privacy. Algorithm 3 uses four black-box mechanisms: When $v$ is initialized, the Laplace mechanism is used to protect its size $|D(v)|$, and a static mechanism $M_Q$ is used to answer $Q(D(v))$: then two insertion-only mechanisms $M_{Q_{-ins}}$ and $M_{Lap-Ins}$ are used to compute $Q$ and the basic counting query respectively over the deletions. In any round $r$, the composition of these four mechanisms is $(4\varepsilon, 3\delta_t) = \left( \frac{6\varepsilon}{\pi^{2}\tau}, \frac{6\delta}{\pi^{2}\tau} \right)$-DP. As we restart these four mechanisms, they are sequentially composed, which guarantees the whole mechanism at node $v$ is $(\sum_{r=1}^{\infty} \frac{6\varepsilon}{\pi^{2}\tau r}, \sum_{r=1}^{\infty} \frac{6\delta}{\pi^{2}\tau r}) = (\varepsilon, \delta)$-DP, independent of the number of restarts.

**Accuracy.** We first bound the number of restarts $r$ as follows. Note that $\gamma_{t,r}$ is the error bound of the Laplace mechanism at time $t$ in round $r$. When a restart happens at time $t = t_j$, we have $\hat{n}^{del}_t > \bar{n} + 2\gamma_{t,r}$. With probability $1 - 2\beta$, both $\hat{n}^{del}$ and $\bar{n}$ have error at most $2\gamma_{t,r}$. Conditioned on this happening, $\hat{n}^{del}_t > n_t(v)/2$: at least half of the remaining items have been deleted since the last restart. Since $v$ was initialized with $n(v) \leq N_t$ items, this can happen at most $r = O(\log n_t(v)) = O(\log N_t)$ times before there are only $n_t(v) \leq \gamma_{t,r}$ items left. Afterwards $\hat{n} < 2\gamma_{t,r}$ is true and the algorithm halts by answering $0$, which has error at most $n_t(v) = O(\gamma_{t,r})$. Therefore, with probability $1 - \sum_{r=1}^{\infty} 2\beta = 1 - \beta/3$, there can only be $O(\log N_t)$ rounds. We condition on this event in the following.

We next bound the error of $Q(D_t(v))$ in any round $r = O(\log N_t)$. If the algorithm does restart at time $t$, the latest dataset is computed and a fresh static mechanism $M_Q$ with privacy budget $(\varepsilon, \delta_t)$ is used to answer $Q(D_t(v))$, whose error is $O(\alpha(\varepsilon, \delta_t, |D|)) = O(\alpha(\varepsilon, \delta_t, \beta, n_t(v)))$ with probability $1 - \beta/2$. Otherwise (line 23), with probability $1 - 2\beta$, we have the actual number of deletions $n^{del}_t \leq n_t(v)/2 + 4\gamma_{t,r}$, where $n_t(v)$ is the number of remaining items in the current round from the last restart. Namely the current data size is at least $n_t(v) = n_t(v) - n^{del}_t \geq n_t(v)/2 - 2\gamma_{t,r}$. Further conditioned on this, we have with probability $1 - \beta/6$, the error for $Q(D_t(v))$ obtained from $M_Q$ is $O(\alpha(\varepsilon, \delta_t, \beta, n_t(v)))$. Also with probability $1 - \beta/6$, the error of $Q(D^{del}_t(v))$ obtained from $M_{Q_{-ins}}$ is $O(\alpha^{(log)} \left( \frac{\varepsilon}{\log j}, \frac{\delta}{\log j}, \beta, n_t(v) + \gamma_{t,r} \right))$ using Theorem 8. Both terms are covered by $O(\alpha^{(log)} \left( \frac{\varepsilon}{\log j}, \frac{\delta}{\log j}, \beta, n_t(v) + \gamma_{t,r} \right))$, as $n^{del}_t + n_t(v) \leq 3n_t(v)/2 + 4\gamma_{t,r} \leq 3n_t(v)/2 + 16\gamma_{t,r} = O(n_t(v) + \gamma_{t,r})$. So at any time $t = t_j$ and in any round $r$, the error of answering $Q(D_t(v))$ can be bounded by $O(\alpha^{(log)} \left( \frac{\varepsilon}{\log j}, \frac{\delta}{\log j}, \beta, n_t(v) + \gamma_{t,r} \right))$ with probability $1 - 2\beta - 2\beta/6 \geq 1 - 2\beta/3$.

Finally for $t = t_j$, take $\gamma_{t,r} = O(\frac{1}{\log j} \log \frac{1}{\varepsilon})$ from Theorem 8 ($\varepsilon, \delta_t) = (\Theta(\frac{1}{\varepsilon}), \Theta(\frac{1}{\delta_t}))$, and $r = O(\log N_t)$, the error bound for $Q(D_t(v))$ is (with probability $1 - \beta$)

$$
O\left( \alpha^{(log)} \left( \frac{\varepsilon}{\log^2 N_t \log j}, \frac{\delta}{\log^2 N_t \log j}, \beta, n_t(v) + \frac{1}{\varepsilon} \log^{1.5} \frac{\log N_t}{\beta} \right) \right)
$$

**4.3 Putting it Together**

Lemma 10 assumes each node is under $(\varepsilon, \delta)$-DP, which we cannot afford since we have an outer tree of depth $\log m_t$. Instead we allocate $(\varepsilon(v), \delta(v)) = \left( \frac{6\varepsilon}{\pi^{2}\tau}, \frac{6\delta}{\pi^{2}\tau} \right)$ to a node $v$ at level $l$ in the outer tree, so that the composed mechanism

---

6Note that the additive $\frac{1}{\varepsilon} \log \frac{1}{\delta}$ term in Theorem 8 does not apply here, since we do not need to invoke another infinite partitioning.
is still $(\varepsilon, \delta)$-DP. The final sum consists of a disjoint union of at most $\log m_t$ nodes, where the error of each node is given by Lemma 10 under $(\varepsilon(v), \delta(v))$-DP and $j \leq m_t$. We have the total error at any time $t$ is

$$O \left( \alpha^{(\log^2 m_t)} \left( \frac{\varepsilon}{\log^2 N_t \log^2 m_t}, \frac{\delta}{\log^2 N_t \log^2 m_t}, \beta, n_t + \frac{1}{\varepsilon} \log^{1.5} m_t \log \frac{\log m_t}{\beta} \right) \right)$$

Finally, conditioned on $m_t = O(N_t + \log \log t)$ (which always holds for small $\beta$), and include the additive error from segmentation, we get the following theorem.

**Theorem 11.** Suppose there is a static $(\varepsilon, \delta)$-DP mechanism for answering a class $Q$ of linear queries with error function $\alpha^{(k)}$. There exists a mechanism for fully-dynamic streams such that at time $t$ it has error

$$O \left( \alpha^{(\log^2 m_t)} \left( \frac{\varepsilon}{\log^2 m_t}, \frac{\delta}{\log^2 m_t}, \beta, n_t + \frac{1}{\varepsilon} \log^{1.5} m_t \log \frac{\log m_t}{\beta} \right) \right) + \frac{1}{\varepsilon} \log \frac{t}{\beta},$$

with probability $1 - \beta$, where $m_t = N_t + \log \log t$, where $N_t$ is the number of updates and $n_t$ is the size of the dataset at time $t$.

When instantiated with the PMW mechanism where $\alpha^{(k)}_{PMW} = \hat{O}(k \cdot \alpha^{(k)}_{PMW})$, the above bound simplifies to $\hat{O}(n_t^{1/2})$ (for $\delta > 0$) or $\hat{O}(n_t^{1/3})$ (for $\delta = 0$), matching the optimal error bound in the static setting up to polylogarithmic factors.
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A DP Mechanisms for Linear Queries: A Review

In this section, we present some important DP mechanisms for linear queries and their error bounds below. We first analyze the error of a single mechanism, which is similar to the analysis in [7], where we clarify the dependency on $\beta$. We then discuss the error bounds for a disjoint union of such mechanisms.

A.1 Error Bounds

**Laplace Mechanism.** When $Q = \{f\}$ is a single query, the Laplace mechanism $M_{\text{Lap}}(D) = f(D) + \text{Lap}(\frac{1}{\varepsilon})$ has error $\alpha_{\text{Lap}}(\varepsilon, \beta) = \frac{1}{\varepsilon} \ln \frac{1}{\beta}$. When $Q$ contains multiple queries, we may add $\text{Lap}(\frac{1}{\varepsilon})$ noise to each query result and apply basic composition to guarantee $\varepsilon$-DP of the whole mechanism. To translate it into an error bound, we bound the failure probability of each noise by $\frac{\beta}{\varepsilon}$, so that a union bound will bring the total failure probability to $\beta$. A similar argument can be made using advanced composition. To conclude, answering a set of queries $Q$ using the Laplace mechanism achieves error (for $\delta \geq 0$)

$$
\alpha_{\text{Lap}}(\varepsilon, \delta, |Q|, \beta) = \begin{cases} 
O \left( \frac{|Q|}{\varepsilon} \log \frac{|Q|}{\beta} \right), & \delta \leq e^{-\Omega(|Q|)}; \\
O \left( \frac{\sqrt{|Q|} \log \frac{1}{\delta}}{\varepsilon} \log \frac{|Q|}{\beta} \right), & \delta \geq e^{-O(|Q|)}. 
\end{cases}
$$

**Gaussian Mechanism.** Similar to the Laplace mechanism, the Gaussian mechanism protects $(\varepsilon, \delta)$-DP of query $f$ by outputting $M_{\text{Gauss}}(D) = f(D) + \mathcal{N}(0, \frac{\varepsilon^2}{2} \ln \frac{1}{\delta^2})$, and $\alpha_{\text{Gauss}}(\varepsilon, \delta, \beta) = \frac{\varepsilon^2}{2} \ln \frac{1}{\delta^2} \ln \frac{1}{\beta}$. When composing multiple Gaussian mechanisms that each answers a query from $Q$, $zCDP$ composition [14] can be applied, which shows
Apart from mechanisms mentioned above, there are other private mechanisms for linear queries. For example, the unbiaseness saves a factor of \(\sqrt{n}\). In this paper we use a black-box approach, all these algorithms can be plugged into our framework so as to support dynamic datasets, without detailing the best mechanism under a specific setting and choice of the parameters. Since our running example, we immediately have \(\alpha_{\text{Gauss}}(\epsilon, \delta, |Q|, \beta) = O\left(\frac{\sqrt{|Q| \log \frac{1}{\beta}}}{\epsilon} \sqrt{\log \frac{|Q|}{\beta}}\right)\).

### Private Multiplicative Weights

When there are many queries \(|Q| = \Omega(|D|)\), composing individual mechanisms has error polynomial in \(|Q|\), thus also in \(|D|\). The Private Multiplicative Weights mechanism \([2, 3]\) performs better in this case. The following error bound is presented in \([3, 1]\).

\[
\alpha_{\text{PMW}}(\epsilon, \delta, |D|, |Q|, |X|) = \begin{cases} O\left(|D|^\frac{1}{2} \left(\frac{\log |X| \log |Q|}{\epsilon} \right)^{1+}\right), & \delta = 0; \\
O\left(|D|^\frac{1}{2} \left(\frac{\log |X| \log |Q|}{\epsilon} \right)^{1+}\right), & \delta > 0.
\end{cases}
\]

Apart from mechanisms mentioned above, there are other private mechanisms for linear queries. For example, the optimal composition \([13]\) can be used in place of basic or advanced composition to provide a better allocation of privacy budget, yet computing it is costly. The \(|Q|\) factor is removable for Laplace mechanism \([22]\) and almost removable for Gaussian mechanism \([23]\). Under pure-DP, SmallDB \([24]\) has asymptotically the same error as PMW, but its running time is prohibitive. The Matrix mechanism \([25, 18]\) exploits structural properties within the query set \(Q\) and works well in practice. But it does not have a closed-form error bound for general queries.

In general, the best mechanism is related to the hereditary discrepancy \([26, 11]\) of the set of queries. For example, for \(d\)-dimensional halfspace counting queries, \([11]\) has error \(O(n^{\frac{1}{2}-\frac{1}{2d}}/\epsilon)\) with high probability. In this paper we use \(\alpha\) as a function of \(\epsilon, \delta, \beta\), and possibly \(|D|, |X|, |Q|\) to denote the error of any mechanism answering linear queries on static datasets, without detailing the best mechanism under a specific setting and choice of the parameters. Since our paper takes a black-box approach, all these algorithms can be plugged into our framework so as to support dynamic data, while incurring a polylogarithmic-factor degradation.

#### A.2 Error Bounds under Disjoint Union

In this paper we use \(\alpha^{(k)}(\epsilon, \delta, |D|, \ldots)\) to denote the error (with probability \(1 - \beta\)) of the sum of \(k\) mechanisms on disjoint datasets. The \(\epsilon\) and \(\delta\) here requires each individual mechanism to be \((\epsilon, \delta)\)-DP. The privacy requirement of the whole mechanism is analyzed separately, and fed as input to the \(\alpha^{(k)}\) function. The \(|D|\) here denotes the total size \(\sum_{i=1}^{k} |D_i|\) of the \(k\) disjoint datasets.

It always holds that \(\alpha^{(k)}(\epsilon, \delta, |D|) \leq k \cdot \alpha(\epsilon, \delta, \frac{\beta}{k})\) by taking a union bound over the guarantees \(k\) individual mechanisms. In this section, we show cases where \(\alpha^{(k)}\) can be tighter for specific mechanisms. We will use \(\alpha_{\text{Lap}}(\epsilon, \beta) = \frac{1}{\epsilon} \ln \frac{1}{\beta}\) as our running example. We immediately have \(\alpha_{\text{Lap}}^{(k)}(\epsilon, \beta) \leq \frac{k}{\epsilon} \ln \frac{1}{\beta}\) by the union bound reduction.

**Unbiasedness.** If a mechanism \(\mathcal{M}\) is unbiased with error \(\alpha(\epsilon, \delta, \beta)\), naturally the error only grows by \(\sqrt{k}\). We can argue that with all but \(\frac{\beta}{\alpha}\) probability, each of the \(k\) mechanisms simultaneously has its error bounded by \(\alpha(\epsilon, \delta, \frac{\beta}{2k})\). Conditioned on this happening, apply Hoeffding’s inequality with the remaining \(\frac{\beta}{2k}\) probability, we get

\[
\alpha_{\text{Unbiased}}^{(k)}(\epsilon, \delta, \beta) \leq \sqrt{2k \ln \frac{4}{\beta} \cdot \alpha(\epsilon, \delta, \frac{\beta}{2k})}.
\]

The unbiaseness saves a \(\sqrt{k}\) dependency on \(k\). For the Laplace mechanism, this means

\[
\alpha_{\text{Lap}}^{(k)}(\epsilon, \beta) = O\left(\frac{\sqrt{k}}{\epsilon} \sqrt{\log \frac{1}{\beta} \log \frac{k}{\beta}}\right).
\]
Concentration Bounds. For specific distributions like the Laplace (sub-exponential) and the Gaussian (sub-gaussian), concentration bounds are tighter than bounds derived by their unbiasedness. In general it saves the \( \log k \) factor from applying union bound. For the Laplace mechanism, note that the \( \text{Lap}(\frac{1}{\epsilon}) \) random variable is sub-exponential with norm \( \| \text{Lap}(\frac{1}{\epsilon}) \|_{\Psi_1} = \frac{2}{\epsilon} \). We can then apply Bernstein’s inequality [8].

Lemma 12 (Bernstein’s inequality). Let \( X_1, \ldots, X_k \) be i.i.d. zero-mean sub-exponential random variables with norm \( \Psi_1 \). There is an absolute constant \( c \) so that for any \( t \geq 0 \),

\[
\Pr \left[ \left| \sum_{i=1}^{k} X_i \right| > t \right] \leq 2 \exp \left[ -c \min \left\{ \frac{t^2}{k \Psi_1^2}, \frac{t}{\Psi_1} \right\} \right]
\]

This gives a tighter error function for the Laplace mechanism

\[
\alpha_{\text{Lap}}^{(k)}(\epsilon, \beta) = O \left( \frac{\sqrt{k \log \frac{1}{\beta}} + \log \frac{1}{\beta}}{\epsilon} \right).
\]

To give another example, the sum of \( k \) Gaussian noises is still a Gaussian noise with the variance scaled up by \( k \), thus the disjoint union of \( k \) Gaussian mechanisms has error function

\[
\alpha_{\text{Gauss}}^{(k)}(\epsilon, \delta, \beta) = O \left( \frac{\sqrt{k \log \frac{1}{\delta} \log \frac{1}{\beta}}}{\epsilon} \right).
\]
Algorithm 3: $(\varepsilon, \delta)$-DP Algorithm at node $v = v_i$

**Input:** Fully-dynamic update stream $((x_1, c_1), \ldots, (x_t, c_t), \ldots)$, timestamps $(t_1, \ldots, t_j, \ldots)$, online interval tree node $v = v_i$, probability $\beta$, privacy budget $(\varepsilon, \delta)$

**Input:** Static mechanism $\mathcal{M}_Q$ and insertion-only mechanism $\mathcal{M}_{Q-\text{Ins}}$ for answering queries $Q$, continual counting mechanism $\mathcal{M}_{\text{Lap-Ins}}$

**Output:** $Q(D_i(v))$ at any time $t = t_j$

```plaintext
/* Initialize */
1 $r \leftarrow 1$, $(\varepsilon_r, \delta_r) \leftarrow (\frac{3\varepsilon}{2\varepsilon+1}, \frac{2\delta}{\varepsilon+1})$, $\beta_r \leftarrow \frac{1}{\varepsilon+1}$
2 $D(v) \leftarrow$ All items in $D_i$ inserted after the closest left-ancestor of $v$ in the online interval tree;
3 $\tilde{n} \leftarrow |D(v)| + \text{Lap}(\frac{1}{\varepsilon_r})$;
4 Release $\mathcal{M}_Q(D(v))$ under $(\varepsilon, \delta)$-DP as output to answer $Q(D(v))$;
5 Initiate $\mathcal{M}_{Q-\text{Ins}}$ and $\mathcal{M}_{\text{Lap-Ins}}$, each under $(\varepsilon, \delta)$-DP;

/* Handle deletions */
6 foreach $j \leftarrow i + 1, i + 2, \ldots$ do
7     foreach update $(x, c)$ in segment $s_j$ do
8         if $c = -1$ and $x \in D(v)$ then /* Update $D(v)$ */
9             Augment the deletion time of $x \in D(v)$ to $(x, t_j)$;
10            Feed an update $x$ to $\mathcal{M}_{Q-\text{Ins}}$ and $\mathcal{M}_{\text{Lap-Ins}}$;
11        else
12            Feed an update $\bot$ to $\mathcal{M}_{Q-\text{Ins}}$ and $\mathcal{M}_{\text{Lap-Ins}}$;
13        $\tilde{n}^{\text{del}} \leftarrow$ The number of deleted items obtained from $\mathcal{M}_{\text{Lap-Ins}}$;
14        $\gamma_{t,r} \leftarrow$ The (public) error bound of $\mathcal{M}_{\text{Lap-Ins}}$ at time $t$ with probability $1 - \beta_r$;
15        if $\tilde{n}^{\text{del}} \geq \tilde{n}/2 + 2\gamma_{t,r}$ then /* Restart */
16            $r \leftarrow r + 1$, $(\varepsilon_r, \delta_r) \leftarrow (\frac{3\varepsilon_r}{2\varepsilon_r+1}, \frac{2\delta_r}{\varepsilon_r+1})$, $\beta_r \leftarrow \frac{1}{\varepsilon_r+1}$
17            $D(v) \leftarrow D(v)$ all augmented items in $D(v)$;
18            $\tilde{n} \leftarrow |D(v)| + \text{Lap}(\frac{1}{\varepsilon_r})$;
19        if $\tilde{n} < 2\gamma_{t,r}$ then /* Terminate */
20            Halt by answering $0$ for all future $Q(D_i(v))$;
21            Release a new $\mathcal{M}_Q(D(v))$ under $(\varepsilon, \delta)$-DP as output to answer $Q(D_i(t_j)(v))$;
22            Restart both $\mathcal{M}_{Q-\text{Ins}}$ and $\mathcal{M}_{\text{Lap-Ins}}$, each under $(\varepsilon, \delta)$-DP;
23        else
24            Obtain the query result for the current round $Q(D(v))$ from $\mathcal{M}_Q$;
25            Obtain the query result for deleted items $Q(D_i^{\text{del}}(v))$ from $\mathcal{M}_{Q-\text{Ins}}$;
26            $Q(D_i(v)) \leftarrow Q(D_i(v)) - Q(D_i^{\text{del}}(v))$;
```

Output $Q(D_i(v))$ as $Q(D_i(v)) \leftarrow Q(D_i(v)) - Q(D_i^{\text{del}}(v))$;