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ABSTRACT
Research in population and public health focuses on the mechanisms between different cultural, social, and environmental factors and their effect on the health, of not just individuals, but communities as a whole. We present here a very brief introduction into research in these fields, as well as connections to existing machine learning work to help activate the machine learning community on such topics and highlight specific opportunities where machine learning, public and population health may synergize to better achieve health equity.
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1 POPULATION AND PUBLIC HEALTH
Population and public health are approaches to health research and practice which aim to to understand what makes and keeps people healthy [52]. The major underpinning principle for this approach is that of health equity, defined as "Minimizing avoidable disparities in health and its determinants – including but not limited to health care – between groups of people who have different levels of underlying social advantage or privilege, i.e., different levels of power, wealth, or prestige due to their positions in society relative to other groups” [4]. Thus this guiding principle necessitates a focus on determinants, antecedents and other factors related to health outside the hospital. As further described by the socioecological model of health (Figure 1), a cornerstone of these domains which provides a conceptual model to illustrate how the health of an individual is affected by multiple factors operating at different levels in a hierarchy, these multi-level factors include public policies at the national and international level, availability of health resources within a neighborhood, community behavior, and ultimately the habits and behavior of individuals [6]. Understanding the complex interactions between individuals and their environments is crucial to realize not just how the health of the high-risk individuals, for example, those suffering from cardiovascular disease risk, can be improved but also what policies would benefit the community as a whole, such as will introducing healthier food options in a neighborhood help people to improve their diet [55]?

1.1 Potential impact
Realizing these complex interactions and identifying their effect on health outcomes remains one of the most prominent challenges as impact of doing so would be very large. For example, the inequalities in life expectancy for women with different income levels in the United States are large and growing [42]. As well in the United States, social factors account for 25-60% of deaths in any given year according to results from various meta-analyses [24], and these factors play a significant role in prevention of the five leading causes of death (diseases of the heart, cancer, unintentional injuries, cerebrovascular diseases, and chronic lower respiratory diseases) [9]. Worldwide, 80% of the growing burden of noncommunicable diseases could be prevented through modifying behaviors such as reducing tobacco/alcohol or fat and salt consumption, promoting physical activity and improving environmental conditions such as air quality and urban planning [59].

Although in the past decade statistical and machine learning approaches have made considerable progress in automating clinical tasks, here we aim to illustrates where and how such techniques can be useful in a more holistic view of health. Towards this, we summarize existing challenges in public and population health and related opportunities. The outline of the document is as follows: we introduce the data used in population and public health studies in Section 2, followed by approaches for analyzing risk factors and disparities in Section 3, and finally, present some directions for future work that leverages synergies in machine learning and population and public health in Section 4.

2 DATA IN PUBLIC HEALTH
Considering that health is affected by individual-level and community-level attributes, a large focus of work is on identifying and understanding all of these potential factors and how they affect health outcomes. Naturally, this involves assessing not just biological factors but also social factors such as income, education, and socioeconomic status (SES). The World Health Organization (WHO)
defines these social determinants of health (SDoH) as "conditions in which people are born, grow, live, work and age", such circumstances are shaped by the distribution of power, money, and resources, not just at the local level but also global and national levels [58]. It is important to note that these factors can come into play and have effect throughout the life course or across generations [8]. For example, adverse childhood experience of parents was found to be associated with higher odds of poor health of the child [30]. Thus it is paramount to look beyond the individual’s immediate risk factors and assess such inter-generational effects as well as the social, economic, and cultural environments that an individual identifies with. We next present some of the approaches to identifying and assessing social factors. Following we describe, through the deep literature on social determinants, common approaches for their measurement, and we distill challenges which can illuminate potential opportunities for machine learning.

2.1 Measuring social determinants of health

Traditional approaches to data collection in public health involve aggregation across multiple levels. Individuals often report data to public health practitioners and healthcare workers, which is then aggregated by local officials and forwarded to health ministries at the national level and finally analyzed at the international level by organizations like World Health Organization, United Nations. This results in robust, denominator-based data available from public health or governmental organizations, such as the national health and nutrition examination survey (NHANES) [18] or the behavioral risk factor surveillance system (BRFSS) [54]. These types of data systems also aim to capture different indicators which compose each construct (e.g. housing quality can be measured through data on rental status, sanitation status, crowding, indoor air quality, etc.) [28]. However, there is also a loss of critical information at an individual level due to aggregation as well as temporal delays in the process. Accordingly, the rising ubiquity in technologies such as smartphones and social media sites like Twitter or Instagram has come to the forefront, making it possible to access high-resolution data that does not suffer from recall or information biases, and to capture information across daily behavioral patterns [11, 36, 62].

These new data sources provide opportunity for measuring social determinants, but also come with their own challenges. After over a decade of their use in health studies, it is now possible to distill common challenges. Beyond data privacy, which we highlight but do not discuss here at length as there are several other reports which focus on it [40, 46], one of the most prominent issues is understanding the study’s denominator, i.e., who all were included in study [12]. Moreover, since studies are often focused on specific groups in the community, this raises internal and external validity issues. First, it is important to understand what the measured variables are indicative of, and what constructs they represent. For example, recent work on how individual-level syndromic reports or passive data from individuals relates to microbiologic confirmation [14], aims to address early challenges highlighted in using data such as Google searches to predict influenza [29]. Research on the data generating process of new digital data sources is also imperative to understand what the data represents, and why data is being shared by individuals [37]. Second, can the results be extended to other situations, groups, or events; which sub-populations are representative of the hypothesis [38]? To understand this phenomenon, a recent study analyzed the characteristics of different surveillance approaches (such as the questions asked, time of data collection) for influenza and their effect on predictive performance. Even if similar syndromic data is collected across all the approaches, there are considerable differences in the predictive value of the syndromic data [12], highlighting that the same type of data can represent different factors across studies (in this case the mode of data collection can affect the specificity/sensitivity of respiratory infection syndromic data). Although there are significant differences in sample representation and predictivity across studies, it is crucial to understand external validity as it provides a way to understand population-level characteristics that remain invariant across studies [11, 37].

Challenges in measuring social determinants echo recent work in the computer science literature. Holstein et al. interviewed data scientists and synthesized findings around the importance of better data for improving the performance of machine learning models opposed to model development [25]. Further, mapping from the construct to the observed space can itself be a place where bias can enter [19], and thus special attention to which data and from whom it is gathered, should be highlighted in health research.

2.2 Integrating social determinants of health in machine learning models

Beyond work capturing social determinants using machine learning from person-generated sources [1, 48], a recent systematic review analyzed how social determinants have been used to study the risk factors of cardiovascular diseases [63]. While common social determinants like age, gender, race, income, and education have been analyzed for estimating cardiovascular risk, most commonly the factors considered are at the individual-level even though research has clearly shown that community-level factors such as a person’s neighborhood’s overall income can also affect their disease risk [63]. Moreover, most studies to-date using machine learning models have involved associative studies. However, it is essential to understand the complex causal pathways between the social factors and the health outcomes in order to design effective interventions. Thus, there is a need to look beyond familiar data sources such as electronic health records (EHR), and develop approaches for evaluating the causal underpinnings in the data that captures these multi-level factors. Recognizing and understanding these social determinants of health across high dimensional multi-modal sources is an area which may benefit through the use of machine learning.

2.3 Are social variables intervenable?

Sometimes the use of social variables in causal models is restricted, under the premise that they are non-manipulable, or not intervenable [21]. Moreover, causal methods often assume stable unit treatment value (SUTVA). This implies that there is no interference and only one version of treatment, but this is often impossible with the complex interaction between social determinants. One proposed solution for this is to manipulate downstream mediators, such as encouraging children to read in order to increase their cognitive
ability. But in order to make structural changes, we still need to address the root cause of disparities, and also aim at intervening on upstream social determinants, such as improving SES [31].

At the same time, quantitative health researchers have aimed to understand how structural factors relate to health while also keeping in mind what is possible to intervene. One example of this is a simulation study aimed at understanding factors related to reducing the prevalence of chronic illnesses. While it was postulated that multiple social factors like social cohesion, jobs/income, education level, individual behavior, housing and healthcare interventions can lead to reduction in chronic illness, the simulation study narrowed down which factors were related based on data from their setting. They were also able to quantify the intervention needed for each social factor in order to lower chronic illness prevalence [34].

3 TYPES OF HEALTH TASKS

Guided by the principle of health equity defined above, we see that a broad focus on multi-level aspects related to health in order to understand as well as intervene on is essential. Accordingly, we developed a taxonomy to consolidate types of tasks. We provide examples of where machine learning has been used in each type of task, and where further innovation in each of these is possible as well. The taxonomy includes: 1) identification of factors (biological, environmental, social, etc.) and their relation to health, 2) design/evaluation of interventions and policies on health, 3) prediction of outcomes, and 4) allocation of resources at the individual or group level. We briefly describe examples of such tasks below, full discussion on the health taxonomy can be found at https://chunaralab.github.io/MLPH.

1 Identification of factors. Learning what contributes to health outcomes is a common theme across biological, social and other factors, and a good opportunity for learning from data which is a fundamental aspect of machine learning. The concept of identification comes into play across a broad range of studies in health, from learning biological mechanisms [7], assessment of treatment effects [33] to epidemiological studies of spatial factors [2].

2 Design of interventions. Interventions can occur at multiple levels and through different mediums, providing diversity in this category as well. For example, group based intervention programs are one of the means for reducing substance abuse by reinforcing positive behavior. With the advent of digital data available, social networks can be used for designing interventions and targeting high risk individuals in proximity with already exposed users. For example, Rahmatatalabi et al. [49] present an influence-based partitioning of social networks to identify high impact intervention groups.

3 Prediction of outcomes. While predicting treatment effectiveness [27], mortality risk [51], hospital readmission [20], and disease prognosis [15] are some tasks well studied in machine learning, predicting risk scores with clinical algorithms while mitigating health disparities as well as prediction of outside-hospital events are still crucial challenges [57].

4 Allocation of resources. Resource allocation is a well studied problem in artificial intelligence. For example, in order to ensure equity in access to resources Snyder et al. [53] suggest an allocation system combining a medical priority score and a geographic feasibility score to facilitate organ allocation across geographical boundaries. However, there is further opportunity to consider the types of resources and attributes which are considered in allocation, with a health equity lens.

3.1 Causal approaches to understand mechanisms between social determinants and health

Causal approaches are critical for understanding the mechanism between different social factors and health outcomes. Causal methods provide a way to incorporate prior knowledge about mechanisms into modeling, and also to identify what is intervenable. For example, it is known that the social construct of ‘race’ has direct effects on the health of individuals belonging to the disadvantaged group. To improve the health of the marginalized individuals, it may be argued that race cannot be intervened upon and there is nothing that can be done to race to improve the existing scenario. However, the social construct can be decomposed into several interacting factors like parents’ genetics, family culture, social perspectives about appearance, the early life socio-economic conditions, and late-life socio-economic conditions. While some of the factors like parents’ genetics cannot be intervened upon, it is still possible to mitigate health disparities by focusing on intervenable factors like socio-economic conditions [56].

Another aspect of modeling social determinants apart from decomposing social constructs into interacting factors is realizing the different pathways and interaction effects (i.e. learning the data generating process). For example, an analysis of the health behavior of individuals on social media website Instagram revealed that the immediate environment comprising of the food resources in the neighborhood as well as the social network of an individual (the profiles being followed and interacted with) affect what individuals post on Instagram about dining [36]. What is interesting here is the focus on learning the mechanism through which the social environment has an effect on the health behavior, more broadly than existing public health knowledge. While existing work in public health has shown there is a direct effect of the availability of resources in the proximity of an individual and their health [41], this work augments current understanding to include factors from the online environment and understanding the mechanism between the online and social environment and in turn its effect on what an individual posts online.

Causal methods are critical in models, including when considering social variables. A natural experiment across various states in the United States (with varying compulsory education laws) analyzed the impact of education level on cardiovascular disease risk. A postulated causal graph with multiple pathways from education level to cardiovascular disease risk is represented in Figure 2. A simple association method concludes that education level decreases cardiovascular disease risk across all risk factors such as BMI, cholesterol, smoking, and depression. On the other hand, a causal approach, known as instrumental variables (IV), presents that education does not improve BMI and cholesterol risks [23].
can be attributed to the sedentary lifestyle resulting from improved income sources correlated with increased education levels. It is thus essential to identify the various interacting factors comprising a social construct and estimate the effects of social determinants via appropriate causal methods.

3.2 Pitfalls with 'proxies' in health modeling

Although it is necessary to include and analyze the several comprising factors of social constructs like 'race,' it is often unknown what the comprising factors are, how they interact, and how to model them. An inaccurate understanding of variations within and between groups, along with difficulty in attaining the relevant social factors have lead to the use of known social constructs like race as proxies for these unknown, unmeasured factors. A recent study highlighted several clinical tools across cardiology, nephrology, obstetrics, and many other specialties, which all use race while estimating risk factors, and how this use severely compromises the health of marginalized individuals [57]. A specific example of this is in the common way that kidney function is estimated using glomerular filtration rate (GFR) (estimated glomerular filtration rate) which uses serum creatinine levels and the race of the individual. Serum creatinine is the waste product in the blood resulting from muscle activity, is absorbed from the blood by the kidneys. However, under abnormal kidney function, the level of serum creatinine increases in the blood. Another reason for the increased serum creatinine level is higher muscle mass, which is attributed as the reasoning for considering the race factor. However, further research and understanding of the construction of this equation have illuminated that the use of race is not appropriate. It is not an accurate measure of the proxy, and furthermore results in delayed and disparate treatments to patients identifying as Black individuals [16, 22, 32]. Discussion of these issues has led to the elimination of race considerations in calculating eGFR in several hospitals around the United States [44, 64]. How any relevant genomic variation can be assessed and reported without stratifying populations based on factors like race and ethnicity is a challenge to be addressed [3].

3.3 Multiple axes of disparities and intersectionality

A health disparity/inequality is a particular difference in type of health where disadvantaged social groups like women, poor, racial/ethnic minorities experience greater health risks [4]. Such disparities are reflective of social oppression and its influence on the health of disadvantaged individuals. It is essential to identify what leads to disparate health outcomes in order to design interventions to mitigate disparities and improve the health of high risk populations. This involves multiple tasks involving what factors affect health including both individual-level and social factors as mentioned before [35, 36], measuring the health outcomes [10, 45], measuring disparities across social groups [5, 47, 50], and finally designing policies to mitigate the disparities [50]. The steps towards mitigating disparities are summarized in Figure 3.

We now present a specific challenge in measuring disparities across groups of people. Health disparities are often measured by considering the average health outcomes of individuals identifying to a specific social construct say race. For example, is the psychiatric readmission rate the same across racial groups [10]. However, measuring health disparities as averages is not enough to identify the narrower sub-populations still suffering from the burden. A longitudinal study of prenatal care access for childbearing women in California across 1994-1995 and 1999-2001 reveals that the federal and state policies within these periods, on average, improved the health of pregnant women. However, disparities continued to exist across income groups even with the introduction of policies [4]. Thus, it is vital to measure differences across multiple social axes such as race, income, and education and primarily focus on individuals existing at the intersections of social disadvantages [13].

One approach for addressing the disparities at intersections of social factors is a multilevel approach known as MAHIDA (Multilevel Analysis of Individual Heterogeneity and Discrimination Accuracy) [17]. It involves decomposing the total variance into a) between-strata variance focusing on identifying and assessing disadvantaged social groups, and b) within-strata variance which aims to identify individuals within a social group that are at added disadvantaged as compared to other members of the group. The approach presents several advantages over fixed-effect models that include interaction terms for multiple sensitive attributes. These include restricting the parameter growth to linear compared to geometric and adjusting for the sample sizes of the intersectionalities. The approach is consistent with the field of eco-epidemiology that cautions against aggregation. Studies have also focused on incorporating information across multiple environments to learn population-level characteristics, especially when subgroups are underrepresented across individual studies [37].
3.4 Health disparities and algorithmic fairness

The growing use of machine learning methods in healthcare has raised the question of whether the model outcomes are discriminatory based on variables like race and ethnicity that are often used in constructing predictions [10, 37]. A recent literature in machine learning and statistics aims on ensuring that model outcomes are not discriminatory towards individuals who have the same merit [26, 39]. For example, multiple fairness definitions like equality of opportunity, demographic parity have been suggested as approaches to restrict model outcomes to ensure fairness. However, given the complex causal relationships between the biological, social and environmental factors that lead to disparities in health outcomes [35] outlined here, questions remain regarding such advances in algorithmic fairness and how they may interface with health disparities [19, 26, 35]. Moreover, assessing disparate health outcomes becomes challenging when the underlying causal mechanisms are not known. We briefly outline specific challenges regarding algorithmic fairness and health disparities.

Algorithmic design goals. First, it is crucial to ensure that the algorithm design supports the goal of health equity. For example, Obermeyer and Mullainathan [45] present that racial disparities in risk scores are a result of considering financial cost expenditure as a proxy for health care needs. It is therefore essential to be aware of such proxies and also assess disparities through different causal pathways, namely 1) direct, where the social construct has a direct impact on the outcome, and 2) through indirect causal pathways which provide an opportunity for performing interventions [60].

Unexplained variance resulting from proxies. Consider the scenario represented in Figure 4 where we are concerned with predicting the health outcome, say risk for cardiovascular disease using the protected attribute, and clinical conditions. We also want to restrict models outcomes to be fair using some fairness metric like demographic parity. Even if we are successful in ensuring that the risk is fair with respect to the racial identity, we are still left with unexplained variance for the social components of race. As we illustrate above, race is a social construct, and it would be unclear if such a model accounts for variances in the true mechanisms which race is acting as a proxy for. For example, do equal risk scores for Black and non-Black patients also ensure that there is no disparity across, say lower-income Black patients vs. higher-income Black patients. Thus, there is a need to both identify intersectional social groups as well as underlying causal mechanisms, and ensure algorithmic fairness for the same.

Equity vs. in-sample fairness. Since data input for the algorithms may not be representative of the population for which decision might be made, it is crucial to be aware of the sub-populations included in the study [43, 61], and mitigate disparate outcomes for under-represented sub-populations [37]. Figure 5 represents a common case in healthcare where different individual factors are used to make algorithmic decisions for patients. A fair algorithmic restricting the model decisions in favor of \( P \) still suffers from population unfairness even if it achieves in-sample fairness. This is worsened by considering the insurance type of the individual, which leads to an association between the said insurance and health outcomes. It is important to note that often individuals are unable to access care, and remain at higher risk. Thus, it is imperative to consider if the aims of our efforts will alleviate and not exacerbate health inequities.

4 CONCLUSION

Health equity is a vast concept, and one that requires understanding and assessment in an ongoing manner, as factors related to health are shaped and change. Through the summary of existing work in population and public health, specific discussion of the importance of social determinants and challenges in their measurement and incorporation into causal models, we have synthesized the many open areas for machine learning, to advance and build on research and practice in this area. The taxonomy helps lay out different areas in health where machine learning has and can play an important role; identifying factors related to health outcomes, design/evaluation of interventions and policies, prediction of outcomes and allocation of resources. Finally, we also discuss how the important growing research on algorithmic fairness interfaces with health disparities. Full discussion on the health taxonomy and related topics can be found at https://chunaralab.github.io/MLPH. In sum, there are many opportunities to build on the deep body of work on health equity. We hope that this work serves to inform and activate the machine learning community on these critical topics.
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