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Abstract

We compute the two-loop minimal form factors of all operators in the SU(2) sector of planar $\mathcal{N} = 4$ SYM theory via on-shell unitarity methods. From the UV divergence of this result, we obtain the two-loop dilatation operator in this sector. Furthermore, we calculate the corresponding finite remainder functions. Since the operators break the supersymmetry, the remainder functions do not have the property of uniform transcendentality. However, the leading transcendentality part turns out to be universal and is identical to the corresponding BPS expressions. The remainder functions are shown to satisfy linear relations which can be explained by Ward identities of form factors following from R-symmetry.
1 Introduction

In the last years, form factors in $\mathcal{N} = 4$ super Yang–Mills (SYM) theory have received increasing attention, both at weak coupling [1–17] and at strong coupling [18–20]. Containing both on-shell states and local composite operators, form factors provide a useful bridge between the purely on-shell amplitudes and the off-shell world of correlation functions. In particular, powerful computational methods developed in the context of scattering amplitudes can be applied to form factors and to other important physical quantities via form factors, such as the spectrum of anomalous dimensions of composite operators and their correlation functions. The form factor $\hat{F}_O$ is defined as the matrix element of a given local operator $O(x)$ between the vacuum $|0\rangle$ and an on-shell $n$-particle state $\langle 1, \ldots, n |$, i.e.

$$\hat{F}_O(1, \ldots, n; q) = \int d^4x \ e^{-iqx} \langle 1, \ldots, n | O(x) | 0 \rangle.$$  

A special class of form factors are the so-called minimal form factors, which contain as many external fields $n$ as there are fields in the operator, and which will be of particular interest for this paper.

Understanding the connection between form factors and the spectral problem of $\mathcal{N} = 4$ SYM theory was recently pushed forward in [16, 17]. In [16], form factors for generic operators were investigated. In particular, it was shown that the complete one-loop dilatation operator [21] can be derived using one-loop minimal form factors, which explains the relation between the one-loop dilatation operator and the four-point scattering amplitude.
derived from symmetry in [22].\footnote{Moreover, in [22] symmetry was used to show that all tree-level scattering amplitudes are related to certain contributions to the dilatation operator. The picture of [22] is equivalent to taking cuts of form factors.} In [17], it was demonstrated that form factors can also be used to calculate anomalous dimensions at two-loop order by investigating the Konishi primary operator. In these studies, on-shell amplitude techniques have played a major role, in particular the (generalised) unitarity method [23–25]. In order to treat general operators, however, an extension of this method is required [17].

Interesting on-shell approaches towards the computation of correlation functions and the dilatation operator were also applied in the following works: see [10, 26] for the application of generalised unitarity, [27] for a spacetime version thereof, [28, 29] for twistor techniques and [30] for the application of MHV diagrams.

Computing form factors and correlators of non-protected local gauge-invariant operators requires renormalisation, which in general implies the mixing of these operators. This procedure singles out certain subsectors, which are closed under renormalisation and which transform under subalgebras of the full \( \text{PSU}(2,2|4) \) symmetry [21]. The simplest toy model for studying the full renormalisation problem of \( \mathcal{N} = 4 \) SYM theory is given by the so-called \( \text{SU}(2) \) sector. This sector is built out of two complex scalar fields \( X \) and \( Y \) transforming in the fundamental representation of \( \text{SU}(2) \), e.g. \( X = \phi_{14} \) and \( Y = \phi_{24} \). Single-trace operators in this sector are of the general form \( O_{\text{bare}} = \text{tr}(X^{k_1}Y^{k_2}X^{k_3}Y^{k_4} \cdots) \), with \( k_j \in \{0,1,2,\ldots\} \). The mixing matrix \( Z \) defining the renormalised operator

\[
O_{\text{ren}} =ZO_{\text{bare}},
\]

\[
Z = 1 + g^2 Z^{(1)} + g^4 Z^{(2)} + \mathcal{O}(g^6),
\]

(1.2)

can then be studied within this simpler subsector, which has been of great importance for capturing the novel integrable structures appearing in planar \( \mathcal{N} = 4 \) SYM theory at higher loop orders [31]. At one-loop order, the crucial observation introducing integrability to planar \( \mathcal{N} = 4 \) SYM theory was that the anomalous dilatation operator defined as

\[
\delta \mathcal{D} = \frac{d}{d\mu} \log Z = 2\pi g^2 \frac{\partial}{\partial g^2} \log Z = \sum_{\ell=1}^{\infty} g^{2\ell} \mathcal{D}^{(\ell)}
\]

(1.3)
takes the form of the integrable Heisenberg spin-chain Hamiltonian within the \( \text{SU}(2) \) sector [32].\footnote{In [32], the larger \( \text{SO}(6) \) sector was actually considered.} The central role of the dilatation operator and its interpretation as an (asymptotic) spin-chain Hamiltonian was further emphasized in [33], where the two-loop dilatation operator with \( \text{SU}(2) \) symmetry was computed from Feynman diagrams and its three-loop correction was derived under the assumption of integrability. A field-theoretic computation of the latter was later performed in [34]. Making use of integrability, a recursive construction for the asymptotic dilatation operator in the \( \text{SU}(2) \) sector is available by now, which allows to compute its operatorial form to high orders in the ’t Hooft coupling constant [35, 36].

In this paper, we continue the program of [16, 17] and study form factors and the dilatation operator at two-loop order in the full \( \text{SU}(2) \) sector. We employ the unitarity
method to obtain the complete two-loop form factors in this sector of planar \( \mathcal{N} = 4 \) SYM theory. Interestingly, the form factor results satisfy linear relations. It turns out that they can be explained by Ward identities of form factors following from R-symmetry.

Form factors of non-protected operators contain both infrared (IR) divergences, due to soft and collinear virtual momenta, and ultraviolet (UV) divergences. The information of the latter allows us to determine the renormalisation matrix \( Z \), and therefore, the dilatation operator.\(^3\) In dimensional regularisation, where the four-dimensional theory is continued to \( D = 4 - 2\varepsilon \) dimensions,\(^4\) all divergences are given by \( 1/\varepsilon^k \) terms. In order to obtain the dilatation operator, we need to disentangle the IR and UV divergences, which is possible since the IR divergences have a well-understood universal structure \([37–40]\). Concretely, we will subtract the IR divergences via the BDS ansatz \([41, 42]\);\(^5\) a similar procedure has already been used in \([16, 17]\).

For amplitudes, it is well-known that the BDS ansatz does in general not give the full result but allows for a finite remainder function \([18]\), which was first studied for the six-gluon case in \([45–47]\). For form factors of BPS operators, remainder functions have also been studied in \([8, 14]\). In particular, interesting properties associated to the so-called transcendentality were observed, such as the maximal transcendentality principle, which we will review below. In this paper, we will study the remainder functions of form factors of non-protected operators, where new features appear.

Quantities in \( \mathcal{N} = 4 \) SYM theory have shown interesting properties with respect to their transcendentality. Scattering amplitudes and form factors of BPS operators as well as their remainders have uniform transcendentality:\(^6\) at \( \ell \)-loop order, they can be expressed as linear combinations of transcendental functions and numbers, or products of them, of uniform degree \( 2\ell \). Furthermore, remarkable relations have been found between the results of \( \mathcal{N} = 4 \) SYM theory and QCD. It was first argued in \([51]\) that, for anomalous dimensions of twist-two operators, the \( \mathcal{N} = 4 \) SYM theory result is given by the leading transcendental part of the QCD result. This is usually referred to as the maximal transcendentality principle; see also \([7, 52–54]\) for further discussions. While this heuristic relation was observed only for anomalous dimensions, in \([8]\) it was found that the remainder function of certain BPS two-loop form factors matches exactly the leading transcendental part of related two-loop Higgs-to-gluons amplitudes in QCD \([55]\). This provides a first example where the maximal transcendentality principle is extended from pure numbers to functions which may have non-trivial kinematic dependence.\(^7\)

In this paper, we demonstrate that form factors of non-protected operators show new

---

\(^3\)The anomalous dimensions can then be obtained as eigenvalues of the dilatation operator.  
\(^4\)When continuing the spacetime dimension, also the fields have to be continued to \( D = 4 - 2\varepsilon \). This leads to some important subtleties which have been analysed in detail in \([17]\). These subtleties are, however, absent in the SU(2) sector.  
\(^5\)See also the previous studies of amplitudes in QCD \([43, 44]\).  
\(^6\)This is true at least in the cases of lower points or lower loops. There are known examples of amplitudes at sufficient high points in \( \mathcal{N} = 4 \) SYM theory which are not given by transcendental functions but elliptic functions \([48–50]\).  
\(^7\)An interesting correspondence between the transcendental functions of \( \mathcal{N} = 4 \) SYM theory and QCD was also found for energy-energy correlations \([56]\).
universality properties regarding their transcendentality. Since the considered operators break supersymmetry, the remainder functions are expected not to have the property of uniform transcendentality. However, we find that all contributions of maximal transcendentality are identical to the corresponding results of BPS form factors. This provides further evidence for the universality of the leading transcendental part, which furthermore has a non-trivial kinematic dependence.

This paper is organised as follows. In section 2, we present results for tree-level and one-loop form factors in the SU(2) sector. This also serves to introduce our conventions and notation. Moreover, we calculate the minimal two-loop form factors of such operators. In section 3, we extract the two-loop dilatation operator and two-loop remainder function from these results. Section 4 contains our conclusions and outlook. We provide simplified expressions for six-point amplitudes appearing in the unitarity calculation in appendix A.

2 Minimal form factors in the SU(2) sector

2.1 Tree-level form factors

In this subsection, we summarise some general facts about form factors and give explicit tree-level expressions that are required in the unitarity calculations of the subsequent subsections.

In analogy to amplitudes, we can strip off the gauge-group dependence of the form factors by introducing colour-ordered form factors $\hat{F}_\mathcal{O}$:

$$\hat{F}_\mathcal{O}(1, \ldots, n; q) = \sum_{\sigma \in S_n/\mathbb{Z}_n} \text{tr} [T_{a(1)} \cdots T_{a(n)}] \mathcal{F}_\mathcal{O}(\sigma(1), \ldots, \sigma(n); q) + \text{multi-trace terms},$$

where $T^a$ with $a = 1, \ldots, N_c^2 - 1$ are the generators of the gauge group SU($N_c$) and the sum is over all non-cyclic permutations. The multi-trace terms in (2.1) can start to appear at one-loop order but are suppressed in the planar limit, and will not be considered in this paper.

We describe the external on-shell states using Nair’s $N = 4$ on-shell superfield [57]:

$$\Phi(p, \eta) = g_{+}(p) + \eta^A \bar{\psi}_A(p) + \frac{\eta^B}{2!} \phi_{AB}(p) + \frac{\epsilon_{ABC\overline{D}} \eta^A \eta^B \eta^C}{3!} \psi_D(p) + \eta^1 \eta^2 \eta^3 \eta^4 g_{-}(p),$$

where $\eta_A$ are Grassmann variables that encode the flavour and helicity of the component particles, and $A = 1, \ldots, 4$ is the SU(4) R-symmetry index. In this formalism, we can combine form factors with different external fields into one super form factor. As we will see later, this also makes it easier to study the supersymmetry properties of the form factors.

In this paper, we focus on form factors in the SU(2) sector. The corresponding single-trace operators involve two complex scalar fields with a common SU(4) index, which are chosen explicitly as $X = \phi_{14}$ and $Y = \phi_{24}$. The tree-level minimal super form factor for the operator $\mathcal{O} = \text{tr}(X X Y \cdots X Y \cdots)$ with $L = n$ fields, for instance, is simply given by

$$\mathcal{F}_\mathcal{O}^{(0)}(1, \ldots, L; q) = \delta^4(q - \sum_{i=1}^L \lambda_i \tilde{\lambda}_i) (\eta^1_1 \eta^1_2 \eta^2_2 \eta^2_3 \eta^3_3 \eta^4_4 \cdots + \text{cyclic permutations}).$$

(2.3)
In the third case, a $\phi_1$ to $\phi_2$. In the fourth case, the $\phi_1$ is split into two fermions $\psi_C$ and $\bar{\psi}_D$. This leads to

$$\cdots \eta_i^A \eta_i^B \eta_i^{C,D} \cdots \rightarrow \cdots \eta_i^A \eta_i^B \frac{[i+2]}{[i+1][i+2]} \eta_i^C \eta_i^{D,1} \eta_i^{2} \eta_i^{3} \cdots$$

In the third case, a $\phi_{CD}$ at position $i$ is split into two anti-fermions $\bar{\psi}_C$ and $\bar{\psi}_D$. This leads to

$$\cdots \eta_{i-1}^A \eta_{i-1}^B \eta_{i+1}^C \eta_{i+1}^D \cdots \rightarrow \cdots \eta_{i-1}^A \eta_{i-1}^B \frac{1}{[i+1]} \eta_{i+1}^C \eta_{i+1}^D$$

In the fourth case, the $\phi_{CD}$ is split into two fermions $\psi_C'$ and $\psi_D'$ with $\epsilon_{CD,C'D'} = 1$, leading to

$$\cdots \eta_{i-1}^A \eta_{i-1}^B \eta_{i+1}^C \eta_{i+1}^D \cdots \rightarrow \cdots \eta_{i-1}^A \eta_{i-1}^B \eta_{i+1}^C \eta_{i+1}^D$$

where $\eta_{i,A} = \frac{1}{3B} \epsilon_{ABCD} \eta_{i}^B \eta_{i}^C \eta_{i}^D$ and the minus sign is related to the order of the $\eta_i$'s. The complete next-to-minimal form factor is obtained by summing over all four replacements and all insertion points.

### 2.2 One-loop form factors

In this subsection, we consider the one-loop minimal form factors in the SU(2) sector and show how to obtain the one-loop dilatation operator from them. This also allows us to introduce our notation and some important concepts that are required for the two-loop case. The results for the one-loop form factors, as well as the recipe to obtain the one-loop dilatation operator, were already given in [16]. Here, a useful new formulation, given in (2.11), is developed, which will be convenient to study the symmetry properties of form factors.

Form factors in the loop expansion can be written in the following form

$$\mathcal{F}_\mathcal{O} = (1 + g^2 \mathcal{I}^{(1)} + g^4 \mathcal{I}^{(2)} + \ldots) \mathcal{F}_\mathcal{O}^{(0)}.$$

For operators that are eigenstates under renormalisation, such as BPS operators or the Konishi primary, $I^{(\ell)}$ is simply the ratio of the $\ell$-loop and tree-level form factor. However, for form factors of operators that renormalise non-diagonally, this is no longer the case, because the loop corrections to vanishing tree-level form factors can be non-vanishing. To overcome this problem, it is necessary to promote $I^{(\ell)}$ to an operator that acts on the tree-level form factor $F^{(0)}_O$ and creates a different tree-level form factor from it.

In the planar limit, connected $\ell$-loop interactions can maximally involve $\ell + 1$ neighbouring fields in the colour-ordered form factor at a time. Hence, $I^{(\ell)}$ can be written as an interaction density that is summed over all insertion points. At one-loop order, the maximal interaction range is two, and we can write

$$I^{(1)} = \sum_{i=1}^{L} I^{(1)}_{i i+1}. \quad (2.9)$$

Here, $L$ denotes the length of the operator $O$, $I^{(1)}_{i i+1}$ acts on the external fields $i$ and $i + 1$ and cyclic identification $i + L \sim i$ is understood. We depict $I^{(1)}_{i i+1}$ as

$$I^{(1)}_{i i+1} = \begin{vmatrix} i \\ i+1 \end{vmatrix}, \quad (2.10)$$

where we in general specify only the first field $i$ that is acted on when the range is explicitly specified by the number of occurring legs.

In the $SU(2)$ sector, the following six range-two interactions are allowed by R-charge conservation: $XX \rightarrow XX$, $XY \rightarrow XY$, $XY \rightarrow YX$, $YY \rightarrow YY$, $YX \rightarrow YX$ and $YX \rightarrow XY$. It is sufficient to consider the first three, as the last three can be obtained from them by replacing $X \leftrightarrow Y$, which is a symmetry of the theory. We denote the contribution to a given combination of external fields $Z_A Z_B \rightarrow Z_C Z_D$ by $I^{(1)}_{i i+1}^{Z_A Z_B} Z_C Z_D$, where $Z_1 = X$, $Z_2 = Y$ and $A, B, C, D = 1, 2$. In terms of these matrix elements, the operator $I^{(1)}_{i i+1}$ is explicitly given by

$$I^{(1)}_{i i+1} = \sum_{A, B, C, D = 1}^{2} (I^{(1)}_{i i+1})^{Z_A Z_B} Z_C Z_D \frac{\partial}{\partial \eta_i^C} \frac{\partial}{\partial \eta_{i+1}^D}. \quad (2.11)$$
Table 1: Linear combinations of diagrams contributing to the one-loop form factors in the SU(2) sector.

| $(I^{(1)}_i)_{XY}$ | $XX$ | $XY$ | $YX$ |
|-------------------|------|------|------|
| $s_{i+1}$         | -1   | -1   | 0    |
| $s_{i+1}$         | 0    | -1   | +1   |

The matrix elements $(I^{(1)}_i)_{ZCZD}$ can be computed via unitarity. In the one-loop case, we only need to consider the double cut shown in figure 1. Let us briefly consider the $(I^{(1)}_i)_{XY}$ case. The cut integrand is given by

$$\int d\text{LIPS}(l_1, l_2) d^4\eta_1 d^4\eta_2 \mathcal{F}^{(0)} \left(l^X_1, l^Y_1, p_3, \ldots, p_L; q \right) \mathcal{A}^{(0)}_4 \left(-l_2, -l_1, p^Y_1, p^X_2 \right),$$

where the tree-level form factor is given in (2.3) and the four-point amplitude is given by the standard MHV expression. The labelling of the external legs with $X,Y$ in the tree-level amplitude and form factor means to take the corresponding $\eta$ components; for example, $\mathcal{A}_4(-l_2, -l_1, p^Y_1, p^X_2)$ means to take the component of $\mathcal{A}_4(-l_2, -l_1, p_1, p_2)$ containing the $(\eta^2_1 \eta^4_1)(\eta^2_2 \eta^4_2)$ factor. Integrating out the $\eta_i$ variables, the cut integrand is given by

$$\mathcal{F}^{(0)}_O \left(p^X_1, p^Y_2, \ldots, p_L; q \right) |_{\eta^1_1=\eta^3_1=1, (\eta^2_1 \eta^4_1)(\eta^2_2 \eta^4_2)} \int d\text{LIPS}(l_1, l_2).$$

The variables $\eta_1$ and $\eta_2$ indicate that the result is not necessarily proportional to the tree-level form factor of the original operator but to the one of the operator in which the corresponding $X$ and $Y$ fields are permuted. The occurring phase space integral is simply the cut of a scalar bubble integral:

$$\int d\text{LIPS}(l_1, l_2).$$

At one-loop level, this cut is sufficient to determine the matrix element $(I^{(1)}_1)_{XY}$ as the bubble integral. The other matrix elements can be obtained in a similar way. More details of such computations can be found e.g. in [16, 17].

The one-loop results are summarised in table 1. It is interesting to note that

$$(I^{(1)}_i)_{XY} + (I^{(1)}_i)_{YX} = (I^{(1)}_i)_{XX}. \quad (2.15)$$

This relation is a consequence of the SU(2) symmetry of the theory. Let us establish a formalism to deal with these symmetries in more detail since it demonstrates the general principle of how symmetries can be used to study form factors.
The PSU(2, 2|4) symmetry of $\mathcal{N} = 4$ SYM theory leads to the following Ward identity of form factors:

$$
\sum_{i=1}^{n} \hat{\mathcal{O}}_i \mathcal{F}_\mathcal{O}(1, \ldots, n; q) = \mathcal{F}_\mathcal{O}(1, \ldots, n; q),
$$

which holds for any generator $\hat{\mathcal{O}}_i$ of PSU(2, 2|4); see e.g. [4] for a detailed derivation. Let us consider explicitly the generators of SU(2).

$$
J^A_i = \eta^A_i \frac{\partial}{\partial \eta^I_i} + \eta^B_i \frac{\partial}{\partial \eta^B_i}, \quad J^2_i = -i \eta^1_i \frac{\partial}{\partial \eta^2_i} + i \eta^2_i \frac{\partial}{\partial \eta^1_i}, \quad J^3_i = \eta^1_i \frac{\partial}{\partial \eta^1_i} - \eta^2_i \frac{\partial}{\partial \eta^2_i},
$$

of SU(2). Applying (2.16) to (2.8) for the minimal tree-level and one-loop form factor, we find

$$
[J^A, \mathcal{T}^{(1)}] = 0,
$$

where $J^A = \sum_{i=1}^{L} J^A_i$. Inserting (2.11) into (2.18) yields (2.15) as well as similar identities.

Explicit expressions for the triangle and bubble integrals occurring in the results of table 1 can be found e.g. in [59]. The one-mass triangle integral is IR divergent and UV finite. The bubble integral, on the other hand, is IR finite but UV divergent. Hence, the IR and UV divergences can be separated immediately.

The IR divergences of the above results match the universal form of one-loop IR divergences [1]:

$$
F_{ii+1}^{(1)} \big|_{\text{IR}} = -\frac{1}{\epsilon^2} (-s_{ii+1})^{-\epsilon} 1_{ii+1} + \mathcal{O}(\epsilon^0) = \left[ -\frac{\gamma^{(1)}_{\text{cusp}}}{8\epsilon^2} - \frac{G^{(1)}_0}{4\epsilon} \right] (-s_{ii+1})^{-\epsilon} 1_{ii+1} + \mathcal{O}(\epsilon^0),
$$

where $\gamma^{(1)}_{\text{cusp}} = 8$ is the one-loop cusp anomalous dimension and $G^{(1)}_0 = 0$ is the one-loop collinear anomalous dimension. We have also introduced the identity operator

$$
1_{ii+1} = \sum_{A,B=1}^{2} \eta^A_i \frac{\partial}{\partial \eta^A_i} \eta^{B}_{i+1} \frac{\partial}{\partial \eta^{B}_{i+1}}.
$$

The UV divergences require the renormalisation of the operators. The renormalised operators are defined in terms of the bare operators and the renormalisation constant $Z$ as shown in (1.2). The renormalised form factor is nothing but the form factor of the renormalised operator. Since the form factor is linear in the operator, we can write in the case of the minimal form factor:

$$
\mathcal{F}^{(0)}_\mathcal{O}(1, \ldots, L; q) = Z \mathcal{F}^{(0)}_\mathcal{O}(1, \ldots, L; q),
$$

where, on the right hand side, $Z$ acts as an operator on the tree-level form factor, similar to $\mathcal{T}^{(\ell)}$ discussed before, cf. (2.8).

---

8In general, the generators of PSU(2, 2|4) may obtain anomaly contributions, see e.g. [58]. These are, however, absent for SU(2).
At one-loop level, \( \mathcal{Z}^{(1)} \) has to render the renormalised one-loop interaction
\[
\mathcal{I}^{(1)} = \mathcal{I}^{(1)} + \mathcal{Z}^{(1)}
\]
UV finite. This means that \( \mathcal{Z}^{(1)}_{i+1} \) has to cancel the UV divergence of the bubble integrals occurring in \( I^{(1)}_{i+1} \). The UV divergence of the bubble integral is given by \( \frac{1}{\varepsilon} \). Accordingly, using the results in table 1, the one-loop renormalisation constant density is given by the matrix elements
\[
(\mathcal{Z}^{(1)}_{i})_{XX} = 0, \quad (\mathcal{Z}^{(1)}_{i})_{XY} = \frac{1}{\varepsilon}, \quad (\mathcal{Z}^{(1)}_{i})_{YY} = -\frac{1}{\varepsilon}.
\]
It can be written in the compact operatorial form
\[
\mathcal{Z}_{i+1} = \frac{1}{\varepsilon} (\mathbb{1} - \mathcal{P})_{i+1},
\]
where \( \mathbb{1} \) is the identity operator (2.20) and
\[
\mathcal{P}_{i+1} = \sum_{A,B=1}^{2} \eta_{i}^{B} \frac{\partial}{\partial \eta_{i+1}^{A}} \eta_{i+1}^{A} \frac{\partial}{\partial \eta_{i+1}^{B}}
\]
denotes the permutation operator.

In analogy to the renormalisation constant, we can also write the dilatation operator as an operator acting on the minimal tree-level form factor. Applying (1.3) to (2.23), we find the one-loop dilatation operator density
\[
(\mathcal{D}^{(1)}_{i})_{XX} = 0, \quad (\mathcal{D}^{(1)}_{i})_{XY} = 2, \quad (\mathcal{D}^{(1)}_{i})_{YY} = -2.
\]
These expressions can be combined into the well-known form [32]
\[
\mathcal{D}^{(1)}_{i+1} = 2(\mathbb{1} - \mathcal{P})_{i+1}.
\]
Let us now proceed to two-loop order.

### 2.3 Two-loop form factors

In the two-loop case, the range of connected interactions can be either two or three. Furthermore, two disconnected one-loop interactions can occur at two-loop level. In total, we can introduce the two-loop operator \( \mathcal{I}^{(2)} \) similar to the one-loop case as
\[
\mathcal{I}^{(2)} = \sum_{i=1}^{L} \left( I^{(2)}_{i+1+i} + I^{(2)}_{i+1} + \frac{1}{2} \sum_{j=i+2}^{L+i-1} I^{(1)}_{i+1} I^{(1)}_{j+1} \right),
\]
\[\text{We use a modified minimal subtraction scheme with effective planar coupling constant } g^2 = (4\pi e^{-\gamma_E}) \frac{g_{YM}^2 N_c}{(4\pi)^2}.\]
Table 2: Linear combinations of diagrams contributing to the two-loop form factors of range two in the SU(2) sector. Terms between horizontal lines always occur in fixed combinations.

\[
\begin{array}{|c|c|c|c|}
\hline
\text{(I}^{(2)}_{i}) & \text{XX} & \text{XY} & \text{YY} \\
\hline
\text{s}_{i+1}^2 & +1 & +1 & 0 \\
\hline
\text{s}_{i+1} & +1 & +1 & 0 \\
\hline
\text{s}_{i+1}s_{i} & 0 & +1 & -1 \\
\hline
\text{s}_{i} & 0 & +1 & -1 \\
\hline
\end{array}
\]

where \( I^{(2)}_{i+1} \) and \( I^{(2)}_{i+1+2} \) are given by

\[
I^{(2)}_{i+1} = \sum_{A,B,C,D=1}^{2} (I^{(2)}_{i})_{A} \frac{\partial}{\partial \eta_{i+1}^{A}} \frac{\partial}{\partial \eta_{i+1}^{B}},
\]

\[
I^{(2)}_{i+1+2} = \sum_{A,B,C,D,E,F=1}^{2} (I^{(2)}_{i})_{A} \frac{\partial}{\partial \eta_{i+1+2}^{A}} \frac{\partial}{\partial \eta_{i+1+2}^{B}}.
\] (2.29)

For interaction range two, three distinct cases occur: \( XX \rightarrow XX, XY \rightarrow XY \) and \( XY \rightarrow YX \). For interaction range three, six distinct cases occur: \( XXX \rightarrow XXX, XXX \rightarrow XXX, XXX \rightarrow XXX, XXX \rightarrow XXX, XXX \rightarrow XXX \) and \( XXX \rightarrow XXX \). The remaining combinations can be obtained from these cases by exchanging \( X \leftrightarrow Y \) and by using parity, i.e. reverting the order of the fields. We collect our results for the corresponding matrix elements in table 2 and table 3. The matrix elements \( (I^{(2)}_{i})_{XX} \) and \( (I^{(2)}_{i})_{XX} \) occur in the BPS case and were computed in [14] using the unitarity method. The other matrix elements can be calculated in a similar but slightly more involved computation. Let us give a brief account of this computation.

The cuts that have to be considered are depicted in figures 2a, 2b, 2c and 2d. The tree-level next-to-minimal and one-loop minimal form factors, which occur as building blocks, are given in subsections 2.1 and 2.2, respectively. The required tree-level and one-loop amplitudes are standard. A particularly interesting cut is the triple cut shown in figure 2d, which involves the tree-level next-to-MHV six-point scalar amplitudes. As given explicitly in appendix A, these scalar amplitudes take a simple form in terms of Mandelstam variables.
Table 3: Linear combinations of integrals contributing to the two-loop form factors of range three in the SU(2) sector. The integrals are grouped such that those between two horizontal lines are always occurring in the same combination. The second and fourth group as well as the third and fifth group are related by parity.

Let us consider for example the \((l^{(2)}_{i+1})_{XYY}^{XXX}\) case. The cut integrand is given by the product
of the minimal tree-level form factor and the six-point tree-level amplitude:

\[
\int \text{dLIPS}(l_1, l_2, l_3) \prod_{i=1}^{\frac{3}{2}} \text{d}^4 \eta_i \mathcal{F}_O^{(0)}(l_1^X, l_2^Y, l_3^Z, p_4, \ldots, p_L; q) \mathcal{A}_6(-l_3, -l_2, -l_1, p_1^Y, p_2^X, p_3^X).
\]

(2.30)

After integrating out the \( \eta_i \) variables, we obtain

\[
\mathcal{F}_O^{(0)}(p_1^X, p_2^X, p_3^X, \ldots, p_L; q) \bigg|_{\eta_1^\Omega = \eta_2^\Omega = \eta_3^\Omega = 1} (\eta_1^2 \eta_2^4 \eta_3^4) \times \int \text{dLIPS}(l_1, l_2, l_3) \frac{1}{(-l_1 + p_1 + p_2)^2},
\]

(2.31)

where we have used (A.2) for \((A^{(0)})^{YXX}_{XXY}\).\(^{10}\) The phase space integral corresponds to the triple-cut loop integral

\[
\begin{tikzpicture}[baseline=(current bounding box.center)]
  \draw[thick,->] (0,0) -- (1,0);
  \draw[thick,->] (0,0) -- (0,1);
  \draw[thick,->] (0,0) -- (-1,0);
  \node at (-0.5,0.5) {1};
  \node at (-0.5,-0.5) {2};
  \node at (0.5,-0.5) {3};
  \node at (0.5,0.5) {4};
  \node at (1.5,0) {5};
  \node at (1.5,1) {6};
\end{tikzpicture}
\]

(2.32)

Similarly, each term in the other amplitudes in (A.2) is mapped to one graph in table 3 via the triple cut.

Looking at table 2 and table 3 and using the parity transformation, we observe some linear identities, e.g.

\[
(I_1^{(2)})^{XY}_{XX} + (I_1^{(2)})^{YX}_{XY} = (I_1^{(2)})^{XX}_{XX},
\]

(2.33)

and

\[
(I_2^{(2)})^{YY}_{XX} + (I_2^{(2)})^{XY}_{XX} + (I_2^{(2)})^{YY}_{XY} = (I_2^{(2)})^{XX}_{XX},
\]

(2.34)

\[\text{Note that there is a minus sign from the } \eta_i \text{ integration which cancels the sign in } (A^{(0)})^{YXX}_{XXY}.\]
Similar to the one-loop case, all these identities are a consequence of SU(2) invariance and follow from the Ward identity (2.16), which at two-loop order yields

$$[\mathcal{J}_A, \mathcal{I}^{(2)}] = 0.$$  \hspace{1cm} (2.35)

Given the full integrand of the two-loop form factor, we can perform a similar analysis as in the one-loop case. However, we will see that this requires a more involved subtraction of the IR divergences. This will be the topic of the next section.

3 Two-loop dilatation operator and remainder function

In the one-loop case, the UV divergences stem from the bubble integrals alone. Therefore, the one-loop renormalisation constant can be read off directly from the coefficient of these integrals. This is no longer true for two-loop form factors, since the two-loop integrals in general contain a mixing of IR and UV divergences. However, IR divergences have a well-understood universal structure [37–40]. This allows us to subtract the IR divergences systematically using the BDS ansatz [41, 42].

Similar to the one-loop case (2.22), the two-loop renormalised form factor is given by

$$\mathcal{I}^{(2)} = \mathcal{I}^{(2)} + \mathcal{I}^{(1)} \mathcal{Z}^{(1)} + \mathcal{Z}^{(2)},$$  \hspace{1cm} (3.1)

where

$$\mathcal{Z}^{(2)} = \sum_{i=1}^{L} \left( \mathcal{Z}^{(2)}_{i, i+1, i+2} + \frac{1}{2} \sum_{j=i+2}^{L} \mathcal{Z}^{(1)}_{i, i+1, j} \mathcal{Z}^{(1)}_{j, j+1} \right).$$  \hspace{1cm} (3.2)

Applying the BDS ansatz [41, 42] to the renormalised form factors, we obtain a finite two-loop remainder function:

$$R^{(2)} = \mathcal{I}^{(2)}(\varepsilon) - \frac{1}{2} \left( \mathcal{I}^{(1)}(\varepsilon) \right)^2 - f^{(2)}(\varepsilon) \mathcal{I}^{(1)}(2\varepsilon) + \mathcal{O}(\varepsilon),$$  \hspace{1cm} (3.3)

where

$$f^{(2)}(\varepsilon) = -2\zeta_2 - 2\zeta_3 \varepsilon - 2\zeta_4 \varepsilon^2.$$  \hspace{1cm} (3.4)

At two-loop order, connected interactions involve at most three fields of the composite operator, which have to be adjacent at the planar level. Hence, both the remainder function and the dilatation operator can be written in terms of densities that act only on triples of neighbouring sites at a time and are summed over all $L$ insertion points. For each triple of neighbouring points, we define the variables

$$u_i = \frac{s_{i+1}}{s_{i+1, i+2}}, \quad v_i = \frac{s_{i+1, i+2}}{s_{i+1, i+2}}, \quad w_i = \frac{s_{i+2}}{s_{i+1, i+2}},$$  \hspace{1cm} (3.5)

where

$$s_{i+1, i+2} = s_{i+1} + s_{i+1, i+2} + s_{i+2},$$  \hspace{1cm} (3.6)

and cyclic identification $i \sim i + L$ is understood. These variables satisfy $u_i + v_i + w_i = 1$. The remainder $R^{(2)}$ can be written in terms of its density as

$$R^{(2)} = \sum_{i=1}^{L} R_{i, i+1, i+2}.$$  \hspace{1cm} (3.7)
An important subtlety arises due to the fact that the composite operators are not necessarily eigenstates under renormalisation. This requires a careful treatment of the product of one-loop form factors in (3.3). As already mentioned, the renormalisation constant is a matrix (i.e. an operator) and so are the interactions. Hence, the one-loop product in (3.3) should be understood as an operator product. This can be explicitly depicted by the following equation in terms of graphs:

\[
\left( Z^{(1)}(\varepsilon) \right)^2 = \sum_{i=1}^{L} \left( \begin{array}{c} I^{(1)}_i \\ I^{(1)}_{i+1} \end{array} \right) + \frac{1}{2} \left( \begin{array}{c} I^{(1)}_i \\ I^{(1)}_{i+2} \end{array} \right) + \frac{1}{2} \left( \begin{array}{c} I^{(1)}_i \\ I^{(1)}_{i+1} \end{array} \right) + \frac{1}{2} \left( \begin{array}{c} I^{(1)}_i \\ I^{(1)}_{i+2} \end{array} \right)
\]

Note that the states corresponding to the internal lines are summed over as required for a product of operators. The prefactors of \( \frac{1}{2} \) stem from distributing products of densities with effective range two equally between the first two and the last two sites.

The remainder density, which itself is an operator, can be similarly expressed by the following graph equation:

\[
R^{(2)}_{i+i+1+i+2} = \frac{1}{2} \left( \begin{array}{c} I^{(2)}_i \\ I^{(2)}_{i+1} \\ I^{(2)}_{i+2} \end{array} \right) + \frac{1}{2} \left( \begin{array}{c} I^{(2)}_i \\ I^{(2)}_{i+1} \end{array} \right) + \frac{1}{2} \left( \begin{array}{c} I^{(2)}_i \\ I^{(2)}_{i+2} \end{array} \right) + \frac{1}{2} \left( \begin{array}{c} I^{(2)}_i \\ I^{(2)}_{i+1} \end{array} \right) - f^{(2)} \left( \begin{array}{c} I^{(2)}_i \\ I^{(2)}_{i+1} \\ I^{(2)}_{i+2} \end{array} \right) \rightarrow 2\varepsilon,
\]

where we have depicted the two-loop renormalisation constant density \( Z^{(2)}_{i+i+1+i+2} \) analogously to \( I^{(2)}_{i+i+1+i+2} \). Requiring that this remainder density is finite allows us to fix the two-loop renormalisation constant density.

The integrals occurring in the two-loop result can be reduced to master integrals via IBP reduction, e.g. as implemented in the Mathematica package LiteRed [60]. The resulting master integrals can be found in [61].

### 3.1 Renormalisation constant and dilatation operator

From the requirement that the two-loop renormalisation constant densities have to cancel all divergences in (3.9), we find

\[
\begin{align*}
(Z^{(2)}_{i})_{XXX} &= 0, & (Z^{(2)}_{i})_{XYX} &= +\frac{2}{\varepsilon^2} - \frac{2}{\varepsilon}, & (Z^{(2)}_{i})_{XYY} &= +\frac{1}{2\varepsilon^2} - \frac{1}{2\varepsilon}, \\
(Z^{(2)}_{i})_{XYY} &= -\frac{1}{\varepsilon^2} + \frac{1}{\varepsilon}, & (Z^{(2)}_{i})_{XYX} &= -\frac{1}{\varepsilon^2} + \frac{1}{\varepsilon}, & (Z^{(2)}_{i})_{YYX} &= +\frac{1}{2\varepsilon^2} - \frac{1}{2\varepsilon}.
\end{align*}
\]

(3.10)
Alternatively, this can be written in the operatorial form

\[ Z_{i+i+2}^{(2)} = \frac{1}{2} \left( \frac{1}{\epsilon^2} - \frac{1}{\epsilon} \right) \left( P_{i+i+1} P_{i+i+2} + P_{i+i+1+2} P_{i+i+1} - 3 P_{i+i+1} - 3 P_{i+i+1+2} + 4 \right). \quad (3.11) \]

Using (1.3), we have for the two-loop dilatation operator

\[ \mathcal{D}^{(2)} = 4 \epsilon \left( Z^{(2)} - \frac{1}{2} (Z^{(1)})^2 \right), \quad (3.12) \]

where \((Z^{(1)})^2\) should be understood as an operator product. For example,

\[ (\mathcal{D}^{(2)}_{i})_{X Y X} X Y X = 4 \epsilon \left( (Z_{i}^{(2)})_{X Y X} X Y X - \frac{1}{2} (Z_{i}^{(1)})_{X Y X} (Z_{i}^{(1)})_{X Y X} \right) = 4. \quad (3.13) \]

In total, we have

\[ (\mathcal{D}^{(2)}_{i})_{X Y X} X Y X = 0, \quad (\mathcal{D}^{(2)}_{i})_{X Y X} X X Y = -8, \quad (\mathcal{D}^{(2)}_{i})_{X X Y} = -2, \quad (\mathcal{D}^{(2)}_{i})_{Y X Y} = -2, \quad (\mathcal{D}^{(2)}_{i})_{Y X X} = 4, \quad (\mathcal{D}^{(2)}_{i})_{X X X} = 4, \quad (\mathcal{D}^{(2)}_{i})_{Y Y Y} = 4, \quad (\mathcal{D}^{(2)}_{i})_{Y Y X} = 4. \quad (3.14) \]

which agrees exactly with the known result [33]

\[ \mathcal{D}_{i+i+1+i+2}^{(2)} = -2 (P_{i+i+1} P_{i+i+2} P_{i+i+1} - 3 P_{i+i+1} - 3 P_{i+i+1+2} + 4). \quad (3.15) \]

### 3.2 Finite remainders

Next, we calculate the finite remainder densities. The remainder densities fulfil analogous relations to (2.34):

\[ (R_{i}^{(2)})_{X Y X} X Y X + (R_{i}^{(2)})_{X Y X} X X Y + (R_{i}^{(2)})_{X Y X} Y Y Y = (R_{i}^{(2)})_{X Y X} X X X, \]
\[ (R_{i}^{(2)})_{X Y X} X Y X + (R_{i}^{(2)})_{X Y X} Y Y X + (R_{i}^{(2)})_{X Y X} Y Y X = (R_{i}^{(2)})_{X Y X} X X X, \]
\[ (R_{i}^{(2)})_{X Y X} Y Y Y = (R_{i}^{(2)})_{X Y X} Y Y Y + (R_{i}^{(2)})_{X Y X} Y Y X. \quad (3.16) \]

These are equally a consequence of SU(2) symmetry and can be derived from

\[ [J^A, R^{(2)}] = 0, \quad (3.17) \]

which is a consequence of (2.18) and (2.35). Combining (3.16) with the symmetry under the exchange of \(X \leftrightarrow Y\) and the reversion of the order of the fields, we can express all remainder densities in terms of \((R_{i}^{(2)})_{X X X}, (R_{i}^{(2)})_{X Y X}, (R_{i}^{(2)})_{Y Y Y}\). Hence, it is enough to consider these three cases.

\[^{11}\text{Note that the coefficient of the simple pole coincides with the one of the double pole up to a sign. This is a consequence of the fact that only one Feynman integral with overall two-loop UV divergence occurs in the SU(2) sector when using a manifestly IR finite formulation, and it does not hold for general operators; cf. [34].}\]
The remainder density \((R_i^{(2)})_{XXX}^{XXX}\) was already studied in \cite{14} and is of homogeneous transcendentality four:
\[
(R_i^{(2)})_{XXX}^{XXX} = (R_i^{(2)})_{XXX}^{XXX} \big|_4,
\]
which is given explicitly as
\[
(R_i^{(2)})_{XXX}^{XXX} \big|_4
= -\text{Li}_4(1 - u_i) - \text{Li}_4(u_i) + \text{Li}_4\left(\frac{u_i - 1}{u_i}\right) - \log\left(\frac{1 - u_i}{w_i}\right) \left[\text{Li}_3\left(\frac{u_i - 1}{u_i}\right) - \text{Li}_3\left(1 - u_i\right)\right]
- \log(u_i) \left[\text{Li}_3\left(\frac{v_i}{1 - u_i}\right) + \text{Li}_3\left(-\frac{u_i}{v_i}\right) + \text{Li}_3\left(\frac{v_i - 1}{v_i}\right) - \frac{1}{3}\log^3(v_i) - \frac{1}{3}\log^3(1 - u_i)\right]
- \text{Li}_2\left(\frac{u_i - 1}{u_i}\right) \text{Li}_2\left(\frac{v_i}{1 - u_i}\right) + \text{Li}_2(u_i) \left[\log\left(\frac{1 - u_i}{w_i}\right) \log(v_i) + \frac{1}{2}\log^2\left(\frac{1 - u_i}{w_i}\right)\right]
+ \frac{1}{24}\log^4(u_i) - \frac{1}{8}\log^2(u_i) \log^2(v_i) - \frac{1}{2}\log^2(1 - u_i) \log(u_i) \log\left(\frac{w_i}{v_i}\right)
- \frac{1}{2}\log(1 - u_i) \log^2(u_i) \log(v_i) - \frac{1}{6}\log^3(u_i) \log(w_i)
- \zeta_2\left[\log(u_i) \log\left(\frac{1 - v_i}{v_i}\right) + \frac{1}{2}\log^2\left(\frac{1 - u_i}{w_i}\right) - \frac{1}{2}\log^2(u_i)\right]
+ \zeta_3 \log(u_i) + \frac{\zeta_1}{2} + G\left\{(1 - u_i, 1 - u_i, 1, 0), v_i\right\} + (u_i \leftrightarrow v_i).
\]
Here, the Goncharov polylogarithm in the last line is the only piece that cannot be written in terms of classical polylogarithms. This relatively compact expression was obtained using the symbol techniques \cite{62, 63}. The corresponding symbol is given by \cite{14}\footnote{The symbols can be conveniently calculated using the Mathematica code \cite{64}.}
\[
\mathcal{S}\left((R_i^{(2)})_{XXX}^{XXX} \big|_4\right) = -u_i \otimes (1 - u_i) \otimes \left[u_i - 1 \otimes \frac{v_i}{w_i} + v_i \otimes \frac{w_i^2}{u_i v_i}\right] - u_i \otimes u_i \otimes \frac{1 - u_i}{v_i} \otimes \frac{w_i}{v_i}
- u_i \otimes v_i \otimes \frac{v_i}{w_i} \otimes \frac{u_i}{w_i} - u_i \otimes v_i \otimes \frac{u_i}{w_i} \otimes \frac{v_i}{w_i} + (u_i \leftrightarrow v_i).
\]
The remainder density \((R_i^{(2)})_{XXX}^{XXX}\) is of mixed transcendentality with degree ranging from three to zero. Its contribution of degree three has the symbol
\[
\mathcal{S}\left((R_i^{(2)})_{XXX}^{XXX} \big|_3\right) = v_i \otimes \frac{v_i}{1 - v_i} \otimes \frac{u_i}{1 - u_i} - v_i \otimes \frac{1 - v_i}{u_i} \otimes \frac{v_i}{w_i} - u_i \otimes \frac{1 - u_i}{v_i} \otimes \frac{v_i}{w_i}.
\]
The full transcendentality-three part can be given as
\[
(R_i^{(2)})_{XXX}^{XXX} \big|_3 = \left[\text{Li}_3\left(-\frac{u_i}{w_i}\right) - \log(u_i) \text{Li}_2\left(\frac{v_i}{1 - u_i}\right) + \frac{1}{2}\log(1 - u_i) \log(u_i) \log\left(\frac{w_i^2}{1 - u_i}\right)\right]
- \frac{1}{2}\text{Li}_3\left(-\frac{u_i v_i}{w_i}\right) - \frac{1}{2}\log(u_i) \log(v_i) \log(w_i) - \frac{1}{12}\log^3(w_i) + (u_i \leftrightarrow v_i)
- \text{Li}_3(1 - v_i) + \text{Li}_3(u_i) - \frac{1}{2}\log^2(v_i) \log\left(\frac{1 - v_i}{u_i}\right) + \frac{1}{6}\pi^2 \log\left(\frac{v_i}{u_i}\right)
- \frac{1}{6}\pi^2 \log(-s_{i+1,i+2}).
\]
Together with the terms of lower transcendentality, we have

\[
(R^{(2)}_{i})^{XXY}_{X} = (R^{(2)}_{i})^{XYX}_{X} + \text{Li}_2 (1 - u_i) + \text{Li}_2 (1 - v_i)
\]

\[+ \log (u_i) \log (v_i) - \frac{1}{2} \log (-s_{i+1} + 1) \log \left( \frac{u_i}{v_i} \right) + 2 \log (-s_{i+1}) + \frac{\pi^2}{3} - 7.
\]  

(3.23)

The final remainder density \((R^{(2)}_{i})^{XXY}_{X}\) is of mixed transcendentality with degree ranging from two to zero. It reads

\[
(R^{(2)}_{i})^{XXY}_{X} = \frac{1}{2} \log (-s_{i+1} + 1) \log \left( \frac{u_i}{v_i} \right) - \text{Li}_2 (1 - u_i) - \log (u_i) \log (v_i) + \frac{1}{2} \log^2 (v_i)
\]

\[+ \log (-s_{i+1} + 1) - 2 \log (-s_{i+1}) + \frac{7}{2}.
\]  

(3.24)

Let us emphasise that, if non-vanishing, the transcendentality-four contribution is the same for all remainder function densities. Furthermore, there is only one transcendentality-three function and two functions of transcendentality smaller or equal to two that contribute to the results in the SU(2) sector. Notably, the highest degree of transcendentality \(t = 4 - s\) is directly related to the shuffling number \(s\) of the respective remainder density, i.e. to the number indicating by how many legs the field flavours are shuffled. For instance, \((R^{(2)}_{i})^{XXY}_{X}\) has shuffling number \(s = 1\) and maximal transcendentality degree \(t = 3\).

Interestingly, the rational pieces of the remainder function are connected to the dilatation operator as

\[
\mathcal{D}_{i+1}^{(2)} = -\frac{4}{7} R^{(2)}_{i+1} \bigg|_0.
\]  

(3.25)

4 Conclusion and outlook

In this paper, we have calculated the two-loop minimal form factor for all operators in the SU(2) sector of planar \(\mathcal{N} = 4\) SYM theory via the on-shell method of unitarity. Moreover, we have extracted the corresponding two-loop remainder function and the two-loop dilatation operator from it. The results of this paper provide a solid stepping stone towards calculating the complete two-loop dilatation operator of \(\mathcal{N} = 4\) SYM theory. The employed method, however, is independent of the high symmetry of planar \(\mathcal{N} = 4\) SYM theory, in particular of its integrability, and it is thus also applicable to less symmetric theories.

The SU(2) sector is the simplest closed sector of the theory whose operators do not renormalise diagonally. It is hence well suited to study the occurrence of operator mixing and the dilatation operator. Due to the on-shell nature of the external fields, the divergences of the form factors are a combination of UV and IR divergences. We have disentangled the UV divergences from the IR divergences using the BDS ansatz and the universality of the latter. Because of the operator mixing, we needed to promote the interactions to operators and the iterative structure of the BDS ansatz to an operatorial form as well. From the UV divergences, we have determined the renormalisation constants and the dilatation operator.

In contrast to the BPS case, the two-loop remainders of non-protected operators in the SU(2) sector do not exhibit maximal uniform transcendentality. However, their maximally
transcendental part coincides with the remainder of the BPS vacuum computed in \[14\]. These results and further evidence in other sectors lead us to conjecture that the two-loop remainder of every minimal form factor has the same degree-four part as the BPS one. Moreover, the two-loop remainder of the three-point form factor of every length-two operator should agree with the corresponding BPS remainder found in \[8\]. It would be interesting to check our conjecture about this universality for a wider class of operators, or even to prove it.\(^\text{13}\)

Another observation is that the maximal transcendentality of the various remainders is related to their shuffling number, i.e. to the number indicating by how many places the field flavours are shuffled. It would be interesting to explore this pattern in larger sectors and at higher loops, where more complicated interactions contribute.

Soft or collinear limits of scattering amplitudes or form factors are typically given by lower-point amplitudes or form factors multiplied by a universal function. Thus, they provide important constraints and sometimes even allow to bootstrap the full function under consideration. As already observed in \[14\] for the BPS case, soft and collinear limits of minimal form factors also do not vanish for the cases considered here. This may be surprising since a priori there is no physical interpretation for this limit because these form factors correspond to the \textit{minimal} physical configuration. Actually, similar problems already appear at the amplitude level. For example, taking certain soft or collinear limits of the six-scalar amplitudes given in appendix A does not generate any physical amplitude, though the limit is non-zero. Via unitarity cuts, this consideration on the level of amplitudes relates to the limits of minimal form factors. It would be interesting to understand this point better, and to see if one can obtain the soft or collinear limit without computing the full quantity.

We have seen that the two-loop form factors, as well as the remainder functions and dilatation operator derived from them, obey Ward identities induced by the underlying R-symmetry. Going beyond the SU(2) sector, the realisation of similar Ward identities following from other symmetries should be more involved due to corrections to the generators which are absent for SU(2), cf. examples of such corrections in the case of spin chains \[66\] or scattering amplitudes \[58, 67\]. Capturing these extensions in the case of form factors is currently under investigation.
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\(^{13}\)One may expect that the maximally transcendental functions stem from the Laurent expansion of the maximally divergent functions, which are pure IR divergences. As the IR divergences are universal, the maximally transcendental part of the remainder should also be universal. However, one should be cautious about this argument: for example, the leading transcendental functions of one-loop QCD amplitudes do not match with those of $\mathcal{N} = 4$ SYM theory, although their IR divergences coincide \[65\]. An improved argument might proceed by showing the universality of the leading singularities, as studied for amplitudes in $\mathcal{N} = 4$ SYM theory e.g. in \[49\].
A Six-point scalar amplitudes

In this appendix, we provide all six-point amplitudes that are required in the unitarity computation of the two-loop form factors in the SU(2) sector. We use the short notation

\[(A^{(0)})_{z_1 z_2 z_3} = A^{(0)}(1 Z_1, 2 Z_2, 3 Z_3, 4 Z_4, 5 Z_5, 6 Z_6)|_{\eta_i = 1},\]  

(A.1)

where, on the right-hand side, all momenta are taken to be outgoing and we have set all \(\eta_i\) variables to 1.

The required amplitudes can be explicitly given in terms of Mandelstam variables as

\[
\begin{align*}
(A^{(0)})_{XX} &= -\frac{1}{s_{234}}, \\
(A^{(0)})_{XY} &= -\frac{1}{s_{345}}, \\
(A^{(0)})_{XXX} &= \frac{s_{2356}}{s_{1634324}} + \frac{s_{12345}}{s_{16834345}} - \frac{s_{123}}{s_{16834}}, \\
(A^{(0)})_{XYY} &= \frac{s_{12}}{s_{16834}} + \frac{s_{56}}{s_{16834}} - \frac{1}{s_{16}} + \frac{1}{s_{345}}, \\
(A^{(0)})_{XYX} &= \frac{s_{23}}{s_{16834}} + \frac{s_{45}}{s_{16834}} - \frac{1}{s_{16}} + \frac{1}{s_{345}}, \\
(A^{(0)})_{YYX} &= \frac{s_{12}}{s_{16834}} + \frac{s_{56}}{s_{16834}} - \frac{1}{s_{16}} + \frac{1}{s_{345}}, \\
(A^{(0)})_{YYX} &= \frac{s_{23}}{s_{16834}} + \frac{s_{45}}{s_{16834}} - \frac{1}{s_{16}} + \frac{1}{s_{345}},
\end{align*}

(A.2)

where all poles are physical.\textsuperscript{14} Through the triple cut shown in figure 2d, each term in (A.2) is exactly mapped to one graph in table 3.

\textsuperscript{14}The BCFW recursion relation or MHV rule methods directly give results in a much more complicated form, usually involving spurious poles. We have checked that these different methods give results equivalent to (A.2).
It is easy to find various relations among these amplitudes, such as

\[
\begin{align*}
(A^{(0)})^{xyx}_{xyx} + (A^{(0)})^{xyy}_{xyy} + (A^{(0)})^{xxy}_{xxy} &= -(A^{(0)})^{xxx}_{xxx}, \\
(A^{(0)})^{yx} + (A^{(0)})^{yyx}_{yyx} + (A^{(0)})^{xxy}_{xxy} &= -(A^{(0)})^{xxx}_{xxx}, \\
(A^{(0)})^{yx}_{yx} + (A^{(0)})^{yyx}_{yyx} + (A^{(0)})^{xxy}_{xxy} &= (A^{(0)})^{xx} + (A^{(0)})^{xxy}_{xxy}.
\end{align*}
\]

(A.3)

These are the counterparts of (2.34) and nothing but supersymmetric Ward identities (SWIs) for amplitudes [68].
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