Machine learning a molecular Hamiltonian for predicting electron dynamics
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Abstract
We develop a computational method to learn a molecular Hamiltonian matrix from matrix-valued time series of the electron density. As we demonstrate for three small molecules, the resulting Hamiltonians can be used for electron density evolution, producing highly accurate results even when propagating 1,000 time steps beyond the training data. As a more rigorous test, we use the learned Hamiltonians to simulate electron dynamics in the presence of an applied electric field, extrapolating to a problem that is beyond the field-free training data. We find that the resulting electron dynamics predicted by our learned Hamiltonian are in close quantitative agreement with the ground truth. Our method relies on combining a reduced-dimensional, linear statistical model of the Hamiltonian with a time-discretization of the quantum Liouville equation within time-dependent Hartree Fock theory. We train the model using a least-squares solver, avoiding numerous, CPU-intensive optimization steps. For both field-free and field-on problems, we quantify training and propagation errors, highlighting areas for future development.
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1 Introduction
An intriguing new application of machine learning is to predict the dynamical electronic properties of a molecular system [1–3], which is essential to understanding phenomena such as charge transfer and response to an applied laser field. When discussing such electron dynamics predictions, we must start with the electronic time-dependent Schrödinger equation (TDSE):

$$i\frac{d\Psi(r,t)}{dt} = \hat{H}(r,t)\Psi(r,t).$$  \hspace{1cm} (1)

Here \(\hat{H}(r,t)\) is the electronic Hamiltonian operator that operates on the time-dependent many-body electronic wave function \(\Psi(r,t)\), where \(r\) represents the spatial and spin coordinates of all electrons. One can derive from (1) an evolution equation for the time-dependent density operator. This operator equation can be represented in a finite-dimensional basis, yielding a matrix system of ordinary differential equations:

$$i\frac{dP'(t)}{dt} = [H'(t), P'(t)].$$  \hspace{1cm} (2)

We call this the quantum Liouville–von Neumann equation. Boldface capital letters denote matrices, representations of operators in particular bases. Primes denote representations of operators in an orthonormal basis. Here \(P'(t)\) and \(H'(t)\) are time-dependent density and Hamiltonian matrices, respectively. The square brackets on the right-hand side denote a commutator; for matrices \(A\) and \(B\), the commutator is \([A, B] = AB - BA\).

Inspecting a particular molecular system, one determines and writes the system’s Hamiltonian, a sum of kinetic and potential energy operators. As the Hamiltonian includes spatial derivatives within the kinetic energy operator, (1) will be a partial differential equation (PDE). For an \(N\)-electron system, ignoring spin, the PDE (1) will feature \(3N\) spatial degrees of freedom. As \(N\) increases beyond \(N = 1\), it becomes intractable to solve (1) directly for the time-dependent many-body wave function \(\Psi(r,t)\), even
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with modern numerical analysis and high-performance computing. For this reason, molecular electronic structure and dynamics calculations typically use simplified, mean-field approaches. One such approach is time-dependent Hartree–Fock (TDHF) [4,5] theory, which solves (2) based on a simplified form of the wave function. In HF theory, we approximate the many-body wave function using a Slater determinant, an anti-symmetrized product of single-particle orbitals \( \phi_i(\mathbf{r}, t) \), where \( \mathbf{r} \) now represents the spatial and spin coordinates of one electron. This approximation leads to a modified form of the Hamiltonian \( \hat{H} \) that appears in (1)—for details, see (3) below. Within HF theory, we then call (2) the TDHF equation.

Equation (2), used within TDHF theory or an alternative, similar approach called time-dependent density functional theory, is used in atomic, molecular, and materials calculations to simulate the dynamic electronic response to a perturbation, including predicting charge transfer and spectroscopic properties [6–12]. In these physical science settings, one starts with a system of interest, e.g., a molecule in an applied electric field. The system’s atomic configuration completely determines the Hamiltonian \( \hat{H} \) and therefore the right-hand side of (2). Starting from an initial condition, the typical workflow is then to numerically solve (2) forward in time to generate simulations of interest, i.e., to generate \( \mathbf{P}(t) \) for \( t > 0 \) for a given perturbation.

Note that we write \( \hat{H}(t) \) to encapsulate two types of dependence on time \( t \). First, \( \hat{H} \) can depend explicitly on time—we will see this below when we consider \( \mathbf{V}_{\text{ext}} \), an external, time-dependent potential. Second, within HF theory, even if \( \hat{H} \) does not depend explicitly on time, it is in general a function of the density \( \mathbf{P}(t) \). In summary, \( \hat{H}(t) \) is shorthand for \( \hat{H}(t, \mathbf{P}(t)) \). This implies that (2) is in fact a nonlinear system.

Main contribution In this paper, we address a system identification problem for (2). Our main contribution is a computational method to estimate the molecular field-free matrix Hamiltonian \( \hat{H}(t) \) from time series observations of density matrices \( \mathbf{P}(t) \). By building a data-driven model of \( \hat{H} \), we identify the right-hand side of (2). We use a linear model for \( \hat{H} \), formulate a quadratic loss function that stems from discretizing (2) in time, and eliminate unnecessary degrees of freedom. Thus we reduce model training to a least-squares problem. We demonstrate this method using training data consisting of density matrices \( \mathbf{P}(t) \) for three small molecules.

Among other tests, we use the machine-learned (ML) Hamiltonian to propagate, i.e., to solve (2) forward in time. We find that using the ML Hamiltonian instead of the exact Hamiltonian results in a small, acceptable level of propagation error, even on a time interval that is twice the length of the time interval used for training. We then add a time-dependent external potential to our machine-learned, field-free Hamiltonian; we propagate forward in time using this augmented Hamiltonian. For each of the three molecules we consider, the resulting solutions are in close quantitative agreement with simulations that use the exact Hamiltonian. In short, our machine-learned Hamiltonian extrapolates well to a dynamical setting that differs from that of the training data.

To our knowledge, despite the surge of interest in applying machine learning to molecular simulation [13–32], there are no other procedures in the literature to estimate molecular Hamiltonians from density matrix time series. Our work shares goals with other efforts to learn Hamiltonians, or energy functions and functionals that are ingredients in Hamiltonians. In this space, we primarily see efforts to learn classical Hamiltonians from time series [33–41] as well as efforts to learn quantum Hamiltonians or potentials for time-independent problems [42–46]. Recently, a neural network method to learn the exchange-correlation functional in time-dependent density functional theory has been developed [47]; solutions of the corresponding TDSE are used to train the networks.

In this paper, we consider small molecular systems modeled with a small basis set in order to focus on methodological development and careful analysis of errors. The present work forms a foundation on which we can build towards studying systems and theories (such as time-dependent density functional theory) in which the underlying potentials and functionals have yet to be completely determined. This is the overarching motivation for pursuing the present work.

Extrapolation To clarify what we mean by extrapolation, let us consider a classical mass-spring system; one end of the spring is fixed and the other is connected to the mass. Let \( F(t) \) be an external force applied to the mass, and let \( x(t) \) denote the displacement from equilibrium of the mass at time \( t \). We start with time series of \( x(t) \) for a system where \( x(0) \neq 0 \) but \( F(t) \equiv 0 \), i.e., a field-free system. With this training data, suppose we seek a machine learning model that can predict the mass’ position accurately, even when we switch on an applied forcing, e.g., \( F(t) = A \cos(\omega t) \).

We view the task of (i) training with field-off data and (ii) predicting for field-on systems as an extrapolation task. For this classical example, one approach is to learn a model of \( V(x) \), the spring’s potential. Equipped with a sufficiently accurate model of \( V \), the field-free dynamics can be predicted from Newton’s second law: \( m \ddot{x} = -V(x) \). Again assuming that \( V \) is sufficiently accurate, we can predict the behavior of the mass-spring system accurately when the field is on, by solving \( \ddot{x} = -V'(x) + F(t) \). Suitably expanded in size and complexity to the TDHF equation (2), this is essentially what we do in the present work.
2 Physical considerations

2.1 Time-dependent Hartree–Fock

In Sect. 1, we provided a highly summarized conceptual overview of deriving the TDHF equation from the TDSE. Here we expand on this overview and give more mathematical details. All equations use atomic units, with $e^2 = \hbar = m_e = 1$. An external perturbation, such as an applied electric field, within the Hamiltonian will give rise to the time-evolution of the wave function that dictates all properties of a quantum electronic system.

The molecules studied are closed-shell systems—all electrons in the system are spin-paired. Within HF theory, each pair of electrons with opposite spins can be described by the same spatial function $\phi_i$, which is referred to as restricted HF theory. For closed-shell systems within such a formalism, the need to solve for $N$ spatial orbitals occupied by $N$ electrons reduces to solving for $(N/2)$ spatial orbitals, each of these doubly occupied to give a total of $N$ electrons [48].

Given this choice, our Hamiltonian is then

$$
\hat{H}(\mathbf{r}, t) = \sum_{i}^{N/2} \left[ \frac{-\nabla_i^2}{2} - \sum_{A} \frac{Z_A}{|\mathbf{r} - \mathbf{R}_A|} + \hat{V}_{\text{ext}}(\mathbf{r}, t) \right] \nonumber
$$

$$
+ \sum_{i}^{N/2} \sum_{j}^{N/2} 2 \times \int d\mathbf{r}' \frac{\phi^*_j(\mathbf{r}', t)\phi_j(\mathbf{r}', t)}{|\mathbf{r} - \mathbf{r}'|} \nonumber
$$

$$
- \int d\mathbf{r}' \frac{\phi^*_j(\mathbf{r}', t)\hat{\mathcal{P}}(\mathbf{r}, \mathbf{r}')\phi_j(\mathbf{r}', t)}{|\mathbf{r} - \mathbf{r}'|},
$$

where the first group includes one-electron terms summed over half the number of electrons (the total number of spatially unique electrons): the electron kinetic energy, the electron-nuclear attraction to all nuclei $A$ with nuclear charge $Z_A$ at fixed position $\mathbf{R}_A$, and the external potential $\hat{V}_{\text{ext}}$. In this work, the external perturbation is an electric field treated classically within the dipole approximation $\hat{V}_{\text{ext}}(\mathbf{r}, t) = \mathbf{E}(t) \cdot \hat{\mu}(\mathbf{r})$. The first term in the second group is the electron-electron Coulomb repulsion. The operator $\hat{\mathcal{P}}(\mathbf{r}, \mathbf{r}')$ used in the last term denotes the operation of permutation between electrons represented by coordinate-variables $\mathbf{r}$ and $\mathbf{r}'$. This term is known as the exchange operator and arises from the antisymmetry of the electronic wave function. The second group collectively represents the electron-electron interaction operator. This operator depends on the instantaneous charge distribution of all other electrons, resulting in an implicit time-dependence of the electronic Hamiltonian (in addition to the explicit time-dependence due to $\hat{V}_{\text{ext}}$).

We next define a (reduced one-body) density operator, $\hat{\rho}$, that allows us to represent the total density of electrons [49]:

$$
\hat{\rho}(\mathbf{r}, t) = \sum_{p} f_p \phi_p(\mathbf{r}, t)\phi^*_p(\mathbf{r}, t) = \sum_{p} f_p \langle \phi_p | \phi_p \rangle,
$$

where $f_p$ is the occupation of orbital $\phi_p$: in a restricted, closed-shell system, $f_p = 2$ (if $\phi_p$ is occupied) or 0 (if $\phi_p$ is unoccupied). The corresponding density matrix ($\mathbf{P}$) is represented in the basis of $\{\phi_i\}$ as:

$$
P_{ij}(t) = \int d\mathbf{r} \phi^*_i(\mathbf{r}, t)\hat{\rho}(\mathbf{r}, t)\phi_j(\mathbf{r}, t) = \langle \phi_i | \hat{\rho} | \phi_j \rangle.
$$

We can now write down the Liouville–von Neumann equation in operator form:

$$
i \frac{d\hat{\rho}(\mathbf{r}, t)}{dt} = [\hat{H}(\mathbf{r}, t), \hat{\rho}(\mathbf{r}, t)].
$$

This is an operator equation for the evolution of $\hat{\rho}$. The time-dependent molecular orbitals $\phi_i$ are often created from a linear combination of basis functions $\{\chi_{\mu}\}$, as $\phi_i = \sum_{\mu} c_{i,\mu}(t) \chi_{\mu}$, where $c_{i,\mu}(t)$ are the time-dependent coefficients. The elements of the density matrix $\mathbf{P}$ are given in this basis by

$$
P_{\mu\nu}(t) = \sum_{p} f_p c_{\mu,\nu}(t)c^*_{\nu,\mu}(t).
$$

We transform $\mathbf{P}$ to an orthonormal basis, yielding $\mathbf{P}'$ (see Appendix). We then use the Liouville equation for the density operator to write the TDHF equation in matrix form

$$
i \frac{d\mathbf{P}'(t)}{dt} = [\mathbf{H}'(t), \mathbf{P}'(t)],
$$

where $\mathbf{H}'(t)$ is the Hamiltonian (or Fock) matrix that results from integrating (3) over $\mathbf{r}$ in the orthonormal basis. In this work, primed notations (e.g., $\mathbf{H}'$, $\mathbf{P}'$) are used for matrices in the orthonormal basis and unprimed notations for matrices (e.g., $\mathbf{H}$, $\mathbf{P}$) in the atomic orbital (AO) basis.

Although it is straightforward to write down the molecular Hamiltonian if the atomic positions are known, integration of the Hamiltonian within a given basis is more challenging and encodes ground and excited state information about the molecule within that basis. Learning the integrated form of the molecular matrix Hamiltonian is thus key to determining the electron dynamics.

2.2 Molecules and exact Hamiltonian

Here we study three diatomic molecules: $\text{H}_2$, $\text{HeH}^+$, and $\text{LiH}$. The atoms in each of these diatomic systems are placed along the $z$-axis, equidistant from the origin. The interatomic separations for $\text{H}_2$, $\text{HeH}^+$ and $\text{LiH}$ are 0.74, 0.772, and 1.53 Å, respectively. These simple molecular systems increase in
complexity, going from a symmetric two-electron homonuclear diatomic, to a two-electron heteronuclear diatomic, to a four-electron heteronuclear diatomic. The basis set used for these calculations is STO-3G, a minimal basis set made of $s$ and $p$ atomic orbitals. For H$_2$ and HeH$^+$, this results in two basis functions ($a$ 2 × 2 matrix for $P$ and $H$), and for LiH this results in six basis functions (a 6 × 6 matrix for $P$ and $H$, although some elements of the matrices are zero due to the linear symmetry of the molecule, as discussed later).

For each molecule, the electronic structure code provides the integrals that are the components of the exact Hamiltonian matrix $H$, expressed in the same AO basis set as the density matrices. Specifically, we obtain real, symmetric, constant-in-time matrices for the kinetic energy and electron-nuclear potential energy. We also obtain a 4-index tensor of evaluated integrals, which we use together with the time-dependent density matrices $P(t)$ to compute the electron-electron potential energy term. These ingredients allow us to compute, for each molecule, the exact Hamiltonian. Electron density propagation with this exact Hamiltonian, both within the electronic structure code and within our propagation code, is compared to that from our ML model Hamiltonian.

3 Electron density matrix data

There are two steps involved in generating the training and test sets of the time series of density matrix data:

1. Generating an initial condition (the initial density matrix).
2. Generating a trajectory using the initial condition and the differential equation (2) for propagation.

For the first step, the HF stationary state solution is determined self-consistently within the electronic structure code. The density matrix corresponding to the alpha-spin part of the solution, represented in the AO basis, is used as the initial condition. The second step involves propagating the initial density matrix using the TDHF equation.

We performed each of these steps with the Gaussian electronic structure program [50], using a locally modified development version.

3.1 Initial conditions

We have calculated initial density matrices for field-free and static field conditions. For the field-free calculations, we set the $V_{\text{ext}}$ term to 0. For the static field, $E_z = 0.05$ a.u. (atomic units). Applying a static field creates an initial electron density that is not a stationary state of the field-free Hamiltonian and is often referred to as a delta-kick perturbation.

3.2 Trajectory data

The density matrix from the initial condition calculation is used as the starting point for generating the real-time TDHF electron dynamics trajectory, i.e. $P(t)$.

For the field-free trajectories, we set $V_{\text{ext}}$ to zero during propagation; we use the density matrix with the delta kick perturbation as the initial condition. These trajectories serve as the training data for the ML Hamiltonian. There is a particular rationale behind choosing the delta kick perturbation. First, consider that a perturbation that is localized at one point in time is, by Fourier duality, maximally spread out in frequency space. Hence such a perturbation necessarily excites all modes of the system. Second, consider that if we generate a trajectory that does not excite a mode of a system, we cannot expect that a machine learning technique will be able to learn that that mode exists, let alone how to represent the unobserved mode accurately in either the potential or the full Hamiltonian. By choosing a delta kick trajectory that excites all modes, we ensure that it is at least possible in principle to learn the full potential/Hamiltonian.

For the field-on trajectories, the field-free initial density matrix is used and $V_{\text{ext}}$ takes the following form during propagation:

$$V_{\text{ext}}(t) = \sum_{i \in \{x,y,z\}} E_i \sin(\omega t)\mu_i = 0.05\sin(0.0428t)\mu_z, \quad (9)$$

where the time $t$, the field-intensity $E_i$ along axis $i$, and the field-frequency $\omega$ are expressed in a.u. Here the field is applied only along the z-direction and $\mu_z$ is the z-component of the dipole moment matrix in the AO basis. The sinusoidal field is switched on for one full cycle (around 3.55 fs) starting at $t = 0$. These field-on trajectories test the ML Hamiltonian in a regime quite outside the field-free training regime.

Using a propagation step-size of 0.002 fs, the total length of each trajectory is 20,000 time-steps (thus, each trajectory is 40 fs long). The real-time TDHF implementation in Gaussian uses as its propagation scheme the modified midpoint unitary transformation (MMUT) algorithm [6].

4 Learning the molecular Hamiltonian

For a particular molecule, suppose we are given time series $\{P'(t_j)\}_{j=0}^N$ sampled on an equispaced temporal grid $t_j = j \Delta t$. We assume that $P'(t)$, the continuous-time trajectory corresponding to our time series, satisfies (2). Our goal is to learn the Hamiltonian $H'$. Assume that the Hamiltonian contains no explicit time-dependence—this can be ensured by generating training data with no external potentials (e.g., no external forcing). Then $H'$ is a Hermitian matrix of functions of $P'$, the density matrix. Our strategy therefore
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consists of three steps: (i) develop a model of $H'$ with a finite-dimensional set of parameters $\beta$, (ii) derive from (2) a statistical model, and (iii) use the model with available data to estimate $\beta$.

Note that in order to obtain $P', H'$ from $P, H$, we transform from the AO basis to its canonical orthogonalization [48]. We do this because the TDHF equation (2) holds in an orthonormal basis; the AO basis by itself is not orthonormal. We leave the details of this transformation to the Appendix.

Let us split $H'$ into its real and imaginary parts: $H' = H'_R + iH'_I$. By Hermitian symmetry, $H'$ is determined completely by the upper-triangular component of $H'_R$ (including the diagonal) and by the upper-triangular component of $H'_I$ (not including the diagonal). If $H'$ has size $M \times M$, there are $M(M + 1)/2$ elements of $H'_R$ and $M(M - 1)/2$ elements of $H'_I$ that we must model. Hence there are a total of $M^2$ real degrees of freedom, which we can represent as an $M^2 \times 1$ vector $h'$. Note that we can apply this same real and imaginary splitting to $P'$; since it is also Hermitian, it can also be determined completely by a real vector $p'$ of dimension $M^2 \times 1$. Then we formulate the following linear model for $h'(p')$—in what follows, we use $\sim$ to denote either statistical models or their parameters:

$$\tilde{h}' = \tilde{\beta}_0 + \tilde{\beta}_1 p'$$  \hspace{1cm} (10)

Here $\tilde{\beta}_0$ has size $M^2 \times 1$, while $\tilde{\beta}_1$ has maximal size $M^2 \times M^2$. For the smaller molecules in our study (H$_2$ and HeH$^+$), where the STO-3G basis set leads to a dimension of $M = 2$, we use (10) with no modifications.

For LiH, a larger molecule, to handle entries of $p'$ that are identically zero, and also to dramatically reduce the computational effort required for training, we modify the basic model (10). We can understand these modifications very succinctly by saying that we reduce both the number of columns of $\tilde{\beta}_1$ and the number of rows of all vectors in (10), namely $\tilde{h}'$, $\tilde{\beta}_0$, and $p'$. In more detail, what we do is first form a set $Z$ consisting of indices of, separately, the real and imaginary parts of training data matrices $\{P'_R(t_j)\}_{j=0}^N$ and $\{P'_I(t_j)\}_{j=0}^N$ that are not identically zero. Let us use the notation $\tilde{H}'$ to denote the $M \times M$ Hermitian matrix that corresponds to the real vector $\tilde{h}'$. For both $P'$ and also for our model Hamiltonian $\tilde{H}'$, we restrict attention to upper-triangular matrix indices that are in the set $Z$. To illustrate this concretely, LiH in the STO-3G basis has dimension $M = 6$, and so, at each instant of time, both $P'$ and $\tilde{H}'$ are determined by $M^2 = 36$ entries, of which 21 correspond to real parts and 15 correspond to imaginary parts. Of these, only 10 real parts and 6 imaginary parts are not identically zero. In this way, we reduce the overall dimension of (10) from 36 down to $10 + 6 = 16$. We defer the formal details of this procedure to the Appendix.

Note that (10) is by no means the only possible model. We have explored higher-order polynomial models that, while remaining linear in the parameters $\tilde{\beta}$, allow $\tilde{h}'$ to depend nonlinearly on $p'$. We have also explored models in which $\tilde{h}'$ is allowed to depend explicitly on time $t$, including through Fourier terms such as $\sin(\omega t)$ and $\cos(\omega t)$. None of these choices led to any improvement in validation or test error, so we focus on the linear model (10).

Now that we have (10), we turn our attention to (2). Then we use a centered-difference approximation to derive from (2) the statistical model

$$i \frac{P'(t_{j+1}) - P'(t_{j-1})}{2\Delta t} = \left[\tilde{H}'(P'(t_j)), P'(t_j)\right] + \epsilon_j,$$  \hspace{1cm} (11)

with $\epsilon_j$ denoting error. With $\|A\|_F^2 = \sum_{i,j} A_{ij}^2$, the squared Frobenius norm, we form the sum of squared errors loss function

$$L(\tilde{\beta}) = \sum_{j=1}^{N-1} \frac{\|i \frac{P'(t_{j+1}) - P'(t_{j-1})}{2\Delta t} - \left[\tilde{H}'(P'(t_j)), P'(t_j)\right]\|^2_F. \hspace{1cm} (12)$$

4.1 Reduction to least squares

The dependence of $L$ on $\tilde{\beta} = (\tilde{\beta}_0, \tilde{\beta}_1)$ is entirely through $\tilde{H}'$. We estimate $\tilde{\beta}$ by solving the optimization problem $\tilde{\beta}^* = \arg\min_{\beta} L(\tilde{\beta})$. Because (10) is linear in the parameters $\tilde{\beta}$, we observe that (12) must be quadratic in $\tilde{\beta}$. So, there exist constants $Q$ (matrix), $c$ (vector), and $L_0$ (scalar) such that

$$L(\tilde{\beta}) = \frac{1}{2} \tilde{\beta}^T Q \tilde{\beta} + c^T \tilde{\beta} + L_0.$$  \hspace{1cm} (13)
After training, we report the training loss and the norm of its gradient, along with three forms of propagation error:

\[
\begin{align*}
\mathcal{L}(&\tilde{\beta}^*) = 4.752 \times 10^{-6} & \quad H_2 = 5.768 \times 10^{-6} & \quad LiH = 2.297 \times 10^{-6} \\
\|\nabla \mathcal{L}(\tilde{\beta}^*)\| & = 4.174 \times 10^{-11} & 4.196 \times 10^{-12} & 1.378 \times 10^{-10} \\
\mathcal{E} & = 4.371 \times 10^{-5} & 4.870 \times 10^{-3} & 6.505 \times 10^{-3} \\
\mathcal{E}_{Sch} & = 2.566 \times 10^{-3} & 2.500 \times 10^{-3} & 2.150 \times 10^{-3} \\
\mathcal{E}_{Ham} & = 1.808 \times 10^{-3} & 2.373 \times 10^{-3} & 5.438 \times 10^{-3}
\end{align*}
\]

All results are for the field-free problem. Note that the training error is a sum of squared errors; for each molecule, if we divide by the training data length \(N = 10^3\), we obtain mean-squared training errors that are all on the order of \(10^{-9}\), indicating approximately 4 decimal places of accuracy. The propagation errors show a roughly even breakdown into error due to different schemes versus error due to different Hamiltonians.

Here we can identify \(c\) as the gradient of \(\mathcal{L}\) with respect to \(\tilde{\beta}\) evaluated at \(\tilde{\beta} \equiv 0\), and \(Q\) as the Hessian of \(\mathcal{L}\) with respect to \(\tilde{\beta}\). We compute this gradient and Hessian via automatic differentiation of \(\mathcal{L}\). When \(Q\) is full rank, we have an exact minimizer \(-Q^{-1}c\). As \(Q\) is typically rank deficient, we replace \(Q^{-1}\) with the Moore–Penrose pseudoinverse \(Q^\dagger\):

\[
\tilde{\beta}^* = -Q^\dagger c = \arg \min_\beta \|Q\beta + c\|_2.
\]  

When \((I - QQ^\dagger)c = 0\), the loss \(\mathcal{L}\) achieves its global minimum at \(\tilde{\beta}^*\). For each of our molecules, we find that \(\|I - QQ^\dagger\|\) is small but non-zero. Still, we find empirically that \((14)\) yields a nearly zero-norm gradient of \(\mathcal{L}\), as good as what can be achieved via other numerical optimization methods.

We have summarized the overall procedure in flowchart form in Fig. 1. Equation \((14)\) constitutes the end of the training procedure. In particular, we use a method in NumPy, \texttt{linalg.lstsq}, to compute \((14)\), and so we avoid the full computation of \(Q^\dagger\). Note that gradient-based optimization can also be used to minimize the loss \((12)\), as we have verified. However, such a procedure requires millions of small steps, resulting in a training time (for LiH) that is 500–1,000 times larger than the time required by a least-squares solver.

### 4.2 Error metrics

Inserting \((14)\) into \((13)\) and using properties of the pseudoinverse, \((Q^\dagger)^T = (Q^T)^\dagger = Q^\dagger\) together with \(Q^\dagger QQ^\dagger = Q^\dagger\),
we obtain the training error

\[ \mathcal{L}(\hat{\beta}^*) = -\frac{1}{2} \left[ c^T Q c + L_0 \right] , \]

the value of the loss function at the optimal set of parameters. The training error measures a local-in-time error, essentially equivalent to starting at the training data point \( P'(t_j) \), propagating one step forward in time with our learned Hamiltonian (10) and comparing with the very next training data point \( \tilde{P}'(t_{j+1}) \). Aggregating these one-step errors—squaring and summing their magnitudes—yields the training error \( \mathcal{L}[^{\hat{\beta}^*}] \).

We contrast the training error with the propagation error. Once we have solved for the optimal parameter values \( \hat{\beta}^* \), the model Hamiltonian (10) is completely determined. Using this estimated Hamiltonian with the initial condition \( P'(0) \) from our training time series, we solve (2) forward in time using a Runge–Kutta scheme, generating our statistical estimates of \( \tilde{P}'(t_j) \) from \( j = 1 \) up to \( j = 2N = 2,000 \), twice the length of the training data. For the Runge–Kutta integration, we set absolute and relative tolerances to \( 10^{-12} \). We then define the propagation error to be

\[ \mathcal{E} = \frac{1}{2N} \sum_{j=1}^{2N} \| P(t_j) - \tilde{P}(t_j) \|_F . \] (15)

In contrast to the training error, (15) measures the divergence between two trajectories—\( P \) (training) and \( \tilde{P} \) (propagation of ML Hamiltonian)—over many time steps. Both trajectories have exactly the same initial condition, and hence \( j = 0 \) is excluded from the sum. For \( j > 0 \), the two trajectories are computed using different numerical schemes (modified midpoint for the training data and Runge–Kutta for the ML Hamiltonian propagation) and different Hamiltonians. To control for scheme-related error, we compute

\[ \mathcal{E}_{\text{Sch}} = \frac{1}{2N} \sum_{j=1}^{2N} \| P(t_j) - P(t_j) \|_F , \] (16)

where \( P(t_j) \) is the result of propagating forward in time using the same Runge–Kutta scheme with the exact Hamiltonian \( H' \). This exact Hamiltonian is built by (i) extracting the Hamiltonian \( H \) in the AO basis from the electronic structure output and then (ii) transforming \( H \) to \( H' \) using the procedure described in the Appendix. In (16), the two trajectories being compared have the same Hamiltonian and differ only in the numerical propagation schemes used to generate them. As a final error metric, we compute

\[ \mathcal{E}_{\text{Ham}} = \frac{1}{2N} \sum_{j=1}^{2N} \| \tilde{P}(t_j) - \tilde{P}(t_j) \|_F . \] (17)

The two trajectories compared here are computed using the same Runge–Kutta scheme, but with different Hamiltonians. By the triangle inequality, we have \( \mathcal{E} \leq \mathcal{E}_{\text{Sch}} + \mathcal{E}_{\text{Ham}} \). We may conceptualize this as breaking down the total error into the error due to different schemes (\( \mathcal{E}_{\text{Sch}} \)) and the error due to different Hamiltonians (\( \mathcal{E}_{\text{Ham}} \)).

**Fig. 3** LiH propagation with no field. We have plotted all unique real and imaginary parts of the time-dependent density matrices: actual training data (black), exact Hamiltonian propagation (blue), and ML Hamiltonian propagation (red). For density matrix elements with small variance, we discern slight disagreement especially at large times. For large-variance density matrix elements, the curves are in close agreement.
Fig. 4 Time-dependent propagation errors in which we compare the training data against either \( P \), the result of propagating the ML Hamiltonian, or \( \tilde{P} \), the result of propagating the exact Hamiltonian. All calculations on the left (respectively, right) are for the field-free (respectively, field-on) problem. For each molecule, the error incurred by propagating with the ML Hamiltonian is within a constant factor of the error incurred by propagating with the exact Hamiltonian. At the final time, all errors are on the order of \( 10^{-3} \), except for the field-on calculations with LiH. The average values of these curves over all time correspond precisely to \( E \) and \( E_{\text{Sch}} \)—see (15), (16), and Table 1 for further details.

We report the value of the loss and the norm of its gradient, after training, in the first two rows of Table 1. For each molecule, the training loss is of the order of \( 10^{-6} \), which corresponds to an accuracy of roughly 4 decimal places. In order to visualize this accuracy, see Figs. 2 and 3. For each molecule, we have plotted each of the non-zero real and imaginary components (note the y-axis labels) that fully determine the Hermitian density matrices \( P(t_j) \) at each time step \( t_j = j \Delta t \). In fact, in each panel, there are three curves: in black, we have plotted the actual training data produced by the electronic structure code; in blue, we have plotted \( P(t_j) \), the result of propagating the exact Hamiltonian; and in red, we have plotted \( \tilde{P}(t_j) \), the result of propagating the ML Hamiltonian. For HeH\(^+\) and H\(_2\) (Fig. 2), the curves agree to a degree where they can hardly be distinguished. As we described above, due to the fact that in HF theory \( H' \) depends on \( P' \), the TDHF equation (2) is nonlinear, and hence all of these oscillations are nonlinear oscillations. For LiH (Fig. 3), we can discern some divergence between the result of ML Hamiltonian propagation (red) and the other two curves, but only for those density matrix elements with relatively small variance. The sum of squares loss function (12) is biased in favor of fitting large-variance components; to avoid this, one could modify (12) to include weights that are inversely proportional to density element variances. The errors in Fig. 3 consist primarily of oscillations about the black curve; the magnitudes of these oscillations are small and do not increase dramatically over time. Still, we should give the machine-learned Hamiltonian credit for performing well when we use it to propagate for \( 2N = 2,000 \) steps, twice the length

5 Results

5.1 Training and propagation tests

We apply the procedure described in Sect. 4 to training time series of length \( N = 1,000 \) for each of the three molecules HeH\(^+\), H\(_2\), and LiH. See Sect. 3 for details on the generation of training data. The only additional preprocessing step here was to omit the first two time steps, for each molecule, and to take the subsequent 1,000 time steps as training data. This was carried out purely to avoid large numerical time-derivatives \( dP'/dt \) associated with the delta-kick perturbation at \( t = 0 \); these time-derivatives form a critical part of our loss function (12). We emphasize that these training trajectories were generated with no external potential/field, using delta-kick initial conditions described in Sect. 3.1.
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Fig. 5 HeH+ (left) and H₂ (right) propagation with field. The top panel of each plot gives the applied electric field \( E \). In subsequent panels, for both molecules, we plot all unique real and imaginary parts of the time-dependent density matrices: actual training data (black), exact Hamiltonian propagation (blue), and ML Hamiltonian propagation (red). By ML Hamiltonian, we mean the Hamiltonian trained on the field-free data plus \( V_{\text{ext}} \) given by (9). Note the close agreement of all three curves, on a time interval that is twice the length used for training. This is a true test of whether the learned Hamiltonian can extrapolate to problem settings beyond the one used for training.

5.2 Electric field tests

After learning a field-free Hamiltonian for each of the three molecules, we compared the values of \( H'(t) \) and \( \tilde{H}'(t) \) along the training trajectories. We found that the ML Hamiltonian does not equal the exact Hamiltonian. This led us to question whether the ML Hamiltonian could solve a problem outside the training regime. We therefore augmented the ML Hamiltonian with an applied electric field, i.e., the time-dependent external potential \( V_{\text{ext}} \) given in (9). Using the same Runge–Kutta scheme and tolerances described earlier, we propagated for \( 2N = 2,000 \) steps. We compared these results with test data produced by an electronic structure code, and also the results of propagating the exact Hamiltonian, augmented with \( V_{\text{ext}} \), via our Runge–Kutta method.

For a first view of the field-on results, see Table 2 and Figs. 5 and 6. In particular, the top panels of Fig. 5 show the applied electric field; note that it is switched off abruptly after one period. We can immediately discern that the applied field substantially alters the electron density from the field-off case. Still, in each panel, we see excellent agreement between all three curves in each plot: the ground truth solution produced by an electronic structure code (black), the result of propagating the exact Hamiltonian plus \( V_{\text{ext}} \) (blue), and the result of propagating the ML Hamiltonian plus \( V_{\text{ext}} \) (red). Table 2, in which we find errors that are roughly an order of magnitude lower than those in Table 1, confirms that all computed densities are in close quantitative agreement. To
LiH propagation with field. We plot all unique real and imaginary parts of the time-dependent density matrices: actual training data (black), exact Hamiltonian propagation (blue), and ML Hamiltonian propagation (red). By ML Hamiltonian, we mean the Hamiltonian trained on the field-free LiH data plus $V_{\text{ext}}$ given by (9). Note the close agreement of all curves, on a time interval that is twice the length used for training. This is a true test of whether the learned Hamiltonian can extrapolate to problem settings beyond the one used for training. We omit a plot of the electric field here—see the top panels of Figure 5.

Fig. 7 Time-dependent propagation errors in which we compare $\tilde{P}$, the result of propagating the ML Hamiltonian, with $P$, the result of propagating the exact Hamiltonian. All results were computed using the same Runge–Kutta scheme, isolating the error due to the different Hamiltonians. We include both field-free and field-on calculations. Note that all results are plotted on a log scale. The results show that when we propagate both the ML and exact Hamiltonians using the same scheme, the errors between the two resulting trajectories remain small even as we take hundreds of time steps. The average values of these curves over all time correspond precisely to $E_{\text{Ham}}$—see (17) and Table 1 for further details.

A short derivation will show that it is not automatic to expect the augmented ML Hamiltonian to propagate correctly. Let us work in continuous time, to eliminate error due to discrete-time propagation; in this idealized setting, we start with the statement that both of our field-free Hamiltonians, $H'(t)$ (exact) and $\tilde{H}'(t)$ (ML), satisfy the TDHF equation:

$$i \frac{dP'(t)}{dt} = [H'(t), P'(t)]$$  $$i \frac{d\tilde{P}'(t)}{dt} = [\tilde{H}'(t), P'(t)].$$

Fig. 6 LiH propagation with field. We plot all unique real and imaginary parts of the time-dependent density matrices: actual training data (black), exact Hamiltonian propagation (blue), and ML Hamiltonian propagation (red). By ML Hamiltonian, we mean the Hamiltonian trained on the field-free LiH data plus $V_{\text{ext}}$ given by (9). Note the close agreement of all curves, on a time interval that is twice the length used for training. This is a true test of whether the learned Hamiltonian can extrapolate to problem settings beyond the one used for training.

repeat, all field-on results are for a time interval that is twice the length used for training, and training was conducted using field-off data only. Overall, we take these results to indicate that the ML Hamiltonian can indeed extrapolate to problem settings beyond the one used for training.

For a deeper understanding of the field-on results, we focus on the right panel of Figs. 4 and 7. In the right panel of Fig. 4, we compare (i) the result of propagating the ML Hamiltonian plus $V_{\text{ext}}$ against (ii) the ground truth solution, the output of the electronic structure code for the field-on problem. We also compare (ii) with (iii) the result of propagating the exact Hamiltonian plus $V_{\text{ext}}$. The plots indicate that, for all three molecules and especially for LiH, the error between (i) and (ii) is almost identical to that between (ii) and (iii). This indicates that the bulk of the error is due to our use of a Runge–Kutta scheme instead of the MMEUT scheme used in the electronic structure code. To confirm this, we consult Fig. 7, in which we compare (i) and (iii) directly. All solutions here are computed using the same Runge–Kutta scheme. For each molecule, we see that the errors for the field-on problems are consistently smaller than those for the field-off problems. We conclude from these results that the ML Hamiltonian can be used to compute the electronic response to an applied electric field.

A short derivation will show that it is not automatic to expect the augmented ML Hamiltonian to propagate correctly. Let us work in continuous time, to eliminate error due to discrete-time propagation; in this idealized setting, we start with the statement that both of our field-free Hamiltonians, $H'(t)$ (exact) and $\tilde{H}'(t)$ (ML), satisfy the TDHF equation:
Subtracting these equations, and defining the error $\epsilon(t) = H(t) - \tilde{H}(t)$, we obtain

$$[\epsilon(t), P'(t)] = 0. \quad (18)$$

Now we augment both Hamiltonians with an external field $V_{\text{ext}}(t)$. Let $P''(t)$ denote the true density for the problem with the external field. It must satisfy

$$i \frac{dP''(t)}{dt} = [H'(t) + V_{\text{ext}}(t), P'(t)].$$

Via $H'(t) = \epsilon(t) + \tilde{H}'(t)$, we obtain

$$i \frac{dP''(t)}{dt} = [\tilde{H}'(t) + V_{\text{ext}}(t), P'(t)] + [\epsilon(t), P''(t)].$$

As (18) does not in general imply that the starred term vanishes, we cannot conclude that the true density $P''(t)$ satisfies the TDHF equation with the augmented ML Hamiltonian $\tilde{H}'(t) + V_{\text{ext}}(t)$. Based on the above derivation, if we solve the TDHF equation using the augmented ML Hamiltonian, we expect to obtain a time-dependent density that differs from $P''(t)$. As we are able to use the ML Hamiltonian successfully on the problem with an applied electric field, we hypothesize that the error $\epsilon(t)$ is structured in such a way that enables us to extrapolate to new problems. We plan to test this hypothesis in future work.

### 5.3 Reproducibility

Training data is available from the authors upon request. All code required to reproduce all training and test results (including plots) is available on GitHub at https://github.com/hbh4000/electrodynamics.

### 6 Discussion

Our current work demonstrates that, from a single time series consisting of time-dependent density matrices, we can effectively learn an integrated Hamiltonian matrix. This ML Hamiltonian can be used for propagation in both the field-off and field-on settings. Importantly, training with a single field-free trajectory, our ML Hamiltonian has the potential to predict the electronic response to a large variety of field pulse perturbations, opening the door to laser-field controlled chemistry. The present work leads to two main areas of future work. The first area concerns technical improvements to the procedure itself, including (i) to replace (12) with a weighted loss function, to account for density elements that oscillate on different vertical scales, (ii) to propagate our ML Hamiltonian using the MMUT scheme, thus eliminating the kind of error quantified by $\mathcal{E}_{\text{Sch}}$, and (iii) to further explore reducing the number of degrees of freedom in the ML Hamiltonian. The second area concerns improving our overall understanding of the procedure, and applying it to systems of greater chemical and physical interest. In this area, further work is needed to understand the difference between the exact and ML Hamiltonians, whether this difference can be decreased by training on multiple trajectories, and how far outside the training regime we can push the ML Hamiltonian. We can also seek to learn the $\tilde{H}$ operator rather than the $H$ matrix representation, which is of interest for determining the unknown exchange-correlation potential within time-dependent density functional theory. In this way, we can push this procedure beyond known physics (as explored here) to systems where the underlying potential energy terms are not known with sufficient accuracy or precision.
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**Appendix**

**Canonical orthogonalization** Let $S$ be the overlap matrix with $S_{\mu\nu} = \langle \chi_\mu | \chi_\nu \rangle$. Because it is real and symmetric, we have $S = UsU^T$ where $s$ is diagonal and real, and $U$ is a real orthogonal matrix. Now we form $X = Us^{-1/2}$. Then, we go from $P$ to $P'$ via

$$P' = s^{1/2}U^T P U s^{-1/2}.$$

If $H$ is the Hamiltonian in the AO basis, the Hamiltonian in the orthogonalized basis is

$$H' = s^{-1/2}U^T H U s^{-1/2}.$$

**Dimensionality reduction** For LiH, certain elements of the density matrix $P'(t)$ are identically zero for all $t$. We thus define a reduced state vector $p^R$ that consists of the non-zero upper-triangular degrees of freedom, i.e., the $\tilde{M} \leq M^2$ elements that are necessary to reconstruct all of $P'$. Out of these $\tilde{M}$ elements, we take the first $\tilde{M}$ to correspond to elements of $P^R$ and the remaining $\tilde{M}_1 = \tilde{M} - \tilde{M}_R$ to correspond to elements of $P'$. Define $Z$ by

$$Z = Z^R \cup Z^I \quad (19a)$$

$$Z^R = \{(i, j) \text{ s.t. } i \leq j \text{ and not } P^R_{ij}(t) \equiv 0\} \quad (19b)$$
\[ Z^I = \{(i, j) \text{ s.t. } i < j \text{ and not } P_{ij}^I(t) \equiv 0\}. \] (19c)

We form a mapping \( \sigma : \{1, 2, \ldots, \tilde{M}\} \rightarrow \mathbb{Z} \), whose purpose is to map one-dimensional indices of the reduced vector \( \tilde{p}^z \) to ordered pair indices of the full matrix \( P' \). We define \( \sigma \) implicitly through (19) and the following:

\[
\tilde{p}^z_k = \begin{cases} 
P'_{R \sigma(k)} & k \leq \tilde{M}_R \\
\tilde{P}'_{I \sigma(k)} & k > \tilde{M}_R.
\end{cases}
\] (20)

Looping over the entries \( k = 1, 2, \ldots, \tilde{M} \), this equation let us go back and forth from the full complex matrix \( P' \) to the reduced real state vector \( \tilde{p}^z \).

Importantly, we now follow precisely the same procedure, with the same mapping \( \sigma \) and set \( Z \), to form a reduced Hamiltonian vector \( \tilde{h}^z \). We then formulate a reduced-dimensionality version of (10):

\[
\tilde{h}^z = \tilde{\beta}_0 + \tilde{\beta}_1 \tilde{p}^z.
\] (21)

The matrix \( \tilde{\beta}_1 \) is now of dimension \( \tilde{M} \times \tilde{M} \); all other objects in this equation are vectors of dimension \( \tilde{M} \times 1 \). The training procedure then holds without further modifications.
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