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Abstract

The relaxation dynamics of glass forming liquids and their structure are influenced in the vicinity of confining walls. This effect has mostly been observed to be a monotonic function of the slit width. Recently, a qualitatively new behaviour has been uncovered by Mittal and coworkers, who reported that the single particle dynamics in a hard-sphere fluid confined in a planar slit varies in a non-monotonic way as the slit width is decreased from five to roughly two particle diametres (Mittal et al 2008 Phys. Rev. Lett. 100 145901). In view of the great potential of this effect for applications in those fields of science and industry, where liquids occur under strong confinement (e.g. nano-technology), the number of researchers studying various aspects and consequences of this non-monotonic behaviour has been rapidly growing. This review aims at providing an overview of the research activity in this newly emerging field. We first briefly discuss how competing mechanisms such as packing effects and short-range attraction may lead to a non-monotonic glass transition scenario in the bulk. We then analyse confinement effects on the dynamics of fluids using a thermodynamic route which relates the single particle dynamics to the excess entropy. Moreover, relating the diffusive dynamics to the Widom’s insertion probability, the oscillations of the local dynamics with density at moderate densities are fairly well described. At high densities belonging to the supercooled regime, however, this approach breaks down signaling the onset of strongly collective effects. Indeed, confinement introduces a new length scale which in the limit of high densities and small pore sizes competes with the short-range local order of the fluid. This gives rise to a non-monotonic dependence of the packing structure on confinement, with a corresponding effect on the dynamics of structural relaxation. This non-monotonic effect occurs also in the case of a cone-plate type channel, where the degree of confinement varies with distance from the apex. This is a very promising issue for future research with the possibility of uncovering the existence of alternating glassy and liquid-like domains.
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1. Introduction

Understanding the glassy state of matter and the associated transition from the supercooled liquid state to the amorphous solid is considered a great challenge for theoretical condensed matter physics [1–4]. Intense experimental, theoretical and computer simulation studies in the past decades have addressed various aspects of this phenomenon and have paved the way for a variety of applications, ranging from nano-technology to large scale structural systems [5–9]. A new research direction in this quickly evolving field has been to introduce competing mechanisms which may lead to glass transition scenarios with non-monotonic behaviour.

Historically, the concept of a reentrant glass has been introduced long ago in the spin glass community to describe a transition from a spin glass state to a ferromagnetic phase and back to the glassy state [10–13]. It has been shown later that a reentrant behaviour may also arise in structural glasses from the competition of entropic and energetic effects as, e.g. in polymer-colloid mixtures. In the 1990s, it has been conjectured that the colloid-colloid short-range attraction due to the presence of polymers (depletion interaction) may give rise to interesting new phase behaviour [14]. Roughly a decade later, theoretical work based on the mode-coupling theory (MCT) of the glass transition led to the prediction of a reentrant glass transition and revealed the existence of a new arrested state, dominated by the short-range attraction, the so-called attractive glass as opposed to the well-known repulsive glassy state in hard-sphere (HS) colloids [15]. These predictions have been confirmed by experiments on colloid-polymer mixtures [4, 16–20] and computer simulations [4, 21] (figure 1(a)).

Introducing size disparity has also been demonstrated to provide an alternative route for the emergence of a reentrant glass-transition scenario in colloidal hard-sphere mixtures [23, 24]. This leads to competing near-ordering in colloidal hard-sphere mixtures and a dependence of the relaxation dynamics on the concentration of the additive component (e.g. smaller particles). The ratio of the short-time dynamics of the smaller particles relative to the dynamics of the larger ones plays an important role here [24].

Inserting the liquid in a frozen disordered host structure has been identified to be another way to induce non-monotonic effects [25–29]. A genuinely new type of the reentrant glass behaviour has been recently predicted via the quantum mode-coupling theory, developed by Reichman and co-workers and found in path integral-based molecular dynamics simulations [22], applied to a quantum version of the well-known Kob-Andersen binary Lennard–Jones mixture [30]. These studies—which were motivated by the discovery of the ‘superglass’ state in 4He, a state characterized at the same time by superfluidity and a frozen amorphous structure [31–33]—reveal that quantum fluctuations may both enhance and hinder the system dynamics with respect to the classical limit [22]. As a quantitative measure for the degree of quanumness, the ratio of the thermal de Broglie wave-lengths, $\Lambda = h/\sqrt{2\pi mk_B T}$, to the particle diameter, $\sigma$, is used, $N = N/\sigma$. Here, $h$ is Planck’s constant, $k_B$ is the Boltzmann constant, $m$ denotes the particle mass and $T$ is temperature. More specifically, as indicated by the arrows in figure 1(b), the dynamically arrested state can be reached either by starting from the classical limit (small $\Lambda$) and increasing $\Lambda$ gradually, or via decreasing it from the quantum-dominated regime.
studies have revealed that this competition may lead about the issue of commensurability. Recent experiments and the local packing structure, thereby bringing about the issue of commensurability [34, 35]. Recent experimental [36], theoretical [34, 37, 38] and computer simulation [35, 39] studies have revealed that this competition may lead to a non-monotonic dependence of the relaxation dynamics on the wall-to-wall separation and that this effect extends to higher densities and leads to a multiple reentrant glass transition scenario [35].

This review is organized as follows. We first give in the next section a brief account of reentrant glass-transition phenomenon in bulk. Section 3 then provides a survey of a selected set of observations regarding the glass transition upon confinement. Starting with the vastly studied case of what we call ‘weak confinement’, we elaborate an argument as to why non-monotonic effects could not be observed in these works. This brings us naturally to the domain of strong confinement, where the competition of confinement-induced layering and local packing may and often does give rise to non-monotonic effects and reentrant phenomena. In section 4, a number of ideas are presented aiming at rationalizing these observations. There, we first invoke arguments based on the excess entropy [40–42] and the particle insertion probability [39, 43, 44]. The newly developed mode-coupling theory of the glass transition in confinement [34, 37, 38, 43] is then introduced in section 4.2. This is followed by a test of the predictions of this theory regarding the non-monotonic effects of confinement on the non-equilibrium state diagram via computer simulations. Section 5 closes this review with a summary and perspectives for future work.

A last remark is still in order here. We are well aware of the fact that, despite all our efforts, this review cannot be exhaustive with regard to ongoing research in this rapidly growing field. Therefore, we apologize if one or the other researcher misses his/her relevant contribution in this review. It is also inevitable that the present article is biased with regard to the authors’ own work. This is, after all, what we know best and can describe most adequately. Given these restrictions, we, nevertheless, hope that the present review will serve as a reliable guide for those scientists who start their work in this research area, helping them to identify unresolved questions and locate the potentials for new effects.

2. Reentrant glass in the bulk

There are only few experiments providing evidence for the reentrant phenomenon in glass-forming systems. Among these, experiments on colloid-polymer mixtures seem to provide the most direct information (see, e.g. figure 1(a)) and thus deserve some attention here.

Following Wilson Poon [17], a qualitative interpretation of the reentrant glass phenomenon in colloid-polymer mixtures may be given as follows. Consider a suspension containing hard-sphere colloids at a relatively high packing fraction, where each colloid particle is arrested in the cage formed by its neighbours and cannot leave it within the observation time window (green circle in figure 2(a)). This is an example of a repulsive glass. Due to entropy, however, each colloid explores a slightly larger volume than its exact size. Adding polymers to the suspension introduces a short-range attraction which gives rise to rather weak and intermittent ‘bonds’ between colloids. As a result, some particles come closer together, forming an (intermittent) cluster and leaving space to others, which may use the thus opened ‘door’ to escape from the cage (figure 2(b)). The glass thus melts under the action of a moderate short-range attraction. As the polymer concentration increases further, the strength and hence the life time of the bonds grows, eventually leading to long-living bonds and a new, kinetically arrested, state (figure 2(c)). Since this behaviour is dominated by attractive forces, it is called the attractive glass [24].

It is remarkable that these investigations have largely been motivated by theoretical predictions, based on the mode-coupling theory, that adding short-range attraction to a hard-sphere colloidal glass may give rise to a non-monotonic non-equilibrium state diagram with the possibility of a reentrant glass [15]. A test of these predictions became possible with the advent of colloid-polymer mixtures. Indeed, a well-controlled way to introduce a short-range attraction in a suspension of hard-sphere particles is to add polymers. In a solvent, a polymer chain explores a certain spatial domain with a linear dimension of its radius of gyration, \( R_{\text{gyration}} \). If the centre of mass of a polymer coil comes to a distance significantly below \( R_{\text{gyration}} \) from the surface of a colloid, it cannot explore the full conformation space but must stretch along the direction parallel to the colloid’s surface [46]. This conformational distortion prevents polymers from being too close to the surface of a colloid. Each colloid is, therefore, surrounded by an essentially polymer-free layer (depletion zone) of thickness, \( \delta \sim R_{\text{gyration}} \) (figure 2(d)). The presence of this depletion layer reduces the effective volume accessible to the polymers’ centers of mass and thus leads to a decrease of the associated configurational entropy. If, however, the surfaces of two colloids come closer than \( \delta \), then the depletion zones overlap and the total excluded volume diminishes by the size of the overlap region. The corresponding raise in the entropy manifests itself as a net force which pushes the particles together. This is the very origin of the so-called depletion attraction [47–50].

Regarding the reentrant glass transition in binary mixtures, it turns out that an interpretation of this phenomenon is not as straightforward as in the case of colloidal hard spheres with short-range attraction. In particular, one finds that the occurrence of a reentrant behaviour crucially depends on the ratio of the short-time dynamics of the smaller (additive) particles relative to the dynamics of the larger colloids [24].
3. Reentrant glass in confinement

In this section, we collect some important facts and observations regarding confinement effects on the glass transition. In the first part, we discuss how, to our understanding, studies of confined systems became interesting to the glass community. The second part of this section presents some of the first observations of non-monotonic effects on the dynamics of fluids, arising from geometric confinement. Here, the set of physical systems is rather diverse and the underlying mechanisms are by part qualitatively distinct. The guiding idea in this section is not to provide a simple universal picture. Rather, we wish to first give here a flavour of the range of possibilities. A discussion, focused on identifying the generic effects of confinement on the glass transition, will be presented in section 4.

3.1. Monotonic effects of weak confinement

For more than two decades, the study of confinement effects on the glass transition was mainly motivated by the desire to shed light onto the possible existence of a growing length scale associated with the glass transition [51–53]. Half a century ago, Adam and Gibbs introduced the concept of cooperatively rearranging regions, whose characteristic size is supposed to diverge upon approaching the glass transition [54]. Consequently, within the model proposed by Adam and Gibbs, the structural relaxation time would diverge via a power law, \( \tau_{\text{relax}} \sim \xi^z \), with \( \xi \) being a correlation length (the characteristic size of a cooperatively rearranging region) and \( z \) the corresponding critical exponent.

In this context, the fact that confinement might set a limit to the growth of the long sought diverging length scale appeared as a promising route: If there really is a correlation length which grows on approaching the glass transition, it should stop growing further along the confined direction as soon as it reaches the linear dimension of the confinement. In this case, one expects a faster dynamics under confinement as compared to the reference bulk system.

However, intense experiments [55–65, 66–78], computer simulations [46, 79, 80–88, 89–101], and theoretical work
[102–111], revealed a far richer phenomenology than originally expected. In particular, it was found that the confinement effects largely depend on the particle scale structure of the confining walls and the energetics of the wall-liquid interactions. For example, strongly attractive wall-liquid interactions may hinder the dynamics of liquid particles by, e.g. trapping them in a potential minimum [86]. A special role here is also played by particle scale wall corrugations [112, 113] and the specific arrangement of the wall particles. Crystalline walls, for example, are known to enhance layering of fluid particles, while the effect of amorphous walls is relatively weak in this respect [114]. Similarly, crystalline walls usually lead to a stronger decrease of particle dynamics as compared to amorphous walls [79].

Despite the diversity of the observed confinement effects, all these studies show a monotonic dependence of structural relaxation time, diffusion coefficient and shear viscosity on the linear dimension of the confinement, e.g. the plate separation in a planar geometry. This behaviour can be rationalized as follows. A careful survey reveals that, in all the above studies, the range of confinement allows for the existence of a bulk-like region sufficiently far from the wall. In other words, there is a separation between the length scale of the confinement, given by the plate separation, $H$, and the characteristic range, $\xi_{\text{wall}}$, over which the wall may induce layering and influence system dynamics. Thus, as long as the wall-to-wall separation is larger than $H_\text{c} \approx 2 \xi_{\text{wall}}$, an increase of $H$ will only increase the extension of the bulk-like region away from the walls, thereby weakening the wall effects in a monotonic manner. In order to observe non-monotonic effects, the plate separation shall be smaller than this characteristic size, $H < H_\text{c}$. In the next sections of this review, we are going to explore this interesting range.

### 3.2. Reentrance in strong confinement

A question arising from the above consideration is what happens if the dimension of the confinement falls below the range of the wall effects, i.e. if $H < 2 \xi_{\text{wall}}$? In this case, the entire system is composed of close-wall regions only, whose properties (packing structure, density, dynamics) may vary significantly upon a change of the wall-to-wall separation.

This limit of strong confinement has been the focus of a number of recent studies and the interest in this field is growing rapidly at present [34, 37, 39, 98, 99, 115–119].

Mittal and co-workers were among the first groups to report on a non-monotonic effect of confinement on particle dynamics [39]. Via event driven molecular dynamics (MD) simulations of a hard-sphere (HS) fluid confined between two planar and parallel hard walls, these authors revealed an oscillatory behaviour of diffusive dynamics as function of slit width both for the motion parallel to the wall surface as well as along the normal direction (figure 3). The packing fraction in these simulations was well below the fluid-crystal coexistence regime so that crystallization issues did not show up.

Another example for the occurrence of non-monotonic effects of confinement is provided by experiments of Satapathy and co-workers [116, 117] who resolved, via x-ray scattering, the spatial variations of the colloidal packing fraction across an array of planar slits of various widths, embedded in a solvent which served as the reservoir for colloidal particles. By analysing the thus obtained data, they could demonstrate oscillations of the local packing fraction across the slit with quasi-perfect layering for integer values of the slit width (figure 4). These authors, however, did not address the effect of this layering transition on the system dynamics.

Even though the presence of electric charges does not allow a direct comparison to uncharged hard-sphere colloids, it is interesting to note that the observed layering is qualitatively similar to the results of computer simulations of hard spheres in a wedge-shaped channel by Mandal and coworkers [35]. As will be discussed in section 4.3, these simulation results are supported by accurate theoretical calculations and suggest that the observed density variations are a generic feature induced by confinement. To the best of our knowledge, there is yet no experimental study of such an effect for the case of charged neutral hard-sphere colloids.

Among other groups focusing on strong confinement, Bordin et al have recently reported on a non-monotonic effect in a simulated core-softened model fluid (mimicking water) in a cylindrical nano-pore (figure 5(a)). Starting at a large tube radius, $a$, and decreasing it gradually, the effect of confinement is found to reduce the single particle diffusion coefficient (figure 5(b)). This trend is, however reversed as the tube radius falls roughly below twice the core-diameter, $a = a_{\text{min}} \approx 2.1 \sigma$. For $a < a_{\text{min}}$, the diffusion coefficient increases upon a further decrease of $a$. It is noteworthy that these simulations are performed at constant pressure and that the pore-averaged density varies by roughly 50% in the studied range of pore radii. A survey of the average density, however, reveals that it is a monotonic function of the pore radius (figure 5(c)). Thus, the non-monotonic dependence of the single particle dynamics on pore radius in figure 5(b) is not a mere consequence...
of density variations. Seeking for other causes of this non-monotonic behaviour, Bordin and coworkers report that the minimum in the diffusion coefficient at \(a_{\text{min}}\) coincides with the onset of a depletion of hydrogen bonds. Following Bordin and coworkers, the confinement-induced reduction of particle mobility competes with the enhancement of the dynamics resulting from a decrease in number of hydrogen bonds per particle. The latter, being also a consequence of the presence of confining walls, gains over the former for \(a < a_{\text{min}}\) [118].

We also mention the recent work by Krishnan and Ayappa [98], who performed molecular dynamics simulations of a strongly confined single-component Lennard-Jones fluid containing 2–4 particle layers. Via an analysis of the temperature dependence of the relaxation times and the diffusion coefficient, these authors concluded that the confined fluid can be classified as a fragile glass. It was also shown that the critical mode-coupling temperature decreases with increasing confinement. Probably due to the restricted sampling of the wall-to-wall separation (only three values of \(H\) have been considered), a non-monotonic behaviour has not been detected in this work.

### 4. Theory and simulation

In this section, we first discuss how confinement effects on the dynamics of fluids can be rationalized via approaches which relate the structural relaxation dynamics to the number of available configurations, i.e. the excess entropy. A test of these ideas via computer simulations shows remarkable agreement between theory and simulation. In the same spirit, a linear relation between the local dynamics and the local density profile is worked out using Widom’s particle insertion method. This relation turns out to provide a good approximation for intermediate densities but fails at high packing fractions, indicating the need for more elaborate theories which account for strong coupling effects at high densities. One of the promising candidates here is the mode-coupling theory of confined fluids. After introducing the basic formalism of this theory, we then present its predictions about the confinement effects on the non-equilibrium state diagram, and compare them to the results obtained from computer simulations. In the last part of this section, these predictions are transferred to a wedge geometry, and are complemented by direct simulations. This is reminiscent of the cone-plate channel, often used in experiments on colloidal suspensions. Evidence is provided that the non-monotonic effects persist in this case and may even give rise to the occurrence of multiple liquid-glass layers along the wedge.

#### 4.1. Excess entropy approaches

One of the appealing routes to rationalize confinement effects on the dynamics of supercooled liquids builds upon ideas relating the dynamics of these systems to their static thermodynamic properties. Already in 1965, Adam and Gibbs postulated that the relaxation dynamics in dense liquids is due to cooperative rearrangement events in small domains which only weakly interact with one another and can essentially be regarded as statistically independent. Assuming that the probability of a relaxation event is proportional to the logarithm of the configurational entropy, they obtained for the average transition probability or the inverse relaxation time,
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$s^e = s_e - s^{id}$, where $s_e$, as above, denotes the thermodynamic entropy per particle of the liquid and $s^{id}$ is that of the equivalent ideal gas at the same temperature and density. The relation for diffusion coefficient then reads $D \propto \exp(-C s^e)$, with $C$ being a weakly varying prefactor. It is noted that $s^e < 0$, since interactions between particles gives rise to correlations, which ultimately reduce the number of available configurations. A reduction of $s^e$ (i.e. an increase of $|s^e|$) results from a more efficient trapping of particles and thus is associated with a slower dynamics. Roughly twenty years later, Rosenfeld proposed a variational thermodynamic perturbation theory for the justification of his model and its extension to the dilute-gas limit [41]. This scaling law was found to be consistent with molecular dynamics simulations of a variety of model systems including hard-sphere and soft-sphere fluids [40, 41] and liquid argon [120].

In a further elaboration of the problem, proposed by Dzugutov [42], two factors determine the diffusive transport in a dense medium. On the one hand, the rate of hard-sphere-like particle collisions, $\Gamma$, gives the attempt rate to escape from the cage formed by the neighbours. On the other hand, the success of any of these attempts scales linearly with the number of available configurations per particle, which, compared to an ideal gas, is reduced by a factor of $\exp(s^e)$, where $s^e$ is the excess entropy introduced above (measured in units of $k_B$). This argument yields, $D \propto \Gamma \exp(s^e)$ and thus $D^* = D(\sigma^2 \Gamma) \propto \exp(s^e)$, where $\sigma$ is the diameter of the equivalent repulsive hard-core. It is noted that, in contrast to Rosenberg’s result, there appears no prefactor in the exponent here. Dzugutov himself provided evidence for the validity of this scaling relationship via computer simulation studies of a solid state ionic conductor ($\alpha$-AgI) and quasicrystals [42]. Hoyt and co-workers showed that it also applies, to a good approximation, to liquid metals and binary metallic liquids [121] but that it fails in the case of silicon (Si). For hard-sphere fluids, Bretonnet showed that the range of applicability of the scaling proposed by Dzugutov is restricted to high packing fractions [122]. This shortcoming has been circumvented by Samanta and co-workers, who used the mode-coupling theory to derive a more accurate relation between relaxation dynamics and excess entropy, thus extending the theory to significantly lower densities [123].

The significance of the relation between excess entropy and single particle dynamics for the present review lies in the possibility to relate the dynamics of confined fluids to their static thermodynamic properties. This conjecture has been tested intensely in the past years by a number of researchers. In a systematic molecular dynamics study, Mittal and coworkers [39, 115, 124, 125] have shown that the concept of excess entropy can indeed help to rationalize confinement effects on single particle mobility for a number of fluid models and fluid-wall interaction parameters. An example is provided in figure 6, where the diffusion coefficient in a planar slit is shown to correlate with the excess entropy for a number of slit widths and wall-fluid interaction parameters [115, 126, 127].

The data shown in figure 6 underline the importance of the excess entropy for the dynamics of dense fluids both in the bulk and in confinement. The non-monotonic effect of

**Figure 5.** (a) The tube geometry studied by Bordin et al [118]. The tube is coupled to a particle reservoir, the latter being kept at constant pressure via movable side walls (laying outside the visible range here). (b) Fickian diffusion coefficient versus pore radius, $a^* = a/\sigma$. (c) Monotonic dependence of average density on pore size. The vertical dashed line marks the tube radius, $a_{\text{min}} \approx 2$, for which the self diffusion coefficient attains a minimum. It serves to highlight the qualitatively different dependence of density and diffusion on confinement. The figure (slightly adapted) is taken from [118] (reproduced with permission).
confinement is, however, not visible in this plot. This is not surprising since, as argued above, single particle diffusion is expected to be a monotonic function of the excess entropy.

The sought-after non-monotonic effect of confinement is revealed in figure 7, where the single particle diffusion exhibits an oscillatory behaviour as the plate separation is varied at a fixed average density [125]. This observation provides an interesting opportunity to examine to which extent the excess entropy determines the single particle dynamics. The idea behind this test is the following. If the excess entropy encodes the essential information about the system dynamics, then, one should observe the same dynamics both in confinement and in bulk, provided that the system-averaged excess entropy per particle is identical in both cases. This idea has been tested by Goel and coworkers in a series of carefully designed computer simulations [115]. The results obtained from these simulations are plotted in figure 7. The qualitative agreement of the equivalent bulk and slit simulations is quite remarkable.

Figure 7 also shows that a still better agreement between the slit and the equivalent bulk simulations is obtained if, instead of the excess entropy, the slit-averaged fractional available volume, \( p_0 \), is used as the relevant control parameter. Here, 
\[
p_0 = \frac{1}{H} \int p_0(z)dz \tag{1}
\]
and 
\[
p_0 = \rho(z) \exp\left[-\beta u^w(z)\right] \tag{2}
\]
and 
\[
\beta = \frac{1}{k_B T} \text{ and } u^w \text{ is the fluid-wall interaction potential.}
\]

The parameter \( \xi \) is the so-called activity, defined as 
\[
\xi = \Lambda^3 \exp(\beta \mu) \tag{3}
\]
and at the same time
\[
\mathcal{P} = -\frac{\xi}{\rho} \tag{4}
\]
and 
\[
\mathcal{P} = \mathcal{P}_0 = \rho \xi \tag{5}
\]

Since \( \xi \) is spatially uniform, it follows that \( \mathcal{P}_0 \propto \rho \). This result is somewhat unexpected as it states that, in an inhomogeneous fluid, high insertion probabilities are associated with high densities.
Figure 8. Results of Mittal and co-workers on the correlation between the local diffusion coefficient in the direction perpendicular to the walls, $D(z, t = 1)$, (top) and the local density, $\rho(z)$, (bottom) in a monodisperse HS fluid, confined in a planar slit of width $H = 5$ particle diameters. The time argument in $D$ is the time interval over which the particle dynamics is monitored to determine $D$. It is chosen such that particles move sufficiently far to provide an estimate of $D$ but not too far so that averaging over $z$ implicitly present in the motion along the perpendicular direction ($z$), does not strongly bias the $z$-dependence of the diffusion coefficient. The packing fraction is $\varphi = 0.05, 0.10, 0.15, 0.20, 0.25, 0.30, 0.35$, and $0.40$ (top to bottom for $D$ and bottom to top for $\rho(z)$). Figure from [39] (reproduced with permission).

In the case of a hard-sphere system, the energy, $u$, associated with an attempt to insert a new particle is zero if the insertion of that particle does not lead to overlap with any of the existing particles. In this case, the insertion probability for this specific move is unity. In the case of an overlap, $u = \infty$, leading to probability zero. Thus, the ensemble-averaged insertion probability, $P_\rho$, is an exact measure of the number of available states. In order to link this information to the system dynamics, one assumes that the rate of structural relaxation is proportional to the number of available states in the sense of the particle insertion statistics. One then anticipates that the diffusion coefficient scales as $D \sim P_\rho \propto \rho$. Similar to the case of the insertion probability, this means that the fastest dynamics occurs at the position with the highest local density.

This, apparently counter-intuitive, prediction is in qualitative agreement with the results obtained from computer simulations (figure 8), which unambiguously reveal that peaks of the local diffusion coefficient approximately correlate with the maxima of the density profile. Conversely, the minima of the local diffusivity occur at those places, where also the density attains the locally smallest value. We also remark that a slight phase shift between $D(z)$ and $\rho(z)$ is visible from the data shown in figure 8.

In light of the above discussion, a question arises regarding the generality of the correlation between local particle mobility in an inhomogeneous fluid and position-dependent static properties. A particularly interesting issue here concerns the validity of this conjecture when approaching the glass transition. Recent computer simulations of a binary hard-sphere mixture show that the above mentioned phase shift between density and diffusivity increases in a systematic way with the packing fraction until a complete reversal of the relation between $D(z)$ and $\rho(z)$ is established. At a packing fraction of $\varphi = 0.52$, for example, the maxima of the local diffusion coefficient no longer correspond to the maxima but to the minima of the density profile (figure 9). Thus, the relation between the single particle dynamics and the particle insertion probability, used to obtain the relation $D \propto \rho$, becomes inaccurate at high packing fractions.

This emphasizes the need for a microscopic theory which adequately addresses static and dynamic properties of densely packed confined fluids. One of the promising routes in this context is the recent extension of the mode-coupling theory of the glass transition to confined geometry. The next section is devoted to an introduction of the basic concepts of this new theoretical approach. Its most salient predictions are worked out and tested via simulations subsequently.

The remainder of this review essentially compiles the recent contributions made by the authors and their coworkers. The issues discussed below are, however, far from being completely settled. A remarkable example is the possible coexistence of multiple liquid-glass domains in a cone-plate type chamber, addressed in the last section. Here, only first evidences are provided. This calls for simulations and experiments at high densities to examine and directly uncover the predicted coexistence.
4.2. Mode-coupling theory of confined fluids

Many of the phenomena associated with the slowing down of transport upon cooling or compressing a simple liquid have been rationalized within the mode-coupling theory of the glass transition [129] developed by Wolfgang Götze and collaborators within the last 30 years. The theory makes a series of non-trivial predictions for the directly measurable intermediate scattering functions or, equivalently, the dynamic structure factors both for the collective dynamics as well as for the tagged-particle motion. In particular, derived quantities, such as the mean square displacement and the associated diffusion coefficient, can be calculated within the theory, provided that the static structure factors are used as known input. There are no adjustable parameters, hence MCT constitutes a microscopic theory.

Here we review the mode-coupling theory in confinement emphasizing the parallels to the MCT of the glass transition as well as the necessary modifications to account for the boundaries.

The basic set-up consists of a liquid comprised of \( N \) structureless particles of mass \( m \) confined by two flat, hard, and parallel walls with an accessible slit width \( L \). Hence for hard particles the separation of the walls will be \( H = L + \sigma \) where \( \sigma \) is the diameter of the spheres, see figure 10 for an illustration. The thermodynamic limit is defined such that the area density \( n_0 = N/A \) remains fixed as the particle number \( N \rightarrow \infty \) and the wall area \( A \rightarrow \infty \) approach infinity while the plate separation \( L \) remains constant.

The origin of a Cartesian coordinate system is chosen in the centre between the boundaries with the \( z \)-axis perpendicular to the plates, while the \( x-y \) plane is parallel to the walls. Lateral coordinates are abbreviated by two-dimensional vectors \( r = (x, y) \), the time-dependent positions of the \( N \) particles are denoted by \( \{x_n(t)\} = \{r_n(t), z_n(t)\} \), with \( n = 1, \ldots, N \). By the confinement all transverse positional coordinates fulfill \(-L/2 \leq z \leq L/2\).

The most fundamental quantity is the microscopic density variable

\[
\rho(r, z, t) = \sum_{n=1}^{N} \delta[r - r_n(t)] \delta[z - z_n(t)],
\]

and its canonical expectation yields the density profile

\[
n(z) = \langle \rho(r, z, t) \rangle.
\]

Here \( n(z) \) depends explicitly on the transverse coordinate but is uniform in the direction parallel to the walls by the lateral symmetry. The modulation of the density profile \( n(z) \) is expected to be significant if the slit width is comparable to the interaction range, i.e. if only a few monolayers fit into the slit.

It is natural to decompose \( n(z) \) into discrete Fourier modes

\[
n(z) = \frac{1}{L} \sum_{\mu} n_\mu \exp(-iQ_\mu z),
\]

where the mode index \( \mu \in \mathbb{Z} \) and the associated wavenumbers \( Q_\mu = 2\pi\mu/L \) are discrete. Conversely, the Fourier coefficients are determined by

\[
n_\mu = \int_{-L/2}^{L/2} n(z) \exp(iQ_\mu z) dz.
\]

An analogous decomposition can be performed for the local volume per particle, \( v(z) = 1/n(z) \), and one verifies the relation between the Fourier coefficients

\[
\langle \delta\rho_\mu(q, t) \rangle = \frac{1}{L^2} \sum_{\kappa} n_{\mu - \kappa} \exp(iQ_\mu z) = \delta_{\mu 0}.
\]

Similarly, the fluctuating part of the microscopic density \( \delta\rho(r, z, t) = \rho(r, z, t) - n(z) \) is decomposed into a set of symmetry-adapted modes. For the lateral dependence the conventional Fourier modes with in-plane wave vectors \( q \) are employed, whereas for the transverse direction the discrete set of wavenumbers \( Q_\mu \) is appropriate. The proper choice of variables is therefore

\[
\delta\rho_\mu(q, t) = \sum_{n=1}^{N} \exp[iQ_\mu z_n(t)] \delta_\mu - AN_\mu \delta_{\mu 0}.
\]

The last term is relevant only for wave vectors \( q \) identical to zero and can be safely ignored in the following.

The confinement implies that the continuity equation for the density modes assumes the form

\[
\delta\rho_\mu(q, t) = iQ_\mu \delta_\mu - iQ_\mu \delta_\mu + iQ_\mu \delta_\mu = 1 \sum_{\alpha = \|, \perp} b_{\mu}(q, Q_\alpha) \delta_\mu(q, t),
\]

with current densities \( j_\mu(q, t) \) to channel index \( \alpha \in \{\|, \perp\} \) parallel and perpendicular to the planes. The selector \( b_{\mu}(q, Q_\alpha) = g_{\delta_\mu, \alpha} + Q_\alpha g_{\delta_\mu, \perp} \) permits a short-hand notation to account for both channel indices. The splitting of the currents has drastic consequences for the formulation of the theory and implies that the mathematical structure of the mode-coupling equations will differ from the conventional MCT of the glass transition.

The quantities of primary interest are then the time-dependent density-density correlation functions

\[
S_{\mu\nu}(q, t) = \frac{1}{N} \langle \delta\rho_\mu(q, t) \delta\rho_\nu(q) \rangle,
\]

also referred to as generalized intermediate scattering function (ISF). Here we used the convention that suppressing the time indicates that the variable is to be evaluated at time \( t = 0 \).
By rotational symmetry around the z-axis, the ISF does not depend on the direction of the in-plane wave vector but only on its magnitude $q = |q|$. The matrix-valued quantity $S_{\mu\nu}(q, t)$ constitutes the proper generalization of the intermediate scattering function in bulk systems, in particular, $S_{00}(q, t)$ measures the decay of density modulations within the plane only. The intermediate scattering function is directly measurable in neutron-scattering experiments for atomic systems or photon-correlation spectroscopy for colloidal suspensions [128]. The initial value $S_{\mu\nu}(q, t=0)$ encodes valuable information on the short-range order of the confined fluid and is referred to as generalized static structure factor. The corresponding direct correlation function $c_{\mu\nu}(q)$ is then obtained by decomposing the Ornstein-Zernike equation into the symmetry-adapted modes [34, 130]

$$S^{-1} = \frac{n_0}{L^2} [\nu - c],$$
(9)

where a natural matrix notation has been employed. Here, bold symbols indicate matrices in the mode indices, e.g. $[S_{\mu\nu}] = S_{\mu\nu}$. Furthermore, the dependence on the wavenumber $q$ is suppressed if all quantities in the equation refer to the same $q$. The matrix corresponding to the local volume is $[\nu]_{\mu\nu} = \nu_{\nu-\mu}$.

Exact equations of motion for time correlation functions can be derived within the Zwanzig–Mori projection operator formalism [34, 129]. Then the intermediate scattering function satisfies the integro-differential equation

$$\dot{S}(t) + \int_0^t K(t-t')S(t')d t' = 0.$$  
(10)

The initial condition for the ISF is merely the static structure factor $S(t=0) = S$. Explicit formal expressions for the matrix of the current kernel $K(t)$ are available. By the continuity equation, the current kernel also naturally splits

$$K_{\mu\nu}(q, t) = \sum_{\alpha, \beta = \pm 1} b^\alpha(q, Q_{\alpha})K^{\alpha\beta}_{\mu\nu}(q, t)b^\beta(q, Q_{\beta}).$$
(11)

Quantities associated with mode indices and channel indices are indicated by calligraphic symbols and again we use matrix notation, for example $[K_{\mu\nu}(q, t)]^{\alpha\beta} = K^{\alpha\beta}_{\mu\nu}(q, t)$.

Within the Zwanzig–Mori formalism, a second equation of motion for the currents is derived within Newtonian dynamics

$$\mathcal{F}^{-1}[\mathcal{K} + \mathcal{D}^{-1}\mathcal{K}(t) + \int_0^t \mathcal{M}(t-t')\mathcal{K}(t')d t'] = 0,$$  
(12)

subject to the initial condition $\mathcal{K}(t=0) = \mathcal{J}$, where

$$\mathcal{J}_{\mu\nu}(q) = N^{-1}\langle \int_q f^\dagger_{\mu^0}(q)j_0^\nu(q) \rangle = (k_BT/m)n_{\mu-\nu}n_{\nu} \delta_{\alpha\beta}$$

is the static current-correlator matrix. An instantaneous damping term $\mathcal{D}(q)$ has been split off to account for a regular short-time decay [38]. The many-body dynamics is hidden in the force kernel $\mathcal{M}(t)$.

The mode-coupling ansatz provides a detailed prescription to approximate the force kernel $\mathcal{M}(t)$ as bilinear functional local in time of the intermediate scattering functions

$$\mathcal{M}^{\alpha\beta}_{\mu\nu}(q, t) = \mathcal{F}^{\alpha\beta}_{\mu\nu}[S(t), S(t); q].$$
(13)

Explicitly the mode-coupling functional reads

$$\mathcal{F}[E, F; q] = \frac{1}{4N} \sum_{q, q_{1}, q_{2}} \sum_{\mu, \nu, \lambda, \gamma} \gamma_{\mu\nu, \lambda\gamma}^{\alpha\beta}(q, q_{1}, q_{2})$$

$$\times \left[ E_{\mu\nu}(q_{1})F_{\lambda\gamma}(q_{2}) + (1 \leftrightarrow 2) \right] \gamma_{\mu\nu, \lambda\gamma}^{\alpha\beta}(q, q_{1}, q_{2}),$$
(14)

where the vertices $\gamma_{\mu\nu, \lambda\gamma}^{\alpha\beta}(q, q_{1}, q_{2})$ play the role of coupling constants determined by static correlation functions only. Upon a convolution approximation to account for three-particle correlations [34, 37] the vertex can be determined to

$$\gamma_{\mu\nu, \lambda\gamma}^{\alpha\beta}(q, q_{1}, q_{2}) = \frac{n_0^2}{L^3} \sum_{\kappa} \nu^\ast_{\mu-\kappa} [b^\nu(q_{1}, q_{1}), Q_{\kappa-\mu}c_{\kappa-\mu\gamma}(q_{1}) + (1 \leftrightarrow 2)].$$
(15)

The two equations of motion for the intermediate scattering function and the current kernel, equations (10) and (12), supplemented by their respective initial conditions, together with the MCT ansatz, equations (13)–(15) constitute a complete set of equations for the intermediate scattering function $S_{\mu\nu}(q, t)$.

One can show that there are unique solutions [38] and moreover, that the solutions represent equilibrium correlation functions:

$$S(t) = \int_{\mathbb{R}} e^{-i \Omega t} R(d \Omega).$$
(16)

Here $R(\Omega)$ is a self-adjoint symmetric matrix-valued measure, i.e. $R_{\mu\nu}(\Omega)$ is a complex finite Borel measure on the real line $\Omega \in \mathbb{R}$ and a positive semidefinite matrix for fixed $\Omega$, symmetric means that $R(\Omega) - R(0) = R(0) - R(-\Omega)$. In particular, the measure fulfills $S = \int_{\mathbb{R}} R(d \Omega)$. The representation property states that, although the $S(t)$ predicted within MCT may differ from the experimentally measurable intermediate scattering function, there exists a different stochastic process [hopefully close to the real one] which yields $S(t)$ as a result of correlating observables. Let us recall the most important consequences of the representation property. First, one finds that the ISF is hermitian $S^\dagger(t) = S(t)$, symmetric in time $S(-t) = S(t)$, and bounded

$$\mathbf{S} \geq S(t) \geq - \mathbf{S},$$
(17)

where $\mathbf{A} \geq \mathbf{B}$ indicates that $\mathbf{B}(q) - \mathbf{A}(q)$ is a positive semi-definite matrix for each wavenumber $q$. More generally, for any finite set of times $t_i, i = 1, \ldots, m$ and associated complex weighting factors $\lambda_i$, matrix-valued correlation functions are positive-semidefinite in the following sense

$$\sum_{i=1}^{m} \lambda_i S(t_i - t_j) \lambda_i \geq \left( \sum_{i=1}^{m} | \lambda_i |^2 e^{i t_i} \right)^2 \int_{\mathbb{R}} | R(d \Omega) | \geq 0.$$  
(18)

By Bochner’s theorem [131] the latter property is in fact equivalent to the representation property of correlation functions.

It is of interest also to consider the one-sided Fourier transforms of the intermediate scattering functions

$$\hat{S}(z) = i \int_0^{\infty} e^{izt} S(t) dt,$$  
(19)
for complex frequencies $z \in \mathbb{C}_+ = \{ z \in \mathbb{C} : \text{Im}[z] > 0 \}$ in the upper complex half-plane. The representation property then yields directly a representation in terms of a Hilbert transform of the associated measure

$$\tilde{S}(z) = \int_{\mathbb{R}} \frac{1}{\Omega - z} \text{R}(d\Omega).$$

Then one verifies the following properties for frequencies $z \in \mathbb{C}_+$

1. $\tilde{S}(z)$ is analytic
2. $\tilde{S}(-z^*) = -\tilde{S}^*(z)$
3. $\lim_{\eta \to \infty} \eta \text{Im}[\tilde{S}(z = i\eta)]$ is finite
4. $\text{Im}[\tilde{S}(z)] \geq 0$

Here $\text{Im}[\tilde{S}(z)] := [\tilde{S}(z) - \tilde{S}^*(z)]/2i$ is the proper generalization of the imaginary part to matrices. In particular, property (4) implies that the measurable power spectrum associated with any linear combination of density modes $\rho_{\alpha}(q, t)$ is non-negative in every frequency interval. The Riesz-Herglotz theorem [131, 132] reveals that properties (1)–(4) are also sufficient for $\tilde{S}(z)$ being the one-sided Fourier transform of a matrix-valued correlation function $S(t)$.

For the following discussion it is instructive to transform the equations of motion to the Fourier domain. By the convolution theorem, the equations of motion for the ISF become algebraic equations in the frequency domain

$$\tilde{S}(z) = -[zS^{-1} + S^{-1}\tilde{K}(z)S^{-1}]^{-1}.$$  \hspace{1cm} (21)

The contraction over the channel indices readily transfers to the Fourier domain

$$\tilde{K}_{\mu \nu}(q, z) = \sum_{\alpha, \beta = \perp, \parallel} b^\alpha(q, Q_\alpha)\tilde{K}^{\alpha \beta}_{\mu \nu}(q, z)b^\beta(q, Q_\beta),$$  \hspace{1cm} (22)

and again the equations of motion for the current matrix $K_{\mu \nu}^{\alpha \beta}(q, z)$ become algebraic matrix equations

$$\tilde{K}(z) = -[zJ + D^{-1} + \tilde{M}(z)]^{-1}.$$  \hspace{1cm} (23)

While the Zwanzig–Mori equations of motion become simple in the frequency domain since frequency is merely a parameter, the MCT kernel couples intermediate scattering functions to different frequencies, and one better sticks to the representation in time.

Glass states in the non-equilibrium state diagram are defined by a non-vanishing long-time limit of the intermediate scattering function

$$F := \lim_{t \to \infty} S(t) = 0,$$  \hspace{1cm} (24)

referred to as non-ergodicity parameter or glass form factor. Conversely, ergodic liquid states are characterized by a trivial long-time limit $F = 0$. The representation property implies that the non-ergodicity parameter is positive semidefinite and bounded by the structure factor

$$S \geq F \geq 0.$$  \hspace{1cm} (25)

For the case of the conventional mode-coupling theory of the glass transition, the existence of the long-time limit is guaranteed [45] and one anticipates that this result also holds for the case of split currents. Hence, in principle the non-equilibrium state diagram can be constructed by solving the dynamic equations for given control parameters and classifying the solutions according to their respective long-time limits. Since the numerical solution is involved, one would like to circumvent the evaluation of the time-dependent solutions and derive simplified equations for the non-ergodicity parameters alone. Necessary conditions for $F$ can be derived, by connecting it to the long-time limit of the force kernel. A first relation is obtained by specializing the mode-coupling functional to the limit of infinite times

$$\tilde{N}(q) := \lim_{t \to \infty} \mathcal{M}(q, t) = \mathcal{F}[F, F; q].$$  \hspace{1cm} (26)

A second relation follows by evaluating the equations of motion in the limit of small frequencies. A non-trivial long-time limit of the force kernel yields a simple pole in the frequency domain

$$\tilde{M} = -z^{-1}N + o(z^{-1}).$$  \hspace{1cm} (27)

Then the representation of the current correlator, equation (23), shows that for small frequencies $\tilde{K}(z) = zN^{-1} + o(z)$. The contraction leads to leading order to $\tilde{K}(z) = zN^{-1} + o(z)$ with

$$[N(q)^{-1}]_{\mu \nu} = \sum_{\alpha, \beta = \perp, \parallel} b^\alpha(q, Q_\alpha)\tilde{N}^{-1}(q)b^\beta(q, Q_\beta).$$  \hspace{1cm} (28)

One can show that $N = N[F]$ considered as functional of the long-time limits $F$ displays the properties of an effective mode-coupling functional [37] in the space of matrices with mode indices $\mu, \nu$. Evaluating the equations of motion for the ISF, equation (21) shows that $\tilde{S}(z) = -z^{-1}F + o(z^{-1})$ for $z \to 0$, where the glass form factor fulfills

$$F = S - [S^{-1} + N[F]]^{-1}.$$  \hspace{1cm} (29)

The set of equations, equations (26), (28) and (29) is complete and called fixed-point equations. They are necessarily fulfilled by the glass form factor $F$, yet, in general the equations allow for many solutions, in particular, one checks that the trivial case $F(q) = 0$ for all wavenumbers $q$ is always a solution. Furthermore, only solutions that correspond to long-time limits of correlation functions, i.e. positive semidefinite ones, $F \geq 0$, are acceptable. Hence it appears as a non-trivial question, which solution actually represents the long-time limit of the full time-dependent solution of the MCT equations.

The dynamic mode-coupling equations encode a property referred to as generalized covariance principle [37, 38, 129] which states that given a particular solution $\tilde{F} \geq 0$ of the fixed-point equations, then the equations of motion for the remainder $S(t) - \tilde{F}$ are of the same form as the original equations of motion. In particular, $S(t) - \tilde{F}$ corresponds again to a correlation function, with associated spectral measure $\text{R}(\Omega) - \tilde{F}(\Omega)$. The generalized covariance principle turns out to be crucial to sort out the relevant solution of the many solutions of the fixed-point equations.

A particular solution can be constructed by iterating the set of equations, thereby generating a sequence $F^{(n)}, n = 0, 1, \ldots$. The sequence is initialized with the static structure factor $F^{(0)} = S$. The Topical Review
then, given $F(n)$, a new $N^{(n)} = \mathcal{F}[F^{(n)}, F^{(n)}]$ is calculated and contracted according to equation (28) to yield the new $N^{(n)}$. Last, the next element of the sequence is generated using equation (29) by $F(n+1) = S - [S^{-1} + N^{(n)}]^{-1}$. One can see [37] that the sequence never leaves the space of positive semidefinite elements $F^{(n)} \geq 0$, and is monotonically decreasing, hence convergence $F = \lim_{n \to \infty} F^{(n)}$ is guaranteed.

The generalized covariance principle allows establishing the maximum principle, stating that the solution of the fixed-point equations assumed by the long-time limit $F$ of the dynamic MCT equations is maximal, i.e. all other positive-semidefinite solutions $\hat{F}$ fulfill $\hat{F} \geq F$. Furthermore, it has been demonstrated that the solution constructed via the monotonic sequence above is maximal [37], hence it coincides with the long-time limit of the dynamical problem.

The iteration scheme permits constructing the non-equilibrium phase diagram and separate ergodic from glassy states. The boundary between the two states is referred to as glass transition singularity and it corresponds to a singular dependence of the solution of the fixed-point equations as functions of the control parameters. Since the fixed-point equations are purely algebraic with smooth dependence on the static input, singular behaviour can only emerge as a result of bifurcations of the $\alpha$-type according to the classification of Arnol’d [133]. Then the mathematical properties of the singular behaviour are identical to the ones of multicomponent mixtures [134, 135], provided that $\mathbf{N}[\mathbf{F}]$ is used as effective mode-coupling functional. The simplest and also generic corresponds to the $A_2$ fold bifurcation. There the glass form factor assumes a nonzero value $\mathbf{F}^*(t) \geq 0$ directly at the transition. Hence, upon a smooth path in the state diagram starting from the liquid state, the long-time limit will be strictly zero until it jumps to $\mathbf{F}^*$ and will increase further upon penetrating the glass state. More precisely, one can introduce a separation parameter $\sigma \in \mathbb{R}$ with negative values in the liquid and positive in the glass, such that it increases linearly along the path in the vicinity of the transition [129]. Hence it is proportional to any generic distance measure, e.g. $\sigma = C(\psi - \psi^*)$ for the case of hard spheres with packing fraction $\psi$ and respective critical value $\psi^*$. The crossing of the glass transition singularity is referred to as critical point. Traversing the singularity into the glassy state, the nonequilibrium parameter increases according to

$$F(q) = F(q) + H(q)\sqrt{\frac{\sigma}{1 - \lambda}} + O(\sigma).$$  \hspace{1cm} (30)

Here $H \geq 0$ is called the critical amplitude and $\lambda$ is known as exponent parameter and for both quantities as well as for $\sigma$ explicit expressions can be constructed [135] starting from the effective mode-coupling functional $\mathbf{N}[\mathbf{F}]$. The square-root behaviour is characteristic of the fold bifurcations. The leading corrections $O(\sigma)$ can also be worked out [135] following the calculation of the MCT in bulk for monocomponent systems [136, 137].

It is anticipated that the splitting of the currents does not spoil the asymptotic behaviour elaborated for time-dependent matrix-valued correlation function close to the transition. Directly at the critical point, $\sigma = 0$, the critical glass form factor is approached as a power-law relaxation [129, 135]

$$S(q, t) = F(q) + H(q)(tt_0)^{-\alpha} + O(t^{-2\alpha}),$$  \hspace{1cm} (31)

where the exponent $0 < \alpha < 1/2$ is determined by the exponent parameter via

$$\lambda = \frac{(1 - a)^2}{\Gamma(1 - 2a)} = \frac{(1 + b)^2}{\Gamma(1 + 2b)},$$  \hspace{1cm} (32)

for the generic case $0 < \lambda < 1$. We have included also the relation to the von-Schweidler exponent $b > 0$ that will become important below. The time scale $t_0$ is of the order of microscopic times and is to be determined by matching the full dynamic solutions to the asymptotic critical law, equation (31). Close to the transition the solutions follow the critical law up to a time scale $t_\sigma$ diverging upon approaching the transition. For times larger than $t_\sigma$, the glass form factors $F(q(t))$ are approached exponentially fast for glassy states, while for liquid states the plateau value $F(q) \rightarrow \tau$ is traversed to enter the terminal relaxation, also known as $\alpha$-relaxation. The dynamics in the vicinity of the plateau follows the first scaling law

$$S(q, t) = F(q) + H(q)\sqrt{\sigma}g_\alpha(tt_\sigma) + O(\sigma),$$  \hspace{1cm} (33)

valid for intermediate times $t_0 \ll t \ll t_\sigma$, where $t_\sigma < \infty$ denotes the $\alpha$-relaxation time for liquid states, while it becomes infinite for glassy states $t_\sigma = \infty$. The scaling functions $g_\alpha$ fulfill the $\beta$-scaling equation of the MCT [129]

$$\frac{d}{d\tau} \int_0^\tau g_\alpha(\bar{\tau})g_\alpha(\bar{\tau} - \bar{\tau})d\bar{\tau} = \lambda g_\alpha(\bar{\tau})^2 \pm 1.$$  \hspace{1cm} (34)

Here the index $\pm$ refers to the glass $\sigma > 0$ and liquid side $\sigma < 0$. To match the critical law, equation (31), at times $t_0 \ll t \ll t_\sigma$, the scaling functions have to fulfill $g_\alpha(\bar{\tau}) \rightarrow \bar{\tau}^{-\alpha}$ for $\bar{\tau} \rightarrow 0$ as short-time asymptote. Furthermore, this fixes the divergence of the time scale

$$t_\sigma = t_0|\sigma|^{-\frac{1}{2\alpha}},$$  \hspace{1cm} (35)

upon approaching the glass transition singularity $\sigma \to 0$. For glass states, $g_\alpha(\bar{\tau} \to \infty) = 1/\sqrt{1 - \lambda}$, compatible with the result for the glass form factor, equation (30).

For the liquid side, the scaling function diverges for long times as a power law $g_\alpha(\bar{\tau} \gg 1) \sim -B\bar{\tau}^b$ with the von-Schweidler exponent $b$. Hence, the first scaling law is valid only up to times

$$t'_\sigma = t_0B^{-\frac{1}{2b}}|\sigma|^{-\gamma}, \hspace{1cm} \gamma = \frac{1}{2a} + \frac{1}{2b},$$  \hspace{1cm} (36)

and the MCT predicts for the early stage $t \ll t' \ll t'_\sigma$ of the relaxation process from the plateau

$$S(q, t) = F(q) - H(q)(tt'_\sigma)^b,$$  \hspace{1cm} (37)

known as von-Schweidler law.

The terminal relaxation from the plateau towards zero then fulfills the second scaling law [129]

$$S(q, t) = \bar{S}(q, tt'_\sigma),$$  \hspace{1cm} (38)

for times $t \gg t'_\sigma$. Hence, on a logarithmic time scale, the shape of the relaxation function decaying from its respective plateau value does not change upon approaching the glass transition.
singularity $\sigma \rightarrow 0$, but is shifted merely to the right. Here, the relaxation functions are wavenumber-dependent, yet the shift in time scale is identical for all $q$. The second scaling of the MCT is the theoretical foundation of the empirical time-temperature superposition principle or $\alpha$-scaling behaviour.

The theory has been generalized also to capture the tagged-particle motion [130]. Here a tracer particle is immersed into the confined fluid and its dynamics reflects aspects of the slow structural relaxation of the surrounding host fluid. Here we restrict the discussion to the most relevant case where the tracer particle is identical to the constituent of the host fluid and the tagged-particle motion can be measured in a computer simulation with high statistical accuracy. The simplest measurable quantities are the mean square displacement, e.g. in the case of confinement parallel to the walls. More generally, the incoherent intermediate scattering function encodes all two-time correlation functions of tracer particle’s dynamics. Again, generalized fluctuating density modes are considered

$$\delta \rho_\alpha^2(q, t) = \exp[i Q_\alpha z(t)] e^{i q t} - (n_{\alpha} n_\alpha) \delta_{\alpha 0}. \quad (39)$$

Here $(r_\alpha(t), z(t))$ are the lateral and transverse coordinates of the tagged particle. The superscript $(\alpha)$ indicates the single particle dynamics. The corresponding correlation function is the incoherent intermediate scattering function

$$S_{\alpha \alpha'}(q, t) = \langle \delta \rho_\alpha^2(q, t) \delta \rho_{\alpha'}^2(q) \rangle. \quad (40)$$

and, again $S_{\alpha \alpha'}(q, t)$ encodes only the modulations along the plane. The mean square displacement parallel to the plates $\delta r^2_c := (\langle r_c(t) - r_c(0) \rangle^2)$ is contained in the long-wavelength expansion

$$S_{\alpha \alpha'}(q, t) = 1 - q^2 \delta r^2_c(t)/4 + \mathcal{O}(q^4). \quad (41)$$

In particular the diffusion coefficient parallel to the confinement $D_c$ describes the long-time behaviour of the mean square displacement in the liquid state

$$\delta r^2_c(t) \rightarrow 4D_c t \quad \text{for} \ t \rightarrow \infty. \quad (42)$$

The equations of motion for $S^\alpha(t)$ are derived along the same lines as for the coherent motion and except for the decoration with the superscript $(\alpha)$ are of the same form. The mode-coupling ansatz for the associated force kernel $M^\alpha(t)$ yields a bilinear functional, coupling the single particle motion $S^\alpha(t)$ to the coherent dynamics $S(t)$. Hence the slowing down of the coherent motion induces also the slow dynamics of the tracer particle. Again one anticipates that the splitting of the currents does not introduce qualitative new features with respect to the asymptotic scaling laws, such that equations (33) and (38) also hold for incoherent motion $S^\alpha(t)$. The first scaling law translates for the mean square displacement [129, 137]

$$\delta r^2_c(t)/4 = \ell_{\perp c}^2 - h_\perp |\sigma| \, g_\perp(t T_c) + \mathcal{O}(\sigma), \quad (43)$$

in the $\beta$-scaling time window $t_0 \ll t \ll t'_c$. Here $\ell_{\perp c}^2 = \lim_{t \to \infty} \delta r^2_c(t)/4$ corresponds to the localization length directly at the critical point, and $h_\perp$ denotes the critical amplitude quantifying the coupling to the $\beta$-scaling function $g_\perp(T)$. Both quantities can be computed from the long-wavelength expansion of the first scaling law in terms of the critical glass form factor $F^{\alpha\alpha}'(q)$ and amplitude $H_\perp(q)$.

The second scaling law implies for the mean square displacement

$$\delta r^2_c(t) = \delta r^2_c(t' T_c), \quad (44)$$

for times $t \geq t'_c$, where $\delta r^2_c(t)$ describes the shape of the terminal relaxation. In particular, one finds that the diffusion coefficient is expected to decrease rapidly as a power law

$$D_c \propto 1/t'_c \propto |\sigma|^\gamma, \quad (45)$$

as the transition is approached $\sigma \rightarrow 0$.

It is also interesting to ask what happens with the confined fluid as the accessible slit width $L$ approaches zero or infinity. Physically, one anticipates that the equations of motion approach the limit of a purely two-dimensional system, respectively an ordinary unconfined bulk system. To prove convergence, one has to show that the matrix-valued correlation functions $S_{\alpha\beta}(q, t)$ collapse to conventional intermediate scattering functions in the plane or in bulk. Furthermore, the Zwanzig–Mori matrix equations should yield scalar equations of motion, of which the mathematical subtleties of the splitting currents, and last the mode-coupling functional should reduce itself to the established expression for two-dimensional [138] and three-dimensional [129] systems. Since MCT requires the static structural properties as input, the question is intimately related to the convergence of the statics to their respective limits. For the three-dimensional case, it is not difficult to show [139] that, indeed, both the static structure converges and the MCT equations of the glass transition in bulk are recovered. The limit of small wall separations turns out to be subtle [139, 140].

Analytic progress is made observing, that for small wall separations, the lateral and transverse degrees of freedom decouple [141] allowing establishing a suitable perturbative scheme with the strongly interacting planar fluid as reference system. Convergence to the planar system can be shown only if the wall potential satisfies a certain smoothness criterion, in which case the corrections in the statics can be calculated systematically in orders of the slit width $L$. The mode-coupling equations converge to the two-dimensional MCT equations for all finite times, yet the limits of vanishing slit width and infinite times do not commute [139]. Hence a divergent time scale is anticipated separating the distinct regimes of decoupled lateral to transverse degrees of freedom and the strongly coupled one. The ramifications of this scenario still remain to be explored.

4.3. Non-monotonic effect of confinement: MCT versus simulations

The formalism described above allows predicting the state diagram for the ergodic to non-ergodic transition in confined geometry. To this end, MCT requires as input the static structure factors, $S_{\alpha\beta}(q)$, and the density profile, $n(z)$. The static structure factors are obtained from integral equation theory for inhomogeneous fluids within the Percus–Yevick closure
The necessary density profiles, on the other hand, are calculated using the density functional theory with a fundamental measure functional \cite{142}.

A test of these predictions for a monodisperse hard-sphere fluid via molecular dynamics simulations is not an easy task. The problem lies in the possibility of crystallization at high packing fractions \cite{143}. As shown by Hoover and coworkers roughly fifty years ago \cite{144}, the highest fluid density that remains thermodynamically stable in a monodisperse hard-sphere system corresponds to a packing fraction of $\varphi_{\text{max, fluid}} \approx 0.49$. For packing fractions above this limiting value, the fluid tends to develop tendencies towards crystallization, which grows with increasing $\varphi$. Since confinement does in general facilitate particle ordering and crystallization \cite{145–148}, this problem is enhanced in the present case. Nevertheless, a standard way to circumvent this difficulty is to introduce size disparity among hard-sphere particles \cite{149}.

Interestingly, while at present MCT only deals with a mono-disperse system, the fundamental measure theory (FMT)—whose task is to compute the local variation of density across the slit—can easily be generalized to account for the effect of polydispersity. The reliability of the FMT calculations in the high density regime of interest to MCT can thus be directly assessed via comparisons with simulations of densely packed polydisperse HS fluids. Once this is established, FMT is then applied to a monodisperse HS fluid in a narrow slit in order to provide the density profile necessary for MCT-calculations.

Within FMT, the polydispersity is accounted for by introducing $m$ components, $i = 1, 2, \ldots, m$, each with a diameter equal to $\sigma_i$. For a polydisperse HS fluid, the minimization of the functional for the grand potential then leads to the equation

$$\ln n_i(z) = \beta \mu_i - \beta \frac{\delta F^{\text{ex}}[n_i]}{\delta n_i(z)} - \beta V(z),$$

(46)

where $n_i(z)$ is the partial number density of component $i$. Furthermore, $\mu_i$ and $V(z)$ are the corresponding chemical potential and the wall potential, respectively.

Equation (46) is solved using for the excess free energy functional, $F^{\text{ex}}$, the fundamental measure functional, version White Bear II \cite{142}. The bulk densities in the particle reservoir are taken from a Gaussian distribution as used in the simulation, and the chemical potentials $\mu_i$ correspond to these bulk densities. Interestingly, results obtained for $m = 11, 31$ and $51$ yield practically indistinguishable results for the density profile, meaning that a relatively small number of components is sufficient to emulate polydispersity.

As for simulations, event driven molecular dynamics method is used \cite{150}. The particle sizes are drawn from a Gaussian around a mean diameter of $\bar{\sigma}$. The width of this Gaussian distribution relative to the mean particle diameter defines polydispersity. Two different polydispersions of 10% and 15% are investigated. The planar slit is defined by two planar hard walls placed in parallel at $\pm H/2$ (the width of the domain accessible to particle centers is approximately equal to $H - \sigma$). Periodic boundary conditions are applied along the two independent directions parallel to the wall. Lengths is measured in units of the mean particle diameter, $\sigma$, and times in units of $\tau = \sqrt{m \sigma^2 / k_B T}$ where $k_B$ is the Boltzmann constant, $T$ is temperature and $m$ is the mass of a particle. This set of units is referred to as ‘HS units’. The centre of particle $i$ with diameter $\sigma_i$ is confined to $-(H - \sigma_i)/2 \leq z_i \leq (H - \sigma_i)/2$.

The volume of the simulation box is $V = L_{\text{box}}^3$, where the lateral system size $L_{\text{box}}$ varies in the range from 60$\sigma$ to 75$\sigma$ (figure 11). Depending on polydispersity, the packing fractions investigated lie in the range $\varphi \in [0.4, 0.49]$ (10%) and $\varphi \in [0.45, 0.54]$ (15%). Depending on $H$, $L_{\text{box}}$ and $\varphi$, the number of particles ranges between 8000 and 30 000. Thermal equilibrium is ensured by sufficiently long simulations (extending up to 7 decades in time) and by explicitly testing the time-translation invariance of the properties of interest \cite{35}.

As can be inferred from panels (a) and (b) of figure 12, remarkable agreement is found between the results obtained from density functional calculations and MD simulations for the two choices of polydispersity. The deviations between the FMT and the MD simulations are probably due to the slight difference between slit and reservoir particle distributions. Panel (c) in figure 12 illustrates the FMT results on $\varphi(z)$ for a monodisperse HS fluid ($n = 1$) used as input to the dynamic MCT calculations.

The next important input to the dynamic MCT calculations is the static structure factor, $S(q)$. Figure 13 illustrates $S(q)$ obtained from event driven MD simulations of a confined HS fluid for the two polydispersities of 15% (figure 13(a)) and 10% (figure 13(b)) along with theoretical results \cite{34, 37, 38} for the corresponding monodisperse system (figure 13(c)). The quality of the Percus–Yevick closure, used in theoretical calculations of $S(q)$, has been corroborated recently for confined systems \cite{151}.

Despite the above mentioned difference in the theoretical set-up with simulations, a comparison of the qualitative features in the respective static structure factors reveals itself as very instructive. Both in simulations and theoretical calculations,
the structure factor exhibits a non-monotonic dependence on the plate separation, $H$. This is best seen by a survey of the first peak of $S_{00}(q)$. Starting from a plate separation of three...
(average) particle diameters and gradually enhancing the degree of confinement, the first maximum of \(S_0(q)\), which has the smallest value at \(H = 3\sigma\), jumps directly to the highest value observed at \(H \approx 2.3\sigma\) and then falls back to an intermediate level at \(H = 2.0\sigma\). This non-monotonic effect is weak but discernible for the highest polydispersity investigated (figure 13(a)), becomes stronger and clearly visible for a lower polydispersity of 10% (figure 13(b)) and is most prominent for the case of a monodisperse system (figure 13(c)).

A qualitative interpretation of the observed behaviour of the density profiles and structure factors within planar slits can be given as resulting from a competition between the short-range local order and the imposed confinement. For an integer ratio of the slit width to the particle size, a number of identically filled layers can fit into the space between the slit walls, where the zones between adjacent layers are essentially devoid of particles’ centre of mass. This case is referred to as a commensurate packing. In the incommensurate case, the slit width is not an integer multiple of the particle diameter so that identically filled layers cannot form. Moreover, the space between the adjacent layers is no longer empty but contains a finite fraction of particles. This dependence of the density profile on the slit width is most prominent for a monodisperse system, where two well-defined length scales compete with one another, the particle diametre and the slit width.

In a polydisperse system, on the other hand, the presence of particles of various sizes allows a more effective filling of the available space (the smallest particles playing to some extent the role of ‘interstitials’). In this case, even if the slit width is an integer multiple of the average particle diametre, some small particles may still reside in the intermediate space between the layers. As a result, a less heterogeneous density profile forms as compared to the equivalent monodisperse fluid. Accordingly and due to the same improved flexibility in space filling, a variation of the slit width has a less strong impact on the packing structure of a polydisperse HS fluid.

The agreement discussed above between the theory for monodisperse confined hard spheres and the simulation for a hard-sphere system with size dispersity on the static level is of central importance for a meaningful comparison of computer simulation and MCT for the dynamics in the vicinity of the glass transition. Indeed, the pioneering experiments [149] on hard spheres with 4% polydispersity have been quantitatively rationalized within the one-component monodisperse MCT. Moreover, empirical studies of the MCT solutions for several components in bulk [152] demonstrate only slight quantitative changes with respect to the monodisperse case. These observations motivate us to compare the present case of a confined polydisperse HS fluid with MCT predictions for the corresponding monodisperse system.

On the basis of the above discussed structure factors, one expects a corresponding non-monotonic effect on the system dynamics. This expectation is born out by a survey of single particle dynamics in MD simulations. As illustrated in figure 14, the fastest mean square displacement (MSD) occurs for the reference bulk system, indicating that the overall effect of confinement is to slow down the system dynamics. However, in qualitative agreement with the confinement effect on the system structure, this effect turns out to be non-monotonic as the degree of confinement is increased gradually. Letting aside the bulk system, the dynamics is fastest for the weakest confinement investigated, \(H = 3\sigma\). It then slows down as \(H\) decreases to \(H \approx 2.3\sigma\) but accelerates again as \(H\) is reduced further to \(H = 2.0\sigma\).

Interestingly, as compared to bulk, the extent of the crossover region from ballistic to diffusive dynamics is significantly increased, signaling the onset of a two-step relaxation, a hallmark of the dynamics of supercooled liquids. Thus, at constant average density, the confinement plays here a role qualitatively similar to that of densification. As will be shown below,
this observation is perfectly in line with the MCT calculations on the dynamics of confined HS fluids, which extrapolate this analogy to higher densities and predict that confinement even shifts the liquid-glass transition line.

Before exploring the dynamic behaviour of the system close to the glass transition line, it is important to first check whether the confinement induces any type of phase separation [153] between small and large particles. For the present analysis, it is reassuring that no such effect occurs in the system. In particular, the distribution of particle sizes is homogeneous across the slit [35]. Another issue worth worrying about in the context of glass transition is the possibility for confinement-induced long-range order. Indeed, as the packing fraction increases, long-range order becomes visible at some threshold \( \phi \), which depends on polydispersity and degree of confinement. The higher the polydispersity, the higher is this threshold and thus the larger is the range of packing fractions, which exhibit no long-range order and are thus suitable for dynamical studies.

The diffusion coefficient is obtained from the long-time behaviour of the single particle mean square displacement using the Einstein formula

\[
D = \lim_{t \to \infty} \langle [x(t) - x(0)]^2 / 2t \rangle
\]

(figure 15). A reliable criterion here to have reached the diffusive regime is that a particle moves a distance comparable to the average particle size, \( \text{MSD} \approx \sigma^2 \). As mentioned in section 3.2, a non-monotonic dependence of \( D \) on the plate separation had been observed for moderate densities [39]. There, \( D \) changed by about a factor of 2 for practically the same range of slit width as addressed in figure 15. Introducing polydispersity shifts the crystallization threshold to higher packing fractions and extends the accessible dynamic range considerably. For a polydispersity of 15%, for example, the slit-averaged packing fraction can be set as high as \( \phi = 0.52 \), where the diffusion coefficient varies by a factor of 1000 upon a variation of \( H \) (figure 15(a)).

The strong non-monotonic variation of the diffusion coefficient with slit width is a further consequence of the above discussed competition of the two length scales of confinement and particle size. This view is corroborated by the qualitatively similar non-monotonic dependence on \( H \) both for the diffusion coefficient (figure 15) and in the static structure factor (figure 13). Consistently with this, polydispersity shows the same effect in both cases as it weakens the sensitivity to a variation of the degree of confinement.

Despite its oscillations with the slit width, the diffusion coefficient remains a monotonic function of the average packing fraction \( \varphi \) for a fixed \( H \). A question thus arises whether the simulation results on \( D(\varphi) \), for each selected slit width, can be adequately described by the MCT power-law, equation (45), which is asymptotically predicted by the (idealized) MCT in the bulk [129] and has been also shown to persist under confinement [46, 154, 155]. Recalling that \( \sigma \propto \varphi^n \) for the case of a HS fluid, this equation reads

\[
D(\varphi) \propto (\varphi - \varphi^*)^\gamma
\]

(47)

Figure 16 shows that equation (47) describes the variation of the diffusion coefficient with packing fraction over roughly
two decades in time. Even though this range is rather limited, such an analysis is useful as it provides one, at least, with a rough estimate of the MCT glass transition line under confinement. Interestingly, the exponent $\gamma = \pm 2.1 \pm 0.1$ is found to be rather robust, and depends only weakly on polydispersity and $H$. This means that the fit to equation (47) probes essentially the location of the critical packing fraction, $\phi_c$, for each $H$.

The critical packing fraction obtained from fits to equation (47) is an indicator for the glass-transition line. Figure 17 compares the simulation results on $\phi_c(H)$, to the predictions of the MCT, developed in the last section. As seen from this figure, both the simulation and the theoretical results on the state diagram exhibit oscillations with a period comparable to the (average) hard-sphere diameter. Presumably, this is a manifestation of the competition between wall-induced layering and local packing. This view is in line with the observation in figure 17 that the resulting non-monotonic effect is weakened at higher polydispersity, which exhibits a less strong layering tendency than the less polydisperse system (see figure 12; note also the scale of the vertical axis).

This mechanism is of a generic character so that the resulting reentrant behaviour is expected to be a robust phenomenon, observable in a large variety of glass forming liquids. Arrows in figure 17(b) highlight also the possibility of multiple transitions from a liquid state into a non-ergodic glass state and back to the liquid state upon a variation of the slit width along lines of constant packing fraction.

4.4. Multiple liquid-glass domains at constant chemical potential

While it is rather easy in computer simulations to fix the average packing fraction within a slit at any given slit width, such a path is quite difficult to follow in real experiments, where the chemical potential would be the more appropriate control parameter. An example is a wedge-shaped channel, where the chemical potential is spatially uniform but the local packing fraction/density at a given distance from the apex (see figure 18) is not necessarily position independent. Indeed, in such a geometry, density variations may occur and it is expected that this effect will give rise to the formation of multiple liquid-glass domains at sufficiently high packing fractions. A way to study this issue is to transfer the results obtained for a variable slit width at fixed packing fraction to the case of a constant chemical potential. The results obtained from this procedure support the above conjecture that regions of low density may coexist with more densely packed domains in an alternating arrangement. Further evidence is also provided by direct computer simulations at constant chemical potential for moderate densities.

The procedure which allows to transfer the results obtained at constant density to the case of a fixed chemical potential shall now be described. A liquid of $N$ particles confined between two parallel flat walls of surface area $A$ separated by a distance $H$ (assumed to be comparable to the bulk correlation length) is characterized by the grand potential $\Omega = \Omega(T, A, H, \mu)$ (with the temperature $T$).

The grand potential fulfills the fundamental thermodynamic relation

**Figure 17.** Non-equilibrium state diagram of confined polydisperse hard spheres as obtained from (a) power-law fits of the simulated diffusion coefficients to equation (16) and (b) numerical solution of the MCT equations for a hard-sphere fluid, confined between two parallel smooth hard walls. The arrows indicate paths of equal densities where (multiple) reentrant behaviour occurs. The simulated system is polydisperse, while the MCT result is obtained for a monodisperse HS fluid. A comparison of the state diagram for the two simulated polydispersities and theory (monodisperse case) is consistent with the idea that the main cause for the observed oscillations of $\phi_c$ lies in the competition between packing effects and layering tendency, the latter being imposed by confinement. Since the layering tendency decreases upon increasing polydispersity (see figure 12), the resulting non-monotonic effect is weakened. Images (modified) from [35] (reproduced with permission).

**Figure 18.** A snapshot of MD simulations of a wedge-shaped channel containing a polydisperse hard-sphere fluid. The local height $H$ obeys $H = x \tan(\theta)$, where $x$ is the distance from the apex. In this example, the tilt angle is $\theta \approx 9^\circ$. In real experiments, one usually has $\theta \approx 1^\circ$. Image (modified) from [35] (reproduced with permission).
The grand potential per area \( \Omega = -\sigma dT - p_N dH - n d\mu \), with the entropy per area \( \sigma = S / A \) and the area density \( n = N / A \).

The thermodynamics of wedges has been studied extensively, mostly in the context of density functional theory [156]. Here a much simpler approach is followed. For small tilt angles, the plates are almost parallel and the fluid can be viewed as being locally confined with a wall separation \( H \). Since particles are free to move along the wedge, each section is in chemical and thermal contact with its neighbours. Hence, the chemical potential and the temperature along the wedge are spatially constant, whereas the particle density adjusts locally to this constraint. The thermodynamic coefficient characterizing the density variation along the wedge is therefore

\[
\left( \frac{dn}{dH} \right)_{\text{wedge}} = \left( \frac{\partial n}{\partial H} \right)_{T,\mu} = \left( \frac{\partial^2 \omega}{\partial H \partial \mu} \right)_{T} = \left( \frac{\partial p_N}{\partial \mu} \right)_{T,H},
\]

where for the last equality a Maxwell relation following from equation (49) has been employed. Last the thermodynamic derivative of the normal pressure can be simplified using the thermodynamic calculus (temperature is constant throughout)

\[
\left( \frac{\partial p_N}{\partial \mu} \right)_{T,H} = \left( \frac{\partial (p_N, H)}{\partial (\mu, H)} \right)_T = \left( \frac{\partial (p_N, H)}{\partial (\omega, H)} \right)_T \left( \frac{\partial (\omega, H)}{\partial (\mu, H)} \right)_T
\]

Using equation (49) and recalling that \( \omega = -p_L H \), the desired thermodynamic coefficient is expressed as

\[
\left( \frac{dn}{dH} \right)_{\text{wedge}} = -n \left( \frac{\partial p_N}{\partial \omega} \right)_{T,H} = \frac{n}{H} \left( \frac{\partial p_N}{\partial p_L} \right)_{T,H}. \tag{52}
\]

Using equation (52) allows obtaining the dependence of the packing fraction, \( \varphi = \omega / H \) on constant chemical potential (iso-\( \mu \) lines) from the simulated normal and lateral pressures. The thus obtained results are depicted in figure 19(a). These data are equivalent to the experimentally more accessible situation of a wedge-shaped geometry, which has been used in a similar context already [36, 157]. Increasing \( H \) in figure 19(a) corresponds to moving away from the apex in a corresponding wedge-shaped channel.

The plot also contains the simulation results on the critical packing fraction, \( \varphi_c(H) \). Moving along one of the iso-\( \mu \) lines leads to multiple crossing points with this glass transition line. For a wedge-shaped channel, this means that one would hit multiple glass-liquid and glass-liquid transitions as one moves along the wedge at a properly chosen chemical potential. In other words, multiple glassy and liquid-like
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zones may `co-exists’ along the wedge. This expectation is corroborated by figure 19(b), where DFT results on iso-μ lines are shown together with the glass-transition line predicted by MCT, underlying the existence of multiple glass-liquid-glass transitions.

Let us close this section by providing a further piece of evidence for the non-monotonic scenario. Figure 20 displays the local packing fraction and diffusion coefficient, obtained from direct MD simulations of a polydisperse HS fluid in a wedge-shaped channel (see figure 18 for a snapshot). Results of FMT calculations are also shown. Both simulation and theory show oscillations of the local packing fraction and diffusion constant along the wedge and an enhancement of these oscillations upon increasing the total wedge-averaged density or, equivalently, chemical potential. The FMT results are obtained making the assumption that, at a given distance x from the apex, a portion dx of the wedge can be approximated as being confined by two (upper and lower) parallel plates. Due to the finite tilt angle of \( \theta \approx 9^\circ \), this assumption is not perfectly valid and may be the cause of the slight differences between simulation and theory.

5. Summary and outlook

Starting from early studies in the 1990s [58, 63, 71, 87], it has now become well established that geometric confinement may have strong influence on the glass-transition phenomenon. A non-negligible fraction of investigations in this field were motivated by the desire to provide at least an indirect evidence for the existence of a growing length scale upon approaching the glass transition [54]. In the past ten years, however, the focus has been gradually shifted towards a new type of confinement effects, which arise as the scale of confinement becomes comparable to the particle scale. Restricting, for simplicity, the discussion to a planar slit made of two planar hard and perfectly smooth walls, one of the most salient observations here is that the single particle dynamics becomes a non-monotonic function of the slit width along lines of constant density.

A number of authors have proposed arguments to rationalize this intriguing observation. Among these models, we address in this review ideas based on an extension of the excess entropy approach [40–42] to confined [39, 115, 124–127] and periodic inhomogeneous [158] fluids. One of the features, making excess free energy based arguments very attractive, is the simplicity of the underlying physical principles. Central to all variants of the excess entropy based approaches to the relaxation dynamics is the assumption that a transition from a given starting state to a new one (realized, e.g. either by a single particle displacement or a collective rearrangement event) is proportional to the number of available non-forbidden states, hence the link to entropy. The usefulness of these ideas is highlighted in a number of recent works where a one-to-one correspondence between the excess entropy and single particle diffusion has been established both in bulk and for confined fluids at low and intermediate densities.

The research along this direction has been quite rapid in the past years but there is still room for new fundamental work. An example is the linear proportionality between local diffusion and local packing fraction in a planar slit, which was shown to provide a reasonable approximation to the simulated data at low and intermediate densities [39] but have recently been found to be reversed at higher densities [44]. This observation underlines the need for a deeper analysis of the problem. In particular, the empirical argument used in deriving the linearity relation between the local density and the local single particle dynamics, which assumes that the single particle dynamics is proportional to the Widom’s insertion probability, shall be revisited to adequately account for the dynamics at high densities.
A further interesting issue here regards the anisotropy of diffusion in the proximity of a confining wall [39, 115] shown in figure 3. One often observes that the dynamics in the direction parallel to the wall is faster than that in the perpendicular direction but it remains still unclear how this relates to the number of available states and the closely related excess entropy. In this context, it might also be interesting to use the concept of the free volume and consider its directional dependence close to a planar boundary.

Another path to rationalize confinement effects on the dynamics of glass forming liquids is provided by the mode-coupling theory of the glass transition, generalized in the recent years to include effects of a geometric confinement [34, 37, 38, 45]. The mode-coupling theory has the appealing feature that it deals, from the outset, with the limit of highly dense liquids and thus lends itself naturally to study confinement effects on the glass-transition phenomenon. An important part of this review is, therefore, devoted to this theoretical development and a test of its predictions via computer simulations. A first prediction of the theory is that confinement has a dramatic impact on the dynamics of structural relaxation, thereby leading to a shift of the glass-transition line. Another prediction of the MCT is that, when increasing the confinement along lines of constant density, this effect is non-monotonic and can give rise to a (multiple) reentrant glass-transition scenario. These predictions are found to be in agreement with the results obtained from MD simulations.

We provide an interpretation of these predictions and observations in terms of a competition between confinement-induced layering and local particle packing structure, which may lead, depending on the ratio of the slit width to particle diameter, to sublim Inhomoeasurability effects. This effect is most prominent in the case of monodisperse HS fluids but becomes drastically enhanced near the glass-transition line and can then be fairly strong also for moderately polydisperse systems. As a task for future work, one expects that these competing trends should manifest themselves also in the glass form factors as function of wavenumber and mode index. Similarly, a study of the shape of the structural relaxation dynamics should contain valuable information on how commensurability controls the glass transition.

A very promising topic for future research in this field is the study of the dynamics and structure of dense glass forming fluids in a wedge-shaped channel (as it occurs, e.g. in a cone plate chamber). Simulations and density functional calculations at intermediate densities reveal density oscillations as function of the distance from the apex. Thermodynamic mapping of the planar slit-data to the wedge-geometry even suggest the coexistence of alternating liquid-glass-liquid domains along the wedge. This setup is particularly interesting as it simplifies experimental investigations considerably. There is no need to keep the density constant. Rather, by tuning the chemical potential (via, e.g. a variation of the external pressure), it is possible to establish the coexistence of alternating liquid-glass regions.

The study of densely packed glass forming fluid mixtures in narrow slits also bears great potential for future work. Binary fluid mixtures exhibit interesting mixing effects upon variation of the composition and the size ratio of the constituents [159, 160]. Confinement introduces a new length scale into this problem and can strongly shift, and even qualitatively modify, these mixing effects. Tuning the confinement effects may thus provide a genuinely new material design strategy in order to, depending on the ones requirements, enhance or suppress oscillations in the non-equilibrium state diagram of fluid mixtures.
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