ESTIMATING TRAFFIC SPEEDS USING PROBE DATA: A DEEP NEURAL NETWORK APPROACH
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1 Abstract

This paper presents a dedicated Deep Neural Network (DNN) architecture that reconstructs space-time traffic speeds on freeways given sparse data. The DNN is constructed in such a way, that it learns heterogeneous congestion patterns using a large dataset of sparse speed data, in particular from probe vehicles. Input to the DNN are two equally sized input matrices: one containing raw measurement data, and the other indicates the cells occupied with data. The DNN, comprising multiple stacked convolutional layers with an encoding-decoding structure and feed-forward paths, transforms the input into a full matrix of traffic speeds.

The proposed DNN architecture is evaluated with respect to its ability to accurately reconstruct heterogeneous congestion patterns under varying input data sparsity. Therefore, a large set of empirical Floating-Car Data (FCD) collected on German freeway A9 during two months is utilized. In total, 43 congestion distinct scenarios are observed which comprise moving and stationary congestion patterns. A data augmentation technique is applied to generate input-output samples of the data, which makes the DNN shift-invariant as well as capable of managing varying data sparsities.

The DNN is trained and subsequently applied to sparse data of an unseen congestion scenario. The results show that the DNN is able to apply learned patterns, and reconstructs moving as well as stationary congested traffic with high accuracy; even given highly sparse input data. Reconstructed speeds are compared qualitatively and quantitatively with the results of several state-of-the-art methods such as the Adaptive Smoothing Method (ASM), the Phase-Based Smoothing Method (PSM) and a standard Convolutional Neural Network (CNN) architecture. As a result, the DNN outperforms the other methods significantly.
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2 Introduction

Accurate macroscopic traffic speeds on freeways are key inputs for many applications in traffic engineering: travel time prediction, hazard warnings, traffic control, road planning etc. van Lint et al. (2005); Ni and Wang (2008); Hou et al. (2007); Han et al. (2017); Chen and Chien (2001). Often, traffic speeds are deduced from inductive loop detectors buried in the road surface measuring speeds from passing vehicle at fixed locations Coifman and Kim (2009). The continuous and precise measurements come along with high costs for installation and maintenance of such detectors, which limits the number of units which can be installed. Consequently, with sensor spacings often exceeding several kilometers, measured data is sparse in space. Congestion occurring in between two detector locations may be undetected, or its real impact is estimated imprecisely.

Thanks to the rapid advancement of mobile technology, other sensor technologies are available, providing valuable information for the accurate estimation of traffic speeds on roads at large scale Herrera et al. (2010). One of them is Global Positioning System (GPS) data collected by road users, also called probe data or Floating-Car Data (FCD). Given abundant data in a fine spatio-temporal resolution, collected locations and timestamps of vehicles passing a road enable highly precise traffic speed estimations for all times and spaces on a road. Nevertheless, depending on the prevailing penetration rate of reporting vehicles, in practice usually only data from a small subset of vehicles is available. Furthermore, due to technical restrictions of GPS and limited sampling frequencies of the GPS modules, varying between seconds and minutes, reported speeds are noisy. Additionally, especially in free flow conditions, individual vehicle speeds spread around the macroscopic traffic speed.

An often addressed problem in traffic engineering is the estimation of traffic speeds in space and time given sparse data. The objective is to minimize the error of the estimated traffic conditions compared to the real traffic conditions. Depending on available data and the time interval for which an estimation shall be computed, the problem class is denoted as retrospective traffic speed estimation (also called reconstruction), real-time traffic speed estimation and traffic speed prediction. In a retrospective approach, all measurement data are available and the prevailing traffic state within a time interval in the past is to be determined. In real-time and predictive applications, data up to the current point in time are available and the current or future traffic speed is predicted. The approach presented in this paper, focuses on traffic speed reconstruction.

In literature, there exist multiple approaches to traffic speed reconstruction, though most of them require that not only speed data but also density or flow measurements are available. Given GPS data from only some vehicles driving on the road and, no penetration rate of reporting vehicles, vehicle flow and density can not be inferred. This impedes the application of most common model-based approaches that build upon the Lighthill-Whitham-Richards (LWR) model Lighthill and Whitham (1955); Richards (1956) in order to estimate traffic conditions. Some approaches use an assumed fundamental diagram that relates traffic speed, flow and density in order to estimate missing values Herrera and Bayen (2010). However, the resulting estimated densities scatter significantly around the true density.

Still, there are some approaches that are able to reconstruct traffic speeds using only speed measurements. They can be classified into data-driven approaches based on traffic flow theory, purely data-driven approaches and hybrid approaches. The first category contains models that are motivated by empirical findings of traffic flow dynamics. Similarities and dependencies in collected data samples have been studied and recurrent patterns have been extracted that seek to abstract traffic dynamics. Popular approaches are the Adaptive Smoothing Method (ASM) Treiber and Helbing (2003); Van Lint and Hoogendoorn (2010), the Phase-Based Smoothing Method (PSM) Rempe et al. (2017a), the ASDA/FOTO model Palmer et al. (2011), and others Work et al. (2010); Bekiaris-Liberis et al. (2016). Purely data-driven approaches, comprising the second category, apply generic algorithms to data in order to extract relevant patterns, i.e. to propose a model. Some approaches are based on iterative schemes, that propose, validate and improve the model within multiple computational steps. Hybrid models couple data-driven approaches with information provided by differential equations describing a physical system. Recent approaches include Physics-Informed Neural Networks (PINNs) Raissi et al. (2017); Yuan et al. (2021).

Recently, deep learning has gained much attention as one data-driven machine learning technique. Corresponding approaches have been successfully applied to problems in image classification, speech analysis, robotics, etc., outperforming classical approaches significantly He et al. (2016); LeCun et al. (2015). Also in traffic engineering, (deep) learning techniques have been applied successfully to some problems. Especially for predictions, there are many approaches, e.g. Ma et al. (2017); van Lint et al. (2005); Lana et al. (2018); Vlahogianni and Karlaftis (2013); Vinayakumar et al. (2017). Though, most of these approaches focus on the prediction of speeds, travel times or flows based on complete current and historical data.

Due to the success stories of Deep Neural Networks (DNNs) applied to various other data-centric problems Dargan et al. (2019), it is a promising technique for traffic speed estimation as well. It rises the expectation that the automated
learning process is able to extract the dynamics of traffic flow from data solely. Subsequently, a fully trained DNN may be able to infer complete traffic speeds based on learned traffic patterns, given only a few measurements.

Literature on neural networks applied to sparse speed data are mostly trained and studied with data observed on a short road stretch and short time interval only. Data used for training often contains few distinct congestion patterns, such as minor shockwaves. It is an open question, whether these approaches are able to distinguish between varying congestion patterns and reconstruct those. Also, many published network architecture are designed to solve the traffic speed estimation problem for a fixed space-time domain. Since the affected road length as well as the duration of empirical congested traffic varies significantly, these methods lack flexibility to be applied at large scale. Another requirement for large scale application is that data of a single sparse data source is sufficient for model training and inference. Additionally, The estimation method shall be robust against a varying input data density, which is the case especially given probe data.

This paper presents a dedicated DNN architecture that adapts to the needs and potentials of processing real probe data. The learning capabilities of the DNN are studied using a large amount of probe data collected during 43 congestion scenarios on a motorway. A dedicated DNN architecture is presented, that can be trained given sparse and noisy speed data of a single source. The presented DNN is derived from the U-net Ronneberger et al. (2015) and comprises multiple units of convolutional layers, an encoding-decoding structure and feed forward paths. Instead of learning congestion patterns on large space-time domains, which requires vast amounts of data and processing time, the idea is to break down the problem of reconstructing a complex congestion pattern into several small tasks. Therefore, space-time domains are decomposed into smaller matrices, and training and inference is done on these small matrices. This allows the network to generalize the reconstruction problem and learn patterns easier. In addition to using only a speed matrix as input, an occupancy matrix indicating the existence of measured data in input cells is fed to the network. This trains the network in handling varying data densities.

For evaluation, the developed network is trained using part of the large dataset and subsequently applied to data of an unseen congestion scenario comprising moving and stationary congestion. The results show that, despite sparsity of the data, the DNN is able to reconstruct these patterns accurately. In a comparison with state-of-the-art approaches such as the ASM, PSM and a standard Convolutional Neural Network (CNN), the estimation accuracy under varying data density is studied. The results show, that the DNN outperforms the other approaches significantly.

The paper is structured as following: Section 3 summarizes related work and emphasizes the contribution of this paper. Section 4 introduces available data and notation. Section 5 motivates the applied deep convolutional neural network architecture that turns sparse FCD into a continuous speed estimate. Section 6 provides an analysis of the trained network and gives insights into the learned state. A quantitative comparison with state-of-the-art methods, such as a simple smoothing approach, the ASM, the PSM and a standard CNN is given in section 6.5. Sections 7 and 8 discuss the findings and give an outlook.

3 Related work

The main challenge of reconstructing traffic speeds from FCD is that this data is usually sparse in space and time. If one is interested in the average speed of traffic prevailing at position $x$ along a road at time $t$. In some cases, there might be data of multiple vehicle trajectories in close temporal and spatial proximity available, such that the average traffic speed can be inferred with high certainty using space-time averages. In other cases, collected data may be minutes or kilometers apart from the relevant time-space location $(t, x)$. Since traffic conditions change dynamically over time and space, it is uncertain how collected data can be utilized to estimate the speed at $(t, x)$. In this case, a traffic model may provide valuable information since it encodes common patterns of traffic dynamics. Thus, a model calibrated with measured data is potentially able to estimate conditions more accurately.

Approaches that deal with traffic speed reconstruction on freeways can be divided into four categories: (i) analytical macroscopic traffic flow model relating density, flow, and speed; (ii) data-driven models based on empirical traffic flow theory; (iii) purely data-driven methods and (iv) hybrid models that combine two or more approaches. To narrow down related work, the focus of the review is on approaches relying primarily on probe data.

Approaches that belong to the first category are usually based on the LWR model Lighthill and Whitham (1955); Richards (1956). They combine model predictions with measurement data using e.g. a Kalman filter van Lint and Djukic (2014); Suzuki et al. (2003). Also, higher order models that are supposed to model traffic dynamics more realistically are chosen as base model Aw and Rascle (2000); Wang and Papageorgiou (2005). While the mentioned approaches rely on flow data collected by loops, recent approaches strive towards GPS data. Herrera and Bayen (2010); Herrera et al. (2010); Work et al. (2008, 2010, 2009) derive models based on the LWR which is updated using speed data only. Nevertheless, complete boundary conditions and a Fundamental Diagram (FD) are required.
Bekiaris-Liberis et al. (2016) describes an approach that requires the density of connected vehicles as well as their speeds in order to estimate the traffic state using a second-order LWR model. However, also in this approach the boundary conditions need to be known in advance.

The second category comprises methods that are based on empirical traffic flow theory without using a Partial Differential Equation (PDE) of traffic dynamics. The well-known ASM makes use of the characteristic speeds of shock waves in free and congested traffic: in congested traffic shockwaves reportedly propagate upstream with \( v_{\text{cong}} \approx 15 \text{ km/h} \) Treiber and Kesting (2013); Kerner (2004). In free flow shockwaves typically propagate downstream with \( v_{\text{free}} \approx 80 \text{ km/h} \) Treiber and Kesting (2013). The ASM smooths traffic speed data using convolutional filters in space and time that consider the propagation speeds Treiber and Helbing (2003). Originally invented to reconstruct traffic conditions from stationary loop detectors, the ASM has been successfully applied to FCD and other data sources Van Lint and Hoogendoorn (2010); van Lint and Hoogendoorn (2009); Rempe et al. (2017b, 2016a). Inspired by the three-phase traffic theory, which distinguishes between two congested phases — the synchronized traffic flow and Wide Moving Jams (WMJs) Kerner (1999, 2004) — two further models are the ASDA/FOTO and PSM. The ASDA/FOTO model utilizes sensor data to track the fronts of traffic phases Kerner et al. (2004). The original model was developed for loop data and further adapted in Palmer et al. (2011) to be applied to probe data solely. The PSM expands the ASM considering that synchronized congestion patterns are often localized Rempe et al. (2017c). Applied to FCD only, this results in higher reconstruction accuracies.

The third category comprises data-driven approaches that are agnostic to traffic flow dynamics. Characteristic of these is that they are in principle applicable to a variety of problems and that they are calibrated manually or automatically to estimate traffic speeds with sparse data. Please note that the focus is the retrospective estimation of traffic speeds. For a more comprehensive overview of traffic speed prediction approaches, please refer to Vlahogianni et al. (2014); Lana et al. (2018). In literature, several approaches exist that intend to estimate traffic conditions retrospectively based on sparse data. Bae et al. (2018) apply a Kriging based model that imputes missing data using spatio-temporal dependencies of nearby sensor data. Tan et al. (2013) propose a tensor-based method that exploits correlations between data and allows reconstructing missing historical data. Ran et al. (2016) also rely on tensors, estimating missing volume data using spatial correlations. Chen et al. (2019) apply a tensor-based approach targeting the imputation of traffic speeds in time-series. In recent years, also neural networks have been applied to reconstruct missing traffic data. Li et al. (2019) utilize a Long-Short Term Memory (LSTM) combined with Support Vector Regression (SVR) to impute missing loop data. Time series of traffic flow are imputed and predicted with a DNN in Duan et al. (2016). Li et al. (2020) use an encoder-decoder structured neural network to learn latent features for combining noisy and erroneous traffic data. Zhuang et al. (2019) reconstruct traffic volume data using a CNN. The later mentioned approaches Bae et al. (2018); Tan et al. (2013); Ran et al. (2016); Chen et al. (2019); Li et al. (2019); Duan et al. (2016); Li et al. (2020); Zhuang et al. (2019) propose purely data-driven methods, and some of them are deep learning methods. However, they mostly rely on loop data and are designed to impute, for example, traffic volumes due to sensor errors. The proposed methods are not easily applicable to speed data such as FCD that is collected at varying times and places. A few recent approaches study the application of neural networks using probe data: Benkraouda et al. (2020) propose a CNN model with an encoding-decoding structure and train it on simulated data and NGSIM data. The results are promising as the network outperforms state-of-the-art methods such as the ASM, nevertheless, the space and time interval of NGSIM data is quite limited, and among all empirically observed congestion patterns Helbing et al. (2009a); Kerner (1999) in NGSIM dataset mostly shockwaves can be observed. For instance, stationary congestion patterns are missing. Another approach is described in Thodi et al. (2021). Compared to conventional CNNs, the authors formulate constraints that force the parameters of the CNN layers to convolve data with shockwave-characteristic speeds. Also this approach is trained and evaluated with NGSIM data.

A recent class of algorithms that belong to the fourth category, i.e. hybrid models, are PINNs. They extend the purely data-driven methods with an analytical traffic flow model, e.g. the LWR model. The idea is to assess the computed traffic state of a neural network not only based on measurement data, but also on its compliance with the given physical model. Recent approaches include Huang and Agarwal (2020), who publish an approach giving promising insights into the ability to reconstruct traffic densities based on sparse measurements; Liu et al. (2020), who use simulated trajectory data providing local densities, study an approach to reconstruct the traffic density in space and time and Shi et al. (2021), who design a PINN with additional error term based on the LWR and a Greenshields FD in order to estimate traffic density on a road. These approaches show promising results, though, published network architectures are not applicable to the problem of traffic speed estimation with probe data: Some approach require that probe vehicles provide density information Liu et al. (2020), which is rarely the case. Additionally, the network needs to be re-trained to fit the data in each situation Shi et al. (2021). This is computationally expensive, and is prone to overfitting since the network’s output is optimized to match observed data.
This paper presents an adapted DNN architecture that builds upon the well-known U-net Ronneberger et al. (2015) to meet the special requirements of a traffic speed estimator using sparse probe data. In comparison to existing approaches, the DNN presented in this paper applies a concept to decompose the space-time domain into regular smaller matrices in order to reconstruct congestion scenarios of variable temporal and spatial extent. Furthermore, in this approach, training and evaluation is based on a large data set comprising empirical probe data collected during 43 congestion scenarios. Due to the amount of data, the neural network architecture is able to learn various, heterogeneous congestion patterns that occur in real traffic. Due to the variety of congestion scenarios and the naturally varying data density, the approach is less prone to overfitting compared to networks trained on data collected on a short road stretch only (NGSIM) or using simulated data. Additionally, the temporal and spatial extent of studied congestion situations exceed the data given in NGSIM, which is the basis for recent approaches, significantly, which allows to study a DNN on a larger time and space domain. Finally, the presented approach is robust to noisy and incomplete data under varying data density in time and space. This promises a quick application to related problems.

4 Notation & Data

On a road stretch with length $L$, all raw measurements within a time interval $[T_0, T_0 + T]$ are considered. For further processing, time and space are discretized into a uniform grid with cell sizes $\Delta t \times \Delta x$ and a total of $n_T$ cells in the time dimension, and $n_X$ cells in the space dimension. The speed in each cell is considered constant and denoted as $v_{i,j}$ where $i = 1, \ldots, n_T$ and $j = 1, \ldots, n_X$.

The sensors of an equipped vehicle sample GPS with a certain frequency. Timestamps and positions can be mapped onto the road stretch and are available as tuples $(t, x)$. In-between two sampled locations, the vehicle’s speed is assumed to be constant as there is no further information. For each grid cell which is passed by the vehicle, i.e. the vehicle traveled $\Delta x_{i,j} \geq 0$ m and $\Delta t_{i,j} > 0$ s in that cell, the cell-wise speed is determined as $v_{i,j} = \Delta x_{i,j}/\Delta t_{i,j}$.

All cell-wise speeds of a trace are computed, and subsequently, the speeds of all traces are written into a sparse matrix $V_{FC/D} \in \mathbb{R}^{n_T \times n_X}$ comprised of tuples $(i,j,v)$. If there are multiple speed entries from different trajectories for the same cell, the harmonic mean of all speed values assigned to that cell is considered. Figure 1 a) depicts schematically two traces and the resulting assigned speed cells.

5 Feature Setup & Network Architecture

In order to process sparse speed data into a complete and accurate estimate of traffic speeds using a neural network approach, some preliminary considerations are made. The challenge is to design the input and expected output in such a way that the neural network is able to learn the input-output relation and be able to apply the mapping to unseen data in an optimal way. Given a well-fitting setup and neural network architecture, a neural network is able to generalize the problem without overfitting Goodfellow et al. (2016). The input to the neural network needs to contain all relevant information for solving the problem. At the same time, too much information makes learning more difficult.

The chosen approaches presented in this paper make use of recent advances in image processing using DNNs. State-of-the-art methods apply multiple layers of convolutional neural networks to pixels of an image Goodfellow et al. (2016); Long et al. (2015); He et al. (2016). In that way, the relation between the intensities of nearby pixels is evaluated within the first convolutional layers of the neural network, and dependencies on a larger scale are considered in later neural network layers.

The challenge of reconstructing traffic conditions from sparse data has many similarities to image processing, but also some differences. The speeds represented in a uniform two-dimensional grid are reminiscent of the pixels of an image, and it is clear that traffic conditions at space-times $(t,x)$ are related to the traffic conditions in close space-time proximity, since traffic dynamics are non-instantaneous, i.e. it takes time until congestion on a road forms and dissolves. Therefore, as in image processing, convolutional layers appear to be a good choice to capture the interdependency of traffic conditions in proximate grid cells. One difference, though, is that, while image processing usually aims at the classification of images (e.g. whether there is a cat in a picture), in this case, a continuous output is required, which is called a regression network Goodfellow et al. (2016). Another difference is that the given input data is sparse in time and space. This is a problem rarely studied with neural networks.

5.1 Input and output features

Since a congestion scenario may vary with respect to the affected road stretch and the time interval, the reconstruction task needs to be generalized such that any situation can be reconstructed. Therefore, the complete domain is subdivided into smaller matrices, called patches in this context (see Figure 1). A patch $V_{in}$ is a $K_T \times K_X$ matrix containing the
Figure 1: Schematic representation of trajectory data that is converted into cell speeds of a patch. The colors depict the vehicles’ speeds passing a grid cell. The black dots in a) represent the locations and times at which GPS data is sampled. The sparse data of a patch is processed using a (deep) neural network approach. The inner cells (on the right) are considered as output speeds.

sparse data of $V_{FCD}$ within the respective bounds. The output of the method is another, but smaller matrix (or patch) with $L_T \times L_X$ cells. The difference $K_T - L_T$ and $K_X - L_X$ are the patch boundary sizes. They allow the configuration of the minimum temporal and spatial proximity that is considered in order to estimate traffic conditions in cell $i,j$.

Congested traffic that occurs within a space-time domain usually exceeds the size of an input patch. For the reconstruction of the entire event, the domain is subdivided into multiple input patches. Two neighboring patches have an overlap of $K_T - L_T$ cells in time dimension, and $K_X - L_X$ cells in space dimension, such that the resulting output patches can be stitched together without any gaps. In order to ensure that the total output domain size equals the input size, the input domain is padded with empty grid cells on all boundaries with $K_T - L_T$ and $K_X - L_X$, respectively.

5.2 Neural network architecture

Finding the hyper parameters of a neural network that solves the reconstruction problem most accurately is the second important step Goodfellow et al. (2016). After many experiments, we present the final neural network architecture that resulted in the best results (see section 6).

The DNN’s architecture is depicted in Figure 2. It is based on the U-net, which was originally invented for image segmentation in medical imaging Ronneberger et al. (2015). It is a fully convolutional neural network with an encoding-decoding structure Long et al. (2015). Based on the good experiences in an application to the reconstruction of missing data in seismic and medical applications Chai et al. (2020); Ghodrati et al. (2019), the basic idea is adopted here, and the network architecture is fit to the traffic reconstruction problem.

Input to the neural network are two matrices. The first comprises normalized speed data, containing normalized speeds $v_{\text{norm}}$ that are deduced from sparse input $V_{\text{in}}$. A normalization step usually simplifies the regression task for a neural network. The expected maximum output speed of the neural network is $v \leq 130 \text{ km/h}$. For this reason, input values are shifted by $v_{\text{shift}} = 65 \text{ km/h}$ and divided by a factor of $v_{\text{var}} = 100 \text{ km/h}$:

$$v_{\text{norm}} = \frac{(v_{\text{raw}} - v_{\text{shift}})}{v_{\text{var}}} \quad (1)$$

Matrix entries without data are set to a zero value in order to fulfill the requirement of a layer to only contain numerical values.

With the required imputation of values at prior undefined cells, the sparse matrix turns into a full matrix. Given the full matrix, it is not possible to differentiate whether a cell contains a measured speed or a replacement value. In order to provide the neural network this information, a second input matrix is defined. We denote it as the occupancy matrix.
Figure 2: The applied DNN. Colors depict different types of layers: (1) dark green: 3D convolution layer with Rectified Linear Unit (ReLU) activation and batch normalization; (2) light orange: 2D-convolutional layer with ReLU activation and batch normalization; (3) dark orange: 2D max-pooling layer with stride (2, 2); (4) blue: 2D upsampling layer; (5) gray: concatenation layer; (6) purple: 2D convolution layer without activation. Directly below each layer, the number of filters of that layer is given. The layer dimension is noted in diagonal letters. Note: Although input matrices $\Psi$ and $V_{\text{norm}}$ are full matrices, for reasons of clarity, they are visualized as sparse matrices only showing assigned cell data and with reduced size, in this schematic representation.

$\Psi \in [0, 1]^{K_T \times K_X}$. It contains a value of one at $(i, j)$ if the input patch matrix $V_{\text{in}}$ contains a valid measurement in that cell, and zero otherwise:

$$\Psi^{i,j} = \begin{cases} 1 & \text{if } (i, j) \in V_{\text{in}} \\ 0 & \text{else} \end{cases} \quad (2)$$

The normalized speed matrix, and the occupancy matrix are concatenated along a third dimension, such that the input space becomes three-dimensional. The first layers of the network comprise several 3D convolutional layers with a filter size of $5 \times 5 \times 2$ and a ReLU. These 3D convolutional filters work on raw data and occupancy data simultaneously. A subsequent batch normalization layer reduces the covariance shift of the output applying a normalization step Ioffe and Szegedy (2015). This layer is applied based on the good experiences of other DNN approaches which report enhanced robustness and accuracy of the trained network. Layer 10, a 3D MaxPooling step, finally aggregates data along the third dimension, effectively reducing the intermediary data dimension to two.

Several blocks of 2D convolutional layers with ReLU activation and 2D MaxPooling are applied (comparable to the original U-net paper Ronneberger et al. (2015)). With decreasing output size, the number of filters increases in order to store the latent information of this encoding scheme. The subsequent decoding part comprises stacked units of 2D Upsampling layers with bilinear upsampling technique, a concatenation layer which is an identity shortcut of same-sized previous outputs, 2D convolution layers and a batch normalization. This shortcut turned out to enable faster convergence and more accurate results in the U-net Ronneberger et al. (2015) and other state-of-the-art deep networks He et al. (2016).

When the final output dimension of $L_T \times L_X$ is reached in the decoding path, four additional convolutional layers are added that give the neural network the power to further transform data from the decoding sequence. A final 2D convolutional layer reduces the channels to one output value per cell. No activation function is needed since a continuous (normalized) output is expected.

The exact layer definition is given in Figure 3. All in all, the network has 8,506,017 trainable parameters. In addition to the layer details, the layer outputs of fully trained network (see section 6.3) given an example input patch are visualized. In the following, the neural network is called TraNet for easier reference.

One may wonder whether a network with fewer layers might not solve the problem as well. In fact, we started experimenting with multiple standard CNN networks in order to solve the problem of traffic estimation using sparse data. However, none of them turned out to come close to the performance of the reference methods ASM and PSM.
It appeared, that, in order to reconstruct spatio-temporal congestion patterns, data in grid cells, that are far away in space and time, need to be related. To capture the distant spatio-temporal dependencies, one can either apply large convolution filters with many parameters, and stack a few of them, or, apply small filters and stack many of them. At the same time, all empty grid cells need to be ignored, since they do not contain information. An simple approach would be to downsample the input space in order to reduce the number of cells and, likewise, the required filter size. However, this reduces the resolution of the data, and valuable information is lost. As it turned out during the experiments, the training with a large number of small filters was more successful than with a few large filters, finally resulting in the presented deep neural network.

Figure 3: The 62 layers of the DNN in detail, along with up to 8 output matrices produced by various layers given one example input patch. Note that the input patch size is larger than the output patch in order to avoid reconstruction artifacts at patch boundaries.
6 Evaluation

The evaluation of the approach is structured in the following way: First, study site and available data are summarized. Second, the error metric and training methodology of the neural network are described. Third, the neural network is applied to one congestion scenario with varying input data and insights of the learned layers are given. Finally, a quantitative comparison with state-of-the-art methods is performed that contrasts the strengths and weaknesses of the neural network approach.

6.1 Data

As the study site, the German Autobahn A9 is selected (see Figure 4). GPS data sampled by a fleet of vehicles is collected and map-matched onto the road geometry of the digital map. The vehicles sample their position in time intervals between 5 s and 20 s, depending on their software version. Collected data is transmitted to a central server, using an anonymous identifier for reasons of data privacy.

Given the size of the collecting fleet and the high spatio-temporal resolution of the data, it is possible to study the spatio-temporal dynamics of traffic speeds. Figure 5 visualizes example data collected during congestions on the A9 in the southbound as well as the northbound direction. As described in section 4, positions and timestamps of the data are used to compute speeds and assign them to grid cells. Here, a grid size of \( \Delta T = 60 \text{s} \) and \( \Delta X = 100 \text{m} \) is used. All in all, 43 such scenarios collected in November and December 2019 are used for subsequent training and evaluation of the approach.

6.2 Metric

In order to assess the accuracy of an estimate, all data is divided into a training (i.e., the input data) and a test set. The training set is used to reconstruct the speeds and the test data is used to assess the reconstructed speeds. The ratio of number of training traces with respect to the total number of traces per scenario is denoted as \( p \in [0, 1] \). As with the training traces, the test traces are converted into cell-wise speed tuples \((t, x, v)\), aggregated cell-wise and collected in the set \( V_{GT} \). Please note that \( V_{GT} \) do not necessarily represent macroscopic traffic speeds since a cell speed is deduced from only one or a few of all vehicles that passed the cell. Thus, the values might deviate slightly from the macroscopic speed. However, in congested traffic conditions, where vehicle speeds are synchronized Kerner (1999), this deviation is expected to be small.

In order to assess \( V_{E} \) with \( V_{GT} \) a metric needs to be chosen. The metric is a fundamental design parameter of the setup since it constitutes the optimization goal of the network during training. Often, the \( MAE \) or \( RMSE \) are used. In free flow conditions vehicle speeds are high, and, due to varying travel speeds of individual vehicles in unbounded traffic flow, absolute speeds of nearby vehicles often differ significantly. In congested traffic speed differences are much smaller. Thus, assuming an estimated average traffic speed of any method, there is a naturally large absolute error in free flow traffic compared to the error in congested traffic. Using a metric such as the \( MAE \) for training purpose of a neural network causes the optimization strategy to minimize significant errors first, which are by definition wrongly estimated speeds in free flow conditions.

The anticipated application of this network, however, is the estimation of traffic speeds in potentially congested traffic. For a metric to be deemed appropriate it should be more sensitive in the lower speed ranges, since low speeds impact travel times more severely. Additionally, it should be symmetric, i.e. wrongly over- and underestimated speeds should be penalized equally. A simple metric that fulfills these requirements is the Inverse Mean Absolute Error (IMAE):

\[
IMAE = \frac{1}{|V_{GT}|} \sum_{(t, x, v)} \frac{1}{|V_{E}(t, x) - \frac{1}{v}|}
\]  

(3)

where \( |.\) \) denominates the cardinality of a set.
6.3 Training

Training the neural network requires a large number of input-output samples which should cover as many different situations as possible. For this study, 43 congestion scenarios are available in total. A straightforward approach would be to uniformly divide all scenarios into patches and use these patches as training data. However, the number of resulting patches would be too low to allow the neural network to generalize the reconstruction problem, since the distribution of assigned speed cells of an unseen patch may be disparate to the patches used for training. Furthermore, the reconstruction accuracy is sensitive to the prevailing data density Rempe et al. (2017a, 2016a); Van Lint and Hoogendoorn (2010). Therefore, in this case, a data augmentation approach for the generation of patches is chosen (see Figure 6): Randomly, one of the 42 congestion scenarios used for training is picked and from all available trajectories a set of training traces is drawn from all available trajectories with a ratio of \( p \in [0.1, 0.9] \). These traces are used to generate input patches at random locations of the scenario’s space-time domain. Accordingly, the remaining test traces are converted into matching output patches for the same space and time as the input patches. Note that the output patches are sparse as well. The set of speeds contained in the output matrix are used as \( V_{GT} \) for computing the IMAE during training. Further note, that the speeds used as Ground Truth (GT) data do not necessarily resemble the macroscopic traffic speeds. Rather, they represent samples that spread around the true macroscopic speed. Nonetheless, this approach has the significant advantage, that no complete GT data is required to train the network, instead, sparse data of a single source is sufficient.

All generated input-output patches are collected, and the procedure is repeated until a total number of patches \( N_{in} = N_{out} = 100000 \) is available. In this way, a huge set of samples that cover all possible congestion patterns with varying input data density are created. Although the number of original congestion scenarios appears to be small at first glance, each scenario itself contains various congestion patterns. With the random deduction of patches from the original data, it is accomplished that the neural network learns to be shift invariant Zhang (2019) and is able to handle variable data density.

As depicted in Figure 6, the congestion scenario that is supposed to be reconstructed, is completely unseen to the network. For later evaluation, available data of this scenario is split into a reconstruction and an evaluation set, using the reconstruction and TraNet to estimate traffic speeds, and the evaluation set to assess the accuracy.

An input patch size \( K_T = K_X = 64 \) and output patch size \( L_T = L_X = 32 \) are used. Chosen patch sizes represent a balance between several factors: On the one hand, with larger \( K_T, K_X \), an input patch contains more input data and can potentially relate measurements with each other. Thus, a potential correlation between two data points, that are distant in time and space, can be captured, which may increase the reconstruction accuracy. On the other hand, larger input patch sizes make it more difficult for the network to learn dependencies, since more permutations are possible. Furthermore, more convolution operations are necessary to process the increased layer sizes, which worsens run-time. An input patch, given \( K_T, K_X = 64 \) with a \( \Delta T = 60 \) s and \( \Delta X = 100 \) m, covers a stretch of \( 6.4 \) km and rounded \( 107 \) min. The output size \( L_T, L_X \) is chosen as half the input size. This parameter is based on similar considerations: One the one hand, since a space-time domain is divided into a set of output patches, a larger output patch reduces the run-time for the reconstruction of the entire domain because fewer patches need to be computed. On the other hand, considering the cells that are positioned at the boundary of any output patch (e.g. \( i = 0 \) or \( j = 0 \) equals zero or \( N_X - 1 = N_T - 1 = 31 \)), there are only \( (K_T + 1)/2 \) or rather \( (K_X + L_X)/2 \) cells between boundary of output and boundary of input cell. This means, that \( 64 - 32)/2 = 16 \) cells, which equal \( 1.6 \) km and rounded \( 27 \) min, containing potential raw data can be considered for the estimation of these output patch boundary cells. Assuming we would use \( K_T = L_T \), this boundary difference would equal zero, with the consequence that cells at the output boundary, would be estimated based on a reduced number of input cells compared to inner cells of the output patch. In practice, this results in reconstruction artifacts at the cells boundaries, which reduce the overall reconstruction accuracy.

For training, the input data is bound to \( 3 \) km/h \( \leq v \leq 130 \) km/h in order to make them comparable to outputs of the ASM and PSM. Only part of all patches are used for training: the ones that belong to scenarios that are used for the subsequent analyses remain unseen for the neural network. The Adam optimizer is applied Kingma and Ba (2017) to adapt the neural network weights during the training process. Weights are initialized with the Glorot Uniform initializer Glorot and Bengio (2010). A batch size of 32 is used. As error the IMAE is used (see section 6.2), which returns for a scalar for each input-output sample. The average IMAE of a batch is used as error for back-propagation.

Training is run for 50 epochs using TensorFlow on a workstation with an Intel Xeon CPU, 64GB RAM and an Nvidia Quadro RTX 4000. On this machine, training takes around three hours to finish.

6.4 Qualitative Results

The rightmost column in Figure 3 depicts some of the layer outputs of the fully trained network given one example input patch. It is interesting to see how the information of the input patch gets encoded in the first parts of the neural
network, resulting in the $4 \times 4$ matrices in layer 35. The subsequent decoding structure and further convolution layers upsample and combine the information, which finally results in the depicted output matrix. Apparently, the neural network is able to reconstruct the moving jams that are visible in the raw FCD. Please note that the output matrix with smaller size needs to be interpreted as being located in the center of the input patch (see Figure 1).
Figure 5: FCD collected during 8 of the overall 43 congestion scenarios in both driving directions
Figure 6: Information flow during training and inference stage using Traffic Network (TraNet).
Figure 7: Some examples of input patches, the respective computed output of TraNet after training, applied on the input patch (unseen data), and all available data for comparison. (a) and (b): situations with moving congestion, (c): situation with stationary congestion and (d): no input is given.
Figure 7 displays some examples of input patches and respective output patches using trained TraNet. In (a) and (b) data during shockwaves are displayed. TraNet accomplishes to reconstruct these scenarios given sparse and noisy input data. Also the stationary congestion patch, displayed in (c) is reconstructed accurately. (d) displays the output if no data is given. In this case, TraNet has learned automatically from given training data, that most likely, traffic state is in free-flow conditions, and outputs traffic speeds close to the set maximum speed of 130 km/h.

In the following, an example is given that illustrates how TraNet reconstructs a complete congestion scenario based on sparse data. Therefore, FCD collected during several congestion patterns on December 13th, 2019 in the northbound direction, are utilized (see Figure 5 (d)). This scenario is selected since it comprises different congestion patterns. Localized congestion with average vehicle speeds at approximately 50 km/h with a relatively long time of existence, probably due to a capacity drop at the on-ramp Srivastava and Geroliminis (2013); Saberi and Mahmassani (2013); Kerner (2004); Chen et al. (2014), can be observed at e.g. kilometer 34 and 44. Inside these stationary congestions, moving jams emerge and propagate upstream (compare to synchronized traffic and WMJs in the three-phase traffic theory Kerner (2004) or oscillating congested traffic and stop and go waves according to a classification presented in Helbing et al. (2009a)). These moving jams are commonly observed traffic patterns. Furthermore, a mega-jam (Kerner (2004), also called homogeneous congested traffic Helbing et al. (2009a)), occurred with a downstream front located at approximately kilometer 32. This is a third pattern which forms upstream of a strong bottleneck such as lane closures due to an incident.

Trajectory data collected during that scenario are randomly selected with a ratio of $p = 0.2, 0.5, 1.0$ (see first column in Figure 8). As mentioned in section 5.1, the domain is divided into overlapping input patches of size $K_T \times K_X$ such that the output patches of sizes $L_T \times L_X$ form a uniform grid. Boundaries that overlap the presented domain are set to undefined values in the input patches. For each input patch, an output is generated using TraNet, and the resulting output patches are stitched together.

Figure 8 displays the used input data and the respective output data. At first glance the estimated outputs for the three situations look very similar: the mega-jam starting at 1:40pm is reconstructed well in all three situations. Moreover, the several WMJs that propagate upstream at different times and locations within that domain are visible in all three examples. Nevertheless, there are also differences in the reconstruction output: for instance, the moving jam that emerges at approximately 11:30am at kilometer 34 which is visible clearly in (f) is estimated to originate in (b) significantly later, at 11:40am. Additionally, the fine sequence of moving jams is estimated more accurately in (f) than in (b). Another observation is that in (b), the grid boundaries of the output patches are visible, especially in free flow conditions. They are less visible with more data as in (f).

Figure 9 visualizes two further examples of TraNet applied to raw data of congestion scenarios visualized in Figure 5. Also in these examples, TraNet is able to reconstruct moving as well as stationary congestion with high accuracy based on the given data.

All in all, the outputs are quite promising as the neural network manages to reconstruct a situation even with little available data. Apparently it is able to differentiate between different patterns such as moving jams, localized traffic congestion with medium vehicle speeds as well as very low vehicle speeds upstream of a strong bottleneck. This is notable since the neural network was able to learn the reconstruction abilities given only a set of example data (excluding patches from this situation) and an error metric.

### 6.5 Performance analysis

The following study shows the performance of TraNet compared to other state-of-the-art approaches. As comparable approaches, the ASM, the PSM, and a naive smoothing method are presented. Since there do not exist published neural network approaches that tackle the problem, yet, and there are countless potential architectures of neural networks, which could be constructed, but which were outperformed by TraNet in the experimental phase, no additional neural network is included in the evaluation. Rather, focus is on TraNet as the best-performing approach out of all the architectures that were tried out.

#### 6.5.1 Isotropic Smoothing

The naive smoothing method is a simple approach that smooths data using an isotropic kernel:

$$V_{iso}(t, x) = \frac{1}{\sum_{(t_d, x_d, v)} V_{FCD} \Phi(t - t_d, x - d_d) \sum_{(t_d, x_d, v)} \Phi(t - t_d, x - d_d) v} \Phi(t, x) = \exp \left( -\frac{t}{\tau} \right) - \left| \frac{x}{\sigma} \right|$$

with

$$V_{FCD}(t, x, v) = \frac{1}{\sum_{(t_d, x_d, v)} V_{FCD} \Phi(t - t_d, x - d_d) \sum_{(t_d, x_d, v)} \Phi(t - t_d, x - d_d) v} \Phi(t, x) = \exp \left( -\frac{t}{\tau} \right) - \left| \frac{x}{\sigma} \right|$$
Figure 8: (a,c,e) input trajectory data to the network with 20%, 50% and 100% of all available trajectories; (b,d,f) the estimated traffic speeds using TraNet

where $\tau$ and $\sigma$ are parameters to calibrate the gradient of the exponential decay of the kernel in time and space. They are set to $\tau = 150 \text{ s}$ and $\sigma = 300 \text{ m}$.

6.5.2 ASM

The ASM is a well-known approach that is applied frequently in order to estimate traffic conditions retrospectively and in real-time Treiber and Helbing (2002); Treiber et al. (2011); Schreiter et al. (2010); Kessler et al. (2018); Rempe et al. (2016b); Chen et al. (2019). Briefly summarized, raw data of a sparse input source are convolved in two traffic-
Figure 9: (a,c) input trajectory data to the network as a sparse subset of trajectories based on the situation given in 5 a) and c); (b,d) the estimated traffic speeds using TraNet

characteristic directions: \( v_{\text{cong}} \) denoting the wave speed in congested traffic conditions, and \( v_{\text{free}} \) denoting the wave speed in free-flow conditions. The resulting matrices \( V_{\text{cong}}(t,x) \) and \( V_{\text{free}}(t,x) \) are combined cell-wise with an adaptive weighting:

\[
V_{\text{ASM}}(t,x) = w(t,x)V_{\text{cong}}(t,x) + (1 - w(t,x))V_{\text{free}}(t,x). \tag{6}
\]

The weighting \( w(t,x) \) is defined as:

\[
w(t,x) = \frac{1}{2} \left( 1 + \tanh \left( \frac{V_{\text{thres}} - \min(V_{\text{cong}}(t,x), V_{\text{free}}(t,x))}{\Delta V} \right) \right) \tag{7}
\]

with \( V_{\text{thres}} \) a threshold where weight \( w(t,x) \) equals 0.5 and \( \Delta V \) a parameter to control the steepness of the weight function. An analysis in van Lint (2010) points out that travel times based on speeds reconstructed using the ASM lack accuracy. Since the IMAE also assesses inverse speeds, the proposed measure to smooth the inverse speeds is adopted here. Parameters are set according to van Lint (2010).

6.5.3 PSM

The PSM utilizes principles of the ASM and extends its concepts based on the Three-Phase theory Rempe et al. (2017a). The motivation for its development is that the ASM applied to FCD is not able to accurately reconstruct stationary congestion patterns Rempe et al. (2017a); Treiber et al. (2011).

In order to improve on that aspect, the PSM applies a three-step approach. For the details of the method, the reader is referred to the original paper Rempe et al. (2017a). First, raw data is processed using specific convolution kernels and several empirically motivated criteria in order to determine space-time phase regions. For instance, synchronized congestion pattern tend to be localized at a bottleneck such as an on-ramp. WMJs propagate upstream and maintain a relatively constant downstream phase front speed. In the second step, the extracted phase regions are used to smooth
data within their corresponding traffic phase. Third, phases probabilities and speeds are aggregated into a final speed output.

Since the method is specialized for the reconstruction of traffic speeds from sparse FCD, it is included in the evaluation. Parameters are taken according to the original paper.

6.5.4 CNN network

An approach recently published Benkraouda et al. (2020) applies a CNN with an encoding-decoding structure to trajectory data in order to impute traffic speeds. The network comprises three 2-D convolution layers with kernel sizes (5, 5) with a ReLU activation, followed by 2-D MaxPooling layers with stride (2, 2). The number of filters increases with decreasing domain size: (8, 32, 64). The decoding sequence of the network comprises three CNN layer with ReLU activation and filter sizes (3, 3) and (5, 5) as well as a decreasing number of filters: (64, 32, 8, 3). As upsampling layer a 2-D nearest neighbor layer is applied.

We tried to rebuild the model as accurately as possible, but needed to do minor modifications to make the approaches comparable: First, the authors of the original paper process RGB data with the goal to allow the network to distinguish between data points and missing data. We input the data similarly to TraNet as two layers: normalized speeds and grid occupancies. This facilitates learning for the network. Second, since in the input patches are larger than the output patches in order to avoid reconstruction artifacts at patch boundaries (see section 5), this CNN requires one upsampling layer less in order to scale up to the requested output size.

We train this network with the same data as TraNet and stop after training for 50 epochs as well. At this point the validation error starts to increase again, which is an indication for a network to start overfitting (see Bishop (2013)). In the following, the network is denoted as CNN6 referring to the 6 CNN layers.

6.5.5 Results

Figure 10 displays the reconstructed speeds calculated by the isotropic smoothing, the ASM and the PSM using the raw trajectory data with a ratio of $p = 0.5$ as visualized in Figure 8 (c). The isotropic smoothing results in a relatively blurry traffic speed representation: the transitions between free and congested traffic, especially the mega-jam between 1pm and 3pm upstream of kilometer 32, are significantly smoother than the transitions visible in raw data (compare Figure 8 (e)). Furthermore, the isotropic smoothing fails to reconstruct the moving jams. The ASM, using its two smoothing filters, reconstructs these much more accurately. Nevertheless, it overestimates the extent of the mega-jam: the congestion front is ‘spills over’ the downstream jam front. The PSM reduces these issues and is also able to reconstruct the moving jams. However, when applied to sparse data, there appear some reconstruction artifacts: not all moving jams are reconstructed correctly, and the downstream jam front of the mega-jam is ‘ragged’.

In order to compare estimated speeds more distinctively, we consider the error difference $IMAE \Delta$ of two reconstructed speeds $V_1$ and $V_2$, compared to the GT $V_{GT}$, valid for all grid cells $(t,x) \in V_{GT}$ containing a valid speed:

$$IMAE \Delta(V_1, V_2) = \frac{1}{V_{1}(t,x)} - \frac{1}{V_{GT}(t,x)} - \frac{1}{V_{2}(t,x)} - \frac{1}{V_{GT}(t,x)}$$  \hspace{1cm} (8)

Thus, $IMAE \Delta$ compares the estimation errors of two approaches: If the error of algorithm 1 is larger, the resulting output is positive, if they are equal it is zero, and if the error of algorithm 2 is larger, the outcome is negative. Figure 11 plots the error differences of the isotropic smoothing (a), the ASM (b) and the PSM (c) compared to TraNet. As $V_{GT}$, all data samples are utilized. The output of TraNet is taken as speed matrix $V_2$. Consequently, blue colors depict cells where TraNet reconstructed the speed more accurately than the other approach, and red color the cells with lower reconstruction accuracy.

These plots emphasize the results of the aforementioned observations in a direct comparison: TraNet, with significantly larger blue regions reconstructs most relevant cells more accurately than the isotropic smoothing (a). With respect to the ASM, the difference is smaller and more red regions are visible. Still, the overestimation of the congested regions of the stationary congestion are depicted with dark blue, indicating a larger error of the ASM. The comparison with the PSM shows a mixed result. Overall, the blue color dominates, though, in some situations the PSM provides higher accuracies. For instance, the WMJ originating at kilometer 44 at 12:30pm is captured better using the PSM. At the boundaries of the mega-jam, the dark blue colors indicate the space-time regions where TraNet outperforms the PSM significantly. The error plot of TraNet compared to CNN6 shows that TraNet estimates speeds during the WMJ better and tends to estimates also better during the stationary congestion. This result indicates, that the network architecture of the CNN6 is not able to associate low traffic speeds of spatio-temporally distant traces sufficiently well in order to reconstruct the moving and stationary jams accurately.
After a rather qualitative analysis, a quantitative comparison gives further insights into the reconstruction accuracies. Since sparse data is a common issue, and it is difficult to foresee how much data will be available, a generally applicable reconstruction method is able to return accurate reconstructions for problems with both, sparse and dense data. Therefore, in the following it is studied how well the algorithms perform under varying input data density. Given the same scenario, the ratio of train and test trajectories $p$ is varied in the range of $[0.1 - 0.9]$. Again, train data is used to reconstruct the situation. The remaining test data is used to assess its reconstruction quality. Over 100 iterations, a random split between training and test data is done according to the ratio $p$, and the $IMA\text{E}$ of the reconstructed speeds is calculated using the test traces. The resulting average $IMA\text{Es}$ with respect to the training set and the utilized algorithm are depicted in Figure 12.

As is visible, all algorithms achieve a lower error, i.e. higher accuracy with higher data density. TraNet returns the most accurate results up to $p = 0.8$. Especially compared to the isotropic smoothing the error is significantly lower. The PSM outperforms the ASM for all data densities, but is still significantly less accurate than TraNet at lower densities. Given high data densities, TraNet and PSM provide comparable results. The CNN6 approach provides more accurate estimates for low data densities than ASM and PSM, with high densities the PSM gives slightly better results. Thus, we can confirm the superiority of CNN6 over the ASM, which is a key result of the study done on the NGSIM dataset in Benkraouda et al. (2020), using our dataset. Still, TraNet achieves more accurate results than CNN6 for all data densities. This shows, that the more significantly deeper structure of TraNet with its feed-forward paths has better learning and estimation capabilities than the simpler CNN6.

To summarize the qualitative and quantitative comparison with state-of-the-art approaches, the novel TraNet is able to reconstruct traffic speeds based on sparse data with higher accuracy. Especially in situations with low data density, the gain compared to the other approaches is significant.
Discussion

The approach to apply a DNN to the problem of traffic speed reconstruction with sparse data resulted in several findings:

1. Given sparse, grid-based speed data as input, the neural network can be trained using only input-output samples and an error metric, such that it is ultimately able to produce a complete speed output.

2. The neural network is able to reconstruct several empirical congestion patterns distinctively (see Helbing et al. (2009b); Kerner (2004)), e.g. (i) stationary (localized) congestion at bottlenecks with spontaneously emerging (narrow) moving jams, (ii) WMJs which propagate upstream for kilometers and low vehicle speeds, and (iii) severe stationary congestion at strong bottlenecks (mega-jams), where vehicles tend to queue in order to pass the bottleneck location.

3. With respect to the IMAE metric, the average reconstructed speeds are more accurate than results of comparable approaches. The gain in accuracy is significant if low to medium data densities are available as input. In comparison to simpler CNN, it appears that the increased network complexity of TraNet allows to achieve higher results.

The results are quite encouraging as they show that, given only raw data and a metric, the deep learning approach is able to extract relevant patterns from data and apply them to new, unseen data. Thus, the approach in a way automates the process of traffic modeling: it seeks to find patterns in data and generalize the problem by processing congestion
Figure 12: Reconstruction accuracy considering the IMAE of the four methods with respect to a varying data density (i.e. train ratio).

scenarios while evaluating the success of (many) numerical experiments. Although the method has been trained and evaluated solely with FCD in this study, due the generality of the approach, it is expected that all types of grid-based speeds may serve as data source.

Despite the higher accuracy and automated learning process, there are some specifics in the application of DNNs that need to be considered when applying them:

1. The model can only be as good as the given data. This means, if the trained network is applied to a different data source, e.g. speeds collected by loops and the neural network is not re-trained, it is likely that the output results will lack accuracy. In this case, one should have a look at a technique called transfer learning Goodfellow et al. (2016), the idea of which is to fix most of the neural network’s parameters and re-train the network with input-output samples of the problem it is supposed to adapt to.

2. The computations done within a DNN are complex. Therefore, it is difficult to estimate the output of a neural network in advance (black box).

3. If the fundamental problem, that the DNN is supposed to solve, changes (e.g. the desired grid cell size), it usually needs to be re-trained, whereas a method such as the ASM can be adapted using one of its configuration parameters.

8 Conclusion

This paper approaches the problem of traffic speed estimation using probe speeds. An adapted DNN architecture is developed that requires for training and application only sparse speed data given within a space-time domain of variable size. The domain is decomposed into regularly sized space-time matrices containing the data itself, and an occupancy matrix indicating the existence of measurements. Using a large set of probe data collected during 42 congestion scenarios on a German motorway, the network is trained. Training data is augmented using a random sampling process in order to make the network’s performance invariant to shifted data in time and space, and invariant to the prevailing data density. During training, the network learns to reconstruct various congestion patterns such as moving and stationary congestion.

The fully trained network is applied to data of a scenario that is unseen to the network. The reconstructed speeds with respect to the data density are studied qualitatively, and compared to the estimates computed using an isotropic smoothing, the ASM, the PSM and a standard CNN. The resulting error plots reveal that the DNN reconstructs certain traffic features such as moving and stationary congestion more accurately than the methods in comparison. In a
quantitative comparison of the different approaches, the DNN outperforms the other approaches for a variety of input
data densities with respect to the IMAE, significantly.

The result show that a deep neural network, that does not contain prior information about traffic dynamics is able to
learn solely from raw data, such that it is capable of reproducing accurate congestion patterns given little data. The
higher accuracy of the trained DNN with its more complex architecture compared to a simple convolutional encoding-
decoding network shows, that this problem class benefits from a more dedicated network architecture. The advantages
of the approach, namely, that only data of single sparse data source is required for training, the DNN can be applied to
variable space-time domains and its estimation accuracy is high when applied to data of an unseen congestion pattern,
contribute to the general applicability of this approach.

Further fields of research that may build upon this DNN, are approaches that may require less data to learn, or recon-
struct speeds even more accurately. Potential candidates include PINNs or Generative Adversarial Imputation Nets
Yoon et al. (2018).
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ASM  Adaptive Smoothing Method  
PSM  Phase-Based Smoothing Method  
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DNN  Deep Neural Network  
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PDE  Partial Differential Equation  
PINN  Physics-Informed Neural Network  
SVR  Support Vector Regression  
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GT  Ground Truth  
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