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ABSTRACT

Recent artificial intelligence-based methods have shown great promise in the use of neural networks for real-time sensing and detection of transmission line faults and estimation of their locations. The expansion of power systems including transmission lines with various lengths have made a fault detection, classification, and location estimation process more challenging. Transmission line datasets are stream data which are continuously collected by various sensors and hence, require generalized and fast fault diagnosis approaches. Newly collected datasets including voltages and currents might not have enough and accurate labels (fault and no fault) that are useful to train neural networks. In this paper, a novel transfer learning framework based on a pre-trained LeNet-5 convolutional neural network is proposed. This method is able to diagnose faults for different transmission line lengths and impedances by transferring the knowledge from a source convolutional neural network to predict a dissimilar target dataset. By transferring this knowledge, faults from various transmission lines, without having enough labels, can be diagnosed faster and more efficiently compared to the existing methods. To prove the feasibility and effectiveness of this methodology, seven different datasets that include various lengths of transmission lines are used. The robustness of the proposed methodology against generator voltage fluctuation, variation in fault distance, fault inception angle, fault resistance, and phase difference between the two generators are well shown, thus proving its practical values in the fault diagnosis of transmission lines.

1. Introduction

Transmission lines (TLs) are exposed to severe atmospheric and environmental conditions such as lightning strikes, icing, tree interference, bird nesting, breakage, hurricanes, and aging, as well as human activities and lack of preservation and caring. Faults cause interruption in the power flow and deteriorate the efficiency of power systems. Therefore, minimizing the effect of faults is a major goal in transmission lines. To provide end-users with uninterrupted electrical power, a highly reliable, fast, and accurate fault detection/classification and location estimation scheme is needed [1, 2, 3].

There are several sensed physical parameters in a TL that are not constant including generator voltages, phase difference between two generators, fault resistance, fault inception angle, fault location, and length of the TL. To consider these variations, artificial intelligence methods need to be developed to deal with TL datasets that include all these parameter variations [4].

Different lengths of TLs result in different impedances and hence different features for performance analysis. In general, TLs are divided into three categories based on their length: short TLs with maximum 50 (km) length, medium TLs with 50-150 (km) length, and long TLs with at least 150 (km) length. In this study, to detect, classify, and locate the faults in these three categories, a general solution is proposed for the first time that is compatible with different transmission lines and avoids time-consuming trainings and high computational expenses. This work aims to show how a model’s training time can be greatly reduced via transfer learning.

Neural networks (NNs) have been extensively used for TL fault diagnosis. A powerful technique to handle predictive modeling for different but somehow related problems is transfer learning, in which partial or complete knowledge of one Convolutional Neural Network (CNN) is transferred and reused to increase the speed of the training process and improve the performance of another CNN. In this study, a transfer learning-based CNN is used for the first time to detect, identify, and locate the faults for various lengths of TLs. It will be shown in this work that this methodology is reusable, fast, and accurate.

There are several studies that use CNNs for fault diagnosis of TLs. In [5], a self-attention CNN framework and a time series image-based feature extraction model are presented for fault detection and classification of TLs with length of 100 (km) using a discrete wavelet transform (DWT) for denoising the faulty voltage and current signals. In [6], authors present a customized CNN for fault detection and classification of 50 (km) TLs integrated with distributed generators. The work done in [7] proposes a machine learning-based CNN for TLs with length of 280 (km) to perform fault detection and classification using DWT for feature extraction.

Shiddieqy et al. [8] present another methodology that considers all features of the TL faults to generate various models for robust fault detection. Then, they take advantage of various artificial intelligence methods including CNN to achieve a 100% detection accuracy. The length of the TLs in this study is 300 (km). The study in [9] presents a scheme to detect and categorize faults in power TLs with length of 200 (km) using convolutional sparse auto-encoders. This approach has the capability to learn extracted features from the dataset of voltage and current signals, automatically, for fault detection and classification. To generate feature vec-
tors, convolutional feature mapping and mean pooling methods are applied to multi-channel signal segments.

There are also several studies that apply transfer learning methods to time series datasets in different applications. Fawaz et al. [10] show how to transfer deep CNN knowledge for time series dataset classification. In [11], an intelligent method is proposed as a deep convolutional transfer learning network which diagnoses the dynamic system faults using an unlabeled dataset. In [12], a deep learning framework is presented to achieve accurate fault diagnosis using transfer learning which speeds up the training of the deep CNN. Shao et al. [13] propose an intelligent fault diagnosis transfer learning which speeds up the training of the deep learning, CNN with transfer learning. The study performed in [14] presents a two-phase digital-twin-assisted fault diagnosis method which takes advantage of deep transfer learning. It performs fault diagnosis in the development and maintenance phases. Li et al. [15] presented a deep adversarial transfer learning network to diagnose new and unlabeled emerging faults in rotary machines. The contributions of this work are as follows:

1. Proposing a generalized approach for various TLs’ fault detection and location estimation using transfer learning technique for the first time ; and
2. Comparing the proposed methodology with three benchmarks and showing its effectiveness in prediction performance.

The rest of the paper is organized as follows. Section 2 presents preliminary concepts used in this study including time series classification, CNNs, and transfer learning technique. In Section 3, the TL model used in this study as well as the feature generation approach are discussed. Section 4 describes the dataset generation procedure and the proposed transfer learning-based method. Section 5 discusses the results and compares the proposed method with three benchmarks including K-means clustering. CNN without transfer learning, CNN with transfer learning technique but without fine tuning process. Finally, conclusions are made in Section 6.

2. Preliminaries

In this section, an overview of time series data classification, CNNs, and transfer learning procedure is provided.

2.1. Time Series Classification

In general, time series data can be defined in two different ways as described below [10].

- Definition 1. A time series data is an ordered (time dependent) set of real values such as $X = \{x_1, x_2, ..., x_n\}$ where $n$ is the number of real values and the length of $X$ [10].

- Definition 2. A time series dataset $D$ is defined as $D = \{(x_1, y_1), ..., (x_n, y_n)\}$ with length of $n$ which consists of a collection of pairs $(x_i, y_i)$ where $x_i$ is a time series data point with its corresponding label (class) as $y_i$ [10].

Time series classification is defined as classifying the dataset $D$ by considering every input $x_i$ to train a classifier which maps the given inputs to the given labels based on every class variable $y_i$ [10]. It is clear that sometimes $D$ consists of a set of pairs in which the inputs and labels are vectors. In this study, the system utilizes voltage and current waveforms recorded from one end of a two-bus TL as inputs, and considers 10 types of faults as well as the non-faulty case as the labels (classes). Fast Fourier transform (FFT) is applied to both current and voltage waveforms to generate the amplitude of the main frequency component of the signals. Therefore, the dataset used to train the CNN includes seven different features from which the first three features are associated with voltages, the second three features are associated with currents, and the last one is related to the zero sequence signal which is the average of the phase currents. The reason for having the last feature will be discussed later in Section 3.

2.2. Convolutional Neural Network

Having the capability of learning hierarchical features independently from inputs, CNNs have been widely used for image datasets. CNNs have a minimum need for pre-processed data and can handle high dimensional datasets faster and with more details in comparison with most of artificial CNNs [16, 17]. In general, CNNs include three types of layer: convolution layer, pooling layer, and fully connected layer. Convolutional and pooling layers incorporate convolution blocks which are stacked for feature extraction purpose. Fully connected layers are used as classifiers and the output layer, which is a fully connected one, performs the classification or regression task.

The main advantages of CNN architecture are local receptive fields, shared weights, and the pooling operation. CNNs take advantage of the concept of a local receptive field which means that only a small focused area of the input data is connected to each node in a convolution layer. Because of this trait, the number of parameters is reduced considerably in CNN which in turn decreases the training computational expenses of the NN [12].

Numerous studies have been performed in TL fault detection, classification, and localization problems using CNNs to achieve higher accuracies. These studies are divided into two different categories: The methodologies with a focus on image-based datasets recorded from outdoor TLs [18, 19, 20], and the ones that consider time-series voltage and current waveforms recorded from generators and are fed to CNNs as blocks of data points. The methodology proposed in this study belongs to the second category.

2.3. Transfer Learning

Transfer learning is proposed to solve the learning problems between two or multiple domains. The combination of deep learning and transfer learning shows notable improvements in the accuracy and time of fault diagnosis approaches.
Transfer learning consists of two steps: First, the process of training a source neural network on a source dataset and task, and second, transferring the learned features and knowledge to a new network to help the training process of the new related (target) dataset. Two main concepts are used in transfer learning, namely, domain and task which are defined below.

- **Definition 3 (Domain [21, 22])**. A domain \(D = (\mathcal{X}, P(X))\) consists of two elements, namely, a feature space \(\mathcal{X}\) and a marginal probability distribution \(P(X)\) where \(X = \{x_i\}_{i=1}^n \in \mathcal{X}\) is a dataset in which every \(x_i \in \mathcal{X}\) is sampled from this domain.

- **Definition 4 (Task [21, 22])**. A task \(T = (\mathcal{Y}, P(Y|X))\) consists of two elements given a domain \(D = (\mathcal{X}, P(X))\), where \(\mathcal{Y}\) stands for the label space and \(P(Y|X)\) is the conditional probability distribution in which \(Y = \{y_i\}_{i=1}^n\) shows the label vector of \(X\) with \(y_i \in \mathcal{Y}\) as the label of \(x_i\).

There are two domains in transfer learning, namely, a source domain \(D_s = (\mathcal{X}_s, P_s(X_s))\) and a target domain \(D_t = (\mathcal{X}_t, P_t(X_t))\), where \(\mathcal{X}_s\) and \(\mathcal{X}_t\) show the feature spaces of the source and target domains, respectively, and \(P_s(X_s)\) and \(P_t(X_t)\) stand for the marginal probability distribution of them. Based on definitions 3 and 4, the definition of transfer learning is presented below.

- **Definition 5 (Transfer Learning [22])**. Considering the source domain \(D_s\), learning task \(T_s\), target domain \(D_t\), and learning task \(T_t\), the goal of transfer learning is to promote the performance of target predictive function \(f(.)\) in \(D_t\) by inducing the knowledge to \(D_s\) and \(T_s\) while \(D_s \neq D_t\) or \(T_s \neq T_t\).

In the case of \(T_s = T_t\), a common subproblem of transfer learning takes place which is called domain adoption. In this study, the relationship between the source and target data is the domain adoption because the seven aforementioned features (currents, voltages, and zero sequence current) repeat in both the source and target TLs which only differ in length [23].

Transfer learning provides the ability to distribute learned features across different learning applications. The focus of transfer learning is on the deep learning training step to enhance its capability in common feature extraction and adoption among multiple datasets of a similar problem. Transfer learning is based on using the pretrained layers on a source task to solve a target task. For this purpose, a pretrained model in which its fully connected layers are cut off is used and its convolutional and pooling layers become frozen (their weights are not updated) to perform the role of feature extractors. To adjust the given pretrained network with the target dataset and efficient target classification, the fully connected layers (classifier section) need to update their weights.

There are two different approaches in transfer learning including feature extraction and fine tuning. In the first approach, the fully connected layers are completely removed and based on the target dataset, the new fully connected layers are integrated with the frozen pretrained layers. In the fine tunning process, the structure of fully connected layers from the pretrained model is saved and only their weights are updated. Fig. 1 shows the basic concept of transfer learning representing two different datasets which have similarities. These datasets are fed into source and target models. The knowledge is transferred to the target model to perform the training of target task faster. In this study, the fine tuning approach is used to achieve satisfactory results. Transfer learning method is used in this study for TL fault diagnosis problems to detect the rare occurrence of failures which are difficult or impossible to be labeled. It should be noted that a transfer learning-based CNN has not been used before for TL fault diagnosis problems.

### 3. Transmission Line Model and Feature Generation

In this study, a power system with two generators which are connected through a 100 (km) three-phase TL is used. Based on some recent studies [24, 25, 26, 5], a common length is chosen which stands in the medium range of transmission line lengths and its multiplications can reside in short or long TLs. The voltage of both generators is 240 (kV) and their frequency is 60 (Hz) as shown in Fig. 2. This model is simulated in MATLAB Simulink’s Simscape Power System, and all the ten short-circuit faults i.e., single Line-to-Ground (LG), Line-to-Line (LL), double Line-to-Ground (LLG), and all-Lines-connected (-to-Ground) (LLL/LLLG) as well as no-fault state are taken into account.

![Figure 2: A three-phase and two-generator power system.](image)

The parameters of this TL model are shown in Table 1,
and Table 2 presents the features of generators. The model studied in this paper is based on IEEE 39-Bus System which includes 10 generators and 46 lines.

The general datasets used in this study consist of the amplitudes of the main harmonics of the voltage and current waveforms calculated by FFT, which computes the frequency components faster and more efficiently than the conventional Fourier transform. For this purpose, after each fault incident, 1.5 cycles of the voltage and current waveforms are selected. Then, their main harmonics are computed, normalized and fed into the fault diagnosis module. To assess the robustness of the proposed methodology, some variations in the TL model are considered such as fault type, location, inception angle, resistance, voltage amplitudes of the generators, and the phase difference between them. Such variations help the system to generate datasets that are large enough to generate reliable results. In general, the dataset used in this work includes 7 features that are 3 phase voltages, 3 phase currents, and a zero-sequence current which is a detector for ground faults. In other words, a fault diagnosis model cannot distinguish between LL and LLG faults only by considering phase voltage and current signal values. In such cases, a zero-sequence current, which is the average of the phase currents, is considered to detect ground faults.

Table 3 shows the parameters with their variations to generate robust results. It should be noted that because the length of a TL is the critical parameter in this study, the variation of fault location is defined as a dependent parameter to the TL length ($L = 100\,km$), and for different lengths, the initial fault distances for the reference dataset would be different as well.

4. Proposed Fault Diagnosis Approach

In this section, the proposed method based on transferred CNN is described. Acquiring data from one end of a TL is the initial step in fault detection/classification and location estimation. As shown in Fig. 2, the sensing/measurement device is placed at the second bus to record the current and voltage of the three-phase TLs. This process is performed via a 30-sample time window with the sampling frequency of 1.2 ($kHz$), and FFT is applied to each window at every step to extract the features.

After normalizing the extracted features, the data points are fed to the fault diagnosis and location estimation networks. In the fault diagnosis process, 4 outputs are generated for each data point which are associated with phases A, B, C, and the ground G. When there is no fault, the value of all these 4 outputs are zero and by switching each output to one, the faulty state of that phase is detected. If not all outputs are zero, then at least two of them are one that shows the connection of those two outputs together (or to the ground). Therefore, in the output layer of the CNN, eleven states can occur including 0000 (or 1111), 0011, 0110, 1100, 1001,
0101, 1010, 0111, 1011, 1101, 1110. A parallel process using another CNN is performed for the location estimation of the faults. In this system, the input dataset is the same as that of the classification procedure; however, the outputs are the locations of the faults which are real numbers, not binary.

The detection, classification, and location estimation of TL faults are done by considering the 7-dimension input dataset divided into $7 \times 7$ small blocks. The features are extracted by striding over these blocks and performing the convolution computation for each window. For this purpose, one of the earliest pretrained CNNs called LeNet-5 [27] is designed by using Keras library [28] in Python. LeNet-5 is chosen for this study because of its simple and straightforward architecture including 2 sets of convolutional and average pooling layers following by a flatten layer, 2 fully connected layers, and ultimately a Softmax classifier. To obtain high accuracy, ReLu activation function is used for all the layers except the output which takes advantage of Softmax function for classification and the linear regression function for location estimation. This architecture is depicted in Fig. 3. As shown in this figure, the input data points are given by $7 \times 7$ matrices to the network in order to emulate the image behaviors, and the output layer consists of 11 neurons (equal to the number of classes) for classification or one neuron for the location estimation tasks using CNN.

To apply the transfer learning method to the TL fault diagnosis problem, the LeNet-5 network is trained with the dataset of a TL with length L which is initially equal to 100 (km). Then, the weights of convolutional and pooling layers of this network are saved as ".npy" files and a new LeNet-5 with the same architecture is created by using Keras library [28] in Python. The chosen CNN is LeNet-5 which is initially equal to 100

| Length (km) | 12.5 | 25 | 50 | 100 | 200 | 400 | 800 | Average |
|-------------|------|----|----|-----|-----|-----|-----|---------|
| Accuracy (%)| 82.42 ± 0.11 | 82.47 ± 0.07 | 83.47 ± 0.15 | 85.09 ± 0.16 | 87.12 ± 0.10 | 87.67 ± 0.09 | 83.87 ± 0.17 | 84.58 ± 0.12 |

To achieve reliable results, a statistical testing method is implemented and each experiment is performed 30 times. The values in the tables and figures in this section are all based on the thirty iterations of running each analysis [31]. In case that the values are different, the variations are shown in the corresponding tables. This section is divided into two main subsections including classification and location estimation of TL faults.

5. Results and Discussions

This section presents the results of the proposed transfer learning-based CNN method. Simulations are run on a PC with Microsoft Windows 10. This PC uses an Intel Corei7-4710MQ @ 2.50 GHz processor with 8 GB of RAM. Keras 2.3 library [28] with TensorFlow 2.0 backend [29] is used to design LeNet-5, and Scikit-learn library [30] is used for classification modules. An LeNet-5 is used with the architecture depicted in Fig. 3 to classify the faults and estimate their locations.

5.1. Fault Classification

In this subsection, four different simulations are performed to prove the reliability and accuracy of the proposed approach. Different classification and clustering approaches are performed including (a) K-means algorithm for clustering without knowing the labels, (b) a dedicated CNN (a NN that is independently and specifically trained for one TL) for each specific TL length, (c) transfer learning method without fine tuning, and (d) transfer learning method with fine tuning which is the main focus in this paper.

First, a K-means clustering algorithm is implemented to categorize the faults without knowing their true labels. Then, the results are compared with the true labels to calculate the accuracy which is reported in Table 4. The number of iterations needed for the convergence of TL length variants are between 15 to 23 in this algorithm [32].

In the second step, a dedicated CNN method is used for each TL length variant. The chosen CNN is LeNet-5 which produces acceptable results and is used for the comparison with the proposed transfer learning-based method. For this purpose, 70% and 30% of the data are used for training and testing, respectively. Table 5 demonstrates the accuracy, precision, recall, F1 Score, and training time for 7 different lengths of TLs without using the transfer learning technique. The parameters of performance evaluations are defined as (1)-(4).

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \tag{1}
\]

\[
\text{Precision} = \frac{TP}{TP + FP} \tag{2}
\]

\[
\text{Recall} = \frac{TP}{TP + FN} \tag{3}
\]

\[
F1 = 2 \times \frac{\text{Recall} \times \text{Precision}}{\text{Recall} + \text{Precision}} \tag{4}
\]
The provided results are obtained after 64 epochs and with $3 \times 10^{-4}$ learning rate for the “adam” optimizer.

In the third step, a transfer learning-based method without fine tuning process with 64 epochs is used. In other words, all layers of LeNet-5 hold on to the weights of pre-trained layers and become frozen. The purpose of this step is to show the effect of fine tuning process on the result of TL fault classification. Table 6 shows the results of this step.

In the fourth step, the proposed method is implemented using transfer learning method and LeNet-5 with fine tuning approach. Table 7 demonstrates the fault classification results of the transfer learning method for various lengths of TLs. In order to perform a fair comparison among the transfer learning-based and non-transfer learning-based methods, the number of epochs (64) and learning rate ($3 \times 10^{-4}$) for “adam” optimizer remain the same in all of them.

According to the results given in Tables 5 and 7, the training time of the transfer learning-based method is almost half of the training time of the dedicated CNN methodology (which is a LeNet-5 NN without transfer learning and fine tuning), while the accuracy values are almost similar. This result is achieved with negligible loss in accuracy level. As it is shown in Fig. 4, the difference between the proposed transfer learning-based method accuracy and the dedicated CNN method is less than 0.5 % for all various lengths of TLs. Fig. 5 shows the comparison of the training time between the transfer learning-based and non-transfer learning-based approaches. As it is clear, transfer learning decreases the training time of the classification to less than half of the training time of the dedicated CNN approach. The $k$-means clustering technique generates much lower accuracy results (in average 85%) which is another proof for the significance and reliability of using transfer learning method when labels are missing or inaccurate.

### Table 5
Classification results of various lengths for TLs using a dedicated LeNet-5 NN.

| Length (km) | Accuracy (%) | Precision (%) | Recall (%) | F1 Score (%) | Training Time (sec) |
|------------|--------------|---------------|------------|-------------|---------------------|
| 12.5       | 99.7         | 97.61         | 97.54      | 97.57       | 3169.12             |
| 25         | 99.69        | 97.57         | 97.45      | 97.50       | 3493.55             |
| 50         | 99.46        | 95.84         | 95.58      | 95.70       | 3441.43             |
| 100        | 99.42        | 95.5          | 95.23      | 95.36       | 3167.27             |
| 200        | 99.15        | 93.38         | 93.08      | 93.22       | 2783.07             |
| 400        | 99.1         | 93.08         | 92.56      | 92.81       | 3217.381            |
| 800        | 98.62        | 89.85         | 87.83      | 88.82       | 3168.63             |

### Table 6
Classification results for various lengths of TLs using LeNet-5-based transfer learning method without fine tuning process.

| Length (km) | Accuracy (%) | Precision (%) | Recall (%) | F1 Score (%) | Training Time (sec) |
|------------|--------------|---------------|------------|-------------|---------------------|
| 12.5       | 90.80        | 74.06         | 50.59      | 60.11       | 1101.04             |
| 25         | 90.96        | 75.3          | 52.62      | 61.94       | 1111.66             |
| 50         | 90.89        | 72.49         | 55.37      | 62.78       | 1103.21             |
| 200        | 91.19        | 74.25         | 59.7       | 66.18       | 1123.83             |
| 400        | 90.90        | 71.99         | 56.18      | 63.10       | 1195.01             |
| 800        | 90.11        | 65.07         | 42.35      | 51.30       | 1193.73             |

![Image](307x383 to 559x534)

**Figure 4:** Accuracy comparison between three methods including using the transfer learning method with and without fine tuning process, and dedicated CNN for classification of TL faults.

![Image](307x120 to 559x156)

**Figure 5:** Training time comparison between three methods of using the transfer learning with and without fine tuning process, and the dedicated CNN for classification of TL faults.

5.2. Fault Location Estimation

To evaluate the accuracy of location estimation methodologies, the mean square error (MSE) which is defined as (5),
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Figure 6: MSE comparison between two states of using the transfer learning method and without its usage.

\[
MSE = \sum_{i=1}^{n} (x_i - y_i)^2
\]  

(5)

Tables 8, 9, and 10 indicate the MSE values and the training times of these three approaches in locating the TL faults. Based on these tables, it can be concluded that the proposed transfer learning method decreases the training time of faults location estimation to one-fourth of the training time of the dedicated CNN approach (without transfer learning). Furthermore, although the fine tuning process takes negligible amount of time, it reduces the overall error considerably. Based on Fig. 6, the MSE differences between these two methodologies (dedicated CNN and transfer learning technique with fine tuning) for each length variant is less than 0.1 \((m^2)\) which proves the reliability of the proposed method. One general conclusion that can be made from Figs. 4 and 6 is that as the difference between the TL lengths of the source and target datasets increases, the transfer learning-based accuracy decreases and the validation loss for location estimation increases which is expected considering the feature differences. Fig. 7 shows that transfer learning with fine tuning method decreases the training time of the TL fault location estimation to less than one-fourth of the state where a dedicated CNN is applied.

Considering the test time of detection, classification, and location estimation of TL faults, it is concluded that the cumulative test time does not exceed 6 \((\mu sec)\) which satisfies the IEEE standard specifications [33].

Figs. 8 shows the variations of accuracy for 6 different TLs using the transfer learning methodology, and compares the training and validation accuracy values for the detection and classification steps. In Fig. 9, the loss variations of TLs for training and validation steps are shown for all 6 variants of the TLs. These figures prove the reliability and efficiency of the proposed approach in location estimation of TL faults.

6. Conclusion

In this paper, a generalized, high-speed, and accurate approach based on the transfer learning methodology is proposed for the first time to diagnose TL faults and estimate their locations. This approach makes use of a pretrained CNN called LeNet-5 which is trained based on the dataset of a TL with the length of \(L = 100(km)\), and then the weights
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Figure 8: Training and validation accuracy of TLs with the lengths of

a. L/8=12.5 (km)  b. L/4=25 (km)  c. L/2=50 (km)
d. 2L=200 (km)  e. 4L=400 (km)  f. 8L=800 (km) based on LeNet-5 using transfer learning method with fine tuning for classification of TL faults.

Figure 9: Training and Validation loss of TLs with the lengths of

a. L/8=12.5 (km)  b. L/4=25 (km)  c. L/2=50 (km)
d. 2L=200 (km)  e. 4L=400 (km)  f. 8L=800 (km) based on LeNet-5 using transfer learning method with fine tuning for location estimation of TL faults.
of feature extractor layers are frozen and transferred to a new similar CNN. In the second CNN, the fully connected layers update their weights based on the new datasets specific to each length variant of TLs to produce more accurate results. The simulation results show that the training time of the transfer learning-based approach is half of the required training time of the dedicated CNN (without using transfer learning) approach for the classification of TL faults, and for the location estimation of TL faults the training time of the proposed method is one-fourth of the required training time of the dedicated CNN (without using transfer learning). Such remarkable reduction in training time proves the reduction in computational load and therefore memory usage, which have been always significant issues for the associated online datasets. Moreover, the accuracy of the fault classification and the MSE of the fault location estimation are nearly similar to those given by a specifically trained (dedicated) CNN for each length of TLs. These results prove the generality and reliability of the proposed transfer learning methodology for the TL fault diagnosis problems.
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