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Abstract

In this paper user modeling task is examined by processing a gallery of photos and videos on a mobile device. We propose novel engine for user preference prediction based on scene recognition, object detection and facial analysis. At first, all faces in a gallery are clustered and all private photos and videos with faces from large clusters are processed on the embedded system in offline mode. Other photos may be sent to the remote server to be analyzed by very deep models. The visual features of each photo are obtained from scene recognition and object detection models. These features are aggregated into a single user descriptor in the neural attention block. The proposed pipeline is implemented for the Android mobile platform. Experimental results with a subset of Photo Event Collection, Web Image Dataset for Event Recognition and Amazon Fashion datasets demonstrate the possibility to process images very efficiently without significant accuracy degradation. The source code of Android mobile application is publicly available at \url{https://github.com/HSE-asavchenko/mobile-visual-preferences}.
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1. Introduction

Important features of today’s mobile devices are personalized services that adapt to individual users and collect and model user-specific information. Personalized recommendations are developed to assist customers in finding relevant things within large item collections. The design of such systems requires the careful consideration of user modeling approach, which defines a user’s interest in his or her profile. Conventional content-based recommender systems use only structured and textual data \cite{1}. However, a large gallery of photos is usually available on a mobile device, which can be also used for understanding of such interests as sport, gadgets, fitness, cloth, cars, food, pets, etc. The usage of contemporary pattern recognition methods for photos from the gallery has many advantages for improving the quality of recommender system.

It is necessary to emphasize that the processing of photos significantly differs from above-mentioned applications due to the need for protections of users’ privacy \cite{2}. The gallery on a mobile phone usually contains much more photos when compared to the number of photos in their publicly available profile in social networks. Hence, the analytics engines should be preferably run on the embedded system, because most photos contain private information, for which the user may not permit processing on the remote server. As a result, the state-of-the-art very deep convolutional neural networks (CNNs) \cite{3} cannot be directly applied due to their enormous inference time and energy consumption. Thus, in this paper we consider several directions for faster prediction of the user preferences, namely, scene recognition \cite{4,5} in order to extract such interests as art and theaters, nightlife, sport, etc.; detection of objects \cite{6,7} including food, pets, musical instruments, vehicles, brand logos \cite{8}; analysis of demography and sociality by processing facial images in photos and videos including facial clustering \cite{9}.

This paper makes two main contributions to efficient recognition of photos and videos. Firstly, we propose a technological framework to predict user preferences given photos on a mobile device that exploits as much as possible offline processing on the personal device. Secondly, we describe a representation of image by using scores and embeddings from the scene recognition model combined with the scores of object detector. We demonstrate that such a representation is suitable for several different pattern recognition tasks including visual product recommendation and event recognition \cite{10}. In particular, we propose to combine obtained representations of all photos from a gallery into a single descriptor of a user by modifying the neural aggregation module with an attention mechanism originally used in video-based face recognition \cite{11} in order to decrease its running time without degradation in accuracy.

The rest of the paper is organized as follows. In Section 2 we review work related to our task. In Section 3 we present the proposed pipeline for inferring user’s profile by processing a
set of photos. In Section 4, the trade-off between accuracy and complexity of various CNN-based models are experimentally studied. Finally, concluding comments are given in Section 5.

2. Literature survey

2.1. Image, scene and event recognition

The majority of computer vision literature focus on the problem of object recognition or scene recognition, partially due to the simplicity of object and scene concepts [10] and the availability of large-scale datasets, e.g., ImageNet and Places. Such models are known to be used in recognition of more complex images with large variations in visual appearance and structure, e.g., events that captures the complex behavior of a group of people, interacting with multiple objects, and taking place in a specific environment (holidays, sport events, wedding, activity, etc.) [10].

Nowadays deep CNNs provide an excellent accuracy in many large-scale image classification problems [3][12]. Various recent studies have shown that the increase in the number of layers (depth) lead to much more accurate solutions. The ImageNet challenge highlights this trend to deeper models. For example, the winner of 2012 edition (AlexNet) contains only 8 layers, though the 2015 winner ResNet consists of 152 layers, while InceptionResNet v2 model has more than 450 layers [22]. The increase of the number of layers leads to increase of the the running time of inference in contemporary deep models. As a result, this time may be too high for real-time processing especially if expensive GPU is not available. The need for improving the speed of CNNs has become evident several years ago when it was shown that the deeper is the model, the more accurate are its results. The most remarkable research direction in this field is the optimization of algorithms and neural network architectures. The CNN compression [13] includes the usage of pruning in which connections between neurons with low weights are removed and the network is fine-tuned, until achieving the allowable decrease in accuracy. Such pruning reduces the model size but does not lead to significant inference speed-up. However, there exist various structural pruning methods [14][15], which removes entire convolutional channels. There exist also matrix decomposition methods, which decompose the computation of weight matrices (or tensors) in each layers as a sequence of operations with lower order matrices and vectors [16]. These methods allow to explicitly choose between the space complexity and the accuracy gain by setting the decomposition rank.

In order to recognize complex images, several CNNs may be combined. For example, the paper [10] introduces an ensemble of two CNNs trained to classify objects from ImageNet and scenes from Places dataset. Four different layers of fine-tuned CNN were used to extract features and perform Linear Discriminant Analysis to obtain the top entry in the ChaLearn LAP 2015 cultural event recognition challenge [17].

2.2. Object detection

A special interest for user modeling is involved in the CNN-based object detection, which can discover particular categories of interests, e.g., interior objects, food, transport, sports equipment, animals, etc. This model are much more computationally difficult than the above-mentioned CNNs used for image recognition, because they contain additional structures to transfer visual representation obtained by the CNN into predictions of multiple object positions and confidence scores. That is why there is a significant demand for developing efficient architectures of CNNs [3], which can be implemented directly on a mobile device. There exist a number of architectures that computationally effective and at the same time have good accuracy: SSD (Single shot detector) [18], SSDLite and YOLO (You Only Look Once) with different variations of MobileNet [19] in a backbone CNN. Unfortunately, if it is necessary to detect small objects (road signs, food, fashion accessories, etc.), the accuracy of such computationally efficient detectors is usually much lower when compared to Faster R-CNN [20] with very deep backbone CNN, such as ResNet or InceptionResNet [12]. It is important to emphasize that there exists several papers devoted to application of object detection in scene analysis. For example, detected bounding boxes are projected onto multi-scale spatial maps for increasing the accuracy of event recognition [21].

2.3. Visual recommender systems

Development of visual recommender systems has become all the more important in the last few years [22]. For example, simultaneous image-text co-modeling has resulted in the development of context-aware tweet recommendations [23]. Content-based video recommendation system is developed in the paper [24]. The VisNet architecture with parallel shallow neural net and VGG16 convolutional neural network (CNN) was fine-tuned like a siamese net, taking input triplets of a query image, a similar image and a negative example [25]. The clothing, shoes and jewelry from Amazon product dataset are recognized in [26] by an extraction of ResNet-based visual features and a special shallow net. Visual search and recommendations are implemented on Pinterest [27] using Web-scale object detection and indexing with very deep CNNs [3].

3. Materials and methods

3.1. Proposed approach

The main task of this paper is to predict a probability distribution \( \pi_c, c \in \{1, ..., C\}, \sum_{c=1}^{C} \pi_c = 1 \) over \( C \) categories as the interest distribution for a new user given a set of his or her \( M \) photos \( X(m), m \in \{1, ..., M\} \) [22]. This distribution can be used either directly to make recommendations or as initial information to solve the cold start problem. We assume that users will grant access to their media files for modeling of their preferences.

In order to extract specific interests from each photo or video, object detection and scene recognition methods were used. At first, we analyzed popular object detection datasets, i.e., MS COCO, OID (Open Image Dataset v4) and ImageNet object datasets, and selected \( O = 145 \) categories from them related
to user interests \cite{7}. All categories were organized into several high-level groups: outdoors, indoors, sports, food, activity, fashion, musical instruments, transport, services, appliances and toys. In addition, we chose \( S = 337 \) scenes from the united Places365 and Places-Extra69 datasets \cite{5}.

The proposed pipeline is presented in Fig. 1. Here, firstly, objects (including faces) on all photos on a mobile device are detected in the “Fast object detection” block in an offline mode using efficient CNNs, e.g., MobileNet and SSDLite \cite{19}. Secondly, it is predicted, whether a photo may be loaded to remote server. At first, we work with scanned documents and detect all text in a photo using existing OCR (optical character recognition) engines, e.g., Firebase Machine learning kit (ML Kit). Next, the detected text is fed into the fully-connected neural network with two hidden layers from our paper \cite{28}. We demonstrated that it improves the accuracy to more than 97.2\% for specially gathered balanced dataset of sensitive scanned documents. If the whole detected text is classified as sensitive, then this photo is considered as private \cite{29} and is processed directly on mobile device. In other case we analyze detected facial regions. If the photo is a portrait, i.e., its central part contains at least one face with width greater than a predefined threshold multiplied by a width of the whole photo, then it is also considered as private. In order to estimate this threshold, we gathered 4 galleries of different users with at least 200 portrait images in each gallery and manually labeled all personal photos. After that we computed the minimal width of the face detected by Faster R-CNN with InceptionResNet in a central 2/3 part divided by the width of the photo. As a result, we obtained threshold 0.05 for this ratio, which helps to identify 98.5\% portrait photos.

Thirdly, the following heuristic is used: the photo is considered to be private if it contains a face from rather large facial group (with, e.g., 5 photos made in at least 2 days). Such person is potentially important to the owner of the mobile device so he or she can be supposed to represent the family member or closed friend. In order to apply such an heuristic, all \( R \geq 0 \) faces detected in all photos are fed into a CNN trained for face identification \cite{30, 31} in order to simultaneously extract numerical feature vectors of faces and predict age and gender \cite{9} in the “Simultaneous facial feature extraction” block. As the faces are observed in unconstrained conditions, modern transfer learning and domain adaptation techniques are used for this purpose \cite{3}. According to these methods, the large external dataset of celebrities is used to train a deep CNN. The outputs of one of the last layers of this CNN form \( D \)-dimensional (\( D \gg 1 \)) embeddings \( x_r = [x_r,1, ..., x_r,D] \) of the \( r \)-th facial image from the gallery. These feature vectors are \( L_2 \)-normed in order to provide additional robustness to variability of observation conditions \cite{32, 33}. Fourthly, as the facial images do not contain labels of particular subjects on the photos, the problem of extracting people from the gallery should be solved by clustering methods in the “Matching with facial clusters” block. Namely, every face on image should be assigned to one of the labels \( 1, ..., \hat{R} \), where \( \hat{R} \) is a number of people on images in the user’s gallery \cite{33}. As \( \hat{R} \) is usually unknown, all resulted facial identity feature vectors are grouped by hierarchical agglomerative or density based spatial clustering methods, e.g. DBSCAN. The gender and the birth year of a person in each cluster are estimated by appropriate fusion technique. Selfies are automatically detected using EXIF information about camera model and focal length. An owner of the device is associated with the facial cluster with the largest number of selfies. The demography analysis procedure is presented in Algorithm 1. It has two hyper-parameters needed by clustering algorithm, e.g., DBSCAN, namely, the minimal number of faces in a cluster and the maximal distance \( \epsilon \) between photos of the same person. The latter is estimated using the datasets suitable for face verification, e.g., Labeled Faces in-the-Wild.

\begin{algorithm}
\caption{Demography analysis in user visual preference prediction}
\begin{algorithmic}[1]
\State \textbf{Input:} gallery of photos \( X(m), m \in \{1, ..., M\} \)
\State Initialize the number of found faces \( R := 0 \)
\ForAll{photo \( m \in \{1, ..., M\} \)}
\State Feed image \( X(m) \) into a fast object detector and detect facial regions
\ForAll{detected face}
\State Assign \( R := R + 1 \)
\EndFor
\EndFor
\State Feed facial image into the multi-output CNN \cite{9} to extract embeddings \( x_R \) and predict scores of ages \( a_r \), genders \( g_r \) and ethnicities \( e_r \)
\State \textbf{end for}
\State \textbf{end for}
\State Perform clustering of a set \( \{x_r\}, r \in \{1, ..., R\} \) to obtain \( \hat{R} \) clusters
\ForAll{each cluster \( \hat{r} \)}
\State Estimate born year, gender and ethnicity by averaging of \( a_r, g_r, e_r \) in this cluster
\EndFor
\State Compute the histogram \textit{Histo} of the number of clusters per gender/age range
\If{there exist only one cluster with maximal number of selfies higher than 0}
\State Obtain cluster \( \hat{f}_{owner} \) that contains the maximal number of photos
\State \textbf{return} \textit{Histo} and age, gender and ethnicity of the estimated owner \( \hat{f}_{owner} \) of the mobile device
\EndIf
\State \textbf{return} \textit{Histo} and the following status: ”Photos in the gallery are not enough to perform demography analysis”
\end{algorithmic}
\end{algorithm}

Fifthly, the scenes on the private photos are recognized on the mobile device of a user in the “Fast scene recognition” block by using efficient CNNs, e.g. MobileNets. Sixthly, other (“public”) photos are sent to remote side (e.g., Flask server) to be processed in the “Accurate object detection” block by complex but accurate object detector, e.g., the Faster R-CNN with Inception or InceptionResNet backbone, and scene classifier, e.g., Inception or ResNet CNN, in the “Accurate scene recognition” block. After that the photos are immediately removed at the remote server. Severently, the detected objects and recognized scenes are mapped on the predefined list of categories and the resulted
Figure 1: Proposed visual preferences prediction pipeline
categories are combined into the user’s profile in the “Counters of categories” block. The videos are processed similarly: each of 3-5-th frames in each video are selected in the “Frame selection” block and the same procedure is repeated, though a whole video is considered as public only if all its frames are marked as public.

3.2. Representation of visual data using scene recognition and object detection models

In this subsection we demonstrate how to solve several different complex image recognition tasks with high accuracy using only results of image processing in the pipeline (Fig. 1). Let us consider details about proposed representation of photos and videos suitable for complex analysis, i.e., scene and event classification. In this case we need for a training set of N users, so that each n-th user (n ∈ {1,...,N}) is associated with a collection (gallery) of his or her M_n photos \( X_n(m), m \in \{1,...,M_n\} \). We assume that the preferences of every n-th user over all C categories are known.

Nowadays two techniques are mainly applied to represent visual data. The first one is transfer learning [3], i.e., fine-tuning of pre-trained CNN on the given training set and replacement of the last (logistic regression) layer of the pre-trained CNN to the new layer with Softmax activations and C outputs. If the training sample is rather small to train a deep CNN from scratch, this procedure can be modified by replacing the last layer of the pre-trained CNN to the new layer with Softmax activations and C outputs.

This procedure can be modified by replacing the logistic regression by different complex photos of events and scenes are characterized by high variability, they are usually composed of parts, some of those parts can be named and correspond to objects [3]. Hence, in this paper we extend such traditional approach with additional features [34]. Namely, the m-th photo of the n-th user X_n(m) is represented with:

1. D-dimensional vector \( f_n(m) = [f_{n1}(m),...,f_{nD}(m)] \) of the off-the-shelf CNN features (embeddings) extracted at the penultimate layer of the CNN trained for scene recognition.

2. scores (predictions at the last layer/estimates of scene posterior probability) \( p_n(m) = [p_{n1}(m),...,p_{nS}(m)] \) from the last layer of the same CNN (\( \sum_{s=1}^{S} p_{ns}(m) = 1 \)).

Moreover, many photos from the one interest category contain identical objects (e.g., ball in the football), which can be detected by contemporary methods, i.e., SSDLite [19] or Faster R-CNN [20]. These methods detect the positions of several objects in the input image and predict the scores of each class from the predefined set of \( O > 1 \) types. We completely ignore bounding boxes and extract only the sparse vector of confidences \( o_n(m) = [o_{n1}(m),...,o_{nO}(m)] \). If there are several objects of the same type, the maximal score is stored in this feature vector.

Algorithm 2 Training of classifiers based on proposed image representation

Input: training and validation sets for C classes
Output: ensemble of classifiers

1: for each training image do
2: Feed the image into a scene CNN and compute the embeddings \( f := [f_1,...,f_D] \) and scores \( p := [p_1,...,p_S] \) at the outputs of penultimate and last layers
3: Feed the image into an object detector and extract vector \( o := [o_1,...,o_O] \) of maximal confidences for each type of object
4: end for
5: Train classifiers \( C_f, C_p, C_o \) using training sets of embeddings, scene scores and detector confidences, respectively
6: for each validation image do
7: Extract scene embeddings \( f \) and predict C-dimensional confidence scores \( cs_f \) using classifier \( C_f \)
8: Extract scene scores \( p \) and predict C-dimensional confidences \( cs_p \), using \( C_p \)
9: Compute maximal confidences of each detected object \( o \) and predict C-dimensional confidences \( cs_o \), using \( C_o \)
10: end for
11: Assign \( \alpha^* := 0 \)
12: for all possible weights \( w_f, w_s, w_o \) do
13: for each validation image do
14: Compute confidences \([e_{s1},...,e_{sC}] := w_f cs_f + w_p cs_p + w_o cs_o \)
15: Obtain class with the maximal confidence \( c^* := \arg \max_{e_{sc}} \)
16: end for
17: Compute accuracy \( \alpha \) using predictions \( c^* \) of all validation images
18: if \( \alpha^* < \alpha \) then
19: Assign \( \alpha^* := \alpha, w_f^* := w_f, w_s^* := w_s, w_o^* := w_o \)
20: end if
21: end for
22: return classifiers \( C_f, C_p, C_o \) and their weights \( w_f^*, w_s^*, w_o^* \)

During the recognition process, these three vectors may be combined into a single \((D + S + O)\)-dimensional representation,
or all of them are classified independently and then the classification results are combined using the simple voting. In this paper we use the latter approach and implemented the classifier fusion technique, which consists of the features and scores from the scene recognition model, scores from the fine-tuned CNN and predictions of the object detection model trained on large dataset. The outputs of individual classifiers are combined with soft aggregation, i.e., the decision is taken in favor of the class with the highest weighted sum of outputs of individual classifier. The weights can be chosen using special validation subset (Algorithm 2). It is important to emphasize that this algorithm does not have hyper-parameters which should be tuned. A new image is classified using steps 7-9, 14-15 of this algorithm, in which \( w_f, w_s, w_o \) are replaced by the best weights \( w_f^*, w_s^*, w_o^* \).

3.3. Efficient recognition of a set of photos

In this subsection we describe how to use such representation for classification of a set of photos \( X(m), m \in \{1, ..., M\} \) of the \( n \)-th user. For simplicity, we represent the \( m \)-th photo of the \( n \)-th user as a \( K \)-dimensional feature vector \( x_n(m) \), which can be either any of the above-mentioned features (i.e., \( K = [D, S, O] \)) or their combination (i.e., \( K = D + S + O \)). Similarly, the \( m \)-th photo \( X(m) \) of the input user is represented with the \( K \)-dimensional feature vector \( x(m) \). At the second stage, his or her final descriptor \( x \) is produced as a weighted sum of features \( x(m) \), where the weights \( w(x(m)) \) may depend on these features. If there is no training data, i.e., \( N = 0 \), then the equal weights will be used, so that conventional averaging with computation of mean feature vector is implemented. However, in this paper we propose to learn the weights \( w(x(m)) \) by using a modification of an attention mechanism with a learnable \( K \)-dimensional vector of weights \( q \). Its authors sequentially combined two attention blocks so that the first aggregated vector is fed into a fully-connected layer with tanh activation and matrix of weights \( W \in \mathbb{R}^{K \times K}, b \in \mathbb{R}^{K \times 1} \) in order to compute \( K \)-dimensional vector of attention weights \( q \). After that the second attention block is used to aggregate the input features. Its usage leads to \( K(K + 1) \) additional parameters and slower decision-making. In order to improve the run-time complexity, we proposed to reduce the dimensionality of the visual features \( x_n(m) \) by learning the matrix \( W_s \in \mathbb{R}^{K \times k} \):

\[
s(m) = W_s x(m),
\]

where \( \tilde{K} < K \). The final \( \tilde{K} \)-dimensional descriptor is computed as follows

\[
x = \sum_{m=1}^{M} w(x(m)) s(m),
\]

where the weights

\[
w(x(m)) = \frac{\exp(q^T s(m))}{\sum_{j=1}^{M} \exp(q^T s(j))}
\]

are estimated using the squeezed features and an attention mechanism. As a result, the proposed approach introduces only \( (K + 1) \cdot \tilde{K} \) parameters to the traditional computation of average features. In such case, we obtain very fast classifier based only on features from scene recognition and object detection models.

Finally, a fully-connected (FC) layer with \( C \) multi-label classifiers (logistic regressions) is added to the outputs of attention block and the whole model including the \( \tilde{K} \)-dimensional vector \( q \) is learned in end-to-end fashion using the available training set. The profile of a user is predicted for the feature vector \( x \) and top-\( K \) categories with the highest scores are used to make relevant recommendations.

3.4. Mobile application

We implemented the whole pipeline (Fig. 1) in the Android demo application, which sequentially processes all photos from the gallery in the background thread. The source code of this application is publicly available. The sample screenshot of the main user interface is shown in Fig. 2. It is possible to tap any bar in this histogram to show a new form with detailed categories (Fig. 3). We support two special high-level categories: “Locations” with most popular cities obtained from gyro tags and “Demography” with the stacked histograms (Fig. 4) of age and gender of the closed persons. If a concrete category is tapped, a “display” form appears, which contains a list of all photos from the gallery with this category (Fig. 5). Tapping the bar in the Demography page (Fig. 6) will display the list of all photos of particular subject (Fig. 7).

The gathered profile for each high-level category can be used for recommending locations of shops, restaurants and other places near his or her current geographic location. We added Google maps/Google places and Amazon search functionality so that a request is made to the Google Places API for each identified category and all of the results are consolidated into a single list of store names and markers are placed on an interactive map for each identified store. Amazon search for now just opens a search page on the Amazon website with a query for all found categories.

4. Experimental study

4.1. Scene recognition for user modeling

In this subsection we explore several known ways to implement fast object detection and scene recognition models used in the proposed pipeline (Fig. 1). The best scene recognition model was chosen using the above-mentioned subset of the united Places2 dataset. The whole scene dataset was split into the training and test subsets with 8M and 40K images, respectively. This dataset was used to train several CNNs including MobileNet v1/v2 and Inception v3/v4. We applied structural pruning methods to speed-up offline classification on mobile side. It was found in the preliminary experiments that the best convergence is demonstrated by the pruning with the Taylor expansion. Hence, this method was used to prune approximately 25% and 35% of all channels in each convolutional layer.

https://drive.google.com/drive/folders/1rQkJ2lfq_5pMvV6_uIu5s6xm6Rn oblE?usp=sharing
https://github.com/HSE-asavchenko/mobile-visual-preferences
Figure 2: User’s profile in the mobile demo GUI

Figure 3: Detailed photo analysis in the mobile demo GUI
layer. The inference time was measured on MacBook and two Samsung devices (Galaxy Tab S4 tablet PC and Galaxy S9+ phone). The recognition results are presented in Table 1. The best values are marked in bold.

Though the Inception v3 model is the most accurate one, its implementation on mobile device can be inappropriate due to the large running time. Hence, this model is an ideal candidate for the server-side scene recognition only (Fig. 1). The usage of simplified MobileNet model ($\alpha = 1.0$) caused better performance with a very low increase of the error rate. Our implementation of structural pruning improves both running time and memory space, so we decided to use the 25% pruned MobileNet v2 ($\alpha = 1.0$) for scene classification on mobile devices.

4.2. Object detection for user modeling

In this subsection we compared existing detectors using the training/testing dataset described in Section 3. By using the balanced training set with no more than 5000 images per category [7], we trained such detectors as Faster R-CNN [20] and SSDLite [19] using Tensorflow Object Detection API. The testing set contains further 5000 images from each category. Some of the categories are considered as a family of similar categories, e.g. “animal” and “cat” or “dog” categories or “building” and “skyscraper” [7]. We took such categories into account while estimating recall (an average rate of detected objects from one class) and mAP (average rate of correctly detected object for particular category to all detected objects of this category).

The results including the model size and inference time for one image on MacBook Pro 2015 laptop are shown in Table 2. They are similar to existing studies of object detectors [6]. The highest mAP/recall are obtained by Faster R-CNN with InceptionResNet and ResNet-101 backbones, which are the best candidates for server side processing in our pipeline (Fig. 1). The choice for the mobile device is more difficult, because the SSDLite models are rather fast (300 ms per photo on Samsung S9+ mobile phone), but their recall is too low due to the small size of most objects from our dataset. The Faster R-CNN is too slow for offline detection on mobile devices (1.2 sec per image on Samsung S9+ for Inception v2 backbone and more than 30 seconds per photo for InceptionResNet).

4.3. Event recognition

In this subsection we examined the representation of visual data (Subsection 3.2) with scores and embeddings from scene recognition model and score from object detection model in event recognition problem. Two datasets were explored, namely, 1) PEC (Photo Event Collection) [35] with 61,000 images from 807 collections of 14 social event classes (birthday, wedding, graduation, etc.); and 2) WIDER (Web Image Dataset for Event Recognition) [21] with 50,574 images and 61 event categories
Table 1: Performance analysis of scene recognition models, subset of Places2 dataset

| Model | Original | MobileNet2 ($\alpha = 1.0$) | MobileNet2 ($\alpha = 1.4$) | Inception3 |
|-------|----------|-----------------------------|-----------------------------|------------|
|       | Top-1 accuracy, % | Pruning (25%) | Pruning (40%) | Original | Pruning (40%) | Original |
| Top-1 accuracy, % | 50.7 | 49.8 | 48.7 | 51.3 | 49.5 | 53.5 |
| Top-5 accuracy, % | 80.4 | 79.8 | 79.0 | 80.7 | 79.3 | 83.0 |
| Precision, % | 57.5 | 56.2 | 54.9 | 58.0 | 56.1 | 60.7 |
| Recall, % | 46.7 | 46.2 | 45.4 | 47.1 | 45.6 | 48.7 |
| Size, Mb | 11.1 | 8.3 | 6.7 | 20.3 | 12.2 | 91.1 |

Table 2: Results of object detection testing

| Detector | CNN | Model size, MB | Inference time, s. | Recall, % | mAP, % |
|----------|-----|----------------|-------------------|----------|--------|
| SSDLite500 | MobileNet v2 | 23 | 0.035 | 16.6 | 52.5 |
| RetinaNet | ResNet-50 | 51 | 0.432 | 32.9 | 69.2 |
| Faster R-CNN | Inception v3 | 54 | 0.223 | 41.4 | 59.3 |
| | ResNet-50 | 116 | 0.318 | 35.0 | 63.6 |
| | ResNet-101 | 189 | 0.847 | 44.8 | 53.4 |
| | InceptionResNet | 251 | 6.57 | 48.5 | 61.8 |

(parade, dancing, meeting, press conference, etc).

We used standard train/test split for both datasets proposed by their creators. In the PEC dataset we directly assigned the collection-level label to each image contained in this collection and simply use the image itself for event recognition, without any meta information such as temporal information similarly to recent paper [10]. The results of client-side models (MobileNet scene model and SSDLite object detector) and server-side (Inception scene model and Faster R-CNN detector with InceptionResNet backbone) are shown in Table 3 and Table 4 for the PEC and WIDER, respectively. In addition to client-side and server-side models, we used the whole pipeline (Fig. 1) here. It automatically selects private photos and recognizes them with the client-side models. All other photos are processed by the server-side models.

If the fine-tuned CNNs are used in an ensemble, our lightweight MobileNet-based models improved the previous state-of-the-art for PEC from 62.2% [10] even for the client-side model (63.34%). Our server-side model is even better (accuracy 64.98%). If the fine-tuned CNNs are used in an ensemble, our lightweight MobileNet-based models improved the previous state-of-the-art for the PEC dataset from 62.2% to 63.34%. More importantly, we over-perform the known state-of-the-art by using linear SVM for features and score extracted by pre-trained models from previous subsections.

If only pre-trained scene recognition and object detection models are used in the proposed approach in order to prevent additional inference in fine-tuned models, the resulted accuracy for WIDER dataset is only 0.17-0.89% lower. The accuracy of our MobileNet-based classifiers for this dataset is 7.4-9.3% higher when compared to the best results (42.4%) from original paper [21]. In contrast to the PEC dataset, WIDER does not contain many facial images of the same subjects and scanned sensitive documents. As a result, most images are considered to be public and the overall accuracy of the complete pipeline is very close to the server-side models.

4.4. Recognition of a set of images based on user’s profile

In the next experiment the proposed aggregation of image features into a single user descriptor (1)-(3) for our representation of images is studied. As there is no publicly available labeled datasets of photo galleries for different users, we used the Amazon Fashion [36] dataset that contains 500000 entries of $N = 16000$ unique users interacting with 40000 products from $D = 75$ fashion categories. There is a single unique item on each picture that belongs to one or more classes. The number $M_n$ of items purchased by a user varies from 5 to 40; an average user has interacted with 8 unique items. The images are grouped by user, and each user is associated with a $C$-dimensional target vector, so that the $c$-th component is equal to 1 if the user has interacted with at least one item from the $c$-th category, and 0, otherwise. The united feature vector obtained by merging the scores and embeddings of scene recognition MobileNet model with the output of SSDLite object detector was used.
| Features                     | Classifier        | Accuracy, % |
|------------------------------|-------------------|-------------|
| MobileNet, scores            | Random Forest     | 55.76       |
|                              | Linear SVM        | 51.66       |
|                              | Fine-tuned        | 61.11       |
|                              |                   |             |
| MobileNet, embeddings        | Random Forest     | 57.25       |
|                              | Linear SVM        | 59.72       |
|                              | Fine-tuned        | 62.13       |
|                              |                   |             |
| SSD + MobileNet              | Random Forest     | 30.84       |
|                              | Linear SVM        | 42.18       |
|                              | Fine-tuned (new FC layer) | 40.16     |
| Proposed representation (client-side classifiers) | Random Forest | 57.60       |
|                              | Linear SVM        | 60.92       |
|                              | Fine-tuned        | 63.34       |
|                              |                   |             |
| Inception v3, scores         | Random Forest     | 57.15       |
|                              | Linear SVM        | 52.64       |
|                              | Fine-tuned        | 61.81       |
|                              |                   |             |
| Inception v3, embeddings     | Random Forest     | 57.50       |
|                              | Linear SVM        | 61.82       |
|                              | Fine-tuned        | 63.68       |
| Faster R-CNN + InceptionResNet | Random Forest   | 43.32       |
|                              | Linear SVM        | 48.83       |
|                              | Fine-tuned (new FC layer) | 47.45     |
| Proposed representation (server-side classifiers) | Random Forest | 59.10       |
|                              | Linear SVM        | 62.87       |
|                              | Fine-tuned        | 64.98       |
|                              |                   |             |
| Complete pipeline            | Random Forest     | 58.25       |
|                              | Linear SVM        | 61.84       |
|                              | Fine-tuned        | 63.95       |
Table 4: Event recognition results, WIDER dataset

| Features                          | Classifier       | Accuracy, % |
|-----------------------------------|------------------|-------------|
| MobileNet, scores                 | Random Forest    | 40.18       |
|                                   | Linear SVM       | 36.29       |
|                                   | Fine-tuned       | 40.49       |
| MobileNet, embeddings             | Random Forest    | 42.32       |
|                                   | Linear SVM       | 48.31       |
|                                   | Fine-tuned       | 49.48       |
| SSD + MobileNet                   | Random Forest    | 14.69       |
|                                   | Linear SVM       | 19.91       |
|                                   | Fine-tuned       | 12.91       |
| Proposed representation (client-side classifiers) | Random Forest | 43.55       |
|                                   | Linear SVM       | 48.91       |
|                                   | Fine-tuned       | 49.80       |
| Inception v3, scores              | Random Forest    | 41.73       |
|                                   | Linear SVM       | 35.91       |
|                                   | Fine-tuned       | 41.66       |
| Inception v3, embeddings          | Random Forest    | 42.57       |
|                                   | Linear SVM       | 50.47       |
|                                   | Fine-tuned       | 50.96       |
| Faster R-CNN + InceptionResNet    | Random Forest    | 27.23       |
|                                   | Linear SVM       | 28.66       |
|                                   | Fine-tuned (new FC layer) | 21.27 |
| Proposed representation (server-side classifiers) | Random Forest | 45.92       |
|                                   | Linear SVM       | 51.59       |
|                                   | Fine-tuned       | 51.76       |
| Complete pipeline                 | Random Forest    | 45.08       |
|                                   | Linear SVM       | 50.94       |
|                                   | Fine-tuned       | 51.17       |
We implemented the following aggregation techniques: 1) average pooling of fine-tuned features; 2) pooling of all features with one attention block; 3) proposed usage of 1-layer attention with reduced $K$ features; and 4) proposed usage of reduced $K$ features with two attention blocks recommended in the original paper [11]. The resulted descriptors were fed into FC layer in order to obtain the final profile as described in the last paragraph of Subsection 3.3. The aggregation models were trained on the 70% of the dataset. The algorithms were tested on the for remaining 30% users in order to predict $C$ interest probabilities, among which top $k$ interests were recommended. The model size (excluding the size of the feature extractor) and the dependence of precision, recall, F1-score and AUC (area under the ROC curve) on the number $k$ of top categories (with the highest probabilities) for each aggregation technique and the best configuration are shown in Table 5.

Here the F1-score of traditional feature aggregation is 13-31% lower when compared to learnable pooling techniques. The proposed approach [1, 3] with one attention layer is the most appropriate for mobile applications due to the lowest number of parameters and quality metrics higher than almost all other aggregation methods.

In the next experiment we examined event recognition task with the PEC dataset [35], in which a set of images from an album is observed. We used conventional split into the training set with 667 albums and testing set with 140 albums. We used two techniques in order to obtain a final descriptor of a set of images, namely, 1) simple averaging of features of individual images in a set; and 2) proposed implementation of neural attention mechanism [1, 4] for $L_2$-normed features. In the latter case the attention weights are learned using the sets with 10 randomly chosen images from all albums in order to make identical shape of input tensors. As a result, 667 training subsets with 10 images were obtained. The recognition accuracies are presented in Table 6. Here we provided the best-known results for this dataset [38, 39].

In all cases attention-based aggregation is 1-3% more accurate when compared to classification of average features. As one can notice, the proposed implementation of attention mechanism achieves the state-of-the-art results, though we used much faster CNNs (MobileNet and Inception rather than AlexNet and ResNet-101). The most remarkable fact here is that the best results are achieved for the most simple model (MobileNet v2 $\alpha = 1.0$), which can be explained by the lack of training data. What is more important, we do not need to fine-tune existing scene recognition models, so the implementation of event recognition in an album will be very fast.

4.5. Examples

In the last subsection we provide several qualitative examples for the usage of our pipeline. Firstly, the results of correct event recognition using the proposed ensemble (Algorithm 2) are presented on Fig. 5. Here the title of each left image displays the result of event recognition using only features $x_n$ or scores $p_x$. Each right image shows the object detection results.

Its title contains the event prediction based on object scores and our ensemble. As one can notice, the proposed representation manage to obtain reliable solution even when individual classifiers make wrong decisions.

Secondly, we present several profiles obtained with the proposed approach (Fig. 1) by processing real galleries of photos. At first, we took six keywords and automatically retrieved images from the Web by feeding these keywords into the visual search engine. Fig. 6 contains the scene (red bars) and object (blue bars) categories for the top predictions of user interests by lightweight models. Here the set of images gathered by keyword is processed very accurately. Though several detected objects are still too general, e.g., building/house for traveling and suit for music, the red bar of top scenes (Fig. 6) contains the categories which characterize the keyword perfectly well.

Next, we gathered publicly available subsets of first photos ordered by date of several celebrities and companies from Instagram accounts. At first, we compare the results of the client-side models with the proposed pipeline (Fig. 7). As one expects, the remote processing of public photos increases the number of detected objects. As a result, the red bars in Fig. 7a,b,c are in most cases larger than the blue bars. However, the whole structure of the gathered profiles is very similar. Thus, if the number of photos in a gallery is not too small, even secure offline processing with lightweight client-side models is appropriate.

Finally, other results of client-side models are shown in Fig. 8 and Fig. 9. They are even more attractive when compared to the first examples (Fig. 6). Again, scene recognition characterizes the subject almost perfectly, and the detected objects contain important information for scene and event processing. It is necessary to highlight that the largest facial cluster obtained in our pipeline for all cases of single person account contains the photo of this person. The second largest clusters contain the main relatives (wife/boyfriend, children, etc.). The face clustering of the Rolling stones gallery resulted to 4 large clusters of the main musicians of the rock band.

4.6. Discussion

The usage of the proposed pipeline (Fig. 1) in various image recognition tasks leads to the following main results:

1. Developed structurally pruned MobileNet-based scene recognition model has near state-of-the-art accuracy for classification of more than 300 different scenes and requires only 60-85 ms to process an image on mobile device (Table 1).
2. We improved the previous state-of-the-art for PEC from 62.2% [10] even for client-side model (63.34%). Our server-side model is even better (64.98%).
3. The accuracy of our approach for the WIDER dataset is 7.4-9.3% higher when compared to the best results (42.4%) from original paper [21].
4. The proposed aggregation of visual features in an album improves the state-of-the-art results for the original testing protocol for the PEC dataset [35] by using the client-side models (Table 6).
Table 5: Comparison of aggregation techniques, Amazon Fashion dataset

| Metric                  | Average | 1-Attention + CG | Proposed 1-Attention (1)-(3) | Proposed 2-Layers Attention + FC |
|-------------------------|---------|------------------|-------------------------------|----------------------------------|
| Size, MB                | 1.3     | 4.5              | 2.18                         | 3.5                              |
| Decision time, ms       | 40      | 43               | 41                           | 47                               |
| Precision@k=5           | 0.29    | 0.44             | 0.51                         | 0.50                             |
| Recall@k=5              | 0.56    | 0.61             | 0.66                         | 0.68                             |
| F1-score@k=5            | 0.38    | 0.51             | 0.58                         | 0.58                             |
| AUC@k=5                 | 0.50    | 0.60             | 0.62                         | 0.61                             |
| Precision@k=10          | 0.18    | 0.43             | 0.51                         | 0.50                             |
| Recall@k=10             | 0.70    | 0.63             | 0.67                         | 0.68                             |
| F1-score@k=10           | 0.29    | 0.51             | 0.58                         | 0.58                             |
| AUC@k=10                | 0.52    | 0.51             | 0.71                         | 0.71                             |

Table 6: Event recognition in a set of images (album), PEC dataset

| Features                  | Aggregation                  | Accuracy, % |
|---------------------------|------------------------------|-------------|
| MobileNet v2 ($\alpha = 1.0$)+SSDLite | Average                         | 86.42       |
|                           | Proposed 1-Attention (1)-(3) | 89.29       |
| MobileNet v2 ($\alpha = 1.4$)+SSDLite | Average                         | 86.44       |
|                           | Proposed 1-Attention (1)-(3) | 87.36       |
| Inception v3+Faster R-CNN | Average                         | 86.43       |
|                           | Proposed 1-Attention (1)-(3) | 87.86       |
| AlexNet                   | CNN-LSTM-Iterative [38]       | 84.5        |
|                           | Aggregation of representative features [39] | 87.9 |
| ResNet-101                | CNN-LSTM-Iterative [38]       | 84.5        |
|                           | Aggregation of representative features [39] | 89.1 |
Our approach overcomes some key privacy issues that are implicit in computations performed on remote servers. Despite typical applications of private (sensitive) image detection [29], our server-side processing does not need to store the images in any database as it immediately removes any input photo right after processing in “Accurate scene classification” and “Accurate object detection” modules. Thus, it is vulnerable only to network sniffing attacks. In practical applications it is important to add traffic encryption and/or implement a server as a part of cloud storages (Samsung Cloud, Apple iCloud, etc.). However, we should emphasize that any above-mentioned heuristic (detection of faces and sensitive words) may fail in some specific cases because it is impossible to automatically detect all private images with 100% true positive rate and non-zero true negative rate. Hence, in order to improve the generalizability of the proposed method, we provide several opportunities for a user. If the above-mentioned guarantees with the prohibition of storage of all photos in an input server and our privacy detection engine
are appropriate, the whole pipeline (Fig. 1) is used. However, if the privacy is extremely important for a particular user, we let him to explicitly prevent privacy detection. In such case all photos are marked as private in order to process the whole gallery in a mobile device. This option is chosen by default. If the user verifies that our engine predicts private/public status correctly, he could turn on the option of remote processing of public photos.

Certainly, though the client-side models let us obtain very accurate profile for many examples of Instagram accounts (Fig. 7, Fig. 8 and Fig. 9), predicted user’s profile will be less accurate when compared to the whole pipeline. However, our experimental study demonstrated that the scene recognition results of MobileNet scores and features for both event datasets from Subsection 4.3 are only 0.2-2.15% less accurate when compared to Inception model. In this particular example the proposed representations hides this disadvantage and the best ensemble for the client-side models is not too worth than the server-side models (63.34% vs 64.98% for PEC and 49.80% vs 51.76% for WIDER). However, in general, the user’s profile gathered with Faster R-CNN detectors has much more objects so that the remote processing of public photos is worth implementing.

5. Conclusion

In this paper, we have proposed novel pipeline (Fig. 1) for recognition of user’s preferences for hobbies and lifestyle in visual data based on the representation of the photos with scores and/or embeddings of scene recognition model and outputs of object detectors. It was demonstrated how to efficiently combine the same features of each photo in a given input set into a single descriptor of particular user (1)-(3) based on the learnable pooling used previously only for video recognition [11, 15].
We achieved the state-of-the-art results for Photo Event Collection even by using the client-side models (Tables 4, 6).

Our engine was implemented in the publicly available Android application (Fig. 2, 3). It is applicable for various personalized mobile services such as target advertisements, marketing and recommender systems. For example, users can get better personalization while traveling. Depending on the user’s profile, it is possible to recommend suitable products, shops, content. The cold-start problem could be alleviated if the companies can get access to reliable preference information without the need of rating elicitation of monitoring users closely over time.

One of the main limitations of the proposed Algorithm is the need to perform rather slow object detection. If only scenes/events are needed in a user’s profile, preliminarily object detection can significantly increase the processing time. Moreover, we have not still reached the state-of-the-art accuracy (53%) for the WIDER dataset. Our best approach is 1.24% less accurate (Table 4). Finally, there is a possibility of having some images to be misclassified as public and sent to the remote server, which may be undesirable for very secure applications even if it is guaranteed that the images will be removed right after scene classification and object detection and the channel is encrypted. Though a user can turn off the remote processing completely, it may reduce the total number of detected objects in his or her profile (Fig. 7).

Figure 7: Profiles gathered for Instagram photos. (a)-(b) Gordon Ramsay (chef); (c)-(d) The Rolling Stones; (a), (c) object detection, (b), (d) scene recognition.

37] We achieved the state-of-the-art results for Photo Event Collection even by using the client-side models (Tables 4, 6).
In future it is important to improve the accuracy of private photo detection [29] by gathering large datasets and training classifiers with manageable false positive rate. Secondly, it is necessary to apply the transfer learning techniques from [10] to our representations in order to increase the accuracy for the WIDER dataset. Finally, it is desirable to extend the number of categories by estimating concrete characteristics of extracted objects, e.g., pet breeds, car models, sport teams, logos [8], etc.
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