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RESUMO
Maintaining legacy enterprise information systems is a known necessity in companies. To date, it remains an expensive and time-consuming process, requiring high effort and cost to get small changes implemented. MITRAS seeks to reduce the maintenance cost by providing an automatic maintenance system model based on graph transformations. This article presents Parthenos, a different approach to MITRAS, whose goal is to guarantee the correctness of introduced modifications at a syntax and type semantics level of the source code. Along with that, it proposes an extensible architecture, which allows the most varied types of systems to carry out software maintenance. Parthenos was evaluated through functional tests to evaluate its effectiveness, using measures of precision, recall, and f-measure.

CCS CONCEPTS
- Applied computing → Bioinformatics;  
- Software and its engineering → Formal software verification; Integrated and visual development environments; Software testing and debugging;  
- Human-centered computing → Human computer interaction (HCI).
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1 INTRODUCTION
Operating and maintaining systems is costly for both customers and companies behind such processes [6]. The ever-present changes in software requirements cause architectural instability [2, 9], require high maintenance effort [8, 10] and impair the understanding of the source code [13, 14, 21]. Even though it represents the largest portion of the cost from software projects, maintenance receives a lot of attention from companies [7], as they usually have profitable legacy software systems that need to continue to function properly over time. Often, customers demand for small changes, which require companies to work with them in parallel with other newer projects [17]. This way, customers may not have their needs met in time, or they will need to spend a lot more money for the desired changes to be implemented faster [6]. To mitigate these types of problems, Küpssinski [17] developed MITRAS.

MITRAS introduces a software model that uses formalities for manipulating and transforming graphs to give systems the ability to enable end-users, who do not have programming knowledge, to perform adaptive and perfective maintenance on them [17]. MITRAS is carried out along three main steps: model extraction, transformation and source code injection. It also has a module for end-user communication that uses natural language processing (NLP) to understand which maintenance the user wants to perform. It then applies the necessary transformations and injections [17]. Currently, MITRAS proposes a limited injection process, specifically for Java, JSP and Hibernate. Another handicap is its disregard for data typing, making all types be taken as string in both transformation and injection steps. Moreover, it lacks metadata in the model, which makes it difficult to trace the source code from the graph.

For these matters, this article proposes Parthenos, an approach to guarantee the correctness of introduced modifications at a syntax and type semantics level of the source code. That is, it allows for ensuring the syntactic and type-semantic correctness of systems throughout the transformation process and keeping the synchronization between the involved models. Furthermore, Parthenos also provides a level of extensibility in its architecture that allows systems using different languages, frameworks, libraries and tools to take advantage of such types of maintenance.

The rest of the article is structured as follows: Section 2 presents the theoretical foundations that are considered necessary to understand the subsequent sections. Section 3 presents and compares related works. Section 4 introduces Parthenos, describing the model and its proposed architecture. Section 5 defines the evaluation methods and scenarios, explains the metrics used, and presents the obtained results. Finally, Section 6 describes aspects of the work and presents suggestions for future work.

2 BACKGROUND
This section covers the theoretical concepts used during the construction and development of Parthenos.

2.1 Graph
Graphs are very visual mathematical representations. They are used to represent models, which have points and lines that connect
some of these points two by two [3]. This representation is so
genetic that it can be used to model a variety of types of real-world
situations, where one needs to portray relations between elements.
Thus, it is evident that graphs are great tools for modeling binary
relations [16].

A graph can be defined as a triple \( G = (V, E, p) \), \( V \neq \emptyset \), where
\( V \) is a finite set of vertices, \( E \) is a set of edges and \( p : E \rightarrow V^2 \)
is a mapping that relates some edge \( e \in E \) with a pair of vertices
\( (u, v) \in E \), and represents the connection of \( u \) and \( v \) by a line [16]. It
is possible to denote \( G \) as \( (V_G, E_G, p_G) \) or \( (V(G), E(G), p_G) \), where
\( p_G(e) = uv \), to identify to which graph each element of the triple
belongs [3].

To convey other types of semantic information, it is possible to
modify the structure of a graph. It can be imposed, for example,
that the edges of a graph are arrows to represent unidirectional
relations; these graphs are then called digraphs or directed graphs.
Or one can associate labels or weights to the vertices and edges of
a graph, which are called labeled graphs [11]. MITRAS model uses
a directed and labeled graph, which Parthenos shares, so that it is
possible to identify hierarchies of classes or database diagrams [17].

2.2 Graph grammars

Graph grammars are a generalization of the theory of string-based
formal languages and the theory of tree-based rewriting systems.
In the way these grammars are defined, it is easy to represent local
transformations in graphs in a mathematically precise way, which
allows inferring properties and proving certain aspects of them
more easily [19].

Grammars are generically composed of productions, which are
the rules to be followed to carry out the transformation of a graph.
These productions are seen as a triple \((M, D, E)\), where \(M\) is the
mother graph, \(D\) the daughter graph and \(E\) is some reinsertion
mechanism, such that the production can be applied to some graph
\(G\), whenever an occurrence of \(M\) is identified or matched in \(G\).
As a result, by applying the production, \(M\) is removed from \(G\), obtaining
a graph \(G'\), in which \(D\) is reinserted using the mechanism \(E\). There
are several types of reinsertion mechanisms that can be considered
when applying a production, two of which are the most important:
the adhesive and the connective. In the first approach, parts of
the graph \(D\) are mapped to \(G'\), while in the second, new edges are crea-
ted to connect \(D\) to \(G'\). Based on these mechanisms, two important
approaches for rewriting graphs are defined: algebraic, based on
Category Theory, and algorithmic, based on Set Theory [19].

Parthenos makes use of the algebraic approach, employing, more
specifically, the single pushout technique to apply transformati-
ons. In this technique, a transformation (matching, deletion, and
insertion of vertices and edges) can be done in a single step as a
construct of two morphisms \(p\) and \(m\), where \(p\) is a partial morphism
and \(m\) is a total morphism of graphs.

2.3 MITRAS

MITRAS is a model for automated software maintenance based on
natural language processing and graph transformations that aims
to provide the end-user of a given application the power to per-
form maintenance without prior knowledge in programming [17].

Figure 1 encompasses three steps and a module for end-user inte-
raction.

Step 1: Source code scanning. MITRAS scans the application’s
repository to find important files for its representation. Files of inte-
rest are those containing classes, settings, persistence information,
and UI-related. The identified dependencies, associations, among
other, are all mapped in an abstract graph model, which depicts the
application at a sufficiently high level, so that it is still possible to
track the source code from it, but avoids exposing complexities that
are unnecessary for the execution of the process as a whole [17].

Step 2: Transformations. The abstract graph is ready to re-
ceive transformations. Four types of transformation are proposed:
adding a field, hiding a field, unhiding a field and repositioning a
panel. Following the algebraic approach to graph transformations,
before applying a transformation, a subgraph \(D\) will be identified
in the original graph through a morphism. The transformation is
applied over the identified subgraph following the rule defined in a
production \(p\) that takes \(D\) to some graph \(D'\) that can have edges
and vertices inserted or removed. The graph \(D'\) is then reconnected
to the original graph following the chosen reinsertion policy, which
is that of creating new edges.

Step 3: Injection. all transformations performed in the abstract
graph are translated into code and inserted in the application’s
source files. This step is called injection, as MITRAS model would
insert code snippets, or change the application’s code at specific
points in the source file. This way, they would not all be rewritten,
and the synchronization between the abstract model and the source
code of the application would be done with a good performance.

3 RELATED WORKS

The search for related works was done through digital repositories
such as Google Scholar. Some of the works presented were found
by searching for “source code transformation”, “automatic code
transformation” and “automatic code refactoring” search strings,
while others were obtained by convenience.

3.1 Analysis of related works

Kuppsinsku [17]. This study discusses MITRAS model and shows
the feasibility of using the model, as well as how it performs in
realistic scenarios. Despite covering all the stages on which the
model is based, from extracting a repository’s model to injecting the
source code, the focus of the work is on demonstrating its usability. However, there is little discussion on the injection step. The necessary tools and the challenges of injecting the changes introduced by the transformations in the source code are not addressed. Besides, the prototype implements this step in a very limited way.

Chagas et al. 2019 [4]. The article deals with an external MITRAS module that is responsible for communicating with the end-user through NLP. It uses CoreNLP to mark part-of-speech of the requested sentences and uses an ontology modeled through OWL language that represents the specific concepts of the analyzed scenario, such as entities and UI panels to link words and their inter-relationships to users’ intentions. After that, it invokes MITRAS’ transformation module providing the necessary parameters. It does not model typing relations such as, for example, understanding that an “age” field has a numeric type. Such relations are essential for the injection step to be semantically correct.

Antal et al. [1]. This work presents a framework for transforming C++11 code to C++03 code. The idea of the project is to provide a way to enable developers to use a more recent version of the language, leveraging the sugars it has, without affecting interoperability with legacy systems. The solution, which is open source, has a list of several transformations that can be applied to certain types of constructs in C++11. The system preprocesses the source files to find the adequate transformations, transforms the files, and maintains meta-information to track versions of the transformed source code.

Zafeiris et al. [22]. This work develops an automatic refactoring of Java classes from Call Super design pattern to Template Method. The first pattern is very common in object orientation. When one wants to extend the behavior of a concrete method of the parent class, a call to it is made using the super keyword from a method of the same name contained in the child class. The second pattern belongs to the set of behavioral design patterns. It introduces more well-defined extension points, where greater control over the behavior of the method to be extended can be obtained.

Oliveira et al. [18]. This article proposes BRCode, a solution that uses an interpretive approach in MDE (model-driven engineering) to assist in application development. BRCode interprets the models and metadata created by the developer to generate an application that already has several built-in functions, such as an authorization and authentication layer and an internationalization layer. It resembles MITRAS for interpreting and dealing with models to assist in the automatic development of applications. However, BRCode works with a medium level of abstraction, since it deals with metadata and models that are very close to the application they represent.

Gil and Orrù [12]. This work presents Spartanizer, a plugin for Eclipse that applies automatic refactorings in the source code, to adapt it to Spartan programming. Such programming style values minimalism and lean writing in codes. Thus, it prefers short to long variable names, ternary operators to conditional blocks, etc. Spartanizer parses the source code and identifies refactoring suggestions. Spartanizer can refactor the source code successively through transformations. These transformations are previously identified and maintain the semantic correctness of the code in most cases.

### 3.2 Comparative analysis of works

**Comparison criteria.** To contrast the related work some comparison criteria were defined as follows: (1) *Abstraction level:* It informs the level of abstraction the solution presents to apply the transformations, being the source code the lowest level; (2) *Abstract model:* It indicates if the solution uses some type of abstract model where the transformations are applied; (3) *Transformations:* It lists the types of transformation that the solution presents. Each work can present types among text-to-text (T2T), text-to-model (T2M), model-to-model (M2M), model-to-text (M2T), according to transformation classifications proposed in [15]; (4) *Type concerned:* It indicates whether the solution is concerned with dealing with types in strongly typed languages; (5) *Semantic correctness:* It indicates whether the solution tries to maintain semantic correctness between transformations; and (6) *Assessment type:* It describes how the solution was validated.

**Research Opportunity.** Table 1 presents the comparison of the related work considering these criteria. Some research opportunities were derived from this comparison from which Parthenos was designed. This way, Parthenos proposes a solution for the source code injection step that covers these gaps, aiming to improve the use of MITRAS model by: (1) providing a mechanism to persist the changes made to the models after a transformation and ensuring their synchronization; (2) performing the injection and guaranteeing the type semantics and syntactic correctness of the source code; and (3) providing mechanisms that allow different types of systems to use the model, through the development of extensions that support them.
4 THE PROPOSED MODEL

This section presents the Parthenos, a 3-step approach to guarantee the correctness of introduced modifications at a syntax and type semantics level of source code.

4.1 Overview of the proposed process

Parthenos aims to solve the existing problems in the source code injection step of MITRAS model. However, to inject the source code, maintaining a correct type semantics and syntax, it is necessary to make several improvements in the way [17] solution implements the extraction, transformation, and injection steps. This is because there is no concern with the types in them: the abstract graph model does not generate relations with typings of fields or methods, the transformer does not receive the type of new fields or methods to add or change and, as a consequence, the injector assumes all of these as being of type string. Furthermore, it is impossible for systems written in languages other than Java to be maintained by MITRAS. Thus, it was decided to reimplement the main steps it presents: extracting the model, transforming, and injecting the source code [17]. Thus, Parthenos makes use of the model described by MITRAS, but provides a new implementation.

Figure 2 presents an overview of the proposed approach. A description of each is given as follows:

- **Step 1: Model extraction.** In this step, a developer, or a user with development knowledge, extracts the abstract graph model from the system’s repository. The repository of this system is scanned by Parthenos and all source files that are important for its representation, such as class files, UI-related files, and configurations, are collected, analyzed and a graph containing the necessary information for the representation of this system is generated. The graph is made available so that other applications can use it to apply transformations or obtain information and metadata from the system represented by it.

- **Step 2: Model transformation.** This step is triggered when an external agent needs to transform the graph produced in the previous step. The agent communicates to Parthenos the transformation it wants to perform and points to the graph, where the transformation will be applied. Parthenos changes the graph and makes it available for future transformations. After that, the source code injection step is initiated so that the source code is synchronized with the abstract graph model. This step is performed several times, whenever it is necessary to introduce a system maintenance.

- **Step 3: Source code injection.** In this step, the changes made in the graph will be synchronized with the application’s source file repository. It ensures that both models are correct and in synchrony, so that it is possible to improve the application through successive transformations. This step is invoked by Parthenos transparently in Step 2. Therefore, whenever Step 2 is executed, Step 3 is also triggered, thus both the graph and the source code are changed. Parthenos informs which transformation needs to be injected and points to the repository where the source files are located. The respective code is generated and saved in the repository.

Parthenos focuses on presenting a way to inject into the source code the changes that are introduced when some transformation is applied. To make this possible, it performs a series of steps along the whole process, that are necessary to enable the injection to be made. The steps are as follows: Find the changes introduced by a transformation; Identify the files that need to be injected; Identify the type of injection to be done; Obtain, from the graph, the necessary parameters to perform the injection; Find the injection point within each file, considering its grammar; Perform the injection; and Persist the applied transformation in the abstract graph model.

4.2 Proposed Architecture

The proposed architecture encompasses the three steps listed in Section 4.1. As seen in Figure 3, it has three distinct modules, which are responsible for carrying out a specific step. The modules are made up of layers, which aim to facilitate not only the implementation, since they separate the different flows of each step properly, but also the extension of the modules. This architecture regards the core of Parthenos. It does not include built-in extensions, therefore, it will not perform any of the steps out-of-the-box. Such extensions need to implement the interfaces provided in the core, to add proper functionality for specific languages and tools.

**Extraction module.** This module is responsible for generating the abstract graph model. It is written in Java language and is invoked via the command line. The input of the extraction module is a repository of source files, the languages that should be considered for generating the graph, and a destination file path where the graph will be persisted. The extraction module has four layers: orchestration, parsing, processing, and consolidation. The first layer is responsible for commanding the application, interpreting the command line, and invoking the other layers. The second layer deals with parsing the source file into an abstract syntax tree (AST). It does this through the Parser interface. The third layer works with AST processing, to generate the abstract graph model. For this, it uses a KnowledgeBaseGenerator class, which generates, with the aid of two interfaces, the knowledge base containing the graph, whose example can be seen in Figure 4. These interfaces are: 1)
FactAnalyzer: analyzes the AST and generates facts in graph form, thus constituting the knowledge base; 2) KnowledgeBaseProcessor: processes the knowledge base, adding metadata and other information. The fourth layer has the purpose of translating the facts in Prolog language and writing the output file, which is done through the KnowledgeBaseWriter interface. Through these provided interfaces, it becomes possible to extend the extractor to support various types of languages that may exist in the repository. The output of the extraction module is a file written in Prolog that contains the knowledge base.

**Transformation module.** The transformation module is responsible for transforming the graph generated by the previous module. It is written in Prolog and is also triggered via the command line. The input of this module is the file that represents the abstract graph model (knowledge base), the type of transformation to be performed, and the parameters for this transformation. The module is divided into four layers: orchestration, transformation, manipulation, and synchronization. The first layer, as in the previous module, interprets the command line and orchestrates the flow of the transformation application. The second layer holds the implemented transformations. Each transformation is responsible for matching the graph and, subsequently, applying the necessary changes. The third layer provides the first one with mechanisms to manipulate the abstract graph model, in addition to the algorithms that allow extracting information from it. The fourth layer is responsible for the synchronization of the graph and the source code. It provides, alongside with graph synchronization mechanisms, the integration with the injection module, identifying the parameters to perform the injection and invoking it with the necessary arguments. The output of this module is the modified abstract graph model as seen in Figure 5.

4.3 Implementation Aspects

The architecture was implemented as the core of Parthenos, providing mechanisms and APIs that facilitate the development of extensions for it. The extensions add functional behavior to Parthenos, since, alone, it cannot generate a graph, transform or inject the source code of a specific language or tool. This way, two sets of extensions were developed for Parthenos, each one providing extensions for the extraction, transformation, and injection modules of the model separately.

The first set of extensions provides support for the Java language. It enables the abstract graph model to contain the representations of classes and their relations attributes, methods, in addition to their metadata. It also adds two transformations: create a class and add an attribute (and its accessor methods get and set). In this set of extensions, Java was used to extend the extraction and injection modules, while Prolog was used for the transformation module.
The second set of extensions provides support for the Pojo UI tool. This tool was developed together with this work to demonstrate the capacity the proposed architecture has to receive new extensions. It creates, through annotations of Java classes and their attributes, a basic graphical user interface, which displays panels that represent the classes, each presenting a form without functionality that has fields reflecting the attributes of the class and their respective types. The panels and fields can also have their labels, positions, and visibility modified through annotations. An example of the interface generated by the tool can be seen in Figure 6. The extension for Pojo UI gives the graph vertices and edges that represent the panels and fields, in addition to their properties, which correspond to the classes and attributes extracted with the extension for Java language.

To the transformation module, were added transformations that allow creating and removing panels and fields, as well as modifying the label, position, and visibility attributes of each one. Pojo UI is written in Java language and generates files in JavaScript, HTML, and CSS languages. The respective extension is developed using Java language for the extraction and injection modules and Prolog language for the transformation module. Implementations of the architecture and extensions can be found on GitHub.

Figure 6: Example of an interface generated by Pojo UI.

5 EVALUATION

To measure the effectiveness of Parthenos, metrics are collected from four scenarios that cover the functionality of Parthenos and are evaluated using precision, recall, and f-measure measures [20].

5.1 Evaluation Procedures

As a way of evaluating Parthenos, four transformation scenarios were applied to a library management system available in a GitHub repository. The system has a class diagram as seen in Figure 7 (adapted from GitHub) and has been adjusted to meet the scenarios’ needs. Among the adjustments made, the system was structured to support Maven framework and the Pojo UI library was added as a dependency. In each performed scenario, the metrics obtained by applying a transformation to the model — and, consequently, injecting the source code — are compared to the metrics obtained from the model extracted from the source code after it is transformed manually, i.e., the scenario is applied to the source code as if a developer had done the change. This is so, because if a change is made manually by a human, and a new model is extracted thereof, that is, the source-of-truth we aim for when applying a respective automatic transformation.

Figure 7: Class diagram of the library management system.

Evaluation scheme. In this sense, some models are established, indicating the states of the system during the execution of a scenario. Such models are: 1) initial model ($M_A$), which represents the state of the system before applying the scenario; 2) intermediate model ($M_B$), which contains the elements, such as classes, attributes, facts, etc., generated by applying the transformations and injections related to the scenario; 3) source-of-truth (or desired) model ($M_D$), which represents the desired product obtained from the execution of this scenario; 4) obtained model ($M_C$), which is the model obtained from applying the scenario. The greater the difference between $M_C$ and $M_{AB}$, the less the transformation was effective. If $M_C = M_{AB}$, then the transformation reached its purpose. We apply widely known software design metrics to characterize models, such as the number of classes, attributes, among others. The values obtained from the metrics are used to quantify the difference between the models — thus being a way to evaluate the effectiveness of the proposed approach.

Precision, recall, and f-measure. The precision, recall, and f-measure measures are computed based on the mentioned metrics. These measures will be used as a way to calculate Parthenos’ accuracy when executing each scenario. The precision measure indicates the accuracy of the obtained result. As can be seen in the formula $P = \frac{MC \cap M_{AB}}{MC}$, it calculates the percentage of additions made to the models that are relevant to the scenario being executed [5]. The recall measure, in its turn, indicates whether all expected results were obtained, that is, what percentage of the expected additions were made to the models [5]. The recall formula is $R = \frac{MC \cap M_{AB}}{M_{AB}}$.

Finally, the f-measure calculates the harmonic average between precision and recall measures, to combine them in a unified score that punctuates the effectiveness of Parthenos in the executed scenario. This score ranges from 0 to 1, with 1 being the best result and 0 the worst. The f-measure is important, as measuring the effectiveness of a scenario by looking only at precision or recall is incomplete and inaccurate, as they have a complementary role in this regard [5]. The formula for f-measure is $F = 2 \frac{P \cdot R}{P + R}$. 
5.2 Metrics

Table 2 shows the metrics chosen to evaluate the accuracy of the transformations run by Parthenos. Syntax reckons the number of classes that compile without error. Semantics computes the number of classes with correct typing and functionality, i.e., classes which have not only the correct inheritance and field types, but also their functionalities reflect those of the desired scenario. KB is the number of elements presented by the abstract graph.

Note that both versions of the source code — obtained (\(M_C\)) and desired (\(M_{AB}\)) — and the abstract models are not directly compared in the following sections, as that would be inherently not feasible. Such comparisons are devised in this manner, due to the need to check not only the source code alone, but also the synchronicity between source code and the abstract model that represents it in each version. For this purpose, these metrics were created to be able to calculate quantitative performance values after the source code injection. The opacity that such quantitative evaluation can entail is mitigated by qualitative comments and analysis of each of the scenarios.

### Table 2: List of the selected metrics

| Metric   | Description                              |
|----------|------------------------------------------|
| Classes  | Number of classes present in the system.|
| Attributes| Number of attributes present in the system.|
| Panels   | Number of panels processed in Pojo UI.   |
| Fields   | Number of fields processed in Pojo UI.   |
| Syntax   | Number of classes with correct syntax.   |
| Semantics| Number of classes with correct semantics.|   |
| KB       | Number of elements present in the abstract graph.|

5.3 Evaluation Scenarios

Before starting with the scenarios, the abstract graph model of the library management system was extracted, using the extraction module. The scenarios show the adaptive and perfective evolution of this system through applying transformations to the extracted model. The scenarios are described in the following sections and, for each, the obtained metrics are displayed.

**Scenario 1.** In this scenario, the system website is launched through Pojo UI. Figure 8 shows the addition of panels for the classes Librarian and Book. Also, fields are added for the name, address, phoneNo, salary and officeNo attributes in the Librarian class. Fields for title, subject and author are added to the Book class. Table 3 presents the obtained results. In this experiment, four panels and eight fields were created according to the desired behavior. This first scenario did not have much business logic involved, but it aimed to assess how the code injection is able to create new UI from available entities.

### Table 3: Metrics obtained in scenario 1.

| Metrics | \(M_A\) | \(M_B\) | \(M_{AB}\) | \(M_C\) | Precision | Recall | F-measure |
|---------|---------|---------|------------|---------|-----------|--------|----------|
| Classes | 8       | 8       | 8          | 8       | 1         | 1      | 1        |
| Attributes| 17     | 4       | 17         | 17      | 1         | 1      | 1        |
| Panels  | 0       | 4       | 4          | 4       | 1         | 1      | 1        |
| Fields  | 0       | 8       | 8          | 8       | 1         | 1      | 1        |
| Syntax  | 8       | 8       | 8          | 8       | 1         | 1      | 1        |
| Semantics| 8      | 8       | 8          | 8       | 1         | 1      | 1        |
| KB      | 1301    | 68      | 1369       | 1369    | 1         | 1      | 1        |

**Scenario 2.** The second scenario is a natural extension of the previous one. UI elements are created not for classes that are already present in the source code, but for a new one. The newly created class, its attributes and UI are added in runtime. In this scenario, the Magazine class is added to the system. The title, subject, publisher and issueNo attributes are added to the Magazine class. A panel for the class and fields for the attributes are also created as seen in Figure 9. Table 4 shows the collected results.

### Table 4: Metrics obtained in scenario 2.

| Metrics | \(M_A\) | \(M_B\) | \(M_{AB}\) | \(M_C\) | Precision | Recall | F-measure |
|---------|---------|---------|------------|---------|-----------|--------|----------|
| Classes | 8       | 1       | 9          | 9       | 1         | 1      | 1        |
| Attributes| 17     | 4       | 21         | 21      | 1         | 1      | 1        |
| Panels  | 4       | 1       | 5          | 5       | 1         | 1      | 1        |
| Fields  | 8       | 4       | 12         | 12      | 1         | 1      | 1        |
| Syntax  | 8       | 1       | 9          | 9       | 1         | 1      | 1        |
| Semantics| 8      | 1       | 9          | 9       | 1         | 1      | 1        |
| KB      | 1369    | 142     | 1511       | 1496    | 0.99      | 0.99   | 0.99     |

**Scenario 3.** This scenario creates a RatedBook class that extends the Book class by adding a rating attribute. In addition, an ISBN attribute is added to the Book class. Looking at Figure 10, it is possible to see that the respective panel and fields are added and cosmetic
modifications are made: the Book panel is renamed to "Unrated Book" and the RatedBook panel is moved to before the Magazine panel. Table 5 introduces the obtained results. The transformations introduced here involve two new aspects that were not explored previously, the first added class interacts with previous available classes through the mechanism of inheritance, and visual changes are applied to already existing UI elements.

5.4 Discussion and limitations

The f-measures obtained high scores in all scenarios presented in Section 5.3. Thus, this sounds that Parthenos was effective in extracting, transforming, and injecting the models, as well as covering scenarios with different needs in each one, avoiding syntactic and type-semantic errors. The extensible architecture allows systems written in different languages can be easily represented and transformed through an abstract graph model. This means that end-users can perform maintenance without programming knowledge. Table 4 shows that not all the desired elements of the abstract graph model were generated. This is because the extraction module has a knowledge base processing step that adds metadata to the graph when completely new elements are added. This is the case with classes, causing problems for the semantics of graph types in specific scenarios. Fortunately, it did not hinder the execution of the rest of the scenarios.

We highlight that the precision, recall, and f-measure could be used to hide some specific problems, for instance. Suppose Parthenos excluded two classes, then created the same number of classes, but with totally different semantics. This result would be of nonpractical usage, however, the metrics would not capture this situation, indicating otherwise. The authors are aware of this limitation and a qualitative evaluation of the transformation was done to detect this type of problem.

6 CONCLUSIONS AND FUTURE WORK

This work presented Parthenos, an implementation approach to MITRAS model that focuses on improving the source code injection step, ensuring syntactic and type-semantic correctness, in addition to ensuring synchronicity between the abstract graph model and the system’s source code. The architecture proposed by Parthenos is robust and extensible, allowing systems written in different languages, using frameworks, libraries, and different tools to take advantage of the model proposed by MITRAS.

In future work, it is suggested to explore a way to inject source code by observing the semantics of languages as a whole. One example is implementing a module that semantically analyzes the injected files and provides the ability to recover from unambiguous semantic errors automatically. Another possibility is to provide the ability to generate code that adds new functionality (e.g., business logic) to systems through transformations. In both cases, the architecture and implementation made by Parthenos may serve as a basis for development.
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