Fed-ensemble: Ensemble Models in Federated Learning for Improved Generalization and Uncertainty Quantification

Naichen Shi, Fan Lai, Raed Al Kontar, and Mosharaf Chowdhury, Member, IEEE

Abstract—The increase in the computational power of edge devices has opened up the possibility of processing some of the data at the edge and distributing model learning. This paradigm is often called federated learning (FL), where edge devices exploit their local computational resources to train models collaboratively. Though FL has seen recent success, it is unclear how to characterize uncertainties in FL predictions. In this paper, we propose Fed-ensemble: a simple approach that brings model ensembling to FL. Instead of aggregating local models to update a single global model, Fed-ensemble uses random permutations to update a group of $K$ models and then obtains predictions through model averaging. Fed-ensemble can be readily utilized within established FL methods and does not impose a computational overhead compared with single-model methods. Empirical results show that our model has superior performance over several FL algorithms on a wide range of data sets and excels in heterogeneous settings often encountered in FL applications. Also, by carefully choosing client-dependent weights in the inference stage, Fed-ensemble becomes personalized and yields even better performance. Theoretically, we show that predictions on new data from all $K$ models belong to the same predictive posterior distribution under a neural tangent kernel regime. This result, in turn, sheds light on the generalization advantages of model averaging and justifies the uncertainty quantification capability. We also illustrate that Fed-ensemble has an elegant Bayesian interpretation.

Note to Practitioners—Fed-ensemble provides an algorithm that extracts a set of $K$ solutions without imposing any additional communication overhead in FL. Given multiple solutions, Fed-ensemble can be exploited to personalize inference as well as quantify uncertainty. Such capabilities may be beneficial within multiple practical systems that require uncertainty-aware decision-making. Further, Fed-ensemble may be useful for model validation and hypothesis testing.

Index Terms—Federated learning, ensemble learning, kernel method, uncertainty quantification.

I. INTRODUCTION

SMArt and connected Internet of Things (IoT) systems are rapidly infiltrating the industry. The conventional way of analyzing the data collected by IoT devices is to upload them to a cloud/data center, where complex models are learned on the aggregated data. As the size of datasets scales, such an approach leads to high communication and storage costs. Sharing data with others also raises concerns about data privacy.

Rapid computational power growth on edge devices has set forth federated learning (FL) as an elegant alternative to traditional cloud/data center-based analytics. FL brings training to the edge, where devices collaboratively extract knowledge and learn models with the orchestration of a central server while keeping their personal data stored locally. Only model parameters are shared. This paradigm shift reduces privacy concerns and brings many intrinsic advantages, including cost efficiency, diversity, and reduced communication, amongst many others [1], [2].

The earliest and perhaps most popular FL algorithm is Federated Averaging (Fedavg) [3]. In Fedavg, the central server broadcasts a global model (set of weights) to selected edge devices. These devices run updates based on their local data. The server then takes a weighted average of the resulting local models to update the global model. This process iterates over multiple training rounds to maximize the performance of all devices. Fedavg has seen prevailing empirical successes in many real-world applications [4], [5]. The caveat, however, is that aggregating local models is prone to overfitting and suffers from high variance in learning and prediction when local datasets are heterogeneous; be it in size or distribution or when clients have limited bandwidth, memory, or unreliable connection that affects their participation in the training process [6], [7]. Indeed, in the past few years, multiple papers have shown the high variance in the performance of FL algorithms and their vulnerability to overfitting, specifically in the presence of data heterogeneity or unreliable devices [6], [7], [8], [9], [10].

Another critical challenge in FL is uncertainty quantification. Due to the randomness in the model initialization and training process, it is essential to characterize the variance in the model prediction. However, very little literature exists on uncertainty quantification in FL.
In this paper, we adopt the idea of ensemble training to FL and propose Fed-ensemble, which iteratively updates an ensemble of models. Using an ensemble in FL brings several benefits. Firstly, Fed-ensemble can characterize uncertainty in predictions. With an ensemble of $K$ models, we can naturally use variance in the prediction as a measure of knowledge uncertainty. Secondly, Fed-ensemble improves generalization. We show, both theoretically and empirically, that ensembling is efficient in reducing variance and achieving better generalization performance in FL. Thirdly, Fed-ensemble provides a means for personalization to different clients as highlighted in Sec. V-D.

It is worth noting that our approach does not increase any additional communication cost though we train an ensemble of $K$ models. What’s more, Fed-ensemble is orthogonal to current efforts in FL aimed at reducing communication cost, alleviating heterogeneity, or finding better fixed points, as such approaches can be directly integrated into our ensembling framework. Our contributions are summarized below:

- **Model:** We propose an ensemble treatment to FL that updates $K$ models over local datasets. Point predictions are obtained by model averaging. We also show that Fed-ensemble excels at uncertainty quantification (UQ), which is still an under-investigated topic in FL. Our approach does not impose an additional burden on clients, as only one model is assigned to a client at each communication round. We then show that Fed-ensemble has an elegant Bayesian interpretation.

- **Convergence and Generalization:** We motivate the generalization advantages of ensembling under the bias-variance decomposition. Using neural tangent kernels (NTK), we show that predictions at new data points from all $K$ models converge to samples from the same limiting Gaussian process in sufficiently overparameterized regimes. This result highlights the improved generalization and reduced variance obtained from averaging predictions as all $K$ models converge to samples from that same limiting posterior. To the best of our knowledge, this is the first theoretical proof for the convergence of a general multilayer neural network in FL in the kernel regime and the first justification for using model ensembling in FL. Our proof also offers standalone value as it extends NTK results to FL settings.

- **Personalization:** We propose an approach through which clients can personalize their Fed-ensemble predictions by taking a locally optimized weighted average over the $K$ models. Compared to current literature, this approach provides a new viewpoint on how personalization can be achieved in FL.

- **Numerical Findings:** We demonstrate the superior performance of Fed-ensemble over several FL techniques on a wide range of datasets, including realistic FL datasets in FL benchmarks [11]. Our results highlight the unique advantages of ensembling in FL in terms of generalization, uncertainty quantification, and personalization.

## II. RELATED WORK

### A. Single-Model FL

Many approaches have been proposed to tackle the aforementioned FL challenges. Below we list a few, yet this is by no means an extensive list. Fedavg [3] allows multiple steps of local updating to balance communication vs. computation on resource-limited edge devices. Fedavg reports decent performance on mitigating performance bias on skewed client data distributions. Fedprox [12] attempts to solve the heterogeneity issue by adding a proxy term to control the shift of model weights between the global and local client updates. This proxy term can be viewed as a Gaussian prior on model weights. Several influential works aim at expediting convergence, like FedAcc [13], FedAdam and FedYogi [14], reducing communication cost, like DIANA [15], DORE [16], or finding exact optimal solutions, like FedSplit [17], FedPD [18].

FedDyn [19] is mentioned, although single model approaches are useful in some applications, they are not capable of uncertainty quantification. Also, several techniques introduced in these efforts can be integrated into our ensembling framework. An example of marrying Fed-ensemble with FedDyn is shown in Sec. V-D.

### B. Personalized FL

To tackle excessive heterogeneity, personalized FL allows each client to retain their own model while borrowing strength from each other. Current literature handles personalization from two perspectives. The first is specific to deep neural networks, where layers are split into common and personalized layers (often the last few layers), then all clients exploit the global modeling approaches discussed above to learn the common layer parameters [20], [21]. In contrast, the other perspective follows train-then-personalize thinking (often iteratively), where a global model is first learned, and then each client fine-tunes this model using their own data. Popular approaches encourage the weights of personalized models to stay in a small region in the parameter space of the global model to balance each client’s shared knowledge and unique characteristics [22], [23], [24].

### C. Ensemble of Deep Neural Nets

Recently, ensembling methods in conventional, non-federated deep learning have seen great success. Amongst them, [25] analyzes the loss surface of deep neural networks and uses cyclic learning rate to learn multiple models and form ensembles. [26] visually demonstrates the diversity of randomly initialized neural networks and empirically shows the stability of ensembled solutions. Also, [27] connects ensembling to Bayesian deep neural networks and highlights the benefits of ensembling. These works mainly show the benefits of ensembles in the centralized regime. It is not clear how to extend these results to the federated settings, where communication cost is a key bottleneck.

### D. Bayesian Methods in FL and UQ

There are also some recent attempts to exploit Bayesian philosophies in FL. Very recently, Fedbe was proposed [28] to
couple Bayesian model averaging with knowledge distillation on the server. Fedbe fits a Gaussian or Dirichlet distribution for local models and then uses knowledge distillation on the server to update the global model. This procedure, however, requires additional datasets on the server and a significant computational overhead, thus being demanding in FL. Besides, Bayesian non-parametrics have been investigated for advanced model aggregation through matching and re-permuting neurons using neuron matching algorithms [29], [30]. Despite the adopted Bayesian philosophy above, these methods above do not provide predictive UQ. Indeed, U/Q in FL is yet to be fully investigated.

E. Industrial Applications of FL

Recently, FL has been applied to several industrial applications [31], [32], [33], [34], [35]. Among them, [31] and [32] use FL to improve the predictive performance on several prognosis tasks, [35] applies FL to distributed manufacturing and [36] discusses the applications of FL in healthcare. Prognosis tasks, [35] applies FL to distributed manufacturing [31], [32], [33], [34], [35]. Among them, [31] and [32] use FL to improve the predictive performance on several prognosis tasks, [35] applies FL to distributed manufacturing and [36] discusses the applications of FL in healthcare.

III. FED-ENSEMBLE

In this section, we elaborate on the details of the training and inference procedures of Fed-ensemble. We carefully design our training algorithm so that an ensemble of $K$ models is trained efficiently without additional communication costs.

A. Parameter Updates Through Random Permutations

Let $N$ denote the number of clients where the local dataset of client $i$ is given as $D_i = \{x_{ij}, y_{ij}\}_{j \in [1, 2, \ldots, n_i]}$ and $n_i$ is the number of observations for client $i$. Also, let $D$ be the union of all local datasets $D = \bigcup_{i=1}^{N} D_i$, and $f_w(\cdot)$ denote the model parametrized by weight vector $w$.

1) Design Principle: To train the ensemble efficiently, our goal is to have multiple models $(f_{w_1}, f_{w_2}, \ldots, f_{w_K})$ engaged in the training process. Specifically, we use $K$ models in the ensemble, where $K$ is a predetermined number. The $K$ models are randomly initialized by standard initialization of neural networks, which is usually Gaussian with zero mean and width-dependent variance, [37], [38]. In each training round, the server sends one of the $K$ models to every client to train on the local data. The server then aggregates the updated models received from the clients. All $K$ models eventually learn from the entire dataset. Hereon, we use model or weight to refer to $w_k$ and model to refer to the corresponding $f_w$.

2) Objective of Ensemble Training: Since we aim to learn $K$ models, the objective of FL training can be simply defined as:

$$\min_{\mathcal{W}} \sum_{k=1}^{K} \sum_{i=1}^{N} p_i \ell_i(w_k)$$

(1)

where $\mathcal{W} = \{w_1, w_2, \ldots, w_K\}$, $\ell_i$ is the local empirical loss on client $i$, $\ell_i(w_k) = \frac{1}{n_i} \sum_{(x_{ij}, y_{ij}) \in D_i} L(f_{w_k}(x_{ij}), y_{ij})$, $p_i$ is a weighting factor for each client and $L$ is a loss criterion such as cross-entropy.

Algorithm 1 Fed-ensemble training

1: Input: Client datasets $\{D_i\}_{i=1}^{N}$, $T$, $K$, $N$, initialization for $\{w_k\}_{k=1}^{K}$
2: for $t = 0, 2, \ldots, T$ do
3: for $i = 1, 2, \ldots, N$ do
4: if $t \equiv 0$ (mod $K$) then
5: Index Permutation: $P_t \sim \text{shuffle_list}[1, 2, \ldots, K]$
6: end if
7: Server sends model $w_{P_{t mod K}}$ to client $i$
8: $u^{(t)} \leftarrow \text{local_training}[w_{P_{t mod K}}, D_i]$
9: Client $i$ sends $u^{(i)}$ to server
10: end for
11: $\{w_k\}_{k=1}^{K} \leftarrow \text{server_update}[u^{(1)}, \ldots, u^{(N)}]$
12: end for

3) Model Training With Fed-ensemble: We now introduce our algorithm Fed-ensemble (shown in Algorithm 1), which is inspired by random permutation block coordinate descent used to optimize (1). Let $t \in [1, \ldots, T]$ denote the communication rounds. Every $K$ communication rounds, at the beginning of the $t$-th round where $t = 0$ (mod $K$), each client decides how $K$ models will be trained in the following $K$ communication rounds. To do so, we can define a permutation matrix $P$ of size $N \times K$ such that at each round $t$, each row of $P$ is an independent random shuffle of $[1, 2, \ldots, K]$. Then in the $t$-th communication round, client $i$ gets assigned model $w_{P_{i mod K}}$ as its initialization for $w$ and then performs a training procedure on the local data, denoted as $u^{(i)} = \text{local_training}[w = w_{P_{i mod K}}, D_i]$, where $u^{(i)}$ is the updated model weight. The local_training can be any local optimization method like SGD or Adam. Note that the use of the random permutation matrix $P$ ensures that every model is downloaded and trained on all clients in $K$ consecutive communication rounds. Thus models are trained on diverse clients. Upon receiving updated models from all $N$ clients, the server activates server_update to calculate the new set of weights $\{w_1, \ldots, w_K\}$.

Remark 1: The simplest form of the server_update function is to average models from the same initialization: $w_k \leftarrow \frac{1}{\sum_{i=1}^{N} \delta_{ik}} \sum_{i=1}^{N} \delta_{ik} w_i \forall k$, where $\delta_{ik} = 1$ if client $i$ downloads model $k$ at communication round $t$, and 0 otherwise. $\delta_{ik}$ can also be obtained from $P$. This approach is an extension of Fedavg. However, one can directly utilize any other scheme in server_update to aggregate models from the same initialization. Similarly, different local training schemes can be used within local_training.

Remark 2: The use of multiple models does not increase computation or communication overhead on clients compared with single-model FL algorithms, as for every round, only one model is sent to and trained on each client. However, after carefully selecting models by random shuffling, models trained by Fed-ensemble can efficiently learn statistical patterns on all clients as proven in the convergence and generalization results in Sec. IV.

B. Model Prediction With Fed-ensemble

We differentiate the model inference procedures for existing and new clients. After the training process is complete, all $K$
models are sent to clients. For a new client, we do not have any additional information on their data. Thus a reasonable prediction is simply achieved via a uniform averaging of predictions at a new input point \( x^* \).

\[
f_{SV}(x^*) = \frac{1}{K} \sum_{k=1}^{K} f_{w_k}(x^*)
\]  

(2)

While for clients that participated in model training, one may take an additional step that leverages the information on the local training dataset. Specifically, client \( i \) uses a weighted average of predictions:

\[
f_i(x^*) = \sum_{k=1}^{K} \hat{\alpha}_{ik} f_{w_k}(x^*)
\]  

(3)

where \( \hat{\alpha}_i \) is the model weighting coefficients in \( \mathbb{R}^K \) determined by solving the following problem on client \( i \):

\[
\hat{\alpha}_i = \arg \min_{\alpha_i} \sum_{k=1}^{K} \alpha_{ik} \ell_i(w_k) + \gamma \hat{H}(\alpha_i)
\]  

subject to \( \sum_{k=1}^{K} \alpha_{ik} = 1 \),

(4)

where \( \hat{H}(\alpha_i) \) is the entropy of \( \alpha_i \) defined as \( \hat{H}(\alpha_i) = - \sum_{k=1}^{K} \alpha_{ik} \log \alpha_{ik} \). The rationale of objective (4) is simple; we want to choose \( \alpha_i \) to minimize the weighted empirical loss while penalizing a radical \( \alpha_i \) by adding an entropy regularization term. The closed-form solution to problem (4) is \( \hat{\alpha}_{ik} = \exp(\gamma \ell_i(w_k))/\sum_{k=1}^{K} \exp(\gamma \ell_i(w_k)) \). The hyperparameter \( \gamma \) thus controls the variation of entries in \( \hat{\alpha} \). Small \( \gamma \) encourages \( \hat{\alpha} \) to put more weights on low loss models, while large \( \gamma \) drives \( \hat{\alpha} \) close to uniform weighting.

In the following, we simply call (2) uniform weighting and (3) personalized weighting. Here we should highlight that personalized weighting offers a new perspective on current personalization techniques. Instead of fine-tuning weights or splitting a network into shared and individual weights, Fed-ensemble can naturally personalize by simply taking a personalized weighting scheme of the ensemble solutions. In the numerical sections, we will show that besides uncertainty quantification, this approach allows improved personalization compared to state-of-the-art techniques like Ditto [22].

C. Bayesian Interpretation of Fed-ensemble

Interestingly, Fed-ensemble has an elegant Bayesian interpretation as a variational inference (VI) approach to estimate a posterior Gaussian mixture distribution over model weights. To view this, let model parameters \( w \) admit a posterior distribution \( p(w|D) \). Under VI, a variational distribution \( q(w) \) is used to approximate \( p(w|D) \) by minimizing the KL-divergence between the two:

\[
\min_{q} D_{KL}(q(w) \| p(w|D))
\]

\[
= \mathbb{E}_{w \sim q(w)} [\ln q(w) - \ln p(w|D)]
\]  

(5)

Now, if we take \( q(w) \) as a mixture of isotropic Gaussians, \( q(w) = \frac{1}{Z} \sum_{k=1}^{K} N(w_k, \sigma^2 I) \), where \( w_k \)'s are the variational parameters to be optimized.

Given (5), \( D_{KL}(q(w) \| p(w|D)) \) can be decomposed by conditional expectation law:

\[
\mathbb{E}_{k \sim \text{Uniform}(K)} [\mathbb{E}_{w \sim N(w_k, \sigma^2 I)} [\ln q(w) - \ln p(D|w)]]
\]

where \( \text{Uniform}(K) \) denotes a uniform distribution on \( \{1, \cdots, K\} \). To estimate the expectation, we take the assumption that the variance parameter \( \sigma \) is very small, then different Gaussian centers \( (w_k) \) are well-separated such that \( q(w) \) is close to zero outside small vicinity of \( w_k \)'s. Thus,

\[
\mathbb{E}_{w \sim N(w_k, \sigma^2 I)} [\ln q(w)]
\]

\[
\approx \mathbb{E}_{w \sim N(w_k, \sigma^2 I)} \left[ -\frac{1}{2\sigma^2} \| w - w_k \|^2 - d \ln \sigma \right] + C
\]

\[
= -\frac{d}{2} - d \ln \sigma + C
\]  

(6)

where \( C \) is a constant independent of \( k \). As a result, the entire expectation (6) is independent of \( w_k \). Now taking a first-order Taylor expansion of \( \ln p(w|D) \) around \( w_k \), we have

\[
\ln p(w|D) = \ln p(w_k|D) + (w - w_k)^T \nabla \ln p(w_k|D) + h.o.t.
\]  

(7)

where \( h.o.t. \) represents higher order terms. After taking expectation on \( w \), we have

\[
\mathbb{E}_{w \sim \text{Uniform}(K)} \left[ \ln p(w|D) \right] \approx \ln p(w_k|D)
\]

in the small \( \sigma \) limit. As a result, by conditional expectation, the KL-divergence reduces to:

\[
D_{KL}(q(w) \| p(w|D)) = \mathbb{E}_{k \sim \text{Uniform}(K)} [ -\ln p(w_k|D)] + C
\]

\[
= \frac{1}{K} \sum_{k=1}^{K} -\ln p(w_k) - \ln p(D|w_k) + C'.
\]  

(8)

where \( p(D|w_k) \) is a function of \( w_k \) and \( p(w_k) \) is the prior p.d.f. of \( p(w) \) when \( w = w_k \).

Notice that data on different clients are usually independent. Therefore the log-likelihood factorizes as \( \ln p(D|w_k) = \sum_i \ln p(D_i|w_k) \). If we take the loss function in (1) to be \( \ell_i(w_k) = -\frac{1}{n_i} \ln p(D_i|w_k) - \frac{1}{\sum n_i} \ln p(w_k) \), we then recover (1) from (8). The \( p(w_k) \) term acts as a regularizer on negative log-likelihood loss \( p(D|w_k) \). This Bayesian view highlights the ensemble diversity as the \( K \) models can be viewed as models of a mixture of Gaussian.

IV. CONVERGENCE AND LIMITING BEHAVIOR OF SUFFICIENTLY OVER PARAMETERIZED NEURAL NETWORKS

In this section, we present theoretical results on the training and prediction of Fed-ensemble. We analyze sufficiently over-parametrized networks trained by Fed-ensemble and explain their advantageous generalization performance through the lens of bias-variance decomposition. Technically, we prove the convergence of the training loss and derive the limiting model after sufficient training, from which we show how generalization can be improved, and UQ can be established using Fed-ensemble.
A. Convergence and Variance Reduction Using Neural Tangent Kernels

Inspired by recent work on neural tangent kernels [39], [40], we analyze Fed-ensemble in sufficiently overparametrized neural networks. We focus on regression tasks and define the local empirical loss in (1) as:

$$\ell_i(w_k) = \frac{1}{2n_i} \sum_{(x_{ij}, y_{ij}) \in D_i} (f_{w_i}(x_{ij}) - y_{ij})^2 \quad (9)$$

For this task, we will prove that when overparameterized neural networks are trained by Fed-ensemble, the training loss converges exponentially to a small value determined by stepsize and that $f_{w_i}(x)$ for all $k \in \{1, \ldots, K\}$ converge to samples from the same posterior Gaussian Process ($\mathcal{GP}$) defined via a neural tangent kernel. Note that for space limitations, we only provide an informal statement of the theorems, while details are relegated to Appendix 1. Prior to stating our result, we introduce some needed notations.

For notational simplicity, we drop the subscript $k$ in $w_k$ and use $w$ instead unless stated otherwise. We let $w(0)$ denote the initial value of $w$, and $w(t)$ denote $w$ after $t$ local epochs of training. The local epoch of training $t$ is defined as the product between the number of communication rounds and the number of local updates in each communication round. We also let $p_{\text{init}}$ denote the initialization distribution for weights $w$. Conditions for $p_{\text{init}}$ are found in Appendix 1. We define an initialization covariance matrix for any input $x$ as $\mathcal{K}(x, x') = \mathbb{E}_{w \sim p_{\text{init}}}[f_w(x)f_w(x')]$. Also, we denote the neural tangent kernel of a neural network to be $\Theta^{(U)}(\cdot, \cdot) = \sum_{u=1}^{U} \omega_u f_u(\cdot) \partial_x f_u(\cdot)$, where $l$ represents the minimum width of neural network $f_w$ in each layer and $U$ denotes the number of trainable parameters. Indeed, [39] shows that this limiting kernel remains fixed during training if the width of every layer of a neural network approaches infinity and when the stepsize $\eta$ scales with $l^{-1}$. We adopt the notation in [39] and extend the analysis to FL settings.

Below we state an informal statement of our convergence result.

**Theorem 1:** (Informal) For Algorithm 1, the training loss $\ell_i(w_k) = \frac{1}{2n_i} \sum_{(x_{ij}, y_{ij}) \in D_i} (f_{w_i}(x_{ij}) - y_{ij})^2$, where $f(x)$ is a neural network whose width $l$ goes to infinity, $l \to \infty$, then under the following assumptions

1) $\Theta$ is full rank i.e., $\lambda_{\text{min}}(\Theta) > 0$
2) The norm of every input $x$ is smaller than 1: $||x|| \leq 1$
3) The stationary points of all local losses coincide: $\mathbb{E}_w[\ell_i(x, y) - D]f_w(x) - y)^2 = 0$ leads to $\mathbb{E}_w[\ell_i(x, y) - D]f_w(x) - y)^2 = 0$ for all clients
4) The total number of data points in one communication round is a constant, $n$

when we use Fed-ensemble and local clients train via gradient descent with stepsize $\eta = \frac{\delta}{\lambda_{\text{min}}(\Theta)}$, the training error associated to each model decreases exponentially

$$\mathbb{E}(x, y) - D|f_w(x) - y|^2 \leq e^{-\frac{\delta}{\lambda_{\text{min}}(\Theta)}(x, y) - D|f_w(x) - y|^2 + o(\eta_0^2)}$$

if the learning rate $\eta$ is smaller than a threshold.

**Remark 3:** Assumptions (i) and (ii) are standard for theoretical development in NTK. Assumption (iii) can be derived directly from B-local dissimilarity condition in [12]. It is actually an overparametrization condition: it says that if the gradient of the loss evaluated on the entire union dataset is zero, the gradient of the loss evaluated on each local dataset is also zero. Here we note that recent work [18], [19] has tried to propose FL algorithms that work well when this assumption does not hold. As aforementioned, such algorithms can be utilized within our ensembling framework. Assumption (iv) is added only for simplicity: it can be removed if we choose a step size according to the number of data points in each round.

We would like to note that after writing this paper, we find that [41] shows the convergence of the training loss in FL under a kernel regime. Their analysis, however, is limited to a special form of 2-layer relu activated networks with the top layer fixed while we study general multi-layer networks. Also, their work is mainly concerned with the theoretical understanding of the optimization of FL under NTK regimes, while our overarching goal is to propose an algorithm aimed at ensembling, Fed-ensemble, and motivating its use through NTK.

More importantly and beyond convergence of the training loss, we can analytically calculate the limiting solution of sufficiently overparametrized neural networks. The following theorem shows that models in the ensemble will converge into independent samples in a Gaussian Process:

**Theorem 2:** (Informal) If Algorithm 1 is used to train $\{w_k\}_{k=1}^{K}$ for the regression task (1) and (9), then after sufficient communication rounds, functions $f_w(x)$ can be regarded as independent samples from a $\mathcal{GP}(m(x), k(x, x')) + \Theta(\eta_0^2)$, with mean and variance defined as $m(x) = \Theta(x, x)\Theta^{-1}(X, X)Y$ and $k(x, x') = K(x, x') + \Theta(x, x)\Theta^{-1}(X, X)Y - (\Theta(x, x)\Theta^{-1}(X, X)Y - \Theta(x', x)\Theta^{-1}(X, X))$ represents the entire dataset $D$.

**Remark 4:** The result in Theorem 2 is illustrated in Fig. 1. The central result is that training $K$ models with Fed-ensemble will lead to predictions $f_w(x)$, all of which are samples from the same posterior $\mathcal{GP}$. The mean of this $\mathcal{GP}$ is the exact result of kernel regression using $\Theta$, while the variance is dependent on initialization. Hence via Fed-ensemble, one can obtain multiple samples from the posterior predictive distribution. As the variance in posterior Gaussian distribution naturally represents the knowledge uncertainty, this evidences the ability of Fed-ensemble to quantify uncertainty. Our result is similar to the simple sample-then-optimize method by [42], which shows that for a Bayesian linear model, the action of sampling from the prior followed by deterministic gradient descent of the squared loss provides posterior samples given normal priors.

To see the implications of theorem 2 in predictive performance, we introduce some notations in bias-variance decomposition to explain the variance reduction effect in ensemble learning. We use $\theta$ to parametrize a general hypothesis class $h_{\theta}$, and $\overline{h}_{\theta}(x)$ to denote the average of $h_{\theta}(x)$ under some distribution $q(\theta)$, i.e., $\overline{h}_{\theta}(x) = \mathbb{E}_{\theta \sim q(\theta)}[h_{\theta}(x)]$. Similarly $\overline{\gamma}(x)$
where the expectation over $x$ is taken under some input distribution $p(x)$, and that over $\theta$ is taken under $\theta(\phi)$. On the right-hand side of (10), the first term represents the intrinsic noise in the data, or data uncertainty. The second term is the bias term which represents the difference between expected predictions, and the expected predicted variable $y$. The third term characterizes the variance from the discrepancies of different functions in the hypothesis class, also referred to as knowledge uncertainty in [43]. In FL, this variance is often large due to data heterogeneity, partial participation, etc. However, we will show that a direct consequence of the theorem 2 indicates that knowledge uncertainty decreases through model ensembling. In Fed-ensemble, the prediction is given by $h_\theta(x) = \frac{1}{K} \sum_{k=1}^{K} f_{w_k}(x)$, and the expected prediction is simply $\mathbb{E}_\theta(x) = m(x)$, where $m(x)$ is the maximum a posteriori solution of the limiting Gaussian Process obtained in Theorem 2. From theorem 2, $f_{w_k}$ are $K$ i.i.d. samples, therefore the variance shrinks as the $K$ grows. More formally, we have the corollary 1:

**Corollary 1**: Let $\theta = \{w_k\}_{k=1}^{K}$ be the parameters of all models in the ensemble. If the assumptions in theorem 1 are satisfied, when we train with Fed-ensemble with $K$ models, after sufficient iterations, for a given test input $x^*$, we have that:

$$
\mathbb{E}_\theta \left( \frac{1}{K} \sum_{k=1}^{K} f_{w_k}(x^*) - m(x^*) \right)^2 \leq \frac{k(x^*, x^*)}{K} + o(\eta_0^2)
$$

(11)

where $k$ is the posterior covariance function in theorem 2.

This corollary shows that the variance decreases at the rate of $1/K$. Therefore, averaging over multiple models is capable of getting closer to $m(x)$. If we take expectation over $x^*$ on (11), it becomes clear that knowledge uncertainty also decreases at the rate of $1/K$.

### V. Experiments

In this section, we provide empirical evaluations of Fed-ensemble on five representative datasets of varying sizes. We start with a toy example to explain the bias-variance decomposition, then move to realistic tasks. At the end of this section, we benchmark Fed-ensemble on a 3D printing dataset. We note that since ensembling is an approach yet to be fully investigated in FL, we dedicate many experiments to a proof of concept.

#### A. A Simple Toy Example With Kernels

We start with a toy example of kernel methods that illustrate the benefits of using multiple models and reinforce the key conclusions from Theorem 2. We create 50 clients and generate the data of each client following a noisy sine function $y = a \sin(2\pi x) + \epsilon$, where $\epsilon \sim N(0, 0.2^2)$, and $a$ denotes the parameter unique for each client that is sampled from a random distribution $N(1, 0.2^2)$. On each client, we sample 2 points of $x$ uniformly in $[-1, 1]$. We use the linear model $f(x; W) = \sum_{p=1}^{100} w_p \phi_p(x)$, where $\phi_p(x)$ is a radial basis kernel defined as: $\phi_p(x) = \exp \left( -\frac{(x-x_p)^2}{2b} \right)$. In this basis function, $b = 0.08$ and $\nu_p$’s are 100 uniformly randomly sampled parameters from $[-1, 1]$ that remain constant during training. Note that the expectation of the generated function is $\mathbb{E}(y|x) = \sin(2\pi x)$.

We report our predictive results in Table I.

In Table I we vary $K$ and calculate the bias-variance decomposition in (10) in each case. For each choice of $K$, we run 100 experiments from different random initializations and calculate the predictive variance for models trained from different initializations. As seen in the table, the variance of Fed-ensemble can be efficiently reduced compared with a single model approach such as Fedavg.

#### B. Uncertainty Quantification (UQ)

As discussed before, UQ is important in understanding the reliability of predictions given by FL models. An ideal model should acknowledge the level of confidence in its predictions. Therefore, averaging over multiple models is capable of reducing the variance.

**Table I**

| $K$ | Bias     | Variance |
|-----|----------|----------|
| 1   | 0.109    | 0.0496   |
| 2   | 0.117    | 0.0115   |
| 10  | 0.112    | 0.0063   |
| 20  | 0.113    | 0.0045   |
| 40  | 0.112    | 0.0042   |
The "averaged" reports the final prediction obtained after model averaging in Fed-ensemble.

In our experiments, we use $K = 5$ models by default, except in the sensitivity analysis, where we vary $K$.

We compare Fed-ensemble with uniform weighting with Fedavg, Fedprox, Fedbe and Fedbe without knowledge distillation, where we use random sampling to replace knowledge distillation. Some entries in Fedbel/Fedbe-noKD columns are missing either because it’s impractical (the dataset on the central server does not exist) or we cannot fine-tune the hyperparameters to achieve reasonable performance.

Also, we compare Fed-ensemble with personalized weighting with popular personalization methods, including LG-fedavg [20] and Ditto [22]. The testing results on MNIST, CIFAR10/100, Shakespeare, and OpenImage are evaluated on new clients where we do not have labeled data available, while results on FEMNIST are tested on existing clients, where we can fine-tune some parameters based on the local training set.

Note that we train a 2-layer CNN for MNIST, and ResNet18 [46] for CIFAR10, across two popular but different settings: (i) Homogeneous setting: data are randomly shuffled and then uniformly randomly distributed to clients; (ii) Heterogeneous setting: data are distributed in a non-i.i.d. manner: we first sort the images by label and then assign them to different clients to make sure that each client has images from exactly two labels. The dataset FEMNIST and OpenImage are naturally separated by contributors/users.

We now specify some hyperparameters in our experiments. For experiments on MNIST, we partition the data to 100 clients. For local_training in algorithm 1, we use 10 epochs of SGD with the batch size 16, learning rate 0.001, and weight decay 0.001. For experiments on CIFAR10, we also partition the data to 100 clients. We use Resnet18 to fit CIFAR10. For local_training in algorithm 1, we also use 10 epochs of SGD, with a learning rate 0.005, batch size 16. For CIFAR100, we use the i.i.d. partition scheme to partition the data to 10 clients. We train Resnet34 with batch size 16 and a learning rate 0.01. On Shakespeare, we partition the dataset to 10 clients by the i.i.d. partition scheme. For local_training, we use Adam [47] with batch size 128 and learning rate 0.001. On the OpenImage dataset, we simulate the real FL deployment in Google [48], where we select 130 clients to participate in training, but only the updates from the first 100 completed clients are aggregated in order to mitigate stragglers. In all experiments, we decay learning rates by a constant of 0.99 after 10 communication rounds.
Fig. 3. Projection of the loss surface to a plane spanned by 3 models of the ensemble trained by Fed-ensemble. Color represents the logarithm of cross-entropy loss on the entire training set.

Other algorithm-specific hyper-parameters are chosen based on the existing literature for each method.

We run Fed-ensemble and benchmark algorithms under the same communication cost budget, then calculate the mean and standard deviation of test accuracy for the last 3 communication rounds. Results are shown in Table II. From Table II, it is clear that Fed-ensemble outperforms all benchmarked single-model FL algorithms. This confirms the effectiveness of ensembling on single-model methods in improving generalization. Fedbe turns out to perform closely to single model algorithms eventually. We conjecture that this happens as the diversity of local models is lost in the knowledge distillation step. To show the diversity of models in Fed-ensemble, we plot the projection of the loss surface on a plane spanned by 3 models from the ensemble at the end of MNIST training in Fig 3. Fig 3 shows that models $\{w_k\}$ have rich diversity: different models correspond to different local minima with a high loss barrier on the segment connecting them. In the non-i.i.d. setting, the performance gap between Fed-ensemble and single model algorithms becomes larger compared with i.i.d. settings. This shows that Fed-ensemble's flexibility to fit the heterogeneous dataset.

This result is indeed expected as ensembling excels in stabilizing predictions [27].

We also present the round-to-accuracy figure on the Shakespeare dataset in Fig.4 to better visualize the training process. The next-word-prediction model we use has 2 LSTM layers, each with 256 hidden states. Due to the page limit, we plot round-to-accuracy curves on other datasets in Appendix 2.

In Fig 4, the comparison between Fed-ensemble and single-model algorithms is conspicuous. One can see that Fedavg and Fedprox suffers from severe overfitting when communication rounds exceed 20, while Fed-ensemble continues to improve. Fedbe is unstable on this dataset.

### D. Fed-ensemble With Personalized Weighting

We test Fed-ensemble with personalized weighting on FEMNIST. As writers have different writing styles, FEMNIST is naturally a heterogeneous dataset. On FEMNIST, we choose Fedavg, Ditto, LG-fedavg, FedDyn as our baseline methods. Among them, Ditto and LG-fedavg are state-of-the-art personalized FL algorithms, and FedDyn [19] is a communication-efficient FL algorithm for training a global model. Intuitively, FedDyn adopts constrained optimization algorithms and uses dynamic regularization terms to accelerate training. To show that the proposed Fed-ensemble can work well with other methods, we combine Fed-ensemble with FedDyn to create a new algorithm called FedDyn-ensemble. In FedDyn-ensemble, we simply use the FedDyn objective as our local training objective for each model and use the corresponding server average step also for each mode. We run each experiment three times and calculate the mean and variance of the testing accuracy averaged on all clients. Results are shown in Table III. The comparison between Fed-ensemble and state-of-the-art personalized FL algorithms and FedDyn confirms Fed-ensemble’s flexibility to fit the heterogeneous dataset. Moreover, as FedDyn-ensemble outperforms the vanilla FedDyn, our model demonstrates its ability to collaborate with other FL algorithms to produce even stronger results.

### E. Effect of Non-I.i.d Client Data Distribution

We change the number of classes (N.o.C.) assigned to each client from 10 to 2 on the CIFAR-10 dataset. Conceivably, when each client has data from fewer categories, the data distribution is more variant. The results are shown in Table IV. As expected, the performance of all algorithms degrades with such heterogeneity. Furthermore, Fed-ensemble outperforms its counterparts, and the performance gap becomes significantly clear as variance increases (i.e., smaller N.o.C.). This highlights the ability of Fed-ensemble to improve generalization, specifically with heterogeneous clients.

### F. Effect of Number of Models K

Since the number of models, $K$, in the ensemble is an important hyperparameter, we choose different values of $K$.

---

**TABLE II**

| Algorithm | MNIST i.i.d. | MNIST non-i.i.d. | CIFAR i.i.d. | CIFAR non-i.d. | Shakespeare | Optimal model net | Optimal shuffle net |
|-----------|-------------|-----------------|-------------|----------------|-------------|------------------|-------------------|
| Testing acc (%) | 95.08 ± 0.3 | 95.76 ± 0.12 | 95.21 ± 0.11 | - | 97.70 ± 0.04 | - | - |

**TABLE III**

| Algorithm | FEMNIST | LAfedavg | Fed-ensemble | FedDyn | FedDyn-ensemble |
|-----------|---------|---------|-------------|--------|-----------------|
| Average testing accuracy on FEMNIST | 77.9±0.3 | 80.2±0.3 | 46.0±3 | 80.5±0.2 | 82.0±1.0 | 83.4±0.9 |

---

Fig. 4. Round-to-accuracy curves of shakespeare.
and test the performance on MNIST. We vary $K$ from 3 to 80. The results are shown in Table V. Besides testing the accuracy of ensemble predictions, we also calculate the accuracy and the entropy of the predictive distribution of each model in the ensemble. As shown in Table V, as $K$ increases from 3 to 40, the ensemble prediction accuracy increases as a result of variance reduction. However, when $K$ is very large, entropy increases, and model accuracy drops slightly, suggesting that model prediction is less certain and accurate. The reason here is that when $K = 80$, the number of clients, hence the number of data points assigned to each model, significantly drops. This, in turn, decreases learning accuracy, specifically when datasets are relatively small.

To see if similar patterns arise in larger image datasets, we also study the relation between predictive performance and the number of models $K$ in the larger dataset CIFAR10. More specifically, we randomly partition the CIFAR10 dataset to 100 clients. Then we fit Fed-ensemble with a different number of models $K$ on the partitioned dataset. Results are shown in Table VI.

From Table VI, one can see that when the number of models $K$ increases, the test accuracy also increases. This is especially the case for the non-i.i.d. data partition. Table VI again corroborates our theoretical analysis in Corollary IV that the prediction becomes more accurate when $K$ is larger.

**G. Ablation Study on Different Training Algorithms**

In this set of ablation studies, we compare algorithm 1 with another algorithm to train the ensemble. Remember that algorithm 1 uses random shuffling to ensure that each model in the ensemble is trained on all clients every $K$ communication rounds. To show the effect of this mechanism, we design a simplified version of algorithm 1, wherein every communication round, each client randomly receives one from $K$ models and updates it. We compare Fed-ensemble with the random sample method on CIFAR10. Results are shown in Table VII. We use “ensembling with random sampling” to denote the simplified algorithm where clients randomly receive one model to update in every communication round. Still, we calculate the mean and standard deviation of the test accuracy from the last 3 communication rounds.

It is seen that the algorithm with random sampling performs comparably to Fed-ensemble in the i.i.d. partition regime. However, in the non-i.i.d. regime, Fed-ensemble outperforms the algorithm with random sampling. The results show that numerically, the random shuffling mechanism in Fed-ensemble is helpful for model optimization. This highlights Fed-ensemble’s ability to train ensemble models reliably and efficiently.

**H. Extension to Fully Decentralized Setting**

In this subsection, we discuss the extension of Fed-ensemble in the fully decentralized setting, where multiple connected clients train models collaboratively without the orchestration of a central server. One effective algorithm in decentralized learning is the random walk. Random walk algorithms are related to incremental gradient methods [49] and are active research topics in distributed optimization [50], [51], [52].

The motivation of the random walk algorithm is very simple. Suppose that in a decentralized system, clients are connected by a graph $G$, where the nodes denote clients and edges denote connectivity, i.e., client $i$ is connected to client $j$ if and only if there is an edge connecting node $i$ and $j$ in $G$. An example of $G$ is shown in Fig. 5. The random walk algorithm works as follows. In one round, one client updates a model on its local dataset, then randomly sends the updated model to one of its neighbors in $G$. That neighbor receives the model, updates it, and again sends it to a random neighbor. It is shown [50], [53] that theoretically, such procedures converge into stationary points in expectation and have good numerical performance with carefully designed transition probability matrix on the graph $G$.

We term the above process as Fedavg Random Walk. A natural extension of Fed-ensemble in the decentralized setting is Fed-ensemble Random Walk, where we independently train $K$ models using a random walk and still use the ensemble average to make predictions.

To compare the performance of Fedavg Random Walk and Fed-ensemble Random Walk, we run numerical simulations.
on CIFAR10. In the experiment, we use 10 clients connected in a ring graph, shown in Fig. 5. In Fig. 5, every client is connected to only 2 neighbors.

We use the i.i.d. partition to separate the CIFAR10 dataset into 10 clients. We then run Fedavg Random Walk and Fed-ensemble Random Walk on this instance and compare the testing accuracy of the two models. Results are shown in Fig. 6.

We can see that the random walk version of Fed-ensemble again outperforms the random walk version of Fedavg.

### I. 3D Printing Dataset

Finally, we present the results of a case study on 3D printers. 3D printing is a popular technology in modern manufacturing. A 3D printer usually prints an object layer by layer. For material extrusion printers, the printhead moves along the predefined trajectory to stack the printing material on top of base materials.

Printing quality and time efficiency are two important factors in material extrusion 3D printing. During printing, the printhead vibrates due to various operating conditions. Such vibration degrades the quality of the printed objects and even results in model distortions or scrapped parts [54]. The printhead vibration is directly related to the speed at which the printhead moves along the trajectory. When the speed is higher, the printhead carries larger momentum and thus vibrates more. Time efficiency is another issue for material extrusion 3D printers. It can take hours for an ordinary material extrusion 3D printer to print a simple object. Increasing printing speed can decrease the time for printing the object, but printers can suffer from a higher level of vibration.

To balance printing quality and time efficiency, we study the print speed to vibration curve of material extrusion 3D printers. The dataset is collected on 6 Ender 3D printers (The dataset can be found at [55]). The printers have the same type but are shipped in the package and assembled in different places. Therefore, they share similarities in mechanical design while retaining some uniqueness from the assembling process. The 6 printers are asked to print the same object at different printing speeds. Vibration is measured by accelerometers glued to the printhead to measure the acceleration in the x and y direction. When the measured accelerations are higher, the vibration level is also higher. In each printing experiment, the accelerometers collect acceleration signals on the x and y axis at the frequency of 227 Hz. We calculate the root mean square of acceleration signals in x axis $\sigma_a^x$ and in y axis $\sigma_a^y$, and use the mean square acceleration $\sigma_a = \sqrt{\sigma_a^x + \sigma_a^y}$ to represent the average level of acceleration. The task is to predict the acceleration $\sigma_a$ at a given print speed $s$ for a printer. An illustration of the 3D printers is shown in Fig. 7.

We split the dataset collected on each printer into a training and a testing set. The testing set contains the data when the print speed is set to 30. And the training set contains the remaining collected data. We compare Fed-ensemble and Fedavg on the acceleration prediction task. We use a fully connected neural network as the parametric model $f_w$. The input to the model $f_w$ is the printing speed $s$, and the printer label, and the output is the acceleration.

We plot the data and predictions of the fully trained model in Fig. 8. Measured data are denoted as dots, and the predictions are denoted as solid lines. Different colors represent data and predictions on different clients. From Fig. 8, it is clear that Fed-ensemble is flexible to fit observations on each dataset while learning the shared information about the shape of the speed-vibration curve.
Furthermore, the testing error is shown in Table VIII. From Table VIII, Fed-ensemble has a lower testing error, which indicates Fed-ensemble has a better predictive performance. Therefore, Fed-ensemble can give a more precise prediction on acceleration.

VI. CONCLUSION

In this work, we propose Fed-ensemble. Fed-ensemble provides a systematic approach to quantify uncertainty and boost the model capacity of existing FL techniques, all while retaining the same communication cost of training a single model. We provide convergence guarantees that extend FL literature to the kernel regime. The theory presents insights on the improved generalization power of Fed-ensemble through reducing variance in the predictions. An approach to obtain personalized predictions from Fed-ensemble is also proposed to further mitigate heterogeneity.

We believe Fed-ensemble opens up new directions in FL where clients collaboratively build more robust and flexible models without increasing communication costs. It may find value across different predictive models where uncertainty quantification is critical. A key realization from Fed-ensemble is its unique ability to handle heterogeneity by ensembling, which is shown to be advantageous when compared to existing techniques that add strong regularizers. An in-depth investigation of this phenomenon is an interesting direction we are currently pursuing. Also, we believe that exploiting different models in the ensemble for detecting client drift, anomalies, or fairness challenges in model training may be an area worth investigating.

VII. SUPPLEMENTARY MATERIAL

The supplementary material contains: Appendix 1) A formal proof of our main theorems. Appendix 2) Additional communication round-to-accuracy figures.
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