Investigating Reversibility in Unwrapping Schemes for Molecular Dynamics Simulations
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Abstract

Molecular simulation technologies have afforded researchers a unique look into the nanoscale interactions driving physical processes. However, a limitation for Molecular Dynamics (MD) simulations is that they must be performed on finite-sized systems in order to map onto computational resources. To minimize artefacts arising from finite-sized simulation systems, it is common practice for MD simulations to be performed with periodic boundary conditions (PBC). In periodic systems, atoms near simulation cell edges interact with others across the periodic boundary, effectively mimicking a much larger simulated volume and eliminating edge effects from the simulation system. As a side-effect, particles exiting the simulation cell reenter on the opposing side, leading to a natural coordinate representation where all values are restrained to within the PBC boundaries. However, in order to calculate specific physical properties, such as mean square displacements to calculate diffusion coefficients, continuous particle trajectories where the atomic movements are continuous and do not jump between cell faces are required. In these cases, modifying atomic coordinates through unwrapping schemes are an essential post-processing tool to remove these jumps. Here, two established trajectory unwrapping schemes are applied to 1 µs wrapped trajectories for a small water box. The existing schemes can result in spurious diffusion coefficients, long bonds within unwrapped molecules, and inconsistent atomic coordinates when coordinates are rewrapped after unwrapping. We determine that prior unwrapping schemes do not account for changing periodic box dimensions, and introduce an additional correction term to the existing displacement unwrapping scheme by von Bülow et al. to correct for these artifacts. After treatment with this new unwrapping scheme, molecular geometries are correct even after long simulations that have become commonplace. We develop implementations for this new scheme in multiple PBC handling tools, and look forward to its broader adoption.

Introduction

Molecular dynamics simulations are a fantastic tool to study interactions and mechanisms in the nanoscale regime. Applications range broadly from material studies,\(^1\) to disease mechanism\(^5\) and trying to understanding how life itself works.\(^10\) Recent high profile applications include a recent study the complete HIV-1 empty capsid was simulated revealing biological implications based on its physical properties.\(^7\) Similarly, the simulation of SARS-CoV-2’s spike protein provided a unique inside into the role of its glycosylations in evading detection.\(^8\) The trend in the field is towards larger system sizes that cover longer simulation times, with the first reported billion atom biologi-
c al systems having already been simulated. From the simulation of a crowded bacterial cytoplasm, model for whole bacterial cells are under development.

Inherent to the success of molecular dynamics, there are certain common methodological assumptions made in system construction. Long range electrostatics is essential to accurately modeling these systems. The truncation of long range electrostatic interactions with cutoffs leads to wrong structures for charged proteins, DNA deforms and lipid bilayers have an incorrect area per lipid. To calculate long-range electrostatics through particle mesh Ewald, and to mitigate edge effects for finite sized-systems, periodic boundary conditions (PBC) are imposed onto the molecular simulation systems. With PBC the volume can be maintained during constant volume simulations and it allows barostats to adjust the pressure during simulations by adjusting the box volume.

A consequence of simulating with PBC is that atoms move across edges for a periodic cell, exiting across one cell face and reentering the cell from the opposite face. Most molecular dynamics simulation packages keep track of the atomic positions only within the origin cell and output frames to trajectories accordingly. Thus, most analysis is performed on a trajectory where the atomic coordinates are "wrapped" within a minimal unit cell. However, some analysis requires that particle positions account for cell face crossing events, such that atomic coordinates are "unwrapped", as though PBC wrapping had not been applied. A common use case for unwrapped trajectories is to calculate diffusion coefficients from atomic mean square displacements (MSD), or to keep drifting multidomain proteins in contact for visualization or analysis purposes.

Since the advent of periodic boundary conditions in molecular simulation, simulation and analysis packages have determined the unwrapped coordinates at timestep \( i + 1 \) \( \left( x_{i+1}^u \right) \) by tracking the number of periodic unit cell vectors that need to be added to account for crossing events across the unit cell boundary. Concretely, the unwrapped coordinate is calculated every step with the unwrapped coordinates of the previous step \( x_i^u \), the current wrapped position \( x_{i+1}^w \) and periodic unit cell dimensions \( L_{i+1} \):

\[
x_{i+1}^w = x_{i+1}^w - \left( x_{i+1}^w - x_i^w \right) - \left[ \frac{x_i^w - x_{i+1}^u}{L_{i+1}} + \frac{1}{2} \right] L_{i+1}
\]

We will refer to equation 1 as the heuristic method. The heuristic method has some appealing features, such as only requiring the previous unwrapped coordinates to be kept in memory while replacing the wrapped coordinates with the unwrapped coordinates in place. The heuristic method is also invertible, as typical wrapping algorithms will arrive at the exact number of box vectors needed to regenerate the wrapped coordinates. However, von Bülow et al. demonstrated that the heuristic method yields incorrect diffusion constants during microsecond long simulations in NPT ensembles, especially for small boxes. The spurious diffusion coefficients were hypothesized to arise from periodic cell dimension fluctuations due to the applied barostat. When the unwrapped position becomes large relative to the unit cell dimensions, the number of unit cells to shift the wrapped position can vary depending on the instantaneous unit cell dimension at a given timestep. Based on these findings, von Bülow et al. proposed an alternative unwrapping scheme, which we label displacement method in this study:

\[
x_i^u = x_i^w + \left( x_{i+1}^w - x_i^w \right) - \left[ \frac{x_i^w - x_{i+1}^u}{L_{i+1}} + \frac{1}{2} \right] L_{i+1}
\]

Rather than counting the number of unit cell crossing events, the displacement scheme adds the wrapped displacement at every timestep, adjusting the displacement by the unit cell dimension, if the particle would otherwise travel more than half a box dimension between timesteps. As the unwrapped trajectory is determined by a sequence of displacement vectors, and the displacement vectors are typically
smaller than the unit cell length, the displacement scheme is more robust to unit cell fluctuations when in an NPT ensemble.

However, when applied to long simulation trajectories, the displacement scheme as written in Eq. 2 has two noticeable flaws. Under certain circumstances, the displacement scheme can generate long bonds indicative of a broken molecule. Furthermore, the displacement scheme is not reversible with conventional wrapping schemes. In this study, we examine the conditions where Eq. 1 and 2 fail, and propose an alternative unwrapping scheme that corrects Eq. 2 by explicitly accounting for fluctuating unit cell dimensions.

\[
x_{i+1}^u = x_i^u + \left( x_{i+1}^w - x_i^w \right)
- \left[ \frac{x_{i+1}^w - x_i^w}{L_{i+1}} + \frac{1}{2} \right] L_{i+1}
- \left[ \frac{x_i^w - x_i^u}{L_i} + \frac{1}{2} \right] (L_{i+1} - L_i)
\]

(3)

The corrected displacement scheme (Disp-correct) retains the best features from previous unwrapping methods, in that it is invertible by typical wrapping schemes and yields the correct diffusion coefficient without structural artifacts within a molecule.

**Methods**

To thoroughly explore the three different unwrapping schemes, we generate multiple wrapped trajectories through two molecular dynamics engines in both constant volume (NVT) and constant pressure (NPT) ensembles. After unwrapping, we evaluate the trajectories and measure diffusion coefficients and long bonds within all water molecules. To measure the reversibility for the unwrapping procedure, we subsequently also wrap the coordinates once more and compare with the initial coordinates. This provides three metrics with which we can evaluate the different unwrapping schemes for their suitability in general use.

**Molecular dynamics simulations**

510 TIP3P water molecules\(^{24,25}\) were placed in a \(2.5 \times 2.5 \times 2.5 \text{nm}^3\) simulation cell via the `gmx solvate` tool of the GROMACS 5.1 software package.\(^{26}\) The water box was then minimized and equilibrated for 70 ps in a NPT ensemble at 300 K and 1 atm prior to production simulations. The equilibrated water box starting point was simulated in both an NPT and NVT ensemble for 1 \(\mu\)s with wrapped trajectory snapshots saved every 20 fs. The frequent trajectory writes allowed for diffusion analysis to be performed using different lag times. Both ensemble simulations were performed with the software packages GROMACS 2020\(^{26,27}\) and NAMD 3.0a8.\(^{28}\) As an additional point of comparison, NAMD has the feature to write out unwrapped trajectory snapshots, which allowed us to simulate a reference trajectory for the NPT ensemble for our analysis.

In our GROMACS simulations, the equation of motion was integrated every 2 fs by a leap-frog integrator. Distances within water molecules are restrained with the SET-TLE algorithm.\(^{29}\) Intermolecular interactions are considered within 1 nm for Coulomb and van der Waals forces. The low cutoff values allowed the use of small box sizes even with large volume fluctuations in the NPT ensemble. Long-range electrostatic interactions are calculated with the fast smooth particle-mesh Ewald (PME) summation method, using a 0.12 nm grid spacing.\(^{20,21}\) The pair list is generated within 1.1 nm. Pressure and temperature are controlled by a Berendsen barostat\(^{30}\) to 1 atm and modified v-rescale thermostat\(^{31}\) to 300 K, respectively.

NAMD uses the velocity verlet integrator\(^{32}\) to advance atomic position and velocities every 2 fs, using the RATTLE algorithm\(^{29}\) to restrain bond lengths to hydrogen. Interaction pairs are generated every 10 steps between atom distances up to 12 Å. Short-range electrostatic and van der Waals interactions use an identical 10 Å cutoff as our GROMACS trajectories. Interaction forces are scaled down to zero with a switching function starting at 9 Å. Long-range electrostatics are considered with PME using
a grid spacing of 1 Å.\textsuperscript{20,21} A Langevin piston\textsuperscript{22} and Langevin thermostat\textsuperscript{33} were used to adjust the temperature to 300 K and the pressure to 1 atm.

Analysis

The heuristic method had been previously implemented in \texttt{pbctools} 3.0 and \texttt{fastpbc} 1.0, while \texttt{qwrap} 1.4\textsuperscript{34} provided an implementation for the displacement method accessible from within VMD 1.9.4a48.\textsuperscript{35} Our initial implementation for Eq. 3 was developed for \texttt{pbctools} 3.0. We later implemented Eq. 3 into \texttt{fastpbc} and \texttt{qwrap} to utilize faster execution times through gpu and cpu parallelisms. All implementations are provided in github repositories, or have already been integrated into the VMD source tree. Together with supporting libraries such as \texttt{numpy},\textsuperscript{36} \texttt{sklearn},\textsuperscript{37} and \texttt{matplotlib},\textsuperscript{38} we leveraged the VMD python API to gather, store, and visualize bond-length distributions, compute mean squared displacements, and compare coordinates between the original trajectories and the same trajectories after applying both wrapping and unwrapping operations. The mean square displacements were used to determine diffusion coefficients from the Einstein relation:\textsuperscript{39}

\[
D = \frac{\Delta(MSD)}{6\Delta t}
\]

and subsequently using the \texttt{sklearn}\textsuperscript{37} to determine a linear fit between MSD and time. The source code to build these analyses is available on ResearchGate.

Results and Discussion

Diffusion coefficients

The motivation for von Bülow et al.\textsuperscript{23} to propose alternative unwrapping schemes focused on how the heuristic scheme overestimates diffusion coefficients for simulations conducted in NPT ensembles. Analysis for our own independent simulations find similar results (Figure 1, S3-33), where the heuristic scheme can overstate the diffusion coefficient by up to a factor of 60. The unit cell size changes caused by the barostat within a NPT ensemble are clearly the underlying cause for this issue, as the diffusion estimates agree between unwrapping methods for NVT-generated trajectories.

One hypothesis proposed by von Bülow et al.\textsuperscript{23} is that the displacement and heuristic methods would agree once the trajectory frequency analysis rates trend towards zero. From Figure 1, we see that this is true only for GROMACS trajectories, and that instead NAMD trajectories have increased apparent diffusion after unwrapping with less time between frames. This counter-intuitive finding appears to be related to the variation in the unit cell dimensions within a NAMD trajectory, which vary more quickly than what was observed for a GROMACS trajectory (Figure S4). Faster variation in the box dimension would lead to more events where the particle crosses a PBC boundary that moves underneat it.

Bond length distributions

A correctly implemented unwrapping scheme should move the atomic positions only by multiples of the box dimension for a given frame. Consequently, bond lengths between atoms should not change during the unwrapping process, as a molecule should move together as one unit during simulation. To verify correctness for the existing heuristic (Eq. 1) and displacement (Eq. 4) schemes, we calculated the bond lengths over long trajectories (Figure 2), and compared them against our new corrected displacement scheme from Eq. 3. Since our system is entirely composed of water, bond lengths are expected to be uniformly less than 1 Å. However, for both the heuristic and displacement schemes, we observe longer bond lengths on the nanometer length scale, indicative of stretched and unphysical water molecule geometries (Figure 2).

The mechanism for generating the stretched bonds for the heuristic and displacement schemes are unique between the methods. As seen in Figure 2A, the spurious bond lengths for
the heuristic method are primarily quantized in increments of 2.5 nm, the PBC dimensions. Diagonal long bonds are also present, as evidenced by 3.5 and 4.3 nm bond lengths. It has been hypothesized that the discrete bonds are the result of atomic motion beyond half of a unit cell between trajectory frames. However, atoms have been measured to move around 2.5 Å on average between frames for the 2 ps trajectory frequency (Figure S5). While we cannot exclude that atoms moved more then half the box size in our simulations between trajectory writes, long bonds occur too frequently and only after a significant long simulated trajectory, suggesting that an alternative mechanism is at play.

To demonstrate the origin for the quantized heuristic errors, we work through a concrete example observed from our own simulation trajectory. At a given time well into the simulation trajectory, the unit cell dimension is 25.24 Å. Two atoms $a_1$ and $a_2$ on the same molecule are at wrapped $x$-coordinates $x_1^w = 9.12$ Å and $x_2^w = 10.06$ Å, respectively, connected by a standard 1 Å bond. The unwrapped coordinates $x_1^u = 463.43$ Å and $x_2^u = 464.38$ Å are much larger, as the atoms have already traversed 18 simulation boxes. In the next time step, both atoms move backwards and exchange relative orientations to $x_1^w = 6.43$ Å and $x_2^w = 5.46$ Å. Simultaneously, the box length shrinks to 24.76 Å. When calculating the new unwrapped coordinates, the wrapped $x$-coordinate for atom $a_1$ is moved by $\left\lfloor \frac{463.43 - 6.43}{24.76} + \frac{1}{2} \right\rfloor = 18.96 = 18$ PBC dimensions. However, atom $a_2$ is moved by $\left\lfloor \frac{464.38 - 5.46}{24.76} + \frac{1}{2} \right\rfloor = 19.03 = 19$ PBC dimensions. In this demonstration, the molecule is not near a box edge in wrapped coordinates, and so crossing events themselves are not problematic. Instead, the error arises from mixing together coordinates expressed in different unit cell dimensions (Figure 3). More generally, in the limit when $x_i^u$ becomes large relative to $L_{i+1}$, small deviations in the box dimension can change the value for the floor function within Eq. 1 more or less at random. Common barostats scale the atomic positions when the unit cell changes size, and this is not taken into account in Eq. 1. Thus, it appears that in rare circumstances the heuristic method miscounts the number of simulation boxes to move an atom within our trajectories, in agreement with the findings by von Bülow et al. Since the unwrapped coordinates are cumulative with prior unwrapped steps, these errors propagate across time when unwrapping a simulation trajectory. When the box size changes quickly, as is the case for our NAMD trajectories with a fluctuating barostat (Figure S4), the floor func-
Figure 2: (A) Histograms of bond lengths after 1 µs for different trajectory frequencies in NAMD (red) and GROMACS (blue) using the three unwrapping implementations defined by Equations 1-3. Each row within the figure highlights a different combination of simulation engine and trajectory frequency, with the distribution colored according to the legend above. Each bin starts with a value of one to prevent the undefined logarithm of zero. (B) Fraction of bond lengths over 0.95 nm during the simulation.
tion will more frequently split apart molecules (Figure 2B).

Figure 3: Schematic of the heuristic method showing an unwrapping error occurring at step \( k+1 \) after a significant box size reduction. During the simulation atoms move between time steps \( s_{i-1} \) and \( s_i \). Afterwards the positions \( w_i \) are wrapped. In the post-processing analysis the coordinates \( u_i \) are unwrapped.

Unlike the quantized heuristic errors, the bond length distribution for GROMACS trajectories handled with the displacement scheme is effectively continuous (Figure 2A). The displacement method does not miscount unit cell traversals, as these are not actually tracked with the method. Each unwrapping timestep only checks if a box jump event occurred and shifts the coordinates accordingly by at most one box vector. However, the displacement scheme does not account for the coordinate scaling during the unwrapping process, and can under certain circumstances extend or shrink a bond by the difference in the unit cell dimensions. When aggregating the results over many thousands of frames, the small bond length deviations add up to larger errors. Interestingly, this is only a problem for the GROMACS trajectories. GROMACS, unlike NAMD, will split molecules when wrapping trajectories across a periodic boundary. Thus, the displacement vectors for GROMACS within a molecule can vary significantly between atoms, while the NAMD trajectories do not increase the bond length.

To elucidate the displacement error, let us consider another concrete example from our simulation trajectory, again focusing on the behavior of two atoms. After around 40 ps in the simulation, the x coordinates of two bound atoms \( a_1 \) and \( a_2 \) are \( x_1 = 1.43 \text{ Å} \) and \( x_2 = 0.92 \text{ Å} \), respectively. The atoms did not move across the periodic box yet, and therefore the wrapped and unwrapped coordinates are identical. The bond length between the atoms is around 1 Å, with an x-contribution of \(|1.43 - 0.92| \text{ Å} = 0.51 \text{ Å}\). 2 ps later, the two atoms moved backwards, resulting in the jump of \( a_1 \) across the periodic box. The new wrapped coordinates are \( x_{1w} = 24.54 \text{ Å} \) and \( x_2 = 0.27 \text{ Å} \), with a box size of 25.13 Å, implying a bond length along the x-dimension of 0.86 Å. Using the displacement unwrapping scheme from Eq. 2 to unwrap the coordinates of \( a_1 \), the displacement between the current frame and the previous frame is added to the unwrapped coordinates from the previous frame, and the current box dimension is subtracted to account for the periodic jump that particle 1 undertook: \( x_{1w}^u = 1.43 \text{ Å} + (24.54 - 1.43) \text{ Å} - 25.13 \text{ Å} = -0.59 \text{ Å} \). At this point, the bond length along the x-dimension remains 0.86 Å for the unwrapped coordinates \((-0.59 - 0.27) \text{ Å} = 0.86 \text{ Å}\). However, after an additional 2 ps simulation time, the atoms moved again to the wrapped coordinates \( x_{1w} = 24.47 \text{ Å} \) and \( x_2 = 0.23 \text{ Å} \), and the box shrunk to 25.02 Å. Applying again the displacement unwrapping scheme to \( a_1 \) yields \( x_{1w}^u = -0.59 \text{ Å} + (24.47 - 24.54) \text{ Å} = -0.66 \text{ Å} \). Finally, we can compare the x contributions to the bond length again, yielding \(|-0.66 - 0.23| \text{ Å} = 0.89 \text{ Å} \) for the unwrapped and \(|(24.47 - 25.02) - 0.23| \text{ Å} = 0.78 \text{ Å} \), for the wrapped coordinates. The barostat scaling the atomic coordinates when adjusting the box volume causes this discrepancy. The error between the unwrapped and wrapped x coordinate difference, \(|0.89 - 0.78| \text{ Å} = 0.11 \text{ Å} \) is exactly the difference in the box dimension between the current and last frame \( |25.02 - 25.13| \text{ Å} = 0.11 \text{ Å} \). Recognizing this error yields Eq. 3, which was designed to eliminate these changes.
in distance between atoms near periodic boundaries caused by Eq. 2.

**Scheme Reversibility**

**Table 1:** Average differences in atomic positions between unwrapping methods and reference after certain simulation times. The reference positions are obtained from a NAMD trajectory without wrapping. To get coordinates for the different unwrapping methods, the reference trajectory is wrapped and subsequently unwrapped by the respective method.

| Time (fs) | RMSD ref. to unwrap. method |
|----------|----------------------------|
| 0 fs     | 0.e+00  0.e+00  0.e+00 |
| 0.2 ps   | 0.e+00  0.e+00  5.73e-08 |
| 1 ps     | 0.e+00  3.65e-02 7.70e-08 |
| 10 ps    | 0.e+00  4.27e-02 2.12e-07 |
| 0.1 ns   | 0.e+00  1.45e-01 9.73e-07 |
| 1 ns     | 0.e+00  5.70e-01 3.47e-06 |
| 10 ns    | 0.e+00  1.9e+00 7.53e-06 |
| 0.1 µs   | 4.95e+00 5.8e+00 1.34e-05 |
| 1 µs     | 1.84e+03 1.8e+01 2.16e-05 |

The application of wrapping and unwrapping should be a reversible operation that might be applied repeatably. To test the reversibility for the schemes introduced by Eqs. 1-3, the NAMD unwrapped NPT reference trajectory was wrapped followed by unwrapping with the respective method. Afterwards, the RMSD between the original and newly unwrapped coordinates were compared (Table 1). Both the heuristic and displacement scheme are observed to not preserve atomic positions, with significant RMSDs for the displacement method occurring after 0.1 ns, and the heuristic method failing after 100 ns when the atoms travel far from the origin. By contrast, the correction term preserves atomic positions to within the limit of single precision floating point arithmetic, with the increase in RMSD corresponding to the larger and larger atomic positions that reduce accuracy.

The key advance that enables the success for Equation 3 is the correction term that takes into account the scaling of atomic positions after a change in the box volume. The traversed boxes count is multiplied with the box size change between the current $L_{i+1}$ and last $L_i$ iteration, and subtracted from the atom positions as defined in Equation 3. The additional term corrects the diffusion overestimate for the heuristic scheme (Equation 1) observed in Figure 1. As seen in Figure 2, the bond lengths when applying Equation 3 are uniform, and their 0.1 nm length conforms to our expectation for water structure.

Table 1 also suggests that the correct choice for unwrapping schemes depends on the context. The heuristic scheme’s shortcomings only become readily apparent in a long simulation where the box size varies. Unwrapping NVT simulations would be expected to yield correct results under any scheme, so long as trajectory frames are taken frequently enough so that PBC crossing events are not missed. The lower memory footprint for the heuristic scheme may be beneficial in some instances. However, when unwrapping a trajectory with changing box dimensions, as is typically the case for simulations in a constant pressure ensemble, the heuristic scheme will eventually fail. In these instances, the corrected displacement scheme from Equation 3 is essential to capturing the correct molecular geometries and diffusive behavior. To facilitate wide adoption for the new scheme, we have implemented Equation 3 into the VMD packages pbctools, fastpbc and qwrap.

**Conclusion**

In this study, we have demonstrated that the current implementations for the heuristic and displacement unwrapping methods lead to inaccurate unwrapped atomic positions through three different criteria; measured diffusion coefficients, bond lengths, and reversibility. The heuristic case (Equation 1) struggles if the simulated time scale leads to atomic positions that would be much larger than the periodic box size, leading to uncertainties for how many periodic boxes a molecule needs to be moved when the PBC dimensions change. The displacement
method (Equation 2) leads to changing internal geometries as the box dimensions change. We therefore proposed a correction to the displacement scheme Equation 3 that faithfully reproduces molecular geometries over time, and recommend its adoption when analyzing future simulations.

However, past conclusions from these simulations are unlikely to materially change, irrespective for the wrapping algorithm. Prior unwrapping schemes fail most obviously for pathological systems where a small fluctuating unit cell is simulated for an extended period of time. Only in a handful of studies likely meet these criteria, as diffusion coefficient estimates converge quickly enough that extended simulations are not required. Likewise, the trend towards larger simulation systems increases the timescales over which the heuristic approximation from Equation 1 is valid. However, with the increasing availability for graphical processing units or special purpose machines such as Anton 3 to deliver longer and longer trajectories, we foresee a future where box dimension changes must explicitly be accounted during trajectory analysis.
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This PDF file includes

- Figures S1 to S33

Other supplementary information

- Dataset for the simulation on ResearchGate. Contains simulation input, topology and coordinate files to rerun the simulations, as well as python and tcl scripts to do the analysis and generate the images in this publication.

- pbctools implementation is on github.

- qwrap implementation is also on github.

- fastpbc implementation, which has already been integrated into the VMD source tree.
Figure S4: (Top) Isotropic box length fluctuations during the NPT simulations for NAMD (left) and GROMACS (right) over the simulation time. (Bottom) Histograms for the box length change after 2 ps intervals. The box volume fluctuates significantly more during the NAMD simulations.
Figure S5: Histogram of the displacements after 2 ps intervals in the NAMD NPT reference simulation with unwrapped snapshots. The average displacement is around 0.25 nm, although rarely much higher displacements are possible. With increasing simulation time the molecules diffuse further away from the original simulation box. Due to the coordinate scaling of the barostat, the histograms get distorted with increasing simulation time, as molecules further away from the original simulation box are more affected by this scaling (compare left and right histogram). We cannot exclude that atoms moved more than half a box length during our simulation, resulting in an unwrapping error, but we assume that these events happen far less frequent than the other errors discussed in this manuscript.
Figure S6: Mean square displacements for the NPT simulation in GROMACS with the displacement method and a trajectory frequency of 2 ps.
Figure S7: Mean square displacements for the NPT simulation in GROMACS with the displacement method and a trajectory frequency of 1 ps.
Figure S8: Mean square displacements for the NPT simulation in GROMACS with the displacement method and a trajectory frequency of 0.5 ps.
Figure S9: Mean square displacements for the NPT simulation in GROMACS with the displacement method and a trajectory frequency of 0.2 ps.
Figure S10: Mean square displacements for the NVT simulation in GROMACS with the displacement method and a trajectory frequency of 0.2 ps.
Figure S11: Mean square displacements for the NPT simulation in GROMACS with the heuristic method and a trajectory frequency of 2 ps.
Figure S12: Mean square displacements for the NPT simulation in GROMACS with the heuristic method and a trajectory frequency of 1 ps.
Figure S13: Mean square displacements for the NPT simulation in GROMACS with the heuristic method and a trajectory frequency of 0.5 ps.
Figure S14: Mean square displacements for the NPT simulation in GROMACS with the heuristic method and a trajectory frequency of 0.2 ps.
Figure S15: Mean square displacements for the NVT simulation in GROMACS with the heuristic method and a trajectory frequency of 0.2 ps.
Figure S16: Mean square displacements for the NPT simulation in GROMACS with the corrected displacement method and a trajectory frequency of 2 ps.
Figure S17: Mean square displacements for the NPT simulation in GROMACS with the corrected displacement method and a trajectory frequency of 1 ps.
Figure S18: Mean square displacements for the NPT simulation in GROMACS with the corrected displacement method and a trajectory frequency of 0.5 ps.
Figure S19: Mean square displacements for the NPT simulation in GROMACS with the corrected displacement method and a trajectory frequency of 0.2 ps.
Figure S20: Mean square displacements for the NVT simulation in GROMACS with the corrected displacement method and a trajectory frequency of 0.2 ps.
Figure S21: Mean square displacements for the NPT simulation in NAMD with the displacement method and a trajectory frequency of 2 ps.
Figure S22: Mean square displacements for the NPT simulation in NAMD with the displacement method and a trajectory frequency of 1 ps.
Figure S23: Mean square displacements for the NPT simulation in NAMD with the displacement method and a trajectory frequency of 0.5 ps.
Figure S24: Mean square displacements for the NPT simulation in NAMD with the displacement method and a trajectory frequency of 0.2 ps.
Figure S25: Mean square displacements for the NVT simulation in NAMD with the displacement method and a trajectory frequency of 0.2 ps.
Figure S26: Mean square displacements for the NPT simulation in NAMD with the heuristic method and a trajectory frequency of 2 ps.
Figure S27: Mean square displacements for the NPT simulation in NAMD with the heuristic method and a trajectory frequency of 1 ps.
Figure S28: Mean square displacements for the NPT simulation in NAMD with the heuristic method and a trajectory frequency of 0.5 ps.
Figure S29: Mean square displacements for the NPT simulation in NAMD with the heuristic method and a trajectory frequency of 0.2 ps.
Figure S30: Mean square displacements for the NVT simulation in NAMD with the heuristic method and a trajectory frequency of 0.2 ps.
Figure S31: Mean square displacements for the NPT simulation in NAMD with the corrected displacement method and a trajectory frequency of 2 ps.
Figure S32: Mean square displacements for the NPT simulation in NAMD with the corrected displacement method and a trajectory frequency of 1 ps.
Figure S33: Mean square displacements for the NPT simulation in NAMD with the corrected displacement method and a trajectory frequency of 0.5 ps.
Figure S34: Mean square displacements for the NPT simulation in NAMD with the corrected displacement method and a trajectory frequency of 0.2 ps.
Figure S35: Mean square displacements for the NVT simulation in NAMD with the corrected displacement method and a trajectory frequency of 0.2 ps.
Figure S36: Mean square displacements for the reference simulation in NAMD with a trajectory frequency of 0.2 ps.
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