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Abstract—Non-differentiable controllers and rule-based policies are widely used for controlling real systems such as telecommunication networks and robots. Specifically, parameters of mobile network base station antennas can be dynamically configured by these policies to improve users coverage and quality of service. Motivated by the antenna tilt control problem, we introduce Model-Based Residual Policy Learning (MBRPL), a practical reinforcement learning (RL) method. MBRPL enhances existing policies through a model-based approach, leading to improved sample efficiency and a decreased number of interactions with the actual environment when compared to off-the-shelf RL methods. To the best of our knowledge, this is the first paper that examines a model-based approach for antenna control. Numerical simulations reveal that our method delivers strong initial performance while improving sample efficiency over previous RL methods, which is one step towards deploying these algorithms in real networks.

Index Terms—model-based reinforcement learning; sample efficiency; mobile networks; antenna tuning.

I. INTRODUCTION

With the increase in complexity of mobile networks from generation to generation, there has been a growing interest in data-driven methods to tune configuration parameters. Networks consist of base station antennas with many configuration parameters that are traditionally configured manually by skilled engineers or using hand-engineered rule-based policies designed to improve network key performance indicators (KPIs) such as coverage, signal quality, or capacity [1], [2]. In contrast, data-driven methods are expected to scale better and adapt to different network conditions. Reinforcement learning (RL) is one popular and flexible method for automatically learning to tune such parameters from data. However, training an RL agent requires a lot of data, which usually involves sampling from an environment. In addition, agents initially tend to have poor performance for multiple iterations before learning useful behaviors. In telecommunications networks, sampling data from the network can be costly, time-consuming, and excessively risky [3]. Addressing sample efficiency, and the poor initial performance of the RL agents, is necessary in order to facilitate their deployment in real networks.

In this paper, we focus on the problem of tuning base stations’ antenna parameters such as the tilt angle, where RL methods have already been shown to outperform legacy solutions [1], [2], [4]. Previous works have addressed the problem of antenna tilt control with RL by using standard algorithms, such as DQN [5], or focused on the multi-agent aspect [2], [6], [7] without considering sample efficiency. Sample efficiency is important as training RL agents even in simulation can be expensive, and the current number of samples needed to reach a good performance makes online training impractical.

There exist several approaches to address sample efficiency in RL. A practical approach is to use a model of the environment to generate training data for the agent, thus lowering the need for sampling data points from the environment. Model-based approaches, such as MBPO [8], and Dreamer [9], learn such a model using environment data and use it to generate extra training data for a model-free RL algorithm. These methods have shown impressive gains in sample efficiency, but just as many other RL methods, they suffer from poor initial performance because the agent starts by exploring the environment with random actions. Other methods leverage a baseline policy during training [10], [11], which can lead to strong initial performances and, in some cases, an increase in sample efficiency. In that spirit, Residual Policy Learning (RPL) [10] consists of learning a correction term to a deterministic baseline policy, which does not need to be differentiable.

Another body of literature has investigated safe reinforcement learning approaches for tilting antennas [12], [13]. For instance, Vannella et al. used a rule-based policy as a behavioral policy to gather data from the environment [4]. This data was then used to learn a greedy policy using an off-policy algorithm. Even though these methods make the training process safer, they do not necessarily increase the sample efficiency. For antenna tuning problems, sample efficiency is of core importance to enable learning in the real world, but also of practical importance when learning in simulation. The algorithm proposed in this paper specifically targets this aspect, along with the initial performance of the agent, and can be combined with previous works that consider safety and multi-agent coordination.

With the goal of further increasing sample efficiency while maintaining strong initial performance, we expand upon ideas from both model-based methods and baseline policy techniques. We propose a practical model-based RL algorithm that can augment existing hand-engineered policies [1], or safe baselines [4] for tuning antenna down tilt in a telecommunication network. However, relying on baselines has drawbacks, mostly due to biased data caused by limited exploration [4], [13].
By introducing a model-based component, the dataset can be augmented with trajectories generated from an agent that is actively interacting and exploring within the model. This approach seeks to mitigate the bias, allowing for more robust evaluation and potentially enhancing the overall effectiveness of the system.

Contribution-wise, in this work we introduce the problem of controlling antennas in a telecommunication network as an RL problem with continuous actions (discrete actions were used in previous works). We present a novel method using a model-based approach to learn a correction term to a baseline policy, extending the RPL idea to stochastic policies, and demonstrate cumulative gain by combining it with model-based methods when applied to controlling antenna tilt. We provide a theoretical analysis of the algorithm’s performance bound and empirically show in simulated mobile networks that our algorithm outperforms the state-of-the-art (DQN [1]) in terms of sample efficiency and initial performance, making it a more practical alternative for real-world deployment in controlling antennas in a telecommunication network. Finally, an ablation study highlights the contributions of both our extension to the residual learning concept and the model-based component. Additional details, including proofs of the presented lemmas, simulation parameters, and further experiments, can be found in our technical report https://arxiv.org/abs/2211.08796.

II. BACKGROUND

A. Markov decision process

We model the problem as a Markov Decision Process (MDP): \((\mathcal{S}, \mathcal{A}, r, p, \rho_0)\). Here, \(\mathcal{S}\) is the state-space, \(\mathcal{A}\) the action-space, \(r: \mathcal{S} \times \mathcal{A} \times \mathcal{S} \to \mathbb{R}\) the reward function, \(p: \mathcal{S} \times \mathcal{A} \to \Delta(\mathcal{S})\) the transition probability function (also known as transition dynamics; \(\Delta(\mathcal{S})\) is the space of probability distributions with support \(\mathcal{S}\)), and \(\rho_0(s)\) is the initial state probability distribution. At step \(t\), the agent observes the current state \(s_t\) of the system, and selects \(a_t\) according to a stationary Markov policy \(\pi: \mathcal{S} \to \Delta(\mathcal{A})\). The goal of the agent is to find a policy \(\pi\) that maximizes the total discounted reward collected from the environment. For a discount factor \(\gamma \in (0, 1)\), we define the discounted value of \(\pi\) as \(V^\gamma(\rho_0) = \mathbb{E}_{s_0 \sim \rho_0}[\sum_{t=0}^{\infty} \gamma^t r(s_t, a_t, s_{t+1})]\), where \(s_{t+1} \sim p(\cdot | s_t, a_t)\) and \(a_t \sim \pi(\cdot | s_t)\).

B. Residual policy learning

RPL consists in learning a correction term \(\pi_\theta\) to a baseline policy \(\pi_0\) (refer to [10] for more details). The baseline policy \(\pi_0\) does not need to be differentiable. This baseline policy can represent prior knowledge in the form of an existing controller. The baseline may come from a hand-engineered method, a control theoretic approach, or result from an RL agent trained under different conditions.

C. Model-based RL

In RL problems the transition function is usually unknown, and in model-based RL it is explicitly learned during training by learning a parameter \(\theta\) of a model \(p_\theta\) such that \(p_\theta \approx p\). Specifically, for a given buffer of experiences \((s_t, a_t, r_t, s_{t+1}) \in \mathcal{B}\), a model \(p_\theta\) is usually learned by maximizing the log-likelihood of the data so that \(\theta \leftarrow \arg \max_{\theta} \mathbb{E}_{(s,a,r,s') \sim \mathcal{B}} \log L(s, a, r, s'; \theta)\), where \(L\) is the likelihood function. Using this learned model, it is possible to use model-free methods to learn a policy \(\pi\) using data sampled from \(p_\theta\) (for more details, see also [8]). The benefit of this approach is that the user can significantly reduce the number of experiences sampled from the true environment, which may be challenging or costly to acquire in certain scenarios. Finally, note that the reward function is often assumed to be known, and other times it must be learned along with the transition dynamics. In this work, we consider both cases.

III. PROBLEM FORMULATION

Mobile telecommunication networks are composed of a number of base stations to which one or several antennas are mounted. The antennas transfer data to and from several users, such as cellphones and computers. A user decides which antenna to attach to based on signal strength. Users attached to the same antenna form a cell. In the coverage and capacity optimization problem, the goal is to control the tilt of the antennas such that all users have good coverage, good signal quality, and that many users can send and receive data at the same time. When adjusting the parameters of the antennas, these quantities will be affected, and the down-tilt angle \(w\) is the one of the most influential parameters [4], [14], [15]. Fig. 1 (right) illustrates its influence on coverage and signal quality.

A. System Model

A common way to measure coverage is via the Reference Signal Received Power (RSRP), which is the power of the signal received by a user attached to a cell [2], [15]. We denote the RSRP of user \(u\) attached to cell \(c\) as \(\rho_u^c\). The RSRP is a function of the transmitted power from the antenna \(P_c\), the gain of the antenna \(G_u^c\), and path loss \(L_u^c\): \(\rho_u^c = P_cG_u^cL_u^c\). The gain is a function of the down-tilt angle \(w\), and the path-loss depends on obstacles (such as buildings and trees) and the medium of transmission. To model the relation between tilt angle and the antenna gain, we use a standardized horizontal vertical radiation pattern according to 3 GPP case 1 and 3 [16].
Since RSRP is a function of \( w \) and the users decide which cell to attach to based on the RSRP, the down-tilt angle affects how many users are attached to a cell. There are a number of ways to use RSRP to measure the coverage of the entire cell. We used the average log RSRP across users attached to that cell: \( \text{COV}_c = \frac{1}{|U_c|} \sum_{u \in U_c} \log \rho_u^n \), where \( U_c \) is the set of indices of users in cell \( c \).

The signal quality can be measured via the Signal to Interference and Noise Ratio (SINR). The SINR \( \gamma \) of user \( u \) attached to cell \( c \) can be defined as the corresponding RSRP value, divided by a noise term plus the RSRP from all other cells: \( \gamma_u^c = \frac{\rho_u^n}{\kappa \sum_{i \in U_c \setminus \{c\}} \rho_i^n + \sigma^2} \). Here, \( \kappa \) is the noise term and \( C \) the set of cell indices. We measured the quality in a cell as the average log SINR over users: \( \text{QUAL}_c = \frac{1}{|U_c|} \sum_{u \in U_c} \log \gamma_u^c \).

The throughput for user \( u \) attached to cell \( c \) can be defined as: \( T_u^c = \frac{\omega_u^n}{|U_c|} \log_2(1 + \gamma_u^c) \). Here, \( \omega_B \) is the bandwidth per physical resource block, and it is assumed that each user is assigned the same number of physical resource blocks \( n_B \). We measure the capacity for a cell with the average log throughput across users: \( \text{CAP}_c = \frac{1}{|U_c|} \sum_{u \in U_c} \log T_u^c \).

In general, we use the logarithmic of the geometric mean to compute the KPIs in order to provide some notion of fairness in the reward function. It discourages giving a few users very bad KPI values in order to increase the majorities values.

B. MDP Formulation

The antenna tilt problem can be modeled as an MDP where each antenna is controlled by a single agent, making it a multi-agent problem. We decided to reduce the complexity via parameter sharing between agents. Each agent observes the state in its proximity and picks an action, but the policy is shared across agents. The shared policy is trained on data from all the agents. Each agent observes the state in its proximity and picks an action, but the policy is shared across agents. The shared policy is trained on data from all the agents.

a) Observation space: The agent observes its current tilt angle \( w \), and the current value of the key performance indicators (KPIs): coverage, capacity and quality in its corresponding cell. The dimensionality of the observation space is 4.

b) Action Space: The agent outputs one continuous change of tilt-angle \( \Delta w_i \) in \([-1°, 1°]\) for each antenna \( i \). The tilt-angle \( w_i \) for the \( i \)-th antenna is limited to lie between \( 0° \) and \( 15° \). The change in tilt angle affects the KPIs according to the model described in III.

c) Reward function: The reward function at time \( t \) is a sum of the coverage, capacity and quality at time \( t + 1 \). For a cell \( c \) we have: \( r_{c,t} = \text{COV}_{c,t+1} + \text{QUAL}_{c,t+1} + \text{CAP}_{c,t+1} \).

All three metrics were normalized to have mean \( \mu \approx 0 \) and standard deviation \( \sigma \approx 1 \). We had to limit the standard deviation further for some of the metrics to prevent outliers. The mean and standard deviation were measured empirically by running simulations with a random policy prior to training the agent.

IV. Method

We are interested in solving the problem by reducing the number of interactions needed with the actual environment, which is a common requirement in many applications. To that aim, we propose Model-Based Residual Policy Learning (MBRPL), which improves on the residual-policy learning concept by considering a model-based approach. Firstly, we incorporate prior knowledge through a baseline policy to achieve strong initial performance and to guide the training in a sound direction. Secondly, we use a model-based approach for training the correction term to reduce the number of samples needed from the true environment.

A. Stochastic Residual Policy Learning

As explained in Section II, Residual Policy Learning combines a baseline policy \( \pi \) with a correction term \( \pi_b \). The baseline policy does not need to be differentiable, and can be of any form. Silver et al. [10] consider deterministic policies, whereas we focus on stochastic policies (such as PPO [17] or SAC [18]) that make use of an actor-critic training procedure. In fact, these algorithms have empirically shown to lead to more stable training than deterministic policies trained, for example, using DDPG. Combining a stochastic policy \( \pi \) with a baseline policy \( \pi_b \), which does not necessarily need to be stochastic, can be done in different ways depending on the problem of interest. In this work, we focus on problems with continuous action spaces, and therefore at step \( t \) the action chosen by the agent can be represented as \( a_t = f(\alpha_t^c, \alpha_t^b) \), where \( (\alpha_t^c, \alpha_t^b) \) are, respectively, the actions chosen by the correction term and the baseline term at time \( t \). The function \( f \) combines the two actions and can be customized.

For example, assume that the correction term is represented by a Gaussian distribution of parameters \( \phi = (\mu, \sigma) \). If the baseline term is deterministic, and \( f(x, y) = x + y \), then the overall policy at time \( t \) can be expressed as \( \pi_{\phi}(\cdot|s_t) = \mathcal{N}(\mu(s_t), \sigma^2(s_t)) \), where the parameters \( (\mu, \sigma) \) are learned online using classical policy learning methods, such as SAC. If the baseline policy also represents a Gaussian distribution with parameters \( \mathcal{N}(\mu_b, \sigma_b^2) \), independent to the correction term, we simply derive \( \pi_{\phi}(\cdot|s_t) = \mathcal{N}(\mu_b(s_t) + \mu(s_t), \sigma^2_b(s_t) + \sigma^2(s_t)) \). The policy is initialized to closely follow the baseline \( \pi_b \). For instance, if the correction term is a neural network, we initialize the weights of the last layer to be approximately 0. This initialization leads to a stronger initial performance. However, the random initialization of the critic can still create an initial performance drop, since the critic guides the training of the actor in the "wrong" direction. To overcome this problem, just as in RPL, we let the critic train while keeping the policy unchanged during the initial phase. The number of training steps during which the critic trains with a constant policy is denoted as Critic Burn-In (CBI), represented by the parameter \( B_{\text{CB}} \). In summary,
Algorithm 1 Model-Based Residual Policy Learning (MBRPL)

Input: Baseline policy $\pi_0$; critic burn-in period $B_{\text{in}}$.
1: Initialize model $p_B$; critic $Q_0$ and replay buffer $B$.
2: Initialize combined policy $\pi_\phi$, where $\phi$ is the parameter of the correction term.
3: for $t = 1,\ldots,T$ do
4:   Sample experiences $(s_t, a_t, r_t, s_{t+1} \ldots)$ from the true environment using $\pi_0$ and add them to the buffer $B$.
5:   Train $p_B$ on a batch $B$ sampled from $B$ using maximum likelihood.
6:   Sample batch of experiences $(s_\delta, a_\delta, r_\delta, s_{\delta+1})$ from $B$.
7:   for $\tau = \delta,\ldots,\delta + H$ do
8:      $s_{\tau+1} \sim p_B(s'_{\tau} \mid s_{\tau}, \pi_\phi(s_{\tau}))$ \{Predict next state batch\}
9:   end for
10: Compute critic loss on $(s_\tau, a_\tau, r_\tau, s_{\tau+1})$ and update $\psi$ using gradient descent.
11: if $t > B_{\text{in}}$ \{CBI condition\} then
12:   Compute the actor loss on $(s_\tau, a_\tau, r_\tau, s_{\tau+1})$ and update the parameter $\phi$ using gradient descent.
13: end if
14: end for

this approach extends the existing RPL algorithm to support training stochastic policies and use more recent model-free RL algorithms such as SAC to learn the policy residual.

B. Model-Based Residual Policy Learning (MBRPL)

Motivated by maximizing sample efficiency, we propose to combine stochastic RPL with a model-based approach. We give a high level description of the algorithm in Algorithm 1 (the algorithm describes an on-policy training, but it can be easily adapted to be off-policy). The training method consists of alternating between learning the dynamics, predicting future states and rewards, and training the residual policy and critic on the real and predicted data.

A function approximator $p_B$ is introduced to model the true environment, which is trained by maximizing the likelihood between the generated data and true data sampled from the environment. The frequency at which the model is trained and the number of data points used to train it at each step are hyperparameters of the algorithm. This part of the method is similar to existing model-based RL methods [8].

The policy is formed using stochastic residual policy learning, and the correction term is trained using trajectories generated by the learned model $p_B$ using off-policy model free methods (however, also on-policy methods can be used). In particular, we use SAC to train the stochastic policy residual. A specificity of our method is that we perform a policy update after each generated trajectory points, instead of considering the whole trajectory as a batch. All the hyperparameters and design choices (e.g., model representation) will be discussed in the experiment section and technical report. For the scenario of antenna tuning, we use a small multi-layer perceptron.

Parameters are expected to change between 15 min to 1 d, which makes the real time operation of the learned policy feasible in a real network.

C. Theoretical performance

We now theoretically analyze the performance bound of the learned policy compared to both how close the baseline policy is to the optimal solution and how close the model is to the true transition model. Since the baseline policy is not necessarily tuned in the same environment $M$ where the corrected policy will operate, but possibly a different one $M_b$, we analyzed the performance of the corrected policy in $M$ depending on its performance in $M_b$. To that aim, for a discount factor $\gamma$, we denote by $V^*_M$ the discounted value of $\pi$ in $M$, and similarly we indicate by $V^*_{M_b}$ the discounted value of $\pi$ in $M_b$.

To derive a performance bound, we first consider the following lemma that bounds the performance of a generic policy $\pi$ in two similar environments $M$ and $M_b$, with the same reward, and different transition functions $p_b$ and $p_1$. Assuming that $(p_0, p_1)$ are similar in the Kullback-Leibler sense, we derive the following result (the proof is provided in the technical report).

Lemma 1. Consider two MDPs $M = (S, A, r, p_1)$ and $M_b = (S, A, r, p_b)$ and a Markov stationary policy $\pi$. Let $r \in [0, 1]$, and assume that $KL(p_b(s, a), p_1(s, a)) = E_{s', \sim p_b(s, a)} \log \frac{p_b(s' \mid s, a)}{p_1(s' \mid s, a)} \leq \varepsilon$ for all $(s, a)$. Then $|V^*_M(\mu) - V^*_{M_b}(\mu)| \leq \sqrt{2 \varepsilon \gamma (1 - \gamma)} V^*_M(\mu)$ for any distribution $\mu$ of the initial state.

Given this performance bound, the idea is to evaluate the performance of the corrected policy $\pi_\phi$, knowing the performance of the baseline term $\pi_b$ in the environment $M_b$ in which it was trained. Similarly as before, assuming that the correction policy and the baseline policy are close in the KL-sense, we derive the following.

Lemma 2. Consider two MDPs $M = (S, A, r, p)$ and $M_b = (S, A, r, p_1)$, with $r \in [0, 1]$, that satisfy $KL(p_b(s, a), p(s, a)) \leq \varepsilon_\pi$ for all $(s, a) \in S \times A$. Let $\pi_b$ be a Markov policy trained on $M_b$, and let its average total discounted reward be $V^*_M(\mu)$, for some initial distribution of the state $\mu$ and discount factor $\gamma$. Assume that $\max_s KL(\pi_\phi(s), \pi_b(s)) \leq \varepsilon_\pi$. Then

$$V^*_M(\mu) \geq V^*_M(\mu) - \sqrt{\frac{2 \varepsilon_\pi}{1 - \gamma}} \left( \frac{\sqrt{\varepsilon_\pi}}{1 - \gamma} + \gamma \sqrt{\varepsilon_\pi} \right)$$

(1)

Lemma 2 tells us that if the two policies are similar enough, the performance of the corrected policy in $M$ is comparable to that of the baseline in $M_b$, if the two environments are not too different. This result motivates learning a correction term to the baseline policy in an environment in which the baseline performs suboptimally. Initializing the correction term to 0 at the beginning of training encourages similarity of the corrected policy and the baseline. In the next section, we empirically demonstrate the strength of this approach.
V. NUMERICAL RESULTS

In this section, we empirically evaluate our proposed model-based RL method by applying it to a realistic telecommunication network problem in simulation. Specifically, we focus on optimizing coverage and capacity through the control of antenna tilt angles.

We examined several questions: (1) whether MBRPL was generally more sample-efficient than existing methods; (2) whether it could maintain a strong initial performance; and (3) whether both the residual and model-based components contribute to a performance improvement.

We compared MBRPL against several well-known model-free baselines and performed an ablation study. We omitted existing expert-based methods from this comparison, as they have already been shown to be significantly outperformed by one of our baselines (DQN) in previous works [4], [6], [13]. Additionally, we investigated how the critic burn-in affects MBRPL’s initial performance.

A. Compared Methods

We compared the sample efficiency and performance at convergence of MBRPL against several baselines. SAC is a model-free state-of-the-art RL algorithm [18], [19]. DQN [5] is a well-known discrete action-space model-free method used in several previous works on RL for antenna tilt control which has been shown to outperform non-RL baselines [4], [6], [13]. For DQN, the action space is changed to update the tilt by discrete increments of \{-1°, 0°, 1°\} compared to the other methods performing continuous increments. We also compared to ablations of our method: model-based SAC (MBSAC) and stochastic RPL (SRPL). MBSAC uses only the model-based part of the algorithm to train a SAC agent. SRPL learns a residual policy to a stochastic baseline policy using SAC. Finally, we study the effect of the critic burn-in parameter on MBRPL. This parameter controls how many steps the policy is frozen at the baseline policy while the critic trains.

a) Baseline policy: As baseline policies for MBRPL and SRPL we experimented with two versions, both SAC agents trained in modified versions of the environment (MDP \(M_b\) in our theoretical analysis):

- An environment where all buildings were removed. Buildings affect how signals propagate [20].
- An environment where the intersite distance between base-stations was reduced to 400 meters. A shorter distance intuited that a larger down-tilt is needed to optimize performance. This baseline has a worse performance than the one above in the training environment.

The baseline policies resulting from our approach outperformed a random policy, but exhibited suboptimal performance within the true environment. These policies operated within the same observation and action space as our agent. Although the baseline trained with SAC is a stochastic policy, we treated it deterministically by relying solely on \(\mu_b\), that is \(a_t = \mu_b(s_t)\). Following this initial training, the baseline policy was not subject to further refinement. It is worth noting that other methods, such as classical control or rule-based techniques, could also be employed to generate these baseline policies.

Finally, the transition model used by MBRPL and MBSAC is a neural network that outputs the mean and variances of a Gaussian distribution. We found out that a single model was sufficient to learn an efficient policy in the antenna environment, rather than using an ensemble as in MBPO [21]. The details of the hyperparameters can be found in Table I or in our technical report. For the MBSAC baseline, we used the same model training hyperparameters as in MBRPL.

B. Simulation and Training

The environment was simulated using a proprietary system level mobile network simulator relying on a map-based propagation model to compute the signal received by each user [20]. The network was built as a hexagonal grid of 7 base stations with 3 antennas each \(^1\) (21 agents), with parameters corresponding to the standardized 3GPP case 1 [16], with 500 meter intersite distance. 1000 static users were uniformly distributed across the environment, see Fig. 1 (left). The environment is a 50-50 split of indoor and outdoor environment, with buildings placed uniformly at random across the map, which consists of 5000 discrete square bins. They are excluded from the figure to prevent cluttering.

We let each method train for 10,000 steps across 5 random seeds. The positions of the users and buildings were uniformly randomly generated at the start of each episode, and the tilt of the antennas were initialized uniformly at random within the allowed range. This random initialization of the state is modeled by \(\rho_0\) in the MDP formulation. For one step of the environment, we collect a transition sample from all 21 antennas and add them to the replay buffer. We began by tuning the hyperparameters of the benchmark algorithms (SAC, DQN), and then used the same parameters for MBRPL and the ablations. Our methods require some additional settings, such as choice of baseline policy, critic burn-in and prediction horizon. Details of the hyperparameters can be found in Table I.

C. Numerical Results

A comparison of MBRPL to the benchmarks and the ablations can be seen in Fig. 2. We show the collected reward, RSRP, SINR and throughput during training for each method.

In the top row, MBRPL and SRPL were trained using the outdoor baseline policy. Here MBRPL is the most sample efficient by far, converging at around 5500 steps in terms of reward. MBSAC converges at around 7500 steps, and SAC and SRPL at around 9000 steps. DQN did not converge before the step limit was reached. A similar trend is observed for the RSRP plot. In terms of SINR and throughput, SAC and SRPL converge faster than they did in terms of RSRP, rivalry MBSAC. MBRPL consistently converges the fastest at around 5500 steps.

The baseline policy reached an average reward of 682 ± 57 (1 std) in the environment without buildings, on which it was

\(^1\)Three antennas per base station is common in network deployment.
trained. In the evaluation environment of Fig. 2 (top row) it collected an average reward of $508 \pm 26$ (1 std).

In the bottom row of Fig. 2, MBRPL and SRPL were trained using the baseline with a shorter intersite distance. Here we observe similar results: MBRPL is the most sample efficient. This time it converges earlier in terms of reward: after around 4000 steps. The baseline policy reached an average reward of $1599 \pm 66$ (1 std) in the environment with shorter intersite, on which it was trained. In the true environment, it only collected an average reward of $126 \pm 33$ (1 std). Interestingly, this baseline policy performed much worse than the baseline trained on an outdoor environment. Despite the bias from the baseline, MBRPL is still able to find a policy as good as the SAC policy while using less samples.

MBSAC is not significantly more sample efficient on average than SAC, in spite of using 10 times as much data to learn the policy. There is a large variance in performance across the different seeds. Since SAC is not having similar issues, it is reasonable to assume that the model-based component is causing it, and may be due to poor model accuracy. Epistemic uncertainty in model prediction could be addressed by using an ensemble of transition models, as in MBPO. Both MBRPL and SRPL have a stronger initial performance due to the baseline policy, although SRPL is not more sample efficient than SAC. This highlights the strength of the combined approach of MBRPL. The strong initial policy allows more efficient use of the learned model, increasing sample efficiency significantly.

Figure 3 shows the effect of changing the critic burn-in parameter. In the left plot, the baseline policy was trained in an environment without buildings. A low burn-in value leads to a large initial dip in performance, because of the mismatch between actor and critic performance, similar to what was observed in the original RPL paper [10]. MBRPL is able to recover quickly, and still converges well before SAC. Increasing the critic burn-in reduces the dip, but can delay convergence because the policy training is postponed. A similar trend is observed when using the baseline policy trained with a smaller intersite distance, see Fig. 3 (right). Here we also observe that setting the critic burn-in value to 2000 lead to instabilities during training for one of the seeds, resulting in worse performance at the end of training. Comparing the left and right plots show that the initial performance of the baseline policy does not prevent the algorithm from converging to a good final policy for most of the burn-in settings.

VI. CONCLUSION

In this work, we have presented a model-based RL method which learns a residual correction term to a baseline policy. Our method proved effective for optimizing coverage and
capacity on an antenna tuning problem. Model-based RL had not previously been tested on this problem, and our method outperformed all benchmarks. Ablation studies show that combining the usage of a baseline policy with a model-based approach leads to higher sample efficiency. A hyperparameter study indicates that the higher initial performance of the baseline policy can be maintained by setting the appropriate critic burn-in, however, further testing is needed to confirm this result. Our results hint that relying on an existing suboptimal controller, paired with a model-based approach, is a viable approach for deploying intelligent control algorithms in real-world applications. A limitation of our work is that we simplified the multi-agent nature of the problem through parameter sharing. Adding coordination mechanisms from related work to model-based algorithms would be an interesting future direction of work. In this paper, we have focused on LTE networks (4G), but we believe that our results would also apply for future generation mobile networks. An interesting future research project would therefore be to apply this algorithm to tilt control for 5G urban macro. Other directions could involve model residual learning when approximate models are available, as well as extending the method to multi-modal policies to address multi-modality in radio networks.

### TABLE I

**Hyperparameters for MBRPPL and Its Ablations, and Other Relevant Simulation Parameters.**

| SAC Parameters | MBRPPL Parameters (same as above plus below) | Simulation parameters |
|----------------|---------------------------------------------|-----------------------|
| **Actor and Critic MLP** | **Transition model** | **Antenna height** |
| [64, 64, 64], ReLU activation | [64, 64, 64], ReLU activation | 32 m |
| **Actor and Critic lr** | **Model lr** | **Antenna model** |
| 3 · 10⁻⁴ | 10⁻³ | HV 3gpp 36.814 |
| **Buffer size** | **H** | **Max Tx power** |
| 10000 | 10 | 40 W |
| **Policy distribution** | **rollout batch size** | **Frequency** |
| Tanh squashed Gaussian | 128 | 2 GHz |
| **Target network update** | **Target entropy** | **Baseline policy maximum entropy** |
| Every other time step | –1 | 0.05 |
| **Entropy lr** | **Target entropy init** | **Baseline Policy Maximum Entropy** |
| 3 · 10⁻⁴ | Uniform(−1, 1), n neurons in layer | 0, 2k, or 4k |
| **α₀** | **Model lr** | **Antenna height** |
| 1 | 10⁻³ | 32 m |
| **τ** | **Baseline Policy Maximum Entropy** | **Antenna model** |
| 5 · 10⁻³ | 0.9 | HV 3gpp 36.814 |
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