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Abstract—This paper develops a novel second order cone relaxation of the semidefinite programming formulation of optimal power flow, that does not imply the ‘angle relaxation’. We build on a technique developed by Kim et al., extend it for complex matrices, and apply it to 3 × 3 positive semidefinite matrices to generate novel second-order cone constraints that augment upon the well-known 2 × 2 principal minor based second-order cone constraints. Finally, we apply it to optimal power flow in meshed networks and provide numerical illustrations.
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I. INTRODUCTION AND BACKGROUND

Convex relaxation of nonlinear optimization models has been successfully applied to optimal power flow in the context of certifying global optimality or infeasibility [1], as well as in enabling mixed-integer nonlinear optimization. The tightest known relaxations are based on semidefinite programming (SDP) forms, either by construction, or generated as part of the Lasserre hierarchy [2]. Since the scalability of SDP is limited in practice, so there remains a need for tight but scalable relaxations. Second-order cone (SOC) programming is considered more scalable, and mixed-integer (MI) SOC solvers are commercially available.

It is noted that the physical interpretation of the difference between the SDP and the SOC relaxation is the ‘angle relaxation’ [3], that is, Kirchhoff’s voltage law in loops is not represented beyond the implications of Ohm’s law on voltage magnitude. Therefore, Kocuk et al. developed valid inequalities to include the physics of 3 and 4-cycles in a SOC formulation [4], by iteratively adding linear inequalities based on 3 and 4-cycle SDP subproblems. Alternatively, Coffrin et al. intersect the conventional SDP/SOC BIM power/lifted-voltage formulation with a convex hull power/polar-voltage formulation [5], which therefore also improves upon the angle-related physics representation. Hijazi et al. [6] develop polynomial expressions for 3 × 3 minors and propose an interpretation w.r.t. Kirchhoff’s voltage law.

Alternatively, in this paper, we propose a method to generate tighter SOC relaxations, based on a technique of Kim et al. [7], and apply it to SDP optimization models for meshed power networks. It will be shown that the novel SOC formulation improves upon the conventional, 2 × 2 principal minor based SOC relaxation (abbreviated PM SOC here) of the bus injection model (BIM) optimal power flow (OPF) formulation [3]. Finally, we provide an intuitive interpretation of the novel SOC constraints for 3-cycles by comparing the expressions with those published by Hijazi et al. [6] and Kocuk et al. [8].

II. KIM ET AL. SDP TO SOC RELAXATION

Kim et al. [7] develop a SDP to SOC relaxation procedure in the real numbers, whereas this section develops the generalization to complex matrices; staying in the complex domain enables tighter relaxations. Specifically, we adapt the derivation §3 ‘An extension of the SOC relaxation of type 1’, Lemma 3.2 [7] to Hermitian matrices (a.k.a. complex symmetric).

We partition an Hermitian, positive semidefinite (PSD) variable matrix M as,

\[ M = \begin{bmatrix} \alpha & A^H \\ A & A \end{bmatrix} \geq 0. \]  

where superscript H is the conjugate transpose. Note that in general we could position the scalar \( \alpha \) anywhere on the diagonal through a permutation of the rows and columns. This results in the following matrix variable sizes and structures:

\[
M \in \mathbb{H}^{n+1}, \quad A = A^{re} + jA^{im} \in \mathbb{H}^n, S^+_n, \\
a = a^{re} + ja^{im} \in \mathbb{C}^{n \times 1}, \quad \alpha \in \mathbb{R}^{1 \times 1}, \quad \alpha \geq 0.
\]

We choose a complex matrix parameter \( c \) and derive \( C \),

\[
c = c^{re} + jc^{im} \in \mathbb{C}^{n \times q}, \quad C = C^{re} + jC^{im} = cc^H,
\]

or vice-versa we choose \( C \in \mathbb{H}^n, S^+_n \) and factor it into \( c \). We use • to represent the Frobenius inner product of two matrices,

\[
C \cdot A = \sum_{ij} ([C]_{ij})^*(A)_{ij},
\]

where \([X]_{ij}\) means extracting the scalar at index \((i, j)\) in matrix \(X\), and superscript * is the complex conjugate. For PSD Hermitian matrices this product is nonnegative,

\[
C \cdot A \succeq 0.
\]

We now illustrate Kim et al.’s main result, a valid convex quadratic inequality for a sampled \( C = cc^H \), for any Hermitian and PSD matrix \( M \) partitioned with a scalar \( \alpha \) on the diagonal:

\[
(c^H a)(c a^H) \leq \alpha \cdot (C \cdot A).
\]

Implementation can use identities w.r.t. the reals,

\[
C \cdot A = C^{re} \cdot A^{re} + C^{im} \cdot A^{im},
\]

\[
\text{Re}(c^H a) = (c^{re})^T a^{re} + (c^{im})^T a^{im},
\]

\[
\text{Im}(c^H a) = (c^{re})^T a^{im} - (c^{im})^T a^{re}.
\]

Note that we directly derive (real-value) SOCs for complex-value PSD constraints, without having to invoke the isomorphism between the complex numbers and 2 × 2 matrices (in its block matrix form) on \( A \) or \( M \).
III. APPLICATION TO A 3 × 3 PSD VOLTAGE MATRIX

We focus on a 3-bus fully connected power network in this section, and discuss generalization later. Using the BIM OPF model for a 3-bus system, with bus voltages $U_i = U_{i1} + jU_{i2}$, the system ‘M’ matrix in the ‘W’ variable space corresponds to:

$$
\begin{bmatrix}
W_{11}^{re} & W_{12}^{re} + jW_{12}^{im} \\
W_{12}^{re} & W_{12}^{re} + jU_{13}^{im} \\
W_{13}^{re} & W_{13}^{re} + jU_{12}^{im}
\end{bmatrix}
\begin{bmatrix}
U_1^{re} + jU_1^{im} \\
U_2^{re} + jU_2^{im} \\
U_3^{re} + jU_3^{im}
\end{bmatrix}= M \geq 0
$$

The partitions (8) then are,

\begin{align*}
A: & [W_{22}^{re}, W_{23}^{re}, W_{23}^{im} + jW_{23}^{im}] \\
A: & [W_{12}^{re} - jW_{12}^{im}, W_{13}^{re} + jW_{12}^{im}]
\end{align*}

IV. INTERPRETATION WITH KIRCHHOFF’S VOLTAGE LAW

A. Kirchhoff’s Voltage Law for 3-Cycle in Lifted Voltage

Hijazi et al. [6] show that Kirchhoff’s voltage law (KVL) for a 3-cycle in the lifted voltage variable space is,

$$(W_{13}^{re} + jW_{13}^{im})(W_{13}^{re} + jW_{13}^{im}) = W_{13}^{re}(W_{13}^{re} + jW_{13}^{im})^*.$$

We note that this corresponds to a minor that involves only a single diagonal element, i.e. ‘type 2’ in [3]. In the reals, this becomes,

$$W_{13}^{re}W_{13}^{re} + W_{13}^{re}W_{13}^{im} = W_{13}^{im}W_{13}^{im},$$

$$W_{13}^{re}W_{13}^{im} - W_{13}^{im}W_{13}^{re} = -W_{13}^{re}W_{13}^{im}.$$  

B. Kim et al. SOCs with Solution in Equality

If \(\Phi(M) = 1\), PM SOCs (7a)-(7b) are active,

\begin{align*}
(W_{13}^{re})^2 + (W_{13}^{im})^2 &= W_{13}^{re}, \\
(W_{23}^{re})^2 + (W_{23}^{im})^2 &= W_{23}^{re}.
\end{align*}

Under the same conditions, substituting \(r_1 = r_2 = 1\), and \(\theta_1 = 0, \theta_2 = \pi/2\), in (8) we obtain,

\begin{align*}
(W_{13}^{re} + W_{13}^{im})^2 + (W_{13}^{im} + W_{13}^{re})^2 &= W_{13}^{re}(W_{13}^{re} + 2W_{13}^{im}),
(W_{13}^{re} + W_{13}^{im})^2 + (W_{13}^{im} - W_{13}^{re})^2 &= W_{13}^{im}(W_{13}^{im} - 2W_{13}^{re}).
\end{align*}

Therefore the following identities hold when \(\Phi(M) = 1\),

\begin{align*}
(16a) + (16b) + 2 \cdot (13a) &= (17a), \\
(16a) + (16b) + 2 \cdot (13b) &= (17b),
\end{align*}

as well as the equivalents for (14a)-(15b) (i.e. a total of 6 SOCs). This establishes that the Kim et al. SOCs include a stronger representation of KVL than just the PM SOCs. Note that this completing the square approach actually embeds nonconvex equalities (13a)-(15b) into a convex quadratic form.

B. Kim et al. SOC Formulation with Solution in Inequality

If \(\Phi(M) = 1\), PM SOCs (7a)-(7b) are active,

\begin{align*}
(W_{13}^{re})^2 + (W_{13}^{im})^2 &= W_{13}^{re}, \\
(W_{23}^{re})^2 + (W_{23}^{im})^2 &= W_{23}^{re}.
\end{align*}

Under the same conditions, substituting \(r_1 = r_2 = 1\), and \(\theta_1 = 0, \theta_2 = \pi/2\), in (8) we obtain,

\begin{align*}
(W_{13}^{re} + W_{13}^{im})^2 + (W_{13}^{im} + W_{13}^{re})^2 &= W_{13}^{re}(W_{13}^{re} + 2W_{13}^{im}),
(W_{13}^{re} + W_{13}^{im})^2 + (W_{13}^{im} - W_{13}^{re})^2 &= W_{13}^{im}(W_{13}^{im} - 2W_{13}^{re}).
\end{align*}

Therefore the following identities hold when \(\Phi(M) = 1\),

\begin{align*}
(16a) + (16b) + 2 \cdot (13a) &= (17a), \\
(16a) + (16b) + 2 \cdot (13b) &= (17b),
\end{align*}

as well as the equivalents for (14a)-(15b) (i.e. a total of 6 SOCs). This establishes that the Kim et al. SOCs include a stronger representation of KVL than just the PM SOCs. Note that this completing the square approach actually embeds nonconvex equalities (13a)-(15b) into a convex quadratic form.

Note that by themselves, (7a)-(17b) do not prove (13a)-(13b) hold; (16a)-(16b) are needed. Therefore observing that (8)-(10) are active in the solution is insufficient to prove that \(\Phi(M) = 1\). The PM SOCs (16a)-(16b) must also be active in the solution to give that confidence.

V. NUMERICAL ILLUSTRATION

We extend the BIM implementation in PowerModels [9] and use 3-cycle PGLib test cases [10] with two \(\theta\)-parameterized SOCs per 3-cycle permutation. We use Ipopt [11] as the solver for NLP ‘AC’ OPF, Hylapita [12] for the BIM SDP and the Kim et al. SOC forms, and again Ipopt for the PM SOC. Fig. 1 - Fig. 2 show sweeps for two SOC families \(\theta_1, \theta_2\), w.r.t. objective value, for the 3, 5 and 14 bus test cases. The
optimal $\theta$ for the 3-bus case is around 3.7, with an objective value of 5790. For ‘case5_pjm’, we want two distinct angles, i.e. $\theta_1 \approx 1.6, \theta_2 \approx 4.9$ with an objective of 16181; for ‘case14_ieee’, one suffices, i.e any $\theta \in [\pi/2, 2\pi]$ gives objective 2178. It is interesting that, to obtain the tightest relaxation, one case requires two fine-tuned angles, another requires one fine-tuned angle, and the third only requires one angle in a broader range. A condition for recognizing that a single angle is sufficient is that the maximum is on the diagonal of the plot. Table I summarizes numerical results in comparison with the NLP, SDP and PM SOC relaxations.

We note that in general, for the convergence of the interior point method to be strong, you want to avoid having a large amount of inequalities active in the solution. In general we expect this to be the case as many OPF problems are naturally low-rank [13]. Therefore, it may be beneficial to use the Kim et al. SOCs algorithmically as nonlinear cuts.

### VI. Conclusions

We develop a SOC relaxation that does not entail the ‘angle relaxation’. For a $3 \times 3$ Hermitian matrix, the Kim et al. SOCs sampled in two directions each ($2 \times 3$ unique ones), when combined with the $2 \times 2$ principal minor-derived SOCs (3 unique ones), clearly offers an tighter SOC relaxation. Combining with results by Hijazi et al. [6], we know now that when all 9 SOCs are satisfied in equality, it furthermore certifies that the original matrix is PSD and rank-1, and that the power flow satisfies Kirchhoff’s voltage law in a 3-cycle.

Nevertheless, these additional 6 SOCs may not be sufficient to obtain a relaxation that is equivalent to the SDP relaxation, as there are actually families of parameteric SOCs from which one needs to sample. The results do not suggest an obvious sampling strategy. Profiling on benchmark libraries [10] can aid in strategy development.

Real transmissions networks have loops in the topology that go beyond 3-cycles. Nevertheless, using chordal completion similar to [4,14], we can re-cast the network graph in terms of intersected 3-cycles, and can apply the technique as such. It would be interesting to combine the Kim et al. SOCs with the QC formulation [5], to obtain a more scalable form than QC+SDP, and more accurate than QC+PM SOC. In future work, we plan to explore generating relaxations to $4 \times 4$ and higher-dimensional PSD variable matrices directly. A prime use case is unbalanced SDP BIM OPF, as it relies on a large amount of $6 \times 6$ complex PSD matrices, and solvers struggle with scalability and numerical stability [15].
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