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Abstract: We measure the inclusive forward-backward asymmetry of the charged-lepton pseudorapidities from top-quark pairs produced in proton-antiproton collisions, and decaying to final states that contain two charged leptons (electrons or muons), using data collected with the Collider Detector at Fermilab. With an integrated luminosity of 9.1 fb$^{-1}$, the leptonic forward-backward asymmetry, $A_{FB}^{\ell}$, is measured to be 0.072±0.060 and the leptonic pair forward-backward asymmetry, $A_{FB}^{\ell\ell}$, is measured to be 0.076±0.082, compared with the standard model predictions of $A_{FB}^{\ell} = 0.038 \pm 0.003$ and $A_{FB}^{\ell\ell} = 0.048 \pm 0.004$, respectively. Additionally, we combine the $A_{FB}^{\ell}$ result with a previous determination from a final state with a single lepton and hadronic jets and obtain $A_{FB}^{\ell} = 0.090^{+0.028}_{-0.026}$.
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We measure the inclusive forward-backward asymmetry of the charged-lepton pseudorapidities from top-quark pairs produced in proton-antiproton collisions, and decaying to final states that contain two charged leptons (electrons or muons), using data collected with the Collider Detector at Fermilab. With an integrated luminosity of 9.1 fb$^{-1}$, the leptonic forward-backward asymmetry, $A_{FB}^\ell$, is measured to be $0.072 \pm 0.060$ and the leptonic pair forward-backward asymmetry, $A_{FB}^{\ell\ell}$, is measured to be $0.076 \pm 0.082$, compared with the standard model predictions of $A_{FB}^\ell = 0.038 \pm 0.003$ and $A_{FB}^{\ell\ell} = 0.048 \pm 0.004$, respectively. Additionally, we combine the $A_{FB}^\ell$ result with a previous determination from a final state with a single lepton and hadronic jets and obtain $A_{FB}^\ell = 0.090 \pm 0.026$.

Recent measurements of the forward-backward asymmetry ($A_{FB}$) of the rapidity difference of top anti-top ($tt$) quark pairs ($A_{FB}^{tt}$) production in proton-antiproton collisions with center-of-mass energy of 1.96 TeV at the Fermilab Tevatron collider [1, 2] show deviations from the predictions from the standard model (SM) of particle physics [3]. This is of significant interest as the SM predicts only small asymmetry due to interference among diagrams starting at next-to-leading order (NLO), while non-SM particles or interactions could modify the $A_{FB}^{tt}$ in a larger range [3]. A separate set of useful observables relies on the pseudorapidities of the charged leptons that can originate from the cascade decays of the top quarks. These include the $A_{FB}^\ell$ in the charge-weighted pseudorapidities of the charged lepton ($\ell$, where we only consider electrons and muons), the so-called leptonic $A_{FB}^\ell$ ($A_{FB}^{\ell\ell}$), and the leptonic pair $A_{FB}^{\ell\ell}$ for the final state with two charged leptons (dilepton final state), defined with the pseudorapidity difference between the two charged leptons [4]. For example, the resonant production of $tt$ pairs via a hypothetical gluon with axial couplings (“axigluon”) could cause the $A_{FB}^{tt}$ to deviate from its SM value; various axigluon couplings to the top quarks could produce the same value of $A_{FB}^{tt}$, but with very different values of $A_{FB}^\ell$ and $A_{FB}^{\ell\ell}$ [5]. Measurements of $A_{FB}^\ell$ of the leptons also have the experimental advantage of exploiting the precisely measured angles of the lepton trajectories, which reduces systematic uncertainties on the final observables [8].

In this Letter, we summarize the measurements of the $A_{FB}^\ell$ and the $A_{FB}^{tt}$ in the dilepton final state using the data collected by the CDF II detector, corresponding to the full Tevatron Run II data set, which corresponds to an integrated luminosity of 9.1 fb$^{-1}$ [3]. Additionally, we report on the most sensitive measurement of $A_{FB}^\ell$ from the CDF collaboration by combining the new measurement of the $A_{FB}^\ell$ with the previous measurement [8] in the final state involving one lepton and jets (lepton+jets final state). All results are inclusive in that they are extrapolated to the full pseudorapidity range.

The CDF II detector, described in detail in Ref. [10], is a general-purpose particle detector employing a large charged-particle tracking volume inside a solenoidal magnetic field coaxial with the beam direction, surrounded by calorimeters and muon detectors. A sample enriched in $tt$ events yielding dilepton final states ($tt \rightarrow \ell^+\ell^-\nu\bar{\nu}bb\bar{b}$) is selected by requiring two oppositely charged leptons with $p_T > 20$ GeV/$c$, two narrow clusters of energy deposit in the calorimeters, corresponding to collimated clusters of incident hadrons (jets), and an imbalance in the total event transverse momentum (missing transverse energy $E_T^\text{miss}$, or $E_T$) that is consistent with the presence of two neutrinos. Specifically, we require events to pass the same requirements that were used in the measurement of the $tt$ cross section [12], except for the additional requirement that at least one jet have the signature of originating from $b$-quark fragmentation. We also raise the minimum dilepton invariant mass requirement from 5 to 10 GeV/$c^2$ to reduce background modeling uncertainties.

Several physical processes mimic the signature of top-quark pairs in the dilepton final state, such as production of $Z$ boson or a virtual photon in association with jets ($Z/\gamma^{\ast}+$jets), production of $W$ boson with jets ($W+$jets), diboson production ($WW$, $WZ$, $ZZ$ and $W\gamma$), and $tt$ production where one of the $W$ bosons from the top-quark pair decays hadronically and one jet is misidentified as a lepton. The estimation of background and SM $tt$ sig-
nal is based on the same method of Ref. [13], which exploits both Monte Carlo (MC) simulations and data-based techniques. For the MC simulations, leading-order event generators are configured to use the CTEQ6.1L set of parton-distribution functions (PDFs), while NLO event generators use CTEQ6.1M. PYTHIA [14] is used for modeling the parton hadronization; a GEANT-based simulation [15,16] is used to model the detector response. A $tt$ sample generated using the POWHEG generator [17,20] serves as the benchmark signal MC sample and is normalized to the theoretical cross section of 7.4 pb for a top-quark mass of $m_t = 172.5$ GeV/$c^2$ [21]. We include hadronic W-boson decays of $tt$ events, where one jet from bottom-quark hadronization or $W$ boson hadronic decay is misidentified as a charged lepton, in the background categories and estimate the contribution of this process with the POWHEG $tt$ sample with the same normalization as the signal. The expected rates of background processes and the $tt$ signal, together with the observed number of events in the signal region, are listed in Table I. Excellent agreement is observed.

| Source          | Events   |
|-----------------|----------|
| Diboson         | 31±6     |
| $Z/\gamma^*+\text{jets}$ | 50±6 |
| $W+\text{jets}$ | 64±17    |
| $tt$ non-dilepton | 14.6±0.8 |
| Total background | 160±21 |
| $tt$ ($\sigma = 7.4$ pb) | 408±19 |
| Total SM expectation | 568±40 |
| Observed        | 569      |

TABLE I. Expected number of events in data corresponding to 9.1 $fb^{-1}$ of integrated luminosity along with the observed number of events passing all event selections. The quoted uncertainties in each row are the quadratic sum of the statistical and systematic uncertainties, calculated in the same way as Ref. [13].

Assuming charge-parity symmetry in the strong interaction, the $A_{FB}^{tt}$ is defined as

$$A_{FB}^{tt} = \frac{N(q\ell \eta > 0) - N(q\ell \eta < 0)}{N(q\ell \eta > 0) + N(q\ell \eta < 0)},$$

where $N$ is the number of leptons, $q\ell$ is the lepton electric charge, and $\eta\ell$ is its pseudorapidity. An NLO SM calculation with both quantum-chromodynamics effects and electroweak effects predicts $A_{FB}^{tt} = 0.038 \pm 0.003$ [3]. If the genuine value of $A_{FB}^{tt}$ would be that measured by the CDF collaboration [3], the predicted value for $A_{FB}^{tt}$ for top quarks decaying according to the SM would be $0.070 < A_{FB}^{tt} < 0.076$ [3]. Previous measurements of $A_{FB}^{tt}$ in the lepton+jets final state by the CDF collaboration and in the lepton+jets and dilepton final state by the D0 collaboration yielded $0.094\pm0.032$ [8] and $0.047\pm0.027$ [22,23], respectively. A second observable, $A_{FB}^{tt}$, can be defined in the dilepton final state analogously to $A_{FB}^{tt}$ as

$$A_{FB}^{tt} = \frac{N(\Delta\eta > 0) - N(\Delta\eta < 0)}{N(\Delta\eta > 0) + N(\Delta\eta < 0)},$$

where $\Delta\eta = \eta_{\ell} - \eta_{\ell}$. The NLO SM prediction is $A_{FB}^{tt} = 0.048\pm0.004$ [3]. A measurement by the D0 collaboration in the dilepton final state is $A_{FB}^{tt} = 0.123 \pm 0.056$ [22].

We simulate $tt$ production and decay in various plausible SM and beyond-SM scenarios to study the expected lepton pseudorapidity spectrum in a large range of $A_{FB}^{tt}$ and $A_{FB}^{tt}$ values. The POWHEG $tt$ MC sample serves as a best estimate of the SM. It gives parton-level inclusive values of $A_{FB}^{tt} = 0.024$ and $A_{FB}^{tt} = 0.030$. These predictions are different from the NLO SM calculation in Ref. [3] since the simulation does not account for the electroweak corrections [21]. Three $tt$ MC samples that include a class of relatively light and wide axigluons (with masses at 200 GeV/$c^2$ and widths at 50 GeV) with left-handed, right-handed, and axial axigluon couplings to the quarks [4] serve as benchmark simulation samples to model various SM extensions. Each predict an $A_{FB}^{tt}$ value similar to that observed by the CDF collaboration [1], but the polarization of the top quarks results in different values of $A_{FB}^{tt}$ and $A_{FB}^{tt}$. These samples are generated with MADGRAPH [25] and have $A_{FB}^{tt}$ values of $-0.063$, $0.050$, and $0.151$ and $A_{FB}^{tt}$ values of $-0.092$, $0.066$, and $0.218$, respectively.

Due to the limited detector coverage ($|\eta\ell| < 2.0$ for electrons and $|\eta\ell| < 1.1$ for muons), imperfect detector acceptance, and contamination from non-$tt$ sources, a correction and extrapolation procedure is needed to determine the inclusive parton-level $A_{FB}^{tt}$ from the data. Simulated samples show that the $q\ell\eta\ell$ distribution of the leptons at the parton level is modeled accurately by the sum of two Gaussian distributions with common means, and widths and proportions independent of the simulated model [26]. The asymmetry in each scenario arises from the shift of the mean of the $q\ell\eta\ell$ distribution. Using this knowledge, we follow a procedure that is similar to that described in Ref. [8] to account for the detector coverage, detector acceptance and contamination from non-$tt$ sources, a correction and extrapolation procedure is needed to determine the inclusive parton-level $A_{FB}^{tt}$ from the data. Simulated samples show that the $q\ell\eta\ell$ distribution of the leptons at the parton level is modeled accurately by the sum of two Gaussian distributions with common means, and widths and proportions independent of the simulated model [26]. The asymmetry in each scenario arises from the shift of the mean of the $q\ell\eta\ell$ distribution. Using this knowledge, we follow a procedure that is similar to that described in Ref. [8] to account for the detector coverage, detector acceptance and contamination from non-$tt$ sources, a correction and extrapolation procedure is needed to determine the inclusive parton-level $A_{FB}^{tt}$ from the data. Simulated samples show that the $q\ell\eta\ell$ distribution of the leptons at the parton level is modeled accurately by the sum of two Gaussian distributions with common means, and widths and proportions independent of the simulated model [26].
and the inclusive $A^t_{FB}$ defined in Eq. (1) is then written as the integral of Eq. (4).

$$A^t_{FB} = \int_0^\infty \frac{d(q_\ell q_t)}{d(q_\ell q_t)} \frac{S(q_\ell q_t)}{S(q_\ell q_t)}.$$  \hfill (5)

The measurement methodology is simplified because the symmetric part of the $q_\ell q_t$ distributions at the parton level is very similar across models as the mean of the $q_\ell q_t$ distribution is always close to zero in all models and small compared to the width, which is always around unity. Hence, using the distribution from any simulated sample only introduces an uncertainty that is tiny compared to the dominant uncertainties. Additionally, the differential asymmetry described in Eq. (3b) is readily measured and allows discrimination among models. We note that for $q_\ell q_t < 2.5$, the differential asymmetry in Eq. (3b) is modeled accurately by the simple functional form

$$A(q_\ell q_t) = a \cdot \tanh \left( \frac{q_\ell q_t}{2} \right)$$  \hfill (6)

where $a$ is a free parameter that is directly related to the asymmetry.

Figure 1 shows the differential contribution to the inclusive $A^t_{FB}$ expected at parton level from the POWHEG simulation, along with comparisons with predictions from the two-Gaussian model and the simple functional form of Eq. (6). Both models describe the distribution accurately. The integral gives the total inclusive asymmetry, and the fraction of the unmeasured asymmetry where $|q_\ell q_t| > 2.0$ is approximately 11%. The distributions for the various simulated samples, including the models listed above as well as those generated with PYTHIA [14] and ALPGEN [27], show that the shapes are very similar, supporting the measurement methodology.

The strategy is to measure the shape of the asymmetric component of the data after background subtraction and use the symmetric component of the parton-level $q_\ell q_t$ distribution from the POWHEG $t\bar{t}$ sample to reproduce the inclusive parton-level value of $A^t_{FB}$. This method is checked for the wide variety of input $A^t_{FB}$ values using the fully simulated $t\bar{t}$ samples. For both the two-Gaussian model and the simplified functional form of Eq. (6), the method returns $A^t_{FB}$ values that are consistent with the parton-level inclusive values. We include an asymmetric-modeling systematic uncertainty of ±0.006, which covers any possible bias observed.

The observed number of events as a function of $q_\ell q_t$ is shown in Fig. 2 along with the SM expectations from the $t\bar{t}$ signal and backgrounds. Figure 2(b) shows the asymmetric component of the data after background subtraction along with the best fit description, which yields a value of $a = 0.21 \pm 0.15$ (stat). Applying Eq. (5), we find $A^t_{FB} = 0.072 \pm 0.052$ (stat).

The dominant source of systematic uncertainty is due to the background uncertainties and is estimated to be...
±0.029 using pseudoexperiments, which covers both the uncertainties in the background normalizations and the uncertainties in modeling the $A_{FB}^{\ell\ell}$ of the backgrounds. The next most important source of systematic uncertainty is the ±0.006 asymmetric-modeling contribution discussed above. The jet-energy-scale systematic uncertainty is estimated to be ±0.004 by varying the jet energies within their uncertainties. The variations obtained by using the symmetric model from various MC samples are assigned as the asymmetric-modeling systematic uncertainty, which is ±0.001. Other sources of uncertainties due to the uncertainties in the parton showering model, the modeling of color reconnection, the amount of initial-state and final-state radiation, and the uncertainty on the parton distribution functions, are found to be negligible. The total systematic uncertainty, ±0.03, is estimated by summing the individual contributions in quadrature. The final result is $A_{FB}^{\ell\ell} = 0.072 ± 0.052$(stat) ±0.039(syst). This result is consistent with the NLO SM expectation, the measurement in the lepton+jets final state by the D0 collaboration [22, 23].

Identical methodologies are used for measuring $A_{FB}^{\ell\ell}$. The observed number of events as a function of $\Delta \eta$ is shown in Fig. 3. We measure $a = 0.16 ± 0.15$(stat) and $A_{FB}^{\ell\ell} = 0.076 ± 0.072$(stat) ±0.039(syst), where the dominant systematic uncertainty is from backgrounds and has a value of ±0.037. The asymmetric and symmetric-modeling systematic uncertainties are estimated to be ±0.012 and ±0.004, respectively. The jet-energy-scale systematic uncertainty is estimated to be ±0.003. Other systematic uncertainties are negligible. This result is consistent with both the NLO SM calculation [4] and the same measurement in the dilepton final state by the D0 collaboration [22].

In conclusion, we measure the inclusive parton-level leptonic forward-backward asymmetry and leptonic pair asymmetry of top-quark pairs decaying into the dilepton final state using the full CDF Run II data set. The results are $A_{FB}^{\ell\ell} = 0.072 ± 0.060$ and $A_{FB}^{t\bar{t}} = 0.076 ± 0.082$, both consistent with previous determinations and expectations. A combination of the CDF leptonic $A_{FB}$ measurements yields $A_{FB}^{t\bar{t}} = 0.090^{+0.028}_{-0.026}$. This result is about two standard deviations larger than the NLO SM calculation of $A_{FB}^{t\bar{t}} = 0.038 ± 0.003$ [4], but is consistent with the 0.070–0.076 range expected under the assumption of unpolarized top-quark production and SM top-quark decay, given the measured value of $A_{FB}^{\ell\ell}$ in the lepton+jets final state by the CDF collaboration [3]. This result is also consistent with the $A_{FB}^{\ell\ell}$ measured by the D0 collaboration [22, 23].
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