RGB-D Neural Radiance Fields: Local Sampling for Faster Training

Abstract

Learning a 3D representation of a scene has been a challenging problem for decades in computer vision. Recent advances in implicit neural representation from images using neural radiance fields (NeRF) have shown promising results. Some of the limitations of previous NeRF based methods include longer training time, and inaccurate underlying geometry. The proposed method takes advantage of RGB-D data to reduce training time by leveraging depth sensing to improve local sampling. This paper proposes a depth-guided local sampling strategy and a smaller neural network architecture to achieve faster training time without compromising quality.

1 Introduction and related work

Learning the 3D representation (shape and texture) of a scene is important for novel view synthesis, 3D human modeling, virtual reality, etc. Recent advancement in neural scene representations, more specifically NeRF [Mildenhall et al., 2020], showed that neural networks can be used to encode high-quality images of 3D scenes. NeRF-based methods use two multilayer perceptrons (coarse and fine) to learn radiance and volume density from RGB images and their corresponding camera poses.

Although NeRF-like methods can produce high-quality novel views of scenes, they are too expensive to train. NeRF uses a classic volume rendering technique to compute the color of the pixels by placing 256 samples along each viewing ray. Each of those samples need a full network evaluation to compute a color. Recently, Neff et al. [2021] proposed...
real-time rendering by limiting the number of samples. They used an oracle network and ground-truth depth to predict relevant sampling locations on rays. Their method is limited to forward-facing scenes and poses belonging to a view cell. Alternatively, Deng et al. [2021] uses sparse depth supervision generated by a Structure-from-motion (SfM) algorithm to optimize the network using color and depth information together, allowing them to use fewer input views. Sucar et al. [2021] achieved real-time SLAM based on NeRF by using a smaller network, lower resolution inputs and removed the viewing direction. The method proposed here uses local sampling based on a depth sensor to reduce the number of samples and replaces the coarse NeRF network. This study aims to prove that faster training time can be achieved by local sampling without limiting scene representation quality while using a single network.

2 Local sampling

NeRF-like methods estimate pixel color using classic volume rendering, alpha composition [Mildenhall et al., 2020] of sample volume density, and color to generate the final rendering. Samples with a higher volume density have a greater contribution to the final color. The proposed local sampling places fewer samples only on the relevant part of the rays given depth information.

![Figure 2: Visualization of three different sampling strategies. Black lines represent rays coming from camera and circles are samples.](image)

2.1 Stratified sampling

This approach is very similar to NeRF [Mildenhall et al., 2020] sampling, the only difference is that the near and far bounds of the sampling are set using depth information.

2.2 Gaussian sampling

Instead of placing the samples in a stratified manner, a Gaussian distribution is used to distribute sample locations around the surface. The mean of the distribution is the depth measurement, which ensures more samples are placed close to the surface.

2.3 Adaptive sampling

A multiview depth error map \( \{e^i\}_{i=1}^N \) is generated using all depth maps of the training set (see the poster for the definition). The standard deviation of the Gaussian distribution is computed from \( \{e^i\}_{i=1}^N \). It ensures that the spread of the samples are greater when there is more uncertainty in the depth.

3 Preliminary Results

Qualitative results are shown in Table 1 and 2. The Figure 3 shows qualitative results of the proposed local sampling. The best method according to the preliminary result is Gaussian sampling.
4 Conclusions

A preliminary study has been presented that shows that depth images can be used to perform local sampling and that fewer samples can reduce training time without compromising quality. The results suggest that surface information about the scenes can provide additional supervision to achieve better underlying geometry and photometry from fewer input views.
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