Estimation of one-dimensional discrete-time quantum walk parameters by using machine learning algorithms
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Estimation of the coin parameter(s) is an important part of the problem of implementing more robust schemes for quantum simulation using quantum walks. We present the estimation of the quantum coin parameter used for one-dimensional discrete-time quantum walk evolution using machine learning algorithms on their probability distributions. We show that the models we have implemented are able to estimate these evolution parameters to a good accuracy level. We also implement a deep learning model that is able to predict multiple parameters simultaneously. Since discrete-time quantum walks can be used as quantum simulators, these models become important when extrapolating the quantum walk parameters from the probability distributions of the quantum system that is being simulated.

I. INTRODUCTION

Quantum walks [1, 2] are the quantum counterparts of classical random walks, and are therefore used as the basis to generate relevant models for controlled quantum dynamics of a particle. Much like a classical random walk, the formalism for quantum walks has also developed in two forms - the discrete-time quantum walk (DTQW) and the continuous-time quantum walk (CTQW). Both the formalisms exhibit features that enable them to effectively realise quantum computational tasks [3–9]. Quantum superposition and interference have the effect of allowing the quantum walker to have a quadratically faster spread in position space in comparison to a classical walker [10–16]. This has applications in modelling dynamics of several quantum systems, like quantum percolation [17–19], energy transport in photosynthesis [20, 21], graph isomorphism [3], quantum algorithms [22, 23], and even in generating a scheme for universal quantum computation [24, 25].

Much like a classical walk, the dynamics of a walker undergoing CTQW can be described only by a position Hilbert space, whereas a walker performing DTQW requires an additional degree of freedom to express its controlled dynamics. This is realised by the coin Hilbert space, which is an internal state of the walker, and provides the relevant additional degree of freedom for the walker. Tuning the parameters and evolution operators of a DTQW enables the walker to simulate several quantum mechanical phenomena, such as topological phases [26–29], relativistic quantum dynamics [30–38], localization [39–41], and neutrino oscillations [42, 43]. Quantum walks have been experimentally implemented in various physical systems, such as photonic systems [44–46], nuclear magnetic resonance systems [48], trapped ion systems [47, 48], and cold atoms [49].

It is known that the coin parameters of a quantum walk play a significant role in determining the overall dynamics of the system. For instance, the coin parameters of a split-step quantum walk determine topological phases [26–28], neutrino oscillation [42, 43], and the mass of a Dirac particle [32]. Thus the coin parameter is an important piece of the puzzle while using a quantum walk as a quantum simulation scheme. It thus becomes a crucial problem to be able to estimate the parameters of a quantum walk in order to facilitate better quantum simulations and also for further research into modelling realistic quantum dynamics.

In this regard, the problem partially becomes one of finding a pattern hidden in this complex data, and an effective approach is to use an algorithm that automates its learning process. In this context, the term ‘learning’ aptly described in [50]: A computer program is said to learn from experience E with respect to some class of tasks T and performance measure P, if its performance at tasks in T, as measured by P, improves with experience E. The task T in this particular case is defined as, to output a function $f(\mathbb{R}^N \to \mathbb{R})$, such that the input vector corresponds to the known probability distribution after N steps and the output corresponds to the parameter $\theta$. It may, however, be noted that due to the No Free Lunch theorem [51], the machine learning strategies for different types of quantum walks are not likely to be the same as for this particular case.

It is known that the Quantum Fisher Information (QFI) [52–55] $H_w(\theta)$ of a quantum walker’s position quantifies a bound to the amount of information that can be extracted from the probability distribution [56, 57]. It has also been shown that it is indeed possible to estimate the coin parameter of a DTQW with a single-parameter coin. However, the approaches that rely on QFI to predict the parameters in a DTQW share a similar constraint, viz, even though $H_w(\theta)$ is a continuous, single-valued function over $\theta$, the variations in the plot are small, and thus contribute to the error in determining $\theta$ [57]. In this work, we train various machine learning
models and demonstrate that such models can indeed estimate the quantum walk parameters to a good accuracy. We also estimate the coin parameter and the number of steps for a DTQW simultaneously with a multilayer perceptron model, and demonstrate that it performs much better than a baseline model that does not learn with experience.

This paper is structured as follows. In section II we introduce a standard DTQW, an SSQW, and describe the evolution operators that determine their dynamics. We give a brief overview of the machine learning models used and their parameters in Section III. Section IV details our results of training the machine learning algorithms and their performance. We wrap up the paper in section V with a small discussion on our results and conclusions drawn.

II. DISCRETE-TIME QUANTUM WALK

The evolution of a walker executing DTQW is defined in a Hilbert space $\mathcal{H} = \mathcal{H}_C \otimes \mathcal{H}_P$, where $\mathcal{H}_C$ and $\mathcal{H}_P$ are the walker’s coin and position Hilbert spaces, respectively. The coin Hilbert space has the basis states $\{|\uparrow\rangle, |\downarrow\rangle\}$, and the position Hilbert space is defined by the basis states $|x\rangle$, where $x \in \mathbb{Z}$. The evolution is described by two unitary operators, known as the coin and shift operations. The coin operator affects the coin Hilbert space, and the shift operator evolves the walker in a superposition of position states, the amplitudes of which are determined by the coin operation. In case of the one-dimensional DTQW, the most general unitary coin operator is an $SU(2)$ matrix, which has three independent parameters. That said, even one- and two-parameter coins are very useful while simulating various systems. As an example, the single-parameter split step DTQW is very effective to simulate neutrino oscillations [42], topological phases [26], and the Dirac equation [32].

In a one-dimensional DTQW, the coin operation is an $SU(2)$ matrix, defined as,

$$\hat{C}(\theta, \xi, \zeta) = \begin{bmatrix} e^{i\xi \cos(\theta)} & e^{i\xi \sin(\theta)} \\ -e^{-i\xi \sin(\theta)} & e^{-i\xi \cos(\theta)} \end{bmatrix} \otimes \sum_{x \in \mathbb{Z}} |x\rangle \langle x|.$$

(1)

The shift operation is defined as,

$$\hat{S} = \sum_x |\uparrow\rangle \langle \uparrow| \otimes |x - 1\rangle \langle x + 1| + |\downarrow\rangle \langle \downarrow| \otimes |x + 1\rangle \langle x|.$$

(2)

The initial internal state of the walker is defined as,

$$|\psi_0\rangle = (\alpha |\uparrow\rangle + \beta |\downarrow\rangle) \otimes |x = 0\rangle$$

(3)

and the complete evolution equation will be in the form,

$$|\psi_N\rangle = [\hat{S}\hat{C}]^N |\psi_0\rangle = \hat{W}^N |\psi_0\rangle,$$

(4)

where $N$ is the number of steps taken by the walker.

To obtain the the one-parameter coin form from Eq. (1), we fix the values $\xi = 0$ and $\zeta = -\frac{\pi}{4}$. This is the convention adopted in the remainder of this text. The one-parameter coin operator is thus given as,

$$\hat{C}(\theta) = \begin{bmatrix} \cos(\theta) & -i \sin(\theta) \\ -i \sin(\theta) & \cos(\theta) \end{bmatrix} \otimes \sum_{x \in \mathbb{Z}} |x\rangle \langle x|.$$

(5)

Fig. 1 shows the probability distributions in position space of a walker performing a DTQW with different values of $\theta$ as in Eq. (5).

A special case of a DTQW is the split-step quantum walk (SSQW), in which case the evolution operator $\hat{W}$ is given by a composition of two half-steps, 

$$\hat{W} = \hat{S}_+ \hat{C}_{\theta_2} \hat{S}_- \hat{C}_{\theta_1},$$

(6)

Where $\hat{C}_{\theta_j}$ represent the two coin operations, which are defined in the same form as in Eq. (5), and $\hat{S}_\pm$ are directed shift operations, defined as,

$$\hat{S}_+ = \sum_x \left[ |\uparrow\rangle \langle \uparrow| \otimes |x\rangle + |\downarrow\rangle \langle \downarrow| \otimes |x + 1\rangle \langle x| \right]$$

$$\hat{S}_- = \sum_x \left[ |\uparrow\rangle \langle \uparrow| \otimes |x - 1\rangle \langle x + 1| + |\downarrow\rangle \langle \downarrow| \otimes |x\rangle \langle x| \right].$$

(7)

In a one-dimensional visualisation, an SSQW implements the case when the components that are in the direction of $|\uparrow\rangle$ experience a different coin ($\hat{C}_{\theta_2}$) than the components in the $|\downarrow\rangle$ direction, which experience the coin $\hat{C}_{\theta_1}$. The evolution of the walk is still in the form as shown in Eq. (4), with the appropriate walk operator $\hat{W}$ substituted from Eq. (6).

Fig. 2 shows the probability distributions obtained by a walker executing a SSQW with multiple combinations of $\theta_1$ and $\theta_2$. Unlike the two peak probability distribution from the single coin DTQW, SSQW can results in four peak probability distribution.

III. A BRIEF NOTE ON MACHINE LEARNING

Machine learning was originally created to try and create solutions to problems which were hard to define formally, such as recognizing faces in images, or cognition of spoken words. This necessitated the creation of algorithms that could learn from experience of examples supplied to them, so the programmer was absolved of the requirement to formally specify all knowledge needed to solve the problem beforehand.

While the hardcoded knowledge methods worked very well for small, relatively sterile environments such as the world of chess [58], such programs face difficulties in subjective and intuitive tasks such as understanding speech or object recognition. Inference-based methods have been suggested and implemented as a possible solution to this type of problem, but have not had much
FIG. 1. Position space probability distributions of a single walker performing a one-parameter DTQW in one
dimension, obtained after 200 steps of walk. The figures (a), (b), (c) and (d) correspond to the cases where the
parameter $\theta$ has been set to $\frac{\pi}{6}$, $\frac{\pi}{4}$, $\frac{\pi}{3}$, and $\frac{5\pi}{12}$, respectively. The distributions are symmetric as the initial state in
each case was set to $|\psi(0)\rangle = \frac{1}{\sqrt{2}}(|\uparrow\rangle + i|\downarrow\rangle) \otimes |x=0\rangle$, which is symmetric.

success [59, 60]. Modern approaches circumvent this difficulty by implementing algorithms that have the capability of recognising patterns in raw data on their own [61] - a trait now known as machine learning.

**Linear regression**

Linear regression takes an input vector of features $\mathbf{x} \in \mathbb{R}^N$ and outputs a vector $\mathbf{y} \in \mathbb{R}^k$, which is to be interpreted as a prediction for the actual vector $\mathbf{y} \in \mathbb{R}^k$. The model is named linear regression as it attempts to find a linear function from the input vector to the output. More mathematically, linear regression models calculate the prediction $\hat{\mathbf{y}}$ as

$$\hat{\mathbf{y}} = \mathbf{w}^T \mathbf{x} + \mathbf{b},$$

where $\mathbf{w}$ is a matrix of weights and $\mathbf{b}$ is known as the bias vector. The weight $w_{ij}$ essentially determines how the feature $x_i$ affects the prediction $\hat{y}_j$. The bias vector is the value that this function tends to take in the absence of an input, and thus ensures that the mapping of features to predictions is an affine function.

**Ridge regression**

Due to the large sizes of the input vectors, a case may arise where the input variables may have near-linear relationships, a phenomenon known as multicollinearity [62]. Multicollinearity leads to unbiased linear regression estimates, but with high variances. Ridge regression is a method to improve estimation by adding a small amount of bias [63].

Assume that one requires the estimates of a vector $\mathbf{y}$, as in Eq. (8). A traditional linear regression-based method would seek to minimize the sum of squared residuals $||\mathbf{w}^T \mathbf{x} + \mathbf{b} - \mathbf{y}||_2^2$, where $||\cdot||_2$ represents the Euclidean
FIG. 2. Position space probability distributions of a single walker performing an SSQW in one dimension, obtained after 200 steps of walk. The figures (a), (b), (c) and (d) correspond to the cases where the parameters $\theta_1$ and $\theta_2$ have the values $(\pi/6, \pi/4)$, $(\pi/4, \pi/4)$, $(\pi/6, \pi/3)$, and $(\pi/4, 5\pi/12)$, respectively. The distributions are symmetric as the initial state was chosen to be symmetric. The case corresponding to (b) shows an interesting characteristic of the split-step walk, namely, that the two sets of peaks coincide when the angles $\theta_1$ and $\theta_2$ are equal.

norm. Ridge regression introduces a regularization term in this in order to guide the solution towards preferred properties. Thus, the final minimization looks like,

$$||w^T x + b - y||^2 + ||\Gamma x||^2$$  \hspace{1cm} (9)$$

where $\Gamma x$ is known as the Tikhonov Matrix [64, 65]. In the case when this matrix is a multiple of the identity matrix (i.e. $\Gamma x = \alpha I$), this process is the same as $L_2$ regularization. In this paper, we have chosen $\alpha = 0.01$. In the method of lasso regression [66], the $L_1$ regularization is used instead.

Nearest-neighbour regression

The $k$-Nearest Neighbour algorithm was proposed as a nonparametric method for pattern recognition, and is used for both classification and regression analyses [67, 68]. In our case, the task is that of regression, and therefore the output is the average of $k$ closest examples in the feature space of the training set. The algorithm proceeds as follows:

1. Load the training data and initialize $k$ to the chosen number of neighbours.
2. For each example in the training data,
   (a) Calculate the distance between the query and the current example from the data.
   (b) Add the distance and index of this example to an ordered collection
3. Sort the ordered collection in ascending order of distances.
4. Pick the labels of first \( k \) entries in this collection, and return the mean of the these labels.

This algorithm defers all computation until function evaluation, and only locally approximates the said function. Thus it is also a valid example of instance-based learning [69, 70]. As it uses the training examples in the local neighbourhood of the query to generate a prediction, it is extremely sensitive to the local structure of the data [71]. Since only the \( k \) closest training examples nearest to a query are considered to generate the prediction for it, this algorithm does not require an explicit training step.

**Multilayer Perceptron Models**

Multilayer perceptron (MLP) models are a class of artificial neural networks, which are algorithms modelled after biological neural networks in animal brains [72, 73]. These algorithms learn by example, and consist of units known as neurons, which are loosely modelled after their biological counterparts. Fig. 3 shows a basic MLP model with 3 neurons in the input layer, 2 hidden layers of four neurons each, and an output layer of 3 neurons. In this paper, the MLP model used has 200 neurons in the input layer, 200 in the hidden layer, and 2 in the output layer. The input and hidden layer neurons use a rectified linear unit (ReLU) as their activation function, and the output layer uses an exponential activation function.

The goal of this model is to approximate a function \( y = f(x) \) by creating a mapping \( \hat{y} = f^*(x; \theta) \) and then learning the parameters \( \theta \) so that \( f^* \) approximates \( f \) as closely as possible. This is a type of feedforward model [61], as there are no inputs that are fed back to the input from the output of the model. The model is provided a certain amount of labelled examples, which consist of both the input \( x \) and the output \( y \) (also known as the training set). The model uses these to tweak the parameters \( \theta \) the best it can, and then predicts \( \hat{y} \) corresponding to unlabelled values of \( x \) (also known as the testing set). This technique is known as supervised learning.

Our MLP model uses the cross-entropy between training data and the predictions made by the model as the cost function, and attempts to minimize it via an optimized gradient descent method. In our model, the optimizer used is Nadam. The Nadam (Nesterov-accelerated Adaptive Moment estimation) computes adaptive learning rates for each parameter by combining the approaches of Nesterov accelerated gradients and adaptive moment estimation algorithms [74–77].

**Performance metric**

We measure the performance of our model by computing the mean square error of the model on the testing set, defined as,

\[
\text{MSE} = \frac{1}{n} \sum_{j=1}^{k} [\hat{y}_j - y_j]^2, \tag{10}
\]

where \( n \) is the number of elements in the testing set, and \( k \) is the length of the output vector. Eq. (10) may also be written in terms of Euclidean distance,

\[
\text{MSE} = \frac{1}{n} ||\hat{y}^{(\text{test})} - y^{(\text{test})}||_2^2 \tag{11}
\]

of the predicted values and the actual values of \( y \). It is important to note here that the error is considered over the testing set and not the training set.

**IV. RESULTS**

In this work, we have used machine learning algorithms and trained an MLP model in an attempt to estimate the parameters of a one-dimensional DTQW. The models were trained on DTQW with \( N = 500 \), and \( \theta \) varying from \( \frac{\pi}{89} \) to \( \frac{3\pi}{180} \) at an interval of \( \frac{\pi}{180} \). The dataset consists of DTQW distributions that resulted after using these parameters in conjunction with a symmetric initial state as,

\[
|\psi_0\rangle = \frac{1}{\sqrt{2}} \left( |\uparrow\rangle + |\downarrow\rangle \right) \otimes |x = 0\rangle . \tag{12}
\]

We have chosen the ratio of training to testing data as \( 3 : 1 \) \((75\% : 25\%)\) for this dataset. As a result, 668 randomly selected probability distributions are used to train our algorithm, and the rest are used to test its performance. Three regression models, namely, K-nearest neighbours, linear regression and ridge regression, were trained on this data, and their performance was evaluated by the mean square error (MSE) of their predictions. The results are shown as in Table I. It is observed that while all the models return a very low MSE, but the performance of the linear regression model is a few orders of magnitude better than the next best performing model (k-nearest neighbours).

Using the same training data as specified above, the model was tasked to predict the value of \( \theta \) and given the testing data corresponding to \( \theta = \frac{\pi}{89} \), which is outside the range used to generate the training data. Table II details the predictions by each of these models.

We also implemented an MLP model (detailed in section III) to try and predict two parameters (\( \theta \) and \( N \)) of a 1D-DTQW simultaneously via deep learning. The model contains 3 layers, out of which there is 1 hidden layer. The model uses rectified linear units as the activation function for the first two layers (i.e. the input and hidden layers, respectively), and an exponential activation for the output layer. The neural net uses the Nadam optimizer. Other possible optimizers that can be used here
FIG. 3. A representation of a multilayer perceptron model. Figure (a) shows the structure of a single neuron, where \( x_i \) are the inputs, \( w_i \) are the weights, \( \sum \) corresponds to the activation function, and \( T \) is the threshold value for activation of this neuron. Figure (b) shows how a multitude of these perceptron units are organised in layers (thus lending the model its name), to create a simple artificial neural network. The hidden layers are drawn with dashed lines, and the input and output layers are maked in solid lines. This model has 4 neurons in each of its hidden layers, and 3 neurons each in its input and output layers. A neuron has a single available output, and each of the multiple outputs of a neuron as seen in (b) are copies of this single output value.

| Model                      | Mean-squared error |
|---------------------------|--------------------|
| Linear Regression         | \( 2.501 \times 10^{-09} \) |
| K-Nearest Neighbours (k = 5) | \( 2.058 \times 10^{-06} \) |
| Ridge Regression (\( \alpha = 0.01 \)) | \( 2.783 \times 10^{-05} \) |

TABLE I. Table showing MSE on test data for various machine learning models tasked with learning the coin parameter of a one-dimensional quantum walk. All the models shown here display a very low MSE, which is indicative of the fact that each of the models has successfully recognized, and is able to reproduce the patterns in the data.

are AdaGrad, AdaDelta and Adam. AdaGrad offers the benefit of eliminating the need of manually tuning the learning rate, but has the weakness that it accumulates a sum of squared gradients in its denominator over time, causing the learning rate to shrink and eventually become infinitesimally small, and the algorithm stop learning at this point. AdaDelta aims to reduce the aggressive decay of the learning rate in AdaGrad by fixing a window size of the accumulated past gradients. Adam tries to improve on both AdaGrad and AdaDelta by considering an exponentially decaying average of past gradients to adjust its learning rates. Nadam, however, improves on the performance of Adam by using Nesterov-accelerated gradients, and was chosen as the best fit for this case.

To train this network, we generated a new dataset, which contained all possible combinations of the parameters \( \theta \) and \( N \), varying between \( \left[ \frac{\pi}{180}, \frac{\pi}{2} \right] \) and \( [1, 499] \) respectively, with a step size of 1 for \( N \), and \( \frac{\pi}{180} \) for \( \theta \). The dataset thus comprised of 44,910 different probability distributions. The training-testing split was chosen to be the same as the earlier case (75% : 25%), and the training set thus consisted of a randomly selected 33,682 probability distributions of the total.

In order to judge the effectiveness of this model, we also designed a baseline model, which would always predict the mean of all supplied training values of \( \theta \) and \( N \) (\( \frac{\pi}{180} \) and 249 respectively, for this case), for any input distribution. The MSE from this baseline model was found to be 26077.4287.

Our neural network gave an output MSE of 916.0458, which is a reduction of 96.488% on the baseline error. This proves that the neural network is able to effectively learn and reproduce the patterns found in the DTQW probability distributions in order to reasonably estimate both the parameters of a 1D-DTQW.

We also tried to estimate selected parameters of an SSQW. A one-dimensional SSQW with two single-parameter coins as defined in Eq. (5) which typically has 3 parameters, \( \theta_1 \), \( \theta_2 \), and \( N \). For the purposes of this task, we varied \( \theta_1 \) in the range \( \left[ \frac{\pi}{180}, \frac{\pi}{2} \right] \) at an interval of \( \frac{0.04\pi}{180} \), while keeping \( \theta_2 = \frac{\pi}{4} \), and \( N = 100 \) fixed. We trained a linear regression model on this data, as well as a K-nearest neighbour model. The parameter was estimated with a good accuracy, as is seen from the contents of Table III.

V. CONCLUSIONS

In this work, we have demonstrated the effectiveness of machine learning models while estimating the coin parameter in a DTQW and an SSQW. We have applied these models on the one-dimensional DTQW and SSQW,
error, implying that the network is able to distinguish and replicate patterns found in this data. We also use two different models in order to estimate one of the coin parameters of a SSQW.

It is important to keep in mind that the accuracy of the predictions will vary with the amount of training data it is given. Typically, larger datasets improve the accuracy. The accuracy is also very dependent on the model itself under consideration. There is no single known machine learning algorithm that may outperform all others, and it is thus important to choose the algorithm for implementation with care.
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### Table II: A detailing of various estimates of $\theta$ as predicted by training machine learning models. All three models predict a value of $\theta$ that is fairly close to the actual value, but the linear and ridge regression models outperform the k-nearest neighbours model in absolute value.

| Model                               | Expected $\theta$ | Predicted $\theta$ | Error (%) |
|-------------------------------------|-------------------|---------------------|-----------|
| Linear Regression                   | 90°               | 89.956°             | 0.048%    |
| K-Nearest Neighbours ($k = 5$)      | 90°               | 89.639°             | 0.046%    |
| Ridge Regression ($\alpha = 0.01$)  | 90°               | 89.958°             | 0.401%    |

### Table III: Mean squared error on test data for ML models in predicting a single parameter in a split-step quantum walk. Both the models are able to learn the parameters well, but it can be seen that the linear regression model still yields an MSE that is an order of magnitude lower than the K-nearest neighbours model.

| Model                     | Mean-squared error |
|---------------------------|--------------------|
| K-Nearest Neighbour ($k = 5$) | $3.112 \times 10^{-07}$ |
| Linear Regression         | $1.265 \times 10^{-08}$ |
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