Chemical freezeout parameters within generic nonextensive statistics
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Abstract

The particle production in relativistic heavy-ion collisions seems to be created in a dynamically disordered system which can be best described by an extended exponential entropy. In distinguishing between the applicability of this and Boltzmann-Gibbs (BG) in generating various particle-ratios, generic (non)extensive statistics (GNS) is introduced to the hadron resonance gas model. Accordingly, the degree of (non)extensivity is determined by the possible modifications in the phase space. Both BG extensivity and Tsallis nonextensivity are included as very special cases defined by specific values of the equivalence classes \((c, d)\). We found that the particle ratios at energies ranging between 3.8 and 2760 GeV are best reproduced by nonextensive statistics, where \(c\) and \(d\) range between \(\sim 0.9\) and \(\sim 1\). The present work aims at illustrating that the proposed approach is well capable to manifest the statistical nature of the system on interest. We don’t aim at highlighting deeper physical insights. In other words, while the resulting nonextensivity is neither BG nor Tsallis, the freezeout parameters are found very compatible with BG and accordingly with the well-known freezeout phase-diagram, which is in an excellent agreement with recent lattice calculations. We conclude that the particle production is nonextensive but should not necessarily be accompanied by a radical change in the intensive or extensive thermodynamic quantities, such as internal energy and temperature. Only, the two critical exponents defining the equivalence classes \((c, d)\) are the physical parameters characterizing the (non)extensivity.
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1 Introduction

A comprehensive description for various phenomenon in different high-energy experiments \[1, 2\] can be given by extensive [such as Boltzmann-Gibbs (BG)] and nonextensive (such as Tsallis) statistics. In both statistical approaches, the thermodynamic consistency should be guaranteed. In proving that the fireballs or heavy resonances lead to a bootstrap approach, i.e. further fireballs consist of smaller fireballs and so on, extensive statistics was utilized by Hagedorn \[3\]. Assuming that the characteristic distribution-function gets variations from a possible symmetrical change, etc., nonextensive concept was first introduced for the particle productions \[4\]. The implementation of nonextensive Tsallis statistics was first introduced in Refs. \[5, 6, 7, 8\], with a clear emphasize that the phase space plays an essential role. It has been argued that substituting the Boltzmann factor by \(q\)-exponential function with \(q > 1\) leads to a good agreement with the experimental results at high energies, especially the transverse momentum spectra. Is is widely accepted that the statistical fits of the the transverse momentum spectra characterize the kinetic freezeout, which is conjectured to take place later (in the sense that the system cools down) after the chemical freezeout \[1\]. Recently, Tawfik explained that this procedure is not necessarily fully incorporating the nonextensivity in the
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particle productions, even at the kinetic freezeout \cite{9,10,11,12,13}. The long-range fluctuations, the correlations, and the interactions besides the possible modifications in the phase space of the particle production are not properly incorporated through Tsallis algebra. In long-range interactions, both thermodynamic and long-time limits do not commute. Therefore, generic nonextensive statistics (GNS) was introduced in Ref. \cite{9,10,11}, in which the phase space becomes responsible in determining the degree of (non)extensivity. It was shown that the lattice thermodynamics is well reproduced when the proposed GNS become characterized by extensive critical exponents \((1,1)\), while the heavy-ion particle ratios are only reproduced when the proposed GNS become nonextensive critical exponents, e.g. neither 0 nor 1. The latter differs from Tsallis \cite{9,10,11}.

Nonextensive statistics becomes the relevant approach for nonequilibrium stationary states. While zeroth law of thermodynamics in equilibrium introduces "the temperature", a so-called "physical temperature" was proposed when utilizing Tsallis-algebra, see for instance \cite{14,15,16,17}. It was concluded that if the inverse Lagrange multiplier associated with constrained internal energy is regarded as "the temperature", both Tsallis and Clausius entropies become identical. This temperature is believed to differ from the "physical" one. Based on this assumption, the "physical temperature" was conjectured to be extrapolated to the real "temperature", as it is assumed that this quantity is identical to the freezeout temperature. More details shall be elaborated in section 2.3. It was concluded that, the assumption on inverse Lagrange multiplier \cite{14} follows the same path that nonextensivity. It is only fulfilled through modifications in the thermodynamic intensive and extensive quantities, such as internal energy and temperature. In the present work, we introduce a GNS approach, which assumes that the phase space determines the degree of (non)extensivity depending on two critical exponents defining equivalence classes \((c,d)\), while the intensive and extensive thermodynamic quantities shouldn’t necessarily be modified. To summarize, the \((c,d)\)-temperature seems not distinguished from the \(T\) parameter of Tsallis statistics.

In the present paper, generalized thermostatistics (GTT) is applied to investigate the chemical freezeout. The main line of the critical remarks on Tsallis type statistics is related to the interpretation of the resulting temperature. The temperature is a well elaborated concept in GTT. Characterizing the statistical nature of the particle production is the main focus of the present work. As introduced, the proposed GNS approach is able to find out either the particle production is to be described by extensive or nonextensive statistics. This basically differs from an ad hoc implementation of BG and Tsallis approaches. In Ref. \cite{13}, one of the authors (AT) confronted calculations from the hadron resonance gas (HRG) model with GNS to the corresponding lattice QCD thermodynamics and to various particle ratios measured at 7.7 and 200 GeV. He concluded that the lattice QCD simulations are best reproduced when the scaling exponents \((c,d)\) get the extensive values, i.e. both are unity, while the particle production seems to have nonextensive classes, i.e. both differ from unity. In other words, the proposed GNS approach seemed to "suggest" that the lattice calculations are extensive while the particle ratios are stemming from nonextensive processes. Let us first emphasize that this conclusion is fully correct, as the lattice QCD simulations are actually based on extensivity (additivity) of subsystems (quarks and gluons proceeded and communicated by CPUs). On the other hand, the nature of the particle productions in the relativistic heavy-ion collisions might be different. The present work is devoted to a detailed analysis of the particle production in a wide range of beam energies. Accordingly, the statistical approach whether extensive or nonextensive, which well reproduces the chemical freezeout parameters, shall be defined. For the sake of completeness, we highlight that the lattice freezeout parameters are found compatible to the ones deduced from extensive fits of HRG calculations to various particle ratios measured in a wide range of beam energies. This is a solid confirmation that the proposed statistical approach, GNS, works well for the particle productions.

The present paper is organized as follows. The proposed approaches shall be shortly discussed in section 2. A reminder to GNS shall be given in section 2.1. Sections 2.2 and 2.3 shall be devoted to the characterizations of \((c,d)\) nonextensive-entropy and the extrapolation of \(T_q\) to \(T_{ch}\), respectively. GNS in HRG model shall be detailed in section 2.4. In section 3.1, the statistical fits of various particle-ratios at different beam-energies shall be outlined. The freezeout parameters, the temperatures and the baryon chemical potentials, deduced from the statistical fits of GNS grand-canonical partition function to various particle-ratios measured in heavy-ion experiments shall be determined and compared with the results deduced from extensive HRG calculations. The resulting equivalence classes \((c,d)\) shall be discussed in 3.2. Section 4 outlines the conclusions and the final remarks.
2 Approaches

To explore the phase diagram of hot and dense nuclear-matters which can be estimated at the beam-energies 3.8, 4.2, 5, 6.4, 7.7, 8, 9, 11.5, 12, 17, 19.6, 27, 39, 62.4, 130, 200, and 2760 GeV play an essential role. It was assumed that this can be accomplished from the statistical fit of thermal models, such as HRG, in which GNS approach is implemented [9] to various particle-ratios measured in relativistic heavy-ion collisions.

A detailed descriptions for the generic nonextensive statistics can be found at [9] [10] [11]. In the section that follows we give a short reminder to the generic nonextensive statistics.

2.1 Reminder to generic nonextensive statistics

Shannon entropy \(S_1\) is uniquely characterized by four axioms, Khinchin axioms:

1. SK1, continuity: for any \(n \in \mathbb{N}\), \(S_1(p)\) is continuous with respect to \(p \in \Delta_n\), i.e. the entropy depending on \(p\), contentiously. Accordingly, function \(g(p)\) becomes continuous, as well.

2. SK2, maximality: for given \(n \in \mathbb{N}\) and for \((p_1, \ldots, p_n) \in \Delta_n\), \(S_1(p_1, \ldots, p_n)\) reaches maximum at \(p_i = 1/n\), where \(i = 1, \ldots, n\). Consequently, for equi-distribution \((p)\), the entropy becomes maximum and the function \(g(p)\) become a concave function.

3. SK3, expandability: \(S_1(p_1, \ldots, p_n, 0) = S_1(p_1, \ldots, p_n)\), i.e. adding a non-zero probability state does not change the entropy so that \(g(0) = 0\).

4. SK4, generalized additivity: if \(p_{ij} \geq 0\), \(p_i = \sum_{j=1}^{m_i} p_{ij}\), and \(\sum_{i=1}^{n} p_i = 1\), where \(i = 1, \ldots, n\) and \(j = 1, \ldots, m_i\), then \(S_1(p_{11}, \ldots, p_{nm_n}) = S_1(p_1, \ldots, p_n) + \sum_{i=1}^{n} p_i S_1 \left( \frac{p_{i1}}{p_i}, \ldots, \frac{p_{im_i}}{p_i} \right)\). This means that the entropy of a system, which is divided into two subsystems \(A\) and \(B\), is given as \(S_A\) plus the expectation value of \(S_B\) conditional on \(A\).

Fulfilling the four axioms characterizes \((c, d)\) extensive entropy, where the equivalence classes \((1, 1)\) recall BG statistics. Violating the fourth axiom, individually, characterizes \((c, d)\) nonextensive entropy. The latter can be Tsallis, where \((q, 0)\), or GNS, where \((c, d)\) take other values. We recall again that, the scaling exponents \(c\) and \(d\) are corresponding to two independent asymptotic properties of the entropy functional \(s\), namely \[ z^c = \lim_{x \to 0} \frac{s(zx)}{s(x)}, \quad (1 + a)^d = \lim_{x \to 0} \frac{s(x^{1+a})}{x^as(x)}, \quad (2) \]

with \(a\) and \(z\) are arbitrary variables ranging between 0 and 1, but not affecting the (non)extensitivity.

2.2 Characterizations of \((c,d)\) nonextensive entropy

From \textit{formed} processes, on which the phase space depends, the extensive entropy can be computed, where the phase space linearly increases with the increase in the system size \((N)\). On the other hand, for \textit{deformed} processes, one needs a general representation of the entropy functional \(s\). Generalized families of class-representation can be achieved through two-time differentiable, monotonically increasing functions. For instance, a generalization for Shannon entropy was proposed as \(H(p) = \sum_{i=1}^{W} h(p_i)\), where \(W\) gives the number of states of the phase-space processes [13]. From the asymptotic properties of the trace-form entropy functionals, following representations have been proposed [13]

1. \(G\)-representation: \(G(p) = \sum_{i=1}^{W} g(p_i)\), where

\[ g(p_i) = -p_i \Lambda(p_i), \quad (3) \]

and \(\Lambda\) is a generalized logarithm, see Eq. (2).
2. *S*-representation: From \(- \int_0^{p_i} dy \log(y) = -p_i \log(p_i) + p_i\), the second term in right-hand side can be absorbed in \(-\alpha(\sum_i p_i - 1)\), when the normalization constrains of the maximum-entropy-principle is implemented. \(\alpha\) is a Lagrangian multiplier. Accordingly, \(h(p_i) = -p_i \log(p_i)\) and

\[
s(p_i) = -\int_0^{p_i} dx \Lambda(x).
\]

Both representations should give equivalent \((c,d)\) entropy classes

\[
s_{(c,d,r)}(x) = -\frac{r}{c} A^{-d} \exp(A) \Gamma(d + 1, A - c \log(x)) - rx,
\]

where \(A = cdr/(1 - r(1 - c))\). Correspondingly, both exponential and logarithm should be generalized. The earlier shall be introduced in Eq. (12), while the latter reads

\[
\Lambda_{(c,d,r)}(x) = \left[ 1 - x^{c-1} \left( 1 - \frac{1 - r(1 - c)}{dr} \log(x) \right)^d \right].
\]

Now we are left with the fifth property of \((c,d)\) nonextensive entropy. This should be characterized by vanishing entropy property,

\[
0 = \int_0^{b_{(c,d,r)}} dx \Lambda_{(c,d,r)}(x),
\]

where \(b_{(c,d,r)}\) optimizes the asymptotic extensivity. When scaling \(s_{(c,d,r)}\), even the representation given in Eq. (3) fulfills vanishing-entropy property, as well.

To summarize, besides SK1, SK2, and SK3, the \((c,d)\) nonextensive entropy is characterized by:

- trace-form of the entropy functional, \(S(p) = \sum_{i=1}^W s_i(p_i)\), and
- vanishing entropy property, Eqs. (7)-(8).

### 2.3 Extrapolation of \(T_q\) to \(T_{ch}\)

An *ab initio* assumption was made that the Tsallis freezeout temperature can be extrapolated to the BG-temperature \((T_{ch})\) deduced from extensive thermal-statistical models [20, 21],

\[
T_q = T_{ch} + (q - 1)k,
\]

where \(q\) is Tsallis nonextensive parameter, i.e. \(q > 1\). \(k\) is conjectured to depend on the energy transfer between a source and the surrounding. It was found that at \(T_{ch} = 192 \pm 15\) MeV, \(k = -(950 \pm 10)\) MeV [22]. As mentioned in section 1, the temperature deduced from the statistical fits of the transverse momentum distributions was interpreted as the kinetic freezeout temperature. To remain within the scope of the present paper, we leave this point without any further discussion.

In a classical ideal gas, the Tsallis entropy, which describes an exact entropy for microcanonical distribution of such gas, was proposed to relate Tsallis temperature, the \(q\)-temperature, \((T_q)\) to the BG freezeout temperature \((T_{ch})\) [23]

\[
T_q = T_{ch} \exp \left( \frac{S_q}{C} \right),
\]

where \(C\) is the heat capacity of reservoir system and \(S_q\) is Tsallis-entropy.

To summarize, the \(q\)-temperature, which as discussed in section 1 is known as "physical temperature", is about 2 – 3 times smaller than \(T_{ch}\) know as "the temperature" [24]. Accordingly, the resulting freezeout phase-diagram largely differs from the one drawn from the extensive statistical fits of various measured
particles-ratios and recent lattice QCD simulations, especially the freezeout temperature \cite{24}. Despite the well-known sign-problem in the lattice QCD calculations at finite chemical potential \((\mu_b)\), where the Monte Carlo techniques likely fail, both deconfinement and freezeout temperatures are conjectured to be compatible with each other, especially at small chemical potentials \cite{25}. This range of \(\mu_b\) is to be related to RHIC and LHC energies, where precise measurements for different particle-ratios are available \cite{26,27}. What is obtained so-far is that at vanishing \(\mu_b\) and at the corresponding \(T_q\), the resulting HRG thermodynamics, even when applying Tsallis-algebra, considerably differs from the one based on the first-principle lattice calculations. This can be understood from the fact that the latter assume extensivity and additivity besides an overall thermal equilibrium. In light of this, it is apparent that the Tsallis-type nonextensivity shouldn’t be utilized in order to reproduce of the lattice calculations. In this regards, we first remind with the remarkable success of HRG with BG statistics in reproducing the first-principle lattice thermodynamics \cite{28,29,30,31,32,33,34}. This is another argumentation of why the proposed GNS approach is the proper one. It reproduces the lattice calculations only when the equivalence classes \((c,d)\) get extensive values, i.e. \((1,1)\). The success in characterizing the statistical nature of the lattice calculations manifests the fact that the proposed approach (GNS) is generic and its applicability is much wider than that of BG and Tsallis.

As discussed, comprehensive works have been conducted in order to bring "physical temperature” closer to the "the temperature", for instance Eqs. \((9)-(10)\). These works assume that the nonextensivity in the particle production can be characterized through a radial change in intensive or extensive thermodynamic quantities, such as the internal energy and the temperature. The resulting \(T_q\), which is lower than \(T_{ch}\), are extrapolated. One of authors (AT) has first introduced GNS approach to the statistical fits of particle ratios at 200 and 2760 GeV \cite{9}. The present work covers a wider range of beam energies. Accordingly, the two critical exponents defining the equivalence classes \((c,d)\) can be determined. While both intensive or extensive thermodynamic quantities remain almost unchanged, \((c,d)\) unambiguously characterize the nonextensive nature of the particle production. In a future work, we shall study the energy dependence of \((c,d)\).

### 2.4 GNS in HRG model

As introduced in Ref. \cite{9,10,11}, both extensive and nonextensive statistical properties can be determined by two scaling exponents defining equivalence classes \((c,d)\) for both correlated and uncorrelated systems, for instance. In its thermodynamic limit, the statistical nature of the system of interest can be characterized, unambiguously. The remarkable success of the thermal models (extensive) \cite{11,12} in describing the particle production and that of the Tsallis nonextensive algebra \cite{5,6} simply mean that the cost which should be paid, namely the radical reduction in the freezeout temperature, was not necessarily. Such an \textit{ad hoc} implementation of statistical approaches is not the best way to decide whether the particle ratios or transverse momentum distributions or any other phenomenological spectra are extensive or nonextensive. A direct confrontation with GNS is this \cite{35}. Here, the system is not enforced to be biased towards either extensive or nonextensive statistical description. With a generalized exponential function, Eq. \((12)\),

\[
\ln Z(T) = \pm V \sum_{i} g_i \int_0^\infty \ln[1 \pm \varepsilon_{c,d,r}(x_i)] \, d^3 p, \tag{11}
\]

where \(V\) is the fireball volume and \(x_i = [\mu_i - E_i(p)]/T\) with \(E_i(p) = \sqrt{p^2 + m_i^2}\) being the dispersion relation of \(i\)-th state (particle) and \(\pm\) represent fermions and bosons, respectively. The exponential function \(\varepsilon_{c,d,r}(x_i)\) is generalized as \cite{18,19}

\[
\varepsilon_{(c,d,r)}(x) = \exp \left\{ -\frac{d}{c-a} \left[ W_k \left( B \left( 1 - x/r \right)^{1/d} \right) - W_k(B) \right] \right\}, \tag{12}
\]

where \(W_k\) is Lambert \(W\)-function which has real solutions at \(k = 0\) with \(d \geq 0\) and at \(k = 1\) with \(d < 0\), and

\[
B = \frac{(1-c)r}{1-(1-c)r} \exp \left[ \frac{(1-c)r}{1-(1-c)r} \right], \tag{13}
\]

where \(c\) and \(d\) are two critical exponents defining equivalence classes for all interacting and noninteracting systems. They give estimations for two scaling functions with two asymptotic properties. \(r\) is almost a free parameter. It is assumed not affecting the \((c,d)\)-class.
for $d > 0$, $r < 1/(1 - c)$,
• for $d = 0$, $r = 1/(1 - c)$, and
• for $d < 0$, $r > 1/(1 - c)$.

Alternatively, a particular function for $r$, namely $r = (1 - c + c d)^{-1}$ was proposed [18, 19].

From the partition function, Eq. (11), the thermodynamical properties such as pressure ($p$) and number density ($n$) can be derived,

\begin{equation}
\begin{aligned}
p &= \sum_{i=1}^{N_{\text{ch}}} g_i T \int_0^\infty \ln [1 \pm \varepsilon_{c,d,r}(x_i)] \, p^2 dp, \\
n &= \pm \sum_{i=1}^{N_{\text{ch}}} g_i \int_0^\infty \frac{\varepsilon_{c,d,r}(x_i) \, W_0 [B(1 - \varepsilon_i)^{\frac{1}{2}}]}{(1 - c) [1 \pm \varepsilon_{c,d,r}(x_i)] (r - x_i) \left(1 + W_0 \left[B(1 - \varepsilon_i)^{\frac{1}{2}}\right]\right]} \, p^2 dp.
\end{aligned}
\end{equation}

It should be remarked that in Eq. (11), the logarithmic function should also be generalized. This was given in Eq. (10), when assuming $G$-representation.

In the present calculations, the possible decay channels of heavy resonances are taken into consideration. The $k$-th particle final number density (identical expressions for other thermodynamic quantities, such as pressure, entropy and energy density, can be deduced) is given as

\begin{equation}
n_{k}^{\text{final}} = n_k + \sum_{i \neq k} b_{l \rightarrow k} n_l,
\end{equation}

where $b_{l \rightarrow k}$ is the effective branching ratio of $l$-th hadron resonance into the $k$-th particle of interest. It is noteworthy mentioning that the resonance decays might be seen as correlations and interactions among the produced particles and thus the introduction of nonextensivity to the particle production in final state becomes eligible.

3 Results

3.1 Chemical freezeout phase-diagram

The particle ratios measured by the E866, NA44, NA49, and NA57 experiments at the Superproton Synchrotron (SPS) [37, 38, 39, 40] at 3.8, 4.2, 5, 6.4, 8, 9, 12, and 17 GeV and by the STAR experiment at the Relativistic Heavy Ion Collider (RHIC) at 7.7, 11.5, 19.6, 27, 39, 130, and 200 GeV shall be compared with the HRG calculations. Together with the ALICE measurements, we construct a data set covering beam energies from 3.8 up to 2760 GeV.

For the same set of particle ratios, we fit our calculations based on GNS, section 2.4, Eq. (15), to the experimental results. The free parameters are $T_{\text{ch}}$ and $\mu_{bi}$, besides the scaling exponents ($c$, $d$). There values are deduced where chemical freezeout conditions, such as $s/T^3 = 7$ [11, 12, 43, 44, 45, 46, 47] is fulfilled and minimum $\chi^2$ is obtained, simultaneously. The results are shown in Figs. 1, 2, and 3. Results on the statistical fits for various particle-ratios measured by ALICE at 2760 GeV (LHC) [left panel (a)] and by STAR experiment at 200 GeV (RHIC) [right panel (b)] are depicted in Fig. 1. The resulting $T_{\text{ch}}$ and $\mu_{bi}$ are summarized in Tab. 1 and shall be depicted in Fig. 4. It is obvious that they are very compatible with the ones deduced from BG statistics [20]. But, the resulting exponents ($c,d$) for first and second nonextensive property, respectively, differ from BG (1, 1) and Tsallis ($q$, 0).

So-far, we conclude that the resulting $T_{\text{ch}}$ and $\mu_{bi}$ seem very compatible with the ones assuming extensive statistics (BG). Does this alone mean that the particle productions in heavy-ion collisions is based on extensive processes? The answer is apparently "no" [9, 10, 11]. A key measure would be the reproduction of first-principle calculations, the lattice QCD simulations on thermodynamics, for instance. While HRG with BG statistics excellently models the lattice thermodynamics below the critical temperature and describes well the particle productions in heavy-ion collisions [28, 29, 30, 31, 32, 33, 34], the Tsallis nonextensivity doesn’t do this job. Only, it is conjectured to characterize the kinetic freezeout and fitted well with the
measured transverse-momentum distribution \[Q^2\] \[0\]. How to unify these together, especially, when the Tsallis temperature is remarkably smaller than the freezeout temperature? First, let us recall that the Tsallis temperature fails to reproduce the lattice thermodynamics \[20, 21\]. The application of the GNS to lattice QCD thermodynamics and particle ratios which measured at different energies of RHIC was already done by one of the authors (AT) in Ref. \[48\]. Second, the answer has been delivered, couple years ago. In previous sections, we discussed on this that, the Tsallis resulting temperature should be extrapolated to the freezeout one, \(T_{ch}\). The present work proposes another answer.

Figure 1 compares experimental results on various particle-ratios (circles), \(\pi^-/\pi^+, K^-/K^+, p/p, \Lambda/\Lambda, \Omega/\Omega, \bar{Z}/Z, K^-/\pi^-, K^+/\pi^+, p/\pi^+, \Lambda^+/\pi^-, \Omega/\pi^-, \bar{Z}/\pi^+\) measured by ALICE- and STAR-experiment at energies 2760 GeV and 200 GeV, left and right panel, respectively, are statistically fitted by means of the HRG model in which GNS is implemented. In our HRG calculations, all possible decay channels yielding the particles of interest and the related branching ratios are taken into account, Eq. \[16\]. For the decay channels with not-yet-measured probabilities, the rules given in Ref. \[40\] have been applied. But no finite-size correction was applied \[49\]. We sum up contributions from all hadron resonances listed in recent particle data group compilation with masses \(\leq 2\) GeV. This refers to 388 different states of mesons and baryons besides their anti-particles. For further details, interested readers can consult Ref. \[1\]. The number density can be derived from the partition function and accordingly the particle ratios, Eq. \[15\], can be determined. Other GNS fits are illustrated in Fig. 2 (RHIC) and Fig. 3 (SPS).

In Fig. 1 the freezeout parameters, \(T_{ch}\) and \(\mu_b\) (closed circles) as deduced from the statistical fits of the generic-nonextensive HRG are compared with the ones from the extensive HRG (dashed line). At a finite chemical potential, the freezeout temperature in both cases is determined at constant \(s/T^3\), where \(s\) is the entropy density \[1\]. Apparently, both approaches are very compatible with each other. In other words, there is almost no difference between the resulting "physical temperature" and the "temperature" (\(T_{ch}\)). We also compare with other freezeout parameters (symbols) determined in different phenomenologies; Andronic et al. \[26, 27\], Tawfik et al. \[20, 21\], and UrQMD \[50\]. With the latter we mean various simulations by hybrid UrQMD version 3.4 at varying chemical potentials. At each value of the chemical potential, the simulated particle ratios are fitted by means of extensive HRG. In other words, UrQMD simulations - in this case - are taken as experimental results. To this end, it was shown that the UrQMD simulations agree well with measured particle-ratios. Further details can be taken from Ref. \[50\].

The resulting freezeout temperature and chemical potential are almost the same when extensive and GNS fits are applied. As discussed in earlier sections, it was widely believed that the nonextensivity in the particle production should be accompanied by a radical change in intensive or extensive thermodynamic quantities, such as the internal energy and the temperature. Therefore, the resulting temperature, for instance, was taken as a so-called "physical" one, which afterwards should be extrapolated to the freezeout temperature. The short-cuts of these assumptions shall be discussed in a forthcoming work. To remain within the scope of the present work, we report on nonextensive-statistical fit of various particle-ratios, where the intensive and extensive thermodynamic properties of the strongly interacting system remain almost unchanged, while the nonextensivity is defined by the equivalence classes \((c, d)\). Their values are found close to unity, Tab. \[4\].

This refers to a generic nonextensivity, which is apparently not of Tsallis-type. The latter is characterized by \((q, 0)\) with \(q > 1\).

It should be remarked that the excellent fits of various particle-ratios to the GNS statistical approach shouldn’t be interpreted due to adding extra parameters \((c, d)\). This should be related to rightly implementing generic statistical approach. Should the statistical nature of producing various particle-ratios were really Tsallis nonextensivity, the added extra parameters should be \((q, 0)\). Should this were extensive, \((1, 1)\) should be resulted in. On the other hand, the success of the GNS statistical approach in describing the lattice thermodynamics at \((1, 1)\) confirms the capability of the proposed GNS to determine whether the system of interest has an extensive or a nonextensive statistical nature and apparently allows its implementation in other ambiguous processes.

### 3.2 Equivalence classes \((c, d)\)

Table 1 summarizes the freezeout parameters \((T_{ch} and \mu_b)\) and the scaling exponents \((c, d)\) as determined from the statistical fits of HRG with the proposed generic nonextensivity, GNS, to various experimental results. Both freezeout parameters are graphically illustrated in Fig. 4 and compared with other results, section 3.1.
The resulting classes $c,d$ differ from unity referring to Lambert-$W$ exponentials characterizing the entropic equivalence classes. The generalized logarithm and exponential functions were given in Eq. (6) and (12), respectively. This means that the particle productions has a non-BG statistical nature. Over the whole energy-range, the entropic equivalence classes can be expressed as Lambert-$W$ exponentials, which is generic. Both resulting classes are positive but less than unity, except at LHC energy. We observe a general trend that the exponent $c$ is closer to unity than $d$. At $\sqrt{s} \approx 20$ GeV, $d$ reaches minimum, while $c$ nearly maximum values. The differences between the two exponents becomes great at low-SPS energies. The maximum error in the exponent is only 10%. Taking into account a wide energy range, during which relevant microscopic physics radically changes, this is excellently precise. Let us take $d$ as resulted, i.e. $d > 0$, and assume that the resulting $c$ can be approximated to unity. Accordingly, the resulting entropy is characterized by stretched exponential,

$$
\varepsilon_{(1,d,r)}(x) = \exp \left\{-dr \left[\left(1 - \frac{x}{r}\right)^{1/d} - 1\right]\right\}.
$$

(17)

Mathematically, this function can be interpreted as a fractional power law. A critical exponent is inserted into an ordinary exponential function. Accordingly, in a disordered system, for instance, the particle production, this type of entropy characterizes a delayed relaxation.

4 Conclusions and final remarks

In the present work, we have introduced a systematic study for (non)extensive properties characterizing relativistic heavy-ion collisions, which are assumed to hadronize and then i.e. forming hadrons or particles. With the nowadays detector technologies, the latter - in turn - can very precisely be detected. In doing this, we imply GNS on the well-known statistical-thermal models, such as the HRG model. It is assumed that the degree of (non)extensivity can be determined by the phase space characterizing the (dis)ordered system of interest. In other words, the proposed approach is able to determine whether the system of interest has extensive or nonextensive properties. Furthermore, more details about the nonextensivity can be also determined.

The particle ratios at energies ranging between 3.8 and 2760 GeV are best reproduced by GNS, where the equivalence classes $(c,d)$ range between $\sim 0.9$ and $\sim 1$. This leads to a crucial conclusion that the statistics describing the particle production at a wide range of beam energies remarkably differ from extensive BG $(1,1)$ or nonextensive Tsallis $(q,0)$. It is certainly interesting to see how the economic approach (extensive BG), as it deals with smallest free parameters, works quite well. In fact, this is the main conclusion of this present work, either generic statistical approach with $(c,d) \approx (0.9, 1)$ and the extensive BG approach reproduces well various particle ratios in a wide range of energies. Therefore, when comparing our results with the $q$-entropies, we can propose to refute all previous relevant works in the literature. Such a simplification will strengthen the discussion. The advantage of the present work is now simply to reassure that the particle ratios have extensive statistical nature but to illustrate that the proposed generic approach indeed manifests the degree of (non)extensivity depending on the resulting equivalence classes $(c,d)$. In a previous work, we have examined this with the lattice QCD thermodynamics, which is per definition assumes additivity (extensivity). Now, we present another examination with the particle ratios produced in heavy-ion collisions at various beam energies, which were ambiguousy analyzed by thermal models assuming an ac hoc extensive statistics.

Furthermore, the resulting equivalence classes imply that the system of interest can best be described by an extended exponential entropy, which basically differs from the well-know extensive BG and from the well-know nonextensive Tsallis entropy. Both are very special cases defined by specific values of the equivalence classes $(1,1)$ and $(q,0)$, respectively. We conclude that the particle production, in terms of the produced particle-ratios, in relativistic heavy-ion collisions seems to be originated from a dynamically disordered system.

Our results propose a plausible interpretation why the resulting Tsallis freezeout-temperature, which is called "physical temperature", differs from the resulting BG freezeout-temperature, which is called the "temperature". We believe that the insist to imply Tsallis-type nonextensivity to the high-energy particle productions seems to be accompanied with a high price: a radical change in intensive and/or extensive thermodynamic
quantities such as temperature and internal energy. Our results propose that the resulting freezeout parameters are compatible with the ones obtained when BG statistics is implied. Accordingly, the well-known freezeout phase-diagram excellently agrees with the recent lattice predictions and with the freezeout phase-diagram based on extensive BG statistics. The latter is very obvious, especially when comparing the equivalence classes obtained in our calculations and the ones characterizing BG. We conclude that the nonextensivity characterizing the high-energy particle productions is solely through two critical exponents defining equivalence classes \((c, d)\).

A few final remarks on the excellent fits reported in this paper are now in order. First, as discussed, that the GNS partition function, Eq. \((11)\), was implemented, in which an additional pair of free parameters, \((c, d)\), was added, shouldn't be thought as an explanation based on statistical precision, which likely increases with increasing the number of the free parameters. The other pair of free parameters, \(T_{ch}\) and \(\mu_b\), agrees well with the extensive fits, while the resulting \((c, d)\) can be approximated to unity, i.e. almost extensive. Thus, the GNS partition function, Eq. \((11)\), with its four free parameters is not just a statistical precision. It manifests a generic statistical approach that seems to characterize various aspects for the particle productions. Because of its generic nature, both special cases, BG and Tsallis, are also included. Its equivalence classes \((c, d)\) define the degree of (non)extensivity.

It is obvious that the statistical physics approaches to the high-energy phenomena have to be understood as an economic description of the phenomena of interest in terms of a small number of variables including the thermodynamic variables. This is true as long as the statistical nature hasn’t be changed. Tsallis statistics is not only introducing an additional parameter, \(q\), but also an special concept of nonextensivity. In Euclidean field theory or lattice field theory, change of exponential factor implies change of quantum theory, which does not seem to be possible as the extensivity is fundamentally imposed. The present paper presents an interpretation to the high-energy phenomena, the production of various particle ratios, through suggesting changes of the foundations of statistical physics.
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| $\sqrt{s_{\text{NN}}}$ (GeV) | $T_{\text{ch}}$ (MeV) | $\mu_b$ (MeV) | c     | d    | $\chi^2$/dof |
|-----------------------------|---------------------|-------------|-------|------|--------------|
| 2760                        | 166.93              | 1.134       | 1.009 | 1.031| 7.3          |
| 200                         | 160.65              | 25.578      | 0.969 | 0.9475| 2.24         |
| 130                         | 160.54              | 29.862      | 0.971 | 0.9495| 1.65         |
| 62.4                        | 155.4               | 57.96       | 0.965 | 0.982 | 2.78         |
| 39                          | 158.13              | 100.8       | 0.99  | 0.963 | 12.17        |
| 27                          | 160.71              | 139.86      | 0.991 | 0.93  | 19.98        |
| 19.6                        | 152.81              | 180.18      | 0.988 | 0.902 | 2.1          |
| 17                          | 154.71              | 219.24      | 0.99  | 0.895 | 20.15        |
| 12                          | 155.08              | 263.34      | 0.991 | 0.908 | 2.11         |
| 11.5                        | 155.84              | 294.84      | 0.989 | 0.931 | 7.1          |
| 9                           | 148.64              | 357.21      | 0.991 | 0.916 | 1.33         |
| 8                           | 148.63              | 377.37      | 0.972 | 0.939 | 4.99         |
| 7.7                         | 147.88              | 388.08      | 0.991 | 0.939 | 11.02        |
| 6.4                         | 147.11              | 404.46      | 0.97  | 0.9573| 12.71        |
| 5                           | 126                 | 534.24      | 0.952 | 0.994 | 3.01         |
| 4.2                         | 109.94              | 550.62      | 0.949 | 0.992 | 14.18        |
| 3.8                         | 109.73              | 559.44      | 0.949 | 0.95  | 67.61        |

**Tab. 1:** The freezeout parameters ($T_{\text{ch}}$ and $\mu_b$) and the scaling exponents ($c$, $d$) as determined from the proposed GNS fits to various experimental results.

**Fig. 1:** Left panel (a): different particle ratios measured at 2760 GeV (symbols) are fitted to HRG with GNS (dashed lines). Right panel (b) shows the same but at 200 GeV. The resulting exponents ($c$, $d$) and $\chi^2$ are given in top right corners and Tab. 1. The freezeout temperature and chemical potential are also listed in Tab. 1.
Fig. 2: Panel (a): different particle-ratios deduced from GNS fits (dashed lines) to the experimental results at 130 GeV (symbols). Panels (b), (c), (d), (e), (f), and (g) show the same but at 62.4, 39, 27, 19.6, 11.5, and 7.7 GeV, respectively. The scaling exponents \((c, d)\) and \(\chi^2\) are given in top right corners and Tab. [I].
Fig. 3: The same as in Fig. 2 but at 17 (a), 12 (b), 9 (c), 8 (d), 6.4 GeV (e), 5 (f), 4.2 (g), and 3.8 (h).
Fig. 4: The freezeout parameters, temperature $T_{ch}$ vs. baryon chemical potential $\mu_b$, which have been deduced from GNS fits of HRG (closed circle) to various particle-ratios, Figs 1, 2, and 3. The symbols refer to freezeout parameters deduced from extensive fits: Andronic et al. [40], Tawfik et al. [26, 27], and UrQMD [50].