The physics of Lyman $\alpha$ escape from high-redshift galaxies
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ABSTRACT

Lyman $\alpha$ (Ly$\alpha$) photons from ionizing sources and cooling radiation undergo a complex resonant scattering process that generates unique spectral signatures in high-redshift galaxies. We present a detailed Ly$\alpha$ radiative transfer study of a cosmological zoom-in simulation from the Feedback In Realistic Environments (FIRE) project. We focus on the time, spatial, and angular properties of the Ly$\alpha$ emission over a redshift range of $z = 5 - 7$, after escaping the galaxy and being transmitted through the intergalactic medium (IGM). Over this epoch, our target galaxy has an average stellar mass of $M_* \approx 5 \times 10^8 M_\odot$. We find that many of the interesting features of the Ly$\alpha$ line can be understood in terms of the galaxy’s star formation history. The time variability, spatial morphology, and anisotropy of Ly$\alpha$ properties are consistent with current observations. For example, the rest-frame equivalent width has an $E_{\text{Ly}\alpha,0} > 20 \, \text{Å}$ duty cycle of 62 per cent with a non-negligible number of sightlines with $> 100 \, \text{Å}$, associated with outflowing regions of a starburst with greater coincident UV continuum absorption, as these conditions generate redder, narrower (or single-peaked) line profiles. The lowest equivalent widths correspond to cosmological filaments, which have little impact on UV continuum photons but efficiently trap Ly$\alpha$ and produce bluer, broader lines with less transmission through the IGM. We also show that in dense self-shielding, low-metallicity filaments and satellites, Ly$\alpha$ radiation pressure can be dynamically important. Finally, despite a significant reduction in surface brightness with increasing redshift, Ly$\alpha$ detections and spectroscopy of high-$z$ galaxies with the upcoming James Webb Space Telescope is feasible.
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1 INTRODUCTION

Lyman $\alpha$ (Ly$\alpha$) emission from stellar populations and active galactic nuclei is a powerful diagnostic of high-$z$ objects, enabling the effective identification and spectroscopic confirmation of these sources (Bromm & Yoshida 2011; Finkelstein 2016). However, due to the complex physics of the Ly$\alpha$ radiative transfer process, it has proven difficult to interpret the results from theoretical models and observational data (Dijkstra 2014). For example, the fraction of Ly$\alpha$ emitters (LAEs) among the galaxy population has been found to first increase with redshift, and then drop dramatically at $z > 6$ (Stark, Ellis & Ouchi 2011; Schenker et al. 2014).

Intriguingly, there is evidence that the redshift evolution is less dramatic than previously thought (Pentericci et al. 2018), and the main difference between LAEs and non-LAEs is that the latter are significantly dustier (De Barros et al. 2017). The Ly$\alpha$ escape fractions from low mass $z < 6$ galaxies can therefore be quite high, especially given the tendency of supernova explosions and radiation pressure to drive galactic outflows, generating a redshifted Ly$\alpha$ line (Stark et al. 2017). At lower redshifts, where more data is available, LAEs with high equivalent widths exhibit bluer UV slopes and are younger, less massive, and have lower star formation rates (e.g. Hayes 2015; Trainor et al. 2016). Given the increasing quantity and quality of high-$z$ data, we anticipate additional progress in using LAE visibility and quasar absorption spectra as probes of reionization (Furlanetto & Pritchard 2006; Dayal, Maselli & Ferrara 2011; Jensen et al. 2013; Mason et al. 2018), Ly$\alpha$ haloes to study the circumgalactic medium (CGM; Steidel et al. 2011;....
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Hayes et al. 2013; Momose et al. 2016; Leclercq et al. 2017; Erb, Steidel & Chen 2018), and spatially/spectrally resolved properties to better understand the formation and evolution of galaxy populations (Dayal & Ferrara 2018).

On the theoretical side, accurate Monte Carlo radiative transfer (MCRT) simulations allow us to study the resonant scattering of Ly$\alpha$ photons within the interstellar medium (ISM) of galaxies and their subsequent transmission through the intergalactic medium (IGM). Substantial progress has been made in understanding Ly$\alpha$ escape in homogeneous media (Harrington 1973; Neufeld 1990), a clumpy multiphase ISM (Neufeld 1991; Hansen & Oh 2006; Dijkstra & Kramer 2012; Laursen, Duval & Ostlin 2013; Duval et al. 2014; Gronke & Dijkstra 2014; Gronke et al. 2016), expanding shell environments (Dijkstra, Haiman & Spaans 2006; Verhamme, Schaerer & Maselli 2006; Gronke, Bull & Dijkstra 2015; Hashimoto et al. 2015), and idealized anisotropic environments (Behrens, Dijkstra & Niemeyer 2014; Zheng & Wallace 2014; Smith et al. 2015). These models have been used to interpret observed spectra with varying success (e.g. Verhamme et al. 2008; Orltova et al. 2018). On the other hand, MCRT has been applied to galaxy simulations in post-processing from cosmological initial conditions (Tasitsiomi 2006; Laursen, Razoumov & Sommer-Larsen 2009a; Faucher-Giguère et al. 2010; Zheng et al. 2010; Barnes et al. 2011; Yajima et al. 2012; Smith et al. 2015; Trebitsch et al. 2016) and isolated disc galaxy configurations (Verhamme et al. 2012; Behrens & Braun 2014). However, the analysis and interpretation of MCRT results from hydrodynamical simulations is further complicated by the inability to isolate physical effects by adjusting parameters one at a time. Furthermore, successful models will eventually need to simultaneously and self-consistently resolve the sub-structure of the ISM and the large-scale structure of the increasingly neutral IGM in the high-$z$ Universe. Still, the field is maturing as multiple groups are incorporating Ly$\alpha$ MCRT into state-of-the-art adaptive resolution simulation pipelines, fostering high-level theoretical and observational synergies.

Ideally, by matching Ly$\alpha$ simulations and observations, we can extract additional missing information about high-$z$ galaxies. This requires more robust models for individual LAEs and the emergent statistical properties of galaxy populations. The main goal of this paper is to explore the physics of Ly$\alpha$ emission in homogeneous media (Harrington 1973; Neufeld 1990), a clumpy multiphase ISM (Neufeld 1991; Hansen & Oh 2006; Dijkstra & Kramer 2012; Laursen, Duval & Ostlin 2013; Duval et al. 2014; Gronke & Dijkstra 2014; Gronke et al. 2016), expanding shell environments (Dijkstra, Haiman & Spaans 2006; Verhamme, Schaerer & Maselli 2006; Gronke, Bull & Dijkstra 2015; Hashimoto et al. 2015), and idealized anisotropic environments (Behrens, Dijkstra & Niemeyer 2014; Zheng & Wallace 2014; Smith et al. 2015). These models have been used to interpret observed spectra with varying success (e.g. Verhamme et al. 2008; Orltova et al. 2018). On the other hand, MCRT has been applied to galaxy simulations in post-processing from cosmological initial conditions (Tasitsiomi 2006; Laursen, Razoumov & Sommer-Larsen 2009a; Faucher-Giguère et al. 2010; Zheng et al. 2010; Barnes et al. 2011; Yajima et al. 2012; Smith et al. 2015; Trebitsch et al. 2016) and isolated disc galaxy configurations (Verhamme et al. 2012; Behrens & Braun 2014). However, the analysis and interpretation of MCRT results from hydrodynamical simulations is further complicated by the inability to isolate physical effects by adjusting parameters one at a time. Furthermore, successful models will eventually need to simultaneously and self-consistently resolve the sub-structure of the ISM and the large-scale structure of the increasingly neutral IGM in the high-$z$ Universe. Still, the field is maturing as multiple groups are incorporating Ly$\alpha$ MCRT into state-of-the-art adaptive resolution simulation pipelines, fostering high-level theoretical and observational synergies.

2 METHODS

We now describe the cosmological simulation and post-processing methods to accurately calculate Ly$\alpha$ observables. In particular, we provide the context for the results of our study in Section 3, regarding the spectral properties and evolution of high-redshift LAEs.

2.1 Simulation setup

In this work, we examine a cosmological zoom-in simulation from the suite of galaxies presented in Ma et al. (2018), specifically the galaxy labeled z5m11c, which was selected based on being a typical low-mass LAE at $z = 5$. The simulation is a part of the Feedback In Realistic Environments project$^1$ (FIRE-2; Hopkins et al. 2017), which is an updated version of the first implementation (FIRE-1; Hopkins et al. 2014). The simulation employs the meshless finite-mass (MFM) method in the GIZMO hydrodynamics code (Hopkins 2015), with initial conditions and halo selection criteria as described in Ma et al. (2018). The multiscale zoom-in process ensures zero contamination from low-resolution particles within $2R_{\text{vir}}$ at $z = 5$. The initial particle masses are $m_{\text{gas}} = 7126.5 M_\odot$ for gas and $m_{\text{DM}} = 3.9 \times 10^6 M_\odot$ for dark matter, while the minimum Plummer-equivalent force softening lengths of gas, star, and high-resolution dark matter particles are $\epsilon_{\text{gas}} = 0.42$ pc, $\epsilon_* = 2.1$ pc, and $\epsilon_{\text{DM}} = 42$ pc, respectively. The softening lengths are fixed for stars and dark matter but adaptive for gas, with the minimum value in comoving units at $z > 9$ and physical units thereafter.

In Fig. 1, we show the spatial distribution of the gas based on mass-weighted projections of hydrodynamical quantities related to Ly$\alpha$ radiative transfer, including the density, temperature, ionization state, and dust content. Furthermore, in Fig. 2, we show the redshift evolution of the halo mass $M_{\text{halo}}$ of the target galaxy, along with the total stellar mass $M_*$ and gas mass $M_{\text{gas}}$ within the virial radius $R_{\text{vir}}$ and $(4 R_{\text{vir}})^3$ MCRT simulation domain. As a summary reference,

$^1$See the FIRE project web site at: http://fire.northwestern.eduhttp://fire.northwestern.edu.
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Figure 1. Projected images of the target galaxy at z = 6.6 and z = 5, illustrating the redshift evolution of the line-of-sight mass-weighted density \(\rho\), temperature \(T\), neutral hydrogen fraction \(x_{\text{HI}} \equiv n_{\text{HI}}/n_{\text{H}}\), \(\text{Ly}\alpha\) optical depth at line centre \(\tau_{\alpha,0}\), and dust optical depth \(\tau_{\text{dust}}\) (see Section 2.3 regarding the last two quantities). The density, temperature, and ionization states are extremely anisotropic and undergo significant morphological changes with redshift.

Figure 2. The redshift evolution of the target galaxy’s halo mass \(M_{\text{halo}}\), along with the total stellar mass \(M_*\) and gas mass \(M_{\text{gas}}\), within the virial radius \(R_{\text{vir}}\). The total gas and stellar content within the \((4 R_{\text{vir}})^3\) MCRT simulation domain remains fairly constant, although at \(z \approx 5.63\) the galaxy undergoes significant starburst activity, i.e. star formation rates \(\gtrsim 1\, M_\odot\, \text{yr}^{-1}\).

we provide several time-averaged quantities in Table 1, both over the entire redshift range and further divided into intervals to indicate any evolution. The time-averaged masses are \(\langle M_{\text{halo}} \rangle \approx 6.2 \times 10^{10} M_\odot\), \(\langle M_{\text{gas}} \rangle \approx 1.1 \times 10^{10} M_\odot\), and \(\langle M_* \rangle \approx 5.2 \times 10^9 M_\odot\). The corresponding virial radius for the central halo is \(\langle R_{\text{vir}} \rangle \approx 19\, \text{kpc}\), with a maximum circular velocity of \(\langle V_{\text{max}} \rangle \approx 127\, \text{km\,s}^{-1}\) reached at a radius of \(\langle R_{\text{max}} \rangle \approx 11\, \text{kpc}\). We use the Binary Population and Spectral Synthesis (BPASS) models (version 2.0; Eldridge, Izzard & Tout 2008; Stanway, Eldridge & Becker 2016) to compute the spectral energy distribution (SED) of each star particle based on its age and metallicity. The BPASS models include binary stellar populations, taking into account effects from mass transfer, common envelope phases, binary mergers, and quasi-homogeneous evolution at low metallicities. The inclusion of binaries is often invoked to reproduce the nebular line properties in \(z \approx 2-3\) galaxies (Steidel et al. 2016). In this work, we adopt a Kroupa (2002) initial mass function (IMF) from 0.1–100 \(M_\odot\), with IMF slopes of \(-1.30\) from 0.1–0.5 \(M_\odot\) and \(-2.35\) from 0.5–100 \(M_\odot\). Under these conditions, we calculate an intrinsic ionizing \(> 13.6\, \text{eV}\) photon emission rate of \(\langle N_{\text{ion}} \rangle \approx 1.4 \times 10^{53}\, \text{s}^{-1}\) and a luminosity of \(\langle L_{\text{ion}} \rangle \approx 4.9 \times 10^{42}\, \text{erg\,s}^{-1}\).

2.2 Intrinsic emission

The dominant source of \(\text{Ly}\alpha\) photons is recombination radiation due to nebular emission. In a study by Ma et al. (2015), the approximate prescription for on-the-fly photoionization in the FIRE simulations was found to be fairly consistent with more accurate post-processing calculations. However, to ensure the reliability of the line emissivities and scattering opacities necessary for \(\text{Ly}\alpha\) radiative transfer, we must first perform Lyman continuum (LyC) radiative transfer to update the local ionization states. To retain the high resolution of the simulation, we deposited the unstructured mesh data on an adaptive octree grid structure with a refinement criterion of no more than two particles per leaf cell. We then employed an octree version of the Monte Carlo code described in Ma et al. (2015, 2016) based on the SEDONA code (Kasen, Thomas & Nugent 2006), which iteratively solves the ionization states assuming ionization equilibrium. The code accounts for photoionization from each star particle and a uniform, redshift-dependent meta-galactic ionizing background and collisional ionization (Faucher-Giguère

\(^2\) Even though the ionization states change, we keep the gas temperature the same as the original simulations. This leads to some underheated \(\text{HII}\) regions, but these cells would only make a small change to the total \(\text{Ly}\alpha\) emissivity as the recombination coefficient depends weakly on temperature. In the halo, the hydrodynamical simulations already fairly capture both photoheating by the ionizing background and shock-heating of accreted gas.
et al. 2009). Each of these mechanisms contributes to the resolved Lyα emissivity in the simulation. Therefore, the Lyα luminosity due to recombination is

$$L^{\alpha}_{\text{rec}} = n_{e} n_{p} \int P_{\text{B}(T)} n_{\alpha} dV,$$

where $n_{e}$ and $n_{p}$ are the number densities of free electrons and protons, respectively (Cantalupo, Porciani & Lilly 2008; Dijkstra 2010). At these redshifts, we also model the radiation arising from collisions between free electrons and neutral hydrogen atoms, which populate excited states and produce additional Lyα ‘cooling’ emission. The Lyα luminosity due to collisional excitation is

$$L^{\alpha}_{\text{coll}} = n_{e} n_{p} \int q_{12\alpha}(T) dV,$$

where the temperature-dependent rate coefficient $q_{12\alpha}(T)$ is taken from Scholz & Walters (1991). Due to the exponential dependence on temperature around $T \sim 10^{4}$ K, this term can be highly uncertain, and thus requires a proper treatment of the thermal effects of ionizing radiation, e.g. as demonstrated in Faucher-Giguère et al. (2010).

As expected, during these redshifts, the gas within the virial radius $R_{\text{vir}}$ is mostly ionized by volume but neutral by density. Specifically, after the post-processing calculations, the time-averaged ionized fraction is $x_{\text{H\alpha}} \approx 97.9$ per cent, when weighted by volume, and $x_{\text{H\alpha}} \approx 4.7$ per cent, when weighted by density (Table 1), where $x_{\text{H\alpha}} \equiv n_{\text{H\alpha}}/n_{\text{H}}$ is the ratio of ionized and total hydrogen number densities. The escape fraction of ionizing photons from high-z galaxies can fluctuate significantly in response to the specific history of mergers, cosmological cold gas flows, and starburst activity. We calculate the time-averaged LyC escape fraction as $(f_{\text{esc}})^{\alpha}$ $\approx$ 13.3 per cent, such that the ionizing luminosity escaping beyond the CGM $(\sim 2 R_{\text{vir}})$ is $(L_{\alpha,\text{esc}}) \approx 4.7 \times 10^{41}$ erg s$^{-1}$.

The corresponding intrinsic Lyα luminosity within the $(4 R_{\text{vir}})^{3}$ MCRT simulation domain based on equations (1) and (2) is $(L_{\alpha}) \approx 1.3 \times 10^{42}$ erg s$^{-1}$, but also fluctuates in proportion to the intrinsic ionizing luminosity with a peak of $L_{\alpha} \approx 10^{43}$ erg s$^{-1}$ at $z \approx 5.63$. In Fig. 3, we illustrate the relative Lyα luminosity across the density–temperature phase space. Most of the emission comes from moderate density H II regions with a temperature of $T \sim 10^{4}$ K, characteristic of Lyα cooling. We have verified that our approach of modelling the recombinations radiation directly is consistent with the luminosity calculated from star particles, as the LyC code is photon conserving. The spatial distribution of recombination emission is also more realistic within such resolved H II region morphologies than emitting Lyα radiation from star particles directly.

### 2.3 Lyα radiative transfer

We perform Lyα MCRT with the Cosmic Lyα Transfer code (CLOT; Smith et al. 2015). Photon packets are inserted according to the recombination and collisional luminosities from equations (1) and (2). This is achieved by constructing the cumulative distribution function from individual cells, drawing a random number to find the source, and assigning the emission position uniformly within the cell volume. The subsequent transport of photon packets follows the Monte Carlo procedure with a local Lyα absorption coefficient of $k_{\alpha} = n_{\text{H\alpha}} \sigma_{\alpha}(v)$,

$$k_{\alpha} = n_{\text{H\alpha}} \sigma_{\alpha}(v),$$

where the Lyα cross-section $\sigma_{\alpha}(v)$ is proportional to the Voigt line profile. At line centre, the scattering cross-section from individual cells, drawing a random number to find the source, and assigning the emission position uniformly within the cell volume. The subsequent transport of photon packets follows the Monte Carlo procedure with a local Lyα absorption coefficient of $k_{\alpha} = n_{\text{H\alpha}} \sigma_{\alpha}(v)$,

$$k_{\alpha} = n_{\text{H\alpha}} \sigma_{\alpha}(v),$$

where $n_{\alpha}$ denotes the hydrogen number density such that $x_{\text{H\alpha}} \equiv n_{\text{H\alpha}}/n_{\text{H}}$ and $x_{\text{H\alpha}} \equiv n_{\text{H\alpha}}/n_{\text{H}}$ are the neutral and ionized fractions, respectively. We assume the dust survival fraction within ionized regions $f_{\text{surv}}$ is 1 per cent, although in reality the dust abundance also depends on the temperature of the ionized medium. Furthermore, this model assumes Small Magellanic Cloud (SMC) type dust with an effective cross-section per hydrogen atom of $\sigma_{\text{dust}} \approx 3.95 \times 10^{-22}$ cm$^{2}$, where $\log(Z_{\text{SMC}}/Z_{\odot}) \approx 0.0134$. Because this particular FIRE simulation does not include on-the-fly subgrid metal diffusion, we use a smoothed version of the metallicity $Z$ based on a cubic spline kernel over the 32 nearest neighbor particles before mapping to the octree. Finally, the dust radiative transfer also follows the methodology outlined by Laursen et al. (2009b), i.e. with a fiducial dust scattering albedo of $A = 0.32$ and Henyey–Greenstein phase function with an asymmetry parameter of $g = \cos \theta = 0.73$. We show the projected dust optical depth $\tau_{d} = f k_{d} dV$ in Fig. 1.

We now describe the binning method to obtain line-of-sight (LOS) statistics for a large number of directions. We perform separate CLOT simulations for recombination and collisional excitation emission, each with $10^{6}$ photon packets. The final state of

### Table 1. Time-averaged quantities over the redshift interval $z = 5–7$, with additional subdivisions illustrating the evolution. The type column denotes intrinsic properties of the galaxy (INT) and quantities that rely on the ionizing radiation, e.g. as demonstrated in Faucher-Giguère et al. (2009b), i.e. with a fiducial dust scattering albedo of $A = 0.32$ and Henyey–Greenstein phase function with an asymmetry parameter of $g = \cos \theta = 0.73$. We show the projected dust optical depth $\tau_{d} = f k_{d} dV$ in Fig. 1.

| Quantity | Type | $z = 5–7$ | $z = 6–7$ | $z = 5–6$ |
|----------|------|-----------|-----------|-----------|
| log $M_{\text{halo}}$ [M$_{\odot}$] | INT | 10.79 ± 0.04 | 10.77 ± 0.01 | 10.81 ± 0.04 |
| log $L_{\alpha}$ [M$_{\odot}$] | INT | 9.58 ± 0.10 | 9.50 ± 0.08 | 9.64 ± 0.06 |
| log $M_{\alpha}$ [M$_{\odot}$] | INT | 8.69 ± 0.06 | 8.65 ± 0.01 | 8.72 ± 0.06 |
| $R_{\text{vir}}$ [kpc] | INT | 18.8 ± 2.0 | 16.9 ± 0.7 | 20.1 ± 1.4 |
| $R_{\text{max}}$ [kpc] | INT | 11.2 ± 1.9 | 12.5 ± 1.4 | 10.4 ± 1.7 |
| $V_{\text{max}}$ [km s$^{-1}$] | INT | 127.0 ± 4.4 | 126.9 ± 5.6 | 127.0 ± 3.5 |
| log $N_{\alpha}$ [cm$^{-3}$] | INT | 53.1 ± 0.5 | 52.8 ± 0.4 | 53.3 ± 0.5 |
| log $L_{\alpha}$ [erg s$^{-1}$] | INT | 42.64 ± 0.5 | 42.4 ± 0.4 | 42.8 ± 0.5 |
| $(x_{\text{H\alpha}}/\text{[\ion{H}{I}]})$ [%] | ION | 97.9 ± 1.1 | 97.4 ± 1.0 | 98.2 ± 1.1 |
| $(x_{\text{H\alpha}}/\text{[\ion{H}{II}]})$ [%] | ION | 4.7 ± 1.0 | 5.2 ± 1.0 | 4.4 ± 0.9 |
| $f_{\alpha}^{\text{MCRT}}$ [%] | ION | 92.8 ± 9.0 | 96.0 ± 1.2 | 87.1 ± 1.4 |
| $f_{\alpha}^{\text{MCRT}}$ [%] | ION | 92.8 ± 1.0 | 96.0 ± 1.2 | 87.1 ± 1.4 |
| $M_{\text{UV}}$ [M$_{\odot}$] | ION | $-18.3_{-1.0}^{+1.0}$ | $-18.2_{-0.8}^{+0.3}$ | $-18.4_{-0.8}^{+0.3}$ |
| $R_{\text{UV, vir}}$ [kpc] | ION | 2.9 ± 0.8 | 3.2 ± 0.7 | 2.4 ± 1.0 |
| log $L_{\alpha}$ [erg s$^{-1}$] | ION | 41.7 ± 0.7 | 41.6 ± 0.6 | 41.7 ± 0.7 |
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all escaped and absorbed photons is recorded, i.e. the frequency $\nu_i$, position $r_i$, and direction $\hat{k}_i$, where $i$ denotes the photon index. Although Poisson noise becomes significant at high angular and spatial resolution, we smooth the packet discretization by a weighting kernel with a specific estimated error criterion. For spatially integrated quantities in a given direction $\hat{n}$, we calculate the directional cosine of each photon as $\mu_j \equiv \cos \theta_j = \hat{n} \cdot \hat{k}_j$ and $\Delta \mu_j \equiv 1 - \mu_j$. For reference, a tophat filter has constant weight if $\mu_j \geq \mu_{\text{min}}$ and zero elsewhere, for an effective photon number of $N_{\text{ph,eff}} \approx N_{\text{ph}} \Delta \mu_{\text{min}}/2$. Under an isotropic distribution, the approximate error per pixel is $\approx 1/\sqrt{N_{\text{ph,eff}}}$, such that 1 per cent noise is obtained for $10^3$ photons with $\Delta \mu_{\text{min}} \approx 0.002$ or $\Delta \rho_{\text{min}} \approx 3/6$ defining the effective resolution. However, in this work, we employ a Gaussian filter to increase the sensitivity and avoid edge effects, represented as $W_G(\mu) \propto \exp(-\Delta \mu^2/2\sigma_G^2)$ if $\mu \geq 0$ and zero elsewhere, which when integrated gives an effective number of photons of $N_{\text{ph,eff}} \approx N_{\text{ph}} \sqrt{2\pi} \text{erf}(1/\sqrt{2\sigma_G})$. Numerically solving the analogous relation yields an approximate error per pixel of 1 per cent for $10^3$ photons with a standard deviation of $\sigma_G \approx 0.0016$ or $\sigma_G \approx 1.2$ as the effective resolution. We find that this prescription provides reasonable control on the Poisson noise due to the Monte Carlo discretization. We also note that uncertainty from noise has the greatest impact on sightlines that are less likely to be observable.

### 2.4 IGM transmission

The COLT output represents the emergent Ly$\alpha$ observables without accounting for subsequent scattering in the IGM. To include this important effect, we use the frequency- and redshift-dependent transmission curves of Laursen, Sommer-Larsen & Razoumov (2011), which have been kindly provided to us by the author. Specifically, we use their ‘benchmark’ Model 1 results as described in relation to their Figs. 2 and 3. The curves provide the median and 1σ statistics based on a large number of sightlines ($\geq 10^3$) cast from several hundreds of galaxies through a simulated cosmological volume. Ly$\alpha$ photons are generally free streaming beyond a few virial radii, so in this work ‘ISM’ denotes escape from the $(4 R_{\text{vir}})^3$ MCRT simulation domain, while ‘IGM’ means that each photon is reweighted by $\exp[-\tau_{\text{IGM}}(z)]$ from the transmission model. Any IGM model implemented in this manner should be considered in the context of nontrivial variations depending on the particular galaxy and sightline. We are not currently aware of any Ly$\alpha$ radiative transfer simulations that self-consistently follow the resonant scattering through both the highly resolved ISM of individual galaxies and the more diffuse IGM throughout cosmological volumes. Such a treatment is beyond the scope of the analysis in this work but will be pursued in a future work.

### 2.5 UV continuum

We also calculate the escape of non-ionizing UV continuum photons, which is necessary for observational comparison to the Ly$\alpha$ rest-frame equivalent width $EW_{\text{Ly}\alpha,0}$. Given the uncertainties in this study, it is sufficient to employ single-scattering monochromatic dust attenuation with an absorption coefficient given by equation (4), and we expect a more accurate treatment with multiple scattering and frequency dependence to only slightly modify our results. Specifically, the intrinsic continuum luminosity, $L_\nu$ in units of erg s$^{-1}$ Å$^{-1}$, is found by integrating the SED of each stellar population over a filter with an effective wavelength of $\lambda_{\text{UV}} = 1500$ Å. Images and other LOS observables in the $\hat{n}$ direction are calculated by direct ray-tracing from each star particle, such that $f_{\alpha,\text{obs}}(\hat{n}) = \sum_i L_{\alpha,i} \exp(-\tau_{\text{IGM}})/4\pi(1 + z d_L^2)$, where the dust optical depth

### Table 1. continued.

Time-averaged properties of the intrinsic Ly$\alpha$ emission over the redshift interval $z = 5$–7, with subdivisions summarizing the evolution. We also show separate columns for photons originating from recombinations and collisional excitation.

| Quantity Type | All Ly$\alpha$ photons $z = 5$–7 | All Ly$\alpha$ photons $z = 6$–7 | All Ly$\alpha$ photons $z = 5$–6 | Ly$\alpha$ from recombinations $z = 5$–7 | Ly$\alpha$ from recombinations $z = 6$–7 | Ly$\alpha$ from recombinations $z = 5$–6 | Ly$\alpha$ from collisional excitation $z = 5$–7 | Ly$\alpha$ from collisional excitation $z = 6$–7 | Ly$\alpha$ from collisional excitation $z = 5$–6 |
|---------------|-----------------------------|-----------------------------|-----------------------------|-----------------------------|-----------------------------|-----------------------------|-----------------------------|-----------------------------|-----------------------------|
| $\log L_\nu$ [erg s$^{-1}$] | ION | 42.2 ± 0.4 | 41.9 ± 0.3 | 42.3 ± 0.4 | 42.0 ± 0.5 | 41.7 ± 0.3 | 42.2 ± 0.5 | 41.5 ± 0.2 | 41.5 ± 0.2 | 41.6 ± 0.2 |
| $\alpha /L_\alpha$ | ION | – | – | – | 70.8 ± 13.4 | 63.1 ± 9.8 | 75.8 ± 13.1 | 29.2 ± 13.4 | 36.9 ± 9.8 | 24.2 ± 13.1 |
| $F_{\text{esc}}/F_{\text{blue}}$ [%] | ION | 1.0 ± 0.1 | 1.0 ± 0.1 | 1.0 ± 0.1 | 1.0 ± 0.1 | 1.0 ± 0.1 | 1.0 ± 0.1 | 1.0 ± 0.1 | 1.0 ± 0.1 | 1.0 ± 0.1 |
| $\langle \Delta v \rangle$ [km s$^{-1}$] | ION | 0.6 ± 0.7 | 0.0 ± 0.7 | 0.6 ± 0.7 | 0.0 ± 0.7 | 0.0 ± 0.7 | 0.0 ± 0.7 | 0.0 ± 0.7 | 0.0 ± 0.7 | 0.0 ± 0.7 |
| $\sigma_{\Delta v}$ [km s$^{-1}$] | ION | 68.4 ± 12.8 | 80.2 ± 22.8 | 62.4 ± 19.4 | 66.0 ± 17.6 | 81.7 ± 12.8 | 57.8 ± 12.0 | 71.7 ± 17.2 | 74.3 ± 12.2 | 70.8 ± 11.2 |
| $EW_{\text{Ly}\alpha}$ [Å] | ION | 107 ± 56 | 63 ± 16 | 135 ± 54 | 83 ± 59 | 42 ± 17 | 110 ± 62 | 24 ± 7 | 23 ± 13 | 25 ± 8 |

Figure 3. Relative Ly$\alpha$ luminosity in the density–temperature phase plane at $z = 6.6$ (top) and $z = 5$ (bottom). Ly$\alpha$ photons are produced by recombination of ionized hydrogen (left) and collisional excitation of hydrogen atoms by free electrons (right). The two mechanisms show significant overlap at warm temperatures ($\sim 10^7$ K) and moderate densities ($\sim 10^{-22}$–$10^{-21}$ g cm$^{-3}$), tracing photoionized H II regions and shock-heated gas in the CGM. The recombination emission at $T \sim 10^6$ K is likely associated with relic H II region cooling and inefficient photoheating, whereas collisional excitation requires higher temperatures. However, see footnote 2 regarding the Ly$\alpha$ emissivity from underheated H II regions. The solid (dashed) contours show the phases containing most of the mass (volume). We also provide reference overdensities of $\rho/\rho_{\text{crit}} = 10^0$ as vertical lines in each panel.
from star is \( r_{\odot} \equiv \int_0^\infty k_d \, d\ell \) and \( d_{\odot} \) is the luminosity distance to the galaxy. In Fig. 4, we show the escaped UV continuum for the target galaxy at \( z = 6.6 \) and \( z = 5 \). We also apply Gaussian smoothing with a full width at half maximum of FWHM \( \approx 0'04 \) to simulate the JWST NIRCam aperture. We find the time-weighted median LOS escape fraction for non-ionizing UV continuum radiation to be \( \langle f_{\text{esc}} \rangle \approx 93 \) per cent, which decreases at lower redshift as the mass and total dust content of the galaxy increases. The dust-attenuated rest-frame UV absolute magnitude is \( \langle M_{\text{UV}} \rangle \approx -18.25 \) with a half-light radius of \( \langle R_{1/2, \text{UV}} \rangle \approx 3 \) kpc \( \approx 0'5 \), which becomes brighter and more concentrated with time.

### 3 \ Ly\( \alpha \) RADIATIVE TRANSFER RESULTS

#### 3.1 Intrinsic spectra

We first discuss the spectral properties of the intrinsic Ly\( \alpha \) emission. Under the Case B approximation, the H\( \alpha \) (H\( \beta \)) hydrogen Balmer transition at \( \lambda_{\text{H}\alpha} = 6562.8 \) (4861.3) \( \text{Å} \) closely traces the intrinsic Ly\( \alpha \) recombination emission, albeit with a factor of \( F_{\text{Ly}\alpha}/F_{\text{H}\alpha} \approx 0.68v_{\text{Ly}\alpha}/0.45v_{\text{H}\alpha} \approx 8 \) (23) reduction in flux (Dijkstra 2014). For methodological consistency, we run COLT without any absorption or scattering with 10\(^8\) photon packets. Interestingly, the proper motion of the galaxy induces a substantial Doppler shift and complex spectral morphology for the LOS line, e.g. asymmetric peaks and plateaus. In fact, the peak frequency and full width at half maximum (FWHM) are not always robust characterizations of the line profile. Therefore, we instead calculate the flux-weighted frequency centroid defined as \( \langle \Delta \nu \rangle \equiv \int \Delta \nu f_\nu \, d\nu / \int f_\nu \, d\nu \) and the standard deviation of the line as \( \sigma_{\text{FWHM}} \equiv ( \langle \Delta \nu \rangle^2 - \langle \Delta \nu \rangle^2 )^{1/2} \).

In Fig. 5, we show the redshift evolution of the intrinsic Ly\( \alpha \) line profile. Although the angular-averaging generates symmetric profiles about the line centre, the observed spectra are much more complex due to the aggregate LOS motion of the emitting gas. We also illustrate the angular distribution of the frequency moments...
The redshift evolution of the Lyα, non-ionizing UV (1500 Å), and LyC escape fractions from the target galaxy. The red curve is after dust absorption in the ISM while the green curves are after IGM transmission based on the model of Laursen et al. (2011). The shaded regions show the 1σ confidence levels considering different viewing angles. The grey data points are the observed Lyα escape fraction estimates reported by Hayes et al. (2011). The square points are the observed Lyα escape fraction estimates reported by Hayes et al. (2011). The red curve is after dust absorption in the ISM while the green curves are after IGM transmission based on the model of Laursen et al. (2011).
Table 2. Time-averaged Ly$\alpha$ properties after accounting for ISM scattering (ISM) with a similar layout as Table 1.

| Quantity          | Type | $z = 5$–7 | $z = 6$–7 | $z = 5$–6 |
|-------------------|------|-----------|-----------|-----------|
| log $L_{\alpha}$ [erg s$^{-1}$] | ISM  | 41.9$^{+0.6}_{-0.2}$ | 41.7$^{+0.3}_{-0.1}$ | 42.0$^{+0.3}_{-0.1}$ |
| $f_{\text{LOS}}/L_{\alpha}$ [%] | ISM  | – | – | – |
| $f_{\text{LOS}}$ | ISM  | 0.24 | 0.21 | 0.26 |
| $F_{\text{LOS}}/F_{\text{F2}}$ | ISM  | 0.10$^{+0.04}_{-0.03}$ | 0.11$^{+0.03}_{-0.02}$ | 0.09$^{+0.04}_{-0.03}$ |
| $R_{\alpha}$(kpc) | ISM  | 7.2$^{+3.4}_{-2.1}$ | 10.6$^{+4.7}_{-2.9}$ | 5.9$^{+4.1}_{-2.0}$ |
| $\langle \Delta v \rangle$ [km s$^{-1}$] | ISM  | 21.4$^{+8.5}_{-4.5}$ | 22.2$^{+9.1}_{-7.9}$ | 21.2$^{+7.6}_{-5.9}$ |
| EW$_{\text{Ly}\alpha}$ [Å] | ISM  | 68.8$^{+10.3}_{-7.4}$ | 49.1$^{+12.3}_{-9.8}$ | 83.2$^{+11.8}_{-9.3}$ |

Table 3. Time-averaged Ly$\alpha$ properties after accounting for IGM transmission (IGM) with a similar layout as Tables 1 and 2.

| Quantity          | Type | $z = 5$–7 | $z = 6$–7 | $z = 5$–6 |
|-------------------|------|-----------|-----------|-----------|
| log $L_{\alpha}$ [erg s$^{-1}$] | IGM  | 41.5$^{+0.4}_{-0.4}$ | 41.2$^{+0.4}_{-0.2}$ | 41.6$^{+0.5}_{-0.4}$ |
| $f_{\text{LOS}}/L_{\alpha}$ [%] | IGM  | – | – | – |
| $f_{\text{LOS}}$ | IGM  | 0.28 | 0.21 | 0.26 |
| $R_{\alpha}$(kpc) | IGM  | 3.5$^{+2.0}_{-1.1}$ | 4.8$^{+3.1}_{-2.0}$ | 2.1$^{+1.4}_{-0.9}$ |
| $\langle \Delta v \rangle$ [km s$^{-1}$] | IGM  | 17.5$^{+10.8}_{-6.6}$ | 17.5$^{+11.6}_{-6.5}$ | 17.5$^{+10.1}_{-5.3}$ |
| EW$_{\text{Ly}\alpha}$ [Å] | IGM  | 202$^{+19.0}_{-35}$ | 210$^{+40}_{-15}$ | 194$^{+28}_{-41}$ |

3.3 Equivalent width

The Ly$\alpha$ equivalent width characterizes the strength of the observed Ly$\alpha$ line relative to the continuum flux, and is defined as:

$$EW_{\text{Ly}\alpha} \approx \int \frac{f_{\lambda_{\text{Ly}\alpha}} - f_{\lambda_{\text{F2}}}}{f_{\lambda_{\text{F2}}}} \, d\lambda \approx F_{\text{Ly}\alpha}/f_{\lambda_{\text{Ly}\alpha}},$$

(5)

where the bolometric Ly$\alpha$ flux is $F_{\text{Ly}\alpha} \equiv \int f_{\lambda_{\text{Ly}\alpha}} \, d\lambda$, and in the rest-frame $EW_{\text{Ly}\alpha,0} = EW_{\text{Ly}\alpha}/(1+z)$. We calculate an intrinsic time-averaged value of $EW_{\text{Ly}\alpha,0} \approx 110$ Å (with no dust extinction). The median LOS value decreases to $EW_{\text{Ly}\alpha,0} \approx 70$ Å after ISM scattering (with dust) and $EW_{\text{Ly}\alpha,0} \approx 25$ Å after IGM transmission (assuming no effect for continuum photons). In Fig. 8, we show the redshift evolution of $EW_{\text{Ly}\alpha,0}$ is primarily driven by the star formation activity in our simulations. We also show several representative observations from the study of Mallery et al. (2012) as grey data points, using selection criteria of $z \approx 5$ and $\log (M/\text{M}_\odot) < 9$ for a similar mass range as our galaxy. In the centre panel, we provide the cumulative probability distributions for observing an equivalent width greater than a given value. During and after the main starburst, we identify a non-negligible number of high-equivalent-width sightlines ($EW_{\text{Ly}\alpha,0} > 100$ Å), even after accounting for IGM transmission (cf. Hashimoto et al. 2017). Finally, in the bottom panel, we show the impact of aperture size on the observed equivalent width, which can be greatly reduced within the central $1''$ regions (Laursen et al. 2018). However, the fraction $EW_{\text{Ly}\alpha,0}/f_{\lambda_{\text{Ly}\alpha}}$ converges fairly quickly when the source is brightest due to the corresponding reduced Ly$\alpha$ half-light radius.

Our galaxy has a moderate virial mass $M_{\text{halo}} < 10^{11} \text{M}_\odot$, such that the star formation efficiency is regulated by strong feedback, resulting in $\dot{M}_{\text{SFR}}/M_{\text{IGM}} < 5$ per cent. The dominant starburst corresponds to $z \approx 5.6$, although the luminosity is also quite strong at $z \approx 7$ and $z \approx 5$ (see Fig. 7). Specifically, the galaxy has duty cycles for the IGM transmitted (intrinsically) equivalent width with $EW_{\text{Ly}\alpha,0} > 20$ Å of 62 per cent (100 per cent) and the luminosity with $L_{\lambda_{\text{Ly}\alpha}} > 10^{42}$ erg s$^{-1}$ of 17 per cent (52 per cent). The equivalent width distribution for more massive galaxies may be driven by different mechanisms. For example, star forming regions enshrouded by dusty gas could disproportionately attenuate UV
continuum photons leading to an equivalent width enhancement (Finkelstein et al. 2008, 2009), especially if the \( \text{Ly} \alpha \) resonant scattering process avoids such pathways (Neufeld 1991; Hansen & Oh 2006). Furthermore, \( \text{Ly} \alpha \) photons originate from more diffuse emission and subsequent scattering in the CGM leads to relatively isotropic low surface brightness \( \text{Ly} \alpha \) haloes.

Finally, the equivalent widths due to recombination and collisional excitation are anti-correlated. During a starburst the cooling radiation only contributes a small fraction of the total budget, while there is a delayed boost to around \( \sim 50 \) per cent afterwards (compare \( L_{\text{coll}}/L_{\text{H}} \) over \( z \approx 5.6\text{–}5.3 \) in Fig. 7). The time variability is mainly regulated by young, massive stars that dominate the production of ionizing photons. However, the deposition of energy by post-starburst galactic winds also enhances the collisional contribution, as predicted for UV metal lines in the CGM (Sravan et al. 2016).

Therefore, it is possible that a subset of LAEs is powered by cooling radiation rather than nebular emission, although this may require a different environment, halo mass, assembly history, or redshift than the galaxy in these simulations.

### 3.4 Surface brightness

We employ the next-event estimator method in COLT to construct LOS surface brightness images for the target galaxy. The simulated images are composed of square pixels at the resolution of the JWST NIRCam instrument corresponding to \( \Omega_{\text{pix,NIRCam}} \approx 10^{-3} \) arcsec\(^2\). When also considering the full surface brightness spectral density we employ a Doppler resolution of \( \Delta v \approx 10 \text{ km s}^{-1} \), corresponding to a spectral resolution of \( R \equiv \lambda/\Delta \lambda \approx 30,000 \). This is achievable with large-aperture ground-based telescopes equipped with adaptive optics, but significantly exceeds the capability of the JWST NIRSpec instrument. Thus, our resolution is sufficient for comparison with both photometric and spectroscopic observations.

In Fig. 9, we illustrate the different stages of \( \text{Ly} \alpha \) escape from high-\( z \) galaxies with spatially resolved images of the (i) intrinsic \( \text{Ly} \alpha \) recombination and collisional luminosity, (ii) escaped \( \text{Ly} \alpha \) radiation after scattering through the ISM, and (iii) observed surface brightness after transmission through the IGM. The morphology changes in a nontrivial manner at each stage, with the final surface brightness being much more diffuse and fainter than the intrinsic emission due to the resonant scattering process. For some viewing angles there are dark fluffy streaks illustrating obscuration from high neutral hydrogen column density clouds blocking particular sightlines. Such inhomogeneities also provide preferred channels of escape. To quantify the net effect of \( \text{Ly} \alpha \) directional boosting, we calculate the time-averaged deviation from isotropy as \( (F_{\text{LOS}}/F_{\text{IS}}) \approx 1 \pm 0.25 \) after ISM scattering and \( (F_{\text{LOS}}/F_{\text{IS}}) \approx 1 \pm 0.33 \) after IGM transmission, where \( F_{\text{LOS}} \) and \( F_{\text{IS}} \) denote the spatially integrated LOS and angular-averaged flux, respectively. We also note that there is a slight increase in anisotropy with time as the gas structure becomes more defined and the CGM is more ionized (Tables 2 and 3).

In Fig. 10, we show the median radial surface brightness after IGM transmission for each snapshot coloured according to redshift. The shaded regions represent the \( 1\sigma \) confidence levels based on the variation between different sightlines for the 3072 healpix directions. The radial profiles illustrate the cuspy nature of the central \( \text{Ly} \alpha \) source and the transition to an exponentially damped halo. We fit the logarithmic slopes of the haloes as \( \text{SB}(r) \propto \exp(−r/R_{\alpha,h}) \) beyond \( 10 \) kpc, plotting the characteristic scale lengths of the \( \text{Ly} \alpha \) haloes \( R_{\alpha,h} \) both after ISM scattering and IGM transmission as an inset within the figure. In Fig. 10 we also present the median normalized integrated light within a given radius, which may be thought of as \( P(< r) \propto \int_0^r \text{SB}(r')r'dr' \). We employ linear radial bins with \( \sim \)1 kpc resolution for \( \text{SB}(r) \) and higher resolution logarithmic radial bins to calculate the cumulative distribution function \( P(< r) \). As with the radial surface brightness profiles we also provide the \( 1\sigma \) confidence levels based on viewing angle uncertainties. We also show the redshift evolution of the half-light radius, defined as \( (< R_{\alpha,h}/2) = 1/2 \) normalized such that \( P(< 2R_{\alpha,h}) = 1 \), both after ISM scattering and IGM transmission as an inset within the figure. For reference, the \( \text{Ly} \alpha \) halo scale length is comparable to the virial radius, i.e. \( R_{\alpha,h} \gg R_{\text{vir}} \), and the half-light radius is within the radius of maximal circular velocity, i.e. \( R_{\text{25}} \lesssim R_{\text{max}} \). Specifically, the halo slopes are steeper after IGM transmission with time-averaged values of \( R_{\alpha,h,\text{ISM}} \approx 21.4 \) kpc and \( R_{\alpha,h,\text{IGM}} \approx 17.5 \) kpc, also displaying slight flattening with redshift. Likewise, the half-light...
light radius decreases after IGM transmission with time-averaged values of $\langle R_{1/2}\rangle_{\text{ISM}} \approx 7.2$ kpc and $\langle R_{1/2}\rangle_{\text{IGM}} \approx 6.0$ kpc, becoming increasingly concentrated with redshift (see Tables 2 and 3). The Lyα haloes are significantly more extended than the UV continuum emission with $\langle R_{1/2}/R_{1/2, \text{UV}}\rangle_{\text{ISM}} \approx 2.7$ and $\langle R_{1/2}/R_{1/2, \text{UV}}\rangle_{\text{IGM}} \approx 2.2$. After accounting for the $(1+z)^{-2}$ dependence of the Lyα surface brightness along with potential variations due to environmental factors and IGM reprocessing, our predicted profiles are consistent with the Lyα haloes generically observed around star-forming galaxies at lower redshifts, e.g. $R_{\alpha, h} \approx 25$ kpc in Steidel et al. (2011).

### 3.5 Line flux

The spectral line profile is perhaps the most distinguishing observable feature from LAEs. To summarize the redshift evolution of its characteristic properties, in Fig. 11, we display the median LOS emergent Lyα flux density with $1\sigma$ confidence regions, as a function of Doppler velocity $\Delta v = c\Delta \lambda/\lambda$ for each simulation snapshot considering both ISM scattering (dashed) and IGM transmission (solid). The top panel employs a logarithmic scale to show the time-dependent luminosity while the middle panel utilizes a linear scale to illustrate the evolving shape of the normalized lines. We note that individual LOS spectra are generally quite asymmetric with little emission at the systemic velocity. However, even though the line profiles exhibit significant diversity, including single, double, and triple peaked morphologies, the median profile washes out some of these features, especially if there is a moderate proper motion from the cosmological environment. The bottom panel shows the cumulative distribution function of each profile. To further condense the information, we also include the redshift dependence of the peak velocity offset $\Delta v_{\text{peak}}$ and full width of the observed line at half of the maximum (FWHM), both given as median LOS quantities with viewing angle uncertainties. Specifically, after IGM reprocessing, these quantities are $\langle\Delta v_{\text{peak}}\rangle_{\text{IGM}} \approx 132$ km $s^{-1}$ and $\langle\text{FWHM}\rangle_{\text{IGM}} \approx 158$ km $s^{-1}$. We also consider the redshift dependence of the flux-weighted frequency centroid $\langle\Delta v\rangle \equiv \int \Delta v f_\lambda d\lambda/\int f_\lambda d\lambda$ and standard deviation of the line $\sigma_{\Delta v} \equiv (\langle\Delta v^2\rangle - \langle\Delta v\rangle^2)^{1/2}$. The time-averages after escaping the galaxy are $\langle\Delta v\rangle_{\text{ISM}} \approx -5$ km $s^{-1}$ and $\langle\sigma_{\Delta v}\rangle_{\text{ISM}} \approx 215$ km $s^{-1}$, or $\langle\Delta v\rangle_{\text{IGM}} \approx 202$ km $s^{-1}$ and $\langle\sigma_{\Delta v}\rangle_{\text{IGM}} \approx 126$ km $s^{-1}$ after IGM transmission. We note that there is some evolution towards broader and less offset lines with decreasing redshift, mostly due to the changing IGM transmission (see Tables 2 and 3).

#### 3.5.1 Red and blue flux ratio

The ratio of red and blue fluxes $F_{\text{red}}/F_{\text{blue}}$ can potentially act as a diagnostic for the inflow/outflow kinematics of galaxies, particularly at lower redshifts where the blue peak is less affected by IGM transmission. Therefore, we focus our discussion on the red-to-blue flux ratio of Lyα photons immediately escaping from the target galaxy. In Fig. 12, we show the median LOS values as a function of radius and redshift. Interestingly, there is an apparent evolution towards lower red-to-blue flux ratios with time, due to the decaying influence of feedback between star forming episodes. In fact, prior to the starburst at $z \approx 5.6$, the infall feature shows...
significant blue dominance, changing to red dominance as radiative feedback and supernovae launch new galactic winds. To highlight the lower transmission of collisional emission through the IGM (see Table 2). These results are consistent with an observation by Erb et al. (2018) of a mass (\(M_\star \approx 5 \times 10^8 M_\odot\)), low metallicity (\(Z \approx 0.25 Z_\odot\)) star-forming galaxy at \(z = 2.3\), which exhibits a dominant red peak in the centre with \(F_{\text{red}} \approx F_{\text{blue}}\) in the outskirts of the Ly\(\alpha\) halo.

### 3.5.2 Moment maps

Images of the frequency moments before IGM transmission provide additional insight beyond the spatially resolved ratio of red and blue fluxes. In Fig. 13 we show the flux-weighted frequency centroid, and likewise between the gas density and the line width, so we include mass-weighted projections of each of these quantities alongside the moment maps. For reference, in Fig. 11 we include 1σ confidence intervals for the escape fraction, and the redshift dependence of the peak velocity offset \(\langle \Delta v \rangle\), full width at half maximum (FWHM), and standard deviation \(\sigma_{\Delta v}\) of the escaped Ly\(\alpha\) radiation at \(z = 6.6\) (top) and \(z = 5\) (bottom), for direct comparison with many of the other figures in this paper. There are substantial morphological differences between the two redshifts, e.g. the galaxy is more disturbed at \(z = 6.6\) and more compact and structured at \(z = 5\). However, at all redshifts the moment maps exhibit evidence for effects due to CGM scale bulk rotation with large segmented regions with particularly strong red or blue flux, and significant line broadening from resonant scattering in the optically thick regions. There is a very close correspondence between the LOS gas velocity and the frequency centroid, and likewise between the gas density and line width, so we include mass-weighted projections of each of these quantities alongside the moment maps. For reference, in Fig. 13 we show the red and blue channel maps have each been smoothed to simulate a FWHM \(\approx 3.5\) aperture prior to taking the ratio. The more extended collisional cooling emission almost always exhibits a blue signature (inflow), while the more centralized recombination emission exhibits a red signature (outflow). Specifically, we calculate \(\langle F_{\text{red}}/F_{\text{blue}}\rangle_{\text{ISM}} \approx 1\) with \(\langle F_{\text{red}}/F_{\text{blue}}\rangle_{\text{ISM,col}} \approx 1.2\) and \(\langle F_{\text{red}}/F_{\text{blue}}\rangle_{\text{ISM,rec}} \approx 0.8\), explaining the lower transmission of collisional emission through the IGM (see Table 2). These results are consistent with an observation by Erb et al. (2018) of a low mass (\(M_\star \approx 5 \times 10^8 M_\odot\)), low metallicity (\(Z \approx 0.25 Z_\odot\)) star-forming galaxy at \(z = 2.3\), which exhibits a dominant red peak in the centre with \(F_{\text{red}} \approx F_{\text{blue}}\) in the outskirts of the Ly\(\alpha\) halo.

### 3.5.3 Angular variations

We now consider the angular variations of the spatially integrated flux for all lines of sight. In Fig. 14, we show the escape fraction of Ly\(\alpha\) photons and other quantities in each of the 3072 healpix
Figure 12. Top: Radial red-to-blue-flux ratio $F_{\text{red}}/F_{\text{blue}}$ before transmission through the IGM. The curves are median LOS values with 1σ confidence regions, all coloured according to redshift. The inset shows the redshift evolution of the spatially-integrated flux ratio. Bottom: An illustration of the extreme change from a blue (infall) to red (outflow) dominated signature within the 1σ Lyα surface brightness contours before and after the main starburst. For presentation purposes, the red and blue channel maps have been smoothed to simulate a FWHM $\approx 0.3''$ aperture.

Figure 13. From left to right: Spatial images of the LOS gas velocity, flux-weighted frequency centroid ($\Delta v$), standard deviation $\sigma_{\Delta v}$ of the escaped Lyα radiation, and density at $z = 6.6$ (top) and $z = 5$ (bottom), before transmission through the IGM. The moment maps reveal hints of effects due to CGM scale bulk rotation, radial inflows and outflows, and significant line broadening from resonant scattering in the optically thick regions. For reference, we include 1σ and 2σ Lyα surface brightness contours in each panel. Likewise, the streamlines in the leftmost panel illustrate the directionality of the perpendicular flow, with the thickness denoting the relative magnitude, i.e. $\propto v_{\text{gas, } z}$.

Figure 14. The angular distributions of various Lyα properties after scattering through the ISM, including $f_{\text{Lyα esc}}$, $f_{\text{UV esc}}$, EW$\lambda_{\text{Lyα}}$ (after IGM transmission), $F_{\text{red}}/F_{\text{blue}}$, $\langle \Delta v \rangle$, and $\sigma_{\Delta v}$. There are hints of connections between galaxy kinematics, dust absorption, and line broadening due to resonant scattering. In particular, the highest rest-frame equivalent widths also correspond to outflowing regions with narrower (or single peaked) lines and greater UV continuum attenuation.
directional bins. There are hints of correlations between the galaxy kinematics, dust absorption, and line broadening due to resonant scattering. Although the detailed radiative transfer is far from trivial, it is not surprising that the highest rest-frame equivalent widths also correspond to outflowing regions with a narrow dominant red peak and greater UV continuum attenuation. These regions are natural consequences of strong radiative feedback, which more easily affects the gas in low density channels.

For the most part, significant differences are mainly apparent on large angular scales. Heuristically, we can associate each multipole mode $\ell$ with a typical angular size of $\theta \sim 180^\circ / \ell$. The global escape is smoothed out on small angular scales by the multiple scatterings during the transition from optically thick gas to the free streaming regime beyond the CGM. The low $\ell$ mode fluctuations may also be viewed as the projection of galactic and cosmic web structures. For example, regions with the lowest escape fractions likely correspond to cosmological filaments and to a lesser degree high opacity clouds that produce a shadowing effect. In this sense, we find that the covering factor is quite small, such that the global Ly$\alpha$ escape is fairly isotropic. However, the rest-frame equivalent width can vary on much smaller angular scales as UV continuum photons do not undergo the same multiple scattering.

See Appendix A1 for an analysis of the angular power spectra of these quantities. Likewise, see Appendix A2 for similar insights gained by considering the continuous dependence of Ly$\alpha$ properties as a function of rotation angle for equatorial sightlines.

### 4 OBSERVABILITY

#### 4.1 Correlations between observables

The relationships between the various observables considered in this paper are highly nontrivial, and would likely be most meaningful for large samples of simulated and observed LAEs covering a wide range of possible masses, environments, and star formation histories. Therefore, we simply attempt to validate our intuition regarding the redshift evolution and uncertainties from our target galaxy. In particular, in Fig. 15, we show the median values with $1\sigma$ LOS contours for the observed Ly$\alpha$ luminosity $L_\alpha$ and UV continuum absolute magnitude $M_{\text{UV}}$. This illustrates the roles of both viewing angle and starburst activity in the Ly$\alpha$ and UV continuum visibility. There are also hints of a positive correlation between different sightlines at each redshift, however, at low metallicity the spread in $f_{\text{esc}}^{\text{Ly}\alpha}$ dominates over the spread in $f_{\text{esc}}^{\text{UV}}$. Still, the median observed $L_\alpha$ may vary by almost an order of magnitude between different redshifts with the same $M_{\text{UV}}$. Thus, due to the efficient production of Ly$\alpha$ photons from young massive stars, there is an overall increase in the equivalent width while ramping up to the peak brightness of a starburst and a corresponding decrease in the aftermath with the aging of the star populations (see also Fig. 8).

In Fig. 15, we also show a potential relationship between the line width standard deviation $\sigma_{\Delta v}$ and frequency centroid $\langle \Delta v \rangle$, which could help constrain models of galaxy kinematics and IGM transmission. However, because our IGM model is statistical we warn against over interpretation as the most robust aspect is that IGM transmission reprocesses the Ly$\alpha$ line to be fainter, redder, and narrower. Still, there is an intriguing correlation between the IGM transmitted observables with higher velocity offsets also yielding broader lines (see the region marked ‘A’), which follows our intuition from analytical considerations (Neufeld 1990), empirical results from simulations (Schaerer et al. 2011; Zheng & Wallace 2014), and observations of LAEs across a wide redshift range.

#### 4.2 JWST NIRSpec observations

At high redshifts there is a significant reduction in surface brightness as Ly$\alpha$ photons scatter to larger distances from the galaxy. This has important implications for deciding on optimal Ly$\alpha$ observation strategies. However, one of the preferred observing modes with the upcoming JWST will be NIRSpec multi-object spectroscopy (MOS) using the micro-shutter assembly (MSA), as LAE spectroscopic surveys will undoubtedly benefit from the capability of obtaining simultaneous spectra of multiple targets within each $3.6 \times 3.4$ field of view exposure. Therefore, in this section we focus on a three-shutter MSA configuration with a size of $(3 \times 0.46^\circ)^2$ centered on the UV continuum flux centroid. We note that other modes with larger collecting areas could provide higher signal to noise ratios for individual Ly$\alpha$ follow-up observations, e.g. the
The curves were calculated with the Gaussian point spread function with FWHM $\approx 0.78-1.27 \mu m$. In Fig. 17, we also show the results under the medium resolution G140M/F070LP configuration with $R \approx 1,000$ down to $\lambda \approx 0.7 \mu m$. We note that the restricted wavelength coverage implies a blue lower limit for the Ly$\alpha$ line corresponding to $z \gtrsim 5.4$ (4.8) for the high (medium) resolution mode, although at wavelengths shorter than $0.9 \mu m$ the filter throughput is already below 20 per cent. For our calculations, we have chosen an exposure time of $10^4$ seconds, which is a realistic depth that nicely demonstrates the source coming in and out of visibility. Unfortunately, it seems that spectroscopic continuum detections for relatively low mass LAEs, such as the one in this study, would require significantly deeper exposures. However, these measurements can still be obtained with JWST NIRCam photometry or the low resolution PRISM/CLEAR configuration with $R \approx 100$. In any case, with a time-averaged peak SNR of $18\sigma$ ($11\sigma$) and a $>5\sigma$ detection duty cycle of 37 per cent (25 per cent) for $10^4$ seconds of exposure time using the medium (high) resolution configuration, it seems that Ly$\alpha$ detections and spectroscopy of high-$z$ galaxies is quite feasible. The medium (high) resolution configuration only achieves $\Delta \nu \approx 300$ (100) km s$^{-1}$, roughly the width of the IGM transmitted lines (see the spectra with noise in Fig. 17). Ly$\alpha$ surveys at higher spectral resolution are possible with large aperture ground-based telescopes, however, even with next-generation facilities follow-up observations are subject to the night sky background. The high likelihood of encountering a sky emission line typically restricts LAE searches to narrow redshift windows of reduced contamination. Still, diagnostics from other lines and cross-correlation studies will also help unravel the detailed properties of high-$z$ LAEs.

5 PREDICTING THE ESCAPE OF INDIVIDUAL PHOTONS

The Monte Carlo procedure also naturally generates a mapping from the local emission of each photon packet to the corresponding outcome, motivating predictive models for the Ly$\alpha$ escape fractions of galaxies in cosmological simulations. The full radiative transfer calculations only need to be carried out for select training datasets and then the computationally inexpensive local model can be applied to a larger number of simulated galaxies to probe the statistical properties of LAEs, although we defer this particular application to a future study.
5.1 Separation between absorbed and escaped distributions

For the analysis in this section we track the initial position and cell index of each photon packet, along with the final states of escaping and absorbed photons. At this point we differentiate between six categories of photon trajectories: (i) ‘All’, to describe the local environments of all emitted photon packets, (ii) ‘Escaped’, to select only escaped photons, (iii) ‘+IGM’, to further weight escaped photons according to the IGM transmission based on the escaping frequency, (iv) ‘Absorbed’, to select only absorbed photons, (v) ‘+Local’, to further distinguish between photons that are absorbed in the same cell from which they were emitted, and (vi) ‘End’, to describe the environments where photons are eventually absorbed. In Fig. 18, we illustrate the properties of each of these categories by considering the local absorption coefficients for dust $k_{\text{dust}}$ and Lyman-α $k_{\alpha,0}$ at line centre. We show the redshift evolution of the median values for each category, along with the $\sigma$ confidence levels for absorbed (red) and escaped (green) photons. We note that the final absorption environment typically exhibits higher absorption coefficients (purple), especially for photons absorbed “locally” (dashed red). Also, the total distribution represents an escape fraction weighted average between the absorbed and escaped distributions. Finally, we include the time-averaged normalized probability distribution functions for each category within inset right panels. See Appendix A3 for additional details about comparing these probability distributions.

5.2 Logistic regression analysis

Based on the apparent separation between the absorbed and escaped distributions, it seems reasonable to employ the local dust content as a predictor of the global Lyman-α escape fraction. Therefore, we employ a linear logistic regression analysis to find a function representing the conditional probability of escape given the local emission environment. Specifically, we consider a model with one or more predictor variables in the set $\{k_{\text{dust}}, k_{\alpha,0}, \rho, T\}$ along with the relative error of the estimates. See equation (6) for the relation to the conditional escape probability and Fig. 19 for an illustration.

$$P(Y = 1 | X = x) = \sigma(f(x)) = \frac{1}{1 + \exp(-f(x))}$$

where the logit (log odds) is given by $f(x) = \sum \beta_i \log x_i + \beta_0$. An illustration of this is given in Fig. 19 for a model based on the local dust absorption coefficient $k_{\text{dust}}$ as a single predictor. The black curve represents the time-weighted model. The blue curve illustrates the average and standard deviation of the simulated escape fractions after binning according to $k_{\text{dust}}$. The inset shows the redshift dependence of the 50 per cent transition region with 1σ confidences.

Table 4. Time-averaged logistic functions for models with predictor variables in the set $\{k_{\text{dust}}, k_{\alpha,0}, \rho, T\}$ along with the relative error of the estimates.

| Quantity | Logit: $f(x) = \beta \log x + \beta_0$ | $\sigma(f_{\text{Ly} \alpha})$ |
|----------|-------------------------------------|-------------------------------|
| $k_{\text{dust}}$ [cm$^{-1}$] | $-1.370 \log k_{\text{dust}} - 29.82$ | $4.91\%$ |
| $k_{\alpha,0}$ [cm$^{-1}$] | $-0.899 \log k_{\alpha,0} - 11.49$ | $6.66\%$ |
| $\rho$ [g cm$^{-3}$] | $-1.656 \log \rho - 37.00$ | $5.69\%$ |
| $T$ [K] | $2.202 \log T - 6.97$ | $8.99\%$ |

Figure 19. Logistic functions for the Lyman-α (ISM) escape fraction at different redshifts for a model based on the local dust absorption coefficient $k_{\text{dust}}$ as a single predictor. The black curve represents the time-weighted model. The blue curve illustrates the average and standard deviation of the simulated escape fractions after binning according to $k_{\text{dust}}$. The inset shows the redshift dependence of the 50 per cent transition region with 1σ confidences.
6 LYα RADIATION PRESSURE

6.1 Energy density

We employ Monte Carlo estimators based on the traversed path lengths to calculate the Lyα energy density $U_{\alpha}$ within each cell (see Smith, Bromm & Loeb 2017a). This allows us to illustrate the internal 3D structure of the resonant scattering process, which is not directly observable. For comparison, in Fig. 20, we show the LOS mass-weighted projections of the energy density for ionizing and Lyα radiation at $z = 6.6$ (top) and $z = 5$ (bottom), isolating the contributions due to the recombination and collisional excitation components. The ionizing photons produce discernible cone-like features corresponding to directions of lower H I column density near the central star-forming regions. On the other hand, the resonant scattering process leads to a much smoother Lyα radiation field. The mass-weighting clearly reveals the presence of shadowing behind dense structures, trapping environments within the galaxy, and filamentary self-shielding regions. On the other hand, a volume-weighted projection adds extra emphasis to the LOS mass-weighted projections of the energy density for intrinsic emission. Thus, a more meaningful measure of the net transfer effects due to trapping occur on much smaller scales.

Regions also trap radiation from outside sources, thereby producing artificially strong radiation fields when compared to the local radiation field. The mass-weighting clearly reveals the presence of shadowing behind dense structures, trapping environments within the galaxy, and filamentary self-shielding regions. On the other hand, a volume-weighted projection adds extra emphasis to the LOS mass-weighted projections of the energy density for intrinsic emission. Thus, a more meaningful measure of the net transfer effects due to trapping occur on much smaller scales.

Therefore, we compute the local Eddington factor as the ratio of magnitudes for Lyα radiative and total accelerations (including gravity and pressure gradients) experienced by the gas,$^5$ i.e.

$$f_{\text{Edd}} = \frac{\|a_{\text{Ly}\alpha}\|}{\|a_{\text{tot}}\|},$$

with (anti)parallel and perpendicular components given by

$$f_{\text{Edd, } \parallel} = \frac{a_{\text{Ly}\alpha \cdot a_{\text{tot}}}}{\|a_{\text{tot}}\|^2}$$

and

$$f_{\text{Edd, } \perp} = \sqrt{f_{\text{Edd, } \parallel}^2 - f_{\text{Edd, } \parallel}^2}$$

We note that if the directions of the radiative and gravitational forces are uncorrelated then $(f_{\text{Edd, } \parallel})/(f_{\text{Edd}}) \approx f_{\text{Edd}}/\mu d\mu = 1/2$ and $(f_{\text{Edd, } \perp})/(f_{\text{Edd}}) \approx f_{\text{Edd}} \sqrt{1 - \mu^2} d\mu = \pi/4$, which is more or less the case in our simulations for the mass-weighted and volume-weighted time-averages. In Fig. 21, we illustrate the 3D structure of the regions most affected by Lyα trapping with a LOS mass-weighted projection of the Eddington factor, choosing a snapshot corresponding to the main starburst when the Lyα radiation field is strong. It is clear that in this system Lyα radiation pressure is likely to play only a minor role in the overall galactic dynamics. This is a result of the highly inhomogeneous gas distribution, which allows radiation to escape through low-opacity channels. However, the Eddington factor can be quite large along the cosmological filaments feeding the growth of the galaxy. To understand the extent of the high Eddington factor regime, in Fig. 21 we also show the cumulative mass function of gas above a given value of $f_{\text{Edd}}$. We find that $M_{\text{gas}}(f_{\text{Edd}} > 1)$ fluctuates significantly with redshift in the range of $10^8$–$10^9 M_\odot$, or 0.01–10 per cent of the total gas mass, primarily driven by the total luminosity of the galaxy. While only a small fraction of the gas has a very high Eddington factor, From Fig. 21 it is clear that local trapping can affect the pressure of the infalling filamentary gas, which can have interesting consequences for the nature of filamentary gas infall as a major channel of growth in high-redshift galaxies (e.g. Kereš et al. 2005).

Previous studies have considered the effects of Lyα radiation pressure in highly idealized geometries or with approximate magnitude calculations regarding the relative role compared to other feedback mechanisms have been explored by several authors (e.g. Cox 1985; Haehnelt 1995; Oh & Haiman 2002; McKee & Tan 2008; Milosavljević et al. 2009; Wise et al. 2012). With the aid of MCRT, Dijkstra & Loeb (2008, 2009) found that multiple scattering within high H I column density shells is capable of significantly enhancing the effective Lyα force. Later Smith, Bromm & Loeb (2016); Smith et al. 2017a performed self-consistent MCRT Lyα radiation hydrodynamics (RHD) calculations of galactic winds in the first galaxies, finding that direct collapse black holes (DCBHs), which form in primordial gas, foster an environment that is especially susceptible to Lyα feedback. It has subsequently been found that trapped Lyα cooling radiation potentially affects the initial collapse of these massive black hole seeds through chemical (Johnson & Dijkstra 2017) and thermal (Ge & Wise 2017) feedback. To address the limitations of 1D geometry, Smith et al. (2017b) performed a post-processing radiative feedback analysis of a DCBH assembly

$^4$ We also note that post-processing estimates can be inaccurate if the trapping becomes comparable to dynamical time-scales.

$^5$ Most regions in the simulation are not self-gravitating, so we consider the total acceleration due to gravity and hydrodynamical (thermal, turbulent, and radiation) pressure gradients from the simulation.
environment, concluding that fully coupled 3D Lyα RHD will be crucial to consider in future DCBH simulations. Recently, Kimm et al. (2018) incorporated a local subgrid model for Lyα momentum transfer into 3D RHD simulations of an isolated metal-poor dwarf galaxy. The authors found that Lyα feedback can regulate the dynamics of star-forming clouds before the onset of supernova explosions, thereby suppressing star formation and indirectly weakening galactic outflows. Our results further demonstrate the need for full 3D Lyα RHD in cosmological simulations to determine the extent to which Lyα trapping in low-metallicity environments is capable of impeding the growth of the first stars and supermassive black holes, disrupting cold gas accretion flows, driving winds in dwarf galaxies, or supplying additional turbulence to regulate star formation. Such simulations based on full solutions of the radiation transport equation will be possible in the near future with acceleration schemes such as the resonant Discrete Diffusion Monte Carlo (rDDMC; Smith et al. 2018).

7 SUMMARY AND DISCUSSION

In this work, we presented a comprehensive Lyα radiative transfer study of a cosmological zoom-in simulation from the FIRE project (Hopkins et al. 2017; Ma et al. 2018). We focused on the physics of Lyα escape from an individual galaxy over a redshift range of \( z = 5–7 \). Although our results are subject to cosmic variance and only represent one possible assembly and star formation history, our approach still allows us to treat each LOS as separate observations to quantify the variation due to viewing angle. We also achieve high spatial and angular resolution in the context of the galaxy’s redshift evolution, which provides numerous insights about how Lyα observables change in response to starburst activity. Our main conclusions are as follows:

(i) The dominant driver of the Lyα radiation field is the star formation history, and many properties are susceptible to fluctuations before and after star forming episodes.

(ii) High equivalent width sightlines are rare, and are typically associated with outflows with additional coincident UV continuum absorption. The lowest equivalent widths correspond to cosmological filaments.

(iii) Individual sources come in and out of visibility during their lifetimes. Thus, multi-object spectroscopic surveys will need to be quite deep to achieve high completeness of all phases of LAE populations for a given mass range. Still, even with 10^4 s exposure times Lyα detections and spectroscopy of high-z galaxies with the JWST is feasible. However, the high (medium) resolution configuration only achieves \( \Delta v \approx 100 \) (300) km s\(^{-1}\), which is the same order of magnitude as the observed line widths after severe IGM reprocessing. As a consequence, we expect that diagnostics from other lines and cross-correlation studies will be necessary to unravel the detailed properties of high-z LAEs.

(iv) The local dust opacity is anti-correlated with Lyα escape, and logistic regression based on the local emission environment can predict the Lyα escape fraction to within 5 per cent error. Similar models may thus provide efficient alternatives to obtain LAE statistics from hydrodynamical simulations.

(v) Lyα radiation pressure can be dynamically important in dense, neutral, low-metallicity filaments and satellites.

**Figure 20.** Projected mass-weighted energy density for ionizing and Lyα photons at \( z = 6.6 \) (top) and \( z = 5 \) (bottom), with the recombination and collisional emission colour scaled to the maximum projected \( U_{\alpha, \text{tot}} \). Although these quantities are not directly observable, they provide intuition as ionizing and Lyα radiation have significantly different photon trajectories, resulting in visually distinctive escape morphologies. The radiation fields reveal regions affected by shadowing, trapping, and self-shielding. Furthermore, Lyα from recombinations is more concentrated and experiences more trapping than Lyα from collisional excitation. The ionization rate includes local stellar sources, collisional ionization, and a uniform redshift-dependent meta-galactic ionizing background.
spectra at $z$ may be necessary to self-consistently account for double peaked to individual sightlines within the same cosmological environment on small and large scales. Furthermore, IGM treatments specific dedicated models and simulations probing radiative transfer effects subject to limitations. However, we will continue to benefit from and assessing the physics from idealized analytical models is significantly higher spatial resolution to self-consistently model with observations, although the next major advances may require feedback. Results with this approach are increasingly in agreement on the Ly$\alpha$ spectral signatures. Furthermore, the physics of Ly$\alpha$ radiation hydrodynamics will be increasingly relevant for 21-cm cosmology and reionization studies, and we anticipate the increasing capability of simulations and abundance of data to facilitate the effective confluence of theory and observation at the high-redshift frontier.
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Figure 21. Top: Projected mass-weighted Ly$\alpha$ Eddington factor $f_{\text{edd}} = \|a_{\text{Ly}\alpha}\|/\|a_{\text{tot}}\|$ shown during the main starburst at $z = 5.63$. The highest factors are along the cosmological filaments feeding the galaxy. Bottom: The cumulative mass function of gas above a given Eddington factor for each snapshot, with an inset showing the redshift evolution for $f_{\text{edd}} > 1^{+0.5}_{-0.3}$, which is primarily driven by the total luminosity of the galaxy.
Appendix A: Supplementary Analysis

A1 Angular power spectra

We quantify the structure of the angular variations in Section 3.5.3 by considering the spherical harmonic decomposition,

\[ f(\theta, \phi) = \sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell} a_{\ell m} Y_{\ell m}(\theta, \phi), \]  

(A1)

where the spectral coefficients \(a_{\ell m}\) represent the contribution from each of the real harmonics \(Y_{\ell m}\) and are found by integration as

\[ a_{\ell m} = \int f(\theta, \phi) Y_{\ell m}(\theta, \phi) \, d\Omega. \]

The angular power spectrum is

\[ C_\ell = \frac{\ell}{2\ell + 1} \sum_{m=-\ell}^{\ell} |a_{\ell m}|^2, \]  

(A2)

which is well approximated by a power law with time-average slopes of \(\log C_\ell / \log f_{\text{esc}}^{\text{ISM}} \approx -4.2\) after ISM scattering and \(\approx -4.0\) after IGM transmission (shown in Fig. A1). Similarly, \(\log C_\ell / \log f_{\text{esc}}^{\text{red}} \approx -3.7\) (ISM), \(\log C_\ell / \log f_{\text{esc}}^{\text{blue}} \approx -3.6\), \(\log C_\ell / \log R_{12} \approx -3.9\) (ISM) and \(\approx -3.6\) (IGM), and \(\log C_\ell / \log W_{1500,0} \approx -4.1\) (ISM) and \(\approx -4.0\) (IGM). We restrict the fit range to \(2 \leq \ell \leq 35\), which minimizes the bias due to numerical damping from the Gaussian filter used in the directional binning of photon packets. The damping of the angular power spectrum means that at increasingly small scales the deviations in \(f_{\text{esc}}^{\text{red}}\) are decreasing even faster, which is a natural consequence of diffusion, i.e. the multiple scattering of Lyα photons.

A2 Azimuthal variations

To explore the line profile in further detail, in Fig. A2 we plot the Lyα escape fraction \(f_{\text{esc}}^{\text{red}}\) as a function of azimuthal angle for an arbitrary rotation axis. This demonstrates both the range of variability in LOS properties and the correlations between these observables. For example, at \(z = 5\) the highest (lowest) reflections...
in equivalent width around 260° (145°) also exhibit red (blue) dominance in the red-to-blue flux ratio and a smaller (larger) half-light radius. In Fig. A3, we also show how the full spectral line profile smoothly changes across these viewing angles. In particular, the linear colour scale illustrates the impact of directional dependence on the peak velocity offset due to neutral hydrogen cloud obscuration, dust absorption, and Doppler shifting from bulk velocity flows, which affects the escape fraction both after ISM scattering and IGM transmission.

**Figure A1.** The angular power spectrum of the $\text{Ly}\alpha$ escape fraction before transmission through the IGM, which approximately follows a power law with a slope of $d \log C_\ell / d \log f_{\text{esc}} \approx -4$. The downturn at the highest $\ell$ modes is caused by numerical damping from the Gaussian filter with an effective resolution of $\sigma_\ell \approx 3^\circ 2$, corresponding to $\sigma_\ell \approx 56$, used in the directional binning of photon packets.

**Figure A2.** Continuous dependence of $\text{Ly}\alpha$ properties for equatorial sightlines as a function of azimuthal angle, including the escape fraction $f_{\text{esc}}$, rest-frame equivalent width $\text{EW}_{\text{Ly}\alpha,0}$, flux-weighted velocity centroid $\langle \Delta v \rangle$, red-to-blue flux ratio $F_{\text{red}}/F_{\text{blue}}$, and half-light radius $R_{1/2}$.

**Figure A3.** Continuous dependence of the LOS spectra as a function of azimuthal angle, illustrating the complex diversity of line profiles along the rotation axis after ISM scattering and IGM transmission at $z = \{5, 5.6, 6.6\}$.

### A3 Comparing probability distributions

It is important to understand the validity and robustness of comparing the absorbed and escaped probability distributions in the predictive models of Section 5. To this end, we consider several statistical quantities to compare the time-averaged absorbed and escaped probability distribution functions, which we denote by $p_{\text{abs}}(x)$ and $p_{\text{esc}}(x)$ with $x$ the random variable, e.g. $x = k_{\text{dust}}$ for the dust absorption coefficient. First, we define the symmetric probability bisect $x_B$ as the point dividing equal chances of absorption at lower values and escape at higher values,

$$\text{Probability Bisect: } \int_{-\infty}^{x_B} p_{\text{abs}}(x) \, dx = \int_{x_B}^{\infty} p_{\text{esc}}(x) \, dx. \tag{A3}$$

We next consider the overlap of the distributions, based on their smoothed histograms to ensure common support in $x$. This statistic provides the probability that samples could be represented by either outcome, and is therefore a value in the unit interval. The minimum overlap $\omega$ is the intersection between probability densities,

$$\omega \equiv \int_{-\infty}^{\infty} \min(p_{\text{abs}}(x), p_{\text{esc}}(x)) \, dx. \tag{A4}$$

On the other hand, the $L^2$-norm overlap $\omega_2$ considers regions of mutually significant probability with higher weight, which provides information about the similarity of their shapes,

$$\omega_2 \equiv \left( \int_{-\infty}^{\infty} p_{\text{abs}}(x) \, p_{\text{esc}}(x) \, dx \right)^{1/2}. \tag{A5}$$

Likewise, the (squared) Hellinger distance also quantifies the similarity between the probability distributions,

$$H^2 \equiv \frac{1}{2} \int_{-\infty}^{\infty} \left( \sqrt{p_{\text{abs}}(x)} - \sqrt{p_{\text{esc}}(x)} \right)^2 \, dx. \tag{A6}$$

However, neither quantity encapsulates a measure of how far apart the distributions are. Thus, we also compute the first Wasserstein distance $W_1$, also known as the earth mover’s distance as it can be viewed as the minimum amount of work in terms of distribution weight multiplied by distance to transform $p_{\text{abs}}(x)$ into $p_{\text{esc}}(x)$.
We interpret this as the approximate number of standard deviations separating the distributions, and employ $N_1^σ$ to rank the power of a given local quantity to predict the fate of Lyα photons.

In Table A1, we summarize each of these statistics for the following quantities in order of decreasing discriminating significance based on $N_1^σ$: dust absorption coefficient $k_{\text{dust}}$, Lyα absorption coefficient at line centre $k_{\alpha,0}$, density $\rho$, temperature $T$, neutral fraction $x_{\text{HI}} \equiv n_{\text{HI}}/n_{\text{H}1}$, radial distance from the galactic centre $r$, and metallicity $Z$.
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