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Abstract
Differentially private (DP) synthetic data generation is a practical method for improving access to data as a means to encourage productive partnerships. One issue inherent to DP is that the “privacy budget” is generally “spent” evenly across features in the data set. This leads to good statistical parity with the real data, but can undervalue the conditional probabilities and marginals that are critical for predictive quality of synthetic data. Further, loss of predictive quality may be non-uniform across the data set, with subsets that correspond to minority groups potentially suffering a higher loss.

In this paper, we develop ensemble methods that distribute the privacy budget “wisely” to maximize predictive accuracy of models trained on DP data, and “fairly” to bound potential disparities in accuracy across groups and reduce inequality. Our methods are based on the insights that feature importance can inform how privacy budget is allocated, and, further, that per-group feature importance and fairness-related performance objectives can be incorporated in the allocation. These insights make our methods tunable to social contexts, allowing data owners to produce balanced synthetic data for predictive analysis.

1 Introduction
Methodologies from data science and machine learning have become pervasive in recent years, leading to tremendous progress across disciplines. Common to most of these applications is a reliance on data for model creation and evaluation. Often, especially when the data in question stems from a social context, models in deployment may risk adversely affecting an individual member of a sample population. These adverse effects can take on many forms: for example, by treating individuals unfairly or by violating their privacy.

Generally agreed upon ethics and country-specific laws govern what constitutes a “fair” algorithmic decision making process. Some ML models have been shown to directly discriminate against an individual in a population based on their race or gender [Angwin et al., 2016; Chouldechova, 2017; Obermeyer et al., 2019], breaking ethical and regulatory norms. Motivated by these findings, a great deal of research on fairness in ML has worked to measure and address these offenses, and to quantify the inherent tradeoffs.

Ethics and laws also protect the rights of individual data providers by ensuring a high level of privatization. The differentially private promise, if used correctly, ensures that any inferences conducted on data do not reveal whether a single individual’s information (including, for example, their gender or race) was included in the data for analysis [Dwork et al., 2006]. Differential privacy (DP) can both prevent leakage of an individual’s data and allow their sensitive attributes to be used during model training, supporting a balanced algorithmic decision making process [Jagielski et al., 2019].

Challenges. A practical method of operationalizing DP is through the generation of differentially private synthetic data [Dwork et al., 2009; Hardt et al., 2010; Torkzadehmahani et al., 2019; Rosenblatt et al., 2020; Vietri et al., 2020; McKenna et al., 2021]. Here, the goal is to develop general purpose DP data synthetizers that perform well across a number of metrics, with high statistical and predictive utility. However, this has proven to be a difficult task. One issue inherent to DP is that the “privacy budget,” or ε value, is generally “spent” (or distributed) evenly across features in the data set. This leads to good statistical parity with the real data, but can often undervalue the conditional probabilities and marginals that are critical for preserving the predictive quality of the data. Further, utility loss may be non-uniform across subsets of a data set, with subsets that correspond to minority or historically under-represented groups potentially suffering a higher loss.

As an example, consider the task of predicting (binary) em-

Table 1: Predicting binary employment status on ACSEmployment (state=CA), where groups with existing imbalance (data contains 61.4% white and 4.8% black individuals) are impacted adversely by privatization in data release. DP synthesizers MST and FSQ-Bal (our method), with $\epsilon = e^3$, average over 10 runs.

| Group | Base rate (%) | Real | MST | FSQ-Bal |
|-------|---------------|------|-----|---------|
| Overall | 45.6 | 74.3 / 12 | 65.2 / 10 | 72.0 / 9 |
| White | 45.8 | 74.5 / 12 | 65.6 / 10 | 72.4 / 9 |
| Black | 39.3 | 71.8 / 16 | 58.6 / 21 | 66.8 / 9 |
loyment status on the ACSEmployment data set [Ding et al., 2021]. Table 1 shows prediction accuracy of a logistic regression classifier on real data and on DP synthetic data generated by MST [McKenna et al., 2021], a state-of-the-art synthesizer. Observe that accuracy on the real data is 74.3% overall, and that it’s 2.7% higher for the white group, which constitutes the majority of the data set, compared to the black group. Accuracy of the model trained on MST-generated data is substantially lower at 65.1% overall, with an exacerbated 7% disparity in the accuracy between the two racial groups.

**Key ideas.** In this paper, we develop ensemble synthetic data methods that distribute the privacy budget “wisely” to maximize predictive accuracy, and “fairly” to bound potential disparities in accuracy across sub-populations. Our methods are based on three key insights. The first is that fairness-related performance objectives can be incorporated into that budget allocation. The third is that, given a partial segmentation of data synthesis into tunable models for standalone features, one can optimize for a specific accuracy metric, while encouraging desirable predictive properties of synthetic data for sub-populations.

For example, in the employment scenario, a false negative is considered particularly harmful to an individual. We thus may want to minimize FNR overall while equalizing FNR between groups, all while maximizing predictive fidelity of synthetic data. Table 1 shows accuracy and FNR for one of the methods we propose, FSQ-Bal, where we achieve high overall accuracy of 72%, approaching accuracy on real data, while lowering FNR overall and for both groups to 9%, outperforming real data on this metric.

**Social impact and relevance.** Procedures for generating DP synthetic data that explicitly consider protected classes and fairness must be developed. Otherwise, as is well documented [Ganev et al., 2021], and as we showed in our example in Table 1, DP synthesizers will continue to have an adverse effect on underprivileged groups. The approach we take in this work leads to DP synthesizers that are interpretable and tunable to social contexts, allowing data owners to produce balanced synthetic data for predictive analysis.

## 2 Overview of Our Approach

### Challenges in DP synthetic data generation.

It is well known that generating DP synthetic data, though promising for many tasks, suffers from an array of computational challenges. One can generate a synthetic dataset with stringent privacy guarantees, and that dataset can preserve complex marginal distributions across many attributes. However, a variant of the “curse of dimensionality” inherently limits practical implementations of these theoretically strong synthesizers [Hardt et al., 2010; Ullman and Vadhan, 2011; Bowen and Liu, 2020]. Much of the recent work on DP data synthesis has involved balancing trade-offs between fidelity to real data and practical predictive performance [Vietri et al., 2020; McKenna et al., 2021; Tao et al., 2021].

Past work on DP synthetic data focused on privatized Bayesian networks and conditional GANs [Zhang et al., 2017; Torkzadehmahani et al., 2019; Jordon et al., 2018], while recent work has proposed new approaches to “querying” from real data with improved methods for incorporating queries into a mock-distribution from which one can sample [Arnold and Neunhoeffer, 2020; Bowen and Liu, 2020]. Our approach falls into the latter category: we offer an ensemble method that treats the results of DP classification algorithms as “queries” to improve the fidelity of independently drawn samples, augmenting an existing DP data synthesis method.

However, most existing algorithms offer unsatisfactory explorations of the social contexts where they are most often employed. Given that DP serves to rigorously preserve privacy rights for individuals, we can safely assume that the majority of use will be in high-stakes scenarios, such as the US Census [Abowd, 2018]. The societal impact and potential harms of DP methods, then, need attention. Important existing work details “fair” DP approaches to classification [Jagielski et al., 2019; Ding et al., 2020], specifically a compelling post-processing method that utilizes privacy budget to “repair” inequities introduced by DP noise [Pujol et al., 2020]. We believe that similar work must be extended to address adverse impact and potential predictive harms to minority groups in DP synthetic data, an unfortunate byproduct of existing synthesizers, explored in depth by [Ganev et al., 2021]. We propose our methods, SuperQUAIL and its fair derivatives, as tools to ameliorate synthetic data harms without sacrificing much data utility.

### Overview of SuperQUAIL.

Our work leverages existing methods of generating DP data and feature importance in order to generate high quality and balanced tabular synthetic data for an \textit{a priori} known supervised learning task. Figure 1 gives an overview of SuperQUAIL. The method operates in two steps: (1) fit the synthesizer, “wisely” allocating the privacy budget to different features to optimize for predictive utility of the DP sample and (2) generate samples to ensure
that a “fair” (in the sense of performance across groups) classifier can be trained on the DP sample.

To support step (1), we present DPSAGE, an intuitive DP modification to SAGE [Covert et al., 2020], a popular explainability framework, and show that it reasonably mimics importance values drawn from real (non-privatized) data at various ε levels. With a feature ranking from DPSAGE, we can then improve the allocation of our privacy budget within our synthesizer, creating data tuned to a specific task. We do this by iteratively “querying” DP classifiers, each targeting one of the important predictive features from DPSAGE, to improve samples generated by an embedded DP synthesizer. We describe this process in detail in Section 3.

To support step (2), through an intuitive modification to the SuperQUAIL method, we demonstrate how to tune the fairness of the resulting synthetic data with respect to protected classes (e.g., race), thus allowing for supervised learning models with reduced group disparities to be trained on the synthetic data. We describe this process in detail in Section 4.

3 SuperQUAIL

SuperQUAIL embeds a DP feature importance method, a DP synthesizer (we use MST), and DP classifiers into an ensemble model. It uses the feature importance values to assign the privacy budget across these feature-respective classifiers, as well as the target feature, thus prioritizing the preservation of a specific “marginal” (namely, between the target variable and the most important features for target prediction). We show SuperQUAIL in Algorithm 2 and discuss it below.

3.1 Feature Importance

SAGE (Shapley Additive Global Importance) is a SHAP value based global feature importance measure. It is given by the following equation, where \( v_f \) is the predictive power that some model \( f \) derives from the subset of features \( S \subseteq D \), \( d \) is the number of features, and \( I(Y; X_i | X_S) \) denotes mutual information: predictive power of feature \( X_i \) given all other features \( X_S \) when predicting \( Y \):

\[
\phi(v_f) = \frac{1}{d} \sum_{S \in D - i} \left( d - 1 \right)^{-1} I(Y; X_i | X_S)
\]

Intuitively, this calculation means taking the weighted average of conditional mutual information (or how good some feature \( X_i \) is at reducing uncertainty about prediction \( Y \)). Aggregating SHAP values in this way produces a global feature importance for each feature, but practically SAGE values are approximated by sampling real data to determine feature importance of a model trained on that data [Covert et al., 2020; Lundberg and Lee, 2017]. We chose this explainability model based on its state-of-the-art performance and its reliance on sampling (which made it straightforward to create a DP version). Some work exists on DP explainability [Harder et al., 2020; Nori et al., 2021], but these methods are tied directly to predictive modeling techniques. We sought a standalone feature importance method for integration into our synthesizer.

For our DP feature importance method DPSAGE, shown in Algorithm 1, we audit a DP supervised learning model. When estimating the SAGE values for that model, we use the standard permutation estimator and marginal imputer, but when sampling, we provide private samples, thus ensuring DP by composition (utilizing the combined privacy budget of both model and sampling technique). For our tests we use a DP logistic regression model [Chaudhuri et al., 2011] and MST for sampling [McKenna et al., 2021]. We experimentally evaluate this method in Section 5.

3.2 Better Preserving Conditional Probabilities

[Tao et al., 2021] demonstrate that marginal-based methods for synthesis, which rely on some set of measurements of low-order marginals that fit a graphical model, have recently produced impressive results in both statistical and predictive utility. Specifically, the MST model, which uses HDMM [McKenna et al., 2018], relies on 2-way and 3-way marginals. However, given that the low-order marginals may struggle to capture complex feature relationships (i.e., higher-order marginals) due to a number of constraints including privacy budget, the predictive utility of the synthetic data may suffer when the task is difficult (i.e., complex conditioning on 4+ features). The main insight of this work, from a synthetic data perspective, is that one way to capture a high-order conditional probability is to use a DP predictive model. For this example, we will consider a logistic regression for ease of analysis, though random forests and other models produced similar results in our experiments.

The logistic regression model approximates a Bayes optimal decision boundary

\[
\hat{y} = \arg \max_y Pr(Y = y | D)
\]

with a linear decision boundary. Specifically, the logit function approximates the probability with:

\[
Pr(Y = 1 | D) = \frac{\exp(\beta_0 + \sum \beta_i D_i)}{1 + \exp(\beta_0 + \sum \beta_i D_i)}
\]

In a sense, this can be thought of as a marginal query, answering the following question: Given a sample of values for all but one dimension, what value does the target dimension take on with the highest probability? In essence, the DP version of logistic regression works by noising the objective function using the Laplace mechanism, proportional to the given ε, thus approximating a full fidelity model [Chaudhuri et al., 2011].

What if, from a starting sample \( S \), we iteratively generate (in random order) replacement values for a few specific dimensions of \( S \) (including the target, or task specific, feature)? Might we be able to preserve a more complex conditional relationship than a 2-way or 3-way marginal? In an

### Algorithm 1 DP SAGE

**Input:** Real data \( D \), Untrained DP Sampler \( S \) and DP supervised learning model \( C \), SAGE models \( PermSAGE \) and \( ImpSAGE 

**Parameter:** Budget \( \epsilon \), split \( \gamma \), model hyperparameters \( H_S \) and \( H_C \).

**Output:** Feature importance \( F \), trained \( S \) and trained \( C \) (so as not to waste budget)

1: Perform \( \epsilon \) privacy split, \( \epsilon_S = \gamma \* \epsilon \) and \( \epsilon_C = 1 - (\gamma \* \epsilon) 
2: Train \((\epsilon_C, D, H_S)\).
3: Initialize DP sampling method \( S(\epsilon_S, D, H_C) \).
4: Initialize SAGE imputation method \( ImpSage(S) \).
5: Permutation estimator \( PermSAGE(C, ImpSage(S)) \).
6: return Feature ranking \( F \) and values \( V_F \), also \( S, C \)
optimal setting, without noise, consider a hypothetical sample $S$, with sample features $X_S = i$, $Y_S = j$, $Z_S = k$ (loosely conditioned on each other), where we iterate over predictive models for $Y_S$, $X_S$. We could determine a value $y$ for replacement into the $Y_S$ feature of sample $S$ as follows:

$$y = \arg \max_{Y_S} \Pr(Y_S = y | x = \arg \max_{X_S} \Pr(X_S = x | Y_S = j, Z_S = k), Z_S = k)$$

Note that this nested conditioning produces a value for a feature with scalably complex dependency. However, given our fixed $\epsilon$ privacy budget, and the expense of training individual predictors for each feature, we need to be careful about how we distribute the $\epsilon$ budget between features. This problem motivated our exploration into DPSAGE, which proved an effective method of selecting the top $k$ features for iterative conditioning without utilizing excess budget. Other methods of feature selection merit further study.

### 3.3 Privacy and Budget

It is quite difficult to determine a “reasonable” $\epsilon$ budget for a DP mechanism, and in practice what constitutes a reasonable level of privacy varies by context [Dwork et al., 2019]. “Small” $\epsilon$ values (canonically, $\epsilon \leq 1$) tend to exhibit great privacy guarantees but often severely impact performance [Lee and Clifton, 2011]. "Medium" and "large" $\epsilon$ values (canonically, $\epsilon \in \{1, 10\}$ and $\epsilon \geq 10$, respectively) provide more relaxed privacy guarantees, but increase utility. In this paper, we compare to the state-of-the-art data synthesis method MST [McKenna et al., 2021], which exhibits relatively high performance at “small” $\epsilon$ values, but is not explicitly geared to scenarios where an increased $\epsilon$ value would be acceptable (in our experiments, performance may stagnate). We refer to the difference as “excess privacy budget.”

Our methods, while not useful at $\epsilon$ values $\leq 1$ compared to MST, utilize this excess privacy budget at medium and large $\epsilon$ values to provide significant performance boosts in predictive analysis in some contexts. Furthermore, the small $\epsilon$ values have disparate impacts on minority populations in data [Ganev et al., 2021]. We work to address this issue, providing a method to balance or even eliminate harm done to the subgroup. When assessing our models, we borrow from providing a method to balance or even eliminate harm done to the subgroup. When assessing our models, we borrow from providing a method to balance or even eliminate harm done to the subgroup.

Both DPSAGE and SuperQUAIL (and its derivatives) rely on the Standard Composition theorem to ensure differentially private results given an $\epsilon$ value [Dwork et al., 2014].

**Theorem 1. Standard Composition Theorem**

Let $M_1 : \mathcal{N}^{X_1} \rightarrow R_1$ be an $\epsilon_1$-differentially private algorithm, and let $M_2 : \mathcal{N}^{X_1} \rightarrow R_2$ be $\epsilon_2$-differentially private algorithm. Then their combination, defined to be $M_{1,2} = M_1 \circ M_2$, is $(\epsilon_1 + \epsilon_2)$-differentially private.

**Theorem 2. DPSAGE and SuperQUAIL are $\epsilon, \delta$-differentially private.**

**Proof.** The simple proof of this theorem relies on an additive analysis based on the Composition Theorem, omitted due to space constraints (see Appendix for full details).

---

### 4 Fair SuperQUAIL

We make use of the inherent tunability of each of the components of SuperQUAIL to encourage a fairness target. For FSQ-Bal and FSQ-FNR, we make the following modifications to Algorithm 2.

1. Within DPSAGE (line 2), declare a sensitive feature (e.g., race). Divide the DPSAGE $\epsilon$ budget between DP classifiers, each trained solely on the samples from one of the groups defined by the sensitive feature (e.g., race=black and race=white). Calculate feature importance for each group-wise classifier, since different features may explain classification of different groups; compute ranked lists per group.

2. Before training the classifiers (line 4), round-robin through the per-group ranked lists of features, selecting 1 at a time from each list, until a total of $\beta$ features is selected. Preferentially choose the protected group (e.g., race=black) on the last round.

3. Initialize FSQ-Bal or FSQ-FNR by specifying a weighted target constraint: maximize accuracy while equalizing false negatives for the protected group for FSQ-FNR. Within the iterative sampling step (line 8), tune the binary probability threshold $p$ for the target classifier: start at $p = 0.5$, perturb until constraints are met.

### 5 Experimental Evaluation

**Data sets.** Many papers on DP synthesizers rely on standard machine learning data benchmarks, like UCI Adult and UCI Mushroom. These data scenarios tend to be unrealistic, and, in the case of UCI Adult, represent odd trends that are not reflected in comparable data today [Ding et al., 2021]. In light of this, we perform our tests on different US state specific Census scenarios, based on very recent data (from 2018), following guidance from [Ding et al., 2021].

---

1For ease of exposition, we discuss fairness w.r.t. a binary sensitive feature; multinary sensitive features are handled analogously.
superior to public health insurance on ACSPublicCoverage (state=NM, 19 features); and predicting whether a young adult moved addresses in the last year on ACSMobility (state=NM, 21 features). We selected these scenarios based on findings in [Ding et al., 2021], to explore a range of conditions for accuracy and fairness. We decided to focus on US States studied at length in their paper, and so went with ACSEmployment for CA from 2018 (a larger dataset, which has n=378,817 samples), and NM for ACSPublicCoverage and ACSMobility, (a smaller dataset which has n=7,693 samples). Furthermore, both CA for ACSEmployment and NM for ACSPublicCoverage/ACSMobility had relatively balanced base rates for classification (≈ 50% positive/negative examples), which made preserving the predictive analysis through data synthesis more challenging.

**Settings.** We compare performance of a DP classifier on real data (Real) to that on DP synthetic data generated by our methods (SQ, FQ-Bal, FQ-FNR) and by a strong baseline (MST) [McKenna et al., 2021]. SuperQUAIL (SQ), presented in Section 3, is an ensemble synthesizer that allocates
the privacy budget in-line with feature importance. Fair SuperQUAIL (FSQ), presented in Section 4, allocates privacy budget in-line with per-group feature importance. Its variant FSQ-Bal balances accuracy across groups, while FSQ-FNR minimizes the FNR for the disadvantaged group. Recall from Section 3 that SQ, FSQ-Bal, and FSQ-FNR all use MST as their embedded DP synthesizer.

We experiment with a range of privacy budgets, $\epsilon \in \{e^0, e^1, e^2, e^3\}$, with 10 runs per experiment. All DP synthesizers receive the same overall privacy budget. Due to space constraints, we present detailed results for $\epsilon \in \{e^0, e^2, e^3\}$ for ACSEmployment, using DLogisticRegression [Holohan et al., 2019] for the classification task. Results for other scenarios are summarized here and detailed in the Appendix.

In Algorithm 2, lines 1–2, the $\gamma, \alpha$ epsilon splits for SQ, FSQ-Bal and FSQ-FNR in Figures 2a–2d was decided via a grid search over $[0.2, 0.8]$ at intervals of 0.1, and we also grid search over $\beta \in \{2, 3, 4, 5\}$ feature importance thresholds. We observed experimentally that, at low epsilon values ($\epsilon = e^0, e^2$), an overall $\alpha$-split of $\{0.7\epsilon, 0.3\epsilon\}$ between DPSAGE and the classifiers often performed best, while the internal DPSAGE $\gamma$-split was most often best at $\{0.5\epsilon, 0.5\epsilon\}$. For larger $\epsilon$ values ($\epsilon = e^3, e^4$), we found an even split ($\{0.5\epsilon, 0.5\epsilon\}$) across all components performed well.

**Feature importance with DPSAGE.** In this experiment, we evaluate the accuracy of DPSAGE for feature importance estimation by comparing the top-5 features selected by DP-SAGE to those computed over the real data. Table 2 presents these results for nDCG, Jaccard similarity, and MAP. (Note that 1 is the best possible value for all these metrics.)

Even at low epsilon values (such as $\epsilon = 0.2$) the parity between real data and DP scores is quite good, although exactly how good depends on context. Note that we are using lower $\epsilon$ values in Table 2 than in the end-to-end experiments below, since DPSAGE gets only a portion of the budget. Figure 3 gives a visual comparison of feature importance values for Real SAGE and DPSAGE, for a run on ACSEmployment.

**Performance of SuperQUAIL and Fair SuperQUAIL.** We now evaluate the end-to-end performance of SuperQUAIL (SQ) and FairSuperQUAIL (FSQ-Bal and FSQ-FNR), comparing them to performance on real and MST-generated data. Figures 2a and 2b show DP classifier accuracy and f1 score, respectively. Observe that SQ and FSQ exhibit higher variance compared to MST at $\epsilon = e^0$, and thus an unreliable advantage over MST for a low privacy budget. However, beginning with $\epsilon = e^3$ (not shown), and particularly for $\epsilon = \{e^2, e^3\}$, SQ outperforms MST, both overall and in each white and black group. This points to the effectiveness of the SQ framework, and particularly to incorporating feature importance into budget allocation. A similar trend holds for ACSMobility, while ACSPublicCoverage requires a higher privacy budget $\epsilon = \{e^3, e^4\}$ (see Appendix). It is worth noting that MST outperforms SQ in parity with real data on measures of aggregate statistical fidelity (i.e., mean, variance, etc.), though this is not the target of our work.

For our fair interventions, note that FSQ-Bal balances accuracy across groups, while outperforming MST in both accuracy and f1, albeit with higher variance.

Finally, to evaluate the effectiveness of different FSQ strategies on ACSEmployment, we present false negative rates (FNR) and false positive rates (FPR) in Figures 2e and 2d, respectively. Based on these results, we observe that FSQ-Bal is, indeed, able to balance FPR and FNR across groups. Further, we observe that FSQ-FNR achieves lower FNR for the black group even compared to the DP classifier on real data, affirming the effectiveness of our methods.

### 6 Conclusion and Future Work

We presented SuperQUAIL, and its fair derivatives, to address shortcomings of DP data synthesis. SQ better allocates $\epsilon$ in settings where improving performance for prediction relies on capturing complex conditional dependence in synthetic data, all while providing mechanisms to reduce minority group harms exacerbated by data privatization.

**Limitations.** Marginal-based DP data synthesizers, such as MST, outperform SuperQUAIL at low $\epsilon$ values, though these high-privacy settings present dangerous fairness concerns. However, when fairness is less of a concern, or when predictive analysis is simpler, a general purpose (marginal based) method, such as MST, may be a better choice.

**Future Work.** SuperQUAIL is inherently limited by the quality of the embedded DP models; as these methods improve, the SuperQUAIL framework itself is expected to achieve better performance. With this work, we hope to encourage others to prioritize explicit mechanisms for addressing adverse harms brought about by data privatization in their DP synthesizers. Exploration into methods for fair data synthesis that work at low $\epsilon$ values, or theoretical analysis concluding that such systems are unfeasible, is sorely needed.

---

**Table 2: DPSAGE average performance (over 10 runs) at varying epsilons for top-5 ranked features and their SAGE values.**

| Scenario        | $\epsilon_1/\epsilon_2$ | nDCG   | Jaccard | MAP    |
|-----------------|--------------------------|--------|---------|--------|
| ACSEmployment   | 0.2/1.0                  | 0.73/0.97 | 0.54/0.80 | 0.58/0.81 |
| ACSPublicCoverage | 0.2/1.0                  | 0.40/0.59 | 0.30/0.41 | 0.33/0.44 |
| ACSMobility     | 0.2/1.0                  | 0.96/0.98 | 0.64/0.70 | 0.66/0.71 |
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Appendix

A Results

Below we summarize some findings in the other two data scenarios we explored from the folktables project, which also rely on recent (2018) U.S. Census Data. Both are data from the state of New Mexico.

A.1 ACSMobility

We tested MST and SQ on the Mobility scenario, which predicts whether a person moved between residential addresses over the course of a year (only including individuals between the ages of 18 and 35, who are more likely to move).

Figures 4a-4d contain results for ACSMobility on the Real, MST and SuperQUAIL SQ synthesizers for $\epsilon \in \{e^2, e^3, e^4\}$.

Note that, at these medium/large $\epsilon$ values, the SuperQUAIL method matches the accuracy and F1 scores of the real data, whereas MST stagnates in its performance. However, the variance in performance on different subgroups of the population, and general difficulty of this scenario for predictive analysis (even the real data is skewed heavily) make it difficult to synthesize this data with any confidence in one-off fashion. This illustrates one of the limitations of DP synthetic data, when the data itself is noisy or inconsistent, the added noise can be preventative difficult to deal with.

A.2 ACSPublicCoverage

We tested MST and SQ on the Public Coverage scenario, which predicts a person’s by public health insurance status (has/doesn’t have) - data filtered to include only individuals under the age of 65 making less than $\$30,000.

Figures 5a-5d contain results for ACSPublicCoverage on the Real, MST and SuperQUAIL SQ synthesizers for $\epsilon \in \{e^2, e^3, e^4\}$.

The ACSPublicCoverage scenario exhibits similar behavior to the ACSEmployment scenario explored in the main body of the paper, although SuperQUAIL only begins to outperform MST at high privacy budgets $\epsilon \in \{e^3, e^4\}$. The stark difference between Real data performance and the performance of the synthesizers during predictive analysis suggests that the target variables conditional dependence is noisy and sensitive to privatization.

A.3 Replicability

Note that the full evaluations, results, figure generating code, etc. is available at this repository.

B Proofs

Proofs rely on notation derived from Algorithms 1 and 2 in main body of the paper.

Theorem 3. DPSAGE is $\epsilon, \delta$-differentially private.

Proof. DPSAGE Let the embedded DPSAGE Synthesizer, $S(H_S, \epsilon_S)$, be an $(\epsilon, \delta)$-differentially private mechanism mapping $M_1 : N^{|X|} \rightarrow R_1$. Let the embedded DPSAGE Classifier, $C(H_C, \epsilon_C, \text{target})$, be an $(\epsilon, \delta)$-differentially private mechanism mapping $M_2 : N^{|X|} \rightarrow R_2$. Fix $0 < \gamma < 1$. Our original budget is $B$, thus by construction:

$$B = \gamma \cdot \epsilon + (1 - \gamma) \cdot \epsilon$$

$$\epsilon_S = \gamma \cdot \epsilon$$

$$\epsilon_C = (1 - \gamma) \cdot \epsilon$$

By the Standard Composition Theorem [Dwork et al., 2006]

$$Pr[M_{C,S}(x) = (r_1, r_2)] \geq \exp(-\epsilon_S + \epsilon_C) \geq \exp(-B)$$

Theorem 4. SuperQUAIL is $\epsilon, \delta$-differentially private.

Proof. Fix $0 < \alpha < 1$. Set $\beta > 0$. By construction, we split original $\epsilon$ budget.

$$\epsilon_{DPSAGE} = \alpha \cdot \epsilon$$

and

$$\epsilon_C = 1 - (\alpha \cdot \epsilon)$$

we further divide

$$\epsilon_C = \frac{\epsilon_C}{\beta}$$

The $\epsilon_C$ budget is divided among $C = \{C_1, C_2...C_\beta\}$ The target feature classifier budget $C_f \epsilon_{DPSAGE}$ step, and is thus treated separately. Therefore, the budget for the embedded DP synthesizer $\epsilon_S$ and DP Classifiers $\epsilon_{C_i}$ sums to $\epsilon$:

$$\epsilon = \beta \epsilon_C + (\epsilon_S + \epsilon_{C_f})$$

and by the Standard Composition Theorem maintains differential privacy.

C Note: Datasets detail

We have included tables describing the dataset features and their distributions in detail.
Table 3: ACSEmployment scenario data description. Count=378817

|       | MAR  | DIS  | ESP  | CIT  | MIG  | MIL  | ANC  | NAT  | DEAR | DEYE | DREM | SEX  | RAC  | ESR  |
|-------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|
| mean  | 3.05 | 1.88 | 0.59 | 1.92 | 1.24 | 3.12 | 1.70 | 1.26 | 1.96 | 1.98 | 1.85 | 1.51 | 3.10 | 0.46 |
| std   | 1.87 | 0.33 | 1.64 | 1.53 | 0.66 | 1.59 | 1.06 | 0.44 | 0.18 | 0.15 | 0.48 | 0.50 | 2.95 | 0.50 |
| min   | 1.00 | 1.00 | 0.00 | 1.00 | 0.00 | 0.00 | 1.00 | 1.00 | 1.00 | 1.00 | 0.00 | 1.00 | 1.00 | 0.00 |
| 25%   | 1.00 | 2.00 | 0.00 | 1.00 | 1.00 | 4.00 | 1.00 | 1.00 | 2.00 | 2.00 | 2.00 | 1.00 | 1.00 | 0.00 |
| 50%   | 3.00 | 2.00 | 0.00 | 1.00 | 1.00 | 4.00 | 1.00 | 1.00 | 2.00 | 2.00 | 2.00 | 2.00 | 1.00 | 0.00 |
| 75%   | 5.00 | 2.00 | 0.00 | 4.00 | 1.00 | 4.00 | 2.00 | 2.00 | 2.00 | 2.00 | 2.00 | 2.00 | 6.00 | 1.00 |
| max   | 5.00 | 2.00 | 8.00 | 5.00 | 3.00 | 4.00 | 4.00 | 2.00 | 2.00 | 2.00 | 2.00 | 9.00 | 1.00 |      |

Table 4: ACSMobility scenario data description. Count=3443

|       | MAR  | SEX  | DIS  | CIT  | MIG  | MIL  | ANC  | NAT  | DEAR | DEYE | DREM | RAC  | COW  | ESR  | MIG  |
|-------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|
| mean  | 0.42 | 0.48 | 0.92 | 0.16 | 0.16 | 0.99 | 0.08 | 0.99 | 0.02 | 0.05 | 1.89 | 1.57 | 0.94 | 0.75 |
| std   | 0.63 | 0.50 | 0.27 | 0.57 | 0.61 | 0.63 | 0.27 | 0.11 | 0.13 | 0.21 | 1.60 | 2.12 | 0.96 | 0.43 |
| min   | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| 25%   | 0.00 | 0.00 | 1.00 | 0.00 | 0.00 | 1.00 | 0.00 | 1.00 | 0.00 | 0.00 | 1.00 | 0.00 | 0.00 | 0.50 |
| 50%   | 0.00 | 0.00 | 1.00 | 0.00 | 0.00 | 1.00 | 0.00 | 1.00 | 0.00 | 0.00 | 1.00 | 0.00 | 1.00 | 1.00 |
| 75%   | 1.00 | 1.00 | 1.00 | 0.00 | 0.00 | 1.00 | 0.00 | 1.00 | 0.00 | 0.00 | 2.00 | 3.00 | 1.00 | 1.00 |
| max   | 4.00 | 1.00 | 1.00 | 4.00 | 3.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 7.00 | 9.00 | 5.00 | 1.00 |

Table 5: ACSPublicCoverage scenario data description. Count=7693

|       | MAR  | SEX  | DIS  | ESP  | CIT  | MIG  | MIL  | ANC  | NAT  | DER  | DEY  | DRM  | ESR  | FER  | RAC  | PUB  |
|-------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|
| mean  | 0.79 | 0.54 | 0.16 | 0.22 | 0.19 | 0.85 | 0.30 | 0.45 | 0.10 | 0.03 | 0.04 | 0.07 | 0.72 | 0.39 | 1.49 |
| std   | 1.03 | 0.50 | 0.37 | 0.91 | 0.63 | 0.38 | 0.88 | 0.76 | 0.30 | 0.18 | 0.19 | 0.26 | 0.92 | 0.53 | 2.12 |
| min   | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| 25%   | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| 50%   | 1.00 | 1.00 | 0.00 | 0.00 | 0.00 | 1.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 1.00 | 0.00 | 0.00 | 0.00 |
| 75%   | 1.00 | 1.00 | 0.00 | 0.00 | 0.00 | 1.00 | 0.00 | 1.00 | 0.00 | 0.00 | 0.00 | 1.00 | 1.00 | 3.00 | 1.00 |
| max   | 4.00 | 1.00 | 1.00 | 8.00 | 4.00 | 2.00 | 4.00 | 3.00 | 1.00 | 1.00 | 1.00 | 6.00 | 2.00 | 7.00 | 1.00 |
(a) Accuracy score at varying $\epsilon \in \{e^2, e^3, e^4\}$ on ACSMobility.

(b) F1 score at varying $\epsilon \in \{e^2, e^3, e^4\}$ on ACSMobility.

(c) False negative rate at varying $\epsilon \in \{e^2, e^3, e^4\}$ on ACSMobility.

(d) False positives rate at varying $\epsilon \in \{e^2, e^3, e^4\}$ on ACSMobility.
(a) Accuracy score at varying $\epsilon \in \{e^0, e^2, e^3\}$ on ACS Public Coverage.

(b) F1 score at varying $\epsilon \in \{e^0, e^2, e^3\}$ on ACS Public Coverage.

(c) False negative rate at varying $\epsilon \in \{e^0, e^2, e^3\}$ on ACS Public Coverage.

(d) False positives rate at varying $\epsilon \in \{e^0, e^2, e^3\}$ on ACS Public Coverage.