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Abstract— This paper describes the design of Proportional-Integral-Derivative (PID) controller for two variable processes where the two variables need to control. Design of controllers for such a process is too difficult than single variable processes because of interrelations between the two variables present in the system. Hence, the design approach should include the interrelations of the variables to achieve better performance of the processes. In addition to this, the time delay of the processes is also considered and Smith Predictor (SP) configuration is used to reduce the delay in the processes. For the resultant reduced time delay processes, an IMC approach is used to design PID controller. The proposed control system improves both the servo (set point tracking) and regulatory (disturbance rejection) performance of the system. The proposed configuration is also validated using a case study. The simulation results are presented and compared with the other similar approaches to show the efficacy of the proposed method.

Key words — Two variable process, time delay, Smith Predictor (SP), single variable processes, IMC based PID, servo and regulatory operation.

1. INTRODUCTION

In industry, PID controller is more popularly using for achieving the better set point tracking and minimization of effect of disturbances in the process control applications. This PID controller is implemented in different forms may be in its original form of with some modifications. However, this controller gives best performance if the time delay of the process is less than the time constant of the process transfer function model. When the time delay of the process is significantly more than its time constant, the performance of PID is not up to the expectations. Hence, to overcome this and achieve better controlling it needs some modifications in its implementation [1, 2].

Smith Predictor (SP) configuration [3] is most useful in this type of processes where the controller is designed without considering the delay part of the model. With the addition of SP, the servo performance of the process is improved but gives sluggish response for when the time constant of the model is too small [4,5].

The presentation of the SP control procedure is influenced by the precision with which the model speaks to the plant. In view of the assumption that the model utilized matches exactly the plant elements, the closed loop model is given by

\[ T(s) = G_c(s)G_m(s)e^{-Ls} \left[1 + G_c(s)G_m(s)\right]^{-1} \]  

As specified by Eq. (1), the parameters of the essential controller, G_c(s), which is ordinarily taken as PI or PID, might be resolved utilizing a model without including delay element.

Astrom et al. [6] have utilized a “modified Smith predictor scheme with two degrees of freedom” in which they measured both following of set point and minimization of disturbance impact independently. To improve the presentation of the control system a few alterations have been made in structure of SP arrangement by analysts in the writing.

The control framework structure for multivariable procedures with delay turns out to be progressively troublesome in view of the fact that each yield is influenced by each contribution with various time delays [7]. Subsequently, a transfer function lattice description of the multivariable procedure is favored in these cases. Various methodologies have been projected so as to plan controller for multivariable frameworks with numerous time delays. A few authors proposed directly unadulterated multivariable strategies: decoupling control, multivariable PID controllers, and decentralized controllers. Different creators have stretched out the SP to the multivariable case utilizing a plan comparative or proportionate to that of Fig. 1 where G(s) is the plant, G_c(s) is the model of the plant, G_d(s) is the quick model of the procedure and C(s) is the essential controller.

So as to apply SP to multivariable frameworks, two methodologies can be typically found. The first one is in planning a decoupling compensator D(s) for the actual process G(s) so as to acquire a diagonal predominant apparent procedure, and after that, applying the SP to this obvious procedure H(s)=G(s)D(s) (Fig. 2). At that point, the SP configuration can be completed as of that of SISO case. The subsequent one and increasingly basic applies at the same time multivariable control and SP utilizing the plan of Fig. 1.

Since Internal Model Control (IMC) is having the good deal between the performance and robustness, it is used for tuning of PID controller. The objective of using this is to enhance the performance for both servo and regulatory operations.

In this paper, an IMC PID controller in an SP setup is proposed for planning the controller for two variable (TITO) processes. At first, the interaction between the parameters is estimated and matching of input and output variables are distinguished. At that point, each loop pair of input/output is
constrained by PID control calculation. The PID controller is structured utilizing IMC idea. Further, the simplified form of the PID controller is acquired by the guess of frequency response. The simulation results of two variable procedures show the adequacy of the anticipated strategy.

The paper is organized as structure of proposed control scheme is explained in section II, IMC representation in SP configuration in section III, Simulation studies in Section IV and finally conclusions are presented.

II. STRUCTURE OF PROPOSED CONTROL SCHEME

A schematic representation of basic SP and modified IMC control configuration is shown are Fig. 1 and Fig. 2 respectively. This scheme is extended for controlling the TITO processes to attain the enhanced performance by reducing the time delay in the processes. In Fig.1, \( G_c(s) \) is controller, \( G(s) \) is process model, \( G_{m}(s) \) is delay free model, and ‘L’ represents the time delay of the process. Similarly in Fig. 2, \( G_{imc}(s) \) is represents the controller designed using IMC principle.

The most basic representation of the transfer function matrix of the 2x2 process is:

\[
G(s) = \begin{bmatrix}
g_{p11}(s) & g_{p12}(s) 
g_{p21}(s) & g_{p22}(s)
\end{bmatrix}
\]

(2)

Where, the process \( g_{pj}(s) \) is assumed as first order process with delay time (FOPDT), i.e.,

\[
g_{pj}(s) = \frac{K}{rs + 1}e^{-\theta p j}
\]

(3)

Then, the corresponding structure of decentralized controller is of the form,

\[
G_c(s) = \begin{bmatrix}
g_{c11}(s) 
g_{c22}(s)
\end{bmatrix}
\]

(4)

The structure of decentralized control for TITO processes using IMC and SP configuration is shown in Fig. 3. In which \( G(s) \) is interactive two variable processes as given in Eqn. (2).

While the controller is designed for two variable processes, it is important to know which output is controlled by which input. This is determined by measuring the interaction among the process variables. The popular approach to measure the interaction is Relative Gain Array (RGA). But due to limitations in RGA method, most of the researchers used it in connection with the NI index. Recently, RGA-RNGA-NI method [8] is used by various researchers to identify the perfect stable control configuration.

The expressions for calculating the interaction using RGA (\( \Lambda \)) –RNGA (\( \Phi \))-NI are:

\[
\Lambda = \left[ \frac{\Lambda_{ij}}{2} \right]_{i,j=1,2} = G_{ij}(0) \otimes G_{ij}(0)\top
\]

(5)

\[
\Phi = \left[ \frac{\Phi_{ij}}{2} \right]_{i,j=1,2} = K_N \otimes K_N\top
\]

(6)

\[
K_{N,ij} = \frac{g_{ij}(0)}{\tau_{ar,ij}} = \frac{k_{ij}}{\tau_{ij} + \theta_{ij}}
\]

(7)

\[
N(G) = \frac{\left| \frac{\gamma_{p}(0)}{\gamma_{p,j}(0)} \right|}{i, j = 1, 2}
\]

(8)

The closed loop transfer function of an SP, assuming an exact matching, is given as:

\[
T_{SMITH}(s) = \frac{G_{m}(s)G_{m}(0)e^{-\theta s}}{1 + G_c(s)G_m(s)}
\]

(9)

The IMC transfer function in closed loop, assuming an exact matching and \( d = 0 \), is given as:

\[
T_{IMC}(s) = G_{IMC}(s)G(s)
\]

(10)

This can be rewrite as:

\[
T_{IMC}(s) = G_{IMC}(s)G(s)e^{-\theta s}
\]

(11)

where, \( G_m(s) \) is a process model without time delay. To have a similar response to the two arrangements, it is clear to show, by observing at Eqns. (10) and (11), that the IMC controller, \( G_{IMC}(s) \), is identified with that controller, \( G_c(s) \), through the change is:

\[
G_{IMC}(s) = \frac{G_i(s)}{1 + G_c(s)G_m(s)}
\]

(12)
Along these lines, from Eq. (12), a Smith indicator structure can be put into the IMC structure has appeared in Fig. 3.

To determine the tuning parameters for the controller $G_c(s)$ in Fig. 3, initially, a FOPDT model is considered. So as to get the IMC controller, the procedure model, \( G = K_m e^{1/\lambda_m}/(T_m s + 1) \), must be figured as in Eqn. (13). The Taylor series expansion is utilized for the estimation of time-delay, at that point the accompanying conditions are determined.

$$G(s) = \hat{G}_i(s) \hat{G}_o(s)$$

(13)

The basic IMC principle is,

$$G_{IMC}(s) = \hat{G}_i^{-1}(s) F(s)$$

(14)

Where,

After the substitution from Eqn. (1), it becomes,

$$T_i(s) = \frac{G(s)F(s)}{G(s) + [G(s) - \hat{G}(s)] F(s)}$$

(15)

$$T_{i*}(s) = \frac{\hat{G}(s)[1-F(s)]}{G(s) + [G(s) - \hat{G}(s)] F(s)}$$

(16)

$$\hat{G}_i(s) = (1-Ls)$$

(17)

$$\hat{G}_o(s) = \frac{K_m}{T_m s + 1}$$

(18)

From Eqn. (14), IMC controller is obtained by assuming that a filter with $n = 1$, as:

$$G_{IMC}(s) = \frac{T_m s + 1}{K_m (\lambda s + 1)}$$

(19)

Eqn. (19) demonstrates that, when the parameters of the model, $K_m$ and $T_m$, are known, at that point just the filter parameter, $\lambda$, remains to be chosen. The exemplary controller, $G_c(s)$ would then be able to be gotten utilizing Eqn. (12) to give,

$$G_c(s) = \frac{T_m s + 1}{K_m (\lambda s + 1)}$$

(20)

Eqn. (20) can be rewritten as a basic ideal form of PI controller, which results the controller parameters as follows.

$$K_p = \frac{T_m}{K_m \lambda}$$

(21)

$$T_i = T_m$$

(22)

The main unknown in the last two conditions is the time constant of filter, $\lambda$, since it is accepted that the plant mathematical model is acquired utilizing the relay technique. Along these lines, in the event that an appropriate estimation of $\lambda$ is accomplished, at that point, the design strategy will be finished.

From Fig. 1, the output $C(s)$, is obtained as:

$$C(s) = \frac{G(s)G_m e^{-1s}}{1+G(s)G_m}$$

(23)

Expecting an exact matching between the procedure (plant) and the model, Substituting the best possible qualities for $G_c(s)$ given by Eqn. (20) and $G_{IMC}(s) = K_m/(T_m s + 1)$ into Eqn. (23) and accepting a unit step change into the framework gives,

$$C(s) = \frac{1}{s(\lambda s + 1)} e^{-L_n s}$$

(24)

Using a first-order Taylor series expansion it can be written as:

$$c(t) = 1 - \left(1 + \frac{L_n}{\lambda}\right) e^{-t/\lambda}$$

(25)

By applying the derivative of $ISE = \frac{(\lambda + L_n)^2}{2\lambda}$ with respect to $\lambda$, it provides $\lambda = L_n$. At last, the parameters of PI controller are:

$$K_p = \frac{T_m}{K_m \lambda}$$

(26)

$$T_i = T_m$$

(27)

Processes with two variables are also very common. This is why a similar result to that for the FOPDT transfer function is also applicable for the two variable processes. Following the same procedure as for the FOPDT transfer function, it can easily be shown that the classical controller can now be implemented for two variable processes.

The entire process of designing the controller for TITO processes includes the following steps:

i) When the controller needs to design a two-variable process, first the interaction between the processes has to measure. In this paper, the interaction between the process variables is measured using RGA-RNGA-NI configuration rules.

ii) Based on the outcome of RGA-RNGA-NI, the pairing of input and output variables are formed and the corresponding process model is used to design the controller.

iii) In the performance of two variable processes, time delay plays an important role, it is considered in this paper and smith predictor configuration is used to compensate the time delay.

iv) Finally, the controller is designed for the process model using the IMC principle and performance of the approach is evaluated.

The performance of the projected method is analyzed using the time integral performance indexes i.e., Integral of Absolute Error (IAE), Integral of the Square Error (ISE). Minimization of IAE and ISE is considered as the objective of present paper.

The time integral performance criteria are expressed as:

$$IAE = \int_0^\infty |e_1(t)| + |e_2(t)|dt$$

(28)
\[
\text{ISE} = \int_0^\infty (e_1^2(t) + e_2^2(t)) \, dt
\]
\[
\text{ITAE} = \int_0^\infty (|e_1(t)| + |e_2(t)|) \, dt
\]

IV. CASE STUDY & RESULTS

Process: Consider the Wood and berry (WB) column which is a two variable process. The mathematical model of a process is given in Eqn. (27).

\[
G(s) = \begin{bmatrix}
12.8e^{-3s} & -18.9e^{-3s} \\
16.7s + 1 & 21s + 1 \\
6.6e^{-3s} & -19.4e^{-3s} \\
10.9s + 1 & 14.4s + 1
\end{bmatrix}
\]  

Since it is 2×2 process, the two decentralized controllers are required. The interaction obtained using relative gain array is:

\[
\lambda = \begin{bmatrix}
2.0094 & -1.0094 \\
-1.0094 & 2.0094
\end{bmatrix}
\]

Relative Normalize Gain Array (RNGA) is:

\[
\phi = \begin{bmatrix}
1.0806 & -0.0806 \\
-0.0806 & 1.0806
\end{bmatrix}
\]

Based on the results of RGA and RNGA, the pair of \(u_1\)-\(y_1\), \(u_2\)-\(y_2\) is having strong interaction. Hence the controller is designed for these two pairs.

Thus, the diagonal process transfer function models are considered for intend of controller are

\[
g_{p,11}(s) = \frac{12.8e^{-s}}{16.7s + 1}
\]

\[
g_{p,22}(s) = \frac{-19.4e^{-3s}}{14.4s + 1}
\]

Based on these two process models, the diagonal decentralised controllers are intended individually (gc11 and gc22) using IMC tuning method. The controllers have been designed without the compensator (time delay is not considered in controller design) and with compensator. The controller’s values obtained for these two approaches are used in simulation and results have been shown in Fig. 4 and Fig. 5. The first output is shown in Fig. 4. Similarly, the second output is shown in Fig. 5.

The response of time delay compensated method is having less oscillations and settled to a reference as quickly as possible as compared to the other method where the time delay not considered in designing of controller.

The performance of the two control methods are measured in terms of IAE, ISE and ITAE. These are listed in Table 1.

Table 1: Performance indices of two variable process WB Column.

| Control Method | Input(u) - output(y) | IAE | ISE | ITAE |
|----------------|----------------------|-----|-----|------|
| Proposed (IMC PID in SP) | \(u_1\)-\(y_1\) | 4.185 | 2.13 | 33.38 |
| | \(u_2\)-\(y_2\) | 9.316 | 5.868 | 825 |

V. CONCLUSIONS

In this paper, a decentralized controller with IMC is designed in SP configuration for two variable processes. The interaction amid the variables is considered in design of controller. The pair of variables has been identified using the concepts of RNGA-RGA-NI approach. The model for corresponding pair is derived and controller is intended for the same. The time delay of the process model was compensated by SP configuration. The resultant control system is gives the improved performance and robustness. The proposed scheme performance is compared with basic IMC method. From these two performances, it is observed that the proposed method gives better improvement in terms of IAE and ISE.
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