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Abstract. The Hölder-Brascamp-Lieb inequalities are a collection of multilinear inequalities generalizing a convolution inequality of Young and the Loomis-Whitney inequalities. The full range of exponents was classified in Bennett et al. [3]. In a setting similar to that of Ivanisvili and Volberg [11], we introduce a notion of size for these inequalities which generalizes $L^p$ norms. Under this new setup, we then determine necessary and sufficient conditions for a generalized Hölder-Brascamp-Lieb type inequality to hold and establish sufficient conditions for extremizers to exist when the underlying linear maps match those of the convolution inequality of Young.

1. Introduction

In a dual form, Young’s convolution inequality on $\mathbb{R}^d$ states that

$$\int_{\mathbb{R}^d} \int_{\mathbb{R}^d} f(y)g(x - y)h(x)dy dx \leq C_{p,q,r,d} \|f\|_p \|g\|_q \|h\|_r,$$

where $p, q, r \in [1, \infty]$, $\frac{1}{p} + \frac{1}{q} + \frac{1}{r} = 2$ (interpreting $1/\infty$ as 0) and $C_{p,q,r,d}$ is the optimal constant.

It was established in [1], [12], and [5] that certain compatible triplets of Gaussians are the extremizers of (1), providing a sharp form of the inequality. Later [6] proved this by running the heat equation through time with $f, g$, and $h$ as initial data and showing that the left hand side is nondecreasing with time.

[3] provides the following generalization of Young’s inequality which also encompasses Hölder’s inequality and the Loomis-Whitney inequality. Let $d, n, d_j$ be positive integers ($1 \leq j \leq n$) and let $L_j : \mathbb{R}^d \to \mathbb{R}^{d_j}$ be surjective linear maps. Then there exists $C < \infty$ such that

$$\int_{\mathbb{R}^d} \prod_{j=1}^n f_j(L_j(x))dx \leq C \prod_{j=1}^n \|f_j\|_{L^{p_j}(\mathbb{R}^{d_j})},$$

for all $f_j \in L^{p_j}(\mathbb{R}^{d_j})$ and with $C$ depending only on $d, n, d_j$, and $L_j$, if and only if both

$$\sum_{j=1}^n \frac{d_j}{p_j} = d$$

and

$$\dim(V) \leq \sum_{j=1}^n \frac{\dim(L_jV)}{p_j}$$

for all subspaces $V \subset \mathbb{R}^d$. The set of exponents $(1/p_1, ..., 1/p_n)$ satisfying both [3] and [4] is called the Hölder-Brascamp-Lieb (HBL) polytope. Thus, the HBL polytope is compact and convex with finitely many extreme points.

One may obtain [1] from [2] by setting $d = 2k, n = 3, d_j = k$, and $L_1(x, y) = y, L_2(x, y) = x - y, L_3(x, y) = x$, where $\mathbb{R}^{2k} = \{(x, y) : x, y \in \mathbb{R}^k\}$. [2] proved the existence of extremizers (in particular, certain tuples of Gaussians) by a generalization of the above heat equation method. [2] may be rewritten in the form
\[ \int_{\mathbb{R}^d} \prod_{j=1}^n f_j(L_j(x))^{s_j} \, dx \leq C \prod_{j=1}^n \left( \int_{\mathbb{R}^d_j} f_j \right)^{s_j}, \quad (5) \]

where \( s_j = 1/p_j \) and \( f_j \geq 0 \). (This is a nonrestricting assumption since \( |\int f| \leq \int |f| \).) In this paper, we will frequently use the notation \( s = (s_1, \ldots, s_n) \). The above may be rewritten as

\[ \int_{\mathbb{R}^d} B(f_1(L_1(x)), \ldots, f_n(L_n(x))) \, dx \leq CB \left( \int f_1, \ldots, \int f_n \right), \quad (6) \]

where \( B(y_1, \ldots, y_n) = y_1^{s_1} \cdots y_n^{s_n} \). In this paper, we will say \( B: \mathbb{R}_+^n \to \mathbb{R}_+ \) is a Hölder-Brascamp-Lieb (HBL) function for \( \{L_j\} \) if (5) holds for all nonnegative \( f_j \in L^1(\mathbb{R}^d_j) \). Here \( \mathbb{R}_+ = [0, \infty) \).

A similar question was explored in [11] in the case where the \( L_j \) maps are rank 1 \((d_j \equiv 1)\). The authors found sufficient conditions on \( B \) for the left hand side of (6) to be bounded by the same expression where the \( f_j \) are replaced with certain Gaussians \( G_j \) with \( \int f_j = \int G_j \). A corollary of this result is that certain tuples of Gaussians are among the extremizers. The key condition was a concavity requirement on \( B \) which allowed the heat equation method from [6] to work. Their bounding term matches our in the case where each of the \( L_j \) is the identity.

In this paper, we will remove the rank 1 restriction and provide necessary and sufficient conditions for a function \( B: \mathbb{R}_+^n \to \mathbb{R}_+ \) to be an HBL function in the following theorem to be proven in Section 2. Part of the proof will involve the construction of a parallelepiped with certain dimensions through a dual linear programming problem as in [9].

By \( A \lesssim B \), we mean that there exists a \( 0 < C < \infty \) such that \( A \leq CB \) and by \( A \gtrsim B \), we mean there exists a \( 0 < C' < \infty \) such that \( A \geq CB \). \( A \approx B \) means \( A \lesssim B \) and \( A \gtrsim B \).

Theorem 1. Let \( B: [0, \infty)^n \to [0, \infty) \) be nondecreasing in each coordinate and satisfy \( B(y_1, \ldots, y_n) = 0 \) whenever any of the \( y_j \) are 0. Let \( d, d_j, 1 \leq j \leq n \) be positive integers and \( L_j: \mathbb{R}^d \to \mathbb{R}^d_j \) surjective linear maps whose Hölder-Brascamp-Lieb polytope \( \mathcal{P} \) is nonempty. Then the following are equivalent:

1) \( B \) is an HBL function for \( \{L_j\} \).

2) For all \( 0 < \lambda_j, y_j < \infty \),

\[ B(\lambda_1 y_1, \ldots, \lambda_n y_n) \lesssim \max_{s \in \mathcal{P}} \lambda_1^{s_1} \cdots \lambda_n^{s_n} B(y_1, \ldots, y_n). \quad (7) \]

3) For all \( 0 < \lambda_j, y_j < \infty \),

\[ B(\lambda_1 y_1, \ldots, \lambda_n y_n) \gtrsim \min_{s \in \mathcal{P}} \lambda_1^{s_1} \cdots \lambda_n^{s_n} B(y_1, \ldots, y_n). \quad (8) \]

Allowing for a change of underlying constant, each of the possible conclusions in the above theorem is invariant under multiplication of \( B \) by a bounded function with bounded inverse. Thus, the theorem still holds if we replace the hypothesis that \( B \) is nondecreasing in each coordinate with the weaker hypothesis that \( B \) is bounded above and below by a positive multiple of a function which is nondecreasing in each coordinate.

The remainder of the paper is dedicated to the question of extremizers, and we will transfer some previous results into this newer setup. In particular, we will focus on the choice of \( d, n, d_j, L_j \) used in Young’s inequality to emphasize the differences in setting rather than prove statements in their most general form.

In Section 3, we will state and prove a rearrangement inequality that allows one to replace \( f_j \) with their symmetric decreasing rearrangements. The proof of this uses the classical technique found
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in [8], where it was shown that $\int F(f(x), g(x))dx \leq \int F(f^*(x), g^*(x))dx$ for certain $F$ satisfying a second-order condition.

In Section 4, we will show that for certain $B$, near-extremizers triples of (3) must be localized in scale and that these scales must be close for each function in the triple. This result is similar to the one found in [7] for the setting of $L^p$ norms and will be used in establishing precompactness. Section 5 will piece together these arguments to establish the existence of extremizers in certain cases of HBL functions, as stated in the following theorem.

For notation, let $\vec{y} = (y_1, ..., y_n)$ denote a vector in $\mathbb{R}_+^n$ and let $\Delta_3(B; a, b, c, d, e, f)$ denote the third order difference:

$$B(b, d, f) - B(a, d, f) - B(b, c, f) - B(b, d, e) + B(b, c, e) + B(a, c, f) - B(a, c, e).$$

(9)

Theorem 2. Let $P_i(a, b, c) = a^{1/p_i} b^{1/q_i} c^{1/r_i}$, where $p_i, q_i, r_i \in (1, \infty)$ and $1/p_i + 1/q_i + 1/r_i = 2$.

Let $B = \rho(P_1, ..., P_n)$ where

$$\rho(\lambda_1 y_1, ..., \lambda_n y_n) \leq C \max_i \lambda_i \rho(y_1, ..., y_n)$$

for all $0 < \lambda_i, y_i < \infty$ and

$$\rho(\vec{y}_1) + \rho(\vec{y}_2) \leq \rho(\vec{y}_1 + \vec{y}_2)$$

for all $\vec{y}_i \in \mathbb{R}_+^n$. Furthermore, suppose $B$ is continuous with $B(0, 0, 0) = B(x, 0, 0) = B(0, y, 0) = B(0, 0, z) = 0$,

along with

$$\Delta_3(B; a, b, c, d, e, f) \geq 0$$

for all $a \leq b, c \leq d, e \leq f$.

Let $\alpha, \beta, \gamma > 0$. Then, there exist $f, g, h$ which maximize

$$\int \int B(f(y), g(x - y), h(x))dxdy$$

under the constraint $\int f = \alpha, \int g = \beta, \int h = \gamma$.

The setup of Theorem 2 includes the hypotheses of the rearrangement inequality from Section 3 as well as conditions which allow us to use some tools from the $L^p$ norms setting while also extending the conclusion to other HBL functions.

Lastly, Section 6 will provide an example of an HBL function which leads to non-Gaussian extremizers. We will prove this to be the case by showing that no Gaussian is a critical point with regards to the Euler-Lagrange equations and referencing the existence of extremizers result from Section 5.
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2. Necessary and Sufficient Conditions for HBL Functions

The proofs of (8) $\Rightarrow$ (7) $\Rightarrow$ (6) are relatively straightforward so we will address those here before moving on to the more involved remaining implication.

Proof of (8) $\Rightarrow$ (7) $\Rightarrow$ (6). Suppose (8) holds. Simultaneously replace each $y_j$ in the given inequality with $\lambda_j y_j$ and each $\lambda_j$ with $\lambda_j^{-1}$. Then (7) is obtained by dividing both sides by

$$\min_{s \in P} \lambda^{-s_1} \cdots \lambda_n^{-s_n}$$

and then using the fact that the reciprocal of the minimum is the maximum of the reciprocals.
Now suppose (7) and consider nonnegative $L^1$ functions $f_j$. If any of the $f_j$ has zero integral (hence is zero a.e.), then (6) holds trivially, so assume $\int f_j > 0$ for all $j$. Letting $g_j(x) = \frac{f_j}{\int f_j}$, we rewrite the left hand side of the desired integral inequality to obtain

$$\int_{\mathbb{R}^d} B(f_1 \circ L_1(x), ..., f_n \circ L_n(x)) \, dx = \int_{\mathbb{R}^d} B \left( g_1 \circ L_1(x) \cdot \int f_1, ..., g_n \circ L_n(x) \cdot \int f_n \right) \, dx. \quad (10)$$

By applying (7), we may bound (10) by a constant times

$$\int_{\mathbb{R}^d} \max_{s \in \mathcal{P}} (g_1 \circ L_1(x))^{s_1} \cdots (g_n \circ L_n(x))^{s_n} \, dx \cdot B \left( \int f_1, ..., \int f_n \right).$$

Let us recall the fact that $\mathcal{P}$ is a compact, convex polytope. If $s, s' \in \mathcal{P}$, then taking any point on the segment between $s$ and $s'$ corresponds to taking a weighted geometric mean of $\lambda_1^{s_1} \cdots \lambda_n^{s_n}$ and $\lambda_1^{s'_1} \cdots \lambda_n^{s'_n}$. Thus, for any $x \in \mathbb{R}^d$, the above maximum may be obtained at extreme points of $\mathcal{P}$. We denote the set of extreme points of $\mathcal{P}$ as $\mathcal{P}'$. Since all terms are nonnegative, we may bound the maximum by a summation over extreme points to obtain

$$\int_{\mathbb{R}^d} \max_{s \in \mathcal{P}} (g_1 \circ L_1(x))^{s_1} \cdots (g_n \circ L_n(x))^{s_n} \, dx \leq \int_{\mathbb{R}^d} \sum_{s \in \mathcal{P}'} (g_1 \circ L_1(x))^{s_1} \cdots (g_n \circ L_n(x))^{s_n} \, dx. \quad (11)$$

Next, we exchange the integral with the sum and bound each of the integral terms. Since each function $g_n$ has integral equal to 1, we have

$$\int_{\mathbb{R}^d} (g_1 \circ L_1(x))^{s_1} \cdots (g_n \circ L_n(x))^{s_n} \, dx \leq C_s,$$  

where $C_s$ is the optimal constant such that

$$\int_{\mathbb{R}^d} \prod_{j=1}^n f_j(L_j(x)) \, dx \leq C_s \prod_{j=1}^n ||f_j||_{L_p^j(\mathbb{R}^d_j)}.$$ 

Since $\mathcal{P}$ has only finitely many extreme points, hence combining (10), (11), and (12).

$$\int_{\mathbb{R}^d} B(f_1 \circ L_1(x), ..., f_n \circ L_n(x)) \, dx \leq \left( \sum_{s \in \mathcal{P}'} C_s \right) B \left( \int f_1, \ldots, \int f_n \right) \leq CB \left( \int f_1, \ldots, \int f_n \right).$$

The main goal of the remainder of the section will be to prove the following lemma.

**Lemma 3.** Let $\lambda = (\lambda_1, ..., \lambda_n)$ such that $\log \lambda_j$ are nonnegative integers. Then, there exists a parallelepiped $S$ such that

$$|S| \approx \min_{(s_1, ..., s_n) \in \mathcal{P}} \lambda^{s_1} \cdots \lambda_n^{s_n}$$

and

$$|L_j(S)| \leq \lambda_j,$$

where the proportionality constants are independent of $\lambda$. 

□
To see the usefulness of Lemma 3 let us demonstrate how it may be used to complete the proof of Theorem 1. The reduction to log $\lambda_j$ will be established in Lemma 6.

**Proof of** (5) $\Rightarrow$ (8). Given $\lambda_j$ such that log $\lambda_j$ are nonnegative integers, let $S$ be as in Lemma 3. Define $f_j = y_j 1_{L_j(S)}$. By plugging these $f_j$ into (5), we obtain a left hand side equal to

$$|\cap_j L_j^{-1}(L_j(S))|B(y_1, ..., y_n) \geq |S|B(y_1, ..., y_n) = \min_{(s_1, ..., s_n) \in \mathcal{P}} \lambda_1 s_1 \cdots \lambda_n s_n B(y_1, ..., y_n)$$

and a right hand side equal to

$$B(|L_1(S)|y_1, ..., |L_n(S)|y_n) \leq B(\lambda_1 y_1, ..., \lambda_n y_n).$$

Combining the two inequalities gives (8).

Now we begin the proof of Lemma 3. By taking logs of the minimum seen in (8), we reduce computing this term to a linear programming problem. Fixing $\lambda = (\lambda_1, ..., \lambda_n) \in \mathbb{R}^n_+$, we now define the **primal LPP** as

$$\text{minimize } \log \lambda \cdot s = \sum_j s_j \log \lambda_j \text{ over } s \in \mathbb{R}^n_+$$

subject to

$$\sum_j s_j \cdot \dim(L_j(V)) \geq \dim(V) \text{ for all } V \in \mathcal{E}, \quad d = \sum_j s_j d_j, \quad s_j \geq 0.$$

In the above, $\mathcal{E}$ is a finite list of subspaces which are sufficient to determine the HBL polytope. By this, we mean that (5) for only subspaces in $\mathcal{E}$ together with (3) is sufficient to describe $\mathcal{P}$. Because of this fact, we may add a finite number of subspaces to $\mathcal{E}$ without changing the optimum value of $\log \lambda \cdot s$.

One may note that while we have included the restriction $s_j \geq 0$, we have neglected to explicitly include the restriction $s_j \leq 1$. However, this may be obtained from the existing inequalities and proper choice of subspace as follows. Subtract the restriction $\dim V \leq \sum_j s_j \dim L_j(V)$ from $d = \sum_j s_j d_j$ to obtain

$$(d - \dim V) \geq \sum_j s_j (d_j - \dim L_j(V))$$

for all subspaces $V \subset \mathbb{R}^d$. Fix $1 \leq j_0 \leq n$ and pick $V = \text{Ker}(L_{j_0})$. By the Rank-Nullity theorem, the coefficient on $s_{j_0}$ in the above is equal to $d - \dim V$. Since all other $s_j$ are already taken to be nonnegative, $s_{j_0} \leq 1$. By taking $\mathcal{E}$ to include all subspaces of the form $\text{Ker}(L_j)$, we may recover the bounds $s_j \leq 1$.

Next, we prove three technical lemmas to aid us in the analysis of this linear programming problem. The first is preliminary, the second allows us to deal with only nonnegative solutions and coefficients, and the third will aid us in showing that a certain algorithm terminates.

**Lemma 4.** If $B : \mathbb{R}^n_+ \to \mathbb{R}_+$ is an HBL function, then

$$B(R^{d_1} y_1, ..., R^{d_n} y_n) \approx R^d B(y_1, ..., y_n)$$

for all $0 < R, y_j < \infty$.

**Proof.** Let $0 < R, y_j < \infty$ be arbitrary. Plug in the functions $f_j = y_j 1_{B_R(\mathbb{R}^{d_j})}$ to (5). The right hand side becomes $B(R^{d_1} y_1, ..., R^{d_n} y_n)$ while the left hand side scales like $R^d$, giving us the inequality

$$R^d B(y_1, ..., y_n) \lesssim B(R^{d_1} y_1, ..., R^{d_n} y_n).$$
Since the above holds for all $0 < R, y_j < \infty$, we may simultaneously replace $R$ with $1/R$ and $y_j$ with $R^{d_j}y_j$ to obtain the reverse inequality. \hfill \qed

**Lemma 5.** It suffices to establish $\mathcal{S}$ for $\lambda_j \geq 1$. That is, if $B : \mathbb{R}^n_+ \to \mathbb{R}_+$ is an HBL function and $\mathcal{S}$ holds for $\lambda_j \geq 1$ and $0 < y_j < \infty$, then it also holds for $0 < \lambda_j, y_j < \infty$.

**Proof.** Let $\lambda_j > 1$ and $0 < y_j < \infty$ be given. Choose $R > 0$ sufficiently large such that $R^{d_j}\lambda_j > 1$ for all $j$. Then, by Lemma 4 and the fact that $d = \sum_j s_j d_j$ for any $s \in P$,

$$R^{d_j}B(\lambda_1 y_1, \ldots, \lambda_n y_n) \approx B(R^{d_j} \lambda_1 y_1, \ldots, R^{d_n} \lambda_n y_n) \geq \min_{s \in P} (R^{d_j} \lambda^s_1) \cdots (R^{d_n} \lambda^s_n) B(y_1, \ldots, y_n) = R^{d} \min_{s \in P} \lambda_1^{s_1} \cdots \lambda_n^{s_n} B(y_1, \ldots, y_n).$$

Dividing both sides by $R^d$ gives the desired result. \hfill \qed

**Lemma 6.** It suffices to establish $\mathcal{S}$ for $\log \lambda_j \in \mathbb{N}$ for all $j$.

**Proof.** Choose nonnegative integers $m_j$ such that $e^{m_j} \leq \lambda_j < e^{m_j + d_j}$. (We may take the $m_j \geq 0$ by the previous lemma.) Since $B$ is nondecreasing in each coordinate, we have

$$B(e^{m_1} y_1, \ldots, e^{m_n} y_n) \leq B(\lambda_1 y_1, \ldots, \lambda_n y_n) \leq B(e^{m_1 + d_1} y_1, \ldots, e^{m_n + d_n} y_n).$$

By Lemma 4, these are uniformly comparable up to a constant multiple of $e^d$. Similarly, for any $s \in P$ (in particular the minimum),

$$\Pi_j(e^{m_j})^{s_j} \leq \Pi_j \lambda_j^{s_j} < \Pi_j(e^{m_j + d_j})^{s_j}.$$ 

Again, these are all equivalent up to a constant multiple of $e^d$ by the relation $d = \sum_j s_j d_j$ for all $s \in P$. By hypothesis, we have

$$B(e^{m_1} y_1, \ldots, e^{m_n} y_n) \geq \min_{s \in P} \Pi_j(e^{m_j})^{s_j} B(y_1, \ldots, y_n).$$

By replacing the above terms with the corresponding ones involving $\lambda_j$ and adjusting the constant of proportionality, $\mathcal{S}$ for $\log \lambda_j \in \mathbb{N}$ extends to all $\lambda_j > 1$, and therefore all $\lambda_j$. \hfill \qed

Let $\dim(E) = (\dim V)_{V \in E}$. We define the dual LPP as

$$\text{maximize } y \cdot \dim(E)$$

subject to

$$y \cdot \dim(L_j(E)) \leq \log \lambda_j \text{ for all } j, \quad y_V \geq 0 \text{ for all } V \neq \mathbb{R}^d, \quad y_{\mathbb{R}^d} \text{ free.}$$

The dual LPP relates to the primal LPP via the following basic theorem from linear programming. For a source, see an introductory textbook on linear programming, such as [10].

**Theorem 7** (Duality Theorem (special case)). Let $A$ be an $m \times n$ matrix, $c, x \in \mathbb{R}^n$, and $b, y \in \mathbb{R}^n$ for $m, n \geq 1$. Suppose that $A, b, c$ have all nonnegative entries and $\{ x : Ax \leq b, x \geq 0 \}$ is nonempty and bounded. Then, the maximum value of $c^T x$ subject to the constraints $Ax \leq b, x \geq 0$ is equal to the minimum value of $y^T b$ subject to the constraints $y^T A \geq c^T, y \geq 0$. Furthermore, there exist optimal vectors $x, y$ for both problems.

By the above theorem, the optimal value of the dual LPP is equal to the optimal value of the primal LPP. In the remainder of this section, we will work with dual vectors $y$ to construct a parallelepiped $S$ whose volume is $e^{y \cdot \dim(E)}$. By taking the optimal value of $y \cdot \dim(E)$, we will show the volume of $S$ is $\min_{s \in P} \lambda_1^{s_1} \cdots \lambda_n^{s_n}$. We may then translate $S$ into functions $f_j$ which we plug into $\mathcal{S}$ to obtain $\mathcal{S}$. 
Since the remainder of this section will only involve the dual LPP with minimal reference to the primal LPP, we now make the following convention. Each dual vector \( y \) is of the form \( (y_W)_{V \in \mathbf{V}} \), where \( \mathbf{V} \) is the set of all subspaces of \( \mathbb{R}^d \). If \( \mathbf{W} \) is a collection of subspaces of \( \mathbb{R}^d \), then we say a dual vector \( y \) is supported on \( \mathbf{W} \) if \( y_V = 0 \) for all \( V \notin \mathbf{W} \). Each vector \( y \) that we consider will be supported on a finite list of subspaces; hence the expression \( y \cdot \mathbf{V} \) will always be well-defined.

To begin, we will show that \( y \) may be taken to be supported on a flag, which we define to be a sequence of properly nested subspaces \( W_1 \subset W_2 \subset \ldots \subset W_t = \mathbb{R}^d \).

**Proposition 8.** Let \( y \) be an optimal dual vector of the dual LPP which is supported on \( \mathbf{E} \). Then, there exists a dual vector \( y' \) supported on a flag such that \( y \cdot \text{dim} \mathbf{E} = y' \cdot \text{dim} \mathbf{V} \) and \( y' \cdot \text{dim}(L_j(\mathbf{V})) \leq y \cdot \text{dim}(L_j(\mathbf{E})) \leq \lambda_j \). Furthermore, there exists a finite list of subspaces \( \mathbf{E}' \) independent of \( y \) such that \( y' \) may be chosen to be supported on \( \mathbf{E}' \) for any optimal dual vector \( y \).

Before proving the lemma, we remark that the finiteness of \( \mathbf{E}' \) is advantageous for the following reason. When we construct the parallelepiped \( S \), we would like the volumes of \( S \) and \( L_j(S) \) to be proportional to the \( \lambda_j \) in appropriate ways. However, the proportionality constants will depend on the arrangement of the subspaces. A priori, if one changes \( \lambda_j \), then one also changes the optimal dual vector, which changes which flag \( y' \) is supported on. But, limiting the subspaces to a finite list ensures that a single constant will work as the \( \lambda_j \) vary. This is nontrivial, since the algorithm developed in [9] involves summing and intersecting subspaces. It is known [4] that a finite list of subspaces will not necessarily generate a finite list under those operations. We work around this difficulty by performing these operations in a particular order and applying the following lemma.

**Lemma 9.** Suppose \( V \subset \mathbb{R}^d \) is a subspace and \( W_1 \subset \ldots \subset W_t \) is a flag. Then \( \{V, W_1, \ldots, W_t\} \) generates only a finite list of subspaces under the operations of repeated summation and intersection.

**Proof.** (sketch of proof) It suffices to list all such subspaces and show the list is closed under summation and intersection. We claim the complete list is \( \{V \} \cup \{W_i, V + W_i, V \cap W_i\}_{i=1}^t \cup \{W_i + (V \cap W_j)\}_{i<j} \).

Beginning with \( \{V\} \cup \{W_i, V + W_i, V \cap W_i\}_{i=1}^t \), we note that most summations and intersections are already on this list since many subspaces are contained within one another and when \( S \subset T \), we have \( S + T = T \) and \( S \cap T = S \). The two cases which this does not cover are \( W_i + (V \cap W_j) \) where \( i < j \) and \( (V + W_i) \cap W_j \) where \( i < j \). Since \( W_i \subset W_j \), these two are equal and the last type of subspace on our list.

It remains to show that intersections and summations involving subspaces of the \( W_i + (V \cap W_j) \) are still on our list. Adding two such subspaces, we find that

\[
(W_{i_1} + (V \cap W_{j_1})) + (W_{i_2} + (V \cap W_{j_2})) = W_{\max(i_1,i_2)} + (V \cap W_{\max(j_1,j_2)}),
\]

which is of the same form.

Similarly, intersecting two such subspaces, we find that

\[
[(W_{i_1} + V) \cap W_{j_1}] \cap [(W_{i_2} + V) \cap W_{j_2}] = (W_{\min(i_1,i_2)} + V) \cap W_{\min(j_1,j_2)},
\]

which is also of the same form. \( \square \)

To prove the proposition, we will use the following basic algorithm (BA): Given a vector \( y \) which is not supported on a flag, find two subspaces \( V \) and \( W \) such that neither is contained in the other and \( y_V \geq y_W > 0 \). Set \( y'_{V+W} = y_V + W + y_W, y'_{V\cap W} = y_{V\cap W} + y_W, y'_W = 0, y'_V = y_V - y_W \). Repeat this process until the desired result.

It was shown in [9] that the BA terminates provided the initial \( y \) has all nonnegative and rational coordinates. Furthermore, at each step \( y \cdot \text{dim}(V) \) is preserved and \( y \cdot \text{dim}(L_j(\mathbf{V})) \) does not increase.

**Proof of Proposition 8.** Write \( \mathbf{E} = (E_1, \ldots, E_k, \mathbb{R}^d) \). Perform the BA on \( y \) but only with respect to the coordinates \( y_{E_1} \) and \( y_{E_2} \). This creates a flag \( W_{1,1} \subset \ldots \subset W_{1,t_1} \) such that our modified \( y \) is supported on \( \{W_{1,1}, \ldots, W_{1,t_1}, E_3, \ldots, E_k, \mathbb{R}^d\} \).
Now, given a $y$ supported on a flag $W_{i,1} \subseteq \ldots \subseteq W_{i,t_i}$ and the remaining original subspaces $\{E_{i+2}, \ldots, E_k\}$, we perform the BA on $y$ using only the subspaces $\{W_{i,1}, \ldots, W_{i,t_i}, E_{i+2}\}$. This converts $y$ to a new dual vector supported on a flag $W_{i+1,1} \subseteq \ldots \subseteq W_{i+1,t_{i+1}}$ together with $E_{i+3}, \ldots, E_k$.

Continue this process until the list of subspaces $E_i$ is exhausted, resulting in a dual vector supported solely on a flag. While $y_{\mathbb{R}^d}$ is excluded from modification, this does not prevent our final list from being a flag since every subspace is contained in $\mathbb{R}^d$.

Since the log $\lambda_j$ are integers, we may take optimal $y$ with all rational coordinates. In addition, each coordinate used in the BA is nonnegative as $y_{\mathbb{R}^d}$ is excluded from such operations. Since this algorithm is solely the concatenation of the BA performed on particular collections of subspaces and the BA is known to terminate in such an instance, our algorithm terminates.

It remains to prove the claim that a finite number of subspaces are considered. Certainly in the case of a particular given $y$ this is true as only finitely many subspaces are introduced in each of a finite number of steps. However, at each inductive step there are only finitely many subspaces which can be generated from the previous subspaces by Lemma 9. The total number of inductive steps is bounded by $k - 1$, so the total number of subspaces may be counted via a finite tree.

Now we will begin the construction of particular functions which when plugged into (8) will establish (9).

**Definition 10.** Suppose a dual vector $y$ is supported on an independent collection of subspaces $Y_1, \ldots, Y_t$ whose direct sum is $\mathbb{R}^d$. Define the parellipiped

$$S_y = \left\{ x \in \mathbb{R}^d | x = \sum_{i=1}^{t} \sum_{j=1}^{j_i} a_i^j v_i^j, 0 \leq a_i^j \leq e^{y_{Y_i}} \right\},$$

where $\{v_1^1, \ldots, v_t^{j_t}\}$ is a (fixed) basis for $Y_i$.

We cite the following two results from [9]. While they were proven in the context of Hölder-Brascamp-Lieb inequalities over the integers, the proofs for the results as stated here may be obtained by simply repeating the proofs from [9], but replacing $\mathbb{Z}$ with $\mathbb{R}$ and $\mathbb{Z}^d$ with $\mathbb{R}^d$. Similarly, the dependence on the subspaces $Y_i$ may be deduced by simply following the proofs.

**Proposition 11.** Let $y$ be a dual vector supported on linearly independent subspaces $Y_1, \ldots, Y_t$ whose direct sum is $\mathbb{R}^d$. Then,

$$|S_y| \approx e^{y \cdot \text{dim}(V)},$$

where the proportionality constant depends only on the $Y_i$.

**Lemma 12.** Let $y$ be a dual vector supported on linearly independent subspaces $Y_1, \ldots, Y_t$ whose direct sum is $\mathbb{R}^d$. Let $W_i = Y_1 + \ldots + Y_i$.

Let $L: \mathbb{R}^d \to \mathbb{R}^d$ be any linear map and set $c_i = \text{dim}(L(W_i)) - \text{dim}(L(W_{i-1}))$. Then

$$|L(S_y)| \lesssim e^{\sum_{i=1}^{t} y_{Y_i} c_i},$$

where the proportionality constant depends only on $L$ and the $Y_i$ (or equivalently, the $W_i$).

Now fix $y$ as the dual vector supported on a flag $W_1 \subseteq \ldots \subseteq W_t$ as obtained from Proposition 9. Choose linearly independent subspaces $Y_i$ of $W_i$ such that $Y_1 + \ldots + Y_i = W_i$ and define the dual vector $y'$ supported on $\{Y_1, \ldots, Y_t\}$ by

$$y'_{Y_i} = y_{W_i} + \ldots + y_{W_t}.$$  (13)
For this proof, we use the notation finite. If \( R \) for all rectangles \( R \) along with \( f \) unique lower semicontinuous function such that \( E \) \( E \) Theorem 13. Let \( S = S_y' \), where \( y' \) is the dual vector obtained in \([13]\). Then, by Proposition \([11]\)

\[
|S| \approx e^{y' \cdot \text{dim}(E)} = e^{\sum_i (y_{W_i} + \ldots + y_{W_i}) \text{dim} Y_i} = e^{\sum_i y_{W_i} (\text{dim} 1 + \ldots + \text{dim} Y_i)} = e^{\sum_i y_{W_i} \text{dim} W_i}.
\]

Since \( y \) was created from an optimal dual vector, the value of \( \sum_i y_{W_i} \text{dim} W_i \) above is optimal and hence equal to the optimal value of \( s \cdot \log \lambda \) from the primal LPP, giving us the desired volume estimate.

Similarly, by Lemma \([12]\)

\[
|S| \approx e^{\sum_i y_{W_i} c_i} = e^{\sum_i (y_{W_i} + \ldots + y_{W_i}) c_i} = e^{\sum_i y_{W_i} (c_1 + \ldots + c_i)} = e^{\sum_i y_{W_i} \text{dim}(L_j(W_i))} \leq e^{\log \lambda_j} = \lambda_j,
\]

where the last step follows from the constraints on dual vectors. We may obtain \( |L_j(S)| \leq \lambda_j \) in place of \( |L_j(S)| \leq \lambda_j \) by a uniform scaling of \( S \) with scaling parameter dependent only on the previous proportionality constants.

\[\square\]

3. rearrangement inequality

Given a function \( f : \mathbb{R}^d \rightarrow \mathbb{R} \), let \( E_f(\lambda) = \{ x \in \mathbb{R} : f(x) \geq \lambda \} \) denote its distribution function. If \( E_f(\lambda) < \infty \) for all \( \lambda > 0 \), then let \( f^* \) denote its symmetric decreasing rearrangement, that is, the unique lower semicontinuous function such that \( f^* \) is radially symmetric and nonincreasing with \( E_{f^*} = E_f \).

Given a function \( F : \mathbb{R}^3 \rightarrow \mathbb{R} \), denote its third-order difference by

\[
\Delta_3(F; a, b, c, d, e, f) = F(b, d, f) - F(a, d, f) - F(b, c, f) - F(b, d, e) + F(b, c, e) + F(a, c, e).
\]

**Theorem 13.** Let \( F : \mathbb{R}^3 \rightarrow \mathbb{R} \) be continuous and satisfy

\[
F(0, 0, 0) = F(x, 0, 0) = F(0, y, 0) = F(0, 0, z) = 0,
\]

along with

\[
F(R) := \Delta_3(F; a, b, c, d, e, f) \geq 0
\]

for all rectangles \( R = \{(x, y, z) : a \leq x \leq b, c \leq y \leq d, e \leq z \leq f\} \).

Then, for any non-negative measurable functions \( f, g, h \) on \( \mathbb{R}^d \) with finite distribution functions,

\[
\iint F(f(s), g(t), h(s + t))dsdt \leq \iint F(f^*(s), g^*(t), h^*(s + t))dsdt.
\]

Condition \([14]\) is simply to ensure the possibility that all integrals in the following proof are finite. If \( \mathbb{R} \) were replaced with a finite measure space, then this condition could be dropped.

**Proof.** For this proof, we use the notation

\[
I(f, g, h) := \iint F(f(s), g(t), h(s + t))dsdt.
\]
By [13] (pp.64-68), we may extend $F(R)$ from a measure on rectangles to a Borel measure on $\mathbb{R}^3$, also denoted by $F$, provided that $F$ is additive.\footnote{The book of Saks proves that $F$ extends to a Borel measure in a similar way that one proves volume of rectangles extends to Lebesgue measure. It works by constructing an outer measure $F^*$ in the typical fashion, where $F^*(E)$ is the infimum of $\sum F(R_i)$ for countable collections of rectangles $R_i$ which cover $E$, and showing that $F^*$ and $F$ agree on rectangles. Alternatively, one may prove our rearrangement lemma by first assuming that $F \in C^0[\mathbb{R}]$, so $dF = F_{xyz}dxdydz$ is well-defined. The third-order condition is used to obtain positivity of the involved integrals. Then, one may extend the result to continuous $F$ by a standard approximation argument which takes $F$ to be the uniform limit of $C^1$ functions.} Here, $F$ is additive if $F(R_1 \cup R_2) = F(R_1) + F(R_2)$ for any nonoverlapping rectangles $R_1$ and $R_2$. For $F(R_1 \cup R_2)$ to be pre-defined, $R_1$ and $R_2$ must have an overlapping face; without loss of generality, assume this face is parallel to the $yz$-plane. Thus, $R_1 = \{(x, y, z) : a_0 \leq x \leq a_1, c \leq y \leq d, e \leq z \leq f\}$ and $R_2 = \{(x, y, z) : a_1 \leq x \leq a_2, c \leq y \leq d, e \leq z \leq f\}$. By definition of $F(R)$,

$$F(R_1) + F(R_2) = F(a_1, d, f) - F(a_0, d, f) - F(a_1, c, f) - F(a_1, d, e)$$
$$+ F(a_1, c, e) + F(a_0, d, e) + F(a_0, c, f) - F(a_0, c, e)$$
$$+ F(a_2, d, f) - F(a_1, d, f) - F(a_2, c, f) - F(a_2, d, e)$$
$$+ F(a_2, c, e) + F(a_0, d, e) + F(a_0, c, f) - F(a_0, c, e)$$
$$= F(a_2, d, f) - F(a_0, d, f) - F(a_2, c, f) - F(a_2, d, e)$$
$$+ F(a_2, c, e) + F(a_0, d, e) + F(a_0, c, f) - F(a_0, c, e) = F(R_1 \cup R_2).$$

Let

$$R_{xyz} = \{(\alpha, \beta, \gamma) : 0 \leq \alpha \leq x, 0 \leq \beta \leq y, 0 \leq \gamma \leq z\}$$

be a rectangle with characteristic function

$$\chi_{xyz}(\alpha, \beta, \gamma) = \Phi_{\alpha\beta\gamma}(x, y, z).$$

Then, by [13], we have

$$\int \chi_{xyz}(\alpha, \beta, \gamma) dF(\alpha, \beta, \gamma) = F(R_{xyz})$$
$$= F(x, y, z) - F(x, y, 0) - F(x, 0, z) - F(0, y, z).$$

Now we substitute $x = f(s), y = g(t), h(s + t)$ and integrate both sides of the above to obtain

$$I(f, g, h) = \iint \left[ \int \Phi_{\alpha\beta\gamma}(f(s), g(t), h(s + t)) dF(\alpha, \beta, \gamma) \right] ds dt$$
$$= \iint F(f(s), g(t), 0) ds dt + \iint F(f(s), 0, h(s + t)) ds dt + \iint F(0, g(s), h(s + t)) ds dt$$

The $\iint F(f(s), g(t), 0) ds dt$ term is invariant under symmetrization of $f$ and $g$ since they appear as functions of independent variables. The two following terms may be dealt with similarly after a change of variables, leaving us to show the desired inequality only for the term on the first line. By Fubini’s theorem,

$$\int \Phi_{\alpha\beta\gamma}(f(s), g(t), h(s + t)) dF(\alpha, \beta, \gamma) ds dt = \int J(f, g, h) dF(\alpha, \beta, \gamma).$$

where

$$J(f, g, h) := \int \Phi_{\alpha\beta\gamma}(f(s), g(t), h(s + t)) ds dt.$$

Therefore, using that $F$ is a nonnegative measure, it suffices to show
\[ J(f, g, h) \leq J(f^*, g^*, h^*). \]  

(17)

By the steps above, we have in fact shown (17) to be equivalent to (16). However, note that (17) is a statement independent of our choice of $F$. In the case that $F(x, y, z) = xyz$, then (16) is the classical Riesz rearrangement inequality, which is something we already know to be true. Hence by a series of equivalences, we have proven our theorem for any $F$.

We conclude this section with the following remark. One may show by example that the third-order condition which is found as a hypothesis in the rearrangement inequality is necessary. To see this, suppose that there exist $a_1 \leq a_2, b_1 \leq b_2, c_1 \leq c_2$ such that $F(R) < 0$, where $R = \{(x, y, z) : a_1 \leq x \leq a_2, b_1 \leq y \leq b_2, c_1 \leq z \leq c_2\}$.

Let $\chi_{[s,t]}$ denote the indicator function of the interval $[s,t]$ and let $f = a_1\chi_{[-5/2,5/2]} + (a_2 - a_1)\chi_{[1/2,3/2]}$, $g = b_1\chi_{[-5/2,5/2]} + (b_2 - b_1)\chi_{[1/2,3/2]}$, and $h = c_1\chi_{[-5,5]} + (c_2 - c_1)\chi_{[-1,1]}$. Denoting $LHS = \iint F(f(s), g(t), h(s + t))dsdt$ and $RHS = \iint F(f^*(s), g^*(t), h^*(s + t))dsdt$, then one may compute

\[
LHS = F(a_2, b_2, c_1) + 2[F(a_2, b_1, c_2) + F(a_2, b_1, c_1) + F(a_1, b_2, c_2) + F(a_1, b_2, c_1)] + 5F(a_1, b_1, c_2) + 11F(a_1, b_1, c_1) + F(a_1, 0, c_2) + F(0, b_1, c_2) + 5[F(a_2, 0, c_1) + F(0, b_2, c_1)] + 19[F(a_1, 0, c_1) + F(0, b_1, c_1)]
\]
and

\[
RHS = F(a_2, b_2, c_2) + F(a_2, b_1, c_2) + 3F(a_2, b_1, c_1) + F(a_1, b_2, c_2) + 3F(a_1, b_2, c_1) + 6F(a_1, b_1, c_2) + 10F(a_1, b_1, c_1) + F(a_1, 0, c_2) + F(0, b_1, c_2) + 5[F(a_2, 0, c_1) + F(0, b_2, c_1)] + 19[F(a_1, 0, c_1) + F(0, b_1, c_1)]
\]
Thus, $RHS - LHS = F(R) < 0$.

4. The Scales Argument

Let $f, g, h : \mathbb{R}^d \to \mathbb{R}$ and write $f = \sum_{j \in \mathbb{Z}} 2^j F_j$, where $1_{F_j} \leq |F_j| < 2 \cdot 1_{F_j}$ and the $F_j$ are disjoint subsets of $\mathbb{R}^d$. We may decompose $g = \sum_{k \in \mathbb{Z}} 2^k G_k$ and $h = \sum_{l \in \mathbb{Z}} 2^l H_l$ with associated sets $G_k$ and $H_l$, respectively.

For this section we introduce the following notation. If $B : \mathbb{R}^3_+ \to \mathbb{R}_+$ is measurable, then

\[
I_B(f, g, h) := \iint B(f(y), g(x - y), h(x))dxdy.
\]

We note that $I_B$ is a trilinear form and that (6) may be stated as $I_B(f, g, h) \lesssim B(\int f, \int g, \int h)$.

**Proposition 14.** Let $P_t(a, b, c) = a^{1/p}b^{1/q}c^{1/r}$, where $p_i, q_i, r_i \in (1, \infty)$ and $1/p_i + 1/q_i + 1/r_i = 2$. Let $B = \rho(P_1, \ldots, P_n)$ where

\[
\rho(\lambda_1 y_1, \ldots, \lambda_n y_n) \leq C \max_i \lambda_i \rho(y_1, \ldots, y_n)
\]

(18)

and

\[
\rho(\tilde{y}_1) + \rho(\tilde{y}_2) \leq \rho(\tilde{y}_1 + \tilde{y}_2).
\]

(19)

Then there exist positive constants $\delta_0, C_0$ and positive functions $\theta, \Theta$ such that

\[
\lim_{t \to \infty} \theta(t) = 0, \quad \lim_{\delta \to 0} \Theta(\delta) = 0
\]

with the following properties. Let $0 < \delta \leq \delta_0$ Let $f, g, h : \mathbb{R}^d \to [0, \infty)$ be integrable functions with $\int f = \alpha, \int g = \beta, \int h = \gamma$ and

\[
I_B(f, g, h) \geq (1 - \delta) AB(\alpha, \beta, \gamma),
\]
where $A$ is the optimal constant in the reverse inequality. Then there exist $k, k', k'' \in \mathbb{Z}$ such that

$$2^k |F_k| \geq c_0$$

$$\sum_{|j-k| \geq m} 2^j |F_j| \leq \theta(m) + \Theta(\delta)$$

with the analogous properties for $g$ (with $k'$ in place of $k$) and $h$ (with $k''$ in place of $k$). Lastly, we have

$$|k - k'| + |k - k''| \leq C_0.$$  

Remark 15. It is implicit in the statement of this theorem that $B$ is an HBL function. This may be established by using (18) to prove (7). We also note that (18) is precisely the condition on $\rho$ which lets (6) hold with $B = \rho$ in the case that each of the $L_j$ is the identity map.

Proof. Let $\eta > 0$ be a small parameter and define $S = \{ j \in \mathbb{Z} : 2^j |F_j| > \eta \}$. Let $\bar{f} = \sum_{j \in S} 2^j F_j$.

Note that $|S| \leq C \eta^{-1}$ by Chebyshev's inequality.

Fix $1 \leq i \leq n$ and write $p = p_i, q = q_i, r = r_i$. Choose $\tilde{p} > p, \tilde{q} > q, \tilde{r} > r$ with $1/\tilde{p} + 1/\tilde{q} + 1/\tilde{r} = 1$. Then, taking advantage of the disjointness of the $F_j$, we have

$$\|f^{1/p} - \bar{f}^{1/p}\|_{L_{p, \tilde{p}}} = \| \sum_{j \notin S} 2^{j/p} F_j^{1/p} \|_{L_{p, \tilde{p}}}$$

$$\leq \sum_{j \notin S} (2^{j/p} |F_j|^{1/p})^{\tilde{p}}$$

$$\leq \max_{j \notin S} (2^{j/p} |F_j|^{1/p})^{\tilde{p}} \sum_{j \notin S} (2^{j/p} |F_j|^{1/p})^p$$

$$\leq C \eta^{\tilde{p} - p} \|f^{1/p} - \bar{f}^{1/p}\|_{L_p}.$$  

Now define $S(\eta) = S \times \mathbb{Z} \times \mathbb{Z}$. Taking advantage of the classical inequality

$$\langle f \ast g, h \rangle \leq C \|f\|_{L_{p, \tilde{p}}} \|g\|_{L_q} \|h\|_{L_r},$$

we see that

$$I_{P_i} (\bar{f} - \bar{f}, g, h) = \sum_{S(\eta)} 2^{j/p_i + k/q_i + l/r_i} \langle F_j^{1/p_i} \ast G_k^{1/q_i} \ast H_l^{1/r_i} \rangle$$

$$\leq C \|f^{1/p} - \bar{f}^{1/p}\|_{L_p}$$

$$\leq C \eta^{\gamma_i},$$

where $\gamma_i = \frac{\tilde{p} - p_i}{p_i \tilde{p}_i} > 0$.

By disjointness of supports of $f$ and $\bar{f}$,

$$I_B(f, g, h) = I_B(\bar{f}, g, h) + I_B(f - \bar{f}, g, h)$$

By Theorem [1].
\[ \iint \rho(f_1(x,y),\ldots,f_n(x,y))dxdy \leq C\rho \left( \int f_1,\ldots,\int f_n \right). \]

Thus,
\[ I_B(f - \overline{f},g,h) \leq \rho \left[ I_{P_1}(f - \overline{f},g,h),\ldots,I_{P_n}(f - \overline{f},g,h) \right] \leq C\rho(C_1\gamma^{n_1},\ldots,C_n\gamma^{n_n}) \leq C\gamma^{\min n} \]

and
\[ I_B(f - \overline{f},g,h) \leq C\gamma \tag{20} \]

for some fixed \( \gamma > 0 \).

As \( \gamma \to 0 \), the left hand side of (20) approaches 0. However, we are given that \( f \) is a near-maximizer of this integral, so \( \mathcal{F} \neq 0 \) and \( S \neq \emptyset \). This establishes our first conclusion.

For our next conclusions, we will find an upper bound on the diameter of \( S \),
\[ M = \max_{j,j' \in S} |j - j'|. \]

Let \( N \) be a large positive integer. Then there exist integers \( I^b < I^\sharp \) such that \( S \cap (\infty, I^b] \neq \emptyset, S \cap [I^\sharp, \infty) \neq \emptyset, S \cap (I^b, I^\sharp) = \emptyset, I^\sharp - I^b \geq M/(2N|S|) \), and, denoting \( f_0 = \sum_{j < j' < I^b} 2^j F_j \),
\[ \int |f_0| \leq N^{-1} \int |f - \overline{f}| \leq CN^{-1}\eta^c. \]

Additionally, we may take \( I^\sharp - I^b \) to be divisible by 2. Now define
\[ f^\sharp = \sum_{j \geq I^\sharp} 2^j F_j, \quad f^b = \sum_{j \leq I^b} 2^j F_j \]
so that \( f = f^0 + f^\sharp + f^b \). Next, let \( I = (I^\sharp + I^b)/2 \) and define
\[ g^\sharp = \sum_{k \geq I} 2^k G_k, \quad h^\sharp = \sum_{l \geq I} 2^l H_l, \]
and \( g^b = g - g^\sharp, h^b = h - h^\sharp \). We will shortly be analyzing the expression
\[ \langle (f - f^0)^{1/p} \ast g^{1/q}, h^{1/r} \rangle = \langle (f^\sharp + f^b)^{1/p} \ast (g^\sharp + g^b)^{1/q}, (h^\sharp + h^b)^{1/r} \rangle \tag{21} \]
so let us first prove the following lemma.

**Lemma 16.** There exist constants \( c > 0 \) and \( C < \infty \) such that each of the mixed terms in the expansion of (21) is \( \leq C2^{-cnM/N} \).

Note that while (21) involves nonlinear expressions, we may take a natural multilinear expansion of it since \( f^\sharp \) and \( f^b \) have disjoint supports, hence \( (f^\sharp + f^b)^{1/p} = (f^\sharp)^{1/p} + (f^b)^{1/p} \) and so on. To prove the above lemma, we will make use of the following result from [7].

**Lemma 17.** Let \( p, q, r \in (1, \infty) \) with \( 1/p + 1/q + 1/r = 2 \). There exists \( \tau > 0 \) and \( C < \infty \) such that
\[ \langle 1_{\mathcal{F}} \ast 1_{\mathcal{G}}, 1_{\mathcal{H}} \rangle \leq C \left[ \min_{x,y \in \{X,|\mathcal{F}|,|\mathcal{G}|,|\mathcal{H}|\}} \frac{X}{y} \right] \left| \mathcal{F} \right|^{1/p} \left| \mathcal{G} \right|^{1/q} \left| \mathcal{H} \right|^{1/r} \tag{22} \]
for all measurable subsets \( \mathcal{F}, \mathcal{G}, \mathcal{H} \) of \( \mathbb{R} \) with finite measure.
Proof of Lemma 16: Consider the mixed term \( \langle (f^x)^{1/p} \ast (g^y)^{1/q}, (h^z)^{1/r} \rangle \) and let \( \mathcal{S} \) be the set of multi-indices \((j, k, l)\) such that \( j \geq I^2 \) and \( k < I \). Let \( \epsilon > 0 \) and \( \mathcal{S}^\dagger \subset \mathcal{S} \) be the set of \((j, k, l)\) such that \( 2^{j/p} |\mathcal{F}_j|^{1/p} \geq \epsilon, 2^{k/q} |\mathcal{G}_k|^{1/q} \geq \epsilon, \) and \( 2^{l/r} |\mathcal{H}_l|^{1/r} \geq \epsilon \). Note that \( |\mathcal{S}^\dagger| \leq C \epsilon^{-3} \), a bound which may be obtained by the same reasoning as our bound on \( |\mathcal{S}| \).

By (20), we have
\[
\sum_{\mathcal{S} \setminus \mathcal{S}^\dagger} 2^{j/p+k/q+l/r} \langle 1_{\mathcal{F}_j} \ast 1_{\mathcal{G}_k}, 1_{\mathcal{H}_l} \rangle \leq C \epsilon^\gamma. \tag{23}
\]

If \((j, k, l) \in \mathcal{S}^\dagger\), then \( 2^{j/p} |\mathcal{F}_j|^{1/p} \leq C \) and \( 2^{k/q} |\mathcal{G}_k|^{1/q} \). The fact that \((j, k, l) \in \mathcal{S}\) implies
\[
j \geq I^2 \geq I + \frac{1}{4} M/N |\mathcal{S}| \geq I + c\eta M/N,
\]
so
\[
|\mathcal{F}_j| \leq C 2^{-j} \leq C 2^{-l} 2^{-(i-l)} \leq C 2^{-I 2^{-c\eta M/N}}.
\]

Also, since \( k \leq I \), we have
\[
|\mathcal{G}_k| \geq c 2^{-j} \epsilon^q,
\]

Therefore,
\[
\frac{|\mathcal{F}_j|}{|\mathcal{G}_k|} \leq C \epsilon^{-q 2^{-c\eta M/N}}
\]
and (22) implies
\[
\sum_{\mathcal{S}^\dagger} 2^{j/p+k/q+l/r} \langle 1_{\mathcal{F}_j} \ast 1_{\mathcal{G}_k}, 1_{\mathcal{H}_l} \rangle \leq C \epsilon^{-C 2^{-c\eta M/N}}. \tag{24}
\]

Combining (23) with (24) and choosing \( \epsilon \) small enough gives
\[
\sum_{\mathcal{S}} 2^{j/p+k/q+l/r} \langle 1_{\mathcal{F}_j} \ast 1_{\mathcal{G}_k}, 1_{\mathcal{H}_l} \rangle \leq C 2^{-c\eta M/N}.
\]

This implies the lemma for both \( f^x, g^y, h^z \) and \( f^y, g^y, h^y \). All other mixed terms may be dealt with similarly.

We now observe a simple corollary to the above lemma:
\[
I_B(f^x, g^y, h^z) = \int \int \rho(P_1(f^x(y), g^y(x-y), h^z(x)), ..., P_n(f^x(y), g^y(x-y), h^z(x))) dxdy 
\leq C \rho(I_{P_1}(f^x, g^y, h^z), ..., I_{P_n}(f^x, g^y, h^z)) 
\leq C \rho(C 2^{-c\eta M/N}, ..., C 2^{-c\eta M/N}) 
\leq C 2^{-c\eta M/N}
\]

This will allow us to deal with the mixed terms that show up in our particular case.

We are almost ready to complete the proof of Proposition 14, but we will need to employ the use of the following lemma, which deals with the power cases inside \( \rho \). It is proven in [7] in the form where \( f \in L^p, g \in L^q, h \in L^r \).

Lemma 18. Let \( P(y_1, y_2, y_3) = y_1^{1/p} y_2^{1/q} y_3^{1/r} \), where \( 1 < p, q, r < \infty \). Let \( f^x, f^y, g^y, h^x, h^y, h^y \), and \( \eta \) be as before. Then, there exist constants \( c, \gamma > 0 \), depending only on \( p, q, r \) such that
\[
P \left( \int f^x, \int g^y, \int h^z \right) + P \left( \int f^y, \int g^y, \int h^y \right) \leq (1 - c\eta^\gamma) P \left( \int f, \int g, \int h \right). \tag{25}
\]
Now, let $A$ be the optimal constant such that $\iint B(f(y), g(x-y), h(x))dxdy \leq AB(f, g, h)$. We apply Lemma 16 and the disjointness of supports for $f^\sharp, f^\flat, f_0$ to observe that

$$I_B(f, g, h) \leq AB(\int f^\sharp, \int g^\sharp, \int h^\sharp) + AB(\int f^\flat, \int g^\flat, \int h^\flat) + AB(\int f_0, \int g, \int h) + C2^{-cnM/N}. \quad (26)$$

We deal with the $f_0$ term as follows:

$$B(\int f_0, \int g, \int h) = \rho \left[ P_1(\int f_0, \int g, \int h), ..., P_n(\int f_0, \int g, \int h) \right]$$

$$\leq \rho \left[ (CN^{-1} \eta^\flat)^{1/p_1} \beta^{1/q_1} \gamma^{1/r_1}, ..., (CN^{-1} \eta^\sharp)^{1/p_n} \beta^{1/q_n} \gamma^{1/r_n} \right]$$

$$\leq CN^{-1} \eta^\flat.$$

Now we analyze the first two terms of $(26)$. We begin by using the definition of $\rho$, along with $(19)$ to combine everything into a single term containing just $\rho$ and terms found in Lemma 18

$$B(\int f^\sharp, \int g^\sharp, \int h^\sharp) + B(\int f^\flat, \int g^\flat, \int h^\flat)$$

$$\leq \rho \left[ P_1(\int f^\sharp, \int g^\sharp, \int h^\sharp), ..., P_n(\int f^\sharp, \int g^\sharp, \int h^\sharp) \right] + \rho \left[ P_1(\int f^\flat, \int g^\flat, \int h^\flat), ..., P_n(\int f^\flat, \int g^\flat, \int h^\flat) \right]$$

$$\leq \rho \left[ P_1(\int f^\sharp, \int g^\sharp, \int h^\sharp), ..., P_n(\int f^\sharp, \int g^\sharp, \int h^\sharp), ..., P_n(\int f^\flat, \int g^\flat, \int h^\flat) \right].$$

Next, we apply Lemma 18 then use (15) before returning $B$ to the expression:

$$B(\int f^\sharp, \int g^\sharp, \int h^\sharp) + B(\int f^\flat, \int g^\flat, \int h^\flat)$$

$$\leq \rho \left[ (1 - c_1 \eta^\gamma)P_1(\int f, \int g, \int h), ..., (1 - c_n \eta^\gamma)P_n(\int f, \int g, \int h) \right]$$

$$\leq (1 - c_\gamma) \rho \left[ P_1(\int f, \int g, \int h), ..., P_n(\int f, \int g, \int h) \right]$$

$$= (1 - c_\gamma)B(\int f, \int g, \int h),$$

where $\gamma = \min_i \gamma_i$ as before.

In summary, we now have:

$$A(1 - \delta)B(\int f, \int g, \int h) \leq I_B(f, g, h) \leq A(1 - c_\gamma)B(\int f, \int g, \int h) + CN^{-1} \eta^c + C2^{-cnM/N},$$

the first inequality due to the fact that $(f, g, h)$ is a near-extremizing triplet. Thus,

$$2^{-cnM/N} \geq c\eta^\gamma - cN^{-1} \eta^c - C\delta \geq c\eta^\gamma - cN^{-1} - C\delta.$$

We now choose $N$ to be the integer closest to a sufficiently small multiple of $\eta^{-\gamma}$ so that

$$2^{-cn^{1+\gamma}M} \geq c\eta^\gamma - C\delta,$$

so if $C_0$ is chosen large enough we have $\eta \geq C_0\delta^{1/\gamma}$ implies $M \leq C\eta^{-1-\gamma}(\log \eta)^{-1}$. This completes the proof of the proposition for $f$ and functions $g$ and $h$ may be taken care of similarly.

\[ \square \]

**Corollary 19.** Let $S$ be a compact subset of $(1, \infty)^3$ and let $\{B_k\}_{k=1}^\infty$ be a sequence of functions satisfying the hypotheses of Proposition 14 such that the triples of exponents found in the $P_i$ are each contained in $S$ and such that $\lim_{k \to \infty} B_k$ exists, where the limit is taken pointwise. Then the conclusions of Proposition 14 hold with $B = \lim_{k \to \infty} B_k$.

**Proof.** All but one of the main steps in the proof of the main proposition involves bounding an integral of $B$. This step may be repeated with Fatou’s lemma as

$$\iint B(\ast)dxdy \leq \liminf_{k \to \infty} \iint B_k(\ast)dxdy.$$
where * represents any appropriate collection of functions and the arguments (either \(f, g, h\), or \((f^\ast, g^\ast, h^\ast)\), etc.). The one remaining step is completed using the containment of power triples within a compact subset. This allows the \(\gamma_k\) and \(c_k\) to not approach 0 or infinity in the limit.

\[
AB \left( \int f^2, \int g^2, \int h^2 \right) + AB \left( \int f^2, \int g^2, \int h^2 \right) = A \lim_{k \to \infty} B_k \left( \int f^2, \int g^2, \int h^2 \right) + B_k \left( \int f^2, \int g^2, \int h^2 \right) \\
\leq A \liminf_{k \to \infty} (1 - c_k \gamma_k) B_k \left( \int f, \int g, \int h \right) \\
\leq A(1 - c \gamma) B \left( \int f, \int g, \int h \right),
\]

where \(c_k\) and \(\gamma_k\) are the appropriate constants corresponding to \(B_k\). \(\square\)

**Example 20.** The main proposition applies to \(B(y_1, y_2, y_3) = \int_{-1/6}^{1/6} \int_{y_1}^{2/3} \int_{y_2}^{3/2} \int_{y_3}^{3/3} dt\).

5. Existence of Extremizers

Following [7], we introduce the following definitions.

**Definition 21.** Let \(\theta : \mathbb{R}^+ \to \mathbb{R}^+\) be continuous such that \(\lim_{\rho \to \infty} \theta(\rho) = 0\). Then a function \(f \in L^1(\mathbb{R}^d)\) is **normalized with norm \(\alpha\) with respect to \(\theta\)** if \(\int f = \alpha\) and

\[
\int_{|f(x)| > \rho} |f(x)| dx \leq \theta(\rho) \text{ for all } \rho < \infty
\]

\[
\int_{|f(x)| < \rho^{-1}} |f(x)| dx \leq \theta(\rho) \text{ for all } \rho < \infty.
\]

If \(\eta > 0\), then \(f \in L^1(\mathbb{R}^d)\) is **\(\eta\)-normalized with respect to \(\theta\)** if there exists a decomposition \(f = g + b\) where \(g\) is normalized with respect to \(\theta\) and \(\|b\|_1 < \eta\).

Under the above definitions, our main proposition from Section 4 states that any extremizing sequence \(\{(f_n, g_n, h_n)\}_{n=1}^{\infty}\) for \(\int \int B(f(y), g(x - y), h(x)) dxdy\) may be dilated such that all \(f_n, g_n,\) and \(h_n\) are \(\eta\)-normalized with their original norms and with respect to the same \(\theta\) with \(\eta \to 0\) as \(n \to \infty\). While this is trivial in the setting involving \(L^p\) norms, here we must reference Lemma [4] which says \(B(\lambda y_1, \lambda y_2, \lambda y_3) = \lambda^2 B(y_1, y_2, y_3)\). Thus, we obtain the dilation symmetry

\[
\int \int B(\lambda f(\lambda y), \lambda g(\lambda(x - y)), \lambda h(\lambda x)) dxdy = \int \int B(f(y), g(x - y), h(y)) dxdy.
\]

One may now take each triple \((f_n, g_n, h_n)\) to be at the same scale by application of the dilation symmetry.

We now begin our proof of Theorem 2.

**Proof.** Let \(\{(f_n, g_n, h_n)\}_{n=1}^{\infty}\) be an extremizing sequence satisfying \(\int f_n = \alpha, \int g_n = \beta, \int h_n = \gamma\) for all \(n \geq 1\). By Theorem [13] (and a suitable change of coordinate), we may replace \(f_n, g_n, h_n\) with \((f_n^\ast, g_n^\ast, h_n^\ast)\) to obtain another extremizing sequence consisting of functions which are radially symmetric and nonincreasing.

By Proposition [14] and the dilation symmetry, we may replace the extremizing sequence with one which is \(\eta\)-normalized with respect to a continuous function \(\theta : \mathbb{R}^+ \to \mathbb{R}^+\), where \(\eta \to 0\) as \(n \to \infty\). (The benefit here is that we may use the same \(\theta\) for all triples in our sequence.) In the sequel, \(\{(f_n, g_n, h_n)\}_{n=1}^{\infty}\) will denote the new, normalized, symmetrized sequence. To complete the proof, it suffices to show that each of \(\{f_n\}, \{g_n\}, \{h_n\}\) are precompact.

Let \(\epsilon > 0\). For any \(\rho < \infty\) and \(0 < A < \infty\) we have
\[ \int_{|t| \leq A} f_n(t) dt \leq c_d \rho A + \int_{f_n > \rho} f_n. \]

Since \( f_n \) is \( \eta \)-normalized with \( \eta \to 0 \), there exist \( \rho \) and \( N \) large enough such that \( n > N \) implies

\[ \int_{f_n > \rho} f_n < \epsilon/2. \]

By choosing \( A \) small enough, we have

\[ \int_{|t| \leq A} f_n(t) dt < \epsilon \] (27)

for sufficiently large \( n \). Now let \( 0 < B < \infty \). By the fact that for symmetric decreasing \( f_n \) with \( \int f_n = \alpha \) implies \( f_n(s) \leq c_d \alpha |s|^{-d} \), we have

\[ \int_{|t| \geq B} f_n(t) \leq \int_{|t| \geq B} c_d \alpha B^{-d} f_n(t) dt \leq \theta(c_d^{-1} \alpha^{-1} B^d) + o(1), \]

where \( o(1) \to 0 \) as \( n \to \infty \). Since \( \theta(\rho) \to 0 \) as \( \rho \to \infty \), we may take \( B \) large enough that

\[ \int_{|t| \geq B} f_n(t) dt < \epsilon \] (28)

for sufficiently large \( n \). Fixing \( 0 < A < B < \infty \), we see that the restrictions of \( f_n \) to \( [A, B] \) are radial symmetric decreasing with \( 0 \leq f_n(t) \leq c_d \rho A^{-d} \) so they are precompact in \( L^1 \) on \( \{ t \in \mathbb{R}^d : A \leq |t| \leq B \} \). By (27) and (28), \( \{ f_n \} \) is precompact in \( L^1(\mathbb{R}^d) \). By the same reasoning, \( \{ g_n \} \) and \( \{ h_n \} \) are precompact in \( L^1(\mathbb{R}^d) \) as well, which completes the proof.

6. Non-Gaussian Extremizers

In the classical version of Young’s inequality, it is known that extremizers exist for the entire (possible) range of exponents and furthermore, those extremizers are always Gaussians. In [11], it is shown that for a certain class of functions \( B \), there exist maximizers of

\[ \iint B(f(y), g(x-y), h(x)) dxdy \]

and that these maximizers are always Gaussians. However, the follow proposition shows that our expansion of the class of functions \( B \) breaks this pattern.

**Proposition 22.** Fix \( \alpha, \beta, \gamma > 0 \). There exists a \( B : \mathbb{R}^3 \to \mathbb{R} \) satisfying the hypotheses of Theorem 2 such that under the constraints \( \int f = \alpha, \int g = \beta, \int h = \gamma \), there exist maximizers of

\[ \iint B(f(y), g(x-y), h(x)) dxdy \]

which are not all Gaussians.

The proof of this proposition is based on a simple use of Euler-Lagrange equations, though some aspects are modified to fit our particular setting. Extremizers exist due to results from previous sections and extremizers must also be critical points of the functional \( \int B(f(x), g(x-y), h(y)) \). However, any critical point must satisfy the Euler-Lagrange equations and it will be clear that no collection of Gaussians does. Before going any further, let us define a critical point as a triplet of \( L^1 \) functions \( (f, g, h) \) such that for any \( j \in C_c^\infty \) with \( \int j = 0 \),

\[ \iint B(f(y) + tj(y), g(x-y), h(x)) dxdy = \iint B(f(y), g(x-y), h(x)) dxdy + o(|t|) \]
as $\epsilon \to 0$ and that the analogous equation holds with perturbations of $g$ and $h$. The reason we add the restriction that $\int j = 0$ is so that $\int (f + j) = \int f = \alpha$ and $f + j$ satisfies the appropriate constraint. The condition that $j$ is bounded with compact support is to ensure convergence of certain integrals which arise in the following proof.

**Proof.** Let $B(y_1, y_2, y_3) = y_1^{1/p_1} y_2^{1/p_2} y_3^{1/p_3} + y_1^{1/q_1} y_2^{1/q_2} y_3^{1/q_3}$, where

$$\frac{1}{p_i} + \frac{1}{q_i} + \frac{1}{r_i} = 2$$

and $p_i, q_i, r_i \in (1, \infty)$ for $i = 1, 2$, but $(p_1, q_1, r_1) \neq (p_2, q_2, r_2)$. Suppose, to the contrary, that there exists Gaussians $f, g, h$ which are maximizers of $\int \int B(f(y), g(x - y), h(x))dx dy$. Then, $f, g, h$ must also form a critical point. Taking the binomial expansion of $(f + tj)^{1/p_1}$, we find

$$\int \int (f(y) + tj(y))^{1/p_1} g^{1/q_1}(x - y)h^{1/r_1}(x)dx dy = \int \int f^{1/p_1}(y)g^{1/q_1}(x - y)h^{1/r_1}(x)dx dy + \frac{t}{p_1} \int \int f^{1/p_1-1}(y)j(y)g^{1/q_1}(x - y)h^{1/r_1}(x)dx dy + O\left(t^2 \int \int f^{1/p_1-2}(y)j^2(y)g^{1/q_1}(x - y)h^{1/r_1}(x)dx dy\right).$$

The left hand side is well-defined since $f$ is bounded below by a positive constant on the domain of $j$. Thus, we may take $t$ small enough that $f + tj > 0$ everywhere. Furthermore, the integrals on the right hand side are convergent since $j$ is bounded with compact support and $1/f$ is bounded on the support of $j$. In fact, $f^{1/p_1-1}j \in L^p$ for all $1 \leq p \leq \infty$. Thus,

$$\int \int f^{1/p_1-1}(y)j(y)g^{1/q_1}(x - y)h^{1/r_1}(x)dx dy + \int \int f^{1/p_2-1}(y)j(y)g^{1/q_2}(x - y)h^{1/r_2}(x)dx dy = 0$$

for all bounded $j$ with compact support with $\int j = 0$. This implies that

$$f^{1/p_1-1}(\hat{g}^{1/q_1} * h^{1/r_1}) + f^{1/p_2-1}(\hat{g}^{1/q_2} * h^{1/r_2}) = C$$

for some constant $C$, where $\hat{g}(x) = g(-x)$. There are now two cases. The first is that neither of the 2 summed terms is constant, in which case each is either a Gaussian or the inverse of a Gaussian and their sum cannot be constant. The second case is that each of the two terms is constant. However, since $(p_1, q_1, r_1) \neq (p_2, q_2, r_2)$, this is impossible to obtain with the same Gaussians for each term. Thus, Gaussians cannot be critical points (or maximizers) for $\int \int B(f(y), g(x - y), h(x))dx dy$ with the given constraints. \qed
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