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Abstract—Compressed sensing (CS) with prior information concerns the problem of reconstructing a sparse signal with the aid of a similar signal which is known beforehand. We consider a new approach to integrate the prior information into CS via maximizing the correlation between the prior knowledge and the desired signal. We then present a geometric analysis for the proposed method under sub-Gaussian measurements. Our results reveal that if the prior information is good enough, then the proposed approach can improve the performance of the standard CS. Simulations are provided to verify our results.
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I. INTRODUCTION

Compressed sensing concerns the problem of recovering a high-dimensional sparse (or nearly sparse) signal from a relatively small number of noisy measurements

\[ y = Ax^* + n, \]

where \( A \in \mathbb{R}^{m \times n} \) is the measurement matrix, \( x^* \in \mathbb{R}^n \) denotes the signal to be estimated, and \( n \in \mathbb{R}^n \) denotes the observation noise vector. See e.g., [11–13]. To estimate \( x^* \), a standard approach, named Lasso [4] or Basis Pursuit [5], was proposed to use \( \ell_1 \)-norm as a surrogate function to promote sparsity, that is

\[ \min_{x \in \mathbb{R}^n} \|x\|_1 \quad \text{s.t.} \quad \|y - Ax\|_2 \leq \delta, \]

where \( \|x\|_p = (\sum_{i=1}^n |x_i|^p)^{1/p} \) denotes the standard \( \ell_p \)-norm of \( x \), and \( \delta \) is the upper bound (in terms of \( \ell_2 \) norm) of the noise vector \( n \).

However, in many practical applications, it is possible to have access to some prior knowledge about the desired signal in addition to the sparsity constraint. For instance, in video acquisition [6], [7] and dynamic system estimation [8], past signals are very similar to the signal to be acquired, and hence they can be utilized as prior information. Then it is highly desirable to employ these prior knowledge to improve the performance of the standard CS. There are a number of forms in the literature to integrate prior information into standard CS, see, e.g., [8–13] and references therein. A class of methods is to modify the objective in (2) by adding a new penalty term which penalizes the differences between \( x \) and the prior information \( \phi \), that is

\[ \min_{x} \|x\|_1 + \lambda \|x - \phi\|_1 \quad \text{s.t.} \quad \|y - Ax\|_2 \leq \delta, \]

where \( \lambda > 0 \) establishes a tradeoff between signal sparsity and fidelity to prior information, and \( g : \mathbb{R}^n \rightarrow \mathbb{R} \) is a function which measures the similarity between \( x \) and \( \phi \). Examples of \( g \) include \( g(x - \phi) = \|x - \phi\|_1 \) and \( g(x - \phi) = \frac{1}{2} \|x - \phi\|_2^2 \), which is called \( \ell_1-\ell_1 \) minimization and \( \ell_1-\ell_2 \) minimization respectively.

In this paper, we consider a new approach to incorporate prior information into Lasso by maximizing the correlation between \( x \) and \( \phi \), which leads to

\[ \min_{x} \|x\|_1 - \lambda \langle x, \phi \rangle \quad \text{s.t.} \quad \|y - Ax\|_2 \leq \delta, \]

where \( \lambda > 0 \) is a tradeoff parameter. This is motivated by the observation that if \( \phi \) is very similar to \( x^* \), then they may be highly correlated. We also present a geometric analysis for the proposed method under sub-Gaussian measurements. Specifically, we show that if the prior information \( \phi \) is good enough, then (4) can improve the performance of the standard CS.

II. PERFORMANCE GUARANTEES

In this section, we begin with introducing some preliminaries which will be used in this paper, and then establish the performance guarantees for the proposed approach in a geometric way.

A. Preliminaries

A random variable \( x \) is a sub-Gaussian random variable if it has finite Orlicz norm \( \|x\|_{\psi_2} \), defined by

\[ \|x\|_{\psi_2} = \inf\{t > 0 : \mathbb{E}\exp(x^2/t^2) \leq 2\}. \]

The sub-Gaussian norm of \( x \), denoted \( \|x\|_{\psi_2} \), is the smallest \( t \) such that \( \mathbb{E}\exp(x^2/t^2) \leq 2 \). A random vector \( x \in \mathbb{R}^n \) is called a sub-Gaussian random vector if all of its one-dimensional marginals are sub-Gaussian, and its sub-Gaussian norm is defined as

\[ \|x\|_{\psi_2} = \sup_{y \in \mathbb{R}^{n-1}} \langle x, y \rangle_{\psi_2}. \]

We call a random vector \( x \in \mathbb{R}^n \) isotropic if it satisfies \( \mathbb{E}xx^T = I_n \), where \( I_n \) is the \( n \)-dimensional identity matrix. The tangent cone of a convex function \( f : \mathbb{R}^n \rightarrow \mathbb{R} \) at \( x^* \) is defined as

\[ T_f = \{d \in \mathbb{R}^n : f(x^* + t \cdot d) \leq f(x^*) \text{ for some } t > 0\}. \]
which is the set of descent directions of $f$ at $x^*$. The normal cone of a convex function $f$ at $x^*$ is the polar cone of the tangent cone

$$N_f = \{ p \in \mathbb{R}^n : \langle d, p \rangle \leq 0 \text{ for all } d \in T_f \}.$$ 

The Gaussian width and Gaussian complexity of a subset $E \subset \mathbb{R}^n$ are defined as

$$w(E) = \mathbb{E} \sup_{x \in E} \langle g, x \rangle, \quad g \sim N(0, I_n)$$

and

$$\gamma(E) = \mathbb{E} \sup_{x \in E} \| g, x \|, \quad g \sim N(0, I_n)$$

respectively. These two geometric quantities have a close relationship, that is,

$$\gamma(E) \leq 2w(E) + \| y \|_2 \quad \text{for any point } y \in E. \quad (5)$$

We also use the following matrix deviation inequality which implies the restricted eigenvalue condition for the sub-Gaussian sensing matrix.

**Proposition 1 (Matrix deviation inequality, [14]).** Let $A$ be an $m \times n$ random matrix whose rows are independent, centered, isotropic and sub-Gaussian random vectors. For any bounded subset $D \subset \mathbb{R}^n$ and $t \geq 0$, the event

$$\sup_{x \in D} \| Ax - \sqrt{m} \|_2 \leq CK^2 \gamma(D) + t \cdot \text{rad}(D)$$

holds with probability at least $1 - 2\exp(-t^2)$. Here $K = \max_i \| A_i \|_{\psi_2}$ and $\text{rad}(D) = \sup_{x \in D} \| x \|_2$.

### B. Main results

In this subsection, we establish theoretical results for the proposed approach [4]. Our main results show that if the prior information is good enough, the proposed approach can achieve a better performance than that of Lasso [2].

**Theorem 1.** Let $A \in \mathbb{R}^{m \times n}$ be a random matrix whose rows are independent, centered, isotropic and sub-Gaussian random vectors, and let $T_f$ denote the tangent cone of $f(x) := \| x \|_1 - \lambda \langle \phi, x \rangle$ at $x^*$. If

$$\sqrt{m} \geq CK^2 \gamma(T_f \cap S^{n-1}) + \epsilon,$$

then with probability at least $1 - 2\exp(-\gamma^2(T_f \cap S^{n-1}))$, the solution $\hat{x}$ to (4) satisfies

$$\| \hat{x} - x^* \|_2 \leq 2\delta,$$

where $\epsilon, C$ are absolute constants and $K = \max_{i} \| A_i \|_{\psi_2}$.

Proof: Let $h = \hat{x} - x^*$. Since $\hat{x}$ solves (4), we have $h \in T_f$ and $\| h \|_2 \| S^{n-1}$. It follows from Proposition 1 (let $D = T_f \cap S^{n-1}$) that the event

$$\sqrt{m} - \inf_{h \in T_f \cap S^{n-1}} \| Ah \|_2 \leq \sup_{h \in T_f \cap S^{n-1}} \| Ah \|_2 - \sqrt{m} \leq CK^2 \gamma(T_f \cap S^{n-1}) + t \| h \|_2 \quad (7)$$

holds with probability at least $1 - 2\exp(-t^2)$. Here we have used the facts that $\| h \|_2 = 1$ and $\text{rad}(T_f \cap S^{n-1}) = 1$. Choose $t = \gamma(T_f \cap S^{n-1})$ in (7) and if $\sqrt{m} \geq CK^2 \gamma(T_f \cap S^{n-1}) + \epsilon$, we have the event

$$\inf_{h \in T_f \cap S^{n-1}} \| Ah \|_2 \geq \sqrt{m} - C \epsilon \gamma(T_f \cap S^{n-1}) \geq \epsilon$$

holds with probability at least $1 - 2\exp(-\gamma^2(T_f \cap S^{n-1}))$, where $C = 2C^2$. Therefore, with desired probability, we have

$$\| Ah \|_2 \geq \epsilon \| \hat{x} - x^* \|_2. \quad (8)$$

On the other hand, since both $\hat{x}$ and $x^*$ are feasible, by triangle inequality, we obtain

$$\| Ah \|_2 \leq \| y - Ax^* \|_2 + \| y - A\hat{x} \|_2 \leq 2\delta. \quad (9)$$

Combining (8) and (9) completes the proof.

**Remark 1.** Actually, Theorem 1 holds for any convex function. This theorem extends the result in [15, Corollary 3.3] from Gaussian measurements to sub-Gaussian measurements.

**Remark 2.** By the relationship between Gaussian width and Gaussian complexity (5), the condition (6) can also be expressed in terms of Gaussian width $\sqrt{m} \geq CK^2 \gamma(T_f \cap S^{n-1}) + 1 + \epsilon = C' K^2 \gamma(T_f \cap S^{n-1}) + \epsilon$. The second inequality holds because in practical applications we usually have $w(T_f \cap S^{n-1}) > 0$.

**Remark 3.** In the noiseless setting where $\delta = 0$, Theorem 1 entails exact recovery of $x^*$ with probability at least $1 - 2\exp(-\gamma^2(T_f \cap S^{n-1}))$ as long as $m \geq CK^2 \gamma(T_f \cap S^{n-1})$. The bounded noise in Theorem 1 can be easily extended to the sub-Gaussian case, since the sub-Gaussian distribution is bounded with high probability.

To obtain an interpretable sample size bound in terms of familiar parameters, it is necessary to bound $\gamma(T_f \cap S^{n-1})$ or $w(T_f \cap S^{n-1})$. To this end, define

$$v := \max_{w \in \mathbb{R}^n \setminus \lambda \phi, \| w \|_2 \leq 1} \| w \|_2^2.$$ 

Let $I = \{ i : x_i^* \neq 0 \}$ and $\mathcal{H}$ be the space of vectors whose support only on $I$. Then the subdifferential of $\| x^* \|_1$ is given by

$$\partial \| x^* \|_1 = \{ \text{sign}(x^*_i) + \lambda \phi_i \}_{i \in I},$$

where $H^\perp$ is the orthogonal complement of $H$. A standard calculation yields

$$v := \sum_{i \in I} (\text{sign}(x^*_i) - \lambda \phi_i)^2 + \sum_{i,j \in I \cap J} (1 - \lambda \phi_i)^2 + \sum_{i,j \in I \cap J} (1 + \lambda \phi_i)^2, \quad (10)$$

where $J = \{ i : \phi_i < 0 \}$. Then we have the following result.

**Lemma 1.** Let $x^* \in \mathbb{R}^n$ be an $s$-sparse vector and $\phi \in \mathbb{R}^n$ be its prior information. Let $T_f$ denote the tangent cone of $f(x) := \| x \|_1 - \lambda \langle \phi, x \rangle$ at $x^*$. Suppose that $0 \notin \partial \| x^* \|_1 - \lambda \phi$. Then

$$w^2(T_f \cap S^{n-1}) \leq n \cdot \left( \frac{n}{n-1} - \frac{2}{\pi} \left( 1 - \frac{s}{n} \right)^2 \right).$$
Proof: According to [15] Proposition 3.6, we have

$$w(T_f \cap S^{n-1}) \leq E_g[\text{dist}(g, N_f)],$$

where $N_f$ denotes the normal cone of $T_f$ and $\text{dist}(x, E) := \min \{\|x - y\|_2 : y \in E\}$. Since $0 \notin \partial \|x^*\|_1 - \lambda \phi$, it follows from Theorem 1.3.5 that

$$N_f = \text{cone}\{\partial \|x^*\|_1 - \lambda \phi\}.$$

Thus, by Jensen’s inequality, we have

$$w^2(T_f \cap S^{n-1}) \leq E_g[\text{dist}(g, \text{cone}\{\partial \|x^*\|_1 - \lambda \phi\})^2].$$

Fix any $g \in \mathbb{R}^n$ and choose any

$$w_0 \in \arg \max_{w \in \partial \|x^*\|_1 - \lambda \phi} \langle g, w \rangle,$$

then we obtain for any $t \geq 0$,

$$\text{dist}(g, \text{cone}\{\partial \|x^*\|_1 - \lambda \phi\})^2 \leq \text{dist}(g, t \cdot (\partial \|x^*\|_1 - \lambda \phi))^2 \leq \|g - tw_0\|^2_2 = \|g\|^2_2 - 2t \langle g, w_0 \rangle + t^2 \|w_0\|^2_2 = \|g\|^2_2 - 2t \max_{w \in \partial \|x^*\|_1 - \lambda \phi} \langle g, w \rangle + t^2 \|w_0\|^2_2 \leq \|g\|^2_2 - 2t \max_{w \in \partial \|x^*\|_1 - \lambda \phi} \langle g, w \rangle + t^2 \max_{w \in \partial \|x^*\|_1 - \lambda \phi} \|w\|^2_2.$$

Taking expectation on both sides yields

$$E_g[\text{dist}(g, \text{cone}\{\partial \|x^*\|_1 - \lambda \phi\})^2] \leq \|g\|^2_2 - 2t \max_{w \in \partial \|x^*\|_1 - \lambda \phi} \langle g, w \rangle + t^2 \max_{w \in \partial \|x^*\|_1 - \lambda \phi} \|w\|^2_2 = n - 2t \sqrt{\frac{2}{\pi} (n-s)} + t^2 v,$$

where

$$E_g \max_{w \in \partial \|x^*\|_1 - \lambda \phi} \langle g, w \rangle = E_g \max_{w \in \partial \|x^*\|_1 - \lambda \phi} \langle g, w \rangle = \sqrt{\frac{2}{\pi} (n-s)},$$

and

$$v = \max_{w \in \partial \|x^*\|_1 - \lambda \phi} \|w\|^2_2.$$

Choosing $t = \sqrt{\frac{\pi}{2}(n-s)}/v$, we achieve the minimum of (11). This completes the proof.

Remark 5. If there is no prior information, i.e., $\lambda \phi = 0$, our approach reduces to the standard CS. In this case, (10) reduces to $v_0 = n$ and hence

$$w^2(T_0 \cap S^{n-1}) \leq n \cdot \left(1 - \frac{2}{\sqrt{n}} \left(1 - \frac{s}{n}\right)^2\right),$$

which coincides with the result in [17] equation (9). Here, $T_0$ denotes the tangent cone of $\|x\|_1$ at $x^*$. However, if we choose some suitable $\lambda \phi$ such that $v \leq v_0 = n$, then the approach can achieve better performance than the classical CS.

Combining Theorem 1 with Lemma 1, we arrive at the following result.

Theorem 2. Let $A$ be an $m \times n$ matrix whose rows are independent, centered, isotropic and sub-Gaussian random vectors and $x^* \in \mathbb{R}^n$ be an $s$-sparse vector. Suppose that $0 \notin \partial \|x^*\|_1 - \lambda \phi$. If

$$\sqrt{m} \geq CK^2 \sqrt{n \cdot \left(1 - \frac{2}{\sqrt{n}} \left(1 - \frac{s}{n}\right)^2\right) + \epsilon},$$

then with probability $1 - o(1)$, the solution $\hat{x}$ to (4) satisfies

$$\|\hat{x} - x^*\|_2 \leq \frac{2\delta}{\epsilon},$$

where $C$ and $K$ are absolute constants and $K = \max_{1 \leq i \leq n} \|A_i\|_{\psi_2}$. 

C. Geometrical Interpretation

In this subsection, we will present a geometrical interpretation for our main results.

Theorem 1 reveals that the number of measurements required for successful reconstruction is determined by the spherical Gaussian width of the tangent cone of $f$ at $x^*$, i.e., $w(T_f \cap S^{n-1})$. Recall that the normal cone $N_f$ of $f$ at $x^*$ is the polar of its tangent cone $T_f$. This implies that the larger the normal cone $N_f$, the less the number of measurements required for successful recovery.

In the classical CS problem (3), the subdifferential of the objective $\|x\|_1$ at $x^*$ is $\partial \|x^*\|_1$. If $0 \notin \partial \|x^*\|_1$, then the corresponding normal cone is $N_0 = \text{cone}\{\partial \|x^*\|_1\}$. For the optimization problem (4), the subdifferential of the objective $f(x) = \|x\|_1 - \lambda \langle x, \phi \rangle$ at $x^*$ is $\partial \|x^*\|_1 - \lambda \phi$, which is a shifted version of $\partial \|x^*\|_1$. If $0 \notin \partial \|x^*\|_1 - \lambda \phi$, then $N_f = \text{cone}\{\partial \|x^*\|_1 - \lambda \phi\}$.
cone\{\partial \| x^* \|_1 - \lambda \phi \}. In order to achieve a better performance for \( g \), it is required that the prior information is good enough such that \( \mathcal{N}_I \) is larger than \( \mathcal{N}_0 \). This will lead to a smaller tangent cone and hence less number of measurements required for successful recovery.

For convenience, we consider three different kinds of shifts (or prior information) for \( \partial \| x^* \|_1 \), namely,

• a shift on the support set of \( x^* \) if \( \lambda \phi \) satisfies
  \[
  \begin{cases}
  \lambda \phi_i \neq 0, & \exists i \in I, \\
  \lambda \phi_i = 0, & \forall i \in I^c.
  \end{cases}
  \]

• a shift on the complement of the support set of \( x^* \) if \( \lambda \phi \) satisfies
  \[
  \begin{cases}
  \lambda \phi_i = 0, & \forall i \in I, \\
  \lambda \phi_i \neq 0, & \exists i \in I^c.
  \end{cases}
  \]

• an arbitrary shift if \( \lambda \phi \) satisfies
  \[
  \begin{cases}
  \lambda \phi_i \neq 0, & \exists i \in I, \\
  \lambda \phi_i \neq 0, & \exists i \in I^c.
  \end{cases}
  \]

Clearly, different shifts have different effects on the performance of optimization problem \( h \). To illustrate this, we consider the two dimensional case. We set \( x^* = [1,0]^T \) and consider five different kinds of prior information: \( \lambda_1 \phi_a = [0.5, 0]^T \), \( \lambda_2 \phi_a = [-0.5, 0]^T \), \( \lambda_3 \phi_d = [0.5, 0.2]^T \), and \( \lambda_4 \phi_e = [0.5, -0.2]^T \). The results are shown in Fig. 11.

The shifts in Fig. 11(a) and 11(b) are shifts on the support of \( x^* \). In Fig. 11(a), the subdifferential moves toward the original, which enlarges the normal cone and hence decreases the number of measurements. The opposite result is shown in Fig. 11(b). The shift in Fig. 11(c) is a shift on the complement of the support of \( x^* \), which leads to a growth of sample size because the normal cone is narrowed. The shifts in Fig. 11(d) and in Fig. 11(e) are arbitrary shifts. We can know from Fig. 11(d) and 11(e) that different arbitrary shifts may lead to different results: the number of measurements of Fig. 11(d) gets reduced while that of Fig. 11(e) gets increased.

These results can be theoretically explained by Theorem 2. Indeed, direct calculation of \( v \) in different cases leads to

\[
v_0 = 2, \quad v_a = 1.25, \quad v_b = 3.25, \quad v_c = 5, \quad v_d = 1.69, \quad v_e = 4.25,
\]

where \( v_0 \) corresponds to the classical CS case, and \( v_{a-e} \) represents the results of Fig. 11(a)-(e) respectively. It is not hard to find that the less \( v \), the better the performance.

### III. Numerical Simulations

In this section, we carry out some numerical simulations to verify the correctness of our theoretical results and compare the performance with previous methods. In these experiments, we draw the phase transition curves for different kinds of prior information: no shift, shifts on the support, shifts on the complement of the support, and arbitrary shifts. The original signal \( x^* \in \mathbb{R}^n \) is an \( s \)-sparse random vector and the measurement matrix \( A \in \mathbb{R}^{m \times n} \) is a random symmetric Bernoulli matrix. Let \( I \) be the set including all the locations of nonzeros in \( x^* \) and \( \hat{x} \) be the estimator. We set \( n = 128 \) and \( tol = 10^{-2} \) for all the experiments. For a particular pair of \( s \) and \( m \), we make 50 trials, count the number of trials which succeed to recover \( x^* \), and calculate related probability. If the optimum of a trial satisfies

\[
\| \hat{x}^* - x^* \|_2 < tol,
\]

we claim it as a successful trial. Let \( m \) and \( s \) increase from 0 to \( n \) with step 2 respectively, then we can get a phase transition curve.

We consider six cases:

(a) \( \lambda \phi = 0 \). This is the classical CS model and \( v_a = n \).

(b) \( \lambda \phi = \text{sign}(x^*)/2 \). This is a shift on the support and \( v_b = n - 3s/4 \).

(c) \( \lambda \phi = -\text{sign}(x^*)/2 \). This is a shift on the support and \( v_c = n + 5s/4 \).

(d) \( (\lambda \phi)_I = 0 \) and \( (\lambda \phi)_I^c = 1 \). This is a shift on the complement of the support and \( v_d = 4n - 3s \). Here 1 denotes a vector whose entries are 1.

(e) \( (\lambda \phi)_I = \text{sign}(x^*_I)/2 \) and \( (\lambda \phi)_I^c = 0 \) except an arbitrary \( i \in I^c \) satisfying \( \lambda \phi_i = 1/4 \). This is an arbitrary shift and \( v_e = n - 3s/4 + 9/16 \).

(f) \( (\lambda \phi)_I = -\text{sign}(x^*_I)/2 \) and \( (\lambda \phi)_I^c = 1 \). This is an arbitrary shift and \( v_f = 4n - 7s/4 \).

In Fig. 12, we draw the phase transition curves in the above cases for the proposed approach. For shifts on the support, Fig. 12(b) shows an improved performance while Fig. 12(c) presents a deteriorative performance in contrast to the standard CS result in Fig. 12(a). Comparing Fig. 12(d) with Fig. 12(a), we realize that the shift on the complement of the support makes the number of measurements increase whatever the sparsity is. In Fig. 12(e), the simulation result shows that this arbitrary shift improves...
the performance a lot compared with Fig. 2(a). However, Fig. 2(f) presents an opposite result for the other arbitrary shift. All of these experiments coincide with the theoretical results of Theorem 2 by comparing $v$ for six cases.

In Fig. 3, we compare the performance of three methods (Maximizing Correlation method, $\ell_1-\ell_1$ minimization, and $\ell_1-\ell_2$ minimization) under different prior information. In Fig. 3(a), there is no prior information, so both Maximizing Correlation method and $\ell_1-\ell_1$ minimization reduce to Lasso. The result indicates that Lasso outperforms $\ell_1-\ell_2$ minimization in this setting. In Fig. 3(b) and 3(c), Maximizing Correlation method shows the best performance, followed by $\ell_1-\ell_1$ minimization and $\ell_1-\ell_2$ minimization. Fig. 3(c) shows that $\ell_1-\ell_1$ minimization has the best performance, while Maximizing Correlation method has the worst performance. This is because $x^* - \phi$ is as sparse as $x^*$, so $\ell_1-\ell_1$ minimization has a good performance. In contrast, since $x^* - \phi$ is not sparse in Fig. 3(d) and 3(f), the performance is different: $\ell_1-\ell_2$ minimization becomes the best approach, followed by Maximizing Correlation method and $\ell_1-\ell_1$ minimization. In conclusion, the performance of these methods depends on the prior information and Maximizing Correlation method can achieve the best performance under certain prior information.

**IV. CONCLUSION**

This paper has proposed a new approach named Maximizing Correlation for CS with prior information. Theoretical analysis for this method has been established under sub-Gaussian measurements. Numerical simulations have been given to demonstrate the validity of the proposed approach. For future work, it would be of great practical interest to extend Maximizing Correlation approach from sparse vectors to other simple structures such as low rank matrices, block sparse vectors and so on.
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