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Abstract—There have been numerous image restoration methods based on deep convolutional neural networks (CNNs). However, most of the literature on this topic focused on the network architecture and loss functions, while less detailed on the training methods. Hence, some of the works are not easily reproducible because it is required to know the hidden training skills to obtain the same results. To be specific with the training dataset, few works discussed how to prepare and order the training image patches. Moreover, it requires a high cost to capture new datasets to train a restoration network for the real-world scene. Hence, we believe it is necessary to study the preparation and selection of training data. In this regard, we present an analysis of the training patches and explore the consequences of different patch extraction methods. Eventually, we propose a guideline for the patch extraction from given training images.

Index Terms—Image restoration, training patch, data mining.

I. INTRODUCTION

D eepl neural networks have shown dramatic breakthroughs in computer vision tasks, most of which were enabled by the availability of many labeled data. The deep networks are still considered uninterpretable black-boxes, but exhaustive experiments are revealing some of their behaviors. Many works have shown that the performance of deep networks highly depends on the quality of the training dataset, and some research showed the effect of the number of training samples [1], [2], [3], [4]. With small-scale training data, deep networks tend to be overfitted to the training data, which deteriorates the generalization performance. For this reason, “how to select or gather the training data for supervised learning” has been an important research area for increasing the accuracy and generalizability while using reasonable size data. Especially in high-level vision tasks, many previous works addressed this problem because the cost of the dataset and its annotation is quite expensive.

To cope with the data issue, researchers are actively studying semi-supervised or weakly-supervised learning [5], [6], [7], and unsupervised learning methods [8], [9]. Also, unsupervised domain adaptation methods have been proposed to reduce the domain gap between large-scale synthetic paired data and unlabeled real-world data [10], [11], [12]. Recently, active learning [13] was also proposed, which is to select a certain amount of unlabeled data for the annotation based on the estimated uncertainty.

Meanwhile, deep neural networks are also actively used for low-level vision tasks such as image denoising [14], [15], [16] and super-resolution [17], [18], [19], [20], [21], [22], [23], [24], [25]. Notably, an important property of the image restoration problem is that it is mostly regarded as a “self-supervised” task when the degradation model is known. In general, the observed image \( y \) is expressed as

\[
y = Hx + n,
\]

where \( x \) is a latent clean image, \( H \) is a degradation matrix, and \( n \) is a noise. It means that if we have well-taken high-quality images, then we can degrade the high-quality images by using the known degradation model to generate a large number of the paired dataset for supervised learning. Hence, since there seems to be no data deficiency problem in training the image restoration networks, recent methods mainly focused on the network architecture and loss function but less on the research of training datasets. In other words, the data-dependency of performance in low-level vision tasks was less frequently discussed. Even though several works discussed the training dataset, they were mainly the proposals of new
datasets for image restoration in real-world scenarios [26], [27], [28], [29], [30].

Regarding the above-stated problem, we raise several questions in this paper. We first raise obvious and intuitive simple questions:

1) Does overfitting occur in image restoration networks?
2) How good is the geometric (flip-rotation) data augmentation?

Then, we further raise some controversial questions that may be informative and eventually can provide a guideline of patch mining skill:

4) What is the effect of the number of training patches?
5) How many patches are required to bring out the capacity of the network fully?
6) Is exploiting uncertain or hard samples effective for image restoration, as evidenced in high-level vision?

Finally, we raise some questions regarding the generalization ability:

7) Are the good patches generic across different image restoration tasks?
8) Are the number of patches and the model size related?

Our study is first motivated by unreproducible results of some restoration methods published in papers. Since the authors do not usually explain the details of their methods for preparing training patches, our reimplementations sometimes give inferior performances compared to the numbers in their original papers. Moreover, some recent works rely on the fortune (random crop) when extracting training patches [14], [15]. Some other works use a random selection of patches with empirical rules such as the gradient magnitudes or the variance of patches [19], [31]. Interestingly, we found that even with the same dataset, each of the different patch extraction policies brings a noticeable performance gap. Furthermore, data exploration is more important in preparing real-world training images because it is costly and difficult to capture well-registered pairs of clean-degraded images.

From the answers to the above questions and motivations, we finally present generic patch extraction and mining skills for image restoration. We show that our method improves the performance of some image restoration networks, and thus expect that it has the potential to boost the performance and convergence speed of general image restoration networks. We first analyze the effects of training data and then propose a rule on extracting representative patches for image restoration tasks.

Our motivation is summarized in Fig. 1 and its caption, and contributions are summarized as:

- We attempt to find the answers to the above-stated questions, which have not been addressed well before.
- We present a general guideline on patch extraction for image restoration.
- We show that our strategy can be effectively applied to super-resolution and image denoising. Regarding the performance gain, we show that our patch mining skill is as useful as the recent neural architecture search (NAS) [32], [33] approach and the development of better architectures [23].
to real-scene image restoration because real-scene pairs need to be acquired simultaneously at the same spot. That is, it is impossible to generate a ground-truth image long after the low-quality image is taken.

III. Backgrounds

A. Image Restoration

a) Image Denoising: Image denoising is to restore an original image with the assumption of $H = I$ in Eq. 1, i.e.,

$$y = x + n.$$ (2)

The noise $n$ is usually assumed to have a zero-mean white Gaussian distribution, but more realistic signal-dependent distributions are also considered. However, all these assumptions do not perfectly match real-scene images. Hence, there are several works to train the network for the real-world noise recently [38], [39].

b) Image Super-Resolution: Image super-resolution is to obtain a plausible high-resolution image from a low-resolution input, where $H$ is a composite operator of blur kernel and sub-sampling. It is expressed as

$$y = (x * k) \downarrow s + n,$$ (3)

where $k$ is the blur kernel and $\downarrow s$ denotes decimation with scaling factor $s$. Bicubic kernel and noise-free scenarios are mostly considered in the literature.

IV. Settings

To analyze dataset dependencies in image restoration, we choose the single image super-resolution with the scaling factor of $\times 2$ as the main example. We will also evaluate its dependencies for image denoising in later sections.

A. Environments and Comparisons

1) Network Architecture: Recently, many complicated architectures for the single-image super-resolution have been introduced, which exploit multi-kernels, dilated convolution, attention modules, etc. By employing such complex modules, researchers are reporting performance gains compared to the EDSR baseline [41]. One of our validations is to show that our patch extraction method, when applied to the EDSR baseline, brings comparable or better performance than the recent complex models.

To be specific with the EDSR baseline, it consists of 16 residual blocks where each convolution layer has 64 output channels. The number of parameters of the baseline model is 1.37 M. To increase the model capacity, we deepen the network by increasing the number of residual blocks in the baseline model.

2) Training Dataset: We use a high-quality dataset DIV2K [49] for the training. MATLAB bicubic downsampling method is adopted to generate low-resolution images. We naïvely extract 151,300 patches from training images with the label patch size $96 \times 96$ with stride 120.

---

1 We consider EDSR baseline as the baseline in this paper because it has a simple architecture compared to the recent methods. Also, it is one of the popularly compared methods in the literature.

---

---

---

---
fewer number of patches. As shown in Fig. 4a, without data augmentation, most of results show severe overfitting where PSNR performance decreases after near 100,000 iterations. Even with all training patches, subtle overfitting problems can be found. Flip and rotation augmentation skills can be a way to overcome such an overfitting problem, as shown in Fig. 4b. It is observed that at least 30,000 patches are required to prevent overfitting when using geometric data augmentation. The same tendency is found with other representative values. In conclusion, an overfitting problem exists in image restoration tasks, and geometric data augmentation can be a solution to overcome overfitting. Precisely, at least 30 K patches are required to prevent overfitting for the EDSR baseline.

2) How good is the geometric data augmentation?: Data augmentation by exploiting flip-rotation invariance is a widely adopted skill for some computer vision tasks, including image restoration. Notably, the use of geometric augmentation should be carefully considered depending on the restoration task where it should be invariant to such operations, e.g., spatially symmetric H and pixel-wise independent noise. In Fig. 5, we explore how good the data augmentation is, with respect to the number of patches. It is found that the data augmentation is always good, boosting 0.3 dB to 0.7 dB PSNR gain. As shown, when the training patches are scarce, the effect of augmentation is quite big and begins to decrease when the number of patches increases. In conclusion, we may expect 0.5 dB PSNR gain on average by using the data augmentation skill.

3) What is the effect of the number of training patches?: One may think that using “as many training patches as possible” might increase the performance of the network, but it may not be true in image restoration. We visualized the PSNR results against the number of patches in Fig. 6. Trivially, the performance tends to be increased with the increase in the number of training patches. However, as the data augmentation is adopted, which brings a similar effect of increasing the number of patches, using all the patches does not give the best performance across all criteria, as shown in Fig. 6. Interestingly, as the amount of patches exceeds a certain extent, the performance of the network drops. This is
Table I: PSNR results against the number of training patches. ‘+’ denotes the results with data augmentation.

| Criteria | Number of patches | 10 K  | 20 K  | 30 K  | 40 K  | 50 K  |
|----------|------------------|-------|-------|-------|-------|-------|
| Loss     |                  | 30.76 | 31.17 | 31.32 | 31.45 | 31.54 |
| Grad     |                  | 30.90 | 31.29 | 31.44 | 31.56 | 31.61 |
| Loss+    |                  | 31.42 | 31.76 | 31.89 | 32.01 | 32.03 |
| Grad+    |                  | 31.55 | 31.87 | 31.98 | 32.05 | 32.07 |

also observed in Fig. 4, where we can see that most of the greenish curves are slightly above bluish curves (green colors use fewer patches than blue).

4) How many patches are required to fully bring out the capacity of the network?: From Fig. 6, without augmentation, the numbers above 130 K show the best result while much smaller numbers ranging from 70 K to 100 K give the best with geometric data augmentation. It is recommended to exploit data augmentation skills and not use all of the total patches. Hence, when we have enough number of patches, it is suggested to use about half of them.

5) Is exploiting uncertain or hard samples good for image restoration as evidenced in high-level vision?: One may think that using hard samples might be a good strategy in image restoration tasks. In other words, training with the collection of difficult patches, which make the “loss” in eq. (4), might be a desirable training method. Interestingly, it is found that the restoration performance and hard examples are not related. In TABLE I, we explore the performance of network with small numbers of patches. “Loss” results correspond to hard sample mining based on network prediction error. “Grad” results are based on mining with a simple value of the magnitude of the gradient. As shown, with or without data augmentation, “Grad” results show better PSNR performance about 0.1 dB in all cases. Unlike high-level vision tasks such as classification, image restoration is a regression task that is not to find decision boundaries but to find a well-generalizable mapping function. In this respect, we think it is better to provide a wide range of paired data than hard samples.

6) Are the good patches generic across different image restoration tasks?: To find a simple and generic guideline for patch extraction, we try to find the correlation of different image restoration tasks. Specifically, we adopt DnCNN [14] with a noise level of 25 as a representative denoiser. With the pretrained DnCNN, we calculate the MSE of prediction of each network, and the result is plotted in Fig. 7. First, Fig. 7a shows the correlation within the task of super-resolution. It can be seen that super-resolution tasks of different scaling factors are highly correlated with the correlation coefficient of 0.9876. Second, Fig. 7b shows the correlation across the tasks: super-resolution and denoising. Although the correlation is lower than the former case, the two tasks are quite highly correlated with the correlation coefficient of 0.9368.

From the graphs, we may conclude that the tendency of all experiments in our paper is generic across other image restoration tasks. For further verification, we also conduct experiments on the Gaussian image denoising task, which will be presented in Section VI-B.

7) Are the number of patches and the model size correlated?: From a recent research [4], the number of samples needed for CNN has been discussed analytically, but it
cannot be generalized to very deep high-dimensional non-linear CNNs. Thus, we need at least empirical researches for the CNN. In this respect, to investigate and verify the generalization ability of patch extraction skills, we analyze the dependencies of model size and the number of training patches as shown in Fig. 8. We altered the number of residual blocks in the EDSR baseline to increase or decrease the model size. It can be observed that the behaviors are quite similar among the three models.

In summary, the training patches share similar capabilities and statistics regardless of the model size and tasks. Also, the number of training patches is a very important factor, similar to the network architecture. From the above-stated results, we expect that such a guideline of patch extraction would give similar consequences. Thus a good patch extraction skill might be generic to different image restoration tasks.

B. Proposed Mining Skills

From the above discussions, we now go on our ultimate goal: “how to extract good patches.” We present a simple guideline for the good-patch extraction. As shown in Fig. 6, patch extraction based on gradient metric outperforms other methods especially with the small number of patches. The gain is quite crucial, sometimes nearly 0.2 dB.

What if we add more patches by reducing patch extraction strides? To assess this, we add about twice more patches by reducing strides from 120 (non-overlap) to 60 (overlap) and apply the same criteria. However, it does not give any gain as shown in TABLE II, because additional patches are highly correlated to previously extracted ones. In other words, the patch size of 96 and stride 120 is enough to capture the whole DIV2K training dataset fully.

What about very big models? We also test on very large models by increasing the number of residual blocks to 128. The results are shown in TABLE III. Even with the large models, the results reach their peaks near half the number of total patches. We may say that the number of patches and the model size is less correlated, and our extracted patches can be adopted in any model. Additionally, data augmentation is always required, samples exceeding some extent of gradient are recommended, and at least near 80 K number of patches are required.

In summary, our guideline is as follows.

1) Collect images for the training dataset.
2) If the number of the training dataset is enough, extract patches with the strides slightly bigger than the patch size (non-overlap). Otherwise, extract patches with overlap.
   - If we have less than 30 K patches, we may not expect the performance due to overfitting.
3) Discard half of patches with respect to their “mean gradient magnitudes.”
4) Augment the data using geometric (flip-rotation) transformation.
   - Consider flip-rotation invariance of the task.

VI. DISCUSSION

A. Comparisons with Benchmarks

We compare our method with recent state-of-the-art super-resolution networks having similar complexity, on famous benchmark sets: Set5 [55], Set14 [56], BSD100 [57], and Urban100 [54], and list the results in TABLE IV. As stated previously, we adopt the relatively simple EDSR model as the baseline. The comparison shows that training the baseline with our patch selection strategy gives comparable or better performance than the recent complex networks. Our method achieves higher PSNR than the CARN [18], which is an efficient lightweight super-resolution model. Also, with simple residual blocks of EDSR, ours shows comparable results with FALSR [32], which is also an efficient lightweight structure optimized by NAS. We might say that the patch-search is as effective as the network-search in this case. OISR [23] is a recent super-resolution model where the authors argued that it is possible to achieve a significant performance gain by replacing the building block of EDSR with their proposed one. Interestingly, our results are comparable to OISR, and we can also see that the patch selection is as effective as developing new architectures. With benchmark evaluation, it is found that selecting good training patches, rather than using the whole training dataset (all comparisons are trained with DIV2K [49] training set), is an important factor that determines the performance.

Moreover, when we apply our dataset mining to the OISR-RK2-s [23], its performance on Urban100 [54] increases by about 0.2 dB, which shows the generalization of our patch mining skill. We could not apply our method to the FALSR [32] because their code is not open.

### TABLE II: PSNR results with respect to the number of patches with different strides. The best results are highlighted with bold.

| Strides   | 70 K | 80 K | 90 K |
|-----------|------|------|------|
| 120       | 32.11| 32.12| 32.08|
| 60        | 32.10| 32.10| 32.11|

### TABLE III: PSNR vs. number of patches for very large models.

| Params   | 60 K | 70 K | 80 K | 90 K |
|----------|------|------|------|------|
| 9.6 M    | 32.74| 32.73| 32.67| 32.68|

### TABLE IV: The average PSNR/SSIM values on benchmarks. “Baseline” results are from the official model trained by the authors.

| x2    | Params | Set5  | Set14 | BSD100 | Urban100 |
|-------|--------|-------|-------|--------|----------|
| Baseline [41] | 1.37 M | 33.58/0.9167 | 32.14/0.8986 | 31.95/0.9264 |
| CARN [18] | 1.59 M | 33.52/0.9166 | 32.06/0.8978 | 31.92/0.9256 |
| FALSR-A [32] | 1.02 M | 33.55/0.9168 | 32.12/0.8987 | 31.93/0.9266 |
| OISR-RK2-s [23] | 1.37 M | 33.50/0.9172 | 32.18/0.8996 | 32.09/0.9281 |
| Ours (EDSR Baseline) | 1.37 M | 33.50/0.9170 | 32.17/0.8981 | 32.17/0.9284 |
| Ours (OISR-RK2-s) | 1.37 M | 33.60/0.9172 | 32.19/0.8993 | 32.26/0.9291 |
B. Results on Image Denoising

To further evaluate the effects of training patches on other image restoration tasks, we apply several training patch extraction settings to the Gaussian image denoising task. We experiment with a noise-level of $\sigma = 25$, which has been considered a mid-level noise in former literature [14], [15]. We modified the baseline model by removing the upsampling module for super-resolution at the backend and adding the residual learning at the image level [14]. We present results with different numbers of patches with three criteria: mean gradient magnitude (grad), standard deviation (std), and random extraction (rand). We evaluate RGB PSNR on Urban100 [54]. The results are shown in Fig. 9, where we can see that grad criterion shows the best results, and using about half of the patches also works here. We expect that our method can be applied to many other image restoration tasks.

VII. Conclusion

In this paper, we have considered patch extraction skills for CNN-based image restoration and presented simple rules to extract good patches. Our extensive experiments have shown the impact of different patch extraction skills, even from the same set of training images. Also, we demonstrated the effect of the number of patches. Eventually, we presented a simple patch extraction method and showed that it is as effective as the NAS-based method or new architecture development regarding the performance gain. Experiments and comparisons show that the proposed method is useful for some cases of single-image super-resolution and image denoising. We expect that the proposed method can also be applied to other image restoration problems.
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