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Abstract—In contrast to conventional closed-set recognition, open-set recognition (OSR) assumes the presence of an unknown class, which is not seen to a model during training. One predominant approach in OSR is metric learning, where a model is trained to separate the inter-class representations of known class data. Numerous works in OSR reported that, even though the models are trained only with the known class data, the models become aware of the unknown, and learn to separate the unknown class representations from the known class representations. This paper analyzes this emergent phenomenon by observing the Jacobian norm of representation. We theoretically show that minimizing the intra-class distances over known class data, the models become aware of the unknown, and even though the models are trained only with the known class, which is not seen to a model during training. In other words, the models never utilize any unknown class instance during training. Detecting these unknown class instances is crucial in safety-critical applications such as autonomous driving and cybersecurity. A solution to this is open-set recognition (OSR), where a classifier trained over K known classes can classify them and reject unknown class instances in the test stage.

A predominant approach in DNN-based OSR and out-of-distribution detection (OoD) is to train a discriminative model over known classes with a metric-learning loss and derive a score (or decision) function that captures the difference between the representations of known classes and those of the unknown class. For the score function to work correctly, the representations of the unknown class should be separated from the known class representations in the first place. [1] along with subsequent works [2]–[4] observed that training over known classes alone with metric-leaning losses indeed produces a separation between the known and unknown in the representation space, even though the models never utilize any unknown class sample during training. In other words, the class separation within known classes in the representation space is naturally extended to the separation between the known and unknown.

However, the underlying mechanism of this phenomenon has rarely been explored in the context of representation learning. This work aims to analyze this phenomenon, namely, how the closed-set metric learning entails OSR from a different perspective and provides a fresh perspective based on the Jacobian norm of the representation. The Jacobian norm \( \| \frac{\partial f(x)}{\partial x} \|_F \), which is the Frobenius norm of the Jacobian matrix, quantifies the rate of change in the representation vector \( f(x) \) with respect to its data input \( x \). We find that the closed-set metric learning reduces this change rate over known classes while increasing the change rate over the un-

Fig. 1. During the closed-set metric learning over the known classes \( C_k \) (e.g., CIFAR10), the model minimizes the intra-class distances and maximizes inter-class distances in the representation space. Accordingly, the Jacobian norm \( \| \frac{\partial f(x)}{\partial x} \|_F \) of representation embedding \( f \) is minimized over the known set \( K = U_k C_k \), while it is increased over the complement of known set, that is, over the open set \( O \). In particular, the inter-class distance maximization enlarges the region \( S := \{ x \in O : \| \frac{\partial f(x)}{\partial x} \|_F > \theta \} \) where the Jacobian norm of representation is high. Thus, the inter-class distance maximization increases the overlap \( S \cap U \) between the high Jacobian norm region \( S \) and a given unknown class data \( U \) (e.g., SVHN). As the Jacobian norm is relatively small overall known, the unknown class is separated from the unknown in the representation space by the Jacobian norm difference.
known class. In other words, by metric learning, the Jacobian norm of representation is reduced over known classes while increased over the unknown class. Then, this Jacobian norm difference between the known and unknown contributes to their separation (as illustrated in Fig. 1).

We theoretically verify this principle by disentangling the roles of intra-class distance minimization and inter-class maximization in closed-set metric learning. In particular, we find that intra-class distance minimization is responsible for reducing the Jacobian norm over the known classes near zero. On the other hand, the inter-class distance maximization contributes to increasing the volume of the high Jacobian norm region within the open set. Then, as the volume of the high Jacobian norm region increases, a given unknown class is more likely to fall into this region. Thus, for sufficiently strong inter-class distance maximization, an unknown class sample involves a relatively high Jacobian norm compared to the known class samples. This Jacobian norm difference separates the known and unknown classes in the representation space.

We empirically validate our theoretical analysis in diverse aspects by analyzing the standard metric-learning models over the multiple OSR datasets. In addition, we find strong correlations between three metrics: the Jacobian norm difference, the degree of separation between known and unknown classes, and the degree of separation between different known classes. All these metrics are computed over the representations. Our empirical evidence indicates that the Jacobian norm difference is one of the explanatory factors that disclose why closed-set metric learning entails OSR.

Our theoretical analysis suggests two principles: Firstly, strong inter-class distance maximization is a crucial factor for adequate unknown class representation segregation and, hence, successful OSR. Second, one characteristic that separates the unknown from the known is their difference in the Jacobian norm of representations. Utilizing these analyses as a guiding principle, we develop a method to improve OSR performance effectively. Mainly, we define the unknown class detection score by the model loss function as it captures the increasing/decreasing trend of the Jacobin norm, which is a source of the separation.

Then, we adopt a modified version of one-vs-rest loss, termed marginal one-vs-rest (m-OvR) loss. The m-OvR induces stronger inter-class maximization, better separating the known and unknown class representations. The margin of m-OvR, on the other hand, prevents the collapse of inter-class prototypes that serve as known class proxies in the representation space. Hence, the margin improves the alignment between the data representations and the prototypes, improving the effectiveness of the loss-based unknown class detector. In addition, we utilize weight decay, auxiliary self-supervision, and data augmentation to improve the OSR performance further. These techniques are justified in light of our proposed theory based on the Jacobian norm of representations.

The contributions of our works are summarized as follows:

1) We theoretically show that the closed-set metric learning separates the representations of unknown class from those of the known classes by making their Jacobian norm different.

2) We empirically validate our theory, observing that the Jacobian norm difference between the known and unknown classes is strongly correlated to the discriminative quality of known class representations and the unknown class detection performance.

3) Based on our theory as a guiding principle, we develop an effective OSR model. Our theory suggests which model components are more beneficial than others for OSR under the new perspective of Jacobian norm of representation. Particularly:

- We justify the loss function as an effective unknown class detector since the loss can capture the trend of the Jacobian norm, which is a main factor that separates the known from the unknown.
- We justify the usage of the OvR loss and the insertion of margin in the class similarity for improving the OSR performance. Termed by the marginal one-vs-rest (m-OvR), it improves inter-class separation. In addition, it resolves the prototype misalignment issue, enhancing the effectiveness of the loss-based unknown class detector for OSR.
- We include weight decay, auxiliary self-supervision, and data augmentation in our method as they are shown to improve the Jacobian norm difference.

We highlight that our main objective is not to push the state-of-the-art; instead, our main contribution is a theoretical understanding of the emergent phenomenon that a closed-set model trained by metric learning becomes aware of the unknown. Other contributions include the empirical verification of our theory and analysis of widely-used deep learning techniques in the new light of our theory. To our knowledge, we are the first to study OSR representation based on its Jacobian norm.

II. Related Works

Theoretical/empirical works on OSR. Recent theoretical works [5], [6] tackle OSR with theoretical guarantees on the performance but with specific distributional modeling assumptions (e.g. Gaussian mixture). On the other hand, [7], [8] conduct theoretical studies in a more general setting by extending the classical closed-set PAC framework [9] to open-set environments, deriving analytical bounds of the generalization error in the context of OSR. In particular, [7] relates OSR to transfer learning and interprets the unknown class samples as covariate shifts. This enables the substitution of theoretical bounds derived in the transfer learning setting [10] to open-set environments. On the other hand, [11] observes that for a model trained only with known class samples, the magnitudes of representation vectors tend to exhibit relatively larger values over the known class than over the unknown ones. However, the study does not analyze the underlying principle of the observed characteristic.

OSR methods. For a general, broad survey on OSR models, the readers are recommended to [4], [12]. Here, we focus on reviewing state-of-the-art OSR models, mainly focusing on discriminative ones.
The basic baseline model [1], [13], [14] trained by softmax cross-entropy loss is known to perform both closed-set classification and unknown class detection reasonably effectively. To enhance its unknown detection mechanism, OpenMax [15] applied probabilistic modification on the softmax activation based on extreme value theory. DOC [16] replaced the softmax cross entropy with the one-vs-rest logistic regression, finding its effectiveness on invalid topic rejection in natural language.

During closed-set metric learning, the representation embedding function \( f : \mathbb{R}^d \rightarrow \mathbb{R}^d \) of a discriminative model is trained to minimize intra-class distances \( D(f(x), w_y) \) and maximize inter-class distances \( D(f(x), f(x')) \) for known class samples \( x \) and \( x' \) paired with different class labels \( y \) and \( y' \) (\( y \neq y' \)). The prototype vector \( w_y \in \mathbb{R}^d \) is a proxy for the \( y \)-th known class \( C_y \), and is formulated as a learnable parameter. The known set \( \mathcal{K} = \{ K_{k=1}^K \} \) consists of \( K \) disjoint disconnected known classes \( C_k \). The train samples \( x \) and \( x' \) are sampled from the known set, while the labels \( y \) and \( y' \) from the corresponding label space \( \mathcal{Y}_K = \{ 1, \ldots, K \} \). The open set \( \mathcal{O} := \mathcal{X} \setminus \mathcal{K} \) is the complement of the known set in the (bounded) global space \( \mathcal{X} = [-1, 1]^d \subseteq \mathbb{R}^d \). The unknown class \( \mathcal{U} \) we consider is a proper subset of the open set \( \mathcal{O} \). Since our task is not to discriminate within the unknown class, we treat the unknown class as a single class, although it may consist of a diverse type of object.

During training, the model has no access to the unknown class \( \mathcal{U} \), and is trained only with the \( K \) number of known classes to discriminate them. After training, the OSR model should not only discriminate each class in the known set but also need to discriminate the unknown from the known. Hence, the unknown class should be separated from all known classes in the representations space.

### III. Theory: Analysis of OSR by Jacobian Norm of Representation

#### A. Problem Setup and Notation

During closed-set metric learning, the representation embedding function \( f : \mathbb{R}^d \rightarrow \mathbb{R}^d \) of a discriminative model is trained to minimize intra-class distances \( D(f(x), w_y) \) and maximize inter-class distances \( D(f(x), f(x')) \) for known class samples \( x \) and \( x' \) paired with different class labels \( y \) and \( y' \) (\( y \neq y' \)). The prototype vector \( w_y \in \mathbb{R}^d \) is a proxy for the \( y \)-th known class \( C_y \), and is formulated as a learnable parameter. The known set \( \mathcal{K} = \{ K_{k=1}^K \} \) consists of \( K \) disjoint disconnected known classes \( C_k \). The train samples \( x \) and \( x' \) are sampled from the known set, while the labels \( y \) and \( y' \) from the corresponding label space \( \mathcal{Y}_K = \{ 1, \ldots, K \} \). The open set \( \mathcal{O} := \mathcal{X} \setminus \mathcal{K} \) is the complement of the known set in the (bounded) global space \( \mathcal{X} = [-1, 1]^d \subseteq \mathbb{R}^d \). The unknown class \( \mathcal{U} \) we consider is a proper subset of the open set \( \mathcal{O} \). Since our task is not to discriminate within the unknown class, we treat the unknown class as a single class, although it may consist of a diverse type of object.

During training, the model has no access to the unknown class \( \mathcal{U} \), and is trained only with the \( K \) number of known classes to discriminate them. After training, the OSR model should not only discriminate each class in the known set but also need to discriminate the unknown from the known. Hence, the unknown class should be separated from all known classes in the representations space.

#### B. Theoretical Analysis

To analyze how the closed-set metric learning entails OSR, we first consider the dynamics of the representations \( f(x_i) \) over a class interpolating path \( x_i = \gamma(t) \). Here, an arbitrary path \( \gamma : [0, 1] \rightarrow \mathcal{X} \) we consider is regular in the sense that it is a smoothly differentiable simple path (over the closed interval \([0, 1]\)) that interpolates two different known classes \( C_i \) and \( C_j \) by traversing \( t \) from 0 to 1 with \( x_0 \in C_i \) and \( x_1 \in C_j \) (Fig. 1).

1) **Assumptions and Terminologies:** Before delving into the theoretical derivation, we first rigorously state several assumptions we make and terminologies we use. First of all, the known classes \( C_i \) in the input space (e.g., image pixel space) follow the following regularity:

**Assumption 1.**

(a) Each known class \( C_k \) is a simple smooth, connected compact manifold with a nonzero volume.

(b) For any linear path \( \gamma : [0, 1] \rightarrow \mathcal{X} \) from \( C_j \) to \( C_k \), there exist \( t_1 \) and \( t_2 \) such that \( \gamma([t_1, t_2]) \subseteq \mathcal{O} \) with \( 0 < t_1 < t_2 < 1 \).

Note that the volume we refer to in Assumption 1a is the Lebesgue measure in the Euclidean space \( \mathbb{R}^d \). Assumption 1b indicates that the in-between part of the linear interpolation between different known classes is a part of an open set. This assumption is reasonable since interpolating in a very high-dimensional space, such as image pixel space, always induces meaningless inputs in the middle part of the interpolation.

Now, as to the representation embedding function \( f \), we restrict our consideration to the family of neural network-based functions whose metric learning follows the following regularity.

**Assumption 2.**

(a) \( f \) is a bounded smooth parametrized neural network (i.e., \( f = f_\theta \) with a parameter \( \theta \)) with a sufficient complexity.

(b) For any simple smooth path \( \gamma \) from \( C_j \) to \( C_k \), maximizing the inter-class distances \( D(f(x), f(x')) \) with arbitrary \( x \in C_j \) and \( x' \in C_k \) does not decrease \( || \partial f \gamma / \partial t ||_2 \).

(c) For any linear simple smooth path \( \gamma \) from \( C_j \) to \( C_k \), maximizing the inter-class distances \( D(f(x), f(x')) \) with arbitrary \( x \in C_j \) and \( x' \in C_k \), strictly increases the length of the projected path \( f(\gamma([0, 1]) \cap C_0) \).

Assumption 2a is a standard regularity condition. Assumption 2b means that inter-class distance maximization at least indicates no harmful behavior when observed locally over the open set. The assumption is reasonable based on the empirical evidence given in Fig. 3. Assumption 2c means that the inter-class separation is effective on the linear interpolating path \( \gamma \). Assumption 2c is visualized in Fig. 1, which indicates that the length of projected (inter-class) path is strictly increased by metric learning.

In the below mathematical derivations, when we say that a quantity \( Q(f) \) increases with respect to a function \( f : \mathbb{R}^d \rightarrow \mathbb{R}^d \), it formally means that there is a sequence \( (f^{(n)})_{n=0}^N \) of functions \( f^{(n)} : \mathbb{R}^d \rightarrow \mathbb{R}^d \), with \( N \geq 1 \) such that

\[
Q(f^{(n)}) \leq Q(f^{(n+1)})
\]

for all \( 0 \leq n < N \). In the case of a strict increment, the inequality is replaced by the strict one. The decrement of \( Q(f) \) is similarly defined.

Accordingly, depending on the context, \( Q \) may include the vectors \( w_k \in \mathbb{R}^d \) (that serve as representation prototypes in our work): \( Q = Q(f, \{ w_k \}_{k=1}^K) \).
2) Derivation of the Theory: We now derive the dynamic characteristics of the representation embedding function $f$ in the aspects of metric learning by analyzing it on the interpolating path $\gamma$ between known classes. During the closed-set supervision, the intra-class distance minimization minimizes the length of the projected path over the known class.

**Proposition 1.** Minimizing intra-class distances $D(f(x), w_k)$ to 0 for all $x \in C_k$ minimizes the length of the projected path $f(\gamma([0,1]) \cap C_k)$ for an arbitrary path $\gamma$ from $C_k$.

**Proof.** Fix $C_k$. We prove a stronger result that

$$\frac{\partial f}{\partial x} \to 0 \in \mathbb{R}^{d_x \times d} \tag{2}$$

for all $x \in C_k$. In which case, $\frac{df(\gamma(i))}{dt} \to 0$ for all $t \in \gamma^{-1}([0,1]) \cap C_k$ since $\frac{df(\gamma(i))}{dt} = \sum_{n=1}^{\infty} \frac{\partial f_i}{\partial x_n}(\gamma(t)) \gamma_i(t)$ for all $j$ where $x = (x_1, \ldots, x_d)$ and $f = (f_1, \ldots, f_d)$. Then, this implies that the length of $f(\gamma([0,1]) \cap C_k)$ converges to 0 (as the pointwise convergence guarantees the $L_p$ convergence when the functions are bounded).

Let $f^{(n)} := f_{\delta(n)}$ be a sequence that minimizes $D(f^{(n)}(x), w_k)$ to 0 as $n \to \infty$. Let $x \in C_k$. Since the quantity at hand is a partial derivative, without loss of generality, assume $f(x) = f(x)$ and $x = x$ are scalar-valued (and also for $w_k = w_k$). Fix $\epsilon > 0$. Then for some $\delta > 0$, we have

$$\left| \frac{d}{dx} f^{(n)}(x) - \frac{f^{(n)}(x + h) - f^{(n)}(x)}{h} \right| < \epsilon \tag{3}$$

for all $h \in [-\delta, \delta] \setminus \{0\}$. Taking $n \to \infty$, we obtain

$$\lim_{n \to \infty} \left| \frac{d}{dx} f^{(n)}(x) - 0 \right| < \epsilon \tag{4}$$

since $f^{(n)} \to w_k$. The arbitrariness of $\epsilon$ concludes the proof.

On the other hand, the inter-class distance maximization is presumed to increase the length of any linear path between the known classes $C_i$ and $C_j$ in the representation space by Assumption 2c. In summary, intra-class distance minimization reduces the projected path length, while the inter-class distance maximization increases the projected path length.

Now, the increasing/decreasing trend of the projected path length due to the metric learning is transferred to the Jacobian norm $\|\frac{df(\gamma(i))}{dt}\|_2$ via the path length equation

$$\text{length}(f \circ \gamma) = \int_0^1 \left\| \frac{df(\gamma(t))}{dt} \right\|_2 \, dt. \tag{5}$$

Accordingly, we expect that intra-class distance minimization minimizes the Jacobian norm over the known class intersecting path. In contrast, inter-class distance maximization increases the Jacobian norm over the open set intersecting path. This description, however, is constrained to the local paths. The following theorem assures that this phenomenon is extendible from the local path to the global region. In other words, the closed-set metric learning minimizes the Jacobian norm over the known classes and increases the Jacobian norm over the open set $\mathcal{O}$.

**Theorem 2.** Let $C_i$, $C_j$, and $C_k$ be different known classes.

(a) Minimizing intra-class distances $D(f(x), w_k)$ for all $x \in C_k$ minimizes $\|\frac{df(x)}{dx}\|_F$ over $C_k$.

(b) Maximizing inter-class distances $D(f(x), f(x'))$ for all $x \in C_i$ and $x' \in C_j$ strictly increases $\int_{\mathcal{O}} \|\frac{df(x)}{dx}\|_F \, dx$.

**Proof.** The intra-class minimization part is proved in the proof of Proposition 1.

For the inter-class maximization part, without loss of generality, redefine $f$ such that $f(x) = 0$ for all $x \in \mathcal{X} \setminus \mathcal{O}$, while to be the same as the original $f$ over $\mathcal{O}$. Now, it suffices to prove the strict increment of $\int_{\mathcal{O}} \|\frac{df(x)}{dx}\|_F \, dx$ with respect to this $f$.

Note that Assumption 2b implies that $\|\frac{df(x)}{dx}\|_2$ as a function of $t$ is non-decreasing with respect to the changing $f$ for any simple smooth path $\gamma$. Hence, $\|\frac{df(x)}{dx}\|_2$ is non-decreasing for any $l = 1, \ldots, d$. We use this property freely in the following.

Since $\text{Vol}(C_i) > 0$ for all known classes $C_i$, for any pair of different known classes $C_i$ and $C_j$, we have a $(d-1)$-dimensional hyperplane $P \subseteq \mathcal{X}$ such that

$$\text{Vol}_{d-1}(\rho(C_i) \cap \rho(C_j)) > 0 \tag{6}$$

where $\text{Vol}_{d-1}$ is the $(d-1)$-dimensional volume, and $\rho(C_i)$ is the projection of $C_i$ to the hyperplane $P$. Since a coordinate change under rotation and translation does not change the volume integral of a function, we assume without loss of generality that

$$e_k \perp P; \tag{7}$$

that is, $e_k$ is perpendicular to $P$ where $e_k$ is the $k$-th standard basis element of $\mathbb{R}^d$.

Now, observe

$$\int_X \left\| \frac{df(x)}{dx} \right\|^2_F \, dx = \sum_{i=1}^d \int_X \left\| \frac{df_i(x)}{dx_i} \right\|^2_2 \, dx. \tag{8}$$

Since $\int_X \left\| \frac{df(x)}{dx} \right\|^2_2$ is non-decreasing for $l \neq k$, it suffices to show that $\int_X \left\| \frac{df(x)}{dx} \right\|^2_2 \, dx$ is strictly increasing. Let $R = \{ \tilde{x}_k \in [-1,1]^{d-1} : x \in \rho(C_i) \cap \rho(C_j) \}$. (9) where $\tilde{x}_k$ denotes $\tilde{x}_k := (x_1, \ldots, x_{k-1}, x_{k+1}, \ldots, x_d)$ that removes the $k$-th element of $x$. Note that

$$\int_X \left\| \frac{df(x)}{dx_k} \right\|^2_2 \, dx = \int_{R} \int_{-1}^{1} \left\| \frac{df(x)}{dx_k} \right\|^2_2 \, dx_k \, d\tilde{x}_k \tag{10}$$

where $d\tilde{x}_k := dx_1 \cdots dx_{k-1} dx_{k+1} \cdots dx_d$. Since the second term on the RHS of the above equation is non-decreasing, we consider the first only, whose inner term

$$\int_{-1}^{1} \left\| \frac{df(x)}{dx_k} \right\|^2_2 \, dx_k. \tag{11}$$

is decomposed into

$$\int_{a}^{b} + \int_{b}^{a} \int_{-1}^{1} \left\| \frac{df(x)}{dx_k} \right\|^2_2 \, dx_k \tag{12}$$
where the scalars $a = a(\hat{x}_k)$ and $b = b(\hat{x}_k)$ are the infimum and supremum of $\{x_k : x \in C_i \cup C_j\}$, respectively, with $\hat{x}_k \in R$. The first and third terms non-decrease, thus ignored. To compute the mid term $\int_{\gamma} \| \frac{\partial f(x)}{\partial x} \|_2^2 dx_k$, consider a path

$$\gamma(t) = (x_1, \ldots, x_{k-1}, a + (b-a)t, x_{k+1}, \ldots, x_d)$$  \hspace{1cm} (13)

that depends on $\hat{x}_k = (x_1, \ldots, x_{k-1}, x_{k+1}, \ldots, x_d) \in R$. Then $\gamma$ is a path from $C_i$ to $C_j$ or the other way, and

$$\int_a^b \left\| \frac{\partial f(x)}{\partial x_k} \right\|^2_2 dx_k = (b-a) \int_a^b \left\| \frac{df}{dt} \gamma(t) \right\|_2^2 dt \hspace{1cm} (14)$$

$$= (b-a) \ell(f \circ \gamma)$$  \hspace{1cm} (15)

where $\ell(f \circ \gamma) = \int_0^1 \| df \gamma(t) \|_2^2 dt$. In summary,

$$\int_\gamma \left\| \frac{\partial f(x)}{\partial x} \right\|^2_2 dx = A(f) + \int_R [b(\hat{x}_k) - a(\hat{x}_k)] \ell(f \circ \gamma) d\hat{x}_k.$$  \hspace{1cm} (16)

Here, the inter-class maximization does not change $R$, $\hat{x}_k$, $\gamma$, $a(\hat{x}_k)$, and $b(\hat{x}_k)$. On the other hand, the inter-class maximization does not decrease the term $A(f)$. Moreover, note that $\gamma \cap O$ is not empty and contains an interval by Assumption 1b. Thus, by Assumption 2c, the inter-class maximization strictly increases the term $\ell(f \circ \gamma)$, thereby strictly increasing the global integral of the Jacobian norm over the open set. This finishes the proof.

The proof of Theorem 2b indicates that the length of the projected path can be accessed from the global integral of the Jacobian norm. Thereby, we find that the strictly increasing trend of Jacobian norm integral is positively correlated to the strictly increasing trend of the projected inter-class path length.

**Corollary 3.** Minimizing the intra-class distances minimizes $\| \frac{\partial f(x)}{\partial x} \|_F$ over $\mathcal{K}$, while maximizing the inter-class distances strictly increases $\int_O \| \frac{\partial f(x)}{\partial x} \|_F dx$.

Now, the integral $\int_O \| \frac{\partial f(x)}{\partial x} \|_F dx$ can be decomposed into

$$\int_O \| \frac{\partial f(x)}{\partial x} \|_F dx = \text{Vol}(\mathcal{S}) \cdot \mathbb{E}_{x \sim \mathcal{S}} \left[ \| \frac{\partial f(x)}{\partial x} \|_F \right]$$  \hspace{1cm} (17)

where $x \sim \mathcal{S}$ is uniformly sampled, and

$$\mathcal{S} := \{ x \in O : \| \frac{\partial f(x)}{\partial x} \|_F > 0 \}$$  \hspace{1cm} (18)

is the support set of the Jacobian norm over the open set $O$. Based on the decomposition, the inter-class distance maximization increases the volume $\text{Vol}(\mathcal{S})$ of the set $\mathcal{S}$ and/or the expected Jacobian norm over $\mathcal{S}$:

**Corollary 4.** Maximizing inter-class distances between $C_i$ and $C_j$ strictly increases

$$\text{Vol}(\mathcal{S}) \text{ and/or } \mathbb{E}_{x \sim \mathcal{S}}[\| \frac{\partial f(x)}{\partial x} \|_F].$$  \hspace{1cm} (19)

Thus, for a model trained by metric learning, the support set $S$ consists of input samples whose representations have relatively high Jacobian norm, while the known class input samples (e.g., CIFAR10 samples) involve representations with the small Jacobian norm. This Jacobian norm difference guarantees the separation between the known class samples and the support set $S$ samples in the representation space. In this respect, the region $S$ of the high Jacobian norm can be regarded as a perceivable unknown class.

Now, we consider a specific real unknown class $\mathcal{U}$ (e.g., SVHN) residing inside the open set. Corollary 4 states that inter-class distance maximization increases the volume of the high Jacobian region $S$. Hence, it can also increase the overlap $S \cap \mathcal{U}$ between the high Jacobian norm region $S$ and the unknown class $\mathcal{U}$, which in turn increases the Jacobian norm of unknown class samples in $\mathcal{U}$. Overall, by metric learning, the model increases the expected Jacobian norm difference between the known and unknown

$$\mathbb{E}_{x \sim \mathcal{U}}[\| \frac{\partial f(x)}{\partial x} \|_F] - \mathbb{E}_{x \sim \mathcal{K}}[\| \frac{\partial f(x)}{\partial x} \|_F].$$  \hspace{1cm} (20)

The increased Jacobian norm difference then separates the known classes from the unknown class in the representation space.

Through the paper, the value given in Eq. (20) is referred to by Jacobian norm difference (between the known and unknown classes). Our derivations show that the Jacobian norm difference is one factor that explains how the closed-set metric learning induces OSR. Our overall understanding of how the Jacobian norm induces the separation is summarized in Fig. 1.

**Remark (Limitation of the Theory on Jacobian Norm).** We highlight that the Jacobian norm characteristic is only one of the many explanatory factors that demystifies how closed-set metric learning derives OSR; our analysis does not fully characterize all connections between closed-set metric learning and OSR. One apparent phenomenon our theory does not explain is that known and unknown representations can be separated in the metric space with having the same Jacobian norm value. Moreover, our theory is limited in characterizing the support set $S$. As the support set does not include the whole part of the open set, there would be some unknown class that is not included in the support. In this case, the Jacobian norm difference indicated in Eq. (20) would not be explanatory.

**IV. EMPIRICAL VERIFICATION OF THE THEORY**

In this section, we empirically verify the theory developed in Sec. III in multiple aspects.

**A. Experiment Setup**

We empirically analyze the relationship between the Jacobian norm difference and the unknown class detection to evidence our theoretical analysis. To this end, we train our proposed model as described in Sec. V and VI, and evaluate over OSR datasets described in Sec. VI. We note that the same trend holds for the model trained with a standard softmax cross entropy loss (as shown in Supplementary A). To compute the degree of separation between known and unknown, we use the detection score provided in Sec. V-A and evaluate the area under the receiver-operating-characteristic curve (AUC) metric [24]. The discriminative (cluster) quality of known class representations is measured in Davies-Bouldin Index (DBI)
B. Empirical Observations

Jacobian norm before and after training. Fig. 2 demonstrate that the gradient norm separates the representations only after training. Fig. 3 displays the gradient norm over the linearly interpolated data samples $x_t$ for $t \in [0, 1]$ between two different class samples $x_i \in C_i$ and $x_j \in C_j$. It shows that the interpolated samples inside the open region have a larger gradient norm than those in the known classes. These empirical observations support our theory. In practice, however, inter/intra-class distance optimizations conflict; thus, the overall gradient norm increases for both the known and unknown. Nonetheless, the gradient norm is relatively higher over the unknown class than the known, evidencing our theory.

The dynamics of the Jacobian norm during training. Fig. 4 shows the dynamics of different quantities during training. The intra/inter-class distance optimization increases the quality of cluster separation measured by DBI. Accordingly, the linear projected path length between different known classes in the representation space increases (Fig. 4b). As a result, the model increases both the Jacobian norm difference (Fig. 4c) and the degree of separation between known and unknown classes (Fig. 4d) as claimed by the theory.

Although the global trend has a simple correspondence between these metrics, a more careful look at the graphs of Fig. 4 shows that the metrics involve different phases during training. Specifically, the intra/inter ratio is stable at the early stage of training. On the other hand, the inter-class distance is still increasing even at a later stage. The Jacobian norm difference rises more gradually, and the rate of increase becomes large at the last stage. The separation between the known and unknown also increases largely at the early stage but continues to improve even later in training. These observations show that the known and unknown class representations are separated as the model makes their Jacobian norm different. Still, the Jacobian norm is not the only factor contributing to their separation.

The correlation between Jacobian norm and discriminative metrics. For each dataset, we measure the following three metrics during different training iterations: the discriminatory quality of known class representations (DBI), the unknown class detection performance (AUC), and the averaged Jacobian norm difference between known and unknown classes.

Fig. 5(1st row) shows that the degree of separation between the known and unknown strongly correlates to the Jacobian norm difference. This observation evidences our theoretical claim that the closed-set metric learning separates the unknown by increasing their Jacobian norm difference during training. There is, however, nonlinearity between these two metrics, showing that the Jacobian norm difference is not the only factor contributing to the separation of unknown class representation.

Fig. 5(2nd row) shows a similar correlation trend between the intra/inter-class distance ratio (DBI) and the Jacobian norm difference. However, the nonlinearity between them is severe. The plot indicates that the Jacobian norm difference abruptly increases at a later stage of training where the intra/inter ratio is already small and stable.

The relation between the Jacobian norm difference and the number of discriminative classes. Theorem 2 states that the inter-class distance maximization between a single pair of inter classes $(C_i, C_j)$ can cause to increase in the Jacobian norm difference. Therefore, we hypothesize that a larger number of inter-class pairs would improve the Jacobian norm difference, contributing to better separation between known and unknown classes.
Several metrics are measured while a discriminative model (ours) is trained. (a) The discriminative quality of known class representations is measured in DBI. (b) The averaged inter-class distances between known classes. (c) The Jacobian norm difference between the known and unknown classes. (d) The degree of separation between known and unknown class representations. All metrics are improved as the discriminative model learns.

We measure the detection performance (in AUC), the discriminative quality of known classes (in DBI), and the averaged Jacobian norm difference for a single model during different training iterations, indicating a strong correlation between these metrics.

Increasing the number $K$ of known classes increases the Jacobian norm difference between the known and unknown classes.

The correlation between sample-wise losses and the Jacobian norm of the corresponding representations.

class representations. The results are given in Fig. 6 vindicate the consistency of the hypothesis by showing that the Jacobian norm difference becomes larger with a larger number $K$ of known classes.

V. Method

We develop a method that can effectively improve OSR performance based on our theoretical analysis as a guiding principle. Our method consists of a detection score, a training loss, and subsidiary techniques beneficial for OSR.

A. Unknown Class Detection by the Model Loss

The analysis in Sec. III indicates that the known and unknown classes are distinguished by their Jacobian norm difference. Hence, one may consider the usage of the Jacobian norm $S_J(x) := \left\| \frac{\partial f}{\partial x} (x) \right\|_2$ for unknown class detection score. However, computing the Jacobian norm score $S_J(x)$ is extremely expensive for high-dimensional data such as images. The Jacobian norm may not capture other factors that separate the unknown class representations. In the latter case, the score function does not detect unknown class samples effectively.

Instead of the Jacobian norm, we may consider the fundamental factor that causes the Jacobian norm difference between
the known and unknown classes, namely, the metric-learning loss function $L(x)$. According to the analysis given in Sec. III, the (minimization of) metric-learning loss function induces the difference between the Jacobian norm of the known class representation and that of the unknown. In this context, our theoretical principle can be comprehensively summarized as

\[
L(x) \text{ decreases} \quad \implies \mathbb{E}_{x_u \sim \mathcal{D}_u} \left[ \left\| \frac{\partial f}{\partial x_u} (x_u) \right\|_2 - \left\| \frac{\partial f}{\partial x_u} (x) \right\|_2 \right] \text{ increases} \quad (21)
\]

where $L(x)$ is a sample-wise metric-learning loss function. Due to Eq. (21), the sample-wise loss will be low over the low Jacobian norm region, and the loss will be high over the high Jacobian norm region. Hence, the metric-learning loss function captures the Jacobian norm difference between the known and unknown.

In addition, the standard metric learning loss quantifies the distance between a query sample and the known classes. Thus, the loss function can capture not only the Jacobian norm values. This observation suggests that the loss function captures multiple factors that separate the known and unknown classes. Hence, the sample-wise loss is more suitable than the unknown class detection score.

$$S(x) := L(x) := L(x, p). \quad (22)$$

Note that the conventional metric loss requires labels $y$ during its computation. In the inference stage, where no label is provided, we use a pseudo label $p$ instead.

We empirically observe that the loss function positively correlates to the Jacobian norm, as shown in Fig. 7. In addition, Fig. 7 indicates that the known and unknown are better separated in terms of the sample-wise loss values rather than in the Jacobian norm values. This observation suggests that the loss function captures multiple factors that separate the unknown class representations. Hence, the sample-wise loss is more suitable than the unknown class detection score.

### B. Metric-Learning Loss: marginal One-vs-Rest Loss (m-OvR)

Our analysis indicates that stronger inter-class separation can induce larger Jacobian norm differences and, therefore, better segregation of the unknown class. Thus, for more effective inter-class separation, we adopt representation normalization [26] and one-vs-rest metric learning scheme. Particularly, we unit-normalize the representation vector $f(x) = \hat{f}(x)/\|\hat{f}(x)\|_2$ and similarly the class prototypes. Our training loss function, on the other hand, is given by

\[
L(x, y) = - \sum_{k=1}^{K} 1\{y = k\} \log p(k|x) + 1\{y = k\} \log (1 - p(k|x)) \quad (23)
\]

where $(x, y)$ is a labeled sample, and $1\{\cdot\}$ is an indicator function. The class probability $p(k|x)$ is given by $\sigma(T s_k)$ where $\sigma$ is the sigmoid activation, $s_k$ is the similarity between the representation $f(x)$ and the $k$-th class proxy prototype $w_k$, and $T$ is a scale term to calibrate the sigmoid probability.

During training, the bare minimization of the loss in Eq. (23) involves a harmful behavior: particularly, minimizing the loss in Eq. (23) collapses the inter-class prototypes as observed by below proposition:

**Proposition 5.** The minimum OvR loss collapses all prototypes $w_k = w_{apk}$ except $w_y$.\hfill $\square$

This inter-class collapse misaligns the data representations and corresponding class prototypes. Due to this misalignment, the prototype-based similarity $s_k$ and the model loss function incorrectly capture the class separation in the representation space, thereby degrading the performance of the loss-based unknown class detector.

We mitigate this situation by inserting a margin in the similarity computation; namely, during the training of the OvR metric-learning loss, the similarity is computed by

\[
s_k = \cos(\arccos(w_k \cdot f(x)) + m) \quad (24)
\]

where $m > 0$ is the margin. The margin ensures an angular gap of degree $2m$ between inter-class prototypes, thus preventing their collapse:

**Proposition 6.** For the nonzero margin $m > 0$, however, the angle gap can be assured between different prototypes $L(w_{k1}, w_{k2}) \geq 2m$.

We term the OvR loss computed with the margin by marginal-OvR (m-OvR). The effectiveness of margin insertion is verified in the ablation study (Table III). Furthermore, the proposed m-OvR induces strong inter-class separation (below remark) than the standard cross-entropy loss and improves the Jacobian norm difference and unknown class detection performance accordingly.

**Remark** (Robust Inter-Class Separation by m-OvR). Here, we explain why the m-OvR loss induces stronger inter-class separation than the standard softmax cross entropy (SCE) loss. To see this, observe the gradient of SCE loss

\[
\frac{\partial L_{\text{SCE}}}{\partial \theta} = -c \sum_{j \neq y} e^{s_j - s_y} \frac{\partial s_y}{\partial \theta} + c \sum_{k \neq y} e^{s_k - s_y} \frac{\partial s_k}{\partial \theta} \quad (25)
\]

where $L_{\text{SCE}} = \log(1 + \sum_{k \neq y} e^{s_k - s_y}) + c (1 + \sum_{j \neq y} e^{s_j - s_y})^{-1}$. Due to the entanglement of $s_y$ and $s_k$ in the exponent, learning can stop (by vanishing gradient) without properly maximizing inter-class separation $-s_k$.\hfill $\square$
On the other hand, the inter-class similarity \( s_k \) is \textit{(linearly) decoupled} from the intra-class similarity \( s_y \) in the gradient of the m-OvR loss as their corresponding exponents are linearly disentangled. Thus, inter-class distance is maximized independently from the intra-class similarity and hence more effectively. As a result, the m-OvR loss produces better inter-class separation (Fig. 8).

The empirical observations given in Fig. 8 indicate the effectiveness of m-OvR compared to the softmax cross entropy (SCE) loss in terms of Jacobian norm difference, discriminative quality of known class representations, and the unknown class detection performance based on the detector in Sec. V-A.

C. Subsidiary Techniques to Improve OSR

Using the Jacobian norm principle from Sec. III, we explain how the standard techniques (weight decay, auxiliary self-supervision, and data augmentation) improve the separation between known and unknown class representations, thereby improving the OSR performance. Our final model is combined with these techniques.

Data Augmentation. The training data is usually limited. Hence, directly applying metric learning to the raw data without augmentation results in suboptimal inter-class separation and intra-class compactness. The Jacobian norm difference between known and unknown class representations would be negligible in this case. Applying data augmentation resolves this issue by expanding the training set size based on the prior human knowledge of the data. Furthermore, the improved Jacobian norm difference by data augmentation enhances the unknown class detection (Fig. 9).

Weight Decay. Based on [27], the embedding similarity \( s_k \) is optimized based on the gradient

\[
\frac{\partial s_k}{\partial \hat{f}} = (w_k - s_k f) \cdot \| \hat{f} \|_2^{-1}.
\]

Thus, the small norm \( \| \hat{f} \|_2 \) of the (unnormalized) representation can incite stronger inter-class separation. The weight decay decreases this norm by decreasing the values of the network parameters in \( f \) [28]. Based on our theory, the enhanced inter-class separation results in higher Jacobian norm values of the unknown class representation, resulting in better separation between the known and unknown in the representation space. The experimental results in Fig. 10 precisely verify this theoretical observation.

Auxiliary Self-Supervision. To improve the unknown class detection performance, several works [29], [30] employ an auxiliary supervision task to predict the degree of rotation (either 0, 90, 180, or 270) on the rotated images. This extra discriminative task poses additional inter-class separation learning on the model. Based on our observations in Sec. III and IV and Fig. 6, posing additional inter-class separation increases the Jacobian norm of the unknown, thereby improving the separation between the known and unknown class representations (Fig. 11). We note, however, that the auxiliary self-supervision should be accompanied with care; predicting rotation in a standard manner may collapse the original class prototypes \( w_k \) as the rotation prediction head regards the original classes as a single 0-degree class. Hence, we add the auxiliary self-supervision loss \( L_{self} \) with a small coefficient \( \lambda_{self} = 0.1 \).

Our final metric-learning objective is to minimize the combined loss \( L + \lambda_{self} L_{self} \) with data augmentation and weight decay.

VI. Experiments for Comparison

The experiment section is outlined as follows: (1) We compare our method with other baseline OSR models for the unknown class detection task under two different widely-used protocols, Protocol A [13] and Protocol B [31]. (2) We conduct a careful ablation study of our method, analyzing each component in terms of the unknown class detection performance and the Jacobian norm. (3) We visualize and analyze the Jacobian norm of representation with respect to the metric distances in the representation space. To this end, we compare our proposed model with a baseline model trained with the bare SCE loss.

Our proposed model is trained with the m-OvR loss in all experiments below. Unless specified, we always include weight decay, data augmentation, and auxiliary self-supervision in our model. The default model hyperparameters are as follows: the scale term \( T = 32 \), margin \( m = 0.5 \), the
### Table I

Unknown class detection performance (in AUC) and closed-set accuracy (ACC) for OSR where the unknown class is derived from the same distribution. The results are the averages from 5 random splits. * indicates that the values are taken from the references. ’Arch.’ denotes the backbone network used.

| Method       | Arch.       | CIFAR10 ACC | CIFAR10+ ACC | CIFAR50+ ACC | SVHN ACC | TinyImageNet ACC |
|--------------|-------------|-------------|--------------|--------------|---------|-----------------|
| Weak Data Augmentation: |             |             |              |              |         |                 |
| SCE* [13]    | VGG         | 67.7        | 81.6         | 80.5         | 88.6    | 57.7            |
| OpenMax* [15] | VGG         | 90.1        | 81.7         | 79.6         | 94.7    | 89.4            |
| RPL* [17]    | VGG         | 82.7        | 84.2         | 83.2         | 93.4    | 68.8            |
| CPN* [19]    | VGG         | 82.9        | 88.1         | 87.9         | 96.4    | 92.7            |
| PROSER* [20] | VGG         | 92.6        | 89.3         | 95.3         | 96.4    | 94.3            |
| Ours (combined) WRN | 96.4 | 90.9 | 96.3 | 96.0 | 97.4 | 97.5 |

| Strong Data Augmentation: |             |             |              |              |         |                 |
| SCE          | WRN         | 92.1        | 76.5         | 94.0         | 84.7    | 83.8            |
| N-SCE        | WRN         | 93.7        | 76.8         | 93.7         | 85.3    | 93.7            |
| DOC          | WRN         | 91.6        | 78.0         | 93.9         | 88.2    | 93.9            |
| RPL          | WRN         | 94.7        | 82.0         | 95.9         | 91.1    | 96.1            |
| CPN          | WRN         | 91.2        | 76.2         | 93.7         | 84.6    | 93.7            |
| Ours (combined) WRN | 97.0 | 89.0 | 97.7 | 97.6 | 96.0 | 98.0 |

| Strong Data Augmentation - RandAug (Hyperparameter sensitive): |             |             |              |              |         |                 |
| SCE* [14]    | VGG         | 91.0        | 95.4         | 93.9         | 84.7    | 93.7            |

| Strong Data Augmentation - Flip/Crop/Color Jitter (Standard Hyperparameter): |             |             |              |              |         |                 |
| SCE         | ResNet-18   | 96.3        | 91.4         | 97.4         | 96.0    | 97.4            |
| m-OvR       | ResNet-18   | 96.0        | 92.1         | 97.3         | 97.3    | 95.8            |

### Table II

OSR performance under macro-averaged F1-score. * indicates that the values are taken from the references. ’Arch.’ states the backbone network used. The weight decay is applied in default.

| Method       | Arch.       | Param. | ImageNet-crop | ImageNet-resize | LSUN-crop | LSUN-resize | Avg. |
|--------------|-------------|--------|---------------|-----------------|-----------|-------------|------|
| SCE* [31]    | VGG         | 1.1M   | 63.9          | 65.3            | 64.2      | 66.7        | 64.5 |
| OpenMax* [31]VGG | 1.1M       | 66.0   | 68.4          | 65.7            | 66.8      | 66.7        | 66.7 |
| PROSER* [32]VGG | 1.1M       | 72.1   | 73.5          | 72.0            | 74.9      | 73.1        | 73.1 |
| PROSER* [20]VGG | 1.1M       | 75.7   | 79.2          | 75.1            | 80.5      | 77.6        | 77.6 |
| Ours         | VGG         | 1.1M   | 84.9          | 82.4            | 85.6      | 84.9        | 86.5 |

### A. Performance Comparison - Protocol A

**Datasets-Protocol A.** In this protocol [13], we use five different OSR datasets to compare different OSR methods in terms of the closed-set classification accuracy and unknown class detection performance.

| Method       | Arch.       | CIFAR10 ACC | CIFAR10+ ACC | CIFAR50+ ACC | SVHN ACC | TinyImageNet ACC |
|--------------|-------------|-------------|--------------|--------------|---------|-----------------|
| Weak Data Augmentation: |             |             |              |              |         |                 |
| SCE* [13]    | VGG         | 67.7        | 81.6         | 80.5         | 88.6    | 57.7            |
| OpenMax* [15] | VGG         | 90.1        | 81.7         | 79.6         | 94.7    | 89.4            |
| RPL* [17]    | VGG         | 82.7        | 84.2         | 83.2         | 93.4    | 68.8            |
| CPN* [19]    | VGG         | 82.9        | 88.1         | 87.9         | 96.4    | 92.7            |
| PROSER* [20] | VGG         | 92.6        | 89.3         | 95.3         | 96.4    | 94.3            |
| Ours (combined) WRN | 96.4 | 90.9 | 96.3 | 96.0 | 97.4 | 97.5 |

| Strong Data Augmentation: |             |             |              |              |         |                 |
| SCE          | WRN         | 92.1        | 76.5         | 94.0         | 84.7    | 83.8            |
| N-SCE        | WRN         | 93.7        | 76.8         | 93.7         | 85.3    | 93.7            |
| DOC          | WRN         | 91.6        | 78.0         | 93.9         | 88.2    | 93.9            |
| RPL          | WRN         | 94.7        | 82.0         | 95.9         | 91.1    | 96.1            |
| CPN          | WRN         | 91.2        | 76.2         | 93.7         | 84.6    | 93.7            |
| Ours (combined) WRN | 97.0 | 89.0 | 97.7 | 97.6 | 96.0 | 98.0 |

 Auxiliary self-supervision coefficient 0.1, and the weight decay 1e−3.

We consider three backbones to extract the representation: WRN-16-4 [33], VGG [13], and ResNet-18. For WRN-16-4 and VGG, our model is trained by SGD with 20k training iterations unless specified otherwise. Its learning rate is regulated under a cosine scheduler, initiating from 0.1 and decaying to 1e−5. The batch size is 128. In the case of the ResNet-18 backbone, on the other hand, the model is trained for 200 epochs under the SGD optimizer with a momentum of 0.9 and a learning rate of 0.06 that decays to 0 by the cosine learning scheduler.

In all experiments, the model is trained only with known classes so that the model never sees any unknown class sample during training.

**A. Performance Comparison - Protocol A**

**Datasets-Protocol A.** In this protocol [13], we use five different OSR datasets to compare different OSR methods in terms of the closed-set classification accuracy and unknown class detection performance.

Our method is evaluated for unknown class detection performance (AUC) and closed-set accuracy (ACC). The protocol used in [13] is adopted with the following benchmark datasets:

- CIFAR10 and SVHN: Among the total ten classes, $K=6$ classes are chosen as the known ones, regarding the rest as a single unknown class. CIFAR10 [34] consists of generic object images while SVHN [35] of street view numbers.
- CIFAR10+ and CIFAR50+: To make CIFAR10 more challenging, CIFAR10+ and CIFAR50+ are considered, in which $K=4$ known classes are selected from CIFAR10 while 10 (or 50) classes from CIFAR100 [34] constitute a single unknown class.
- TinyImageNet: In TinyImageNet (TIN) [36] with more diverse categories, $K=20$ classes constitutes the known, while the other 180 remaining ones form a single unknown class.

**Results-Protocol A.** The comparison results are given in Table I. We note that we trained our model for 100k iterations for CIFAR10 in the case of weak data augmentation, as it required longer training. Here, weak data augmentation...
TABLE III
ABLATION OF OUR PROPOSED MODEL BY ANALYZING ITS TRAINING COMPONENTS: THE m-OvR LOSS, UNIT-NORMALIZATION (N) OF REPRESENTATIONS, THE MARGIN m in THE SIMILARITY COMPUTATION, WEIGHT DECY (W), DATA AUGMENTATION (A), AND AUXILIARY SELF-SUPERVISION (S). MODELS ARE EVALUATED FOR UNKNOWN CLASS DETECTION PERFORMANCE (AUC) IN THE PROTOCOL [13]. SCE SUBSTITUTES IN THE ABSENCE OF m-OvR.

| Model | OvR | N | m | W | A | S | CIFAR10 | CIFAR10+ | CIFAR50+ | SVHN | TIN | Avg |
|-------|-----|---|---|---|---|---|---------|----------|----------|------|-----|-----|
| Baseline | ✗ | ✗ | ✗ | ✗ | ✗ | ✗ | 76.3±2.3 | 84.7±1.2 | 83.9±1.2 | 91.1±1.3 | 66.1±2.1 | 80.6±1.7 |
| m-OvR | ✗ | ✗ | ✗ | ✗ | ✗ | ✗ | 79.3±2.5 | 90.1±0.4 | 89.8±0.4 | 93.8±1.5 | 66.2±2.0 | 83.9±1.4 |
| one out | ✗ | ✗ | ✗ | ✗ | ✗ | ✗ | 82.0±1.9 | 90.2±0.6 | 89.3±1.0 | 94.2±1.9 | 68.3±2.3 | 87.2±2.5 |
| d | ✗ | ✗ | ✗ | ✗ | ✗ | ✗ | 83.9±3.0 | 92.9±0.3 | 91.7±0.3 | 95.6±0.8 | 75.0±2.5 | 87.8±1.4 |
| e | ✗ | ✗ | ✗ | ✗ | ✗ | ✗ | 79.2±3.7 | 95.7±0.2 | 94.5±0.3 | 95.5±1.1 | 66.1±1.8 | 86.2±1.4 |
| f | ✗ | ✗ | ✗ | ✗ | ✗ | ✗ | 81.7±2.0 | 92.2±0.8 | 90.6±0.7 | 91.3±3.6 | 65.6±2.1 | 83.4±1.8 |
| w/o A ∨ S | ✗ | ✗ | ✗ | ✗ | ✗ | ✗ | 87.0±2.6 | 87.7±0.9 | 87.1±0.6 | 94.4±1.2 | 80.1±2.6 | 84.3±1.0 |
| g | ✗ | ✗ | ✗ | ✗ | ✗ | ✗ | 79.9±2.6 | 86.8±0.3 | 85.0±0.5 | 92.7±1.1 | 67.3±2.4 | 82.3±1.4 |
| h | ✗ | ✗ | ✗ | ✗ | ✗ | ✗ | 80.3±3.2 | 89.6±0.4 | 88.6±0.5 | 92.8±1.9 | 68.9±2.3 | 84.0±1.7 |
| l | ✗ | ✗ | ✗ | ✗ | ✗ | ✗ | 84.6±2.5 | 95.6±0.4 | 94.6±0.5 | 96.6±0.3 | 76.8±1.9 | 89.6±1.1 |
| on m | ✗ | ✗ | ✗ | ✗ | ✗ | ✗ | 88.0±2.4 | 92.3±0.4 | 92.4±0.3 | 95.8±1.2 | 76.0±1.8 | 88.8±1.2 |

Fig. 12. The plot of Jacobian norm difference versus the unknown class detection performance (AUC). Each point corresponds to a distinct model trained over a different known set, following the protocol of [13]. Different colors indicate different methods. The plot shows the positive correlation, and the all combined model has the largest Jacobian norm difference.

refers to the standard image data augmentation technique that consists of image flipping and translation. In the weak data augmentation, our proposed model outperforms other baselines in both closed-set accuracy and unknown class detection performance, regardless of its embedding backbone architecture. Here, N-SCE indicates the SCE model with unit-normalized representation. Unlike OpenMax and PROSER, our proposed model does not require post-training [15] nor generated unknown class [20].

Recently, a strong SCE baseline has been found by [14], which shows that the baseline SCE is as effective as the state-of-the-art when accompanied by strong data augmentation, a powerful optimizer, and a carefully selected learning rate scheduler. Inspired by [14], we applied strong data augmentation with our proposed loss. In this case, we do not apply auxiliary self-supervision. To compare fairly, we only vary the loss function from SCE to m-OvR, and everything else remains the same. The strong data augmentation we applied includes color jittering, image crop, and image flip. Note that we did not utilize the RandAug as it was difficult to reproduce, possibly due to the hyperparameter sensitivity of RandAug. The results indicate that the m-OvR loss is more effective than SCE.

B. Performance Comparison - Protocol B

Datasets Protocol B. In this experiment, the model is trained over K known classes and classifies K + 1 where the K + 1-th class is the unknown class. The protocol given in [31] is adopted. For benchmarking, we use CIFAR10 classes as the known with K = 10. The unknown class is either ImageNet [37] or LSUN [38] that comprises scenery images. They are resized or cropped, constituting ImageNet-crop, ImageNet-resize, LSUN-crop, or LSUN-resize. Following the convention given in [20], [31], we choose the threshold r for the inference score in Sec. V-A so that 10% of the validation set is detected as unknown class samples. The performance is evaluated using macro-averaged F1-score [39].

Results Protocol B. The result in Table II shows that our proposed method outperforms all other baselines in the average performance. Under the WRN-16-4 architecture, m-OvR shows superiority over SCE, significantly more effective than SCE when applied with augmentation (A) and self-supervision (S). This is mainly due to the large Jacobian norm difference derived from the highly discriminative representations of the m-OvR (as observed in Fig. 8) triggers a strong separation between the known and unknown class representations.

C. Ablation Study

Ablation on Training Components. Each component in our model is more carefully evaluated in this experiment. The second block in the row shows that the m-OvR loss outperforms the SCE loss by a large margin, even when there is no data augmentation (A), weight decay (W), and self-supervision (S). The representation embedding normalization (N) improves the performance by preventing trivial increase of the Jacobian norm. The third block in a row ('one out') of Table III along with the model-i compares each component by removing one of them out, verifying the effectiveness of each in the entire model. When the standard data augmentation is available (i.e. the fifth block), m-OvR effectively utilizes the data, thus
We analyze the hyperparameters of our overall model. Fig. 14 shows that the unknown class detection performance is robust for a sufficiently large scale term $T$, and the margin $m$ should not be too large.

On the other hand, if the weight decay coefficient $\lambda_{wd}$ is overly large, then it collapses the embedding to a constant (i.e., zero vector). At the same time, overly small $\lambda_{wd}$ has no impact as a regularizer. Finally, we remark that selecting a proper coefficient for the weight decay is not tricky by observing the train loss dynamic during the early stage.

As already remarked in Sec. V-C, the rotation-based self-supervision auxiliary loss contributes positively only when its coefficient $\lambda_{self}$ is small (i.e., smaller than 1). The unknown class detection performance is robust for the small values of $\lambda_{self}$.

### D. Visual Analysis of the Jacobian Norm of Representation

In the 2-dimensional visualization of Fig. 13 obtained by applying t-SNE on the embedding representations of data samples, the known classes exhibit small Jacobian norm values while the unknown samples have larger Jacobian norm values. Moreover, the degree of distance-wise separation becomes high when the Jacobian norm contrast between the known and unknown classes is more vivid.

### VII. Conclusion

In this work, we exhibited the Jacobian norm of representation embedding as one of the explanatory factors that disclose how closed-set metric learning entails OSR. In particular, the intra/inter-distance optimization lowers the Jacobian norm over the known classes while increasing the norm on the unknown class samples. In turn, the contrast in the Jacobian norm causes the separation of the known from the unknown in the representation space. Taking our theory as a guiding principle, we have developed a method that can effectively improve OSR by combining several techniques that are shown to enhance the Jacobian norm difference.
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**Supplementary**

**APPENDIX**

**A. Jacobian Norm Analysis of the Softmax Cross Entropy Model**

The results given in 15 show that the Jacobian norm trend that we observed in the main sections holds the same way for the softmax cross entropy models.

**B. Other Proofs**

**Propositions 5 and 6.** With the optimal prototypes \( \{w_k\}_{k=1}^{K} \) for a single sample representation \( f(x) \) paired with label \( y \), we have the collapse \( w_k = -w_y \) for all \( k \neq y \) if \( m_n = 0 \), while \( \angle (w_k, -w_y) \geq m_n \) with \( k \neq y \) if \( 0 < m_n < \pi/2 \).

**Proof of Propositions 5 and 6.** For the optimal prototypes \( \{w_k\}_{k=1}^{K} \), we have \( s_y = \max_{w_y} s_y \) and \( s_k = -1 \). Regardless of whether \( m_n > 0 \) or not, we have \( f(x) = w_y \). For the negative pair, if \( m_n = 0 \), then \( f(x) = w_k \), and hence \( -w_y = w_k \) for all \( k \neq y \). If \( m_n > 0 \), then \( s_k = -1 \) when the angle between \( w_k \) and \( f(x) \) is \( \pi - m_n \), implying that \( \angle (w_k, -w_y) = \angle (w_k, -f(x)) = m_n \), finishing the proof.

---

Fig. 15. Several metrics measured while different discriminative models are begin trained. (a) SCE without data augmentation, (b) SCE with data augmentation, (c) SCE with normalized embedding but without data augmentation, (d) SCE with normalized embedding and data augmentation.