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Abstract: With the development of unmanned combat air vehicles (UCAVs) and artificial intelligence (AI), within visual range (WVR) air combat confrontations utilizing intelligent UCAVs are expected to be widely used in future air combats. As controlling highly dynamic and uncertain WVR air combats from the ground stations of the UCAV is not feasible, it is necessary to develop an algorithm that can generate highly intelligent air combat strategies in order to enable UCAV to independently complete air combat missions. In this paper, a 1-vs.-1 WVR air combat strategy generation algorithm is proposed using the multi-agent deep deterministic policy gradient (MADDPG). A 1-vs.-1 WVR air combat is modeled as a two-player zero-sum Markov game (ZSMG). A method for predicting the position of the target is introduced into the model in order to enable the UCAV to predict the target’s actions and position. Moreover, to ensure that the UCAV is not limited by the constraints of the basic fighter maneuver (BFM) library, the action space is considered to be a continuous one. At the same time, a potential-based reward shaping method is proposed in order to improve the efficiency of the air combat strategy generation algorithm. Finally, the efficiency of the air combat strategy generation algorithm and the intelligence level of the resulting strategy is verified through simulation experiments. The results show that an air combat strategy using target position prediction is superior to the one that does not use target position prediction.
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1. Introduction

With the development of unmanned combat air vehicles (UCAVs), the role of UCAVs is becoming increasingly significant in the field of combat [1]. UCAVs have high efficiency and can perform large overload maneuvers that are otherwise difficult to achieve with manned combat aircrafts. Therefore, it can be predicted that UCAVs will become the main protagonists of future air combats. Most UCAVs are too small to be equipped with medium-range air-to-air missiles (MRAMs). Therefore, within visual range (WVR) air combats are likely to become the main air combat scene of UCAVs [2]. The UCAV air combat scenario studied in this article is a 1-vs.-1 WVR UCAV air combat scenario using guns. Existing UCAVs can only complete simple military tasks, such as autonomously or semi-autonomously detecting, tracking, and striking ground targets. An example of a UCAV is the RQ-4 “Global Hawk” strategic unmanned reconnaissance aircraft. Although military UCAVs can already perform reconnaissance and ground attack missions, most of these missions rely on the manual decision-making of UCAV ground stations, which
operate in the man-in-the-loop control mode. Furthermore, using UCAV ground stations to control UCAVs renders them vulnerable to bad weather conditions and electromagnetic interference, both of which can be problematic in real-time air combat situations. Therefore, it is crucial for UCAVs to be able to make control decisions automatically based on the air combat situations it faces; UCAV autonomous air combat is therefore an important research topic in the field of UAV intelligence.

Owing to the rapidly changing battlefield environments, making autonomous maneuver decisions during air combats is challenging. For example, if one UCAV tracks another UCAV that is steady, and then, if tracked UCAV suddenly slows down, the tracking UCAV may overshoot; this will lead to a sudden change in the air combat situation. Therefore, autonomous maneuver decisions need to be based on mathematical optimization, artificial intelligence, and other technical methods in order to ensure the automatic generation of maneuver strategies in various air combat situations [3].

Since the early 1960s, a lot of research has been conducted on autonomous air combat, and some key research results have been achieved. At present, several methods have been proposed to enable autonomous maneuver decision-making during air combats, and these methods can be roughly divided into the following three categories: basic fighter maneuvers (BFMs)-based methods using library and game theory, optimization-based methods, and artificial intelligence-based methods. First, typical research based on the basic fighter maneuvers (BFMs) using library and game theory are introduced. In [4], the first systematic study was conducted and a summary of the establishment of BFM expert systems was presented. The design of the maneuver library, control applications, and maneuver recognition based on the BFM expert system were proposed, and various problems that were encountered during maneuver decision-making based on the action library were elaborated in [5,6]. Based on a combination of the BFM library, target prediction, and impact point calculations, an autonomous aerial combat framework for two-on-two engagements was proposed in [7].

Air combat maneuvering methods that are based on the optimization theory include the dynamic programming algorithm [8], intelligence optimization algorithm [9], statistical theory [10] and so on. In [8], approximate dynamic programming (ADP), a real-time autonomous one-to-one air combat method was studied, and the results were tested in real-time indoor autonomous vehicle test environments (RAVEN). ADP differs from classical dynamic programming in that it constructs a continuous function to approximate future returns. ADP does not need to perform future reward calculations for each discrete state, therefore, its real-time performance is reliable. In [11], particle swarm optimization, ant colony optimization, and game theory were applied in a cooperative air combat framework, and the results were compared.

Artificial intelligence methods mainly include the use of neural network methods [12,13] and reinforcement learning methods [3,14–16]. Air combat maneuvering decisions based on artificial neural networks are extremely robust and they can be learned from a large number of air combat samples. However, air combat samples comprise multiple sets of time series as well as the results of air combats. Owing to confidentiality, air combat samples are difficult to obtain, and the label of such samples are extremely sparse. Furthermore, manual work required to label samples at every sampling moment. Therefore, the method of generating air combat maneuvering strategy based on neural networks has the problem of insufficient samples. Owing to the aforementioned limitations, air combat maneuvering decisions that are based on reinforcement learning are now garnering significant attention. This is because, with this learning method, the sample insufficiency problem, which exists in the case of supervised learning, can be avoided. In [3], an algorithm that is based on a deep Q-network and a new training method were proposed to reduce training time and simultaneously obtain sub-optimal but effective training results. A discrete action space was used, and the air combat maneuvering decisions of an enemy UCAV were considered.
Single-agent reinforcement learning has been successfully applied in video games, board games, self-driving cars, etc. [17]. However, UCAV 1-vs.-1 WVR air combats happen in unstable environments, and the Markov decision process (MDP) is not suitable for modelling them. In most articles [3,6,8], the authors will assume an air combat strategy of the enemy, so that an unstable environment model can be converted into a stable environment model. An air combat strategy obtained using a stable environmental model is therefore of little significance, as the obtained policy may only be effective against the assumed air combat strategy of the enemy and, therefore, it may be invalid or not optimal for other enemy air combat strategies. At the same time, UCAV 1-vs.-1 WVR air combat has high real-time and high confrontation characteristics, so, it is critical to accurately predict the maneuvers and intentions of the other party’s UCAV. In the vast majority of articles, the author only uses the current UCAV motion state as the state space for reinforcement learning, which makes it difficult for a trained UCAV air combat strategy to learn predicted target maneuvering and intentional air combat decisions. This means that an air combat strategy will not consist of the intelligent behavior necessary to be in the dominant position in advance. In order to solve the above mentioned problems, we propose a UCAV 1-vs.-1 WVR air combat strategy generation method that is based on a multi-agent reinforcement learning method with the inclusion of a target maneuver prediction in this article.

The main novelties of this paper are summarized below:

1. We formulate the UCAV 1-vs.-1 WVR air combat as a two-player zero-sum Markov game (ZSMG).
2. We propose a UCAV 1-vs.-1 WVR air combat strategy generation algorithm based on multi-agent deep deterministic policy gradient (MADDPG).
3. The future maneuvering states of the target UCAV are introduced into the state space.
4. Introducing potential-based reward shaping method to improve the efficiency of maneuver strategy generation algorithm of UCAV.

2. Preliminary

2.1. Zero-Sum Markov Games

This paper uses two-player ZSMG theory [18] as a modeling framework for UCAV 1-vs.-1 WVR air combat missions. The formal definition of a Markov game (MG) is briefly introduced in the following section.

MG is an extension of MDP, which uses elements of game theory to allow multiple agents to compete with each other in model systems that accomplish specified tasks. In other words, an MG with a set of $k$ agents is defined, as follows:

1. $S$: environment states.
2. $A_1...A_k$: the action spaces of $k$ agents. The action space of the $i$th agent is $A_i$, $1 \leq i \leq k$.
3. $T$: a state transition function, which is determined by the current state and the next actions of all the agents. If the environment is stochastic, its function relationship can be expressed as follows:

   $$T : S \times S \times A_1 \times ... \times A_k \rightarrow [0, 1] \quad (1)$$

4. $R_1...R_k$: the reward functions of $k$ agents. For the $i$th agent ($1 \leq i \leq k$), the function relationship can be given, as follows:

   $$R_i : S \times A_1 \times ... \times A_k \times S \rightarrow \mathbb{R} \quad (2)$$

The goal of the $i$th agent is to find a policy $\pi_i$ that maximizes the discount sum of its rewards $G_i$:

$$G_i = \mathbb{E}_{s \sim \rho, a_1 \sim \pi_1, a_2 \sim \pi_2 \ldots a_k \sim \pi_k} \left[ \sum_{t=0}^{T} \gamma^t R_i^t \right] \quad (3)$$
where, $\rho^{\pi_1, \pi_2, ..., \pi_k}$ is a stationary distribution probability for the policies of a given $k$ agent, $\pi_1, \pi_2, ..., \pi_k$, $T$ is the length of each trajectory; $\gamma \in [0, 1]$ is the discount factor; and $R_i^t$ is the reward of the $i$th agent at the $t$th step in a trajectory.

Two player ZSMG is a special case of MG. It only considers two players, called the agent and the opponent, who have opposite reward functions and symmetrical utility functions. The two player ZSMG can be expressed as a quintile $\langle S, T, A, O, R \rangle$, where, $S$ is a set of environment states; $T$ is the state transition function, where $T(s, a, o, s')$ defines a transition function from state $s$ to state $s'$ when the agent executes action $a$ and the opponent executes action $o$ in a stochastic environment; $A$ and $O$ are the action spaces of the agent and the opponent; $R$ is the reward function of the agent; and, $-R$ is the reward function of the opponent.

2.2. Deterministic Policy Gradient (DPG) and Deep Deterministic Policy Gradient (DDPG)

The DPG algorithm is an improved version of the policy gradient (PG) algorithm [19]. Unlike in the PG algorithm [20], the policy of the DPG algorithm is deterministic: $u: S \rightarrow A$. Therefore, in the DPG algorithm, a policy parameter $\theta$ exists in the value function $Q(s, a)$, and this function must be derived from the policy. The gradient of the objective $J(\theta) = \mathbb{E}_{s \sim \mu} [G]$ can be expressed, as follows:

$$\nabla_{\theta} J(\theta) = \mathbb{E}_{s \sim \rho_\mu} [\nabla_a \mu_\theta(s) \nabla_a Q_\mu(s, a) | a = \mu_\theta(s)]$$

In Equation (4), there are no expectations that are related to actions. Therefore, compared with a stochastic policy, policy strategies need less learning data and exhibit high efficiency, especially in the case of action spaces of large dimensions.

DDPG is an improved version of the DPG algorithm [21], in which the policy and value functions are approximated with deep neural networks. Similar to the DQN algorithm, experience replay and dual network structures are introduced in the DDPG in order to make the training process more stable and the algorithm more convergent. DDPG is therefore an off-policy algorithm, and the samples trajectories from the experience replay the buffers stored throughout the training.

2.3. Multi-Agent Deep Deterministic Policy Gradient (MADDPG)

In a multi-agent environment, when other agents are treated as part of the environment, applying the single-agent RL algorithm directly to a multi-agent setting can be problematic, because, from the perspective of an agent, the environment appears to be non-stationary, which violates the Markov assumption that is required for convergence. Especially in DRL, using a neural network as a function approximation, the non-stationary problem is even more serious. In the case of 1-vs.-1 WVR air combat, it is impossible to determine the next state of an enemy UCAV according to the current agent state and its actions, because the opponent UCAV can use different maneuvers to cause the opponent’s next state to differ. Particularly, in a multi-agent competitive environment, the non-stationary problem is serious.

To address the problem of reinforcement learning in a multi-agent environment, Lowe et al. [22] proposed the MADDPG algorithm and applied the DDPG algorithm to a multi-agent environment. The MADDPG algorithm presents the idea of “centralized training, decentralized execution” and learns a centralized Q function for each agent. A MADDPG algorithm that is based on global information can address the non-stationary problems and stabilize training.

Concretely speaking, the study considers the two-player ZSMG as an example of a multi-agent environment and assumes $\mu_{a_1}$ to be the agent policy and $\mu_{a_2}$ to be the opponent policy. Subsequently,
we can write the gradient of the expected return for the agent and opponent with polices $\mu_1$ and $\mu_2$, $J_1(\theta_1) = \mathbb{E}_{s \sim \mu_1, \mu_2}[G_1]$, $J_2(\theta_2) = \mathbb{E}_{s \sim \mu_1, \mu_2}[G_2]$ as:

$$\nabla_{\theta_1} J_1(\theta_1) = \mathbb{E}_{s \sim \mathcal{D}} [\nabla_\theta \mu_1(s) \nabla_a Q_{\mu_1}(s, a_1, a_2) | a = \mu_1(s)]$$

where, $Q_{\mu_1}(s, a_1, a_2)$ is a centralized action-value function of an agent that uses the agent and opponent as input and $Q_{\mu_2}(s, a_1, a_2)$ is a centralized action-value function of the opponent. The experience replay buffer $\mathcal{D}$ contains the tuples $(s, s', a_1, o_2, R)$ recording experiences of the agent and opponent, where $s'$ denotes the next state from $s$ after taking actions $(a_1, a_2)$. Centralized action–value functions are updated using the temporal-difference learning. Taking UCAV 1-vs.-1 WVR air combat as an application scenario, both UCAVs will have a Q network and a policy network, respectively. The input of the Q network is the flight status, air combat situation features and action vector of both UCAVs, and the output is Q value of own UCAV. The input of the policy network is the flight status, and the air combat situation features of both UCAVs, and the output is the action vector of own UCAV. A schematic of MADDPG’s idea of “centralized training, distribution execution” of UCAV 1-vs.-1 WVR air combat is illustrated in Figure 1.

![Figure 1. The schematic diagram of MADDPG’s “centralized training, distribution execution”](image_url)

### 3. 1-vs.-1 WVR Air Combat Engagement Modelling

The two players in a 1-vs.-1 WVR aerial combat engagement, referred to as UCAV$_1$ and UCAV$_2$, are assumed to be on the same horizontal plane. The objective of each player is to reach the tail of the adversary and track it in a stable manner, in order to satisfy the shooting condition of the guns.

In the following subsection, the 1-vs.-1 WVR aerial combat is modeled by ZSMG. Moreover, the control decisions of each player are taken in the same discrete time interval.

#### 3.1. Air Combat Reward Function and Termination Condition Designing

In real 1-vs.-1 WVR air combat scenes, both UCAVs maneuver at the same time and, therefore, one UCAV will be located at the tail of the other UCAV. This ensures stable locking on the other party, then the opponent UCAV is difficult to get rid of the lock and is shot down finally. The combat geometry and parameters shown in Figure 2 are employed.
Figure 2. Aircraft relative geometry showing aspect angle and antenna train angle.

In Figure 2, $\lambda_1$ is the antenna train angle (ATA) of UCAV$_1$, which is the angle between the LOS vector and UCAV$_1$’s velocity vector. $\epsilon_1$ is the aspect angle (AA) of UCAV$_1$, which is the angle between the LOS vector, and UCAV$_2$’s velocity vector. $\epsilon_1$ can be obtained in terms of the velocity of vector $V_1$ and the line-of-sight (LOS) vector $\rho$, where $\rho$ denotes the LOS vector between UCAV$_1$ and UCAV$_2$. The ATA and AA are allowed to take any value between $\pm 180^\circ$. ATA and AA can be obtained from Equations (6) and (7).

$$\lambda_1 = \cos^{-1}\left(\frac{V_r \cdot \rho}{|V_2||\rho|}\right)$$  \hspace{1cm} (6)

$$\epsilon_1 = \cos^{-1}\left(\frac{V_b \cdot \rho}{|V_1||\rho|}\right)$$  \hspace{1cm} (7)

As can be seen from Figure 2, a smaller value of $|\lambda_1|$ means that UCAV$_1$ or the gun of UCAV$_1$ is more accurate at aiming at UCAV$_2$, so $|\lambda_1|$ is inversely proportional to the shooting chance or offensive advantage. Similarly, a smaller $|\epsilon_1|$ indicates a smaller probability of being hit by UCAV$_2$; therefore, $|\epsilon_1|$ is inversely proportional to the survival advantage. A termination condition of 1-vs.-1 WVR air combat and rewards can be designed through the abovementioned quantitative analysis of the air combat objectives and related parameters.

This article considers a 1-vs.-1 WVR air combat as a ZSMG problem. Therefore, the rewards of both the UCAVs should be opposite. According to the objective of the 1-vs.-1 WVR air combat, the reward function can be designed using Equation (8), as follows:

$$R_1 = -R_2 = \begin{cases} 
1.0, & |\lambda_1(s)| < 30^\circ \land |\epsilon_1(s)| < 60^\circ \\
-1.0, & |\lambda_2(s)| < 30^\circ \land |\epsilon_2(s)| < 60^\circ \\
0, & \text{otherwise}
\end{cases}$$  \hspace{1cm} (8)

According to the air combat geometry that is shown in Figure 2, the geometric relationship between AA and ATA of the two UCAVs can be obtained, as follows:

$$|\lambda_1(s)| + |\epsilon_2(s)| = 180^\circ$$

$$|\lambda_2(s)| + |\epsilon_1(s)| = 180^\circ$$  \hspace{1cm} (9)

When a UCAV (assumed to be UCAV$_1$) satisfies the condition $|\lambda_1(s)| < 30^\circ \land |\epsilon_1(s)| < 60^\circ$ and satisfies this condition for a period of time, it is believed that UCAV$_1$ can maintain the condition and complete the attack and destruction of UCAV$_2$. 
3.2. Action Space of 1-vs.-1 WVR Air Combat

In most previous studies [3,4,8], UCAV’s action space was discrete, and basic fighter maneuvering (BFM) was used as an air combat maneuvering action space, which includes nine actions: left climb, climb, right climb, horizontal left turn, horizontal forward flight, horizontal right turn, dive left, dive, dive right. Although these nine actions cover all common maneuvering actions of a UCAV, the parameters for these maneuvering actions are fixed, and the maneuvering parameters cannot be changed quantitatively, and cannot be combined.

In this paper, a continuous action space is used to control the UCAVs. As air combat is carried out in the same horizontal plane, there are two continuous control variables which control UCAV, namely the thrust and the roll rate. The pitch angular velocity and yaw angular velocity are not considered. Therefore, the action space can be indicated by:

\[(u_t, u_\dot{\psi})\] (10)

where, \(u_t\) is the thrust of a UCAV and \(u_\dot{\psi}\) is the roll rate of a UCAV. They have upper and lower limits, and their upper and lower limits will vary depending on the performance of the UCAV. Together, they will affect the performance of a UCAV’s acceleration and turning maneuvers.

3.3. State Space of 1-vs.-1 WVR Air Combat

System state of air combat is defined by the current motion state parameters of UCAV\(_1\) and UCAV\(_2\), the relative position and angle parameters and future motion state parameters. Firstly, the current motion state parameters of the two UCAVs in air combat are considered to form the basic state space \(S_{\text{base}}\):

\[S_{\text{base}} = [x_1, y_1, x_2, y_2, v_1, v_2, \phi_1, \phi_2, \psi_1, \psi_2]^T\] (11)

where, \((x_1, y_1)\) and \((x_2, y_2)\) are the current positions of UCAV\(_1\) and UCAV\(_2\). The positions of UCAVs have no limits, thereby allowing for flight in all directions in the x-y plane. Notably, \(v_1\) and \(v_2\) are the current speeds of both UCAVs, \(\phi_1\) and \(\phi_2\) are the current heading angles of both UCAVs, and \(\psi_1\) and \(\psi_2\) are the current bank angles of both UCAVs. The bank angle is limited based on the maximum capabilities of the actual UCAV, and based on the need to limit the maximum turning capabilities of the UCAV, the heading angle is allowed to take any value between \(\pm 180^\circ\).

Subsequently, the distance and relative angle parameters of the two UCAVs are introduced as components of the state space of 1-vs.-1 WVR air combat. The distance parameter is the two-norm of the LOS vector \(\rho\), and the relative angle parameters are \(\lambda\) and \(\epsilon\). These components of the state space are depicted in Equation (12):

\[S_{\text{relative}} = [|\rho|, \lambda_1, \lambda_2, \epsilon_1, \epsilon_2]^T\] (12)

Finally, a prediction of the target position is introduced, and the predicted target position is used as a component of the state space. A precise prediction of the target’s future position is crucial for preemptive action. However, accurate predictions can be difficult to achieve owing to uncertainty of the target’s position and intention. The exact model and the characteristics of a combat aircraft are completely hidden. Due to individual differences in the behaviors of the pilots, the combat strategies can contain unpredictable randomness. Furthermore, wrong predictions can worsen the combat situation. Therefore, the target positions should be carefully and precisely predicted.

3.3.1. Prediction Interval Estimation

The size of the prediction interval directly affects the accuracy and computational complexity of the target predictions. If the selected time interval is extremely large, there will be a large difference between...
the actual position of the target in the future and predicted position; this will impact the obtained air combat countermeasures. If the selected time interval is extremely small, the predicted position will be too close to the current position and, in this case, target prediction cannot be applied. In this study, the flight time required for a bullet to hit the enemy is set to the prediction interval $T_p$.

$$T_p = \frac{|\rho|}{V_{bullet}}$$  \hspace{1cm} (13)

### 3.3.2. Target Position Prediction

Before predicting the location of a target, it is necessary to assume that the target maneuvering is rational, and that the future control signal of the target only adds a small perturbation $\hat{\epsilon}$ based on the current control signal. The specific calculation of the perturbation $\hat{\epsilon}$ will be explained in Section 3.3. After calculating the perturbation, the predicted target position can be calculated while using Algorithm 1. Because the value of the perturbation is not strong and the prediction interval is small, the explicit single-step method (Euler’s method) should be used to solve the UCAV motion differential equations.

In Algorithm 1, $T_p$ is the prediction interval, $x, y, v, \phi, \psi$ are the current motion states of the target UCAV, and $\delta t$ is the step time of solving differential equations, $x_p, y_p$ is the predicted position of the target UCAV. The components of the state space are included in Equation (14):

$$S_{predict} = [T_p, x_p, y_p]^T$$  \hspace{1cm} (14)

In summary, the three state space components of the current motion states, relative to the position and angle states and future motion states, are combined in order to obtain the overall state space:

$$S = S_{base} \oplus S_{relative} \oplus S_{predict}$$  \hspace{1cm} (15)

where, $\oplus$ is the operator for linking two column vectors.

---

**Algorithm 1: Target position prediction**

**Input:** $\hat{\epsilon}, T_p, x, y, v, \phi, \psi, \delta t$

**Output:** $x_p, y_p$

1. $t := 0$;
2. $x := x, y := y, v := v, \phi := \phi, \psi := \psi$;
3. **while** $t \leq T_p$ **do**
4. $v = v + \frac{\hat{\epsilon}u}{m} \delta t$;
5. $\phi = \phi + \frac{\hat{\epsilon}d}{m} \delta t$;
6. $\psi = \psi + \frac{g \tan \phi v}{v} \delta t$;
7. $x = x + v \cos \psi \delta t$;
8. $y = y + v \sin \psi \delta t$;
9. **end**

---

4. Maneuvering Policy Generation Algorithm Designing in 1-vs.-1 WVR Air Combat Based on MADDPG

#### 4.1. Maneuvering Strategy Generation Algorithm Outline

The algorithm framework is composed of the air combat environment model, MADDPG, reward shaping, and target position predication modules. Specifically, we introduced the future position of
the target UCAV in the MADDPG algorithm. It should be noted that, unlike the traditional MADDPG algorithm, when using the air combat strategy generated by this algorithm, the Q-network after training is still required in order to predict the target’s future position. Moreover, we introduce potential-based reward shaping method to improve the efficiency of maneuver strategy generation algorithm of UCAV. Figure 3 shows the overall framework of the maneuvering strategy generation algorithm.

In Figure 3, the upper left part denotes the air combat environment model, and its input are the actions of both the UCAVs, and the output are the next motion states \( s \) and the reward values of the UCAVs. The upper right part denotes the MADDPG algorithm module, which contains two actors and two critics.

The actor’s input is the state vector \( S \) described in Section 3.3, and the output is the action vector \( a \) described in Section 3.2. Two neural networks are used in the actor, one as the target network and the other as the online network, in order to improve the stability of the learning process. The structures of the two networks are the same, but the update methods are different. The online network uses the deterministic policy gradient for updating, and the target network copies the parameters of the online network through soft updates.

The critic’s inputs are the state vector \( S \) and two action vectors \( a_1, a_2 \), and the output is the \( Q(s, a_1, a_2) \) value. Similar to the actor, there are two neural networks in the critic, one for the target network and the other for the online network. The update method is also similar to that used in the case of the actor. However, the difference lies in that the input during updating is sampled from the prioritized replay memory.

The inputs of the reward shaping module are the state vector \( S \) and the reward value \( r \). The shaping reward is a designed reward that is received from the air combat environment. The specific method of designing the shaping reward is explained in Section 4.2. The input to the target prediction module are the state vector \( S_{\text{base}}, -\alpha \nabla a_1 Q^\mu(a_1, a_2) \) and \( -\alpha \nabla a_2 Q^\mu(a_1, a_2) \), and the output is the vector of predicted target position \( S_{\text{predict}} \). The method for target position prediction is explained in Section 4.3. Algorithm 2 explains the MADDPG training process for 1-vs.-1 WVR air combat engagement.

**Figure 3.** The overall framework of the maneuvering strategy generation algorithm. WVR: Within Visual Range.
Algorithm 2: Multi-agent deep deterministic policy gradient (MADDPG) Training process for 1-vs.-1 within visual range (WVR) air combat engagement

| Input: | \( M, S_{\text{base}_0} \) |
| Output: | \( \mu_{a_1}, \mu_{a_2} \) |

1. Initialize online network \( Q_i \) with random parameters \( \theta_i \); 
2. Initialize target network \( Q'_i \) with random parameters \( \theta'_i \leftarrow \theta_i \); 
3. Initialize prioritized replay buffer \( D \); 
4. for \( \text{episode} = 1 \) to \( M \) do 
5. Initialize a random process \( N \) for action exploration, and receive the initial state information of two UCAVs \( S_{\text{base}_0} \); 
6. for \( t = 1 \) to max-episode-length do 
7. for \( i \in [\text{UCAV}_1, \text{UCAV}_2] \) do 
8. \( a_i \leftarrow \mu_i(s) + \mathcal{N}_i \); 
9. Execute actions \( a_1 \) and \( a_2 \), then observe reward \( R_i \) and new state information \( S'_{\text{base}_i} \); 
10. Calculate \( S'_{\text{relative}} \) using Equation (6) and Equation (7); 
11. Estimate prediction interval \( T_{pi} \) using Equation (13); 
12. Calculate \( S'_{\text{predict}} \) using Algorithm 1; 
13. \( S' \leftarrow S_{\text{base}} \oplus S'_{\text{relative}} \oplus S'_{\text{predict}} \); 
14. Calculate \( R_{rs} \) using reward shaping from Section 4.2; 
15. Store \( (S, a_1, a_2, R_{rs}, S') \) in prioritized replay buffer \( D \); 
16. Set \( S \leftarrow S' \); 
17. Sample a random minibatch of \( S \) samples \( (S^k, a_1^k, a_2^k, R_{rs}^k, S'^k) \) from \( D \); 
18. \( y^k \leftarrow R_{rs}^k + \gamma Q_i(S'^k, a_1^k, a_2^k) \); 
19. Update critic by minimizing the loss \( L(\theta_i) = \frac{1}{K} \sum_k (y^k - Q_i(S^k, a_1^k, a_2^k))^2 \); 
20. Update actor using the sampled policy gradient defined in Equation (16): 
\[
\nabla_{\theta_i} J_i(\theta_i) = \frac{1}{K} \sum_k \nabla_{\theta_i} \mu_i(S^k) \nabla a_i Q_i^\mu(S^k, a_i, a_{\text{other}})|_{a_i=\mu_i(S^k)} \quad (16)
\]
21. Update target network parameters for each agent \( i \): \( \theta'_i \leftarrow \tau \theta_i + (1 - \tau) \theta'_i \); 
22. end 
23. end 
24. end

4.2. Reward Shaping

Deep reinforcement learning (DRL) has always suffered from restricted practical applications owing to its high requirements in terms of training time and computational power. For example, the training of AlphaZero training required a considerable amount of computational power, and the training period was three days. Therefore, shortening of the training time is a prominent issue in this field.

Directly training an air combat maneuvering strategy in 1-vs.-1 WVR air combat is challenging because its reward function is very sparse. Therefore, in this study, a reward shaping method is proposed in order to accelerate the training process and, consequently, shorten the training time.

Shaping reward is a reward for designers’ rewards for nature’s gains from the environment. Shaping reward provides a visual representation of the domain knowledge, especially for designers who may have already designed the environmental rewards [23]. In addition, it does not require the modification of the
agent or environment, thereby resulting in a relatively simple implementation. However, if the design of the shaping reward is inappropriate, then it may slow down the convergence time of the training algorithm or even lead to failure of the policy to converge to Nash equilibrium.

Potential-based reward shaping (PBRS) is proposed for the above problem [24]. The shaping reward \( R_{rs} \) given in this approach is the difference of a potential function \( \Phi \) defined over a source state \( s \) and a destination state \( s' \):

\[
R_{rs} = R + \gamma \Phi(s) - \Phi(s')
\]

(17)

where \( R \) is the original reward from the environment and \( \gamma \) is the discount factor in the MADDPG algorithm.

PBRS has been proven to not change the Nash equilibrium of multi-agent systems; however, it affects the exploration of shaping agents [25]. Therefore, it can change the convergence of the joint policy, because a modification in the exploration of one agent can entirely redirect the search of the joint policy space to different equilibrium points. Therefore, we need to combine prior knowledge of air combat in order to design a shaped reward that allows two UCAVs to converge to a better Nash equilibrium policy.

4.2.1. Reward Shaping for Orientation

In an actual air combat scenario, the purpose of two UCAVs is to enter the opponent’s tail attack zone and stabilize the position of the opponent, so that the UCAVs can launch short-range combat air-to-air missiles and effectively attack the enemy UCAV. For this purpose, the ATA \( \lambda \) and AA \( \epsilon \) of the UCAV are made as small as possible. The reward shaping of orientation for UCAV_1 can be designed, as follows:

\[
\Phi_o(s) = \frac{180^\circ - (|\lambda_1(s)| + |\epsilon_1(s)|)}{180^\circ}
\]

(18)

The range of \( \Phi_o(s) \) is \([-1, 1]\]. \( \lambda_1(s) \) and \( \epsilon_1(s) \) can be calculated from the current system state \( s \) while using the following formula:

\[
|\lambda_1(s)| = |\phi_1 - \tau_1(s)| \\
|\epsilon_1(s)| = |\phi_2 - \tau_1(s)| \\
\tau_1(s) = \tan^{-1}\left(\frac{y_2 - y_1}{x_2 - x_1}\right)
\]

(19)

4.2.2. Reward Shaping for Distance

In air combat, both the missile and cannon of the UCAV have corresponding attack distances, including the maximum and the minimum attack distances, the inescapable distance, and so on. Hence, reward shaping for distance needs to be designed such that the UCAV tends to complete the desired distance \( D_e \). Reward shaping for distance can be designed using the following equation:

\[
\Phi_d(s) = \Phi_o(s) \exp^{-k_d|D_e - D(s)|}
\]

(20)

where, \( D(s) = \sqrt{(x_1 - x_2)^2 + (y_1 - y_2)^2} \) is the distance between the two UCAVs and \( k_d \) is a coefficient. Furthermore, the range of \( \Phi_d(s) \) is \([-1, 1]\]. The reward shaping for distance can effectively adjust the distance of the two UCAVs according to the current air combat situation. For example, if UCAV_1 is in the defensive position, then the distance must be increased as much as possible to move away from UCAV_2; if UCAV_1 is in the offensive position, the distance needs to be decreased as much as possible to be at the desired position.
4.2.3. Reward Shaping for Velocity

The current air combat situation determines the expected velocity of a UCAV. For example, when UCAV_1 is in the offensive situation, the expected velocity of UCAV_1 needs to be the same as that of UCAV_2, in order to prevent overshooting caused by a very high velocity, and to prevent being thrown off by UCAV_2 caused by a very low velocity. On the contrary, when UCAV_1 is in the defensive situation, the velocity of UCAV_1 needs to be different from that of UCAV_2, such that it is possible to change from a defensive position to an offensive one through a change in velocity. Reward shaping for velocity can be designed while using the following equation:

\[
\Phi_v(s) = \Phi_o(s) \exp^{-k_v|v_1 - v_2|}
\]

where, \(k_v\) is a coefficient, and the range of \(\Phi_v(s)\) is \([-1, 1]\).

4.2.4. Combined Reward Shaping

The reward shaping components, Equations (18), (20) and (21), can be combined to obtain the resultant reward shaping:

\[
\Phi(s) = \Phi_o(s) + \Phi_d(s) + \Phi_v(s)
\]

4.3. Target Position Prediction

The air combat strategy needs to quickly occupy a dominant position and attack the target if required in order to enable the learned air combat strategy of a UCAV to acquire the intent of the target UCAV and perform predictive maneuvers. In this section, we will discuss the method of target position prediction. As we already explored the algorithm framework for predicting the target position in Section 3.2, in this section, we will mainly focus on the calculation of perturbation.

We assume that the air combat strategy of UCAVs on both sides of the battlefield is completely rational. Subsequently, the maneuvering action of one UCAV will minimize the \(Q\) function value of the other UCAV. For clarity, we assume UCAV_1 to be our UCAV and UCAV_2 to be the target UCAV. When UCAV_1 takes action \(a_1\), then UCAV_2’s action in the next moment, \(a_2^*\), can be described by Equation (23).

\[
a_2^* = \arg\min_{a_2} Q^{u_2}(s, a_1, a_2)
\]

Likewise, from the viewpoint of UCAV_2, Equation (24) can be used to predict the action of UCAV_1.

\[
a_1^* = \arg\min_{a_1} Q^{u_1}(s, a_1, a_2)
\]

The critical challenge in our proposed method of action prediction of the opponent UCAV is the minimization expressed in Equations (23) and (24). The direct optimization of minimization is difficult owing to the non-linearity of the continuous action space and the \(Q\) function. A simple approximate solution can be found using an inner-loop gradient descent while performing an update step in Equation (23) or Equation (24); however, this is too computationally expensive for practical use. To simplify the calculation, a simple linear local optimal solution is herein presented. The main concept behind the solution can be summarized in two steps: (1) approximate the non-linear \(Q\) function using a locally linear function; (2) replace the inner-loop minimization with a 1-step gradient descent. Note that the core idea is the locally linearized \(Q\) function adapted from recent adversarial training techniques originally developed for
supervised learning. We use this function to derive an approximation \( \hat{\epsilon} \) for the worst-case perturbation by taking

\[
\hat{\epsilon}_{a_2} = -\alpha \nabla_{a_2} Q^{a_1} (s, a_1, a_2) \\
\hat{\epsilon}_{a_1} = -\alpha \nabla_{a_1} Q^{a_2} (s, a_1, a_2)
\]

where \( \alpha \) is the adjustable coefficient representing the perturbation rate. This can also be explained as the step size of the gradient descent. When \( \alpha \) is small, the local approximation error is also small, but, because the perturbation is extremely small, it can be assumed that the target is merely following the current maneuver. When \( \alpha \) is large, the approximation error may disturb the entire learning process, and the agent may not be able to learn a good policy.

### 4.4. Prioritized Replay Memory

Prioritized experience replay memory (PERM) is a method of sampling based on experience replay and was proposed by Google DeepMind (London, UK) [26]. Experience replay enables online reinforcement learning agents to remember and reuse experiences from the past. In previous studies, experience transitions were uniformly sampled from a replay memory. However, this approach simply replays the transitions in the same frequency that they were originally experienced in, regardless of their significance. PERM can sample experiences, more frequently prioritize to replay critical transitions, and therefore learn more efficiently.

### 5. Simulation and Analysis

#### 5.1. Platform Setting

##### 5.1.1. Air Combat Simulation Platform Construction

The air combat simulation platform was built using the Python programming language and the HArFANG three-dimensional (3D) framework, which is a software framework that is used for the development of modern multimedia applications and for modeling the shapes of aircrafts. The HArFANG framework can manage and display complex 3D scenes, play sounds and music, and access virtual reality (VR) devices, such as the Oculus Rift. It is a new multimedia application development framework, which is highly suitable for the development of games; it also provides appropriate support for VR equipment. Nowadays, ground controllers use VR equipment to control the UCAVs; hence, we adopted the HArFANG 3D framework for our proposed air combat simulation platform.

The platform was able to simulate the 1-vs.-1 WVR air combat in certain airspaces, use the dynamic equation with three degrees of freedom to simulate the flight characteristics of UCAV, and set the performance parameters of both the UCAVs. The platform was also able to reserve the air combat strategy interface of the two UCAVs, thereby obtaining the UCAV control signals from the external environment. The platform could also support human control, where the interface received input from a keyboard or hands-on throttle and stick system (HOTS).

Figure 4 depicts the main interface of the air combat simulation platform. The interface presents a real-time combat situation of the UCAVs, and the five positions on the screen display the health value, altitude and speed, radar image, attitude angle, and all of the speed components.
5.1.2. Maneuvering Strategy Generation Algorithm Parameters Setting

According to the definition of a state space and an action space, it is obvious that the length of the actor network’s input vector is 18, and that of the output vector is 2. The length of the critic network’s input vector is 22, and that of the output vector is 1.

The online actor network, target actor network, online critic network, and target critic network are constructed using a fully connected neural network. Figure 5 depicts the structures of the actor and critic networks. The output layer of the actor network and the critic network have no activation function; furthermore, the remaining layers are all ReLU layers. The learning rate of the network is 0.01, and the discount factor is $\gamma = 0.9$. The soft update factor of the target network is 0.01. Additionally, the weight of the initialized neural network can be adjusted to be using the Xavier initializer. The batch size of the updating network is 1024, and the size of the prioritized experience replay memory is set to $10^6$. The coefficient of the perturbation rate $\alpha$ is 0.5.

In a 1-vs.-1 WVR air combat simulation process, the decision period is set to 1 s and the number of maximum step of an episode is set to 150. In an episode simulation, if a UCAV satisfies Equation (8) for five consecutive steps, the episode is terminated, and the UCAV wins the air combat. If there is no win or loss beyond the maximum stride length, then the air combat is considered to be a tie.
5.1.3. Initial Setting for 1-vs.-1 WVR Air Combat Engagement

As in [27], Figure 6 shows the four different initial conditions of the 1-vs.-1 WVR air combat engagement based on the initial relative positions and orientations of the UCAVs. The initial position of UCAV$_1$ with respect to UCAV$_2$ in the horizontal direction is randomly chosen to be between 350 and 1050 m in the offensive, defensive, and neutral cases. The two UCAVs are at the same height, as this study only considers maneuver strategies in the horizontal plane.
5.1.4. UCAV Performance Parameters Setting

For experimental comparison, two different UCAV performance parameters were considered in this study. The variation of the performance capabilities focus on the following parameters: maximum thrust and maximum roll rate, as presented in Table 1. The dominant UCAV performance parameters are called the “advantage” parameters, and the non-dominant UCAV performance parameters are called the “disadvantage” parameters. The mass of both the UCAVs is same and equal to 10,000 kg.

Table 1. Unmanned combat air vehicles (UCAV) performance parameters setting.

| Parameter                  | Advantage Value | Disadvantage Value |
|----------------------------|-----------------|--------------------|
| Maximum roll rate (deg/s)  | 140             | 110                |
| Maximum thrust (N)         | 100,000         | 80,000             |

5.1.5. Evaluation Metrics of Air Combat Strategy

The most direct method for evaluating an air combat strategy is to conduct an air combat confrontation with other air combat strategies and then determine the winner. We can also determine whether the flight track generated by an air combat strategy is reasonable by observing the flight tracks of the UCAVs from both sides of the combat.

To quantitatively and accurately analyze the intelligence degree of an air combat strategy, this study proposes the use of four metrics: intercept time $T_I$, defensive time $T_D$, offensive time $T_O$, and winning probability $P_W$. The intercept time is measured from the beginning of the air combat simulation until a UCAV has established a position of advantage. The position of advantage is the termination condition of the air combat, expressed in Equation (8). Defensive time is the time when a UCAV is at $|AA| > 90^\circ$ during an air combat. Offensive time is the time when a UCAV is at $|ATA| < 90^\circ$ during an air combat. The winning probability is the ratio of the number of air combat simulations and the total number of air combat simulations.

5.2. Maneuvering Strategy Training and Testing

5.2.1. Comparative Analysis of Training Process

In this section, a comparative analysis of the training methods is performed. These three training algorithms are the basic MADDPG algorithm (MADDPG), the MADDPG algorithm with only reward shaping (RS-MADDPG), and the MADDPG algorithm with reward shaping and prediction of the target position (PRED-RS-MADDPG).

When training the air combat countermeasures, the initial states of the two UCAVs are randomly generated according to the four situations described in Section 5.1.3. At the same time, to prevent the two UCAVs from falling into the “boring” Nash equilibrium of “biting the tail” during training, the performance parameters of the two UCAVs to be different from one another: one UCAV uses the “advantage” performance parameters, and the other UCAV uses the “disadvantage” performance parameters.

Figure 7 depicts the curve of the normalized average reward of MADDPG, RS-MADDPG, and PRED-RS-MADDPG about the episodes, which is one complete play of the UCAVs interacting with the air combat environment. The reason for normalization is that, after reward shaping, there is no guarantee that the reward per step is between $[-1, 1]$. As the problem is a two-player ZSMG, the average reward of the two UCAVs will be negative to each other. Therefore, in Figure 7, only the average reward of the UCAV with an advantageous performance is plotted.
The naive MADDPG algorithm does not work, and its average reward value is always kept around 0, which is unreasonable, as can be seen from Figure 7. The reason why the algorithm is invalid is that the algorithm uses a sparse reward function. When the reward is sparse, the effective policy learning information is little, which makes the algorithm invalid. As the performance parameters of the UCAVs on both the sides are different, the average reward value gradually converges to a positive value. By comparing the RS-MADDPG algorithm with the PRED-RS-MADDPG algorithm, it can be determined that the training convergence speed of the PRED-RS-MADDPG algorithm is slightly better than that of the RS-MADDPG algorithm. A possible reason is that the $Q$ value error on both sides of the $Q$ network output in the early stage of training is large; the $Q$ value gradient error is also large, which affects the accuracy of the predicted target position and, hence, slows the training speed of the RS-MADDPG algorithm. However, the average reward of the PRED-RS-MADDPG algorithm is higher than that of the RS-MADDPG algorithm. This shows that, by predicting the target position, the UCAV on the advantage side can quickly lock the target and complete the attack necessary to win the air battle. Regarding the essential reason for converging to a better average reward, we believe that the introduction of the target’s position prediction provides more target information for our UCAV, which will enable the air combat strategy to achieve a better equilibrium strategy.

5.2.2. PRED-RS-MADDPG Strategy vs. Simple Script Strategies

In this section, the intelligence degree of the 1-vs.-1 WVR air combat strategy obtained while using the PRED-RS-MADDPG algorithm is evaluated with respect to a few simple script strategies. Three basic scripting strategies were proposed: the “uniform linear motion” strategy, the “decelerate left turn”
strategy, and the “S-type maneuver” strategy. The performance parameters of UCAVs on both sides are kept at “advantage” to ensure that the performance of the two UCAVs is the same. Meanwhile, the initial position of each UCAV is set to face each other; the initial speed is the same, which results in an absolutely equal initial state. The “uniform linear motion” strategy is to keep the speed of UCAV at 180 km/h. The “decelerate left turn” strategy is to keep the UCAV accelerating to the left. The “S-type maneuver” strategy means the UCAV turns from left to right every 15 s and then from the right to left every 15 s. “Decelerate left turn” strategy and “S-type maneuver” are often used in real air combats.

Figures 8–10 show the fly trajectory and the change in air combat situation of the 1-vs.-1 WVR air combat strategy obtained by using the PRED-RS-MADDPG algorithm against the “uniform linear motion” strategy, “decelerate left turn” strategy, and “S-type maneuver” strategy. In general, a UCAV using the PRED-RS-MADDPG strategy can achieve termination and win the air combat against UCAVs having any of the three basic scripting strategies. In Figure 9, at 5 s, UCAV 1 realizes that UCAV 2 will turn left, and then immediately turns right and, at 20 s, it turned left to enter the turning circle of UCAV 2, then stable tracking was conducted after 35 s. This indicates that UCAV 1 had a reasonable prediction of UCAV 2’s maneuvers at 5 s, which is very similar to the maneuvering of manned aircrafts in 1-vs.-1 WVR air combat. In Figure 10, an interesting situation was observed. At 10 s, UCAV 1 did not turn right with UCAV 2, but turned left. This situation is not easy to understand from a bystander’s perspective. It is assumed that at 10 s, UCAV 1 predicts that UCAV 2 will turn left in the future to cause UCAV 1 overshoot. Hence, UCAV 1 also turned left to respond. This situation occurs when the target UCAV is not completely rational, which will cause the error in predicting the target position to be very large, which results in erroneous maneuvering. However, overall, UCAV 1 corrected its erroneous maneuver in time and, finally, won the air combat. Table 2 shows the evaluation metrics of the air combat strategy.

Figure 8. (a) Curve of the fly trajectory against “uniform linear motion” strategy. (b) Curve of the change in air combat situation against “uniform linear motion” strategy.
Figure 9. (a) Curve of the fly trajectory against “decelerate left turn” strategy. (b) Curve of the change of air combat situation against “decelerate left turn” strategy.

Figure 10. (a) Curve of fly trajectory against “S-type maneuver” strategy. (b) Curve of the change of air combat situation against “S-type maneuver” strategy.

Table 2. Evaluation metrics of the air combat strategy.

| Evaluation Metrics | Uniform Linear Motion | Decelerate Left Turn | S-Type Maneuver |
|--------------------|-----------------------|----------------------|-----------------|
| Intercept time $T_I$ | 40 s                  | 45 s                 | 50 s            |
| Defensive time $T_D$ | 0 s                   | 1 s                  | 0 s             |
| Offensive time $T_O$ | 26 s                  | 32 s                 | 26 s            |

In Table 2, the offensive time accounts for more than 50% of the total intercept time, which indicates that the UCAV has a very efficient attack capability against the basic scripted air combat strategy.
5.2.3. PRED-RS-MADDPG Strategy vs. RS-MADDPG Strategy

It can be proved that the PRED-RS-MADDPG strategy can outperform the script strategies with a great advantage, thereby indicating that the strategy obtained using the PRED-RS-MADDPG algorithm is highly effective. In this section, to test whether the intelligence of the strategy has improved after the introduction of target prediction, air combat confrontation experiments using the PRED-RS-MADDPG strategy vs. the RS-MADDPG strategy were designed and performed. To ensure that objectivity is maintained, the performance parameters of both the UCAVs were kept the same; both used the “advantage” parameters. Subsequently, two fair air combat situations were selected as the initial air combat situations: opposite situation and neutral situation. Figures 11 and 12 show the fly trajectory and the change in air combat situation of the 1-vs.-1 WVR air combat strategy obtained using the PRED-RS-MADDPG algorithm against the RS-MADDPG strategy in the opposite and the neutral initial situation, respectively. In Figures 11 and 12, the blue line is the fly trajectory of the UCAV using PRED-RS-MADDPG strategy, and the red line is the fly trajectory of the UCAV using RS-MADDPG strategy.

Figure 11. (a) Curve of the fly trajectory against RS-MADDPG strategy in the opposite initial situation. (b) Curve of the change of air combat situation against RS-MADDPG strategy in the opposite initial situation.

Figure 12. (a) Curve of the fly trajectory against RS-MADDPG strategy in the neutral initial situation. (b) Curve of the change of air combat situation against RS-MADDPG strategy in the neutral initial situation.
In Figure 11, UCAV$_1$ took a left-turn action to perform a tactical evasion at the beginning of the air combat; UCAV$_2$ adopted a strategy of confronting the enemy at the beginning of the air combat. After 20 s, UCAV$_1$ was in a defensive situation. UCAV$_1$ kept turning left between 0 to 40 s. When UCAV$_2$ was beyond the 3 o’clock line of UCAV$_1$, UCAV$_1$ immediately turned right until it locked onto the target. During this period, UCAV$_2$ changed from attack to defense mode after 20 s.

In Figure 12, UCAV$_1$ and UCAV$_2$, respectively, turn left and right to attack each other. At 20 s, if UCAV$_1$ continues to turn left, then UCAV$_2$ can track UCAV$_1$ steadily by accelerating the left turn, so that UCAV$_2$ will win. However, in 20 s, UCAV$_1$ predicted that UCAV$_2$ would turn left to put itself in a defensive situation, so it performed a large maneuver to turn right, forcing UCAV$_2$ to also turn right. Afterwards, at 40 s UCAV$_1$ entered UCAV$_2$’s turning circle and successfully locked onto UCAV$_2$.

Through the aforementioned analysis, we concluded that, even if UCAV$_1$ and UCAV$_2$ are in an absolutely equal air combat situation, UCAV$_1$ can still win, which shows that the introduction of the target position prediction can, in fact, effectively improve the intelligence of air combat strategies.

An initial air combat situation was randomly generated and multiple simulations were used to determine the intercept time $T_I$, defensive time, offensive time $T_O$, and the probability of winning $P_W$ in order to quantitatively analyze the degree of improvement. Consequently, initial opposite situations, initial offensive situations, initial defensive situations, and initial neutral situations, were obtained, each a 100 times. The intercept time obtained in the simulation of the winning air combat was noted, because, if the air combat fails, then the intercept time is infinite. A comparison of the intercept time $T_I$, defensive time, and offensive time $T_O$ of the air combat simulations between the PRED-RS-MADDPG strategy and the RS-MADDPG strategy is depicted in Figure 13, and the probabilities of winning $P_W$ as per the results of the air combat simulations are presented in Table 3.
Table 3. Probability of winning $P_W$ of the air combat simulations.

|       | Opposite | Offensive | Defensive | Neutral |
|-------|----------|-----------|-----------|---------|
| $P_W$ | 79%      | 99%       | 63%       | 75%     |

Regardless of the initial air combat situations, PRED-RS-MADDPG strategy wins air combats with a high probability, thereby indicating that an air combat strategy with target maneuver prediction is significantly better than the one that does not utilize target maneuver prediction, as can be seen from Figure 13 and Table 3. When the strategy is integrated with the target maneuver prediction method, the total probability of winning reaches 78.5%.

6. Conclusions

In this study, a design for a maneuvering strategy generation algorithm for 1-vs.-1 WVR air combat is proposed that is based on the MADDPG algorithm. A 1-vs.-1 WVR air combat is modeled as a two-player zero-sum Markov game. To enable the UCAV to predict the maneuver of the target, a method for predicting the future position of the target is introduced. Inspired by adversarial learning, local minimization is used for solving the $Q$ network to predict the future position of the target. At the same time, a potential-based reward shaping method is designed to improve the efficiency of the maneuvering strategy generation algorithm.

We designed several simulation experiments to verify the effectiveness of the algorithm, as well as the intelligence level of the obtained air combat strategy. The results showed that the strategy obtained while using the PRED-RS-MADDPG algorithm is better than the ones obtained using MADDPG and RS-MADDPG.

In the future, we will focus on applying this method to multi-UCAVs air combat confrontation scenarios. We also intend to use both offline learning and online learning methods in order to obtain a more robust air combat strategy.
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