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Abstract: Representations of measures of concordance in terms of Pearson’s correlation coefficient are studied. All transforms of random variables are characterized such that the correlation coefficient of the transformed random variables is a measure of concordance. Gini’s gamma then is generalized and it is shown that the resulting generalized Gini’s gamma can be represented as a mixture of measures of concordance that are Pearson’s correlation coefficients of transformed random variables. As an application of this correlation mixture representation of generalized Gini’s gamma, lower and upper bounds of the compatible set of generalized Gini’s gamma, i.e., the collection of all square matrices of pairwise generalized Gini’s gammas, are derived.

Résumé: Le présent article étudie les représentations des mesures de concordance en termes du coefficient de corrélation de Pearson. Ses auteurs proposent de transformer toute variable aléatoire de telle sorte que le coefficient de corrélation de sa transformée soit une mesure de concordance. Ensuite, ils présentent une généralisation du gamma de Gini qui peut être représentée comme un mélange de mesures de concordance qui sont, en réalité, les coefficients de corrélation de Pearson de variables aléatoires transformées. En guise d’application de cette représentation sous forme de mélange de corrélations, les auteurs déterminent les limites inférieure et supérieure de l’ensemble compatible du gamma de Gini généralisé, c’est-à-dire l’ensemble des matrices carrées dont les éléments sont les gammas de Gini généralisés des différentes paires.

1. INTRODUCTION

A bivariate random vector \((X, Y)\) is said to be more concordant than another random vector \((X', Y')\) if \(X\) and \(Y\) are more likely to take large (small) values simultaneously than \(X'\) and \(Y'\) do. If \(X \sim F_X\) and \(Y \sim F_Y\) are continuous, concordance is a property of the copula \(C\) of \((X, Y)\), which is the distribution function of \((F_X(X), F_Y(Y))\) with standard uniform marginal distributions. A measure of concordance quantifies concordance of \((X, Y)\) by a single number in \([-1, 1]\) (see Definition 1 for an axiomatic definition of a measure of concordance and Examples 1 and 3 for examples). Measures of concordance are axiomatically required to depend only on the underlying copula \(C\) of \((X, Y)\). The well-known Pearson’s correlation coefficient \(\rho(X, Y) = \frac{\text{Cov}(XY)}{\sqrt{\text{Var}(X)}\sqrt{\text{Var}(Y)}}\) for quantifying linear dependence is therefore not a measure of concordance (see Embrechts, Embrechts, McNeil & Straumann, 2002 for shortcomings of...
correlation as a measure of association). However, as we will do in Section 3, these limitations can be overcome by suitably transforming \(X\) and \(Y\).

For a multivariate random vector \(X = (X_1, \ldots, X_d)\), \(d \geq 3\), we consider a square matrix whose \((i, j)\)th entry is the measure of concordance \(\kappa\) of \((X_i, X_j)\), for \(i, j = 1, \ldots, d\). This matrix, called the \(\kappa\)-matrix of a \(d\)-dimensional copula \(C\) associated with \(X\), summarizes pairwise monotone dependencies of \(X\) similarly to how the correlation matrix \(\rho(X) = (\rho(X_i, X_j))\) summarizes pairwise linear dependence of \(X\). The range of the mapping from \(d\)-dimensional random vector to \(\kappa\)-matrices, that is, the collection of all possible \(\kappa\)-matrices for a given measure of concordance \(\kappa\), is called the compatible set of \(\kappa\) and denoted by \(R_d(\kappa)\) (see Definition 6 below).

Although the entries of a \(\kappa\)-matrix are measures of concordance, they cannot take arbitrary values in \([-1, 1]\). For instance, for the three-dimensional equicorrelation matrix \(P(r) = (r_{i,j})\), with \(r_{j,j} = 1\) and \(r_{i,j} = r \in [-1, 1]\) for \(i, j = 1, 2, 3\) and \(i \neq j\), the matrix \(P\left(-\frac{1}{2}\right)\) is attainable for Gaussian rank correlation but not for Blomqvist’s beta (see Part 2 of Proposition 3 and Example 5 below). Characterizing a compatible set \(R_d(\kappa)\) is important to judge whether a given square matrix is attainable as a \(\kappa\)-matrix.

Denote by \(P_d\) the set of all \(d\)-dimensional correlation matrices. Then it is well known that \(P_d\), the compatible set of \(\rho\), coincides with the so-called elliptope, which is the set of \(d \times d\) symmetric positive semi-definite matrices with diagonal entries equal to 1. Every \(P \in P_d\) is attainable by a normal distribution with covariance matrix \(P\). However, not all elements in \(P_d\) are attainable for non-normal marginals; for example, in the case of non-continuous marginal distributions, the set of \(d\)-dimensional correlation matrices of symmetric Bernoulli distributions forms the so-called cut polytope denoted by \(P^B_d\), which is a strict subset of \(P_d\) for \(d \geq 3\) (see Section 5 below for details). Hofert & Koike (2019) showed that compatible sets of typical measures of concordance (such as Spearman’s rho \(\rho_S\), Blomqvist’s beta \(\beta\), and Gaussian rank correlation \(\zeta\)) are smaller than \(P_d\) and larger than \(P^B_d\). More specifically, \(R_d(\rho_S) \subset R_d(\rho) = P_d\) for \(d \leq 9\) (Devroye & Letac, 2015), \(R_d(\rho_S) \subset P_d\) for \(d \geq 12\) (Wang, Wang & Wang, 2019), \(R_d(\beta) = P^B_d\) and \(R_d(\zeta) = P_d\) (Hofert & Koike, 2019), and \(R_d(\tau) = P^B_d\) (McNeil, Nešlehová & Smith, 2022), where \(\tau\) is Kendall’s tau.

Let us also mention here that Embrechts, Hofert & Wang (2016) characterized the compatible set of tail dependence coefficients although they are not measures of concordance.

Most results concerning the compatible sets mentioned before are derived based on the correlation representation of a measure of concordance \(\kappa\), given by

\[
\kappa(X, Y) = \rho(g_1(U), g_2(V)), \quad (U, V) = (F_X(X), F_Y(Y)),
\]

for continuous \(X \sim F_X\), \(Y \sim F_Y\) and two Borel functions \(g_1, g_2 : (0, 1) \to \mathbb{R}\). As such, \(\kappa\) is obtained by first transforming the original random vector \((X, Y)\) to its “rank” \((U, V) = (F_X(X), F_Y(Y))\) and then transforming \((U, V)\) with \((g_1, g_2)\) to ensure that the correlation of \((g_1(U), g_2(V))\) satisfies certain desirable properties. Such a representation of \(\kappa\) is not only a key to studying the compatible set of \(\kappa\) but also of great benefit to intuitively understand and explain the construction and ideas behind \(\kappa\). In addition to the interpretability, the correlation representation helps constructing estimators of \(\kappa\), investigating their asymptotic properties, and analyzing the robustness of \(\kappa\) (see Raymaekers & Rousseeuw, 2021). When \(g_1\) and \(g_2\) are continuous, Hofert & Koike (2019) characterized \((g_1, g_2)\) such that \(\kappa\) in (1) is a measure of concordance. On account of the continuity assumption on \(g_1\) and \(g_2\), this result does not cover, for example, Blomqvist’s beta.

As a first contribution of the present article, we refine this characterization theorem by relaxing the continuity assumption on \(g_1\) and \(g_2\) so that Blomqvist’s beta is covered. A main result of ours states that the transformed random variables \(g_1(U)\) and \(g_2(V)\) must follow the same symmetric distribution so that \(\kappa\) in (1) is a measure of concordance (see Theorem 2 for
the precise statement). As an implication of this result, the correlation coefficient of \((X, Y)\) transformed by the wrapping function proposed by Raymaekers & Rousseuw (2021) as a fast robust correlation cannot be a measure of concordance.

Gini’s gamma \(\gamma\), proposed by Gini (1914), is a measure of concordance which does not admit a correlation representation, and its compatible set is not known in the literature. As surveyed in Genest, Nešlehová & Ben Ghorbal (2010), Gini’s gamma has gained popularity in applications since it is an \(L^1\) (Manhattan distance) alternative to Spearman’s rho, which is based on the \(L^2\) (Euclidean) distance between ranks (see Diaconis & Graham, 1977; Nelsen, 1998). Moreover, \(\gamma\) is a symmetrized version of Spearman’s footrule (Spearman, 1906) (see Salama & Quade, 2001; Nelsen & Úbeda-Flores, 2004). Gini’s gamma \(\gamma\) is also known to have good sample properties, especially for the test of independence (see Cifarelli & Regazzini, 1977; Luigi Conti & Nikitin, 1999).

As a second contribution of the present article, we generalize Gini’s gamma and show that the resulting generalized Gini’s gamma can be written as a mixture of correlation representations of measures of concordance (see Theorem 3). As an application of this correlation mixture representation, we derive upper and lower bounds of the compatible set of generalized Gini’s gamma in Proposition 5, which is, to the best of our knowledge, the first result concerning compatibility of Gini’s gamma.

This article is organized as follows. In Section 2, we review measures of concordance, in particular those of degree one and their representations. Section 3 focuses on correlation representations of measures of concordance and provides a characterization for such correlation-based measures of concordance. In Section 4 we propose the so-called generalized Gini’s gamma and show that it can be written as a mixture of correlation representations of measures of concordance. Section 5 is devoted to deriving bounds of the compatible set of generalized Gini’s gamma as an application of its correlation mixture representation. Section 6 concludes with possible avenues for future work.

2. MEASURES OF CONCORDANCE OF DEGREE ONE

For \(d \in \mathbb{N}\), a \(d\)-dimensional copula \((d\text{-copula})\) \(C : [0, 1]^d \rightarrow [0, 1]\) is a \(d\)-dimensional distribution function with standard uniform univariate marginal distributions. Denote by \(C_d\) the set of all \(d\)-copulas. We call \(C' \subset C_d\) at least as concordant as \(C \subset C_d\), denoted by \(C \preceq C'\), if \(C(u) \leq C'(u)\) for all \(u = (u_1, \ldots, u_d) \in [0, 1]^d\). The \(d\)-dimensional comonotonicity and independence copulas are defined by \(M_d(u) = \min(u_j; j = 1, \ldots, d)\) and \(\Pi_d(u) = u_1 \cdot \cdots \cdot u_d\), respectively. We omit the subscript \(d\) when \(d = 2\), that is, \(M = M_2\) and \(\Pi = \Pi_2\). The bivariate counter-monotonicity copula is defined by \(W(u, v) = \max(u + v - 1, 0)\). By the Fréchet–Hoeffding inequalities, it holds that \(W \preceq C \preceq M\) for all \(C \in C_2\).

Throughout the article, we fix an atomless probability space \((\Omega, \mathcal{A}, \mathbb{P})\) and identify \(\kappa(C)\) for a map \(\kappa : C_d \rightarrow \mathbb{R}\) with \(\kappa(U)\), where \(U\) is a \(d\)-dimensional random vector on \((\Omega, \mathcal{A}, \mathbb{P})\) having distribution function \(C\) (denoted by \(U \sim C\)). The following definition of a measure of concordance is an adapted version of that found in Scarsini (1984).

**Definition 1** (Measures of concordance). A map \(\kappa : C_2 \rightarrow \mathbb{R}\) is called a measure of concordance if it satisfies the following properties:

1. **(Normalization)** \(\kappa(M) = 1\);
2. **(Permutation invariance)** \(\kappa(V, U) = \kappa(U, V)\) for any \((U, V) \sim C \in C_2\);
3. **(Reflection symmetry)** \(\kappa(U, 1 - V) = -\kappa(U, V)\) for any \((U, V) \sim C \in C_2\);
4. **(Monotonicity)** \(\kappa(C) \leq \kappa(C')\) if \(C \preceq C'\) for \(C, C' \in C_2\);
5. **(Continuity)** \(\lim_{n \rightarrow \infty} \kappa(C_n) = \kappa(C)\) if \(C_n \rightarrow C\) pointwise for \(C_n \in C_2, n \in \mathbb{N}\), and \(C \in C_2\).
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Properties 1 and 3 imply that $\kappa(W) = -1$, and thus that $-1 \leq \kappa(C) \leq 1$ for all $C \in C_2$ by Property 4 and the Fréchet–Hoeffding inequalities. Moreover, $\kappa(\Pi) = 0$ since $(U, V) \overset{d}{=} (U, 1 - V)$ for $(U, V) \sim \Pi$. Therefore, the set of axioms in Definition 1 recovers that found in Scarsini (1984).

In this article, we consider the following class of measures of concordance:

**Definition 2** (Measures of concordance of degree $k$). A measure of concordance $\kappa$ is of degree $k \in \mathbb{N}$ if $t \mapsto \kappa(C + (1 - t)C')$, $t \in [0, 1]$, is a polynomial in $t$ for every $C, C' \in C_2$, and the supremal degree of such a polynomial over all $C, C' \in C_2$ is $k$.

Various characterizations of measures of concordance of degree one are studied in Edwards & Taylor (2009). In the following we introduce one of these characterizations using the so-called $D_4$-invariant measures. Let $D_4 = \{e, \tau, \sigma_1, \sigma_2, \tau\sigma_1, \tau\sigma_2, \sigma_1\sigma_2, \tau\sigma_1\sigma_2\}$ be the group of symmetries on $(0, 1)^2$, where $e(u, v) = (u, v)$, $\sigma_1(u, v) = (1 - u, v)$, $\sigma_2(u, v) = (u, 1 - v)$, and $\tau(u, v) = (v, u)$.

**Definition 3** (Admissible $D_4$-invariant measures). An admissible $D_4$-invariant measure $\mu$ is a Borel measure on $((0, 1)^2, \mathcal{B}((0, 1)^2))$ satisfying the following properties:

1. (4-invariance) $\mu(\xi(A)) = \mu(A)$ for all $\xi \in D_4$ and $A \in \mathcal{B}((0, 1)^2)$, and
2. (Finiteness) $0 < \int_{(0,1)^2} (M - \Pi) \, d\mu < \infty$.

The set of all admissible $D_4$-invariant measures is denoted by $\mathcal{M}$.

**Theorem 1** (Edwards, Mikusiński & Taylor, 2005; Edwards & Taylor, 2009). A map $\kappa : C_2 \to \mathbb{R}$ is a measure of concordance of degree one if and only if there exists a unique measure $\mu \in \mathcal{M}$ such that

$$\kappa(C) = \frac{\int_{(0,1)^2} (C - \Pi) \, d\mu}{\int_{(0,1)^2} (M - \Pi) \, d\mu}. \quad (2)$$

We denote a measure of concordance of the form in Equation (2) by $\kappa_\mu$, and call $\mu$ the generating measure of $\kappa_\mu$. Note that Edwards & Taylor (2009) define $\mu$ on $[0, 1]^2$. They require $\mu$ to have zero mass on the boundary of $[0, 1]^2$ and to satisfy $\int_{[0,1]^2} (M - \Pi) \, d\mu = 1$ so that $\mu \in \mathcal{M}$ is uniquely determined. This difference to our exposition does not affect the above characterization result since mass on the boundary of $[0, 1]^2$ does not change the values of the numerator and denominator in Equation (2), and $\mu \in \mathcal{M}$ can always be normalized to be $\tilde{\mu} = \mu / \int_{[0,1]^2} (M - \Pi) \, d\mu \in \mathcal{M}$ by Property 2 of Definition 3. Note that since $\kappa_\mu(C + (1 - t)C') = t\kappa_\mu(C) + (1 - t)\kappa_\mu(C')$ for any $t \in [0, 1]$ and $C, C' \in C_2$, measures of concordance of degree one are convex-preserving. Next we provide examples of measures of concordance of degree one.

**Example 1** (Examples of measures of concordance of degree one).

1. Spearman’s rho (Spearman, 1904): If $\mu$ is the probability measure with its mass uniformly distributed on $(0, 1)^2$, then $\mu$ generates Spearman’s rho $\rho_S(C) = 12 \int_{[0,1]^2} C \, d\Pi - 3$.
2. Blomqvist’s beta (Blomqvist, 1950): The Dirac measure $\mu = \delta_{\left(\frac{1}{2}, \frac{1}{2}\right)}$ generates Blomqvist’s beta (also known as median correlation) $\beta(C) = 4C \left(\frac{1}{2}, \frac{1}{2}\right) - 1$.  
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Gini’s gamma (Gini, 1914): If \( \mu \) is the probability measure of \( \frac{1}{2}(M + W) \), that is, if \( \mu \) is the probability measure with its mass uniformly distributed on \( \{(u, v) \in (0, 1)^2 : u = v \text{ or } u + v = 1\} \), then \( \mu \) generates Gini’s gamma \( \gamma(C) = 4 \int_{[0,1]^2} C \, d(M + W) - 2 \).

Note that Kendall’s tau (Kendall, 1938) defined by \( \tau(C) = 4 \int_{[0,1]^2} C(u, v) \, dC(u, v) - 1 \) is a measure of concordance, but of degree two.

Since \( M \) is the unique maximal element in \( C_2 \) with respect to \( \preceq \), one may want to require a stronger axiom than Property 1 of Definition 1:

6 (Comonotone uniqueness) \( \kappa(C) = 1 \) if and only if \( C = M \).

See, for example, Theorem 2.4 and Example 2.7 in Strothmann, Dette & Siburg (2022) for a potential application of this requirement. By Property 3 of Definition 1, Property 6 implies that \( \kappa(C) = -1 \Leftrightarrow C = W \). For measures of concordance of degree one, an additional condition is required on the generating measure \( \mu \) so that \( \kappa(\mu) \) satisfies Property 6.

**Proposition 1** (Generating measures for the comonotone uniqueness). Let \( \kappa(\mu) \) be a measure of concordance of degree one with generating measure \( \mu \in M \). Then \( \kappa(\mu) \) satisfies Property 6 if and only if the support of \( \mu \) contains the main diagonal of \( (0, 1)^2 \).

**Proof.** Notice that \( \kappa(\mu)(C) = 1 \) if and only if \( \int_{(0,1)^2} (M - C) \, d\mu = 0 \) from Representation (2) in Theorem 1.

To show the necessity of Property 6, suppose that the support of \( \mu \) contains the main diagonal of \( (0, 1)^2 \), and that \( \kappa(\mu)(C) = 1 \) for \( C \in C_2 \). As seen in Example 2.6.4 of Durante & Sempi (2006), \( C = M \) holds if and only if \( C(t, t) = t \) for all \( t \in (0, 1) \). In view of this, suppose that there exists \( t_0 \in (0, 1) \) such that \( C(t_0, t_0) < M(t_0, t_0) = t_0 \). Since \( t \mapsto h(t) := M(t, t) - C(t, t) \) is continuous on \( (0, 1) \), there exists \( e > 0 \) such that \( h \) is strictly positive on \( (t_0 - e, t_0 + e) \subseteq (0, 1) \). By assumption, we have that \( \mu((t_0 - e, t_0 + e)^2) > 0 \). Together with \( \kappa(\mu)(C) = 1 \) and \( C \preceq M \), it holds that

\[
0 = \int_{(0,1)^2} (M - C) \, d\mu \geq \int_{(t_0 - e, t_0 + e)^2} (M - C) \, d\mu > 0,
\]

which is a contradiction.

We show the sufficiency of Property 6 by contraposition, that is, if the support of \( \mu \) does not contain the main diagonal of \( (0, 1)^2 \), then \( \kappa(\mu)(C) = 1 \) does not imply \( C = M \). To this end, assume that the support of \( \mu \) does not contain \( (t_0, t_0) \) for some \( t_0 \in (0, 1) \). Then there exists \( e > 0 \) such that \( \mu((t_0 - e, t_0 + e)^2) = 0 \) for \( (t_0 - e, t_0 + e) \subseteq (0, 1) \). Let \( C_e \in C_2 \) denote the ordinal sum of \( \{M, W, M\} \) with respect to the grid \( \{0, t_0 - e, t_0 + e, 1\} \) (see Section 3.2.2 of Nelsen, 2006 for the definition of ordinal sums). Then it is straightforward to check that \( C_e \neq M \) on \( (t_0 - e, t_0 + e)^2 \) and \( C_e = M \) elsewhere. Therefore, we have that

\[
\int_{(0,1)^2} (M - C_e) \, d\mu = 0,
\]

and thus \( \kappa(\mu)(C_e) = 1 \) for \( C_e \neq M \).

3. CORRELATION-BASED MEASURES OF CONCORDANCE

For a distribution function \( G : \mathbb{R} \to [0, 1] \), its quantile function \( G^{-1} : (0, 1) \to \mathbb{R} \) is defined by \( G^{-1}(p) = \inf \{ x \in \mathbb{R} : G(x) \geq p \}, \ p \in (0, 1) \). A distribution function \( G \) with a finite mean is called symmetric if \( X - \mathbb{E}[X] \overset{d}{=} \mathbb{E}[X] - X \) for \( X \sim G \).
Definition 4 (Concordance-inducing distributions). A distribution function $G : \mathbb{R} \to [0, 1]$ is concordance-inducing if it is non-degenerate, symmetric, and has a finite second moment. The set of all concordance-inducing distribution functions is denoted by $\mathcal{G}$.

For distribution functions $G$, $G_1$ and $G_2$, denote by $\lambda_G$ and $\lambda_{G_1,G_2}$ the push-forward Lebesgue measures $\lambda_G(A) = \lambda_1\{x \in \mathbb{R} : G(x) \in A\}$, $A \in \mathfrak{B}(\mathbb{R})$, and $\lambda_{G_1,G_2}(A) = \lambda_2\{(x, y) \in \mathbb{R}^2 : (G_1(x), G_2(y)) \in A\}$, $A \in \mathfrak{B}(\mathbb{R}^2)$, respectively, where $\lambda_d$, $d \in \mathbb{N}$, is the Lebesgue measure on $\mathbb{R}^d$. The following proposition states that $\lambda_{G,G}$ is a generating measure in the sense of Theorem 1 if $G$ is concordance-inducing.

Proposition 2 (Generating measures of correlation-based measures of concordance). For any concordance-inducing distribution $G \in \mathcal{G}$, the push-forward Lebesgue measure $\lambda_{G,G}$ is in $\mathcal{M}$, and the measure of concordance generated by $\lambda_{G,G}$ is given by

$$\kappa_{\lambda_{G,G}}(C) = \rho(G^{-1}(U), G^{-1}(V)), \quad (U, V) \sim C,$$

(3)

where $\rho$ is Pearson’s correlation coefficient.

Proof. For a concordance-inducing distribution function $G \in \mathcal{G}$, we first show that $\lambda_{G,G}$ satisfies Properties 1 and 2 of Definition 3.

To show Property 1, the $D_4$-invariance of $\lambda_{G,G}$, it suffices to show that $\lambda_G(\sigma(A)) = \lambda_G(A)$, $A \in \mathfrak{B}(\mathbb{R})$, for $\sigma(x) = 1 - x$, $x \in (0, 1)$, since $\lambda_{G,G}$ is the product measure $\lambda_G \times \lambda_G$. By the symmetry of $G$, it holds that $G(x + \mu) = 1 - G((\mu - x))$ for all $x \in \mathbb{R}$, where $\mu$ is the mean of $G$. Note that the set of discontinuity points of $G$ is at most countable. Together with the invariance of the Lebesgue measure $\lambda_1$ under isometry, it holds that

$$\lambda_G(\sigma(A)) = \lambda_1\{x \in \mathbb{R} : G(x) \in \sigma(A)\}
= \lambda_1\{2\mu - \tilde{x} \in \mathbb{R} : G(\tilde{x}) \in A\}
= \lambda_1\{\tilde{x} \in \mathbb{R} : G(\tilde{x}) \in A\} = \lambda_G(A).$$

To show the finiteness of the integral in Property 2, we define the map $f : (x, y) \mapsto (G(x), G(y))$, $(x, y) \in \mathbb{R}^2$ for notational convenience. By Theorem 3.6.1 in Bogachev (2007),

$$\int_{(0,1)^2} (C - \Pi) \ d(\lambda_2 \circ f^{-1}) < \infty$$

if and only if $\int_{\mathbb{R}^2} (C - \Pi) \circ f \ d\lambda_2 < \infty$. Moreover, under any of these integrability conditions, it holds that $\int_{(0,1)^2} (C - \Pi) \ d(\lambda_2 \circ f^{-1}) = \int_{\mathbb{R}^2} (C - \Pi) \circ f \ d\lambda_2$. The latter formula holds for any $C \in C_2$ since Hoeffding’s identity (see Lemma 2 in Lehmann, 1966) leads to

$$\int_{\mathbb{R}^2} (C - \Pi) \circ f \ d\lambda_2 = \int_{\mathbb{R}^2} \{C(G(x), G(y)) - \Pi(G(x), G(y))\} \ d\lambda_2(x, y)
= \text{Cov}(G^{-1}(U), G^{-1}(V)), \quad (U, V) \sim C$$
$$\leq \text{Var}(G^{-1}(U)) < \infty,$$

where the last inequality follows from the Cauchy–Schwarz inequality. By taking $C = M$, we have that $\int_{(0,1)^2} (M - \Pi) \ d\lambda_{G,G} < \infty$. To show that $\int_{(0,1)^2} (M - \Pi) \ d\lambda_{G,G} > 0$, we use the
property \( \rho(G^{-1}(U), G^{-1}(U)) = 1 \) for \( U \sim U(0, 1) \) (see Part 3 of Theorem 4 in Embrechts, McNeil & Straumann, 2002). Since \( G \in \mathcal{G} \) is non-degenerate, Hoeffding’s identity implies that

\[
\int_{(0,1)^2} (M - \Pi) \, d\lambda_{G,G} = \int_{\mathbb{R}^2} (M - \Pi) \, \rho_2 = \text{Cov}(G^{-1}(U), G^{-1}(U)) \nonumber
\]

\[
= \rho(G^{-1}(U), G^{-1}(U))\text{Var}(G^{-1}(U)) \nonumber
\]

\[
= \text{Var}(G^{-1}(U)) > 0. \nonumber
\]

Finally, Representation (3) is obtained via

\[
\kappa_{G,G}(C) = \int_{(0,1)^2} (C - \Pi) \, d\lambda_{G,G} = \frac{\text{Cov}(G^{-1}(U), G^{-1}(V))}{\text{Cov}(G^{-1}(U), G^{-1}(U))} \nonumber
\]

\[
\frac{\text{Var}(G^{-1}(U)) \sqrt{\text{Var}(G^{-1}(V))}} = \rho(G^{-1}(U), G^{-1}(V)). \nonumber
\]

\[\blacksquare\]

Example 2 (Examples of \( G \)-transformed rank correlations). Spearman’s rho \( \rho_s \), Blomqvist’s beta \( \beta \), Gaussian rank correlation \( \zeta \) (Šidák, Sen & Hájek, 1999; Boudt, Cornelissen & Croux, 2012; also known as van der Waerden’s coefficient or normal score correlation) are all examples of \( G \)-transformed rank correlations, which have standard uniform, symmetric Bernoulli, and standard Gaussian distributions, respectively, as concordance-inducing distributions (see Example 1 in Hofert & Koike, 2019).

Note that Gini’s gamma is not a \( G \)-transformed rank correlation since the probability measure of \( \frac{1}{2}(M + W) \) is not a push-forward Lebesgue measure of the form \( \lambda_{G,G} \).

For two Borel functions \( g_1, g_2 : (0, 1) \rightarrow \mathbb{R} \), let

\[
\rho_{g_1,g_2}(C) = \rho(g_1(U), g_2(V)), \quad (U, V) \sim C. \quad (4)
\]

We also write \( \rho_g \) when \( g_1 = g_2 = g \) for some \( g : (0, 1) \rightarrow \mathbb{R} \). With this notation, the \( G \)-transformed rank correlation (3) can be written as \( \rho_{G^{-1}} \). The next theorem states that, under some mild assumptions on \( g_1 \) and \( g_2 \), the case \( g_1 = g_2 = G^{-1} \) for \( G \in \mathcal{G} \) covers all measures of concordance of the form given in Equation (4).

Theorem 2 (Characterization of correlation-based measures of concordance). Let \( g_1, g_2 : (0, 1) \rightarrow \mathbb{R} \) be left-continuous functions whose discontinuity points form a discrete set. Then the map \( \rho_{g_1,g_2}(C) = \rho(g_1(U), g_2(V)), \quad (U, V) \sim C, \) is a measure of concordance if and only if \( \rho_{g_1,g_2} = \rho_{G^{-1}} \) for some \( G \in \mathcal{G} \).

Proof. For any concordance-inducing distribution \( G \in \mathcal{G} \), the map \( \rho_{g_1,g_2} = \rho_{G^{-1}} \) is a measure of concordance by Proposition 2.

To show the converse, let \( u, u' \in (0, 1) \), \( u < u' \) be any continuity points of \( g_1 \) and \( v, \ v' \in (0, 1), \ v \leq v' \), be any continuity points of \( g_2 \). Since the discontinuity points of \( g_1 \) and those of \( g_2 \) are isolated, there exists a sufficiently large \( N \in \mathbb{N} \) and indices \( i, i', j, j' \in \{1, \ldots, N - 1\} \) such that

\[
\frac{i - 1}{N} < u \leq \frac{i}{N}, \quad \frac{i' - 1}{N} < u' \leq \frac{i'}{N}, \quad \frac{j - 1}{N} < v \leq \frac{j}{N}, \quad \frac{j' - 1}{N} < v' \leq \frac{j'}{N}
\]
with \( \left( \frac{i-1}{N}, \frac{i}{N} \right] \cap \left( \frac{j-1}{N}, \frac{j}{N} \right] = \emptyset, \left( \frac{i-1}{N}, \frac{i}{N} \right] \cap \left( \frac{j'-1}{N}, \frac{j'}{N} \right] = \emptyset \) and such that \( g_1 \) and \( g_2 \) are continuous on \( \left( \frac{i-1}{N}, \frac{i}{N} \right] \cup \left( \frac{j-1}{N}, \frac{j}{N} \right] \) and \( \left( \frac{i-1}{N}, \frac{i}{N} \right] \cup \left( \frac{j'-1}{N}, \frac{j'}{N} \right] \), respectively. Since the function \((x, y) \mapsto g_1(x)g_2(y)\) is continuous on \( \left( \frac{i-1}{N}, \frac{i}{N} \right] \cup \left( \frac{j-1}{N}, \frac{j}{N} \right] \times \left( \frac{i-1}{N}, \frac{i}{N} \right] \cup \left( \frac{j'-1}{N}, \frac{j'}{N} \right] \), we have that
\[
\{ g_1(u') - g_1(u) \} \{ g_2(v') - g_2(v) \} \geq 0,
\]
which can be established by following the proof of Proposition 1 in Hofert & Koike (2019). Discontinuity points of \( g_1 \) and \( g_2 \) are at most countable (see also Theorem 5.61 in Thomson, Judith & Andrew, 2008 or Proposition 2 in Yim-Ming, 1965), and thus Inequality (5) also holds for countably many discontinuity points of \( g_1 \) and \( g_2 \) by considering increasing sequences of continuity points of \( g_1 \) and \( g_2 \) approaching their discontinuity points from the left. Therefore, \( g_1 \) and \( g_2 \) are monotone in the sense that \( \{ g_1(u') - g_1(u) \} \{ g_2(v') - g_2(v) \} \geq 0 \) for any \( 0 < u < u' < 1 \) and \( 0 < v < v' < 1 \).

By monotonicity of \( g_1 \) and \( g_2 \), it holds that \( g_1 \) and \( g_2 \) are both non-decreasing, or both non-increasing. First consider the former case. For \( C \in C_2 \) and \( (U, V) \sim C \), let \( X = g_1(U) \sim G_1 \) and \( Y = g_2(V) \sim G_2 \). By Lemma A.23 in Föllmer & Schied (2011), we have that \( (G_1^{-1}(u), G_2^{-1}(v)) = (g_1(u), g_2(v)), (u, v) \in (0, 1)^2 \) almost everywhere (the two functions actually coincide on \( (u, v) \in (0, 1)^2 \) by left-continuity of \( G_1, G_2, g_1, \) and \( g_2 \)). Therefore, we have that \( \rho(g_1(U), g_2(V)) = \rho(G_1^{-1}(U), G_2^{-1}(V)) \). Finally, one can take \( G_1 = G_2 = G \) for some \( G \in \mathcal{G} \) by Theorem 1 in Hofert & Koike (2019). In the case where \( g_1 \) and \( g_2 \) are non-increasing, the problem reduces to the above case since \( \rho(g_1(U), g_2(V)) = \rho(-g_1(U), -g_2(V)) \) for non-decreasing functions \( \tilde{g}_1 = -g_1 \) and \( \tilde{g}_2 = -g_2 \) by the scale invariance of \( \rho \).

**Remark 2** (Remarks on Theorem 2).

1. Since values of \( g_1 \) and \( g_2 \) on countable sets do not affect the value of \( \rho_{g_1, g_2}(C) \), the same result as in Theorem 2 holds when \( g_1 \) or \( g_2 \) is right-continuous, or more generally, when they are continuous except on a discrete (and thus at most countable) set. As mentioned in the proof, left-continuity of \( g_1 \) and \( g_2 \) leads to \( G_1 = G_1^{-1} \) and \( G_2 = G_2^{-1} \) on \( (0, 1)^2 \). These equalities hold \( \lambda_1 \)-almost everywhere in the aforementioned more general case.

2. The correlation representation \( \rho_{G^{-1}} \) is not unique since the location-scale invariance of the Pearson’s correlation coefficient \( \rho \) implies that \( \rho_{G_1^{-1}, \sigma_1, G_2^{-1}, \sigma_2} = \rho_{G^{-1}} \) for any \( \mu_1, \mu_2 \in \mathbb{R} \) and \( \sigma_1, \sigma_2 > 0 \), where \( G_{\mu, \sigma}(x) = G \left( \frac{x - \mu}{\sigma} \right), x \in \mathbb{R} \).

4. **CORRELATION MIXTURE REPRESENTATION OF GINI’S GAMMA**

In this section we show that Gini’s gamma can be written as a mixture of \( G \)-transformed rank correlations. We first propose the following class of measures of concordance:

**Definition 5** (Generalized Gini’s gamma). A measure of concordance is called a generalized Gini’s gamma if it admits the representation in Equation (2) for some \( \mu \in \mathcal{M} \), and the mass of the generating measure \( \mu \) is concentrated on \( \{ (u, v) \in (0, 1)^2 : u = v \text{ or } u + v = 1 \} \).

By \( D_4 \)-invariance (Property 1 of Definition 3) and Proposition 1, a measure of concordance of degree one \( \kappa_\mu, \mu \in \mathcal{M} \), satisfies Property 6 if and only if the support of \( \mu \) contains the main and the secondary diagonals. Therefore, a generalized Gini’s gamma has a generating
Example 3 (Examples of generalized Gini’s gamma).

1. Gini’s gamma: Since the generating measure of Gini’s gamma $\gamma$ has its mass uniformly distributed on the main and secondary diagonals, $\gamma$ is a generalized Gini’s gamma.

2. Generalized Blomqvist’s beta: For $p \in \left(0, \frac{1}{2}\right]$, denote by $\beta_p$ a measure of concordance generated by

$$
\mu_p = \delta_{(p,p)} + \delta_{(p,1-p)} + \delta_{(1-p,p)} + \delta_{(1-p,1-p)}.
$$

We call $\beta_p$ generalized Blomqvist’s beta since $p = \frac{1}{2}$ reduces to Blomqvist’s beta.

Lemma 1 (Correlation representation of generalized Blomqvist’s beta). For $0 < p \leq \frac{1}{2}$, generalized Blomqvist’s beta $\beta_p$ can be represented as

$$
\beta_p(C) = \rho(G^{-1}(U; p), G^{-1}(V; p))
$$

for $(U, V) \sim C$, where

$$
G(x; p) = p1_{\{x \geq -1\}} + (1 - 2p)1_{\{x \geq 0\}} + p1_{\{x \geq 1\}}.
$$

Proof. Let $X_p$ be a discrete random variable taking on $-1, 0, \text{and} 1$ with probabilities $\mathbb{P}(X_p = -1) = p$, $\mathbb{P}(X_p = 0) = 1 - 2p$, and $\mathbb{P}(X_p = 1) = p$, respectively. Then $X_p \sim G(\cdot; p)$ and its quantile function is given by

$$
G^{-1}(u; p) = \begin{cases} 
-1, & \text{if } 0 < u \leq p, \\
0, & \text{if } p < u \leq 1 - p, \\
1, & \text{if } 1 - p < u < 1.
\end{cases}
$$

For $C \in C_2$ and $(U, V) \sim C$, we have that

$$
\mathbb{E}[G^{-1}(U; p)G^{-1}(V; p)] = \mathbb{P}\{(U, V) \in [0, p]^2\}
$$

$$
= \mathbb{P}\{(U, V) \in [0, p] \times (1 - p, 1]\}
$$

$$
\mathbb{P}\{(U, V) \in (1 - p, 1] \times [0, p]\}
$$

$$
\mathbb{P}\{(U, V) \in (1 - p, 1] \times (1 - p, 1]\}
$$

$$
= C(p, p) - (p - C(p, 1 - p)) - (p - C(1 - p, p))
$$

$$
+ 1 - (1 - p) - (1 - p) + C(1 - p, 1 - p)
$$

$$
= C(p, p) + C(p, 1 - p)
$$

$$
+ C(1 - p, p) + C(1 - p, 1 - p) - 1
$$

$$
= \sum_{\xi \in \{e, \sigma_1, \sigma_2, \sigma_1 \sigma_2\}} C \circ \xi(p, p) - 1,
$$
where $G^{-1}(\cdot; p)$ is as in Equation (8). Since $\text{Var}(X_p) = 2p$, we have that

$$
\sum_{\xi \in \{e, \sigma_1, \sigma_2, \sigma_1 \sigma_2\}} (C - \Pi) \ast \xi(p, p)
$$

$$
= \sum_{\xi \in \{e, \sigma_1, \sigma_2, \sigma_1 \sigma_2\}} C \ast \xi(p, p) - \sum_{\xi \in \{e, \sigma_1, \sigma_2, \sigma_1 \sigma_2\}} \Pi \ast \xi(p, p)
$$

$$
= \mathbb{E}[G^{-1}(U; p)G^{-1}(V; p)] - \mathbb{E}[G^{-1}(U; p)]\mathbb{E}[G^{-1}(V; p)]
$$

$$
= \text{Var}(X_p) \times \rho(G^{-1}(U; p), G^{-1}(V; p))
$$

$$
= 2p \times \rho(G^{-1}(U; p), G^{-1}(V; p)).
$$

(9)

Since $G(\cdot; p)$ is symmetric for any $p \in \left(0, \frac{1}{2}\right]$, we have that $\rho_{G^{-1}(\cdot; p)}(M) = 1$; see Part 3 of Theorem 4 in Embrechts, McNeil & Straumann (2002). Therefore, we have that

$$
\sum_{\xi \in \{e, \sigma_1, \sigma_2, \sigma_1 \sigma_2\}} (M - \Pi) \ast \xi(p, p) = 2p,
$$

and thus that

$$
\beta_p(C) = \frac{\sum_{\xi \in \{e, \sigma_1, \sigma_2, \sigma_1 \sigma_2\}} (C - \Pi) \ast \xi(p, p)}{\sum_{\xi \in \{e, \sigma_1, \sigma_2, \sigma_1 \sigma_2\}} (M - \Pi) \ast \xi(p, p)} = \rho(G^{-1}(U; p), G^{-1}(V; p)).
$$

A generator of generalized Gini’s gamma can be regarded as a mixture of generators of generalized Blomqvist’s beta’s with respect to $p \in \left(0, \frac{1}{2}\right]$. This interpretation leads to the following representation of generalized Gini’s gamma in terms of Pearson’s correlation coefficient:

**Theorem 3** (Correlation mixture representation of generalized Gini’s gamma). Generalized Gini’s gamma can be represented as

$$
\gamma_{\nu}(C) = \int_{(0, \frac{1}{2}]} \rho(G^{-1}(U; p), G^{-1}(V; p)) \, d\nu(p),
$$

(10)

for some unique Borel probability measure $\nu$ on $(0, \frac{1}{2}]$, where $(U, V) \sim C$ and $G$ is given in (7).

**Proof.** Let $\kappa$ be a generalized Gini’s gamma. Since $\kappa$ is a measure of concordance of degree one, Theorem 1 in Edwards & Taylor (2009) implies that there exists a unique generating measure $\mu$ such that $\int_{(0,1)^2} (M - \Pi) \, d\mu = 1$. Let $\Gamma = \{(u, v) \in \left(0, \frac{1}{2}\right) : u = v\}$. Since $\mu$ is $D_4$-invariant and concentrated on the main and secondary diagonals of $(0,1)^2$, we have that

$$
\kappa(C) = \int_{(0,1)^2} (C - \Pi) \, d\mu
$$

$$
= \sum_{\xi \in \{e, \sigma_1, \sigma_2, \sigma_1 \sigma_2\}} \int_{\xi(\Gamma)} (C - \Pi) \, d\mu + (C - \Pi) \left(\frac{1}{2}, \frac{1}{2}\right) \mu \left(\left\{\left(\frac{1}{2}, \frac{1}{2}\right)\right\}\right)
$$
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\[ = \sum_{\xi \in \{e, \sigma_1, \sigma_2, \sigma_1 \sigma_2 \}} \left\{ \int_{\Gamma} (C - \Pi) \circ \xi \mu \right\} \]
\[ + \frac{1}{4} (C - \Pi) \circ \xi \left( \frac{1}{2}, \frac{1}{2} \right) \mu \left\{ \left( \frac{1}{2}, \frac{1}{2} \right) \right\} \]
\[ = \int_{\left[0, \frac{1}{2}\right]} \left( \sum_{\xi \in \{e, \sigma_1, \sigma_2, \sigma_1 \sigma_2 \}} (C - \Pi) \circ \xi(p, p) \right) d\tilde{\nu}(p), \]

where \( \tilde{\nu} \) is a Borel measure on \( \left[0, \frac{1}{2}\right] \) determined via
\[ \tilde{\nu}((0, p)) = \mu((0, p)^2 \cap \Gamma) + \frac{1}{4} \mu \left\{ \left( \frac{1}{2}, \frac{1}{2} \right) \right\} \delta_{\frac{1}{2}}((0, p)^2). \]

With \( \nu \) being a Borel measure defined via \( d\nu(p) = 2p \ d\tilde{\nu}(p) \), Equation (9) yields
\[ \kappa(C) = \int_{\left[0, \frac{1}{2}\right]} \rho_{G^{-1}(\cdot; p)}(C) \ dv(p). \]

Together with \( \kappa(M) = 1 \), we have that \( 1 = \nu \left( \left[0, \frac{1}{2}\right] \right) \), that is, \( \nu \) is a probability measure on \( \left[0, \frac{1}{2}\right] \). Since the normalized generating measure \( \mu \) is unique, the probability measure \( \nu \) is also unique by its construction.

**Example 4** (Examples of \( \nu \)-measures).

1. Gini’s gamma: The generating measure of Gini’s gamma \( \gamma \) has a mass of 8 uniformly on the two diagonals. Therefore, the corresponding \( \nu \)-measure has a linear probability density function \( f_\nu(p) = 8p, p \in \left[0, \frac{1}{2}\right] \).
2. Generalized Blomqvist’s beta: For \( p \in \left[0, \frac{1}{2}\right] \), the generalized Blomqvist’s beta \( \beta_p \) has the generating measure (6). Therefore, the corresponding \( \nu \)-measure has a point mass 1 at \( p \).

**5. COMPATIBILITY BOUNDS FOR GINI’S GAMMA**

As an application of Theorems 2 and 3, in this section we derive compatibility bounds for \( G \)-transformed rank correlation and generalized Gini’s gamma.

For \( C \in C_d \) and \( (i, j) \in \{1, \ldots, d\}^2, i \neq j \), denote by \( C_{i,j} \) the \( (i, j) \)-marginal copula of \( C \). Then the \( d \)-dimensional square matrix \( (\kappa(C_{i,j}))_{i,j=1,\ldots,d} \) is called the \( \kappa \)-matrix of \( C \in C_d \).

**Definition 6** (Compatible set). For \( d \in \mathbb{N} \) and a measure of concordance \( \kappa : C_2 \to [-1, 1] \), the range
\[ \mathcal{R}_d(\kappa) = \{ (\kappa(C_{i,j}))_{i,j=1,\ldots,d} : C \in C_d \} \]
is called a \( d \)-dimensional compatible set of \( \kappa \).

Recall that \( P_d \) and \( P^B_d \) represent the elliptope and cut polytope, i.e., the set of all \( d \)-dimensional correlation matrices and the set of all correlation matrices of \( d \)-dimensional
random vectors with symmetric Bernoulli margins, respectively. The next proposition says that $\mathcal{P}_d$ and $\mathcal{P}_d^B$ are the upper and lower bounds of the compatible sets of $G$-transformed rank correlations.

**Proposition 3** (Hofert & Koike, 2019).

1. $\mathcal{P}_d \subseteq \mathcal{R}_d(\rho_{G^{-1}}) \subseteq \mathcal{P}_d$ for all $G \in \mathcal{G}$.
2. $\mathcal{R}_d(\zeta) = \mathcal{P}_d$ and $\mathcal{R}_d(\beta) = \mathcal{P}_d^B$.

It is shown in Huber & Marić (2015, 2019) that $\mathcal{P}_d$ is the convex hull given by

$$\mathcal{P}_d = \operatorname{conv}\{ \mathcal{P}(b) : b \in \{0, 1\}^d, b_1 = 1 \},$$

where $\mathcal{P}(b) = (2b - 1)(2b - 1)^T$, that is, $\mathcal{P}_d$ is a convex polytope with $2^{d-1}$ vertices whose off-diagonal entries are all 1 or -1. For any measure of concordance $\kappa$, it holds that $\kappa(M) = 1$ and $\kappa(W) = -1$, and thus

$$\mathcal{P}(b) = \left( \kappa \left( U^{(b)} \right) \right)_{i,j=1,\ldots,d} \quad \text{for} \quad U^{(b)} = Ub + (1 - U)(1_d - b),$$

where $b \in \{0, 1\}^d, U \sim \operatorname{Unif}(0, 1)$, and $1_d = (1, \ldots, 1) \in \mathbb{R}^d$. As a consequence, the lower bound in Part 1 of Proposition 3 remains valid for any measure of concordance of degree one since they are convex-preserving.

**Proposition 4** (Lower compatibility bound of $\kappa_{\mu}$). Let $\kappa$ be any measure of concordance of degree one. Then $\mathcal{P}_d^B \subseteq \mathcal{R}_d(\kappa)$.

The next proposition states that the upper bound in Part 1 of Proposition 3 remains valid for generalized Gini’s gamma.

**Proposition 5** (Upper compatibility bound for $\gamma_{\nu}$). Let $\gamma_{\nu}$ be a generalized Gini’s gamma. Then $\mathcal{P}_d^B \subseteq \mathcal{R}_d(\gamma_{\nu}) \subseteq \mathcal{P}_d$.

**Proof.** Since $\mathcal{P}_d \subseteq \mathcal{R}_d(\gamma_{\nu})$ holds by Proposition 4, we will show that $\mathcal{R}_d(\gamma_{\nu}) \subseteq \mathcal{P}_d$. Let $\nu$ be the probability measure such that the correlation representation (10) holds for $\gamma_{\nu}$. Since the integrand $p \to \rho(G^{-1}(U; p), G^{-1}(V; p)) \in [-1, 1]$ is continuous and bounded, it holds that

$$\gamma_{\nu}(C) = \lim_{n \to \infty} \gamma_{\nu[n]}(C) = \lim_{n \to \infty} \sum_{k=1}^{n} w_k \rho_{G^{-1}(\cdot; p_k)}(C),$$

where $0 = p_0 < p_1 < \cdots < p_n = \frac{1}{2}$, $w_k = \nu((p_{k-1}, p_k]) \geq 0$, and $\nu[n] = \sum_{k=1}^{n} w_k \delta_{p_k}$. Since $\sum_{k=1}^{n} w_k = \nu \left( \left( 0, \frac{1}{2} \right] \right) = 1$, $\nu[n]$ is a probability measure. Moreover, since $G(\cdot; p) \in \mathcal{G}$, we have that $\mathcal{R}_d(\rho_{G^{-1}(\cdot; p_k)}) \subseteq \mathcal{P}_d$ by Part 1 of Proposition 3. Finally, we have that $\mathcal{R}_d(\gamma_{\nu[n]}) \subseteq \mathcal{P}_d$ for any $n \in \mathbb{N}$ by convexity of $\mathcal{P}_d$, and that $\mathcal{R}_d(\gamma_{\nu}) \subseteq \mathcal{P}_d$ by closedness of $\mathcal{P}_d$.

$\mathcal{R}_d(\gamma_{\nu})$ is in general not equal to $\mathcal{P}_d$ as seen in the following example.

**Example 5** ($\mathcal{P}_d^B \neq \mathcal{R}_d(\gamma_{\nu})$). We construct a three-dimensional correlation matrix $P$ such that $P \notin \mathcal{P}_3^B$ and $P \in \mathcal{R}_3(\gamma)$ for Gini’s gamma. Denote by $P(r), r \in [-1, 1]$, the three-dimensional correlation matrix whose off-diagonal entries are all equal to $r$. As seen in Example 4 of Hofert &
Koike (2019), we have that $P(r) \in P_3$ if and only if $-\frac{1}{2} \leq r \leq 1$, and $P(r) \in P_d^B$ if and only if $-\frac{1}{3} \leq r \leq 1$. Moreover, Meyer (2013) showed that

$$\gamma(C_{r}^{Ga}) = \frac{4}{\pi} \arcsin \left( \frac{\sqrt{(1+r)(3+r)} - \sqrt{(1-r)(3-r)}}{4} \right),$$

where $C_r^{Ga} \in C_2$ is the Gaussian copula with correlation parameter $r \in [-1, 1]$. Since $\gamma(C_{-0.5}^{Ga}) = -0.379$, we have that $P(-0.379) \in R_d(\gamma)$. Since $-\frac{1}{2} < -0.379 < -\frac{1}{3}$, it holds that $P(-0.379) \notin P_d^B$, and thus $P(-0.379)$ is the desired correlation matrix. Note that the function $r \mapsto \gamma(C_{r}^{Ga})$ is continuous and strictly increasing on $(-1, 1)$. Therefore, $P(r) \in P_d$ for $-\frac{1}{2} \leq r < -0.379$, but they are not attainable as a $\gamma$-matrix of any Gaussian copula.

6. CONCLUSION

Our article provides two main contributions. First we showed that measures of concordance of the form $\kappa(U, V) = \rho(g_1(U), g_2(V))$ are exhausted by the case when $g_1 = g_2 = G^{-1}$ for the so-called concordance-inducing distributions $G$. We relaxed the continuity assumption previously imposed on $g_1, g_2$ in Hofert & Koike (2019) and our more general result now covers Blomqvist’s beta, which is obtained for non-continuous functions $g_1, g_2$. Our characterization in terms of $G$ is useful for determining whether a given pair of functions $g_1, g_2$ leads to a correlation-based measure of concordance. For instance, by monotonicity of $X \mapsto G^{-1}(F_X(X))$, $X \sim F_X$, the correlation coefficient transformed by the so-called wrapping function proposed by Raymaekers & Rousseeuw (2021) cannot be a measure of concordance despite its efficiency and robustness.

As the second contribution, we introduced generalized Gini’s gamma and showed that it can be represented as a mixture of correlation representations of measures of concordance. As an application of this mixture representation, we derived lower and upper bounds for the compatible set of generalized Gini’s gamma, which enable us to test whether a given square matrix is attainable as a matrix of pairwise generalized Gini’s gammas.

Although we derived bounds for the compatible set of generalized Gini’s gamma, the complete characterization of this compatible set is still an open problem. Another interesting question for future research is whether any measure of concordance of degree one can admit certain correlation representation helpful to determine bounds of its compatible set.

ACKNOWLEDGEMENTS

The authors are grateful to the editor, an associate editor, and two anonymous referees for their helpful and constructive comments. Takaaki Koike was supported by JSPS KAKENHI Grant Number JP21K13275. Marius Hofert acknowledges financial support from the Natural Sciences and Engineering Research Council of Canada (RGPIN-2020-04897 and RGPAS-2020-00093).

REFERENCES

Blomqvist, N. (1950). On a measure of dependence between two random variables. *The Annals of Mathematical Statistics*, 21(4), 593–600. doi: 10.1214/aoms/1177729754.

Bogachev, V. I. (2007). *Measure Theory*, Vol. 1, Springer, New York.

Boudt, K., Cornelissen, J., & Croux, C. (2012). The Gaussian rank correlation estimator: robustness properties. *Statistics and Computing*, 22(2), 471–483.

DOI: 10.1002/cjs.11748
Cifarelli, D. M. & Regazzini, E. (1977). On a distribution-free test of independence based on Gini’s rank association coefficient. In Recent Developments in Statistics, North-Holland, Amsterdam, 375–385.

Devroye, L. & Letac, G. (2015). Copulas with prescribed correlation matrix. In In Memoriam Marc Yor-Séminaire de Probabilités XLVII, Springer, Cham, 585–601.

Diaconis, P. & Graham, R. L. (1977). Spearman’s footrule as a measure of disarray. Journal of the Royal Statistical Society: Series B (Methodological), 39(2), 262–268.

Durante, F. & Sempi, C. (2016). Principles of Copula Theory, CRC press, Boca Raton, FL.

Edwards, H. H., Mikusiński, P., & Taylor, M. D. (2005). Measures of concordance determined by $D_4$-invariant measures on $\{0, 1\}^2$. Proceedings of the American Mathematical Society, 133(5), 1505–1513.

Edwards, H. H. & Taylor, M. D. (2009). Characterizations of degree one bivariate measures of concordance. Journal of Multivariate Analysis, 100(8), 1777–1791.

Embrechts, P., Hofert, M., & Wang, R. (2016). Bernoulli and tail-dependence compatibility. The Annals of Applied Probability, 26(3), 1636–1658.

Embrechts, P., McNeil, A., & Straumann, D. (2002). Correlation and dependency in risk management: Properties and pitfalls. In Dempster, M. (Ed.), Risk Management: Value at Risk and Beyond, Cambridge University Press, Cambridge, 176–223.

Föllmer, H. & Schied, A. (2011). Stochastic Finance: An Introduction in Discrete Time, Walter de Gruyter, Berlin, Boston.

Genest, C., Nešlehová, J. G., & Ben Ghorbal, N. (2010). Spearman’s footrule and Gini’s gamma: a review with complements. Journal of Nonparametric Statistics, 22(8), 937–954.

Gini, C. (1914). L’ammontare e la composizione della ricchezza delle nazioni, Vol. 62, Fratelli Bocca, Turin.

Hofert, M. & Koike, T. (2019). Compatibility and attainability of matrices of correlation-based measures of concordance. ASTIN Bulletin: The Journal of the IAA, 49(3), 885–918.

Huber, M. & Marić, N. (2015). Multivariate distributions with fixed marginals and correlations. Journal of Applied Probability, 52(2), 602–608.

Huber, M. & Marić, N. (2019). Admissible Bernoulli correlations. Journal of Statistical Distributions and Applications, 6(1), 1–8.

Kendall, M. G. (1938). A new measure of rank correlation. Biometrika, 30(1/2), 81–93.

Lehmann, E. L. (1966). Some concepts of dependence. The Annals of Mathematical Statistics, 37(5), 1137–1153.

Luigi Conti, P. & Nikitin, Y. (1999). Asymptotic efficiency of independence tests based on Gini’s rank association coefficient, Spearman’s footrule and their generalizations. Communications in Statistics-Theor and Methods, 28(2), 453–465.

McNeil, A. J., Nešlehová, J. G., & Smith, A. D. (2022). On attainability of Kendall’s tau matrices and concordance signatures. Journal of Multivariate Analysis, 191, 105033. doi:10.1016/j.jmva.2022.105033.

Meyer, C. (2013). The bivariate normal copula. Communications in Statistics-Theory and Methods, 42(13), 2402–2422.

Nelsen, R. & Úbeda-Flores, M. (2004). The symmetric footrule is Gini’s rank association coefficient. Communications in Statistics-Theor and Methods, 33(1), 195–196.

Nelsen, R. B. (1998). Concordance and Gini’s measure of association. Journal of Nonparametric Statistics, 9(3), 227–238.

Nelsen, R. B. (2006). An Introduction to Copulas, Springer, New York.

Raymaekers, J. & Rousseueuw, P. J. (2021). Fast robust correlation for high-dimensional data. Technometrics, 63(2), 184–198.

Salama, I. A. & Quade, D. (2001). The symmetric footrule. Communications in Statistics-Theory and Methods, 30(6), 1099–1109.

Scarsini, M. (1984). On measures of concordance. Stochastica, 8(3), 201–218.

Šidák, Z., Sen, P. K., & Hájek, J. (1999). Theory of Rank Tests, Academic Press, Cambridge, MA.

Spearman, C. (1904). “general intelligence,” objectively determined and measured. The American Journal of Psychology, 15(2), 201–292.

Spearman, C. (1906). Footrule for measuring correlation. British Journal of Psychology, 2(1), 89.
Strothmann, C., Dette, H., & Siburg, K. F. (2022). Rearranged dependence measures. arXiv preprint, arXiv:2201.03329.
Thomson, B. S., Judith, B. B., & Andrew, M. B. (2008). Elementary Real Analysis: Second Edition, CreateSpace Independent Publishing Platform, Scotts Valley, California. (ISBN 143484367X)
Wang, B., Wang, R., & Wang, Y. (2019). Compatible matrices of Spearman’s rank correlation. Statistics & Probability Letters, 151, 67–72.
Yim-Ming, W. (1965). A theorem on points of discontinuity of functions. Journal of the London Mathematical Society, 1(1), 324–325.

Received 12 December 2020
Accepted 20 June 2022