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Abstract: Cloud computing makes the necessary resources available to the appropriate computation to improve scaling, resiliency, and the efficiency of computations. This makes cloud computing a new paradigm for computation by upgrading its artificial intelligence (AI) to a higher order. To explore cloud computing using theoretical tools, we use cloud automata as a new model for computation. Higher-level AI requires infusing features of the human brain into AI systems such as incremental learning all the time. Consequently, we propose computational models that exhibit incremental learning without stopping (sentience). These features are inherent in reflexive Turing machines, inductive Turing machines, and limit Turing machines.
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1. Introduction

When Eugene Wigner discussed the role of mathematics in physical theories, he emphasized the unreasonable effectiveness of mathematics in the natural sciences. He wrote:

“The first point is that mathematical concepts turn up in entirely unexpected connections. Moreover, they often permit an unexpectedly close and accurate description of the phenomena in these connections. Secondly, just because of this circumstance, and because we do not understand the reasons of their usefulness, we cannot know whether a theory formulated in terms of mathematical concepts is uniquely appropriate.” [1]

In this paper, we examine a few new theoretical insights based on advanced mathematical theories, and their application to understanding the information processing structures in cloud computing. The term “cloud computing” refers to a variety of Internet-based computing services. The difference between cloud-based and traditional software is that the cloud provides elastic, on-demand computing resources for executing information processing structures. Most cloud computing services are accessed through a web browser or a dedicated mobile app or through a browser on a smartphone or tablet. Therefore, cloud services do not require users to have sophisticated computers that can run specialized software. Despite its popularity and rich applications, cloud computing is not a de facto choice. Its formal model(s), and therefore, some properties of cloud computing, cannot be properly studied to exploit its full richness. In this paper, we discuss the ability of the cloud automata model [2] to harness the power of distributed computing in clouds. These results are new and original, and by stressing the emergence of cloud computing as a new computational paradigm, it is possible to use cloud computing for problems that either cannot be solved at all or not to be solved effectively by traditional computers.
Cloud automata are constructed using the mathematical theory of Oracles [3], which include Oracles of Turing machines as its special case. We develop a hierarchical approach based on Oracles [4–7] with different ranks, which encompass Oracle AI [8] as a particular case. In the context of the named-set approach, we describe an implementation of a high-performance edge cloud using hierarchical name-oriented networking and Oracle AI-based orchestration. We demonstrate how cloud automata with a control overlay allows for microservice network provisioning, monitoring, and reconfiguration to address non-deterministic fluctuations affecting their behavior without interrupting the overall evolution of computation. A high-level AI requires infusing features that mimic human functioning into AI systems. One of the central features is that humans learn all the time and the learning is incremental. Consequently, for AI, we need to use computational models, which reflect incremental learning without stopping (sentience). This means that conventional models of computation, such as Turing machines, are insufficient for AI—which needs more advanced models, such as inductive Turing machines [9]. In our model, we also use the Oracle AI agents as hierarchical cognizing agents. These assist in modeling, monitoring and executing computational structures that process information, and manage their evolution even in the face of non-deterministic fluctuations in the availability or demand of resource.

2. Oracles in Clouds and Cloud Automata

Many scientists are convinced that computations going beyond Turing machines are possible, while contemporary and future computers can compute, and will compute, beyond the Turing limit using—for example, reactive programs, such as operating systems or client/server Internet computing [10,11]. Cloud computing also belongs to this category, and cloud automata are aimed at defining more powerful models of computation and computing networks. Current cloud computing model is mainly addressing how to make the right resources available to the proper computation to improve scaling, resiliency and efficiency of the computation. It is possible to define three stages of networking a general and cloud technology, in particular:

1. The **address-oriented networking** when the connection to systems and resources is based on their addresses in the network;
2. The **name-oriented networking** when the connection to systems and resources is based on their names;
3. The **hierarchical name-oriented networking** when the connection to systems and resources is organized through connection to the relevant host, which provides necessary systems and resources by their names.

Currently, all three types of cloud computing and networking coexist using the Internet as their communication space. However, today, the Internet architecture supports and is exclusively oriented only at address-oriented networking. It is possible to use two approaches to achieve the transition from address-oriented networking to name-oriented networking in clouds. One of them demands a change in the basic Internet architecture. The other approach does not demand such big transformations, because it utilizes network agents, such as described in DIME (Distributed Intelligent Managed Element) Network Architecture - DNA cloud [2,5,6] or middleware CORBA (Common Object Request Broker Architecture) or Java RMI (Java Remote Method Invocation) [10,11], to convert names to addresses. Sets and operations are named using an analytical description of these procedures [12].

Cloud automata are designed using the hierarchical approach in artificial intelligence, based on the mathematical theory of oracles [3,4]. This approach includes Oracle AI [8] as a special case providing new tools for the exploration of artificial intelligence in general and Oracle artificial intelligence in particular. In computer science, oracles appeared in the first half of the 20th century when Turing introduced into computing, an oracle machine or o-machine. It is a Turing a-machine that pauses its computation at state “o”, while to complete its calculation, it “awaits the decision” of “the oracle”—an unspecified entity “apart from saying that it cannot be a machine” [13]. Later, the concept of an oracle was utilized by different researchers. In his mathematical theory of Oracles [4],
Burgin describes an organizational hierarchy of Oracles, which consists of three levels of agent oracles:

1. Controlled agent oracles;
2. Regulated agent oracles;
3. Autonomous agent oracles.

A hierarchy of oracles is a useful structure for AI when machines (systems) are organized in layers so that a machine (system) in the layer $n$ can be an oracle only for machines (systems) in the layer $n - 1$ and lower. Naturally, when such a hierarchy exists, machines (systems) in the lowest layer are not oracles for machines at higher levels in this hierarchy. This structure ascribes ranks to oracles in the following way. An oracle of the rank 1 is an oracle for one or several basic systems [3,4]. Assuming that functioning of machines is organized according to the hierarchical structure, an oracle of the rank $n$ is an oracle for one or several oracles of the rank $n - 1$. Note that, in general, it is possible that a machine A plays the role of an oracle for a machine B in some situations, while in other situations the machine B plays the role of an oracle for a machine A. Hierarchic intelligence forms a hierarchy of oracles over the base information processing system. The oracles can be used as cognizing agents that configure, monitor and provide addressing, alerting, mediation and supervision functions for downstream information processing systems based on global knowledge acquired from a peer or superior oracles. To build a high-level artificial intelligence, it would be useful to incorporate certain features of the human brain. One of the central features is that the brain learns all the time and learning is incremental. Consequently, for artificial intelligence, we need to use computational models, which reflect incremental learning without stopping (sentient systems). Oracles as cognizing agents coupled with knowledge structures [14] and structural machines [15] provide a framework to implement such sentient machines.

In this context, a cloud automaton is a three-component structure $(M, C, O)$, in which $M$ is the total user (basic) automaton, $C$ is the communication space and $O$ is the Oracle $O$ in a Cloud.

The total user automaton is a distributed system, which consists of unit user automata, each of which is utilized for computation or more general, for solving problems by the cloud user. The most convenient and flexible mathematical model of a user automaton is a grid automaton [9].

In a cloud automaton, the Oracle $O$ can serve as a provider of information, services and/or virtual systems, e.g., computing and storage facilities, virtual software and hardware, data, and infrastructures, to the user automaton via the communication space [16].

When the unit user automata are either recursive, such as Turing machines or Minsky machines [12], or sub-recursive automata, such as finite automata, then a super-recursive automaton, such as an inductive Turing machine or inductive cellular automaton [17], can be the Oracle in a cloud automaton.

The structural machine framework relates knowledge structures (made up of named objects, their relationships and behaviors in the form of algorithms) and their processing to glean information using computing processes [15]. The knowledge structures and their evolution can be thought of as executable microservices and their evolution in cloud computing. An implementation of non-stop web service using a set of oracles managing a web server, application server and a database on multiple clouds is described in Reference [6]. High availability using auto-failover, auto-scaling, and live migration of application components from one cloud to another, which are separated geographically is demonstrated without disrupting the service transactions. The oracles manage the downstream application components based on policies that are executed by oracle agents.

3. Conclusions

The foundation for an information processing entity (IPE) comes from the stored program implementation of the Turing machine. However, IPE networking architecture augments the information processing power by facilitating communication among IPEs and allowing shared resources for computation within a computing machine or a network of these machines. The first phase of information networking used their host (or logical) address (usually an IP address in private
or public networks). A domain name server (DNS) provides the mapping between the location and the IPE. Inside each host, multiple IPEs are distinguished by various ports. During the past five+ decades, IP networking using IP addresses has been the dominant protocol providing the information networking services establishing links between the IPE nodes.

More recently, the focus has been shifting to IPEs as microservices that provide specific business (or other) functions, with each acting as an “active” node—hiding the details of implementation (which itself could be a subnetwork of IPEs). This provides a new class of hierarchical name-oriented microservice networking, where each node executes a specific behavior based on the input. A control overlay allows for microservice network provisioning, monitoring, and reconfiguration, as required to address fluctuations in their behavior.

In essence, such a hierarchical named network of IPEs allows the composition of micro-services to create a managed process workflow by enabling dynamic configuration and reconfiguration of the micro-service network. Examples of this are Kubernetes orchestrated microservice networks and DIME (distributed intelligent managed element) networks, as discussed in the literature. Both these examples use hierarchical named micro-service networks (and subnetworks) to provision, monitor, and control information processing structures and their resources, while addressing non-deterministic fluctuations in the demand or availability of needed computing resources. In this context, cloud automata provide theoretical tools for modeling, exploration, and improvement of information processing in clouds.
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