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Abstract. This technical report provides some lightweight introduction motivating the definition of an alignment of log traces against Data-Aware Declare Models potentially containing correlation conditions. This technical report is only providing the intuition of the logical framework as a feasibility study for a future formalization and experiment section.

1 Working assumptions

In this draft paper\cite{1}, we are considering the alignment problem for log traces \( \sigma \in \mathcal{L} \) with respect to Declare Data-Aware models \( \mathcal{M} \), where traces might have data payloads. We are interested in reformulating the alignment problem as a satisfiability of such a model over a single world, e.g., each single log trace. As a common assumption in current literature, each log trace has a finite length. As a consequence, we are working under a Closed World Assumption, as each time we pick a trace \( \sigma \) and test it against the logical model \( \mathcal{M} \); this approach can be also trivially generalised to a whole log \( \mathcal{L} \) after imposing that the log set contains a finite number of log traces.

We assume that each log trace represents the “sequentialisation” of possibly concurrent processes’ activities, thus implying that we can always provide a complete total order of the traces’ events by exploiting their timestamp information. Furthermore, it will be always possible to determine a bijection associating the timestamp to the position of an event within the “sequentialised” trace.

In particular, we want to show that such problem can be formulated as a MAX-SAT problem: the perfect alignment (zero-cost) will correspond to a 1 returned by the MAX-SAT problem. This is possible since, in current literature, each Declare Data Aware clause is defined independently from the other clauses in the model, and therefore we can test the satisfiability of each clause \( C_i \in \mathcal{M} \) at a time: therefore a log trace satisfies the model iff. the log trace satisfies each clause belonging to such model, \( \forall \sigma, \mathcal{M}. \ \sigma \models \mathcal{M} \iff (\forall C_i \in \mathcal{M}. \ \sigma \models C_i) \).

Please observe that this is a completely different assumption from recent SAT-solvers \cite{7}, where the satisfiability of a model \( \mathcal{M} \) is defined over the set of all the possible model traces, thus making the satisfiability problem semi-decidable; furthermore, the latter approach cannot be trivially exploited for solving a trace alignment problem as we intend. As MAX-SAT is generally an NP-Complete problem, finite models enable tractable solutions. In particular, we will show that it is always possible to define a decidable algorithm in our sketched scenario.

\footnote{https://github.com/jackbergus/bpm21-dataalign/commits/fbd770f998e1c9f439db31e1773b31ef01533b5a}
2 FOL formulation

(Data) payloads are finite functions \( p \in V^K \), where \( K \) is a finite set of keys and \( V \) is a (finite) set of values. We distinguish the trace keys \( (K_i) \) from the event keys \( (K_e) \), such that \( K = K_t \cup K_e \) with \( K_t \cap K_e = \emptyset \). We denote \( \bot \) as an element \( \bot \notin V \): we can now denote \( p(k) = \bot \) for \( k \notin \text{dom}(p) \). An event \( e_j \) is a pair \( \langle a, p \rangle \in A \times V^K \), where \( A \) is a finite set of activity labels and \( p \) is a finite function describing the data payload. A trace \( \sigma \) is an ordered sequence of distinct events \( e_1, \ldots, e_n \) for which each event associates the same values to the same trace keys \( \forall \langle a_i, p_i \rangle, \langle a_j, p_j \rangle \in \sigma. \forall k \in K \; p_i(k) = p_j(k) \). A log \( \mathcal{L} \) is a finite set of traces, where each trace \( \sigma \) is uniquely associated by a numeric case-id, \( \text{case}(\sigma) \in V \). Last, we can freely assume that there exists a specific timestamp \( T \in K_e \), such that for each trace \( \langle a_1, p_1 \rangle, \ldots, \langle a_i, p_i \rangle, \ldots, \langle a_n, p_n \rangle \) it always exists a bijection \( i \leftrightarrow p_i(T) \), thus implying that temporal aspects of the events can be directly represented as payload values.

Values can represent either categorical data \((U^*)\), numerical data \((F(\beta,t,\lambda,\omega))\), or hierarchical data \((H)\). Given \( U \) the set of the UTF-32 characters, \( U^* \) represents the set of all the possible strings, for which a lexicographical ordering \( \preceq_{U^*} \) exists. Numerical data can be represented via a finite number system \( F(\beta,t,\lambda,\omega) = \{ \alpha \in \mathbb{R} | \alpha = \pm (\sum_{i=0}^{t-1} \alpha_i \beta^i) \beta^p, \lambda \leq p \leq \omega \} \cup \{ 0 \} \), where IEEE floats are represented by \( F(2,23,-126,127) \), for which it trivially exists an ordering \( \preceq_{\mathbb{R}} \). Hierarchical data can be described as a partially ordered set \((H, \preceq_H)\), where \( \preceq_H \) determines an is-a relationship among entities. Please note that is always possible to compose multiple hierarchies into one single hierarchy via graph cartesian product \([1]\).

At this point, we want to prove that each log \( \mathcal{L} \) can be described as a finite model: this is a sufficient requirement to make any FOL formula decidable \([3]\), as we just need to enumerate larger and larger finite interpretations of a given trace until we find one in which it holds.

**Lemma 1.** Values can be represented as a finite partially ordered set \( \mathcal{V} = (V \cup \{ \top, \bot \}, \preceq_V) \).

**Proof.** Values in \( V \) can be described by either categorical data, numerical data, or hierarchical data. For categorical data in \( U^* \), it always exists a trivial lexicographical ordering \( \preceq_{U^*} \). Given that finite number systems represent a finite set of real numbers in \( \mathbb{R} \), numerical data expressed as such always admits the same ordering as the real numbers, which are a poset \( (\mathbb{R}, \leq_{\mathbb{R}}) \). Last, given that hierarchical data can be expressed as DAGs \((H, \preceq_H)\), where \( H \) are the hierarchy’s entities and \( \preceq_H \) expresses the is-a relationships, \((H, \preceq_H)\) is a poset \([1]\). Given that \( U^*, H \), and \( F(2,23,-126,127) \) are sets of distinct elements, we can represent \( V \) as a finite set of values completely describing the payloads of a log \( \mathcal{L} \) as follows:

\[
V = \bigcup_{e_i \in \mathcal{L}} \{ p(K) | \langle a, p \rangle \in e_i \} \setminus \{ \bot \}
\]

After defining \( \bot \) as the minimal element of \( V \) and \( \top \) the maximal element of such set, we can define an ordering \( \preceq_V \) as follows:

\[
\forall u, v \in V. \ u \preceq_V v \iff (u \in U^* \land v \in U^* \land u \preceq_{U^*} v)
\]
Lemma 2. Each log \( \mathcal{L} \) can be represented as a finite model \( \Delta(\mathcal{L}) \).

Proof. Let \( A \cup \{ \preceq \} \) be the set of the predicate symbols. Each predicate symbol \( a \in A \) represents an \((|K| + 1)\)-ary predicate, while \( \preceq \) represents a binary predicate. Given that Lemma 1 completely characterizes the Herbrand’s Universe \( U(\mathcal{L}) = \mathcal{S} \) for the finite log \( \mathcal{L} \) as a finite set and given that the set of symbols is also finite, the resulting Herbrand’s Base \( B(\mathcal{L}) \) for the log \( \mathcal{L} \) is also a finite set of grounded atoms. Given that any possible Herbrand model resulting from such base is finite, then the set of all the possible worlds is finite, and each world is finite. Therefore, the resulting model \( \Delta(\mathcal{L}) \) is finite.

Each \( i \)-th event \( \langle a_i, p_i \rangle \) from a trace \( \sigma \in \mathcal{L} \) can be represented for \( K = \{ T, k_2, \ldots, k_n \} \) as a \((n+1)\)-ary predicate \( a_i(\text{case}(\sigma), i, p_i(k_2), \ldots, p_i(k_n)) \). Therefore, \( \mathcal{L} \) can be represented as follows:

\[
\Delta(\mathcal{L}) = \{ \preceq(u, v) \mid u, v \in B(\mathcal{L}) \wedge u \preceq v \} \cup \\
\{ a_i(\text{case}(\sigma), i, p_i(k_2), \ldots, p_i(k_n)) \mid \langle a_i, p_i \rangle \in \sigma, \sigma \in \mathcal{L} \}
\]

Walking in the footsteps of [4], we can provide a semantics to the LTL\(_f\) formulae over the previously given Herbrand Base \( \Delta(\mathcal{L}) \). We can interpret an LTL\(_f\) formula in negation normal form as \( \text{fol}(\phi, \text{case}(\sigma)) \) for each trace \( \sigma \) as follows:

\[
\text{fol}(\phi, c) = \begin{cases} \\
\exists x_1, \ldots, x_m \in \mathcal{S}. \text{pl}(\phi, c, 1) & \{ x_1, \ldots, x_m \} = FV(\text{pl}(\phi, c, 1)) \\
\text{pl}(\phi, c, 1) & \text{oth.}
\end{cases}
\]

where \( \text{pl} \) is inductively defined over \( \phi \) as follows:

\[
\text{pl}(\phi, c, t) = \begin{cases} \\
\top & \phi = \top \\
a(c, t, (x_2p)^1_2, \ldots, (x_3p)^1_n) \land \mathbf{P} & \phi = a \land \mathbf{P} \\
\neg \text{pl}(\phi, c, t) & \phi = \neg \phi \\
\text{pl}(\phi, c, t+1) & \phi = \bigcirc \phi \\
\text{pl}(\phi_1, c, t) \land \text{pl}(\phi_2, c, t) & \phi = \phi_1 \land \phi_2 \\
\bigvee_{t \leq \leq \sigma} \text{pl}(\phi_2, c, t) \land \bigwedge_{t \leq u < \tau} \text{pl}(\phi_1, c, u) & \phi = \phi_1 \cup \phi_2
\end{cases}
\]

where each predicate \( \mathbf{P} \) is a relation predicate that can be expressed in terms of \( \preceq \). Please observe that, differently from [3], the existential quantification
over the payload values was pulled at the beginning of the formula as in the
tuple relational calculus \[3\] to guarantee the expression of join conditions:

- given a constant value \(\kappa\), the condition \(\text{Cond} := a_i.K_j \preceq V \kappa\) to be tested at
time \(t\) can be expressed as \(P := (x_{a_i,\text{Cond}})_j^t \preceq V \kappa\)
- the join condition \(\text{Join} := a_i.K_j \preceq V a_h.K_k\) where \(a_i\) happening at time 
time \(t\) temporally follows \(a_j\) can be expressed as \(P := \bigvee_{\tau < t} (x_{a_i,\text{Join}})_j^t \preceq V (x_{a_h,\text{Cond}})_k^\tau\)

By the working assumptions, a Declare Data Aware model \(M\) is a set of
instantiated Declare Data Aware templates \(M = \{ C_i \}_{i \leq n}\), where each tem-
plate \(C_i\) can be expressed in LTL\( _f\) via a translation function \(\tau_D^{\text{LTL}_f}\), such that
\(\tau_D^{\text{LTL}_f}(C_i)\) is a well-formed LTL\( _f\) formula. The usual semantic interpretation
of such model \(M\) is the conjunction of all of such interpretations, and therefore
\([M] = \bigwedge_{C_i \in M} \tau_D^{\text{LTL}_f}(C_i)\). Therefore, the satisfiability of a log trace \(\sigma \in L\)
can be expressed as \(\sigma \vDash M \iff \bigwedge_{C_i \in M} \text{fol}(\tau_D^{\text{LTL}_f}(C_i), \text{case}(\sigma))\).

After observing that the only instance of the existential quantifier is merely a
way to bound the payload values to a predicate via variables \((x_{a_i P})^t_2, \ldots, (x_{a_i P})^t_k\),
and that at each timestamp \(t\) only one event can occur in a trace with
case-id \(c\), then the former FOL fragment is decidable via quantifier elimination \[3\].
In particular, the former definition implies that the it is always possible to test
whether a trace \(\sigma\) is a possible world for a given Data Aware Declare template
\(\phi\) in polynomial time over the size of the trace and in exponential time over the
query size, similarly to SQL queries \[10\].

2.1 Towards a Knowledge Base representation for MAX-SAT

In some other use cases, the model \(D\) is unknown, and we want to mine the set
of plausible rules from a log. In this case, we are interested in knowing which and
how many log traces \(\sigma_L\) satisfy (albeit approximately) a Declare constraint \(C_i\).
This requires to visit the same log dataset multiple times for multiple candidate
constraints \(C_i \in M\): although it already exists a previous attempt at minining
declarative models via relational databases \[9\], state-of-the-art interpretation of
relational queries face inefficient implementation of aggregation operations \[2\].
It can be showed that some counting constraints (e.g., existence, init) can be
efficiently computed while loading the data traces within the relational database
thus avoiding the counting cost: however, the authors did not consider this possi-
bility in their implementation. Furthermore, row-oriented systems such as the
Microsoft SQL Server exploited in \[9\] are not particularly query efficient if com-
pared to column-based storage \[6\], where each \(n\)-ary relation \(r(\text{id}, A_1, \ldots, A_n)\)

\[2\] In fact, it is possible to determine a bijection between an event’s timestamp within
a log trace and its position within such a trace, and each trace within the log has a
finite length.

\[3\] Given a trace having a specific (and unique) case-id, it always exists an unique event
happening in a given instant of time, and therefore we can always get its payload.
can be decomposed into $n$ relations $r_i(id, A_i)$. Last, at the time of the writing, no relational database system is capable of running multiple queries contemporaneously while minimising the data access and visit time to the log space: in this paper, we provide a from-scratch implementation of an in-memory relational database for data-driven declare mining enabling an efficient parallel implementation of the query plan, thus making the mining of Data-Driven Declare Models particularly efficient. In particular, given a log $L = \{\sigma_1, \sigma_2, \sigma_3\}$, where $\sigma_1 = \text{aaab}$, $\sigma_2 = \text{bbba}$, and $\sigma_3 = \text{cbcbc}$, we might represent those traces in these two tables:

| CountTemplate | act | $\sigma_{id}$ | count |
|---------------|-----|---------------|-------|
| a             | 1   | 1             | 3     |
| a             | 2   | 1             | 1     |
| a             | 3   | 0             |       |
| b             | 1   | 1             |       |
| b             | 2   | 4             |       |
| b             | 3   | 2             |       |
| c             | 1   | 0             |       |
| c             | 2   | 0             |       |
| c             | 3   | 3             |       |

| Act | act | $\sigma_{id}$ | count | time | next | prev |
|-----|-----|---------------|-------|------|------|------|
| a   | 1   | 1             | 3     | 0.00 | 2    | $-\infty$ |
| a   | 2   | 1             | 1     | 1.00 | 3    | 1    |
| a   | 3   | 0             |       | 1.00 | 5    | 2    |
| b   | 1   | 1             |       | 2.00 | 7    | $-\infty$ |
| b   | 2   | 4             |       | 0.50 | 9    | 7    |
| b   | 3   | 2             |       | 0.75 | 14   | 13   |
| c   | 1   | 0             |       | 0.00 | 10   | $-\infty$ |
| c   | 2   | 0             |       | 0.50 | 11   | 10   |
| c   | 3   | 3             |       | 1.00 | $+\infty$ | 11  |

When traces contain payloads, we can consider generating a table $\text{Attribute}_{K_i} (P)$ for each $K_i \in K$ so to assess data predicates $P$ as follows:

| $\text{Attribute}_{K_i} (P)$ | act | value | ActOffset |
|------------------------------|-----|-------|-----------|
|                              | a   |       |           |
|                              | b   |       |           |
|                              | c   |       |           |

In the following expressions, the alignment returns a pair, where the first element is the candidate trace for a model, and the second argument is the alignment similarity. In this draft paper, we are just going to give some preliminary examples, and we leave the others as an exercise to the reader.

- $A(\text{init}(A), L) = \pi_{\sigma_{id}, i}(Calc_{\sigma_{id}=\text{A}}(\text{Act}))$
- $A(\text{end}(A), L) = \pi_{\sigma_{id}, \text{time}}(\sigma_{\text{act}=\text{A}}(\text{Act}))$
- $A(\text{exists}(A, n), L) = \pi_{\sigma_{id}, i}(Calc_{\sigma_{id}=\text{A}}(\text{CountTemplate}))$
- $A(\text{existence}(A, n), L) = \pi_{\sigma_{id}, i}(Calc_{\sigma_{id}=\text{A}}(\text{CountTemplate}))$
- $A(\text{respexistence}(A, B, P), L) = \text{notexists}^1(A) \oplus \text{ifte}_{\sigma \to (A \land P)}(\text{exists}^1(B) \oplus \text{notexists}^c(B), 1)$
with $c \in [0,1] \subseteq \mathbb{R}_{\geq 0}$

\[
\text{respe} \text{xistence}(A, B, P) = \Diamond (A \land P) \Rightarrow \Diamond B
\]
\[
= \sigma \mapsto \left[ \exists t. \lambda(\sigma_t) = A \land P(\sigma_t) \right] \Rightarrow \left[ \exists t. \lambda(\sigma_t) = B \right]
\]
\[
= \sigma \mapsto \begin{cases} 
\text{return } l & \text{if } \left| \left\{ t \leq | \sigma | \mid \lambda(\sigma_t) = A \right\} \right| = 0 \\
\text{return } \{ \text{if } (\exists t. \lambda(\sigma_t) = B) \text{ then } l \text{ else } c \} & \text{else if } \lambda(\sigma_t) = A \land P(\sigma_t) \\
\text{return } 1 & \text{else}
\end{cases}
\]

\[
\text{exists}^*(A) = \{ \langle i, l \rangle \mid l \in \pi_{\sigma_{id}}(\sigma_{act=A \land count \neq 0}(\text{CountTemplate})) \}
\]
\[
P = \bigwedge_{K_i \theta} P_{K_i \theta} = \bigcap \sigma_{P_{K_i \theta}}(\text{Attribute}K_i)
\]

\[
\text{notexists}^*(A) = \{ \langle i, l \rangle \mid l \in \pi_{\sigma_{id}}(\sigma_{act=A \land count = 0}(\text{CountTemplate})) \}
\]

Given the binary disjoint union $\oplus$, if the left and the right operands have no elements in common, the weighted union of two sets $A \oplus B$ is defined as follows:

\[
A \oplus B = \{ \langle a, p \rangle \mid \langle a, p \rangle \in A \lor \langle a, p \rangle \in B \}
\]

The intersection of two weighted set is the following:

\[
A \cap B = \{ \langle a, pq \rangle \mid \langle a, p \rangle \in A \land \langle a, q \rangle \in B \}
\]

Still, this definition of intersection excludes the elements satisfying either $A$ or $B$, thus only including traces satisfying both constraints. In order to overcome to this limitation, we can provide the following definition of n-ary set intersection:

\[
\bigcap_{n} S_n = \left\{ \left\langle a, \frac{1}{n} \sum_{i \leq n} p_i \right\rangle \mid \exists j \leq n. \langle a, \_ \rangle \in S_j \right\}
\]

References

1. Bergami, G., Bertini, F., Montesi, D.: Hierarchical embedding for DAG reachability queries. In: IDEAS. pp. 24:1–24:10. ACM (2020)
2. Bergami, G., Petermann, A., Montesi, D.: THoSP: an algorithm for nesting property graphs. In: Proceedings of the 1st ACM SIGMOD Joint International Workshop on Graph Data Management Experiences & Systems (GRADES) and Network Data Analytics (NDA), Houston, TX, USA, June 10, 2018. pp. 8:1–8:10. ACM (2018)
3. Codd, E.F.: A relational model of data for large shared data banks. Commun. ACM 13(6), 377–387 (Jun 1970)
4. Giacomo, G.D., Masellis, R.D., Montali, M.: Reasoning on LTL on finite traces: Insensitivity to infiniteness. In: Brodley, C.E., Stone, P. (eds.) Proceedings of the Twenty-Eighth AAAI Conference on Artificial Intelligence, July 27 -31, 2014, Québec City, Québec, Canada. pp. 1027–1033. AAAI Press (2014)

5. Harrop, R.: On the existence of finite models and decision procedures for propositional calculi. Journal of Symbolic Logic 54, 1–13 (1958)

6. Idreos, S., Groffen, F., Nes, N., Manegold, S., Mullender, K.S., Kersten, M.L.: Monetdb: Two decades of research in column-oriented database architectures. IEEE Data Eng. Bull. 35(1), 40–45 (2012)

7. Li, J., Pu, G., Zhang, Y., Vardi, M.Y., Rozier, K.Y.: SAT-based explicit LTLf satisfiability checking. Artif. Intell. 289, 103369 (2020)

8. Maggi, F.M., Dumas, M., García-Bañuelos, L., Montali, M.: Discovering data-aware declarative process models from event logs. In: Business Process Management - 11th International Conference, BPM 2013, Beijing, China, August 26-30, 2013. Proceedings. Lecture Notes in Computer Science, vol. 8094, pp. 81–96. Springer (2013)

9. Schöning, S., Rogge-Solti, A., Cabanillas, C., Jablonski, S., Mendling, J.: Efficient and customisable declarative process mining with sql. In: Nurcan, S., Soffer, P., Bajec, M., Eder, J. (eds.) Advanced Information Systems Engineering. pp. 290–305. Springer International Publishing, Cham (2016)

10. Vardi, M.Y.: The complexity of relational query languages (extended abstract). In: Lewis, H.R., Simons, B.B., Burkhard, W.A., Landweber, L.H. (eds.) Proceedings of the 14th Annual ACM Symposium on Theory of Computing, May 5-7, 1982, San Francisco, California, USA. pp. 137–146. ACM (1982)