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Abstract
The paper investigates national/regional power generation expansion planning for medium/long-term analysis in the presence of electricity demand uncertainty. A two-stage stochastic programming is designed to determine the optimal mix of energy supply sources with the aim to minimise the expected total cost of electricity generation considering the total carbon dioxide emissions produced by the power plants. Compared to models available in the extant literature, the proposed stochastic generation expansion model is constructed based on sets of feasible slots (schedules) of existing and potential power plants. To reduce the total emissions produced, two approaches are applied where the first one is performed by introducing emission costs to penalise the total emissions produced. The second approach transforms the stochastic model into a multi-objective problem using the $\epsilon$-constraint method for producing the Pareto optimal solutions. As the proposed stochastic energy problem is challenging to solve, a technique that decomposes the problem into a set of smaller problems is designed to obtain good solutions within an acceptable computational time. The practical use of the proposed model has been assessed through application to the regional power system in Indonesia. The computational experiments show that the proposed methodology runs well and the results of the model may also be used to provide directions/guidance for Indonesian government on which power plants/technologies are most feasible to be built in the future.
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1 Introduction

Global electricity production has grown continuously year by year since 1974. According to International Energy Agency (www.iea.org), world gross electricity production has increased from 6299 to 26,730 TWh between 1974 and 2018 with an average annual growth rate of 3.3%. Electricity generation can be divided into three types, namely fossil fuel-based, nuclear, and renewable energy power generation. The fossil fuel-based plants include coal, petroleum, and natural gas which produce large quantity of cheap energy with greenhouse gas (GHG) emissions. The nuclear power plants, on the other hand, produce much less carbon dioxide compared to the fossil fuel-based plants. The renewable energy power generation includes hydro, wind, solar, and geothermal power plants which have no carbon dioxide emissions. However, the renewable energy power generation is intermittent and requires a backup source of energy to ensure reliable electricity supply. Therefore, the energy planning problem becomes more challenging as it needs to consider both the cost and the emissions produced by the power plants.
emissions. The renewable energy consists of hydro, solar, wind, geothermal and biomass which generate clean energy (without GHG emissions or potentially carbon neutral in the case of biomass). However, the cost and feasibility of renewable energy are highly dependent on the potential of regions and its weather conditions (Thangavelu et al. 2015). The strategic energy planning includes the medium-to long-term expansion of the electricity generating capacity. Cost effective and low emission energy planning is very important to fulfil high demand growth for electricity in a specific country or region. An optimal energy planning will help reducing GHG emissions at the lowest cost while satisfying the electricity demand. Carbon dioxide (CO2) makes up the vast majority of GHG emissions, which accounts about 72% out of GHG. CO2 is considered to be the principle gas responsible for global warming and climate change.

This paper investigates the power generation expansion planning problem (GEP) with the objective to obtain the timing and technology choices for power plant investment over a long planning horizon in order to minimise the total cost while meeting the electricity demand and considering the environmental impact. We consider the presence of electricity demand uncertainty during the planning horizon. As the demand is predicted to increase in the coming years, optimal strategic and operational decisions are required. First, each existing power plant needs to be assessed as to whether its current generator is still being used or requires to be retrofitted with an other type of technology. Another possible decision is to shut down an existing power plant due to economic problems or environmental issues. Moreover, the optimal period for retrofitting or shutting down the power plant must also be determined. Second, to fulfil the increased electricity demand, it is important to determine the best period to construct new power plants together with their energy source type (technology) and their capacity. Finally, the optimal amount of electricity generated by each power plant need to be addressed.

The deterministic multi-period mixed-integer non-linear programming (MINLP) formulation for the power generation planning problem is first built in order to minimise the total cost. Different with the models that have been proposed in the literature, the model proposed in this paper is constructed based on sets of feasible slots (schedules) of existing and potential power plants that have been generated in priori. This methodology is proposed to ensure that some important factors related to the energy planning problem are considered including the decommissioning and depreciation costs. Moreover, this also enforces that there is no idle period for an operated power plant to produce the electricity over planning horizon. As the electricity demand uncertainty is taken into account, a two-stage stochastic programming is then proposed based on the deterministic model. The strategic decisions of retrofitting and terminating the existing power plants together with constructing new plants are planned for the year ahead, then the amount of electricity generated by each power plant considered as operational decisions are determined after uncertainty is revealed.

To reduce the total emissions produced by the power plants, two approaches are put forward where the first one is performed by penalising the emissions produced by the power plants. Here, CO2 emissions price ($/ton CO2) is introduced to calculate the total emission cost. In the second approach, the implementation of a multi-objective mathematical programming is considered to deal with multiple objectives, namely minimising total cost and minimising total emissions problems. We apply $\epsilon$-constraint method for producing the Pareto optimal solutions. Based on preliminary experiment, the proposed energy problem is challenging to solve by an exact method using the commercial solver such as IBM CPLEX 12.8. Therefore, we also design an effective solution method that iteratively decomposes the problem into a set of smaller sub-problems to obtain good solutions within an acceptable computational
time. The proposed model and its solution methods are evaluated on a realistic instance based on a power system data in the Indonesian region of Java and Bali.

The contributions of the study are as follows:

(i) The introduction of a deterministic multi-period MINLP formulation for the power generation planning problem based on sets of feasible slots for existing and potential power plants.

(ii) The development of a two-stage stochastic programming model for the energy planning problem under uncertainty.

(iii) The construction of an effective hybrid decomposition method to solve the stochastic energy planning problem.

(iv) The analysis on the effect of emission allowance price and the implementation of a multi-objective model using $\epsilon$-constraint method to reduce total emissions.

The paper is organized into 6 main sections. In Sect. 2, an overview of the literature regarding stochastic optimisation models for energy planning is given along with the description of our contribution. Section 3 presents the technique and formulation of the proposed stochastic energy planning model. The description of the proposed hybrid decomposition method for solving the problem is provided in Sect. 4. In Sect. 5, the computational study is presented followed by conclusions and suggestions for future work in Sect. 6.

2 Literature review

Studies on power generation expansion planning problem (GEP) have received extensive interest due to environmental concerns and huge investment in construction of power plants. Optimisation models are developed to obtain the optimal power generation configuration in order to minimise the total cost while satisfying electricity demand and emission constraints (Hashim et al. 2005; Elkamel et al. 2009; Mirzaesmaeeli et al. 2010; Ba-Shammakh 2011; Koltsaklis et al. 2014; Koltsaklis and Georgiadis 2015b; Ahmadi et al. 2015; Elsholkami and Elkamel 2017). A number of previous works on the GEP has considered renewable energy penetration including Muis et al. (2011), Bakirtzis et al. (2012), Zhang et al. (2013) and Lara et al. (2018). Earlier studies also investigate the implementation of emission allowance prices to penalise the emissions produced by power plants (Rentizelas et al. 2012; Tolis and Rentizelas 2011; Chen et al. 2016).

The GEP have successfully been solved by a set of solution methods. Mathematical programming approach (exact method) is commonly used to solve relatively small problems. The mathematical models are usually solved by commercial solvers including CPLEX, Xpress and GAMS. The GEP can be solved by meta-heuristic techniques including, for examples, genetic algorithms (Ozcan et al. 2014; Kannan et al. 2005; Pereira and Saraiva 2011), particle swarm optimization (Kannan et al. 2005; Neshat and Amin-Naseri 2015; Moghddas-Tafreshi et al. 2011), tabu search (Kannan et al. 2005; Sadegheih and Drake 2008; Yozae et al. 2014) and simulated annealing (Kannan et al. 2005, 2007). The decomposition method is also investigated to deal with the problem such as in Sirikum et al. (2007), Flores-Quiroz et al. (2016) and Lara et al. (2018).

In this section, we review optimisation models for the GEP where uncertain factors are taken into account. Murphy et al. (1982) and Gorenstin et al. (1993) are among the first to investigate the GEP in the presence of uncertainty. They study the formulation of a stochastic program to minimise the expected total cost. Malcolm and Zenios (1994) and Mulvey et al. (1995) propose robust optimization models to obtain capacity expansion plans in the presence
of uncertain electricity demand. Their models are a generalization of the model proposed by Murphy et al. (1982). Costa et al. (2017) use a robust optimization to tackle the uncertainty in investment cost for constructing a power plant. The problem is modelled using second order cone programming and semidefinite programming. Moret et al. (2019) propose a robust optimization framework considering multiple uncertain parameters in objective function and constraints. The model and methods are applied to the case study of a national energy system.

A two-stage stochastic programming model is used to deal with the stochastic GEP. Krukanont and Tezuka (2007) propose a two-stage stochastic programming model for the GEP under various uncertainties and the value of information. The worst-case scenario is used to analyse the role of various energy technologies. Feng and Ryan (2013) investigate a new scenario reduction heuristic in order to reduce the complexity of the problem. Park and Baldick (2015) propose a decomposed two-stage stochastic integer program to control CO₂ emissions where uncertain load and wind are approximated using the Gaussian copula method. Nie et al. (2017) investigate risk management of an energy system where the interval-stochastic risk management approach is proposed to address the variability of the recourse cost in stochastic programming.

The multi-stage stochastic programming can be considered as the most popular method to tackle the stochastic GEP. Min and Chung (2013) consider conditional value-at-risk in the unexpected events but expensive if occurs. Li et al. (2010) and Li and Huang (2012) analyse tradeoffs among costs, energy utilization and GHG emission control. Thangavelu et al. (2015) built a model to minimise the variations in the desired performance criteria such as energy security and costs. Betancourt-Torcat and Almansoori (2015) take into account the natural gas price uncertainty in their model. Cano et al. (2016) present an optimisation model for energy systems planning and risk management at the building level. Ioannou et al. (2019) put forward a hybrid method to handle uncertain inputs where a scenario tree configuration and Monte Carlo simulation are used.

Hu et al. (2014) and Li et al. (2014) use fuzzy stochastic programming for the GEP under uncertainty. Hu et al. (2014) implement inexact fuzzy chance-constraint programming to generate solutions in order to minimise cost. Li et al. (2014) combine fuzzy, single/dual interval and multi-stage programming approaches to tackle interactions between GHG mitigation and energy-related activities.

Uncertain parameters in the stochastic GEP are usually approached by the scenario tree configuration or Monte Carlo simulation. The scenario tree is used by, among others, Thangavelu et al. (2015) Feng and Ryan (2013) and Ioannou et al. (2019). This method transforms continuous distribution into discrete scenarios where optimization at each realization of stochastic parameter is weighted with the corresponding discrete probability (Betancourt-Torcat and Almansoori 2015). Koltsaklis and Nazos (2017), Vithayasrichareon and MacGill (2012), Tekiner et al. (2010) and Min and Chung (2013) apply the Monte Carlo simulation to address the uncertain parameters. This approach generates random scenarios based on continuous distributions that can be based on historical data. In this paper, we use the scenario tree configuration to deal with the uncertain parameters.

Table 1 summarises relevant previous research and highlights the position of the current study. Some important aspects that are not considered in cited papers include the possibility of plants to be retrofitted, the lead time to construct/retrofit power plants, and the depreciation and decommissioning costs. This is mainly because most available models are not constructed based on individual power plant. In other words, the data of power plants are aggregated based on the type of power generator. Therefore, it is difficult to perform a comparative analysis between our proposed stochastic model and the models available in literature. However, some deterministic models have considered retrofitted power plants including Hashim et al. (2005),
Mirzaesmaeeli et al. (2010) and Bakirtzis et al. (2012). Decommissioning cost of nuclear power plant is also taken into account in the stochastic model proposed by Betancourt-Torcat and Almansoori (2015).

In this paper we propose a new methodology to build the stochastic power generation expansion planning model where a set of feasible slots (schedules) of each existing and potential power plant is initially generated in priori. A slot consists of relevant factors considered in the model including the status of a power plant (in operation or not), the decommissioning and depreciation costs, along with the construction time. The annual depreciation cost is used instead of the capital cost to accommodate the lifetime difference among new power plants usually determined based on the type of energy source used. A two-stage stochastic programming is designed to select the best slot/schedule for each existing and new power plant in order to achieve the total emissions target at the lowest cost considering uncertain electricity demand. Moreover, we also develop an effective hybrid decomposition method to solve the proposed stochastic model, as an exact method using a commercial solver (CPLEX) is not able to solve large problems.

3 The proposed optimisation model

In this section, five subsections are presented with the first discussing the proposed energy planning problem. The second subsection describes the procedures for generating feasible slots/schedule for existing or new power plants. A deterministic mathematical model based on MINLP is given in the third subsection. Then, the stochastic version of the model is presented in the fourth subsection. Finally, the description of the total emissions reduction approaches is given in the last subsection.

3.1 Problem statement

A set of existing and potential generators (power plants) is given where each power plant is classified based on the energy source namely fossil fuelled and non-fossil fuelled power plants. The fossil fuelled power plant includes coal, natural gas and petroleum whereas the non-fossil fuelled one consists of wind, solar and hydro. Each power plant (existing or potential) has known information as follows: the energy source used, the maximum installed capacity, the capacity factor, fixed and variable operating cost, fuel cost, heat rate, CO2 emissions produced, and lifetime. As there is a possibility for an existing power plant to be retrofitted, a set of potential retrofits for each existing power plant is given. In the proposed model, the construction lead time and the capital cost required for retrofitting a power plant are needed. The most common retrofit is to transform a coal power plant into a natural gas plant to reduce the amount of CO2 emissions produced. As a new power plant may be required to satisfy the electricity demand, similarly, each potential power plant also needs information on the construction lead time and the capital cost to build the new power plant. The construction time and the cost required to built a power plant will depend on the type of energy source used and the maximum capacity installed.

The main objective of the proposed model is to determine the optimal mix of energy supply sources in order to minimise the total cost while satisfying system constraints especially electricity demand. Other strategic decisions related to existing and new power plants are also determined as follows:
Table 1 A summary of recent studies in stochastic GEP

| Authors                          | Modelling      | Solution method | Uncertain parameters                                           | Planning horizon |
|----------------------------------|----------------|-----------------|-----------------------------------------------------------------|------------------|
| Malcolm and Zenios (1994)        | RO-MILP        | MP              | Energy demand                                                    | Single period    |
| Mulvey et al. (1995)             | RO-MILP        | MP              | Energy demand                                                    | Single period    |
| Krukanont and Tezuka (2007)      | TSSP-LP        | MP              | Energy demand, plant availability and carbon tax rate            | Multiple period  |
| Li et al. (2010)                 | MSSP-MILP      | MP              | Energy demand                                                    | Multiple period  |
| Li and Huang (2012)              | MSSP-ILP       | MP              | Energy demand and GHG-mitigation                                | Multiple period  |
| Min and Chung (2013)             | MSSP-MILP      | MP-SAA          | Energy demand, fuel price and capital cost                      | Multiple period  |
| Feng and Ryan (2013)             | TSSP-MILP      | MP-SRA          | Electricity demand and Natural gas price                        | Multiple period  |
| Li et al. (2014)                 | FCP-ILP        | MP-DILP         | Multiplied parameters                                            | Multiple period  |
| Hu et al. (2014)                 | FCP-ILP        | MP              | Multiplied parameters                                            | Multiple period  |
| Park and Baldick (2015)          | TSSP-MILP      | MP              | Load and wind                                                    | Single period    |
| Thangavelu et al. (2015)         | MSSP-LP        | MP              | Energy demand, technology cost and fuel cost                    | Multiple period  |
| Betancourt-Torcat and Almansoori (2015) | MSSP-MILP    | MP              | Natural gas price                                               | Multiple period  |
| Cano et al. (2016)               | MSSP-LP        | MP              | Energy cost, installation cost and energy demand                 | Multiple period  |
| Nie et al. (2017)                | TSSP-MILP      | MP              | Multiplied parameters                                            | Single period    |
| Costa et al. (2017)              | RO-SOCP-SDP    | MP              | Generation technology cost                                       | Single period    |
| Ioannou et al. (2019)            | MSSP-LP        | MP              | Energy demand, fuel price, capex reduction                      | Multiple period  |
| Moret et al. (2019)              | RO-MILP        | MP-DSM          | Multiplied parameters                                            | Multiple period  |
| This Paper                       | TSSP-MINLP     | MP-HDM          | Annual energy demand and peak load                               | Multiple period  |

RO robust optimisation; TSSP/MSSP/FSP two-stage/multi-stage/fuzzy stochastic programming; LP linear programming; MILP/MINLP/ILP mixed-integer/mixed-integer-nonlinear/interval linear programming; MP mathematical programming; SAA sample average approximation; SRA scenario reduction algorithm; DILP dual-interval linear programming; SOCP second order cone programming; SDP semidefinite programming; DSA decision support method; HDM hybrid decomposition method
– The period to retire an existing power plant if it is necessary
– The period to retrofit an existing power plant if it is required
– The period to construct a new power plant where the type of energy source and the size of capacity that need to be used is determined.

The following notations are used to describe the sets and parameters of the proposed energy planning model.

**Sets**

- $P$: set of power plants indexed by $p \in P$
- $P^F$: set of fossil fuelled power plants ($P^F \subset P$)
- $P^{NF}$: set of non-fossil fuelled power plants ($P^{NF} \subset P$)
- $P^E$: set of existing power plants ($P^E \subset P$)
- $P^R$: set of existing power plants that can be retrofitted ($P^R \subset P^E$)
- $P^N$: set of potential power plants ($P^N \subset P$)
- $R_p$: set of possible alternative technologies that can be used for retrofitting power plant $p \in P^R$ with $r$ as its index
- $J$: set of generation types (e.g. coal, gas, petroleum, wind, hydro, etc.) indexed by $j \in J$
- $T$: set of time periods (annually) indexed by $t \in T$

**Parameters**

- $k^E_p$, $k^R_{pr}$, and $k^N_p$: installed capacity (MW) of the existing power plant $p \in P^E$, the retrofitted power plant $p \in P^R$ with $r \in R_p$, and the potential power plant $p \in P^N$ respectively.
- $\mu^E_p$, $\mu^R_{pr}$ and $\mu^N_p$: capacity factor (%) of the power plant representing the ratio of its actual output over a period of time to its potential output which is calculated based on the installed capacity.
- $\pi^E_p$, $\pi^R_{pr}$ and $\pi^N_p$: minimum electricity generated (% of the installed capacity) by the power plant.
- $f^E_{pt}$, $f^R_{prt}$, and $f^N_{pt}$: fixed operating cost ($$/MW) of the power plant in period $t \in T$.
- $v^E_{pt}$, $v^R_{prt}$, and $v^N_{pt}$: variable operating cost ($$/MWh) of the power plant in period $t \in T$.
- $u^E_{pt}$, $u^R_{prt}$, and $u^N_{pt}$: fuel cost ($$/MMBtu) of the power plant in period $t \in T$.
- $h^E_p$, $h^R_p$, and $h^N_p$: heat rate (MMBtu/MWh) of the power plant representing the efficiency of electrical power plant that concert a fuel into electricity. In other word, this parameter is the amount of energy used by a power plant to generate one megawatthour of electricity.
- $\gamma$: total operating hours of power plant per period.
- $\beta^R_p$: lead time for retrofitting power plant $p \in P^R$ using alternative $r \in R_p$ (years).
- $\beta^N_p$: construction lead time for new power plant $p \in P^N$ (years).
- $d_t$: annual electricity demand during period $t \in T$ (MWh).
- $\rho_t$: peak load electricity demand in period $t \in T$ (MW).

The time period is based on an annual (yearly) period where the annual electricity demand ($d_t$) needs to be satisfied. The total installed generation capacity must be able to handle with the demand in peak load hour ($\rho_t$) by considering the capacity factor for each power plant ($\mu_p$). To ensure the production continuity over the planning horizon, a minimum electricity generated by a power plant ($\pi_p$) requires to be fulfilled. If a power plant is decided to be retrofitted, the plant will not able to produce the electricity during the construction period.

In the proposed methodology, during the planning horizon (e.g. 10 or 25 years), a set of possible slots (schedule) for each existing and potential power plant is generated where a
slot provides information whether a power plant is in operation or not. The slot may also give information whether a power plant is under construction as the power plant needs to be built or retrofitted. Moreover, the slot may provide related cost information including decommissioning and depreciation costs. The idea of our methodology is to explore all feasible slots for all existing and potential power plants. Then, the best slot for each power plant need to be selected in order to minimise the total cost. The main steps to generate feasible slots are presented in the next subsection.

### 3.2 The procedures for generating feasible slots

Figure 1 illustrates a simple example on how to generate feasible slots for a power plant. The slots of an existing power plant that indicate whether the power plant is in operation or not are presented Fig. 1a whereas Fig. 1b shows an example of feasible slots generated for an existing power plant to be retrofitted by a certain technology. An example of possible schedule to build a new power plant is given in Fig. 1c.

Figure 1a shows the slots for an existing power plant to produce electricity within \(|T|\) periods (years). There are \(|T| + 1\) feasible slots for each power plant where there is no intermittent in producing electricity in each slot. The status of a power plant is considered in operation at a certain period if the plant produces electricity more than the minimum that has been set \((\pi_p)\). Once an existing power plant is decided to retire, it will not produce electricity again unless retrofitting this power plant is conducted. The set of feasible slots \((Q^E_p\) indexed by \(q\)) of each existing power plant \(p \in P^E\) consists of several parameters as follows:

\[
\psi^E_{pqt} = \begin{cases} 
1 & \text{if in slot } q \text{ existing power plant } p \text{ is in operation in period } t, \\
0 & \text{otherwise}
\end{cases}
\]

\[m^E_{pq} = \text{the decommissioning cost of existing power plant } p \text{ in slot } q\]

In Fig. 1b, the construction time to retrofit the power plant \((\beta^R_{pr})\) is set to 2 years. There are \((|T| - \beta^R_{pr})\) feasible slots for each existing power plant to be retrofitted. Retrofitting a power plant can be very expensive as new equipment needs to be installed. The capital expenditure costs for this project are depreciated over the life of the asset. Therefore, the depreciation cost for each slot needs to be determined. The set of feasible slots \((Q^R_p\) indexed by \(q\)) of existing power plant \(p\) to be retrofitted consists of several parameters as follows:

\[
\psi^R_{prqt} = \begin{cases} 
1 & \text{if in slot } q \text{ retrofitting plant } p \text{ using technology } r \text{ is performed in period } t, \\
0 & \text{otherwise}
\end{cases}
\]

\[c^R_{prqt} = \text{the depreciation cost of power plant } p \text{ for period } t \text{ in slot } q \text{ due to retrofitting the plant using alternative technology } r\]

In Fig. 1c, the construction time to build a new power plant \((\beta^N_{p})\) is set to 3 years. There will be \((|T| - \beta^N_{p})\) feasible slots to build a new power plant. The capital cost for the power plant is also depreciated over the plant life. The set of feasible slots \((Q^N_p\) indexed by \(q\)) of potential power plant \(p \in P^N\) consists of several parameters as follows:

\[
\psi^N_{pqt} = \begin{cases} 
1 & \text{if in slot } q \text{ potential power plant } p \text{ is under construction in period } t, \\
0 & \text{otherwise}
\end{cases}
\]
Fig. 1 A set of feasible slots for each power plant

(a) the schedule of an existing power plant to be in operating or not

| Slot \ Period | 1 | 2 | 3 | 4 | 5 | ... | |T| |
|---------------|---|---|---|---|---|-----|----|
| Slot 1 - 0 years operating | | | | | | | |
| Slot 2 - 1 years operating | | | | | | | |
| Slot 3 - 1 years operating | | | | | | | |
| Slot 4 - 3 years operating | | | | | | | |
| ... | | | | | | | |
| Slot |T| years operating | | | | | | |

- Yellow: Not in operating
- Green: In operating

(b) the feasible schedule of an existing power plant to be retrofitted

| Slot \ Period | 1 | 2 | 3 | 4 | 5 | ... | |T| |
|---------------|---|---|---|---|---|-----|----|
| Slot 1 - retrofitting in year 1 | | | | | | | |
| Slot 2 - retrofitting in year 2 | | | | | | | |
| Slot 3 - retrofitting in year 3 | | | | | | | |
| Slot 4 - retrofitting in year 4 | | | | | | | |
| ... | | | | | | | |
| Slot |T| - |βpr| - retrofitting in year |T| - |βpr| |

- Green: The retrofitted power plant is in operating
- Blue: The existing power plant is under construction to be retrofitted
- Black: The existing power plant has not been retrofitted

(c) the feasible schedule for a potential power plant to be constructed

| Slot \ Period | 1 | 2 | 3 | 4 | 5 | 6 | ... | |T| |
|---------------|---|---|---|---|---|---|-----|----|
| Slot 1 - Built in year 1 | | | | | | | |
| Slot 2 - Built in year 2 | | | | | | | |
| Slot 3 - Built in year 3 | | | | | | | |
| ... | | | | | | | |
| Slot |T| - |βp| - Built in year |T| - |βp| |

- Black: The new power plant is under construction
- Green: The new power plant is in operating
\[ o_{pq}^N = \begin{cases} 1 \text{ if in slot } q \text{ potential power plant } p \text{ is in operation in period } t, \\ 0 \text{ otherwise} \end{cases} \]

\[ a_{pq}^N = \text{the depreciation cost for period } t \text{ in slot } q \text{ due to building power plant } p \]

The main steps of generating all feasible slots for each power plant is given in Algorithm 1 which consists of three stages. The first stage generates all feasible slots (schedule) for each existing power plant where the slot indicates whether the power plant is in operation or not. The second stage aims to generate all possible slots for an existing power plant \( p \in P^R \) to be retrofitted using alternative technology \( r \in R_p \). The third stage deals with potential power plants that will be built if necessary. The objective of this algorithm is to explore all possible slots for potential power plants to be built. It is noted that other related information (parameters) can be easily added into each slot generated making the mathematical model closer to the real energy planning problem.

Algorithm 1 The algorithm for generating all feasible slots for each power plant

1: Stage 1: Generating operating slots for each existing power plant
2: for \( p = 1 \) to \( |P^E| \) do
3:   for \( q = 1 \) to \((|T| + 1)\) do
4:     for \( t = 1 \) to \(|T|\) do
5:       if \((t <q)\) then set \( o_{pqt}^E = 1 \)
6:       else set \( o_{pqt}^E = 0 \)
7:     end for
8:     if \((q = (|T| + 1))\) then set the decommissioning cost \( m_{pq}^E \) to 0
9:     else determine \( m_{pq}^E \) for slot \( q \)
10:   end for
11: end for
12: end for
13: Stage 2: Generating retrofitting slots for each existing power plant
14: for \( p = 1 \) to \( |P^R| \) do
15:   for \( r = 1 \) to \( |R_p| \) do
16:     for \( q = 1 \) to \((|T| - \beta^R_p)\) do
17:       for \( t = 1 \) to \(|T|\) do
18:         if \((t < q + \beta^R_p)\) then set \( c_{prqt}^R = 0 \) and the depreciation cost \( a_{prqt}^R \) to 0.
19:         if \((t \geq q \text{ and } t < (q + \beta^R_p))\) then set \( o_{prqt}^R = 1 \)
20:         else set \( o_{prqt}^R = 0 \)
21:       end for
22:     end for
23:   end for
24: end for
25: Stage 3: Generating construction slots for each potential power plant
26: for \( p = 1 \) to \( |P^N| \) do
27:   for \( q = 1 \) to \((|T| - \beta^N_p)\) do
28:     for \( t = 1 \) to \(|T|\) do
29:       if \((t < q + \beta^N_p)\) then set \( c_{pq}^N = 0 \) and the depreciation cost \( a_{pq}^N \) to 0.
30:       else set \( c_{pq}^N = 1 \) and determine the depreciation cost \( a_{pq}^N \)
31:       if \((t \geq q \text{ and } t < (q + \beta^N_p))\) then set \( o_{pq}^N = 1 \)
32:       else set \( o_{pq}^N = 0 \)
33:     end for
34:   end for
3.3 A deterministic energy planning model

In this subsection, we present a deterministic mathematical model based on an MINLP for the proposed energy planning problem. Six decision variables are constructed which consists of three binary variables and three continuous variables. The binary variables \((X)\) is designed to select the optimal slot that will be used by each power plant whereas the continuous variables \((E)\) determine the amount of electricity produced (MWh) by each power plant per year. The description of the decision variables is given as follow:

**Decision Variables**

\[
X_{pq}^E = \begin{cases} 
1 & \text{if existing power plant } p \in P^E \text{ uses slot } q \in Q_p^E, \\
0 & \text{otherwise}
\end{cases}
\]

\[
X_{prq}^R = \begin{cases} 
1 & \text{if existing power plant } p \in P^R \text{ is retrofitted with technology } r \in R_p \\
0 & \text{using slot } q \in Q_{pr}^R, \\
& \text{otherwise}
\end{cases}
\]

\[
X_{pq}^N = \begin{cases} 
1 & \text{if potential power plant } p \in P^N \text{ uses slot } q \in Q_p^N, \\
0 & \text{otherwise}
\end{cases}
\]

\[
E_{pt}^E = \text{annual electricity generated by existing power plant } p \in P^E \text{ in period } t \in T
\]

\[
E_{pr}^R = \text{annual electricity generated by retrofitted power plant } p \in P^R \text{ using alternative technology } r \in R_p \text{ in period } t \in T
\]

\[
E_{pt}^N = \text{annual electricity generated by potential power plant } p \in P^N \text{ in period } t \in T
\]

The MINLP model is expressed as follows:

\[
\min Z^c = Z_x + Z_e
\]

where

\[
Z_x = \sum_{t \in T} \sum_{p \in P^E} \sum_{q \in Q_p^E} (X_{pq}^E \cdot o_{pq}^E \cdot f_{pq}^E \cdot k_p^E) + \sum_{p \in (P^E - P^R)} \sum_{q \in Q_p^E} (X_{pq}^E \cdot m_{pq}^E)
\]

\[
+ \sum_{t \in T} \sum_{p \in P^R} \sum_{r \in R_p} \sum_{q \in Q_{pr}^R} (X_{prq}^R \cdot (o_{prq}^R \cdot f_{prq}^R \cdot k_{pr}^R + a_{prq}^R))
\]

\[
+ \sum_{p \in P^R} \sum_{q \in Q_p^E} \sum_{r \in R_p} (X_{pq}^E \cdot (o_{pq}^E \cdot f_{pq}^E \cdot k_p^E + a_{pq}^E))
\]

\[
+ \sum_{t \in T} \sum_{p \in P^N} \sum_{q \in Q_p^N} (X_{pq}^N \cdot (o_{pq}^N \cdot f_{pq}^N \cdot k_p^N + a_{pq}^N))
\]

\[
Z_e = \sum_{t \in T} \sum_{p \in P^E} (E_{pt}^E \cdot (v_{pt}^E + u_{pt}^E \cdot h_p^E)) + \sum_{t \in T} \sum_{p \in P^R} \sum_{r \in R_p} (E_{pr}^R \cdot (v_{pr}^R + u_{pr}^R \cdot h_{pr}^R))
\]

\[
+ \sum_{t \in T} \sum_{p \in P^N} (E_{pt}^N \cdot (v_{pt}^N + u_{pt}^N \cdot h_p^N))
\]

subject to:

\[
\sum_{q \in Q_p^E} X_{pq}^E = 1, \quad \forall p \in P^E
\]
\[
\sum_{r \in R_p} \sum_{q \in Q_{pr}^R} X_{prq}^R \leq 1, \quad \forall p \in P^R \tag{5}
\]
\[
\sum_{q \in Q_{pq}^N} X_{pq}^N \leq 1, \quad \forall p \in P^N \tag{6}
\]
\[
\sum_{q \in Q_{pq}^E} \left( X_{pq}^E \cdot o_{pq}^E \right) + \sum_{r \in R_p} \sum_{q \in Q_{pr}^R} X_{prq}^R \cdot \left( \sigma_{prqt}^R + o_{prqt}^R \right) \leq 1, \quad \forall p \in P^R, t \in T \tag{7}
\]
\[
\sum_{t \in T} \sum_{q' \in Q_{pq}^E} \left( X_{pq}^E \cdot o_{pq}^E \right) + \sum_{t \in T} \left( \sigma_{prqt}^R + o_{prqt}^R \right) \geq \left| T \right| \cdot X_{pq}^R, \quad \forall p \in P^R, r \in R_p, q \in Q_{pr}^R \tag{8}
\]
\[
\gamma_p \cdot \pi_{p}^E \cdot k_{p}^E \cdot \sum_{q \in Q_{pq}^E} \left( X_{pq}^E \cdot o_{pq}^E \right) \leq E_{pt}^E \leq \gamma \tag{9}
\]
\[
\gamma \cdot \pi_{pr}^R \cdot k_{pr}^R \cdot \sum_{q \in Q_{prq}^R} \left( X_{prq}^R \cdot o_{prqt}^R \right) \leq E_{prt}^R \leq \gamma \cdot k_{pr}^R \cdot \sum_{q \in Q_{prq}^R} \left( X_{prq}^R \cdot o_{prqt}^R \right), \quad \forall p \in P^R, r \in R_p, t \in T \tag{10}
\]
\[
\gamma \cdot \pi_{p}^N \cdot k_{p}^N \cdot \sum_{q \in Q_{pq}^N} \left( X_{pq}^N \cdot o_{pq}^N \right) \leq E_{pt}^N \leq \gamma \tag{11}
\]
\[
\gamma \cdot \pi_{p}^N \cdot k_{p}^N \cdot \sum_{q \in Q_{pq}^N} \left( X_{pq}^N \cdot o_{pq}^N \right) \leq E_{pt}^N \leq \gamma \tag{12}
\]
\[
\sum_{p \in P^E} E_{pt}^E + \sum_{p \in P^R} \sum_{r \in R_p} E_{prt}^R + \sum_{p \in P^N} E_{pt}^N \geq d_t, \quad \forall t \in T \tag{13}
\]
\[
X_{pq}^E \in \{0, 1\}, \quad \forall p \in P^E, q \in Q_p^E \tag{14}
\]
\[
X_{prq}^R \in \{0, 1\}, \quad \forall p \in P^R, r \in R_p, q \in Q_{pr}^R \tag{15}
\]
\[
X_{pq}^N \in \{0, 1\}, \quad \forall p \in P^N, q \in Q_p^N \tag{16}
\]
\[
E_{pt}^E \geq 0, \quad \forall p \in P^E, t \in T \tag{17}
\]
\[
E_{prt}^R \geq 0, \quad \forall p \in P^R, r \in R_p, t \in T \tag{18}
\]
\[
E_{pt}^N \geq 0, \quad \forall p \in P^N, t \in T \tag{19}
\]
The objective function (1) consists of two components which are related to the strategic decision variables $X$ ($Z_x$) and the operational decision variables $E$ ($Z_e$). The first objective function ($Z_x$) includes the fixed cost, the decommissioning cost if the existing power plants are decided to retire, the retrofitting cost of existing power plants and the constructing cost of building new power plants. The second component cost ($Z_e$) includes the variable O&M and fuel costs together with the heat rate, which is calculated based on the power plant capacity and amount of electricity produced. The forth term of the objective function $Z_x$ in Equation (2) makes the model non-linear as there is a product of two decision variables ($X_{pq}$ and $X_{prq}$). However, in the implementation, the model can be linearized by adding new variables and constraints.

Constraints (4) ensure that one slot (schedule) of an existing power plant must be selected. Constraints (5) guarantee that if an existing power plant is retrofitted, only one type of technology can be used over the planning horizon. Constraints (6) aim to decide whether a new power plant should be built or not. These constraints also determine the best period (year) when to build it. Constraints (7–8) impose that an existing power plant cannot be in operation when the power plant is under construction for retrofitting or after it has been retrofitted. In other words, the time for an existing power plant to produce electricity cannot overlap with time for retrofitting the power plant. Constraints (9) enforce that the total installed generator capacity is able to satisfy the peak load electricity demand for each period by taking into account the capacity factor for each power plant. Constraints (10–12) ensure that the amount of electricity produced by a power plant is less than its capacity factor and more than the minimum amount of electricity that should be generated. Here, the annual production is calculated based on the power plant capacity (MW) and the total operating hours per year ($\gamma = 8760$ hours). Constraints (15) ensure that the annual electricity generated by the power plants must satisfy the annual electricity demand. Constraints (14–19) indicate that $X$ variables are binary whereas $E$ variables are treated as continuous.

### 3.4 A stochastic programming model

In this section, a stochastic version of the proposed energy planning problem is introduced. In particular, it is assumed that annual electricity and peak demands over the planning horizon are not known in advance and are considered as uncertain parameters. However, the demands can be captured by a probability distribution. Here, the decisions to retrofit and terminate the existing power plants together with to build new ones have a long-lasting effect. Therefore, these are strategic decisions which are typically determined before having precise information about the demands in future. On the other hand, the decisions about the amount of electricity generated by each power plant are often considered as operational decisions that can be made when perfect information is available, after uncertainty is revealed.

To include the random nature of the electricity demands in the problem, we consider a two-stage stochastic programming with multi-period model (see Birge and Louveaux 2011) which reflects the way in which the uncertainty in electricity demands is expressed and revealed during the planning horizon. In the two-stage stochastic program, we assume that strategic decision variables ($X$) for all periods must be determined before the actual realization of the electricity demands as the first stage. The second-stage concerns the amount of electricity generated which is related to operational decision variables $E$. This stage is considered as recourse decisions because they are determined in such a way that the best response on the occurring scenario is given to the setting defined by the first-stage decisions.
In this approach, for every $t \in T$, the annual demand ($d_t$) and peak load ($\rho_t$) per period are assumed to be random variables. Each realization of these random variables is a scenario and it is assumed that it is possible to compute or estimate accurately the probability associated with each scenario. Here, all possible scenarios of future conditions are explored. Stochastic optimization aims to minimise the expected cost of the system. Let $S = \{1, \ldots, n_s\}$ be the set of scenarios indexed by $s \in S$. The stochastic parameters can be denoted as $d_{ts}$ and $\rho_{ts}$ for the annual and peak demands respectively in period $t \in T$ under scenario $s \in S$. Accordingly, decision variables $E^E_{pts}$, $E^R_{pts}$ and $E^N_{pts}$ are the proportion of the electricity generated in period $t \in T$ by existing, retrofitted and new power plants respectively under scenario $s \in S$. Let $w_s$ be the probability associated with scenario $s \in S$. The main objective is to obtain the optimal mix of energy supply sources and to determine the electricity generated by each power plant in a way that performs well in every possible situation (scenario). The stochastic energy planning model with scenario-based approach can be formulated as follows:

$$
\min Z^* = Z_s + \sum_{t \in T} \sum_{p \in P^E} \sum_{s \in S} (w_s \cdot E^E_{pts} \cdot (v^E_{pt} + u^E_{pt} \cdot h^E_{pt})) \\
+ \sum_{t \in T} \sum_{p \in P^R} \sum_{r \in R_p} (w_s \cdot E^R_{pts} \cdot (v^R_{pr} + u^R_{pr} \cdot h^R_{pr})) \\
+ \sum_{t \in T} \sum_{p \in P^N} (w_s \cdot E^N_{pt} \cdot (v^N_{pt} + u^N_{pt} \cdot h^N_{pt}))
$$

subject to:

$$
(2), (4)–(8), (14)–(16)
$$

$$
\sum_{p \in P^E} \left( \mu^E_p \cdot k^E_p \cdot \sum_{q \in Q^E_p} (X^E_{pq} \cdot o^E_{pq}) \right) + \sum_{p \in P^R} \left( \mu^R_p \cdot k^R_p \cdot \sum_{q \in Q^R_p} (X^R_{pq} \cdot o^R_{pq}) \right) + \sum_{p \in P^N} (\gamma_p \cdot \pi^E_p \cdot k^E_p \cdot \sum_{q \in Q^E_p} (X^E_{pq} \cdot o^E_{pq})) \\
\geq \rho_{ts}, \quad \forall t \in T, s \in S
$$

$$
\forall p \in P^E, t \in T, s \in S
$$

$$
\forall p \in P^R, r \in R_p, t \in T, s \in S
$$

$$
\forall p \in P^N, t \in T, s \in S
$$

$$
\sum_{p \in P^E} E^E_{pts} + \sum_{p \in P^R} E^R_{pts} + \sum_{p \in P^N} E^N_{pts} \geq d_{ts}, \quad \forall t \in T, s \in S
$$
\[
E^R_{prts} \geq 0, \quad \forall p \in P^R, r \in R_p, t \in T, s \in S
\]
\[
E^N_{pts} \geq 0, \quad \forall p \in P^N, t \in T, s \in S
\]  

### 3.5 The total emissions reduction approaches

To reduce the total emissions produced by the power plants, two approaches are applied where the first is performed by penalising the CO\(_2\) emissions produced by the power plants. In the second approach, a multi-objective mathematical programming based on \(\epsilon\)-constraint method is implemented to deal with multiple objectives, namely minimising total cost and minimising total emissions.

#### 3.5.1 The implementation of the emission allowance price

One way to reduce the total CO\(_2\) emissions is to penalise for each tonne of CO\(_2\) produced by power plants. Here, a CO\(_2\) emissions allowance price ($/ton CO\(_2\)) is introduced to determine the total emissions cost for producing CO\(_2\) emissions. To accommodate this approach, additional parameters are introduced as follows:

- \(\epsilon^E_p\): CO\(_2\) emissions (tonne of CO\(_2\)/MWh) caused by power plant \(p\) to generate electricity.
- \(\epsilon_t\): CO\(_2\) emissions price ($/ton CO\(_2\)) in period \(t \in T\).

The total emissions cost is expressed by the following formulation:

\[
Z_\epsilon = \sum_{t \in T} \sum_{s \in S} \left[ (w^s \cdot \epsilon_t) \left( \sum_{p \in P^E} \left( E^E_{pts} \epsilon^E_p \right) + \sum_{r \in R_p} \left( E^R_{prts} \epsilon^R_p \right) \right) + \sum_{p \in P^N} E^N_{pts} \epsilon^N_p \right] 
\]  

The objective function (20) of the stochastic model is then enhanced by considering the total emissions cost (29). The stochastic model that considers the emission allowance price is then reformulated as follow:

\[
Z_c = Z_x + Z_e + Z_\epsilon 
\]  

s.t. 

(2), (4)–(8), (14)–(16) and (21)–(28)

By adding the total emissions cost in the objective function, it is assumed that the solution of the model will try to reduce the total CO\(_2\) emissions produced by the power plants. This can be done by switching the use of fossil-fuelled power plants to the renewable energy-based generators.

#### 3.5.2 A multi-objective mathematical programming based on the \(\epsilon\)-constraint method

A multi-objective mathematical programming is used to deal with the problems that have more than one objective function. This technique has been widely implemented for addressing real-life applications (Song et al. 2019; Yakavenka et al. 2019; Kaveh et al. 2019). The generic multiple objective programming model (Steuer 1986) is formulated as follows:

\[
\max / \min (f_1(x), f_2(x), \ldots, f_n(x)) 
\]  

s.t. \( x \in F\)
where \( x \) is the vector of decision variables, \((f_1(x), f_2(x), \ldots, f_n(x))\) are the \( n \) objective functions. \( F \) is the feasible region and is defined by a number of constraints given as functions of \( x \).

Several methods can be used to address multi-objective problems including Pareto efficient set generation, compromise programming and goal programming. The nature of the achievement function is affected by the multi-objective method technique used (Jones 2011). In the efficient set generation method, it is considered as an optimisation of a vector to produce Pareto efficient solutions (Steuer 1986; Maddah et al. 2019; Torabi Yeganeh and Zegordi 2020). In compromise programming, a distance function is applied to measure the closeness between the ideal and efficient solutions. In the goal programming method, unwanted deviations from goal levels are minimised.

In this study, \( \epsilon \)-constraint method (Haimes et al. 1971) is used to solve the multi-objective energy planning problem. \( \epsilon \)-constraint method is one of Pareto efficient set generation methods that works by pre-defining a virtual grid in the objective space and solving different single-objective problems constrained to each grid cell (Laumanns et al. 2006). The problem is transformed to a single-objective problem with limiting the others by some allowable values \( \epsilon_i, i \in \{1, \ldots, n\} \). In the \( \epsilon \)-constraint method, one of the objective functions is optimised by incorporating the other objective functions as constraints of the model which is expressed as follows:

\[
\begin{align*}
\text{max} / \text{min} (f_1(x)) \\
\text{s.t.} \\
& f_2(x) \geq \epsilon_2 \text{ for maximum functions} \\
& f_3(x) \leq \epsilon_3 \text{ for minimum functions} \\
& \ldots \\
& f_n(x) \geq \epsilon_n \\
& x \in F
\end{align*}
\]

By varying the values \( \epsilon_i \), the Pareto efficient solutions of the problem are obtained. In this approach, the proposed energy planning problem is treated as a bi-objective problem where two objective functions are considered, namely minimising the total cost \( (f_1) \) and minimising the total emissions produced \( (f_2) \). The former function is based on Eq. (20) where \( f_1 = Z_c \). The latter is determined based on the total electricity produced by power plants together with their energy sources. Similar to the previous subsection, parameters \( \epsilon_p^E, \epsilon_{pr}^R \) and \( \epsilon_p^N \) are used indicating the CO\(_2\) emissions (tonne of CO\(_2\)/MWh) caused by power plant \( p \) to generate electricity. The bi-objective problem is formulated as follows:

\[
\begin{align*}
\min f_1 & = Z_c \\
\min f_2 & = \sum_{t \in T} \sum_{s \in S} w_s \left[ \sum_{p \in P^E} (E_{pts}^E \cdot \epsilon_p^E) + \sum_{p \in P^R} \sum_{r \in R_p} (E_{prts}^R \cdot \epsilon_{pr}^R) + \sum_{p \in P^N} (E_{pts}^N \cdot \epsilon_p^N) \right]
\end{align*}
\]

s.t.

\( (2), (4)-(8), (14)-(16) \) and \( (21)-(28) \)

Algorithm 2 presents the main procedure of the proposed \( \epsilon \)-constraints method where the first step is to transform the bi-objective problem into a single-objective problem. Here, \( f_1 \) (minimising the total cost) is treated as the main objective function whereas \( f_2 \) (total
emissions) is considered as a constraint of the problem. The single-objective problem can be defined as follows:

\[
\min f_1 \tag{35}
\]

\[
s.t \quad f_2 \leq \epsilon_2 \tag{36}
\]

(2), (4)–(8), (14)–(16) and (21)–(28)

**Algorithm 2** The proposed \( \epsilon \)-constraints method

1: Transform the bi-objective problem into a single-objective problem by considering the total cost \((f_1)\) as the main objective function.
2: Determine the upper bound of \( \epsilon_2 \) \((\bar{\epsilon}_2)\) by solving the single-objective problem without Constraint 36.
3: Define the lower bound of \( \epsilon_2 \) \((\epsilon_2)\) where \( \epsilon_2 = \lambda \cdot \bar{\epsilon}_2 \)
4: Define parameter \( \varphi \) for varying the value of \( \epsilon_2 \).
5: Set \( \epsilon_2 = \bar{\epsilon}_2 \)
6: while \( \epsilon_2 > \epsilon_2 \) do
7: Solve the bi-objective mathematical model by considering the \( \epsilon_2 \)-constraint
8: Store the solutions and the objective function values \((f_1 \text{ and } f_2)\)
9: \( \epsilon_2 = \epsilon_2 - \varphi \cdot \hat{\epsilon}_2 \)
10: end while
11: Generate a set of Pareto optimal solutions based on the solutions generated in the previous step. Decision makers will select the preferred solution from the Pareto optimal solutions.

The upper bound of \( \epsilon_2 \) \((\bar{\epsilon}_2)\) is obtained by solving the single-objective problem that minimises the total cost only. Here the stochastic model represented by Eqs. (20), (2), (4)–(8), (14)–(16) and (21)–(28) are optimally solved. In other word, Constraint 36 is not incorporated in the model. The solution obtained is used to calculated the total emissions produced \((f_2)\) which is considered as the upper bound of \( \epsilon_2 \) \((\bar{\epsilon}_2)\). The lower bound of \( \epsilon_2 \) \((\epsilon_2)\) is then determined based on \( \bar{\epsilon}_2 \). This can be performed by introducing parameter \( \lambda \) representing the realistic maximum total emission reduction (%) that can be achieved \((\epsilon_2 = \lambda \cdot \bar{\epsilon}_2)\). In the next step, parameter \( \varphi \) is defined to vary the value of \( \epsilon_2 \) where a set of bi-objective problems are constructed. Each bi-objective mathematical model is solved and the solutions are then used to generate Pareto efficient solutions. Decision makers will then select the preferred solution from the Pareto optimal solutions.

**4 A hybrid decomposition method**

An exact method can be used to solve the proposed MINLP model for obtaining the optimal solution for the medium- and long-term energy planning. Here, we use a commercial optimizer called IBM ILOG CPLEX ver. 12.8. However, the exact method was not able to solve the problem optimally especially when dealing with a relatively large problem as CPLEX terminates due to being out of memory before attaining the optimal solution. Therefore, we propose a hybrid decomposition method to overcome this limitation and to obtain good solutions in an acceptable time. The main steps of the hybrid decomposition method are depicted in Algorithm 3 which consists of two stages. In the first stage, the main problem is decomposed into several sub-problems based on the period where \(|T|\) sub-problems are constructed. This stage aims to obtain a good initial solution where the slot for each power
plant (arrays $\hat{X}_{pq}^E$, $\hat{X}_{prq}^R$ and $\hat{X}_{pq}^N$ for the existing, retrofitted and new power plants respectively) is generated. This relatively good initial solution is then fed to the second stage where the main problem is iteratively reduced into several restricted problems based on the type of power plants.

Algorithm 3 The proposed decomposition method

1: **Stage 1: period-based decomposition method**
2: Generate an initial solution using the procedure given in Algorithm 4.
3: Let $\check{X}_{pq}^E$ and $\check{X}_{pq}^N$ be the obtained solution for the existing and new power plants respectively.
4: Determine the objective function value ($\tilde{Z}$) by solving the original stochastic model using obtained solution ($\check{X}_{pq}^E$ and $\check{X}_{pq}^N$).

5: **Stage 2: restricted problem-based iterative method**
6: Use $\check{X}_{pq}^E$ and $\check{X}_{pq}^N$ generated from the first stage as an initial solution.
7: Implement the proposed Algorithm 5 with $\tilde{Z}$, $\check{X}_{pq}^E$, $\check{X}_{prq}^R$ and $\check{X}_{pq}^N$ as inputs and outputs. The amount of electricity produced by each power plant ($E_{pt}^E$, $E_{prt}^R$ and $E_{pts}^N$) is also determined.

4.1 The period-based decomposition method

The description of the proposed period-based decomposition for solving the stochastic energy planning problem is presented in this subsection. The main objective of this method is to obtain a relatively good solution to be used as the initial solution for the next stage. Algorithm 4 describes the procedure of the period-based decomposition approach which consists of two phases.

In the first phase, the main problem is decomposed into $|T|$ sub-problems where each sub-problem is solved optimally using the exact method. The sub-problem that represents the problem for period $|T|$ is first constructed and solved. The solution of this sub-problem is then used to construct the sub-problem for period $|T| - 1$. This process is repeated until the sub-problem for the first period is designed and solved. In the second phase, the initial solution for the main problem is then constructed based on the solutions obtained from solving the sub-problems.

First, array $G_{pt}$ is constructed to store the solutions obtained from solving the sub-problems. An MINLP model is designed for each sub-problem that represents the energy planning problem for each period (year) starting from the end of period. The MINLP model for each sub-problem is the reduction of the proposed stochastic model where we deal with one-period problem instead of multi-period problem. Here, decision variables $X_{pt}^E$, $X_{pt}^N$ and $X_{prt}^R$ are replaced by $\hat{X}_{pq}^E$, $\hat{X}_{prq}^R$ and $\hat{X}_{pq}^N$ respectively. The problems for period $t$ where $t < |T|$ are even have little computational effort as some of decision variables are fixed due to the solution that has been obtained for the following period. For instance, if an existing power plant is in operation in period $(t + 1)$ then this power plant needs to operate in period $t$.

In Lines 14–25 of Algorithm 4, the MINLP model of the sub-problem is optimally solved by an exact method where the obtained solution is stored in array $G_{pt}$. This array has 3 types of value where 0, 1 and 2 indicate that the power plant is not in operation, under construction and in operation respectively. The value in this array for each plant in period $t$ is determined based on the obtained solution from solving the sub-problem in period $t$ ($\hat{X}_{p}^E$ and $\hat{X}_{p}^N$) and the value in the following period $(t + 1)$. Finally, once all sub-problems have been solved,
Algorithm 4 The period-based decomposition approach
1: Construct arrays $G_{pt} p \in P, t \in T$
2: Phase 1:
3: \hspace{1em} for $t = |T|$ to 1 do
4: \hspace{2em} Consider the stochastic model for period $t$ only (sub-problem)
5: \hspace{2em} if $t < |T|$ then
6: \hspace{3em} In the sub-problem, fix the value of decision variables as follows:
7: \hspace{4em} for each existing power plant $p \in P^E$ do the following step:
8: \hspace{5em} if $G_{p(t+1)} = 2$ then the existing plant $p$ is in operation (i.e. $\hat{X}_p^E = 1$).
9: \hspace{4em} end for
10: \hspace{2em} for each potential power plant $p \in P^N$ do the following steps:
11: \hspace{3em} if $G_{p(|T|)} = 0$ or $G_{p(t+1)} \leq 1$ or $t < \beta_p^N$ then the potential plant $p$ is not in operation
12: \hspace{4em} (i.e. $\hat{X}_p^N = 0$)
13: \hspace{2em} end if
14: \hspace{1em} end for
15: \hspace{1em} Solve optimally the sub-problem using an exact method and the solution is used to update arrays $G_{pt}$ with the following procedure:
16: \hspace{2em} for each existing power plant $p \in P^E$ do the following step:
17: \hspace{3em} if $\hat{X}_p^E = 1$ then $G_{pt} = 2$
18: \hspace{2em} end for
19: \hspace{2em} for each potential power plant $p \in P^N$ do the following step:
20: \hspace{3em} if $\hat{X}_p^N = 1$ then $G_{pt} = 1$
21: \hspace{3em} else if $t < |T|$ then
22: \hspace{4em} if $G_{p(t+1)} = 2$ then $G_{pt} = 1$
23: \hspace{4em} else if $G_{p(t+1)} = 1$ then $G_{pt} = 1$ within $\beta_p^N$ periods, otherwise = 0
24: \hspace{3em} end if
25: \hspace{2em} end for
26: \hspace{1em} end for
27: Phase 2:
28: \hspace{1em} Set the solution $\tilde{X}_p^E$ and $\tilde{X}_p^N$ based on arrays $G_{pt}$ as follows:
29: \hspace{2em} for each existing power plant $p \in P^E$ do
30: \hspace{3em} set $\lambda = \text{false}$
31: \hspace{2em} for $t = |T|$ to 1 do the following steps:
32: \hspace{3em} if $G_{pt} = 2$ then set $\tilde{X}_{p(t+1)}^E = 1, \lambda = \text{true}$ and go to Line 34
33: \hspace{3em} end for
34: \hspace{3em} if $\lambda = \text{false}$ then set $\tilde{X}_{p0}^E = 1$
35: \hspace{2em} end for
36: \hspace{2em} for each potential power plant $p \in P^N$ do the following step:
37: \hspace{3em} for $t = 1$ to $|T| - \beta_p^N$ do the following steps:
38: \hspace{4em} if $G_{pt} = 1$ then set $\tilde{X}_{pt}^N = 1$
39: \hspace{3em} end for
40: \hspace{2em} end for
41: \hspace{2em} Return $\tilde{X}_{pq}^E, \tilde{X}_{pq}^R$ and $\tilde{X}_{pq}^N$. 

the initial solution for the main problem is constructed based on arrays $G_{pt}$ and $\tilde{G}_{prt}$. The procedure to generate this solution is presented in Lines 28–40 of Algorithm 4. This solution is then fed to the second stage of Algorithm 3 as an initial solution. In the next sub-section, the description of the problem restriction-based iterative approach is presented.
4.2 The restricted problem-based iterative method

In the restricted problem-based iterative approach, a set of sub-problems are constructed based on the type of power plants. The main steps of the proposed approach is presented in Algorithm 5 which aims to seek the best configuration of existing and potential power plants for each generation type. To construct a sub-problem, the main stochastic model presented in Sect. 3.4 is reduced by considering the power plants with a certain generation type only. This can be done by fixing the binary variables ($\tilde{X}^E_{pq}$, $\tilde{X}^R_{prq}$ and $\tilde{X}^N_{pq}$) for the other power plants with different generation types based on the incumbent solution. The restricted problem is then solved using the exact method within $\tau_1$ seconds. If an improvement is found then we update the incumbent solution ($\tilde{X}^E_{pq}$, $\tilde{X}^R_{prq}$ and $\tilde{X}^N_{pq}$) along with its objective function ($\tilde{Z}$). This process is repeated iter max times and the best solution ($\tilde{X}^E_{pq}$, $\tilde{X}^R_{prq}$, $\tilde{X}^N_{pq}$) is taken.

The main problem is then optimally solved using the exact method where all the binary variables are fixed based on the values of ($\tilde{Z}$, $\tilde{X}^E_{pq}$, $\tilde{X}^R_{prq}$ and $\tilde{X}^N_{pq}$) which are obtained in previous steps. Here, the problem is transformed into a linear programming (LP) model which is relatively easy to solve. The amount of electricity produced by each power plant and each scenario ($E^E_{pts}$, $E^R_{prts}$ and $E^N_{pts}$) together with its objective function value ($\tilde{Z}$) are then obtained.

5 Computational study

This section presents the experimental results that have been carried out to evaluate the performance of the proposed model and solution method. The experiments are conducted based on a real case study of a regional power system in Indonesia (Java and Bali). To assess the

---

**Algorithm 5** The restricted problem-based iterative method

Require: $\tilde{Z}$ together with arrays $\tilde{X}^E_{pq}$, $\tilde{X}^R_{prq}$ and $\tilde{X}^N_{pq}$.

1: for $i = 1$ to iter max do
2:   for each generation type $j \in J$ do
3:     Reduce the main problem by considering existing power plants with generation type $j$ only. In other words, we fixed the binary variables $X^E_{pq}$, $X^R_{prq}$ and $X^N_{pq}$ for the other power plants based on the incumbent solution ($\tilde{X}^E_{pq}$, $\tilde{X}^R_{prq}$ and $\tilde{X}^N_{pq}$).
4:     Solve the restricted problem using an exact method within $\tau_1$ s. Let $\tilde{Z}$ be its objective function value and store the obtained binary variables into arrays $\tilde{X}^E_{pq}$, $\tilde{X}^R_{prq}$ and $\tilde{X}^N_{pq}$.
5:     if $\tilde{Z} < \tilde{Z}$ then
6:       Update $\tilde{Z} = \tilde{Z}$, $\tilde{X}^E_{pq} \leftarrow \tilde{X}^E_{pq}$, $\tilde{X}^R_{prq} \leftarrow \tilde{X}^R_{prq}$ and $\tilde{X}^N_{pq} \leftarrow \tilde{X}^N_{pq}$.
7:     end if
8:   end for
9: Do the same as Lines 2–8 with a minor revision where in Line 4, the best configuration of potential power plants with generation type $j$ is determined instead of existing power plants.
10: end for
11: Solve the main model optimally using an exact method where all the binary variables are fixed based on the values of ($\tilde{Z}$, $\tilde{X}^E_{pq}$, $\tilde{X}^R_{prq}$ and $\tilde{X}^N_{pq}$). In other words, the problem is transformed into a linear programming (LP) model. The amount of electricity produced by each power plant and each scenario ($E^E_{pts}$, $E^R_{prts}$ and $E^N_{pts}$) together with its objective function value ($\tilde{Z}$) are then obtained.
12: Return $\tilde{Z}$, $\tilde{X}^E_{pq}$, $\tilde{X}^R_{prq}$ and $\tilde{X}^N_{pq}$ along with $E^E_{pts}$, $E^R_{prts}$ and $E^N_{pts}$.
performance of the proposed hybrid decomposition method (HDM), the experiments are first performed for the medium term planning horizon (10 years). Then, the analysis on experimental results for long term planning horizon (25 years) is presented. The implementation of the proposed hybrid decomposition method was written in C++ .Net 2017 and used the IBM ILOG CPLEX version 12.8 Concert Library. The tests were run on a PC with an Intel Xeon W-2133 CPU @3.60 GHz processor, 64.00 GB of RAM.

Indonesia is the largest region in South-East Asia with excess availability of natural gas, geothermal, and hydro resources. In this country, the electricity demand is concentrated in Java and Bali islands wherein more than half the population live. The detailed information on existing and potential power plants along with the electricity demand is taken from the report provided by PLN (2019). In summary, in 2019 there are 135 existing power plants in this region with different capacity and generation type. The generation sources used for the existing power plants include coal, petroleum, natural gas, hydro and geothermal. There are 23 coal power plants that account for almost 47% of the total installed capacity (approximately 44 GW). Indonesia has committed to reducing CO2 emissions under the climate agreement. Current commitment is 29% of greenhouse gas reduction in 2030 relative to 2010 under a business as usual baseline (Wijaya et al. 2017).

Table 2 presents the cost and technical details of power generation types considered in this case study. The depreciation and decommissioning costs are determined based on capital cost and life time. The straight-line depreciation method is used to calculate those costs where salvage value is used to determine the decommissioning cost. The construction lead time data is mainly taken from Chen et al. (2016) with minor revision. The forecasted cost of fossil fuels for the electric power industry is taken from U.S. Energy Information Administration (EIA—www.eia.gov). In this study, we consider one type of method for retrofitting an existing power plant, which is transforming a coal/petroleum power plant to natural power plant. The detailed data of retrofitted power plants is taken from EIA.

5.1 Experimental results on medium-term planning horizon

The report provided by PLN (2019) reveals the government plan to build new power plants for the next 10 year (2019–2028) to satisfy the future electricity demand. In this paper, these power plants are considered as potential power plants. Based on their plan, there are 116 potential power plants that can be built in this region with different capacity and generation type including the ones with small capacity (< 10 MW). The generation types used in the potential power plants include hydro, wind, biomass, natural gas, geothermal, solar and pump storage.

PLN (2019) also provides the estimated annual electricity demand for Java and Bali regions from 2019 to 2028 where the demand is expected to increase from 180,806 GWh to 301,085 GWh. Moreover, the report also presents the estimated peak load demand which is projected to rise from 28 GW in 2019 to 45 GW in 2028. As it is expected that the annual demand and the peak load have the same trend, it is assumed that the growth of these demands is the same. According to Thangavelu et al. (2015), the annual demand growth for Indonesia can be classified into three categories, namely low, medium and high with the occurrence probability of 0.3, 0.55 and 0.15 respectively. This growth rate is dependent on population growth, urbanization and international actions. It is assumed that the low, medium and high demand growth are 2%, 4% and 6% respectively which is based on the forecasted demand given by PLN (2019). In this case study, the optimal energy mix for the next 10 years is determined and we assume that the growth rate may change every two years. In other words,
Table 2  Cost and technical details of power generation types. Source: IEA (www.eia.gov) and Thangavelu et al. (2015)

| Generation type | Capital cost ($/MW) | Variable O&M ($/MWh) | Fixed O&M ($/MW-year) | Heat rate (mmBtu/MWh) | CO₂ (ton/mmbtu) | Capacity factor | Life time (years) |
|-----------------|----------------------|-----------------------|-----------------------|-----------------------|-----------------|----------------|-----------------|
| Hydro           | 3,500,000            | 6                     | 15,000                | 0                     | 0               | 0.46           | 40              |
| Onshore wind    | 1,980,000            | 0                     | 60,000                | 0                     | 0               | 0.37           | 25              |
| Solar           | 4,720,000            | 0                     | 50,000                | 0                     | 0               | 0.25           | 30              |
| Geothermal      | 5,940,000            | 31                    | 0                     | 0                     | 0               | 0.7            | 30              |
| Coal fired      | 2,890,000            | 3.71                  | 23,000                | 9.37                  | 0.1075          | 0.75           | 30              |
| Coal IGCC       | 4,010,000            | 6.54                  | 31,100                | 9.03                  | 0.1075          | 0.8            | 30              |
| Gas fired       | 651,000              | 29.9                  | 5,260                 | 10.39                 | 0.0585          | 0.85           | 30              |
| Gas IGCC        | 1,230,000            | 3.67                  | 6,310                 | 6.705                 | 0.0585          | 0.8            | 25              |
| Biomass         | 3,830,000            | 15                    | 95,000                | 14.2                  | 0               | 0.75           | 25              |
| Petroleum       | 969,000              | 29                    | 10,930                | 9.541                 | 0.11            | 0.85           | 30              |
| Pumpstorage     | 2,230,000            | 0                     | 30,800                | 0                     | 0               | 0.8            | 40              |
the change of growth rate cannot be done more than five times over the planning horizon. For example, if a scenario has the following condition: Year 1-2 (low), Year 3-4 (high), Year 5-6 (low), Year 7-8 (low) and Year 9-10 (medium), then the probability of this scenario is $0.3 \times 0.15 \times 0.3 \times 0.3 \times 0.55 = 0.0022275$. Here, there are $3^5 = 243$ possible scenarios derived from the combinations of low, medium and high demand growth. Figure 2 presents the set of scenarios generated and illustrates electricity demand scenarios from 2019 to 2028.

The problem consists of 135 existing power plants ($|P_E| = 107$), 41 existing power plants that can be retrofitted ($|P_R| = 41$) and 116 potential power plants ($|P_R| = 154$). Moreover, the problem comprises 10 periods (Year 2019, …, 2028) where 243 demand scenarios ($|S| = 243$) are considered. In summary, the problem deals with 737,910 decision variables combining 28,350 binary and 709,560 continuous variables. To evaluate the performance of the proposed HDM, we compare the solutions obtained by the HDM with the ones found using the exact method (EM). In the EM, IBM ILOG CPLEX version 12.8 is used to solve the stochastic energy model presented in Sect. 3.4. In solving the problem (for a single-objective or a multi-objective), the computational time (CPU) using the exact method (CPLEX) is limited to 3 h (10,800 s). By limiting the computational time in CPLEX, the lower bound (LB) and upper bound (UB) can be obtained. The performance of the proposed HDM will be measured by Gap (%) between the $Z_m$ value attained by the proposed method and the lower bound (LB) obtained from the exact method. Gap (%) is calculated as follows:

$$\text{Gap}(\%) = \frac{Z_m - LB}{Z_m} \times 100$$

where $Z_m$ refers to the feasible solution cost obtained by either the exact method (UB) or the proposed decomposition method.

In the proposed decomposition method, the value of $\tau_1$ is set to 50 s which is determined based on our preliminary study. There are two computational experiments that are conducted to deal with total costs and total emissions. First, computational experiences are carried out to analyse the effect of the emission allowance price to the total emission reduction.
Second, a multi-objective energy planning problem where two conflicting objectives namely minimizing total cost and total emission (CO₂) is addressed using the ε-constraint method.

### 5.1.1 The effect of the emission allowance price

In this study, four emission allowance price scenarios are considered based on the work of Rentizelas et al. (2012). The emission allowance price \( e_t \) is classified into four categories namely zero, low, medium and high prices which are given in Table 3. Here, the proposed energy problem presented in Sect. 3.5.1 is solved to minimise the total cost considering the emission allowance price.

In Table 4, results of the energy planning problem with several emission price scenarios are given which are obtained using the exact method (EM) and the proposed hybrid decomposition method (HDM). Here, \( Z_{best} \) is the best objective function found by either EM and HDM. During the experiments, we noticed that the EM addressed the problems well as the Gaps (%) between UB and LB obtained are very small. We noticed that the EM produced the optimal solutions when low, medium and high CO₂ price are used. Based on the table, the proposed HDM also runs well as it produced good solutions (0.3937% Gap on average) within an acceptable computational time (373 s on average). The solution generated is then used to calculate the amount of CO₂ produced by power plants. It can be noted that the total emissions (ton CO₂) produced using the solutions generated by the EM are relatively similar with the one obtained by the proposed HDM.

According to Table 4, penalising the emissions produced by power plants generates the energy mix that reduces the total CO₂ emissions produced. The use of low, medium and high CO₂ emission allowance prices reduces the total emissions by 22.59%, 23.66% and 26.12% respectively compared to the one produced using zero CO₂ emission allowance price. In this case study, the implementation of CO₂ emission allowance price significantly changes the structure of energy mix. When the high price is applied, the capacity generation mix is arranged to reduce the emission cost. In other words, new non fossil-fuelled power plants are preferred to build rather than the fossil ones to satisfy the demand.

Table 5 presents the cost using several emission price scenario breakdown by existing plant costs (EPC), retrofitted plant costs (RPC), new plant costs (NPC), depreciation costs (DPC), decommissioning costs (DCC) and emission costs (EMC). The cost components of EPC, RPC and NPC consist of fixed, variable and fuel costs. The cost of existing plants contributes the highest portion to the total cost. As expected, the emission costs increase with the CO₂ emission allowance price. Although some existing plants are terminated, no decommissioning cost occurs as the plants have reached their life time.

### Table 3: The detail of CO₂ emission allowance price used in this study

| Year       | CO₂ emission price ($/ton) | Zero | Low | Medium | High |
|------------|----------------------------|------|-----|--------|------|
| 2019       |                            | 0    | 15.17 | 16.97  | 19.14 |
| 2020–2024  |                            | 0    | 15.17 | 19.20  | 24.43 |
| 2025–2029  |                            | 0    | 15.29 | 21.72  | 31.18 |
| 2030–2034  |                            | 0    | 15.45 | 24.58  | 39.80 |
| 2035–2040  |                            | 0    | 15.59 | 27.81  | 50.80 |
| 2040–2043  |                            | 0    | 15.79 | 31.46  | 64.83 |
| CO₂ price | \( Z_{\text{best}} \) ($) | EM (10,800 secs) | LB | % Gap | Emissions | %CO₂ Red. | HDM | % Gap | CPU |
|-----------|-----------------|-----------------|-----|-------|-----------|----------|-----|-------|-----|
| Zero      | 69,908,925,055  | 69,908,685,785  | 0.0003 | 1,589,803,226 | –          | 0.4579  | 366 |
| Low       | 90,696,502,914  | 90,696,502,914  | 0.0000 | 1,230,688,537  | 22.59      | 0.3521  | 368 |
| Med       | 96,612,262,968  | 96,612,262,968  | 0.0000 | 1,213,682,663  | 23.66      | 0.2757  | 374 |
| High      | 104,526,926,977 | 104,526,926,977 | 0.0000 | 1,174,544,269  | 26.12      | 0.4892  | 386 |
| Average   |                 |                 | 0.0001 |                    |            | 0.3937  | 373 |

%CO₂ Red.: %CO₂ Reduction from the CO₂ produced using zero CO₂ price.
CPU is measured in seconds.
Table 5 The cost breakdown using several emission price scenarios

| CO₂ Price | Costs breakdown | %EPC | %RPC | %NPC | %DPC | %DCC | %EMC |
|-----------|----------------|------|------|------|------|------|------|
| Total cost ($) |                  |      |      |      |      |      |      |
| Zero      | 69,908,925,055.10 | 84.77| 3.13 | 7.72 | 4.39 | 0.00 | 0.00 |
| Low       | 90,696,502,913.94 | 65.06| 2.35 | 8.35 | 3.59 | 0.00 | 20.65|
| Med       | 96,612,262,968.28 | 60.34| 2.21 | 8.68 | 3.58 | 0.00 | 25.19|
| High      | 104,526,926,976.64| 54.96| 2.04 | 8.56 | 4.52 | 0.00 | 29.92|
| Average   | 66.28            | 2.43 | 8.33 | 4.02 | 0.00 | 18.94|

CO₂ Price | Costs breakdown without emission costs | %EPC | %RPC | %NPC | %DPC | %DCC |
|-----------|----------------------------------------|------|------|------|------|------|
| Total cost ($) |                                      |      |      |      |      |      |
| Zero      | 69,908,925,055.10                     | 84.77| 3.13 | 7.72 | 4.39 | 0.00 |
| Low       | 71,965,340,261.35                     | 81.99| 2.96 | 10.53| 4.52 | 0.00 |
| Med       | 72,276,401,376.59                     | 80.66| 2.95 | 11.61| 4.79 | 0.00 |
| High      | 73,249,526,088.34                     | 78.42| 2.91 | 12.21| 6.45 | 0.00 |
| Average   | 81.46                                  | 2.99 | 10.52| 5.04 | 0.00 |

EPC existing plant costs; RPC retrofitted plant costs; NPC new plant costs; DPC depreciation costs; DCC decommissioning costs; EMC emission costs

Table 5 also reveals the cost breakdown when the emission cost is not included to form the total cost. According to the table, the existing plants costs decrease with the emission price which is in contrast with the new plants cost. New non-fossil fuelled plants require to be built in order to reduce the emission cost. However, this leads to higher depreciation cost.

5.1.2 The application of a multi-objective problem using the $\epsilon$-constraint method

This subsection presents the computational experiments when the proposed stochastic energy planning problem is treated as a multi-objective problem which is addressed by the $\epsilon$-constraint method. According to the previous experiments, solving the minimising total cost problem will have the energy mix configuration that produces CO₂ emission of 1,589,803,226 tonnes for the next 10 years. Therefore, the upper bound of total emissions ($\bar{\epsilon}_2$) is set to 1,589,803,226. It is assumed that a realistic maximum total emissions that can be reduced over the planning horizon is set to 35% of the upper bound of total emissions. Parameter $\lambda$ is then set to 0.65 meaning that lower bound of total emissions ($\epsilon_2$) is set to 1,033,372,097. As we aim to generate Pareto efficient solutions, we set parameter $\varphi$ to 2.5% to vary the value of $\epsilon_2$. Here, we vary the emissions reduction target from 20 to 35% out of the total CO₂ emissions produced at the lowest cost ($\bar{\epsilon}_2$).

Tables 6 shows the computational results for a set of the energy planning problems for medium-term planning horizon where each problem has different CO₂ emission reduction. The problems are solved by the exact method (EM) and the proposed hybrid decomposition method (HDM). The first two columns of Table 6 indicate the emission target ($\epsilon_2$) that needs to be achieved. The same as previous experiments, the CPU time in solving each problem using the EM (CPLEX) is limited to 3 h (10,800 s). Based on the table, CPLEX was able to obtain upper and lower bounds ($UB$ and $LB$) for three problems only. CPLEX failed to attain the $UB$ for the problems with 25% and 32.5% total emissions reduction. However, relatively good lower bounds ($LB$) are obtained for those problems.
Table 6 The experimental results of CO₂ emission reduction target for medium-term plan

| Constraints | Zₜₐₓ (total cost) | EM (10,800 s) | HDM |
|-------------|--------------------|---------------|-----|
|               |                    | LB | %Gap | %Gap | CPU Time (s) |
| %Ems. Red.  | Total Emission     |    |      |      |             |
| 20.0%        | 1,271,842,581      | 71,649,488,324 | 71,592,547,232 | 0.0795 | 0.4166 | 537 |
| 22.5%        | 1,232,097,500      | 71,985,891,698 | 71,928,907,526 | 0.0792 | 0.1998 | 465 |
| 25.0%        | 1,192,352,420      | 73,370,200,718 | 72,786,031,683 | 0.0792 | 0.1998 | 465 |
| 27.5%        | 1,152,607,339      | 74,657,170,073 | 74,031,583,467 | 0.0792 | 0.1998 | 465 |
| 30.0%        | 1,112,862,258      | 76,128,224,061 | 75,908,227,087 | 0.0792 | 0.1998 | 465 |
| 32.5%        | 1,073,117,178      | 79,698,668,723 | 78,694,532,480 | 0.0792 | 0.1998 | 465 |
| 35.0%        | 1,033,372,097      | 82,289,747,064 | 82,248,560,875 | 0.0792 | 0.1998 | 465 |
| Average      |                    | 71,649,488,324 | 71,592,547,232 | 0.0795 | 0.4166 | 537 |

N/A the upper bound was not obtained
*The %Gap average is calculated based on the obtained gaps

Table 6 also reveals that the proposed HDM runs much faster than the EM while producing good Gap(%). Based on the average result, the proposed HDM yields a gap of 0.6468% whereas the EM produces 0.0696% (calculated based on the obtained gaps). In general, it can be concluded that the proposed HDM performs well in term of the quality of solutions obtained and the computational time. In these experiments, the EM produced a very good lower bound (LB) for all problems. Table 7 presents the cost breakdown on each CO₂ emission reduction target. It can be noted that a higher total emission reduction target yields a higher total cost. As expected, more new non-fossil fuelled plants require to be built if higher emission target is implemented. Moreover, there is a significant increment in the retrofitted cost for 35% emission target as many coal plants need to be transformed into gas plants to reduce the emissions produced.

Figures 3 and 4 show the generation capacity mix and the energy mix for the medium-term planning horizon respectively. The figures compare the results between 0% (without emission constraints) and 35% emission reduction. The figure shows that the electricity demand is mainly satisfied from fossil-fuelled power plants (coal and natural gas). However, the use of coal power plants is gradually reduced over the planning horizon and replaced by natural gas power plants as the main energy source as natural gas produces less CO₂ emissions than coal.

Without total emission constraints, around 5.8 GW new non-fossil fuelled plants and 11.9 GW gas plants are constructed during the planning horizon. Moreover, almost all petroleum plants with the capacity of 2.1 GW in total require to be transformed (retrofitted) into gas power plants at the beginning of period. When 35% emission reduction target is implemented, the power plant configuration is changed where almost 7.5 GW new non-fossil fuelled plants together with 9.6 GW new gas plants are built. Over the planning horizon, all petroleum plants with capacity of 2.3 GW together with 14.7 GW coal plants need to be converted into natural gas. In summary, more non-fossil fuelled power plants are added when 35% emission reduction is applied. Figure 5 presents the comparison of total emissions produced between 0 and 35% emission reduction. The total emissions produced decrease at the beginning of period, however it increases over the year with electricity demand.

The solutions generated by the HDM are used to generate Pareto efficient solutions presented in Fig. 6. Decision makers will then choose the solution from the Pareto optimal
Table 7: The cost breakdown on each CO$_2$ emission reduction target for medium-term plan

| % Emissions reduction | Total emissions | Costs breakdown |
|-----------------------|-----------------|-----------------|
|                       | Total cost ($)  | %EPC | %RPC | %NPC | %DPC | %DCC |
| WC                    | 1,589,803,226   | 69,908,925,055 | 84.77 | 3.13 | 7.72 | 4.39 | 0.00 |
| 20.0%                 | 1,271,842,581   | 71,649,488,324 | 82.56 | 3.34 | 9.63 | 4.48 | 0.00 |
| 35.0%                 | 1,033,372,097   | 82,289,747,064 | 60.96 | 17.39 | 12.10 | 9.56 | 0.00 |
| Average               |                 | 76.09 | 7.95 | 9.81 | 6.14 | 0.00 |

EPC existing plant costs; RPC retrofitted plant costs; NPC new plant costs; DPC depreciation costs; DCC decommissioning costs; WC without emission constraints (0% emission reduction target)
Fig. 3  Generation capacity mix for medium-term planning horizon

(a) Without total emissions constraints  (b) With 35% total emissions reduction target

Fig. 4  Energy mix for medium-term planning horizon

(a) Without total emissions constraints  (b) With 35% total emissions reduction target

Fig. 5  Total emissions produced for the medium-term planning horizon
solutions based on their preference. It is worthwhile noting that the Pareto solutions cannot be constructed using the EM as not all problems can be solved by this method within 10,800 s. It indicates that the stochastic bi-objective problem is hard to solve by the EM. The proposed HDM is then designed to overcome this issue.

5.2 Experimental results on long-term planning horizon

In this subsection, experimental results on long-term analysis are conducted where the problem considers 25 years planning horizon from 2019 to 2043. In addition to 116 potential power plants that can built during 2019–2028, PLN (2019) also provides other 83 potential non-fossil fuelled generations that can be constructed for the long-term planning. To satisfy the long-term electricity demand, we generate 94 other potential power plants so the problem consists of 293 potential power plants in total that can built during the next 25 years period. The same as previous experiments, the growth for annual demand and peak load can be classified into three categories (low, medium and high). In this long-term analysis, the growth demand rate for each scenario may change every five years. Therefore, there are $3^5 = 243$ possible demand scenarios presented in Fig. 7. In summary, the problem comprises 283,475 binary and 2,849,175 continuous variables.

In these experiments the proposed stochastic energy planning problem is first solved to minimise the total cost without considering the maximum total emissions produced by using the zero CO2 emission allowance price. Based on the solution generated, the total emissions is calculated. Then, the model is solved to meet 35% emissions reduction target at the lowest cost. The long-term problem was solved by the proposed Hybrid Decomposition Method (HDM) only as the exact method (EM) was not able to generate feasible solution for the
problem. CPLEX used in the EM unfortunately terminates when solving the problem due to being out of memory. Tables 8 presents the experimental results for long-term energy planning problems obtained by the proposed HDM. The table reveals the breakdown of the costs which includes the total cost (\$) together with the percentage of each cost type to the total cost.

As expected, the total cost increases with the emission reduction target which confirm the previous experimental results. According to Table 8, new power plants contributes the highest portion (41.47\%) to the total cost when 35\% emission reduction is applied. Implementing 35\% emission reduction target increases new non-fossil fuelled plants to be installed and the number of existing coal power plants to be transformed into natural gas. The solutions generated indicate that several power plants require to be shut down, however these plants have reached their life time so no decommissioning costs exists.

Figures 8 and 9 presents the comparison of capacity and energy mix for 2019 to 2043 between 0 (without emission constraints) and 35\% emission reduction. The figures shows that the electricity demand is mainly satisfied from fossil-fuelled power plants (coal and natural gas). However, the use of coal power plants is gradually reduced over the planning horizon and replaced by natural gas power plants as the main energy source as natural gas produces less CO\textsubscript{2} emissions than coal. For the 35\% emission reduction target, more non-fossil plants are used to generate electricity to reduce the total emissions at the expense of a higher total cost.

Minimising total cost without total emission constraints leads to the following results: 54.4 GW new non-fossil fuelled plants and 65.9 GW natural gas plants are built; 2,254 MW petroleum plants are transformed into natural gas at the beginning of period. When 35\% emission reduction target is implemented, the power plant configuration is changed where 60.4 new non-fossil fuelled power plants together with 59.9 GW new fossil plants are constructed over the horizon planning. In addition to retrofitting the petroleum plants, almost 2 GW coal plants also converted into natural gas. Figure 10 presents the comparison of total emissions produced between 0 and 35\% emission reduction.
Table 8  The experimental results of CO₂ emission reduction for long-term analysis

| %Emissions reduction | Costs breakdown | Total emissions |
|----------------------|----------------|----------------|
|                      | Total cost ($) | %EPC         | %RPC | %NPC | %DPC | %DCC |               |
| WC                   | 351,635,371,923| 41.11        | 1.99 | 31.63| 25.27| 0.00 | 4,128,100,736 |
| 35%                  | 360,217,472,992| 31.80        | 2.06 | 41.47| 24.67| 0.00 | 2,683,265,479 |
| Average              | 36.46          | 2.02         | 36.55| 24.97| 0.00 |      |               |

EPC existing plant costs; RPC retrofitted plant costs; NPC new plant costs; DPC depreciation costs; DCC decommissioning costs; WC without emission constraints (0% emission reduction target)
6 Conclusions

In this paper, a stochastic programming model is proposed to obtain the optimal mix of energy supply sources for medium to long-term planning horizon in order to minimise total electricity generation cost. The deterministic MINLP model is first constructed based on feasible slots (schedule) for each power plant. Based on the deterministic model, a two-stage stochastic model is then built to accommodate uncertain annual demand and peak load. Two approaches are put forward to reduce the total emissions produced where the first one is conducted by introducing carbon emission prices to penalise the total carbon emissions. The second approach is performed by implementing a multi-objective problem using the $\epsilon$-constraint method for producing the Pareto optimal solutions. A hybrid decomposition method is then designed to generate good solutions within an acceptable computational time.

A dataset based on a real case study of the regional power system in Indonesia (Java and Bali) is used to evaluate the performance of the solution method. In this study, the energy mix for the next 10 and 25 years for this region is obtained. Based on the results of computational experiments, the introduction of CO$_2$ emission allowance price for penalising the total emissions reduces the total CO$_2$ produced. The implementation of high emission price decreases the total emissions by 26.12% for the medium-term planning horizon. The
implementation of a multi-objective problem using the $\epsilon$-constraint method is also found to be an effective approach to reduce the total CO$_2$ emissions. The Pareto optimal solutions can efficiently be generated by the proposed decomposition method. Here, decision makers will then choose the preferred solution from Pareto solutions. The application of 35% emission reduction target significantly changes the structure of energy mix for medium- and long-term planning horizon.

The following research directions may be worthy of investigation in future. In the proposed model, considering every year in the scenario tree exponentially increases the number of scenarios. This also increases the complexity of the model. Scenario reduction technique can be designed to address this issue. This study could be extended by integrating the proposed long-term generation expansion planning (GEP) methodology with the well-known short-term unit commitment problem (daily energy planning). This can be performed to increase the decision accuracy power networks’ stability (Koltsaklis and Georgiadis 2015a).

References

Ahmadi, L., Elkamel, A., Abdul-Wahab, S. A., Pan, M., Croiset, E., Douglas, P. L., et al. (2015). Multi-period optimization model for electricity generation planning considering plug-in hybrid electric vehicle penetration. Energies, 8(5), 3978–4002.

Ba-Shammakh, M. S. (2011). A multiperiod mathematical model for integrating planning and so2 mitigation in the power generation sector. Energy & Fuels, 25(4), 1504–1509. https://doi.org/10.1021/ef101569q.

Bakirtzis, G. A., Biskas, P. N., & Chatziathanasiou, V. (2012). Generation expansion planning by milp considering mid-term scheduling decisions. Electric Power Systems Research, 86, 98–112.

Betancourt-Torcat, A., & Almansoori, A. (2015). Design multiperiod optimization model for the electricity sector under uncertainty—A case study of the emirate of Abu Dhabi. Energy Conversion and Management, 100, 177–190.

Birge, J. R., & Louveaux, F. (2011). Introduction to stochastic programming. Berlin: Springer.

Cano, E. L., Moguerza, J. M., & Alonso-Ayuso, A. (2016). A multi-stage stochastic optimization model for energy systems planning and risk management. Energy and Buildings, 110, 49–56.

Chen, H., Tang, B. J., Liao, H., & Wei, Y. M. (2016). A multi-period generation expansion planning model incorporating the non-carbon external costs: A case study of China. Applied Energy, 183, 1333–1345.

Costa, O. L., de Oliveira Ribeiro, C., Rego, E. E., Stern, J. M., Parente, V., & Kileber, S. (2017). Robust portfolio optimization for electricity planning: An application based on the Brazilian electricity mix. Energy Economics, 64, 158–169. https://doi.org/10.1016/j.eneco.2017.03.021.

Elkamel, A., Hashim, H., Douglas, P. L., & Croiset, E. (2009). Optimization of energy usage for fleet-wide power generating system under carbon mitigation options. AIChE Journal, 55(12), 3168–3190.

Elsholckami, M., & Elkamel, A. (2017). General optimization model for the energy planning of industries including renewable energy: A case study on oil sands. AIChE Journal, 63(2), 610–638.

Feng, Y., & Ryan, S. M. (2013). Scenario construction and reduction applied to stochastic power generation expansion planning. Computers & Operations Research, 40(1), 9–23.

Flores-Quiroz, A., Palma-Behnke, R., Zakeri, G., & Moreno, R. (2016). A column generation approach for solving generation expansion planning problems with high renewable energy penetration. Electric Power Systems Research, 136, 232–241.

Gorenstin, B. G., Campodonico, N. M., Costa, J. P., & Pereira, M. V. F. (1993). Power system expansion planning under uncertainty. IEEE Transactions on Power Systems, 8(1), 129–136.

Haimes, Y., Lasdon, L., & Wismier, D. (1971). On a bicriterion formulation of the problems of integrated system identification and system optimization. IEEE Transactions on Systems, Man, and Cybernetics SMC, 1(3), 296–297.

Hashim, H., Douglas, P., Elkamel, A., & Croiset, E. (2005). Optimization model for energy planning with CO2 emission considerations. Industrial & Engineering Chemistry Research, 44(4), 879–890.

Hu, Q., Huang, G. H., Cai, Y. P., & Sun, W. (2014). Planning of electric power generation systems under multiple uncertainties and constraint-violation levels. Journal of Environmental Informatics, 23(1), 55–64.
Ioannou, A., Fuzuli, G., Brennan, F., Yudha, S. W., & Angus, A. (2019). Multi-stage stochastic optimization framework for power generation system planning integrating hybrid uncertainty modelling. *Energy Economics, 80*, 760–776.

Jones, D. (2011). A practical weight sensitivity algorithm for goal and multiple objective programming. *European Journal of Operational Research, 213*(1), 238–245.

Kannan, S., Slochotchel, S. M. R., & Padhy, N. P. (2005). Application and comparison of metaheuristic techniques to generation expansion planning problem. *IEEE Transactions on Power Systems, 20*(1), 466–475.

Kannan, S., Raja Slochotchel, S. M., Baskar, S., & Murugan, P. (2007). Application and comparison of metaheuristic techniques to generation expansion planning in the partially deregulated environment. *IET Generation, Transmission Distribution, 1*(1), 111–118.

Kaveh, P., Tavakkoli-Moghaddam, R., Triki, C., Rahimi, Y., & Jamili, A. (2019). A new bi-objective model of the urban public transportation hub network design under uncertainty. *Annals of Operations Research,. https://doi.org/10.1007/s10479-019-03430-9.*

Koltsaklis, N. E., Dagoumas, A. S., Kopanos, G. M., Pistikopoulos, E. N., & Georgiadis, M. C. (2014). A spatial multi-period long-term energy planning model: A case study of the greek power system. *Applied Energy, 115*, 456–482.

Koltsaklis, N. E., & Georgiadis, M. C. (2015a). An integrated unit commitment and generation expansion planning model. In K. V. Gernaey, J. K. Huusom, & R. Gani (Eds.), *12th international symposium on process systems engineering and 25th European symposium on computer aided process engineering, computer aided chemical engineering* (Vol. 37, pp. 2273–2278). Elsevier.

Koltsaklis, N. E., & Georgiadis, M. C. (2015b). A multi-period, multi-regional generation expansion planning model incorporating unit commitment constraints. *Applied Energy, 158*, 310–331.

Koltsaklis, N. E., & Nazos, K. (2017). A stochastic milp energy planning model incorporating power market dynamics. *Applied Energy, 205*, 1364–1383.

Krukanont, P., & Tezuka, T. (2007). Implications of capacity expansion under uncertainty and value of information: The near-term energy planning of Japan. *Energy, 32*(10), 1809–1824.

Lara, C. L., Mallapragada, D. S., Papageorgiou, D. J., Venkatesh, A., & Grossmann, I. E. (2018). Deterministic electric power infrastructure planning: Mixed-integer programming model and nested decomposition algorithm. *European Journal of Operational Research, 271*(3), 1037–1054.

Laumanns, M., Thiele, L., & Zitzler, E. (2006). An efficient, adaptive parameter variation scheme for meta-heuristics based on the epsilon-constraint method. *European Journal of Operational Research, 169*(3), 932–942.

Li, G., Huang, G., Sun, W., & Ding, X. (2014). An inexact optimization model for energy-environment systems management in the mixed fuzzy, dual-interval and stochastic environment. *Renewable Energy, 64*, 153–163.

Li, Y., & Huang, G. (2012). Electric-power systems planning and greenhouse-gas emission management under uncertainty. *Energy Conversion and Management, 57*, 173–182.

Li, Y., Huang, G., Li, Y., Xu, Y., & Chen, W. (2010). Regional-scale electric power system planning under uncertainty—A multistage interval-stochastic integer linear programming approach. *Energy Policy, 38*(1), 475–490.

Maddah, B., Ben Abdelaziz, F., & Tarhini, H. (2019). Bi-objective optimization of retailer’s profit and customer surplus in assortment and pricing planning. *Annals of Operations Research,. https://doi.org/10.1007/s10479-019-03265-4.*

Malcolm, S. A., & Zenios, S. A. (1994). Robust optimization for power systems capacity expansion under uncertainty. *The Journal of the Operational Research Society, 45*(9), 1040–1049.

Min, D., & Chung, J. (2013). Evaluation of the long-term power generation mix: The case study of south korea’s energy policy. *Energy Policy, 62*, 1544–1552. https://doi.org/10.1016/j.enpol.2013.07.104.

Mirzaeemaeili, H., Elkamel, A., Douglas, P., Croiset, E., & Gupta, M. (2010). A multi-period optimization model for energy planning with CO2 emission consideration. *Journal of Environmental Management, 91*(5), 1063–1070.

Mohgddas-Tafreshi, S., Shayanfar, H., Saliminia Lahihi, A., Rabiee, A., & Aghaei, J. (2011). Generation expansion planning in pool market: A hybrid modified game theory and particle swarm optimization. *Energy Conversion and Management, 52*(2), 1512–1519.

Moret, S., Babonneau, F., Bierlaire, M., & Maréchal, F. (2019). Decision support for strategic energy planning: A robust optimization framework. *European Journal of Operational Research,. https://doi.org/10.1016/j.ejor.2019.06.015.*

Muis, Z. A., Hashim, H., Manan, Z. A., & Douglas, P. L. (2011). Effects of fossil fuel price fluctuations on electricity planning comprising renewable energy. *Asia-Pacific Journal of Chemical Engineering, 6*(3), 552–562.
Mulvey, J. M., Vanderbei, R. J., & Zenios, S. A. (1995). Robust optimization of large-scale systems. *Operations Research, 43*(2), 264–281.

Murphy, F. H., Sen, S., & Soyster, A. L. (1982). Electric utility capacity expansion planning with uncertain load forecasts. *AIIE Transactions, 14*(1), 52–59.

Neshat, N., & Amin-Naseri, M. (2015). Cleaner power generation through market-driven generation expansion planning: An agent-based hybrid framework of game theory and particle swarm optimization. *Journal of Cleaner Production, 105*, 206–217.

Nie, S., Li, Y., Liu, J., & Huang, C. Z. (2017). Risk management of energy system for identifying optimal power mix with financial-cost minimization and environmental-impact mitigation under uncertainty. *Energy Economics, 61*, 313–329.

Ozcan, M., Ozturk, S., & Yildirim, M. (2014). Turkey’s long-term generation expansion planning with the inclusion of renewable-energy sources. *Computers & Electrical Engineering, 40*(7), 2050–2061.

Park, H., & Baldick, R. (2015). Stochastic generation capacity expansion planning reducing greenhouse gas emissions. *IEEE Transactions on Power Systems, 30*(2), 1026–1034.

Pereira, A. J., & Saraiva, J. T. (2011). Generation expansion planning (GEP)—A long-term approach using system dynamics and genetic algorithms (gas). *Energy, 36*(8), 5180–5199.

Rentizelas, A. A., Tolis, A. I., & Tatsiopoulos, I. P. (2012). Investment planning in electricity production under CO2 price uncertainty. *International Journal of Production Economics, 140*(2), 622–629.

Sadegheih, A., & Drake, P. (2008). System network planning expansion using mathematical programming, genetic algorithms and tabu search. *Energy Conversion and Management, 49*(6), 1557–1566.

Sirikum, J., Techanitisawad, A., & Kachitvichyanukul, V. (2007). A new efficient GA-benders’ decomposition method: For power generation expansion planning with emission controls. *IEEE Transactions on Power Systems, 22*(3), 1092–1100.

Steuer, R. (1986). *Multiple criteria optimization: Theory, computation, and application*. Hoboken: Wiley.

Tekiner, H., Coit, D. W., & Felder, F. A. (2010). Multi-period multi-objective electricity generation expansion planning problem with Monte-Carlo simulation. *Electric Power Systems Research, 80*(12), 1394–1405.

Thangavelu, S. R., Khambadkone, A. M., & Karimi, I. A. (2015). Long-term optimal energy mix planning towards high energy security and low GHG emission. *Applied Energy, 154*, 959–969.

Tolis, A. I., & Rentizelas, A. A. (2011). An impact assessment of electricity and emission allowances pricing in optimised expansion planning of power sector portfolios. *Applied Energy, 88*(11), 3791–3806.

Vithayasrichareon, P., & MacGill, I. F. (2012). A monte carlo based decision-support tool for assessing generation portfolios in future carbon constrained electricity industries. *Energy Policy, 41*, 374–392.

Wijaya, A., Chrysolite, H., Ge, M., Wibowo, C. K., Pradana, A., Utami, A. F., & Austin, K. (2017). How can Indonesia achieve its climate change mitigation goal? An analysis of potential emissions reductions from energy and land-use policies. Technical report, Working Paper. Jakarta, Indonesia: World Resources Institute.

Yakavenka, V., Mallidis, I., Vlachos, D., Iakovou, E., & Eleni, Z. (2019). Development of a multi-objective model for the design of sustainable supply chains: The case of perishable food products. *Annals of Operations Research, https://doi.org/10.1007/s10479-019-03375-z*.

Yoz, A., Yona, A., Senju, T., & Funabashi, T. (2014). Optimal capacity and expansion planning methodology of PV and battery in smart house. *Renewable Energy, 69*, 25–33.

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.