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Abstract. We derive a Floer theoretical SYZ mirror for an equilateral and generic polygon space. The disk potential function of the monotone torus fiber of the caterpillar bending system is calculated by computing non-trivial open Gromov–Witten invariants from the structural result of the monotone Fukaya category, the topology of fibers of completely integrable systems, and toric degenerations. Then, combining the result with the work of Nohara–Ueda [NU20] and Marsh–Rietsch [MR20], we obtain the disk potential functions of bending systems and produce a mirror cluster variety of type $\text{A}$ without frozen variables via Lagrangian Floer theory.
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1. Introduction

For a tuple $r = (r_1, r_2, \cdots, r_{n+3})$ of positive numbers, a polygon space $\mathcal{M}_r$ is defined to be the moduli space of vectors $(v_1, v_2, \cdots, v_{n+3})$ in $\mathbb{R}^3$ with side length $r$ modulo orientation preserving isometries, that is,

$$\mathcal{M}_r = \left\{ v = (v_1, v_2, \cdots, v_{n+3}) \in \prod_{j=1}^{n+3} S^2(r_j): \sum_{j=1}^{n+3} v_j = 0 \right\}/SO(3).$$

The polygon space can be viewed and constructed in many different ways. It has been broadly investigated from various aspects of geometry and topology. Also, there have been its applications to physics and chemistry as the polygon space provides a model for the moduli spaces of constraint brownian motions and polymers.

The main purpose of this paper is to explore polygon spaces from the aspect of Lagrangian Floer theory and SYZ mirror symmetry. Each polygon space $\mathcal{M}_r$ carries a completely integrable system, called a bending system, constructed by Kapovich–Millson [KM96]. Each component of the system generates a Hamiltonian bending $S^1$-action along the diagonal corresponding to the component. A triangulation of a polygon, a representative of an element of $\mathcal{M}_r$, obtained by adding non-crossing diagonals gives rise to a bending system, a completely integrable system consisting of moment maps of the bending actions. This paper concerns Lagrangian Floer theory of a Lagrangian torus orbit of this system.
If the polygon space $\mathcal{M}_r$ is a toric manifold and a bending system is a toric integrable system, the study of the bending system boils down to the toric case, which has been extensively studied. Lagrangian Floer theory for toric fibers of toric manifolds was developed in Fukaya–Oh–Ono–Ono [FOOO10, FOOO11], see also Woodward [Woo11]. In particular, when the toric manifold is Fano, Cho–Oh in [CO06] computed the disk potential function, which agrees with Givental–Hori–Vafa potential. The holomorphic disks of Maslov index two bounded by a toric fiber are in one-to-one correspondence with the facets of its moment polytope. Such a disk emanating from the inverse image of a facet is called basic. The second named author with Chan, Leung, and Tseng in [CLLT17] computed the disk potential function of semi-Fano toric manifold.

In this paper, we shall study non-toric bending systems. Especially, we are concerned with bending systems on the space of equilateral polygons with a fixed length. The given tuple $\mathbf{r}$ is called \textit{equilateral} if the lengths of all edges are equal, that is, $r_1 = \cdots = r_{n+3}$. In the case where $\dim \mathcal{M}_r \geq 4$, every bending system on $\mathcal{M}_r$ is \textit{not} toric because it always admits a fiber having an $S^2$-factor. The main part of this paper focuses on the disk potential function of the system, which can be employed to compute deformed Floer cohomology and to provide (a cluster chart of) Landau–Ginzburg mirror of the polygon space.

A Floer theoretical SYZ mirror for the space of equilateral polygons is a Landau–Ginzburg (LG) model, which is obtained by gluing the charts arising from the moduli space of deformations of a bending torus fiber. To describe the mirror LG model systematically, consider the complex Grassmannian $\text{Gr}(2, \mathbb{C}^{n+3})$ of two planes in the complex vector space $\mathbb{C}^{n+3}$, regarding it as an embedded subvariety of $\mathbb{C}P(\wedge^2 \mathbb{C}^{n+3})$ via the Plücker embedding. We denote the Plücker coordinates for $\mathbb{C}P(\wedge^2 \mathbb{C}^{n+3})$ by $\{p_{i,j} \mid 1 \leq i < j \leq n + 3\}$.

The given tuple $\mathbf{r}$ is called \textit{generic} if $\mathcal{M}_r$ is a smooth algebraic variety. The main theorem of this paper is then stated below.

\textbf{Theorem A.} Suppose that $\mathbf{r}$ is equilateral and generic. Then a Floer theoretical SYZ mirror of the polygon space $\mathcal{M}_r$ arising from the bending systems is a Landau–Ginzburg model consisting of the mirror space

$$
\tilde{X} := (\text{Gr}(2, \mathbb{C}^{n+3}) \setminus \{p_{12}p_{23} \cdots p_{n+2,n+3}p_{1,n+3} = 0\}) \cap \{p_{12} = \cdots = p_{n+2,n+3} = \mathbf{p}_{1,n+3}\},
$$

\[ W_{\text{Bend}}(\mathbf{p}) = \sum_{i=1}^{n+3} \mathbf{p}_{i,i+2} : \tilde{X} \to \mathbb{C}. \]

Moreover, this mirror has a cluster structure of $A$-type without frozen variables. The seeds of the cluster variety are parametrized by the set of triangulations of the regular $(n + 3)$-gon by adding non-crossing diagonals.

The LG model for the polygon space $\mathcal{M}_r$ in (1.1) with an equilateral and generic tuple $\mathbf{r} = (1, 1, \ldots, 1) \in \mathbb{R}^{n+3}$ can be combinatorially written from the regular $(n + 3)$-gon as follows. Label the vertices of the $(n + 3)$-gon by $\{1, 2, \ldots, n + 3\}$ with counter-clockwise orientation. Note that each line segment joining two vertices $i$ and $j$ corresponds to the Plücker variables $p_{i,j}$ of $\mathbb{C}P(\wedge^2 \mathbb{C}^{n+3})$. Then the superpotential (1.1) is equal to the summation of all Plücker variables corresponding to a red line in the first figure of Figure 1.

The fiber at the barycenter of each bending system is a monotone Lagrangian torus, see Section 3.1 for the precise definition of monotone Lagrangian submanifolds. The disk potential function of the monotone bending torus fiber of each bending system can be written from (1.1) as follows. Take a triangulation $\mathcal{T}$ of the regular $(n + 3)$-gon. Then the disk potential function

$$
W_{\text{Bend}}(\mathbf{p})|_{\mathcal{T}} : \mathcal{U}_{\mathcal{T}} \to \mathbb{C}
$$

of the cluster variety are parametrized by the set of triangulations of the regular $(n + 3)$-gon. Adding non-crossing diagonals.
is derived by restricting $W_{\text{Bend}}$ to the cluster chart
\[ U_T := \text{Spec} \left( \mathbb{C}[\{p_{i,j}^\pm : (i, j) \in T\}] \right) \subset \hat{X}. \]

Let $T_0$ be the triangulation obtained by adding all diagonals containing the vertex labeled by 1 as in the second figure of Figure 1. The caterpillar bending system is a bending system associated to $T_0$. For instance, the disk potential function of the caterpillar bending system is defined as follows.

**Theorem B.** The disk potential function of the caterpillar bending system of an equilateral and generic polygon space is
\begin{equation}
W_{T_0} = p_{1,3} + \frac{2}{p_{1,3}} + p_{1,n+2} + \frac{2}{p_{1,n+2}} + \sum_{j=3}^{n+1} \left( \frac{p_{1,j+1}}{p_{1,j}} + \frac{p_{1,j}}{p_{1,j+1}} + \frac{1}{p_{1,j}p_{1,j+1}} \right),
\end{equation}
which is defined on $(\mathbb{C}^*)^n$ with the coordinates $p_{1,3}, p_{1,4}, \ldots, p_{1,n+2}$ associated to $T_0$.

Moreover, the monotone caterpillar bending torus fiber cannot be displaced by any Hamiltonian diffeomorphism.

The space of equilateral pentagons is isomorphic to a del Pezzo surface $dP_5$ of degree five, $\mathbb{C}P^2$ blown up at generic four points as an algebraic variety. Pascaleff–Tonkonog [PT20] computed the disk potential function of a Lagrangian torus constructed via Lagrangian surgery for $dP_5$. Their superpotential is equal to the disk potential function of the caterpillar bending system in (1.2). Recently, the scattering diagram and the disk potential of a special Lagrangian fibration in a non-monotone del Pezzo surface were computed by Bardwell-Evans–Cheung–Hong–Lin in [BECHL21], which agrees with the scattering diagram of Gross–Pandharipande–Siebert and Gross–Hacking–Keel [GPS10, GHK15]. Their chamber structure agrees with the chambers structure given by various bending systems.

At the level of completely integrable systems, Nohara–Ueda constructed a toric degeneration of bending systems in [NU14]. By running their minimal model program, Charest and Woodward provide a method, which can detect torus orbits having non-trivial Floer cohomology in [CW15]. Also, Woodward and Xu computed Floer cohomology of some non-torus fiber of polygon spaces in [WX18].

Yet, the full disk potential function of non-toric bending systems of higher dimensional polygon spaces remains unknown due to the following difficulties. The major difficulty is to analyze contributions from non-basic disks to the disk potential function. Although the bending system has a toric degeneration, we would like to emphasize that it does not fit into the situation of Nishinou–Nohara–Ueda [NNU10]. Indeed, there exist holomorphic disks emanating from the inverse image of dimensional stratum of codimension ≥ 4. Heuristically, as the bending system admits vanishing cycles, the inverse image can have an extra dimension so that there is a chance for the disk class to have Maslov index two even if it intersects lower dimensional stratum.
Along the line of the classification of disks, one difficulty lies on a combinatorial description for the image of a bending system. The image is a polytope given by the intersection of half spaces from the triangle inequalities of a chosen triangulation. Indeed, some of half spaces are not essential. It means that the superpotential merely written from the triangle inequalities may contain a Laurent monomial which does appear in the disk potential. In the equilateral case, we manage to describe the image via the relation of Grassmannians and polygon spaces obtained by the Gelfand–MacPherson correspondence in [GM82, HK97].

The strategy to compute the disk potential function is in order. Exploiting the non-redundant combinatorial description for the image and the corresponding toric degeneration, we classify the possible homotopy classes which can be realized as a holomorphic disk contributing the disk potential and compute the counting invariants for basic disks. In other words, we classify lattice points of the Newton polytope of the disk potential which can be a non-zero term of the disk potential. The plan is to compute unknown counting invariants via relation between closed and open mirror symmetry as in [Kim21b].

As the dimension of a polygon space increases, the number of undetermined counting invariants that we should compute increases. It makes the computing process hard and sometimes impossible. To get around this difficulty, we implement the following strategy. According to Bouloc [Bou18], a fiber of the bending systems can be expressed as a product of SO(3), $S^2$, and $S^1$. Using them non-toric Lagrangian submanifold as an anchor, we obtain a local model for $\mathcal{M}_r$. The above classification result ensures that each disk belongs to one of the local models. We then compute the counting invariant by embedding each local model into a simpler global model.

The method we present in the main body for computing the disk potential for equilateral case should not only restricted to the equilateral and generic case. It should work as long as $\mathcal{M}_r$ is smooth and monotone and the combinatorial structure is analyzed. To demonstrate it, we work out non-equilateral examples when $\dim_{\mathbb{C}} \mathcal{M}_r = 2$.

The authors hope that the result in this paper is paved way for testing many interesting theory by providing concrete examples. The first one is about the relation on the equivariant Floer theory and Floer theory. The polygon space is the symplectic reduction of a Grassmannian. The disk potential function on the quotient should be related to the equivariant disk potential function on the pre-quotient. This process is a subtlety on a choice of a stability condition or a level set. We illustrate this point by examples. Also, we discuss a role of the polygon space for a construction problem for the mirror cluster variety. Namely, the polygon space with bending systems is a symplectic model for the cluster variety of type A without frozen variables.
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2. Polygon spaces and bending systems

In this section, we review construction of polygon spaces and bending systems. Polygon spaces and bending systems were formulated by Kapovich and Millson [KM96], which serve as a class of very interesting integrable systems in symplectic geometry. The relation between polygon spaces and Grassmannians of two planes are also reviewed.

2.1. Polygon spaces and Grassmannians

Let $n$ be a positive integer. For an $(n+3)$-tuple $r = (r_1, r_2, \cdots, r_{n+3})$ of positive real numbers, consider the set of all vectors $v_1, v_2, \cdots, v_{n+3} \in \mathbb{R}^3$ satisfying

1. $\|v_j\| = r_j$ for each $j = 1, 2, \cdots, n+3$ and
2. $\sum_{j=1}^{n+3} v_j = 0$.

For each tuple $(v_1, v_2, \cdots, v_{n+3})$ of vectors in this set, we locate the initial point of the first vector $v_1$ at the origin and the initial point of the vector $v_{j+1}$ at the terminal point of the vector $v_j$ for $j = 1, \ldots, n+2$. Arranging the vectors in this manner, the terminal point of $v_{n+3}$ is the origin by the second condition (2). Thus, each tuple of vectors can be regarded as an $(n+3)$-gon in the Euclidean space $\mathbb{R}^3$.

Let the real special orthogonal group $SO(3)$ act on $\mathbb{R}^3$ linearly. For each $j$, the linear $SO(3)$-action induces an action on each sphere $S^2(r_j)$ with the radius $r_j$ centered at the origin in $\mathbb{R}^3$. We then have the diagonal $SO(3)$-action on the product $\prod_{j=1}^{n+3} S^2(r_j)$ of spheres. The polygon space $M_r$ is defined by the quotient of the space of $(n+3)$-gons in $\mathbb{R}^3$ by the diagonal $SO(3)$-action, that is,

\[
M_r = \left\{ v = (v_1, v_2, \cdots, v_{n+3}) \in \prod_{j=1}^{n+3} S^2(r_j): v_1 + v_2 + \cdots + v_{n+3} = 0 \right\} / SO(3).
\]

If $r$, the tuple of lengths of vectors, does not meet all necessary polygonal inequalities, the polygon space $M_r$ becomes empty. To avoid this triviality, we require that

\[
\sum_{j=1}^{n+3} r_j - 2r_i > 0 \quad \text{for all } i = 1, 2, \cdots, n+3.
\]

The polygon space $M_r$ in (2.1) can be seen as the GIT quotient $(\mathbb{C}P^1)^{n+3} \sslash PGL(2, \mathbb{C})$ and hence $M_r$ is a projective algebraic variety of complex dimension $n$.

Definition 2.1. A tuple $r = (r_1, r_2, \cdots, r_{n+3})$ obeying (2.2) is called generic if there is no $(\epsilon_1, \epsilon_2, \cdots, \epsilon_{n+3}) \in \{\pm1\}^{n+3}$ such that

\[
\sum_{j=1}^{n+3} \epsilon_j r_j = 0.
\]

The polygon space $M_r$ is a smooth variety if and only if $r$ is generic. Depending on our choice of $r$, polygon spaces can produce different algebraic varieties. For instance, when $n = 2$, the projective space $\mathbb{C}P^2$, $\mathbb{C}P^1 \times \mathbb{C}P^1$, blow-ups of $\mathbb{C}P^2$ at a point, two points, three points, and four points can be realized as polygon spaces of pentagons with different choices of stability condition $r$, cf. Appendix A.

Fix a generic tuple $r$. To adorn the polygon space $M_r$ with a Kähler structure, we regard $\mathbb{C}P^1 \simeq S^2$ as the coadjoint orbit $O(r_j, -r_j)$. It is identified with the conjugation $U(2)$-orbit of the
The adjoint action $U(\mathfrak{su}(2)) \to SU(2)$ is integral in particular, one can associate $Gr(2 \times 3)$ to the pull-backed Kähler form $|r| \cdot \omega_{CP^N}$ on $CP^N$ where $N = \binom{n+3}{2}$ via the Plücker embedding. This pull-back form agrees with the KKS form $\omega_\lambda$.

Grassmannians can also be constructed via a symplectic reduction. Let us consider the space $\text{hom}_C(C^2,\mathbb{C}^{n+3}) \simeq \mathbb{C}^{(n+3)\times 2}$ of complex linear transformations from $C^2$ to $\mathbb{C}^{n+3}$. The group $U(n+3)$ (resp. $U(2)$) acts on $\text{hom}_C(C^2,\mathbb{C}^{n+3})$ on the right (resp. left) matrix multiplication in a Hamiltonian fashion. A moment map of the $U(2)$-action can be taken as

$$\Phi_{U(2)}: \mathbb{C}^{(n+3)\times 2} \to u(2)^*,$$

where $A^H$ is the conjugate transpose (or Hermitian transpose) of $A$. Then the Grassmannian $Gr(2,\mathbb{C}^{n+3}) \simeq O_\lambda$ is isomorphic to the reduction of $\mathbb{C}^{(n+3)\times 2}$ by $U(2)$:

$$Gr(2,\mathbb{C}^{n+3}) \simeq \mathbb{C}^{(n+3)\times 2} \sslash |r| U(n+3).$$

Here is the relation between $Gr(2,\mathbb{C}^{n+3})$ and the polygon space $M_r$. Let $T_{U(n+3)}$ be the maximal torus consisting of the diagonal matrices of $U(n+3)$. The torus also acts on $\mathbb{C}^{(n+3)\times 2}$ linearly with a moment map

$$\begin{pmatrix} z_1 & z_2 & \cdots & z_{n+3} \\
 w_1 & w_2 & \cdots & w_{n+3} \end{pmatrix}^T \mapsto \left( \frac{|z_1|^2 + |w_1|^2}{2}, \frac{|z_2|^2 + |w_2|^2}{2}, \ldots, \frac{|z_{n+3}|^2 + |w_{n+3}|^2}{2} \right).$$
The Hamiltonian torus action descends to the quotient \[ T \] \( T_{U(n+3)} \) by the diagonal \( S^1 \)-action.

**Theorem 2.2** ([HK97]). For an \((n+3)\)-tuple \( r \) of positive real numbers, suppose that \( \lambda \) is given by \( (2.5) \). Then the polygon space \( (M_r, \omega_r) \) is symplectomorphic to the symplectic reduction \( T \\setminus 2r \Omega \) of the coadjoint orbit \( (\Omega, \omega) \).

This paper mainly deals with the case where
\[
(2.10) \quad r_1 = r_2 = \cdots = r_{n+3}.
\]
In this case, the tuple \( r \) is called equilateral. The corresponding polygon space \( M_r \) is monotone, namely, the first Chern class \( c_1(T M_r) = \frac{1}{2 \pi r_1} [\omega_r] \in H^2(M_r) \). By normalizing the Kähler form, we may assume that
\[
(2.11) \quad c_1(T M_r) = \frac{1}{r_1} [\omega_r].
\]
The coadjoint orbit \( \Omega \) with the KKS form \( \omega_\lambda \) is denoted by \( (\Omega, \omega_\lambda) \).

**Remark 2.3.** The polygon space \( M_r \) can be a monotone symplectic manifold even though \( r \) is not equilateral. Such spaces would be also of interest, see some examples in Appendix A.

### 2.2. Bending systems and Gelfand–Zeitlin systems

The coadjoint orbit \( \Omega \approx \text{Gr}(2, C^{n+3}) \) in \( (2.6) \) carries a peculiar completely integrable system, which is called a Gelfand–Zeitlin system \( [GSS3] \). We shall briefly recall this system below.

Let \( A^{(i)} \) be the leading principal \((i \times i)\) submatrix of \( A \in \Omega \). As every element in \( \Omega \) is a Hermitian matrix, every eigenvalue of each submatrix \( A^{(i)} \) is real. Our specific choice of the tuple \( \lambda \) of the form \( (2.5) \) implies that each submatrix \( A^{(i)} \) has at most two non-zero eigenvalues. We denote by \( \Phi_{i,1}(A) \) (resp. \( \Phi_{i,1}(A) \)) the first (resp. the second) largest eigenvalue of \( A^{(i)} \). They define real-valued functions, \( \Phi_{i,1} : \Omega \to \mathbb{R} \) and \( \Phi_{i,1} : \Omega \to \mathbb{R} \).

**Definition 2.4.** The Gelfand–Zeitlin system (GZ system for short) is defined by
\[
(2.11) \quad \Phi_\lambda : \Omega \longrightarrow \mathbb{R}^{2(n-1)}, \quad \Phi_\lambda := (\Phi_{1,1}, \Phi_{2,1}, \Phi_{2,2}, \Phi_{3,1}, \Phi_{3,2}), \ldots, (\Phi_{n+1,n,1}, \Phi_{n+1,n,2}).
\]

Each component \( \Phi_{i,j} \) may not be smooth on the whole space \( \Omega \). By the implicit function theorem, it is smooth on an open dense subset of \( \Omega \).

**Theorem 2.5** ([Thi81] [GSS3]). The Gelfand–Zeitlin system \( \Phi_\lambda \) is a completely integrable system on \( \Omega \). Moreover, each component \( \Phi_{i,j} \) generates a Hamiltonian \( S^1 \)-action on its smooth loci.

The prescribed eigenvalues of an \((n+3) \times (n+3)\) matrix give restrictions on the eigenvalues of the submatrices by the min-max principle. In particular, the choice \( (2.5) \) says that \( \Phi_{n+2,1} \) is the constant function with the value \( |r| \). Moreover, the image of the GZ system is determined by the following system of inequalities:
\[
0 \leq u_{1,2} \leq u_{2,2} \leq \ldots \leq u_{n,n} \leq u_{n+1,2} \\
|\land| \quad |\land| \quad |\land| \quad |\land|
\]
\[
u_{1,1} \leq u_{2,1} \leq \ldots \leq u_{n,1} \leq u_{n+1,1} \leq |r|
\]
\[
(2.12)
\]
For later purposes, we label the half spaces in \( (2.12) \) as follows:
\[
\left\{
\begin{align*}
&k_{i,0}(u) := u_{i-1,i} - u_{i,2} \geq 0 & \text{for } i = 1, 2, \ldots, n + 1, \\
&k_{i,1}(u) := u_{i+1,i} - u_{i,1} \geq 0 & \text{for } i = 1, 2, \ldots, n + 1, \\
&k_{i,2}(u) := u_{i,i-2} - u_{i,2} \geq 0 & \text{for } i = 0, 1, \ldots, n
\end{align*}
\right.
\]
\[
(2.13)
\]
implies that every fiber is smooth.

with the lengths of its diagonals specified by $d_{i,j}$ where

$u_0, 2 := 0$ and $u_{n+2,1} := |r|$. The polytope given by (2.12) is denoted by $\Delta_\lambda$ in $\mathbb{R}^{2(n+1)}$.

We now recall the bending system on the polygon space $\mathcal{M}_r$. Recall that each element in $\mathcal{M}_r$ can be represented by a polygon in $\mathbb{R}^3$. For each pair $(i, j)$ with $1 \leq i < j \leq n + 3$ and $j - i \not\equiv 1 \mod n - 2$, let

$$d_{i,j} := v_i + \cdots + v_{j-1} \in \mathbb{R}^3$$

and define

$$\Psi_{i,j} = \Psi_{d_{i,j}} : \mathcal{M}_r \to \mathbb{R}, \quad [v] = [(v_1, \ldots, v_{n+3})] \mapsto (\text{the length of the diagonal } d_{i,j}).$$

For the sake of notational simplicity, we set $\Psi_j := \Psi_{1,j+2}$ for $j = 1, 2, \cdots, n$, that is,

$$\Psi_j : \mathcal{M}_r \to \mathbb{R}, \quad [v] = [(v_1, \ldots, v_{n+3})] \mapsto (\text{the length of the diagonal } d_j)$$

where

$$d_j := d_{1,j+2} = v_1 + \cdots + v_{j+1} \in \mathbb{R}^3.$$

If two diagonals $d$ and $d'$ (of the polygon) do not cross each other, then the corresponding functions $\Psi_d$ and $\Psi_{d'}$ in (2.14) are Poisson commutative. Therefore, a maximal collection of functions of the form (2.14) satisfying that the corresponding diagonals do not cross produces a completely integrable system on $\mathcal{M}_r$. As a result, there are Catalan number of such completely integrable systems arising from maximal collections of non-crossing diagonals. Each of these completely integrable systems is called a bending system. There is a one-to-one correspondence between the set of bending systems on $\mathcal{M}_r$ and the set of triangulations of the $(n + 3)$-gon by adding diagonals.

Furthermore, each component $\Psi_{i,j}$ is an action variable on an open dense subset of $\mathcal{M}_r$. In other words, each component generates a “bending” Hamiltonian $S^1$-action described below. The diagonal $d_{i,j}$ decomposes the polygon $v$ into two pieces of polygons: $(v_1, \ldots, v_{j-1}, -d_{i,j})$ and $(d_{i,j}, v_j, \ldots, v_{n+3}, v_1, \ldots, v_{i-1})$. By taking a slice of the diagonal $SO(3)$-action, we may fix the first piece. Then the Hamiltonian $S^1$-action of $\Psi_{i,j}$ is to bend the other piece along the diagonal $d_{i,j}$ in the space $\mathbb{R}^3$.

Let us summarize what we have discussed.

**Theorem 2.6** ([Kly94, KM96]). A maximal collection of functions of the form (2.14) satisfying that the corresponding diagonals do not cross each other forms a completely integrable system on $\mathcal{M}_r$. Moreover, each component $\Psi_{i,j}$ in the system generates a bending Hamiltonian $S^1$-action on its smooth loci.

In fact, the image of each bending system is a polytope as that of the GZ system is. We call the image of a bending system a bending polytope. The bending polytope is defined by the system of triangle inequalities from a fixed triangulation of the $(n + 3)$-gon.

We now explain the topology of the fiber over a given point in a bending polytope $\Delta$. Each fiber in the interior of $\Delta$ is a Lagrangian $T^n$-orbit. An $n$-tuple $d := (|d_1|, |d_2|, \cdots, |d_n|) \in \Delta$ determines the lengths of diagonals. A singular fiber occurs when some components in $d$ vanish, that is, $d$ is contained in a proper face of $\Delta$.

Given $d$, each point $[v]$ in the fiber of $d$ corresponds to a (possibly singular) polygon in $\mathbb{R}^3$ with the lengths of its diagonals specified by $d$. To describe the topology of the fiber of $d$, let

- $m_1$ be the number of diagonals in the $\nu$-gons with $\nu \geq 4$,
- $m_2$ be the number of line segments,
- $m_3 + 1$ be the number of $\nu$-gons with $\nu \geq 3$.

The *genericity* of $r$ ensures the existence of at least one $\nu$-gon $(\nu \geq 3)$, that is, $m_3 \geq 0$. It implies that every fiber is smooth.
Theorem 2.7 (Theorem 4.4 in [Bou18]). For a generic \((n + 3)\)-tuple \(r\) which determines the lengths of edges, consider a bending system on the polygon space \(M_r\). Then every fiber of the bending system is an isotropic submanifold.

Moreover, for an \(n\)-tuple which determines the length of diagonals, the fiber of the bending system over the \(n\)-tuple is diffeomorphic to
\[
(S^1)^{m_1} \times (S^2)^{m_2} \times SO(3)^{m_3}
\]
where \(m_1, m_2, m_3\) can be read off from a polygon determined by the length of diagonals.

For instance, the fiber corresponding to the configuration polygon given in Figure 2 is diffeomorphic to \((S^1)^3 \times S^2 \times SO(3)^{2-1}\).

Consider the bending system consisting of the functions of the form (2.15). We denote this bending system by
\[
\Psi_r := (\Psi_1, \Psi_2, \ldots, \Psi_n): M_r \to \mathbb{R}^n.
\]
This completely integrable system is called a caterpillar bending system on \(M_r\), see Figure 3.

This system \(\Psi_r\) in (2.18) is related to the GZ system \(\Phi_\lambda\) in (2.11). By Theorem 2.2, the polygon space \(M_r\) is obtained by the symplectic reduction of \(O_\lambda\) by the residual torus action \(T\). The moment map induced by (2.9) provides the relation
\[
(u_{i+1,1} + u_{i,2}) - (u_{i,1} + u_{i-1,2}) = r_{i+1}
\]
for \(i = 0, 1, \ldots, n + 2\). From (2.12) and (2.19), the image of \(M_r\) under the caterpillar bending polytope can be described below.
Let $u = (u_1, u_2, \cdots, u_n)$ be the coordinate system for $\mathbb{R}^n$. Consider a polytope in $\mathbb{R}^n$ given by the intersection of the following half-spaces:

\[
0 \leq u_1 \leq u_2 \leq \ldots \leq u_n \leq |r| - 2r_{n+3}
\]

\[
2|r|_1 \leq 2|r|_2 - u_1 \leq \ldots \leq 2|r|_n - u_{n-1} \leq 2|r|_{n+1} - u_n \leq |r|.
\]

We denote by $\Delta_r$ the polytope determined by (2.20) in $\mathbb{R}^n$. We label the inequalities in the columns, the inequalities in the first row, and the inequalities in the second row as follows.

\[
\left\{
\begin{array}{ll}
\ell_{i,0}(u) \geq 0 & \text{for } i = 1, 2, \ldots, n+1, \\
\ell_{i,1}(u) \geq 0 & \text{for } i = 1, 2, \ldots, n+1, \\
\ell_{i,2}(u) \geq 0 & \text{for } i = 0, 1, \ldots, n
\end{array}
\right.
\]

where

- $\ell_{i,0}(u) = 2|r|_1 - u_1$, $\cdots$, $\ell_{n,0}(u) = 2|r|_n - u_{n-1} - u_n$, $\ell_{n+1,0}(u) = 2|r|_{n+1} - |r| + 2r_{n+3} - u_n$,
- $\ell_{i,1}(u) = 2r_2 - u_1$, $\cdots$, $\ell_{n,1}(u) = 2r_{n+1} - u_n + u_{n-1}$, $\ell_{n+1,1}(u) = |r| - 2|r|_{n+1} + u_n$,
- $\ell_{0,2}(u) = u_1$, $\cdots$, $\ell_{n-1,2}(u) = u_n - u_{n-1}$, $\ell_{n,2}(u) = |r| - 2r_{n+3} - u_n$.

In contrast to the GZ case, not all hyperplanes defined by $\ell_{i,j}(u) = 0$ in (2.21) contain a facet of $\Delta_r$. For later usage, when $r$ is equilateral, we figure out which hyperplane in (2.21) contains a facet of $\Delta_r$.

**Proposition 2.8.** If $r$ is equilateral, then other than the four hyperplanes

\[
\ell_{1,0}(u) = 0, \ell_{1,1}(u) = 0, \ell_{n,2}(u) = 0, \text{ and } \ell_{n+1,0}(u) = 0,
\]

all hyperplanes $\ell_{i,j}(u) = 0$ contain a facet of $\Delta_r$. Indeed, each of the above four hyperplanes contains a codimension-two face of $\Delta_r$.

**Proof.** First, we claim that every facet except those four half spaces bounds a facet of $\Delta_r$. We only prove that $\ell_{2,0}(u) = 0$ supports a facet because the other cases are similar. We denote by $u_0$ the center of the polytope $\Delta_r$ determined by

\[
u_1 = r_1, \quad u_2 = 2 \cdot r_1, \quad \cdots, \quad u_n = n \cdot r_1.
\]

In particular, the center $u_0$ satisfies $\ell_{i,j}(u) > 0$ in (2.21). We translate the center to determine a point $u_{2,0}$ in the relative interior of the facet given by $\ell_{2,0}(u) = 0$ as follows.

\[
u_1 = (1 + 1/2) \cdot r_1, \quad u_2 = (2 + 1/2) \cdot r_1, \quad u_3 = 3 \cdot r_1, \quad \cdots, \quad u_n = n \cdot r_1.
\]

It is straightforward to see that $\ell_{2,0}(u) = 0$ and all the other inequalities $\ell_{i,j}(u) > 0$. Thus, it supports the facet.

Next, we claim that the four half spaces do not bound any facet of $\Delta_r$. In this equilateral case, we have $\ell_{1,0}(u) = \ell_{1,1}(u)$ and $\ell_{n,2}(u) = \ell_{n+1,0}(u)$. Moreover,

- two half spaces $\ell_{1,0}(u) \geq 0$ and $\ell_{1,1}(u) \geq 0$ coincide and
- two half spaces $\ell_{n,2}(u) \geq 0$ and $\ell_{n+1,0}(u) \geq 0$ coincide.

Suppose that $u$ satisfies $\ell_{1,0}(u) = \ell_{1,1}(u) = 0$. Then we have $u_1 = 2r_1$. Since $\ell_{2,0}(u) \geq 0$ and $\ell_{1,2}(u) \geq 0$, we have $u_2 \geq 2r_1$ and $u_2 \leq 2r_1$ and hence $u_2 = 2r_1$. That is, we do not have any freedom to choose two variables $u_1$ and $u_2$. Thus the point $u$ is not in the relative interior of a facet of $\Delta_r$. □

The polygon space $\mathcal{M}_r$ is symplectomorphic to the symplectic reduction $T/2r \mathcal{O}_3$ by Theorem 2.2. Choose a set $\{\Phi_{2,1}, \Phi_{2,2}, \cdots, \Phi_{2,n}\}$ of the components of the Gelfand–Zeitlin system.
Φ_λ in (2.11) on O_λ. Those components restricted to the level set at 2r factor through the symplectic reduction and the chosen components induce the completely integrable system

Φ_r: T \|_{2r} O_λ \rightarrow \mathbb{R}^n.

Let Φ_j be the function induced by Φ_{2,j} for j = 1, 2, …, n. Each component is a moment map for the residual S^1-action (defined on an open dense subset). The induced system agrees with the caterpillar bending system on M_r (up to some coordinate changes).

**Theorem 2.9 (HK97).** The integrable system \{Φ_{2,j}: j = 1, …, n\} on O_λ induces a completely integrable system Φ_r = (Φ_1, Φ_2, …, Φ_n) on M_r. Moreover, the caterpillar bending system Ψ_r is related to the induced system Φ_r as follows:

(2.23) \quad Φ_j \circ Υ = |r|_{j+1} - Ψ_j \quad for j = 1, 2, …, n

where Υ: M_r \rightarrow T \|_{2r} O_λ is the symplectomorphism in Theorem 2.2.

In particular, the image of M_r of the caterpillar bending system agrees with the polytope Δ_r given by (2.20) up to the affine transformation

u_{2,j} = |r|_{j+1} - u_j \quad for j = 1, 2, …, n.

Thanks to Theorem 2.2 and 2.9, from now on, we do not make any distinction on (Φ_j and Ψ_j), and (T \|_{2r} O_λ and M_r). The completely integrable system

(2.24) \quad Φ_r := (Φ_j: j = 1, …, n): M_r \simeq T \|_{2r} O_λ \rightarrow \mathbb{R}^n

is also called the *caterpillar bending system* and the polytope Δ_r given by (2.20) is called the *caterpillar bending polytope*.

### 3. Potential functions of polygon spaces

The aim of this section is to state the main results and discuss the results from the perspectives of equivariant Floer theory and the theory of cluster algebras and varieties. After reviewing the disk potential functions, we derive the disk potential function of a monotone Lagrangian torus fiber of the caterpillar bending system from equivariant Floer theory. By using the relation of generalized Gelfand–Zeitlin fibers, we construct a glued SYZ mirror of the equilateral and generic polygon space, which will be a cluster variety of type A.

#### 3.1. Disk potential functions

We begin by recalling the definition of a monotone Lagrangian submanifold. A Lagrangian submanifold L of a symplectic manifold (X, ω) is called *monotone* if the Maslov index and the symplectic area are positively proportional, that is, there exists a positive number c > 0 such that ω(β) = c · μ(β) for all β ∈ π_2(X, L).

In order to prove that the Lagrangian torus fiber at the center of the caterpillar bending polytope is monotone, we recall the Maslov index formula for a gradient holomorphic disk in [CK21], which is useful to verify the monotonicity of a Lagrangian submanifold when an ambient symplectic manifold admits a Hamiltonian (local) torus action. Using this formula, we shall prove the Lagrangian torus located at the barycenter of the caterpillar bending polytope is monotone.

Consider a symplectic manifold X equipped with a Hamiltonian S^1-action with a moment map H. Suppose that we have an S^1-invariant Lagrangian submanifold L contained in a level set of H. To generate a gradient holomorphic disk, we pick the following data:

1. an S^1-invariant compatible almost complex structure J,
2. a free S^1-orbit ϑ in L.
Let $X_H$ be the Hamiltonian vector field generated by $H$. Then the moment map $H$ generates the gradient vector field $\nabla H = JX_H$ using the Riemannian metric $g_J$ from $\omega$ and $J$, which is defined by $g_J(\nabla H, \cdot) = dH(\cdot)$. Assume that the integral curve $\gamma$ of the vector field $\nabla H$ with an initial condition $p \in \vartheta$ converges to a fixed point. The collection of $S^1$-orbits of $\gamma$ forms a $J$-holomorphic disk whose boundary is $\vartheta$. We call such a holomorphic disk a gradient holomorphic disk of $\vartheta$.

Suppose that a connected Lie group $G$ acts on the manifold $X$. The action is called semi-free if the action is free on the complement of the set of fixed points. In the following circumstance, the Maslov index of a gradient holomorphic disk of $\vartheta$ can be computed by the codimension of the maximal fixed component of the action intersecting the disk.

**Proposition 3.1** (Corollary 3.8 in [CK21]). Suppose that $X$ is a symplectic manifold equipped with a Hamiltonian $S^1$-action. Let $H$ be a moment map of the $S^1$-action and $L$ an $S^1$-invariant Lagrangian submanifold lying in a level set of $H$. Choose an $S^1$-invariant compatible almost complex structure and a free $S^1$-orbit $\vartheta$ in $L$. Suppose that a class $\beta \in \pi_2(X, L)$ is represented by the gradient holomorphic disk of $\vartheta$ and the map $H$ attains the maximum at the fixed point.

If the $S^1$-action is semi-free near the fixed point of the gradient disk, then the Maslov index $\mu(\beta)$ is the real codimension of the maximal fixed component.

**Remark 3.2.** More generally, the Maslov index of a gradient disk can be computed by the sum of weights at the unique fixed point even when $H$ does not attain the maximum value at the fixed point, see [CK21] Theorem 3.7. In this paper, we only need Proposition 3.1.

The fiber over the center $u_0$ of the caterpillar bending system $\Phi_r$ is a monotone Lagrangian torus where the center $u_0$ of $\Delta_r$ is located at $\vartheta_{22}$.

**Proposition 3.3.** If $r$ is equilateral and generic, then the fiber $\Phi_r^{-1}(u_0)$ over the center of the caterpillar bending system on $M_r$ is a monotone Lagrangian torus.

Later on, we apply Proposition 3.1 to prove Proposition 3.3 in Section 5.2 after computing the relative homotopy group and describing its basis as a set of gradient disks.

Let us briefly recall the disk potential function of a monotone Lagrangian torus. Let $X$ be a closed symplectic manifold and $L$ a Lagrangian submanifold of $X$. For a compatible almost complex structure $J$ and a class $\beta \in \pi_2(X, L)$, we denote by $M_1(X, L; \beta, J)$ the moduli space of stable $J$-holomorphic maps from a bordered genus 0 Riemann surface into $X$ with boundary condition $L$ in $\beta$ with one boundary marked point $z_0$. Let

$$ev_0: M_1(X, L, \beta, J) \rightarrow L, \quad \varphi \mapsto \varphi(z_0)$$

be the evaluation map at the marked point $z_0$.

Assume that the Lagrangian submanifold $L$ is orientable, (relative) spin, and monotone. To orient the moduli spaces, we choose an orientation and a spin structure of $L$. Under the monotonicity assumption on $L$, every disk class of Maslov index two is Fredholm regular for a generic compatible almost complex structure $J$. Moreover, $L$ does not bound any non-constant holomorphic disks of Maslov index zero. Then, for each class $\beta$ of Maslov index two, the moduli space $M_1(X, L; \beta, J)$ is an oriented manifold without boundary. The counting number $n(\beta; L, J)$ is defined to be the degree of the evaluation map $ev_0$. This number $n(\beta; L, J)$ is called the open Gromov–Witten invariant of $\beta$.

In this monotone case, the counting number $n(\beta; L, J)$ is invariant under different choices of a generic compatible almost complex structure. The parametrized moduli space in the class $\beta$ of Maslov index two arising from a generic path from $J$ to $J'$ in the space of compatible almost complex structures does not bubble off because of the monotonicity condition. It produces an oriented cobordism between $M_1(X, L; \beta, J)$ and $M_1(X, L, \beta; J')$. 


Lemma 3.4 ([EP97]). Suppose that $L$ is a monotone Lagrangian submanifold. For any class $\beta \in \pi_2(X, L)$ of Maslov index two and generic compatible almost complex structures $J$ and $J'$, the counting invariants $n(\beta; L, J)$ and $M_1(\beta) = M_1(X, L, \beta; J)$ if $J$ is generic and $L$ is clear in the context.

For the sake of notational simplicity, we write $n(\beta) = n(\beta; L, J)$ and $M_1(\beta) = M_1(X, L, \beta; J)$ as we have observed above, for any class $\beta$ of Maslov index two, the moduli space $M_1(\beta)$ represents a cycle and the push-forward by $ev_0$ is a multiple of the fundamental cycle $[L]$. It in turn implies that the composition of consecutive differentials vanishes so that Floer cohomology is well-defined since $[L]$ is a unit of the Fukaya $A_\infty$-algebra associated to $L$.

Assume in addition that the monotone Lagrangian $L$ is a torus. To implement deformations of Lagrangian Floer theory, we equip the Lagrangian torus $L$ with the complex trivial line bundle $L$ and we take a flat non-unitary $C^*$-connection $\nabla$ on the line bundle, see [Cho98]. Choose a set of oriented loops $\{\vartheta_1, \ldots, \vartheta_n\}$ which forms a basis for $\pi_1(L) \simeq \mathbb{Z}^n$ as a $\mathbb{Z}$-module. Two connections $\nabla$ and $\nabla'$ are called gauge equivalent if $\text{hol}_\nabla(\vartheta_j) = \text{hol}_{\nabla'}(\vartheta_j)$ for each $j = 1, 2, \ldots, n$. We denote by $M(\nabla)$ the moduli space of flat $C^*$-connections modulo the gauge equivalence. The choice of oriented loops gives rise to a coordinate system on $M(\nabla)$ consisting of the holonomy variables

$$z_j := \text{hol}_\nabla(\vartheta_j) \in C^* \quad (j = 1, 2, \ldots, n).$$

In other words, the moduli space $M(\nabla)$ is identified with an algebraic torus $(C^*)^n$.

Let $A_0 = \left\{ \sum_{i=0}^{\infty} a_i T^{A_i} \mid A_i \geq 0 \text{ increase to } + \infty, a_i \in \mathbb{C} \right\}$ be the Novikov ring. Here, the variable $T$ is the formal parameter which will be used to record symplectic energy of $J$-holomorphic curves. Then the obstruction of Lagrangian Floer theory is expressed as

$$m_0^\nabla(1) = \sum_{\beta} \text{hol}_\nabla(\partial \beta) \cdot (ev_0)_* [M_1(\beta)] \cdot T^{\omega(\beta)} = \left( \sum_{\beta} \text{hol}_\nabla(\partial \beta) \cdot n_\beta \cdot T^{\omega(\beta)} \right) [L].$$

Since the counting invariants of $L$ can be non-empty only when the Maslov index is two, the symplectic areas of the disk classes contributing to (3.2) are all equal. We omit the $T^{\omega(\beta)}$ for simplicity in this case.

Definition 3.5. The disk potential function of a monotone Lagrangian torus $L$ is defined by

$$W_L : M(\nabla) \simeq (C^*)^n \longrightarrow C, \quad [\nabla] \simeq (z_1, \ldots, z_n) \mapsto \sum_{\beta : \mu(\beta) = 2} n_\beta \cdot z^{\partial \beta}.$$

Turning to the caterpillar bending system $\Phi_r$, the disk potential function of the monotone Lagrangian torus fiber $\Phi_r^{-1}(u_0)$ can be written as follows.

Theorem 3.6. Suppose that $r$ is equilateral and generic. Then the disk potential function of the monotone Lagrangian torus fiber $\Phi_r^{-1}(u_0)$ of the caterpillar bending system is

$$W_r(z) = \left( z_1 + \frac{2}{z_1} + z_n + \frac{2}{z_n} \right) + \sum_{j=1}^{n-1} \left( \frac{z_j}{z_{j+1}} + \frac{z_{j+1}}{z_j} + \frac{1}{z_j z_{j+1}} \right).$$
Remark 3.7. The generic and equilateral condition yields that $n$ is even. If $n$ is odd, then $M_r$ is a singular variety. It would be interesting to make sense of and compute the disk potential function in this case.

The proof of Theorem 3.6 will be given at the end of Section 6.

### 3.2. Equivariant Floer theory and disk potential functions of reduced spaces

In this section, we discuss Theorem 3.6 from the aspect of equivariant Lagrangian Floer theory in an informal way.

We first recall some facts on Lie group quotients. The reader is referred to [GS82, Section 4] for details and proofs. Let $G$ be a compact connected Lie group. Suppose that we have a Kähler manifold $(X, \omega, J)$ satisfying

1. the $G$-action on $(X, \omega)$ is Hamiltonian and
2. the integrable almost complex structure $J$ is invariant under the $G$-action.

Let $G$ be the complexification of $G$, a connected complex Lie group which is uniquely characterized by the properties that the Lie algebra of $G$ is the complexified Lie algebra $\mathfrak{g} \oplus \sqrt{-1}\mathfrak{g}$ and $G$ is a maximal compact subgroup of $G$. Under this circumstance, the $G$-action naturally extends to a holomorphic $G$-action on $X$.

Let $\Phi_G: X \to \mathfrak{g}^*$ be a moment map of the $G$-action. Fix any regular level $\mu \in \mathfrak{g}^*$ such that $G$ acts freely on the level set $Z := \Phi_G^{-1}(\mu)$. The complexification $G$ freely acts on the $G$-orbit $Z_G$ of $Z$. Moreover, the inclusion $\iota: Z \to Z_G$ descends to a diffeomorphism $\iota: Z/G \to Z_G/G$.

Then $Z/G \simeq Z_G/G$ is also a Kähler manifold with the reduced symplectic form $\omega_{\text{red}}$ on $Z/G$ and the complex structure $J_{\text{red}}$ on $Z_G/G$. Let $L$ be a $G$-invariant Lagrangian submanifold.

Suppose further that

3. the group $G$ acts freely on $L$.

The quotient map

$$\pi: (Z_G, L) \to (Z_G/G, L/G).$$

is a holomorphic principal $G$-bundle. For each homolorphic map $\varphi: (\mathbb{D}, \partial \mathbb{D}) \to (Z_G, L)$, we have a holomorphic map $\pi \circ \varphi: (\mathbb{D}, \partial \mathbb{D}) \to (Z_G/G, L/G)$. For a homotopy class $\beta$ in $\pi_2(Z_G, L)$, the correspondence induces the map

$$\pi_\ast: \mathcal{M}(Z_G, L; \beta) \to \mathcal{M}(Z_G/G, L/G; \pi_\ast \beta) \quad \varphi \mapsto \pi \circ \varphi.$$

The correspondence helps us to understand holomorphic disks in the quotient from those in the pre-quotient.

A particular nice class of examples in such a setting is provided by toric manifolds, in which $G = T$ and $X = \mathbb{C}^N$. Givental [Giv98] derived the $T$-equivariant quantum cohomology on a smooth toric manifold and expressed it in terms of a $T$-equivariant superpotential. In [KLZ19], for a semi-Fano toric manifold, the present authors defined the $T$-equivariant disk potential of a toric fiber using $T$-equivariant Lagrangian Floer theory in Morse model. They computed the equivariant terms in the model, and verified that it agrees with Givental’s equivariant superpotential via the mirror map.

In a similar fashion, considering the maximal torus $T$ action on $X := \text{Gr}(2, \mathbb{C}^{n+3}) \simeq O_\lambda$, we can prove the following.
Proposition 3.8. Let \( L \) be a Gelfand–Zeitlin torus fiber. The \( T \)-equivariant disk potential of \( L \) is equal to

\[
W_T(y) = W(y) + \sum_{i=1}^{n+2} \lambda_i \log \left( \frac{y_i y_{i-1.2}}{y_{i-1.1} y_{i-2.2}} \right)
\]

where

1. \( W(y) \) is the disk potential function of \( L \subset \text{Gr}(2, C^{n+3}) \), which was computed in [NNU10].
2. \( \lambda = (\lambda_1, \ldots, \lambda_{n+2}) \) is the equivariant parameters for the \( T \)-action, and
3. \( y_i y_{i-1.2}/y_{i-1.1} y_{i-2.2} \) is the holonomy variable associated to an orbit generated by the \( i \)-th factor of the torus \( T \).

Sketch of Proof. Let us first briefly recall the definition of \( T \)-equivariant disk potential introduced in [KLZ19]. We identify \( T \) with \((S^1)^{n+2}\) and denote by \( L_T \) the Borel construction \( L \times_T (S^\infty)^{n+2} \). We fix a family Morse function \( f_T \) on \( L_T \) whose critical points are of the form \((p, q)\) where \( p \) is a critical point of a perfect Morse function \( f_L \) on \( L \) and \( q \) is a point of a perfect Morse function \( f_B \) on the classifying space \( BT = (CP^\infty)^{n+2} \). We denote by \( 1_L \) and \( 1_B \) the minimal points of \( f_L \) and \( f_B \), respectively. Let \((p_i, 1_B) \) be the degree 1 critical points of \( f_T \) for \( i = 1, \ldots, 2n + 2 \). For simplicity, we will assume the unstable submanifold of \( p_i \) in \( L \) intersects transversely with the \( S^1 \)-orbit generated by the \( i \)-th factor of \( T \) for \( i = 1, \ldots, n + 2 \). Let \( \lambda_1, \ldots, \lambda_{n+2} \) be the equivariant parameters of the \( T \)-action, which are the degree 2 critical points of \( f_B \). We will abuse notation and view \( \lambda_i \) as a degree 2 critical point of \( f_T \) of the form \((1_L, \lambda_i)\).

The \( T \)-equivariant disk potential function

\[
W_T: \Lambda_0^{2n+2} \to \Lambda_0[\lambda_1, \ldots, \lambda_{n+2}]
\]

in [KLZ19] Definition 3.11] of \( L \) is defined by counting pearly trees in \( L_T \) emanated from the the degree 1 critical points \((p_i, 1_B) \) for \( i = 1, \ldots, 2n + 2 \), and weighted by coefficients \((x_1, \ldots, x_{2n+2}) \in \Lambda_0^{2n+2}\). By [KLZ19] Proposition 4.3, Lemma 4.4, \( W_T \) is of the form

\[
W_T(x) = W(x) + \sum_{i=1}^{n+2} \lambda_i x_i,
\]

where \( W \) is the disk potential function of \( L \) defined by counting pearly trees in \( L_T \) emanated from \( p_1, \ldots, p_{2n+2} \). Let \( y_1, y_2, \ldots, y_{2n+2} \) be the holonomy variables dual to the unstable submanifolds of \( p_1, \ldots, p_{2n+2} \). Using a suitable change of variables, we get the expression (3.6) where \( W(y) \) agrees with the disk potential defined in Definition 3.5 (over the Novikov ring), which was computed in [NNU10].

Via the Lagrangian correspondence between \( L \subset X \) and \( L/T \subset Z/G \) in [Fuk17, WX18], assuming monotonicity and that the correspondence does not involve disk bubbling by pseudoholomorphic disks of Maslov index zero, the disk potential of \( L/T \) should be obtained by restricting the \( T \)-equivariant disk potential of \( L \) to \( \log \left( \frac{y_{i+1} y_{i-2}}{y_{i-1} y_{i-2.2}} \right) = 0 \), that is,

\[
W(y) \big|_{y_{i+1} y_{i-2} = y_{i-1} y_{i-2.2}}
\]

This is well-known as the Givental–Hori–Vafa’s recipe [Giv98, HV00].

By Theorem 2.2 and 2.9, the quotient \( L/T \), a fiber of the caterpillar bending system, fits into the above situation. Then (3.3) can be written from (3.8).
Example 3.9. Let \( n = 2 \) and \( r = (1, 1, 1, 1) \). The disk potential function for the Gelfand–Zeitlin torus fiber is

\[
W(y) = \frac{y_{1,1}}{y_{1,2}} + \frac{y_{2,1}}{y_{2,2}} + \frac{y_{3,1}}{y_{3,2}} + \frac{y_{2,1}}{y_{1,1}} + \frac{y_{3,1}}{y_{2,1}} + \frac{1}{y_{3,1}} + y_{1,2} + \frac{y_{2,1}}{y_{1,2}} + \frac{y_{3,1}}{y_{2,2}}.
\]

(3.9)

Since the equivariant disk potential function has four additional logarithmic terms

\[
\lambda_1 \log y_{1,1} + \lambda_2 \log \frac{y_{2,1}y_{1,2}}{y_{1,1}} + \lambda_3 \log \frac{y_{3,1}y_{2,2}}{y_{2,1}y_{1,2}} + \lambda_4 \log \frac{y_{3,1}}{y_{3,1}y_{2,2}},
\]

we then have

\[
1 = y_{1,1} = y_{2,1}y_{1,2} = y_{3,1}y_{2,2} = y_{3,2}.
\]

(3.10)

Respecting our choice of components in the induced completely integrable system in Theorem 2.9, we set

\[
y_{1,2} = y_1 \text{ and } y_{2,2} = y_2.
\]

(3.11)

Combining (3.9), (3.10), and (3.11), we obtain

\[
W(y) = \frac{1}{y_1} + \frac{1}{y_1y_2} + \frac{1}{y_2} + y_1 - \frac{y_1}{y_2} + y_2 + y_1 + \frac{y_2}{y_1} + \frac{1}{y_2}.
\]

It is exactly the same as the expression in (3.3).

3.3. Realization of cluster varieties via SYZ mirror symmetry

In this section, we derive an SYZ mirror of the polygon space \( M_r \) for an equilateral and generic tuple \( r \) arising from bending systems and describe its cluster structure. The main statement is stated below.

Theorem 3.10. Suppose that \( r \) is equilateral and generic, (and hence \( n \) is even). Let

\[
\tilde{X} := \text{Gr}(2, \mathbb{C}^{n+3}) \setminus \{p_{12}p_{23} \cdots p_{n+2,n+3}p_{1,n+3} = 0\},
\]

regarded as an embedded subvariety of \( \mathbb{C}P(\wedge^2 \mathbb{C}^{n+3}) \) via the Plücker embedding. Then an SYZ mirror of the bending systems on a polygon space \( M_r \) is a Landau–Ginzburg model consisting of

\[
\begin{align*}
(1) & \quad \tilde{X} = \tilde{Y} \cap \{p_{12} = p_{23} = \cdots = p_{n+2,n+3} = p_{1,n+3}\}, \\
(2) & \quad W_{\text{Bend}} = \sum_{i=1}^{n+3} p_{i,i+2} \text{ where the index is modulo } n + 3,
\end{align*}
\]

where \( p_{i,j} \) is the Plücker variables of \( \mathbb{C}P(\wedge^2 \mathbb{C}^{n+3}) \). The double indices for \( W_{\text{Bend}} \) are read off from labels of the diagonals on the left of Figure 7.
Remark 3.11. In general, the union of cluster charts arising from bending systems does not cover the whole mirror space $\tilde{X}$. It is expected that the mirror charts of immersed Lagrangian submanifolds can cover the missing piece of information as in [HKL19]. The bending system may have a Lagrangian fiber that has an $\mathbb{R}P^3(\simeq \text{SO}(3))$-factor. One needs to produce the corresponding immersed Lagrangians.

To motivate this result, the following natural question is taken into account.

Question 3.12. Find a symplectic manifold and Lagrangian torus fibrations whose SYZ mirror is a given cluster variety.

A Lagrangian torus fibration naturally produces an algebraic torus as a mirror Maurer–Cartan deformation space. Moreover, if two Lagrangian torus fibrations are related by wall-crossing or a certain type of surgery, the mirror charts are glued by wall-crossing formula, which can be interpreted as a cluster transformation, see [Aur09]. The glued mirror arising from Lagrangian torus fibrations is naturally endowed with a cluster structure. Question 3.12 asks whether one can produce a symplectic model for the given complex cluster mirror variety.

Perhaps, the most basic step toward answering this question is to find a symplectic manifold for a cluster variety of finite type. Theorem 3.10 implies that a polygon space with bending systems provides a symplectic model for the cluster variety of $A$ type without frozen variables.

Corollary 3.13. The polygon space with the bending systems produces a cluster variety of $A$ type without frozen variables.

To explain Theorem 3.10 and Corollary 3.13, we begin by reviewing a construction of Marsh–Rietsch (MR) mirror, restricting to the Grassmannian of two planes in [MR20]. The MR mirror of $Y := \text{Gr}(2, \mathbb{C}^{n+3})$ is a Landau–Ginzburg (LG) model $(\tilde{Y}, W_{\text{MR}} : \tilde{Y} \to \mathbb{C})$, whose construction will be recalled below.

The mirror space $\tilde{Y}$ is given by the complement of an anti-canonical divisor of the dual Grassmannian $\text{Gr}(n+1, \mathbb{C}^{n+3})$. Identifying $\text{Gr}(n+1, \mathbb{C}^{n+3})$ with $\text{Gr}(2, \mathbb{C}^{n+3})$, the anti-canonical divisor is chosen as $p_{12}p_{23} \cdots p_{n+2,n+3}p_{1,n+3} = 0$. We then have the mirror space $\tilde{Y}$ in (3.12).

To describe $W_{\text{MR}}$, we need to review some quantum Schubert calculus. Let $\mathcal{I}$ be the set of indices for the Plücker variables of $\tilde{Y}$. Then $\mathcal{I}$ is grouped into the set of indices for the frozen variables and the set of indices for the unfrozen variables:

1. (frozen variables) $\mathcal{I}_f = \{ (1, 2), (2, 3), \cdots, (n+2, n+3), (1, n+3) \}$,
2. (unfrozen variables) $\mathcal{I}_u = \mathcal{I} \setminus \mathcal{I}_f$.

Each index $I$ can be regarded as a Young diagram by the following rule. Consider the rectangular box consisting of $(n+1) \times 2$ unit boxes. To each $I$, we associate a (unique) shortest path from the vertex at the upper-right corner to the vertex at the lower-left corner in the rectangular box in such a way that its horizontal steps correspond to the components of $I$. The path divides the rectangular box into two pieces. We then obtain a Young diagram corresponding to $I$ by taking the upper-left part above the path. Conversely, we can associate a shortest path in the rectangular box to each Young diagram by locating the diagram at the upper-left corner in the rectangular box. We have a double index by reading its horizontal step.

For each index $I \in \mathcal{I}_f$, we associate the index $I' \in \mathcal{I}$ as follows. Consider the action of the first Chern class $c_1(T\text{Gr}(2, \mathbb{C}^{n+3}))$ on a Schubert class via the quantum cup product, which leads to a sum of Schubert classes. The output class can be described in terms of combinatorics of Young diagrams via the quantum Monk’s rule. The quantum cup product of the first Chern class and a Schubert class corresponding to each frozen variable corresponds to a single Young diagram. We denote by $I'$ the index for this output Young diagram. Specifically, for $I \neq (n+2, n+3)$,
the Young diagram of $I'$ is obtained by adding a single box to the Young diagram associated to $I$. For $I = (n + 2, n + 3)$, the Young diagram of $I'$ is obtained by removing a rim hook from the Young diagram associated to $I$. Then the superpotential $W_{\text{MR}}$ is a regular function on $\hat{Y}$ determined by

$$W_{\text{MR}}(p) := \sum p_I' : \hat{Y} \to \mathbb{C}$$

where the summation runs over all $I \in \mathcal{I}_{\text{fr}}$. The above combinatorial rule yields that $I' = (j, j + 2)$ for $I = (j, j + 1)$. Therefore, the superpotential (3.13) becomes

$$W_{\text{MR}}(p) := \sum p_{j, j+2} p_{j, j+1} : \hat{Y} \to \mathbb{C}.$$ 

The MR mirror $(\hat{Y}, W_{\text{MR}})$ has a cluster structure. For each triangulation $T$ of an $(n + 3)$-gon obtained by adding diagonals, let $\mathcal{I}_T$ be the set of indices associated to a diagonal in $T$. Then the cluster chart associated to $T$ is

$$\mathcal{U}_T := (\mathbb{C}^\times)^{2n+2} \simeq \text{Spec} \left( \left( \frac{p_I}{p_{I,2}} \right)^\pm | I \in \mathcal{I}_T \cup \mathcal{I}_{\text{fr}} \right)$$

By restricting $W_{\text{MR}}$ to the chart $\mathcal{U}_T$ and expressing $W_{\text{MR}}$ in terms of Plücker variables associated to $\mathcal{I}_T \cup \mathcal{I}_{\text{fr}}$, we obtain a Laurent polynomial $W_T := W_{\text{MR}}|_{\mathcal{U}_T} : \mathcal{U}_T \to \mathbb{C}$. The pair $(\mathcal{U}_T, W_T)$ forms a cluster chart for the MR mirror. Furthermore, suppose that two triangulation $T$ and $T'$ are related by Whitehead move so that

$$\mathcal{I}_{T'} = (\mathcal{I}_T - \{(a, c)\}) \cup \{(b, d)\}$$

where $\mathcal{I} - \mathcal{I} \cap \mathcal{I}' = \{(a, c)\}$ and $\mathcal{I}' - \mathcal{I} \cap \mathcal{I}' = \{(b, d)\}$ as in Figure 4. These cluster charts are related by the Plücker relation $p_{ab}p_{cd} - p_{ac}p_{bd} + p_{ad}p_{cb} = 0$.

**Figure 4.** Whitehead move

We now take the triangulation with the diagonals $d_1, d_2, \ldots, d_n$ in (2.16) as an initial seed. By considering its dual graph and giving an orientation in a suitable manner, the triangulation can be turned into a quiver. The mutation relation given by the Plücker relation is compatible with the quiver mutation. By computing the exchange matrix of the initial seed and its Cartan counterpart, the cluster structure is of $A$ type. There is a one-to-one correspondence between the set of triangulations and the set of seeds for the cluster structure.

We discuss a symplectic model for the MR mirror $(\hat{Y}, W_{\text{MR}})$ respecting the cluster structure. By a series of works by Nohara–Ueda, its symplectic model is a Grassmannian with generalized Gelfand–Zeitlin (GGZ) systems in the following sense. For each triangulation $T$ of the $(n + 3)$-gon, Nohara–Ueda [NU14] constructed a generalized Gelfand–Zeitlin (GGZ) system $\Phi_T$ on $\mathcal{O}_\Lambda$ and computed the disk potential function of the GGZ system. In [NU20], they showed that the Floer theoretical disk potential function on each cluster chart agrees with the superpotential $W_{\text{MR}}$ restricted to the chart (up to a coordinate change). Moreover, the wall-crossing formulas of the torus fibers of GGZ arising are equal to the cluster mutations of the MR mirror $(\hat{Y}, W_{\text{MR}})$.
the holonomy variables are equal to those corresponding holonomy variables in (3.14), respectively. In terms of the holonomy variables on $U$ without frozen variable on the complex side.

Regarding $U_{\mathfrak{k}}$ as a Maurer–Cartan deformation space of the torus fiber of $\Phi_{T_0}$, $z_{i,j}$ is the holonomy variable of a loop of the $S^1$-action generated by $\Phi_{i,j}$ in (2.11).

The moment map of $T_{U(n+3)}$-action on $\mathcal{O}_\lambda$ can be taken as

$$\Phi_{1,1}, \Phi_{1,2} + \Phi_{1,1}, \cdots, \Phi_{n+1,2} + |r| - \Phi_{n+1,1} - 2|r| - \Phi_{n+1,2} - |r|.$$  

Each component generates an $S^1$-action on $\mathcal{O}_\lambda$. We denote by the loops

$$\vartheta_1, \vartheta_2, \cdots, \vartheta_{n+2}, \vartheta_{n+3}(=-\vartheta_1 - \cdots - \vartheta_{n+2})$$

generated by the components (3.14), respectively. In terms of the holonomy variables on $U_{\mathfrak{k}}$, the holonomy variables are equal to

$$\text{hol}_\nu(\vartheta_j) = z_{1,j} + z_{2,j-1} - z_{1,j-1} - z_{2,j-2} \quad \text{for } j = 1, 2, \cdots, n + 3.$$  

Under the identification $\text{Gr}(n+1, \mathbb{C}^{n+3}) \simeq \text{Gr}(2, \mathbb{C}^{n+3})$, the holonomy variables can be expressed

$$\text{hol}_\nu(\vartheta_j) = \frac{p_{j+1} + 2}{p_{j+2}} \quad \text{for } j = 1, 2, \cdots, n + 1,$$

$$\text{hol}_\nu(\vartheta_{n+2}) = \frac{p_{n+3}}{p_{n+2}}, \quad \text{hol}_\nu(\vartheta_{n+3}) = \frac{p_{1,2}}{p_{1,n+3}}$$

in terms of the Plücker variables on $\text{Gr}(2, \mathbb{C}^{n+3})$. All the variables for those holonomy variables arising from the $T_{U(n+3)}$-action are frozen variables. Therefore, by taking the symplectic reduction of the $T_{U(n+3)}$-action, those corresponding holonomy variables are set to be trivial,
which leads to the mirror space $\tilde{X}$. In particular, for each triangulation $\mathcal{T}$, its charts are described as

$$\mathcal{U}_T := (\mathbb{C}^*)^n \simeq \text{Spec} \left( \left( \frac{p_I}{p_{1,2}} \right)^{\pm 1} \big| I \in \mathcal{I}_T \right).$$

The residual torus action defined on a dense subset of $\mathcal{M}_r$ is generated by $\{\Phi_1 = \cdots = \Phi_n\}$ in (2.24). Via the following map

$$z_i \mapsto \frac{p_{1,i+2}}{p_{1,2}}$$

from the Maurer–Cartan space of the caterpillar bending system to the cluster chart $\mathcal{U}_T \subset \tilde{X}$, the disk potential in (3.3) agrees with $W_{\text{Bend}}|_{\mathcal{U}_T}$.

To recover the mutation relation on the charts of $\mathcal{M}_r$, we recall that the wall-crossing formula is derived from Floer cohomology between two Lagrangians. Namely, the relation obtained from moduli spaces of holomorphic strips making two objects quasi-isomorphic gives rise to the wall-crossing formula, see [Sei, PT20]. All GGZ systems on $\mathcal{M}_r$ are all invariant under the maximal torus action and moreover so are their interpolations, see [NU20] (10.4). It in turn implies that the moduli space $\mathcal{M}(L_1, L_2; \beta)$ of pseudo-holomorphic strips where $L_1$ and $L_2$ are two monotone Lagrangian GGZ fibers related by the Whitehead move is orientation-preserving diffeomorphic to $\mathcal{M}(L_1, L_2; \beta) \times T^{n+2}$. The relation in the pre-quotient gets down that in the quotient, the polygon space $\mathcal{M}_r$ with the set of bending systems.

**Proof of Theorem 3.10.** Therefore, Theorem 3.6 computes the disk potential function of one chamber. The mutation relation induced from Theorem 3.14 computes the disk potential functions of the other chambers. It completes the proof. □

Let $\mathcal{T}$ be a triangulation of $(n+3)$-gon by inserting diagonals. We denote by $\Phi_T$ the bending system associated to $\mathcal{T}$. Each component is a moment map for the $S^1$-action bending the polygon along a diagonal in $\mathcal{T}$. Let $u_0$ be the barycenter of the polytope $\Phi_T(\mathcal{M}_r)$. Then the disk potential function of a monotone torus fiber $\Phi_T^{-1}(u_0)$ is

$$W_{\text{Bend}}(p)|_{\mathcal{U}_T}$$

in terms of the Plücker variables corresponding to diagonals in $\mathcal{T}$.

**Example 3.15.** For the tuple $r = (1, 1, 1, 1, 1)$, the LG model for $\mathcal{M}_r$ is

$$\hat{X} = \hat{Y} \cap \{p_{12} = p_{23} = p_{34} = p_{45} = p_{15}\}$$

and

$$W_{\text{Bend}}(p) = p_{13} + p_{24} + p_{35} + p_{14} + p_{25}.$$

For $\mathcal{T}_0 = \{(1, 3), (1, 4), (1, 5), (1, 6)\}$, the disk potential function of $\Phi_{\mathcal{T}_0}^{-1}(u_0)$ is

$$W_{\mathcal{T}_0} = p_{13} + \frac{2}{p_{13}} + p_{16} + \frac{2}{p_{16}} + \frac{p_{13}}{p_{14}} + \frac{p_{14}}{p_{13}} + \frac{p_{14}}{p_{13}p_{14}} + \frac{1}{p_{13}p_{14}} + \frac{p_{14}}{p_{14}p_{15}} + \frac{p_{15}}{p_{14}} + \frac{p_{15}}{p_{16}} + \frac{p_{16}}{p_{15}} + \frac{1}{p_{15}p_{16}}.$$

For $\mathcal{T} = \{(1, 3), (1, 4), (4, 6), (1, 6)\}$, the disk potential function of $\Phi_{\mathcal{T}}^{-1}(u_0)$ is

$$W_{\mathcal{T}} = p_{13} + \frac{2}{p_{13}} + p_{16} + \frac{2}{p_{16}} + \frac{p_{13}}{p_{14}} + \frac{p_{14}}{p_{13}} + \frac{1}{p_{13}p_{14}} + p_{46} + \frac{2}{p_{46}} + \frac{p_{46}}{p_{14}} + \frac{p_{14}}{p_{16}} + \frac{p_{16}}{p_{14}p_{46}} + \frac{p_{14}}{p_{16}p_{46}}.$$

The correspondence we have discussed is summarized as follows.
4. Caterpillar bending toric varieties

The goal of this section is to compute the second rational relative homology group of the pair consisting of the toric variety associated to the caterpillar bending polytope and its toric fiber. For the purpose of classifying effective disk classes later on, as preliminaries, we shall describe explicit generators for the relative homology group.

4.1. The toric variety associated to the Gelfand–Zeitlin polytope

To begin with, we briefly recall the second relative homology group of a compact symplectic toric manifold $X$ as a warm-up. Suppose that the toric manifold $X$ is associated to a Delzant polytope $\Delta$. Let $L$ be a Lagrangian toric fiber of a point in the interior of the polytope $\Delta$ under the moment map $\Phi: X \to \Delta$. The second relative homotopy group $\pi_2(X, L)$ is isomorphic to $\mathbb{Z}^m$ where $m$ is the number of facets of $\Delta$, see [FOOO11 Chapter 1] for instance.

In order to describe a basis for $\pi_2(X, L)$ explicitly, enumerate the facets $f_1, f_2, \ldots, f_m$ of $\Delta$. We denote by $F_i$ the irreducible component of the toric anti-canonical divisor corresponding to the 1-cone generated by an inward normal vector to $f_i$. The outward primitive vector normal to $f_i$ generates a Hamiltonian $S^1$-action, which is a subtorus action of the global torus action on $X$. A moment map on $X$ for this $S^1$-action generates a gradient vector field with respect to the Riemannian metric induced by the toric complex structure and the toric symplectic form. By flowing a chosen free $S^1$-orbit in $L$ along the gradient vector field, we produce a gradient holomorphic disk having the chosen orbit as its boundary, intersecting $F_i$ exactly once, and not intersecting the other irreducible components. It has Maslov index two by Proposition 3.1. Such a gradient holomorphic disk will be called a basic disk. Also, a homotopy class represented by a basic disk is said to be basic. We denote by $\beta_i$ the basic class intersecting the divisor $F_i$. Note that there are $m$ many basic classes $\beta_1, \beta_2, \ldots, \beta_m$. Since each facet of $\Delta$ can be translated without changing the normal fan structure, the symplectic area of $\beta_i$ can be independently controlled. It implies that the set of basic classes is linearly independent in $\pi_2(X, L)$.

We now turn to the Gelfand–Zeitlin polytope $\Delta_\lambda$ determined by (2.12) with $(3n + 3)$ facets. We denote by $X$ the Gelfand–Zeitlin toric variety, the toric variety associated to the normal fan of $\Delta_\lambda$. By [NNU10 Section 9], we have $\pi_2(X) \simeq \mathbb{Z}$ and $\pi_2(X, L) \simeq \mathbb{Z}^{2n+3}$. In order to describe a generating set for $\pi_2(X, L)$ explicitly, we take a look at the fan structure of the toric variety $X$. The fan structure for $X$ can be described by the ladder diagram

$$
\Gamma_\lambda = \{(a, b) \in (\mathbb{Z} \times \mathbb{R}) \cup (\mathbb{R} \times \mathbb{Z}) \mid 0 \leq a \leq n + 1, 0 \leq b \leq 2\}.
$$

The diagram $\Gamma_\lambda$ consists of $2 \times (n + 1)$ unit boxes. Note that the number of unit boxes agrees with the complex dimension of $X$.

Let $\Box^{(i,j)}$ be the unit box such that it is contained in $(\mathbb{Z} \times \mathbb{R}) \cup (\mathbb{R} \times \mathbb{Z})$ and its top-right vertex is located at $(i, j)$. The center of $\Box^{(i,j)}$ is denoted by $v_{i,j}$, that is, $v_{i,j} = (i - 1/2, j -$
Then the dual ladder diagram $\Gamma_\lambda^\vee$ is defined by the induced subgraph of the grid graph $((\mathbb{Z} + 1/2) \times \mathbb{R}) \cup (\mathbb{R} \times (\mathbb{Z} + 1/2))$ whose vertex set is $\{v_{n+2,1}, v_{0,2}\} \cup \{v_{i,j} \mid \Box^{(i,j)} \subset \Gamma_\lambda\}$. Each edge of $\Gamma_\lambda^\vee$ turns into an arrow by orienting a vertical (resp. horizontal) edge from north to south (resp. from west to east). Then the dual ladder diagram $\Gamma_\lambda^\vee$ becomes a quiver consisting of $m = (3n + 3)$ oriented arrows. The first diagram in Figure 5 depicts the ladder diagram $\Gamma_\lambda$ and the dual ladder diagram $\Gamma_\lambda^\vee$ when $n = 2$.

![Diagram of ladder and dual ladder diagrams](image)

**Figure 5.** The ladder diagram and dual ladder diagram

Let $N \simeq \mathbb{Z}^{2n+2}$ be the free abelian group with the basis $\{v_{i,j} \mid \Box^{(i,j)} \subset \Gamma_\lambda\}$. In other words, those variables $v_{i,j}$’s serve as the coordinates vectors for $N_\mathbb{R} := N \otimes \mathbb{R}$. Setting $v_{n+2,1}$ and $v_{0,2}$ to be the zero vectors, we associate to each arrow $\overrightarrow{e}$ the integral vector

$$v_{\overrightarrow{e}} := t_{\overrightarrow{e}} - h_{\overrightarrow{e}} \in N$$

where $t_{\overrightarrow{e}}$ (resp. $h_{\overrightarrow{e}}$) is the vector associated to the vertex at the tail (resp. head) of $\overrightarrow{e}$. We associate the variable $u_{i,j}$ to each unit box $\Box^{(i,j)} \subset \Gamma_\lambda$. Let $M \simeq \mathbb{Z}^{2n+2}$ be the dual lattice of $N$ and set $M_\mathbb{R} := M \otimes \mathbb{R}$. Regarding $M$ as the free abelian group with the basis $\{u_{i,j} \mid \Box^{(i,j)} \subset \Gamma_\lambda\}$, the variables $u_{i,j}$’s serve as coordinates for $M_\mathbb{R}$. Recall that the GZ polytope defined by the system \((2.13)\) of inequalities is contained in $M_\mathbb{R}$.

The arrows in the quiver $\Gamma_\lambda'$ are in one-to-one correspondence with the inequalities in \((2.13)\). Namely, each arrow $\overrightarrow{e}$ corresponds to one of the above inequalities whose normal vector is $v_{\overrightarrow{e}}$ in \((4.2)\). To record the double index, the arrow corresponding to $k_{i,j}(u) \geq 0$ is denoted by $e_{i,j}$. The integral vector $v_{\overrightarrow{e}}$ is also denoted by $v_{i,j}$, which is an outward normal vector to $k_{i,j}(u) \geq 0$. Observe that the normal vectors satisfy the following relation

$$v_{i,0} + v_{i,1} - v_{i+1,0} - v_{i,2} = 0 \quad \text{for} \quad i = 1, \ldots, n.$$  

Each vector $v_{i,j}$ generates a Hamiltonian $S^1$-action on the smooth loci of $X$. Using this $S^1$-action, we produce a gradient holomorphic disk intersecting a toric divisor. We denote by $\beta_{\overrightarrow{e}}$ the basic class intersecting the toric divisor component corresponding to the 1-cone generated by $v_{\overrightarrow{e}}$. Namely, the class $\beta_{\overrightarrow{e}}$ is represented by a gradient holomorphic disk generated by the $S^1$-action of $v_{\overrightarrow{e}}$. Again, $\beta_{\overrightarrow{e}}$ is also denoted by $\beta_{i,j}$ if $v_{\overrightarrow{e}} = v_{i,j}$. In total, we produce $(3n + 3)$ basic disks in $(3n + 3)$ basic classes.

We set $m := 3n + 3$, the number of facets of $\Delta_\lambda$. Consider the free abelian group $\mathbb{Z}^{m}$ generated by the arrows in $\Gamma_\lambda'$. We take two group homomorphisms

- $\pi: \mathbb{Z}^{m} \to N$ given by $\overrightarrow{e} \mapsto -v_{\overrightarrow{e}}$,
- $\pi_\beta: \mathbb{Z}^{m} \to \pi_2(X, L)$ given by $\overrightarrow{e} \mapsto \beta_{\overrightarrow{e}}$.

Since the normal vectors of the form \((4.2)\) generate the lattice $N$, the toric variety $X$ is simply connected by [CLSI11, Theorem 12.1.10] for instance. We then have the following commuting
The map \( \pi_\beta \) is surjective, but not injective when \( n > 1 \) unlike the smooth toric case. In other words, the basic classes generate \( \pi_2(X, L) \) where \( L \) is a Lagrangian toric fiber in \( X \), but the basic classes are not linearly independent in \( \pi_2(X, L) \). The relative homotopy group \( \pi_2(X, L) \), the image of abelian group, is abelian. Because of (4.3), the kernel of \( \pi_\beta \) is a free abelian group with a basis consisting of

\[
\mathbf{1}_i := e_{i,0} + e_{i,1} - e_{i+1,0} - e_{i+1,2} \quad \text{for} \quad i = 1, \ldots, n.
\]

The kernel \( \ker \pi \) contains \( \ker \pi_\beta \) because of the commutativity. The relations (4.5) together with

\[
\square := e_{1,1} + e_{2,1} + \cdots + e_{n+1,1} + e_{1,0} + e_{0,2}
\]

generate the subgroup \( \ker \pi \). In sum, we have

\[
\begin{align*}
\bullet & \quad \pi_2(X) \simeq \mathbb{Z}(\beta_{1,1} + \beta_{2,1} + \cdots + \beta_{n+1,1} + \beta_{1,0} + \beta_{0,2}), \\
\bullet & \quad \pi_2(X, L) \simeq \mathbb{Z}(\beta_{1,0}, \ldots, \beta_{n+1,0}, \beta_{1,1}, \ldots, \beta_{n+1,1}, \beta_{0,2}, \ldots, \beta_{n,2})/\langle \mathbf{1}_1, \ldots, \mathbf{1}_n \rangle
\end{align*}
\]

(4.6)\]

### 4.2. The toric variety associated to the caterpillar bending polytope

Let \( X \) be the toric variety associated to the caterpillar bending polytope \( \Delta_r \), the image of the caterpillar bending system (up to a translation) with the choice \( r = (1, 1, \ldots, 1) \). Let \( L \) be a Lagrangian toric fiber, located at a point in the interior of \( \Delta_r \). In order to compute the second rational relative homology group of \( (X, L) \), let us describe the normal fan of \( \Delta_r \) systematically.

Let \( M \simeq \mathbb{Z}^n \) be the free abelian group with a basis \( \{ u_j \mid j = 1, \ldots, n \} \) and \( M_\mathbb{R} := M \otimes \mathbb{R} \simeq \mathbb{R}^n \). Based on the description of \( \Delta_r \) in (2.20), set \( w_{n+2,1} := n + 3, w_{n+1,2} := n + 1, w_{0,2} := 0, w_{1,1} = 2|1|_1, \) and

\[
\begin{align*}
w_{i,2} &:= u_i & \text{for} \quad i = 1, 2, \ldots, n, \\
w_{i,1} &:= 2|1|_i - u_{i-1} & \text{for} \quad i = 2, 3, \ldots, n + 1.
\end{align*}
\]

By Proposition 2.8 recall that the polytope \( \Delta_r \subset M_\mathbb{R} \) is defined by the list of inequalities:

\[
\begin{align*}
\ell_{i,0}(u) &:= w_{i,1} - w_{i,2} \geq 0 & \text{for} \quad i = 2, \ldots, n, \\
\ell_{i,1}(u) &:= w_{i+1,1} - w_{i,1} \geq 0 & \text{for} \quad i = 2, \ldots, n, n + 1, \\
\ell_{i,2}(u) &:= w_{i+1,2} - w_{i,2} \geq 0 & \text{for} \quad i = 0, 1, \ldots, n - 1,
\end{align*}
\]

and each hyperplane contains a facet. Set \( m := (3n + 3 - 4) \), the number of facets of \( \Delta_r \).

For \( a, b, c, \) and \( d \in \mathbb{Z} \), we denote by \( \langle a, b, c, d \rangle \) the line segment connecting \( (a, b) \) to \( (c, d) \) in \( \mathbb{Z}^2 \). The ladder diagram \( \Gamma_r \) for the polygon space \( \mathcal{M}_r \) is defined as

\[
\Gamma_r := \Gamma_\lambda - \left\{ (0, 0), (1, 0), (0, 0), (0, 1), (1, n + 1), (2, n + 1), (2, n), (2, n + 1) \right\}
\]

where \( \lambda \) is defined in (2.5). The diagram \( \Gamma_r \) consists of \( 2n \) unit boxes. Namely, \( \Gamma_r \) is obtained by removing the unit box at the left bottom corner and the unit box at the right top corner from \( \Gamma_{|r|} \) as in the second diagram of Figure 5.

Recall that \( u_{i,j} := (i - 1/2, j - 1/2) \) and \( \square(i,j) \) is the unit box whose top-right vertex is located at \( (i, j) \). Let \( \Gamma_r^\vee \) be the dual ladder diagram, the induced subgraph of the grid graph

\[
\begin{align*}
0 \longrightarrow \ker \pi_\beta \longrightarrow Z^m \xrightarrow{\pi_\beta} N \simeq Z^{2n+2} \longrightarrow 0 \\
\pi_\beta|_{\ker} \quad \quad \quad \quad \quad \pi_\beta \quad \quad \quad \quad \quad \simeq \\
0 \longrightarrow \pi_2(X) \longrightarrow \pi_2(X, L) \longrightarrow \pi_1(L) \longrightarrow 0.
\end{align*}
\]
((Z + 1/2) × R) ∪ (R × (Z + 1/2)) whose vertex set is \{v_{1,n+2}, v_{2,0}\} ∪ \{v_{i,j} | \square^{(i,j)} ⊂ Γ\}. Each edge of \(Γ^v\) turns into an arrow by orienting a vertical (resp. horizontal) edge from north to south (resp. from west to east).

Let \(N \simeq Z^n\) be the free abelian group with the basis
\[
\{v_{i,2} | i = 1, \ldots, n\}.
\]

Set \(v_{i+1,1} := -v_{i,2}\) for \(i = 1, 2, \ldots, n\) and set \(v_{n+2,1}\) and \(v_{0,2}\) to be the zero vectors. We associate to each arrow \(\vec{e}\) the integral vector
\[
\vec{v} := t\vec{e} - h\vec{e} \in N
\]
as in (4.2) where \(t\vec{e}\) (resp. \(h\vec{e}\)) is the vector associated to the vertex at the tail (resp. head) of \(\vec{e}\). The arrows in \(Γ^v\) are in one-to-one correspondence with the inequalities in (4.7). Namely, each arrow \(\vec{e}\) corresponds to one of the above inequalities whose normal vector is \(\vec{v}\). To record the double index, the arrow corresponding to \(\ell_{i,j}(u) ≥ 0\) is denoted by \(\vec{e}_{i,j}\). The integral vector \(\vec{v}\) is also denoted by \(v_{i,j}\) if \(\vec{e} = e_{i,j}\).

Each vector \(v_{i,j}\) generates a gradient holomorphic disk \(φ_{i,j}: (\mathbb{D}, \partial\mathbb{D}) \to (X, L)\) generated by the Hamiltonian S^1-action corresponding to \(v_{i,j}\). We call the class generated by a gradient disk \(φ_{i,j}\) \textit{basic} in \(π_2(X, L)\). The class represented by a gradient disk \(φ_{i,j}\) via the Hurewicz map in \(H_2(X, L)\) is also called \textit{basic}. This class is denoted by \(β_{i,j}\).

Then the second relative homology group of the pair \((X, L)\) is characterized as follows.

**Proposition 4.1.** Let \(X\) be the toric variety associated to the caterpillar bending polytope \(Δ_r\) and \(L\) a Lagrangian toric fiber. Then we have
\[
H_2(X, L; Q) \simeq Q^{2n+1}.
\]
Moreover, the homology group \(H_2(X, L; Q)\) is generated by the basic gradient disks.

**Proof.** By [CLS11 Theorem 12.1.10], the fundamental group of the toric variety \(X\) is a torsion subgroup. Then, by the universal coefficient theorem, \(H_1(X; Q)\) is trivial. By the long exact sequence of homology groups of the pair \((X, L)\), we then have
\[
H_2(X, L; Q) \simeq H_2(X; Q) ⊕ H_1(L; Q) \simeq H_2(X; Q) ⊕ Q^n.
\]

To verify that \(H_2(X; Q) \simeq Q^{n+1}\), consider a simplicialization \(\widetilde{X}\) of \(X\), obtained by refining the fan associated to \(X\) \textit{without} adding any 1-cones. It comes with the toric morphism \(Π: \widetilde{X} \to X\), see [CLS11 Proposition 11.1.7]. In other words, \(X\) is covered by the toric orbifold \(\widetilde{X}\). Although the toric morphism \(Π\) does not preserve symplectic structures, the inverse image \(Π^{-1}(L) =: \widetilde{L}\) is a Lagrangian toric fiber as \(Π\) sends the algebraic torus of \(\widetilde{X}\) to that of \(X\). Moreover, the basic classes of \((\widetilde{X}, \widetilde{L})\) are in one-to-one correspondence to those of \((X, L)\) via the induced map \(Π\).

Note that \(H_2(X; Q)\) is generated by torus invariant two cycles of \(X\). They can be lifted to two cycles in \(\widetilde{X}\). Each two cycle in the toric orbifold \(\widetilde{X}\) can be expressed as a non-negative rational linear combination of basic classes of \(H_2(\widetilde{X}, \widetilde{L}; Q)\) by [CPT14 Section 9.1]. Every two cycle of \(X\) can be also expressed as a non-negative rational linear combination of basic classes of \(H_2(X, L; Q)\) by taking the image under \(Π\). In other words, the linear map
\[
π_β: Q^n \to H_2(X, L; Q) \quad e_{i,j} \mapsto β_{i,j}
\]
is surjective. If \(n ≥ 3\), this map is \textit{not} injective so that the map has a non-trivial kernel. As the kernel contains the subspace generated by
\[
\mathbf{
abla}_i := β_{i,0} + β_{i,1} - β_{i+1,0} - β_{i,2} \quad \text{for } i = 2, 3, \ldots, n - 1,
\]
we then have
\[(4.12) \quad \dim_{\mathbb{Q}} H_2(X, L; \mathbb{Q}) \leq m - (n - 2) = 2n + 1 \quad \text{and hence} \quad \dim_{\mathbb{Q}} H_2(X; \mathbb{Q}) \leq n + 1. \]
Thus, it remains to show that \( \dim_{\mathbb{Q}} H_2(X; \mathbb{Q}) = n + 1. \)

To show that the dimension of \( H_2(X, L; \mathbb{Q}) \) is exactly \( 2n + 1 \), setting \( \beta_{1,1} := (\beta_{2,0} + \beta_{1,2})/2 \) and \( \beta_{n+1,1} := (\beta_{n,1} + \beta_{n,0})/2 \), let
\[(4.13) \quad \square_i := \beta_{i,1} + \beta_{i-1,2} \quad \text{for} \quad i = 1, \ldots, n + 1. \]
For \( i = 2, \ldots, n \), consider Hamiltonian \( S^1 \)-actions corresponding to \( v_{i-1,2} \) and \( v_{i,1} = -v_{i-1,2} \) respectively. We take an \( S^1 \)-orbit in \( L \) and then flow the orbit into two directions via the gradient flows obtained by the moment maps for the above actions. It generates a gradient sphere intersecting the inverse image of a facet given by \( \ell_{1,j}(u) = 0 \) and that by \( \ell_{2,j-1}(u) = 0 \).

In particular, the class is the sum of basic classes. When \( i = 1 \) or \( n + 1 \), the classes \( 2\square_1 \) and \( 2\square_{n+1} \) can be expressed as follows:
\[
\begin{align*}
2\square_1 &= 2\beta_{1,1} + 2\beta_{0,2} = \beta_{2,0} + \beta_{1,2} + 2\beta_{0,2} \\
2\square_{n+1} &= 2\beta_{n+1,1} + 2\beta_{n+1,2} = \beta_{n,1} + \beta_{n,0} + 2\beta_{n+1,2}.
\end{align*}
\]
Thus, it can be represented as the sum of basic classes. By translating a single facet of \( \Delta_r \) slightly, we obtain the same toric variety as the translating does not change the normal fan structure. Also, by adjusting \( r \), one can control the area of the above spherical classes linearly independently. Therefore,
\[(4.14) \quad \dim_{\mathbb{Q}} H_2(X; \mathbb{Q}) \geq n + 1. \]
In conclusion, by \((4.12)\) and \((4.14)\), we have shown that \( H_2(X; \mathbb{Q}) \simeq \mathbb{Q}^{n+1} \).

In sum, we have the following commutative diagram:
\[(4.15) \quad 0 \longrightarrow \ker \pi_Q \simeq \mathbb{Q}^{m-n} \longrightarrow \mathbb{Q}^m \overset{\pi_Q}{\longrightarrow} N \otimes \mathbb{Q} \simeq \mathbb{Q}^n \longrightarrow 0 \]
\[\text{where} \quad \pi_Q \colon \mathbb{Q}^m \to N \otimes \mathbb{Q} \text{ is determined by } \vec{c} \mapsto -v_{-\vec{c}}. \]
Moreover,
\[H_2(X, L; \mathbb{Q}) \simeq \mathbb{Q}(\beta_{i,j} \mid e_{i,j} \in \Gamma^+_{\mathbb{Z}})/Q\begin{bmatrix} i \\ j \end{bmatrix} \quad | \quad i = 2, 3, \ldots, n - 1. \]

5. Classification of effective disk classes

The aim of this section is to classify homotopy classes that can be realized as a holomorphic disk bounded by a monotone Lagrangian torus fiber of the caterpillar bending system on the polygon space. Each Laurent monomial corresponds to a lattice point in \( N \) and the lattice points that can be realized as a holomorphic disk of Maslov index two will be classified.

5.1. Toric degenerations of caterpillar bending systems

We relate the toric completely integrable system on the toric manifold of the caterpillar bending polytope in Section \([4.2]\) with the caterpillar bending system on the polygon space via a toric degeneration.

We begin by reviewing a notion of a toric degeneration of completely integrable system in \([\text{NNU10}]\). Consider a smooth projective variety \( X \) equipped with a Kähler form \( \omega \). Suppose
that \( \Phi: X \to \mathbb{R}^N \) be a completely integrable system on \((X, \omega)\) such that \( \Phi(X) \) is a polytope \( \Delta \).

A toric degeneration of the system \( \Phi \) consists of the following data:

1. A flat family \( \mathfrak{X} := \{X^t\}_{t \in B} \) of algebraic varieties over a complex manifold \( B \),
2. A Kähler form \( \omega_X \) on \( X^t \),
3. A piecewise smooth path \( \gamma : [0, 1] \to B \) from \( \gamma(0) = 0 \) to \( \gamma(1) = 1 \) such that
   - for each \( t \in [0, 1] \), \( (X^t, \omega^t) := (X^{\gamma(t)}, \omega_X|_{X^{\gamma(t)}}) \) is a Kähler variety,
   - \( (X^1, \omega^1) \) is isomorphic to the given projective manifold \( (X, \omega) \),
   - \( (X^0, \omega^0) \) is the toric variety associated to the polytope \( \Delta \),
4. A family \( \Phi_t: X^t \to \mathbb{R}^N \) of completely integrable systems such that
   - for each \( t \), the image of \( X^t \) under the map \( \Phi_t \) is \( \Delta \),
   - \( \Phi^1 \) agrees with \( \Phi \) under the isomorphism \( X \simeq X^1 \),
   - \( \Phi^0 \) is the moment for the toric action on \( X^0 \) with the moment polytope \( \Delta \),
5. A map \( \psi_{t,s}: X^t \to X^s \) satisfying \( \Phi^t = \Phi^s \circ \psi_{t,s} \).

Based on toric degenerations of partial flag manifolds constructed in \[GL96, KM05\], Nishinou–Nohara–Ueda constructed a toric degeneration of Gelfand–Zeitlin system.

**Theorem 5.1** (Theorem 1.2 in \[NNU10\]). The Gelfand–Zeitlin system on \( O_\lambda \) admits a toric degeneration. In particular, for each pair \((t, s)\) of numbers in \([0, 1]\) with \( t > s \), we have the following commutative diagram

\[
\begin{array}{ccc}
X^t & \xrightarrow{\psi_{t,s}} & X^s \\
\downarrow{\Phi^t} & & \downarrow{\Phi^s} \\
\Delta^\lambda & & \Delta^\lambda
\end{array}
\]

- \( \Phi^1 \) agrees with the Gelfand–Zeitlin system \( \Phi_\lambda \) in \([2.11]\) via \( X^1 \simeq O_\lambda \),
- \( \Delta^\lambda \) is the Gelfand–Zeitlin polytope,
- \( \Phi^0 \) is the moment map associated to \( \Delta^\lambda \) for the torus action on \( X^0 \),
- \( \psi_{t,s} \) is a globally continuous map and is a densely symplectomorphism.

The toric degeneration of \((5.1)\) is \( T_{U(n+3)} \) invariant. It induces the toric degeneration of the caterpillar bending system on \( M_r \) by Theorem 2.2 and 2.9 as in \[NU14\]. By abuse of notation, we employ the same notations for the toric degeneration \((5.1)\) to denote the toric degeneration of the caterpillar bending system on \( M_r \) in \((5.2)\).

**Corollary 5.2.** The caterpillar bending system on \( M_r \) admits a toric degeneration. In particular, for each pair \((t, s)\) of numbers in \([0, 1]\) with \( t > s \), we have the following commutative diagram

\[
\begin{array}{ccc}
X^t & \xrightarrow{\psi_{t,s}} & X^s \\
\downarrow{\Phi^t} & & \downarrow{\Phi^s} \\
\Delta^r & & \Delta^r
\end{array}
\]

- \( \Phi^1 \) agrees with the caterpillar bending system \( \Phi_r \) in \([2.24]\) via \( X^1 \simeq T \|_{2r} O_\lambda \),
- \( \Delta^r \) is the caterpillar bending polytope,
- \( \Phi^0 \) is the moment map associated to \( \Delta^r \) for the torus action on \( X^0 \),
- \( \psi_{t,s} \) is a globally continuous map and is a densely symplectomorphism.
5.2. Computation of homotopy groups

Fix an equilateral and generic tuple $r$ so that the polygon space $\mathcal{M}_r$ associated to $r$ is a monotone symplectic manifold. Recall that $\mathcal{M}_r$ is isomorphic to $T^2_\lambda \mathcal{O}_\lambda$. Let $L$ be any torus fiber of the caterpillar bending system $\Phi_r$.

We first compute the relative homotopy group of the pair $(\mathcal{M}_r, L)$.

**Lemma 5.3.** If a tuple $r$ is equilateral and generic, then the second homotopy group of the pair $(\mathcal{M}_r, L)$ is isomorphic to $\mathbb{Z}^{2n+3}$, i.e.,

$$\pi_2(\mathcal{M}_r, L) \cong \pi_1(L) \oplus \pi_2(\mathcal{M}_r) \cong \mathbb{Z}^n \oplus \mathbb{Z}^{n+3}.$$  

**Proof.** The symplectic reduction of the Grassmannian $\text{Gr}(2, \mathbb{C}^{n+3}) \simeq \mathcal{O}_\lambda$, which is a monotone symplectic manifold, at the equilateral level is also monotone. The polygon space $\mathcal{M}_r$ is monotone and hence it is a Fano manifold. Since every Fano manifold is simply connected, the polygon space $\mathcal{M}_r$ is simply connected. Then the long exact sequence of the pair $(\mathcal{M}_r, L)$ yields that $\pi_2(\mathcal{M}_r, L) \cong \pi_1(L) \oplus \pi_2(\mathcal{M}_r)$.

According to Klyachko [Kly94] and Haussmann–Knutson [HK98], the cohomology groups $H^*(\mathcal{M}_r; \mathbb{Z})$ vanish for all odd degrees. In particular, by the universal coefficient theorem, the vanishing theorem yields that $H_2(\mathcal{M}_r; \mathbb{Z})$ has no torsion. By their calculation of Poincaré polynomials, in the equilateral case, the rank of the second cohomology group of the polygon space $\mathcal{M}_r$ is equal to the number of edges, $n + 3$. From the Poincaré duality and the Hurewicz theorem, (5.3) then follows. $\square$

To analyze the factors of (5.3), we produce gradient disks as in Section 4.2 to figure out explicit generators for $\pi_2(\mathcal{M}_r, L)$. By using the caterpillar bending system $\Phi_r$ in (2.24) and the defining equations for the caterpillar bending polytope in (4.7), we define

$$\tilde{\ell}_{i,j}: \mathcal{M}_r \rightarrow \mathbb{R}^n, \quad \tilde{\ell}_{i,j} := \ell_{i,j} \circ \Phi_r,$$

which makes the following diagram commute:

\[
\begin{array}{ccc}
\mathcal{M}_r & \xrightarrow{\tilde{\ell}_{i,j}} & \mathbb{R}^n \\
\Phi_r \downarrow & & \downarrow \ell_{i,j} \\
\Delta_r & & \end{array}
\]

Although each component $\tilde{\ell}_{i,j}$ is not smooth on the whole space $\mathcal{M}_r$ in general, it is smooth on a dense open subset of $\mathcal{M}_r$. On its smooth locus, moreover, the function $\tilde{\ell}_{i,j}$ is a moment map for a Hamiltonian $S^1$-action, see [KM96 Section 4]. Let $f_{i,j}$ be the facet of $\Delta_r$ contained in the hyperplane given by $\ell_{i,j}(u) = 0$ in $\mathbb{R}^n$ by Proposition 2.8. Let $V_{i,j}$ be the inverse image of the relative interior of $f_{i,j}$ under the system $\Phi_r$. To confirm that the family of $S^1$-orbits obtained by flowing an $S^1$-orbit contained in $L^1$ generates a disk, we need the following lemma.

**Lemma 5.4.** The map $\tilde{\ell}_{i,j}$ is smooth on each point of $V_{i,j}$.

**Proof.** Comparing (2.12) with (2.20), for each facet $f_{i,j}$ of the caterpillar bending polytope $\Delta_r$, there is a unique corresponding facet $\hat{f}_{i,j}$ of the GZ polytope $\Delta_\lambda$, which is supported by $k_{i,j}(u) = 0$. On the inverse image $\hat{V}_{i,j}$ of the relative interior of $\hat{f}_{i,j}$ under the GZ system $\Phi_\lambda$,
As in (5.4), we define \( \tilde{k}_{i,j} \) making the following diagram commute:

\[
\begin{array}{ccc}
\mathcal{O}_{\lambda} & \xrightarrow{\tilde{k}_{i,j}} & \mathbb{R} \\
\downarrow \Phi_{\lambda} & & \downarrow \Delta_{\lambda} \\
\Phi_{\lambda} & \xrightarrow{k_{i,j}} & \mathbb{R}
\end{array}
\]

It is a consequence of the implicit function theorem that \( \tilde{k}_{i,j} \) is smooth at each point of \( \tilde{V}_{i,j} \), see [CK21 Corollary 4.5] for details. Let \( T \) be the quotient of the maximal torus \( T_{U(n+3)} \) of \( U(n+3) \) consisting of diagonal matrices by the diagonal \( S^1 \)-action. The map \( \tilde{k}_{i,j} \) restricted to the level set \( 2r \) of the moment map of \( T \) is still smooth. Since \( r \) is generic, the torus \( T \) freely acts on this level set and the induced map \( \tilde{\ell}_{i,j} \) on each point of \( V_{i,j} \) is also smooth. \( \square \)

Consider the \( S^1 \)-action corresponding to the lattice point \( v_{i,j} \in N \) defined in (4.9) in the toric variety \( X^0 \) of the toric degeneration \( \{X^1\} \) in Corollary 5.2. Its moment map can be chosen as the composition \( -\ell_{i,j} \circ \Phi^0 \) where \( \Phi^0 : X^0 \to \Delta_r \) is the toric moment map. Let \( L^1 := L \). We denote by \( L^0 \) a toric fiber \( \psi_{1,0}(L^1) \) where \( \psi_{1,0} \) is defined in (5.2). Flow an \( S^1 \)-orbit \( \vartheta_{i,j} \) contained in a toric fiber \( L^0 \) along the gradient Hamiltonian flow generated by \( -\ell_{i,j} \circ \Phi^0 \). The maximal component occurs at \( f_{i,j} \). Then the family of \( S^1 \)-orbits forms a gradient holomorphic disk bounded by \( L^0 \) in \( X^0 \), which intersects the toric divisor over \( f_{i,j} \) exactly once.

We turn to the polygon space \( X^1 \approx M_1 \) and take the \( S^1 \)-action generated by \( -\tilde{\ell}_{i,j} \) into account. By the commutativity of (5.2), \( \psi_{1,0}^{-1}(\vartheta_{i,j}) \) becomes an \( S^1 \)-orbit contained in \( L^1 := \psi_{1,0}^{-1}(L^0) \). Let us retake a particular almost complex structure on \( X^1 \) in order to produce a gradient disk that is compatible with the constructed gradient disk bounded by \( L^0 \). Let \( U^0 \) be the smooth loci of the singular toric variety \( X^0 \), which contains the inverse image of the relative interior of each facet \( f_{i,j} \). First, we take a complex structure by pulling the complex structure on \( U^0 \) back to \( \psi_{1,0}^{-1}(U^0) \). Next, extend the pull-backed complex structure into an almost complex structure on the whole space \( X^1 \).

The maximal component of the function \( -\tilde{\ell}_{i,j} \) occurs at \( f_{i,j} \). By Lemma 5.4, the \( S^1 \)-action generated by \( -\tilde{\ell}_{i,j} \) makes sense on \( V_{i,j} \), which is a fixed component. By taking an interpolation region sufficiently small, we may assume that a gradient disk associated to \( -\tilde{\ell}_{i,j} \) is fully contained in an open set (say \( V^1 \)) on which the interpolated almost complex structure agrees with the pull-backed complex structure. Again by the commutativity of the diagram (5.2) and our choice of almost complex structure, the image of the gradient disk in \( X^1 \) under \( \psi_{1,0} \) agrees with the one generated by \( -v_{i,j} \) in \( X^0 \). Thus, each gradient disk is contained in \( V^1 \).

We call the class generated by a gradient disk basic. We denote by \( \alpha_{i,j} \) the class represented by the gradient disk generated by the \( S^1 \)-action corresponding to \( -\tilde{\ell}_{i,j} \).

The following lemma explores a relation on the basic classes.

**Lemma 5.5.** Let

\[
\square_i := \alpha_{i,0} + \alpha_{i,1} - \alpha_{i+1,0} - \alpha_{i,2} \quad (i = 2, 3, \ldots, n - 1).
\]

Then the class \( \square_i \) is trivial.

**Proof.** Let \( g_i \) be the face of codimension three contained in the hyperplane given by \( u_i - |r|_{i+1} = 0 \) and \( u_i \) the barycenter of the face \( g_i \). By Theorem 2.7, the fiber over \( u_i \) is a Lagrangian submanifold diffeomorphic to \( SO(3) \times T^{n-3} \).

Let \( [u_i, u_0] \) be the line segment from the center \( u_i \) of \( g_i \) to the barycenter \( u_0 \) of \( \Delta_r \). We choose a point \( u \) in the interior of \( [u_i, u_0] \). The choice leads to a Lagrangian isotopy from \( \Phi_r^{-1}(u_0) \) to
\[ \Phi_r^{-1}(u) \text{ such that} \]
\[ \pi_2(\mathcal{M}_r, \Phi_r^{-1}(u)) \simeq \pi_2(\mathcal{M}_r, (\mathbb{C}^*)^n) \simeq \pi_2(\mathcal{M}_r, \Phi_r^{-1}(u)). \]

Note that each class can be represented by a gradient holomorphic disk. As the chosen point \( u \) gets closer to \( u_i \), the areas of the gradient disks in \( \alpha_{i,0}, \alpha_{i,1}, \alpha_{i+1,0}, \alpha_{i,2} \) converge to zero. By taking \( u \) sufficiently close to \( u_i \), we may choose a Darboux neighborhood of the fiber over \( u_i \) containing the four disks by the monotonicity lemma. Thus it can be embedded into \( T^*(SO(3) \times T^{n-3}) \). The class \( \square \), in (5.5) represents a spherical class because \( \partial \square = 0 \). Since \( \pi_2(SO(3) \times T^{n-3}) = 0 \), this class \( \square \), is trivial in a disk bundle of \( T^*(SO(3) \times T^{n-3}) \). So is in \( \mathcal{M}_r \).

As the 1-cones of the fan associated to the toric variety \( X^0 \) do not generate the lattice \( N \), it is convenient to work over the field \( Q \) of rational numbers in order to nullify the torsion of its fundamental group. Let us consider \( \pi_2(X^i, L^i) \otimes \mathbb{Q} \simeq H_2(X^i, L^i; \mathbb{Q}) \) instead of \( \pi_2(X^i, L^i) \) where \( L^i := \psi_{1,i}(L^1) \) and \( \psi_{1,i} \) is given in Corollary 5.2.

Let \( G \) be the subspace of \( H_2(X^1, L^1; \mathbb{Q}) \) generated by the set \( \{ \alpha_{i,j} \} \) of basic classes. Lemma 5.5 implies that
\[ \dim_Q G \leq m - (n - 2) = 3n - 1 - (n - 2) = 2n + 1. \]

By Proposition 4.1, \( H_2(X^0, L^0; \mathbb{Q}) \simeq \mathbb{Q}^{2n+1} \) is generated by the gradient disks. There is a natural one-to-one correspondence between the basic disks in \( X^1 \) and the basic disks in \( X^0 \) via the map \( \psi_{1,0} \) as observed above. It leads to the map from \( \alpha_{i,j} \) to \( \beta_{i,j} \). By extending the correspondence between basic classes linearly, we obtain a homomorphism
\[ \psi_{1,0,*} : G \longrightarrow H_2(X^0, L^0; \mathbb{Q}) \]
\[ \alpha_{i,j} \mapsto \beta_{i,j}. \]

since \( \square \) in (5.5) maps into \( \square \) in (4.11). Moreover, because of (5.6) and Proposition 4.1 \( \psi_{1,0,*} \) is isomorphic. In particular, \( \dim_Q G = 2n + 1 \).

Let \( f_i \) be the face of codimension two contained in the hyperplane given by \( u_i - |r|_{i+1} = 0 \) for \( i = 1 \) and \( n \). Let \( u_i \) be the barycenter of the face \( f_i \). By Theorem 2.7 the fiber over \( u_i \) is a Lagrangian submanifold diffeomorphic to \( S^2 \times T^{n-2} \). Note that the fiber of \( \Phi^0 \) at \( u_i \) is \( T^{n-2} \) and hence the spherical factors collapse through the degeneration. The classes represented by spherical factors over \( u_1 \) and \( u_n \) are denoted by \( \alpha_1 := [S^2 \times \{pt\}] \) and \( \alpha_n := [S^2 \times \{pt\}] \), respectively.

Another way of expressing those spherical classes \( \alpha_1 \) and \( \alpha_n \) is in order. Recall that the diffeomorphism type of \( \mathcal{M}_r \) depends on a choice of \( r \). The parameter space for \( r \) has a chamber structure given by the equations of the form (2.3). Thus, the diffeomorphism type of \( \mathcal{M}_r \) does not change as long as \( r \) stays in a chamber. In other words, the diffeomorphism type persists under a small perturbation of \( r \). Since \( r \) is generic, the equilateral tuple is the interior of the chamber containing the tuple. We now make a different choice \( r \) within the chamber. For instance, a slight perturbation \( r_1 \) and \( r_{n+3} \) introduces two additional facets. There are two basic classes \( \alpha_{new,1} \) and \( \alpha_{new,n} \) generated by a gradient disk. Then the spherical classes are
\[ \alpha_1 := \alpha_{1,2} + \alpha_{2,0} - 2\alpha_{new,1} \]
\[ \alpha_n := \alpha_{n,0} + \alpha_{n,1} - 2\alpha_{new,n}. \]

The induced homomorphism
\[ \psi_{1,0,*} : H_2(X^1, L^1; \mathbb{Q}) \simeq G \otimes \mathbb{Q}^2 \longrightarrow H_2(X^0, L^0; \mathbb{Q}) \]
maps the spherical classes \( \alpha_1 \) and \( \alpha_n \) to zero because the sphere factors are vanishing through the degeneration \( \psi_{1,0} \). Here, for notational simplicity, the extended map over \( Q \) is still denoted by \( \psi_{1,0,*} \).

We now give the proof of Proposition 3.3.
Proof of Proposition 3.3. For each basic class $\beta$, we compute

1. (Maslov index) $\mu(\beta) = 2$ because of Proposition 3.1.
2. (Symplectic area) $\omega_r(\beta) = 2r_1$.

Thus, for any $\alpha \in \mathcal{G}$, we have

$$\mu(\alpha) = \frac{1}{r_1} \omega_r(\alpha).$$

Since the spherical classes are represented by an isotropic submanifold, the area of each class is zero and hence its Chern number is zero because of the monotonicity of the ambient symplectic manifold so that

$$c_1(TM_r)(\alpha) = \frac{1}{2r_1} \omega_r(\alpha).$$

Hence, (5.9) holds for all $\alpha \in H_2(X^1, L^1; \mathbb{Q})$ as desired. \hfill \Box

5.3. Effective disk classes

Throughout this subsection, we take $r_1 = r_2 = \cdots = r_{n+3} = 1$ and let $L^1$ be the monotone Lagrangian torus in Proposition 3.3. Suppose that $\alpha \in H_2(X^1, L^1; \mathbb{Q})$ is realized as a holomorphic disk of Maslov index two. Consider the image $\beta := \psi_{1,0,*}(\alpha) \in H_2(X^0, L^0; \mathbb{Q})$ under the map (5.8). We shall characterize such homology classes.

By Proposition 4.1, the class $\beta$ can be expressed as a linear combination

$$\sum_{i=2}^{n} a_{i,0} \beta_{i,0} + \sum_{i=2}^{n+1} a_{i,1} \beta_{i,1} + \sum_{i=0}^{n-1} a_{i,2} \beta_{i,2}.$$ 

However, the expression is not unique due to the relation (4.11). The following lemma claims that there exists a representative of $\beta$ such that all $a_{i,j}$ are non-negative.

Proposition 5.6. Suppose that $\alpha \in H_2(X^1, L^1; \mathbb{Q})$ is a class represented by a holomorphic disk of Maslov index two. Then the class $\beta = \psi_{1,0,*}(\alpha)$ can be expressed as

$$\sum_{i=2}^{n} a_{i,0} \beta_{i,0} + \sum_{i=2}^{n+1} a_{i,1} \beta_{i,1} + \sum_{i=0}^{n-1} a_{i,2} \beta_{i,2}$$

where each $a_{i,j}$ is a non-negative rational number.

Let us extend the Maslov homomorphism $\pi_2(X^1, L^1) \to \mathbb{Z}$ to

$$\mu: H_2(X^1, L^1; \mathbb{Q}) \simeq \pi_2(X^1, L^1) \otimes \mathbb{Q} \to \mathbb{Q}.$$ 

Recall that $X^0$ can be resolved as a toric orbifold $\tilde{X}^0$ without adding any 1-cones and there is a toric morphism $\Pi: \tilde{X}^0 \to X^0$, see [CLST11 Proposition 11.1.7]. The inverse image $\tilde{L}^0 := \Pi^{-1}(L^0)$ is a Lagrangian toric fiber. Note that $H_2(\tilde{X}^0, \tilde{L}^0; \mathbb{Q}) \simeq \mathbb{Q}^{3n-1}$ since the toric orbifold has $(3n-1)$ many one cones. Let $\tilde{\beta}_{i,j}$ be the basic class in $H_2(\tilde{X}^0, \tilde{L}^0; \mathbb{Q})$ corresponding to the 1-cone $v_{i,j}$.

Note that the class $\tilde{\beta}_{i,j}$ maps into the class $\beta_{i,j}$ via the induced homomorphism of $\Pi$.

Take the quotient of $H_2(\tilde{X}^0, \tilde{L}^0; \mathbb{Q})$ by $\boxtimes$ for $i = 2, \cdots, n - 1$ where

$$\boxtimes := \tilde{\beta}_{i,0} + \tilde{\beta}_{i,1} - \tilde{\beta}_{i+1,0} - \tilde{\beta}_{i,2}.$$ 

We denote the resulting quotient space by $\overline{H}_2(\tilde{X}^0, \tilde{L}^0; \mathbb{Q})$. We have the induced map

$$\Pi_*: \overline{H}_2(\tilde{X}^0, \tilde{L}^0; \mathbb{Q}) \to H_2(X^0, L^0; \mathbb{Q}).$$
an isomorphism of vector spaces. The Maslov index on \( \overline{H}_2(\overline{X}^0, \overline{L}^0; \mathbb{Q}) \) still makes sense because the Maslov index of \( \mathbb{Q} \), is zero. Moreover, the induced map preserves the Maslov index since the Maslov indices of \( \beta_{i,j} \) and \( \tilde{\beta}_{i,j} \) are same.

Note that the subspace \( \mathcal{G} \) is isomorphic to the quotient space of \( H_2(X^1, L^1; \mathbb{Q}) \) by the two dimensional vector spaces generated by \( \alpha_1 \) and \( \alpha_2 \). Since the spherical classes are represented by an isotropic submanifold, the area of each class is zero and hence its Chern number is zero because of the monotonicity of the ambient symplectic manifold \( X^1 \). Therefore, the Maslov index homomorphism in (5.12) factors through the quotient space \( \cong \mathcal{G} \) as follows.

\[(5.13) \quad H_2(X^1, L^1; \mathbb{Q}) \xrightarrow{\mu} \mathcal{G} \xrightarrow{\mu} \mathbb{Q}.\]

By abuse of notation, the induced Maslov homomorphism on \( \mathcal{G} \) is still denoted by \( \mu \). Also, we denote by \( \mu \) the Maslov homomorphism over \( \mathbb{Q} \) on \( \overline{H}_2(\overline{X}^0, \overline{L}^0; \mathbb{Q}) \).

**Lemma 5.7.** The composition \( \Pi_x^{-1} \circ \psi_{1,0,*} \) preserves the Maslov index. Namely,

\[(5.14) \quad \mu(\alpha) = \mu((\Pi_x^{-1} \circ \psi_{1,0,*})(\alpha)) \]

for all \( \alpha \in H_2(X^1, L^1; \mathbb{Q}) \simeq \pi_2(X^1, L^1) \otimes \mathbb{Q} \).

**Proof.** By (5.13), it suffices to prove (5.14) for all \( \alpha \in \mathcal{G} \). The composition of two homomorphisms \( \Pi_x^{-1} \) and the inverse of (5.12) is

\[(5.15) \quad \Pi_x^{-1} \circ \psi_{1,0,*} : \mathcal{G} \simeq \mathbb{Q}^{2n+1} \longrightarrow \overline{H}_2(\overline{X}^0, \overline{L}^0; \mathbb{Q}) \simeq \mathbb{Q}^{2n+1} \]

is an isomorphism. It is enough to show that the Maslov index of each basic class is preserved. The basic classes of \( (X^1, L^1) \) are in one-to-one correspondence with those of \( (\overline{X}^0, \overline{L}^0) \). Since every basic class is of Maslov index two, (5.14) follows.

**Remark 5.8.** The map merely sending basic classes in \( \mathcal{G} \simeq H_2(X^0, L^0; \mathbb{Q}) \) to basic classes in \( H_2(\overline{X}^0, \overline{L}^0; \mathbb{Q}) \) does not induce a well-defined homomorphism. For instance, the class \( \tilde{\beta} \) represented by a strict transformation of \( \beta := \beta_{i,0} + \tilde{\beta}_{i,1} = \beta_{i,1} + \tilde{\beta}_{i,2} \) in \( H_2(X^0, L^0; \mathbb{Q}) \) is either \( \tilde{\beta}_{i,0} + \tilde{\beta}_{i,1} \) or \( \tilde{\beta}_{i,1} + \tilde{\beta}_{i,2} \) depending on a choice of simplicialization, while \( \tilde{\beta}_{i,0} + \tilde{\beta}_{i,1} \neq \tilde{\beta}_{i,1} + \tilde{\beta}_{i,2} \).

The map in (5.15) is a homomorphism if replacing \( H_2(X^0, L^0; \mathbb{Q}) \) with \( H_2(\overline{X}^0, \overline{L}^0; \mathbb{Q}) \).}

**Proof of Proposition 5.6.** For each nonzero \( t \), \( L^t \) is monotone and \( \psi_{1,t}(L^1) = L^t \) since \( \psi_{1,t} \) is a symplectomorphism. A generic path of two generic almost complex structures between \( J^1 \) and \( J^t \) leads to an oriented cobordism between the moduli space of \( J^1 \)-holomorphic disks in \( \alpha^1 := \alpha \) and the moduli space of \( J^t \)-holomorphic disks in \( \alpha^t := \psi_{1,t,*}(\alpha^1) \). In particular, we have a family \( \{ \varphi^t \} \) of \( J^t \)-holomorphic disks bounded by \( L^t \) of Maslov index two and area one.

The limit of the holomorphic disks is a holomorphic map having the area one bounded by the toric fiber \( L^0 \) at the center in the toric variety \( X^0 \). Since \( X^0 \) is neither a symplectic manifold nor a symplectic orbifold, we cannot directly apply Gromov’s compactness theorem to a sequence of pseudo-holomorphic curves. Following a trick of Nishinou–Nohara–Ueda in [NNU10], regard \( X^1 \) as a family of subvarieties in a product of projective spaces and extend a Lagrangian submanifold into a totally real submanifold. Applying a family version of the compactness theorem in [Ye94] to the sequence, we then obtain a holomorphic curve bounded by \( L^0 \) at the limit. We denote by \( \tilde{\beta} \) the class of the strict transformation bounded by \( \overline{L}^0 \).

By Lemma 5.7, the Maslov index is preserved under the above procedure. By Cho–Poddar [CP14, Proposition 9.4], every class in \( H_2(\overline{X}^0, \overline{L}^0; \mathbb{Q}) \) represented by a holomorphic (orbi-)disk
can be expressed as a non-negative rational combination of basic classes. By pushing forward of \( \beta \) via \( \Pi \), we obtain a desired expression.

**Lemma 5.9.** Suppose that a homotopy class \( \alpha \in \pi_2(X^1, L^1) \) of Maslov index two is represented by a holomorphic disk. Then the boundary of the class \( \alpha \) is non-trivial, that is, \( \partial \alpha \neq 0 \).

**Proof.** Suppose that there exists a holomorphic disk of Maslov index two in \( \alpha \) such that \( \partial \alpha = 0 \). Then we have the strict transformation of the limit of disks, which also has Maslov index two. Again by the classification result of [CP14 Proposition 9.4], the boundary cannot be non-zero. \( \square \)

Suppose that \( \alpha \in \pi_2(X^1, L^1) \) is a class represented by a \( J^1 \)-holomorphic disk of Maslov index two. By Lemma 5.3, we have

\[
\alpha = \sum_{i=2}^{n} a_{i,0} \alpha_{i,0} + \sum_{i=1}^{n+1} a_{i,1} \alpha_{i,1} + \sum_{i=0}^{n} a_{i,2} \alpha_{i,2} + a_1 \alpha_1 + a_2 \alpha_n.
\]

One can show that the Maslov index of \( \alpha_{i,j} \) is two by applying the Maslov index formula in Proposition 3.1 to the gradient disk \( \varphi_{i,j} \). The monotonicity of \( L^1 \) yields that the area of each \( \alpha_{i,j} \) is one. Hence,

\[
1 = \omega(\alpha) = \sum_{i=2}^{n} a_{i,0} + \sum_{i=1}^{n+1} a_{i,1} + \sum_{i=0}^{n} a_{i,2}.
\]

Set \( \psi_{1,0,\ast}(\alpha) =: \beta \). Since \( \psi_{1,0,\ast}(\alpha_{i,j}) = \beta_{i,j} \), the boundary of a disk must be a loop and hence

\[
\sum_{i=2}^{n} a_{i,0} \cdot \partial \beta_{i,0} + \sum_{i=1}^{n+1} a_{i,1} \cdot \partial \beta_{i,1} + \sum_{i=0}^{n} a_{i,2} \cdot \partial \beta_{i,2} \in \mathbb{N}.
\]

By Proposition 5.6 we may assume that every coefficient \( a_{i,j} \) is non-negative. Also, Lemma 5.9 yields that the expression (5.18) is non-zero.

The dual basis for the standard basis for \( \mathbb{M} \) in Section 4.2 gives rise to the identification \( M \cong \mathbb{Z}^n \). Let \( \delta_k : \mathbb{N} \cong \mathbb{Q}^n \to \mathbb{Q} \) be the projection onto the \( k \)-th component. In terms of the ladder diagram, \( \delta_k(\partial \beta) \) is the summation of the coefficients of \( \partial \beta \) over all arrows \( e \) intersecting the \( k \)-diagonal line, passing through \((k-1/2, 3/2)\) and \((k+1/2, 1/2)\). As an example, let us consider Figure 6 in the case where \( n = 5 \) and \( \beta = \beta_0 + \beta_1 + \beta_2 \). Since \( \partial \beta_{0,2} = (-1, -1, 0, 0, 0), \partial \beta_{2,1} = (1, -1, 0, 0, 0), \partial \beta_{2,2} = (0, -1, 1, 0, 0) \), we have \( \delta_1(\partial \beta) = \delta_4(\partial \beta) = \delta_5(\partial \beta) = 0, \delta_2(\partial \beta) = -4, \delta_3(\partial \beta) = 3 \).

**Figure 6.** The map \( \delta_k \)

From now on, we assume that for each effective class \( \alpha \in \pi_2(X^1, L^1) \) of Maslov index two, there are non-negative rational numbers \( a_{i,j} \)'s satisfying

\[
(1) \sum_{i=2}^{n} a_{i,0} + \sum_{i=1}^{n+1} a_{i,1} + \sum_{i=0}^{n} a_{i,2} = 1,
\]
(2) $\sum_{i=2}^{n} a_{t,0} \cdot \partial \beta_{i,0} + \sum_{i=1}^{n+1} a_{t,1} \cdot \partial \beta_{i,1} + \sum_{i=0}^{n} a_{t,2} \cdot \partial \beta_{i,2} \in N - \{0\}$. Under this circumstance, we characterize the possible list of the image of $\partial \beta$ under $(\delta_1, \delta_2, \ldots, \delta_n)$.

**Lemma 5.10.** For each $k$ with $1 \leq k \leq n$, the output of $\partial \beta$ under $\delta_k$ is one of $1, 0,$ or $-1$.

**Proof.** Note that every component of each $\partial \beta_{i,j} \in N \cong \mathbb{Z}^n$ is one of 0, 1, and $-1$, that is, $\delta_k(\partial \beta_{i,j}) \in \{0, 1, -1\}$. Thus,

$$\delta_k(\partial \beta) = \sum_{i=2}^{n} c_{i,0}a_{i,0} + \sum_{i=1}^{n+1} c_{i,1}a_{i,1} + \sum_{i=0}^{n} c_{i,2}a_{i,2}$$

for some $c_{i,j} \in \{0, 1, -1\}$. By Proposition 5.6 and (5.17), $-1 \leq \delta_k(\partial \beta) \leq 1$ and thus the lemma follows. □

The condition (2) implies that at least one of $\delta_k(\partial \beta)$’s with $k = 1, 2, \ldots, n$ is non-zero. Moreover, we have the following.

**Lemma 5.11.** For two indices $k, \ell \in \{1, 2, \ldots, n\}$ with $|k - \ell| > 1$, at least one of $\delta_k(\partial \beta)$ and $\delta_\ell(\partial \beta)$ must be zero.

**Proof.** To derive a contradiction, suppose that both $\delta_k(\partial \beta)$ and $\delta_\ell(\partial \beta)$ are nonzero. For $\delta_k$ to be non-zero, there exists a double index $(r, s)$ such that $a_{r,s} > 0$ and $\delta_k(\partial \beta_{r,s}) \neq 0$. Then

$$(5.19) \quad \left(\sum_{i=2}^{n} a_{i,0} + \sum_{i=1}^{n+1} a_{i,1} + \sum_{i=0}^{n} a_{i,2}\right) - a_{r,s} < 1$$

Since each $\partial \beta_{i,j}$ can contribute only two consecutive diagonals, we have $\delta_\ell(\partial \beta_{r,s}) = 0$. Because of (5.19), $-1 < \delta_\ell(\partial \beta) < 1$. Since $\delta_\ell(\partial \beta) \in \mathbb{Z}$, we have $\delta_\ell(\partial \beta) = 0$, which leads to a contradiction. □

Here is one corollary of Lemma 5.10 and 5.11.

**Corollary 5.12.** Either one of the following holds.

1. there exists $\ell \in \{1, 2, \ldots, n\}$ such that $\delta_\ell(\partial \beta) = \pm 1$ and $\delta_k(\partial \beta) = 0$ for all $k(\neq \ell)$.
2. there exists $\ell \in \{1, 2, \ldots, n - 1\}$ such that $\delta_\ell(\partial \beta) = \pm 1$, $\delta_{\ell+1}(\partial \beta) = \pm 1$, and $\delta_k(\partial \beta) = 0$ for all $k(\neq \ell, \ell + 1)$.

We are ready to make a list of possible effective disk classes.

**Proposition 5.13.** The set of homotopy classes which can be represented by a holomorphic disk bounded by $L^1$ of Maslov index two in $X^1$ are contained in the set consisting of the following classes:

- $\alpha_{i,0}$ for $i = 2, 3, \ldots, n$,
- $\alpha_{i,1}$ for $i = 2, 3, \ldots, n + 1$,
- $\alpha_{i,2}$ for $i = 0, 1, \ldots, n - 1$,
- $(\alpha_{i,0} + \alpha_{i,1})/2$ for $i = 2, \ldots, n - 1$,
- $(\alpha_{1,0} + \alpha_{1,1})/2 + c_1 \alpha_1$, $(\alpha_{n,0} + \alpha_{n,1})/2 + c_n \alpha_n$ for $c_1$ and $c_n \in \mathbb{Z}$.

Here, set $\alpha_{1,0} + \alpha_{1,1} := \alpha_{2,0} + \alpha_{1,2}$, cf. Lemma 5.7.

**Proof.** The proof is simply a case-by-case analysis. Suppose that $\alpha$ is represented by a holomorphic disk bounded by $L^1$ of Maslov index two. Set $\beta = \psi_{1,0,\ast}(\alpha)$. By Corollary 5.12, it suffices to deal with the the following two cases.

**Case 1.** Assume that (1) in Corollary 5.12 occurs. Then $\delta_\ell(\partial \beta)$ is either 1 or $-1$. 

• **Case 1-1.** Suppose that $\delta_1(\partial \beta) = 1$.
  - **Case 1-1-1.** Assume that $\ell = 1$. The only four classes $\alpha_{0,2}, \alpha_{1,2}, \alpha_{2,0}, \alpha_{2,1}$ can contribute to $\delta_1$. Thus,
    \begin{equation}
    \delta_1(\partial \beta) = -a_{2,0} + a_{2,1} + a_{0,2} - a_{1,2}.
    \tag{5.20}
    \end{equation}
    It implies that
    \[
    \begin{cases}
    a_{2,1} + a_{0,2} = 1 \\
    a_{i,j} = 0 \text{ for all } (i,j) \neq (2,1), (0,2).
    \end{cases}
    \]
    Furthermore, $a_{0,2} = 1$ and $a_{2,1} = 0$ since $\delta_2(\partial \beta) = a_{2,1}$. In this case, we have $\beta_{0,2}$.
  - **Case 1-1-2.** Assume that $\ell = n$. In this case, by applying a similar argument as in Case 1-1-1, we have $\beta_{n+1,1}$.
  - **Case 1-1-3.** Assume that $1 < \ell < n$. The only six classes $\alpha_{\ell,0}, \alpha_{\ell+1,0}, \alpha_{\ell,1}, \alpha_{\ell+1,1}, \alpha_{\ell-1,2}, \alpha_{\ell\ell,2}$ can contribute to $\delta_\ell$. Thus,
    \begin{equation}
    \delta_\ell(\partial \beta) = -a_{\ell,0} - a_{\ell+1,0} - a_{\ell,1} + a_{\ell+1,1} + a_{\ell-1,2} - a_{\ell,2}.
    \tag{5.21}
    \end{equation}
    It implies that
    \[
    \begin{cases}
    a_{\ell+1,1} + a_{\ell-1,2} = 1 \\
    a_{i,j} = 0 \text{ for all } (i,j) \neq (\ell+1,1), (\ell-1,2).
    \end{cases}
    \]
    Since $\delta_{\ell+1}(\partial \beta) = a_{\ell+1,1}$ and $\delta_{\ell-1}(\partial \beta) = -a_{\ell-1,2}$, either $\delta_{\ell+1}(\partial \beta) \neq 0$ or $\delta_{\ell-1}(\partial \beta) \neq 0$ holds. There are no corresponding classes in this case.

• **Case 1-2.** Suppose that $\delta_1(\partial \beta) = -1$.
  - **Case 1-2-1.** Assume that $\ell = 1$. By (5.20), we have
    \[
    \begin{cases}
    a_{2,0} + a_{1,2} = 1 \\
    a_{i,j} = 0 \text{ for all } (i,j) \neq (2,0), (1,2).
    \end{cases}
    \]
    Since $\delta_2(\partial \beta) = -a_{2,0} + a_{1,2}$, we have $a_{2,0} = a_{1,2} = 1/2$. Thus, we have $(\beta_{2,0} + \beta_{1,2})/2$.
  - **Case 1-2-2.** Assume that $\ell = n$. In this case, by applying a similar argument as in Case 1-2-1, we have $(\beta_{n,0} + \beta_{n,1})/2$.
  - **Case 1-2-3.** Assume that $1 < \ell < n$. By (5.21),
    \[
    \begin{cases}
    a_{\ell,0} + a_{\ell+1,0} + a_{\ell,1} + a_{\ell,2} = 1 \\
    a_{i,j} = 0 \text{ for all } (i,j) \neq (\ell,0), (\ell+1,0), (\ell,1), (\ell,2).
    \end{cases}
    \]
    Since $\delta_{\ell-1}(\partial \beta) = 0$ and $\delta_{\ell+1}(\partial \beta) = 0$, we have $a_{\ell,0} = a_{\ell,1}$ and $a_{\ell+1,0} = a_{\ell,2}$. As $\beta_{\ell,0} + \beta_{\ell,1} - \beta_{\ell+1,0} - \beta_{\ell,2} = 0$, we may assume that $2(a_{\ell+1,0} + a_{\ell,2}) = 1$. Therefore, in this case, the corresponding class is $(\beta_{\ell+1,0} + \beta_{\ell,2})/2 = (\beta_{\ell,0} + \beta_{\ell,1})/2$.

**Case 2.** Assume that (2) in Corollary 5.12 occurs.

• **Case 2-1.** Suppose that $\delta_1(\partial \beta) = 1$ and $\delta_{\ell+1}(\partial \beta) = 1$. By (5.21),
    \[
    \begin{cases}
    a_{\ell+1,1} + a_{\ell-1,2} = 1 \\
    a_{\ell+2,1} + a_{\ell,2} = 1.
    \end{cases}
    \]
    We cannot make both $a_{\ell+1,1} + a_{\ell-1,2}$ and $a_{\ell+2,1} + a_{\ell,2}$ one.
• **Case 2-2.** Suppose that $\delta_1(\partial \beta) = -1$ and $\delta_{\ell+1}(\partial \beta) = -1$. By (5.21),
    \[
    \begin{cases}
    a_{\ell,0} + a_{\ell+1,0} + a_{\ell,1} + a_{\ell,2} = 1 \\
    a_{\ell+1,0} + a_{\ell+2,0} + a_{\ell+1,1} + a_{\ell+1,2} = 1.
    \end{cases}
    \]
Thus, \( a_{\ell+1,0} = 1 \) and \( a_{i,j} = 0 \) for all \((i,j) \neq (\ell+1,0)\). The corresponding class is \( \beta_{\ell+1,0} \).

- **Case 2-3.** Suppose that \( \delta_{\ell}(\partial \beta) = 1 \) and \( \delta_{\ell+1}(\partial \beta) = -1 \). By (5.21),
  \[
  \begin{cases}
    a_{\ell+1,1} + a_{\ell-1,2} = 1 \\
    a_{\ell+1,0} + a_{\ell+2,0} + a_{\ell+1,1} + a_{\ell+1,2} = 1.
  \end{cases}
  \]
  Thus, \( a_{\ell+1,1} = 1 \) and \( a_{\ell,j} = 0 \) for all \((i,j) \neq (\ell+1,1)\). The corresponding class is \( \beta_{\ell+1,1} \).

- **Case 2-4.** Suppose that \( \delta_{\ell}(\partial \beta) = -1 \) and \( \delta_{\ell+1}(\partial \beta) = 1 \). By (5.21),
  \[
  \begin{cases}
    a_{\ell,0} + a_{\ell+1,0} + a_{\ell,1} + a_{\ell,2} = 1 \\
    a_{\ell+2,1} + a_{\ell,2} = 1.
  \end{cases}
  \]
  Thus, \( a_{\ell,2} = 1 \) and \( a_{i,j} = 0 \) for all \((i,j) \neq (\ell,2)\). The corresponding class is \( \beta_{\ell,2} \).

Each basic class \( \beta_{i,j} \) intersects the inverse image of a facet and does not intersect the inverse image of the stratum \( f_1 \) and \( f_n \). Thus, each basic class \( \alpha_{i,j} \) intersects neither the vanishing \( \alpha_1 \) nor the vanishing \( \alpha_n \). An effective homology class that degenerates into \( \beta_{i,j} \) is of the form \( \alpha_{i,j} \).

Disks in the non-basic classes can intersect with \( \alpha_1 \) or \( \alpha_n \). For instance, a disk in the class \((\beta_{i,0} + \beta_{i,1})/2\) interacts with (the inverse image of the relative interior of) \( f_1 \), while any disk in the class \((\beta_{i,0} + \beta_{i,1})/2\) cannot intersect with (the inverse image of the relative interior of) \( f_n \). Thus, an effective homology class degenerating into \((\beta_{i,0} + \beta_{i,1})/2\) is of the form \((\alpha_{i,0} + \alpha_{i,1})/2 + c_1\alpha_1\) for some \( c_1 \in \mathbb{Z} \). Similarly, the other cases can be dealt with. It completes the proof. \( \square \)

### 6. Computation of open Gromov–Witten invariants

In this section, we shall compute the counting invariant for each class in the list of Proposition 5.13 and hence it completes the proof of Theorem 3.6. To compute the counting invariants, we calculate the counting invariants of lower dimensional local models and then calculate the counting invariants of higher dimensional examples via the counting invariants of lower dimensional local models.

#### 6.1. Counting invariants for basic classes

We begin by computing counting invariants for basic disks.

**Proposition 6.1.** The counting invariant for each basic class is one. That is, the counting invariant for each class in the following list is one.

- \( \alpha_{i,0} \) for \( i = 2, 3, \ldots, n \),
- \( \alpha_{i,1} \) for \( i = 2, 3, \ldots, n + 1 \), and
- \( \alpha_{i,2} \) for \( i = 0, 1, \ldots, n - 1 \).

**Proof.** Let \( \Pi \) be the toric morphism from a simplicialization \( \tilde{X}^0 \) of \( X^0 \) to the toric variety \( X^0 \) of \( \Delta_r \). Let \( \beta_{i,j} := \psi_{1,0,*}(\alpha_{i,j}) \), the image under the map (5.8). For each class \( \alpha_{i,j} \) in the above list, recall that we have a gradient holomorphic disk in the class \( \beta_{i,j} \) by Proposition 4.1 which emanates from the smooth loci of the toric anti-canonical divisor. Since the gradient disk intersects the toric anti-canonical divisor in \( X^0 \) once, its strict transformation also intersects the toric anti-canonical divisor of \( \tilde{X}^0 \) once.

Let \( L^1 \) be a monotone Lagrangian torus in \( \mathcal{M}_r =: X^1 \) and let \( \psi_{1,0}(L^1) = L^0 \). We denote by \( \tilde{L}^0 \) the Lagrangian toric fiber such that \( \Pi(\tilde{L}^0) = L^0 \). By the classification result of Cho–Poddar [CP14], the class \( \beta_{i,j} \) represented by its strict transformation is Fredholm regular. The counting
invariant of $\tilde{\beta}_{i,j}$ is one if taking the standard spin structure and orientation from the torus action on $X^0$. Moreover, we have an orientation preserving diffeomorphism

$$\Pi_* : \mathcal{M}_1(\widetilde{L}^0, \tilde{\beta}_{i,j}) \rightarrow \mathcal{M}_1(L^0, \beta_{i,j}).$$

Also, the holomorphic disks in the moduli space do not intersect the singular loci. By pulling back the complex structure to an open subset containing the image of disks and extending it to an almost complex structure on $X^1$, we then have an isomorphism

$$\psi_{1,0,*} : \mathcal{M}_1(L^1, \alpha_{i,j}) \rightarrow \mathcal{M}_1(L^0, \beta_{i,j}).$$

Since $L^1$ is monotone, the invariant remains one for a generic choice of almost complex structures. We obtain the following commutative diagram of orientation preserving diffeomorphisms:

$$\begin{array}{ccc}
\mathcal{M}_1(L^1, \alpha_{i,j}) & \xrightarrow{\psi_{1,0,*}} & \mathcal{M}_1(L^0, \beta_{i,j}) \\
\xrightarrow{\text{ev}_0} & & \xrightarrow{\Pi_*} \\
L^1 & \xrightarrow{\psi_{1,0}} & L^0 \\
\xrightarrow{\Pi} & & \xrightarrow{\text{ev}_0} \\
& & \widetilde{L}^0
\end{array}$$

In summary, the degree of $\text{ev}_0 : \mathcal{M}_1(L^1, \alpha_{i,j}) \rightarrow L^1$ agrees with that of $\text{ev}_0 : \mathcal{M}_1(\widetilde{L}^0, \tilde{\beta}_{i,j}) \rightarrow \widetilde{L}^0$. Therefore, the counting invariant of every basic class is one. \hfill \square

For each $i = 1, 2, 3, \cdots, n$, we have

$$\partial (\alpha_{i,0} + \alpha_{i,1}/2) = \partial (\alpha_{i,0} + \alpha_{i,1}/2 + c_{i,1} \alpha_1 + c_{i,n} \alpha_n)$$

for all $c_{i,1}, c_{i,2} \in \mathbb{Z}$. Therefore, for a generic choice of compatible almost complex structure, the disk potential function is then of the form:

$$(6.1) \quad W_r(z) = (z_1 + z_n) + \left(\frac{\kappa_1}{z_1} + \frac{\kappa_2}{z_2} + \cdots + \frac{\kappa_n}{z_n}\right) + \sum_{j=1}^{n-1} \left(\frac{z_j}{z_{j+1}} + \frac{z_{j+1}}{z_j} + \frac{1}{z_j z_{j+1}}\right)$$

by Proposition 5.13 and 6.1. The remaining task is to determine $\kappa_1, \kappa_2, \ldots, \kappa_n$. The goal of this section is to show that

$$(6.2) \quad \begin{cases} 
\kappa_1 = \kappa_n = 2, \\
\kappa_2 = \kappa_3 = \cdots = \kappa_{n-1} = 0.
\end{cases}$$

The computation (6.2) leads to Theorem 3.6 that is, when $r$ is equilateral and generic, the disk potential function of the monotone caterpillar bending torus fiber is

$$W_r(z) = \left(\frac{2}{z_1} + \frac{2}{z_n} + \cdots + \frac{2}{z_n}\right) + \sum_{j=1}^{n-1} \left(\frac{z_j}{z_{j+1}} + \frac{z_{j+1}}{z_j} + \frac{1}{z_j z_{j+1}}\right).$$

### 6.2. Local models

Now, we build two local models, which can be employed to compute the above counting invariants in (6.2).

The first local model appears in the polygon space $\mathcal{M}_r$ of complex dimension two (i.e., $n = 2$) for $r = (r_1, r_2, \cdots, r_{n+3} = 5)$ with $r_1 = r_2 = \cdots = r_{n+3} = 1$. We now focus on the local model around $(u_1, u_2) = (2, 2)$ at which a Lagrangian two sphere $S^2$ is located.

1. Let $\Delta_{S^2}$ be the subset of $\Delta_r \subset \mathbb{R}^2$ given by

$$(6.3) \quad 4 - u_1 - u_2 \geq 0, \quad -u_1 + u_2 \geq 0, \quad \text{and} \quad -1 + u_1 > 0$$

as in Figure 7.
(2) Consider the toric degeneration $\Phi^t$ restricted to the inverse image $(\Phi^t)^{-1}(\Delta_{S^2})$ in Corollary 5.2. Let $U^t_{S^2}$ be the inverse image $(\Phi^t)^{-1}(\Delta_{S^2})$ in (5.2). Also, let $U_{S^2} := U^1_{S^2} = \Phi_{-1}^{-1}(\Delta_{S^2}) \subset \mathcal{M}_r$.

By Theorem 2.7, the fiber of $\Phi_r$ over the point $(u_1, u_2) = (2, 2)$ is a Lagrangian two sphere and the subset $U_{S^2}$ is symplectically embedded into the cotangent bundle of $(T^*S^2, \omega_{std})$. A $T^2$-orbit generated by $\Phi^1 = \Phi_r$, a Lagrangian torus, maps into a toric fiber of $\Phi^0$ over $\Delta_{S^2}$ under the map $\psi_{1,0}$ in (5.2).

**Figure 7.** Two local models.

Let us denote by $L^t(u)$ a Lagrangian torus $(\Phi^t)^{-1}(u)$ at $u = (u_1, u_2)$ in $U^t_{S^2}$. We are particularly interested in Lagrangian tori $L^t(u)$ at $u = (u_1, 2)$ for $1 < u_1 < 2$. Two gradient disks generated by $\Phi_1 + \Phi_2 - 4$ and $\Phi_1 - \Phi_2$ bounded by $L^t(u)$ have the same area $(2 - u_1)$ and the same Maslov index 2. The homotopy classes represented by the disks are respectively denoted by $\alpha_{2,0}$ and $\alpha_{1,2}$. By Proposition 5.13 in addition to those basic classes, the classes of the form (6.4)

$$\alpha(c) := c \cdot \alpha_1 + (\alpha_{2,0} + \alpha_{1,2})/2 \quad (c \in \mathbb{Z})$$

are possibly realized as a holomorphic disk of Maslov index two. The following lemma computes the sum of all counting invariants of the form (6.4).

**Lemma 6.2.** For $w = (w_0, 2) \in \Delta_{S^2}$ with $1.5 < w_0 < 2$, the sum of the counting invariants is (6.6)

$$\sum_{c \in \mathbb{Z}} n_{\alpha(c)} = 2.$$

**Proof.** Let us fix $w = (w_0, 2) \in \Delta_{S^2}$ with $1.5 < w_0 < 2$. Consider the inverse image (6.6)

$$\Phi^t_1^{-1}(\{u \in \Delta_{S^2} \mid u_1 \geq -2 + 2w_0\}) \subset U_{S^2},$$

which is symplectomorphic to a disk bundle of the cotangent bundle of the Lagrangian two sphere $S^2$. We take the symplectic cut along its boundary with respect to the $S^1$-action generated by $\Phi_1$. The resulting space is a Kähler manifold $\mathbb{C}P^1 \times \mathbb{C}P^1$ and is denoted by $\overline{U}_{w_0}^t$. Recall that the symplectic cut can be regarded as a compactification of the interior of (6.6) and the image of $L^t(w)$ under the embedding from the interior into $\overline{U}_{w_0}^t$ is denoted by $\overline{L}^t(w)$.

To see that a Lagrangian torus $\overline{L}^t := \overline{L}^t(w)$ in $\overline{U}_{w_0}^t$ is monotone, we generate a gradient disk bounded by $\overline{L}^t$ by the $S^1$-action generated by $1 - \Phi_1$, which intersects the compactified divisor exactly once. Let $\overline{\sigma}$ be the class represented by this gradient disk. By Proposition 3.1 the Maslov index of $\overline{\sigma}$ is two and the area of $\overline{\sigma}$ is $(2 - w_0)$. It in turn implies that $\overline{L}^t$ is monotone and hence the ambient space $\overline{U}_{w_0}^t$ is also monotone. Therefore, the Kähler form associated to the symplectic cut is in the same de Rham cohomology class $k \cdot ([\omega_{FS} \times \omega_{FS}])$ for some positive number $k$. By applying the Moser argument to the linear interpolation of the Kähler forms, the space $\overline{U}_{w_0}^t$ is symplectomorphic to $\mathbb{C}P^1 \times \mathbb{C}P^1$ equipped with a multiple of the product of Fubini–Study form.
By applying the same arguments in Proposition 5.13 and 6.1, one can verify that the following homotopy classes

$$\sigma, \alpha_{2,0}, \alpha_{1,2}, \alpha(c)$$

can contribute the disk potential of $L^1$ and the counting invariants of $\alpha_{2,0}, \alpha_{1,2},$ and $\sigma$ are all one. Note that $\partial\alpha_{2,0}, \partial\alpha_{1,2}, \partial\alpha(c),$ and $\partial\sigma$ correspond to the lattice points $(-1, -1), (1, -1), (-1, 0)$ and $(1, 0)$ in $N,$ respectively. Since the class of the boundary of $\alpha(c)$ is same regardless of the value of $c,$ all the classes contribute to the term of the form $1/y_1.$ By Gromov’s compactness theorem, $n(\alpha(c))$ are all zero except finitely many. Therefore, without worrying about the convergence issue, the disk potential function of $L^1$ is of the form

$$W_{L^1}(y) = \frac{1}{y_1 y_2} + \frac{y_2}{y_1} + \frac{\kappa}{y_1} + y_1$$

for some $\kappa \in \mathbb{Z}.$

Regarding the quantum cohomology ring as a vector space, it has the eigenvalues $\{0, 4, -4\}$ of the linear transformation induced by the quantum cup product of the first Chern class of the tangent bundle of $\mathbb{C}P^1 \times \mathbb{C}P^1.$ Then the object in the monotone Fukaya category can be non-zero only when the critical value of a deformation datum is $\{0, 4, -4\}$ by the structural theorem of the monotone Fukaya category by Sheridan [She16, Corollary 1.5]. It determines $\kappa = 2,$ to see more details, the reader is referred to [Kim21b, Section 6]. Thus, (6.5) is derived.

**Remark 6.3.** In Auroux [Aur09] and Fukaya–Oh–Ohta–Ono [FOOO12], they computed the disk potential function of Chekanov torus in $\mathbb{C}P^1 \times \mathbb{C}P^1.$ But, a priori, we do not know whether the monotone fiber $L^1$ is (Hamiltonian isotopic to) a Chekanov torus or not. We need to compute the disk potential function of $L^1$ with a different method. Once the potential function is computed, we can prove that it is Hamiltonian isotopic to the Chekanov torus using the method in [Kim21a].

The second local model is included in the polygon space of complex dimension three (i.e., $n = 3$) for $r = (r_1, r_2, \cdots, r_{n+3}=6)$ with $r_1 = r_2 = \cdots = r_{n+3} = 1.$ We now focus on the local model around $(u_1, u_2, u_3) = (1, 3, 3)$ at which a Lagrangian special orthogonal group $SO(3)$ is located.

1. Let $\Delta_{SO(3)}$ be the subset of $\Delta_r \subset \mathbb{R}^3$ given by

$$-u_2 + u_3 \geq 0, 2 + u_1 - u_2 \geq 0, 4 - u_1 - u_2 \geq 0, 6 - u_2 - u_3 \geq 0, -2 + u_2 \geq 0$$

2. Consider the toric degeneration $\Phi^t$ restricted to the inverse image $(\Phi^t)^{-1}(\Delta_{SO(3)})$ in Corollary 5.2. Let $U^t_{SO(3)}$ be the inverse image $(\Phi^t)^{-1}(\Delta_{SO(3)})$ in (5.2). Also, let $U_{SO(3)} := U^t_{SO(3)} = \Phi^{-1}_{SO(3)}(\Delta_{SO(3)}) \subset M_r.$

**Remark 6.4.** Additional explanation on (2) is in order. Since $r$ is not generic in this case, $M_r$ is a singular variety. The singular locus is located at the point $(2, 2, 4).$ Restricting to $u_2 > 2,$ the inverse image $U^t_{SO(3)}$ is smooth. The map $\psi_{La}: U^t_{SO(3)} \rightarrow U^t_{SO(3)}$ and $\Phi^t: U^t_{SO(3)} \rightarrow \Delta_{SO(3)}$ are obtained from the toric degeneration of $O_\lambda$ restricted to the subset given by $u_2, 2 > 2.$

By Theorem 2.7, the fiber over the point $(u_1, u_2, u_3) = (1, 3, 3)$ is a Lagrangian special orthogonal group $SO(3),$ which is diffeomorphic to the real projective space $\mathbb{R}P^3.$ Then $U^t_{SO(3)}$ is symplectically embedded into to the cotangent bundle of $(T^*\mathbb{R}P^3, \omega_{std}).$

Let us denote by $L'(u)$ a Lagrangian torus $(\Phi^t)^{-1}(u)$ at $u = (u_1, u_2, u_3)$ in $U^t_{SO(3)}.$ We are particularly interested in Lagrangian tori $L'(u)$ at $u = (1, u_2, 3)$ for $2 < u_2 < 3.$ Four gradient disks generated by $\Phi_2 - \Phi_3, -2 - \Phi_1 + \Phi_2, -4 + \Phi_1 + \Phi_2,$ and $-6 + \Phi_2 + \Phi_3$ bounded by $L'(u)$ are
The resulting space is a Kähler manifold. We take the symplectic cut along its boundary with respect to the basic classes, the class \( \alpha := (\alpha_{3,0} + \alpha_{2,2})/2 = (\alpha_{2,0} + \alpha_{2,1})/2 \)
is possibly realized as a holomorphic disk of Maslov index two. The following lemma computes the counting invariant of the form (6.7).

**Lemma 6.5.** For \( w = (1, w_0, 3) \in \Delta_{SO(3)} \) with \( 2.5 < w_0 < 3 \), the sum of the counting invariants is

\[
(6.8) \quad n_\alpha = 0.
\]

**Proof.** Let us fix \( w = (1, w_0, 3) \in \Delta_{SO(3)} \) with \( 2.5 < w_0 < 3 \). Consider the inverse image

\[
(6.9) \quad \Phi_2^{-1}(\{ u \in \Delta_{SO(3)} \mid u_2 \geq -3 + 2w_0 \}) \subset U_{SO(3)},
\]

which is symplectomorphic to a disk bundle of the cotangent bundle of the Lagrangian \( \mathbb{R}P^3 \).

We take the symplectic cut along its boundary with respect to the \( S^1 \)-action generated by \( \Phi_2 \). The resulting space is a Kähler manifold \( \mathbb{C}P^3 \) and is denoted by \( \overline{U}^t_{w_0} \). Recall that the symplectic cut can be regarded as a compactification of the interior of (6.9) and the image of \( L^1(w) \) under the embedding from the interior into the symplectic cut \( U^t_{w_0} \) is denoted by \( \overline{L}^1(w) \).

To see that a Lagrangian torus \( \overline{L}^1 := L^1(w) \) in \( \overline{U}^t_{w_0} \) is monotone, we generate a gradient disk bounded by \( \overline{L}^1 \) by the \( S^1 \)-action generated by \( 2 - \Phi_2 \), which intersects the symplectic submanifold of codimension two at the level set \( \Phi_2 = -3 + 2w_0 \) exactly once. Let \( \overline{\sigma} \) be the class represented by the gradient disk. By Proposition 4.1, the Maslov index of \( \overline{\sigma} \) is index two and the area of \( \overline{\sigma} \) is \( (3 - w_0) \). It in turn implies that \( \overline{L}^1 \) is monotone and hence the ambient space \( \overline{U}^t_{w_0} \) is also monotone. Therefore, the Kähler form associated to the symplectic cut is in the same de Rham cohomology class of \( k \cdot \omega_{FS} \) for some positive number \( k \). By Moser argument, the space \( \overline{U}^t_{w_0} \) is symplectomorphic to \( \mathbb{C}P^3 \) equipped with a multiple of the Fubini–Study form.

By applying the same arguments in Proposition 5.13 and 6.1, the following homotopy classes

\[
\overline{\sigma}, \alpha_{2,2}, \alpha_{2,1}, \alpha_{2,0}, \alpha_{3,0}, \alpha,
\]
can contribute the disk potential of \( \overline{L}^1 \) and the counting invariants of \( \alpha_{2,2}, \alpha_{2,1}, \alpha_{2,0}, \alpha_{3,0}, \alpha \) and \( \overline{\sigma} \) are all one. Note that \( \partial \alpha_{2,2}, \partial \alpha_{2,1}, \partial \alpha_{2,0}, \partial \alpha_{3,0}, \partial ((\alpha_{2,0} + \alpha_{2,1})/2) \), and \( \partial \overline{\sigma} \) correspond to the lattice points \((0, -1, 1), (1, -1, 0), (-1, -1, 0), (0, -1, -1), (0, -1, 0) \) and \((0, 1, 0) \) in \( N \), respectively.

Therefore, the disk potential function of \( \overline{L}^1 \) is of the form

\[
W_{\overline{L}^1}(y) = \frac{y_1}{y_2} + \frac{y_1}{y_2} + \frac{1}{y_1 y_2} + \frac{1}{y_2 y_3} + \frac{\kappa}{y_2} + y_2
\]
for some \( \kappa \in \mathbb{Z} \).

Regrading the quantum cohomology ring as a vector space, it has the eigenvalues \( \{ \pm 4, \pm 4\sqrt{-1} \} \) of the linear transformation induced by the quantum cup product of the first Chern class of the tangent bundle of \( \mathbb{C}P^3 \). Then the object in the monotone Fukaya category can be non-zero only when the critical value of a deformation datum is \( \{ \pm 4, \pm 4\sqrt{-1} \} \) again by the structural theorem of the monotone Fukaya category by Sheridan [She16, Corollary 1.5]. It determines \( \kappa = 0 \) as desired. \( \square \)
6.3. Global model

The goal of this section is to complete the proof of Theorem 3.6. Let us fix \( r \) with \( r_1 = r_2 = \ldots = r_{n+3} = 1 \). Consider the face \( f_k \) of \( \Delta_r \) contained in \( u_k = k + 1 \).

(1) When \( k = 1 \) or \( n \), the face \( f_k \) is of codimension two in the \( n \)-dimensional polytope \( \Delta_r \). The fiber over every point in the relative interior of \( f_k \) is diffeomorphic to \( S^2 \times T^{n-2} \). \( S_k \).

(2) When \( k = 2, 3, \ldots, n-2, \) or \( n-1 \), the face \( f_k \) is of codimension three in the \( n \)-dimensional polytope \( \Delta_r \). The fiber over each point in the relative interior of \( f_k \) is diffeomorphic to \( SO(3) \times T^{n-3} =: S_k \).

Let \( \tilde{f}_k \) be the union of all facets of \( \Delta_r \) except the four facets supported by one of the following hyperplanes:

\[
\begin{align*}
2|\text{r}|_{k-1} - u_k &= 0, \\
2|\text{r}|_{k+1} - u_k - u_{k+1} &= 0, \\
2r_k - u_k + u_{k-1} &= 0, \\
u_{k+1} - u_k &= 0.
\end{align*}
\]

Here \( u_0 \) and \( u_{n+1} \) are set to the constants 0 and \( n + 1 \), respectively. Note that the four facets intersect at the stratum \( f_k \). For sufficiently small \( \varepsilon > 0 \), let \( U_k \) be the following inverse image:

\[
U_k := \Phi_r^{-1} \left( \{ u \in \Delta_r \mid u_k > k + \varepsilon \} \cap \bigcap_{j \neq k-1, k, k+1} \{ u \in \Delta_r \mid |u_j - j| < \varepsilon \} \right).
\]

**Proposition 6.6.** For a choice of \( r \) with \( r_1 = r_2 = \cdots = r_{n+3} = 1 \), consider the face \( f_k \) contained in \( u_k = k + 1 \). Then the open set \( U_k \) is diffeomorphic to \( T^* S_k \). Namely,

(1) \( T^* S_k := T^* S^2 \times (T^* S^1)^{n-2} \) when \( k = 1 \) or \( n \),

(2) \( T^* S_k := T^* SO(3) \times (T^* S^1)^{n-3} \) when \( k = 2, 3, \ldots, n-2, \) or \( n-1 \).

Moreover, the Hamiltonian torus action generated by the components in \( M_r \) other than \( \Phi_{k-1}, \Phi_k \), and \( \Phi_{k+1} \) acts on the cotangent bundle of the torus factors of \( S_k \).

**Proof.** Since the method proving the statement is similar for all \( k \), we exhibit the proof of the statement only when \( k = 1 \). Set \( k := 1 \). Consider a toric degeneration

\[
\psi_{1,0}: U_k := U^1_k \rightarrow U^0_k
\]

induced from the toric degeneration of \( M_r \). Let \( \Phi_{\geq 3} := (\Phi_1^t, \Phi_2^t, \ldots, \Phi_n^t) \). We take the level set of \( \Phi_{\geq 3} \) at which the monotone Lagrangian torus fiber is located. Namely, we take

\[
V^t_k := (\Phi_{\geq 3}^{-1})^{-1}(3, 4, \ldots, n).
\]

For each \( t \), the torus action generated by \( \Phi_{\geq 3} \) on \( V^t_k \) is free. We then have the principal \( T^{n-2} \)-bundle over the quotient space \( V^t_k/T^{n-2} \). By the equivariance of \( \psi_{1,0} \) under the \( T^{n-2} \)-action, we obtain the following bundle morphism of principal \( T^{n-2} \)-bundles

\[
\begin{array}{c}
V^1_k \\
\downarrow \psi_{1,0} \\
U^1_k := U^1_k/(\mathbb{C}^*)^{n-2} = V^1_k/T^{n-2} \\
\downarrow \psi_{1,0} \\
V^0_k/T^{n-2} = U^0_k/(\mathbb{C}^*)^{n-2} =: U^0_k.
\end{array}
\]

The fan associated to the toric variety \( U^0_k \) consists of two 1-cones so that the cones generate two dimensional subspace and do not span \( N_k \). It has a \( (\mathbb{C}^*)^{n-2} \)-torus factor and \( U^0_k \) can be trivialized as \( U^0_k \approx U^0_k \times (\mathbb{C}^*)^{n-2} \). Then this trivialization induces a trivialization of \( V^0_k \approx V^0_k \times (\mathbb{C}^*)^{n-2} \) and hence \( V^0_k \) is a trivial principal \( T^{n-2} \)-bundle over \( U^0_k \). Since the induced bundle
by \( \tilde{\psi}_{1,0} \) is trivial and terminal, we have a bundle map from \( \psi^* V^0 \) to \( V^1 \overline{U}^1 \). As this bundle map is an isomorphism, the bundle \( V^1 \overline{U}^1 \) is then also trivial. In particular, we obtain a trivialization \( V^1 \overline{U}^1 \cong U^1 \times T^{n-2} \).

A priori, this trivialization is a homeomorphism as the horizontal maps in (6.10) are continuous. We may assume that this trivialization is a diffeomorphism because of the equivalence of smooth and continuous equivalences of principal bundles, see [MW09] for instance.

Consider the following sequence of the following maps, which project to an action variable:

- \( \Phi_3 : U^1_k \to \mathbb{R} \)
- \( \Phi_4 : \Phi_3^{-1}(u_3) \to \mathbb{R} \)
- \( \Phi_5 : (\Phi_3, \Phi_4)^{-1}(u_3, u_4) \to \mathbb{R} \)
- \( \cdots \)
- \( \Phi_n : \Phi_{\geq 3}^{-1}(u_3, u_4, \ldots, u_n) \to \mathbb{R} \)

The image of each map is an open interval, which is contractible. Then the map \( \Phi_3 \) is a trivial fiber bundle over \( \Phi_3(U^1_k) \) whose typical fiber is \( \Phi_3^{-1}(3) \). In particular, \( U^1_k \) and \( \Phi_3^{-1}(3) \times \mathbb{R} \) are diffeomorphic. Proceeding inductively, we obtain a diffeomorphism \( U^1_k \cong V^1_k \times \mathbb{R}^{n-2} \).

In summary, we have

\[
(6.11) \quad U^1_k \cong V^1_k \times \mathbb{R}^{n-2} \cong U^1_k \times T^{n-2} \times \mathbb{R}^{n-2}.
\]

The map \( (\Phi_1, \Phi_2) \) factors through \( U^1_k \) and we then have

\[
\begin{array}{ccc}
V^1_k & \xrightarrow{(\Phi_1, \Phi_2)} & \mathbb{R}^2 \\
\downarrow & & \downarrow \Phi_1, \Phi_2 \\\nU^1_k
\end{array}
\]

Then \( U^1_k \) can be identified with the first local model \( U_{22} \) as follows. Since \( V^1_k := (\Phi_{\geq 3})^{-1}(3, 4, \ldots, n) \) is a subset of \( \mathcal{M}_r \), each point in this set is an equivalence class of an \((n + 3)\) tuple of vectors such that

1. \( v_1 + v_2 + \cdots + v_n + 3 = 0 \)
2. \( |d_3| = |d_4| = \cdots = |d_n| = 1 \).

Note that the lengths of diagonals \( d_3, d_4, \ldots, d_n \) are determined because the level of \( \Phi_{\geq 3} \) is chosen as \((3, 4, \ldots, n)\). As in Figure 8, consider the forgetful map given by

\[
\Upsilon : V^1_k \to U_{22}, \quad [(v_1, v_2, \ldots, v_{n+3})] \mapsto [(v_1, v_2, \ldots, v_4, -d_3)].
\]

This map is well-defined because \(|d_3| = 1\) and the length of each edge of \( U_{22} \) is one. Moreover, the map factors through \( U^1_k \) and induces

\[
U^1_k \cong U_{22}, \quad [[(v_1, v_2, \ldots, v_{n+3})]] \mapsto [(v_1, v_2, \ldots, v_4, -d_3)].
\]

Explicitly, \( U^1_k \) and \( U_{22} \) are identified via the map \( \Upsilon \). Hence, combining with (6.11), we have

\[
U^1_k \cong U^1_k \times T^{n-2} \times \mathbb{R}^{n-2} \cong T^* S^2 \times T^*(S^1)^{n-2}.
\]

\[ \square \]
To compute the remaining counting invariants, we need to carry the Lagrangian torus at the barycenter to one near the Lagrangian fiber of the form $S^2 \times T^{n-2}$ or $SO(3) \times T^{n-3}$ and pass it into the local model. When passing it into the local model, we need to make sure that the counting invariant of a targeted class does not change through the process. For this reason, we take the line in the barycenter to one near the Lagrangian fiber of the form $S^2 \times T^{n-2}$ or $SO(3) \times T^{n-3}$ and pass it into the local model. When passing it into the local model, we need to make sure that the counting invariant of a targeted class does not change through the process.

Figure 8. The map $\Upsilon$.

Lemma 6.7. For a generic and compatible almost complex structure $J$, there exists a position $w_0$ in $[u_0, u_k)$ such that the fiber of each point $u \in [u_0, w_0]$ does not bound any $J$-holomorphic disk of Maslov index less than or equal to zero.

Proof. First, the generic choice of compatible almost complex structure $J$ ensures that any simple $J$-holomorphic disks of Maslov index $-\ell$ for sufficiently large $\ell$ do not occur. Second, appearance of simple $J$-holomorphic disks of Maslov index $k$ for any given fixed integer $k \leq 0$ is a closed condition. Lastly, $L(u_0)$ does not bound any non-constant $J$-holomorphic disks of Maslov index $\leq 0$ since $L(u_0)$ is monotone. Therefore, combining the above three facts, we see that there exists a position $w_0$ (depending on $J$) sufficiently close to $u_0$ such that the torus located at each point $u \in [u_0, w_0]$ does not bound any $J$-holomorphic disk of Maslov index $\leq 0$.

Proposition 6.8. The counting invariant for $\alpha(c)$ in $\pi_2(M, L(u_0))$ is equal to that for $\alpha(c)$ in $\pi_2(M, L(u))$ for $u \in [u_0, u_k)$ such that $u$ is sufficiently close to $u_k$.

Proof. We proceed the proof of Proposition 6.8 in five steps. Let $\psi_{1,\ell}(X) =: X^\ell, \psi_{1,\ell}(U) =: U^\ell, \psi_{1,\ell}(L) =: L^\ell$. 
(1) Proposition 3.3 asserts that the Lagrangian torus $L^1(u_0)$ at the barycenter is monotone. For each nonzero $t$, the symplectomorphism $\psi_{1,t}$ gives rise to an oriented cobordism so that
\[
n(\alpha(c); M_t \cong X^1, L^1(u_0)) = n(\psi_{1,t,*}(\alpha(c)); X^1, L^1(u_0))
\]
(2) Note that each $L^1(u_0)$ does not bound any stable map of Maslov index zero because of the monotonicity. For each $t$ sufficiently close to 0, there exists a position $w_0$ close to $u_0$ in Lemma 6.7, the family of Lagrangian tori over $[u_0, w_0]$ does not bound any holomorphic disks of Maslov index less than or equal to zero. We then have an oriented cobordism between the moduli spaces so that the counting invariants do not change.

By Proposition 6.8, we can carry the Lagrangian torus at the barycenter

Proof of Theorem 3.6.

Combining the five steps, we establish the desired statement. \(\square\)

Remark 6.9. Proposition 6.8 tells us that the holomorphic disks in the class Proposition 5.13 can be captured by a local model. If an effective disk class degenerates into a combination of the disk classes which can intersect many lower dimensional strata, then any local model cannot capture such a contribution to the disk potential function.

We are ready to compute $\kappa_*$’s.

Proof of Theorem 3.6. By Proposition 6.8, we can carry the Lagrangian torus at the barycenter to a Lagrangian torus $L$ near the Lagrangian fiber of the form $S^2 \times T^{n-2}$ or $\text{SO}(3) \times T^{n-3}$ in $U_k$ without changing the counting invariants. We now take the symplectic reduction of the Hamiltonian torus action generated by the components other than $\Phi_{k-1}, \Phi_k$, and $\Phi_{k+1}$. By Proposition 6.6, the reduced space is diffeomorphic to either the first local model $U_{S^2}$ or the second local model $U_{\text{SO}(3)}$.

Concerning the symplectic forms on $U_{S^2}$ (or $U_{\text{SO}(3)}$), there are two natural symplectic forms that one can adorn the space with. The first one is the reduced symplectic form and the other is one from the local model. When it comes to pseudo-holomorphic curves, the choice of symplectic forms does not cause any differences on counting invariants because the residual torus action...
on the reduced space agrees with the torus action from the local model. Thus, the counting invariants in the reduced space can be computed by Lemma 6.2 and 6.5.

We claim that there is an orientation preserving diffeomorphisms

\[
\begin{align*}
\mathcal{M}(U_k, L; \alpha(c)) & \rightarrow \mathcal{M}(U_{g2}, L/T^{n-2}; \tilde{\alpha}(c)) \times T^{n-2}, \\
\mathcal{M}(U_k, L; \alpha(c)) & \rightarrow \mathcal{M}(U_{SO(3)}, L/T^{n-3}; \tilde{\alpha}(c)) \times T^{n-3},
\end{align*}
\]

which is constructed below. We only discuss the isomorphism when \( k = 1 \) as the other cases are similar. We start to choose with a generic almost complex structure \( J_{g2} \) on the reduced space \( U_k \cong U_{g2} \) in (6.12). Recall that \( U_k \cong U_{g2} \times (T^*S^1)^{n-2} \) are diffeomorphic by Proposition 6.6.

Take a generic almost complex structure \( J_{\text{prod}} \) of product type on the product \( U_k \cong U_{g2} \times (T^*S^1)^{n-2} \) by taking the product of \( J_{g2} \) and an almost complex structure on \( (T^*S^1)^{n-2} \). In the second component, there is no non-trivial holomorphic disk bounded by \( S^1 \) in \( (T^*S^1)^{n-2} \). If \( \varphi \colon (\mathbb{D}^2, \partial \mathbb{D}^2) \to (U_k, L) \) is a \( J_{\text{prod}} \)-holomorphic curve, then \( \text{pr}_2 \circ \varphi \) is constant. Because of our choice of \( J_{\text{prod}} \), one can lift the holomorphic disk bounded by \( L/T^{n-2} \) in \( U_{g2} \) to one bounded by \( L \) in \( U_k \). Thus, we have a diffeomorphism

\[
\mathcal{M}(U_k, L; J_{\text{prod}}; \alpha(c)) \longrightarrow \mathcal{M}(U_{g2}, L/T^{n-2}; \tilde{\alpha}(c)) \times T^{n-2}
\]

given \( \varphi \mapsto (\text{pr}_1 \circ \varphi, \text{pr}_2 \circ \varphi) \). Giving the orientations and spin structures arising from the torus actions and their residual torus actions, the diffeomorphism is indeed orientation preserving. Finally, since \( L \) is monotone, the counting is invariant under a generic choice of almost complex structure. Hence, (6.2) is derived. \( \square \)

**Appendix A. Polygon space of pentagons**

In this section, we compute the disk potential function of a torus fiber of the caterpillar bending system \( \Phi_r \) for a *various* choice of \( r \) in the four dimensional case. The disk potential functions will be computed by applying the same method or the pre-existing method in the non-equilateral case. Also, we confirm the conjectural correspondence between the disk potential function of \( \mathcal{O}_\lambda \) and the disk potential function of \( \mathcal{M}_r \) in Section 3.2 by examples where \( \lambda = ([r], [r], 0, \cdots, 0) \).

Assume that \( r \) is generic. Recall that \( \mathcal{M}_r \) is obtained by the symplectic reduction of \( \mathcal{O}_\lambda \) by the torus \( T \) by Theorem 2.2. The choice \( r \) determines the level set for the symplectic reduction. Suppose that we have another generic choice \( r' \) with \( r \neq r' \). We then have the following possibilities.

1. \( \mathcal{M}_r \) and \( \mathcal{M}_{r'} \) are not symplectomorphic
2. \( \mathcal{M}_r \) and \( \mathcal{M}_{r'} \) are symplectomorphic, but the bending torus action generated by \( \Phi_r \) is different from the bending torus action generated by \( \Phi_{r'} \).

Some classification on polygon spaces (as algebraic varieties) appears in [HK97, MP18]. We recall a fact on polygon spaces, see [MP18, Section 5] for instance.

**Lemma A.1.** For a generic 5-tuple \( r \), let \( \mathcal{M}_r \) be the space of pentagons associated to \( r \). Then the caterpillar bending torus action on \( \mathcal{M}_r \) is toric if and only if \( r_1 \neq r_2 \) and \( r_4 \neq r_5 \).

If the polygon space \( \mathcal{M}_r \) is toric and the bending torus action is toric, then the disk potential function of a toric fiber can be computed by the result of the the second named author with Chan [CLL14]. This appendix deals with non-toric examples.
A.1. $\mathbb{CP}^1 \times \mathbb{CP}^1$

For $r = (1, 1, 3, 3, 3)$, we have $\mathcal{M}_r \simeq \mathbb{CP}^1 \times \mathbb{CP}^1$. As in [3,9], the potential function of the Gelfand–Zeitlin torus fiber in $\mathcal{O}_\lambda$ was

(A.1) \[ \begin{align*}
W_\lambda(y) &= \frac{y_{1,1}}{y_{1,2}} + \frac{y_{2,1}}{y_{2,2}} + \frac{y_{3,1}}{y_{3,2}} + \frac{y_{2,1}}{y_{2,1}} + \frac{y_{3,1}}{y_{3,2}} + \frac{1}{y_{3,1}} + \frac{y_{2,2}}{y_{1,2}} + \frac{y_{3,2}}{y_{2,2}}. 
\end{align*} \]

One can manually check that the level set $\Phi_\lambda^{-1}(2r)$ intersects the five facets given by

(A.2) \[ \begin{align*}
u_{1,1} - u_{1,2} &= 0, 
u_{2,1} - u_{2,2} = 0, u_{2,1} - u_{1,1} = 0, u_{1,2} = 0, u_{2,2} - u_{1,2} = 0. 
\end{align*} \]

The level set and the facets given by $u_{1,2} = 0$ intersect at

\[(u_{1,1}, u_{2,1}, u_{3,1}, u_{1,2}, u_{2,2}, u_{3,2}) = (0, 3, 5, 2, 4, 7),\]

and the level set and the other four facets in (A.2) intersect at

\[(u_{1,1}, u_{2,1}, u_{3,1}, u_{1,2}, u_{2,2}, u_{3,2}) = (2, 2, 5, 2, 2, 8).\]

The level set does not intersect the facets not in the list (A.2). For instance, the level set does not intersect the facet given by $u_{3,2} - u_{2,2} = 0$. To see it, observe that the choice of the level $r$ leads to the following constraints

\[
\begin{align*}
u_{2,2} + u_{1,1} &= 2|r|_2 = 4, \\
u_{3,2} + u_{2,1} &= 2|r|_3 = 10, \\
u_{3,1} &= 2|r|_4 - |r|_5 = 5. 
\end{align*}
\]

Since $u_{2,1} \leq u_{3,1} = 5$ and $u_{1,1} \geq 0$, we have $u_{2,2} \leq 4$ and $u_{3,2} \geq 5$. Therefore, the level set cannot intersect the facet given by $u_{2,2} - u_{3,2} = 0$.

The polytope $\Delta_r$ is determined by

\[
\begin{align*}
u_1 &\geq 0, \nu_2 - \nu_1 \geq 0, 4 - \nu_2 + \nu_1 \geq 0. 
\end{align*}
\]

Applying the transformation (3.10) to the blue terms in (A.1), the disk potential function of the Lagrangian monotone torus fiber $\Phi_\lambda^{-1}(u_0)$ at $u_0 = (1, 2)$ is

(A.3) \[ \begin{align*}
W_r(y) &= y_1 + \frac{y_2}{y_1} + \frac{2}{y_1} + \frac{1}{y_1 y_2}. 
\end{align*} \]

A.2. $\mathbb{CP}^2 \# 2\mathbb{CP}^2$

For $r = (1, 1, 3, 2, 2)$, we have $\mathcal{M}_r \simeq \mathbb{CP}^2 \# 2\mathbb{CP}^2$. As in [3,9], the potential function of the Gelfand–Zeitlin torus fiber in $\mathcal{O}_\lambda$ was

(A.4) \[ \begin{align*}
W_\lambda(y) &= \frac{y_{1,1}}{y_{1,2}} + \frac{y_{2,1}}{y_{2,2}} + \frac{y_{3,1}}{y_{3,2}} + \frac{y_{2,1}}{y_{2,1}} + \frac{y_{3,1}}{y_{3,2}} + \frac{1}{y_{3,1}} + \frac{y_{2,2}}{y_{1,2}} + \frac{y_{3,2}}{y_{2,2}}. 
\end{align*} \]

The polytope $\Delta_r$ is determined by

\[
\begin{align*}
u_1 &\geq 0, \nu_2 - \nu_1 \geq 0, 4 - \nu_2 + \nu_1 \geq 0, -1 + \nu_2 \geq 0. 
\end{align*}
\]

Applying the transformation (3.10) to the blue terms in (A.4), the disk potential function of the Lagrangian monotone torus fiber $\Phi_\lambda^{-1}(u_0)$ at $u_0 = (1, 2)$ is

(A.5) \[ \begin{align*}
W_r(y) &= y_1 + \frac{y_2}{y_1} + \frac{2}{y_1} + \frac{1}{y_1 y_2} + y_2. 
\end{align*} \]
A.3. $CP^2\#3\overline{CP^2}$

For $r = (2, 2, 2, 4, 4)$, we have $\mathcal{M}_r \simeq CP^2\#3\overline{CP^2}$. As in [3,9], the potential function of the Gelfand–Zeitlin torus fiber in $O_\lambda$ was

$$W_\lambda(y) = \frac{y_1}{y_2} + \frac{y_2}{y_3} + \frac{y_3}{y_1} + \frac{1}{y_3} + \frac{y_1}{y_2} + \frac{y_2}{y_3}.$$  \hspace{1cm} (A.6)

The polytope $\Delta_r$ is determined by

$$u_1 \geq 0, u_2 - u_1 \geq 0, 8 - u_1 - u_2 \geq 0, 4 - u_2 + u_1 \geq 0.$$  \hspace{1cm} (A.7)

Applying the transformation (3.10) to the blue terms in (A.6), the disk potential function of the Lagrangian monotone torus fiber $\Phi^{-1}_r(u_0)$ at $u_0 = (2, 4)$ is

$$W_r(y) = y_1 + \frac{y_2}{y_1} + \frac{2}{y_1} + \frac{2}{y_2} + \frac{1}{y_1y_2} + \frac{1}{y_2}.$$  \hspace{1cm} References
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