Quantum Software Development Lifecycle

Benjamin Weder, Johanna Barzen, Frank Leymann, and Daniel Vietz

Abstract With recent advances in the development of more powerful quantum computers, the research area of quantum software engineering is emerging, having the goal to provide concepts, principles, and guidelines to develop high-quality quantum applications. In classical software engineering, lifecycles are used to document the process of designing, implementing, maintaining, analyzing, and adapting software. Such lifecycles provide a common understanding of how to develop and operate an application, which is especially important due to the interdisciplinary nature of quantum computing. Since today’s quantum applications are, in most cases, hybrid, consisting of quantum and classical programs, the lifecycle for quantum applications must involve the development of both kinds of programs. However, the existing lifecycles only target the development of quantum or classical programs in isolation. Additionally, the various programs must be orchestrated, e.g., using workflows. Thus, the development of quantum applications also incorporates the workflow lifecycle. In this chapter, we analyze the software artifacts usually comprising a quantum application and present their corresponding lifecycles. Furthermore, we identify the points of connection between the various lifecycles and integrate them into the overall quantum software development lifecycle. Therefore, the integrated lifecycle serves as a basis for the development and execution of hybrid quantum applications.
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1 Introduction

Quantum computing promises to solve many problems more efficiently or precisely than possible with classical computers, e.g., simulating complex physical systems or applying machine learning techniques [5, 6, 25]. With recent advances in developing more powerful quantum computers, also the development of corresponding quantum software and applications, as well as their integration into existing software architectures, are becoming increasingly important [49, 66]. However, the development of such quantum applications is complex and requires the knowledge of experts from various fields, e.g., physics, mathematics, and computer science [18, 60, 86].

Quantum software engineering is an emerging research area investigating concepts, principles, and guidelines to develop, maintain, and evolve quantum applications [66, 67, 97]. Thereby, it has the goal to increase the quality and reusability of the resulting quantum applications by systematically applying software engineering principles during all development phases from the initial requirement analysis to the retirement of the software [42, 86]. In classical software engineering, software development lifecycles are often used to document the different development phases a software artifact or application goes through [14, 59]. Furthermore, such software development lifecycles also summarize best practices and methods that can be applied in the various phases, as well as corresponding tools [86, 97]. Hence, they can be used for educating new developers by providing an overview of the development process or serve as a basis for the cooperation of experts from different fields [30].

Today’s quantum applications are most often hybrid, consisting of quantum and classical programs [46, 65]. Thus, the lifecycle for quantum applications involves the development and operation of both kinds of programs. However, existing lifecycles from classical software engineering [14, 55], as well as quantum software lifecycles [18, 86], only target one of these kinds and do not address the resulting integration challenges. Furthermore, the execution of the quantum and classical programs must be orchestrated, and data has to be passed between them [90]. Workflow technology is a means for these orchestrations providing benefits, such as scalability, reliability, and robustness [20, 51]. Therefore, also the workflow lifecycle must be integrated into the overall lifecycle for developing quantum applications.

To address this, we introduce a quantum software development lifecycle describing the different relevant phases when developing and operating quantum applications. Thereby, we analyze the purpose of each phase, as well as available concepts and tools. Furthermore, we discuss the different software artifacts usually constituting a quantum application and present their corresponding lifecycles. Finally, we identify the plug points between the various lifecycles to enable their integration into our overall lifecycle for the development of hybrid quantum applications.

The remainder of this chapter is structured as follows: Section 2 introduces fundamentals about hybrid quantum applications. In Section 3, we present our quantum software development lifecycle, as well as the lifecycles of the different software artifacts constituting a hybrid quantum application. Afterwards, Section 4 describes assumptions and possible limitations of the introduced lifecycle. Finally, Section 5 discusses related work, and a conclusion and outlook are given in Section 6.
2 Hybrid Quantum Applications

Nowadays, quantum applications are, in most cases, hybrid, i.e., they consist of quantum algorithm implementations (QAIs) and classical programs, as depicted in Figure 1 [46, 47, 76]. Thereby, the hybrid quantum application may comprise multiple QAIs, e.g., first performing clustering and then training a classifier based on the clustering results [5]. Furthermore, classical programs might be used to load data, transform it into another format, or visualize it for the user [47, 88].

But even a single QAI is often hybrid, comprising quantum programs and classical programs [46, 56]. The general structure of a gate-based QAI, i.e., quantum programs are realized as quantum circuits, is shown at the bottom of Figure 1 [46, 76]. Thereby, the pre-processing tasks are implemented by classical programs and executed on classical computers. Pre-processing, e.g., includes generating state preparation circuits based on input data to initialize the register of the quantum computer when executing the quantum programs [16, 91]. The quantum programs are executed on a quantum computer, first preparing the required state in the register depending on the generated state preparation circuit [46, 60]. Afterwards, the unitary transformation specified by the proper quantum algorithm is performed, and finally, the result is measured. Post-processing, e.g., on a classical computer, interprets the measurement results or mitigates readout-errors in the result distribution by applying an unfolding technique to retrieve a less disturbed distribution from the measured distribution [13, 54].

In addition, various quantum algorithms also require algorithm-specific pre- or post-processing steps that have to be executed on a classical computer [47, 56]. For example, the factorization algorithm of Shor [73] relies on classical post-processing to analyze continued fractions. Another example is Simon’s algorithm [74], which requires solving a linear system of equations after the quantum computation. Further, different variational algorithms, such as VQE [39] or QAOA [23], perform several iterations of quantum and classical processing until the result converges [56]. Thus, the quantum and classical programs have to be integrated to retrieve the final result.
The different programs of QAI s, as well as the QAI s and classical programs of hybrid quantum applications, have to be orchestrated and required data must be passed between them [85, 90]. Workflow technology is an orchestration approach that has been proven since decades to be applicable in various heterogeneous application areas [50, 53]. Hence, workflows should also be used for orchestrating the programs constituting a quantum application [47]. For this, the required activities invoking the quantum and classical programs, their execution order, and the data flow between them, are specified in so-called workflow models [20, 51]. Such workflow models can automatically be executed by a workflow engine. In contrast to the orchestration using a traditional program, e.g., written in Java or Python, workflows provide different benefits, such as robustness, scalability, or persistence [51, 90]. Further, alternative control flows in the presence of errors, as well as transactions comprising multiple activities, can be defined [37]. Thus, hybrid quantum applications will benefit from the usage of one or multiple workflow models orchestrating the required programs.

3 Quantum Software Development Lifecycle

In this section, we present our quantum software development lifecycle, which is depicted in Figure 2. For this, we first discuss that the development of hybrid quantum applications requires integrating the lifecycles of different software artifacts. Then, we present the various phases of the quantum software development lifecycle.

3.1 Interwoven Lifecycles

As discussed in the previous section, quantum applications are usually compound from different artifacts, namely quantum and classical programs and workflows to orchestrate them [47, 90]. Thus, in addition to phases, such as the requirement analysis or the design of the application, the development of a quantum application also comprises the development of the constituting software artifacts. Hence, the quantum software development lifecycle incorporates multiple lifecycles that are interwoven, as depicted in Figure 2: (i) the quantum workflow lifecycle, (ii) the classical software lifecycle, and (iii) the quantum circuit lifecycle. Further, the various software artifacts also have to be managed, which is prepared and done in the (iv) operations lifecycle. Thereby, developers and operations personnel should be tightly integrated following the widely used DevOps paradigm [7, 29] to enable fast and frequent releases [92]. This is especially important in the quantum computing domain with the rapid development of new quantum computers or software tools, which may require adapting the quantum applications regularly [81]. Hence, these lifecycles have to be integrated into the overall lifecycle, and concepts, best practices, and tools used in the various lifecycles must be considered when developing hybrid quantum applications.

There are various lifecycles for business process management and workflows proposed by different works [19, 42, 51]. We base our lifecycle for quantum workflows on the lifecycles presented by Leymann and Roller [51], as well as Dumas et al. [19]. Furthermore, we added required phases specific to the quantum computing domain. The quantum workflow lifecycle is discussed in detail in Section 3.3.
Similar to workflow lifecycles also multiple lifecycles for the development of classical software artifacts have been introduced [14, 55, 59]. A widely used software lifecycle is the waterfall model, comprising five phases: (i) requirement analysis, (ii) design, (iii) implementation, (iv) testing, and (v) maintenance [59]. Other lifecycles or software development models are the spiral model [10], the V-model [55], and the prototype model [43]. However, the detailed discussion of lifecycles for the development of classical software artifacts is out of the scope of this chapter.

Additionally, a lifecycle for the development of quantum circuits has to be integrated into the overall lifecycle for the development of quantum applications. Thereby, we use the quantum circuit lifecycle that we proposed in previous work [86], which will be discussed in more detail in Section 3.4. Although there are some other lifecycles [18, 97], they are still abstract and need to be refined to capture all relevant details to guide developers (see Section 5). However, also lifecycles documenting the relevant phases in the development of quantum programs for other quantum computing models, e.g., the adiabatic model [2], can be integrated in the future.

Finally, all the developed software artifacts constituting a quantum application have to be operated. This includes, e.g., the packaging of the quantum application to ship it into the target environment, or its deployment [7]. The required concepts and tools differ from classical DevOps and have to be extended for the quantum computing domain [29]. Section 3.5 presents the operations lifecycle exhaustively.

Fig. 2 Overview of the Quantum Software Development Lifecycle.
3.2 Enclosing Lifecycle

In the following, we introduce the enclosing lifecycle depicted in Figure 2, defining how the different lifecycles must be interwoven. Thus, various phases require entering the lifecycles of the software artifacts constituting the quantum application, e.g., the implementation phase. Other phases rely on the interplay of the corresponding phases from the different lifecycles, e.g., the testing and deployment phases. Hence, the goal of these phases is summarized, and the phases that must be integrated are discussed.

3.2.1 Requirement Analysis

For both classical and quantum application development, the different interested stakeholders must identify their requirements first [18, 32]. Thereby, the requirements can be functional, i.e., defining the problems to solve, and non-functional, i.e., specifying quality attributes of the resulting quantum application, such as availability, scalability, performance, or maintainability [76]. The requirements are documented measurably to enable the evaluation of the resulting quantum application in the later lifecycle phases, e.g., the analysis phase (see Section 3.2.8) [97]. Further, the different requirements are prioritized, and the overall project schedule is elaborated [7, 32].

3.2.2 Quantum-Classical Splitting

The quantum-classical splitting phase is intended to decide which parts of the quantum application to execute on a quantum computer and which on a classical computer [64, 86]. For the quantum parts, it is also determined if, e.g., a gate-based quantum computer [44] or a quantum annealer [2] should be used. The splitting is based on the requirements from the previous phase, i.e., it is evaluated for which parts suited quantum algorithms exist [18]. Furthermore, it is verified if the non-functional requirements can be satisfied by a quantum program considering the capabilities of the available quantum computers [71]. The splitting can, e.g., be done by quantum experts based on their knowledge and experience [86]. However, this task is complex, time-consuming, and error-prone. Therefore, it should be automated or supported by a recommendation system, which can be based on patterns [45, 91] and best practices or so-called provenance data [33, 87] about other quantum applications.

3.2.3 Architecture & Design

The result of the previous phase is a collection of quantum and classical parts. In the architecture & design phase, an architecture is conceptualized by using these parts and specifying corresponding software components with their functionality and interfaces [7, 59]. Then, the architecture is refined with the internals of the different software components, e.g., the used data structures [97]. The resulting description should provide enough details for the implementation of the various components in the next phase. Thereby, it can, e.g., be specified using the Unified Modeling Language (UML), for which an extension for quantum computing exists [28, 65].
3.2.4 Implementation

In the next phase, the quantum application is implemented based on the requirements and design from the previous phases. Thereby, the implementation includes the development of the different constituting software artifacts. This means the lifecycles for classical programs and quantum programs (see Section 3.4) are entered in this phase. Furthermore, workflows should be used for orchestrating the control- and data flow between these programs [47, 90]. Thus, also the quantum workflow lifecycle is interwoven into this phase (see Section 3.3). The reuse of existing code and programs is one of the major goals of quantum software engineering [66, 67]. Hence, before entering the lifecycles to develop the required software artifacts, existing code and implementations are searched, e.g., using an API manager [17], a service registry [27], or a platform for sharing quantum software [48, 49].

3.2.5 Testing

After the implementation, the quantum application is tested to verify the intended behavior according to the specified requirements before delivering it to the users [59, 97]. Similar to the implementation phase, it includes the testing of all constituting software artifacts, i.e., quantum programs, classical programs, and workflows. Therefore, the testing of these artifacts is also located in their corresponding lifecycles (e.g., see Section 3.4.3). In addition to testing the artifacts in isolation, so-called integration tests should be performed to verify if the independently developed artifacts work together correctly [94]. Although there are some testing and verification approaches for quantum circuits, the development of a holistic testing strategy for hybrid quantum applications is still an open research question [4, 58, 83].

3.2.6 Deployment

During the deployment phase, everything is prepared to enable the execution of the quantum application [93, 95]. Thus, the execution environment for the classical programs is set up, e.g., for a Python script, a virtual machine may be created and, the required Python runtime is installed on it [88]. Similarly, also the quantum programs and the workflows must be deployed. However, some of the required functionality may also be available as a service or API and require no deployment [89]. The deployment is part of the operations lifecycle and is discussed in detail in Section 3.5.4.

3.2.7 Observability

In the next phase, the quantum application, as well as its execution environment, are monitored. Thereby, data is collected for two different purposes: (i) observing the current state of a running quantum application and (ii) storing the data in the long-term to enable its analysis, e.g., to improve the quantum application or to enable traceability, comprehensibility, and reproducibility [33, 51]. This phase requires the collection of data about all software artifacts comprising the hybrid quantum application [87]. Hence, it must be defined in the different development lifecycles what data to collect, which is then gathered at runtime in the operations lifecycle.
3.2.8 Analysis

In the last phase of the lifecycle, the collected data from the observability phase is analyzed. The goals of this phase are to find bugs that have to be fixed or possible improvements for the quantum application [47, 87]. For example, if the quantum programs frequently produce erroneous results, a sub-optimal splitting for today’s limited quantum computers could be the reason [69, 86]. Therefore, after the analysis phase, the next iteration of the lifecycle can be entered, e.g., adapting the requirements to perform an improved splitting and realize the other found optimizations.

3.3 Quantum Workflow Lifecycle

As discussed in Section 2, the different programs realizing a quantum application have to be orchestrated, which should be done using workflows to benefit from their advantages [47, 88]. Next, we present the quantum workflow lifecycle (see Figure 3).

3.3.1 Modeling

In the modeling phase, the collection of activities implementing the quantum application, as well as their partial order, are defined in a workflow model depending on the result of the architecture & design phase (see Section 3.2.3) [47, 51]. Furthermore, also the data flow between the activities is specified [20, 37]. Thereby, a standardized workflow language, such as the Business Process Model and Notation (BPMN) [63] or the Business Process Execution Language (BPEL) [61], should be used to simplify the reuse of workflow models across different workflow engines [50, 51].

3.3.2 Quantum-Classical Splitting

Similar to the quantum-classical splitting of the enclosing lifecycle (see Section 3.2.2), a splitting is also performed in the quantum workflow lifecycle. Thereby, the goal is to decide which of the activities of the workflow model from the previous
phase are implemented classically and which require the execution of a quantum algorithm or program. For this, corresponding extensions for workflow languages have been proposed providing explicit modeling constructs for the execution of quantum circuits, as well as frequently occurring pre- and post-processing tasks [85, 90].

3.3.3 IT Refinement

The IT refinement phase is intended to transform the abstract workflow model from the previous phases into an executable workflow model [51]. For this, the contained activities are refined regarding three dimensions: (i) what has to be done within the activity, (ii) with which programs is the activity performed, and (iii) who is responsible for the activity. Thereby, existing implementations for the activities should be searched first, e.g., quantum and classical programs or workflow models that can be used as sub-workflows to increase the software reuse [17, 27, 66]. If no suited implementation to reuse is found, it must be implemented in this phase by entering the corresponding lifecycle, e.g., the quantum circuit lifecycle (see Section 3.4).

3.3.4 Deployment

In the deployment phase, the modeled and refined workflow model is uploaded to the workflow engine [19, 51]. Thereby, the workflow model is usually frozen, i.e., it can no longer be changed. Thus, the upload of a changed workflow model from another iteration of the lifecycle results in a new version of the workflow model and does not affect running instances. The implementations of the different activities in the workflow can either be bound during deployment or dynamically at runtime [27]. After the deployment, the workflow is ready for execution and can be instantiated.

3.3.5 Observability

The created workflow instances are monitored to track their current state during runtime [20, 51]. This includes, e.g., the currently executed activities, the input and output data of already performed activities, or the reason for taking a particular path in the workflow model [47, 50]. The collected information can usually be visualized by the workflow engine and, e.g., used to handle unexpected errors [51]. When a workflow instance terminates, the collected data is moved to the audit trail, a separate database comprising the information about completed workflow instances [1, 84].

3.3.6 Analysis

In the last phase, the data stored in the audit trail is analyzed, e.g., using process mining or machine learning techniques [1, 68]. Thereby, statistics about the various paths taken through the workflow model or the average execution times can be used as a basis for redesigning and improving the workflow model in the next iteration [51]. This redesign, e.g., includes parallelizing activities, adding automated error handling for frequently occurring errors, or improving slow activity implementations.
3.4 Quantum Circuit Lifecycle

In the following, we discuss our quantum circuit lifecycle [86], as depicted in Figure 4. This lifecycle is, e.g., entered if a quantum circuit is required as part of a quantum application, and no suitable implementation can be found (see Section 3.2.4).

3.4.1 Quantum-Classical Splitting

The splitting in the quantum circuit lifecycle is the splitting at the lowest granularity compared to the splitting of quantum applications and quantum workflows. It is entered with a description of the problem to solve and is intended to decide if a pure quantum algorithm or a hybrid quantum algorithm should be used [86]. For example, if the problem is to find eigenvalues, the quantum phase estimation (QPE) as a pure quantum algorithm or the variational quantum eigensolver (VQE) as a hybrid algorithm can be used [82], and the decision is done in this lifecycle phase.

3.4.2 Hardware-Independent Implementation

After deciding which quantum algorithm to use, the corresponding quantum circuit must be implemented. Thereby, the implementation should be hardware-independent to enable a later hardware selection based on the current characteristics of the different available quantum computers (see Section 3.4.5) [71, 79, 85]. Furthermore, the quantum circuit should also be defined independently of specific input data, which is encoded in the next phase by prepending a suited state preparation circuit to the beginning of the implemented circuit [16, 91]. Thus, the quantum circuit can be reused for different instances of the problem to solve [86]. For the implementation of the quantum circuit, a plethora of technologies can be utilized [24, 46, 81]. For example, (i) quantum programming languages, such as Q# or Quipper, (ii) quantum assembly languages, such as OpenQASM or Quil, and (iii) quantum libraries that are embedded into classical programming languages, such as Qiskit or Forest in Python.
3.4.3 Testing & Verification

Next, the quantum circuit is tested and verified to ensure its correct behavior. One approach is to add statistical assertions to the quantum circuit [35]. Then, it is verified that the specified state is measured when executing the quantum circuit until the point where the assertion is defined. Thus, the results of the assertions guide programmers in finding bugs. However, this requires the execution of the circuit for each assertion, which is only feasible for small quantum circuits and few assertions. Additionally, first approaches try to check assertions dynamically at runtime [52]. But then additional ancilla qubits and gates are required, limiting the applicability with today’s restricted quantum computers [69]. Another approach adapted from classical software engineering is white- and black-box testing, e.g., utilizing a simulator if this is feasible for the quantum circuit size [58, 80]. Further, quantum circuits can also be verified by experts or using automated approaches [4, 83]. However, the debugging, testing, and verification of quantum circuits is still an open research question.

3.4.4 Quantum Circuit Enrichment

The quantum circuit from the hardware-independent implementation phase is implemented independently of a certain problem instance to solve. Thus, it is enriched with the details required to solve a particular instance of the problem in this phase [86]. This enrichment comprises two steps: (i) state preparation [16, 91] and (ii) oracle expansion [40]. For the state preparation step, a circuit initializing the register of the quantum computer with the required state is generated based on the input data [46, 91]. The resulting state preparation circuit is then prepended to the original circuit. Thereby, different encodings exist, such as the angle, amplitude, or basis encoding [91]. These encodings provide different characteristics, e.g., the number of required qubits or gates. Furthermore, different quantum algorithms rely on black-box functions, so-called oracles [40, 46]. However, these oracles have to be implemented or loaded from a corresponding library before executing the quantum circuit.

3.4.5 Quantum Hardware Selection

Quantum computers that are available during the Noisy Intermediate-Scale Quantum (NISQ) [69] era are error-prone and provide only limited capabilities [46, 71]. Additionally, periodic re-calibrations change their characteristics, e.g., the decoherence times of the qubits, over time [79, 87]. Thus, the selection of a suitable quantum computer to execute a given quantum circuit is a complex task [71, 85]. To overcome this issue, different metrics, such as quantum volume (QV) [9] or the total quantum factor (TQF) [72], and various benchmarks [41, 57] have been introduced to assess the capabilities of the available quantum computers. Further, there are some tools, such as the QuRE Toolbox [78], to estimate the required resources to execute a quantum algorithm on given input data. Finally, the NISQ Analyzer [71] automatically selects a suitable quantum computer based on properties of the quantum circuit, such as width or depth, and the current characteristics of the available quantum computers.
3.4.6 Optimization & Compilation

After selecting a suitable quantum computer for the execution of the quantum circuit, it has to be optimized and compiled to the machine instructions that can be executed by the selected quantum computer [11, 75]. For this, a quantum compiler assigns the qubits of the quantum circuit to the physical qubits of the quantum computer [34, 38, 46]. Due to the different characteristics of the qubits, e.g., their decoherence times or connectivity, the assignments influence the error probability of the quantum circuit execution [46]. Therefore, the assignments should be optimized based on current provenance data about the qubit characteristics [87]. Similarly, the gates used in the quantum circuit must be mapped to gates physically implemented by the selected quantum computer [11]. If one of the gates is not physically implemented, it has to be replaced by a corresponding subroutine of implemented gates [75, 87].

3.4.7 Execution

In the next phase, the compiled quantum circuit is executed on the selected quantum computer. Depending on the quantum cloud offering used, this is done by submitting a corresponding job to a queue or reserving a time slice for the execution [44, 49]. The quantum circuit is usually executed multiple times, referred to as the number of shots, to reduce the impact of statistical errors [46, 87]. Furthermore, if a variational algorithm is selected in the quantum-classical splitting phase, the execution may comprise multiple iterations of quantum and classical processing [46, 86].

3.4.8 Error Mitigation

In contrast to full error correction [26, 70], which is unfeasible on today's NISQ machines, error mitigation [77] has the goal to reduce the impact of noise in the results of quantum circuit executions [46]. Some of these error mitigation techniques require adding additional gates or adapting existing ones while using much fewer qubits than needed for error correction [21]. However, the circuit then has to be adapted before the execution. After the execution, classical post-processing is used to mitigate the errors [77]. Some techniques also solely rely on classical post-processing and do not require changes in the circuits [22]. A subset of these techniques are so-called readout-error mitigation or unfolding techniques [13, 54]. Thereby, depending on the used technique, different states are periodically prepared and subsequently measured on the quantum computer [86]. Based on the retrieved data, the impact of readout-errors can then be reduced in the result distribution of a circuit execution [13].

3.5 Operations Lifecycle

The last lifecycle integrated into the quantum software development lifecycle is the operations lifecycle, for which the different phases are depicted in Figure 5. It is intended to operate all the software artifacts comprising a quantum application.
Fig. 5 Detailed View of the Operations Lifecycle.

3.5.1 Topology Modeling

The operations personnel performing the phases in this lifecycle are in charge of deploying and managing all software artifacts of the hybrid quantum application (see Section 3.5.4). However, a manual deployment and management are time-consuming and error-prone [12, 89]. Thus, it must be automated using so-called provisioning or deployment technologies, such as Kubernetes or Terraform [93, 95]. For this, all necessary software artifacts and their dependencies are described by a directed acyclic graph, called the topology model [8]. In addition to the proprietary languages provided by the different provisioning technologies, there are also standardized languages such as TOSCA [62] to define topology models [93]. Figure 6 depicts an exemplary topology model for a hybrid quantum application. Thereby, the nodes in the topology model represent the different software artifacts, e.g., the classical and quantum programs [88]. Further, the edges specify the relations between the artifacts, e.g., that the classical program is hosted on a docker engine or connects to a quantum program after performing some pre-processing. The semantics of the nodes is defined by reusable types shown in brackets [95], e.g., the quantum program is implemented as a Qiskit app and executed using the IBMQ quantum cloud offering. Finally, the nodes in the topology model can be configured using so-called properties, e.g., the token to access IBMQ at runtime as shown at the corresponding node [93].

3.5.2 Packaging

After specifying the topology model, the quantum application is packaged as a self-contained archive [29, 47]. Therefore, only a single entity including all dependencies has to be transferred into the target environment for the execution [89]. This self-contained archive contains the quantum and classical programs comprising the quantum application, as well as the topology model from the previous phase describing their dependencies and how they can be automatically provisioned [47, 89]. Furthermore, workflow models to orchestrate the programs can be added to the archive. Finally, data required by the quantum application may also be packaged [98].
3.5.3 Policy Specification

The developed quantum application can usually be offered with different quality of service (QoS) guarantees [15]. For example, the classical components of the quantum application can be automatically scaled, or a defined time slice can be reserved for the quantum programs. Therefore, different policies can be defined specifying the QoS guarantees as well as the implications when using the policy, e.g., the incurred monetary costs, to offer them in an app store or over an API manager [17, 49].

3.5.4 Deployment

In this phase, the execution environment for the quantum application is set up. For this, the topology model is passed to a corresponding provisioning engine, which interprets it and installs the required dependencies and programs [47, 95]. In addition to a deployment for all users if a new version is available, also advanced strategies, such as performing a canary deployment [3], are possible. This allows deploying the new version for a subset of users to evaluate it before rolling it out for all users.

3.5.5 Observability

During runtime, the deployed software artifacts are monitored to verify their correct behavior or to visualize their current state for the user (see Section 3.3.5). Thereby, the collected data for all software artifacts constituting the quantum application must be consolidated to enable a unified view [87]. This comprises, e.g., the logs of a virtual machine executing a classical program, the logs of a workflow instance, or the current characteristics of the used quantum computers. Furthermore, this data is stored in the long-term to enable the analysis of the quantum application (see Section 3.2.8).
4 Discussion

The introduced quantum software development lifecycle integrates the quantum workflow lifecycle, implying that most non-trivial quantum applications should be implemented using workflow technology [47, 90]. Thereby, workflow technology enables benefiting from robust, proven, and mature solutions, that have been applied in various heterogeneous application areas, such as e-Science [53] or business process management [50]. Furthermore, there are already the first commercial workflow offerings specialized for quantum computing like Zapata Orquestra [96]. Finally, IBM announced workflows as one of the major building blocks in their roadmap [36]. However, our lifecycle can also be used without workflows if it turns out in the architecture & design phase that workflows are not required for the application.

The presented quantum circuit lifecycle (see Section 3.4) is designated for the development and execution of quantum circuits during the NISQ era [69, 86]. Therefore, it contains some phases that can be skipped if fully error-corrected quantum computers are available, e.g., the hardware selection or error mitigation phase. Furthermore, other lifecycle phases might change significantly due to new developments. For example, the quantum circuit enrichment phase must be adapted if an efficient quantum random access memory (QRAM) [31] implementation is available [86, 91].

Additionally, the quantum software development lifecycle is assuming gate-based quantum algorithm implementations. However, it can be easily adapted by integrating a lifecycle for quantum programs relying on other quantum computing models, e.g., the adiabatic model [2], as discussed in Section 3.1. To the best of our knowledge, there exists currently no lifecycle for quantum programs using another model.

Finally, there are a lot of open research questions and possibilities to improve the lifecycle phases. For example, developing a holistic test strategy for hybrid quantum applications, the proposal of new metrics to assess and compare quantum computers, or designing a recommendation system for the quantum-classical splitting phases.

5 Related Work

Different research works proposed lifecycles, methodologies, or workflows for the development of quantum applications which will be discussed in this section.

Zhao [97] performed a comprehensive survey about quantum software engineering, presenting different methods, tools, and open questions in this research area. Additionally, he also introduces a quantum software lifecycle based on the classical waterfall model, consisting of five phases: (i) quantum software requirements analysis, (ii) quantum software design, (iii) quantum software implementation, (iv) quantum software testing, and (v) quantum software maintenance. Thereby, the different phases are reused from the classical lifecycle, but the tools and methods for the phases are adapted to the quantum computing domain. However, it misses the discussion of some important aspects, such as the deployment of quantum applications, the orchestration of the quantum and classical programs, and the packaging of all required artifacts, e.g., to store and sell the quantum application in an app store.
A quantum software lifecycle similar to Zhao’s is also proposed by Dey et al. [18]. Thereby, they include the same five phases but add an additional quantum feasibility study phase to the beginning of the lifecycle. This phase is intended to evaluate the availability of suited quantum algorithms, as well as powerful enough quantum computers. In our lifecycle, this is included in the quantum-classical splitting phase of the enclosing lifecycle, which separates the problem into classical parts and quantum parts that can be successfully executed on an available quantum computer. However, it also does not include some important phases, e.g., the monitoring of the running quantum application or their packaging as a self-contained archive and deployment.

Quantum DevOps was proposed by Gheorghe-Pop et al. [29], motivating the need to apply the DevOps paradigm in the quantum computing domain. Thereby, they analyze the different phases of the traditional DevOps process and extend them correspondingly. Further, they focus on the evaluation of the available quantum computers in each iteration, to enable the selection of a suitable one for the execution.

Sodhi et al. [76] analyzed the characteristics of different quantum computing platforms, e.g., from IBM and Rigetti. Based on this analysis, they examined how the characteristics affect quality attributes of quantum applications, such as maintainability, usability, or performance. Further, the impact on the various lifecycle phases and required steps to achieve the quality attributes in these phases are discussed.

6 Conclusion and Outlook

Quantum computers are rapidly evolving in terms of qubit counts, decoherence times, and lower error rates. Thus, problems in more and more application areas can be solved by quantum applications. Hence, the need for high-quality quantum applications will increase dramatically in the next years. However, the development of such applications is complex and incorporates experts from various fields. To enable their successful cooperation and ease the education of new developers, a common understanding of the development process of quantum applications is needed. In this chapter, we introduced a quantum software development lifecycle summarizing eight phases comprising this development process. Furthermore, we discussed the different software artifacts usually realizing a quantum application, i.e., quantum programs, classical programs, and workflows. We presented the lifecycles of these artifacts and showed how they are integrated into the overall lifecycle of quantum applications.

Quantum computing in general, and also quantum software engineering, is a very active research area where new concepts and tools are published regularly. Therefore, the quantum software development lifecycle is a living document, which can be adapted and extended with new developments. This comprises, e.g., the addition of new concepts and tools or the extension with another development phase.
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