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Abstract—Given a log and a specification, timed pattern matching aims at exhibiting for which start and end dates a specification holds on that log. For example, “a given action is always followed by another action before a given deadline”. This problem has strong connections with monitoring real-time systems. We address here timed pattern matching in presence of an uncertain specification, i.e., that may contain timing parameters (e.g., the deadline can be uncertain or unknown). That is, we want to know for which start and end dates, and for what values of the deadline, this property holds. Or what is the minimum or maximum deadline (together with the corresponding start and end dates) for which this property holds. We propose here a framework for timed pattern matching based on parametric timed model checking.
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In contrast to most parametric timed problems, the solution

The timed pattern matching problem was recently formulated in [UFAMI4], with subsequent works varying the setting and improving the technique (e.g., [UFAMI6, WAHI6, WHSI7]). In [UFAMI4], the problem takes as input a timed signal \( w \) (values that change over the continuous notion of time) and a timed regular expression \( R \) (a real-time extension of regular expressions); and it returns the set of intervals \([t, t']\) for which the timed regular expression is matched by the log, i.e., \( w \) restricted to \([t, t']\) belongs to the language of \( R \).

In [WAHI6, WHSI7], we introduced a solution to the timed pattern matching problem where the log is given in the form of a timed word (a sequence of events with their associated timestamps), and the specification in the form of a timed automaton (TA), an extension of finite-state automata with clocks [AD94]. In [WAHI6], our technique first relied on an extension of the Boyer-Moore algorithm for string matching and its extension to (untimed) pattern matching by Watson and Watson; in [WHI7], it relied on (an automata-theoretic extension of) skip values from the Franck–Jennings–Smyth (FJS) algorithm for string matching [JSI97], so as to improve the efficiency.

As a motivating example, consider the example in Fig. 1. Here $ $ is a special terminal character. Consider the automaton in Fig. 1a and fix \( p_1 = 1 \) and \( p_2 = 1 \)—which gives a timed automaton [AD94]. For this timed automaton (say \( A \)) and the target timed word \( w \) in Fig. 1b, the output of the timed pattern matching problem is the set of matching intervals \( \{(t, t') | \frac{w(t, t')}{|t, t'|} \in L(A) \} \). The problem is decidable which mainly comes from the fact that logs are finite, and we propose a practical solution based on parametric timed model checking.

Contribution: In this work, we consider a more abstract problem: given (a concrete) timed log and an incomplete specification where some of the timing constants may be known with limited precision or completely unknown, what are the intervals and the valuations of the parameters for which the specification holds? Coming back to Fig. 1, the question becomes to exhibit values for \( t, t', p_1, p_2 \) for which the specification holds on the log, i.e., \( \{(t, t'; v) | \frac{w(t, t'))}{|t, t'|} \in L(v(A)) \} \), where \( v \) denotes a valuation of \( p_1, p_2 \) and \( v(A) \) denotes the replacement of \( p_1, p_2 \) in \( A \) with their respective valuation in \( v \).

Related work: Several algorithms have been proposed for online monitoring of real-time temporal logic spec-
Online monitoring consists in monitoring on-the-fly at runtime, while offline monitoring can possibly be performed after the execution is completed, with less hard constraints on the monitoring algorithm performance. An online monitoring algorithm for ptMTL (a past time fragment of MTL [Koy90]) was proposed in [BFM14] and an algorithm for MTL[U,S] (a variant of MTL with both forward and backward temporal modalities) was proposed in [HAF14]. In addition, a case study on an autonomous research vehicle monitoring [KCDK15] shows such procedures can be performed in an actual vehicle.

The approaches most related to ours are [UFAM14], [UFAM16], [Ulu17]. In that series of works, logs are encoded by signals, i.e., values that vary over time. This can be seen as a state-based view, while our timed words are event-based. The formalism used for specification in [UFAM14], [UFAM16] is timed regular expressions (TREs). An offline monitoring algorithm is presented in [UFAM14] and an online one is in [UFAM16]. These algorithms are implemented in the tool Montre [Ulu17]. The difference between different specification formalisms (TREs, timed automata, temporal logics, etc.) are subtle, but for many realistic examples the difference may not matter.

In [WHST17], we presented an efficient algorithm for online timed pattern matching that employs (an automata-theoretic extension of) skip values from the Franek–Jennings–Smyth (FJS) algorithm for string matching [FJS07]. We showed that our algorithm generally outperforms a brute-force one and our previous BM algorithm [WAHT10]: it is twice as fast for some realistic automotive examples. Through our theoretical analysis as well as experiments on memory consumption, our algorithm was shown to be suited for online usage scenarios, too. In comparison, we use here a different approach not based on FJS, but rather on parametric model checking.

Some algorithms have also been proposed for parameter identification of a temporal logic specification with uncertainty over a log. For discrete time setting, an algorithm for an extension of LTL is proposed in [FR08] and for real-time setting, algorithms for parametric signal temporal logic (PSTL) are proposed in [ADMN11], [BFM18]. Although these works are related to our approach, previous approaches do not focus on segments of a log but one whole log. In contrast, we exhibit intervals together with their associated parameter valuations, in a fully symbolic fashion. We believe our matching-based setting is advantageous in many usage scenarios e.g., from hours of a log of a car, extracting timing constraints of a certain actions to cause slipping. Also, our setting allows the patterns with complex timing constraints (see the pattern in Fig. 4c, for example).

In [BFMU17], the robust pattern matching problem is considered over signal regular expressions, consisting in computing the quantitative (robust) semantics of a signal relative to an expression. For piecewise-constant and piecewise-linear signals, the problem can be effectively solved using a finite union of zones.

Finally, in an orthogonal direction, in [CJL17], the authors propose a refinement of trace abstractions technique to perform parameter synthesis for real-time systems; they use IMITATOR, as in our work.

A summary of various matching problems is given in Table 1.

Outline: We first introduce the parametric timed pattern matching problem and the necessary preliminaries in Section II. We then introduce our approach based on parametric model checking in Section III. We apply it to benchmarks from [HAF14] in Section IV. We finally outline future directions of research in Section V.

II. PRELIMINARIES AND OBJECTIVE

Our target strings are timed words [AD94], that are time-stamped words over an alphabet Σ. Our patterns are given by parametric timed automata [AHV93].

A. Timed words and timed segments

For an alphabet Σ, a timed word is a sequence w of pairs (aᵢ, τᵢ) ∈ (Σ × R≥0) satisfying τᵢ < τᵢ₊₁ for any i ∈ [1, |w| − 1]. Given a timed word w, we often denote it by (w, τ), where w is the sequence (a₁, a₂, · · ·) and τ is the sequence (τ₁, τ₂, · · ·). Let w = (w, τ) be a timed word. We denote the subsequence (aᵢ, τᵢ), (aᵢ₊₁, τᵢ₊₁), · · · , (aj, τj) by w(i, j). For t ∈ R such that −τ₁ < t, the t-shift of w is
\[(\pi, \tau) + t = (\pi, \tau + t)\] where \(\tau + t = \tau_1 + t, \tau_2 + t, \ldots, \tau_{|t|} + t.\]

For timed words \(w = (\pi, \tau)\) and \(w' = (\pi', \tau')\), their absorbing concatenation is \(w \circ w' = (\pi \circ \pi', \tau \circ \tau')\) where \(\pi \circ \pi' = \pi\) and \(\tau \circ \tau' = \tau\) are usual concatenations.

For a timed word \(w = (\pi, \tau)\) on \(\Sigma\) and \(t, t' \in \mathbb{R}_{\geq 0}\) satisfying \(t < t'\), a timed word segment \(w|_{(t,t')}\) is defined by the timed word \(w(i, j) - t \circ (\Sigma, t' - t)\) on the augmented alphabet \(\Sigma \sqcup \{\}$\), where \(i, j\) are chosen so that \(\tau_{j-1} < t \leq \tau_j\) and \(\tau_j \leq t' < \tau_{j+1}\). Here the fresh symbol \(\$\) is called the terminal character.

### B. Clocks, parameters and guards

We assume a set \(X = \{x_1, \ldots, x_R\}\) of clocks, i.e., real-valued variables that evolve at the same rate. A clock valuation is a function \(\nu : X \rightarrow \mathbb{R}_{\geq 0}\). We write \(0\) for the clock valuation assigning \(0\) to all clocks. Given \(d \in \mathbb{R}_{\geq 0}\), \(\nu + d\) denotes the valuation s.t. \(\nu(x) + d\) for all \(x \in X\). Given \(R \subseteq X\), we define the reset of a valuation \(\nu\), denoted by \([\nu]_R\), as follows: \([\nu]_R(x) = 0\) if \(x \in R\), and \([\nu]_R(x) = \nu(x)\) otherwise.

We assume a set \(P = \{p_1, \ldots, p_M\}\) of parameters, i.e., unknown constants. A parameter valuation \(\nu\) is a function \(\nu : P \rightarrow \mathbb{Q}_+\). We assume \(\omega \in \{<, =, \leq, \geq, >\}\). A guard \(g\) is a constraint over \(X \cup P\) defined by a conjunction of inequalities of the form \(x < d\), or \(x \geq d\) with \(d \in \mathbb{N}\) and \(p \in P\). Given \(g\), we write \(\nu \models v(g)\) if the expression obtained by replacing each \(x\) with \(\nu(x)\) and each \(p\) with \(v(p)\) in \(g\) evaluates to true.

### C. Parametric timed automata

Parametric timed automata (PTA) extend timed automata with parameters within guards and invariants in place of integer constants [AHV93].

**Definition 1 (PTA).** A PTA \(A\) is a tuple \(A = (\Sigma, L, l_0, F, X, P, I, E)\), where:

1. \(\Sigma\) is a finite set of actions,
2. \(L\) is a finite set of locations,
3. \(l_0 \in L\) is the initial location,
4. \(F \subseteq L\) is the set of accepting locations,
5. \(X\) is a finite set of clocks,
6. \(P\) is a finite set of parameters,
7. \(I\) is the invariant, assigning to every \(l \in L\) a guard \(I(l)\),

1. Observe that, in contrast with [WAH16], [WH17], we use here closed intervals, i.e., \(t, t'\) may be equal to the start or end time of the word.

2. We choose \(\mathbb{Q}_+\) by consistency with most of the PTA literature, but also because, for classical PTAs, choosing \(\mathbb{R}_{\geq 0}\) leads to undecidability [Mih00].

**Definition 2 (Semantics of a PTA).** Given a PTA \(A = (\Sigma, L, l_0, F, X, P, I, E)\), and a parameter valuation \(\nu\), the semantics of \(\nu(A)\) is given by the timed transition system (TTS) \((S, s_0, \rightarrow)\), with

\[
S = \{(l, \nu) \in L \times \mathbb{R}^H_{\geq 0} \mid \nu \models v(I(l))\},
\]

\[s_0 = (l_0, 0),\]

\[\rightarrow\] consists of the discrete and (continuous) delay transition relations:

1. discrete transitions: \((l, \nu) \xrightarrow{\nu} (l', \nu')\), if \((l, \nu), (l', \nu') \in S\), and there exists

---

\[E\text{ is a finite set of edges } e = (l, g, a, R, l') \text{ where } l, l' \in L\text{ are the source and target locations}, a \in \Sigma, R \subseteq X\text{ is a set of clocks to be reset, and } g\text{ is a guard.}\]

Given a parameter valuation \(\nu\), we denote by \(v(A)\) the non-parametric structure where all occurrences of a parameter \(p_i\) have been replaced by \(v(p_i)\). We denote as a *timed automaton* any structure \(v(A)\), by assuming a rescaling of the constants: by multiplying all constants in \(v(A)\) by their least common denominator, we obtain an equivalent (integer-valued) TA, as defined in [A1994].

The synchronous product (using strong broadcast, i.e., synchronization on shared actions) of several PTAs gives a PTA.

**Definition 2 (Synthesized product of PTAs).** Let \(N \in \mathbb{N}\). Given a set of PTAs \(A_i = (\Sigma_i, L_i, l_{i0}, F_i, X_i, P_i, I_i, E_i)\), \(1 \leq i \leq N\), the synthesized product of \(A_i\), \(1 \leq i \leq N\), denoted by \(A_1 \parallel \cdots \parallel A_N\), is the tuple \((\Sigma, L, l_0, F, X, P, I, E)\), where:

1. \(\Sigma = \bigcup_{i=1}^N \Sigma_i\),
2. \(L = \prod_{i=1}^N L_i\),
3. \(l_0 = (l_{01}, \ldots, l_{0N})\),
4. \(F = \{l_1, \ldots, l_N\} \in L \mid \exists i \in [1, N] \text{ s.t. } l_i \in F_i\},
5. \(X = \bigcup_{1 \leq i \leq N} X_i\),
6. \(P = \bigcup_{1 \leq i \leq N} P_i\),
7. \(I((l_1, \ldots, l_N)) = \bigwedge_{1 \leq i \leq N} I_i(l_i)\) for all \((l_1, \ldots, l_N) \in L\),

and, for all \(i \notin \zeta_a\), \(l'_i = l_i\). Let us now recall the concrete semantics of TA.

**Definition 3 (Semantics of a TA).** Given a PTA \(A = (\Sigma, L, l_0, F, X, P, I, E)\), and a parameter valuation \(\nu\), the semantics of \(\nu(A)\) is given by the timed transition system (TTS) \((S, s_0, \rightarrow)\), with

\[
S = \{(l, \nu) \in L \times \mathbb{R}^H_{\geq 0} \mid \nu \models v(I(l))\},
\]

\[s_0 = (l_0, 0),\]

\[\rightarrow\] consists of the discrete and (continuous) delay transition relations:

1. discrete transitions: \((l, \nu) \xrightarrow{\nu} (l', \nu')\), if \((l, \nu), (l', \nu') \in S\), and there exists
\( e = (l, g, a, R, l') \in E \), such that \( v' = [v]_R \), and \( \nu \models v(g) \).

2) delay transitions: \((l, \nu) \xrightarrow{d} (l, \nu + d)\), with \( d \in \mathbb{R}_{\geq 0} \), if \( \forall d' \in [0, d], (l, \nu + d') \in S \).

Moreover we write \((l, \nu) \xrightarrow{(e,d)} (l', \nu')\) for a combination of a delay and discrete transition if \( \exists \nu' : (l, \nu) \xrightarrow{d} (l, \nu') \xrightarrow{e} (l', \nu') \).

Given a TA \( v(A) \) with concrete semantics \((S, s_0, \rightarrow)\), we refer to the states of \( S \) as the concrete states of \( v(A) \). A run of \( v(A) \) is a possibly infinite alternating sequence of concrete states of \( v(A) \) and pairs of edges and delays starting from the initial state \( s_0 \) of the form \( s_0, (e_0, d_0), s_1, \cdots \) with \( i = 0, 1, \ldots, e_i \in E \), \( d_i \in \mathbb{R}_{\geq 0} \) and \((s_i, e_i, s_{i+1}) \in \rightarrow \). Given such a run, the associated timed word is \((a_1, \tau_1), (a_2, \tau_2), \cdots \), where \( a_i \) is the action of edge \( e_i \), and \( \tau_i \) is the sum of delays \( \sum_{0 \leq j < i} d_j \), for \( i = 1, 2, \cdots \).

Given a state \( s = (l, \nu) \), we say that \( s \) is reachable in \( v(A) \) if \( s \) appears in a run of \( v(A) \). By extension, we say that \( l \) is reachable; and by extension again, given a set \( T \) of locations, we say that \( T \) is reachable if there exists \( l \in T \) such that \( l \) is reachable in \( v(A) \).

A finite run is accepting if its last state \((l, \nu)\) is such that \( l \in F \). The (timed) language \( \mathcal{L}(v(A)) \) is defined to be the set of timed words associated with all accepting runs of \( v(A) \).

D. Reachability synthesis

We will use here reachability synthesis to solve parametric timed pattern matching. This procedure, called EFsynth, takes as input a PTA \( A \) and a set of target locations \( T \), and attempts to synthesize all parameter valuations \( v \) for which \( T \) is reachable in \( v(A) \). EFsynth was formalized in e.g., [JLR15] and is a procedure that may not terminate, but that computes an exact result (sound and complete) if it terminates. EFsynth traverses the parametric zone graph of \( A \), which is a potentially infinite extension of the well-known zone graph of TAs (see, e.g., [ACEF09], [JLR15] for a formal definition).

E. Timed pattern matching

Let us recall timed pattern matching [WAH16], [WHST17].

Timed pattern matching problem:

**Input:** a TA \( A \), a timed word \( w \) over a common alphabet \( \Sigma \).

**Problem:** compute all the intervals \((t, t')\) for which the segment \( w|_{(t, t')} \) is accepted by \( A \). That is, it requires the match set \( \mathcal{M}(w, A) = \{(t, t') \mid w|_{(t, t')} \in \mathcal{L}(A)\} \).

The match set \( \mathcal{M}(w, A) \) is in general uncountable; however it allows finite representation, as a finite union of special polyhedra called zones (see [BY03], [WAH16]).

\[ \text{We now extend this problem to parameters by allowing a specification expressed using PTAs. The problem now requires not only the start and end dates for which the property holds, but also the associated parameter valuations.} \]

**Parametric timed pattern matching problem:**

**Input:** a PTA \( A \), a timed word \( w \) over a common alphabet \( \Sigma \).

**Problem:** compute all the triples \((t, t', v)\) for which the segment \( w|_{(t, t')} \) is accepted by \( v(A) \). That is, it requires the match set \( \mathcal{M}(w, A) = \{(t, t', v) \mid w|_{(t, t')} \in \mathcal{L}(v(A))\} \).

We will see that this match set can still be represented as a finite union of polyhedra, but in more dimensions, viz., \(|P| + 2\), i.e., the number of parameters + 2 further dimensions for \( t \) and \( t' \). However, the form of the obtained polyhedra is more general than zones, as parameters may “accumulate” to produce sums of parameters with coefficients (e.g., \( 3 \times p_1 < p_2 + 2 \times p_3 \)).

III. TIMED PATTERN MATCHING UNDER UNCERTAINTY

A. General approach

We make the following two assumptions, that do not impact the correctness of our method, but simplify the subsequent reasoning.

**Assumption 1.** As in [WAH16], [WHST17], we assume that the pattern automaton contains a single final location, and that all transitions to this final location are labeled with $\$. 

**Assumption 2.** We assume that the pattern automaton contains no action not part of the timed word alphabet, with the exception of the special action $\$. 

Both assumptions are easy to remove in practice: for **Assumption 1** if the pattern PTA contains more than one final location, they can be merged into a single final location. For **Assumption 2** the transitions labeled with actions not part of the timed word alphabet can simply be deleted.

We show using the following approach that parametric timed pattern matching can reduce to parametric reachability analysis.

1) We turn the pattern into a symbolic pattern, by allowing it to start anytime. In addition, we use two parameters to measure the (symbolic) starting time and the (symbolic) ending time of the pattern.

2) We turn the timed word into a (non-parametric) timed automaton, that uses a single clock \( x_{\text{abs}} \), that measures the absolute time.

3) We consider the synchronized product of the symbolic pattern PTA and the timed word (P)TA.

4) We run the reachability synthesis algorithm to derive all possible parameter valuations for which the final location of the pattern automaton is reachable.
B. Our approach step by step

1) Making the pattern symbolic: In this first step, we first add two parameters \( t \) and \( t' \), which encode the (symbolic) start and end time where the pattern holds on the input timed word. This way, we will obtain a result in the form of a finite union of polyhedra in \( M + 2 \) dimensions, where the 2 additional dimensions come from the addition of \( t \) and \( t' \). We also add a clock \( x_{abs} \) initially 0 and never reset (this clock is shared by the pattern PTA and the subsequent timed word TA). Then, we modify the pattern PTA as follows:

1. We add two fresh locations (say \( l_0' \) and \( l_0'' \)) prior to the initial location \( l_0 \);
2. We add a fresh clock (say \( x \)); in practice, this clock is used only in the initial location, an existing clock of the pattern may be reused;
3. We add an unguarded self-loop allowing any action of the timed word on \( l_0' \), and resetting \( x \);
4. We add an unguarded transition from \( l_0'' \) to \( l_0' \) allowing any action of the timed word on \( l_0'' \), and resetting \( x \);
5. We add a transition from \( l_0' \) to \( l_0 \) guarded by \( x_{abs} = t \land x > 0 \), labeled with a fresh action \( \text{start} \) and resetting all clocks of the pattern (except \( x_{abs} \));
6. We add a transition from \( l_0'' \) to \( l_0 \) guarded by \( x_{abs} = t \land x_{abs} = 0 \), labeled with \( \text{start} \);
7. We add a guard \( x_{abs} = t' \) and reset \( x \) on the final transitions labeled with \( \$ \);
8. We add an extra location after the former final location, with a transition guarded by \( x > 0 \);
9. The initial location of the modified PTA becomes \( l_0'' \).

Let us give the intuition behind our transformation. First, the two guards \( x_{abs} = t \) and \( x_{abs} = t' \) allow to record symbolically the value of the starting and ending dates. Second, the new locations \( l_0'' \) and \( l_0'' \) allow the pattern to “start anytime”; that is, it can synchronize with the timed word TA for an arbitrary long time while staying in the initial location \( l_0'' \) (and therefore not matching the pattern), and start (using the transition from \( l_0'' \) to \( l_0' \)) anytime. Third, due to the constraint \( x > 0 \), a non-zero time must elapse between the last action before the pattern start and the actual pattern start. The distinction between \( l_0'' \) and \( l_0' \) is necessary to also allow starting the pattern at \( x_{abs} = 0 \) if no action occurred before. Finally, the guard \( x > 0 \) just before the final location ensures the next action of the system (if any) is taken after a non-zero delay, following our definitions of timed word and projection.

Let \( \text{MakeSymbolic} \) denote this procedure.

Consider the pattern PTA \( \mathcal{A} \) in Fig. 1a. The result of \( \text{MakeSymbolic}(\mathcal{A}) \) is given in Fig. 2a. Note that we use the same clock \( x \) for both the extra clock introduced by our construction and the original clock of the pattern automaton from Fig. 1a.

2) Converting the timed word into a (P)TA: In this second step, we convert the timed word into a (non-parametric) timed automaton. This is very straightforward, and simply consists in converting a timed word of the form \( (a_1, \tau_1), \ldots, (a_n, \tau_n) \) into a sequence of transitions labeled with \( a_i \) and guarded with \( x_{abs} = \tau_i \) (recall that \( x_{abs} \) measures the absolute time and is shared by the timed word automaton and the pattern automaton).

Let \( \text{TW2PTA} \) denote this procedure.

Consider the timed word \( w \) in Fig. 1b. The result of \( \text{TW2PTA}(w) \) is given in Fig. 2b.

3) Synchronized product: The last part of the method consists in performing the synchronized product of \( \text{MakeSymbolic}(\mathcal{A}) \) and \( \text{TW2PTA}(w) \), and calling \( \text{EFsynth} \) on the resulting PTA.

We summarize our method \( \text{PTPM}(\mathcal{A}, w) \) in Algorithm 1.

Example 1. Consider again the timed word \( w \) and the PTA pattern \( \mathcal{A} \) in Fig. 1. The result of \( \text{PTPM}(\mathcal{A}, w) \) is as follows:
Algorithm 1: PTPM($\mathcal{A}, w$)

**input**: A pattern PTA $\mathcal{A}$ with final location $F$, a timed word $w$

**output**: Constraint $K$ over the parameters

1. $\mathcal{A}' \leftarrow \text{MakeSymbolic} (\mathcal{A})$
2. $\mathcal{A}_w \leftarrow \text{TW2PTA}(w)$
3. return EFsynth($\mathcal{A} \parallel \mathcal{A}_w, F$)

\[
\begin{align*}
1.7 < t & < 2.8 - p_1 \land 4.9 \leq t' < 5.3 \land p_2 > 1.2 \\
\lor & \ 2.8 < t < 3.7 - p_1 \land 5.3 \leq t' < 6 \land p_2 > 1.2 \\
\lor & \ 3.7 < t < 4.9 - p_1 \land t' \geq 6 \land p_2 > 0.7
\end{align*}
\]

Observe that, for the parameter valuation given in the introduction ($p_1 = p_2 = 1$), only the pattern corresponding to the last disjunct could be obtained, i.e., the pattern that matches the last three $a$ of the timed word in Fig. 1b. In contrast, the first disjunct can match the first three $a$ coming after the two $b$s, while the second disjunct allows to match the three $a$s in the middle of the last five $a$s in Fig. 1b.

We give various projections of this constraint onto two dimensions in Fig. 3 (the difference between plain red and light red is not significant—light red constraints denote unbounded constraints towards at least one dimension).

C. Termination

We state below the termination of our procedure.

**Lemma 1** (termination). Let $\mathcal{A}$ be a PTA encoding a parametric pattern, and $w$ be a timed word. Then PTPM($\mathcal{A}, w$) terminates.

**Proof**: First, observe that there may be non-determinism in the pattern PTA, i.e., the timed word can potentially synchronize with two transitions labeled with the same action from a given location. Even if there is no syntactic nondeterminism, nondeterminism can appear due to the interleaving of the initial start action: in Fig. 2, the first $a$ of the timed word can either synchronize with the self-loop on $l'_0$, or the start action can first occur, and then the first $a$ synchronizes of the timed word with the $a$ labeling the transition from $l_0$ to $l_1$ of the pattern PTA. Second, the pattern PTA may well have loops (and this is the case in our experiments in Section IV-C), which yields an infinite parametric zone graph (for the pattern automaton not synchronized with the word automaton). However, let us show that only a finite part of the parametric zone graph is explored by EFsynth: indeed, since TW2PTA($w$) is only a finite sequence, and thanks to the strong synchronization between the pattern PTA and the timed word PTA and due to Assumption 2, only a finite number of finite discrete paths in the synchronized product will be explored. The only interleaving is due to the initial start action (which appears twice in the pattern PTA but can only be taken once at most due to the mutually exclusive guards $x = 0$ and $x > 0$), and due to the final $s$ action, that only appear on the last transition to the last-but-one final location. As the pattern PTA is finitely branching, this gives a finite number of finite paths. The length of each path is clearly bounded by $|w| + 3$. Let us now consider the maximal number of such paths: given a location in TW2PTA($w$), the choice of the action (say $a$) is entirely deterministic. However, the pattern PTA may be non-deterministic, and can synchronize with $B$ outgoing transitions labeled with $a$, which gives $B^{|w|}$ combinations. In addition, the start action can be inserted exactly once, at any position in the timed word (from before the first action to after the last action of the word—in the case of an empty pattern): this gives therefore $|(w| + 1) \times B^{|w|}$ different runs. (The $s$ is necessarily the last-but-one action, and does not impact the number of runs, as the (potential) outgoing transitions from the final location are not explored.) Altogether, a total number of at most $(|w| + 3) \times (|w| + 1) \times B^{|w|}$ symbolic states is explored by EFsynth in the worst case.

**Lemma 3** may not come as a surprise, as the input timed word is finite. But it is worth noting that it comes in contrast with the fact that the wide majority of decision problems are undecidable for parametric timed automata, including the emptiness of the valuation set for which a given location is reachable both, for integer- and rational-valued parameters (see [And17] for a survey).

D. Pattern matching with optimization

We also address the following optimization problem: given a timed word and a pattern containing parameters, what is the minimum or maximum value of a given parameter such that the pattern is matched by the timed word? That is, we are only interested in the optimal value of the given parameter, and not in the full list of matches as in PTPM.

While this problem can be solved using our solution from Section III-A (by computing the multidimensional constraint, and then eliminating all parameters but the target parameter, using variable elimination techniques), we use here a dedicated approach, with the hope it be more efficient. Instead of managing all symbolic matches (i.e., a finite union of polyhedra), we simply manage the current optimum; in addition, we cut branches that cannot improve the optimum, with the hope to reduce the number of states explored. For example, assume parameter $p$ is to be minimized: if the current minimum is $p > 2$, and if a branch is such that $p \geq 3$, then this branch will not improve the minimum, and can safely be discarded. Let PTPM$_{opt}$ denote this procedure.

**Example 2**. Consider again the timed word $w$ and the PTA pattern $\mathcal{A}$ in Fig. 1. Minimizing $p_2$ so that the pattern
matches the timed word for at least one position gives $p_2 > 0.7$, while maximizing $p_1$ gives $p_1 < 1.2$.

IV. EXPERIMENTS

We evaluated our approach against two standard benchmarks from [HAF14], already used in [WHS17], as well as a third benchmark specifically designed to test the limits of parametric timed pattern matching. We fixed no bounds for our parameters.

We used IMITATOR [AFKS12] to perform the parameter synthesis (algorithm EFsynth). IMITATOR relies on the Parma Polyhedra Library (PPL) [BHZ08] to compute symbolic states. It was shown in [BFMU17] that polyhedra may be dozens of times slower than more efficient data structures such as DBMs (difference bound matrices); however, for parametric analyses, DBMs are not suitable, and parameterized extensions (e.g., in [HRSV02]) still need polyhedra in their representation.

We used a slightly modified version of IMITATOR for technical reasons (see Appendix A). We wrote a simple Python script to implement the TW2PTA procedure; the patterns (Fig. 4) were manually transformed following the MakeSymbolic procedure, and converted into the input language of IMITATOR.

We ran experiments using IMITATOR 2.10.4 “Butter Jellyfish” on a Dell Precision 3620 i7-7700 3.60 GHz with 64 GiB memory running Linux Mint 19 beta 64 bits. Sources, binaries, models, logs can be found at www.imitator.fr/static/ICECCS18.

A. GEAR

Benchmark GEAR is inspired by the scenario of monitoring the gear change of an automatic transmission system. We conducted simulation of the model of an automatic transmission system [HAF14]. We used S-TaLiRo [ALFS11] to generate an input to this model; it generates a gear change signal that is fed to the model. A gear is chosen from \( \{ g_1, g_2, g_3, g_4 \} \). The generated gear change is recorded in a timed word. The set \( W \) consists of 10 timed words; the length of each word is 1,467 to 14,657.

The pattern PTA \( A \), shown in Fig. 4a, detects the violation of the following condition: If the gear is changed to 1, it should not be changed to 2 within \( p \) seconds. This condition is related to the requirement \( \phi_5^{AT} \) proposed in [HAF14] (the nominal value for \( p \) in [HAF14] is 2).

We tabulate our experiments in Table II. We give from left to right the length of the timed word in terms of actions and time, then the data for PTPM (the number of symbolic states explored, the number of (symbolic) matches found, the parsing time and the computation time excluding parsing) and for PTPM_{opt} (number of symbolic states explored and computation time) using IMITATOR. The parsing time for PTPM_{opt} is almost identical to PTPM and is therefore omitted.

The corresponding chart is given in Fig. 5a (PTPM is given in plain black, and PTPM_{opt} in red dashed). PTPM_{opt} brings a gain in terms of memory (symbolic states) of about 25%, while the gain in time is about 20%.

B. ACCEL

The \( W \) of benchmark ACCEL is also constructed from the Simulink model of the automated transmission system [HAF14]. For this benchmark, the (discretized) value of three state variables are recorded in \( W \): engine RPM (discretized to “high” and “low” with a certain threshold), velocity (discretized to “high” and “low” with a certain threshold), and 4 gear positions. We used S-TaLiRo [ALFS11] to generate a input sequence of gear change. Our set \( W \) consists of 10 timed words; the length of each word is 2,559 to 25,137.

The pattern PTA \( A \) of this benchmark is shown in Fig. 4b. This pattern matches a part of a timed word that violates the following condition: If a gear changes from 1 to 2, 3, and 4 in this order in \( p \) seconds and engine RPM becomes large during this gear change, then the velocity of the car must be sufficiently large in one second. This condition models the requirement \( \phi_8^{AT} \) proposed in [HAF14] (the nominal value for \( p \) in [HAF14] is 10).

Experiments are tabulated in Table III. The corresponding chart is given in Fig. 5b. This time, PTPM_{opt} brings almost
no gain in terms of states, and a loss of speed of about 15 to 20%, which may come from the additional polyhedra inclusion checks to test whether a branch is less good than the current optimum.

C. Blowup

As a third experiment, we considered an original (toy) benchmark that acts as a worst case situation for parametric timed pattern matching. Consider the PTA pattern in Fig. 4c and assume a timed word consisting in an alternating sequence of “a” and “b”. Observe that the time from the pattern beginning (that resets $x$) to the end is exactly $p_1$ time units. Also observe that the duration of the loop through $l_2$ and $l_3$ has a duration in $[p_3, p_2)$; therefore, for values sufficiently small of $p_2, p_3$, one can always match a larger number of loops. That is, for a timed word of length $2n$ alternating between “a” and “b”, there will be $n$ possible matches from position 0 (with $n$ different parameter constraints), $n - 1$ from position 1, and so on, giving a total number of $\frac{n(n+1)}{2}$ matches with different constraints in 5 dimensions.

Note that this worst case situation is not specific to our approach, but would appear independently of the approach chosen for parametric timed pattern matching.

We generated random timed words of various sizes, all alternating exactly between “a” and “b”. Our set $W$ consists of 5 timed words of length from 200 to 1,000.

Experiments are tabulated in Table IV. The corresponding chart is given in Fig. 5c. PTPM becomes clearly non-linear as expected. This time, PTPM$_{opt}$ brings a dramatic gain in both memory and time; even more interesting, PTPM$_{opt}$ remains perfectly linear.

D. Discussion

A first positive outcome is that our method is effectively able to perform parametric pattern matching on words of length up to several dozens of thousands, and is able to output results in the form of several dozens of thousands

| Length | Model | Time frame | States | Matches | PTPM Parsing (s) | Comp. (s) | PTPM$_{opt}$ | Comp. (s) |
|--------|-------|------------|--------|---------|-----------------|---------|-------------|---------|
| 1,467  | 1,000 | 4,453      | 379    | 0.02    | 1.60            | 3,322   | 0.94        |
| 2,387  | 2,000 | 8,633      | 739    | 0.33    | 2.14            | 6,422   | 1.70        |
| 4,595  | 3,000 | 14,181     | 1,247  | 0.71    | 3.63            | 10,488  | 2.85        |
| 5,839  | 4,000 | 17,885     | 1,546  | 1.23    | 4.08            | 12,223  | 3.74        |
| 7,301  | 5,000 | 22,501     | 1,974  | 1.94    | 5.88            | 16,585  | 4.79        |
| 8,995  | 6,000 | 27,609     | 2,404  | 2.96    | 7.28            | 20,413  | 5.76        |
| 10,316 | 7,000 | 31,753     | 2,780  | 4.00    | 8.38            | 23,419  | 6.86        |
| 11,831 | 8,000 | 36,301     | 3,159  | 5.39    | 9.75            | 26,832  | 7.87        |
| 13,183 | 9,000 | 40,025     | 3,414  | 6.86    | 10.89           | 29,791  | 8.64        |
| 14,657 | 10,000| 44,581     | 3,816  | 8.70    | 12.15           | 33,141  | 9.89        |
of symbolic matches in several dimensions, in just a few seconds. Another positive outcome is that P TPM is perfectly linear in the size of the input word for GEAR and ACCEL: this was expected as these examples are linear, in the sense that the number of states explored by P TPM is linear as these patterns feature no loops.

Note that the parsing time is not linear, but it could be highly improved: due to the relatively small size of the models usually treated by IMITATOR, this part was never properly optimized, and it contains several quadratic syntax checking functions.

The performances do not completely allow yet for an online usage in the current version of our algorithm and implementation (in WHS17, we pushed the ACCEL case study for timed words of length up to 17,280,002). A possible direction is to perform and on-the-fly computation of the parametric zone graph, more precisely to do an on-the-fly parsing of the timed word automaton; this will allow IMITATOR to keep in memory a single location at a time (instead of up to 25,137 in our experiments).

Finally, although this is not our original motivation, we believe that, if we are only interested in robust pattern matching, i.e., non-parametric pattern matching but with an allowed deviation ("guard enlargement") of the pattern automaton, then using the efficient 1-dimensional parameterized DBMs of [San15] would probably be an interesting alternative: indeed, in contrast to classical parameterized DBMs [HRSV02] (that are made of a matrix and a parametric polyhedron), the structure of [San15] only needs an $H \times H$ matrix with a single parameter, and seems particularly efficient.

V. CONCLUSION

We proposed a first approach to perform timed pattern matching in the presence of an uncertain specification. This allows us to synthesize parameter valuations and intervals
for which the specification holds on an input timed word. Our implementation using IMITATOR may not completely allow for online timed pattern matching yet, but already gives an interesting feedback in terms of parametric monitoring. Our second algorithm aiming at finding minimal or maximal parameter valuations is less sensitive to state space explosion. While our algorithms should be further optimized, we believe they pave the way for a more precise monitoring of real-time systems with an output richer than just timed intervals.

Future works: In [WHS17], we proposed an approach that can apply for online timed pattern matching. Its strength relied on the fact that an exhaustive search was not necessary, thanks to a skipping mechanism. Our next work will be to combine our current approach with the skipping mechanism of [WHS17].

Another challenge is the interpretation (and the visualization) of the results of parametric timed pattern matching. While the result of $\text{PTPM}_{\text{opt}}$ is natural, the fully symbolic result of $\text{PTPM}$ remains a challenge to be interpreted; for example, the 125,250 matches for BLOWUP means the union of 125,250 polyhedra in 5 dimensions. We give a possible way to visualize such results in the visualization of GEAR ($|w| = 1467$): in particular, observe in Fig. 6a that a single point exceeds 3, only a few exceed 2, while the wide majority remain in $[0, 1]$. This helps to visualize how fast the gear is changed from 1 to 2, and at what timestamps.

Also, exploiting the polarity of parameters, as done in [ADMN11] or in lower-bound/upper-bound parametric timed automata [HRSV02], may help to improve the efficiency of $\text{PTPM}_{\text{opt}}$.

Finally, a natural extension of our work is to study monitoring using more expressive logics such as [BKMZ15].
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A. Handling thousands of polyhedral disjuncts

IMITATOR handles non-convex constraints (finite unions of polyhedra); while most case studies solved by IMITATOR in the past handle simple constraints (made of a few disjuncts), the experiments in this manuscript may handle up to dozens of thousands of such polyhedra. We therefore had to disable an inclusion test of a newly computed state into the already computed constraint: this test usually has a very interesting gain but, on our complex polyhedra, it had disastrous impact on the performance, due to the inclusion check of a (simple) new convex polyhedron into a disjunction of dozens of thousands of convex polyhedra. To disable this check, we added a new option (not set by
default) to the master branch of IMITATOR, and used it in all our experiments.

B. Significantly decreasing IMITATOR computation time

In a preliminary version of our experiments, we obtained a computation time of up to 71 times slower than in the current version (e.g., 1201.2 instead of 16.90 for PTPM applied to ACCEL with an input word of size 25,137). It turned out that a frequent manual invocation of the OCaml garbage collector was responsible for this much slower time. Removing this invocation made our experiments much faster, while keeping the usual speed for the collection of benchmarks of IMITATOR. Recall that the experiments in this paper are unusual as the size of the input model (in terms of number of locations) is an order of magnitude larger than IMITATOR’s historical benchmarks.