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Abstract

NOTE (2022-06-14): This work was done for a class project in Fall 2019 and is shown, unless noted, without changes.

Developing and improving computational approaches to covering news can increase journalistic output and improve the way stories are covered. In this work we approach the problem of covering crime stories in Los Angeles. We present a machine-in-the-loop system that covers individual crimes by (1) learning the prototypical coverage archetypes from classical news articles on crime to learn their structure and (2) using output from the Los Angeles Police department to generate “lede paragraphs”, first structural unit of crime-articles. We introduce a probabilistic graphical model for learning article structure and a rule-based system for generating ledes. We hope our work can lead to systems that use these components together to form the skeletons of news articles covering crime. 1

1 Introduction

Newspaper coverage of crime serves several purposes. It memorializes the victims of crimes, it informs the public, and it helps hold officers and city officials accountable for an important dimension of urban health (Katz, 1987). Indeed, crime news is a cornerstone of local and national media coverage: some reports put crime coverage at 50% of total U.S. news coverage by volume (Schildkraut, 2017; Mann, 2018).

However, declining newspaper advertisement revenues have had a significant impact on newspapers in the U.S. (Barthel, 2018). This has led to severe staff cuts, paper closings and diminishing

* Authors contributed equally. Author order is based on last-name alphabetical, descending.
1 This work was done for a class project in Jonathan May’s Advanced Natural Language Processing Course, Fall, 2019.
first, the initial crime-event is described using a set of templates and data generated by the Los Angeles Police Department (LAPD). Then, appropriate context-paragraphs are recommended by models trained to learn the structure of paragraphs in articles and their flow. We provide the code.²

Our contributions are threefold:

• We formulate the problem of crime-coverage as well as an approach that puts the human journalist at the center of a machine-in-the-loop system.

• We provide a set of templates that translate LAPD crime-codes into lede paragraphs.

• We provide a novel graphical model as well as a Gibbs Sampler and code that learns the structure of news articles in terms of paragraph transitions in an unsupervised manner.

Taken together, we envision a computational journalism system that can bootstrap crime coverage, thus allowing journalists to be more efficient, cover more stories, and do so from a more principled perspective. Our demonstration here shows not only that this is possible, but feasible for one type of crime story. This is an approach that can be adopted and expanded for other types of stories as well.

2 Background

The standard flow for writing a crime article is typically simple: (1) a lede is identified, (2) statements are gathered from police, victim (or family), or other associated entities (3) broader context is added via background, which is then (4) connected to a trend. This flow is shown in Figure 2, along with the procedures that are followed by journalists at each step.

2https://github.com/alex2awesome/lapd-hate-crimes

| Paragraph | Type |
|-----------|------|
| A South Korean court found two K-pop stars guilty of having sex with a woman without her consent. The court said in a statement that they were convicted of committing “special quasi-rape”... South Korean entertainment industry is hugely popular, but have suffered a series of sexual scandals that has revealed a dark side. On Sunday, K-pop musician G. Hara was found dead at her home... |
| 1. $T_0$: Lede |
| 2. $T_2$: Statement |
| 3. $T_1$: Background |
| 4. $T_3$: Secondary event |

Box 1: A sample crime news article article hand-labeled to show the transitions between paragraph-types. (Url: https://lat.ms/2PnnNLI)

We show an example article labeled with this procedural flow in Box 1. As can be seen, the first paragraph describes the main event, the Lede (Paragraph Type: 0). Following paragraphs each add different elements to the story: background, statements and secondary events. Together, this conveys to the reader not just the primary event of interest, but where it fits into the broader world of current events and trends.

3 Problem Statement

Thus, we wish to break down the process of newswriting by identifying the news article as a set of paragraphs:

\[
\text{article} = [p_1, p_2, p_3,...] \quad (1)
\]

\[
\text{type}(p_i) = t \in \{1, ..., T\} \quad (2)
\]

As shown (eqn 1), the article is an ordered set of paragraphs, where each paragraph has a type. Our objectives are two-fold:

1. We wish to learn the archetypical types of paragraphs in a news article and the transition probabilities between each paragraph.

2. We wish to take a computational approach to generating different types of paragraphs.

In the current work, we present both our approach to learning these paragraph archetypes and an implementation of generation techniques for the lede paragraph for one type of story: crime stories in Los Angeles.
4 Structure Learning

4.1 Generative Model

Our generative model for the structure of news articles assumes that each news article is composed of a collection of paragraphs, each of type $T$, which combined with a background document topic serves to generate the words observed in the document. Our goal is to learn the latent variable $T$ associated with each paragraph. Our generative story is as follows:

For paragraph type $p = 1, ..., P$, sample paragraph-type distribution $\theta_p \sim \text{Dir}(H_p)$.

For document $d = 1, ..., D$:

1. Sample background topic distribution $\theta_d \sim \text{Dir}(\alpha)$

2. For paragraph 1, ..., $P_d$:

   (a) Sample par.-type $T \sim \text{Cat}(P_T)$

      i. For word 1, ..., $N_p$:

         A. Sample word-type $s \sim \text{Bin}(\gamma)$
         B. if $s$ = “paragraph word”, sample word-topic $z \sim \text{Cat}(\theta_p(T))$
         C. if $s$ = “document word”, sample word-topic $z \sim \text{Cat}(\theta_d)$
         D. Sample word $w \sim \text{Cat}(\phi(z))$

We show a graphical representation of our model in Figure 3. On a high level, we assume each paragraph type shares general linguistic characteristics across documents: for example, a background paragraph might have words like “percent” or “nation”. However, we assume that many words in all paragraphs are document-specific: words like “gun” or “hate” in an article about hate-crime might occur in all paragraphs.

Our model shares some similarities with Bamman et al. (2013)’s Persona Topic Model, which also infers a latent type across documents, a notable departure from the classical Latent-Dirichlet Allocation model (Blei et al., 2003). Bamman et al. (2013)’s work has a similar inference structure, except Bamman et al. (2013) observe the switching variable $s$. In our model, we leave this unobserved.

4.2 Inference

We construct a joint probability and collapse out the Dirichlet priors, $\theta_d$, $\theta_p$, $P_T$ and $\phi$. We iteratively sample the type of each paragraph $T_p$, and the switching variable and word-topic, $[s_{d,n}, z_{d,n}]$. $s_{d,n}$ and $z_{d,n}$ are sampled as a block. We now describe the inference procedures for each variable.

**Paragraph-Type Inference:** First, for each paragraph in each document, we sample a paragraph type $T_p \in \{1, ..., T\}$ according to:

\[
p(T_p|T_{-p}, z, s, \gamma, H_T, \alpha) \propto p(T_p|H_T) \times p(z|s = \text{“par”}, H_p)
\]

\[
(H_T + c_{T_p,s}^-) \times \prod_{j \in N_p} \frac{(c_{z_j,T_p,s} + H_p)}{(c_{s,T_p,s} + KH_p)}
\]

where the first term in the product is the probability associated with each paragraph type: $c_{T_p,s}^-$ is the count of all paragraphs of type $T_p$ without considering the current paragraph’s assignment. The second term is the probability associated with word topics in the paragraph of type $s = \text{“paragraph”}$. Here, $N_p$ is the set of all word-topics in the current paragraph of this type. $c_{z_j,T_p,s}$ represents the count of all word topics of type $z_j$ associated with each paragraph type $T_p$ and $c_{s,T,p,s}$ represents the count of all word topics associated with paragraph type $T_p$. $K$ is the number of topics.\(^3\)

**Switching Variable Inference:** Next, for each word in each paragraph, we sample a switching variable, $s_{d,n}$ which determines if the word contributes to the paragraph-type topic, or the background document topic. We use the following

---

\(^3\)We note that this sampling equation is subject to review. We dropped the term $p(s|\gamma)$, as it did not appear to vary in the sampling procedure. However, the equation as it stands appears to violate d-separation, as $s$ is a parent of a child of $T$.
sampling equation:

\[
p(s_{d,n}) | \tilde{z}_{d,n}, z, \gamma \\
\propto p(s_{d,n}) | \tilde{z}_{d,n} \propto p(z_{d,n}) | \theta_p, \theta_d \\
\propto \begin{cases} 
\gamma \times (c_{z_{d,n}}, + H_p) & \text{if } s_{d,n} = \text{"par"} \\
(1 - \gamma) \times (c_{z_{d,n}})_{d,n} + H_p & \text{if } s_{d,n} = \text{"doc"}
\end{cases}
\]

Where the first term in both cases represents the Bernoulli probability term associated with the switching variable. The second term represents the probability that word-topic \(k\) is associated with either the current paragraph type or the document. Here, \(c_{z_{d,n}}, T_{p,*}\), \(c_{z_{d,n}}\), and \(K\) are the same as defined in the previous section. \(c_{z_{d,n}}\) is the count of all word-topics of type \(z_{d,n}\) associated with document \(d\) and \(c_{z_{d,n}}\) is the count of all word-topics associated with document \(d\).

**Word-topic Inference:** Finally, for each word-topic in each paragraph, we sample \(z_{d,n}\) which determines the topic of the word. We use the following sampling equation:

\[
p(z_{d,n}) | s_{d,n}, \theta_p, \theta_d, \alpha, H_p \\
\propto \begin{cases} 
(c_{z_{d,n}})_{T_{p,*}} + H_p & \text{if } s_{d,n} = \text{"par"} \\
(c_{z_{d,n}})_{d,n} + \alpha & \text{if } s_{d,n} = \text{"doc"}
\end{cases}
\]

where: \(W(d,n) = \frac{(c_{z_{d,n}})_{s_{d,n}} + \beta}{(c_{z_{d,n}})_{s_{d,n}} + V \beta}\)

Where the first term represents the probability associated with each word-topic. In these terms, \(c_{z_{d,n}}\) and \(c_{z_{d,n}}\) are as defined above, except with the current word-topic assignment held out. The second term represents the probability of the word-topic being associated with the word, \(w(d,n)\). Here, \(c_{z_{d,n}}\) represents the count of all words \(w(d,n)\) associated with topic \(z_{d,n}\), \(c_{z_{d,n}}\) represents counts of \(z(d,n)\) overall and \(V\) represents the size of the vocabulary.

**4.3 Data**

We use the New York Times Annotated Corpus\(^4\) to train our model, which contains 1.8 million articles published between 1987–2007, as well as metadata information for each article, including the date of publication and the page of the newspaper the article was printed on.

We filter to all articles that have the word “crime” in it as a rough heuristic to identify crime articles. Additionally, we also filter to all New York Times that were published between Monday-Friday.\(^5\) This results in approx. 48,000 articles.\(^6\) We remove a set of publication-specific stopwords.

**4.4 Analytical results**

To reiterate the goal of our model, we are interested in modeling the structure of an article by modeling different paragraph types. We hypothesize that the paragraph-type is determined by a set of words common across documents. As such, to explore the performance of our model, we explore (1) the words associated with paragraph-structure (i.e. \(w_{d,n}, s_1, s, s_{d,n} = 0\)) (2) the paragraph types we learn and, (3) transitions between paragraph types and accuracy of tagging. As we lack expert annotation for a thorough evaluation, for (3), we will examine how well our model tags the first paragraph with a consistent type, as this is most likely to be a lede paragraph.

**Words associated with Paragraph Structure.**

As shown in Table 1, the words most associated with the document-specific topic, \(s = 1\), are topic-specific words, as we’d expect. On the other hand, the words most associated with the paragraph-type topic, \(s = 0\), appear to be more general descriptive words.

We further examine the nature of these words in Figure 4, which shows the distribution over POS tags among the top word for \(s = 0\) and \(s = 1\) respectively. As can be seen, the words more associated with \(s = 0\) are descriptive, ADJ, while the words more associated with \(s = 1\) are specific, NOUN. The lede paragraph learned by our topic model is most likely to be of type 2, followed by 0 and 4.

**Paragraph-Type Words:** We show the top topics associated with each paragraph-type in Table 2. It appears that paragraph-type 6 captures some sense of statement, the words “charges” and “states” are prominent. On the other hand, paragraph-type 7 seems to be more background: “percent” and “according” are both prominent, which are typically

\(^4\)https://catalog.ldc.upenn.edu/LDC2008T19
Table 1: Vocabulary words with the highest likelihood of being associated with paragraph type \((s = 0)\) or document topic \((s = 1)\). Words with count greater than 50 shown.

| Word      | \(p(s = 1)\) | Word      | \(p(s = 1)\) |
|-----------|---------------|-----------|---------------|
| cites     | 0.27          | diseases  | 0.95          |
| evidently | 0.27          | scores    | 0.95          |
| accusation| 0.27          | suburb    | 0.94          |
| verbal    | 0.27          | colombia  | 0.94          |
| assist    | 0.27          | pushed    | 0.94          |
| abstract  | 0.29          | depicted  | 0.93          |

Figure 4: Distribution over POS tags for words most associated with either the paragraph-type \((s = 0)\) or the background document topic \((s = 1)\).

4.5 Shortcomings and Extensions

We note that our model has several shortcomings that may have limited our observations.

We do not model positional information about paragraphs. For instance, the “lede” paragraph might be more likely to be the first paragraph, and be more likely to be followed by a “Background” than a “Secondary Event” paragraph. Our model ignores this information. A possible extension could be the incorporation of \(T_i - 1\) into the conditional for \(T_i\).

Additionally, we do not place a learnable prior on the switching variable, \(s\), and simply fix \(\gamma\). This might be too strong of a belief, and in future models we might want to place a Beta distribution over \(\gamma\). Further, we did not experiment with different settings for \(\gamma\) because of the slow speed of our topic model, we simply ran the model with \(\gamma = .7\).

Finally, and most importantly, we are only learning a single distribution over paragraph types, \(T\). If, as noted by other researchers (Pöttker, 2003; Khataei and Lau, 2013; Oliveres, 2017; Lang, 1989; Dai et al., 2018), there are several different article structures, it is logical to assume that \(P_T\) is not single distribution over paragraph types, but rather multiple, leading us to introduce another variable for article type \(A\), into \(T\)’s conditional.

5 Generating Lede Paragraphs

In this section, we describe our approach to generating lede paragraphs for crime stories. On a high level, we take crime reports generated by the Los Angeles Police Department (LAPD) and generate a set of templates for different crime reports. Our journalistic goal is to generate an output article for every hate crime committed in Los Angeles county.

5.1 Data

Our templates take as input police reports generated by the LAPD. The information provided in
Table 2: Top topics associated with selected paragraph types. Top three topics are weighted by PMI.

| Par-Type | Top Topics                                                                 | Par-Type | Top-Topics                                                                 |
|----------|--------------------------------------------------------------------------|----------|---------------------------------------------------------------------------|
| 0        | law, today, million; president, trial, crimes; law, man, crimes          | 2        | department, general, trial; united, percent, black; million, trial, justice |
| 3        | president, states, today; cases, evidence, charges; office, million, prison| 4        | charges, department, percent; today, public, law; prison, criminal, today  |
| 6        | charges, black, department; prison, criminal, today; president, states, today | 7        | united, percent, black; law, justice, according; house, charges, crimes   |
| 8        | million, trial, justice; department, general, trial; evidence, judge, criminal | 9        | prison, criminal, today; president, district, charges; department, general, trial |

Table 3: Entropy over Paragraph Types for the First Paragraph of the article.

| Method | KMeans | Paragraph TM |
|--------|--------|--------------|
| Entropy | 2.22   | 2.27         |

An example police report is shown in Figure 4a. The LAPD publishes between 10-20 crime reports a week with the code 0903, which indicate a Hate Crime. Each police report consists of a crime-type, a location, a list of codes, and other assorting metadata.

Each code maps to a description, enumerated in the LAPD’s Consolidated Crime Analysis Database\(^7\). We show a sample of codes relevant to the example in Table 4b.

We partner with the Crosstown organization, which is a journalistic organization based at University of Southern California’s Annenberg School for Communication and Journalism. Student journalists at Annenberg have manually generated \(\approx 300\) lede-sentences for hate crimes, starting January 1st, 2019. We use these ledes as training data for our system. A sample lede for the crime shown in Table 4 is shown in Table 4c.

5.2 Template Approach

The size of the data is too small to learn an automatic generation of text. So, we focus on a semi-automatic way of learning and filling templates in this section. This attempt focuses on enabling more sophisticated learning in the future by enriching the parallel data for template and generated lede paragraphs.

An analysis of the LAPD crime reports revealed an existence of natural clusters in the crime codes. All crime codes could be clustered into larger bins like suspect behavior, suspect details, victim details, bias etc. based on the description of these codes.

The analysis also showed a variation in the design of lede paragraph based on the crime type. For example, a crime of type ASSAULT-Hatred/Prejudice will have focus on race/ethnicity of the victim and the suspect. This contrasts with, for example, crimes of type VANDALISM - Misdemeanor, which focus instead on the monetary damage as well.

Templates are hand-coded for each crime type based on a token and n-gram similarity across hand-written ledes. Hand-written lede paragraphs for a particular crime type are manually evaluated to get all spans of text occurring across all examples of the crime type. These spans are then joined together with “<slot>”s to create a template. The need for a <slot> is identified by examining mismatching text spans across ground truth lede paragraphs. We manually group crime-code clusters based on keyword match and identify sets of crime-codes applicable for each slot. A manual verification of these auto-generated templates is done to check for grammatical inconsistencies.

An example of one such template for crime type = “ASSAULT” is shown in Table 4d.

Template Filling: A `slot-filling’ approach has been used to auto-generate the lede paragraph

\(^7\)https://github.com/alex2awesome/lapd-hate-crimes/blob/master/data/CCADMANUAL%202019%20040319%20-%20excl.%20SAR%20codes.pdf
Crime Report:

Crime Type: Simple Assault
Location: 3100 block of Wilshire Blvd., Los Angeles

LAPD Code Provided: 0359 1238 2057 1506 0305 0429 0903

(a) Details provided by the LAPD crime report: crime type, location, and code.

| Code  | LAPD Code Description                                      |
|-------|------------------------------------------------------------|
| 0359  | Suspect Behavior: Suspect made unusual statement           |
| 1238  | Victim details: Victim was handicapped                     |
| 2057  | Victim details: Victim targeted based on disability        |
| 1506  | Bias: Physical disability                                 |
| 0305  | Attacks from rear                                          |
| 0429  | Victim knocked to ground                                   |
| 0903  | Hatred/Prejudice                                           |

(b) Annotations of the crime codes provided by the LAPD Consolidated Crime Analysis Database.

Desired Lede: The suspect assaulted the 59-year-old black disabled male victim near the Wilshire/Vermont metro station, while shouting an “unusual” statement.

(c) A sample lede written by a student journalist.

The suspect, <crime type verb> <victim description> near <location indicator>, <location description> <other details>.

(d) An example template for crime type SIMPLE ASSAULT.

Generated Lede: The suspect assaulted the 59-year-old black disabled male victim near the Wilshire/Vermont metro station, while shouting a unusual statements.

(e) A sample of our rule-based template system. Errors shown in red.

The suspect, <crime type verb> property at <location description> resulting in damage of <damage-value bracket>.

(a) An example template for crime type VANDALISM-DISMEANOR.

Desired Lede: The suspect vandalized property at Marmion Apartments, resulting in damage of $400 or less.

(b) The lede written by a student journalist.

Generated Lede: The suspect vandalized at Marmion Apt. causing a damage of $400 or less.

(c) The lede generated by our model. Errors shown in red.

Table 5: Template for crime of this type, sample ledes generated both by our model and the student journalist for crime type VANDALISM-DISMEANOR.

We evaluate the templates we generate based on n-gram overlap of generated lede paragraph with “Crosstown” ground truth paragraph, shown below:

\[
Acc = \frac{|n\text{-gram}_{model} \cap n\text{-gram}_{test}|}{|n\text{-gram}_{test}|}
\]

This was evaluated across 31 crime types using bi-gram counts to yield an average overlap of 83.4%.

5.3 Experimental Results

We evaluate the templates we generate based on n-gram overlap of generated lede paragraph with “Crosstown” ground truth paragraph, shown below:

\[
Acc = \frac{|n\text{-gram}_{model} \cap n\text{-gram}_{test}|}{|n\text{-gram}_{test}|}
\]

This was evaluated across 31 crime types using bi-gram counts to yield an average overlap of 83.4%.

A manual evaluation of hand-written lede paragraphs with the generated ledes showed that the majority of differences are due to grammatical errors: the addition or subtraction of a few non-crime supporting part-of-speech tokens or special characters like dash, quotes etc in any token.
We show the output of our templates compared with the student templates that generated them. Comparison of generated lede with ground truth lede for crime type “ASSAULT” is shown in Table 4c, 4e. As can be seen in the example, the errors are both grammatical, dealing with a plurality error in the lookup of code 0359. Comparison of generated lede with ground truth lede for crime type “VANDALISM-DISMEANOR” is shown in Table 5. As can be seen, the errors are primarily phrasal: for example, the model does not insert “property”, and it inserts “causing a” instead of “resulting in”.

5.4 Next Steps

More work is needed to refine this pipeline. One possible direction is the incorporation of grammatical corrections. For our purposes, relatively minor grammar errors may likely be correctable via rule-based methods (Sidorov et al., 2013) or hidden markov models (Vidal et al., 1995). Furthermore, recent research has shown human-level accuracy for grammar correction (Ge et al., 2018) using sequence-to-sequence neural networks.

Additionally, we can address some grammatically-correct but phrasally suboptimal lede generations using style transfer. The goal of text-style is to produce semantically equivalent text segments adapted to linguistic patterns preferred by one domain. Style-transfer has been more robustly explored in visual learning, where early work by Gatys et al. (2015) exploited CNNs to split content and style, and progressing to more recent architectures (Jing et al., 2019). Previous work has compared style transfer between scientific news and scientific articles, like this work compared the headlines of news articles with the titles of scientific articles (Fu et al., 2018).

6 Related Works

NOTE (2022-06-14): The current work was done for a class project in Fall 2019 and is shown without changes. However, since then, several works of interest have since been published, which we will expand upon at the end of this section, for the curious reader.

The study of structure in news articles has a long history in numerous fields. In the field of communications, Van Dijk (1985) provides perhaps the most detailed ontology of tags for paragraph-level discourse in news.

We summarize the author’s main points: Summary elements express overall messages given by the news article: the headline and the lede are subcomponents which introduce and summarize the main topic. Situation elements are events that drive the main subject of the article, which occur in episodes and their consequences. The background tells the context: previous events, history elements, or ideological frameworks that help the reader understand the subject. Conclusions are analysis by the journalist. Verbal reactions are comments solicited from external sources (Van Dijk, 1985).

Communications scholars have identified various news structures that use these discourse items. The classical Inverted Pyramid structure aims to tell events in terms of decreasing significance, starting with a Lede and continuing through to the Situation, Background and Conclusion (Pöttker, 2003). The Martini Glass is similar, but places a greater emphasis on a chronological ordering of events after the lede (Khataei and Lau, 2013), even if elements of the background comes first. The Kabob structure also attempts to hook the reader with a lede, but focuses more on the story and main events before transitioning to consequences and conclusions (Oliveres, 2017). Finally, the Chronological Story tells a purely chronological ordering of events and may not focus on broader points or conclusions (Lang, 1989).

Researchers in computer science have formulated approaches to learning this structure. Yarlott et al. (2018) has tagged a corpus of 50 news articles from the ACE Phase 2 corpus according to the Van Dijk (1985) scheme. Researchers test a set of baseline methods – Logistic Regression, Random Forest Classifiers, Decision Trees over bag-of-word article representations – to automatically classify paragraphs into one of the Van Dijk (1985)’s paragraph-types. Dai et al. (2018) has tagged a separate corpus of 853 news articles into one of the 4 discourse structures mentioned above. These researchers test baseline methods – support-vector machine over hand-crafted features – as well to classify articles into one of these four structures. Neither of these authors achieve convincing performance in either their tasks, and we hypothesize that some primary hurdles that prevent them from achieving good performance lie in the simplicity of their models and their small datasets.

Another approach to examining discourse struc-
ture in news articles is the use of unsupervised structure learned through hierarchical BiLSTM neural networks (Karimi and Tang, 2019). However, authors in this case train their network do not provide any interpretation into the discourse patterns they learn. It is unclear whether their findings are applicable to our goals.

**Update: 2022-06-14.** First, and most importantly, is work by Choubey et al. (2020) which released the first labeled dataset of news discourse structures. The authors used a modified Van Dijk schema to label 800 news documents. Spangher et al. (2021) built upon this work to improve classification accuracy and show how these discourse tags complemented other forms of discourse analysis.

7 Conclusion

We have shown an unsupervised approach to discourse tagging in news articles and generated templates for lede paragraphs. We hope our work can lead to machine-in-the-loop systems that help journalists work more efficiently.
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