Stock price development forecasting using neural networks
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Abstract. Stock price forecasting is highly important for the entire market economy as well as the investors themselves. However, stock prices develop in a non-linear way. It is therefore rather complicated to accurately forecast their development. A number of authors are now trying to find a suitable tool for forecasting the stock prices. One of such tools is undoubtedly artificial neural network, which have a potential of accurate forecast based even on non-linear data. The objective of this contribution is to use neural networks for forecasting the development of the ČEZ, a. s. stock prices on the Prague Stock Exchange for the next 62 trading days. The data for the forecast have been obtained from the Prague Stock Exchange database. These are final prices at the end of each trading day when the company shares were traded, starting from the beginning of the year 2012 till September 2017. The data are processed by the Statistica software, generating multiple layer perceptron (MLP) and radial basis function (RBF) networks. In total, there are 10,000 neural network structures, out of which 5 with the best characteristics are retained. Using statistical interpretation of the results obtained, it was found that all retained networks are applicable in practice.
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1 Introduction

The ability to accurately predict share price development is crucial for investors in terms of maximising their wealth. Using high-precision forecasting systems, investors are able to make great profits. Share price has a character of a complex non-linear system, along with the changes of internal and external factors operating in the share market. Predicting share prices is a very important topic and is of great importance both for market economy and the aforementioned investors. Share prices development over time is a complex, non-linear and dynamic process and may be predicted using various methods, one of them being artificial neural networks [1]. Neural networks as a highly effective method for data collecting, analysing and predicting have been used for solving a number of various complex
problems, including the share prices development prediction [2]. In recent years, artificial neural networks have showed promising results and are still evolving and improving in many respects. However, there are still questions regarding neural networks, which remain unanswered. One of them is the problem of setting the best possible parameters of neural networks [3].

According to Sánchez and Melin [4] artificial neural networks have a wide-range application; they may be applied in various fields and they are becoming more popular due to the rising amount of data and information. Neural networks can be applied for very complex operations which cannot be identified analytically. Therefore, they are used especially for modelling complex strategic decisions [5]. Neural networks are capable of analysing complex patterns very quickly and with high precision and are flexible in terms of their application [6]. They can be used for understanding and generating languages, identifying texts and also for solving time series [7]. Artificial neural networks may thus be used for regression, classification etc. The main advantage is their capability of working with large data sets, accuracy of results or with a simple utilization of the obtained neural network [8].

The main disadvantage is the complexity of creating individual models of artificial neural [9]. It has been mentioned that the great advantage of neural networks is their capability of working with large amount of data. This fact, however, may be a disadvantage. To meet the requirement for large amount of the sample data, a lot of testing observations are required, which is very uncomfortable for users [10].

As a form of artificial intelligence, neural network can fully detect the complex relation between investors and price fluctuations [11]. Therefore, neural networks are starting to be applied for predicting the share prices of individual companies. As for their specific use in the world in recent years, one of them was mentioned by Zheng [12], who designed so-called Elman neural network, a typical regression network applicable for processing sequential data. The network created was used for predicting share price, or their fluctuation. Laboissiere et al. [13] proposed methodology on the basis of artificial neural networks, which is able to predict maximum and minimum share prices of three Brazilian energy companies. Sen and Arup [14] applied models of multilayer perceptron neural networks for predicting share prices of Indian IT companies. Most authors focus on analyzing and predicting share prices development directly on stock exchange, very often in eastern states.

The objective of this contribution is to predict further development of ČEZ share prices on Prague Share Exchange by means of neural networks.

2 Data and methods

ČEZ, a. s. is one of the most important business entities in the Czech Republic. Its operations, structure, vision and business activities are characterized as follows [15]. ČEZ group is an integrated energy cluster operating in a number of Central and South-Eastern countries and Turkey, with headquarters in the Czech Republic. Its core business consists of production, distribution, trading and sale in the field of electricity and heat, trading and sale of natural gas and coal mining. ČEZ group currently employs nearly 27,000 employees.

The most significant shareholder of the parent company ČEZ, a. s., is the Czech Republic with a holding in the capital of the company (as of June 14, 2017) of nearly 70 %. The shares of ČEZ, a. s., are traded on Prague and Warsaw Share Exchange, where they are a part of the PX and WIG-CEE share exchange indices.

ČEZ mission is to provide safe, reliable and positive energy to customers as well as the whole company. Its aim is to bring innovations to meet energy needs and thus contribute to a better quality of life. Its strategy reflects the fundamental transformation of European
energy market. ČEZ wants to operate its energy assets in the most efficient way and to adapt to the growing share of decentralized and non-emission production. Another priority is to offer a wide range of products and services for the customers, along with selling electricity and gas. The third priority is to invest actively in prospective energy assets with a focus on the Central European region and in supporting modern technologies at an early stage of their development.

In the Czech Republic, the ČEZ group are active in coal mining, generation and distribution of electricity and heat, trading in electricity and other commodities, sell electricity, heat and natural gas to end-customers and provide other services. The production portfolio consists of nuclear, coal, gas, water, photovoltaic, wind and biogas sources.”

There are data on share prices between February 2, 2012 and October 9, 2017 available; that is, 1,442 records in total. The data come from the Prague Share Exchange database. These are final prices at the end of each trading day on which the company shares were traded within the given period. The data statistic is showed in Table 1.

| Statistic                        | Share price (Output) |
|----------------------------------|---------------------|
| Minimum (Training)               | 364.1000            |
| Maximum (Training)               | 840.0000            |
| Average (Training)               | 554.9726            |
| Standard deviation (Training)    | 117.0231            |
| Minimum (Testing)                | 370.0000            |
| Maximum (Testing)                | 816.0000            |
| Average (Testing)                | 546.0833            |
| Standard deviation (Testing)     | 117.6275            |
| Minimum (Validation)             | 372.0000            |
| Maximum (Validation)             | 818.5000            |
| Average (Validation)             | 540.9051            |
| Standard deviation (Validation)  | 216.0132            |
| Minimum (Overall)                | 364.1000            |
| Maximum (Overall)                | 840.0000            |
| Average (Overall)                | 551.5338            |
| Standard deviation (Overall)     | 115.9294            |

For the data processing, DELL Statistica V12 will be used. Neural network data mining, specifically time series (regression) will be used. We will choose time as an independent variable and company share price as a dependent variable.

Multiple layer perceptron (MLP) and radial basis function (RBF) networks will be generated. Time series will be divided into three sets – training, testing and validation. The first set will contain 70% of the input data. On the basis of the training data set, neural structures will be generated. In the two remaining data sets, 15% of the input data will be retained. Both sets will be used for verification of the reliability of the generated neural structure, or the model created. The delay of the time series will be 1. We will generate 10,000 neural networks, out of which 5 with the best characteristics will be retained. In the hidden layer, there will be at least 2 but no more than 20 neurons. In case of radial basis

1The method of least squares will be used. Generation of networks will be finished when there is no improvement, i.e. when there is no reduction in the sum of the squares. We thus retain the neural structures whose sum of squares of residues to actual development of gold will be as low as possible (zero, ideally).
function, in the hidden layer there will be at least 21 but no more than 30 neurons. In case of multiple layer perceptron networks, the following activation functions in the hidden and output layers will be considered:

- Linear,
- Logistic,
- Atanh,
- Exponential,
- Sinus.

Other settings will remain default (according to the ANN tool – automated neural network). In case of inadequate results, these can be subsequently modified by adjusting the weight of the individual neurons within the structure.

As soon as the neural networks are generated, their validity will be evaluated expertly, not only based on statistical characteristics. In ideal case, we could be able to use confrontation of predictions. The development of share prices will be predicted for the following 62 days on which the shares will be traded.

3 Results

Table 2 shows 5 neural networks with the best characteristics out of the 10,000 generated structures.

| Network | Training perform. | Testing perform. | Valid. perform. | Training error | Testing error | Valid. error | Training algorithm | Error function | Hidden layer activation | Output activation function |
|---------|-------------------|------------------|-----------------|----------------|---------------|--------------|-------------------|----------------|------------------------|-----------------------------|
| 1 | MLP 1-2-1 | 0.997742 | 0.997614 | 0.997649 | 30.86339 | 31.51797 | 27.94235 | BFGS (Quasi-Newton) 86 | Sum quartile | Tanh | Identity |
| 2 | MLP 1-2-1 | 0.997759 | 0.997617 | 0.997649 | 30.62266 | 31.47799 | 27.91572 | BFGS (Quasi-Newton) 504 | Sum quartile | Tanh | Identity |
| 3 | MLP 1-7-1 | 0.997778 | 0.997605 | 0.997649 | 30.36993 | 31.63007 | 27.95397 | BFGS (Quasi-Newton) 123 | Sum quartile | Logistic | Tanh |
| 4 | MLP 1-5-1 | 0.997778 | 0.997597 | 0.997649 | 30.37189 | 31.74181 | 27.91681 | BFGS (Quasi-Newton) 143 | Sum quartile | Tanh | Tanh |
| 5 | MLP 1-4-1 | 0.997774 | 0.997603 | 0.997649 | 30.41342 | 31.67233 | 27.89103 | BFGS (Quasi-Newton) 88 | Sum quartile | Logistic | Tanh |

As seen from Table 2, all retained neural networks are multiple layer perceptron networks (MLP). This means that the radial basis function networks meet the requirements for parameters of performance and error worse than those of the retained neural network. All the networks were generated by means of Quasi-Newton algorithm (each time with a different version). For activating the neurons in the hidden layer, two functions are used – hyperbolic tangent and logistic function. As for the neurons in the output layer, two functions are used for their activation as well – logistic and Identity functions.

The performance of the neural network is described by means of correlation coefficient. The correlation coefficients of all retained networks and data sets are listed in Table 3.
functions are used for their activation as well for Table structures.

The following 62 days confrontation of weight of the individual output layers will be considered: of multiple layer perceptron networks, the following activation functions in the hidden layer there will be at least 21 but no more than 30 neurons. In case of hyperbolic tangent and logistic function. As for the performance of the neural network is described by means of correlation coefficient. The correct result could be predicted based on the graphical development of prices and predictions. Figure 1 shows a graphical comparison of the actual ČEZ share prices and prediction of those calculated by means of neural networks. 

We are searching for a neural network with a correlation coefficient as close as possible to 1. The performance of all three data sets should be similar in ideal case. That means that the structure which was generated by means of training data set is valid and has been verified on two other data sets. The value of all neural structures and data sets correlation coefficients is always higher than 0.997. There are minimal differences between the individual neural structures. What is important in this case is the analysis of the predictions statistic (for further details, see Table 4).

| Neural network | Share price Training data set, | Share price Testing data set, | Share price Validation data set, |
|---------------|------------------|------------------|------------------|
| 1.MLP 1-2-1   | 0.997742         | 0.997614         | 0.997649         |
| 2.MLP 1-2-1   | 0.997759         | 0.997617         | 0.997649         |
| 3.MLP 1-7-1   | 0.997778         | 0.997605         | 0.997648         |
| 4.MLP 1-5-1   | 0.997778         | 0.997597         | 0.997648         |
| 5.MLP 1-4-1   | 0.997774         | 0.997603         | 0.997649         |

Judging by the predictions statistic for the individual neural networks, it may be concluded that the differences between the networks are minimal, which holds true for all the statistics.

Table 3. Performance of retained neural networks.

Table 4. Individual neural structures prediction statistic.

| Statistics                        | 1.MLP 1-2-1 | 2.MLP 1-2-1 | 3.MLP 1-7-1 | 4.MLP 1-5-1 | 5.MLP 1-4-1 |
|-----------------------------------|-------------|-------------|-------------|-------------|-------------|
| Minimum prediction (Training)     | 367.3786    | 364.5671    | 366.0114    | 365.8832    | 366.3944    |
| Maximum prediction (Training)     | 834.9579    | 837.4499    | 830.2773    | 830.0707    | 828.0633    |
| Minimum prediction (Testing)      | 375.7819    | 373.7538    | 374.6131    | 374.5315    | 374.9392    |
| Maximum prediction (Testing)      | 804.5249    | 805.9253    | 807.1347    | 807.1093    | 806.9573    |
| Minimum prediction (Validation)   | 372.8233    | 370.5248    | 371.5806    | 371.4845    | 371.9272    |
| Maximum prediction (Validation)   | 817.9336    | 819.7824    | 818.9782    | 819.0903    | 817.9395    |
| Minimum residuals (Training)      | -54.3914    | -53.8817    | -52.6843    | -52.6893    | -52.6833    |
| Maximum residuals (Training)      | 33.7995     | 33.1885     | 33.0831     | 32.8209     | 32.8376     |
| Minimum residuals (Testing)       | -40.2349    | -40.8202    | -40.9406    | -41.2066    | -41.1995    |
| Maximum residuals (Testing)       | 18.6165     | 18.9097     | 20.2742     | 20.2101     | 20.135      |
| Minimum residuals (Validation)    | -34.459     | -34.5719    | -34.6799    | -34.7063    | -34.6833    |
| Maximum residuals (Validation)    | 23.0364     | 23.3467     | 23.9501     | 23.9698     | 23.9495     |
| Minimum standard residuals (Training) | -9.7906     | -9.7369     | -9.56       | -9.5606     | -9.553      |
| Maximum standard residuals (Training) | 6.084       | 5.9974      | 6.0032      | 5.9555      | 5.9544      |
| Minimum standard residuals (Testing) | -7.1668     | -7.2754     | -7.2795     | -7.3139     | -7.3207     |
| Maximum standard residuals (Testing) | 3.316       | 3.3703      | 3.6049      | 3.5872      | 3.5778      |
| Minimum standard residuals (Validation) | -6.5188     | -6.5433     | -6.5593     | -6.5686     | -6.5673     |
| Maximum standard residuals (Validation) | 4.358       | 4.4188      | 4.5299      | 4.5366      | 4.5349      |
Figure 1. Time series with prediction for 62 trading days.

Figure 1 shows that all the networks were capable of copying accurately the real price movement. This confirms the conclusion that all networks are applicable in practice. At the end of the curve, there is a development of prediction for the following 62 trading days added. Figure 2 shows a detailed overview of these 62 trading days. Case No. 1442 corresponds to October 9, 2017.

Figure 2. Prediction for following 62 trading days.

The graph shows a certain variance of future predictions. The question is how significant the variance is. At this point, an obvious decline of share prices can be seen, starting after October 9, 2017.
Table 5 shows selected cases of predictions in detail. Specifically, it is about every tenth case.

**Table 5.** Values of selected predictions according to individual neural networks.

| Case  | 1.MLP 1-2-1 | 2.MLP 1-2-1 | 3.MLP 1-7-1 | 4.MLP 1-5-1 | 5.MLP 1-4-1 | Max | Min | Difference max. – min. | % of max. price |
|-------|-------------|-------------|-------------|-------------|-------------|-----|----|------------------------|----------------|
| 1452  | 440.6009    | 440.6009    | 444.7157    | 445.3278    | 444.6116    | 445.3278 | 440.6009 | 4.7269 | 1.06              |
| 1462  | 434.3502    | 434.3502    | 440.947     | 442.001     | 440.764     | 442.001  | 434.3502 | 7.6508 | 1.73              |
| 1472  | 429.4501    | 429.4501    | 437.3622    | 438.7451    | 437.1413    | 438.7451 | 429.4501 | 9.295  | 2.12              |
| 1482  | 425.7706    | 425.7706    | 434.0136    | 435.6161    | 433.813     | 435.6161 | 425.7706 | 9.8455 | 2.26              |
| 1492  | 423.0996    | 423.0996    | 430.941     | 432.663     | 430.8253    | 432.663  | 423.0996 | 9.5634 | 2.21              |
| 1502  | 421.2093    | 421.2093    | 428.1695    | 429.925     | 428.2005    | 429.925  | 421.2093 | 8.7157 | 2.03              |

Table 5 shows that the 1st and 2nd neural networks show the same pattern. It is always the minimal level of predictions at a given time. Other predictions are of higher values. Table 5 also shows a summary of minimum and maximum predictions of a given case. It also calculates the difference between minimum and maximum predictions. The difference is subsequently compared with the maximum prediction and expressed as a percentage of the difference to the maximum prediction. This way, we find out that the difference between minimum and maximum prediction is somewhere between 1.06 and 2.26%.

**4 Conclusion**

The objective of the contribution was to predict the future development of ČEZ share prices on Prague Stock Exchange by means of neural networks.

First, the data set was analysed. Subsequently, neural networks were generated, out of which five with the best characteristics were retained. By means of statistical interpretation of the results, it was found that all of them are applicable in practice. The differences at the level of one share price are low. However, with the greatest difference between the minimum and maximum prediction, the deviation is 2.26%. At the level of one share price, this may not be significant, but when buying or selling a higher number of shares, the difference may appear to be important. I therefore recommend two networks to be used in practice: MLP 1-2-1 (the first network) and MLP 1-5-1 (the fourth network). The first neural network always represents a pessimistic, minimum prediction (as the second neural network does). The fourth network then represents an optimistic, maximum prediction. The real situation is supposed to be found between the optimistic and pessimistic prediction.

It can therefore be concluded that the objective of the contribution was achieved.
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