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Abstract—When designing multispectral imaging systems for classifying different spectra it is necessary to choose a small number of filters from a set with several hundred different ones. Tackling this problem by full search leads to a tremendous number of possibilities to check and is NP-hard. In this paper we introduce a novel fast binary search for optimal filter selection that guarantees a minimum distance metric between the different spectra to classify. In our experiments, this procedure reaches the same optimal solution as with full search at much lower complexity. The desired number of filters influences the full search in factorial order while the fast binary search stays constant. Thus, fast binary search allows to find the optimal solution of all combinations in an adequate amount of time and avoids prevailing heuristics. Moreover, our fast binary search algorithm outperforms other filter selection techniques in terms of misclassified spectra in a real-world classification problem.

Index Terms—Optimal Filter Selection, Multispectral Imaging Systems

I. INTRODUCTION

Multispectral imaging (MSI) systems are getting more and more popular in recent years. Especially for classification MSI is often employed, since many different materials absorb light at characteristic wavelengths. For example, MSI systems can be used in food processing to determine the amount of sugar in melons [1]. Moreover, these cameras can be used in environmental engineering for classifying different types of plastics [2], and in medical environments, for example, when estimating the degree of burn injuries [3].

Different setups for multispectral cameras are possible. One approach is by using a multi-camera setup [4], which is shown in Fig. 1. Here, nine cameras are employed, where each of the cameras has a filter mounted in front of the camera lens. Another possibility to build an MSI camera is by using a filter wheel. Here, only one camera is needed and a wheel with filters attached to it is mounted in front of the camera [5]. When imaging the object, the wheel is rotated such that each filter is in front of the camera once. MSI images cannot only be recorded by putting the filters in front of the camera but also by filtering the imaging light when recording in a controllable environment. One way is by placing similar filters in front of the light [6]. Another possibility is multiplexed illumination, where several filtered LEDs are mounted to a panel and a subset of the different types are turned on, when recording one image [7]. After several of these images are recorded, the light spectrum for each pixel is reconstructed in the end. This can be done, for example, by using guided filtering [8].

In comparison to hyperspectral imaging (HSI), which aims at sampling the light spectrum equidistantly for each pixel, MSI has less channels and is therefore much cheaper. However, while the filters of an HSI system are implicitly fixed, the filters of an MSI can be freely chosen from a set of available filters. The differentiating properties of these filters include bandwidth, shape, and central wavelength. Thus, an important question is how to choose these filters optimally for the desired application from a set of available filters. Unfortunately, a full search (FS) quickly gets infeasible. For example, when selecting nine filters for the camera in Fig. 1 from 150 available filters, the number of possibilities to combine them is \( \binom{150}{9} = 8294713349100 \). Evaluating nearly 83 trillion different filter possibilities is practically infeasible. Thus, a method to approximate the best set of filters for the underlying application in an adequate amount of time is highly desirable.

Several techniques exist in literature to optimize the selection of the filters. In [9] a statistical analysis on recorded representative targets using all available filters is performed. In [10] the orthogonality between different filters using a recorded set of the most significant reflectances is maximized. Wang et al. [11] examine whether narrow or wide band filters
are more suitable for an MSI system. A general problem with these techniques is that they try to optimize the filters for a general purpose camera by evaluating the resulting filter set using spectral reconstruction, which weights each wavelength equally during reconstruction. This is not a useful procedure for selecting filters for a single application, where certain areas of the spectrum are much more useful than others for discriminating spectra. Moreover, often whole hyperspectral images are assumed to be known for classification [12], [13], which is a different problem setup since we only consider a single reference spectrum for each object without spatial information. Another common method to choose the filters for a desired application is to handpick filters belonging to wavelength regions which appear to be heuristically interesting [14]. Of course, this relies on the experience of the person that handpicks the filters. Thus, to avoid this unknown, it is useful to have a system that does not depend on any experience or heuristics. Certainly, this system has to output a filter configuration in a comparable amount of time. Furthermore, it is also possible to just cover the whole spectral area of interest with wide bandpass filters [15].

This paper introduces a novel method to find a near optimum solution in an adequate amount of time. Thus, no exhaustive FS has to be applied. To the best of our knowledge, this paper is the first in literature that introduces an approximation of the full search of the filter set in the context of multispectral object classification.

II. PROPOSED METHOD

The basic setup consists of $M$ light spectra of objects to discriminate. For this our method Fast Binary Search (FBS) shall select $K$ filters from $N$ available filters. Thus, since a camera integrates over the light spectrum that falls onto the sensor by counting photons, only the integrated values of these $N$ filters need to be considered. The spectral behavior of the lens and the camera are assumed to be perfect. Otherwise, these spectral transmittance curves should be multiplied to the light spectra of the objects. The value at row $i$ and column $j$ in the filter matrix $F$ is calculated by

$$f_{ij} = \int_{\lambda_{\text{min}}}^{\lambda_{\text{max}}} c_i(\lambda) \cdot l_j(\lambda) d\lambda,$$

where $c_i(\lambda)$ is the filter curve of the $i$-th available filter, $l_j(\lambda)$ is the light spectrum of the $j$-th object to classify, and $\lambda_{\text{min}}$ and $\lambda_{\text{max}}$ are the integration bounds. Since filters exhibit a bandpass characteristic, the bounds are typically determined by the filters.

The next step is to build an undirected graph that shows the distance between the different filters. As distance metric, the spectral angle [16]

$$\theta(f_i, f_j) = \arccos \left( \frac{f^T_i f_j}{||f_i||_2 \cdot ||f_j||_2} \right)$$

is used, where $f_i$ is the $i$-th row vector of value matrix $F$. This vector consists of all integrated values for each object for a single filter. Thus, if two filters contain nearly the same values for all objects to classify, the spectral angle is nearly zero. Therefore, these two filters should rather not be used together. With this spectral angle, the adjacency matrix $A$ of the undirected graph can be built by evaluating the spectral angle for each filter pair combination $a_{ij} = \theta(f_i, f_j)$. This process is summarized in Fig. 2. Note that any distance metric can be used in this framework, e.g. the spectral information divergence [17] or the spectral correlation angle [18].

The goal is to maximize the minimum spectral angle of a configuration with $K$ filters. Thus we want to find the $K$ nodes in the undirected graph which maximize the minimal distance within the graph. For this, a binary search over the spectral angle is employed, since the maximum number of connected nodes with the current minimal spectral angle is monotonically decreasing with an increasing minimal spectral angle. The starting bounds for the binary search are $\theta_{\text{min}} = \min(A)$ and $\theta_{\text{max}} = \max(A)$, respectively. Consequently, within the binary search procedure, the current tested minimal spectral angle is

$$\theta_{\text{cut}} = \frac{\theta_{\text{min}} + \theta_{\text{max}}}{2}.$$ 

The next step for FBS is to find the maximum number of connected nodes possible with the current minimal spectral angle to know whether a configuration for the current spectral angle exists for which enough filters can be picked. For this, a mixed integer maximization problem [19] is set up. The objective is to maximize the number of nodes that can be chosen for the current minimal spectral angle. As soon as edge weights fall under the current minimal spectral angle, a
constraint is added to the optimization problem that prevents picking the filters that are connected by this edge at the same time. Thus, the mixed integer maximization problem can be written as

$$\hat{s} = \arg \max_s \sum_{i=1}^N s_i$$

s.t. $s_i + s_j \leq 1 \quad \forall i \neq j, a_{ij} < \theta_{\text{curr}}$,

where $s$ is the binary selection vector. Thus, only values 0 or 1 are allowed. Afterwards, depending on the resulting value the new spectral angle bounds for the next iteration can be set. If the resulting sum is lower than the desired number of filters, the upper bound of the binary search is set to the current minimal spectral angle, since it is known that no valid configuration can be found above the current spectral angle.

On the other hand, the lower bound is set to the current minimal spectral angle if the resulting sum is greater or equal to the number of desired filters

$$\begin{cases} \theta_{\min} = \theta_{\text{curr}} & \text{if } \sum_{i=1}^N s_i \geq K \\ \theta_{\max} = \theta_{\text{curr}} & \text{else.} \end{cases}$$

An example step for this binary search is given in Fig. 3. Here, the three best filters out of four are searched. The horizontal axis depicts the minimal spectral angle which is tried to be maximized. Since we have four filters, the graphs have four nodes. Each pair of filters is connected with the weight being the similarity of two filters regarding the spectra to classify. Thus, weights fall below 0.15 if a weight falls below the similarity of two filters regarding the spectra to classify. If a weight falls below 0.15, this connection cannot be used and the new spectral angle bounds for the next iteration can be set. If the resulting sum is lower than the desired number of filters, the upper bound of the binary search is set to the current minimum spectral angle, since it is known that no valid configuration can be found above the current spectral angle.

The minimal spectral angle and the selection results for the novel FBS solution and the FS search. Since the last 95 nm in the infrared are dominated by noise and do not contain any valuable information, this spectral area is removed. The first 25 spectra in the dataset for each object is taken for the filter optimization procedure. These spectra are averaged to lower the influence of noise and are depicted in Fig. 6. The set of filters used for the quality and runtime evaluation consists of 40 bandpass filters including two different bandwidths (10 nm and 50 nm) in the range from 316 nm to 791 nm. The number of iterations is set to 20. Thus, the original range between the minimum and maximum spectral angle in the binary search is decreased by the factor $0.5^{20} = 9.54 \cdot 10^{-7}$.

To confirm that FBS comes close to the FS solution, different full search feasible amounts of filters are selected by FS and FBS. Afterwards the minimal spectral angle between these solution is compared as well as the selection.

Table I shows the minimal spectral angle and the selection results for the novel FBS solution and the FS search. Since the number of filters to select from and to choose is relatively small, the FS solution can be computed. One can see that the results in terms of minimal spectral angle are exactly the same. Just the chosen filters differ slightly. This results from the fact that both solutions for each evaluated number of filters are equivalent in terms of minimal spectral angle. Therefore, this difference mainly results from the picking order of the mixed-integer program and the FS search. The decreasing

![Fig. 3. Two iterations of the binary search for best configuration with 3 slots.](image-url)
minimal spectral angle for a larger number of selected filters is reasonable. Imagine picking two, three, and four optimized points in terms of minimal angle in a 2D-plane. The angle will also decrease. Figure 4 shows the runtimes of the FBS solution, which turns out to be optimal in all tested cases, and of the FS solution. Due to the overhead of setting up the optimization problem, the runtime for a small number of selected filters is worse than of the FS solution. However, with an increasing number of selected filters, the nature of a FS solution in such a setup is revealed. The runtime of the FBS solution for nine desired filters is 19.6 seconds in comparison to 3479 seconds of the FS solution, which is a factor of approximately 178. Moreover, the runtime of the mixed-integer program stays nearly constant throughout the experiment.

To test the actual capability, a setup is chosen where 9 filters out of 72 different filters are selected, which are uniformly distributed in the same wavelength range. This time, the bandwidths of the different filters are 10 nm, 20 nm and 50 nm. The block diagram for the training and inference procedure is shown in Fig. 5. First, the training spectra are normalized such that a scale factor on the spectrum, which might occur due to different lighting and reflectance conditions, does not influence the FBS procedure. Afterwards, FBS is executed to find suitable filters. The result of the optimization procedure is shown in Fig. 5. The chosen filters are nicely distributed across the whole wavelength range and interesting areas to classify the different spectra are covered. The result may be not very intuitive, since a human tends to place the filters at locations where the order of spectra changes. However, the maximum spectral angle is achieved in regions where the order changed maximally, which are usually rather flat. Furthermore, the spectral angle used for FBS normalizes the recorded value of a filter first.

The last step in the training step is calculating normalization parameters for inference using the normalized spectra and the filters. Furthermore, the normalized database vectors are calculated to which the inference vector is tested against to estimate the label. The first step for classifying a spectrum is to record this spectrum using the filters which result from FBS. Afterwards, the normalization parameters from the training step are applied to the recorded multispectral bands. Finally, a spectral angle mapper (SAM) is used to classify the spectrum of interest. A SAM calculates the spectral angle between the current vector to classify and each of the training vectors resulting from the last normalization step during training, and outputs the label with the minimal spectral angle. The last normalization step in the training and in the inference is necessary since higher values, e.g. resulting from a higher filter bandwidth, would result in a higher influence on the spectral angle.

The same procedure is also done with the all other methods including two methods from the literature which do not rely on hyperspectral images, namely, maximizing orthogonality in characteristic reflectance vector space (MOCR) [10] and maximum linearity independence (MLI) [21]. For the full spectra, the FBS block is replaced by a block that outputs delta impulses as filters for each wavelength. For the uniform filter selection, this block yields nine equidistant bandpass filters with a bandwidth of 50 nm, such that the whole wavelength area is covered.

The results of the classification procedure are summarized in Table I. Our novel approach performs much better than the two methods from literature. This result is expected since these methods follow a different goal. MOCR tries to maximize the orthogonality in the space of characteristic reflectances. This is nearly the inverse goal, since this method tries to find filters that capture movements most spectra have in common. However, for our task it is necessary to filter out the regions that makes the spectra distinguishable. MLI does not consider the underlying spectra at all but tries to find a filter configuration such that the filter matrix is well conditioned. When not considering the underlying spectra, it is obvious that the most interesting regions for discrimination cannot be found. The uniformly placed filters also have a worse performance than using the full spectra or FBS, which indicates that our smart filter selection procedure is actually improving the classification result. FBS has even a slightly better performance in comparison to using the full spectra. This is explainable by the averaging property of the filters.
which lowers the influence of noise on the classification.

IV. CONCLUSION

This paper introduced a novel method to choose a subset of filters for a specific classification application using binary search. It was shown that for all cases our novel approach reaches the optimum solution of a full search. However, the full search solution is not always feasible since the number of possibilities is enormous already for a medium number of available filters. In contrast, our fast binary search algorithm nearly takes a constant time for every desired number of filters. The approximation procedure optimizes a mixed-integer program within a binary search over a desired metric. The metric for the distance between two different filters can be changed arbitrarily within this framework. The experiment also reveals a good performance for a real-world classification application using the set of filters chosen by our fast filter selection algorithm. Future work will consider the influence of spectral imaging noise.

REFERENCES

[1] J. Sugiyama and M. Tsuta, “Visualization of Sagar Distribution of Melons by Hyperspectral Technique,” in Hyperspectral Imaging for Food Quality Analysis and Control, pp. 349–368, Elsevier, 2010.

[2] M. Moroni, A. Mei, A. Leonardi, E. Lupo, and F. Marca, “PET and PVC Separation with Hyperspectral Imagery,” Sensors, vol. 15, pp. 2205–2227, Jan. 2015.

[3] M. G. Sowa, L. Leonardi, J. R. Payette, K. M. Cross, M. Gomez, and J. S. Fish, “Classification of burn injuries using near-infrared spectroscopy,” Journal of Biomedical Optics, vol. 11, no. 5, p. 054002, 2006.

[4] N. Genser, J. Seiler, and A. Kaup, “Camera Array for Multi-Spectral Imaging,” IEEE Transactions on Image Processing, vol. 29, pp. 9234–9249, 2020.

[5] J.-L. Park, M.-H. Lee, M. D. Grossberg, and S. K. Nayar, “Multispectral Imaging Using Multiplexed Illumination,” in Proc. IEEE 11th International Conference on Computer Vision (ICCV), (Rio de Janeiro, Brazil), pp. 1–8, 2007.

[6] F. Sippel, J. Seiler, N. Genser, and A. Kaup, “Structure-preserving spectral reflectance estimation using guided filtering,” Journal of the Optical Society of America A, vol. 37, p. 1695, Nov. 2020.

[7] G. Novati, P. Pellegrini, and R. Schettini, “Selection of filters for multispectral acquisition using the filter vectors analysis method,” in Color Imaging IX: Processing, Hardcopy, and Applications (R. Eschbach and G. G. Marcu, eds.), vol. 5293, (San Jose, CA), pp. 20 – 26, SPIE, Dec. 2003.

[8] J. Y. Hardeberg, “Filter selection for multispectral color image acquisition,” Journal of Imaging Science and Technology, vol. 48, no. 2, pp. 105–110, 2004.

[9] J. Klein, “Multispectral imaging and image processing,” in Image Processing: Algorithms and Systems XII (K. O. Egiazarrian, S. S. Agaian, and A. P. Gotchev, eds.), vol. 9019, pp. 909–911, 2014.

[10] C. Chi, H. Yoo, and M. Ben-Ezra, “Multi-Spectral Imaging by Optimized Full Spectra,” in Proc. IEEE Transactions on Image Processing (ICIP), (Anchorage, AK, USA), pp. 2933–2937, Sept. 2021.

[11] L. Malek, Z. Li, Z. Pei, and D. Zhang, “FastNet: Filter Selection Network For Hyperspectral Reconstruction,” in Proc. IEEE International Conference on Image Processing (ICIP), (Anchor, AK, USA), pp. 2933–2937, Sept. 2021.

[12] Y.-F. Fu, T. Zhang, Y. Zheng, D. Zhang, and H. Huang, “Joint Camera Spectral Response Selection and Hyperspectral Image Recovery,” IEEE Transactions on Pattern Analysis and Machine Intelligence, pp. 1–1, 2020.

[13] M. Axelsson, O. Friman, I. Johansson, M. Nordberg, and H. Omark, “Detection and classification of explosive substances in multi-spectral image sequences using linear subspace matching,” in Proc. IEEE International Conference on Acoustics, Speech and Signal Processing, (Vancouver, BC, Canada), pp. 3492–3496, May 2013.

[14] J. Klein, “Multispectral imaging and image processing,” in Image Processing: Algorithms and Systems XII (K. O. Egiazarrian, S. S. Agaian, and A. P. Gotchev, eds.), vol. 9019, pp. 208 – 216, International Society for Optics and Photonics, SPIE, 2014.

[15] F. Kruse, A. Lefkoff, J. Boardman, K. Heidebrecht, A. Shapiro, P. Barloon, and A. Goetz, “The spectral image processing system (sips)—interactive visualization and analysis of imaging spectrometer data,” Remote Sensing of Environment, vol. 44, no. 2, pp. 145–163, 1993. Airbone Imaging Spectrometry.

[16] C.-J. Chang, “Spectral information divergence for hyperspectral image analysis,” in Proc. IEEE 1999 International Geoscience and Remote Sensing Symposium (IGARSS), pp. 509–511.

[17] O. A. Carvalho Júnior, R. F. Guimarães, A. R. Gillespie, N. C. Silva, and R. A. T. Gomes, “A new approach to change vector analysis using distance and similarity measures,” Remote Sensing, vol. 3, no. 11, pp. 2473–2493, 2011.

[18] L. A. Wolsey, “Mixed Integer Programming,” in Encyclopedia of Computer Science and Engineering (B. W. Wah, ed.), p. e001244, Hoboken, NJ, USA: John Wiley & Sons, Inc., Sept. 2008.

[19] Z. Erickson, N. Luskey, S. Chernova, and C. C. Kemp, “Classification of Household Materials via Spectroscopy,” IEEE Robotics and Automation Letters, vol. 4, pp. 700–707, Apr. 2019.

[20] S.-X. Li, “Filter Selection for Optimizing the Spectral Sensitivity of Broadband Multispectral Cameras Based on Maximum Linear Independence,” Sensors, vol. 18, p. 1455, May 2018.

Fig. 6. All spectra of different objects that shall be separated visualized by different colors and the result of FBS in black.