UNIVERSALITY FOR COKERNELS OF RANDOM MATRIX PRODUCTS
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Abstract. For random integer matrices $M_1, \ldots, M_k \in \text{Mat}_n(Z)$ with independent entries, we study the distribution of the cokernel $\text{Cok}(M_1 \cdots M_k)$ of their product. We show that this distribution converges to a universal one as $n \to \infty$ for a general class of matrix entry distributions, and more generally show universal limits for the joint distribution of $\text{Cok}(M_1), \text{Cok}(M_1 M_2), \ldots, \text{Cok}(M_1 \cdots M_k)$. Furthermore, we characterize the universal distributions arising as marginals of a natural generalization of the Cohen-Lenstra measure to sequences of abelian groups with maps between them, which weights sequences inversely proportionally to their number of automorphisms. The proofs develop an extension of the moment method of Wood to joint moments of multiple groups, and rely also on the connection to Hall-Littlewood polynomials and symmetric function identities. As a corollary we obtain an explicit universal distribution for coranks of random matrix products over $\mathbb{F}_p$ as the matrix size tends to infinity.
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1. Introduction

Products of random matrices have been studied as far back as the works of Bellman [3] and Furstenberg-Kesten [32] around 1960, and many works since then have connected them to other problems in pure and applied mathematics and in physics, see e.g. [11, 21, 33, 39]. Such products have two natural parameters
to vary, namely the size $n$ of the matrices and the number $k$ of matrices in the product. Different limit regimes of $n, k$ yield different behaviors; at one extreme, \cite{32} and later works consider the singular values of a product $M_1 \cdots M_k$ of $n \times n$ matrices over $\mathbb{R}$ or $\mathbb{C}$, for fixed $n$, as the number of matrices $k$ in the product goes to infinity. At the other, works such as \cite{57} consider the singular values of such a product in the limit as $n \to \infty$, $k$ fixed.

Another direction of random matrix theory, at first sight orthogonal, concerns asymptotics of random matrices over finite fields $\mathbb{F}_p$. Assume that $M_u = (m_{ij})_{1 \leq i, j \leq n}$ is a random matrix of size $n$ whose entries are iid uniform over $\mathbb{F}_p$. Then for each given $n, d$ it is elementary to compute the probability that $M_u$ has corank $d$, from which one can show

$$\lim_{n \to \infty} P(\text{rank}(M_u) = n - d) = \frac{1}{p^{d^2}} \prod_{i=1}^{\infty} (1 - 1/p^{i}).$$

(1)

Quite interestingly, it turns out that the above statistics are universal: it has been shown in \cite{49, 56, 57, 73} that if the entries of $M$ are iid from some nonconstant distribution which is independent of $n$, then the rank (or corank) statistics of $M$ over $\mathbb{F}_p$ matches with that of the uniform model above$^1$.

Returning to matrix products, our first goal is to understand the corank statistics; although these problems are basic, we could not find any references in the literature. Assume that $M_{u_1}, M_{u_2}$ are two independent random matrices of size $n$ whose entries are uniform over $\mathbb{F}_p$. It is clear that the product matrix $M_{u_1} M_{u_2}$ has higher probability to be degenerate. More precisely, one can use (1) to show

$$\lim_{n \to \infty} P(\text{rank}(M_{u_1} M_{u_2}) = n - 1) = \frac{2p^2 - p}{(p - 1)^3} \prod_{i=1}^{\infty} (1 - 1/p^{i}).$$

In particular, the second probability is actually greater than the probability that $M_{u_1}, M_{u_2}$ have coranks 0, 1 or 1, 0, which may be computed by (1). This is because both have corank 1 and still have rank($M_{u_1} M_{u_2}$) = $n - 1$ with non-negligible probability, which is computed in the proof of Theorem \cite{49}. Even in this simple example, the complexity of matrix products begins to manifest.

This complexity increases further in the more general setting of random matrices over $\mathbb{Z}$. Now the key object is not only the rank but the cokernel, an abelian group

$${\text{Cok}}(M) := \mathbb{Z}^n / M\mathbb{Z}^n,$$

viewing $M \in \text{Mat}_n(\mathbb{Z})$ as a linear map $\mathbb{Z}^n \to \mathbb{Z}^n$. By reducing modulo $p$, results on the cokernel naturally yield results on coranks of matrices over $\mathbb{F}_p$. For matrices with iid entries from the large class of “$\alpha$-balanced” distributions described shortly, the distribution of the $p$-Sylow subgroup ${{\text{Cok}}(M)[p^\infty]}$—often referred to equivalently as the $p^\infty$-torsion—is universal. Namely, it was shown in \cite{73} Corollary 3.4 that it has the so-called Cohen-Lenstra distribution,

$$\lim_{n \to \infty} P(\text{Cok}(M)[p^\infty] \simeq G) = \frac{(p^{-1} ; p^{-1})_\infty}{\# \text{Aut}(G)}$$

(2)

for any finite abelian $p$-group $G$, where here and later we use the $q$-Pochhammer notation

$$(a; q)_\infty := \prod_{i \geq 0} (1 - aq^i).$$

This universality result was motivated by the Cohen-Lenstra heuristics for the distribution of class groups of quadratic imaginary number fields \cite{20, 26}.

In light of the above it is natural to ask about cokernels of random matrix products over $\mathbb{Z}$, but very little work has been done. To our knowledge cokernels of matrix products were first considered in \cite{67}, which

---

$^1$Results from \cite{49, 56, 57} also allow $d$ to vary with $n$, and with explicit rate of convergence.
studied the related setting of random matrices over the \( p \)-adic integers \( \mathbb{Z}_p \) in the regime of fixed matrix size \( n \) and growing number of products \( k \). The present work considers random matrix products over \( \mathbb{Z} \) in the opposite regime where \( n \) grows and \( k \) is fixed.\(^2\) We seek to answer the following natural questions for cokernels, together with their analogues for coranks over \( \mathbb{F}_p \).

(Q1) What is the \( n \to \infty \) limiting distribution of \( \text{Cok}(M_1 \cdots M_k) \), where \( M_i \in \text{Mat}_n(\mathbb{Z}) \) are iid? Are the results universal, insensitive to the distribution of the entries of \( M_i \)?

(Q2) More generally, what is the joint distribution of \( \text{Cok}(M_1), \text{Cok}(M_1M_2), \ldots, \text{Cok}(M_1 \cdots M_k) \)?

1.1. Main results. The existing single-matrix universality results of \(^{73}\) are proven for matrices with iid entries satisfying the following condition, which makes it a natural candidate to probe universality for products as well.

**Definition 1.** Given a real number \( \alpha \in (0, 1/2] \), we say a random integer \( \xi \) is \( \alpha \)-balanced if for every prime \( p \) we have

\[
\max_{r \in \mathbb{Z}/p\mathbb{Z}} P(\xi \equiv r \pmod{p}) \leq 1 - \alpha.
\]

Our main results generalize \(^{73}\) Corollary 3.4 to products of matrices, answering (Q1) and (Q2) above. We begin with the simpler (Q1). In what follows, for a finite set \( P \) of primes we write \( G[P] := \bigoplus_{p \in P} G[p^\infty] \), where we recall that \( G[p^\infty] \) is the \( p \)-Sylow subgroup of \( G \).

**Theorem 1.1.** Let \( M_1, \ldots, M_k \) be \( k \) independent random integral matrices with entries iid copies of an \( \alpha \)-balanced random integer \( \xi \). Let \( B \) be any finite abelian group, and let \( P \) be a finite set of primes including all those that divide \( |B| \). Then

\[
\lim_{n \to \infty} P((\text{Cok}(M_1 \cdots M_k))[P] \simeq B) = \left( \prod_{p \in P} (p^{-1}; p^{-1})_\infty^k \right) \frac{\#\{0 = G_0 \leq G_1 \leq \ldots \leq G_k = B\}}{\# \text{Aut}(B)}.
\]

For (Q2), we note first that as \( M_1 \cdots M_{j+1} \mathbb{Z}^n \subset M_1 \cdots M_j \mathbb{Z}^n \), there is a natural surjection \( \text{Cok}(M_1 \cdots M_{j+1}) \to \text{Cok}(M_1 \cdots M_j) \). We also define the notation \( \text{Sur}(G, H) := \{ \phi : G \to H \text{ surjective} \} \) and similarly for \( \text{Inj}(G, H) \).

**Theorem 1.2.** For matrices under the same assumptions as in Theorem 1.1, finite abelian groups \( B_1, \ldots, B_k \), and \( P \) a finite set of primes including all those which divide every \( |B_i|, 1 \leq i \leq k \), we have

\[
\lim_{n \to \infty} P((\text{Cok}(M_1 \cdots M_j))[P] \simeq B_j, 1 \leq j \leq k) = \left( \prod_{p \in P} (p^{-1}; p^{-1})_\infty^k \right) \prod_{i=1}^k \frac{\#\text{Sur}(B_i, B_{i-1})}{\# \text{Aut}(B_i)}.
\]

where we take \( B_0 = 0 \).

**Remark 1.** Theorem 1.2 reduces to Theorem 1.1 by a simple computation. We also note that, since \( \text{Cok}(M_1 \cdots M_j) \cong \text{Cok}(M_j^2 \cdots M_1^2) \) and \( M_j = M_j^2 \) in distribution for all \( j \), it is immediate that Theorem 1.2 holds with \( \text{Cok}(M_1 \cdots M_j)[P] \) replaced by \( \text{Cok}(M_j \cdots M_1)[P] \).

The \( k = 1 \) case of either above result yields \(^{73}\) Corollary 3.4, and our results can be seen as a dynamical analog of this one. Within one matrix, the evolution of the cokernel after exposing each new row and column of the matrix was previously studied by the first author and Wood \(^{57, 58}\), while in this current model we study the cokernel evolution by multiplying the matrices one by one. An interesting related body of work \(^{8, 15, 16, 43}\) studies the joint cokernel distributions of matrices obtained from different polynomials of a

\(^2\)While we state our results over \( \mathbb{Z} \) in this section, we simultaneously obtain results on matrices over \( \mathbb{Z}_p \), see Theorems 8.2 and 9.2 in the body of the paper.
single random matrix, and it is natural in light of the above to consider joint cokernel distributions of more complicated multivariate polynomials in several random matrices.

Recall that for cokernels of a single matrix, the distribution \( \text{Cok}(M_1 \cdots M_j) \) comes with additional structure of a sequence of maps
\[
\text{Cok}(M_1 \cdots M_k) \rightarrow \text{Cok}(M_1 \cdots M_{k-1}) \rightarrow \ldots \rightarrow \text{Cok}(M_1).
\] (6)

There is a natural notion of automorphism of such a sequence \( G_k \rightarrow \ldots \rightarrow G_1 \) of abelian groups with maps between them, namely an element of \( \prod_{i=1}^k \text{Aut}(G_k) \) for which the appropriate diagram commutes—see Section 10. This provides the right setting to interpret the distribution of Theorem 1.2 and hence Theorem 1.1 as well, as the following result shows.

**Theorem 1.3.** Let \( k \in \mathbb{Z}_{\geq 1} \) and \( P \) be a finite set of primes. Then there is a well-defined probability measure \( \overline{P}_p^{(k)} \) on the set
\[
\left\{ \text{sequences } G_k \xrightarrow{\phi_{k-1}} G_{k-1} \xrightarrow{\phi_{k-2}} \ldots \xrightarrow{\phi_1} G_1 \text{ up to automorphism: } |G_k| \text{ only divisible by primes in } P \right\}
\]
defined by assigning to each automorphism class \( [G_k \rightarrow \ldots \rightarrow G_1] \) of sequences the probability
\[
\overline{P}_p^{(k)}([G_k \rightarrow \ldots \rightarrow G_1]) = \frac{\prod_{p \in P} (p^{-1}; p^{-1})_\infty}{\# \text{Aut}(G_k \rightarrow \ldots \rightarrow G_1)}.
\]
Furthermore, under the above distribution, the marginal joint distribution of the isomorphism types of \( G_1, \ldots, G_k \) (after forgetting the data of the maps between them) is the limit distribution of Theorem 1.2.

We refer to Section 10 for more detail. The closest previous work we are aware of is [2], which considers certain random short exact sequences of abelian \( p \)-groups as models for the distribution of exact sequences relating Selmer and Tate-Shafarevich groups of elliptic curves. However, these distributions are supported on split short exact sequences, so the maps between them do not add information beyond the isomorphism types of the groups, in contrast to our case. Nonetheless, such heuristics for groups with maps between them motivate the general problem of developing technology to prove universality for joint distributions of multiple groups, and we hope that the present paper may conversely help to spur more work on heuristics for sequences of groups in number theory. It would certainly be natural and interesting to prove a generalization of the universality result Theorem 1.2 which incorporates the extra data of the sequence of maps \( \xi \), but we leave this question to the future as our methods are not currently adapted to it.

In another direction, by taking everything modulo \( p \), Theorem 1.2 and a linear algebra computation imply the following corollary on the joint distribution of ranks of matrix products over \( \mathbb{F}_p \).

**Theorem 1.4.** Let \( p \) be a given prime. Let \( \xi \) be a nonconstant random variable valued in \( \mathbb{F}_p, r_1, \ldots, r_k \in \mathbb{Z}_{\geq 0} \), and \( M_1, \ldots, M_k \) be independent random elements of \( \text{Mat}_n(\mathbb{F}_p) \) with entries iid copies of \( \xi \). Then
\[
\lim_{n \to \infty} P(\text{rank}(M_1 \cdots M_i) = n - (r_1 + \ldots + r_i) \text{ for all } 1 \leq i \leq k) = \prod_{i=1}^k \frac{p^{-r_i(r_1+\ldots+r_i)}(p^{-1};p^{-1})_{r_i}(p^{-1};p^{-1})_{r_1+\ldots+r_i}}{(p^{-1};p^{-1})_{r_i(r_1+\ldots+r_i)}}.
\]

1.2. **Parallels with complex random matrices.** Most universality results of random matrices in the literature concern the spectral distributions, most notably the Wigner semi-circular law, the quarter-circle law, and the circular law. We recite below the last two laws for the model closely related to ours.

**Theorem 1.5.** Assume that \( M = (m_{ij}) \) is a random matrix where \( m_{ij} \) are iid copies of a real-valued random variable \( \xi \) of mean-zero and variance one.
with nonnegative reals on the diagonal—the singular values. Analogously, for a type of the cokernel by \( A \). This result is known as Smith normal form, and the diagonal entries furthermore determine the isomorphism $U$, $V$.

Let $z_1,\ldots,z_n$ be the (possibly complex) eigenvalues of $(1/\sqrt n)M$. Then almost surely

$$
\lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} \delta_{z_i} = \mu_{MP}(dx).
$$

As mentioned in the first paragraph, generalizations of the above exist for products of a finite number of matrices.

**Theorem 1.6.** Assume that $M_1,\ldots,M_k$ are independent and their entries are iid copies of a real-valued random variable $\xi$ of mean zero, variance one, and bounded $(2+\varepsilon)$-moment for some $\varepsilon > 0$. Let $M = \prod_{i=1}^k \frac{1}{\sqrt n} M_i$.

- (Marchenko-Pastur law, see for instance [31] and also [36, 62, 70, 76]) Let $x_1,\ldots,x_n$ be the eigenvalues of $(1/n)MM^*$. Then almost surely

$$
\lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} \delta_{x_i} = \frac{1}{2\pi} \sqrt{(4-x)x} 1_{x \in (0,4]}dx =: \mu_{MP}(dx).
$$

- (Circular law, see for instance [63] and also [34, 38, 53, 61]) Let $z_1,\ldots,z_n$ be the singular values of a product of a fixed number $k$ of independent iid matrices. However, an important difference between the two settings is that the eigenvalues of $M$ are independent and their entries are iid copies of a real-valued random variable $\xi$ of mean zero, variance one, and bounded $(2+\varepsilon)$-moment for some $\varepsilon > 0$. Let $M = \prod_{i=1}^k \frac{1}{\sqrt n} M_i$.

- (See [2, 4, 10, 11, 54, 77] for the Gaussian case, and [37, Theorem 3.1] for the general case) Let $x_1,\ldots,x_n$ be the singular values of $M$, then in probability

$$
\lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} \delta_{x_i} = \frac{\delta k}{\sqrt n} \mu_{MP}(dx),
$$

where we refer the reader to [2] for more discussion on the free multiplicative convolution.

- (See for instance [37, 59, 60]) If $z_1,\ldots,z_n$ are the eigenvalues of $M$, then in probability

$$
\lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} \delta_{z_i} = \frac{1}{k\pi} |z|^{2-2} 1_{|z| \leq 1} dz.
$$

The groups $\text{Cok}(A)$ in the discrete setting are in fact structurally analogous to singular values in the continuous setting. In complex (or real) random matrix theory, singular value decomposition tells that $A$ is real, $O(n)$) so that $UAV$ is diagonal with nonnegative reals on the diagonal—the singular values. Analogously, for $A \in \text{Mat}_n(\mathbb{Z})$ there exist unitary $U, V \in U(n)$ (or, if $A$ is real, $O(n)$) so that $UAV$ is diagonal with nonnegative integers on the diagonal. This result is known as Smith normal form, and the diagonal entries furthermore determine the isomorphism type of the cokernel by

$$
\text{Cok}(A) \simeq \bigoplus_{i=1}^{n} \mathbb{Z}/a_i\mathbb{Z}.
$$

Theorem 1.1 can thus be viewed as a cokernel analog of the above results concerning the singular values and eigenvalues of a product of $k$ independent iid matrices. However, an important difference between the two settings is that the random empirical spectral measures above limit (with scaling) to deterministic measures, while in the cokernel setting there is no rescaling and the limit object is a random group or collection of integers $a_i$.

A related setting in classical random matrix theory, where the limits are not deterministic, is that of local limits. Singular values of a random $A \in \text{Mat}_n(\mathbb{C})$ form a random collection of points on $\mathbb{R}_{\geq 0}$, and by zooming in at the scale of individual singular values as $n \to \infty$, one may obtain a random collection of infinitely many points. The limit object differs depending on whether one zooms in close to the largest singular value (the soft edge), close to the smallest singular value (the hard edge), or in between the two (the bulk), and is a random collection of points with a rightmost point, leftmost point, or infinitely many points in both directions in each case respectively. For singular values of a product of a fixed number $k$ of complex Gaussian matrices, these scaling limits were computed for the bulk and soft edge in [36]. Unlike
our Theorem 1.1 and Theorem 1.6 above, the limit in [46] does not depend on the number of products, and matches the one for a single matrix. However, at the hard edge the limit does depend on the number of products: the $n \to \infty$ limiting joint distribution of singular values of products $M_1, M_2M_1, \ldots, M_k \cdots M_1$ of $n \times n$ complex Gaussian matrices $M_i$ was computed in [42], and for other explicit cases outside the Gaussian on the hard edge limit was computed in [41, 40]. The work [42] is probably the closest complex analogue of our Theorem 1.2.

1.3. Methods, moments and Hall-Littlewood polynomials. Previous works such as [57, 58] and especially [72, 73] show that the law of $\text{Cok}(M)$ converges to some universal distribution\(^3\) by the following general strategy:

(i) Find a candidate universal random group $G$ and compute its moments $E[\# \text{Sur}(G, H)]$ for each finite abelian group $H$ with $|H|$ divisible by the appropriate primes.

(ii) Compute the asymptotics of the moments $E[\# \text{Sur}(\text{Cok}(M), H)]$ and check they agree.

(iii) Show that the moments determine the distribution.

For Theorem 1.1 we follow exactly this strategy: the computation (i) is in Section 7, the asymptotics (ii) are in Section 3 and for (iii) we slightly strengthen existing moment determinacy results of [72] and combine these ingredients to prove the theorem in Section 8. For Theorem 1.2, however, we must introduce an appropriate notion of joint moments of a sequence of random groups. We are able to generalize (ii) and (iii) to joint moments

$$E[\# \text{Sur}(\text{Cok}(M_1), G^{(1)}) \cdots \# \text{Sur}(\text{Cok}(M_1 \cdots M_k), G^{(k)})],$$

(7)

see Theorems 4.1 and 9.1. We find it helpful from an expository standpoint to prove Theorem 1.1 separately beforehand, as many ingredients are shared, and for this result (ii) and (iii) correspond to Theorems 3.2 and 8.1. In both cases, we rely heavily on an existing analytic result [72 Theorem 8.2] proven in a related context. It is also worth noting that a generalization of moment determinacy (iii) to joint moments of multiple groups as defined by (7) was carried out independently in [44], which appeared shortly after the first posting of the present paper, and applied to different joint distributions.

For (i), the candidate for the joint distribution of cokernels comes from previous work [67] (specifically Corollary 3.4) in the setting of random matrices over the $p$-adic integers $\mathbb{Z}_p$. The analogous cokernel joint distribution corresponds to the distribution in Theorem 1.2 when $P = \{p\}$. However, in [67] it was phrased in a nontrivially equivalent manner in terms of Hall-Littlewood polynomials, certain symmetric polynomials in $n$ variables which encode harmonic analysis on the groups $\text{GL}_n(\mathbb{Z}_p) \subset \text{GL}_n(\mathbb{Q}_p)$ and (equivalently) combinatorics of abelian $p$-groups, see [48] Chapters II, III, V. Previous to [67], Hall-Littlewood polynomials had been connected to the Cohen-Lenstra measure in [45], following their connection to an essentially equivalent measure arising in random matrix theory over finite fields in [27] (see also [28]). Recent applications to $p$-adic random matrix theory include [23, 29, 31, 67, 68, 69].

After [67 Corollary 3.4], the subsequent work [68] Theorem 1.4] further gave explicit elementary formulas for this distribution, not featuring Hall-Littlewood polynomials. However, a more structural interpretation of these formulas was still lacking. Such an interpretation is furnished by the explicit group-theoretic formulation afforded by our Theorem 1.3 finally placing the distribution in the context of similar “$1/\# \text{Aut}$” distributions which have appeared previously in integer and $p$-adic random matrix theory.

We have phrased our results in the group-theoretic language above, but Hall-Littlewood tools continue to be useful in our computations for (i) of the moments of the limiting distributions, in Section 7. To this end, Section 6 states many basic results translating between Hall-Littlewood and group-theoretic notation, and some purely group-theoretic results, all of which are not difficult to derive from [47] but many of which we are not aware of in the random matrix literature. We hope that the dictionary we give there, between

\(^3\) Depending on the class of $M$; symmetric matrices [72] or rectangular matrices [73] yield different limiting laws for the cokernels.
Hall-Littlewood formulas and moments of abelian groups and maps between them, will be useful in the field beyond our matrix product setting. We note also that the analogies between cokernels and singular values mentioned above are somewhat cleaner with cokernels of \( p \)-adic—rather than integral—matrices, with structurally identical formulas appearing in both settings in terms of either Hall-Littlewood polynomials or the analogous special functions on the complex side, see [67] and the references therein.

For (ii), as mentioned, our main contributions are Theorem 3.2 and Theorem 4.1. Our proofs of these results focus on the evolution of “code” and “non-code” vectors after the application of each random matrix \( M_i \) in the product. Roughly speaking, for a code vector \( v \), the vector \( M_i v \) is close to being a random uniform vector, and hence the main contribution in the moment computation comes from these vectors. For the non-code vectors \( v \), the laws of \( M_i v \) are intractable, but fortunately we can avoid this by relying on the fact that most vectors are codes. In a way, this approach is similar to [55], where similar dynamical aspects of “structured” and “non-structured” vectors were studied. The evolution in the joint distribution setting is more complicated, as one has to keep track of many code and non-code vectors at the same time. As such, for expository purposes we will present the simpler case \( k = 2 \) first, and then use induction to proceed further.

Lastly, for (iii) our contributions are Theorem 8.1, Theorem 9.1 and Theorem 9.3. Although our approach mainly follows [72, Theorem 8.3], these results, especially Theorem 9.1 and Theorem 9.3 require some non-trivial modifications as our focus is on the joint moments, where the growth rates are not straightforward to check. We hope that our joint moment comparison result, together with the developments in [72, 73] (see also [74]), will provide useful tools to prove universality.

### 1.4. Plan of paper

In Section 2 we state many basic definitions and results from [73] pertaining to the moment method for abelian groups. In Sections 3 and 4 we compute the moments and joint moments of matrix products, needed for Theorems 1.1 and 1.2 respectively (while the latter theorem implies the former, for simplicity of exposition we usually prove needed results for the former first). General background on Hall-Littlewood polynomials and processes is in Section 5 and we relate it to abelian \( p \)-groups in Section 6. We use this to compute the moments and joint moments of the limit distributions of Theorems 1.1 and 1.2 in Section 7. In Sections 8 and 9 we combine these ingredients to prove Theorems 1.1 and 1.2 respectively, along with their analogues for \( \mathbb{Z}_p \). In Section 10 we set up and prove Theorem 1.3. Finally, in Section 11 we reduce to \( \mathbb{F}_p \) and prove Theorem 1.4.
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## 2. Supporting lemmas

Throughout this section fix \( a \in \mathbb{Z}_{>1} \) and set \( R = \mathbb{Z}/a\mathbb{Z} \). Let \( V = R^n \) with standard basis \( v_i, 1 \leq i \leq n \). For \( \sigma \subset [n] \) we denote by \( V_{\sigma^c} \) the submodule generated by \( \{ v_i : i \in \sigma^c \} \). Throughout the paper, to declutter notation we will write \( (x_1, \ldots, x_n) \in R^n \) for usual (column) vectors, and similarly for vectors in e.g. \( G^n \) where \( G \) is a group, rather than using the notation \( (x_1, \ldots, x_n)^T \).

**Definition 2.** Given real \( \alpha \in (0, 1/2] \), we say an \( R \)-valued random variable \( \xi \) is \( \alpha \)-balanced if for every prime \( p \mid a \) we have

\[
\max_{r \in \mathbb{Z}/p\mathbb{Z}} P(\xi \equiv r \pmod{p}) \leq 1 - \alpha. \tag{8}
\]
Clearly if $\xi$ is a $\mathbb{Z}$-valued $\alpha$-balanced random variable as in Definition 1, then $\xi \mod a$ is an $\alpha$-balanced $R$-valued random variable as in Definition 2. Hence the random matrices of Theorems 1.1 and 1.2 reduced modulo $a$, have iid $\alpha$-balanced entries in $R$. From this section through Section 4 we will work in this setting, and work with abelian groups $G$ with exponent dividing $a$ (i.e. $R$-modules). Most of the results below are from [73].

2.1. Codes.

**Definition 3.** Given $w \leq n$, we say that $F \in \text{Hom}(V, G)$ is a code of distance $w$ if for every $\sigma \subset [n]$ with $|\sigma| < w$ we have $F(V_\sigma) = G$.

Sometimes it is convenient to identify $F$ with the vector $(F(v_1),\ldots,F(v_n)) \in G^n$, and we will usually abuse notation and view $F$ as a vector rather than a map. In particular, if $X = (x_1,\ldots,x_n) \in R^n$ is a vector, we write $(F,X) := \sum_{i=1}^n x_i F(v_i)$; note this is not a usual dot product because $(F(v_1),\ldots,F(v_n)) \in G^n$ and $(x_1,\ldots,x_n) \in R^n$ live in different spaces, though the formula is the same. If $M$ is an $n \times n$ matrix with entries in $R$, then for any $R$-module $G$, $M$ defines a linear map $G^n \to G^n$ by usual matrix multiplication, and we write $MF$ for the image of the vector $(F(v_1),\ldots,F(v_n)) \in G^n$ under this map.

It is convenient to work with codes because the random walk $S_k = \sum_{i=1}^k x_i F(v_i)$ (in discrete time indexed by $k = 1, 2, \ldots, n$) spreads out in $G$ very fast, as the following lemma shows.

**Lemma 2.1.** [73 Lemma 2.1] Assume that $x_i \in R$ are iid copies of $\xi$ satisfying [8]. Then for any code $F$ of distance $\delta n$ and any $g \in G$,

$$\left| P((F,X) = g) - \frac{1}{|G|} \right| \leq \exp(-\alpha \delta n/a^2),$$

where $X = (x_1,\ldots,x_n)$.

In what follows, if not specified otherwise, $X$ is always understood as the random vector $(x_1,\ldots,x_n)$ where $x_i$ are iid copies of $\xi$ satisfying [8] as in Lemma 2.1.

Using the above result, it is not hard to deduce the following matrix form.

**Lemma 2.2.** [73 Lemma 2.4] Assume that the entries of $M$ of size $n$ are iid copies of $\xi$ satisfying [8]. For code $F$ of distance $\delta n$, for any vector $A \in G^n$

$$\left| P(MF = A) - \frac{1}{|G|^n} \right| \leq \frac{K \exp(-cn)}{|G|^n},$$

where $K, c$ depend on $a, G, \alpha$ and $\delta$.

**Remark 2.** In our applications, $G$ will always be a fixed group (or perhaps summed over a finite collection of groups), so the dependence of the constants on $G$ which we allow in Lemma 2.2 and similar results does not create any issue with our asymptotics.

We will also need the following useful result.

**Lemma 2.3.** Let $\delta$ be sufficiently small. Assume that $F \in \text{Hom}(V,G)$ is a code of distance $\delta n$. Assume that the entries of the matrix $M$ of size $n$ are iid copies of $\xi$ satisfying [8]. Then for any $H \leq G$

$$P(MF \text{ is a code of distance } \delta n \text{ in } H) = \left|H\right|^n \left[1 + O(\exp(-c''n))\right],$$

where $c''$ depends on $a, G, H, \delta, \alpha$.

**Proof of Lemma 2.3.** First, by Lemma 2.2 for each $A$ a code of distance $\delta n$ of $H$ we have

$$P(MF = A) = \frac{1 + O(K \exp(-cn))}{|G|^n}$$

for
It remains to count the number of codes of distance $\delta n$ in $H$.

**Claim 2.4.** Let $C(H)$ be the number of codes (defined as $F(V)$) of distance $\delta n$ in $H$. We have

$$|C(H)| = (1 + K'\exp(-c_3\delta n))|H|^n,$$

where $K'$ depends on $H$ and $c_3$ depends on $\delta$.

**Proof.** Let $g_1, \ldots, g_n$ be chosen independently uniformly from $H$. For each $I \subset [n]$ an index set of size $n - \lceil \delta n \rceil$, and for each $H'$ a proper subgroup of $H$, let $\mathcal{E}_{I,H'}$ be the event that $g_i \in H'$ for all $i \in I$. Then clearly $P(\mathcal{E}_{I,H'}) = (|H'|/|H|)^{|I|}$. Taking a union bound over the choices of $I \subset \binom{[n]}{n - \lceil \delta n \rceil}$ and over $H' < H$ we obtain a bound

$$K'(1/2)^{n - \lceil \delta n \rceil} \times \left( \frac{n}{\lceil \delta n \rceil} \right),$$

using that $|H'|/|H| \leq 1/2$. Since we assume that $\delta$ is sufficiently small, the above is bounded by $K'\exp(-c_3\delta n)$ for some $K'$ and $c_3$ as in the statement. \hfill $\square$

To complete the proof of Lemma 2.3 we have

$$\frac{1 + O(K\exp(-cn))}{|G|^n} \times (1 + O(K'\exp(-c_3\delta n))|H|^n = |H|^n \frac{1 + O(\exp(-c''n))}{|G|^n}.$$

\hfill $\square$

**2.2. Non-codes.** Next, for non-code $F$, the random walk $(F, X)$ does not converge quickly to the uniform distribution on $G$. However it is likely to be uniform over the subgroup where the restriction of $F$ is a code.

**Definition 4.** For $D = \prod_i p_i^{c_i}$ let

$$\ell(D) := \sum_i c_i.$$

In all results introduced below we remark that $F$ is not necessarily a surjection.

**Definition 5.** For a real $\delta > 0$, the $\delta$-depth of $F \in \text{Hom}(V, G)$ is the maximal positive integer $D$ such that there exists $\sigma \subset [n]$ with $|\sigma| < \ell(D)\delta n$ such that $D = |G/F(V_{|\sigma}|)$, or is 1 if there is no such $D$.

So roughly speaking the $\delta$-depth measures the maximum of $|G/F(V_{|\sigma}|)$ over $\sigma$ of size significantly smaller than $\delta n$. The depth is large if there exists such $\sigma$ where $F(V_{|\sigma}|)$ is a small subgroup of $G$. The reason for this definition of depth is the following lemma, which shows that depth encodes how much one has to restrict $F$ to obtain a code.

**Lemma 2.5.** If $F \in \text{Hom}(V, G)$ has $\delta$-depth $D > 1$, and $\sigma \subset [n]$ is such that $D = |G/F(V_{|\sigma}|)$ and $|\sigma| < \ell(D)\delta n$, then the restriction $F|_{V_{|\sigma}} \in \text{Hom}(V_{|\sigma}, F(V_{|\sigma}))$ is a code of distance $\delta|\sigma^c|.$

**Proof.** Suppose for the sake of contradiction that $F|_{V_{|\sigma}}$ is not a code of distance $\delta|\sigma^c|$. Then there exists a set $\eta \subset \sigma^c$ with

$$|\eta| < \delta|\sigma^c|$$

such that $\text{Im}(F|_{V_{[\eta]\cup\sigma^c}}) \subset \text{Im}(F_{|\sigma^c})$. Hence $\tilde{D} := |G : \text{Im}(F|_{V_{[\eta]\cup\sigma^c}})| > D$, and of course $D|\tilde{D}$. So

$$|\eta \cup \sigma| < \delta(n - |\sigma|) + |\sigma| = \delta n + (1 - \delta)|\sigma| < \delta n + (1 - \delta)\ell(D)\delta n < \delta(\ell(D) + 1)n$$

and $\ell(\tilde{D}) \geq \ell(D) + 1$, therefore

$$|\eta \cup \sigma| < \ell(\tilde{D})\delta n.$$

But this means that $\tilde{D}$ satisfies the condition in the definition of depth, and is larger than $D$, contradicting maximality, which completes the proof. \hfill $\square$
Lemma 2.6. [73] Lemma 2.6] The number of $F \in \text{Hom}(V, G)$ with depth $D$ is at most
\[ K \left( \frac{n}{\ell(D)\delta n} \right) |G|^n D^{-n+\ell(D)\delta n}, \]
where $K$ depends on $a$ and $G$.

Lemma 2.7. Let $F \in \text{Hom}(V, G)$ have $\delta$-depth $D > 1$ and $|G/F(V)| < D$. Then for any $g \in G$
\[ \mathbf{P}(\langle F, X \rangle = g) \leq (1 - \alpha) \left( \frac{D}{|G|} + \exp(-\alpha\delta n/a^2) \right). \]

We remark that the assumption above is automatically true if $F$ is a surjection. This result is different from
[73 Lemma 2.7] in that $g$ is any element instead of just 0.

Proof. We follow the proof of [73 Lemma 2.7]. Pick $\sigma \subset [n]$ with $|\sigma| < \ell(D)\delta n$ such that $D = |G/F(V_\sigma)|$. Let $H = F(V_\sigma)$. As $|G/F(V)| < D$, we have $\sigma \neq \emptyset$. We write
\[ \mathbf{P}(\langle F, X \rangle = g) = \mathbf{P} \left( \sum_{i \in \sigma} x_i f_i + \sum_{i \notin \sigma} x_i f_i = g \right) = \mathbf{P} \left( \sum_{i \in \sigma} x_i f_i \in H_g \cap \sum_{i \in \sigma} x_i f_i = g - \sum_{i \in \sigma} x_i f_i \right) \]
\[ = \mathbf{P} \left( \sum_{i \in \sigma} x_i f_i \in H_g \right) \mathbf{P} \left( \sum_{i \in \sigma} x_i f_i = g - \sum_{i \in \sigma} x_i f_i \sum_{i \in \sigma} x_i f_i \in H_g \right), \]
where $H_g$ is the coset of $H$ containing $g$. Now as $|G/F(V)| < D$, there exists $i_0 \in \sigma$ such that $f_{i_0} \notin H$. Since $x_{i_0}$ is $\alpha$-balanced, for any fixed values of $x_{i, k} \in \sigma \setminus i_0$ we have using the randomness of $x_{i_0}$ that
\[ \mathbf{P}_{x_{i_0}} \left( \sum_{i \in \sigma} x_i f_i \in H_g \right) \leq 1 - \alpha. \]

Furthermore, by Lemma 2.5 $F(V_\sigma)$ is a code of distance $\delta n$ over $H$. Hence
\[ \left| \mathbf{P} \left( \sum_{i \in \sigma} x_i f_i = g - \sum_{i \in \sigma} x_i f_i \sum_{i \in \sigma} x_i f_i \in H_g \right) - \frac{1}{|H|} \right| \leq \exp(-\alpha\delta n/a^2). \]

Putting together we have
\[ \mathbf{P} \left( \sum_{i \in \sigma} x_i f_i \in H_g \cap \sum_{i \in \sigma} x_i f_i = g - \sum_{i \in \sigma} x_i f_i \right) \leq (1 - \alpha) \left( \frac{1}{|H|} + \exp(-\alpha\delta n/a^2) \right). \]

Using this result, we can obtain similar bound in matrix form, the same way [73 Lemma 2.8] was deduced from [73 Lemma 2.7].

Lemma 2.8. If $F \in \text{Hom}(V, G)$ has $\delta$-depth $D > 1$ and $|G/F(V)| < D$ as in the previous lemma, then for any $A \in G^n$,
\[ \mathbf{P}(MF = A) \leq K \exp(-\alpha n) \frac{D^n}{|G|^n}, \]
where $K$ depends on $a, G, \alpha$ and $\delta$.

Proof. By Lemma 2.7
\[ \mathbf{P}(MF = A) = \mathbf{P}(\langle F, X_i \rangle = a_i, 1 \leq i \leq n) \leq \left( (1 - \alpha) \left( \frac{D}{|G|} + \exp(-\alpha\delta n/a^2) \right) \right)^n. \]
This is bounded above by

\[
\exp(n \log(1 - \alpha)) \left( \frac{D}{|G|} \right)^n \exp(n(|G|/D) \exp(-\alpha \delta n/a^2)) \leq K \exp(-an) \left( \frac{D}{|G|} \right)^n,
\]

where we have Taylor expanded the logarithm inside the first exponential and kept only the first term (the rest are also negative), and \(K\) is the maximum over \(n \geq 1\) of \(e^{n(|G|/D) \exp(-\alpha \delta n/a^2)}\).

\(\square\)

To complete this section we introduce two more definitions that will be crucial to our work.

**Definition 6.** For a given \(k \geq 0\) we let \(n_k(G)\) denote the number of sequences of nested subgroups

\[
0 = H_0 \leq H_1 \leq H_2 \leq \cdots \leq H_{k-1} \leq H_k = G.
\]

For projections onto direct summands, when \(g = (g_1, \ldots, g_k) \in G_1 \oplus \cdots \oplus G_k\) we write \(\pi_i(g) = g_i\), and \(\pi_I(g) = (g_i, i \in I)\).

**Definition 7.** For a given \(k \geq 0\) and given \(k\) finite abelian groups \(G_1, \ldots, G_k\) we let \(m_k(G_1, \ldots, G_k)\) denote the number of sequences \((H_1, H_2, \ldots, H_k)\) such that \(H_k = G_k\) and for each \(i = 1, \ldots, k-1,\)

- \(H_i \leq G_i \oplus \cdots \oplus G_k,\)
- \(\pi_i(H_i) = G_i,\) and
- \(\pi_{i+1,\ldots,k}(H_i) \leq H_{i+1}.\)

In the simple case \(k = 2, m_2(G_1, G_2)\) is just the number of subgroups \(G' \in G_1 \oplus G_2\) such that \(\pi_1(G') = G_1.\) Furthermore, for each \(H \leq G_i \oplus \cdots \oplus G_k\) such that \(\pi_i(H) = G_i,\) we will abuse notation to let \(m_{k-i}(H)\) denote the number of sequences \((H_i = H, H_{i+1}, \ldots, H_k)\) such that \(H_k = G_k\) and, similarly to the above, for each \(j = i, \ldots, k-1\) we have \(H_j \leq G_j \oplus \cdots \oplus G_k\) and \(\pi_j(H_j) = G_j,\) as well as \(\pi_{(j+1,\ldots,k)}(H_j) \leq H_{j+1}.\) By this, we see that

\[
m_k(G_1, \ldots, G_k) = \sum_{H_i \leq G_i \oplus \cdots \oplus G_k} m_{k-1}(H_1)
\]

and in general for each \(H_i\) (such that \(H_i \leq G_i \oplus \cdots \oplus G_k\) and \(\pi_i(H_i) = G_i\)) we have

\[
m_{k-i}(H_i) = \sum_{\pi_{(i+1,\ldots,k)}(H_i) \leq H_{i+1} \leq G_{i+1} \oplus \cdots \oplus G_k \atop \pi_{i+1}(H_{i+1}) = G_{i+1}} m_{k-i-1}(H_{i+1}).
\]

Finally, note also that as \(H_1 \leq G_1 \oplus H_2 \leq \cdots \leq G_1 \oplus \cdots \oplus G_{k-1} \oplus H_k \leq G_1 \oplus \cdots \oplus G_k,\) we have

\[
m_{k}(G_1, \ldots, G_k) \leq n_{k}(G_1 \oplus \cdots \oplus G_k).
\]

### 3. Counting surjections for Theorem 1.1

Let \(a, R, V\) be as in the previous section. Throughout the section we write \(\text{Hom}(A, B)\) and \(\text{Sur}(A, B)\) for the set of homomorphisms and surjective homomorphisms, respectively, from \(A\) to \(B.\)

#### 3.1. Set-up

We know from \[73\] that to understand the distribution of \(\text{Cok}(M)\), it suffices to determine the “moments” \[4\] of \(\text{Cok}(M)\), i.e. the quantities \(E[\# \text{Sur}(\text{Cok}(M), G)]\) for each finite abelian group \(G.\) To investigate each such moment, we recognize that each such surjection lifts to a surjection \(V \to G\) and so we have

\[
E[\# \text{Sur}(\text{Cok}(M), G)] = \sum_{F \in \text{Sur}(V, G)} P(F(MV) = 0 \text{ in } G) = \sum_{F \in \text{Sur}(V, G)} P(MF = 0 \text{ in } G),
\]

\[\text{We refer the reader to } [72, 73] \text{ for the history of these statistics.}\]
where we view $F$ as a column vector $F = (F(v_1), \ldots, F(v_n)) \in G^n$. By the independence of columns, we have

$$P(MF = 0) = \prod_{j=1}^{n} P(\langle F, X_j \rangle = 0),$$

where $X_1, \ldots, X_n$ are rows of $M$. So in the case of a single matrix, ones must estimate these probabilities $P(F(X_j) = 0)$, which give the desired moments. In our situation we have random matrices $M_1, M_2, \ldots, M_k$, and want to study $P(M_1 M_2 \cdots M_k F = 0)$ for surjections $F : V \to G$.

Recall $n_k(G)$ from Definition 6. Our key result in this section is a generalization of Lemma 2.2 and Lemma 2.8 (though in what comes later we will not use the result itself as stated below, but actually use several intermediate steps of its proof).

**Proposition 3.1.** With the same assumption as in Theorem 1.1 the following holds for $\delta$ sufficiently small: there exist $c, K$ depending on $k, \alpha, G, a, \delta$ such that

(i) **(Code)** assume that $F$ spans $H_k = G$ and is a code of distance $\delta n$ in $G$. Then

$$\left| P(M_1 \cdots M_k F = 0) - \frac{n_k(G)}{|G|^n} \right| \leq K \frac{\exp(-cn)}{|G|^n}.$$

(ii) **(Non-code)** Assume that $F$ spans $H_k = G$ and the $\delta$-depth of $F$ is $D_k \geq 2$. Then

$$P(M_1 \cdots M_k F = 0) \leq K \exp(-cn/2) \frac{D_k^n}{|G|^n}.$$

**Proof.** In what follows $K$ and $c$ may vary, and the implied constants in $O(.)$ are allowed to depend on $k, \alpha, G, a$ and $\delta$.

We prove (i) and (ii) together by induction on $k$, assuming both (i) and (ii) hold for $k - 1$ as the inductive hypothesis. When $k = 1$, (i) and (ii) follow from Lemma 2.2 and Lemma 2.8 respectively. Next we consider $k \geq 2$.

**Codes.** We first prove (i) by working with $F$ a code of distance $\delta n$.

Let $H_{k-1}$ be a subgroup of $H_k = G$. We consider the event (in the $\sigma$-algebra generated by $M_k$) that $M_k F$ spans $H_{k-1}$ in two ways

1. $M_k F$ is a code of distance $\delta n$ in $H_{k-1}$;
2. $M_k F$ is not a code of distance $\delta n$, and hence has $\delta$-depth $D_{k-1} \geq 2$ in $H_{k-1}$.

For the first case, we apply the induction hypothesis for (i) to obtain

$$\left| P_{M_1, \ldots, M_{k-1}}(M_1 \cdots M_{k-1}(M_k F) = 0|M_k F \text{ is } \delta n \text{ code in } H_{k-1}) - \frac{n_{k-1}(H_{k-1})}{|H_{k-1}|^n} \right| \leq K \exp(-cn) \frac{D_{k-1}^n}{|H_{k-1}|^n}.$$

For the second case, we also apply the induction hypothesis for (ii) to obtain

$$P_{M_1, \ldots, M_{k-1}}(M_1 \cdots M_{k-1}(M_k F) = 0|M_k F \text{ has } \delta \text{-depth } D_{k-1} \geq 2 \text{ in } H_{k-1}) \leq K \exp(-cn)n_{k-1}(H_{k-1}) \frac{D_{k-1}^n}{|H_{k-1}|^n}.$$
Hence

\[ P \left( \prod_{i=1}^{k} M_i F = 0, M_k F \text{ spans } H_{k-1} \right) = P_{M_1, \ldots, M_{k-1}} (M_1 \ldots M_{k-1} (M_k F) = 0| M_k F \text{ is } \delta n\text{-code in } H_{k-1}) \times \]

\[ \times P (M_k F \text{ is } \delta n\text{-code in } H_{k-1}) + \sum_{D_{k-1} \geq 2 \atop D_{k-1} \mid H_{k-1}} P_{M_1, \ldots, M_{k-1}} (M_1 \ldots M_{k-1} (M_k F) = 0| M_k F \text{ has } \delta\text{-depth } D_{k-1} \text{ in } H_{k-1}) \times P (M_k F \text{ has } \delta\text{-depth } D_{k-1} \text{ in } H_{k-1}) \]

\[ =: S_1 (H_{k-1}) + \sum_{D_{k-1} \geq 2 \atop D_{k-1} \mid H_{k-1}} S_2 (H_{k-1}, D_{k-1}). \]

For the first sum, by Claim 2.4 and then by Lemma 2.3 and the inductive hypothesis for (i) we have

\[ S_1 (H_{k-1}) = \left( \frac{n_{k-1} (H_{k-1})}{|H_{k-1}|^n} + O \left( \frac{n_{k-1} (H_{k-1}) \exp(-cn)}{|H_{k-1}|^n} \right) \right) |C (H_{k-1})| \frac{1 + K \exp (-cn)}{|G|^n} \]

\[ = \left( \frac{n_{k-1} (H_{k-1})}{|H_{k-1}|^n} + O \left( \frac{n_{k-1} (H_{k-1}) \exp(-cn)}{|H_{k-1}|^n} \right) \right) |H_{k-1}|^n \frac{1 + K \exp (-cn)}{|G|^n} \]

\[ = \frac{n_{k-1} (H_{k-1})}{|G|^n} + O \left( \frac{n_{k-1} (H_{k-1}) \exp(-cn)}{|G|^n} \right). \]

For the second sum, for each \( D_{k-1} \) we apply Lemma 2.6 and Lemma 2.2 to bound

\[ P (M_k F \text{ has } \delta\text{-depth } D_{k-1} \text{ in } H_{k-1}) \leq K' \left( \ell (D_{k-1}) \delta n \right) |H_{k-1}|^{n} D_{k-1}^{-n + \ell (D_{k-1}) \delta n + 1} \frac{1 + K'' \exp (-cn)}{|G|^n} \]

and apply the inductive hypothesis for (ii) to bound

\[ P_{M_1, \ldots, M_{k-1}} (M_1 \ldots M_{k-1} (M_k F) = 0| M_k F \text{ has } \delta\text{-depth } D_{k-1} \text{ in } H_{k-1}) \leq K \exp (-\alpha n/2) \frac{D_{k-1}^n}{|H_{k-1}|^n}. \]

Combining (13) with (14) yields

\[ S_2 (H_{k-1}, D_{k-1}) \leq K \exp (-\alpha n/2) \frac{D_{k-1}^n}{|H_{k-1}|^n} \times K' \left( \ell (D_{k-1}) \delta n \right) |H_{k-1}|^{n} D_{k-1}^{-n + \ell (D_{k-1}) \delta n + 1} \frac{1 + K'' \exp (-cn)}{|G|^n} \]

\[ = O \left( \frac{\exp (-\alpha n/4)}{|G|^n} \right), \]

where for the second line we recall that \( \delta \) was chosen sufficiently small and \( n \) is sufficiently large.

Summing over divisors \( D_{k-1} \) of \( |H_{k-1}| \),

\[ \sum_{D_{k-1} \geq 2 \atop D_{k-1} \mid H_{k-1}} S_2 (H_{k-1}, D_{k-1}) = O \left( \frac{\exp (-\alpha n/4)}{|G|^n} \right). \]
Summing over \( H_{k-1} \leq H_k \) we thus obtain

\[
P \left( \prod_{i=1}^{k} M_i F = 0 \right) = \sum_{H_{k-1}} P \left( \prod_{i=1}^{k} M_i F = 0 \land M_k F \text{ spans } H_{k-1} \right)
= \sum_{H_{k-1}} S_1(H_{k-1}) + \sum_{D_{k-1} \geq 2} S_2(H_{k-1}, D_{k-1})
= \frac{n_k(G)}{|G|^n} + O \left( \frac{\exp(-cn)}{|G|^n} \right) + O \left( \frac{\exp(-an/4)}{|G|^n} \right).
\]

completing the estimates for codes.

**Non-codes.** We next prove (ii) by working with \( F \) of \( \delta \)-depth \( D_k \geq 2 \), where \( D_k \) also divides \( |H_k| = |G| \). Let \( H_{k-1} \) be a subgroup of \( H_k \). Similarly to the previous part, we again compute the probability that \( M_k F \) spans \( H_{k-1} \) in the two possible ways:

1. \( M_k F \) is a code of distance \( \delta n \) in \( H_{k-1} \);
2. \( M_k F \) is not a code of distance \( \delta n \), and hence has \( \delta \)-depth \( D_{k-1} \geq 2 \) in \( H_{k-1} \).

For the first case, the probability with respect to \( M_k \) is bounded by

\[
P_{M_k} (M_k F \text{ is a code of distance } \delta n \text{ in } H_{k-1}) \leq K |H_{k-1}|^n \exp(-\alpha n) \frac{D_k^n}{|G|^n}
\]

by bounding the number of codes by \(|H_{k-1}|^n\) and applying Lemma 2.8. Hence, by induction and by the independence of \( M_1, \ldots, M_k \)

\[
P(M_1 \cdots M_k F = 0 \text{ and } M_k F \text{ is code of distance } \delta n \text{ in } H_{k-1})
\leq \left( \frac{n_{k-1}(H_{k-1})}{|H_{k-1}|^n} + K \frac{\exp(-cn)}{|H_{k-1}|^n} \right) \times K |H_{k-1}|^n \exp(-\alpha n) \frac{D_k^n}{|G|^n}
= O \left( \frac{\exp(-\alpha n)n_{k-1}(H_{k-1})D_k^n}{|G|^n} \right).
\]

Summing over the subgroups \( H_{k-1} \), we obtain

\[
P(M_1 \cdots M_k F = 0 \text{ and } M_k F \text{ is a } \delta n \text{ code in } H_{k-1} \text{ for some } H_{k-1}) = O \left( \frac{\exp(-\alpha n)n_k(G)D_k^n}{|G|^n} \right).
\]

For the second case (2), the probability with respect to \( M_k \), by Lemma 2.6 and Lemma 2.8 is bounded by

\[
P_{M_k} (M_k F \text{ is of } D_{k-1}-\text{depth in } H_{k-1}) \leq K \left( \left\lceil \frac{n}{\ell(D_{k-1})\delta n} \right\rceil - 1 \right) |H_{k-1}|^n D_{k-1}^{-n+\ell(D_{k-1})\delta n} \times K' \exp(-\alpha n) \frac{D_k^n}{|G|^n}.
\]

Hence, by induction (applied to \( M_1 \cdots M_{k-1} \) with the starting vector \( (M_k F) \))

\[
P(M_1 \cdots M_k F = 0 \text{ and } M_k F \text{ is of } \delta \text{-depth } D_{k-1} \text{ in } H_{k-1})
\leq K \exp(-\alpha n/2)n_{k-1}(H_{k-1}) \frac{D_k^{n-1}}{|H_{k-1}|^n} \times K' \left( \left\lceil \frac{n}{\ell(D_{k-1})\delta n} \right\rceil - 1 \right) |H_{k-1}|^n D_{k-1}^{-n+\ell(D_{k-1})\delta n} \times \exp(-\alpha n) \frac{D_k^n}{|G|^n}
= O \left( \frac{\exp(-\alpha n)n_{k-1}(H_{k-1})D_k^n}{|G|^n} \right),
\]

provided that \( \delta \) was chosen sufficiently small and \( n \) is sufficiently large.
Summing over $D_{k-1}$ a divisor of $|H_{k-1}|$, and then over the subgroup $H_{k-1}$
\[ \mathbf{P}(M_1 \cdots M_k F = 0 \text{ and } M_k F \text{ is of } D_{k-1} \text{-depth in } H_{k-1} \text{ for some } D_{k-1} \geq 2 \text{ and subgroup } H_{k-1}) \]
\[ = O\left( \exp(-\alpha n) n_k(G) \frac{D_k^n}{|G|^n} \right), \quad (17) \]
proving our upper bound for non-codes $F$.

Using the proof of Proposition 3.1 above we obtain

**Theorem 3.2** (Asymptotic moments of matrix products). *Let $\alpha \geq 2$ and $R = \mathbb{Z}/\alpha \mathbb{Z}$, $G$ be any finite abelian group whose exponent is divisible by $\alpha$, and $M_1, \ldots, M_k$ be random matrices in $\text{Mat}_{n}(R)$ with iid $\alpha$-balanced entries. Then*
\[ |E[\# \text{Sur}(\text{Cok}(M_1 \cdots M_k)) - n_k(G)]| \leq Ke^{-cn}, \]
*for some $K, c$ depending on $k, \alpha, G, \alpha$. (20)*

**Proof of Theorem 3.2.** By (12) it suffices to show that
\[ \left| \sum_{F \in \text{Sur}(V,G)} \mathbf{P}(M_1 \cdots M_k F = 0 \text{ in } G) - n_k(G) \right| \leq Ke^{-cn}. \quad (18) \]
From (15) and Claim 2.4, we sum over $F$ as codes of distance $\delta n$ in $G$ to obtain
\[ \left| \sum_{F \text{ code of distance } \delta n \text{ in } G} \mathbf{P}(\prod_{i=1}^{k} M_i F = 0) = |G|^n (1 + K \exp(-\alpha n)) \times \left( \frac{n_k(G)}{|G|^n} + K' \exp(-\alpha n) \cdot \frac{D_k^n}{|G|^n} \right) \right| = n_k(G)(1 + O(\exp(-\alpha n))). \quad (19) \]

From (17) and Lemma 2.6 for each $D_k$ as divisor of $|G|$, summing over non-codes $F$ of $\delta$-depth $D_k$
\[ \mathbf{P}(\exists F \text{ of depth } D_k \text{ in } G \text{ and } M_1 \cdots M_k F = 0 \text{ and } M_k F \text{ is a } \delta n \text{ code in } H_{k-1} \text{ for some } H_{k-1}) \]
\[ \leq K'' \left( n_{\ell(D_k)} \delta n - 1 \right) |G|^n D_k^{-n+\ell(D_k)\delta n} \exp(-\alpha n) n_k(G) \frac{D_k^n}{|G|^n} = O(\exp(-\alpha n/2)), \quad (20) \]
provided that $\delta$ was chosen sufficiently small and $n$ is sufficiently large.

Also, from (17) and Lemma 2.6
\[ \mathbf{P}(\exists F \text{ of some depth } D_k \text{ in } G \text{ with } M_1 \cdots M_k F = 0 \text{ and } M_k F \text{ is of depth } D_k \text{ in } H_{k-1} \text{ for some } D_k \geq 2, H_{k-1} \leq H_k) \leq K \left( \ell(D_k) \delta n - 1 \right) |G|^n D_k^{-n+\ell(D_k)\delta n} \exp(-\alpha n) n_k(G) \frac{D_k^n}{|G|^n} \]
\[ = O(\exp(-\alpha n/2)), \]
again as $\delta$ is small and $n$ is sufficiently large.

Summing (20), (21) over all $D_k|\n|G|$, together with (19) we obtain (18) as claimed.

We will not use the following result later, but include it because it demonstrates how moment bounds for finite rings can imply them for infinite ones such as $\mathbb{Z}$ and $\mathbb{Z}_p$.

**Corollary 3.3.** *Let $M_1, \ldots, M_k$ have iid entries in $\mathbb{Z}_p$ which are not constant modulo $p$. Then for any $p$-groups $G$ we have*
\[ |E[\# \text{Sur}(\text{Cok}(M_1 \cdots M_k), G)] - n_k(G)| \leq Ke^{-cn} \]
*for some $K, c$ depending on $k, \alpha, G$, where $\alpha \in (0, 1/2]$ is such that the matrix entries modulo $p$ are $\alpha$-balanced.
Proof. Let $p^L$ be the exponent of $G$. First note that for any abelian $p$-group $H$,

$$\# \text{Sur}(H,G) = \# \text{Sur}(H/p^LH,G),$$

(22)
as any surjection from $H$ to $G$ automatically annihilates $p^LH$. Note also, with the notation $\tilde{M} := M \pmod{p^L}$ for $M \in \text{Mat}_n(\mathbb{Z}/p^L\mathbb{Z})$, that $\text{Cok}(\tilde{M}) = \text{Cok}(M)/p^L\text{Cok}(M)$. Combining with (22) yields that

$$\# \text{Sur}(\text{Cok}(M_1 \cdots M_k \mathbb{Z}_p^n),G) = \# \text{Sur}(\text{Cok}(\tilde{M}_1 \cdots \tilde{M}_k(\mathbb{Z}/p^L\mathbb{Z})^n),G).$$

The result now follows from Theorem 3.2 applied with $R = \mathbb{Z}/p^L\mathbb{Z}$ and matrices $\tilde{M}_1, \ldots, \tilde{M}_k$, which are $\alpha$-balanced since the entries are not constant modulo $p$. □

4. Counting joint surjections for Theorem 1.2

Recall that $R = \mathbb{Z}/a\mathbb{Z}$ where $a$ is a positive integer. Let $G_1, \ldots, G_k$ be finite abelian groups whose exponents divide $a$. For matrices $M_1, \ldots, M_k \in \text{Mat}_n(R)$ and $(F_1, \ldots, F_k)$ surjections from the quotients $R^n/M_1R^n, \ldots, R^n/M_1 \cdots M_k R^n$ to $G_1, \ldots, G_k$ we can lift to a surjection tuple $(F_1, \ldots, F_k)$ from $V = R^n$. So we have to $G_1, \ldots, G_k$ respectively.

$$\mathbb{E}(\# \text{Sur}(R^n/M_1R^n,G_1) \times \cdots \times \# \text{Sur}(R^n/M_1 \cdots M_k R^n,G_k))$$

$$= \sum_{(F_1, \ldots, F_k) \in \text{Sur}(V,G_1) \times \cdots \times \text{Sur}(V,G_k)} \mathbb{P}(M_1 F_1 = 0 \text{ in } G_1 \wedge \cdots \wedge M_1 \cdots M_k F_k = 0 \text{ in } G_k).$$

Recall $m_k(G_1, \ldots, G_k)$ from Definition 7. Our main goal for the proof of Theorem 1.2 is the following counting formula for the joint surjections.

**Theorem 4.1** (Asymptotic joint moments of matrix products). Let $M_1, \ldots, M_k$ be independent random elements of $\text{Mat}_n(R)$ with iid entries which are copies of some $\alpha$-balanced $\xi$. Let $G_1, \ldots, G_k$ be finite abelian groups whose exponents divide $a$. We have

$$\bigg| \mathbb{E}(\# \text{Sur}(R^n/M_1R^n,G_1) \times \cdots \times \# \text{Sur}(R^n/M_1 \cdots M_k R^n,G_k)) - m_k(G_1, \ldots, G_k) \bigg| \leq Ke^{-cn},$$

for some $K, c$ depending on $k, \alpha, G_i, a, \delta$.

As before, this yields a corresponding moment result for $p$-adic matrices.

**Corollary 4.2.** Let $M_1, \ldots, M_k$ have iid entries in $\mathbb{Z}_p$ which are not constant modulo $p$. Then for any finite abelian $p$-groups $G_1, \ldots, G_k$

$$\bigg| \mathbb{E}(\# \text{Sur}(\mathbb{Z}_p^n/M_1 \mathbb{Z}_p^n,G_1) \times \cdots \times \# \text{Sur}(\mathbb{Z}_p^n/M_1 \cdots M_k \mathbb{Z}_p^n,G_k)) - m_k(G_1, \ldots, G_k) \bigg| \leq Ke^{-cn},$$

for some $K, c$ depending on $k, \alpha, G_i$. □

**Proof.** Argue as in Corollary 3.3 by letting $p^L$ be the maximum exponent of $G_1, \ldots, G_k$, reducing matrices modulo $p^L$, and applying Theorem 4.1. □

4.1. Multidimensional setting. In this part we will give some preparation for the proof of Theorem 4.1. Recall that we are interested in the event that $M_1 F_1 = 0, \ldots, M_1 (M_2 \cdots M_k F_k) = 0$. Hence it is natural to consider a more general related problem of determining, for some maps $F_1, \ldots, F_k$ (which correspond to $F_1, M_2 F_2, \ldots, M_2 \cdots M_k F_k$ in the previous example), what is the probability of the joint events $M F_1 = 0, \ldots, M F_k = 0$ for a matrix $M$ with iid $\alpha$-balanced entries.

**Definition 8.** We say that $F_1 \in \text{Hom}(V,H_1), \ldots, F_k \in \text{Hom}(V,H_k)$ are a joint code of distance $\delta n$ with respect to $H' \leq \bigoplus_{i=1}^k H_i$ if $F = (F_1, \ldots, F_k)$ is a code of distance $\delta n$ in $\text{Hom}(V,H')$. 16
Remark 3. To avoid a potential point of confusion: if \((F_1, \ldots, F_k)\) are a joint code, it is not in general true that the \(F_i\) are individually codes with respect to \(H_i\)—they do not even have to be surjections, since the definition of joint code is with respect to some subgroup \(H'\).

Our first result is Lemma 2.1 restated under the “multidimensional” setting.

**Lemma 4.3.** Let \(F_1, \ldots, F_k\) be a joint code of distance \(\delta n\) with respect to \(H' \leq \bigoplus_{i=1}^k H_i\), and \(X\) a random vector in \(\mathbb{R}^n\) with iid \(\alpha\)-balanced entries. Then for any \((h_1, \ldots, h_k) \in H'\),

\[
|\mathbb{P}(\langle X, F_1 \rangle = h_1 \land \cdots \land \langle X, F_k \rangle = h_k) - \frac{1}{|H'|}| \leq \exp(-\alpha \delta n/a^2).
\]

**Definition 9.** Given finite abelian groups \(G_1, \ldots, G_k\), for each \(1 \leq i \leq k\) let \(G_{i;i+1, \ldots, k}\) be the set of subgroups \(G \leq G_i \oplus G_{i+1} \oplus \cdots \oplus G_k\) where the projection onto \(G_i\) is the whole group. That is

\[
\pi_i(G) := \{ g_1 \in G_i : \exists g_2 \in G_{i+1} \oplus \cdots \oplus G_k \text{ such that } (g_1, g_2) \in G \} = G_i.
\]

The reason we have this projection condition is that later \(G\) is generated by \((F_1, M_{i+1}F_1, \ldots, M_{i+1} \cdots M_kF_k)\). By assumption \(F_i : V \rightarrow G_i\) is surjective, and hence the projection onto \(G_i\) of the group above is \(G_i\) itself. We note that the sets \(H_i\) from Definition 7 belongs to \(G_{i;i+1, \ldots, k}\).

**Remark 4.** Since projections \(\pi : G \rightarrow H\) appear frequently in this section, we will use the notation \(\pi(F)\) for the vector in \(H^a\) given by \((\pi \circ F(\mathbf{v}_1), \ldots, \pi \circ F(\mathbf{v}_n))\).

Next, consider \(G \leq G_1 \oplus \cdots \oplus G_k\), and let \(F = (F_1, \ldots, F_k) \in \text{Hom}(V, G)\). We recall from Definition 5 that the \(\delta\)-depth of \(F\) is the maximal \(D\) such that there exist \(\sigma\) and \(H \leq G\) such that

- \(|\sigma| < \ell(D)\delta n\);
- \(F(V_{\sigma}) = (F_1(V_{\sigma}), \ldots, F_k(V_{\sigma})) = H, |G : H| = D\);

If there is no such \(D\), then the depth is 1.

Lemma 2.6 applied to \(G\) yields

**Lemma 4.4** (Number of tuples with given depth). The number of \((F_1, \ldots, F_k) \in \text{Hom}(V, G)\) with depth \(D\) is at most

\[
K\left(\frac{n}{\ell(D)\delta n} - 1\right)|G|^a n^{-\ell(D)\delta n},
\]

where \(K\) depends on \(a, G\).

Let \(G' \in G_{k;2, \ldots, k}\) (defined in Definition 9). Lemma 2.7 stated for \(G'\) implies

**Lemma 4.5.** Let \(M_2, \ldots, M_k\) be fixed matrices of size \(n \times n\). Let \(a\) be an integer with \(a \geq 2\). Let \(G_1, \ldots, G_k\) be finite abelian groups with exponents dividing \(a\). Let \(\alpha > 0\) and \(\delta > 0\) be real numbers. Let \(G' \in G_{k;2, \ldots, k}\), and let \(F = (F_1, M_2F_2, \ldots, M_kF_k) \in \text{Hom}(V, G')\) have \(\delta\)-depth \(D > 1\) and \(|G'/F(V)| < D\). Then for all \(\alpha\)-balanced random vectors \(X\) valued in \(V\), for any \((g_1, \ldots, g_k) \in G'\)

\[
\mathbb{P}_X (\langle F_1, X \rangle = g_1 \land \langle M_2F_2, X \rangle = g_2 \land \cdots \land \langle M_kF_k, X \rangle = g_k) \leq (1 - \alpha)\left(\frac{D}{|G'|} + \exp(-\alpha \delta n/a^2)\right).
\]

Similarly, Lemma 2.8 stated for \(G'\) implies the following matrix form.

**Lemma 4.6.** With the same assumption as in Lemma 4.5, for any \(A \in G'^n\) and \(n \times n\) matrix \(M_1\) with iid \(\alpha\)-balanced entries,

\[
\mathbb{P}_{M_1} (M_1F = A) \leq K \exp(-\alpha n)\frac{D^n}{|G'|^a},
\]

where \(K\) depends on \(a, G, \alpha\) and \(\delta\).
Now we turn to Theorem 4.1. As in the previous section, in what follows the implied constants in $O(.)$ are allowed to depend on $k, \alpha, G, a, \delta$. For expository purposes we focus on $k = 2$ first.

### 4.2. Proof of Theorem 4.1 for $k = 2$.

We have

$$
E(\# \text{Sur}(R^n/M_1R^n, G_1)\# \text{Sur}(R^n/M_1M_2R^n, G_2)) = \sum_{F_1\in \text{Sur}(V,G_1)} \sum_{F_2\in \text{Sur}(V,G_2)} \mathbb{P}(M_1F_1 = 0 \land M_1M_2F_2 = 0).
$$

The remainder of the proof consists of analyzing this sum; let us now fix surjections $F_1: V \rightarrow G_1$ and $F_2: V \rightarrow G_2$. For any fixed matrix $M$, the image of $(F_1, MF_2)$ is some subgroup $G' \leq G = G_1 \oplus G_2$, and since $F_1$ is a surjection, we must have $\pi_1(G') = G_1$. We will consider the random map $(F_1, M_2F_2): V \rightarrow G$ (recall $F_1$ are fixed but $M_2$ is random), and we note that the events $\{M_2: \text{Im}(F_1, M_2F_2) = G'\}$ are disjoint and

$$
\bigcup_{G' \leq G = G_1 \oplus G_2, \pi_1(G') = G_1} \{M_2: \text{Im}(F_1, M_2F_2) = G'\} = \text{Mat}_{n \times n}(R).
$$

For each such $G'$, we further partition the event $\{M_2: \text{Im}(F_1, M_2F_2) = G'\}$ into two subcases, based on whether

(a) $(F_1, M_2F_2)$ form a joint code of distance $\delta n$ with respect to $G'$;

(b) $(F_1, M_2F_2)$ is not joint code of distance $\delta n$, hence $(F_1, M_2F_2)$ has $\delta$-depth $D > 1$ over $G'$.

Here $\delta$ is a sufficiently small constant, to be fixed later. Let $S_1 = S_1(F_1, F_2), S_2 = S_2(F_1, F_2)$ be the corresponding contributions to the sum in (25):

$$
S_1 := \sum_{G'} \mathbb{P}_{M_1, M_2} (M_1F_1 = 0 \land M_1M_2F_2 = 0 \land (F_1, M_2F_2) \text{ is a joint code of distance } \delta n \text{ over } G')
$$

and

$$
S_2 := \sum_{G'} \mathbb{P}_{M_1, M_2} (M_1F_1 = 0 \land M_1M_2F_2 = 0 \land (F_1, M_2F_2) \text{ spans } G' \text{ but not joint }),
$$

so

$$
\text{RHS}(25) = \sum_{F_1\in \text{Sur}(V,G_1)} \sum_{F_2\in \text{Sur}(V,G_2)} S_1 + \sum_{F_1\in \text{Sur}(V,G_1)} \sum_{F_2\in \text{Sur}(V,G_2)} S_2.
$$

We now analyze these two contributions to (26), showing that the contribution $S_1$ is the main term while that of $S_2$ is asymptotically small. Here and below, we use $\sum_{G'}$ as shorthand for a sum over all $G' \leq G_1 \oplus G_2$ with $\pi_1(G') = G_1$.

#### a. Analysis of $S_1$.

Note that as $(F_1, M_2F_2)$ is joint code of distance $\delta n$ over $G'$, since $\pi_1(G') = G_1$ by the definition of $G'$, $F_1$ is a code of distance $\delta n$ over $G_1$. By Lemma 4.1, we have

$$
\mathbb{P}_{M_1} (M_1F_1 = 0 \land M_1M_2F_2 = 0 \mid \text{joint over } G') = \frac{1}{|G'|^n} (1 + O(\exp(-cn))),
$$

where $c$ depends on $a, \delta, \alpha$, and $G$ (a priori $c$ depends on $G'$, but we simply take the worst constant $c$ over the finitely many choices of $G'$, which hence depends only on $G$). Hence

$$
S_1 = \sum_{G'} \frac{1}{|G'|^n} (1 + O(\exp(-cn))) \times \mathbb{P}_{M_2} ((F_1, M_2F_2) \text{ is a joint code of distance } \delta n \text{ over } G').
$$

It remains to evaluate the probability with respect to $M_2$. For this we will sum over $F_1$ as well. We will divide into two cases.

(i) **Main term: summation over codes $F_1$ and codes $F_2$.** We first consider the case when $F_2$ is a code of distance $\delta n$ in $G_2$. Claim 2.4 applied to the group $G'$ immediately yields the following.
Claim 4.7. The number of joint $F = ((f_1, g_1), \ldots, (f_n, g_n))$ of distance $\delta n$ in $G'^n$ is $(1 + O(\exp(-\alpha n)))|G'|^n$, where the constants are allowed to depend on $\delta$.

Now for each such joint code of distance $\delta n$ $F$, because $F_2$ is a code of distance $\delta n$ in $G_2$, by Lemma 2.2

$$P_{M_2}((F_1, M_2 F_2) = F) = 1_{F_1 = \pi_1(F)} \frac{1}{|G_2|^n}(1 + O(\exp(-\alpha n))).$$

Summing over $F_1$, noting that $\pi_1(F)$ is a code of distance $\delta n$ over $G_1$, we thus obtain

$$\sum_{F_1} P_{M_2}((F_1, M_2 F_2) = F) = \frac{1}{|G_2|^n}(1 + O(\exp(-\alpha n))).$$

(28)

We then sum over codes $F$ of distance $\delta n$ to obtain

$$\sum F_1 P_{M_2}((F_1, M_2 F_2) is a code of distance $\delta n$ over $G') = \frac{|G'|^n}{|G_2|^n} (1 + O(\exp(-\alpha n))).$$

Hence in total we have, for a fixed code of distance $\delta n$ $F_2$ over $G_2$

$$\sum_{F_1} P_{M_1} (M_1 F_1 = 0 \land M_1 M_2 F_2 = 0 \mid \text{joint code of distance } \delta n \text{ over } G')$$

$$\times P_{M_2}((F_1, M_2 F_2) \text{ joint code of distance } \delta n \text{ over } G')$$

$$= (1 + O(\exp(-\alpha n))) \frac{1}{|G_2|^n} \times \frac{|G'|^n}{|G_1|^n} (1 + O(\exp(-\alpha n)))$$

$$= \frac{1}{|G_2|^n} (1 + O(\exp(-\alpha n))).$$

Now we sum over codes of distance $\delta n$ $F_2$ (using Claim 2.4), and then over $G'$ to obtain that

$$\sum_{F_1 \in \text{Sur}(V, G_1)} \sum_{F_2 \text{ code over } G_2} P_{M_1, M_2} (M_1 F_1 = 0 \land M_1 M_2 F_2 = 0 \land (F_1, M_2 F_2) \text{ spans and is joint over } G')$$

$$= (1 + O(\exp(-\alpha n))) m_2(G_1, G_2).$$

Before moving to the next estimate, we record below some other useful results by summing (28) over codes $F_2$,

$$\sum_{F_1, F_2 \text{ codes of distance } \delta n} P_{M_2}((F_1, M_2 F_2) = F) = 1 + O(\exp(-\alpha n))$$

(29)

and

$$\sum_{F_1, F_2 \text{ codes of distance } \delta n} P_{M_2}((F_1, M_2 F_2) is a code of distance $\delta n$ over $G') = |G'|^n (1 + O(\exp(-\alpha n))).$$

(30)

(ii) Error term: summation over codes $F_1$ and non-codes $F_2$. Assume that $F_2$ is not a code of distance $\delta n$ over $G_2$. Then it has some $\delta$-depth $D_2 > 1$ for some $D_2 | G_2$. We will shortly sum over all such $D_2$ and $F_2$, but for now note that for any fixed $D_2$ and $F_2$ of $\delta$-depth $D_2$, by Lemma 28

$$P_{M_2}((F_1, M_2 F_2) = F) = 1_{F_1 = \pi_1(F)} P(M_2 F_2 = \pi_2(F)) \leq 1_{F_1 = \pi_1(F)} (D_2 | G_2)^n K \exp(-\alpha n).$$
Sum over codes $F_1$ over $F_1$, and then $F_2$ we obtain
\[
\sum_{F_1 \text{ code over } G_1} \sum_{F_2 \in \text{Sur}(V,G_2)} \mathbf{P}_{M_2}((F_1, M_2 F_2) \text{ is code over } G')
\]
\[
= \sum_{F \text{ code over } G'} \sum_{F_1 \text{ code over } G_1, F_2 \in \text{Sur}(V,G_2) \text{ non-code}} \mathbf{P}_{M_2}((F_1, M_2 F_2) = F)
\]
\[
= \sum_{D_2 \geq 1} \sum_{F \text{ code over } G'} \sum_{F_1 \text{ code over } G_1, F_2 \in \text{Sur}(V,G_2) \text{ non-code of depth } D_2} \mathbf{P}_{M_2}((F_1, M_2 F_2) = F)
\]
\[
\leq \sum_{F \text{ code over } G'} \sum_{D_2 \geq 1} \sum_{F_1 \text{ code over } G_1, F_2 \in \text{Sur}(V,G_2) \text{ non-code of depth } D_2} 1_{F_1=\pi_1(F)} K(D_2/|G_2|)^n \exp(-\alpha n) \times \left(\frac{n}{\ell(D_2) \delta n} - 1\right) |G_2|^n D_2^{-n + \ell(D_2) \delta n} \nonumber \]
\[
\times K'\left(\frac{n}{\ell(D_2) \delta n} - 1\right) |G_2|^n D_2^{-n + \ell(D_2) \delta n} \nonumber \]
\[
\leq \sum_{D_2 \geq 1} K'(\frac{n}{\ell(D_2) \delta n} - 1) |G_2|^n D_2^{-n + \ell(D_2) \delta n} \nonumber \]
\[
= O(|G'| n \exp(-\alpha n/2)), \nonumber \]
where we used Lemma 2.6 to enumerate $F_2$, and in the last bound assumed that $n$ is large and $\delta$ is sufficiently small so that the exponential growth of the $\delta$-dependent factors is not too large.

Combining the above with (27) yields
\[
\sum_{F_1 \text{ code over } G_1} S_1(F_1, F_2) \leq \sum_{G'} \frac{1}{|G'| n} (1 + O(\exp(-cn))) \times O(|G'| n \exp(-\alpha n/2)) = O(\exp(-\alpha n/2)). \nonumber \]

In summary, we have shown the following
\[
\sum_{F_1 \in \text{Sur}(V,G_1), F_2 \in \text{Sur}(V,G_2) \text{ non-code } G'} \mathbf{P}_{M_1,M_2} (M_1 F_1 = 0 \land M_1 M_2 F_2 = 0 \land (F_1, M_2 F_2) \text{ is surjection and joint over } G')
\]
\[
= (1 + O(\exp(-cn))) m_2(G_1, G_2). \nonumber \]

For later use, we record here another useful result by putting (30) and (31) together
\[
\sum_{F_1, F_2} \mathbf{P}_{M_2}((F_1, M_2 F_2) \text{ is a code of distance } \delta n \text{ over } G') = |G'| n (1 + O(\exp(-cn))). \nonumber \]

### b. Analysis of $S_2$
Our treatment for the case of $S_2$ is similar to (ii) of a. We first partition $S_2$ into contributions corresponding to $(F_1, M_2 F_2)$ of given depth,
\[
S_2 = \sum_{G'} \sum_{D \geq 1} \sum_{F \text{ of depth } D \text{ over } G'} \mathbf{P}_{M_1} (M_1 F' = 0 \land (F_1, M_2 F_2) = F'). \nonumber \]

Since the first two sums in (33) are finite, for the contribution of $S_2$ it suffices to fix $G'$ and $D$, and show that
\[
\sum_{F_1 \in \text{Sur}(V,G_1) \text{ of depth } D \text{ over } G'} \sum_{F_2 \in \text{Sur}(V,G_2) \text{ of depth } D \text{ over } G'} \mathbf{P}_{M_1} (M_1 F' = 0 \land (F_1, M_2 F_2) = F')
\]
is small.
First, by using Lemma 4.6 we can bound

\[
\sum_{F_1 \in \text{Sur}(V,G_1)} \sum_{F_2 \in \text{Sur}(V,G_2)} P_{M_1}(M_1 F' = 0 \land (F_1, M_2 F_2) = F') \\
\leq \sum_{F_1 \in \text{Sur}(V,G_1)} \sum_{F_2 \in \text{Sur}(V,G_2)} P((F_1, M_2 F_2) = F').
\]

(i) Summation over \( F_1 \in \text{Sur}(V,G_1) \) and codes of distance \( \delta n \) \( F_2 \) over \( G_2 \). We first fix code of distance \( \delta n \) \( F_2 \), and \( F' \) of depth \( D \) over \( G' \). By Lemma 2.2,

\[
\sum_{F_1 \in \text{Sur}(V,G_1)} \sum_{F_2 \in \text{Sur}(V,G_2)} P((F_1, M_2 F_2) = F') = (1/|G_2|^n)(1 + O(\exp(-c'n))).
\]

Summing over codes of distance \( \delta n \) \( F_2 \) over \( G_2 \) using Claim 2.4,

\[
\sum_{F_2 \in \text{Sur}(V,G_2)} P((F_1, M_2 F_2) = F') = |G_2|^n(1+O(\exp(-c'n)))(1/|G_2|^n)(1+O(\exp(-c'n))) = 1+O(\exp(-c''n)),
\]

where \( c'' = \min\{c, c'\} \).

As a consequence, by summing over the non-codes \( F' \) of depth \( D \) over \( G' \) we obtain

\[
\sum_{F_1 \in \text{Sur}(V,G_1)} \sum_{F_2 \in \text{Sur}(V,G_2)} P_{M_2}((F_1, M_2 F_2) \text{ is of depth } D \text{ over } G_2) \\
\leq \sum_{F_1 \in \text{Sur}(V,G_1)} \sum_{F_2 \in \text{Sur}(V,G_2)} P((F_1, M_2 F_2) = F') \\
\leq K \left( \left\lceil \frac{n}{\ell(D) \delta n} \right\rceil - 1 \right) |G'|^n D^{-n+\ell(D)\delta n}.
\]

More importantly, by summing over the non-codes \( F' \) of depth \( D \) over \( G' \), by Lemma 4.4 and (34) we obtain

\[
\sum_{F_1 \in \text{Sur}(V,G_1)} \sum_{F_2 \in \text{Sur}(V,G_2)} P_{M_2}((F_1, M_2 F_2) = F') \\
\leq \sum_{G'} \sum_{D > 1} \frac{|G'|}{D} \sum_{F_1 \in \text{Sur}(V,G_1)} \sum_{F_2 \in \text{Sur}(V,G_2)} P((F_1, M_2 F_2) = F') \\
\leq \sum_{G'} \sum_{D > 1} \frac{|G'|}{D} \sum_{D > 1} \exp(-\alpha n) \left( \frac{D}{|G'|} \right)^n K \left( \left\lceil \frac{n}{\ell(D) \delta n} \right\rceil - 1 \right) |G'|^n D^{-n+\ell(D)\delta n}(1 + O(\exp(-c''n))) \\
= O(\exp(-\alpha n/2)),
\]

where again in the last bound we require that \( \delta \) is sufficiently small and \( n \) is sufficiently large.

(ii) Summation over \( F_1 \in \text{Sur}(V,G_1) \) and non-codes \( F_2 \in \text{Sur}(V,G_2) \). The treatment here is also similar to (i). Indeed, as \( F_2 \) is not a code of distance \( \delta n \) over \( G_2 \), it has some \( \delta \)-depth \( D_2 > 1 \) for some \( D_2||G_2| \). By Lemma 2.8,

\[
P_{M_2}((F_1, M_2 F_2) = F') = 1_{F_1 = \pi_1(F')} P(M_2 F_2 = \pi_2(F')) \leq 1_{F_1 = \pi_1(F')}(D_2||G_2|)n K \exp(-\alpha n).
\]
As a consequence, summing over $F'$ of depth $D$, over $F_1$, and then $F_2$ (by summing over $D_2$) we obtain

$$
\sum_{F_1 \in \text{Sur}(V,G_1)} \sum_{F_2 \in \text{Sur}(V,G_2)} \mathbf{P}_{M_2}((F_1, M_2 F_2) \text{ is of depth } D \text{ over } G')
$$

$$
= \sum_{F'_1 \in \text{Sur}(V,G_1)} \sum_{D_2 > 1} \sum_{F_2 > 1} \mathbf{P}_{M_1}(M_1^{F'} = 0 \land (F_1, M_2 F_2) = F') \sum_{D_2 > 1} \sum_{D_2 > 1} \mathbf{P}_{M_1}(M_1^{F'} = 0 \land (F_1, M_2 F_2) = F')

\times K' \left( \frac{n}{\ell(D_2) \delta n} - 1 \right) |G_2|^{n D_2}^{n + \ell(D_2) \delta n}

\leq \sum_{F'_1 \in \text{Sur}(V,G_1)} \sum_{D_2 > 1} \sum_{D_2 > 1} \mathbf{P}_{M_1}(M_1^{F'} = 0 \land (F_1, M_2 F_2) = F') \sum_{D_2 > 1} \sum_{D_2 > 1} \mathbf{P}_{M_1}(M_1^{F'} = 0 \land (F_1, M_2 F_2) = F')

\times \mathbf{1}_{F_1 = \pi_1(F')} \left( \frac{n}{\ell(D_2) \delta n} - 1 \right) |G_2|^{n D_2}^{n + \ell(D_2) \delta n}

\leq \exp(-cn) \left( \frac{n}{\ell(D) \delta n} - 1 \right) |G'|^{n D}^{n + \ell(D) \delta n}.

Also,

$$
\sum_{F_1 \in \text{Sur}(V,G_1)} S_2 \sum_{F_2 \in \text{Sur}(V,G_2)} \mathbf{P}_{M_1}(M_1 = 0 \land (F_1, M_2 F_2) = F')

\leq \sum_{D_1} \sum_{D_2 > 1} \sum_{F_1 \in \text{Sur}(V,G_1)} \sum_{D_2 > 1} \sum_{D_2 > 1} \mathbf{P}_{M_1}(M_1 = 0 \land (F_1, M_2 F_2) = F')

\leq \sum_{D_1} \sum_{D_2 > 1} \sum_{D_2 > 1} \sum_{F_1 \in \text{Sur}(V,G_1)} \sum_{D_2 > 1} \sum_{D_2 > 1} \mathbf{P}_{M_1}(M_1 = 0 \land (F_1, M_2 F_2) = F')

\times \mathbf{1}_{F_1 = \pi_1(F')} \left( \frac{n}{\ell(D_2) \delta n} - 1 \right) |G_2|^{n D_2}^{n + \ell(D_2) \delta n}

= O(\exp(-cn)),

completing the treatment in this case.

Finally, we remark from (35) and (36) that

$$
\sum_{F_1, F_2} \mathbf{P}_{M_2}((F_1, M_2 F_2) \text{ is of depth } D > 1 \text{ over } G') = O \left( \left( \frac{n}{\ell(D) \delta n} - 1 \right) |G'|^{n D}^{n + \ell(D) \delta n} \right).

(37)

4.3. Proof of Theorem 4.1 for general $k$. We will proceed as in the case $k = 2$. We have

$$
\mathbf{E}(\# \text{Sur}(R^n/M_1 R^n, G_1) \cdots \# \text{Sur}(R^n/M_1 \cdots M_k R^n, G_k))

= \sum_{F_1 \in \text{Sur}(V,G_1), \ldots, F_k \in \text{Sur}(V,G_k)} \mathbf{P}(M_1 F_1 = 0 \land \cdots \land M_1 \cdots M_k F_k = 0).

$$

For each subgroup $G' \in G_{1;2,\ldots,k}$, we consider the case that $(F_1, M_2 F_2, \ldots, M_k F_k)$ span $G'$ and

1. $F_1, M_2 F_2, \ldots, M_k F_k$ form a joint code of distance $\delta n$ with respect to $G'$;
2. They are not joint, hence have some $\delta$-depth $D > 1$.

Motivated by (32) and (37) in the proof of the $k = 2$ case of Theorem 4.1 we will show the following key result.
Proposition 4.8. With the same assumption as in Theorem 1.1 and \( \delta \) sufficiently small, for each subgroup \( G' \in G_{1,2,\ldots,k} \) the following inequalities hold with the randomness from \( M_2,\ldots,M_k \):

\[
\sum_{F_i \in \text{Sur}(V,G_i)} \mathbb{P}_{M_2,\ldots,M_k}((F_1, M_2 F_2, \ldots, M_2 \cdots M_k F_k) \text{ spans and is a code of distance } \delta n \text{ in } G')
\]

\[
= (1 + O(\exp(-cn))) m_{k-1}(G') |G'|^n
\]  

(38)

and

\[
\sum_{F_i \in \text{Sur}(V,G_i)} \mathbb{P}_{M_2,\ldots,M_k}((F_1, M_2 F_2, \ldots, M_2 \cdots M_k F_k) \text{ spans and has depth } D \text{ in } G')
\]

\[
= O \left( \left( \left\lceil \frac{n}{\ell(D)\delta n} \right\rceil - 1 \right) D^{-n+\ell(D)\delta n} m_{k-1}(G') |G'|^n \right),
\]

where \( c \) and the implied constants are allowed to depend on \( k, \alpha, \delta, G_1, \ldots, G_k \) and \( a \).

We return to the proof of this result after proving Theorem 4.1.

Proof of Theorem 4.1 assuming Proposition 4.8. By the above discussion, we must show

\[
\sum_{F_i \in \text{Sur}(V,G_i)} \mathbb{P}(M_1 F_1 = 0 \wedge \cdots \wedge M_1 \cdots M_k F_k = 0) = m_k(G_1, \ldots, G_k)(1 + O(\exp(-cn))). \tag{40}
\]

For any \( G' \), we have by Lemma 4.3 (where “code” is understood as “code of distance \( \delta n \)”) that

\[
\mathbb{P}_M(M_1 F_1 = 0 \wedge \cdots \wedge M_1 \cdots M_k F_k = 0 | F_1, \ldots, M_2 \cdots M_k F_k \text{ joint over } G') = \frac{1}{|G'|^n}(1 + O(\exp(-cn))).
\]

Hence

\[
\sum_{F_i \in \text{Sur}(V,G_i)} \mathbb{P}_{M_1,\ldots,M_k} (M_1 F_1 = 0 \wedge \cdots \wedge M_1 \cdots M_k F_k = 0 \wedge (F_1, \ldots, M_2 \cdots M_k F_k) \text{ joint over } G')
\]

\[
= \sum_{F_i \in \text{Sur}(V,G_i)} \mathbb{P}_{M_i} (M_1 F_1 = 0 \wedge \cdots \wedge M_1 \cdots M_k F_k = 0 | (F_1, \ldots, M_2 \cdots M_k F_k) \text{ joint over } G')
\]

\[
\times \mathbb{P}_{M_2,\ldots,M_k} (F_1, \ldots, M_2 \cdots M_k F_k \text{ joint over } G')
\]

\[
= \sum_{F_i \in \text{Sur}(V,G_i)} \frac{1}{|G'|^n}(1 + O(\exp(-cn))) \mathbb{P}_{M_2,\ldots,M_k} (F_1, \ldots, M_2 \cdots M_k F_k \text{ joint over } G')
\]

\[
= (1 + O(\exp(-cn))) m_{k-1}(G')
\]

where the last equality follows from the first part of Proposition 4.8.

Summing over \( G' \) and using (9)

\[
\sum_{G' \in G_{1,2,\ldots,k}} \sum_{F_i \in \text{Sur}(V,G_i)} \mathbb{P}_{M_1,\ldots,M_k} (M_1 F_1 = 0 \wedge \cdots \wedge M_1 \cdots M_k F_k = 0 \wedge F_1, \ldots, M_2 \cdots M_k F_k \text{ joint over } G')
\]

\[
= (1 + O(\exp(-cn))) m_k(G_1, \ldots, G_k).
\]

The sum over non-codes can be treated as follows:
\[
\sum_{F_i \in \text{Sur}(V,G_i) \atop 1 \leq i \leq k} P(M_1 F_1 = 0 \land \cdots \land M_1 \cdots M_k F_k = 0 \land F_1, M_2 F_2, \ldots, M_2 \cdots M_k F_k \text{ span but are not code in } G')
\]
\[= \sum_{D > 1, D || G'} \sum_{F_i \in \text{Sur}(V,G_i) \atop 1 \leq i \leq k} \mathbf{P}_{M_2, \ldots, M_k} (F_1, M_2 F_2, \ldots, M_2 \cdots M_k F_k \text{ span and of depth } D \text{ in } G')
\times \mathbf{P}_{M_1} (M_1 F_1 = 0 \land \cdots \land M_1 \cdots M_k F_k = 0 \big| F_1, M_2 F_2, \ldots, M_2 \cdots M_k F_k \text{ span and of depth } D \text{ in } G')
\leq \sum_{D > 1, D || G'} \sum_{F_i \in \text{Sur}(V,G_i) \atop 1 \leq i \leq k} \mathbf{P}_{M_2, \ldots, M_k} (F_1, M_2 F_2, \ldots, M_2 \cdots M_k F_k \text{ span and of depth } D \text{ in } G')
\times K \exp(-\alpha n) \left( \frac{D}{|G'|} \right)^n
\leq O(\exp(-\alpha n)) m_{k-1}(G')^n,
\]
where we used Lemma 4.6 in the first bound, the second part of Proposition 4.8 in the second bound, and assumed that \(\delta\) is sufficiently small for the final step.

Proof of Proposition 4.8. Similarly to the proof of Proposition 3.1 we will induct on \(k\). The base case \(k = 2\) are \((32)\) and \((37)\) in the previous proof of the \(k = 2\) case of Theorem 4.1 in Subsection 4.2. We induct on both \((38)\) and \((39)\) simultaneously, i.e. we need the \(k - 1\) case of both \((38)\) and \((39)\) to prove the \(k\) case of each.

Proof of \((38)\). As we are working with joint, since \(\pi_1(G') = G_1\) by the definition of \(G'\), it follows automatically that \(F_1\) is a code of distance \(\delta n\) in \(G_1\). Recall that \(C(G')\) denotes the set of codes in \((G')^n\). By Claim 4.7 we know that this set has size \((1 + O(\exp(-cn)))|G'|^n\).

For each code \(F'\) of \(G'\) we are interested in \(\mathbf{P}_{M_2, \ldots, M_k}((F_1, M_2 F_2, \ldots, M_2 \cdots M_k F_k) = F')\), which can be written as \(\sum_{F_1 = \pi_1(F')} \mathbf{P}_{M_2, \ldots, M_k}((M_2 F_2, \ldots, M_2 \cdots M_k F_k) = \pi_{2, \ldots, k}(F'))\) (here the notation of \(\pi_{2, \ldots, k}(F')\) is as in Remark [4]. Note that the entries of the vector \(\pi_{2, \ldots, k}(F')\) generate the group \(\pi_{2, \ldots, k}(G')\). This probability depends on whether \((F_2, M_3 F_3, \ldots, M_3 \cdots M_k F_k)\) forms a code or not. Hence we will fix a code \(F'\) of \(G'\), and divide into two cases.

(i) Summing over codes. Since \((F_1, M_2 F_2, \ldots, M_2 \cdots M_k F_k)\) generates \(G'\) by assumption, projecting to \(G_2 \oplus \cdots \oplus G_k\) we have that \(M_2(F_2, M_3 F_3, \ldots, M_3 \cdots M_k F_k)\) generates \(\pi_{2, \ldots, k}(G')\). Hence \((F_2, M_3 F_3, \ldots, M_3 \cdots M_k F_k)\) will always generate some group \(G''\) which contains \(\pi_{2, \ldots, k}(G')\), and furthermore \(G''\) must lie in \(G_{2;3,\ldots,k}\) because \(F_2\) is surjective.

This motivates us to fix a group \(G'' \in G_{2;3,\ldots,k}\) with \(G'' \geq \pi_{2, \ldots, k}(G')\), and consider the probability that \((F_2, M_3 F_3, \ldots, M_3 \cdots M_k F_k)\) span and is a code of distance \(\delta n\) in \(G''\). By the inductive hypothesis for \((38)\),
\[
\sum_{F_i \in \text{Sur}(V,G_i) \atop 2 \leq i \leq k} \mathbf{P}_{M_3, \ldots, M_k}((F_2, M_3 F_3, \ldots, M_3 \cdots M_k F_k) \text{ span and is a code of distance } \delta n \text{ in } G'')
\leq (1 + O(\exp(-cn))) m_{k-2}(G'')|G''|^n.
\]
For short, let \(E_{3,\ldots,k,G''}\) be the event (depending on \(F_i\))
\[
E_{3,\ldots,k,G''} := \left\{ M_3, \ldots, M_k : (F_2, M_3 F_3, \ldots, M_3 \cdots M_k F_k) \text{ span and is a code of distance } \delta n \text{ in } G'' \right\}.
\]
By Lemma 4.3  
\[ 1_{F_1 = \pi_1(F')} P_{M_2}(M_2 F_2, \ldots, M_2 \cdots M_k F_k) = \pi_{\{2, \ldots, k\}}(F') |E_{3, \ldots, k, G''}| = 1_{F_1 = \pi_1(F')} (1/|G''|^n) (1 + O(\exp(-cn))). \]

We therefore have
\[
\sum_{G'' \in G_{3, \ldots, k}} \sum_{G'' \geq \pi_{\{2, \ldots, k\}}(G')} P_{M_2, \ldots, M_k}((F_1, M_2 F_2, \ldots, M_2 \cdots M_k F_k) = F' \land E_{3, \ldots, k, G''})
\]
\[
= \sum_{G''} \sum_{F_i \in \text{Sur}(V, G_i)} 1_{F_1 = \pi_1(F')} \sum_{F_i \in \text{Sur}(V, G_i), 2 \leq i \leq k} P_{M_2}((M_2 F_2, \ldots, M_2 \cdots M_k F_k) = \pi_{\{2, \ldots, k\}}(F') |E_{3, \ldots, k, G''}) \times P_{M_3, \ldots, M_k}(E_{3, \ldots, k, G''})
\]
\[
= \sum_{G''} \sum_{F_i \in \text{Sur}(V, G_i), 2 \leq i \leq k} (1/|G''|^n) (1 + O(\exp(-cn))) \times P_{M_3, \ldots, M_k}(E_{3, \ldots, k, G''})
\]
\[
= \sum_{G''} (1 + O(\exp(-cn))) (1/|G''|^n) (1 + O(\exp(-cn))) m_{k-2}(G'') = (1 + O(\exp(-cn))) m_{k-1}(G'),
\]
where we used the induction hypothesis \[41\] in the very last estimate, and the fact that \[
\sum_{G'' \in G_{3, \ldots, k}} m_{k-2}(G'') = m_{k-1}(G').
\]

By Claim 2.4 there are \((1 + O(\exp(-cn)))|G''|^n\) codes \(F'\). Summing the above over them, we obtain
\[
\sum_{F_i \in \text{Sur}(V, G_i), 1 \leq i \leq k} P_{M_2, \ldots, M_k}(F_1, M_2 F_2, \ldots, M_2 \cdots M_k F_k) \text{ span and is a code of distance } \delta n \text{ in } G' \land (F_2, M_3 F_3, \ldots, M_3 \cdots M_k F_k) \text{ is a code of distance } \delta n \text{ in its image})
\]
\[
= (1 + O(\exp(-cn))) m_{k-1}(G') |G''|^n.
\]

It remains to show that the remaining part of \(\text{LHS}[38]\), corresponding to the case when \((F_2, M_3 F_3, \ldots, M_3 \cdots M_k F_k)\) is not a code in its image, is small.

\(\text{(ii)}\) Summing over non-codes. Let \(G'' \in G_{3, \ldots, k}\) again be a group which contains \(\pi_{\{2, \ldots, k\}}(G')\). We are considering the case that \((F_2, M_3 F_3, \ldots, M_3 \cdots M_k F_k)\) spans but is not a code of distance \(\delta n\) over \(G''\), hence it has depth \(D > 1\) for some \(|D|/|G''|\). Let \(F_{3, \ldots, k, G''}, D\) denote this event. We have
\[
\sum_{F_2, \ldots, F_k} P_{M_2, M_3, \ldots, M_k}((M_2 F_2, \ldots, M_2 \cdots M_k F_k) = \pi_{\{2, \ldots, k\}}(F') \land F_{3, \ldots, k, G''}, D
\]
\[
= \sum_{F_2, \ldots, F_k} P_{M_2}((M_2 F_2, \ldots, M_2 \cdots M_k F_k) = \pi_{\{2, \ldots, k\}}(F') |F_{3, \ldots, k, G''}, D) P_{M_3, \ldots, M_k}(F_{3, \ldots, k, G''}, D).
\]
By Lemma 4.6
\[
P_{M_2}((M_2 F_2, \ldots, M_2 \cdots M_k F_k) = \pi_{\{2, \ldots, k\}}(F') |F_{3, \ldots, k, G''}, D) \leq K \exp(-\alpha n)(D/|G''|)^n.
\]

Next, using the induction hypothesis \[39\] for \(k - 1\) we have
\[
\sum_{F_2, \ldots, F_k} P_{M_3, \ldots, M_k}(F_{3, \ldots, k, G''}, D) \leq K^n \left(\frac{n}{\ell(D)\delta n} - 1\right) D^{-n+\ell(D)\delta n} m_{k-2}(G'') |G''|^n.
\]
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We thus obtain that

$$
\sum_{F_2, \ldots, F_k} P_{M_2, M_3, \ldots, M_k}(\{M_2 F_2, \ldots, M_2 \cdots M_k F_k\} = \pi_{\{2, \ldots, k\}}(F') \land F_3, \ldots, k, G''), D) = O(\exp(-\alpha n/2)),
$$

provided that $\delta$ is sufficiently small.

Summing over $D$, over $G''$ and over codes $F'$ of $G'$ we thus obtain

$$
\sum_{F_i \in \text{Sur}(V, G_i)\; 1 \leq i \leq k} P_{M_2, \ldots, M_k}(F_1, M_2 F_2, \ldots, M_2 \cdots M_k F_k \text{ span and is a code of distance } \delta n \text{ in } G')
\land (F_2, M_3 F_3, \ldots, M_3 \cdots M_k F_k) \text{ is not a code in its image})
= O(\exp(-\alpha n/2))|G'|^n.
$$

Combining (43) with (42) yields (38).

**Proof of (39).** For each spanning $F'$ of depth $D$ in $G'$ we are interested in $P_{M_2, \ldots, M_k}(\{F_1, M_2 F_2, \ldots, M_2 \cdots M_k F_k\} = F')$, which can be written as $1_{F_1 = \pi_1(F')} P_{M_2, \ldots, M_k}(\{M_2 F_2, \ldots, M_2 \cdots M_k F_k\} = \pi_{\{2, \ldots, k\}}(F'))$. This probability again depends on whether $(F_2, M_3 F_3, \ldots, M_3 \cdots M_k F_k)$ forms a code or not. Hence we will divide into two cases.

(i) **Summing over codes.**

Our treatment is similar to the case (i) in the proof of (39), except that the sum over $F'$ is small as the number of non-codes is small.

First, since $(F_1, M_2 F_2, \ldots, M_2 \cdots M_k F_k)$ generates $G'$ by assumption, projecting to $G_2 \oplus \cdots \oplus G_k$ we have that $M_2(F_2, M_3 F_3, \ldots, M_3 \cdots M_k F_k)$ generates $\pi_{\{2, \ldots, k\}}(G')$. Hence $(F_2, M_3 F_3, \ldots, M_3 \cdots M_k F_k)$ will always generate some group $G''$ which contains $\pi_{\{2, \ldots, k\}}(G')$, and furthermore $G''$ must lie in $G_{2;3,\ldots,k}$ because $F_2$ is surjective.

This motivates us to fix a group $G'' \in G_{2;3,\ldots,k}$ with $G'' \geq \pi_{\{2, \ldots, k\}}(G')$, and consider the probability that $(F_2, M_3 F_3, \ldots, M_3 \cdots M_k F_k)$ span and is a code of distance $\delta n$ in $G''$. By the inductive hypothesis,

$$
\sum_{F_i \in \text{Sur}(V, G_i)\; 2 \leq i \leq k} P_{M_2, \ldots, M_k}(F_2, M_3 F_3, \ldots, M_3 \cdots M_k F_k \text{ span and is a code of distance } \delta n \text{ in } G'')
= (1 + O(\exp(-cn)))m_{k-2}|G''|^{G''}|n|.
$$

For short, let $E_{3,\ldots,k,G''}$ be the event (depending on $F_1$)

$$
E_{3,\ldots,k,G''} := \left\{ M_3, \ldots, M_k : (F_2, M_3 F_3, \ldots, M_3 \cdots M_k F_k) \text{ span and is a code of distance } \delta n \text{ in } G'' \right\}.
$$

By Lemma 4.3

$$
1_{F_1 = \pi_1(F')} P_{M_2}(M_2 F_2, \ldots, M_2 \cdots M_k F_k = \pi_{\{2, \ldots, k\}}(F')|E_{3,\ldots,k,G''}) = 1_{F_1 = \pi_1(F')} (1/|G''|^{G''})(1 + O(\exp(-cn))).
$$
We therefore have
\[
\sum_{G'' \in \mathcal{G}_{2,3,\ldots,k}} \sum_{F_i \in \text{Sur}(V,G_i)} \mathbf{P}_{M_{2,\ldots,M_k}}((F_1, M_2 F_2, \ldots, M_k F_k) = F' \wedge \mathcal{E}_{3,\ldots,k,G''})
\]
\[
= \sum_{G''} \sum_{F_i \in \text{Sur}(V,G_i)} \mathbf{P}_{M_2}(M_2 F_2, \ldots, M_k F_k) = \pi_{2,\ldots,k}(F') \mathbf{P}_{M_{3,\ldots,M_k}}(\mathcal{E}_{3,\ldots,k,G''}) \times \mathbf{P}_{M_3,\ldots,M_k}(G'')
\]
\[
\leq O\left(\left\lceil \ell(D)\delta n \right\rceil - 1\right) D^{-n + \ell(D)\delta n} m_k(G'' | G'|n(1 + O(\exp(-cn))) \right).
\]

As there are at most \( O\left(\left\lceil \ell(D)\delta n \right\rceil - 1\right) D^{-n + \ell(D)\delta n} \) vectors \( F' \) of depth \( D \), summing the above over them we obtain

\[
\sum_{F_i \in \text{Sur}(V,G_i)} \mathbf{P}_{M_{2,\ldots,M_k}}((F_1, M_2 F_2, \ldots, M_k F_k) \text{ span and of depth } D > 1 \text{ over } G')
\]
\[
\wedge (F_2, M_2 F_3, \ldots, M_3 \cdots M_k F_k) \text{ is a code of distance } \delta n \text{ in its image})
\]
\[
\leq O\left(\left\lceil \ell(D)\delta n \right\rceil - 1\right) D^{-n + \ell(D)\delta n} m_k(G'' | G'|n(1 + O(\exp(-cn))).
\]

It remains to show the case when \((F_2, M_2 F_3, \ldots, M_3 \cdots M_k F_k)\) is not a code in its image.

(ii) **Summing over non-codes.** Let \( G'' \in \mathcal{G}_{2,3,\ldots,k} \) be a group which contains \( \pi_{2,\ldots,k}(G') \). We next consider the case that \((F_2, M_2 F_3, \ldots, M_3 \cdots M_k F_k)\) spans but is not a joint code of distance \( \delta n \) over \( G'' \). If \((F_2, M_2 F_3, \ldots, M_3 \cdots M_k F_k)\) spans but is not joint code of distance \( \delta n \), then it has depth \( D_2 \) for some \( D_2 > 1 \). Let \( \mathcal{F}_{3,\ldots,k,G''}, D_2 \) denote this event. Hence

\[
\sum_{F_2,\ldots,F_k} \mathbf{P}_{M_{2,\ldots,M_k}}((M_2 F_2, \ldots, M_k F_k) = \pi_{2,\ldots,k}(F') \wedge \mathcal{F}_{3,\ldots,k,G'',D_2})
\]
\[
\leq \sum_{F_2,\ldots,F_k} \mathbf{P}_{M_2}(M_2 F_2, \ldots, M_k F_k) = \pi_{2,\ldots,k}(F') \mathcal{F}_{3,\ldots,k,G'',D_2})
\]
\[
\times \mathbf{P}_{M_3,\ldots,M_k}(\mathcal{F}_{3,\ldots,k,G'',D_2}).
\]

By Lemma 4.6

\[
\mathbf{P}_{M_2}(M_2 F_2, \ldots, M_k F_k) = \pi_{2,\ldots,k}(F') \mathcal{F}_{3,\ldots,k,G'',D_2}) = \exp(-\alpha n)(D_2/|G''|)^n.
\]

Next, by \( \left(49\right) \) (using the induction hypothesis for \( k - 1 \)) we have

\[
\sum_{F_2,\ldots,F_k} \mathbf{P}_{M_{3,\ldots,M_k}}(\mathcal{F}_{3,\ldots,k,G'',D_2}) = O\left(\left\lceil \ell(D_2)\delta n \right\rceil - 1\right) D_2^{-n + \ell(D_2)\delta n} m_k(G'' | G'|n).
\]

Hence

\[
\sum_{F_2,\ldots,F_k} \mathbf{P}_{M_{2,3,\ldots,M_k}}((M_2 F_2, \ldots, M_k F_k) = \pi_{2,\ldots,k}(F') \wedge \mathcal{F}_{3,\ldots,k,G'',D_2}) = O(\exp(-\alpha n/2)),
\]
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provided that $\delta$ is sufficiently small.

Summing over $D_2$ and over $G''$ we obtain
\[
\sum_{F_2, \ldots, F_k} \mathbf{P}_{M_2; M_3, \ldots, M_k}((M_2 F_2, \ldots, M_2 \cdots M_k F_k) = \pi_{\{2, \ldots, k\}}(F')) = O(\exp(-\alpha n/2)),
\]
provided that $\delta$ is sufficiently small.

Finally, again as there are at most $O\left(\left\lfloor \frac{n}{\ell(D)\delta n} \right\rfloor \right) D^{n+\ell(D)\delta n} |G''|^n$ vectors $F'$ of depth $D$, summing over $F'$ we obtain
\[
\sum_{F_i \in \text{Sur}(V, G)} \mathbf{P}_{M_2, \ldots, M_k}(F_1, M_2 F_2, \ldots, M_2 \cdots M_k F_k \text{ span and of depth } D > 1 \text{ over } G')
\]
\[
\wedge (F_2, M_3 F_3, \ldots, M_3 \cdots M_k F_k) \text{ is not a code in its image}) = O(\exp(-\alpha n/2)) \left(\left\lfloor \frac{n}{\ell(D)\delta n} \right\rfloor - 1\right) D^{n+\ell(D)\delta n} |G''|^n.
\]
Together with (45), this estimate completes the proof of (39).

\[
\square
\]

5. HALL-LITTLEWOOD POLYNOMIAL BACKGROUND

This section contains standard definitions and results on Hall-Littlewood polynomials. We also introduce the ring of symmetric functions, which may be thought of as a ring meant to model symmetric polynomials in infinitely many variables, and is needed to obtain measures such as the Cohen-Lenstra measure in the Hall-Littlewood process formalism. This material may be found in [48, Chapter III], and the setup of Hall-Littlewood processes which may be found for instance in [9]; much of the material below is quoted with little modification from [66, Section 2].

We denote by $\mathcal{Y}$ the set of all integer partitions $(\lambda_1, \lambda_2, \ldots)$, i.e. sequences of nonnegative integers $\lambda_1 \geq \lambda_2 \geq \cdots$ which are eventually 0. We call the integers $\lambda_i$ the parts of $\lambda$, set $\lambda'_i = \#\{j : \lambda_j \geq i\}$, and write $m_i(\lambda) = \#\{j : \lambda_j = i\} = \lambda'_i - \lambda'_{i+1}$. We write $\text{len}(\lambda)$ for the number of nonzero parts, and denote the set of partitions of length $\leq n$ by $\mathcal{Y}_n$. We write $\mu \prec \lambda$ or $\lambda \succ \mu$ if $\lambda_1 \geq \mu_1 \geq \lambda_2 \geq \mu_2 \geq \cdots$, and refer to this condition as interlacing. Finally, we denote the partition with all parts equal to zero by $\emptyset$.

We denote by $\Lambda_n$ the ring $\mathbb{C}[x_1, \ldots, x_n]_{\mathcal{S}_n}$ of symmetric polynomials in $n$ variables $x_1, \ldots, x_n$. It is a very classical fact that the power sum symmetric polynomials $p_k(x_1, \ldots, x_n) = \sum_{i=1}^n x_i^k, k = 1, \ldots, n$, are algebraically independent and algebraically generate $\Lambda_n$. For a symmetric polynomial $f$, we will often write $f(x)$ for $f(x_1, \ldots, x_n)$ when the number of variables is clear from context. We will also use the shorthand $x^\lambda := x_1^{\lambda_1} x_2^{\lambda_2} \cdots x_n^{\lambda_n}$ for $\lambda \in \mathcal{Y}$.

One has a chain of maps
\[
\cdots \rightarrow \Lambda_{n+1} \rightarrow \Lambda_n \rightarrow \Lambda_{n-1} \rightarrow \cdots \rightarrow 0
\]
where the map $\Lambda_{n+1} \rightarrow \Lambda_n$ is given by setting $x_{n+1} \rightarrow 0$. In fact, writing $\Lambda_n^{(d)}$ for symmetric polynomials in $n$ variables of total degree $d$, one has
\[
\cdots \rightarrow \Lambda_{n+1}^{(d)} \rightarrow \Lambda_n^{(d)} \rightarrow \Lambda_{n-1}^{(d)} \rightarrow \cdots \rightarrow 0
\]
with the same maps. The inverse limit $\Lambda^{(d)}$ of these systems may be viewed as symmetric polynomials of degree $d$ in infinitely many variables. From the ring structure on each $\Lambda_n$ one gets a natural ring structure on $\Lambda := \bigoplus_{d \geq 0} \Lambda^{(d)}$, and we call this the ring of symmetric functions. An equivalent definition is $\Lambda := \mathbb{C}[p_1, p_2, \ldots]$ where $p_i$ are indeterminates; under the natural map $\Lambda \rightarrow \Lambda_n$ one has $p_i \mapsto p_i(x_1, \ldots, x_n)$.
Each ring $\Lambda_n$ has a natural basis $\{p_\lambda : \lambda_1 \leq n\}$ where
\[
p_\lambda := \prod_{i \geq 1} p_{\lambda_i}.
\]

Another natural basis, with the same index set, is given by the Hall-Littlewood polynomials. Recall the $q$-Pochhammer symbol defined as $(a; q)_n := \prod_{i=0}^{n-1} (1 - aq^i)$, and for $n \geq 0, \lambda \in \mathbb{Y}_n$ define
\[
v_{\lambda,n}(t) = \frac{(t; t)_n}{(1 - t)^n} \prod_{i \geq 1} \frac{(t; t)_{m_i(\lambda)}}{(1 - t)^{m_i(\lambda)}}.
\]

**Definition 10.** The Hall-Littlewood polynomial indexed by $\lambda \in \mathbb{Y}_n$ is
\[
P_\lambda(x_1, \ldots, x_n; t) = \frac{1}{v_{\lambda,n}(t)} \sum_{\sigma \in S_n} \sigma \left( x^\lambda \prod_{1 \leq i < j \leq n} \frac{x_i - tx_j}{x_i - x_j} \right)
\]
where $\sigma$ acts by permuting the variables. We often drop the ’; $t$’ when clear from context.

It follows from the definition that $P_\lambda(x_1, \ldots, x_n, 0; t) = P_\lambda(x_1, \ldots, x_n; t)$, hence for each $\lambda \in \mathbb{Y}$ there is a Hall-Littlewood symmetric function $P_\lambda \in \Lambda$.

**Definition 11.** For $\lambda \in \mathbb{Y}$, we define the dual Hall-Littlewood polynomial by
\[
Q_\lambda(x; t) = \prod_{i \geq 1} (t; t)_{m_i(\lambda)} P_\lambda(x; t).
\]
These similarly are consistent under maps $\Lambda_{n+1} \to \Lambda_n$ and hence define symmetric functions.

Because the $P_\lambda$ form a basis for the vector space of symmetric polynomials in $n$ variables, there exist symmetric polynomials $P_{\lambda/\mu}(x_1, \ldots, x_{n-k}; t) \in \Lambda_{n-k}$ indexed by $\lambda \in \mathbb{Y}_n, \mu \in \mathbb{Y}_k$ which are defined by
\[
P_\lambda(x_1, \ldots, x_n; t) = \sum_{\mu \in \mathbb{Y}_n} P_{\lambda/\mu}(x_{k+1}, \ldots, x_n; t) P_\mu(x_1, \ldots, x_k; t).
\]

The definition of $Q_{\lambda/\mu}$ is exactly analogous. As with non-skew Hall-Littlewood polynomials, the skew versions are consistent under the maps $\Lambda_{n+1} \to \Lambda_n$ and hence define symmetric functions in $\Lambda$, which we also denote by $P_{\lambda/\mu}$ and $Q_{\lambda/\mu}$.

Hall-Littlewood polynomials and symmetric functions satisfy the skew Cauchy identity, upon which most probabilistic constructions rely. For polynomials in a finite number of variables, it reads
\[
\sum_{\kappa \in \mathbb{Y}} P_{\kappa/\nu}(x_1, \ldots, x_n; t) Q_{\kappa/\mu}(y_1, \ldots, y_m; t) = \prod_{1 \leq i \leq n} \prod_{1 \leq j \leq m} \frac{1 - tx_i y_j}{1 - x_i y_j} \sum_{\lambda \in \mathbb{Y}} Q_{\lambda/\nu}(y_1, \ldots, y_m; t) P_{\lambda/\mu}(x_1, \ldots, x_n; t).
\]

For later convenience we set
\[
\Pi_t(x; y) := \prod_{1 \leq i \leq n} \prod_{1 \leq j \leq m} \frac{1 - tx_i y_j}{1 - x_i y_j} = \exp \left( \sum_{t=1}^\infty \frac{1 - t}{t} p_t(x) p_t(y) \right).
\]

The second equality in (48) is not immediate but is shown in [33]. The RHS of (49) makes sense as formal series in a suitable completion of $\Lambda \otimes \Lambda$, and (48) generalizes straightforwardly with the skew $P$ and $Q$ functions in $x$ and $y$ replaced by corresponding elements of $\Lambda \otimes \Lambda$. 
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Proposition 5.1. Let \( \nu, \mu \in \mathbb{Y} \). Then

\[
\sum_{\kappa \in \mathbb{Y}} P_{\kappa/\nu}(x; t)Q_{\kappa/\mu}(y; t) = \Pi_t(x; y) \sum_{\lambda \in \mathbb{Y}} Q_{\nu/\lambda}(y; t)P_{\mu/\lambda}(x; t).
\]

(50)

In particular, if \( \mu = \emptyset \) we have

\[
\sum_{\kappa \in \mathbb{Y}} P_{\kappa/\nu}(x; t)Q_{\kappa}(y; t) = \Pi_t(x; y)Q_\nu(y; t).
\]

(51)

Let us now set the parameter \( t \) to be real. We would like to define probabilities by substituting real numbers for the variables of Hall-Littlewood polynomials. The analogue of ‘specializing infinitely many variables’ for a general symmetric function is captured as follows.

Definition 12. Given a sequence of real numbers \( \alpha_1 \geq \alpha_2 \geq \ldots \geq 0 \) with \( \sum_i \alpha_i < \infty \), the pure alpha specialization with parameters \( \alpha = \{\alpha_i\}_{i \geq 1} \) is the homomorphism \( \Lambda \to \mathbb{C} \) defined on the generators \( p_k \) by

\[
p_k(\alpha) = \sum_{i \geq 1} \alpha_i^k.
\]

For a general symmetric function \( f \in \Lambda \), we write \( f(\alpha) \) for the image of \( f \) under this homomorphism.

When \( \alpha \) has only finitely many (say, \( k \)) nonzero \( \alpha_i \) parameters, \( f(\alpha) \) is just the symmetric polynomial \( \text{Im}(f) \in \Lambda_k \) with \( x_1 = \alpha_1, \ldots, x_k = \alpha_k \) plugged in for the variables. Extending the notation of [49], we write

\[
\Pi_t(\alpha; \alpha') = \exp \left( \sum_{\ell=1}^{\infty} \frac{1-t^\ell}{\ell} p_\ell(\alpha)p_\ell(\alpha') \right).
\]

If of course, one can substitute any real or complex numbers for the variables, but choosing \( \alpha_i \geq 0 \) has the advantage for probability that when \( t \in [0, 1] \), \( P_\lambda(\alpha) \) and \( Q_\lambda(\alpha) \) are nonnegative.

Remark 5. There are other homomorphisms \( \Lambda \to \mathbb{C} \) with nonnegative values on the \( P_\lambda \), of which the pure alpha specializations form one family. These were classified in [52].

One obtains probability measures on sequences of partitions using Proposition 5.1 as follows.

Definition 13. Let \( \theta \) and \( \alpha_1, \ldots, \alpha_k \) be pure alpha specializations satisfying

\[
\sum_{\lambda \in \mathbb{Y}} P_\lambda(\theta)Q_\lambda(\alpha_i) < \infty
\]

for each \( i \). Then the associated ascending Hall-Littlewood process is the probability measure on sequences \( (\lambda^{(1)}, \ldots, \lambda^{(k)}) \in \mathbb{Y}^k \) given by

\[
P(\lambda^{(1)}, \ldots, \lambda^{(k)}) = \frac{Q_{\lambda^{(1)}}(\alpha_1)Q_{\lambda^{(2)}/\lambda^{(1)}}(\alpha_2) \cdots Q_{\lambda^{(k)}/\lambda^{(k-1)}}(\alpha_k)P_{\lambda^{(k)}}(\theta)}{\Pi_{i=1}^{\infty} \Pi_t(\alpha_i; \theta)}.
\]

The \( k = 1 \) case of Definition 13 is a measure on partitions, referred to as a Hall-Littlewood measure. Two special cases will be relevant for our setting. Below and subsequently, we use the notation \( x[k] \) in the arguments of Hall-Littlewood polynomials to denote the variable \( x \) repeated \( k \) times.

Definition 14. For \( t \in (0, 1) \) and \( k \in \mathbb{Z}_{\geq 1} \), we define the probability measure \( P^{(k)}_{\infty; t} \) on \( \mathbb{Y}^k \) by

\[
P^{(k)}_{\infty; t}(\lambda^{(1)}, \ldots, \lambda^{(k)}) := \frac{Q_{\lambda^{(1)}(t, \ldots, t)}(1, \ldots, \lambda^{(1)}(1, \ldots, t)) \cdots Q_{\lambda^{(k)}/\lambda^{(k-1)}}(\lambda^{(k)}, 1, \ldots, t)P_{\lambda^{(k)}}(t^2, \ldots)}{\Pi_t(1, t, \ldots; t[k], t^2[k], \ldots)}.
\]

Definition 15. For \( t \in (0, 1) \) and \( k \in \mathbb{Z}_{\geq 1} \), we define the probability measure \( P^{*(k)}_{\infty; t} \) on \( \mathbb{Y} \) by

\[
P^{*(k)}_{\infty; t}(\lambda) = \frac{Q_{\lambda(1[k], t[k], \ldots)}(t, t^2, \ldots)}{\Pi_t(1, t, \ldots; t[k], t^2[k], \ldots)}.
\]
It follows from the branching rule (47) that the marginal distribution of $\lambda^{(k)}$ under $P^{(k)}_{\infty,t}$ is $P^{(k)}_{\infty,1/p}$. When $t = 1/p$, random sequence of partitions specified by $P^{(k)}_{\infty,t}$ is related to the random sequence of groups in Theorem 1.2 with $P = \{p\}$, and similarly $P^{(k)}_{\infty,1/p}$ is related to Theorem 1.1. We discuss this in the next section.

**Remark 6.** We use a slightly different setup for Hall-Littlewood polynomials than in some previous works on Hall-Littlewood polynomials and $p$-adic random matrices. The reason is that those works considered random matrices over $\mathbb{Q}_p$, and consequently it was desirable to extend the indices of Hall-Littlewood polynomials to 'partitions' with negative parts allowed, which required modifying the standard notation of Hall-Littlewood slightly. Because we work only over $\mathbb{Z}_p$, there is no necessity to do this, and our notation follows that of Hall-Littlewood polynomials and abelian $p$-groups.

The goal of this section is to prove several basic results giving formulas, in terms of Hall-Littlewood polynomials, for various counts of maps between abelian $p$-groups. All follow straightforwardly from the material in Chapters II and III, but most do not seem to be present in the random matrix theory literature. We therefore hope this section will have some value in translating between the usual terminology of moments and the Hall-Littlewood notation used in e.g. [31, 67, 68, 69]. Here and in the next section, we will usually fix a prime $p$ and let $t = 1/p$ to declutter notation and keep with standard Hall-Littlewood usage.

**Definition 16.** For any partition $\lambda \in \mathcal{Y}$, we denote by $G_{\lambda}$ the abelian $p$-group $\bigoplus_{i \geq 1} \mathbb{Z}/p^\lambda \mathbb{Z}$ when $p$ is fixed and clear from context. The *type* of a finite abelian $p$-group $H$ is the partition $\lambda$ for which $H \cong G_{\lambda}$. For partitions $\lambda, \mu \in \mathcal{Y}$, we denote by $G_{\mu, \lambda}$ the set of subgroups of $G_{\lambda}$ which have type $\mu$.

**Lemma 6.1.** With $t = 1/p$ as above,

$$|G_{\mu, \lambda}| = \frac{Q_{\lambda/\mu}(1, t, \ldots)Q_{\mu}(1, t, \ldots)}{Q_{\lambda}(1, t, \ldots)}.$$  

**Proof.** The result follows by collecting a few facts from chapters II and III of [48]. By their definition [48, Chapter II.2 (2.1)], the Hall algebra structure constant is

$$c_{\mu, \nu}(X) = c_{\mu, \nu}(1)^{n(\mu) + n(\nu) - n(\lambda)} = c_{\mu, \nu}(t)^{Q_{\mu}(1, t, \ldots)Q_{\nu}(1, t, \ldots)}.$$  

It is then shown in [48, Chapter III.3 (3.4)] that

$$G_{\mu, \nu}(\mathbb{Z}_p) = c_{\mu, \nu}(1)^{Q_{\mu}(1, t, \ldots)Q_{\nu}(1, t, \ldots)}$$

where $n(\lambda) = \sum_{i \geq 1} (i - 1)\lambda_i$ and the second equality follows by [48, Chapter III.3 Ex. 2(a)]. Here $c_{\mu, \nu}(t)$ are the multiplicative structure constants defined by

$$P_{\mu}(x) \cdot P_{\nu}(x) = \sum_{\lambda \in \mathcal{Y}} c_{\mu, \nu}(\lambda)P_{\lambda}(x)$$

or equivalently the comultiplicative structure constants of the $Q$ polynomials defined by

$$Q_{\lambda}(X, Y) = \sum_{\mu, \nu \in \mathcal{Y}} c_{\mu, \nu}(\lambda)Q_{\mu}(x) \cdot Q_{\nu}(y).$$

The second definition is equivalent to

$$Q_{\lambda/\mu}(x) = \sum_{\nu \in \mathcal{Y}} c_{\mu, \nu}(\lambda)Q_{\nu}(x).$$

Hence the number of subgroups of $G_{\lambda}$ of type $\mu$ is

$$\sum_{\nu \in \mathcal{Y}} G_{\mu, \nu}(\mathbb{Z}_p) = \sum_{\nu \in \mathcal{Y}} c_{\mu, \nu}(t)^{Q_{\lambda/\mu}(1, t, \ldots)Q_{\mu}(1, t, \ldots)} = \frac{Q_{\lambda/\mu}(1, t, \ldots)Q_{\mu}(1, t, \ldots)}{Q_{\lambda}(1, t, \ldots)}.$$
Proof. Letting
\[ \Pi_{\lambda}(t, t^2, \ldots)Q_{\lambda}(1, t, \ldots) = \frac{1}{\# \text{Aut}(G_\lambda)} \] (54)
and more generally
\[ \frac{P_{\lambda/\mu}(t, t^2, \ldots)}{P_{\lambda}(t, t^2, \ldots)Q_{\mu}(1, t, \ldots)} = \frac{Q_{\lambda/\mu}(1, t, \ldots)}{Q_{\lambda}(1, t, \ldots)} = \frac{\# \text{Sur}(G_\lambda, G_\mu)}{\# \text{Inj}(G_\mu, G_\lambda)}. \] (55)

Proposition 6.3. Let \( M, N \) be finite abelian \( p \)-groups. Then
\[ \frac{1}{\Pi_{\lambda}(t, t^3, \ldots)} \sum_{K} \frac{\# \text{Inj}(M, K) \# \text{Sur}(K, N)}{\# \text{Aut}(K)} = \# \text{Hom}(M, N) \]
where the sum is one representative \( K \) from each isomorphism class of finite abelian \( p \)-groups.

Proof. Letting \( \mu, \nu \) be the types of \( M, N \) respectively, by Proposition 6.2 the LHS is
\[ \frac{1}{\Pi_{\lambda}(t, t^3, \ldots)} \sum_{\mu, \nu} \frac{P_{\mu/\nu}(t, \ldots)Q_{\mu}(1, t, \ldots)}{Q_{\nu}(1, t, \ldots)P_{\nu}(t, \ldots)} \]
By the skew Cauchy identity stated in Proposition 5.1 this is
\[ \frac{1}{Q_{\mu}(1, t, \ldots)} \sum_{\lambda} P_{\lambda/\mu}(t, \ldots)Q_{\lambda/\mu}(1, t, \ldots) = \sum_{\lambda} \frac{\# \text{Sur}(M, G_\lambda) \# \text{Inj}(G_\lambda, N)}{\# \text{Aut}(G_\lambda)}. \] (56)
where we again used Proposition 6.2. Every map \( \varphi : M \to N \) factors as \( \varphi = \phi \circ \psi \) where \( \psi : M \to \text{Im}(\varphi) \) is surjective and \( \phi : \text{Im}(\varphi) \to N \) is injective. There are \( \# \text{Aut}(\text{Im}(\varphi)) \) such factorizations, because for any \( \sigma \in \text{Aut}(\text{Im}(\varphi)) \), \( (\phi \circ \sigma^{-1}) \circ (\sigma \circ \psi) \) also defines a pair of an injection and surjection, and \( \text{Aut}(\text{Im}(\varphi)) \) acts transitively on the set of such pairs with trivial stabilizer. Hence
\[ \text{RHS}(56) = \# \text{Hom}(M, N), \]
completing the proof.

Lemma 6.4. For \( \lambda \in \mathbb{Y}, k \geq 1 \) and \( n_k \) as in Definition 6 we have
\[ n_k(G_\lambda) = \frac{P_{\lambda}(t^{[k]}, t^{[2k]}, \ldots)}{32} = \frac{Q_{\lambda}(1^{[k]}, t^{[k]}, \ldots)}{Q_{\lambda}(1, t, \ldots)}. \] (57)
Proof. We induct on \( k \), the base case \( k = 1 \) being trivial. It follows from (54) and (55) that for fixed \( G_\lambda \),

\[
n_{k+1}(G_\lambda) = \sum_{H \leq G_\lambda} n_k(H) \\
= \sum_{\mu \in \mathbb{Y}} \frac{\# \text{Imj}(G_\mu, G_\lambda)}{\# \text{Aut}(G_\mu)} n_k(G_\mu) \\
= \sum_{\mu \in \mathbb{Y}} \frac{P_{\lambda/\mu}(t, \ldots) P_\mu(t, \ldots)}{P_\lambda(t, \ldots)} P_\mu(t[k], t^2[k], \ldots) \\
= \frac{P_\lambda(t[k+1], \ldots)}{P_\lambda(t, \ldots)},
\]

where the last equality is by the branching rule. Since \( Q_\lambda \) is a constant multiple of \( P_\lambda \) and is homogeneous, the second equality of (57) follows. \( \square \)

7. Moments and Joint Moments of the Candidate Limit Distributions

In this section we compute the moments and joint moments of the limiting distributions appearing in Theorems 1.1 and 1.2, by relating them to the Hall-Littlewood framework of the last two sections. Below, for a finite set of primes \( P \) we use the notation \( \mathcal{A}_P \) for the set of all abelian groups \( G \) such that every prime factor of \( |G| \) lies in \( P \). We begin by defining notation for the probability measures appearing in Theorems 1.1 and 1.2; we shortly show that these expressions do indeed define probability measures.

**Definition 17.** For \( k \in \mathbb{Z}_{\geq 1} \) and \( P \) a finite set of primes, given abelian groups \( B, B_1, \ldots, B_k \in \mathcal{A}_P \), we let

\[
P^*_p(k)(B) := \left( \prod_{p \in P} (p^{-1}; p^{-1})^k_{\infty} \right) \frac{\# \{ 0 = G_0 \leq G_1 \leq \ldots \leq G_k = B \}}{\# \text{Aut}(B)},
\]

(58)

and

\[
P_p(k)(B_1, \ldots, B_k) := \left( \prod_{p \in P} (p^{-1}; p^{-1})^k_{\infty} \right) \prod_{i=1}^k \frac{\# \text{Sur}(B_i, B_{i-1})}{\# \text{Aut}(B_i)},
\]

(59)

where we take \( B_0 \) to be the trivial group in the product.

The notation is meant to be suggestive of the Hall-Littlewood measures \( P^*_p(k) \) and \( P_p(k) \), and we relate the two measures in this section. In the remainder of the section we use \( P \) and \( k \) as in Definition 17 without comment.

**Theorem 7.1.** The map \( B \mapsto P^*_p(k)(B) \) defines a probability measure on \( \mathcal{A}_P \), with moments

\[
E_{B \sim P^*_p(k)}[\# \text{Sur}(B, G)] = n_k(G)
\]

for any \( G \in \mathcal{A}_P \).

**Theorem 7.2.** The map \( (B_1, \ldots, B_k) \mapsto P_p(k)(B_1, \ldots, B_k) \) defines a probability measure on \( \mathcal{A}_P^k \), with joint moments

\[
E_{(B_1, \ldots, B_k) \sim P_p(k)}[\# \text{Sur}(B_1, G_1) \cdots \# \text{Sur}(B_k, G_k)] = m_k(G_1, \ldots, G_k)
\]

for any \( G_1, \ldots, G_k \in \mathcal{A}_P \).

We begin with factorization properties which reduce the theorem to the case of a single prime.

**Lemma 7.3.** With the notations above, the following factorizations hold:
(1) For any \( G \in \mathcal{A}_p \),
\[
n_k(G) = \prod_{p \in P} n_k(G[p^{\infty}])
\]
and
\[
P_{p}^{(k)}(G) = \prod_{p \in P} P_{p}^{(k)}(G[p^{\infty}]).
\]

(2) For any \( G^{(1)}, \ldots, G^{(k)} \in \mathcal{A}_p \),
\[
m_k(G^{(1)}, \ldots, G^{(k)}) = \prod_{p \in P} m_k(G^{(1)}[p^{\infty}], \ldots, G^{(k)}[p^{\infty}])
\]
and
\[
P_{p}^{(k)}(G^{(1)}, \ldots, G^{(k)}) = \prod_{p \in P} P_{p}^{(k)}(G^{(1)}[p^{\infty}], \ldots, G^{(k)}[p^{\infty}]).
\]

The proof is trivial. We next relate to the Hall-Littlewood measures \( P_{\infty;1/p}^{(k)} \) and \( P_{\infty;1/p}^{(k)} \) in Definitions \( 15 \) and \( 14 \). We will not actually need the joint version, Proposition \( 7.5 \) in the proofs, but it helps explain the origins of the measures we consider.

**Proposition 7.4.** For any prime \( p \) and \( \lambda \in \mathbb{Y} \),
\[
P_{p}^{(k)}(G_{\lambda}) = P_{\infty;1/p}^{(k)}(G_{\lambda}).
\]

**Proposition 7.5.** For any prime \( p \) and \( \lambda^{(1)}, \ldots, \lambda^{(k)} \in \mathbb{Y} \),
\[
P_{p}^{(k)}(G_{\lambda^{(1)}}, \ldots, G_{\lambda^{(k)}}) = P_{\infty;1/p}^{(k)}(\lambda^{(1)}, \ldots, \lambda^{(k)}).
\]

**Proof of Proposition 7.4.** Apply Lemma \( 6.4 \) to the numerator and Proposition \( 6.2 \) to the denominator of the formula for \( P_{p}^{(k)}(G_{\lambda}) \), and for the normalizing constants note that
\[
\Pi_{1/p}(1, p^{-1}, \ldots; p^{-1}, p^{-2}, \ldots) = \frac{1}{(p^{-1}; p^{-1})_{\infty}}.
\]

**Proof of Theorem 7.1.** By the factorizations of Lemma \( 7.3 \) and the factorization
\[
\# \text{Sur}(B, G) = \prod_{p \in P} \# \text{Sur}(B[p^{\infty}], G[p^{\infty}]])
\]
it suffices to prove Theorem \( 7.1 \) in the case \( P = \{ p \} \) for some prime \( p \). The fact that \( P_{p}^{(k)} \) is a probability measure follows by Proposition \( 7.4 \) since the Hall-Littlewood measure is a probability measure. For the computation of moments in Theorem \( 7.1 \) by Proposition \( 7.4 \) and the above reduction to a single prime it suffices to show that
\[
\sum_{\lambda} P_{\infty;1/p}^{(k)}(\lambda) \# \text{Sur}(G_{\lambda}, G) = n_k(G)
\]
for any abelian \( p \)-group \( G \). To prove this, let \( \mu \) be the type of \( G \). By Proposition \( 6.2 \)
\[
\sum_{\lambda \in \mathbb{Y}} P_{\infty;1/p}^{(k)}(\lambda) \# \text{Sur}(G_{\lambda}, G) = \sum_{\lambda \in \mathbb{Y}} Q_{\lambda}(1[k], \ldots) P_{\lambda}(t, \ldots) \frac{P_{\lambda}(t, \ldots) Q_{\lambda}(1[k], \ldots)}{\Pi_{1}(t, \ldots; 1[k], 1[k], \ldots) P_{1}(t, \ldots) Q_{1}(1[k], \ldots)}.
\]
By the Cauchy identity (Proposition \( 5.1 \)) this is
\[
\frac{Q_{\mu}(1[k], \ldots)}{Q_{\mu}(1[k], \ldots)},
\]
which is \( n_k(G) \) by Lemma \( 6.4 \) \( \square \)

We now turn to Theorem \( 7.2 \). The intermediate steps are, as one might expect, slightly more involved.
Proof of Proposition 7.5. By Proposition 6.2
\[
\frac{\# \text{Sur}(G_{\lambda(i)}, G_{\lambda(i-1)})}{\# \text{Aut}(G_{\lambda(i)})} = Q_{\lambda(i)/\lambda(i-1)}(1, t, \ldots) \frac{P_{\lambda(i)}(t, t^2, \ldots)}{P_{\lambda(i-1)}(t, t^2, \ldots)},
\]
and the proof follows from this and (60).

Finally, the proof of Theorem 7.2 goes by iterating the following key lemma.

Lemma 7.6. Let \( L, M, N \) be finite abelian \( p \)-groups. Then
\[
E_{\kappa \sim P^{(1)}_{\infty; 1/p}} \left[ \# \text{Inj}(L, G_{\kappa})\# \text{Sur}(G_{\kappa}, M)\# \text{Hom}(G_{\kappa}, N) \right] = \sum_{H \leq M \oplus N: \pi_1(H) = M} \# \text{Hom}(L, H).
\]

We note that when \( N \) is trivial, Lemma 7.6 reduces to Proposition 6.3.

Proof of Lemma 7.6. For any \( K \), composing \( \varphi \in \text{Hom}(K, M \oplus N) \) with projections onto the two factors yields a natural map
\[
\{ \varphi \in \text{Hom}(K, M \oplus N) : \pi_1 \circ \varphi \text{ surjective} \} \rightarrow \text{Sur}(K, M) \times \text{Hom}(K, N),
\]
which is a bijection by the universal property of direct products\(^5\). Hence summing over the possible images of \( \varphi \) yields
\[
\# \text{Sur}(K, M)\# \text{Hom}(K, N) = \sum_{H \leq M \oplus N: \pi_1(H) = M} \# \text{Sur}(K, H).
\]

By the definition of \( P^{(1)}_{\infty; 1/p} \) together with the above discussion, the LHS of (62) is equal to
\[
(p^{-1}; p^{-1})_{\infty} \sum_{K} \frac{\# \text{Inj}(L, K)\# \text{Sur}(K, M)\# \text{Hom}(K, N)}{\# \text{Aut}(K)} = (p^{-1}; p^{-1})_{\infty} \sum_{K} \frac{\# \text{Inj}(L, K)}{\# \text{Aut}(K)} \sum_{H \leq M \oplus N: \pi_1(H) = M} \# \text{Sur}(K, H)
\]
where again the sum is over all isomorphism classes of finite abelian \( p \)-groups and \( K \) is a representative from the class. Interchanging the sums and applying Proposition 6.3 to (63) completes the proof.

Proof of Theorem 7.2. By the factorizations Lemma 7.3 and factorization of the number of surjections, it suffices to prove Theorem 7.2 in the case \( P = \{p\} \). The fact that \( P^{(k)}_{\{p\}} \) is a probability measure follows from Proposition 7.5 since Hall–Littlewood processes are probability measures.

It remains to compute moments. In the proof below we use \( \lambda^{(1)}, \ldots, \lambda^{(k)} \) for the types of \( B_1, \ldots, B_k \) and \( \mu^{(1)}, \ldots, \mu^{(k)} \) for the types of \( G_1, \ldots, G_k \), and to manage subscripts we will abuse notation and write \( \lambda \) for the group \( G_{\lambda} \). By duality
\[
P^{(k)}_{\{p\}}(\lambda^{(1)}, \ldots, \lambda^{(k)}) = (p^{-1}; p^{-1})_{\infty} \frac{\# \text{Inj}(\lambda^{(k-1)}, \lambda^{(k)}) \cdots \# \text{Inj}(\lambda^{(1)}, \lambda^{(2)})}{\# \text{Aut}(\lambda^{(k)}) \cdots \# \text{Aut}(\lambda^{(1)})}.
\]

Hence we wish to show
\[
(p^{-1}; p^{-1})_{\infty} \sum_{\lambda^{(1)}, \ldots, \lambda^{(k)} \in \mathcal{Y}} \frac{\# \text{Inj}(\lambda^{(k-1)}, \lambda^{(k)}) \cdots \# \text{Inj}(\lambda^{(1)}, \lambda^{(2)})}{\# \text{Aut}(\lambda^{(k)}) \cdots \# \text{Aut}(\lambda^{(1)})} \frac{\# \text{Sur}(\lambda^{(k)}, \mu^{(k)}) \cdots \# \text{Sur}(\lambda^{(1)}, \mu^{(1)})}{m_k(\mu^{(1)}, \ldots, \mu^{(k)})}
\]
\(^5\)Since we only have a direct sum of a finite number of factors, \( M \oplus N \simeq M \times N \).
where again \( \mu^{(i)} \) is the type of \( G_i \). First apply Proposition 6.3 with \( N = \mu^{(k)}, M = \lambda^{(k-1)}, K = \lambda^{(k)} \) to the sum over \( \lambda^{(k)} \) in the LHS to obtain

\[
\left( p^{-1}, p^{-1} \right)_{\infty}^{k-1} \sum_{\lambda^{(1)}, \ldots, \lambda^{(k-1)} \in Y} \#\operatorname{Hom}(\lambda^{(k-1)}, \mu^{(k)}) \frac{\# \operatorname{Inj}(\lambda^{(k-2)}, \lambda^{(k-1)}) \cdots \# \operatorname{Inj}(\lambda^{(1)}, \lambda^{(2)})}{\# \operatorname{Aut}(\lambda^{(k-1)}) \cdots \# \operatorname{Aut}(\lambda^{(1)})} \times \# \operatorname{Sur}(\lambda^{(k-1)}, \mu^{(k-1)}) \cdots \# \operatorname{Sur}(\lambda^{(1)}, \mu^{(1)}).
\]

Then apply Lemma 7.6 with \( L = \lambda^{(k-2)}, \kappa = \lambda^{(k-1)}, M = \mu^{(k-1)}, N = \mu^{(k)} \) to obtain

\[
\left( p^{-1}, p^{-1} \right)_{\infty}^{k-2} \sum_{\lambda^{(1)}, \ldots, \lambda^{(k-2)} \in Y} \left( \sum_{\substack{H_{k-1} \leq \mu^{(k-1)} \oplus \mu^{(k)} \\
\pi_1(H_{k-1}) = \mu^{(k-1)}}} \operatorname{Hom}(\lambda^{(k-2)}, H_{k-1}) \right) \times \frac{\# \operatorname{Inj}(\lambda^{(k-3)}, \lambda^{(k-2)}) \cdots \# \operatorname{Inj}(\lambda^{(1)}, \lambda^{(2)})}{\# \operatorname{Aut}(\lambda^{(k-2)}) \cdots \# \operatorname{Aut}(\lambda^{(1)})} \times \# \operatorname{Sur}(\lambda^{(k-2)}, \mu^{(k-2)}) \cdots \# \operatorname{Sur}(\lambda^{(1)}, \mu^{(1)}).
\]

Continuing to apply Lemma 7.6 with \( L = \lambda^{(k-1-i)}, \kappa = \lambda^{(k-i)}, M = \mu^{(k-i)}, N = \mu^{(k-i+1)} \) with \( i = 2, \ldots, k-1 \) (recall \( \lambda^{(0)} = \emptyset \) by convention), we obtain

\[
\text{LHS}[65] = \sum_{H_{k-1} \leq \mu^{(k)} \oplus \mu^{(k)}} \sum_{\pi_1(H_{k-1}) = \mu^{(k-1)}} \cdots \sum_{H_1 \leq \mu^{(1)} \oplus H_2: \pi_1(H_1) = \mu^{(1)}} 1 = m_k(\mu^{(1)}, \ldots, \mu^{(k)}),
\]

completing the proof.

8. Moment Comparison and the Proof of Theorem 1.1

Fix a finite set of primes \( P \), and let \( Y \sim \mathbf{B}_P^{(k)} \) as defined in Definition 17. For any \( a \) divisible only by primes in \( P \), Theorem 6.2 and Theorem 7.1 imply that \( Y \) and \( \operatorname{Cok}(M_1 \cdots M_k) \) (in the setting of Theorem 1.1) have asymptotic matching moments with respect to all groups \( G \) of exponent dividing \( a \). To pass this information back to distribution, we then use the following result on the moment problem for finite abelian groups, a direct analogue of \[ \text{Theorem 8.3}, \] which suffices to prove Theorem 1.1.

**Theorem 8.1.** Let \( X_n \) and \( Y_n \) be sequences of random finitely generated abelian groups. Let \( a \) be a positive integer and \( \mathcal{A}_a \) be the set of isomorphism classes of abelian groups with exponent dividing \( a \). Suppose that for every \( G \in \mathcal{A}_a \) we have

\[
\lim_{n \to \infty} \mathbf{E}[\# \operatorname{Sur}(X_n, G)] = \lim_{n \to \infty} \mathbf{E}[\# \operatorname{Sur}(Y_n, G)] = n_k(G).
\]

Then we have that for every \( H \in \mathcal{A}_a \), \( \lim_{n \to \infty} \mathbf{P}(X_n \otimes (\mathbb{Z}/a\mathbb{Z}) \simeq H) \) exists and

\[
\sum_{H \in \mathcal{A}_a} \lim_{n \to \infty} \mathbf{P}(X_n \otimes (\mathbb{Z}/a\mathbb{Z}) \simeq H) \# \operatorname{Sur}(H, G) = n_k(G).
\]

Furthermore,

\[
\lim_{n \to \infty} \mathbf{P}(X_n \otimes (\mathbb{Z}/a\mathbb{Z}) \simeq H) = \lim_{n \to \infty} \mathbf{P}(Y_n \otimes (\mathbb{Z}/a\mathbb{Z}) \simeq H).
\]

**Proof of Theorem 1.1, assuming Theorem 8.1.** Assume that the exponent of the group \( B \) under consideration has prime factorization \( \prod_{p \in P} p^{e_p} \). Theorem 8.1 applied to the sequence \( X_n = \operatorname{Cok}(M_1 \cdots M_k) \) and \( Y_n = Y \sim \mathbf{B}_P^{(k)} \) with \( a = \prod_{p \in P} p^{e_p+1} \), implies that

\[
\lim_{n \to \infty} \mathbf{P}(\operatorname{Cok}(M_1 \cdots M_k) \otimes (\mathbb{Z}/a\mathbb{Z}) \simeq B) = \mathbf{P}(Y \otimes (\mathbb{Z}/a\mathbb{Z}) \simeq B).
\]

The proof is then complete because \( \operatorname{Cok}(M_1 \cdots M_k) \otimes (\mathbb{Z}/a\mathbb{Z}) \simeq B \) if and only if \( \operatorname{Cok}(M_1 \cdots M_k)[P] \simeq B \).
We note also that the analogue of Theorem 1.1 over \( \mathbb{Z}_p \) holds by the exact same proof, with \( P = \{ p \} \).

**Theorem 8.2.** Let \( \xi \) be a \( \mathbb{Z}_p \)-valued random variable which is not constant modulo \( p \), and for each \( n \) let \( M_1, \ldots, M_k \) be \( k \) independent random matrices with iid \( \xi \)-distributed entries. Then for any finite abelian \( p \)-group \( B \),

\[
\lim_{n \to \infty} P(\text{Cok}(M_1 \cdots M_k) \simeq B) = (p^{-1}; p^{-1})_\infty \frac{\#\{0 = G_0 \leq G_1 \leq \cdots \leq G_k = B\}}{\# \text{Aut}(B)}.
\]

It remains to prove Theorem 8.1. For this one follows the treatment of [72, Theorem 8.3], which roughly speaking can be summarized as follows:

(i) From \( \lim_{n \to \infty} \mathbf{E}[\# \text{Sur}(X_n, G)] = \lim_{n \to \infty} \mathbf{E}[\# \text{Sur}(Y_n, G)] = S_G \) for all \( G \in \mathcal{A}_n \), under some appropriate condition on the growth of \( S_G \) and assuming that \( \lim_{n \to \infty} P(X_n \otimes (\mathbb{Z}/a\mathbb{Z}) \simeq H) \) exists, one can show that \( \sum_{H \in \mathcal{A}_n} \lim_{n \to \infty} P(X_n \otimes (\mathbb{Z}/a\mathbb{Z}) \simeq H) \# \text{Hom}(H, G) = \sum_{H \leq G} S_H \) for all \( G \in \mathcal{A}_n \).

(ii) The latter can be written as a system of equalities involving

\[
\lim_{n \to \infty} P(X_n \otimes (\mathbb{Z}/a\mathbb{Z}) \simeq H), \lim_{n \to \infty} P(Y_n \otimes (\mathbb{Z}/a\mathbb{Z}) \simeq H),
\]

from which, under appropriate growth condition on \( S_G \), one can deduce that these two limits are actually the same as desired (see [72, Theorem 8.2, 8.3], and also Theorem 9.3 below).

(iii) Lastly, one can show the limits \( \lim_{n \to \infty} P(X_n \otimes (\mathbb{Z}/a\mathbb{Z}) \simeq H) \) exist for all \( H \in \mathcal{A}_n \) by contradiction, passing to subsequences where the limits exist for all \( H \) and use (i) and (ii) above.

To our current situation, we just need to guarantee that the growth of \( S_G = n_\xi(G) \) for each \( p \)-group \( G \) of type \( \lambda \) is appropriate so that we can apply (i)-(iii) outlined above. It is worth noting for the reader that in this section we refer more details to [72], while in the next section we give a more self-contained argument because the extensions of [72] to the setting of joint moments are more nontrivial. We require the following strengthened (but more cumbersome to state) version of [72, Theorem 8.2], and recall that \( \Upsilon_n \) denotes the set of partitions with at most \( n \) parts.

**Proposition 8.3.** Let \( p_1, \ldots, p_s \) be distinct primes. Let \( m_1, \ldots, m_s \geq 1 \) be integers, let \( M = \Upsilon_{m_1} \times \cdots \times \Upsilon_{m_s} \), and write elements of \( M \) as \( (\mu^1, \ldots, \mu^s) \), where \( \mu^j \) has parts \( \mu^j_1 \geq \cdots \geq \mu^j_{m_j} \). Let \( x_\mu, y_\mu \) be nonnegative reals for every \( \mu \in M \), such that for every \( \lambda \in M \),

\[
\sum_{\mu \in M} x_\mu \prod_{j=1}^s p_\lambda^{\sum_{i=1}^{m_j} \lambda^j \mu^j_i} = \sum_{\mu \in M} y_\mu \prod_{j=1}^s p_\lambda^{\sum_{i=1}^{m_j} \lambda^j \mu^j_i} =: C_\lambda
\]

for some nonnegative reals \( C_\lambda \). Suppose these satisfy a bound of the form

\[
C_\lambda \leq \prod_{j=1}^s f_{p_j, m_j}(\lambda^j),
\]

for any collection of functions \( f_{p, m} : \Upsilon_m \to \mathbb{R}_{\geq 0} \) with the property that for every \( b \geq 0 \) and \( d_2, \ldots, d_m \) with \( d_2 + \cdots + d_m \leq b \), the sum

\[
\sum_{d_1 \geq 0} p^{-bd_1 - \frac{m(b_1 + 1)}{2}} f_{p,m}(d_1 + d_2 + \cdots + d_m, d_2 + \cdots + d_m, \ldots, d_m)
\]

converges. Then \( x_\mu = y_\mu \) for all \( \mu \in M \).

**Proof.** This is proven in [72, Theorem 8.2] in the special case \( f_{p,m}(\lambda) = F^m p^{\sum_{j=1}^{s} \lambda^j (\lambda^j - 1)} \), but the only property of this bound which is needed in the proof is the convergence of the sum (69), hence the result holds in our more general setup. \( \square \)
By viewing the conjugate partitions \((\lambda')'\) of each partition \((\lambda^1, \ldots, \lambda^s) \in M\) as specifying an abelian \(p_j\)-group of exponent dividing \(p_j^{m_j}\), we see that \(M\) is in bijection with \(\mathcal{A}_n\) where \(a = \prod_{j=1}^n p_j^{m_j}\). In applications of the above proposition, \(x, y\) will be the limiting probabilities that certain random elements of \(\mathcal{A}_n\) has isomorphism type specified by \(\mu\) in this manner, and \(C_{\lambda}\) are the so-called Hom-moments \(E_{K}[\# \text{Hom}(K, G_{\lambda})]\). In order to get good bounds on the Hom-moments in our setup, we first consider the usual (Sur-)moments.

We require the following estimate, which is \([72, \text{Lemma 7.4}]\).

**Lemma 8.4.** For \(G_{\mu, \lambda}\) as in Definition 16,

\[
|G_{\mu, \lambda}| \leq \frac{1}{\left( \prod_{i \geq 1} (1 - 2^{-i}) \right)^{\lambda_1} \sum_{\mu, p^{\lambda_1}} \mu_1' \lambda_1' \mu_1' - (\mu_i')^2}.
\]

**Lemma 8.5.** There exist positive constants \(F_k\) and \(0 < c_k < 1\) such that for any \(p_k\),

\[
n_{k}(G_{\lambda}) \leq F_k \lambda_1 p^{1-c_k} \sum_i (\lambda_i)^2.
\]

**Proof.** We will induct on \(k\). We first show

\[
n_{2}(G) \leq F_{2} \lambda_1 p^{\sum_i (\lambda_i)^2/4}.
\]

Indeed, using the notations from \([72, \text{Section 7}]\), with \(C = \prod_{i \geq 1} (1 - 2^{-i})\),

\[
n_{2}(G) = \sum_{\mu} |G_{\mu, \lambda}|
\leq \frac{1}{C_{\lambda_1}} \sum_{\mu, \mu_1 \leq \lambda_1} p^{\sum_i \mu_i' \lambda_i' - (\mu_i')^2}
\leq \frac{1}{C_{\lambda_1}} \sum_{d_1, \ldots, d_{\lambda_1} \geq 0} p^{\sum_{i=1}^{\lambda_1} d_i \lambda_i - d_i^2}
= \frac{p^{\sum_i (\lambda_i)^2/4}}{C_{\lambda_1}} \prod_{i=1}^{\lambda_1} \sum_{d_i \geq 0} p^{-\left(\lambda_i/2 - d_i\right)^2}
\leq F_{2} \lambda_1 p^{\sum_i (\lambda_i)^2/4},
\]

where the first inequality is Lemma 8.4. In the last inequality, we are using the fact that for any \(\lambda_i\),

\[
\sum_{d \geq 0} p^{-((\lambda_i^2/2 - d)^2)} \leq \max \left( \sum_{d \in \mathbb{Z}} p^{-d^2}, \sum_{d \in \mathbb{Z} + \frac{1}{2}} p^{-d^2} \right) < \infty,
\]

and absorbing this bound into the constant \(F_2\).

For induction, assume that for some \(c_{j-1} > 0\)

\[
n_{j-1}(G) \leq F_{j-1} \lambda_1 p^{\sum_i (1-c_{j-1}) (\lambda_i)^2/2}.
\]

We will show that then

\[
n_{j}(G) \leq F_{j} \lambda_1 p^{\sum_i (1-c_{j}) (\lambda_i)^2/2}
\]

where

\[
c_j = 1 - \frac{1}{(1 + c_{j-1})} > 0.
\]
To see this, we proceed exactly as before:

\[ n_j(G) = \sum_{\mu} |G_{\mu, \lambda}| n_{j-1}(\mu) \]

\[ \leq \frac{1}{C^{\lambda_1}} \sum_{\mu, \mu_1 \leq \lambda_1} p^{\sum_{i=1}^{\lambda_1} d_i} \cdot \left( \frac{d_i}{(1 + ej_{j-1})d_i} \right)^2 \]

\[ = \frac{F_{j-1}}{C^{\lambda_1}} \sum_{d_1, \ldots, d_{\lambda_1}} p^{\sum_{i=1}^{\lambda_1} d_i} \cdot \left( \frac{d_i}{1 + ej_{j-1}} \right)^2 \]

\[ \leq \frac{F_{j-1}}{p} \sum_{d_1, \ldots, d_{\lambda_1} \geq 0} \left( \frac{\sqrt{d_i}}{(1 + cj_{j-1})d_i} \right)^2. \]

Here again we use Lemma 8.4 in the first inequality and essentially the same bound in the last. So we can take

\[ c_j = 1 - \frac{1}{1 + ej_{j-1}} , \]

completing the proof.

We now explain in more detail how to adapt the proof in [72] to our setting.

**Proof of Theorem 8.1.** The proof uses [72, Theorem 8.2], and is exactly the same as the proof of [72, Theorem 8.3] after substituting \( |\wedge^2 G| \) in [72] for \( n_k(G) \). The role of the convergence-of-moments statement [72, Theorem 1.2] in that proof is played in our argument by Theorem 3.2. The only ingredient of that proof which we are still missing is a bound (68) on the Hom-moments which satisfies the hypothesis (69) in Proposition 8.3; in [72] this role is played by [72, Lemma 7.5]. In our setting we must show that for any \( p \) and \( m \geq 1 \), one has a bound on Hom-moments

\[ \sum_{H \leq G_{\lambda'}} n_k(H) \leq f_{p,m}(\lambda) \]

for all \( \lambda \in \mathbb{Y}_m \), where \( f_{p,m} \) satisfies (69). The LHS is \( n_{k+1}(G_{\lambda'}) \), which by Lemma 8.5 is bounded above by

\[ f_{p,m}(\lambda) = \frac{F_{k+1}}{p \cdot \sum_{i=1}^{\lambda_1} (\lambda_i)^2}. \]

Hence the summand in (69) is of the form

\[ p^{-\frac{\epsilon k+1}{2} + \text{const} \cdot d_i}, \]

so the sum converges. The remainder of the proof is identical to that of [72, Theorem 8.3].

\[ \square \]

**9. Joint moments comparison and the proof of Theorem 1.2**

The main goal of this section is the following analog of Theorem 8.1, which informally says that if the limits of the joint moments are the same and not too large, then the joint distributions must be asymptotically the same.

**Theorem 9.1.** For each \( n \geq 1 \) let \( (X_n^{(1)}, \ldots, X_n^{(k)}) \) and \( (Y_n^{(1)}, \ldots, Y_n^{(k)}) \) be two sequences of random finitely generated abelian groups. Let \( a \) be a positive integer and \( A_a \) be the set of isomorphism classes of abelian groups with exponent dividing \( a \). Suppose that for every \( G_1, \ldots, G_k \in A_a \) we have

\[ \lim_{n \to \infty} E \left[ \prod_{i=1}^{k} \# \text{Sur}(X_n^{(i)}, G_i) \right] = \lim_{n \to \infty} E \left[ \prod_{i=1}^{k} \# \text{Sur}(Y_n^{(i)}, G_i) \right] = m_k(G_1, \ldots, G_k). \]

(71)
Then we have that for every \( H_1, \ldots, H_k \in \mathcal{A}_n \), \( \lim_{n \to \infty} P(X_n^{(1)} \otimes (\mathbb{Z}/a\mathbb{Z}) \simeq H_1 \wedge \cdots \wedge X_n^{(k)} \otimes (\mathbb{Z}/a\mathbb{Z}) \simeq H_k) \) exists and

\[
\sum_{H_i \in \mathcal{A}_n} \lim_{n \to \infty} P(X_n^{(1)} \otimes (\mathbb{Z}/a\mathbb{Z}) \simeq H_1 \wedge \cdots \wedge X_n^{(k)} \otimes (\mathbb{Z}/a\mathbb{Z}) \simeq H_k) \prod_{i=1}^k \# \text{Sur}(X_n^{(i)}, G_i) = m_k(G_1, \ldots, G_k).
\]

Furthermore,

\[
\lim_{n \to \infty} P\left( X_n^{(1)} \otimes (\mathbb{Z}/a\mathbb{Z}) \simeq H_1 \wedge \cdots \wedge X_n^{(k)} \otimes (\mathbb{Z}/a\mathbb{Z}) \simeq H_k \right) = \lim_{n \to \infty} P(Y_n^{(1)} \otimes (\mathbb{Z}/a\mathbb{Z}) \simeq H_1 \wedge \cdots \wedge Y_n^{(k)} \otimes (\mathbb{Z}/a\mathbb{Z}) \simeq H_k).
\] (72)

To complete the proof of Theorem 1.2 one just needs to combine the above result together with Theorem 4.1 and Theorem 7.2.

**Proof of Theorem 1.2 assuming Theorem 9.1.** To show that for any \( P \) the random groups \( \text{Cok}(M_1 \cdots M_j)[P], 1 \leq j \leq k \) converge in distribution, it suffices to show for each positive integer \( a \) that \( \text{Cok}(M_1 \cdots M_j) \otimes \mathbb{Z}/a\mathbb{Z}, 1 \leq j \leq k \) converge in distribution. Theorem 4.1 shows that under the assumptions of Theorem 1.2 the joint moments of \( \text{Cok}(M_1 \cdots M_j) \otimes \mathbb{Z}/a\mathbb{Z}, 1 \leq j \leq k \) converge to \( m_k(G_1, \ldots, G_k) \) for any groups \( G_1, \ldots, G_k \) with exponent dividing \( a \). Theorem 7.2 shows similarly that the joint moments of \( (Y_1^{(1)}, \ldots, Y_1^{(k)}) \sim P_1^{(k)} \) are \( m_k(G_1, \ldots, G_k) \) for all such \( G_1, \ldots, G_k \). Theorem 9.1 with \( X_n^{(j)} = \text{Cok}(M_1 \cdots M_j)[P] \) and \( (Y_n^{(1)}, \ldots, Y_n^{(k)}) \sim P_1^{(k)} \) then shows that the matching of these moments implies convergence of the joint distribution of \( \text{Cok}(M_1 \cdots M_j) \otimes \mathbb{Z}/a\mathbb{Z}, 1 \leq j \leq k \) to \( P_1^{(k)} \), completing the proof.

\( \square \)

As before, the exact same proof above with \( a \) a power of \( p \) shows the following \( p \)-adic analogue:

**Theorem 9.2.** For matrices \( M_i \in \text{Mat}_n(\mathbb{Z}_p) \) under the same assumptions as in Theorem 8.3 and finite abelian \( p \)-groups \( B_1, \ldots, B_k \), one has

\[
\lim_{n \to \infty} P\left( \text{Cok}(M_1 \cdots M_j) \simeq B_j, 1 \leq j \leq k \right) = \left( p^{-1}; p^{-1} \right) \prod_{i=1}^k \frac{\# \text{Sur}(B_i, B_{i-1})}{\# \text{Aut}(B_i)},
\] (73)

where we take \( B_0 = 0 \).

It remains to justify Theorem 9.1. For this one follows the three steps (i)-(iii) outlined above in the proof of Theorem 8.3, which we do now.

**Theorem 9.3.** Let \( p_1, \ldots, p_s \) be distinct primes. Let \( m_1, \ldots, m_s \geq 1 \) be integers. Let \( M_j \) be the set of partitions \( \lambda \) with at most \( m_j \) parts. Let \( M = M_1 \times \cdots \times M_s \). For \( \mu \in M \), we write \( \mu^j \) for its \( j \)th entry, which is a partition consisting of non-negative integers \( \mu^j_1 \geq \cdots \geq \mu^j_{m_j} \). Suppose we have non-negative reals \( x_{\mu(1), \ldots, \mu(k)} \), \( y_{\mu(1), \ldots, \mu(k)} \), for each \( k \)-tuple of sequences of partitions \( \mu(i) \in M \). Further suppose that for all \( \lambda(1), \ldots, \lambda(k) \in M \),

\[
\sum_{\mu(1), \ldots, \mu(k) \in M} x_{\mu(1), \ldots, \mu(k)} \prod_{j=1}^s \prod_{\ell=1}^{m_j} \left( \sum_{\lambda(j) \in \lambda(\ell)} x_{\mu(j), \lambda(j)} \right)^{\ell} = \sum_{\mu(1), \ldots, \mu(k) \in M} y_{\mu(1), \ldots, \mu(k)} \prod_{j=1}^s \prod_{\ell=1}^{m_j} \left( \sum_{\lambda(j) \in \lambda(\ell)} y_{\mu(j), \lambda(j)} \right)^{\ell}
\] (74)

satisfies the growth condition

\[
C_{\lambda(1), \ldots, \lambda(k)} \leq \prod_{j=1}^s P_{r_j}^{m_j} \frac{1}{p_j^{a_j}} \sum_{\ell=1}^{m_j} (\sum_{\lambda(\ell)} x_{\mu(j), \lambda(j)})^{2},
\] (75)
where \( F_k, 0 < c_k < 1 \) are constants depending on \( k \). Then for all \( \mu(1), \ldots, \mu(k) \in M \) we have

\[
x_{\mu(1),\ldots,\mu(k)} = y_{\mu(1),\ldots,\mu(k)}.
\]

Proof of Theorem 9.3. We proceed by induction. The base case \( k = 1 \) follows from Proposition 8.3 since the function

\[
f_{y_j, m_j}(\lambda(1)) = F_1(n_j, 1 - \lambda(1))^{-1/2} \sum_{i} \lambda(1)^{1/2}
\]

appearing in the bound (75) satisfies the hypothesis (69) of that result. Hence we suppose Theorem 9.3 holds for \( k - 1 \) and verify it for \( k \). By hypothesis, (74) holds, so

\[
\sum_{\mu(k) \in M} \prod_{j = 1}^{s} \lambda(k)^{1/2} \mu(k)^{1/2} \left( \sum_{\mu(1), \ldots, \mu(k-1) \in M} \prod_{j = 1}^{k-1} \lambda(k)^{1/2} \mu(k)^{1/2} x_{\mu(1), \ldots, \mu(k)} \right) = \sum_{\mu(k) \in M} \prod_{j = 1}^{s} \lambda(k)^{1/2} \mu(k)^{1/2} \left( \sum_{\mu(1), \ldots, \mu(k-1) \in M} \prod_{j = 1}^{k-1} \lambda(k)^{1/2} \mu(k)^{1/2} y_{\mu(1), \ldots, \mu(k)} \right) = C_{\lambda(1), \ldots, \lambda(k)}.
\]

We now apply Proposition 8.3 to

\[
\tilde{x}_{\mu(k)} := \sum_{\mu(1), \ldots, \mu(k-1) \in M} \prod_{j = 1}^{k-1} \lambda(k)^{1/2} \mu(k)^{1/2} x_{\mu(1), \ldots, \mu(k)}
\]

\[
\tilde{y}_{\mu(k)} := \sum_{\mu(1), \ldots, \mu(k-1) \in M} \prod_{j = 1}^{k-1} \lambda(k)^{1/2} \mu(k)^{1/2} y_{\mu(1), \ldots, \mu(k)}
\]

\[
\tilde{C}_{\lambda(k)} := C_{\lambda(1), \ldots, \lambda(k)}.
\]

By using the hypothesis (75) to bound \( \tilde{C}_{\lambda(k)} \) as a function of \( \lambda(k) \), it is easy to check that (69) is satisfied because of the factor \((1 - c_k)/2\), as in the proof of Proposition 8.3. This yields that

\[
\tilde{x}_{\mu(k)} = \tilde{y}_{\mu(k)};
\]

and applying the \( k - 1 \) case of Theorem 9.3 to the sums defining \( \tilde{x}_{\mu(k)} \) and \( \tilde{y}_{\mu(k)} \) completes the proof.

To apply Theorem 9.3 to our situation, we need the following moment bound.

Claim 9.4. Assume that \( G_1, \ldots, G_k \) are p-groups corresponding to \( \lambda(1), \ldots, \lambda(k) \in \mathcal{Y} \). Then there exist absolute constants \( F_k > 0 \) and \( 0 < c_k < 1 \) such that

\[
n_k(G_1 \oplus \cdots \oplus G_k) \leq F_k^{l \sum_{i = 1}^{k} \lambda(i)^{1/2}} p^{l - \frac{1 - c_k}{2} \sum_{i = 1}^{k} \lambda(i)^{1/2}}^2,
\]

where \( \lambda(i)^{1/2} \) is the conjugate partition of \( \lambda(i) \).

Proof. Note that the group \( G_1 \oplus \cdots \oplus G_k \) corresponds to the union of \( \{\lambda(1), \ldots, \lambda(k)\} \). The conjugate parts of this partition are given by \( \{\sum_{i = 1}^{k} \lambda(i)^{1/2} : i \geq 1\} \). We then use Lemma 8.5 to obtain

\[
n_k(G_1 \oplus \cdots \oplus G_k) \leq F_k^{\max_{1 \leq i \leq k} \lambda(i)^{1/2}} p^{l - \frac{1 - c_k}{2} \sum_{i = 1}^{k} \lambda(i)^{1/2}}^2,
\]

and the claim follows by bounding the maximum above by the sum and letting \( F_k = \max(F_k, 1) \).

Proof of Theorem 9.1. We closely follow the proof of [22, Theorem 8.3]. Let us first suppose that the limits

\[
\lim_{n \to \infty} P(X_n^{(1)} \otimes \mathbb{Z}/a\mathbb{Z} \simeq H_1 \land \cdots \land X_n^{(k)} \otimes \mathbb{Z}/a\mathbb{Z} \simeq H_k)
\]

\[
\begin{align*}
\text{where } F_k, 0 < c_k < 1 \text{ are constants depending on } k. \text{ Then for all } \mu(1), \ldots, \mu(k) \in M \text{ we have }
\end{align*}
\]
exist, and show that
\[
\sum_{H_1, \ldots, H_k \in \mathcal{A}_a} \lim_{n \to \infty} P(X_n^{(1)} \otimes \mathbb{Z}/a\mathbb{Z} \simeq H_1 \land \cdots \land X_n^{(k)} \otimes \mathbb{Z}/a\mathbb{Z} \simeq H_k) \# \text{Sur}(H_1, G_1) \times \cdots \times \# \text{Sur}(H_k, G_k) = m_k(G_1, \ldots, G_k). \tag{77}
\]
This would follow from the hypotheses of the theorem if we could interchange the sum and limit, which we now argue. First note that since \(\# \text{Hom}(H, G) = \sum_{K \leq G} \# \text{Sur}(H, K)\), by taking finite linear combinations it suffices to show the statement with surjections replaced by homomorphisms, and show that
\[
\sum_{H_1, \ldots, H_k \in \mathcal{A}_a} \lim_{n \to \infty} P(X_n^{(1)} \otimes \mathbb{Z}/a\mathbb{Z} \simeq H_1 \land \cdots \land X_n^{(k)} \otimes \mathbb{Z}/a\mathbb{Z} \simeq H_k) \# \text{Hom}(H_1, G_1) \times \cdots \times \# \text{Hom}(H_k, G_k) = \lim_{n \to \infty} \sum_{H_1, \ldots, H_k \in \mathcal{A}_a} P(X_n^{(1)} \otimes \mathbb{Z}/a\mathbb{Z} \simeq H_1 \land \cdots \land X_n^{(k)} \otimes \mathbb{Z}/a\mathbb{Z} \simeq H_k) \# \text{Hom}(H_1, G_1) \times \cdots \times \# \text{Hom}(H_k, G_k). \tag{78}
\]
For each \((G_1, \ldots, G_k) \in \mathcal{A}_a^k\), we claim there exists \((G'_1, \ldots, G'_k) \in \mathcal{A}_a^k\) such that
\[
\sum_{(H_1, \ldots, H_k) \in \mathcal{A}_a^k} \prod_{i=1}^k \# \text{Hom}(H_i, G_i) / \prod_{i=1}^k \# \text{Hom}(H_i, G'_i) \tag{79}
\]
converges. By factoring the sum into a product of \(k\) sums and factoring each one over the primes \(p_i\), dividing \(a\), it suffices to show when \(a = p^e\) is a prime power that for any \(G \in \mathcal{A}_a\) there exists \(G' \in \mathcal{A}_a\) such that
\[
\sum_{H \in \mathcal{A}_a} \# \text{Hom}(H, G) / \# \text{Hom}(H, G') \tag{80}
\]
converges. This follows as in \([72]\) by letting \(\lambda\) be the type of \(G\) and taking \(G'\) to have type \(\pi\) with \(\pi'_i = 2\lambda'_i + 1\) for \(1 \leq i \leq e\). By \([72]\) Lemma 7.1,
\[
\# \text{Hom}(G_\mu, G_\lambda) = p^{\sum_i \mu_i' \lambda_i'}, \tag{81}
\]
and the above convergence (and hence convergence of \(79\)) follows by a simple computation.

Since
\[
\mathbb{E}[\# \text{Hom}(X_n^{(1)}, G'_1) \times \cdots \times \# \text{Hom}(X_n^{(k)}, G'_k)] = \sum_{K_1 \leq G'_1, \ldots, K_k \leq G'_k} \mathbb{E}[\# \text{Sur}(X_n^{(1)}, K_1) \times \cdots \times \# \text{Sur}(X_n^{(k)}, K_k)] \tag{82}
\]
converges by hypothesis, the LHS is bounded above in \(n\). Hence there exists a constant \(D_{G_1, \ldots, G_k}\) such that
\[
P(X_n^{(1)} \otimes \mathbb{Z}/a\mathbb{Z} \simeq H_1 \land \cdots \land X_n^{(k)} \otimes \mathbb{Z}/a\mathbb{Z} \simeq H_k) \# \text{Hom}(H_1, G_1) \times \cdots \times \# \text{Hom}(H_k, G_k) \leq D_{G_1, \ldots, G_k} \tag{83}
\]
for all \(n\), since the LHS of \(82\) is clearly bounded above by \(81\). Therefore the function \(f_n : \mathcal{A}_a^k \to \mathbb{R}_{\geq 0}\) given by
\[
f_n(H_1, \ldots, H_k) = P(X_n^{(1)} \otimes \mathbb{Z}/a\mathbb{Z} \simeq H_1 \land \cdots \land X_n^{(k)} \otimes \mathbb{Z}/a\mathbb{Z} \simeq H_k) \# \text{Hom}(H_1, G_1) \times \cdots \times \# \text{Hom}(H_k, G_k) \tag{84}
\]
is bounded above by the function
\[
g(H_1, \ldots, H_k) = D_{G_1, \ldots, G_k} \frac{\# \text{Hom}(H_1, G_1) \times \cdots \times \# \text{Hom}(H_k, G_k)}{\# \text{Hom}(H_1, G'_1) \times \cdots \times \# \text{Hom}(H_k, G'_k)}. \tag{85}
\]
Since
\[
\sum_{(H_1, \ldots, H_k) \in \mathcal{A}_a^k} g(H_1, \ldots, H_k) < \infty \tag{86}
\]
by the convergence of \(79\), and \(g\) dominates \(f_n\) by \(82\), \(78\) follows by the Lebesgue dominated convergence theorem. This in turn shows \(77\) as mentioned above.

We now show \([72]\), still assuming without proof that the limits in that equation exist. Let \(a = \prod_{j=1}^s p_j^{m_j}\) be the prime factorization of \(a\), and let \(M\) be as in Theorem 9.3 so that \(M\) is in bijection with \(\mathcal{A}_a\) as in the previous section. Write \(H_\mu \in \mathcal{A}_a\) to be the element corresponding to \(\mu \in M\). Note this differs from
the notation of $G_M$ in that $H_\mu$ is not a $p$-group, and that even when $s = 1$ so $H_\mu$ is a $p$-group we still have $H_\mu = G_M \varepsilon$ with the conjugate partition. Then \[72\] is the statement that the limiting probabilities

\[
x_{\mu(1), \ldots, \mu(k)} := \lim_{n \to \infty} P\left(X_n^{(1)} \otimes (\mathbb{Z}/a\mathbb{Z}) \simeq H_\mu(1) \wedge \cdots \wedge X_n^{(k)} \otimes (\mathbb{Z}/a\mathbb{Z}) \simeq H_\mu(k)\right)
\]

\[
y_{\mu(1), \ldots, \mu(k)} := \lim_{n \to \infty} P\left(Y_n^{(1)} \otimes (\mathbb{Z}/a\mathbb{Z}) \simeq H_\mu(1) \wedge \cdots \wedge Y_n^{(k)} \otimes (\mathbb{Z}/a\mathbb{Z}) \simeq H_\mu(k)\right)
\]

are equal. For each $1 \leq \ell \leq k$, let $G_\ell = H_{\lambda_i(\ell)}$ where $\lambda(\ell) = (\lambda(\ell)^1, \ldots, \lambda(\ell)^s) \in M$. By \[78\] and \[80\],

\[
\sum_{(\mu(1), \ldots, \mu(k)) \in M^k} x_{\mu(1), \ldots, \mu(k)} \prod_{i=1}^k \prod_{j=1}^s p_j^{\mu(\ell)_i^j} = \sum_{K_1 \leq G_1, \ldots, K_k \leq G_k} m_k(K_1, \ldots, K_k)
\]

\[
= \sum_{(\mu(1), \ldots, \mu(k)) \in M^k} y_{\mu(1), \ldots, \mu(k)} \prod_{\ell=1}^k \prod_{j=1}^s p_j^{\mu(\ell)_i^j}.
\]

We bound the middle term above by

\[
\sum_{K_1 \leq G_1, \ldots, K_k \leq G_k} m_k(K_1, \ldots, K_k) \leq \sum_{K_1 \leq G_1, \ldots, K_k \leq G_k} n_k(K_1 \oplus \cdots \oplus K_k)
\]

\[
\leq n_{k+1}(G_1 \oplus \cdots \oplus G_k)
\]

\[
= \prod_{j=1}^s p_{k+1}^{(G_1)[p_j^\infty] \oplus \cdots \oplus (G_k)[p_j^\infty]}
\]

\[
\leq \prod_{j=1}^s P_{k+1}^{s+1} \lambda(\ell)_i^{j} p_j^{1-(\sum_{\ell=1}^{s+1} \lambda(\ell)_i^{j})^2},
\]

and we used \[11\] and Claim \[9.4\] in the first and last line respectively. Letting

\[
C_{\lambda(1), \ldots, \lambda(k)} := \sum_{K_1 \leq G_1, \ldots, K_k \leq G_k} m_k(K_1, \ldots, K_k),
\]

Theorem \[9.3\] applies and hence

\[
x_{\mu(1), \ldots, \mu(k)} = y_{\mu(1), \ldots, \mu(k)}
\]

for every $\mu(1), \ldots, \mu(k) \in M$, showing \[72\].

The last thing to show is our initial supposition that the limits

\[
\lim_{n \to \infty} P(X_n^{(1)} \otimes \mathbb{Z}/a\mathbb{Z} \simeq H_1 \wedge \cdots \wedge X_n^{(k)} \otimes \mathbb{Z}/a\mathbb{Z} \simeq H_k)
\]

(84)

(and similarly for $Y_n^{(i)}$) exist. Suppose for the sake of contradiction that there exist $G_1, \ldots, G_k \in A_n$ for which this is not true. Then by a diagonalization argument we can find two different subsequences of $(i_n)_{n \geq 1}, (j_n)_{n \geq 1}$ such that the limits $P(X_n^{(1)} \otimes \mathbb{Z}/a\mathbb{Z} \simeq H_1 \wedge \cdots \wedge X_n^{(k)} \otimes \mathbb{Z}/a\mathbb{Z} \simeq H_k)$ (and similarly for $j_n$) exist but are different. The above argument shows that these limiting probabilities are uniquely determined by their joint moments, which are the same for both subsequences by \[71\]. This is a contradiction, hence the limits \[84\] exist, completing the proof. \[\Box\]

10. AN AUTOMORPHISM INTERPRETATION OF THE JOINT COKERNEL DISTRIBUTION

The goal of this section, encapsulated in Theorem \[1.3\], is to give an interpretation of the universal limiting distribution of Theorem \[1.2\] in terms of automorphisms of appropriate objects. For simplicity we consider a single prime for most of this section, so let us fix a prime $p$.

As motivation for the measure introduced below, note that for matrices $M_1, \ldots, M_k \in \text{Mat}_n(\mathbb{Z}_p)$, the sequence of groups $\text{Cok}(M_1), \text{Cok}(M_1M_2), \ldots, \text{Cok}(M_1 \cdots M_k)$ comes with additional structure. Namely, for
each \(1 \leq i \leq k - 1\), there is a surjection
\[
\text{Cok}(M_1 \cdots M_{i+1}) = \mathbb{Z}_p^n / \text{Im}(M_1 \cdots M_{i+1}) \to \mathbb{Z}_p^n / \text{Im}(M_1 \cdots M_i) = \text{Cok}(M_1 \cdots M_i)
\]
induced by the natural inclusion \(\text{Im}(M_1 \cdots M_{i+1}) \subset \text{Im}(M_1 \cdots M_i)\). Our tools do not currently allow us to prove universality of this random sequence
\[
\text{Cok}(M_1 \cdots M_k) \to \ldots \to \text{Cok}(M_1)
\]
of abelian \(p\)-groups with maps between them, but the perspective of this extra data is nonetheless useful for interpreting the limit distribution on the isomorphism types of this sequence of groups.

**Definition 18.** We refer to a collection \(G_k \xrightarrow{\phi_{k-1}} \ldots \xrightarrow{\phi_1} G_1\) of \(k\) groups together with surjections \(\phi_i : G_{i+1} \twoheadrightarrow G_i\) between them as a \(k\)-sequence of groups or simply \(k\)-sequence. For a fixed sequence of groups \(G_1, \ldots, G_k\), let \(\mathcal{K}(G_1, \ldots, G_k)\) denote the set of such \(k\)-sequences.

**Definition 19.** An isomorphism between two \(k\)-sequences \((G_k \xrightarrow{\phi_{k-1}} \ldots \xrightarrow{\phi_1} G_1), (H_k \xrightarrow{\psi_{k-1}} \ldots \xrightarrow{\psi_1} H_1)\) is a sequence of group isomorphisms \(\varphi_1, \ldots, \varphi_k\) such that the diagram
\[
\begin{array}{ccc}
G_k & \xrightarrow{\phi_{k-1}} & \ldots & \xrightarrow{\phi_1} & G_1 \\
\downarrow{\varphi_i} & & & & \downarrow{\varphi_1} \\
H_k & \xrightarrow{\psi_{k-1}} & \ldots & \xrightarrow{\psi_1} & H_1
\end{array}
\]
commutes. We further write
\[
(G_k \xrightarrow{\phi_{k-1}} \ldots \xrightarrow{\phi_1} G_1) \simeq (H_k \xrightarrow{\psi_{k-1}} \ldots \xrightarrow{\psi_1} H_1)
\]
if such an isomorphism exists, and write
\[
\text{Aut} \left( G_k \xrightarrow{\phi_{k-1}} \ldots \xrightarrow{\phi_1} G_1 \right)
\]
for the group of isomorphisms from a given \(k\)-sequence to itself.

**Remark 7.** Two \(k\)-sequences with the same \(G_1, \ldots, G_k\) may still not be isomorphic as \(k\)-sequences. In fact, \(G \xrightarrow{\phi} H\) and \(G' \xrightarrow{\phi'} H'\) may not be isomorphic as 2-sequences even if \(G \simeq G', H \simeq H'\), and \(\ker \phi \simeq \ker \phi'\) as groups. An example due to [44] is the following: let \(G = G' = \mathbb{Z}/p^3\mathbb{Z} \oplus \mathbb{Z}/p^2\mathbb{Z} \oplus \mathbb{Z}/p\mathbb{Z}\) and \(H = H' = \mathbb{Z}/p^2\mathbb{Z} \oplus \mathbb{Z}/p\mathbb{Z}\), and let \(\phi\) be the direct sum of maps
\[
\begin{align*}
\mathbb{Z}/p^3\mathbb{Z} &\to \mathbb{Z}/p^2\mathbb{Z} \\
\mathbb{Z}/p^2\mathbb{Z} &\to 0 \\
\mathbb{Z}/p\mathbb{Z} &\to \mathbb{Z}/p\mathbb{Z}
\end{align*}
\]
and \(\phi'\) be the direct sum of maps
\[
\begin{align*}
\mathbb{Z}/p^3\mathbb{Z} &\to \mathbb{Z}/p\mathbb{Z} \\
\mathbb{Z}/p^2\mathbb{Z} &\to \mathbb{Z}/p^2\mathbb{Z} \\
\mathbb{Z}/p\mathbb{Z} &\to 0
\end{align*}
\]
where all nontrivial maps are quotient or identity maps. Then \(\phi\) and \(\phi'\) are not equivalent, and to check this it suffices to observe that \(p \ker \phi \cap p^3G = \{0\}\) while \(p \ker \phi' = p^3G\), as these two facts are unchanged by any 2-sequence automorphism.

Clearly, \(\simeq\) is an equivalence relation on \(k\)-sequences.

\[\text{We must be careful to specify groups (as in, a set with a group operation on it), not just groups up to isomorphism, in order to define the set } \mathcal{K}.\]
\textbf{Definition 20.} Given fixed groups $G_1, \ldots, G_k$, we write $\mathcal{C}(G_1, \ldots, G_k)$ for the set of equivalence classes of $k$-sequences $G_k \xrightarrow{\phi_{k-1}} \cdots \xrightarrow{\phi_1} G_1$, and for a given $k$-sequence we denote by 

$$ [G_k \xrightarrow{\phi_{k-1}} \cdots \xrightarrow{\phi_1} G_1] \in \mathcal{C}(G_1, \ldots, G_k) $$

its equivalence class. Finally, let 

$$ C_k = \bigcup_{\lambda^{(1)}, \ldots, \lambda^{(k)} \in \mathcal{Y}} \mathcal{C}(G_{\lambda^{(1)}}, \ldots, G_{\lambda^{(k)}}) $$

denote the set of all equivalence classes of $k$-sequences of finite abelian $p$-groups.

For fixed finite abelian $p$-groups $G_1, \ldots, G_k$, the equivalence classes are finite and may be counted.

\textbf{Example 10.1.} We find the equivalence classes of surjections (2-sequences) $G = \mathbb{Z}/p^2\mathbb{Z} \oplus \mathbb{Z}/p\mathbb{Z} \to \mathbb{Z}/p\mathbb{Z} = H$. Such a map is determined by the image of $(1, 0)$ and $(0, 1)$, and is surjective if it is nonzero, so there are $p^2 - 1$ surjections. If $f : G \to H$ is a surjection and $f(1, 0) = w \neq 0, f(0, 1) = v$, then it is equivalent to the map 

$$ f' : G \to H $$

$$ f'(1, 0) \mapsto \tilde{w}^{-1} $$

$$ f'(0, 1) \mapsto \tilde{w}^{-1} $$

by precomposing with the linear map 

$$ \left( \begin{array}{cc} \tilde{w}^{-1} & 0 \\ -vw^{-1} & 1 \end{array} \right) \in \text{Aut}(G), $$

where $\tilde{w}$ is a lift of $w$ to $\mathbb{Z}/p^2\mathbb{Z}$. For a surjection $g$ with $g(1, 0) = 0$ (so $g(0, 1) = v \neq 0$), $g$ is equivalent to the map 

$$ g' : G \to H $$

$$ g'(1, 0) \mapsto 0 $$

$$ g'(0, 1) \mapsto 1 $$

by composing with the map $v \mapsto 1$ in $\text{Aut}(\mathbb{Z}/p\mathbb{Z})$. Hence there are two equivalence classes, and

$$ \# [f'] = p^2 - p $$

$$ \# [g'] = p - 1. $$

Note that in this simple case the equivalence classes are characterized by the isomorphism types of their kernels ($\mathbb{Z}/p^2\mathbb{Z}$ versus $\mathbb{Z}/p\mathbb{Z} \oplus \mathbb{Z}/p\mathbb{Z}$), but this is not true in general as the example in Remark 7 showed.

The central object of this section is the following probability measure on $C_k$. For now we give an explicit formula for its density, and later in Theorem 10.2 we verify that it is in fact a probability measure.

\textbf{Definition 21.} Let $\bar{P}_p^{(k)}(\cdot) : C_k \to \mathbb{R}$ be defined by 

$$ \bar{P}_p^{(k)}([G_k \xrightarrow{\phi_{k-1}} \cdots \xrightarrow{\phi_1} G_1]) = \frac{(p^{-1}; p^{-1})_\infty^k}{\# \text{Aut}(G_k \to \cdots \to G_1)}. $$

While it is clear that the RHS is positive, it is not obvious that the value of the normalizing constant above is correct, or even that the sum over $C_k$ of the RHS converges. However, this follows from the main result of the section below.

\textbf{Theorem 10.2.} For any prime $p$, $\bar{P}_p^{(k)}$ defines a probability measure on the discrete set $C_k$. Furthermore, the marginal distribution of $G_1, \ldots, G_k$ under $\bar{P}_p^{(k)}$ is given by $P_p^{(k)}$, i.e. for any sequence of partitions $\lambda^{(1)}, \ldots, \lambda^{(k)}$ one has

$$ \sum_{S \in \mathcal{C}(G_{\lambda^{(1)}}, \ldots, G_{\lambda^{(k)}})} \bar{P}_p^{(k)}(S) = P_p^{(k)}(G_{\lambda^{(1)}}, \ldots, G_{\lambda^{(k)}}). $$

(85)
Proof. The fact that $\tilde{P}_p^{(k)}$ defines a probability measure follows from (85), since $P_p^{(k)}$ is a probability measure and $\tilde{P}_p^{(k)}$ is manifestly nonnegative, so we prove (85). First, rewrite

$$\sum_{S \in \mathcal{C}(G_{\lambda(1)}, \ldots, G_{\lambda(k)})} \tilde{P}_p^{(k)}(S) = \sum_{(G_{\lambda(k)}, \ldots, \phi_1) \in \mathcal{K}(G_{\lambda(1)}, \ldots, G_{\lambda(k)})} \frac{\tilde{P}_p^{(k)}([G_{\lambda(k)} \xrightarrow{\phi_{k-1}} \ldots \xrightarrow{\phi_1} G_{\lambda(1)}])}{\# [G_{\lambda(k)} \xrightarrow{\phi_{k-1}} \ldots \xrightarrow{\phi_1} G_{\lambda(1)}]}. \tag{86}$$

We consider the group action of $\text{Aut}(G_k) \times \cdots \times \text{Aut}(G_1)$ on $\mathcal{K}(G_1, \ldots, G_k)$ induced by the definition of isomorphism of $k$-sequences, explicitly

$$(\varphi_k, \ldots, \varphi_1)(G_k \xrightarrow{\phi_{k-1}} \ldots \xrightarrow{\phi_1} G_1) = (G_k \xrightarrow{\varphi_k^{-1} \circ \phi_{k-1} \circ \varphi_k^{1}} G_{k-1} \xrightarrow{\varphi_{k-2} \circ \phi_{k-2} \circ \varphi_{k-1}^{-1}} \ldots \xrightarrow{\varphi_1 \circ \phi_1 \circ \varphi_1^{-1}} G_1).$$

Clearly the induced action on the set $\mathcal{C}(G_{\lambda(1)}, \ldots, G_{\lambda(k)})$ of equivalence classes is transitive. Hence by the orbit-stabilizer theorem,

$$\frac{\tilde{P}_p^{(k)}([G_{\lambda(k)} \xrightarrow{\phi_{k-1}} \ldots \xrightarrow{\phi_1} G_{\lambda(1)}])}{\# [G_{\lambda(k)} \xrightarrow{\phi_{k-1}} \ldots \xrightarrow{\phi_1} G_{\lambda(1)}]} = (p^{-1}; p^{-1})^k \frac{1}{\# \text{Aut}(G_k) \times \cdots \times \text{Aut}(G_1)}. \tag{87}$$

Combining (86) and (87) yields

$$\text{LHS} (85) = (p^{-1}; p^{-1})^k \frac{\# \mathcal{K}(G_{\lambda(1)}, \ldots, G_{\lambda(k)})}{\# \text{Aut}(G_k) \times \cdots \times \text{Aut}(G_1)}. \tag{88}$$

Recalling the definition of $\mathcal{K}$ and Definition 17, the RHS above is equal to the RHS of (85), completing the proof. \qed

Proof of Theorem 1.3. It suffices to note that the measure $\tilde{P}_p^{(k)}$ of Theorem 1.3 is a product over $p \in P$ of the measure $P_p^{(k)}$ considered above, and apply Theorem 10.2. \qed

Using results on the Hall algebra of [48, Chapter III], one may similarly check that the limiting joint distribution of

$$\text{Cok}(M_1), \ldots, \text{Cok}(M_1 \cdots M_k), \text{Cok}(M_2), \text{Cok}(M_3), \ldots, \text{Cok}(M_k),$$

for $M_i$ iid additive Haar matrices, agrees with the joint distribution of

$$G_1, \ldots, G_k; \ker \phi_1, \ldots, \ker \phi_{k-1}$$

under $P_p^{(k)}$ (note that while the maps $\phi_i$ depend on which element of the isomorphism class $S$ is chosen, the isomorphism types of their kernels do not, hence we may speak of $\ker \phi_i$ for a random isomorphism class $S$ distributed under $P_p^{(k)}$). However, as Remark 7 shows, this is not enough to say that the limiting distribution of

$$\text{Cok}(M_1 \cdots M_k) \rightarrow \ldots \rightarrow \text{Cok}(M_1)$$

is given by $\tilde{P}_p^{(k)}$. We conjecture that this is true in the case for Haar matrices, and in fact true universally in the setting of Theorem 1.2. However, since the focus of this paper is on isomorphism types, we do not pursue this here.

11. Universality of product coranks over $F_p$

In this section we prove the universality of the limiting joint distribution of coranks of matrix products over $F_p$, Theorem 1.4.
Proof. Because $\xi$ is nonconstant, the $\mathbb{Z}$-valued random variable $\tilde{\xi}$ with
\[
P(\tilde{\xi} = r) = P(\xi \equiv r \pmod{p})
\]
for $r = 0, \ldots, p - 1$ is $\alpha$-balanced for some $\alpha$. Theorem 1.2 applied to $\tilde{\xi}$ implies that the limiting joint distribution of the $p$-parts of cokernels of matrix products with iid $\tilde{\xi}$-distributed entries exists and is independent of $\xi$. Since the cokernel determines the rank, this means that the limit in Theorem 1.4 exists and is independent of $\xi$.

This \textit{a priori} gives an expression for the limit in Theorem 1.4 as a sum over all cokernels corresponding to a given corank. However, to obtain a simpler expression, we note that it implies that the limit for any nonconstant $\xi$ is the same as when $\xi$ is uniform. Hence it suffices to compute the uniform case explicitly.

We claim that for this computation it suffices to show that for any $B \in \text{Mat}_n(\mathbb{F}_p)$ with $\text{rank}(B) = n - k$, and $A \in \text{Mat}_n(\mathbb{F}_p)$ uniformly random,
\[
P(\text{rank}(BA) = n - k - d) = \frac{(p^{-1}; p^{-1})_{n-k}(p^{-1}; p^{-1})_n}{(p^{-1}; p^{-1})_d(p^{-1}; p^{-1})_{n-d}(p^{-1}; p^{-1})_{n-k-d}} p^{-d(k+d)}.
\]
(89)

Taking the $n \to \infty$ limit yields
\[
\lim_{n \to \infty} P(\text{rank}(BA) = n - k - d) = \frac{(p^{-1}; p^{-1})_\infty p^{-d(k+d)}}{(p^{-1}; p^{-1})_d(p^{-1}; p^{-1})_{k+d}},
\]
which is recognizable as the factor in the product in Theorem 1.4 (together with a normalization constant which was outside the product in the theorem statement). Hence (89) suffices because iterating it with $B = I, A = M_1$, then $B = M_1, A = M_2$ (conditioned on fixed $M_1$), then $B = M_1M_2, A = M_3$ (conditioned on fixed $M_1M_2$, etc. yields the desired formula. So let us prove (89).

By Smith normal form there exist $U, V \in \text{GL}_n(\mathbb{F}_p)$ so that $UBV = \tilde{I}_{n-k}$, where
\[
\tilde{I}_{n-k} = \begin{pmatrix} I_{n-k} & 0_{(n-k) \times k} \\ 0_{k \times (n-k)} & 0_{k \times k} \end{pmatrix},
\]
Because the uniform measure on $\text{Mat}_n(\mathbb{F}_p)$ is invariant under multiplication by any element of $\text{GL}_n(\mathbb{F}_p)$, we therefore have
\[
P(\text{rank}(BA) = n - k - d) = P(\text{rank}(UBVA) = n - k - d) = P(\text{rank}(\tilde{I}_{n-k}A = n - k - d)).
\]
But $\tilde{I}_{n-k}A$ is a uniform $(n-k) \times n$ matrix padded with zeroes, so denoting this $(n-k) \times n$ matrix by $A'$, the above is equal to $P(\text{rank}(A') = n - k - d)$. An explicit formula for this probability is given for example in \[\text{(1.2)}\] (see also \[\text{(5)}\], \[\text{(6)}\], \[\text{(7)}\]), and translating their formula slightly yields (89), completing the proof. \[\square\]
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