A unconditionally energy dissipative, adaptive IMEX BDF2 scheme and its error estimates for Cahn-Hilliard equation on generalized SAV approach
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Abstract

An adaptive implicit-explicit (IMEX) BDF2 scheme is investigated on generalized SAV approach for the Cahn-Hilliard equation by combining with Fourier spectral method in space. It is proved that the modified energy dissipation law is unconditionally preserved at discrete levels. Under a mild ratio restriction, i.e., $A_1: 0 < r_k := \tau_k/\tau_{k-1} < r_{\text{max}} \approx 4.8645$, we establish a rigorous error estimate in $H^1$-norm and achieve optimal second-order accuracy in time. The proof involves the tools of discrete orthogonal convolution (DOC) kernels and inequality zoom. It is worth noting that the presented adaptive time-step scheme only requires solving one linear system with constant coefficients at each time step. In our analysis, the first-consistent BDF1 for the first step does not bring the order reduction in $H^1$-norm. The $H^1$ bound of numerical solution under periodic boundary conditions can be derived without any restriction (such as zero mean of the initial data). Finally, numerical examples are provided to verify our theoretical analysis and the algorithm efficiency.
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1 Introduction

The Cahn-Hilliard (C-H) equation, proposed in [6] to model the process of phase separation in binary alloys, has been widely used in diblock copolymer [36], image inpainting [5], tumor growth simulation [1] and topology optimization [2]. In this paper, we consider the computation of the following C-H equation

$$\partial_t \Phi = \Delta \mu \quad \text{with} \quad \mu = -\Delta \phi + \frac{1}{\varepsilon^2} (\Phi^3 - \Phi), \quad (x, t) \in \Omega \times (0, T], \quad (1.1)$$

with periodic boundary and the initial condition $\Phi(x, 0) = \Phi^0(x)$. Here $\Omega \subset \mathbb{R}^d$ ($d = 2, 3$), $\mu$ is the chemical potential and the positive parameter $\varepsilon$ measures the width of the diffuse interface layer. The system (1.1) can be viewed as the $H^{-1}$ gradient flow of the Ginzburg-Landau type energy functional

$$E[\Phi] = \int_\Omega \left( \frac{1}{2} |\nabla \Phi|^2 + \frac{(\Phi^2 - 1)^2}{4\varepsilon^2} \right) \, dx, \quad (1.2)$$

which holds the following energy dissipation law

$$\frac{d}{dt} E[\Phi(t)] = \int_\Omega \frac{\delta E}{\delta \Phi} \partial_t \Phi \, dx = -\int_\Omega |\nabla \mu| \, dx. \quad (1.3)$$
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In any numerical methods for solving C-H model, a key consideration is preserving the dissipativity, which can capture the long-time statistical properties under the approximation. Many efforts have been made to construct efficient numerical schemes that satisfy energy dissipation at discrete levels, possibly in some modified form \cite{23}. These includes, but not limited to, the convex splitting method \cite{9,10,14}, linear stabilization approach \cite{15,16}, the invariant energy quadratization (IEQ) \cite{35} and the scalar auxiliary variable (SAV) \cite{29}. In particular, a generalized SAV approach (gSAV) \cite{18,19} offers essential improvements over the original SAV approach. Specifically, the gSAV only requires solving one linear system with constant coefficients at each time step, which means the computational cost is about half of the original SAV. Meanwhile, it applies to more general gradient flows and even to general dissipative systems. But, the convergence analysis in \cite{19} is only for temporal uniform mesh.

Noticing that the multi-scale feature of the C-H equation, it is worthwhile to consider the adaptive mesh in long-time simulations. In fact, there are fast time scales in the dynamics of many phase field models such as C-H equation. Very fine time step size is needed to capture the underlying physical or biological phase transition phenomena. Meanwhile, there are long periods of slow phase transitions before equilibrium is reached. In this situation, relatively large step sizes can maintain the same accuracy. Therefore, it is highly desired to develop adaptive time-stepping techniques which improves efficiency without sacrificing accuracy \cite{20,29}. Any convincing adaptive strategy needs theoretical support and guidance. On numerical analysis of adaptive multi-step methods, such as the BDF2 scheme, are quite difficult compared with one-step methods. In fact, Becker \cite{3} presents the bounds of stability and second-order convergence under adjacent ratio restriction \( r_k \leq 1.8685 \) and the boundedness of \( \sum_{k=3}^{\infty} \max \{0, r_{k-1} - r_{k+1} \} \). To circumvent this strict restriction, a new developed Grönwall inequality was employed in \cite{9} and the convergence analysis was derived under the restriction \( r_k \leq 1.534 \). Recently, the restriction on the adjacent time step ratio have been extend to \( r_k \leq 3.561 \) in \cite{24} and \( r_k \leq 4.8645 \) in \cite{38} for linear parabolic equations by using the techniques of DOC/DCC kernels. Furthermore, the BDF2 method is A-stable and L-stable such that it is widely used for solving the stiff problems \cite{11,13}.

Many works have been carried out on energy stable variable-step BDF2 schemes for phase field models, most of them employ implicit schemes (fully implicit or partially implicit). For instance, a fully implicit variable-step BDF2 scheme is studied in \cite{13} to achieve the robust second-order convergence for the phase field crystal model. Relying on convex splitting and stabilization technique, unconditional energy stable variable-step BDF2 schemes are constructed and analyzed for C-H equation \cite{9,22}. For the extended Fisher-Kolmogorov equation, a variable-step BDF2 scheme is established in \cite{80} using the convex splitting strategy. Note that the fully/partially implicit schemes generally require more computational costs as they need to solve a resulting nonlinear system at each time step. In contrast, linear schemes \cite{7,8,54} only need to solve linear systems at each time step. Thus, an adaptive IMEX BDF2 scheme will be more efficient in practical simulations. So far, few work has been done to study linear schemes on temporal adaptive mesh with energy dissipation laws. Note that the gSAV method has many advantages over traditional SAV \cite{19} such as reduction in computational costs. It is worthwhile to study an adaptive IMEX BDF2 scheme with gSAV and its convergence analyses under a mild ratio restriction as

\[
A1 : \quad 0 < r_k \leq r_{\max} (\approx 4.864) - \delta,
\]

where \( r_{\max} \) is the real root of \( x^3 = (2x + 1)^2 \) and \( \delta \) is any given small constant such as \( \delta = 0.01 \).

In this paper, we construct and analyze an adaptive IMEX BDF2 scheme on gSAV approach for C-H equations which enjoys the advantage of solving one linear system with constant coefficients at each time step. The main contribution of this paper has two aspects: (i) we rigorously prove the unconditionally energy dissipation property of the proposed variable time-step BDF2 scheme; (ii) we establish the corresponding convergence analysis in \( H^1 \)-norm under the mild ratio restriction \( A1 \) while the second-order optimal error estimation is achieved in time. The proof involves the tools of DOC kernels and its generalized properties. One of the difficulties of error analysis is to prove rigorously that first-consistent BDF1 for the first step does not result in the order reduction in \( H^1 \)-norm (reference \cite{33} for detail about order reduction). This can be obtained by inequality zoom in the proof and some delicate error analysis on truncation error (see Remark \cite{2}). Besides, one of the main defects in existing theory is that the \( H^1 \) bound is proved to require the initial data having mean zero \cite{21,28} or adding an extra term \( \frac{1}{2} u^2 \) \cite{28}. In this
work, these extra restrictions are circumvented by a novel technique (see Remark 1).

The rest of the paper is organized as follows. In section 2, a fully discrete IMEX BDF2 scheme with variable-time step is presented. In section 3, the modified energy dissipation law of the proposed scheme and the $H^1$ bounded of $\phi^n$ are considered. On this basis, the $H^2$ bounded of $\phi^n$ under the regularity of $\Phi^0 \in H^1$ is proved. The $H^1$-norm convergence analysis is established by mathematical induction in section 4. In the last section, numerical experiments are provided to demonstrate the convergence, energy dissipation properties and efficiency of adaptive strategy, respectively.

2 Preliminaries

The variable time mesh is given as $0 = t_0 < t_1 < \cdots < t_K = T$. Denote the time step by $\tau_k := t_k - t_{k-1}$ ($k \geq 1$), the maximum time step by $\tau := \max_{1 \leq k \leq K} \tau_k$ and the adjacent time-step ratio by $r_k := \tau_k/\tau_{k-1}$ ($k \geq 2$) with $r_1 \equiv 0$. Define the difference operator by $\nabla\tau u^k := u^k - u^{k-1}$. Then the variable time-step BDF1 and BDF2 formulas are respectively defined by

$$D_1 u^k = \frac{1}{\tau_k} \nabla\tau u^k, \quad D_2 u^k = \frac{1 + 2r_k}{\tau_k (1 + r_k)} \nabla\tau u^k - \frac{r_k^2}{\tau_k (1 + r_k)} \nabla\tau u^{k-1}.$$  

Since BDF2 is a two-step method requiring two starting values, we use the BDF1 to compute the first-step value. Introducing the discrete convolution kernels $b_{n-k}^{(n)}$ as follows

$$b_0^{(n)} := \frac{1 + 2r_n}{\tau_n (1 + r_n)}, \quad b_1^{(n)} := -\frac{r_n^2}{\tau_n (1 + r_n)} \quad \text{and} \quad b_j^{(n)} := 0 \quad \text{for} \quad j \geq 2,$$

the BDF2 started by the BDF1 can be written as a unified convolution form

$$D_2 u^n := \sum_{k=1}^n b_{n-k}^{(n)} \nabla\tau u^k \quad \text{for} \quad n \geq 1. \quad (2.4)$$

We further define the extrapolation operator $B$ as

$$Bu^{n-1} = (1 + r_n) u^{n-1} - r_n u^{n-2} \quad \forall n \geq 2 \quad \text{and} \quad Bu^0 = u^0. \quad (2.5)$$

We adopt the Fourier spectral method for the spatial discretization of (1.1). For simplicity, we take the two-dimensional domain $\Omega = (0, L)^2$ as an example, which is partitioned by uniform mesh size $h = L/N$. Here $N$ denotes the numbers of Fourier modes in each direction. Define Fourier approximation space by

$$S_N = \text{span}\{e^{i\xi_k x} e^{i\eta_l y} : -\frac{N}{2} \leq k \leq \frac{N}{2} - 1, -\frac{N}{2} \leq l \leq \frac{N}{2} - 1\},$$

where $i = \sqrt{-1}, \xi_k = 2\pi k/L$ and $\eta_l = 2\pi l/L$. The function $u(x, y) \in L^2(\Omega)$ can be approximated by

$$u(x, y) \approx u_N(x, y) = \sum_{k=-N/2}^{N/2-1} \sum_{l=-N/2}^{N/2-1} \hat{u}_{k,l} e^{i\xi_k x} e^{i\eta_l y},$$

where the Fourier coefficients $\hat{u}_{k,l}$ are given as $\hat{u}_{k,l} = \frac{1}{|\Omega|} \int_{\Omega} u e^{-i(\xi_k x + \eta_l y)} dx dy$.

Denote $(\cdot, \cdot)$ and $\| \cdot \|$ by the inner product and norm in $L^2(\Omega)$ respectively. The $L^2$-orthogonal projection operator $P_N : L^2(\Omega) \to S_N$ is defined by

$$(P_N u - u, v_N) = 0, \quad \forall u_N \in S_N, u \in L^2(\Omega). \quad (2.6)$$
For the construction of SAV scheme, we now introduce a modified energy $\Gamma(t) = E(\Phi) + 1$. Then the equation (1.1) with the energy dissipation law (1.3) can be rewritten as an equivalent form:

\[
(\partial_t \Phi, v) - (\Delta \mu, v) = 0, \quad \forall v \in L^2(\Omega),
\]

\[
\mu = \frac{\delta E}{\delta \Phi} = -\Delta \Phi + f(\Phi),
\]

\[
\frac{d\Gamma}{dt} = -\frac{\Gamma}{E + 1} \|\nabla \mu\|^2,
\]

where $f(\Phi) = \frac{1}{E}(\Phi^3 - \Phi)$. Noting the periodic boundary conditions, it follows that (1.1) satisfies mass conservation (i.e., $\int_\Omega \partial_t \Phi d\mathbf{x} = 0$) by choosing $v = 1$ in (2.7).

A linear second-order scheme on generalized SAV approach for problem (2.7)−(2.9) is constructed with Fourier spectral method in space as follows. Given $\bar{\phi}^{n-1}, \bar{\phi}^{n-2}, \bar{\phi}^{n-1}, \bar{\phi}^{n-2} \in S_N, \bar{\gamma}^{n-1} \in \mathbb{R}$, we compute $\bar{\phi}^n, \bar{\gamma}^n, \xi^n, \eta^n, \phi^n$ in sequence by

\[
\begin{cases}
(D_2 \bar{\phi}^n, v_N) + (\Delta^2 \bar{\phi}^n, v_N) - (\Delta f(B\bar{\phi}^{n-1}), v_N) = 0, \quad \forall v_N \in S_N, \\
\bar{\gamma}^n - \bar{\gamma}^{n-1} = -\frac{\bar{\gamma}^n}{E(\bar{\phi}^n) + 1} \|\nabla \bar{\phi}^n + \nabla f(B\bar{\phi}^{n-1})\|^2, \\
N^n = \frac{\bar{\gamma}^n}{E(\bar{\phi}^n) + 1}, \\
\phi^n = \eta^n \bar{\phi}^n \quad \text{where} \quad \eta^n = 1 - (1 - \xi^n)^2 = \xi^n(2 - \xi^n),
\end{cases}
\]

where the initial values are given by $\bar{\phi}^0 = \bar{\phi} = P_N \bar{\phi}^0$ and $\bar{\gamma}^0 = E(\bar{\phi}^0) + 1$. The operators $D_2$ and $B$ are defined in (2.4) and (2.5), respectively. Choosing $v_N = 1$ in (2.10a), we can indicate that the fully discrete scheme (2.10) satisfies mass conservation in the sense of

\[
(\bar{\phi}^0, 1) = (\bar{\phi}^n, 1), \quad \forall n \geq 1.
\]

Through this paper, $C, C_1$ denote positive constant, and are not necessarily the same at different occurrences, but independent of the parameters and functions involved.

3 Energy dissipation law and numerical stability

A modified energy dissipation property at the discrete levels is considered in this section. Meanwhile, the $H^1$ and $H^2$ bounds of $\phi^n$ is rigorously proved.

3.1 Discrete energy dissipation law

Lemma 3.1. It holds that

\[
\frac{\alpha x}{x^4 + \alpha} < \alpha^{1/4}, \quad \forall \alpha > 0, \quad x \geq 0.
\]

Proof. It is trivial to see that (3.12) holds when $x = 0$. One only needs to consider the case of $x > 0$. Denote $g(x) = x^3 + \alpha/x$. The direct calculation shows that

\[
g'(x) = 3x^2 - \frac{\alpha}{x^2}, \quad g''(x) = 6x + \frac{2\alpha}{x^3} > 0 \quad \text{and} \quad g'((\frac{\alpha}{3})^{1/4}) = 0,
\]

which implies the minimum $\min_{x > 0} g(x) = g((\frac{\alpha}{3})^{1/4})$. Furthermore, it holds

\[
\frac{\alpha x}{x^4 + \alpha} = \frac{\alpha}{g(x)} \leq \frac{\alpha}{\min_{x > 0} g(x)} = \frac{\alpha^{1/4}}{3^{1/4} + 3^{-3/4}} < \alpha^{1/4}.
\]
The proof is completed.

Noticing \( L^4(\Omega) \hookrightarrow L^2(\Omega) \), Sobolev’s embedding theorem implies there exists a constant \( \bar{c}_\Omega \) such that
\[
\|u\|_{L^4} \leq \bar{c}_\Omega \|u\|_{L^2}, \quad \forall u \in L^4(\Omega).
\] (3.13)

We now consider the energy dissipation with respect to modified discrete energy \( \gamma^n \) and the \( H^1 \) bound of numerical solutions \( \phi^n \) as follows.

**Theorem 3.1.** Assume \( \gamma^n, \phi^n \) are the solutions of (2.10), then \( \gamma^n > 0, \xi^n > 0 \) and the scheme (2.10) preserves the energy dissipation law in the sense that
\[
\gamma^n - \gamma^{n-1} \leq -\tau_n \xi^n - \nabla \Delta \bar{\phi}^n + \nabla f(B\phi^{n-1}) \leq 0.
\] (3.14)

Furthermore, it holds
\[
\|\phi^n\|_{H^1} \leq M,
\]
where \( M = 2\gamma^0(\gamma^0 + 2)\sqrt{1 + \bar{c}_\Omega^2}\sqrt{2\varepsilon^2 + \|\|1\|\|^2} \) and the constant \( \bar{c}_\Omega \) is given in (3.13).

**Proof.** Eq. (2.10b) can be rewritten as
\[
\gamma^n(1 + \frac{\tau_n}{\gamma^n} - \nabla \Delta \bar{\phi}^n + \nabla f(B\phi^{n-1}) \leq \gamma^n - 1.
\] (3.15)

In view of \( \gamma^0 = E(\phi^0) + 1 > 0 \), it directly follows from (3.15) that
\[
0 < \gamma^n \leq \gamma^n - 1 \leq \cdots \leq \gamma^1 \leq \gamma^0, \quad \forall n \geq 2.
\]

Then, by use of (2.10b)-(2.10c), one has (3.14) and
\[
0 < \xi^n = \frac{\gamma^n}{E(\phi^n) + 1} \leq \frac{\gamma^0}{E(\phi^n) + 1} \leq \gamma^0.
\] (3.16)

We now consider the \( H^1 \) bound for \( \phi^n \). From (3.19) and the definition of \( \eta^n \), we have
\[
|\eta^n| = |\phi^n(\phi^n - \xi^n)| \leq \frac{\gamma^0(|\xi^n| + 1)}{E(\phi^n) + 1} \leq \frac{\gamma^0(\gamma^n + 2)}{E(\phi^n) + 1}.
\] (3.17)

Considering (2.10a) and (3.17), we have
\[
\|\phi^n\|^2_{H^1} \leq \|\phi^n\|^2_{\bar{\phi}^n} \leq \left[\gamma^0(\gamma^n + 2)\right] E(\phi^n) + 1 \leq [\gamma^0(\gamma^n + 2)]^2(M_1^2 + M_2^2).
\] (3.18)

Noticing that \( E(\phi^n) = \frac{1}{2}\|\nabla \phi^n\|^2 + \frac{1}{2}\|\phi^n\|^2 \) and (3.13), we arrive at
\[
M_1 = \|\nabla \phi^n\| \leq 2\|\nabla \phi^n\| \leq 2, \quad M_2 = \|\phi^n\| \leq \frac{4\varepsilon^2\bar{c}_\Omega \|\phi^n\|_{L^4}}{2\varepsilon^2 - 1}\|\phi^n\|_{L^4}.
\] (3.19)

To derive \( \|\phi^n\|_{H^1} \leq M \), we need to prove \( M_1^2 + M_2^2 \leq 4(1 + \bar{c}_\Omega^2\sqrt{2\varepsilon^2 + \|\|1\|\|^2}) \) in (3.18). To this end, from (3.19) we only need to prove
\[
\|\phi^n\|_{L^4} \leq (2\varepsilon^2 + \|\|1\|\|^2)^\frac{1}{4}.
\] (3.20)

Along with \( (a + b)^2 \leq (1 + \varepsilon)a^2 + (1 + \frac{1}{\varepsilon})b^2 \) for any \( \varepsilon > 0 \), we have
\[
\|\phi^n\|_{L^4} = \|\bar{\phi}^n\|^2 = \|((\phi^n)^2 - 1) + 1\|^2 \leq \left(1 + \frac{\|\|1\|\|^2}{2\varepsilon^2}\right)(\phi^n)^2 - 1 + 1\|^2 = \|\bar{\phi}^n\|^2 = \|\bar{\phi}^n\|^2 - 1 + 1\|^2 + 1\|^2 + 2\varepsilon^2.
\] (3.21)
It follows from (3.21) that the denominator of (3.20) can be estimated by
\[ \frac{\| (\tilde{\phi}^n)^2 - 1 \|^2 + 4\varepsilon^2}{2\varepsilon^2 + \| 1 \|^2} \geq \frac{2\varepsilon^2}{2\varepsilon^2 + \| 1 \|^2} (\| \tilde{\phi}^n \|^2 + 2\varepsilon^2 + \| 1 \|^2). \]  
(3.22)

Inserting (3.22) into (3.20), we have
\[ \frac{2\varepsilon^2 \| \tilde{\phi}^n \|^2_{L^4}}{\| (\phi^n)^2 - 1 \|^2 + 4\varepsilon^2} \leq \frac{\| \tilde{\phi}^n \|^2_{L^4} (2\varepsilon^2 + \| 1 \|^2)}{\| \tilde{\phi}^n \|^2_{L^4} + 2\varepsilon^2 + \| 1 \|^2} < (2\varepsilon^2 + \| 1 \|^2)^\ast, \]
where Lemma 3.1 is used by taking \( x = \| \tilde{\phi}^n \|^2_{L^4} \) and \( \alpha = 2\varepsilon^2 + \| 1 \|^2 \). The proof is completed. \( \square \)

**Remark 1.** We point out that additional restrictions are required in the existing SAV method to derive the \( H^1 \) bound by the modified discrete energy \( \gamma \). For instance, the initial values are restricted to zero mean (i.e., initial total mass satisfying \( \int \Phi dx = 0 \)) in [17,21]. In [28], additional term \( \frac{1}{4} u^2 \) is added for the Ginzburg-Landau type energy functional (1.2), which ensures \( \frac{1}{2} \| u \|^2 + \frac{1}{4} \| \nabla u \|^2 \) is a norm in \( H^1 \). In this paper, the proof of Theorem 3.1 does not requires the additional restrictions in [17,21,28].

### 3.2 \( H^2 \) bound of \( \phi^n \)

We now consider the \( H^2 \) bound by introducing the discrete orthogonal convolution (DOC) kernel as
\[ \sum_{j=k}^{n} \theta_{n-j}^{(j)} b_{j-k}^{(j)} = \delta_{nk}, \quad \forall 1 \leq k \leq n, \ 1 \leq n \leq K, \]  
(3.23)

where \( \delta_{nk} = 1 \) if \( n = k \) and \( \delta_{nk} = 0 \) if \( n \neq k \). According to definition (3.23), we have
\[ \sum_{j=1}^{n} \theta_{n-j}^{(j)} D_2 u^j = \sum_{l=1}^{n} \nabla_x u^l \sum_{j=1}^{n} \theta_{n-j}^{(j)} b_{j-l}^{(j)} = u^n - u^{n-1}, \quad \forall 1 \leq n \leq K. \]  
(3.24)

**Lemma 3.2 ([12]).** If A1 holds, then for any real sequences \( \{ w_k \}_{k=1}^{n} \), it has
\[ 2 \sum_{k=1}^{n} w_k \sum_{j=1}^{k} \theta_{k-j}^{(k)} w_j \geq \sum_{k=1}^{n} \delta \left( \sum_{s=1}^{n} \theta_{s}^{(s)} w_s \right)^2 \geq c_{3} \sum_{k=1}^{n} \tau_k w_k^2 \geq 0, \text{ for } n \geq 1, \]
where \( c_{3} \) is a constant dependent on \( \delta \).

**Lemma 3.3 ([28,31]).** Assume that \( \| u \|_{H^1} \leq M \) and
\begin{align*}
| g'(x) | &\leq C(|x|^p + 1), p_1 > 0 \text{ arbitrary if } d = 1, 2; \\
| g''(x) | &\leq C(|x|^p + 1), p_2 > 0 \text{ arbitrary if } d = 1, 2.
\end{align*}

Then, for any \( u \in H^4 \), there exist \( 0 \leq \sigma < 1 \) and a constant \( C(M) \) such that
\[ \| \Delta g(u) \|^2 \leq C(M)(1 + \| \Delta^2 u \|^2). \]
Furthermore, for any \( \epsilon > 0 \), there exists a constant \( C(\epsilon, M) \) depending on \( \epsilon \) such that
\[ \| \Delta g(u) \|^2 \leq \epsilon \| \Delta^2 u \|^2 + C(\epsilon, M). \]  
(3.25)

Then we give an \( H^2 \) bound for (2.10) as follows.
Theorem 3.2. Assume \( \tilde{\varphi}^n \) and \( \varphi^n \) are the solutions of (2.10) and A1 holds. For any \( \epsilon > 0 \), it holds

\[
\|\Delta \tilde{\varphi}^n\|^2 + \left(\frac{C\epsilon}{2} - \frac{40\epsilon c_1}{\delta}\right) \sum_{k=1}^{n-1} \tau_k \|\Delta^2 \tilde{\varphi}^k\|^2 \leq \|\Delta \tilde{\varphi}^0\|^2 + \frac{80(1 + r_{\max})^3 c_1 \epsilon n}{\delta} \|\Delta^2 \varphi^0\|^2 + \frac{C(\epsilon, M) \epsilon n}{\delta},
\]

(3.26)

where

\[
c_1 = 2(1 + r_{\max})^3 r_{\max}(\gamma^0)^2(2 + \gamma^0)^2.
\]

(3.27)

Proof. Choosing \( v_N = 2\Delta^2 \tilde{\varphi}^k \) in (2.10a), we have

\[
2(\mathcal{D}_2 \tilde{\varphi}^j, \Delta^2 \tilde{\varphi}^k) + 2(\Delta^2 \tilde{\varphi}^j, \Delta^2 \tilde{\varphi}^k) - 2(\delta f(B\varphi^{j-1}), \Delta^2 \tilde{\varphi}^k) = 0.
\]

(3.28)

Multiplying (3.28) by \( \theta_{k-j}^{(k)} \) and sum over \( j \) from 1 to \( k \), we then sum over \( k \) from 1 to \( n \) to get

\[
2 \sum_{k=1}^{n} \sum_{j=1}^{k} \theta_{k-j}^{(k)} \mathcal{D}_2 \Delta \tilde{\varphi}^j, \Delta \tilde{\varphi}^k + 2 \sum_{k=1}^{n} \sum_{j=1}^{k} \theta_{k-j}^{(k)} (\Delta^2 \tilde{\varphi}^j, \Delta^2 \tilde{\varphi}^k) = 2 \sum_{k=1}^{n} \sum_{j=1}^{k} \theta_{k-j}^{(k)} (\delta f(B\varphi^{j-1}), \Delta^2 \tilde{\varphi}^k).
\]

(3.29)

Applying (3.24) and \( 2a(a - b) \geq a^2 - b^2 \), the first term on the left-hand side of (3.29) can be estimated as

\[
2 \sum_{k=1}^{n} \sum_{j=1}^{k} \theta_{k-j}^{(k)} (\Delta^2 \tilde{\varphi}^j, \Delta^2 \tilde{\varphi}^k) \geq \|\Delta \tilde{\varphi}^n\|^2 - \|\Delta \tilde{\varphi}^0\|^2.
\]

(3.30)

It follows from Lemma 3.2 that

\[
2 \sum_{k=1}^{n} \sum_{j=1}^{k} \theta_{k-j}^{(k)} (\Delta^2 \tilde{\varphi}^j, \Delta^2 \tilde{\varphi}^k) \geq \sum_{k=1}^{n} \delta \left| \sum_{s=k}^{n} \theta_{s-k}^{(s)} \Delta^2 \tilde{\varphi}^s \right|^2.
\]

(3.31)

Exchanging the summation order and applying Young’s inequality, we have

\[
2 \sum_{k=1}^{n} \sum_{j=1}^{k} \theta_{k-j}^{(k)} (\delta f(B\varphi^{j-1}), \Delta^2 \tilde{\varphi}^k) = 2 \sum_{j=1}^{n} (\delta f(B\varphi^{j-1}), \sum_{k=j}^{n} \theta_{k-j}^{(k)} \Delta^2 \tilde{\varphi}^k)
\]

\[
\leq 40\delta^{-1} \sum_{j=1}^{n} \tau_j \|\delta f(B\varphi^{j-1})\|^2 + \delta \sum_{j=1}^{n} \left| \sum_{s=j}^{n} \theta_{s-j}^{(s)} \Delta^2 \tilde{\varphi}^s \right|^2.
\]

(3.32)

Inserting (3.30) into (3.29), we obtain

\[
\|\Delta \tilde{\varphi}^n\|^2 + \delta \sum_{j=1}^{n} \left| \sum_{s=j}^{n} \theta_{s-j}^{(s)} \Delta^2 \tilde{\varphi}^s \right|^2 \leq \|\Delta \tilde{\varphi}^0\|^2 + 40\delta^{-1} \sum_{k=1}^{n} \tau_k \|\delta f(B\varphi^{k-1})\|^2.
\]

(3.33)

It follows from Theorem 3.1 to have \( \|\varphi^n\|_{H^1} \leq M \). Applying (3.20) of Lemma 3.2 yields

\[
\sum_{k=1}^{n} \tau_k \|\delta f(B\varphi^{k-1})\|^2 \leq \epsilon \sum_{k=1}^{n} \tau_k \|\Delta^2 B\varphi^{k-1}\|^2 + C(\epsilon, M) \sum_{k=1}^{n} \tau_k.
\]

(3.34)

Noticing that

\[
\|\Delta^2 B\varphi^{k-1}\|^2 = \|(1 + r_k) \Delta^2 \varphi^{k-1} - r_k \Delta^2 \varphi^{k-2}\|^2 \leq 2(1 + r_{\max})^2 (\|\Delta^2 \varphi^{k-1}\|^2 + \|\Delta^2 \varphi^{k-2}\|^2), \quad k \geq 2,
\]

and \( \|\Delta^2 B\varphi^0\|^2 = \|\Delta^2 \varphi^0\|^2 \), we have

\[
\sum_{k=1}^{n} \tau_k \|\Delta^2 B\varphi^{k-1}\|^2 \leq 2(1 + r_{\max})^3 \sum_{k=1}^{n} \tau_k \|\Delta^2 \varphi^{k-1}\|^2
\]

\[
\leq 2(1 + r_{\max})^3 r_{\max} \sum_{k=1}^{n-1} \tau_k \|\Delta^2 \varphi^k\|^2 + 2(1 + r_{\max})^3 \tau_1 \|\Delta^2 \varphi^0\|^2.
\]

(3.35)
It follows from (3.17) that $|\eta^n| \leq \gamma^0(2 + \gamma^0)$. Then, it is a consequence of (2.10) that
\[
\sum_{k=1}^{n-1} \tau_k \|\Delta^2 \phi^k\|^2 \leq (\gamma^0)^2 (2 + \gamma^0) \sum_{k=1}^{n-1} \tau_k \|\Delta^2 \delta^k\|^2.
\] (3.36)

Combining (3.37)–(3.39), we arrive at
\[
\sum_{k=1}^{n} \tau_k \|\Delta f(B\phi^{k-1})\|^2 \leq \epsilon c_1 \sum_{k=1}^{n-1} \tau_k \|\Delta^2 \delta^k\|^2 + 2(1 + r_{\max})^3 \epsilon \tau_1 \|\Delta^2 \phi^0\|^2 + C(\epsilon, M)t_n,
\] (3.37)

where $c_1$ is defined in (3.27). By Lemma 3.2, we have
\[
\delta \sum_{j=1}^{n} \frac{\|\sum_{j=1}^{n} \theta_{k,j} \Delta^2 \delta^i\|^2}{40 \tau_j} \geq \frac{c_\delta}{2} \sum_{k=1}^{n-1} \tau_k \|\Delta^2 \delta^k\|^2.
\] (3.38)

Inserting (3.37), (3.38) into (3.33), we obtain
\[
\|\Delta \tilde{\phi}^n\|^2 + \left(\frac{c_\delta}{2} - \frac{40 \epsilon c_1}{\delta}\right) \sum_{k=1}^{n-1} \tau_k \|\Delta^2 \delta^k\|^2 \leq \|\Delta \tilde{\phi}^0\|^2 + \frac{40}{\delta} (C(\epsilon, M)t_n + 2(1 + r_{\max})^3 \epsilon \tau_1 \|\Delta^2 \phi^0\|^2).
\]

The proof is completed. \hfill \square

Choosing $\epsilon = \frac{c_\delta}{80}$ in (3.20), we have the following corollary.

Corollary 3.1. Under the condition of Theorem 3.2 for any $1 \leq n \leq N$, it holds
\[
\|\tilde{\phi}^n\|_{H^2} \leq \tilde{M}_0 \quad \text{and} \quad \|\phi^n\|_{H^2} = \|\eta^n \tilde{\phi}^n\|_{H^2} \leq \gamma^0(2 + \gamma^0)\tilde{M}_0 := \tilde{M},
\]

where $\tilde{M}_0, \tilde{M}$ depend on $\Phi^0, \Omega, \delta, r_{\max}$ and $t_n$. Noticing that $H^2(\Omega) \hookrightarrow L^\infty(\Omega)$, there exists a function $\tilde{g} : \mathbb{R} \to \mathbb{R}$ such that
\[
\|f(B\phi^{n-1})\|_{L^\infty}, \|f'(B\phi^{n-1})\|_{L^\infty}, \|f''(B\phi^{n-1})\|_{L^\infty} \leq \tilde{g}(\tilde{M}),
\]

where $\tilde{g}(x) = [(1 + 2r_{\max})x]^3 + 3[(1 + 2r_{\max})x]^2 + 6[(1 + 2r_{\max})x] + 1$.

4 Convergence analysis

We now consider error estimate of scheme (2.10). To the end, we introduce a generic positive constant $\mathcal{R}$ such that
\[
\|\Phi\|_{L^\infty(0,T;H^m_{\text{per}}(\Omega))} + \|\partial_t \Phi\|_{L^\infty(0,T;H^2_{\text{per}}(\Omega))} + \|\partial^2_t \Phi\|_{L^\infty(0,T;H^1_{\text{per}}(\Omega))} + \|\partial_{ttt} \Phi\|_{L^\infty(0,T;H^1_{\text{per}}(\Omega))} \leq \mathcal{R},
\] (4.39)

where $m > 3$ and
\[
H^m_{\text{per}} = \{u \in H^m(\Omega) : u^{(k)}(0,\cdot) = u^{(k)}(L,\cdot), u^{(k)}(\cdot,0) = u^{(k)}(\cdot,L), k = 0, \ldots, m-1\}.
\]

Lemma 4.1. Assume $\tilde{\phi}^n, \tilde{\Phi}(\cdot, t_n)$ are the solutions of (2.10) and (1.1), respectively. There exists a constant $c_\Omega$ such that
\[
\|\tilde{\phi}^n - \Phi(\cdot, t_n)\|_{H^1} \leq c_\Omega \|\nabla(\tilde{\phi}^n - \Phi(\cdot, t_n))\|.
\] (4.40)

Proof. Noting (2.11) and the initial conditions $\tilde{\phi}^0 = P_N \Phi^0$, we have
\[
(\tilde{\phi}^n, 1) = (\tilde{\phi}^0, 1) = (P_N \Phi^0, 1) = (\Phi^0, 1) = (\Phi(\cdot, t_n), 1),
\]

where the last equality follows from the mass conservation of (1.1). Applying Poincaré-Friedrichs inequality [4], one immediately has (4.40). The proof is completed. \hfill \square
Lemma 4.2 (Discrete Grönwall’s inequality \[22\]). Assume that \(w_n, n \geq 0\) satisfy
\[
W_n \leq \alpha_n + \sum_{k=0}^{n-1} \beta_k w_k, \quad \forall n \geq 0,
\]
where \(\alpha_n\) is nondecreasing and \(\beta_n \geq 0\). Then \(w_n \leq \alpha_n \exp(\sum_{k=0}^{n-1} \beta_k)\).

We now show the following approximation results.

Lemma 4.3 (\[20, 27\]). For any \(u \in H^m_{\text{per}}(\Omega)\) and \(0 \leq \lambda \leq m\), there holds
\[
\|P_N u - u\|_{H^\lambda_{\text{per}}} \leq C \|N^{\lambda-m}\|_{H^m_{\text{per}}} \|u\|_{H^m_{\text{per}}},
\]
where the \(L^2\)-orthogonal projection operator \(P_N\) is defined in \[20\].

Besides, the operator \(P_N\) commutes with the derivation on \(H^m_{\text{per}}(\Omega)\) \[27\], that is
\[
P_N \Delta^2 u = \Delta^2 P_N u, \quad \forall u \in H^1_{\text{per}}(\Omega).
\]

Furthermore, it also holds that
\[
(\Delta^2(P_N u - u), v_N) = (P_N \Delta^2 u - \Delta^2 u, v_N) = 0, \quad \forall v_N \in S_N, u \in H^1_{\text{per}}(\Omega).
\]

We further introduce the discrete complementary convolution (DCC) kernel \(p^{(n)}_{n-j}\) \[38\] defined by
\[
\sum_{j=k}^{n} p^{(n)}_{n-j} p^{(j)}_{j-k} \equiv 1, \quad \forall 1 \leq k \leq n, 1 \leq n \leq N.
\]

The DOC and DCC kernels have the following relationship (c.f. \[38\] Proposition 2.1])
\[
p^{(n)}_{n-j} = \sum_{l=j}^{n} \theta^{(l)}_{l-j}, \quad \theta^{(n)}_{n-j} = p^{(n)}_{n-j} - p^{(n-1)}_{n-j}, \quad \forall 1 \leq j \leq n,
\]
where \(p^{(n)}_{n-1} := 0\) (\(\forall n \geq 0\)) is defined. The DCC kernel is valuable in the global error estimate \[38\].

Proposition 4.1 (\[38\]). The DCC kernels \(p^{(n)}_{n-j}\) defined in \[4.42\] have the following properties
\[
\sum_{j=1}^{n} p^{(n)}_{n-j} = t_n, \quad p^{(n)}_{n-j} \leq 2\tau \quad \text{for any} \quad 1 \leq j \leq n.
\]

The following lemma focuses on the local and global consistency errors.

Lemma 4.4. Set \(R_j^1 = f (B \Phi(\cdot, t_{n-1})) - f(\Phi(\cdot, t_n))\). It holds that
\[
\|\nabla \Delta R_j^1\| \leq 15\bar{g}(\mathcal{R})/\mathcal{R}^3 \tau, \quad \|\nabla \Delta R_j^k\| \leq 15\bar{g}(\mathcal{R})\mathcal{R}^3(1 + 5r_{\text{max}})t_n \tau^2, k > 1,
\]
\[
\|\nabla R_j^1\| \leq 2\bar{g}(\mathcal{R})/\mathcal{R}^2 \tau, \quad \|\nabla R_j^k\| \leq 2\bar{g}(\mathcal{R})\mathcal{R}^2(1 + 5r_{\text{max}})t_n \tau^2, k > 1.
\]

Furthermore,
\[
\sum_{k=1}^{n} \sum_{j=1}^{k} \theta^{(k)}_{k-j} \nabla \Delta R_j^1 \leq 15\bar{g}(\mathcal{R})\mathcal{R}^2|t_n(1 + 5r_{\text{max}}) + 2|\tau^2.
\]
Proof. By the mean value theorems, we have
\[ R^j_f = f'(1 - \lambda) B\Phi(\cdot, t_{j-1}) + \lambda B\Phi(\cdot, t_j)(B\Phi(\cdot, t_{j-1}) - \Phi(\cdot, t_j)) := f'(\Theta) R, \]
where \( 0 \leq \lambda \leq 1 \), and \( \Theta, R \in H^m_{\text{per}}(\Omega) \). A direct calculation gives
\[
\nabla \Delta (f'(\Theta) R) = f''(\Theta) \nabla \Delta \Theta R + f'''(\Theta) \Delta \Theta \nabla \Theta R + f''(\Theta) \nabla \Theta \nabla \Theta R + f''(\Theta) \nabla \Theta R + f'(\Theta) \nabla R
\]
where \( f'''(\Theta) = 0 \) has been used. In view of
\[
\| \nabla (\Theta \cdot \nabla R) \| = \| \nabla (\Theta_{x} R_{x} + \Theta_{y} R_{y}) \| \leq \| \Theta_{x} R_{x} + \Theta_{y} R_{y} \|_{H^1}
\leq \| \Theta_{x} R_{x} \|_{H^1} + \| \Theta_{y} R_{y} \|_{H^1} \leq \| \Theta_{x} \|_{W^{1,4}} \| R_{x} \|_{W^{1,4}} + \| \Theta_{y} \|_{W^{1,4}} \| R_{y} \|_{W^{1,4}}
\leq 2 \| \Theta \|_{W^{2,4}} \| R \|_{W^{2,4}},
\]
it follows from Hölder inequality and Sobolev embedding theorems that
\[
\| \nabla \Delta (f'(\Theta) R) \| \leq \| f''(\Theta) \|_{L^{\infty}} \| \Theta \|_{H^1} \| R \|_{L^{\infty}} + \| f'''(\Theta) \|_{L^{\infty}} \| \Theta \|_{W^{2,3}} \| R \|_{W^{1,6}}
+ \| f'''(\Theta) \|_{L^{\infty}} \| \Theta \|_{W^{2,1}} \| R \|_{W^{1,5}} + \| f'''(\Theta) \|_{L^{\infty}} \| \Theta \|_{W^{2,3}} \| R \|_{W^{1,6}}
+ \| f'''(\Theta) \|_{L^{\infty}} \| \Theta \|_{W^{2,3}} \| R \|_{W^{1,6}} + \| f'''(\Theta) \|_{L^{\infty}} \| \Theta \|_{W^{2,3}} \| R \|_{W^{1,6}}
\]
where \( M^{2}_{f} = 15C_{\Omega} \max \{ \| f'(\Theta) \|_{L^{\infty}}, \| f''(\Theta) \|_{L^{\infty}}, \| f'''(\Theta) \|_{L^{\infty}} \} \max \{ \| \Theta \|_{H^3}, \| \Theta \|_{H^3}^{2} \} \leq 15C_{\Omega} \hat{g}(\mathcal{R}) \mathcal{R}^{2} \). By Taylor expansion, for \( j \geq 2 \), we have
\[
B\Phi(\cdot, t_{j-1}) - \Phi(\cdot, t_j) = (1 + r_n) \int_{t_{n-1}}^{t_n} (s - t_{n-1}) \partial \Theta \Phi(s) ds - r_n \int_{t_{n-2}}^{t_n} (s - t_{n-2}) \partial \Theta \Phi(s) ds.
\]
It is a consequence of (4.37) that
\[
\| B\Phi(\cdot, t_{j-1}) - \Phi(\cdot, t_j) \|_{H^{3}} \leq (1 + 5r_{\max}) \tau^{2} \| \partial \Theta \Phi \|_{L^{\infty}(0, T; H^{3}(\Omega))}.
\]
Similarly, for \( j = 1 \), we have
\[
\| B\Phi(\cdot, t_{1}) - \Phi(\cdot, t_1) \|_{H^{3}} \leq \tau \| \partial \Theta \Phi \|_{L^{\infty}(0, T; H^{3}(\Omega))}.
\]
Combining (4.46)-(4.49), we can deduce (4.3). A similar argument to (4.3) will show (4.4). The result of (4.35) can be proved by the Proposition 1.1 as follows.
\[
\sum_{j=1}^{n} \sum_{k=1}^{n} \| \theta_{k-j,j}^{(k)} \|_{H^{3}} \| \Delta R_{j}^{f} \| \leq \sum_{j=1}^{n} \sum_{k=1}^{n} \| \theta_{k-j,j}^{(k)} \|_{H^{3}} \| \nabla \Delta R_{j}^{f} \| \sum_{j=1}^{n} \| \theta_{k-j,j}^{(k)} \|_{H^{3}} = \sum_{j=1}^{n} \| \nabla \Delta R_{j}^{f} \| \| p_{n-j}^{(n)} \|
\leq \max_{2 \leq j \leq n} \| \nabla \Delta R_{j}^{f} \| \| p_{n-j}^{(n)} \| + \| \nabla \Delta R_{j}^{f} \| \| p_{n-j}^{(n)} \| \leq 15\hat{g}(\mathcal{R}) \mathcal{R}^{2} [t_{n} (1 + 5r_{\max}) + 2] \tau^{2}.
\]
The proof is completed. \( \square \)
Lemma 4.5 (SN). Denote $R_i^j = D_2 \Phi(\cdot, t_j) - \partial_t \Phi(\cdot, t_j)$. It holds

$$\|R_i^j\|_{H^1} \leq \tau \|\partial_t \Phi\|_{L^\infty(0, \tau; H^1(\Omega))}, \quad \|R_i^j\|_{H^2} \leq \frac{1 + 5r_{\max}}{2} \tau^2 \|\partial_{ttt} \Phi\|_{L^\infty(0, \tau; H^1(\Omega))}, \quad j > 1.$$  

Moreover, the global truncation error may be estimated by

$$\sum_{k=1}^n \|\sum_{j=1}^k \Theta_{k-j} R_i^j\|_{H^1} \leq (2 + \frac{1 + 5r_{\max}}{2} t_n) \tau^2 R.$$  

The proof of Lemma 4.5 is similar to that of Lemma 4.4 and we omitted it here. We denote

$$s^n = \gamma^n - \Gamma(t_n); \quad \bar{e}_N^n = \bar{\Phi}^n - P_N \Phi(\cdot, t_n); \quad \bar{e}_N^n = \Phi^0 - P_N \Phi(\cdot, t_n); \quad \bar{e}_N^n = \Phi(\cdot, t_n).$$  

To simplify the notations, we further denote the maximums of sequence as

$$\|\nabla \bar{e}^{n_0}_N\| = \max_{0 \leq k \leq n} \|\nabla \bar{e}^k_N\|; \quad \rho^n = \max_{0 \leq k \leq n} \{\|e^k_P\|_{H^1} + \|1 - \eta^k\| \|\bar{\Phi}^k\|_{H^1}\} / c_\Omega. \quad (4.50)$$  

Lemma 4.6. Set $E_f^j = f'(B\phi^{k-1}) - f'(B\Phi(\cdot, t_{k-1}))$. It holds

$$\|\nabla E_f^j\| \leq C_1(\|\nabla \bar{e}^{n_0}_N\| + \rho^{n-1}), \quad 1 \leq k \leq n, \quad (4.51)$$  

$$\sum_{k=1}^n \tau_k \|\nabla E_f^k\|^2 \leq C_2(\|\nabla \bar{e}^{n_0}_N\| + \rho^{n-1})(t_n \rho^{n-1} + \sum_{k=1}^n \tau_k \|\nabla \bar{e}^{k-1}_N\|), \quad (4.52)$$  

where $C_1 = \bar{g}(\bar{M}) \bar{g}(\bar{M} + R)(1 + 2r_{\max})c_\Omega, \quad C_2 = 2(1 + r_{\max})^3 [\bar{g}(\bar{M}) \bar{g}(\bar{M} + R)c_\Omega]^2$ with $c_\Omega$ given in (4.41).

Proof. In view of $\nabla \bar{g}(u) = g'(u)\nabla u$, we have

$$\nabla E_f^k = f'(B\phi^{k-1}) \nabla B\phi^{k-1} - f'(B\Phi(\cdot, t_{k-1})) \nabla B\Phi(\cdot, t_{k-1})$$  

$$= f'(B\phi^{k-1}) \nabla Be^{k-1} + (f'(B\phi^{k-1}) - f'(B\Phi(\cdot, t_{k-1}))) \nabla B\Phi(\cdot, t_{k-1})$$  

$$= f'(B\phi^{k-1}) \nabla Be^{k-1} + f''(\Theta) Be^{k-1} \nabla B\Phi(\cdot, t_{k-1}),$$  

where $\Theta = (1 - \lambda) B\phi^{j-1} + \lambda B\Phi(\cdot, t_{j-1}), 0 \leq \lambda \leq 1$. From Corollary 3.1, we get

$$\|\nabla \bar{g}(\bar{M}) \nabla Be^{k-1}\| \leq C_\Omega \bar{g}(\bar{M}) \bar{g}(\bar{M} + R) \|Be^{k-1}\|_{H^2} := C_{\bar{M}, R} \|Be^{k-1}\|_{H^1}, \quad (4.53)$$  

where $\|\nabla B\Phi(\cdot, t_{k-1})\|_{L^2} \leq C_{\bar{M}} \|\Phi(\cdot, t_{k-1})\|_{H^2} \leq \mathcal{R}$ and $\|Be^{k-1}\|_{L^6} \leq C_{\bar{M}} \|Be^{k-1}\|_{H^1}$ have been used. Similar to (3.35), we can obtain

$$\sum_{k=1}^n \tau_k \|Be^{k-1}\|_{H^1}^2 \leq 2(1 + r_{\max})^3 \sum_{k=1}^n \tau_k \|e^{k-1}\|_{H^1}^2. \quad (4.54)$$  

It follows from the definitions in (4.70) and (2.106) that

$$\|e^{k-1}\|_{H^1} \leq \|\bar{e}^{n_0}_N\|_{H^1} + \|e^{k-1}_N\|_{H^1} + \|1 - \eta^{k-1}\| \|\bar{\Phi}^{k-1}\|_{H^1}$$  

$$\leq c_\Omega (\|\nabla \bar{e}^{n_0}_N\| + \rho^{k-1}) \leq c_\Omega (\|\nabla \bar{e}^{n_0}_N\| + \rho^{k-1}), \quad (4.55)$$  

where the second inequality used (4.40). Thus, we have

$$\sum_{k=1}^n \tau_k \|e^{k-1}\|_{H^1} \leq c_\Omega^2 (\|\nabla \bar{e}^{n_0}_N\| + \rho^{k-1}) \sum_{k=1}^n \tau_k (\|\nabla \bar{e}^{k-1}_N\| + \rho^{k-1})$$  

$$\leq c_\Omega^2 (\|\nabla \bar{e}^{n_0}_N\| + \rho^{k-1})(t_n \rho^{n-1} + \sum_{k=1}^n \tau_k \|\nabla \bar{e}^{k-1}_N\|). \quad (4.56)$$  
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It follows from (4.53)-(4.56) that
\[ \sum_{k=1}^{n} \tau_k \| \nabla e_k \|^2 \leq 2(1 + r_{\mathrm{max}})^3 C_{M,R}^2 \sum_{k=1}^{n} \tau_k \| e^{k-1} \|_{H^1} \]
\[ \leq 2(1 + r_{\mathrm{max}})^3 C_{M,R}^2 \sum_{k=1}^{n} \tau_k \| e^{n_0} \| + \rho^{n-1})(t_n \rho^{n-1} + \sum_{k=1}^{n} \tau_k \| \nabla e^{k-1} \|). \]

which implies (4.52).

On the other hand, noticing that \( \| Be_{k-1} \|_{H^1} \leq (1 + 2r_{\mathrm{max}}) \max_{1 \leq k \leq n} \| e_{k-1} \|_{H^1} \) and (4.53), (4.56), we can deduce (4.51). The proof is completed. □

Now we give the following error estimate in \( H^1 \)-norm.

**Theorem 4.1.** Assume \( \Phi(\cdot, t_n) \in L^\infty(0, T; H^m_{\mathrm{per}}(\Omega)), (m > 3) \) and \( \phi^n, \tilde{\phi}^n \in S_N \) are the solutions of (1.1) and (2.10), respectively. If
\[ \tau < \min \left\{ \frac{1}{(1 + \tilde{g}(R)) R^2 + 1}, \frac{1}{2(c_0^2 + 1)} \right\}, \quad N^{3-m} \leq \frac{1}{2(c_0^2 + 1)}, \quad (4.57) \]
then
\[ \| \nabla e_n \|, \| \nabla \tilde{e}_n \| \leq C(\tau^2 + N^{3-m}), \quad (4.58) \]
\[ \sum_{k=1}^{n} \tau_k \| \nabla \Delta e_k \|^2, \sum_{k=1}^{n} \tau_k \| \nabla \Delta \tilde{e}_k \|^2 \leq C(\tau^4 + N^{2(3-m)}), \quad (4.59) \]
\[ s^n \leq C(\tau + N^{3-m}), \quad (4.60) \]

where constant \( C > 0 \) is independent of \( \tau \) and \( N \), and \( c_0 \) will be given in the proof.

**Proof.** We now prove the theorem by mathematical induction. It is easy to check that \( \xi^0 = 1 \) and it holds \( |1 - \xi^0| = 0 \leq c_0(\tau + N^{3-m}) \). Suppose that it holds for any \( 0 \leq q \leq n - 1 \) that
\[ |1 - \xi^q| \leq c_0(\tau + N^{3-m}), \quad (4.61) \]
then the mathematical induction is completed if we derive
\[ |1 - \xi^n| \leq c_0(\tau + N^{3-m}), \quad \forall n \leq K. \quad (4.62) \]
where \( c_0 \) will be determined below.

For clarity, the proof of (4.62) is divided into the following 5 steps.

**Step 1: The boundeness of \( \rho^n \).** By the definition of \( \eta \) in (2.10d) and (4.61), we have
\[ |1 - \eta^q| = |1 - \xi^q|^2 \leq c_0^2(\tau + N^{3-m})^2. \quad (4.63) \]
Combining (4.57) and (4.61), one has \( |1 - \xi^q| \leq \frac{1}{4} \) and \( |\eta^q| \geq \frac{1}{4} \). It follows from (2.10d) and Theorem 3.1 that
\[ \| \tilde{\phi}^q \|_{H^1} = \frac{\| \eta^q \|_{H^1}}{|\eta^q|} \leq \frac{4M}{3}. \]

Consequently, with the definition of \( \rho^n \) in (4.50), we have
\[ \rho^{n-1} \leq \frac{C_{\rho,R}}{c_{\Omega}} N^{1-m} + \frac{4M}{3\Omega} c_0^2(\tau + N^{3-m})^2 \leq \left( \frac{C_{\rho,R}}{c_{\Omega}} + \frac{4M}{3\Omega} \right)(N^{1-m} + c_0^2(\tau + N^{3-m})^2), \quad (4.64) \]
where Lemma 4.3 has been used.
Step 2: Estimate for $||\nabla \bar{e}_N^N||$. From (2.10a), we have the error equation

$$(\mathcal{D}_2 \bar{e}_j, v_N) + (\Delta \bar{e}_j, \Delta v_N) - (\Delta E_{j}^{f}, v_N) = (\Delta R_{j}^{f}, v_N) + (R_{i}^{j}, v_N),$$

(4.65)

where $E_{j}^{f}, R_{j}^{j}, R_{i}^{j}$ are given by

$$E_{j}^{f} = f(B\Phi^{j-1}) - f(B\Phi(\cdot, t_{j-1})), \quad R_{j}^{f} = f(B\Phi(\cdot, t_{j-1})) - f(\Phi(\cdot, t_{j})), \quad R_{i}^{j} = \partial_{t}\Phi(\cdot, t_{j}) - \mathcal{D}_2 \Phi(\cdot, t_{j}).$$

By the definition of $P_{N}$ and the properties in (4.41), one has

$$(\mathcal{D}_2 e_{j}, v_N) = 0 \quad \text{and} \quad (\Delta^2 e_{j}, v_N) = 0, \quad \forall v_N \in S_{N}.$$

Thus (4.65) can be rewritten as

$$(\mathcal{D}_2 \bar{e}_j, v_N) + (\Delta^2 \bar{e}_j, v_N) - (\Delta E_{j}^{f}, v_N) = (\Delta R_{j}^{f}, v_N) + (R_{i}^{j}, v_N).$$

(4.66)

Multiplying (4.66) by $\theta_{k-j}^{(k)}$ and summing $j$ from 1 to $k$, we have

$$(\nabla \bar{e}_N^k, v_N) + \sum_{j=1}^{k} \theta_{k-j}^{(k)}(\Delta^2 \bar{e}_N^k, v_N) - \sum_{j=1}^{k} \theta_{k-j}^{(k)}(\Delta E_{j}^{f}, v_N) = \sum_{j=1}^{k} \theta_{k-j}^{(k)}(\Delta R_{j}^{f} + R_{i}^{j}, v_N),$$

where (3.24) has been used. Choosing $v_N = -2\Delta \bar{e}_N^k$ and summing $k$ from 1 to $n$, we have

$$||\nabla \bar{e}_N^N||^2 - ||\nabla \bar{e}_N^k||^2 + 2 \sum_{k=1}^{n} ||\nabla \bar{e}_N^k||^2 + 2 \sum_{k=1}^{n} \sum_{j=1}^{k} \theta_{k-j}^{(k)}(\Delta \bar{e}_N^k, \Delta \bar{e}_N^k)$$

$$= 2 \sum_{k=1}^{n} \sum_{j=1}^{k} \theta_{k-j}^{(k)}(\nabla E_{j}^{f}, \nabla \Delta \bar{e}_N^k) + 2 \sum_{k=1}^{n} \sum_{j=1}^{k} \theta_{k-j}^{(k)}(\nabla \Delta R_{j}^{f} + \nabla R_{i}^{j}, \nabla \bar{e}_N^k).$$

(4.67)

Exchanging the summation order and applying Young’s inequality, we have

$$2 \sum_{k=1}^{n} \sum_{j=1}^{k} \theta_{k-j}^{(k)}(\nabla \Delta \bar{e}_N^k, \nabla \bar{e}_N^k) = 2 \sum_{j=1}^{n} (\nabla E_{j}^{f}, \sum_{k=j}^{n} \theta_{k-j}^{(k)} \nabla \Delta \bar{e}_N^k)$$

$$\leq 40\delta^{-1} \sum_{j=1}^{n} \tau_j ||\nabla E_{j}^{f}||^2 + \delta \sum_{j=1}^{n} \frac{||\sum_{k=j}^{n} \theta_{k-j}^{(k)} \nabla \Delta \bar{e}_N^k||^2}{40\tau_j}. \quad (4.68)$$

From Lemma 3.2 we have

$$2 \sum_{k=1}^{n} \sum_{j=1}^{k} \theta_{k-j}^{(k)}(\nabla \Delta \bar{e}_N^k, \nabla \bar{e}_N^k) \geq \delta \sum_{j=1}^{n} \frac{||\sum_{k=j}^{n} \theta_{k-j}^{(k)} \nabla \Delta \bar{e}_N^k||^2}{20\tau_j}. \quad (4.69)$$

Inserting (4.68)-(4.69) into (4.67) and removing $2 \sum_{k=1}^{n} (\nabla \bar{e}_N^k)^2$ yields

$$||\nabla \bar{e}_N^N||^2 + \delta \sum_{j=1}^{n} \frac{||\sum_{k=j}^{n} \theta_{k-j}^{(k)} \nabla \Delta \bar{e}_N^k||^2}{40\tau_j}$$

$$\leq ||\nabla \bar{e}_N^N||^2 + 40\delta^{-1} \sum_{j=1}^{n} \tau_j ||\nabla E_{j}^{f}||^2 + 2 \sum_{j=1}^{n} \frac{||\sum_{k=j}^{n} \theta_{k-j}^{(k)}(\nabla \Delta R_{j}^{f} + \nabla R_{i}^{j})|| \cdot \nabla \bar{e}_N^k||^2}{40\tau_j}. \quad (4.70)$$
We now estimate (4.70) item by item. It follows from Lemmas 4.3 and 4.5 that

\[ 2 \sum_{k=1}^{n} \| \sum_{j=1}^{k} \theta_{k-j}^{(k)} \nabla R_{j}^{2} \| + 2 \sum_{k=1}^{n} \| \sum_{j=1}^{k} \theta_{k-j}^{(k)} \nabla R_{j}^{2} \| \leq 30 \bar{g}(R) R^{2} [t_{n}(1 + 5r_{\text{max}}) + 2] \bar{r}^{2} + (4 + (1 + 5r_{\text{max}})t_{n}) R \tau^{2} := \bar{C}_{3} \bar{r}^{2}. \quad (4.71) \]

If \( \| \nabla e_{N}^{n} \| < \rho^{n-1} \), one can directly obtain the following estimate by (4.64)

\[ \| \nabla e_{N}^{n} \| \leq (C_{p} R / c_{\Omega}) + 4M / 3C_{\Omega})(N^{1-m} + c_{0}^{2}(\tau + N^{3-m})^{2}). \quad (4.72) \]

Now we only need to consider the situation of \( \| \nabla e_{N}^{n} \| \geq \rho^{n-1} \). It follows from Lemma 4.6 that

\[ 40 \delta^{-1} \sum_{k=1}^{n} \tau_{k} \| \nabla E_{j}^{k} \|^{2} \leq 40 \delta^{-1} \bar{C}_{2}(\| \nabla e_{N}^{n} \| + \rho^{n-1})(t_{n} \rho^{n-1} + \sum_{k=1}^{n} \tau_{k} \| \nabla e_{N}^{k-1} \|) \]

\[ \leq 80 \delta^{-1} \bar{C}_{2} \| \nabla e_{N}^{n} \| (t_{n} \rho^{n-1} + \sum_{k=1}^{n} \tau_{k} \| \nabla e_{N}^{k-1} \|). \quad (4.74) \]

Eliminating \( \| \nabla e_{N}^{n} \| \) from (4.73) gives

\[ \| \nabla e_{N}^{n} \| \leq \| \nabla e_{N}^{n} \| + \bar{C}_{3} \bar{r}^{2} + 80 \delta^{-1} \bar{C}_{2}(t_{n} \rho^{n-1} + \sum_{k=1}^{n} \tau_{k} \| \nabla e_{N}^{k-1} \|). \]

By Lemma 4.2 we have

\[ \| \nabla e_{N}^{n} \| \leq \exp(80 \delta^{-1} \bar{C}_{2} t_{n}) (\| \nabla e_{N}^{n} \| + \bar{C}_{3} \bar{r}^{2} + 80 \delta^{-1} \bar{C}_{2} t_{n} \rho^{n-1}) \). \quad (4.76) \]

Noticing that \( \phi^{0} = P_{N} \phi^{0} \) and (4.64), we get

\[ \| \nabla e_{N}^{n} \| \leq C_{0} (\tau^{2} + N^{1-m} + c_{0}^{2}(\tau + N^{3-m})^{2}), \quad (4.77) \]

where

\[ C_{0} = \exp(80 \delta^{-1} \bar{C}_{2} T) \left[ C_{p} R / c_{\Omega} + \bar{C}_{3} + 80 \delta^{-1} \bar{C}_{2} T \left( C_{p} R / c_{\Omega} + 4M / 3C_{\Omega} \right) \right]. \]

Combining (4.77) and (4.72), we have the following estimation whether \( \| \nabla e_{N}^{n} \| > \rho^{n-1} \) or not

\[ \| \nabla e_{N}^{n} \| \leq \max \{ \| \nabla e_{N}^{n} \|, \rho^{n-1} \} \leq C_{1} (\tau^{2} + N^{1-m} + c_{0}^{2}(\tau + N^{3-m})^{2}), \quad (4.78) \]

where \( C_{1} = C_{0} + \left( C_{p} R / c_{\Omega} + 4M / 3C_{\Omega} \right) \). According to Lemma 3.3 and (4.70)-(4.73), we have

\[ \frac{\bar{C}_{3}}{2} \sum_{k=1}^{n} \tau_{k} \| \nabla \Delta e_{N}^{n} \|^{2} \leq \| \nabla e_{N}^{n} \|^{2} + 40 \delta^{-1} \bar{C}_{2} t_{n} (\| \nabla e_{N}^{n} \| + \rho^{n-1})^{2} + \bar{C}_{3} \bar{r}^{2} \| \nabla e_{N}^{n} \|. \quad (4.79) \]
Step 3: Give an estimate of \( \|\nabla e^n\| \) without introducing \( c_0 \). It follows from (4.80) that
\[
\tau^2 + N^{1-m} + c_0^2(\tau + N^{3-m})^2 \leq 2(\tau + N^{3-m}).
\] (4.80)

Considering (4.78)-(4.79), Lemma 4.3 and the triangle inequality yields
\[
\|\nabla e^n\| \leq \|\nabla e^n\| + \|e^n\|_1 \\
\leq C_1(\tau^2 + N^{1-m} + c_0^2(\tau + N^{3-m})^2) + C_pRN^{1-m} \tag{4.81}
\]
\[
\leq C_2(\tau + N^{3-m}), \tag{4.82}
\]
and
\[
\sum_{k=1}^n \tau_k \|\nabla e^k\|^2 \leq 2 \sum_{k=1}^n \tau_k (\|\nabla e^k\|^2 + \|\nabla e^k\|^2) \\
\leq \frac{4}{\epsilon_3} \left( \|\nabla e^k\|^2 + 40\delta^{-1}\bar{C}_2t_n(\|\nabla e^k\| + \rho^n)^2 + \bar{C}_3\|\nabla e^k\|^2 \right) 2t_n \|\nabla e^k\|^2 \\
\leq \frac{4}{\epsilon_3} (1 + 160\delta^{-1}\bar{C}_2t_n)C_1^2 (\tau^2 + N^{1-m} + c_0^2(\tau + N^{3-m})^2)^2 \\
+ \frac{4}{\epsilon_3} \bar{C}_3\tau^2C_1 (\tau^2 + N^{1-m} + c_0^2(\tau + N^{3-m})^2) + 2t_n(C_pRN^{3-m})^2 \tag{4.83}
\]
\[
\leq C_2(\tau^2 + N^{2(3-m)}), \tag{4.84}
\]
where the last steps of (4.82) and (4.84) follow from (4.80). Here \( C_2 \) is independent of \( c_0 \) and defined as
\[
C_2 = (2C_1 + C_pR) + \left[ \frac{32}{\epsilon_3} (1 + 160\delta^{-1}\bar{C}_2T)C_1^2 + \frac{8}{\epsilon_3} \bar{C}_3\tau^2C_1 + 2T(C_pR)^2 \right].
\]

According to (4.51), (4.57), (4.64) and (4.82), we have
\[
\|\nabla E_f^k\| \leq \bar{C}_1[\tau + N^{3-m}] + C_pRc_1N^{1-m} + \frac{4M}{3c_1} (\tau + N^{3-m}).
\]

Combining with (4.44) in Lemma 4.2, we have
\[
\|\nabla E_f^k\| + \|\nabla R_f^k\| \leq C_3(\tau + N^{3-m}), \tag{4.85}
\]
where \( C_3 = \bar{C}_1[\tau + C_pRc_1N^{1-m} + \frac{4M}{3c_1}] + 2\bar{g}(R)R^2[(1 + 5r_{\max})T^2 + 1] \). Besides,
\[
E(\bar{\phi}^k) - E(\Phi(\cdot, t_k)) = \frac{1}{2} \int_{\Omega} |\nabla \bar{\phi}^k|^2 - |\nabla \Phi(\cdot, t_k)|^2 \, dx + \frac{1}{4\epsilon^2} \int_{\Omega} |\nabla \bar{\phi}^k|^2 - |\nabla \Phi(\cdot, t_k)|^2 \, dx \\
= \frac{1}{2} (|\nabla \Phi(\cdot, t_k)|^2, \nabla \bar{\phi}^k) + \frac{1}{4\epsilon^2} ((\bar{\phi}^k)^2 + \Phi(\cdot, t_k))^2 - 2, (\bar{\phi}^k + \Phi(\cdot, t_k))\bar{\phi}^k) \\
\leq \bar{C}_4\|\nabla \bar{\phi}^k\| \leq \bar{C}_4C_2(\tau + N^{3-m}) \tag{4.86}
\]
where \( \bar{C}_4 = \frac{1}{4}(M + R) + \frac{1}{4\epsilon^2} (C_{1\Omega}M^2 + R^2 + 2)(M + R) \) and the first inequality follows from \( \|\bar{\phi}^n\|_{L^\infty} \leq C_{1\Omega}\|\bar{\phi}^n\|_{H^2} \leq C_{1\Omega}M \) and \( \|\bar{\phi}^n\|_{H^1} \leq M \).

Step 4: Estimate of \( |s^n| \). Noticing that
\[
\partial_t \Gamma(t_n) + \|\nabla \mu(t_n)\|^2 = 0, \tag{4.87}
\]
\[
\frac{\gamma^n}{\tau_n} + \frac{\gamma^{n-1}}{E(\bar{\phi}^n) + 1} \|\nabla \bar{\phi}^n + \nabla f(B\bar{\phi}^{n-1})\|^2 = 0, \tag{4.88}
\]
we can get the following error equation
\[
\frac{s^k - s^{k-1}}{\tau_k} + \frac{\gamma_k}{E(\phi^k) + 1} \| \nabla \Delta \bar{\phi}^k + \nabla f(B\phi^{k-1}) \|^2 - \| \nabla \mu(t_k) \|^2 = R^k_k,
\]
where \( R^k_k = \partial_t \Gamma(t_k) - \frac{\Gamma(t_k) - \Gamma(t_{k-1})}{\tau_k} \). Multiplying \( \tau_k \) and summing \( k \) from 1 to \( n \), we have
\[
s^n = s^0 - \sum_{k=1}^n \tau_k \| \nabla \mu(t_k) \|^2 Q^k_k - \sum_{k=1}^n \tau_k \frac{\gamma_k}{E(\phi^k) + 1} Q^k_2 + \sum_{k=1}^n \tau_k R^k_k,
\]
where \( Q^k_1 = \frac{\alpha_k}{E(\phi^k) + 1} - 1 \); \( Q^k_2 = \| - \nabla \Delta \bar{\phi}^n + \nabla f(B\phi^{k-1}) \|^2 - \| \nabla \mu(t_k) \|^2 \).

We now estimate \( Q_1, Q_2 \) one by one. In view of \( \Gamma(t_k) = E(\Phi(\cdot, t_k)) + 1 \) and (4.89), we have
\[
Q^k_1 = \frac{s^n}{E(\phi^k) + 1} + \frac{\Gamma(t_k)}{E(\phi^k) + 1} - 1 = \frac{s^n}{E(\phi^k) + 1} + \frac{E(\Phi(\cdot, t_k)) - E(\bar{\phi}^k)}{E(\phi^k) + 1} \leq s^n + C_4 (\tau + N^{3-m}), \tag{4.90}
\]
In view of \( \nabla g(u) = g'(u)\nabla u \), we have
\[
\| \nabla \mu(\cdot, t_k) \| \leq \| \nabla \Delta \Phi(\cdot, t_k) \| + \| f'(\Phi(\cdot, t_k)) \|_{L^\infty} \| \nabla \Phi(\cdot, t_k) \|
\leq (1 + g(R)) R := \bar{C}_6,
\]
\[
\| \nabla f(B\phi^{k-1}) \| \leq \| f'(B\phi^{k-1}) \|_{L^\infty} \| \nabla B\phi^{k-1} \| \leq \bar{g}(M)(1 + 2r_{\text{max}})M.
\]
Thus, one has
\[
\| \nabla \mu(\cdot, t_k) - \nabla \Delta \bar{\phi}^k + \nabla f(B\phi^{k-1}) \| \leq \| \nabla \mu(\cdot, t_k) \| + \| \nabla \Delta \bar{\phi}^k \| + \| \nabla f(B\phi^{k-1}) \| = \bar{C}_6 + \| \nabla \Delta \bar{\phi}^k \|,
\]
where \( \bar{C}_6 = (2 + g(R)) R + \bar{g}(M)(1 + 2r_{\text{max}})M \). Consequently,
\[
Q^k_2 = \left( - \nabla \Delta \bar{\phi}^k + \nabla f(B\phi^{k-1}) + \nabla \mu(t_k), -\nabla \Delta \bar{\phi}^k + \nabla f(B\phi^{k-1}) - \nabla \mu(t_k) \right)
\leq \| \nabla \mu(t_k) - \nabla \Delta \bar{\phi}^k + \nabla f(B\phi^{k-1}) \| \| - \nabla \Delta \bar{\phi}^k + \nabla f(B\phi^{k-1}) \| + \| \nabla f(B\phi^{k-1}) - \nabla \mu(t_k) \|
\leq (\bar{C}_6 + \| \nabla \Delta \bar{\phi}^k \|)(\| \nabla \Delta \bar{\phi}^k \| + \| \nabla E^k_f - \nabla R^k_f \|).
\]
With the help of the Cauchy-Schwarz inequality, we have
\[
\sum_{k=1}^n \sqrt{\tau_k} \| \nabla \Delta \bar{\phi}^k \| \cdot \sqrt{\tau_k} \leq \left( \sum_{k=1}^n \tau_k \| \nabla \Delta \bar{\phi}^k \|^2 \right)^{\frac{1}{2}} \left( \sum_{k=1}^n \tau_k \right)^{\frac{1}{2}}. \tag{4.93}
\]
Combining the estimates (4.92) and (4.93), we have
\[
\sum_{k=1}^n \tau_k Q^k_2 \leq \sum_{k=1}^n \tau_k (\bar{C}_6 + \| \nabla \Delta \bar{\phi}^k \|)(\| \nabla \Delta \bar{\phi}^k \| + \| \nabla E^k_f - \nabla R^k_f \|)
\leq \sum_{k=1}^n \tau_k \| \nabla \Delta \bar{\phi}^k \|^2 + \bar{C}_6 t_n \max_{1 \leq k \leq n} \| \nabla E^k_f - \nabla R^k_f \|
\leq \sum_{k=1}^n \tau_k \| \nabla \Delta \bar{\phi}^k \|^2 \| \nabla E^k_f - \nabla R^k_f \|
\leq \left( \sum_{k=1}^n \tau_k \| \nabla \Delta \bar{\phi}^k \|^2 \right)^{\frac{1}{2}} \sqrt{\tau_n} (\bar{C}_6 + \max_{1 \leq k \leq n} \| \nabla E^k_f - \nabla R^k_f \|) \leq C_5 (\tau + N^{3-m}), \tag{4.94}
\]
where the last step follows from (4.81)-(4.83) and \( C_5 = C_2 + \bar{C}_6 t_n C_3 + \sqrt{C_2 T}(\bar{C}_6 + C_3) \). For the last term of (4.30), we can derive
\[
\sum_{k=1}^n \tau_k R^k_k = \sum_{k=1}^n [\tau_k \partial_t \Gamma(t_k) - \Gamma(t_k) + \Gamma(t_{k-1})] = -\sum_{k=1}^n \int_{t_{k-1}}^{t_k} (t_k - s) \partial_t \Gamma(s) ds
\leq \tau \int_0^T |\partial_t \Gamma(s)| ds \leq 2T(\bar{g}(R) R + 1) R \tau := C_7 \tau, \tag{4.95}
\]
where the last inequality follows from the fact
\[
\partial_t \Gamma(t) = \partial_t (-\Delta \Phi(\cdot, t) + f(\Phi(\cdot, t), \partial_t \Phi(\cdot, t)) = (-\Delta \partial_t \Phi(\cdot, t) + f'(t) \Phi(\cdot, t) \partial_t \Phi(\cdot, t)) + (-\Delta \Phi(\cdot, t) + f(\Phi(\cdot, t), \partial_t \Phi(\cdot, t)) \\
\leq (\|\Delta \partial_t \Phi(\cdot, t)\| + \|f'(t) \Phi(\cdot, t) \partial_t \Phi(\cdot, t)\|)\|\partial_t \Phi(\cdot, t)\| + (\|\Delta \Phi(\cdot, t)\| + \|f(\Phi(\cdot, t), \partial_t \Phi(\cdot, t))\|)\|\partial_t \Phi(\cdot, t)\| \\
\leq 2(\bar{g}R/R + 1)R.
\]
Combining the estimates (4.90)-(4.95) and (4.89), we have
\[
s^n \leq \bar{C}_5 \sum_{k=1}^n \tau_k s^k + [C_4 \tau + \gamma^0 C_5 + \bar{C}_7](\tau + N^{3-m}) + s^0.
\]
With \( \tau < 1/(\bar{C}_5^2 + 1) \) in (4.57) and initial condition \( \gamma^0 = \Gamma(t_0) \), it is a consequence of Lemma 4.2 that
\[
|s^n| \leq C_6(\tau + N^{3-m}). \tag{4.96}
\]
Here the constant \( C_6 \) can be defined as
\[
C_6 = \exp((1 + \bar{C}_5^2)(\bar{C}_5^2)T)(1 + \bar{C}_5^2)(C_4 T + \gamma^0 C_5 + \bar{C}_7).
\]
**Step 5: Estimate of \(|1 - \xi^n|\).** Combining (2.10c), (4.80) and (4.96) yields
\[
|1 - \xi^n| = \frac{E(\phi^n) + 1 - \gamma^n}{E(\phi^n) + 1} = \frac{E(\phi^n) - E(\Phi(\cdot, t_n)) + \Gamma^n - \gamma^n}{E(\phi^n) + 1} \\
\leq C_4(\tau + N^{3-m}) + s^n \leq (C_4 + C_6)(\tau + N^{3-m}). \tag{4.97}
\]
We set \( c_0 = C_4 + C_6 \), then the mathematical induction for (4.62) is completed. In fact, \( c_0 \) is a constant independent of \( n, \tau, N \), which plays an important role in mathematical induction.

Now we substitute \( c_0 = C_4 + C_6 \) into the second row of (4.81) and deduce
\[
\|\nabla e^n\| \leq C_1(\tau^2 + N^{1-m} + (C_4 + C_6)^2(\tau + N^{3-m})^2) + C_5 R N^{1-m} \leq C(\tau^2 + N^{3-m}). \tag{4.98}
\]
Similarly, from the third inequality of (4.83), we have
\[
\sum_{k=1}^n \tau_k \|\nabla \Delta e^k\|^2 \leq C(\tau^4 + N^{2(3-m)}). \tag{4.99}
\]
Noticing \( e^n = \tilde{e}^n + (1 - \eta^n)\tilde{\phi}^n \) and (4.63), \( \|\nabla e^n\| \) and \( \sum_{k=1}^n \tau_k \|\nabla \Delta e^k\|^2 \) can be estimate as (4.68)-(4.69) by the triangle inequality and (4.98), (4.99). Besides, (4.60) follows from (4.96). The proof is completed. \( \square \)

**Remark 2.** We point out that the inequality zoom in (4.74) plays an important role in achieving the optimal second-order error estimate. In fact, if the Grönwall’s inequality is used directly, the Young’s inequality leads to \( \sum_{k=1}^n \tau_k \|\nabla \Delta R^k_f + \nabla R^k_i\|^2 = O(\tau^3) \) inevitably as discussed in (12). This ultimately leads to the order reduction as follows
\[
\|\nabla e^n_N\| \leq C_0 \left( \tau^{3/2} + N^{1-m} + c_0^2(\tau + N^{3-m})^2 \right),
\]
instead of (4.71). On the contrary, by using the inequality zoom, the term \( \|\nabla e^n_N\| \) can be eliminated in (4.75), which avoids the use of Young’s inequality. In this case, the Grönwall’s inequality obtains the second-order sharp estimate of \( \|\nabla e^n_N\| \).
5 Numerical examples

We now present 2D and 3D numerical examples to demonstrate the accuracy, energy stability, and efficiency of the proposed scheme (2.10). In simulations, we set the computational domain $\Omega = [0, 2\pi]^d$ with periodic boundary conditions. We adopt the Fourier-spectral method to discretize the space with $N$ Fourier modes for each direction. Unless otherwise specified, we take $N = 128$.

5.1 Accuracy test of time

We first investigate the temporal convergence rate for scheme (2.10) in 2D. Here we take $\varepsilon = 0$.

Since the exact solutions of the system are not known, we compute the reference solution by scheme (2.10) with a tiny time size $\tau = 1 \times 10^{-7}$. We generate a random time mesh $\tau_k = T \theta_k / (\sum_{k=1}^{K} \theta_k)$ under condition A1, where $T$ is the final time and $\theta_k$ is a random perturbation uniformly distributed in $(1/4.86, 1)$. Denote $e$ by the error. The corresponding convergence order of time at $T$ is calculated by

\[
\text{Order} := \frac{\log e(K) - \log e(2K)}{\log \tau(K) - \log \tau(2K)},
\]

where $\tau(K)$ represents the max time step size of $\{\tau_k\}_{k=1}^{K}$.

By varying the number of random steps $K$, we compute the $H^1$ errors of the phase variable and the absolute error of modified energy between the reference and approximate solutions at time $t = 0.1$. As shown in Table 1, $\|\phi^K - \Phi(\cdot, t_K)\|_{H^1}$ and $|\gamma^K - \Gamma(t_K)|$ have the second-order and first-order convergence accuracy in time, respectively, which coincides with the theoretical analysis in Theorem 4.1.

Table 1: The error and convergence order of BDF2 scheme (2.10) at $t = 0.1$

| K     | $\tau$     | $\|\phi^K - \Phi(\cdot, t_K)\|_{H^1}$ Order | $|\gamma^K - \Gamma(t_K)|$ Order | max $r_k$ |
|-------|------------|---------------------------------------------|--------------------------------|-----------|
| 400   | 4.0731e-04 | 5.6229e-04 -                                    | 4.5841e-01 -                       | 4.501     |
| 800   | 2.0643e-04 | 1.5974e-04 1.85                                 | 2.4304e-01 0.93                    | 4.799     |
| 1600  | 1.0229e-04 | 3.6817e-05 2.09                                 | 1.1966e-01 1.01                    | 4.731     |
| 3200  | 5.1749e-05 | 9.7311e-06 1.95                                 | 6.0611e-02 1.00                    | 4.774     |

5.2 Coalescence of two kissing bubbles in 2D

We now consider the coalescence of two kissing bubbles by taking $\varepsilon^2 = 0.1$ and the initial value as

\[
\phi^0(x) = -\tanh \left( \frac{\sqrt{(x-x_1)^2 + (y-y_1)^2}}{4\varepsilon} \right),
\]

where $x_1 = \pi - 1, y_1 = \pi - \pi, r_1 = 1, x_2 = \pi + 1, y_2 = \pi, r_1 = 1$.

The adaptive time-stepping strategy [13, 26] was adopted by

\[
\tau_{n+1} = \max \left\{ r_{\text{max}} \tau_n, r_{\text{min}}, \frac{\tau_{\text{max}}}{\sqrt{1 + \alpha|E(t_n)|^2}} \right\},
\]

(5.100)
where \( \delta_t E(t_n) \) presents the discrete temporal derivative of the energy defined by \( \delta_t E(t_n) = (\gamma^n - \gamma^{n-1}) / \tau_n \). Here \( \tau_{\text{min}} \) and \( \tau_{\text{max}} \) are the minimum and maximum time steps respectively and \( \alpha \) is a tunable parameter related to the level of the adaptivity. Here we take \( \tau_{\text{min}} = 10^{-4} \), \( \tau_{\text{max}} = 7 \times 10^{-3} \) and \( \alpha = 0.01 \).

We compare the evolution of the modified energy \( \gamma^n \) under different time steps, and select the original energy with \( \tau = 10^{-4} \) as the reference solution. Figure 1(a) shows that \( \gamma^n \) converges to the wrong solution when the time step is chosen too large, such as \( \tau = 7 \times 10^{-3} \). There is no difference in the evolution of \( \gamma^n \) between the adaptive step and \( \tau = 10^{-4} \). Meanwhile, the modified energy \( \gamma^n \) is decreasing all the time in keeping with the evolution of \( \Gamma(t_n) \). This verifies that the given adaptive scheme preserves the energy dissipation law without sacrificing accuracy.

We now consider the CPU time for different adaptive and fixed step sizes. Figure 1(b) plots the adaptive time steps, which shows the adaptive step takes relatively large time steps when energy changes slowly. As shown in Figure 1(c), adaptive strategy significantly reduces the CPU time compared with fixed step \( \tau = 10^{-4} \). In addition, one can see that the CPU times are almost commensurate between the adaptive strategy and the fixed step \( \tau = 7 \times 10^{-3} \), but the solution will be incorrect for \( \tau = 7 \times 10^{-3} \) for long time simulations, and the adaptive strategy (5.100) still work well.

The phase transition behavior of the density field \( \Phi \) is shown in Figure 2. One can see the two spheres slowly merge and eventually and stabilize into a circular region. The observed phenomena are consistent with the published results in [37].

Figure 1: (a): Evolution of modified discrete energy; (b): adaptive time-step size; (c): CPU time contrast

Figure 2: Solution snapshots at \( t = 0, 0.1, 0.2, 0.5, 0.8, 1 \).
5.3 Evolutions of coarsening process

We now consider the coarsening dynamics of C-H equation with random initial values in 2D and 3D, respectively. The random initial value is given as

$$\Phi^0(x) = 0.35 + 0.3\text{Rand}(x) \quad x \in (0, 2\pi)^d, \quad d = 2, 3.$$  

5.3.1 The coarsening process in 2D

We first investigate the coarsening process in dimension two by taking the parameters as $\varepsilon = 0.3$, $\tau_{\text{max}} = 10^{-4}$, $\tau_{\text{min}} = 10^{-5}$, $\alpha = 0.01$. The time adaptive strategy is also used by [5,100].

![Figure 3: Evolutions of modified discrete energy (a) and adaptive time steps (b) (a)](image)

![Figure 4: Solution snapshots at $t = 0, 0.1, 0.2, 1, 2, 3$. (a)](image)

As shown in Figure 3(a), the modified energy is strictly dissipated and closely related to the original energy. Figure 3(b) shows that the adaptive step size is relatively small when the energy changes dramatically. Comparatively, the step size is larger when energy evolves slowly. Finally, snapshots of the evolution about phase transitions are shown in Figure 4 which is consistent with our theory.
5.3.2 The coarsening process in 3D

We now consider the coarsening process in dimension three. The parameters are taken as $N = 48$, $\varepsilon = h = 2\pi/N$, $\tau_{\text{max}} = 10^{-4}$, $\tau_{\text{min}} = 4 \times 10^{-5}$, $\alpha = 1$.

The temporal evolution is shown in Figure 5. The evolution of phase separation dynamics can be observed. We display the temporal evolutions of original discrete energy and modified discrete energy in Figure 6 which again shows the energy is non-increasing for 3D case.

![Figure 5: The isosurface of $\{x | \Phi(x) = 0\}$ at $t = 0, 0.2, 0.4, 0.8, 1, 1.8.$](image)

![Figure 6: Evolution of modified discrete energy (a) and adaptive time-step size (b) in 3D](image)

In addition, we study the accuracy and efficiency of adaptive strategy and fixed-step strategies with time. Here we take the numerical solution with $\Delta t = 4 \times 10^{-5}$ as reference. Figure 7(a) shows the error evolution of energy of adaptive step size and fixed step size $\Delta t = 1 \times 10^{-4}$. In particular, the energy
error of the adaptive strategy is always less than $10^{-5}$. Figure 7(b) plots the CPU time, which shows the adaptive strategy significantly reduces CPU time consumption at the almost same accuracy comparing with the very fine fixed time size.

![Figure 7](image)

Figure 7: Error of $\gamma$ (a) and CPU time contrast (b) in 3D

6 Conclusions

In this paper, we have constructed and analysed a variable time-step BDF2 IMEX scheme for the C-H equation (1.1) by Fourier spectral method in space, which is inspired by the generalized SAV approach introduced in [18]. The unconditional dissipation of the modified energy is proved rigorously. This paper focuses on the optimal $H^1$-norm error estimation in time under a mild step-ratio condition $A1$ (i.e., $0 < r_k < 4.8645$). To this end, our analysis is mainly based on DOC kernels and its generalized properties. By using the first-order consistent BDF1 scheme to compute the initial step solution $\phi^1$, we achieve the global second-order accuracy of BDF2 scheme with variable time steps. This is obtained by the inequality zoom and some delicate error analysis on the truncation errors. We verify numerically that the modified discrete energy of the adaptive scheme is strictly dissipated and related to the original energy. The proposed adaptive strategy can improve efficiency without sacrificing accuracy, which is verified experimentally by comparing with constant step. In addition, the obtained results on variable-step BDF2 can also be extended to some newly developed methods, such as R-GSAV method [25], which will be our future work.
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