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Abstract

Diversity can be decomposed into three distinct concepts, namely: variety, balance and disparity. This paper borrows from the extensive formalization and measures of diversity developed in ecology in order to evaluate the variety and balance of multiword expression annotation produced by automatic annotation systems. The measures of richness, normalized richness, and two variations of Hill’s evenness are considered in this paper. We observe how these measures behave against increasingly smaller samples of gold annotations of multiword expressions and use their comportment to validate or invalidate their pertinence for multiword expressions in annotated texts. We apply the validated measures to annotations in 14 languages produced by systems during the PARSEME shared task on automatic identification of multiword expressions and on the gold versions of the corpora. We also explore the limits of such evaluation by studying the impact of lemmatization errors in the Turkish corpus used in the shared task.

1 Introduction

Diversity of naturally occurring phenomena and artefacts is a desirable property of many environments and systems. It has been modelled and measured in many domains, including linguistics but has rarely been formalized with respect to particular linguistic phenomena within one language. This paper addresses diversity of one particular phenomenon: multiword expressions (MWEs), which are combinations of words, such as out of the blue or pay a visit, exhibiting idiosyncratic properties at lexical, morphological, syntactic and/or semantic level (Baldwin and Kim, 2010). Automatic annotation of multiword expression occurrences in texts – henceforth referred to as MWE identification following nomenclature from Constant et al. (2017) – has been the focus of many works, among which the PARSEME shared tasks (Savary et al., 2017; Ramisch et al., 2018, 2020). During these tasks, performances of participating systems were evaluated on the precision, recall, and F1-score of their annotations.

In order to get a better understanding of how participating MWE identifiers behave, performances were also measured for specific subtasks such as the annotation of light verb construction occurrences (pay a visit, give a lecture), or the annotation of MWEs that were not seen during training. Such analysis of the resulting annotation stems from a need to make sure that the systems getting the best scores are not simply performing well on a few easier, more rewarding subtasks while ignoring others. Thus, these evaluation scenarios implicitly address some aspects of data and system diversity.

In this paper we follow the same objectives but we address diversity explicitly and formally. We suggest that diversity measures could later be used to put performance measures in perspective, by favoring NLP tools which cover diverse types and not only easy and repetitive cases.

The paper is organized as follows. We first present related work in estimating diversity in linguistics and NLP (Sec. 2). We present the data used in experiments (Sec. 3). We formalize diversity with respect to the MWE phenomenon and propose concrete measures (Sec. 4). Then we experiment with these measures to estimate diversity in MWE-annotated corpora and in annotations produced by systems participating in the PARSEME shared task 1.2 (Sec. 5) and we offer a discussion of the results (Sec. 6). Finally, we conclude and suggest perspectives for future work (Sec. 7).

2 Related Work in Linguistic Diversity

Measuring diversity, – often along its three dimensions: variety, balance and disparity (Sec. 4) – has been practiced in domains such as ecology, economy, public policy, information theory, social media, etc. (Morales et al., 2021).
Diversity is also a central notion in linguistic debates. Evans and Levinson (2009) oppose to the hypothesis of the existence of language universals (Greenberg, 1966) and suggest that linguistic research should rather use diversity as a starting point.

Quantifying linguistic diversity has been performed for decades. Greenberg (1956) measured the probability of monolingual members of a population to speak the same language. Nettle (1999), cited by Harmon and Loh (2010), modelled language diversity in terms of richness (the number of different languages in a given geographical area), phylogenetic diversity (the number of different lineages in the phylogenetic tree of languages) or structural diversity (variation among structures within languages). The Terralingua initiative suggested that linguistic diversity should be regarded, from a holistic perspective, as part of biocultural diversity, and proposed indices to follow the number of world’s active languages, the distribution of mother-tongue speakers among them and the rate of language extinction (Harmon and Loh, 2010). Also socio-linguistic diversity was measured in terms of the probability of using more than one common language in multilingual communication, as well as the degree of diversity of language policies (Gazzola et al., 2020).

All these measures are inter-linguistic. We are, conversely, interested in intra-linguistic measures which would represent diversity of linguistic phenomena within one language, and more precisely within NLP artefacts such as language resources and outcomes of NLP tools.

The need for diversity in training data and its impact of the performance of NLP tools has been stressed in parsing (Narayan and Cohen, 2015) or question answering (Yang et al., 2018). In these works, however, the notion of diversity was used loosely and in ad hoc manner (e.g. to describe adding noise to training data, or using multiple knowledge sources and topics) rather than formally defined.

In other works more precise diversity measures do occur. This is especially the case in natural language generation (NLG), where the so-called quality-diversity tradeoff problem is observed (systems reduce the potential diversity of their generated outputs to better fit the reference). We notice, however, that the use of diversity in NLG is not standardized. Li et al. (2016) calculate the number of distinct unigrams and bigrams in generated text and Zhang et al. (2020) use Shannon’s entropy, measures which relate to richness and balance, respectively. Agirre et al. (2016) define Word Embedding Similarity, i.e. the average cosine distance between utterance embeddings. Zhu et al. (2018) use SelfBLEU, i.e. the BLEU measure applied to generated utterances rather than to the reference. Palumbo et al. (2020) mix the 2 previous measures with Jaccard, i.e. the average word overlap across utterances. These are distance measures which might be used to model disparity (if items and types are properly defined). Some of those measures are also implemented in NLG toolboxes (Li et al., 2021). Thus, diversity estimation is becoming an inherent component of NLG models.

On the other hand, complexity, a notion somewhat similar to diversity has also been measured in NLP (Brunato et al., 2016), e.g. for the sake of language learning or text simplification.

We, conversely, are interested in diversity (a notion larger than complexity) and in its promotion in language resources and tools. In this paper, we mainly focus on two of the three aspects of diversity, variety and balance. Especially the latter seems to have rarely been formalised and measured in NLP.

3 Data

Before going into details on what our diversity measures will be, we take a look at the data and the ways we use them in our experiments.

The PARSEME shared task 1.2 on automatic identification of verbal MWEs (VMWEs) was conducted on 14 languages. The corpus of each language, annotated for morpho-syntax and VMWEs, was split into three corpora, TRAIN, DEV and TEST. The TRAINs, DEVs, and blind version of TESTs corpora (with annotation for VMWE hidden) were given to the participants of the shared task, which were tasked to annotate the blind TESTs with their systems.

We will apply our diversity measures to GOLD annotations (VMWEs manually annotated in the TEST corpora) and SYSTEM annotations (VMWEs automatically annotated by systems participating in the shared task 1.2). In addition, in section 5.1 we use the French corpus Sequoia (Candito et al., 2021) which is annotated in similar fashion,
not only for VMWEs, but for all syntactic types of MWEs.

Diversity measures for SYSTEM annotations make sense mainly for correctly annotated MWE occurrences. A MWE occurrence is considered correctly annotated in a given corpus if all its tokens annotated in the corresponding GOLD corpus, and only those tokens, have been annotated as part of the same MWE occurrence. Trivially, this definition also applies to MWEs from the GOLD corpus itself, which are all considered correctly annotated.

For example, if sentence 1 below is considered the gold annotation, where paid visit and out of the blue are respectively annotated as MWE A and B, then in sentence 2 only MWE D out of the blue is correctly annotated and in sentence 3 no MWE is correctly annotated.

1. I paid\textsubscript{A} them a visit\textsubscript{A} out\textsubscript{B} of\textsubscript{B} the\textsubscript{B} blue\textsubscript{B}
2. I paid\textsubscript{C} them ac visit\textsubscript{C} out\textsubscript{D} of\textsubscript{D} the\textsubscript{D} blue\textsubscript{D}
3. I paid\textsubscript{E} them a visit\textsubscript{E} out\textsubscript{F} of\textsubscript{F} the\textsubscript{F} blue\textsubscript{F}

In PARSEME shared task, identification systems were also tasked to assign a category (light-verb construction, verbal idiom, inherently reflexive verb, etc.) to each annotated MWE, however, we will not look at these annotations. A MWE can therefore be considered correctly annotated by a system even if its attributed category was wrong.

In this paper, we will be interested in the diversity both of GOLD annotation and of SYSTEM annotations. In the latter case, we will consider only correctly annotated MWEs.

4 Diversity Measures

The concept of diversity is usually divided into three distinct notions: variety, balance and disparity (Stirling, 1998). Each of these notions goes by other names and, adding to the confusion, is sometimes referred to as diversity.

The notion of diversity relies heavily on the concepts of items and types. In ecology, items usually refer to specimens/individuals, and types refer to the species these specimens are affiliated to.

In this paper, items will refer to the correctly annotated MWE occurrences and types will refer to what PARSEME calls MWE types, meaning the multisets of lemmas of the annotated MWE occurrences.

Formally, we define items and types as follows: Let \( I \) be a set of items, \( T \) a set of types, and \( \tau : I \rightarrow T \) a mapping of each item to a type.

We define items \( i \in I \) as correctly annotated MWE occurrences (cf. Sec. 3), and types \( t \in T \) as multisets of lemmas linked to items through the mapping \( \tau \) defined bellow:

\[
\tau(i) = \{ \text{lemma}(w) \mid \forall w \in i \} \quad (1)
\]

Here, an item \( i \) is seen as a sequence of the annotated wordforms of the MWE occurrence, and \( \text{lemma}(w) \) the function returning the lemma of a wordform.

Thus, under this definition, two correctly annotated MWE occurrences (items) are of the same type if their component words have the same lemmas, e.g. pay visit and visits paid are items of type \{pay, visit\}.

We note here that such a definition of a type, relying on the notion of a lemma, does not perfectly capture what we would instinctively refer to as MWE types. For instance, two senses of put down: ‘execute’ and ‘belittle’ are assigned to the same type despite their different meanings. Sec. 5.3 brings to light other issues related to the data quality. Still, we consider our approximation of types good enough to be useful.

Given these definitions of items and types, we will see variety as a measure of the number of types in a set of items, that is to say, a measure of how many different MWE types are present in an annotation. The more MWE types an annotation has, the more varied it is. Balance is seen as a measure of the equilibrium of the distribution of items per type, meaning that it scores distribution based on how close the MWE types are from being equally represented. Disparity is seen as a measure of the distance among the types present in a set of items.

While some authors, such as Stirling (1998), advocate for a complete diversity measure – meaning that all three aspects of diversity are taken into account jointly – we take the opposite stance and aim to measure each aspect of diversity as independently of the others as possible. We consider that such an approach would be easier to interpret and sidesteps the issue of finding the right aggregation of our notions of diversity.

Henceforth, we will no longer address the notion of disparity in this paper and leave it for future work.
instead. Let us only mention two main challenges behind this concept:

1. Disparity usually relies on a notion of distance which can be computed by various means and by taking any of the properties of MWE types into consideration. The choice of the precise properties calls for insightful studies. 2. The disparity of a set of types is often described as an aggregation of the pairwise distances between the types (Stirling, 1998). Thus, the choice of the aggregation used imposes some defining properties on the disparity. One such property is the monotonicity in types (Weitzman, 1992), which states that the disparity of a set of types can only increase when a new type is added to the set. Two disparities based on the same notion of distance, one with this property, the other without, will work in completely different ways, showcasing how the question of the aggregation is central to disparity.

4.1 Variety

We measure the variety of a set of items by its richness (2). The richness is a simple count of the number of types actually represented in a set of items.

Formally, we can define richness as the following (with \( I \) being a set of items):

\[ | \{ \tau(i) \mid \forall i \in I \} | \] (2)

By its simplicity, such a measure of variety can be quite effective when it is used to compare how two MWE identification systems produce item sets of different variety from the same corpus. It, however, does not allow for a comparison of variety of item sets generated from different corpora.

In an attempt to compare variety across differently sized corpora, we normalize the richness of a set of items by its number of items.

\[ \frac{| \{ \tau(i) \mid \forall i \in I \} |}{|I|} \] (3)

We refer to this measure as the normalized richness. Similar concepts can be found in measures such as type-token ratio (TTR) (Richards, 1987). Normalized richness is quite intuitive, note however that badly performing systems (e.g. a system with only 1 correctly annotated MWE occurrence) may have an optimal value for this measure.

4.2 Balance

Measuring balance is not as easy of a matter. A great number of balance measures have been proposed, and their properties described and compared to one another (Smith and Wilson, 1996; Tuomisto, 2012). Despite these efforts, none of the measures proved more appropriate than the others.

Balance measures are computed on a probability mass function \( p_T \). In this paper we approximate \( p_T \) by the relative frequency \( f_T \) as shown in (4). \(^3\)

\[ p_T(t) \approx f_T(t) = \frac{|\{ i \mid \forall i \in I, \tau(i) = t \}|}{|I|} \] (4)

We will use one of the earliest evenness measures which was designed with the goal of separating the concept of variety and balance as much as possible. Hill (1973) defines the continuum of evenness measures (5) where \( x \) and \( y \) can take any real values (as long as \( x > y \)):

\[ E_{x,y} = \frac{N_x}{N_y} \] (5)

The Hill number (6) noted \( N_a \), also known as ‘true diversity’, is defined as the exponentiation of a base \( b \) (usually 2, e or 10) to the power of \( H_a \) given in (7),\(^4\).

\[ N_a = b^{H_a} = \left( \sum_{t \in T} p_T(t)^a \right)^{\frac{1}{1-a}} \] (6)

(7) was defined by Rényi (1961) as a class of entropy functions of order \( a \), with the entropy of order 1 being Shannon’s entropy (8) noted \( H \).

\[ H_a = \frac{1}{1-a} \log_b \sum_{t \in T} p_T(t)^a \] (7)

\[ \lim_{a \to 1} H_a = H_1 = H \] (8)

While just about any values of \( x \) and \( y \) would form a valid evenness \( E_{x,y} \), only \( E_{1,0} \) and \( E_{2,1} \) seem to have been of interest to the community. Many arguments have been advanced favoring one or the other (Alatalo, 1981; Gosselin, 2006; Tuomisto, 2012). We will, for now, only mention that \( E_{2,1} \) is supposedly less sensitive to sampling bias than \( E_{1,0} \) (Alatalo, 1981) and investigate further upon this in section 5.1.

\(^3\)In accordance with established practice the parameter \( p_T \) of measures in equations (5), (6), (7), and (8) is omitted for brevity sake.

\(^4\)Where the base \( b \) is also used as logarithmic base in \( H_a \).
5 Results

The previous section introduced formalization of measures for two diversity facets: variety and balance. In this section, we apply these measures on MWE-annotated corpora and MWE identifiers (Sec. 3) so as to assess their appropriateness to the MWE phenomenon (Sec. 5.1), use them as evaluation scenarios in the PARSEME shared task framework (Sec. 5.2), and show one of their limits related to data quality (Sec. 5.3).

5.1 Diversity Measure Validation

We first focus on the French Sequoia corpus (Candito et al., 2021), which is one of the source corpora used for the PARSEME French corpus. It has the particularity of being annotated not only for verbal MWEs, but also for non-verbal ones (non-VMWEs).

In Figures 1, 2, 3, and 4 we apply richness (2), normalized richness (3), \( E_{1,0} \) and \( E_{2,1} \) respectively, considering either all MWEs, only VMWEs, or non-verbal MWEs. We also take this occasion to consider how our indices behave when populations are randomly sampled. To this end, we randomly sample 10%, 20%, 30%, . . . , 100% of the sentences composing the Sequoia corpus, and compute our indices on these samples (12 repeats per sample size). Results are 12-sample averages plotted in function of the size of the sample used.

Quite unsurprisingly, in Figure 1, richness increases with the size of the sample. This growth however appears to be non-linear. Non-verbal MWEs are consistently richer than verbal ones. These results seem to be quite stable as the standard deviations (marked as bands around the lines) are barely visible on this plot.

Inversely, in Figure 2, normalized richness decreases with the size of the samples. As noted by Richards (1987), this is a consequence of the quasi linear relation between the number of sentences and number of items on the one hand, and the non-linearly slower growth of the number of types on the other hand (the latter is shown in Figure 1). This shows that, conversely to our previous intuitions, normalized richness does not allow us to reliably compare diversity of corpora of different sizes. A bigger corpus will most often be disadvantaged by this measure.

Regarding evenness (Figures 3 and 4), \( E_{2,1} \), which we thought to be less sensitive to sampling bias, appears to be more volatile (i.e. having higher standard deviation) than its counterpart \( E_{1,0} \). \( E_{1,0} \) clearly considers the distributions of VMWEs to be more balanced than the distributions of all MWEs. On the other hand, \( E_{2,1} \) finds the distributions of all MWEs slightly more balanced than those of VMWEs on large samples, but the opposite on small samples.

In an attempt to determine which evenness measure best fits the nature of the data, we first proceed to visually inspect the rank-frequency distributions of all MWEs for sample sizes 10% to 100% (Figure 5), which makes us believe that our rank-frequency distributions follow a Zipfian distribution. This would explain the non-linear relation between the number of sentences and richness. Given the apparent shape of our distributions and the relative ubiquity of Zipf distribution in linguistic phenomena (Ryland Williams et al., 2015), we will work

5Code and data of these experiments are available at https://github.com/AdamLionB/mwe_diversity_experiment_coling_2k22.
under the hypothesis that the annotated MWEs follow a Zipfian distribution.

In the following, we argue that one of the parameters describing the Zipfian distribution can be used as a measure of balance. A random variable $X$ following Zipfian distribution, noted $X \sim \text{Zipf}(s, N)$, is characterized by parameters $s$, $N$ and the probability mass function (9).

$$Z_{s,N}(x) = \left( x^s \sum_{n=1}^{N} n^{-s} \right)^{-1}$$

Where $N$ is the number of types in the distribution and $s$ the exponent characterizing the curvature of the distribution. When $N$ grows the distribution is slightly squeezed as follows: $Z_{s,N+1}(x) = Z_{s,N}(x) \cdot \left( 1 + \frac{(N+1)^{-s}}{\sum_{n=1}^{N} n^{-s}} \right)^{-1}$ thus leaving room for the distribution to extend on its right while keeping its sum equal to 1. This hardly affects the shape of the distribution as the multiplication factor does not involve $x$. We therefore consider $s$ (but not $N$) to be the parameter determining the shape of the distribution. Furthermore, the distribution is uniform when $s = 0$, it also becomes monotonically more and more skewed when $s$ grows. We therefore argue that the value of $s$ describing the Zipfian distribution which best fits an actual dataset constitutes an index of un-balance. When $s$ is low the balance is high and vice versa. In other words, $\frac{1}{s}$ acts as a balance index.

Considering $\frac{1}{s}$ as a measure of balance, in Figure 6 we plot the values of $\frac{1}{s}$ found for our samples. $s$ was optimised for the least square error disregarding overfitting, with $N$ set to the number of types in the sample. By comparing Figure 6 to Figures 3 and 4 we find that $E_{2,1}$ and $s$ both place all MWEs as more balanced than VMWEs for large samples and all MWEs as about as balanced as VMWEs for smaller samples. $E_{1,0}$ on the other hand always places VMWEs as more balanced than all MWEs. $E_{2,1}$ being in relative agreement with $s$ in this study case, we will from now on use $E_{2,1}$ for the rest of this paper.
One might wonder why then use $E_{2,1}$ to measure balance and not simply $s$. Using $s$ made sense here since we saw the distribution of the data and assumed that it follows a Zipfian distribution. While this hypothesis might very well hold for other GOLD corpora given the Zipfian nature of the language, there is little reason to believe that this hypothesis holds for distribution of MWEs annotated by automatic identifiers. In the general case we will therefore favor a measure which is agnostic of the distribution followed by the data.

5.2 PARSEME Shared Task Use Case

In this section we apply our diversity measures, validated in the previous section, to the GOLD corpora of the PARSEME shared task and to the correct annotations (true positives) produced by the participating systems.

In Table 1 we see that MTLB-STRUCT produces the richest annotations on 8 out of 14 corpora, and one of the 3 richest on the other 6 corpora. Travis-mono and Travis-multi also produce quite rich annotations. Seeing MTLB-STRUCT, Travis-mono and Travis-multi as producing rich annotations is coherent with these systems’ F-measure performances. On the other hand, annotations produced by Seen2Seen have notably low richness despite its relatively high performances. This is consistent with the fact that Seen2Seen was not designed to identify MWEs unseen during training, and made the bulk of its score on seen MWEs, therefore limiting the number of types it could recognize and annotate. We note that the richness of the systems’ annotations on Irish (GA), Hebrew (HE) and Hindi (HI) are notably low, compared to the richness of the GOLD annotations. Training sets for Irish and Hindi were very small, with very few MWE occurrences, which most likely explains these results. Finding reasons for Hebrew requires more insight and, likely, a native knowledge of the language.

Table 2 shows the evenness scores of the systems’ annotations according to $E_{2,1}$. (Systems’ evenness closest to GOLD underlined.) For each language except Hebrew, at least one system has more balanced correct annotations than GOLD. Moreover, for 7 languages (EU, FR, HI, PL, RO, SV, ZH) annotations of most systems are more balanced than of GOLD. We discuss the case of systems’ annotations with higher evenness than the gold in Section 6. Seen2Seen produces the most balanced annotations on 7 out of 14 languages and a more balanced annotation than the GOLD on 11 out of 14 languages. In most cases, Seen2Unseen produces annotations very slightly less balanced than Seen2seen. Note also the particularly high scores of FipsCo and TRAVIS-mono on German and Hindi, respectively, with 36% and 2% of types correctly identified (cf. tab. 1). 8

On the whole, MTLB-STRUCT and TRAVIS-mono stand out as the systems producing the most varied annotations and Seen2See and Seen2Unseen as those producing the most balanced annotations. While a better understanding of our diversity measures is still needed, we hope that this constitutes a good first step toward a more systematic evaluation of diversity in MWE identification, and possibly in NLP overall.

5.3 Limits of the Diversity Measures: Case Study of Turkish

The morphosyntactic annotation of the Turkish corpus of PARSEME9 was realized automatically using UDPipe (Straka, 2018). Afterwards, VMWE annotation was made manually according to the unified annotation guidelines of PARSEME10. The automatic morphosyntactic annotation was then partly modified and enhanced for better identification of MWEs. Thus, we have access to two versions of the same PARSEME corpus for this language: one with automatically produced lemmas and one with manual corrections of some lemmatization errors (Öztürk et al., 2022). We decided to examine this corpus to gain a better understanding of our diversity measures, and more precisely to study how the quality of the lemmas, central to our definition of types, influences the estimation of MWE diversity.

As an agglutinative language, Turkish is highly inflectional and derivational, which results in high surface variability in word forms. This makes it

---

8 Linear correlation between the richness of systems’ annotation’s and precision, recall and F1-score are -0.47, -0.62 and -0.61 respectively.

9 http://multiword.sourceforge.net/sharedtaskresults2020

10 https://parseme.fr.lis-lab.fr/parseme-st-guidelines/1.2/
Table 1: Richness of GOLD and SYSTEMs annotations of PARSEME corpus

|       | DE  | EL  | EU  | FR  | GA  | HE  | HI  | IT  | PL  | PT  | RO  | SV  | TR  | ZH  |
|-------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| GOLD | 585 | 682 | 561 | 712 | 310 | 443 | 335 | 638 | 689 | 815 | 466 | 495 | 719 | 551 |
| ERM1 | 230 | 352 | 327 | 392 | 37  | 95  | 183 | 165 | 355 | 453 | 312 | 241 | 390 | 272 |
| FipsCo | 212 | 191 | 392 | 531 | 7  | 341 | 487 | 369 | 549 | 365 | 54 | 551 |
| HMSid | 454 | 230 | 352 | 327 | 392 | 37  | 95  | 183 | 165 | 355 | 453 | 312 | 241 | 390 |
| MTLB-STRUCT | 400 | 472 | 387 | 505 | 73 | 171 | 234 | 330 | 465 | 549 | 365 | 345 | 455 | 365 |
| Seen2Seen | 274 | 358 | 280 | 406 | 22 | 116 | 67  | 315 | 384 | 489 | 250 | 208 | 389 | 249 |
| Seen2Unseen | 290 | 381 | 333 | 466 | 48 | 123 | 170 | 336 | 416 | 521 | 259 | 223 | 435 | 253 |
| TRAVIS-mono | 381 | 55  | 531 | 7  | 341 | 487 | 369 | 549 | 365 | 54 | 551 |
| TRAVIS-multi | 348 | 452 | 368 | 471 | 14 | 144 | 176 | 310 | 449 | 369 | 307 | 489 | 589 | 38.12 |

Table 2: \( E_{2,1} \) (% evenness of GOLD and SYSTEMs annotations of PARSEME corpus

|       | DE  | EL  | EU  | FR  | GA  | HE  | HI  | IT  | PL  | PT  | RO  | SV  | TR  | ZH  |
|-------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| GOLD | 43.40 | 63.95 | 30.30 | 40.42 | 63.88 | 91.08 | 42.48 | 57.05 | 51.38 | 71.67 | 30.89 | 69.28 | 58.59 | 38.12 |
| ERM1 | 42.53 | 59.32 | 34.61 | 42.42 | 65.76 | 90.75 | 50.55 | 52.49 | 54.18 | 69.61 | 34.20 | 69.43 | 57.58 | 43.85 |
| FipsCo | 85.67 | 55.44 | 47.98 | 43.00 | 65.57 | 91.07 | 56.06 | 53.87 | 71.79 | 33.16 | 69.63 | 58.41 | 42.62 |
| HMSid | 45.46 | 230 | 352 | 327 | 392 | 37  | 95  | 183 | 165 | 355 | 453 | 312 | 241 | 390 |
| MTLB-STRUCT | 43.00 | 62.34 | 33.57 | 47.98 | 43.00 | 62.34 | 33.57 | 47.98 | 43.00 | 62.34 | 33.57 | 47.98 | 43.00 | 62.34 |
| Seen2Seen | 41.72 | 62.22 | 39.05 | 44.73 | 70.14 | 88.30 | 50.31 | 58.34 | 56.73 | 72.65 | 35.54 | 74.38 | 60.06 | 45.66 |
| Seen2Unseen | 41.68 | 62.14 | 36.94 | 47.98 | 43.57 | 60.90 | 88.30 | 50.31 | 58.34 | 56.73 | 72.65 | 35.54 | 74.38 | 60.06 |
| TRAVIS-mono | 42.09 | 75.34 | 41.76 | 89.33 | 56.18 | 54.15 | 33.20 | 69.15 | 56.97 | 42.25 | 35.46 | 72.94 | 57.93 | 45.04 |
| TRAVIS-multi | 41.52 | 62.46 | 34.28 | 41.91 | 80.37 | 90.34 | 64.68 | 55.34 | 54.09 | 35.46 | 72.94 | 57.93 | 45.04 |

a good case study for diversity. The surface variability in the MWE occurrences can be observed in examples (10)–(12). All three examples contain the same VMWE with different surface forms. Next to the gloss (2nd line in each example) we report in parentheses the automatic lemmatization of the verb. In example (10) we can see the correct lemmatization (dava) aç-tı. Inadequate lemmatization can be observed in (11) and (12).

(10) dava aç-tı
    dava aç-PAST (lemma: aç)
    lawsuit open-PAST
    ‘(someone) commenced lawsuit’

(11) dava aç-il-abil-ir
    dava aç-PASS-POT-HAB (lemma: *açlab)
    lawsuit open-PASS-POT-HAB
    ‘lawsuit could be commenced’

(12) dava aç-il-acak
    dava aç-PASS-FUT (lemma: *açla)
    lawsuit open-PASS-FUT
    ‘lawsuit will be commenced’

All VMWE annotations were manually inspected in this corpus, to check the lemmas of all components and correct them if needed. Thus, the verb obtained the correct lemma aç in (11) and (12). After these corrections, the enhanced corpus was re-evaluated for richness and evenness. It was also used to retrain and re-evaluate Seen2Seen, one of the leading systems of the PARSEME shared task.

The results are presented in Table 3. In the corpus, the \( E_{2,1} \) evenness becomes slightly lower, while the richness drops significantly, which signals that the number of types has decreased. This makes the Turkish corpus go down from the second to the fifth richest across all 14 languages in table 1. This outcome was expected since with correct lemmatization, items which were wrongly assigned to different types, like (10), (11) and (12), are now correctly assigned to one type.

As far as the MWEs correctly identified by Seen2Seen are concerned, evenness is almost stable but richness increases. This might be due to the fact that this system relies heavily on lemmas. It extracts the MWEs annotated in the training data and looks for co-occurrences of the same multisets of lemmas in the test corpus. If lemmas have better quality, this process is more efficient.

In brief, the main issue caused by inadequate lemmatization was that MWE items of the same type could be found in different clusters. The inadequate stripping of the suffixes resulted in more clusters (types) than there should be. These examples show the limits of diversity estimation on automatically annotated corpora. Namely, it heavily depends on the quality of the data. Here, when...
lemmatization is unreliable, both the richness and the evenness artificially go up. In other words, paradoxically, bad data quality "favors" diversity in this case. This experiment also shows that high diversity of a language at a certain level (here: morphological) might make the estimation of diversity at other levels (here: MWE level) less reliable.

|       | GOLD | Seen2Seen |
|-------|------|-----------|
| Richness TR | 719  | 389       |
| TR' | 660  | 401       |
| $E_{2,1}$ (%) | TR | 58.59 | 60.06 |
| | TR' | 58.14 | 60.08 |

Table 3: Diversity measures of GOLD and Seen2Seen on the Turkish corpus, before (TR) and after (TR') lemma corrections.

6 Discussion

In Section 4 we define items as correctly annotated MWE occurrences, meaning that incorrect annotations are ignored during diversity measurements. This was motivated by the fact that variety would otherwise be artificially increased by wrong MWE types and balance affected by the likely abundance of wrong MWE types with very few occurrences. As a consequence the variety of systems’ annotations cannot be higher than that of the gold.

This is however not the case for balance (as can be seen in Figure 2). This raises the question of whether it is preferable for a system annotation to be more balanced than its target (gold) annotation or to be as close to its gold annotation as possible. When training identification systems the aim is usually to approach gold annotations as close as possible. This is however already measured through scores such as precision and balance. When used in conjunction with performance measures we believe that balance should be simply interpreted as "higher is better".

In Section 4 we choose to define our types through a lexical approach of MWEs. This decision was motivated by multiple reasons: (i) it is easy to implement, (ii) non-parametric, (iii) it results in clear-cut types (non-fuzzy), (iv) it offers a good granularity (for balance measures), (v) it is very similar to the PARSEME notion of MWE types and (vi) it is a quite adequate approximation of what we would consider linguistically motivated MWE types (MWEs sharing lexemes and meaning). In future work we might use alternative definitions of types, e.g. cluster MWEs having the same syntactic structure (verb-object, subject-verb, adjective-noun), the same semantics (to kick the bucket, to bite the dust), or the same MWE categories (light verb construction, verbal idiom).

7 Conclusions and Future Works

In this paper, we borrowed the formalization of the notion of diversity from the literature in ecology. We focused on two out of the three main aspects of diversity, namely variety and balance. Our contribution is to apply these measures to assess intra-linguistic diversity, focusing on the particular phenomenon of multiword expressions. We not only formalize variety and balance measures in this context but we also put forward methods for selecting those variants of these measure which fit the nature of the MWE phenomenon. This validation methodology is based on corpus sampling with variable sample size. As a result, we retain richness and the $E_{2,1}$ evenness as the optimal variety and balance measures for MWEs (among those studied by us). We apply these measures to the corpora and system results in the PARSEME shared task on automatic identification of MWEs. The results show that richness of the correct annotations produced by the systems is roughly consistent with their F-measure performances. However, their balance is much less correlated with more traditional measures. We also display the limits of the richness and balance measures, when calculated on automatically annotated data, due to incorrect approximation of types under improper lemmatization in a morphologically rich language.

Further investigation, particularly on the evenness, is needed as an impressive amount of evenness measures have been proposed throughout the years. Furthermore, the notion of disparity was only briefly touched upon in this paper. Disparity measures might be based on lexical overlap between types, similarity of syntactic structures or distributional semantics. These directions constitute future work.
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