Measuring robust functional connectivity from resting-state MEG using amplitude and entropy correlation across frequency bands and temporal scales
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1. Introduction

In recent years, MEG has revealed much about the electrophysiological underpinnings of connectivity in the brain. The direct view of neuronal activity provided by MEG and its excellent temporal resolution have allowed the investigation of frequency-specific communication (Brookes et al., 2011; Hillebrand et al., 2012; Hipp et al., 2013) and dynamic changes in connectivity on the millisecond timescale (Baker et al., 2014; O'Neall et al., 2017). Alterations in MEG connectivity have also been detected in patient groups (Boon et al., 2017; Brookes et al., 2016; Engels et al., 2017; Ghanbari et al., 2015; Hamandi et al., 2016; Van Dellen et al., 2014). However, to be clinically useful, connectivity research must progress from group-level analysis to the characterisation of individual subjects.

To make meaningful comparisons between connectivity profiles of individuals, robust connectivity measures are needed that give consistent results for subjects with the same pathology.

Several recent studies have found that many commonly used techniques for measuring functional connectivity in MEG lack repeatability between healthy subjects, and even show inconsistency over repeated scans of the same subject (Colclough et al., 2016; Liuzei et al., 2017; Wens et al., 2014). Colclough et al. (2016) found that the method that gave the most consistent connectivity was oscillatory amplitude envelope correlation (AEC), using symmetric orthogonalisation to remove spurious zero-lag correlation between timecourses due to signal leakage (Colclough et al., 2015). The repeatability of connectivity given by any alternative methods could therefore be compared to AEC to assess the
extent to which it can add to our understanding of cortical communication in health and disease.

Many of the most popular techniques for measuring connectivity are based on measuring the synchronisation of oscillatory activity within narrow frequency bands. Another, less studied, aspect of electrical neural activity is the constantly fluctuating activity present in the brain even when it is supposedly ‘at rest’. This variable activity is observed when there is a breakdown of synchrony between neurons, allowing an increase in the information that can be processed within a network (Brookes et al., 2015). The MEG signals generated by such activity consist of a superposition of many low power signals from smaller neuron populations. This variable activity appears more irregular, or ‘random’, and so is often dismissed as neural ‘noise’, but it is thought to be vital for healthy brain function (Deco et al., 2011; Garrett et al., 2013; Takahashi, 2013). It has been shown that the variability of neural activity increases as the brain matures (Lippé et al., 2009; McIntosh et al., 2008; McIntosh et al., 2014), and it has been found to be altered in patient groups where activity that is either too regular or too variable is associated with mental disorder (Brookes et al., 2015; Fernández et al., 2013; Ghanbari et al., 2015; Mateos et al., 2018; Mizuno et al., 2010; Monge et al., 2015; Protzner et al., 2010; Takahashi, 2013).

While the physiological role of variability in the brain is not certain, it is possible that it is related to levels of synchronisation between cortical regions, i.e. connectivity. The synchronisation of oscillatory activity, which is highly regular and therefore has low variability, is currently the most promising mechanism for connectivity between brain regions (Brookes et al., 2011; Donner and Siegel, 2011; Fries, 2005; Hillebrand et al., 2012; Schnitzler and Gross, 2005; Tewarie et al., 2019). In contrast, it is thought that local information processing performed within segregated brain regions is associated with signals that contain higher levels of information and therefore have higher variability (Friston et al., 1996; Tononi et al., 1994). Therefore, measures of variability and oscillatory activity may be sensitive to complementary aspects of functional connectivity. It was found in a recent MEG study that variability and oscillatory amplitude have a complex relationship, and that the variance in the variability of neuronal signals could only partially be explained by oscillatory amplitude across frequencies (Brookes et al., 2015). Variability could therefore provide information about functional connectivity beyond that which is available from measures based on the oscillatory components of brain activity.

There is evidence for a relationship between neural variability and functional connectivity in the literature. One fMRI study found a correlation between the variability of BOLD signals and functional connectivity (Wang et al., 2018) between spatially separated cortical regions. Age-related connectivity changes have also been shown to covary with the variability of EEG and MEG signals (McIntosh et al., 2014; Vakorin et al., 2011) and in an EEG study applying graph theory to functional networks, variability was found to correlate with network node centrality (Mišić et al., 2011).

The variability of neural activity can be quantified using entropy measures, where more disordered and irregular signals have larger entropy, and more regular signals have lower entropy. There are many possible ways of estimating signal entropy (Garrett et al., 2013). However, one measure that has been shown to be useful in measuring the spatio-temporal variability of MEG signals is Rank-Vector-Entropy (RVE) (Brookes et al., 2015; Robinson et al., 2013). RVE is a derivative of Shannon entropy (Shannon, 1948) that has a built-in ability to provide a dynamic timecourse of signal entropy, retaining the temporal resolution of the original signal. It is also computationally efficient, is calculated from broadband activity timecourses, and is independent of signal amplitude (Robinson et al., 2013). The relationship between variability and neural synchronisation, and the desirable qualities of RVE, suggest that RVE could be an alternative measure to use in functional connectivity analysis that is not limited to the consideration of oscillatory activity.

RVE, and many other entropy measures, measure signal variability at a single temporal scale. However, it has been shown that neural activity contains recurring patterns that occur across a range of such scales (Costa et al., 2005). It is not certain what these correspond to physiologically, however it is thought that activity at coarser scales is associated with long range, distributed information processing, while more local processing is captured at finer scales (Vakorin et al., 2011).

To utilise the in-built temporal resolution that is specific to RVE, a multi-scale extension of RVE (MRVE) is proposed (Costa et al., 2005). MRVE timecourses at any temporal scale can be calculated from MEG virtual sensor timecourses at any number of required voxels, allowing for a direct comparison with dynamic oscillatory measures. In this paper, MRVE was used used to reconstruct functional connectivity patterns, assess how repeatable these patterns are across a cohort of healthy volunteers and investigate how these patterns vary with temporal scale. We then compared connectivity profiles measured by MRVE correlation with those derived using amplitude envelope correlation (AEC). We also compared the robustness of MRVE correlation, and whether it provides extra information over standard methods, by comparing connectivity patterns derived at multiple entropy time scales with those derived from AEC in multiple frequency bands. The physiological relevance of variability was then investigated by examining the relationships between MRVE, oscillatory amplitude and regional connectivity strength. Finally, the effects of eye movement on the measured connectivity were investigated through analysis of EOG recordings.

2. Methods

2.1. Data acquisition

Five-minute eyes open resting state MEG recordings were acquired from 183 participants (123 female) as part of the ‘100 Brains’ and UK MEG Partnership normative scanning projects. Inclusion criteria ensured all participants were aged 18–65 (mean 24.5±5.4 years), had completed or were undertaking a degree, had normal or corrected-to-normal vision, and had no history of neurological or neuropsychiatric disorders. All procedures were given ethical approval by the Cardiff University School of Psychology Ethics Committee, and all participants gave written informed consent before taking part.

Data were acquired using a whole head 275-channel CTF radial gradiometer system at a 1200 Hz sample rate. An additional 29 reference channels were recorded for noise cancellation purposes and the primary sensors were analysed as synthetic third-order gradiometers (Vrba and Robinson, 2001). Subjects were seated upright in the magnetically shielded room with their head supported with a chin rest to minimize movement. Participants were asked to rest and fixate their eyes on a central red fixation point, presented on either a CRT monitor or LCD projector. The fixation point was presented on a background of zero luminance to minimise the effect of the screen refresh rates on cortical oscillatory activity. Head localisation was performed at the beginning and end of each scan, using three fiducial markers. Horizontal and vertical electro-oculograms (EOG) were recorded to monitor eye blinks and eye movements.

Participants also underwent a magnetic resonance imaging (MRI) session to acquire a T1-weighted 1mm anatomical scan, using an inversion recovery spoiled gradient echo acquisition (3T, General Electric).

2.2. Pre-processing

All data were downsampled to 600Hz and a 1-150Hz bandpass filter applied. Datasets were cut into 2 second epochs, which were each visually inspected and removed if they contained any major artefacts, such as ocular or muscular movement artefacts. Out of a maximum of 150 epochs across the five-minute recording, an average number of 147.0 ± 0.5 trials were retained across all participants. There was no significant difference in the number of trials retained between male and fe-
male participants as determined by an unpaired t-test ($T(88) = 1.84$, $p = .07$). The effective number of degrees of freedom was calculated using the Satterthwaite approximation to account for a difference in sample variance between the male and female subgroups.

Co-registration was performed manually between the MEG and MRI coordinate spaces; the fiducial locations were kept fixed relative to each participants nasion, left and right ears and so could then be identified and marked on their MRI scan.

To perform analysis in source space, MEG virtual sensor timecourses were obtained using a scalar LCMV beamformer (Van Veen et al., 1997) using FieldTrip (Oostenveld et al., 2011). Lead fields were calculated using a localshelves head model for voxels on a 6mm$^3$ grid (Huang et al., 1999). Covariance matrices were obtained using the broadband preprocessed data filtered between 1-150Hz, as well as for activity within ten narrower frequency bands (1–4, 3–8, 8–13, 13–30, 40–60, 60–80, 80–100, 100–120, 120–140 and 140-160Hz). For all frequency bands, beamformer weights were normalised using the vector norm (Hillebrand et al., 2012). The coordinate space for each participant was transformed to the MNI template (Fonov et al., 2009). The estimated timecourses were then calculated at each voxel for each frequency band, which were then subsequently used to calculate variability and oscillatory amplitude timecourses.

2.3. Variability

2.3.1. RVE

The RVE method was first described by (Robinson et al., 2013). At each time point, a window of $W$ points is taken from the signal, each separated by a lag, $\xi$, to avoid oversampling, where $f_s$ represents the sample rate, and $f_c$ is the low-pass frequency applied to the data.

$$\xi = \frac{f_s}{f_c}$$

These $W$ points are ordered in size, and then converted to the position they originally held in the window. This is the ‘rank-vector’ associated with this time point. The Shannon entropy is calculated at each time point using a state probability distribution derived from the frequency of occurrence of the rank-vectors that occurred previously in the signal (Shannon, 1948). Temporal resolution is introduced using a ‘leaky integrator’, which gives RVE a ‘memory’ of states that is limited in time (Robinson et al., 2013).

2.3.2. MRVE

The calculation of MRVE at each scale is identical to the calculation of RVE, except that each instance of the sliding window is formed from a ‘ coarse-grained’ version of the raw signal. For a given scale factor, $S$, at each time point in the signal, $t$, $W$ consecutive, non-overlapping windows of $S$ points are taken starting at $t$, where each value is separated by lag $\xi$. Then, the values in the sliding window are found by taking the average of the data points within these windows. This is given by Eq. 2, where $x$ represents the signal timecourse sampled with lag $\xi$, and $y_j$ is the window found at time point $t$.

$$y_{ij} = \frac{1}{S} \sum_{i=1}^{S} x_i \quad \text{for } 1 \leq j \leq W$$

As the rank-vector calculated is dependent on the scale factor used, a separate entropy timecourse is generated for each value of $S$ used.

The time scale examined by MRVE is determined by the effective sample frequency of the values in $y_j$. This ‘scale frequency’, $f_s$, is determined by the scale factor, where a higher value of $S$ corresponds to a coarser sampling rate and therefore a lower value of $f_S$ (Courtiol et al., 2016). Eq. 3 relates the scale factor to $f_S$ to aid in the interpretation of MRVE and its relationship with oscillatory measures.

$$f_S = \frac{f_c}{S}$$

2.4. Functional connectivity

90 nodes were selected by taking one voxel timecourse to represent each region of the AAL atlas (Zourio-Mazoyer et al., 2002). The selection was performed for each participant and for each frequency band, by identifying the virtual sensor time course, within each AAL region, that had the highest temporal standard deviation. This voxel was chosen as an estimate of the timecourse exhibiting the maximum SNR within the region. To avoid the detection of spurious connections due to signal leakage, the zero-lag correlation between all 90 AAL timecourses was removed by symmetric orthogonalisation (Colclough et al., 2015). This resulted in 90 orthogonal timecourses for each participant and frequency range, which were then used to calculate MRVE and oscillatory amplitude timecourses.

MRVE was calculated from the broadband, 1-150Hz virtual sensor timecourses, using a window length of $W = 5$ and a decay time constant of $r = 0.07s$. Timecourses were calculated for 25 scale factors between $S = 1 – 150$, with corresponding scale frequencies ranging from $f_S = 1 – 150$Hz. Oscillatory amplitude envelopes were found by applying the Hilbert transform to the timecourses obtained for each of the aforementioned narrow frequency bands. Functional connectivity was then measured as described by Koelwijn et al. (2019). The MRVE and Hilbert envelope timecourses were de-spiked to remove artefactual temporal transients using a median filter, and downsampled to 1 Hz. The first 50 samples were then trimmed to remove the MRVE ‘warm-up’ period while the histogram populates, and a window of samples at the end was removed, the length of which was defined by the length in time of the longest sliding window used in the MRVE calculation, corresponding to the largest scale factor.

Functional connectivity matrices were calculated separately for MRVE at each scale, and for oscillatory amplitude within each narrow frequency band by correlating each of the 90 timecourses from each participant with all others. The correlation values were then normalised by converting them to Z-scores using the Fisher transform. These were variance-normalised to correct for the effects of the varying timecourse lengths between participants, due to the removal of data epochs containing artefacts (Koelwijn et al., 2019). Without such normalisation, datasets which have had more epochs removed are more likely to show higher correlations between the calculated amplitude and entropy envelopes, by chance, due to their shorter length. Significant connections were determined by first ranking connections in order of strength for each participant, where the strongest connection was given the value 1 and the weakest given value 0. For each connection, the mean rank value was then found across participants. ‘Valid connections’ were taken as those with a mean rank above a threshold of 0.8, indicating that these connections are consistently among the strongest across participants. This threshold is arbitrary, however it has been shown previously to be a suitable threshold for detecting robust resting state network connections using AEC (Koelwijn et al., 2019).

2.5. Software

Data analysis was performed in MATLAB, using Fieldtrip functions and custom built MATLAB scripts (Oostenveld et al., 2011). Connections were visualised on a template brain using the SourceMesh MATLAB toolbox, and voxel-wise correlation colourmaps were created in mri3dX.

3. Results

3.1. Consistency of functional connectivity across participants

First, MRVE correlation was used to measure functional connectivity and we assessed which of these connections were consistently among the strongest across subjects. Fig. 1 shows the location and number of the valid connections found for scale frequencies, $f_S = 1$-150Hz. At higher scale frequencies, i.e. at finer temporal scales, most connections are
found in occipital and parietal regions. As shown in Fig. 2, the maximum number of connections was found at \( f_x = 75\text{Hz} \). However, there is a second peak in the number of valid connections found at \( f_x = 10\text{Hz} \), where more frontonal connections are seen. Cumulatively across all scales, valid connections were detected between 254 different pairs of nodes.

The valid connections found using AEC are also shown in Fig. 1. Valid connections were found within four frequency bands. The most valid connections were seen in the beta band, giving the same number as for \( f_x = 75\text{Hz} \) using MRVE correlation. Across all frequency bands, valid connections were detected between 248 different node pairs.

We then investigated whether MRVE correlation could provide additional information about functional connectivity beyond that provided by AEC analysis. Firstly, it was seen whether each method could detect unique connections that were not deemed valid by the alternate method. To determine this for each connection, its mean rank, averaged across all subjects, was calculated for all scale frequencies for MRVE and for all frequency bands using AEC. For each connection, we then found the highest mean rank for any of the MRVE scales and the highest mean rank for any of the AEC frequency bands. Those with a highest mean rank above the threshold of 0.8 for either method were taken as detectable by the corresponding connectivity measure. Fig. 2 shows the highest mean rank values for each connection plotted against one another. Those connections that are ‘unique’ to each method are shown plotted between the AAL nodes. 200 connections are visible for both MRVE correlation and AEC across all scales and frequency ranges, leaving 54 connections (21%) that can only be seen using MRVE correlation, and 49 (19%) that can only be seen using AEC.

### 3.1.1. Robustness of connectivity measures to sample size

The robustness of each connectivity measure to the participant sample size was determined using bootstrapping. Sub-samples of a range of sizes were taken from the participant cohort by simple random sampling with replacement. The number of valid connections was found for each sub-group taken, over 1000 tests per sub-group size, \( N \). It can be seen in Fig. 3A that the average number of connections found was less stable when using fewer participants in the analysis for both MRVE correlation and AEC. The average number approximates to the number of connections detected using the whole cohort (as shown in Fig. 2A) when using \( N \geq 60 \). However, for both MRVE correlation and AEC, the variance in the number of valid connections detected was found to be larger when fewer participants were included. For \( N \leq 60 \), a smaller sample was also associated with more connections detected on average.

### 3.1.2. Consistency of connectivity patterns across participants

The consistency of the connectivity profiles between individuals was then investigated. The average connectivity profile for each frequency band and scale frequency was taken by vectorising the mean \( z \) score connectivity matrix. This profile was then correlated with the equivalent vector of \( z \) scores obtained for each participant individually. For very robust networks that are highly reproducible across subjects, this method will give consistently high pattern-correlation with the average connectivity profile. However, the distribution of correlation coefficients will be, on average, lower for a network that shows high variability across participants. Each pattern-correlation coefficient is represented in the colour plot shown in Fig. 3B. For each scale factor and frequency band, these have been sorted in descending order of participants. Consistent high correlation with the average connectivity patterns, representing high cross-subject repeatability, can be seen for MRVE correlation at scale frequencies 50 and 75Hz, and for alpha and beta band AEC.

To further quantify the consistency of each connectivity measure across subjects, the mean correlation with the average connectivity profile was found for each scale frequency and frequency band (i.e. the average was taken from each column on the colour plot). These average pattern-correlation values are shown in Fig. 3C, with error-bands generated by bootstrapping, using 1000 sub-samples of group size \( N = 90 \). The highest mean pattern-correlation was found for MRVE.
correlation, $f_S = 75\text{Hz}$ ($r = 0.5089 \pm 0.0004$), followed by beta band AEC ($r = 0.4980 \pm 0.0003$), suggesting that these two connectivity profiles were the most reproducible across subjects.

The pattern-correlation values (as shown in Fig. 3B) were then compared for MRVE correlation at $f_S = 75\text{Hz}$ and beta band AEC. The sorted pattern-correlation values for these frequencies are shown in Fig. 3D. It appears that MRVE correlation at $f_S = 75\text{Hz}$ gives individual profiles that are slightly more similar to the average connectivity profile than beta band AEC. The pattern-correlation values were then compared in a permutation test, where the group assignment was randomised between 75Hz MRVE and beta band AEC over 10,000 permutations. However, it was found that there was no significant difference between the pattern-correlation values ($p=0.344$) for each connectivity measure.

3.1.3. Within-participant consistency between scales and frequency bands

It was then investigated whether the pattern-correlation coefficients calculated for each participant were related between scale frequencies and frequency bands. For example, it would be interesting to determine whether those participants who exhibited high similarity to the mean connectivity profile for one frequency also exhibited high pattern-correlations for other frequencies. For each pair of scale frequencies and frequency bands, the correlation between the pattern-correlation z-scores was found across participants (with the participant order held constant, in contrast with Fig. 3B). The resulting Pearson correlation coefficients are shown in Fig. 3E.

No negative correlations were found between any frequency pairings, within or between connectivity measures. This indicates that there are no frequencies for which a high pattern-correlation indicates that a participant is more likely to have a lower pattern-correlation for another scale frequency or frequency band.

Strong positive correlations were found between the pattern-correlation vectors at a range of high MRVE scale frequencies, and also between low scale frequencies, with a crossover frequency of approximately 20Hz. This indicates that participants exhibiting high pattern-correlation at one high scale frequency are also likely to show high similarity to the mean connectivity profile for other scale frequencies above 20Hz. The same can be seen for scale frequencies below 20Hz. However, the pattern-correlations exhibited by each participant at high scale frequencies have no relationship with their low scale frequency pattern-correlation coefficients.

For AEC, the strongest relationships between pattern-correlation vectors are found across the frequency bands in the gamma range (>40Hz). Positive relationships are also observed between pattern-correlation vectors corresponding to the lower frequency bands, the strongest of which is found between alpha and beta band pattern-correlation. As was observed for MRVE correlation, no relationships were found between the high and low frequency ranges.

Some relationships were also observed between the two connectivity measures. A strong positive correlation was observed between pattern-correlation vectors corresponding to high scale frequency MRVE correlation and alpha and beta band AEC. A weaker relationship was also found between the lower MRVE scale frequencies and delta band AEC. Interestingly, these relationships correspond to frequency pairings where high similarity was observed between the average connectivity profiles, as seen in Fig. 1. This suggests that there is high within-subject similarity between connectivity profiles calculated by MRVE correlation at $f_S = 75\text{Hz}$ and AEC profiles in the alpha and beta bands, in participants exhibiting high pattern-correlations for these frequencies.

3.2. Predicting MRVE connectivity from AEC connectivity

The amount of variance in the MRVE correlation that could be explained by AEC was then calculated using a multiple regression model. The fraction of the variance in the MRVE connectivity that could be ex-

---

**Fig. 2.** A) The number of valid connections found for each scale frequency using MRVE correlation and each frequency band using AEC. B) The highest mean rank of each connection across all frequency bands vs. all scale frequencies, where the colour indicates whether the connection is detected by both MRVE correlation and AEC, detected by neither, or detected by only one of the methods. Circle plots show the connections that are only detected as valid by either MRVE correlation or AEC. C) Valid connections plotted on a template brain for MRVE scale frequencies $f_S = 75\text{Hz}$ and 10Hz and AEC frequency bands 1-4Hz, 8-13Hz and 13-30Hz.
Fig. 3. Analysis of the robustness and inter-participant consistency of the connectivity measures given by AEC and MRVE correlation. A) Robustness to reducing the number of subjects included in the analysis as measured by bootstrapping. Plot shows the mean number of valid connections detected over 1000 sub-samples of size \( N \), randomly sampled with replacement. Error bands show the standard deviation. B) Consistency across subjects found by correlating the vectorised \( z \) score connectivity matrices of individual subjects with the average connectivity pattern across all subjects. Colour plots show the resultant pattern-correlation coefficients for each subject, sorted by correlation strength, for each MRVE scale frequency and AEC frequency band. AEC bands are represented by the frequency at the midpoint between the limits of the frequency range. C) These pattern-correlation coefficients over subjects were transformed to \( z \) scores and averaged for each scale frequency and frequency band. Error bands show the standard deviation over 1000 sub-samples of \( N = 90 \). D) Sorted pattern-correlation coefficients, calculated as in B) for MRVE scale frequency \( f_s = 75\text{Hz} \) and beta band AEC. E) Cross-correlation plot illustrating the within-participant consistency in pattern-correlation coefficients between scales and frequency bands. For each pair of scale frequencies and frequency bands, the Pearson correlation between the pattern-correlation \( z \)-scores was found across participants. Grey indicates a non-significant relationship (\( \alpha = 0.05 \), FDR corrected for multiple comparisons).
explained by AEC was calculated by vectorising the connectivity matrices and using the model in Eq. 4, where $i$ represents each frequency band, $N_f$ is the number of frequency bands used in the model and $x_i$ represent the regression coefficients.

$$MRVE \text{ correlation} \sim 1 + \sum_{i=1}^{N_f} x_i AEC_i$$

The adjusted $R^2$ value found for each scale factor is shown in Fig. 4. The adjusted $R^2$ value was used to determine which combination of frequency bands would best explain the MRVE connectivity, as the highest adjusted $R^2$ values are obtained when the model only includes predictor variables which add explained variance beyond that which would be expected by chance. However, it was found that the highest adjusted $R^2$ values for each scale frequency were achieved when the AEC connectivity vectors from all frequency bands were incorporated in the model, except for $f_S = 7.9\text{Hz}$ when the alpha band was excluded, and for $f_S = 150\text{Hz}$ when the 80-100Hz band was excluded.

### 3.3. Temporal correlation between MRVE and oscillatory amplitude envelopes

The relationship between entropy and oscillatory amplitude was then investigated. At each voxel in the brain, the temporal correlation between MRVE timecourses and oscillatory amplitude envelopes was found across scale frequencies and frequency bands. Average z-scores are shown on a template brain in Fig. 5.

The relationship is shown to be dependent on the MRVE scale frequency and oscillatory frequency band. However, the direction is generally consistent across the brain for each combination. At high scale frequencies ($f_S = 50-150\text{Hz}$), MRVE shows a strong negative correlation with power in the alpha and beta frequency bands, where the strongest relationship is seen between MRVE at $f_S = 75\text{Hz}$ and beta band amplitude in the occipital and parietal regions. At $f_S = 50-75\text{Hz}$, a weak positive correlation with gamma band amplitude is also observed, which is strongest in frontal and temporal regions. At mid to lower scale frequencies ($f_S = 1-25\text{Hz}$), MRVE shows a negative correlation with delta band amplitude but a positive correlation with power in the alpha and beta bands. However, the areas in which the strongest positive correlation is observed varies with scale frequency and differs between the two frequency bands. The strongest positive correlation was observed between MRVE at $f_S = 21.4\text{Hz}$ and beta band amplitude in frontal and temporal regions. However, positive correlation was also observed in occipital and parietal regions between alpha and beta band amplitude and MRVE for $f_S = 1-8.8\text{Hz}$.

### 3.4. The relationship between MRVE magnitude, oscillatory amplitude and connectivity strength

The overall connectivity ‘strength’ was then estimated for each AAL region. This was done for each node by finding the sum of the correlation coefficients indicating the connectivity between that node and all other nodes, for each AEC frequency band and each MRVE correlation scale frequency. This gave one connectivity strength value for each AAL region for each participant, for each frequency band and scale frequency used. The average entropy value within each AAL region was then found at each scale frequency for each participant, by taking the average value of the MRVE timecourses from the node voxel used in the connectivity analysis. Fig. 6 shows the correlation between a vector containing all average entropy values across participants and the corresponding connectivity strength values. The correlation between connectivity strength and average oscillatory amplitude was also found, taken as the mean value of the hilbert envelope for each frequency band.

At high scale frequencies, it was generally found that average variability negatively correlates with connectivity strength. The strongest relationship with MRVE correlation was found between average entropy at $f_S = 75\text{Hz}$ and connectivity strength at $f_S = 150\text{Hz}$ ($r = -0.66$, $p < 0.001$), whereas the strongest relationship with AEC was found between average entropy at $f_S = 50\text{Hz}$ and alpha band connectivity strength ($r = -0.51, p << 0.001$). However, a weaker positive correlation was found between average entropy at $f_S = 50\text{Hz}$ and connectivity strength at $f_S = 100\text{Hz}$ ($r = 0.18, p < 0.001$). A positive correlation is also seen between average entropy at very low scale frequencies ($f_S = 1-3\text{Hz}$) and AEC in the alpha and beta bands, as well as with MRVE correlation at the highest scale frequencies. This is strongest between average entropy at $f_S = 3\text{Hz}$ and alpha band AEC ($r = 0.26, p < 0.001$), and between average entropy at $f_S = 2\text{Hz}$ and MRVE correlation at $f_S = 150\text{Hz}$ ($r = 0.18, p < 0.001$).

In contrast, there was generally a positive relationship between average oscillatory amplitude and connectivity strength. As shown in the top left of Fig. 6, for AEC connectivity the strongest correlations were found when relating amplitude and connectivity strength within the same frequency band, where the strongest relationship was found for the beta band ($r = 0.49, p < 0.001$). Average amplitude also generally showed a positive correlation with connectivity strength as measured by MRVE correlation at fine time scales, where the strongest relationship was found between alpha band amplitude and connectivity strength for $f_S = 150\text{Hz}$ ($r = 0.46, p < 0.001$).
Fig. 5. The temporal correlation between MRVE timecourses and oscillatory amplitude envelopes for scale frequencies $f_s = 1$-150Hz and frequency bands 1-4Hz ($\delta$), 3-8Hz ($\theta$), 8-13Hz ($\alpha$), 13-30Hz ($\beta$), 40-60Hz ($\gamma_{40-60}$), 60-80Hz ($\gamma_{60-80}$) and 140-160Hz ($\gamma_{140-160}$). The temporal correlation coefficient was found at each voxel for each participant and transformed to a z-score by applying the Fisher transformation. The 95% confidence interval was found for the z-scores calculated across all participants for each voxel. Average Pearson correlation values were found at each voxel where $z = 0$ lay outside of this confidence interval and displayed on a template brain as indicated by the colour bar. See supplementary material for whole brain correlation images for all scales and frequency bands.
3.5. Effects of eye movement on functional connectivity measurements

The frontal location of connections observed for low MRVE scale frequencies and for delta band AEC suggests that they could, at least partially, be spurious due to eye movement. We therefore analysed the EOG recorded with each scan to investigate whether this connectivity could be explained by eye movement artefacts. For each participant, their level of eye movement during the MEG scan was summarised as the standard deviation of the EOG timecourse measuring their horizontal eye movements. However, there was a large difference in amplitude scaling between the EOG for the first and second halves of the participant cohort, so the standard deviation values were then converted to Z scores separately for each half of the cohort. For each MRVE scale frequency and AEC frequency band, a linear regression model was used to determine whether a significant amount of variance in the connectivity strength measured across participants could be explained by horizontal eye movement for each valid connection. Fig. 7 shows the connections for which a significant relationship between connectivity strength and eye movement was found. For low MRVE scale frequencies, a significant positive relationship was found between eye movement and connectivity strength for some frontal connections. For some of these connections, a significant relationship was still found after Bonferroni correction for multiple comparisons. This suggests, as hypothesised, that eye movement could be driving the frontal connectivity detected using MRVE correlation at these scale frequencies. However, no such relationship was found between eye movement and delta band AEC connectivity strength.

In contrast, for alpha and beta band AEC and for MRVE correlation at high scale frequencies ($f_5 > 30\text{Hz}$) a negative relationship was found between connectivity strength and eye movement for a number of occipital and parietal connections. This suggests that higher levels of eye movement are associated with reduced resting state connectivity in these regions. However, at these frequencies, no connections were found to exhibit a significant relationship after correction for multiple comparisons.

4. Discussion

The correlation of neural variability as measured by MRVE was used here to detect robust functional connections from MEG recordings, suggesting that this is a viable method for the analysis of resting state connectivity. The existence of robust connections that can only be detected
by MRVE correlation also suggests that this method can provide complementary information to that provided by AEC.

By introducing the multi-scale element to the RVE method, it was possible to observe network connections that were present at different temporal scales. The number of valid connections detected and the brain areas they originated from varied with each scale frequency, although it was found that two general patterns of connectivity emerged.

At finer temporal scales ($f_S = 30-150\,\text{Hz}$), the networks revealed are dominated by occipital and parietal connections, with some frontal-parietal and temporoparietal connections. Connectivity in these regions during the resting state has been well established in the literature, in both fMRI (Lee et al., 2013) and MEG studies, where connections in these areas have been found in the alpha and beta frequency bands using oscillation-based connectivity measures (Brookes et al., 2011; Hillebrand et al., 2012).

The relationship between MRVE at fine time scales and oscillatory amplitude in the alpha and beta frequency bands was a recurring feature throughout the analysis here. It was shown that the connectivity profiles revealed by fine-scale MRVE correlation and AEC in the alpha and beta bands showed high levels of similarity; the AEC within the alpha and beta frequency ranges made large contributions to the explained variance in the MRVE correlation at $f_S = 75\,\text{Hz}$, the scale at which most connections were detected. It was also found that fine-scale variability timecourses exhibited a strong negative correlation with the alpha and beta band amplitude envelopes, and that connectivity strength negatively correlates with average MRVE at this frequency while positively correlating with alpha and beta band amplitude. These findings imply that high levels of alpha and beta band AEC are associated with more regular activity at scale frequencies $f_S = 30-150\,\text{Hz}$.

It could be that the decrease in variability represents a reduction in information processing performed locally within areas showing high levels of inter-regional connectivity. Entropy is maximised when there is the least integration between brain regions, while increased connectivity introduces statistical dependencies from activity in other brain areas and so decreases the ‘randomness’ exhibited by a region (Tononi et al., 1994).

These results are also potentially consistent with a computational model that recently showed that correlated amplitude envelope fluctuations in the alpha and beta bands are driven by time-delayed coupling between oscillators in the gamma band (Cabral et al., 2014). It was found that transient synchronisation between these oscillators led to correlated amplitude fluctuations at a reduced collective frequency. Future work could investigate whether the correlation between entropy timecourses at high scale frequencies is driven by the degree of synchronisation between oscillators at the same natural frequencies.

At coarser temporal scales, a second network pattern emerged consisting of mostly frontal and temporal connections that most closely resembled the AEC network found within the delta band. This similarity was again supported by the regression analysis, where the delta band AEC explained the largest fraction of variance in the MRVE correlation for scale frequencies $f_S = 1-13.6\,\text{Hz}$. The overall fraction of the variance that can be explained at these coarser time scales is relatively small, suggesting that MRVE correlation provides more novel information at these scales beyond that which can be observed using AEC.

However, the EOG regression analysis revealed that the MRVE correlation observed at these low scale frequencies may have been driven by artefactual signal components generated by eye movements. A fixation point was used to limit eye movements, but it was found that participants still exhibited horizontal eye movement during the recordings, in agreement with previous resting state research (Fransson et al., 2014). Future work could repeat the analysis outlined here using data that has been cleaned of eye movement artefacts, for example using ICA, to determine whether these frontal connections are still observed. However, it was also found that eye movement may affect the posterior connectivity detected by alpha and beta band AEC and MRVE correlation at high scale frequencies. Although no connections exhibited a significant negative relationship after the correction for multiple comparisons, there is evidence for a relationship between eye movement and resting state activity from several fMRI studies. It has been found that disrupted eye movement due to Parkinson’s disease is associated with widespread resting state functional connectivity alterations (Gorges et al., 2016; 2013). It has also been found that areas within the default mode network show fluctuations in activity that correlate with spontaneous eye movement (Fransson et al., 2014). This could have implications for the study of functional connectivity in patient groups known to exhibit altered eye movements relative to controls, such as schizophrenia (Calkins et al., 2008). It is unclear how the removal of ocular signal components dur-
ing data cleaning would affect the measurement of associated functional connectivity, and therefore the detection of alterations in patients.

Investigating the entropic characteristics of the EOG was beyond the scope of this study. However, MRVE correlation strength at coarse time scales was found to exhibit weak positive correlations with average entropy at fine scales and with delta band amplitude. A weak negative correlation can also be seen with variability at the coarsest time scales. This suggests that ocular activity may be more regular at coarse time scales but show higher variability at finer scales. While no relationship was found between delta band AEC and eye movement during the EOG regression analysis, this also hints at an association between eye movement levels and delta band amplitude.

It is interesting to note that MRVE correlation, for a given scale frequency, does not provide the same information about functional connectivity as AEC for an overlapping frequency band. For example, while the frequency band that shows the most connections using AEC ranges from 13-30Hz, scale frequencies in this range are associated with a trough in the number of connections when using MRVE correlation. In fact, Fig. 4 shows that for each frequency band, AEC explains a low percentage of the variance in the MRVE correlation at scale frequencies in the same range. This suggests that in regions showing high connectivity strength, the amplitude and variability of activity of a particular frequency are not related.

MRVE was shown to have a complex relationship with oscillatory amplitude. In general, a positive correlation was found between oscillatory amplitude and entropy timecourses calculated within the same frequency range, whereas a negative correlation is seen when the MRVE scale frequency is approximately higher than the lowpass frequency of the oscillatory frequency band. At the finest time scales, this is seen as a biphasic relationship where MRVE shows negative correlation with low frequency amplitude but positive correlation with gamma band amplitude. This has been found previously in a study using RVE at a single time scale, when applied to task data (f30 = 150Hz) (Brookes et al., 2015). Here, the relationship was replicated in resting state data and was found to be consistent in direction across the brain. However, by considering multiple time scales using MRVE, it was found that the correlation between entropy and amplitude envelopes varies with the entropy scale frequency.

While the direction of each relationship was found to be generally consistent across the brain, the strength of the relationships were often found to vary spatially. For a number of combinations, the correlation was found to be strongest either in occipital and parietal regions, where most functional connections were detected, or in frontal and temporal regions. For example, the negative correlation between beta band amplitude and MRVE at fine scales is strongest in more posterior regions. In contrast, the positive correlation observed for f30 values within the beta frequency range is strongest in anterior regions. This could imply that regional connectivity strength moderates the relationship between the variability and oscillatory amplitude of neural activity within that region. Future work could look at whether the same phenomenon is observed during a task, during which different regions would show higher connectivity strength.

Connectivity strength was generally found to positively correlate with oscillatory amplitude, in agreement with previous research (Tewarie et al., 2019), but was found to negatively correlate with variability. This is consistent with the prevailing theory that oscillatory activity (which is highly regular) facilitates synchronisation between cortical regions (Cabral et al., 2014; Fries, 2005; Schnitzler and Gross, 2005). The relationship between connectivity and oscillatory amplitude is often confounded by the fact that an increase in amplitude is associated with an increase in SNR. However, it is unlikely that this would be causing the observed relationship with variability. If the low measured entropy was driven by increases in underlying signal strength, we would expect to detect connections in the gamma band using AEC that match those found by MRVE correlation for scale frequencies in the same range, whereas in reality very few connections are seen using AEC at these high frequencies.

4.1. Limitations

One limitation of this study is that the performance of MRVE correlation was only compared to AEC. AEC was chosen for comparison as it has been shown to give the most consistent results across participants (Colclough et al., 2016). This method was therefore the appropriate benchmark to use in a comparison of the number of robust connections detected by each connectivity measure. However, it could also be interesting to look at how MRVE correlation relates to connectivity measured by techniques that are centred around phase relationships. It has been suggested that the reduction of signal variability facilitates phase relationships to occur between brain regions (Mcdonough et al., 2014) so it could be investigated whether there is similarity between the connections each method can detect and how this would differ from the relationship between MRVE correlation and AEC.

Another constraint on this analysis was the limit on the resolution of scale frequencies that could be used to generate MRVE timecourses. By increasing the sample rate of the data acquisition, it would be possible to obtain MRVE timecourses at finer temporal scales, and at more frequencies within the frequency range investigated here. For example, with a lowpass frequency of 300Hz, MRVE timecourses could be calculated for all frequencies considered here, as well as for f30 = 300Hz, 100Hz, 60Hz etc. While most of the functional connectivity information given by AEC was found at frequencies below 30Hz, valid connections were detected using MRVE correlation across the whole bandwidth of the MEG signals. Both the frontal and posterior patterns of connectivity detected by MRVE correlation were observed across a wider range of frequencies than their AEC analogues. It is unclear why this is the case. However, this suggests that by increasing the sample rate of the MEG recordings, it may be possible to observe robust connectivity using MRVE correlation at scale frequencies beyond the range available here. In future work, the sample rate and scale factors could also be selected to target specific frequencies of interest.

Leakage correction has shown to be important for measuring reliable AEC (Colclough et al., 2016) and was performed here using symmetric multivariate orthogonalisation. This method has been shown to minimise spurious correlation between virtual sensor timecourses (Colclough et al., 2015). However, the performance of any leakage correction method is dependent on the choice of the timecourses to represents each AAL region. In this study, the voxel corresponding to the timecourse with the maximum temporal standard deviation was chosen as an estimate of the voxel exhibiting the largest SNR. This method could lead to voxels selected from adjacent AAL parcels being in close proximity to each other, and therefore the corresponding current time-courses at these locations could show real correlation (beyond spurious correlation due to source leakage). Any signal orthogonalisation method, including the one used here, would result in signal cancellation in the case of being presented with signals with such zero-lag correlation (Colclough et al., 2015). However, it is worth noting that even if signal components with zero-lag correlation are suppressed, it is still possible to observe correlation between the amplitude envelopes and the MRVE of signals with a relative phase difference.

While the issue of voxels selected in close proximity would affect AEC and MRVE correlation measurements equally, another limitation of this leakage correction method is that a bias towards signals with high SNR may lead to missing important information about entropy. For AEC, maximising SNR may be desirable as oscillatory amplitude has been shown to correlate with functional connectivity (Tewarie et al., 2019). Whereas the MRVE of a signal is independent of its amplitude. Selecting only signals with high amplitude may increase the chances of selecting those with low entropy, as larger groups of synchronised neurons are capable of generating MEG signals with higher amplitude. This could have lead to increased similarity between MRVE correlation
networks and those found using AEC. It may be interesting to employ an alternative voxel selection method, that selects voxels on a basis other than SNR, to investigate how this alters the measured MRVE correlation. For example, timecourses could be taken from voxels at the centre of each AAL region.

It is well established that neuronal variability varies with age (Lippé et al., 2009; McIntosh et al., 2008; Mcintosh et al., 2014; Vakorin et al., 2011). Functional network activity has also been found to vary over the lifespan, increasing during development (Brookes et al., 2018; Schäfer et al., 2014), and then being disrupted in healthy ageing (Andreas-hanna et al., 2007; Schlee et al., 2012; Vakorin et al., 2011). It may be beneficial to investigate the effects of age on MRVE correlation connectivity profiles, to determine whether they remain consistent between age groups. However, the age distribution of the cohort used here was skewed towards younger participants, where almost 70% of participants (126/183) were in the 18–25 age range. This limited our ability to assess the effects of age on the results presented here. In addition, resting state functional connectivity has previously been shown to differ between the sexes (Weis et al., 2019). However, the participant cohort used here was mostly female (123/183). It is possible that connectivity profiles given by both measures may be less robust when applied to a cohort with more even distributions of age and sex. Although, one MEG study found that resting state power envelope correlation connectomes did not significantly alter with age (Coquelet et al., 2017). Future work could recruit a cohort with more balanced distributions of age and sex to investigate their effects on the reliability of these connectivity measures.

While it is interesting that MRVE correlation has shown promise as a measure of functional connectivity, the true test of its usefulness will be its performance in patient groups. Neural variability measures such as Multi-scale Entropy (MSE) (Bosl et al., 2011; Costa et al., 2005; Ghanbari et al., 2015; Mizuno et al., 2010), and AEC connectivity (Andreu et al., 2015; Dima et al., 2020; Koelwijn et al., 2015; 2019) have been shown to be able to distinguish patient groups from controls. Future work will investigate whether MRVE correlation can provide understanding about connectivity changes associated with disease, in comparison to conventional measures based on the oscillatory components of brain function.
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