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Abstract

Modern neural network training relies on piece-wise (sub-)differentiable functions in order to use backpropagation to update model parameters. In this work, we introduce a novel method to allow simple non-differentiable functions at intermediary layers of deep neural networks. We do so by training with a differentiable approximation bridge (DAB) neural network which approximates the non-differentiable forward function and provides gradient updates during backpropagation. We present strong empirical results (performing over 600 experiments) in four different domains: unsupervised (image) representation learning, variational (image) density estimation, image classification, and sequence sorting to demonstrate that our proposed method improves state of the art performance. We demonstrate that training with DAB aided discrete non-differentiable functions improves image reconstruction quality and posterior linear separability by 10% against the Gumbel-Softmax relaxed estimator [37, 26] as well as providing a 9% improvement in the test variational lower bound in comparison to the state of the art RELAX [16] discrete estimator. We also observe an accuracy improvement of 77% in neural sequence sorting and a 25% improvement against the straight-through estimator [5] in an image classification setting. The DAB network is not used for inference and expands the class of functions that are usable in neural networks.

1. Introduction

Deep neural networks have advanced the state of the art in object recognition [21, 46], machine translation [9], and game playing [35], however they generally only function over the range of numerical values encountered during training [48]. In contrast, traditional (non-learned) algorithms, such as Merge-Sort [27], are provably stable and can deal with arbitrary inputs. In this work, we introduce a novel formulation that allows for the incorporation of simple non-differentiable functions, such as Merge-Sort, Signum and K-Means in neural network pipelines.

Most state of the art neural networks [21, 46, 15] rely on some variant of Robbins-Monroe [44] based stochastic optimization. The requirement for utilizing this algorithm includes the assumption that the gradients of the functional be Lipschitz continuous. In contrast, some of the most common functions used in neural networks, the ReLU activation [1] and the Max-Pooling layer [57] are not fully differentiable. In general, this problem is circumvented by ignoring the measure zero non-differentiable domain or through the use of the adjoint method. Functions such as sort and k-means are not amenable to a similar treatment.

In this work, we study approximate gradient pathways that allow for simple non-differentiable functions as sub-modules of neural networks. We validate DAB using the sort, top-k, k-means, signum, binary-threshold and non-reparameterized bernoulli non-differentiable functions and demonstrate competitive performance on a variety of tasks. DAB enables the use of these functions by introducing a smooth neural network approximation to the non-differentiable function; the gradients of the DAB network are then used at training time to update previous layers of the network. The DAB network is trained jointly with the central optimization objective and creates its approximation via the introduction of a regularizer (Section 3). At inference, the DAB network is removed, thus requiring no extra memory or compute after training.

2. Related Work

Traditional Solutions: Traditional solutions to handling non-differentiable functions in machine learning include using the score function estimator (SFE) [13, 32] (also known as the score-matching estimator). However, these methods suffer from variance due to noise in the gradient estimate. To overcome this, researchers have introduced techniques such as the Gumbel-Softmax relaxation [26] and RELAX [16] which allows for the use of discrete functions in deep neural networks. These methods approximate the non-differentiable function with a differentiable approximation and use backpropagation to update model parameters. However, these methods suffer from the limitations of the approximations which can lead to suboptimal performance. In this work, we introduce a novel method to allow simple non-differentiable functions at intermediary layers of deep neural networks. We do so by training with a differentiable approximation bridge (DAB) neural network which approximates the non-differentiable forward function and provides gradient updates during backpropagation. We present strong empirical results (performing over 600 experiments) in four different domains: unsupervised (image) representation learning, variational (image) density estimation, image classification, and sequence sorting to demonstrate that our proposed method improves state of the art performance. We demonstrate that training with DAB aided discrete non-differentiable functions improves image reconstruction quality and posterior linear separability by 10% against the Gumbel-Softmax relaxed estimator [37, 26] as well as providing a 9% improvement in the test variational lower bound in comparison to the state of the art RELAX [16] discrete estimator. We also observe an accuracy improvement of 77% in neural sequence sorting and a 25% improvement against the straight-through estimator [5] in an image classification setting. The DAB network is not used for inference and expands the class of functions that are usable in neural networks.
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as REINFORCE [56], the straight-through estimator (STE) [5], or the reparameterization path-wise estimator [30]. While the SFE is an unbiased estimate of the gradients, it generally suffers from high variance [16] and needs to be augmented with control variates [12] that require manual tuning and domain knowledge. The STE on the other hand is a solution that simply copies gradients back, skipping the non-differentiable portion (i.e. treating it as an identity operation). Furthermore, the STE does not allow for operators that change dimension, i.e. \( f : \mathbb{R}^A \to \mathbb{R}^B, A \neq B \), since it is unclear how the gradients of the larger/smaller output would be copied back. In contrast to the SFE, the reparameterization trick used in variational autoencoders (VAE) [30], enables differentiating through distributions by reframing the expectation with respect to a variable that is not part of the computational graph. The difference between the SFE and the reparameterization trick can be understood by analyzing how they estimate gradients:

\[
\text{SFE: } \nabla \theta \mathbb{E}_{q_\theta}[f(z)] = \mathbb{E}_{q_\theta}[f(z)\nabla \log q_\theta(z)]
\]

\[
\text{Reparameterization: } \nabla \theta \mathbb{E}_{q_\theta}[f(z)] = \mathbb{E}_{p_\epsilon(z)}[\nabla \theta f(z)]
\]

The reparameterization path-wise estimator takes into account how the derivative of the function, \( f(z) \), is modulated by the choice of measure, \( q_\theta \), while the SFE treats the function, \( f(z) \), as a black box. See [39] for a thorough treatment on the topic.

**Relaxed Differentiability:** While the reparameterization estimator has lower variance than the SFE, it did not afford a discrete reparameterization until recently. The Gumbel-Softmax relaxed estimator (simultaneously proposed in [37, 26]) for the Bernoulli and Discrete distributions anneals a softmax with additive Gumbel noise until it eventually converges to the corresponding ‘hard’ distribution. This technique can be interpreted as a form of bias-variance trade-off [37]. More recently, REBAR [49] and RELAX [16] were proposed to combine both the SFE and the reparameterization trick in order to produce a new estimator with lower variance. RELAX [16] differs from REBAR [49] by using a learned Q function [55] neural network as a control variate. We empirically contrast our estimator against Gumbel-Softmax in Experiment 4.2 and RELAX and REBAR in Experiment 4.2.1 demonstrating improved performance using three different metrics.

**Gradient Free Methods:** Machine learning has a rich history of backpropagation alternatives, ranging from simulated annealing [51], particle swarm optimization [28], genetic algorithms [14], evolutionary strategies [2], and Bayesian approaches such as MCMC based sampling algorithms [10, 11]. These algorithms have been shown [45] to not scale to complex, large dimension optimization problems in large neural network models. More recent work in the analysis of backpropagation alternatives [45] has demonstrated the possibility of learning weight updates through the use of random matrices; however, no statement was made about training / convergence time.

**Asynchronous Neural Network Updates:** Recent work such as decoupled neural interfaces (DNI) [23] and decoupled parallel backpropagation (DPG) [24] introduced an auxiliary network to approximate gradients in RNN models. Similar approximation techniques have been introduced [4] (DGL) to allow for greedy layerwise CNN based training. The central objective with these models is to enable asynchronous updates to speed up training time. Our work differs from all of these solutions in that our objective is not to improve training speed / parallelism, but to learn a function approximator of a non-differentiable function such that it provides a meaningful training signal for the preceding layers in the network. This approach allows us to utilize non-differentiable functions such as kmeans, sort, signum, etc., as intermediary layers in neural network pipelines.

### 3. Model

![Figure 2. Model of our proposed framework. \( l_{\text{hard}} \) represents the non-differentiable function and \( z_{\text{hard}} \) its outputs.](image)

Given a set of training input images, \( X_{tr} = \{x_i\}_{i=0}^N \), \( x_i \in \mathbb{R}^{M \times M} \), coupled with related ground-truth labels, \( Y_{tr} = \{y_i\}_{i=0}^N \), \( y_i \in \mathbb{R}^d \) (for classification) or \( y_i \in \mathbb{R} \)
\( \mathbb{R}^{M \times M} \) (for autoencoding), our objective is to learn the parameters, \( \theta \), of a model, \( f_\theta : x_i \mapsto y_i \), such that we generalize well on a hold-out test set, \( \{X_{te}, Y_{te}\} \), evaluated with a predefined metric, \( M(f_\theta(X_{te}), Y_{te}) \). We focus on the case where the parameters \( \theta \) are optimized using stochastic gradient descent \([44]\), operating on a differentiable loss function \( \mathcal{L}(f_\theta(X_{te}), Y_{te}) \).

We begin by decomposing our model, \( f_\theta \), into a layerwise representation, \( f_\theta = l_{\theta_3} \circ l_{\theta_2} \circ l_{\theta_1} \). We represent the output of each of the above layers as \( \{z_3, z_2, z_1\} \) respectively. In this work we explore replacing the differentiable function \( l_{\theta_2} \) with a non-differentiable version, \( l_{\text{hard}} \). Directly swapping \( l_{\text{hard}} \) for \( l_{\theta_2} \) is not viable since it would prevent backpropagation gradient updates of \( l_{\theta_3} \).

In order to circumvent this, we draw inspiration by visualizing what a typical multi-layer dense neural network does when it fits an output that is discontinuous. In Figure 1 we visualize three (test) snapshots of a network during training. The ground truth target, \( y_i \), is an \( \epsilon \)-margin signum function, \( y_i = \text{sgn}(x_i, \epsilon) \), where \( x_i \sim U(-1, 1) \) and \( \epsilon = 0.5 \).

\[
\text{sgn}(x_i, \epsilon) = \begin{cases} 
-1 & x_i < -\epsilon \\
0 & x_i \in [-\epsilon, \epsilon] \\
1 & x_i > \epsilon 
\end{cases}
\]  

(1)

We train a small three layer ELU dense network using Adam \([29]\) and use the final layer’s (un-activated) output in a least-square loss, \( \mathcal{L} = \|y_i - f_\theta(x_i)\|^2_2 \). Neural networks have been extensively used to interpolate latent space in models such as variational autoencoders \([30]\) and Word2Vec \([33]\). These interpolations are possible because neural networks learn a smooth K-Lipschitz mapping to transform the inputs to their target outputs, which implies smooth gradients. We rely on this property and introduce the DAB network, \( l_{\phi} \).

The DAB network receives \( z_1 \) from the previous layer, \( z_1 = l_{\theta_1}(x) \), and produces an output, \( z_\phi = l_{\phi}(z_1) \). This output is constrained to be close to the output of the hard function, \( z_{\text{hard}} = l_{\text{hard}}(z_1) \), through the introduction of an L2 regularizer\[^1\] \( \mathcal{L}_{DAB} = \gamma \|z_{\text{hard}} - z_\phi\|^2_2 \), where \( \gamma \) represents represents a hyper-parameter that controls the strength of the regularization. We observed that the choice of \( \gamma \) did not have a strong effect and thus did not conduct an extensive hyper-parameter search to optimize it. Our final optimization objective is our typical objective, \( \mathcal{L}(f_\theta(x_i), y_i) \) and the regularizer, \( \mathcal{L}_{DAB} \), described above:

\[
\min_{\theta, \phi} \mathcal{L}(l_{\theta_1}(l_{\text{hard}}(l_{\theta_1}(x_i))), y_i) + \gamma \|l_{\text{hard}}(z_1) - l_{\phi}(z_1)\|^2_2
\]  

(2)

The main difference between a typical model and the DAB aided model presented above is that we use \( l_{\text{hard}} \) during the forward functional evaluations at both training and test time. During training, the model returns the DAB model’s smooth K-Lipschitz gradients, \( \frac{\partial l_{\phi}}{\partial \phi} \), to update the parameters \( \theta_1 \), thus allowing the entire model to be trained end-to-end. At inference, the DAB model is completely discarded, requiring no extra memory or compute.

4. Experiments

We quantify our proposed algorithm on four different benchmarks: sequence sorting, unsupervised (image) representation learning, variational (image) density estimation, and image classification. For a full list of hyper-parameters, model specifications, and example PyTorch \([40]\) code see the Appendix.

4.1. Neural Sequence Sorting

We begin by exploring the problem of neural sequence sorting in order to demonstrate the effectiveness of our solution. While neural networks outperform humans in many object detection tasks \([21, 46]\), they generally perform poorly on combinatorial problems such as sorting \([52, 53]\).

\[^1\]An analysis of the choice of regularizer and convergence is provided in Appendix Section 6.5.
and visual relational learning \[42\]. This limitation is due to the exponential growth of potential solutions in relation to the dimensionality of the input space \[47\].

\( N \) input sequences of length \( T \) are generated by sampling a uniform distribution, \( \{X\}_{i=1}^N = \{x_1, \ldots, x_t, \ldots, x_T\}_{i=1}^N, x_t \sim U(0, 1) \). The objective of the model, \( f_{\theta}(X_i) \), is to predict a categorical output, \( \{Y\}_{i=1}^N, Y_i \in \mathbb{R}^{T \times T} \), corresponding to the index of the sorted input sequence, \( Y_i = \text{sort}(X_i) \). We provide a single-sample example for \( T = 3 \) below:

\[
[0.6, 0.234, 0.9812] \rightarrow [[0, 1, 0], [1, 0, 0], [0, 0, 1]]
\]

We follow \[52\] and evaluate the all-or-none (called out-of-sequence in \[52\]) accuracy for all presented models. This metric penalizes an output, \( f_{\theta}(X_i), \) for not predicting the entire sequence in correct order (no partial-credit),

\[
\frac{1}{N} \sum_{i=1}^N (f_{\theta}(X_i) == Y_i).
\]

The reasoning being that a partial sort prediction is not useful in many cases. Note that larger all-or-none accuracy implies larger accuracy.

We develop two novel models to address the sorting problem: a simple feed-forward neural network (Figure 3- left) and a sequential RNN model (Figure 3- right). The central difference between a traditional model and the ones in Figure 3 is the incorporation of a non-differentiable (hard) function shown in red in both model diagrams. The dense model differs from the RNN model in that it receives the entire sample, \( x_{t=1}^T \), simultaneously. In contrast, the RNN processes each value, \( x_t \), one at the time, only making a prediction after the final value, \( x_{t=T} \) is received.

During the forward functional evaluations of the model, we directly use the (hard) non-differentiable function’s output for the subsequent layers. The DAB network receives the same input as the non-differentiable function and caches its output. This cached output is used in the added regularizer presented in Section 3 in order to allow the DAB to approximate the non-differentiable function (\( \mathcal{L}_{DAB} \) in Figure 3). During the backward pass (dashed lines), the gradients are routed through the DAB instead of the non-differentiable function. While it is possible to utilize any non-differentiable function, in this experiment we use the \( \epsilon \)-margin signum function from Equation 1.

We contrast our models with state of the art for neural sorting \[53, 52\] and a baseline ELU-Dense multilayer neural network and demonstrate (Table 1) that our model outperforms all baselines (in some cases by over 75%). Since the only difference between ELU-Dense and Signum-Dense is the choice of activation, the gains can be attributed to the choice of non-differentiable function that we use in our model. We believe that the logic of sequence sorting can be simplified using a function that directly allows binning of intermediary model outputs into \( \{-1, 0, 1\} \), which in turn simplifies implementing a swap operation in a similar manner as classical Sorting Networks \[53\].

After observing these significant improvements over the state of the art in neural sorting \[53, 52\], we attempted to use a soft version of the \( \epsilon \)-margin signum function in Equation

\[
\epsilon \text{-margin signum function from Equation 1}
\]

We report the best achieved results (taking pondering (Section 4.1.1) into account) directly from \[53, 52\].

| Length (T) | ELU-Dense | Ptr-Net \[53\] | Read-Process Write \[52\] | Signum-RNN (ours) | Signum-Dense (ours) |
|-----------|-----------|-----------------|-----------------|------------------|------------------|
| T=5       | 86.46 ± 4.7% (x5) | 90%  | 94%  | 99.3 ± 0.09% (x5) | 99.3 ± 0.25% (x5) |
| T=10      | 0 ± 0% (x5)   | 28%  | 57%  | 92.4 ± 0.36% (x5) | 94.2 ± 0.1% (x5)  |
| T=15      | 0 ± 0% (x5)   | 4%   | 10%  | 87.2 ± 0.3% (x5)  | 79.8 ± 0.8% (x5)  |

Table 1. All-or-none sorting test-accuracy (presented as mean ± std (replication)) for varying length (T) sequences.

Figure 3. Left: Dense sorting model with non-differentiable-function. Right: LSTM Model with a non-differentiable function.
Figure 4. Effect of increasing ponder steps for 5-sort (left) and 10-sort (right) problems. The mean and standard deviation of the maximum test all-or-none accuracy are reported over 5 trials per ponder length.

We observed that it performed better than [53, 52] on the 5 and 10 sort problems, but failed to generalize on the 15-sort problem. The Tanh model resulted in average all-or-none accuracies of 99.3%, 88.3% and 1.9% for the corresponding 5, 10 and 15 sort problems. The reason for this reduction in performance can be attributed to the simplification of the problem through the use of the hard function; e.g.: instead of learning that all continuous values in the range of [0.5, 1.0] indicate a swap is needed, the network only needs to learn that values that are exactly 1.0 indicate a swap. This reasoning has been extensively applied in vector quantization (VQ) models such as [17, 8, 50].

4.1.1 Effect of Pondering

The model presented in [52] evaluates the effect of pondering in which they iterate an LSTM with no further inputs. This pondering allows the model to learn to sort its internal representation. Traditional sorting algorithms run $O(\log T)$ operations on the $T$ dimensional input sequence. Iterating the LSTM attempts to parallel this. We introduce a similar pondering loop into our model and show the performance benefit in Figure 4; we observe a similar performance gain, but notice that the benefits decrease after five pondering iterations.

4.2. Unsupervised Discrete Representations

In this experiment, we study the usefulness of learnt unsupervised representations by latent variable models such as the Variational Autoencoder (VAE) [30]. Variational Autoencoders, coupled with Gumbel relaxed reparameterization methods [37, 26] enable learning of compact binary latent representations. Given an input random variable $x \sim p(x)$, VAEs posit an approximate posterior, $q_\phi(z_2|x)$, over a latent variable, $z_2$, and maximize the Evidence Lower BOund (ELBO). We contrast the VAE ELBO with our optimization objective below:

$$\text{VAE: } \mathbb{E}_q[\log p_\theta(x|z_2)] - D_{KL}[q_\phi(z_2|x)||p(z)]$$

$$\text{DAB: } \mathbb{E}_q[\log p_\theta(x|z_{\text{hard}})] + \mathbb{E}_q[\gamma \log q(z_{\text{hard}}|l_\phi(z_1)))]$$

In the case of the DAB model, $q(z_{\text{hard}}|l_\phi(z_1)) \sim \mathcal{N}(l_\phi(z_1), I)$. This formulation is equivalent to the one from Section 3 since the log-likelihood of a Gaussian distribution (evaluated on a sample $z_{\text{hard}}$) is proportional to the L2-loss (Appendix Section 6.5.1). The specific functional value of $z_{\text{hard}}$ is based on the type of non-differential function used and is listed in Table 2.

Good latent representations should not only be compact (in terms of bits-per-pixel), but also useful as a mechanism to produce a more separable representation space. In addition, given a latent representation the model should be able to reconstruct the original sample well. We demonstrate the usefulness of non-differential functions to both these objectives through the use of two metrics: the MS-SSIM [54] and linear classification of posterior samples. The MS-SSIM is a metric that provides a sense of how similar (in structure) the reconstructed image is to the original. Linear classification of posterior samples provides us with an evaluation of separable latent representations: a useful property for models that use the latent representation in downstream tasks. Importantly, we do not specifically train the model to induce better linear separability as that would necessitate the use of supervision.

In Figure 5 and Table 3, we contrast our models (dab-*) against state of the art bernoulli and discrete relaxed gumbel-reparameterized models [37, 26] and a naive down-
sample, binary-threshold and classify using optimal threshold solution (threshold). The variants are summarized in Table 2 below:

| Functional Form | Sample from non-reparameterized distribution: $z_{\text{hard}} \sim \text{Bern}(l_\theta(x))$. |
|-----------------|--------------------------------------------------------------------------------------------------|
| dab-bernoulli   | $\text{bin}(z_1) = \begin{cases} 1 & z_1 \geq \text{mean}(z_1) \\ 0 & z_1 < \text{mean}(z_1) \end{cases}$ |
| dab-binary      | Equation due to trinary representation. BPP is scaled by $\log_2(3)$. |
| dab-signum      | Bilinear(x, BPP), threshold(x, $\tau$) and linearly classify for the best $\tau$. |

Table 2. Variants of activations used in experiment.

We begin by using the training set of Fashion MNIST, CIFAR10, and ImageNet to train the baseline bernoulli and discrete VAEs as well as the models with the non-differentiable functions (dab-*) presented above. We train five models per level of bpp for FashionMNIST and CIFAR10 and evaluate the MS-SSIM and linear classification accuracy at each point. We repeat the same, but only for bpp=0.00097 for Imagenet ($512 \times 512 \times 3$) due to computational restrictions. Each epoch of training at this resolution takes approximately 1.5 hours on 8 V-100 GPUs. Note that bpp=0.00097 requires a matrix that projects into a 786 dimensional space. Increasing this dimension substantially increases the parameters of the network. The linear classifier is trained on the same training dataset after the completion of training of the generative model. We present the mean and standard deviation results in Figure 5 and Table 3 for all three datasets.

| Imagenet BPP = 0.00097 (768 dimensional latent) | MS-SSIM | Linear Separability |
|------------------------------------------------|---------|---------------------|
| Gumbel-Bernoulli                               | 0.295 +/- 0.00058 | 0.0405 +/- 0.00035  |
| DAB-Signum †                                   | 0.296 +/- 0.00063 | 0.0430 +/- 0.00068  |
| DAB-Bernoulli                                  | 0.293 +/- 0.00051 | 0.0387 +/- 0.00022  |
| DAB-Binary                                     | 0.292 +/- 0.00062 | 0.0356 +/- 0.00092  |

Table 3. Five trials (each) of ImageNet using only BPP=0.00097 (results reported as mean ± std). Images are compressed from $512 \times 512 \times 3$ to 786 bits ($\log_2(3) = 9.6$ for dab-signum since 786 $\approx 496 \log_2(3)$) and yield a 43x improvement over random guessing (0.001). Full test curves in Appendix Section 6.3.

We observe that our models perform better in terms of
test-reconstruction (MS-SSIM) and also provide a more separable latent representation (in terms of linear test accuracy). We observe either *dab-signum* or *dab-binary* performing better than all variants across all datasets. Since only the activation is being changed, the benefit can be directly attributed to the use of the non-differentiable functions used as activations. Since the DAB-decoder only operates over discrete inputs, it drastically simplifies the learning problem for this network. This contrasts the Gumbel-Softmax estimator which slowly anneals a continuous distribution to a discrete one over the training process. This validates the core tenant of DAB: use discrete (non-differentiable) outputs during forward functional evaluations, but provide a smooth K-Lipschitz gradient during backpropagation.

### 4.2.1 Contrasting State of the Art Discrete Estimators

In order to relate this work to newer *state of the art* discrete estimators \[49,16\], we parallel the simple VAE experiments used for RELAX \[16\] and REBAR \[49\]. The experiment proposed in \[49,16\] is to estimate a (variational) density model for Binarized MNIST and Binarized Omniglot using a latent variable posterior distribution of 200 Bernouilli random variables. This task is challenging for neural networks that learn with gradient descent, as quantization (of the forward functional evaluations) removes the subtle directional information from the gradients. Thus, all of the proposed relaxed estimators \[37,25,49,16\] use some form of annealed continuous distribution (such as the Gumbel distribution) during their forward functional evaluations. These distributions provide the model with continuous gradient information to update parameters during backpropagation. Over time, these continuous distributions are annealed towards the desired discrete representation, albeit sometimes with large variance \[49\]. In contrast, DABs always use discrete outputs during forward functional evaluations, while providing a smooth, K-Lipschitz gradient to enable learning. This approach allows the decoder in the VAE model to restrict itself to the range of discrete numerical values that the problem specifies.

As in \[49,16\], we use a single hidden layer model with ReLU activations and 200 latent Bernouilli random variables. Adam is used as an optimizer with a learning rate of $3 \times 10^{-4}$ and $\gamma$ from Equation 2 is fixed to 10. In contrast to Experiment 4.2 we optimize the following objective:

$$
\text{DAB-VAE} : \mathbb{E}_q [\log p(x|z_{\text{hard}})] - D_{KL} [q_l(z) || p(z)] + \mathbb{E}_q [\gamma \log q(z_{\text{hard}})]
$$

The objective in Equation 3 ensures that the the DAB-VAE compress the latent variable in a manner similar to REBAR and RELAX.

|            | Binarized MNIST | Binarized Omniglot | Epochs Binarized MNIST | Epochs Binarized Omniglot |
|------------|-----------------|-------------------|------------------------|--------------------------|
| REBAR \[49\] | -111.12 | -127.51 | 331 | 368 |
| RELAX \[16\] | -119.19 | -128.20 | --- | --- |
| DAB (ours) | **-109.59** | **-125.19** | **9933** | **2366** |

Table 5. Binarized MNIST & Omniglot test variational lower bound (ELBO) in nats and training epochs to convergence. --- indicates non-reported values.

We report the best test variational lower bound (Equation 3 without $\mathbb{E}_q [\gamma \log q(z_{\text{hard}})]$) to provide a meaningful comparison) for Binarized MNIST and Omniglot in Table 5 (larger ELBO values being better)\[5\]. The same table also provides the number of training epochs needed for each model to converge to their reported best value. While DAB takes longer to converge, both REBAR and RELAX begin to overfit and continued training does not improve the bound. We observed that the generalization gap for DAB (1-2 nats) was smaller than RELAX and REBAR (5-10 nats). This improvement is because the decoder, $\log p(x|z_{\text{hard}})$, is required to reconstruct (at training and testing) the input sample, $x$, using a latent variable sampled from a stochastic, non-differentiable function, $z_{\text{hard}} \sim \text{Bern}(q_l(x))$. DAB outperforms both REBAR and RELAX on both the Binarized Omniglot and Binarized MNIST problems; the relative simplicity of training makes it a strong candidate for applications requiring non-differentiable functions. Adding a learning rate scheduler to the DAB based training is likely to improve convergence time, however this is left to future work.

### 4.3. Image Classification

This experiment evaluates how well a DAB enhanced model performs in classifying images of CIFAR10 using a Resnet18 model tailored to operate on $\mathbb{R}^{32 \times 32 \times 3}$ images. We evaluate a variety of non-differentiable functions and present their test accuracy and standard deviation in Table 4. We observe that utilizing a sort as the final activation in the Resnet18 model improves upon the vanilla model (Baseline) by 0.1%. While these results show that DAB outperforms the baseline Resnet18 model, the difference is small. In contrast, when we used the same non-differentiable function in a simpler multi-layer dense model for the same problem, we observed a larger difference ($\approx 10\%$) between the test-accuracies. We attribute this to the quantization based regularization effect induced by the choice of non-differentiable activation.

Many of the tested non-differentiable activations in Table 4 perform equivalently to the state of the art (Baseline).\footnote{Full test curves in Appendix Section 6.2}
| CIFAR10 Test-Accuracy | Mean    | +/- Std | Functional Form |
|-----------------------|---------|---------|-----------------|
| Baseline              | 92.87%  | 0.06%   | Identity($z_1$) |
| Signum                | 91.95%  | 0.07%   | Equation [1]    |
| Sort                  | 92.93%  | 0.1%    | sort-row($z_1$) ⊕ sort-col($z_1$) |
| Topk                  | 92.21%  | 0.14%   | (sort-row($z_1$) ⊕ sort-col($z_1$))[0:k] |
| K-Means               | 91.97%  | 0.16%   | $\text{kmeans}(z_1, k=10)$ |

Table 4. CIFAR10 test-accuracy over five trials for each row. ⊕ is a concatenation.

Figure 6. Left: Signum non-differentiable function evaluated at different sections of a Resnet18 model. Middle: Earth mover distance between input to non-differentiable function and output of non-differentiable function. Right: CIFAR10 test accuracy for DAB vs. Straight-Through-Estimator using Sort-1D.

DAB enables the exploration of novel networks with unconventional layers, including ones (such as MergeSort) which generalize to arbitrary numerical values. These unconventional activations can also be used for auxiliary tasks (eg: [50]).

4.3.1 Classification Ablation / Case Studies

Layer Placement: In order to validate where to place the non-differentiable function within the Resnet18 architecture, we perform an ablation study. Since the Resnet18 model has four residual blocks, we place the non-differentiable function at the output of each block and train with each configuration 5 times (Figure 6 left). We observe that the network remains stable throughout training when the non-differentiable function is after he fourth layer and use this configuration for all experiments presented in Table 4.

Conditioning of Preceding Layer: We utilize the Sort non-differentiable function shown in Table 4 to explore the effect of the regularizer introduced in Equation 2. We calculate the empirical earth mover distance between the input to the non-differentiable function ($z_1$ in Figure 2) and its output ($z_{hard}$ in Figure 2). We repeat the experiment five times and report the mean and standard deviation in Figure 6 middle. The regularizer conditions the input layer to produce partially sorted values, as demonstrated by the decrease in the test EMD over time.

Contrasting the STE: The straight-through-estimator (STE) was originally used to bypass differentiating through a simple argmax operator [5], however, here we analyze how well it performs when handling a complex operand such as sorting. Since the STE cannot operate over transformations that vary in dimensionality, we use a simplified version of the sort operator from the previous experiment. Instead of sorting the rows and columns as in Table 4, we simply flatten the feature map and run a single sort operation. This allows us to use the STE in this scenario. We observe in Figure 6 right that DAB clearly outperforms the STE.

5. Discussion

Extensive research in machine learning has focused on discovering new (sub-)differentiable non-linearities to use within neural networks [20, 31, 41]. In this work, we demonstrate a novel method to allow for the incorporation of simple non-differentiable functions within neural networks and empirically demonstrate their benefit through a variety of experiments using a handful of non-differentiable operators, such as $\text{kmeans}$, $\text{sort}$, and $\text{signum}$. Rather than manually deriving sub-differentiable solutions (eg: [18]), using the Straight-Through-Estimator (eg: [50]) or relying on REINFORCE, we train using a neural network to learn a smooth approximation to the non-differentiable function. This work opens up the use of more complex non-differentiable operators within neural network pipelines.
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6. Appendix

6.1. Simple Pytorch Implementation

We provide an example of the base class for any hard function along with an example of the $\epsilon$-margin signum operand (Equation 1) below. The `BaseHardFn` accepts the input tensor $x$ along with the DAB approximation ($\text{soft}_y$). Coupling this with the DAB loss (Equation 6.5.1) provides a basic interface for using DABs with any model.

```python
class BaseHardFn(torch.autograd.Function):
    @staticmethod
    def forward(ctx, x, soft_y, hard_fn, *args):
        """ Runs the hard function for forward, cache the output and returns.
        All hard functions should inherit from this, it implements the autograd override.
        ""
        hard = hard_fn(x, *args)
        saveable_args = list([a for a in args if isinstance(a, torch.Tensor)])
        ctx.save_for_backward(x, soft_y, *saveable_args)
        return hard

    @staticmethod
    def _hard_fn(x, *args):
        raise NotImplementedError("implement _hard_fn in derived class")

    @staticmethod
    def backward(ctx, grad_out):
        """ Returns DAB derivative.
        ""
        x, soft_y, *args = ctx.saved_tensors
        with torch.enable_grad():
            grad = torch.autograd.grad(outputs=soft_y, inputs=x,
                                        grad_outputs=grad_out,
                                        retain_graph=True)
        return grad[0], None, None, None

class SignumWithMargin(BaseHardFn):
    @staticmethod
    def _hard_fn(x, *args):
        """ x[\text{x < -eps}] = -1
        x[\text{x > +eps}] = 1
        else x = 0
        ""
        eps = args[0] if len(args) > 0 else 0.5
        sig = torch.zeros_like(x)
        sig[x < -eps] = -1
        sig[x > eps] = 1
        return sig

    @staticmethod
    def forward(ctx, x, soft_y, *args):
        return BaseHardFn.forward(ctx, x, soft_y, SignumWithMargin._hard_fn, *args)
```
6.2. Contrasting RELAX and REBAR

![Graphs showing Binary Mnist and Binary Omniglot Negative ELBO](image)

Figure 7. Test Negative Variational Lower Bound (-ELBO) [lower being better]. *Left:* Binarized MNIST. *Right:* Omniglot.

While REBAR and RELAX used learning rate schedulers, we used a fixed learning rate of 3e-4 with Adam for the entirety of training. We believe that using a scheduled learning rate will improve time to convergence for DAB, but leave this for future work.

6.3. Imagenet Test Curves for MS-SSIM and Linear Separability

The full test curves for Imagenet are shown below:

![Graphs showing Imagenet MS-SSIM and Imagenet Linear Posterior Classification](image)

Figure 8. Five trials (each) of ImageNet using only BPP=0.00097 due to computational restrictions (results reported as mean ± std). *Left:* Test MS-SSIM [54]. *Right:* Purely unsupervised linear posterior test-classification accuracy; Images are compressed from $\mathbb{R}^{512 \times 512}$ to 786 bits (496 for dab-signum since $786 \approx 496 \log_2(3)$) and yield a 40x improvement over random guessing (0.001).
### 6.4. Model Hyper-Parameters

| Optimizer  | FashionMNIST | CIFAR10 | ImageNet | Sorting | Classification |
|------------|--------------|---------|----------|---------|----------------|
| LR         | Adam         | RMSProp | RMSProp  | Adam    | Adam           |
| Batch-Size | 128          | 128     | 192      | 1024    | 128            |
| Activation | ELU          | ReLU    | ELU      | Tanh    | ELU            |
| Normalization | Batchnorm   | Batchnorm-Conv, None-Dense | Batchnorm-Conv, None-Dense | None | Batchnorm |
| Layer-Type  | Similar to U-Net | Coord-Conv encoder, Dense decoder | Resnet18 encoder, Dense decoder | LSTM (gradclip 5) + Dense(256) | CifarResnet18 |
| DAB-\(\gamma\) | 10           | 70      | 2        | 10      | 10             |

### 6.5. Bayesian Interpretation of DAB

![Figure 9](image-url)  

Figure 9. Graphical model of our proposed framework. \(l_{\text{hard}}\) represents the non-differentiable function and \(z_{\text{hard}}\) its (latent variable) outputs.

A graphical model depicting a generic version of our framework is shown in Figure 2. Given some true input data distribution, \(x \sim p(x), y \sim p(y|x)\), and a set of \(J (J = 3\) in Figure 2) functional approximators, \(l_{\theta_i} : \mathbb{R}^N \mapsto \mathbb{R}^N, i \in \{1..J\}\), our learning objective is defined as maximizing the log likelihood, \(\log p_{\theta}(y|x)\), coupled with a new regularizer, \(\log p_{\phi}(z_{\text{hard}}|z_{\phi})\) (\(\mathcal{L}_{DAB}\) in Figure 9), introduced in this work:

\[
\max_{\theta,\phi} \mathcal{J}(\theta, \phi) = \mathbb{E}_x[\log p_{\theta}(y|x) + \gamma \log p_{\phi}(z_{\text{hard}}|z_{\phi})],
\]

\[\mathcal{J}(\theta, \phi) = \mathbb{E}_x[\log p_{\theta}(y|z_{\text{hard}}) p_{\phi}(z_{\text{hard}}|z_{1}) p_{\theta}(z_{1}|x) + \gamma \log p_{\phi}(z_{\text{hard}}|z_{\phi})],
\]

\[
\mathcal{J}(\theta, \phi) = \mathbb{E}_x[\log p_{\theta}(y|l_{\theta_3}(l_{\theta_1}(x))) + \gamma \log p_{\phi}(z_{\text{hard}}|l_{\phi}(z_{1}))].
\]

We transition from Equation 4 to Equation 5 by using the conditional independence assumptions from our graphical model in Figure 9. Since the latent representations \(z_i\) are simple functional transformations, we can represent the distributions \(p(z_i|z_{i-1}), i > 0\) (Equation 5), by dirac distributions centered around their functional evaluations: \(z_i|z_{i-1} \sim \delta(l_{\theta_i}(z_{i-1}))\).

This allows us to rewrite our objective as shown in Equation 6 where \(\gamma\) is a problem specific hyper-parameter. A key point is that during the forward functional evaluations of the model we use the non-differentiable function, \(l_{\text{hard}}\).

Note that we have kept our framework generic. In the following section we will describe the gaussianity assumptions on the regularizer \(p_{\phi}(z_{\text{hard}}|z_{1})\) and why it converges.

#### 6.5.1 Choice of metric under simplifying assumptions

In this section we analyze the regularizer introduced in Equation 6 / Equation 2 in the special case where the non-differentiable function output, \(z_{\text{hard}} = l_{\text{hard}}(z_{1}) = \phi z_{1} + \epsilon\), is a (differentiable) linear transformation of the previous layer coupled with \(z_0 = x\).
additive Gaussian noise (aleatoric uncertainty):

\[ z_{\text{hard}} = \phi z_1 + \epsilon, \quad \epsilon \sim \mathcal{N}(0, \sigma^2), \quad (7) \]

\[ z_{\text{hard}} | \phi z_1, \sigma^2 \sim \prod_{i=1}^{N} \mathcal{N}(\phi z_1, \sigma^2). \quad (8) \]

Under these simplifying assumptions our model induces a Gaussian log-likelihood as shown in Equation 8. At this point we can directly maximize the above likelihood using maximum likelihood estimation. Alternatively, if we have apriori knowledge we can introduce it as a prior, \( p(\phi) \), over the weights \( \phi \), and minimize the negative log-likelihood multiplied by the prior to evaluate the posterior (which will be induced as a gaussian), i.e. the MAP estimate. If we make a conjugate prior assumption, \( p(\phi) \sim \mathcal{N}(0, \sigma_{\phi}^2) \), then:

\[ -\log(\text{posterior}) \propto -\log \prod_{i=1}^{N} \mathcal{N}(\phi z_1, \sigma^2) \mathcal{N}(0, \sigma_{\phi}^2), \quad (9) \]

\[ = \sum_{i=1}^{N} -\frac{1}{\sigma^2} (z_{\text{hard}} - \phi z_1)^2 - \frac{\phi^2}{\sigma_{\phi}^2} + \text{const}, \quad (10) \]

\[ \propto ||z_{\text{hard}} - \phi z_1||_2^2. \quad (11) \]

This analysis leads us to the well known result that a linear transformation with aleatoric Gaussian noise results in a loss proportional to the L2 loss (Equation 11). However, what can we say about the case where \( z_{\text{hard}} \) is a non-linear, non-differentiable output? In practice we observe that using the L2 loss, coupled with a non-linear neural network transformation, \( l_{\phi}(z_1) \) produces strong results. To understand why, we appeal to the central limit theorem which states that the scaled mean of the random variable converges to a Gaussian distribution as the sample size increases. Furthermore, if we can assume a zero mean, positive variance, and finite absolute third moment, it can be shown that the rate of convergence to a Gaussian distribution is proportional to \( \frac{1}{\sqrt{N}} \), where \( N \) is the number of samples [6].

**Sketch of Convergence Proof:**

**Given:** the true distribution converges to a Gaussian (in the limit) as per Section 6.5.1.  
**Given:** neural networks are universal function approximators [22].  
then in the limit, \( l_{\phi}(z_1) \approx l_{\text{hard}}(z_1) \) which implies \( \frac{\delta l_{\phi}}{\delta \theta_1} \approx \frac{\delta l_{\text{hard}}}{\delta \theta_1} \).

Then DAB converges via the least-squares estimator to the true distribution via the least-square estimator convergence proofs of [33, 34, 19, 7].

We empirically explored alternatives such as the Huber loss [23], cosine loss, L1 loss and cross-entropy loss, but found the L2 loss to consistently produce strong results and we use it for all presented experiments.