A MOVING LEMMA FOR RELATIVE 0-CYCLES
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Abstract. We prove a moving lemma for the additive and ordinary higher Chow groups of relative 0-cycles of regular semi-local \( k \)-schemes essentially of finite type over an infinite perfect field. From this, we show that the cycle classes can be represented by cycles that possess certain finiteness, surjectivity, and smoothness properties. It plays a key role in showing that the crystalline cohomology of smooth varieties can be expressed in terms of algebraic cycles.
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1. Introduction

Just as the classical Chow moving lemma played a fundamental role in studies of Chow groups of smooth algebraic varieties over a field, the moving lemma of Bloch \([2, 3]\) played a significant role in studies of higher Chow groups of smooth algebraic varieties, i.e., the motivic cohomology. One limitation of those moving lemmas however is that they focus only on the proper intersection properties of the given cycles. Occasionally, the given circumstances require us to know more about the cycles beyond such proper intersection properties. For instance, we often need to know whether the given cycles are finite over the base scheme, and smooth, or, if not, whether they can be moved to such cycles. Such questions require more subtle treatments and may hold under special circumstances only.

The goal of this article is to prove a moving lemma of this sort for higher relative 0-cycles of a regular semi-local \( k \)-scheme essentially of finite type over an infinite perfect field. Here, ‘essentially of finite type’ means it is obtained by localizing a quasi-projective \( k \)-scheme at a finite set \( \Sigma \) of points. Achieving suitable finiteness and regularity of the cycles is the main characteristic of the moving lemma we seek.

In the Introduction, we state the main results, explain the motivation, and give an outline of the article.

1.1. The sfs-moving lemma. Let \( k \) be an infinite perfect field. Let \( R \) be a regular semi-local \( k \)-algebra essentially of finite type. Let \( V = \text{Spec}(R) \) and let \( \Sigma \) denote the set of closed points of \( V \). Let \( \mathcal{T}_z^q(V, \bullet; m) \) be the non-degenerate additive cycle complex of \( V \) in codimension \( q \geq 1 \) and with modulus \( m \geq 1 \). Let \( \mathcal{T}_{\text{CH}}^q(V, n; m) \) denote the associated homology groups, called the additive higher Chow groups of \( V \) (see \([2.1]\)).

For \( n \geq 1 \), let \( \mathcal{T}_{z_sfs}^n(V, n; m) \) denote the subgroup of sfs-cycles in \( \mathcal{T}_z^n(V, n; m) \) (see \([2.5]\)). Roughly speaking, an sfs-cycle is an element \( \alpha \in \mathcal{T}_z^n(V, n; m) \) such that every irreducible
component of $\alpha$ intersects $\Sigma \times F$ properly for every face $F \subset \square^{n-1}_k$, is finite and surjective over an irreducible component of $V$, and the image under every projection $V \times \square^{n-1}_k \to V \times \square^j_k$ ($0 \leq j \leq n-1$) is a regular scheme. Those cycles have the trivial boundaries (see Lemma 2.2). Let $\text{TCH}^n_{\text{sfs}}(V, n; m)$ denote the image of the canonical map $\text{TCH}^n_{\text{sfs}}(V, n; m) \to \text{TCH}^n(V, n; m)$ (see (2.1)). The goal of this article is to prove the following result.

**Theorem 1.1** (The sfs-moving lemma). Let $k$ be an infinite perfect field. Let $m, n \geq 1$ be integers. Let $V$ be a smooth semi-local $k$-scheme essentially of finite type. Then the canonical map $\text{TCH}^n_{\text{sfs}}(V, n; m) \to \text{TCH}^n(V, n; m)$ is an isomorphism.

For the same $V$ as above, let $z^j(V, \bullet)$ denote the cubical version of Bloch’s cycle complex (see [13, §1]) and let $\text{CH}^j(V, n)$ denote the associated higher Chow groups. We can define the subgroup $z^n_{\text{sfs}}(V, n)$ of sfs-cycles and the higher Chow group $\text{CH}^n_{\text{sfs}}(V, n)$ of sfs-cycles analogous to the additive higher Chow group of sfs-cycles. There is a canonical map $\text{CH}^n_{\text{sfs}}(V, n) \to \text{CH}^n(V, n)$. As a byproduct of the discussions toward the proof of Theorem 1.1, we can recover the following result, which was earlier stated in [5].

**Theorem 1.2.** Let $k$ be an infinite perfect field. Let $V = \text{Spec}(R)$ be a smooth semi-local $k$-scheme essentially of finite type. Let $n \geq 1$ be an integer. Then the canonical map $\text{CH}^n_{\text{sfs}}(V, n) \to \text{CH}^n(V, n)$ is an isomorphism.

Theorem 1.1 provides the main geometric ground for the proof of the following result and a few of its consequences in [18]. In particular, it allows us to describe the crystalline cohomology of a smooth scheme in positive characteristic in terms of algebraic cycles.

**Theorem 1.3 ([18]).** Let $k$ be any field and let $R$ be a smooth semi-local $k$-algebra essentially of finite type. Let $m, n \geq 1$ be integers. Then there is a natural isomorphism

$$\tau_R : \mathbb{W}_m \Omega^n_R \xrightarrow{\cong} \text{TCH}^n(R, n; m),$$

where $\mathbb{W}_m \Omega^n_R$ is the big de Rham-Witt complex of Hesselholt and Madsen.

### 1.2. The presentation lemma.

We deduce Theorem 1.1 from the following general presentation lemma for residual cycles of linear projections. This has the flavor (hence the name) of Gabber’s geometric presentation lemma [4]. Of course, our assertions are different and intricate.

Let $k$ be an infinite perfect field. Given a finite map $h : Y' \to Y$ of $k$-schemes and a reduced closed subscheme $Z \subset Y'$, let $h^+(Z)$ be the closure of $h^{-1}(h(Z)) \setminus Z$ in $Y'$ with the reduced induced closed subscheme structure. We call this the ‘residual scheme of $Z$’ with respect to $h$.

Let $n \geq 1$ and let $\hat{A}_0, \ldots, \hat{A}_{n-1}$ be smooth projective and geometrically integral $k$-schemes of positive dimension. For $0 \leq j \leq n-1$, let $A_j \subset \hat{A}_j$ be a nonempty affine open subset. Set $C_0 := \text{Spec}(k)$ and $C_j := \bigsqcup_{i=0}^{j-1} \hat{A}_i$ for $j \geq 1$. Let $\pi_j : C_n \to C_j$ be the obvious projection. For any map $f : Y' \to Y$, let $f_j : Y' \times C_j \to Y \times C_j$ be the map $f \times \text{id}_{C_j}$.

Let $X \subset \mathbb{P}^m_k$ be a reduced closed subscheme of pure dimension $r \geq 1$ and let $X \subset \overline{X}$ be the complement of a hyperplane in $\mathbb{P}^m_k$ such that $X$ is regular and integral. Let $Y \subset X$ be a finite set of closed points. Let $Z \subset X \times C_n$ be an integral closed subscheme of dimension $r$ such that the projection $Z \to C_n$ is not constant, and the projection $Z \to X$ is finite and surjective.

The presentation lemma for the residual schemes that we prove is the following.

**Theorem 1.4.** Let $k$ be an infinite perfect field. There exist a closed embedding $\overline{X} \hookrightarrow \mathbb{P}^N_k$, a hyperplane $H \subset \mathbb{P}^N_k$ such that $X = \overline{X} \setminus H$, and a dense open subset $U \subset \text{Gr}(N - r - 1, H)$ of the Grassmannian variety such that for each $L \in U(k)$, the linear projection $\phi_L : \mathbb{P}^m_k \setminus L \to \mathbb{P}^r_k$ away from $L$ defines a finite surjective morphism $\phi : \overline{X} \to \mathbb{P}^r_k$ such that the following hold.

1. There exists a Cartesian square

$$\begin{array}{ccc}
X' & \xrightarrow{\phi} & \overline{X} \\
\downarrow & & \downarrow \\
\mathbb{P}^r_k & \xrightarrow{\phi} & \mathbb{P}^r_k.
\end{array}$$

\[\text{In [5, Lemma 3.11], Theorem 1.2 is claimed for arbitrary fields, but we do not know if this can be achieved using the techniques of linear projections.}\]
(2) \( \phi \) is étale over an affine open neighborhood of \( \phi(\Sigma) \).
(3) \( \phi(x) \neq \phi(x') \) for each pair \( x \neq x' \) of points in \( \Sigma \).
(4) The map \( k(\phi(x)) \to k(x) \) is an isomorphism for each \( x \in \Sigma \).
(5) The induced map \( Z \to \phi_n(Z) \) is birational.
(6) The map \( \phi_n^+(Z) \to X \) is finite and surjective.
(7) \( \pi_j(\phi_n^+(Z)) \) is regular at all points lying over \( \Sigma \) for each \( 0 \leq j \leq n \).

1.3. Outline of proofs and remarks. We first remark that although \( V \) may be in general obtained by localizing a quasi-projective \( k \)-scheme at a finite set \( \Sigma \) of not necessarily closed points, for the proof of the \( \text{sfs} \)-moving lemma, we can easily reduce to the case of closed points. See Proposition 2.19. Then the proof the \( \text{sfs} \)-moving lemma can be broadly divided into two parts.

In the first part, we prove it when the underlying semi-local ring is the localization of an affine space \( \mathbb{A}^r_k \) at a finite set of closed points. To solve this case, we rely on two key ingredients: the lemma of Bloch [2, Lemma 1.2] and the moving lemma for cycles with modulus on affine spaces by Kai 13. (N.B. Part of what we need in this article from ibid. is also available in 17.) The moving lemma of Kai allows us to ensure that our cycles can be made to intersect the closed points of the semi-local scheme \( V \) properly. After this, we apply an “spread out and specialize” type of argument using [2, Lemma 1.2] to achieve our goal.

Roughly speaking, we argue that we can equip the \( \text{sfs} \)-property to cycles after moving them via a certain kind of twisted translations by a general set of \( k \)-rational points of \( \mathbb{A}^r_k \). This requires us to use that the ground field \( k \) is infinite. The rest of the argument is to construct a homotopy between the new and the original cycle. The plain translations by the rational points do not work and the twisted translations make the argument more involved than the classical case. This is done in 14.

In the second part, we prove the general case of the \( \text{sfs} \)-moving lemma by combining the affine space case and the presentation lemma (Theorem 1.4). The proof of the presentation lemma is an intricate application of the method of linear projections and moduli in algebraic geometry.

The reason for this intricacy lies in the fact that it is not sufficient for us to find enough linear projections which give finite and flat morphisms from a projective variety \( X \) to projective spaces. We need to invoke a more delicate linear projection in such a way that if we project a subvariety in some smooth family over \( X \) to a similar family over the projective space, the resulting residual scheme has certain desired geometric properties, e.g., regularity along a given set of fibers in the family. Even more, we need to ensure that if we project this smooth family over \( X \) to a smaller dimensional family via proper maps, then the images of the residual scheme continue to enjoy the good properties.

Showing that one can find enough such linear projections that do the above jobs lies at the heart of the argument. We see that the moduli spaces of linear subspaces that we encounter in the process are all rational, and we find enough rational lines in them. We then reduce the argument to studies of a family of linear subspaces parameterized by a rational line (pencil of linear subspaces). This simplifies the problem.

Along the proofs, we need to separate the cases of algebraically closed and general infinite perfect fields. We first prove the results over algebraically closed fields. Over a general infinite perfect field \( k \), we argue that we can find enough linear subspaces after going to an algebraic closure \( \overline{k} \) so that all desired properties are achieved (over \( \overline{k} \) in such a generality that they remain to be satisfied for the original cycle over \( k \) after descent. One of these generalities we ensure over \( \overline{k} \) is that the whole residual scheme is regular, and not just its irreducible components (even if the latter case suffices for the \( \text{sfs} \)-moving lemma). We then show that there are enough such linear subspaces defined over \( k \). This is achieved using a Galois descent.

Carrying out this program rigorously takes up from 11 to 12. We combine them to prove the main results in 13.

We now make some remarks on our assumption on the ground field. We need \( k \) to be infinite to ensure that our moduli spaces have enough \( k \)-rational points. We need it to be perfect to achieve the regularity of various residual subvarieties. Although we only need the regularity of cycles, our argument at some stage uses the condition that some regular schemes that we encounter in the middle are actually smooth over \( k \) (e.g., see the last part of the proof of
Proposition [7,8]. Perfectness requirement is evident even in the proof of the sfs-moving lemma in affine space, where we need to use a specialization argument. To make sure that we do not destroy the regularity during the specialization, we need our over field to be separably generated over $k$ (e.g., see the proof of Lemma 3.11). This requires $k$ to be perfect.

Recall that the moving lemma of Bloch and Chow hold over all fields. One proves this for infinite perfect fields first. The case of finite field reduces to the case of infinite perfect fields by the techniques of pro-$\ell$-extensions and the push-pull operators on the Chow groups. However, we cannot use this technique in our case because the smoothness property of the sfs-cycles are not well-behaved under the push-forward operators. However, based on Theorem 1.3 in [18], we prove Theorem 1.3 over all base fields with different methods. Using this Theorem 1.3 back to our main problem of this paper, later we can extend Theorem 1.1 to an arbitrary base field. Details will be given in [18].

We hope that our presentation lemma through linear projection techniques as well as various results and ideas of manipulating locally closed subsets of the Grassmannian will be useful in the future to anyone in the mathematics community (in particular, those working with algebraic cycles) who uses the linear projection machines in the tool box.

1.4. Conventions. Unless we specify otherwise, $k$ is a fixed infinite perfect field. A $k$-scheme is a separated scheme of finite type over $k$. An affine $k$-scheme is a $k$-scheme which is affine. A $k$-variety is an equidimensional reduced $k$-scheme. The product $X \times Y$ means $X \times_k Y$, unless we specify otherwise. We let $\text{Sch}_k$ be the category of $k$-schemes and $\text{Sm}_k$ of smooth $k$-schemes. A scheme essentially of finite type is a scheme obtained by localizing at a finite subset of (not necessarily closed) points of an open quasi-projective subscheme of a finite type $k$-scheme. We include the case of not localizing at all. For $C = \text{Sch}_k, \text{Sm}_k$, we let $C^{\text{ess}}$ be the extension of the category $C$, whose objects are either those in $C$ or those obtained by localizing an object of $C$ at a finite subset.

Given $X \in C^{\text{ess}}$ and a finite set of points $\Sigma \subset X$, we write $X_\Sigma$ for the localization of $X$ along $\Sigma$. If $Y \subset X$ is an inclusion of a reduced locally closed subscheme, then the closure of $Y$ is considered a closed subscheme of $X$ with the reduced induced structure. The image of a reduced closed subset under a proper map is considered a closed subscheme of the target scheme with the reduced induced structure.

2. The fs and sfs-cycles

After recalling the definition of higher Chow groups and additive higher Chow groups, we define our main objects of study: the fs and sfs-cycles. We prove some preliminary results about these cycles.

2.1. Higher Chow groups and additive higher Chow groups. Let $k$ be a field. First recall (cf. [2]) the definition of higher Chow groups. Let $X \in \text{Sch}_k^{\text{ess}}$ be equidimensional. Let $\mathbb{P}^1_k = \text{Proj}k[Y_0, Y_1]$, and $\square^n = (\mathbb{P}^1_k \setminus \{1\})^n$. Let $(y_1, \ldots, y_n) \in \square^n$ be the coordinates. A face of $\square^n$ is a closed subscheme defined by a set of equations $\{y_i = \epsilon_1, \ldots, y_i = \epsilon_s\}$, where $\epsilon_j \in \{0, \infty\}$. For $1 \leq i \leq n$ and $\epsilon = 0, \infty$, let $\iota^i : \square^{n-1} \to \square^n$ be the inclusion given by $(y_1, \ldots, y_{i-1}, y_i, y_{i+1}, \ldots, y_n) \mapsto (y_1, \ldots, y_{i-1}, \epsilon, y_{i+1}, \ldots, y_n)$. Its image gives a codimension 1 face.

Let $q, n \geq 0$. When $X$ is obtained by localizing at a non-closed point, for closed subschemes in $X \times \square^n$, the notion of dimensions could be ambiguous but the codimensions are well-defined. So, we use dimensions only when there is no ambiguity.

Let $\mathfrak{z}^q(X, n)$ be the free abelian group on the set of integral closed subschemes of $X \times \square^n$ of codimension $q$, that intersect properly with $X \times F$ for each face $F$ of $\square^n$. We define the boundary map $\partial^F(Z) := [(\text{Id}_X \times \iota^i)^*Z]$. This collection of data gives a cubical abelian group $(\mathfrak{z}^q(X, n))$ in the sense of [14, §1.1], and the groups $\mathfrak{z}^q(X, n) := \mathfrak{z}^q(X, n)/\mathfrak{z}^q(X, n)_{\text{deg}}$ (in the notations of loc.cit.) give a complex of abelian groups, whose boundary map at level $n$ is given by $\partial := \sum_{i=1}^{n}(-1)^i(\partial^F_i - \partial^F_{i+1})$. The homology $\text{CH}^q(X, n) := H_n(\mathfrak{z}^q(X, \bullet), \partial)$ is called the higher Chow group of $X$.

We recall the definition of additive higher Chow groups from [16, §2] (see also [21]). Let $X \in \text{Sch}_k^{\text{ess}}$ be equidimensional. Let $A^1_k = \text{Spec}k[t], G_m = \text{Spec}k[t, t^{-1}]$, and $\square = \mathbb{P}^1_k$. For $n \geq 1$, let
\[ B_n = A^n_k \times \ominus^{n-1}, \quad \overline{B}_n = \mathbb{P}^1_k \times \ominus^{n-1} \quad \text{and} \quad \tilde{B}_n = \mathbb{P}^1_k \times \ominus^{n-1} > B_n. \] Let \((t, y_1, \ldots, y_{n-1}) \in \overline{B}_n\) be the coordinates.

On \(\overline{B}_n\), define the Cartier divisors \(F^n_{n,i} := \{ y_i = 1 \}\) for \(1 \leq i \leq n-1\), \(F^n_{n,0} := \{ t = 0 \}\), and let \(F^n_i := \sum_{i=1}^{n-1} F^n_{n,i}\). A face of \(B_n\) is a closed subscheme defined by a set of equations of the form \(y_i = \epsilon_1, \ldots, y_i = \epsilon_n\), where \(\epsilon_j \in \{0, \infty\}\). For \(1 \leq i \leq n-1\) and \(\epsilon = 0, \infty\), let \(\iota'_{n,i} : B_n-1 \to B_n\) be the inclusion \((t, y_1, \ldots, y_{n-2}) \mapsto (t, y_1, \ldots, y_{i-1}, \epsilon, y_i, \ldots, y_{n-2})\). Its image is a codimension 1 face.

The additive higher Chow complex is defined similarly using the spaces \(B_n\) instead of \(\ominus^n\), but together with proper intersections with all faces, we impose additional conditions called the modulus conditions, that control how the cycles should behave at “infinity”: (see [10, Definition 2.1]) let \(X\) be a k-scheme, and let \(V\) be an integral closed subscheme of \(X \times B_n\). Let \(\overline{V}\) denote the Zariski closure of \(V\) in \(X \times B_n\) and let \(\nu : \overline{V}^N \to \overline{V} \subset X \times B_n\) be the normalization of \(\overline{V}\).

Let \(m, n, \epsilon \geq 1\) be integers. We say that \(V\) satisfies the modulus condition on \(X \times B_n\), if as Weil divisors on \(\overline{V}^N\) we have \((m+1)[\nu^*(F^n_{n,0})] \leq [\nu^*(F^n_{1})]\). When \(n = 1\), we have \(F^n_{1} = 0\), so it means \(\nu^*(F_{1,0}) = 0\), or \(\{t = 0\} \cap \overline{V} = \emptyset\). If \(V\) is a cycle on \(X \times B_n\), we say that \(V\) satisfies the modulus condition if each of its irreducible components satisfies the modulus condition.

When \(m\) is understood, often we just say that \(V\) satisfies the modulus condition. Note that since \(F^n_{n,0} = \{t = 0\} \subset \overline{B}_n\), replacing \(\overline{B}_n\) by \(B_n\) in the definition does not change the nature of the modulus condition on \(V\).

So (see [10, Definition 2.5]), for \(X \in \text{Sch}^{\text{ess}}\) be equidimensional, and let \(m, n, q \geq 1\) be integers, we first define \(\mathbb{T}^q(X, 1; m)\) to be the free abelian group on integral closed subschemes \(Z\) of \(X \times A^1\) of codimension \(q\), satisfying the modulus condition. For \(n > 1\), \(\mathbb{T}^q(X, n; m)\) is the free abelian group on integral closed subschemes \(Z\) of \(X \times B_n\) of codimension \(q\) such that for each face \(F\) of \(B_n\), \(Z\) intersects \(X \times F\) properly on \(X \times B_n\), and \(Z\) satisfies the modulus condition on \(X \times B_n\). For each \(1 \leq i \leq n-1\) and \(\epsilon = 0, \infty\), let \(\partial_i(Z) := \{[(\text{Id}_X \times \iota'_{n,i})^*(Z)]\}\). The proper intersection with faces ensures that \(\partial_i(Z)\) are well-defined. The cycles in \(\mathbb{T}^q(X, n; m)\) are called the admissible cycles (or, often as additive higher Chow cycles, or additive cycles).

This gives the cubical abelian group \((m \mapsto \mathbb{T}^q(X, n+1; m))\) in the sense of [11, §1.1]. Using the containment lemma [13, Proposition 2.4], that each face \(\partial_i(Z)\) lies in \(\mathbb{T}^q(X, n-1; m)\) is implied from the defining conditions.

For a cycle \(\sum_{i=1}^{s} n_i Z_i\), we let \(|\alpha|\) be the closed subscheme \(\bigcup_{i=1}^{s} Z_i\) with its reduced structure. This is called the support of \(\alpha\). If \(f : Y \to X\) is flat and \(\alpha \in \mathbb{T}^q(X, n; m)\), we write \(f^*(\alpha)\) often as \(\alpha_Y\). This shorthand is more evident when \(f\) is a localization morphism.

**Definition 2.1** ([16, Definition 2.6]). Let \(X \in \text{Sch}^{\text{ess}}\) be equidimensional. The additive higher Chow complex, or just the additive cycle complex, \(\mathbb{T}^q(X; \bullet, m)\) of \(X\) in codimension \(q\) with modulus \(m\) is the non-degenerate complex associated to the cubical abelian group \((m \mapsto \mathbb{T}^q(X, n+1; m))\), i.e., \(\mathbb{T}^q(X, n; m)\) is the quotient \(\mathbb{T}^q(X, n; m)/\mathbb{T}^q(X, n; m)_{\text{deg}}\).

The boundary map of this complex at level \(n\) is given by \(\partial := \sum_{i=1}^{n-1} (-1)^i (\partial_i^n - \partial_i^1)\), and it satisfies \(\partial^2 = 0\). The homology \(\text{TC}^q(X, n; m) := H_n(\mathbb{T}^q(X, \bullet, m))\) for \(n \geq 1\) is the additive higher Chow group of \(X\) with modulus \(m\).

2.2. Subcomplexes associated to some algebraic subsets. Let \(X \in \text{Sch}^{\text{ess}}\) be a variety. Here are some subgroups of \(\mathbb{T}^q(X, n; m)\) with a finer intersection property with a given finite set \(W\) of locally closed algebraic subsets of \(X\):

**Definition 2.2** ([15, Definition 4.2]). Define \(\mathbb{T}^q_W(X, n; m)\) to be the subgroup of \(\mathbb{T}^q(X, n; m)\) generated by integral closed subschemes \(Z \subset X \times B_n\) that additionally satisfy

\[
\text{codim}_{W \times F}(Z \cap (W \times F)) \geq q \quad \text{for all} \quad W \in W \quad \text{and faces} \quad F \subset B_n.
\]

The groups \(\mathbb{T}^q_W(X, n+1; m)\) for \(n \geq 0\) form a cubical subgroup of \((m \mapsto \mathbb{T}^q(X, n+1; m))\) and they give the subcomplex \(\mathbb{T}^q_W(X; \bullet, m) \subset \mathbb{T}^q(X, \bullet, m)\) by modding out by the degenerate cycles. The homology groups are denoted by \(\text{TC}^q_W(X, n; m)\).

2.3. Schemes with finite closed points. Recall that (cf. [4, §2.2]) we say a scheme \(X\) is an FA-scheme if for any finite subset \(\Sigma \subset X\), there exists an affine open neighborhood \(U \subset X\) of \(\Sigma\). We have the following (loc.cit.):
Lemma 2.3. Any quasi-projective k-scheme is FA. Any open subset of an FA-scheme is FA. Given any finite subset $\Sigma$ of a quasi-projective k-scheme, and an open subset $U \subset X$ containing $\Sigma$, there exists an affine open neighborhood $V \subset U$ of $\Sigma$.

Recall (§13) that a semi-local k-scheme $V$ is essentially of finite type if there is a quasi-projective k-scheme whose localization at a finite subset $\Sigma$ of points gives $V$. By Lemma 2.3 we may obtain it by localizing an affine k-scheme of finite type.

Definition 2.4. For any semi-local k-scheme $V$ essentially of finite type, a pair $(X, \Sigma)$ consisting of an affine k-scheme $X$ of finite type and a finite set $\Sigma$ of points such that $V = \text{Spec}(\mathcal{O}_{X,\Sigma})$, is called an atlas for $V$. A smooth (resp. regular) atlas $(X, \Sigma)$ is an atlas such that $X$ is smooth over $k$ (resp. regular).

Lemma 2.5. Let $V = \text{Spec}(R)$ be a semi-local k-scheme obtained by localizing at a finite set $\Sigma$ of points of a quasi-projective k-variety $X$. For a cycle $\alpha$ on $V \times B_n$, let $\overline{\alpha}$ be its Zariski closure in $X \times B_n$.

Then $\alpha \in \mathbb{T}_{2}(V, n; m)$ if and only if there exists an affine open neighborhood $U \subset X$ of $\Sigma$ such that $\overline{\alpha}_U \in \mathbb{T}_{2}(U, n; m)$.

Here, if $\partial(\alpha) = 0$, then we can assume that $\partial(\overline{\alpha}) = 0$. If $\alpha$ is a boundary, then we can assume $\overline{\alpha}$ is also a boundary. If $V$ is smooth over $k$, then we may take $(U, \Sigma)$ to be a smooth atlas.

Proof. The first three assertions were proven in [17] Lemmas 4.13, 4.14. For the last one, choose any $X$ of finite type using the first assertion. Since $V$ is smooth, we have $X_{\text{sm}} \cap V = \emptyset$ and $X_{\text{sm}} = X \setminus X_{\text{sing}} \supset \Sigma$. By Lemma 2.3 we can choose an affine open $U \subset X_{\text{sm}}$ containing $\Sigma$. □

2.4. The fs-cycles. Recall that for higher Chow groups of a semi-local k-scheme $V$ in the Milnor range, [3] Lemma 3.11 used the notions called fs-cycles and sfs-cycles. An fs-cycle in loc.cit. is a cycle on $V \times \square^m_k$ such that for each irreducible component $Z$, the morphism $Z \to V$ is finite and surjective. However, a moment’s thought gives that it is not a good notion. For instance, if $V$ is reducible, then one can almost never achieve the surjection part.

Even if we modify the definition a bit by requiring instead that the support $|\alpha| \to Z$ is finite and surjective, still there is a problem when $V$ is not irreducible: suppose $V = V_1 \cup V_2$ is a disjoint union of irreducible components. Suppose for $i = 1, 2$, we have an irreducible closed subscheme $Z_i$ on $V \times \square^m_k$ such that $Z_i \to V_i$ is finite surjective. Then $W := Z_1 + Z_2$ and $W' := Z_1 + 2Z_2$ are both fs-cycles in this updated sense. But, then $W' - W = Z_2$ is still finite over $V$, while it is no longer surjective over $V$. As a result the set of fs-cycles in the above sense is not even closed under basic summation of cycles, thus they do not form a group.

The natural notion to work with is the following:

Definition 2.6. Let $X, Y \in \text{Sch}_k^{\text{ess}}$. First suppose that $Y$ is irreducible. In this case, we say that a morphism $Y \to X$ of k-schemes is fs over X (or an fs-morphism, or simply fs when $X$ is understood) if it is finite and it is surjective to an irreducible component of $X$.

In case $Y$ is not necessarily irreducible, we say $Y \to X$ is fs over X if for each irreducible component $Y_j \subset Y$, the induced map $Y_j \to X$ is fs over X.

We generalize it further: let $f : Y \to X$ be a morphism in $\text{Sch}_k^{\text{ess}}$ and let $U \to X$ be a flat morphism. We say that $Y \to X$ is fs over $U$, if the fiber product $f' : Y \times_X U \to U$ is fs.

This notion coincides with the naïve notion mentioned above when $X$ is irreducible. Unlike the naïve notion, this notion of fs-morphisms behaves well under base changes:

Lemma 2.7. Let $f : Y \to X$ be an fs morphism in $\text{Sch}_k^{\text{ess}}$. Let $U \to X$ be a flat morphism in $\text{Sch}_k^{\text{ess}}$. Then the fiber product $f' : Y \times_X U \to U$ is fs.

Proof. That the base change of a finite morphism is again finite is apparent. The remaining part on surjectivity over an irreducible component follows by [3] Proposition (2.3.7)-(ii), p.16, where the dominance there is equivalent to surjectivity under finiteness. □

Lemma 2.8. Let $Z$ be a cycle on $Y \times B$ such that $Z$ is fs over $Y$ in the sense that each irreducible component of $Z$ is fs over $Y$.

Let $f : Y \to X$ be a finite surjective morphism in $\text{Sch}_k^{\text{ess}}$ of irreducible schemes. Then the finite push-forward $f_*(Z)$ on $X \times B$ is fs over $X$. 


Proof. We may assume Z is irreducible. Since $Z \to Y$ is finite surjective and $Y \to X$ is finite surjective, the composite $Z \to Y \to X$ is finite surjective. □

Here is one simple criterion on finiteness

**Lemma 2.9** (Finiteness criterion). Let $X$ be an equidimensional affine $k$-scheme essentially of finite type. Let $\hat{B}$ be a smooth projective geometrically integral $k$-scheme of finite type of dimension $n > 0$ and let $B \subset \hat{B}$ be a nonempty affine open subset.

Let $Z \in Z^n(X \times B)$ be an irreducible cycle. Then $Z \to X$ is fs over $X$ if and only if $Z$ is closed in $X \times \hat{B}$.

*Proof.* Let $f : Z \to X \times \hat{B} \to X$ be the composite map. Suppose $f$ is fs over $X$. Since the second map is projective, by [11, Corollary II-4.8-(e), Theorem II-4.9, pp.102-103], the first map is a closed immersion. This proves ($\Rightarrow$).

Conversely, suppose that $Z$ is closed in $X \times \hat{B}$, i.e., the first map is a closed immersion (thus projective). Since the second map is projective, the composite $f$ is projective. Hence, $f$ is a projective morphism of affine schemes, so that it must be finite by [11, Exercise II-4.6, p.106]. Moreover, $Z \to X_i$ being a finite map of irreducible affine schemes of the same dimension, where $X_i$ is the irreducible component that receives $Z$, this morphism must also be surjective. This proves ($\Leftarrow$). □

**Lemma 2.10.** Let $V = \text{Spec}(R)$ be a semi-local $k$-scheme essentially of finite type with the set of closed points $\Sigma$. Let $B \subset \hat{B}$ be as in Lemma 2.9. Let $F := \hat{B} \setminus B$. Let $Z \in Z^n(V \times B)$ be an irreducible cycle and let $\hat{Z}$ be the Zariski closure of $Z$ in $V \times \hat{B}$.

Suppose that $\hat{Z} \cap (\Sigma \times F) = \emptyset$. Then given any affine atlas $(X, \Sigma)$ for $V$, there exists an affine open subatlas $(U, \Sigma)$ for $V$ such that for the Zariski closure $\hat{Z}$ of $Z$ in $X \times B$, the projection map $\hat{Z}_U \to U$ is fs over $U$.

If $V$ is smooth over $k$ from the first place, then in the above we can choose $(U, \Sigma)$ such that $U$ is smooth over $k$ as well.

*Proof.* Let $(X, \Sigma)$ be a given atlas. Let $\hat{Z}$ be the Zariski closure of $Z$ in $X \times \hat{B}$ and let $\hat{f} : \hat{Z} \to X \times \hat{B} \to X$ be the composition with the projection. Let $Y := \hat{f}(\hat{Z} \cap (X \times F))$. Since $\hat{f}$ is projective and since $\hat{Z} \cap (\Sigma \times F) = \hat{Z} \cap (\Sigma \times F) = \emptyset$, we see that $Y \subset X$ is a closed subset disjoint from $\Sigma$. Hence, $X \setminus Y$ is an open neighborhood of $\Sigma$ such that $\hat{Z} \cap ((X \setminus Y) \times F) = \emptyset$. By Lemma 2.3, we can find an affine open neighborhood $U$ of $\Sigma$ in $X \setminus Y$, so we have $\hat{Z} \cap (U \times F) = \emptyset$. In particular, $\hat{Z} \cap (U \times \hat{B}) = \hat{Z} \cap (U \times \hat{B})$. This means $\hat{Z}_U$ is closed in $U \times \hat{B}$. Hence, by Lemma 2.9, the map $\hat{Z}_U \to U$ is fs over $U$.

In case $V$ is smooth, then by excising the singular locus of $X$, which is disjoint from $\Sigma$, we may assume that $X$ is smooth. Then the open subset $U \subset X$ is also smooth. □

Let $X$ be an equidimensional quasi-projective $k$-scheme and let $\Sigma \subset X$ be a finite set of points. By Lemma 2.3, we may replace $X$ be an affine $k$-scheme. We have the following two notions of fs-cycles:

**Definition 2.11.** Let $V = X_\Sigma$. Let $m, n \geq 1$ be integers.

1. A cycle $\alpha \in T^n_{Z_X}(X, n; m)$ is said to be an fs-cycle along $\Sigma$ if there is an affine open neighborhood $U \subset X$ of $\Sigma$ such that each irreducible component of $\alpha_U$ is fs over $U$. The group of fs-cycles along $\Sigma$ is denoted by $T^n_{Z_X,fs}(X, n; m)$.

2. A cycle $\alpha \in T^n_{Z_X}(V, n; m)$ is said to be an fs-cycle if each irreducible component of $\alpha$ is fs over $V$. The group of fs-cycles is denoted by $T^n_{Z_X}(V, n; m)$.

These two notions are related as follows:

**Corollary 2.12.** Let $X$ be an equidimensional affine $k$-scheme and let $\Sigma \subset X$ be a finite set of points. Let $V = X_\Sigma$. Let $m, n \geq 1$ be integers. Then a cycle $\alpha \in T^n_{Z_X}(X, n; m)$ is an fs-cycle along $\Sigma$ if and only if $\alpha_V \in T^n_{Z_X}(V, n; m)$ is an fs-cycle.

*Proof.* ($\Rightarrow$) Since the localization map $V \to X$ is flat and it factors through any open neighborhood $U \subset X$ of $\Sigma$, one can pull-back by Lemma 2.7 to prove this direction.
(⇐) By Lemma 2.5, there exists an affine open subatlas \((U_1, \Sigma)\) of \((X, \Sigma)\) for \(V\) such that the closure \(\overline{\alpha}\) of \(Z\) in \(U_1 \times B_n\) is in \(\mathbb{T}^n_\Sigma(U_1, n; m)\).

For each irreducible component \(Z\) of \(\alpha\), let \(\hat{Z}\) be its Zariski closure in \(V \times \hat{B}\). Since \(Z\) is fs over \(V\), by Lemma 2.9 \(Z\) is already closed in \(V \times B_n\), thus \(\hat{Z} = \hat{Z}\). In particular, \(\hat{Z} \cap (\Sigma \times F_n) = \emptyset\).

Hence by Lemma 2.10 there exists an affine open subatlas \((U_2, \Sigma)\) of \((U_1, \Sigma)\) such that for the Zariski closure \(\overline{\alpha}\) of \(Z\) in \(U_1 \times B_n\), the base change \(\overline{\alpha}_{U_2} \rightarrow U_Z\) is fs. By taking \(U := \bigcap U_Z\) where the intersection is taken over all (finitely many) irreducible components of \(\alpha\), we deduce that \(\overline{\alpha}_{U} \rightarrow U\) is fs. This proves the corollary.

We have the following a bit different characterization of the cycles centered around \(\mathbb{T}^n_\Sigma(V, n; m)\):

**Proposition 2.13.** Let \(V = \text{Spec}(R)\) be a semi-local \(k\)-scheme of geometric type with the set \(\Sigma\) of closed points. Let \(m, n \geq 1\). Let \(Z \in \mathbb{T}^n_\Sigma(V, n; m)\) be an irreducible cycle. Then \(Z\) is an fs-cycle if and only if there is an atlas \((X, \Sigma)\) for \(V\) such that for the closures \(\hat{Z} \subseteq X \times B_n\) and \(\hat{Z}\) in \(V \times \hat{B}_n\), we have \(Z \in \mathbb{T}^n_X(X, n; m)\) and \(\hat{Z} \cap (\Sigma \times F_n) = \emptyset\).

Here, \(V\) is smooth over \(k\) if and only if we can choose \((X, \Sigma)\) in the above such that \(X\) is smooth over \(k\) as well.

**Proof.** For the first assertion, suppose that \(Z\) is an fs-cycle. By Lemma 2.5, there is a closed subscheme \((X, \Sigma)\) of \(V\) such that \(\hat{Z} \subseteq X \times B_n\). Since \(Z \rightarrow V\) is fs over \(V\), by Lemma 2.9 \(\hat{Z} \cap (\Sigma \times F_n) = \emptyset\).

Conversely, suppose that there is an atlas \((X, \Sigma)\) and the closure \(\hat{Z} \subseteq X \times B_n\), we have \(Z \in \mathbb{T}^n_X(X, n; m)\) and \(\hat{Z} \cap (\Sigma \times F_n) = \emptyset\). Then, by Lemma 2.10 we may shrink \((X, \Sigma)\) to an affine open atlas \((U, \Sigma)\) such that \(\overline{\alpha}_{U} \rightarrow U\) is fs over \(U\). Hence \(\overline{\alpha}_{U} \in \mathbb{T}^n_{U, \Sigma}(U, n; m)\). Now by Corollary 2.12, we have \(Z \in \mathbb{T}^n_{U, \Sigma}(V, n; m)\).

For the second assertion, in case \(V\) was smooth, then we could have take \(X\) to be smooth here by the last assertion of Lemma 2.5. Conversely, a localization of a smooth scheme is smooth again, so that \(V\) is smooth over \(k\).

2.5. The sfs-cycles. For \(1 \leq j \leq n\), let \(\pi_j : B_n \rightarrow B_j\) and \(\hat{\pi}_j : \hat{B}_n \rightarrow \hat{B}_j\) be the projection maps. Let \(X \in \text{Sch}_k^{\text{ess}}\) equidimensional. We shall often denote the maps \(\text{id}_X \times \pi_j : X \times B_n \rightarrow X \times B_j\) and \(\text{id}_X \times \hat{\pi}_j : X \times \hat{B}_n \rightarrow X \times \hat{B}_j\) simply by \(\pi_j\) and \(\hat{\pi}_j\), respectively, if the scheme \(X\) is fixed in a given context.

For any reduced closed subscheme \(Z \subseteq X \times B_n\) and \(1 \leq j \leq n\), let \(Z^{(j)} = (\text{id}_X \times \pi_j)(Z)\).

We let \(Z^{(0)}\) be the image of \(Z\) in \(X\). This \(Z^{(j)}\) is not necessarily a closed subscheme of \(X \times B_j\) in general. However, if \(Z\) is finite over \(X\), then the morphisms in the sequence \(Z = Z^{(n)} \rightarrow Z^{(n-1)} \rightarrow \cdots \rightarrow Z^{(1)} \rightarrow X\) are all finite, so each \(Z^{(j)}\) is closed in \(X \times B_j\).

**Definition 2.14.** Let \(X \in \text{Sch}_k^{\text{ess}}\) be smooth over \(k\) and let \(\Sigma \subseteq X\) be a finite set of points. Let \(m, n \geq 1\) be integers. An integral cycle \([Z] \in \mathbb{T}^n_X(X, n; m)\) is called an sfs-cycle along \(\Sigma\), if \([Z] \in \mathbb{T}^n_X(X, n; m)\), and there exists an affine neighborhood \(U \subseteq X \times \Sigma\) such that the following hold.

1. \(Z_U \) is finite and surjective over an irreducible component of \(U\), i.e., \(Z_U \rightarrow U\) is an fs-morphism.
2. The scheme \((Z^{(j)})_U\) is smooth over \(k\) for every \(0 \leq j \leq n\).

A cycle \(\alpha \in \mathbb{T}^n_X(X, n; m)\) is called an sfs-cycle along \(\Sigma\) if every irreducible component of \(\alpha\) is an sfs-cycle along \(\Sigma\).

**Lemma 2.15.** Let \(X \in \text{Sch}_k^{\text{ess}}\) be an equidimensional smooth affine k-scheme and let \(\Sigma \subseteq X\) be a finite set of points. Let \(V = X_{\Sigma}\). Let \(m, n \geq 1\) be integers. Then \(\alpha \in \mathbb{T}^n_\Sigma(X, n; m)\) is an sfs-cycle along \(\Sigma\) if and only if \(\alpha_V \in \mathbb{T}^n_\Sigma(V, n; m)\) is an sfs-cycle such that \(Z^{(j)}\) is smooth over \(k\) for each \(0 \leq j \leq n\) and for each irreducible component \(Z\) of \(\alpha\).

**Proof.** Under Corollary 2.12, the \((\Rightarrow)\) direction is obvious. We prove \((\Leftarrow)\). By Corollary 2.12 together with Lemma 2.5, we can find an affine open neighborhood \(U' \subseteq X\) such that the closure \(\alpha_{U'} \in \mathbb{T}^n_{U'}(U', n; m)\) is an sfs-cycle along \(\Sigma\). Now let \(Y \subseteq U'\) be the union of the images of the finite maps \((Z^{(j)}_{U'})\text{sing} \rightarrow U'\), where \(Z\) runs over all irreducible components of \(\alpha\) and \(0 \leq j \leq n\). Since \(Z_{U'} \rightarrow U'\) is finite for each \(Z\), this \(Y \subseteq U'\) is a closed subset that does
not meet $\Sigma$. By Lemma 2.3, we can choose an affine open neighborhood $U \subset U' \setminus Y$ of $\Sigma$. Then for each component $Z$ of $\alpha$ and each $0 \leq j \leq n$, the scheme $Z_U^{(j)}$ is smooth over $k$. Note $(Z_U^{(j)}) = (Z^{(j)})_U$ naturally. This shows that $\alpha_U$ is an sfs-cycle along $\Sigma$. □

Another property that sfs-cycles enjoy is the following.

**Lemma 2.16.** Let $\phi : X \to Y$ be an étale morphism of smooth affine $k$-schemes. Let $\Sigma \subset Y$ be a finite set of points and let $\Sigma' = \phi^{-1}(\Sigma)$. Let $Z \in \mathbb{Z}^n(Y, n; m)$ be an integral sfs-cycle along $\Sigma$. Then the flat pull-back $\phi^*(Z) \in \mathbb{Z}^n(X, n; m)$ is an sfs-cycle along $\Sigma'$.

**Proof.** It is easy to see that $\phi^*(Z) \in \mathbb{Z}^n(Y, n; m)$. We now prove the other properties. We can shrink $Y$ and assume that $Z \to Y$ is finite and surjective, and $Z^{(j)}$ is smooth over $k$ for $0 \leq j \leq n$. Let $W := \phi^*(Z)$. It follows from Lemma 2.7 that $W$ is an fs-cycle along $\Sigma'$. To prove that each $W^{(j)}$ is smooth over $k$, let $W_j := \phi^*(Z^{(j)})$ and consider the commutative diagram

\[
\begin{array}{ccc}
W & \xrightarrow{\phi} & W^{(j)} \\
\downarrow & & \downarrow \\
Z & \xrightarrow{\phi} & Z^{(j)} \\
\end{array}
\]

(2.2)

Here, the map $W^{(j)} \to W_j$ exists uniquely since the right square is Cartesian. The outer big square is also Cartesian, and this implies that so is the left square. In particular, the vertical arrows are all étale, the horizontal arrows are all finite and surjective and all schemes in (2.2) are reduced. In particular, $W^{(j)} \to W_j$. On the other hand, $W^{(j)} = \pi_j(W)$ is a reduced closed subscheme of $W_j$. Thus $W^{(j)} = W_j$. Since $Z$ and $Z^{(j)}$ are smooth over $k$ and $\phi$ is étale, it follows that $W$ and $W_j$ are smooth over $k$. In particular, $W^{(j)} = W_j$ is smooth over $k$. This finishes the proof. □

2.6. **Additive higher Chow groups of fs and sfs-cycles.** The goal of this paper is to prove the ‘sfs-moving lemma’ which will show that the cycle class groups of sfs-cycles coincide with the additive higher Chow groups in the Milnor range for a smooth semi-local $k$-scheme essentially of finite type when $k$ is an infinite perfect field.

Let $m, n \geq 1$. Let $X$ be a smooth affine $k$-scheme and let $\Sigma \subset X$ be a finite set of points. It follows from Definition 2.14 that $\mathbb{Z}^{n}_{\Sigma,fsfs}(X, n; m)$ is a subgroup of $\mathbb{Z}^{n}_{\Sigma,fs}(X, n; m)$.

**Definition 2.17.** We let

\[
\widetilde{\text{TCH}}^{n}_{\Sigma}(X, n; m) = \frac{\ker(\partial : \mathbb{Z}^{n}_{\Sigma}(X, n; m) \to \mathbb{Z}^{n}(X, n - 1; m))}{\text{im}(\partial : \mathbb{Z}^{n}(X, n + 1; m) \to \mathbb{Z}^{n}(X, n; m) \cap \mathbb{Z}^{n}_{\Sigma}(X, n; m))},
\]

\[
\text{TCH}^{n}_{\Sigma,fs}(X, n; m) = \frac{\ker(\partial : \mathbb{Z}^{n}_{\Sigma,fs}(X, n; m) \to \mathbb{Z}^{n}(X, n - 1; m))}{\text{im}(\partial : \mathbb{Z}^{n}(X, n + 1; m) \to \mathbb{Z}^{n}(X, n; m) \cap \mathbb{Z}^{n}_{\Sigma,fs}(X, n; m))},
\]

\[
\text{TCH}^{n}_{\Sigma,fsfs}(X, n; m) = \frac{\ker(\partial : \mathbb{Z}^{n}_{\Sigma,fsfs}(X, n; m) \to \mathbb{Z}^{n}(X, n - 1; m))}{\text{im}(\partial : \mathbb{Z}^{n}(X, n + 1; m) \to \mathbb{Z}^{n}(X, n; m) \cap \mathbb{Z}^{n}_{\Sigma,fsfs}(X, n; m))}.
\]

We similarly define $\widetilde{\text{TCH}}^{n}_{V}(V, n; m)$, $\text{TCH}^{n}_{V,fs}(V, n; m)$, and $\text{TCH}^{n}_{V,fsfs}(V, n; m)$.

If $X$ is not necessarily connected, note that the groups for $X$ are obtained simply by taking the direct sums of the corresponding groups over all connected components of $X$.

In the above, the definition of the group $\text{TCH}^{n}_{\Sigma}(X, n; m)$ is slightly different from that of $\text{TCH}^{n}_{\Sigma}(X, n; m)$ in Definition 2.2. However, we have:

**Lemma 2.18.** The natural surjection $\text{TCH}^{n}_{\Sigma}(X, n; m) \to \widetilde{\text{TCH}}^{n}_{\Sigma}(X, n; m)$ is an isomorphism. Similarly, $\text{TCH}^{n}_{V,fs}(V, n; m) \to \text{TCH}^{n}_{V,fsfs}(V, n; m)$ is an isomorphism.

**Proof.** By the moving lemma for additive higher Chow groups of smooth affine schemes of W. Kai [13] (see [17] Theorem 4.1) for a sketch of its proof), the composition $\text{TCH}^{n}_{\Sigma}(X, n; m) \to \text{TCH}^{n}_{\Sigma}(X, n; m) \to \text{TCH}^{n}(X, n; m)$ is an isomorphism. Hence, the first arrow is injective. The proof for the second one is similar, except that we use [17] Theorem 4.10]. □
We thus have canonical maps
\[
(2.3) \quad \text{TCH}^n_{\text{sfs}}(V,n;m) \to \text{TCH}^n_{\text{fs}}(V,n;m) \to \tilde{\text{TCH}}^n_{\Sigma}(V,n;m) \to \text{TCH}^n(V,n;m),
\]
and the third group can be replaced by $\text{TCH}^n_{\Sigma}(V,n;m)$ by Lemma 2.18. It is evident from definitions that all these maps are injective. Our goal is to show that these are all isomorphisms.

2.7. Reduction to localization at closed points. The semi-local $k$-schemes essentially of finite type we consider are obtained by localizing an affine $k$-scheme (see Lemma 2.20) at a finite set $\Sigma$ of points which may not necessarily be closed. In [2.7] we show that for the sfs-moving lemma, it is possible to reduce to the case when all points of $\Sigma$ are actually closed. The following is the goal:

**Proposition 2.19.** Suppose the natural map $\text{TCH}^n_{\text{sfs}}(V,n;m) \to \text{TCH}^n(V,n;m)$ is an isomorphism for every smooth semi-local $k$-scheme $V$ essentially of finite type, obtained by localizing at a finite set of closed points. Then the natural map $\text{TCH}^n_{\text{sfs}}(V,n;m) \to \text{TCH}^n(V,n;m)$ is an isomorphism for every smooth semi-local $k$-scheme $V$ essentially of finite type.

We prove the following first:

**Lemma 2.20.** Let $V$ be a smooth semi-local $k$-scheme essentially of finite type, obtained by localizing an affine $k$-scheme $X$ at a finite set $\Sigma$ of, not necessarily closed, points. Let $\alpha \in \text{Tz}^n(V,n;m)$.

Then there exist (1) a smooth semi-local $k$-scheme $V'$ essentially of finite type, obtained by localizing an affine $k$-scheme at a finite set $\Sigma'$ of closed points with a flat localization map $V \to V'$ and (2) a cycle $\alpha' \in \text{Tz}^n(V',n;m)$ such that the flat pull-back map $\phi_{\text{sfs}}^{V'}: \text{Tz}^n(V',n;m) \to \text{Tz}^n(V,n;m)$ satisfies $\phi_{\text{sfs}}^{V'}(\alpha') = \alpha$.

**Proof.** By Lemma 2.23, we may assume that $V = X_\Sigma$, where $X$ is a smooth affine $k$-scheme of finite type. For the cycle $\alpha \in \text{Tz}^n(V,n;m)$, by Lemma 2.3, there exists a smooth affine open neighborhood $U \subset X$ containing $\Sigma$ such that the Zariski closure $\alpha_U$ of $\alpha$ in $U \times B_n$ such that it is in $\text{Tz}^n(U,n;m)$ with $\partial \alpha_U = 0$.

For each $p \in \Sigma$, there exists a closed point $m_p \in U$ that is a specialization of $p$. (It exists by the basic fact in commutative algebra that any proper ideal of a commutative ring with unity is contained in a maximal ideal.) We choose it so that a distinct pair of points of $\Sigma$ gives a distinct pair of points. Let $\Sigma' := \{m_p \mid p \in \Sigma\}$, and take $V' := U_{\Sigma'}$. Here, $\alpha_U \in \text{Tz}^n(U,n;m)$, and let $\alpha' \in \text{Tz}^n(V',n;m)$ be its flat pull-back via the localization map $V' \to U$. By the construction of $V'$, we also have the localization map $V \to V'$ and the flat pull-back map $\phi_{\text{sfs}}^{V'}: \text{Tz}^n(V',n;m) \to \text{Tz}^n(V,n;m)$. By the construction of $\alpha'$, we have $\phi_{\text{sfs}}^{V'}(\alpha') = \alpha$. This proves the lemma.

We remark however that Lemma 2.20 does not say that the map $\phi_{\text{sfs}}^{V'}$ is surjective. It simply says that for each element $\alpha$, there is some $V'$ from which $\alpha$ can be an image of a cycle over $V'$.

**Proof of Proposition 2.19.** Since the map $\text{TCH}^n_{\text{sfs}}(V,n;m) \to \text{TCH}^n(V,n;m)$ is automatically injective, it is enough to prove that this is surjective. Let $\alpha \in \text{TCH}^n(V,n;m)$ be an arbitrary cycle class, and choose its cycle representative in $\text{Tz}^n(V,n;m)$, also denoted by $\alpha$. By Lemma 2.20 there exists now a smooth semi-local $k$-scheme $V'$ essentially of finite type, obtained by localizing at a finite set of closed points, a cycle class $\alpha' \in \text{TCH}^n(V',n;m)$ and the localization map $\phi_{\text{sfs}}^{V'}: \text{TCH}^n(V',n;m) \to \text{TCH}^n(V,n;m)$ sends $\alpha'$ to $\alpha$.

On the other hand, the localization map $\phi_{\text{sfs}}^{V'}$ sends the sfs-cycles over $V'$ to the sfs-cycles over $V$. This is because the localization (flat pull-back) of fs-morphisms are fs-morphisms by Lemma 2.7 while it is a basic fact in commutative algebra that a localization of a regular local ring is again a regular local ring. Hence, we have a commutative diagram:

\[
(2.4) \quad \text{TCH}^n_{\text{sfs}}(V',n;m) \xrightarrow{\phi_{\text{sfs}}} \text{TCH}^n_{\text{sfs}}(V,n;m) \xrightarrow{\text{sfs}_V} \text{TCH}^n_{\text{fs}}(V',n;m) \xrightarrow{\text{sfs}_V} \text{TCH}^n_{\text{fs}}(V,n;m) \xrightarrow{\phi} \text{TCH}^n(V',n;m) \xrightarrow{\phi} \text{TCH}^n(V,n;m),
\]
where $\phi = \phi_{V'}$ and $\phi_{\Delta k}$ is the restriction of $\phi$. By construction, we have $\phi(\alpha') = \alpha$. By the given assumption, we have that $\text{sfs}_V$ is surjective, so that there exists $\alpha'' \in \text{TCH}^\text{aff}(V'; n; m)$ such that $\text{sfs}_V(\alpha'') = \alpha'$. Hence $\alpha = \phi(\alpha') = \phi \circ \text{sfs}_V(\alpha'') = \text{sfs}_V \circ \phi_{\Delta k}(\alpha'')$, where $\uparrow$ holds by the commutativity of the diagram (2.3). In particular, $\alpha \in \text{im}(\text{sfs}_V)$. Since $\alpha$ was arbitrary in $\text{TCH}^n(V, n; m)$, this shows that $\text{sfs}_V$ is surjective, hence an isomorphism. 

We have one further result:

**Lemma 2.21.** Let $(V, \Sigma)$ be a smooth semi-local $k$-scheme essentially of finite type. Let $m, n \geq 1$ be integers. Let $\alpha \in \mathbb{T}^n(V, n; m)$ be such that $|\alpha|$ is finite over $V$. Then $\alpha$ does not intersect any proper face $F \subset \square^{n-1}$ at all. In particular, $\partial(\alpha) = 0$.

**Proof.** We may assume that $\alpha = [Z]$ is an irreducible cycle and $V$ is integral. Let $r := \dim(V)$. We may further assume that $\Sigma$ is a singleton set so that $V$ is the spectrum of a regular local ring $R$.

We now use an idea similar to the proof of Lemma 2.20 but a bit more refined. By Lemma 2.23 there is a smooth affine $k$-scheme $U$, whose localization at $\Sigma$ is $V$, and a cycle $Z_U \in \mathbb{T}^n(U, n; m)$ such that it pulls back to $Z$. Here, $Z_U$ may not be finite over $U$, but we can resolve this issue as follows using Lemma 2.3. Let $\hat{Z}_U$ be the Zariski closure of $Z_U$ in $U \times \hat{B}_n$. Here the intersection $\hat{Z}_U \cap (U \times (B_n \setminus B_n))$ is a proper closed subset of $U \times \hat{B}_n$ of dimension $\leq r - 1$. Hence its image $Y$ in $U$ is again a proper closed subscheme of $U$. Since $Z \rightarrow V$ is finite as given, we deduce that $\Sigma \cap Y = \emptyset$. Replacing $U$ by an affine open subset of $U \setminus Y$ containing $\Sigma$, we may assume finally that $Z_U \rightarrow U$ is finite. We have a closed point $m_p \in U$ that is a specialization of the unique point of $\Sigma$, so, let $\Sigma' := \{m_p\}$, and let $V' := U_{\Sigma'}$. Here we have the flat pull-back $\hat{Z}' \in \mathbb{T}^n(V', n; m)$ of $\hat{Z}_U$, and $Z'$ is finite over $V'$. For the localization map $V' \rightarrow V$, the flat pull-back $\phi : \mathbb{T}^n(V'; n; m) \rightarrow \mathbb{T}^n(V, n; m)$ sends $Z'$ to $Z$ by construction. Here this map $\phi$ is equivariant with respect to intersecting with each face, so that the proof of the lemma reduces to the proof for $V'$. Replacing $V$ by $V'$, we may assume that $V$ is obtained by localizing a smooth affine $k$-scheme at a single closed point now.

By taking successive quotients of $R$ by the subsets of any chosen generating set of the maximal ideal and using an induction on the dimension of $R$, we can reduce to the case when $R$ is a DVR. This induction step requires finiteness of $Z \rightarrow V$.

Let $i : \{x\} \rightarrow V$ and $j : \{\eta\} \rightarrow V$ be the inclusions of the closed and the generic points of $V$. If $Z$ intersects any proper face $F$, then either $i^*(Z)$ or $j^*(Z)$ must intersect $F$. On the other hand, since $\dim(Z) = \dim(V) = 1$, by dimension counting, proper intersections of $Z$ with $\{x\} \times F$ and $\{\eta\} \times F$ imply that neither of $i^*(Z)$ or $j^*(Z)$ can intersect $F$. Hence, $Z$ does not intersect $F$.

**Convention:** Using Proposition 2.19 from now on, when we say a semi-local $k$-scheme essentially of finite type, it will mean that it is obtained by localizing at a finite set of closed points, unless we say otherwise.

### 3. The sfs-moving lemma in affine spaces

In this section, we prove a special case of Theorem 1.1 when the underlying semi-local scheme is a localization an affine space over $k$. This will be a ground for the general case of the theorem.

#### 3.1. The set-up for affine spaces

We fix some notations that we shall use throughout this section.

Let $k$ be an infinite perfect field. Let $m, n, r \geq 1$ be integers. We let $\Sigma \subset \mathbb{A}^r_k = \text{Spec}(k[x_1, \ldots, x_r])$ be a finite set of closed points. Let $V$ be the localization of $\mathbb{A}^r_k$ at $\Sigma$. Let $\gamma : V \rightarrow \mathbb{A}^r_k$ be the inclusion map. Let $p_n : \mathbb{A}^r_k \times \mathbb{A}^1_k \times \square^{n-1} \rightarrow \mathbb{A}^r_k \times \mathbb{A}^1_k$ and $q : \mathbb{A}^r_k \times \mathbb{A}^1_k \rightarrow \mathbb{A}^r_k$ denote the projection maps and let $q_n = q \circ p_n$. Using the automorphism $y \mapsto 1/(1 - y)$ of $\mathbb{P}^1_k$, we replace $(\square, \infty, 0)$ by $(\mathbb{A}^1_k, 0, 1)$, and write $\square = \mathbb{A}^1_k$.

For any closed subset $Y \subset \mathbb{A}^r_k \times \mathbb{A}^1_k \times \square^{n-1}$, let $\overline{Y}$ be its closure in $\mathbb{A}^r_k \times \mathbb{A}^1_k \times \square^{n-1}$. We let $Z \in \mathbb{T}^n(\mathbb{A}^r_k, n; m)$ be an irreducible cycle. For an integer $s \geq 0$ and a point $g \in \mathbb{A}^r_k$, we consider the map (cf. [13])

$$
\phi_{g, s} : \mathbb{A}^r_k \times \mathbb{A}^1_k \times \square \times \square^{n-1} \rightarrow \mathbb{A}^r_k \times \mathbb{A}^1_k \times \square^{n-1};
$$

$$
\phi_{g, s}(x, y, z, t) := (x, y, g(t) \oplus z); \\
\phi_{g, s}(x, y, z, t) := (x, y, g(t) \oplus z);
$$
\[ \varphi_{g,s}(x, t, y, y_1, \ldots, y_n-1) = (x + yt^{s(m+1)}, g, t, y_1, \ldots, y_n-1). \]

Note that \( \varphi_{g,s} \) is strictly speaking defined over the residue field of \( g \), but to simply notations we often won’t make it explicit. If needed, one can take the scalar extension to the residue field of \( g \) to turn \( g \) into a rational point. For \( a \in \square(k) \), we let \( \varphi_{g,s,a} \) be the composite map

\[ A_k^1 \times A_k^1 \times \square^{n-1} \hookrightarrow A_k^1 \times A_k^1 \times \square \times \square^{n-1} \xrightarrow{\varphi_{g,s,a}} A_k^1 \times A_k^1 \times \square^{n-1}, \]

where the first arrow takes \((x, t, y)\) to \((x, t, a, y)\).

The evaluation of \( \varphi_{g,s} \) at \( y = 1 \) defines an isomorphism \( A_k^r(g) \times A_k^1(g) \rightarrow A_k^r(g) \times A_k^1(g) \), given by \( \varphi_{g,s,1}(x, t) = (x + ts^{m+1}, g, t) \). Let \( \varphi^r_{g,s,1} : k(g)[x, t] \rightarrow k(g)[x, t] \) be the corresponding \( k(g) \)-algebra isomorphism.

### 3.2. Some properties of the twisted schemes

Note that \( \varphi_{g,s} \) is a flat morphism. In particular, \( \phi^*_g, s(Z) \) is an algebraic cycle on \( A_k^r \times A_k^1 \times \square^n \). In next a few lemmas, we verify some algebraic and geometric properties of the \( \phi^*_g, s(Z) \).

**Lemma 3.1.** Let \( f(x, t) \in k[x, t] \) be a nonzero polynomial. Then there is a nonempty open subset \( U \subset A_k^r \) such that for each \( g \in U \) and sufficiently large \( s \gg 0 \) (not depending on \( g \)), the polynomial \( \phi^r_{g,s,1}(f) \) is monic in \( t \) over \( k(g) \), i.e., integral over \( k(g)[x] \).

**Proof.** Let \( M := \deg_x f \) and write \( f(x, t) = \sum_{i=0}^M f_i(x) t^{M-i} \) for some \( f_i \in k[x] \) and \( M \geq 0 \). Since \( f \neq 0 \), we have \( f_0(x) \neq 0 \). Let \( d_i := \deg_x(f_i) \), which is the total degree in \( x \). We first consider the case \( r = 1 \) and take \( U = A_k^1 \setminus \{0\} \). Let \( c_i \in k \) be the coefficient of the highest degree term of \( f_i(x) \). Since \( f_0(x) \neq 0 \), we have \( c_0 \in k^* \). Then, \( f(x + ts^{(m+1)}, g, t) = \sum_{i=0}^M f_i(x + ts^{(m+1)}, g, t) t^{M-i} = \sum_{i=0}^M c_i(g t^{i d_i(s(m+1)+M-i)} + (\text{lower degree terms in } t)) \). Let \( i_0 \) be the smallest integer such that \( d_i = \max\{d_0, d_1, \ldots, d_M\} \). Here, \( c_{i_0} \in k^* \) by definition.

If \( i_0 = 0 \), then each \( f_i(x) \) is a constant, so \( f(x + ts^{(m+1)}, g, t) \) gives an integral dependence in \( t \) as desired. Suppose \( d_0 > 0 \). If \( i_0 = 0 \), then for each \( i > 0 \) and each \( s > 0 \), we have \( d_i s(m+1) + M \geq d_i s(m+1) + M > d_i s(m+1) + M - i \). Hence, the leading coefficient of the highest degree term in \( t \) is \( c_0 g \in k(g)^r \), so, after dividing by this unit \( c_0 g \), we get a monic polynomial in \( t \). Hence it is integral.

If \( i_0 > 0 \), then for each \( i > i_0 \) and each \( s > 0 \), we have \( d_i s(m+1) + M - i_0 > d_i s(m+1) + M - i_0 > d_i s(m+1) + M - i \), while for \( 0 \leq i < i_0 \), we have \( d_i < d_{i_0} \) so that for every sufficiently large \( s > 0 \), we have \( d_i s(m+1) + M - i < d_i s(m+1) + M - i_0 \). Note that this choice of \( s \) depends only on \( f \) and not on \( g \). Hence, for every sufficiently large \( s > 0 \) (not depending on \( g \)), again the leading coefficient of highest degree in \( t \) is \( c_{i_0} g \in k(g)^r \). Hence after dividing by this unit, it gives the desired integral dependence relation.

In case \( r \geq 2 \), the backbone of the proof is the same, but one problem is a possible cancellation of the highest degree terms in \( t \), namely, if \( d_i \) is the total degree of \( f_i(x_1, \ldots, x_r) \), then possibly a multiple number of monomials in \( \phi^r_{g,s,1}(f) \) could have the same total degree \( d_i \). However, such \( g \)'s form a closed subscheme of \( A_k^r \) (depends on \( f(x, t) \)), so for a general \( g \in U \) for some nonempty open subset \( U \subset A_k^r \), we can avoid it. \( \square \)

In [13] Proposition 2.3 (or see [17] Claim of proof of Theorem 4.1), W. Kai defines a positive integer \( s(Z) \) associated to \( Z \), which plays a crucial role in proving the modulus condition for \( \phi^*_g, s(Z) \).

**Lemma 3.2.** Let \( s \geq s(Z) \) be any integer. Then \( \phi^*_g, s(Z) \in T \square^n(A_k^n, n+1; m) \) for any \( g \in A_k^r \).

**Proof.** The modulus condition for \( \phi^*_g, s(Z) \) follows from [13] Proposition 2.3 (see also [17] Proof of Theorem 4.1). We show that \( \phi^*_g, s(Z) \) intersects all faces of \( \square^n \) properly. Let \( F \) be a face of \( \square^n \). If \( F = \{0\} \times F' \) for some face \( F' \) of \( \square^{n-1} \), then the proper intersection follows directly from that of \( Z \) with \( F' \) since the map \( \phi_{g,s,0} \) is identity. If \( F = \{1\} \times F' \) for some face \( F' \) of \( \square^{n-1} \), then the proper intersection also follows from that of \( Z \) with \( F' \) since the map \( \phi_{g,s,1} : A_k^r \times A_k^1 \times F' \rightarrow A_k^r \times A_k^1 \times F' \) is an isomorphism. If \( F = \square \times F' \) for some face \( F' \) of \( \square^{n-1} \), then
Lemma 3.3. Assume that \( n = 1 \). For \( g \in \mathbb{A}^r_k \setminus \{ 0 \} \) and \( s \gg 0 \) as in Lemma 3.1, \( \phi_{g,s,1}^*(Z) \) is finite and surjective over \( \mathbb{A}^r_k \).

Proof. Since \( \mathbb{A}^r_k \times \mathbb{A}^1_k \) is factorial, there exists an irreducible polynomial \( f(x,t) \in k[x,t] \) such that \( Z = \text{Spec}(k[x,t]/(f(x,t))) \). The modulus condition mandates that this cycle does not intersect the divisor \( \{ t = 0 \} \) in \( \mathbb{A}^r_k \times \mathbb{A}^1_k \), so that after scaling \( f \) by a constant in \( k^\times \), we must have \( f = th - 1 \) for some \( h(x,t) \in k[x,t] \). By Lemma 3.1, \( \phi_{g,s}^*(th - 1) \) is monic in \( t \) for \( g \in \mathbb{A}^r_k \setminus \{ 0 \} \) and \( s \gg 0 \) up to scaling by a unit in \( k(g)^* \). This is equivalent to saying that \( \phi_{g,s,1}^*(Z_k(g)) \to \mathbb{A}^r_k \) is finite. As both have the same dimension and \( \mathbb{A}^r_k \) is integral, this morphism is automatically surjective. \( \square \)

3.3. The three types of cycles. In order to generalize Lemma 3.3 to \( n \geq 2 \) case, we need to consider three types of cycles.

Lemma 3.4. Suppose that the projection to the first factor \( Z \to \mathbb{A}^r_k \) is dominant. Then there is a dense open subset \( U \subset \mathbb{A}^r_k \) such that for each \( g \in U \) and integer \( s > 0 \), the projection to the first factor \( \phi_{g,s,1}^*(Z_k(g)) \to \mathbb{A}^r_k \) is still dominant.

Proof. This is immediate from the definition of \( \phi_{g,s} \). \( \square \)

Lemma 3.5. Assume that (a) the projection \( q_n : Z \to \mathbb{A}^r_k \) is not dominant, while (b) the projection \( pr_2 : Z \to \mathbb{A}^1_k \) is dominant. Then there is a dense open subset \( U \subset \mathbb{A}^r_k \) such that for each \( g \in U \) and \( s > 0 \), we have

1. \( \dim(q_n(\phi_{g,s,1}^*(Z_k(g)))) = \dim(q_n(Z_k(g))) + 1 \)
2. The projection \( pr_2 : \phi_{g,s,1}^*(Z_k(g)) \to \mathbb{A}^1_k \) is dominant.

Proof. By (b), the map \( pr_2 \) is a dominant morphism to a regular curve, thus it is flat by [II, Proposition III-9.7, p.256]. In particular, \( pr_2(Z) \subset \mathbb{A}^1_k \) is a dense open subset. For each \( g \in \mathbb{A}^r_k \) and \( s > 0 \), we have a surjection \( \Phi : q_n(Z_k(g)) \times pr_2(Z_k(g)) \to q_n(\phi_{g,s,1}^*(Z_k(g))) \), given by sending \((x,t) \) to \( x + t^n\). Thus, \( \dim(q_n(\phi_{g,s,1}^*(Z_k(g)))) \leq \dim(q_n(Z_k(g))) + 1 \).

On the other hand, for each fixed closed point \( t_0 \in pr_2(Z) \), the set \( \Phi(q_n(Z_k(g)),t_0) \) has the same dimension as that of \( q_n(Z_k(g)) \), while it is an equidimensional proper closed subset of \( q_n(\phi_{g,s,1}^*(Z_k(g))) \) when \( g \) is a general member, i.e., in an open subset of \( \mathbb{A}^r_k \). Since \( pr_2(Z) \) is dense open in \( \mathbb{A}^1_k \) and hence of positive dimension, we must have \( \dim(q_n(\phi_{g,s,1}^*(Z_k(g)))) > \dim(q_n(Z_k(g))) \). This proves (1). The property (2) is obvious because \( \phi_{g,s} \) does not modify the \( \mathbb{A}^1_k \)-coordinate. \( \square \)

Lemma 3.6. Assume that none of the projections \( q_n : Z \to \mathbb{A}^r_k \) and \( pr_2 : Z \to \mathbb{A}^1_k \) is dominant. Let \( s \geq 1 \) be any integer. Then there is a dense open subset \( U \subset \mathbb{A}^r_k \) such that for each \( g \in U \), \( \mathbb{A}^r_k \) contains \( \Sigma \) such that \( \phi_{g,s,1}^*(Z_k(g)) \) restricted over \( \mathbb{W}_g \) is empty.

Proof. Since \( pr_2 : Z \to \mathbb{A}^1_k \) is not dominant and \( Z \) is irreducible, \( pr_2(Z) \) must be a singleton closed subset \( \{ t_0 \} \). By the modulus condition that \( Z \) satisfies, we must have \( t_0 \neq 0 \) and \( Z \subset \mathbb{A}^r_k \times \{ t_0 \} \times k^{m-1} \). It is therefore sufficient to prove the lemma by replacing \( k \) by \( k(t_0) \) and \( \Sigma \) by \( \pi_{t_0} \) where \( \pi_{t_0} : \text{Spec}(k(t_0)) \to \text{Spec}(k) \) is the base change. We can thus assume that \( \pi_{t_0} : \text{Spec}(k(t_0)) \to \text{Spec}(k) \).

Consider the proper closed subset \( q_n(Z) \subset \mathbb{A}^r_k \) of dimension \( < r \) and the dense open complement \( U_0 = \mathbb{A}^r_k \setminus q_n(Z) \).

Because \( Z \) restricted over \( U_0 \) is empty, we see that the translation \( \phi_{g,s,1}^*(Z_k(g)) \) restricted the translation \( \phi_{g,s,1}^*(U_0) \) is empty for every \( g \in \mathbb{A}^r_k \). Hence, it is enough to show that for an open subset \( U \subset \mathbb{A}^r_k \), the set \( \mathbb{W}_g := \phi_{g,s,1}^*(U_0) \) contains \( \Sigma \) for each \( g \in U \). However, this is evident
because $\Sigma$ is a finite set of closed point of $\mathbb{A}^r_k$ while $U_0$ is a dense open subset of $\mathbb{A}^r_k$, while $\phi_{g,s,1}^*$ is a translation by a nonzero constant factor $(i_0^*)^{(m+1)}$ of $g$. This proves the lemma.

### 3.4. Key lemmas

The key to our sfs-moving lemma for the localizations of $\mathbb{A}^r_k$ are the following two lemmas.

Let $W \subset \mathbb{A}^r_k \times B_n$ be a reduced closed subscheme and let $\overline{W}$ be its closure in $\mathbb{A}^r_k \times \overline{B}_n$ with reduced closed subscheme structure. We let $\overline{W}^\circ = \overline{W} \cap (\mathbb{A}^r_k \times \mathbb{G}_{m,k} \times \mathbb{G}^{n-1})$. We fix a closed point $x \in \Sigma$ and integers $m, s \geq 1$.

Define
\[
\begin{align*}
\theta_x^{-1}(\overline{W}^\circ) &\twoheadrightarrow \mathbb{A}^r_k \times \mathbb{G}_{m,k} \times \mathbb{G}^{n-1} \twoheadrightarrow \mathbb{A}^r_k \times \mathbb{A}^1_k \times \mathbb{G}^{n-1} \twoheadrightarrow \mathbb{A}^r_k \times \mathbb{A}^1_k \times \mathbb{A}^1_k \times \mathbb{G}^{n-1} \twoheadrightarrow \mathbb{A}^r_k \times \mathbb{A}^1_k \times \mathbb{G}^{n-1} \\
\theta_x^{-1}(W) &\hookrightarrow \mathbb{A}^r_k \times \mathbb{G}_{m,k} \times \mathbb{G}^{n-1} \hookrightarrow \mathbb{A}^r_k \times \mathbb{A}^1_k \times \mathbb{G}^{n-1} \hookrightarrow \mathbb{A}^r_k \times \mathbb{A}^1_k \times \mathbb{A}^1_k \times \mathbb{G}^{n-1} \hookrightarrow \mathbb{A}^r_k \times \mathbb{A}^1_k \times \mathbb{G}^{n-1}
\end{align*}
\]

where the top row’s $\iota_x$, $P_3$ are the restrictions of the second row, and $\omega_{W,x}$ is the natural composition. The vertical arrows are canonical open immersions. It is easy to check that $\iota_x$ is a closed immersion and $\theta_x$ is an isomorphism on the top row. Using (3.1) and (3.2), one immediately verifies the following observation which we shall use often.

**Lemma 3.7.** Let $x \in \mathbb{A}^r_k$ be fixed. Then for each $g \in \mathbb{A}^r_k$, the map $\omega_{W,x}^{-1}(g) \rightarrow \phi_{g,s,1}^*(\overline{W})$, $(g, t, y) \mapsto (x, t, y)$, is an isomorphism. The same holds for $W$ and $\overline{W}^\circ$ as well.

Another lemma we shall use is the following.

**Lemma 3.8 ([2 Lemma 1.2]).** Let $X$ be an algebraic $k$-scheme and $G$ a connected algebraic $k$-group acting on $X$. Let $A, B \subset X$ be closed subsets, and assume the fibers of the map $G \times A \rightarrow X$, $(g, a) \mapsto g \cdot a$ all have the same dimension, and that this map is dominant.

Moreover, suppose that for an over field $K \supset k$ and a $K$-morphism $\psi : X_K \rightarrow G_K$, there is a nonempty open subset $U \subset X$ such that for every $x \in U$, a scheme point, we have tr. deg$_k k(\psi \circ \psi(x), \pi(x)) \geq \dim(G)$, where $\pi : X_K \rightarrow X_K$ and $\varphi : G_K \rightarrow G_k$ are the projection maps. Define $\phi : X_K \rightarrow X_K$ by $\phi(x) = \psi(x) \cdot x$ and suppose $\phi$ is an isomorphism. Then the intersection $\phi(A_K \cap U_K) \cap B_K$ is proper.

### 3.5. Applications of the key lemmas

We apply the above two lemmas to our cycle $Z$ and various other closed subsets associated to it. We let $\eta \in K = k(\mathbb{A}^r_k)$ denote the generic point. Apply Lemma 3.8 with

\[
X = \mathbb{A}^r_k \times \mathbb{A}^r_k \times \mathbb{G}^{n-1}, \quad G = \mathbb{A}^r_k, \quad \psi(z, t, y) = (\eta) t^{(m+1)}, \quad A = \Sigma \times \mathbb{A}^1_k \times \mathbb{G}^{n-1}, \quad B = \mathbb{Z},
\]

where $G$ acts on $\mathbb{A}^r_k \times \mathbb{A}^1_k \times \mathbb{G}^{n-1}$ by $g \cdot (z, t, y) = (g + z, t, y)$. We let $\phi : X_K \rightarrow X_K$ be given by $\phi(z, t, y) = ((\eta) t^{(m+1)} + z, t, y)$. One checks immediately that the conditions of Lemma 3.8 are satisfied and we conclude that $\phi(A_K \cap \overline{Z}_K)$ has dimension at most zero. Comparing this with (3.2) and using Lemma 3.7, this is equivalent to saying that the generic fiber of $\omega_{\overline{Z}, x}$ is finite for every $x \in \Sigma$.

It follows that if $Z'$ is an irreducible component of $\theta_x^{-1}(\overline{Z})$, then either the map $\omega_{\overline{Z}, x} : Z' \rightarrow \mathbb{A}^r_k$ is not dominant or it is dominant and generically quasi-finite. In the dominant case, Chevalley’s
theorem on fiber dimensions (e.g., see Exercise II-3.22, p.95) tells us that we must have \( \dim(Z') = r \) and \( Z' \to \mathbb{A}^r_k \) is generically finite. In any case, it follows that there is a dense open subset of \( \mathbb{A}^r_k \) over which \( Z' \to \mathbb{A}^r_k \) is quasi-finite (with possibly empty fibers).

By taking the finite intersection of such dense open subsets, running over all irreducible components of \( \phi_1^{-1}(Z) \) and all \( x \in \Sigma \), we conclude that there is a dense open subset \( U \subset \mathbb{A}^r_k \) such that for each \( x \in \Sigma \), the map \( \omega_{Z,x}^{-1}(U) \to U \) is quasi-finite. Using Lemma 3.7 equivalently we get:

**Lemma 3.9.** For any integer \( s \geq 1 \), there is a dense open subset \( U \subset \mathbb{A}^r_k \) such that for every \( g \in U \), the set \( (\Sigma \times \mathbb{B}_n)_{k(g)} \cap \phi_{g,s,1}(\mathbb{Z})_{k(g)} = (\Sigma \times \mathbb{B}_n)_{k(g)} \cap \phi_{g,s,1}(Z(k)) \) is finite.

We can now show the following.

**Lemma 3.10.** Let \( s \gg 0 \) be as in Lemma 3.1. Assume that \( Z \) is either dominant over \( \mathbb{A}^r_k \) or restricts to zero on \( V \). Then we can find a dense open \( U \subset \mathbb{A}^r_k \) such that for any \( g \in U \), the scheme \( \phi_{g,s,1}(Z)\vert_U \) is either empty or finite and surjective over \( V \).

**Proof.** We can assume \( n \geq 2 \) by Lemma 3.6. We let \( U_1 \subset \mathbb{A}^r_k \) be the intersection of open subsets obtained in Lemmas 3.6 and 3.9. We can therefore assume that \( \phi_{g,s,1}(Z(k)) \to \mathbb{A}^r_k \) is dominant for all \( g \in U_1 \).

For \( g \in U_1 \), there is a commutative diagram

\[
\begin{array}{ccc}
\mathbb{A}^r_{k(g)} \times \mathbb{A}^1_{k(g)} \times \mathbb{D}^n_{k(g)} & \xrightarrow{p_n} & \mathbb{A}^r_{k(g)} \times \mathbb{A}^1_{k(g)} \\
\phi_{g,s,1} \downarrow & & \downarrow \phi_{g,s,1} \\
\mathbb{A}^r_{k(g)} \times \mathbb{A}^1_{k(g)} \times \mathbb{D}^n_{k(g)} & \xrightarrow{p_n} & \mathbb{A}^r_{k(g)} \times \mathbb{A}^1_{k(g)}
\end{array}
\]

where the horizontal arrows are the projections.

If we let \( W = p_n(Z(k)) \), then by Lemma 3.9 the composite map \( \phi_{g,s,1}(Z(k)) \to \phi_{g,s,1}(W) \to \mathbb{A}^r_{k(g)} \) is quasi-finite over \( \Sigma_{k(g)} \). Since \( \phi_{g,s,1}(Z(k)) \to \mathbb{A}^r_{k(g)} \) is dominant by Lemma 3.3 it follows from Chevalley’s theorem on fiber dimensions (see Exercise II-3.22, p.95) that there is an open neighborhood \( U_g \subset \mathbb{A}^r_{k(g)} \) of \( \Sigma_{k(g)} \) over which the map \( \phi_{g,s,1}(Z(k)) \to \mathbb{A}^r_{k(g)} \) is quasi-finite with non-empty fibers. We then get maps \( \phi_{g,s,1}(Z(k)) \cap q^{-1}(U_g) \to \phi_{g,s,1}(W) \cap q^{-1}(U_g) \to U_g \), where the first map is projective and the composite map is quasi-finite with non-empty fibers. This implies that the first map is also quasi-finite, and hence it is finite. Since \( \mathbb{Z} \to W \) is dominant, so is the map \( \phi_{g,s,1}(Z(k)) \to \phi_{g,s,1}(W) \) by (3.3). It follows that \( \phi_{g,s,1}(Z(k)) \to \phi_{g,s,1}(W) \) is finite and surjective over \( U_g \).

On the other hand, we have shown in Lemma 3.6 that \( \phi_{g,s,1}(W) \to \mathbb{A}^r_{k(g)} \) is finite and surjective over \( \mathbb{A}^r_k \) for our choice of \( s \gg 0 \) and \( g \in \mathbb{A}^r_k \). We conclude that there is an open neighborhood \( U_g \subset \mathbb{A}^r_{k(g)} \) of \( \Sigma_{k(g)} \) over which \( \phi_{g,s,1}(Z(k)) \to \mathbb{A}^r_{k(g)} \) is finite and surjective.

To show this property for \( \phi_{g,s,1}(Z(k)) \), we fix \( x \in \Sigma \) and use the diagram (3.2) where we take \( \overline{W} = Y := \mathbb{Z} \setminus Z \). To understand the generic fiber of \( \omega_{Y,x} \), we apply Lemma 3.8 with

\[
(3.4) \quad X = \mathbb{A}^r_k \times \mathbb{A}^1_k \times \mathbb{D}^n_k, \quad G = \mathbb{A}^r_k, \quad \psi(x,t,y) = (g) \cdot t^{m+1}, \quad A = \Sigma \times \mathbb{A}^r_k \times \mathbb{D}^n_k, \quad B = Y,
\]

where \( G \) acts on \( \mathbb{A}^r_k \times \mathbb{A}^1_k \times \mathbb{D}^n_k \) by \( g \cdot (x,t,y) = (g+x, t, y) \) as before. One checks immediately that the conditions of Lemma 3.8 are satisfied. It follows that the intersection \( \phi_{g,s,1}(A(k)) \cap B(k) \) is proper. By a dimension counting, this means that \( \phi_{g,s,1}(A(k)) \cap B(k) = \emptyset \). Equivalently, we have \( A(k) \cap \phi_{g,s,1}(Y(k)) = \emptyset \). We conclude by Lemma 3.7 that for every \( x \in \Sigma \), the map \( \omega_{Y,x} : \theta_x^{-1}(Y) \to \mathbb{A}^r_k \) is empty. We can therefore find a dense open subset \( U \subset \mathbb{A}^r_k \) such that the fiber of \( \omega_{Y,x} : \theta_x^{-1}(Y) \to \mathbb{A}^r_k \) is empty over \( U \) for every \( x \in \Sigma \). In other words, for every \( g \in U \), the intersection \( \phi_{g,s,1}(Y(k)) \cap A(k) = (\phi_{g,s,1}(Z(k)) \setminus \phi_{g,s,1}(Z(k))) \cap A(k) \) is empty. But this means that the map \( \phi_{g,s,1}(Z(k)) \to \mathbb{A}^r_k \) is finite and surjective over an affine neighborhood of \( \Sigma_{k(g)} \) (see Lemma 2.10).
Lemma 3.11. Assume that $Z \in Tz_{\Sigma}^n(\mathbb{A}_k^n, u; m)$ is an irreducible cycle such that $Z \to \mathbb{A}_k^n$ is finite and surjective over an affine neighborhood of $\Sigma$. We can then find $s \geq 0$ and a dense open subset $U \subset \mathbb{A}_k^n$ such that for each $1 \leq j \leq n$ and for each $g \in U$, the scheme $(\phi_{g,s,1}(Z_{k(g)}))^{(j)}$ is regular over an affine neighborhood of $\Sigma_k(g)$.

Proof. We take $W = Z_{\text{sing}}$, the singular locus of $Z$, in (3.2) and consider the map $\omega_{Z_{\text{sing}},x} : \theta_x^{-1}(Z_{\text{sing}}) \to A_k^n$ for $x \in \Sigma$. We had previously shown that the map $\theta_x$ on the top row of (3.2) is an isomorphism. In particular, the map $\theta_x : \theta_x^{-1}(Z_{\text{sing}}) \to Z_{\text{sing}}$ is an isomorphism. But this implies that $\dim(\theta_x^{-1}(Z_{\text{sing}})) = \dim(Z_{\text{sing}}) \leq r - 1$. It follows that the map $\omega_{Z_{\text{sing}},x} : \theta_x^{-1}(Z_{\text{sing}}) \to A_k^n$ is not dominant. We can therefore find a dense open subset $U \subset A_k^n$ such that the fibers of $\omega_x$ over $U$ are empty. By shrinking $U$ further, we can assume that this holds for all $x \in \Sigma$.

It follows from Lemma 3.7 that for every $g \in U$, the closed subscheme $(\phi_{g,s,1}(Z_{k(g)}))_{\text{sing}} = \phi_{g,s,1}((Z_{k(g)})_{\text{sing}})$ does not meet $(\Sigma \times B_n)_{k(g)}$. Here, the last equality uses the finiteness of $k$. But this means that $\phi_{g,s,1}(Z_{k(g)})$ is regular at all points lying over $\Sigma_k(g)$. By choosing $s \geq 0$ as in Lemma 3.1 shrinking $U$ further, and using Lemma 3.10 we can assume that $\phi_{g,s,1}(Z_{k(g)})$ is finite and surjective over an affine neighborhood of $\Sigma_k(g)$. But then $\phi_{g,s,1}(Z_{k(g)})$ must be regular over an affine neighborhood of $\Sigma_k(g)$.

Let $Z^{(j)} \subset A_k^n \times B_j$ be the projection of $Z$ to $B_j$ as in (2.5) for $1 \leq j \leq n$. Since $Z \to A_k^n$ is finite and surjective over an affine neighborhood of $\Sigma$, each $Z^{(j)}$ is also finite and surjective over an affine neighborhood of $\Sigma$. We can therefore repeat the above process successively for each $Z^{(j)}$ by shrinking $U$ further each time. In the end, we get a dense open subset $U \subset A_k^n$ such that each $1 \leq j \leq n$ and for each $g \in U$, the scheme $(\phi_{g,s,1}(Z_{k(g)}))^{(j)}$ is regular over a common affine neighborhood of $\Sigma_k(g)$. Since the diagram

(3.5)

commutes and the vertical maps are isomorphisms, it follows that $\phi_{g,s,1}(Z_{k(g)})^{(j)} = (\phi_{g,s,1}(Z_{k(g)}))^{(j)}$. We have therefore shown that there is a dense open subset $U \subset A_k^n$ such that for every $g \in U$ and $1 \leq j \leq n$, the scheme $(\phi_{g,s,1}(Z_{k(g)}))^{(j)}$ is regular over a common affine neighborhood of $\Sigma_k(g)$. This finishes the proof. □

Lemma 3.12. For every integer $s \geq 1$, there is a dense open subset $U \subset A_k^n$ such that for every $g \in U$, one has $\phi_{g,s,1}(Z_{k(g)}) \cap (\Sigma \times A_k^n \times F)_{k(g)} = \emptyset$ for every proper face $F$ of $\square^{n-1}$.

Proof. We let $F$ be a proper face of $\square^{n-1}$ and let $W = Z \cap (A_k^n \times A_k^n \times F)$. We fix a point $x \in \Sigma$ and consider the diagram (see (3.2)):

(3.6)

As in (3.2), the map $\theta_x = P_3 \circ \tau_x$ is an isomorphism. Note also that (see Lemma 3.7) for any $g \in A_k^n$, the map $\omega_{W,x}^{-1}(g) \to \phi_{g,s,1}(Z) \cap (\{x\} \times A_k^n \times F)$, which sends $(g, t, y)$ to $(x, t, y)$, is an isomorphism. It follows therefore that the map $\omega_{W,x}$ is not dominant. Equivalently, there exists a dense open $U \subset A_k^n$ such that the fibers of $\omega_{W,x}$ over $U$ are empty. Shrinking $U$ further if necessary, we can assume that this happens for all $x \in \Sigma$. It is clear that for every $g \in U$, the set $\phi_{g,s,1}(Z_{k(g)}) \cap (\Sigma \times A_k^n \times F)_{k(g)}$ is empty. This proves the lemma. □

3.6 The proof of the moving lemma for affine spaces. We can now prove the main result of this section, the sf-moving lemma for the localizations of $A_k^n$. We begin with the following intermediate modification step.
Lemma 3.13. Let $k$ be an infinite perfect field and let $\alpha \in Tz^n(A_k^r; n; m)$. Let $V = \text{Spec}(O_{A_k^r, \Sigma})$ for a finite subset $\Sigma \subset A_k^r$ of closed points, with the localization map $j : V \to A_k^r$. Assume that $\partial(j^*(\alpha)) = 0$. Then there are cycles $\beta \in Tz^n(A_k^r; n; m)$ and $\gamma \in Tz^n(A_k^r; n + 1; m)$ with $\partial(j^*(\gamma)) = j^*(\alpha) - j^*(\beta)$ such that each component of $\beta$ is either dominant over $A_k^r$ or restricts to zero on $V$.

Proof. We choose an integer $s \gg 0$ which is at least as large as the the integer $s(Z)$ and the one chosen in Lemmas 3.10 and 3.11 for every irreducible component $Z$ of $\alpha$. It follows from Lemma 3.2 that $\phi_{g,s}^*(\alpha)$ intersects all faces of $\Box^n$ properly. Taking the face $F = \{1\} \times \Box^{n-1}$ (and using the containment lemma [17 Proposition 2.2]), we see that $\phi_{g,s}^*(\alpha) \in Tz^n(A_k^r_{(g)}, n; m)$ for all $g \in A_k^r$. We can also assume that $s \gg 0$ is large enough so that Lemma 3.2 holds also for each boundary of each component of $\alpha$.

We let $U \subset A_k^r$ be any dense open which is contained in the intersection of the ones given by Lemmas 3.10 and 3.11 for all irreducible components of $|\alpha|$. We let $g \in U(k)$ be any element. It follows by our choice of $g$ that if $Z$ is a component of $\alpha$, then $\phi_{g,s}^*(Z)$ is either dominant over $A_k^r$, or it restricts to zero on $V$, or satisfies conditions (1) and (2) of Lemma 3.11.

We now compute

$$
\phi_{g,s}^* \circ \partial(\alpha) = \phi_{g,s}^*(\sum_{i=1}^{n-1} (-1)^i(\partial_1^i - \partial_0^i)(\alpha)) = \sum_{i=1}^{n-1} (-1)^i(\partial_1^i - \partial_0^i)(\phi_{g,s}^*(\alpha))
$$

where $=^\ddagger$ follows from (3.14). On the other hand, we have

$$
\partial \circ \phi_{g,s}^*(\alpha) = \sum_{i=1}^{n} (-1)^i(\partial_0^i - \partial_1^i)(\phi_{g,s}^*(\alpha)) = (-1)(\partial_1^i - \partial_0^i)(\phi_{g,s}^*(\alpha)) + \sum_{i=2}^{n} (-1)^i(\partial_1^i - \partial_0^i)(\phi_{g,s}^*(\alpha)).
$$

It follows that $\partial(\phi_{g,s}^*(\alpha)) + \phi_{g,s}^*(\partial(\alpha)) = (\partial_0^i - \partial_1^i)(\phi_{g,s}^*(\alpha)) = \alpha - \phi_{g,s,1}^*(\alpha)$. Lemma 3.2 says that $\phi_{g,s}^*(\alpha) \in Tz^n(A_k^r, n + 1; m)$. If we let $\gamma = \phi_{g,s}^*(\alpha)$ and $\beta = \phi_{g,s,1}^*(\alpha)$, we see that $\partial(j^*(\gamma)) = j^*(\alpha) - j^*(\beta)$. It also follows that $\partial(j^*(\beta)) = 0$.

We now replace $\alpha$ by $\beta$ in $Tz^n(A_k^r; n; m)$ and repeat the above process. It follows from Lemmas 3.10 [3.11] and 3.12 that after finite steps, we arrive at new cycles $\beta \in Tz^n(A_k^r; n; m)$ and $\gamma \in Tz^n(A_k^r; n + 1; m)$ such that $\partial(j^*(\gamma)) = j^*(\alpha) - j^*(\beta)$. Moreover, each component of $\beta$ is either dominant over $A_k^r$ or restricts to zero on $V$. \hfill \square

Theorem 3.14. Let $k$ be an infinite perfect field and let $\alpha \in Tz^n(A_k^r; n; m)$. Let $V = \text{Spec}(O_{A_k^r, \Sigma})$ for a finite subset $\Sigma \subset A_k^r$ of closed points, with the localization map $j : V \to A_k^r$. Assume that $\partial(j^*(\alpha)) = 0$. Then there are cycles $\beta \in Tz^n_{abs}(V; n; m)$ and $\gamma \in Tz^n(V, n + 1; m)$ such that $\partial(\gamma) = j^*(\alpha) - \beta$.

Proof. By applying Lemma 3.13 and removing those components of the resulting new cycle $\alpha$ which restrict to zero on $V$, we can assume that every component of $\alpha$ is dominant over $A_k^r$. Note that this does not change $\partial(j^*(\alpha))$.

We now choose an integer $s \gg 0$ which is at least as large as the the integer $s(Z)$ and the one chosen in Lemmas 3.10 and 3.11 for every irreducible component $Z$ of $\alpha$. It follows from Lemma 3.2 that $\phi_{g,s}^*(\alpha)$ intersects all faces of $\Box^n$ properly and $\phi_{g,s,1}^*(\alpha) \in Tz^n(A_k^r_{(g)}; n; m)$ for all $g \in A_k^r$ (see the proof of Lemma 3.13). We can also assume that $s \gg 0$ is large enough so that Lemma 3.2 holds also for each boundary of each component of $\alpha$.

We let $U \subset A_k^r$ be any dense open which is contained in the intersection of the ones given by Lemmas 3.10 [3.11] and 3.12 for all irreducible components of $\alpha$. Since $U$ is rational and $k$ is infinite, $U(k)$ is a dense subset of $U$. We let $g \in U(k)$ be any element. We claim that $j^*(\phi_{g,s,1}^*(\alpha)) \in Tz^n_{abs}(V; n; m)$, where $\phi_{g,s}^*(-)$ is defined on $Tz^n(A_k^r; n; m)$ by the usual linear extension. By Lemmas 3.10 and 3.11 we only need to show that $\phi_{g,s,1}^*(\alpha) \in Tz^n(A_k^r; n; m)$. 


But this is equivalent to showing that \((\Sigma \times A^1_k \times F) \cap |\phi_{g,s,1}^*(\alpha)| = \emptyset\) for every proper face \(F\) of \(\square^{n-1}\), which in turn follows from Lemma 3.12. The claim is thus proven.

A computation identical to the one in the proof of Lemma 3.13 shows that \(\partial(\phi_{g,s}^*(\alpha)) + \phi_{g,s}^*(\partial(\alpha)) = \phi_{g,s}^*(\partial(\alpha)) = \phi_{g,s}^*(\alpha) - \phi_{g,s,1}^*(\alpha)\). Lemma 3.14 says that \(\phi_{g,s}^*(\alpha) \in T^n(A^1_k, n+1; m)\). If \(\partial(j^*(\alpha)) = 0\), we can set \(\gamma = j^* \circ \phi_{g,s}^*(\alpha)\) and \(\beta = j^*(\phi_{g,s,1}^*(\alpha))\). We get \(\partial(\gamma) = j^*(\alpha) - \beta\) and we have shown above that \(\beta \in T^n(A^1_k, n+1; m)\). The theorem is now proven. \(\square\)

**Remark 3.15.** The proof of Theorem 3.14 (where we take \(n \geq 2\), replace \(B_n\) by \(\square^{n-1}\) and take \(s = 0\) everywhere in the proof) also shows that if \(n \geq 1\) and \(\alpha \in \mathbb{Z}^n(A^1_k, n)\) is a higher Chow cycle with \(\partial(j^*(\alpha)) = 0\), then we can find \(\gamma \in \mathbb{Z}^n(V, n+1)\) and \(\beta \in \mathbb{Z}^n(A^1_k, n)\) such that \(\partial(\gamma) = j^*(\alpha) - \beta\). Note that \(n = 0\) case of this result is trivial.

## 4. The fs-property of residual cycles

Let \(k\) be an infinite perfect field. In §1, we discuss some results on linear projections in projective spaces, and show how these projections can be used to equip the residual cycle of a given cycle with certain finiteness properties over the base scheme. The main result of §1 is Theorem 1.13. It will be used later in proving the fs-moving lemma (see Lemma 8.7), a precursor of the final fs-moving lemma.

For \(0 \leq n < N\) and a linear subspace \(H \subset \mathbb{P}^N_k\) defined over \(k\), let \(Gr(n, H)\) be the Grassmannian scheme of \(n\)-dimensional linear subspaces of \(\mathbb{P}^N_k\) contained in \(H\). This is a homogeneous space of dimension \((\dim(H) - n)(n + 1)\). Unless we specify the field of definition, a linear subspace of \(\mathbb{P}^N_k\) will mean a \(k\)-linear subspace.

Given two closed subschemes \(Y, Y' \subset \mathbb{P}^N_k\), let \(Sec(Y, Y') \subset \mathbb{P}^N_k\) be the union of all lines \(\ell_{yy'}\) joining distinct points \(y \in Y, y' \in Y'\). In general, we have \(\dim(Sec(Y, Y')) \leq \dim(Y) + \dim(Y') + 1\). If \(Y = Y'\), the scheme \(Sec(Y, Y') = Sec(Y)\) is the secant variety of \(Y\). If \(Y' = L\) is a linear subspace, then \(Sec(Y, L) = C_L(Y)\) is the cone over \(Y\) with vertices in \(L\).

### 4.1. Containment and avoidance

Let \(0 \leq m \leq n < N\) be integers and let \(S, T \subset \mathbb{P}^N_k\) be two disjoint subsets.

**Definition 4.1.** We denote the set of \(n\)-dimensional linear subspaces of \(\mathbb{P}^N_k\) containing \(S\) by \(Gr_S(n, \mathbb{P}^N_k)\). We write \(Gr_S(n, \mathbb{P}^N_k)\) as \(Gr_S(n, \mathbb{P}^N_k)\) if \(S = \{x\}\) is a closed point. We denote the set of \(n\)-dimensional linear subspaces of \(\mathbb{P}^N_k\) which do not intersect \(S\) by \(Gr(S, n, \mathbb{P}^N_k)\). If \(S = \{x\}\), we write \(Gr(S, n, \mathbb{P}^N_k)\) as \(Gr(x, n, \mathbb{P}^N_k)\). We let \(Gr_S(T, n, \mathbb{P}^N_k) := Gr_S(n, \mathbb{P}^N_k) \cap Gr(T, n, \mathbb{P}^N_k)\). For any linear subspace \(L \subset \mathbb{P}^N_k\), we define \(Gr_S(n, L)\) and \(Gr(T, n, L)\) similarly.

One checks that, when \(M \subset \mathbb{P}^N_k\) is a linear subspace of dimension \(m\), then \(Gr_M(n, \mathbb{P}^N_k)\) is a homogeneous space which is an irreducible closed subscheme of \(Gr(n, \mathbb{P}^N_k)\) of dimension \((N - n)(n - m)\). The following result is elementary. We leave the proof as an exercise.

**Lemma 4.2.** Let \(N > n\).

1. If \(S' \subset S\), then \(Gr(S, n, \mathbb{P}^N_k) \subset Gr(S', n, \mathbb{P}^N_k)\).
2. For any finite closed set \(S \subset \mathbb{P}^N_k\), \(Gr(S, n, \mathbb{P}^N_k) \subset Gr(n, \mathbb{P}^N_k)\) is a dense open subset.

**Lemma 4.3.** Let \(X \subset \mathbb{P}^N_k\) be a closed subscheme of dimension \(r \geq 1\) with \(N \gg r\) and let \(H \subset \mathbb{P}^N_k\) be a hyperplane, not containing any irreducible component of \(X\). Then \(Gr(X, N - r - 1, H)\) is a dense open subset of \(Gr(N - r - 1, H)\).

**Proof.** Consider the incidence scheme \(S = \{(x, L) \in X \times Gr(N - r - 1, H) | x \in L\}\). We have the obvious projection maps \(X \overset{\pi_1}{\to} S \overset{\pi_2}{\to} Gr(N - r - 1, H)\).

Each fiber of \(\pi_2\) over \(X \setminus (X \cap H)\) is empty. It is a smooth morphism over \(X \cap H\) with its fiber over \(x \in X \cap H\) to be \(Gr_x(N - r - 1, H)\), whose dimension is \((N - r - 1)(N - r - 1) - r(N - r - 1)\). It follows that \(\dim(S) \leq \dim(X \cap H) + \dim Gr_x(N - r - 1, H) = r - 1 + r(N - r - 1) = r(N - r - 1)\). Thus, \(\pi_2(S)\) is a closed subscheme of \(Gr(N - r - 1, H)\) of dimension \(r(N - r - 1) - 1\) which is less than \(\dim Gr(N - r - 1, H) = r(N - r)\). Hence, \(Gr(X, N - r - 1, H) = Gr(N - r - 1, H) \setminus \pi_2(S)\) is a dense open subset. \(\square\)
4.2. Transverse intersection. For a reduced scheme \( X \), let \( X_{\text{sing}} \subset X \) be the singular locus of \( X \) and let \( X_{\text{sm}} \) be its complement. For a closed subscheme \( X \subset \mathbb{P}_k^N \), let \( \text{Gr}^{\text{tr}}(X, n, \mathbb{P}_k^N) \) denote the set of \( n \)-dimensional linear subspaces which \textit{do not} intersect \( X_{\text{sing}} \), and whose intersection with \( X_{\text{sm}} \) is transverse (if not empty). We let \( \text{Gr}^{\text{tr}}(X, S, n, \mathbb{P}_k^N) = \text{Gr}(S, n, \mathbb{P}_k^N) \cap \text{Gr}^{\text{tr}}(X, n, \mathbb{P}_k^N) \) and \( \text{Gr}^{\text{tr}}_S(X, n, \mathbb{P}_k^N) = \text{Gr}_S(n, \mathbb{P}_k^N) \cap \text{Gr}^{\text{tr}}(X, n, \mathbb{P}_k^N) \). For a linear subspace \( H \subset \mathbb{P}_k^N \), we define \( \text{Gr}^{\text{tr}}(X, S, n, H) \) and \( \text{Gr}^{\text{tr}}_S(X, n, H) \) similarly.

**Lemma 4.4.** Let \( r \geq 2 \) be an integer and suppose \( N \gg r \). Let \( H \subset \mathbb{P}_k^N \) be a hyperplane. Let \( L \subset \mathbb{P}_k^N \) be a linear subspace of dimension \( N - r + 1 \) intersecting \( H \) transversely and let \( X \subset L \) be a curve (not necessarily connected) none of whose components is contained in \( H \). Then the set of linear subspaces in \( \text{Gr}^{\text{tr}}(L, X, N - 2; H) \) is a dense open subset of \( \text{Gr}(N - 2, H) \).

**Proof.** Observe that \( \text{Gr}^{\text{tr}}(L, N - 2, H) \) is a dense open subset of \( \text{Gr}(N - 2, H) \). Consider the map \( \nu_L : \text{Gr}^{\text{tr}}(L, N - 2, H) \to \text{Gr}(N - r - 1, L H) \) given by \( \nu_L(M) = L \cap M \). This \( \nu_L \) is a smooth surjective morphism of relative dimension \( 2(r - 1) \). It follows from Lemma 4.3 that \( \text{Gr}(X, N - r - 1, L H) \) is a dense open subset of \( \text{Gr}(N - r - 1, L H) \), and hence a dense open subset of \( \text{Gr}(N - 2, H) \).

4.3. Affine Veronese embedding and Linear projection. Recall that for positive integers \( m, d \geq 1 \), the Veronese embedding \( v_{m,d} : \mathbb{P}_k^m \to \mathbb{P}_k^{d} \) is a closed embedding given by \( v_{m,d}(x) = [M_0(x), \ldots, M_N(x)] = [M(z)] \), where \( N = \binom{m+d}{m} - 1 \) and \( \{M_0, \ldots, M_N\} \) are all monomials in \( \{x_0, \ldots, x_m\} \) of degree \( d \), arranged in the lexicographic order. If \( [y_0, \ldots, y_N] \in \mathbb{P}_k^N \) are the projective coordinates, it is clear that \( v_{m,d}^{-1}(\{y_0 = 0\}) = \{x_0^d = 0\} \).

In particular, the Veronese embedding yields Cartesian squares

\[
\begin{array}{ccc}
A_{m}^{m} & \longrightarrow & \mathbb{P}_k^{m} \\
\quad \downarrow v_{m,d} & \quad \downarrow v_{m,d} & \quad \downarrow v_{m,d} \\
A_{k}^{N} & \longrightarrow & \mathbb{P}_k^{N} \\
\quad \downarrow H_{m,0,} & \quad \downarrow H_{m,0,} & \quad \downarrow H_{m,0,}
\end{array}
\]

where \( H_{m,0,} \subset \mathbb{P}_k^{m} \) is the hyperplane \( \{x_0 = 0\} \) and the vertical arrows are all closed embeddings.

The closed embedding \( v_{m,d} : A_{k}^{m} \hookrightarrow A_{k}^{N} \) is given by \( v_{m,d}(y_1, \ldots, y_m) = (M'_1, \ldots, M'_N) \), where \( \{M'_1, \ldots, M'_N\} \) is the induced ordered set of all monomials in \( \{y_1, \ldots, y_m\} \) of degree bounded by \( d \).

Let \( 1 \leq r < N \) be two integers. Recall (e.g., see [15] Lemma 6.1) that when \( L \subset \mathbb{P}_k^N \) is a linear subspace of dimension \( N - r + 1 \), there is an associated projection map \( \phi_L : \mathbb{P}_k^N \setminus L \to \mathbb{P}_k^{r} \), where \( \mathbb{P}_k^{r} \) is a linear subspace of \( \mathbb{P}_k^N \) such that \( L \cap \mathbb{P}_k^{r} = \emptyset \). This map \( \phi_L \) defines a vector bundle over \( \mathbb{P}_k^{r} \) of rank \( N - r \), whose fiber over a point \( x \in \mathbb{P}_k^{r} \) is the affine space \( C_x(L) \setminus L \), where \( C_x(L) = \text{Sec}(x) \).

**Definition 4.5.** Recall that if \( X \subset \mathbb{P}_k^N \) is a closed subscheme with \( X \cap L = \emptyset \), then \( \phi_L \) restricted to \( X \) defines a projection \( \phi_L|_X : X \to \mathbb{P}_k^{r} \). We call it the linear projection of \( X \) away from \( L \). Since this is a morphism of projective schemes with affine fibers, it must be a finite morphism. In particular, \( \text{dim}(X) \leq r \).

We shall use the following situation often: let \( H \subset \mathbb{P}_k^N \) be a hyperplane containing \( L \) and \( X \subset \mathbb{P}_k^N \) a closed subscheme with \( X \cap L = \emptyset \) and \( X \not\subset H \). Then \( \phi_L \) defines the Cartesian squares of morphisms

\[
\begin{array}{ccc}
X \setminus H & \longrightarrow & X \leftarrow X \cap H \\
\downarrow & \downarrow & \downarrow \\
\mathbb{P}_k^r \setminus H & \longrightarrow & \mathbb{P}_k^r \setminus H.
\end{array}
\]

Together with (4.1), we deduce the following fact, which we use often:
Let $X \hookrightarrow \mathbb{A}^m_k$ be an affine scheme of dimension $r \geq 1$ and let $\overline{X} \hookrightarrow \overline{\mathbb{P}}^m_k$ be its projective closure. Then, for $d \geq 1$, the Veronese embedding $\nu_{m,d} : \overline{\mathbb{P}}^m_k \hookrightarrow \mathbb{P}^N_k$ and the linear projection away from $L \in \text{Gr}(N-r-1, \mathbb{P}^N_k)(k)$ yield a Cartesian diagram with finite vertical maps

$$
X \xrightarrow{\phi_L} \overline{X} \\
\downarrow \quad \quad \quad \downarrow \quad \quad \quad \downarrow \\
\mathbb{A}^m_k \quad \quad \quad \mathbb{P}^r_k
$$

if $L \in \text{Gr}(\overline{X}, N-r-1, H_{N,0})(k)$, where $H_{N,0} = \{ y_0 = 0\} \subset \mathbb{P}^N_k$ as in (1.1).

4.4. The Set-up. Let $k$ be an infinite perfect field. Here, we introduce the basic set-up that will be used for most of the paper. This set of assumptions will be referred to as the Set-up of [4.4]

1. The spaces: Let $X$ be an equidimensional reduced projective $k$-scheme of dimension $r \geq 1$ with a given closed embedding $\eta : X \hookrightarrow \mathbb{P}^N_k$ with $N \gg r$ and of degree $d+1 \gg 0$. We let $\overline{B}$ be a smooth projective geometrically integral $k$-scheme of positive dimension and let $B \subset \overline{B}$ be a nonempty affine open subset with $F := \overline{B} \setminus B$. Let $\Sigma \subset X_{sm}$ be a finite set of closed points.

2. The linear projections: Suppose that $H \subset \mathbb{P}^N_k$ is a hyperplane not meeting $\Sigma$, and that $X \setminus (X \cap H) \subset X_{sm}$. For $L \in \text{Gr}(X, N-r-1, H)(k)$, let $\phi_L : X \to \mathbb{P}^r_k$ be the linear projection away from $L$. If $L$ is fixed in a given context, we often drop it from the notation of $\phi_L$ and write as $\phi : X \to \mathbb{P}^r_k$. We write $\hat{\phi} = \phi_L \times \text{id}_B : X \times \overline{B} \to \mathbb{P}^r_k \times \overline{B}$.

3. The cycles: Let $Z \subset X \times \overline{B}$ be a reduced closed subscheme with irreducible components $\{Z_1, \ldots, Z_{\ell}\}$, each of dimension $r$. We suppose that both $X \times F$ and $H \times \overline{B}$ intersect properly with each irreducible component of $Z$. We let $\hat{f} : Z \to X$ and $\hat{g} : Z \to \overline{B}$ denote the restrictions of the projection maps. Let $E \subset \overline{B}$ be a closed subset containing $F$ such that no component of $Z$ is contained in $\hat{g}^{-1}(E)$. We suppose that each projection $Z_i \to \overline{B}$ is non-constant.

4. The residual schemes and residual sets: Let $L^+(Z) = \overline{\phi^{-1}(\phi(Z))} \setminus Z$ in $X \times \overline{B}$ with the reduced closed subscheme structure. For any finite set of closed points $\Xi \subset \overline{X}$, we let $L^+(\Xi) = \overline{\phi^{-1}(\phi(\Xi))} \setminus \Xi$.

4.5. A Nisnevich property of linear projections. The first result on "moving" our cycle $Z$ is the following:

**Lemma 4.7.** We are under the Set-up of [4.4]. After replacing the embedding $\eta : X \hookrightarrow \mathbb{P}^N_k$ into a bigger one via a Veronese embedding if necessary, there exists a dense open subset $U \subset \text{Gr}(X, N-r-1, H)$ such that each $L \in U(k)$ satisfies the following:

1. $\phi_L$ is étale at $\Sigma$.
2. $\phi_L(x) \neq \phi_L(x')$ for each pair of distinct points $x \neq x' \in \Sigma$.
3. $k(\phi_L(x)) \cong k(x)$ for all $x \in \Sigma$.
4. $L^+(x) \neq \emptyset$ for all $x \in \Sigma$.
5. $L^+(\Sigma) \cap \hat{f}(\hat{g}^{-1}(E)) = \emptyset$.
6. $L^+(\Sigma) \cap \hat{f}(Z_i) = \emptyset$ if $\hat{f} : Z_i \to X$ is not dominant over any irreducible component of $X$.

**Proof.** Replacing the given embedding $X \hookrightarrow \mathbb{P}^N_k$ by its composition with a Veronese embedding, we may begin with a closed embedding $X \hookrightarrow \mathbb{P}^N_k$ such that $N \gg r$ and the degree of $X$ in $\mathbb{P}^N_k$ is bigger than one.

It follows from our assumption that $\dim(\hat{g}^{-1}(E)) \leq r - 1$. Since $\hat{f}$ is projective, it follows that $\hat{f}(\hat{g}^{-1}(E))$ is a closed subset of $X$ of dimension at most $r - 1$. We let $W \subset X$ be the union of $X_{\text{sing}}, \hat{f}(\hat{g}^{-1}(E))$ and the images of all components of $Z$ which are not dominant over $X$. This is a closed subset of $X$ such that $\dim(W) \leq r - 1$. In particular, $\dim(\text{Sec}(D_1, W \cup D_2)) \leq r$ for any finite closed subsets $D_1, D_2 \subset X$. It follows from Lemma 4.3 that $U_1 := \bigcap_{x \in \Sigma} \text{Gr}(X \cup \text{Sec}(\{x\}, W \cup (\Sigma \setminus \{x\})), N-r-1, H)$ is dense open in $\text{Gr}(N-r-1, H)$. Furthermore, any $L \in U_1(k)$ satisfies (5) and (6) by construction. For the proof of the remaining assertions, we argue in two steps.
Step 1. First suppose that $k$ is algebraically closed. Let $T_{Σ,X} ⊂ \mathbb{P}_k^N$ be the union of the tangent spaces to $X$ at all points of $Σ$. Since $Σ ⊂ X_{sm}$, we have $T_{Σ,X} = T_{Σ,X_{sm}}$, which is a finite union of linear subspaces of dimension $r$. For each $x ∈ Σ$, the set $Z_x = X ∩ T_{Σ,X} ∩ \text{Sec}\{\{x\}\} \cup X_{\text{sing}}$ is closed in $\mathbb{P}_k^N$ of dimension $r$. Therefore, the set $U = \bigcap_{x ∈ Σ} \text{Gr}(N − r − 1, H)$ is dense open in $\text{Gr}(N − r − 1, H)$ by Lemma 4.3. By construction, each $L ∈ \mathcal{U}(k)$ defines the finite surjective map $φ_L : X → \mathbb{P}_k^r$, which is unramified at $Σ$ and separates the points of $Σ$. In particular, (2) holds.

Since $X_{sm}$ is regular and dense in $X$, it follows that $φ_L|_{X_{sm}} : X_{sm} → \mathbb{P}_k^r$ is a dominant and quasi-finite morphism between regular $k$-schemes. In particular, the map $O_{\mathbb{P}_k^r}|_{φ_L(x)} → O_x$ is a local homomorphism of regular local rings with the finite closed fiber for each $x ∈ Σ$. It follows from [8 Proposition (6.1.5), p.136] (or [20 Theorem 23.1, p.179]) that $φ_L$ is flat at each point of $Σ$. Hence $φ_L$ is étale at $Σ$, being flat and unramified, proving (1).

Since $k = \bar{k}$, the isomorphisms of the residue fields, (3) is evident. The property (4) follows because $\text{deg}(φ_L) > 1$ by the assumptions on the chosen Veronese embedding of $X$.

Step 2. Now suppose that $k$ is any infinite perfect field. Let $k$ be an algebraic closure. For any $k$-scheme $A$, let $π_A : A_k → A$ be the base change to $k$. We have that $Σ_\bar{k} = π^{-1}_X(Σ)$ is still a finite closed set of the regular scheme $X_{sm,k}$. By Step 1 applied to $X_\bar{k}$, $H_\bar{k}$ and $Σ_\bar{k}$, there exists a dense open $U' ⊂ \text{Gr}(N − r − 1, H_\bar{k})$ where the mentioned properties (1) $∼$ (4) hold.

Since $k$ is perfect, there exists a finite Galois extension $k ⊂ k'$ in $k$ such that $U'$ is defined over $k'$. Let $U := \bigcap_{σ ∈ \text{Gal}(k'/k)} σ·U'$. This is a nonempty open subset defined over the radicial closure of $k$ in $k'$, but since $k$ is perfect, this radical closure is equal to $k$. Hence $U ⊂ \text{Gr}(N − r − 1, H)$ and it is defined over $k$. (cf. [3 Lemma 3.4.3]). Here we have $U_k ⊂ U'$. Now, for each $L ∈ \mathcal{U}(k)$, we have $X ∩ L = \emptyset$ by our choice of the open set. So, we get a finite surjective map $φ_L : X → \mathbb{P}_k^r$ over $k$.

We prove that $φ_L$ is étale at each point $x ∈ Σ$. Let $y := φ_L(x)$. By the faithfully flat descent ([10 Corollaire (17.7.3)-(ii), p.72]), the map $φ_L : \text{Spec}(O_{X,x}) → \text{Spec}(O_{\mathbb{P}_k^r,y})$ is étale if and only if its faithfully flat base change $φ_{L,k} : \text{Spec}(O_{X,k,x}) → \text{Spec}(O_{\mathbb{P}_k^r,y})$ of the semi-local schemes via $\text{Spec}(k) → \text{Spec}(k)$ is étale. Here, $x_k := π^{-1}_X(x)$ and $y_k := π^{-1}_X(y)$. But Step 1 shows that the latter map $φ_{L,k}$ is étale at each point of the set $x_k ∈ Σ_\bar{k}$, thus so is the former $φ_L$ at $x$. This proves (1).

Since $φ_{L,k}$ separates the points of $Σ_\bar{k}$ by construction, (2) is obvious. Furthermore, this shows that for each $x ∈ Σ$, the map $φ_{L,k} : π^{-1}_X(x) → π^{-1}_X(y)$ is injective, where $y = φ_L(x)$. Hence by Lemma 4.8 below, we have $k(x) = k(y)$, which proves (3). The property (4) is evident because $\text{deg}(φ_L) > 1$ and $k(φ(x)) ≃ k(x)$ for each $x ∈ Σ$ by (3).

Finally, we take the intersection of $U_r$ with $U_4$ chosen at the beginning of the proof. It follows that any $L ∈ (U_1 ∩ U_4)(k)$ satisfies all assertions (1)$∼$(6) of the lemma.

We used the following in the middle of the proof of the above Lemma 4.7.

Lemma 4.8. Let $k$ be an infinite perfect field and let $φ : X → Y$ be a finite morphism of $k$-schemes. Consider the base change Cartesian square

$$
\begin{array}{ccc}
X & \xrightarrow{φ_k} & Y \\
\downarrow{π_X} & & \downarrow{π_Y} \\
X & \xrightarrow{φ} & Y
\end{array}
$$

Let $x ∈ X$ be a closed point and let $y := φ(x)$. Then one has $|π^{-1}_Y(y)| ≤ |π^{-1}_X(x)|$. The equality holds if and only if $[k(x) : k(y)] = 1$. Furthermore, this equality holds when the map $φ_k : π^{-1}_X(x) → π^{-1}_Y(y)$ is injective.

Proof. Since $k$ is perfect, we have $|π^{-1}_X(x)| = [k(x) : k]$ and $|π^{-1}_Y(y)| = [k(y) : k]$. So, the field extensions $k ↣ k(y) ↣ k(x)$ imply the first and the second assertions. If the map $φ_{L,k} : π^{-1}_X(x) → π^{-1}_Y(y)$ is injective, then $|π^{-1}_Y(y)| ≥ |π^{-1}_X(x)|$. The last part of the lemma thus follows.
4.6. Some algebraic results. We discuss some algebraic results that will be needed.

**Lemma 4.9.** Let \( f : A \to B \) be an injective finite unramified local homomorphism of noetherian local rings, that induces an isomorphism of the residue fields. Then \( f \) is an isomorphism.

**Proof.** Let \( m_A \) and \( m_B \) be the maximal ideals of \( A \) and \( B \), respectively. Since \( f \) is finite, to show that \( f \) is surjective it suffices to show that \( A/m_A \to B/m_B \) is surjective by Nakayama’s lemma. But this follows because the map \( A/m_A \to B/m_B \) is an isomorphism and so is the map \( B/m_A \to B/m_B \) as \( f \) is unramified.

**Lemma 4.10.** Let \( f : Y' \to Y \) be a finite surjective morphism of regular \( k \)-schemes. Let \( W \subset Y \) be an irreducible closed subset and let \( y \in W \) be a closed point. Let \( S = f^{-1}(y) \) and \( W' = f^{-1}(W) \). Let \( x \in S \) and let \( Z \subset W' \) be an irreducible component passing through \( x \). Suppose that \( f \) is étale at \( x \) and \( k(y) \xrightarrow{\sim} k(x) \). Then \( Z \cap S = \{ x \} \) if and only if \( Z \) is the only component of \( W' \) passing through \( x \).

**Proof.** We first observe that \( f \) must be a flat morphism (see [11 Exercise III-10.9, p.276]). We next note that any irreducible component of \( W' \) that passes through \( x \) will be in the connected component of \( Y' \) containing \( x \). So, we may assume \( Y' \) is connected. On the other hand, \( W \subset Y \) being irreducible, it must belong to a unique connected component of \( Y \). Hence, we may also assume that \( Y' \) is connected.

Now, first suppose \( S = \{ x \} \). We claim that \( f \) is an isomorphism locally around \( y \), so that the lemma holds trivially. Indeed, it follows from Lemma 4.9 that the map \( \mathcal{O}_{Y,y} \to \mathcal{O}_{Y',x} \) is an isomorphism. This implies that \( f \) is a finite and flat map with \( [k(Y') : k(Y)] = 1 \) (see [19 Exercise 5.1.25, p.176]) and hence must be an isomorphism.

We now suppose \(|S| > 1\). Consider the commutative diagram of semi-local rings

\[
\begin{array}{cccc}
\mathcal{O}_{Y,y} & \mathcal{O}_{Y',S} & \mathcal{O}_{Y',x} \\
\alpha_1 \downarrow & \beta_1 \downarrow & \beta_3 \downarrow \\
\mathcal{O}_{W,y} & \mathcal{O}_{W',S} & \mathcal{O}_{W',x} \\
\alpha_2 \downarrow & \beta_2 \downarrow & \beta_3 \downarrow \\
\mathcal{O}_{Z,S} & \mathcal{O}_{Z,x} \\
\gamma \downarrow & \\
\mathcal{O}_{Z,S} & \mathcal{O}_{Z,x},
\end{array}
\]

where \( \gamma := \beta_1 \circ \alpha_3 \) and \( \gamma' := \alpha_5 \circ \gamma \). Here, \( \alpha_1 \) and \( \alpha_3 \) are finite and flat, and \( \alpha_2 \circ \alpha_1 \) is étale. The lemma is equivalent to that \( \alpha_5 \) is an isomorphism if and only if \( \beta_5 \) is.

Suppose \( \alpha_5 \) is an isomorphism. Since \( \beta_4 \) is surjective and \( \alpha_3 \) is finite, the map \( \gamma \) is finite. Thus, \( \gamma' \) is a finite map of local rings. Since \( \alpha_2 \circ \alpha_1 \) is étale, the map \( \alpha_4 \circ \alpha_3 \) is also étale. Since \( \beta_5 \) is surjective, we see that \( \gamma' \) is unramified. Thus, \( \gamma' \) is a finite and unramified map of local rings. Since \( Z \to W \) is surjective and \( k(y) \cong k(x) \), the map \( \gamma' \) is an isomorphism by Lemma 4.9. In particular, \( \alpha_4 \circ \alpha_3 \) is an étale map of local rings such that \( \beta_5 \circ \alpha_4 \circ \alpha_3 \) is an isomorphism, in particular, étale. It follows that \( \beta_5 \) is étale, by [10 Proposition (17.3.4), p.62]. Thus, \( \beta_5 \) is a surjective étale map of local rings. But it can happen only if \( \beta_5 \) is an isomorphism.

Conversely, suppose that \( \beta_5 \) is an isomorphism. Let \( p \) be the minimal prime of \( \mathcal{O}_{W',S} \) such that \( \mathcal{O}_{W',S}/p = \mathcal{O}_{Z,S} \) and let \( \{ p_1, \ldots, p_m \} \) denote the set of distinct minimal primes of \( \mathcal{O}_{W',S} \) different from \( p \). To show that \( \alpha_5 \) is an isomorphism, we need to show that \( p \cap p_i = \mathcal{O}_{W',S} \) for all \( 1 \leq i \leq m \).

**Claim 1:** \( p_i \mathcal{O}_{W',S} = \mathcal{O}_{W',S} \) for all \( 1 \leq i \leq m \).

(:) Note that \( \mathcal{O}_{W',S} \) is an integral domain because \( \mathcal{O}_{Z,S} \) is an integral domain and \( \beta_5 \) is an isomorphism. Thus, we must have either \( p_i \mathcal{O}_{W',S} = 0 \), or \( p_i \mathcal{O}_{W',S} = \mathcal{O}_{W',S} \). In the first case, we have \( p_i \mathcal{O}_{Z,S} = 0 \) as \( \beta_5 \) is an isomorphism. Equivalently, \( \alpha_5 \circ \beta_4 (p_i) = 0 \). Since \( p_i \neq p \), and \( p_i, p \) are minimal, there is \( a_i \in p_i \setminus p \) such that \( \beta_4 (a_i) \neq 0 \). Hence, \( \alpha_5 \circ \beta_4 (a_i) \neq 0 \), because \( \alpha_5 \) is injective being a localization of an integral domain. This is a contradiction. Thus, we must have \( p_i \mathcal{O}_{W',S} = \mathcal{O}_{W',S} \) for each \( i \), proving Claim 1.

Let \( m \) be the maximal ideal of \( \mathcal{O}_{W',S} \) defining the closed point \( x \). By Claim 1, for any \( 1 \leq i \leq m \), there exists \( a_i \in p_i \setminus m \) in \( \mathcal{O}_{W',S} \) such that \( \alpha_4 (a_i) \) is invertible. Let \( a = \prod_{i=1}^m a_i \). We see that there are nonzero elements \( b, c \in \mathcal{O}_{Z,S} \) with \( c \notin m \) such that \( c(1 - ab) = 0 \).
More precisely, we prove:

Claim 2: \( 1 - ab \in \mathfrak{p} \).

(\( \vdash \)) Let \( v = 1 - ab \). Then, we have \( cv = 0 \in \mathfrak{m} \) with \( c \not\in \mathfrak{m} \), so that \( v \in \mathfrak{m} \) and \( \alpha_i(v) = 0 \). Toward contradiction, suppose \( v \not\in \mathfrak{p} \). Then \( v \in \mathfrak{m} \setminus \mathfrak{p} \), so that \( \beta_{i}(v) \neq 0 \). Thus \( \beta_{i} \circ \alpha_{i}(v) = \alpha_{i} \circ \beta_{i}(v) \neq 0 \) because \( \alpha_{i} \) is injective. But this contradicts that \( \alpha_{i}(v) = 0 \). Hence, we have \( v \not\in \mathfrak{p} \), proving Claim 2.

By Claim 2, we have \( v \in \mathfrak{p}, ab \in \mathfrak{p}_i \) for all \( i \), while \( v - ab = 1 \). This shows that \( \mathfrak{p} + \mathfrak{p}_i = \mathcal{O}_{W'} \mathcal{S} \) for all \( 1 \leq i \leq m \). Thus, \( \alpha_5 \) is an isomorphism.

[4.7]

\[ \phi_{L} : Z \to \hat{\phi}_{L}(Z) \text{ is birational.} \]

Proof. Here, we use a trick of “marking” irreducible components. By the given assumptions of the Set-up, for \( 1 \leq i \leq s \), we can choose closed points \( \alpha_i \in Z_i \) such that (1) \( \alpha_i \not\in Z_j \) for \( j \neq i \), (2) \( x_i = f(\alpha_i) \in X_{sm} \), (3) \( b_i = \hat{g}(\alpha_i) \in B \). (N.B. Here, that \( x_i \in X_{sm} \) uses the assumption of the Set-up that each \( Z_i \) intersects \( H \times \hat{B} \) properly, and that \( X \setminus (X \cap H) \subset X_{sm} \) so that any choice of a point in \( Z_{i}(X \setminus (X \cap H)) \times \hat{B} \) maps to a point of \( X_{sm} \).) Let \( \Xi = \{ x_1, \ldots, x_s \} \cup \Sigma \) and \( E = \{ b_1, \ldots, b_s \} \cup F \). Since \( Z_i \not\subset X \times F \) and \( Z_i \to \hat{B} \) is non-constant, no component of \( Z \) lies in \( \hat{g}^{-1}(E) \). For this \( E \), we will prove the lemma.

It suffices to prove the lemma for each irreducible component \( Z_i \) of \( Z \). Since \( E \subset X_{sm} \), one can apply Lemma 4.7 with \( \Sigma \) there replaced by our \( E \). Applying Lemma 4.7 with the chosen \( \Xi \) and \( E \), we get a big enough embedding \( X \to \mathbf{P}_{k}^{N} \), a linear subspace \( L \) and a finite surjective projection map \( \phi_{L} : X \to \mathbf{P}_{k}^{r} \) that satisfies the properties (1)–(6) of Lemma 4.7. We let \( T_{i} := \hat{\phi}_{L}(Z_i) \) and \( \beta_{i} := \hat{\phi}_{L}(\alpha_i) \).

To show that \( \hat{\phi}_{L} : Z_i \to T_i \) is birational, we prove the stronger assertion that the map \( \mathcal{O}_{T_{i}, \beta_{i}} \to \mathcal{O}_{Z_{i}, \beta_{i}} \) of semi-local rings is an isomorphism, where \( \mathcal{O}_{Z_{i}, \beta_{i}} := \mathcal{O}_{Z_{i}, \beta_{i}} \circ \hat{\phi}_{L}^{-1}(\beta_{i}) \). Consider the maps

\[ (4.6) \quad \mathcal{O}_{T_{i}, \beta_{i}} \to \mathcal{O}_{Z_{i}, \beta_{i}} \to \mathcal{O}_{Z_{i}, \alpha_{i}}. \]

Claim: \( Z_i \cap \hat{\phi}_{L}^{-1}(\beta_{i}) = \{ \alpha_i \} \).

(\( \vdash \)) That \( Z_i \cap \hat{\phi}_{L}^{-1}(\beta_{i}) \supset \{ \alpha_i \} \) is obvious. If there is \( \alpha' \in \hat{\phi}_{L}^{-1}(\beta_{i}) \setminus \{ \alpha_i \} \) such that \( \alpha' \in Z_i \), then \( \alpha' = (x', b_i) \) for some \( x' \in \phi_{L}^{-1}(\phi_{L}(x_i)) \setminus \{ x_i \} \). But then we have \( x' \in L^{+}(x_i) \cap f(g^{-1}(E)) \), contradicting the condition (5) of Lemma 4.7. So, the claim holds.

Now, by the claim, the second map of (4.6) is an isomorphism, actually the identity map. By the condition (1) of Lemma 4.7 the map \( \phi \) is étale in an affine open neighborhood \( U' \) of \( \Xi \), and thus \( \phi \) is étale at \( \alpha_i \). In particular, the composite of (4.6) is unramified. By the condition (3) of Lemma 4.7, we have \( k(\beta_{i}) \cong k(\alpha_i) \). Hence the first map of (4.6) is an injective finite unramified map of local rings, that induces an isomorphism of the residue fields. It is therefore an isomorphism by Lemma 4.3. This completes the proof.

In the Claim of the proof of Lemma 4.11 we proved that \( Z_i \cap \hat{\phi}_{L}^{-1}(\beta_{i}) = \{ \alpha_i \} \). Combined with Lemma 4.10 we immediately have:

Corollary 4.12. For a linear projection \( L \) as in Lemma 4.11, \( Z_i \) is the only irreducible component of \( \hat{\phi}_{L}^{-1}(\phi_{L}(Z_i)) \) passing through a given marking point \( \alpha_i \in Z_i \setminus \bigcup_{j \neq i} Z_j \).

4.8. A presentation lemma for fs-moving lemma. The final result of (4) is the following Theorem 4.13 that will be used in the proof of the fs-moving lemma, specifically, in the proof of Lemma 8.7.

Theorem 4.13. Under the Set-up of (4.4) let \( Z_0 := Z|_{X \times B} \) and \( Z':= Z|_{X \times B} \).
Then for a suitable choice of the set $E$ in the Set-up, after replacing the embedding $X \hookrightarrow \mathbb{P}^N_k$ by its composition with a suitable Veronese embedding, there is a dense open subset $U \subset \text{Gr}(X, N - r - 1, H)$ such that each $L \in U(k)$ satisfies the following:

1. $\phi_L$ is étale at $\Sigma$.
2. $\phi_L$ separates the points of $\Sigma$.
3. $k(\phi_L(x)) \cong k(x)$ for all $x \in \Sigma$.

There exists an affine open neighborhood $U \subset X$ of $\Sigma$ such that

4. If $Z_i^0$ is an irreducible component of $Z^0$ that is dominant over an irreducible component of $X$, then for each component $Z'$ of $L^+(Z_i^0)$, the map $Z'_i \to U$ is fs over $U$.
5. If $Z_i^0$ is an irreducible component of $Z^0$ that is not dominant over any irreducible component of $X$, then $L^+(Z_i^0) \cap U = \emptyset$.

Proof. For $1 \leq i \leq s$, choose closed points $\alpha_i \in Z_i^0 \setminus \bigcup j \neq i Z_j^0$ such that $x_i := \hat{f}(\alpha_i) \in X_{sm}$ and $b_i := \hat{g}(\alpha_i) \in B$, as we did in Lemma 4.11. Let $\Sigma := \{x_1, \ldots, x_r\} \cup \Sigma \subset X_{sm}$ and $E := \{b_1, \ldots, b_r\} \cup F \subset \hat{B}$. Since $Z_i \not\subset X \times F$ and $Z_i \to \hat{B}$ is non-constant, it is not contained in $\hat{g}^{-1}(E)$.

Applying Lemma 4.7 (with $\Sigma$ replaced by $\Sigma$ and for the above $E$), we get a big enough embedding $X \hookrightarrow \mathbb{P}^N_k$ and a linear subspace $L$ and a finite surjective projection map $\phi_L : X \to \mathbb{P}^r_k$, that satisfy the conditions (1)–(6) of Lemma 4.7 as well as Lemma 4.11. In particular, we have the conditions (1)–(3) of the theorem.

To prove (4) and (5), first note that the irreducible components of $L^+(Z_i^0)$ are exactly the restrictions to $X \times B$ of the irreducible components of $L^+(Z_i)$. Let $Z_i$ be an irreducible component of $Z$ dominant over an irreducible component of $X$. Let $Z'$ be an irreducible component of $L^+(Z_i)$. We prove that $Z' \cap (\Sigma \times F) = \emptyset$.

Toward contradiction, suppose there are closed points $x \in \Sigma$ and $b \in F$ such that $\lambda = (x, b) \in Z'$. Note that $\lambda = (x, b) \in Z'$ means that there is a point $x' \in \phi_L^{-1}(\phi_L(x))$ such that $\lambda' := (x', b) \in Z_i$. If $x' \not= x$, then $x' \in L^+(x)$ and $x' \in \hat{f}(\hat{g}^{-1}(E))$, which contradicts the condition (5) of Lemma 4.7. So, we must have $x' = x$ so that $\lambda = (x, b) \in Z' \cap Z_i$. We show this can not happen either. Let $S := \phi_L^{-1}(\phi_L(x)) \times \{b\}$ so that $Z_i \cap S \supset \{\lambda\}$. This inclusion is actually an equality: indeed, suppose there is $\lambda' = (x'', b) \in Z_i \cap S$ with $\lambda \not= \lambda''$. Since $b \in F \subset E$ and $x'' \in L^+(x)$, we have $x'' \in L^+(x) \cap \hat{f}(\hat{g}^{-1}(E))$, contradicting the condition (5) of Lemma 4.7 again.

By Corollary 4.12 to Lemma 4.11 we have $Z' \not= Z_i$. So, the two assertions $\lambda \in Z' \cap Z_i$ and $Z_i \cap S = \{\lambda\}$ together contradict Lemma 4.10. Hence, we must have $Z' \cap (\Sigma \times F) = \emptyset$ as desired. Now, by Lemma 4.10 there is an affine open neighborhood $U_{i,Z_i} \subset X_{sm}$ of $\Sigma$ such that $Z_{U_{i,Z_i}}^0 \to U_{i,Z_i}$ is fs. We take $U_1 := \bigcap U_{i,Z_i}$ where the intersection is taken over all $i$ such that $Z_i$ dominant over a component of $X$ and the irreducible components $Z'$. This open set $U_1$ works for (4).

About the property (5), now suppose that $Z_i$ be an irreducible component of $Z$ which is not dominant over $X$. Toward contradiction, suppose that there is a component $Z'$ of $L^+(Z_i)$ such that $Z' \cap (\Sigma \times B) \not= \emptyset$, so that for some $x \in \Sigma$ and $b \in B$, we have $\lambda := (x, b) \in Z'$. This means there is $x' \in \phi_L^{-1}(\phi_L(x))$ such that $\lambda' := (x', b) \in Z_i$. If $x' \in L^+(x)$, then we must have $x' \in L^+(x) \cap \hat{f}(Z_i)$, but this contradicts the condition (6) of Lemma 4.7. If $x' = x$, then we must have $\lambda = (x, b) \in Z' \cap Z_i$. But the same argument as above in the proof of (4) shows that this can not occur either. We conclude that $\hat{f}(L^+(Z_i))$ is a closed subset of $X$ disjoint from $\Sigma$. Hence, apply Lemma 2.23 to obtain an affine open neighborhood $U_i'$ of $\Sigma$ in $X$ such that $L^+(Z_i)_{U_i'} = \emptyset$. We take $U_2 := \bigcap U_i'$, where the intersection is taken over all $i$ such that $Z_i$ is not dominant over any component of $X$. This open set $U_2$ works for (5). Taking $U := U_1 \cap U_2$, the proof of the theorem is now complete. 

5. REGULARITY OF THE ORIGINAL CYCLE OVER RESIDUAL POINTS

The focus of the remaining sections is to achieve the sf⁻property of the residual cycle of $Z$ along $\Sigma$ via more refined linear projections. In order to achieve this, we first ensure that our original cycle $Z$ is regular at all points lying over the residual set $L^+(\Sigma)$ of $\Sigma \subset X$. We later
show that this regularity of $Z$ at all points lying over $L^+(\Sigma)$ implies the regularity of the residual cycle of $Z$ along $\Sigma$. The goal of this section is to achieve the first one when $k$ is algebraically closed. The general case will be considered later.

5.1. A basic algebraic result. We first discuss the following.

**Lemma 5.1.** Let $k$ be an algebraically closed field. Let $X \subset \mathbb{P}^N_k$ be a reduced closed subscheme of dimension 1. Suppose $N \gg 1$ and let $x \neq y$ be two closed points on $X_{\text{sm}}$. Let $\text{Gr}_{x+2y}(N-1, \mathbb{P}^N_k) \subset \text{Gr}(N-1, \mathbb{P}^N_k)$ be the set of hyperplanes containing $\{x, y\}$ that do not intersect $X$ transversely at $y$. Then $\text{Gr}_{(x,y)}(N-1, \mathbb{P}^N_k) \simeq \mathbb{P}^{N-2}$ and $\text{Gr}_{x+2y}(N-1, \mathbb{P}^N_k) \simeq \mathbb{P}^{N-3}$.

**Proof.** Recall that $\text{Gr}_{(x,y)}(N-1, \mathbb{P}^N_k) \subset \text{Gr}(N-1, \mathbb{P}^N_k)$ is the set of hyperplanes containing $\{x, y\}$. Since $x \neq y$, by elementary linear algebra on ranks of linear systems, we immediately have $\text{Gr}_{(x,y)}(N-1, \mathbb{P}^N_k) \simeq \mathbb{P}^{N-2}$. We prove the second assertion. Since $N \gg 1$, we can find a linear form $s_1 \in W = H^0(\mathbb{P}^N_k, \mathcal{O}(1))$ which does not vanish anywhere in $\{x, y\}$. This yields a $k$-linear map $\alpha : W \to \mathcal{O}_{x,y}/m_xm^2_y =: \mathcal{O}_{x+2y}$ given by $\alpha(s) = s/s_1$. Since $k$ is algebraically closed, the ideal $m_y$ is generated by linear forms vanishing at $y$. Hence, the composite map $W \to \mathcal{O}_{x,y}/m_xm^2_y \to \mathcal{O}_{x,y}/m^2_y =: \mathcal{O}_{(2y)}$ is surjective and $\alpha^{-1}(m^2_y)$ is precisely the set of linear forms in $W$ not transverse to $X$ at $y$.

We first claim that $\alpha$ is surjective. Since $x, y$ are two distinct regular closed points of $X$, the set $\text{Gr}_y(x, N - 1, \mathbb{P}^N_k)$ is nonempty and hence, $m_x/m_xm_y \to \mathcal{O}_{(x)}$ and there is a commutative diagram of short exact sequences:

\[
\begin{array}{cccccc}
0 & \longrightarrow & \alpha^{-1}(m_xm_y) & \longrightarrow & \alpha^{-1}(m_y) & \longrightarrow & \mathcal{O}_{(x)} & \longrightarrow & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & \\
0 & \longrightarrow & m_xm_y/m_xm^2_y & \longrightarrow & m^2_y & \longrightarrow & \mathcal{O}_{(x)} & \longrightarrow & 0.
\end{array}
\]

In particular, the first vertical map is surjective. Since $\text{Gr}_y(x, N - 1, \mathbb{P}^N_k) \neq \emptyset$, we conclude that $\alpha$ is surjective.

To finish the proof, we look at the commutative diagram with exact rows

\[
\begin{array}{cccccc}
0 & \longrightarrow & \ker(\alpha) & \longrightarrow & W & \xrightarrow{\alpha} & \mathcal{O}_{(x+2y)} & \longrightarrow & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & \\
0 & \longrightarrow & \alpha^{-1}(m^2_y) & \longrightarrow & W & \longrightarrow & \mathcal{O}_{(2y)} & \longrightarrow & 0.
\end{array}
\]

Since the last vertical arrow is surjective with one-dimensional kernel, by the snake lemma, the first vertical arrow is injective with one-dimensional cokernel. Since $\mathbb{P}(\alpha^{-1}(m^2_y)) \simeq \mathbb{P}^{N-2}$, we conclude that $\text{Gr}_{x+2y}(N-1, \mathbb{P}^N_k) \simeq \mathbb{P}(\ker(\alpha)) \simeq \mathbb{P}^{N-3}$.\hfill \Box

5.2. The Set-up $+(fs)$. We suppose $k$ is an infinite perfect field. The set-up we now use repeatedly is the following, that we call the Set-up $+(fs)$:

(1) The Set-up: We still suppose the Set-up of 4.4, not necessarily specifying some closed subset $E \subset \mathcal{B}$.

(2) The fs-property: There exists an affine open neighborhood $X_{fs} \subset X_{\text{sm}}$ of $\Sigma$, that is dense open in $X$, such that the projection $Z \to X$ is fs over $X_{fs}$.

5.3. Regularity of the original cycle over residual points. We now discuss two central lemmas.

**Lemma 5.2.** Let $k$ be an algebraically closed field. Suppose $r = 1$. We are under the Set-up $+(fs)$ of 4.4. Let $x \in X_{fs}$ be a closed point and let $S \subset X \setminus \{x\}$ be another finite set of closed points.

After replacing $\mathbb{P}^N_k$ by a bigger projective space via a Veronese embedding if necessary, there exists a dense open subset $U \subset \text{Gr}_x(N-1, \mathbb{P}^N_k)$ such that each $L \in U(k)$ satisfies the following:

(1) $L \cap ((X \setminus X_{fs}) \cup S) = \emptyset$.

(2) $L$ intersects $X_{fs}$ transversely.
\( L \cap X \) consists of \((d + 1)\)-distinct closed points \(c_0 = x, c_1, \ldots, c_d \).

(4) \( Z \) is regular at all points lying over \( \{c_1, \ldots, c_d\} \). In particular, each component \( Z_i \) does not meet other irreducible components at points lying over \( \{c_1, \ldots, c_d\} \).

**Proof.** Since \( \dim(Z_{\text{sing}}) = 0 \), we see that \( \hat{f}(Z_{\text{sing}}) \) is a finite closed subset of \( X \). Since \( X_{fs} \) is dense in \( X \), we have \( |X \setminus X_{fs}| < \infty \). Hence, \( T := \{ \hat{f}(Z_{\text{sing}}) \cup (X \setminus X_{fs}) \cup S \} \setminus \{x\} \) is a finite closed subset of \( X \). Thus the hyperplanes disjoint from \( T \) form a dense open subset \( \text{Gr}(T, N - 1, \mathbb{P}^{N}) \) of \( \text{Gr}(N - 1, \mathbb{P}^{N}) \) by Lemma 4.2. The set \( \mathcal{U}_1 := \text{Gr}^{tr}(X, N - 1, \mathbb{P}^{N}) \cap \text{Gr}(T, N - 1, \mathbb{P}^{N}) \) is dense open in \( \text{Gr}(N - 1, \mathbb{P}^{N}) \). If we show that \( \mathcal{U} := \mathcal{U}_1 \cap \text{Gr}_{x}(N - 1, \mathbb{P}^{N}) \neq \emptyset \), then this set will be dense open in \( \text{Gr}_{x}(N - 1, \mathbb{P}^{N}) \). It is moreover clear that any \( L \in \mathcal{U}(k) \) satisfies (1) \( \sim (4) \). It remains to show that \( \text{Gr}^{tr}(X, N - 1, \mathbb{P}^{N}) \cap \text{Gr}_{x}(N - 1, \mathbb{P}^{N}) \) and \( \text{Gr}(T, N - 1, \mathbb{P}^{N}) \cap \text{Gr}_{x}(N - 1, \mathbb{P}^{N}) \) are both nonempty.

Let \( V \) be the set of linear forms in \( H^0(\mathbb{P}^{N}, \mathcal{O}(1)) \) that vanish at \( x \). Note \( \dim |V| = N - 1 \) and that the maximal ideal \( m_x \subset \mathcal{O}_{X,x} \) is generated by the members of \( V \). Let \( \mathcal{B} \subset X \times |V| \) be the incidence scheme consisting of pairs \((y, L)\) such that \( L \) passes through \( y \), but not transverse to \( X \) at \( y \). We study the fiber of \( \pi_1 : \mathcal{B} \rightarrow X \) over each \( y \in X_{\text{rm}} \setminus \{x\} \).

Choose \( s_1 \in V \) such that \( s_1(x) = 0 \) but \( s_1(y) \neq 0 \). Consider the map \( \beta : V \rightarrow \mathcal{O}_{X,y}/m^2_x \) given by \( \beta(s) = s/s_1 \). Since \( \dim |V| = N - 1 \), while \( \text{Gr}(x,y)(N - 1, \mathbb{P}^{N}) \cong \mathbb{P}^{N-2} \) and \( \text{Gr}(x+2y)(N - 1, \mathbb{P}^{N}) \cong \mathbb{P}^{N-3} \) by Lemma 5.1, we see that \( \beta \) is surjective and \( \mathbb{P}(\ker(\beta)) = \mathbb{P}^{1}(y) \) has dimension at most \( N - 3 \), because \( \dim(\mathcal{O}_{X,y}/m^2_x) = 2 \). Thus, \( \dim(\mathcal{B}) \leq \dim X + \dim(\mathbb{P}^{1}(y)) \leq \dim \mathcal{B} \leq N - 3 = N - 2 \). Hence, its image in \( |V| \) under the projection \( \pi_2 : X \times |V| \rightarrow |V| \) is a proper closed subset (note that \( X \) is projective). Since \( N \geq 0 \), its complement \( \text{Gr}^{tr}(X, N - 1, \mathbb{P}^{N}) \) in \( \text{Gr}_{x}(N - 1, \mathbb{P}^{N}) \) is a dense open subset. Since \( \dim(\text{Gr}_{x}(N - 1, \mathbb{P}^{N})) = N - 1 \) and \( T \subset X \) is a finite set of closed points different from \( x \), the assertion that \( \text{Gr}(T, N - 1, \mathbb{P}^{N}) \cap \text{Gr}_{x}(N - 1, \mathbb{P}^{N}) \) is nonempty follows from Lemma 5.1. We have therefore finished the proof.

The following result generalizes Lemma 5.2 to \( r \geq 1 \).

**Lemma 5.3.** Let \( k \) be an algebraically closed field. Suppose \( r \geq 1 \). We are under the Set-up \(+ (fs) \) of 4.2. Let \( x \in X_{fs} \) be a closed point and let \( S \subset X \setminus \{x\} \) be another finite set of closed points.

After replacing \( \mathbb{P}^{N} \) by a bigger projective space via a Veronese embedding if necessary, we have the following property: given any hyperplane \( H_0 \subset \mathbb{P}^{N} \) disjoint from \( S \cup \{x\} \) and a general \( L_0 \in \text{Gr}(H_0, N - r + 1, \mathbb{P}^{N})(k) \), there exists a dense open subset \( \mathcal{U} \subset \text{Gr}^{tr}_{x}(L_0, N - 1, \mathbb{P}^{N}) \) such that each \( L \in \mathcal{U}(k) \) satisfies the following:

(1) \( L \cap L_0 \cap ((X \setminus X_{fs}) \cup S) = \emptyset \).

(2) \( L \cap L_0 \) intersects \( X_{fs} \) transversely.

(3) \( L \cap L_0 \cap X \) has \((d + 1)\)-distinct closed points \( c_0 = x, c_1, \ldots, c_d \).

(4) \( Z \) is regular at all points lying over \( \{c_1, \ldots, c_d\} \). In particular, each component \( Z_i \) does not meet other irreducible components at points lying over \( \{c_1, \ldots, c_d\} \).

**Proof.** In case \( r = 1 \), \( \text{Gr}(N - r + 1, \mathbb{P}^{N}) = \text{Gr}(N, \mathbb{P}^{N}) = \{ \mathbb{P}^{N} \} \) so that \( L_0 = \mathbb{P}^{N} \) automatically and Lemma 5.3 is identical to Lemma 5.2. Hence we may assume \( r \geq 2 \). By the Bertini theorems of Altman and Kleiman [1], an intersection of \( X \) with \((r - 1)\) general hypersurfaces containing \( S \cup \{x\} \), all of a fixed degree in \( \mathbb{P}^{N} \) (depending only on \( X \) and \( S \)), is a curve. Since \( k \) is perfect and \( X \) is reduced, it is actually geometrically reduced. It follows therefore from the Bertini theorem of Jouanolou [12] Théorème 6.3 that \( C \) can be chosen to be reduced. This curve \( C \) contains \( S \cup \{x\} \). We can also ensure that no component of \( C \) is contained in \( \hat{f}(Z_{\text{sing}}) \cup (X \setminus X_{fs}) \), it is regular at points away from \( X_{\text{sing}} \), and for each component of \( Z \mid_{C \times B} \), its projection to \( \hat{B} \) is non-constant.

Hence, after replacing the embedding \( \eta : X \hookrightarrow \mathbb{P}^{N} \) by its composition with the Veronese embedding of \( \mathbb{P}^{N} \) given by the above degree of hypersurfaces in \( \mathbb{P}^{N} \), we can find an \((r - 1)\)-tuple of general hyperplanes \((H_1, \ldots, H_{r-1})\), each in \( \text{Gr}_{S \cup \{x\}}(N - 1, \mathbb{P}^{N}) \), such that the linear subspace \( L_0 = H_1 \cap \cdots \cap H_{r-1} \) has the following properties:

a) \( L_0 \) is transverse to \( H_0 \).
b) \( C = L_0 \cap X \) is a reduced curve none of whose components lies in \( \widehat{f}(Z_{\text{sing}}) \cup (X \setminus X_{\text{fs}}) \).

c) \( C \) is regular at points away from \( X_{\text{sing}} \).

d) For each component of \( Z_{|C \times B} \), the projection to \( \widehat{B} \) is non-constant.

Let \( S' := (C \setminus \{x\}) \cap (\widehat{f}(Z_{\text{sing}}) \cup (X \setminus X_{\text{fs}}) \cup S) \), which is a finite closed subset of \( C \).

Note from the definition of the degree of the embedding \( \eta : X \to \mathbb{P}_k^N \) that a general hyperplane inside \( L_0 \) will intersect \( C \) at \( (d+1) \) distinct closed points. Applying Lemma 5.2 (i.e. \( r = 1 \) case) to the curve \( C \), the finite set \( S' \), and \( L_0 \simeq \mathbb{P}_k^{N-r+1} \) (which is regarded as the ambient projective space for \( C \)), there exists a dense open subset \( U_{C,S'} \subset \text{Gr}_x(N-r,L_0) \) that satisfies the assertions \( 1 \sim 4 \) of Lemma 5.2. Note that as \( N \gg r \), the subset \( \text{Gr}_x^r(L_0,N-1,\mathbb{P}_k^N) \) is dense open in \( \text{Gr}(N-1,\mathbb{P}_k^N) \).

Consider the regular map
\[(5.3) \quad \theta_{L_0} : \text{Gr}_x^r(L_0,N-1,\mathbb{P}_k^N) \to \text{Gr}(N-r,L_0),\]
given by \( \theta_{L_0}(L) = L \cap L_0. \)

One checks that \( \theta_{L_0} \) is a surjective smooth morphism of relative dimension \( r-1 \). Since \( \theta_{L_0} \) is a smooth and surjective morphism such that \( \theta_{L_0}^{-1}(\text{Gr}_x(N-r,L_0)) = \text{Gr}_x^r(L_0,N-1,\mathbb{P}_k^N) \), we see that \( U := \theta_{L_0}^{-1}(U_{C,S'}) \) is a dense open subset of \( \text{Gr}_x^r(L_0,N-1,\mathbb{P}_k^N) \).

Thus, it suffices to show that each \( L \in U(k) \) satisfies the desired conditions \( 1 \sim 4 \). This is a tautology, but let us write it in detail: suppose \( L \in U(k), i.e., \theta_{L_0}(L) \cap S' = \emptyset \) and \( \theta_{L_0}(L) = L \cap L_0 \) satisfies \( 1 \sim 4 \) with \( Z \) replaced by \( Z_{|C \times B} \). Since \( \theta_{L_0}(L) \cap ((X \setminus X_{\text{fs}}) \cup S) = L \cap (L_0 \cap X) \cap ((X \setminus X_{\text{fs}}) \cup S) = \theta_{L_0}(L) \cap C \cap ((X \setminus X_{\text{fs}}) \cup S) \subset \theta_{L_0}(L) \cap S' \), and since \( x \in X_{\text{fs}} \), we see that \( \theta_{L_0}(L) \cap ((X \setminus X_{\text{fs}}) \cup S) = \emptyset \), proving (1).

Since \( L \) intersects \( L_0 \) transversely, which in turn intersects \( X \) transversely along \( X_{\text{sm}} \) by (b) and (c) above, we see that \( \theta_{L_0}(L) \) intersects \( X \) transversely along \( X_{\text{sm}} \), proving (2). Also, \( \theta_{L_0}(L) \cap X = \theta_{L_0}(L) \cap C = \{x = c_0,c_1,\ldots,c_d\} \) with \( c_i \neq c_j \) for \( i \neq j \), proving (3). Finally, since \( C \cap (\widehat{f}(Z_{\text{sing}})) \setminus \{x\} \subset S' \) and since \( \theta_{L_0}(L) \cap S' = \emptyset \), we see that \( Z \) is regular at all points lying over \( c_i \) for \( 1 \leq i \leq d \), proving (4).

Later, the set \( \{c_1,\ldots,c_d\} \) that we obtained in Lemma 5.3 will be taken to be \( L^+(x) \) for \( x \in \Sigma \), where \( \Sigma \) is the given set of finitely many closed regular points of \( X \). This mean the regularity of \( Z \) at points lying over the residual points \( L^+(\Sigma) \). We will come back to this discussion, and it will be finished in Proposition 7.2.

### 6. Vertical separation of residual fibers

In this section, we prove some preparatory results for the proof of the regularity of the residual cycle of \( Z \) along \( \Sigma \). One goal is to show that the distinct fibers of the projection \( Z \to X \) to the “horizontal axis” over the residual points of \( \Sigma \) given for a suitable linear projection, are mapped to disjoint sets under the projection \( Z \to \widehat{B} \) to the “vertical axis.” We call this property of linear projections, the vertical separation of residual fibers.

We continue to use the Set-up + (fs) of 5.2.

#### 6.1. Separating residual fibers of \( Z \) along \( \widehat{B} \): the local case

Up to Lemma 6.4 we consider the following special case. Let \( k \) be an algebraically closed field. Suppose \( r = 1 \). Let \( x \in X_{\text{fs}} \) be a closed point and let \( S \subset X \setminus \{x\} \) be another finite set of closed points. Suppose that \( L \in \text{Gr}_x(N-1,\mathbb{P}_k^N)(k) \) satisfies assertions \( 1 \sim 4 \) of Lemma 5.3. For any map \( W \to X \) and a closed point \( y \in X \), let \( W_y \) be the reduced fiber of \( W \) over \( y \).

For integers \( 1 \leq n \leq d-1 \) and \( 0 \leq m \leq n \), we consider the following separation property \((I)_{m,n} \) along \( \widehat{B} \).

\[(6.1) \quad (I)_{m,n} := \begin{cases} \widehat{g}(Z_{c_i}) \cap \widehat{g}(Z_{c_j}) = \emptyset & \text{for } 0 \leq i \neq j \leq n, \\ \widehat{g}(Z_{c_i}) \cap \widehat{g}(Z_{c_{i+1}}) = \emptyset & \text{for } 0 \leq i \leq m. \end{cases} \]

Let \((P)_{m,n}\) be the conditions \( 1 \sim 4 \) of Lemma 5.2 together with the property \((I)_{m,n}\).

**Lemma 6.1.** The projections \( \widehat{f} : Z \to X \) and \( \widehat{g} : Z \to \widehat{B} \) are finite and the sets \( \widehat{g}(Z_x) \subset \widehat{B} \) and \( \widehat{g}^{-1}(\widehat{g}(Z_x)) \subset Z \) are finite subsets of closed points.
Proof. Since $\tilde{f} : Z \to X$ is a projective morphism of reduced curves such that its restriction over the dense open subset $X_{\text{fs}}$ of $X$ is $\text{fs}$. Hence $\tilde{f}$ is a projective quasi-finite morphism, hence a finite morphism. Since $\hat{g}$ is a projective morphism from a curve which is non-constant on each component of the source, it must also be finite. Since $Z_x$ is a finite set, as $Z$ is $\text{fs}$ over $X_{\text{fs}}$ and $x \in X_{\text{fs}}$, the lemma now follows. \hfill $\square$

Let $V_d \subset X^d$ be the nonempty open subset whose coordinates are all distinct from each other and distinct from $x$ as well. More precisely, this is the complement of the union of all the small diagonals $\Delta_{i,j} \subset X$ defined by the equation $y_i = y_j$ for $1 \leq i < j \leq d$ as well as the subspaces given by $y_i = x$ for $1 \leq i \leq d$. Inside $V_d$, we consider the following subsets of ‘bad points’ that do not satisfy the analogue of the condition $(1)_{m,n}$ for $(y_1, \ldots, y_d) \in V_d$. That is, for $y_0 := x$, let $D_{n} \subset V_d$ be the subset of points $(y_1, \ldots, y_d)$ such that $\hat{g}(Z_{y_i}) \cap \hat{g}(Z_{y_j}) \neq \emptyset$ for some $0 \leq i \neq j \leq n$ and $G_{m,n} \subset V_d$ be the subset of points such that $\hat{g}(Z_{y_i}) \cap \hat{g}(Z_{y_{i+1}}) \neq \emptyset$ for $0 \leq i \leq m$. Express $D_n = D_{n,1} \cup D_{n,2}$, where $D_{n,1}$ consists of the points $(y_1, \ldots, y_d)$ such that $\hat{g}(Z_{y_i}) \cap \hat{g}(Z_{y_j}) \neq \emptyset$ for some $1 \leq i \neq j \leq n$, while $D_{n,2}$ consists of the points $(y_1, \ldots, y_d) \in V_d$ such that $\hat{g}(Z_{y_i}) \cap \hat{g}(Z_{y_j}) \neq \emptyset$ for some $1 \leq i \leq n$. We also write $G_{m} = \bigcup_{i=0}^{m} G_{m,i}$, where $G_{m,i}$ consists of the points $(y_1, \ldots, y_d) \in V_d$ such that $\hat{g}(Z_{y_i}) \cap \hat{g}(Z_{y_{i+1}}) \neq \emptyset$ for $0 \leq i \leq m$.

**Lemma 6.2.** The subsets $D_{n,i}$ for $i = 1, 2$ and $G_{m,n}$ for $0 \leq i \leq m$ are closed subsets of $V_d$. In particular, $D_n$ and $G_m$ are closed subsets of $V_d$. 

**Proof.** Let $E_{n,1} \subset \hat{B}^d$ be the subset of points $(b_1, \ldots, b_d)$ such that $b_i = b_j$ for some $1 \leq i \neq j \leq n$, and let $E_{n,2} \subset \hat{B}^d$ be the subset of points $(b_1, \ldots, b_d)$ such that $b_i \in \hat{g}(Z_{x})$ for some $1 \leq i \leq n$. The set $E_{n,1}$ is certainly closed in $\hat{B}^d$, while $E_{n,2}$ is closed in $\hat{B}^d$ because $\hat{g}(Z_{x})$ is finite by Lemma 6.1. One checks that $D_{n,i} = \hat{f}^{\times d}((\hat{g}^{\times d})^{-1}(E_{n,i})) \cap V_d$ for $i = 1, 2$, where $\hat{f}^{\times d} : \hat{Z}^d \to X^d$ and $\hat{g}^{\times d} : Z^d \to \hat{B}^d$ are the direct products of $\hat{f}$ and $\hat{g}$. Since $\hat{f}^{\times d}$ is finite by Lemma 6.1 this shows that $D_{n,i}$ is closed in $V_d$.

Similarly, let $J_{n,0} \subset \hat{B}^d$ be the subset of points $(b_1, \ldots, b_d)$ such that $b_{n+1} \in \hat{g}(Z_{x})$. This is closed since $\hat{g}(Z_{x})$ is finite by Lemma 6.1. For $1 \leq i \leq m$, let $J_{m,i} \subset \hat{B}^d$ be the subset of points $(b_1, \ldots, b_d)$ such that $b_i = b_{n+1}$. This is also closed. One checks that $G_{m,n} = \hat{f}^{\times d}((\hat{g}^{\times d})^{-1}(J_{m,n})) \cap V_d$, and this shows that $G_{m,n}$ is closed in $V_d$ for $0 \leq i \leq m$. \hfill $\square$

Let $\pi : X^d \to \text{Sym}^d(X) = X^d/\mathfrak{S}_d$ be the quotient map by the symmetric group $\mathfrak{S}_d$. Since $\mathfrak{S}_d$ acts freely on $V_d \subset X^d$, the restriction map $\pi : V_d \to \pi(V_d)$ is a finite etale of degree $d!$. Let $\mathcal{U}_S \subset \text{Gr}_x(N-1, \mathbb{P}^N_k)$ be the nonempty open set of Lemma 5.2 such that each $L \in \mathcal{U}_S(k)$ satisfies the conditions (1) – (4) of Lemma 5.2.

Let $\mathcal{U}_S \to \text{Sym}^d(X)$ be the map $L \mapsto \sum_{i=1}^{d} [c_i]$, where $L \cap X = \{x = c_0, c_1, \ldots, c_d \}$. By the condition (3) of Lemma 5.2 its image is in $\pi(V_d)$. Define $\mathcal{V}_S$ by the Cartesian diagram

$$
\begin{array}{ccc}
\mathcal{V}_S & \xrightarrow{e} & V_d \\
\downarrow \psi & & \downarrow \pi \\
\mathcal{U}_S & \xrightarrow{\pi} & \pi(V_d)
\end{array}
$$

so that $\psi$ is a finite surjective etale map. The set $\mathcal{V}_S \setminus e^{-1}(D_n \cup G_m)$ is open in $\mathcal{V}_S$ by Lemma 6.2. Via the open map $\psi$, define the open subset $\mathcal{U}_{S,m,n} := \psi(\mathcal{V}_S \setminus e^{-1}(D_n \cup G_m)) \subset \mathcal{U}_S$. This is open in $\text{Gr}_x(N-1, \mathbb{P}^N_k)$. By construction, every $L \in \mathcal{U}_{S,m,n}(k)$ satisfies the property $(P)_{m,n}$ defined in the paragraph below Lemma 6.1. This summarizes as:

**Corollary 6.3.** For $1 \leq n \leq d-1$ and $0 \leq m \leq n$, there is an open subset $\mathcal{U}_{S,m,n} \subset \text{Gr}_x(N-1, \mathbb{P}^N_k)$ such that every member $L \in \mathcal{U}_{S,m,n}(k)$ satisfies the property $(P)_{m,n}$.

We now go further and prove:

**Lemma 6.4.** For $1 \leq n \leq d-1$ and $0 \leq m \leq n$, the open subset $\mathcal{U}_{S,m,n} \subset \text{Gr}_x(N-1, \mathbb{P}^N_k)$ is nonempty.
Proof. Step 1. \( U^S_{0,1} \neq \emptyset \).

Set \( T = S \cup \left( \tilde{f}(\tilde{g}^{-1}((\tilde{g}(Z_x)))) \setminus \{x\} \right) \), a finite closed subset of \( X \) by Lemma \[6.1\] Applying Lemma \[6.2\] to \( T \), we obtain a dense open subset \( U_T \subset \text{Gr}_x(N-1,\mathbb{P}^N_k) \). But one checks \( U_T \subset U^S_{0,1} \) by definition, so \( U^S_{0,1} \) is nonempty.

Step 2. For \( 1 \leq n \leq d-2 \), if \( U^S_{n,n} \neq \emptyset \), then \( U^S_{0,n+1} \neq \emptyset \)

If \( U^S_{n,n} \neq \emptyset \), then it is a dense open subset of \( \text{Gr}_x(N-1,\mathbb{P}^N_k) \) by Corollary \[6.3\]. In particular, for the finite set \( T \) of Step 1 and the dense open set \( U_T \subset \text{Gr}_x(N-1,\mathbb{P}^N_k) \) of Lemma \[6.2\] the intersection \( U^S_{n,n} \cap U_T \) is dense open in \( \text{Gr}_x(N-1,\mathbb{P}^N_k) \). But one checks \( U^S_{n,n} \cap U_T \subset U^S_{0,n+1} \) so that \( U^S_{0,n+1} \neq \emptyset \).

Step 3. For \( 1 \leq n \leq d-1 \) and \( 0 \leq m \leq n-1 \), if \( U^S_{m,m} \neq \emptyset \), then \( U^S_{m+1,n} \neq \emptyset \).

If \( U^S_{m,m} \neq \emptyset \), then it is dense open in \( \text{Gr}_x(N-1,\mathbb{P}^N_k) \) by Corollary \[6.3\]. For the same dense open subset \( U_T \subset \text{Gr}_x(N-1,\mathbb{P}^N_k) \) of the previous Steps 1 and 2, the intersection \( U^S_{m,m} \cap U_T \) is therefore dense open in \( \text{Gr}_x(N-1,\mathbb{P}^N_k) \). Fix an element \( L'_0 \in \left( U^S_{m,m} \cap U_T \right) (k) \) with \( L'_0 \cap X = \{x = c_0, c_1, \ldots, c_d\} \).

Since \( N > 0 \), there is a one-parameter family (isomorphic to \( \mathbb{P}^1_k \)) \( B \) in \( \text{Gr}_x(N-1,\mathbb{P}^N_k) \) containing \( \{L'_0\} \) such that every member of this family passes through \( \{c_0, c_{n+1}\} \), and a general member does not pass through \( c_{n+1} \). Since \( U^S_{m,m} \cap U_T \) is dense open in \( \text{Gr}_x(N-1,\mathbb{P}^N_k) \), a general member of \( B \) is contained in \( U^S_{m,m} \cap U_T \).

Let \( W \subset B \cap U^S_{m,m} \cap U_T \) be a smooth affine irreducible (rational) curve passing through \( \{L'_0\} \). Consider again the quotient map \( \pi : X^d \rightarrow \text{Sym}^d(X) = X^d/\mathcal{G}_d \), and the finite étale map \( \pi : V_d \rightarrow \pi(V_d) \) for the open set \( V_d \) defined previously in \[6.2\]. Consider the map \( W \rightarrow \pi(V_d) \) given by \( L \mapsto \sum_{i=1}^d \{y_i \} \), where \( L \cap X = \{x = y_0, y_1, \ldots, y_d\} \). This yields the Cartesian product \( \tilde{W} \)

(6.3)

so that \( \psi \) is finite and étale. In particular, \( \tilde{W} \) is a disjoint union of smooth affine irreducible curves. Note also that the members of \( W \) can be represented by \( L = (L, y_1, \ldots, y_d) \in W \times V_d \) such that \( L \cap X = \{y_0 = x, y_1, \ldots, y_d\} \). We let \( W' \subset \tilde{W} \) be the component containing the point \( (L'_0, c_1, \ldots, c_d) \). For the 'bad' closed subsets \( D_n, G^m_{n+1} \subset \tilde{V}_d \) of Lemma \[6.2\] we have:

**Claim:**\( \mathcal{Y} := e^{-1}(D_n \cup G^m_{n+1}) \) is a proper closed subset of \( W' \).

\( \vdash \) That this is a closed subset of \( W' \) follows by Lemma \[6.2\]. We need to show that this is a proper subset. Note that \( D_n = D_{n,1} \cup D_{n,2} \) and \( G^m_{n+1} = \bigcup_{i=0}^{m+1} G^m_{n+1,i} \). We analyze each piece of them in what follows.

**Case 1:** We first show that \( e^{-1}(D_{n,2}) = \emptyset \) and \( e^{-1}(G^m_{n+1,0}) = \emptyset \), in particular, finite.

Note that we had \( W \subset B \cap U^S_{m,m} \cap U_T \), where \( U_T \) is as in Lemma \[6.2\]. Here, the condition (1) of Lemma \[6.2\] (and \( S \) replaced by \( T \)) reads as ‘\( L \cap ((X \setminus X_0) \cup T) = \emptyset \)” for each \( L \in U_T(k) \). So, for every \( L \in W(k) \), this is disjoint from \( T = S \cup \left( \tilde{f}(\tilde{g}^{-1}((\tilde{g}(Z_x)))) \setminus \{x\} \right) \). Hence, if \( e^{-1}(D_{n,2}) \neq \emptyset \), then it gives an element \( L \in W(k) \) such that \( L \cap X = \{y_0 = x, y_1, \ldots, y_d\} \) satisfies \( \tilde{g}(Z_{y_0}) \cap \tilde{g}(Z_{y_i}) \neq \emptyset \) for some \( 1 \leq i \leq n \), so that \( L \) intersects with a point of \( T \), contradicting the above choice of \( W \). Hence \( e^{-1}(D_{n,2}) = \emptyset \). An identical argument shows that \( e^{-1}(G^m_{n+1,1}) = \emptyset \).

**Case 2:** We now show that \( e^{-1}(D_{n,1}) \) and \( e^{-1}(G^m_{n+1,i}) \) for \( 1 \leq i \leq m \) are finite.

To do so, it is enough to show that these closed subsets are proper in \( W' \). As \( W' \) is an irreducible curve. Suppose \( e^{-1}(D_{n,1}) = W' \). In particular \( L'_0 := (L'_0, c_1, \ldots, c_d) \in e^{-1}(D_{n,1}) \), so that \( (c_1, \ldots, c_d) \in D_{n,1} \), so \( \tilde{g}(Z_{c_i}) \cap \tilde{g}(Z_{c_j}) \neq \emptyset \) for some \( 1 \leq i \neq j \leq n \). But, this contradicts that \( L'_0 \in \tilde{U}^S_{m,m}(k) \). Hence, \( e^{-1}(D_{n,1}) \) is proper closed in \( W' \). By the same argument, we have \( \vert e^{-1}(G^m_{n+1,i}) \vert < \infty \).
Case 3: It remains to show that \( |e^{-1}(G_{m+1,m+1})| < \infty \).

To do so, we will make use of our choice of \( W \) that \( W \subset B \). Recall that \( B \subset \text{Gr}_x(N - 1, \mathbb{P}_k^N) \) is a one-parameter family containing \( \{L_0\} \) such that every member of \( B \) passes through \( \{c_0, c_{m+1}\} \), while a general member does not pass through \( c_{m+1} \).

Consider the composite \( q : W' \xrightarrow{\eta} V_d \xrightarrow{\varphi} X^2 \), where the last arrow takes \( (y_1, \ldots, y_d) \) to \( (y_{m+1}, y_{n+1}) \in X^2 \). Since every \( L \in W(k) \subset B(k) \) contains \( c_{m+1} \) by construction, the composition of \( q \) with the first projection \( X^2 \to X \), taking \( (y_{m+1}, y_{n+1}) \) to \( y_{m+1} \), is the constant map that takes all of \( W' \) to \( c_{m+1} \in X \). On the other hand, the general member \( L \in W(k) \) does not contain \( c_{n+1} \). This implies that the composite of \( q \) with the second projection \( X^2 \to X \), taking \( (y_{m+1}, y_{n+1}) \) to \( y_{n+1} \), is non-constant. Hence, the map \( q \) is non-constant and the image \( q(W') \) in \( X^2 \) is an irreducible curve contained in \( \{c_{m+1}\} \times X \cong X \). (N.B. Recall that \( k \) is assumed to be algebraically closed.)

Write it as \( W' \xrightarrow{u} q(W') \xrightarrow{v} X \), where \( u \) is induced by \( q \) and \( v \) is the projection to the coordinate \( y_{n+1} \). Since both \( u \) and \( v \) are non-constant morphisms of irreducible curves, they are dominant and quasi-finite. In particular, the composite \( v \circ u \) is quasi-finite. Note that by definition, \( e^{-1}(G_{m+1,m+1}) \subset \{(L, y_1, \ldots, y_d) \in W' \mid y_{n+1} \in S_1\} = (v \circ u)^{-1}(S_1) \), where \( S_1 := f(\hat{g}^{-1}(\hat{g}(Z_{c_{m+1}}))) \). Since \( \hat{f} \) and \( \hat{g} \) are finite by Lemma 6.1, the set \( S_1 \) is finite, thus \( (v \circ u)^{-1}(S_1) \) is a finite set. Hence, we have \( |e^{-1}(G_{m+1,m+1})| < \infty \) being a subset of \( U \) of a finite set. This finishes the proof of Claim.

Back to the proof of Step 3, since the set \( Y \) of Claim is finite, the subset \( W' \setminus Y \subset W' \) is nonempty open. Since \( \psi \) is an open map and \( W' \subset \tilde{W} \) is open subset such that \( W' \to W \) is surjective, it follows that \( \psi(W' \setminus Y) \subset W \) is a nonempty (thus dense) open subset. By construction, \( \psi(W' \setminus Y) \subset U_{m+1,n}^S \). In particular, we get \( U_{m+1,n}^S \neq \emptyset \). This proves Step 3.

Back to the proof of the lemma, by inductively applying the above steps and Corollary 6.3 we deduce that each \( U_{m+1,n}^S \) is a dense open subset of \( \text{Gr}_x(N - 1, \mathbb{P}_k^N) \).

Now we allow \( r \geq 1 \). We can strengthen Lemma 6.3 as follows.

Proposition 6.5. We follow the notations and the assumptions of Lemma 5.3. Let \( r \geq 1 \). After replacing \( \mathbb{P}_k^N \) by a bigger projective space via Veronese if necessary, we have the following property: given any hyperplane \( H_0 \subset \mathbb{P}_k^N \) disjoint from \( S \cup \{x\} \) and a general \( L_0 \in \text{Gr}^S(H_0, N - r + 1, \mathbb{P}_k^N) \), there exists a dense open subset \( U \subset \text{Gr}^S_x(L_0, N - 1, \mathbb{P}_k^N) \) such that each \( L \in U(k) \) satisfies the properties (1) \sim (4) of Lemma 5.3 as well as the additional property (I) \( \hat{g}(Z_{c_i}) \cap \hat{g}(Z_{c_j}) = \emptyset \) for each pair \( 0 \leq i \neq j \leq d \).

Proof. The \( r = 1 \) case of the proposition follows from Lemma 6.4 with \( (m, n) = (d - 1, d - 1) \). So we assume \( r \geq 2 \).

We use an argument of reduction to the \( r = 1 \) case as we did in Lemma 5.3. Using the notations there, choose a reembedding \( \eta : X \xrightarrow{\eta} \mathbb{P}_k^N \), a general \( L_0 \in \text{Gr}(N - r + 1, \mathbb{P}_k^N)(k) \) and \( C = L_0 \cap X \) as in Lemma 5.3. Let \( S' := (C \setminus \{x\}) \cap (\hat{f}(Z_{\text{sing}}) \cup (X \setminus X_{\text{fs}}) \cup S) \) and \( W \subset Z_{C \times B} \). Applying the \( r = 1 \) case of the proposition (proven in Lemma 6.4) to \( C, S', W \), with the identification \( L_0 \cong \mathbb{P}_k^{N-r+1} \), there is a dense open subset \( U' \subset \text{Gr}_x(N - r, L_0) \) that satisfies the properties of Proposition 6.5 for \( r = 1 \) case. (In terms of the notations of Lemma 6.4, we have \( U' = U_{d-1,d-1}^{S'} \)).

Recall that we had the smooth surjective morphism \( \theta_{L_0} : \text{Gr}^S_x(L_0, N - 1, \mathbb{P}_k^N) \to \text{Gr}_x(N - r, L_0) \) from 5.3. So, the inverse image \( U' := \theta_{L_0}^{-1}(U') \) is a dense open subset of \( \text{Gr}^S_x(L_0, N - 1, \mathbb{P}_k^N) \). We claim that \( U' \) fulfills the requirements of the proposition for \( r \geq 2 \) case.

Indeed, since \( W = Z_{C \times B} \), we see that \( Z_W = W_{\eta} \) and hence \( \hat{g}(Z_{y}) = \hat{g}(W_{y}) \) for any closed point \( y \in C \). Hence, for \( L \in \text{Gr}^S_x(L_0, N - 1, \mathbb{P}_k^N)(k) \) with \( \theta_{L_0}(L) \cap X = (L \cap L_0) \cap C = \{x = c_0, c_1, \ldots, c_q\} \), the condition (I) is satisfied if and only if the condition (J) is satisfied for \( \theta_{L_0}(L) \) with \( X \) replaced by the curve \( C \). This means \( L \in U(k) \) satisfies the proposition, as desired.

6.2. Separating residual fibers of \( Z \) along \( \hat{B} \): the semi-local case. Note that in the statement of Proposition 6.5, the dense open subset that we found depends on the choice of a single regular closed point \( x \in X \). We want to extend it to a finite subset \( \Sigma \) of regular
This issue will be completely resolved in Proposition 7.2 by using the ‘cone admissibility’ condition, which we develop as the property (3) of the following Proposition 6.6. One further aspect on étaleness is studied in 6.3.

Recall that when $M \subset \mathbb{P}^N_k$ is a linear subspace and $x \in \mathbb{P}^N_k$ is a closed point, the cone $C_x(M) = \text{Sec}(\{x\} \setminus M)$ is the smallest linear subspace containing both $x$ and $M$. When $x \notin M$, we have $\dim(C_x(M)) = \dim(M) + 1$.

**Proposition 6.6.** Let $k$ be an algebraically closed field. We are under the Set-up +(fs) of L.2. After replacing the embedding $X \hookrightarrow \mathbb{P}^N_k$ by a bigger one via a Veronese embedding if necessary, we have the following property: for the given hyperplane $H \subset \mathbb{P}^N_k$ disjoint from $\Sigma$ and a general $L_0 \in \text{Gr}^H(N, N - r + 1, \mathbb{P}^N_k)$, there exists a dense open subset $W \subset \text{Gr}(N - 2, H)$ such that each $M \in W(k)$ satisfies the following properties:

1. $M$ intersects $L_0$ transversely.
2. $M \cap L_0 \cap X = \emptyset$.
3. For each $x \in \Sigma$, the cone $C_x(M)$ lies in $\mathcal{U}^\Sigma_x(k)$ for the open subset $\mathcal{U}^\Sigma_x(k) \subset \text{Gr}^H_x(L_0, N - 1, \mathbb{P}^N_k)$ of Proposition 6.3.

**Proof.** Note that if $\Sigma = \{x_1, \ldots, x_n\}$, then the condition (3) consists of the conditions (3)$_i$: $C_{x_i}(M) \in U_{x_i}^\Sigma(k)$ for $1 \leq i \leq n$. Suppose we proved the existence of a dense open subset $W_i \subset \text{Gr}(N - 2, H)$ for which each member $M \in W_i(k)$ satisfies the conditions (1), (2), and (3)$_i$ for each $1 \leq i \leq n$. Then we can take $W := \bigcap_{i=1}^n W_i$, which is again a dense open subset of $\text{Gr}(N - 2, H)$. Hence, it is enough to prove the existence of those $W_i$. Without loss of generality, we may assume $i = 1$. For notational simplicity, we let $x := x_1$ and $T := \Sigma \setminus \{x\}$. We note also that when $r = 1$, we have $\text{Gr}^H_N(N, N - 1, \mathbb{P}^N_k) = \text{Gr}(N, \mathbb{P}^N_k) = \{\mathbb{P}^N_k\}$ so that the choice of $L_0$ plays no role. We prove the theorem for the cases of $r = 1$ and $r \geq 2$ separately.

**Step 1.** Suppose $r = 1$. Consider the affine morphism of schemes

$$\vartheta_x : \text{Gr}(x, N - 2, \mathbb{P}^N_k) \to \text{Gr}_x(N - 1, \mathbb{P}^N_k), \quad L \mapsto C_x(L).$$

This is a smooth surjective morphism, and defines a vector bundle of rank $N - 1$. For the closed irreducible subscheme $\text{Gr}(N - 2, H) \hookrightarrow \text{Gr}(x, N - 2, \mathbb{P}^N_k)$, the restriction $\vartheta_x : \text{Gr}(N - 2, H) \to \text{Gr}_x(N - 1, \mathbb{P}^N_k)$ of $\vartheta_x$ is an isomorphism.

Let $U^T_x \subset \text{Gr}_x(N - 1, \mathbb{P}^N_k)$ be the dense open subset of Proposition 6.5 applied to $x$, $T$, and $H_0 = H$ for $r = 1$. Then $\vartheta_x^{-1}(U^T_x)$ is a dense open subset of $\text{Gr}(N - 2, H)$. Since $\text{Gr}(X, N - 2, H)$ is its dense open subset by Lemma 4.3, so is the intersection $W_1 := \vartheta_x^{-1}(U^T_x) \cap \text{Gr}(X, N - 2, H)$ in $\text{Gr}(N - 2, H)$. One checks that this satisfies the required conditions (1), (2), and (3)$_1$, proving the proposition for $r = 1$.

**Step 2.** Suppose now that $r \geq 2$. As we did previously in Lemma 5.3 with $H_0 = H$ via a Bertini argument of [1], we choose a reembedding $\eta : X \hookrightarrow \mathbb{P}^N_k$, a general $L_0 \in \text{Gr}^H(H, N - r + 1, \mathbb{P}^N_k)(k)$, a curve $C = L_0 \cap X$, and $Z|_{C \times \mathbb{B}}$. Consider again the map in (6.8). When $L_0$ contains $x$, this $\vartheta_x$ induces a smooth surjective map $\vartheta^{L_0}_x : \text{Gr}^H(L_0, x, N - 2, \mathbb{P}^N_k) \to \text{Gr}^H_x(L_0, N - 1, \mathbb{P}^N_k)$, where we recall that $\text{Gr}^H(L_0, x, N, \mathbb{P}^N_k) := \text{Gr}^H(L_0, n, \mathbb{P}^N_k) \cap \text{Gr}(x, n, \mathbb{P}^N_k)$. This restricts to give $\vartheta_x : \text{Gr}^H(L_0, N - 2, H) \to \text{Gr}^H_x(L_0, N - 1, \mathbb{P}^N_k)$. One checks that this map is an inclusion whose image is the dense open subset $\text{Gr}^H_x(L_0 \cap H, N - 1, \mathbb{P}^N_k)$. As $H \cap \{x\} = \emptyset$, we see that $\text{Gr}^H_x(L_0 \cap H, N - 1, \mathbb{P}^N_k)$ coincides with $\text{Gr}^H_x(L_0, N - 1, \mathbb{P}^N_k)$. This implies that $\vartheta_x$ is an isomorphism.

Let $U^T_x \subset \text{Gr}^H_x(L_0, N - 1, \mathbb{P}^N_k)$ be the dense open subset of Proposition 6.5 applied to $x$, $T$, and $H_0 = H$ for $r \geq 2$. Since $\vartheta_x$ is an isomorphism, $\vartheta_x^{-1}(U^T_x)$ is dense open in $\text{Gr}^H(L_0, N - 2, H)$, thus dense open in $\text{Gr}(N - 2, H)$. Combining this with Lemma 4.3 we conclude that $W_1 := \vartheta_x^{-1}(U^T_x) \cap \text{Gr}(C, N - 2, H)$ is dense open in $\text{Gr}(N - 2, H)$. One checks that each $M \in W(k)$ satisfies the required conditions (1), (2), and (3)$_1$. This finishes the proof. □

6.3. **Étaleness of linear projections at $L^+(\Sigma)$.** We now suppose that $k$ is a general infinite perfect field. Recall that we had obtained a linear projection $\phi_L : X \to \mathbb{P}^r_k$, that is étale at each point of $\Sigma$ in the condition (1) of Lemma 4.7. Unfortunately, this is not quite enough for us. We need to have $L$ such that $\phi_L$ is étale at each point of $L^+(\Sigma)$ as well.
We show that we can achieve this as a geometric consequence of the condition (3) of Proposition 6.5. The proposition was proven under the assumption of \( k = k \), but we can still investigate its consequences for a general infinite perfect field \( k \). We will see it shortly. Nonetheless, we remark that unless \( k \) is algebraically closed, we may not in general be able to achieve that \( \phi_L \) is Nisnevich at each point of \( L^+(\Sigma) \).

Part of the requirement of Proposition 6.5 that \( C_x(M) \) lies in \( U^\Sigma(x)(k) \) for the open set \( U^\Sigma(x) \) is that \( C_x(M) \) intersects \( X_{\text{sm}} \) transversely. This comes from the condition (2) of Lemma 6.3. Here is its geometric meaning for a more general field:

**Lemma 6.7.** Let \( k \) be an infinite perfect field and let \( L \in \text{Gr}(X, N - r - 1, \mathbb{P}^N_k)(k) \). Let \( \mathbb{P}^r_k \) be a linear subspace of \( \mathbb{P}^N_k \) such that \( L \cap \mathbb{P}^r_k = \emptyset \). Let \( y \in \mathbb{P}^r_k \) be a closed point such that \( C_y(L) \cap X_{\text{sing}} = \emptyset \). Then \( C_y(L) \) intersects \( X \) transversely if and only if the linear projection \( \phi_L : X \to \mathbb{P}^r_k \) away from \( L \) is finite and étale over an affine neighborhood of \( y \) in \( \mathbb{P}^r_k \).

**Proof.** (\( \Rightarrow \)) Suppose that \( C_y(L) \) intersects \( X \) transversely and let \( E := C_y(L) \cap X \) be this scheme-theoretic intersection. Since \( k \) is perfect while \( C_y(L) \) and \( X_{\text{sm}} \) have the complementary dimensions \( N - r \) and \( r \) in \( \mathbb{P}^N_k \), respectively, the transverse intersection is equivalent to saying that \( E \) is smooth, \( |E| < \infty \), and each point of \( E \) is a simple regular point of \( X_{\text{sm}} \). Hence, there is an affine open \( U \subset \mathbb{P}^r_k \) containing \( y \) such that \( \phi_L^{-1}(U) \) is regular. We therefore get a Cartesian square

\[
\begin{array}{ccc}
E & \longrightarrow & \phi_L^{-1}(U) \\
\downarrow & & \downarrow \\
\text{Spec}(k(y)) & \longrightarrow & U
\end{array}
\]

such that \( \phi_L^y \) is smooth. Since \( \phi_L \) is a finite map of regular affine schemes over \( k \), it is flat by [11, Exercise III-10.9, p.276]. It follows therefore by [11, Exercise III-10.2, p.275] (or [9, Théorème (12.2.4)-(iii), p.183]) that there is an affine neighborhood of \( y \) in \( U \) over which the restriction of the map \( \phi_L \) is smooth, thus finite and étale.

(\( \Leftarrow \)) If \( \phi_L \) is étale over a neighborhood of \( y \), then its base change to \( \text{Spec}(k(y)) \), i.e., the map \( \phi_L^y : E = C_y(L) \cap X \to \text{Spec}(k(y)) \) from the scheme-theoretic intersection is étale. Since \( k \to k(y) \) is smooth, this means \( E \) is smooth over \( k \) so that the intersection is transverse.

**Corollary 6.8.** Let \( k \) be an infinite perfect field. Let \( L \in \text{Gr}(X, N - r - 1, \mathbb{P}^N_k)(k) \) and realize the linear projection \( \phi_L : X \to \mathbb{P}^r_k \) for a linear subspace \( \mathbb{P}^r_k \subset \mathbb{P}^N_k \) such that \( L \cap \mathbb{P}^r_k = \emptyset \). Suppose that for each \( x \in \Sigma \), we have \( C_x(L) \cap X_{\text{sing}} = \emptyset \) and \( C_x(L) \) intersects \( X_{\text{sm}} \) transversely. Then there is an affine open neighborhood \( U \subset \mathbb{A}^r_k \) of \( \phi_L(\Sigma) \) such that \( \phi_L : \phi_L^{-1}(U) \to U \) is finite and étale. In particular, \( \phi_L : X \to \mathbb{P}^r_k \) is étale at every point of \( \phi_L^{-1}(\phi_L(\Sigma)) \).

**Proof.** Note that for each \( x \in \Sigma \), we have \( C_x(L) = C_{\phi_L(x)}(L) \) since \( \phi_L \) is given with a chosen internal linear subspace \( \mathbb{P}^r_k \subset \mathbb{P}^N_k \). Since \( C_{\phi_L(x)}(L) \cap X_{\text{sing}} = \emptyset \) and \( C_{\phi_L(x)}(L) \) intersects \( X \) transversely, Lemma 6.7 says that there is an affine open neighborhood \( U_x \subset \mathbb{P}^r_k \) of \( \phi_L(x) \) such that \( \phi_L : \phi_L^{-1}(U_x) \to U_x \) is finite and étale. Hence, for \( U := \bigcup_{x \in \Sigma} U_x \), the restriction \( \phi_L : \phi_L^{-1}(U) \to U \) is finite and étale. By Lemma 2.3, we may shrink this \( U \) into an affine open neighborhood of \( \phi_L(\Sigma) \). This implies the corollary.

7. Regularity of Residual Cycles over Finite Closed Points

Our goal in [7] is to study the regularity of the residual cycles using the technique of vertical separation of residual fibers studied in [6]. We continue to work with the Set-up [+(fs)] of §5.2. In particular, for each irreducible component \( Z_i \) of \( Z \), the projection \( Z_i \to \hat{B} \) is non-constant and the projection \( Z_i \to X \) is fs over \( X_{\text{fs}} \).
7.1. Admissible sets. The property (I) in Proposition 6.6 encourages the following definition, that encodes a set of data needed to achieve the remaining properties of residual cycles.

**Definition 7.1.** Let \( k \) be an infinite perfect field. Let \( x \in X_{fs} \) be a closed point. A finite subset \( D \subset X_{fs} \) of distinct closed points is called \((Z,x)-admissible\) if (1) \( x \in D \), (2) \( Z \) is regular at all points lying over \( D \setminus \{x\} \), and (3) \( \mathcal{g}(Z_{x_1}) \cap \mathcal{g}(Z_{x_2}) = \emptyset \) for each distinct pair \( x_1 \neq x_2 \) in \( D \).

The following application of Proposition 6.6 will be a basis for our proof of the regularity of the residual cycles along \( \Sigma \). We study it for \( k = k \), but it will soon be generalized gradually.

**Proposition 7.2.** Let \( k \) be an algebraically closed field. We are under the Set-up + (fs) of 5.2. Let \( Y \subset X \) be a closed subset of dimension at most \( r - 1 \). After replacing the embedding \( \eta : X \to \mathbb{P}^N_k \) by a bigger one via a Veronese embedding if necessary, we have the following property: for the given hyperplane \( H \subset \mathbb{P}^N_k \) disjoint from \( \Sigma \), there is a dense open subset \( U \subset \text{Gr}(N-r-1,H) \) such that for each \( L \in U(k) \), we have \( L \cap \emptyset = \emptyset \) so that there is a finite and surjective linear projection \( \phi_L : X \to \mathbb{P}^r_k \), and furthermore it satisfies the following properties:

1. The map \( \phi_L : \phi^{-1}_L(U) \to U \) is étale for some affine open \( U \subset \mathbb{P}^1_k \) containing \( \phi_L(\Sigma) \).
2. \( \phi_L(x) \neq \phi_L(x') \) for each pair \( x \neq x' \in \Sigma \).
3. \( k(\phi_L(x)) \to k(x) \) for each \( x \in \Sigma \).
4. \( L^+(\Sigma) \cap Y = \emptyset \).
5. \( \phi^{-1}_L(\phi_L(x)) \) is \((Z,x)-admissible\) for each \( x \in \Sigma \).

**Proof.** As in the proof of Proposition 6.6 we can choose a reembedding \( \eta : X \to \mathbb{P}^N_k \) and a dense open subset \( U_1 \subset \text{Gr}_\Sigma(N-r+1,P^N_k) \) such that each \( L' \in U_1(k) \) satisfies the condition that \( L' \cap X \) is a reduced curve none of whose components is contained in \( Y \), is regular away from \( X_{sing} \), and for each component of \( Z_{X \times \tilde{B}} \) the projection to \( \tilde{B} \) is non-constant. Since \( H \cap \Sigma = \emptyset \), we see that \( U_0 := \text{Gr}_\Sigma(N-r+1,P^N_k) \cap \text{Gr}^{tr}(H,N-r+1,P^N_k) \neq \emptyset \). It follows that this intersection is dense open in \( \text{Gr}_\Sigma(N-r+1,P^N_k) \) and each \( L' \in U_1(k) \) intersects \( H \) transversely and \( L' \cap X \) is a curve of the above type.

Choose \( L_0 \in U_1(k) \). (N.B. Note that when \( r = 1 \), there is a unique choice \( L_0 = P^1_k \) automatically, and we have \( C = X \).) We now apply Proposition 6.6. It follows that there exists a dense open subset \( W \subset \text{Gr}(N-2,H) \) such that each \( M \in W(k) \) satisfies the conditions (1) \( \sim \) (3) of Proposition 6.6.

On the other hand, the subset \( \text{Gr}^{tr}(L_0,\text{Sec}(\Sigma,Y \cap C),N-2,H) \subset \text{Gr}(N-2,H) \) is a dense open subset by Lemmas 4.3 and 4.4. Hence \( V' := W \cap \text{Gr}^{tr}(L_0,\text{Sec}(\Sigma,Y \cap C),N-2,H) \subset \text{Gr}(N-2,H) \) is a dense open subset. Since \( L_0 \) intersects \( H \) transversely, the map \( \text{Gr}(N-2,H) \to \text{Gr}(N-r+1,H) \), given by \( M \mapsto L_0 \cap M \), is smooth and surjective (note that \( N \gg r \)). In particular, the image \( U_2 := \{ L_0 \cap M \subset \text{Gr}(N-r+1,H) \mid M \in V \} \) of \( V \) is a dense open subset of \( \text{Gr}(N-r+1,H) \). Let \( U_2' \subset \text{Gr}(X,N-r+1,H) \) be the dense open set of Lemma 4.7 so that \( U := U_2 \cap U_2' \subset \text{Gr}(X,N-r+1,H) \) is a dense open subset.

Claim: Each \( L \in U(k) \) satisfies the properties (1) \( \sim \) (5) of the proposition.

We ignore \( L \) from the notation of \( \phi_L \) for simplicity. Before we prove the claim, we note that \( \phi^{-1}(\phi(\Sigma)) \subset X_{fs} \), as follows from the condition (3) of Proposition 6.6 which includes condition (1) of Lemma 5.3.

Now, the condition (3) of Proposition 6.6 also implies that, by Corollary 6.8, there is an affine neighborhood \( U \subset \phi(\Sigma) \) such that \( \phi^{-1}(U) \to U \) is finite étale. This proves (1).

Since our open set \( U \) is contained in the open set of Lemma 4.7 we can use the properties there, too. The condition (2) of Lemma 4.7 is that the map \( \phi \) is injective on \( \Sigma \), proving (2). The condition (3) is obvious because \( k \) is assumed to be algebraically closed. The condition (4) follows from our choice of \( M \) (thus of \( L \)) that it avoids the cone involving \( Y \).

We now prove (5). We need to verify the three conditions of the \((Z,x)-admissibility\) of Definition 7.1 for each \( x \in \Sigma \). The condition (1) of Definition 7.1 that \( x \in \phi^{-1}(\phi(x)) \) is obvious.

We prove the condition (2) of Definition 7.1. The condition (3) of Proposition 6.6 says that the condition (4) of Lemma 5.3 applied to \( C_x(L) \cap X \) holds. Note that the cone \( C_x(L) \) plays the role of the linear space in the statement of Lemma 5.3. That is, each point of \( Z \) lying over
a point of \((C_x(L) \cap X) \setminus \{x\}\) is a regular point of \(Z\). This means that each point of \(Z\) lying over a point of \(\phi^{-1}(\phi(x)) \setminus \{x\}\) is regular. This proves the condition (2) of Definition 7.1 for \(\phi^{-1}(\phi(x))\).

The condition (3) of Definition 7.1 for the \((Z,x)\)-admissibility of \(\phi^{-1}(\phi(x))\) for \(x \in \Sigma\) follows from the condition (1) of Proposition 6.5, which is part of the condition (3) of Proposition 6.6. This proves (5). We have thus proven the Claim, and hence, the proposition.

### 7.2. Regularity of residual cycles: \(k = \hat{k}\) case.

We now prove regularity of residual cycles at points lying over \(\Sigma\) using Proposition 7.2 when \(k\) is algebraically closed. Recall (24.4) that for a linear projection \(\phi_L : X \to \mathbb{P}^1_k\), the residual scheme \(L^+(Z)\) is the closure of \(\hat{\phi}_L^{-1}(\hat{\phi}_L(Z)) \setminus Z\) in \(X \times \hat{B}\) with the reduced induced closed subscheme structure.

We let \(T := \hat{\phi}_L(Z) = \hat{\phi}_L(L^+(Z)) \subset \mathbb{P}^1_k \times \hat{B}\) with the reduced subscheme structure and let \(\hat{Z} := T \times (\mathbb{P}^1_k \times \hat{B}) (X \times \hat{B}) = \hat{\phi}_L^{-1}(T) = \hat{\phi}_L^{-1}(\hat{\phi}_L(Z))\) as a scheme. We first have:

**Lemma 7.3.** We are under the Set-up + (I) of (7.2). Let \(x \in X_{\bar{\kappa}}\) be a closed point. Suppose in addition that \(Z\) is irreducible.

Let \(\phi_L : X \to \hat{\kappa}_k\) be a finite surjective morphism obtained by a linear projection as before such that \(\phi_L^{-1}(\phi(x))\) satisfies the condition (3) of Definition 7.1 of \((Z,x)\)-admissibility. Let \(\alpha \in Z\) be a point lying over a point of \(\phi_L^{-1}(\phi(x))\). Let \(S = \hat{\phi}_L^{-1}(\phi_L(\alpha))\).

Then \(Z \cap S = \{\alpha\}\) and the natural map \(O_{Z,Z,S} \to O_{Z,\alpha}\) is an isomorphism of local rings.

**Proof.** Suppose \(x \in \alpha \subset Z\) lies over \(x_1 \in \phi_L^{-1}(\phi_L(x))\). Toward contradiction, suppose there is a point \(\alpha' \in Z\) lying over some \(x_2 \in \phi_L^{-1}(\phi_L(x)) \setminus \{x_1\}\). Since \(\hat{\phi}_L(\alpha) = \hat{\phi}_L(\alpha')\), we have \(\hat{g}(\alpha) = \hat{g}(\alpha')\) in \(B\), where \(\hat{g} : X \times \hat{B} \to \hat{B}\) is the projection. Let \(b_0\) be this common closed point. This \(Z \to \hat{B}\) is non-constant and we have \(\alpha \in Z_{x_1} \subset Z_{x_2}\) so that \(\hat{g}(Z_{x_1}) \cap \hat{g}(Z_{x_2}) \ni b_0\), contradicting the condition (3) of Definition 7.1 for the set \(\phi_L^{-1}(\phi_L(x))\).

**Lemma 7.4.** Let \(k\) be algebraically closed. Let \(L \in \mathcal{U}(k) \subset \text{Gr}(N - r - 1, H)(k)\) be as in Proposition 7.2. Suppose \(Z\) is irreducible and let \(\alpha = (a, b) \in Z\) be a closed point such that \(a \in \phi_L^{-1}(\phi_L(S))\). Assume that \(Z\) is irreducible and \(\alpha \in Z\). Then \(O_{\tilde{Z},\alpha} \to O_{Z,\alpha}\) is an isomorphism. In particular, \(Z\) is the only irreducible component of \(\tilde{Z}\) which passes through \(\alpha\), with the multiplicity 1, and the cycle \([\tilde{Z}] - [Z]\) has no component equal to \(Z\).

**Proof.** We shall write \(\phi_L\) simply as \(\phi\). Let \(y = \phi(a)\) and \(\beta = \phi(\alpha) = (\phi(a), b) = (y, b)\). We let \(x \in \Sigma\) be such that \(y = \phi(x)\) and let \(S = \phi^{-1}(y) \times \{b\} = \hat{\phi}^{-1}(\beta) \subset X \times \hat{B}\).

Let \(U \subset \mathbb{P}^1_k\) be as in condition (1) of Proposition 7.2. Since \(\phi\) is finite and étale over \(U \times \hat{B}\), it follows that the map \(\tilde{Z} \to T\) is finite and étale over \(T \cap (U \times \hat{B})\). In particular, the map of rings \(O_{T,\beta} \to O_{\tilde{Z},S}\) is finite and étale. This in turn implies that the map \(O_{T,\beta} \to O_{Z,Z,S}\) is finite and unramified.

On the other hand, by the condition (5) of Proposition 7.2 that \(\phi_L^{-1}(\phi_L(x))\) is \((Z,x)\)-admissible, we deduce that for each \(x \in \Sigma\), the map \(O_{Z,Z,S} \to O_{Z,\alpha}\) is an isomorphism by Lemma 7.3. Hence the map \(O_{T,\beta} \to O_{Z,\alpha}\) is an injective (since \(Z \to T\)), finite and unramified map of local rings which induces isomorphism between the residue fields (as \(k\) is algebraically closed). Lemma 4.3 therefore says that the map \(O_{T,\beta} \to O_{Z,\alpha}\) must be an isomorphism.

We next observe that as \(O_{T,\beta} \to O_{Z,S}\) is finite and étale, the map \(O_{T,\beta} \to O_{\tilde{Z},S}\) is étale. In particular, the map \(\hat{O}_{T,\beta} \to \hat{O}_{Z,S}\) of completions is finite and étale. Since it induces an isomorphism between the residue fields, it follows again from Lemma 4.3 that \(\hat{O}_{T,\beta} \to \hat{O}_{Z,\alpha}\) is an isomorphism. Hence, there are local homomorphisms of complete local rings

\[ (7.1) \quad \hat{O}_{T,\beta} \to \hat{O}_{Z,\alpha} \to \hat{O}_{Z,\alpha}, \]

where both the first map and the composite map are isomorphisms. Thus, the second map is an isomorphism too. The second map in (7.1) being a priori a surjection, the Krull intersection theorem ([20] Theorem 8.10, p.60) says that this map is an isomorphism if and only if \(O_{Z,\alpha} \to \hat{O}_{Z,\alpha}\) (without completion) is an isomorphism. This in turn is equivalent to that \(Z\) is the only
Lemma 7.6. Let \( k \) be algebraically closed and \( L \in \mathcal{U}(k) \subset \text{Gr}(N - r - 1, H)(k) \) as in Proposition 7.2. Suppose that \( Z \) is irreducible. Then \( L^+(Z) \) is regular at all points lying over \( \Sigma \).

Proof. We continue with the notations of the proof of Lemma 7.4. Let \( \alpha = (x, b) \in X \times \hat{B} \) with \( x \in \Sigma \) be such that \( \alpha \in L^+(Z) \). Let \( \beta = \hat{\phi}(\alpha) = (\phi(x), b) := (y, b) \). It follows from Lemma 7.4 that \( Z \) does not pass through \( \alpha \). This implies that the canonical map \( \mathcal{O}_{Z, \alpha} \to \mathcal{O}_{L^+(Z), \alpha} \) is an isomorphism. Therefore, it suffices to show that \( \mathcal{O}_{Z, \alpha} \) is regular.

Since \( \alpha \in L^+(Z) \), there must exist a closed point \( \alpha' = (x', b) \in Z \) with \( x' \in \phi^{-1}(y) \). As \( \alpha \notin Z \), we must have \( x' \neq x \). It follows again from Lemma 7.4 that \( \mathcal{O}_{Z, \alpha'} \xrightarrow{\sim} \mathcal{O}_{Z, \alpha} \). We have also shown in the middle of the proof of Lemma 7.4 that the map \( \hat{O}_{T, \beta} \to \hat{O}_{Z,(a,b)} \) of completions in (7.1) is an isomorphism for every \( a \in \phi^{-1}(y) \). We thus get the commutative diagram of local rings

\[
\begin{array}{c}
\mathcal{O}_{Z, \alpha} \xrightarrow{\sim} \mathcal{O}_{T, \beta} \xrightarrow{\sim} \mathcal{O}_{Z, \alpha'} \\
\hat{\mathcal{O}}_{Z, \alpha} \xrightarrow{\sim} \hat{\mathcal{O}}_{T, \beta} \xrightarrow{\sim} \hat{\mathcal{O}}_{Z, \alpha'},
\end{array}
\]

where the vertical arrows are completion maps.

Since \( x' \neq x \), it follows from the condition (2) in Definition 7.1 and the condition (5) in Proposition 7.2 that all rings of the bottom of the diagram are regular, using a basic fact in commutative algebra that: \((\ast)\) a noetherian local ring is regular if and only if its completion is a regular local ring (cf. Proof of [20] Theorem 19.5, p. 157]). Equivalently, all rings of the top of the diagram are regular by \((\ast)\) again. In particular, \( \mathcal{O}_{Z, \alpha} \) is regular. This finishes the proof.

To extend Lemma 7.5 to reducible subschemes \( Z \) in Lemma 7.6, we first consider the following:

Lemma 7.7. Let \( k \) be algebraically closed. We are under the Set-up +(fs) of 7.7. Here \( Z \) is not necessarily irreducible. Then after replacing the embedding \( X \hookrightarrow \mathbb{P}_k^N \) into a bigger space via a Veronese embedding if necessary, there is a dense open subset \( \mathcal{U} \subset \text{Gr}(X, N - r - 1, H) \) such that for each \( L \in \mathcal{U}(k) \), the induced map \( \hat{\phi}_L \) takes distinct components of \( Z \) to distinct components of \( \hat{\phi}_L(Z) \).

Proof. As we did previously in Lemma 4.11 for each \( 1 \leq i \leq s \), choose a closed point \( \alpha_i = (x_i, b_i) \in Z_i \setminus (\cup_{j \neq i} Z_j) \), so that \( x_i := \hat{f}(\alpha_i) \in X_m \) and \( b_i := \hat{g}(\alpha_i) \in B \). We observe that if \( j \neq i \), then \( Z_j \not\subset X \times \{b_i\} \), because \( Z_j \to \hat{B} \) is non-constant.

Let \( A_i = \bigcup_{j \neq i} \hat{f}(Z_j \cap (X \times \{b_i\})) \). This is a closed subset of dimension \( \leq r - 1 \). In particular, \( \text{dim}(\text{Sec}(A_i, \{x_i\})) \leq r \). Note that \( x_i \notin A_i \). Let \( \mathcal{U} := \text{Gr}(X, N - r - 1, H) \cap \bigcap_{i=1}^s \text{Gr}(\text{Sec}(A_i, \{x_i\}), N - r - 1, H) \). This is dense open in \( \text{Gr}(N - r - 1, H) \) by Lemma 7.3.

Suppose now that \( \hat{\phi}_L : X \to \mathbb{P}_k^N \) is the projection obtained by any \( L \in \mathcal{U}(k) \). We fix an integer \( 1 \leq i \leq s \) and let \( \beta_i := \hat{\phi}_L(\alpha_i) \). It is clear that \( \beta_i \in \hat{\phi}_L(Z_i) \). We claim that \( \beta_i \notin \hat{\phi}_L(Z_j) \) for \( j \neq i \). To see this, note that \( \beta_j \notin \hat{\phi}_L(Z_j) \) if and only if \( Z_j \cap \{L^+(x_i) \times \{b_i\}\} = \emptyset \). Equivalently, there exists a closed point \( x_j' \neq x_i \) such that \( \phi_L(x_j') = \phi_L(x_i) \) and \( x_j' \notin A_i \). But this implies that \( L \cap \text{Sec}(A_i, \{x_i\}) \neq \emptyset \), which contradicts the choice of \( L \). This proves the claim and hence the lemma.

Lemma 7.8. Let \( k \) be algebraically closed. We are under the Set-up + (fs) of 7.7. Here, \( Z \) is not necessarily irreducible. Let \( \mathcal{U} \subset \text{Gr}(N - r - 1, H) \) be the intersection of the dense open subsets of Proposition 7.2 and Lemma 7.6. Then for each \( L \in \mathcal{U}(k) \), the residual scheme \( L^+(Z) \) is regular at all points lying over \( \Sigma \).

Proof. For a choice of \( L \), for simplicity write \( \phi := \hat{\phi}_L \). For \( 1 \leq i \leq s \), let \( T_i = \hat{\phi}(Z_i) \) with the reduced closed subscheme structure and let \( \tilde{Z}_i = T_i \times_{(\mathbb{P}_k^N \times \hat{B})} (X \times \hat{B}) = \hat{\phi}^{-1}(\hat{\phi}(Z_i)) \) as a scheme.
The first claim is that $\bar{Z}_i$ and $\bar{Z}_j$ share no common component if $i \neq j$. Indeed, if they do share a common component, this would imply that $T_i = T_j$, which contradicts the choice of $L$ as in Lemma 7.6.

Our second claim is that $L^+(Z_i)$ and $L^+(Z_j)$ do not meet at points lying over $\Sigma$ if $i \neq j$. Suppose on the contrary that there is a closed point $\alpha = (x, b) \in L^+(Z_i) \cap L^+(Z_j)$ with $x \in \Sigma$. This implies that there are closed points $\alpha_i = (x_i, b) \in Z_i$ and $\alpha_j = (x_j, b) \in Z_j$ such that $x_i, x_j \in \phi^{-1}(y)$, where $y = \phi(x)$. It follows from Lemma 7.4 that $x_i, x_j \in \phi^{-1}(y) \setminus \{x\}$.

If $x_i = x_j$, then two components $Z_i$ and $Z_j$ of $Z$ meet at $\alpha_i = \alpha_j$ that lies over $x_i = x_j$ in $\phi^{-1}(y) \setminus \{x\}$. In particular, $Z$ is singular at a point lying over $x_i = x_j$ in $\phi^{-1}(y) \setminus \{x\}$, which contradicts the condition (2) of Definition 7.1 which is part of the condition (5) of Proposition 7.2. Hence we must have $x_i \neq x_j$. In this case, we get $b \in \mathcal{G}(Z_{x_i}) \cap \mathcal{G}(Z_{x_j}) \neq \emptyset$ for two distinct points $x_i, x_j \in \phi^{-1}(y) \setminus \{x\}$. This time, it contradicts the condition (3) of Definition 7.1, which is part of the condition (5) of Proposition 7.2. Hence we proved the second claim.

It follows from the two claims that $L^+(Z)$ is regular at all points lying over $\Sigma$ if and only if $L^+(Z_i)$ is so for every $1 \leq i \leq s$. Since we proved the latter holds in Lemma 7.5, we finished the proof of the lemma.

### 7.3. Regularity of residual cycles: general case

We can now generalize Proposition 7.2 to all infinite perfect field as follows. This includes the regularity of the residual cycle along $\Sigma$.

**Proposition 7.8.** Let $k$ be any infinite perfect field. We are under the Set-up +(fs) of §5.2. Let $Y \subset X$ be a closed subset of dimension at most $r - 1$. Then after replacing the embedding $\eta : X \to \mathbb{P}^N_k$ by a bigger one via a Veronese embedding if necessary, we have the following: for the given hyperplane $H \subset \mathbb{P}^N_k$ disjoint from $\Sigma$, there is a dense open subset $U \subset \text{Gr}(N-r-1, H)$ such that for each $L \in U(k)$, we have $L \cap X = \emptyset$ so that there is a finite and surjective linear projection $\phi_L : X \to \mathbb{P}^r_k$. Moreover, it satisfies the following properties.

1. $\hat{\phi}_L(Z_i) \neq \hat{\phi}_L(Z_j)$ if $i \neq j$.
2. The map $\hat{\phi}_L : \hat{\phi}_L^{-1}(U) \to U$ is étale for some affine open $U \subset \mathbb{P}^r_k$ containing $\hat{\phi}_L(\Sigma)$.
3. $\hat{\phi}_L(x) \neq \hat{\phi}_L(x')$ for each pair of distinct points $x \neq x' \in \Sigma$.
4. $k(\hat{\phi}_L(x)) \to k(x)$ for each $x \in \Sigma$.
5. $L^+(\Sigma) \cap Y = \emptyset$;
6. $L^+(Z)$ is regular at all points lying over $\Sigma$.

**Proof.** If $k$ is algebraically closed, the proposition follows from Proposition 7.2 and Lemmas 7.6 and 7.7. In general, let $\bar{k}$ be an algebraic closure of $k$ and let $\pi_X : X_{\bar{k}} \to X$ be the projection map from the base change to $\bar{k}$. We have $\Sigma_{\bar{k}} = \bigcup_{x \in \Sigma} \pi^{-1}_X(x)$. Choose a sufficiently large closed embedding $\eta : X \to \mathbb{P}^N_{\bar{k}}$ so that for the induced embedding $X_{\bar{k}} \to \mathbb{P}^N_{\bar{k}}$, there exists a dense open subset $\bar{U} \subset \text{Gr}(N-r-1, H_{\bar{k}})$ for which all assertions of Proposition 7.2 as well as Lemmas 7.6 and 7.7 applied to $X_{\bar{k}}, Z_{\bar{k}}$ and the set $\Sigma_{\bar{k}} \subset X_{\bar{k}}$ hold. (N.B. Under the base change to $\bar{k}$, the irreducible components $Z_i$ of $Z$ may decompose further into irreducible components $Z_{ij}$ of $Z_{ij}$.)

Then we can argue via a Galois descent as in the Step 2 of the proof of Lemma 7.7 to find a dense open $U_1 \subset \text{Gr}(N-r-1, H)$ defined over $k$ such that $(U_1)_k \subset \bar{U}$. We take $U := U_1 \cap U_2$, where $U_2$ is the open set in Lemma 4.7 so that we can also use the assertions of Lemma 4.7 as well.

Now, for each $L \in U(k)$, we have $X \cap L = \emptyset$ by our choice of the open set. So, we get a finite linear projection map $\phi_L : X \to \mathbb{P}^r_k$ over $k$. We write this map as $\phi$. The condition (1) is clear now by construction together with Lemma 7.6. The conditions (2), (3), (4) hold by the conditions (2), (1), (3) of Lemma 7.7 respectively. The condition (5) follows immediately from the condition (4) of Proposition 7.2.

To prove (6), as we did at the beginning of 7.2, let $T := \hat{\phi}(Z) = \hat{\phi}(L^+(Z)) \subset \mathbb{P}^r_k \times \hat{B}$ with the reduced subscheme structure, and let $\tilde{Z} := T \times_{(\mathbb{P}^r_k \times \hat{B})} (X \times \hat{B}) = \hat{\phi}^{-1}\hat{\phi}(Z)$ as a scheme.
Then we have the commutative diagram

\[
\begin{array}{c}
Z_k^C \to \tilde{Z}_k \to T_k \\
\downarrow \phantom{\downarrow} \phantom{\downarrow} \phantom{\downarrow} \phantom{\downarrow} \\
Z' \to \tilde{Z} \to T,
\end{array}
\]

where the vertical arrows are the base changes to $\tilde{k}$. Note that the map $\phi : Z \to T$ is surjective by definition. As both squares are Cartesian and the vertical maps are smooth, it follows that $L^+(Z_k) \to \tilde{Z}_k \to \tilde{Z}$. By the choice of our open set $U$, Lemma (7.3) shows that $L^+(Z_k)$ is regular at all points lying over $\Sigma_k$, i.e., $L^+(Z)\tilde{k}$ is regular at all points lying over $\Sigma_k$.

We replace $Z$ by $Z|_V$ and consider the induced Cartesian squares

\[
\begin{array}{c}
L^+(Z) \to V \to \text{Spec}(\tilde{k}) \\
\downarrow \phantom{\downarrow} \phantom{\downarrow} \phantom{\downarrow} \phantom{\downarrow} \\
L^+(Z) \to V \to \text{Spec}(k),
\end{array}
\]

where the vertical arrows are the base changes to $\tilde{k}$. Since $L^+(Z)$ is regular and $\tilde{k}$ is perfect, the top horizontal composite map is smooth. Hence, by the faithfully flat descent ([8, Corollaire (17.7.3)-(ii), p.72]), the bottom horizontal composite map is smooth. In particular, $L^+(Z)$ is regular. This proves (6) and completes the proof of the proposition.

\[\square\]

Remark 7.9. The condition (4) of Proposition 7.2 or the condition (5) of Proposition 7.8 that $L^+(\Sigma) \cap Y = \emptyset$ is no longer needed in this version of the article toward the proof of the main theorems. However, we decided to keep them in this article because the property that the residual points of a projection can be made to avoid the given proper closed subscheme $Y$ is nontrivial, and may be useful in an analysis of algebraic cycles in the future.

8. The main results

In this final section, we use various results of the previous sections to prove our main theorems: the presentation lemma and the sfs-moving lemma. The set-up for the main results is as in §8.1. This differs a bit from the Set-up of §4.1 and the Set-up + (fs) of §5.2.

8.1. The set-up (*). Let $k$ be an infinite perfect field and $n \geq 1$ an integer. We work under the following setting:

1. The box coordinates: For $0 \leq i \leq n-1$, let $\hat{A}_i$ be a smooth projective geometrically integral $k$-scheme of positive dimension and let $A_i \subset \hat{A}_i$ be a nonempty affine open subset. Let $C_i = \text{Spec}(k) = \hat{C}_i$. For $1 \leq j \leq n$, we write $C_j = \prod_{i=0}^{j-1} A_i$ and $\hat{C}_j = \prod_{i=0}^{j-1} \hat{A}_i$. Let $\pi_j : \hat{C}_n \to \hat{C}_j$ be the projection map. We write $B = C_n$ and $\hat{B} = \hat{C}_n$. Let $\hat{F} := \hat{B} \setminus B$.

2. The base scheme and the cycles: Let $X \subset \mathbb{A}_k^m$ be an integral smooth affine closed subscheme of dimension $r \geq 1$ and let $\overline{X} \hookrightarrow \mathbb{P}_k^m$ be its closure with the reduced subscheme structure. Let $\Sigma \subset X$ be a finite set of closed points.

Let $Z \subset X \times B$ be a reduced closed subscheme of pure dimension $r$, and let $\{Z_1, \ldots, Z_s\}$ be all of its irreducible components. Suppose $Z \to X$ is an fs-morphism, i.e., finite and surjective because $X$ is integral. Let $E \subset \hat{B}$ be a closed subset containing $F$ such that no irreducible component of $Z$ is contained in $X \times E$.

Let $\tilde{Z} \subset \overline{X} \times \hat{B}$ denote the closure of $Z$ in $\overline{X} \times \hat{B}$ with the reduced structure. Similarly, $\hat{Z}_i$ denotes the closure of $Z_i$ in $\overline{X} \times \hat{B}$. We let $\hat{f} : \hat{Z} \to \overline{X}$ and $\hat{g} : \tilde{Z} \to \hat{B}$ denote the projection maps.

Let $Z^{(j)} = \pi_j(Z) := (\text{id}_X \times \pi_j)(Z)$ for $0 \leq j \leq n$. Since $Z \to X$ is fs, this is well-defined. We define $\hat{Z}^{(j)}$ similarly.

3. The linear projections: Suppose we are given a Veronese embedding $\mathbb{P}_k^m \hookrightarrow \mathbb{P}_k^N$ with $N \gg m$. For $L \in \text{Gr}(\overline{X}, N-r-1, H)(k)$, where $H = \mathbb{P}_k^N \setminus \mathbb{A}_k^N$ as in Lemma 1.6 let $\phi_L : \overline{X} \to \mathbb{A}_k^N$. If $L$ is fixed in a given context, we often drop it from $\phi_L$ and write $\phi$. 

For $0 \leq j \leq n$, let $\phi_j = \phi \times \text{id}_{C_j} : X \times C_j \to \mathbb{A}_k^r \times C_j$, $\tilde{\phi}_j = \phi \times \text{id}_{\tilde{C}_j} : X \times \tilde{C}_j \to \mathbb{A}_k^r \times \tilde{C}_j$ and $\phi^{e}_{j} = \phi \times \text{id}_{\tilde{C}_j} : X \times \tilde{C}_j \to \mathbb{P}_k^r \times \tilde{C}_j$ be the induced maps. We let $L^+(Z)$ denote the closure of $\phi^{-1}_n(\phi_n(Z)) \setminus Z$ in $X \times B$ with the reduced structure. We define $L^+(\tilde{Z})$ similarly.

8.2. The residual cycle. For $L \in \text{Gr}(X, N - r - 1, H)(k)$ as in the Set-up $(\ast)$ of $\S 8.1$, the morphism $\phi = \phi_L : X \to \mathbb{A}_k^r$ is a finite surjective morphism of affine $k$-schemes so that it is automatically flat by [11, Exercise III-10.9, p.276]. Hence, for algebraic cycles on $X \times C_j$, we have the proper push-forward $\phi_*\phi_j$ and the flat pull-back $\phi^{e}_j$ operations. (See [6, §1.4, 1.7].) For $X \times \tilde{C}_j$, we have similar operations $\phi_{j,*}$ and $\phi_j^e$.

**Definition 8.1.** If $Z \subset X \times C_j$ is an integral closed subscheme, the residual cycle by $\phi = \phi_L$ is defined to be

$$L^*((Z)) := \phi_*\phi_j^e([Z]) - [Z].$$

We extend it $\mathbb{Z}$-linearly to all cycles on $X \times C_j$. Similarly, for cycles on $X \times \tilde{C}_j$, we define the residual cycle by

$$L^*((Z)) := \phi_{j,*}\phi_{j,*}([Z]) - [Z].$$

Note that by definition, $L^+(Z)) = [L^+(Z)]$.

**Lemma 8.2.** We are under the Set-up $(\ast)$ of $\S 8.1$, in particular, $Z \to X$ is an fs-morphism. Suppose that $Z$ is integral. Then for each $L$ in the Set-up $(\ast)$, the morphism $L^+(Z) \to X$ is also fs.

**Proof.** Let $T = \phi_n(Z) \subset \mathbb{A}_k^r \times C_n$. Let $\tilde{Z} := T \times (\mathbb{A}_k^r \times C_n) = \phi_n^{-1}(T)$ as a scheme. It suffices to show that the map $\tilde{Z} \to X$ is fs. Consider the commutative diagram

$$\begin{array}{ccc}
Z & \subset & \tilde{Z} \\
\phi_n & \downarrow & \phi_n \\
X & \to & \mathbb{A}_k^r
\end{array}$$

where the vertical arrows are the projection maps and the right square is Cartesian, and $\iota$ is the closed immersion.

Since $Z \to X$ is an fs-morphism and $\phi$ is an fs-morphism, the composite $(\phi \circ \tilde{f})|_Z = \phi \circ \tilde{f} \circ \iota$ is an fs-morphism. By the commutativity, this means $\tilde{f} \circ \phi_n \circ \iota$ is an fs-morphism. But since $Z \to T$ is surjective (as $T$ being the image of $Z$ under $\phi_n$ by definition), it follows that $\tilde{f}$ is finite (e.g., see [19, Proposition 3.16-(f), p.104]). Hence $\tilde{f}$ is an fs-morphism. Now, $\phi$ is flat, so by Lemma 2.7, the morphism $\tilde{f}$ is an fs-morphism. \qed

**Lemma 8.3.** We are under the Set-up $(\ast)$ of $\S 8.1$, in particular, $Z \to X$ is an fs-morphism. Suppose that $Z$ is integral. Suppose that there is an integer $1 \leq j \leq n$ such that the projection map $Z^{(j)} \to C_j$ is non-constant.

Then for each $L \in \text{Gr}(N - r - 1, H)(k)$ satisfying Lemma 4.11 and Proposition 7.8 for all $Z^{(i)}$ over $j \leq i \leq n$, we have the equalities $[L^+(Z^{(j)})] = L^*[Z^{(j)}]$ and $\pi_j(L^*[Z^{(j)}]) = m_j L^*[Z^{(j)}]$, where $m_j = \left[k(Z) : k(Z^{(j)})\right]$.

**Proof.** First of all, note that by Lemma 8.2, every component of $L^+(Z)$ is fs over $X$. In particular, by the finiteness criterion Lemma 2.9, each irreducible component of $L^+(Z)$ is closed in $X \times \tilde{C}_n$. The push-forward $\pi_j(L^*[Z^{(j)}])$ is given by the projective map $\pi_j : X \times \tilde{C}_n \to X \times \tilde{C}_j$ is projective.

To prove the first equality, replacing $Z$ by $Z^{(j)}$, we may assume $n = j$ and $Z^{(j)} = Z$. Let $T = \phi_n(Z) \subset \mathbb{A}_k^r \times \tilde{C}_n$.

Note that the map $Z \to T$ is birational by Lemma 1.11. Hence, by the definition of the proper push-forward and flat pull-back of cycles, the first equality is equivalent to showing that $\tilde{Z} := T \times (\mathbb{A}_k^r \times \tilde{C}_n) (X \times \tilde{C}_n) = \phi^{-1}_n(T)$ is a reduced scheme.

To show that $\tilde{Z}$ is reduced, let $U \subset \mathbb{A}_k^r$ be an affine open neighborhood of $\Sigma$ as in the condition (3) of Proposition 7.8. Since $Z \to X$ is finite and surjective, the open subset $T \cap (U \times \tilde{C}_n)$
is dense in $T$. The map $\tilde{\phi}_n$ is étale over this dense open subset of $T$. Hence, $\tilde{Z} = \tilde{\phi}_n^{-1}(T)$ is reduced over this dense open subset of $T$. However, $\tilde{\phi}_n^{-1}(T) \to T$ is finite and flat everywhere, it means $\tilde{Z} = \tilde{\phi}_n^{-1}(T)$ is reduced. This proves the first equality.

For the second equality, consider the commutative diagram

\begin{equation}
X \times \tilde{C}_n \xrightarrow{\tilde{\phi}_n} \tilde{A}_k^r \times \tilde{C}_n
\end{equation}

\begin{equation}
\pi_j \downarrow \downarrow \pi_j
\end{equation}

\begin{equation}
X \times \tilde{C}_j \xrightarrow{\tilde{\phi}_j} \tilde{A}_k^r \times \tilde{C}_j.
\end{equation}

This is a Cartesian square in which the vertical arrows are projective and the horizontal arrows are finite and flat. Hence, by [3, Proposition 1.7], we have

$$\pi_j^*(L^*([Z])) = \pi_j^*(\bar{\phi}_n^* \circ \tilde{\phi}_n^*([Z]) - [Z]) = \pi_j^* \circ \bar{\phi}_n^* \circ \tilde{\phi}_n^*([Z]) - \pi_j^*([Z])$$

$$= \bar{\phi}_j^* \circ \pi_j^* \circ \bar{\phi}_n^*([Z]) - \pi_j^*([Z]) = \bar{\phi}_j^* \circ \pi_j^* \circ \bar{\phi}_n^*([Z]) - \pi_j^*([Z])$$

$$= \bar{\phi}_j^* \circ \bar{\phi}_j^*(m_j([Z^j])) - m_j([Z^j]) = m_j(\phi_j^* \circ \bar{\phi}_n^*([Z^j])) - [Z^j]) = m_jL^*([Z^j]),$$

which proves the second equality.

The following complements Lemma 8.3.

**Lemma 8.4.** We are under the set-up $(*)$ of [8,7] in particular, $Z \to X$ is an fs-morphism. Suppose that $Z$ is integral such that $Z \to \tilde{C}_n$ is non-constant.

Suppose that for an integer $0 \leq j \leq n-1$, the projection $Z^{(j)} \to C_j$ is constant. Then for each $L \in \text{Gr}(N-r-1, H)(k)$ satisfying the conditions of Proposition 7.8 for $Z$, we have the equality $\pi_j^*(Z') = \pi_j^*(Z)$ for each irreducible component $Z'$ of $L^+(Z)$.

**Proof.** Toward contradiction, suppose that there is an irreducible component $Z'$ of $L^+(Z)$ such that $\pi_j^*(Z') \neq \pi_j^*(Z)$. In particular, this implies that $L^+(Z^{(j)}) \neq \emptyset$. On the other hand, we are given that $\pi_j(Z^{(j)}) = X \times \{c_j\}$ for some closed point $c_j \in \tilde{C}_j$. In this case, $\tilde{\phi}_j(Z^{(j)}) = \tilde{A}_k^r \times \{c_j\}$ so that $\tilde{\phi}_j^{-1}(\tilde{\phi}_j(Z^{(j)})) = X \times \{c_j\} = Z^{(j)}$. Hence $L^+(Z^{(j)}) = \emptyset$. This is a contradiction. □

**8.3. The presentation lemma.** We now prove the presentation lemma for residual cycles under linear projections. We are under the set-up $(*)$ in [8,7].

**Theorem 8.5.** Let $k$ be an infinite perfect field. Let $Z \subset X \times \tilde{C}_n$ be an integral closed subscheme such that $Z \to X$ is finite surjective, and the projection $Z \to \tilde{C}_n$ is non-constant.

Then there exist an embedding $\eta : X \hookrightarrow P^N_k$ and a dense open subset $U \subset \text{Gr}(N-r-1, H)$, where $H := P^N_k \setminus A^N_k$, such that for each $L \in U(k)$, the linear projection $\phi_L : P^N_k \setminus L \to P^r_k$ away from $L$ defines a finite surjective morphism $\phi : X \to P^r_k$ satisfying the following properties:

1. There exists a Cartesian square

\begin{equation}
\begin{array}{ccc}
X & \xrightarrow{\phi} & \tilde{X} \\
\downarrow & & \downarrow \\
A^r_k & \xrightarrow{\phi} & P^r_k.
\end{array}
\end{equation}

2. $\phi$ is étale over an affine open neighborhood of $\phi(\Sigma)$.
3. $\phi(x) \neq \phi(x')$ for every pair $x \neq x'$ in $\Sigma$.
4. The map $k(\phi(x)) \to k(x)$ is an isomorphism for each $x \in \Sigma$.
5. The induced map $Z \to \phi_n(Z)$ is birational.
6. The map $L^+(Z) \to X$ is finite surjective.
7. For each $0 \leq j \leq n$, the scheme $\pi_j(L^+(Z))$ is regular at all points lying over $\Sigma$.

**Proof.** Since $Z \to X$ is finite surjective, for each $0 \leq j \leq n$ the morphism $Z^{(j)} \to X$ is also finite surjective. Let $i_0 \in \{0, \ldots, n\}$ be the largest integer $i$ such that $Z^{(i)} \subset X \times \{b\}$ for some closed point $b \in C_i$. Note that $Z^{(0)} = X = X \times_k C_0$, so such $i_0$ exists. Note also that $i_0 \leq n-1$ by our assumption.
Choose a large enough Veronese embedding $\mathbb{P}^m_k \to \mathbb{P}^N_k$ such that for the composite embedding $\eta : \mathbb{X} \to \mathbb{P}^N_k$, and the hyperplane $H = H_{N,0}$ as in Lemma 4.6, there are open dense subsets $\mathcal{U}_j \subset \text{Gr}(N-r-1,H)$ such that each $L \in \mathcal{U}_j(k)$ satisfies Lemma 4.11 and the conditions (1) $\sim$ (6) of Proposition 7.3 for $Z^{(j)}$ over all $i_0 + 1 \leq j \leq n$. We let $\mathcal{U} = \bigcap_{j=i_0+1}^n \mathcal{U}_j$.

The condition (1) of the theorem automatically follows from our choice of $H$ and Lemma 4.3. The conditions (2) $\sim$ (4) follow directly from conditions (2) $\sim$ (4) of Proposition 7.3. The condition (5) follows from Lemma 4.11. The condition (6) follows from Lemma 8.2.

We prove (7). We have to show that every irreducible component of $\pi_j(L^+(Z))$ is regular at all points lying over $\Sigma$ and no two components of $\pi_j(L^+(Z))$ meet at points lying over $\Sigma$. We first assume that $i_0 + 1 \leq j \leq n$.

Let $Z'$ be an irreducible component of $L^+(Z)$. Since $j > i_0$, Lemma 8.3 says that $\pi_j(Z')$ is a component of the effective cycle $\pi_{j+}(L^+([Z])) = m_j L^+([Z^{(j)}])$ with $m_j \geq 1$. Since $Z'$ was arbitrary, it follows that the irreducible components of $\pi_j(L^+(Z))$ are same as those of $L^+(Z^{(j)})$. On the other hand, the condition (6) of Proposition 7.3 (with our choice of $L$) says that $L^+(Z^{(j)})$ is regular at all points lying over $\Sigma$. It follows that each irreducible component of $\pi_j(L^+(Z))$ is regular at all points lying over $\Sigma$, and in particular no two components meet at points lying over $\Sigma$.

If $0 \leq j \leq i_0$, then Lemma 8.3 says that $\pi_j(L^+(Z))$ coincides with $\pi_j(Z)$, which in turn is of the form $X \times \{b\}$ for some closed point $b \in C_j$. In particular, $\pi_j(L^+(Z))$ is irreducible. As $X$ is regular everywhere, in particular at all points lying over $\Sigma$, it follows that $\pi_j(L^+(Z))$ is regular at all points lying over $\Sigma$. This completes the proof of the theorem.

8.4. The sfs-moving lemma. We now prove the sfs-moving lemma for additive higher Chow groups of relative 0-cycles over semi-local $k$-schemes. A similar argument also proves the sfs-moving lemma for Bloch’s higher Chow groups of relative 0-cycles over semi-local $k$-schemes.

Let $k$ be an infinite perfect field. We apply Theorem 8.5 with $A_i := \mathbb{P}^1_k$ for $0 \leq i \leq n-1$, while $A_0 := \mathbb{A}^1_k$ and $A_1 = \cdots = A_{n-1} = \mathbb{A}^1_k$ so that $C_j = B_j = A^1_k \times \mathbb{A}^{-1}_k$ for $j \geq 1$. The sfs-moving lemma for additive higher Chow groups of relative 0-cycles is the following:

**Theorem 8.6.** Let $R$ be a regular semi-local $k$-scheme essentially of finite type of dimension $r \geq 0$ over an infinite perfect field $k$. Let $V = \text{Spec}(R)$ and let $m \geq 2, n \geq 1$ be integers. Then the canonical map $\text{TCH}^{n}_{\text{sfs}}(V,n;m) \to \text{TCH}^{n}(V,n;m)$ is an isomorphism.

This theorem is proven in steps. Since $R$ is regular, it is a product of regular semi-local $k$-domains, and each $k$-domain corresponds to a connected component of $\text{Spec}(R)$. Thus we may reduce to the case when $R$ is integral. We also remark that by Proposition 2.19 we may assume that $R$ is obtained by localizing an integral smooth affine $k$-scheme at a finite set of closed points. Note that Theorem 8.6 is obvious for $r = 0$, so we may assume $r \geq 1$. We have injective maps (using Lemma 2.18),

$$\text{TCH}^{n}_{\text{sfs}}(V,n;m) \to \text{TCH}^{n}_{\text{fs}}(V,n;m) \to \text{TCH}^{n}_0(V,n;m) \to \text{TCH}^{n}(V,n;m).$$

The last arrow is an isomorphism by [114, Theorem 4.10]. We show that the middle arrow is an isomorphism, which we call the sfs-moving lemma:

**Lemma 8.7.** The map $\text{TCH}^{n}_{\text{fs}}(V,n;m) \to \text{TCH}^{n}_0(V,n;m)$ is an isomorphism.

**Proof.** By the above discussion, we assume $V$ is integral. Since this map is injective, we only have to show that it is surjective. Let $\gamma \in \text{TCH}^{n}_{0}(V,n;m)$ be a cycle with $\partial(\gamma) = 0$.

First suppose that there is an atlas $(\mathbb{A}^1_k, \Sigma)$ so that $\gamma$ lifts to a cycle $\mathfrak{c} \in \text{TCH}^{n}_{0}(\mathbb{A}^1_k, n;m)$. In this case, we can apply Theorem 3.13 and write $\gamma = \gamma_1 + \partial(\gamma_2)$, where $\gamma_1 \in \text{TCH}^{n}_{0}(V,n;m) \subset \text{TCH}^{n}_{fs}(V,n;m)$ and $\gamma_2 \in \text{TCH}^{n}(V,n+1;m)$. One immediately has $\partial(\gamma_1) = 0$, proving the desired surjectivity in this case.

In general, we write $\gamma = \alpha + \beta$, where no component of $\alpha$ is an fs-cycle and $\beta$ is an fs-cycle. Lemma 2.13 says that there is a connected smooth affine atlas $(X, \Sigma)$ for $V$, and cycles $\mathfrak{c}_1, \mathfrak{c}_2, \mathfrak{c}_3 \in \text{TCH}^{n}_{0}(X,n;m)$ such that $\mathfrak{c}_1 = \alpha, \mathfrak{c}_2 = \beta, \mathfrak{c}_3 = \gamma, \mathfrak{c}_1 + \mathfrak{c}_2 + \mathfrak{c}_3 = 0$.

Since no component of $\alpha$ is fs over $V$, it follows that the projection of every component of $\mathfrak{c}_1$ to $B_n$ must be non-constant. We can therefore apply Theorem 4.13 to obtain a finite flat map $\phi : X \to \mathbb{A}^r_k$ such that $\alpha$ satisfies all the properties there. Let $\Sigma' = \phi(\Sigma)$, which consists
of finitely many closed points of $\mathbb{A}^r_k$. Let $V' = \text{Spec}(\mathcal{O}_{\mathbb{A}^r_k,\Sigma'})$ and $W := X \times_{\mathbb{A}^r} V'$. We have inclusions $\Sigma \subset V \subset W \subset X$, and a finite flat morphism $\phi : W \to V'$.

Write $\overline{\sigma} = \overline{\sigma}_1 + \overline{\sigma}_2$, where each component of $\overline{\sigma}_1$ is dominant over $X$ and no component of $\overline{\sigma}_2$ is dominant over $X$. As $\beta$ is an fs-cycle over $V$, after shrinking $X$ if needed, $\overline{\beta}$ is an fs-cycle over $X$ along $\Sigma$ by Corollary 2.12.

We now have

$$\overline{\gamma} = \overline{\sigma}_1 + \overline{\sigma}_2 + \overline{\beta} = (\overline{\sigma}_1 - \phi^*_n \phi_{\text{fs}}(\overline{\sigma}_1)) + (\overline{\sigma}_2 - \phi^*_n \phi_{\text{fs}}(\overline{\sigma}_2)) + (\overline{\beta} - \phi^*_n \phi_{\text{fs}}(\overline{\beta})) + \phi^*_n \phi_{\text{fs}}(\overline{\gamma}).$$

Let $\overline{\sigma}_i := \overline{\sigma}_1 - \phi^*_n \phi_{\text{fs}}(\overline{\sigma}_1)$ for $i = 1, 2$, and $\overline{\beta} := \overline{\beta} - \phi^*_n \phi_{\text{fs}}(\overline{\beta})$. Since $\overline{\beta}$ is an fs-cycle on $X$ along $\Sigma$ and $\phi$ is finite, $\phi_{\text{fs}}(\overline{\beta})$ is an fs-cycle over $\mathbb{A}^r_k$ by Lemma 2.8. Since $X \to \mathbb{A}^r_k$ is flat, by Lemma 2.7 $\phi^*_n \phi_{\text{fs}}(\overline{\beta})$ is an fs-cycle over $X$ along $\Sigma$. In particular, $\overline{\beta} \in Tz^n_{\text{fs}}(X, n; m)$. On the other hand, by Theorem 4.13, we have $(\overline{\sigma}_1)_V = 0$ and $(\overline{\sigma}_2)_V \in Tz^n_{\text{fs}}(V, n; m)$.

Since $\overline{\gamma} \in Tz^n_{\text{fs}}(X, n; m)$ with $\partial(\overline{\gamma}) = 0$, it follows that $\phi_n(\overline{\gamma}) \in Tz^n_{\text{fs}}(\mathbb{A}^r_k, n; m)$ with $\partial(\phi_n(\overline{\gamma})) = 0$. By the previous case, there are cycles $\eta_1 \in Tz^n(V', n; m)$, and $\eta_2 \in Tz^n(V', n + 1; m)$ such that $j^*(\phi_{\text{fs}}(\overline{\gamma})) = \eta_1 + \partial \eta_2$. Equivalently, $\phi_{\text{fs}}(\overline{\gamma}) = \phi^*(\eta_1) + \phi^*(\eta_2) = \phi^*_n(\eta_1) + \partial(\phi^*_n(\eta_2))$. Moreover, $\phi^*_n(\eta_1)$ is an fs-cycle by Lemma 2.7. Combining these, we have

$$\gamma = (\overline{\gamma})_V = (\overline{\sigma}_1)_V + \overline{\sigma}_2 + (\phi^*_n(\eta_1))_V + \partial(\phi^*_n(\eta_2))_V = \gamma_1 + \partial(\phi^*_n(\eta_2))_V,$$

where $\gamma_1 := (\overline{\sigma}_1)_V + \overline{\sigma}_2 + (\phi^*_n(\eta_1))_V \in Tz^n_{\text{fs}}(V, n; m)$. Since $\partial \gamma = 0$, we also deduce that $\partial \gamma_1 = 0$. This completes the proof of the lemma.

**Proof of Theorem 8.6.** We may assume that $V$ is integral. Using Lemma 5.14 it suffices to show that the map $\text{TCCH}^n_{\text{fs}}(V, n; m) \to \text{TCCH}^n_{\text{fs}}(V, n; m)$ is surjective. Let $\alpha \in Tz^n_{\text{fs}}(V, n; m)$ be an fs-cycle, which always has $\partial(\alpha) = 0$ by Lemma 2.21. Write $\alpha = \alpha_1 + \alpha_2$, where $\alpha_2 \in Tz^n_{\text{fs}}(V, n; m)$, while $\alpha_1 \in Tz^n_{\text{fs}}(V, n; m)$ but no component of $\alpha_1$ lies in $Tz^n_{\text{fs}}(V, n; m)$. Note that $\partial(\alpha_1) = 0$ for $i = 1, 2$ by Lemma 2.21 again. It is enough to prove that $\alpha_1$ is equivalent to a cycle in $Tz^n_{\text{fs}}(V, n; m)$. Replacing $\alpha$ by $\alpha_1$, we may therefore assume that no component of $\alpha$ lies in $Tz^n_{\text{fs}}(V, n; m)$.

Apply Lemma 2.6 to choose a connected smooth affine atlas $(X, \Sigma)$ for $V$ and a cycle $\overline{\sigma} \in Tz^2_{\text{fs}}(X, n; m)$ such that $\partial(\overline{\sigma}) = 0$. If $X \cong \mathbb{A}^r_k$, we can apply Theorem 4.13 to write $\alpha = \beta + \partial(\gamma)$, where $\beta \in Tz^2_{\text{fs}}(V; n; m) \subset Tz^n_{\text{fs}}(V, n; m)$ and $\gamma \in Tz^n(V, n + 1; m)$.

This solves the problem in this case.

Suppose that $X$ is not an affine space. If $Z$ is a component of $\alpha$ whose projection to $B^n$ is constant, then $Z$ is already sfs-cycle. But, we supposed no component of $\alpha$ is an sfs-cycle. Hence, $Z \to B^n$ is non-constant for each irreducible component $Z$. It follows that Lemma 8.3 and Theorem 8.3 apply to every component of $\alpha$. Let $\phi : X \to \mathbb{A}^r_k$ be the finite and flat map as in Theorem 8.3 and let $\Sigma' = (\phi(\Sigma))$. By shrinking $U \subset \text{Gr}(N - r - 1, H)$ if necessary, we can assume that conditions (1) ~ (7) of Theorem 8.6 hold for each $L \in \text{U}(k)$ and for each component of $\alpha$.

Let $V' = \text{Spec}(\mathcal{O}_{\mathbb{A}^r_k,\Sigma'})$ and let $W = X \times_{\mathbb{A}^r} V'$. We have inclusions $\Sigma \subset V \subset W \subset X$ and a finite flat morphism $\phi_{\Sigma} : W \to V'$ of smooth semi-local k-schemes. Let $j : W \to V$ be the localization map.

We can write $\overline{\sigma}_W = (\overline{\sigma}_W - \phi^*_n \phi_{\text{fs}}(\overline{\sigma}_W)) + \phi^*_n \phi_{\text{fs}}(\overline{\sigma}_W)$. We have $\partial(\phi_{\text{fs}}(\overline{\sigma}_W)) = \phi_{\text{fs}}(\partial(\overline{\sigma}_W)) = 0$. By the previous case of affine space atlas, we can write $\phi_n(\overline{\sigma}_W) = \eta_1 + \partial \eta_2$, where $\eta_1 \in Tz^n_{\text{fs}}(V', n; m)$ and $\eta_2 \in Tz^n(V', n + 1; m)$. This yields $\phi^*_n \phi_{\text{fs}}(\overline{\sigma}_W) = \phi^*_n(\eta_1) + \partial(\phi^*_n(\eta_2))$. Since $\phi : W \to V'$ is finite and étale, it follows by Lemmas 2.7 and 2.16 that $\phi^*_n(\eta_1) \in Tz^n_{\text{fs}}(W, n; m)$.

It follows from Lemma 8.3 and Theorem 8.3 that $j^*(\overline{\sigma}_W - \phi^*_n \phi_{\text{fs}}(\overline{\sigma}_W)) = j^*(\eta_1) + j^*(\partial(\phi_n^*(\eta_2))) = j^*(\overline{\sigma}_W - \phi_n^* \phi_{\text{fs}}(\overline{\sigma}_W)) + j^*(\phi_n^*(\eta_1)) + j^*(\partial(\phi_n^*(\eta_2))) = j^*(\overline{\sigma}_W) + j^*(\phi_n^*(\eta_1)) + j^*(\partial(\phi_n^*(\eta_2))) = \beta + \partial(\gamma)$.

Since $\partial(\alpha) = 0$, we must have $\partial(\beta) = 0$ as well. This proves the theorem. \qed
Proof of Theorem 1.2. We take \( n \geq 2 \), \( A_0 = \hat{A}_0 = \text{Spec}(k) \), \( A_i = \square_k \) and \( \hat{A}_i := \mathbb{P}^1_k \) for \( 1 \leq i \leq n - 1 \) in Theorem 8.5. We now repeat the proof of Theorem 8.6 verbatim using Remark 3.15.

Acknowledgments. We thank Spencer Bloch, Hélène Esnault, Najmuddin Fakhruddin, Bruno Kahn, Marc Levine, and Kay Rülling for some conversations related to the question studied here throughout the time we were working on it. We acknowledge that part of this work was done during JP’s visits to TIFR and AK’s visits to KAIST, and we thank both the institutions. JP would like to thank Juya and Damy for his peace of mind at home through the time this paper was written. JP was partially supported by the National Research Foundation of Korea (NRF) grant (2015R1A2A2A01004120 and 2018R1A2B6002287) funded by the Korean government (MSIP), and TJ Park Junior Faculty Fellowship funded by POSCO TJ Park Foundation.

References

[1] A. Altman, S. Kleiman, Bertini theorems for hypersurface sections containing a subscheme, Comm. Algebra, 7, (1979), 775–790.
[2] S. Bloch, Algebraic cycles and higher K-theory, Adv. Math., 61, (1986), 267–304.
[3] S. Bloch, The moving lemma for higher Chow groups, J. Algebraic Geom., 3, (1994), no. 3, 537–568.
[4] J.-L. Colliot-Thélène, R. Hoobler, B. Kahn, The Bloch-Ogus–Gabber theorem, Fields Inst. Comm., 16, (1997), 31–94.
[5] P. Elbaz-Vincent, S. Müller-Stach, Milnor K-theory of rings, higher Chow groups and applications, Invent. Math. 148, (2002), 177–206.
[6] W. Fulton, Intersection theory, Second Edition, Ergebnisse der Mathematik und ihrer Grenzgebiete, Springer-Verlag, Berlin, 1998.
[7] O. Gabber, Q. Liu, D. Lorenzini, The index of an algebraic variety, Invent. Math., 192, (2013), no. 3, 567–626.
[8] A. Grothendieck, Éléments de Géométrie Algébrique. IV, Étude locale des schémas et morphismes de schémas, (Seconde Partie), Publ. Math. de l’Inst. Hautes Études Sci., 24, (1965), 231 pp.
[9] A. Grothendieck, Éléments de Géométrie Algébrique IV, Étude locale des schémas et des morphismes de schémas (Troisième Partie), Publ. Math. de l’Inst. Hautes Études Sci., 28, (1966), 255 pp.
[10] A. Grothendieck, Éléments de géométrie Algébrique. IV: Étude locale des schémas et des morphismes de schémas (Quatrième Partie), Publ. Math. de Inst. Hautes Études Sci., 32, (1967), 361pp.
[11] R. Hartshorne, Algebraic Geometry, Graduate Texts in Math., 52, Springer-Verlag, New York, 1977.
[12] J.-P. Jouanolou, Théorèmes de Bertini et Applications, Progress in Math., 42, Birkhäuser-Boston, Boston, MA, 1983.
[13] W. Kai, A moving lemma for algebraic cycles with modulus and contravariance, preprint, arXiv:1507.07619v4, (2015)
[14] A. Krishna, M. Levine, Additive higher Chow groups of schemes, J. Reine Angew. Math., 619, (2008), 75–140.
[15] A. Krishna, J. Park, Moving lemma for additive higher Chow groups, Algebra Number Theory, 6, (2012), no. 2, 293–326.
[16] A. Krishna, J. Park, DGA-structure on additive higher Chow groups, Int. Math. Res. Not. 2015, no. 1, 1–54.
[17] A. Krishna, J. Park, On additive higher Chow groups of affine schemes, Documenta Math., 21, (2016), 49–89.
[18] A. Krishna, J. Park, Algebraic cycles and crystalline cohomology, preprint.
[19] Q. Liu, Algebraic Geometry and Arithmetic Curves, Oxford Graduate Texts in Mathematics, Vol. 6. Oxford Univ. Press, Oxford, 2002, xvi+576pp.
[20] H. Matsumura, Commutative ring theory, Cambridge studies in advanced math. 8, Cambridge University Press, Cambridge, 1986. xiv+320pp.
[21] J. Park, Regulators on additive higher Chow groups, Amer. J. Math., 131, (2009), no. 1, 257–276.

School of Mathematics, Tata Institute of Fundamental Research, 1 Homi Bhabha Road, Colaba, Mumbai, INDIA
E-mail address: amal@math.tifr.res.in

Department of Mathematical Sciences, KAIST, 291 Daehak-ro, Yuseong-gu, Daejeon, 34141, Republic of Korea (South)
E-mail address: jinhyun@mathsci.kaist.ac.kr; jinhyun@kaist.edu