Bounds on the Ricci curvature and solutions to the Einstein equations for weighted graphs
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Abstract

This is a preliminary study of the equation of motion of Euclidean classical gravity on a graph [1], based on the Lin-Lu-Yau Ricci curvature on graphs [2]. We observe that the constant edge weights configuration gives the unique solution on an infinite tree w.r.t. the asymptotically constant boundary condition. We study the minimum and maximum of the action w.r.t. certain boundary conditions, on several types of graphs of interest. We also exhibit a new class of solutions to the equations of motion on the infinite regular tree.
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1 Introduction

Einstein’s theory of General Relativity describes gravity as the curvature of a smooth manifold. Although physically and historically motivated by the need to describe gravity beyond the Newtonian limit on planetary scales and beyond, General Relativity can be applied abstractly to any Riemannian or pseudo-Riemannian manifold which is endowed with a notion of curvature. This is done by constructing an action out of the curvature, and then applying the action principle to take variation and obtain the equations of motion. The matter “living” on the manifold is encoded by the stress-energy tensor, which enters the action in a canonical way. The equations of motion for the manifold, known as the Einstein equations, are usually cast as the equations of motion for the manifold’s metric.

In the present paper we will be concerned with a discrete version of Ricci curvature and Einstein gravitational theory. This “discrete gravitational theory” was first introduced in [1], building on the work of [2] and older results [3–7]. In certain aspects it is most similar to two-dimensional Euclidean gravity [8]. The modern motivation for considering such discrete theories of gravity is $p$-adic, and thus they should not be thought of as naive discretizations of a continuum theory. Rather, these discrete theories of gravity are relevant for reconstructing Archimedean gravity along more complicated number-theoretic procedures [8, 9]. Furthermore, in the realm of $p$-adic theories it is possible to write down sigma-models [10] that are analogs of Archimedean bosonic string theory; since Archimedean gravity arises from Archimedean string theory, one should expect the $p$-adic models of gravity to have a strong connection to $p$-adic string theory.

In order to reconstruct Archimedean quantities out of $p$-adic objects, it is necessary for extra adelic structure to be present across the different places, which gives the different places a kind of “coherence.” This structure constrains the kind of graphs one can have at the finite places, and the Archimedean space being reconstructed. For instance, in one example of this reconstruction procedure [8], the Bruhat-Tits trees $T_p$ for all primes are paired with a hyperbolic space at the Archimedean place.

The results in this paper are independent of any kind of adelic structure, and as such we will be agnostic as to whether the various types of graphs we will discuss can be organized adelically. While for some types of graphs (such as infinite trees) this is known to be possible, our results do not depend on it, as the Lin-Lu-Yau curvature and the action derived from it apply generally to any graph.

Let’s now schematically explain the general idea behind defining Ricci curvature
on graphs. In standard physics textbooks curvature is often introduced by considering
the parallel transport of a vector, around a small loop in curved spacetime. As in
the case of graphs there is no good notion of parallel transport, an alternative point
of view must be considered. This point of view considers the transportation distance
between two probability distributions sharply peaked at two points, that in the graph
case are two vertices. In the Riemannian manifold case this transportation distance
is sensitive to the usual Ricci curvature, and by demanding that curvature enters the
transportation distance in the same way on graphs, a notion of Ricci curvature on
graphs can be defined. Out of the various related curvatures that can be constructed
in this way, in this paper we will only consider the Lin-Lu-Yau curvature [2].

Other papers which have explored related ideas are [11–15] (see also the survey
article [16]).

1.1 Results and outline

We now give an outline of our paper and results. In Section 2 we review the construc-
tion of the Lin-Lu-Yau curvature and of associated quantities, as well as some of the
properties that the curvature obeys. In Section 3 we will prove that the constant edge
length setting for a tree graph is the unique solution to the equations of motion, with
a constant boundary condition. We will furthermore show that, for certain boundary
conditions, there exists no solution to the equations of motion on tree graphs. Section 4
is devoted to establishing bounds on the action. We will argue that, for tree graphs and
hexagonal lattices, the minimum action of a finite region, subject to certain boundary
conditions, is achieved by the constant edge length setting. We will furthermore show
that the maximum action for complete graphs and trees is obtained by a perfect match-
ing edge length setting, again subject to boundary conditions. We will also exhibit an
upper bound on the action, for arbitrary graphs. Together with the lower bound on
the action worked out in [15], these two bounds restrict the range of the action for
arbitrary finite graphs. In Section 5 we will give some more general solutions to the
equations of motion, in the case where no boundary condition is imposed.
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2 Background and definitions

In this section, we introduce the notions of geodesic path length, Wasserstein cost, curvature of edges and action for graphs. These definitions are consistent with previous works [1,2].

Our setup is as follows. For any graph $G$, let $V(G)$ denote the set of vertices and $E(G)$ the set of edges. We assume throughout the paper that $G$ is a connected graph with no parallel edges. Furthermore, in order to discuss curvature, it is necessary to equip the edges with “weights,” or “lengths,” that is we consider a length function

$$\ell : E(G) \to \mathbb{R}_{\geq 0}. \quad (2.1)$$

We denote vertices in $V(G)$ by lowercase letters $i, j, k\ldots$, and the notation $i \sim j$ indicates that $i$ and $j$ are neighbors in the graph, that is there exists an edge between them. We denote the edge between $i$ and $j$ by $\langle ij \rangle$.

**Definition 1.** Let $\ell : E(G) \to \mathbb{R}_{\geq 0}$ be a length function. The geodesic edge length $P_{\langle ij \rangle}$ is defined as the length of the shortest path from $i$ to $j$, that is

$$P_{\langle ij \rangle} := \min \sum_{\alpha} \ell(e_{\alpha}), \quad (2.2)$$

where the edges $\{e_{\alpha}\}$ form a path from $i$ to $j$.

To define the Wasserstein cost we first have to introduce a certain probability distribution on the vertices of the graph.

**Definition 2.** For $i \in V(G)$ and $t \in \mathbb{R}$, $0 < t < 1$ a parameter, we introduce the
probability distribution $D_{t,i} : V(G) \to \mathbb{R}_{\geq 0}$ as

$$D_{t,i}(i') := \begin{cases} 
\frac{P_{\langle ii'\rangle}}{d_i} t & \text{if } i' \sim i \\
1 - t & \text{if } i' = i \\
0 & \text{all other vertices}
\end{cases}, \quad (2.3)$$

where we have used the notation

$$d_i := \sum_{i' \sim i} \frac{1}{P_{\langle ii'\rangle}}, \quad (2.4)$$

$$c_i := \sum_{i' \sim i} \frac{1}{P_{\langle ii'\rangle}}. \quad (2.5)$$

We will sometimes write $D_i$ instead of $D_{t,i}$ when no confusion can arise.

**Remark 1.** Definition 2 is a generalization of the probability distribution introduced in [2], and a cousin of the probability distribution defined in [1]. In that paper, $P_{\langle ii'\rangle}$ was the length of edge $\langle ii'\rangle$. In our case, $P_{\langle ii'\rangle}$ is the geodesic edge length between vertices $i$ and $i'$, which can be equal to, or less than, the edge length of $\langle ii'\rangle$. Our definition coincides with that in [1] when the graph is a tree.

Now we are in a position to introduce the Wasserstein or transportation cost.

**Definition 3.** The neighbor transportation cost of a certain amount of probability $q$, from vertex $i$ to a neighboring vertex $j$, is defined as $qP_{\langle ij\rangle}$. The Wasserstein or transportation cost between two probability distributions $D_{t,i}$, $D_{t,j}$, with $i$ and $j$ adjacent vertices, is defined as the minimum sum of neighbor transportation costs, such that probability distribution $D_{t,i}$ becomes $D_{t,j}$. We denote this cost as $W_{\langle ij\rangle}(t)$.

Having the definition of the Wasserstein cost, we can proceed to define the curvature of an edge.

**Definition 4.** The curvature $K_{\langle ij\rangle}$ of an edge $\langle ij\rangle$ on a graph is given by

$$K_{\langle ij\rangle} := \lim_{t \to 0} \frac{1}{t} \left( 1 - \frac{W_{\langle ij\rangle}(t)}{P_{\langle ij\rangle}} \right), \quad (2.6)$$

and we also introduce

$$K_{\langle ij\rangle}(t) := 1 - \frac{W_{\langle ij\rangle}(t)}{P_{\langle ij\rangle}}. \quad (2.7)$$
The curvature in Eq. (2.6) is well-defined, in that the limit exists. This is encapsulated by the following two lemmas.

**Lemma 1.** Curvature $K_{(ij)}(t)$ is concave in $t \in [0, 1]$.

Lemma 1 has been proven in [2], so we omit the proof.

Lemma 2 below is an extension of Lemma 2.2 in [2].

**Lemma 2.** For any $t \in [0, 1]$, any two vertices $i, j$, we have

$$K_{(ij)}(t) \leq \frac{t}{P_{(ij)}} \left( \frac{c_i}{d_i} + \frac{c_j}{d_j} \right). \tag{2.8}$$

**Proof.** Denote by $W(D_1, D_2)$ the transportation cost between two distributions $D_{1,2}$. Define a delta distribution at vertex $i$ as

$$\Delta_i(k) = \begin{cases} 1 & \text{if } k = i \\ 0 & \text{otherwise} \end{cases}. \tag{2.9}$$

We have

$$W(\Delta_i, \Delta_j) \leq W(\Delta_i, D_{t,i}) + W(D_{t,i}, D_{t,j}) + W(D_{t,j}, \Delta_j), \tag{2.10}$$

so that

$$W(D_{t,i}, D_{j,t}) \geq W(\Delta_i, \Delta_j) - W(\Delta_i, D_{t,i}) - W(D_{t,j}, \Delta_j) \tag{2.11}$$

$$= P_{(ij)} - \sum_{k \sim i} t \frac{P_{(ik)}}{d_i} P_{(ik)} - \sum_{k \sim j} t \frac{P_{(jk)}}{d_j} P_{(jk)}. \tag{2.12}$$

Thus we have shown

$$K_{(ij)}(t) \leq \frac{t}{P_{(ij)}} \left( \frac{c_i}{d_i} + \frac{c_j}{d_j} \right). \tag{2.13}$$

From Lemma 2, the curvature $K_{(ij)}(t)$ has an upper bound. Together with Lemma 1, we obtain that

$$K_{(ij)} := \lim_{t \to 0} \frac{1}{t} \left( 1 - \frac{W_{(ij)}(t)}{P_{(ij)}} \right) \tag{2.14}$$

exists.

Furthermore, Lemma 2 implies that the action defined by summing curvature $K_{(ij)}$ on the edges of a graph is bounded from above (see Section 4.2.1).
Definition 5. The action of a graph is given by

\[ S := \sum_{(ij) \in E(G)} K_{(ij)}, \tag{2.15} \]

where \( E(G) \) is the set of all the edges in graph \( G \).

Definition (2.15) is motivated from General Relativity, where the action of a manifold is the integral of the Ricci scalar. We next introduce the equation of motion on graphs, also adopted from physics.

Definition 6. The equation of motion (EoM) for an edge \( (ij) \) is defined as

\[ \frac{\delta S}{\delta P_{(ij)}} = 0. \tag{2.16} \]

Definition 7. For a graph \( G \), a solution to the EoM is an edge length setting given by the function \( \ell ((ij)) \) for all \( (ij) \in E(G) \), such that the EoM holds for every edge in the graph.

Remark 2. The equation of motion is ill-defined on a graph if the action is not differentiable.

Remark 3. In cases when the equation of motion is well-defined, it may not have an explicit formula.

Definition 8. The constant edge length setting for a graph is the edge length setting that lets all the edges in the graph have the same edge length, i.e. \( \ell (e_1) = \ell (e_2) \) for all \( e_1, e_2 \in E(G) \).

Finally, let’s introduce the boundary of a region of a graph, and boundary conditions. These notions are also motivated from physics, by analogy with the Einstein equations on Riemannian manifolds in Euclidean signature.

For the two definitions below, consider a connected graph \( G \), which could be infinite or finite.

Definition 9. The finite region \( \Sigma \) of a (possibly infinite) graph \( G \) is defined as a connected subgraph of \( G \), with \( V(\Sigma) \) and \( E(\Sigma) \) of finite cardinality.

Definition 10. The boundary of a finite region \( \Sigma \) of a graph \( G \) is a pair of sets \( (V(\partial \Sigma), E(\partial \Sigma)) \), such that \( V(\partial \Sigma) \subseteq V(\Sigma) \), and all vertices \( v \in V(\Sigma) \) with at least one
Figure 1: Examples of regions $\Sigma$ and boundaries $\partial \Sigma$, according to Definition 10. The dashed circles represent the boundary $\partial \Sigma$. In the left panel, we have $i_{1,2,3,4} \in V(\Sigma)$, $i_{1,2} \in V(\partial \Sigma)$, $\langle i_{1}i_{2}, i_{1}i_{3}, i_{2}i_{4}, i_{3}i_{4} \rangle \in E(\Sigma)$, and $\langle i_{1}i_{2}, i_{1}i_{5}, i_{2}i_{6}\rangle \in E(\partial \Sigma)$. In the right panel, for each vertex $i \in V(\partial \Sigma)$, there is an unique edge from $\partial \Sigma$ to the rest of $\Sigma$.

neighbor not in $V(\Sigma)$ are in $V(\partial \Sigma)$. $E(\partial \Sigma)$ is the set of edges with both endpoints in $V(\partial \Sigma)$ or one endpoint in $V(\partial \Sigma)$ and one in $V(G) - V(\Sigma)$.

We informally denote the boundary pair $(V(\partial \Sigma), E(\partial \Sigma))$ as $\partial \Sigma$. Note that $\partial \Sigma$ is not a subgraph of $G$. Two examples of finite regions $\Sigma$ and boundaries $\partial \Sigma$ are given in Figure 2.

3 Solutions to the equations of motion in the presence of boundary conditions

In this section we will present results on the equations of motion when the graph $G$ is a tree. In this case, the distances $P_{(ij)}$ are the same as the edge lengths $\ell(\langle ij \rangle)$, and the expressions derived in paper [1] apply.

3.1 Solution to the equation of motion with constant boundary condition

We now discuss the solution to the EoM in a finite region of an infinite tree of uniform degree, with constant boundary value condition. We consider every vertex in the tree to have degree $q + 1$, and we denote such a tree by $T_q$.

Let’s first introduce the constant boundary value condition.
**Definition 11** (Constant boundary value condition). For a finite region \( \Sigma \) of \( T_q \) with boundary \( \partial \Sigma \), we define the constant boundary value condition as \( \ell((ij)) = c \), for all \( (ij) \in E(\partial \Sigma) \) and a constant \( c > 0 \).

Since for trees the action \( S \) can be expressed explicitly and is differentiable, it is possible to obtain the expression for the equation of motion by direct computation (see [1]). We denote this equation of motion by \( \text{tEoM} \), i.e.

\[
\text{tEoM}_{(ij)} := \frac{1}{P_{(ij)}} \left( \frac{c_i^2}{d_i^2} + \frac{c_j^2}{d_j^2} \right) - \frac{c_i}{d_i} - \frac{c_j}{d_j} = 0, \tag{3.1}
\]

where \( (ij) \) represents an edge in the tree, and \( i, j \) are neighboring vertices.

For a tree \( T_q \), the setting where all edges have the same length are solutions to the \( \text{tEoM} \). We call this setting the constant solution.

**Lemma 3.** Consider an edge \( (ij) \) such that its edge length and the lengths of its adjacent edges are not all equal. If the equations of motion are obeyed, then \( (ij) \) cannot be the edge of maximum or minimum edge length among its adjacent edges.

**Proof.** The equation of motion at \( (ij) \) is

\[
c_i d_j^2 \left( P_{(ij)}^{-1} c_i - d_i \right) + c_j d_i^2 \left( P_{(ij)}^{-1} c_j - d_j \right) = 0, \tag{3.2}
\]

and

\[
P_{(ij)}^{-1} c_i - d_i = \sum_{k \sim i, k \neq j} \frac{1}{P_{(ik)}} \left( \frac{1}{P_{(ij)}} - \frac{1}{P_{(ik)}} \right), \tag{3.3}
\]

therefore \( P_{(ij)} \) cannot be the minimum or maximum edge length among its adjacent edges. \( \square \)

**Theorem 1.** For a finite region \( \Sigma \subset T_q \) obeying the constant boundary value condition, the unique solution to the equations of motion is the constant edge length setting.

**Proof.** This directly follows from Lemma 3, by contradiction. Assume there exist two adjacent edges, \( e_1, e_2 \in E(\Sigma) \), with different lengths. Then we can find two other edges \( e'_1 \) and \( e'_2 \) adjacent to \( e_1 \) and \( e_2 \) respectively, such that \( \max(\ell(e'_1), \ell(e'_2)) > \max(\ell(e_1), \ell(e_2)) \), and \( \min(\ell(e'_1), \ell(e'_2)) < \min(\ell(e_1), \ell(e_2)) \). We can repeat this argument on \( e'_1, e_1 \) and \( e'_2, e_2 \) respectively, and build a path that extends to the boundary \( \partial \Sigma \). This implies there are at least two edges on the boundary with different lengths. \( \square \)
Remark 4. The argument above also applies to another kind of boundary condition, which is not restricted to a finite region of the tree, but instead requires that in each direction the edge lengths asymptotically approach a constant.

We explain this remark below.

Definition 12. A infinite path in the tree is a path formed by infinitely many edges, i.e one that extends to infinity on both ends.

Definition 13. An infinite tree satisfies the asymptotically constant boundary value condition if there exists a constant $c$ such that the edge lengths along every infinite path in the tree approach $c$.

Theorem 2. For an infinite tree satisfying the asymptotically constant boundary value condition, the unique solution to the equations of motion (3.1) is the constant edge length setting.

Proof. The proof is the same as that of Theorem 1 above. \qed

3.2 No-go theorem on the existence of solutions to the tree equations of motion

In this subsection we discuss a more general boundary value problem. We will solve the equations of motion on a finite region of the tree satisfying this more general boundary condition.

First we need to review the following lemma, proven in [1].

Lemma 4. For any length configuration, we have

$$\frac{c_i^2}{d_i} \leq q + 1,$$

(3.4)

where $q + 1$ represents the number of edges connected to vertex $i$. Furthermore, equality in Eq. (3.4) holds if and only if all edge lengths around vertex $i$ are equal.

Proof. Immediate from the Cauchy-Schwarz inequality. \qed

Theorem 3. If

$$\sum_{i \in V(\partial \Sigma)} \sum_{j \sim i} \left( \frac{1}{a_{ij}} \frac{c_i}{d_i} - 1 \right) < 0,$$

(3.5)

then there exist no bulk solutions.
The intuition to proving Theorem 3 comes from General Relativity, where one sometimes makes use of the so-called “trace-reversed Einstein equations.”

Proof. Starting from Eq. (3.1) and summing over all edges in Σ, we have

\[
0 = \sum_{(ij) \in E(\Sigma)} \left[ \frac{1}{P_{(ij)}} \left( \frac{c_i^2}{d_i^2} + \frac{c_j^2}{d_j^2} \right) - \frac{c_i}{d_i} - \frac{c_j}{d_j} \right] \tag{3.6}
\]

\[
= \sum_{i \in V(\Sigma - \partial\Sigma)} \frac{c_i}{d_i} \left[ \frac{c_i^2}{d_i} - (q + 1) \right] + \sum_{i \in V(\partial\Sigma)} \sum_{j \sim i} \left( \frac{1}{P_{(ij)}} \frac{c_i}{d_i} - 1 \right). \tag{3.7}
\]

By Lemma 4 the square bracket is non-positive, which completes the proof.

We now state two particular cases of Theorem 3.

Remark 5. Suppose \( c_i/d_i \) is constant for all \( i \in V(\partial\Sigma) \), and let

\[
a^{(\text{bdy})} := \frac{c_i}{d_i}, \quad i \in V(\partial\Sigma). \tag{3.8}
\]

Theorem 3 states that the only bulk solution obeying \( P_{(ij)} \geq a^{(\text{bdy})} \), for all \( i \in V(\partial\Sigma), j \sim i, j \in V(\Sigma) \), is given by

\[
P_{(kl)} = a^{(\text{bdy})}, \tag{3.9}
\]

for all \( (kl) \in E(\Sigma) \).

Corollary 1. Suppose that for every vertex \( i \in V(\partial\Sigma) \) on the boundary, there is a unique edge \( \langle ii_0 \rangle \) from \( \partial\Sigma \) to the rest of \( \Sigma \), as in the right panel of Figure 2. Then, if

\[
P_{(ii_0)} \geq P_{(ij)} \tag{3.10}
\]

for all \( i \in V(\partial\Sigma), j \sim i, j \neq i_0 \), with strict inequality for at least one edge \( \langle ij \rangle \), there exists no bulk solution.

Proof. In this case we have

\[
\sum_{j \sim i \atop j \in V(\Sigma)} \left( \frac{1}{P_{(ij)}} \frac{c_i}{d_i} - 1 \right) = \sum_{j \sim i \atop j \neq i_0} \frac{P_{(ii_0)}/P_{(ij)}}{1 + \sum_{j \sim i \atop j \neq i_0} P_{(ii_0)}/P_{(ij)}}, \tag{3.11}
\]

so if \( P_{(ii_0)} \geq P_{(ij)} \) for all edges, and the inequality is strict for at least one edge, the second term in Eq. (3.7) is negative. \( \square \)
4 Bounds on the action

In this section we consider which edge length configurations extremize the action, for graphs which are infinite trees, or an infinite network of hexagons.

While the bulk contribution to the action is the edge sum of the Lin-Lu-Yau curvature $K_{(ij)}$, in general there is no one canonical prescription for the boundary term. This is because different boundary terms correspond to different boundary value problems.

We will consider two types of boundary terms:

1. A Gibbons-Hawking-York term, of the type considered in Section 3.2 of [1]. In this formulation, the action can be written as

$$ S_{\Sigma} = \sum_{(ij) \in E(\Sigma)} K_{(ij)} + \sum_{i \in V(\partial \Sigma)} k_i, \quad (4.1) $$

where $k_i$ is the $p$-adic analog of extrinsic curvature. The term $k_i$ is picked such that the equations of motion have the same expression for all edges inside $\Sigma$, assuming no contribution to the variation from the edges outside $\Sigma$. This term thus corresponds to Dirichlet boundary conditions.

2. No boundary term, so that the action is just

$$ S_{\Sigma} = \sum_{(ij) \in E(\Sigma)} K_{(ij)}. \quad (4.2) $$

4.1 Minimum action edge length setting

Let’s first consider the question of minimizing the action on $\Sigma$, with the Gibbons-Hawking-York term. In this Section 4.1 only, we will restrict ourselves to boundaries $\partial \Sigma$ such that for any vertex $i \in V(\partial \Sigma)$, there is always a unique edge (which we denote $(ii_0)$) from $i$ into $V(\Sigma - \partial \Sigma)$, as in the second panel of Figure 2.

We have (see [1] for the details)

$$ S_{\Sigma}^{GHY} = \sum_{E(\Sigma)} K_{(ij)} + \sum_{V(\partial \Sigma)} k_i \quad (4.3) $$

$$ = \sum_{i \in V(\Sigma - \partial \Sigma)} \sum_{j \sim i} \frac{1}{d_i P_{(ij)}} \left( \frac{2}{P_{(ij)}} - c_i \right) - \sum_{i \in V(\partial \Sigma)} \frac{c_i^2}{d_i}. \quad (4.4) $$
Performing the \( j \) sum, this equals

\[
S_{\Sigma}^{\text{GHY}} = \sum_{i \in V(\Sigma - \partial \Sigma)} \left( 2 - \frac{c_i^2}{d_i} \right) - \sum_{i \in V(\partial \Sigma)} \frac{c_i^2}{d_i}.
\] (4.5)

We have arrived at the following lemma, which applies when region \( \Sigma \) obeys the constant boundary value condition in Definition 11.

**Lemma 5.** For a region \( \Sigma \) such that all edges in \( E(\partial \Sigma) \) (i.e. not in \( E(\Sigma) \), but with one endpoint in \( V(\partial \Sigma) \)) have the same edge length \( e \), the minimum value of the action \( S_{\Sigma}^{\text{GHY}} \) is obtained by setting all edge lengths in \( \Sigma \) equal to \( e \).

**Proof.** Immediate from Eq. (4.5) and Lemma 4. \qed

It is also possible to show that with no boundary term in the action, the constant edge length setting is still minimizing. We encapsulate this in the following lemmas.

**Lemma 6.** The action

\[
S_{\Sigma} = \sum_{(ij) \in E(\Sigma)} K_{(ij)}
\] (4.6)

equals

\[
S_{\Sigma} = \sum_{i \in V(\Sigma - \partial \Sigma)} \left( 2 - \frac{c_i^2}{d_i} \right) + \sum_{i \in V(\partial \Sigma)} \left( \frac{P_{(ij)}^{-2}}{P_{(ij)}^{-2} + D_i} - \frac{P_{(ij)}^{-1} P_{(ij)}^{-1} + C_i}{P_{(ij)}^{-2} + D_i} \right),
\] (4.7)

where \( i_0 \) is the unique vertex in \( V(\Sigma - \partial \Sigma) \) neighboring \( i \in V(\partial \Sigma) \), and we denote

\[
C_i := \sum_{\substack{j \sim i \atop j \neq i_0}} P_{(ij)}^{-1},
\] (4.8)

\[
D_i := \sum_{\substack{j \sim i \atop j \neq i_0}} P_{(ij)}^{-2}.
\] (4.9)

**Proof.** Given the explicit expression (see [1])

\[
K_{(ij)} = \frac{2}{P_{(ij)}^2} \left( \frac{1}{d_i} + \frac{1}{d_j} \right) - \frac{1}{P_{(ij)}} \left( \frac{c_i}{d_i} + \frac{c_j}{d_j} \right)
\] (4.10)

for the tree curvature, the result follows immediately by direct computation. \qed
Given the action written in form (4.7), it is possible to obtain the result that the constant edge length setting gives the minimum action, when the edge lengths outside $\Sigma$ are fixed and all equal.

**Lemma 7.** For $i \in V(\partial \Sigma)$, the setting

$$P^*_{ii_0} = \frac{1}{C_i} + \sqrt{\frac{1}{C_i^2} + \frac{1}{D_i}}$$

(4.11)

minimizes the second term

$$2 \frac{P^{-2}_{(ij)}}{P^{-2}_{(ij)} + D_i} - P^{-1}_{(ij)} \frac{P^{-1}_{(ij)} + C_i}{P^{-2}_{(ij)} + D_i}$$

(4.12)

in the action (4.7).

**Proof.** By direct computation, $P_{(i_0)} = P^*_{i_0}$ is the local and global minimum. $\square$

**Theorem 4.** Suppose the edges in $E(\partial \Sigma)$ have lengths such that the values $C_i$ and $D_i$, as defined in Eqs. (4.8) – (4.9), are the same for all vertices $i \in V(\partial \Sigma)$. Then the setting

$$P_{(ij)} = P_{i_0},$$

(4.13)

for all edges $(ij) \in E(\Sigma)$, minimizes the action $S_\Sigma$ in Eq. (4.6).

**Proof.** From Eq. (4.7), there are two contributions to $S_\Sigma$, that is

$$S_\Sigma = \sum_{i \in V(\Sigma - \partial \Sigma)} \left( 2 - \frac{C_i^2}{D_i} \right) + \sum_{i \in V(\partial \Sigma)} \left( 2 \frac{P^{-2}_{(ij)}}{P^{-2}_{(ij)} + D_i} - P^{-1}_{(ij)} \frac{P^{-1}_{(ij)} + C_i}{P^{-2}_{(ij)} + D_i} \right).$$

(4.14)

From Lemma 4, the first term is minimized by setting all edge lengths in $E(\Sigma)$ equal, and from Lemma 7 the second term is minimized by setting all edge lengths $P_{(i_0)} = P^*_{i_0}$. Both minima can be achieved at the same time by setting $P_{(ij)} = P_{i_0}$ for all $(ij) \in E(\Sigma)$. $\square$

### 4.2 Maximum action edge length setting

We are now interested in obtaining a maximum bound on the action, both with and without the Gibbons-Hawking-York boundary term.
In this section we will impose a so-called perfect matching boundary condition. This boundary condition ensures that the perfect matching setting can be imposed for the edges in \( E(\Sigma) \), and we assume that the boundary \( \partial \Sigma \) is such that the perfect matching boundary condition exists. Note that in order to decide whether a boundary condition is a perfect matching boundary condition, one must have topological information on the interior of \( \Sigma \).

The philosophy for requiring the perfect matching boundary condition is that, in the interior of \( \Sigma \), the edge length setting maximizing the action is a perfect matching. We would like the pattern of edge lengths in the bulk to extend to the boundary, thus the perfect matching boundary condition is natural in the context of maximizing the action.

**Definition 14.** A perfect matching is a set of edges such that every vertex in the graph neighbors precisely one edge in the matching. For a fixed perfect matching, a “perfect matching setting” is a sequence \( \{A_i\}_{i \in \mathbb{N}} \) of edge length assignments, such that the edge lengths in the perfect matching in \( \{A_i\}_{i \in \mathbb{N}} \) converge to 0 absolutely, and the edge lengths in the complement converge to nonzero (possibly distinct) values. The perfect matching setting for a graph is the edge length setting given by having the lengths of edges in the perfect matching approach 0, and the lengths of the edges in the complement nonzero and arbitrary.

**Definition 15 (Perfect matching boundary condition).** For all edges with one endpoint in \( V(\partial \Sigma) \) and the other not in \( V(\Sigma) \), a “perfect matching boundary condition” is a sequence of edge length assignments that can be extended into a perfect matching setting for all edges with at least one endpoint in \( V(\Sigma) \).

For vertices \( i \in V(\partial \Sigma) \), the perfect matching boundary condition assigns edge lengths such that once the assignment is extended to a perfect matching setting on \( \Sigma \), precisely one edge with endpoint at \( i \) has vanishing length, once the limit is taken. A graphical representation of a perfect matching boundary condition is in Figure 2.

We will need the following lemma, which is a slight extension of Lemma 4.

**Lemma 8.** For all edge length configurations and for any vertex \( i \),

\[
1 < \frac{c_i^2}{d_i} \leq q + 1,
\]

where \( q + 1 \) is the number of edges connected to vertex \( i \).
Lemma 8 makes the following theorem straightforward.

**Theorem 5.** Consider the Lin-Lu-Yau curvature action, together with the Gibbons-Hawking-York boundary term, that is

$$S_{\Sigma}^{GHY} = \sum_{(ij) \in E(\Sigma)} K_{ij} + \sum_{i \in V(\partial \Sigma)} k_i.$$  \hfill (4.16)

Then the perfect matching setting for all edges with endpoints in $V(\Sigma)$ maximizes $S_{\Sigma}^{GHY}$.

The perfect matching setting maximizing $S_{\Sigma}$ is in Figure 2.

**Proof.** From Eq. (4.5), $S_{\Sigma}^{GHY}$ equals

$$S_{\Sigma}^{GHY} = \sum_{i \in V(\Sigma - \partial \Sigma)} \left(2 - \frac{c_i^2}{d_i}\right) - \sum_{i \in V(\partial \Sigma)} \frac{c_i^2}{d_i}.$$  \hfill (4.17)
We thus need to minimize $\sum_{i \in V(\Sigma)} c_i^2 / d_i$. From Lemma 8, we have that $c_i^2 / d_i > 1$. For the perfect matching setting in Definition 14 one edge length adjacent to vertex $i$ approaches zero, and all other edge lengths adjacent to $i$ are finite, for all vertices $i \in V(\Sigma)$; in this limit $c_i^2 / d_i \to 1$. Thus the individual contribution of each vertex $i$ to action (4.17) is maximized.

We now argue that the perfect matching setting maximizes the action even without the Gibbons-Hawking-York boundary term, subject to the perfect matching boundary condition, when there is a unique edge $\langle ii_0 \rangle$ between any vertex $i \in V(\partial \Sigma)$ and $V(\Sigma - \partial \Sigma)$.

From Lemma 6, in this case the action without the Gibbons-Hawking-York boundary term equals

$$S_\Sigma = \sum_{i \in V(\Sigma - \partial \Sigma)} \left(2 - \frac{c_i^2}{d_i}\right) + \sum_{i \in V(\partial \Sigma)} \left(2 \frac{P_{\langle ii_0 \rangle}^{-2}}{P_{\langle ii_0 \rangle}^{-2} + D_i} - P_{\langle ii_0 \rangle}^{-1} \frac{P_{\langle ii_0 \rangle}^{-1} + C_i}{P_{\langle ii_0 \rangle}^{-2} + D_i}\right). \tag{4.18}$$

This expression allows us to obtain an upper bound for the action $S_\Sigma$, as explained in the theorem below.

**Theorem 6.** Consider a finite region $\Sigma$ with the perfect matching boundary condition, and a perfect matching induced on $E(\Sigma)$ by the boundary condition. Let $L$ be the set of all possible edge lengths in $E(\Sigma) \cup E(\partial \Sigma)$, such that the edges not in the perfect matching have lengths greater than any $\epsilon > 0$. For each element in $L$, form an absolutely convergent sequence where the lengths of edges in $E(\partial \Sigma)$ converge to the perfect matching boundary condition, and let $S_{LIM}$ be the set of the limits of the action obtained in this manner. Let $S$ be the limit as $i \to \infty$ of the action for the perfect matching setting $\{A_i\}_{i \in \mathbb{N}}$ on all edges in $E(\Sigma)$. Then $S$ is the supremum of $S_{LIM}$.

**Proof.** From Lemma 8, the perfect matching setting maximizes the first term in Eq. (4.18). To extremize the second term, we note that there are two cases, depending on whether edge $\langle ii_0 \rangle$ is in the matching or not. If $\langle ii_0 \rangle$ is not in the matching, then there must be another edge neighboring $i_0$ which is in the matching and so has vanishing length; in this case we have

$$2 \frac{P_{\langle ii_0 \rangle}^{-2}}{P_{\langle ii_0 \rangle}^{-2} + D_i} - P_{\langle ii_0 \rangle}^{-1} \frac{P_{\langle ii_0 \rangle}^{-1} + C_i}{P_{\langle ii_0 \rangle}^{-2} + D_i} \to 0 \tag{4.19}$$
for any length assignment of edge \( (ii_0) \). If instead edge \( (ii_0) \) is in the matching, then
\[
2\frac{P^{-2}_{(ii_0)}}{P^{-2}_{(ii_0)} + D_i} - P^{-1}_{(ii_0)} + C_i = 1.
\]
(4.20)

But note that
\[
2\frac{P^{-2}_{(ii_0)}}{P^{-2}_{(ii_0)} + D_i} - P^{-1}_{(ii_0)} + C_i = \frac{1 - C_i P_{(ii_0)}}{1 + D_i P^2_{(ii_0)}} \leq 1,
\]
(4.21)
therefore 1 is the maximum value the second term can achieve in this case.  

4.2.1 Maximum bound for arbitrary finite graphs

We now derive a maximum bound for the action on an arbitrary graph \( G \). The derivation will be local, so it applies both to finite and infinite graphs. For the case discussed in the previous section, this bound will be weaker than the one derived there.

**Lemma 9.** For a finite graph \( G \) the action
\[
S = \sum_{(ij) \in E(G)} K_{(ij)}
\]
(4.22)
is bounded by
\[
S \leq 2 |E(G)|.
\]
(4.23)

**Proof.** From Lemma 2, by taking the limit we have
\[
S = \sum_{(ij) \in E(G)} K_{(ij)} \leq \sum_{(ij) \in E(G)} \frac{1}{P_{(ij)}} \left( \frac{c_i}{d_i} + \frac{c_j}{d_j} \right)
\]
(4.24)
\[
= \sum_{i \in V(G)} \frac{c_i^2}{d_i} \leq \sum_{i \in V(G)} \deg(i)
\]
(4.25)
\[
= 2 |E(G)|,
\]
(4.26)
where in the second inequality we used Lemma 4.  

**Remark 6.** For the complete graph \( K_n \), Lemma 9 gives
\[
S \leq n(n - 1).
\]
(4.27)

In Section 4.4 we will derive a stronger bound in the case of complete graphs.
Remark 7. The result derived above is local, in the sense that the contribution of each bulk vertex is bounded from above by $c_i^2/d_i$. Thus, it applies both to finite and infinite graph, with the appropriate boundary terms.

4.3 Hexagon lattice

We consider a graph consisting of an infinite lattice of hexagons (see Figure 3), which we denote as $G$. We will prove that the constant edge length setting gives the minimum action on a finite region $\Sigma$ of $G$, given a stronger constant boundary value condition.

In this section we will only consider the action $S_\Sigma$ with no Gibbons-Hawking-York boundary term, as it not immediate how extrinsic curvature should be defined for graphs which are not trees. Furthermore our results will be off-shell, that is we do not demand the equations of motion to be satisfied.

Definition 16 (Strong boundary value condition). For a finite region $\Sigma$ in $G$, we define the strong constant boundary value condition as requiring that all edges in $E(\partial\Sigma)$ have length equal to a constant $c$. Furthermore, we require all edges that are one or two edge steps away from $E(\partial\Sigma)$ to also have lengths equal to $c$.

The strong boundary condition is represented graphically in Figure 3. In the rest of this section we will assume that the graph $G$ satisfies the strong boundary condition in Definition 16.

Definition 17. Given an edge $\langle ij \rangle \in E(G)$, we define the tree-curvature on it as

$$K^T_{\langle ij \rangle} := -\frac{1}{P_{\langle ij \rangle}} \left[ \frac{c_i^T}{d_i^T} + \frac{c_j^T}{d_j^T} - \frac{2}{P_{\langle ij \rangle}} \left( \frac{1}{d_i^T} + \frac{1}{d_j^T} \right) \right], \quad (4.28)$$

where

$$c_i^T := \sum_{v \sim i} \frac{1}{P_{\langle vi \rangle}}, \quad (4.29)$$

$$d_i^T := \sum_{v \sim i} \frac{1}{(P_{\langle vi \rangle})^2}. \quad (4.30)$$

Definition 18. Given the hexagon lattice graph $G$, we define the tree-action of a finite region $\Sigma$ as

$$S_T := \sum_{\langle ij \rangle \in E(\Sigma)} K^T_{\langle ij \rangle}. \quad (4.31)$$
Figure 3: The hexagon lattice graph $G$. The boundary $\partial \Sigma$ is represented dashed, and the edges to which the strong boundary condition applies are in bold.

The intuition behind Definitions 17 and 18 is that the curvature for each edge is computed as if coming from a Wasserstein distance where the 1-Lipschitz extremization is saturated for the edge and all its edge neighbors.

**Lemma 10.** We have

\[
S_T = \sum_{i \in V(\Sigma - \partial \Sigma)} \left(2 - \frac{(c_i^T)^2}{d_i^T}\right) - \sum_{i \in V(\partial \Sigma)} \frac{1}{3}.
\]  

(4.32)

Proof. This follows from direct computation, by summing up the edge curvatures around each vertex.

**Lemma 11.** For any edge $\langle ij \rangle \in E(\Sigma)$, we have

\[
K_{ij}^T \leq K_{ij}.
\]  

(4.33)

Proof. For an edge $\langle ij \rangle \in E(\Sigma)$, we denote by $W_{ij}^T$ the Wasserstein cost obtained by saturating the 1-Lipschitz extremization for $\langle ij \rangle$ and the edges adjacent to it (see Figure 4). Since this is the same as extremization on the tree, $K_{ij}^T$ in Eq. (4.28) is
Figure 4: The 1-Lipschitz function configuration for computing $K^T_{(ij)}$. The function is not assigned beyond vertices $i, j, k, k', l, l'$. $K^T_{(ij)}$ only has the interpretation of curvature if the function can be extended to the rest of the graph, and if $K^T_{(ij)}$ corresponds to the Wasserstein maximum.

related to $W^T_{(ij)}$ via the formula

$$K^T_{(ij)} = \lim_{t \to 0} \frac{1}{t} \left( 1 - \frac{W^t_{(ij)}}{P_{(ij)}} \right). \quad (4.34)$$

Because $W^T_{(ij)}$ may not correspond to the minimum transportation plan, we have

$$W_{(ij)} \leq W^T_{(ij)}, \quad (4.35)$$

and since $K_{(ij)}$ is defined as

$$K_{(ij)} = \lim_{t \to 0} \frac{1}{t} \left( 1 - \frac{W_{(ij)}}{P_{(ij)}} \right), \quad (4.36)$$

it follows that

$$K_{(ij)} \geq K^T_{(ij)}. \quad (4.37)$$
Theorem 7. For the action

\[ S_{\Sigma} = \sum_{\langle ij \rangle \in E(\Sigma)} K_{\langle ij \rangle} \]  

(4.38)

we have \( S_{\Sigma} \geq S_T \). Furthermore, for the strong boundary condition, \( S_{\Sigma} \) achieves its minimum when all edges in \( E(\Sigma) \) have constant edge length.

Proof. The inequality follows directly from Lemma 11. From Lemma 10, \( S_T \) achieves its minimum for the constant edge length setting on \( E(\Sigma) \). We assign the 1-Lipschitz function at the vertices so that the minimum transportation plan is equal to the one used for computing \( W_{\langle ij \rangle} \) (i.e. such that the Lipschitz inequality is saturated, as in Figure 4). If the strong boundary condition holds, then (by assigning the Lipschitz function so that the Lipschitz inequality is saturated for all edges one and two steps away from \( E(\partial \Sigma) \) it is possible to extend the assignment of the Lipschitz function to the entire graph, \( G \) so that the Lipschitz inequality is obeyed everywhere. Then \( K_{\langle ij \rangle} = K_{\langle ij \rangle}^T \) for \( \langle ij \rangle \in E(\Sigma) \).

Remark 8. For the hexagon lattice graph with constant edge length setting, the first derivative of the action \( S_{\Sigma} \) with respect to the edge length of a particular edge \( \langle ij \rangle \) is discontinuous.

For triangle and square lattice graphs, by direct computation the constant edge length setting gives action equal to zero. We conjecture the following.

Conjecture 1. For triangle and square lattice graphs, the constant edge length setting gives the maximum action.

4.4 Complete graphs: Maximum action edge length setting

In this section we will present some results for the complete graph on \( n \) vertices, which we denote \( K_n \). Since complete graphs are finite, in this section we will not have to impose boundary conditions or to introduce boundary terms.

In contrast with trees, we will prove that for complete graphs the constant edge length setting is the maximum action setting.

Lemma 12. For \( i, j, k \in V(K_n) \), \( P_{\langle ij \rangle} + P_{\langle jk \rangle} \geq P_{\langle ik \rangle} \). This is the triangle inequality on graphs.

Proof. This directly follows from the definition of the geodesic distance.
Figure 5: A visualization of the transportation of $D_{t,i}$ to $D_{t,j}$ along edge $\langle ij \rangle$.

Definition 19. We define the partial cost between vertices $i, j$ as

$$W_{p}^{i \rightarrow j} := \left(1 - t - \frac{P_{\langle ij \rangle}^{-2}}{d_{i}}\right)P_{\langle ij \rangle}$$

(4.39)

$W_{p}^{i \rightarrow j}$ can be understood as a certain part of the transportation or Wasserstein cost.

Lemma 13. We define an action associated to $W_{p}$ as

$$S_{p} := \sum_{i \in V(K_{n})} \sum_{j \sim i} \lim_{t \to 0} \frac{1 - W_{p}^{i \rightarrow j}P_{\langle ij \rangle}^{-1}}{2t}.$$  

(4.40)

Then for a constant edge length setting on a complete graph with $n$ vertices, the action $S_{p}$ equals

$$S_{p} = \frac{n^{2}}{2}.$$  

(4.41)

Proof. Plugging in the definitions, by direct computation we obtain

$$S_{p} = \sum_{i \in V(K_{n})} \sum_{j \sim i} \frac{1 - W_{p}^{i \rightarrow j}P_{\langle ij \rangle}^{-1}}{2t} = \frac{n^{2}}{2}.$$  

(4.42)

Now let’s prove this is the largest possible action. We approach this by proving that other transportation costs on $\langle ij \rangle$ will be greater than $W_{p}^{i \rightarrow j}$.

Lemma 14 (Local transportation cost lower bound). For any transportation cost $W_{\langle ij \rangle}$ on $\langle ij \rangle$, we have

$$2W_{\langle ij \rangle} \geq W_{p}^{i \rightarrow j} + W_{p}^{j \rightarrow i}.$$  

(4.43)

Proof. A schematic representation of the Wasserstein transportation distance is in Figure 5. As in [1], for a small positive parameter $t$, the two probability distributions
entering the Wasserstein distance for edge $\langle ij \rangle$ are defined as

$$
\psi_{t,i}(k) := \begin{cases} 
1 - t & \text{if } k = i \\
\frac{P_{(ik)}}{d_i} t & \text{if } k \sim i 
\end{cases}
$$

\number{4.44}

for the probability distribution centered at $i$, and similarly for the one centered at $j$. Note that in a complete graph any two vertices are neighbors. When we consider the transportation cost between vertex $i$ and vertex $j$, there must be $W_i := 1 - t - \frac{P_{(ij)}}{d_j} t$ amounts of distribution transported out of $i$ and also $j$ should receive $W_j := 1 - t - \frac{P_{(ij)}}{d_i} t$. We denote the absolute value of the difference of these two costs by $q$, i.e.

$$
q := |W_i - W_j|
$$

\number{4.45}

$$
q = \left| \frac{1}{d_i} - \frac{1}{d_j} \right| \frac{P_{(ij)}^{-2}}{t}.
$$

\number{4.46}

From the triangle inequality, to achieve the minimum contribution to the Wasserstein distance, the minimum between $W_i$ and $W_j$ must be transported from $i$ to $j$ along the path of geodesic distance $P_{(ij)}$, giving a contribution to the Wasserstein distance of

$$
\Delta W_1 := (1 - t) P_{(ij)}^{-1} - \max \left( \frac{1}{d_i}, \frac{1}{d_j} \right) \frac{P_{(ij)}^{-1}}{t}.
$$

\number{4.47}

Assume wlog that $d_i \leq d_j$, such that $\Delta W_1$ becomes

$$
\Delta W_1 = (1 - t) P_{(ij)}^{-1} - \frac{P_{(ij)}^{-1}}{d_i^* t},
$$

\number{4.48}

and $q$ becomes

$$
q = \left( \frac{1}{d_i} - \frac{1}{d_j} \right) \frac{P_{(ij)}^{-2}}{t}.
$$

\number{4.49}

Consider now the probability amount $q$. This amount cannot be moved along the path $P_{(ij)}$, so it must be moved along the paths $P_{(ik)}$ or $P_{(jk)}$ connecting $i$ and $j$ to neighbors $k$ other than $j$ and $i$. Divide $q$ into $q_k$, where $k$ stands for vertices in the graph other than $i$ and $j$. Since $d_i < d_j$, we have $-1/d_i < -1/d_j$ and so $W_j < W_i$, and the probability $q$ must be moved only along the edges out of $i$. This probability goes to the vertices $k$ for which

$$
\frac{P_{(ik)}^{-2}}{d_i} \leq \frac{P_{(jk)}^{-2}}{d_j},
$$

\number{4.50}
since this probability transfer must decrease the probability distribution centered at $i$ and increase the one centered at $j$. Denote the set of such vertex $k$ by $K$. Then since $d_i < d_j$, from Eq. (4.50) for these vertices $k \in K$ we must have $P_{(ik)}^{-2} \leq P_{(jk)}^{-2}$, that is

$$P_{(ik)} \geq P_{(jk)}. \tag{4.51}$$

We thus have that the contribution to the Wasserstein distance of the transfer along edges $\langle ik \rangle$ with $k \in K$ is

$$\Delta W_2 := \sum_{k \in K} q_k P_{(ik)}, \tag{4.52}$$

and from Eq. (4.51) we have

$$\sum_{k \in K} q_k P_{(ik)} \geq \sum_{k \in K} q_k P_{(jk)}. \tag{4.53}$$

We have thus obtained

$$\Delta W_2 \geq \sum_{k \in K} \frac{1}{2} q_k \left( P_{(ik)} + P_{(jk)} \right) \tag{4.54}$$

$$\geq \frac{1}{2} \sum_{k \in K} q_k P_{(ij)} \tag{4.55}$$

$$= \frac{1}{2} q P_{(ij)}, \tag{4.56}$$

where the last inequality is the triangle inequality. Therefore we have shown

$$W_{(ij)} \geq \Delta W_1 + \Delta W_2 \tag{4.57}$$

$$= (1 - t) P_{(ij)}^{-1} - \left( \frac{1}{d_i} + \frac{1}{d_j} \right) P_{(ij)}^{-1} t. \tag{4.58}$$

This completes the proof.

We have arrived at the following result.

**Theorem 8.** For the complete graph $K_n$, the constant edge length setting achieves the maximum action, which is equal to $n^2/2$. 
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Proof. By Lemmas 13 and 14 we have

\[ S = \sum_{\langle ij \rangle \in E(K_n)} K_{ij} = \sum_{\langle ij \rangle \in E(K_n)} \lim_{t \to 0} \frac{1 - W_{ij} P_{ij}^{-1}}{t} \]  \hspace{1cm} (4.59)

\leq \sum_{\langle ij \rangle \in E(K_n)} \lim_{t \to 0} \frac{1 - (W_{i\rightarrow j} + W_{j\rightarrow i}) P_{ij}^{-1}/2}{t} \]  \hspace{1cm} (4.60)

\[ = \sum_{i \in V(K_n)} \sum_{j \sim i} \lim_{t \to 0} \frac{1 - W_{i\rightarrow j} P_{ij}^{-1}}{2t} \]  \hspace{1cm} (4.61)

\[ = \frac{n^2}{2}. \]  \hspace{1cm} (4.62)

If all edge lengths are equal, then \( d_i = d_j \) for all edges \( \langle ij \rangle \in K_n \), and from the proof of Lemma 14 we have \( W_{ij} = 2 (W_{i\rightarrow j} + W_{j\rightarrow i}) \) in this case, so the inequality is saturated.

Conjecture 2. By direct computation, for complete graphs the action for a perfect matching setting equals \( n \), the number of vertices in the graph. We conjecture that the minimum action for complete graphs \( K_n \) with even number of vertices is achieved by the perfect matching setting, in analogy to the tree case.

We have also conducted an analysis of attainable bounds for some simple finite graphs. The results are encapsulated in the two remarks below.

Remark 9. For the finite graph formed by a loop with three vertices (i.e. a triangle with edges \( a, b, c \)), the minimum action is \( 18/5 \), given by the edge length setting \( l(a) : l(b) : l(c) = 1 : 1 : 2 \). The maximum action is \( 9/2 \), obtained by the setting \( l(a) : l(b) : l(c) = 1 : 1 : 1 \).

Remark 10. For the finite graph formed by a loop with four vertices (i.e. a square with edges \( a, b, c, d \)), a numerical analysis suggests that the maximum action is 5, given by the edge length setting \( l(a) = l(b) + 1, l(d) = 1, l(c) = 0, \) and \( l(b) \) going to infinity (extremely large compared to \( l(d) \) and \( l(c) \)), and the minimum action is \( 6 - 2\sqrt{2} \), obtained by \( l(a) = 1 + \sqrt{2}, l(b) = 1 + \sqrt{2}, l(c) = 1 \) and \( l(d) = 1 \).

For both the triangle and the square the minimum action is given by the degenerate edge length setting, i.e. the edge length setting for which the vertices and edges can be embedded into a line.
5 Solutions to the equations of motion without boundary condition

In this section we will present solutions to the tree equations of motion (tEoM) (3.1) for $T_q$, without imposing boundary conditions.

**Definition 20.** For a given edge setting $M_q$ for $T_q$, we denote by $M_q/\lambda$ the setting that is obtained by dividing every edge length in $M_q$ by a constant $\lambda \in \mathbb{R}$.

The following lemma was also given in [1].

**Lemma 15.** For a tree $T_q$, if a setting $M_q$ is a solution to the tEoM, then for any $\lambda \in \mathbb{R}$ and $\lambda \neq 0$, $M_q/\lambda$ is also a solution to the tEoM.

**Proof.** Immediate by direct computation.

5.1 Solutions for $T_1$

Even though $q$ should be prime in tree $T_q$, a tree with $q = 1$ still offers significant insights. Graphically, $T_1$ is just a line with each vertex being connected to two edges. The tEoM (3.1) on $\langle ij \rangle \in T_1$ can be written as

$$P^{-1}_{(ij)} \left( \frac{(P^{-1}_{(ii')} + P^{-1}_{(ij)})^2}{(P^{-2}_{(ii')} + P^{-2}_{(ij)})^2} + \frac{(P^{-1}_{(ij)} + P^{-1}_{(jj')})^2}{(P^{-2}_{(ij)} + P^{-2}_{(jj')})^2} \right) - \frac{P^{-1}_{(ii')} + P^{-1}_{(ij)}}{P^{-2}_{(ii')} + P^{-2}_{(ij)}} - \frac{P^{-1}_{(ij)} + P^{-1}_{(jj')}}{P^{-2}_{(ij)} + P^{-2}_{(jj')}} = 0. \quad (5.1)$$

Theorem 9 below characterizes the solutions to the tEoM when $q = 1$. A version of this theorem may be true even for $q > 1$; see Conjectures 3 and 4.

**Theorem 9.** For any setting of $T_1$ as a solution to the tEOM, if there exists a vertex $i \in T_1$ such that both edges connected to $i$ have the same length, then the setting is a constant solution.

**Proof.** We prove this by induction. Start from an edge denoted $N_0$. Denote the edges on one side of $N_0$ as $N_1, N_2, N_3, \ldots$ in order, and the edges on the other side as $N_{-1}, N_{-2}, N_{-3}, \ldots$, as shown in Figure 6.

First consider the positive side. For the base step, suppose $P_{N_0} = P_{N_1}$. By Lemma 3, we have $P_{N_2} = P_{N_0} = P_{N_1}$. Similarly, for any non-negative integer $n$, if we assume $P_{N_n} = P_{N_{n+1}}$, by Lemma 3, we have $P_{N_{n+2}} = P_{N_n} = P_{N_{n+1}}$, which completes the induction step.
A similar proof follows for the negative side.

\[ \ldots N_{-3} N_{-2} N_{-1} N_0 N_1 N_2 N_3 \ldots \]

Figure 6: Edge labeling for \( q = 1 \).

**Corollary 2.** For \( T_1 \), if a setting \( M_1 \) is a non-constant solution to the tEoM, then its edge lengths are strictly monotonic.

**Proof.** This corollary follows Theorem 9 and Lemma 3.

**Theorem 10.** Denote the edges in \( T_1 \) by \( \{N_i\}_{i \in \mathbb{Z}} \), as in Figure 6. For a strictly monotonic setting \( M_1 \), let \( r_k := \frac{P_{N_k}^{-1}}{P_{N_{k-1}}^{-1}} \), and suppose wlog \( r_0 > 1 \). Then \( M_1 \) is a solution to the tEoM if and only if for any \( k \in \mathbb{Z} \), \( P_{N_{k+1}}^{-1}/P_{N_k}^{-1} \) equals either \( r_0 \) or \( (r_0 + 1)/(r_0 - 1) \).

**Proof.** Since \( M_1 \) is a solution to the tEoM (5.1), for edge \( N_1 \) we have

\[
P_{N_0}^{-1} \left[ \frac{(P_{N_0}^{-1} + P_{N_1}^{-1})^2}{(P_{N_0}^{-2} + P_{N_1}^{-2})^2} + \frac{(P_{N_0}^{-1} + P_{N_{k-1}}^{-1})^2}{(P_{N_0}^{-2} + P_{N_{k-1}}^{-2})^2} \right] - \frac{P_{N_0}^{-1} + P_{N_1}^{-1}}{P_{N_0}^{-2} + P_{N_1}^{-2}} - \frac{P_{N_0}^{-1} + P_{N_{k-1}}^{-1}}{P_{N_0}^{-2} + P_{N_{k-1}}^{-2}} = 0. \tag{5.2}
\]

Solving this equation for \( r_1 \) in terms of \( r_0 \) we obtain four roots,

\[
r_1 \in \left\{ r_0, \frac{r_0 + 1}{r_0 - 1}, \frac{1 - r_0}{r_0 + 1}, \frac{1}{r_0} \right\}. \tag{5.3}
\]

Since \( r_0 > 1 \), only the first two roots give positive edge lengths. Next, solving for \( r_2 \) in terms of \( r_1 \) and demanding positivity we obtain

\[
r_2 = r_1 \quad \text{or} \quad r_2 = \frac{r_1 + 1}{r_1 - 1}, \tag{5.4}
\]

which in terms of \( r_0 \) is again

\[
r_2 = r_0 \quad \text{or} \quad r_2 = \frac{r_0 + 1}{r_0 - 1}. \tag{5.5}
\]

Thus, by induction any \( r_k \) must equal \( r_0 \) or \( (r_0 + 1)/(r_0 - 1) \), and any sequence of these two ratios gives a monotonic setting.
Since Theorem 9 and Theorem 10 cover all cases for any two adjacent edge lengths in a setting, they summarize all types solutions to the tEoM for $T_1$, up to the overall scale factor.

5.2 Solutions for $T_q$ with odd $q > 1$

This section discuss some solutions to the tEOM on $T_q$ with odd $q > 1$. When $q$ is odd, there are an even number of edges connected to each vertex.

Definition 21 (Half-half setting). A half-half setting for $T_q$ with $q$ odd is any setting such that for every vertex $i$ in $T_q$, $(q + 1)/2$ edges have the same edge length $\ell_1(i)$, and the other $(q + 1)/2$ edges have the same edge length $\ell_2(i)$.

Note that $\ell_1(i)$ and $\ell_2(i)$ can change from one vertex to another, and by definition a constant solution is a half-half solution.

Theorem 11. For any half-half setting of $T_q$ that is a solution to the tEoM, if there exists a vertex $i \in V(T_q)$ such that all edges connected to $i$ are equal, then the setting is a constant solution.

Proof. Similar to Theorem 9, this theorem follows immediately from Lemma 3 and induction.

Theorem 12. For $T_q$ with odd $q$, a non-constant half-half setting is a solution to the tEoM if and only if every strictly monotonic path in the setting is a solution to the tEoM as a setting for $T_1$.

We call this type of solution a half-half solution, and it can have infinitely many shapes. Figure 7 gives an example of a half-half solution for $T_3$. Note that half-half solutions are more general than the solutions presented in Section 5 of [1], since for those solutions the ratio of two distinct edge lengths adjacent to the same vertex is always the same factor $\beta$, whereas the half-half solutions can have multiple values for the ratio.

Proof. Let’s now prove Theorem 12. Suppose $M_q$ is a non-constant half-half setting for $T_q$ and let $n := (q + 1)/2$. Given any edge $\langle ij \rangle \in E(T_q)$, $n$ of the edges connected to $i$ have length $P_{\langle ij \rangle}$, and denote the length of the other $n$ edges by $P_{\langle ii' \rangle}$. Similarly, we denote the length of the $n$ edges adjacent to $j$ by $P_{\langle jj' \rangle}$. By Theorem 11, we have
\[ P_{(ii')} \neq P_{(ij)}, \quad P_{(jj')} \neq P_{(ij)} \quad \text{and} \quad P_{(ii')} P_{(ij)} P_{(jj')} \] are strictly monotonic. The tEOM for \( \langle ij \rangle \) both in \( T_q \) and in the \( T_1 \) given by a path containing \( \langle ii' \rangle, \langle ij \rangle, \) and \( \langle jj' \rangle \) is

\[
P_{(ij)}^{-1} \left( \frac{(P_{(ii')}^{-1} + P_{(ij)}^{-1})^2}{(P_{(ii')}^{-2} + P_{(ij)}^{-2})^2} + \frac{(P_{(ij)}^{-1} + P_{(jj')}^{-1})^2}{(P_{(ij)}^{-2} + P_{(jj')}^{-2})^2} \right) - \frac{P_{(ii')}^{-1} + P_{(ij)}^{-1}}{P_{(ii')}^{-2} + P_{(ij)}^{-2}} - \frac{P_{(ij)}^{-1} + P_{(jj')}^{-1}}{P_{(ij)}^{-2} + P_{(jj')}^{-2}} = 0, \tag{5.6}
\]

which proves the theorem.

\[ x \in \mathbb{R} \quad \text{and} \quad x > 1, \quad y = \frac{x + 1}{x - 1}. \]

**Figure 7:** A half-half solution for \( T_3 \). Note \( x \in \mathbb{R} \) and \( x > 1, \) \( y = (x + 1)/(x - 1). \)

**Definition 22.** A geometric half-half solution is a half-half solution in which all strictly monotonic paths are in the same geometric progression.

**Remark 11.** The tree curvature of any geometric half-half solution for \( T_q \) is constant and equal to

\[
K_{(ij)} = \frac{3 - q}{1 + q} - \frac{2r}{1 + r^2}, \tag{5.7}
\]

where \( r \) is the ratio of the progression. The \( c_i^2/d_i \) ratio of any vertex in a geometric half-half solution for \( T_q \) is constant and equal to

\[
c_i^2/d_i = \frac{(q + 1)(1 + r)^2}{2 (1 + r^2)}. \tag{5.8}
\]

Expression (5.7) is always positive for \( q = 1 \). This is consistent with the intuition that the curvature being negative comes from the branching, which does not happen when the graph is a line. Note also that Eq. (5.7) does not apply for \( q = 2 \).
Remark 12. There exist solutions to the tEoM that are not half-half solutions.

Such solutions can be constructed by the following algorithm, for tree $T_q$ with $q$ odd:

1. Start from a vertex $i$ such that $m$ edges connected to it have length 1, another $m$ have length $x$, $s$ edges have length $\alpha$, and another $s$ have length $\alpha y$, where $x$, $y$, $\alpha$ are positive real numbers and $m$, $s$ are non-negative integers such that $2(m + s) = q + 1$;

2. Given a vertex $i' \sim i$, if $P_{(ii')} = 1$, let the edges connected to $i'$ have the length of the edges connected to $i$ divided by $x$; if $P_{(ii')} = x$, let the edges connected to $i'$ have the length of the edges connected to $i$ multiplied by $x$; if $P_{(ii')} = \alpha$, let the edges connected to $i'$ have the length of the edges connected to $i$ divided by $y$; if $P_{(ii')} = \alpha y$, let the edges connected to $i'$ have the length of the edges connected to $i$ multiplied by $y$;

3. Using the rules above, construct the setting iteratively for all the other vertices.

![Figure 8: Building the setting iteratively when $q = 3$, according to the algorithm in the proof of Theorem 12. The starting vertex is lower left; moving along the $m$ edges multiplies by $x$ or $x^{-1}$, and along the $s$ edges multiplies by $y$ or $y^{-1}$.](image)

For example, when $m = s = 1$, i.e. $q = 3$, we obtain the setting shown in Figure 8. Note that this edge length assignment has $x \leftrightarrow y$, $\alpha \leftrightarrow 1/\alpha$, $s \leftrightarrow m$ symmetry. Because the tEOM are invariant under a constant scaling, a priori there are only two
expressions for the equations of motion in terms of the variables $\alpha$, $x$, and $y$, namely on the $m$ edges and on the $s$ edges. However, it turns out for this particular choice of edge lengths that the two equations of motion coincide up to an overall multiplicative factor, and furthermore the factor in the equation of motion which gives nontrivial positive solutions is independent of $m$ and $s$. The equation of motion therefore is equivalent to

\[ \alpha y(y + 1) (x^2 + 1) = x(x + 1) (y^2 + 1) , \]  

which is solved by

\[ x = \frac{y^2 + 1 \pm \sqrt{(y^2 + 1)^2 - 4\alpha y(y + 1)[\alpha y + (\alpha - 1)y^2 - 1]}}{2y(\alpha + (\alpha - 1)y) - 2}. \]  

Eq. (5.10) admits positive solutions for $x$ and $y$. For instance, choosing $\alpha = 1/4$ and $y = 3$ gives

\[ x = \frac{1}{2} \left( \sqrt{46} - 5 \right) , \]  

which is positive.

**Remark 13.** In general, the solutions to the tree equations of motions can contain more than two geometric progressions. This adds many possibilities to the forms the solutions can take.

We conclude by giving two conjectures on the existence of solutions. The intuition behind these conjectures is that if there exists a vertex $i$ such that all edges around it have equal lengths, then evolving the tEOM away from this vertex will lead to edge lengths that are no longer positive after a finite number of steps, unless the edge lengths are all constant.

**Conjecture 3.** For $T_q$, if a setting $M_q$ is a solution to the tEoM with positive edge lengths for all edges and there exists a vertex $i \in T_q$ such that all edges connected to $i$ are equal, then $M_q$ is a constant solution.

**Conjecture 4.** There exists no non-constant solution to the tEoM for $T_2$ with all edge lengths positive.
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