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Abstract: The availability of powerful non-invasive neuroimaging techniques has given rise to various studies that aim to map the human brain. These studies focus on not only finding brain activation signatures but also on understanding the overall organization of functional communication in the brain network. Based on the principle that distinct brain regions are functionally connected and continuously share information with each other, various approaches to finding these functional networks have been proposed in the literature. In this paper, we present an overview of the most common methods to estimate and characterize functional connectivity in fMRI data. We illustrate these methodologies with resting-state functional MRI data from the Human Connectome Project, providing details of their implementation and insights on the interpretations of the results. We aim to guide researchers that are new to the field of neuroimaging by providing the necessary tools to estimate and characterize brain circuitry.
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1. Introduction

Functional magnetic resonance imaging (fMRI) techniques have emerged as a powerful tool for the characterization of human brain connectivity and its relationship to health, behavior, and lifestyle [1]. The fMRI measurements comprise of an indirect and non-invasive measurement of brain activity based on the blood oxygen level dependent (BOLD) contrast [2]. Compared to alternative brain imaging modalities such as positron emission tomography (PET) and electroencephalography (EEG), fMRIs are non-invasive and have a high spatial resolution, which makes them a popular choice in large brain imaging studies. An example of such studies is the Human Connectome Project that aims at understanding the underlying function of the brain by describing the patterns of connectivity in the healthy adult human brain [3].

There are mainly two goals in such studies: first, to identify location signatures in the brain that respond to external stimuli, and second, to identify brain space–time association patterns that emerge when the brain is either at rest or performing a task. These association patterns are measures of co-activation in functionally connected time series of anatomically different brain regions, known as functional connectivity [4,5]. There is evidence that individual differences in these connectivity patterns are responsible for important differences in cognitive and behavioral functions. Therefore, understanding these patterns can play an important role in predicting the early onset of neurodegenerative diseases and in monitoring disease care and treatment [6,7].

Functional MRI data is often high-dimensional and consists of images of 3D brain volumes collected over a period of time. In a typical study, the number of voxels $N_v$ is in the hundred of thousands, and the number of time points $T$ is in the hundreds. Therefore, estimating the $N_v \times N_v$ correlation matrix of voxelwise spatial connectivities is challenging and requires a few strategies and assumptions. A simple technique is to first pre-specify regions called seeds and then compute the cross-correlation of seeds and the functional time...
series of every other voxel in the brain. This seed-based approach became popular due to its straightforward calculation and interpretation. Seeds can vary in size and be as small as a single voxel. If the seed is a region, it is customary to average the time courses of the region and use that as the reference time course to be correlated with all the other voxels. In order to improve scalability, it is also common to first parcellate the brain into small regions and use the average time series of these regions to estimate the networks. The seed-based method can be a helpful resource when comparing patterns of neuropathologies and the normal brain. For example, ref. [8] uses this method to show that connectivity between the hippocampus and other brain regions change with the early signs of Alzheimer’s disease when compared to control subjects. Despite the popularity of these approaches, there are various criticisms to the method. First, by focusing on pre-determined seeds, potential patterns that emerge in different brain regions are ignored [9]. Second, the method neglects the variability across voxels by averaging the time series in the ROIs. Third, the approach computes correlations between pairs of nodes and ignores the potential influence of other nodes in the entire network.

In contrast to region pre-specification, dimension reduction approaches characterize the spatial and/or temporal connectivity patterns by representing the data through a small number of latent components [10]. Principal component analysis (PCA) and independent component analysis (ICA) are the two most common of these methods. Both methods project the high-dimensional imaging data into a low-dimensional subspace. In PCA, this projection consists of orthogonal components that maximize the variance of the data projected into the low-dimensional subspace [11]. In ICA, the projection consists of components that are as spatially independent as possible [12]. Each of these components is then assembled into brain maps with the value in each voxel representing the relative amount of that particular voxel, which is modulated by the activation of that component. Compared to the seed-based approach, both PCA and ICA have the advantage of providing automated components with no need for the pre-specification of a seed region, i.e., these methods are data-driven. The authors in reference [13] used ICA to decompose brain networks into spatial sub-networks with similar functions in both the resting state and task fMRI data.

Other methods combine the brain parcellation strategy used in seed-based methods with dimension reduction approaches to characterize brain circuitry. Reference [10] uses an anatomical atlas to pre-determine clusters (ROIs) and then extract features from each cluster via principal components. Multiple extracted components were then used to estimate connectivity between these ROIs using the RV coefficient, a measure that summarizes the correlation among sets of features.

In addition to the methods utilized to estimate connectivity, it is common to characterize the functional networks by using the tools of graph theory. In a graph, brain networks are treated as a collection of nodes connected by edges. Commonly, the edges are defined by an estimated connectivity. Following the specification of the nodes, a binary matrix is obtained by thresholding the connectivity matrix. The binary graph is then used to compute various graph parameters that describe the nature of the brain network. These parameters express key characteristics of the network and usually include quantities that help determine if the graph nodes are connected in a random or small-world order. Random networks have a more globally connected pattern while small-world networks show a high level of local ordering [14]. Statistical network models take these graph measures as inputs for the prediction of global networks that characterize multiple individuals.

The goal of this paper is to provide an overview of the most commonly used methods to estimate and characterize functional connectivity in resting-state fMRI data. We illustrate these methods by analyzing data from a single-subject in the Human Connectome Project. Although we do not attempt to offer an exhaustive presentation of the rapidly evolving methods in the field, we expect that the information provided here will guide researchers that are new to the field of neuroimaging in exploring these data.

The remainder of the paper is organized as follows: In Section 2, we describe the different methods of estimating functional connectivity, focusing on data from a single
subject. In Section 3, we estimate functional connectivity for a single-subject resting-state data from the Human Connectome Project, using the methods described in Section 2. In Section 4, we present a few multiple-subject estimation methods. In Section 5, we describe statistical network models. Finally, in Section 6, we present some final remarks on the topic.

2. Methods for Functional Connectivity

In this section, we review the different methods to estimate functional connectivity for single-subject data. We focus on data for a single subject and discuss group connectivity in Section 4. For all calculations, let the matrix \( Y \) be a matrix of size \( T \times N_v \), consisting of \( N_v \) time courses representing the BOLD signal at each voxel \( v = 1, \ldots, N_v \) for a single subject. Here, for simplicity, we centralized the matrix \( Y \) by subtracting each voxel data (column) by the average of its corresponding time course. The goal of a connectivity-based analysis is to describe how various brain regions interact, either when the brain is resting or performing a task [15].

2.1. Seed-Based Analysis

It is computationally expensive to compute all pairwise correlations among a large number of voxels as it would require \( N_v^2 \) operations. Seed-based analysis (SBA) relies on estimating pairwise correlations between regions of interest (ROIs) or between a seed region and all the other voxels across the brain.

To estimate correlations between ROIs, a common approach is to divide the brain volume according to anatomical templates, usually called brain atlases [16]. There are several human brain atlases available, including the popular Automated Anatomical Labelling (AAL), Talairach Atlas, and the MN1-152 atlas [16,17]. To estimate correlations between a seed region and the other voxels, a seed is usually selected either by expert opinion or by choosing the voxel that shows greater activation during the fMRI experiment as the seed. The latter is more common during experiments involving tasks. After selection, the connectivity is estimated through a measure that quantifies correlation. Various measures were proposed in the literature. We provide more details about these measures in the Appendix A. We can summarize the seed-based approach the following way.

(i) Choose a seed region or voxel;
(ii) Correlate the time series of the region or voxel with all other voxels in the brain. If the seed is a region, average the time series of the region prior to correlating that with all other voxels in the brain. Use one of the measures described in Appendix A;
(iii) Display the 3D volumes of the correlation measure or display the thresholded correlations (just the ones that are significant). Note: To determine significance, we need to account for multiple comparisons. Bonferroni and FDR are widely used procedures.

Alternatively, after dividing the brain into various ROIs using an atlas, we can summarize the time series of that region, either by averaging across voxels or by calculating the first principal component [15]. Next, we use those summary time series to be correlated between all regions. We illustrate both options in Section 3.

2.2. Decomposition Methods

Although seed-based methods have a straightforward interpretation, they are biased to the seed selection technique [18] and, therefore, should be used with caution. Principal component analysis and independent component analysis aim at solving the issue by providing a data-driven approach to functional connectivity. These decomposition methods play many roles in functional neuroimaging applications. They are used in the pre-processing steps to remove data artifacts and to reduce data dimensionality, and they will likely appear in at least one step of estimating functional connectivity in various populations. In this section, we will focus on their role as a method to describe functional connectivity in single-subject fMRI data, while in Section 4, we explore their contribution in multi-subject analysis.
As an alternative to seed-based analysis, the goal of the decomposition methods is to represent the voxel domain as a smaller subset of spatial components. Each spatial component has a separate time course and represents simultaneous changes in the fMRI signals of many voxels [12]. In this section, we assume that for each column of $Y$ the average was subtracted from the data.

### 2.2.1. Principal Component Analysis (PCA)

PCA is a common method to reduce data dimensionality while minimizing the loss of data information and maximizing data variability [11]. The principal components are obtained either by the eigendecomposition of the sample covariance matrix $Y^T Y$ or by finding the eigenvectors of the data matrix $Y$ using the theory of singular value decomposition (SVD). The rank of the data matrix is $r = \min\{T, N_v\}$ (usually $T < N_v$ and $r = T$) and therefore we can find $r$ principal components through the decomposition

$$Y = U \Sigma W^T = \sum_{k=1}^{r} \sigma_k u_k w_k^T,$$

where the $T \times r$ matrix $U$ contains an orthonormal left singular vector $u_k \in \mathbb{R}^T$, the $r \times N_v$ matrix $W$ contains orthonormal right singular vectors $w_k \in \mathbb{R}^{N_v}$, and the $r \times r$ diagonal matrix $\Sigma$ contains the ordered singular values [11,15,19]. Notice that the eigendecomposition of $Y^T Y$ is defined as $W^T \Sigma^2 W$. The orthonormal rows of the $r \times N_v$ matrix $W$ are referred to as eigenimages and can be assembled into brain maps, each representing the relative amount from a given voxel that is modulated by the activation of that component.

A different approach is to project the original fMRI data into the space spanned by the first $p$ principal components, where the choice of $p$ is based on the amount of data variability explained by the component. The projected data matrix, $YW$, consists of the time series of regions in this new subspace. The authors in reference [20] used this idea to reduce the dimensionality of the fMRI data in certain ROIs and then applied a Granger causality analysis on the block time series of two brain regions to infer directional connections. Although it is possible to compute correlations using the time series of these projected data points, the results have no clear interpretation since each of these spatial regions in the new subspace represent a linear combination of different voxels in the original data space.

### 2.2.2. Independent Component Analysis (ICA)

ICA aims at representing the brain data using a latent representation of independent factors. Differently from PCA, the goal is to decompose $Y$ as a product of a mixing matrix and a combination of spatially independent components (ICs).

$$Y = MC + E = \sum_{k=1}^{K} m_k c_k + E,$$

where $M$ is the $T \times K$ mixing matrix with columns $m_k$, and the $K \times N_v$ matrix $C$ is the matrix of independent components with rows $c_k$, where each $c_k$ contains brain networks corresponding to component $k$ for a total of $K$ independent components. These components represent the networks of various functions, such as motor, vision, auditory, etc. The elements of the matrix $E$ are independent Gaussian noises.

It is assumed that the component maps, $c_k, k = 1, \ldots, K$ represent possible overlapping and statistically dependent signals, but the individual component map distributions are independent, i.e., if $P(c_k)$ represents the probability distribution of the voxels values in the $k$th component map, we have

$$P(c_1, c_2, \ldots, c_K) = \prod_{k=1}^{K} P(c_k).$$
Each independent component $c_k$ is a vector of size $N_0$ and can be assembled into brain maps. As in PCA, these maps represent the relative amount of a given voxel that is modulated by the activation of that component.

2.3. Computational Aspects

In imaging applications, estimating the principal components requires the decomposition of the $N_0 \times N_0$ matrix $Y^T Y$, which is usually uneffable. Many algorithms were proposed in the literature to efficiently estimate the components in such high-dimensional settings. Ref. [21] develops the sparse PCA (SPCA), which is based on a regression optimization problem using a lasso penalty, [22] a multilevel functional principal component for high-dimensional settings, and [23] estimate a sparse set of principal components through an iterative thresholding algorithm. Some of these toolboxes are easy to access and available for downloading at the authors’ website.

Similarly, estimating the independent components is not straightforward, and ranking the components is challenging because the ICs are usually not orthogonal, and the sum of the variances explained by each component will not sum to the variance of the original data. One of the first algorithms was the Infomax, which aims at maximizing the joint entropy of the components is challenging because the ICs are usually not orthogonal, and the sum of the variances explained by each component will not sum to the variance of the original data.

2.4. A Hybrid Method

A different approach to estimate functional connectivity is given by reference [10]. The authors propose a multi-scale model based on networks at multiple topological scales, from voxel level to regions consisting of clusters of voxels, and larger networks consisting of collections of those regions. In practice, these collections of voxels are pre-specified and usually taken as anatomical ROIs. These anatomical ROIs can be then combined to form clusters of ROIs. Their approach consists of a dimension reduction step through to a factor model within each ROI. Let $r$ represent the $r$-th ROI and $Y_r$ be a $T \times p_r$ data matrix consisting of the time series of voxels belonging to the $r$-th ROI (containing a total of $p_r$ voxels, where $\sum_{r=1}^{R} p_r = N_0$ and $R$ is the total number of ROIs). Then, we write

$$ Y_r(t) = Q_r f_r(t) + E_r(t), \quad (4) $$

where $Y_r(t)$ is a column vector of size $p_r$, $f_r(t)$ is a $m_r \times 1$ vector of latent common factors with a number of factors $m_r \ll p_r$, $Q_r$ is a $p_r \times m_r$ factor-loading matrix that defines the dependence between the $p_r$ voxels through the mixing of $f_r$, and $E_r(t) = [e_{r1}(t), \ldots, e_{rp_r}(t)]'$ is a $p_r \times 1$ vector of white noise with $E(E_r(t)) = 0$ and $\Sigma_{E_r,E_r} = \text{Cov}(E_r(t)) = \text{diag}(\sigma_{e_{r1}}^2, \ldots, \sigma_{e_{rp_r}}^2)$.

These factor models are then concatenated to define

$$ Y(t) = Q f(t) + E(t), \quad (5) $$

where $Y(t)$ is a column vector of size $\sum_{r=1}^{R} p_r = N_0$, $Q = \text{diag}(Q_1, \ldots, Q_R)$ is a $\sum_{r=1}^{R} p_r \times \sum_{r=1}^{R} m_r$ block-diagonal mixing matrix and $f(t) = [f_1(t), \ldots, f_K(t)]'$ is a $\sum_{r=1}^{R} m_r \times 1$ vector of aggregated latent factors.

Network covariance matrices in these different topological scales are estimated using the low-rank matrix in the following way. Let $\Sigma_{Y_r,Y_r}$ be the covariance matrix within ROI $r$. Model (4) implies the following decomposition

$$ \Sigma_{Y_r,Y_r} = Q_r \Sigma_{f_r,f_r} Q_r' + \Sigma_{E_r,E_r}. \quad (6) $$

Similarly, from Model (5) we have
\[ \Sigma_{YY} = Q \Sigma_{ff} Q' + \Sigma_{EE}. \]  

(7)

The low-dimensional factor covariance matrix \( \Sigma_{ff} \) is a block matrix used to estimate the lag-zero dependency between ROIs as follows.

\[
\Sigma_{ff} = \begin{pmatrix}
\Sigma_{f_1f_1} & \ldots & \Sigma_{f_1f_R} \\
\vdots & \ddots & \vdots \\
\Sigma_{f_Rf_1} & \ldots & \Sigma_{f_Rf_R}
\end{pmatrix}
\]

The diagonal blocks \( \Sigma_{f_rf_r}, r = 1, \ldots, R \) are diagonal covariance matrices, capturing the total variance of factors within each ROI. The off-diagonal blocks \( \Sigma_{f_kf_j}, j \neq k \) are cross-covariance matrices between factors and summarize the dependence between clusters \( j \) and \( k \).

The authors summarize the dependence between ROIs using the RV coefficient, a multivariate generalization of the squared correlation coefficient. The RV coefficient between factors in clusters \( j \) and \( k \) is defined by

\[
RV = \frac{\text{tr}(C_{f_jf_k}, C_{f_kf_j})}{\sqrt{\text{tr}(C_{f_jf_j}, C_{f_kf_k}) \text{tr}(C_{f_jf_k}, C_{f_kf_j})}},
\]

(8)

where \( C_{f_jf_k} = (\Sigma_{f_jf_j})^{-\frac{1}{2}} \Sigma_{f_jf_k} (\Sigma_{f_kf_k})^{-\frac{1}{2}} \).

In practice, the authors apply this model to estimate resting-state networks. They estimate the factors \( f_r \) and matrices \( Q_r \) using PCA and pre-specify the ROIs based on an anatomical atlas. The authors in reference [26] use this approach to estimate background functional connectivity between ROIs using data from the Working Memory Task in the Human Connectome Project.

2.5. Brain Networks

It is common to represent the brain using tools from graph theory. In this framework, we can think of functional connectivity as a network represented by a graph, where the spatial units are the nodes and the connection between them are the edges. Networks are treated as a collection of nodes (vertices) connected by links (edges). The graph (network) is represented as the pair \( G = (V, E) \), where \( V \) and \( E \) are the sets of vertices and edges, respectively. In addition, graphs may be weighted and, in such cases, will be denoted by the triple \( G = (V, E, W) \), with \( W(E) \) indicating the weight for each edge.

The first decision to make is the selection of the nodes of the network. Similar to the seed-based connectivity, these nodes are defined by either voxels or the ROI parcellations given by anatomical atlases. Following the specification of the nodes, their edges (links) must be determined. These edges quantify the strength of association between these different nodes, i.e., they are the functional connectivity. The same measures discussed previously for functional connectivity and described in Appendix A are used to quantify the strength of the edges.

Most of the standard tools of graph theory have been developed for binary networks, where each edge is either present or not. A binary matrix, usually called an adjacency matrix, is obtained by thresholding the connectivity matrix. Although it is convenient to threshold the weighted graphs to apply the standard graph theoretical machinery, information about the original signal is discarded in the process. Moreover, in most situations, the choice of a threshold is not unique, and such a decision may be difficult to justify. One strategy is the use of a mass-univariate approach, in which a statistical test is performed for every possible edge in the network and then corrected for multiple comparisons using standard techniques, such as the Bonferroni correction or the false discovery rate (FDR) [27,28].

After the network is estimated, some descriptive measures are calculated as means to describe the topological graph properties. In brain networks, the popular metrics are the
characteristic path length, the clustering coefficient, and the degree distribution. For a list of the comprehensive topological measures used in neuroimaging, see reference [29].

**Characteristic path length.** Paths are the sequences of distinct nodes that represent the potential flow of information between pairs of brain regions with shorter paths, implying stronger potential for integration. The length of a path estimates the potential for functional integration between brain regions. One of the most commonly used measures of functional integration is the average shortest path length between all pairs of nodes in the network, which is defined as the characteristic path length [15]. Paths between disconnected nodes are defined to have infinite length, which is a problem when calculating this measure, especially in sparse networks such as in functional connectivity. In practice, we take the average only between the existing paths, which can be a problem. For a discussion on this issue please refer to reference [29].

**Degree distribution.** A measure of centrality, the degree of an individual node is equal to the number of links connected to that node, i.e., the number of neighbors of the node. The degree distribution is, therefore, the distribution of the degrees of all the nodes in the network. In functional connectivity, nodes with a high degree are interacting functionally with many other nodes in the network [29] and are referred to as hubs.

**Clustering coefficient.** A measure of segregation, the clustering coefficient is the fraction of the node’s neighbors that are also neighbors of each other, which in graph theory is the fraction of triangles around an individual node. The presence of clusters in functional networks suggests an organization of statistical dependencies indicative of segregated functional neural processing, which is the ability for specialized processing to occur within densely interconnected groups of brain regions. The mean clustering coefficient for the network reflects, on average, the prevalence of clustered connectivity around individual nodes. The mean clustering coefficient is normalized individually for each node and can disproportionately be influenced by nodes with a low degree.

Many other network measures are greatly influenced by basic network characteristics, such as the number of nodes and links and the degree of distribution presented in this section.

### 3. Real Data Example

We analyzed the resting-state data from the Human Connectome Project (HCP). We chose to work with the data that had been previously denoised using the FIX pipeline [30]. This pipeline uses a gentle high-pass temporal filter, performs motion regression (i.e., the regression of 24 movement parameters: six rigid-body motion parameters, their backward temporal derivatives, and squares of those 12 time series), and applies a regression based on ICA to remove the variance in noise components that was orthogonal to signal components [31]. For the single-subject analysis, we considered the volumes collected from the right–left phase of the example, Subject 100307. Volumes of fMRI were obtained every 720 ms. Each volume consisted of images of size $91 \times 109 \times 91$ for a total of 1200 time frames.

#### 3.1. Single-Subject Examples

**3.1.1. ROI-Based Connectivity**

We partitioned the brain into ROIs using the AAL Atlas version that was registered into the MNI152 space. We considered a total of 166 ROIs and estimated the connectivity using the following methods:

(a) Cross correlation of the average time series in each ROI;
(b) Partial correlation of the average time series in each ROI;
(c) Cross correlation of the time series of the ROI data projected into the space of its first principal component;
(d) Partial correlation of the time series of the ROI data projected into the space of its first principal component;
(e) For each ROI, we consider the principal components that account for 20% of the ROI variability and calculate the RV coefficient as described in Equation (8).

The results for the estimated connectivity values are shown in Figure 1. Inspecting Figure 1 reveals that cross-correlation measures in panels (a) and (c) capture larger correlations than their corresponding partial cross-correlation measures (panels (b) and (d)). The RV coefficient from the method described in (e) seems to be able to capture a large number of small correlations among ROIs. Before drawing any conclusions from the figure, we should first test whether these values are significant. For the first four matrices, the test is done by first transforming these values to z-scores and then thresholding them to identify important correlations. For the RV coefficient in panel (e), significance is based on the asymptotic distribution of the coefficient as detailed in reference [10].

Next, we used these connectivity matrices to obtain a binary graph with the edges determined based on the p-values obtained from the z-scores of the correlation coefficient, as described in Appendix A, Equation (A2). The p-values were thresholded based on the Bonferroni correction and a significance of 5%. For the RV coefficient in panel (e), we use the asymptotic distribution of the coefficients to convert the values to z-scores and thresholded based on the Bonferroni correction to find the quantile of the standard normal distribution with a significance of 5%. Considering this criteria, we compute the adjacency matrices shown in Figure 2.

Figure 1. Estimated connectivity for the ROIs based on the AAL parcellation. Panel (a) depicts the cross-correlation for the average time series of the ROIs, panel (b) depicts the partial cross correlation for the average time series of the ROIs, panel (c) depicts the cross correlation for the time series of the ROI data projected with the first PC, panel (d) depicts the partial cross correlation for the time series of the ROI data projected with the first PC, and panel (e) represents the RV coefficient with each ROI retaining the principal components that explain 20% of its variability.

Inspecting Figure 2 reveals the presence of a large number of edges for both (a) and (c) graphs. This indicates a high level of interaction between the different anatomical regions. This high-interaction level was not found in graphs (b) and (d). In panel (e), we observe a moderate level of interaction with a few ROIs connecting with many others, while some regions are quiet during the resting-state experiment.
Figure 2. Binary Graphs obtained from the thresholded connectivities matrices of Figure 1. For all panels, the white color indicates an edge between the ROIs. Panel (a) is the graph obtained by thresholding the cross correlation of the average time series of the ROIs, panel (b) depicts the graph from the thresholded partial cross correlation for the average time series of the ROIs, panel (c) depicts the graph obtained by thresholding the cross correlation for the time series of the ROI data projected with the first PC, panel (d) depicts the graph obtained by thresholding the partial cross correlation for the time series of the ROI data projected with the first PC, and panel (e) represents the graph obtained by thresholding the RV coefficient.

3.1.2. Network Summary Measures

We used the binary graphs obtained above to estimate a few summary measures, using graph theory as described in Section 2.5. The formulas used in each calculation are detailed in Appendix B. Table 1 shows the results. CPL is the characteristic path length excluding all infinity paths from the network, DG is the average degree of the network, where the degree indicates the number of links in each node, CC is the average clustering coefficient of the network, and Inf is the number of infinity paths in the network. The quantities in Table 1 reflect what we observe in Figure 2. The degree indicates the number of connections between regions. As noticed before, the graphs in panels (a) and (c) indicate a high degree, with many interactions between ROIs. The characteristic path length (CPL) of the RV coefficient indicates that on average the network has a short path length, with a value that is comparable to the networks in panels (a) and (c) of Figure 2. This indicates that despite few regions being connected, the ones that are connected are near each other.

Table 1. Network summary measures.

|     | (a) Av. CCorr | (b) Av. Pcorr | (c) PC1 Ccorr | (d) PC1 Pcorr | (e) RV |
|-----|---------------|---------------|---------------|---------------|-------|
| CPL | 2.137         | 5.029         | 1.508         | 3.9685        | 1.8789|
| DG  | 34.193        | 1.313         | 69.518        | 1.386         | 4.217 |
| CC  | 0.640         | 0.072         | 0.825         | 0.179         | 0.820 |
| Inf | 2963          | 11,239        | 2964          | 11,789        | 12,366|

3.1.3. Volume-Based Connectivity

Seed-Based Analysis. For seed-based analysis, we chose the left pars opercularis (left interior frontal gyrus) as the seed [32]. We take the average time series for this region and compute the cross correlation with the remaining voxels. We perform a Bonferroni correction considering $\alpha = 0.05$ to threshold the correlation values. Figure 3 shows the resulting brain map. We display clusters bigger than 125 as significant voxels, and their mask is overlaid on a template brain consisting of the average time points of the example subject data used here.

Figure 3. Seed-based connectivity of the left pars opercularis. Figure shows sagittal slices with voxels that have a significant connection with the seed ROI depicted in red.
Decomposition Methods. We first obtain the principal components of the data matrix $Y$. It is important to notice that a large number of principal components is needed to represent data variability and that traditional principal components have the issues discussed in Section 2.3. For this particular data, 150 components are needed to represent 20% of the data variability and 463 are needed to represent 50%. We illustrate the first five components scaled by their eigenvalues (i.e., the loadings) in Figure 4.

Next, to estimate the independent components, we use the probabilistic independent components analysis proposed in reference [33] and implemented in the MELODIC (multivariate exploratory linear optimized decomposition into independent components) function in FSL. Figure 5 depicts the results.

For illustration purposes, we present the components without thresholding their values. It is more common to use the individual components’ maps as inputs in a multi-subject approach and then perform thresholding in the group components to identify a group network. We comment more on the topic in the next section.

Figure 4. Sagittal view of the ordered principal components’ maps from first (top) to fifth (bottom).
4. Multiple-Subject Functional Connectivity

When modeling functional MRI, an important goal is to identify the functional connectivity structure in multi-subject data by leveraging a shared structure across subjects. Multi-subject functional connectivity models can range from constrained tensor decomposition models, e.g., PARAFAC, to more flexible approaches where subject-specific connectivity matrices or PCA and ICA models are estimated first, and their concatenated results are used as inputs on a group-based estimation. The optimal model will depend on which level of flexibility best captures the functional connectivity features within the group [34].

In multi-subject ICA models, a simple procedure is to estimate the single-subject connectivity matrix using pre-specified ROIs, as in the seed-based approach described in Section 2, and then aggregate those results into a single matrix, subsequently further decomposing this matrix using principal components. The principal components can then be mapped to estimate a group-based functional connectivity. Ref. [35] used this idea to estimate a dynamical group-based resting-state connectivity of minimally disabled relapsing–remitting patients.

A multi-stage approach is implemented in reference [36] to compare functional connectivity between subjects at a high familial risk for Alzheimer’s disease that are clinically asymptomatic versus matched controls. The method follows four steps, including subject-specific SVD, a population-level decomposition of aggregated subject-specific eigenvectors, a projection of the subject-level data onto the population eigenvectors to obtain subject-specific loadings, and the use of the subject-specific loadings in a functional logistic regression model.

A group of methods propose a group ICA approach, where fMRI data is either temporally concatenated across subjects or taken as a multi-dimensional array. The FMRIB Software Library (FSL), a software library containing image analysis and statistical tools for various imaging data, provides group ICA and tensorial ICA in its MELODIC function. This section will focus on these two approaches.
4.1. Group ICA

Ref. [37] proposed for the first time an approach to perform ICA on fMRI data from a group of subjects. Suppose we observe fMRI data from \( n \) subjects. Let \( Y_i \) be a matrix of size \( T \times N_v \) consisting of \( N_v \) time courses representing the BOLD signal at each voxel \( v = 1, \ldots, N_v \) for subject \( i = 1, \ldots, n \). Their model involves a multi-stage approach as follows.

1. Subject-level data reduction. In this step, reduction is applied in the temporal domain. For each subject \( i = 1, \ldots, n \), the reduced data is given by
   \[
   X_i = F_i^{-1} Y_i,
   \]
   where \( F_i^{-1} \) is a \( L \times T \) reducing matrix and \( X_i \) is a \( L \times N_v \) matrix representing the reduced data.

2. Data reduction of the aggregated subject-level data. Data reduction is applied to the \( NL \times N_v \) matrix \([X_1^T, \ldots, X_N^T]^T\) to obtain a \( K \times N_v \) matrix \( X = G^{-1}[X_1^T, \ldots, X_N^T]^T \), where \( K \) is the number of components to be obtained and \( G^{-1} \) is a \( K \times NL \)-reducing matrix that is in practice obtained by principal components.

3. Estimation of independent sources. An ICA decomposition is applied to the matrix \( X \), as described in Section 2.2.2.
   \[
   X = MC,
   \]
   where \( M \) is a \( K \times K \)-mixing matrix and \( C \) is a \( K \times N_v \) component map matrix. The resulting group ICA components can be thresholded by first converting them into Z-scores.

Individual maps can be obtained by partitioning \( GM \) (where \( G = (G^{-1})^T \)) by subject and going back along the previous steps as follows.

\[
GX = GMC = \begin{bmatrix}
F_1^{-1} Y_1 \\
\vdots \\
F_N^{-1} Y_N
\end{bmatrix}.
\]

Based on these steps, the matrix \( GMC \) is a matrix of size \( NL \times N_v \) of individual maps and can be partitioned such that \( G_i M_i C_i = F_i^{-1} Y_i \), and \( C_i \) contains the individual maps.

4.2. Tensorial ICA

The tensor ICA is based on tensor decomposition, which obtains a low-rank representation of a multi-dimensional array. PARAFAC is a common decomposition method [38]. Let \( X \in \mathbb{R}^{T \times N_v \times N} \) be an array with fMRI data and dimension times, voxels, and subjects, respectively. The three-dimensional array \( X \) can be decomposed as a sum of \( R \) outer products in the following way

\[
X = \sum_{r=1}^{R} a_r \odot b_r \odot c_r,
\]

where \( a_r \in \mathbb{R}^T, b_r \in \mathbb{R}^{N_v}, \) and \( c_r \in \mathbb{R}^N \). This decomposition implies that each element in the array \( X \) can be written as

\[
\{x_{ijk}\} = \sum_{r=1}^{R} a_{ir} b_{jr} c_{kr}.
\]

The vectors in the decomposition can be represented in matrices, e.g., \( A = [a_1 a_2 \ldots a_R] \), and likewise to obtain matrices \( B \) and \( C \). The three-dimensional array can be unfolded into matrices in a process called matricization. The unfolding can happen in any of the three dimensions. On the second dimension, \( X_{(2)} \in \mathbb{R}^{N_v \times NT} \) is the mode-two matricization of \( X \). Similarly, we can use the unfolding to generate mode-two and mode-three matrices. For
details on the PARAFAC decomposition and matricization, please refer to reference \[38\]. Using these definitions, we can write:
\[ X^{(2)} = B(C \odot A)^T, \]
where \( \odot \) denotes the Katri–Rao product. In reference \[39\], the authors propose an ICA decomposition of the form
\[ X^* = (C \odot A)B^T + E, \]
where \( X^* = X^{(2)} \) and the mixing matrix \( M = (C \odot A) \) and component matrix \( B^T \) are estimated as in reference \[33\].

5. Statistical Network Models

In this section, we follow the notation in reference \[40\] to describe statistical network models with the purpose of characterizing brain circuitry. In these models, individual functional connectivity is estimated first, using the techniques described in Section 2. After individual estimation, the effects of multiple variables of interest and topological network features are taken into account on the overall network structure.

Let \( (Y_i, X_i) \) represent the network and covariates for subject \( i \), respectively. The probability density function of the network given the covariates is denoted by \( P(Y_i|X_i, \theta_i) \), where \( \theta_i \) describes the relationship of \( Y_i \) and \( X_i \). These covariates can be node-specific covariates, such as brain location and also functions of the network \( Y_i \), such as the path length or other metrics described in Section 2.5. Popular ways of modeling the density function include exponential random graph models (ERGMs) and mixed models \[40\].

In ERGMs, we consider binary graphs and the models are fitted for each subject individually as follows. Let \( Y_{ijk} \) be a network consisting of \( R \times R \) nodes. Then, \( Y_{ijk} = 1 \) if a link exists between nodes \( j \) and \( k \), and \( Y_{ijk} = 0 \) otherwise. The probability mass function has the form of a regular exponential family:
\[ P(Y_i = y_i|X_i) = \kappa(\theta)^{-1}\exp\{ \theta^T g(y_i, X_i) \}. \]

The estimation of the parameters \( \theta \) is done by MCMC MLE. In reference \[41\], they identify the most important explanatory metrics \( g(y_i) \) for each subject’s network. Next, the authors create a group-based summary measure of the fitted parameter values \( \theta \) for all subjects. They use these group-based explanatory metrics and parameters to fit a group-based representative network via ERGMs.

One limitation of the current estimation methods for ERGMs is scalability. The major issue is not the number of ROIs per se but the edge structure of the network, which can cause convergence problems. Moreover, most models were developed for binary graphs and are not well-suited for link-level examination \[40\].

As an alternative to ERGMs, mixed models allow for both link-level examination and multiple-subject comparisons. The framework defines a two-part mixed effect that models both the probability of a connection being present or absent and the strength of a connection if it exists. Let \( Y_{ij} \) be a representation of the functional connectivity strength given by one of the correlation measures listed in Appendix A, and let \( R_{ijk} \) be an indicator of whether a connection between \( j \) and \( k \) is present. Then the conditional probabilities are
\[ P(R_{ijk} = r_{ijk}|\beta_i, b_{ij}) = \begin{cases} 1 - p_{ijk}(\beta_i; b_{ij}), & \text{if } r_{ijk} = 0 \\ p_{ijk}(\beta_i; b_{ij}), & \text{if } r_{ijk} = 1, \end{cases} \]
where \( \beta_i \) are the vector of fixed effects that relate the covariates \( X_{ijk} \) for each participant and pair of nodes, and \( b_{ij} \) are random effects representing subject-specific and node-specific parameters.
Let \( Z_{ijk} \) be the design matrix associated with the random effects \( b_{ri} \); the models are divided into two parts. The first part of the model uses a logit link function to relate the probability of connection between nodes \( j \) and \( k \) to the covariates as follows.

\[
\text{logit}(p_{ijk}) = \chi_{ijk}'\beta_r + Z_{ijk}'b_{ri}.
\]

The second part models the strength of the connection between nodes \( j \) and \( k \) given that the connection is present, by linearly linking the Fisher’s Z-transform of the correlation coefficient between nodes \( i \) and \( j \) and the covariates. Let \( S_{ijk} = Y_{ijk} | R_{ijk} = 1 \), then

\[
\text{Fisher’s Z-transform}(S_{ijk}) = \chi_{ijk}'\beta_s + Z_{ijk}'b_{si} + e_{ijk},
\]

where \( \beta_r \) is a vector of population parameters that related the strength of connection to the same set of covariates \( \chi_{ijk} \) for each participant and pair of nodes, \( b_{si} \) is a vector of subject and node-specific parameters that capture how this relationship varies about the population average \( \beta_s \), and \( e_{ijk} \) is the random noise for subject \( i \) and nodes \( j \) and \( k \). Details of the two-parts modeling approach is presented in reference [42].

One issue that arises from these models is that thresholding choices based on the connectivity weights will impact the network topology, even if multiple comparisons are taken into account. The authors in reference [40] argue that persistent homology provides a multi-scale hierarchical framework that addresses the threshold issue. The method is a technique of computational topology that provides a coherent mathematical framework for comparing networks. Instead of looking at the networks at a fixed threshold, persistent homology records the changes in topological network features over multiple resolutions and scales. By doing so, it reveals the features that are robust to noise, i.e., the most ‘persistent’ topological features.

6. Summary

In this paper, we have reviewed the most common methods to estimate functional connectivity in fMRI data. For single-subject data, estimation can be done by directly quantifying correlations across regions of interest and/or seed regions, or by finding a set of latent components that represent simultaneous activity, and while interpretation is straightforward for the former approach, it is not as clear for the later. In the example provided, the number of component maps needed to represent the data variability is very high and, therefore, the investigation of only a few components might not reflect the whole picture of the brain network.

The results obtained in Section 2 indicate that even if the regions are defined in an equivalent way, different estimation procedures of connectivity will lead to different interpretations of the networks. Therefore, it is of great importance to be aware of the limitations of each approach, especially when interpreting results from individual datum.

Despite the challenges with the single-subject analysis, a consistent procedure, applied to various subjects, might translate into a successful representation of multiple-subject networks. This is specially true if the method does not require a multi-stage approach and performs, instead, a joint estimation as in the tensorial ICA framework. Other emerging multi-subject network methods, such as persistent homology, are a promising way to estimate brain circuitry, especially if scalability can be achieved.
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Appendix A. Methods to Quantify Correlation

Cross Correlation. Cross correlation measures the (lagged) temporal dependencies between two signals, and it was first proposed by reference [43] as an effective way to
describe functional connectivity. Suppose we want to calculate the correlation between the BOLD time series for a given voxel $v$, i.e., $y_v(t), t = 1, \ldots, T$ and a reference time series $r_{v'}(t), t = 1, \ldots, T$ for $v \neq v'$. Let $\mu_y$ and $\mu_r$ be the average value of the vectors $y_v$ and $r_{v'}$, respectively. Then, the cross correlation between the vectors $y_v$ and $r_{v'}$ is defined as

$$cc_{y,r} = \frac{\sum_{t=1}^{T} (y_v(t) - \mu_y)(r_{v'}(t) - \mu_r)}{\sqrt{\sum_{t=1}^{T} (y_v(t) - \mu_y)^2 \sqrt{\sum_{t=1}^{T} (r_{v'}(t) - \mu_r)^2}}} \quad (A1)$$

The reference vector can be a pre-selected voxel, the seed, or it can be an average of time series in a certain region. For cross correlation between ROIs, both $y(t), t = 1, \ldots, T$ and $r(t), t = 1, \ldots, T$ can be the average time series in the pre-determined regions $y$ and $r$, respectively.

It is common to transform the correlation coefficient obtained in (A1) using a Fisher’s Z-transformation for each correlation coefficient as follows

$$z\text{-score} = \frac{\ln(1 + cc_{y,r}) - \ln(1 - cc_{y,r})}{2}. \quad (A2)$$

These coefficients are approximately normally distributed, and cutoff values are obtained from the standard normal distribution.

**Partial Cross Correlation.** Cross correlation quantifies only the marginal linear dependence between two signals and does not consider the effect of a third signal [15,44]. To remove the linear influence of a third signal $k(t)$ we define the partial correlation as follows.

$$PCC_{y,r|k} = \frac{cc_{y,r} - cc_{y,k}cc_{r,k}}{\sqrt{1 - cc_{y,k}^2} \sqrt{1 - cc_{r,k}^2}}. \quad (A3)$$

Partial cross correlation is a valuable metric for estimating brain networks because it can estimate the direct relationship between two signals [15].

The calculation of cross correlation and partial cross-correlation measures assumes the signals to be stationary. When this assumption is not satisfied, detrended cross correlation and detrended partial cross correlation should be used instead [45].

**Time-varying connectivity.** It is possible to obtain a dynamical functional connectivity to understand its pattern over time. Both static measures mentioned in this section have a natural time-varying analogue in conjunction with a sliding window [15].

The concept of the sliding window is simple. Starting from the first time point, a window (a fixed number of time points) is selected, and all data points within the window are used to estimate the FC. This window is then shifted a certain number of time points, and the FC is estimated on the new set of data points. The process is repeated until the end of the time course. The series of estimated FC over time is the time-varying FC.

**Appendix B. Calculation of Network Measures**

For completeness, we present the mathematical definitions of the network measures presented in Section 2.5. For a complete list of network measures, please refer to reference [29].

We use the graph notation as defined in Section 2.5. Let $n$ be the number of nodes in the network and $N$ be the set of all nodes. Let $l$ be the number of links in the network and $L$ be the set of all links. Then, $(i,j)$ is a link between nodes $i$ and $j$ and $a_{ij} = 1$ when there is a link $(i,j)$. We define $l = \sum_{i,j} a_{ij}$ (counting each indirect link twice).

**Degree of a node.** The degree of a node $i$ is the sum of all the links connected to the node and is defined as

$$k_i = \sum_{j \in N} a_{ij}.$$
Shortest path length. The shortest path length measures the shortest distance between nodes $i$ and $j$ and is defined as:

$$d_{ij} = \sum_{a\in S_{ij}} a_{uv},$$

where $S_{ij}$ is the shortest distance between $i$ and $j$. For all disconnected pairs $(i, j)$, $d_{ij} = \infty$.

Characteristic path length. Let $L_i$ be the average distance between node $i$ and all other nodes. The characteristic path length is defined as

$$L = \frac{1}{n} \sum_{i\in N} L_i = \frac{1}{n} \sum_{i\in N} \sum_{j\in N \neq i} d_{ij} / (n - 1).$$

Number of triangles. The number of triangles of a node $i$ is defined as

$$t_i = \frac{1}{2} \sum_{j,h\in N} a_{ij}a_{jh}a_{hi}.$$

Clustering coefficient. The clustering coefficient of the network is defined as

$$C = \frac{1}{n} \sum_{i\in N} C_i = \frac{1}{n} \sum_{i\in N} 2t_i / k_i(k_i - 1).$$
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