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Abstract

Symmetric nonnegative matrix factorization (SNMF) is equivalent to computing a symmetric nonnegative low rank approximation of a data similarity matrix. It inherits the good data interpretability of the well-known nonnegative matrix factorization technique and have better ability of clustering nonlinearly separable data. In this paper, we focus on the algorithmic aspect of the SNMF problem and propose simple inexact block coordinate decent methods to address the problem, leading to both serial and parallel algorithms. The proposed algorithms have guaranteed stationary convergence and can efficiently handle large-scale and/or sparse SNMF problems. Extensive simulations verify the effectiveness of the proposed algorithms compared to recent state-of-the-art algorithms.
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I. INTRODUCTION

Clustering is the task of grouping a set of data points into different clusters according to some measure of data similarity. It is a common technique for statistical data analysis and has been widely used in the fields such as machine learning, pattern recognition and data compression, etc.. In some applications,
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clustering is performed on the data which has inherent nonnegativity. This motivates the great interests in the application of nonnegative matrix factorization (NMF) to clustering. NMF has been shown to be very effective for clustering linearly separable data because of its ability to automatically extract sparse and easily interpretable factors [1]. As a close relative (or a variant) of NMF, symmetric NMF (SNMF) is more directly related to the clustering problems: it can be even viewed as a relaxed version of two classical clustering methods: $K$-means clustering and spectral clustering [2]. It inherits the good interpretability of NMF and has received considerable interests due to its better ability of clustering nonlinearly separable data given a data similarity matrix [2]–[6], [12], [13]. This paper focuses on the algorithmic aspect of SNMF.

The basic SNMF problem is described as follows. Given $n$ data points, a similarity matrix $M \in \mathbb{R}^{n \times n}$ can be generated by evaluating the similarity between any two data points in terms of an appropriate similarity metric. The SNMF problem of determining $r$ clusters is to find a low-rank nonnegative factorization matrix $X \in \mathbb{R}^{n \times r}$ (with $r \ll n$ generally) such that $M \approx XX^T$. Using Frobenius norm, the basic SNMF problem is often formulated as follows

$$\min_{X \geq 0} F(X) \triangleq \|M - XX^T\|^2_2$$  \hspace{1cm} (1)

where the nonnegativity constraint $X \geq 0$ is a componentwise inequality. Such model often leads to sparse factors which are better interpretable for problems such as image or document analysis. Problem (1) is equivalent to the so-called completely positive matrix problem, which postulates whether $M$ can be exactly factorized as $M = XX^T$ with $X \geq 0$. This problem is originated in inequality theory and quadratic forms [7], [8] and plays an important role in discrete optimization [9]. Note that the problem—whether a matrix is completely positive—has been recently shown to be NP-hard [10]. As such, problem (1) is generally NP-hard and thus efficient numerical algorithms are desired to obtain some high-quality, but not necessarily globally optimal, solutions.

So far, there is limited algorithmic works on SNMF as compared to the general NMF. Following the popular multiplicative update rule proposed for the NMF problem [1], some pioneering works [3]–[5] on SNMF have proposed various modified multiplicative update rules for SNMF. The multiplicative update rules are usually simple to implement but require the similarity matrix $M$ to be at least nonnegative to ensure the nonnegativity of $X$ at each iteration. For the case of $positive$ $definite$ and completely positive similarity matrix $M$, the authors in [6] developed three faster parallel multiplicative update algorithms,

\footnote{With the requirement of nonnegativity on $X$, the index of the largest entry of the $i$-th row of $X$ can be simply thought of as the cluster label of the $i$-th data points. This greatly facilitates clustering once the symmetric factorization of $M$ is obtained.}
including the basic multiplicative update algorithm, \( \alpha \)-SNMF algorithm, and \( \beta \)-SNMF algorithm, all converging to stationary solutions to the SNMF problem. It was numerically shown that the latter two outperform the first one and other previous multiplicative-update-based SNMF algorithms. It should be stressed that all the above multiplicative-update-based SNMF algorithms implicitly assume positive \( X \) at each iteration to derive the corresponding auxiliary functions \([3]–[6]\) and require arithmetic division operators in the updates. Consequently, they may not be numerically stable when some entries of \( X \) reach zero during iterations and cannot even guarantee stationary convergence in some cases.

While the above algorithms require the similarity matrix \( M \) to be nonnegative, it is noted that the similarity matrix \( M \) in graph-based clustering may be neither nonnegative nor positive definite (e.g., the matrix \( M \) could have negative entries in some definition of kernel matrices used in semi-supervised clustering \([11]\)). Hence, the aforementioned algorithms do not apply to the SNMF problem with a general similarity matrix \( M \). In \([2]\), the authors proposed two numerical optimization methods to find stationary solutions to the general SNMF problem. The first one is a Newton-like algorithm which uses partial second-order information (e.g., reduced Hessian or its variants) to reduce the computational complexity for determining the search direction, while the second one is called alternating nonnegative least square (ANLS) algorithm, where the SNMF problem is split into two classes of nonnegative least-square subproblems by using penalty method coupled with two-block coordinate descent method. Technically, the ANLS algorithm is a penalty method whose stationary convergence is much impacted by the choice of the penalty parameter. As a result, the ANLS algorithm often comes up with an approximate solution which is generally less accurate than the solution provided by the Newton-like algorithm.

If we view each entry of \( X \) or a set of entries of \( X \) as one block variable, the SNMF problem is a multi-block optimization problem. A popular approach for solving multi-block optimization problems is the block coordinate descent (BCD) approach \([16], [17]\), where only one of the block variables is optimized at each iteration while the remaining blocks are kept fixed. When the one-block subproblem can be easily solved, the BCD algorithms often perform very efficiently in practice. Furthermore, since only one block is updated at each iteration, the per-iteration storage and computational burden of the BCD algorithm could be very low, which is desirable for solving large-scale problems. Due to the above merits, the BCD method has been recently used to solve the SNMF problem \([12]\), where each entry of \( X \) is viewed as one block variable and the corresponding subproblem is equivalent to finding the best root of a cubic equation. The proposed BCD algorithm in \([12]\) was designed in an efficient way by exploiting the structure of the SNMF problem. However, since the subproblem of updating each entry of \( X \) may have multiple solutions, the existing convergence results cannot be applied to the proposed
BCD algorithm in [12]. Though much effort was made in [12] to prove the convergence of the proposed algorithm to stationary solutions, we find that there exists a gap in the convergence proof of Theorem 1 in [12] (see Sec. II-A.2)).

To overcome the weakness of the BCD algorithm and make it more flexible, an inexact BCD algorithm, named block successive upper-bounding minimization (BSUM) algorithm, was proposed for multi-block minimization problems [13], where the block variables are updated by successively minimizing a sequence of approximations of the objective function which are either locally tight upper bounds of the objective function or strictly convex local approximations of the objective function. Unlike the classical BCD method which requires for convergence the uniqueness of the minimizer of every one-block subproblem, the BSUM algorithm and its variants or generalizations are guaranteed to achieve convergence to stationary solutions under very mild conditions [13]. Considering these merits of the BSUM algorithm, this paper proposes BSUM-based algorithms to address (regularized) SNMF problems.

The contribution of this paper is threefold:

- First, two cyclic BSUM algorithms are proposed for the SNMF problem, including an entry-wise BSUM algorithm and a vector-wise BSUM algorithm. The key to both algorithms is to find proper upper bounds for the objective functions of the subproblems involved in the two algorithms.
- Then, we study the convergence of permutation-based randomized BSUM (PR-BSUM) algorithm. For the first time, we prove that this algorithm can monotonically converge to the set of stationary solutions. As a result, this paper settles the convergence issue of the exact BCD algorithm [12] using permuted block selection rule.
- Lastly, we propose parallel BSUM algorithms to address the SNMF problem. By distributing the computational load to multiple cores of a high-performance processor, the parallel BSUM algorithms can efficiently handle large-scale SNMF problems.

The remainder of this paper is organized as follows. We present two cyclic inexact BCD methods, termed as sBSUM and vBSUM, for the SNMF problem in Section II. In Section III, we study the permutation-based randomized BSUM algorithm in a general framework and its application to the SNMF problem. In Section IV, we discuss how to implement the sBSUM algorithm and vBSUM algorithm in parallel in a multi-core/processor architecture. Finally, Section V presents some simulation results, followed by a conclusion drawn in Section VI.

Notations: Throughout this paper, we use uppercase bold letters for matrices, lowercase bold letters for column vectors, and regular letters for scalars. For a matrix $X$, $X^T$ and $X^\dagger$ denote the transpose and pseudo-inverse of $X$, respectively, and $X \geq 0$ means entry-wise inequality. $\|X\|$ and $\text{Tr}(X)$ denotes the
Frobenius norm and trace of $X$, respectively. We use the notation $X_{ij}$ (or $(X)_{ij}$), $X_i$, and $X_j$ to refer to the $(i, j)$-th entry, the $i$-th row and the $j$-th column of $X$, respectively, while $X_{a:b}$, the submatrix of $X$ consisting of elements from the $a$-th row through $b$-th row. $I$ denotes the identity matrix whose size will be clear from the context. We define an element-wise operator $[x]_+ = \max(x, 0)$. For a function $f(x)$, $f'(x)$ (or $\nabla f(x)$) denotes its derivative (or gradient) with respect to the variable $x$.

II. CYCLIC BSUM ALGORITHMS FOR SNMF

This paper aims to provide algorithmic design in a broad view for the following generalized formulation of the SNMF problem

$$\min_{X \geq 0} \|M - XX^T\|^2 + \rho R(X)$$

where $X$ and $M$ are respectively $n$-by-$r$ and $n$ by $n$ matrices, $\rho$ is a scalar, and $R(X)$ is a matrix polynomial of up to fourth-order. Problem (2) is in essence a class of multivariate quartic polynomial optimization problem with nonnegative constraints. Besides the basic SNMF problem, this problem arises also from for example:

- when $M$ is a similarity matrix and $R(X) = \sum_{i=1}^{r} \sum_{j=1}^{n} |X_{ij}|$ or $\sum_{j=1}^{n}(\sum_{i=1}^{r} |X_{ij}|)^2$, problem (2) is a regularized SNMF problem which can introduce some degree of sparsity to $X$ or the rows of $X$ [2].
- when $M$ is the covariance matrix of sensor observations of some distributed sources in a sensor network and $R(X) = \sum_{i=1}^{r} \sum_{j=1}^{n} |X_{ij}|$, problem (2) models an informative-sensor identification problem with sparsity-awareness and nonnegative source signal signature basis [14].

It is not difficult to see that, problem (2) is as hard as the basic SNMF problem when $R(X)$ is up to fourth-order, and the main difficulty lies in the fourth-order matrix polynomial, which makes the problem hard to solve. Hence, we focus on the basic SNMF problem throughout the rest of the paper and develop various BSUM-type algorithms for the basic SNMF problem. Without loss of generality, we assume that the matrix $M$ is symmetric [2].

We stress that all the techniques developed below can be easily generalized to the regularized SNMF problem (2).

A. Scalar-wise BSUM algorithm

The basic SNMF problem is given by

$$\min_{X \geq 0} F(X) \triangleq \|M - XX^T\|^2.$$  

When $M$ is not symmetric, the corresponding problem is equivalent to (3) with $M$ thereof replaced by $\frac{M + M^T}{2}$.
It is readily seen that, when all the entries of $X$ but one are fixed, problem (3) reduces to minimizing a univariate quartic polynomial (UQP), which can be easily handled. Based on this fact, exact BCD algorithms—cyclically updating each entry of $X$ by solving a UQP problem—has been developed for the SNMF problem [12], [14]. However, since the solution to the UQP problem may not be unique, the existing convergence theory of BCD does not apply to the exact BCD algorithm developed for the SNMF problem, though much efforts have been made to resolve the convergence issue in [12], [14]. In the following, we develop a BSUM-based algorithm for the SNMF problem, where each time we update one entry of $X$ by minimizing a locally tight upper bound of $F(X)$, hence termed as scalar-BSUM (sBSUM).

1) Algorithm design and complexity analysis: In the sBSUM algorithm, each time we optimize the $(i,j)$-th entry of $X$ while fixing the others. For notational convenience, let $x$ denote the $(i,j)$-th entry of $X$ to be optimized. Given the current $X$, denoted as $\tilde{X}$, we can write the new $X$ after updating the $(i,j)$-th entry as

$$X = \tilde{X} + (x - \tilde{X}_{ij})E_{ij},$$

where $E_{ij} \in \mathbb{R}^{n \times r}$ is a matrix with 1 in the $(i,j)$-th entry and 0 elsewhere. Accordingly, we can express the objective function as follows

$$F(X) = g(x) + F(\tilde{X}),$$

with the tuple $(a,b,c,d)$ given by

$$a = 4,$$

$$b = 12\tilde{X}_{ij},$$

$$c = 4 \left( (\tilde{X}\tilde{X}^T)_{ii} - M_{ii} + (\tilde{X}^T\tilde{X})_{jj} + \tilde{X}_{ij}^2 \right),$$

$$d = 4 \left( (\tilde{X}\tilde{X}^T - M)\tilde{X} \right)_{ij}.$$
where $\tilde{c} \triangleq \max \left( \frac{b^2}{3a} - c, 0 \right)$. Clearly, $\tilde{g}(x)$ is a locally tight upper bound of $g(x)$ at $\tilde{X}_{ij}$. Using this upper bound function, the sBSUM algorithm updates $x$ (i.e., the $(i,j)$-th entry of $X$) by solving

$$\min \; \tilde{g}(x) \quad \text{s.t.} \; x \geq 0. \quad (10)$$

The following lemma states that $\tilde{g}(x)$ is a convex function and moreover problem $(10)$ has a unique solution.

**Lemma 2.1:** $\tilde{g}(x)$ is a convex function and a locally tight upper bound of $g(x)$. Moreover, problem $(10)$ has a unique solution.

**Proof:** Clearly, $\tilde{g}(x)$ is a locally tight upper bound of $g(x)$ since $\tilde{g}(\tilde{X}_{ij}) = g(\tilde{X}_{ij})$ and $\tilde{g}(x) \geq g(x)$, $\forall x \geq 0$. Hence, it suffices to show that $g(x)$ is a convex function. By noting that

$$\tilde{g}''(x) = 3a(x - \tilde{X}_{ij})^2 + 2b(x - \tilde{X}_{ij}) + c + \tilde{c},$$

we infer that $\tilde{g}(x)$ is a convex function. Particularly, $\tilde{g}(x)$ is strictly convex when $c > \frac{b^2}{3a}$. Thus, problem $(10)$ has a unique solution when $c > \frac{b^2}{3a}$. For the case when $\frac{b^2}{3a} \geq c$, we have

$$\tilde{g}'(x) = a(x - \tilde{X}_{ij})^3 + b(x - \tilde{X}_{ij})^2 + \frac{b^2}{3a}(x - \tilde{X}_{ij}) + d$$

$$= a \left( x - \tilde{X}_{ij} + \frac{b}{3a} \right)^3 + d - \frac{b^3}{27a^2},$$

where we have used the identity $(u + v)^3 = u^3 + v^3 + 3uv^2 + 3u^2v$ in the second equality. Equating the derivative $\tilde{g}'(x)$ to zero and taking the nonnegative constraint into consideration, we obtain the unique solution to problem $(10)$ as $\max \left( \frac{3}{2} \sqrt{\frac{b^2}{27a^2}} - \frac{d}{a} + \tilde{X}_{ij} - \frac{b}{3a}, 0 \right)$. This completes the proof.

As a result of Lemma 2.1, the unique solution to problem $(10)$ can be found by checking the critical point of $\tilde{g}(x)$ (i.e., the point $x$ where $\tilde{g}'(x) = 0$). That is, if the critical point of $\tilde{g}(x)$ is nonnegative, then it is the unique optimum solution to problem $(10)$; otherwise the optimal solution is $x = 0$. Hence, the key to solving problem $(10)$ is to find the root of the cubic equation $\tilde{g}'(x) = 0$ whose coefficients are specified by the tuple $(a, b, \max(c, \frac{b^2}{3a}), d)$. Fortunately, we can easily solve the cubic equation $\tilde{g}'(x) = 0$ and obtain the unique closed-form solution to problem $(10)$ in the following lemma.

**Lemma 2.2:** Let $(a, b, c, d)$ be given in Eqs. (6-9) and define

$$p \triangleq \frac{3ac - b^2}{3a^2}, \quad q \triangleq \frac{9abc - 27a^2d - 2b^3}{27a^3}, \quad \Delta \triangleq \frac{q^2}{4} + \frac{p^3}{27}.$$  

The unique solution to problem $(10)$ can be expressed as

$$X_{ij} = [w]_+ \quad (11)$$
where \( w \) is given by

\[
w = \begin{cases} 
\sqrt[3]{\frac{q}{2} - \sqrt{\Delta}} + \frac{3}{2} \sqrt[3]{\frac{q}{2} + \sqrt{\Delta}}, & \text{if } c > \frac{b^2}{3a} \\
\sqrt[3]{\frac{b^3}{27a^3} - \frac{d}{a}}, & \text{otherwise}
\end{cases}
\]  

(12)

**Proof:** As shown in Lemma 2.1 and using the fact \( \tilde{X}_{ij} = \frac{b}{3a} \), it is trivial to obtain the unique solution to problem (10) when \( c \leq \frac{b^2}{3a} \). Thus, it suffices to consider the case when \( c > \frac{b^2}{3a} \). The equation \( \tilde{g}'(x) = 0 \) is equivalent to

\[
\tilde{g}(x) = a(x - \tilde{X}_{ij})^3 + b(x - \tilde{X}_{ij})^2 + \frac{b^2}{3a}(x - \tilde{X}_{ij}) \\
+ \left( c - \frac{b^2}{3a} \right)(x - \tilde{X}_{ij}) + d \\
= a \left( x - \tilde{X}_{ij} + \frac{b}{3a} \right)^3 \\
+ \left( c - \frac{b^2}{3a} \right)(x - \tilde{X}_{ij} + \frac{b}{3a}) \\
- \left( c - \frac{b^2}{3a} \right) \frac{b}{3a} + d - \frac{b^3}{27a^2} \\
= a(x^3 + px - q) = 0.
\]

where we have used the identity \((u + v)^3 = u^3 + v^3 + 3u^2v + 3uv^2u\) in the second equality, and the fact \( \tilde{X}_{ij} = \frac{b}{3a} \) and the definitions of \((p, q)\) in the last equality. Clearly, we have \( \Delta = \frac{q^2}{4} + \frac{b^2}{27} > 0 \) when \( c > \frac{b^2}{3a} \). Thus, it follows from Cardano’s method [15] that the equation \( \tilde{g}'(x) = 0 \) has a unique solution as follows

\[
x = \sqrt[3]{\frac{q}{2} - \sqrt{\Delta}} + \sqrt[3]{\frac{q}{2} + \sqrt{\Delta}}.
\]

Furthermore, accounting for the nonnegative constraint, we can derive the closed-form solution for the case when \( c > \frac{b^2}{3a} \) as shown in (11). This completes the proof.

To summarize, the basic sBSUM algorithm proceeds as follows. Each time we pick \( X_{ij} \) to be optimized—first calculate \((a, b, c, d)\) and then update \( X_{ij} \) according to (11). It is readily seen that computing \( c \) in (8) and \( d \) in (9) are the most computationally costly steps of the sBSUM algorithm. In order to save memory and computational overhead, we can use the following expression

\[
d = 4 \left( \bar{X}(\bar{X}^T \bar{X}) - M \bar{X} \right)_{ij} \\
= 4 \bar{X}_{i:} (\bar{X}^T \bar{X})_{:,j} - 4 M_{i:} \bar{X}_{:,j}
\]

(13)
TABLE I
ALGORITHM 1: sBSUM ALGORITHM FOR SNMF

0. initialize $X$, calculate $X^T X$ and $(X^T X)_{ii}, i = 1, 2, \ldots, n$
1. repeat
2. for each $i \in \{1, 2, \ldots, n\}$ and $j \in \{1, 2, \ldots, r\}$
3.   $b = 12X_{ij}$
4.   $c = 4 \left( (XX^T)_{ii} - M_{ii} + (X^T X)_{jj} + X_{ij}^2 \right)$
5.   $d = 4X_{i:}(X^T X)_{j:} - 4M_{i:}X_{j:}$
6.   $x = \text{solve}(4, b, \max(c, \frac{b_2}{3}), d)$
7.   $(XX^T)_{ii} = (XX^T)_{ii} + x^2 - X_{ij}^2$
8.   $(X^T X)_{j:} = (X^T X)_{j:} + (x - X_{ij})X_{i:}$
9.   $(X^T X)_{j:} = (X^T X)_{j:}^T$
10. $(X^T X)_{jj} = (X^T X)_{jj} + (x - X_{ij})^2$
11. $X_{ij} = x$
12. end
13. until some termination criterion is met

January 9, 2022 DRAFT
Computing $c$ in (8) requires the knowledge of $(XX^T)_{ii}$. Similarly, we have

\[
XX^T = (\tilde{X} + (x - \tilde{X}_{ij})E_{ij}) (\tilde{X} + (x - \tilde{X}_{ij})E_{ij})^T
\]

\[
= \tilde{X}\tilde{X}^T + (x - \tilde{X}_{ij})E_{ij}\tilde{X}^T + (x - \tilde{X}_{ij})\tilde{X}E_{ij}^T
\]

\[
+ (x - \tilde{X}_{ij})^2E_{ij}E_{ij}^T
\]

\[
= \tilde{X}\tilde{X}^T + (x - \tilde{X}_{ij})E_{ij}\tilde{X}^T + (x - \tilde{X}_{ij})\tilde{X}E_{ij}^T + (x - \tilde{X}_{ij})^2E_{ii}
\]

where $E_{ii} \in \mathbb{R}^{n \times n}$ is a matrix with 1 in the $(i, i)$-th entry and 0 elsewhere. It follows that

\[
(XX^T)_{kk} = \begin{cases} 
(\tilde{X}\tilde{X}^T)_{kk} + 2(x - \tilde{X}_{ij})\tilde{X}_{ij} + (x - \tilde{X}_{ij})^2 & \text{if } k = i \\
(\tilde{X}\tilde{X}^T)_{kk} & \text{otherwise}
\end{cases} \tag{15}
\]

Hence, we only need to recursively update $(XX^T)_{ii}$ once the $(i, j)$-th entry of $X$ is updated.

Using (13) for computing $d$, and (14) and (15) for recursive update, we formally present the proposed sBSUM algorithm in TABLE I, where the function $solve(a_3, a_2, a_1, a_0)$ in Step 6 is to find the unique solution to a cubic equation whose coefficients are specified by the tuple $(a_3, a_2, a_1, a_0)$, followed by a projection onto the nonnegative orthant (i.e., Eq. (11) for Step 6); Steps 7-10 are recursive updates to reduce computational burden. According to the table and the previous analysis, we only need to store the matrix $(X^TX)$, $X$, $M$, and the matrix $(XX^T)$’s diagonal entries in the sBSUM algorithm, which require $O(r^2)$, $O(nr)$, $O(K)$ and $O(n)$ space in memory, respectively. Here, $K$ denotes the number of non-zero entries of $M$, which is generally $O(n^2)$ in the dense matrix case while $O(n)$ in the sparse matrix case. Hence, the sBSUM algorithm requires $O(max(K, nr))$ space in memory. In addition, it is seen that the most costly step of the sBSUM is computing $d$, that is, the computation of $MX$ dominates the per-iteration computational complexity of the sBSUM algorithm (we refer to updating all entries of $X$ as one iteration). Thus, it can be shown that the per-iteration computational complexity of the sBSUM algorithm is $O(rK)$ in the sparse case while $O(n^2r)$ in the dense case.

2) Comparison of exact (cyclic) BCD [12] and (cyclic) sBSUM: The exact BCD algorithm and the sBSUM have similar iterations (cf. Algorithm 4 in [12] and our Algorithm 1) and the same complexity. The main difference between them lies in Step 6: if we replace Step 6 with $x = solve(4, b, c, d)$ and let the ‘solve’ function denote finding the best nonnegative root (to the corresponding cubic equation) among up to three real roots, the sBSUM reduces to the exact BCD algorithm. Thus, when $c > \frac{b^2}{3a}$ holds for all iterations, the sBSUM is exactly the same as the exact BCD algorithm. Clearly, a notable
advantage of the sBSUM is that a closed-form unique real root is guaranteed in Step 6, but this is not the case for the BCD algorithm (Algorithm 1 in [12] is invoked to find the best root). Thanks to such uniqueness of the subproblems’ solutions, the sBSUM is guaranteed to converge to stationary solutions; see the argument in [18]. On the other hand, convergence is not guaranteed for multi-block cyclic BCD algorithm if each of its subproblem has possibly multiple solutions; see a well-known example due to Powell [26]. The latter result implies that the cyclic BCD algorithm, although having similar iterations and the same complexity as sBSUM, may not be a good choice for the SNMF problem.

It is worth mentioning that, the work [12] attempted to provide a convergence proof for their cyclic-BCD-based SNMF algorithm. However, there is a gap in their proof as explained as follows. Let \{X_{(t)}\}_{t=0}^{\infty} be the sequence generated by the BCD algorithm and \{X_{(t_k)}\}_{k=0}^{\infty} be one of its subsequences that converges to \bar{X}. In the proof of Theorem 1 in [12], the authors start by arguing that there exists \((i,j)\) and \(p\) such that
\[
X + pE_{ij} \geq 0
\]
and
\[
F(\bar{X} + pE_{ij}) = F(\bar{X}) - \epsilon < f(\bar{X})
\]  
(16)
for some \(\epsilon > 0\) if \(\bar{X}\) is for contrary assumed to be not a stationary solution, and finally obtain
\[
F(X_{(t_{k+1})}) \leq F(X_{(t_k)}) - \epsilon, \forall k > \tilde{K}
\]  
(17)
where \(\tilde{K}\) is a sufficiently large integer. Eq. (17) means sufficient decrease in the objective function values, resulting in the unboundedness of \(F\), i.e., a contradiction, implying that \(\bar{X}\) is a stationary solution (because \(F\) is lower bounded). However, there is a gap in their derivation: in fact the scalar \(\epsilon\) in (16) should be related to \((i,j)\) or the iteration. As a result, the scalar \(\epsilon\) in Eq. (17) should be an iteration-related one, say \(\epsilon_k\). Then, we don’t necessary arrive at a contradiction (to the boundedness of \(F\)) since the term \(\sum_{k=K+1}^{\infty} \epsilon_k\) could be finite.

To summarize, since the subproblems of the cyclic-BCD-based SNMF algorithm [12] may have multiple solutions, there is a lack of theoretical guarantee for the convergence of the cyclic-BCD-based SNMF algorithm in [12]. However, the proposed sBSUM is guaranteed to reach the stationary solutions of the SNMF problem [18]. Moreover, it is interesting to note that the proposed sBSUM (also including the other BSUM-based SNMF algorithms to be discussed later) cannot get stuck at local maxima, as shown in Appendix B.

B. Vector-wise BSUM

Generally speaking, for multi-block BCD/BSUM algorithms, the less the number of block variables is, the faster convergence the BCD/BSUM algorithms achieve. In the following, we develop a new algorithm,
termed vector-BSUM (vBSUM), in which each time we update a single row of \( \mathbf{X} \) by minimizing an upper bound of \( F(\mathbf{X}) \).

We first study the subproblem of the vBSUM which optimizes the \( i \)-th row of \( \mathbf{X} \) (denoted as \( \mathbf{x}^T \) for convenience) given the current \( \mathbf{X} \) denoted as \( \bar{\mathbf{X}} \). To do so, let us define \( \mathbf{X}_i \triangleq \bar{\mathbf{X}}_{1:i-1,:} \), \( \mathbf{X}_i \triangleq \bar{\mathbf{X}}_{i:n,:), \), \( \overline{m}_i \triangleq \mathbf{M}_{1:i-1,:} \), and \( \overline{m}_i \triangleq \mathbf{M}_{i+1:n,:} \). Since we have

\[
\begin{pmatrix}
    \bar{\mathbf{X}}_i \\
    \mathbf{x}^T
\end{pmatrix}
= \begin{pmatrix}
    \mathbf{X}_i^T & \mathbf{X}_i \mathbf{x} \\
    \mathbf{x}^T & \mathbf{x} \mathbf{x}^T
\end{pmatrix}^T
\]

the subproblem for updating the \( i \)-th row of \( \mathbf{X} \) is given by

\[
\mathbf{X}_i^T = \arg \min_{\mathbf{x}} 2 \left( \| \overline{m}_i - \bar{\mathbf{X}}_i \mathbf{x} \|_2^2 + \| \overline{m}_i - \mathbf{X}_i \mathbf{x} \|_2^2 \right)
+ (M_{ii} - \| \mathbf{x} \|_2^2)^2
\]

s.t. \( \mathbf{x} \geq 0 \).

Define \( \mathbf{P}_i \triangleq \mathbf{X}_i^T \mathbf{X}_i + \mathbf{X}_i^T \bar{\mathbf{X}}_i \), \( \mathbf{Q}_i \triangleq \mathbf{P}_i - M_{ii} \mathbf{I} \), and \( \mathbf{q}_i \triangleq (\mathbf{X}_i^T \overline{m}_i + \mathbf{X}_i^T \overline{m}_i) \). Then we can rewrite problem (19) equivalently (equivalent in the sense that they have the same optimal solution) as follows

\[
\mathbf{X}_i^T = \arg \min_{\mathbf{x}} \| \mathbf{x} \|_4^4 + 2 \mathbf{x}^T \mathbf{Q}_i \mathbf{x} - 4 \mathbf{q}_i^T \mathbf{x}
\]

s.t. \( \mathbf{x} \geq 0 \).

Clearly, problem (20) is not necessarily convex. But even if it is convex, it is still unlikely to obtain a closed-form optimum solution to problem (20) due to the presence of the nonnegativity constraints and the coupling of the entries of \( \mathbf{x} \) introduced by \( \mathbf{Q}_i \). In what follows, we solve (20) by using BSUM algorithm.

Thanks to the Lipschitz continuity of the quadratic part in the objective function, we can find an upper bound for the objective function of problem (20). Specifically, we have the following bound for the quadratic term \( \mathbf{x}^T \mathbf{Q}_i \mathbf{x} \)

\[
\mathbf{x}^T \mathbf{Q}_i \mathbf{x} \leq \mathbf{y}^T \mathbf{Q}_i \mathbf{y} + 2 \mathbf{y}^T \mathbf{Q}_i (\mathbf{x} - \mathbf{y}) + S_{\mathbf{Q}_i} \| \mathbf{x} - \mathbf{y} \|_2^2, \forall \mathbf{x}, \mathbf{y}.
\]

\(^3\)When the matrix \( \mathbf{M} \) is a similarity matrix generated by the widely used Gaussian kernel, e.g., \( M_{ij} = \exp \left( -\frac{\| \mathbf{x}_i - \mathbf{x}_j \|_2^2}{\sigma^2} \right) \) (where \( \mathbf{x}_i \) and \( \mathbf{x}_j \) are two data points, and \( \sigma^2 \) is a parameter), or a normalized similarity matrix, we always have \( M_{ii} \leq 1 \) for all \( i \). On the other hand, because \( \mathbf{X} \) is nonnegative, the matrix \( \mathbf{P}_i \) is almost always a positive matrix whose eigenvalues are all in the interval given by \( [\min(\mathbf{P},1), \max(\mathbf{P},1)] \) (Chap. 8). Moreover, when the number of data points \( n \) is very large, it is very likely that \( \min(\mathbf{P},1) > 1 \) and thus the matrix \( \mathbf{Q}_i = \mathbf{P}_i - M_{ii} \mathbf{I} \) is positive semidefinite, implying that problem (20) is convex with very high probability in practice.
where $S_Q_i$ is the Lipschitz constant of the gradient of $x^T Q_i x$, which can be simply chosen as the maximum eigenvalue of $Q_i$ or $\max(P_i, 1) - M_i$ (see footnote 3 for reason). By replacing $x^T Q_i x$ in (20) with the above upper bound evaluated at $\tilde{x} \triangleq \tilde{X}_i^T$ (i.e., let $y = \tilde{x}$ in the above inequality) in problem (20) and rearranging the terms, we obtain

$$\min_{x} \|x\|^4 + 2S_Q_i \|x\|^2 - 4b_i^T x$$

s.t. $x \geq 0$.  \hfill (21)

where $b_i \triangleq q_i + s_Q \tilde{x} - Q_i \tilde{x}$. Observing that $b_i^T x$ should be maximized for any fixed $\|x\|$, we show in Lemma 2.3 that problem (21) admits a unique closed-form solution.

**Lemma 2.3:** The optimum solution to problem (21) can be expressed as follows

$$X_i^T = \begin{cases} \begin{array}{l} 0, \\ \frac{[b_i]}{\| [b_i] \|} \end{array} \end{cases} \begin{array}{l} \text{if } b_i \leq 0 \\ \text{otherwise} \end{array}$$

where

$$t = \frac{3\| [b_i] \|}{2} - \sqrt{\Delta} + \frac{3\| [b_i] \|}{2} \sqrt{\Delta}$$

with $\Delta \triangleq \frac{\| [b_i] \|^2}{2} + \frac{S_Q^3}{27}$.

**Proof:** It is easily seen that when an entry of $b_i$ is non-positive, the corresponding component of the optimal $x$ should equal to zero. As a result, problem (21) is equivalent to the following

$$\min_{x} \|x\|^4 + 2S_Q_i \|x\|^2 - 4[b_i]^+_T x,$$

s.t. $x \geq 0$.  \hfill (23)

Trivially, we have the optimal $x = 0$ if $b_i \leq 0$. Hence, we only need to consider the case when $[b_i]_+ \neq 0$. First, it is readily seen that, problem (23) is further equivalent to

$$\min_{x, t} t^4 + 2S_Q_i t^2 - 4[b_i]_+^T x, \quad \text{s.t. } \|x\| \leq t, \quad x \geq 0.$$  \hfill (24)

Second, note that, (for any fixed $t > 0$) $[b_i]_+^T x$ should be maximized subject to $\|x\| \leq t$ and $x \geq 0$. By Cauchy-Schwartz inequality, the optimal $x$ takes the form $x = t \frac{[b_i]}{\| [b_i] \|}$. Hence, problem (24) reduces to the following convex problem

$$\min_{t} t^4 + 2S_Q_i t^2 - 4 \| [b_i]_+ \| t, \quad \text{s.t. } t \geq 0.$$  \hfill (25)

By the first-order optimality condition, we know that the optimal $t$ is the unique real root of the cubic equation $t^3 + S_Q_i t - \| [b_i]_+ \| = 0$, which can be obtained in closed-form as shown in above. This completes the proof.
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Our proposed vBSUM algorithm, summarized in Table II, requires an approximate solution of problem \( (20) \) at each iteration. Such solution is obtained by iteratively solving \( (21) \) for a fixed number of times \( I_{\text{max}} \); see Steps 5-8. We comment that regardless of the number of inner iterations performed (i.e., the choice of \( I_{\text{max}} \)), vBSUM is guaranteed to converge to stationary solutions of the basic SNMF problem, by applying the same analysis as that of the BSUM algorithm [18, Theorem 2]. Furthermore, from Table II, one can see that the most costly step in the vBSUM lies in Step 4 for computing \( X^TM_i \), equivalently \( X^TM \) in each iteration, which requires \( O(rn^2) \) operations per-iteration in the dense case while \( O(rK) \) operations per-iteration in the sparse case. Hence, the per-iteration computational complexity of the vBSUM is the same as the sBSUM. In addition, it is seen that we only need to store \((X^TX), X, M, \) and \((q_i, b_i)\) in the algorithm, which require \( O(r^2), O(nr), O(K) \) and \( O(r) \) space in memory, respectively. Hence, the vBSUM requires less space in memory in practice than that required by the sBSUM algorithm, though both with the same order of memory complexity, i.e., \( O(\max(K, nr)) \).

**Remark 2.1:** Certainly, we can use the element-wise BSUM algorithm (i.e., view each row entry of \( X \) as one block) to update each row of \( X \) and obtain an alternative vBSUM algorithm, which is a simple variant of the sBSUM algorithm obtained by (for each \( i \)) updating \( X_{ij}, j = 1, 2, \ldots, r \), multiple times in each iteration. For convenience, we refer to this alternative vBSUM algorithm as v-sBSUM algorithm.
and also assume $I_{\text{max}}$ repeats as in the vBSUM algorithm for updating rows of $X$. Note that, the v-sBSUM algorithm requires $O(n^2rI_{\text{max}})$ operations in each iteration due to the frequent computation of $MX$ (cf. Step 5 of Algorithm 1) while $O(nr^2 + nr^2I_{\text{max}})$ operations in the vBSUM algorithm, where the second term $O(nr^2I_{\text{max}})$ is due to Step 6 of Algorithm 2. Moreover, the v-sBSUM algorithm requires $r$ times root operations as many as the vBSUM algorithm does. Therefore, we prefer the proposed vBSUM algorithm over the simple variant of the sBSUM algorithm for better efficiency.

Remark 2.2: The vBSUM algorithm is a row-wise BSUM algorithm. Similarly, we can develop a column-wise BSUM algorithm for the basic SNMF problem. However, unlike the subproblem (20) in the vBSUM algorithm, the subproblem of updating each column of $X$ has no good structure and the corresponding Lipschitz constant is not easily available as the number of data points $n$ is very large. And more importantly, the vBSUM algorithm is more amendable to both randomized and parallel implementation, which will be clear in the following sections.

III. PERMUTATION-BASED RANDOMIZED BSUM ALGORITHM AND ITS APPLICATION IN SNMF

The sBSUM and vBSUM algorithms both fall into the category of deterministic cyclic BSUM algorithms. As a variant of cyclic BSUM algorithm, randomized BCD/BSUM algorithm has been proposed [20], where each time one block variable is chosen to be optimized with certain probability. Differently from the basic randomized BCD/BSUM algorithm, the permutation-based randomized BCD/BSUM algorithm (termed as PR-BCD/BSUM) updates the block variables in a random permutation rule, in which the blocks are randomly selected without replacement. However, the convergence of the PR-BCD/BSUM algorithm has not been well-understood, as pointed out in a recent survey [16]. In particular, it is not known, at least in theory, whether random permutation provides any added benefit compared with the more classical cyclic block selection rules. In this section, we first study the convergence of the PR-BSUM algorithm (including PR-BCD as a special case) in a general framework and then propose the randomized sBSUM and vBSUM algorithms.

A. The PR-BSUM algorithm and the convergence results

We start with a general description of the PR-BSUM algorithm. Consider the following multi-block minimization problem

$$\min_{x_i \in X_i, \forall i} f(x_1, x_2, \ldots, x_m) \quad (26)$$

where each $X_i \in \mathbb{R}^{n_i}$ is a closed convex set. Define $\mathcal{X} \triangleq X_1 \times X_2 \times \ldots \times X_m$ and $x = [x_1^T \ x_2^T \ \ldots \ x_m^T]^T$. Let $u_i(\cdot; x)$ satisfy the following assumption.
Assumption 3.1:

\begin{align}
    u_i(x_i; x) &= f(x), \forall x \in \mathcal{X}, \forall i; \quad \text{(27a)} \\
    u_i(y_i; x) &\geq f(x_{<i}, y_i; x_{>i}), \forall y_i \in \mathcal{X}_i, \forall x \in \mathcal{X}, \forall i; \quad \text{(27b)} \\
    u_i'(y_i; x, d_i)|_{y_i=x_i} &= f'(x; d), \forall d = (0; \ldots; d_i; 0; \ldots 0) \\
    \text{s.t. } x_i + d_i &\in \mathcal{X}_i, \forall i; \quad \text{(27c)} \\
    u_i(y_i; x) &\text{ is continuous in } (y_i, x), \forall i, \quad \text{(27d)}
\end{align}

where \(x_i\) is the \(i\)-th block component of \(x\) (similarly for \(y_i\) and \(y\)), \(x_{<i}\) and \(x_{>i}\) represent the block components of \(x\) with their indices less than \(i\) or larger than \(i\), respectively, \(u_i'(y_i; x, d_i)\) denotes the directional derivative of \(u_i(\cdot; x)\) with respect to \(y_i\) along the direction \(d_i\), and \(f'(x; d)\) denotes the directional derivative of \(f(\cdot)\) with respect to \(x\) along the direction \(d\). The assumption (27c) guarantees that the first order behavior of \(u_i(\cdot; x)\) is the same as \(f(\cdot)\) locally \cite{18}, hence it is referred to as the gradient consistency assumption.

The PR-BSUM algorithm is described in Table III, where the ‘randperm’ function in Step 3 generates an index set \(I\) containing a random permutation of \(\{1, \ldots, m\}\) and specifies the order of the update of block variables. The PR selection rule takes advantage of both the randomized rule and the cyclic rule: it guarantees timely update of all block variables, while avoiding being stuck with a bad update sequence.

In the following, we prove that, with probability one (w.p.1.) the sequence generated by the PR-BSUM algorithm converges to the set of stationary solutions of problem (26).

**Theorem 3.1:** Let Assumption 3.1 holds. Furthermore, assume that \(f(\cdot)\) is regular and bounded below. Then every limit point of the iterates generated by the PR-BSUM algorithm is a stationary point of problem \textit{26} w.p.1.

**Proof:** There are \(M = m!\) different permutations. Let \(p\) denote the index of permutation and \(p(1)\) denote the first number of the \(p\)-th permutation. First of all, we have

\[
\mathbb{E}[f(x^{k+1}) \mid x^k] = \frac{1}{M} \sum_{p=1}^{M} f(x^{p,k+1})
\]

where \(x^{p,k+1}\) denotes the update obtained by running one iteration of PR-BSUM (given \(x^k\)) according to the variable selection rule specified by the \(p\)-th permutation. Due to the upper bound assumption (27b) and the update rule, it must hold that

\[
f(x^{p,k+1}) \leq \min_{x_{p(1)} \in \mathcal{X}_{p(1)}} u_{p(1)}(x_{p(1)}; x^k), \forall p.
\]
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**TABLE III**

**Algorithm 3: PR-BSUM Algorithm**

| Step | Description |
|------|-------------|
| 0.   | Initialize $x^0 \in \mathcal{X}$ and set $k = 0$ |
| 1.   | repeat |
| 2.   | $y = x^k$ |
| 3.   | $\mathcal{I} = \text{randperm}(m)$ |
| 4.   | for each $i \in \mathcal{I}$ |
| 5.   | $x_i^k = \arg\min_{x_i \in \mathcal{X}} u_i(x_i, y)$ |
| 6.   | set $y_i$ to be an arbitrary element in $x_i^k$ |
| 7.   | end |
| 8.   | $x^{k+1} = y$ |
| 9.   | $k = k + 1$ |
| 10.  | until some termination criterion is met |

Combining (28) and (29), we have

$$
\mathbb{E}[f(x^{k+1}) \mid x^k] \leq f(x^k) - \frac{1}{M} \sum_{p=1}^{M} \left( f(x^k) - \min_{x_p(1) \in \mathcal{X}_p(1)} u_p(1)(x_p(1); x^k) \right)
$$

which implies that $f(x^k)$ is a supermartingale and thus converges [24], and moreover the following holds w.p.1.,

$$
\frac{1}{M} \sum_{k=1}^{\infty} \sum_{p=1}^{M} \left( f(x^k) - \min_{x_p(1) \in \mathcal{X}_p(1)} u_p(1)(x_p(1); x^k) \right) < \infty.
$$

Thus, by noting $f(x^k) \geq \min_{x_p(1) \in \mathcal{X}_p(1)} u_p(1)(x_p(1); x^k), \forall p$, we must have, w.p.1.,

$$
\lim_{k \to \infty} \left( f(x^k) - \min_{x_p(1) \in \mathcal{X}_p(1)} u_p(1)(x_p(1); x^k) \right) = 0, \forall p.
$$

Now let us restrict our analysis to a convergent subsequence $\{x^{k_j}\}$ with $\lim_{j \to \infty} x^{k_j} = x^\infty$. We have from (32) and the continuity of $f(\cdot)$ that

$$
\lim_{j \to \infty} \min_{x_p(1) \in \mathcal{X}_p(1)} u_p(1)(x_p(1); x^{k_j}) = f(x^\infty), \forall p, \text{ w.p.1.}
$$
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On the other hand, according to the update rule, we have

$$\min_{x_{p(1)} \in X_{p(1)}} u_{p(1)}(x_{p(1)}; x_{k}) \leq u_{p(1)}(x_{p(1)}; x_{k}),$$

$$\forall x_{p(1)} \in X_{p(1)}, \forall p, \text{ w.p.1.} \quad (34)$$

By taking limit as $j \to \infty$ on both sides of (34), and using (33) and the continuity of $u_{i}(\cdot; \cdot)$, we obtain

$$f(x^{\infty}) \leq u_{p(1)}(x_{p(1)}; x_{\infty}), \forall x_{p(1)} \in X_{p(1)}, \forall p, \text{ w.p.1.} \quad (35)$$

Due to the function value consistency assumption (27a), we have $f(x^{\infty}) = u(x^{\infty}; x^{\infty}), \forall i$, and thus

$$u(x_{p(1)}^{\infty}; x^{\infty}) \leq u_{p(1)}(x_{p(1)}; x^{\infty}), \forall x_{p(1)} \in X_{p(1)}, \forall p, \text{ w.p.1.} \quad (36)$$

Note that the above inequality holds for all permutations. Therefore, we have that w.p.1.,

$$u_{i}(x_{i}^{\infty}; x^{\infty}) \leq u_{i}(x_{i}; x^{\infty}), \forall x_{i} \in X_{i}, \forall i. \quad (37)$$

Checking the first order optimality condition combined with the gradient consistency assumption (27c), we complete the proof.

**Remark 3.1:** It is important to note that the PR-BSUM includes the PR-BCD as a special case. Therefore, the fact that the PR-BSUM does not require the uniqueness of the per-block solution of problem (26) implies that the same holds true for the PR-BCD. It follows that a simple strategy to ensure convergence of the cyclic BCD algorithm proposed in [12] is to replace the cyclic rule with the random permutation rule. In our subsequent numerical result, we will also show that the PR-BCD/BSUM algorithms are often faster than its determinsitic cyclic counterpart.

**B. The PR-sBSUM/vBSUM algorithms**

It is easy to implement the random permutation rule in the proposed sBSUM and vBSUM algorithms. The resulting algorithms are named respectively as PR-sBSUM and PR-vBSUM. Note that we have $nr$ block variables in the sBSUM and $n$ block variables in the vBSUM. Therefore, by adding ‘randperm(nr)’ as an additional step between Step 1 and Step 2 of Algorithm 1 and meanwhile slightly modifying Step 2, we obtain the PR-sBSUM algorithm. Similarly, by adding ‘randperm(n)’ step between Step 1 and Step 2 of Algorithm 2 and meanwhile slightly modifying Step 2, we obtain the PR-vBSUM algorithm. Since the complexity of random permutation of $N$ integers is $O(N)$ [19], the PR-sBSUM algorithm and the PR-vBSUM algorithm have the same order of per-iteration complexity as their deterministic versions, though the permutation steps thereof incur additional computational burden.
IV. PARALLEL BSUM ALGORITHM FOR SNMF

In this section we present parallel versions of sBSUM and vBSUM based upon the recent work [21]. Such parallel implementation is capable of utilizing multi-core processors and can deal with problems of relatively large size. To enable parallelization, the main idea is to first use parallel updates to find a good direction, followed by some stepsize control for updating the variables [21]. Specifically, the parallel BSUM for solving problem (26) works as follows. At the $k$-th iteration, a subset $S^k$ of block variables are selected and updated in parallel according to the following rules:

$$\hat{x}_{i}^{k-1} = \arg \min_{x_i \in X_i} u_i(x_i, x_{i}^{k-1}), \forall i \in S^k$$

$$x_{i}^{k} = x_{i}^{k-1} + \gamma^k(\hat{x}_{i}^{k-1} - x_{i}^{k-1}), \forall i \in S^k,$$

(38)

where $\gamma^k$ is a stepsize. Theoretically, with appropriate choice of stepsizes, the iterates generated by the parallel BSUM algorithm converge to the set of stationary solutions of problem (26) [21]. Practically, because the computation for each block $i \in S^k$ is independent of the rest, one can implement it on a single core/processor, making the overall algorithm well-suited for parallel implementation on multi-core machines or over a cluster of computing nodes.

Suppose that we have $P$ processors (each with a single core) that can be used in parallel computing. In what follows we show step-by-step how to distribute the storage and computation of variables and/or data to $P$ processors.

Preprocessing step. Observing from Table I and II that, besides the current $X$, all we need to update the $(i,j)$-th entry of $X$ is the $i$-th column (or row) of the matrix $M$. Based on this observation, we assign the variables and data to processors as follows: we divide the rows of $X$ into $P$ subsets $X_i$, $i = 1, 2, \ldots, P$. Accordingly, we also divide the rows of $M$ into $P$ subsets $M_i$, $i = 1, 2, \ldots, P$. Moreover, each processor stores a copy of $X$ and $M_i$ in its local memory which will be used to update the $i$-th row’s entries of $X$. See Fig. 1 for illustration.

Computation step. At each iteration of the algorithm each processor $i$ randomly selects a subset of local variables from $X_i$ to carry out the computation (38). In particular, a subset of entries of $X_i$ will be selected for the parallel sBSUM while a subset of rows of $X_i$ will be picked for parallel vBSUM.

Communication step. After the updates are done, the processors exchange the updated variables among themselves to form a new $X$ at each local memory. To avoid communicating the entire $X$ among the processors, we propose to exchange both the newly updated entries and their associated indices $(i,j)$ for the sBSUM, while only exchange the newly updated entries and the row indices for the vBSUM. It can be shown that, if we update $Jr$ entries of $X$ in total at each iteration, the per-iteration communication
Fig. 1. This example shows how we assign variables/data to processors. In this example, we have three single-core processors. We divide the rows of $X$ into three blocks ($X_1, X_2, X_3$) from top to down and assign them to the three processors for computing (the correspondence between the variables/data and processors are indicated by dotted/real lines). The size of three blocks depends on the processing capability of the corresponding processors. Furthermore, the rows of $M$ are accordingly divided into three blocks ($M_1, M_2, M_3$) with the same size as the three blocks of $X$. All three processors store $X$ but each with only a portion of $M$. Hence, the processors need to exchange the updated variables to each other to locally maintain a copy of the current $X$.

Complexity of the parallel sBSUM and vBSUM are $O(3Jr(P-1))$ and $O(J(r+1)(P-1))$, respectively. Hence, the parallel vBSUM algorithm incurs less communication overhead than the parallel sBSUM algorithm.

V. SIMULATION RESULTS

This section presents numerical examples to show the effectiveness of the proposed algorithms. We first describe the simulation setup, and then demonstrate the convergence performance of various proposed algorithms. Finally, we compare the proposed algorithms with several recent state-of-the-art algorithms [2], [13].

A. The Setup

In our simulations, all algorithms are implemented in Matlab on a laptop of 8 GB Memory and 2.10 GHz CPU, except for the parallel BSUM algorithms. To construct the data matrix $M$ we utilize two different approaches suggested in [13] and [2], respectively:

**Approach 1**–The correlation kernel (CK) method [13]: the data matrix $X_{data} \in \mathbb{R}^{n \times m}$ could be real data or randomly generated. In the latter case, it has a fraction $s$ of zeros, and the nonzero entries all follow an i.i.d exponential distribution with unit mean. Given $X_{data}$, we set $M = X_{data}X_{data}^T + \frac{\sigma^2}{2}(N + N^T)$, where $N \in \mathbb{R}^{n \times n}$ represents some noise matrix whose entries are randomly drawn from an i.i.d Gaussian distribution with zero mean and standard deviation $\sigma = 0.1$. 
Approach 2—The sparse Gaussian kernel (SGK) method [2]: X\textsubscript{data} could be real data or randomly generated. In the latter case, each entry follows an i.i.d exponential distribution with unit mean. Given X\textsubscript{data}, we construct M following three steps, including 1) computing Gaussian kernel with self-tuning method, 2) sparsification, and 3) normalization. We refer readers to Sec. 7.1 of [2] for the details.

The reason to consider two different methods for generating M is that, in our experiments, we have observed that the performance of the state-of-the-art algorithms [2], [13] is significantly impacted by the way that such M is generated. Therefore, to thoroughly investigate the performance of various algorithms, we use both methods to generate M in our experiments.

In our simulation, unless otherwise specified, the data matrix X\textsubscript{data} is randomly generated with m = r. If there is a value “s” shown in the caption of a figure, it indicates that the CK method is used. Although the CK method generates a sparse matrix X\textsubscript{data} when s is large, the corresponding M may not be sparse due to the inner product operation and the existence of noise. In contrast, the SGK method produces sparse matrix M due to the sparsification step. As will be seen later, the sparsity would impact the convergence rate of all the algorithms.

All algorithms are randomly initialized from points in the form of \( \sqrt{\alpha}X_0 \), where \( X_0 \) is a randomly generated nonnegative matrix and \( \alpha = \arg \min_{\alpha \geq 0} \| M - \alpha X_0 X_0^T \|^2 \) is chosen to make the initial point match the scale of M. Two criteria are used to measure the performance of the algorithms. The first one is related to the objective value, given by \( 100 \times \| M - XX^T \|/\| M \| \) [12], while the other is used to measure the gap to stationarity, given by \( \| X - [X - \nabla F(X)]_+ \|_{\infty} \) [21]. It can be readily shown that such gap equals to zero if and only if a stationary solution is achieved. For convenience, we refer to such gap as the optimality gap.

B. The convergence performance of the BSUM algorithms

We first examine the convergence performance of the proposed algorithms.

1) Cyclic BCD/BSUM Vs. PR-BCD/BSUM: In this set of simulations, taking the PR-sBSUM algorithm as an example, we compare the convergence performance of the cyclic BCD/BSUM algorithm and the permutation-based randomized BCD/BSUM algorithm. The simulation results are presented in Figs. 2 and 3, where each data point is obtained by averaging 20 problem instances. First, we can see from the two plots that the BSUM algorithms can achieve very similar (but not exactly the same) convergence performance as that of the BCD algorithms. Second, it is observed from Fig. 2 that, when the problem is generated by the CK method with small size, the cyclic BCD/BSUM and the PR-BCD/BSUM could have very similar performance. The benefit of the permutation-based random selection rule becomes
significant when the problem size increases. In contrast, for the problems generated by the SGK method, both algorithms have similar performance even in high-dimensions; see Fig. 3. Our conclusion is that the PR-BCD/BSUM at least perform as well as its cyclic counterpart, and in certain high-dimensional scenarios using such scheme is indeed beneficial.

2) vBSUM Vs. sBSUM/BCD: In this set of simulations, we compare the convergence performance of the (cyclic) sBSUM/BCD and vBSUM in terms of cpu time. For vBSUM, we set $I_{\text{max}} = 10$. As shown in Fig. 1, the sBSUM and BCD have very similar iteration convergence behavior. However, they consume different cpu time in each iteration because of different solutions applied to the cubic equations. As mentioned in Sec. II-A.2), for solving each cubic equation, a subroutine (i.e., Algorithm 1 in [12]) is required by the BCD but a closed-form solution is available in the sBSUM. Hence, the sBSUM is more efficient than the BCD in terms of the consumed cpu time, as shown in Fig. 4. Moreover, it can be observed from Fig. 4 that the vBSUM outperforms the sBSUM.

3) Parallel BSUM Vs. Serial BSUM: In this set of simulations, we compare the performance of the parallel BSUM algorithms and the serial BSUM algorithms (i.e., the sBSUM algorithm and vBSUM algorithm). A constant stepsize $\gamma = 1$ is used for all parallel BSUM algorithms. We use the noiseless CK method and the 20newsgroup text data\footnote{This dataset contains binary occurrences for 100 words across 16242 postings, which is available from http://www.cs.nyu.edu/~roweis/data/20news_w100.mat} to generate the similarity matrix $M$ with $n = 16242$ and $r = 10$. Both the parallel BSUM and serial BSUM are implemented on a Condo Cluster consisting primarily of 176 SuperMicro servers each with two 8-core Intel Haswell processors, 128 GB of memory and 2.5 TB of available local disk.

Fig. 2. As the problem size increases, the performance gain of the PR-BCD/BSUM over the cyclic BCD/BSUM becomes more significant: $s = 0$.  
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Fig. 3. The PR-BCD/BSUM is not necessarily better than the cyclic BCD/BSUM for the problems generated by the SGK method, $n = 1000$, $r = 100$.

The simulation results are presented in Fig. 5, where Fig. 5(a) shows convergence performance of the parallel BSUM while Fig. 5(b) shows the cpu time consumed for running 20 iterations of each algorithm decreasing with the number of cores used in the parallel computation. It is observed that parallelization does significantly reduces the overall computational time. For example, when 256 cores are used, the vBSUM algorithm takes only less than 0.5 second to complete 20 iterations of computation. Furthermore, we can see that the parallel vBSUM is faster than the parallel sBSUM. This is partly because that the vBSUM requires less communication overhead than the sBSUM, as discussed in the end of Sec. IV. In addition, it is worth mentioning that, the cpu time does not scale linearly with respect to the number of cores – a result predicted by the Amdahl’s law [25].

C. Comparison with state-of-the-art algorithms

We compare the proposed algorithms with several state-of-the-art SNMF algorithms, listed as follows:

- *The Newton Method* [2]: a Newton-like method with per-iteration complexity of $O(n^3r)$. It can achieve convergence to stationary solutions of the SNMF problem.

\footnote{For a clear demonstration of the cpu time, we run the parallel algorithms 20 iterations, which are generally enough for the algorithms to achieve a good solution.}
Fig. 4. The vBSUM outperforms the sBSUM while both are faster than the BCD: $n = 100$, $r = 10$, $s = 0.5$.

- **The ANLS Method** [2]: a penalty method that addresses the following penalty problem

\[
\min_{X, Y \geq 0} \| M - XY^T \|^2 + \alpha \| X - Y \|^2,
\]

which is based on a key fact that $X - Y \to 0$ as the penalty parameter $\alpha$ goes to infinity. For a tuned penalty parameter $\alpha$, a two-block coordinate descent algorithm is used to solve the penalty problem, leading to $X$-subproblem and $Y$-subproblem (corresponding to Eqs. (16) and (17) in [2]) in each iteration. The $X(Y)$-subproblem can be further decomposed into $n$ independent nonnegativity-
constrained least-square (NLS) problems in the form of \( \min_{x_i \geq 0} \|Ax_i - b_i\|^2 \) with \( A \in \mathbb{R}^{(n+r) \times r} \) and \( x_i \in \mathbb{R}^{r \times 1}, i = 1, 2, \ldots, n \). It is not difficult to see that each NLS problem have computational complexity at least in the same order as that of solving its unconstrained counterpart (i.e., computing \( x_i = A^\dagger b_i \)), which requires at least \( O((n + r)r) \) operations. Hence, the per-iteration complexity of the ANLS method is at least \( O(n^2r) \), the same order as that of the vBSUM/sBSUM algorithms.

Fig. 5. Parallel BSUM algorithms are much faster than serial BSUM algorithms and their cpu time required for 20 iterations decreases with the number of cores involved in the parallel computation.
• The rEVD Method [13]: an approximate method that is based on reduced eigenvalue decomposition (EVD) and unitary rotation. This method first performs rank-$r$ reduced EVD on $M$, yielding $M \approx U_r \Sigma_r U_r^T$ where $\Sigma_r$ is a $r$ by $r$ diagonal matrix of the $r$ largest eigenvalues and $U_r$ is an $n$ by $r$ matrix whose columns are the corresponding eigenvectors. And then an additional step is performed to find an approximate nonnegative matrix factorization $X$ of $M$ by solving

$$\min_{X, Q} \| X - BQ \|^2$$

s.t. $X \succeq 0$

$$Q^T Q = Q Q^T = I$$

(39)

where $B \triangleq U_r \Sigma_r^{\frac{1}{2}}$ is given and $Q$ is a $r$ by $r$ unitary matrix. Problem (39) is addressed using two-block coordinate descent algorithm with per-iteration complexity $O(nr^2)$ [13]. Although with lower per-iteration complexity, the rEVD method requires $O(n^3)$ operations due to EVD. Moreover, it cannot guarantee convergence to stationary solutions of the SNMF problem when the matrix $M$ does not have an exact SNMF.

The codes of Newton and ANLS methods are available from [http://math.ucla.edu/~dakuang/](http://math.ucla.edu/~dakuang/) (hence we use the default tuning strategy for $\alpha$ recommended by the authors of [2]), while the rEVD method is implemented according to the pseudo-code shown in Fig 4 of [13]. The simulation results are presented in Figs. 6-9, from which, the following observations are made:

• Due to the linear per-iteration complexity with respect to $n$, the rEVD algorithm always converges fastest in all cases and often generate a good approximation solutions with reasonably small objective values. However, the rEVD algorithm cannot reach stationary solutions in all cases. Moreover, it cannot generate any solutions until the EVD operation is completed. For example, as shown in Fig. 9, the rEVD algorithm starts producing solutions in about 20 seconds, while in the mean time, the vBSUM/sBSUM algorithm has output an approximate solution with smaller objective value than the final solutions of the rEVD algorithm. This fact stands the way of adoption of the rEVD algorithm for large-scale problems. But it is worth mentioning that, the rEVD algorithm can serve as a good initialization for the BSUM/BCD algorithms when the problem size is relatively small.

• The ANLS algorithm could sometimes perform better than the BSUM algorithms. The main reason is that the ANLS algorithm is in essence two-block BCD, which allows it to benefit from MATLAB’s high-performance matrix computation. However, the ANLS algorithm may converge to a bad solution (see Fig. 6). This is because that the adaptive penalty parameter provided by the authors of [2] may fail to work effectively.
• The Newton method often works very well for small-scale problems, though its optimality gap value could reach a relatively high error floor. However, it could converge extremely slowly for large-scale problems due to its high per-iteration complexity (see Fig. 8). This fact stands the way of its adoption for large-scale problems.
• In all cases, the proposed BSUM algorithms (especially the vBSUM algorithm) can work very well and quickly reach a good approximate solution in the first few seconds or iterations. Moreover, we find that, the BSUM algorithms can converge faster for the problems with sparse similarity matrices as compared to those with dense similarity matrix. For example, in Fig. 8 (corresponding to a dense similarity matrix $M$ generated by the CK method), the vBSUM algorithm takes about 600 seconds to converge while in Fig. 9 (corresponding to a sparse similarity matrix generated by the SGK method) it takes only about 60 seconds for the problem of same size.

To summarize, the proposed BSUM-type algorithms can reach stationary solutions and are more numerically stable than the state-of-the-art algorithms regardless the way the matrix $M$ is generated. Moreover, parallel computation can significantly improve the efficiency of the proposed methods.

VI. CONCLUSIONS

In this paper, we have proposed both serial and parallel BSUM algorithms for the SNMF problem. All the algorithms are guaranteed to have convergence to the stationary solutions of the SNMF problem. The serial BSUM algorithms can perform competitively with state-of-the-art methods while the parallel BSUM algorithms can efficiently handle large-scale SNMF problems. We remark that our serial BSUM algorithms initialized from the final solution of the efficient rEVD algorithm [13] could be expected as a good choice for solving small-scale SNMF problems. For large-scale SNMF problems, we suggest using either the randomized BSUM algorithms or parallel algorithms if a multi-core processor is available.

APPENDIX A

DERIVATION OF THE TUPLE $(a, b, c, d)$ IN EQS. (6-9)

Let $x_{ij} = x - \bar{X}_{ij}$. Recall that $E_{ij} \in \mathbb{R}^{n \times r}$, $E_{jj} \in \mathbb{R}^{r \times r}$, and $E_{ii} \in \mathbb{R}^{n \times n}$ is a matrix with 1 in the $(i, j)$-th entry and 0 elsewhere. Moreover, it holds true that $E_{ij} E_{ij}^T = E_{ii}$ and $E_{jj} E_{jj}^T = E_{jj}$. Then we have

\[
F(X) = \left\| \left( \bar{X} + x_{ij} E_{ij} \right) \left( \bar{X} + x_{ij} E_{ij} \right)^T - M \right\|^2
\]
\[
= \left\| \bar{X} \bar{X}^T - M + x_{ij} \left( \bar{X} E_{ij}^T + E_{ij} \bar{X}^T \right) + x_{ij}^2 E_{ii} \right\|^2
\]
Fig. 6. The ANLS and rEVD algorithms may fail to converge to stationary solutions: \( n = 100, r = 10, s = 0.5 \).

\[
F(\tilde{X}) + 2x_{ij} \text{Tr} \left( (\tilde{X}\tilde{X}^T - M) \left( \tilde{X}E_{ij}^T + E_{ij} \tilde{X}^T + x_{ij} E_{ii} \right) \right) \\
+ x_{ij}^2 \| \tilde{X}E_{ij}^T + E_{ij} \tilde{X}^T + x_{ij} E_{ii} \|_2^2 \\
= x_{ij}^2 + 2 \text{Tr} \left( (\tilde{X}E_{ij}^T + E_{ij} \tilde{X}^T) E_{ii} \right) x_{ij}^3 \\
+ \left( 2 \text{Tr} \left( (\tilde{X}\tilde{X}^T - M) E_{ii} \right) + \| \tilde{X}E_{ij}^T + E_{ij} \tilde{X}^T \|_2^2 \right) x_{ij}^2 \\
+ 2 \text{Tr} \left( (\tilde{X}\tilde{X}^T - M) \left( \tilde{X}E_{ij}^T + E_{ij} \tilde{X}^T \right) \right) x_{ij} + f(\tilde{X})
\]
Fig. 7. The rEVD algorithm has fastest convergence but may not achieve a good approximation solution: $n = 100$, $r = 10$, the SGK method is used.

By comparing the above equality with Eqs. (4) and (5), we have

$$a = 4$$

$$b = 6\text{Tr} \left( \left( \tilde{X}E^T_{ij} + E_{ij}\tilde{X}^T \right) E_{ii} \right)$$
$$= 12\text{Tr} \left( \tilde{X}E^T_{ij} \right)$$
$$= 12\tilde{X}_{ij}$$  (40)
Fig. 8. The Newton algorithm converges very slowly for problems of large size: $n = 2000$, $r = 50$, $s = 0.5$.

\[
c = 2 \left( 2\text{Tr} \left( (\tilde{X}\tilde{X}^T - M)E_{ii} \right) + \left\| \tilde{X}E_{ij}^T + E_{ij}\tilde{X}^T \right\|^2 \right) \\
= 4(\tilde{X}\tilde{X}^T - M)_{ii} + 4\text{Tr}(\tilde{X}^T\tilde{X}E_{jj}) + 4\text{Tr} \left( \tilde{X}E_{ij}^T\tilde{X}E_{ij}^T \right) \\
= 4 \left( (\tilde{X}\tilde{X}^T - M)_{ii} + (\tilde{X}^T\tilde{X})_{jj} + \tilde{X}_{ij}^2 \right) \\
\]

\[
d = 2\text{Tr} \left( (\tilde{X}\tilde{X}^T - M) \left( \tilde{X}E_{ij}^T + E_{ij}\tilde{X}^T \right) \right) \\
= 4\text{Tr} \left( (\tilde{X}\tilde{X}^T - M)\tilde{X}E_{ij}^T \right) \\
= 4((\tilde{X}\tilde{X}^T - M)\tilde{X})_{ij} \\
\]
The EVD operation in the rEVD algorithm may take a long time for problems of large size: \( n = 2000, r = 50 \), the SGK method is used.

where we have used the facts \( E_{ij}^T E_{ii} = E_{ij}^T \), \( \text{Tr}(AE_{ij}^T) = A_{ij} \), \( \text{Tr}(AE_{ij}^T AE_{ij}^T) = A_{ij}^2 \), and \( M = M^T \) in \(^{40,42}\).

**APPENDIX B**

**EVERY NONZERO STATIONARY SOLUTION CANNOT BE A LOCAL MAXIMUM**

*Theorem B.1:* The proposed BSUM-type SNMF algorithms cannot get stuck in a local maximum.
Proof: Clearly the proposed BSUM-based SNMF algorithms can escape from the stationary point \( X = 0 \). Thus we consider any nonzero stationary solution \( X \) below, i.e., we have \( \|X\|^2 > 0 \).

Let \( y \) denote the vectorization of \( X \). So we can express each column of \( X \) as \( X_i = U_i y \), where \( U_i \in \mathbb{R}^{n \times nr} \) is a null matrix except the \( i \)-th block being an \( n \times n \) identity matrix. That is, we have \( X = [U_1 y \ U_2 y \ldots \ U_r y] \). It follows that

\[
XX^T = [U_1 y \ U_2 y \ldots \ U_r y][U_1 y \ U_2 y \ldots \ U_r y]^T
= \sum_{i=1}^{r} U_i y y^T U_i^T
\]  

(43)

and

\[
F(y) = F(X) = \psi_1(y) - \psi_2(y) + ||M||^2
\]  

(44)

where \( \psi_1(y) \triangleq \text{Tr} \left( XX^T XX^T \right) \) and \( \psi_2(y) \triangleq 2 \text{Tr} \left( XX^T M \right) \).

First, by the stationary condition \( \nabla F(y)^T(z - y) \geq 0 \), \( \forall z \geq 0 \) and the fact \( y \geq 0 \), we obtain \( \nabla F(y) \geq 0 \).

Second, using Eq. (43), we have

\[
\psi_1(y) \triangleq \text{Tr} \left( XX^T XX^T \right)
= \text{Tr} \left( \left( \sum_{i=1}^{r} U_i y y^T U_i^T \right)^2 \right)
= \text{Tr} \left( \sum_{i=1}^{r} \sum_{j=1}^{r} U_i y y^T U_i^T U_j y y^T U_j^T \right)
= \sum_{i=1}^{r} \sum_{j=1}^{r} (y^T U_i^T U_j y)(y^T U_j^T U_i y)
\]  

(45)

and

\[
\psi_2(y) \triangleq 2 \text{Tr} \left( XX^T M \right)
= 2 \text{Tr} \left( [U_1 y \ U_2 y \ldots \ U_r y]^T M [U_1 y \ U_2 y \ldots \ U_r y] \right)
= 2 \sum_{i=1}^{r} y^T U_i^T M U_i y
\]  

(46)
Furthermore, evaluating the gradient of $\psi_1(y)$ and $\psi_2(y)$, we obtain

$$\nabla \psi_1(y) = \sum_{i=1}^{r} \sum_{j=1}^{r} ((y^T U_i^T U_j y) \nabla (y^T U_i^T U_j y)$$

$$+ (y^T U_i^T U_j y) \nabla (y^T U_i^T U_j y))$$

$$= \sum_{i=1}^{r} \sum_{j=1}^{r} \left( (y^T U_i^T U_j y) (U_i^T U_j + U_j^T U_i) yight. + \left. (y^T U_i^T U_j y) (U_i^T U_j + U_j^T U_i) y \right)$$

$$= \sum_{i=1}^{r} \sum_{j=1}^{r} y^T (U_i^T U_j + U_j^T U_i) y (U_i^T U_j + U_j^T U_i) y$$

where we have used the fact that $\nabla (y^T A y) = (A + A^T)y$, and

$$\nabla \psi_2(y) = 4 \sum_{i=1}^{r} U_i^T M U_i y$$

Further, the Hessain matrix of $\psi_1(y)$ and $\psi_2(y)$ are given by

$$\nabla^2 \psi_1(y) = \sum_{i=1}^{r} \sum_{j=1}^{r} y^T (U_i^T U_j + U_j^T U_i) y (U_i^T U_j + U_j^T U_i)$$

$$+ 2 \sum_{i=1}^{r} \sum_{j=1}^{r} (U_i^T U_j + U_j^T U_i) y y^T (U_i^T U_j + U_j^T U_i)$$

$$\nabla^2 \psi_2(y) = 4 \sum_{i=1}^{r} U_i^T M U_i$$

Using (44), (47), (48), (49), and (50), we have

$$y^T \nabla^2 f(y)y = y^T \nabla^2 \psi_1(y)y - y^T \nabla^2 \psi_2(y)y$$

$$= 2 \sum_{i=1}^{r} \sum_{j=1}^{r} (y^T (U_i^T U_j + U_j^T U_i) y)^2$$

$$+ y^T (\nabla \psi_1(y) - \nabla \psi_2(y))$$

$$\geq 2 \sum_{i=1}^{r} \sum_{j=1}^{r} (y^T (U_i^T U_j + U_j^T U_i) y)^2$$

$$\geq 8 \sum_{i=1}^{r} (y^T U_i^T U_i y)^2 = 8\|X\|^2 > 0$$

where in (a) we have used the fact that $y \geq 0$ and $\nabla F(y) = \nabla \psi_1(y) - \nabla \psi_2(y) \geq 0$. This implies that the Hessian matrix $\nabla^2 F(y)$ can only be either positive semidefinite (but not a null matrix) or indefinite. Therefore, the stationary point $y$ cannot be a local maximum of $F$. Thus the proof is completed.
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