GLOBAL SOLUTIONS WITH SMALL INITIAL DATA TO SEMILINEAR WAVE EQUATIONS WITH ENERGY SUPERCRITICAL POWERS
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ABSTRACT. Considering $1 + n$ dimensional semilinear wave equations with energy supercritical powers $p > 1 + 4/(n - 2)$, we obtain global solutions for any initial data with small norm in $H^{s_c} \times H^{s_c - 1}$, under the technical smooth condition $p > s_c - \bar{s}_0$, with $\bar{s}_0 = 1/2 + (n - 3)/(2 \max(n - 1 - p, n - 3))$ and $s_c = n/2 - 2/(p - 1)$. In particular, combined with previous works, our results give a complete verification of the Strauss conjecture, up to space dimension 9. The higher dimensional case, $n \geq 10$, seems to be unreachable, in view of the wellposed theory in $H^s$.

1. Introduction

Let $n \geq 2$, $F_p(u) = |u|^p$ with $p > 1$. Given $u_0, u_1 \in C^\infty_c(\mathbb{R}^n)$, considering the following Cauchy problem with sufficiently small initial data (of size $\varepsilon > 0$):

\[
\begin{cases}
\Box u := (\partial_t^2 - \Delta)u = F_p(u), \\
u(0) = \varepsilon u_0, \quad \partial_t u(0) = \varepsilon u_1,
\end{cases}
\]

the Strauss conjecture claims that the critical power, denoted by $p_c(n)$, for the global existence vs. blow-up is given by the positive root of the quadratic equation $(n - 1)p^2 - (n + 1)p - 2 = 0$. The problem has been well investigated and the conjecture is well believed to be verified for all spatial dimensions. However, if we take a closer look at the results obtained in literature, we find a slight gap. More precisely, the conjecture has been verified for any sub-conformal powers, $1 < p \leq p_{\text{conf}} := 1 + 4/(n - 1)$ (noticing that $p_c \in (1, p_{\text{conf}})$), see [15], [10], [24] for the blow-up results with $p \in (1, p_c)$, and [15], [9], [28], [18], [7], [25] for global results with $p \in (p_c, p_{\text{conf}}]$. See also [27] for recent review.

Turning to the super-conformal powers, let us give a quick review on the closely related well-posed theory. The problem (1.1) is scale-invariant, a solution $u$ will give rise to a class of solutions

\[u_\lambda(t, x) = \lambda^{-2/(p-1)}u(t/\lambda, x/\lambda), \quad \lambda > 0,\]
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which gives a lower bound of the regularity $s$ so that the problem is locally well-posed in $C_t H^s \cap C^1_t H^{s-1}$, that is,

\begin{equation}
  s \geq s_c := \frac{n}{2} \cdot \frac{2}{p - 1},
\end{equation}

see, e.g., \[17\]. Heuristically, if we look for $C_t H^s \cap C^1_t H^{s-1}$ solutions, in view of the energy estimates, a necessary least regularity requirement for the nonlinear term would be $p \geq s_c - 1$, so that as a function of the unknown function, $F(u) = |u|^p \in C^{s_c-1}$. In this sense, in purpose of the wellposedness in $H^{s_c}$, it is then natural to pose the following restriction (up to the critical case) on the smoothness of the nonlinearity

\begin{equation}
  p > s_c - 1.
\end{equation}

Observing that such a restriction, (1.3), takes effect only when $n \geq 10$, in which case, there always exists $p > 2$ such that $s_c - 1 > p$. For example, when $n = 10$, we have

$$s_c - 1 > p \iff 5 - 2/(p - 1) - 1 > p \iff (p - 1)^2 - 3(p - 1) + 2 < 0 \iff p \in (2, 3).$$

Then, it is natural to infer that the Strauss conjecture may hold for spatial dimension up to $n = 9$, while for the high dimensional situation $n \geq 10$, we may need to develop alternative methods beyond the well-posed theory in $H^{s_c}$.

Now, let us turn to the current state of art for the Strauss conjecture with superconformal powers, $p \geq p_{conf}$. At first, when $n \leq 4$, it is well-known that the Strauss conjecture is valid for any $p > p_c$, partly due to the fact that $p_c \geq 2$, see, e.g., \[5\], [13]. For $n \geq 5$, the well-posed theory developed in \[17\], \[20\] is sufficient to give critical well-posed result, which, in particular concludes global existence under the technical requirement that $F_p$ is algebraic, or

$$p > [s_c],$$

where $[s_c]$ denotes the integer part of $s_c$. In particular, when $s_c \leq 1$, i.e., for energy subcritical or critical powers

$$p \leq p_{H^1} := 1 + \frac{4}{n - 2},$$

we have global existence with small data. Through a direct calculation, we see that we have had a complete proof of the Strauss conjecture up to spatial dimension $n = 7$.

When $n = 8$, we have $p > [s_c]$, for all $p > 1$ except the case $p = 3$. For the excluded case with $p = 3$ and $F_3(u) = |u|^3$, we have $s_c = 3 = p$ and the requirement $p > [s_c]$ barely hold. The serious obstacle appears when $n \geq 9$. For example, when $n = 9$ and $7/3 < p < 3$, we have $s_c = n/2 - 2/(p - 1) \in (3, 7/2)$, and so $[s_c] = 3 > p$.

The aim of this paper is to shed new light on this classical problem, by trying to prove global existence for more powers. In particular, we would like to see if the Strauss conjecture holds for $n = 9$ or not.

As we have recalled, the Strauss conjecture has been verified for any energy subcritical and critical powers. In view of this fact, here and in what follows, we will restrict ourselves to the case of energy supercritical powers, $p > p_{H^1}$. Now, we are ready to present our main result, see Theorem 3.1 for a more precise statement once further notations are established.
Theorem 1.1. Let \( 4 \leq n \leq 9, p > p_{H^1} \). Then, for any \( u_0, u_1 \in C_0^\infty(\mathbb{R}^n) \), there exists \( \varepsilon_0 > 0 \), such that the problem (1.1) admits a global weak solution, as long as \( \varepsilon \in (0, \varepsilon_0) \). In addition, when \( n \geq 10 \), the same result applies for any \( p > p_{H^1} \) with \( p > s_c - s_0 \), where

\[
(1.4) \quad s_0 = \frac{1}{2} + \frac{n - 3}{2\max(n - 1 - p, n - 3)}.
\]

To be more specific, the admissible range of \( p \) for \( n \geq 10 \) is \( p \in (p_{H^1}, a) \cup (b, \infty) \), where \( a \) is the smallest real root of the equation

\[
a^3 - \frac{3n-1}{2}a^2 + \frac{n^2+1}{2}a - \frac{n^2+n}{2} = 0
\]

and \( b = \frac{n+\sqrt{(n-4)^2-32}}{4} \).

In particular, we see that the Strauss conjecture holds for any spatial dimension \( n \leq 9 \).

Remark 1.2. Actually, the compactness of the initial data is not necessary. The conditions on the initial data can be relaxed to the realization of homogeneous Sobolev space \((u_0, u_1) \in \mathcal{H}^{s_c} \times \mathcal{H}^{s_c - 1}\). Moreover, the global solution is unique in \( L^q_t (\mathbb{R}, L^r_x(\mathbb{R}^n)) \), for certain choice of \((q, r)\) (see \(C1\) and \(C2\)). Here, we follow [1] to define the realization of homogeneous Besov and Sobolev spaces, \( \mathcal{B}^s_x \) and \( \mathcal{H}^s \), and we recall some fundamental definitions and results in the Appendix. In addition, to obtain global solution for more powers, we give up the requirement that the solution lies in the space \( C_t \mathcal{H}^{s_c} \), and use some subspace of \( \mathcal{B}^1 \mathcal{S}' \) instead. Here and in what follows, we use \( S \) and \( S' \) to denote the space of Schwartz functions and tempered distributions.

Remark 1.3. As is clear from the proof, under the prerequisite \( s_c - s_0 < p \), the nonlinearity \( F_p(u) = |u|^p \) can be replaced by any functions \( f(u) \) satisfying, with \( k := |s_c - s_0| \),

\[
(1) \quad f \in C^k (\mathbb{C}; \mathbb{C}) \quad \text{and} \quad f^{(j)}(0) = 0 \quad \text{for all} \quad 0 \leq j \leq k,
\]

\( (2) \quad \text{There exists a constant} \quad C \quad \text{such that for all} \quad z_1, z_2 \in \mathbb{C} \)

\[|f^k(z_1) - f^k(z_2)| \leq \begin{cases} C(|z_1|^{p-k-1} + |z_2|^{p-k-1})|z_1 - z_2|, & p \geq k + 1, \\ C|z_1 - z_2|^{p-k}, & p < k + 1.\end{cases}\]

Remark 1.4. In [21], [22], Nakamura and Ozawa have investigated the similar problem with much more general nonlinearity (which can grow exponentially near infinity), when the initial data have more regularity, i.e., \((u_0, u_1) \in (\mathcal{H}^s \cap \mathcal{H}^{1/2}) \times (\mathcal{H}^{s-1} \cap \mathcal{H}^{-1/2})\), for some \( s \geq n/2 \). It might be interesting to investigate to what extent we can adapt the method in this paper to improve the conditions.

Let us conclude the introduction with the idea of proof. In the previous works, [17], [20], the authors exploited the Strichartz estimates and the fractional chain rule. The Strichartz estimates used in these works are essentially those derived from the homogeneous Strichartz estimates, which were available in [17] (see also [8], [16]). On the one hand, it is well-known that the homogeneous Strichartz estimates could not be extended for more pairs \((q, r)\), see, e.g., [16], [4], [11]. On the other hand, the fractional chain rule used in [20] seems to be sharp in general. It is then natural to take an alternative route, by exploiting the inhomogeneous Strichartz estimates, which are known to hold for more general pairs \((q, r)\), available in [23, 12, 6]. Actually, with the help of Harmse-Oberlin estimates ([23, 12]), one
may prove the Strauss conjecture for \( p > s_c - (1 - 1/(2n)) \) and \( p > p_{H^s} \), which has been sufficient to give Theorem 1.1 for \( n \leq 9 \).

2. Preliminary estimates

In this section, we give the necessary linear and nonlinear estimates.

2.1. Strichartz estimates. Considering the linear wave equation:

\[
\begin{cases}
\Box u(t, x) = F(t, x), \\
u(0, x) = f(x), \quad u_t(0, x) = g(x),
\end{cases}
\]

the solution could be written as the superposition of the homogeneous part \( S(t)(f, g) \) (with \( F = 0 \)) and the inhomogeneous part \( GF(t) \) (with \( f = g = 0 \)):

\[
u = S(t)(f, g) + GF(t).
\]

At first, let us recall the homogeneous and inhomogeneous Strichartz estimates.

**Definition 2.1.** The exponent pair \((q, r)\) is \(\sigma\)-admissible, if \(q, r \in [2, \infty]\), \((q, r, \sigma) \neq (2, \infty, 1)\) and

\[
\frac{1}{q} \leq \sigma \left(\frac{1}{2} - \frac{1}{r}\right).
\]

The exponent pair \((q, r)\) is \(\sigma\)-acceptable, if

\[
q \in [1, \infty), \quad r \in [2, \infty), \quad \frac{1}{q} < 2\sigma\left(\frac{1}{2} - \frac{1}{r}\right) \text{ or } (q, r) = (\infty, 2).
\]

**Remark 2.2.** In the following content, we will always take \(n \geq 4\) and \(\sigma = \frac{n-1}{2} > 1\).

**Lemma 2.3 (Homogeneous Strichartz estimates, [16]).** If \((q, r), (\tilde{q}, \tilde{r})\) are \(\sigma\)-admissible, then we have the estimates

\[
\|S(t)(f, g)\|_{L^q_t(L^r_x; H^s_\xi)} \lesssim \|(f, g)\|_{s} := \|f\|_{\dot{H}^s_x} + \|g\|_{\dot{H}^{s-1}_x}, \quad s = \tilde{s} + \frac{n}{2} - \frac{1}{q} - \frac{n}{r},
\]

\[
\|GF\|_{L^q_t(L^r_x; H^s_\xi)} \lesssim \|F\|_{L^q_t(L^r_x; H^s_\xi)}, \quad s = \tilde{s} + \frac{1}{q} + \frac{n}{q'} - \frac{1}{r} - \frac{n}{r} - 2.
\]

In contrast to the homogeneous estimates, the inhomogeneous estimate could be true for more general choice of pairs.

**Lemma 2.4 (Inhomogeneous Strichartz estimates, [6]).** Let \(n \geq 4\), and \((q, r), (\tilde{q}, \tilde{r})\) be \(\sigma\)-acceptable pairs. Then the estimate

\[
\|P_0(GF)\|_{L^q_t(L^r_x; H^s_\xi)} \lesssim \|P_0 F\|_{L^{q'}_t(L^{r'}_x; H^s_\xi)}
\]

holds, provided that

\[
\frac{1}{q} + \frac{1}{q'} = \sigma (1 - \frac{1}{r} - \frac{1}{r'}) < 1, \quad \frac{\sigma - 1}{r} \leq \frac{\sigma}{r}, \quad \frac{\sigma - 1}{r'} \leq \frac{\sigma}{r'}.
\]

Here, \(P_0\) is the Littlewood-Paley projector with frequency \(|\xi| \sim 1\). See the definition of \(P_0\) in [1, Section 2.2].

**Remark 2.5.** Actually, the proof of Lemma 2.4 is established by the estimates for the operators, \(\int_0^t \frac{e^{i(t-s)|\xi|^r}}{\sqrt{-\Delta}} P_0 F(s) ds\), [16]. Set

\[
\mathcal{H} F(t) = \int_0^t \frac{\cos(t-s)\sqrt{-\Delta}}{\sqrt{-\Delta}} F(s) ds.
\]

Lemma 2.4 still holds for the operator \(\mathcal{H}\) instead of \(G\).
By homogenous Littlewood-Paley decomposition and the Bernstein inequality, we get the following version of the inhomogeneous Strichartz estimates.

**Corollary 2.6.** Let \((q, r_0)\) and \((\tilde{q}, \tilde{r}_\beta)\) satisfy the conditions in Lemma 2.4 and \(q, \tilde{q} \geq 2\). If \(l_1 \in [r_0, \infty), l_2 \in [\tilde{r}_\beta, \infty]\), we have

\[
\|TF\|_{L_t^2(\mathbb{R}; B^s_{l_1,q})} \lesssim \|F\|_{L_t^{2,q}(\mathbb{R}; B^s_{l_2,q})}, \quad s = \frac{n}{q} + \frac{1}{q} + \frac{n}{l_2} - \frac{n}{l_1} - 2, \quad T = \mathcal{G} \text{ or } \mathcal{H}.
\]

**Proof.** By Bernstein inequality, we have

\[
\|P_j(TF)\|_{L^{l_1}} \lesssim 2^{j(n\left(\frac{1}{l_0} - \frac{1}{l_1}\right))}\|P_j(TF)\|_{L^{r_0}}
\]

and

\[
\|P_j(F)\|_{L^{l_2}} \lesssim 2^{j(n\left(\frac{1}{l_0} - \frac{1}{l_2}\right))}\|P_j(F)\|_{L^{r_2}}.
\]

Also, by Lemma 2.4 and scaling,

\[
\|P_j(\mathcal{G}F)\|_{L^{r_0}L^{\tilde{r}_\beta}} \lesssim 2^{-j(\frac{n}{q} + 2 - \frac{n}{r_0} + \frac{n}{\tilde{r}_\beta})}\|P_j(F)\|_{L^{\tilde{r}_\beta}}.
\]

Therefore, by Minkowski inequality,

\[
\|TF\|_{L_t^{l_1}B^s_{l_1,q}} \leq \|2^{ij}\|P_j(TF)\|_{L_t^{r_0}L^{\tilde{r}_\beta}}\|2^{ij}\|P_j(F)\|_{L_t^{r_2}L^{\tilde{r}_\beta}}
\]

\[
\lesssim \|2^{i(j + \frac{n}{r_0} - \frac{n}{\tilde{r}_\beta})}\|P_j(TF)\|_{L_t^{r_0}L^{\tilde{r}_\beta}}\|2^{i(j - \frac{n}{r_0} + \frac{n}{\tilde{r}_\beta})}\|P_j(F)\|_{L_t^{r_2}L^{\tilde{r}_\beta}}
\]

\[
\lesssim \|2^{i(j - \frac{n}{r_0} + \frac{n}{\tilde{r}_\beta})}\|P_j(F)\|_{L_t^{r_2}L^{\tilde{r}_\beta}}\|2^{i(j - \frac{n}{r_0} + \frac{n}{\tilde{r}_\beta})}\|P_j(F)\|_{L_t^{r_2}L^{\tilde{r}_\beta}}
\]

\[
\lesssim \|F\|_{L_t^{r_2}L^{\tilde{r}_\beta}}
\]

\[
\|F\|_{L_t^{r_2}L^{\tilde{r}_\beta}}.
\]

\[\blacksquare\]

### 2.2. Key linear estimate

Equipped with the Strichartz estimates, we are able to present the following key estimate for linear wave equations.

To choose the appropriate acceptable pairs, we distinguish two cases for the power \(p\):

(i) \(p_{H^1} < p < 2\) and \(n > 6\): for fixed \(\delta \in (0, \sigma),\)

\[
\frac{1}{q} = \frac{1}{q_0} = \frac{n - 3}{2(n - 1 - p)}, \quad \frac{1}{r_0} = \frac{n - 4}{2n} + \frac{(n - 3)(p - 1) + n(2 - p)}{2n(n - 1 - p)},
\]

\[
\frac{1}{r} = \frac{1}{n} - \frac{2}{n - 1 - p} - \frac{n - 3}{2n} + \frac{1}{n}\frac{n - 1 - p}{n - 1 - p}, \quad s_0 = \frac{n}{2} - \frac{1}{q_0} - \frac{n}{r_0},
\]

(ii) \(p > p_{H^1} \text{ and } p \geq 2:\)

\[
\frac{1}{q} = \frac{1}{q_0} = \frac{1}{p}, \quad \frac{1}{r} = \frac{2}{n(p - 1)} - \frac{1}{n}, \quad \frac{1}{r_0} = \frac{1}{2} - \frac{1}{n} - \frac{n}{n - 1 - p}, \quad s_0 = 1.
\]

**Lemma 2.7.** Let \(n \geq 4, p > p_{H^1} \text{ and } q, r, q_0, r_0, s_0\) satisfy (C1) or (C2). Suppose \((q_1, r_1)\) are given by

\[
\frac{1}{q_1} = \frac{p - 1}{q}, \quad \frac{1}{r_1} = \frac{p - 1}{r}, \quad \frac{1}{r_0} = \frac{p - 1}{r_0}.
\]
For any \((f, g) \in \mathcal{H}^{s_c} \times \mathcal{H}^{s_c - 1}, \) \(F \in L^p_t(\mathbb{R}; \dot{B}^{s_c - s_0}_{r_1})\), there is a unique weak solution \(u\), such that
\[
u \in C^1_t(\mathbb{R}; \mathbb{R}^n), \quad (u, \partial_t u) \in L^p_t(\mathbb{R}; \dot{B}^{0} \times \dot{B}^{-1}) \quad \text{and} \quad u \in L^p_t(\mathbb{R}; \dot{B}^{s_c - s_0}_{r_1}),
\]
satisfying the wave equation \(\Box u = F\) with initial data \((f, g)\). Moreover, the solution satisfies the estimate
\[
\left\|u\right\|_{L^p_t \dot{B}^{s_c}_{r_1}} + \left\|u\right\|_{L^{p_0}_t \dot{B}^{s_c - s_0}_{r_0}} + \left\|\partial_t u\right\|_{L^p_t \dot{B}^{-1}} \lesssim \|(f, g)\|_{s_c} + \|F\|_{L^p_t \dot{B}^{s_c - s_0}_{r_1}},
\]
where the implicit constant is independent of the choice of \(f, g, F\). In addition, the selection of \(q, r, q_0, r_0, s_0\) ensures \(r \geq r_0\).

**Proof.** **Estimates:** At first, we observe that our choice of \((q, r)\) satisfies \(s_c = n/2 - 1/q - n/r\), and the necessary scaling-invariance condition in (2.1) is ensured by (2.2) and our choices of \(s_c\) and \(s_0\). Meanwhile, it is sufficient to establish the estimate for \(u\), because we can write \(\partial_t u = S(t)(g, \Delta f) + \mathcal{H}[\sqrt{-\Delta} F](t)\), when \(f, g \in C_c^\infty(\mathbb{R}^n)\) and \(F \in C_c^\infty(\mathbb{R}^{n+1})\). Noticing that \(0 < s_c - s_0 < n/r_1\), the estimates for \(\partial_t u\) is obtained by dense argument once all regularity indices in the estimate are lowered by one.

Let us begin with the case (C1), for which we divide the proof into two parts: the homogeneous part and the inhomogeneous part.

For the homogeneous part, by Lemma 2.3, we only need to check that \((q, r), (q_0, r_0)\) are \(\sigma\)-admissible.

At first, as \(p \in (p_{H^2}, 2)\), we notice that \(q = q_0 = 2\frac{n-1-p}{n-3} > 2, \)
\[
\frac{1}{r_0} \geq \frac{1}{r_0} \bigg|_{\delta = 0} = \frac{n-1}{2n} - \frac{n-3}{n(n-1-p)},
\]
\[
\frac{1}{r} \leq \frac{n-1}{2n} - \frac{n-3}{n(n-1-p)} \iff (n-1)(p-1)^2 - (n^2 - 4n + 9)(p-1) + 4(n-2) \leq 0.
\]
Denote the function \(H(p) := (n-1)(p-1)^2 - (n^2 - 4n + 9)(p-1) + 4(n-2)\). As \(n > 6\), we observe that
\[
H(2) = -n^2 + 9n - 18 \leq 0, \quad H(p_{H^2}) = \frac{4(6-n)}{(n-2)^2} \leq 0,
\]
Thus we have \(H(p) \leq \max(H(p_{H^2}), H(2)) \leq 0\) for any \(p \in [p_{H^2}, 2)\). In addition, as \(\frac{1}{r} = \frac{1}{n} \left(\frac{2}{p-1} - \frac{n-3}{2(n-1-p)}\right)\) is a decreasing function of \(p > 1\), it is clear that
\[
\frac{1}{r} \geq \frac{1}{r} \bigg|_{p=2} = \frac{1}{n} \left(\frac{2}{2-1} - \frac{n-3}{2(n-1-2)}\right) = \frac{3}{2n} > 0.
\]
In particular, \(\frac{1}{r_0} \geq \frac{1}{r} > 0\).

Based on this fact, we need only to check that \(1/r_0 \leq 1/2 - 1/((n-1)q_0)\). For this purpose, we introduce the auxiliary function \(r_\alpha\), which is defined by
\[
\frac{1}{r_\alpha} = \frac{n-5}{2(n-1)} + \frac{2(n-3)(p-1) + (n-1)(2-p)\frac{n-1}{n-3}}{2(n-1)(n-1-p)}\]
and claim that
\[
\frac{1}{r_0} \leq \frac{1}{r_\alpha} \leq \frac{1}{2} - \frac{2}{(n-1)q_0}.
\]
The first inequality is equivalent to \( p \geq 1 + 4(n - 2)/(n - 1)^2 \), which is true for \( p \geq p_{H} = 1 + 4/(n - 2) \). Noticing that \( \delta < \sigma \) and \( 1/r_\alpha \) is increasing function of \( \delta \), we have

\[
\frac{1}{r_\alpha} < \frac{1}{r_\alpha} \bigg|_{\delta=\sigma} = \frac{n-5}{2(n-1)} + \frac{2(n-3)(p-1) + 2(n-1)(2-p)}{2(n-1)(n-1-p)} = \frac{1}{2} - \frac{n-3}{(n-1)(n-1-p)} = \frac{1}{2} - \frac{2}{(n-1)q_0}.
\]

Turning to the inhomogeneous part, for which we use Corollary 2.6. Recalling that, as \( p \in (p_{H}, 2) \), \( \delta \in (0, \sigma) \) and \( n > 6 \), we have

\[
\frac{1}{q_1} = \frac{p-1}{q} + \frac{1}{q_0} = \frac{(n-3)p}{2(n-1-p)} \in \left( \frac{1}{2}, 1 \right),
\]

\[
\frac{1}{r_1} = \frac{p-1}{r} + \frac{1}{r_0} = \frac{1}{2} + \frac{2-p}{2(n-1-p)} \frac{n-1}{n-1-\delta} \in \left( \frac{1}{2}, 1 \right).
\]

In particular, together with (2.6), we see that \( q_1, r_1 \in (1, 2) \) and \( q, r_\alpha \in (2, \infty) \).

To apply Corollary 2.6, we introduce the auxiliary pairs \((q, r_\alpha)\) and \((\tilde{q}, \tilde{r}_\beta)\) = \((q_1, r_1')\). Let \( l_2 = \tilde{r}_\beta \) and \( l_1 = r, r_0 \). Because the proof in the homogeneous part has shown \( r \geq r_0 \geq r_\alpha \), to complete the proof for the inhomogeneous part, it remains to check that the pairs \((q, r_\alpha)\) and \((\tilde{q}, \tilde{r}_\beta)\) satisfy the conditions of Lemma 2.4.

Actually, by (2.6), \((q, r_\alpha)\) is \( \sigma \)-admissible. For \((\tilde{q}, \tilde{r}_\beta)\), it is \( \sigma \)-acceptable:

\[
\frac{1}{\tilde{q}} - 2\sigma(\frac{1}{2} - \frac{1}{\tilde{r}_\beta}) = -\delta \frac{(n-1)(2-p)}{2(n-1-\delta)(n-1-p)} < 0.
\]

It remains to check (2.3). At first, we have

\[
\sigma(1 - \frac{1}{r_\alpha} - \frac{1}{\tilde{r}_\beta}) = \sigma(\frac{1}{r_1} - \frac{1}{r_\alpha}) = 1 - \frac{(n-3)(p-1)}{2(n-1-p)} = 1 - \frac{p-1}{q} = \frac{1}{q} + \frac{1}{\tilde{q}} < 1.
\]

Similar to \( 1/r_\alpha \), \( 1/r_1 \) is also increasing with respect to \( \delta \), then we have

\[
\frac{1}{\tilde{r}_\beta} = 1 - \frac{1}{r_1} \leq 1 - \frac{1}{r_1} \bigg|_{\delta=0} = \frac{1}{2} - \frac{2-p}{2(n-1-p)} = \frac{n-3}{2(n-1-p)},
\]

\[
\frac{1}{r_\alpha} \geq \frac{1}{r_\alpha} \bigg|_{\delta=0} = \frac{n-5}{2(n-1)} + \frac{n-1}{2(n-1)(n-1-p)} = \frac{(n-3)^2}{2(n-1)(n-1-p)}.
\]

Thus

\[
\frac{r_\alpha}{\tilde{r}_\beta} \leq \frac{r_\alpha}{\tilde{r}_\beta} \bigg|_{\delta=0} = \frac{n-1}{n-3} = \frac{\sigma}{\sigma-1}.
\]

Since

\[
\frac{1}{\tilde{q}} = 1 - \frac{p}{q} \leq \frac{1}{q} \Leftrightarrow p \geq 1 + \frac{2}{n-1},
\]

\[
\frac{1}{\tilde{q}} = 1 - \frac{p}{q} = \frac{n-1}{2} - \frac{2-p}{n-1-p} = \sigma(\frac{1}{r_1} \bigg|_{\delta=\sigma} - \frac{1}{2}) \geq \sigma(\frac{1}{r_1} - \frac{1}{2}) = \sigma(\frac{1}{2} - \frac{1}{\tilde{r}_\beta}),
\]

we obtain that

\[
\frac{1}{r_\alpha} \leq \frac{1}{2} - \frac{1}{\sigma q} \leq \frac{1}{\sigma q} < \frac{1}{\sigma q} \leq \frac{1}{\tilde{r}_\beta} \Rightarrow \frac{r_\alpha}{\tilde{r}_\beta} \geq 1 \geq \frac{\sigma-1}{\sigma},
\]

which verifies (2.1). This completes the proof of (2.3) in the case of (C1).

Next, we consider the Case (C2). In this case, we will apply Lemma 2.3, for which it suffices to show that \((q, r), (q_0, r_0)\) and \((q_1', r_1')\) are \( \sigma \)-admissible.
As \( q = q_0 = p \geq 2 \), we claim
\[
\frac{1}{p} \leq \sigma \left( \frac{1}{2} - \frac{1}{r_0} \right) \leq \sigma \left( \frac{1}{2} - \frac{1}{r} \right).
\]
For the first inequality,
\[
\frac{1}{p} \leq \sigma \left( 1 + \frac{1}{p} \right) \frac{1}{n} \Leftrightarrow p \geq \frac{n + 1}{n - 1},
\]
which is true for \( p \geq \frac{n + 2}{n - 2} = p_{H^1} \). The second inequality is equivalent to
\[
\frac{1}{r_0} \geq \frac{1}{r} \Leftrightarrow p \geq \frac{n + 2}{n - 2}.
\]
At last, in view of (2.2) and (C2), we have
\[
\frac{1}{q_1} = 1 - \frac{1}{q_0} = 1 - \frac{p - 1}{q} = 0, \quad \frac{1}{r_1} = 1 - \frac{p - 1}{r} = \frac{1}{r_0} = \frac{1}{2},
\]
which shows that \((q_1', r_1') = (\infty, 2)\) is \(\sigma\)-admissible. This completes the proof.

**C^1 regularity:** In both two cases, we have \(-n/r' < -2 < 0 < n/r, -n/r'_1 < s_c - s_0 < n/r_1\) and \(-n/2 < s_1 - 1 < s_c < n/2\). By Remark 4.4 and Proposition 4.5, \(C_c^\infty(\mathbb{R}^n)\) is dense in \(\dot{H}^{s_c}, \dot{H}^{s_c - 1}, \dot{B}^1_{r_1}, \dot{B}^2_{r_1}, \dot{B}^{s_c} \cdot r_1^{-s_c}, \) and \(C_c^\infty(\mathbb{R}^{n+1})\) dense in \(L^1_t(L^{s_c}_x)\). Choose sequences of functions, \(f_n, g_n \in C_c^\infty(\mathbb{R}^n)\) and \(F_n \in C_c^\infty(\mathbb{R}^{n+1})\) such that \(\lim f_n = f, \lim g_n = g\) and \(\lim F_n = F\). Denote \(u_n\) the solution to the wave equation \(\square u_n = F_n\) with initial data \((f_n, g_n)\). Then, we have, for all \(\phi \in S(\mathbb{R}^n),\)

\[
\langle u_n(t_2), \phi \rangle - \langle u_n(t_1), \phi \rangle = \int_{t_1}^{t_2} \langle \partial_t u_n(\tau), \phi \rangle d\tau,
\]

(2.7) \[
|\langle u_n(t_2), \phi \rangle - \langle u_n(t_1), \phi \rangle| \leq \| \partial_t u_n \|_{L^1_t B^{-1}_q} \| \phi \|_{\dot{B}^1_{r_1}} |t_2 - t_1|^\frac{1}{2},
\]

\[
|\langle u_n(t), \phi \rangle| \leq \| \partial_t u_n \|_{L^1_t B^{-1}_q} \| \phi \|_{\dot{B}^1_{r_1}} |t_1|^\frac{1}{2} + \| f_n \|_{\dot{H}^{s_c}} \| \phi \|_{\dot{H}^{s_c}}.
\]

Hence for all time \(t, u_n(t)\) has a limit \(\bar{u}(t)\) in \(S'\) and \(\bar{u} \in C(S')\). Also, \(\bar{u}\) can be identified as the distribution,

\[
\langle \bar{u}, \psi \rangle = \int_{\mathbb{R}} \langle \bar{u}(t), \psi(t) \rangle dt, \forall \psi \in C_c^\infty(\mathbb{R}^{n+1}).
\]

So, on the one hand, for all \(\psi \in C_c^\infty(\mathbb{R}^{n+1})\) we have

\[
|\langle \bar{u}, \psi \rangle - \langle u_n, \psi \rangle| \leq C_\psi \| \partial_t u_n - \partial_t u \|_{L^1_t B^{-1}_q} \rightarrow 0.
\]

On the other hand, Strichartz estimates tell us that \(u_n \rightarrow u\) in \(\mathcal{D}'(\mathbb{R}^{n+1})\), the dual space of \(C_c^\infty(\mathbb{R}^{n+1})\). Thus \(u = \bar{u} \in C(S')\).

The argument for the continuity of \(\partial_t u\) is almost the same. Noticing that \(\partial_t^2 u_n = \Delta u_n + F_n\) and \(u_n\) is a Cauchy sequence in \(L^1_t B^0_\infty\), we have some similar inequalities,

\[
|\langle \partial_t u_n(t_2) - \partial_t u_n(t_1), \phi \rangle| \leq \| u_n \|_{L^1_t B^1_{r_1}} \| \partial_t^2 u \|_{L^{1/2}_t B^2_{r_1}} |t_2 - t_1|^{\frac{1}{2}},
\]

(2.8) \[
+ \| F_n \|_{L^1_t([t_2, t_1]) B^{s_c} \cdot r_1^{-s_c}} \| \phi \|_{\dot{B}^1_{r_1}} |t_2 - t_1|^{\frac{1}{2}}, \forall \phi \in S(\mathbb{R}^n).
\]

Therefore, by the same reasoning, we obtain \(\partial_t u \in C(S')\).
Uniqueness: Assume there is a solution \( u \in C^1(S') \) to the wave equation such that \( f, g = 0 \) and \( F = 0 \). Then, because \( \partial_t^{k+2} u = \Delta \partial_t^k u \), \( u \) belongs to \( C^\infty(S') \), hence the uniqueness.

**Remark 2.8.** When \( p < 2 \), the index \( s_0 \) in (C1) is

\[
s_0 = 2 - \frac{(n-3)p + n(2-p)}{2(n-1-p)}.
\]

As we could set \( \delta \in (0, \sigma) \) arbitrarily small, the limit of our \( s_0 \) is

\[
s_0 = 2 - \frac{(n-3)p + n(2-p)}{2(n-1-p)} = 2 - \frac{2n-3p}{2(n-1-p)} = \frac{1}{2} + \frac{n-3}{2(n-1-p)},
\]

which is the regularity index (1.4), appeared in Theorem 1.1.

**Remark 2.9.** The \( C^1 \) regularity ensures that for any solution \( u \) in Lemma 2.7,

\[
\langle uE_+, \square \psi \rangle = -\langle f, \partial_t \psi(0) \rangle_x + \langle g, \psi(0) \rangle_x + \langle F E_+, \psi \rangle, \forall \psi \in C_c^\infty(\mathbb{R}^{n+1}),
\]

where \( E_+ \) is the characteristic function of the time interval \( (0, \infty) \).

2.3. Nonlinear estimates.

**Lemma 2.10** ([3], Proposition 2.1.2). Let \( p \in (1, \infty) \) and \( 0 < s < n/p \). We have the following fractional Leibniz rule:

\[
\|uv\|_{B_r^s} \lesssim (\|v\|_{L^\infty} + \|v\|_{B_{r^s}^{p/(p-s)}})\|u\|_{B_r^s}.
\]

Now we infer that solutions in Lemma 2.7 can be localized. This trick is also used in [17]. Denote the set \( \Lambda_{R,0} := \{(t,x) \in \mathbb{R}^{1+n} | |x| < R-t, t > 0\}, 0 < R < \infty \).

**Lemma 2.11.** Let \( \chi \) be a cut-off function in \( \mathbb{R}^{n+1} \) and equal to 1 in a neighborhood of \( \Lambda_{R,0} \). If \( u \) and \( w_\chi \) are the solutions in Lemma 2.7 satisfying \( \square u = F, \square w_\chi = \chi F \) with zero initial data, then \( w = w_\chi \) in \( \Lambda_{R,0} \).

**Proof.** By Lemma 2.10, we have \( \chi F \in L_T^p \dot{B}_{r_1}^{s_0} \). So for all \( \psi \in C_c^\infty(\mathbb{R}^{n+1}) \), the following equality is valid

\[
\int_{\mathbb{R}^{1+n}} (w - w_\chi) E_+ \square \psi \ dt \ dx = \int_{\mathbb{R}^{1+n}} (1 - \chi) F E_+ \psi \ dt \ dx.
\]

Because for all \( \phi \in C_c^\infty(\Lambda_{R,0}) \), one can find some \( \psi \in C_c^\infty(\mathbb{R}^{n+1}) \) such that \( \square \psi = \phi \) in \( \{(t,x) | t > 0\} \) and \( (1-\chi) \psi = 0 \). Then

\[
\int_{\mathbb{R}^{1+n}} (w - w_\chi) E_+ \square \psi \ dt \ dx = \int_{\mathbb{R}^{1+n}} (w - w_\chi) E_+ \phi \ dt \ dx = 0, \forall \phi \in C_c^\infty(\Lambda_{R,0}),
\]

which shows that \( w = w_\chi \) in \( \Lambda_{R,0} \).

**Lemma 2.12** ([19], Lemma 2.2). Assume \( 1 < p < \infty \) and \( 0 < s < p \). Let \( r, m, l \) satisfy \( 1 < r \leq 2 \leq l, m < \infty, 1/r = (p-1)/m + 1/l \). We have the following fractional chain rule:

\[
\| |u|^p \|_{B_r^s} \lesssim \| |u|^{p-1} \|_{B_m^l} \| u \|_{B_r^s}.
\]

**Corollary 2.13.** Let \( p > p_H \), and \( r_0, r_1, s_0 \) be given in (C1)-(C2) and (2.2). Assume that \( s_0 - s_0 \in (0, p) \) is fulfilled. Then, for any \( u \in \dot{B}_{r_0}^{s_0} \cap \dot{B}_{r_1}^{s_0-80} \), we have \( |u|^p \in \dot{B}_{r_1}^{s_0-80} \) which enjoys the estimate (2.9).
Proof. It is obvious that $1 < r_1 \leq 2 \leq r, r_0 < \infty$. So, by Lemma 2.12, we only need to verify that $|u|^p \in S'_n$. Noticing that $\mathcal{B}_r^0 \hookrightarrow L_r$, we have $|u|^p \in L_{r/p}$, $r/p \geq \frac{(p-1)(n+1)}{2p} > 1$, which means $|u|^p \in S'_n$.

3. Proof of Theorem 1.1

Actually, we can prove the following strengthened version of Theorem 1.1.

**Theorem 3.1.** Let $n \geq 4$, $p > p_{H^1}$, $s_c = n/2 - 2/(p - 1)$ and $\bar{s}_0$ be given in (1.4). Suppose we have $p > s_c - \bar{s}_0$, for any given $(f, g) \in \mathcal{H}^{s_c} \times \mathcal{H}^{s_c - 1}$, there exists $T > 0$ such that there exists a unique weak solution $u \in L^1_tL^2_x$ to $\square u = |u|^p$ in $(0, T) \times \mathbb{R}^n$ with data $u(0) = f$, $u_t(0) = g$, where $(q, r)$ is given in (C1)-(C2) (with $\delta \ll 1$ such that $p > s_c - \bar{s}_0$). Moreover, the solution satisfies $u \in L^1_t([0, T]; \mathcal{B}^p_q) \cap L^n_t([0, T]; \mathcal{B}^{s_c - \bar{s}_0}_r)$ and $u \in C^1_t([0, T); S')$. In addition, the solution is global if the data is small in $\mathcal{H}^{s_c} \times \mathcal{H}^{s_c - 1}$.

### 3.1. Existence

As we have noticed in Remark 2.8, when $p < 2$, $\lim_{k \to 0} s_0 = \bar{s}_0$ and so there exists $\delta \in (0, \sigma)$ such that $p > s_c - \bar{s}_0$. In the following, we fix the choice of $\delta$ for the case $p < 2$.

Let $(q, r), (q_0, r_0)$ and $(q_1, r_1)$ be given in (C1)-(C2) and (2.2). Based on Lemma 2.7 and Corollary 2.13, we will use a standard iteration argument to give the proof.

Given $(u(0), \partial_t u(0)) = (f, g) \in \mathcal{H}^{s_c} \times \mathcal{H}^{s_c - 1}$, with $T > 0$ to be determined, we introduce a Banach space

$$X_T := L^p_t \mathcal{B}^p_q \cap L^n_t \mathcal{B}^{s_c - \bar{s}_0}_r ([0, T) \times \mathbb{R}^n).$$

Let

$$\Phi(u)(t, x) = E_{[0, T]}(t) \times (S(t)(f, g) + \mathcal{G}(E_{[0, T]}|u|^p)(t)),$$

where $E_{[0, T]}$ is the characteristic function of the time interval $[0, T)$. By Lemma 2.7, Lemma 2.12 and Hölder’s inequality, there exists $C > 0$, such that for any $u \in X_T$, we have

$$\|\Phi(u)(t)\|_{X_T} \leq \|S(t)(f, g)\|_{X_T} + C\|u\|_{L^p_t B^p_q}^{p-1} \|u\|_{L^n_t B^{s_c - \bar{s}_0}_r}.$$

(3.1)

Let $\varepsilon \leq \varepsilon_0 = (2pC)^{-1/(p-1)}$, be such that $C(2\varepsilon)p \leq \varepsilon$. By Lemma 2.7,

$$\|S(t)(f, g)\|_{X_T} \leq \varepsilon.$$ 

Due to the fact that $q, q_0 \leq \infty$, we see that there exists $T(\varepsilon) > 0$, such that

$$\|S(t)(f, g)\|_{X_T} \leq \varepsilon,$$

for any $T \in (0, T(\varepsilon)]$. In particular, we could choose $T(\varepsilon) = \infty$, if $\|(f, g)\|_{s_c}$ is sufficiently small.

We take $u_{-1} \equiv 0$ and define iteratively $u_m(t) = \Phi(u_{m-1})(t), m \in \mathbb{N}$. By (3.1) and (3.2), for any $m \in \mathbb{N}$, we have

$$u_m \in X_T, \|u_m\|_{X_T} \leq 2\varepsilon.$$ 

Then $|u_m|^p \in L^p_t \mathcal{B}^{s_c - \bar{s}_0}_r$ by Corollary 2.13.

Noticing that $\|z_1|^p - |z_2|^p \leq (|z_1|^{p-1} + |z_2|^{p-1})|z_1 - z_2|$ and all $u_m$ can be localised, by Lemma 2.11, then for any fixed $R$ and any cut-off function $\chi$ with $\chi$...
equalling to 1 in a neighborhood of $\Lambda^T_{R,0} := \Lambda_{R,0} \cap ([0, T) \times \mathbb{R}^n)$, we have, for some $C_1 > 1$
\[
\|u_m - u_k\|_{L^q_t L^\infty_x(\Lambda^T_{R,0})} = \|(u_m - u_k)\chi\|_{L^q_t L^\infty_x(\Lambda^T_{R,0})} \\
\leq \|(u_m - u_k)\chi\|_{L^q_t L^\infty_x([0, T) \times \mathbb{R}^n)} \\
\leq C_1 \|\chi(F(u_m-1) - F(u_k-1))\|_{L^q_t L^s_x([0, T) \times \mathbb{R}^n)} \\
\leq C_1(\|u_m-1\|_{L^q_t L^s_x} + \|u_k-1\|_{L^q_t L^s_x}) \|\chi(u_m-1 - u_k-1)\|_{L^q_t L^\infty_x} \\
\leq C_1^2(\|u_m-1\|_{L^q_t L^s_x} + \|u_k-1\|_{L^q_t L^s_x}) \|\chi(u_m-1 - u_k-1)\|_{L^q_t L^\infty_x} \\
\leq \frac{1}{2} \|\chi(u_m-1 - u_k-1)\|_{L^q_t L^\infty_x},
\]
provided that $2C_1^2(\varepsilon)\leq 1/2$, i.e. $\varepsilon \leq \varepsilon_1 > 0$ with $2C_1^2(\varepsilon)\leq 1/2$. As $C_1$ is independent of $\chi$, by shrinking supp $\chi$ to $\Lambda_{R,0}$, we conclude that
\[
\|u_m - u_k\|_{L^q_t L^\infty_x(\Lambda^T_{R,0})} \leq \frac{1}{2} \|u_m-1 - u_k-1\|_{L^q_t L^\infty_x(\Lambda^T_{R,0})}.
\]
Also, since $r_0 \leq r$ and $q = q_0$, we have
\[
\|u_0\|_{L^q_t L^\infty_x(\Lambda^T_{R,0})} \lesssim_R \|u_0\|_{L^q_t L^\infty_x(\Lambda^T_{R,0})} < \infty.
\]
Therefore, there exists some $u \in L^q_t L^\infty_{x, loc}$ such that $u_m \to u$ in $L^q_t L^\infty_x$ locally, thus in $\mathcal{D}'$. As mentioned in Remark 4.4, $\tilde{\mathcal{B}}^q_0$ and $\tilde{\mathcal{B}}^{q_0-\varepsilon_0}_0$ are reflexive Banach spaces, due to the fact that $-n/n'_0 < (s_0 - s_0) < n/r_0$. Since $\{u_m\}$ is bounded in both $L^q_t \tilde{\mathcal{B}}^r_0$ and $L^q_t \tilde{\mathcal{B}}^{q_0-\varepsilon_0}_0$, there exists a subsequence $\{u_{m_k}\}$ such that,
\[
u_{m_k} \to \tilde{u} \text{ in } L^q_t \tilde{\mathcal{B}}^r_0 \cap L^q_t \tilde{\mathcal{B}}^{q_0-\varepsilon_0}_0 \implies \nu_{m_k} \to \tilde{u} \text{ in } \mathcal{D}',
\]
This means $u = \tilde{u} \in \mathcal{X}_T$. Thus $F(u) \in L^q_t \tilde{\mathcal{B}}^{q_0-\varepsilon_0}_0$ and $u \in L^q_t L^\infty_x$, by Corollary 2.13 and embedding.

Similarly, by repeating the argument from the third line in (3.3), we have $F(u_m) \to F(u)$ in $L^q_t L^\infty_x$ locally. Therefore $u$ is the desired weak solution in $[0, T) \times \mathbb{R}^n$, provided $\varepsilon \leq \min(\varepsilon_0, \varepsilon_1)$.

### 3.2. $C^1$ Regularity

In the case (C1), the inequalities (2.7) and (2.8) show that for all $\phi \in \mathcal{S}$ the function sequences $\{(u_n(t), \phi)_x\}$ and $\{(\partial_t u_n(t), \phi)_x\}$ are uniform bounded and equicontinuous in any finite time interval. Thus, by Arzelà–Ascoli theorem, there is a subsequence convergent to distributions $v, \partial_t v \in C(S')$. Because $u_n \to u$ in $\mathcal{D}'$, we have $u = v \in C^1(S')$.

In the case (C2), by the inequality (2.7), we have $u \in C(S')$. But this time $1/q'_1$ is zero in (2.8). Notice that, for all $\phi \in C^\infty_c(\mathbb{R}^n)$ and $0 \leq t_1 < t_2 < T$,
\[
\langle \partial_t u(t), \phi \rangle_x = \langle \partial_t u(t), \phi \rangle_x + \langle \Delta u(t), \phi \rangle_t \xi + \langle F(u(t)), \phi \rangle_t \xi , \\
\langle \partial_t u(t), \phi \rangle_x = \langle \partial_t u(t), \phi \rangle_x + \langle \Delta u(t), \phi \rangle_t \xi + \langle F(u(t)), \phi \rangle_t \xi + \langle \phi \rangle_x .
\]
The proof in the existence part shows that $u_m \to u$ in $L^q_t L^\infty_x$ locally and $F(u_m) \to F(u)$ in $L^q_t L^\infty_x$ locally. Thus, there exists a distribution $w \in C([0, T); \mathcal{D}')$ such that for all fixed $t \in [0, T)$, $\partial_t u_n(t) \to w(t)$ in $\mathcal{D}'$. Moreover, $\partial_t u_n \to w$ in $\mathcal{D}'((0, T) \times \mathbb{R}^n)$, hence $\partial_t u = w$ in $([0, T) \times \mathbb{R}^n)$. Finally, according to the energy estimate, $\partial_t u$ belongs to $L^\infty(S^s \cap H^s-1)$, which infers that $\partial_t u \in C(S')$. 
3.3. Uniqueness. Let $S_T = [0, T) \times \mathbb{R}^n$ and $u_1, u_2 \in L^r_\tau L^s_\nu(\Lambda^T_{\mathbb{R},0})$ be two solutions to the equation (1.1). Then $u \in L^\tau_0 L^\sigma_\nu(\Lambda^T_{\mathbb{R},0})$ and we have

$$\|u_1 - u_2\|_{L^\tau_0 L^\sigma_\nu(\Lambda^T_{\mathbb{R},0})} \leq C(\|u_1\|_{L^1_\tau L^2_\nu(S_T)}^{p-1} + \|u_2\|_{L^1_\tau L^2_\nu(S_T)}^{p-1}) \|u_1 - u_2\|_{L^\tau_0 L^\sigma_\nu(\Lambda^T_{\mathbb{R},0})}$$

for all $R \in (0, \infty)$. By choosing $T \ll 1$ such that

$$C(\|u_1\|_{L^1_\tau L^2_\nu(S_T)}^{p-1} + \|u_2\|_{L^1_\tau L^2_\nu(S_T)}^{p-1}) \leq 1/2 ,$$

we deduce that $\|u_1 - u_2\|_{L^\tau_0 L^\sigma_\nu(\Lambda^T_{\mathbb{R},0})} = 0$. By spatial translation invariance, we obtain $\|u_1 - u_2\|_{L^\tau_0 L^\sigma_\nu(\Lambda^{T'})} = 0$. This proves the uniqueness for general $T > 0$, by iterating the above process.

Remark 3.2 (Sharpness of the $\tilde{s}_0$). In (C2), $\tilde{s}_0 = 1$ and it is sharp, in view of the wellposedness in $H^\infty$. Here, in the case of (C1), we try to explain the sharpness of our choice of $\tilde{s}_0$, in the framework of (2.3), (2.2), and Foschi’s inhomogeneous Strichartz estimates [6]. Actually, the sharpness of the $\tilde{s}_0$ is equivalent to the following linear programming problem:

$$\sup \frac{1}{q_1} + \frac{n}{r_1} \quad (3.4)$$

$$\begin{align*}
\frac{1}{r_\alpha} &\geq \frac{1}{r} , \quad \frac{1}{r_\beta} \geq \frac{1}{r_0} , \\
\frac{1}{r_\gamma}, \frac{1}{r'} &\geq \frac{1}{r_1} , \\
\frac{1}{q_1} + \frac{1}{q_0} = \frac{n-1}{2} (1 - \frac{1}{r_\alpha} - \frac{1}{r_\gamma}) < 1 , &\quad \frac{1}{q_0} + \frac{1}{q_1} = \frac{n-1}{2} (1 - \frac{1}{r_\beta} - \frac{1}{r_\gamma}) < 1 , \\
0 &\leq \frac{1}{q} \leq \min(\frac{n-1}{2} (\frac{1}{r_\alpha} \frac{1}{r_\beta} \frac{1}{r_\gamma})), \quad 0 \leq \frac{1}{q_0} \leq \min(\frac{n-1}{2} (\frac{1}{r_\alpha} \frac{1}{r_\beta} \frac{1}{r_\gamma})), \\
0 &< \frac{1}{q_1} < \min((n-1)(\frac{1}{r_\alpha} \frac{1}{r_\beta} \frac{1}{r_\gamma})), \quad 0 < \frac{1}{q_0} < \min((n-1)(\frac{1}{r_\alpha} \frac{1}{r_\beta} \frac{1}{r_\gamma})), \\
\frac{n-3}{n-1} &\leq \frac{r_\gamma}{r_\beta} \leq \frac{n-1}{n-3} , \quad \frac{n-3}{n-1} \leq \frac{r_\gamma}{r_\beta} \leq \frac{n-1}{n-3} , \\
1 - \frac{p-1}{q} = \frac{1}{q_0} + \frac{1}{q_1} , \quad 1 - \frac{p-1}{r} = \frac{1}{r_0} + \frac{1}{r_1} , \quad \frac{2}{p-1} = \frac{1}{q} + \frac{n}{r} .
\end{align*}$$

This is a little bit complicated. Fortunately, if we delete some subjlections and consider a simplified linear programming problem,

$$\sup \frac{1}{q_1} + \frac{n}{r_1}$$
Definition 4.3. \[ \frac{1}{r', r''} \geq \frac{1}{r'} > 0, \quad \frac{1}{q} > 0, \]
\[ \frac{1}{q} = \frac{n - 1}{2} \left( 1 - \frac{1}{r_a} - \frac{1}{r_a'} \right), \quad \frac{1}{q_0} = \frac{n - 1}{2} \left( 1 - \frac{1}{r_a} - \frac{1}{r_a'} \right), \]
\[ 0 < \frac{1}{q_1} < (n - 1) \left( \frac{1}{2} - \frac{1}{r_a} \right), \]
\[ \frac{n - 3}{n - 1} \leq \frac{r_a}{r_a'} \leq \frac{n - 1}{n - 3}, \quad \frac{r_a}{r_a'} \leq \frac{n - 1}{n - 3}, \]
\[ 1 - \frac{p - 1}{q} = \frac{1}{q_0} + \frac{1}{q_1}, \quad 1 - \frac{p - 1}{r} = \frac{1}{r_0} + \frac{1}{r_1}, \quad \frac{2}{p - 1} = 1 + \frac{n}{r}, \]
we will find the answer is also \( \bar{s}_0 \). Our proof in Lemma 2.7 shows that \( \bar{s}_0 \) is the limit of the \( s_0 \). Noticing the supremum in the linear programming (3.4) is no more than in (3.5), we deduce that the supremum in (3.4) is \( \bar{s}_0 \).

4. Appendix: Function Spaces

4.1. Homogeneous Besov spaces. We introduce the realization of the homogeneous Besov space \( \dot{B}^s_{p,q} \), a subspace of the tempered distribution \( S'(\mathbb{R}^n) \), see, e.g., [1] and [26]. Though there are many realizations of homogeneous Besov spaces. When \( s < n/p, \dot{B}^s_{p,q} \) admits a unique dilation commuting realization in \( S' \) [2, Theorem 4.1].

Definition 4.1 ([1]). We denote by \( \dot{S}'_h(\mathbb{R}^n) \) the space of all \( u \in S'(\mathbb{R}^n) \) such that
\[ \lim_{\lambda \to \infty} \| \theta(\lambda \sqrt{-\Delta}) u \|_{L^\infty} = 0 \text{ for some } \theta \in C_0^\infty(\mathbb{R}^n) \text{ with } \theta(0) \neq 0. \]

Remark 4.2. If for some \( \theta \in C_0^\infty, \theta(0) \neq 0, \) we have \( \theta(\sqrt{-\Delta}) u \in L^p, p \in [1, \infty), \) then \( u \) belongs to \( \dot{S}'_h. \) Also, any nonzero polynomial does not belong to \( \dot{S}'_h. \) See [1, Definition 1.26, p.22].

Definition 4.3. Let \( s \in \mathbb{R}, p \in [1, \infty], \) the realization of homogeneous Besov space \( \dot{B}^s_p \) consists of all the distributions \( u \in \dot{S}'_h(\mathbb{R}^n) \) such that
\[ \| u \|_{\dot{B}^s_p} = \|2^{js} \| P_j u \|_{L^p} \|_{L^p(\mathbb{Z})} < \infty, \]
where \( \{ P_j \}_{j \in \mathbb{Z}} \) is the homogeneous Littlewood-Paley decomposition.

Remark 4.4. (1) When \( p = 2, \dot{B}^s_2 \) is the realization of homogeneous Sobolev space, denoted by \( \dot{H}^s. \)

(2) The space \( \dot{S}_0 \) of functions in \( S \) whose Fourier transforms are supported away from 0 is dense in \( \dot{B}^s_p(1 \leq p < \infty). \) See [1, Theorem 2.27, p.69].

(3) For \( u \in \dot{S}'_h, \) \( \phi \) or \( u \in S', \phi \in \dot{S}_0, \) observe that
\[ \langle u, \phi \rangle = \sum_{|j - j'| \leq 1} \langle P_j u, P_{j'} \phi \rangle. \]
Thus, \( |\langle u, \phi \rangle| \lneq \| u \|_{\dot{B}^s_p} \| \phi \|_{\dot{B}^{-s}_p}, \) for all \( 1 \leq p \leq \infty \) and \( s \in \mathbb{R}. \) However, Schwartz function space is not always continuously embedded in \( \dot{B}^{-s}_p. \)
4. The realization of homogeneous Besov space \( \dot{B}^s_p \) is a Banach space if \( s, p \) satisfies
\[
s < \frac{n}{p}, \quad p > 1.
\]

See [1, Theorem 2.25, p. 67].

5. If \( 1 < p < \infty, -n/p' < s < n/p \), then \( S \hookrightarrow \dot{B}^s_p \hookrightarrow S' \) and, moreover, \( S, \mathcal{C}_c^\infty \) are dense in \( \dot{B}^s_p \). See [26, Theorem 3.24].

6. If \( 1 < p < \infty, -n/p' < s < n/p \), then \( \dot{B}^s_p \) is reflexive.

7. If \( 2 \leq p < \infty \), then \( \dot{B}^0_p \hookrightarrow L_p \).

**Proof.** We just show a sketch of proof for (6) and (7) in Remark 4.4.

(6): Let \( T \in (\dot{B}^s_p)' \). We have \( |T\phi| \leq \|T\| \|\phi\|_{\dot{B}^s_p}, \forall \phi \in \dot{B}^s_p \). Meanwhile, as \( S \) is continuously embedded in \( \dot{B}^s_p \), there exists a tempered distribution \( u_T = l(T) \) such that \( \langle u_T, \phi \rangle = T\phi, \forall \phi \in S \). Let \( u_N = \sum_{j \geq -N} P_j u_T \in S'_h \). Then, by Proposition 2.29 in [1], we have
\[
\|(2^{-js} |P_j u_N|_{L^p'})\|_{L^2} \leq C_1 \sup_{\phi \in S, \|\phi\|_{\dot{B}^s_p} \leq 1} \|\langle u_N, \phi \rangle\| \leq C_2 \|T\|,
\]
for some uniform constants \( C_1, C_2 \). As \( -s < n/p' \), [1, Remark 2.24, p. 66] ensures that \( u_N \) is convergent in \( S' \), and we denote the limit by \( u_h = \lim_{N \rightarrow \infty} u_N \in S'_h \cap \dot{B}^{-s}_p \). Recall that for any \( \phi \in S_0 \cap \dot{B}^s_p \), there exists \( M \gg 1 \) so that \( \langle u_T, \phi \rangle = \langle u_N, \phi \rangle \) for any \( N > M \). Thus, \( \langle u_T, \phi \rangle = \lim_{N \rightarrow \infty} \langle u_N, \phi \rangle = \langle u_h, \phi \rangle, \forall \phi \in S_0 \). Because \( S_0 \subset S \) is dense in \( \dot{B}^s_p \), we have \( u_T = u_h \) as elements of \( S' \). Therefore, the inequality (4.1) shows that the one-to-one mapping \( l : (\dot{B}^s_p)' \rightarrow \dot{B}^{-s}_p \) is homeomorphic.

Define an equivalent norm \( \| \cdot \|_1 \) on \( \dot{B}^{-s}_p \) by \( \| u \|_1 = \sup_{\|\phi\|_{\dot{B}^s_p} \leq 1} |\langle u, \phi \rangle| \). Therefore, we have \( (\dot{B}^s_p)' = (\dot{B}^{-s}_p, \| \cdot \|_1) \). Applying the argument above one more time, for all \( W \in (\dot{B}^{-s}_p, \| \cdot \|_1)' \), there exists an element \( v_W \in \dot{B}^s_p \) such that \( W\psi = \langle v_W, \psi \rangle, \forall \psi \in \dot{B}^{-s}_p \). Thus, \( \dot{B}^s_p \) is reflexive.

(7): By Minkowski inequality and homogeneous Littlewood-Paley theorem, for any \( u \in \dot{B}^0_p \), there exists a function \( v \in L_p \) such that \( u - v \) is a polynomial. However, \( v \) also belongs to \( S'_h \) by Remark 4.2, which tells us that \( u = v \).

**4.2. Bochner spaces.** Let \( E \) be a Banach space. Here we collect some properties of Bochner space \( L^p(R^n; E) \), see, e.g., [14].

For a function \( f : R^n \rightarrow \mathbb{C} \) and an element \( e \) of \( E \), we denote the tensor product
\[
f \otimes e(x) = f(x)e.
\]

If \( V \) is a vector space of complex-valued functions, we use the same notation for the tensor product
\[
V \otimes E := \left\{ \sum_{n=1}^{N} f_n \otimes e_n : f_n \in V, e_n \in E, n = 1, \ldots, N; N = 1, 2, \ldots \right\}.
\]

Now we can introduce some properties of space \( L^p(R^n; E) \).

**Proposition 4.5** ([14], p. 68). Let \( p \in [1, \infty] \), the tensor product \( L^p(R^n) \otimes E \) is dense in \( L^p(R^n; E) \).
Proposition 4.6 ([14], p.54). Let $p \in [1, \infty)$ and $E$ be a reflexive Banach space, then we have

$$(L^p(S; E))' = L^{p'}(S; E'), \quad \frac{1}{p} + \frac{1}{p'} = 1.$$ 
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