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Abstract. Let Λ be the limit set of a conformal dynamical system, i.e. a Kleinian group acting on either finite- or infinite-dimensional real Hilbert space, a conformal iterated function system, or a rational function. We give an easily expressible sufficient condition, requiring that the limit set is not too much bigger than the radial limit set, for the following dichotomy: Λ is either a real-analytic manifold or a fractal in the sense of Mandelbrot (i.e. its Hausdorff dimension is strictly greater than its topological dimension).

Our primary focus is on the infinite-dimensional case. An important component of the strategy of our proof comes from the rectifiability techniques of Mayer and Urbanski (’03), who obtained a dimension rigidity result for conformal iterated function systems (including those with infinite alphabets). In order to handle the infinite dimensional case, both for Kleinian groups and for iterated function systems, we introduce the notion of pseudorectifiability, a variant of rectifiability, and develop a theory around this notion similar to the theory of rectifiable sets.

Our approach also extends existing results in the finite-dimensional case, where it unifies the realms of Kleinian groups, conformal iterated function systems, and rational functions. For Kleinian groups, we improve on the rigidity result of Kapovich (’09) by substantially weakening its hypothesis of geometrical finiteness. Moreover, our proof, based on rectifiability, is entirely different than that of Kapovich, which depends on homological algebra.

Another advantage of our approach is that it allows us to use the “dimension” of Stan’ko (’69) as a substitute for topological dimension. For example, we prove that any dynamically defined version of Antoine’s necklace must have Hausdorff dimension strictly greater than 1 (i.e. the dimension of Antoine’s necklace).
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1. Introduction

Beginning with historical perspective, our problem has roots in Poincaré’s 1883 Mémoire sur les groupes kleinéens, in which Poincaré famously described his investigations into the surprising geometric intricacy of the “limit curves” of a certain family of discrete groups [59 §8]. These groups, generated by inversions in a simple closed chain of circles externally tangent to each other, had been presented to Poincaré by Klein in the course of their 1881-1882 correspondence [60, p.102], and their limit sets are notable for being perhaps the first examples of “naturally occurring” fractals. For groups in this class such that the limit curve is not a circle, Poincaré argued that at every parabolic point, the curve had a tangent line but no osculating circle. He went on to conjecture that no point of the limit curve which was not a parabolic limit point could have a tangent line. Both of these facts exemplify strong senses in which the limit curve is not analytic, which were deduced from the assumption that the limit curve is not a circle. Thus they are the prototype of dynamical rigidity theorems: a dichotomy between circles and fractals.

Another historically important source of fractals was the theory of rational functions, whose Julia sets are in many ways analogous to the limit sets of Kleinian groups. In 1920, Fatou proved the following dichotomy regarding these sets [28, p.250]: if some relatively open subset of the Julia set of a rational function is a simple curve that has a tangent at every point, then the Julia set must either be a generalized circle (i.e. a geometric circle or line) or an arc of a generalized circle. Recently, the hypothesis of Fatou’s theorem was weakened as follows:

Theorem 1.1 ([26 Corollary 1 and Theorem 2]; see also [7 Theorem 2]). If a relatively open subset of the Julia set $J$ of a rational function is contained in a smooth curve (i.e. one that has a tangent at every point), then $J$ is contained in a generalized circle $C$. Moreover, in this case either $J = C$, $J$ is an arc in $C$, or $J$ is homeomorphic to the Cantor set.

Again this theorem can be viewed as a dichotomy: every Julia set is either contained in a generalized circle or is not contained in any smooth curve. It is interesting to ask for a strengthening of the latter case of the dichotomy by describing other fractal properties that the Julia set (or limit set in the case of Kleinian groups) must have in that case. The first result in this direction was given in 1979 by R. Bowen [16], who showed that the limit set of a convex-cocompact quasi-Fuchsian group is either a generalized circle or has Hausdorff dimension strictly greater than 1. Bowen’s result was improved by D. P. Sullivan [74], P. J. Braam [17], R. D. Canary and E. C. Taylor [18], and finally by C. J. Bishop and P. W. Jones, who proved the following:

Theorem 1.2 ([12 Corollary 1.8]). Let $G \leq \text{Mob}(\hat{C})$ be a finitely generated Kleinian group, and let $\Lambda$ denote the limit set of $G$. Then either $\Lambda$ is totally disconnected, $\Lambda$ is a generalized circle, or the Hausdorff dimension of $\Lambda$ is $> 1$.

---

1 In modern notation, an osculating circle for a set $K$ at a point $p \in K$ is a circle $C$ such that for all $x \in K$, $d(x, C) = o(\|x - p\|^2)$.
2 Poincaré writes, “De plus j’ai tout lieu de croire qu’il n’y a pas de tangente aux points de $L$ qui ne font pas partie de $P^*$” [59 p.79] (“Also I have every reason to believe that there are no tangent points of $L$ that are not part of $P^*$”). Here $L$ is the limit curve and $P$ the set of parabolic points. In the case of loxodromic fixed points, the conjecture was proven by Fricke in 1894 [31] (see also [32 pp.399-445]). Although it seems that there has been no interest in the conjecture for the last 120 years, we give the full solution below (Remark 5.6).
3 A convex-cocompact Kleinian group $G \leq \text{Mob}(\hat{C})$ is quasi-Fuchsian if it is conjugate to some cocompact Fuchsian group (i.e. a uniform lattice) in $\text{Mob}(S^1)$.
Since $\Lambda$ is compact, an equivalent way of saying that it is totally disconnected is to say that its topological dimension is equal to zero. So another way to phrase Bishop and Jones’ result is to say that if $\dim_T(\Lambda) \geq 1$, then either $\Lambda$ is a generalized circle or $\dim_H(\Lambda) > 1$. This way of looking at things suggests a natural generalization, namely that the “second case” of the dichotomy may be described by the criterion that the Hausdorff dimension is strictly greater than the topological dimension. This point of view was introduced in [48], where the following theorem was proven:

**Theorem 1.3** ([48, Theorem 1.2]; generalized by Theorem 2.2 below). Let $(u_a)_{a \in E}$ be a (finite or infinite, hyperbolic) conformal iterated function system (CIFS) on $\mathbb{R}^d$ ($3 \leq d < \infty$) which satisfies the open set condition, and let $J$ denote the limit set of $(u_a)_{a \in E}$. Suppose that $\dim_H(J \setminus J) < \dim_H(J)$. Then either $\dim_H(J) > k := \dim_T(J)$, or $J$ is contained in a generalized $k$-sphere.

**Remark.** If $(u_a)_{a \in E}$ is a finite parabolic CIFS (see [46] for the definition) with limit set $J$, then there is an associated infinite hyperbolic CIFS $(\tilde{u}_a)_{a \in \tilde{E}}$ whose limit set $\tilde{J}$ is equal to $J$ minus a countable set of points [46, §5]. So by applying Theorem 1.3 to the CIFS $(\tilde{u}_a)_{a \in \tilde{E}}$, one can see that either $\dim_H(J) > k := \dim_T(J)$, or $J$ is contained in a generalized $k$-sphere.

The proof of Theorem 1.3 uses the tools of rectifiability theory. By contrast, the following rigidity theorem due to M. Kapovich was proven using homological algebra:

**Theorem 1.4** ([38, Theorem 1.3]; generalized by Theorem 2.1 below). Let $G \leq \text{Mob}(\mathbb{R}^d)$ be a nonelementary geometrically finite Kleinian group ($d < \infty$), and let $\Lambda$ denote the limit set of $G$. Then either $\dim_H(\Lambda) > k := \dim_T(\Lambda)$, or $\Lambda$ is a generalized $k$-sphere.

Kapovich’s paper extended a number of earlier results. For more on the history of this result and for similar results concerning isometry groups of negatively curved spaces, see [38, p.2].

Turning back to Julia sets, the first Hausdorff dimension result was proven by D. P. Sullivan in 1982, as the result of an effort to establish a “dictionary” between Kleinian groups and rational functions [77, p.405], about which we shall say more below. Sullivan showed that if the Julia set of a hyperbolic rational map is a Jordan curve, then it is either a generalized circle or has Hausdorff dimension $> 1$. Sullivan’s result was improved by D. H. Hamilton, who proved the following:

**Theorem 1.5** ([34, Theorem 1]). If the Julia set of a rational map is a Jordan curve, then it is either a generalized circle or has Hausdorff dimension $> 1$.

For polynomials, the assumption that the Julia set is a Jordan curve can be weakened to merely assume that the Julia set is connected; see [78, p.168], where this is proven by combining the results of [23, 61, 82].

The parallels between Theorems 1.3-1.5 harmonize well with many other similarities between the fields of Kleinian groups, iterated function systems, and rational functions. The idea of systematically studying the analogies between the limit sets of Kleinian groups and the Julia sets of rational functions is known as Sullivan’s dictionary, since it was introduced by D. P. Sullivan [77, p.405] (see [51, 52, 74, 75, 76, 80] for

---

4Here and in the sequel, $\dim_H(S)$ denotes the Hausdorff dimension of a set $S$ and $\dim_T(S)$ denotes its topological dimension. The unsubscripted notation $\dim(S)$ will only be used when unambiguous, e.g. when $S$ is a vector space.

5An easy-to-check equivalent condition for this inequality is described in [48].

6A subset of $\mathbb{R}^d$ is called a generalized $k$-sphere if it is either a $k$-dimensional plane or a geometric sphere contained in a $(k + 1)$-dimensional affine subspace of $\mathbb{R}^d$. 
Table 1. A three-way dictionary between the theories of Kleinian groups, dynamics of rational functions, and conformal iterated function systems, extending Sullivan’s Dictionary, which consists of the first and last columns. We put the IFS column in the middle because in some sense the theory of IFSes “interpolates” between the theory of rational functions and the theory of Kleinian groups; for example, the fact that it extends to higher dimensions is shared with Kleinian groups, while in the theory of rational functions it is often useful to consider an infinitely generated IFS generated by inverse branches of iterates of a rational function.

more discussion of Sullivan’s dictionary). Sullivan’s dictionary has been the inspiration for many theorems both in the theory of Kleinian groups and the theory of rational functions, including the result of Sullivan mentioned above. In many cases, similar proofs work to demonstrate theorems on both sides of Sullivan’s dictionary.

Although the theory of iterated function systems is not traditionally considered to be part of Sullivan’s dictionary, the similarities between it and the other two fields seem significant enough that we include it as a column in our version of Sullivan’s dictionary, Table 1. Thus in our framework, Theorems 1.3–1.5 can all be regarded as variations of a more general “meta-theorem” which applies to all conformal dynamical systems. In fact, in this paper we will prove such a meta-theorem (namely Theorem 4.4) and show that it implies a sequence of theorems (namely Theorems 2.1–2.3) which are similar in spirit to Theorems 1.3–1.5.

GDMS stands for “graph directed Markov system”, a concept introduced and studied extensively in [47].

see [65, Theorem 12.3.11] and [62, 64, 66].
The main purpose of this paper is not just to unify these results, but also to extend them to infinite dimensions. Such an extension can be made both in the Kleinian groups and IFS settings, although not in the rational function setting (since holomorphic maps in several complex variables are not conformal). Some motivation for studying the theory of infinite-dimensional Kleinian groups can be found in [21 §1.3]. The strategy of our proof is to extend the rectifiability argument of [15] to infinite dimensions by introducing the notion of pseudorectifiability, a notion which agrees with the notion of rectifiability for finite-dimensional sets but not for infinite-dimensional ones. We develop the theory of pseudorectifiable sets to the extent of its applicability to our rigidity proof. As a side note, we also show that in infinite dimensions, the notions of pseudorectifiability and rectifiability already disagree in the realm of limit sets of conformal iterated function systems satisfying the strong open set condition. It would be interesting to study the pseudorectifiability condition further, in the context of nonlinear functional analysis and geometric analysis in infinite dimensions.

Another important goal of this paper is to improve the finite-dimensional versions of these results by replacing the topological dimension with the “dimension” of M.A. Štán’ko [72]. The dimension of a set in Euclidean space is an integer which is always at least the topological dimension of that set and is sometimes strictly greater. A standard example is Antoine’s necklace, which has dimension 1 but topological dimension 0. For more on dimension see [31] in which we state a theorem which implies that any “dynamically defined” version of Antoine’s necklace has Hausdorff dimension > 1 (Corollary 3.6).
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2. Statement of results

Convention 1. Throughout this paper,
- All measures and sets are assumed to be Borel.
- For each \( \delta \geq 0 \), \( \mathcal{H}^\delta \) denotes the \( \delta \)-dimensional Hausdorff measure.
- \( \mathcal{H} \) denotes a real separable Hilbert space (either finite- or infinite-dimensional).
- \( d = \dim(\mathcal{H}) \in \mathbb{N} \cup \{ \infty \} \), and \( 1 \leq k \leq d \) is fixed \((k \neq \infty)\).
- If \( \mu \) is a measure on \( X \) and \( f : X \rightarrow Y \), then \( f(\mu) = \mu \circ f^{-1} \) denotes the image measure.

Convention 2. The symbols \( \lesssim_x \), \( \gtrsim_x \), and \( \asymp_x \) will denote coarse multiplicative asymptotics. For example, \( A \lesssim_{x,K} B \) means that there exists a constant \( C > 0 \) (the implied constant), depending only on \( K \), such that \( A \leq CB \). In general, dependence of the implied constant(s) on universal objects such as those given in the hypotheses of the main theorems will be omitted from the notation.

The notation \( A \asymp_B \) should not be confused with the notation \( \mu \asymp \nu \), which as usual means that the measures \( \mu \) and \( \nu \) are equivalent, i.e. each is absolutely continuous to the other.

Convention 3. \( \mathcal{N}(A, \varepsilon) \) denotes the open \( \varepsilon \)-neighborhood of \( A \), i.e. \( \mathcal{N}(A, \varepsilon) = \{ x : d(x, A) < \varepsilon \} \).
In the following theorems, we use somewhat unconventional notation: we use \( K \) to denote the first row of Table 1 and we use \( L \) to denote the second row. The reason for this is that if we used a more standard notation, such as \( \Lambda \) or \( L \) for the first row and \( \Lambda_r \) or \( L_r \) for the second row, then this notation would look somewhat awkward when applied to the second column of Table 1: \( \Lambda \) or \( L \) would denote the closure of the limit set and \( \Lambda_r \) or \( L_r \) would denote the limit set. So instead, we use the letters \( K \) and \( L \), which hopefully have less connotative baggage. (The fact that \( K \) suggests a compact set is a connotation we want to keep, since in the hypotheses of our theorems we assume that \( K \) is compact.)

For definitions of the terms used in Theorems 2.1-2.3 see the proof of Lemma 4.2 below.

**Theorem 2.1.** Let \( G \) be a group of Möbius transformations of \( \mathcal{H} \), and let \( K \) and \( L \) denote the limit set and the radial limit set of \( G \), respectively. If \( d = \infty \), assume additionally that \( K \) is compact. Let \( \delta = \dim_H(L) \) and \( k = \dim_T(K) \), and assume that
\[
(2.1) \quad \mathcal{H}^\delta(K \setminus L) = 0
\]
(which holds, for example, if \( \dim_H(L) < \dim_H(K) \)). Then the following dichotomy holds: either \( \delta > k \), or \( K \) is a generalized \( k \)-sphere.

**Theorem 2.2.** Let \((u_a)_{a \in E}\) be a (finite or infinite, hyperbolic) conformal iterated function system on \( \mathcal{H} \) which satisfies the open set condition. Let \( L \) denote the limit set of \((u_a)_{a \in E}\), and let \( K \) denote the closure of \( L \). If \( d = \infty \), assume additionally that \( K \) is compact and that \((u_a)_{a \in E}\) satisfies the strong open set condition. Let \( \delta = \dim_H(L) \) and \( k = \dim_T(K) \), and assume that (2.1) holds. Then the following dichotomy holds: either \( \delta > k \), or \( K \) is the closure of a relatively open and relatively compact subset of a real-analytic \( k \)-dimensional manifold \( M \subseteq \mathcal{H} \). If \( d \geq 3 \) (or more generally if \((u_a)_{a \in E}\) consists of Möbius transformations), then in the latter case \( M \) is a generalized \( k \)-sphere. If \((u_a)_{a \in E}\) consists of similarities, then in the latter case \( M \) is a \( k \)-plane.

**Theorem 2.3.** Let \( T : \hat{\mathbb{C}} \to \hat{\mathbb{C}} \) be a rational function, and let \( K \) and \( L \) denote the Julia set and the radial Julia set of \( T \), respectively. Let \( \delta = \dim_H(L) \) and \( k = \dim_T(K) \), and assume that (2.1) holds. Then the following dichotomy holds: either \( \delta > k \), or \( K \) is either a generalized circle or a segment of a generalized circle (if \( k = 1 \)) or the entire Riemann sphere (if \( k = 2 \)).

**Remark.** Theorem 2.1 implies Theorem 1.4 which in turn implies Theorem 1.2 modulo Theorem 1.2. Theorem 2.2 implies Theorem 1.3. Theorem 2.3 doesn’t quite imply Theorem 1.5 due to the additional hypothesis (2.1), about which we will say more below.

**Remark.** It is worth noting that in Theorems 2.1, 2.3 the weaker inequality \( \delta \geq k \) follows directly from (2.1) and the classical Szpilrajn theorem:

**Theorem 2.4** (Szpilrajn’s theorem, [37] Theorem VII.2). Let \( X \) be a metric space and let \( k = \dim_T(X) \). Then \( \mathcal{H}^k(X) > 0 \). In particular, \( \dim_H(X) \geq \dim_T(X) \).

Letting \( X = K \), we get \( \mathcal{H}^k(K) > 0 \). On the other hand, if \( \delta < k \) then (2.1) implies that \( \mathcal{H}^k(K \setminus L) = \mathcal{H}^k(L) = 0 \), a contradiction. So \( \delta \geq k \).

**Remark.** When \( k = d \), Theorems 2.1, 2.3 can be deduced as corollaries from the following classical result:
Theorem 2.5 ([25, Theorem 1.8.10]). Let \( M \) be a \( k \)-dimensional topological manifold and suppose that \( S \subseteq M \) satisfies \( \dim_T(S) = k \). Then \( S \) has nonempty interior relative to \( M \).

Theorems 2.4 and 2.5 will both be used in the proof of Theorems 2.1-2.3.

Possible weakenings. We now discuss to what degree it is possible to weaken the hypotheses of Theorems 2.1-2.3.

The hypothesis (2.1). For many examples, this hypothesis is satisfied trivially, since the set \( K \setminus L \) has Hausdorff dimension zero. In particular, this is true for geometrically finite Kleinian groups (e.g. [21, Theorem 12.4.5]), finitely generated conformal IFSes (trivially since \( K = L \)), topological Collet–Eckmann rational functions [63, p.139, para.3], rational functions with no recurrent critical points [79, Theorem 6.1], and certain more general classes of rational functions [67, Corollary 6.3]. However, the hypothesis cannot be removed entirely, as the following examples illustrate:

- By modifying the construction of [57], one can show that for any \( \varepsilon > 0 \) and for any compact nowhere dense \( F \subseteq \mathcal{H} \), there exists \( G \) a discrete group of Möbius transformations such that \( \dim_H(L) \leq \varepsilon \) but \( K \setminus L = G(F) \). By letting \( F \) be a rectifiable set which is not a generalized sphere, one gets a counterexample to a hypothetical generalization of Theorem 2.1. A similar construction would give a counterexample to a hypothetical generalization of Theorem 2.2.
- In [5], a quasi-Fuchsian group is constructed such that \( K \) is rectifiable but not a generalized circle, and in [10], another quasi-Fuchsian group is constructed such that \( \dim_H(K) = \dim_T(K) = 1 \) but \( K \) is not rectifiable.

It is an open question whether the hypothesis (2.1) can be replaced by the hypothesis that \( G \) is finitely generated. The question is solved for \( d = 2 \) by Theorem 1.2, but higher dimensions are still open (cf. [38, Conjecture 1.4] for a related conjecture).

It is also open whether Theorem 2.3 holds if the hypothesis (2.1) is removed; cf. [19, p.207], where the same question is asked but with the assumption \( \dim_T(K) = 1 \) replaced by the slightly stronger assumption that \( K \) is connected. If this hypothesis is strengthened even further to the assumption that \( K \) is a Jordan curve, then the question is solved by Theorem 1.5. In the other direction, if “rational function” is replaced by “transcendental meromorphic function” or “transcendental entire function”, then the answer is known to be negative [35, 11].

The open set condition and strong open set condition. The only reason that these conditions are needed in Theorem 2.2 is to ensure that Bowen’s Formula holds (cf. [45, Theorem 3.15], [44, Theorem 10.2]). So if \((u_a)_{a \in E}\) is an iterated function system for which Bowen’s Formula holds, then the open set hypothesis is not necessary. For example, this holds when \((u_a)_{a \in E}\) is chosen at random from a family of iterated function systems satisfying the transversality condition [71]. Note that if \( d = \infty \), then a counterexample to Bowen’s formula which satisfies the open set condition but not the strong open set condition is given in [44, Theorem 11.1].

The assumption that \( T \) is a rational function. It is natural to weaken this assumption to the hypothesis that \( T : \mathbb{C} \to \hat{\mathbb{C}} \) is a meromorphic function. As it turns out, our proof is valid assuming that \( T \) is a meromorphic function which admits a \( \delta \)-conformal measure. (We leave the details to the reader.) Sufficient conditions for the existence of a \( \delta \)-conformal measure may be found in [49].
Figure 1. The first- and second-level iterates of Antoine’s necklace construction. In the IFS version of this construction, the generators for the IFS are similarities that send the large torus into the smaller tori. Since the IFS satisfies the strong separation condition, its limit set $K$ will be totally disconnected. On the other hand, if $\gamma$ is a loop through the “hole” of the large torus, then $\gamma$ is not homotopic to zero in $H \setminus K$, and thus $\pi_1(H \setminus K) \neq 0$ (see e.g. [13, §2]). Figure used with permission from [22, Figure 2.5].

3. Demension rigidity

This section concerns an improvement of Theorems 2.1-2.3 (in the finite-dimensional case) in which the topological dimension is replaced by the “demension” (short for “dimension of embedding”) of M. A. Štan’ko [72]. It can be skipped on a first reading, since it will not be used in the proofs of Theorem 2.1-2.3.

3.1. Demension. Our rigidity theorems 2.1-2.3 are in a sense motivated by Theorem 2.4, which shows a pre-existing relation (independent of dynamics) between the Hausdorff dimension of a set $S \subseteq \mathcal{H}$ and its topological structure. A natural question is whether Theorem 2.4 is a complete description of the relation between Hausdorff dimension and topology. The answer is in a sense yes, and in a sense no. The sense in which the answer is yes is that any set $S \subseteq \mathcal{H}$ is homeomorphic to a set $S' \subseteq \mathcal{H}$ such that $\dim_H(S') = \dim_T(S') = \dim_T(S)$. This is the converse to Theorem 2.4, i.e. the other direction of Szpilrajn’s theorem [37, Theorem VII.5]. The sense in which the answer is no is that the homeomorphism between $S$ and $S'$ may not be extendable to all of $\mathcal{H}$.

The best way to illustrate this is with an example. Consider Antoine’s necklace construction [4] (cf. Figure 1), in which a torus in $\mathbb{R}^3$ is replaced by a chain of linked tori, each of which is then replaced by a smaller chain of linked tori, and so on infinitely until the intersection is a compact set $S$ (a “necklace”) homeomorphic to the Cantor set. If $\gamma$ is a loop through the hole of the first torus, then $\gamma$ is not contractible in $\mathbb{R}^3 \setminus S$ [13, §2]. On the other hand, if $S' \subseteq \mathbb{R}^3$ is the standard Cantor set, then $\mathbb{R}^3 \setminus S'$ is simply connected. Thus, the homeomorphism between $S$ and $S'$ cannot be extended to all of $\mathbb{R}^3$. For this reason, $S$ is sometimes called a “wild” Cantor set.

Given a compact set $S \subseteq \mathcal{H}$, what is the smallest possible Hausdorff dimension among sets homeomorphic to $S$ such that there is a homeomorphism extendible to all of $\mathcal{H}$? This question was answered by J. Väisälä [51]: it is the demension of the set $S$:

**Definition 3.1.** The demension of a set $S \subseteq \mathcal{H}$, denoted $\text{dem}(S)$, is the largest integer $k$ such that there exists a piecewise linear polyhedron $\mathcal{P}$ of dimension $(d - k)$ and $\varepsilon > 0$ such that for every continuous map $F : \mathcal{H} \times [0,1] \to \mathcal{H}$ satisfying the following conditions:

(I) (Isotopy) For each $t \in [0,1]$, the map $F_t(x) = F(x,t)$ is a homeomorphism, and $F_0$ is the identity;
(II) For all $t \in [0, 1]$, 
\[ \|F_t\| := \sup_{x \in \mathcal{H}} d(x, F_t(x)) \leq \varepsilon; \]

(III) $F_t(x) = x$ for all $x \in \mathcal{H} \setminus N(\mathcal{P} \cap \mathcal{S}, \varepsilon)$ and $t \in [0, 1]$;

we have $F_1(\mathcal{P}) \cap \mathcal{S} \neq \emptyset$. Loosely speaking, $\dim(S)$ is the largest integer $k$ such that there is a piecewise linear polyhedron $\mathcal{P}$ of dimension $(d - k)$ whose sufficiently small isotopic perturbations all intersect $\mathcal{S}$.

We remark that this definition of dimension is not the usual one (which is less relevant for our purposes), but is equivalent to the usual one by [24, Proposition 1.2].

Let us first address the question of how to compute the dimension. The following observation is good enough to compute the dimension of Antoine’s necklace and its higher-dimensional generalizations (see [13]):

**Observation 3.2.** If $\mathcal{S} \subseteq \mathcal{H}$ is a compact set such that

\[ \pi_1(\mathcal{H} \setminus \mathcal{S}) \neq 0, \]

then $\dim(S) \geq d - 2$.

**Proof.** Let $\gamma$ be a piecewise linear representation of a noncontractible loop in $\mathcal{H} \setminus \mathcal{S}$, and let $\mathcal{P}$ be a piecewise linear (possibly self-intersecting) 2-simplex whose boundary is $\gamma$. Fix $0 < \varepsilon < d(\gamma, \mathcal{S})$. Then if $F$ is an isotopy satisfying (I)-(III), then $F_1(\mathcal{P})$ is a 2-simplex whose boundary is $\gamma$. Since $\gamma$ is noncontractible, it follows that $F_1(\mathcal{P}) \cap \mathcal{S} \neq \emptyset$. \qed

In fact, a nearly complete characterization of the dimension is known, but its proof requires deep topological results.

**Theorem 3.3** ([24, Theorem 1.4], [69, p.598]). Let $\mathcal{S} \subseteq \mathcal{H}$ be a compact set.

- If $\mathcal{S}$ is locally homotopically 1-coconnected, then $\dim(S) = \dim_T(S)$.
- If $\mathcal{S}$ is not locally homotopically 1-coconnected then $\dim(S) = d - 2 \geq \dim_T(S)$ unless the following case holds: $d = 3$, $\dim(S) = 2 > \dim_T(S) = 1$.

Here, the set $\mathcal{S}$ is said to be **locally homotopically 1-coconnected** if for every $x \in \mathcal{H}$ and neighborhood $U$ of $x$, there exists a neighborhood $V$ of $x$ such that every loop in $V \setminus \mathcal{S}$ is contractible in $U \setminus \mathcal{S}$.

The “exceptional” case $d = 3$, $\dim(S) = 2 > \dim_T(S) = 1$ can in fact occur, as demonstrated by H. G. Bothe [14] and independently by D. R. McMillan, Jr. and W. H. Row, Jr. [50].

### 3.2. Dimension and Hausdorff Dimension

As mentioned earlier, one characterization of the dimension of a compact set $\mathcal{S} \subseteq \mathcal{H}$ is that it is the infimum of the Hausdorff dimension of the image of $\mathcal{S}$ under a homeomorphism of $\mathcal{H}$ [81]. In particular, this implies that $\dim_H(S) \geq \dim(S)$. For completeness we provide an elementary proof of a slightly stronger version of this assertion:

**Theorem 3.4** ([40, Theorem 6.15]). Let $\mathcal{S} \subseteq \mathcal{H}$ be any set, and let $k = \dim(S)$. Then $\mathcal{H}^k(\mathcal{S}) > 0$. In particular, $\dim_H(S) \geq \dim(S)$.

**Proof.** Let $\mathcal{P} \subseteq \mathcal{H}$ and $\varepsilon > 0$ be as in Definition [51] let $\text{Isom}(\mathcal{H})$ denote the isometry group of $\mathcal{H}$, and fix $g \in \text{Isom}(\mathcal{H})$. If $g$ is sufficiently small, then there exists an isotopy $(F_t)_t$ satisfying the requirements of
Definition 3.2 such that $F_1 = g$ on $U = \mathcal{N}(P \cap S, \varepsilon/2)$ and $\|F_1\| < d(P \setminus U, S \setminus U)$. Since $k = \text{dim}(S)$, we have $F_1(P) \cap S \neq \emptyset$ and thus $g(P) \cap S \neq \emptyset$.

Let $A_1, \ldots, A_m$ be a collection of $(d-k)$-dimensional affine subspaces of $\mathcal{H}$ such that $\mathcal{P} \subseteq \bigcup_i^n A_i$. Then for all sufficiently small $g \in \text{Isom}(\mathcal{H})$, there exists $i = 1, \ldots, m$ such that $g(A_i) \cap S \neq \emptyset$. By Fubini’s theorem, for some $i = 1, \ldots, m$ and for a positive measure set of $h \in \text{SO}(\mathcal{H})$, the set of $v \in \mathcal{H}$ such that $(h(A_i) + v) \cap S \neq \emptyset$ is of positive measure. Equivalently, $\mathcal{H}^k(\pi_{V(h)}(S)) > 0$, where $V(h)$ is the orthogonal complement of the linear part of $h(A_i)$ (which satisfies $\text{dim}(V(h)) = k$). It follows that $\mathcal{H}^k(S) > 0$. \[\square\]

Now we come to the main theorem of this section, which says that strict inequality holds in Theorem \[\text{3.5}\] for “dynamically defined” fractals:

**Theorem 3.5.** The results of §2 are still true if $\text{dim}_{PF}$ is replaced by $\text{dim}$. 

**Corollary 3.6.** For a “dynamically defined” Antoine’s necklace $K$ (cf. Remark \[3.8\] below), we have $\text{dim}_{H}(K) > 1$.

The proof of Theorem \[3.5\] is given in the next section, following the statement of Theorem \[1.4\]. The idea: where Theorems \[2.4\] and \[2.5\] are used in the proof of Theorems \[2.1\] \[2.3\] instead use Theorem \[3.4\] and Theorem \[3.7\] below. Actually, the proof requires a slight strengthening of Theorem \[3.4\] specifically in the proof of Lemma \[5.9\] which is used to prove Theorem \[4.4\].

**Theorem 3.7.** Let $M \subseteq \mathcal{H}$ be a $k$-dimensional compact smooth manifold-with-boundary, and suppose that $S \subseteq M$ satisfies $\text{dim}(S) = k$. Then $S$ has nonempty interior relative to $M$.

**Proof.** Let $\mathcal{P} \subseteq \mathcal{H}$ and $\varepsilon > 0$ be as in Definition \[3.1\]. Without loss of generality, we can assume that $\mathcal{P}$ intersects $M$ only finitely many times, and that each intersection is transversal. (This is due to the dimension relation $\text{dim}(\mathcal{P}) + \text{dim}(M) = d$.) Write $\mathcal{P} \cap M = \{x_1, \ldots, x_m\}$, and without loss of generality suppose $d(x_i, x_j) \geq \varepsilon$ for all $i \neq j$. Fix $v_1, \ldots, v_m \in \mathcal{H}$ small; then there exists an isotopy $(F_t)_t$ satisfying the requirements of Definition \[3.1\] such that $F_1(x) = x + v_i$ for all $x \in B_i := B(x_i, \varepsilon/3)$ and such that $d(x, F_1(x)) \leq d(\mathcal{P} \setminus \bigcup_i B_i, S \setminus \bigcup_i B_i)$. Since $k = \text{dim}(S)$, we have $F_1(\mathcal{P}) \cap S \neq \emptyset$.

If $v_1, \ldots, v_m$ are sufficiently small, then we can write $F_1(\mathcal{P}) \cap M = \{g_1(v_1), \ldots, g_m(v_m)\}$, where $g_1, \ldots, g_m : U \rightarrow M$ are smooth nonsingular maps from some neighborhood $0 \in U \subseteq \mathcal{H}$. So for some $i$, we have $g_i(v_1) \in S$. Since $v_1, \ldots, v_m$ were arbitrary, there exists $i$ such that for all $v \in U$, we have $g_i(v) \in S$. But then $S$ contains the relatively open set $g_i(U) \subseteq M$. \[\square\]

**Remark 3.8.** It is not hard to see that in the construction of Antoine’s necklace, the small tori in the first step may be chosen to be similar copies of the large torus. (The large torus must be chosen to satisfy a certain inequality in order for this to work.) In this case, Antoine’s necklace is actually the limit set of a similarity IFS, giving a nontrivial example of Theorem \[3.5\]. In fact, the optimality of Theorem \[3.5\] (for the case of necklaces) was proven by T. B. Rushing \[69\], who showed that for every $\delta \in (1, 3)$ there exists a similarity-generated necklace whose Hausdorff dimension is $\delta$. (He also showed that when $\delta \in \{1, 3\}$, there exists a necklace of Hausdorff dimension $\delta$ which is not the limit set of a similarity IFS.)

One might wonder what other dynamically defined fractals have dimension strictly larger than their topological dimension. Examples of geometrically finite Kleinian groups acting on $\mathbb{R}^3$ whose limit sets satisfy \[3.1\] but have topological dimension zero are given in \[88\] \[89\] \[92\]. For such examples, $\text{dim}(S) \geq 1$ by Observation \[3.2\] and it seems likely that equality holds.
It is interesting to ask whether the “exceptional case” \( d = 3, \text{dim}(S) = 2 > \text{dim}_T(S) = 1 \) can occur for \( S \) dynamically defined. In fact, the original construction of McMillan and Row [50] is essentially an IFS construction, although their paper does not make that very clear (which is not surprising as IFSes had not been invented yet). We hope to clarify this in future work.

### 4. A General Rigidity Theorem

In this section, we state a general rigidity theorem and show that the four theorems of the previous section all reduce to it. In this general theorem, there is no dynamical system mentioned explicitly in the hypotheses, but the hypotheses concern a measure \( \mu \) on \( \mathcal{H} \) which should be interpreted as the conformal measure of some conformal dynamical system. To make this interpretation explicit, we include a hypothesis that a certain set \( \text{Rad}(\mu) \subseteq \text{Supp}(\mu) \) has full \( \mu \)-measure, where \( \text{Supp}(\mu) \) denotes the topological support of \( \mu \). The set \( \text{Rad}(\mu) \) is supposed to represent the radial limit set of the dynamical system which generates \( \mu \), in a way made precise by Lemma 4.2 below.

**Definition 4.1.** Let \( \mathcal{A} \) be one of the following classes:

- \( \text{Conf}(\mathcal{H}) \), the class of conformal homeomorphisms between open subsets of \( \mathcal{H} \),
- \( \text{Mob}(\mathcal{H}) \), the class of Möbius transformations of \( \mathcal{H} \),
- \( \text{Sim}(\mathcal{H}) \), the class of similarities of \( \mathcal{H} \).

Note that by Liouville’s theorem, if \( d \geq 3 \) then \( \text{Conf}(\mathcal{H}) = \text{Mob}(\mathcal{H}) \).\footnote{The classical proof of Liouville’s theorem by Nevanlinna [55] is valid in the infinite-dimensional setting. We note in passing that the proof in [55] is incomplete as it stands, as the fourth displayed equation on [55, p.4] is only valid under the assumption that \( \alpha \neq 0 \). If \( \alpha = 0 \), then this equation should be replaced by the equation \( \rho(x) = (v, x) + \beta \), where \( v \) is a constant vector and \( \beta \) is a constant scalar. However, this case can be analyzed in a straightforward way, assuming that the inner product \( \langle \cdot, \cdot \rangle \) is positive definite.}

Let \( \mu \) be a finite measure on \( \mathcal{H} \), let \( U \subseteq \mathcal{H} \) be a bounded open set, and fix \( \delta > 0 \). A point \( p \in \text{Supp}(\mu) \) will be called \( (\delta, \mu) \)-radial (or more properly \( (\mathcal{A}, U, \delta, \mu) \)-radial) if there exists a sequence of maps \( g_n : U \to \mathcal{H} \) of class \( \mathcal{A} \) such that:

1. For all \( n \),
   \[
   \|g_n\| := \sup_{x \in U} |g_n'(x)| \preceq \inf_{x \in U} |g_n'(x)|.\tag{10}
   \]
2. For all \( x, y \in U \),
   \[
   \|g_n(y) - g_n(x)\| \preceq \|g_n\| \cdot \|y - x\|;\tag{10}
   \]
3. For all \( A \subseteq U \),
   \[
   \mu(g_n(A)) \geq \int_A |g_n'|^\delta \, d\mu;\tag{10}
   \]
4. \( d(p, g_n(U)) \preceq \|g_n\| \).

The set of \( (\delta, \mu) \)-radial points is denoted \( \text{Rad}_\delta(\mu) \). If \( p \in \text{Rad}_\delta(\mu) \), then \( C_p \) denotes the implied constant of (a4) plus \( \text{diam}(U) \) times the implied constant of (a2). The significance of this is that for all \( n \), we have

\[
\|g_n\| = 0.
\]

**Lemma 4.2.** Every radial limit point of a conformal dynamical system is in \( \text{Rad}_\delta(\mu) \), where \( \delta \) is the “natural” dimension of the conformal dynamical system and \( \mu \) is the \( \delta \)-conformal measure. More precisely, if we are in any of the following scenarios:

\[
\|g_n'(x)\| \quad \text{rather than} \quad \|g_n'(x)\| \quad \text{because} \quad g_n'(x) \quad \text{is a similarity, so} \quad g_n'(x) \quad \text{denotes its dilatation constant.}
\]
(1) $G \subseteq A = \text{Mob}(\mathcal{H})$ is a group whose limit set is compact, $\delta$ is the Poincaré exponent of $G$, $\mu$ is the Patterson–Sullivan measure of $G$, and $L$ is the radial limit set;
(2) $(u_n)_{n \in E}$ is a regular conformal iterated function system on $\mathcal{H}$ satisfying the open set condition whose generators are of class $A$, $\delta$ is the Bowen parameter, $\mu$ is the $\delta$-conformal measure, and $L$ is the limit set;
(3) $\mathcal{H} = \mathbb{C}$, $T : \hat{\mathbb{C}} \to \hat{\mathbb{C}}$ is a rational function, $A = \text{Conf}(\mathcal{H})$, $\delta$ is the hyperbolic dimension, $\mu$ is the $\delta$-conformal measure, and $L$ is the radial Julia set;
then (possibly after conjugating in case (3)) there exists an open set $U \subseteq \mathcal{H}$ such that $\mu(U) > 0$ and $L \subseteq \text{Rad}(A, U, \delta, \mu)$. Moreover,

(i) in case (1), any bounded open set $U$ for which $\text{Supp}(\mu) \not\subseteq U$ may be chosen;
(ii) in case (2), the set $U$ may be chosen so that $\text{Supp}(\mu) \subseteq U$.

The definitions of the terms used in this lemma will be given in the proof.

**Remark 4.3.** Lemma 4.2 informally says that “the radial limit set is always contained in the $\mu$-radial set”, i.e. the inclusion $L \subseteq \text{Rad}_\delta(\mu)$ always holds. On the other hand, the reverse inclusion $\text{Rad}_\delta(\mu) \subseteq L$ may fail. For example, suppose that $d < \infty$, and let $G \subseteq \text{Mob}(\mathcal{H})$ be a Kleinian lattice. Then $\mu$ is Lebesgue measure, and $\text{Rad}(\mu) = \mathcal{H}$ contains the parabolic points of $G$ as well as the radial limit points of $G$. This is because it is impossible to distinguish parabolic points from radial points if one only knows what $\mu$ is and not what the group $G$ is.

**Proof in case (1).** Let $G \subseteq \text{Mob}(\mathcal{H})$ be a group of Möbius transformations of $\mathcal{H}$. We recall that for each $g \in \text{Mob}(\mathcal{H})$, the Poincaré extension of $g$ is the unique Möbius transformation $\hat{g} \in \text{Mob}(\mathbb{R} \oplus \mathcal{H})$ such that $\hat{g} | \mathcal{H} = g$ and $\hat{g}(\mathbb{H}) = \mathbb{H}$, where $\mathbb{H} = (0, \infty) \times \mathcal{H}$ is the upper half-space model of hyperbolic space. The limit set of $G$ is the set

$$K = \{ x \in \hat{\mathbb{H}} : \exists g_n \in G \quad \hat{g}_n(e_0) \to x \},$$

where $e_0 = (1, 0) \in \mathbb{H}$. The Poincaré exponent of $G$ is the infimum of all $s \geq 0$ such that the series

$$\Sigma_s(G) = \sum_{g \in G} e^{-sd_H(e_0, \hat{g}(e_0))}$$

converges, where $d_H$ denotes the hyperbolic metric on $\mathbb{H}$. Since, in the assumptions of this lemma, the limit set $K$ is compact, there exists a Patterson–Sullivan measure $\mu$ (cf. [20 Théorème 5.4] or [21 Theorem 15.4.6]), which is a measure on $K$ satisfying the transformation equation

$$(4.3) \quad \mu(g(A)) = \int_A |g'|^\delta \, d\mu \quad (g \in G, A \subseteq \mathbb{H}).$$

Finally, the radial limit set $L \subseteq K$ is the set of all $p \in K$ with the following property: There exists a sequence $(g_n)_n$ in $G$ such that if $H : \mathbb{H} \to (0, \infty)$ denotes projection onto the first coordinate, then $\hat{g}_n(e_0) \to p$ and

$$\|\hat{g}_n(e_0) - p\| \lesssim_{\times} H(\hat{g}_n(e_0)) \quad \forall n.$$

Now let $U \subseteq \mathcal{H}$ be a bounded open set such that $K = \text{Supp}(\mu) \not\subseteq \overline{U}$. Let $V \subseteq \mathcal{H}$ be a bounded open set intersecting $K$ such that $d(U, V) > 0$; such a set exists by our assumption on $U$. Since $V \cap K \neq \emptyset$, 

there exists a loxodromic isometry $h \in G$ whose fixed points are both in $V$ \cite[Proposition 7.4.7]{21}, and by replacing $h$ by a sufficiently large iterate, we can assume that $V \cup h(V) = \widehat{H}$ (cf. \cite[Theorem 6.1.10]{21}).

Fix $p \in L$, and let $\widehat{g}_n(e_0) \to p$ be a sequence satisfying \eqref{4.4}. For each $n$, choose $h_n \in \{\text{id}, h\}$ such that $h_n^{-1}g_n^{-1}(\infty) \in V$. It is not hard to see that if $g_n$ is replaced by $g_nh_n$ in \eqref{4.4}, then the inequality remains valid after changing the constant $C$ appropriately. Thus, we may without loss of generality assume that $g_n^{-1}(\infty) \in V$. We now proceed to demonstrate the conditions of Definition \ref{4.1}.

(a1) Since $U, V$ are bounded sets and $d(U, V) > 0$, the inclusion $g_n^{-1}(\infty) \in V$ implies that

\[ \sup_{x \in U} \|x - g_n^{-1}(\infty)\| \asymp \inf_{x \in U} \|x - g_n^{-1}(\infty)\|. \]

Applying the formula

\[ |g_n'(x)| = H(\widehat{g}_n(e_0)) \frac{\|e_0 - g_n^{-1}(\infty)\|^2}{\|x - g_n^{-1}(\infty)\|^2} \]

demonstrates that

\[ |g_n'(x)| \asymp H(\widehat{g}_n(e_0)) \quad \forall x \in U. \]

(a2) This follows from \eqref{4.5} and the geometric mean value theorem (e.g. \cite[Proposition 4.2.4]{21} or \cite[(15) on p.19]{21}).

(a3) This follows from \eqref{4.4}.

(a4) This follows from \eqref{4.6} and \eqref{4.4}.

(b) This follows from \eqref{4.5} and the convergence $\widehat{g}_n(e_0) \to p$.

\begin{proof}[Proof in case (2)]
Let $(u_a)_{a \in E}$ be a (hyperbolic) conformal iterated function system (CIFS) on $\mathcal{H}$ satisfying the open set condition (OSC). We recall (cf. \cite[p.6-7]{45} for the case $d < \infty$ and \cite[p.17]{44} for the case $3 \leq d \leq \infty$) that this means that

1. $E$ is a countable (finite or infinite) index set;
2. $X \subseteq \mathcal{H}$ is a closed bounded set which is equal to the closure of its interior;
3. (Quasiconvexity) There exists $Q \geq 1$ such that for all $x, y \in X$, there exists a polygonal line $\gamma \subseteq X$ connecting $x$ and $y$ such that $\text{length}(\gamma) \leq Q \|y - x\|$;
4. (Cone condition) If $d < \infty$, then

\[ \inf_{x \in X, r \in (0,1)} \frac{\lambda_{\mathcal{H}}(X \cap B(x, r))}{r^d} > 0, \]

where $\lambda_{\mathcal{H}}$ denotes Lebesgue measure on $\mathcal{H}$;
5. $V \subseteq \mathcal{H}$ is an open connected bounded set such that $d(X, \mathcal{H} \setminus V) > 0$;
6. For each $a \in E$, $u_a$ is a conformal homeomorphism from $V$ to an open subset of $V$;
7. (Open set condition) For all $a \in E$, $u_a(X) \subseteq X$, and the collection $(u_a(\text{Int}(X)))_{a \in E}$ is disjoint\footnote{The strong open set condition referred to in Theorem 2.2 is the additional hypothesis that $\text{Int}(X) \cap K \neq \emptyset$.};
8. (Uniform contraction) $\sup_{a \in E} \sup_{|u'_a|} |u'_a| < 1$, and if $E$ is infinite, $\lim_{a \in E} \sup_{|u'_a|} |u'_a| = 0$;
9. (Bounded distortion property) For all $n \in \mathbb{N}$, $\omega \in E^n$, and $x, y \in V$,

\[ |u'_\omega(x)| \asymp |u'_\omega(y)|, \]

where

\[ u_\omega = u_{\omega_1} \circ \cdots \circ u_{\omega_n}; \]
\end{proof}
For this proof, we assume in addition that the CIFS \((u_a)_{a \in E}\) is regular (cf. [45] p.21 \((d < \infty)\) and [44] p.472 \((3 \leq d \leq \infty)\), i.e.

10. (Regularity) There exists \(\delta > 0\) such that

\[
P(\delta) := \lim_{n \to \infty} \frac{1}{n} \log \sum_{\omega \in E^n} ||u_\omega'||^\delta = 0.
\]

The \(\delta\) which satisfies (4.7) is called the Bowen parameter. The limit set of \((u_a)_{a \in E}\) is the set \(L = \pi(E^N)\), where \(\pi : E^N \to X\) is the coding map

\[\pi(\omega) = \lim_{n \to \infty} u_{\omega_1}(p_+)\]

Here \(\omega_1\) denotes the restriction of \(\omega \in E^N\) to \(\{1, \ldots, n\}\), and \(p_+ \in X\) is an arbitrary point. The regularity of the CIFS \((u_a)_{a \in E}\) implies the existence of a \(\delta\)-conformal measure \(\mu\) (cf. [45] Lemma 3.13) for the case \(d < \infty\) and [44] Theorem 7.1 for the case \(3 \leq d \leq \infty\), which is a measure on \(L\) which satisfies the transformation equation

\[
\mu(A) = \sum_{a \in E} \int_{u_{\omega_1}^{-1}(A)} |u'_\omega|^\delta \, d\mu \quad (a \in E, A \subseteq L).
\]

Now let \(\varepsilon = d(X, H \setminus V) > 0\) and \(U = N(X, \varepsilon/3)\), so that \(K := \overline{L} \subseteq U \subseteq \overline{U} \subseteq V\). Fix \(p \in L\), and find \(\omega \in E^N\) such that \(p = \pi(\omega)\). For each \(n\), let \(g_n = u_{\omega_1^n}\). We now proceed to demonstrate the conditions of Definition 4.1

(a1) This is a restatement of (4.6).

(a2) Note that if \(d \geq 3\), then this is a consequence of the geometric mean value theorem, but if \(d \leq 2\) an additional argument is needed. Fix \(x, y \in U\), and let \(\gamma : [0, t_0] \to H\) be the length parameterization of the line segment connecting \(g_n(x)\) and \(g_n(y)\). Let \(t_1\) be the largest element of \([0, t_0]\) such that \(\gamma(t_1) \in g_n(N(X, 2\varepsilon/3))\). By the mean value theorem,

\[
g_n^{-1} \circ \gamma(t_1) - x \leq t_1 \max_{t \in [0, t_1]} ||g_n^{-1} \gamma'(t)|| \lesssim t_1 ||g'_n||^{-1} \leq ||g'_n||^{-1} \cdot ||g_n(y) - g_n(x)||.
\]

If \(t_1 = t_0\), then we get

\[
||g_n(y) - g_n(x)|| \lesssim ||g'_n|| \cdot ||y - x||.
\]

Otherwise, we have \(g_n^{-1} \circ \gamma(t_1) \in \partial N(X, 2\varepsilon/3)\), which implies

\[
||g_n^{-1} \circ \gamma(t_1) - x|| \geq \varepsilon/3 \quad \text{and} \quad ||g_n(y) - g_n(x)|| \lesssim ||g'_n|| \cdot ||y - x||.
\]

So the asymptotic \(||g_n(y) - g_n(x)|| \lesssim ||g'_n|| \cdot ||y - x||\) holds in either case. The proof of the other asymptotic \(||g_n(y) - g_n(x)|| \lesssim ||g'_n|| \cdot ||y - x||\) is similar.

(a3) This is immediate from (4.8).

(a4) In fact, \(p \in g_n(L) \subseteq g_n(U)\).

(b) This is immediate from (4.6) and the uniform contraction hypothesis. \(\square\)

**Proof in case (3).** Let \(T : \hat{C} \to \hat{C}\) be a rational function. The Julia set of \(T\) is the set

\[K = \hat{C} \setminus \bigcup \{U \subseteq \hat{C} : (T^n\mid_U)_{n=0}^\infty\ \text{is a normal family}\}.
\]

The hyperbolic dimension \(\delta\) of \(T\) is the supremum of the Hausdorff dimensions of closed sets \(F \subseteq K\) such that \(T \mid F\) is a conformal expanding repeller (cf. [65] p.320]). By [65] Theorem 12.3.11, there exists a \(\delta\)-conformal measure \(\mu\), which is a measure on \(K\) which satisfies the transformation equation

\[
\int \#(A \cap T^{-1}(x)) \, d\mu(x) = \int A \cdot |T|^k \, d\mu \quad (A \subseteq K).
\]
Finally, let \( L \) denote the radial Julia set of \( T \), i.e., the set of points \( p \in \hat{\mathbb{C}} \) such that there exist \( \varepsilon > 0 \) and a sequence \( n_j \to \infty \) with the following properties (cf. [66, Definition 2.5]):

(I) For each \( j \), there exists \( \phi_j : B_{n_j}(T^{n_j}(p), \varepsilon) \to \hat{\mathbb{C}} \), an inverse branch of \( T^{n_j} \), such that \( \phi_j(T^{n_j}(p)) = p \).

Here the notation \( B_n \) means that the ball is taken with respect to the spherical metric.

(II) \( \operatorname{diam}(\phi_j(B_{n_j}(T^{n_j}(p), \varepsilon))) \to 0 \).

Now fix \( p \in L \), and let \( \varepsilon > 0 \) be as above. By extracting a subsequence from \( (n_j)_{j=1}^\infty \), we may without loss of generality suppose that \( T^{n_j}(p) \to q \in K \). By conjugating if necessary, we can assume \( \infty \notin K \) and in particular \( q \neq \infty \). Let \( U \) be a bounded open set containing \( q \) such that \( \overline{U} \subseteq B_n(q, \varepsilon/2) \), and for each \( j \) let \( g_j = \phi_j \mid U \). We now proceed to demonstrate the conditions of Definition 4.1:

(a1) This is a consequence of the Koebe distortion theorem [19, Theorem 1.4].

(a2) This is proven in the same manner as for case (2).

(a3) This is immediate from (4.9).

(a4) In fact, \( p \in g_j(U) \) for all sufficiently large \( j \).

(b) This is immediate from (a1) and part (II) of the definition of the radial Julia set.

We are now ready to state our general rigidity theorem, and prove that it implies the results of [12, 85].

**Theorem 4.4.** Let \( \mathcal{H} \) be a separable Hilbert space, and let \( \mu \) be a finite measure on \( \mathcal{H} \) whose topological support \( S \) is compact. Let \( k = \dim_T(S) \) or \( k = \dim(S) \), and suppose that \( \mathcal{H}^{k} \)-a.e. point of \( S \) is \( (A, U, k, \mu) \)-radial, where \( A \) is as in Definition 4.1 and \( U \subseteq \mathcal{H} \) is a bounded open set such that \( \mu(U) > 0 \). If \( d = \infty \), we additionally assume that \( \dim_T(S \cap U) = k \). Also suppose that \( \operatorname{Rad}_k(\mu) \) is dense in \( S \). Then there exists a map \( h : U \to \mathcal{H} \) of class \( A \) such that \( h(S \cap U) \) is contained in a \( k \)-plane.

**Proof of the results of [12] and of Theorem 3.3 assuming Theorem 4.4.** Let \( A, \delta, \mu, \) and \( L \) be as in Lemma 4.2. In the case of CIFS, this requires some justification, since the CIFS \( (u_a)_{a \in E} \) is not assumed to be regular in Theorem 2.2 and regularity is necessary to ensure the existence of a \( \delta \)-conformal measure \( \mu \).

This justification comes from [45, Theorem 4.16] in the case \( d < \infty \), and from [44, Proposition 9.2] in the case \( 3 \leq d \leq \infty \), since by Theorem 2.3 (or Theorem 3.4 if \( k = \dim(K) \)) \( \mathcal{H}^{k}(K) > 0 \), and by hypothesis \( \dim_H(K) = k \). Thus by Lemma 4.2 we get \( L \subseteq \operatorname{Rad}_k(\mu) \) after making an appropriate choice for \( U \).

We claim that \( \delta = \dim_H(L) \). Indeed, this has been proven for Kleinian groups in [21, Theorem 1.2.1], for CIFSes in [45, Theorem 3.15] \((d < \infty)\) and [44, Theorem 10.2] \((3 \leq d \leq \infty \) and strong OSC), and for rational functions in [66, Theorem 1.1] (see also [53, Theorem 2.1]).

Now by Theorem 2.3 (or Theorem 3.3 if \( k = \dim(K) \)) we have \( \delta \geq k \), and if \( \delta > k \) then we are done, so suppose that \( \delta = k \). Then \( L \subseteq \operatorname{Rad}_k(\mu) \). Since Theorems 2.1, 2.2, 2.3 all include the hypothesis \( \mathcal{H}^{k}(K \setminus L) = 0 \), we get \( \mathcal{H}^{k}(K \setminus \operatorname{Rad}_k(\mu)) = 0 \). Moreover, it is obvious that \( K = S = \operatorname{Supp}(\mu) \).

If \( d = \infty \), then we additionally need to verify \( \dim_T(K \cap U) = k \). In the case of CIFSes this follows from (ii) of Lemma 4.2. In the case of Kleinian groups, it follows from the sum theorem for topological dimension [24, Theorem 1.5.3] that there exists a closed set \( F \subseteq K \) such that \( \dim_T(F) = k \), so we get \( \dim_T(K \cap U) = k \) for all \( U \supseteq F \).

So by Theorem 4.4, there exists a map \( h : U \to \mathcal{H} \) of class \( A \) such that \( h(K \cap U) \) is contained in a \( k \)-plane. In particular, \( K \cap U \) is contained in:

- a real-analytic \( k \)-dimensional manifold if \( A = \operatorname{Conf}(\mathcal{H}) \);
- a generalized \( k \)-sphere if \( A = \operatorname{Mob}(\mathcal{H}) \);
• a $k$-plane if $A = \text{Sim}(\mathcal{H})$.

We complete the proof by breaking into cases:

• To prove Theorem 2.1 let $(U_n)_n$ be an increasing sequence of open sets such that $K \subsetneq \overline{U_n}$ for all $n$ but $K \setminus \{p\} \subseteq \bigcup_n U_n$ for some $p \in K$ (and $U_n \supseteq F$ if $d = \infty$). For each $n$, by part (i) of Lemma 4.2 there exists a generalized $k$-sphere $S_n$ which contains $K \cap U_n$. Since the set $S = \bigcup S_n$ is the increasing union of generalized spheres of dimension $\leq k$, it is also a generalized sphere of dimension $\leq k$. But $K \setminus \{p\} \subseteq S$, and so since $K$ is perfect, $K \subseteq S$.

By Theorem 2.3 (or Theorem 3.7 if $k = \text{dim}(K)$), $K$ has nonempty interior relative to $S$. But then the boundary of $K$ relative to $A$ is a closed $G$-invariant set which does not contain $K$, hence it is empty. Thus $K = S$.

• To prove Theorem 2.2 let $U$ be as in (ii) of Lemma 4.2. Then $K = K \cap U \subseteq M$ for some real-analytic $k$-dimensional manifold $M$.

By Theorem 2.3 (or Theorem 3.7 if $k = \text{dim}(K)$), $K$ has nonempty interior relative to $M$. Let $I$ be the interior of $K$ relative to $M$. Then $I$ is invariant under $(u_a)_{a \in E}$ and is therefore dense in $K$. So $I$ is a relatively open relatively compact subset of $M$ whose closure is equal to $K$.

• To prove Theorem 2.3 we divide into cases. If $k = 1$, then the conclusion follows from Theorem 1.1. If $k = 2$, then by Theorem 2.3 $K$ has nonempty interior. But then the boundary of $K$ is a closed $T$-invariant set which does not contain $K$, hence it is empty. Thus $K = \hat{C}$. □

The proof of Theorem 1.3 will occupy the remainder of this paper. We divide it into three cases: $d < \infty$; $d = \infty$ and $k = 1$; $d = \infty$ and $k > 1$. We refer to these cases as Theorem 4.4 ($d < \infty$), Theorem 4.4 ($d = \infty$, $k = 1$), and Theorem 4.4 ($d < \infty$, $k > 1$), respectively, and we prove them in Sections 5, 6, and 8 respectively. Section 7 contains preliminaries needed for the proof of Theorem 4.4 ($d = \infty$, $k > 1$), and Section 9 contains the proof of a technical lemma needed in the proof of Theorem 4.4 ($d = \infty$, $k > 1$).

5. Proof of Meta-rigidity Theorem 4.4 ($d < \infty$)

The basic structure of the proof may be summarized as follows:

Step 1: Show that we can without loss of generality assume $\mu = \mathcal{H}^k |_S$. In particular, this implies that $\mathcal{H}^k(S) < \infty$.

Step 2: Use the rigidity assumption $k = \dim_f(S)$ or $k = \text{dim}(S)$ to prove that $\mu$-a.e. point has an approximate tangent $k$-plane (Definition 5.4 below), using results from geometric measure theory. This is in some sense the key step, and generalizing it appropriately to infinite dimensions will be one of the main themes in the proof of Theorem 4.4 ($d = \infty$).

Step 3: Choose a radial limit point $p \in \text{Rad}_k(\mu)$ which has an approximate tangent $k$-plane. Then use a “zooming argument” to finish the proof.

We remark that Step 1 does not depend on finite-dimensionality and in fact the result of this step will be used in the proof of Theorem 4.4 ($d = \infty$).

In the sequel we will often refer to the following well-known fact:

Fact 5.1. Let $X$ and $Y$ be metric spaces, and let $f: X \to Y$ be a $K$-Lipschitz function, i.e. a function for which

$$d(f(x), f(y)) \leq K d(x, y) \quad \forall x, y \in X.$$
Then for all $A \subseteq X$,
\[
\int_Y \#(f^{-1}(x) \cap A) \, d\mathcal{H}^k(x) \leq K^k \mathcal{H}^k(A).
\]
In particular, if $f$ is 1-Lipschitz then $\mathcal{H}^k(f(A)) \leq \mathcal{H}^k(A)$ for all $A \subseteq X$.

**Step 1: Without loss of generality, $\mu = \mathcal{H}^k |_{S}$.** In this step, we will prove that:

(i) $\nu := \mathcal{H}^k \upharpoonright S$ is finite and absolutely continuous to $\mu$;
(ii) $\text{Rad}_k(\mu) \subseteq \text{Rad}_k(\nu)$;
(iii) $\text{Supp}(\nu) = S = \text{Supp}(\mu)$.

From these three facts, it follows that if we can prove Theorem 4.4 in the case $\mu = \nu$, then it holds in the general case as well. We remark that in fact, for the applications of Theorem 4.4 used in §2, it is possible to prove that $\mu = \alpha \nu$ for some $\alpha > 0$ using an ergodicity argument. But for a cleaner formulation and for additional generality, we did not include an ergodicity-type hypothesis in Theorem 4.4.

The main tool for this step is the Rogers–Taylor density theorem, which in some circumstances allows one to estimate the Hausdorff measure of a set from the upper density function
\[
D^\delta_\mu(x) = \limsup_{r \searrow 0} \frac{1}{r} \mu(B(x, r))
\]
of a finite measure $\mu$. Rogers and Taylor originally proved their result for finite-dimensional Euclidean spaces \[68\], but it has subsequently been extended to arbitrary metric spaces.

**Theorem 5.2** (Rogers–Taylor density theorem, \[44\, Theorem 8.2\], \[30\, §2.10.19\]). Let $X$ be a metric space, let $\mu$ be a measure on $X$, and fix $\delta > 0$. Then for all $A \subseteq X$,
\[
\mu(A) \inf_{x \in A} \frac{1}{D^\delta_\mu(x)} \lesssim \mathcal{H}^\delta(A) \lesssim \mu(X) \sup_{x \in A} \frac{1}{D^\delta_\mu(x)}.
\]
In particular, if $D^\delta_\mu$ is bounded from below on a set $A \subseteq X$, then $\mathcal{H}^\delta |_A \leq C \mu$ for some constant $C > 0$. If $D^\delta_\mu$ is strictly positive on $A$, then $\mathcal{H}^\delta |_A$ is $\sigma$-finite and absolutely continuous to $\mu$.

In our setting we take $X = \mathcal{H}$, $\delta = k$, and
\[
A = \text{Rad}_k(C, \mu) := \{ p \in \text{Rad}_k(\mu) : \text{the implied constants in Definition 4.1 are all } < C \},
\]
where $C > 0$ is fixed. Fix $p \in A$, and let $(g_n)^\infty$ be as in Definition 4.1. Then for all $n$,
\[
\frac{1}{(C_p \|g_n\|)k} \mu(B(p, C_p \|g_n\|)) \geq \frac{1}{(C_p \|g'_n\|)k} \mu(g_n(U)) \gtrsim \frac{1}{\|g'_n\|^k} \mu(U) = \mu(U) > 0.
\]
So $\overline{D}^\delta_\mu(p) > 0$, and thus by Theorem 5.2
\[
(5.1) \quad \nu \upharpoonright \text{Rad}_k(C, \mu) \text{ is finite and absolutely continuous to } \mu.
\]
Let $\mathcal{G}$ be the collection of maps $g : U \to \mathcal{H}$ of class $A$ such that for all $A \subseteq U$, (5.1) holds.

**Claim 5.3.** If $\mu(A) > 0$ for some $A \subseteq U$, then $\nu(S \setminus \mathcal{G}(A)) = 0$, where
\[
\mathcal{G}(A) = \bigcup_{g \in \mathcal{G}} g(A).
\]
Proof. Let $\gamma = \mu \restriction_\mathcal{G}(A)$. Fix $p \in \text{Rad}_k(\mu)$, and let $(g_n)^\infty_{n=1}$ be as in Definition 4.1. Then for all $n$,
\[
\frac{1}{(C_p\|g_n\|)} \gamma(B(p, C_p\|g_n\|)) \geq \frac{1}{(C_p\|g_n\|)^k} \mu(g_n) \geq \varepsilon \mu(A) > 0.
\]
So $D_\mu(p) > 0$, and thus by Theorem 5.2, $\nu = \mathcal{H}^k \restriction_{\text{Rad}_k(\mu)}$ is $\sigma$-finite and absolutely continuous to $\gamma$. So since $\gamma(S \setminus \mathcal{G}(A)) = 0$, we have $\nu(S \setminus \mathcal{G}(A)) = 0$. \hfill $\Box$

Let $A = U$ in Claim 5.3. Since $\mu(U) > 0$ by hypothesis, we get $\nu(S \setminus \mathcal{G}(U)) = 0$. On the other hand, by Theorem 2.4 (or Theorem 3.4 if $k = \text{dim}(\mathcal{K})$), $\nu(S) > 0$, so $\nu(\mathcal{G}(U)) > 0$, and so by Fact 5.1 \(\nu(U) > 0\).

We now demonstrate (i)-(iii):

(i) Since by assumption $\nu(S \setminus \text{Rad}_k(\mu)) = 0$, we have $\nu(\text{Rad}_k(\mu) \cap U) > 0$, so for some $C > 0$, we have $\nu(\text{Rad}_k(C, \mu) \cap U) > 0$. In particular, by (5.1), $\mu(\text{Rad}_k(C, \mu) \cap U) > 0$. Letting $A = \text{Rad}_k(C, \mu) \cap U$ in Claim 5.3, we get $\nu(S \setminus \mathcal{G}(\text{Rad}_k(C, \mu) \cap U)) = 0$. But since the elements of $\mathcal{G}$ are conformal, it follows that $\text{Rad}_k(C, \mu)$ is $\mathcal{G}$-invariant in the sense that $\mathcal{G}(\text{Rad}_k(C, \mu) \cap U) \subseteq \text{Rad}_k(C, \mu)$. So $\nu(S \setminus \text{Rad}_k(C, \mu)) = 0$. Using (5.1) again, we see that $\nu$ is finite and absolutely continuous to $\mu$.

(ii) Suppose that $p \in \text{Rad}_k(\mu)$, and let $(g_n)^\infty_{n=1}$ be as in Definition 4.1. Fix $n$ and let $A = g_n^{-1}(\mathcal{H}\setminus S) \subseteq U$. Since $\mu(g_n(A)) = 0$, (4.1) shows that $\mu(A) = 0$, i.e., $A \cap S = \emptyset$. It follows that $g_n(S \cap U) \subseteq S$, and then Fact 5.1 and (a2) yield that (4.1) holds with $\mu$ replaced by $\nu$. Since $n$ was arbitrary, we get $p \in \text{Rad}_k(\nu)$.

(iii) Since $\nu(U) > 0$, it is obvious that $\text{Rad}_k(\nu) \subseteq \text{Supp}(\nu)$, so this follows from (ii) together with the hypothesis that $\text{Rad}_k(\mu)$ is dense in $S$.

**Step 2: Existence of approximate tangent planes.** Let us recall the definition of an approximate tangent plane:

**Definition 5.4** (Cf. 13 Definition 15.17). Let $S$ be a subset of $\mathcal{H}$, and let $p \in S$ satisfy
\[
\limsup_{r \searrow 0} \frac{1}{r^k} \mathcal{H}^k(S \cap B(p, r)) > 0.
\]
A $k$-dimensional linear subspace $L_0 \leq \mathcal{H}$ is called an approximate tangent $k$-plane for $S$ at $p$ if for all $\varepsilon > 0$,
\[
\lim_{r \searrow 0} \frac{1}{r^k} \mathcal{H}^k(S \cap B(p, r) \setminus (p + N_{\text{proj}}(L_0, \varepsilon))) = 0.
\]
(5.2)

Here $N_{\text{proj}}(L_0, \varepsilon)$ denotes the projective $\varepsilon$-thickening
\[
N_{\text{proj}}(L_0, \varepsilon) = \{ x \in \mathcal{H} : d(x, L_0) \leq \varepsilon \|x\| \}.
\]

The existence of approximate tangent planes for a large measure set of points on suitably non-fractal subsets of $\mathcal{H}$ is a combination of some well-known geometric measure theory results:

**Lemma 5.5** (Non-fractality implies approximate tangent planes). Suppose that $d < \infty$, and let $S \subseteq \mathcal{H}$ be a set such that $\mathcal{H}^k(S) < \infty$, where either $k = \text{dim}_\mathcal{H}(S)$ or $k = \text{dim}(S)$. Then the set of points in $S$ which have an approximate tangent $k$-plane has positive $\mathcal{H}^k$ measure.

**Proof.** The hypothesis implies that $\mathcal{H}^k(\pi_V(S)) > 0$ for a positive measure set of $k$-dimensional linear subspaces $V \leq \mathcal{H}$, where $\pi_V$ denotes orthogonal projection onto $V$: if $k = \text{dim}_\mathcal{H}(S)$, then this follows from

---

\[12\] Here we use Mandelbrot's terminology [41, p.38], in which a set $S$ is called a fractal if and only if $\text{dim}_\mathcal{H}(S) > \text{dim}(S)$. 

---
Now by (a3),

But by (a1),

Thus by the Besicovitch–Federer projection theorem (Theorem 7.13 below), $\mathcal{S}$ is not purely $k$-unrectifiable (cf. Definition 7.11 below). The conclusion now follows from [43 Corollary 15.20].

Since in our context we get either $k = \text{dim}_T(\mathcal{S})$ or $k = \text{dim}(\mathcal{S})$ by hypothesis, and the $\sigma$-finiteness of $\mathcal{H}^k | \mathcal{S}$ was proven in Step 1, we get that the set of points in $\mathcal{S}$ which have an approximate tangent $k$-plane has positive $\mathcal{H}^k$ measure. In particular, there exists a point $p \in \text{Rad}_k(\mu)$ which has an approximate tangent $k$-plane.

**Step 3: Zooming argument.** Let $p$ be as above. Let $L_0 \subseteq \mathcal{H}$ be an approximate tangent $k$-plane for $\mathcal{S}$ at $p$, and let $(g_n)_{n}^\infty$ be as in Definition 4.1. Then for all $\varepsilon > 0$, by (5.2) we have

$$\frac{1}{\|g_n\|^k} \mu\left(B(p, C_{\mathcal{S}}\|g_n\|) \setminus (p + N_{\text{proj}}(L_0, \varepsilon))\right) \to 0.$$ 

Now by (a3),

$$\mu\left(U \setminus g_n^{-1}(p + N_{\text{proj}}(L_0, \varepsilon))\right) \lesssim \frac{1}{\|g_n\|^k} \mu(g_n(U) \setminus (p + N_{\text{proj}}(L_0, \varepsilon))) \to 0.$$ 

After extracting a subsequence along which this convergence is geometrically fast, we get $\mu(U \setminus S_\varepsilon) = 0$ and thus $\mathcal{S} \cap U \subseteq S_\varepsilon$, where

$$S_\varepsilon = \bigcup_{N \in \mathbb{N}} \bigcap_{n \geq N} g_n^{-1}(p + N_{\text{proj}}(L_0, \varepsilon)).$$

Now write $T_n(x) = p + \|g_n\|x$ and $h_n = T_n^{-1} \circ g_n \in \mathcal{A}$; then

$$S_\varepsilon = \bigcup_{N \in \mathbb{N}} \bigcap_{n \geq N} h_n^{-1}(N_{\text{proj}}(L_0, \varepsilon)).$$

But by (a1), $|h_n'(x)| \approx 1$ for all $x \in U$, and by (4.2), $h_n(U) \subseteq B(0, C_{\mathcal{S}})$ for all $n$. In particular, by the Arzela–Ascoli theorem, $(h_n)_{n}^\infty$ is a normal family. After extracting a subsequence, let $h$ be the limit. Then

$$\mathcal{S} \cap U \subseteq \bigcap_{\varepsilon > 0} S_\varepsilon \subseteq h^{-1}\left(\bigcap_{\varepsilon > 0} N_{\text{proj}}(L_0, \varepsilon)\right) = h^{-1}(L_0).$$

Since the class $\mathcal{A}$ is closed under normal limits, we have $h \in \mathcal{A}$, which completes the proof.

**Remark 5.6.** By slightly modifying the above argument, one can show: If $\mu$ is a finite measure on $\mathcal{H}$, $\mathcal{S} = \text{Supp}(\mu)$, and $U \subseteq \mathcal{H}$ is an open set, then either $\mathcal{S} \cap U$ is contained in a $k$-dimensional real-analytic manifold, or else no point of $\text{Rad}_d(\mu)$ can have a tangent $k$-plane for $\mathcal{S}$. Here a $k$-dimensional linear subspace $L_0 \subseteq \mathcal{H}$ is called a tangent $k$-plane for $\mathcal{S}$ at $p$ if for all $\varepsilon > 0$ there exists $r > 0$ such that $\mathcal{S} \cap B(p, r) \subseteq p + N_{\text{proj}}(L_0, \varepsilon)$. In particular, this proves Poincaré’s conjecture [59 Section VIII] mentioned in the introduction, corresponding to the special case where $\mathcal{S}$ is the limit set of a certain Kleinian group.

6. Proof of Meta-rigidity Theorem 4.4 ($d = \infty$, $k = 1$)

An analysis of the argument in Section 5 shows that the finite-dimensionality assumption was only used in two places:

1. in the use of Lemma 5.3 (the “key step”) in Step 2, and
2. in the use of the Arzela–Ascoli theorem in Step 3.

It turns out that when \( k = 1 \), we can find “patches” for these arguments which work in infinite dimensions, keeping the overall proof structure of Theorem 4.4 the same. But when \( k > 1 \), a different proof structure will be needed. However, a substantial portion of this section (namely Theorem 6.3 and Corollary 6.5) will also be used in the proof of Theorem 4.4 \((d = \infty, k > 1)\).

We begin with a lemma which is the analogue of the first two-thirds of the proof of Lemma 5.5:

**Lemma 6.1.** Let \( S \subseteq \mathcal{H} \) be a compact set such that \( \mathcal{H}^1(S) < \infty \) and \( \dim_T(S) = 1 \). Then \( S \) contains a rectifiable curve.

**Proof.** Since \( S \) is a compact set with \( \dim_T(S) = 1 \), there exists a connected component \( C \subseteq S \) with at least two points [25, Theorem 1.4.5]. By [70, Lemmas 3.5 and 3.7], \( C \) is equal to a rectifiable curve. \( \square \)

**Remark 6.2.** This lemma is the only place in this section where the assumption \( k = 1 \) is used in a crucial manner. (This fact will be important in the proof of Theorem 4.4 \((d = \infty, k > 1)\).) It is not clear whether the analogue of Lemma 6.1 for \( k > 1 \) holds or not.

Next, we would like to say that every rectifiable curve contains approximate tangent planes, but the problem is that the usual version of the Lebesgue differentiation theorem does not hold in infinite dimensions. Instead, we need a variant of this theorem, which we state and prove below. When we apply this theorem to the problem of finding approximate tangent planes to rectifiable curves, it turns out that we need to replace the limit (5.2) with the limit taken along a certain sequence \( r_n \rightharpoonup 0 \). The points that we get do not necessarily have “approximate tangent planes” in the sense of Definition 5.4, but they are good enough to make the argument of Step 3 work.

**Theorem 6.3** (Lebesgue differentiation theorem for general metric spaces). Let \( X \) and \( Y \) be separable metric spaces, let \( \nu \) be a locally finite measure on \( X \), and let \( f : X \to Y \) be a bounded function. For \( \nu \)-a.e. \( p \in X \), if \((B_n)_{n=1}^{\infty} \) is a sequence of sets such that

(I) \( \text{diam}(B_n) \to 0 \),

(II) \( p \in B_n \) for all \( n \), and

(III) \( \nu(4B_n) \approx_n \nu(B_n) \) for all \( n \), where

\[
4B := N(B, 1.5 \text{diam}(B)),
\]

then

\[
\lim_{n \to \infty} \frac{1}{\nu(B_n)} \int_{B_n} dY(f(p), f(x)) \, d\nu(x) = 0.
\]

**Proof.** This theorem follows from [30, §§2.8-2.9] but we write out the proof for clarity. For each \( \delta, C > 0 \), let \( A_\delta \) be a countable partition of \( Y \) such that \( \text{diam}(A) \leq \delta \) for all \( A \in A_\delta \), and let

\[
C_{C, \delta} = \left\{ B \cap f^{-1}(A) : \begin{array}{l}
B \subseteq X, \nu(4B) \leq C\nu(B), A \in A_\delta, \\
\nu(B \setminus f^{-1}(A)) \geq \delta\nu(B)
\end{array} \right\}
\]

\[
X_{C, \delta} = \left\{ x \in X : \inf\{\text{diam}(E) : x \in E \in C_{C, \delta}\} = 0 \right\}.
\]

**Claim 6.4.** Fix \( p \in X \) and a sequence \((B_n)_{n=1}^{\infty}\) such that (I)-(III) hold, and let \( C \) be the implied constant of (III). If \( p \notin X_{C, \delta} \) for all \( \delta > 0 \), then (6.1) holds.
Proof. Fix \( \delta > 0 \). Let \( A \in \mathcal{A}_\delta \) be the element which contains \( f(p) \). Since \( p \notin X_{C,\delta} \), for all sufficiently large \( n \) we have \( B_n \cap f^{-1}(A) \notin C_{C,\delta}, \) so
\[

\nu(B_n \setminus f^{-1}(A)) < \delta \nu(B_n).
\]

In particular
\[

\int_{B_n} d\nu(f(p), f(x)) \, d\nu(x) \leq \int_{B_n \cap f^{-1}(A)} d\nu(f(p), f(x)) \, d\nu(x) + \int_{B_n \setminus f^{-1}(A)} d\nu(f(p), f(x)) \, d\nu(x) \\
\leq \delta \nu(B_n) + \text{diam}(f(X)) \nu(B_n \setminus f^{-1}(A)) \leq \delta (1 + \text{diam}(f(X))) \nu(B_n).
\]

Taking the limit as \( n \to \infty \) gives
\[

\limsup_{n \to \infty} \frac{1}{\nu(B_n)} \int_{B_n} d\nu(f(p), f(x)) \, d\nu(x) \leq \delta (1 + \text{diam}(f(X))),
\]
and letting \( \delta \to 0 \) finishes the proof. \( \square \)

So to complete the proof, it suffices to show that \( \nu(X_{C,\delta}) = 0 \) for all \( \delta, C > 0 \).

By contradiction, suppose that \( \nu(X_{C,\delta}) > 0 \) for some \( \delta, C > 0 \). Then there exists \( A \in \mathcal{A}_\delta \) such that \( \nu(X_{C,\delta} \cap f^{-1}(A)) > 0 \), and by the inner regularity of \( \nu \), there exists a compact set \( K \subseteq X_{C,\delta} \cap f^{-1}(A) \) such that \( \nu(K) > 0 \). Let \( U \supseteq K \) be an arbitrary open set. Then by the definition of \( X_{C,\delta} \),
\[

C_{C,\delta, A}(U) := \{ B \subseteq U : \nu(4B) \leq C \nu(B), \ B \cap f^{-1}(A) \in C_{C,\delta} \}
\]
is a cover of \( K \). So by the 4r-covering lemma (e.g. \cite{[14]} Theorem 8.1]), there exists a disjoint subcollection \( \mathcal{D} \subseteq C_{C,\delta, A}(U) \) such that \( \{4B : B \in \mathcal{D}\} \) is a cover of \( K \). But then
\[

\nu(K) \leq \sum_{B \in \mathcal{D}} \nu(4B) \lessapprox_{X, C} \sum_{B \in \mathcal{D}} \nu(B) \lessapprox_{X, \delta} \sum_{B \in \mathcal{D}} \nu(B \setminus f^{-1}(A)) \leq \nu(U \setminus f^{-1}(A)) \leq \nu(U \setminus K).
\]
Since \( U \) was arbitrary and \( \nu(K) > 0 \), this contradicts the outer regularity of \( \nu \). \( \square \)

Applying Theorem \ref{thm:6.3} to our circumstance, we get:

\begin{corollary}
Let \( X = S \) and \( \nu = \mu = \mathcal{H}^k |_S \) be as in Theorem \ref{thm:4.4}, and let \( Y \) and \( f \) be as in Theorem \ref{thm:6.3}.

For \( \mu \)-a.e. \( p \in \text{Rad}_k(\mu) \), if \( (g_n)_{1}^{\infty} \) is as in Definition \ref{def:4.1}, then
\[

(6.2) \quad \lim_{n \to \infty} \frac{1}{\|g_n\|} \int_{g_n(U)} d\nu(f(p), f(x)) \, d\mu(x) = 0.
\]
\end{corollary}

Proof. Let \( p \in \text{Rad}_k(\mu) \) be a point for which
\[

(6.3) \quad \overline{D}_\mu^k(p) = \limsup_{r \to 0} \frac{1}{r} \mu(B(p, r)) < \infty;
\]
by Theorem \ref{thm:5.2}. \ref{thm:6.3} holds for \( \mu \)-a.e. \( p \in \text{Rad}_k(\mu) \). Let \( (g_n)_{1}^{\infty} \) be as in Definition \ref{def:4.1} and let \( B_n = B(p, C \|g_n\|) \). Then \( \mu(B_n) \lessapprox_{X, p} \|g_n\|^k \) by \ref{thm:6.3}, but \( \mu(B_n) \geq \mu(g_n(U)) \gtrapprox_{X, p} \|g_n\|^k \) by \ref{thm:4.2} and \ref{thm:4.1}.
By (b) of Definition \ref{def:4.1} diam\( (B_n) \leq 2C \|g_n\| \to 0 \), and by construction \( p \in B_n \) for all \( n \). So by Theorem \ref{thm:6.3} \ref{thm:6.1} holds for the sequence \( (B_n)_{1}^{\infty} \) (assuming \( p \) is not in the \( \mu \)-nullset where Theorem \ref{thm:6.3} fails). Since \( \mu(B_n) \gtrapprox_{X, p} \|g_n\|^k \), \ref{thm:4.1} finishes the proof. \( \square \)

We can now prove an analogue of Lemma \ref{lem:5.6}:

\begin{lemma}
Let \( S \) and \( \mu = \mathcal{H}^k |_S \) be as in Theorem \ref{thm:4.4} with \( k = 1 \). Then there exists a positive \( \mu \)-measure set of points \( p \in \text{Rad}_k(\mu) \) such that if \( (g_n)_{1}^{\infty} \) are as in Definition \ref{def:4.1} then there exists a
Corollary 6.5; we claim that the conclusion of Theorem 3.5, which implies (6.4).

Proof. By Lemma 6.1, \( S \) contains a rectifiable curve \( C \). We recall that this means that there exists a Lipschitz surjection \( \gamma : [0, 1] \rightarrow C \). By the infinite-dimensional version of Rademacher’s theorem [3, Theorem 5.1], \( \gamma \) is differentiable Lebesgue-a.e. Let \( N \) be the set of points where \( \gamma \) is either not differentiable or has a zero derivative. By the metric change-of-variables formula [3, Theorem 5.1], \( H^1(\gamma(N)) = 0 \).

Let \( f : C \rightarrow [0, 1] \) be a measurable partial inverse of \( \gamma \), so that \( \gamma \circ f(x) = x \) for all \( x \in C \). Extend \( f \) to \( S \) by setting \( f \equiv 2 \) on \( S \setminus C \). Let \( p \in C \cap \text{Rad}_k(\mu) \setminus \gamma(N) \) be a point satisfying the conclusion of Corollary 6.5; we claim that \( p \) satisfies the conclusion of the lemma. Let \( (g_n)_{n=1}^{\infty} \) be as in Definition 4.1.

Since \( p \in C \setminus \gamma(N) \), \( \gamma \) is differentiable at \( t := f(p) \) and \( \gamma'(t) \neq 0 \). Let \( L_0 = \mathbb{R}\gamma'(t) \).

Fix \( \varepsilon > 0 \), and let \( \delta > 0 \) be small enough so that for all \( s \in [t - \delta, t + \delta] \),

\[
\| \gamma(s) - \gamma(t) - \gamma'(t)(s - t) \| \leq \delta \| \gamma'(t) \| \cdot |s - t|,
\]

where \( \varepsilon = \frac{\delta}{\| \gamma'(t) \|} \). Then

\[
\gamma([t - \delta, t + \delta]) \subseteq p + \mathcal{N}_{\text{proj}}(L_0, \varepsilon).
\]

But by (6.2),

\[
\lim_{n \to \infty} \frac{1}{\| g_n \|} \mu \left( \{ x \in g_n(U) : f(x) \notin [t - \delta, t + \delta] \} \right) = 0,
\]

which implies (6.4).

Armed with this lemma, no changes are needed for Step 3 of Section 5 until the last paragraph. Instead of using the Arzela-Ascoli theorem, we use Liouville’s theorem to extend \( h_n \) to a Möbius transformation acting on all of \( \hat{U} \), and then we use the fact that \( |h_n'| \asymp 1 \) on \( U \) to deduce that

\[
h_n^{-1}(p + \mathcal{N}_{\text{proj}}(L_0, \varepsilon)) \cap U \subseteq \mathcal{N}(h_n^{-1}(L_0), C\varepsilon)
\]

for some large constant \( C > 0 \). So for every \( n \in \mathbb{N} \), there exists a generalized 1-sphere \( S_n \) such that \( S \cap U \subseteq \mathcal{N}(S_n, 2^{-n}) \). From this it is not hard to see that \( S \cap U \) is contained in a generalized 1-sphere, since if the sequence \((S_n)_{n=1}^{\infty}\) does not converge, then \( S \cap U \) will be contained in a point. (A more detailed version of this argument is given in Step 5 of the proof of Theorem 4.4 below.)

7. Pseudorectifiability

We now begin the preliminaries to the proof of infinite-dimensional rigidity, i.e. Theorem 4.4, \( d = \infty \), \( k > 1 \).

7.1. Definition and basic properties of pseudorectifiability. Our main tool in the proof of Theorem 4.4, \( d = \infty \), \( k > 1 \) will be an analogue of Lemma 5.5 based on the notion of pseudorectifiability, a generalization of rectifiability. Thus, we begin by recalling the definition of rectifiability, and then introducing the definition of pseudorectifiability:

Definition 7.1. A set \( R \subseteq \mathcal{H} \) is called \((k-)\)rectifiable if there exists a countable family of Lipschitz maps \( f_i : [0, 1]^k \rightarrow \mathcal{H} \) such that

\[
\mathcal{H}^k \left( R \setminus \bigcup_{i=1}^{\infty} f_i([0, 1]^k) \right) = 0.
\]
Obviously, any $k$-dimensional $C^1$ manifold is rectifiable, and the countable union of rectifiable sets is rectifiable. For more on rectifiable sets, see \[13\].

Before defining pseudorectifiability, we need to introduce some notations:

**Notation 7.2.** For each $\ell \in \mathbb{N}$, let $\mathcal{G}_\ell(\mathcal{H})$ denote the set of $\ell$-dimensional linear subspaces of $\mathcal{H}$, and let 

$$\mathcal{G}(\mathcal{H}) = \bigcup_{\ell=0}^{\infty} \mathcal{G}_\ell(\mathcal{H}) = \{ V \leq \mathcal{H} : V \text{ is a finite-dimensional vector space} \}.$$  

For each $V \in \mathcal{G}(\mathcal{H})$, we let $\pi_V$ denote orthogonal projection onto $V$. Moreover, if $L : V \rightarrow \mathcal{H}$ is any linear map, then $\det(L)$ denotes the metric determinant of $L$, i.e. $\det(L) = |\det_{\text{alg}}(\phi \circ L)|$, where $\phi : L(V) \rightarrow V$ is any isometry and $\det_{\text{alg}}$ is the standard (algebraic) determinant.

**Definition 7.3.** A set $R \subseteq \mathcal{H}$ such that $\mathcal{H}^k \mid R$ is $\sigma$-finite will be called $(k\text{-})$pseudorectifiable if there exist a function $T_R : R \rightarrow \mathcal{G}_k(\mathcal{H})$ and a $\sigma$-finite measure $\mu_R \asymp \mathcal{H}^k \mid R$ such that for every $V \in \mathcal{G}_k(\mathcal{H})$ and $A \subseteq R$,

$$\int \#(\pi_V^{-1}(y) \cap A) \, d\mathcal{H}^k(y) = \int_A \det(V \mid T_R(x)) \, d\mu_R(x).$$

The function $T_R$ will be called the tangent plane function of $R$ with respect to $\mu_R$.

**Observation 7.4.** It follows directly from the definition that any subset of a pseudorectifiable set is pseudorectifiable, and the countable disjoint union of pseudorectifiable sets is pseudorectifiable. Thus, the countable union of pseudorectifiable sets is pseudorectifiable.

Essentially, Definition 7.3 says that a set is said to be pseudorectifiable if the “change-of-variables theorem” holds for projections onto $k$-dimensional subspaces, if $T_R(x)$ is interpreted to be the “tangent plane of $R$ at $x$”, and $\mu_R$ is interpreted to be an “idealized” version of $k$-dimensional Hausdorff measure on $R$. In fact, this interpretation is what allows us to prove that any rectifiable set is pseudorectifiable, as we now show:

**Proposition 7.5.** Any rectifiable set $R \subseteq \mathcal{H}$ is pseudorectifiable and satisfies $\mu_R = \mathcal{H}^k \mid R$. Moreover, if $f : \mathcal{H} \rightarrow \mathbb{R}^k$ is any $C^1$ map then the the formula

$$\int \#(f^{-1}(y) \cap A) \, d\mathcal{H}^k(y) = \int_A \det(f'(x) \mid T_R(x)) \, d\mu_R(x)$$

holds for all $A \subseteq R$.

**Proof.** By Observation 7.4 it suffices to consider the case where $R = g([0,1]^k)$ for some Lipschitz map $g : [0,1]^k \rightarrow \mathcal{H}$. By \[3\] Theorem 3.5, the derivative $g'$ exists $\mathcal{H}^k$-a.e., and by \[3\] Theorem 5.1, the change-of-variables theorem holds, both for $g$ and for the maps $f \circ g$ ($f : \mathcal{H} \rightarrow \mathbb{R}^k$). Let $h : R \rightarrow [0,1]^k$ be a measurable partial inverse of $g$, so that $g \circ h(y) = y$ for all $y \in R$. We then define $T_R : R \rightarrow \mathcal{G}_k(\mathcal{H})$ as follows:

$$T_R(y) = g'(h(y))[\mathbb{R}^k] \quad (y \in R).$$

\[13\] In finite dimensions, $\mu_R$ is actually equal to $\mathcal{H}^k \mid R$ (Propositions \[7\] and \[13\]), but in infinite dimensions only the inequality $\mu_R \leq \mathcal{H}^k \mid R$ holds (Lemma \[18\]); a counterexample to equality is given by Example \[11\] (ii).
Then for all \( f : \mathcal{H} \to \mathbb{R}^k \) and \( A \subseteq \mathbb{R} \),
\[
\int \#(f^{-1}(z) \cap A) \, d\mathcal{H}^k(z) = \int \#((f \circ g)^{-1}(z) \cap h(A)) \, d\mathcal{H}^k(z)
\]
\[
= \int \det \left( ((f \circ g)'(x) \mid \mathbb{R}^k) \, d\mathcal{H}^k(x) = \int_{h(A)} \det (f'(g(x)) \mid g'(x)[\mathbb{R}^k]) \, d\mathcal{H}^k(x)
\]
\[
= \int \sum_{x \in g^{-1}(y)} \det (f'(g(x)) \mid g'(x)[\mathbb{R}^k]) \, d\mathcal{H}^k(x) = \int_A \det (f'(y) \mid T_R(y)) \, d\mathcal{H}^k(y),
\]
i.e. \( 7.2 \) holds with \( \mu_R = \mathcal{H}^k \upharpoonright_R \). Since \( 7.1 \) is just the special case of \( 7.2 \) which holds when \( f \) is linear, this completes the proof. \( \square \)

In finite dimensions, the converse to Proposition \( 7.5 \) holds (Proposition \( 7.14 \)), but in infinite dimensions there are pseudorectifiable sets which are not rectifiable (Example \( A.1(ii) \)). However, we need more background before we can prove these facts.

The next most important fact about pseudorectifiability is the essential uniqueness of the tangent plane function.

**Lemma 7.6.** If \( R \) is a pseudorectifiable set, then the measure \( \mu_R \) and the tangent plane function \( T_R \) are unique in the sense that if \( (\mu_1, T_1) \) and \( (\mu_2, T_2) \) are two different pairs that both satisfy \( 7.1 \), then \( \mu_1 = \mu_2 \) and \( \mu_1(T_1 \neq T_2) = 0 \).

More generally, let \( \mu_1, \mu_2 \) be two \( \sigma \)-finite measures on a measurable space \( X \), and let \( T_1, T_2 : X \to \mathcal{G}_k(\mathcal{H}) \) be measurable functions. If for all \( V \in \mathcal{G}_k(\mathcal{H}) \) and \( A \subseteq X \)
\[
(7.3) \quad \int_A \det \left( \pi_V \upharpoonright T_1(x) \right) \, d\mu_1(x) = \int_A \det \left( \pi_V \upharpoonright T_2(x) \right) \, d\mu_2(x),
\]
then \( \mu_1 = \mu_2 \) and \( \mu_1(T_1 \neq T_2) = 0 \).

**Proof.** If \( (\mu_1, T_1) \) and \( (\mu_2, T_2) \) are two different pairs that both satisfy \( 7.1 \), then two applications of \( 7.1 \) yield \( 7.3 \). So for the remainder of the proof, we just assume that \( 7.3 \) holds.

Let \( \mu = \mu_1 + \mu_2 \). Then for all \( V \in \mathcal{G}_k(\mathcal{H}) \) and for \( \mu \)-a.e. \( x \in X \),
\[
(7.4) \quad \alpha_1(x) \det \left( \pi_V \upharpoonright T_1(x) \right) = \alpha_2(x) \det \left( \pi_V \upharpoonright T_2(x) \right),
\]
where \( \alpha_1, \alpha_2 : X \to [0, 1] \) are Radon–Nikodym derivatives of \( \mu_1, \mu_2 \) with respect to \( \mu \) satisfying \( \alpha_1 + \alpha_2 = 1 \).

Let \( Q \) be a countable dense subset of \( \mathcal{G}_k(\mathcal{H}) \), and fix \( x \in X \) such that \( 7.4 \) holds for all \( V \in Q \). Then by continuity, \( 7.4 \) holds for all \( V \in \mathcal{G}_k(\mathcal{H}) \). Plugging in \( V = T_1(x) \) yields
\[
(7.5) \quad \alpha_1(x) = \alpha_2(x) \det \left( \pi_{T_1(x)} \upharpoonright T_2(x) \right) \leq \alpha_2(x);
\]
similarly, plugging in \( V = T_2(x) \) yields \( \alpha_2(x) \leq \alpha_1(x) \), so \( \alpha_1(x) = \alpha_2(x) = 1/2 \). Since equality holds in \( 7.5 \), we must have \( T_1(x) = T_2(x) \). \( \square \)

**Remark 7.7.** It follows from Lemma \( 7.6 \) that if \( (\mu_1, T_1) \) and \( (\mu_2, T_2) \) are any pairs that satisfy \( 7.1 \) on a dense subset of \( \mathcal{G}_k(\mathcal{H}) \), then \( \mu_1 = \mu_2 \) and \( \mu_1(T_1 \neq T_2) = 0 \). Indeed, if \( 7.1 \) holds on a dense subset, then so does \( 7.3 \), but the equation \( 7.3 \) (unlike \( 7.1 \)) is continuous with respect to \( V \), so it must hold everywhere.
The next result shows that when we are proving that a set $R \subseteq \mathcal{H}$ is pseudorectifiable, we don’t need to check the absolute continuity $\mu_R \ll \mathcal{H}^k \upharpoonright_R$ which appears in Definition 7.3. However, we note that the reverse direction $\mathcal{H}^k \upharpoonright_R \ll \mu_R$ does need to be checked, since there are sets which would be pseudorectifiable except for that condition (Example A.1(iii)).

Lemma 7.8. Let $R \subseteq \mathcal{H}$ be a set, and suppose that (7.1) holds for some pair $(\mu_R, T_R)$. Then $\mu_R \leq \mathcal{H}^k \upharpoonright_R$.

Proof. For each $V \in \mathcal{G}_k(\mathcal{H})$, Fact 5.1 implies that for all $A \subseteq R$,

$$\int_A \det (\pi_V | T_R(x)) \, d\mu_R(x) = \int \#(\pi_V^{-1}(y) \cap A) \, d\mathcal{H}^k(y) \leq \mathcal{H}^k(A).$$

Let $\nu$ be the absolutely continuous component of $\mathcal{H}^k \upharpoonright_R$ with respect to $\mu_R$. Then

$$\frac{d\nu}{d\mu_R}(x) \geq \det (\pi_V | T_R(x))$$

for $\mu_R$-a.e. $x \in R$. Now fix $x \in R$ such that (7.6) holds for a dense set of $V \in \mathcal{G}_k(\mathcal{H})$, and hence for all $V$. Letting $V = T_R(x)$ gives $\frac{d\nu}{d\mu_R}(x) \geq 1$. Thus $\mu_R \leq \nu \leq \mathcal{H}^k \upharpoonright_R$. \hfill \Box

The next lemma is the main invariance property of pseudorectifiability. It is important for the proof of Theorem 4.14 ($d = \infty, k > 1$), since it implies the equivariance of the tangent plane function, allowing us to generalize the “zooming argument” of Section 5.

Lemma 7.9. Let $\mathcal{H}_1, \mathcal{H}_2$ be separable Hilbert spaces, let $R_1 \subseteq \mathcal{H}_1$ be a pseudorectifiable set, and let $L : \mathcal{H}_1 \rightarrow \mathcal{H}_2$ be a bounded linear transformation. Let $R_2 = L[R_1]$.

(i) Suppose that $R_2$ is pseudorectifiable. Then if $T_i : R_i \rightarrow \mathcal{G}_k(\mathcal{H}_i)$ are tangent plane functions with respect to the measures $\mu_i$ ($i = 1, 2$), then

$$\int \#(L^{-1}(y) \cap A) \, d\mu_2(y) = \int_A \det(L \upharpoonright T_1(x)) \, d\mu_1(x) \quad \text{for all } A \subseteq R_1;$$

$$T_2(L(x)) = L[T_1(x)] \quad \text{for } \mu_1\text{-a.e. } x \in R_1 \text{ such that } \det(L \upharpoonright T_1(x)) > 0.$$

(ii) If

$$\det (L \upharpoonright T_1(x)) > 0 \quad \text{for } \mu_1\text{-a.e. } x \in R_1$$

(e.g. if $L$ is invertible), then $R_2$ is pseudorectifiable (and in particular part (i) applies).

Remark. If the assumption (7.9) is omitted then (ii) is false; see Example A.1(iii,v). However, this assumption can be replaced by the assumption that $\dim(\mathcal{H}_2) < \infty$; this will follow from Claim 7.18 below.

Before we begin the proof, we note that combining (7.1) with the ordinary change-of-variables formula for Lebesgue measure yields that if $R \subseteq \mathcal{H}$ is a pseudorectifiable set and if $\pi : \mathcal{H} \rightarrow V$ is a linear map to a $k$-dimensional Euclidean space $V$, then

$$\int \#(\pi^{-1}(y) \cap A) \, d\mathcal{H}^k(y) = \int_A \det (\pi \upharpoonright T_R(x)) \, d\mu_R(x).$$

In particular, the case $\pi = \pi_V \circ L$ will occur twice in the proof below.
Proof of Lemma 7.9(i). Let
\[ \tilde{\mu}_1(A) = \int_A \det (L \mid T_1(x)) \, d\mu_1(x), \quad \tilde{T}_1(x) = L[T_1(x)]; \]
\[ \tilde{\mu}_2(A) = \int_A \#(L^{-1}(y) \cap A) \, d\mu_2(x), \quad \tilde{T}_2(x) = T_2(L(x)). \]
Then for all \( V \in \mathcal{G}_k(H_2) \) and \( A \subseteq R_1, \)
\[ \int_A \det (\pi_V \mid \tilde{T}_1(x)) \, d\tilde{\mu}_1(x) = \int_A \det (\pi_V \circ L \mid T_1(x)) \, d\mu_1(x) \]
\[ = \int \#((\pi_V \circ L)^{-1}(z) \cap A) \, d\mathcal{H}^k(z) = \int \sum_{y \in \pi^{-1}_V(z)} \#(L^{-1}(y) \cap A) \, d\mathcal{H}^k(z) \]
\[ = \int \det (\pi_V \mid \tilde{T}_2(y)) \#(L^{-1}(y) \cap A) \, d\mu_2(x) = \int_A \det (\pi_V \mid \tilde{T}_2(x)) \, d\tilde{\mu}_2(x). \]
So by Lemma 7.6 \( \tilde{\mu}_1 = \tilde{\mu}_2 \) and \( \tilde{\mu}_1(\tilde{T}_1 \neq \tilde{T}_2) = 0. \) These assertions are encoded respectively in (7.7) and (7.8).

Proof of Lemma 7.9(ii). This proof is similar to the proof of Proposition 7.3. Let \( g : R_2 \to R_1 \) be a measurable partial inverse of \( L, \) so that \( L \circ g(y) = y \) for all \( y \in R_2. \) We then define \( \mu_2 \) and \( T_2 \) as follows:
\[ \mu_2(A) = \int_{g(A)} \det (L \mid T_1(x)) \, d\mu_1(x) \quad (A \subseteq R_2), \quad T_2(y) = L[T_1(g(y))] \quad (y \in R_2). \]
Then for all \( V \in \mathcal{G}_k(H_2) \) and \( A \subseteq R_2, \)
\[ \int \#(\pi^{-1}_V(z) \cap A) \, d\mathcal{H}^k(z) = \int \#((\pi_V \circ L)^{-1}(z) \cap g(A)) \, d\mathcal{H}^k(z) \]
\[ = \int \det (\pi_V \circ L \mid T_1(x)) \, d\mu_1(x) = \int_{g(A)} \det (\pi_V \mid L[T_1(x)]) \det (L \mid T_1(x)) \, d\mu_1(x) \]
\[ = \int \sum_{x \in L^{-1}(y)} \det (\pi_V \mid g[A](x)) \, d\mu_2(y) = \int_A \det (\pi_V \mid T_2(y)) \, d\mu_2(y), \]
i.e. (7.11) holds. Now if \( A \) is any countable partition of \( H_1 \) such that \( \mu_1(A) < \infty \) for all \( A \in \mathcal{A}, \) then \( g^{-1}(A) \) is a countable partition of \( H_2 \) such that \( \mu_2(A) < \infty \) for all \( A \in g^{-1}(A). \) Thus \( \mu_2 \) is \( \sigma \)-finite.

By Lemma 7.8 \( \mu_2 \leq \mathcal{H}^k \upharpoonright_{R_2}. \) To show that \( \mathcal{H}^k \upharpoonright_{R_2} \ll \mu_2, \) fix \( A \subseteq R_2 \) such that \( \mathcal{H}^k(A) > 0. \) By Fact 5.1 \( \mathcal{H}^k(g(A)) > 0, \) so since \( \mu_1 \asymp \mathcal{H}^k \upharpoonright_{R_1}, \) we get \( \mu_1(g(A)) > 0. \) By (7.9), this implies that \( \mu_2(A) > 0. \)

Remark 7.10. Fix \( S \subseteq H \) such that \( \mathcal{H}^k \upharpoonright_S \) is \( \sigma \)-finite. By Observation 7.4 there exists a pseudorectifiable set \( R \subseteq S \) which \( \mathcal{H}^k \)-almost contains any other pseudorectifiable subset of \( S. \) It is sometimes convenient to define the extended tangent plane function \( T_S : S \to \hat{G}_k(H) := \mathcal{G}_k(H) \cup \{ \infty \} \) via the formula
\[ T_S(x) = \begin{cases} T_R(x) & x \in R \\ \infty & x \in S \setminus R. \end{cases} \]
Then if \( L : H_1 \to H_2 \) is an invertible bounded linear map between Hilbert spaces, \( S_1 \subseteq H_1, \) and \( S_2 = L[S_1], \) it follows from Lemma 7.9 that
\[ T_{S_2}(L(x)) = L[T_{S_1}(x)] \quad \text{for } \mathcal{H}^k\text{-a.e. } x \in S_1, \]
where by convention $L(\infty) = \infty$.

7.2. **Pseudorectifiability and pseudounrectifiability.** The counterpart to the classical notion of rectifiability is **pure unrectifiability**, defined as follows:

**Definition 7.11.** A set $U \subseteq \mathcal{H}$ is called purely $(k)$-unrectifiable if for every $k$-rectifiable set $R \subseteq \mathcal{H}$,

$$\mathcal{H}^k(R \cap U) = 0.$$  

It is easy to prove directly from the definitions that

**Proposition 7.12** ([43, Theorem 15.6]). Every set $S \subseteq \mathcal{H}$ such that $\mathcal{H}^k |_S$ is $\sigma$-finite can be written as the disjoint union of a rectifiable set $R_S$ and a purely unrectifiable set $U_S$. This decomposition is unique up to $\mathcal{H}^k$-nullset.

The sets $R_S$ and $U_S$ in Proposition 7.12 are called the **rectifiable part** and **purely unrectifiable part** of $S$, respectively.

The main theorem we will need regarding purely unrectifiable sets is the Besicovitch–Federer projection theorem:

**Theorem 7.13** ([43, Theorem 18.1]). Suppose $d < \infty$, and let $U \subseteq \mathcal{H}$ be a purely unrectifiable such that $\mathcal{H}^k |_U$ is $\sigma$-finite. Then for Lebesgue-a.e. $V \in G_k(U)$,

$$\mathcal{H}^k(\pi_V(U)) = 0.$$  

Using this theorem, we can give a short proof of a result mentioned above, namely that in finite dimensions, pseudorectifiability is equivalent to rectifiability:

**Proposition 7.14.** Every pseudorectifiable subset of a finite-dimensional vector space is rectifiable.

**Proof.** By Proposition 7.12 it suffices to show that any pseudorectifiable purely unrectifiable set in a finite-dimensional vector space has $\mathcal{H}^k$ measure zero. Indeed, suppose $R \subseteq \mathcal{H}$ is such a set; then by Theorem 18.1 holds for Lebesgue-a.e. $V \in G_k(\mathcal{H})$. By Remark 7.7. this is sufficient to conclude that $\mu_R = 0$. Since $\mu_R \asymp \mathcal{H}^k |_R$, it follows that $\mathcal{H}^k(R) = 0$.  

We now turn to the definition of pseudounrectifiability. Rather than mimicking Definition 7.11 and defining pseudounrectifiability in terms of pseudorectifiability, it turns out to be more fruitful to give an independent definition of pseudounrectifiability, and then to prove the analogue of Proposition 7.12 as the limit of its finite-dimensional version.

**Definition 7.15.** A set $U \subseteq \mathcal{H}$ will be called purely $(k)$-pseudounrectifiable if it can be written in the form $U = \bigcup_n U_n$, where for each $n$ there exists $V_n \in G(\mathcal{H})$ such that for all $V \in G(\mathcal{H})$ with $V \geq V_n$, the set $\pi_V(U_n)$ is purely $k$-unrectifiable.

The following lemma demonstrates the “orthogonality” of the notions of pseudorectifiability and pure pseudounrectifiability, which followed directly from the definition in the classical setup:

---

14Although [43, Theorem 18.1] is stated for the case $\mathcal{H}^k(U) < \infty$, the generalization to the case where $\mathcal{H}^k |_U$ is $\sigma$-finite is trivial.
Lemma 7.16. The intersection of a pseudorectifiable set and a purely pseudounrectifiable set is an $\mathcal{H}^k$-nullset.

Proof. By contradiction suppose that $R$ is a pseudorectifiable set and that $U$ is a purely pseudounrectifiable set such that $\mathcal{H}^k(R \cap U) > 0$. Let $U_n$ and $V_n$ be as in Definition 7.15 then $\mathcal{H}^k(R \cap U_n) > 0$ for some $n$. Let $A = R \cap U_n$; then for all $V \in \mathcal{G}(\mathcal{H})$ with $V \geq V_n$, $\pi_V(A)$ is purely unrectifiable. It follows from Theorem 7.13 that for a dense set of $V \in \mathcal{G}_k(\mathcal{H})$, $\mathcal{H}^k(\pi_V(A)) = 0$. So by (7.1), we have
\[
\int_A \det \left( \pi_V \mid T_R(x) \right) \, d\mu_R(x) = 0
\]
for a dense set of $V \in \mathcal{G}_k(\mathcal{H})$. By continuity, (7.10) holds for all $V \in \mathcal{G}_k(\mathcal{H})$, and thus by Lemma 7.16 $\mu_R(A) = 0$. But since $\mathcal{H}^k(A) > 0$, this contradicts that $\mu_R \asymp \mathcal{H}^k \mid_R$. □

We are now ready to prove an analogue of Proposition 7.12 for the notions of pseudorectifiability and pseudounrectifiability:

Proposition 7.17. Let $S \subseteq \mathcal{H}$ be a set such that $\mathcal{H}^k \mid_S$ is $\sigma$-finite. Then there exists a pseudorectifiable set $R \subseteq S$ such that $S \setminus R$ is purely pseudounrectifiable. Moreover, this set $R$ is unique up to an $\mathcal{H}^k$-nullset.

Proof. The uniqueness assertion follows immediately from Lemma 7.16 so let us demonstrate existence. It follows from Definition 7.15 that there exists a purely pseudorectifiable set $U \subseteq S$ which $\mathcal{H}^k$-almost contains every other purely pseudounrectifiable set. To complete the proof, we just need to show that $R = S \setminus U$ is purely pseudorectifiable. We begin with the following:

Claim 7.18. For every $V \in \mathcal{G}(\mathcal{H})$, $\pi_V(R)$ is rectifiable.

Proof. Fix $V \in \mathcal{G}(\mathcal{H})$, and let $U_V$ be the purely unrectifiable part of $\pi_V(R)$ (cf. Proposition 7.12); we aim to show that $\mathcal{H}^k(U_V) = 0$. Without loss of generality, we can assume that $\pi_V(\mathcal{H}^k \mid_R) \mid_{U_V} \ll \mathcal{H}^k$, as otherwise we can achieve this by decreasing $U_V$ by an $\mathcal{H}^k$-nullset.

We claim that the set $U_R := \pi_V^{-1}(U_V) \cap R$ is purely pseudounrectifiable. Indeed, fix $W \in \mathcal{G}(\mathcal{H})$ such that $W \geq V$, and let $A \subseteq \pi_W(U_R)$ be a rectifiable set. Then $\pi_V(A)$ is a rectifiable subset of the purely unrectifiable set $U_V$, so $\mathcal{H}^k(\pi_V(A)) = 0$, and thus by our absolute continuity assumption,
\[
0 = \mathcal{H}^k \mid_R \circ \pi_V^{-1}(\pi_V(A)) = \mathcal{H}^k(\pi_V^{-1}(\pi_V(A)) \cap R) \geq \mathcal{H}^k(\pi_W^{-1}(A) \cap R).
\]
So by Fact 5.1, $\mathcal{H}^k(A) = \mathcal{H}^k(\pi_W^{-1}(A) \cap R) = 0$. Since $A$ was arbitrary, $\pi_W(U_R)$ is purely unrectifiable, and since $W \geq V$ was arbitrary, $U_R$ is purely pseudounrectifiable.

By the definitions of $U$ and $R$, we get $\mathcal{H}^k(U_R) = 0$, so by Fact 5.1, $\mathcal{H}^k(U_V) = \mathcal{H}^k(\pi_V(U_R)) = 0$, i.e. $\pi_V(R)$ is rectifiable. □

Remark 7.19. By Lemma 7.16, the result of Claim 7.18 holds for every pseudorectifiable set $R \subseteq \mathcal{H}$.

Let $(V_n)_{n=1}^\infty$ be an increasing sequence in $\mathcal{G}(\mathcal{H})$ whose union is dense in $\mathcal{H}$, and for each $n$ write $\pi_n = \pi_{V_n}$ and $R_n = \pi_n(R)$. By Proposition 7.5, we may let $T_n : R_n \to \mathcal{G}_k(V_n)$ be the tangent plane function with respect to the measure $\mu_n = \mathcal{H}^k \mid_{R_n}$. For each $n$ let
\[
\pi_n(A) = \int \#(\pi_n^{-1}(y) \cap A) \, d\mu_n(y) \quad (A \subseteq R), \quad T_n(x) = T_n(\pi_n(x)) \quad (x \in R).
\]
Then for all $A \subseteq R$ and $n < m$,
\[
\overline{\pi}_n(A) = \int \#(\pi^{-1}_n(z) \cap A) \, d\mu_n(z) = \int \sum_{y \in \pi^{-1}_n(z)} \#(\pi^{-1}_m(y) \cap A) d\mu_n(z)
\]
\[
= \int \det(\pi_n \mid T_m(y)) \#(\pi^{-1}_m(y) \cap A) d\mu_m(y) \quad \text{(by Lemma 7.9)}
\]
\[
= \int_A \det(\pi_n \mid T_m(x)) \, d\overline{\pi}_m(x).
\]
Writing this in the notation of Radon–Nikodym derivatives yields
\[
(7.11) \quad \frac{d\overline{\pi}_n}{d\overline{\mu}_m}(x) = \det(\pi_n \mid T_m(x)).
\]
In particular, $\overline{\pi}_n \leq \overline{\pi}_m$ for all $n < m$, i.e. $(\overline{\pi}_n)_{n}^{\infty}$ is an increasing sequence. On the other hand, Fact 5.1 automatically implies that $\overline{\pi}_n \leq \mathcal{H}^k \upharpoonright R$. It follows that the measure
\[
\mu = \lim_{n \to \infty} \overline{\pi}_n
\]
is finite and satisfies $\mu \leq \mathcal{H}^k \upharpoonright R$.

Define the function $T : R \to \mathcal{G}_k(\mathcal{H})$ by the formula
\[
T(x) = \lim_{n \to \infty} T_n(x).
\]

**Claim 7.20.** $T$ is well-defined $\mu$-a.e., and for each $n$, $\pi_n[T(x)] = T_n(x)$ for $\mu$-a.e. $x \in R$ such that $\det(\pi_n \mid T(x)) > 0$.

**Proof.** For $\mu$-a.e. $x \in R$, we have
\[
1 = \frac{d\mu}{d\overline{\mu}(x)} = \lim_{n \to \infty} \lim_{m \to \infty} \frac{d\overline{\pi}_n}{d\overline{\mu}_m}(x) = \lim_{n \to \infty} \lim_{m \to \infty} \det(\pi_n \mid T_m(x))
\]
and thus there exist infinitely many $n$ such that
\[
(7.12) \quad c_n(x) := \lim_{m \to \infty} \det(\pi_n \mid T_m(x)) > 0.
\]
Moreover, by Lemma 7.9 for each $n$ and for $\overline{\pi}_n$-a.e. $x \in R$,
\[
(7.13) \quad \pi_m[T(x)] = T_m(x) \quad \text{for all } n < m < \ell.
\]
It follows that for $\mu$-a.e. $x \in R$, there exists $n$ such that both (7.12) and (7.13) hold. Fix such an $x$. Then
\[
\det(\pi_T^{\ell}(x) \mid T^{\ell}(x)) = \det(\pi_n \mid T^{\ell}(x)) = \frac{\det(\pi_n \mid T^{\ell}(x))}{\det(\pi_n \mid T^{\ell}(x))} \lim_{\ell \to \infty} \frac{c_n(x)}{c_n(x)} = 1.
\]
It then follows from an elementary geometric calculation that $(T_m(x))_{m}^{\infty}$ is a Cauchy sequence, i.e. $T(x)$ is well-defined. Moreover, taking the limit of (7.13) as $\ell \to \infty$ shows that $\pi_m[T(x)] = T_m(x)$ for all $m > n$. By Lemma 7.9 this implies that $\pi_n[T(x)] = T_n(x)$ for all $n \leq m$ and for $\mu$-a.e. $x \in R$ such that $\det(\pi_n \mid T(x)) > 0$. Since $m$ was arbitrary, this equality holds for all $n'$, which completes the proof.

Now we want to show that $T$ is a tangent plane function of $R$ with respect to $\mu$. Taking the limit of (7.11) as $m \to \infty$ gives us
\[
\frac{d\overline{\pi}_n}{d\mu}(x) = \det(\pi_n \mid T(x)),
\]
i.e. the change-of-variables formula holds for the projections \( \pi_n \). The equation \( \pi_n[T(x)] = T_n(x) \) then allows us to verify that (7.1) holds for all \( V \in \bigcup_n G_k(V_n) \).

Fix \( W \in G_k(\mathcal{H}) \), and for each \( n \) let \( \tilde{V}_n = W + V_n \). Then the above argument yields a measure \( \tilde{\mu} \) and a function \( \tilde{T} : R \to G_k(\mathcal{H}) \) such that (7.1) holds for all \( V \in \bigcup_n G_k(\tilde{V}_n) \). By Remark 7.10, \( \tilde{\mu} = \mu \) and \( \tilde{T} \equiv T \). But since \( W \in G_k(\tilde{V}_0) \), (7.1) holds when we plug in \( V = W \). Since \( W \) was arbitrary, (7.1) holds for all \( V \in G(\mathcal{H}) \).

To finish the proof, we just need to show that \( \mu \asymp \mathcal{H}^k |_R \). We already know that \( \mu \lesssim \mathcal{H}^k |_R \), so it remains to show that \( \mathcal{H}^k |_R \ll \mu \). Fix \( A \subseteq R \) such that \( \mu(A) = 0 \). Then by (7.1), \( \mathcal{H}^k(\pi_V(A)) = 0 \) for all \( V \in G(\mathcal{H}) \). It follows that \( A \) is purely unpseudorectifiable, so from the definitions of \( U \) and \( R \) we have \( \mathcal{H}^k(A) = 0 \).

7.3. Pseudorectifiability and topological dimension. We now prove the main result of this section, an infinite-dimensional analogue of Lemma 5.3 regarding pseudorectifiability.

**Proposition 7.21.** Let \( S \subseteq \mathcal{H} \) be a compact set, and suppose that \( \mathcal{H}^k(S) < \infty \), where \( k = \dim_T(S) \). Then \( S \) is not purely pseudounrectifiable. In particular, by Proposition 7.14, \( S \) contains a pseudorectifiable subset of positive \( \mathcal{H}^k \) measure.

**Proof.** We use the following characterization of topological dimension (cf. [54 Corollary of Theorem II.8] or [25 Theorem 1.7.9]): \( \dim_T(S) \geq k \) if and only if there exist closed sets \( F_1, \ldots, F_k \subseteq S \) and relatively open sets \( U_1, \ldots, U_k \subseteq S \) such that:

(i) \( F_i \subseteq U_i \) for all \( i \),

(ii) If \( W_1, \ldots, W_k \subseteq S \) are relatively open sets such that \( F_i \subseteq W_i \subseteq U_i \) \( \forall i \), then \( \bigcap_{i=1}^k \partial W_i \neq \emptyset \), where \( \partial W_i \) denotes the boundary of \( W_i \).

For each \( i = 1, \ldots, k \) let \( F'_i = S \setminus U_i \), and let

\[ 3\varepsilon_1 = \min_{i=1}^k d(F_i, F'_i) > 0. \]

Since \( S \) is compact, there exists a finite set \( A \subseteq S \) such that \( S \subseteq \mathcal{N}(A, \varepsilon_1) \). Let \( V_0 \in G(\mathcal{H}) \) be the linear span of \( A \), and let \( \pi_0 = \pi_{V_0} \). Then

(7.14) \[ \|\pi_0(x) - x\| \leq \varepsilon_1 \text{ for all } x \in S. \]

For each \( i = 1, \ldots, k \) let \( \overline{F}_i = \pi_0(F_i) \) and \( \overline{F}'_i = \pi_0(F'_i) \); then by (7.14)

\[ d(\overline{F}_i, \overline{F}'_i) \geq d(F_i, F'_i) - 2\varepsilon_1 \geq \varepsilon_1 > 0. \]

So by the smooth version of Urysohn’s lemma, there exists a smooth function \( f_i : V_0 \to R \) such that \( f_i = -1 \) on \( \overline{F}_i \) and \( f_i = 1 \) on \( \overline{F}'_i \). Let \( f = (f_1, \ldots, f_k) : V_0 \to R^k \).

**Claim 7.22** (Cf. [54 Proof of Theorem III.1]). If \( g : S \to R^k \) is a continuous function satisfying

(7.15) \[ \max_S \|f \circ \pi_0 - g\| < 1/2, \]

then

\[ [-1/2, 1/2]^k \subseteq g(S). \]
Given $y \in [-1/2, 1/2]^k$, for each $i = 1, \ldots, k$ define $W_i = \{x \in S : g_i(x) < y_i\}$. The condition (7.15) implies that $F_i \subseteq W_i \subseteq U_i$, so we have $\bigcap_{i=1}^k \partial W_i \neq \emptyset$. After choosing $x \in \bigcap_{i=1}^k \partial W_i$, we have $x \in S$ and $g(x) = y$, so $y \in g(S)$.

Now fix $V \in G(H)$ with $V \geq V_0$, and let $R_V$ and $U_V$ be the rectifiable and purely unrectifiable parts of $\pi_V(S)$, respectively (cf. Proposition 7.12). Let $M = \max_{x \in S} \|x\|$ and $\varepsilon_2 = 1/(2M)$, and let

$$S = \{A \in L(V, \mathbb{R}^k) : \|A\| < \varepsilon_2\}.$$

Claim 7.23. There exists $A \in S$ such that

$$(7.16) \quad \mathcal{H}^k((f \circ \pi_0 + A)(U_V)) = 0.$$

Proof. Since pure unrectifiability is preserved under bi-Lipschitz maps, the set

$$(U = f \circ \pi_0 \oplus I_V(U_V) = \left[ f \circ \pi_0 \atop I_V \right] (U_V) \subseteq \mathbb{R}^k \oplus V)$$

is purely unrectifiable. Moreover, for all $A \in L(V, \mathbb{R}^k)$,

$$(f \circ \pi_0 + A)(U_V) = \left[ I_k \atop A \right] (U) \subseteq \mathbb{R}^k.$$

Thus by Theorem 7.13 holds for Lebesgue-a.e. $A \in L(V, \mathbb{R}^k)$, so in particular (7.16) holds for some $A \in S$.

Let $A \in S$ be as in the claim, and let $g = f \circ \pi_0 + A : V \to \mathbb{R}^k$. Then by Claim 7.22 $g \circ \pi_V(S) \supseteq [-1/2, 1/2]^k$, so

$$\mathcal{H}^k(R_V) \gtrsim_{\times} \mathcal{H}^k(g(R_V)) = \mathcal{H}^k(g \circ \pi_V(S)) \gtrsim \mathcal{H}^k([-1/2, 1/2]^k) \asymp 1,$$

where the first asymptotic comes from the fact that

$$\max_S \|g\| \leq \max_{\pi_0(S)} \|f\| + \varepsilon_2 \lesssim 1.$$

So

$$2\varepsilon_3 := \inf_{V \in G(H)} \mathcal{H}^k(R_V) > 0.$$

By contradiction, suppose that $S$ is purely pseudounrectifiable, and let $U_n$ and $V_n$ be as in Definition 7.15. By choosing $N$ large enough, we get $\mathcal{H}^k(\bigcup_{n \leq N} U_n) \geq \mathcal{H}^k(S) - \varepsilon_3$. Letting $V = V_0 + \sum_1^N V_n$ and $A = \pi_V(\bigcup_{n \leq N} U_n)$, we have

$$\mathcal{H}^k(A \cap R_V) \geq \mathcal{H}^k(R_V) - \mathcal{H}^k(\pi_V(S) \setminus A) \geq 2\varepsilon_3 - \varepsilon_3 > 0,$$

contradicting Definitions 7.11 and 7.15.

Remark. In the last step of this proof we used the hypothesis $\mathcal{H}^k(S) < \infty$ in a crucial way, namely to guarantee the existence of $N$ such that $\mathcal{H}^k(\bigcup_{n \leq N} U_n) \geq \mathcal{H}^k(S) - \varepsilon_3$.

7.4. More invariance properties of pseudorectifiability. In the proof of Theorem 4.4 ($d = \infty$, $k > 1$), we will need the class of pseudorectifiable sets to be closed under certain operations more general than just images under linear maps (i.e. Lemma 7.9): specifically, we need to be able to do a cone construction, and we need to be able to say something about subsets of the graph of a differentiable function. Note that
more general properties such as the closure of pseudorectifiability under general differentiable maps, while not entirely implausible, seem to be difficult to prove.

**Lemma 7.24.** Let \( L \subseteq \mathcal{H} \) be an affine subspace such that \( 0 \notin L \), let \( R_1 \subseteq L \), and let \( R_2 = \mathbb{R} R_1 \). Then \( R_2 \) is \((k + 1)\)-pseudorectifiable if and only if \( R_1 \) is \(k\)-pseudorectifiable. Moreover, in this case

\[
\mu_2(A) = \int_{M^{-1}(A)} \det \left( M'(x, t) \mid T_1(x) \oplus \mathbb{R} \right) \, d(\mu_1 \times \lambda)(x, t),
\]

\[
T_2(tx) = \mathbb{R} x + T_1(x),
\]

where \( M(x, t) = tx \). Here \( \lambda \) denotes Lebesgue measure on \( \mathbb{R} \).

**Proof.** First suppose that \( R_1 \) is \(k\)-pseudorectifiable. Fix \( V \in \mathcal{G}_{k+1}(\mathcal{H}) \). By Claim 7.18, \( R_3 = \pi_V(R_1) \) is \(k\)-rectifiable. It follows that \( R_4 = R_3 \times \mathbb{R} \) is \((k + 1)\)-rectifiable and \( T_4(z, t) = T_3(z) \oplus \mathbb{R} \). Fix \( A \subseteq R_2 \). Then

\[
\int \#(\pi_V^{-1}(y) \cap A) \, d\mathcal{H}^{k+1}(y) = \int \sum_{(z, t) \in M^{-1}(y)} \#(t(\pi_V^{-1}(z) \cap R_1) \cap A) \, d\mathcal{H}^{k+1}(y) \quad \text{(since } R_1 \subseteq L) \]

\[
= \int \det \left( M'(z, t) \mid T_3(z) \oplus \mathbb{R} \right) \#(t(\pi_V^{-1}(z) \cap R_1) \cap A) \, d\mathcal{H}^{k+1}(z, t) \quad \text{(by (7.2))} \]

\[
= \int \int_{t^{-1}A \cap R_1} \det \left( t \oplus \pi_V(x) \mid T_3(\pi_V(x)) \oplus \mathbb{R} \right) \det \left( \pi_V \mid T_1(x) \right) \, d\mu_1(x) \, d\lambda(t) \]

\[
= \int \int_{t^{-1}A \cap R_1} \det \left( t \oplus \pi_V(x) \mid T_3(\pi_V(x)) \oplus \mathbb{R} \right) \, d\mu_1(x) \, d\lambda(t) \]

\[
= \int \int_{t^{-1}A \cap R_1} \det \left( \pi_V \mid T_1(x) \oplus \mathbb{R} \right) \, d\mu_1(x) \, d\lambda(t) \]

\[
= \int \int_{t^{-1}A \cap R_1} \det \left( \pi_V \mid T_2(w) \right) \, d\mu_2(w). \]

It is clear that \( \mu_2 \) is \( \sigma \)-finite, and by Lemma 7.18, \( \mu_2 \leq \mathcal{H}^{k+1} \mid_{R_2} \). An elementary covering argument (cf. [27] Product formula 7.3)) shows that \( \mathcal{H}^{k+1} \mid_{R_1 \times \mathbb{R}} \ll \mathcal{H}^k \mid_{R_1 \times \lambda} \). Since \( M \) is locally Lipschitz, Fact 5.1 shows that \( \mathcal{H}^{k+1} \mid_{R_2} \ll M(\mu_1 \times \lambda) \). Finally, since \( R_1 \subseteq L \), the determinant \( \det \left( M'(x, t) \mid T_1(x) \oplus \mathbb{R} \right) \) is always nonzero, so \( \mathcal{H}^{k+1} \mid_{R_2} \ll \mu_2 \), completing the proof that \( R_2 \) is \((k + 1)\)-pseudorectifiable.

On the other hand, suppose that \( R_1 \) is not \(k\)-pseudorectifiable. Then by Proposition 7.17 there exist \( U_1 \subseteq R_1 \) and \( V_1 \in \mathcal{G}(\mathcal{H}) \) such that \( \mathcal{H}^k(U_1) > 0 \) and such that for all \( V \supseteq V_1 \), \( \pi_V(U_1) \) is purely \(k\)-unrectifiable. Let \( U_2 = \mathbb{R} U_1 \), and fix \( V \supseteq V_1 \). By Theorem 7.13 we have \( \mathcal{H}^k(\pi_W(U_1)) = 0 \) for Lebesgue-a.e. \( W \in \mathcal{G}_k(V) \). Since \( \pi_W(U_2) = \mathbb{R} \pi_W(U_1) \) and \( \mathcal{H}^{k+1} \ll M(\mathcal{H}^k \times \lambda) \) as proven above, we have \( \mathcal{H}^{k+1}(\pi_W(U_2)) = 0 \) for Lebesgue-a.e. \( W \in \mathcal{G}_k(V) \). Thus \( \pi_V(U_2) \) is purely \((k + 1)\)-unrectifiable, and since \( V \) was arbitrary, \( U_2 \) is purely \((k + 1)\)-pseudounrectifiable. On the other hand, an elementary covering argument based on weighted Hausdorff measures shows that \( \mathcal{H}^{k+1}(U_2) > 0 \) (cf. [13] Lemma 8.16). Thus, by Lemma 7.16 \( R_2 \) is not \((k + 1)\)-pseudorectifiable. \( \square \)
Lemma 7.25. Let \( f : \mathcal{H} \to \mathbb{R} \) be a differentiable function, let \( F(x) = (x, f(x)) \in \mathcal{H} \oplus \mathbb{R} \), fix \( R_1 \subseteq \mathcal{H} \), and let \( R_2 = F(R_1) \subseteq \mathcal{H} \oplus \mathbb{R} \). Then if \( R_2 \) is pseudorectifiable, then \( R_1 \) is pseudorectifiable, and

\[
\mu_2(A) = \int_{\pi_\mathcal{H}(A)} \det (F'(x) \restriction \mathcal{H}) \, d\mu_1(x), \quad \quad \quad T_2(F(x)) = F'(x)[T_1(x)].
\]

Here \( \det (F'(x) \restriction \mathcal{H}) \) is interpreted in the obvious way, i.e.

\[
\det (F'(x) \restriction \mathcal{H}) = \sqrt{1 + \|f'(x)\|^2}.
\]

Remark 7.26. It seems difficult to prove the converse (that if \( R_1 \) is pseudorectifiable, then so is \( R_2 \)). Fortunately, it is not necessary for the proof of Theorem 14, \( d = \infty, k > 1 \).

Proof. Fix \( V \in \mathcal{G}_k(\mathcal{H} \oplus \mathbb{R}) \) and \( A \subseteq R_1 \). Then

\[
\int_{F(A)} \det (\pi_V \restriction T_2(x)) \, d\mu_2(x) = \int_A \#(\{\pi_V \circ F)^{-1}(y) \cap A\}) \, d\mathcal{H}^k(y) \quad \text{(by (7.14))}
\]

\[
\leq \int_A \det (\pi_V \circ F')' \, d\mathcal{H}^k(x) \quad \text{(see below)}
\]

\[
= \int_A \det (\pi_V \restriction F'(\mathcal{H})) \det (F'(x) \restriction \mathcal{H}) \, d\mathcal{H}^k(x).
\]

To justify the inequality, let \( \mathcal{A} \) be a partition of \( A \) into small pieces, and for each \( B \in \mathcal{A} \), apply Fact 5.1 to the map \( L_B \circ \pi_V \circ F \), where \( L_B : V \to \mathbb{R}^k \) is a linear map chosen so that \( L_B \circ \pi_V \circ F \) is \( \lambda \)-Lipschitz on \( B \) for some \( \lambda \sim 1 \), but \( \det (L_B) \sim 1/\det (\pi_V \circ F)'(x) \) for all \( x \in B \). (For example, we could let \( L_B = [(\pi_V \circ F)'(x)]^{-1} \) for any \( x \in B \).)

Let \( \nu_1 = \pi_\mathcal{H}(\mu_2) \). Then we can write the above inequality in terms of Radon–Nikodym derivatives as

\[
(7.17) \quad \det (\pi_V \restriction T_2(F(x))) \leq \det (\pi_V \restriction F'(x)[\mathcal{H}]) \det (F'(x) \restriction \mathcal{H}) \frac{d\mathcal{H}^k \restriction \nu_1}{d\nu_1}(x)
\]

for \( \nu_1 \text{-a.e. } x \in R_1 \). Note that the Radon–Nikodym derivative is well-defined since by Fact 5.1, \( \mathcal{H}^k \restriction \nu_1 \ll \nu_1 \). Since (7.17) is continuous with respect to \( V \), for \( \nu_1 \text{-a.e. } x \in R_1 \), it holds for all \( V \in \mathcal{G}_k(\mathcal{L}) \). Fix such an \( x \). Then for all \( V \in \mathcal{G}_k(\mathcal{L}) \) such that \( \det (\pi_V \restriction F'(x)[\mathcal{H}]) = 0 \), we have \( \det (\pi_V \restriction T_2(F(x))) = 0 \). It follows that \( T_2(F(x)) \subseteq F'(x)[\mathcal{H}] \).

In particular, \( \det (\pi_\mathcal{H} \restriction T_2(x)) > 0 \) for \( \mu_2 \text{-a.e. } x \in R_2 \). So by Lemma 7.14, \( R_1 \) is pseudorectifiable and satisfies

\[
\mu_1(A) = \int_{F(A)} \det (\pi_\mathcal{H} \restriction T_2(x)) \, d\mu_2(x), \quad \quad \quad T_1(x) = \pi_\mathcal{H}[T_2(F(x))].
\]

Since \( T_2(F(x)) \subseteq F'(x)[\mathcal{H}] \), we must have \( T_2(F(x)) = F'(x)[T_1(x)] \). \qed

8. Proof of Meta-rigidity Theorem 14, \( d = \infty, k > 1 \)

We just need a few more preliminaries before we can begin the proof. Since pseudorectifiability is defined in terms of linear maps, it is not obvious what its equivariance properties are with respect to arbitrary conformal maps. We resolve this issue by conjugating our set \( S \) into the projective model of conformal geometry. Since conformal maps are linear after conjugation to the projective model, this will allow us to use the tools of the previous section.
We therefore recall the definition of the projective model of conformal geometry, see e.g. [23, 36]. Let $L$ be a Hilbert space and let $Q$ be a nondegenerate quadratic form on $L$ of signature 1. For concreteness, we let $L = \mathbb{R}^2 \oplus \mathcal{H}$, and we define the quadratic form $Q$ by the formula

$$Q(t_0, t_1, x) = 2t_0t_1 + \|x\|^2.$$ 

Let $[L]$ denote projective space over $L$, and for each $y \in L \setminus \{0\}$, let $[y]$ denote the corresponding point in projective space, so that $[y] = [ty]$ for all $t \in \mathbb{R} \setminus \{0\}$. Let $L_Q = \{x \in L : Q(x) = 0\}$. Then $[L_Q]$ is a conformal manifold isomorphic to $\hat{\mathcal{H}}$. Concretely, let

$$\iota(x) = (1, -\|x\|^2/2, x) \quad (x \in \mathcal{H}).$$

Then the map $\phi : \hat{\mathcal{H}} \to [L_Q]$ defined by the equation

$$\phi(x) = \begin{cases} [\iota(x)] & x \neq \infty \\ [0, 1, 0] & x = \infty \end{cases}$$

is a conformal isomorphism between $\hat{\mathcal{H}}$ and $[L_Q]$. The fact that $\phi$ conjugates conformal maps to linear maps is expressed by the following well-known result:

**Proposition 8.1** (Cf. [36] Theorem 1.3.14) or [2] §1.1). For every Möbius transformation $g : \hat{\mathcal{H}} \rightarrow \hat{\mathcal{H}}$, there exists a $Q$-preserving bounded invertible linear transformation $g_{\text{proj}} : L \rightarrow L$ such that for all $x \in \mathcal{H}$,

$$\phi(g(x)) = [g_{\text{proj}}(\phi(x))].$$

The transformation $g_{\text{proj}}$ is unique up to a factor of $-1$.

Although the cited references assume that $d < \infty$, there is no essential difference to the case $d = \infty$; cf. [21] §2.

We are now ready to begin the proof of Theorem 4.4(d = \infty, k > 1).

**Step 1:** Without loss of generality, $\mu = \mathcal{H}^k | s$. This step proceeds in the same way as in the proof of Theorem 4.4(d < \infty).

**Step 2:** Comparing the extended tangent plane functions in the two models. Let

$$S_{\text{euc}} = S \subseteq \mathcal{H}, \quad S_{\text{para}} = \iota(S) \subseteq \{1\} \times \mathbb{R} \times \mathcal{H}, \quad S_{\text{proj}} = \mathbb{R} S_{\text{para}} \subseteq L,$$

and let $T_{\text{euc}} : S_{\text{euc}} \rightarrow \hat{\mathcal{G}}_k(\mathcal{H})$, $T_{\text{para}} : S_{\text{para}} \rightarrow \hat{\mathcal{G}}_k(\mathcal{L})$, and $T_{\text{proj}} : S_{\text{proj}} \rightarrow \hat{\mathcal{G}}_{k+1}(\mathcal{L})$ denote the extended tangent plane functions (cf. Remark 7.10). Let $\mu_{\text{euc}} = \mu = \mathcal{H}^k | s_{\text{euc}}$, $\mu_{\text{para}} = \mathcal{H}^k | s_{\text{para}}$, and $\mu_{\text{proj}} = \mathcal{H}^{k+1} | s_{\text{proj}}$. Then $\mu_{\text{euc}}$, $\mu_{\text{para}}$, and $\mu_{\text{proj}}$ are $\sigma$-finite and satisfy $\iota(\mu_{\text{euc}}) \asymp \mu_{\text{para}}$, $\mu_{\text{proj}} \asymp M(\mu_{\text{para}} \times \lambda)$, where $M$ is as in Lemma 7.24 and $\lambda$ is Lebesgue measure. By Lemmas 7.24 and 7.25

$$T_{\text{proj}}(tz) = T_{\text{para}}(z) + \mathbb{R} z \quad (z \in S_{\text{para}}, \ t \in \mathbb{R}^*),$$

(8.1)

$$T_{\text{para}}(\iota(x)) = \infty \text{ or } \iota'(x)T_{\text{euc}}(x) \quad (x \in \mathcal{H}),$$

(8.2)

with the understanding in (5.1) that $T_{\text{proj}}(tz) = \infty$ if $T_{\text{para}}(z) = \infty$. The ambiguity in $T_{\text{para}}(\iota(x))$ comes from the fact that we don’t have a converse to Lemma 7.25 so it may happen that $T_{\text{para}}(\iota(x)) = \infty$.

---

To be precise, we should give the conformal structure on $[L_Q]$; for each function $\alpha : L_Q \rightarrow (0, \infty)$ such that $\alpha(\iota(x)) = |t|\alpha(x)$, the Riemannian metric $g_\alpha(y) = \alpha^{-2}(x)Q(y)$ on $L_Q$ is invariant under scaling, and so it induces a Riemannian metric on $[L_Q]$; the conformal structure on $[L_Q]$ is the class of such metrics.
while $T_{\text{euc}}(x) \neq \infty$. The solution is to apply Proposition 7.21 to $S_{\text{para}}$ instead of to $S_{\text{euc}}$, so we get $\mu_{\text{para}}(T_{\text{para}} \neq \infty) > 0$. For convenience of notation, let

$$\tilde{T}_{\text{euc}}(x) = \begin{cases} T_{\text{euc}}(x) & T_{\text{para}}(\tau(x)) \neq \infty \\ \infty & \text{otherwise} \end{cases},$$

so that we can write

$$(8.3) \quad T_{\text{para}}(\tau(x)) = \iota'(x)|\tilde{T}_{\text{euc}}(x)| \quad (x \in \mathcal{H})$$

and $\mu_{\text{euc}}(\tilde{T}_{\text{euc}}(x) \neq \infty) > 0$.

**Step 3. A limit equation for $\tilde{T}_{\text{euc}}$.** Apply Corollary 6.5 to the function $f = \tilde{T}_{\text{euc}} : S \to Y = \hat{G}_k(\mathcal{H})$ to get a point $p \in \text{Rad}_k(\mu)$ such that if $(g_n)_{\infty}$ is as in Definition 4.1, then

$$\lim_{n \to \infty} \frac{1}{\|g_n\|^k} \int_{g_n(U)} d\varphi(\tilde{T}_{\text{euc}}(x), L_0) \, d\mu(x) = 0,$$

where $L_0 = \tilde{T}_{\text{euc}}(p) \neq \infty$. Then by 4.1,

$$\lim_{n \to \infty} \int_U d\varphi(\tilde{T}_{\text{euc}}(g_n(x)), L_0) \, d\mu(x) = 0.$$

Passing to a subsequence along which the convergence is at least geometrically fast and using Markov’s inequality, we get

$$(8.4) \quad \lim_{n \to \infty} \tilde{T}_{\text{euc}}(g_n(x)) = L_0 \text{ for } \mu\text{-a.e. } x \in S \cap U.$$ 

We now rewrite (8.4) using equivariance of the extended tangent plane function. For each $n$, let $g_{n}^{\text{proj}} : \mathcal{L} \to \mathcal{L}$ be as in Proposition 5.1. Then by Lemma 7.9

$$g_{n}^{\text{proj}}[T_{n}^{\text{proj}}(x)] = T_{n}^{\text{proj}}(g_{n}^{\text{proj}}(z)) \text{ for } \mu_{\text{proj}}\text{-a.e. } z \in S_{\text{proj}} \cap U_{\text{proj}},$$

where $U_{\text{proj}} = \mathbb{R}(U)$. So by (8.1) and (8.3),

$$(8.5) \quad g_{n}'(x)|\tilde{T}_{\text{euc}}(x)| = \tilde{T}_{\text{euc}}(g_{n}(x)) \text{ for } \mu\text{-a.e. } x \in S \cap U \text{ and for all } n.$$

Fix $x \in S \cap U$ such that both (8.3) and (8.5) hold. Since $g_n$ is conformal, $g_n'(x)$ is a similarity, so

$$d\varphi(\tilde{T}_{\text{euc}}(x), g_{n}'(x)^{-1}(L_0)) = d\varphi(g_{n}'(x)|\tilde{T}_{\text{euc}}(x)|, L_0) = d\varphi(\tilde{T}_{\text{euc}}(g_{n}(x)), L_0) \to 0.$$ 

Letting

$$L_n^{\text{euc}}(x) = g_{n}'(x)^{-1}(L_0),$$

we have

$$(8.6) \quad d\varphi(T_{n}^{\text{euc}}(x), \tilde{T}_{\text{euc}}(x)) \to 0 \text{ for } \mu\text{-a.e. } x \in S \cap U.$$ 

In particular, $\tilde{T}_{\text{euc}}(x) \neq \infty$ for $\mu\text{-a.e. } x \in S \cap U$.

**Step 4: Extracting a convergent subsequence.** To continue the proof, we switch back to the projective model. Let

$$V_0 = \langle 0 \rangle \times \mathbb{R} \times L_0 \subseteq \mathcal{L},$$
and for each \( n \) let

\[
V_n = (g_n^{\text{proj}})^{-1}[V_0], \quad L_n^{\text{proj}}(z) = \mathbb{R}z + V_n \cap z^\perp.
\]

Here \( z^\perp \) denotes the \( \mathcal{Q} \)-orthogonal complement of \( z \). It is readily verified that

\[
L_n^{\text{proj}}(v(x)) = l'(x)[L_n^{\text{euc}}(x)] + \mathbb{R}l(x) \quad \forall x \in \mathcal{H},
\]

so by \([8.1]\) and \([8.3]\), the pointwise convergence \([8.6]\) implies that \( L_n^{\text{proj}}(z) \to T^{\text{proj}}(z) \) for \( \mu^{\text{proj}} \)-a.e. \( z \in U^{\text{proj}} \). Equivalently,

\[
d_G(T^{\text{proj}}(z), \mathbb{R}z + V_n \cap z^\perp) \to 0 \quad \forall^{\mu^{\text{proj}}}z \in S^{\text{proj}} \cap U^{\text{proj}}.
\]

Let

\[
d_\varepsilon(V, W) = \inf\{\varepsilon > 0 : V \subseteq N^{\text{proj}}(W, \varepsilon)\}.
\]

Then we may weaken our state of knowledge as follows:

\[
\exists X \in \mathcal{G}(\mathcal{L}) \quad \forall^{\mu^{\text{proj}}}z \in U^{\text{proj}} \setminus X
\]

\[
\quad d_\varepsilon(T^{\text{proj}}(z), \mathbb{R}z + V_n) \to 0.
\]

(We will use the equation number \([8.8]\) to refer to both lines of this formula, while \([8.9]\) refers only to the second line.)

The idea now is that if \((V_n)_{n=1}^\infty\) is not a Cauchy sequence, then we should be able to find another sequence \((V_n)_{n=1}^\infty\) satisfying \([8.8]\), but with smaller dimension. The new sequence will be constructed as a sequence of “almost-intersections” of members of the old sequence. Specifically, we will use the following lemma:

**Lemma 8.2.** Fix \( \varepsilon \in (0, 1) \) and \( V_1, V_2 \in \mathcal{G}(\mathcal{L}) \). There exists \( V \in \mathcal{G}(\mathcal{L}) \) with \( d_\varepsilon(V, V_i) \leq \varepsilon \) such that for all \( w \in \mathcal{L} \),

\[
d(w, V) \leq (3/\varepsilon) \max_{i=1}^2 d(w, V_i).
\]

The set \( V \) will be called an \( \varepsilon \)-intersection of \( V_1 \) and \( V_2 \). Of course, it is not unique.

**Proof.** Let \( \pi_i = \pi_{V_i} \quad (i = 1, 2) \), and consider the positive-definite quadratic form \( \mathcal{R}(v) = \|v\|^2 - \|\pi_2(v)\|^2 = \|v - \pi_2(v)\|^2 \) on \( V_1 \). Choose an orthonormal basis \( f_1, \ldots, f_n \) of \( V_1 \) with respect to which \( \mathcal{R} \) is diagonal, say

\[
\mathcal{R}
\left(
\sum_{i=1}^n v_if_i
\right)
= \sum_{i=1}^n c_iv_i^2
\]

for some \( c_1, \ldots, c_n \in [0, 1] \). Without loss of generality suppose that \( c_1 \leq \cdots \leq c_m \leq \varepsilon^2 < c_{m+1} \leq \cdots \leq c_n \).

(The cases \( m = 0 \) and \( m = n \) are allowed.) Let \( V = \sum_{i=1}^m \mathbb{R}f_i \leq V_1 \). Then for all \( v \in V \),

\[
\|v - \pi_2(v)\|^2 = \mathcal{R}(v) \leq \varepsilon^2\|v\|^2, \quad \text{so } \|v - \pi_2(v)\| \leq \varepsilon\|v\|. \quad \text{Thus } d_\varepsilon(V, V_2) \leq \varepsilon.
\]
Now fix \( w \in L \), and let \( v_i = \pi_i(w) \) (\( i = 1, 2 \)) and \( \delta = \max_{i=1}^2 d(w, V_i) \). Then
\[
\|w - v_i\| \leq \delta
\]
\[
\|v_1 - \pi_2(v_1)\| \leq \|v_1 - v_2\| \leq 2\delta
\]
\[
4\delta^2 \geq \|v_1 - \pi_2(v_1)\|^2 = R(v_1) = \sum_{i=1}^n c_i v_{1,i}^2
\]
\[
\geq \varepsilon^2 \sum_{i=m+1}^n v_{1,i}^2 = \varepsilon^2 d^2(v_1, V)
\]
\[
d(v_1, V) \leq 2\delta/\varepsilon
\]
\[
d(w, V) \leq 2\delta/\varepsilon + \delta \leq 3\delta/\varepsilon.
\]

**Claim 8.3.** Let \( (V_n^{(1)})^\infty \) and \( (V_n^{(2)})^\infty \) be two sequences of bounded dimension satisfying (8.8). Fix \( \varepsilon > 0 \), and for each \( n \) let \( V_n \) be an \( \varepsilon \)-intersection of \( V_n^{(1)} \) and \( V_n^{(2)} \). Then the sequence \( (V_n)_1^\infty \) satisfies (8.8).

**Proof.** Fix \( z \in U_{\text{proj}} \) such that (8.4) \( V_n = V_n^{(i)} \) holds, and without loss of generality suppose \( \|z\| = 1 \). For each \( n \in \mathbb{N} \) let
\[
\delta_n = \max_{i=1}^2 d_z(T_{\text{proj}}(z), \mathbb{F}z + V_n^{(i)}),
\]
so that \( \delta_n \to 0 \). Fix \( n \in \mathbb{N} \) and \( v \in T_{\text{proj}}(z) \), and for \( i = 1, 2 \) find \( a_i \in \mathbb{R} \) and \( v_i \in V_n^{(i)} \) such that
\[
\|v - (a_i z + v_i)\| \leq \delta_n \|v\|.
\]
Subtracting gives
\[
\|(a_2 - a_1)z + (v_2 - v_1)\| \leq 2\delta_n \|v\|
\]
and thus
\[
|a_2 - a_1| \leq \frac{2\delta_n \|v\|}{d(z, V_n^{(1)} + V_n^{(2)})}
\]
Since
\[
d(v_1, V_n^{(2)}) \leq d((a_2 - a_1)z + v_2, V_n^{(2)}) + 2\delta_n \|v\| \leq |a_2 - a_1| + 2\delta_n \|v\|,
\]
by Lemma 8.2 we get
\[
d(v_1, V_n) \leq (3/\varepsilon)(|a_2 - a_1| + 2\delta_n \|v\|) \lesssim \frac{\delta_n \|v\|}{d(z, V_n^{(1)} + V_n^{(2)})}
\]
and thus
\[
d(v, \mathbb{F}z + V_n) \leq \|v - (a_1 z + v_1)\| + d(v_1, V_n) \lesssim \frac{\delta_n \|v\|}{d(z, V_n^{(1)} + V_n^{(2)})}.
\]
Since \( v \) was arbitrary,
\[
d_z(T_{\text{proj}}(z), \mathbb{F}z + V_n) \lesssim \frac{\delta_n}{d(z, V_n^{(1)} + V_n^{(2)})},
\]
so (8.4) holds for all \( z \in U_{\text{proj}} \) which satisfy both (8.4) \( V_n = V_n^{(i)} \) and
\[
\liminf_{n \to \infty} d(z, V_n^{(1)} + V_n^{(2)}) > 0.
\]
Now let
\[
W = \left\{ z \in L : d(z, V_n^{(1)} + V_n^{(2)}) \to 0 \right\}.
\]
Evidently, $W$ is a vector space of dimension at most $2\ell$, where $\ell$ is the maximum dimension of the vector spaces $V_n^{(i)}$ ($n \in \mathbb{N}, i = 1, 2$). But if there exists any $z \in \mathcal{L} \setminus W$ such that (8.10) fails, then by passing to a subsequence we may add $z$ to $W$, thus increasing its dimension; thus by passing to a subsequence which maximizes $\dim(W)$, we guarantee (8.10) for all $z \in \mathcal{L} \setminus W$. Letting $X_i$ be as in (8.8) $V_n = V_n^{(i)}$, we get (8.9) for $\mu_{\text{proj}}$-a.e. $z \in U_{\text{proj}} \setminus (W + X_1 + X_2)$, i.e. (8.8) holds. \hfill \Box

Now let $\ell$ be the smallest number such that there exists a sequence $(V_n)_1^\infty$ of $\ell$-dimensional subspaces which satisfies (8.8), and let $(V_n)_1^\infty$ be such a sequence.

Claim 8.4. $(V_n)_1^\infty$ is a Cauchy sequence.

\textbf{Proof.} Suppose not; then there exist $\varepsilon > 0$ and sequences $n_j, m_j \to \infty$ such that for all $j$, $d_{\mathcal{G}}(V_{n_j}, V_{m_j}) \geq 3\varepsilon$. Write $W_j^{(1)} = W_{n_j}$ and $W_j^{(2)} = W_{m_j}$, and let $W_j$ be an $\varepsilon$-intersection of $W_j^{(1)}$ and $W_j^{(2)}$. Then by Claim 8.3 the sequence $(W_j)_1^\infty$ satisfies (8.8). But then the minimality of $\ell$ implies that $\dim(W_j) = \ell$ for all sufficiently large $j$. For such $j$,

$$d_{\mathcal{G}}(V_{n_j}, V_{m_j}) \leq d_{\mathcal{G}}(W_j, W_j^{(1)}) + d_{\mathcal{G}}(W_j, W_j^{(2)}) \leq 2\varepsilon,$$

a contradiction. \hfill \Box

So write $V_n \to V$ for some $V \in \mathcal{G}_\ell(\mathcal{L})$. Note that the sequence $(V)_1^\infty$ also satisfies (8.8), i.e.

\begin{equation}
\exists X \in \mathcal{G}(\mathcal{L}) \forall \mu_{\text{proj}} \text{-a.e. } z \in U_{\text{proj}} \setminus X \quad T_{\text{proj}}(z) \subseteq \mathbb{R} z + V.
\end{equation}

\textbf{Step 5. Finishing the proof.} We now break up into cases:

\textbf{Case 1: } $\mu_{\text{proj}}(U_{\text{proj}} \setminus X) = 0$. In this case, (8.11) becomes trivial but we can get the conclusion anyway. Namely, translating back to Euclidean space we get

$$\mu(U \setminus X_{\text{euc}}) = 0$$

for some finite-dimensional generalized sphere $X_{\text{euc}}$. After increasing the dimension of $X_{\text{euc}}$ by one, we can assume that $X_{\text{euc}}$ is a linear subspace of $\mathcal{H}$. But then the theorem follows from applying Theorem 4.4 ($d < \infty$) to

$$\mathcal{H} = X_{\text{euc}}, \quad \tilde{\mu} = \mu |_{U \cap X_{\text{euc}}}, \quad \tilde{U} = U \cap X_{\text{euc}}.$$

\textbf{Case 2. } $\mu_{\text{proj}}(U_{\text{proj}} \setminus X) > 0$, $\ell < k + 1$. In this case, for $\mu_{\text{proj}}$-a.e. $z \in U_{\text{proj}} \setminus X$, we have

$$T_{\text{proj}}(z) \subseteq \mathbb{R} z + V$$

$$\dim(T_{\text{proj}}(z)) = k + 1 \geq \ell + 1 = \dim(\mathbb{R} z + V),$$

$$T_{\text{proj}}(z) = \mathbb{R} z + V,$$

$$V \subseteq T_{\text{proj}}(z) \subseteq z^\perp,$$

$$z \in V^\perp.$$ 

Hence $S_{\text{proj}} \cap U_{\text{proj}} \setminus X \subseteq V^\perp$, whence it follows (e.g. from Lemma 7.9) that $T_{\text{proj}}(z) \subseteq V^\perp$ for $\mu_{\text{proj}}$-a.e. $z \in S_{\text{proj}} \cap U_{\text{proj}} \setminus X$. But then from the above we have $V \subseteq V^\perp$, i.e. $V$ is $Q$-isotropic. Since $\dim(V) = \ell = k \geq 1$, this implies that $V^\perp \cap L_Q \subseteq V$, so $S_{\text{proj}} \cap U_{\text{proj}} \setminus X \subseteq V$. This contradicts the hypothesis that $\mu_{\text{proj}}(U_{\text{proj}} \setminus X) > 0$, since $\mu_{\text{proj}} = \mathcal{H}^{k+1} |_{S_{\text{proj}}}$. 

Case 3. \( \mu_{\text{proj}}(U_{\text{proj}} \setminus X) > 0, \ell = k + 1 \). Note that this is the last case, since \( \ell \leq k + 1 \) because our original sequence \( \{V_n\}_1^\infty \) was of dimension \( k + 1 \). In fact, this means that when \( \ell = k + 1 \), then we did not need to extract a subsequence, and \( \{V_n\}_1^\infty \) is our original sequence defined by (8.7). But each element in this sequence satisfied \( \#([V_n \cap L_Q]) = 1 \), so the limiting subspace \( V \in G_{k+1}(L) \) must also satisfy \( \#([V \cap L_Q]) = 1 \). Also, \( X = \emptyset \), since the sequence defined by (8.7) did not require an \( X \).

After conjugating, we can without loss of generality suppose that \( V = (0) \times \mathbb{R} \times L_0 \) for some \( L_0 \in G_k(H) \). Then for \( \mu \)-a.e. \( x \in U \),

\[
R_t(x) + V \supseteq T_{\text{proj}}(\nu(x)) = R_t(x) + \nu'(x)[T_{\text{euc}}(x)],
\]

which implies that \( T_{\text{euc}} \equiv L_0 \) on \( U \). On the other hand, by the hypothesis of Theorem 4.4, we have \( \dim_T(S \cap U) = k \). By the sum theorem for topological dimension [24, Theorem 1.5.3], we have \( \dim_T(K) = k \) for some compact \( K \subseteq S \cap U \setminus \{\infty\} \). So to finish the proof, we need the following lemma:

Lemma 8.5. Let \( K \subseteq H \) be a compact pseudorectifiable set with tangent plane function \( T_K \equiv L_0 \) such that \( \dim_T(K) = k \). Then there exists an affine \( k \)-plane \( z + L_0 \) such that \( \mathcal{H}^k(K \cap (z + L_0)) > 0 \).

The proof of this lemma will be given in the next section. Once we have it, then the argument of Section 4 finishes the proof, since \( S \) contains a rectifiable set. (Cf. Remark 6.2).

Remark 8.6. To prove Theorem 2.1 for the case of weakly discrete Kleinian groups (cf. [21, Definition 5.2.1] for the definition of weak discreteness), Lemma 8.5 is not necessary. Indeed, by Claim 8.3, the intersection of any two subspaces satisfying (8.11) also satisfies (8.11), so the minimality of \( \ell \) implies that \( V \) is the only \((k+1)\)-dimensional subspace satisfying (8.11). As in Step 1 let \( G = \{ g \in G : g(U) \subseteq U \} \). Then for all \( g \in G \), \( g^{-1}[V] \) also satisfies the criterion (8.11), so \( g_{\text{proj}}[V] = V \). In particular, \( g_{\text{proj}}([V \cap L_Q]) = [V \cap L_Q] \), i.e. \( g(\infty) = \infty \). Thus \( G \) consists of similarities. But a weakly discrete Kleinian group cannot contain two similarities with distinct fixed points [21, Proposition 6.4.1], so \( S \cap U \setminus \{\infty\} \) is a singleton, a contradiction.

On the other hand, the need for an additional lemma to complete the proof of Theorem 2.2 is demonstrated by Example A.1(ii,iv), an example of a compact pseudorectifiable IFS limit set \( K \) satisfying \( T_K \equiv L_0 \). This example shows that the assumption \( \dim_T(K) = k \) in Lemma 8.5 is necessary (and cannot be replaced by the assumption that \( K \) is the limit set of an IFS).

9. Proof of Lemma 8.5 (Eliminating the exceptional case)

We will need the following characterization of topological dimension for compact metric spaces:

Lemma 9.1. For a compact metric space \( X \), the following are equivalent:

(A) \( \dim_T(X) \geq k \).

(B) There exist closed sets \( F_1, \ldots, F_k \subseteq X \) and open sets \( U_1, \ldots, U_k \subseteq X \) such that for each \( i \), \( F_i \subseteq U_i \), and such that if \( F_i \subseteq W_i \subseteq U_i \) for some open sets \( W_1, \ldots, W_k \), then \( \bigcap_1^k \partial W_i \neq \emptyset \).

(C) There exist closed sets \( F_1, \ldots, F_k \subseteq X \) and \( F'_1, \ldots, F'_k \subseteq X \) such that for each \( i \), \( F_i \cap F'_i = \emptyset \), and such that if \( G_i \supseteq F_i \) and \( G'_i \supseteq F'_i \) are closed sets such that \( G_i \cap G'_i = \emptyset \), then \( \bigcup_1^k (G_i \cup G'_i) \subseteq X \).

The equivalence of (A) and (B) is proven in [54, Corollary of Theorem II.8] (cf. [25, Theorem 1.7.9]).
Proof of (B) \(\Rightarrow\) (C). Let \(F_i' = X \setminus U_i\) for each \(i\), and let \(G_i \supseteq F_i'\) and \(G_i' \supseteq F_i'\) be closed sets such that \(G_i \cap G_i' = \emptyset\). For each \(i\), let \(W_i\) be an open set which contains \(G_i\) such that \(W_i \cap G_i' = \emptyset\). By definition, \(\bigcap_i^k \partial W_i \neq \emptyset\). But by construction, \(\bigcap_i^k \partial W_i \subseteq X \setminus \bigcup_i^k (G_i \cup G_i')\), so \(\bigcup_i^k (G_i \cup G_i') \subseteq X\). \(\square\)

Proof of (C) \(\Rightarrow\) (B). Let \(U_i = X \setminus F_i'\) for each \(i\), and let \(W_1, \ldots, W_k\) be open sets such that \(F_i \subseteq W_i \subseteq U_i\). By contradiction suppose that \(\bigcap_i W_i = \emptyset\). Let \(N_1, \ldots, N_k\) be open neighborhoods of \(\partial W_1, \ldots, \partial W_k\) such that \(\bigcap_i N_i = \emptyset\). Letting \(G_i = F_i \cup (W_i \setminus N_i)\) and \(G_i' = X \setminus W_i\) finishes the proof. \(\square\)

Now we begin the proof of Lemma 9.3. Let \(F_1, \ldots, F_k \subseteq K\) and \(F_1', \ldots, F_k' \subseteq K\) be as in Lemma 9.1. As in the proof of Proposition 4.21 we let \(V_1 \in \mathcal{G}(\mathcal{H})\) be a subspace large enough so that if \(\pi_1 = \pi_{V_1}\), then for all \(i\), \(\pi_1(F_i) \cap \pi_1(F_i') = \emptyset\). For each \(i = 1, \ldots, k\), we let \(g_i : V_1 \to \mathbb{R}\) be as in the smooth version of Urysohn’s lemma, so that \(g_i = -1\) on \(F_i\) and \(g_i = 1\) on \(F_i'\). Let \(g = (g_1, \ldots, g_k) : \mathcal{H} \to \mathbb{R}^k\), and let \(h = g \circ \pi_1 : \mathcal{H} \to (-1, 1)^k\).

Claim 9.2. Fix \(V_2 \in \mathcal{G}(L_0^+)\), let \(\pi_2 = \pi_{V_2}\), and let \(f : V_1 \to \mathbb{R}^{k-1}\) be a \(C^1\) map. Then
\[
\mathcal{H}^k([f \circ \pi_1] \oplus [\pi_2]) = 0.
\]
In particular, by Theorem 2.4
\[
\dim_T([f \circ \pi_1] \oplus [\pi_2]) < k.
\]
Proof. Let \(V_3 = L_0 + V_1 + V_2\), and let \(\pi_3 = \pi_{V_3}\). Then by Lemma 7.9 \(K_3 := \pi_3(K)\) is pseudorectifiable with tangent plane function \(T_{K_3} \equiv L_0\). By Proposition 7.4 \(K_i\) is rectifiable, so (7.2) is valid for sets \(A \subseteq K_3\). But
\[
([f \circ \pi_1] \oplus [\pi_2])(K) = ([f \circ \pi_1] \oplus [\pi_2])((K_3),
\]
so
\[
\mathcal{H}^k([f \circ \pi_1] \oplus [\pi_2])(K) \leq \int_{K_3} \det\left((f'((\pi_1(x)) \circ \pi_1) \oplus [\pi_2] | L_0\right) d\mathcal{H}^k(x) = 0,
\]
where the last equality is because for each \(x \in K_3\),
\[
\text{rank}\left((f'((\pi_1(x)) \circ \pi_1) \oplus [\pi_2] | L_0\right) = \dim\left(((f'((\pi_1(x)) \circ \pi_1) \oplus 0)(L_0)\right)
\]
\[
\leq \dim(\mathbb{R}^{k-1}) = k - 1 < k = \dim(L_0). \square\]

Claim 9.3. The set
\[
\bigcap_{\mathcal{y} \in (-1, 1)^k} \pi_{L_0^+}(h^{-1}(\mathcal{y}) \cap K)
\]
is nonempty.

Proof. By contradiction suppose not. Then by the intersection property of compact sets, there exists a finite set \(F \subseteq (-1, 1)^k\) such that
\[
\bigcap_{\mathcal{y} \in F} \pi_{L_0^+}(h^{-1}(\mathcal{y}) \cap K) = \emptyset.
\]
By replacing \(h\) with \(\Phi \circ h\), where \(\Phi : [-1, 1]^k \to [-1, 1]^k\) is a diffeomorphism such that \(\Phi \mid \partial[-1, 1]^k = \text{id}\) and \(\Phi(F) \subseteq \mathbb{R}e_k\), we may without loss of generality assume that \(F \subseteq \mathbb{R}e_k\). Write \(F = \{t_1e_k, \ldots, t_re_k\},\)
Then we let 

\[ A_p = \pi_{L_0}(h^{-1}(t_p e_k) \cap K), \]

so that \( \bigcap_{p=1}^{r} A_p = \emptyset \). Then there exists \( V_2 \in G(L_0^1) \) such that \( \bigcap_{p=1}^{r} \pi_2(A_p) = \emptyset \), where \( \pi_2 = \pi_{V_2} \). Let 

\[ f = (\pi \circ h) \oplus \pi_2, \]

where \( \pi : \mathbb{R}^k \to \mathbb{R}^{k-1} \) is the natural projection sending \( e_k \) to \( 0 \); then \( \bigcap_{p=1}^{r} f(A_p) = \emptyset \).

Let \( B_1, \ldots, B_r \) be closed neighborhoods of \( f(A_1), \ldots, f(A_r) \) such that \( \bigcap_{p=1}^{r} B_p = \emptyset \). Then since \( K \) is compact, there exist neighborhoods \( U_1, \ldots, U_r \) of \( t_1 e_k, \ldots, t_r e_k \) such that for all \( p \),

\[ f(h^{-1}(U_p) \cap K) \subseteq B_p. \]

Let \( \delta > 0 \) be small enough such that for all \( p = 1, \ldots, r \),

\[ t_p e_k + [-\delta, \delta]^k \subseteq U_p. \]

Let \( K' = f(K) \); then by Claim \( 9.2 \) \( \dim_T(K') < k \). We proceed to use this fact to recursively construct a sequence of \( 2k \)-tuples \( ((F_{i,p}, F'_{i,p}))_{i=1}^{k} \) of closed subsets of \( K' \). The first \( 2k \)-tuple is defined by the equations

\[
F_{i,0} = \{ (y, z) \in K' : y_i \leq -\delta \} \quad (i = 1, \ldots, k - 1), \quad F_{k,0} = K',
\]

\[
F'_{i,0} = \{ (y, z) \in K' : y_i \geq \delta \} \quad (i = 1, \ldots, k - 1), \quad F'_{k,0} = \bigcap_{p=1}^{r} B_p = \emptyset.
\]

Now suppose that the \( 2k \)-tuple \( (F_{i,p}, F'_{i,p})_{i=1}^{k} \) satisfies \( F_{i,p} \cap F'_{i,p} = \emptyset \) for all \( i = 1, \ldots, k \). Since \( \dim_T(K') < k \), by Lemma \( 9.1 \) there exist closed sets \( G_{i,p} \supseteq F_{i,p} \) and \( G'_{i,p} \supseteq F'_{i,p} \) such that \( G_{i,p} \cap G'_{i,p} = \emptyset \) and

\[
\bigcup_{i=1}^{k} (G_{i,p} \cup G'_{i,p}) = K'.
\]

Then we let

\[
F_{i,p+1} = G_{i,p} \quad (i = 1, \ldots, k - 1), \quad F_{k,p+1} = G_{k,p} \cap B_p,
\]

\[
F'_{i,p+1} = G'_{i,p} \quad (i = 1, \ldots, k - 1), \quad F'_{k,p+1} = G'_{k,p} \cup \bigcap_{q>p+1} B_q.
\]

We claim that \( F_{i,p+1} \cap F'_{i,p+1} = \emptyset \) for all \( i \). This is obvious for \( i < k \), and

\[
F_{k,p+1} \cap F'_{k,p+1} \subseteq G_{k,p} \cap (G'_{k,p} \cup \bigcap_{q>p} B_q) \subseteq G_{k,p} \cap (G'_{k,p} \cup F'_{k,p}) = \emptyset.
\]

This guarantees that the recursion can continue.

Note that for \( i = 1, \ldots, k - 1 \), we have \( F_{i,0} \subseteq F_{i,r} \) and \( F'_{i,0} \subseteq F'_{i,r} \). Also note that \( F_{k,0} = F'_{k,r} = K' \), which implies that \( G'_{k,0} = G_{k,r} = \emptyset \).

Now we define the sets \( G_i, G'_i \subseteq K \) \( (i = 1, \ldots, k) \) to get a contradiction to the fact that \( \dim_T(K) = k \) using Lemma \( 9.1 \). For each \( p = 0, \ldots, r \) let

\[
T_p = h^{-1}([-\delta, \delta]^{k-1} \times [t_p, t_{p+1}]) \cap K,
\]

where \(-1 < t_1 < \ldots < t_r < 1\). For each \( p = 1, \ldots, r \) let

\[
A_p = \pi_{L_0}(h^{-1}(t_p e_k) \cap K),
\]

This guarantees that the recursion can continue.
with the convention that \( t_0 = -1 \) and \( t_{r+1} = 1 \). Then let

\[
G_i = f^{-1}(G_{i,r}) \cap K \quad (i = 1, \ldots, k - 1), \quad G_k = F_k \cup \bigcup_{p=0}^{r} (T_p \cap f^{-1}(G_{k,p})),
\]

\[
G'_i = f^{-1}(G'_{i,r}) \cap K \quad (i = 1, \ldots, k - 1), \quad G'_k = F'_k \cup \bigcup_{p=0}^{r} (T_p \cap f^{-1}(G'_{k,p})).
\]

Then clearly, \( G_i \supseteq F_i \) and \( G'_i \supseteq F'_i \) for all \( i \). To get a contradiction, we must demonstrate the following relations:

\[(9.3) \quad G_i \cap G'_i = \emptyset \quad (i = 1, \ldots, k),\]

\[(9.4) \quad \bigcup_{i=1}^{k} (G_i \cup G'_i) = K.\]

Now, (9.3) is obviously satisfied for \( i = 1, \ldots, k - 1 \). By contradiction, suppose that \( x \in G_k \cap G'_k \). First suppose that \( x \in F_k \), i.e. \( h_k(x) = -1 \). Since \( F_k \cap F'_k = \emptyset \), we have \( x \in T_p \cap f^{-1}(G'_{k,p}) \) for some \( p = 0, \ldots, r \). Since \( x \in T_p \), we have \( p = 0 \), so \( f(x) \in G'_{k,0} \). But this contradicts that \( G'_{k,0} = \emptyset \), as we observed above. A similar argument rules out the case \( x \in F'_k \).

Alternatively, suppose that \( x \in T_p \cap f^{-1}(G_{k,p}) \cap T_q \cap f^{-1}(G'_{k,q}) \) for some \( p, q = 0, \ldots, r \). Since \( G_{k,p} \cap G'_{k,q} = \emptyset \), we get \( p \neq q \), and since \( T_p \cap T_q \neq \emptyset \), we get \( |p - q| = 1 \). Without loss of generality suppose that \( q = p + 1 \). Then \( h(x) \in T_p \cap T_q \subseteq U_p \) and thus \( f(x) \in B_p \). Since

\[
G_{k,p} \cap B_p \subseteq G_{k,p+1}, \quad G'_{k,p} \subseteq G'_{k,p+1},
\]

it follows that \( f(x) \) is in at most one of the sets \( G_{k,p} \cup G_{k,p+1}, G'_{k,p} \cup G'_{k,p+1} \). This is again a contradiction, so we get (9.3).

Similarly, fix \( x \in K \). If \( h(x) \notin [-\delta, \delta]^{k-1} \times [-1,1]^k \), then there exists \( i = 1, \ldots, k - 1 \) such that \( h(x) \in F_{i,0} \cup F'_{i,0} \) and thus \( x \in G_i \cup G'_i \). So suppose \( h(x) \in [-\delta, \delta]^{k-1} \times [-1,1]^k \); then \( x \in T_p \) for some \( p = 0, \ldots, r \). Thus

\[
x \in T_p \cap f^{-1} \left( \bigcup_{i=1}^{k} (G_{i,p} \cup G'_{i,p}) \right) \subseteq \bigcup_{i=1}^{k} (G_i \cup G'_i).
\]

So (9.4) holds, contradicting that \( \dim_T(K) = k \). \( \square \)

Let \( z \) be a member of (9.1). Then for all \( y \in (-1,1)^k \), we have \( h^{-1}(y) \cap K \cap (z + L_0) \neq \emptyset \). Equivalently,

\[
(-1,1)^k \subseteq h(K \cap (z + L_0)).
\]

So by Fact 5.1, \( \mathcal{H}^k(K \cap (z + L_0)) > 0 \). This completes the proof of Lemma 8.5.

**Appendix A. An Example Regarding Pseudorectifiability**

The following example conveniently combines counterexamples to several natural hypotheses about pseudorectifiable sets:

**Example A.1.** There exist sets \( R_1, R_2 \subseteq \mathcal{H} \) such that

(i) Both \( R_1 \) and \( R_2 \) satisfy (7.1) for some pairs \( (\mu_1, T_1) \) and \( (\mu_2, T_2) \).

(ii) \( \mu_1 \asymp \mathcal{H}^1 |_{R_1} \), but \( \mu_1 \not\asymp \mathcal{H}^1 |_{R_1} \). Thus \( R_1 \) is pseudorectifiable but not rectifiable.
(iii) \( \mathcal{H}^1(R_2) < \infty \), but \( \mathcal{H}^1 |_{R_2} \not\subseteq \mathcal{H}_2 \). Thus \( R_2 \) is not pseudorectifiable despite satisfying (7.1).

(iv) Both \( R_1 \) and \( R_2 \) are limit sets of similarity IFSes satisfying the strong separation condition.

(v) There exists a bounded linear map \( L : \mathcal{H} \to \mathcal{H} \) such that \( R_2 = L[R_1] \).

Of course, \( k = 1 \) is just for convenience and the examples can easily be extended to higher dimensions.

Proof. Let \( \mathcal{H}_* = \ell^2(\mathbb{N})^2 \) and \( \mathcal{H} = \mathbb{R} \oplus \mathcal{H}_* \), and let \( \pi_* = \pi_{\mathcal{H}_*} \). Define the function \( f : [0, 1] \to \mathcal{H}_* \) as follows:

\[
\pi(t) = \sum_{k=1}^{\infty} \frac{1}{2^k} e_{\lambda, \ell} = \sum_{k=1}^{\infty} e_{\lambda, \ell}.
\]

Fix \( \alpha > \sqrt{2} \) and let \( F(t) = (t, \alpha f(t)) \). We may now define the sets \( R_1, R_2 \subseteq \mathcal{H} \) and their corresponding pairs \( (\mu_1, T_1) \) and \( (\mu_2, T_2) \) as follows:

\[
R_1 = F([0, 1]), \quad \mu_1 = F[\lambda], \quad T_1 = L_0 := \mathbb{R} \times \{0\}
\]

\[
R_2 = \alpha f([0, 1]), \quad \mu_2 = 0, \quad T_2 = 0.
\]

To demonstrate that (7.1) holds, we first prove the following result:

Claim A.2. Fix \( V \in \mathcal{G}(\mathcal{H}_*) \) and \( \varepsilon > 0 \). Then there exists \( K = K_V \subseteq [0, 1] \) such that \( \pi_V \circ f |_K \) is piecewise \( \varepsilon \)-Lipschitz, and \( \lambda([0, 1] \setminus K) \leq \varepsilon \).

In what follows we will use the notation

\[
I(k, i) = \left( \frac{i}{2^k}, \frac{i+1}{2^k} \right).
\]

Proof. We recall the trace formula for \( \dim(V) \):

\[
\infty > \dim(V) = \text{Tr}[\pi_V] = \text{Tr}[\pi_V^2] = \sum_{k=1}^{\infty} \sum_{i=0}^{2^k-1} \|\pi_V(e_{k,i})\|^2.
\]

In particular, for each \( k \),

\[
\# \left\{ i = 0, \ldots, 2^k - 1 : \|\pi_V(e_{k,i})\|^2 \geq \frac{1}{2^{3k/4}} \right\} \leq 2^{3k/4} \dim(V).
\]

Letting

\[
B_k = \left\{ t \in [0, 1] : \|\pi_V(e_{k,[2^k \ell]})\|^2 \geq 2^{-3k/4} \right\}
\]

\[
\bar{B}_k = \left\{ t \in [0, 1] : d(2^k t, Z) \leq 2^{-k/4} \right\}
\]

we have

\[
\lambda(B_k) \leq 2^{-k/4} \dim(V), \quad \lambda(\bar{B}_k) \leq 2 \cdot 2^{-k/4}.
\]

Letting \( K = [0, 1] \setminus \bigcup_{k \geq k_0} (B_k \cup \bar{B}_k) \) for some sufficiently large \( k_0 \), we get \( \lambda([0, 1] \setminus K) \leq \varepsilon \).

We claim that for each interval of the form \( I = I(k_0, i) \), \( \pi_V \circ f |_{K \cap I} \) is \( \varepsilon \)-Lipschitz. Indeed, fix distinct \( t_1, t_2 \in K \cap I \), and write

\[
\ell_k^{(i)} = [2^k t_i] \quad (i = 1, 2, k \in \mathbb{N})
\]

\[
k_1 = \min \{ k : \ell_k^{(1)} \neq \ell_k^{(2)} \} > k_0.
\]
Since \( t_1, t_2 \notin \tilde{B}_{k_1} \), we have
\[
|t_2 - t_1| \geq 2^{-5k_1/4}.
\]
On the other hand, since \( t_1, t_2 \notin B_k \) for all \( k \geq k_1 \), we have
\[
\|\pi_V \circ f(t_2) - \pi_V \circ f(t_1)\| = \left\| \sum_{k=k_1}^{\infty} \frac{1}{2k} \pi_V (e_{k,i}^2) - e_{k,i}^1 \right\|
\leq \sum_{k=k_1}^{\infty} \frac{2}{2^k} \max_{i=1}^2 \|\pi_V (e_{k,i}^1)\| \leq \sum_{k=k_1}^{\infty} \frac{2}{2^k} \sqrt{2^{-3k/4}} \leq \frac{\varepsilon}{2^{5k_1/4}} \leq \varepsilon|t_2 - t_1|,
\]
where the second-to-last inequality holds assuming \( k_0 \) is sufficiently large.

Next, note that for each \( k \in \mathbb{N} \) and \( i = 0, \ldots, 2^k - 1 \),
\[
\operatorname{diam}(F(I(k,i))) \leq \sum_{\ell=k+1}^{\infty} \frac{1 + \alpha}{2^\ell} \approx \frac{1}{2^\ell} = \lambda(I(k,i)) = \mu_1(F(I(k,i))).
\]
So by Theorem 5.2, \( H^1 \mid R_1 \leq C \mu_1 \) for some constant \( C > 0 \).

To show that (7.1) holds, fix \( V \in \mathcal{G}(H) \). Then \( V \subseteq W := \mathbb{R} \oplus U \) for some \( U \in \mathcal{G}(H_*) \). Fix \( \varepsilon > 0 \), and let \( K = K_U \subseteq [0,1] \) be as in Claim A.2. Since \( \pi_V \circ f \mid K \) is piecewise \( \varepsilon \)-Lipschitz, \( \pi_W \circ F \mid K \) is piecewise \((1 + \alpha \varepsilon)\)-Lipschitz, so by Fact 5.1
\[
\mathcal{H}^1(\pi_W (R_1)) = \mathcal{H}^1(\pi_W \circ F([0,1])) \leq \mathcal{H}^1(\pi_W \circ F(K)) + \mathcal{H}^1(F([0,1] \setminus K))
\leq (1 + \alpha \varepsilon) \mathcal{H}^1(K) + C \mu_1(F([0,1] \setminus K)) \leq (1 + \alpha \varepsilon) + C \varepsilon.
\]
Similarly,
\[
\mathcal{H}^1(\pi_W (R_2)) = \alpha \mathcal{H}^1(\pi_W \circ f([0,1])) \leq \alpha \mathcal{H}^1(\pi_W \circ f(K)) + \alpha \mathcal{H}^1(F([0,1] \setminus K))
\leq \alpha \varepsilon \mathcal{H}^1(K) + C \mu_1(F([0,1] \setminus K)) \leq \alpha \varepsilon + C \varepsilon.
\]
Since \( \varepsilon \) was arbitrary, \( \mathcal{H}^1(\pi_W (R_1)) \leq 1 \) and \( \mathcal{H}^1(\pi_W (R_2)) = 0 \). In particular, (7.1) holds for \( R_2 \).

Since \( \mathcal{H}^k(\pi_{L_0} \circ \pi_W (R_1)) = \mathcal{H}^k([0,1]) = 1 \), another application of Fact 5.1 shows that \( \mathcal{H}^1(\pi_W (R_1)) = 1 \). On the other hand, Claim A.2 implies that \( \pi_W (R_1) = \pi_W \circ F([0,1]) \) is rectifiable, and thus pseudorectifiable by Proposition 2.5. Applying (7.1) with \( V = L_0 \) shows that the tangent plane function of \( \pi_W (R_1) \) is identically equal to \( L_0 \). Thus for all \( A \subseteq R_1 \)
\[
\int \#(\pi_V^{-1}(z) \cap A) \, d\mathcal{H}^1 \mid V (z) = \int \det(\pi_V \mid L_0) \#(\pi_W^{-1}(y) \cap A) \, d\mathcal{H}^1 \mid W (y)
= \int_A \det(\pi_V \mid T_1(x)) \, d\mu_1(x),
\]
i.e. (7.1) holds for \( R_1 \).

Having proven (i), we proceed to (ii)-(v). For (v), we observe that \( R_2 = \pi_* (R_1) \). To see (iv), note that \( R_1 \) and \( R_2 \) are the limit sets of the iterated function systems
\[
u_a^{(1)}(x) = \frac{1}{2} \alpha e_0 + \alpha e_{1,a} + \frac{1}{2} \left( x_0 e_0 + \sum_{k=1}^{2^k-1} \sum_{i=0}^{2^k-a+1} x_{k,i} e_{k+1,2^k+a+1} \right) \quad (a = 0, 1)
\]
\[ u^{(2)}_a(x) = \frac{\alpha}{2} e_{1,a} + \frac{1}{2} \sum_{k=1}^{\infty} \sum_{i=0}^{2^k-1} x_{k,i} e_{k+1,2^k a + i} \ (a = 0, 1) \]

respectively. The strong separation condition is proven by observing that if \( W = (R e_{1,0} + R e_{1,1})^\perp \), then \( u^{(1)}_a(R_1) \subseteq \frac{\alpha}{2} e_{1,a} + W \).

Next, since both these IFSes have Bowen parameter \( \delta = 1 \), by [44 Theorems 11.2 and 11.3], the Hausdorff 1-measures \( \mathcal{H}^1(R_1) \) are positive and finite. This demonstrates (iii). In fact, an elementary calculation of the Hausdorff 1-measure using the mass distribution principle shows that \( \mathcal{H}^1(R_1) \geq \alpha/\sqrt{2} > 1 = \mu_1(R_1) \), so \( \mu_1 \neq \mathcal{H}^1 |_{R_1} \). Since we already showed that \( \mathcal{H}^1 |_{R_1} \ll \mu_1 \), we get that \( R_1 \) is pseudorectifiable, but by Proposition [7.3] \( R_1 \) is not rectifiable. This demonstrates (ii) and completes the proof. \( \square \)
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