Hybrid approach for COVID-19 detection from chest radiography
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Abstract—Automatic and rapid screening of COVID-19 from the chest X-ray and Computerized Tomography (CT) images has become an urgent need in this pandemic situation of SARS-CoV-2 worldwide. However, accurate and reliable screening of patients is a massive challenge due to the discrepancy between COVID-19 and other viral pneumonia in both X-ray and CT images. Several models were introduced, but always there was a glitch that might be due to the use of a single classifier, and this reduces their accuracy. In this paper, we study the use of multi-classifiers and show their effect on different models working on X-ray and CT images. We perform a comparison study to show the high impact of ensemble stacking approach on top performer CNN models that recorded the highest detection accuracy in image detection and classification: COVID-Net, VGG16, ResNet, Bayesian, DenseNet, and DarkNet. We presented multi-classifiers instead of a single classifier stacked in an ensemble stacking approach for the diagnosis of the COVID19 from the Chest CT and X-ray images. We provide a quantitative evaluation of the proposed ensemble stacking approach on two types of datasets: X-ray images and CT images datasets, with percentages reaching 99%.
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I. INTRODUCTION

The coronavirus disease 2019 (COVID-19) pandemic has put the lives and health of a large number of people at risk. It has wreaked havoc on the public life of the entire world's population. As the number of cases rises, all nations are experiencing a lack of resources to identify COVID-19 [1]. This necessitates the use of a COVID-19 detection technique that is readily available, inexpensive, and automated.

SARS (Severe Acute Respiratory Syndrome) can be triggered by coronavirus infection, which can have significant health consequences. The diagnosis of COVID-19 cases must be confirmed by molecular assays, such as the reverse transcription polymerase chain reaction (RT-PCR) pathological test using throat swab samples, according to the World Health Organization (WHO). However, radiography imaging sensitivity outperforms the usual PCR technique [3]. The detection technique based on chest radiography images offers a number of benefits over traditional blood [4] and PCR testing. In comparison to other procedures, these are quick and inexpensive. In addition, many instances may be tested at the same time.

Furthermore, radiography-based detection methods are a viable alternative for COVID-19 testing kit shortages due to the widespread availability of radiology imaging equipment in hospitals. Machine and deep learning have become foundational fields in artificial intelligence in recent years [5]. For COVID-19 detection and classification on an automated basis, deep learning approaches is being extensively researched for COVID-19 detection and classification on automated manner [6]. As a result, deep learning has become an important component of automated clinical decision-making [7] [8].

In this paper, we proposed an ensemble stacking approach based on multi classifiers rather than the typical single classifier theme in current state-of-the-art models. We quantitatively demonstrate the substantial effect of the proposed ensemble stacking approach on various models accuracy with chest X-ray and CT images.

This paper's structure is organized as follows: Section 2 presents the related work. Section 3 describes the proposed stacked CNN model for the classification of COVID-19 X-ray and CT images. Section 4 describes the details of the experimental results, performance comparison. Finally, the conclusion is drawn in Section 5.

II. RELATED WORKS

The Convolution Neural Network is the core idea of deep learning techniques in computer vision, and it has resulted in excellent results in a variety of pattern recognition tasks, including image classification [9], object localisation, segmentation, and detection. It has also demonstrated its superiority in medical image analysis for image classification and segmentation issues [10], particularly in lung-related illnesses including lung nodule detection, pneumonia detection, and pulmonary TB detection [11]. Many researchers have recently presented various approaches for detecting COVID-19 using radiological imaging. Various CNN models were examined in terms of 2D and 3D CNN models for the categorization of chest radiography images into COVID-19, viral pneumonia, or no-infection [12].

Sethy et al. [13] extracted the deep features from the chest radiography images using the fully connected layer of the pre-trained models. Then, features matching has been done using SVM classifier. The authors utilized 13 different pre-trained net and the highest classification accuracy of 98.66% was obtained using ResNet50. Kumar et al. [14] utilized the DL ResNet-152 for prediction of COVID-19 patients on CRIs. Synthetic Minority Oversampling Technique (SMOT) is used with DL to balance the imbalanced data Points. The extracted learned features are fed to Random Forest (RF) and XGBoost (XGB) classifiers.
for 3-class classification. The proposed model provided 97.7\% accuracy for XGB and 97.3\% for RF classifiers.

Tree-class COVID classification method of CRIs was proposed in [15]. The method based on DL and 9-different CNN architectures. The best accuracy was 95\% for two models. Wang et al. [26] introduce model called COVID-Net to detect COVID cases from chest radiography images. This model was designed for (normal vs pneumonia vs COVID) classification with overall accuracy of 94.4\%.

Brunese et al. [27] introduced a COVID-19 detection approach based on transfer learning of VGG-16 model. This model used to differentiate between healthy and disease X-ray images with accuracy of 92\%. Then, it used for COVID-19 detection from disease X-ray chest dataset with accuracy of 94\%. The used DenseNet provided the same accuracy of 80\% for binary classification. Narin et al. [31] used 5-fold cross validation pre-trained models for COVID-19 detection from chest radiography images. The highest accuracy of 98\% is obtained using ResNet50 model. Panwar et al. [28] presented DL based method nCOVNet for fast COVID19 detection from x-ray chest images. This method used the VGG net and transfer learning using five-different layers that achieved 97.2\% detection accuracy.

Similarly, our previous works shows we tested six pre-trained CNN models, including COVID-Net, VGG16, ResNet, Bayesian, DenseNet, and DarkNet, in order to demonstrate the applicability of deep learning in COVID-19 detection using X-ray and CT images [16]. The experimental results showed that both DarkNet and COVID-Net yielded an accuracy of 99\% with minor variation in the values of PRECISION, RECALL, and F1 on the CT dataset. For X-ray dataset, DarkNet model yield highest detection accuracy of 98\% with PRECISION 0.98, RECALL 0.9, and F1 0.94.

However, other models yielded low accuracy. Thus, the work in this paper is an extension to our work [16]. We mainly focus on ensemble stacking classifiers and their effect on different models accuracy.

Stacked Generalization, or simply "Stacking," is a machine learning ensemble algorithm. On the same dataset, it entails integrating predictions from several machine learning models [20]. The algorithm takes the outputs of basic models as input and tries to figure out how to combine the input predictions in the best way possible to get a superior output prediction. The fact that each classifier contributes the same amount to the ensemble prediction, regardless of how well it performs, is a drawback of this technique [21]. A weighted average ensemble is a variant of this method that weights each ensemble member's contribution by the trust or expected performance. This allows the best classifiers to contribute more, while the worst-performing models contribute less [22].

Stacked generalization works by deducing the generalizer's biases in relation to a given learning set. This deduction works by generalising in a second space whose inputs are the original generalizers' predictions when they were taught a portion of the learning set and then asked to guess the remainder, and whose output is the right prediction.

As seen in fig. 1. Level-0 Models (Base Models): Models that fit the training data and provide predictions. Level-1 Model (Meta Model): Model that learns how to integrate the predictions of the basic models in the most effective way.

The meta-model is trained using out-of-sample data predictions generated by base models. That is, non-training data is fed into the base models, predictions are produced, and these predictions, along with the expected outputs, form the input and output pairs of the training dataset used to fit the meta-model [23].
Convolutional layers in convolutional neural network apply learnt filters to input images in a systematic way to generate feature maps that summarise the presence of certain characteristics in the input. After the convolutional layer, a new layer called a pooling layer is introduced. Specifically, when a convolutional layer's feature maps have been subjected to nonlinearity. The pooling layer works on each feature map independently to generate a new set of pooled feature maps with the same amount of features. Calculate the average value for each patch and use it to construct a feature map using average pooling.

The output of the CNN feature extraction phase pass through the base model which contains five classifiers working in parallel to get the most accurate result. The output of the base model is the input of the meta model, which works through logistic regression. Our model output is one of the three class cases which are COVID-19, pneumonia, or normal.

IV. EXPERIMENTAL SETUP

In this section we present: dataset information, evaluation metrics, evaluation of proposed method, and performance comparison. All experiments in this section were carried out on a PC with 8 GB of RAM and a gtx 1080ti GPU with 11 GB of RAM.

A. Data Set

We have considered publicly available datasets that had images of COVID-19 infection that were either positive or suspicious. The usage of public datasets aids in comparing the suggested ensemble stacking technique to state-of-the-art models in terms of accuracy gain. COVIDx [24] is the major dataset used to train and evaluate X-ray image models. It contains 16,756 chest radiography images for 13,645 patients. TABLE I displays the dataset distribution and Fig. 3 exhibits X-ray image samples from the COVIDx dataset with different cases.

For CT images we have used China association of Chest CT Image Investigation (CCCCCI)[25] dataset. It consists of 104,009 CT images for 1,489 cases. Its images show chest CT volumes from three different forms of infections: COVID-19, pneumonia, and uninfected. Figure 4 shows CT image examples with various illnesses from the COVIDx-CT dataset. The dataset distribution is shown in TABLE II. Slices identified as harbouring lung abnormalities were highlighted in the COVID-19 and pneumonia scan volumes, as seen in the figures.

We divided these two datasets with 60% for training, 20% for validation, and 20% for testing, which resulted in the best accurate performance of all the models tested. The dividing portions (60%, 20%, and 20%) are constructed at random in each run. The average of those 60 times is then taken into account in the stated findings. The CT and X-ray datasets were chosen based on their size and universality. It is the clearest and most comparable to genuine photos without any alterations or additions since it is the biggest data collection accessible thus far.

![Fig. 3. Samples of COVIDx dataset](image)

**TABLE I.** COVIDx dataset distribution

| Type     | Normal | Pneumonia | COVID-19 | Total |
|----------|--------|-----------|----------|-------|
| Train    | 5325   | 2400      | 2328     | 10053 |
| Test     | 1088   | 1088      | 1176     | 3352  |
| Validation | 1088  | 1088      | 1176     | 3352  |

**TABLE II.** COVID CT dataset distribution

| Type     | Normal | Pneumonia | COVID-19 | Total |
|----------|--------|-----------|----------|-------|
| Train    | 28202  | 12635     | 21568    | 62405 |
| Test     | 8658   | 4893      | 7251     | 20802 |
| Validation | 8658 | 4893      | 7251     | 20802 |
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B. Evaluation Metrics

To measure the network's performance, we use the following most popular metrics: Precision, Recall, F1-Score, and Accuracy:

- **Precision**: The proportion of COVID19 positive patients who were properly predicted to the total number of positive predictions (i.e. True positives and false positives). This measure allows an algorithm to calculate the rate of false positives. The lower the false positives, the higher the precision.
  
  \[ \text{Precision} = \frac{\text{True positives (TP)}}{\text{True positives (TP)} + \text{false positives (FP)}} \]

- **Recall**: The algorithm's sensitivity is also known as recall. It's the proportion of accurately anticipated positive outcomes (also known as true positives) to
On the initial steps with a single classifier, DarkNet outperformed COVID-Net on the CT dataset, with an accuracy rate of 99% and some change in the values of PRECISION, RECALL, and F1, as shown in TABLE III, as it adapts to new datasets and has the optimal cost function. TABLE IV, on the other hand, shows that the DarkNet model has the best detection accuracy with 98% on the X-ray dataset, as well as PRECISION 0.98, RECALL 0.9, and F1 0.94. ResNet ranks in second place in terms of accuracy, with a score of 95%.

TABLES V and VI shows the improved accuracy of applying our ensemble stacking approach to these 6 models on both CT and X-ray dataset.

| Model Name | Information |
|------------|-------------|
| COVID-Net  | 0.99 0.98 0.99 0.97 4 hours |
| VGG        | 0.84 0.90 0.85 0.90 6 hours |
| ResNet     | 0.99 0.96 0.97 98% 7 hours |
| Bayesian   | 0.90 0.89 0.82 76.9% 8 hours |
| DarkNet    | 0.99 0.96 0.98 99.7% 6 hours |
| DenseNet   | 0.92 0.90 0.93 90% 8 hours |

On the other hand, one of the major drawbacks of proposed ensemble stacking approach is computation time. That comes from the use of many classifiers. However, it is still acceptable in our application, where accuracy is more valuable than minor increases in computation time.

COVID-Net still achieves higher efficiency with an accuracy of 99.9%, as demonstrated in TABLE V in the CT dataset, but both models improve at high rates, as indicated in the table. DarkNet, on the other hand, produced the best results in the X-ray dataset, as shown in TABLE VI, with an accuracy of 99.7% and improved the rates and results for all other models. In order to compare all the indicator results of all models together, we made a result radar chart to represent all the evaluation metrics values, as shown in fig. 5. and fig.
6. It is obvious shown that the further the line is from the center of the circle, the better the performance of the corresponding index. The chart shows that the accuracy, sensitivity and specificity lines corresponding to our results are all close to the periphery of the shape, which means that all performance results are high. And this also shows that our method has higher performance than the other methods.

On the other hand, one of the major drawbacks of proposed ensemble stacking approach is computation time. That comes from the use of many classifiers. However, it is still acceptable in our application, where accuracy is more valuable than minor increases in computation time.

![Radar Chart For Proposed Ensemble Stacking Approach On COVIDX Dataset](image1)

![Radar Chart For Proposed Ensemble Stacking Approach On COVIDX-CT Dataset](image2)

**CONCLUSION**

In this paper, we introduce stacked convolutional neural network for automated COVID19 diagnosis using chest CT and X-ray images in this study. The suggested model can learn image discriminating characteristics and extract a wide range of information from chest X-rays and CT scans. The model performed well in terms of accuracy and memory consumption, and we expect to work on a solution to the time consumption issue that hampered the model's performance in the future.

On the CT images of the COVIDX-CT dataset, the COVID-19 detection stacking model obtains a classification accuracy of 99.9%, recall of 0.99, and F1-score of 1.00, while on the X-ray images of the COVIDX dataset, it achieves a classification accuracy of 99.7%, recall of 0.96, and F1-score of 0.98. The findings of our studies demonstrate that the stacked CNN is successful at classifying COVID-19, Normal, and Pneumonia X-ray images. More notably, in the chest radiography classification, the suggested ENSEMBLE STACKING model outperforms.
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