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Abstract
Reliability analysis is an important issue in wireless sensor networks (WSNs). This paper aims to study the reliability of a data flow in event-driven wireless sensor networks with multiple sending transmission approach without acknowledgments. Initially, an event-driven wireless sensor network model is described in terms of limited node battery energy and shadowed fading channels. Then, in order to analyze the network reliability, the wireless link reliability and the node energy availability are investigated, respectively. Furthermore, the analytical expressions of the instantaneous network reliability and the mean time to failure (MTTF) are derived. Finally, the simulation results validate the correctness and accuracy of the analytical results.
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1 Introduction
Recent advances in micro-electro-mechanical systems, digital electronics, and wireless communications have led to the emergence of wireless sensor networks (WSNs). A WSN consists of a number of wireless sensor nodes [1]. Each sensor node is a device, equipped with multiple on-board sensing elements, wireless transmitter/receiver modules, computational and power supply elements. Usually, it is characterized by its small size and limited computational and communication capabilities with limited energy supplied by a battery [2]. Indeed, they are deployed in an area of interest to collect data from the environment, process sensed data, and take action accordingly. Typical applications of the WSNs include battlefield surveillance, environmental monitoring, biological detection, smart spaces, and industrial diagnostics [3,4]. Due to the superiority in monitoring spatial phenomena, the WSNs have drawn a lot of attention both in academia and industry.

In the past few years, intensive researches for WSNs have been conducted in many aspects, such as localization [5], synchronization [6,7], deployment [8], and communication protocol [9]. However, it should be emphasized that comparing with other wireless networks, WSNs are more prone to failure due to energy depletion, hardware failure, communication link errors, and so on. Obviously, how to measure the impacts from such network failure is one important issue for practical design and operations, which motivates the research on reliability analysis for WSNs.

So far, reliability analysis has been intensively studied in many traditional wireless communication networks. Chen and Lyu [10] analyzed the end-to-end expected instantaneous reliability for wireless common object request broker architecture (CORBA) networks. Cook and Ramirez-Marquez [11] analyzed the two-terminal reliability for mobile ad hoc networks. They [12,13] also employed Monte Carlo (MC) simulation method to evaluate the reliability of mobile and cluster ad hoc networks, respectively. Dominiak et al. [14] analyzed the terminal-pair (two-terminal) reliability for IEEE 802.16 mesh networks. Liu et al. [15] proposed a more general region failure model to assess the reliability of wireless mesh networks affected from a region failure. Egeland and Engelstad [16] analyzed the k-terminal reliability for both
planned and random wireless mesh networks. However, due to the non-repairable nodes and the limited node battery energy in WSNs, the traditional reliability evaluation methods are not applicable for WSNs. It has actually been reported that the energy constraint is the main factor preventing the full exploitation of WSN technology [17]. So far, only a few researches can be found for the reliability of WSNs in the open literature. AboElFotoh et al. [18] proposed a reliability measure under the assumption that the transmitter/receiver ranges of all sensor nodes are all the same. Obviously, such assumption violates that fact that the real transmitter/receiver ranges usually change with practical wireless link conditions and traffic loads. Shazly et al. [19] further proposed a three-state node reliability model for WSNs reliability analysis. Cheng et al. [20] developed the predictability of collective timeliness for hard network lifetime environments through the worst-case energy consumption analysis. However, the proposed model cannot reflect the relation between the data transmissions and energy consumptions.

This paper will try to analyze the reliability of a data flow in event-driven WSNs with multiple sending transmission approach without acknowledgments. Considering the effects from wireless links, traffic loads, energy consumptions, and node failures, a more rigorous system model is described for a data flow in event-driven WSNs. Based on the proposed system model, wireless link reliability and node energy availability are analyzed respectively. Then, the instantaneous network reliability and the mean time to failure (MTTF) of the data flow in event-driven WSNs are derived.

The remainder of this paper is organized as follows. The system model is introduced in Section 2. In Section 3, the expressions of the node energy availability and the instantaneous network reliability and MTTF of event-driven wireless networks are derived. Numerical results are presented in Section 4 before conclusions are drawn in Section 5.

2 System model

Consider a data flow with a source node, N relay nodes, and a sink node in an event-driven WSN, which is shown in Figure 1. For detailed description about the event-driven WSN, one can refer to [21,22]. In this paper, the source node generates data packets by sensing events and transmits the packets to the sink node through the N relay nodes. To simplify the control mechanism and reduce buffer size at nodes, a multiple sending approach without acknowledgments [23] is adopted as the transmission scheme. Such transmit approach has been proved to be similar to the acknowledgment-based scheme especially under high channel error rate. Except for the sink nodes, all other nodes do not guarantee their functioning over the time and they are normally equipped with low voltage batteries that limit their lifetimes. Without loss of generality, the initial energy available for the source and relay nodes are denoted as \(E_{0}^{\text{init}}\) and \(E_{n}^{\text{init}}(n = 1, 2, \ldots, N)\), respectively. When the available energy of a node is less than a threshold level \(E_{th}\), the node will lose its functioning.

To prolong the lifetime, the source node is usually operated in power-saving strategy to save energy. At this strategy, the source node operates either in active mode (i.e., sensing or transmitting) or sleep mode. Since sensing is an energy-consuming operation, the source node generally has its own duty cycle, for instance 1%, which corresponds to 10 ms sensing event per second. Thus, the energy consumed by the source node to sensing event from time 0 to time \(t\) can be given by

\[
E_{0}^{s} (t) = \alpha P_{0}^{s} t, \tag{1}
\]

where \(\alpha\) is the duty cycle, \(P_{0}^{s}\) is the power required by sensing event per second. If some event is detected, the radio module of the source node is turned on and a packet is transmitted to the nearest relay node. Let \(K\) denote the number of packet copies sent out by each node in the WSN and assume that totally \(M(t)\) events are detected during \([0,t]\), then the energy spent in transmitting packets at the source node can be expressed as

\[
E_{0}^{t} (t) = \left( P_{0}^{t} + P_{0}^{s} \right) K L M (t), \tag{2}
\]

where \(P_{0}^{t}\) is the power dissipation of the source node to run the transmitter circuitry, \(P_{0}^{s}\) is the power used by the transmit amplifier (i.e., the transmit power), \(L\) is the packet length in bit and \(r\) is the transmission rate in bit per second. If no event is detected, the radio module of the source node is kept unavailable. Note that the counting process \(M(t)\), \(t \geq 0\) which denotes the number of events that are detected by time \(t\) is assumed to be a non-homogeneous Poisson process (NHPP) with intensity function \(\lambda(t)\). Then \(M(t)\) has a Poisson distribution with mean \(\Lambda(t)\) which is given as [24]

\[
\Pr \{M(t) = k\} = \frac{(\Lambda(t))^{k}}{k!} \exp (-\Lambda(t)), \quad k = 0, 1, \ldots, \tag{3}
\]

where \(k!\) is the factorial of \(k\), and \(\Lambda(t) = \int_{0}^{t} \lambda(u) \, du\).
Specifically, if $\lambda(t)$ does not change over time, i.e., $\lambda(t) = \lambda_0$, the counting process $M(t)$ becomes a homogeneous Poisson process and can be written as

$$
\Pr \{ M(t) = k \} = \frac{(\lambda_0 t)^k}{k!} \exp(-\lambda_0 t), \; k = 0, 1, \ldots
$$

(4)

To save energy, the relay nodes also operate in power saving strategy and switch between the sleep mode and the active mode. In most cases, the relay nodes are kept in sleep mode and the radio module is shut off. Under the sleep mode, an analog block stays awake and acts as the radio detector. Once a radio signal is detected, the signal is converted to a control signal which, in turn, is sent to power control electronics to wake up the radio module.

With the state-of-art technology, the energy consumed by the analog block is very small. So we only consider the energy consumed while relay nodes are transmitting or receiving in active mode. For the $n$th relay node, assume totally $D_n(t)$ events are received during $[0, t]$, the energy spent in receiving packets can be given by

$$
E_n^r(t) = \frac{P_n^r KLD_n(t)}{r} \; \forall n \in \{1, 2, \ldots, N\},
$$

(5)

where $P_n^r$ is the power dissipation of the $n$th relay node to run the transmitter circuitry. Similar to the source node, for the $n$th relay node, the energy consumed by the packet transmission during $[0, t]$ can be shown as

$$
E_n^t(t) = \frac{(P_n^t + P_n^k) KLD_n(t)}{r} \; \forall n \in \{1, 2, \ldots, N\},
$$

(6)

where $P_n^t$ is the transmit power of the $n$th relay node.

In the considered data flow, all packets will be transmitted over wireless channels. For facilitating the following description, the source node and the $n$th relay node ($n = 1, 2, \ldots, N$) are also called as node 0 and node $n$, respectively. Moreover, the sink node is renamed as node $N + 1$. If node $n$ is transmitting a packet to node $n + 1$, the receiving signal quality can be measured as the received signal-to-noise ratio (SNR) value, i.e.,

$$
\Gamma_n = \frac{P_n^t h_n}{n_0} \; \forall n \in \{0, 1, \ldots, N\},
$$

(7)

where $P_n^t$ is the transmit power of node $n$, $n_0$ is the background noise power at a receiver, and $h_n$ is the wireless channel gain between node $n$ and node $n + 1$ and can be calculated in decibels as

$$
[h_n]_{\text{dB}} = |G|_{\text{dB}} - \eta \left[ \frac{d_n}{d_{\text{ref}}}_{\text{dB}} \right] - [\xi]_{\text{dB}},
$$

(8)

where $[x]_{\text{dB}}$ denotes $10 \log_{10} x$; $G$ is a dimensionless constant, meaning the measured line-of-sight (LOS) path loss at $d_{\text{ref}}$, which depends on the antenna characteristics and the average channel attenuation; $\eta$ is the path loss exponent for the wireless channel which depends on the terrain and the environment. It may vary between 2 in free space up to 6 in for example urban areas [25]; $d_{\text{ref}}$ is a reference distance for the antenna far-field, $d_n$ is the distance between node $n$ and node $n + 1$; $\xi$ is the shadow fading and follows a lognormal distribution, i.e., the value of logarithm $[\xi]_{\text{dB}}$ is a normal distribution with mean zero and variance $\sigma^2_{\xi}$. To guarantee the receiving accuracy, it is expected that the actual SNR must be no less than the target SNR, i.e.,

$$
\Gamma_n \geq \gamma^t,
$$

(9)

where $\gamma^t$ is the target SNR.

3 Reliability analysis

In typical WSN applications, wireless sensor nodes are scattered in large geographical regions and it is not always possible to perform node maintenance after the network deployment. For this reason, all nodes have to adapt their behaviors to the environmental changes. This section will firstly analyze the wireless link reliability and the node energy availability, respectively. Then, the instantaneous network reliability and MTTF are evaluated for the data flow.

3.1 Wireless link reliability

For node $n$, one successful transmission can be measured as the received SNR value being no less than the target SNR. Thus, the successful probability of one transmission from node $n$ to node $n + 1$ can be defined as

$$
\rho_n^{\text{succ}} = \Pr \left\{ \frac{P_n^t h_n}{n_0} > \gamma^t \right\} \; \forall n \in \{0, 1, \ldots, N\}.
$$

(10)

Substituting (8) into (10), we can obtain

$$
\rho_n^{\text{succ}} = \Phi \left( \sqrt{2} \varphi_n \right) = \frac{1}{2} \left( 1 + \text{erf} (\varphi_n) \right),
$$

(11)

where $\Phi(x) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{x} \exp \left( -t^2/2 \right) dt$ is the cumulative distribution function (CDF) of the standard normal distribution, $\text{erf}(x) = \frac{2}{\sqrt{\pi}} \int_{0}^{x} \exp \left( -t^2 \right) dt$ is the error function, and the parameter $\varphi_n$ can be obtained as

$$
\varphi_n = \frac{1}{\sqrt{2\sigma_{\xi}}} \left( [P_n^t]_{\text{dB}} + [G]_{\text{dB}} - \eta \left[ \frac{d_n}{d_{\text{ref}}}_{\text{dB}} \right] - [n_0]_{\text{dB}} - [\gamma^t]_{\text{dB}} \right).
$$

(12)

To guarantee the reliable reception, each packet will be transmitted $K$ times. Then the single wireless link
reliability between node $n$ and node $n+1$ can be obtained as
\[ R_n^L = 1 - (1 - P_n^{\text{succ}})^K \]
\[ = 1 - \frac{1}{2^K} \left[ \text{erfc} \left( \phi_n \right) \right]^K \quad \forall n \in \{0, 1, \ldots, N\}, \tag{13} \]
where $\text{erfc}(x) = 1 - \text{erf}(x) = 2/\sqrt{\pi} \int_x^\infty \exp \left( -t^2 \right) dt$ is the complementary error function.

Furthermore, using (13), the integrated wireless link reliability can be calculated by
\[ R^L = \prod_{n=0}^N R_n^L = \prod_{n=0}^N \left\{ 1 - \frac{1}{2^K} \left[ \text{erfc} \left( \phi_n \right) \right]^K \right\}. \tag{14} \]

### 3.2 Node energy availability

In the considered WSN, the sensor nodes are powered by low-voltage batteries. If the stored energy is depleted, the node is an energy-unavailable node and thus loses its functioning. Based on the energy stored in a node, the node energy availability for source node and relay nodes will be discussed in the following subsections.

#### 3.2.1 Source node energy availability

For the source node (node 0), the residual energy at time $t$ can be obtained as
\[ E_0^{\text{re}}(t) = E_0^{\text{init}} - (E_0^t(t) + E_0^\text{rel}(t)) \]
\[ = E_0^{\text{init}} - \alpha P_0^s t - \left( P_0^s + P_0^t \right) KLM(t). \tag{15} \]

When $E_0^{\text{re}}(t)$ is less than a threshold $E_{\text{th}}$, the sensor node cannot work normally. Assume that symbol $A_0$ is the state that the source node is energy available at time $t$ and then the energy availability of the source node at time $t$ is given as
\[ \Pr \{ A_0 \} = \Pr \{ E_0^{\text{re}}(t) \geq E_{\text{th}} \} \]
\[ = \Pr \left\{ M(t) \leq \frac{(E_0^{\text{init}} - \alpha P_0^s t - E_{\text{th}}) r}{(P_0^s + P_0^t) KLM(t)} \right\}. \tag{16} \]

According to (3), the energy availability of the source node at time $t$ can be measured as
\[ \Pr \{ A_0 \} = \sum_{k=0}^{M_0} \frac{\Lambda(t)^k}{k!} \exp \left( -\Lambda(t) \right), \quad M_0 \geq 0, \]
\[ 0, \quad M_0 < 0, \tag{17} \]
where $M_0$ is an integer and can be obtained as
\[ M_0 = \left[ \frac{E_0^{\text{init}} - \alpha P_0^s t - E_{\text{th}}}{(P_0^s + P_0^t) KLM(t)} \right]. \tag{18} \]

In (18), $\lfloor x \rfloor = \min \{ m \in \mathbb{Z} | m \leq x \}$ is the largest integer less than $x$. Using the upper incomplete gamma function defined in [26], (17) can be further modified into
\[ \Pr \{ A_0 \} \approx \frac{1}{M_0!} \Gamma (M_0 + 1, \Lambda(t)), \quad M_0 \geq 0, \]
\[ 0, \quad M_0 < 0, \tag{19} \]
where the function $\Gamma(\mu, x) = \int_x^\infty e^{-t} t^{\mu-1} dt$ is the upper incomplete gamma function.

Specifically, if $\lambda(t)$ is a constant $\lambda_0$, (19) can be transformed into
\[ \Pr \{ A_0 \} = \frac{1}{M_0!} \Gamma (M_0 + 1, \lambda_0 t), \quad M_0 \geq 0, \]
\[ 0, \quad M_0 < 0. \tag{20} \]

To reduce the computation complexity, we further analyze the probability in (19) and obtain Proposition 1.

**Proposition 1.** At time $t$, if the value of $\Lambda(t)$ is sufficiently large (e.g., the value of $\Lambda(t)$ is greater than 10), then the energy availability of source node can be expressed approximately as follows:
\[ \Pr \{ A_0 \} \approx \frac{1}{2} \left[ 1 + \text{erf} \left( \frac{M_0 + 0.5 - \Lambda(t)}{\sqrt{2\Lambda(t)}} \right) \right], \quad M_0 \geq 0, \]
\[ 0, \quad M_0 < 0. \tag{21} \]

**Proof.** See Appendix 1. \hfill \Box

#### 3.2.2 Relay node energy availability

Similar to the source node, the residual energy for the $n$th node $\forall n \in \{1, 2, \ldots, N\}$ relay node (node $n$) at time $t$ can be obtained as
\[ E_n^{\text{re}}(t) = E_n^{\text{init}} - (E_n^t(t) + E_n^\text{rel}(t)) \]
\[ = E_n^{\text{init}} - \left( 2P_n^s + P_n^t \right) KLD_n(t), \tag{22} \]
where $D_n(t)$ is a random variable which describes the number of packets that are successfully received by node $n$ during $[0, t]$. Define $A_n, \forall n \in \{1, 2, \ldots, N\}$ as a state that node $n$ is energy available at time $t$, and then the energy availability of relay node is defined as
\[ \Pr \{ A_n \} = \Pr \{ E_n^{\text{re}}(t) \geq E_{\text{th}} \} \]
\[ = \Pr \left\{ D_n(t) \leq \frac{r (E_n^{\text{init}} - E_{\text{th}})}{2P_n^s + P_n^t KLM(t)} \right\}. \tag{23} \]

Obviously, to obtain the energy availability of the $n$th relay node, $D_n(t)$ should be measured firstly. According to
affected by the channel fading, the packets may not be received successfully. Therefore, $D_n(t)$ should be a discrete random variable. The probability distribution of random variable $D_n(t)$ can be described as (see Appendix 2 for the detailed derivation)

$$\Pr \{D_n(t) = i | A_0 A_1 \ldots A_{n-1} \} = \sum_{k=0}^{\infty} \binom{k}{i} \left( R_{0-n}^l \right)^i \left( 1 - R_{0-n}^l \right)^{k-i} \frac{(\Lambda(t))^k}{k!} \exp(-\Lambda(t)),$$

(24)

$$i = 0, 1, \ldots$$

where $\binom{k}{i} = k! / [i! (k-i)!]$ for $k \geq 0, i \geq 0, k \geq i$ denotes the binomial coefficients [27], and $R_{0-n}^l \equiv \lambda \sum_{n=0}^{\infty} \lambda_n^l$.

Substituting (24) into (23), the probability of the $n$th relay node which is energy available can be given by

$$\Pr \{ A_n | A_0 A_1 \ldots A_{n-1} \} = \Pr \{ D_n(t) \leq M_n | A_0 A_1 \ldots A_{n-1} \}
= \sum_{i=0}^{M_n} \Pr \{ D_n(t) = i | A_0 A_1 \ldots A_{n-1} \}
= \sum_{i=0}^{M_n} \sum_{k=0}^{\infty} \binom{k}{i} \left( R_{0-n}^l \right)^i \left( 1 - R_{0-n}^l \right)^{k-i} \frac{(\Lambda(t))^k}{k!} \exp(-\Lambda(t)),$$

(25)

where $M_n$ can be obtained by

$$M_n = \frac{(E_{n}^{\text{init}} - E_{\text{th}}) r}{(2P_n^e + P_n^r) \lambda KL}, \quad \forall n \in \{1, 2, \ldots, N\}.$$

(26)

Specifically, if $\lambda(t)$ is a constant $\lambda_0$, the probability of the $n$th relay node which is energy available can be given by

$$\Pr \{ A_n | A_0 A_1 \ldots A_{n-1} \} = \sum_{i=0}^{M_n} \sum_{k=0}^{\infty} \binom{k}{i} \left( R_{0-n}^l \right)^i \left( 1 - R_{0-n}^l \right)^{k-i} \frac{(\Lambda(t))^k}{k!} \exp(-\Lambda(t)).$$

(27)

Furthermore, exchanging the order of summation in (25) and then using the relationship between the regularized incomplete beta function and the cumulative distribution function of a binomial variable [28,29], the probability of the $n$th relay node is energy available can be calculated by

$$\Pr \{ A_n | A_0 A_1 \ldots A_{n-1} \} = \Gamma \left( M_n + 1, \Lambda(t) \right)
+ \sum_{k=M_n+1}^{\infty} \frac{(\Lambda(t))^k}{k!} \exp(-\Lambda(t)) \times I_{1-R_{0-n}^l} (k - M_n, M_n + 1),$$

(28)

where $I_a(a, b) = \left[ \int_0^a t^{a-1} (1-t)^{b-1} \, dt \right] / \left[ \int_0^1 t^{a-1} (1-t)^{b-1} \, dt \right]$ is the regularized incomplete beta function.

Specifically, if $\lambda(t)$ is a constant $\lambda_0$, the probability of the $n$th relay node is energy available can be given by

$$\Pr \{ A_n | A_0 A_1 \ldots A_{n-1} \} = \Gamma \left( M_n + 1, \lambda_0 t \right)
+ \sum_{k=M_n+1}^{\infty} \frac{(\lambda_0 t)^k}{k!} \exp(-\lambda_0 t) I_{1-R_{0-n}^l} (k - M_n, M_n + 1).$$

(29)

To reduce the computation complexity, we further analyze the probability in (25) and obtain Proposition 2.

**Proposition 2.** The energy availability of the $n$th, $\forall n \in \{1, 2, \ldots, N\}$ relay node can be expressed approximately as follows:

$$\Pr \{ A_n | A_0 A_1 \ldots A_{n-1} \} \approx \Gamma \left( M_n + 1, \Lambda(t) \right),$$

(30)

where

$$M_n' = \frac{r \left( E_{n}^{\text{init}} - E_{\text{th}} \right)}{(2P_n^e + P_n^r) \lambda KL R_{0-n}^l}.$$

(31)

Note that if the value of $\Lambda(t)$ at time $t$ is sufficiently large (e.g., the value of $\Lambda(t)$ is greater than 10), the energy availability of the $n$th, $\forall n \in \{1, 2, \ldots, N\}$ relay node can further be expressed approximately as follows:

$$\Pr \{ A_n | A_0 A_1 \ldots A_{n-1} \} \approx \frac{1}{2} \left[ 1 + \text{erf} \left( \frac{M_n' + 0.5 - \Lambda(t)}{\sqrt{2 \Lambda(t)}} \right) \right].$$

(32)

**Proof.** See Appendix 3.

3.3 Instantaneous network reliability

Taking account of the above factors of wireless link reliability and node energy availability, the instantaneous network reliability in this paper can be defined as

$$R_{\text{sys}}(t) = \Pr \{ A_0 A_1 \ldots A_{N-1} A_N \}
= \Pr \{ A_0 \} \prod_{n=1}^{N} \Pr \{ A_n | A_0 A_1 \ldots A_{n-1} \}.$$

(33)
Accordingly, based on the total probability formula, using (19) and (25), the instantaneous network reliability can be calculated by

\[
R_{\text{sys}}(t) = \frac{1}{M_{\lambda}!} \Gamma(M_0 + 1, \lambda(t)) \times \prod_{n=1}^{N} \left\{ \sum_{k=0}^{M_n} \left( \sum_{i=0}^{k} \left( \begin{array}{c} k \\ i \\ \end{array} \right) \left( R_{0-n}^{l} \right)^{(i)}(1 - R_{0-n}^{l})^{k-i} \right) \times \frac{\Lambda(t)^k}{k!} \exp(-\Lambda(t)) \right\}.
\]

(34)

Specifically, according to (20) and (27), if \( \lambda(t) \) is a constant \( \lambda_0 \), the instantaneous network reliability can be calculated by

\[
R_{\text{sys}}(t) = \frac{1}{M_{\lambda_0}!} \Gamma(M_0 + 1, \lambda_0 t) \times \prod_{n=1}^{N} \left\{ \sum_{k=0}^{M_n} \left( \sum_{i=0}^{k} \left( \begin{array}{c} k \\ i \\ \end{array} \right) \left( R_{0-n}^{l} \right)^{(i)}(1 - R_{0-n}^{l})^{k-i} \right) \times \frac{(\lambda_0 t)^k}{k!} \exp(-\lambda_0 t) \right\}.
\]

(35)

According to Proposition 2, the instantaneous network reliability (34) can be further approximately expressed as

\[
R_{\text{sys}}(t) \approx \prod_{n=0}^{N} \frac{1}{M_{\lambda_0}!} \Gamma(M_n' + 1, \Lambda(t)),
\]

(36)

where \( M_0' = M_0 \).

### 3.4 MTTF

The MTTF measures the average time to failures with the modeling assumption that the failed system is not repaired. In this system, the values of MTTF can be obtained by integrating the instantaneous network reliability function from zero to infinity:

\[
\text{MTTF} = \int_{0}^{\infty} R_{\text{sys}}(t) \, dt.
\]

(37)

Moreover, using (36), MTTF can be calculated approximately as

\[
\text{MTTF} \approx \int_{0}^{\infty} \prod_{n=0}^{N} \frac{1}{M_{\lambda_0}!} \Gamma(M_n' + 1, \Lambda(t)) \, dt.
\]

(38)

### 4 Numerical results

In this section, both the Monte Carlo (MC) simulation results and theoretical results will be presented. Here, the accuracy of the derived expressions of wireless link reliability, the instantaneous network reliability, and MTTF will be verified, and the impacts of the number of relay nodes will be discussed.

Here, an event-driven WSN consisting of \( N \) uniformly placed relay nodes in a \( D \)-meter-long linear region is used as a test system. To simplify the simulation, assume that the source node and all relay nodes have the same initial energy (i.e., \( E_0^{\text{init}} = E_1^{\text{init}} = \cdots = E_N^{\text{init}} = E^{\text{init}} \)) and run the transmitter circuitry with the same power (i.e., \( P_0^{e} = P_1^{e} = \cdots = P_N^{e} \)). Moreover, the transmit power of the source node and all relay nodes are also supposed to be the same (i.e., \( P_0^{t} = P_1^{t} = \cdots = P_N^{t} \)). In addition, the main simulation parameters are listed in Table 1.

Figure 2 illustrates the wireless link reliability versus transmit power with different numbers of the relay nodes. As the figure clearly illustrates, with the increase of the transmit power, the larger received SNR at each receiver occurs, which results in the increase of wireless link reliability. Simultaneously, the results in Figure 2 indicate that the relay node number affects the wireless link reliability significantly. Specifically, the wireless link reliability with \( N = 5 \) is much higher than that with \( N = 3 \). The reason is that a larger relay node number will result in smaller distance between two adjacent nodes which will further result in higher link reliability. In addition, it can be observed from Figure 2 that the simulation results of wireless link reliability match with the theoretical results very well.

Figure 3 illustrates the instantaneous network reliability versus time with different numbers of the relay nodes for \( R_0^{l} = 0.7 \). In this figure, not only the theoretical results and simulation results are shown, but also the approximate

---

### Table 1 Main simulation parameters

| Parameters | Symbol | Value |
|------------|--------|-------|
| Packet copies | \( K \) | 1 |
| Intensity function for NHPP models | \( \lambda(t) \) | 1 |
| The initial energy of all nodes | \( E^{\text{init}} \) | 0.01 J |
| Threshold level | \( E_{\text{th}} \) | 0 J |
| Duty cycle | \( \alpha \) | 0.01 |
| Power required by sensing event per second | \( P_0^{e} \) | 0.1 mW |
| Power dissipation run transmitter circuitry | \( P_i^{e} \) | 0.1 mW |
| Length of the linear region | \( D \) | 180 m |
| Transmission rate | \( r \) | 2.5 \( \times \) \( 10^3 \) bit/s |
| Packet length | \( L \) | 5,000 bits |
| Power of background noise | \( \eta \) | 4 \( \times \) \( 10^{-14} \) W |
| Target SNR | \( \gamma \) | 6 dB |
| Variance of shadow fading | \( \sigma_i^2 \) | 8 dB |
| Path loss exponent | \( \eta \) | 3.71 |
| LOS path loss at \( d_{\text{ref}} \) | \( G \) | \(-31.54 \) dB |
results are depicted. As the figure clearly illustrates, the instantaneous network reliability at the beginning remains the same. It is because the amount of energy of sensor nodes in the initial stage is enough to guarantee the normal work of the sensor nodes. After working for some time, the residual energy of nodes is getting smaller and smaller, which results in the lower probability of sensor nodes to work properly. Then, the network reliability falls sharply. Accordingly, the instantaneous network reliability decreases with the time increasing. Simultaneously, more relay nodes may lead to the higher network reliability. It is because when you want to get the same wireless link reliability (e.g., $R_L$ is 0.7), larger relay node number may result in lower transmit power of each node required as shown in Figure 2. It means all the nodes may consume less energy. For this reason, the energy availability of each relay node is increased with the number of the relay nodes. Therefore, the network reliability increases as well.

Figure 4 gives another different perspective of the same results about instantaneous network reliability, as it shows the instantaneous network reliability versus time with different wireless link reliabilities for $N = 4$. Apparently, the instantaneous network reliability decreases along with the increase of the time which has been explained in the above paragraphs. It can also be observed that a high reliable link may result in a low reliable network. It is because higher link reliability may require the higher transmit power which will result in higher node energy consumption, thus leading to the decrease of node energy availability. Consequently, if you want to get higher link reliability in a WSN, it may result in lower network reliability. Furthermore, from Figures 3 and 4, it can be easily observed that not only the simulation results of network reliability match very well with the theoretical results but also the approximate results match well with the theoretical results.

Figure 5 demonstrates the network MTTF of the wireless sensor network versus wireless link reliability with different relay node number. Obviously, with the increase of the wireless link reliability, the sensor node will require the larger transmit power as shown in Figure 2, thus leading to the decreased value of MTTF. Simultaneously, the more relay nodes may result in the higher network reliability as shown in Figure 3, which results in the greater values of MTTF. Moreover, the values of MTTF tend to be 0 when the link reliability tends to be 1 as shown in Figure 5. It is because in order to guarantee that the link reliability is equal to 1, the required transmit power tends to be infinite, which results in the lifetime of each node which tends to be 0. Furthermore, from Figure 5, it can be easily observed that not only the simulation results of MTTF match very well with the theoretical results but also the approximate results match well with the theoretical results.
5 Conclusions

Sensing the environment and sending the sensed information to a sink node are two primary jobs of a WSN. These jobs are required to be done with greater reliability because some major decisions depend on the information collected from WSNs. However, sensors are typically powered through batteries in WSNs and it has been reported that the energy constraint is the main factor preventing the full exploitation of WSN technology. So, reliability evaluation is a critical step for the design of the WSNs. Based on energy-based reliability model, this paper investigates the system performance in an event-driven wireless sensor network with a multiple sending approach without acknowledgments. A system model is established including sensor energy consumption model and the wireless link model. Then the wireless link reliability, node energy availability, instantaneous network, and MTTF are investigated in this paper. However, the node energy availability expression and the system instantaneous reliability expression are not in closed form, thereby making calculation cumbersome. To bypass this problem, two propositions are developed which make it possible to calculate the node energy availability and the system instantaneous reliability easier. The simulation results show that the analytical expressions are accurate enough. Furthermore, the results are useful in designing a WSN to obtain good network performance. For future work, the reliability analysis of a data flow in event-driven WSN with acknowledgment-based transmission scheme and the reliability evaluation of the WSNs with a random node distribution will be investigated.

Appendices

Appendix 1
Proof of proposition 1

Proof. It can be obviously found from (17) that the energy availability of source node at time \( t \) can be regarded as the CDF of a Poisson distribution with mean \( \Lambda (t) \) and variance \( \Lambda (t) \) at \( M_0 \). According to [30], for sufficiently large values of \( \Lambda (t) \) (say \( \Lambda (t) > 1,000 \)), the normal distribution with mean \( \Lambda (t) \) and variance \( \Lambda (t) \) is an excellent approximation to the Poisson distribution. If \( \Lambda (t) \) is greater than about 10, then the normal distribution is a good approximation if an appropriate continuity correction is performed, i.e., \( \Pr \{ X \leq x \} \) is replaced by \( \Pr \{ X \leq x + 0.5 \} \). Therefore, the energy availability of source node can be approximately expressed as

\[
\Pr \{ A_0 \} \approx \begin{cases} 
\Phi \left( \frac{M_0 + 0.5 - \Lambda (t)}{\sqrt{\Lambda (t)}} \right), & M_0 \geq 0, \\
0, & M_0 < 0.
\end{cases}
\]  

(39)

Using the relationship between \( \Phi (x) \) and \( \text{erf} (x) \), (39) can be further described as

\[
\Pr \{ A_0 \} \approx \begin{cases} 
\frac{1}{2} \left[ 1 + \text{erf} \left( \frac{M_0 + 0.5 - \Lambda (t)}{\sqrt{2\Lambda (t)}} \right) \right], & M_0 \geq 0, \\
0, & M_0 < 0.
\end{cases}
\]  

(40)

Proposition 1 is proved. \( \square \)

Appendix 2

Derivation of the probability distribution of random variable \( D_n (t) \)

The probability distribution of random variable \( D_n (t) \) will be deduced in this appendix.

Firstly, \( D_1 (t) \) which describes the number of packets that are received by the first relay node during \( [0, t] \) will be considered. Obviously, the packets that are received successfully by the first relay node during \( [0, t] \) are decided by both the state of the source node at time \( t \) and the reliability of the link between the source node and the first relay node. In this paper, we just concern the probability distribution of \( D_1 (t) \) when the source node is available. Hence, the notation \( D_1 (t) |A_0 \) is employed to indicate the \( D_1 (t) \) when the source node is available. According to (13), the probability of the first relay node successfully receiving one packet from the source node is \( R_{01}^l \). Therefore, conditionally on \( M (t) = k \), the process that the first relay node receives packets is a \( k \) Bernoulli trial during \( [0, t] \) and the probability of success in this Bernoulli trial is \( R_{01}^l \). As a result, the random variable \( D_1 = D_1 (t) |A_0 \) follows the binomial distribution with parameters \( M (t) = k \) and \( R_{01}^l \), namely,

\[
D_1 \sim B (M (t) = k, R_{01}^l).
\]  

(41)
The probability distribution of such a random variable can be given by
\[
\Pr \{ D_1 (t) = i \mid M (t) = k, A_0 \} = \begin{cases} 
\binom{k}{i} (R_0)\frac{1}{1 - R_0}^{k-i}, & i = 0, 1, \ldots, k, \\
0, & \text{others}, 
\end{cases}
\]
where \( \binom{k}{i} \) can be calculated by
\[
\binom{k}{i} = \frac{k!}{i! (k-i)!}.
\]

According to the formula of total probability and using (3) and (42), the probability distribution of random variable \( D_1 (t) \mid A_0 \) can be described as
\[
\Pr \{ D_1 (t) = i \mid A_0 \} = \sum_{k=i}^{\infty} \binom{k}{i} (R_0)\frac{1}{1 - R_0}^{k-i} 
\times \frac{(\Lambda (t))^k}{k!} \exp (-\Lambda (t)),
\]
\( i = 0, 1, \ldots. \)

Furthermore, for the second relay node, conditional on \( D_1 = i \), the random variable \( D_2 = D_2 (t) \mid A_0 A_1 \) is also a binomial variable with parameters \( D_1 = i \) and \( R_1^i \), namely,
\[
D_2' \sim B \left( D_1' = i, R_1^i \right).
\]

According to the [28], \( D_2' \) is a simple binomial variable with parameters \( M (t) = k \) and \( \prod_{i=0}^{k} R_1^i \), namely,
\[
D_2' \sim B \left( M (t) = k, \prod_{i=0}^{k} R_1^i \right).
\]

The probability distribution of such a random variable can be given by
\[
\Pr \{ D_2 (t) = i \mid M (t) = k, A_0 A_1 \} = \begin{cases} 
\binom{k}{i} \left[ \prod_{i=0}^{k} R_1^i \right]^i \left[ 1 - \prod_{i=0}^{k} R_1^i \right]^{k-i}, & i = 0, 1, \ldots, k, \\
0, & \text{others}. 
\end{cases}
\]

Hence, using the formula of total probability, the probability distribution of random variable \( D_2 (t) \mid A_0 A_1 \) can be described by
\[
\Pr \{ D_2 (t) = i \mid A_0 A_1 \} = \sum_{k=i}^{\infty} \binom{k}{i} \left[ \prod_{i=0}^{k} R_1^i \right]^i \left[ 1 - \prod_{i=0}^{k} R_1^i \right]^{k-i} 
\times \frac{(\Lambda (t))^k}{k!} \exp (-\Lambda (t)),
\]
\( i = 0, 1, \ldots. \)

Without loss of generality, for the \( n \)th, \( \forall n = 3, \ldots, N \) relay node, we have
\[
\Pr \{ D_n (t) = i \mid M (t) = k, A_0 A_1 \ldots A_{n-1} \} = \begin{cases} 
\binom{k}{i} (R_{0-n})^i (1 - R_{0-n})^{k-i}, & i = 0, 1, \ldots, k, \\
0, & \text{others}, 
\end{cases}
\]
where
\[
R_{0-n} = \prod_{j=0}^{n-1} R_j^i.
\]

Then, the probability distribution of random variable \( D_n (t) \mid A_0 A_1 \ldots A_{n-1} \), \( \forall n \in [3, \ldots, N] \) can be described as
\[
\Pr \{ D_n (t) = i \mid A_0 A_1 \ldots A_{n-1} \} = \sum_{k=i}^{\infty} \binom{k}{i} (R_{0-n})^i (1 - R_{0-n})^{k-i} \frac{(\Lambda (t))^k}{k!} \exp (-\Lambda (t)),
\]
\( i = 0, 1, \ldots. \)

Appendix 3
Proof of proposition 2

Proof. Firstly, the relationship between the random variable \( M (t) \) and the random variable \( D_n (t) \), \( \forall n \in [1, 2, \ldots, N] \) will be discussed. It has been known that \( M (t) \) denotes the number of packets that are detected by the source node during \([0, t] \) and it is also equal to the number of packets that are sent out from the source node during \([0, t] \). \( D_n (t) \) denotes the number of packets that are successfully received by the \( n \)th relay node during \([0, t] \). \( R_n^i, \forall n \in [0, 1, \ldots, N] \) is the link reliability between node \( n \) and node \( n + 1 \). Moreover, it has been assumed that it does not concern propagation delay. Thus, for the first relay node, assume the source node is energy available at time \( t \), then it can be obtained that
\[
D_1 (t) \mid A_0 \approx R_0^1 M(t).
\]
Without loss of generality, for the $n$th, $\forall n \in \{2, 3, \ldots, N\}$ relay node, we can obtain

\[
D_n(t) | A_0 A_1 \ldots A_{n-1} \approx R_{n-1}^L D_{n-1}(t) | A_0 A_1 \ldots A_{n-2}.
\]

(54)

Further, according to (53) and (54), it can be obtained that

\[
D_n(t) | A_0 A_1 \ldots A_{n-1} \approx R_0^L M(t), \forall n \in \{1, 2, \ldots, N\}.
\]

(55)

Hence, substituting (3) and (55) into (23), the probability of the $n$th, $\forall n \in \{1, 2, \ldots, N\}$ relay node which is energy available can be given by

\[
\Pr \{A_n | A_0 A_1 \ldots A_{n-1}\}
\]

\[
= \Pr \left\{ D_n(t) \leq \frac{r (E_{\text{init}} - E_{\text{th}})}{2P_e + P_n} | A_0 A_1 \ldots A_{n-1}\right\}
\]

\[
\approx \Pr \left\{ M(t) \leq \frac{r (E_{\text{init}} - E_{\text{th}})}{2P_e + P_n} KL R_{0-n}^L | A_0 A_1 \ldots A_{n-1}\right\}
\]

\[
= \sum_{i=0}^{M_n'} \Pr \{M(t) = i | A_0 A_1 \ldots A_{n-1}\}
\]

\[
= \sum_{k=0}^{M_n'} \frac{(\Lambda(t))^k}{k!} \exp(-\Lambda(t)),
\]

(56)

where

\[
M_n' = \left[\frac{r (E_{\text{init}} - E_{\text{th}})}{2P_e + P_n} KL R_{0-n}^L \right].
\]

(57)

Using the upper incomplete gamma function defined in [26], (56) can be further modified into

\[
\Pr \{A_n | A_0 A_1 \ldots A_{n-1}\} \approx \Gamma(M_n'+1, \Lambda(t)).
\]

(58)

According to the relationship between the Poisson distribution and normal distribution in [30], when the value of $\Lambda(t)$ is sufficiently large, (56) can be expressed approximately as

\[
\Pr \{A_n | A_0 A_1 \ldots A_{n-1}\} \approx \Phi \left\{ \frac{M_n' + 0.5 - \Lambda(t)}{\sqrt{\Lambda(t)}} \right\}
\]

\[
= \frac{1}{2} \left[ 1 + \text{erf} \left( \frac{M_n' + 0.5 - \Lambda(t)}{\sqrt{2\Lambda(t)}} \right) \right].
\]

(59)

Thus, Proposition 2 is proved.
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