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Abstract

We establish limit laws for the distribution in small intervals of the roots of the quadratic congruence $\mu^2 \equiv D \mod m$, with $D > 0$ square-free and $D \not\equiv 1 \mod 4$. This is achieved by translating the problem to convergence of certain geodesic random line processes in the hyperbolic plane. This geometric interpretation allows us in particular to derive an explicit expression for the pair correlation density of the roots.
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1 Introduction

The object of this paper is the fine-scale distribution of solutions (the “roots”) $\mu$ of the quadratic congruence $\mu^2 \equiv D \mod m$, where $D$ is a fixed non-zero integer and $m$ runs through the positive integers. For each $m$, we consider the set of normalised roots in $T = \mathbb{R}/\mathbb{Z}$,

$$Q_D(m) = \left\{ \frac{\mu}{m} \in T : \mu^2 \equiv D \mod m \right\}.$$

We order the points in $Q_D(m)$ in a specified (but arbitrary) finite sequence, and then construct an infinite sequence $(\xi_j)_{j=1}^{\infty}$ in $T$ by first listing the points in $Q_D(1)$, then those in $Q_D(2)$, and so on.

The first significant result in this setting is due to Hooley [14], who proved uniform distribution modulo one if $D$ is not a perfect square. That is, for any $0 \leq a < b \leq 1$ we have that

$$\lim_{N \to \infty} \frac{1}{N} \# \{ j \leq N : \xi_j \in [a, b) + \mathbb{Z} \} = b - a.$$

Hooley later extended this result to general polynomial congruences of degree two or higher [13]. His method has since been generalised and extended, see [18] and [31].

Having established uniform distribution, it is natural to ask for finer measures that capture the pseudo-random properties of the sequence. The simplest of these is the pair (or two-point) correlation measure $R_{2,N}$, which for a finite interval $I$ is defined by

$$R_{2,N}(I) = \frac{1}{N} \# \{ i, j \leq N : i \neq j, \xi_i - \xi_j \in N^{-1}I + \mathbb{Z} \}.$$

Our first principal result is the following.

**Theorem 1.1.** Assume $D > 0$ is square-free and $D \not\equiv 1 \mod 4$. Then there is an even and continuous function $w_D : \mathbb{R} \to \mathbb{R}_{\geq 0}$, such that for every finite interval $I$ we have

$$\lim_{N \to \infty} R_{2,N}(I) = \int_I w_D(v) dv.$$

In other words, the pair correlation measure $R_{2,N}$ converges vaguely to a limit with bounded continuous density $w_D$. Our geometric approach will allow us to derive an explicit formula for $w_D$; three illustrations are given in figures 1–3. Compare this with the case of independent and uniformly distributed random variables in $T$ where the limit density is $w(v) = 1$; or with the eigenphases of large random unitary matrices where the limiting pair correlation is $w(v) = 1 - (\sin(\pi v)/\pi v)^2$.

The conditions that $D$ is squarefree and $D \not\equiv 1 \mod 4$ in Theorem 1.1 ensure that the associated quadratic order $\mathbb{Z}[\sqrt{D}]$ is maximal, which will provide some simplifications in the proofs.

Our techniques are in fact strong enough to produce results for all higher-order correlation measures. Let $\xi$ be a random variable in $T$ which is distributed according to a Borel probability measure $\lambda$, and consider the random counting measure (random point process)

$$\Xi_{N,\lambda} = \sum_{j=1}^{N} \sum_{k \in \mathbb{Z}} \delta_{N(\xi_j - \xi + k)}$$

on $\mathbb{R}$. Here $\delta_x$ denotes the Dirac mass at $x \in \mathbb{R}$. For example, for a given interval $I \subset \mathbb{R}$ and integer $k$, we have

$$\mathbb{P}(\Xi_{N,\lambda}(I) = k) = \lambda(\{ x \in T : N_I(x, N) = k \})$$

with

$$N_I(x, N) = \# \{ j \leq N : \xi_j \in x + N^{-1}I + \mathbb{Z} \}.$$

The scaling of the interval by $N^{-1}$ ensures that we expect a finite number of points for typical $x$. The following theorem describes the precise distribution.
Theorem 1.2. Assume $D > 0$ is square-free and $D \not\equiv 1 \mod 4$. Then there exists a random point process $\Xi$ depending only on $D$ so that, for every Borel probability measure $\lambda$ on $T$ that is absolutely continuous with respect to the Lebesgue measure, we have convergence $\Xi_{N,\lambda} \to \Xi$ in distribution as $N \to \infty$.

Specifically, for all $k_1, \ldots, k_r \in \mathbb{Z}_{\geq 0}$ and finite intervals $I_1, \ldots, I_r \subset \mathbb{R}$, we have that

$$\lim_{N \to \infty} \lambda(\{ x \in T : N \mathcal{N}_i(x, N) = k_i \forall i \}) = \mathbb{P}(\Xi(I_i) = k_i \forall i)$$

and the limit is a continuous function of the endpoints of $I_i$.

We furthermore establish the uniform upper bound $N \mathcal{N}_i(x, N) \ll \log N$, where the applied constant is independent of $x \in T$ and $N$. This generalises Fouvry and Iwaniec’s bound [9] in the case $D = -1$.

We provide an explicit description of the limit process $\Xi$ in terms of tops of random geodesics in the hyperbolic plane, as well as an alternative description as entry times for a certain Poincaré section of the horocycle flow. A striking feature is that $\Xi$ is independent of the choice of $\lambda$.

Theorem 1.2 implies the convergence of various popular fine-scale statistics of the sequence $(\xi_j)_{j=1}^\infty$, including the gap distribution. Furthermore, we will prove the convergence of moments and higher correlation densities.

The above theorems in fact remain true (with different limit distributions) if we further restrict the roots to $m \equiv 0 \mod n$, and $\mu \equiv \nu \mod n$, for fixed $n > 0$ and $\nu \mod n$ such that $\nu^2 \equiv D \mod n$.

The results of this paper also hold for negative $D$. Here the proofs reduce to existing results [23, 26] on the fine-scale distribution of the real parts of hyperbolic lattice points, rather than the tops of geodesics. The studies of real parts of hyperbolic lattice points are closely related to the distribution of angles in hyperbolic lattices [3, 4, 17, 23, 27]. We also remark that results on counting the tops of geodesics can be found in [24, 25] as well as applications of a similar flavor. Their methods also apply in a general setting of negative curvature, where the notion of ‘top’ is naturally replaced by that of a common perpendicular between a fixed horosphere and geodesic.
Figure 2: Pair correlation density \( w_3 \) compared to experiments with \( N = 10^6 \). The ring of integers \( \mathbb{Z}[\sqrt{3}] \) has class number 1 and narrow class number 2.

1.1 Previous work on roots

In this section we review previous techniques used to study the sequence of roots \( \mu_m \) and the results produced. As previously mentioned, Hooley [14] proved the equidistribution of this sequence. In fact, he produced a power-saving bound on the Weyl sums

\[
\sum_{m \leq M} \sum_{\mu \equiv D(m) \mod m} e\left(\frac{h\mu}{m}\right), \quad e(x) := e^{2\pi ix},
\]

for non-zero integer \( h \). These results are obtained by transforming (1.1) into a sum of Kloosterman sums, which is then estimated by an application of the Weil bound.

In [15], Iwaniec follows a similar strategy to bound the Weyl sum (1.1) with \( D = -1 \) but with various additional arithmetic constraints on \( m \) and \( \mu \), most notably the restriction to \( m \equiv 0 \mod n \). Iwaniec obtains enough uniformity in \( n \) so that a sieve can be applied, resulting in a proof that \( l^2 + 1 \) is infinitely often a product of at most two primes.

In light of the appearance of a sum of Kloosterman sums in these works, [14] and [15], one could in retrospect already predict the relevance of the spectral theory of \( \text{SL}(2) \) automorphic forms. However, the first application to analysing the sequence of \( \mu_m \), found in the work of Bykovskii, [5], proceeds by a more direct method and only applies to negative \( D \). Roughly speaking, Bykovskii’s method exploits the classical connection between the roots \( \mu \mod m \) and the \( \text{SL}(2, \mathbb{Z}) \) orbits of Heegner points in the Poincaré upper half-plane \( \mathbb{H} \). For example, the images of \( i \in \mathbb{H} \) under \( \gamma \in \text{SL}(2, \mathbb{Z}) \) have the form

\[
\gamma i = \frac{\mu}{m} + \frac{i}{m},
\]

where \( \mu \) satisfies \( \mu^2 \equiv -1 \mod m \) (see section 5.3 for more details). In this way, Bykovskii turns the Weyl sum (1.1) into a finite sum of \( \text{SL}(2, \mathbb{Z}) \)-Poincaré series, which, after a spectral expansion, can be controlled using estimates for sums of Fourier coefficients of automorphic forms. These spectral techniques were extended substantially by Good [11], and similar problems were
considered in a very general context by Parkkonen and Paulin [24], [25], although no reference to roots of quadratic congruences are made.

In [6], Duke, Friedlander, and Iwaniec extend Bykovskii’s approach to apply to the Weyl sums \( \frac{1}{n} \) restricted to \( m \equiv 0 \mod n \), analogously to Iwaniec’s earlier extension of Hooley’s work. Here Duke, Friedlander, and Iwaniec obtain enough uniformity in \( h \) and \( n \) to apply a sieve method and conclude the spectacular result that the sequence \( \frac{n}{m} \) with \( m \) restricted to be prime is still equidistributed modulo one.

The first use of automorphic forms to understand the sequence of \( \frac{n}{m} \) in the case with \( D > 0 \) came in the work of Hejhal, [12]. Hejhal approximates the Weyl sum (1.1) by an integral of a fixed automorphic form (related to the automorphic Green’s function) over some closed geodesics in \( \text{SL}(2, \mathbb{Z}) \backslash \mathbb{H} \). The results obtained in [12] only apply for select \( D \) and are not as strong as those previously mentioned, perhaps due to a lack of a clear geometric interpretation of the roots. Nevertheless, in [30] Toth manages to extend the results of Duke, Friedlander, and Iwaniec, [6] to the positive \( D \) setting. Here the geometric question is avoided by returning to the original methods of Hooley and Iwaniec, which transform the Weyl sum directly into a sum of Kloosterman sums.

It is also worth mentioning the approach to this equidistribution question outlined by Sarnak in [28]. Sarnak suggests relating the Weyl sum (1.1) to the Fourier coefficients of certain half integral weight automorphic forms by means of Salie sums. As shown by Duke, Friedlander, and Iwaniec in [7], this kind of method is capable of producing savings in the discriminant of the polynomial \( F \) itself. None of the previously mentioned methods, nor the new method we develop below, seem to be capable of this.

Other than equidistribution, the only statistics about the sequence \( \frac{n}{m} \) that appear in the literature, as far as we are aware, are upper bounds for the number that can lie in very short intervals. For \( D = -1 \), Fouvry and Iwaniec [9] found that the number of \( \frac{n}{m} \) with \( m \leq M \) in an interval of length \( \frac{1}{M} \) is \( O(\log M) \). Our approach reproduces this bound for general \( D \), cf. lemma 2.8 In [9] and in Friedlander and Iwaniec’s breakthrough [10], this bound was a key input into
a sieve method for producing primes of the form $l^2 + p^2$ and $l^2 + k^4$, respectively.

1.2 Outline of paper

Let $\Gamma$ be a discrete subgroup of the group of isometries $G$ acting on the complex upper half-plane $\mathbb{H}$, and let $c_1, \ldots, c_h$ be a finite collection of geodesics in $\mathbb{H}$ that project to closed geodesics on the hyperbolic surface $\Gamma \backslash \mathbb{H}$. In section 2 we study the distribution of the geodesic lines $g^{-1} \cdot \gamma \cdot c_l$ where $\gamma$ runs through $\Gamma$ and $l = 1, \ldots, h$. This becomes a geodesic random line process if $g$ is taken to be a random isometry with respect to a suitable probability measure. In section 2.1 we prove limit theorems for sequences of random geodesics that are randomly translated, followed by the proof of convergence of moments in section 2.2. Key ingredients of the proofs are the equidistribution of long horocycles, a Siegel-style mean value formula and no-escape-of-mass estimates to control the moments. A convenient parametrisation of a geodesic is given by its “top”, i.e., the point on the geodesics with largest imaginary part. In section 2.3 we project the tops of the random geodesics to the real line, which produces one-dimensional point processes. The convergence of these processes to a limit will eventually lead to the proof of theorem 1.1 for the roots of quadratic congruences.

The objective of section 3 is to prepare the ground for geodesic line process conditioned so that at least one geodesic has a top in the imaginary axis. To this end, we introduce in section 3.1 a Poincaré section of the horocycle flow, and prove various equidistribution results for the intersection points of horocycles with the section, with an interesting variant in section 3.2 that considers the intersection points reduced to a closed geodesic.

These equidistribution results are then applied in section 4 to establish limit theorems for the conditioned geodesic line processes. In analogy with section 2 we prove convergence in distribution in section 4.1 work out a highly non-trivial Siegel-type volume formula in section 4.2 and prove convergence of moments in section 4.3. Projecting the tops to the real line as in section 2.3 yields a point process $\Xi^0$ which is distributed according to the Palm distribution of $\Xi$. The corresponding limit theorems are stated in section 4.4. We give an alternative description of the processes $\Xi$ and $\Xi^0$ in terms of the entry and return times for the horocycle flow in section 4.5.

The final section 5 of this paper expresses the roots $\mu$ of quadratic congruences in terms of the tops of geodesics and hence makes the connection with the distribution results established thus far. This is detailed in section 5.1 for the setting described in the introduction, where the relevant discrete subgroup $\Gamma$ is the modular group $\text{SL}(2, \mathbb{Z})$. In section 5.2 we extend the setting to allow additional restrictions $\mu \equiv \nu \mod n$, which leads us to the congruence subgroups $\Gamma = \Gamma_0(n)$. In section 5.3 we indicate how our results can be modified in the case of negative $D$, leading to random hyperbolic lattices, rather than geodesic line processes.

Acknowledgement. We would like to thank Zonglin Li for his helpful comments, particularly on section 5, and the referees for their careful reading and suggestions.

2 Geodesic line processes

We recall that $G = \text{SL}(2, \mathbb{R})$ acts on the complex upper half-plane $\mathbb{H} = \{x + iy : y > 0\}$ by fractional linear transformations and that $\text{PSL}(2, \mathbb{R}) = G/\{\pm I\}$ is identified with the unit tangent bundle of $\mathbb{H}$ via

$$g = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \mapsto \begin{pmatrix} ai + b \\ ci + d \end{pmatrix} \frac{1}{(ci + d)^2},$$
where we have written the unit tangent bundle of \( \mathbb{H} \) as \((z, w)\) with \( z \in \mathbb{H} \) and \( w \in \mathbb{C}, |w| = \text{Im}(z)\). This identification is nicely expressed in terms of the Iwasawa decomposition of \( G \): if

\[
g = \begin{pmatrix} 1 & x \\ 0 & 1 \end{pmatrix} \begin{pmatrix} g_1 & 0 \\ 0 & g_1^{-1} \end{pmatrix} \begin{pmatrix} \cos \frac{\theta}{2} & -\sin \frac{\theta}{2} \\ \sin \frac{\theta}{2} & \cos \frac{\theta}{2} \end{pmatrix},
\]

then \( \pm g \) is identified with \((x + iy, ie^{-i\theta}y)\). We note that multiplying \( g \) by \(-I\) corresponds to changing \( \theta \) in \((2.1)\) to \( \theta + 2\pi \), and so does not change the point \((x + iy, ie^{-i\theta}y)\). In what follows we work with \( G \) directly rather than \( G/\{\pm I\} \), and we only emphasise the difference when there is a chance of confusion.

Given \( g \in G \), we set

\[
c = c(g) = \left\{ g \begin{pmatrix} t & 0 \\ 0 & t^{-1} \end{pmatrix} : t > 0 \right\} \subset \mathbb{H},
\]

which defines, via the identification of \( G/\{\pm I\} \) with the unit tangent bundle of \( \mathbb{H} \), an oriented geodesic in \( \mathbb{H} \). Every geodesic has two limit points on the boundary \( \partial \mathbb{H} = \mathbb{R} \cup \{\infty\} \). We say that \( c \) has positive orientation if both endpoints are in \( \mathbb{R} \) and the endpoint corresponding to \( t \to 0 \) is less than the endpoint corresponding to \( t \to \infty \). This means that \( c \) is a semicircle traced from left to right. (Of course we could also assign an orientation to geodesics with one endpoint at \( \infty \), but it is convenient not to include them in this definition.) For a positively oriented geodesic \( c \) we define \( z_c \in \mathbb{H} \), the top of the geodesic \( c \), to be the point in \( \mathbb{H} \) on \( c \) with largest imaginary part. That is, the point on \( c \) closest (with respect to the hyperbolic metric) to a horocyclic neighborhood of the boundary point \( \infty \in \partial \mathbb{H} \). We see that for every \( z \in \mathbb{H} \) there is a unique positively oriented geodesic \( c \) such that \( z = z_c \). (Note that this would fail for geodesics with endpoint \( \infty \).) The aim is now to study an infinite set of geodesics in \( \mathbb{H} \) generated by a discrete subgroup \( \Gamma \).

Let \( \Gamma \) be a lattice in \( G \) which is not co-compact, and we assume (without loss of generality) that \( \Gamma \) is scaled so that \( \Gamma \backslash \mathbb{H} \) has a cusp of width one at \( \infty \), and also that \(-I \in \Gamma \). This means that

\[
\Gamma_\infty = \Gamma \cap \left\{ \pm \begin{pmatrix} 1 & x \\ 0 & 1 \end{pmatrix} : x \in \mathbb{R} \right\} = \left\{ \pm \begin{pmatrix} 1 & k \\ 0 & 1 \end{pmatrix} : k \in \mathbb{Z} \right\}
\]

is a subgroup of \( \Gamma \); it is the stabiliser in \( \Gamma \) of \( \infty \in \partial \mathbb{H} \).

In our applications to roots of quadratic congruences, we will work with the modular group \( \Gamma = \text{SL}(2, \mathbb{Z}) \) and, more generally, the congruence subgroups

\[
\Gamma_0(n) = \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{SL}(2, \mathbb{Z}) : c \equiv 0 \text{ mod } n \right\}.
\]

Consider the finite collection of positively oriented geodesics \( c_1 = c(g_1), \ldots, c_h = c(g_h) \) with \( g_1, \ldots, g_h \in G \) so that no two \( c_l \) are \( \Gamma \)-equivalent (i.e. \( \Gamma c_l' \neq \Gamma c_l \) for \( l' \neq l \)) and that each \( c_l \) projects to a closed geodesic in \( \Gamma \backslash \mathbb{H} \). This last assumption implies that the stabiliser \( \Gamma_{c_l} \) of \( c_l \) in \( \Gamma \),

\[
\Gamma_{c_l} = \Gamma \cap \left\{ \pm g_l \begin{pmatrix} t & 0 \\ 0 & t^{-1} \end{pmatrix} g_l^{-1} : t > 0 \right\},
\]

is conjugate to the infinite (projectively) cyclic group

\[
g_l^{-1}\Gamma_{c_l}g_l = \left\{ \pm \begin{pmatrix} \varepsilon_l & 0 \\ 0 & \varepsilon_l^{-1} \end{pmatrix} \right\}
\]

for suitable \( \varepsilon_l > 1 \).

Let us now turn to the distribution of the infinite collection of geodesics

\[
\bigcup_{l=1}^{h} \bigcup_{\gamma \in \Gamma/\Gamma_{c_l}} \gamma c_l
\]
by studying their tops,

\[ S = \bigcup_{l=1}^{h} \bigcup_{\gamma \in \Gamma / \Gamma_{e_l}} z_{\gamma e_l}. \]

Note that in general \( g z_{e_l} \neq z_{g e_l} \). However we have \( \gamma z_{e_l} = z_{\gamma e_l} \) for \( \gamma \in \Gamma_{\infty} \). Thus for such \( \gamma \) we have \( \gamma S = S \), i.e. \( S \) is invariant under translations by 1, and we can therefore reduce the problem to \( S \) modulo one, with \( \gamma \in \Gamma_{\infty} \setminus \Gamma / \Gamma_{e_l} \). Specifically, we are interested in the fine-scale statistics of the real parts of geodesic tops with imaginary part in the interval \( [\alpha y, \beta y) \),

\[ X_{\alpha,\beta}(y) = \frac{h}{l=1} X_{l,\alpha,\beta}(y) \quad (2.2) \]

with

\[ X_{l,\alpha,\beta}(y) = \left\{ \Re(z_{l\gamma e_l}) \mod 1 : \gamma \in \Gamma_{\infty} \setminus \Gamma / \Gamma_{e_l}, \alpha y \leq \Im(z_{l\gamma e_l}) < \beta y \right\} \subset \mathbb{T}, \]

in the limit \( y \to 0 \). Here \( X_{\alpha,\beta}(y), X_{l,\alpha,\beta}(y) \) are defined as multisets, i.e., we list points with their multiplicity. To quantify their distribution, define the number of points in small intervals by

\[ N_{I,\alpha,\beta}(x, y) = \# \left\{ \gamma \in \Gamma_{\infty} \setminus \Gamma / \Gamma_{e_l} : z_{l\gamma e_l} \in (x + y I + \mathbb{Z}) \right\}, \quad (2.3) \]

where \( I \subset \mathbb{R} \) is a fixed finite interval, and \( 1 \leq \alpha < \beta \leq \infty \). With

\[ B_{I,\alpha,\beta} = \{ u + iv \in \mathbb{H} : u \in I, \alpha \leq v < \beta \}, \quad (2.4) \]

we have

\[ N_{I,\alpha,\beta}(x, y) = \sum_{l=1}^{h} \# \left\{ \gamma \in \Gamma_{\infty} \setminus \Gamma / \Gamma_{e_l} : z_{l\gamma e_l} \in x + y B_{I,\alpha,\beta} + \mathbb{Z} \right\}. \]

In fact

\[ N_{I,\alpha,\beta}(x, y) = \sum_{l=1}^{h} \# \left\{ \gamma \in \Gamma / \Gamma_{e_l} : z_{\gamma e_l} \in x + y B_{I,\alpha,\beta} \right\} \]

\[ = \sum_{l=1}^{h} \# \left\{ \gamma \in \Gamma / \Gamma_{e_l} : z_{\gamma e_l} \in n(x) a(y) B_{I,\alpha,\beta} \right\} \]

with

\[ n(x) = \begin{pmatrix} 1 & x \\ 0 & 1 \end{pmatrix}, \quad a(y) = \begin{pmatrix} y^{1/2} & 0 \\ 0 & y^{-1/2} \end{pmatrix}. \]

Define for \( g \in G \) and bounded \( B \subset \mathbb{H} \) the counting function

\[ N_B(g) = \sum_{l=1}^{h} \# \{ \gamma \in \Gamma / \Gamma_{e_l} : z_{g^{-1} \gamma e_l} \in B \}. \]

Using the fact that \( g z_{e_l} = z_{g e_l} \) for \( g = n(x) a(y) \) we see that

\[ N_{I,\alpha,\beta}(x, y) = N_B(n(x) a(y)). \quad (2.5) \]

where \( B = B_{I,\alpha,\beta} \) is given by (2.4). We furthermore note that \( N_B(\gamma g) = N_B(g) \) for all \( \gamma \in \Gamma \). This motivates the definition of the following random line processes in \( \mathbb{H} \).
Define
\[ \Theta_{y,\lambda} = \sum_{l=1}^{h} \sum_{\gamma \in \Gamma/G_{\epsilon_l}} \delta_{\zeta_{\lambda(l)}^{-1} \gamma_{\epsilon_l}} \]
with the random variable \( \xi \) distributed according to the Borel probability measure \( \lambda \) on \( \mathbb{T} \).

We also define
\[ \Theta = \sum_{l=1}^{h} \sum_{\gamma \in \Gamma/G_{\epsilon_l}} \delta_{\gamma_{\epsilon_l}^{-1}} \]
with the random element \( g \) distributed with respect to Haar probability measure \( \mu_{\Gamma} \) on \( \Gamma \) (\( \mu_{\Gamma} \) is the Haar measure of \( G \) normalised so that \( \mu_{\Gamma}(\Gamma \setminus G) = 1 \)). Since \( \Theta_{y,\lambda} \) and \( \Theta \) describe the distribution of random geodesics in \( \mathbb{H} \), we refer to them as geodesic line processes. Of course, in the present parametrisation they can also be viewed as point processes describing the location of the geodesic tops in \( \mathbb{H} \).

2.1 Convergence of geodesic line processes

We will now investigate the convergence of our random line processes, first in distribution, then (in the next section) the convergence of its moments.

**Theorem 2.1.** For every Borel probability measure \( \lambda \) on \( \mathbb{T} \) that is absolutely continuous with respect to the Lebesgue measure, we have convergence \( \Theta_{y,\lambda} \rightarrow \Theta \) in distribution as \( y \rightarrow 0 \).

In particular, for all \( k_1, \ldots, k_r \in \mathbb{Z} \geq 0 \), finite intervals \( I_i \) and \( 1 \leq \alpha_i < \beta_i \leq \infty \), we have that
\[ \lim_{y \rightarrow 0} \lambda(\{ x \in \mathbb{T} : N_{I_i,\alpha_i,\beta_i}(x, y) = k_i \forall i \}) = \mathbb{P}(\Theta(B_{I_i,\alpha_i,\beta_i}) = k_i \forall i) \]
and the limit is a continuous function of \( \alpha_i, \beta_i \) and the endpoints of \( I_i \).

As an example of theorem 2.1, let us consider the special case of the void distribution, where \( r = 1 \) and \( k_1 = 0 \). Here, for \( 1 \leq \alpha < \beta \leq \infty \) we have that for any finite interval \( I \)
\[ \lim_{y \rightarrow 0} \lambda(\{ x \in \mathbb{T} : N_{I,\alpha,\beta}(x, y) = 0 \}) = \mathbb{P}(\Theta(B_{I,\alpha,\beta}) = 0), \]
with the formula
\[ \mathbb{P}(\Theta(B) = 0) = \int_{\Gamma \setminus G} \left( \prod_{l=1}^{h} \prod_{\gamma \in \Gamma/G_{\epsilon_l}} \left( 1 - \chi_B(z_{\gamma_{\epsilon_l}}) \right) \right) \, d\mu_{\Gamma}(g), \]
where \( \chi_B \) denotes the characteristic function of the set \( B = B_{I,\alpha,\beta} \).

Our proof of theorem 2.1 follows similar lines as the arguments in section 4 of [23]. The main difference here is that the points \( z_{\gamma_{\epsilon_l}} \) do not form a \( \Gamma \)-orbit in \( \mathbb{H} \). Both here and in [23] the main ingredient for the proof is the equidistribution of long horocycles. The precise statement we use here can be found in theorem 5.6 of [22], which is based on ideas going back to [20] and [8].

We first need to compute the average of the functions \( N_B(g) \), which gives the intensity measure \( \mathbb{E}\Theta \) of the process \( \Theta \). The analogue of this calculation in [23] is just a straightforward application of the unfolding technique, but here it is more involved due to the fact that the \( z_{\gamma_{\epsilon_l}} \) are not an orbit of a point. This obstacle is overcome by an appropriate change of variables from the Iwasawa coordinates (2.1) which has a notably simple Jacobian as seen in the proof below. Set
\[ \kappa_{\Gamma} = \frac{\ell}{2\pi \text{vol}_{\mathbb{H}}(\Gamma \setminus \mathbb{H})}, \quad \ell = 2 \sum_{l=1}^{h} \log \epsilon_l, \quad (2.6) \]
where \( 2 \log \epsilon_l \) and \( \ell \) represent the individual and total lengths of the geodesics \( c_1, \ldots, c_h \) in \( \Gamma \setminus \mathbb{H} \).
Proposition 2.2. For any Borel set $B \subset \mathbb{H}$,

$$\Theta(B) = \int_{\Gamma \setminus G} \mathcal{N}_B(g) d\mu_\Gamma(g) = \kappa_\Gamma \text{vol}_\mathbb{H}(B).$$  \hfill (2.7)

Proof. We have

$$\mathcal{N}_B(g) = \sum_{l=1}^{h} \sum_{\gamma \in \Gamma / \Gamma_{\epsilon l}} \chi_{S_B}(g^{-1} \gamma),$$

where $\chi_{S_B}$ is the characteristic function of the set

$$S_B = \{ g \in G : z_{g c_0} \in B \}$$

with

$$c_0 = \left\{ \begin{pmatrix} t & 0 \\ 0 & t^{-1} \end{pmatrix} : t > 0 \right\}$$

defining an upward oriented geodesic. Unfolding shows that

$$\int_{\Gamma \setminus G} \mathcal{N}_B(g) d\mu_\Gamma(g) = \sum_{l=1}^{h} \int_{\Gamma_{\epsilon l} \setminus G} \chi_{S_B}(g^{-1} \gamma) d\mu_\Gamma(g).$$

Changing variables $g \leftrightarrow g\ell g$, the region of integration changes from $\Gamma_{\epsilon l} \setminus G$ to

$$(g^{-1} \Gamma_{\epsilon l} g) \setminus G = \left\{ \pm \begin{pmatrix} \epsilon_l & 0 \\ 0 & \epsilon_{l}^{-1} \end{pmatrix} \right\} \setminus G,$$

and so the integral becomes

$$\sum_{l=1}^{h} \int_{\mathcal{F}_l} \chi_{S_B}(g^{-1}) d\mu_\Gamma(g),$$  \hfill (2.8)

where $\mathcal{F}_l$ is a fundamental domain for the action of $\pm \begin{pmatrix} \epsilon_l & 0 \\ 0 & \epsilon_{l}^{-1} \end{pmatrix}$ on $G$.

To compute this integral, we introduce a coordinate chart on $G$ in which both $S_B$ and a fundamental domain $\mathcal{F}_l$ are easy to describe. The region of $G$ where this chart applies is the open set of $g$ such that $g^{-1} c_0$ is positively oriented. Clearly $S_B$ is a subset of this region, as we only define $z_{c}$ for positively oriented geodesics, and in what follows we only consider the subset of $\mathcal{F}_l$ in this region.

The choice of coordinates we use is explicitly

$$g^{-1} = n(u) a(v) k(\frac{\pi}{2}) a(s)^{-1},$$  \hfill (2.9)

where

$$k(\theta) = \begin{pmatrix} \cos \frac{\theta}{2} & -\sin \frac{\theta}{2} \\ \sin \frac{\theta}{2} & \cos \frac{\theta}{2} \end{pmatrix}$$

and $u, v, s \in \mathbb{R}$ with $v, s > 0$. Since $k(\frac{\pi}{2}) a(s)^{-1} c_0$ is the positively oriented geodesic with top $i$, we see that in these coordinates $z_{g^{-1} c_0} = u + iv$. Moreover, we observe that in this coordinate chart the action of $\pm \begin{pmatrix} \epsilon_l & 0 \\ 0 & \epsilon_{l}^{-1} \end{pmatrix}$ is simply to multiply $s$ by $\epsilon_l^2$, and so

$$\mathcal{F}_l = \{ a(s) k(-\frac{\pi}{2}) a(v^{-1}) n(u)^{-1} : 1 \leq s < \epsilon_l^2, v > 0, u \in \mathbb{R} \}$$

is a valid region for use in the integration (2.8).
We now express the Haar measure on $G$ with respect to the coordinate chart (2.9). To this end, we write the matrix on the right in (2.9) in Iwasawa coordinates. We have

$$g^{-1} = \left( \frac{\frac{1}{\sqrt{2sv}}(u+v)}{\frac{1}{\sqrt{2sv}}(u-v)} \right).$$

and so we find that the Iwasawa coordinates (2.1) of $g^{-1}$ are

$$x = \left( \frac{1}{2sv}(u+v) + \frac{s}{2v}(u-v) \right) \left( \frac{1}{2sv} + \frac{s}{2sv} \right)^{-1} = u - \frac{s^2 - 1}{s^2 + 1}v$$

$$y = \left( \frac{1}{2sv} + \frac{s}{2v} \right)^{-1} = \frac{2sv}{s^2 + 1}$$

$$\theta = 2\arctan(s^{-1}).$$

We note that the Jacobian matrix of this change of coordinates,

$$J = \begin{pmatrix} \frac{\partial x}{\partial u} & \frac{\partial x}{\partial v} & \frac{\partial x}{\partial s} \\ \frac{\partial y}{\partial u} & \frac{\partial y}{\partial v} & \frac{\partial y}{\partial s} \\ \frac{\partial \theta}{\partial u} & \frac{\partial \theta}{\partial v} & \frac{\partial \theta}{\partial s} \end{pmatrix},$$

is upper triangular, and so we only need to compute the diagonal entries. We have

$$\frac{\partial x}{\partial u} = 1, \quad \frac{\partial y}{\partial v} = \frac{2s}{s^2 + 1}, \quad \frac{\partial \theta}{\partial s} = -\frac{2}{s^2 + 1},$$

and so

$$\frac{dx}{y^2} \frac{dy}{ds} d\theta = \frac{du}{v^2} \frac{dv}{s}. \quad (2.10)$$

Including the normalizing factor that makes $\mu_G$ a probability measure on $\Gamma \backslash G$, we have that the integral (2.8) is

$$\frac{1}{2\pi \text{vol}_G(\Gamma \backslash \mathbb{H})} \int_{u+iw \in B} \int_{u+iw \in B} \frac{du}{v^2} \frac{dv}{s},$$

and (2.7) follows.

Although not strictly necessary for our purposes, we note that we can extend proposition 2.2 to the following mean value formula.

**Proposition 2.3.** For every measurable $f : \mathbb{H} \to \mathbb{R}_{\geq 0}$ (or $f \in L^1(\mathbb{H}, \text{vol}_\mathbb{H})$),

$$\int_{\Gamma \backslash G} \left( \sum_{l=1}^{h} \sum_{\gamma \in \Gamma / \Gamma_{\gamma}} f(z_{g^{-1}\gamma_{\epsilon_l}}) \right) d\mu_G(g) = \kappa_G \int_{\mathbb{H}} f(z) d\text{vol}_\mathbb{H}(z).$$

**Proof.** As $\text{vol}_\mathbb{H}$ is a Borel measure, we may reduce to the case when $f$ is the characteristic function of a Borel set, which is exactly the content of proposition 2.2.

Following the technique in [23], we derive from proposition 2.2 the following estimates.

**Lemma 2.4.** We have

$$\mu_G \left( \{ g \in \Gamma \backslash G : N_B(g) \geq 1 \} \right) \leq \kappa_G \text{vol}_G(B). \quad (2.11)$$

In particular, if $\text{vol}_G(\partial B) = 0$, then

$$\mu_G (\partial \{ g \in \Gamma \backslash G : N_B(g) = k \}) = 0. \quad (2.12)$$
Proof. Markov’s inequality implies

\[ \mu_T (\{ g \in \Gamma \setminus G : \mathcal{N}_B(g) \geq 1 \}) \leq \int_{\Gamma \setminus G} \mathcal{N}_B(g) \, d\mu_T(g), \]

and so proposition 2.2 implies (2.11). We now observe that \( g' \in \partial \{ g \in \Gamma \setminus G : \mathcal{N}_B(g) = k \} \) implies \( \mathcal{N}_B(g') \geq 1 \), and so (2.12) follows from (2.11).

Proof of theorem 2.1. We now have all the ingredients to apply the equidistribution of long horocycles, theorem 5.6 of [22]. This theorem states in particular that, for \( \lambda \) absolutely continuous with respect to Lebesgue measure, if \( S \subset \Gamma \setminus G \) has boundary of \( \mu_T \)-measure 0, then

\[ \lim_{y \to 0} \int \chi_S(n(x)a(y)) \, d\lambda(x) = \mu_T(S), \]

where \( \chi_S \) is the indicator function of \( S \). Now (2.12) shows that the relevant set \( S \) for our theorem 2.1 does indeed have boundary of \( \mu_T \)-measure zero. This furthermore implies that the limit distribution is continuous as stated.

2.2 Moments

We now turn to the moments of the counting functions \( \mathcal{N}_{\Gamma, \alpha, \beta}(x, y) \). For \( y > 0 \), \( s = (s_1, \ldots, s_r) \in \mathbb{C}^r \), \( I = I_1 \times \cdots \times I_r \), \( I_j \subset \mathbb{R} \) a finite interval, and \( \alpha = (\alpha_1, \ldots, \alpha_r), \beta = (\beta_1, \ldots, \beta_r) \) satisfying \( 1 \leq \alpha_j < \beta_j \leq \infty \), define the probabilities (cf. theorem 2.1)

\[ P_{\Gamma, \alpha, \beta}(k) = \mathbb{P}(\Theta(B_{1, \alpha_j, \beta_j}) = k_i \forall i), \]

where \( k = (k_1, \ldots, k_r) \) with \( k_j \) non-negative integers; the moments

\[ M_{\Gamma, \alpha, \beta}(\kappa, y) = \int_{\mathbb{T}} \prod_{1 \leq j \leq r} \mathcal{N}_{\Gamma, \alpha_j, \beta_j}(x, y)^{\kappa_j} \, d\lambda(x) = \sum_{k_1, \ldots, k_r \geq 0} k_1^{\kappa_1} \cdots k_r^{\kappa_r} P_{\Gamma, \alpha, \beta}(k, y), \]

and

\[ M_{\Gamma, \alpha, \beta}(\kappa) = \int_{\Gamma \setminus G} \prod_{1 \leq j \leq r} \mathcal{N}_{\Gamma, \alpha_j, \beta_j}(g)^{\kappa_j} \, d\mu_T(g) = \sum_{k_1, \ldots, k_r \geq 0} k_1^{\kappa_1} \cdots k_r^{\kappa_r} P_{\Gamma, \alpha, \beta}(k), \]

where \( \kappa = (\kappa_1, \ldots, \kappa_r) \in \mathbb{R}^r \) with \( \kappa_j \geq 0 \); and the moment generating functions

\[ G_{\Gamma, \alpha, \beta}(s, y) = \int_{\mathbb{T}} \exp \left( \sum_{1 \leq j \leq r} s_j \mathcal{N}_{\Gamma, \alpha_j, \beta_j}(x, y) \right) \, d\lambda(x) \]

\[ = \sum_{k_1, \ldots, k_r \geq 0} \exp \left( \sum_{1 \leq j \leq r} k_j s_j \right) P_{\Gamma, \alpha, \beta}(k, y), \]

and

\[ G_{\Gamma, \alpha, \beta}(s) = \int_{\Gamma \setminus G} \exp \left( \sum_{1 \leq j \leq r} s_j \mathcal{N}_{\Gamma, \alpha_j, \beta_j}(g) \right) \, d\mu_T(g) \]

\[ = \sum_{k_1, \ldots, k_r \geq 0} \exp \left( \sum_{1 \leq j \leq r} k_j s_j \right) P_{\Gamma, \alpha, \beta}(k). \]
Theorem 2.5. Let $\lambda$ be a probability measure on $\mathbb{T}$ with bounded density (with respect to Lebesgue measure), and $\mathcal{I}$, $\alpha$, $\beta$ as above. Then there is a constant $c_0 > 0$ such that for $s = (s_1, \ldots, s_r) \in \mathbb{C}^r$ satisfying $\sum_j \max \{\text{Re}(s_j), 0\} < c_0$ the function $G_{\mathcal{I}, \alpha, \beta}(s)$ is analytic and we have

$$\lim_{y \to 0} G_{\mathcal{I}, \alpha, \beta}(s, y) = G_{\mathcal{I}, \alpha, \beta}(s).$$

By a standard argument, theorem 2.5 implies the convergence as $y \to 0$ of the mixed moments $M_{\mathcal{I}, \alpha, \beta}(\kappa, y)$.

Corollary 2.6. Let $\lambda$ be a probability measure on $\mathbb{T}$ with bounded density, and $\mathcal{I}$, $\alpha$, $\beta$ as above. Then for all $\kappa = (\kappa_1, \ldots, \kappa_r) \in \mathbb{R}^r$ with $\kappa_j \geq 0$, we have $M_{\mathcal{I}, \alpha, \beta}(\kappa)$ is finite and

$$\lim_{y \to \infty} M_{\mathcal{I}, \alpha, \beta}(\kappa, y) = M_{\mathcal{I}, \alpha, \beta}(\kappa).$$

We also record the following corollary, which is simply an application of corollary 2.6 to $r = 1$ and $\kappa = 1$ together with the calculation in proposition 2.2.

For $0 \leq a < b \leq 1$ and $y > 0$, define the counting function for the distribution of the real parts of $z_{\gamma \epsilon_i}$ modulo one,

$$N_{\alpha, \beta}(a, b, y) = \# \left( \mathcal{X}_{\alpha, \beta}(y) \cap ([a, b] + \mathbb{Z}) \right).$$

Corollary 2.7 (Equidistribution modulo one). For a finite interval $I \subset \mathbb{R}$, $1 \leq \alpha < \beta \leq \infty$ and probability measure $\lambda$ with bounded density, we have

$$\lim_{y \to 0} \int_I N_{I, \alpha, \beta}(x, y) d\lambda(x) = \kappa_I \left( \frac{1}{\alpha} - \frac{1}{\beta} \right) \text{length}(I) \quad (2.13)$$

and, for $0 \leq a < b \leq 1$,

$$\lim_{y \to 0} y N_{\alpha, \beta}(a, b, y) = \kappa_I \left( \frac{1}{\alpha} - \frac{1}{\beta} \right) (b - a). \quad (2.14)$$

Proof. As mentioned above, (2.13) follows from corollary 2.6 and proposition 2.2. Equation (2.14) follows from the observation that given any $\epsilon > 0$, we have for $0 < y < \epsilon$ and $I = [-\frac{1}{2}, \frac{1}{2}]$

$$\int_{a+\epsilon}^{b-\epsilon} N_{I, \alpha, \beta}(x, y) dx \leq y N_{\alpha, \beta}(a, b, y) \leq \int_{a-\epsilon}^{b+\epsilon} N_{I, \alpha, \beta}(x, y) dx.$$ Indeed, from (2.3), the left side (resp. right side) counts each point in $\xi \in X_{\alpha, \beta}(y)$ with $\xi \in [a, b] + \mathbb{Z}$ with weight at most (resp. at least) $y \text{length}(I)$. In view of (2.13) (choose $\lambda$ to be the uniform measure on the intervals $[a + \epsilon, b - \epsilon]$ and $[a - \epsilon, b + \epsilon]$, respectively), the limits of the left and right hand side exist for all $\epsilon > 0$. Taking $\epsilon \to 0$, we obtain the right hand side of (2.14). 

Our proof of theorem 2.5 follows the strategy of the proof of theorem 8 in [23]. As in the proof of theorem 2.1, our setting is somewhat complicated by the fact that our points $z_{\gamma \epsilon_i}$ do not form a $\Gamma$-orbit of a point in $\mathbb{H}$. However there is a point in $w_l \in \mathbb{H}$ such that for any of our points $z_{\gamma \epsilon_i}$, there is a $\gamma' \in \Gamma$ such that $z_{\gamma \epsilon_i}$ is a bounded distance from $\gamma' w_l$ (and in fact $\gamma' \Gamma_{\epsilon_l} = \gamma \Gamma_{\epsilon_l}$). This fact gives us sufficient control over the points $z_{\gamma \epsilon_i}$ for the purposes of proving theorem 2.5 as manifested in lemmas 2.8 and 2.9.

Lemma 2.8. For every $\delta > 1$, there is a constant $C_\delta$ such that for any finite interval $I$, $0 < \alpha < \beta \leq \delta \alpha < \infty$, we have that

(i) for $x \in \mathbb{T}$, $y > 0$,

$$N_{I, \alpha, \beta}(x, y) < C_\delta \left( 1 + \frac{\text{length}(I)}{\alpha} \right); \quad (2.15)$$
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(ii) for \( g \in G \) and \( B = B_{I,\alpha,\beta} \) as in (2.4),
\[
N_B(g) < C_\delta \left( 1 + \frac{\text{length}(I)}{\alpha} \right);
\tag{2.16}
\]

(iii) for \( x \in \mathbb{T} \), \( 0 < y \leq e^{-1} \),
\[
N_{I,1,\infty}(x, y) < C_2 \left( 1 + \text{length}(I) \right) \log y^{-1};
\tag{2.17}
\]

(iv) for \( 0 \leq a < b \leq 1 \), \( 0 < y \leq 1 \),
\[
N_{1,\infty}(a, b, y) < 4C_2 y^{-1}.
\tag{2.18}
\]

(The constant \( C_\delta \) only depends on \( \delta \), \( \Gamma \) and the geodesics \( c_i \).)

**Proof.** Consider the number of hyperbolic lattice points in \( B_{I,\alpha,\beta} \),
\[
\tilde{N}_{I,\alpha,\beta}(g) = \sum_{l=1}^{h} \# \{ \gamma : g^{-1} \gamma g_i \in B_{I,\alpha,\beta} \}.
\]

The set \( g^{-1} \Gamma g \) is uniformly discrete, and the minimum distance between any two points is independent of \( g \), since \( G \) acts by isometries. Thus there is a constant \( C_\delta \) such that \( \tilde{N}_{[0,1],1,\delta}(g) \leq C_\delta \) for all \( g \in G \). Note that
\[
\tilde{N}_{[t,t+\alpha],[t,\delta,\alpha]}(g) = \tilde{N}_{[0,1],1,\delta}(gn(t)a(\alpha)) \leq C_\delta.
\]

This bound is evidently uniform in \( t, \alpha, \beta, g \). A covering argument shows that
\[
\tilde{N}_{I,\alpha,\beta}(g) \leq C_\delta \left( 1 + \frac{\text{length}(I)}{\alpha} \right).
\]

We now show that this bound implies (2.16). Since \( z_{\gamma c_i} \) depends only on the coset \( \gamma \Gamma c_i \), we claim that we can choose \( \gamma \) appropriately so that \( \gamma g_i \) is at most a bounded hyperbolic distance from \( z_{\gamma c_i} \). Indeed, \( \gamma g_i \) is on the geodesic \( \gamma c_i \), and \( \gamma \Gamma \gamma^{-1} \) is generated by the hyperbolic motion along this geodesic moving points a distance of \( 2 \log \varepsilon_1 \). Hence \( \gamma \) can be chosen so that \( \gamma g_i \) is a distance at most \( \log \varepsilon_1 \) from \( z_{\gamma c_i} \). Therefore (2.16) follows by adjusting \( C_\delta \) with a constant depending on \( \varepsilon_1 \). Next, (2.15) follows trivially from (2.16) in view of (2.5).

Again using the fact that there is a \( \gamma \) such that \( \gamma g_i \) is a bounded distance from \( z_{\gamma c_i} \), it follows that there is a constant \( Y > 0 \) depending only on \( g_i \) and \( \Gamma \) such that \( \text{Im}(z_{\gamma c_i}) \leq Y \) for all \( \gamma \) (recall that since \( \Gamma \) has a cusp at \( \infty \), the maximum height of any orbit is bounded). We then have for \( y < Y \) (the bound for \( y \geq Y \) is obvious)
\[
N_{I,1,\infty}(x, y) = \sum_{0 \leq j \leq \log_2(Y/y)} N_{I,2j,2j+1}(x, y)
\leq \sum_{0 \leq j \leq \log_2(Y/y)} C_2 \left( 1 + \text{length}(I) \right),
\]

using (2.15). This establishes (2.17).

The final bound (2.18) follows from a similar argument. For the upper bound we may take \([a, b] = [0, 1]\). Then using periodicity in \( x \), we have
\[
N_{1,\infty}(0, 1, y) = \sum_{j=0}^{\infty} N_{1,2}(0, 1, 2^j y)
= y^{-1} \sum_{j=0}^{\infty} 2^{-j} \int_{0}^{1} N_{[0,1],1,2}(x, 2^j y) dx,
\]

which in view of (2.15) is bounded by \( 4C_2 y^{-1} \). This proves (2.18). □
Lemma 2.9. Let $\lambda$ be a measure with bounded density, $I$, $\alpha$, $\beta$ as above, and $k = (k_1, \ldots, k_r)$ with $k_j \geq 0$ integers. Then there exists $c_0 > 0$ such that

$$
\sup_{y > 0} P^\lambda_{I,\alpha,\beta}(k; y) \leq \sup_{y > 0} \lambda(\{ x \in \mathbb{T} : N_{I_1,\alpha_1,\beta_1}(x, y) \geq k_i \forall i \}) \ll \exp\left( -c_0 \max_{1 \leq j \leq r} k_j \right) \tag{2.19}
$$

and

$$
P^\lambda_{I,\alpha,\beta}(k) \leq P(\Theta(B_{I_1,\alpha_1,\beta_1}) \geq k_i \forall i) \ll \exp\left( -c_0 \max_{1 \leq j \leq r} k_j \right). \tag{2.20}
$$

Proof. The inequalities "$\leq" are trivial. As to the upper bounds "$\ll", it is sufficient to establish them for $[\alpha_i, \beta_i] = [1, \infty)$. Let $j$ be so that $k_j = \max_i k_i$. We may assume that $k_j \geq 1$, since (2.19) is otherwise evident. Now recalling that

$$
N_{I_{j,1,\infty}}(x, y) = \sum_{l=1}^{h} \#\{ \gamma \in \Gamma / \Gamma_{c_l} : \text{Re}(z_{\gamma c_l}) \in x + y I_j, \text{Im}(z_{\gamma c_l}) \geq y \}
$$

and that by lemma 2.8

$$
\sum_{l=1}^{h} \#\{ \gamma \in \Gamma / \Gamma_{c_l} : \text{Re}(z_{\gamma c_l}) \in x + y I_j, y \leq \text{Im}(z_{\gamma c_l}) \leq Y y \} \ll \log Y
$$

for $Y > 1$ (note that this is not the same $Y$ that appears in the proof of lemma 2.8), we conclude that for $x$ such that $N_{I_{j,1,\infty}}(x, y) \geq k_j$,

$$
\sum_{l=1}^{h} \#\{ \gamma \in \Gamma / \Gamma_{c_l} : \text{Re}(z_{\gamma c_l}) \in x + y I_j, \text{Im}(z_{\gamma c_l}) \geq C_y \exp(c_0 k_j) \} \geq 1
$$

for some positive $C, c_0$ independent of $x$ and $y$. Setting $Y = C \exp(c_0 k_j)$ we have that

$$
\{ x \in \mathbb{T} : N_{I_{j,1,\infty}}(x, y) \geq k_j \} \subset \{ x \in \mathbb{T} : N_{I_{j,Y,\infty}}(x, y) \geq 1 \}. \tag{2.21}
$$

By Markov’s inequality, the $\lambda$ measure of the set on the right of (2.21) is at most

$$
\int_{\mathbb{T}} N_{I_{j,Y,\infty}}(x, y) d\lambda(x) \ll \int_{\mathbb{T}} N_{I_{j,Y,\infty}}(x, y) dx
$$

$$
\ll y \text{ length}(I_j) \sum_{l=1}^{h} \#\{ \gamma \in \Gamma / \Gamma_{c_l} : 0 \leq \text{Re}(z_{\gamma c_l}) \leq 1, \text{Im}(z_{\gamma c_l}) \geq y Y \}, \tag{2.22}
$$

where the first inequality follows from $\lambda$ having bounded density. It follows from lemma 2.8 that the quantity on the right of (2.22) is

$$
\ll Y^{-1} \ll \exp(-c_0 k_j)
$$

with the implied constant independent of $y$ (but depending on $I_j$, the geodesics $c_l$, etc.). This establishes (2.19), and (2.20) follows immediately from (2.19) and theorem 2.1.

Proof of theorem 2.3. Having lemma 2.9 the proof of theorem 2.5 is easy to finish. To verify that $G^\lambda_{I,\alpha,\beta}(s)$ is analytic in the set of $s = (s_1, \ldots, s_r) \in \mathbb{C}^r$ satisfying $\sum_j \max \{ \text{Re}(s_j), 0 \} < c_0$, we start by arranging

$$
G^\lambda_{I,\alpha,\beta}(s) = \sum_{k_0 \geq 0} \sum_{k_1, \ldots, k_r \geq 0} \exp\left( \sum_{1 \leq j \leq r} k_j s_j \right) P^\lambda_{I,\alpha,\beta}(k).
$$
Applying (2.20) we find that

$$\sum_{k \geq K} \sum_{k_1, \ldots, k_r \geq 0 \atop \max_j k_j = k} \left| \exp \left( \sum_{1 \leq j \leq r} k_j s_j \right) P_{I, \alpha, \beta}(k) \right| \ll \sum_{k \geq K} (k + 1)^r \exp \left( - \left( c_0 - \sum_{1 \leq j \leq r} \max \{\Re(s_j), 0\} \right) k \right).$$

(2.23)

This bound clearly goes to 0 uniformly as $K \to \infty$ for $s$ in compact subsets of the region $\sum_j \max \{\Re(s_j), 0\} < c_0$, and so $G(s, I)$ is analytic in this region.

To verify that

$$\lim_{y \to 0} G_{I, \alpha, \beta}(s, y) = G_{I, \alpha, \beta}(s),$$

(2.24)

we recall that

$$G_{I, \alpha, \beta}(s, y) = \sum_{k_1, \ldots, k_r \geq 0 \atop \max_j k_j = k} \exp \left( \sum_{1 \leq j \leq r} k_j s_j \right) P_{I, \alpha, \beta}(k, y).$$

Proceeding as above, we arrange this sum according to $k = \max_j k_j$, and split the sum into $k < K$ and $k \geq K$.

For the terms $k < K$, we apply theorem 2.1 to obtain

$$\lim_{y \to \infty} \sum_{0 \leq k < K} \sum_{k_1, \ldots, k_r \geq 0 \atop \max_j k_j = k} \exp \left( \sum_{1 \leq j \leq r} k_j s_j \right) P_{I, \alpha, \beta}(k, y) = \sum_{0 \leq k < K} \sum_{k_1, \ldots, k_r \geq 0 \atop \max_j k_j = k} \exp \left( \sum_{1 \leq j \leq r} k_j s_j \right) P_{I, \alpha, \beta}(k).$$

Using (2.23), we see that this is equal to $G_{I, \alpha, \beta}(s)$ up to an error that goes to 0 as $K \to \infty$ since we are assuming $\sum_j \max \{\Re(s_j), 0\} < c_0$. For the terms $k \geq K$, we apply (2.19) to obtain

$$\sum_{k \geq K} \sum_{k_1, \ldots, k_r \geq 0 \atop \max_j k_j = k} \left| \exp \left( \sum_{1 \leq j \leq r} k_j s_j \right) P_{I, \alpha, \beta}(k) \right| \ll \sum_{k \geq K} (k + 1)^r \exp \left( - \left( c_0 - \sum_{1 \leq j \leq r} \max \{\Re(s_j), 0\} \right) k \right).$$

As before, this goes to 0 as $K \to \infty$ since $\sum_j \max \{\Re(s_j), 0\} < c_0$, and so we obtain (2.24).

2.3 A one-dimensional point process

We will now restate theorem 2.1 (in the case $\alpha = 1, \beta = \infty$) in a form closer to the setting of the introduction. The family of multisets

$$X_{1, \infty}(y) = \bigcup_{l=1}^{h} \{ \Re(z_{\gamma e_l}) \mod 1 : \gamma \in \Gamma_{\infty} \backslash \Gamma / \Gamma_{e_l}, \ \Im(z_{\gamma e_l}) \geq y \} \subset \mathbb{T},$$
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forms a nested subsequence as $y \to 0$. We list its elements (with multiplicity) as the sequence $(\xi_j)_{j=1}^{\infty}$, where we fix any ordering such that if $\xi_i \in X_{1,\infty}(y')$, $\xi_j \in X_{1,\infty}(y)$ with $i < j$, then $y' \geq y$. So in particular, the elements in $X_{1,\infty}(y)$ are listed as $\xi_1, \ldots, \xi_N$ with $N = N(y) = N_{1,\infty}(0,1,y)$. As in the introduction, we are interested in the number $N_I(x,N) = N_I(x,\infty)$ of points in the interval $x + N^{-1}I + \mathbb{Z}$. We define the corresponding random point process

$$\Xi_{N,\lambda} = \sum_{j=1}^{N} \sum_{k \in \mathbb{Z}} \delta_{N(\xi_j - \xi + k)}$$

on $\mathbb{R}$, with $\xi \in \mathbb{T}$ distributed according to $\lambda$. Define the one-dimensional point process process $\Xi$ by

$$\Xi(I) = \Theta(B_{\kappa_I^{-1}}I,1,\infty)$$

with $\kappa_I$ as in (2.6). With this scaling,

$$\mathbb{E}\Xi(I) = \mathbb{E}\Theta(B_{\kappa_I^{-1}}I,1,\infty) = \kappa_I \text{vol}_{\mathbb{H}}(B_{\kappa_I^{-1}}I,1,\infty) = \text{length}(I),$$

and hence the intensity measure of $\Xi$ is the normalised Lebesgue measure on $\mathbb{R}$. Furthermore, since the distribution of $\Theta$ is invariant under translations $z \mapsto z + t$ of $\mathbb{H}$, the process $\Xi$ is a (translation-) stationary point process in $\mathbb{R}$.

We have the following limit theorem.

**Theorem 2.10.** For every Borel probability measure $\lambda$ on $\mathbb{T}$ that is absolutely continuous with respect to the Lebesgue measure, we have convergence $\Xi_{N,\lambda} \to \Xi$ in distribution as $N \to \infty$.

Specifically, for all $k_1, \ldots, k_r \in \mathbb{Z}_{\geq 0}$, finite intervals $I_i$, we have that

$$\lim_{N \to \infty} \lambda\left\{ x \in \mathbb{T} : N_I(x,N) = k_i \ \forall i \right\} = \mathbb{P}(\Xi(I) = k_i \ \forall i).$$

**Proof.** This follows directly from theorem 2.1. The only difference is the scaling by $N$ rather than $y^{-1}$. The equivalence of the convergence in the two scalings follows from the asymptotics $yN(y) \to \kappa_I$ from (2.14) and the continuity of the limit distribution. \qed

### 3 Equidistribution along discrete orbits

Theorems 2.1 and 2.5 already give the existence of limits for many interesting fine-scale distributions of the real parts of $z_{\gamma} \mod 1$. There are standard combinatorial arguments that allow the extension of the results to other statistics, such as gap distribution and pair correlation. See for instance [23], where the pair correlation is computed from second mixed moments. Here we will use a geometric approach, the surface of section method, from which the gap distribution and pair correlation follow more directly. This is similar to the approach in [1] for the statistics of Farey sequences, but with a different section, see section 4.3 for details. We refer the reader to [21] for more background on the connection between statistics of entry and return times for a given Poincaré section on one hand, and point processes and their Palm distributions on the other.

#### 3.1 A Poincaré section for the horocycle flow

For $1 \leq \alpha < \beta \leq \infty$, define the two-dimensional section

$$S_{\alpha,\beta} = \{a(s)k(-\frac{\pi}{2})a(v^{-1}) : s > 0, \alpha \leq v < \beta \} \subset G.$$


We will show below that for $1 \leq \alpha < \beta \leq \infty$ the sets
\[
\tilde{S}^l_{\alpha,\beta} = \Gamma \backslash \Gamma g_l S_{\alpha,\beta} = \Gamma \backslash \Gamma g_l \{ a(s)k(-\frac{\pi}{2})a(v^{-1}) : s \in [1, \varepsilon^2], \alpha \leq v < \beta \}
\]
and
\[
\tilde{S}_{\alpha,\beta} = \bigcup_{l=1}^{h} \tilde{S}^l_{\alpha,\beta}
\]
are measurable subsets of $\Gamma \backslash G$. Define the finite Borel measures $\nu_{\alpha,\beta}$, $\nu^l_{\alpha,\beta}$ on $\Gamma \backslash G$ by
\[
\int_{\Gamma \backslash G} f(g) \, d\nu^l_{\alpha,\beta}(g) = \frac{1}{2\pi \text{vol}_H(\Gamma \backslash \mathbb{H})} \int_{s_1}^{s_2} \int_{1}^{\beta} f(G \gamma a(s)k(-\frac{\pi}{2})a(v^{-1})), \frac{ds}{s}, \frac{dr}{v^2},
\]
and furthermore
\[
\nu_{\alpha,\beta} = \sum_{l=1}^{h} \nu^l_{\alpha,\beta},
\]
so that the support of $\nu_{\alpha,\beta}$ is $\tilde{S}_{\alpha,\beta}$, and that of $\nu^l_{\alpha,\beta}$ is $\tilde{S}^l_{\alpha,\beta}$.

Recall the definition of the multiset $X_{\alpha,\beta}(y)$ in (2.2).

**Theorem 3.1.** For $1 \leq \alpha < \beta \leq \infty$ and $f : \mathbb{T} \times \Gamma \backslash G \to \mathbb{C}$ bounded continuous, we have
\[
\lim_{y \to 0} y \sum_{\xi \in X_{\alpha,\beta}(y)} f(\xi, \Gamma n(\xi) a(y)) = \int_{\mathbb{T}} \int_{\Gamma \backslash G} f(x, g) d\nu_{\alpha,\beta}(g) dx.
\]

The plan for the proof of this statement is to show that $\tilde{S}_{\alpha,\beta}$ is a Poincaré section for the horocycle flow $\Gamma g \mapsto \Gamma gn(t)$ on $\Gamma \backslash G$ such that the return times for the periodic orbit $\{ \Gamma a(y)n(t) : t \in \mathbb{T} \}$ have the form $y^{-1} \text{Re}(z_{\epsilon_1})$. We then introduce an $\epsilon$-thickening of $\tilde{S}_{\alpha,\beta}$ in the direction of the horocycle flow, and theorem 3.1 then follows by applying the equidistribution of long horocycles in $\Gamma \backslash G$.

Let us first investigate the structure of $\tilde{S}^l_{\alpha,\beta}$. Recall $\{ \Gamma g_l a(s) : s > 0 \}$ is a closed geodesic in $\Gamma \backslash G$ for each $l$, and in particular the curves are not self-intersecting and are disjoint for different values of $l$. Therefore $\{ \Gamma g_l a(s) : s > 0 \}k(-\frac{\pi}{2})a(v^{-1})$ are also closed curves in $\Gamma \backslash G$, which are not self-intersecting and are disjoint for different values of $l$. In fact, they do not intersect even after a slight thickening, as the following lemma shows.

**Lemma 3.2.** For $1 \leq \alpha < \beta < \infty$ and $\epsilon > 0$ define
\[
S^l_{\alpha,\beta} = \{ a(s)k(-\frac{\pi}{2})a(v^{-1})n(u) : s > 0, \alpha \leq v < \beta, |u| < \epsilon \} \subset G.
\]
Then there is $\delta > 1$ sufficiently small (depending only on $\Gamma$ and the $g_l$) and $\epsilon > 0$ sufficiently small (depending only on $\delta$, $\Gamma$ and the $g_l$), such that for $\delta < \delta \alpha$ and $\gamma \in \Gamma$ and $1 \leq l_1, l_2 \leq h$, we have that
\[
\gamma g_{l_1} S^l_{\alpha,\beta} \cap g_{l_2} S^l_{\alpha,\beta} = \emptyset
\]
unless $l_1 = l_2$ and $\gamma \in \Gamma_{c_1}$.

**Proof.** Suppose that $\gamma \in \Gamma$ is such that
\[
\gamma g_{l_1} a(s_1)k(-\frac{\pi}{2})a(v_1)^{-1}n(u_1) = g_{l_2} a(s_2)k(-\frac{\pi}{2})a(v_2)^{-1}n(u_2),
\]
for some $s_1, s_2 > 0$, $\alpha \leq v_1, v_2 < \beta$, and $|u_1|, |u_2| < \epsilon$. Replacing $\gamma$ with $\gamma_2 \gamma_1$ for suitable $\gamma_i \in \Gamma_{c_1}$, we may assume furthermore that $1 \leq s_1 < \varepsilon_1^2, 1 \leq s_2 < \varepsilon_2^2$. This implies that
\[
g_{l_2}^{-1} \gamma g_{l_1} = \begin{pmatrix} \frac{s_2^2}{s} & 0 \\ 0 & \frac{s^{-1}}{s^2} \end{pmatrix} + O(\beta \epsilon + (\alpha^{-\frac{1}{2}} \beta^{\frac{1}{2}} - \alpha^\frac{1}{2} \beta^{-\frac{1}{2}})) \tag{3.2}
\]
where \( s = s_2/s_1 \), and so \( \varepsilon_{l_1}^{-2} < s < \varepsilon_{l_2}^2 \). The condition that (3.2) holds for some \( \varepsilon_{l_1}^{-2} < s < \varepsilon_{l_2}^2 \) constrains \( \gamma \) to a fixed compact subset of \( G \). The discreteness of \( \Gamma \) then implies that for \( \beta/\alpha < \delta \) sufficiently close to 1 and \( \beta \) sufficiently small, if (3.2), then in fact
\[
g^{-1}_l \gamma g_n = \begin{pmatrix} s^\frac{1}{2} & 0 \\ 0 & s^{-\frac{1}{2}} \end{pmatrix}
\]
for some \( \varepsilon_{l_1}^{-2} \leq s \leq \varepsilon_{l_2}^2 \). Since the geodesics \( c_l \) are not \( \Gamma \)-equivalent, (3.3) implies \( l_1 = l_2 \), and so then \( \gamma \in \Gamma_{c_{l_1}} \).

The lemma implies that \( \tilde{S}^l_{\alpha,\beta} \) are measurable subsets and \( \nu_{\alpha,\beta} \) well defined as Borel measures. This result will be key in the application of the surface-of-section method below.

**Lemma 3.3.** Let \( 1 \leq \alpha < \beta < \delta \alpha < \infty \) with \( \delta \) as in lemma 3.2. Then the map
\[
X_{\alpha,\beta}(y) \rightarrow \tilde{S}_{\alpha,\beta}, \quad \xi \mapsto \Gamma n(\xi)a(y)
\]
is injective, and we have
\[
X_{\alpha,\beta}(y) = \{ \xi \in T : \Gamma n(\xi)a(y) \in \tilde{S}_{\alpha,\beta} \}.
\]

**Proof.** Recall that \( z_{\gamma c_l} \) is the point on \( \gamma c_l \) where the tangent points directly to the right. The Iwasawa decomposition (2.1) hence tells us that
\[
n(\Re(z_{\gamma c_l}))a(\Im(z_{\gamma c_l}))k(\frac{\pi}{2}) = \gamma g_l a(s)
\]
for a unique \( s > 0 \). Therefore if \( \alpha y \leq \Im(z_{\gamma c_l}) < \beta y \), then
\[
n(\Re(z_{\gamma c_l}))a(y) = \gamma g_l a(s)k(-\frac{\pi}{2})a(v^{-1}) \in \gamma g_l S_{\alpha,\beta}
\]
with \( v = y^{-1}\Im(z_{\gamma c_l}) \), and so
\[
\Gamma n(\Re(z_{\gamma c_l}))a(y) \in \tilde{S}^l_{\alpha,\beta} = \Gamma \backslash \Gamma g_l S_{\alpha,\beta}.
\]
This shows that the map (3.4) is well defined. In view of lemma 3.2, the value of \( v \in [\alpha, \beta] \) is in fact unique. Together with the uniqueness of \( s \in [1, \varepsilon_1^2] \) this implies the injectivity of (3.4).

Note that the previous results require \( \beta < \infty \). The following result shows that restricting to finite intervals \([\alpha, \beta]\) only produces a small error.

**Lemma 3.4.** For \( \alpha > 0 \) and \( f : T \times \Gamma \backslash G \rightarrow \mathbb{C} \) bounded, we have
\[
\limsup_{y \rightarrow 0} \left| \sum_{\xi \in X_{\alpha,\infty}(y)} f(\xi, \Gamma n(\xi)a(y)) \right| \leq \kappa_T \alpha^{-1} \sup |f|.
\]

**Proof.** Apply corollary 2.7 eq. (2.13). □

**Proof of theorem 3.1.** Since the sum over \( l \) is finite, we may assume without loss of generality that we only have one term, i.e., \( h = 1 \). We write \([\alpha, \beta]\) as a disjoint union of intervals \([\alpha_j, \alpha_{j+1}]\), \( j = 1, \ldots, J \), with \( \alpha_1 = \alpha \) and \( \alpha_{J+1} = \beta \). If \( \beta = \infty \), we can choose \( \alpha_J \) sufficiently large to make the contribution of the term \([\alpha_J, \infty)\) to both sides of (3.1) as small as we wish; recall lemma 3.4. We may therefore assume without loss of generality that \( \beta < \infty \). Assume furthermore \( \alpha_{j+1} < \delta \alpha_j \) with \( \delta > 1 \) as in lemma 3.2. We will now calculate the contribution to (3.1) of each finite interval \([\alpha_j, \alpha_{j+1}]\). For simplicity of notation, let us rename \([\alpha_j, \alpha_{j+1}]\) as \([\alpha, \beta]\). We have
thus reduced the proof of the lemma to the statement for \( 1 \leq \alpha < \beta < \delta \alpha < \infty \) with \( \delta > 1 \) as in lemma 3.2.

What now remains to be shown is that for \( f : T \times \mathbb{S}_{\alpha,\beta}^l \to \mathbb{C} \) bounded continuous, we have

\[
\lim_{y \to 0} \int_{\mathbb{S}_{\alpha,\beta}^l(y)} f(\xi, \Gamma_n(\xi)a(y))d\nu_{\alpha,\beta}(g)dx = 2 \pi \int_T \int_{\Gamma \backslash G} f(x, g)d\nu_{\alpha,\beta}(g)dx.
\]

To this end, we define for given \( \epsilon > 0 \) and \( f \) bounded continuous, the function \( F_\epsilon : T \times \Gamma \backslash G \to \mathbb{C} \) by

\[
F_\epsilon(x, \Gamma g) = \begin{cases} 
    f(x, \Gamma g a(s)k(-\frac{\pi}{2})a(v^{-1})) & \text{if } g = g a(s)k(-\frac{\pi}{2})a(v^{-1})a(\mu) \in \Gamma g \mathbb{S}_{\alpha,\beta}^l \\
    0 & \text{if } g \notin \Gamma g \mathbb{S}_{\alpha,\beta}^l.
\end{cases}
\]

By lemma 3.2 and the assumptions on \( \alpha, \beta \), the function \( F_\epsilon \) is well defined, is bounded and has compact support; it is continuous except at points with \( \mu = \pm \epsilon \), which form a set of Haar measure zero, recall the parametrisation (2.10). The key observation is now that in view of (3.5)

\[
\frac{1}{2\epsilon} \int_T F_\epsilon(x, \Gamma_n(x)a(y))dx = y \sum_{\xi \in X_{\alpha,\beta}^l(y)} f(\xi, \Gamma_n(\xi)a(y)). \tag{3.7}
\]

The equidistribution of closed horocycles (as stated in theorem 5.6 of [22]) implies that

\[
\lim_{y \to 0} \frac{1}{2\epsilon} \int_T F_\epsilon(x, \Gamma_n(x)a(y))dx = \frac{1}{2\epsilon} \int_{T \times \Gamma \backslash G} F_\epsilon(x, g)dx d\mu_\Gamma(g).
\]

Using the formula (2.10) for \( \mu_\Gamma \) with the correct normalisation factor, we work out that

\[
\frac{1}{2\epsilon} \int_{T \times \Gamma \backslash G} F_\epsilon(x, g)dx d\mu_\Gamma(g) = \frac{1}{2\pi \text{vol}_H(\Gamma \backslash \mathbb{H})} \int_T \int_\alpha^\beta \int_1^{\epsilon_1^2} f(x, \Gamma g a(s)k(-\frac{\pi}{2})a(v^{-1})) \frac{ds}{s} \frac{dv}{v^2} dx. \tag{3.8}
\]

In conclusion, the right hand side of (3.7) converges to the right hand side of (3.8), as required.

### 3.2 Equidistribution of intersection points on a closed geodesic

The following corollary of the discussion in the previous section may be of independent interest. It concerns the joint equidistribution of the points \( \text{Re}(z_{\gamma \epsilon_l}) + \mathbb{Z} \in T \) (with respect to Lebesgue measure) and the points \( \Gamma z_{\gamma \epsilon_l} \) on the closed geodesic \( \Gamma \backslash \epsilon_l \) (with respect to the arc length measure). To be precise, for \( \gamma \in \Gamma_{\infty} \backslash \Gamma / \Gamma_{\epsilon_l} \), we define \( t_\gamma(\gamma) \) as the unique \( t \in [0, 2\log \epsilon_l] \) such that

\[
\Gamma_{\epsilon_l} \gamma^{-1} n(\text{Re}(z_{\gamma \epsilon_l})) a(\text{Im}(z_{\gamma \epsilon_l})) = \Gamma_{\epsilon_l} g a(e^t)k(-\frac{\pi}{2}) \tag{3.9}
\]

holds; recall (3.6) and \( 2\log \epsilon_l \) is the total length of \( \epsilon_l \). We remark that in the context of the roots \( \mu^2 \equiv D \mod m \), the natural harmonics on the closed geodesics are Hecke characters for \( \mathbb{Q}(\sqrt{D}) \).

**Proposition 3.5.** For \( 1 \leq \alpha < \beta < \infty \) and \( f : T \times [0, 2\log \epsilon_l] \to \mathbb{C} \) bounded continuous, we have

\[
\lim_{y \to \infty} \int_{\gamma \in \Gamma_{\infty} \backslash \Gamma / \Gamma_{\epsilon_l}} \int_{\alpha_0 \leq \text{Im}(z_{\gamma \epsilon_l}) < \beta y} f(\text{Re}(z_{\gamma \epsilon_l}), t_\gamma(\gamma)) \frac{\alpha^{-1} - \beta^{-1}}{2\pi \text{vol}_H(\Gamma \backslash \mathbb{H})} \int_0^{2\log \epsilon_l} \int_T f(x, t)dx dt. \tag{3.10}
\]
Proof. As above, we may assume without loss of generality that $1 \leq \alpha < \beta < \delta \alpha < \infty$ with $\delta > 1$ as in lemma 3.2. We define $\tilde{f} : \mathbb{T} \times \mathbb{T}^\delta_{\alpha,\beta} \to \mathbb{C}$ by

$$\tilde{f}(x, \Gamma g a(s) k(-\frac{\pi}{2}) a(v^{-1})) = \chi_{[\alpha,\beta)}(v) f(x, \log s).$$

This is well-defined by lemma 3.2, and we observe from (3.9) that

$$\lim_{y \to \infty} y \sum_{\gamma \in \Gamma \setminus \Gamma / \Gamma_{e_1}} f(\text{Re}(z_{\gamma e_1}), t_i(\gamma)) = \lim_{y \to \infty} y \sum_{\gamma \in \Gamma \setminus \Gamma / \Gamma_{e_1}} \tilde{f}(\text{Re}(z_{\gamma e_1}), \Gamma n(\text{Re}(z_{\gamma e_1})) a(y)).$$

Applying theorem 3.1, the right side becomes

$$\int_{\mathbb{T}} \int_{\Gamma \setminus G} \tilde{f}(x, g) d\nu_{\alpha,\beta}(g) dx = \frac{\alpha^{-1} - \beta^{-1}}{2\pi \text{vol}_\mathbb{H}(\Gamma \setminus \mathbb{H})} \int_1^{\infty} \int_{\mathbb{T}} f(x, \log s) dx \frac{ds}{s}.\]}

Equation (3.10) follows after changing variables $t = \log s$. □

4 Conditioned geodesic line processes

In section 2.1 we considered the number of points $N_{I,\alpha,\beta}(x, y)$ in small intervals (2.3), where $x$ is distributed according to an absolutely continuous Borel probability measure on $\mathbb{T}$. In order to capture gap and nearest neighbour statistics, as well as pair and higher correlation measures, we now evaluate $N_{I,\alpha,\beta}(\eta, y)$ for $\eta$ randomly drawn from the sequence itself. That is, the random variable $\eta$ is uniformly from the finite multiset $X_{\alpha,\beta}(y)$ as defined in (2.2), with fixed $1 \leq \alpha < \beta \leq \infty$. As in section 2.1, we define the corresponding geodesic line processes by

$$\Theta_{0,\alpha,\beta} = \sum_{l=1}^{h} \sum_{\gamma \in \Gamma \setminus \Gamma_{e_1}} \delta_{z_{(\eta g) a(y)}^{-1} \gamma e_1}$$

and

$$\Theta_{0,\alpha,\beta} = \sum_{l=1}^{h} \sum_{\gamma \in \Gamma \setminus \Gamma_{e_1}} \delta_{z_{g^{-1} \gamma e_1}}$$

with the random element $g$ distributed with respect to the Borel probability measure $\nu_{\alpha,\beta}$ on $\Gamma \setminus G$, which is $\nu_{\alpha,\beta}$ normalised as a probability measure. That is,

$$\nu_{\alpha,\beta} = \kappa^{-1}_{\Gamma} \left( \frac{1}{\alpha} - \frac{1}{\beta} \right)^{-1} \nu_{\alpha,\beta}.$$

We may think of $\Theta_{0,\alpha,\beta}$ and $\Theta_{0,\alpha,\beta}$ as the processes $\Theta_{y,\lambda}$ resp. $\Theta$ (defined in section 2.1) conditioned to have a point on the line $\{z \in \mathbb{H} : \text{Re} z = 0, \alpha \leq \text{Im} z < \beta\}$.

4.1 Convergence in distribution

The key result of this section is the following analogue of theorem 2.1.

**Theorem 4.1.** For $1 \leq \alpha < \beta \leq \infty$, $0 \leq a < b \leq 1$, we have convergence $\Theta_{0,\alpha,\beta} \to \Theta_{0,\alpha,\beta}$ in distribution as $y \to 0$. \[21\]
Proof. To prove (4.3), it is sufficient to show that the set
\[
\{ \xi \in X_{\alpha,\beta}(y) \cap ([a,b] + \mathbb{Z}) : \mathcal{N}_{I_i,\alpha_i,\beta_i}(\xi, y) = k_i \ \forall i \}
\]
implies that the set
\[
\{ (s, v) : \text{Im} z_{a(v)k(\frac{\pi}{2})a(s)g_{0}^{-1}\gamma_{c_1}} = \alpha_1 \}
\]
has measure zero with respect to \( \alpha \).

In particular, for all \( k_1, \ldots, k_r \in \mathbb{Z}_{\geq 0} \), finite intervals \( I_i, 0 \leq a < b \leq 1, \) and \( 1 \leq \alpha_i < \beta_i \leq \infty \), we have that
\[
\lim_{y \to 0} y \# \{ \xi \in X_{\alpha,\beta}(y) \cap ([a,b] + \mathbb{Z}) : \mathcal{N}_{I_i,\alpha_i,\beta_i}(\xi, y) = k_i \ \forall i \}
= \kappa_\Gamma(b-a) \left( \frac{1}{\alpha} - \frac{1}{\beta} \right) \mathbb{P}(\Theta_{\alpha,\beta}^0(B_{I_i,\alpha_i,\beta_i}) = k_i \ \forall i)
\]
and the limit is a continuous function of \( \alpha_i, \beta_i \) and the endpoints of \( I_i \).

In the special case of the void distribution (recall theorem 2.1) we have for instance that for any finite interval \( I \) (or finite unions of finite intervals),
\[
\lim_{y \to 0} y \# \{ \xi \in X_{\alpha,\beta}(y) : \mathcal{N}_{I,\alpha,\beta}(\xi, y) = 0 \} = \kappa_\Gamma \left( \frac{1}{\alpha} - \frac{1}{\beta} \right) \mathbb{P}(\Theta_{\alpha,\beta}^0(B_{I,\alpha,\beta}) = 0)
\]
with the formula
\[
\mathbb{P}(\Theta_{\alpha,\beta}^0(B) = 0) = \int_{\Gamma \cap G} \left( \prod_{l=1}^{h} (1 - \chi_{B}(z_{0}^{-1}\gamma_{c_1})) \right) d\tilde{\omega}_{\alpha,\beta}(y)
= \kappa_\Gamma \left( \frac{1}{\alpha} - \frac{1}{\beta} \right) \sum_{l_0=1}^{h} \int_{I} \int_{0}^{\beta} \left( \prod_{l=1}^{h} (1 - \chi_{B}(z_{0}^{-1}\gamma_{c_1})) \right) ds \ dv.
\]

In particular, the choice \( I = (0,t] \) yields the probability that the gap between consecutive elements is greater than \( t \), and \( I = [-t,0) \cup (0,t] \) yields the probability that the distance to the nearest neighbour is greater than \( t \).

The proof of theorem 4.1 follows the same route as that of theorem 2.1, except that, rather than equidistribution of closed long horocycles, we now use the discrete averages established in theorem 3.1. We will not repeat the proof, other than to establish the following lemma which guarantees the regularity of the limit distribution.

Lemma 4.2. For any finite interval \( I, 1 \leq \alpha < \beta \leq \infty, 1 \leq \alpha_1 < \beta_1 \leq \infty \), we have
\[
\mathbb{P}(\Theta_{\alpha,\beta}^0(B_{\partial I,\alpha_1,\beta_1}) \geq 1) = 0 \quad \text{if} \ 0 \notin \partial I, \quad \text{(4.1)}
\]
\[
\mathbb{P}(\Theta_{\alpha,\beta}^0(B_{\partial I,\alpha_1,\beta_1}) = 1) = 1 \quad \text{if} \ 0 \notin \partial I, \quad \text{(4.2)}
\]
and
\[
\mathbb{P}(\Theta_{\alpha,\beta}^0(B_{I,\alpha,\beta}) \geq 1) = 0. \quad \text{(4.3)}
\]

Proof. To prove (4.3), it is sufficient to show that the set
\[
\bigcup_{1 \leq l_0 \leq h} \bigcup_{\gamma \in \Gamma / \Gamma_{c_l}} \left\{ (s, v) : \text{Im} z_{a(v)k(\frac{\pi}{2})a(s)g_{0}^{-1}\gamma_{c_1}} = \alpha_1 \right\} \subset \mathbb{R}^2_{>0} \quad \text{(4.4)}
\]
has measure zero with respect to \( \frac{ds}{s} \frac{dv}{v^2} \). Note that \( z_{a(v)k(\frac{\pi}{2})a(s)g_{0}^{-1}\gamma_{c_1}} = z_{a(v)k(\frac{\pi}{2})a(s)g_{0}^{-1}\gamma_{c_1}} \), which implies that the set \( \{ (s, v) : \text{Im} z_{a(v)k(\frac{\pi}{2})a(s)g_{0}^{-1}\gamma_{c_1}} = \alpha_1 \} \) has measure zero for every \( \gamma, l_0, \) and so does the countable union (4.4). This proves (4.3). Analogously, to prove (4.1), we need to show that
\[
\bigcup_{1 \leq l_0 \leq h} \bigcup_{\gamma \in \Gamma / \Gamma_{c_l}} \left\{ (s, v) : \text{Re} z_{a(v)k(\frac{\pi}{2})a(s)g_{0}^{-1}\gamma_{c_1}} = \alpha_1 \right\} \subset \mathbb{R}^2_{>0}, \quad \text{(4.5)}
\]
where \( g(s, v) = g(s, v, l_0) = a(v)k(\frac{v}{2})a(s)g_0^{-1} \), has measure zero for \( \epsilon \neq 0 \). This follows from the same argument as above. For (4.2), we need to investigate (4.5) in the case \( \epsilon = 0 \). Here we have

\[
\left\{ (s, v) : \text{Re} z_{g(s, v)\gamma c_\ell} = 0 \right\} = \left\{ (s, v) : \text{Re} z_{g(s, 1)\gamma c_\ell} = 0 \right\}.
\] (4.6)

If \( l \neq l_0 \), or if \( l = l_0 \) and \( \gamma \neq \Gamma c_\ell \), there is a unique \( s > 0 \) such that \( \text{Re} z_{g(s, 1)\gamma c_\ell} = 0 \), which shows (4.6) has measure zero in these cases. The remaining case is \( l = l_0, \gamma = \Gamma c_\ell \), which yields \( \text{Re} z_{g(s, 1)\gamma c_\ell} = \text{Re} z_{k(\frac{v}{2})c_0} = 0 \) for all \( v, s \) and hence corresponds to the probability one event. □

4.2 The intensity measure

We now turn to the intensity measure of the process \( \Theta^0_{\alpha, \beta} \), defined by

\[
\mathbb{E} \Theta^0_{\alpha, \beta}(B) = \int_{\Gamma \setminus G} N_B(g) d\nu_{\alpha, \beta}(g),
\] (4.7)

and prove an analogue of proposition 2.2. We first prove the following lemma that shows (4.7) is finite (and which will be useful to prove the convergence of moments in the next section).

**Lemma 4.3.** Let \( I, \alpha, \beta \) as in section 2.2 and \( K = (k_1, \ldots, k_r) \) with \( k_j \geq 0 \) integers. Then there exists \( c_1 > 0 \) such that

\[
\sup_{y > 0} y \# \left\{ \xi \in X_{\alpha, \beta}(y) : N_{I, \alpha_1, \beta_1}(\xi, y) \geq k_i \forall i \right\} \ll \exp \left( -c_1 \max_{1 \leq j \leq r} k_j \right) \] (4.8)

and

\[
\mathbb{P} \left( \Theta^0_{\alpha, \beta}(B_{I, \alpha, \beta}) \geq k_i \forall i \right) \ll \exp \left( -c_1 \max_{1 \leq j \leq r} k_j \right). \] (4.9)

**Proof.** We assume without loss of generality that \( [\alpha_i, \beta_i) = [1, \infty) \) and label \( j \) so that \( k_j = \max_{1 \leq i \leq r} k_i \). Take \( \lambda \) to be the uniform probability measure on \([0, 1] \), and \( I_\epsilon = [-\frac{\epsilon}{2}, \frac{\epsilon}{2}] \) for some fixed \( \epsilon > 0 \). Then

\[
\# \left\{ \xi \in X_{\alpha, \beta} : N_{I_\epsilon, \alpha_i, \beta_1}(\xi, y) \geq k_i \forall i \right\}
\]

\[
\leq \frac{1}{\epsilon} \sum_{k=1}^\infty k \lambda \left\{ x \in T : N_{I_\epsilon, 1, \infty}(x, y) = k, N_{I_\epsilon, 1, \infty}(x, y) \geq k_i \forall i \right\}.
\]

Lemma 2.9 tells us that this is bounded above by

\[
\ll \sum_{k=1}^\infty k \exp(-c_0 \max\{k, k_j\}) \ll \exp \left( -\frac{1}{2} c_0 k_j \right).
\]

This proves (4.8), which in turn, in view of theorem 4.1 implies the bound (4.9). □

We will now work out the expectation measure \( \mathbb{E} \Theta^0_{\alpha, \beta} \). By linearity, it is sufficient to consider the case \( \beta = \infty \) and test sets of the form \( B = B_{I, \alpha, \infty} \).

**Proposition 4.4.** Let \( \alpha_1, \alpha_2 \in [1, \infty) \) and \( I \) a finite interval. Then

\[
\mathbb{E} \Theta^0_{\alpha_1, \infty}(B_{I, \alpha_2, \infty}) = \min \left\{ 1, \frac{\alpha_1}{\alpha_2} \right\} \delta_0(I) + \int_I W_{\alpha_1, \alpha_2}(v) dv
\] (4.10)
where $\delta_0$ denotes the delta mass at the origin and $W_{a_1,a_2}: \mathbb{R} \to \mathbb{R}_{\geq 0}$ is the even and continuous function given by

$$W_{a_1,a_2}(v) = \int_{\Gamma \setminus \Gamma} |v + \frac{h}{\ell_1 \ell_2} + \frac{\gamma \tau(x)}{\gamma \tau(y)}| \, ds \, dv,$$

where $q(\gamma, l_1, l_2) = \frac{r+1}{r-1}$ with $r$ the cross-ratio

$$r = \frac{(\gamma c_2^+ - c_1^+)(\gamma c_2^- - c_1^-)}{(\gamma c_2^+ - c_1^-)(\gamma c_2^- - c_1^+)},$$

and

$$H_{\pm}(q, v_1, v_2)$$

$$H_+(q, v_1, v_2) = \int_{-1}^{1} \chi(1, \infty) \left(2v_1 \frac{s + q}{s^2 + 2qs + 1} \right) \chi(1, \infty) \left( \frac{v_2 - 1 - s^2}{s^2 + 2qs + 1} \right) \left| \frac{s^2 + 2qs + 1}{(s + q)(s^2 - 1)} \right| \, ds,$$

$$H_-(q, v_1, v_2) = \left( \int_{-\infty}^{-1} + \int_{1}^{\infty} \right) \chi(1, \infty) \left(2v_1 \frac{s + q}{s^2 + 2qs + 1} \right) \chi(1, \infty) \left( \frac{v_2 - 1 - s^2}{s^2 + 2qs + 1} \right) \left| \frac{s^2 + 2qs + 1}{(s + q)(s^2 - 1)} \right| \, ds.$$

In the case $v_1 = v_2 = v$, we have explicitly

$$H_+(q, v, v) = \begin{cases} 0 & \text{if } q < -1 \\ 0 & \text{if } -1 < q < 1 \text{ and } v < \sqrt{2 - 2q} \\ h_q(s_2(q, v)) - h_q(s_2(q, v)) & \text{if } -1 < q < 1 \text{ and } v > \sqrt{2 - 2q} \\ h_q(s_2(q, v)) - h_q(-q + \sqrt{q^2 - 1}) & \text{if } q > 1, \end{cases}$$

$$H_-(q, v, v) = \begin{cases} 0 & \text{if } q < -1 \text{ and } |v| < \sqrt{2 - 2q} \\ h_q(s_1(q, v)) - h_q(s_2(q, v)) & \text{if } -1 < q < 1 \text{ and } v > \sqrt{2 - 2q} \\ h_q(s_1(q, v)) - h_q(s_2(q, v)) & \text{if } -1 < q < 1 \text{ and } v < -\sqrt{2 - 2q} \\ 0 & \text{if } q > 1, \end{cases}$$

with

$$h_q(s) = \log \frac{s + q}{1 - s^2},$$

$$s_1(q, v) = -q + \frac{\sqrt{v^2 + q^2 - 1}}{v + 1},$$

and

$$s_2(q, v) = v - q - \frac{\sqrt{v^2 + q^2 - 1}}{2v}. $$

Proof. With the notation as in the proof of proposition 2.2 and $B = B_{1,a_2,\infty}$,

$$\int_{\Gamma \setminus \Gamma} N_{I,a_2,\infty}(g) \, d\tilde{\bar{a}}_{1,\infty}(g)$$

$$= \alpha_{1}^2 \sum_{l_1, l_2 = 1}^{h} \sum_{\gamma \in \Gamma / \Gamma_{e_2}} \int_{\alpha_1}^{\infty} \int_{1}^{\infty} \chi \left( a(v)k(\frac{a}{2})a(s)g_{l_1}^{-1} \gamma g_{l_2} \right) \, ds \, dv.$$
Recall that $\chi_{S_B}$ is the characteristic function of the set $S_B = \{ g \in G : z_{g \alpha_0} \in B \}$. In view of lemma 4.3, the series is absolutely convergent.

The contribution to (4.16) of terms with $l_1 = l_2 = l$ and $\gamma = \Gamma_{c_2}$ is

$$\frac{\alpha_1}{l} \sum_{l=1}^h \int_1^\infty \int_1^{e_z} \chi_{S_B}(a(v)k(\frac{v}{2})a(s)) \frac{ds}{s} \frac{dv}{v^2} = \min \left\{ \frac{\alpha_1}{\alpha_2} \right\} \delta_0(I),$$

since $a(v)k(\frac{v}{2})a(s) \in S_B$ if and only if $0 \in I$ and $v \geq \alpha_2$. This explains the first term on the right hand side of (4.10).

To evaluate the remaining terms, we break the sum over $\gamma \in \Gamma/\Gamma_{c_2}$ ($\gamma \neq \Gamma_{c_2}$) into a sum over $\Gamma_{c_1}$ and a sum over double cosets $\Gamma_{c_1} \setminus \Gamma/\Gamma_{c_2}$. To this end, we first note that we have the partition

$$\Gamma_{c_1} \gamma \Gamma_{c_2} = \bigcup_{\gamma' \in \Gamma_{c_1}} \gamma' \gamma \Gamma_{c_2},$$

with a disjoint union, if and only if $\gamma^{-1} \Gamma_{c_1} \gamma \cap \Gamma_{c_2}$ is trivial. Now if there were an element in this intersection, then it would fix the endpoints of $c_1$ and $c_2$, and so if this element were nontrivial we would have $\gamma c_2 = c_1$ or $\gamma c_2 = \overline{c_1}$, where $\overline{c_1}$ is the geodesic $c_1$ with the opposite orientation. In the first case we would have $l_1 = l_2 = l$ and $\gamma \in \Gamma_{c_1}$, which we have already considered. In the second case $\gamma c_2 = \overline{c_1}$, the positive orientation condition implicit in the definition of the $z_c$ implies that these terms give no contribution.

For all other terms we can use the double coset decomposition to unfold the integral over $s$, and their total contribution is

$$\sum_{l_1, l_2=1}^h \sum_{\gamma \in \Gamma_{c_1}} \int_1^{e_z} \int_1^\infty \chi_{S_B}(a(v)k(\frac{v}{2})a(s)g_{l_1}^{-1}g_{l_2}) \frac{ds}{s} \frac{dv}{v^2}$$

$$= \sum_{l_1, l_2=1}^h \sum_{\gamma \in \Gamma_{c_1}, l_1 \neq c_1, l_2 \neq c_1} \int_1^{e_z} \int_0^\infty \chi_{S_B}(a(v)k(\frac{v}{2})a(s)g_{l_1}^{-1}g_{l_2}) \frac{ds}{s} \frac{dv}{v^2}$$

$$= \sum_{l_1, l_2=1}^h \sum_{\gamma \in \Gamma_{c_1} \setminus \Gamma/\Gamma_{c_2}} \int_0^\infty \int_{e_z}^\infty \chi(I(Re(zg^{-1}c_2))) \chi(\alpha_2, \infty) (Im(zg^{-1}c_2)) \frac{dv}{v^2} \frac{ds}{s},$$

where $g = g_{l_1}a(s)k(-\frac{v}{2})a(v)^{-1}$. We now replace $s \leftarrow ss_\gamma^{-1}$ with $s_\gamma$ chosen so that the backward endpoint of the geodesic $a(s_\gamma)g_{l_1}^{-1}g_{l_2}$ is $\pm 1$, determined by whether the image of $0$ under $g_{l_1}^{-1}g_{l_2}$ is positive or negative. The forward endpoint of the geodesic $a(s_\gamma)g_{l_1}^{-1}g_{l_2}$ is then $\pm r$, where $r = r(\gamma, l_1, l_2)$ is the cross ratio of the points $c_1^\gamma, c_{l_1}^\gamma, (\gamma c_{l_1})^+, (\gamma c_{l_2})^-$, where we use $c^\pm$ to denote the forward and backward endpoints of a geodesic $c$. We note that $r$ clearly does not depend on the choice of representative of the double coset $\Gamma_{c_1} \gamma \Gamma_{c_2}$, but that on the other hand $r(\gamma_1) = r(\gamma_2)$ only implies $G_{c_1} \gamma_1 G_{c_2} = G_{c_1} \gamma_2 G_{c_2}$, not necessarily $\Gamma_{c_1} \gamma_1 \Gamma_{c_2} = \Gamma_{c_1} \gamma_2 \Gamma_{c_2}$.

Here $G_c$ is the stabilizer in $G$ of a geodesic $c$.

With this change in $s$, we now have for $g = g_{l_1}a(s)k(-\frac{v}{2})a(v)^{-1}$,

$$Re(zg^{-1}c_2) = \frac{v}{2} \left( \frac{-s \pm r}{s \pm r} - \frac{-s \pm 1}{s \pm 1} \right),$$

and

$$Im(zg^{-1}c_2) = \frac{v}{2} \left( \frac{-s \pm r}{s \pm r} + \frac{-s \pm 1}{s \pm 1} \right).$$
We change variables
\[ s \leftarrow \pm \frac{-s + 1}{s + 1}, \quad ds \leftarrow 2 \frac{ds}{s^2 - 1}, \]
and the range of integration of \( s \) is \( \int_{-1}^{1} \) in the + case and \( \int_{-\infty}^{-1} + \int_{1}^{\infty} \) in the – case. We have in both cases that
\[
\text{Re}(z_{g^{-1}} \gamma \epsilon_2) = \frac{v}{2} (r + 1) s + (r - 1) + s = \frac{v s^2 + 2qs + 1}{2s + q},
\]
\[
\text{Im}(z_{g^{-1}} \gamma \epsilon_2) = \frac{v}{2} (r + 1) s + (r - 1) - s = \frac{v - s^2}{2s + q},
\]
where \( q = \frac{r + 1}{r - 1} \).

The integral in (4.17) becomes
\[
2 \int_{-1}^{1} \int_{\alpha_1}^{\infty} \chi_I \left( \frac{v}{2} \frac{s^2 + 2qs + 1}{s + q} \right) \chi_{[\alpha_2, \infty)} \left( \frac{v - s^2}{2s + q} \right) \frac{dv}{v^2} \frac{ds}{1 - s^2}
\]
in the + case and
\[
2 \left( \int_{-\infty}^{-1} + \int_{1}^{\infty} \right) \int_{\alpha_1}^{\infty} \chi_I \left( \frac{v}{2} \frac{s^2 + 2qs + 1}{s + q} \right) \chi_{[\alpha_2, \infty)} \left( \frac{v - s^2}{2s + q} \right) \frac{dv}{v^2} \frac{ds}{s^2 - 1}
\]
in the – case. We change variables
\[
v \leftarrow \frac{2s + q}{s^2 + 2qs + 1}, \quad \frac{dv}{v^2} \leftarrow \frac{1}{2} \left| \frac{s^2 + 2qs + 1}{s + q} \right| \frac{dv}{v^2}
\]
to obtain
\[
\int_I H_{\pm}(q, \nu \alpha_1^{-1}, \nu \alpha_2^{-1}) \frac{dv}{v^2},
\]
with \( H_{\pm}(q, v_1, v_2) \) as in (4.12) and (4.13) as claimed. Note here that, as we have only positive terms in the above rearrangements, the series
\[
\sum_{l_1, l_2 = 1}^{h} \sum_{\gamma \in \Gamma \epsilon_{1 \epsilon_{1}} \Gamma \epsilon_{2 \epsilon_{2}} \text{ for } \gamma \epsilon_{2} \neq \epsilon_{1}, \epsilon_{1}} H_{\text{sign}(g_{\alpha_1^{-1}} \gamma_{\epsilon_2}(0))}(q(\gamma, l_1, l_2), \nu \alpha_1^{-1}, \nu \alpha_2^{-1}) \frac{dv}{v^2}
\]
is still absolutely convergent. Thus for given \( \alpha_1, \alpha_2 \), the series
\[
\sum_{l_1, l_2 = 1}^{h} \sum_{\gamma \in \Gamma \epsilon_{1 \epsilon_{1}} \Gamma \epsilon_{2 \epsilon_{2}} \text{ for } \gamma \epsilon_{2} \neq \epsilon_{1}, \epsilon_{1}} H_{\text{sign}(g_{\alpha_1^{-1}} \gamma_{\epsilon_2}(0))}(q(\gamma, l_1, l_2), \nu \alpha_1^{-1}, \nu \alpha_2^{-1})
\]
converges absolutely for almost every \( v \). This implies, by the monotonicity
\[
H_{\pm}(q, v \alpha_1^{-1}, v \alpha_2^{-1}) \leq H_{\pm}(q, \nu \alpha_1^{-1}, \nu \alpha_2^{-1}) \quad \text{if } 0 < |v'| \leq |v|,
\]
that the series (4.18) converges for all \( v' \) uniformly on compacta not containing the origin. Lemmas 4.5 and 4.6 below establish the uniform convergence of (4.18) for \( v \) in a neighbourhood of 0, and so (4.18) is continuous as a function of \( v \) as each term in the series is continuous.
We now specialise to the case $\alpha_1 = \alpha_2 = 1$. We note that in the range of integration of $H_+(q,v)$, $1 - s^2 \geq 0$, and so the condition
\[
\frac{1 - s^2}{s^2 + 2qs + 1} \geq 1 \tag{4.19}
\]
forces $v$ and $s^2 + 2qs + 1$ to have the same sign, and so the condition
\[
2\frac{s + q}{s^2 + 2qs + 1} \geq 1 \tag{4.20}
\]
forces $s + q \geq 0$. Similarly, since $1 - s^2 \leq 0$ in the range of integration of $H_-(q,v)$, $v$ and $s^2 + 2qs + 1$ have opposite signs, and so $s + q \leq 0$ in this case.

We split into three cases depending on whether $1 < q$, $-1 < q < 1$, or $q < -1$ (note that $q$ is finite and not $\pm 1$ since $r$, being a cross-ratio, is none of $0$, $1$, $\infty$). In the case when $q > 1$, $s + q \geq 0$ does not affect the range of integration for $H_+$, $\int_{-1}^{1}$, but $s + q \leq 0$ restricts the range of integration for $H_-$ to $\int_{-\infty}^{-q}$. In the case when $-1 < q < 1$, the range of integration for $H_+$ is restricted to $\int_{-q}^{1}$, while that of $H_-$ is restricted to $\int_{-\infty}^{-1}$. Finally, in the case when $q < -1$, the condition $s + q \geq 0$ forces $H_+ = 0$, while $s + q \leq 0$ restricts the range of integration for $H_-$ to $\int_{-\infty}^{-1} \int_{1}^{q}$.

We note that if $|q| < 1$, then $s^2 + 2qs + 1 > 0$ for all $s$, while if $|q| > 1$, $s^2 + 2qs + 1$ has roots at $s = -q \pm \sqrt{q^2 - 1}$. We note that when $q < -1$, $0 < -q - \sqrt{q^2 - 1} < -q + \sqrt{q^2 - 1}$, while if $q > 1$, then $-q - \sqrt{q^2 - 1} < -1 < -q + \sqrt{q^2 - 1} < 0$. In the cases $q > 1$ and $q < -1$, we subdivide the range of integration to keep track of the sign of $s^2 + 2qs + 1$. In the case $q > 1$ we write $H_+ = I_1^+ + I_2^+$ with $I_1^+$, $I_2^+$ having ranges of integration $\int_{-1}^{-q + \sqrt{q^2 - 1}}$, $\int_{-q + \sqrt{q^2 - 1}}^{1}$ respectively, and we write $H_- = I_1^- + I_2^-$ with $I_1^-$, $I_2^-$ having ranges of integration $\int_{-\infty}^{-q - \sqrt{q^2 - 1}}$, $\int_{q - \sqrt{q^2 - 1}}^{-q}$ respectively. In the case $q < -1$, we write $H_- = I_3 + I_4$ with $I_3$, $I_4$ having ranges of integration $\int_{-\infty}^{-q}$, $\int_{1}^{-q}$ respectively. Writing $I_i^\pm$ for $H_\pm(q,v)$ in the case $-1 < q < 1$, we thus have 8 integrals, $I_1^\pm$, $I_2^\pm$, $I_3$, $I_4$ to analyze.

We start by considering the functions
\[
v_1(s) = \frac{s^2 + 2qs + 1}{1 - s^2}.
\]
and
\[
v_2(s) = \frac{1}{2} \frac{s^2 + 2qs + 1}{s + q},
\]
which are clearly related to the conditions (4.19), (4.20). We note that $v_1(s)$ is increasing for all $s$ if $q > 1$ and decreasing for all $s$ if $q < -1$. When $0 < q < 1$, $v_1(s)$ is decreasing for $-\frac{1}{q} - \sqrt{\frac{1}{q^2} - 1} < s < -\frac{1}{q} + \sqrt{\frac{1}{q^2} - 1}$ and increasing otherwise, and when $-1 < q < 0$, $v_1(s)$ is increasing for $-\frac{1}{q} - \sqrt{\frac{1}{q^2} - 1} < s < -\frac{1}{q} + \sqrt{\frac{1}{q^2} - 1}$ and decreasing otherwise. As for $v_2(s)$, it is increasing for all $s$ if $|q| > 1$, and when $|q| < 1$, $v_2(s)$ is decreasing for $-q - \sqrt{1 - q^2} < s < -q + \sqrt{1 - q^2}$ and is increasing otherwise.

We also define the functions
\[
s_1(v) = \frac{-q + \sqrt{v^2 + q^2 - 1}}{v + 1}
\]
and
\[
s_2(v) = v - q - \sqrt{v^2 + q^2 - 1}
\]
for all $v$ if $|q| > 1$ and $|v| > \sqrt{1 - q^2}$ if $|q| < 1$. We note that $s_2(v)$ is the smaller solution to $v = v_2(s)$ and that $s_1(v)$ is the smaller solution to $v = v_1(s)$ when $v < -1$ and the larger solution when $v > -1$.

Finally, we define, for $s$ in the range of the integrals $I_1^\pm, I_2^\pm, I_3, I_4, I_5^\pm$,

$$h_q(s) = \log \frac{s + q}{1 - s^2},$$

so that

$$h_q'(s) = \frac{s^2 + 2qs + 1}{(s + q)(1 - s^2)}.$$ We note that $|h_q'(s)| = h_q'(s)$ in the range of integration for $I_2^+, I_2^-, I_3, I_4^\pm$ and $|h_q'(s)| = -h_q'(s)$ in the range of integration for $I_1^+, I_2^-, I_4^\pm$.

For $I_1^+$ we note that the integral is 0 unless $v < 0$, and the conditions (4.19), (4.20) become $v \leq v_1(s)$, $v \leq v_2(s)$. We observe that in this case $v_1(s) \leq v_2(s)$ for all $s$ in the range of integration, and thus

$$I_1^+ = \begin{cases} h_q(s_1(v)) - h_q(-q + \sqrt{q^2 - 1}) & \text{if } v < 0 \\ 0 & \text{if } v > 0. \end{cases}$$

Similarly, for $I_2^+$ we note that the integral is 0 unless $v > 0$, and the conditions (4.19), (4.20) become $v \geq v_1(s)$, $v \geq v_2(s)$. Here we find $v_1(s) \geq v_2(s)$ for all $s$ in the range of integration and hence

$$I_2^+ = \begin{cases} 0 & \text{if } v < 0 \\ h_q(s_1(v)) - h_q(-q + \sqrt{q^2 - 1}) & \text{if } v > 0. \end{cases}$$

For $I_1^-$, we note that the integral is 0 unless $v < 0$, and the conditions (4.19), (4.20) become $v \leq v_1(s)$ and $v \leq v_2(s)$. In this case we have $v_2(s) \leq v_1(s)$ for all $s$ in the range of integration, and we find

$$I_1^- = \begin{cases} \frac{h_q(-q - \sqrt{q^2 - 1}) - h_q(s_2(v))}{|q|} & \text{if } v < 0 \\ 0 & \text{if } v > 0. \end{cases}$$

Similarly, for $I_2^-$ we note that the integral is 0 unless $v > 0$, and the condition (4.19), (4.20) become $v \geq v_1(s)$ and $v \geq v_2(s)$. Here we have $v_2(s) \geq v_1(s)$ for all $s$ in the range of integration, and

$$I_2^- = \begin{cases} 0 & \text{if } v < 0 \\ h_q(-q - \sqrt{q^2 - 1}) - h_q(s_2(v)) & \text{if } v > 0. \end{cases}$$

For $I_3$ we note that the integral is 0 unless $v < 0$, and the conditions (4.19), (4.20) become $v \leq v_1(s)$, $v \leq v_2(s)$. In the range of integration, $s = -1 - \sqrt{2 - 2q}$ is the unique point at which $v_1(s) = v_2(s)$, and their value at this point is $-\sqrt{2 - 2q}$. Since $v_1(s)$ is decreasing and $v_2(s)$ is increasing, we obtain

$$I_3 = \begin{cases} h_q(s_1(v)) - h_q(s_2(v)) & \text{if } v < -\sqrt{2 - 2q} \\ 0 & \text{if } v > -\sqrt{2 - 2q}. \end{cases}$$

Similarly, for $I_4$ we note that the integral is 0 unless $v > 0$ and the conditions (4.19), (4.20) become $v \geq v_1(s)$, $v \geq v_2(s)$. In the range of integration, $s = -1 + \sqrt{2 - 2q}$ is the unique point at which $v_1(s) = v_2(s)$, and their value at this point is $\sqrt{2 - 2q}$. Since $v_1(s)$ is decreasing and $v_2(s)$ is increasing, we obtain

$$I_4 = \begin{cases} 0 & \text{if } v < \sqrt{2 - 2q} \\ h_q(s_1(v)) - h_q(s_2(v)) & \text{if } v > \sqrt{2 - 2q}. \end{cases}$$
For $I^+_{29}$ we note that the integral is 0 unless $v > 0$ and the conditions \([4.19], \(4.20)\) become $v \geq v_1(s)$, $v \geq v_2(s)$. In the range of integration, $s = -1 + \sqrt{2 - 2q}$ is the unique point at which $v_1(s) = v_2(s)$, and their value at this point is $\sqrt{2 - 2q}$. We find that $v_1(s)$ is increasing on $-1 + \sqrt{2 - 2q} < s < 1$ and that $v_2(s)$ is decreasing on $-q < s < -1 + \sqrt{2 - 2q}$, and so

$$I^+_{29} = \begin{cases} 0 & \text{if } v < \sqrt{2 - 2q} \\ h_q(s_1(v)) - h_q(s_2(v)) & \text{if } v > \sqrt{2 - 2q}. \end{cases}$$

Similarly, for $I^-_{29}$ we note that the integral is 0 unless $v < 0$ and the conditions \([4.19], \(4.20)\) become $v \leq v_1(s)$, $v \leq v_2(s)$. In the range of integration, $s = -1 - \sqrt{2 - 2q}$ is the unique point at which $v_1(s) = v_2(s)$, and their value at this point is $-\sqrt{2 - 2q}$. We find that $v_1(s)$ is decreasing on $-1 - \sqrt{2 - 2q} < s < -1$ and that $v_2(s)$ is increasing on $-\infty < s < -1 - \sqrt{2 - 2q}$, and so

$$I^-_{29} = \begin{cases} h_q(s_1(v)) - h_q(s_2(v)) & \text{if } v < -\sqrt{2 - 2q} \\ 0 & \text{if } v > -\sqrt{2 - 2q}. \end{cases}$$

Putting these calculations together, we obtain \([4.14] \text{ and } [4.15]\). \hfill \square

We remark that the cross-ratio $r$ in \([4.11]\) is a classical quantity and $q = \frac{r + 1}{r - 1}$ appears very naturally when counting geodesics, see for example the results by Good \([11]\) proving asymptotic formula for the number of $\gamma \in \Gamma_{c_1} \setminus \Gamma / \Gamma_{c_2}$ with $q(\gamma, l_1, l_2) \leq Q$ as $Q \to \infty$. In what follows we need an upper bound for this count of the correct order of magnitude, and in the interest of being self-contained, we give a proof of this bound despite \([11]\) providing much stronger information.

**Lemma 4.5.** For $1 \leq l_1, l_2 \leq h$ and $Q > 1$, the number of $\gamma \in \Gamma_{c_1} \setminus \Gamma / \Gamma_{c_2}$ such that $|q(\gamma, l_1, l_2)| \leq Q$ is $O(Q)$ with implied constant depending on $\Gamma$ and the geodesics $c_{l_1}$, $c_{l_2}$.

**Proof.** We recall from the properties of the cross-ratio $r = r(\gamma, l_1, l_2)$, \([4.11]\), that there is $g \in G$ such that $g_{c_{l_1}}$ is the geodesic from $0$ to $\infty$ and $g\gamma c_{l_2}$ is the geodesic from $\pm 1$ to $\pm r$, the sign being the same as that of $g_{l_1}^{-1}\gamma g_{l_2}(0)$. It follows that when $g_{l_1}^{-1}\gamma g_{l_2}(0) > 0$ there is $g \in G$ such that $g_{c_{l_1}}$ is the geodesic from $-1$ to $1$ and $g\gamma c_{l_2}$ is the geodesic from $-\infty$ to $-q$, and when $g_{l_1}^{-1}\gamma g_{l_2}(0) < 0$ there is $g \in G$ such that $g_{c_{l_1}}$ is the geodesic from $1$ to $-1$ and $g\gamma c_{l_2}$ is the geodesic from $\infty$ to $q$. In either case we see that $c_{l_1}$ intersects $\gamma c_{l_2}$ if and only if $-1 < q < 1$, and when this occurs $|q| = |\cos \theta|$ with $\theta$ the intersection angle between $c_{l_1}$ and $\gamma c_{l_2}$. We note that there are only finitely many $q = q(\gamma, l_1, l_2)$ with $|q| < 1$. Indeed, these correspond to intersections between $c_{l_1}$ and $\gamma c_{l_2}$ in $\mathbb{H}$, or intersections between the geodesics $c_{l_1}$ and $c_{l_2}$ in $\Gamma \setminus \mathbb{H}$. As these distinct geodesics are closed, there can only be finitely many such intersections.

When $|q| > 1$ we find $g \in G$ such that $g_{c_{l_1}}$ is the geodesic from $-1$ to $1$ (or $1$ to $-1$) and $g\gamma c_{l_2}$ is a geodesic connecting $\pm \log d$, $d$ consequently being the distance between the geodesics. Expressing $d$ in terms of $q$, we find that $|q| = \cosh d$.

Let us fix points $z_1 \in c_{l_1}$ and $z_2 \in c_{l_2}$. Now let $z'_1 \in c_{l_1}$ and $z'_2 \in c_{l_2}$ be such that the distance between $c_{l_1}$ and $\gamma c_{l_2}$, namely $\cosh^{-1}(|q|)$, is the hyperbolic distance between $z'_1$ and $\gamma z'_2$. Let $\gamma_1 \in \Gamma_{c_{l_1}}$ and $\gamma_2 \in \Gamma_{c_{l_2}}$ be such that the distance between $\gamma_1 z_1$ and $\gamma_1 z'_1$ is at most $\log c_{l_1}$ and the distance between $\gamma_2 z_2$ and $\gamma_2 z'_2$ is at most $\log c_{l_2}$. Allowing the implied constant to depend on $c_{l_1}, c_{l_2}$, it follows that the distance between $z_1$ and $\gamma_1^{-1} \gamma_2 z_2$ is $\cosh^{-1}(|q|) + O(1)$.

Since $\gamma_1^{-1} \gamma_2 \in \Gamma_{c_{l_1}} \Gamma_{c_{l_2}}$. the above shows that

$$\#\{\gamma \in \Gamma_{c_{l_1}} \Gamma / \Gamma_{c_{l_2}} : 1 < |q(\gamma, l_1, l_2)| \leq Q\} \leq \#\{\gamma \in \Gamma : d_\mathbb{H}(z_1, \gamma z_2) \leq \cosh^{-1}(Q) + O(1)\}$$

where $d_\mathbb{H}$ is the hyperbolic metric. As the set of $z \in \mathbb{H}$ such that $d_\mathbb{H}(z_1, z) \leq \cosh^{-1}(Q) + O(1)$ has area $O(Q)$, the lemma follows. \hfill \square
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Lemma 4.6. For $q = q(\gamma, l_1, l_2)$ and $\frac{v}{\alpha_1}, \frac{v}{\alpha_2}$ sufficiently small, we have

$$H_{\pm}(q, \alpha_1^{-1}v, \alpha_2^{-1}v) = \begin{cases} 0 & \text{if } q < 1 \\ O(\frac{v^2}{q}) & \text{if } q > 1, \end{cases}$$

(4.21)

where the implied constants depend only on the group $\Gamma$ and the geodesics $c_1$. In particular (4.18) converges absolutely and uniformly for $v$ near 0.

Moreover, we have

$$H_{\pm}(q, v, v) = \begin{cases} 0 & \text{if } q < 1 \\ \frac{q-\sqrt{q^2-1}}{2\sqrt{q^2-1}}v^2 + O(\frac{v^3}{q^2}) & \text{if } q > 1, \end{cases}$$

(4.22)

and thus

$$W_{1,1}(v) = \frac{1}{\ell} \sum_{l_1, l_2=1}^h \sum_{q=q(\gamma, l_1, l_2) > 1}^{\gamma \in \Gamma_{c_1} \cap \Gamma_{c_2} \cap \gamma \in \Gamma_{c_1} \cap \gamma \in \Gamma_{c_2}} \frac{q-\sqrt{q^2-1}}{2\sqrt{q^2-1}} + O(v).$$

Proof. For the proof of this lemma we break into the same cases as in the proof of proposition 4.4 namely the eight integrals $I_1^+, I_1^-, I_2^+, I_2^-, I_3^+, I_3^-, I_4^+, I_4^-$. We recall that

$$H_+ = I_1^+ + I_2^+ = \int_{-1}^{1-q+\sqrt{q^2-1}} + \int_{-1}^{1-q+\sqrt{q^2-1}}$$

when $q > 1,$

$$H_- = I_1^- + I_2^- = \int_{-\infty}^{-q+\sqrt{q^2-1}} + \int_{-\infty}^{-q+\sqrt{q^2-1}}$$

when $q > 1,$

$$H_+ = 0 \text{ when } q < -1,$$

$$H_- = I_3^+ + I_4^- = \int_{-\infty}^{-1} + \int_{1}^{-q}$$

when $q < -1,$

$$I_5^+ = \int_{-q}^{1} \text{ when } -1 < q < 1,$$

$$H_- = I_5^+ = \int_{-\infty}^{-1} \text{ when } -1 < q < 1.$$

We recall that the integrand of all the above integrals is $\chi_1(s, v)\chi_2(s, v)$ where $\chi_1(s, v)$ is the indicator function of the condition

$$2v \frac{s + q}{s^2 + 2qs + 1} \geq \alpha_1$$

(4.23)

and $\chi_2(s, v)$ is the indicator function of the condition

$$v \frac{1-s^2}{s^2 + 2qs + 1} \geq \alpha_2.$$

(4.24)

We first show that for $v$ sufficiently small, $I_3 = I_4 = I_5^+ = 0$, thus verifying the first case in (4.21).

We have that $I_3 = 0$ if $v \geq 0$ and the conditions (4.23), (4.24) become $v \leq \alpha_1 v_2(s)$ and $v \leq \alpha_2 v_1(s)$. We note however that $v_1(s) \leq 1$ for all $s < -1$, and so we conclude that $I_3 = 0$ for all $\frac{v}{\alpha_2}$ sufficiently small. Similarly, we have that $I_4 = 0$ if $v \leq 0$ and the conditions (4.23), (4.24) become $v \geq \alpha_1 v_2(s)$ and $v \geq \alpha_2 v_1(s)$. We note however that $v_2(s) \geq 1$ for all $1 < s < -q$, and so $I_4 = 0$ for all $\frac{v}{\alpha_1}$ sufficiently small.
We have that \( I_1^+ = 0 \) if \( v \leq 0 \) and the conditions (4.23), (4.24) become \( v \geq v_2(s)\alpha_1 \) and \( v \geq \alpha_2 v_1(s) \). We note that in this case we have \( v_2(s) \geq \sqrt{1-q^2} \), and since by lemma 4.5 there are only finitely many \(-1 < q < 1\), it follows that \( I_1^+ = 0 \) for all \( \frac{v}{\alpha_1} \) sufficiently small. Similarly, we have that \( I_1^- = 0 \) if \( v \geq 0 \) and the conditions (4.23), (4.24) become \( v \leq v_2(s)\alpha_1 \) and \( v \leq v_1(s)\alpha_2 \). We note that \( v_2(s) \leq -\sqrt{1-q^2} \), so as before we have \( I_1^- = 0 \) for \( \frac{v}{\alpha_1} \) sufficiently small.

It remains to consider the cases \( I_1^+ \) and \( I_2^\pm \), i.e. when \( q > 1 \). We have that \( I_1^+ = 0 \) if \( v \geq 0 \) and the conditions (4.23), (4.24) become \( v \leq \alpha_1 v_2(s) \) and \( v \leq \alpha_2 v_1(s) \). To upper bound \( I_1^+ \) we only consider the condition \( v \leq \alpha_2 v_1(s) \) and we obtain

\[
I_1^+ \leq h_q(s_1(\alpha_2^{-1} v)) - h_q(-q + \sqrt{q^2 - 1}). \tag{4.25}
\]

Similarly, we have that \( I_2^+ = 0 \) if \( v \leq 0 \) and the conditions (4.23), (4.24) become \( v \leq \alpha_1 v_2(s) \) and \( v \leq \alpha_2 v_1(s) \). By dropping the first condition we obtain the same bound as before,

\[
I_2^+ \leq h_q(s_1(\alpha_2^{-1} v)) - h_q(-q + \sqrt{q^2 - 1}). \tag{4.26}
\]

We have that \( I_1^- = 0 \) if \( v \geq 0 \) and the conditions (4.23), (4.24) become \( v \leq \alpha_1 v_2(s) \) and \( v \leq \alpha_2 v_1(s) \). Dropping the second condition we obtain the upper bound

\[
I_1^- \leq h_q(-q - \sqrt{q^2 - 1}) - h_q(s_2(\alpha_1^{-1} v)). \tag{4.27}
\]

Similarly, we have that \( I_2^- = 0 \) if \( v \leq 0 \) and the conditions (4.23), (4.24) become \( v \geq \alpha_1 s_2(v) \) and \( v \geq \alpha_2 s_1(v) \). Dropping the second condition we obtain the same bound

\[
I_2^- \leq h_q(-q - \sqrt{q^2 - 1}) - h_q(s_2(\alpha_1^{-1} v)). \tag{4.28}
\]

We remark that, by analysing when \( v_1(s) \leq v_2(s) \), \( v_1(s) \geq v_2(s) \) for all \( s \) in the range of integration of \( I_1^\pm, I_2^\pm \), these upper bounds are in fact equalities for \( q > \frac{\alpha_2^2 + \alpha_1^2}{2\alpha_1\alpha_2} \). By lemma 4.5 this condition is satisfied for all but finitely many double cosets.

We now compute the upper bounds (4.25), (4.26) and (4.27), (4.28) asymptotically as \( v \to 0 \). This will not only verify (4.21) but also (4.22) since these bounds are equalities for \( \alpha_1 = \alpha_2 = 1 \). We have

\[
h_q(s_1(v)) - h_q(-q + \sqrt{q^2 - 1}) = \log(v + 1) + \log \frac{qv + \sqrt{v^2 + q^2 - 1}}{\sqrt{q^2 - 1}} - \log \frac{v + q\sqrt{v^2 + q^2 - 1} - q^2 + 1}{q\sqrt{q^2 - 1} - q^2 + 1} \tag{4.29}
\]

for \( q > 1 \) and \( v \) sufficiently small. Using that \( q \geq 1 + \eta \) for some \( \eta > 0 \) depending only on \( \Gamma \) and the \( \alpha_i \) by lemma 4.5, we expand

\[
\sqrt{v^2 + q^2 - 1} = \sqrt{q^2 - 1} \left( 1 + \frac{v^2}{2(q^2 - 1)} + O\left(\frac{v^4}{q^4}\right) \right). \tag{4.30}
\]

We find that the first and second term in (4.29) is

\[
\log(v + 1) + \log \left( 1 + \frac{qv}{\sqrt{q^2 - 1}} + \frac{v^2}{2(q^2 - 1)} + O\left(\frac{v^4}{q^4}\right) \right)
= \log \left( 1 + \left( 1 + \frac{q}{\sqrt{q^2 - 1}} \right) v + \left( \frac{1}{2(q^2 - 1)} + \frac{q}{\sqrt{q^2 - 1}} \right) v^2 \right) + O\left(\frac{v^3}{q^2}\right).
\]
We also find that the third term is
\[
\log \left( 1 + \frac{v}{q \sqrt{q^2 - 1} - q + q^2} + \frac{qv^2}{2 \sqrt{q^2 - 1} (q \sqrt{q^2 - 1} - 1 - q^2 + 1)} + O\left( \frac{v^4}{q^2} \right) \right) = \log \left( 1 + \left( 1 + \frac{q}{\sqrt{q^2 - 1}} \right) v + \frac{1}{2} \left( \frac{q}{\sqrt{q^2 - 1}} + \frac{q^2}{q^2 - 1} \right) v^2 \right) + O\left( \frac{v^4}{q^2} \right).
\]

We now have
\[
h_q(s_1(v)) - h_q(-q + \sqrt{q^2 - 1}) = \log \left( 1 + \left( 1 + \frac{q}{\sqrt{q^2 - 1}} \right) v + \frac{1}{2} \left( \frac{q}{\sqrt{q^2 - 1}} + \frac{q^2}{q^2 - 1} \right) v^2 \right)
\]
Writing
\[
\frac{1 + \left( 1 + \frac{q}{\sqrt{q^2 - 1}} \right) v + \left( \frac{1}{2(q^2 - 1)} + \frac{q}{\sqrt{q^2 - 1}} \right) v^2}{1 + \left( 1 + \frac{q}{\sqrt{q^2 - 1}} \right) v + \frac{1}{2} \left( \frac{q}{\sqrt{q^2 - 1}} + \frac{q^2}{q^2 - 1} \right) v^2}
\]
we obtain
\[
h_q(s_1(v)) - h_q(-q + \sqrt{q^2 - 1}) = \frac{q - \sqrt{q^2 - 1}}{2 \sqrt{q^2 - 1}} v^2 + O\left( \frac{v^4}{q^2} \right).
\]
This establishes (4.21) and (4.22) in the + case.
It remains to analyze
\[
h_q(-q - \sqrt{q^2 - 1}) - h_q(s_2(v))
\]
Using (4.30), the first term here is
\[
\log \left( 1 - \frac{v}{\sqrt{q^2 - 1}} + \frac{v^2}{2(q^2 - 1)} \right) + O\left( \frac{v^4}{q^2} \right),
\]
and the second term is
\[
\log \left( 1 - \frac{v}{\sqrt{q^2 - 1}} + \left( \frac{q - \sqrt{q^2 - 1}}{\sqrt{q^2 - 1}} \right)^2 \left( \frac{q^2 - q \sqrt{q^2 - 1}}{2(q^2 - 1)} \right) v^2 \right) + O\left( \frac{v^3}{q^2} \right).
\]
We now have
\[
h_q(-q - \sqrt{q^2 - 1}) - h_q(s_1(v)) = \log \frac{1 - \frac{v}{\sqrt{q^2 - 1}} + \left( \frac{q - \sqrt{q^2 - 1}}{\sqrt{q^2 - 1}} \right)^2 \left( \frac{q^2 - q \sqrt{q^2 - 1}}{2(q^2 - 1)} \right) v^2}{1 - \frac{v}{\sqrt{q^2 - 1}} + \frac{v^2}{2(q^2 - 1)}} + O\left( \frac{v^3}{q^2} \right).
\]
Writing
\[
1 - \frac{v}{\sqrt{q^2 - 1}} + \left(\frac{q - \sqrt{q^2 - 1}}{2\sqrt{q^2 - 1}}\right)v^2
\]
\[
1 - \frac{v}{\sqrt{q^2 - 1}} + \frac{v^2}{2(q^2 - 1)} = 1 + \frac{q - \sqrt{q^2 - 1}}{2\sqrt{q^2 - 1}}v^2 + O\left(\frac{v^3}{q^2}\right).
\]
it follows that
\[
h_q(-q - \sqrt{q^2 - 1}) - h_q(s_1(v)) = \frac{q - \sqrt{q^2 - 1}}{2\sqrt{q^2 - 1}}v^2 + O\left(\frac{v^3}{q^2}\right).
\]
This is enough to establish (4.21) and (4.22). □

4.3 Moments

Let us return to the moments of the counting functions \( N_{I,\alpha,\beta}(\xi, y) \), now averaging \( \xi \in X_{a_0,b_0}(y) \) over the sequence itself rather than the absolutely continuous measure \( \lambda \). For \( y > 0 \), \( s = (s_1, \ldots, s_r) \in \mathbb{C}^r \), \( I = I_1 \times \cdots \times I_r \), \( I_j \subset \mathbb{R} \) a finite interval so that \( 0 \notin \partial I_j \), and \( \alpha = (\alpha_0, \ldots, \alpha_r) \), \( \beta = (\beta_0, \ldots, \beta_r) \) satisfying \( 1 \leq \alpha_j < \beta_j \leq \infty \), define the moments
\[
M_{I,\alpha,\beta}^{a,b}(\kappa, y) = y \sum_{\xi \in X_{a_0,b_0}(y) \cap ([a,b] + \mathbb{Z})} \prod_{1 \leq j \leq r} N_{I_j,\alpha_j,\beta_j}(\xi, y)^{\kappa_j},
\]
\[
M_{I,\alpha,\beta}^0(\kappa) = \int_{\Gamma \setminus G} \prod_{1 \leq j \leq r} N_{I_j,\alpha_j,\beta_j}(g)^{\kappa_j} d\nu_{a_0,b_0}(g);
\]
and the moment generating functions
\[
G_{I,\alpha,\beta}^{a,b}(s, y) = y \sum_{\xi \in X_{a_0,b_0}(y) \cap ([a,b] + \mathbb{Z})} \exp \left( \sum_{1 \leq j \leq r} s_j N_{I_j,\alpha_j,\beta_j}(x, y) \right),
\]
\[
G_{I,\alpha,\beta}^0(s) = \int_{\Gamma \setminus G} \exp \left( \sum_{1 \leq j \leq r} s_j N_{I_j,\alpha_j,\beta_j}(g) \right) d\nu_{a_0,b_0}(g).
\]

**Theorem 4.7.** Let \( 0 \leq a < b \leq 1 \) and \( I, \alpha, \beta \) as above. Then there is a constant \( c_0 > 0 \) such that for \( s = (s_1, \ldots, s_r) \in \mathbb{C}^r \) satisfying \( \sum_j \max\{\Re(s_j), 0\} < c_0 \) the function \( G_{I,\alpha,\beta}^0(s) \) is analytic and we have
\[
\lim_{y \to 0} G_{I,\alpha,\beta}^{a,b}(s, y) = \kappa \Gamma(b - a) \left( \frac{1}{\alpha} - \frac{1}{\beta} \right) G_{I,\alpha,\beta}^0(s).
\]

As in section 2.2 theorem 4.7, implies the convergence as \( y \to 0 \) of the mixed moments.

**Corollary 4.8.** If \( \kappa = (\kappa_1, \ldots, \kappa_r) \in \mathbb{R}^r \) with \( \kappa_j \geq 0 \), then \( M_{I,\alpha,\beta}^0(\kappa) \) is finite and
\[
\lim_{y \to 0} M_{I,\alpha,\beta}^{a,b}(\kappa, y) = \kappa \Gamma(b - a) \left( \frac{1}{\alpha} - \frac{1}{\beta} \right) M_{I,\alpha,\beta}^0(\kappa).
\]

We highlight the special case of the first moment \( r = 1 \) and \( \kappa = 1 \).
Corollary 4.9. For any finite interval $I$ such that $0 \notin \partial I$, $1 \leq \alpha < \beta \leq \infty$ and $0 \leq a < b \leq 1$, we have

$$\lim_{y \to 0} y \sum_{\xi \in X_{\alpha, \beta}(y) \cap ([a, b]+Z) \cap I} N_{I, \alpha, \beta}(\xi, y) = \kappa_{I} (b - a) \left( \frac{\alpha}{\alpha - 1} \right) \int_{\Gamma \setminus G} N_{I, \alpha, \beta}(g) d\nu_{1, \infty}(g).$$

The proof of theorem 4.7 follows from the same argument as in the continuous case, with lemma 2.9 replaced by lemma 4.3.

4.4 Palm distribution and pair correlation

We now return to the setting of a one-dimensional point process discussed in section 2.3. Instead of $\Xi_{N, \lambda} = X_{j=1}^{N} X_{k \in \mathbb{Z}} \delta_{N}(\xi_{j} - \xi + k)$ with $\lambda$ distributed at random with respect to $\lambda$, we consider the point process $\Xi_{0, N} = X_{j=1}^{N} X_{k \in \mathbb{Z}} \delta_{N}(\xi_{j} - \xi_{p} + k)$ where $p$ is a random integer drawn from $\{1, 2, \ldots, N\}$ with uniform probability. Note that the expectation measure is given by

$$E\Xi_{0, N} = \frac{1}{N} \sum_{j=1}^{N} \sum_{k \in \mathbb{Z}} \delta_{N}(\xi_{j} - \xi_{p} + k) = \delta_{0} + R_{2, N},$$

with the pair correlation measure

$$R_{2, N} = \frac{1}{N} \sum_{j=1}^{N} \sum_{k \in \mathbb{Z}} \sum_{j \neq p} \delta_{N}(\xi_{j} - \xi_{p} + k).$$

We furthermore define the point process process $\Xi_{0}^{\rho}$ by $\Xi_{0}^{\rho}(I) = \Theta_{0, 1, \infty}^{\rho}(B_{\kappa_{I}^{-1}I, 1, \infty})$ with $\kappa_{I}$ as in (2.6). The process $\Xi_{0}^{\rho}$ is in fact distributed according to the Palm measure of the process $\Xi$; see section 31 of [16] for a general discussion of Palm measures, or [21] for a context more closely analogous to ours. The intensity measure of the Palm measure is in view of proposition 4.4 given by

$$E\Xi_{0}^{\rho}(I) = E\Theta_{0, 1, \infty}^{\rho}(B_{\kappa_{I}^{-1}I, 1, \infty}) = \delta_{0}(I) + \int_{I} w(v) dv,$$

(4.31)

where $w(v) = \kappa_{I}^{-1} W(\kappa_{I}^{-1}v)$, and so

$$w(v) = \frac{1}{v^{2} \text{vol}_{H}(\Gamma \setminus \mathbb{H})} \sum_{l_{1}, l_{2} = 1}^{k} \sum_{\gamma \in \Gamma_{e_{l_{1}}}} H_{\text{sign}(g_{1}^{-1}g_{2}(0))}(q(\gamma, l_{1}, l_{2}), \kappa_{I}^{-1}v).$$

(4.32)

This shows that the following statements are special cases of theorem 4.1 (convergence in distribution) and corollary 4.9 (pair correlation). As in the proof of theorem 2.10, the key observation is that we can move from the scaling by $y^{-1}$ to the scaling by $N$ by the regularity of the limiting distributions.
Theorem 4.10. The point processes $\Xi^\alpha_N \to \Xi^0$ converge in distribution, together with all moments, as $N \to \infty$.

Specifically, for all $k_1, \ldots, k_r \in \mathbb{Z}_{\geq 0}$ and finite intervals $I_i$, we have that

$$
\lim_{N \to \infty} \frac{1}{N} \# \{ p \leq N : N_i(\xi_p, N) = k_i \ \forall i \} = P(\Xi^0(I_i) = k_i \ \forall i),
$$

and for every finite interval $I$

$$
\lim_{N \to \infty} R_2(N)(I) = \int_I w(v) dv.
$$

The translation-stationarity of $\Xi$ implies cycle-stationarity of the Palm distributed $\Xi^0$. Furthermore the fact that $\Xi(\{0\}) = 1$ almost surely (this follows from (4.31)) implies that $\Xi^0$ and hence $\Xi$ are simple. For further details on this connection see [21] and references therein. We will explore a dynamical interpretation of this in the next section.

4.5 Entry and return times

Athreya and Cheung [1] constructed a Poincaré section (different from $\tilde{S}_{\alpha,\beta}$) for the horocycle flow on $SL(2, \mathbb{Z}) \setminus G$, so that the return times yield the gaps in the Farey sequence. In fact, the return times for the horocycle flow for our section $\tilde{S}_{\alpha,\beta}$ generate the gaps between the roots of quadratic congruences when $D > 0$. To see this, define for initial condition $g \in G$ the first entry time for the section $\tilde{S}_{\alpha,\beta}$ by the $\Gamma$-invariant function

$$
\tau_{\alpha,\beta}(g) = \inf \{ u > 0 : \Gamma gn(u) \in \tilde{S}_{\alpha,\beta} \}.
$$

For $\Gamma g \in \tilde{S}_{\alpha,\beta}$, this is also called the first return time. In view of the discussion in section 3.1, $\tau_{\alpha,\beta}$ is a measurable function. It is a general fact, see [21], that the ergodicity of the horocycle flow $\Gamma g \mapsto \Gamma gn(u)$ implies that

$$
\int_{\Gamma \setminus G} f(g) d\mu_\Gamma(g) = \frac{1}{\tau_{\alpha,\beta}} \int_{\Gamma \setminus G} \left( \int_0^{\tau_{\alpha,\beta}(g)} f(gn(u)) du \right) d\nu_{\alpha,\beta}(g),
$$

with the average return time (mean free path length)

$$
\tau_{\alpha,\beta} = \int_{\Gamma \setminus G} \tau_{\alpha,\beta}(g) d\nu_{\alpha,\beta}(g).
$$

Let us define the $j$th entry time recursively by $\tau_{\alpha,\beta}^{(j)}(g) = \tau_{\alpha,\beta}(gn(\tau_{\alpha,\beta}^{(j-1)}(g)))$ with $\tau_{\alpha,\beta}^{(0)}(g) = 0$, and $j \in \mathbb{Z}$ (i.e., backward and forward in time). For $g$ random, the point process

$$
\sum_{j \in \mathbb{Z}} \delta_{\tau_j}, \quad \tau_j := \frac{\tau_{\alpha,\beta}^{(j)}(g)}{\tau_{\alpha,\beta}},
$$

then has, by construction, the same distribution as the process $\Xi$ or $\Xi^0$, if $g$ is a random element in $\Gamma \setminus G$ distributed according to $\mu_\Gamma$ or $\nu_{\alpha,\beta}$, respectively. In summary, the random processes generated by the real parts of the tops of our geodesic line processes are the same as the entry times of the horocycle flow to the Poincaré section $\tilde{S}_{\alpha,\beta}$. 
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5 Geodesics and roots of quadratic congruences

The aim of this section is to express the roots of the congruence \( \mu^2 \equiv D \mod m \) in terms of the tops of certain geodesics in the Poincaré upper half-plane \( \mathbb{H} \). The key result is the following theorem 5.1. It shows that the results of sections 2 and 4 yield the convergence of all fine-scale statistics for the roots of quadratic congruences, including moments, gap distributions and pair correlation measures. In particular, the limit theorems 2.10 and 4.10 for the one-dimensional point processes, turn into our main theorems 1.1 and 1.2 in the introduction for the special choice \( n = 1 \).

**Theorem 5.1.** Let \( D > 0 \) be square-free and \( D \not\equiv 1 \mod 4 \). Fix \( n > 0 \) and \( \nu \equiv n \mod s \) such that \( \nu^2 \equiv D \mod m \). Then there exists a finite set of geodesics \( \{c_1, \ldots, c_n\} \), all of which are closed and have the same length in \( \Gamma_0(n) \backslash \mathbb{H} \), with the following properties:

(i) For any integer \( m > 0 \) and \( \mu \mod m \) satisfying \( \mu^2 \equiv D \mod m \), \( m \equiv 0 \mod n \), and \( \mu \equiv \nu \mod m \), there is a unique \( l \) and double coset \( \Gamma_\infty \gamma \Gamma_{c_l} \subseteq \Gamma_\infty \backslash \Gamma_0(n)/\Gamma_{c_l} \) such that

\[
\zeta_{c_l} = \frac{\mu}{m} + i\frac{\sqrt{D}}{m} \mod \Gamma_\infty.
\]

(ii) Conversely, given \( l \) and double coset \( \Gamma_\infty \gamma \Gamma_{c_l} \subseteq \Gamma_\infty \backslash \Gamma_0(n)/\Gamma_{c_l} \) with \( \gamma \in \Gamma_{c_l} \) positively oriented, there exist unique \( m > 0 \) and \( \mu \mod m \) satisfying \( \mu^2 \equiv D \mod m \), \( m \equiv 0 \mod n \), and \( \mu \equiv \nu \mod m \) such that (5.1) holds.

We will see below that the number \( h \) of the closed geodesics is equal to the narrow class number \( h^+(D) \) of the quadratic number field \( \mathbb{Q}(\sqrt{D}) \). The narrow class group is defined as the quotient of the group of fractional ideals in \( \mathbb{Q}(\sqrt{D}) \) modulo the group of fractional ideals of the form \( \xi \mathbb{Z}[\sqrt{D}] \) with \( \xi \in \mathbb{Q}(\sqrt{D}) \) totally positive; here \( \mathbb{Z}[\sqrt{D}] \) is a maximal order by our assumption on \( D \). Moreover, the stabiliser subgroups \( \Gamma_{c_l} \) are all conjugate in \( G \) to the (projectively) cyclic subgroup generated by \( \pm \left( \begin{array}{cc} \varepsilon_0 & 0 \\ 0 & \varepsilon_0^{-1} \end{array} \right) \), where \( \varepsilon_0 \) is the generator of the totally positive units of \( \mathbb{Z}[\sqrt{D}] \), chosen so that \( \varepsilon_0 > 1 \).

The remainder of this section is dedicated to the proof of theorem 5.1. It is based on the amalgamation of two well-known correspondences. The first is that given an integral binary quadratic form \( F(X,Y) \) with positive discriminant, the geodesic in \( \mathbb{H} \) connecting the two roots in \( \mathbb{R} \) of \( F(X,1) \) projects to a closed geodesic in \( \text{SL}(2, \mathbb{Z}) \backslash \mathbb{H} \). The second is that if \( F(X,Y) = mX^2 - 2\mu XY + cY^2 \) has discriminant \( 4D \), then \( \mu^2 \equiv D \mod m \), so then we see that the sum of the roots of \( F(X,1) \) is \( 2\mu/m \), the difference of the roots is \( 2\sqrt{D}/m \), and thus the top of the geodesic corresponding to \( F(X,Y) \) is \( \frac{\mu}{m} + i\frac{\sqrt{D}}{m} \). In the remainder of this section we re-establish these connections in our own notation, but using ideals in \( \mathbb{Z}[\sqrt{D}] \) instead of binary quadratic forms. We then examine them further in the case when \( \text{SL}(2, \mathbb{Z}) \) is replaced by the congruence subgroup \( \Gamma_0(n) \).

5.1 Roots, ideals and binary quadratic forms

We start with the following proposition, connecting the roots of the congruence \( \mu^2 \equiv D \mod m \) with ideals in \( \mathbb{Z}[\sqrt{D}] \).

**Proposition 5.2.** Let \( D \in \mathbb{Z} \), \( D \not\equiv 1 \mod 4 \), be square-free and \( I \subset \mathbb{Z}[\sqrt{D}] \) be an ideal not divisible by any rational integers greater than 1. Then there exists a \( \mathbb{Z} \)-basis of \( I \), \( \{\beta_1, \beta_2\} \), unique modulo the action of \( \Gamma_\infty \), with the form

\[
\begin{pmatrix} \beta_1 \\ \beta_2 \end{pmatrix} = \begin{pmatrix} 1 & \mu \\ 0 & m \end{pmatrix} \begin{pmatrix} \sqrt{D} \\ 1 \end{pmatrix},
\]

(5.2)
where \( m > 0 \) and \( \mu^2 \equiv D \mod m \). Conversely, given \( m \) and \( \mu \mod m \) satisfying \( \mu^2 \equiv D \mod m \), the sublattice of \( \mathbb{Z}[\sqrt{D}] \) with \( \mathbb{Z}\)-basis \( \{\beta_1, \beta_2\} \) given by (5.2) is an ideal of \( \mathbb{Z}[\sqrt{D}] \).

**Proof.** Reducing to Hermite normal form, any (rank 2) lattice \( I \subset \mathbb{Z}[\sqrt{D}] \) has a unique \( \mathbb{Z}\)-basis \( \{\beta_1, \beta_2\} \) with the form

\[
\begin{pmatrix} \beta_1 \\ \beta_2 \end{pmatrix} = \begin{pmatrix} b_1 & b_2 \\ 0 & b_3 \end{pmatrix} \begin{pmatrix} \sqrt{D} \\ 1 \end{pmatrix},
\]

where \( 0 < b_1, b_3 \) and \( 0 \leq b_2 < b_3 \). We remark that the action of \( \Gamma_\infty \) on the left of this basis is to simply add multiples of \( b_3 \) to \( b_2 \), and so one can consider only \( b_2 \mod b_3 \) if one works modulo \( \Gamma_\infty \).

Since \( \sqrt{D} \) generates the ring \( \mathbb{Z}[\sqrt{D}] \), the sublattice \( I \) being an ideal is equivalent to \( \sqrt{D}I \subset I \), and since \( \sqrt{D}I \) has basis

\[
\begin{pmatrix} \sqrt{D}\beta_1 \\ \sqrt{D}\beta_2 \end{pmatrix} = \begin{pmatrix} b_1 & b_2 \\ 0 & b_3 \end{pmatrix} \begin{pmatrix} 0 & D \\ 1 & 0 \end{pmatrix} \begin{pmatrix} b_1 & b_2 \\ 0 & b_3 \end{pmatrix}^{-1} \begin{pmatrix} \beta_1 \\ \beta_2 \end{pmatrix},
\]

\( I \) being an ideal is equivalent to

\[
\frac{1}{b_1b_3} \begin{pmatrix} b_1 & 0 \\ 0 & b_3 \end{pmatrix} \begin{pmatrix} 0 & D \\ 1 & 0 \end{pmatrix} \begin{pmatrix} b_3 & -b_2 \\ 0 & b_1 \end{pmatrix} = \frac{1}{b_1b_3} \begin{pmatrix} b_2b_3 & -b_2^2 + Db_1^2 \\ b_3^2 & b_2b_3 \end{pmatrix}
\]

(5.3)

having integer entries. From the first column and last row, we see that for \( I \) to be an ideal, it is necessary that \( b_1 \mid b_2 \) and \( b_1 \mid b_3 \). Writing \( b_2 = \mu b_1 \) and \( b_3 = mb_1 \), we see from the top right entry of (5.3) that \( \mu^2 \equiv D \mod m \) is necessary for \( I \) to be an ideal. We note that, if \( I \) is an ideal not divisible by rational integers greater than 1, then \( b_1 = 1 \), and we obtain the first part of proposition 5.2. For the converse part, we simply note that if \( \mu^2 \equiv D \mod m \), then the above shows that the sublattice \( I \) with basis given by (5.2) satisfies \( \sqrt{D}I \subset I \) as required.

We now produce different bases for ideals \( I \subset \mathbb{Z}[\sqrt{D}] \) than those in (5.2). Any new basis is related to (5.2) by an element of \( \text{SL}(2, \mathbb{Z}) \). We fix representatives \( I_l, 1 \leq l \leq h^+(D) \), of the narrow class group of \( \mathbb{Q}(\sqrt{D}) \). This implies that for any ideal \( I \subset \mathbb{Z}[\sqrt{D}] \) there is a totally positive \( \xi \in I_l^{-1} \) such that \( I = \xi I_l \). To obtain a basis for \( I \) in this way, we first embed \( \mathbb{Q}(\sqrt{D}) \) in \( \mathbb{R}^2 \) via \( a + b\sqrt{D} \mapsto (a + b\sqrt{D}, a - b\sqrt{D}) \), so that \( \mathbb{Z}[\sqrt{D}] \) is a lattice in \( \mathbb{R}^2 \). (Here we have fixed \( \sqrt{D} \) to be the positive square root of \( D \).) We adopt the notation that for \( \xi \in \mathbb{Z}[\sqrt{D}] \) we use \( \xi^{(1)} \) and \( \xi^{(2)} \) to denote these coordinates. With this notation, in (5.2) we replace

\[
\left( \begin{array}{c} \beta_1 \\ \beta_2 \end{array} \right) \leftrightarrow \left( \begin{array}{c} \beta_1^{(1)} \\ \beta_1^{(2)} \\ \beta_2^{(1)} \\ \beta_2^{(2)} \end{array} \right), \quad \left( \sqrt{D} \begin{array}{cc} 1 & \sqrt{D} \\ \sqrt{D} & 1 \end{array} \right) \leftrightarrow \left( \begin{array}{cc} 1 & 0 \\ 0 & \sqrt{D} \end{array} \right) \left( \begin{array}{cc} 1 & 0 \\ 0 & -\sqrt{D} \end{array} \right).
\]

We fix \( \mathbb{Z}\)-bases \( \{\beta_{1l}, \beta_{2l}\} \) for each of the \( I_l \) so that

\[
\mathfrak{B}_l = \begin{pmatrix} \beta_{1l}^{(1)} & \beta_{1l}^{(2)} \\ \beta_{1l}^{(1)} & \beta_{1l}^{(2)} \\ \beta_{2l}^{(1)} & \beta_{2l}^{(2)} \end{pmatrix}
\]

has positive determinant. Then \( \{\xi\beta_{1l}, \xi\beta_{2l}\} \) is a basis for \( \xi I_l \), and the corresponding basis matrix is

\[
\begin{pmatrix} \xi^{(1)} & \xi^{(2)} \\ \xi^{(1)} & \xi^{(2)} \end{pmatrix} = \mathfrak{B}_l \begin{pmatrix} \xi^{(1)} & 0 \\ 0 & \xi^{(2)} \end{pmatrix}.
\]

For \( m > 0 \) and \( \mu \mod m \) satisfying \( \mu^2 \equiv D \mod m \), we let \( I \subset \mathbb{Z}[\sqrt{D}] \) be the corresponding ideal via proposition 5.2. There is some \( I_l \) and totally positive \( \xi \) such that \( I = \xi I_l \), and hence there is a \( \gamma \in \text{SL}(2, \mathbb{Z}) \) such that

\[
\gamma \mathfrak{B}_l \begin{pmatrix} \xi^{(1)} \\ 0 \end{pmatrix} = \begin{pmatrix} 1 & \mu \\ 0 & m \end{pmatrix} \begin{pmatrix} \sqrt{D} \\ 1 \end{pmatrix} = \begin{pmatrix} 0 & \sqrt{D} \\ \sqrt{D} & 1 \end{pmatrix}.
\]

(5.4)
We observe that considering μ as a residue class modulo m is equivalent to considering the coset \( \Gamma_{\infty} \gamma \). More significantly, since \( \xi \) is only determined up to a multiple of a totally positive unit, we also need only consider the coset \( \gamma \Gamma_l \), where

\[
\Gamma_l = \left\{ \pm \mathfrak{B}_l \begin{pmatrix} \varepsilon_k & 0 \\ 0 & \varepsilon_k^{-1} \end{pmatrix} \mathfrak{B}_l^{-1} : k \in \mathbb{Z} \right\}
\]

with \( \varepsilon_0 \), chosen to be greater than 1, generating the group of totally positive units in \( \mathbb{Z}[\sqrt{D}] \). Thus equation (5.4) defines a unique double coset \( \Gamma_{\infty} \gamma \Gamma_l \). Furthermore \( \Gamma_l \) satisfies

\[
\Gamma_l = \text{SL}(2, \mathbb{Z}) \cap \left\{ \pm \mathfrak{B}_l \begin{pmatrix} t & 0 \\ 0 & t^{-1} \end{pmatrix} \mathfrak{B}_l^{-1} : t > 0 \right\}
\]

exactly because \( \varepsilon I_l = I_l \) if and only if \( \varepsilon \) is a unit in \( \mathbb{Z}[\sqrt{D}] \).

Conversely, suppose that there is a totally positive \( \xi \) (necessarily in \( \mathbb{Q}(\sqrt{D}) \)), and \( \gamma \in \text{SL}(2, \mathbb{Z}) \) such that

\[
\gamma \mathfrak{B}_l \begin{pmatrix} \xi^{(1)} & 0 \\ 0 & \xi^{(2)} \end{pmatrix} = \begin{pmatrix} 1 & \ast \\ 0 & \ast \end{pmatrix} \begin{pmatrix} \sqrt{D} & -\sqrt{D} \\ 1 & 1 \end{pmatrix}.
\]

(5.5)

We claim that then we in fact have

\[
\gamma \mathfrak{B}_l \begin{pmatrix} \xi^{(1)} & 0 \\ 0 & \xi^{(2)} \end{pmatrix} = \begin{pmatrix} 1 & \mu \\ 0 & m \end{pmatrix} \begin{pmatrix} \sqrt{D} & -\sqrt{D} \\ 1 & 1 \end{pmatrix},
\]

(5.6)

where \( m > 0 \) and \( \mu^2 \equiv D \mod m \).

To verify this, we first note that if \( \xi \in I_l^{-1} \), then the left side of (5.5) is the basis for an ideal \( I \subset \mathbb{Z}[\sqrt{D}] \), so then (5.6) follows by an application of proposition 5.2. Now to show \( \xi \in I_l^{-1} \) follows from (5.5), we fix a basis \( \{ \overline{\beta}_{l1}, \overline{\beta}_{l2} \} \) of \( I_l^{-1} \) and write \( \xi = c_1 \overline{\beta}_{l1} + c_2 \overline{\beta}_{l2} \). Our goal then is to show that \( c_1 \) and \( c_2 \) are in fact integers. Since \( I_l^{-1} I_l = \mathbb{Z}[\sqrt{D}] \), we can define integers \( b_{ijjk} \) by

\[
\overline{\beta}_{lijj} = b_{lij1} \sqrt{D} + b_{lij2},
\]

and we let

\[
B_{li} = \begin{pmatrix} b_{l11} & b_{l12} \\ b_{l21} & b_{l22} \end{pmatrix}.
\]

It follows that

\[
\mathfrak{B}_l \begin{pmatrix} \xi^{(1)} & 0 \\ 0 & \xi^{(2)} \end{pmatrix} = (c_1 B_{l1} + c_2 B_{l2}) \begin{pmatrix} \sqrt{D} & -\sqrt{D} \\ 1 & 1 \end{pmatrix},
\]

(5.7)

and so, under the assumption (5.5), if \( \gamma = \begin{pmatrix} a & \ast \\ c & d \end{pmatrix} \), then

\[
B_{li} \begin{pmatrix} c_1 \\ c_2 \end{pmatrix} = \begin{pmatrix} d \\ -c \end{pmatrix},
\]

where

\[
B_{li} = \begin{pmatrix} b_{l11} & b_{l12} \\ b_{l21} & b_{l22} \end{pmatrix}.
\]

The integrality of \( c_1 \) and \( c_2 \) is now an immediate consequence of the following lemma.

**Lemma 5.3.** For all \( l \), we have \( B_{li} \in \text{GL}(2, \mathbb{Z}) \).
Proof. We first observe that if \( c_1', c_2' \) were such that

\[
B_l \begin{pmatrix} c_1' \\ c_2' \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix},
\]

then, setting \( \xi' = c_1' \beta_1 + c_2' \beta_2 \), we would have from (5.7) that \( \xi I_l \subset \mathbb{Z} \). This is a contradiction if \( \xi' \neq 0 \), and so we must have \( \det B_l \neq 0 \).

Now suppose that \( \xi'' = c_1'' \beta_1 + c_2'' \beta_2 \) is a primitive vector in \( I_l^{-1} \), meaning \( a^{-1} \xi'' \notin I_l^{-1} \) for all rational integers \( a > 1 \), or equivalently \( \gcd(c_1'', c_2'') = 1 \). Then the ideal \( \xi'' I_l \subset \mathbb{Z}[\sqrt{D}] \) is not divisible by any rational integer greater than 1. Now by the construction of the \( B_l \), see (5.7), the rows of

\[
(c_1'' B_1 + c_2'' B_2) \begin{pmatrix} \sqrt{D} \\ 1 \\ -\sqrt{D} \\ 1 \end{pmatrix}
\]

form a basis of \( \xi'' I_1 \). Putting \( c_1'' B_1 + c_2'' B_2 \) into Hermite normal form, proposition 5.2 implies that the entries in the first column of \( c_1'' B_1 + c_2'' B_2 \), i.e. the entries of \( B_l \begin{pmatrix} c_1'' \\ c_2'' \end{pmatrix} \), are coprime. Hence \( B_l \) maps pairs of coprime integers to coprime integers, and thus \( B_l \in \text{GL}(2, \mathbb{Z}) \).

We record the above observations in the following proposition.

Proposition 5.4. Let \( m \) be a positive integer and \( \mu \mod m \) satisfy \( \mu^2 \equiv D \mod m \). Then there exists a unique \( l, 1 \leq l \leq h^+(D) \), and a unique double coset \( \Gamma_\infty \gamma \Gamma_l \in \Gamma_\infty \backslash \text{SL}(2, \mathbb{Z}) / \Gamma_l \) such that

\[
\begin{pmatrix} 1 & \mu m \\ 0 & 1 \end{pmatrix} \begin{pmatrix} 1 & 0 \\ 0 & m \end{pmatrix} \begin{pmatrix} \sqrt{D} & -\sqrt{D} \\ 1 & 1 \end{pmatrix} = \gamma \mathcal{B}_l \begin{pmatrix} \xi^{(1)} \\ 0 \\ \xi^{(2)} \end{pmatrix}
\]

for some totally positive \( \xi \).

Conversely, if for \( \Gamma_\infty \gamma \Gamma_l \in \Gamma_\infty \backslash \text{SL}(2, \mathbb{Z}) / \Gamma_l \) there exists a totally positive \( \xi \) such that

\[
\gamma \mathcal{B}_l \begin{pmatrix} \xi^{(1)} \\ 0 \\ \xi^{(2)} \end{pmatrix} = \begin{pmatrix} 1 & * \\ 0 & 1 \end{pmatrix} \begin{pmatrix} \sqrt{D} & -\sqrt{D} \\ 1 & 1 \end{pmatrix}
\]

then in fact

\[
\gamma \mathcal{B}_l \begin{pmatrix} \xi^{(1)} \\ 0 \\ \xi^{(2)} \end{pmatrix} = \begin{pmatrix} 1 & \mu m \\ 0 & 1 \end{pmatrix} \begin{pmatrix} 1 & 0 \\ 0 & m \end{pmatrix} \begin{pmatrix} \sqrt{D} & -\sqrt{D} \\ 1 & 1 \end{pmatrix}
\]

with \( m \) a positive integer and \( \mu \mod m \) satisfying \( \mu^2 \equiv D \mod m \). Moreover such \( m \) and \( \mu \mod m \), if they exist, are unique for a given \( \Gamma_\infty \gamma \Gamma_l \in \Gamma_\infty \backslash \text{SL}(2, \mathbb{Z}) / \Gamma_l \).

Using the identification of \( \Gamma / \{ \pm 1 \} \) with the unit tangent bundle of \( \mathbb{H} \), we interpret proposition 5.4 geometrically in proposition 5.5 below. We define oriented geodesics \( c_l, 1 \leq l \leq h^+(D) \) by

\[
c_l = \left\{ \left( \det \mathcal{B}_l \right)^{-\frac{1}{2}} \mathcal{B}_l \begin{pmatrix} t \\ 0 \end{pmatrix} : t > 0 \right\}.
\]

In this case \( c_l \) defines a closed geodesic in \( \text{SL}(2, \mathbb{Z}) \backslash \mathbb{H} \) and \( \Gamma_l \) is the stabilizer in \( \text{SL}(2, \mathbb{Z}) \) of the geodesic \( c_l \), i.e. \( \Gamma_l = \Gamma_{c_l} \), in the general notation introduced in section 2.

Proposition 5.5. Let \( m > 0 \) and \( \mu \mod m \) satisfy \( \mu^2 \equiv D \mod m \). Then there is a unique \( l \) and double coset \( \Gamma_\infty \gamma \Gamma_l \in \Gamma_\infty \backslash \text{SL}(2, \mathbb{Z}) / \Gamma_l \) such that

\[
z \gamma c_l \equiv \frac{\mu}{m} + i \frac{\sqrt{D}}{m} \mod \Gamma_\infty.
\]

Conversely, given \( l \) and a double coset \( \Gamma_\infty \gamma \Gamma_l \) such that \( \gamma c_l \) is positively oriented, there exist unique \( m \) and \( \mu \mod m \) satisfying the above.
Proof. We observe that in view of (2.1), the matrices
\[
\begin{pmatrix}
* & * \\
0 & *
\end{pmatrix}
\begin{pmatrix}
\cos \frac{\pi}{4} & -\sin \frac{\pi}{4} \\
\sin \frac{\pi}{4} & \cos \frac{\pi}{4}
\end{pmatrix}
\]
are identified in the unit tangent bundle of \( \mathbb{H} \) with points having tangent vectors pointing directly to the right, and so the intersection of the set of these matrices with the set of matrices having the form
\[
\gamma (\det \mathcal{B}_I)^{-\frac{1}{2}} \mathcal{B}_I
\]
is exactly the point on the geodesic \( \gamma c_I \) having horizontal tangent vector pointing to the right, if such a point exists, and otherwise this intersection is empty. We note that such a point exists exactly when \( \nu \) satisfies
\[
\nu_0
\]
indeed, by picking cosets \( \Gamma_0(n) \) as reflected in theorem 5.1, the orbits under \( \Gamma \) are identified in the unit tangent bundle of \( \mathbb{H} \) form automatically comes with a Bhargava cube, see [2], given by the matrices
\[
\begin{pmatrix}
1 & \mu \\
0 & 1
\end{pmatrix}
\begin{pmatrix}
m & \nu \\
0 & m
\end{pmatrix}
\begin{pmatrix}
\sqrt{m} & 1 \\
0 & \sqrt{m}
\end{pmatrix}
\begin{pmatrix}
\cos \frac{\pi}{4} & -\sin \frac{\pi}{4} \\
\sin \frac{\pi}{4} & \cos \frac{\pi}{4}
\end{pmatrix}
\]
we finish the proof by appealing to proposition 5.4.

5.2 Congruence subgroups

So far we have only considered the orbit of geodesics under the action of \( \text{SL}(2, \mathbb{Z}) \), however, as reflected in theorem 5.1, the orbits under \( \Gamma_0(n) \) also give interesting arithmetic information. Indeed, by picking cosets \( \Gamma_0(n) \gamma_i \in \Gamma_0(n) \backslash \text{SL}(2, \mathbb{Z}) \) correctly, one can obtain all \( m \) and roots \( \mu \) mod \( m \) satisfying \( m \equiv 0 \) mod \( n \) and \( \mu \equiv \nu \) mod \( n \), for a fixed root \( \nu \) mod \( n \), by considering the \( \Gamma_0(n) \)-orbits of the geodesics \( \gamma c_I \).

To establish this, we first show that if a root \( \mu_1 \) mod \( m_1 \) satisfies \( m_1 \equiv 0 \) mod \( n \) and \( \mu_1 \equiv \nu \) mod \( n \), and if \( \mu_2 \) mod \( m_2 \) is another root in the same \( \Gamma_0(n) \)-orbit as \( \mu_1 \) mod \( m_1 \), then \( \mu_2 \) mod \( m_2 \) also satisfies \( m_2 \equiv 0 \) mod \( n \), \( \mu_2 \equiv \nu \) mod \( n \). We then show that if roots \( \mu_1 \) mod \( m_1 \) and \( \mu_2 \) mod \( m_2 \) in the same \( \text{SL}(2, \mathbb{Z}) \)-orbit satisfy \( m_1 \equiv m_2 \equiv 0 \) mod \( n \) and \( \mu_1 \equiv \mu_2 \equiv \nu \) mod \( n \), then in fact the roots are in the same \( \Gamma_0(n) \)-orbit. Finally, for sake of completeness, we show that for every \( 1 \leq l \leq h^+(D) \) there is \( \gamma \equiv \gamma_l(n, \nu) \) such that the top of \( \gamma c_I \) satisfies the congruence conditions.

Although it may not be the quickest route to demonstrating the first point, we proceed by recording the following corollary of proposition 5.4.

Corollary 5.6. As \( \gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \) runs through representatives of the double cosets in \( \Gamma_\infty \backslash \text{SL}(2, \mathbb{Z}) / \Gamma_I \) such that \( \gamma c_I \) is positively oriented,
\[
\left( \begin{array}{c}
\mu \\
\frac{m}{c}
\end{array} \right)
\quad \text{(det } B_I \text{)}
\left( \begin{array}{c}
\mu \\
\frac{m}{c}
\end{array} \right)
\left( \begin{array}{c}
b_{1112}b_{2211} - b_{2112}b_{1111} \\
b_{1112}b_{2221} - b_{2112}b_{1121}
\end{array} \right)
\left( \begin{array}{c}
\frac{c}{d}
\end{array} \right),
\]
parametrise all \( \mu \) mod \( m \) satisfying \( m > 0 \) and \( \mu^2 \equiv D \) mod \( m \).

This corollary recovers the classic parametrisation of roots of \( \mu^2 \equiv D \) mod \( m \) in terms of binary quadratic forms with discriminant \( 4D \). Indeed, (5.10) gives \( m \) as a binary quadratic form evaluated at \( c, d \), and one can check that this form has discriminant \( 4D \). This binary quadratic form automatically comes with a Bhargava cube, see [2], given by the matrices \( B_{11}, B_{12} \), which is associated with the ideals \( \mathbb{Z}[\sqrt{D}], I_1, I^{-1}_1 \). We also note that (5.10) gives a criterion on \( \gamma \) for the geodesic \( \gamma c_I \) to be positively oriented, namely that the \( m \) given by (5.10) is in fact positive.
Proof. We recall that for $\xi = c_1\beta_{l_1} + c_2\beta_{l_2}$,
\[
\gamma B_1 \begin{pmatrix} \xi^{(1)} \\ \xi^{(2)} \end{pmatrix} = \gamma(c_1 B_{l_1} + c_2 B_{l_2}) \begin{pmatrix} \sqrt{D} \\ 1 \end{pmatrix},
\]
and so (5.8), (5.9) give
\[
\begin{pmatrix} 1 \\ 0 \\ \mu \\ m \end{pmatrix} = \gamma(c_1 B_{l_1} + c_2 B_{l_2}).
\]
Equating the first columns, we see that
\[
\begin{pmatrix} c_1 \\ c_2 \end{pmatrix} = B_{l_1}^{-1} \begin{pmatrix} d \\ -c \end{pmatrix},
\]
from which (5.10) follows from the second column of (5.11).

Having (5.10), we immediately see that if $\gamma$ is replaced by $\gamma_1\gamma$ for some $\gamma_1 \in \Gamma_0(n)$, $m$ mod $n$ is replaced by a multiple, and, if $m \equiv 0$ mod $n$, $\mu$ mod $n$ is unchanged. Hence the conditions $m \equiv 0$ mod $n$ and $\mu \equiv \nu$ mod $n$ are invariant under $\Gamma_0(n)$, thus finishing the first part of our examination of the $\Gamma_0(n)$ orbits. The second part is completed by the following lemma.

**Lemma 5.7.** Let $m_1, m_2$ be positive integers and $\mu_1 \mod m_1, \mu_2 \mod m_2$ satisfy $\mu_1^2 \equiv D \mod m_1$, $\mu_2^2 \equiv D \mod m_2$. Suppose that $m_1 \equiv m_2 \equiv 0 \mod n$ and that $\mu_1 \equiv \mu_2 \equiv \nu \mod n$ where $\nu$ mod $n$ is a fixed root of $\nu^2 \equiv D \mod n$. Then, if there exists $\gamma \in \text{SL}(2, \mathbb{Z})$ such that
\[
\begin{pmatrix} 1 \\ \mu_1 \\ m_1 \end{pmatrix} \begin{pmatrix} \sqrt{D} \\ -\sqrt{D} \\ 1 \end{pmatrix} \begin{pmatrix} \xi^{(1)} \\ \xi^{(2)} \end{pmatrix} = \gamma \begin{pmatrix} 1 \\ \mu_2 \\ m_2 \end{pmatrix} \begin{pmatrix} \sqrt{D} \\ -\sqrt{D} \\ 1 \end{pmatrix}
\]
for some totally positive $\xi$, then in fact $\gamma \in \Gamma_0(n)$.

**Proof.** Let $I_1, I_2$ be the ideals corresponding to $\mu_1$ mod $m_1, \mu_2$ mod $m_2$. Then since
\[
\begin{pmatrix} 1 \\ \mu_j \\ 0 \\ m_j \end{pmatrix} = \begin{pmatrix} 1 \\ k \\ k_j \\ n \end{pmatrix} \begin{pmatrix} 1 \\ \nu_1 \\ 0 \\ n \end{pmatrix}
\]
for some integers $k_j$, we have $I_1, I_2 \subset I$, where $I$ is the ideal corresponding to $\nu$ mod $n$. Similarly, we have
\[
\begin{pmatrix} 1 \\ \mu_1 \\ 0 \\ m_1 \end{pmatrix} = \begin{pmatrix} 1 \\ k \\ 0 \\ n \end{pmatrix} \begin{pmatrix} 1 \\ \nu_1 \\ 0 \\ n_1 \end{pmatrix},
\]
where $n_1 = \frac{m_1}{n}$ and $\nu_1$ mod $n_1$ is the root corresponding to the ideal $I_1 I^{-1}$. Now (5.12) implies that $\xi I_1 = I_2$, so $\xi I_1 I^{-1} = I_2 I^{-1} \subset \mathbb{Z}[\sqrt{D}]$, whence
\[
\begin{pmatrix} 1 \\ \nu_1 \\ 0 \\ n \end{pmatrix} \begin{pmatrix} \sqrt{D} \\ -\sqrt{D} \\ 1 \end{pmatrix} \begin{pmatrix} \xi^{(1)} \\ \xi^{(2)} \end{pmatrix} = A \begin{pmatrix} \sqrt{D} \\ -\sqrt{D} \\ 1 \end{pmatrix}
\]
for some integer matrix $A$. Rewriting the left side of (5.13) as
\[
\begin{pmatrix} 1 \\ k \\ 0 \\ n \end{pmatrix}^{-1} \begin{pmatrix} 1 \\ \mu_1 \\ 0 \\ m_1 \end{pmatrix} \begin{pmatrix} \sqrt{D} \\ -\sqrt{D} \\ 1 \end{pmatrix} \begin{pmatrix} \xi^{(1)} \\ \xi^{(2)} \end{pmatrix} = \begin{pmatrix} 1 \\ k \\ 0 \\ n \end{pmatrix}^{-1} \gamma \begin{pmatrix} 1 \\ \mu_2 \\ 0 \\ m_2 \end{pmatrix} \begin{pmatrix} \sqrt{D} \\ -\sqrt{D} \\ 1 \end{pmatrix},
\]
we obtain
\[
\begin{pmatrix} 1 \\ k \\ 0 \\ n \end{pmatrix}^{-1} \gamma \begin{pmatrix} 1 \\ \mu_2 \\ 0 \\ m_2 \end{pmatrix} = A.
\]
Since $A$ has integer entries, an inspection of the $(2, 1)$ entry of (5.14) shows that $\gamma \in \Gamma_0(n)$.

41
Lemma 5.8. For each $1 \leq l \leq h^+(D)$, there exists $\gamma_l = \gamma_l(n, \nu)$ such that

$$z_{\gamma_l c_l} = \frac{\mu}{m} + i \frac{\sqrt{D}}{m}$$

with $m \equiv 0 \mod n$ and $\mu \equiv \nu \mod n$. 

Proof. By proposition 5.2, there exists an ideal $I_0 \subset \mathbb{Z}[\sqrt{D}]$ corresponding to the root $\nu \mod n$. As $I_1 \subset \mathbb{Z}[\sqrt{D}]$ ranges over the narrow ideal class of $I_0^{-1}$, the integers $N(I_1)$ are the values of an integer binary quadratic form, see corollary 5.6 and so we may choose $I_1$ with $\gcd(n, N(I_1)) = 1$ and without rational integer divisors. We let $\mu_1 \mod m_1$ denote the root corresponding to $I_1$ via proposition 5.2.

Letting $m_1 \overline{m}_1 + n \overline{m}_1 = 1$ and setting $\mu = \nu m_1 \overline{m}_1 + \mu_1 n \overline{m}_1$, we compute

$$I_0 I_1 = (n, \nu + \sqrt{D})(m_1, \mu_1 + \sqrt{D}) = (m_1 n, m_1 \nu + m_1 \sqrt{D}, n \mu_1 + n \sqrt{D}, \mu_1 \nu + D + (\mu_1 + \nu) \sqrt{D}) = (m_1 n, \mu + \sqrt{D}, \mu_1 \nu + D + (\mu_1 + \nu) \sqrt{D})$$

where the last equality follows from $\mu_1 \nu + D - (\mu_1 + \nu) \mu \equiv D - \mu^2 \equiv 0 \mod n$ and $m_1$. The ideal $I = I_0 I_1$ therefore corresponds to the root $\mu \mod m_1 n$ and is in the narrow ideal class of $I_1$. Equation (5.15) then follows by the machinery of section 5.1. \qed

Corollary 5.6, lemma 5.4, and lemma 5.8 show that for a fixed $\nu \mod n$ and each $l$, $1 \leq l \leq h^+(D)$, there exists a unique coset $\Gamma_0(n) \gamma_l \in \Gamma_0(n) \setminus \mathrm{SL}(2, \mathbb{Z})$ such that roots $\mu \mod m$ with $m \equiv 0 \mod n$ and $\mu \equiv \nu \mod n$ are found in the positively oriented tops of the geodesics $\gamma_l c_l$ as $\gamma$ ranges over $\Gamma_0(n)$ as in proposition 5.5. This is the bulk of theorem 5.1 it only remains to show that the closed geodesics obtained from projecting $\gamma_l c_l$ to $\Gamma_0(n) \setminus \mathbb{H}$ all have the same length. In fact we show that the closed geodesic in $\Gamma_0(n) \setminus \mathbb{H}$ coming from $\gamma_l c_l$ has the same length as the closed geodesic in $\mathrm{SL}(2, \mathbb{Z}) \setminus \mathbb{H}$ coming from $c_l$. This is not a trivial observation; in general the splitting behaviour of geodesics in finite covering surfaces is quite complicated, being analogous to the splitting of primes in number fields, see [28].

Understanding the length of $\gamma_l c_l$ in $\Gamma_0(n) \setminus \mathbb{H}$ is equivalent to understanding the stabilizer of $\gamma_l c_l$ in $\Gamma_0(n)$. It is clear that there is some positive integer $k$ such that

$$\gamma_l^k \mathfrak{B}_l \left( \begin{array}{cc} \varepsilon_0 & 0 \\ 0 & \varepsilon_0^{-1} \end{array} \right) \mathfrak{B}_l^{-1} \gamma_l^{-1} = \Gamma_0(n),$$

and the smallest such $k$ gives the generator of the stabilizer. Moreover, the length of $\gamma c_l$ in $\Gamma_0(n) \setminus \mathbb{H}$ has length this $k$ times the length of $c_l$ in $\mathrm{SL}(2, \mathbb{Z}) \setminus \mathbb{H}$. The following lemma, which is essentially a corollary of lemma 5.7, shows that in our setting we have in fact $k = 1$.

Lemma 5.9. For all $l$, we have

$$\gamma_l \mathfrak{B}_l \left( \begin{array}{cc} \varepsilon_0 & 0 \\ 0 & \varepsilon_0^{-1} \end{array} \right) \mathfrak{B}_l^{-1} \gamma_l^{-1} = \Gamma_0(n).$$

Proof. We let $\gamma_0$ be the matrix on the left side of (5.16), so $\gamma_0$ satisfies

$$\gamma_0 \gamma_l \mathfrak{B}_l \gamma_0 \mathfrak{B}_l^{-1} \gamma_l^{-1} \gamma_0^{-1} = \Gamma_0(n).$$

From the way $\gamma_l$ was chosen, for some totally positive $\xi$ we have

$$\gamma_l \mathfrak{B}_l \left( \begin{array}{cc} \xi^{(1)} & 0 \\ 0 & \xi^{(2)} \end{array} \right) = \left( \begin{array}{cc} 1 & \mu \\ 0 & m \end{array} \right) \left( \begin{array}{cc} \sqrt{D} & -\sqrt{D} \\ 1 & 1 \end{array} \right).$$
with $m \equiv 0 \mod n$. Since the diagonal matrices commute, we put (5.18) into (5.17) to obtain
\[
\gamma_0 \left( \begin{array}{cc} 1 & \mu \\ 0 & m \end{array} \right) \left( \begin{array}{cc} \sqrt{D} & -\sqrt{D} \\ 1 & 1 \end{array} \right) = \left( \begin{array}{cc} 1 & \mu \\ 0 & m \end{array} \right) \left( \begin{array}{cc} \sqrt{D} & -\sqrt{D} \\ 1 & 1 \end{array} \right) \left( \begin{array}{cc} \varepsilon_0 & 0 \\ 0 & \varepsilon_0^{-1} \end{array} \right),
\]
so lemma 5.7 in the special case $m_1 = m_2 = m$ and $\mu_1 = \mu_2 = \mu$ gives $\gamma_0 \in \Gamma_0(n)$. \hfill \Box

This completes the proof of theorem 5.1.

### 5.3 Negative $D$

For completeness, let us now briefly discuss the case of negative $D$. Here the situation is similar as for positive $D$; in fact simpler, since the tops of geodesics are replaced by $\Gamma$-orbits of points in $\mathbb{H}$, whose statistical distribution is well understood. The results mirroring those in section 2 are proved in [23], and the pair correlation density is calculated in [17, 23]. For further related studies see also [3, 4, 19, 26, 27] and references therein.

Following [5, 6], the key observation is the following. Denote by $\Gamma$ the stabiliser of a point $z \in \mathbb{H}$. Denote by $\Gamma_0(n)$ of a point $z \in \mathbb{H}$.

**Theorem 5.10.** Let $D < 0$ square-free and $D \not\equiv 1 \mod 4$. Fix $n > 0$ and $\nu \mod n$ such that $\nu^2 \equiv D \mod n$. Then there exist $z_1, \ldots, z_h \in \mathbb{H}$ with the following properties:

(i) For any integer $m > 0$ and $\mu \mod m$ satisfying $\mu^2 \equiv D \mod m$, $m \equiv 0 \mod n$, and $\mu \equiv \nu \mod n$, there is a unique $l$ and double coset $\Gamma_\infty \gamma \Gamma \in \Gamma_\infty \backslash \Gamma_0(n) / \Gamma$, such that
\[
\gamma z_l \equiv \frac{\mu}{m} + i \frac{\sqrt{-D}}{m} \mod \Gamma_\infty.
\]

(ii) Conversely, given $l$ and double coset $\Gamma_\infty \gamma \Gamma \in \Gamma_\infty \backslash \Gamma_0(n) / \Gamma$, there exist unique $m > 0$ and $\mu \mod m$ satisfying $\mu^2 \equiv D \mod m$, $m \equiv 0 \mod n$, and $\mu \equiv \nu \mod n$ such that (5.1) holds.

Here $h$ is the class number $h(D)$ of the imaginary number field $\mathbb{Q}(\sqrt{D})$, and $\mathbb{Z}[\sqrt{D}]$ is its maximal order. We also note that $\Gamma_{z_l} = \{ \pm I \}$ unless $D = -1$, in which case $h(-1) = 1$ and when $n = 1$ we may choose $z_1 = i$, so
\[
\Gamma_i = \left\{ \left( \begin{array}{cc} 1 & 0 \\ 0 & 1 \end{array} \right), \left( \begin{array}{cc} 0 & -1 \\ 1 & 0 \end{array} \right), \left( \begin{array}{cc} -1 & 0 \\ 0 & -1 \end{array} \right), \left( \begin{array}{cc} 0 & 1 \\ -1 & 0 \end{array} \right) \right\}.
\]

The proof of the above statement is analogous to that of theorem 5.1. The algebraic manipulations leading to (5.4) are identical, although now over the complex numbers. In order to turn (5.4) into a real equation, we multiply it from the right by the matrix $\left( \begin{array}{cc} -i/2 & 1/2 \\ i/2 & 1/2 \end{array} \right)$ to obtain, writing $\sqrt{-D} = i\sqrt{-D}$ and $\xi^{(1)} = a + ib$ and $\xi^{(2)} = a - ib$,
\[
\gamma \mathfrak{B}_l \begin{pmatrix} a & -b \\ b & a \end{pmatrix} = \begin{pmatrix} 1 & \mu \\ 0 & m \end{pmatrix} \begin{pmatrix} i\sqrt{-D} & 0 \\ 0 & 1 \end{pmatrix} \quad (5.19)
\]
and
\[
\mathfrak{B}_l = \mathfrak{B}_l \left( \begin{array}{cc} -i/2 & 1/2 \\ i/2 & 1/2 \end{array} \right) = \begin{pmatrix} \beta^{(1)}_1 & \beta^{(2)}_1 \\ \beta^{(1)}_2 & \beta^{(2)}_2 \end{pmatrix} \left( \begin{array}{cc} -i/2 & 1/2 \\ i/2 & 1/2 \end{array} \right) = \begin{pmatrix} \mathrm{Im} \beta^{(1)}_1 & \mathrm{Re} \beta^{(1)}_1 \\ \mathrm{Im} \beta^{(1)}_2 & \mathrm{Re} \beta^{(1)}_2 \end{pmatrix}.
\]
Applying both sides of (5.19) to $i$ (as fractional linear transformations) yields
\[
\gamma z_l = \frac{\mu}{m} + i \frac{\sqrt{-D}}{m}, \quad \text{with } z_l = \frac{\beta^{(1)}_1}{\beta^{(1)}_2}.
\]
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Theorem 5.10 shows that when $D < 0$, the normalised roots $\frac{\mu}{m}$, with the congruence conditions $m \equiv 0 \mod m$ and $\mu \equiv \nu \mod n$ appear as the real parts of points in a finite number of $\Gamma_0(n)$-orbits. The results of [23] in the 'cuspidal observer' setting then immediately apply to give the analogues of theorems 2.1 and 2.5. As pointed out in [23], these results are closely related to previous work on the distribution of angles in hyperbolic lattices, see [3, 4, 19, 26, 27] and the references therein. The calculation of the pair correlation density in this setting is carried out in [17] and [23], and thus give the analogue of our theorem 1.1 when $D < 0$ with the expression for $w_D$ having a similar form to our (4.32), (4.14) and (4.15).
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