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Abstract

It is well-known that information loss can occur in the classic and simple Q-learning algorithm. Entropy-based policy search methods were introduced to replace Q-learning and to design algorithms that are more robust against information loss. We conjecture that the reduction in performance during prolonged training sessions of Q-learning is caused by a loss of information, which is non-transparent when only examining the cumulative reward without changing the Q-learning algorithm itself. We introduce Differential Entropy of Q-tables (DE-QT) as an external information loss detector to the Q-learning algorithm. The behaviour of DE-QT over training episodes is analyzed to find an appropriate stopping criterion during training. The results reveal that DE-QT can detect the most appropriate stopping point, where a balance between a high success rate and a high efficiency is met for classic Q-Learning algorithm.

Introduction

A reinforcement learning (RL) agent searches for the best policy that maps the agent’s state space to the action space while maximizing a total reward function (Sutton and Barto 1998). The reward function acts as a guiding signal for the agent during learning to filter out less-promising state-action pairs from more promising ones. RL has been used in a wide range of applications including robot skill bootstrapping and human-robot interaction (Kormushev, Calinon, and Caldwell 2010; Mitsunaga et al. 2008).

The design of an RL agent involves decisions on four components: a suitable representation and definition of the state space, a suitable choice of a set of actions of relevance to the problem at hand, the design of an appropriate reward function to create a gradient for the model to converge to optimal behavior, and a representation of the mapping function that maps states to actions.

The first and fourth components, state-space representation and state-action mapping representation, are the focus of this paper. The tight coupling between these two components has meant that a decision on one influences the other; but more importantly influences the ability of the agent to learn. What sometimes appears to be a simple change to the definition of the state-space can have a dramatic increase in the complexity of the search space. Meanwhile, in addition to the designer’s expertise with RL, the agent’s performance on a task as measured by accumulated rewards has been the main criterion used to judge the success or otherwise of an RL agent.

Previous studies on Q-learning (Mannor, Rubinstein, and Gat 2003; Araabi, Mastoureshgh, and Ahmadabadi 2007; Peters, Mülling, and Altun 2010) replaced the algorithm with different forms of entropy-based search algorithms. The analysis implicated that the gradient of the classic Q-learning causes information loss. A different perspective we take in this work is to show that with an appropriate stopping criterion that can detect information loss when it occurs, classic Q-learning, which uses simpler and faster update than more complex RL systems, can still be used for training the agent.

In this paper, we transform the episodes during training an RL agent to a time series using differential entropy of Q-tables (DE-QT). This time series represents the dynamics of the amount of valuable information that the agent learns with a Q-learning algorithm over time. Based on the behaviour of the time series, we choose the Q-tables at some critical time point in the training session to implement the testing phase. The performance of the RL agent is then analyzed to reveal some interesting patterns.

The analysis associates the differential entropy of Q-tables with the success of the Q-learning algorithm on the final achievement of a generalized policy towards dynamic environments. The analysis attempts to serve as a criterion for selecting an appropriate stopping point in training session of Q-learning algorithm.

The next section introduces fundamental background information on how the state space has been represented in previous studies and on the conventional Q-Learning algorithm. Next, differential entropy is then introduced as an indicator for detecting the success or failure of the use of different state space representations. The indicator extracted from Q-tables during a training session is then evaluated by the implementation of a dynamic flag collection task before the paper is concluded in the final section.

Background

Depending on the problem, the state space of the environment can be discrete or continuous, requiring different treat-
ments. In the simple case where both the state and action spaces are discrete, such as in a navigation task for an agent situated in a gridworld, the value function in an RL algorithm can be represented by a look-up table. For high dimensional state spaces or continuous state spaces, it is essential to decide how fine-grained they need to be represented (Kober, Bagnell, and Peters 2013) while accounting for "curse of dimensionality".

Currently, in continuous state problems, there are a broad range of techniques used to partition the continuous state space into smaller areas; each can be represented by a group state for subsequent tabular Q-learning. [Mao, Cheng, and Ray (2012) proposed a Q-tree algorithm using a decision tree to form a hierarchical state representation containing "superior states" for different clusters of observations. Methods such as nearest neighbor can also be used as a state space segmentation method (Lee and Lau 2004). Another popular example is QLASS introduced by Murao and Kitamura (1997). Partitioning in QLASS used reinforcement signals to dynamically change the sub-space representing a collection of sensor vectors. Although most related literature offer a wide range of techniques to manually or adaptively construct state spaces, the utility of discrete representations, especially in the case of examining the generalization of Q-learning, is only evaluated by the variation of reward or cumulative reward over the training steps. The performance obtained at the end of the training session does not provide a transparent trace of how the Q-values or the belief of the learning agent evolve over time.

Q-Learning

A classic reinforcement learning problem can be represented by the fundamental concept of Markov Decision Processes (MDPs) (Kaelbling, Littman, and Moore 1996). An optimal policy \( \pi \) is required to be found through a model containing a set \( S \) of all possible world states, a set \( A \) of all possible actions, a reward function \( R(s, a) \), and a transition model \( P(s'|s, a) \) representing the probability of transitioning to state \( s' \) after taking action \( a \) from state \( s \).

Commonly, the objective of a learning agent is to achieve the highest cumulative discounted reward over time \( E(\sum_{i=1}^{\infty} \gamma^i r_i) \), where \( r_i \) is the instant reward received at the \( i \)th step, and \( \gamma \) is the discount factor whose value is in the range of \([0, 1]\). The value of an action \( a \) for a state \( s \) in this discounted scheme is defined by the value function:

\[
Q^*(s, a) = R(s, a) + \sum_{s' \in S} P(s'|s, a) \gamma V^*(s')
\] (1)

Q-learning algorithm is a model-free method that attempts to learn Q-values without knowing the transition model \( P(s'|s, a) \). The algorithm starts with some initial assumptions on the Q-values for all state-action pairs which are then gradually updated through interactions with the environment before finally converging to \( Q^*(s, a) \) (Watkins and Dayan 1992).

In reinforcement learning, an action selection method is an important factor as one has to consider the balance between exploration and exploitation. The selection method used in this paper is Boltzmann distribution using softmax function to compute the probabilities of the actions in relation with their Q-values given a state:

\[
P(a) = \frac{e^{Q(s,a)/T}}{\sum_{b \in A} e^{Q(s,b)/T}}
\] (2)

where, \( T \) is the temperature affecting the randomness of the actions. The higher the value of \( T \), the more exploration behaviour the agent performs. The temperature is reduced gradually during experiments to facilitate more greedy actions.

Differential Entropy as an Information Loss Detector

Differential entropy is used to estimate the amount of information produced by a continuous probability distribution. Given a set \( X \) with \( M \) observations \( X = \{x^{(1)}, x^{(2)}, \ldots, x^{(M)}\} \), the differential entropy of \( X \) with a probability distribution \( f(x) \), \( x \in \chi \) is then defined as:

\[
\varepsilon(X) = -\int_{\chi} f(x) \log f(x) dx
\] (3)

Due to the absence of an explicit mathematical expression of the real density function in most cases, it is tractable to compute the differential entropy through the use of different density estimators. In this paper, we consider the probability distribution estimated by the most widely used density estimator, the histogram. Denote the histogram estimator as \( \hat{f}(x) \), the differential entropy is equivalent to the discrete entropy approximated on the histogram of \( n \) bins:

\[
\varepsilon(X) = -\sum_{i=1}^{n} \frac{\hat{f}(x^{(i)}) \log \hat{f}(x^{(i)})}{w(x^{(i)})}
\] (4)

Differential Entropy of Q-Tables (DE-QT)

This section aims at introducing the differential entropy to the Q-learning context. We relates the DE-QT to information loss over the training session.

Given an M-state problem, the state-action pairs’ Q-values in an episode \( t \) is included in a Q-table expressed as \( Q(X_t) = [q(x_t^{(1)}, q(x_t^{(2)}), \ldots, q(x_t^{(M)})] \), where \( x_t^i \) denotes the state \( i \) in the state space. We can define a function \( f : \varepsilon(Q(X_t)) \rightarrow J(X_t) \) which maps the value of the differential entropy of a sequence to \( J(X_t) \) representing the information value of the Q-table comprehended by the learning agent. Suppose we have a transition vector comprising all state transitions in the episode \( t \), \( v_t = < \phi_t^1, \phi_t^2, \ldots, \phi_t^K > \), where \( \phi_t^k \) is the \( k \)th state transition in the episode \( t \). There is a proportional relationship between the information value \( J(X_t) \) of the Q-table and the performance function that one agent obtains at the end of the training episode:

\[
S(v_t) = \sum_{k=1}^{K} r_t(\phi_t^k)
\] (5)

where \( r_t \) is the reward obtained at time \( t \). Based on the value of the differential entropy, we can find the relevance between
the information loss and the performance of Q-table after each training episode. Let us denote the maximum information that one can obtain by $J^*$, then:

$$J^* = \max_{\varepsilon \in \mathcal{E}} J(\varepsilon)$$  \hspace{1cm} (6)

Thus, the information loss compared to the maximum information is $\delta J = J^* - J(\varepsilon)$. To avoid information loss due to under-training and over-training problems, the stopping condition for the training session has to minimize the $\delta J$ while maintaining a sufficient value of performance $\mathcal{S}(\varepsilon(t))$.

**Experimental Description**

In the experiments, we use a modified version of the Maze problem, whose original version was introduced by Darden, Friedman, and Russell (1998). The experiments aim at investigating the influence of state space representations on the robustness of the Q-learning algorithm in a bounded-dynamic environment.

**Flag Collection Task**

The idea of Maze domain can be used to analyze numerous RL problems due to the existence of multiple local optima that challenges the exploration-exploitation balance of a learning strategy. However, the original setup for Maze problem was a static scenario:

- The locations of objects in the environment are fixed.
- All information included in the state space are available to the agent. The flags are identifiable, i.e. the positions and their availability at those positions are transparent to the agent. In other words, the task can be solely defined by a basic Markov Decision Process.

To make the problem more interesting, we include one more level of bounded dynamics allowing the position and the number of flags to vary within a fixed region. Besides, the shortcoming in fully defined state space is that (1) it is unable to generalize in real-world processes, and (2) it can grow exponentially in size. In one representation, the dimensions of the state space is allowed to grow exponentially with an increasing number of flags and the number of available positions for flags. In this paper, we facilitate the generalization of the algorithm by reducing the information encoded in a state space so that the environment is partially observable.

Figure 1a shows the $10 \times 10$ grid world environment where the agent starts at one corner, tries to collect all flags on the way to the opposite corner. The scenario is mimicking a UAV travelling from a base, undertaking a surveillance mission then landing at the other end behind the surveillance area. The shaded area is the area corresponding to the radius of 2 from the goal where flags might be located. The agent only receives an amount of rewards equals to the number of flags collected when it reaches the goal. One episode ends if the agent reaches the goal or it takes 1000 actions (up, down, left, or right). The agent stays at the same position if it attempts to move out-of-bound.

---

**State Space Representations**

Figure 1b shows the spatial structure of the state space. The state space is defined by three variables:

- Two positional variables: The location of the agent in the world defined by the $X$ and $Y$ variables. The size of the positional states alone is $10 \times 10 = 100$ states.
- Flag state: The status of flags to be collected. In the experiments below, different representations of this flag state are used.

The utilization of different state space representations helps provide different insights on how effective the entropy information is in indicating the success of a training session considering a variety of available information.

**Experiments**

In the experiments described below, the area where the flags are located has a radius of two steps from the goal. This results in 8 possible locations (excluding the goal position) for flags. The number of flags used in training the agent is varied from 1 to 8 flags with different flag state representations. Table 1 shows the fixed parameters for the Q-learning algorithm.

The Q-table of state-action pairs Q values is uniformly initialized to a low value of 0.1. Boltzmann probability distribution is used as the action selection method. Each experimental setup is evaluated by averaging the discounted reward, the number of flags collected (even if the goal is not reached) and the rate of success (collecting enough flags and reaching the goal) over 30 runs.

In the experiments below, different flag state representations (the third dimension of the state space) are used. The

---

**Table 1: Learning parameters.**

| Terms                      | Value  |
|----------------------------|--------|
| Learning rate ($\alpha$)   | 0.1    |
| Discount factor ($\gamma$) | 0.999  |
| Initial temperature ($T_0$)| 1000   |
| Temperature decay term ($\delta T$) | 0.99 |
| Temperature updating iteration | 1000 |
| Minimum temperature        | 0.1    |
| Maximum number of episodes | 10000  |
The state space is the "global flag state representation". This dimension represents the number of flags that need to be collected. For example, if there are 3 flags to be collected, the state space is $10 \times 10 \times 4$. The agent starts from the matrix $F = 4$ in the tensor. Flags are indistinguishable; thus, when the agent collects any single flag regardless of which flag it collects, it works with the state space of the matrix $F = 3$, and so on. When the agent collects all flags, it works with the state space of the matrix $F = 0$ to reach the goal. Thus, with $N$ flags in training, the size of the state space is $10 \times 10 \times (N + 1)$, where the state 0 indicates that all flags are collected and the agent has to learn to proceed to the goal as fast as possible.

In this experiment, there are 8 setups used in training sessions where we train the agent on a varying number of flags from 1 to 8, respectively. After each episode, the location of the flag is randomized within the assigned radius of 2 from the goal. For convenience, we refer to these setups as Global-1-8 to Global-8-8.

**Experiment 2 - Compact Global Flag State Representation** The context of this experiment is the same as the previous experiment. However, a more compact version (3-flag states) of the encoded flag state representation is used with a $10 \times 10 \times 3$ tensor regardless of the number of flags. The flag state is categorized into 3 types: more than 1 flags remaining (encoded by 2), only one last flag remaining (encoded by 1), and no flag remaining (encoded by 0). We train the agent on scenarios with 8 flags located within the radius. Then, the testing phase is performed with 1000 runs.

**Experiment 3 - Local Flag State Representation** In the same context, we define a totally different representation of the flag state where only local information is available to the agent. The agent only knows the state of the flags at its current position. This results in flag state dimension of 2: 0 - no flag at current location; and 1 - there is a flag at the current location. Thus, the dimension of the state space is fixed to $10 \times 10 \times 2$ regardless of the number of flags in the problem.

In training, two representative setups are investigated: one flag (Local-1-8) and 8 flags (Local-8-8) are randomly positioned within a radius of 2 from the goal for every episode.

The testing phase is similar to the testing phase in experiment 2 except that the agent only knows local information about flags.

**Testing** We introduce a testing phase of 1000 tests on the Q-tables learned by the agent in each setup. In each test, one scenario of 8 flags (flags cover all possible locations within a radius of 2 from the goal) is used to test whether the agent learned a "general" policy to effectively collect all flags. If all possible flag positions within the radius are reached by the agent, the agent is considered to have learnt the policy to collect all flags. The action is performed with a temperature of 0.1 to facilitate the stochastic process. For testing with global flag state representations in experiment 1, the flag state is maintained equal to the number of flags, $N$, from the start of the run until less than $N$ remaining flags is achieved. For example, if during training we have 3 flags, the state space is $10 \times 10 \times 3$. During testing, the agent will remain in the matrix $F = 3$ until it collects 5 flags before it transitions to $F = 2$.

Two types of testing are performed: (1) testing at the end of the training (after 10000 episodes), and (2) early testing at some critical episodes chosen based on DE-QT.

**Workflow**

To assess the performance of Q-tables at different episodes, we introduce a training-testing workflow.

- First, the DE-QT estimates the differential entropy values of the Q-tables over episodes. Each flag state corresponds to one channel of the DE-QT time series. We denote the time-series obtained as $\varepsilon_1(t), \varepsilon_2(t), ..., \varepsilon_N(t)$ for flag state 0 to flag state $N$.
- In early testing, among the maximum values of DE-QT series for different flag states, select the Q-tables for testing at the episodes corresponding to the earliest one and the last one:

$$
t_{\text{earliest}} = \arg\min_{t} \max(\varepsilon_1(t), ..., \max(\varepsilon_N(t)))
$$

$$
t_{\text{latest}} = \arg\max_{t} \min(\varepsilon_1(t), ..., \max(\varepsilon_N(t)))
$$

- Add the series together to create a sum of all differential entropy information on all flag states. Make another test with the Q-table taken at the time of the maximum value of this series ($t_{\text{max}}$)
- Finally, perform post-training test at time $t_{1000}$

**Generalization evaluation**

The generalization of the training algorithm is tested through the testing phase introduced in the previous section. There are two important factors in generalization of the state space representations: (1) success rate, and (2) efficiency.

One successful test is a test in which the agent collects all 8 flags and proceeds to the goal. The success rate is computed as below:

$$
\text{Success Rate} = \frac{(\text{Number of Successful Tests})}{1000}
$$

\text{(9)}
The efficiency of the method is evaluated by the number of steps or actions taken in one successful run. We then compute the average and standard deviation of those statistics over 1000 tests × 30 runs of each setup.

### Results and Discussion

#### Q-value updating behaviour

First, we evaluate the training process by inspecting the behaviour of the DE-QT time series. Figure 2 depicts the changes in the sum of entropy values of different flag states over training episodes, averaged over 30 runs. The changes in entropy values of local flag state representations and global state representations with 1, 2 or 3 flags in training reach a steady state in less than 2000 episodes, much faster than the decay of entropy values in compact global state setup (3-states setup).

Particularly, in the case of *Global-1-8*, the entropy values of both flag states experience a sudden drop before 1000 episodes are reached. This behaviour represents a fast information loss compared to other setups. Interestingly, the decrease of entropy values is less rapid when the number of flags in training increases. The least information loss at each flag state is achieved in *Global-8-8* (8 flags in training). The higher the dimension of flag states, the more the tensor is able to maintain information over time. Thus, the loss of information at each state become smaller, which maintains the performance better when training prolongs.

In the case of local state representations, the behaviour of entropy drops faster at a very early stage of training. Further analysis does not support that local state representations help the Q-table converge to a near optimal solution.

#### Generalization test results

After training with different setups with dynamic flag positioning, the final Q-table after 10000 episodes in each setup is used to test on a “general” situation in which there are flags located anywhere within the flag zone. The higher the number of flags collected, the better generalization the agent’s learned policy achieves.

The success of one setup depends on the success rate when the agent collects all 8 flags and proceeds to the goal,
and the efficiency represented by the number of steps taken in successful runs. The mean discounted reward reflects the general performance of the agent regarding both success rate and efficiency.

Table 2 compares the test results of different flag state representations. In the tests at $t_{10000}$ with global state space representations, when increasing the number of flags in training, the discounted reward, number of flags collected and the success rate improve. At Global-8-8, the success rate is nearly 100%. The phenomenon can be explained with the increase of the probability that the agent has encountered flags when training with higher number of flags. However, the mean rewards of all setups are lower than 6.00 due to low efficiency.

In relation to the entropy analysis, the results obtained from the testing phase suggests that the higher dimension in flag state of global state representations, such as Global-7-8 and Global-8-8 and the compact-global state representations maintain a high DE value. Thus, the agent avoids losing valuable information too fast under the uncertainty of the environment.

**Effects of early stopping**

The early testing examines our hypothesis whether the performance of an RL agent decays while the amount of valuable information decreases over time due to an over-training problem.

When taking Q-tables in maximum-sum-of-entropy setting in early stopping test (at $t_{max}$), the cumulative discounted reward the agent obtains on average is significantly higher than the performance obtaining at $t_{10000}$ from about 17% up to about 200%. Most success rates when testing at $t_{max}$ is significantly better than success rates at $t_{10000}$. There are no significant difference between these figures at $t_{max}$ and $t_{10000}$ in Global-7-8, Global-8-8, and Compact Global setups, but the efficiency when testing at $t_{max}$ is superior.

In relation to the differential entropy values of the Q-tables, less information loss when overtraining the agent with higher number of flags in training leads to the preservation of success and an increase in the number of flags collected on average. However, early stopping has a great impact on the efficiency of the Q-learning algorithm verified by the lower number of steps to reach the goal in successful runs.

The boxplots in Figure 3 suggests that in most flag state representations, the performance is lower when testing earlier than the time $t_{max}$ due to under-training problem. The success rate at later stage might be lower, equivalent or even higher than tests’ performance at $t_{max}$. However, the efficiency reduces over time. There is a trade-off between high success rate and high efficient when we attempts to choose an appropriate stopping point for training sessions. The change in DE-QT time-series is useful in information loss detection. Choosing Q-tables at a peak of DE-QT guar-
Table 2: Statistics of 30 runs × 1000 tests of two testing cases for different state space representations. The figures in bold are significantly better than their counterparts in the other test (t-test is performed at a significant level of 0.05).

| Setup                   | Discounted Reward | Number of Flags Collected | Success Rate | Number of Steps in Successful Tests |
|-------------------------|-------------------|---------------------------|--------------|------------------------------------|
|                         | µ ± σ             | µ ± σ                     | µ ± σ        | µ ± σ                              |
| At 10000 Episodes (t_{10000}) |
| Global-1-8              | 3.25±2.45         | 7.57±1.17                 | 0.67±0.01    | 537.43±245.32                     |
| Global-2-8              | 3.60±2.38         | 7.69±0.97                 | 0.74±0.01    | 521.97±245.52                     |
| Global-3-8              | 3.64±2.33         | 7.67±0.95                 | 0.75±0.04    | 527.87±241.95                     |
| Global-4-8              | 3.42±2.29         | 7.48±1.29                 | 0.73±0.04    | 560.38±236.67                     |
| Global-5-8              | 3.88±2.24         | 7.48±1.46                 | 0.79±0.10    | 514.92±234.89                     |
| Global-6-8              | 4.71±1.89         | 7.76±1.11                 | 0.90±0.07    | 449.65±225.07                     |
| Global-7-8              | 5.69±1.23         | 7.99±0.27                 | 0.99±0.01    | 344.25±191.69                     |
| Global-8-8              | 6.00±0.98         | 8.00±0.05                 | 1.00±0.00    | 297.60±165.04                     |
| Compact Global (3-Flag States) | 5.59±1.21          | 7.98±0.23             | **0.99±0.00** | 360.93±190.26                     |
| Local-1-8               | 2.71±2.09         | **6.17±1.93**             | **0.19±0.02** | 560.66±250.24                     |
| Local-8-8               | 2.22±2.51         | **7.40±1.27**             | 0.26±0.17    | 497.19±250.71                     |
| Early stopping at highest sum of differential entropy values (t_{max}) |
| Global-1-8              | 6.60±0.77         | 7.82±0.77                 | **0.91±0.05** | 177.25±93.21                      |
| Global-2-8              | 6.71±0.87         | 7.92±0.41                 | **0.95±0.05** | 168.28±107.46                     |
| Global-3-8              | 6.42±1.05         | 7.93±0.44                 | **0.97±0.03** | 217.81±146.18                     |
| Global-4-8              | 5.90±1.77         | 7.76±0.94                 | **0.93±0.15** | 259.17±185.18                     |
| Global-5-8              | 5.75±2.07         | 7.57±1.39                 | **0.91±0.17** | 255.05±197.89                     |
| Global-6-8              | 6.47±1.48         | 7.89±0.99                 | **0.97±0.08** | 193.00±161.96                     |
| Global-7-8              | 6.49±1.59         | 7.76±1.27                 | 0.96±0.10    | **182.42±164.15**                 |
| Global-8-8              | 7.18±0.41         | 8.00±0.03                 | 1.00±0.00    | **110.68±60.96**                  |
| Compact Global (3-Flag States) | 6.57±1.18          | 7.92±0.27             | 0.92±0.07    | **172.57±120.11**                 |
| Local-1-8               | 3.06±1.84         | 5.53±1.95                 | 0.14±0.03    | **540.01±249.81**                 |
| Local-8-8               | 2.47±2.51         | 7.31±1.39                 | **0.28±0.21** | 493.05±246.42                     |

The task used in our demonstration is a flag collection task - a gridworld problem adapting the dynamic dispositions of objects in the environment. Differential entropy values have been used as an indicator of generalization success of a state space representation. It offers a way to choose an appropriate stopping point in the training process.

The scope of this paper only focuses on investigating the feasibility of the information loss detection method for the success or failure of state space representations. Future directions will extend the investigation to other RL problem.

State space representations directly affect the performance of a Q-learning algorithm. The choice of a state space representation have been investigated in a variety of research papers using both methods of manual design and automatic selection of state space representation combined with Q-learning. The performance of a RL agent, however, is conventionally assessed through the reward.

In this paper, we propose a novel method computing DE-QT, which can reveal the change in information of the Q-table. Examining the learning process offers an insight into the evolution of the agent’s knowledge during skill acquisition.

**Conclusion**

State space representations directly affect the performance of a Q-learning algorithm. The choice of a state space representation has been investigated in a variety of research papers using both methods of manual design and automatic selection of state space representation combined with Q-learning. The performance of a RL agent, however, is conventionally assessed through the reward.

In this paper, we propose a novel method computing DE-QT, which can reveal the change in information of the Q-table. Examining the learning process offers an insight into the evolution of the agent’s knowledge during skill acquisition.
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