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Abstract. In this work we study the long time behavior of nonlinear stochastic functional-differential equations in Hilbert spaces. In particular, we start with establishing the existence and uniqueness of mild solutions. We proceed with deriving a priori uniform in time bounds for the solutions in the appropriate Hilbert spaces. These bounds enable us to establish the existence of invariant measure based on Krylov-Bogoliubov theorem on the tightness of the family of measures. Finally, under certain assumptions on nonlinearities, we establish the uniqueness of invariant measures.

1. Introduction

In this work we study the asymptotic behaviour of the solutions of stochastic functional-differential equations. In a bounded domain, the equation reads as

\begin{align}
&\frac{du}{dt} = [Au + f(u_t)]dt + \sigma(u_t)dW(t) \quad \text{in } D, t > 0; \\
&u(t, x) = \phi(t, x), t \in [-h, 0), u(0, x) = \varphi_0(x) \quad \text{in } D; \\
&u(t, x) = 0, x \in \partial D, t \geq 0.
\end{align}

The corresponding problem in the entire space has the form

\begin{align}
&\frac{du}{dt} = [Au + f(u_t)]dt + \sigma(u_t)dW(t) \quad \text{in } \mathbb{R}^d, t > 0; \\
&u(t, x) = \phi(t, x), t \in [-h, 0), u(0, x) = \varphi_0(x) \quad \text{in } \mathbb{R}^d.
\end{align}

Here \( A \) is an elliptic operator

\begin{equation}
A = A(x) = \sum_{i,j=1}^{d} a_{ij}(x) \frac{\partial^2}{\partial x_i \partial x_j} + \sum_{i=1}^{d} b_i(x) \frac{\partial}{\partial x_i} + c(x),
\end{equation}

the interval \([-h, 0]\) is the interval of delay, and \( u_t = u(t + \theta) \) with \( \theta \in [-h, 0) \).

Functional differential equations of types (1.1) and (1.2) are mathematical models of processes, the evolution of which depends on the previous states. Such models are widely used in population dynamics, electrical engineering \cite{24}, chemical engineering \cite{27} et. al. The classic results for deterministic functional-differential equations in finite dimensional spaces can be found in \cite{12} and references therein. Stochastic functional differential equation in finite dimensions have been studied extensively as well. In particular, the existence of invariant measures for stochastic ordinary differential equations was established in \cite{3} and \cite{11}. The work \cite{13} addressed the stochastic stability, as well as various applications of stochastic delay equations in finite dimensions.

The results on functional differential equations in infinite dimensions are significantly more sparse. One example of analysis and applications of functional partial differential equations may be found in \cite{1}. In this work, the authors study the nonlocal reaction-diffusion model of population dynamics. They establish the existence of time stationary solution and show that all other solutions converge to it.

The results on stochastic functional differential equations include \cite{26} and \cite{8}, which establish the existence of solutions and their stability. Stochastic differential equation of neutral type were studied in \cite{23} and \cite{14}. The work \cite{25} established the comparison principle for such equations.
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The main goal of the present work is to establish the existence and uniqueness of invariant measures for the equations (1.1) and (1.2) based on Krylov-Bogoliubov theorem on the tightness of the family of measures [15]. More precisely, we will use the compactness approach of Da Parto and Zabczyk [9], which involves the following key steps:

[i] Establishing the existence of a Markovian solution of (1.1) or (1.2) in a certain functional space, in which the corresponding transition semigroup is Feller;

[ii] Showing that the semigroup $S(t)$ generated by $A$ is compact;

[iii] Showing that the corresponding equation with a suitable initial condition has a solution, which is bounded in probability.

This approach was used in establishing the existence of invariant measure for a large class of stochastic nonlinear partial differential equations without delay, e.g. [10], [7], [2], [5], [20], [19] and references therein. For functional differential equations in finite dimensions, the approach above was used in [6].

In this work, the author established the existence of an invariant measure in which the corresponding transition semigroup is Feller; i.e., the approach was used in establishing the existence of invariant measure for a large class of stochastic differential equations in finite dimensions, the approach above was used in [6].

In these spaces the authors studied the conditions for the existence and uniqueness of the solution, as well as their Markov's and Feller properties. However, in order to apply the compactness approach one needs to work in $L^2_p(D) \times L^2(-h,0;L^2_p(D))$, where $L^2_p(D)$ is a weighted space. The equations of type (1.1) and (1.2) were studied in the space $C(-1,0,L^2_p(D))$, which is significantly easier problem [23], [25], [26].

In these spaces the authors studied the conditions for the existence and uniqueness of the solution, as well as their Markov's and Feller properties. However, in order to apply the compactness approach one needs to work in $L^2_p(D) \times L^2(-h,0,L^2_p(D))$, which is done in this work. We also establish the existence and uniqueness of the stationary solution, and the convergence of other solutions to it in square mean, which is the stochastic analog of the main result of [1].

This paper is structured as follows. In Section 2 we introduce the notation and formulate the main results. Section 3 is devoted to the proof of the existence of invariant measure, as well as an example of application of this result to integral-differential equations. Section 4 establishes the uniqueness of invariant measure, and the convergence to the stationary solution.

2. Preliminaries and Main Results.

Throughout the paper, the domain $D$ is either a bounded domain with $\partial D$ satisfying the Lyapunov condition, or $D = \mathbb{R}^d$. Denote

$$\rho(x) := \frac{1}{1 + |x|^r}$$

where $r > d$ if $D = \mathbb{R}^d$ and $r = 0$ (i.e. no weight) for bounded $D$. We introduce the following spaces:

$$B^0_p := L^2_p(D);$$
$$B^1_p := L^2(-h,0,L^2_p(D));$$
$$B^p := B^0_p \times B^1_p;$$
$$H := L^2(D).$$

The coefficients $a_{ij}$ of the operator $A$ defined in (1.3) are Holder continuous with the exponent $\beta \in (0,1)$, symmetric, bounded and satisfying the ellipticity condition

$$\sum_{i,j=1}^{d} a_{i,j} |\eta_i \eta_j| \geq C_0 |\eta|, \quad \eta \in \mathbb{R}^d$$

for some $C_0 > 0$. The coefficients $b_i$ and $c$ are also bounded and Holder continuous with some positive Holder exponent.

If $D$ is bounded, we impose homogeneous Dirichlet boundary conditions on $\partial D$. In this case,

$$D(A) = H^2(D) \cap H^1_0(D).$$

If $D = \mathbb{R}^d$, then $D(A) = H^2(\mathbb{R}^d)$. Denote $G(t,x,y)$ to be the fundamental solution (or the Green’s function in the case of bounded $D$) for $\frac{\partial}{\partial t} - A$. It follows from, e.g., [10], p. 468, that there are positive
constants \( C_1(T), C_2(T) > 0 \) such that
\[
(2.3) \quad 0 \leq G(t, x, y) \leq C_1(T) t^{-d/2} e^{-C_2(T)|x-y|^2}
\]
for \( t \in [0, T] \) and \( x, y \in D \). Note that in (2.3), \( C_1 \) and \( C_2 \) depend not only on \( T \), but on the constants \( C_0, d, T \), maximum values of the coefficients of \( A \), and the Holder constants. If the operator is in the divergence form \( Au = \text{div}(aV) \), the estimates are of a different type, see e.g. [17], namely
\[
(2.4) \quad g_1(t, x - y) \leq G(t, x, y) \leq g_2(t, x - y)
\]
where
\[
g_i(t, x) = K(C_0, d) t^{-d/2} e^{-K(C_0, d)|x|^2}, \quad i = 1, 2, t \geq 0, \; x, y \in \mathbb{R}^d.
\]
In this case, in contrast with (2.3), the constant \( K(C_0, d) \) is independent on \( t \).

**Lemma 2.1.** For all \( T > 0 \) there exists a positive \( C(r, T) > 0 \) such that
\[
(2.5) \quad \int_D G(t, x, y) \rho(y) dy \leq C(r, T) \rho(x), \; t \in [0, T].
\]

*Proof.* Note that the weight (2.1) satisfies
\[
(2.6) \quad \frac{\rho(x)}{\rho(y)} \leq C(r)(1 + |x - y|)
\]
for some \( C(r) > 0 \). Thus
\[
\int_D G(t, x, y) \rho(y) dy \leq C(r) \int_D G(t, x, y) \rho^{-1}(x - y) \rho(x) dy \leq C(r) C_1(T) \int_{\mathbb{R}^d} t^{-d/2} e^{-C_2(T)|x|^2} (1 + |y|) dy \rho(x) \leq C(r, T) \rho(x).
\]

Define
\[
(2.7) \quad (S(t) \varphi)(x) := \int_D G(t, x, y) \varphi(y) dy, \; t > 0, \; x \in D, \varphi \in L^2(D), \text{ and } S(0) = I,
\]
which is a semigroup on \( L^2(D) \) with generator \( A \). Then for all \( \varphi \in L^2(D) \) and for \( t \in [0, T] \) by Lemma 2.1, we have
\[
(2.8) \quad \|S(t) \varphi\|_p^2 = \int_D \left( \int_D G(t, x, y) \varphi(y) dy \right)^2 \rho(x) dx \leq C \int_D \rho(x) \left( \int_D G(t, x, y) dy \right) \left( \int_D G(t, x, y) \varphi^2(y) dy \right) \leq C \int_D G(t, x, y) \frac{\rho(x)}{\rho(y)} dx \rho(y) \varphi^2(y) dy \leq C_p(T) \|\varphi\|_p^2.
\]
The above estimate allows the semigroup \( S(t) \) to be extended to a linear map from \( B_0^p \) to itself. Since \( L^2(D) \) is dense in \( B_0^p \), \( S(t) \) is strongly continuous in \( B_0^p \).

Let \( \sum_{i=1}^\infty a_i < \infty \), and \( e_n \) be orthonormal basis in \( H \), such that \( e_n \in L^\infty(D) \) and \( \sup_n \|e_n\|_{L^\infty(D)} < \infty \). Introduce the operator \( Q \in \mathcal{L}(H) \) such that \( Q \) is non-negative, \( Tr(Q) < \infty \), \( Qe_n = a_n e_n \). Let \( (\Omega, \mathcal{F}, P) \) be a complete probability space. Introduce
\[
W(t) := \sum_{i=1}^\infty \sqrt{a_i} \beta_i(t)e_i(x), \; t \geq 0,
\]
which is a \( Q \)-Wiener process on \( t \geq 0 \) with values in \( L^2(Q) \). Here \( \beta_i(t) \) are standard, one dimensional, independent Wiener processes. Also let \( \{F_t, t \geq 0\} \) be a normal filtration satisfying

- \( W(t) \) is \( \mathcal{F}_t \)-measurable;
- \( W(t+h) - W(t) \) is independent of \( \mathcal{F}_t \) \( \forall h \geq 0, t \geq 0 \).
Denote $U = Q^d(H)$. From [17], Lemma 2.2, $U \in L^\infty(D)$. Following [17] introduce the multiplication operator $\Phi : U \rightarrow B^*_{a}$ as follows: for fixed $\varphi \in B^0$, let $\Phi(\psi) := \varphi \psi$, $\psi \in U$. Since $\varphi \in B^0$ and $\varphi \in L^\infty(D)$, the operator is well defined and hence $\Phi \circ Q^{1/2} : L^2(D) \rightarrow B^0$ defines a Hilbert-Schmidt operator. The operator $\Phi$ is also a Hilbert-Schmidt operator satisfying

$$
\|\Phi \circ Q^{1/2}\|_{L^2}^2 = \sum_{n=1}^{\infty} \|\Phi \circ Q^{1/2} e_n\|_{B^0}^2 = \sum_{n=1}^{\infty} a_n \int_D \varphi^2(x)e_n^2(x)\rho(x)dx \leq \text{Tr}(Q) \sup_n \|e_n\|_\rho^2,
$$

where $\text{Tr}(Q) = \sum_{n=1}^{\infty} a_n = a$. Hence if $\Phi : \Omega \times [0,T] \rightarrow L(U, B^0)$ is a predictable process satisfying

$$
\mathbb{E} \int_0^T \|\Phi \circ Q^{1/2}\|_{L^2}^2 ds < \infty,
$$

following [9] we can define

$$
\int_0^t \Psi(s)dW(s) \in B^0
$$

with the following expansion

$$
\int_0^t \Psi(s)dW(s) = \sum_{i=1}^{\infty} \sqrt{a_i} \int_0^t \Phi(s,\cdot)e_i(\cdot)d\beta_i(s).
$$

Furthermore,

$$
(2.9) \quad \mathbb{E} \left\| \int_0^t \Psi(s)dW(s) \right\|_\rho^2 \leq a \sup_n \|e_n\|_\infty^2 \int_0^t \mathbb{E} \|\Psi(s,\cdot)\|_{B^0}^2 ds.
$$

**Assumptions on nonlinearities.** Assume $f$ and $\sigma$ satisfy the following conditions:

[i] The functionals $f$ and $\sigma$ map $B^0$ to $B^0$.

[ii] There exists a constant $L > 0$ such that

$$
\|f(\varphi_1) - f(\varphi_2)\|_{B^0} + \|\sigma(\varphi_1) - \sigma(\varphi_2)\|_{B^0} \leq L\|\varphi_1 - \varphi_2\|_{B^0}
$$

for any $\varphi_1, \varphi_2 \in B^0$.

**Definition 2.2.** An $\mathcal{F}_t$ measurable random process $u(t,\cdot) \in B^0$ is a mild solution of (1.1) or (1.2), if

$$
u(t,\cdot) = S(t)\varphi(0,\cdot) + \int_0^t S(t-s)f(u_s)ds + \int_0^t S(t-s)\sigma(u_s)dW(s)
$$

where

$$
u(0,\cdot) = \varphi(0,\cdot) \in B^0, \quad \nu(t,\cdot) = \varphi(t,\cdot) \in B^0, \quad t \in [-h,0].
$$

**Theorem 2.3.** (Existence and uniqueness). Suppose $f$ and $\sigma$ satisfy the conditions [i] and [ii], and $\varphi(t,\cdot)$ is an $\mathcal{F}_0$ measurable random process for $t \in [-h,0]$, which is independent of $W$ and such that

$$
\mathbb{E}\|\varphi(0,\cdot)\|_{B^0}^p < \infty \quad \text{and} \quad \mathbb{E}\|\varphi(\cdot,\cdot)\|_{B^1}^p < \infty, \quad p \geq 2.
$$

Then there exists a unique mild solution of (1.1) (or 1.2) on $[0,T]$, and

$$
(2.11) \quad \mathbb{E}\|y(t)\|_{B^0}^p \leq K(T)(1 + \mathbb{E}\|y(0)\|_{B^0}^p), \quad t \in [0,T].
$$

**Theorem 2.4.** (Continuous dependence on the initial data) Let $\phi \in B^0$, $\varphi(0,\cdot) \in B^0$, $\phi_1 \in B^0$, $\phi_1(0,\cdot) \in B^0$ be two initial sets of data of two solutions

$$
y(t) = y(t,\phi) = \left(\begin{array}{c} u(t,\phi) \\ u_1(\phi) \end{array} \right), \quad y_1(t) = y(t,\phi_1) = \left(\begin{array}{c} u(t,\phi_1) \\ u_1(\phi_1) \end{array} \right)
$$

respectively. Then under the conditions of Theorem 2.3 there exists a constant $C(T)$ such that

$$
(2.12) \quad \sup_{t \in [0,T]} \mathbb{E}\|y(t) - y_1(t)\|_{B^0}^2 \leq C(T)\mathbb{E}\|\phi(t) - \phi_1(t)\|_{B^0}^2.
$$

The following proposition shows that the solution $u(t,\cdot)$ has continuous trajectories.
**Proposition 2.5.** Let \( u(t, \cdot) \) be a mild solution of (1.7) or (1.3). Then, under the conditions of Theorem 2.3, \( u_t \) is continuous at \( t = 0 \) in probability with respect to the norm \( \| \cdot \|_{B^0_t} \), i.e.

\[
\| u_t - u_0 \|_{B^0_t} = \int_{-h}^{t} \mathbb{E} \| u(t + \theta) - \varphi(\theta) \|_{B^0}^2 d\theta \to^P 0, \ t \to 0.
\]

**Proof.**

\[
\mathbb{E} \| u_t - u_0 \|_{B^0_t}^2 \leq \int_{-h}^{t} \mathbb{E} \| \varphi(t + \theta) - \varphi(\theta) \|_{B^0_t}^2 d\theta + \int_{-t}^{0} \mathbb{E} \| u(t + \theta) - \varphi(\theta) \|_{B^0}^2 d\theta.
\]

The convergence of the first term to 0 follows from the density of \( C([-h, 0], B^0_t \times L^2(\Omega)) \) in \( L^2([-h, 0], B^0_t \times B^0_0 \times L^2(\Omega)) \). The second term converges to zero as \( t \to 0 \) since the integrand is bounded.

Denote \( B_0(B^0) \) to be the Banach space of bounded real Borel functions from \( B^0 \) to \( \mathbb{R} \), and \( C_0(B^0) \) be the space of bounded continuous functions.

Since the choice of \( T > 0 \) in Theorem 2.3 is arbitrary, the solution exists for all \( t \geq 0 \), thus \( y(t) \) also exists for all \( t \geq 0 \). Replacing the initial interval \([-h, 0]\) with \([-h + s, s]\) for all \( s \geq 0 \), we can guarantee the existence and uniqueness of the solutions for \( t \geq s \geq 0 \) with the initial \( \mathcal{F}_s \)-measurable functions \( \varphi(\theta, \cdot), \varphi(0, \cdot) \), which satisfy the conditions of Theorem 2.3 on \([s - h, s]\). This solution will be denoted with \( u(t, s, \varphi) \). Similarly,

\[
u_t(s, \varphi) = u(t + \theta, s, \varphi), \theta \in [-h, 0]
\]
is a shift of the solution \( u(t, \varphi) \), such that \( u_s(s, \varphi) = u(s + \theta, s, \varphi) = \varphi(\theta) \) and for \( \theta = 0, \varphi(0, \cdot) \in B^0_0 \).

Following [4], define the family of shift operators

\[(2.13)\]

\[
U^t_s \varphi := u(t + \theta, s, \varphi) = u_t(s, \varphi).
\]

Denote \( \mathcal{F}^t_s(dW) \) to be the minimal \( \sigma \)-algebra containing \( W(\tau) - W(s), \tau \in [s, t] \). Note that \( u_t(s, \varphi) \) is independent of the \( \sigma \)-algebra \( \mathcal{G}^t \), which is the minimal sigma-algebra containing \( W(\tau) - W(t) \) for \( \tau \geq t \).

For any nonrandom \( \varphi \in B^0 \) with \( s \geq 0 \) and \( t \geq s \), \( U^t_s \varphi := u_t(s, \varphi) \) is an \( \mathcal{F}^t_s(dW) \) measurable random function taking values in \( B^0_t \), with \( u(t, s, \varphi) \in B^0_0 \) for \( \theta = 0 \). Defining \( y(t, s, \varphi) = (u(s, t, \varphi), u_t(s, \varphi)) \), we have that \( y \) maps \( B^0 \) into itself.

The next proposition follows from Theorem 2.3.

**Proposition 2.6.** The family of the operators \((2.13)\) satisfies

\[(2.14)\]

\[
U^t_s U^t_s \varphi = U^t_s \varphi
\]

for all \( t \geq \tau \geq s \geq 0 \) and \( \varphi \in B^0 \).

Let \( D \) be a \( \sigma \)-algebra of Borel subset of \( B^0 \). Then \( y(t, s, \varphi) \) naturally denotes the following probability measure \( \mu_t \) on \( D \):

\[(2.15)\]

\[
\mu_t(A) = P \{ y(t, s, \varphi) \in A \} = P \{ U^t_s \varphi \in A \} = P(s, \varphi, t, A)
\]

The measure \( \mu \) is the transition function corresponding to the random process \( y(t, s, \varphi) \). In a similar way as in the finite dimensional case [4], one can show that this function satisfies the properties of the transition probability. This way we have

**Theorem 2.7.** (Markov property) Under the assumptions of Theorem 2.3, the process \( y(t, s, \varphi) \in B^0 \) is the Markov process on \( B^0 \) with the transition function \( P(s, \varphi, t, A) \) given by (2.14).

**Proposition 2.8.** For any \( t \geq s \geq 0 \) we have

\[
P(s, \varphi, t, A) = P(0, \varphi, t - s, A)
\]

**Proof.** Let \( \tilde{u}(t) = u(s + t, s, \varphi) \). Then \( \tilde{u}(0) = \varphi(0, \cdot) \) and \( \tilde{u}_0 = u(s + \theta, s, \varphi) = \varphi(\theta, \cdot) \). On the other hand,

\[
\tilde{u}(t) = u(s + t, s, \varphi) = S(t) \varphi(0, \cdot) + \int_{s}^{s+t} S(s + t - \tau) f(u(\tau)) d\tau + \tilde{u}_0
\]

Invariance Measure for Stochastic Functional Differential Equations in Hilbert Spaces
The same equation is satisfied with \( u_\tilde{\tau} \) instead of \( u \) (Equation 2.16)

\[
\tilde{u}(t) = S(t)\varphi(0, \cdot) + \int_0^t S(t-\tau)f(u(\tau+s))d\tau + \int_0^t S(t-\tau)\sigma(u(\tau+s))d\tilde{W}(\tau)
\]

where

\[ \tilde{W}(\tau) := W(s+\tau) - W(s) \]

is once again a Q-Wiener process. This way \( \tilde{u} \) solves

(2.16)

The same equation is satisfied with \( u(t,0,\varphi) \) such that \( u(0,0,\varphi) = \varphi(0,\cdot) \) and \( u_0 = \varphi(\theta,\cdot) \). The only difference is that \( u(t,0) \) solves (2.10) with a different Wiener process \( W \). However, since the distribution of \( W \) is the same as \( \tilde{W} \), the distribution of \( u(s+t,\varphi) \) is the same as the distribution of \( u(t,\varphi) \), and hence independent of \( s \). Thus the distribution of \( u(t,s,\varphi) = u(t+s,\varphi) = u(t-s+\theta+s,\varphi) \) coincides with the distribution of \( u(t+s,\varphi) \), \( \varphi = \varphi(\theta,\cdot) \).

Hence

\[
P(s,\varphi,t,A) = P\{u_t(s,\varphi) \in A\} = P\{u(t+\theta,s,\varphi) \in A\} = P\{u(t-s,\theta,0,\varphi) \in A\} = P\{u_t(0,\varphi) \in A\}
\]

which yields the desired result. \( \square \)

For \( g \in B_b(B^\rho) \), for \( \varphi \in B^\rho \) and \( t \geq s \geq 0 \) define

\[
P_{s,t}(\varphi) := \mathbb{E}g(y(t,s,\varphi)).
\]

From Proposition 2.8 we have \( P_{0,t-s}(\varphi) \) and denote \( P_t\varphi = P_{0,t}(\varphi) \). From Theorem 2.4 and Proposition 2.5 we have

**Proposition 2.9.** Under the assumptions of Theorem 2.3 the transition semigroup \( P_t, t \geq 0 \) is stochastic continuous on \( C_b(B^\rho) \) and satisfies the Feller property

\[
P_t : C_b(B^\rho) \to C_b(B^\rho) \quad \text{and} \quad \lim_{t \to 0} P_t\varphi(\theta) = \varphi(\theta).
\]

Define \( \rho(x) = (1 + |x|^r)^{-1} \). The main result of the paper is the following theorem:

**Theorem 2.10.** Let the assumptions of Theorem 2.3 hold. Assume the equation (2.10) has a solution in \( B^\rho \) which is bounded in probability for \( t \geq 0 \) with \( \rho > d + r \). Then there exists an invariant measure \( \mu \) on \( B^\rho \), i.e.

\[
\int_{B^\rho} P_t\varphi(x)d\mu(x) = \int_{B^\rho} \varphi(x)d\mu, \quad \text{for any} \ t \geq 0 \ \text{and} \ \varphi \in C_b(B^\rho).
\]

The key condition in Theorem 2.10 is the existence of a globally bounded solution. The next theorem provides the sufficient conditions for the existence of such solution in terms of the coefficients, in the case when \( A \) is in the divergence form.

**Theorem 2.11.** Assume

- \( D = \mathbb{R}^d, d \geq 3; \)
- the conditions of Theorem 2.3 hold;
- for some \( \sigma_0 > 0 \), we have \( |\sigma(u)| \leq \sigma_0, \forall u \in B^\rho \);
- there exists \( \Psi \in L^1(\mathbb{R}^d) \cap L^\infty(\mathbb{R}^d) \) such that \( |f(u(x))| \leq \Psi(x) \) for all \( u \in B^\rho, x \in \mathbb{R}^d; \)
- \( u(t,\cdot) = \varphi(t,\cdot), t \in [-h,0], u(0,\cdot) = \varphi(0,x) \) satisfy

\[
\mathbb{E}\int_{\mathbb{R}^d} |\varphi(0,x)|^2 dx < \infty \quad \text{and} \quad \mathbb{E}\int_{\mathbb{R}^d} \int_{-h}^0 |\varphi(\theta,x)|^2 d\theta dx < \infty.
\]

Then

\[
\sup_{t \geq 0} \mathbb{E}\|y(t)\|_{L^\rho}^2 < \infty,
\]

which is a sufficient condition for the boundedness in probability.
Finally, in the case when the domain $D$ is bounded, we may establish the uniqueness of the stationary solution as well as its stability. In this section, the weight $\rho \equiv 1$, thus

$$B_0 := L^2(D)$$

$$B_1 := L^2(-h, 0, B_0)$$

and

$$B := B_0 \times B_1.$$  

The semigroup $(2.7)$ now satisfies the exponential estimate

$$\|S(t)u_0\|_{B_0}^2 \leq e^{-\lambda_1 t}\|u_0\|_{B_0}^2,$$

where $\lambda_1 > 0$ is the principle eigenvalue of $-A$. In a standard way, we may extend the Q-Weiner process $W(t)$ to $t \in \mathbb{R}$ as

$$W(t) = \begin{cases} W(t), t \geq 0; \\ V(-t), t \leq 0. \end{cases}$$

Here $V$ is another Q-Weiner process, independent of $W$.

**Definition 2.12.** A $B_0$-valued process $u(t)$ is a mild solution of (1.1) for $t \in \mathbb{R}$ if

1. for all $t \in \mathbb{R}$, $u_t$ is $\mathcal{F}_t$ measurable;
2. for all $t \in \mathbb{R}$
   $$\mathbb{E}\|u(t)\|_{B_0}^2 < \infty;$$
3. for all $-\infty < t_0 < t < \infty$ with probability 1 we have
   $$u(t) = S(t-t_0)u(t_0) + \int_{t_0}^{t} S(t-s)f(u_s)ds + \int_{t_0}^{t} S(t-s)\sigma(u_s)dW(s)$$

**Theorem 2.13.** Assume the Lipschitz constant $L$ is sufficiently small (see (3.8) for the exact condition), then the equation (1.1) has a unique solution $u^*(t, x)$, defined for $t \in \mathbb{R}$, and

$$\sup_{t \in \mathbb{R}} \mathbb{E}\|u^*(t)\|_{B}^2 < \infty.$$  

Furthermore, this solution is exponentially attractive, that is exist $K, \gamma > 0$ such that for all $t_0 \in \mathbb{R}$ and $t > t_0 + h$, and for any other solution $\eta(t)$ with $\eta(t_0) \in B_0$ and $\eta_0 \in B_1$ we have

$$\mathbb{E}\|u^*(\cdot) - \eta(\cdot, t)\|_{B}^2 \leq Ke^{-\gamma(t-t_0)}\mathbb{E}\|u^*(t) - \eta(\cdot, t)\|_{B}^2.$$  

3. **Proofs of the Main Results**

3.1. **Proof of Theorem 2.3.** Let $B_{p,T}$, $p \geq 2$ be the space of $\mathcal{F}_t$-measurable for $t \in [0, T]$ processes, equipped with the norm $\|\Phi\|_{B_{p,T}} := \mathbb{E}\int_{0}^{T} \|\Phi(t, \cdot)\|_{B_0}^p dt$, $\Phi : B_{p,T} \to B_0^p$. Define

$$\Psi\Phi(t, \cdot) := S(t)\Phi(0, \cdot) + \int_{0}^{t} S(t-s)f(\Phi(s + \theta, \cdot))ds + \int_{0}^{t} S(t-s)\sigma(\Phi(s + \theta, \cdot))dW(s)$$

for $t \in [0, T]$, and

$$\Psi\Phi(t, \cdot) = \varphi(t, \cdot), t \in [-h, 0]; \text{ with } \Psi\Phi(0, \cdot) = \varphi(0, \cdot).$$

This way

$$\Psi\Phi(t, \cdot)_{B_{p,T}}^p \leq \mathbb{E}\int_{-h}^{0} \|\varphi(t, \cdot)\|_{B_0}^p dt + 3^{p-1}\mathbb{E}\int_{0}^{T} \|S(t)\varphi(0, \cdot)\|_{B_0}^p dt +$$

$$+ 3^{p-1}\mathbb{E}\int_{0}^{T} \|\int_{0}^{t} S(t-s)f(\Phi(s + \theta, \cdot))ds\|_{B_0}^p dt + 3^{p-1}\mathbb{E}\int_{0}^{T} \|\int_{0}^{t} S(t-s)\sigma(\Phi(s + \theta, \cdot))dW(s)\|_{B_0}^p dt \leq$$

$$\leq C_1(T) + 3^{p-1}(I_1 + I_2 + I_3).$$

It follows from (2.8) that

$$I_1 \leq C_1(T) \int_{0}^{T} \mathbb{E}\|\varphi(0, \cdot)\|_{B_0}^p dt < \infty;$$

$$I_2 \leq C_2(T) \int_{0}^{T} \mathbb{E}\|\int_{0}^{t} S(t-s)f(\Phi(s + \theta, \cdot))ds\|_{B_0}^p dt < \infty;$$

$$I_3 \leq C_3(T) \int_{0}^{T} \mathbb{E}\|\int_{0}^{t} S(t-s)\sigma(\Phi(s + \theta, \cdot))dW(s)\|_{B_0}^p dt < \infty;$$

where $C_1(T), C_2(T), C_3(T)$ are positive constants.
Next, using the conditions [i] and [ii] for $f$, we have

$$I_2 \leq C_p(T) \int_0^T T^{p-1} \left( \mathbb{E} \int_0^t \|f(\Phi_s,\cdot)\|_{B_0^p}^p \, ds \right) \, dt \leq C_2 \int_0^T dt \int_0^t \left( 1 + \mathbb{E} \|\Phi_s\|_{B_1^p}^p \right) \, ds \leq$$

$$\leq C_3 + C_2 \int_0^T dt \left( \mathbb{E} \left( \int_0^t \|\Phi(s + \theta,\cdot)\|_{B_0^p}^2 \, d\theta \right)^{\frac{p}{2}} \right) \leq C_3 + C_4 \mathbb{E} \int_{-h}^T \|\Phi(t,\cdot)\|_{B_0^p}^p \, dt < \infty. \tag{3.2}$$

In order to estimate $I_3$, we use Lemma 7.2 and \ref{2.10}. We have

$$I_3 \leq C(P) \int_0^T \mathbb{E} \left( \int_0^t \|S(t-s)\sigma(\Phi_s(\cdot))\|_{L_2}^2 \, ds \right)^{\frac{p}{2}} \, dt \leq$$

$$\leq C(p) a_n \sup_n \|e_n\|_{B_0^p} \int_0^T \mathbb{E} \left( \int_0^t \|S(t-s)\sigma(\Phi_s(\cdot))\|_{B_0^p}^p \, ds \right)^{\frac{p}{2}} \, dt \leq C_4 + C_5 \int_0^T \mathbb{E} \|\Phi_s(\cdot)\|_{B_1^p}^p \, ds < \infty \tag{3.3}$$

the same way as in \ref{5.2}. Combining these estimates, we have $\Psi : B_{p,T} \to B_{p,T}$. We next show that $\Psi$ is contractive. For any $\Phi, \tilde{\Phi} \in B_{p,T}$ we

$$\|\Psi(\Phi,\cdot) - \Psi(\tilde{\Phi},\cdot)\|_{B_{p,T}} \leq 2^{p-1} \int_0^T \mathbb{E} \left( \int_0^t \|S(t-s)(\Phi(\cdot) - \tilde{\Phi}(\cdot))\|_{B_0^p}^p \, ds \right) \, dt,$$

$$+ 2^{p-1} \int_0^T \mathbb{E} \left( \int_0^t \|S(s - \tau)(\Phi(\cdot) - \tilde{\Phi}(\cdot))\|_{B_0^p}^p \, d\tau \right) \, ds \leq 2^{p-1} (I_4 + I_5) \tag{3.4}$$

$$I_4 \leq C_p(T) \int_0^T \mathbb{E} \left( \int_0^t \|\Phi(\cdot) - \tilde{\Phi}(\cdot)\|_{B_1^p}^p \, d\tau \right) \, ds \leq$$

$$\leq C(p,T,\rho) \int_0^t \mathbb{E} \left( \int_0^s \|\Phi(\tau + \theta,\cdot) - \tilde{\Phi}(\tau + \theta,\cdot)\|_{B_0^p}^p \, d\theta \right)^{p/2} \, d\tau \, ds \leq C_5 (\rho, T, p) t^2 \|\Phi - \tilde{\Phi}\|_{B_{p,T}}^p \tag{3.5}$$

Now following the estimate \ref{3.3}, we have

$$I_5 \leq C(p) a_n \sup_n \|e_n\|_{B_0^p} \int_0^T \mathbb{E} \left( \int_0^t \|S(t-s)(\Phi(\cdot) - \tilde{\Phi}(\cdot))\|_{B_0^p}^2 \, ds \right)^{\frac{p}{2}} \, dt \leq$$

$$\leq C_6 \int_0^T \left( \mathbb{E} \left( \int_0^s \|\Phi(\tau + \theta,\cdot) - \tilde{\Phi}(\tau + \theta,\cdot)\|_{B_0^p}^2 \, d\theta \right)^{p/2} \, d\tau \right) \, ds \leq C_6 (\rho, T, p, h) t^2 \|\Phi - \tilde{\Phi}\|_{B_{p,T}}^p. \tag{3.6}$$

Consequently, for $\tilde{\tau}$ small enough, \ref{3.5} and \ref{3.6} imply that the map $\Psi$ has a unique fixed point in $B_{p,T}$, which is the solution of \ref{2.11}. If we consider the problem on $[0,t], [\tilde{\tau}, 2\tilde{\tau}], \ldots$ with $C_6 \tilde{\tau}^2 < 1$. Since the solution is continuous with probability 1 in $B_0^p$ norm, we get the existence and uniqueness of the solution on $[0,T]$.

It remains to prove the estimate \ref{2.11}. It follows from \ref{2.10} that for any $t \in [-h, T]$ we have

$$\mathbb{E} \|u(t,\cdot)\|_{B_0^p}^p \leq 3^{p-1} \mathbb{E} \|S(t)\varphi(0,\cdot)\|_{B_0^p}^p +$$

$$+ 3^{p-1} \mathbb{E} \left( \int_0^t \|S(t-s)f(u(s))\|_{B_0^p}^p \, ds \right) + 3^{p-1} \mathbb{E} \left\| \int_0^t S(t-s)\sigma(u(s)) \, dW(s) \right\|_{B_0^p}^p \leq$$

$$\leq 3^{p-1} C_p(T) \mathbb{E} \|\varphi(0,\cdot)\|_{B_0^p}^p + 3^{p-1} C_T \int_0^t (1 + \mathbb{E} \|u(s)\|_{B_1^p}^p) \, ds + 3^{p-1} C_8 \mathbb{E} \left( \int_0^t \|S(t-s)\sigma(u(s))\|_{L_2}^2 \, ds \right)^{\frac{p}{2}} \tag{3.7}$$

$$\leq C_9 \left( \mathbb{E} \|\varphi(0,\cdot)\|_{B_0^p}^p + \int_0^t (1 + \mathbb{E} \|u(s)\|_{B_1^p}^p) \, ds \right).$$
Consider two separate cases \( t \in [0, h] \) and \( t \in [h, T] \);
If \( t \in [0, h] \), then
\[
\mathbb{E}\|u(t)\|_{B^p_t}^2 = \mathbb{E} \left( \int_{-h}^{0} \|u(t + \theta, \cdot)\|_{B^p_0}^2 d\theta \right)^{\frac{p}{2}} \leq 2^{\frac{p}{2} - 1} \left( \mathbb{E} \left( \int_{-h}^{0} \|u(s, \cdot)\|_{B^p_0}^2 ds \right)^{\frac{p}{2}} + \mathbb{E} \left( \int_{0}^{t} \|u(s, \cdot)\|_{B^p_0}^2 ds \right)^{\frac{p}{2}} \right)
\]
(3.8)
\[
\leq 2^{\frac{p}{2} - 1} \left( \mathbb{E}\|\varphi(t, \cdot)\|_{B^p_t}^p + \frac{h^{\frac{p}{2} - 1}}{2} \int_{0}^{h} \mathbb{E}\|u(s, \cdot)\|_{B^p_0}^p ds \right) \leq 2^{\frac{p}{2} - 1} \left( \mathbb{E}\|\varphi(t, \cdot)\|_{B^p_t}^p + C_{10} \sup_{s \in [0, t]} \mathbb{E}\|u(s, \cdot)\|_{B^p_0}^p \right).
\]
If \( t \in [h, T] \), we have
\[
\mathbb{E}\|u(t)\|_{B^p_t}^p = \mathbb{E} \left( \int_{-h}^{0} \|u(t + \theta, \cdot)\|_{B^p_0}^2 d\theta \right)^{\frac{p}{2}} \leq C_{11}(T) \sup_{s \in [0, t]} \mathbb{E}\|u(s)\|_{B^p_0}^p.
\]
From (3.7)(3.8) we have
\[
\sup_{s \in [0, t]} \mathbb{E}\|u(s, \cdot)\|_{B^p_0}^p \leq C_{12}(T) \left( \mathbb{E}\|\varphi(0, \cdot)\|_{B^p_0}^p + \mathbb{E}\|\varphi(t, \cdot)\|_{B^p_t}^p + \int_{0}^{t} \sup_{\tau \in [0, s]} \mathbb{E}\|u(\tau, \cdot)\|_{B^p_0}^p ds \right).
\]
Estimating the last term separately, we have
\[
\sup_{s \in [0, t]} \mathbb{E}\|u(s, \cdot)\|_{B^p_0}^p \leq C_{13}(T)[1 + \mathbb{E}\|\varphi(0, \cdot)\|_{B^p_0}^p + \mathbb{E}\|\varphi(t, \cdot)\|_{B^p_t}^p].
\]
Combining the estimates above, we get
\[
\mathbb{E}\|u(t)\|_{B^p_t}^p \leq C_{14}(T)(1 + \mathbb{E}\|y(0)\|_{B^p_0}^p),
\]
which completes the proof.

3.2. **Proof of Theorem** 2.4 By definition of \( y_1 \) and \( y_2 \),
\[
\sup_{t \in [0, T]} \mathbb{E}\|y(t) - y_1(t)\|_{B^p_T}^2 \leq \sup_{t \in [0, T]} \mathbb{E}\|u(t, \phi) - u(t, \phi_1)\|_{B^p_T}^2 + \sup_{t \in [0, T]} \mathbb{E}\|u(t, \phi) - u(t, \phi_1)\|_{B^p_T}^2.
\]
(3.10)
The first term in (3.10) can be estimated as follows
\[
\sup_{t \in [0, T]} \mathbb{E}\|u(t, \phi) - u(t, \phi_1)\|_{B^p_T}^2 \leq C_{15} \sup_{t \in [0, T]} \mathbb{E}\|\phi(t) - \phi_1(t)\|_{B^p_T}^2.
\]
(3.11)
As for the second term in (3.10), once again we consider separately the cases \( t \in [0, h] \) and \( t \in [h, T] \), and taking into account the estimate (3.11), we get
\[
\sup_{t \in [0, T]} \int_{-h}^{0} \|u(t + \theta, \phi) - u(t + \theta, \phi_1)\|_{B^p_T}^2 d\theta \leq C_{16} \sup_{t \in [0, T]} \mathbb{E}\|\phi(t) - \phi_1(t)\|_{B^p_T}^2,
\]
which completes the proof.

3.3. **Proof of Theorem** 2.10. We start with the following auxiliary lemmas.

**Lemma 3.1.** For any fixed \( T_0 > 2h \), the operator
\[
A\varphi_0 := S(T_0 + \theta) : B^p_0 \to B^p_1
\]
is a Hilbert-Schmidt operator.

**Proof.** By [21], there exists an orthonormal basis \( \{h_n, n \geq 1\} \) in \( B^p_0 \) such that \( \sup_n \|h_n\|_{L^\infty(D)} < \infty \). It is straightforward to verify that if \( \{e_n, n \geq 1\} \) is an orthonormal basis in \( H = L^2(D) \), then \( \frac{e_n}{\sqrt{\rho}}, n \geq 1 \) is an orthonormal basis in \( B^p_0 \). Therefore
\[
\|A\|^2_{L^2} = \sum_{i=1}^{\infty} \left\| \frac{A e_i}{\sqrt{\rho}} \right\|_{B^p_1}^2 = \sum_{i=1}^{\infty} \left\| S(T_0 + \theta) \frac{e_i}{\sqrt{\rho}} \right\|_{B^p_1}^2 = \sum_{i=1}^{\infty} \int_{-h}^{0} \int_{D} \left| S(T_0 + \theta) \frac{e_i}{\sqrt{\rho}} \right|^2 \rho(x) dx =
\]
We will make use of the infinite dimensional version of Arzela-Ascoli Theorem. To this, we need Lemma 3.3.

The arguments in Theorem 11.29 from [9] can be applied to (3.12) directly.

Following the lines of the proof of Lemma 3.1 we can show that Corollary 3.2.

Thus

Thus

which completes the proof of the Lemma.

**Corollary 3.2.** Following the lines of the proof of Lemma [3.7] we can show that \( S(t) \) is a compact operator from \( B_0^p \) to \( B_0^p \) for \( t > 0 \).

We now return to the proof of Theorem 2.10. We will follow the approach of the Theorem 11.29 from [9]. We have

(3.12) \[ u(T_0) = S(T_0)\varphi(0, \cdot) + \int_{T_0}^T S(T_0 - s)f(u_s)ds + \int_{T_0}^0 S(T_0 - s)\sigma(u_s)dW(s) \]

(3.13) \[ u_{T_0} = u(T_0 + \theta) = S(T_0 + \theta)\varphi(0, \cdot) + \int_{T_0}^{T_0 + \theta} S(T_0 + \theta - s)f(u_s)ds + \int_{T_0}^{T_0 + \theta} S(T_0 + \theta - s)\sigma(u_s)dW(s) \]

The arguments in Theorem 11.29 from [9] can be applied to (3.12) directly.

**Lemma 3.3.** For \( p > 2 \) and \( \alpha \in \left( \frac{1}{p}, \frac{1}{2} \right) \), the operator

\( (G_\alpha \varphi)(\theta) = \int_{T_0}^{T_0 + \theta} (T_0 + \theta - s)^{\alpha - 1} S(T_0 + \theta - s)\varphi(s)ds \)

is a compact operator from \( L^p(0, T_0, B_0^p) \) into \( C(-h, 0, B_0^p) \).

**Remark 3.4.** Compactness in \( C(-h, 0, B_0^p) \) implies compactness in \( B_1^p \).

**Proof.** We will make use of the infinite dimensional version of Arzela-Ascoli Theorem. To this, we need to show

[i] For any fixed \( \theta \in [-h, 0] \) the set

\( \{G_\alpha(\varphi)(\theta), \|\varphi\|_{L^p} \leq 1\} \)

is compact in \( B_0^p \);

[ii] for any \( \varepsilon > 0 \) there exists \( \delta > 0 \) such that if \( \|\varphi\|_{L^p} \leq 1 \) such that if \( \|\varphi\|_{L^p} \leq 1 \) and \( \forall \theta_1, \theta_2 \) with \( |\theta_1 - \theta_2| \leq \delta \) we have

\[ \|G_\alpha(\varphi)(\theta_1) - G_\alpha(\varphi)(\theta_2)\|_{B_0^p} < \varepsilon. \]
To check $|\eta|$, for fixed $\theta \in [-h, 0]$ and $\varepsilon > 0$ introduce

$$G_\alpha^\varepsilon \varphi := \int_0^{T_0 + \theta - \varepsilon} (T_0 + \theta - s)^{\alpha - 1} S(T_0 + \theta - s) \varphi(s) ds = S(\varepsilon) \int_0^{T_0 + \theta - \varepsilon} (T_0 + \theta - s)^{\alpha - 1} S(T_0 + \theta - s - \varepsilon) \varphi(s) ds$$

Clearly $\int_0^{T_0 + \theta - \varepsilon} (T_0 + \theta - s)^{\alpha - 1} S(T_0 + \theta - s - \varepsilon) \varphi(s) ds$ is in $B_0^\alpha$. Using Corollary 3.2, $S(\varepsilon)$ is a compact operator from $B_0^\alpha$ to $B_0^\alpha$. Then, following [1], p.227, $G_\alpha^\varepsilon$ converges to $G_\alpha$ strongly as $\varepsilon \to 0$, hence $G_\alpha$ is compact hence $|||$ follows.

To prove [iii], fix $\theta$ and $r$ such that $-h \leq \theta \leq \theta + r \leq 0$, and $\| \varphi \|_{L^p} \leq 1$. Then

$$\| (G_\alpha \varphi)(\theta + r) - (G_\alpha \varphi)(\theta) \|_{B_0^\alpha} \leq \int_0^{T_0 + \theta} \| (T_0 + \theta + s)^{\alpha - 1} S(T_0 + \theta + s) \varphi(s) ds - \int_0^{T_0 + \theta} (T_0 + \theta - s)^{\alpha - 1} S(T_0 + \theta - s) \varphi(s) ds \|_{B_0^\alpha}$$

$$\leq \int_0^{T_0 + \theta} \| (T_0 + \theta + r - s)^{\alpha - 1} S(T_0 + \theta + r - s) - (T_0 + \theta + s)^{\alpha - 1} S(T_0 + \theta + s) \varphi(s) ds + \int_0^{T_0 + \theta + r} \| (T_0 + \theta + r - s)^{\alpha - 1} S(T_0 + \theta + r - s) \varphi(s) \| ds \leq$$

$$\leq \left( \int_0^{T_0} \| (r + s)^{\alpha - 1} S(s + r) - s^{\alpha - 1} S(s) \| ds \right) \| \varphi \|_{L^p} + C_{20} \left( \int_0^{T_0} s^{(\alpha - 1)q} ds \right)^{\frac{1}{q}} \| \varphi \|_{L^p} := J_1 + J_2.$$

Direct calculation yields

$$J_2 = C_{20} \frac{r^{\alpha - \frac{q}{q} + 1}}{(\alpha - 1)q + 1} \| \varphi \|_{L^p} \to 0 \ as \ r \to 0.$$

We now proceed with estimating $J_1$. Since $S(t)$ is compact, then $S(t)$ is strongly continuous for $t > 0$ (see [22], Theorem 3.27), hence $\| S(s + r) - S(s) \| \to 0$ as $r \to 0$, for any $s > 0$. Furthermore, the integrand in $J_1$ is bounded by $2C_{20}s^{(\alpha - 1)q}$. Hence, by Dominated Convergence Theorem, $J_1 \to 0$ as $r \to 0$, which concludes the proof of the Lemma.

We may now complete the proof of Theorem 2.10. For any $r > 0$ introduce

$$K(r) := \{(\mu, \nu) : \mu, \nu \in B_0^\alpha, \nu \in B_1^\alpha\}$$

such that

$$\mu := S(T_0)\nu + (G_1 \varphi)(0) + (G_\alpha h)(0);$$

$$\nu := S(T_0 + \theta)\nu + (G_1 \varphi)(0) + (G_\alpha h)(0)$$

with $\| \nu \|_{B_0^\alpha} \leq r$, $\| \varphi \|_{L^p(0, T_0, B_0^\alpha)} \leq r$ and $\| h \|_{L^p(0, T_0, B_0^\alpha)} \leq r$. It follows from Lemma 3.1, Corollary 3.2 and Lemma 3.3 that $K(r)$ is compact in $B^\alpha$.

**Lemma 3.5.** Under the conditions of Theorem 2.2, there is $C > 0$ such that for arbitrary $r > 0$ and $y = (x, z) \in B^\alpha$ such that $\| y \|_{B^\alpha} \leq r$ we have

$$P\{u(T_0, x, z), u_{T_0}(x, z) \in K(r)\} \geq 1 - cr^{-p}(1 + \| y \|_{B^\alpha})$$

**Proof.** From factorization formula [10], Th. 5.2.5, we have

$$u(T_0, y) = S(T_0)x + (G_1 f(u_s))(0) + \frac{\sin(\alpha \pi)}{\pi} (G_\alpha Y(s))(0),$$

$$u_{T_0}(y) = S(T_0 + \theta)x + (G_1 f(u_s))(\theta) + \frac{\sin(\alpha \pi)}{\pi} (G_\alpha Y(s))(\theta)$$

and

$$Y(s) = \int_0^s (s - \tau)^{-\alpha} S(s - \tau)\sigma(u_x)dW(\tau)$$
Using Lemma 7.2 [9], we obtain
\[
\mathbb{E} \int_0^{T_0} \|Y(s)\|_{B_0^p}^p ds = \mathbb{E} \int_0^{T_0} \left\| \int_0^s (s - \tau)^{-\alpha} S(s - \tau) \sigma(u_\tau) dW(\tau) \right\|_{B_0^p}^p ds \leq
\]
\[
\leq C_{p,T_0} \mathbb{E} \int_0^{T_0} \left( \int_0^s (s - \tau)^{-2\alpha} \|S(s - \tau) \sigma(u_\tau)\|_{\mathcal{L}_2(H,B_0^p)}^2 \right)^{\frac{p}{2}} ds \leq
\]
\[
\leq C_{21} \mathbb{E} \int_0^{T_0} \left( \int_0^s (s - \tau)^{-2\alpha} \|\sigma(u_\tau)\|_{B_0^p}^2 d\tau \right)^{\frac{p}{2}}.
\]
(3.17)

Using Hausdorff-Young’s inequality and (2.10), we have
\[
\mathbb{E} \int_0^{T_0} \|y\|_{B^p}^p ds \leq C_{21} \left( \int_0^{T_0} t^{-2\alpha} dt \right)^{\frac{p}{2}} \int_0^{T_0} \mathbb{E}\|\sigma(u_\tau)\|_{B_0^p}^p dt \leq C_{22} \int_0^{T_0} (1 + \mathbb{E}\|u_\tau\|^p_{B^p}) dt \leq C_{23}(1 + \|y\|_{B^p}).
\]
(3.18)

In a similar way,
\[
\mathbb{E} \int_0^{T_0} \|f(u_\tau)\|_{B_0^p}^p ds \leq C_{23}(1 + \|y\|_{B^p}).
\]
(3.19)

Hence, if \(\|y\|_{B^p} \leq r\), \(\|f(u_\tau)\|_{L^p(0,T_0,B_0^p)} \leq r\) and
\[
\|\sigma(u_\tau)\|_{L^p(0,T_0,B_0^p)} \leq \frac{\pi r}{\sin(\alpha \pi)}
\]
then from the definition of \(K(r)\) we have
\[
(u(T_0, y), u_{T_0}(y)) \in K(r).
\]

Assume \(\|y\|_{B^p} \leq r\). Then
\[
P\{ (u(T_0, y), u_{T_0}(y)) \notin K(r) \} \leq P\{ \|f(u_\tau)\|_{L^p(0,T_0,B_0^p)} > r \} + P\{ \|y(s)\|_{L^p(0,T_0,B_0^p)} \} \leq 2r^p C_{23}(1 + \|y\|_{B^p})
\]
where we used (3.18) and (3.19). Hence the proof of Lemma 3.5 follows. \(\Box\)

The rest of the proof of Theorem 2.10 follows the lines of the proof of Theorem 11.29, [9].

3.4. Proof of Theorem 2.11

The proof of this theorem has a lot in common with Theorem 1, [18]. Let us point out the differences due to the presence of the delay. We have
\[
\mathbb{E}\|y(t)\|^2_{B^p} = \mathbb{E} \int_D |u(t,x)|^2 \rho(x) dx + \mathbb{E} \int_{-h}^0 d\theta \int_D |u(t+\theta, x)|^2 \rho(x) dx.
\]
(3.20)

By definition of a mild solution (2.10), we have
\[
\|u(t,x)\|^2_{B_0^p} \leq 3(I_1(t) + I_2(t) + I_3(t))
\]
where
\[
I_1(t) = \int_{\mathbb{R}^d} \left( \int_{\mathbb{R}^d} G(t, x, y) \varphi(0, y) dy \right)^2 \rho(x) dx,
\]
\[
I_2(t) = \int_{\mathbb{R}^d} \left( \int_0^t \int_{\mathbb{R}^d} G(t-s, x, y) f(u_s(y)) dy ds \right)^2 \rho(x) dx,
\]
\[
I_3(t) = \int_{\mathbb{R}^d} \left( \int_{\mathbb{R}^d} G(t-s, x, y) \sigma(u_s(y)) dW(s) dy \right)^2 \rho(x) dx.
\]

It follows from (2.14) that for all \(t \geq 0\)
\[
\mathbb{E} I_1 \leq \int_{\mathbb{R}^d} \left( \int_{\mathbb{R}^d} G(t, x, y) d\gamma \int_{\mathbb{R}^d} G(t, x, y) d\gamma \varphi^2(0, y) dy \right) \rho(x) dx \leq
\]
Theorem 1 ([18]).

If \( K \) where \( \rho(x)dx \leq C_{24}\rho_\infty \mathbb{E}||\varphi(0,\cdot)||^2_{B_0^\infty} < \infty \),

where \( K \) is the heat kernel in \( \mathbb{R}^d \). The estimates for \( I_2 \) and \( I_3 \) can be estimated along the lines of Theorem 1 ([18]).

In order to estimate the second term in (3.20), once again we consider two cases: \( t \in [0, h] \) and \( t \geq h \).

If \( t \in [0, h] \),

\[
\mathbb{E}||u_t||^2_{B_t^\infty} = \mathbb{E} \int_{-h}^{0} ||u(t + \theta)||^2_{B_0^\infty} d\theta \leq \mathbb{E} \int_{-h}^{0} ||u(s)||^2_{B_0^\infty} ds + \mathbb{E} \int_{0}^{h} ||u(s)||^2_{B_0^\infty} ds
\]

\[
\leq \mathbb{E}||\varphi(t,\cdot)||^2_{B_t^\infty} + h \sup_{t \geq 0} \mathbb{E}||u(t)||^2_{B_0^\infty} < \infty.
\]

Finally, if \( t \geq h \),

\[
\mathbb{E}||u_t||^2_{B_t^\infty} = \mathbb{E} \int_{-h}^{0} ||u(t + \theta)||^2_{B_0^\infty} d\theta \leq \sup_{t \geq 0} \mathbb{E}||u(t)||^2_{B_0^\infty} < \infty,
\]

which completes the proof of the Theorem.

Example 3.6. Let \( f : \mathbb{R} \to \mathbb{R} \) and \( \bar{\sigma} : \mathbb{R} \to \mathbb{R} \) be Lipschitz functions with Lipschitz constants \( L \). Define

\[
f[\varphi] := \bar{f} \left( \int_{-h}^{0} \varphi(\theta) d\theta \right)
\]

and

\[
\sigma[\varphi] := \bar{\sigma} \left( \int_{-h}^{0} \varphi(\theta) d\theta \right)
\]

Then for all \( \varphi_1, \varphi_2 \in B_t^\alpha \) we have

\[
|f[\varphi_1] - f[\varphi_2]| \leq L \int_{-h}^{0} |\varphi_1(\theta) - \varphi_2(\theta)| d\theta.
\]

Hence

\[
||f[\varphi_1] - f[\varphi_2]||^2_{B_0^\infty} \leq L^2 \int_{\mathbb{R}^d} \left( \int_{-h}^{0} |\varphi_1(\theta) - \varphi_2(\theta)| d\theta \right)^2 \rho dx \leq L^2 h \|\varphi_1 - \varphi_2\|_{B_0^\infty}^2.
\]

Similarly

\[
||\sigma[\varphi_1] - \sigma[\varphi_2]||^2_{B_0^\infty} \leq L^2 h \|\varphi_1 - \varphi_2\|_{B_0^\infty}^2.
\]

Thus \( f \) and \( \sigma \) are examples of Lipschitz maps from \( B_t^\alpha \) to \( B_0^\alpha \), for which the theorems above apply.

4. Uniqueness of the invariant measure

This section is devoted to the proof of Theorem 2.13.

Proof. Let \( \mathcal{B} \) be the class of \( \mathcal{F}_t \) measurable \( B_0 \)-valued processes \( \xi(t) \), such that

\[
\sup_{t \in \mathbb{R}} \mathbb{E}||\xi(t)||^2_{B_0} < \infty.
\]

Since

\[
\sup_{t \in \mathbb{R}} ||\xi(t)||^2_{B_0} \leq (1 + h) \sup_{t \in \mathbb{R}} \mathbb{E}||\xi(t)||^2_{B_0},
\]

we may follow the procedure from [18] and define successive approximations as \( u^{(0)} = 0 \) and

\[
du^{(n+1)} = (Au^{(n+1)} + f(u^{(n)}))dt + \sigma(u^{(n)})dW(t)
\]

Then

\[
\sup_{t \in \mathbb{R}} \mathbb{E}||f(u^{(n)})||^2_{B_0} \leq 2||f(0)||^2_{B_0} + 2L^2 h^2 \sup_{t \in \mathbb{R}} \mathbb{E}||u^{(n)}(t)||^2_{B_0} < \infty.
\]

Similarly,

\[
\sup_{t \in \mathbb{R}} \mathbb{E}||\sigma(u^{(n)})||^2_{B_0} \leq \infty.
\]
Thus by Theorem 5 [18], equation (4.1) has the unique solution $u^{(n+1)}(t)$ such that
\[ \sup_{t \in \mathbb{R}} \mathbb{E}\|u^{(n+1)}(t)\|_{B_0}^2 < \infty \]
and therefore
\[ \sup_{t \in \mathbb{R}} \mathbb{E}\|u^{(n+1)}(t)\|_{B}^2 < \infty. \]
But
\[ \sup_{t \in \mathbb{R}} \mathbb{E}\|u^{(n)}\|_{B_0}^2 \leq (1 + h) \sup_{t \in \mathbb{R}} \mathbb{E}\|u^{(n)}(t)\|_{B_0}^2 \leq C + hL^2 \left( \frac{4}{\lambda_1} + \frac{2a}{\lambda_1} \right) \sup_{t \in \mathbb{R}} \mathbb{E}\|u^{(n-1)}\|_{B_0}^2. \]
Hence for
\[ (4.2) \]
\[ hL^2 \left( \frac{4}{\lambda_1} + \frac{2a}{\lambda_1} \right) < 1 \]
in a similar way to [18] we can argue that the sequence is in fact Cauchy, and there exists a unique $u^*(t)$ such that
\[ \sup_{t \in \mathbb{R}} \mathbb{E}\|u^*(t)\|_{B} < \infty \]
and
\[ \sup_{t \in \mathbb{R}} \mathbb{E}\|u^n(t) - u^*(t)\|_{B}^2 \to 0, n \to \infty. \]
Furthermore, we can argue that $u^*$ satisfies
\[ (4.3) \]
\[ u^*(t) = S(t-t_0)u^*(t_0) + \int_{t_0}^{t} S(t-t) f(u^*_s) ds + \int_{t_0}^{t} S(t-s) \sigma(u^*_s) dW(s). \]
Consider any other solution (4.3) such that $\eta_0 = \varphi(\theta, x)$ is defined on $[-h, 0]$, and $\mathbb{E}\|\eta_0\|_{B}^2 < \infty$. Here $\eta_0 = \varphi(\theta, x)$ is defined on $[-h, 0]$. Let us show that the solution $\eta$ converges to $u^*$ exponentially. Since we are interested in the behavior of the solutions for large $t$, suppose $t > t_0 + h$. Then $t + \theta > t_0$ and $\eta(t)$ is defined via the formula (4.3). Hence
\[ (4.4) \]
\[ \mathbb{E}\|u^*(t) - \eta(t)\|_{B_0}^2 \leq 3e^{-\lambda_1(t-t_0)} \mathbb{E}\|u^*(t_0) - \eta(t_0)\|_{B_0}^2 + 3 \frac{L^2}{\lambda_1} \int_{t_0}^{t} e^{-\lambda_1(t-s)} \mathbb{E}\|u^*(s) - \eta(s)\|_{B_1}^2 ds + \]
\[ + 3L^2 a \int_{t_0}^{t} e^{-\lambda_1(t-s)} \mathbb{E}\|u^*(s) - \eta(s)\|_{B_1}^2 ds = 3e^{-\lambda_1(t-t_0)} \mathbb{E}\|u^*(t_0) - \eta(t_0)\|_{B_0}^2 \]
\[ + 3 \left( \frac{L^2}{\lambda_1} + L^2 a \right) \int_{t_0}^{t} e^{-\lambda_1(t-s)} \mathbb{E}\|u^*(s) - \eta(s)\|_{B_1}^2 ds. \]
In addition,
\[ \mathbb{E}\|u^*(t) - \eta(t)\|_{B_1}^2 = \int_{-h}^{0} \mathbb{E}\|u^*(t+\theta) - \eta(t+\theta)\|_{B_0}^2 d\theta \leq \]
\[ 3 \int_{-h}^{0} e^{-\lambda_1(t+\theta-s)} \mathbb{E}\|u^*(t_0) - \eta(t_0)\|_{B_0}^2 d\theta + 3 \int_{-h}^{0} \left( \frac{L^2}{\lambda_1} \int_{t_0}^{t+\theta} e^{-\lambda_1(t+\theta-s)} \mathbb{E}\|u^*(s) - \eta(s)\|_{B_1}^2 ds \right) d\theta + \]
\[ + 3 \int_{-h}^{0} \left( L^2 a \int_{t_0}^{t+\theta} e^{-\lambda_1(t+\theta-s)} \mathbb{E}\|u^*(s) - \eta(s)\|_{B_1}^2 ds \right) d\theta. \]
However,
\[ e^{\lambda_1(t+\theta-s)} \leq e^{-\lambda_1(t-t_0)} e^{\lambda_1 h}, \]
thus
\[ \mathbb{E}\|u^*(t) - \eta(t)\|_{B_1}^2 \leq 3he^{\lambda_1 h} e^{-\lambda_1(t-t_0)} \mathbb{E}\|u^*(t_0) - \eta(t_0)\|_{B_0}^2 \]
\[ + 3e^{\lambda_1 h} \left( \frac{L^2}{\lambda_1} + L^2 a \right) \int_{t_0}^{t} e^{-\lambda_1(t-s)} \mathbb{E}\|u^*(s) - \eta(s)\|_{B_1}^2 ds. \]
Altogether,

$$\mathbb{E}\|u^*(t) - \eta(t)\|^2_B \leq (3e^{\lambda_1 h} + 3)e^{-\lambda_1 (t - t_0)}\mathbb{E}\|u^*(t_0) - \eta(t_0)\|^2_B + (3 + 3he^{\lambda_1 h}) \left( \frac{L^2}{\lambda_1} + L^2 a \right) \int_{t_0}^t e^{-\lambda_1 (t - s)}\mathbb{E}\|u^*(s) - \eta(s)\|^2_B ds.$$  

Therefore, if

$$\left(3 + 3he^{\lambda_1 h}\right) \left( \frac{L^2}{\lambda_1} + L^2 a \right) := \gamma_0 L^2 < \lambda_1$$

we have

$$\mathbb{E}\|u^*(t) - \eta(t)\|^2_B \leq (3e^{\lambda_1 h} + 3)e^{(\gamma_0 L^2 - \lambda_1)(t - t_0)}\mathbb{E}\|u^*(t_0) - \eta(t_0)\|^2_B.$$  

Then the existence and uniqueness of invariant measure can be established in the same manner as in [15].
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