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BLOW-UP PHENOMENA FOR POSITIVE SOLUTIONS OF SEMILINEAR DIFFUSION EQUATIONS IN A HALF-SPACE: THE INFLUENCE OF THE DISPERSION KERNEL

Matthieu Alfaro and Otared Kavian

Abstract. We consider the semilinear diffusion equation \( \partial_t u = Au + |u|^{\alpha} u \) in the half-space \( \mathbb{R}^N_+ := \mathbb{R}^{N-1} \times (0, +\infty) \), where \( A \) is a linear diffusion operator, which may be the classical Laplace operator, or a fractional Laplace operator, or an appropriate non-regularizing nonlocal operator. The equation is supplemented with an initial data \( u(0, x) = u_0(x) \) which is nonnegative in the half-space \( \mathbb{R}^N_+ \), and the Dirichlet boundary condition \( u(t, x', 0) = 0 \) for \( x' \in \mathbb{R}^{N-1} \).

We prove that if the symbol of the operator \( A \) is of order \( a|\xi|^\beta \) near the origin \( \xi = 0 \), for some \( \beta \in (0, 2] \), then any positive solution of the semilinear diffusion equation blows up in finite time whenever \( 0 < \alpha \leq \beta/(N+1) \). On the other hand, we prove existence of positive global solutions of the semilinear diffusion equation in a half-space when \( \alpha > \beta/(N+1) \). Notice that in the case of the half-space, the exponent \( \beta/(N+1) \) is smaller than the so-called Fujita exponent \( \beta/N \) in \( \mathbb{R}^N \).

As a consequence we can also solve the blow-up issue for solutions of the above mentioned semilinear diffusion equation in the whole of \( \mathbb{R}^N \), which are odd in the \( x_N \) direction (and thus sign changing).

Key Words: sign changing solutions, half-space, blow-up solutions, global solutions, Fujita exponent, nonlocal diffusion, dispersal tails.

AMS Subject Classifications: 35B40 (Asymptotic behavior of solutions), 35B33 (Critical exponent), 45K05 (Integro partial diff eq), 47G20 (Integro diff oper).
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1. Introduction

Let $N \geq 1$ be an integer. A generic point $x \in \mathbb{R}^N$ will be written $x = (x', x_N)$ with $x' \in \mathbb{R}^{N-1}$ and $x_N \in \mathbb{R}$. We denote the upper half-space $\mathbb{R}^N_+ := \mathbb{R}^{N-1} \times (0, +\infty)$, its boundary being $\partial \mathbb{R}^N_+ = \mathbb{R}^{N-1} \times \{0\}$. For given real numbers $\alpha > 0$ and $T > 0$, in this work we are interested in the blow-up of positive solutions $u$ to the semilinear equation

\begin{equation}
\begin{aligned}
\partial_t u &= Au + |u|^\alpha u \quad \text{in } (0, T) \times \mathbb{R}^N_+,
\end{aligned}
\end{equation}

where $A$ is a linear diffusion operator, which may be the classical Laplace operator, or a fractional Laplace operator, or an appropriate non regularizing nonlocal operator.

If $A := \Delta$, the Laplace operator on $\mathbb{R}^N$, since the seminal work of H. Fujita [7] (later completed by K. Hayakawa [10], K. Kobayashi, T. Sirao, and H. Tanaka [12], F. B. Weissler [15]), it is known that when $u \neq 0$ is the solution of

\begin{equation}
\begin{aligned}
\partial_t u &= \Delta u + u^{\alpha+1} \quad \text{in } (0, T) \times \mathbb{R}^N, \quad u(0, x) = u_0(x) \geq 0 \quad \text{for } x \in \mathbb{R}^N,
\end{aligned}
\end{equation}

and if $0 < \alpha \leq 2/N$ then one must have $T < +\infty$, whereas if $\alpha > 2/N$ one may have $T = +\infty$ for some “small” nontrivial initial data. For problem (1.2), the exponent $p_F := 1 + 2/N$ is then referred to as the Fujita exponent. In [11] the second author shows that in the case of the half-space, corresponding to $A = \Delta$ in equation (1.1), the Fujita exponent is $p_F := 1 + 2/(N + 1)$. As a matter of fact, if the half-space $\mathbb{R}^N_+$ is replaced with a domain $\Omega \neq \mathbb{R}^N$ which is a cone with vertex at the origin, there exists an exponent $\alpha_*(\Omega) < 2/N$, such that any positive solution blows up in finite time when $0 < \alpha \leq \alpha_*(\Omega)$. On the other hand one can show that there exist positive global solutions when $\alpha > \alpha_*(\Omega)$, and $(N - 2)\alpha < 4$ (so that when $N \geq 3$ one has $\alpha + 2 < 2^* := 2N/(N - 2)$, the critical Sobolev exponent).

When the operator $A$ is given by

\begin{equation}
(Au)(x) := \int_{\mathbb{R}^N} J(x - y)u(y)dy - u(x),
\end{equation}

where $J \in L^1(\mathbb{R}^N)$ is a nonnegative function such that for some constants $a > 0$ and $\beta \in (0, 2]$ one has

$$\tilde{J}(\xi) = 1 - a|\xi|^\beta + o(|\xi|^\beta) \quad \text{as } \xi \to 0,$$

then in [11] the first author shows that the Fujita exponent for the problem

\begin{equation}
\begin{aligned}
\partial_t u &= Au + u^{\alpha+1} \quad \text{in } (0, T) \times \mathbb{R}^N, \quad u(0, x) = u_0(x) \geq 0 \quad \text{for } x \in \mathbb{R}^N,
\end{aligned}
\end{equation}
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is $p_F = 1 + \beta/N$. For the fractional Laplacian, the corresponding result is proved by S. Sugitani [14]: when $A = -(-\Delta)^{\beta/2}$ for $\beta \in (0, 2)$, the Fujita exponent is $p_F = 1 + \beta/N$.

One can interpret these results as a consequence of the fact that, for such weakly nonlinear diffusion equations on $\mathbb{R}^N$, the zero solution is highly unstable, no matter the norm one may consider, as long as one is interested in the global existence of solutions. This is in contrast with the analogous semilinear diffusion equation on a bounded domain $\Omega \subset \mathbb{R}^N$,

\[
\begin{cases}
\partial_t u = \Delta u + |u|^\alpha u \\
u(0, x) = u_0(x) \\
u(t, \sigma) = 0
\end{cases}
\text{in } (0, T) \times \Omega,
\text{for } x \in \Omega,
\text{for } (t, \sigma) \in [0, T] \times \partial \Omega.
\]

(1.5)

Indeed for such equations, an initial data $u_0$ which is small enough in an appropriate norm, gives rise to a global solution, no matter the sign of $u_0$ (see for instance Th. Cazenave & A. Haraux [3, Chapter 5]).

As a matter of fact, on a bounded domain, a situation in which all nonnegative solutions blow up in finite time is the following equation which is simple perturbation of (1.5). To see this, let us denote by $\lambda_1 > 0$ the first eigenvalue of the operator $(L, D(L))$ defined by

\[
Lu := -\Delta u, \quad \text{for } u \in D(L) := \{v \in H^1_0(\Omega) ; \Delta v \in L^2(\Omega)\}.\]

Then it is easy to see that for any $\lambda \geq \lambda_1$ the solution of

\[
\begin{cases}
\partial_t u = \Delta u + \lambda u + u^{\alpha+1} \\
u(0, x) = u_0(x) \geq 0 \\
u(t, \sigma) = 0
\end{cases}
\text{in } (0, T) \times \Omega,
\text{for } x \in \Omega,
\text{for } (t, \sigma) \in [0, T] \times \partial \Omega,
\]

(1.6)

blows up in finite time when $u_0 \neq 0$ and $\alpha > 0$. Indeed, denote by $\varphi_1 > 0$ the eigenfunction associated to $\lambda_1$, that is

\[
-\Delta \varphi_1 = \lambda_1 \varphi_1, \quad \varphi_1 \in H^1_0(\Omega), \quad \int_\Omega \varphi_1(x)dx = 1,
\]

and multiply the first equation of (1.6) by $\varphi_1$. On sees that if we set

\[
M(t) := \int_\Omega u(t, x)\varphi_1(x)dx,
\]

then since $\int_\Omega \varphi_1 \Delta u dx = \int_\Omega u \Delta \varphi_1 dx = -\lambda_1 M(t)$, we have

\[
M'(t) = \int_\Omega \varphi_1 \Delta u dx + \lambda M(t) + \int_\Omega u^{\alpha+1} \varphi_1 dx \geq (\lambda - \lambda_1) M(t) + M(t)^{\alpha+1}.
\]

Where we have used the Jensen inequality

\[
\int_\Omega u^{\alpha+1}(t, x)\varphi_1(x)dx \geq \left(\int_\Omega u(t, x)\varphi_1(x)dx\right)^{\alpha+1}.
\]

Finally, when $\lambda \geq \lambda_1$, we see $M'(t) \geq M(t)^{1+\alpha}$, and this implies that the solution $u(t)$ cannot exist for all times $t > 0$. 
2. Main results and comments

In this paper we are interested in the case in which the operator $A$ is a rather
general diffusion operator (including the above examples) and the domain on which
the diffusion equation is considered is a half-space. Depending on the linear operator
$A$, equation (1.1) can be a partial differential equation or an integro-differential
equation.

2.1. Assumptions and main results. The class of initial data considered is those
satisfying the following assumption.

**Assumption 2.1 (Initial data).** The initial data $u_0 \in L^\infty(\mathbb{R}^N_+) \cap L^1(\mathbb{R}^N_+)$
satisfies
\[
(2.1) \quad u_0 \not\equiv 0, \quad \forall x \in \mathbb{R}^N_+, \quad u_0(x) \geq 0, \quad m_1 = m_1(u_0) := \int_{\mathbb{R}^N_+} x_N u_0(x) dx < +\infty.
\]

In order to setup the types of linear operators which can be treated by our
approach, we start by introducing a function $J_0$ as follows.

**Assumption 2.2 (Function $J_0$).** Let $J_0$ be a function satisfying
\[
(2.2) \quad J_0 \in C(\mathbb{R}^N; \mathbb{R}), \quad J_0(\xi) = 1 - a|\xi|^\beta + o(|\xi|^\beta), \quad \text{as} \ \xi \to 0,
\]
where
\[
(2.3) \quad a > 0, \quad 0 < \beta \leq 2,
\]
and
\[
(2.4) \quad \forall r > 0, \quad \sup_{|\xi| \geq r} J_0(\xi) < 1.
\]

Equipped with such a function $J_0$, we now introduce a kernel $G$ as follows.

**Assumption 2.3 (The kernel $G$).** We denote by $\mathcal{M}_b(\mathbb{R}^N)$ the space of bounded
measures on $\mathbb{R}^N$. We shall say that a measure $\mu \in \mathcal{M}_b(\mathbb{R}^N)$ is even with respect to
the $x_N$ variable, (resp. with respect to $x'$ variable), when $\langle \mu, \varphi \rangle = 0$
for any function $\varphi \in C_b(\mathbb{R}^N)$ such that $\varphi(x', -x_N) = -\varphi(x', x_N)$, (resp. such that $\varphi(-x', x_N) =
-\varphi(x', x_N)$), for all $x = (x', x_N) \in \mathbb{R}^N$. Also, as the definition of the Fourier
transform on $\mathbb{R}^N$ we shall take
\[
(\mathcal{F}(f))(\xi) = \hat{f}(\xi) := \int_{\mathbb{R}^N} e^{-i\xi \cdot f(x)} dx,
\]
for $f \in L^1(\mathbb{R}^N)$.

We consider a kernel $G$ such that
\[
(2.5) \quad G \in C((0, +\infty); \mathcal{M}_b(\mathbb{R}^N)), \quad G(t) \geq 0, \quad \forall t > 0, \quad G(t)(\mathbb{R}^N) = 1,
\]
and for all $t > 0,$
\[
(2.6) \quad G(t) \text{ is even with respect to } x_N, \quad G(t) \text{ is even with respect to } x'.
\]
Moreover we assume that there exists a function $J_0$ satisfying Assumption 2.2,
namely conditions (2.2)–(2.4), such that the Fourier transform of $G$ is written
\[
(2.7) \quad \mathcal{F}(G(t))(\xi) = e^{t(J_0(\xi) - 1)}.
\]
Equipped with such a kernel $G$, we now state our assumption on the linear operator $A$.

**Assumption 2.4 (The linear diffusion equation).** For a kernel $G$ satisfying Assumption 2.3 and for any initial data $v_0 \in \mathcal{M}_b(\mathbb{R}^N)$, we assume that the unique solution of the Cauchy problem

$$
\begin{align*}
\partial_t v &= Au \quad \text{in } (0, +\infty) \times \mathbb{R}^N, \\
v(0, \cdot) &= v_0,
\end{align*}
$$

is given by the convolution

$$
v(t) = G(t) * v_0.
$$

Note that condition (2.6) implies in particular that $G(t)$ is even with respect to $x$, thus the semigroup is self-adjoint and so is its infinitesimal generator $A$.

For $u_0 \in L^\infty(\mathbb{R}^N_+) \cap L^1(\mathbb{R}^N_+)$, the above assumptions enable us to give a sense to both the linear (possibly nonlocal) Cauchy problem in the half-space

$$
\begin{align*}
\partial_t u &= Au \quad \text{in } (0, +\infty) \times \mathbb{R}^N_+ \\
u(0, \cdot) &= u_0 \quad \text{in } \mathbb{R}^N_+ \\
u(t, x', 0) &= 0 \quad \text{on } \partial \mathbb{R}^N_+,
\end{align*}
$$

and the semilinear (possibly nonlocal) Cauchy problem (1.1) in the half-space $\mathbb{R}^N_+$. This will be clarified in Section 4. The last required assumption is the following.

**Assumption 2.5 (Comparison principle).** The Cauchy problems (2.10) and (1.1) in the half-space enjoy the comparison principle. In particular, for a nonnegative initial data $u_0$ as in Assumption 2.1, the solution $u = u(t, x)$ to (2.10), or to (1.1), remains nonnegative as long as it exists.

Notice that the above assumption is automatically satisfied in many situations, see Remark 2.12.

Under the above set of assumptions, our main result is the identification of the Fujita exponent $p_F := 1 + \beta/(N + 1)$ for equation (1.1).

**Theorem 2.6 (Systematic blow-up).** Let Assumptions 2.1, 2.2, 2.3, 2.4 and 2.5 hold. Denoting

$$
p_F := 1 + \frac{\beta}{N + 1},
$$

assume that $0 < \alpha < \beta/(N + 1) = p_F - 1$. Then any nontrivial solution $u$ to the Cauchy problem (1.1) blows up in finite time.

For the critical case when $\alpha = \beta/(N + 1)$, the proof of systematic blow-up is more delicate but we can prove the result under some slight restrictions on the linear operator $A$.

**Theorem 2.7 (Systematic blow-up when $\alpha = \beta/(N + 1)$).** Let Assumptions 2.1, 2.2, 2.3, and 2.4 hold and let $\alpha = \beta/(N + 1)$. Moreover assume that either $A = \Delta$ the Laplacian operator, or $A = -(-\Delta)^{\beta/2}$ the fractional Laplacian operator ($0 < \beta < 2$), or $Au = J * u - u$ for a nonnegative $J \in L^1(\mathbb{R}^N) \cap L^\infty(\mathbb{R}^N)$ such that

$$
J(x', -x_N) = J(x', x_N), \quad J(-x', x_N) = J(x', x_N),
$$
and moreover
\[(2.11) \quad \text{for all } z' \in \mathbb{R}^{N-1}, z_N \mapsto J(z', z_N) \text{ is nonincreasing on } (0, +\infty).\]

Then any nontrivial solution \(u\) to the Cauchy problem \((1.1)\) blows up in finite time.

Notice that the above restrictions on \(A\) insure in particular that Assumption 2.5 is automatically satisfied, see Remark 2.12, and therefore there is no need to require Assumption 2.5 in the statement of Theorem 2.7.

For a function \(f \in L^1(\mathbb{R}_+^N)\) we define its odd extension \(\tilde{f}\) by setting
\[
\tilde{f}(x) := f(x) \quad \text{if } x_N > 0, \quad \tilde{f}(x) := -f(x) \quad \text{if } x_N < 0.
\]

Then we have the following result regarding the existence of global nonnegative solutions to \((1.1)\) when \(\alpha > \beta/(N+1)\).

**Theorem 2.8** (Possible global existence and extinction). With the assumptions of Theorem 2.6 let \(\alpha > p - 1 = \beta/(N+1)\). Then there exists \(\varepsilon_* > 0\) such that, for any initial data \(u_0\) satisfying
\[
m_1(u_0) + \|\mathcal{F}(\tilde{u}_0)\|_{L^1} < \varepsilon_*,
\]
the solution to the Cauchy problem \((1.1)\) is global in time and satisfies, for some \(C = C(u_0) > 0\),
\[
(2.12) \quad \forall t \geq 0, \quad \|u(t, \cdot)\|_{L^\infty} \leq C(1 + t)^{-(N+1)/\beta}.
\]

**2.2. Examples and comments.** Here are a few examples of diffusion operators \(A\), kernels \(G\) and functions \(J_0\) which satisfy Assumption 2.2 through Assumption 2.4.

**Example 2.9** (Regularizing operators). Consider \(Au := \Delta u\) and
\[
G(t, x) := (4\pi t)^{-N/2}e^{-|x|^2/4t},
\]
that is the classical heat kernel. Then its Fourier transform is given by
\[
\mathcal{F}(G(t, \cdot))(\xi) = e^{i(tJ_0(\xi)^{-1})}, \quad \text{with } J_0(\xi) := 1 - |\xi|^2.
\]

If \(Au := -(-\Delta)^{\beta/2}u\), for some \(\beta \in (0, 2)\) then \(G(t, x)\) is the fractional heat kernel whose Fourier transform is given by
\[
\mathcal{F}(G(t, \cdot))(\xi) = e^{tJ_0(\xi)^{-1}}, \quad \text{with } J_0(\xi) := 1 - |\xi|^\beta.
\]

One checks that all the conditions involved in the Assumption 2.2 through Assumption 2.4 are satisfied.

**Example 2.10** (Non regularizing operators). Let \(J \in L^1(\mathbb{R}^N) \cap L^\infty(\mathbb{R}^N)\) be a nonnegative function and define the non local diffusion operator
\[
Au := J * u - u.
\]

Assume that \(J\) is even in the \(x_N\) variable, as well as in the \(x'\) variable, and such that its Fourier transform \(\hat{J}\) verifies
\[
(2.13) \quad \hat{J}(\xi) = 1 - a|\xi|^\beta + o(|\xi|^\beta), \quad \text{as } \xi \to 0.
\]

This kind of nonlocal operator is very relevant in population dynamics, in order to take into account long-distance dispersal events, see for instance [13], [5], [9], [2].
In this case, the kernel $G$ is in fact the measure

$$G(t, \cdot) := e^{-t} \delta_0 + e^{-t} \sum_{k=1}^{+\infty} \frac{t^k}{k!} J^{*^{(k)}},$$

where $\delta_0$ denotes the Dirac mass at the origin and $J^{*^{(k)}}$ is defined by setting

$$J^{*^{(1)}} := J, \quad \text{and} \quad J^{*^{(k+1)}} := J \ast J^{*^{(k)}} \quad \text{for} \quad k \geq 1.$$ 

Then Assumption 2.4 is satisfied with $J_0(\xi) := \hat{J}(\xi)$. In order to verify that $J_0(\xi)$ satisfies (2.4), for a given $r > 0$, since $\hat{J} \in C_0(\mathbb{R}^N)$ we may fix $R > r$ such that $\hat{J}(\xi) \leq 1/2$ for $|\xi| \geq R$. Now, since $J(x) > 0$ a.e on some ball $B(x_0, \varepsilon)$, we have, for $r \leq |\xi| \leq R$,

$$\hat{J}(\xi) - 1 = \int_{\mathbb{R}^N} J(x)(\cos(x \cdot \xi) - 1)dx \leq \int_{|x-x_0|<\varepsilon} J(x)(\cos(x \cdot \xi) - 1)dx < 0,$$

since $\cos(x \cdot \xi) - 1 \leq 0$ on $\mathbb{R}$, and $\cos(x \cdot \xi) - 1 \neq 0$ on $B(x_0, \varepsilon)$. Hence, $\hat{J}$ being continuous, we have

$$\delta_0 := \max_{r \leq |\xi| \leq R} \hat{J}(\xi) \leq 1,$$

and thus (2.4) is satisfied with $\delta := \min(1/2, \delta_0)$.

As a matter of fact, expansion (2.13) contains some information on the tails of the convolution kernel $J$. Indeed, as soon as $J$ has a finite second momentum, namely

$$m_2 := \int_{\mathbb{R}^N} |x|^2 J(x)dx < +\infty,$$

the expansion (2.2) holds true with $\beta = 2$, as can be seen in R. Durrett [6, Chapter 2, subsection 2.3.c, (3.8) Theorem] among others. On the other hand, when $m_2 = +\infty$ then more general expansions are possible, with in particular $0 < \beta < 2$, see the discussion in [1, Section 2].

For a detailed analysis of the diffusion equation associated with such non regularizing operators, we refer to [4].

We now comment on some of the assumptions in our main results.

**Remark 2.11 (On assumption (2.4)).** As soon as there is $t_0 > 0$ such that $G(t_0) \in L^1(\mathbb{R}^N)$, then it follows that $\hat{G}(t_0, \xi) \to 0$ as $|\xi| \to +\infty$, so that from (2.7) we deduce $J_0(\xi) \to -\infty$ as $|\xi| \to +\infty$, while $\hat{G}(t_0, \xi) < 1$ for $|\xi| \geq r > 0$. Thus condition (2.4) is superfluous. This happens in particular for the regularizing operators of Example 2.9.

Assumption (2.4) is also superfluous as soon as $J_0(\xi)$ is the Fourier transform of an integrable function, which is the case of the non regularizing operators of Example 2.10.

However, in general condition (2.4) is necessary for the proof of our result, as it cannot be deduced from our other assumptions on the diffusion operator $A$: for instance consider the case $N = 1$ and the measure

$$\mu := \frac{1}{2} (\delta_{-1} + \delta_{+1}),$$
where \( \delta_a \) denotes the Dirac measure at \( a \in \mathbb{R} \). Then if we define the operator \( A \) by setting \( Av := \mu * v - v \) for \( v \in \mathcal{M}_b(\mathbb{R}) \), noting that \( \hat{\mu}(\xi) = \cos(\xi) \), it is easy to see that the Fourier transform of the kernel \( G(t) \) is given by

\[
\mathcal{F}(G(t))(\xi) = e^{t(\cos(\xi) - 1)},
\]

so that \( J_0(\xi) = \cos(\xi) \) does not satisfy (2.1). Therefore we cannot treat such a diffusion operator with the method developed here.

\[\square\]

**Remark 2.12 (On the comparison principle assumption).** Assumption 2.5 is automatically fulfilled in the case of the Laplacian and the fractional Laplacian (see Example 2.9), and of the convolution operator as stated in Example 2.10 provided condition (2.11) is satisfied. We refer to Remark 4.1 for details.

\[\square\]

### 2.3. Organization of the paper

The remainder of the paper is organized as follows. In Section 3, we prove preliminary important estimates on the linear diffusion equation (2.8). Linear and semilinear Cauchy problems in the half-space \( \mathbb{R}^+_N \) are discussed in Section 4. We devote Section 5 to the proof of the systematic blow-up when \( 0 < \alpha < p_F - 1 \), as stated in Theorem 2.6, whereas the critical case \( \alpha = p_F - 1 \), as stated in Theorem 2.7, is considered in Section 6. Finally, in Section 7 we prove Theorem 2.8 that is the existence of global solutions when \( \alpha > p_F - 1 \).

### 3. Notations and linear preliminary results

Our conventions on the Fourier transform are the following. If \( f \in \mathcal{S}(\mathbb{R}^N) \), the space of L. Schwartz rapidly decaying functions, or \( f \in L^1(\mathbb{R}^N) \), we define its Fourier transform \( \mathcal{F}(f) = \hat{f} \) and its inverse Fourier transform \( \mathcal{F}^{-1}(f) \) by

\[
(\mathcal{F}(f))(\xi) = \hat{f}(\xi) := \int_{\mathbb{R}^N} e^{-ix\cdot\xi} f(x) dx,
\]

and

\[
(\mathcal{F}^{-1}(f))(x) := (2\pi)^{-N} \int_{\mathbb{R}^N} e^{ix\cdot\xi} \hat{f}(\xi) d\xi,
\]

which means that \( \mathcal{F}^{-1} = (2\pi)^{-N} \mathcal{F}^* \), where \( \mathcal{F}^* \) is the adjoint of \( \mathcal{F} \) in \( L^2(\mathbb{R}^N) \), after extending the definition of the Fourier transform to \( L^1(\mathbb{R}^N) \). With this definition, we have, for \( f, g \in L^1(\mathbb{R}^N) \),

\[
\mathcal{F}(f * g) = \hat{f} * \hat{g} = \mathcal{F}(f) \mathcal{F}(g),
\]

and also the Plancherel formula

\[
(3.1) \quad \int_{\mathbb{R}^N} f(x) \overline{g}(x) dx = (2\pi)^{-N} \int_{\mathbb{R}^N} \hat{f}(\xi) \overline{\hat{g}(\xi)} d\xi,
\]

for \( f, g \in L^2(\mathbb{R}^N) \), which is equivalent to \( \mathcal{F} \mathcal{F}^* = \mathcal{F}^* \mathcal{F} = (2\pi)^N I \) on \( L^2(\mathbb{R}^N) \).
3.1. $L^\infty$ and pointwise estimates for the linear diffusion equation. This subsection is devoted to $L^\infty$ and pointwise estimates on solutions $v(t, x)$ of the linear diffusion equation (2.8) starting from an initial data $v_0$ which is odd in the $x_N$ variable. We start with estimates of the Fourier transform of the initial data for small frequencies $\xi$. Recall that we have set

$$m_1(v_0) := \int_{\mathbb{R}^N} x_N v_0(x) dx.$$ 

**Lemma 3.1** (Fourier transform of the initial data). Let $v_0 \in L^1(\mathbb{R}^N)$ be such that

$$v_0(x) \geq 0 \text{ for } x_N > 0, \quad v_0(x', -x_N) = -v_0(x', x_N), \quad m_1(v_0) < +\infty.$$

Then, as $\xi \to 0$, we have (recall that $\xi = (\xi', \xi_N)$)

$$\text{Re}(\hat{v}_0(\xi)) = o(\xi_N) \quad \text{and} \quad \text{Im}(\hat{v}_0(\xi)) = -\xi_N(2m_1(v_0) + o(1)),$$

and thus $|\hat{v}_0(\xi)| = |\xi_N|(2m_1(v_0) + o(1))$ as $\xi \to 0$.

**Proof.** We have

$$\text{Re}(\hat{v}_0(\xi)) = \int_{\mathbb{R}^N} \cos(x \cdot \xi) v_0(x) dx = -\int_{\mathbb{R}^N} \sin(x' \cdot \xi') \sin(x_N \xi_N) v_0(x) dx$$

thanks to the fact that $v_0(x', -x_N) = -v_0(x', x_N)$ according to (3.2). Since

$$\int_{\mathbb{R}^N} |x_N v_0(x)| dx = 2m_1(v_0) < +\infty, \quad \text{and} \quad |\sin(x' \cdot \xi') \sin(x_N \xi_N)| \leq |x_N \xi_N|,$$

using the Lebesgue dominated convergence theorem we deduce that, as $\xi \to 0$, $\text{Re}(\hat{v}_0(\xi)) = o(\xi_N)$. Similarly, for the imaginary part of $\hat{v}_0(\xi)$ we write

$$-\text{Im}(\hat{v}_0(\xi)) = \int_{\mathbb{R}^N} \sin(x \cdot \xi) v_0(x) dx = \int_{\mathbb{R}^N} \cos(x' \cdot \xi') \sin(x_N \xi_N) v_0(x) dx$$

$$= \int_{\mathbb{R}^N} \sin(x_N \xi_N) v_0(x) dx + \int_{\mathbb{R}^N} (\cos(x' \cdot \xi') - 1) \sin(x_N \xi_N) v_0(x) dx$$

$$= \int_{\mathbb{R}^N} \sin(x_N \xi_N) v_0(x) dx + o(\xi_N),$$

thanks to the fact that $|(\cos(x' \cdot \xi') - 1) \sin(x_N \xi_N)| \leq 2|x_N \xi_N|$, and then applying the Lebesgue dominated convergence theorem. We pursue with

$$-\text{Im}(\hat{v}_0(\xi)) = \int_{\mathbb{R}^N} x_N \xi_N v_0(x) dx + \int_{\mathbb{R}^N} (\sin(x_N \xi_N) - x_N \xi_N) v_0(x) dx + o(\xi_N)$$

$$= \int_{\mathbb{R}^N} x_N \xi_N v_0(x) dx + o(\xi_N) = \xi_N(2m_1(v_0) + o(1)),$$

where we have used again the dominated convergence theorem. \qed

Now, we estimate the rate of decay of the $L^\infty$ norm of the solution to the linear Cauchy problem (2.8) under consideration.
Lemma 3.2 (Uniform estimate from above). There exists a positive constant $C$ such that, for any initial data $v_0$ satisfying (3.2), the solution of the Cauchy problem (2.8) satisfies
\[ \forall t > 0, \quad \|v(t, \cdot)\|_{L^\infty} \leq C \frac{m_1(v_0)}{(1 + t)^{(N+1)/\beta}}. \]

Proof. From the convolution formula (2.9), the Plancherel formula and (2.7), we have
\begin{align*}
(2\pi)^N v(t, x) &= \int_{\mathbb{R}^N} e^{i(J_0(\xi) - 1)} \mathcal{F}(v_0(x - \cdot))(\xi) \, d\xi = \int_{\mathbb{R}^N} e^{i(J_0(\xi) - 1)} e^{ix\cdot\xi} \mathcal{F}(v_0)(-\xi) \, d\xi \\
&= \int_{\mathbb{R}^N} e^{i(J_0(\xi) - 1)} e^{ix\cdot\xi} \hat{v}_0(\xi) \, d\xi.
\end{align*}

Thanks to (2.2), we can fix $r > 0$ small enough such that
\[ |\xi| \leq r \implies J_0(\xi) - 1 \leq -\frac{1}{2} |\xi|^{\beta}. \]
On the other hand, using (2.4), we know that there exists $\delta > 0$ such that
\[ |\xi| \geq r \implies J_0(\xi) - 1 \leq -\delta. \]
As a result
\begin{equation}
(2\pi)^N |v(t, x)| \leq \int_{|\xi| \leq r} e^{-\frac{1}{2} a |\xi|^{\beta}} |\hat{v}_0(\xi)| \, d\xi + e^{-\delta t} \|\hat{v}_0\|_{L^1}.
\end{equation}
Setting
\[ f_1(t) := \int_{|\xi| \leq r} e^{-\frac{1}{2} a |\xi|^{\beta}} |\hat{v}_0(\xi)| \, d\xi, \]
we use the change of variable $z = \xi t^{\frac{1}{\beta}}$ in the integral and thus
\[ t^{\frac{N}{\beta}} f_1(t) = \int_{|z| \leq t^{1/\beta}} e^{-\frac{1}{2} a |z|^{\beta}} \left| \hat{v}_0 \left( \frac{z}{t^{1/\beta}} \right) \right| \, dz. \]
Upon letting $t \to +\infty$ in the above equality, using Lemma 3.1 and the dominated convergence theorem, we infer that, as $t \to +\infty$,
\begin{equation}
(3.4) \quad t^{\frac{N}{\beta}} f_1(t) \sim \int_{\mathbb{R}^N} e^{-\frac{1}{2} a |z|^{\beta}} |z_N| t^{1/\beta} 2m_1(v_0) \, dz =: C \frac{m_1(v_0)}{t^{1/\beta}},
\end{equation}
for some constant $C > 0$ depending only on $a, N$. In view of (3.3) and (3.4), the lemma is proved.

An estimate from below on $v$ is more tricky to obtain. Indeed since $v(t, 0) = 0$ for all times, we need to evaluate $v(t, \cdot)$ at an appropriate moving point, so that we may obtain a lower bound on the $L^\infty$ norm with the correct order, namely $t^{-(N+1)/\beta}$.

Lemma 3.3 (Pointwise estimate from below). There exist two constants $\gamma > 0$ and $C = C(\gamma) > 0$ such that the following holds: for any $v_0 \in L^1(\mathbb{R}^N)$ satisfying (3.2) and such that $\hat{v}_0 \in L^1(\mathbb{R}^N)$, there is $t_0 > 0$ such that the solution of the Cauchy problem (2.8) satisfies (here $e_N \in \mathbb{R}^N$ denotes the unit vector in the $x_N$ direction)
\[ v \left( t, \gamma t^{1/\beta} e_N \right) \geq C \frac{m_1(v_0)}{t^{(N+1)/\beta}}, \quad \forall t \geq t_0. \]
Proof. Thanks to the Lebesgue dominated convergence theorem, for $\gamma > 0$ we have

\begin{equation}
C_1(\gamma) := \int_{\mathbb{R}^N} e^{-a|z|^2} z_N \sin(\gamma z_N) dz \sim \gamma \int_{\mathbb{R}^N} e^{-a|z|^2} z_N^2 dz \quad \text{as} \quad \gamma \to 0,
\end{equation}

so that there exists $\gamma_* > 0$ small enough such that for $0 < \gamma \leq \gamma_*$ we have $C_1(\gamma) > 0$.

In the remainder of this proof we assume that $0 < \gamma \leq \gamma_*$. For a function $b := b(t) > 0$ to be chosen appropriately later on, we compute

\[
v(t, b(t)e_N) = \int_{\mathbb{R}^N} G(t, y) v_0(b(t)e_N - y) dy = (2\pi)^{-N} \int_{\mathbb{R}^N} e^{(J_0(\xi)-1)} e^{b(t)\xi_N} \hat{v}_0(\xi) d\xi,
\]

where, as above, we have used the Plancherel formula (3.1) and $\hat{v}_0(-\xi) = \hat{v}_0(\xi)$. Since $J_0(\xi)$ and $v(t, b(t)e_N)$ are real valued, this reduces to

\[
(2\pi)^N v(t, b(t)e_N) = \int_{\mathbb{R}^N} e^{(J_0(\xi)-1)} \left[ \cos(b(t)\xi_N) \text{Re}(\hat{v}_0(\xi)) - \sin(b(t)\xi_N) \text{Im}(\hat{v}_0(\xi)) \right] d\xi.
\]

Thanks to the property (2.2) and Lemma 3.1 we can fix $r > 0$ small enough such that

\begin{equation}
|\xi| \leq r \quad \implies \quad J_0(\xi) - 1 \leq -\frac{1}{2} a|\xi|^2,
\end{equation}

and

\begin{equation}
|\xi| \leq r \quad \implies \quad |\hat{v}_0(\xi)| \leq 3m_1|\xi_N|.
\end{equation}

On the other hand, thanks to (2.1), there is $\delta > 0$ such that

\begin{equation}
|\xi| \geq r \quad \implies \quad J_0(\xi) - 1 \leq -\delta.
\end{equation}

Now, we write $(2\pi)^N v(t, b(t)e_N) = f_1(t) + f_2(t)$ where we write first

\begin{equation}
f_1(t) := \int_{|\xi| \leq r} e^{(J_0(\xi)-1)} \left[ \cos(b(t)\xi_N) \text{Re}(\hat{v}_0(\xi)) - \sin(b(t)\xi_N) \text{Im}(\hat{v}_0(\xi)) \right] d\xi
\end{equation}

so that

\[
f_2(t) := \int_{|\xi| > r} e^{(J_0(\xi)-1)} \left[ \cos(b(t)\xi_N) \text{Re}(\hat{v}_0(\xi)) - \sin(b(t)\xi_N) \text{Im}(\hat{v}_0(\xi)) \right] d\xi.
\]

Using (3.8) we infer that

\begin{equation}
|f_2(t)| \leq 2 \int_{|\xi| > r} e^{\delta(J_0(\xi)-1)} |\hat{v}_0(\xi)| \, d\xi \leq 2 e^{-\delta t} \|\hat{v}_0\|_{L^1}.
\end{equation}

Next, we use the change of variable $z = t^{1/\beta} \xi$ in $f_1(t)$ and we obtain

\[
t^{N/\beta} f_1(t) = \int_{|z| \leq t^{1/\beta}} e^{(J_0(t^{-1/\beta}z)-1)} \left[ \cos(t^{-1/\beta}b(t)z_N) \text{Re}(\hat{v}_0(t^{-1/\beta}z)) - \sin(t^{-1/\beta}b(t)z_N) \text{Im}(\hat{v}_0(t^{-1/\beta}z)) \right] dz.
\]
At this point one sees that making the appropriate choice $b(t) := \gamma t^{1/\beta}$ we have
\[ t^{N/\beta} f_1(t) = \int_{|z| \leq t^{1/\beta}} e^{i (J_0(t^{-1/\beta} z) - 1)} \left[ \cos(\gamma z_N) \text{Re}(\hat{v}_0(t^{-1/\beta} z)) 
- \sin(\gamma z_N) \text{Im}(\hat{v}_0(t^{-1/\beta} z)) \right] dz. \]

We now let $t \to +\infty$ in (3.11); since we have (3.6) and (3.7), we can use the Lebesgue dominated convergence theorem so that we obtain, thanks to (3.5) and Lemma 3.1,
\[ t^{N/\beta} f_1(t) \sim \int_{\mathbb{R}^N} e^{-n|z|^\beta} \sin(\gamma z_N) t^{-1/\beta} z_N m_1(v_0) dz = C_1(\gamma) t^{-1/\beta} m_1(v_0), \]
as $t \to +\infty$. In view of (3.9), (3.10) and (3.12), the lemma is proved. \hfill \Box

\subsection{3.2. $L^1$ estimates for the linear diffusion equation.}

For the proof of systematic blow-up in the critical case $\alpha = \beta/(N+1)$, namely Theorem 2.7, we will need further estimates, in particular of the $L^1$-type. It is customary to obtain $L^1$-type estimates for the solutions of a diffusion equation such as
\[ \partial_t v = \Delta v \quad \text{in} \ (0, +\infty) \times \mathbb{R}^N, \quad v(0, x) = v_0(x), \]
by considering first the case $v_0 \geq 0$ and by multiplying the equation by a truncation function $\zeta_R(x) := \rho(x/R)$, where $\rho \in C_0^\infty(\mathbb{R}^N)$ is such that $\mathbf{1}_{\{|x| \leq 1\}} \leq \rho \leq \mathbf{1}_{\{|x| \leq 2\}}$, to obtain, after integrating by parts and then over $[0, T]$,\n\[ \int_{\mathbb{R}^N} v(T, x) \zeta_R(x) dx = \int_{\mathbb{R}^N} v_0(x) \zeta_R(x) dx + \int_0^T \int_{\mathbb{R}^N} v(t, x) \Delta \zeta_R(x) dx dt. \]
Then, since $| \Delta \zeta_R(x) | \leq c R^{-2} \mathbf{1}_{\{|R| \leq |x| \leq 2R\}}$ for some constant $c > 0$, one deduces that the $L^1$ norm of $v(t, \cdot)$ is bounded (in fact constant, in this case). The same can be done with the norm of $x_N v$ in $L^1$. This is made possible because the Laplacian $\Delta$ is a local operator and obviously we have
\[ \Delta(x_N \zeta_R) = 0 \quad \text{for} \ |x| \geq 2R, \]
and
\[ \Delta(x_N \zeta_R) \leq c |x_N| R^{-2} \quad \text{for} \ |x| \leq 2R. \]
However, for a non-local operator, in particular when dealing with an equation in a half-space, we will have to use the following estimates involving the operator $A$.

\textbf{Lemma 3.4} (Estimates to substitute to (3.13) and (3.14) in the general case). Assume that $A$ satisfies the conditions of Theorem 2.7. Let $\rho \in C_0^\infty(\mathbb{R})$ be such that $\mathbf{1}_{[-1,1]} \leq \rho \leq \mathbf{1}_{[-2,2]}$, $\rho(-s) = \rho(s)$, and define the truncation function $\zeta_R$ for $R > 0$ by setting
\[ \zeta_R(x) := \rho \left( \frac{|x|}{R} \right). \]
Then for a constant \( C > 0 \) independent of \( R \) we have

\[
(3.15) \quad x_N \left( A \left( x_N \zeta_R \right) \right) \geq 0 \quad \text{for} \ |x| \geq 2R \tag{3.15}
\]

\[
(3.16) \quad |(A \left( x_N \zeta_R \right))| \leq C \frac{|x_N|}{R^\beta} \quad \text{for} \ x \in \mathbb{R}^N. \tag{3.16}
\]

**Proof.** Since the case of the Laplacian (for which \( \beta = 2 \)) is clear from (3.13) and (3.14), we may only consider the case of the operator \( A \) being given by \( Av = J * v - v \) which, up to working in the principal value sense, also covers the case of the fractional Laplacian \( -(-\Delta)^{\beta/2} \) by selecting \( J(z) = \frac{C}{|z|^{N+\beta}} \) where \( C = C(\beta, N) > 0 \) is a known constant.

We begin by noting that thanks to (2.11), and the fact that \( z_N \mapsto J(z', z_N) \) is even for any fixed \( z' \in \mathbb{R}^{N-1} \), for any \( x, y \in \mathbb{R}^N \) with \( x_N \geq 0, y_N \geq 0 \) we have

\[
(3.17) \quad J(x'-y', x_N - y_N) - J(x'-y', x_N + y_N) + J(x'+y', x_N - y_N) - J(x'+y', x_N + y_N) \geq 0.
\]

For clarity of the exposition, let \( \phi(x) := x_N \). Then for \( |x| \geq 2R \) we have

\[
A(\varphi \zeta_R) = J * (\varphi \zeta_R) - \varphi \zeta_R = J * (\varphi \zeta_R)
\]

and since \( \varphi(-y) \zeta_R(-y) = -\varphi(y) \zeta_R(y) \) we have

\[
A(\varphi \zeta_R)(x) = \int_{\mathbb{R}^N} J(x-y) \varphi(y) \zeta_R(y) dy = -\int_{\mathbb{R}^N} J(x+y) \varphi(y) \zeta_R(y) dy.
\]

Hence, for \( |x| \geq 2R \), we may write

\[
A(\varphi \zeta_R)(x) = \frac{1}{2} \int_{\mathbb{R}^N} [J(x-y) - J(x+y)] \varphi(y) \zeta_R(y) dy
\]

\[
= \frac{1}{2} \int_{|y| < 2R} [J(x'-y', x_N - y_N) - J(x'+y', x_N + y_N)] \varphi(y) \zeta_R(y) dy
\]

\[
= \frac{1}{2} \int_{|y| < 2R, |y_N| > 0} [J(x'-y', x_N - y_N) - J(x'-y', x_N + y_N)] \varphi(y) \zeta_R(y) dy
\]

\[
\quad + J(x'+y', x_N - y_N) - J(x'+y', x_N + y_N)] \varphi(y) \zeta_R(y) dy.
\]

Now, using (3.17), we see that, when \( x_N \geq 0 \), the function under the integral sign on the right hand side of (3.18) is nonnegative, so that \( A(\varphi \zeta_R)(x) \geq 0 \) when \( x_N \geq 0 \) and \( |x| \geq 2R \). However, (3.18) shows also that \( A(\varphi \zeta_R) \) is odd with respect to \( x_N \) on \([|x| \geq 2R] \), so that we may infer that \( \varphi(x) A(\varphi \zeta_R)(x) \geq 0 \) when \( |x| \geq 2R \), and the proof of (3.15) is complete.

In order to show (3.16) let us denote

\[
\zeta(x) := \rho(|x|), \quad \text{so that} \quad \zeta_R(x) = \zeta(x/R), \quad \psi_R(x) := x_N \zeta_R(x).
\]

We know that

\[
\mathcal{F}(\zeta_R)(\xi) = R^N \mathcal{F}(\zeta)(R\xi), \quad \mathcal{F}(\psi_R)(\xi) = \imath \frac{\partial}{\partial \xi_N} \mathcal{F}(\zeta_R)(\xi),
\]

and as a consequence we have

\[
\mathcal{F}(\psi_R)(\xi) = \imath R^{N+1} \left( \frac{\partial}{\partial \xi_N} \zeta \right) (R\xi).
\]

(3.19)
and we note that \( \xi_N \mapsto \hat{\psi}_R(\xi', \xi_N) \) is odd.

Now, using the fact that \( \mathcal{F}(A(\psi_R)) = \mathcal{F}(J * \psi_R - \psi_R) = (\hat{J}(\xi) - 1)\hat{\psi}_R(\xi) \), as well as the fact that \( \hat{\psi}_R \) is odd with respect to \( \xi_N \) and the property (3.19) we have

\[
(2\pi)^N A(\psi_R)(x) = \int_{\mathbb{R}^N} e^{i x \cdot \xi} (\hat{J}(\xi) - 1)\hat{\psi}_R(\xi) d\xi = i \int_{\mathbb{R}^N} e^{i x \cdot \xi} \sin(x_N \cdot \xi_N) (\hat{J}(\xi) - 1)\hat{\psi}_R(\xi) d\xi
\]

\[
= -R^{N+1} \int_{\mathbb{R}^N} e^{i x \cdot \xi} \sin(x_N \cdot \xi_N) (\hat{J}(\xi) - 1) \left( \frac{\partial}{\partial \xi_N} \hat{\xi} \right) (R\xi) d\xi
\]

\[
= -R \int_{\mathbb{R}^N} e^{i R^{-1} x \cdot \xi} \sin(R^{-1} x_N \cdot \xi_N) (\hat{J}(R^{-1} \xi) - 1) \left( \frac{\partial}{\partial \xi_N} \hat{\xi} \right) (\xi) d\xi.
\]

Since on the one hand \( |R| \sin(R^{-1} x_N \cdot \xi_N)| \leq |x_N \xi_N| \), and on the other hand, for a fixed \( \xi \in \mathbb{R}^N \), thanks to (2.22) we have

\[
\hat{J}(R^{-1} \xi) - 1 = -aR^{-\beta} |\xi| + o(R^{-\beta})
\]

as \( R \to +\infty \), using the Lebesgue dominated convergence theorem and the fact that \( \frac{\partial}{\partial \xi_N} \hat{\xi} \in \mathcal{S}(\mathbb{R}^N) \), we deduce that

\[
(2\pi)^N |A(\psi_R)(x)| \leq C |x_N| R^{-\beta},
\]

as \( R \to +\infty \). Thus the proof of (3.16) is complete. \( \square \)

We conclude these preliminaries with the following.

**Lemma 3.5** (Taking advantage of the self-adjointness). Assume that \( A \) satisfies the conditions of Theorem 2.7. Let \( u \in L^1(\mathbb{R}^N) \) be such that

\[
\int_{\mathbb{R}^N} |x_N u(x)| dx < +\infty, \quad \int_{\mathbb{R}^N} |x_N Au(x)| < +\infty.
\]

Then we have

\[
\int_{\mathbb{R}^N} x_N (Au)(x) dx = 0.
\]

**Proof.** Indeed, with the notations used in the proof of the above lemma, since \( A \) is self-adjoint, we have

\[
\int_{\mathbb{R}^N} x_N \zeta_R(x) (Au)(x) dx = \int_{\mathbb{R}^N} u(x) (A\psi_R)(x) dx.
\]

However using (3.16) we have \( |(A\psi_R)(x)| \leq C |x_N| R^{-\beta} \), and thus the right hand side of the above equality converges to zero as \( R \to +\infty \). On the other hand it is clear that we have

\[
0 = \lim_{R \to +\infty} \int_{\mathbb{R}^N} x_N \zeta_R(x) (Au)(x) dx = \int_{\mathbb{R}^N} x_N (Au)(x) dx
\]

since \( \int_{\mathbb{R}^N} |x_N (Au)(x)| dx < +\infty. \) \( \square \)
4. Cauchy problems in the half-space

4.1. The linear diffusion equation in \( \mathbb{R}^N_+ \). The resolution of the linear diffusion equation in the half-space \( \mathbb{R}^N_+ \), in particular in the case of a nonlocal operator such as \( Au := J * u - u \), is made possible thanks to Assumption 2.4.

More precisely, for a function \( w_0 \in L^1(\mathbb{R}^N_+) \) we define \( \tilde{w}_0 \in L^1(\mathbb{R}^N) \) as being

\[
\tilde{w}_0(x) := 1_{\{x_N > 0\}}(x)w_0(x', x_N) - 1_{\{x_N < 0\}}(x)w_0(x', -x_N).
\]

Then, thanks to Assumption 2.4, the function \( \tilde{w}(t, \cdot) := G(t) * \tilde{w}_0 \) is well-defined, solves the equation

\[
\begin{cases}
\partial_t \tilde{w} = A\tilde{w} & \text{in } (0, +\infty) \times \mathbb{R}^N \\
\tilde{w}(0, \cdot) = \tilde{w}_0 & \text{in } \mathbb{R}^N,
\end{cases}
\]

and satisfies

\[
\tilde{w}(t, x', -x_N) = -\tilde{w}(t, x', x_N).
\]

Now we may define the solution of the evolution equation

\[
\begin{cases}
\partial_t w = Aw & \text{in } (0, +\infty) \times \mathbb{R}^N_+ \\
w(0, \cdot) = w_0 & \text{in } \mathbb{R}^N_+ \\
w(t, x', 0) = 0 & \text{on } \partial\mathbb{R}^N_+,
\end{cases}
\]

as being

\[
\forall x_N > 0, \quad w(t, x', x_N) := \tilde{w}(t, x', x_N).
\]

Thus, when the kernel \( G(t) \) is given by a function belonging to \( L^1(\mathbb{R}^N) \), including the case of the fractional Laplacian up to working in the principal value sense and the case of the convolution operators as in Example 2.10 up to a harmless Dirac mass (see (2.11)), the solution \( w \) of (4.3) can be written as

\[
\forall (t, x) \in (0, +\infty) \times \mathbb{R}^N_+, \quad w(t, x) := \int_{\mathbb{R}^N_+} K(t, x, y)w_0(y)dy,
\]

where the kernel \( K \) is defined by

\[
K(t, x, y) := G(t, x' - y', x_N - y_N) - G(t, x' - y', x_N + y_N),
\]

for any \( x = (x', x_N) \in \mathbb{R}^N_+, y = (y', y_N) \in \mathbb{R}^N_+ \) and \( t > 0 \). We point out that, in this case, in order to ensure the validity of the comparison principle for (4.3), one must assume also that, for all \( t > 0 \) and \( x' \in \mathbb{R}^{N-1} \),

\[
\text{the function } x_N \mapsto G(t, x', x_N) \text{ is nonincreasing on } (0, +\infty),
\]

so that for \( t > 0 \) and \( x, y \in \mathbb{R}^N_+ \) one has \( K(t, x, y) \geq 0 \).

**Remark 4.1** (On the comparison principle assumption). It is rather clear that condition (4.7) is fulfilled in the case of the Laplacian and the fractional Laplacian.

On the other hand, let us consider a convolution operator as stated in Example 2.10 with the additional assumption (2.11). Since convolution preserves the class...
Lemma 4.2 (Convolution of radially nonincreasing kernels). Convolution preserves the class of radially nonincreasing kernels.

Proof. Let $K, J \in L^1(\mathbb{R}^N)$ be nonnegative and radially nonincreasing. It is easy to see that $H := K * J$ is radially symmetric. Since for instance $H(x) = H((|x|, 0, ..., 0))$, in order to show that $H$ is radially nonincreasing it is enough to show the result when $N = 1$.

Now let $K, J \in L^1(\mathbb{R})$ be two even functions which are nonincreasing on $(0, +\infty)$. We first consider the case where $K \in C^1(\mathbb{R})$ and that $K' \in L^1(\mathbb{R})$. Then $H' = K' * J$ and, for $x > 0$,

$$H'(x) = \int_{-\infty}^{+\infty} K'(x - y)J(y)dy$$

$$= \int_{-\infty}^{0} K'(y)J(x - y)dy + \int_{0}^{+\infty} K'(y)J(x - y)dy$$

$$= \int_{0}^{+\infty} K'(-y)J(x + y)dy + \int_{0}^{+\infty} K'(y)J(x - y)dy$$

$$= \int_{0}^{+\infty} K'(y)(J(|x - y|) - J(x + y))dy,$$

where we have used the fact that $J(x - y) = J(x + y)$. Clearly for $x, y > 0$ we have $J(|x - y|) - J(x + y) \geq 0$, since $J$ is nonincreasing on $(0, +\infty)$ and $|x - y| \leq x + y$, while $K'(y) \leq 0$. Therefore $H'(x) \leq 0$ for $x > 0$.

In the general case, we use a regularization argument. Consider the heat kernel $G_t(x) := (4\pi t)^{-1/2}\exp(-x^2/4t)$ for $t > 0$. Since $G_t \in \mathcal{S}(\mathbb{R})$, is even and decreasing on $(0, +\infty)$, the function $K_t := G_t * K$ is even and nonincreasing on $(0, +\infty)$ according to the above result. As a consequence, $H_t := K_t * J = G_t * K * J$ is also even and nonincreasing on $(0, +\infty)$. Since $G_t * (K * J)$ converges to $K * J$ as $t \to 0^+$ in $L^1(\mathbb{R})$, we know that, for a subsequence $(t_n)_{n \geq 1}$, $G_{t_n} * (K * J) \to K * J$ a.e. on $\mathbb{R}$. This shows that $K * J$ is also even and nonincreasing on $(0, +\infty)$.

\[ \square \]

4.2. The semilinear equations in $\mathbb{R}^N$ and $\mathbb{R}^N_+$. We first need to say a word on the notion of solutions to

$$\partial_t u = Au + |u|^\alpha u \quad \text{in } (0, T) \times \mathbb{R}^N$$

$$u(0, \cdot) = u_0 \quad \text{in } \mathbb{R}^N.$$

We shall say that, for some $T > 0$, a function

$$u \in C^1((0, T), L^1(\mathbb{R}^N)) \cap C([0, T], L^1(\mathbb{R}^N) \cap L^{\alpha+1}(\mathbb{R}^N))$$
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is a weak solution to (4.8) if for every \( \varphi \in C^1([0,T], \mathcal{S}(\mathbb{R}^N)) \) we have

\[
\int_0^T \int_{\mathbb{R}^N} [u(t,x) (\partial_t \varphi + A \varphi) + |u|^\alpha u \varphi] \, dx \, dt = \int_{\mathbb{R}^N} [u(T,x) \varphi(T,x) - u_0(x) \varphi(0,x)] \, dx.
\]

For such solutions, the comparison principle is available. Also, for \( u_0 \in L^1(\mathbb{R}^N) \cap L^\infty(\mathbb{R}^N) \), the associated Cauchy problem (4.8) admits a unique solution defined on some maximal interval \([0,T)\). Moreover either \( T = +\infty \) and the solution is global, or \( T < +\infty \) and then \( \|u(t,\cdot)\|_{L^\infty} \) tends to \(+\infty\) as \( t \to T \), which is called blow-up in finite time. These facts are rather well-known, and parts of them can be found in [8] for instance.

As for the semilinear Cauchy problem in the half-space (1.1), the strategy consists, as above, in constructing the odd (with respect to \( x_N \)) extension of the initial data \( u_0 \) so that we are back to (4.8). Details are omitted.

5. Systematic blow-up when \( 0 < \alpha < \beta/(N+1) \)

In this section, we prove the blow-up of any solution when \( 0 < \alpha < p_F - 1 \), as stated in Theorem 2.6.

If the solution does not blow up in finite time we would have a global solution \( u(t,x) \geq 0 \) of the Cauchy problem (1.1), with an initial data \( u_0 \) satisfying Assumption 2.1, and moreover since we assume that \( u_0 \in L^\infty(\mathbb{R}^N) \), for any \( T > 0 \) we have also \( u \in L^\infty(0,T; L^\infty(\mathbb{R}^N)) \).

Upon considering \( \tilde{u}_0 \), the odd extension of \( u_0 \) through the definition (4.1), we can define, for any \( t \geq 0 \), the function

\[
f(t) := \int_{\mathbb{R}^N} G(t,x) \tilde{u}_0 \left( x + \gamma t^{1/\beta} e_N \right) \, dx = v(t, \gamma t^{1/\beta} e_N),
\]

where \( v \) is the solution of the linear equation

\[
\begin{cases}
\partial_t v = Av & \text{in } (0, +\infty) \times \mathbb{R}^+_N \\
v(0, \cdot) = u_0 & \text{in } \mathbb{R}^+_N \\
v(t, \cdot, 0) = 0 & \text{on } \partial \mathbb{R}^+_N,
\end{cases}
\]

and where we recall, see (2.6), that the kernel \( G(t) \) is even in the variable \( x \). Notice that in [1] by the first author it was enough to define the above quantity with \( \gamma = 0 \), but here this would yield \( f(t) = 0 \): that is why we need to follow the value of \( v \) at an appropriate moving point, namely at \( \gamma t^{1/\beta} e_N \).

From (2.9) and (2.10), we remark that, thanks to the comparison principle, we have \( u \geq v \) in \( \mathbb{R}^+_N \). In particular, it follows from Lemma 3.3 that the parameter \( \gamma \) being chosen as in Lemma 3.3 for some \( t_0 > 0 \) and a constant \( C_*(\gamma) \) we have

\[
\forall t \geq t_0, \quad f(t) = v \left( t, \gamma t^{1/\beta} e_N \right) \geq \frac{C_*(\gamma) m_1(u_0)}{t^{(N+1)/\beta}}.
\]

Now, assuming that the solution \( u \) of the nonlinear equation is global, using the nonlinear term, we are going to estimate the quantity \( f(t) \) from above.
Lemma 5.1 (Estimate from above). Assume that the solution \( u \neq 0 \) of (1.1) is nonnegative and exists for all times \( T > 0 \). Then, for any \( \gamma > 0 \), the function \( f \) being defined by (5.1), there exists a constant \( C^*(\alpha) > 0 \), such that for all \( t > 0 \) we have

\[
(5.4) \quad f(t) \leq \frac{C^*(\alpha)}{(1 + t)^{1/\alpha}}, \quad \text{for any } t > 0.
\]

Proof. Let \( T > 0 \) be given. Fix some \( 0 < t \leq T \), and for \( 0 < s < t \) define the function

\[
g(s) := \int_{\mathbb{R}^N} G(t-s, x) \tilde{u}(s, x + \gamma t^{1/\beta} e_N) dx
\]

where the kernel \( K \) is defined in (4.6). Observe that if \( v \) is defined in (5.2), we have

\[
g(0) = v(t, \gamma t^{1/\beta} e_N) = f(t).
\]

In view of equation (1.1), we know that \( \tilde{u} \), the odd extension of \( u \) defined through (4.1), satisfies the equation

\[
\partial_t \tilde{u} = A \tilde{u} + |\tilde{u}|^\alpha \tilde{u} \quad \text{in } (0, +\infty) \times \mathbb{R}^N,
\]

and thus for \( 0 < s < t \) we have

\[
g'(s) = \int_{\mathbb{R}^N} [-AG(t-s, x) \tilde{u}(s, x + \gamma t^{1/\beta} e_N) + G(t-s, x) A\tilde{u}(s, x + \gamma t^{1/\beta} e_N)
\]

\[
+ G(t-s, x)|\tilde{u}|^\alpha \tilde{u}(s, x + \gamma t^{1/\beta} e_N)] dx.
\]

Since the operator \( A \) is self-adjoint, this reduces to

\[
g'(s) = \int_{\mathbb{R}^N} G(t-s, x)|\tilde{u}|^\alpha \tilde{u}(s, x + \gamma t^{1/\beta} e_N) dx
\]

\[
(5.5) \quad = \int_{\mathbb{R}^N} K(t-s, y, \gamma t^{1/\beta} e_N) u^{1+\alpha}(s, y) dy
\]

using the fact that \( u \geq 0 \) on \( \mathbb{R}^N_+ \). We see that, for \( t > 0 \),

\[
\int_{\mathbb{R}^N_+} K(t-s, y, \gamma t^{1/\beta} e_N) dy = 1 - 2 \int_{z \geq \gamma t^{1/\beta}} G(t, z) dz \in (0, 1),
\]

so that the Jensen inequality yields

\[
g'(s) \geq \left( \int_{\mathbb{R}^N_+} K(t-s, y, \gamma t^{1/\beta} e_N) dy \right)^{-\alpha} g^{1+\alpha}(s) \geq g^{1+\alpha}(s).
\]

Integrating from \( s = 0 \) to \( s = t - \varepsilon \) we get

\[
\frac{1}{f^\alpha(t)} = \frac{1}{f^\alpha(0)} \geq \frac{1}{g^\alpha(0)} - \frac{1}{g^\alpha(t-\varepsilon)} \geq \alpha(t-\varepsilon).
\]

Letting \( \varepsilon \to 0 \) concludes the proof of Lemma 5.1. \( \square \)

We are now in the position to complete the proof of Theorem 2.6.
Proof of Theorem 2.7. Recall that we are assuming that a global solution \( u(t, x) \geq 0 \) in \((0, +\infty) \times \mathbb{R}_+^N\) exists and that \( u \not\equiv 0 \), so that Lemma 5.1 holds for any \( \gamma > 0 \). Upon choosing \( \gamma > 0 \) as in Lemma 3.3, from the estimates (5.3) and (5.4) we deduce that for \( t \geq t_0 \) large enough we have

\[
C_\gamma(m_1(u_0)) - (N+1)/\beta \leq C_\alpha^*(1 + t)^{-1/\alpha},
\]

where \( C_\gamma \) and \( C_\alpha^* \) are two constants independent of \( u_0 \).

Letting \( t \to +\infty \), the above inequality implies that

\[
0 < \alpha < p_F - 1 = \frac{\beta}{N + 1}
\]

we cannot have a nonnegative global solution \( u \) of (1.1). □

The proof of the systematic blow-up of nonnegative solutions when \( \alpha = \beta/(N + 1) \) is more delicate, and the next section is devoted to its proof.

6. Systematic blow-up when \( \alpha = \beta/(N + 1) \)

We now consider the critical case \( \alpha = p_F - 1 = \beta/(N + 1) \), for which, assuming that the solution \( u \) is nonnegative and exists for all \( T > 0 \), denoting by \( M_1(t) := \int_{\mathbb{R}_+^N} x_N \tilde{u}(t, x) dx \), we have, for all \( t \geq 0 \),

\[
0 \leq M_1(t) \leq 2C_\alpha^*(\alpha, \gamma).
\]

Now, we know that \( \tilde{u} \) satisfies

\[
\begin{cases}
\partial_t \tilde{u} = A\tilde{u} + \tilde{u}^\alpha \tilde{u} & \text{in } (0, T) \times \mathbb{R}_+^N, \\
\tilde{u}(0, x) = \tilde{u}_0(x) & \text{for } x \in \mathbb{R}_+^N.
\end{cases}
\]

Assuming that \( A \) satisfies the conditions of Theorem 2.7, multiplying \( 6.3 \) by \( x_N \), integrating over \( x \in \mathbb{R}_+^N \), and using Lemma 3.5, we get

\[
\frac{d}{dt} M_1(t) = \int_{\mathbb{R}_+^N} x_N \tilde{u}^\alpha \tilde{u}(t, x) dx,
\]
so that
\[ \int_0^T \int_{\mathbb{R}^N} x_N |\tilde{u}|^\alpha \tilde{u}(t, x) \, dx dt = M_1(T) - M_1(0) \leq 2C(\alpha, \gamma), \]
for all \( T \geq 0 \). As a result, we infer that (since \( x_N \tilde{u}(t, x) \geq 0 \))
\[ \int_0^\infty \int_{\mathbb{R}^N} x_N |\tilde{u}|^\alpha \tilde{u}(t, x) \, dx dt < +\infty. \]

Next we show the following estimate.

**Proposition 6.2** (Integral estimate). Assume that \( A \) satisfies the conditions of Theorem 2.7. Let \( \alpha = \beta/(N + 1) \) and let \( u \) be a nonnegative global solution to the nonlinear equation (1.1). Then, for any \( T > 0 \), there exists a constant \( C := C(T) > 0 \) such that for any given \( \varepsilon > 0 \) we have
\[ \int_T^\infty \int_{\mathbb{R}^N_+} x_N u^{1+\alpha}(t, x) \, dx dt \leq C\varepsilon^{\frac{\alpha}{\alpha+1}} \left( \int_T^\infty \int_{\mathbb{R}^N_+} x_N u^{1+\alpha}(t, x) \, dx dt \right)^{1/(\alpha+1)}. \]

**Proof.** For given \( \varepsilon, T > 0 \), we take a smooth function \( \rho \in C^\infty_c(\mathbb{R}) \) such that
\[ 1_{[-1,+1]} \leq \rho \leq 1_{[-2,+2]}, \quad \rho(-s) = \rho(s), \]
and then, for \( R > 0 \), we define the truncation functions \( \psi_R \) and \( \zeta_R \) by
\[ \psi_R(t) := \rho \left( \frac{t - T}{R^\beta} \right) \quad \text{and} \quad \zeta_R(x) := \rho \left( \frac{|x|}{R} \right). \]

For the sake of clarity, we divide the remainder of our proof into three steps. In the sequel, we denote by \( C \) a positive constant that may change from place to place but that is always independent on \( \varepsilon > 0 \) and \( R > 0 \).

**Step 1.** We multiply equation (6.3) by \( x_N \zeta_R(x) \psi_R(t) \) and integrate on \((T, +\infty) \times \mathbb{R}^N \) to obtain
\[ \int_T^\infty \int_{\mathbb{R}^N} x_N |\tilde{u}|^\alpha \tilde{u}(t, x) \zeta_R(x) \psi_R(t) \, dx dt = - \int_T^\infty \int_{\mathbb{R}^N} A\tilde{u}(t, x) x_N \zeta_R(x) \psi_R(t) \, dx dt + \int_T^\infty \int_{\mathbb{R}^N} \partial_t \tilde{u}(t, x) x_N \zeta_R(x) \psi_R(t) \, dx dt. \]

Using the fact that \( A \) is self-adjoint we obtain,
\[ \int_T^\infty \int_{\mathbb{R}^N} A\tilde{u}(t, x) x_N \zeta_R(x) \psi_R(t) \, dx dt = \int_T^\infty \int_{\mathbb{R}^N} (A(x_N \zeta_R)) (x) \tilde{u}(t, x) \psi_R(t) \, dx dt, \]
and for later use we set
\[ I_1 = I_1(R) := \int_T^\infty \int_{\mathbb{R}^N} (A(x_N \zeta_R)) (x) \tilde{u}(t, x) \psi_R(t) \, dx dt. \]

Also, thanks to the fact that \( \psi_R \) has a compact support, upon integrating by parts in the time variable, and using the fact that \( x_N \tilde{u}(T, x) \geq 0 \) on \( \mathbb{R}^N \), we have
\[ \int_T^\infty \int_{\mathbb{R}^N} \partial_t \tilde{u}(t, x) x_N \zeta_R(x) \psi_R(t) \, dx dt \leq -I_2, \]
where for convenience we have set
\[ I_2 = I_2(R) := \int_T^\infty \int_{\mathbb{R}^N} \tilde{u}(t, x) x_N \zeta(t) \psi(t) dx dt. \]

Reporting these into (6.9) we obtain
\[ \int_T^\infty \int_{\mathbb{R}^N} x_N |\tilde{u}|^\alpha \tilde{u}(t, x) \zeta(t) \psi(t) dx dt \leq -I_1 - I_2. \]

Our aim is to prove that as \( R \to +\infty \) the above inequality yields (6.5).

**Step 2.** We begin by proving that as \( R \to +\infty \) we have \( I_2(R) \to 0 \). Indeed, observe that
\[ |\psi'(t)| = \left| \frac{1}{R^\beta} (t - T) \right| \leq \frac{C}{R^\beta} 1_{(T+R^\beta, T+2R^\beta)}(t), \]
using Hölder’s inequality we may write (omitting to write the differential element \( dx dt \) and using the shortcut \( \tilde{u}^{1+\alpha} \) for \( |\tilde{u}|^{\alpha} \tilde{u} \))
\[ |I_2| \leq \frac{C}{R^\beta} \int_{T+R^\beta}^{T+2R^\beta} \int_{|x| \leq 2R/\varepsilon} |x_N \tilde{u}|(t, x)| dx dt. \]

\[ \leq \frac{C}{R^\beta} \left( \int_{T+R^\beta}^{T+2R^\beta} \int_{|x| \leq 2R/\varepsilon} |x_N \tilde{u}|^{1+\alpha}(t, x)| dx dt \right)^{\frac{1}{\alpha+1}} \]
\[ \leq \frac{C}{R^\beta} \left( \int_{T+R^\beta}^{T+2R^\beta} \int_{|x| \leq 2R/\varepsilon} |x_N \tilde{u}|^{1+\alpha}(t, x)| dx dt \right)^{\frac{1}{\alpha+1}}, \]

where, in the last step, we have used that fact that \( \beta = (N+1)\alpha \). In view of (6.4), the last integral above tends to zero as \( R \to +\infty \), and so does \( I_2 \).

**Step 3.** We now deal with the term \( I_1 = I_1(R) \) defined in (6.7). Using (3.15) of Lemma 3.4 upon replacing \( R \) by \( R/\varepsilon \), we have
\[ x_N(A(x_N \zeta))(x) \geq 0, \quad \text{for all } x \text{ such that } |x| \geq \frac{2R}{\varepsilon}. \]

Since \( \tilde{u}(t, x) \) has the same sign as \( x_N \), we also have \( (A(x_N \zeta))(x) \tilde{u}(t, x) \geq 0 \) for \( |x| \geq 2R/\varepsilon \), and therefore
\[ I_1 \geq I_3 := \int_T^{T+2R^\beta} \int_{|x| < 2R/\varepsilon} (A(x_N \zeta))(x) \tilde{u}(t, x) \psi(t) dx dt. \]

Now using (3.16), and replacing \( R \) by \( R/\varepsilon \), we have
\[ |(A(x_N \zeta))(x)| \leq C |x_N|^\frac{\varepsilon^\beta}{R^\beta}, \quad \text{for all } x \text{ such that } |x| \leq \frac{2R}{\varepsilon}, \]
so that we may estimate $I_3$ from below, that is

$$I_1 \geq I_3 \geq -\int_T^{T+2R^3} \int_{|x|<2R/\varepsilon} |(A(x_N\zeta_R))(x)| \cdot |\tilde{u}(t,x)| \, dx \, dt$$

$$\geq -C \varepsilon^{\beta} \int_T^{T+2R^3} \int_{|x|<2R/\varepsilon} x_N\tilde{u}(t,x) \, dx \, dt.$$

In the same spirit as in the proof \eqref{6.9}, using Hölder inequality and the fact that $\beta = (N + 1)\alpha$, we obtain

$$-I_1 \leq -I_3 \leq C\varepsilon^{\frac{\beta}{\alpha+1}} \left( \int_T^{T+2R^3} \int_{|x|\leq 2R/\varepsilon} x_N\tilde{u}^{1+\alpha}(t,x) \, dx \, dt \right)^{\frac{1}{\alpha+1}}. \tag{6.13}$$

To conclude, plugging \eqref{6.13} into \eqref{6.8}, we get

$$0 \leq \int_T^\infty \int_{\mathbb{R}^N} x_N|\tilde{u}|^{\alpha}\zeta_R(x)\psi_R(t) \, dx \, dt \leq |I_2| + C\varepsilon^{\frac{\beta}{\alpha+1}} \left( \int_T^{T+2R^3} \int_{|x|\leq 2R/\varepsilon} x_N\tilde{u}^{1+\alpha}(t,x) \, dx \, dt \right)^{\frac{1}{\alpha+1}}.$$

Letting $R \to +\infty$ yields

$$\int_T^\infty \int_{\mathbb{R}^N} x_N\tilde{u}^{1+\alpha}(t,x) \, dx \, dt \leq C\varepsilon^{\frac{\beta}{\alpha+1}} \left( \int_T^\infty \int_{\mathbb{R}^N} x_N\tilde{u}^{1+\alpha}(t,x) \, dx \, dt \right)^{\frac{1}{\alpha+1}},$$

which is another form of \eqref{6.5}, since $\tilde{u}$ is the odd extension of $u$, and the proof of Proposition \ref{6.2} is complete.

We are now in the position to complete the proof of Theorem \ref{2.7}.

**Proof of Theorem \ref{2.7}** If $u \not\equiv 0$ were a nonnegative global solution of \eqref{1.1}, thanks to \eqref{6.5} which is valid for any $\varepsilon > 0$ and $T > 0$, letting $\varepsilon \to 0$ we would deduce that $u \equiv 0$ on $(T, +\infty) \times \mathbb{R}^N$ for any $T > 0$, which is a contradiction.

**7. Possible extinction when $\alpha > \beta/(N + 1)$**

In this section, we prove that, when $\alpha > p_F - 1 = \beta/(N + 1)$, nonnegative solutions starting from small enough initial data are global and go extinct, as stated in Theorem \ref{2.8}. The proof, as the one in \cite{8} or \cite{11}, relies strongly on the rate of decay of the $L^\infty$ norm of the solution of the linear equation $\partial_t v = Av$, which was provided in Lemma \ref{3.2}.

**Proof of Theorem \ref{2.8}** We first consider a nonnegative solution $u$ defined on $(0, T) \times \mathbb{R}^N_+$ satisfying

$$\partial_t u = Au + u^{1+\alpha} \quad \text{in } (0, T) \times \mathbb{R}^N_+,$$

together with $u(t, x, 0) = 0$ on $[0, T] \times \mathbb{R}^{N-1}$, and $u(0, x) = u_0(x)$ on $\mathbb{R}^N_+$. We then look after a supersolution to this problem in the form $z(t, x) := g(t)v(t, x)$, where $g(t) > 0$ is to be determined appropriately (with $g(0) = 1$) and $v(t, x)$ is the solution
of $\partial_t v = Av$ with the initial data $v(0, \cdot) = u_0$. Notice in particular that $v \geq 0$ on $(0, +\infty) \times \mathbb{R}_+^N$. A straightforward computation shows that in order to have

$$\partial_t z \geq Az + z^{\alpha+1} \quad \text{in} \quad (0, +\infty) \times \mathbb{R}_+^N,$$

it is enough to have

$$\frac{g'(t)}{g^{1+\alpha}(t)} \geq \|v(t, \cdot)\|_{L^\infty}^\alpha.$$

By Lemma 3.2, it is therefore enough to have

$$\frac{g'(t)}{g^{1+\alpha}(t)} = C^\alpha \left( m_1(u_0) + \|\tilde{u}_0\|_{L^1} \right)^\alpha (1 + t)\alpha(\alpha+1)/\beta, \quad g(0) = 1.$$

Therefore, if one chooses $u_0$ such that (recall that here $\alpha(N+1) > \beta$ so that $\varepsilon_* > 0$ is well defined),

$$m_1(u_0) + \|\tilde{u}_0\|_{L^1} < \varepsilon_* := \frac{1}{C} \left( \frac{\alpha(N+1) - \beta}{\alpha\beta} \right)^{1/\alpha},$$

then the solution of the above ODE Cauchy problem

$$g(t) = \left( 1 - \frac{\beta\alpha C^\alpha \left( m_1(u_0) + \|\tilde{u}_0\|_{L^1} \right)^\alpha}{\alpha(N+1) - \beta} \left( 1 - (1 + t)^{1-\frac{(\alpha+1)}{\beta}} \right) \right)^{-1/\alpha},$$

exists for all $t \geq 0$, is increasing and bounded as $t \to +\infty$. It therefore follows from the comparison principle that $0 \leq u(t, x) \leq z(t, x) = g(t)v(t, x) \leq \|g\|_{L^\infty}v(t, x)$ in the half-space and thus $|\tilde{u}(t, x)| \leq \|g\|_{L^\infty}|\tilde{v}(t, x)|$ in the whole space. Hence the solution $u(t, x)$ of (1.1) is global in time and, in view of Lemma 3.2, satisfies estimate (2.12). This concludes the proof of Theorem 2.8. □

Acknowledgements. M. Alfaro is supported by the ANR i-site MUSE, project MICHEL 170544IA (n° ANR ideex-0006).

REFERENCES

[1] M. ALFARO, Fujita blow up phenomena and hair trigger effect: the role of dispersal tails, Ann. Inst. H. Poincaré Anal. Non Linéaire, 34 (2017), pp. 1309–1327.
[2] M. ALFARO and J. COVILLE, Propagation phenomena in monostable integro-differential equations: acceleration or not?, J. Differential Equations, 263 (2017), pp. 5757–5758.
[3] T. CAZENAVE and A. HARAUX, Introduction aux Problèmes d’Évolution Semi-Linéaires, Collection Mathématiques et Applications de la Société de Mathématiques Appliquées and Industrielles (SMAI), Éditions Ellipses, Paris, France, 1991.
[4] E. CHASSEIGNE, M. CHAVES, and J. D. ROSSI, Asymptotic behavior for nonlocal diffusion equations, J. Math. Pures Appl. (9), 86 (2006), pp. 271–291.
[5] J. COVILLE and L. DUPAIGNE, On a non-local equation arising in population dynamics, Proc. Roy. Soc. Edinburgh Sect. A, 137 (2007), pp. 727–755.
[6] R. DURRETT, Probability: theory and examples, Duxbury Press, Belmont, CA, second ed., 1996.
[7] H. FJITA, On the blowing up of solutions of the Cauchy problem for $u_t = \Delta u + u^{1+\alpha}$, J. Fac. Sci. Univ. Tokyo Sect. I, 13 (1966), pp. 109–124.
[8] J. GARCÍA-MELIÁN and F. QUIRÓS, Fujita exponents for evolution problems with nonlocal diffusion, J. Evol. Equ., 10 (2010), pp. 147–161.
24 BLOW UP IN A HALF-SPACE

[9] J. Garnier, *Accelerating solutions in integro-differential equations*, SIAM J. Math. Anal., 43 (2011), pp. 1955–1974.

[10] K. Hayakawa, *On nonexistence of global solutions of some semilinear parabolic differential equations*, Proc. Japan Acad., 49 (1973), pp. 503–505.

[11] O. Kavian, *Remarks on the large time behaviour of a nonlinear diffusion equation*, Ann. Inst. H. Poincaré Anal. Non Linéaire, 4 (1987), pp. 423–452.

[12] K. Kobayashi, T. Sirao, and H. Tanaka, *On the growing up problem for semilinear heat equations*, J. Math. Soc. Japan, 29 (1977), pp. 407–424.

[13] J. Medlock and M. Kot, *Spreading disease: integro-differential equations old and new*, Math. Biosci., 184 (2003), pp. 201–222.

[14] S. Sugitani, *On nonexistence of global solutions for some nonlinear integral equations*, Osaka J. Math., 12 (1975), pp. 45–51.

[15] F. B. Weissler, *Existence and nonexistence of global solutions for a semilinear heat equation*, Israel J. Math., 38 (1981), pp. 29–40.