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Small and micro enterprises play a very important role in economic growth, technological innovation, employment and social stability etc. Due to the lack of credible financial statements and reliable business records of small and micro enterprises, they are facing financing difficulties, which has become an important factor hindering the development of small and micro enterprises. Therefore, a credit risk measurement model based on the integrated algorithm of improved GSO (Glowworm Swarm Optimization) and ELM (Extreme Learning Machine) is proposed in this paper. First of all, according to the growth and development characteristics of small and micro enterprises in the big data environment, the formation mechanism of credit risk of small and micro enterprises is analyzed from the perspective of granularity scaling, cross-border association and global view driven by big data, and the index system of credit comprehensive measurement is established by summarizing and analyzing the factors that affect the credit evaluation index. Secondly, a new algorithm based on the parallel integration of the good point set adaptive glowworm swarm optimization algorithm and the Extreme learning machine is built. Finally, the integrated algorithm based on improved GSO and ELM is applied to the credit risk measurement modeling of small and micro enterprises, and some sample data of small and micro enterprises in China are collected, and simulation experiments are carried out with the help of MATLAB software tools. The experimental results show that the model is effective, feasible, and accurate. The research results of this paper provide a reference for solving the credit risk measurement problem of small and micro enterprises and also lay a solid foundation for the theoretical research of credit risk management.

1. Introduction

In recent years, China’s economy has maintained a good momentum of development. The number of domestic enterprises has grown steadily, especially small and micro enterprises, which have become a large number of dynamic enterprise groups in the main body of market economy. So small and micro enterprises are an important part of China’s economy. However, small and micro enterprises also face severe financing difficulties in the process of survival and development. Because of their own reasons and political, economic, legal, and other external factors, they are in a dilemma of few financing channels and high financing costs. From a macro perspective, China’s market economy system is still not perfect, the credit system is defective, small and micro enterprise groups cannot get a comprehensive and objective credit evaluation, and the financial investment industry has not paid enough attention to it, resulting in narrow financing channels. From the micro point of view, small and micro enterprises have light assets, small scale, and unknown financial situation, so it is difficult to reasonably assess the credit risk. Also, the private lending interest rate and cost are high, which makes financing a difficult problem.

The measurement of credit risk of small and micro enterprises is a research hotspot of scholars at home and abroad. In China, Man et al. [1] constructs lasso logistic
model to identify the key indicators that affect the credit risk of small and micro enterprises based on the data of 496 unlisted small and micro enterprises’ default in the process of bank loan. Han [2] uses the fuzzy integral support vector machine algorithm to build the credit risk assessment model of small and micro enterprises from the perspectives of loan mode, financial situation, and characteristics of enterprises. Su [3] uses the mixed analysis method of soft information and hard information to measure the credit risk of small and micro enterprises. Zhang et al. [4] proposes a dynamic combination evaluation model based on fuzzy clustering and SOM-K algorithm to evaluate the credit risk of small and micro enterprises. Based on the theory of information asymmetry, Yoshino and Taghizadeh-Hesary [5] built a theoretical model of SMEs’ credit and empirically analyzed the influencing factors of the optimal guarantee ratio of enterprises. Hanggraeni et al. [6] proposes a more suitable credit risk measurement method for small- and medium-sized enterprises, which uses the method of default probability measure to improve Z value and estimate its critical value. Based on the fuzzy matter-element Euclidean approach degree model, Zhou et al. [7] elaborated the inherent law of the credit risk evaluation of the industrial park enterprises and provided a practical method for the research of the industrial park enterprise credit rating evaluation. Shi et al. [8] discovered that the default of small and medium-sized enterprises with high-grade loans will lead to low recovery rate, so they used three credit data sets to test a credit risk method to help small- and medium-sized enterprises solve the mismatch problem.

In conclusion, the current research states of credit risk measurement methods of small and micro enterprises are discussed from different perspectives of constructing credit evaluation index system and risk measurement model. Among them, foreign scholars emphasize on quantitative research by mining the credit data of some small- and medium-sized enterprises for research and evaluation. Domestic scholars pay more attention to qualitative research on the construction of indicator system and quantitative research on credit risk measurement. In addition, big data provides more comprehensive, accurate, and precise digital management for many subject areas. Chen and Wu [9] believes that traditional management has become data management and traditional decision-making has become decision-making based on data mining analysis in the background of big data. The research of big data application should start from the data characteristics, problem characteristics, and management decision characteristics of big data. A credit risk measurement model for small and micro enterprises driven by big data is proposed in this background.

First of all, the characteristics of small and micro enterprises and the impact of big data on small and micro enterprises’ credit evaluation are analyzed in depth from the perspective of granularity scaling, cross-border association, and global view driven by big data, and the mechanism of small and micro enterprises’ credit risk formation is explored. On this basis, credit risk measurement indicators are selected to establish a credit risk measurement indicator system. Secondly, due to the non-linear inherent relationship of credit risk data, adaptive learning characteristics of neural network have become the most common and relatively accurate classifier in credit risk measurement [10–13].

Therefore, ELM feedforward neural network is employed to solve the problem of credit risk measurement. Because the number of hidden layer nodes has a great influence on the classification accuracy, the initial weight, threshold, and hidden layer node parameters of ELM are optimized by the improved GSO algorithm. A parallel integrated learning algorithm based on the improved GSO algorithm and ELM neural network is applied to the credit risk measurement of small and micro enterprises for solving the problem of credit risk measurement of small and micro enterprises.

The research in this paper mainly includes 3 parts. Section 2 gives explanations on relevant algorithms and theories, which puts forward the improved GSO algorithm based on good point set and combines the improved GSO algorithm with adaptive step-size strategy. Section 3 introduces the index system of credit comprehensive measurement established by summing and analyzing the factors from the perspective of granularity scaling, cross-border association, and global view driven by big data and proposes a credit risk measurement model based on the integrated algorithm of IGSO and ELM. Section 4 selects 10 Benchmark standard functions to evaluate the performance of IGSO algorithm. Collect data set of micro small enterprise from a region in China to verify credit risk measurement model of micro small enterprise based on the integrated algorithm of IGSO and ELM.

2. Description of Relevant Algorithms

2.1. GSO Algorithm. Metaheuristic algorithm is an improvement of heuristic algorithm, which is the combination of random algorithm and local search algorithm. Traditional metaheuristic algorithms include tabu search algorithm, simulated annealing algorithm, genetic algorithm, ant colony optimization algorithm, particle swarm optimization algorithm, artificial fish swarm algorithm, artificial bee colony algorithm, artificial neural network algorithm, glowworm swarm optimization algorithm, etc. At present, there are several new metaheuristic algorithms, such as Henry gas solubility (HGS) [14], Slime mould algorithm (SMA) [15], and Harris hawk optimization (HHO) [16]. Swarm intelligence optimization algorithm is an algorithm designed based on the group behavior characteristics of natural organisms, and it is also a method to solve distributed problems. The common swarm intelligence algorithms are ant colony algorithm, particle swarm optimization algorithm, artificial fish swarm algorithm, artificial bee colony algorithm, artificial neural network algorithm, glowworm swarm optimization algorithm, and so on. GSO (Glowworm swarm optimization) algorithm is not only a metaheuristic algorithm, but also a swarm intelligence algorithm.

GSO algorithm [17] is also a bionic swarm intelligence algorithm proposed by Indian scholars Krishnan and Ghose in 2005, which simulates the foraging and courtship
behavior of swarms in nature. Comparing with other intelligent optimization algorithms, GSO algorithm is simple and easy to implement with clear algorithm flow. Due to the advantages of less parameter setting, simple working mechanism, easy programming, and multi extreme value capture, this paper selects the GSO algorithm as the research object to carry out the relevant theoretical and application research. The algorithm has been currently applied to multimode function optimization [18], multisource signal location [19], wireless sensor node layout [20], simulation robot group [21], cluster analysis [22] and other fields, which show a good research and application prospects.

The main idea of GSO algorithm is that the glowworm in search space represents every feasible solution of the optimization problem. Each glowworm has its own fluorescein and sensing radius. Its brightness is related to the target value of its location. The glowworm with higher brightness has better index value. In the iterative process, the brighter glowworm has stronger attraction ability, which attracts other glowworms to move towards it. Since each glowworm has its own decision radius, the decision radius will be affected by neighboring glowworms at the same time. When the number of glowworms around it is few, the decision radius of glowworms will increase, which can attract more glowworms around. When there are more glowworms around, the decision radius will be smaller. At last, most of the glowworms will gather in several positions with better objective function value to reach the best value. GSO algorithm is described by the following mathematical formulas:

\[ I_i(t) = (1 - \rho)I_i(t - 1) + \gamma J(x_i(t)), \]
\[ N_{ij}(t) = \left\{ j: \|x_j(t) - x_i(t)\| < r_d^j, I_i(t) < I_j(t) \right\}, \]
\[ p_{ij}(t) = \frac{I_j(t) - I_i(t)}{\sum_{k \in N_i(t)} r_d^k(t) - I_i(t)}, \]
\[ x_i(t + 1) = x_i(t) + s \cdot \left( \frac{x_j(t) - x_i(t)}{\|x_j(t) - x_i(t)\|} \right), \]
\[ r_d^j(t + 1) = \min\left\{ r_d^j, \max\{0, r_d^j(t) + \beta (n_i - |N_i(t)|)\} \right\}, \]

where \( I_i(t) \) is the fluorescein value of glowworm \( i \) in the \( t \)-th iteration, \( J(x_i(t)) \) is the target function value in the \( t \)-th iteration, \( \rho \) is the volatilization coefficient of fluorescein value, \( \gamma \) is the coefficient of change of perception radius, \( n_i \) is the number threshold of neighborhood glowworms, \( r_s \) is perception radius of neighborhood, \( r_d \) is the dynamic decision domain and \( s \) is the step size.

The GSO algorithm is described as follows:

Step 1: Initializing the relevant parameters of the algorithm, including population size, iteration times, and other parameters, to be set.

Step 2: The objective function value \( J(x_i(t)) \) corresponding to the position \( x_i(t) \) of glowworm \( i \) in the \( t \)-th iteration is converted to the fluorescein value \( I_i(t) \) by formula (1).

Step 3: Within the radius of its dynamic decision domain \( r_d^j(t) (0 < r_d^j < r_j) \), each glowworm chooses individuals whose brightness is higher than itself to form its domain set \( N_i(t) \) by formula (2). The probability \( p_{ij}(t) \) of individuals \( i \) moving to the individuals \( j (j \in N_i(t)) \) in their domain set is calculated by formula (3).

Step 4: Selecting the object to move and updating the position \( x_i(t) \) of glowworm \( i \) according to formula (4).

Step 5: Updating the dynamic decision domain radius \( r_d^j(t) \) of glowworm \( i \) according to formula (5).

Step 6: Judging whether the algorithm reaches the maximum iterations or not. If not, turn to step 2; otherwise, end.

Due to the uneven distribution of the initial solution in the solution space, the algorithm is unstable, slow in convergence speed, and low in accuracy. In order to avoid the premature problem of GSO algorithm, the idea of Good Point Set (GPS) Theory is employed to generate the initial glowworm population with uniform distribution. At the same time, a new inertia weight function of glowworm moving is used to dynamically update the moving step length, i.e., adaptive step-size, so as to further improve the stability, convergence speed, and accuracy of the GSO algorithm.

2.2 Improved GSO Algorithm

2.2.1 Good Point Set Improved GSO Algorithm. The theory of good point set [23] was put forward by Luogeng and Wang in the book of number theory in approximate analysis. Good point set can provide better support for the calculation in high-dimensional spaces [24]. In [25], a glowworm optimization algorithm based on the good point set is proposed to optimize the initial weight and threshold of BP neural network, which is employed to solve the problem of agricultural drought evaluation. According to [23–25], the basic definition and structure of good point set are described as follows.

Definition 1. Let \( G_m \) be a unit cube in \( m \)-dimensional Euclidean space, which is expressed as \( \langle x \rangle = (x_1, x_2, \ldots, x_m), i = 1, 2, \ldots, m, 0 \leq x_i \leq 1. \)

Definition 2. According to number and dimension of the sample \( G_m \), a point set of the same size is generated as the target set \( P_n(i) = \{\langle x^i(1) \rangle, \langle x^i(2) \rangle, \ldots, \langle x^i(n) \rangle\}, 1 \leq i \leq n \}, \) where \( x^i(1) = c(e^i \ast i), 1 < j \leq m, \) and \( c(k) \) is the decimal part of \( k \). Compare the sample points \( \langle r \rangle = (r_1, r_2, \ldots, r_m) \) with the target set \( P_n(i) \), and Assume \( \varphi(n) = \sup N_m(r)/|r| \), where \( r \in G_m, N_m(\langle r \rangle) = N_m(r_1, r_2, \ldots, r_m), |\langle r \rangle| = r_1, r_2, \ldots, r_m, \) and \( \varphi(n) \) is known as the deviation of point set \( P_n(k) \).
Definition 3. Set \( \varphi(n) = C(\langle r \rangle, \varepsilon)n^{(1+\varepsilon)} \), where \( C(\langle r \rangle, \varepsilon)n^{(1+\varepsilon)} \) is a constant related to \( \varepsilon (\varepsilon > 0) \) and \( r \). \( \varphi(n) \) is also regarded as the deviation of \( P_n(k) \), and \( P_n(k) = \{x_1^*k, x_2^*k, \ldots, x_m^*k\} \), \( k = 1, 2, \ldots, n \). So the \( p_n(k) \) is considered as a good point set and \( r \) is a good point.

It can be seen from [25] that the order of error is only related to the number of samples and independent of the spatial dimension of samples, which provides a very good algorithm for high-dimensional approximation. The method based on good point set theory is better than the random method to generate the initial population, because the deviation of the good point set method is \( O(n^{-1+\varepsilon}) \), and the deviation of the random method is \( \varphi(n) = O(n^{-1/2} \log \log n)^{1/2} \).

Because of using the theory of good point set to construct the initial population of glowworm, its calculation accuracy is independent of the dimension. So using the method based on good point set theory to design the initial glowworm population uniformly can overcome the shortcomings of the traditional methods and can produce the initial population with better diversity.

The number of initial glowworm population is \( n \), and the method of taking the set of \( n \) good points in the \( m \)-dimensional space is defined as follows:

1. Generating good point set by exponential sequence method: \( r_k = \{e^k, 1 \leq k \leq s\} \).
2. Generating good point set by square root sequence method: \( r_k = \sqrt{P_k}, 1 \leq k \leq m \).
3. Generating good point set by circle Division method: \( r_k = (2 \cos 2\pi k/p), 1 \leq k \leq m \).

Using the good point set method to design the initial glowworm population uniformly can produce the initial population with better diversity. Figures 1–4 show the two-dimensional initial population distribution charts with the scale of 400 generated by the random method and the three good point set methods respectively. It can be seen directly from the figures that the data point distribution in good point set method is much more uniform than that of random points. The construction of the good points is independent of the space dimension and can be used to solve the high-dimensional problems. Because the number of points taken by the good point set method is the same, the distribution effect is the same. Therefore, a relatively good initial glowworm population can be obtained by mapping the generated good points to the target solution space of GSO algorithm.

2.2.2. Adaptive Step-Size Improved GSO Algorithm. In the GSO algorithm, each glowworm has a different search range determined by the sensing radius. GSO algorithm can find the global or local optimal solution, which depends on whether the individual can move within the sensing range. With the increase of the number of iterations, glowworm individuals tend to converge near the peak. At this time, if the distance between glowworm individuals and the peak is less than the moving step, the individual will move to the other side of the peak. If the iteration is repeated again, the glowworm individual will move to the other side of the peak. The individual still fails to reach the optimal peak at this time. The glowworm individual repeatedly moves around the peak, which is called oscillation phenomena. To solve this...
problem, it is necessary to adjust the step size dynamically according to the search results of different stages, so as to deal with the relationship among the global optimization ability, convergence speed, and optimization accuracy. Based on the idea of inertial weight of particle velocity in particle swarm optimization algorithm [26], the inertial weight function of glowworm displacement \( s(t) \) is defined, which is the function of iterations \( t \). The inertia weight function of moving step size is specifically defined as

\[
s(t) = s_1 - (s_1 - s_2) \left( \frac{t}{T_{\text{max}}} \right)^2, \tag{6}
\]

where \( s_1 \) is the minimum moving step size, \( s_2 \) is the maximum moving step size, and \( T_{\text{max}} \) is the maximum number of iterations.

The inertia weight function of glowworm moving step is shown in Figure 5. Therefore, the position update of the \( i \)-th glowworm is no longer carried out by formula (4) but by formula (7) in improved GSO algorithm:

\[
x_i(t + 1) = x_i(t) + s(t) \left( \frac{x_j(t) - x_i(t)}{x_j(t) - x_i(t)} \right). \tag{7}
\]

2.3. ELM. The traditional single hidden layer feedforward neural network model is mainly based on the algorithm of gradient descent, such as BP neural network algorithm. Its learning speed is difficult to meet the needs, and it is easy to lead to local optimal solution. In different application scenarios, parameters need to be adjusted.

In 2004, Huang et al. [27] proposed a new feedforward neural network, which is the extreme learning method (ELM). The ELM has some advantages in solving data fitting, regression, classification, pattern recognition, and other related problems [28] and has been widely used in cx-image processing [29], medical diagnosis [30], fault inspection [31] traffic sign recognition [32], and other fields. The ELM is a fast learning single-layer feedforward neural network algorithm based on Moore Penrose matrix theory.

Suppose the number of neurons in the hidden layer of ELM is \( L \) and the number of training samples is \( N \). There are \( N \) arbitrary samples \( (X_i, t_i) \), where \( X_i = (x_{i1}, x_{i2}, \ldots, x_{im}) \in \mathbb{R}^m, t_i = [t_{i1}, t_{i2}, \ldots, t_{im}] \in \mathbb{R}^m \). A single hidden layer neural network with \( L \) hidden layer nodes can be expressed as

\[
o_j = \sum_{i=1}^{L} \beta_i g(W_i \cdot X_j + b_i), \quad j = 1, 2, \ldots, N, \tag{8}
\]

where \( g(x) \) is the activation function, \( W_i = (w_{i1}, w_{i2}, \ldots, w_{im}) \) represents the input weight, \( \beta_i = (\beta_{i1}, \beta_{i2}, \ldots, \beta_{im}) \in \mathbb{R}^m \) is the output weight, \( b_i \) is the offset of the \( i \)-th hidden layer unit, and \( W_i \cdot X_j \) is Inner product of \( W_i \) and \( X_j \).

The learning goal of single hidden layer neural network is to minimize the output error, which can be expressed as

\[
\sum_{j=1}^{L} \| o_j - t_i \| = 0. \tag{9}
\]

That is, there are \( \beta_i, W_i, \) and \( b_i \), making

\[
\sum_{j=1}^{L} \beta_i g(W_i \cdot X_j + b_i) = t_j, \quad j = 1, 2, \ldots, N. \tag{10}
\]

It can also be expressed as

\[
H \beta = T, \tag{11}
\]

where \( H \) is the output of the hidden layer node; \( \beta \) is the output weight; and \( t \) is the expected output.
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neural network can be transformed into solving a linear system 

\[
H = \begin{bmatrix}
g(W_1 \cdot X_1 + b_1) & g(W_2 \cdot X_1 + b_2) & \cdots & g(W_L \cdot X_1 + b_L) 
g(W_1 \cdot X_2 + b_1) & g(W_2 \cdot X_2 + b_2) & \cdots & g(W_L \cdot X_2 + b_L) 
\vdots & \vdots & \ddots & \vdots 
g(W_1 \cdot X_N + b_1) & g(W_2 \cdot X_N + b_2) & \cdots & g(W_L \cdot X_N + b_L)
\end{bmatrix}_{N \times L} 
\]

(12)

\[
\beta = \begin{bmatrix}
\beta_1^T \\
\beta_2^T \\
\vdots \\
\beta_L^T \\
\end{bmatrix}_{1 \times L} 
\]

(13)

\[
T = \begin{bmatrix}
T_1^T \\
\vdots \\
T_N^T \\
\end{bmatrix}_{N \times m} 
\]

In order to train single hidden layer neural network, we hope to get \( \hat{\beta}, \hat{\theta}, \hat{b} \), making 

\[
\left\| H(\hat{\omega}, \hat{b})\hat{\beta} - T \right\| = \min_{W, \beta, b} \left\| H(w, b) - T \right\|. 
\]

(14)

where \( i = 1, 2, \ldots, L \), which is equivalent to minimizing the loss function: 

\[
E = \sum_{j=1}^{N} \left( \sum_{i=1}^{L} \beta_i g(W_i \cdot X_j + b_i) - t_j \right)^2. 
\]

(15)

The traditional learning algorithm based gradient needs to adjust all parameters in the process of iteration. In the ELM algorithm, once the input weight \( W_i \) and the bias \( b_i \) of the hidden layer are determined, the output matrix \( H \) of the hidden layer is uniquely determined [33]. Training single hidden layer neural network can be transformed into solving a linear system 

\[
H\hat{\beta} = T 
\]

and the output weight \( \hat{\beta} \) can be determined as 

\[
\hat{\beta} = H^+ T, 
\]

where \( H^+ \) is the Moore Penrose generalized inverse of the hidden layer output matrix, which is called pseudo inverse for short. Therefore, the learning process of ELM can be summarized into three points.

1. Input weight and hidden layer threshold are given randomly
2. According to the input of training data and the activation function of hidden layer, the output matrix \( H \) of hidden layer is calculated
3. According to the formula (16), the output weight of the network is calculated

3. Model of Credit Risk Measurement of Small and Micro Enterprises

3.1. Construction of Credit Risk Measurement Index System. Because the construction of credit risk measurement indicators of small and micro enterprises has three characteristics of big data problem [9]: granularity scaling, cross-border association, and global view, which also belongs to the problem related to big data. First of all, granularity scaling refers to the digitalization of credit problem elements of small and micro enterprises, and it can be scaled among different measurement index granularity levels. Secondly, cross-border association refers to the expansion of the factor space of the credit problem of small and micro enterprises. It is not only necessary to consider the conventional elements and domain perspectives of small and micro enterprises, but also emphasize “externality” and “cross-border”, which associate internal data (such as basic information and financial and nonfinancial and industry internal data of small and micro enterprises) with external data (social contact and e-commerce data of business owners or managers). Finally, the global view refers to the global nature of the definition and solution of the credit index problem of small and micro enterprises, emphasizing the control and interpretation of the overall picture of the relevant situation and its dynamic evolution.

Reftering to the credit indicator system used by Moody’s Investors Service and standard & Poor’s corporation, combined with the development characteristics of small and micro enterprises driven by big data, we pay full attention to the impact of the social platform and e-commerce platform data of enterprise owners on the credit status of small and micro enterprises. Credit status of enterprise operators, enterprise innovation ability, enterprise competitiveness, and staff quality are highlighted, so as to reasonably reflect the credit level of small and micro enterprises. 7 first-level indicators and 22 second-level indicators are selected. SPSS software is used for factor analysis to quantify the correlation between indicators, and principal component analysis is used to extract factors from indicators. Finally, 7 primary indicators and 10 secondary indicators are selected as credit risk measurement indicator systems, which is shown as Table 1.

3.2. Model of Credit Risk Measurement

3.2.1. Ideas of the Integrated Algorithm. ELM can randomly initial the connection weights and hidden threshold between input layer and hidden layer before training. ELM does not
need iterative learning many times and can directly calculate the least square solution of output weight matrix. Although the learning speed is fast and the parameter adjustment is simple, the robustness of the model will be greatly affected when there is noise or uneven distribution in the training data set [34]. In addition, since the input weights and hidden layer thresholds are randomly selected, ELM needs more hidden layer nodes than other feedforward neural networks, which affect the stability and generalization of the network. Therefore, IGSO is used to optimize the weight and threshold of ELM, and the ensemble strategy is carried out for the best weights and thresholds and the most reasonable number of hidden layer nodes.

The idea of IGSO-ELM integrated learning algorithm is to determine the structure of ELM according to the input and output parameters, so as to determine the coding length of each individual glowworm. Each individual in the population contains the initial weights and thresholds value of ELM. That is to say, the initial weights and thresholds of ELM are obtained by decoding the glowworm individuals in the IGSO algorithm; then the IGSO algorithm is used to optimize the weights and thresholds of ELM. Thus, a parallel and interactive learning algorithm of IGSO and ELM method is built. Finally, the optimal ELM weights and thresholds are obtained. The flow chart of the IGSO-ELM is shown in Figure 6.

3.3. Description of the Integrated Algorithm. The number of ELM input nodes is determined by the credit risk measurement index of small and micro enterprises. The number of hidden layer nodes is decided by the number of samples. The Output node indicates whether the credit record of small and micro enterprises is in default. The IGSO-ELM algorithm is implemented as follows:

Step 1. Encoding: The parameters of ELM, such as weight $W$, threshold $\theta$, and number of initial hidden layer nodes $N$, are considered as a glowworm to encode the real number. The population of glowworm is initialized by the theory of good point set. Calculate the output weights and create ELM network according to formulas (11)–(14) and (16).

Step 2. Initializing parameters: Set the size of glowworm population $n$, the initial fluorescein $l_0$, initial step length $s_1$, $s_2$, fluorescein volatility coefficient $\rho$, and fluorescein renewal rate $\gamma$ of each glowworm. Let the initial value of iteration counter $t = 0$. Set the maximum number of iterations iter max.

Step 3. Calculating glowworm fitness: Decode the glowworm, generate the weight and threshold of ELM, train and test the network to get the network test error (MAE), employ the error indices as the fitness of each glowworm, and update the fluorescein value of each glowworm by formula (1).

Step 4. Updating glowworm locations: Calculate the neighborhood set by formula (2), compute the moving probability by formula (3), and update the location of each glowworm $i$ based on moving direction of target object selected by roulette method and step length calculated by formula (6).

Step 5. Updating Decision radius: Update the sensing radius $r_d^i$ of glowworm $i$ according to formula (5).

Step 6. Judging: Judge whether output accuracy of ELM meet the end conditions or not; if it is achieved, the optimistic results are given to the ELM network to produce the output result, iteration ends; otherwise, judge whether reaches the maximum iterations or not, if not, turn to Step 3. Otherwise, end.

3.4. Model Performance Evaluation Index. The performance evaluation criterion of the model is an indispensable part of the measure model. The proper estimation of the measure model can evaluate the accuracy of different models, which allow different models to compare with each other and also be used to define warning threshold [35]. There are many error measures method to evaluate the matching degree between the model and the observation data, such as MAE (mean absolute error), RMSE (root mean square error), CA (Classification Accuracy), and $R^2$ (square correlation coefficient). The details are as follows:

$$\text{MAE} = \frac{1}{N} \sum_{i=1}^{N} |y_D(i) - y(i)|,$$  \hspace{1cm} (17)

$$\text{RMSE} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (y_D(i) - y(i))^2},$$  \hspace{1cm} (18)

$$R^2 = 1 - \frac{\sum_{i=1}^{N} (y(i) - \overline{y})^2}{\sum_{i=1}^{N} (y_D(i) - \overline{y}_D)^2},$$  \hspace{1cm} (19)

$$\text{CA} = \frac{C_t}{T_n} \times 100\%,$$  \hspace{1cm} (20)

where $y_D$ and $\overline{y}_D$ represent the measure value and the average measure value; $y$ and $\overline{y}$ represent the observed value and the average observed value; $C_t$ and $T_n$ represent the number of samples correctly classified and the number of test samples; $N$ represents the number of observation samples.

| Table 1: Description of index system. |
|---------------------------------------|
| **Index category**                   | **Specific index**       |
| Enterprise credit                    | $x_1$: sesame enterprise credit score |
| Development capacity                 | $x_2$: growth rate of total assets |
| Risk level                           | $x_3$: growth rate of owner’s equity |
| Profitability                        | $x_4$: financial leverage |
| Quality of enterprise owner          | $x_5$: net profit margin of total assets |
| Operating capacity                   | $x_6$: growth rate of return on net assets |
| Innovation ability                   | $x_7$: education level of enterprise owners |
|                                      | $x_8$: sales expense growth rate |
|                                      | $x_9$: sales expense rate |
|                                      | $x_{10}$: number of patents |
4. Experiment and Analysis

All the codes in this experiment are written on MATLAB r2013a software platform. The compiled PC parameters are Intel (R) core (TM) i7-7200U CPU 2.71 GHz, 8.00 GB memory, 64-bit Windows 10 operating system.

4.1. Performance of IGSO Algorithm Test Experiment. In order to verify the effectiveness of the IGSO algorithm based on good point sets theory and adaptive step length strategy, the following 10 benchmarks standard functions are selected for testing, as listed in Table 2. Among them, \( f_1 \) to \( f_5 \) are bidimensional functions and \( f_6 \) to \( f_{10} \) are multidimensional functions, with the dimension \( d = 20 \). To show the advantages of IGSO algorithm in solving multivalued functions, the study compared the IGSO algorithm with the traditional GSO algorithm as follows.

The parameters of the two GSO algorithms are setting as follows: the maximum iteration \( \text{iter}_{\text{max}} \) is set to 100. The population size \( n \) is set to 100. Set the initial fluorescein \( I_0 = 5 \), initial step length \( s = 0.5 \), \( s_1 = 0.9999 \), \( s_2 = 0.0001 \), fluorescein volatility coefficient \( \rho = 0.4 \), fluorescein renewal rate \( \gamma = 0.6 \), and field change rate \( \beta = 0.08 \) of each glowworm. The parameters of GSO and IGSO come from the value of experimental experience. The dynamic decision domain and perception radius of glowworm individuals have important influence on the results of the algorithm. Therefore, we focus on the experiment to determine the glowworm individual decision radius and perception radius when solving each Benchmark test function.

The initial perception domain and the dynamic decision domain for the test function \( f_1, f_2, \ldots, f_{10} \) are different, whose decision radius of glowworm individuals are 2.448, 2.548, 2.688, 2.448, 2.888, 35.048, 28.048, 30.048, 35.048, 30.048 respectively.

In Table 3, Best, Worst, Mean, and Var are used to record the best solution, the worst solution, the average solutions, and the variance of solutions for 30 times independent experiments. Figure 7 shows the convergence curve of the IGSO and GSO algorithms for 10 function \( f_1, f_2, \ldots, f_{10} \). The performance test results of IGSO algorithm are analyzed as follows:

(1) In terms of calculation accuracy, in 30 times repeated experiments, Table 3 shows that the best value, the worst value, and the average value of 10 functions solved by the IGSO algorithm are all better than those of the traditional GSO algorithm, which are basically close to their respective standard values.

(2) In terms of convergence speed, it can be seen from Figure 7 that the convergence speed of the IGSO algorithm for functions \( f_1, f_2, f_6, f_{10} \) is much faster than that of the GSO algorithm, but for functions \( f_6, \ldots, f_{10} \).

![Figure 6: The flow chart of the IGSO-ELM.](image)
\( f_2 \) and \( f_3 \) the convergence speed is the same as that of the GSO algorithm, which because functions \( f_6 \) and \( f_8 \) are multidimensional functions, and the search speed of two algorithms in high-dimensional space is much slower than that in two-dimensional space. The convergence speed of the IGSO algorithm for function \( f_2, f_5 \), and \( f_3 \) is much slower than that of the GSO algorithm. But the accuracy of the algorithm is better than that of the GSO algorithm.

(3) In terms of stability, from the variance value in Table 3, it can be seen that the GSO algorithm has a large difference in the 30 times solution results of function \( f_1, f_2, f_5, f_8 \), and \( f_{10} \), and the variance of IGSO algorithm is smaller than that of GSO algorithm for function \( f_1, f_2, f_5, \) and \( f_8 \). This is because the initial population of IGSO algorithm is generated by the good point set method, and the initial solution is the same every time the algorithm runs. It can also be seen from Figure 7 that there is a certain fluctuation in the algorithm curve during the iteration process.

By comparing the IGSO algorithm, GSO algorithm is less stable.

Take function \( f_8 \) for example, comparing with the original GSO algorithm, the best solution, the worst solution, and the average solution of the 30 times independent experiments for IGSO algorithm decreased by 7.456504e−15, 1.612441e−08, and 2.003430e−12, respectively. The corresponding solution of original GSO algorithm decreased by 1.322974e−14, 1.612441e−08, and 6.449133e−09 respectively. The performance of the IGSO algorithm is the best, which indicates the abilities of IGSO algorithm to approximate to the most optimal solutions. Besides, the variance of the solutions for GSO and IGSO algorithm decreased by 2.696393e−16, 1.531690e−17 respectively, which means the IGSO algorithm can generate more accurate solutions stably. It is because the IGSO algorithm is based on the uniform distributed initial population produced by good point set method and adaptive step-size strategy introduced by inertia weights, which made glowworm individuals in the algorithm keep an adaptive step-size to search for the optimal solution.

### Table 2: Description of the 10 benchmark functions.

| Name          | Expression                                                                 |
|---------------|-----------------------------------------------------------------------------|
| Bohachevsky   | \( f_1 = x_1^2 + 2x_2^2 - 0.3 \times \cos(3\pi x_1) \times \cos(4\pi x_2) + 0.3 \) |
| Rosonbrock    | \( f_2 = 100 \times (x_1^2 - x_2^2) + (1 - x_1)^2 \)                        |
| Matyas        | \( f_3 = 0.26 \times (x_1^2 + x_2^2) - 0.482x_1x_2 \)                       |
| Booth         | \( f_4 = (x_1 + 2x_2 - 7)^2 + (2x_1 + x_2 - 5)^2 \)                        |
| Ackley        | \( f_5 = (1.5 - x_1 + x_2)^2 + (2.5 - x_1 - x_2)^2 + (2.625 - x_1 + x_2)^2 \) |
| Rastrigin     | \( f_6 = \sum_{i=1}^{d} (x_i^2) - 10 \cos(3\pi x_i) + 10 \)                 |
| Dejong        | \( f_7 = \sum_{i=1}^{d} 100 \times (x_{i+1} - x_i)^2 + (1 - x_i)^2 \)       |
| Zakharov      | \( f_8 = \sum_{i=1}^{d} (x_i^2) + (\sum_{i=1}^{d} 0.5ix_i)^2 + (\sum_{i=1}^{d} 0.5ix_i)^4 \) |
| Griewank      | \( f_9 = (1/4000) \sum_{i=1}^{d} (x_i^2) + \prod_{i=1}^{d} \cos(x_i/\sqrt{i+1}) + 1 \) |
| Sphere        | \( f_{10} = \sum_{i=1}^{d} (x_i^2) \)                                    |

### Table 3: Results of 30 times independent experiments.

| Function | Algorithm | Best       | Worst      | Mean       | Var              |
|----------|-----------|------------|------------|------------|------------------|
| \( f_1 \) | GSO       | 5.714551e−05 | 1.357698e−02 | 2.663434e−03 | 8.017839e−06    |
|          | IGSO      | 2.502637e−07 | 1.234684e−03 | 2.009736e−04 | 9.760807e−08    |
| \( f_2 \) | GSO       | 1.420992e−04 | 3.564882e−02 | 7.118286e−03 | 7.676224e−05    |
|          | IGSO      | 7.677080e−08 | 2.221346e−03 | 2.191989e−05 | 1.864490e−07    |
| \( f_3 \) | GSO       | 1.222839e−08 | 5.271113e−05 | 1.113159e−05 | 2.846101e−10    |
|          | IGSO      | 1.198294e−08 | 1.188994e−05 | 1.263033e−06 | 1.971471e−10    |
| \( f_4 \) | GSO       | 2.260599e−06 | 1.572854e−04 | 4.585418e−05 | 1.992108e−07    |
|          | IGSO      | 1.717953e−07 | 1.958495e−04 | 2.995911e−05 | 2.124073e−08    |
| \( f_5 \) | GSO       | 1.765632e−07 | 5.693696e−04 | 1.690170e−04 | 2.202052e−08    |
|          | IGSO      | 1.772661e−08 | 1.295454e−05 | 1.700449e−05 | 1.248972e−09    |
| \( f_6 \) | GSO       | 1.369385e−02 | 8.083180e−01 | 1.081428e−01 | 2.499092e−02    |
|          | IGSO      | 1.291843e−04 | 5.871926e−01 | 9.335343e−03 | 2.571551e−04    |
| \( f_7 \) | GSO       | 2.567627e−08 | 3.065898e−03 | 2.598793e−04 | 4.499324e−07    |
|          | IGSO      | 1.019086e−07 | 1.821743e−03 | 1.832702e−04 | 1.182948e−08    |
| \( f_8 \) | GSO       | 1.132974e−14 | 8.152062e−08 | 6.449133e−09 | 2.696393e−16    |
|          | IGSO      | 7.456504e−15 | 1.612441e−08 | 2.003430e−12 | 1.531690e−17    |
| \( f_9 \) | GSO       | 3.492894e−02 | 1.771344e−01 | 8.484216e−02 | 9.609235e−04    |
|          | IGSO      | 3.345529e−03 | 2.298949e−02 | 1.376646e−02 | 2.255275e−05    |
| \( f_{10} \)| GSO     | 3.418968e−01 | 1.703352e+00 | 8.689655e−01 | 8.823356e−01    |
|          | IGSO      | 1.000030e−02 | 1.874430e+00 | 2.203945e+01 | 5.477851e−01    |
Figure 7: Convergence curves of the tested benchmark functions.
Therefore, the IGSO algorithm has dramatic global search ability.

In a word, compared with original the GSO algorithm, the IGSO algorithm has a great improvement in convergence speed and calculation accuracy, and the IGSO algorithm has some advantages in stability compared with GSO algorithm.

4.2. Empirical Analysis on Credit Risk of Small and Micro Enterprises

4.2.1. Data Collection. The credit data of small and micro enterprises in China are employed to test IGSO-ELM algorithm model. The experiment data span is from 2017 to 2018, which includes the following types of information: (1) personal information of legal person small and micro enterprises; (2) economic and financial ratio data of small and micro enterprises; and (3) current credit data of small and micro enterprises. Personal information of enterprise owners and financial and economic data are from CSMAR Taian Financial Research Database, and enterprise credit data are obtained from sesame credit business service platform. A total of 549 samples of small and micro enterprises have been obtained and processed. According to the definition of financial institutions, a loan is considered to be in default if it is overdue for more than 15 days. Among them, 308 small and micro enterprises did not have loan default, accounting for 56.11%, and the remaining 214 small and micro enterprises have different degrees of loan default, accounting for 43.89%. In order to effectively compare the classification models (BPNN, ELM, ABC-ELM, PSO-ELM, GSO-ELM, and IGSO-ELM), the data set is randomly divided into two disjoint subsets, of which 75% are training subsets and 25% are testing subsets. 10 cross tests are used for each model. The advantage of cross testing is that the credit model can contain the available data (75% of the samples) to the maximum extent.

4.2.2. Experimental Design. According to the research results in Section 4.1, 10 indexes are selected as the input layer of ELM neural network, the hidden layer of 10 nodes, and corresponding to the output layer of one node. So the ELM network structure is 10-10-1. To verify the efficiency of IGSO-ELM model, BPNN model, ELM model, ABC-ELM model, GSO-ELM model, and PSO-ELM model are constructed for credit risk measurement analysis. Parameters of ELM related models are set as follows: the reconstructed data are normalized between [0, 1]. The sigmoid function is employed as the activation function. The type of ELM is set to classification mode.

The parameters of model related to IGSO and GSO algorithms are set as the population size $n = 100$, the maximum iterative number $\text{iter max} = 50$, the initial fluorescent $l_0 = 5$, initial step length $s = 0.3$, $s_1 = 0.99999$, $s_2 = 0.00001$, fluorescent volatility coefficient $\rho = 0.4$, fluorescent renewal rate $\gamma = 0.6$, and field change rate $\beta = 0.08$ of each glowworm. The initial perception domain and the dynamic decision domain are the same, which are 58.248.

For BPNN model, the initial weights and thresholds are obtained by Marquardt Levenberg. The transfer functions of hidden layer and output layer are sigmoid function and linear function, respectively. Among them, the number of training iterations of BPNN model is $10^4$, the MSE target is $10^{-2}$, and learning rate is $10^{-3}$. The number of hidden layer nodes in BPNN and ELM models is determined by step trial calculation. According to the size of training samples, the number of hidden layer nodes is increased in turn. The number of hidden layer nodes is determined when the classification accuracy reaches the maximum. The calculation results show that the number of hidden layer nodes of ELM model is 20.

For ABC-ELM algorithm [36], the parameters of model related to ABC algorithms are set as the population size $n = 100$, the number of employed foragers and onlookers are $n/2$, the limits of food sources Limit is set to 50, and the maximum iterative number is set to 50.

For PSO-ELM algorithm [37], the parameters of model related to PSO algorithm are set as the population size $n = 100$. The acceleration factors $C1$ and $C2$ are all set to 2, and other parameters of PSO algorithm are set as follows: maximum velocity $V_{\text{max}} = 0.5$, minimum velocity $V_{\text{min}} = -0.5$.

IGSO-ELM starts from the initial hidden node 5 and gradually increases the number of hidden nodes, which optimizes the sample classification accuracy. Determine the number of hidden nodes of IGSO-ELM as 20, which is shown as Figure 8. Thus, the structure of BPNN model, ELM model, ABC-ELM model, GSO-ELM model, and IGSO-ELM model are all 10-20-1.

In order to compare the convergence effect of IGSO-ELM model, GSO-ELM model, PSO-ELM model, and ABC-ELM model, Figure 9 shows the relationship between the fitness value, i.e. MSE (mean square error) and the number of iterations for four model. It can be seen from Figure 9 that the IGSO-ELM model reduces the number of iterations and can find a stable solution close to the best goal. The main reason is that the initial population based on the theory of good point set and the dynamic adjustment of the moving step length can improve the global search ability of glowworm population.

In Table 4, Best, Worst, Mean, and Var are used to record the best solution, the worst solution, the average solutions, and the variance solutions of BPNN model, ELM model, ABC-ELM mode, PSO-ELM mode, GSO-ELM mode, and IGSO-ELM mode for 10 times independent experiments of ABC-ELM, PSO-ELM, GSO-ELM, and IGSO-ELM algorithms. The test set output results of the six models are shown in Figure 10. The performance test results of six models are analyzed as follows.

Firstly, it can be seen from Table 4 that compared with the other five models, the best, worst, and average solutions of the IGSO-ELM model with 10 independent experiments are 92.7273, 85.4545, and 88.8951, respectively, which are better than the corresponding solutions of the other five models.

Secondly, compared with ABC-ELM model, PSO-ELM model, GSO-ELM model, and IGSO-ELM model, BPNN model and ELM model which are two kinds of single hidden layer feedforward neural network have lower classification accuracy. The best classification accuracy of BPNN model is just 50%, and the best classification accuracy of ELM model
is only 81%, which shows that it is a very correct choice to optimize single hidden layer feedforward neural network model by using various swarm intelligence optimization algorithms to improve the classification accuracy.

Finally, it can be seen from Table 4 that the variance values of BPNN and ELM models are far greater than those of ABC-ELM, PSO-ELM, GSO-ELM, and IGSO-ELM models, which indicates that the stability of BPNN and ELM models is relatively poor compared with the other four models. The variance value of IGSO-ELM model is the smallest compared to those of ABC-ELM, PSO-ELM, GSO-ELM models, which indicates that IGSO-ELM model is more stable than the other three combination models. This is because the IGSO algorithm generates the initial population by using the good point set method, which can greatly improve the performance of the whole IGSO-ELM model.

In order to better illustrate the advantages of IGSO-ELM model, three commonly used evaluation indexes of machine learning, which are MAE, RMSE, and $R^2$, are selected. MAE (mean absolute error) is the mean absolute error, which means the average absolute error between the predicted value and the observed value; RMSE (root mean square error) is the sample standard deviation of the difference (called residual) between the predicted value and the observed value. RMSE is used to illustrate the degree of sample dispersion; $R^2$ is Nick name of the determination coefficient or the square correlation coefficients, which measures the fraction of the total variation in the dependent variable that is explained by the independent variable.

It can be seen from Table 5 that the square correlation coefficients $R^2$ of BPNN, ELM, ABC-ELM, PSO-ELM, GSO-ELM, and IGSO-ELM model are NaN, 0.3888, 0.5952, 0.6668, 0.6261, and 0.7105, respectively. The $R^2$ value of ELM model is larger than that of BPNN model, and the values of MAE and MSE are smaller than that of BPNN model, which shows ELM model has higher classification accuracy and better generalization performance compared with BPNN model based on gradient descent method.

In Table 5, the classification accuracy (CA) of ABC-ELM, PSO-ELM, and GSO-ELM models is higher than that of ELM model, which shows that swarm intelligent algorithm plays a good role in improving the prediction accuracy of ELM. In addition, the classification accuracy of IGSO-ELM model is higher than that of ABC-ELM, PSO-ELM, and GSO-ELM models, which shows the correctness of the improvement direction of ELM algorithm and the good performance of IGSO-ELM model in credit risk measurement of micro and small enterprise.
5. Conclusion

Because of the lack of reliable financial statements and operating records, small and micro enterprises are facing financing difficulties, which has become an important factor restricting the development of small and micro enterprises. The credit status of small and micro enterprises plays an important role in their financing, so it is of great significance to study the credit risk measurement of small and micro enterprises. Therefore, a credit risk measurement model was proposed in this paper based on the improved GSO algorithm and ELM algorithm. Firstly, according to the growth and development characteristics of small and micro enterprises in the big data environment, the formation mechanism of credit risk of small and micro enterprises was analyzed from the perspective of granularity scale driven by big data, cross-border correlation, and global perspective, and a comprehensive evaluation index system was built by summarizing and analyzing the factors influencing credit evaluation indicators. Secondly, the traditional GSO algorithm was improved by good point set theory and variable step size strategy, and 10 benchmark standard functions were selected to test effectiveness of the IGSO algorithm. Experimental results show that the IGSO algorithm had great improvement in stability, accuracy, and convergence speed compared with the GSO algorithm. So, the integrated algorithm based on the improved GSO and ELM was established. The number of hidden layer nodes in ELM is determined by step-by-step trial method, and then the weight and threshold of ELM are optimized by the improved GSO algorithm in this integrated algorithm. Finally, ELM is a simple and effective method to establish the credit risk measurement model of small and micro enterprises which is verified by simulation experiment. Thus, a credit risk measurement model of small and micro enterprises based on IGSO-ELM integrated algorithm was proposed. The sample data of small and micro enterprises in China are collected, and the simulation experiment is carried out with MATLAB software tool. The experimental results showed that the model was effective, feasible, and accurate compared with the BPNN model, ELM model, ABC-ELM model, PSO-ELM model, and GSO-ELM model. The research results of this paper can provide a reference for solving the problem of credit risk measurement of small and micro enterprises and also lay a solid foundation for the theoretical research of credit risk management.

| Name       | MAE   | RMSE  | R²    | CA    |
|------------|-------|-------|-------|-------|
| BPNN       | 0.4909| 0.7006| NaN   | 50.9091|
| ELM        | 0.1818| 0.4264| 0.3686| 81.8182|
| ABC-ELM    | 0.1091| 0.3303| 0.5952| 89.0909|
| PSO-ELM    | 0.0909| 0.3015| 0.6668| 90.9091|
| GSO-ELM    | 0.0909| 0.3015| 0.6261| 90.9091|
| IGSO-ELM   | 0.0727| 0.2697| 0.7105| 92.7273|

| Table 5: Performance of 6 machine learning models. |
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