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Abstract—In this paper we study a simple question: when are dynamic relaying strategies essential in optimizing the diversity-multiplexing tradeoff (DMT) in half-duplex wireless relay networks? This is motivated by apparently two contrasting results even for a simple 3 node network, with a single half-duplex relay. When all channels in the system are assumed to be independent and identically fading, a static schedule where the relay listens half the time and transmits half the time combined with quantize-map-and-forward (QMF) relaying is known to achieve the full-duplex performance. However, when there is no direct link between the source and the destination, a dynamic decode-and-forward (DDF) strategy is needed to achieve the optimal tradeoff. In this case, a static schedule is strictly suboptimal and the optimal tradeoff is significantly worse than the full-duplex performance. In this paper we study the general case when the direct link is neither as strong as the other links nor fully non-existent, and identify regimes where dynamic schedules are necessary and those where static schedules are enough. We identify four qualitatively different regimes for the single relay channel where the tradeoff between diversity and multiplexing is significantly different. We show that in all these regimes one of the above two strategies is sufficient to achieve the optimal tradeoff by developing a new upper bound on the best achievable tradeoff under channel state information available only at the receivers. A natural next question is whether these two strategies are sufficient to achieve the DMT of more general half-duplex wireless networks with a larger number of relays. We propose a generalization of the two existing schemes through a dynamic QMF strategy, where the relay listens for a fraction of time depending on received CSI but not long enough to be able to decode. We show that such a dynamic QMF (DQMF) strategy is needed to achieve the optimal DMT in a parallel channel with two relays, outperforming both DDF and static QMF strategies.

Index Terms—Diversity-Multiplexing Tradeoff, Half-Duplex, Relay Networks, Relay scheduling, Dynamic-Decode-Forward, Quantize-Map-Forward.

I. INTRODUCTION

Diversity-multiplexing tradeoff (DMT) [3] captures the inherent tension between rate and reliability over fading channels. It has been used to demonstrate the value of relays in making wireless networks [4], [5], [6], [7]. The two critical issues that complicate the problem in relay networks is who knows what channel state and whether nodes can listen and transmit at the same time (i.e., half or full duplex). The DMT of full-duplex (AWGN) wireless networks can be fully characterized, even with only receiver channel knowledge, which can be forwarded to the destination. For any statistics of the channel fading and any network topology, it can be achieved by a quantize-map-and-forward (QMF) strategy introduced in [8]. This is a simple consequence of the fact that QMF achieves the capacity of wireless relay networks within a constant gap without requiring (transmit) channel state information (CSI) at the relays.

In current wireless systems, however, nodes operate in a half-duplex mode, i.e., they can not simultaneously transmit and receive signals on the same frequency band. Designing DMT optimal strategies for half-duplex networks is more challenging as it also involves an optimization over the listen and transmit schedules for the relays, which could be dynamic, i.e., dependent on the received signals and the channel state. Another challenge in a fading environment is that transmit CSI is typically unavailable at the nodes; this necessitates the design of relay listen-transmit schedules that are either static or depend only on local receive CSI for dynamic schedules. These challenges have contributed to the difficulty in characterizing the optimal DMT of general half-duplex relay networks, which remains an open problem. Even in the special cases where the DMT has been characterized, the understanding of what necessitates dynamic schedules is incomplete.

Consider the simplest case where the communication between a source and a destination is assisted by a single half-duplex relay. Two settings for a single relay network have been considered and characterized in the literature:

- When all links (source-destination, source-relay, relay-destination) are independent and identically fading (see Figure 1(a)), [9] shows that the optimal DMT is achieved by the QMF scheme with a fixed RX-TX schedule for the half-duplex relay that does not depend on the channel

Fig. 1: (a) Single relay network, (b) Line relay network
Fig. 2: (a) Single half-duplex relay channel, (b) Parallel half-duplex relay network

realizations. Here, the relay listens half of the total duration for communication, then quantizes and maps its received signal to a random codeword and transmits it in the second half. We call this strategy static QMF in the sequel. The performance meets the full-duplex DMT.

- When there is no link between the source and the destination, the single relay channel of Figure 1(a) reduces to the line topology in Figure 1(b). In this case, [10] shows that the optimal DMT is achieved by a dynamic decode-and-forward (DDF) strategy at the relay introduced in [11]. In DDF, the relay listens until it gathers enough mutual information to decode the transmitted message so its RX time is dynamically determined as a function of its incoming channel realization and the targeted rate [11].

The optimal performance does not reach the full-duplex DMT.

The two results suggest two different conclusions. While the first result suggests that fixed schedules are sufficient to achieve the optimal DMT with a half-duplex relay, even the full-duplex performance, the second result establishes the necessity of dynamic scheduling, which, even though DMT optimal, does not meet the full-duplex performance. In a practical setup, the source-destination link can be expected to be neither as strong as the relay links (as in the first setup in Figure 1(a)) nor fully non-existent (as in the second setup in Figure 1(b)). Given the difference in the nature of the optimal strategies in the two extremal cases, it is not clear which of these two strategies would be optimal in a general setting where channel strengths are arbitrary; or whether we need new strategies to achieve the optimal DMT in the general case.

In this paper we answer these questions in the context of two topologies: (i) a relay channel where the direct link is neither as strong as the other links nor fully non-existent, i.e., where the different links scale differently. (ii) a parallel relay network which demonstrates the necessity for a new dynamic QMF strategy. In the single relay channel, we demonstrate that the static QMF scheme and DDF scheme are optimal in different regimes. We describe this in more detail below.

Let \((a, b, c)\) be the exponential orders of the average SNR’s of the source-relay (S-R), relay-destination (R-D) and source-destination (S-D) channels respectively and \(r\) be the desired multiplexing rate. See Figure 2(a). We show that:

- when \(c \geq \min(a, b)\), i.e. when the S-D link is as strong as or stronger than one of the relay links, static QMF achieves the full-duplex DMT. The result of [9] corresponds to the special case \((a, b, c) = (1, 1, 1)\).
- when \(c < \min(a, b)\), i.e. the S-D link is weaker than both the relay links but \(r \leq c\), then the full-duplex DMT can still be achieved by static QMF.

The remaining regime is when \(c < \min(a, b)\) and \(r > c\), i.e. when the direct link is weaker than one of the relay links but is not sufficient alone to provide the desired multiplexing gain. To simplify the analysis, we concentrate on the case where \(a = b = p\). We show that:

- when \(r \geq p/2\), static QMF is again DMT optimal. It does not achieve the full-duplex DMT in this case, but it does achieve the best DMT under the more optimistic assumption that the TX-RX schedule can be optimized based on the knowledge of all instantaneous channel realizations in the network (i.e. global CSI at the relay). The result implies that this additional CSI is not needed. The largest achievable multiplexing gain is given by \(\frac{p+c}{2}\).
- when \(c < r < p/2\), we show that DDF achieves the optimal DMT under local receive CSI. In this case, global CSI can improve the DMT. To the best of our knowledge, this is the first upper bound on the DMT trade-off under limited CSI. The result of [10] corresponds to the special case \((a, b, c) = (1, 1, 0)\), which falls in this regime.

These conclusions are summarized in Figure 3.

The fact that DDF is optimal for small multiplexing gains and QMF with a fixed schedule is optimal for large multiplexing gains is qualitatively similar to the case when the relay is equipped with multiple antennas but with identical fading for each link [12], [13]. However, the two settings and the resultant trade-offs are quite different. For example, here in the very low multiplexing gain regime, QMF with a fixed schedule also becomes optimal. Also in the intermediate multiplexing gain regime DDF is optimal but cannot achieve the global CSI upper bound. Moreover, for this regime we needed to prove a new outer bound for the DMT under (local) limited CSI. These ideas make the results distinct from the multiple antennas case studied in [12], [13].

The above discussion shows that static QMF and DDF are sufficient to achieve the optimal trade-off in the single-relay channel when \(a = b\). Moreover, in all other scenarios studied in the literature such as [14], [15] where the optimal DMT is achieved by another strategy, it can be shown that either DDF or static QMF is also optimal with the added benefit of avoiding extra requirements on transmit CSI at the relays. Therefore, the current results in the literature for half-duplex relay networks (including our result above) exhibit the following dichotomy: in all cases where the DMT of half-duplex relay networks is known it is either achieved by DDF where the relay waits until it can fully decode the source message, or by QMF with a fixed schedule independent of the channel realizations. A natural question is whether these strategies are enough for half-duplex relay networks.

We demonstrate that the answer is negative by developing a dynamic QMF (DQMF) scheme where a relay listens for a fraction of time determined by its receive CSI that is not necessarily long enough to allow decoding of the transmitted message. The relay then quantizes, maps and forwards the received signal as in the original QMF [8]. We show that for a specific configuration of two parallel relays given in
Our contributions are summarized as follows:

- demonstrating that DDF or static QMF are sufficient to get the optimal DMT when \(a = b\) (see Figure 2(a) and Theorem 1), and identify the corresponding regimes of the single relay channel.
- a new outer bound for the DMT of the single-relay channel, when there is only local CSI (see Lemma 4).
- the necessity of a dynamic QMF strategy using a parallel relay network topology (see Theorem 2). We also give numerical evidence suggesting its importance in the single-relay channel when \(a \neq b\) (see Section V).

The paper is organized as follows. In Section II we formulate the problem, establish the models and notation and describe some preliminaries used in the paper. We state the main results in Section III We prove the DMT optimality of DDF or static QMF for the single-relay channel when \(a = b\) in Section IV We briefly discuss the case when \(a \neq b\) in Section V. We give the proof for the necessity of DQMF for parallel relay networks in Section VI. We end with a brief discussion in Section VII. Several of the proof details are given in the Appendices.

II. Model and Preliminaries

A. Model

We consider wireless networks where a source and a destination want to communicate with the help of half-duplex relays. In this paper, we consider the two configurations depicted in Figure 2(a) and 2(b). In the setup in Figure 2(a) the source transmission is broadcasted to the relay and the destination, while the source and relay transmissions superpose at the destination. The relay is half-duplex and all nodes are equipped with a single antenna. All channels are assumed to be flat-fading with Rayleigh-distributed gains, i.e. the channel gains of the S-R, R-D and S-D links are of the form \(h_{SR} \rho_{SR}^{\alpha}, h_{RD} \rho_{RD}^{\beta}, h_{SD} \rho_{SD}^{\gamma}\) respectively, where \(h_{SR}, h_{RD}, h_{SD}\) are i.i.d. circularly-symmetric complex Gaussian random variables \(CN(0,1)\) and \(a, b, c \geq 0\). The additive noise at every receiving node is assumed to be i.i.d. \(CN(0,1)\) and independent across the nodes. Thus, \(\rho_{SR}, \rho_{RD}\) and \(\rho_{SD}\) correspond to the average SNR’s of S-R, R-D and S-D links and \(a, b, c\) are their exponential orders which can be different due to different path-loss and shadowing experienced by different links (see also [16]). We also define the exponential orders of the instantaneous SNR’s for the three links as

\[
\alpha \triangleq \frac{\log(h_{SR}^2 \rho_{SR}^a)}{\log \rho},
\beta \triangleq \frac{\log(h_{RD}^2 \rho_{RD}^b)}{\log \rho},
\gamma \triangleq \frac{\log(h_{SD}^2 \rho_{SD}^c)}{\log \rho}.
\]

These definitions are used extensively in the proofs in the following sections.

So, if \(x_s[t], x_r[t]\) denote the signals transmitted by the source and the relay respectively at time \(t\), and \(y_r[t]\) and \(y_d[t]\) denote the signals received by the relay and the destination respectively, then the input-output relationships are given as follows:

If the relay is listening at time \(t\):

\[
\begin{align*}
y_r[t] &= h_{SR}[t] \rho_{SR}^{\alpha} x_s[t] + z_r[t] \\
y_d[t] &= h_{SD}[t] \rho_{SD}^{\gamma} x_s[t] + z_d[t]
\end{align*}
\]

If the relay is transmitting at time \(t\):

\[
\begin{align*}
y_r[t] &= 0 \\
y_d[t] &= h_{SD}[t] \rho_{SD}^{\gamma} x_s[t] + h_{RD}[t] \rho_{RD}^{\beta} x_r[t] + z_d[t],
\end{align*}
\]

where \(z_r[t]\) and \(z_d[t]\) denote the additive noise at the relay and the destination respectively and the transmit signals are subject to a unit power constraint. We assume quasi-static fading, i.e. the channel gains remain constant over the duration of the codeword and change independently from one codeword to another. Local channel realizations are known at the receivers but not at the transmitters, i.e. the relay can track the realization of the source-relay link (and communicate it to the destination) but can not track the relay-destination link. Similarly, the source node is not aware of the realizations of its outgoing channels. We also assume that the codeword lengths are large enough so that an error occurs only when the channel is in outage.

A sequence of codes \(\{C(\rho^a, \rho^b, \rho^c)\}\) indexed by \(\rho\) with rate \(R(\rho^a, \rho^b, \rho^c)\) and average error probability \(P_e(\rho^a, \rho^b, \rho^c)\) for a given \((a, b, c)\) is said to achieve a multiplexing gain \(r\) and
diversity gain $d$ if

$$
\begin{align*}
\lim_{\rho \to \infty} \frac{R(\rho^a, \rho^b, \rho^c)}{\log \rho} &= r, \\
\lim_{\rho \to \infty} \frac{\log P_r(\rho^a, \rho^b, \rho^c)}{\log \rho} &= -d.
\end{align*}
$$

(2)

For each multiplexing gain $r$, the supremum $d(r)$ of diversity gains achievable over all families of codes is called the diversity-multiplexing tradeoff (DMT) of the half-duplex $(a, b, c)$-relay channel and is denoted by $d^*(r)$.

In the setup of Figure 2(b), the source communicates to the destination through two half-duplex parallel relays $R_1$ and $R_2$. By parallel, we mean that there is no broadcasting from the source and no superposition at the destination and all links are independent of each other. This setup is different from the diamond network which has a similar topology. In the diamond network, the first hop resembles a Gaussian broadcast channel and the second hop resembles a Gaussian multiple-access channel, whereas the parallel relay setup we consider is composed of four orthogonal point-to-point channels. As before, nodes only know their incoming (receive) channel states and not the outgoing channel states. Here, we only focus on the case where all channels have the same average SNR $\rho$, which turns out to be sufficient for demonstrating the necessity of a dynamic QMF strategy, i.e. the channel gains of the S-R1, S-R2, R1-D and R2-D links are of the form $h_{sr1}\rho^{1/2}$, $h_{sr2}\rho^{1/2}$, $h_{rd}\rho^{1/2}$, and $h_{rd}\rho^{1/2}$ respectively where $h_{sr1}, h_{sr2}, h_{rd}, h_{rd}$ are i.i.d. circularly-symmetric complex Gaussian random variables $CN(0, 1)$. Thus, the average SNR of each of the four links is equal to $\rho$. If $x_{sr1}[t], x_{sr2}[t]$ denote the signals transmitted by the source to the two relays respectively and $x_{r1}[t], x_{r2}[t]$ denote the signals transmitted by the two relays at time $t$, then the received signals $y_{r1}[t], y_{r2}[t]$ by the relays and $y_{d1}[t], y_{d2}[t]$ by the destination are given as follows:

If relay $i$ is listening at time $t$:

$$
\begin{align*}
y_{r_i}[t] &= h_{sr_i}[t]\rho^{1/2}x_{sr_i}[t] + z_{r_i}[t] \\
y_{d_i}[t] &= 0
\end{align*}
$$

If relay $i$ is transmitting at time $t$:

$$
\begin{align*}
y_{r_i}[t] &= 0 \\
y_{d_i}[t] &= h_{rd}[t]\rho^{1/2}x_{r_i}[t] + z_{d_i}[t],
\end{align*}
$$

for $i = 1, 2$, where $z_{r_1}[t], z_{r_2}[t]$ and $z_{d_1}[t], z_{d_2}[t]$ denote the additive noise at the two relays and the destination respectively and transmit signals are again subject to a unit power constraint. As in the previous setup, we assume quasi-static fading and sufficiently large codeword lengths. For this setup, we are interested in a sequence of codes $C(\rho)$ for this setup indexed by $\rho$ with rate $R(\rho)$ and probability of error $P_r(\rho)$ achieving a multiplexing gain $r$ and diversity gain $d$ defined analogously to (2). For each multiplexing gain $r$, the supremum $d(r)$ of diversity gains achievable over all families of codes is called the diversity-multiplexing tradeoff (DMT) of the parallel relay network and is denoted by $d^*(r)$.

B. Preliminaries

In this subsection, we describe some results on capacity approximation that will be used in the proofs. In [8], it was shown that for a Gaussian relay network, a quantize-map-forward (QMF) strategy can achieve rates that are within a constant gap of the capacity of the network. We specialize these results in this subsection to the setup in Figure 2(a).

Analogous results also apply for the setup in Figure 2(b) and they are provided wherever required in Section VI.

First, consider the case when the relay in Figure 2(a) is full-duplex and the channel realizations $h_{sr}, h_{rd}$ and $h_{sd}$ are known to all the nodes. An upper-bound $C_u(\rho^a, \rho^b, \rho^c)$ on the capacity of this network is given by

$$
C_u(\rho^a, \rho^b, \rho^c) = \min \{ \log (1 + |h_{sr}|^2 \rho^a + |h_{sd}|^2 \rho^c), \log (1 + (|h_{rd}|^2/2 + |h_{sd}|^2 \rho^c)^2) \},
$$

(3)

which is obtained by relaxing the standard information-theoretic cutset bound for this channel by exchanging the maximization over all joint input distributions and minimization over all cuts. The QMF scheme from [8] can achieve all rates upto

$$
C_u(\rho^a, \rho^b, \rho^c) - \kappa,
$$

(4)

where $\kappa$ is a constant that is independent of the SNR and the channel realizations. No transmit CSI is required by this scheme and therefore can be applied as it is in our current outage setting.

Consider now the case of a half-duplex relay. In this case, the cutset bound and the QMF achievable rate depend on what channel state information (CSI) is assumed at the relay. In each case however, we have a constant gap result similar to the full-duplex case.

If the half-duplex relay is assumed to follow a fixed (non-random) listen-transmit schedule, that is independent of the channel realizations in the network, where it listens for a fixed $t$ fraction of the total time and transmits in the remaining $1-t$ fraction, then [5] given at the top of the next page gives an upper bound on the achievable rate.

The rate $R_{QMF}$ achieved by QMF with a fixed listen-transmit schedule where the relay listens for a fraction $t$ of the time is lower bounded in [8] Section VIII-C as

$$
R_{QMF} \geq C_{h,d}(\rho^a, \rho^b, \rho^c) - \kappa
$$

(6)

where $\kappa$ as before denotes a constant independent of SNR and the channel realizations. Maximizing over all choices of $t$ yields the best rate achievable by QMF with such fixed transmit-receive schedules.

In general, the listen-transmit schedule of the relay can be random, in which case information can be transmitted through the sequence of listen-transmit states, and/or dynamic, in which case it can depend on the instantaneous realizations of the channel coefficients. Consider the case when the relay has global CSI, i.e. it knows all the instantaneous realizations $h_{sd}, h_{sr}$ and $h_{rd}$ of the channels in the network. An upper
bound on the capacity of the half-duplex \((a, b, c)\)-relay channel with global CSI is given by \([17]\) Section VI as
\[
\max_{t(h_{sd}, h_{sr}, h_{rd})} C_{h,d}(p^a, p^b, p^c) + G
\]
where \(G\) is a constant independent of SNR and channel realizations and \(C_{h,d}\) is given in (5). Here \(t\) is the fraction of time relay listens to the source transmission but is now allowed to be a function of \(h_{sd}, h_{sr}\) and \(h_{rd}\). It is also shown in \([17]\) that a fixed dynamic QMF scheme with the same choice for \(t\) that maximizes \(C_{h,d}(p^a, p^b, p^c)\) achieves rates that are within a constant gap of the above upper-bound, i.e. all rates less than \(\max_{t(h_{sd}, h_{sr}, h_{rd})} C_{h,d}(p^a, p^b, p^c) - \kappa\) are achievable by a fixed dynamic QMF scheme utilizing global CSI.

Finally, when the relay only has receive CSI (CSR), i.e. it only knows the channel realization \(h_{sr}\), an upper-bound and achievable lower-bound on the capacity of the relay channel can be obtained by adapting the proof in \([17]\) Section VI to the case of limited CSI. Now, the choice of the listening time \(t\) can only be a function of \(h_{sr}\). Hence, we get the upper-bound on the capacity as \(\max_{t(h_{sr})} C_{h,d}(p^a, p^b, p^c) + G\) and lower-bound achievable by QMF as \(\max_{t(h_{sr})} C_{h,d}(p^a, p^b, p^c) - \kappa\).

### III. Main Results

The main results of the paper regarding the two setups introduced in the earlier section are summarized in the following two theorems.

**Theorem 1.** The generalized DMT of the \((a, b, c)\)-relay channel with \(a = b = p\) is given by
\[
d^*_{(p,p,c)}(r) = \begin{cases} 
(p - r)^+ + (c - r)^+ & \text{if } c \geq p, \\
 p + c - 2r & \text{if } c < p, r \leq c, \\
 p - \frac{(p-c)r}{p-r} & \text{if } c < p, c < r < \frac{p}{2}, \\
 p + c - 2r & \text{if } c < p, \frac{p}{2} \leq r \leq \frac{p-c}{2},
\end{cases}
\]
where the optimal strategy for the first, second and fourth cases is static QMF with a half-TX half-RX schedule. In the third case, the DMT is achieved by a dynamic decode and forward strategy.

The result of [9] corresponds to the special case \((a, b, c) = (1, 1, 1)\), which falls in the first regime, while the result of [10] corresponds to the special case \((a, b, c) = (1, 1, 0)\), which falls in the third regime. The above results uncover two other regimes where static QMF with a half-TX half-RX schedule is optimal. Note that the performance reaches the full-duplex DMT only in the first two regimes.

**Theorem 2.** The DMT of the parallel relay network in Figure 2(b) (in which the average SNR’s of the four orthogonal links are all equal to each other) is given by
\[
d^*_{a}(r) = \begin{cases} 
2 - \frac{r}{1-r} & 0 \leq r < \frac{1}{2}, \\
2(1-r) & \frac{1}{2} \leq r \leq 1.
\end{cases}
\]
where in the first case the optimal DMT is achieved by a dynamic QMF scheme and in the second case it is achieved by a static QMF scheme with a half-TX half-RX schedule. In both regimes DDF is sub-optimal.

Section IV and VI are devoted to the proofs of the two theorems.

### IV. The Half-Duplex \((a, b, c)\)-Relay Channel When \(a = b\)

In this section, we prove Theorem 1 in a number of steps. Each step is summarized in a lemma.

**A. The Full-Duplex DMT**

We first derive the generalized diversity-multiplexing trade-off of the full-duplex \((a, b, c)\)-relay channel. This serves as an upper bound for the optimal DMT of the corresponding half-duplex channel.

**Lemma 1.** The diversity-multiplexing tradeoff of the full-duplex \((a, b, c)\)-relay channel is given by
\[
d_{f,d}(r) = (\min(a, b) - r)^+ + (c - r)^+.
\]
where \(a^+ = \max(a, 0)\).

**Proof:** For the full-duplex relay channel at hand, since reliable communication at rates larger than the upper bound...
of error for any strategy is lower bounded by some fixed $\epsilon > 0$ when the target rate at the transmitter $r \log \rho$ turns out to be larger than $C_u(\rho^a, \rho^b, \rho^c)$. Therefore, the probability of error for any strategy is lower bounded by

$$P_e(\rho^a, \rho^b, \rho^c) \geq \epsilon \Pr(C_u(\rho^a, \rho^b, \rho^c) \leq r \log \rho),$$

when the channel realizations are not known at the transmitter. The probability is calculated over the random channel realizations. Therefore, the diversity multiplexing tradeoff of the full-duplex relay channel can be upper bounded by $d_{f.d.}(r) \leq d_u(r)$, where

$$d_u(r) = -\lim_{\rho \to \infty} \frac{\log \Pr(C_u(\rho^a, \rho^b, \rho^c) \leq r \log \rho)}{\log \rho}.$$

The achievable rate by QMF for the full-duplex relay channel is given in (4) as $C_u - \kappa$. Since we assume that the codeword lengths are sufficiently large (in the quasi-static model), the probability of error for QMF can be upper bounded as follows:

$$\Pr(\text{error}) = \Pr(C_u - \kappa \leq r \log \rho) \cdot \Pr(\text{error}|C_u - \kappa \leq r \log \rho)$$

$$+ \Pr(C_u - \kappa > r \log \rho) \cdot \Pr(\text{error}|C_u - \kappa > r \log \rho)$$

$$\leq \Pr(C_u - \kappa \leq r \log \rho) + \Pr(\text{error}|C_u - \kappa > r \log \rho)$$

$$\leq \Pr(C_u - \kappa \leq r \log \rho) + \epsilon,$$

for all $\epsilon > 0$, where the last inequality follows since $\Pr(\text{error}|C_u - \kappa > r \log \rho)$ can be made arbitrarily small by choosing a sufficiently long codeword length.

Since QMF is one particular scheme, the diversity achieved by QMF $d_{QMF}(r)$ is a lower bound on $d_{f.d.}(r)$. We can prove that QMF achieves the optimal DMT as follows:

$$d_{f.d.}(r) \geq d_{QMF}(r)$$

$$\geq -\lim_{\rho \to \infty} \frac{\log \Pr(C_u(\rho^a, \rho^b, \rho^c) \leq r \log \rho)}{\log \rho}$$

$$= d_u(r)$$

$$\geq d_{f.d.}(r),$$

and hence $d_{QMF}(r) = d_u(r) = d_{f.d.}(r)$.

This equality, apart from showing that QMF is optimal, is also convenient from the point of view of characterizing the optimal DMT: the equality of $d_{f.d.}(r)$ and $d_u(r)$ implies that we can define outage as the event when the cutset bound (instead of the capacity) falls below the transmission rate $r \log \rho$. This is convenient because we have an explicit expression for the cutset bound whereas the capacity of the relay channel is not known. Thus, we have the chain of equalities given at the top of the next page, in which (a) follows because in the high SNR limit, the event $C_u(\rho^a, \rho^b, \rho^c) \leq r \log \rho$ is equivalent to

$$\min \{\max(\alpha^+, \gamma^+), \max(\beta^+, \gamma^+)\} \leq r,$$

where $\alpha, \beta, \gamma$ are defined in (1) and (b) follows by plugging in the expression for the joint pdf $p_{\alpha, \beta, \gamma}$ and simplifying in a manner similar to [3].

So $d_{f.d.}(r)$ is given by the solution to the following optimization problem:

$$\min a + b + c - \alpha - \beta - \gamma$$

s.t. $\min(\max(\alpha, \gamma), \max(\beta, \gamma)) \leq r$,

$$0 \leq \alpha \leq a, 0 \leq \beta \leq b, 0 \leq \gamma \leq c.$$  (7)

We solve this optimization problem in the remainder of this proof. For the sake of brevity, define

$$s(\alpha, \beta, \gamma) \triangleq a + b + c - \alpha - \beta - \gamma.$$  (8)

- If $\gamma > \min(\alpha, \beta)$, then

$$\min \{\max(\alpha, \gamma), \max(\beta, \gamma)\} = \gamma,$$

and hence the feasible region becomes $\min(\alpha, \beta) < \gamma \leq r$. It can be easily verified that the optimal solution is given by

$$\gamma = \min(c, r),$$

$$\min(\alpha, \beta) = \min(\gamma, a, b),$$

$$\max(\alpha, \beta) = \max(a, b)$$

and

$$s(\alpha, \beta, \gamma) = a + b + c - \min(a, b, c, r) - \min(c, r)$$

$$= \min(a, b) - \min(a, b, c, r) + (c - r)^+. $$  (9)

- If $\gamma \leq \min(\alpha, \beta)$, then

$$\min \{\max(\alpha, \gamma), \max(\beta, \gamma)\} = \min(\alpha, \beta),$$

and outage implies $\gamma \leq \min(\alpha, \beta) \leq r$. The optimal solution in this case is

$$\min(\alpha, \beta) = \min(a, b, r),$$

$$\max(\alpha, \beta) = \max(a, b),$$

$$\gamma = \min(\alpha, \beta, c, r)$$

and $s(\alpha, \beta, \gamma)$ has the value

$$(\min(a, b) - r)^+ + c - \min(a, b, c, r). $$  (10)

The optimal value of $s(\alpha, \beta, \gamma)$ is given by the minimum of (9) and (10) which is

$$d(r) = (\min(a, b) - r)^+ + (c - r)^+. $$

$^1$These arguments also hold for general Gaussian relay networks.
Lemma 2. The DMT achieved by static QMF on the half-duplex (a, b, c)-relay channel is given by

\[ d_{QMF}(r) = \begin{cases} 
\left(\min(a, b) - r\right)^+ + (c - r)^+ & \text{if } c \geq \min(a, b) \\
\min(a, b) + c - 2r^+ & \text{if } c < \min(a, b).
\end{cases} \]

Proof: The rate \( R_{QMF} \) achieved by QMF on the half-duplex relay channel in Figure 2(a) with a fixed RX-TX schedule for the relay is lower bounded by \( R_{QMF} \) in (9). Hence, using the same line of arguments as in Lemma 1 we can reduce the problem of characterizing the DMT achieved by this strategy to the following optimization problem:

\[ d_{QMF}(r) = \min_{(\alpha, \beta, \gamma) \in \mathcal{O}(r)} s(\alpha, \beta, \gamma) \]  

where \( s(\alpha, \beta, \gamma) \) is defined in (3) and

\[ \mathcal{O}(r) = \{ (\alpha, \beta, \gamma) : 0 \leq \alpha \leq a, 0 \leq \beta \leq b, 0 \leq \gamma \leq c, r_{h.d.} \leq r \} \]

and

\[ r_{h.d.} = \min \{ t \max(\alpha, \gamma) + (1 - t) \gamma, t\gamma + (1 - t) \max(\beta, \gamma) \} . \]

The set \( \mathcal{O}(r) \), as before, is the set of channel realizations for which the strategy is in outage, i.e. the multiplexing rate \( r_{h.d.} \) achieved by the strategy falls below the desired multiplexing rate \( r \). We choose \( t = 1/2 \) for the strategy in which case the multiplexing rate \( r_{h.d.} \) becomes

\[ \min \left\{ \frac{1}{2} \max(\alpha, \gamma) + \frac{1}{2} \gamma, \frac{1}{2} \gamma + \frac{1}{2} \max(\beta, \gamma) \right\} . \]

We solve the optimization problem by splitting it into cases \( c \geq \min(a, b) \) and \( c < \min(a, b) \).

Case I \( c \geq \min(a, b) \)

- If \( \gamma > \min(\alpha, \beta) \), then \( r_{h.d.} \leq r \) implies
  \[ \min(\alpha, \beta) < \gamma \leq r. \]

As in the proof for the full-duplex case, the optimal solution is

\[ \gamma = \min(c, r), \min(\alpha, \beta) = \min(\gamma, a, b), \max(\alpha, \beta) = \max(a, b), \]

which gives

\[ s(\alpha, \beta, \gamma) = a + b + c - \max(a, b, c, r) + (c - r)^+ \]

\[ = (\min(a, b) - r)^+ + (c - r)^+ \quad (13) \]

Case II \( c < \min(a, b) \)

- If \( \gamma \geq \min(\alpha, \beta) \), then \( r_{h.d.} \leq r \) implies
  \[ \frac{1}{2} (\gamma + \min(\alpha, \beta)) \leq r. \]

- If \( r \leq \min(a, b) \), then an optimal point is
  \[ \gamma = \min(\alpha, \beta) = r, \min(\alpha, \beta) = \max(a, b), \max(\alpha, \beta) = \max(a, b), \]

which gives

\[ s(\alpha, \beta, \gamma) = (a + b + c - \max(a, b, c, r)) \]

and this results in

\[ s(\alpha, \beta, \gamma) = c - \min(a, b). \]

Combining these results it is easy to observe that (13) is the optimal solution.
– If $r \leq c$, an optimal point is
\[
\gamma = \min(\alpha, \beta) = r,
\max(\alpha, \beta) = \max(a, b),
\]
which gives
\[
s(\alpha, \beta, \gamma) = \min(a, b) + c - 2r.
\]
– If $r > c$, then the optimal point is
\[
\gamma = \min(\alpha, \beta) = c,
\max(\alpha, \beta) = \max(a, b),
\]
and this results in
\[
s(\alpha, \beta, \gamma) = \min(a, b) + c - r.
\]

C. Dynamic Decode and Forward

Since $c \geq \min(a, b)$ has been completely characterized, we focus on the case $c < \min(a, b)$ in the rest of this section. We next establish the DMT achieved by dynamic decode and forward (DDF) introduced in [11]. Here the relay node waits until it is able to decode the transmitted message from the source which is encoded with a random Gaussian codebook. It then re-encodes the message via a randomly chosen independent Gaussian codebook and transmits it in the remaining time. The destination node chooses the most likely message in the source codebook given its observation. The fraction of time the relay listens is determined dynamically depending on the transmission rate and the instantaneous realization of the S-R link.

Let $\alpha, \beta, \gamma$ be as defined in [11]. Following [11], the fraction of time the relay needs to listen to decode the source message is given by $t = \frac{r \log \rho}{\log(1 + |h_{a,b}|^2 \rho)} \to \frac{c}{\alpha}$ asymptotically in $\rho$. Outage occurs if at least one of the following two events occur:
- $\frac{r}{\alpha} > 1$ and $\gamma < r$: In this case, the relay never gets to decode the source message and therefore never gets the chance to transmit, and the direct link is not strong enough to support the desired rate alone;
- $t = \frac{r}{\alpha} \leq 1$ and $t \gamma + (1 - t) \max(\gamma, \beta) < r$: In this case, the relay decodes and transmits but the mutual information acquired over the S-R-D cut is not sufficient to support the desired rate.

As before, the DMT of this strategy is given by $d_{DDF}(r) = \min_{a,b} a + b + c - \alpha - \beta - \gamma$ given the system is in outage. Solving this optimization problem, we arrive at the following lemma.

Lemma 3. The diversity-multiplexing tradeoff achieved by DDF on the half-duplex $(a, b, c)$-relay channel when $c < \min(a, b)$ is given by $\max(d_{DDF}(r), 0)$ where $d_{DDF}(r) = \{ \min(a, b) + c - 2r \}$ if $0 \leq r \leq \min \left( c, \frac{\max(a, b)}{2} \right)$,
\[
\min(a, b) - \frac{\max(a, b)}{2} \text{ if } r < \frac{\max(a, b)}{2},
\]
\[
(\frac{ab}{r} - a - b + c)^+ \text{ if } r \geq \frac{\max(a, b)}{2}.
\]

Note that in the first regime DDF also achieves the full-duplex DMT. Note also that the second regime only occurs when $c \leq \frac{\max(a, b)}{2}$.

Proof: Please refer to Appendix A.

D. DMT with global CSI

We next turn to proving upper bounds on the achievable DMT that are tighter than the full duplex upper bound. In this section, we upper bound the achievable DMT under the optimistic assumption that the relay not only knows its incoming channel state but all the channel states in the network and can optimize its TX-RX times accordingly (global CSI). This obviously upper bounds the achievable DMT when the relay only has receive CSI which is the assumption in our model. (In the next section, we derive an even tighter upper bound on the achievable DMT with only receive CSI at the relay.)
In the current and the next subsections, we restrict our attention to the case when \(a\) and \(b\) are equal. Let \(a = b = p\).\(^2\) Recall that we are considering \(c < p\) since when \(c \geq p\) we have shown in the earlier sections that static QMF is DMT optimal. The upper bound of the current section, establishes yet another regime where static QMF with half TX-half RX schedule achieves the optimal DMT. We show that when \(r \geq \frac{p}{2}\), static QMF achieves the optimal DMT although it falls short of achieving the full-duplex performance.

**Lemma 4.** The DMT of the half-duplex \((a, b, c)\)-relay channel with global CSI \(d_{G-CSI}(r)\) is given by

\[
d_{G-CSI}(r) = \min_{(\alpha, \beta, \gamma) \in \mathcal{O}(r)} s(\alpha, \beta, \gamma),
\]

\[
\mathcal{O}(r) = \left\{ (\alpha, \beta, \gamma) : 0 \leq \alpha \leq a, 0 \leq \beta \leq b, 0 \leq \gamma \leq c, \max_{t, p} r_{h.d.} \leq r \right\},
\]

where \(r_{h.d.}\) is defined in (12) but now we allow \(r \in [0, 1]\).

We do not explicitly characterize the trade-off here. In Lemma 5 below, we will further upper bound \(d_{G-CSI}(r)\) by considering one specific point in the domain of this minimization problem.

**Proof:** From Appendix B the DMT under global CSI is given by the solution of the optimization problem:

\[
d_{G-CSI}(r) = \min_{(\alpha, \beta, \gamma) \in \mathcal{O}(r)} a + b + c - \alpha - \beta - \gamma,
\]

where

\[
\mathcal{O}(r) = \left\{ (\alpha, \beta, \gamma) : 0 \leq \alpha \leq a, 0 \leq \beta \leq b, 0 \leq \gamma \leq c, \max_{t, p} r_{h.d.} \leq r \right\},
\]

Substituting this in \(r_{h.d.}\) gives the outage region in (14). This completes the proof of the lemma.

**Lemma 5.** When \(c < a = b = p\), static QMF (with equal listening and transmit times) is optimal for \(r \geq \frac{p}{2}\) on the half-duplex \((a, b, c)\)-relay channel.

**Proof:** A critical outage event for the static QMF protocol for \(r \geq \frac{p}{2}\) when \(a = b = p\) is \((\alpha, \beta, \gamma) = (p, p, 2r - p)\). It can be verified that \((p, p, 2r - p) \in \mathcal{O}(r)\) in (14). Therefore, \(d_{G-CSI}(r) \leq p + c - 2r\) which is achieved by static QMF.

\(^2\)Extending our results to the case \(a \neq b\) remains an open problem; see Section [V] for a discussion.

**E. DMT with local receive CSI**

We next establish an upper bound on the optimal DMT when the relay has only receive CSI. This upper bound shows that DDF is optimal under receive CSI in the range \(c < r < \frac{p}{2}\). To the best of our knowledge, this is the first upper bound on the optimal DMT under limited CSI.

**Lemma 6.** When \(a = b = p\) and \(c < r < \frac{p}{2}\), the optimal DMT of the half-duplex \((a, b, c)\)-relay channel with receive CSI is attained by DDF.

**Proof of Lemma 6** From Appendix C the DMT under local receive CSI \(d_{L-CSI}(r)\) is given by the following:

\[
d_{L-CSI}(r) = \min_{\alpha \in [0, p]} \max_{t \in [0, 1]} \min_{(\beta, \gamma) \in \mathcal{O}(r, t, p)} s(\alpha, \beta, \gamma)
\]

where

\[
\mathcal{O}(r, t, p) = \left\{ (\beta, \gamma) : 0 \leq \beta \leq p, 0 \leq \gamma \leq c, r_{h.d.} \leq r \right\}.
\]

This can be interpreted as follows. Nature chooses some \(\alpha\) which we can observe and optimize \(t\) accordingly (due to receive CSI); however, nature gets a second round in which it can make adversarial choices for \((\beta, \gamma)\) depending on \(\alpha\) and \(t\). In other words, the RX time \(t(\alpha)\) chosen by the relay should work equally well for all possible realizations of \((\beta, \gamma)\). This creates the following tension: if \(t\) is chosen very small, so that the relay cannot decode the source message, the communication can be in outage if the S–D link turns out to be weak, in which case we may not be able to convey sufficient mutual information over the S-R-D cut; whereas if we choose \(t\) to be very large, so that the relay is left with little time to transmit, the R-D link can take on values that make the \{S,R\}–D cut sufficiently weak so as to cause outage. This intuition is formalized in the following analysis. We fix \(\alpha = p\) to get:

\[
d_{L-CSI}(r) \leq \max_{t \in [0, 1]} \min_{(\beta, \gamma) \in \mathcal{O}(r, t, p)} s(p, \beta, \gamma).
\]

- If \(t < r/p\), \((\beta, \gamma) = (p, 0)\) is a feasible point in the above minimization problem. Hence \(d(r) \leq c\).
- If \(t \geq r/p\), \(\beta = \min \left(\frac{r-tc}{1-t}, p\right), \gamma = c\) is feasible. Hence we get

\[
d(r) \leq p - \min \left(\frac{r-tc}{1-t}, p\right) \leq p - \frac{(p-c)r}{p-r},
\]

if \(c < r < \frac{p}{2}\). This shows that \(d_{L-CSI}(r) \leq \max \left(c, p - \frac{(p-c)r}{p-r}\right)\).

Since DDF achieves \(p - \frac{(p-c)r}{p-r}\) which is equal to \(\max \left(c, p - \frac{(p-c)r}{p-r}\right)\) for \(c < r < \frac{p}{2}\), this proves that DDF is optimal for \(c < r < \frac{p}{2}\) when the relay has only receive CSI.

The various lemmas established in this section complete the proof of Theorem 1.

**V. THE HALF-DUPEX \((a, b, c)\)-RELAY CHANNEL WHEN \(a \neq b\)**

A natural generalization of the two strategies, DDF and static QMF discussed in the earlier section, is dynamic QMF.
where the relay listens for a fraction of time determined by its receive CSI that is not necessarily long enough to allow decoding. It then quantizes maps and forwards the received signal as in the static QMF. This generalization was not necessary in the earlier section when \( a = b = p \). In this section, we give numerical evidence to show that dynamic QMF is needed to achieve the optimal trade-off when \( a \neq b \) and \( c < \min(a, b) \).

In Section III-B we saw that a particular static QMF scheme where the relay follows a half Rx-half Tx schedule is optimal in certain regimes. However, more generally, static QMF schemes can have schedules dependent on the multiplexing gain and the values of \( a, b, c, r \), since these are assumed to be known to all nodes apriori. Hence, we can obtain the DMT achieved by the best static QMF scheme by allowing the listening time \( t \) to be chosen optimally in the optimization problem in (11), which gives us the following optimization problem:

\[
d_{\text{SQMF}}(r) = \max_{\alpha, \beta, \gamma} \min_{t} \mathcal{O}(r, t) s(\alpha, \beta, \gamma),
\]

where \( r_{h.d.} \) is defined in (12). The formal derivation of this optimization problem is given in Appendix [D].

As described before, the DMT can be potentially improved if we allow schemes that are more general than static QMF or DDF, i.e. dynamic QMF, in which the listening time of the relay is allowed to also depend on the incoming channel realization but is not necessarily long enough that the relay can decode the message. The relay quantizes the received signal, maps it to a random codebook and forwards as in the original QMF. As described in Appendix [C] the best such dynamic QMF scheme achieves the upper bound (16), hence:

\[
d_{\text{DQMF}}(r) = \max_{\alpha, \beta, \gamma} \min_{t} \mathcal{O}(r, t, \alpha, \beta, \gamma) s(\alpha, \beta, \gamma),
\]

As the exponential orders of the average received SNRs of all the four links are equal to 1. This case is sufficient to demonstrate the necessity for dynamic QMF. Analogous to (1), we define

\[
\mathcal{O}(r, t, \alpha, \beta, \gamma) = \left\{ (\alpha, \beta, \gamma) : 0 \leq \alpha \leq a, 0 \leq \beta \leq b, 0 \leq \gamma \leq c, r_{h.d.} \leq r \right\},
\]

Obtaining an analytic solution for the optimization problems (17) and (18) is difficult. Instead, we evaluate the objective function on a fine grid in the feasible region for each \( r \) and choose the best value numerically. The results are displayed in Figure 4. Also included is the exact DMT achieved by Dynamic-Decode-Forward (DDF), derived in Lemma [3].

We can see from Figure 4 that both static QMF and DDF fall short of the optimal tradeoff that the dynamic QMF scheme achieves. This suggests that it is not sufficient to consider static QMF or DFF to achieve the optimal DMT. While we are not able to provide an explicit expression for the optimal dynamic schedule or the optimal DMT in this case, identifying the optimal dynamic schedule is possible in some cases, as demonstrated in the next section.

VI. THE PARALLEL RELAY NETWORK

Dynamic QMF is applicable not only to the half-duplex relay channel but to more general half-duplex relay networks. In this section, we aim to demonstrate its necessity to achieve the optimal DMT of more general networks through the specific configuration of two parallel relays in Fig 2(b). It is surprising that even though the parallel relay network is very simple since it does not involve broadcasting or superposition of signals, fixed schedules (with QMF) or simple decode-and-forward (with a dynamic schedule) are not sufficient to achieve the optimal trade-off and a dynamic QMF strategy is needed. Recall from Section III that we focus on the case when the exponential orders of the average received SNRs of all the four links is large, hence:

\[
\begin{align*}
\alpha & \triangleq \log(|h_{sr1}|^2 \rho) \big/ \log \rho, \\
\beta & \triangleq \log(|h_{r1,t}|^2 \rho) \big/ \log \rho, \\
\gamma & \triangleq \log(|h_{sr2}|^2 \rho) \big/ \log \rho, \\
\delta & \triangleq \log(|h_{r2,t}|^2 \rho) \big/ \log \rho,
\end{align*}
\]

as the exponential orders of the instantaneous SNRs for the four links in the parallel relay network.

The difficulty in applying dynamic QMF and characterizing the trade-off it achieves is in identifying the optimal (dynamic) choice of the listening times at the relays. In the sequel, we identify an optimal choice for the listening time at the first relay as \( t_1 = 1 - \alpha(1 - r) \). Similarly, \( t_2 = 1 - \gamma(1 - r) \) for the second relay. Note that in the case of DDF, \( t_1 = r / \alpha \) which ensures that the relay can decode the transmitted message. The choice \( t = 1 - \alpha(1 - r) \), on the other hand, is motivated by the need to balance the multiplexing gain achieved over the two cuts of the network dynamically, based only on the observation of \( \alpha \). Note that when \( \alpha \) is large \( t \) is small, and the strategy allocates more time to the second stage which helps in case the second stage turns out to be weak. When \( \alpha \) is small, the relay allocates more time to listen. Indeed, if we were to apply this dynamic schedule \( t = 1 - \alpha(1 - r) \) to the \((1, 1, c)\) half-duplex relay with \( c \leq 1 \), it can be readily observed that...
$1 - \alpha (1 - r) \geq r / \alpha$ when $1 - \frac{r}{\alpha} \leq \alpha \leq 1$ (which is the range of $\alpha$’s where DDF is not in outage) and so the relay can always decode the message. Moreover, in the critical events when $\alpha = \frac{1}{1-r}$ and $\alpha = 1$ they allocate the same listening times for the relay. Indeed, it turns out that these two dynamic schedules are equivalent for the $(1, 1, c)$ single relay channel. However, as we show in this section this is not the case for the parallel relay network. While dynamic QMF with $t = 1 - \alpha (1 - r)$ reaches the best achievable DMT with global CSI, DDF (and also static QMF) fails to do so.

In this section, we prove Theorem 2 in a number of steps summarized in lemmas. First, we establish an upper bound on the switching times to depend on all channel realizations in a similar manner as Lemma 4.

**Lemma 7.** The DMT of the half-duplex parallel relay network with global CSI $d_{G-CSI}(r)$ is given by

$$d_{G-CSI}(r) = \min_{(\alpha, \beta, \gamma, \delta) \in \mathcal{O}(r)} 4 - \alpha - \beta - \gamma - \delta$$

where

$$\mathcal{O}(r) = \left\{ (\alpha, \beta, \gamma, \delta) : \frac{\alpha \beta}{\alpha + \beta} + \frac{\gamma \delta}{\gamma + \delta} \leq r, 0 \leq \alpha, \beta, \gamma, \delta \leq 1 \right\}$$

**Proof:** The proof of this lemma follows on similar lines as the proof of Lemma 4.

We first introduce the definition in (20) on top of the next page. This maximized over all $t_1(\alpha, \beta, \gamma, \delta)$ and $t_2(\alpha, \beta, \gamma, \delta)$ provides, within a constant gap, an upper bound on the capacity of the parallel relay network (see [17, Section VI]).

Now, following similar steps as in Lemma 4, we get the following upper bound on the DMT:

$$\min_{(\alpha, \beta, \gamma, \delta) \in \mathcal{O}(r)} 4 - \alpha - \beta - \gamma - \delta$$

where $\mathcal{O}(r)$ is given in (21) on top of the next page. This follows since the outage event $C_{parallel} \leq r \log \rho$ is equivalent at high SNR to

$$(\min(t_1 \alpha^+, (1 - t_1) \beta^+) + \min(t_2 \gamma^+, (1 - t_2) \delta^+)) \leq r.$$ The optimal choice for $t_1$ and $t_2$ is identified by setting $t_1 \alpha = (1 - t_1) \beta$ and $t_2 \gamma = (1 - t_2) \delta$. This results in (19).

We now consider the dynamic QMF protocol described at the beginning of this section. Note that the listening times in this protocol depend only on the receive CSI.

**Lemma 8.** The DMT obtained by a dynamic QMF protocol where listening times are chosen as $t_1 = 1 - \alpha (1 - r)$ and $t_2 = 1 - \gamma (1 - r)$ for $0 \leq r \leq \frac{1}{2}$ is $d_{DQMFM}(r) = 2 - r$.

**Proof:** If the listening times are chosen as $t_1 = 1 - \alpha (1 - r)$ and $t_2 = 1 - \gamma (1 - r)$, the rate achievable by QMF can be lower-bounded by

$$C_{parallel} \bigg|_{t_1 = 1 - \alpha (1 - r), t_2 = 1 - \gamma (1 - r)} - \kappa,$$ where $\kappa$ is a constant independent of the SNR and the channel realizations. This means that the multiplexing rate achieved by this protocol is

$$\alpha \min (1 - (1-r)\alpha, (1-r)\beta) + \gamma \min (1 - (1-r)\gamma, (1-r)\delta).$$

Hence we obtain that the DMT is given by the solution to the following optimization problem:

$$\min_{(\alpha, \beta, \gamma, \delta) \in \mathcal{O}(r)} 4 - \alpha - \beta - \gamma - \delta$$

where $\mathcal{O}(r)$ for this lemma is given in (22) on top of the next page. We solve this problem by considering three different cases:

- Case (i) $\alpha + \beta \leq \frac{1}{1-r}, \gamma + \delta \leq \frac{1}{1-r}$
  The outage region becomes
  $$\mathcal{O}(r) = \left\{ (\alpha, \beta, \gamma, \delta) : \alpha \beta + \gamma \delta \leq \frac{1}{1-r}, 0 \leq \alpha, \beta, \gamma, \delta \leq 1 \right\}$$

For any value of $(\gamma, \delta)$ such that $\gamma \delta < \frac{1}{1-r}$, the feasible region in the $(\alpha, \beta)$ plane looks as shown in Figure 5(a). It can be seen that to minimize the objective function, either $\alpha = 1$ or $\beta = 1$. Without loss of generality, assume $\alpha = 1$. Similarly, we can conclude that for any value of $(\alpha, \beta)$, either $\gamma = 1$ or $\delta = 1$. Assume $\gamma = 1$. Thus, the optimization problem reduces to

$$\min_{\mathcal{O}(r)} 2 - \beta - \delta$$

where the outage region is

$$\mathcal{O}(r) = \left\{ (\beta, \delta) : \beta + \delta \leq \frac{1}{1-r}, 0 \leq \beta, \delta \leq 1 \right\}$$

Hence, $d(r) = 2 - \frac{r}{1-r}$.

- Case (ii) $\alpha + \beta \leq \frac{1}{1-r}, \gamma + \delta > \frac{1}{1-r}$
  The outage region for this case is

$$\mathcal{O}(r) = \left\{ (\alpha, \beta, \gamma, \delta) : \alpha \beta + \gamma (\frac{1}{1-r} - \gamma) \leq \frac{1}{1-r}, 0 \leq \alpha, \beta, \gamma, \delta \leq 1 \right\}$$

Firstly, we can immediately see that $\delta = 1$. Also,

$$\gamma + \delta > \frac{1}{1-r}, \delta \leq 1 \implies \gamma > \frac{r}{1-r}. \quad (23)$$

Now we examine the first condition in the definition of the outage region:

$$\alpha \beta + \gamma \left( \frac{1}{1-r} - \gamma \right) \leq \frac{r}{1-r} \implies \alpha \beta \leq \gamma^2 - \frac{\gamma - r}{1-r}.$$ The term on the RHS of the inequality needs to be non-negative to ensure that there exist feasible $\alpha, \beta$.

$$\gamma^2 - \frac{\gamma - r}{1-r} \geq 0 \iff \gamma \leq \frac{r}{1-r} \text{ or } \gamma \geq 1.$$ Combining this with (23) and $0 \leq \gamma \leq 1$, we can see that the only admissible value of $\gamma = 1$, which makes $\gamma^2 - \frac{\gamma - r}{1-r} = 0$, which implies $\alpha = \beta = 0$. Hence $d(r) = 2$.  

We have:

\[ C_{\text{parallel}} \triangleq \min \left\{ t_1 \log(1 + |h_{sr_1}|^2 \rho), (1 - t_1) \log(1 + |h_{r_1,d}|^2 \rho) \right\} \]
\[ + \min \left\{ t_2 \log(1 + |h_{sr_2}|^2 \rho), (1 - t_2) \log(1 + |h_{r_2,d}|^2 \rho) \right\} \]

(20)

\[
\left\{ (\alpha, \beta, \gamma, \delta) : \max_{t_2(\alpha, \beta, \gamma, \delta)} \left( \min(t_1 \alpha, (1 - t_1) \beta) + \min(t_2 \alpha, (1 - t_2) \delta) \right) \leq r, \right. \]
\[
0 \leq \alpha, \beta, \gamma, \delta \leq 1
\]

(21)

\[
\left\{ (\alpha, \beta, \gamma, \delta) : \alpha \min \left( \frac{1 - r - \alpha}{1 - r}, \beta \right) + \gamma \min \left( \frac{1 - r - \gamma}{1 - r}, \delta \right) \leq \frac{r}{1 - r}, \right. \]
\[
0 \leq \alpha, \beta, \gamma, \delta \leq 1
\]

(22)

- Case (iii) \( \alpha + \beta > \frac{1}{1 - r}, \gamma + \delta > \frac{1}{1 - r} \)

The outage region is:

\[
\left\{ (\alpha, \beta, \gamma, \delta) : \begin{cases}
(\alpha + \gamma) \left( \frac{1}{1 - r} - \gamma \right) \leq \frac{r}{1 - r}, \\
\alpha + \beta > \frac{1}{1 - r}, \\
\gamma + \delta > \frac{1}{1 - r}, \\
0 \leq \alpha, \beta, \gamma, \delta \leq 1
\end{cases}
\]

As in the previous case, we note that \( \beta = 1, \delta = 1 \) and

\[
\alpha > \frac{r}{1 - r}, \quad \gamma > \frac{r}{1 - r}
\]

The first condition can be rewritten as

\[
\left( \alpha - \frac{1}{2(1 - r)} \right)^2 + \left( \gamma - \frac{1}{2(1 - r)} \right)^2 > \frac{1}{2} + \frac{1}{2} \left( \frac{r}{1 - r} \right)^2.
\]

So the DMT is given by the following simplified optimization problem:

\[
\min_{\mathcal{O}(r)} 2 - \alpha - \gamma
\]

where \( \mathcal{O}(r) \) is given in (24) on top of the next page. As shown in Figure 5(b), the circle of feasible values of \((\alpha, \gamma)\) defined by the first condition contains the square of feasible values defined by the other two conditions for all \(0 \leq r \leq 1/2\). So there are no feasible values of \((\alpha, \gamma)\) which means that the optimization problem for this case is infeasible.

Analysis of the remaining case \( \alpha + \beta > \frac{1}{1 - r}, \gamma + \delta \leq \frac{1}{1 - r} \) is similar to Case (ii) by symmetry. Taking the minimum over all the cases, we have:

\[
d_{DQMF}(r) = 2 - \frac{r}{1 - r}, \quad 0 \leq r \leq \frac{1}{2}.
\]

We now prove Theorem 2 via the following two lemmas.

First, Lemma 9 proves that the dynamic QMF protocol analyzed in the previous lemma achieves the upper bound established in Lemma 7 for \(0 \leq r < 1/2\). We also show that static QMF and DDF are strictly suboptimal in this range of multiplexing gains.

For the remaining range of multiplexing gains \(1/2 \leq r \leq 1\), Lemma 10 at the end of this section shows that the DMT of any scheme that depends only on receive CSI is upper bounded by \(2 - 2r\) which is achieved by static QMF, thus establishing the optimality of static QMF in the class of receive CSI schemes.

**Lemma 9.** The optimal DMT of the half-duplex parallel relay network with receive CSI in the range \(0 \leq r < 1/2\) is given by

\[
d(r) = 2 - \frac{r}{1 - r},
\]

which is achieved by the dynamic QMF scheme described in the previous lemma.

**Proof:** To prove this lemma, we only need to show that the critical outage point \((\alpha, \beta, \gamma, \delta) = \left( \frac{1}{1 + r}, 1, 1, 0 \right)\) of the dynamic QMF protocol is a feasible point of (19). That is easy to check. Since \(0 \leq r < 1/2\), every component of \(\left( \frac{1}{1 + r}, 1, 1, 0 \right)\) is in [0,1]. Also,

\[
\frac{\alpha \beta}{\alpha + \beta} + \frac{\gamma \delta}{\gamma + \delta} = \frac{1 - r}{1 + r} + \frac{1 - r}{1 + r} = r \leq r,
\]

and hence, \(d_{G-CI}(r) \leq 4 - 1 - \frac{r}{1 + r} - 1 = 2 - \frac{r}{1 + r}\), which is achieved by the dynamic QMF scheme described in Lemma 8. This establishes the optimality of the dynamic QMF protocol in Lemma 8 for \(0 \leq r < 1/2\).

We now argue that static QMF and DDF are both strictly suboptimal in this range of multiplexing gains.

- **Static QMF**

Consider choosing \(t_1 = t_2 = 1/2\) for the static QMF scheme, for which the DMT can be obtained by solving the following optimization problem. We will argue later that this is indeed an optimal static choice of the listening times.

\[
d_{SQMF}(r) = \min_{\mathcal{O}(r)} 4 - \alpha - \beta - \gamma - \delta
\]

where \( \mathcal{O}(r) = \left\{ (\alpha, \beta, \gamma, \delta) : \frac{1}{2} \min(\alpha, \beta) + \frac{1}{2} \min(\gamma, \delta) \leq r, \right. \]
\[
0 \leq \alpha, \beta, \gamma, \delta \leq 1 \}\}.

Without loss of generality, we can assume that \(\alpha = \gamma = 1\). That makes the outage condition: \(\beta + \delta \leq 2r\). For all
\[
\begin{aligned}
\{(\alpha, \beta, \gamma, \delta) : & \quad (\alpha - \frac{1}{2(1-r)})^2 + (\gamma - \frac{1}{2(1-r)})^2 > \frac{1}{2} + \frac{1}{2} \left( \frac{\gamma}{1-r} \right)^2, \\
& \quad \frac{1}{1-r} < \alpha, \gamma \leq 1 \}
\end{aligned}
\]  
(24)

\(r \in [0, 1]\), we can satisfy this condition with equality for \(\beta, \delta \in [0, 1]\), which implies

\[d_{SQMF}(r) = 2 - 2r.\]  
(25)

We now argue that \(t_1 = t_2 = 1/2\) is optimal. If \(t_1\) and \(t_2\) are set to any other values, we get the DMT by solving the following optimization problem.

\[
\min_{\mathcal{O}(r)} 4 - \alpha - \beta - \gamma - \delta
\]

where \(\mathcal{O}(r)\) is given in (26) on top of the next page. This gives us a worse DMT which can be seen as follows. Consider the case when \(t_1\) and \(t_2\) are both no more than \(1/2\). In this case, a feasible point in the optimization problem is

\[
(\alpha, \beta, \gamma, \delta) = \left( \min \left\{ \frac{r}{t_1 + t_2}, 1 \right\}, 1, \min \left\{ \frac{r}{t_1 + t_2}, 1 \right\} \right),
\]

that results in the objective value being

\[
2 - 2 \min \left\{ \frac{r}{t_1 + t_2}, 1 \right\},
\]

which is no more than \(2 - 2r\). The other choices for \(t_1\) and \(t_2\) can also be treated similarly to conclude that \(t_1 = t_2 = 1/2\) is indeed optimal.

- **DDF**
  In DDF, each relay waits until it can decode the transmitted message, i.e. \(t_1 = r/\alpha\) and \(t_2 = r/\gamma\). One of the outage events is \(\alpha < r\) and \(\gamma < r\), in which case none of the relays gets to transmit. Hence,

\[d_{DDF}(r) \leq 2 - 2r.\]

An alternative strategy would be to split the information stream into two streams each of multiplexing gain \(r/2\) and send them over the two orthogonal paths in the parallel relay network. Both the relays perform DDF on the corresponding stream i.e. \(t_1 = r/2\alpha\) and \(t_2 = r/2\gamma\). However, now communication is in outage if even one of the paths is in outage, e.g. \(\alpha < r/2\) when the first relay does not get a chance to transmit. So, the diversity of this scheme at rate \(r\) is no more than \(4 - \frac{r}{2} - 1 - 1 = 1 - r/2\), which is even worse than \(2 - 2r\) for \(0 \leq r < 1/2\).

Thus, for \(0 \leq r < 1/2\), neither DDF nor static QMF is able to achieve the optimal DMT.

**Lemma 10.** The optimal DMT of the half-duplex parallel relay network with receive CSI in the range \(1/2 \leq r \leq 1\) is given by

\[d(r) = 2(1 - r),\]

and is achieved by the static QMF scheme.

**Proof:** As in Lemma 6 the DMT of the half-duplex parallel relay network with receive CSI \(d_{L-CISI}(r)\) is given

![Diagram of feasible region for Theorem 8](image-url)
by $d_{L-CS1}(r) = \min \{t_1 \alpha, (1-t_1) \beta\}$

\[
\left\{(\alpha, \beta, \gamma, \delta) : \min(t_1 \alpha, (1-t_1)\beta) + \min(t_2 \gamma, (1-t_2)\delta) \leq r, \quad 0 \leq \alpha, \beta, \gamma, \delta \leq 1 \right\}
\]

(Note: Along with checking that the outage condition is satisfied, we also need to check $0 \leq \frac{r-f(r,1)}{1-f(r,1)} \leq 1$. This is indeed true since $r < 1$ and $f(r,1) \leq \frac{r}{2} \leq r$.) Hence,

\[
d_{L-CS1}(r) \leq 1 - \frac{r-f(r,1)}{1-f(r,1)} \leq 1 - \frac{r - \frac{1}{2}}{1 - \frac{1}{2}} = 2 - 2r.
\]

So by taking the maximum over the 3 cases, we can say that $d_{L-CS1}(r) \leq 2 - 2r$.

Achievability by the static QMF scheme with equal listening and transmit times for both the relays follows by (25). 

**VII. CONCLUDING REMARKS**

We investigated the necessity of dynamic relaying strategies in achieving the optimal DMT in half-duplex wireless networks with only receive CSI by focusing on the simplest wireless relay network: the single relay channel with arbitrary channel strengths. We introduced a generalized diversity-multiplexing trade-off framework in order to capture different channel strengths in the high-SNR limit. Using this framework, we identified regimes in which dynamic schemes are necessary and those where static schemes are sufficient. We showed that either static QMF or dynamic-decode-forward (DDF) is optimal. For larger networks, there has been significant recent literature which focused on the two extreme cases for a single relay channel, when all channels are statistically equivalent and those where static schemes are sufficient. We showed regimes in which dynamic schemes are necessary and when there is no direct link between the source and the destination.

While static QMF and dynamic-DDF turned out to be sufficient to achieve the optimal DMT of the single relay channel, we showed through the example of the half-duplex parallel relay network that these two strategies are not sufficient in general to achieve the optimal DMT of larger half-duplex relay networks. We identified a dynamic QMF scheme with a simple listen-transmit schedule for the relays as a function of their receive CSI and proved that it is DMT optimal. For larger networks, there has been significant recent interest in identifying optimal static half-duplex schedules that are globally optimized based on the central knowledge of all the channel realizations in the network [13]. [19]. [20]. Interestingly, [19]. [20] show that the optimal schedule uses only a few active states out of the exponentially many possible states for the network. However, such global knowledge of the channel coefficients is rarely available and we believe the DMT framework with local CSI assumption at the relays that we consider in this paper can be more relevant for such
networks. Identifying optimal dynamic schedules for more general networks that are functions of the local channel state information available at the relays remains an interesting open problem.
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APPENDIX A

PROOF OF LEMMA 3

Proof: We can assume \( \gamma \leq \min(\alpha, \beta) \), since assuming \( \gamma > \min(\alpha, \beta) \) can be treated identically to the full-duplex case (Lemma 1). In DDF, the listening time for the relay is \( t = r / \alpha \). Outage occurs if either of the following two events occur:

- \( t > 1 \) and \( \gamma < r \) (relay never gets a chance to transmit and direct link is not strong enough)
- \( t \leq 1 \) and \( t \gamma + (1 - t) \max(\gamma, \beta) = t \gamma + (1 - t) \beta < r \) (relay decodes and is able to transmit but the second cut is not strong enough)

The DMT achieved by DDF is given by \( d_{\text{DDF}}(r) = \min a + b + c - \alpha - \beta - \gamma \) where the minimization is over the above two outage events. The first event can be ignored by noting that \( \alpha = \min(a, r), \beta = b \) and \( \gamma = \min(\alpha, \beta, c, r) = \min(c, r) \) is the optimal point, resulting in \( d_{\text{DDF}}(r) = (a - r)^+ + (c - r)^+ \), which is no worse than the full-duplex DMT. Hence for the remainder of the proof, we deal exclusively with the second event.

From \( t = \frac{r}{\alpha} \), we note that \( \alpha = \frac{r}{t} \); and since \( \alpha \leq a \), we have that \( \frac{r}{t} \leq t \leq 1 \). Hence, the domain of outage events is given by the following conditions,

\[
\begin{align*}
t \gamma + (1 - t) \beta &< r, \\
\frac{r}{a} &\leq t \leq 1, \\
0 &\leq \beta \leq b, \quad 0 \leq \gamma \leq c, \\
\gamma &\leq \min(\frac{r}{\alpha}, \beta).
\end{align*}
\]

We instead enlarge the domain of outage events by ignoring the condition to get the following conditions, \( \gamma \leq \frac{r}{t} \):

\[
\begin{align*}
t \gamma + (1 - t) \beta &< r, \\
\frac{r}{a} &\leq t \leq 1, \\
0 &\leq \beta \leq b, \quad 0 \leq \gamma \leq c, \\
\gamma &\leq \beta.
\end{align*}
\]

It can be verified in the end that for every \((a, b, c, r, t)\) the optimal \((\beta, \gamma, t)\) on the larger domain also satisfy the condition \( \gamma \leq \frac{r}{t} \), so enlarging the domain does not affect the solution of the optimization problem.

The optimal values of \( \beta, \gamma \) as a function of \((a, b, c, r, t)\) will depend on the relations among \(a, b, c, r\) and \(t\). A few cases are shown in Figures 7, 8, 9, 10, 11, 12. The green region denotes the region \( \{(\gamma, \beta) : 0 \leq \gamma \leq c, 0 \leq \beta \leq b, \gamma \leq \beta\} \).

The orange region denotes the region \( \{(\gamma, \beta) : \gamma \geq 0, \beta \geq 0, t \gamma + (1 - t) \beta < r\} \) for some \(t\). (Note that the boundary of the orange region always passes through \((r, r)\).) The intersection of the two regions, marked by lines, is the feasible region. As can be seen from the different subcases, depending on the slope of the line (which is determined by \(t\)), the value of \(r\), and the relative values of \(b\) and \(c\), \(\beta + \gamma\) is maximized by different points on the boundary of the feasible region.

We describe the different cases in detail for \(c < a < b\). The analysis for \(c < b < a\) is similar (though not identical) and hence omitted. The critical values of \(t\) are

- \( \frac{r}{a} \): we know that \( t \) has to be greater than this value;
- \( \frac{r}{\beta} \): when \( t = \frac{1}{2} \), the slope of the constraint boundary equals the slope of the objective function;
- \( 1 - \frac{r}{\alpha} \): when \( t = 1 - \frac{a}{c} \), the \(\beta\)-coordinate of intersection of constraint region boundary with the \(\beta\)-axis equals \(b\);
- \( \frac{b + a - c}{a} \): when \( t = \frac{b + a - c}{a} \), the \(\gamma\)-coordinate of intersection of constraint boundary with the line \(\beta = b\) equals \(c\).
We need to order these critical values, so that we can identify the optimal \((\beta, \gamma)\) for each \(t\). For this we note the following:

- \(\frac{r}{\alpha} < \frac{b}{2}\) if \(r < \frac{ab}{\alpha^2}\),
- \(\frac{r}{\alpha} < 1 - \frac{t}{\gamma}\) if \(r < \frac{ab}{\alpha^2}\),
- \(\frac{r}{\alpha} < \frac{b-c}{b-c}\) if \(r < \frac{ab}{\alpha^2} + c\),
- \(1 - \frac{t}{\gamma} < \frac{b}{2}\) if \(r > \frac{b}{2}\),
- \(1 - \frac{t}{\gamma} < \frac{b}{2}\) always,
- \(\frac{b-c}{b-c} < \frac{b}{2}\) if \(r > \frac{b}{2}\).

Finally, for a given \((a, b, c)\) we can calculate the DMT achieved by DDF depending on how the critical values of \(r\) identified above are ordered. Tables I and II provide all the cases. From the tables, it is easy to verify the claim in Lemma 3.

**Appendix B**

**Characterizing DMT under global CSI**

From the capacity upper-bound and achievable rates described in the preliminaries in Section II for the case of global CSI at the relay, we get the following lower-bound on the probability of outage

\[
\Pr(\text{outage}) \geq \mathbb{P}(\max_{t} C_{h.d.}(\rho^a, \rho^b, \rho^c) + G \leq r \log \rho),
\]

and the following upper-bound on the probability of outage:

\[
\Pr(\text{outage}) \leq \mathbb{P}(\max_{t} C_{h.d.}(\rho^a, \rho^b, \rho^c) - \kappa \leq r \log \rho),
\]

where \(\kappa\) is a constant independent of the SNR.

At high SNR, the constants \(G\) and \(\kappa\) become insignificant and hence, both (27) and (28) are given by:

\[
\mathbb{P}(\max_{t} C_{h.d.}(\rho^a, \rho^b, \rho^c) \leq r \log \rho) = \mathbb{P}\left(\max_{t(\alpha, \beta, \gamma)} r'_{h.d.} \leq r\right),
\]

where \(r'_{h.d.}\) is defined in (29) on top of the next page.

So the expression for the minimum outage probability under global CSI is given by

\[
\Pr(\text{outage}) = \int p(\alpha)p(\beta)p(\gamma) \cdot \mathbb{P}\left(\max_{t(\alpha, \beta, \gamma)} r'_{h.d.} \leq r \mid \alpha, \beta, \gamma\right) \, d\alpha \, d\beta \, d\gamma
\]
\[ r'_{h,d} \triangleq \min \{ t \max(\alpha^+, \gamma^+) + (1-t) \gamma^+, t \gamma^+ + (1-t) \max(\beta^+, \gamma^+) \} \quad (29) \]

| $c \leq \frac{a}{2}$ | $(\alpha, \beta, \gamma)$ | Optimal $t$ | $s(\alpha, \beta, \gamma)$ | min $s(\alpha, \beta, \gamma)$ |
|----------------|----------------|-----------|----------------|-----------------|
| $r < c$ | $\frac{r}{a} < t < \frac{1}{2}$ | $\left( \frac{r}{a}, r, r \right)$ | $\frac{r}{a}$ | $b + c - 2r$ | $a + c - 2r$ |
| | $\frac{1}{2} < t < 1 - \frac{r}{b}$ | $\left( \frac{r}{a}, 1 - t, 0 \right)$ | $1 - \frac{r}{b}$ | $a + c - \frac{br}{b-r}$ | $a + c - 2r$ |
| | $1 - \frac{r}{b} < t < 1$ | $\left( \frac{r}{a}, b - b\cdot \frac{r}{b-r} \right)$ | $1$ | $a + c - 2r$ | $a + c - 2r$ |
| $c < r < \frac{a}{2}$ | $\frac{r}{a} < t < 1 - \frac{1}{2}$ | $\left( \frac{r}{a}, r, r \right)$ | $\frac{r}{a}$ | $b - \frac{(a-c)r}{a-r}$ | $a - \frac{(b-c)r}{b-r}$ |
| | $\frac{1}{2} < t < 1 - \frac{r}{b}$ | $\left( \frac{r}{a}, 1 - t, 0 \right)$ | $1 - \frac{r}{b}$ | $a + c - \frac{br}{b-r}$ | $a + c - 2r$ |
| | $1 - \frac{r}{b} < t < 1$ | $\left( \frac{r}{a}, b - b\cdot \frac{r}{b-r} \right)$ | $1$ | $a + c - \frac{br}{b-r}$ | $a - \frac{(b-c)r}{b-r}$ |
| $\frac{a}{2} < r < \frac{ab}{a+b}$ | $\frac{r}{a} < t < 1 - \frac{b-r}{b-c}$ | $\left( \frac{r}{a}, b - b\cdot \frac{r}{b-r} \right)$ | $\frac{r}{a}$ | $a - \frac{(b-c)r}{b-r}$ | $a - \frac{(b-c)r}{b-r}$ |
| | $\frac{b-r}{b-c} < t < 1$ | $\left( \frac{r}{a}, b, c \right)$ | $\frac{r}{a}$ | $a + c - \frac{br}{b-r}$ | $a - \frac{(b-c)r}{b-r}$ |
| $\frac{ab}{a+b} < r < \frac{b}{2}$ | $\frac{r}{a} < t < 1 - \frac{b-r}{b-c}$ | $\left( \frac{r}{a}, b - b\cdot \frac{r}{b-r} \right)$ | $\frac{r}{a}$ | $a - \frac{(b-c)r}{b-r}$ | $a - \frac{(b-c)r}{b-r}$ |
| | $\frac{b-r}{b-c} < t < 1$ | $\left( \frac{r}{a}, b, c \right)$ | $\frac{r}{a}$ | $a + c - \frac{br}{b-r}$ | $a - \frac{(b-c)r}{b-r}$ |
| $\frac{b}{2} < r$ | $\frac{r}{a} < t < 1 - \frac{b-r}{b-c}$ | $\left( \frac{r}{a}, b - b\cdot \frac{r}{b-r} \right)$ | $\frac{r}{a}$ | $a - \frac{(b-c)r}{b-r}$ | $a - \frac{(b-c)r}{b-r}$ |
| | $\frac{b-r}{b-c} < t < 1$ | $\left( \frac{r}{a}, b, c \right)$ | $\frac{r}{a}$ | $a + c - \frac{br}{b-r}$ | $a - \frac{(b-c)r}{b-r}$ |

TABLE I: DMT achieved by DDF on half-duplex $(a, b, c)$-relay channel, $a < b$, for the cases $c \leq \frac{a}{2}$ and $\frac{a}{2} < c \leq \frac{ab}{a+b}$.

The quantity $\mathbb{P} \left( \max_{t(\alpha, \beta, \gamma)} r'_{h,d, \leq r} \left| (\alpha, \beta, \gamma) \right. \right)$ has value either 0 or 1. It is 0 if for the given $(\alpha, \beta, \gamma)$, there exists a $t$ such that $r'_{h,d, \leq r} > r$. It is 1 if for the given $(\alpha, \beta, \gamma)$, it is the case that $r'_{h,d, \leq r}$ for any choice of $t$. Hence,

$$
\Pr(\text{outage}) = \iint_{\max_{t(\alpha, \beta, \gamma)} r'_{h,d, \leq r}} p(\alpha)p(\beta)p(\gamma) \, d\alpha \, d\beta \, d\gamma
\leq \rho^{-d_{G-CSIT}(r)}, \quad (30)
$$

where

$$
d_{G-CSIT}(r) = \min_{(\alpha, \beta, \gamma): \max_{t(\alpha, \beta, \gamma)} r'_{h,d, \leq r}, \alpha \leq \hat{\alpha}, \beta \leq \hat{\beta}, \gamma \leq \hat{\gamma}} a + b + c - \alpha - \beta - \gamma,
$$

and (30) follows by taking the same steps as in [9] Appendix A1. The notation $f(\rho) \triangleq g(\rho)$ means that

$$
\lim_{\rho \rightarrow 0} \frac{\log f(\rho)}{\log \rho} = \lim_{\rho \rightarrow \infty} \frac{\log g(\rho)}{\log \rho}.
$$

Finally, it is easy to check that introducing non-negativity conditions on $\alpha, \beta, \gamma$ and redefining $r'_{h,d}$ as (12) instead of (29) does not change the problem, which gives us (15).}

\section*{APPENDIX C}

\textbf{Characterizing DMT under local CSI}

Using the results described in the preliminaries in Section III for the case when the relay only has CSI, and following similar steps as Appendix B we get that the optimal probability of outage, which is achievable in the high-SNR limit, is given
\begin{table}  
\begin{center}  
\begin{tabular}{lllll}  
\hline  \( \frac{ab}{a+b} < c \leq \frac{1}{2} \) & \((\alpha, \beta, \gamma)\) & \text{Optimal } t & s(\alpha, \beta, \gamma) & \text{min } s(\alpha, \beta, \gamma) \\
\hline  
\( r < \frac{a}{2} \) & \( \frac{r}{a} < t < \frac{1}{2} \) & \( \left( \frac{r}{a}, \frac{r}{a} \right) \) & \( \frac{r}{a} \) & \( b + c - 2r \) \{ \begin{array}{l} \text{a} + c - 2r \\
\text{a} + c - 2r \\
\text{a} + c - 2r \end{array} \}
\hline  
\( \frac{a}{2} \leq r < \frac{ab}{a+b} \) & \( \frac{r}{a} < t < 1 - \frac{r}{b} \) & \( \left( \frac{r}{a}, \frac{1}{1-r}, 0 \right) \) & \( 1 - \frac{r}{b} \) & \( a + c - \frac{b - r}{b - r} \) \{ \begin{array}{l} \text{a} + c - 2r \\
\text{a} + c - 2r \\
\text{a} + c - 2r \end{array} \}
\hline  
\( \frac{ab}{a+b} < r < c \) & \( \frac{r}{a} < t < 1 \) & \( \left( \frac{r}{a}, b - b \frac{b - r}{b - r} \right) \) & \( 1 \) & \( a + c - 2r \) \{ \begin{array}{l} \text{a} + c - 2r \\
\text{a} + c - 2r \\
\text{a} + c - 2r \end{array} \}
\hline  
\( c < r < \frac{b}{2} \) & \( \frac{b - r}{b - c} < t < 1 \) & \( \left( \frac{r}{a}, b, b \frac{b - r}{b - r} \right) \) & \( \frac{r}{a} \) & \( \frac{ab}{r} - a - b + c \) \{ \begin{array}{l} \text{a} + c - 2r \\
\text{a} + c - 2r \\
\text{a} + c - 2r \end{array} \}
\hline  
\( \frac{b}{2} < r \) & \( \frac{b - r}{b - c} < t < 1 \) & \( \frac{b - r}{b - c} < t < 1 \) & \( \left( \frac{r}{a}, b - b \frac{b - r}{b - r} \right) \) & \( \frac{r}{a} \) & \( \frac{ab}{r} - a - b + c \) \{ \begin{array}{l} \text{a} + c - 2r \\
\text{a} + c - 2r \\
\text{a} + c - 2r \end{array} \}
\hline  
\end{tabular}  
\end{center}  
\caption{DMT achieved by DDF on half-duplex \((a, b, c)\)-relay channel, \(a < b\), for the cases \( \frac{ab}{a+b} < c \leq \frac{1}{2} \) and \( \frac{b}{2} < c \).}  
\end{table}  

by

\[
\text{Pr(outage)} = \int_a p(\alpha) \min_{t(\alpha)} \left( r_{h,d} \leq r \right) \alpha \) \text{d} \alpha
\]

Substituting the expressions for \( p(\alpha), p(\beta) \) and \( p(\gamma) \), and ignoring constants and terms that do not contribute to the \( \rho \)-exponent, we get that

\[
\text{Pr(outage)} \equiv \\
\int_a \rho^{-a} \min_{t(\alpha)} \left( \int_{\beta \leq b, \gamma \leq c, r_{h,d} \leq r} \rho^{\beta + \gamma - b - c} \text{d} \beta \text{d} \gamma \right) \text{d} \alpha.
\]

Now we need to show that \( F(\rho) \equiv \rho^{-d_{L-CS1(r)}} \), where \( F(\rho) \) is defined to be

\[
\int_a \rho^{-a} \min_{t(\alpha)} \left( \int_{\beta \leq b, \gamma \leq c, r_{h,d} \leq r} \rho^{\beta + \gamma - b - c} \text{d} \beta \text{d} \gamma \right) \text{d} \alpha
\]

(31)

where

\[
d_{L-CS1(r)} = \min_{\alpha \leq a} \min_{t(\alpha)} \min_{\beta \leq b, \gamma \leq c, r_{h,d} \leq r} a + b + c - \alpha - \beta - \gamma.
\]

The proof of this fact follows on similar lines as \[3\] Appendix A1, the details of which are provided below for the sake of completeness.

**Upper bound on \( F(\rho) \)**

Let \( I \) denote the 3-dimensional region \([-(b+c), a] \times [-a+c, b] \times [-a+b, c]\). Consider what happens while evaluating \( F(\rho) \) if instead of integrating over \( \alpha \) in the range \([-\infty, a]\), we integrate over the range \([\infty, -(b+c)]\). The first chain of inequalities given on the top of the next page shows that this does not change the \( \rho \)-exponent of \( F(\rho) \). In this chain of inequalities, the first step follows by substituting \( \mu = b+c+\alpha \), and the last-but-one step follows since the triple integral is finite.

Hence, for the purpose of evaluating the \( \rho \)-exponent of \( F(\rho) \) we can ignore this term and assume that \( \alpha \geq -(b+c) \). Similarly, we can assume \( \beta \geq -(a+c) \) and \( \gamma \geq -(a+b) \). Then, as shown by the second chain of inequalities on top of the next page, we have

\[
F(\rho) \leq \rho^{-d_{L-CS1(r)}}.
\]

(33)

**Lower bound on \( F(\rho) \)**

Define \( f(\alpha, \beta, \gamma) \equiv a + b + c - \alpha - \beta - \gamma \) and

\[
(a^*, b^*, c^*) = \arg \min_{\alpha \leq a} \min_{t(\alpha)} \min_{\beta \leq b, \gamma \leq c, r_{h,d} \leq r} a + b + c - \alpha - \beta - \gamma.
\]
achievable in the high-SNR limit, is given by only by constants, the optimal probability of outage, which is 
and the rate achievable by an appropriate static QMF differ 
As in Appendix B, since the capacity under static schemes 
by considering points of the form 
\( \beta \leq b, \gamma \leq c, r_{\alpha, d} \leq r \)
there exists a neighborhood of points that also 
(\( F(\rho) \)) = min_{t(\alpha)} \rho^{a} \rho^{b+c-a-\beta-\gamma} \frac{\beta^{2}}{d\beta d\gamma} d\alpha 
= \rho^{-(a+b+c)} \int_{\mu \leq 0} \rho^{\mu} \min_{t(\mu)} \frac{\rho^{b+c-a-\beta-\gamma} \beta^{2}}{d\beta d\gamma} d\mu 
\leq k \rho^{-(a+b+c)} \quad \text{for some } k < \infty
\]
\[
F(\rho) \leq (a + b + c)^{2} \int_{\alpha < -(b+c)} \rho^{a} \min_{t(\alpha)} \rho^{b+c-a-\beta-\gamma} \frac{\beta^{2}}{d\beta d\gamma} \frac{\beta^{2}}{d\beta d\gamma} d\alpha 
= (a + b + c)^{2} \int_{\alpha < -(b+c)} \rho^{a} \max_{t(\alpha)} \rho^{b+c-a-\beta-\gamma} \frac{\beta^{2}}{d\beta d\gamma} \frac{\beta^{2}}{d\beta d\gamma} d\alpha 
\leq (a + b + c)^{3} \rho^{-d_{\text{CSI}}(c)}
\]
\[
F(\rho) \leq (a + b + c)^{2} \int_{\alpha < -(b+c)} \rho^{a} \min_{t(\alpha)} \rho^{b+c-a-\beta-\gamma} \frac{\beta^{2}}{d\beta d\gamma} d\alpha 
= (a + b + c)^{2} \int_{\alpha < -(b+c)} \rho^{a} \max_{t(\alpha)} \rho^{b+c-a-\beta-\gamma} \frac{\beta^{2}}{d\beta d\gamma} d\alpha 
\leq (a + b + c)^{3} \rho^{-d_{\text{CSI}}(c)}
\]
\[
\frac{\beta^{2}}{d\beta d\gamma} d\alpha 
= \rho^{-(a+b+c)} \quad \text{for some } k < \infty
\]
F(\rho) \leq \rho^{-(a+b+c)} (a + b + c)^{2} \int_{\alpha < -(b+c)} \rho^{a} \min_{t(\alpha)} \rho^{b+c-a-\beta-\gamma} \frac{\beta^{2}}{d\beta d\gamma} d\alpha 
= \rho^{-(a+b+c)} (a + b + c)^{2} \int_{\alpha < -(b+c)} \rho^{a} \max_{t(\alpha)} \rho^{b+c-a-\beta-\gamma} \frac{\beta^{2}}{d\beta d\gamma} d\alpha 
\leq \rho^{-(a+b+c)} (a + b + c)^{3} \rho^{-d_{\text{CSI}}(c)}
\]
\[
\frac{\beta^{2}}{d\beta d\gamma} d\alpha 
= \rho^{-(a+b+c)} \quad \text{for some } k < \infty
\]

Since \( \rho^{a} \) is continuous, there exists a neighborhood \( J \) of \( (a, b, c, \gamma) \) within which \( \rho^{a} \) \( f(\alpha, \beta, \gamma) \) \( \alpha \) \( \beta \) \( \gamma \) \( \delta > 0 \).
Note that around any \( (\alpha, \beta, \gamma) \) within the range of integration in \([31]\), there exists a neighborhood of points that also lie in the range of integration (e.g. the neighborhood obtained by considering points of the form \( (\alpha - \epsilon_{1}, \beta - \epsilon_{2}, \gamma - \epsilon_{3}) \) for \( \epsilon_{1}, \epsilon_{2}, \epsilon_{3} > 0 \)). Consider such a neighborhood around \( (a, b, c, \gamma) \) and call it \( A \). Then,
\[
F(\rho) \geq \rho^{-(a+b+c-a-b-\gamma)} \quad \text{since } \text{vol}(A) \neq 0.
\]
Since this is true for all \( \delta > 0 \), we have a lower bound on \( F(\rho) \):
\[
F(\rho) \geq \rho^{-(a+b+c-a-b-\gamma)}.
\]
Hence, from \( [33] \) and \( [34] \),
\[
F(\rho) \leq \rho^{-(a+b+c-a-b-\gamma)}.
\]

**Appendix D**

**Characterizing DMT under no CSI (Static)**

The best static scheme chooses \( t \) to minimize the probability of outage without the knowledge of any channel realization. As in Appendix \( [B] \) since the capacity under static schemes and the rate achievable by an appropriate static QMF differ only by constants, the optimal probability of outage, which is achievable in the high-SNR limit, is given by
\[
\text{Pr(outage)} = \min_{t} \left( \int_{r_{\alpha, d} \leq r} p(\alpha)p(\beta)p(\gamma) d\alpha d\beta d\gamma \right)
\leq \min_{t} \left( \int_{r_{\alpha, d} \leq r} \max_{a, b, c, \alpha, \beta, \gamma} \rho^{a} \rho^{b+c-a-\beta-\gamma} \frac{\beta^{2}}{d\beta d\gamma} d\alpha d\beta d\gamma \right)
\leq \rho^{-d_{\text{SQMF}}(r)}
\]
where
\[
d_{\text{SQMF}}(r) = \max_{a, b, c, \alpha, \beta, \gamma} \min_{r_{\alpha, d} \leq r} a + b + c - \alpha - \beta - \gamma
\]
and \( [35] \) is arrived at by following similar steps as \( [3] \) Appendix A.
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