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Abstract—Complex dynamical systems rely on the correct deployment and operation of numerous components, with state-of-the-art methods relying on learning-enabled components in various stages of modeling, sensing, and control at both offline and online levels. This paper addresses the run-time safety monitoring problem of dynamical systems embedded with neural network components. A run-time safety state estimator in the form of an interval observer is developed to construct lower-bound and upper-bound of system state trajectories in run time. The developed run-time safety state estimator consists of two auxiliary neural networks derived from the neural network embedded in dynamical systems, and observer gains to ensure the positivity, namely the ability of estimator to bound the system state in run time, and the convergence of the corresponding error dynamics. The design procedure is formulated in terms of a family of linear programming feasibility problems. The developed method is illustrated by a numerical example and is validated with evaluations on an adaptive cruise control system.
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I. INTRODUCTION

Complex dynamical systems, for instance, medical robotic systems, autonomous vehicles and a variety of cyber-physical systems (CPS), have been increasingly benefiting from the recent rapid development of machine learning (ML) and artificial intelligence (AI) techniques in various aspects ranging from modeling to control, for instance stabilizing neural network controllers and state observers [1]–[3], adaptive neural network controllers [4], [5] and a variety of neural network controllers [6]. However, because of the well-known vulnerability of neural networks, those systems equipped with neural networks which are also called neural-network-enabled systems are only restricted to scenarios with the lowest levels of the requirement of safety. As often observed, a slight perturbation that is imposed onto the input of a well-trained neural network would lead to a completely incorrect and unpredictable result [7]. When neural network components are involved in dynamical system models such as neural network controllers applied in feedback channels, there inevitably exist noises and disturbances in output measurements of the system that are fed into the neural network controllers. These undesired but inevitable noises and disturbances may bring significant safety issues to dynamical systems in run-time operation. Moreover, with advanced adversarial machine learning techniques recently developed which can easily attack learning-enabled systems in run time, the safety issue of such systems only becomes worse. Therefore, for the purpose of safety assurance of dynamical systems equipped with neural network components, there is a need to develop safety monitoring techniques that are able to provide us the online information regarding safety properties for neural-network-enabled dynamical systems.

To assure the safety property of neural networks, there are a few safety verification methods developed recently. These approaches are mostly designed in the framework of offline computation and usually represent high computational complexities and require huge computation resources to conduct safety verification. For instance, the verification problem of a class of neural networks with rectified linear unit (ReLU) activation functions can be formalized as a variety of sophisticated computational problems. One geometric computational approach based on the manipulation of polytopes is proposed in [8], [9] which is able to compute the exact output set of an ReLU neural network. In their latest work [10], [11], a novel Star set is developed to significantly improve the scalability. Optimization-based methods are also developed for verification of ReLU neural networks such as mixed-integer linear programming (MILP) approach [12], [13], linear programming (LP) based approach [14], and Reluplex algorithm proposed in [15] which is stemmed from classical Simplex algorithm. For neural networks with general activation function, a simulation-based approach is introduced in [16] inspired by the maximal sensitivity concept proposed in [17]. The output reachable set estimation for feedforward neural networks with general activation functions is formulated in terms of a chain of convex optimization problems, and an improved version of the simulation-based approach is developed in the framework of interval arithmetic [18], [19]. These optimization and geometric methods require a substantial computational ability to verify even a simple property of a neural network. For example, some properties in the proposed ACAS Xu neural network in [15] need even more than 100 hours to complete the verification, which does not meet the real-time requirement of run-time safety monitoring for dynamical systems.

One way to resolve the real-time challenge of run-time monitoring is to develop more computational efficient verification methods that can be executed sufficiently fast to satisfy the run-time requirement such as the specification-guide method and Star set method do in [10], [11], [19]. However, these offline methods are essentially with an open-loop computation structure and there always exist computational limitations for these offline algorithms implemented online. On the other hand, inspired by observer design techniques in classical control theory, another way is to design a closed-loop structure of run-time monitoring using the instantaneous measurement of the system, which is illustrated in Figure [1]. Recently,
interval observer design techniques have been developed to provide lower- and upper-bounds of state trajectories during the system’s operation which can be used to conduct run-time monitoring for dynamical systems \[20\]–\[26\]. Inspired by the idea of interval observer methods developed in the framework of positive systems \[27\]–\[30\], a novel run-time safety state estimator is developed for neural-network-enabled dynamical systems. The run-time state estimator design consists of two essential elements, the auxiliary neural networks and observer gains. Briefly speaking, the auxiliary neural networks stemmed from the neural network in the original system are designed to deal with neural network components and observer gains are handling system dynamics, ensuring positivity of error states and convergence. The design process can be formulated in terms of a family of LP feasibility problems. Notably, if the neural network component is driven by measurement instead of system state, the design process is independent with the neural network which makes the developed method applicable for neural-network-enabled systems regardless of the scalability concern for the size of neural networks.

The rest of this paper is organized as follows. In Section II, some preliminaries and problem formulation are introduced. The main result, run-time monitoring design, is proposed in Section III. Two auxiliary neural networks are derived from the weights and biases of the neural network of original systems. Interval observers are designed in the framework of LP problems and furthermore, the convergence of the error system is discussed. In Section IV, the developed approach is applied to an adaptive cruise control (ACC) system. Conclusions and future remarks are given in Section V.

**Notations:** \(\mathbb{R}\) and \(\mathbb{R}_+\) stand for the sets of real numbers and nonnegative real numbers respectively, and \(\mathbb{R}^n\) denotes the vector space of all \(n\)-tuples of real numbers, \(\mathbb{R}^{n \times n}\) is the space of \(n \times n\) matrices with real entries. We denote \(I_{n \times n} \in \mathbb{R}^{n \times n}\) as an \(n\)-dimensional identity matrix and \(1_{n \times 1} = [1, \ldots, 1]^\top \in \mathbb{R}^{n \times 1}\). Matrix \(A \in \mathbb{R}^{n \times n}\) is a Metzler matrix if its off-diagonal entries are nonnegative, and \(M_n\) denotes the set of the Metzler matrices of size \(n\). For \(x \in \mathbb{R}^n\), \(x_i\) denotes the \(i\)th component of \(x\), and the notation \(x > 0\) means \(x_i > 0\) for \(1 \leq i \leq n\). \(\mathbb{R}_+^n = \{x \in \mathbb{R}^n : x > 0\}\) denotes the nonnegative orthant in \(\mathbb{R}^n\), \(\mathbb{R}_+^{n \times m}\) denotes the set of \(n \times m\) real non-negative matrices. For \(x \in \mathbb{R}^n\), its 1-norm is \(\|x\|_1 = \sum_{k=1}^n |x_k|\). Similarly, for an \(A \in \mathbb{R}^{n \times m}\), \(a_{ij}\) denotes the element in the \((i, j)\) position of \(A\), and \(A > 0\) means that \(a_{ij} > 0\) for \(1 \leq i, j \leq n\). \(A > B\) means that \(A - B > 0\). \(|A|\) means \(|a_{ij}|\) for \(1 \leq i, j \leq n\) and \(A^\top\) is the transpose of \(A\).

---

### II. System Description and Problem Formulation

#### A. Neural-Network-Enabled Dynamical Systems

In this work, we consider an \(L\)-layer feedforward neural network \(\Phi : \mathbb{R}^{n_0} \to \mathbb{R}^{n_L}\) defined by the following recursive equations in the form of

\[
\begin{align*}
\eta_{\ell} &= \phi_{\ell}(W_{\ell}\eta_{\ell-1} + b_{\ell}), \quad \ell = 1, \ldots, L \\
\Phi(\eta_0) &= \eta_L
\end{align*}
\]

where \(\eta_\ell \in \mathbb{R}^{n_\ell}\) denotes the output of the \(\ell\)-th layer of the neural network, and in particular \(\eta_0 \in \mathbb{R}^{n_0}\) is the input to the neural network and \(\eta_L \in \mathbb{R}^{n_L}\) is the output produced by the neural network, respectively. \(W_\ell \in \mathbb{R}^{n_\ell \times n_{\ell-1}}\) and \(b_\ell \in \mathbb{R}^{n_\ell}\) are weight matrices and bias vectors for the \(\ell\)-th layer. \(\phi_{\ell} = [\psi_1, \ldots, \psi_{\ell}]\) is the concatenation of activation functions of the \(\ell\)-th layer in which \(\psi_\ell : \mathbb{R} \to \mathbb{R}\) is the activation function. The following assumptions which are related to activation functions are proposed.

**Assumption 1:** Assume that the following properties holds for activation functions \(\psi_\ell\), \(\ell = 1, \ldots, L\):

1) Given any two scalar \(x_1\) and \(x_2\), there exists an \(\alpha > 0\) such that

\[
|\psi_\ell(x_1) - \psi_\ell(x_2)| \leq \alpha |x_1 - x_2|, \quad \forall \ell = 1, \ldots, L.
\]

2) Given any two scalars \(x_1 \leq x_2\), the following inequality holds

\[
\psi_\ell(x_1) \leq \psi_\ell(x_2), \quad \forall \ell = 1, \ldots, L.
\]

** Remark 1:** The above two assumptions hold for most popular activation functions such as ReLU, sigmoid, tanh, for instance. The maximum Lipschitz constant of all \(\psi_\ell\) can be chosen as the \(\alpha\) for condition (2). In addition, those popular activation functions are monotonically increasing so that condition (3) is explicitly satisfied.

Neural-network-enabled dynamical systems are dynamical systems driven by neural network components such as neural network feedback controllers. In general, neural-network-enabled dynamical systems are in the form of

\[
\begin{align*}
\dot{x}(t) &= f(x(t), u(t), \Phi(x(t), u(t))) \\
y(t) &= g(x(t), u(t))
\end{align*}
\]

where \(x(t) \in \mathbb{R}^{n_x}\) is the state vector, \(u(t) \in \mathbb{R}^{n_u}\) is the system input and \(y(t) \in \mathbb{R}^{n_y}\) is the measurement of the system, respectively. \(f : \mathbb{R}^{n_x+n_u} \to \mathbb{R}^{n_y}\) and \(g : \mathbb{R}^{n_x+n_u} \to \mathbb{R}^{n_y}\) are nonlinear functions. \(\Phi : \mathbb{R}^{n_x+n_u} \to \mathbb{R}^{n_n}\) is the neural network component embedded in the system dynamics. In the rest of this paper, the time index \(t\) in some variables may be omitted for brevity if no ambiguity is introduced.

In the work, we focus on a class of neural-network-enabled systems with system dynamics in the form of Lipschitz non-linear model described as

\[
\begin{align*}
\dot{x} &= Ax + f(x) + \Phi(x, u) \\
y &= Cx
\end{align*}
\]

where \(A \in \mathbb{R}^{n_x \times n_x}\), \(C \in \mathbb{R}^{n_y \times n_x}\), and \(f(x, u)\) is a Lipschitz nonlinearity satisfying the Lipschitz inequality

\[
\|f(x_1) - f(x_2)\| \leq \beta \|x_1 - x_2\|, \quad \beta > 0.
\]
Remark 2: It is worthwhile mentioning that any nonlinear system in the form of \( \dot{x} = f(x) + \Phi(x, u) \) can be expressed in the form of (4), as long as \( f(x) \) is differentiable with respect to \( x \). The neural network \( \Phi(x, u) \) is an interval component affecting the system behavior. For example, if \( \Phi(x, u) \) is trained as the neural network feedback controller, model (5) represents a state-feedback closed-loop system.

Finally, the nonlinearity \( f(x) \) is assumed to have the following property.

Assumption 2: It is assumed that there exist functions \( f, \Phi : \mathbb{R}^{2n_x} \rightarrow \mathbb{R}^{n_x} \) such that
\[
\| f(x, \pi) \| \leq f(x) \leq \Phi(x, \pi)
\] (7)
holds for any \( \pi \leq x \leq \pi \).

B. Problem Statement

The run-time safety monitoring problem considered in this paper is to design a run-time safety state estimator \( \mathcal{E} \) which is able to estimate the lower- and upper-bounds of the instantaneous value of \( x(t) \) for the purpose of safety monitoring. The information of system \( \mathcal{L} \) that is available for estimator \( \mathcal{E} \) includes: System matrices \( A, C \), nonlinearity \( f \) and neural network \( \Phi \), namely the weight matrices \( \{W_i\}_{i=1}^{L} \) and bias vectors \( \{b_i\}_{i=1}^{L} \), and the \( \mathcal{L} \) and \( \pi \) such that input \( u(t) \) satisfies \( u \leq u(t) \leq \pi, \forall t \geq 0 \), and the instantaneous value of measurement \( y(t) \) in running time. The run-time safety monitoring problem for neural-network-enabled dynamical system (5) is summarized as follows.

Problem 1: Given a neural-network-enabled dynamical system \( \mathcal{L} \) in the form of (5) with input \( u(t) \) satisfying \( u \leq u(t) \leq \pi, \forall t \geq 0 \), how does one design a run-time safety state estimator \( \mathcal{E} \) to reconstruct two instantaneous values \( x(t) \) and \( \pi(t) \) such that \( x(t) \leq x \leq \pi(t) \), \( \forall t \geq 0 \)?

Inspired by interval observers proposed in [20]–[26], the run-time safety state estimator \( \mathcal{E} \) is developed in the following Luenberger observer form
\[
\mathcal{E} : \begin{cases}
\dot{x} = Ax + f(x, \pi) + \Phi(x, u, \pi) + L(y - Cx) \\
\pi = Ax + f(x, \pi) + \Phi(x, u, \pi) + L(y - Cx)
\end{cases}
\] (8)
where initial states satisfy \( x(0) = x(0) \leq \pi(0) \) and \( f, \Phi \) and observer gains \( L, \pi \) are to be determined. Furthermore, letting the error states \( \varepsilon(t) = x(t) - x(t) \) and \( \pi(t) - \pi(t) \), the error dynamics can be obtained as follows:
\[
\begin{cases}
\dot{\varepsilon} = (A - L \dot{C}) \varepsilon + f(x) - f(x, \pi) + \Phi(x, u) - \Phi(x, u, \pi) \\
\dot{\pi} = (A - \pi \dot{C}) \pi + \Phi(x, u, \pi) - f(x) + \Phi(x, u, \pi) - \Phi(x, u)
\end{cases}
\] (9)
with initial states \( \varepsilon(t_0) \geq 0 \) and \( \pi(t_0) \geq 0 \).

The problem of ensuring the run-time value of \( x(t) \) satisfying \( \varepsilon(t) \leq x(t) \leq \pi(t) \), \( \forall t \geq 0 \) is equivalent to the one that the run-time values of error states \( \varepsilon(t) \) and \( \pi(t) \) are required to be always positive, that is to say, \( \varepsilon(t) \geq 0 \) and \( \pi(t) \geq 0 \), \( \forall t \geq 0 \). Thus, with the run-time safety state estimator in the form of (8), the run-time safety monitoring problem for system (5) can be restated as follows.

Problem 2: Given a neural-network-enabled dynamical system \( \mathcal{L} \) in the form of (5) with input \( u(t) \) satisfying \( u \leq u(t) \leq \pi, \forall t \geq 0 \), how does one construct proper neural networks \( \Phi, \Phi \) and observer gains \( L, \pi \) such that the error states \( \varepsilon(t) \) and \( \pi(t) \) governed by (9) satisfy \( \varepsilon(t) \geq 0 \) and \( \pi(t) \geq 0 \), \( \forall t \geq 0 \)?

As stated in Problem 2 the run-time safety monitoring consists of two essential design tasks, neural network design and observer gain design. Then, the result about positivity of dynamical systems is recalled by the following lemma.

Lemma 1: (21) Consider a system \( \dot{z} = Mz + p(t), z \in \mathbb{R}^n, \) where \( M \in \mathbb{M}_n \) and \( p : \mathbb{R}_+ \rightarrow \mathbb{R}^n \), the system is called cooperative and the solutions of the system satisfy \( z(t) \geq 0, \forall t \geq 0 \) if \( z(0) \geq 0 \).

Based on Lemma 1 and owing to Assumption 2 implying \( f(x) - f(x, \pi) \in \mathbb{R}^n \) and \( \Phi(x, u, \pi) - f(x) \in \mathbb{R}^n \), the run-time safety monitoring problem can be resolved if observer gains \( L, \pi \) and neural networks \( \Phi, \Phi \) satisfy the conditions proposed in the following proposition.

Proposition 1: The run-time safety monitoring Problem 1 is solvable if there exist observer gains \( L, \pi \) and neural networks \( \Phi, \Phi \) such that
1) \( A - L \dot{C} \in \mathbb{M}_{n_x}, A - \pi \dot{C} \in \mathbb{M}_{n_x} \)
2) \( \Phi(x, u) - \Phi(x, u, \pi) \in \mathbb{R}^n, \Phi(x, u, \pi) - \Phi(x, u) \in \mathbb{R}^n \).

Proof. Due to Assumption 2 it implies \( f(x) - f(x, \pi) \in \mathbb{R}^n \) and \( \Phi(x, u, \pi) - f(x) \in \mathbb{R}^n \). Together with \( A - L \dot{C} \in \mathbb{M}_{n_x} \), it leads to \( \varepsilon(t) \geq 0, \forall t \geq 0 \) according to Lemma 1. Some guidelines can be applied to ensure \( \pi(t) \geq 0 \).

The observer gains \( L, \pi \) and neural networks \( \Phi, \Phi \) satisfying conditions in Proposition 1 can ensure the system state \( x(t) \) to be bounded by the estimator states \( x(t) \) and \( \pi(t) \), but there is no guarantee on the boundedness and convergence of error state \( \varepsilon(t) \) and \( \pi(t) \). The values of \( \varepsilon(t) \) and \( \pi(t) \) may diverge, namely \( \lim_{t \rightarrow \infty} \varepsilon(t) = \infty \) and \( \lim_{t \rightarrow \infty} \pi(t) = \infty \), thus make no sense in terms of safety monitoring in practice.

The following notion of practical stability concerned with boundedness of system state is introduced.

Definition 1: (31) Given \( (\epsilon, \delta) \) with \( 0 < \epsilon \leq \delta \). Let \( x(t, x(t_0)), t \geq t_0, \) be a solution of the system \( \dot{x} = \Phi(x, u(t)) \), then the trivial solution \( x = 0 \) of the system is said to be practically stable with respect to \( (\epsilon, \delta) \) if \( |x(t)| \leq \epsilon \) implies \( |x(t)| \leq \delta, \forall t \geq t_0 \).

Furthermore, if there is a \( T = T(t_0, \epsilon, \delta) > 0 \) such that \( |x(t)| \leq \epsilon \) implies \( |x(t)| \leq \delta \) for any \( t \geq t_0 + T \), then the system is practically asymptotically stable.

Remark 3: Practical stability ensures the boundedness of state trajectories of a dynamical system. If the inequality
\[
|y(t)| \leq C \max\{t - t_0 \}, |x(t)| \leq \epsilon
\] (10)
holds for any \( x(t) \in \mathbb{R}^n, \) any \( t \geq t_0 \) and constants \( C > 0, \epsilon \leq 0 \), it implies that the state trajectories of a dynamical system are bounded in terms of \( |x(t)| \leq C |x(t_0)| + \epsilon, \forall t \geq t_0, \) and moreover, the state trajectories also converge...
to ball $B_r = \{ x \in \mathbb{R}^n \mid ||x|| \geq r, r \geq 0 \}$ exponentially at a decay rate of $\lambda$. In particular, we call this system is globally practically uniformly exponentially stable.

III. RUN-TIME SAFETY MONITORING DESIGN

This section aims to design neural networks $\Phi$, $\overline{\Phi}$ and observer gains $\underline{L}$, $\overline{L}$ satisfying conditions in Proposition 1. Furthermore, the convergence of error state is also analyzed and assured. First, we design neural networks $\Phi$ and $\overline{\Phi}$ based on the weight matrices $W_\ell$ and bias vectors $b_\ell$ of neural network $\Phi$ in system $\mathcal{G}$.

Given a neural network $\Phi: \mathbb{R}^n_0 \rightarrow \mathbb{R}^{n_L}$ in the form of $\Phi$ with weight matrices

$$W_\ell = [w^{i,j}_\ell]_n$$

where $w^{i,j}_\ell$ denotes the element in $i$-th row and $j$-th column, we define two auxiliary weight matrices as below:

$$W'_\ell = [w^{i,j}_\ell], \quad W''_\ell = [w^{i,j}_\ell]$$

for which it is explicit that we have $W_\ell = W'_\ell + W''_\ell$. Then, we construct two auxiliary neural networks $\Phi: \mathbb{R}^{2n_0} \rightarrow \mathbb{R}^{n_L}$, $\overline{\Phi}: \mathbb{R}^{2n_0} \rightarrow \mathbb{R}^{n_L}$ with inputs $\eta_0, \overline{\eta}_0 \in \mathbb{R}^n_0$ in the following form:

$$\eta_\ell = \phi(\overline{W}' \eta_{\ell-1} + \overline{W}'' \eta_{\ell-1} + b_\ell), \quad \ell = 1, \ldots, L$$

$$\overline{\eta}_\ell = \phi(\overline{W}' \overline{\eta}_{\ell-1} + \overline{W}'' \overline{\eta}_{\ell-1} + b_\ell), \quad \ell = 1, \ldots, L$$

Given $\eta_0 \leq \eta_0 \leq \overline{\eta}_0$, the following theorem can be derived with auxiliary neural networks in the form of (14) and (15), which implies the positivity of $\Phi(\eta_0) - \overline{\Phi}(\eta_0, \overline{\eta}_0)$ and $\overline{\Phi}(\eta_0, \overline{\eta}_0) - \Phi(\eta_0)$.

Theorem 1: Given neural networks $\Phi: \mathbb{R}^n_0 \rightarrow \mathbb{R}^{n_L}$ and its two auxiliary neural networks $\Phi: \mathbb{R}^{2n_0} \rightarrow \mathbb{R}^{n_L}$, $\overline{\Phi}: \mathbb{R}^{2n_0} \rightarrow \mathbb{R}^{n_L}$ defined by (14) and (15), the following condition

$$\Phi(\eta_0) - \overline{\Phi}(\eta_0, \overline{\eta}_0) \leq \Phi(\eta_0, \overline{\eta}_0) - \overline{\Phi}(\eta_0)$$

holds for any $\eta_0 \leq \eta_0 \leq \overline{\eta}_0$.

Proof. Let us consider the $\ell$-th layer. For any $\eta_{\ell-1} \leq \eta_{\ell-1} \leq \eta_{\ell-1}$, we can find the error state $\Theta(L)$ and $2L$ such that

$$W_{\ell} \eta_{\ell-1} + b_\ell - (W'_{\ell} \eta_{\ell-1} + W''_{\ell} \eta_{\ell-1} + b_\ell) \geq 0$$

Under Assumption 1 the monotonic property $\phi_\ell$ leads to

$$\phi(\overline{W}' \eta_{\ell-1} + \overline{W}'' \eta_{\ell-1} + b_\ell) - \phi(\overline{W}' \eta_{\ell-1} + \overline{W}'' \eta_{\ell-1} + b_\ell) \geq 0$$

Using the definitions of neural networks $\Phi$, $\overline{\Phi}$ and $\overline{\Phi}$ described by (14) and (15), namely $\eta_\ell = \phi(\overline{W}' \eta_{\ell-1} + \overline{W}'' \eta_{\ell-1} + b_\ell)$, $\overline{\eta}_\ell = \phi(\overline{W}' \overline{\eta}_{\ell-1} + \overline{W}'' \overline{\eta}_{\ell-1} + b_\ell)$, the above derivation implies that

$$\left[ \eta_{\ell-1} - \left[ \begin{array}{c} \eta_{\ell-1} \\ \overline{\eta}_{\ell-1} \end{array} \right] \right] \in \mathbb{R}^{2n_0} \Rightarrow \left[ \begin{array}{c} \eta_{\ell-1} \\ \overline{\eta}_{\ell-1} \end{array} \right] \in \mathbb{R}^{2n_0}$$

The proof is complete.

With the two auxiliary neural networks $\Phi$, $\overline{\Phi}$, we are ready to design observer gains $\underline{L}$ and $\overline{L}$ to construct run-time safety state estimator $\mathcal{E}$ in the form of $\mathcal{G}$ via the following theorem.

Theorem 2: The safety monitoring Problem 1 is solvable if the following conditions hold for observer gains $\underline{L}$, $\overline{L}$ and neural networks $\Phi$ and $\overline{\Phi}$:

1) There exist $a \in \mathbb{R}$, $\underline{L} = \overline{L} = \mathbb{R}^{n_0 \times n_L}$ such that

$$A - L C \geq a I_{n_0}$$

2) $\Phi(x, \overline{\pi}, \overline{\pi})$, $\overline{\Phi}(x, \pi, \pi)$ are in the form of (14) and (15) with $\eta_0 = [x^T, \overline{\pi}^T]^T$ and $\eta_0 = [x^T, \pi^T]^T$.

Proof. First note that (19) and (20) imply that $A - L C \geq a I_{n_0 \times n_L}$. Based on Proposition 1 the error $e(t)$ will be bounded as $e(t) \leq \tau(t), \forall t \geq 0$, thus the safety monitoring problem is solvable. The proof is complete.
holds for \( f(x) \), \( f(x, \pi) \), \( \overline{f}(x, \pi) \).

**Remark 4.** These parameters \( \gamma_1, \gamma_2, \beta, \rho \) and \( \pi \) in Assumption 3 can be estimated under Lipschitz condition (6), using the results in (33), i.e., Lemma 6 in (33).

The following lemma is developed for neural network \( \Phi \) and its auxiliary neural networks \( \Phi \) and \( \Phi \).

**Lemma 2:** Given a feedforward neural network \( \Phi : \mathbb{R}^{n_0} \to \mathbb{R}^{n_L} \), there always exist a series of matrices \( S_L, S_L \in \mathbb{R}^{n_L \times n_L}, \ell = 0, \ldots, L \), with \( S_L = S_L = I_{n_L \times n_L} \) such that

\[
\alpha \left[ \frac{S_L W_L - S_L W_L}{S_L W_L - S_L W_L} \right] \leq \left[ S_{L-1} - S_{L-1} \right], \quad \ell = 1, \ldots, L \tag{23}
\]

\[
\Psi(\eta_0, \eta_0) - \Phi(\eta_0, \eta_0) \leq S_0(\eta_0 - \eta_0) + S_0(\eta_0 - \eta_0) \tag{24}
\]

hold for any \( \eta_0 \leq \eta_0 \leq \eta_0 \), where \( \alpha \) is the Lipschitz constant of activation functions given in (2).

**Proof.** Starting from \( S_L = S_L = I_{n_L \times n_L} \), we can recursively define

\[
S_{L-1} = \alpha \left[ S_L W_L - S_L W_L \right] + \epsilon I_{n_L \times n_L} \tag{25}
\]

\[
S_{L-1} = \alpha \left[ S_L W_L - S_L W_L \right] + \epsilon I_{n_L \times n_L} \tag{26}
\]

where \( \epsilon > 0 \) could be any positive value. Thus, there always exist \( S_L, S_L \), \( \ell = 0, \ldots, L \) such that (23) holds.

Then, we are going to establish (24). We consider the \( \ell \)-th layer \( \eta_0 = \phi_\ell(W_\ell \eta_{\ell-1} + b_\ell) \). Under Assumption 1, it implies

\[
\eta_0 - \eta_0 = \phi_\ell(W_\ell \eta_{\ell-1} + b_\ell) - \phi_\ell(W_\ell \eta_{\ell-1} + W_\ell \eta_{\ell-1}) + b_\ell \leq \alpha \left[ W_\ell \eta_{\ell-1} + b_\ell - W_\ell \eta_{\ell-1} - W_\ell \eta_{\ell-1} - b_\ell \right] \tag{27}
\]

Following the same guideline in the proof of Theorem 1 one obtains

\[
W_\ell \eta_{\ell-1} + b_\ell - W_\ell \eta_{\ell-1} - W_\ell \eta_{\ell-1} - b_\ell \geq 0 \tag{28}
\]

and using the fact that \( W_\ell \) is \( \ell \)-th, inequality (27) equals

\[
\eta_0 - \eta_0 \leq \alpha W_\ell \eta_{\ell-1} + b_\ell - \alpha W_\ell \eta_{\ell-1} - \alpha W_\ell \eta_{\ell-1} = \alpha W_\ell \eta_{\ell-1} - \alpha W_\ell \eta_{\ell-1} - \nu_0 - \nu_0 - \nu_0 \tag{29}
\]

Similarly, one can obtain

\[
\nu_0 - \nu_0 \leq -\alpha W_\ell \nu_0 - \alpha W_\ell \nu_0 \tag{30}
\]

Based on inequalities (29) and (30), the following inequality can be established

\[
S_0(\eta_0 - \eta_0) + S_0(\eta_0 - \eta_0) \leq \alpha \left[ S_L W_L - S_L W_L \right] \tag{31}
\]

\[
\tag{23}, \quad \ell = 1, \ldots, L
\]

which can be iterated to yield

\[
S_L(\eta_L - \eta_L) + S_L(\eta_L - \eta_L) \leq S_0(\eta_0 - \eta_0) + S_0(\eta_0 - \eta_0) \tag{31}
\]

Owing to the fact that \( \eta_L = \Phi(\eta_0) \), \( \eta_L = \Phi(\eta_0, \eta_0) \), \( \eta_L = \Phi(\eta_0, \eta_0) \) and \( \eta_L = S_L = I_{n_L \times n_L} \), the following inequality can be established

\[
\Phi(\eta_0, \eta_0) - \Phi(\eta_0, \eta_0) \leq S_0(\eta_0 - \eta_0) + S_0(\eta_0 - \eta_0) \tag{31}
\]

for any \( \eta_0 \leq \eta_0 \leq \eta_0 \). The proof is complete. □

**Remark 5:** Lemma 2 ensures the existence of \( S_L, S_L \), \( \ell = 0, \ldots, L \) such that the input-output relationship in the description of (24) holds for auxiliary neural networks \( \Phi \) and \( \Phi \). It also provides a method to compute \( S_L, S_L \), \( \ell = 0, \ldots, L \), that is solving linear inequality (23) with initialized \( S_L = S_L = I_{n_L \times n_L} \). In practice, optimal solution of \( S_L, S_L \) such as min trace(diag\{\( S_L, S_L \)}) is of interest. With respect to objective functions of interest, optimization problems such as linear programming (LP) problems can be formulated to compute \( S_L = S_L \). For instance, the following LP problem can be formulated

\[
\min \text{ trace(diag}\{S_L, S_L\})
\]

\[
s.t. \alpha \left[ S_L W_L - S_L W_L \right] \leq \left[ S_{L-1} - S_{L-1} \right], \quad \ell = 1, \ldots, L \tag{23}, \quad \ell = 1, \ldots, L
\]

\[
S_L = S_L = I_{n_L \times n_L} \tag{32}
\]

Based on Lemma 2 we are ready to derive the following result to ensure the boundedness and convergence of run-time error states, namely the practical stability of error system (9).

Before presenting the result, we assume that the input vector of neural network component \( \Phi(\eta_0) \) is \( \eta_0 = [x, u] \in \mathbb{R}^{n_x+n_u} \).

**Theorem 3:** Consider error system (9), if there exist a diagonal matrix \( X \in \mathbb{R}^{n_x \times n_x} \), matrices \( Y, Y \in \mathbb{R}^{n_u \times n_u} \) and a scalar \( a \in \mathbb{R} \) such that

\[
X_1 n_1 x_1 > 0 \tag{33}
\]

\[
X A - Y C > a I_{n_x \times n_x} \tag{34}
\]

\[
X A - Y C > a I_{n_x \times n_x} \tag{35}
\]

\[
\begin{bmatrix}
A^T X - C^T \overline{Y}^T \overline{Y} + \gamma_1 X + U^T X \\
A^T X - C^T \overline{Y}^T \overline{Y} + \gamma_1 X + U^T X
\end{bmatrix}
\]

\[
\begin{bmatrix}
1 \times 1 \times 1 > 0 \tag{36}
\]

\[
\begin{bmatrix}
1 \times 1 \times 1 > 0 \tag{36}
\]

where \( \gamma = \gamma_1 + \gamma_2 \), \( \overline{Y} = \overline{Y} + \overline{Y} \) and \( \overline{Y}, \overline{Y} \) are defined by \( \overline{Y} = [U, V] \) and \( \overline{Y} = [U, V] \) where \( U, \overline{U} \in \mathbb{R}^{n_x \times n_x} \), \( V, \overline{V} \in \mathbb{R}^{n_u \times n_u} \), and \( S_L, S_L \in \mathbb{R}^{n_x \times(n_x+n_u)} \) are the solution of the following conditions:

\[
\alpha \left[ S_L W_L - S_L W_L \right] \leq \left[ S_{L-1} - S_{L-1} \right], \quad \ell = 1, \ldots, L \tag{37}
\]

with \( S_L = S_L = I_{n_L \times n_L} \), then the error system (9) is globally practically uniformly exponentially stable with observer gains \( L = X^{-1} \) and \( T = X^{-1} \).

**Proof.** First, we construct the co-positive Lyapunov function candidate \( V(\epsilon, \pi) = \overline{Y}(\epsilon) + \overline{V}(\pi) \), where \( \overline{Y}(\epsilon) = \epsilon^T v, \overline{V}(\pi) = \overline{V}(\pi) = \pi^T v \) with \( v = X_1 n_1 x_1 \in \mathbb{R}^{n_x} \).

Considering \( \overline{Y}(\epsilon) \), one can obtain

\[
\overline{Y}(\epsilon) = \epsilon^T (A^T - C^T L^T) v + \overline{F}^T v + \overline{G}^T v \tag{38}
\]
where \( F = f(x) - f(\xi) \), \( G = \Phi(x, u) - \Phi(\xi, u, u) \).

Under Assumption \[ \| \Phi \| \] it implies that
\[
\mathcal{E}^T v \leq \gamma_1 \mathcal{E}^T v + \gamma_2 \mathcal{T}^T v + \mathcal{P}^T v.
\] (39)

Thus, we have
\[
\mathcal{V}(e) \leq \mathcal{E}^T \mathcal{Q} e + \mathcal{P}^T v + \mathcal{Q}^T v
\] (40)

where \( \mathcal{Q} = A^T - C^T \mathcal{T}^T + (\gamma_1 + \gamma_2)I_{n_x \times n_x} \).

Similarly, the following inequality can be obtained for \( \mathcal{V}(\xi) \):
\[
\mathcal{V}(\xi) \leq \mathcal{T}^T \mathcal{Q} e + \mathcal{P}^T v + \mathcal{Q}^T v
\] (41)

where \( \mathcal{Q} = A^T - C^T \mathcal{T}^T + (\gamma_1 + \gamma_2)I_{n_x \times n_x} \) and \( \mathcal{G} = \Phi(x, u, u) - \Phi(x, u) \).

From (40) and (41), we have
\[
\mathcal{V}(e, \xi) \leq \mathcal{E}^T \mathcal{Q} e + (\mathcal{P}^T + \mathcal{Q}^T)v + \mathcal{G}^T v
\] (42)

where \( \mathcal{G} = \mathcal{G} + \mathcal{Q} \).

Due to \( \mathcal{G} = \mathcal{G} + \mathcal{Q} = \Phi(x, u, u) - \Phi(x, u, u) \) and using (37) based on Lemma 2 it leads to
\[
\mathcal{G} \leq [\mathcal{U} \mathcal{V}]egin{bmatrix}
\frac{x}{u} - \frac{x}{u} \\
\mathcal{V} - \mathcal{V} \\
\mathcal{V} - \mathcal{V}
\end{bmatrix}
\] (43)

Therefore, one has
\[
\mathcal{V}(e, \xi) \leq \mathcal{E}^T \mathcal{Q} e + (\mathcal{P}^T + \mathcal{Q}^T)v + \mathcal{G}^T v
\] (44)

where \( \mathcal{G} \leq (\mathcal{T}^T - \mathcal{U}^T)(\mathcal{V}^T + \mathcal{V}^T)v + (\mathcal{P}^T + \mathcal{Q}^T)v \).

Due to (36) and \( v = X\mathbf{1}_{n_x \times 1} \), it leads to
\[
\left[\frac{\mathcal{P} + \mathcal{U}^T}{\mathcal{Q} + \mathcal{U}}\right]v < 0
\] (45)

which implies that there always exists a sufficient small \( \lambda > 0 \) such that
\[
\left[\frac{\mathcal{P} + \mathcal{U}^T}{\mathcal{Q} + \mathcal{U}}\right]v < -\lambda \left[ I_{n_x \times n_x} \right]v
\] (46)

and that implies
\[
\mathcal{V}(e, \xi) \leq -\lambda v^T v - \lambda \mathcal{T}^T v + \theta = -\lambda \mathcal{V}(e, \xi) + \theta.
\] (47)

Defining \( v \) and \( \tau \) the minimal and maximal element in \( v \), (47) implies that
\[
\| \mathbf{x} - \mathbf{y} \| \leq e^{-\lambda(t-t_0)} \| \xi_0 \| + \frac{\theta}{\lambda} \| \mathbf{x} - \mathbf{y} \| \leq Ce^{-\lambda(t-t_0)} \| \xi_0 \| + r
\]

where \( \mathcal{T}^T = [\mathcal{T}^T, \mathcal{T}^T] \), \( C = \mathcal{T}/\mathcal{T} \) and \( r = \theta/\lambda. \) Therefore, the error system is globally practically uniformly exponentially stable, the error state converges to ball \( B_r = \{ x \in \mathbb{R}^{n_x} | \| x \| \geq r, r \geq 0 \} \) exponentially at a decay rate of \( \lambda. \) The proof is complete.

The design process of observer gains \( L \) and \( T \) allows one to use coordinate transformation techniques used in several works such as [21, 25, 33] to relax the conditions of both Mezleter and Hurwitz conditions being satisfied. Based on Theorem 3 an design algorithm is proposed in Algorithm 1 The outputs of the algorithm, the auxiliary neural networks \( \Phi, \Phi \) and observer gains \( L, T \), are able to ensure the run-time boundedness as well as the convergence of the error state in terms of practical stability.

**Algorithm 1: Run-Time Safety State Estimator Design**

1. Compute \( W_\ell, \overline{W}_\ell \), \( \ell = 1, \ldots, L \) by (12), (13) and obtain neural networks \( \Phi, \Phi \).
2. Solve LP problem (32) to obtain \( S_0 \) and \( \mathcal{G}_0 \).
3. Compute \( \mathcal{U}, \mathcal{V} \) by \( S_0 = [\mathcal{U}, \mathcal{V}] \), \( \mathcal{S}_0 = [\mathcal{U}, \mathcal{V}] \) where \( \mathcal{U}, \mathcal{V} \in \mathbb{R}^{n_x \times n_x}, \mathcal{V}, \mathcal{V} \in \mathbb{R}^{n_x \times n_x} \).
4. Solve LP problem (33)-(34) to obtain \( X, \mathcal{V}, \mathcal{V} \).
5. Compute observer gains \( L, T \).

A numerical example is proposed to illustrate the design process of Algorithm 1.

**Example 1:** Consider a neural-network-enabled system in the form of \( \dot{x} = Ax + \Phi(x, u), \) where system matrices are
\[
A = \begin{bmatrix}
-2 & 1 \\
3 & -5
\end{bmatrix}, \quad C = [0 \ 1]
\]

and neural network \( \Phi \) is determined by
\[
W_1 = \begin{bmatrix}
0.6266 & 0.8433 & 0.3241 \\
-0.2485 & -1.5838 & -0.5620
\end{bmatrix}, \quad b_1 = [\mathbf{-1.0191} \ \mathbf{-1.3852}]
\]

\[
W_2 = \begin{bmatrix}
0.5243 & -1.4939 & 1.1992 \\
-0.4300 & -1.4659 & 0.1102
\end{bmatrix}, \quad b_2 = [\mathbf{-0.6011} \ \mathbf{0.9549}]
\]

and activation functions are \( \tanh \) and \( \text{purelin}. \)

**Step 1. Design Auxiliary Neural Networks:** By (12) and (13), matrices \( W_\ell, \overline{W}_\ell \), \( \ell = 1, 2 \) are as follows:

\[
W_1 = \begin{bmatrix}
0 & 0 & 0 \\
-0.2485 & -1.5838 & -0.5620
\end{bmatrix}, \quad \overline{W}_1 = \begin{bmatrix}
0.5243 & 0.1102 \\
0 & 0 & 0
\end{bmatrix}
\]

\[
W_2 = \begin{bmatrix}
0.6266 & 0.8433 & 0.3241 \\
-0.4617 & -0.6961 & 0.3236
\end{bmatrix}, \quad \overline{W}_2 = \begin{bmatrix}
0.2629 & 0.6789 & -1.2695 \\
0.8433 & 0.3241 & 0.2629
\end{bmatrix}
\]
The run-time state trajectories $x(t)$ are monitored by $\bar{x}(t)$ and $\bar{\pi}(t)$ of state estimator in run time.

**Step 2: Design Observer Gains:** By (33)–(37), the observer gains are computed as

$$L = \begin{bmatrix} 0 \\ 12.0394 \end{bmatrix}, \quad \Sigma = \begin{bmatrix} 1 \\ 8.0044 \end{bmatrix}. $$

Assuming input $u = 10 \sin(5t)$, thus we have $y = -10$ and $\pi = 10$. The initial state is assumed to be bounded in $[-1, 1]$. The run-time safety monitoring of system state $x_1(t)$ and $x_2(t)$ is illustrated in Figure 1. The run-time state trajectories $x_1(t)$, $x_2(t)$ are bounded in run-time estimated states $\bar{x}(t)$, $\bar{\pi}(t)$, $i = 1, 2$, in other words, the safety of system state $x(t)$ can be monitored by $\bar{x}(t)$, $\bar{\pi}(t)$, $i = 1, 2$ in run time.

As one of the most common neural-network-enabled dynamical systems, the neural network is driven by the measurement of the system, which means the input of the neural network is the measurement of the system $y(t)$ instead of system state $x(t)$. For instance, neural network control systems use the measurement $y(t)$ to compute the control input instead of system state $x(t)$ since system state $x(t)$ may not be measurable. This class of systems with neural network $\Phi(y, u)$ are in the following description of

$$L_y: \begin{cases} \dot{x} = Ax + f(x) + \Phi(y, u) \\ y = Cx \end{cases}$$

where neural network $\Phi(y, u)$ is measured output driven. Since the output $y(t)$ is measurable in run time, it can be employed in the safety monitoring. The run-time safety state estimator is developed in the form of

$$L_y: \begin{cases} \dot{x} = Ax + f(x, \pi) + \Phi(y, u, \pi) + L(y - Cx) \\ \dot{\pi} = (A - \bar{\Sigma}C)\pi + f(x, \pi) + \Phi(y, u, \pi) - \Phi(y, u) \end{cases}$$

where $\Phi$ and $\bar{\Sigma}$ are defined by (14) and (15) with $y = \bar{y} = y$, respectively. Consequently, the error dynamics is in the form

$$\begin{cases} \hat{\pi} = (A - \bar{\Sigma}C)\pi + f(x, \pi) - f(x) + \Phi(y, u, \pi) - \Phi(y, u) \end{cases}$$

The following result represents the observer gain design process in [49].

**Corollary 1:** Consider error system (50), if there exist a diagonal matrix $X \in \mathbb{R}^{n_x \times n_x}$, matrices $L, \Sigma \in \mathbb{R}^{n_x \times n_y}$ and a scalar $a \in \mathbb{R}$ such that

$$X1_{n_x \times 1} > 0 \quad (51)$$

$$X\Sigma \Sigma^{-1}C > aI_{n_x \times n_x} \quad (52)$$

$$X\Sigma \Sigma^{-1}C > aI_{n_x \times n_x} \quad (53)$$

$$A^TX - C^TY + \gamma X \quad 1_{n_x \times 1} < 0 \quad (54)$$

where $\gamma = \gamma_1 + \gamma_2$, $\Sigma = \Sigma_1 + \Sigma_2$, then the error system (50) is globally practically uniformly exponentially stable with observer gains $\bar{L} = X^{-1}Y$ and $\bar{\Sigma} = X^{-1}Y$. The proof. Construct a co-positive Lyapunov function candidate $V(\bar{y}, \pi) = \bar{y}^Tv + \pi^Tv$ where $v = X1_{n_x \times 1} \in \mathbb{R}^{n_x}$. Following the same guideline in Theorem 3, the following inequality can be obtained

$$\dot{V}(\bar{y}, \bar{\pi}) \leq [\bar{y}^T \quad \bar{\pi}^T] \begin{bmatrix} 0 \\ \Theta \end{bmatrix} v + (\rho^T + \bar{\rho}^T)v + \bar{G}^Tv \quad (55)$$

where $\Theta = A^T - C^T\Sigma^T + (\Sigma_1 + \Sigma_2)I_{n_x \times n_x}$, $\bar{\rho} = A^T - C^T\Sigma^T + (\Sigma_1 + \Sigma_2)I_{n_x \times n_x}$, and $G = \Phi(y, u, \pi) - \Phi(y, u, \pi)$. Based on Lemma 3 and using the fact of $y = \bar{y} = y$ in $\bar{y}$ and $\bar{\Sigma}$, it leads to

$$\dot{G} \leq [\bar{L} \quad \Sigma] [\begin{bmatrix} y \\ u \end{bmatrix} - \begin{bmatrix} \bar{y} \\ \bar{u} \end{bmatrix}] + [\bar{\Sigma} \quad \Sigma] \begin{bmatrix} \bar{y} \\ \bar{u} \end{bmatrix}$$

$$= (\bar{y}^T + \bar{u}^T)(\bar{y} - \bar{u}) \quad (56)$$

which is irrelevant to $\bar{L}$ and $\bar{\Sigma}$. Then, we have

$$\dot{V}(\bar{y}, \bar{\pi}) \leq [\bar{y}^T \quad \bar{\pi}^T] \begin{bmatrix} 0 \\ \Theta \end{bmatrix} v + \theta \quad (57)$$

where $\theta = (\bar{y}^T - \bar{u}^T)(V^T + \bar{\Sigma}^T)v + (\rho^T + \bar{\rho}^T)v$. Due to (54) and following the same guidelines in Theorem 1 the following inequality can be derived

$$\dot{V}(\bar{y}, \bar{\pi}) \leq -\lambda \bar{y}^Tv - \lambda \bar{\pi}^Tv + \theta = -\lambda V(\bar{y}, \bar{\pi}) + \theta \quad (58)$$

which ensure the practical stability of error system. The proof is complete. □

**Remark 6:** As Corollary 1 indicates, the design process of observer gain computation has nothing to do with the neural network. The observer gains $\bar{L}$ and $\bar{\Sigma}$ are obtained by solving an LP problem in terms of (51)–(54) which is dependent upon system dynamics without considering neural network components. This is because the measurable output $y$ makes the portion of the output of neural network $\Phi$ driven by $y$ completely compensated by the outputs of auxiliary
neural networks $\Phi$, $\overline{\Phi}$ which are also driven by same values of measurement $y$. This promising feature of irrelevance to neural networks leads this developed methods to be able to deal with dynamical systems with large-scale neural network components such as deep neural network controllers regardless of the size of neural networks.

IV. APPLICATION TO ADAPTIVE CRUISE CONTROL SYSTEMS

In this section, the developed run-time safety monitoring approach will be evaluated by an adaptive cruise control (ACC) system which is under control of a neural network controller as depicted in Figure 3. Two cars are involved in the ACC system, an ego car with ACC module and a lead car. A radar sensor is equipped on the car to measure the distance to the lead car in run time. The run-time measured distance is denoted by $d_{rel}$. Moreover, the relative velocity against the lead car is also measured in run time which is denoted by $v_{rel}$. There are two system operating modes including speed control and spacing control. Two control modes are operating in run time. In speed control mode, the ego car travels at a speed of $v_{set}$ set by the driver. In spacing control mode, the ego car has to maintain a safe distance from the lead car denoted by $d_{safe}$. The system dynamics of ACC is expressed in the following form of

$$
\begin{align*}
\dot{x}_1(t) &= v_1(t) \\
\dot{v}_1(t) &= \gamma_1(t) \\
\dot{\gamma}_1(t) &= -2\gamma_1(t) + 2\alpha_1(t) - \mu v_1^2(t) \\
\dot{x}_e(t) &= v_e(t) \\
\dot{v}_e(t) &= \gamma_e(t) \\
\dot{\gamma}_e(t) &= -2\gamma_e(t) + 2\alpha_e(t) - \mu v_e^2(t)
\end{align*}
$$

(59)

where $x_1$, $v_1$ and $\gamma_1$ are the position, velocity and actual acceleration of the lead car, and $x_e$, $v_e$ and $\gamma_e$ are the position, velocity and actual acceleration of the ego car, respectively. $\alpha_1$ and $\alpha_e$ is the acceleration control inputs applied to the lead and ego car. $\mu = 0.0001$ is the friction parameter. A $2 \times 20$ feedforward neural network controller with $\tanh$ and purelin is trained for the ACC system. Specifically, the measurement of the ACC system which also performs as the inputs to the neural network ACC control module are listed in Table I.

| Driver-set velocity $v_{set}$ | Time gap $t_{gap}$ | Velocity of the ego car $v_e$ | Relative distance to the lead car $d_{rel} = x_l - x_e$ | Relative velocity to the lead car $v_r = v_l - v_e$ |
|--------------------------------|-------------------|-----------------------------|-------------------------------------------------|-------------------------------------------------|

The output for the neural network ACC controller is the acceleration of the ego car, namely $\alpha_e$. In summary, the neural network controller for the acceleration control of the ego car is in the form of

$$
\alpha_e(t) = \Phi(d_{rel}(t), v_{rel}(t), v_e(t), v_{set}(t), t_{gap}) .
$$

(60)

Letting $x = [x_1, v_1, \gamma_1, x_e, v_e, \gamma_e]^T$, $u = [\alpha_1, v_{set}, t_{gap}]^T$ and $y = [v_e, d_{rel}], v_{rel}]^T$, the ACC system can be rewritten in the following neural-network-enabled system

$$
\begin{align*}
\dot{x} &= Ax + f(y) + \tilde{\Phi}(y, u) \\
y &= Cx
\end{align*}
$$

(61)

where system matrices $A$, $C$, nonlinearity $f(y)$ and neural network component $\tilde{\Phi}(y, u)$ are defined as below:

$$
A = \begin{bmatrix}
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 2 \\
0 & 0 & 0 & 0 & 0 & -2
\end{bmatrix}
$$

$$
C = \begin{bmatrix}
0 & 0 & 0 & 0 & 1 & 0 \\
1 & 0 & 0 & -1 & 0 & 0 \\
0 & 1 & 0 & 0 & -1 & 0
\end{bmatrix}
$$

$f(y) = [0, 0, -0.0001(y_1 + y_3)^2, 0, -0.0001y_1^2]^T$

$\tilde{\Phi}(y, u) = [0, 0, 2u_1, 0, 0, \Phi(y, u_2, u_3)]^T$

where $\Phi(y, u_2, u_3)$ is the neural network controller (60). In addition, considering the physical limitations of the vehicle dynamics, the acceleration is constrained to the range $[-3, 2]$ $m/s^2$, thus input $u_1 \in [-3, 2]$.

Since the nonlinearity of $f(y)$ can be obtained with the measurement of $y$, we can let $f(y) = f(x, \overline{x}) = \overline{f}(x, \overline{x})$ in state estimator (49), which is thus constructed as follows

$$
\begin{align*}
\dot{x} &= A_x + f(y) + \Phi(y, u_1, \overline{x}) + L(y - Cx) \\
\overline{x} &= A\overline{x} + f(y) + \overline{\Phi}(y, u_2, \overline{x}) + \overline{L}(y - C\overline{x})
\end{align*}
$$

(62)

The auxiliary neural networks $\overline{\Phi}$ and $\overline{\Phi}$ are designed based on $\Phi$ according to (14) and (15). The observer gains $L_x$ and $L$ can be computed by Corollary 1 via solving a collection of LP problems.

The run-time boundary estimations of state trajectories of positions $\{x_1(t), x_e(t)\}$, velocities $\{v_1(t), v_e(t)\}$ and accelerations $\{\gamma_1(t), \gamma_e(t)\}$ during ACC system evolves in time.
in these simulation results, the state trajectories are always bounded within the lower and upper-bounds of observers which can be used as a run-time safety monitoring state for the unsafe behavior is detected. Moreover, run-time safety-monitoring approach developed in this paper, the future work should be considered in the future. Beyond the run-time safety monitoring approach developed in this paper, the future work should be the run-time correction of neural networks once the unsafe behavior is detected. Moreover, run-time safety-oriented training of neural networks such as online neural network controller training with safety guarantees should be also considered based on the techniques developed in this paper.

V. CONCLUSIONS

The run-time safety monitoring problem of neural-network-enabled dynamical systems is addressed in this paper. The online lower- and upper-bounds of state trajectories can be provided by the run-time safety estimator in the form of interval Luenberger observer form. The design process includes two essential parts, namely two auxiliary neural networks and observer gains. In summary, two auxiliary neural networks are derived from the neural network component embedded in the original dynamical system and observer gains are computed by a family of LP problems. Regarding neural networks driven by measurements of the system, it is noted that the design process is independent with the neural network so that there is no scalability concern for the size of neural networks. An application to ACC system is presented to validate the developed method. Further applications to complex dynamical systems such as systems with switching behaviors should be considered in the future. Beyond the run-time safety monitoring approach developed in this paper, the future work should be the run-time correction of neural networks once the unsafe behavior is detected. Moreover, run-time safety-oriented training of neural networks such as online neural network controller training with safety guarantees should be also considered based on the techniques developed in this paper.
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