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Abel type integral equations play a vital role in the study of compressible flows around axially symmetric bodies. The relationship between emissivity and the measured intensity, as measured from the outside cylindrically symmetric, optically thin extended radiation source, is given by this equation as well. The aim of the present paper is to propose a stable algorithm for the numerical inversion of the following generalized Abel integral equation:

\[ I(y) = a(y) \int_{\alpha}^{\beta} \frac{(r^\mu - 1) \varepsilon(r)/(r^\mu - y^\mu)^\gamma}{(r^\mu - y^\mu)^\gamma} dr + b(y) \int_{\alpha}^{y} \frac{(r^\mu - 1) \varepsilon(r)/(r^\mu - y^\mu)^\gamma}{(r^\mu - y^\mu)^\gamma} dr, \alpha \leq y \leq \beta, 0 < \gamma < 1, \]

using our newly constructed extended hat functions operational matrix of integration, and give an error analysis of the algorithm. The earlier numerical inversions available for the above equation assumed either \( a(y) = 0 \) or \( b(y) = 0 \).

1. Introduction

Abel integral equation [1] occurs in many branches of science and technology, such as plasma diagnostics and flame studies, where the most common problem of deduction of radial distributions of some important physical quantity from measurement of line-of-sight projected values is encountered. For a cylindrically symmetric, optically thin plasma source, the relation between radial distribution of the emission coefficient and the intensity measured from outside of the radial source is described by Abel transform. The challenging task of reconstruction of emission coefficient from its projection is known as Abel inversion. The earliest application, due to Mach [2], arose in the study of compressible flows around axially symmetric bodies.

The Abel integral equation is given by

\[ I(y) = 2 \int_{0}^{1} \frac{\varepsilon(r) r}{\sqrt{r^2 - y^2}} dr, \quad 0 \leq y \leq 1, \quad (1) \]

where \( \varepsilon(r) \) and \( I(y) \) represent, respectively, the emissivity and measured intensity, as measured from outside the source [3].

The analytical inversion formula for (1) is given as [4]

\[ \varepsilon(r) = -\frac{1}{\pi} \int_{r}^{1} \frac{1}{\sqrt{y^2 - r^2}} \frac{dI(y)}{dy} dy, \quad 0 \leq r \leq 1. \quad (2) \]

There are several analytic and numerical inversion formulae available in the literature [1, 5–20]. Singh et al. [19] constructed an operational matrix of integration based on orthonormal Bernstein polynomials and used it to propose a stable algorithm to invert the following form of Abel integral equation:

\[ I(y) = 2 \int_{0}^{y} \frac{\varepsilon(r) r}{\sqrt{r^2 - y^2}} dr, \quad 0 \leq y \leq 1. \quad (3) \]

In 2010, Singh et al. [20] constructed yet another operational matrix of integration based on orthonormal Bernstein polynomials and used it to propose an algorithm to invert the Abel integral equation (1).
In 2008, Chakrabarti [21] employed a direct function theoretic method to determine the closed form solution of the following generalized Abel integral equation:

\[
I(y) = a(y) \int_0^y \frac{r^{\mu-1} \varepsilon(r)}{(y^\mu - r^\mu)^2} \, dr + b(y) \int_y^\beta \frac{r^{\mu-1} \varepsilon(r)}{(r^\mu - y^\mu)^2} \, dr,
\]

\[
0 \leq y \leq \beta, \quad 0 < \gamma < 1,
\]

where the coefficients \(a(y)\) and \(b(y)\) do not vanish simultaneously. But the numerical inversion is still needed for its application in physical models since the experimental data for the intensity \(I(y)\) is available only at a discrete set of points, and it may also be distorted by the noise.

This motivated us to look for a stable algorithm which can be used for numerical inversion of the Abel integral equation (4) obtained by joining the two integrals (1) and (3). In this paper, we construct extended hat functions operational matrix of integration to invert the generalized Abel integral equation (4). Using hat functions for approximation of emissivity and intensity profiles has an edge over the earlier works of Singh et al. [19, 20], where they have used orthonormal Bernstein polynomials to approximate those physical quantities in the sense that a general formula for the extended hat functions in the operational matrix of integration is obtained in the earlier case whereas no such formula is available for the latter case. In Sections 3 and 4, we give the error estimate and the stability analysis followed by numerical examples to illustrate the efficiency and stability of the proposed algorithm.

The above two forms (1) and (3) of Abel integral equations are obtained by taking \(\gamma = 1/2\) and

\[
\begin{align*}
(i) \quad a(y) & = 0, \quad b(y) = 2, \quad \beta = 1, \quad \mu = 2; \\
(ii) \quad a(y) & = 2, \quad b(y) = 0, \quad \alpha = 0, \quad \mu = 1, \quad \text{respectively, in (4).}
\end{align*}
\]

Mostly for \(\mu = 1, 2\) and \(\gamma = 1/2\) the generalized Abel integral equation models the physical problems but the integral equation for \(\mu = 2\) can be reduced to the case \(\mu = 1\), by change of variables. So we restrict ourselves to \(\mu = 1\) only.

2. Extended Hat Functions and Their Operational Matrices for Abel Inversion

Hat functions are defined on the domain \([0, 1]\). These are continuous functions with shape of hats, when plotted on two-dimensional planes. The interval \([0, 1]\) is divided into \(n\) subintervals \([ih, (i+1)h]\), \(i = 0, 1, 2, \ldots, n-1\), of equal lengths \(h\) where \(h = 1/n\). The hat function's family of first \((n+1)\) hat functions is defined as follows:

\[
\psi_i(t) = \begin{cases} 
\frac{t - ih}{h}, & 0 \leq t < ih, \\
\frac{(i+1)h - t}{h}, & ih \leq t < (i+1)h,
\end{cases}
\]

\[
i = 0, 1, 2, \ldots, n-1,
\]

\[\psi_n(t) = \begin{cases} 
\frac{t - (1-h)}{h}, & 1-h \leq t \leq 1, \\
0, & \text{otherwise.}
\end{cases}
\]

We modify these functions by adding characteristics functions \(\varepsilon_{[-\tau,0]}\) and \(\varepsilon_{[1,1+\tau]}\) to \(\psi_0\) and \(\psi_n\), respectively, to yield a new class of extended hat functions \(\tilde{\psi}_i(t)\) defined over \([-\tau, 1+\tau]\) for \(\tau > 0\), and these are given by

\[
\tilde{\psi}_0(t) = \varepsilon_{[-\tau,0]}(t) + \psi_0(t),
\]

\[
\tilde{\psi}_i(t) = \psi_i(t), \quad \text{for } 1 \leq i \leq n-1,
\]

\[
\tilde{\psi}_n(t) = \psi_n(t) + \varepsilon_{[1,1+\tau]}(t).
\]

Thus, the supports of \(\tilde{\psi}_0(t)\) and \(\tilde{\psi}_n(t)\) are extended to \([-\tau, h]\) and \([1-h, 1+\tau]\), respectively. These extended hat functions \(\tilde{\psi}_i(t)\) are continuous, linearly independent and are in \(L^2[-\tau, 1+\tau]\). As \(\tau \to 0\), obviously, the extended hat functions will converge to the traditional hat functions.

A function \(f \in L^2[0,1]\) may be approximated in vector form as

\[
f(t) \approx \sum_{i=0}^{n} f_i \tilde{\psi}_i(t) = F_{n+1}^T \tilde{\Psi}_{n+1}(t) = \tilde{\Psi}_{n+1}(t) F_{n+1},
\]

where

\[
F_{n+1} = [f_0, f_1, f_2, \ldots, f_n]^T,
\]

\[
\tilde{\Psi}_{n+1}(t) = [\tilde{\psi}_0(t), \tilde{\psi}_1(t), \tilde{\psi}_2(t), \ldots, \tilde{\psi}_n(t)]^T.
\]

The important aspect of using extended hat functions in the approximation of function \(f(t)\) lies in the fact that the coefficients \(f_i\) in (II) are given by

\[
f_i = f(ih), \quad i = 0, 1, 2 \ldots, n.
\]

Taking \(\alpha = 0, \beta = 1, \mu = 2\) and by change of variables, the Abel integral equation (4) reduces to

\[
I(\sqrt{\gamma}) = \frac{a(\sqrt{\gamma})}{2} \int_0^\gamma \frac{\varepsilon(\sqrt{\tau})}{(\sqrt{\gamma} - \sqrt{\tau})^2} \, d\tau + \frac{b(\sqrt{\gamma})}{2} \int_\gamma^1 \frac{\varepsilon(\sqrt{\tau})}{(\sqrt{\gamma} - \sqrt{\tau})^2} \, d\tau,
\]

\[
0 \leq \gamma \leq 1,
\]

which may be written as

\[
I_1(y) = a_1(y) \int_0^\gamma \eta(r) \, dr + b_1(y) \int_\gamma^1 \eta(r) \, dr,
\]

\[
0 \leq \gamma \leq 1,
\]
where \( I_1(y) = I(\sqrt{y}) \), \( \eta(r) = \varepsilon(\sqrt{r}) \), \( a_1(y) = a(\sqrt{y})/2 \), and \( b_1(y) = b(\sqrt{y})/2 \).

Instead of considering (15), we consider the more general equation of the form:

\[
I_1(y) = a_1(y) \int_{-\tau}^{y} \frac{\eta(r)}{(y-r)^{y}}dr + b_1(y) \int_{-\tau}^{y} \frac{\eta(r)}{(r-y)^{y}}dr,
\]

\[
0 \leq y \leq 1.
\]

Using (11), the functions \( I_1(y) \) and \( \eta(r) \) may be approximated as

\[
I_1(y) = F_{n+1}^T \frac{\Phi_{n+1}}{(y)}(y), \quad \eta(r) = C_{n+1}^T \frac{\Phi_{n+1}}{(y)}(r).
\]

Thus the problem of Abel inversion is reduced to finding the unknown matrix \( C_{n+1} \). Substituting (17) into (16), we get

\[
F_{n+1}^T \frac{\Phi_{n+1}}{(y)}(y) = C_{n+1}^T \left[ a_1(y) \int_{-\tau}^{y} \frac{\Phi_{n+1}}{(y)}(r) dr + b_1(y) \int_{-\tau}^{y} \frac{\Phi_{n+1}}{(r)} dr \right],
\]

\[
0 \leq y \leq 1.
\]

The integrals in (18) involve evaluating integrals of the type

\[
\int_{-\tau}^{y} \frac{\Phi_{n+1}}{(y)}(r) dr
\]

and compute the two operational matrices of integration to evaluate these integrals. The scheme of derivation of these two operational matrices is based on the following theorems.

**Theorem 1.** The functions \( \Phi_i^L(y) \in L^2[-\tau, 1+\tau] \) for \( i = 0, 1, 2, \ldots, n \).

**Proof.** We prove the theorem for \( i = 1, 2, \ldots, n-1 \). The proofs for \( i = 0 \) and \( i = n \) are skipped as they may be proved on the same pattern. Based on subdivision of interval \([-\tau, 1+\tau] \), we calculate \( \Phi_i^L(y) \) by considering the following cases.

(i) When \(-\tau \leq y < (i-1)h\), then

\[
\Phi_i^L(y) = \int_{y}^{1+\tau} \frac{\Psi_i(r)}{(r-y)^y} dr
\]

\[
= \int_{y}^{(i-1)h} \frac{\Psi_i(r)}{(r-y)^y} dr + \int_{(i-1)h}^{ih} \frac{\Psi_i(r)}{(r-y)^y} dr + \int_{ih}^{(i+1)h} \frac{\Psi_i(r)}{(r-y)^y} dr.
\]

(20)

Changing the variable, \( r - y = t \), we get

\[
\Phi_i^L(y) = \frac{1}{h(1-y)(2-y)} \left[ (i-1)h - y \right]^{2-y} - 2(ih - y)^{2-y} + (i+1)h - y \right]^{2-y}.
\]

(21)

(ii) When \((i-1)h \leq y < ih\), then

\[
\Phi_i^L(y) = \int_{y}^{ih} \frac{\Psi_i(r)}{(r-y)^y} dr + \int_{ih}^{(i+1)h} \frac{\Psi_i(r)}{(r-y)^y} dr.
\]

Adopting the same procedure as in (i), we get

\[
\Phi_i^L(y) = \frac{1}{h(1-y)(2-y)} \left[ (i+1)h - y \right]^{2-y} - 2(ih - y)^{2-y}.
\]

(23)

(iii) When \( ih \leq y < (i+1)h \), then

\[
\Phi_i^L(y) = \int_{y}^{(i+1)h} \frac{\Psi_i(r)}{(r-y)^y} dr = \int_{y}^{(i+1)h} \frac{(i+1)h - r}{h(r-y)^y} dr
\]

\[
= \frac{1}{h(1-y)(2-y)} \left[ (i+1)h - y \right]^{2-y}.
\]

(24)

(iv) When \( (i+1)h \leq y \leq 1+\tau \), then \( \Phi_i^L(y) = 0 \). Hence

\[
\Phi_i^L(y) = \begin{cases} 
\frac{1}{h(1-y)(2-y)} \left[ (i-1)h - y \right]^{2-y} - 2(ih - y)^{2-y} + (i+1)h - y \right]^{2-y}, & -\tau \leq y < (i-1)h, \\
\frac{(i+1)h - y}{h(r-y)^y} - 2(ih - y)^{2-y}, & (i-1)h \leq y < ih, \\
(i+1)h - y \right]^{2-y}, & ih \leq y < (i+1)h, \\
0, & \text{otherwise}.
\end{cases}
\]
Thus, from (25), we see that \(|\Phi^L_i(y)|_2 < \infty\) and hence \(\Phi^L_i(y) \in L^2[-\tau, 1 + \tau]\) for \(\tau > 0\) and bounded. This completes the proof.

Therefore, from (II), we get
\[
\Phi^L_i(y) = \sum_{j=0}^{n} c_{ij} \varphi_j(y), \quad \text{for } i = 0, 1, 2, \ldots, n. \tag{26}
\]

**Theorem 2.** The coefficients \(c_{ij}\) in (26) are given by

(i) for \(i = 0, 1, 2, \ldots, n - 1; j = 0, 1, 2, \ldots, n\),
\[
c_{ij} = \begin{cases} 
\beta, & \text{for } j = i, \\
\beta \left[ (i-j+1)^{2-\gamma} - 2(i-j)^{2-\gamma} + (i-j-1)^{2-\gamma} \right], & \text{for } j < i, \\
0, & \text{for } j > i,
\end{cases}
\tag{27}
\]

(ii) for \(i = n; j = 0, 1, 2, \ldots, n\),
\[
c_{nj} = \beta \left[ (n-j-1)^{2-\gamma} - 2(n-j)^{2-\gamma} + (n-j)^{2-\gamma} \right] + \frac{1}{(1-\gamma)} \left[ (1+\tau-jh)^{1-\gamma} - (1-jh)^{1-\gamma} \right].
\tag{28}
\]

where \(\beta = h^{1-\gamma} / ((1-\gamma)(2-\gamma))\).

**Proof.** (i) When \(j = i\), \(c_{ii} = \Phi^L_i(ih) = \beta\) follows from (25).

When \(j < i\), which is equivalent to \(j \leq i-1\), we get
\[
c_{ij} = \Phi^L_i(jh) = \int_{j}^{i} \frac{\varphi_i(r)}{(r-jh)^{\gamma}} dr
\tag{29}
\]

since the support of \(\varphi_i(r)\) lies in \([i-1]h, (i+1)h\]. Using (6) and (9), we get from change of variable
\[
c_{ij} = \beta \left[ (i-j+1)^{2-\gamma} - 2(i-j)^{2-\gamma} + (i-j-1)^{2-\gamma} \right]. \tag{30}
\]

Similarly, for \(j > i\), that is, \(j \geq i+1\), \(c_{ij} = 0\) (it follows trivially from (19)).

(ii) For \(j < n\),
\[
c_{nj} = \Phi^L_n(jh) = \int_{j}^{i} \frac{\varphi_n(r)}{(r-jh)^{\gamma}} dr
\tag{31}
\]

From (10), we have
\[
c_{nj} = \int_{(n-1)h}^{nh} \frac{r-(n-1)h}{h(r-jh)^{\gamma}} dr + \int_{1}^{i+\tau} \frac{1}{(r-jh)^{\gamma}} dr.
\tag{32}
\]

so
\[
c_{nj} = \beta \left[ (n-j-1)^{2-\gamma} - 2(n-j)^{2-\gamma} + (n-j)^{2-\gamma} \right] + \frac{1}{(1-\gamma)} \left[ (1+\tau-jh)^{1-\gamma} - (1-jh)^{1-\gamma} \right].
\tag{33}
\]

Similarly, \(c_{mn} = \Phi^L_n(1) = \int_{1}^{1+\tau} (\varphi_n(r)/(r-1)^{\gamma}) = (1/(1-\gamma))\tau^{1-\gamma}\), thus, proving the theorem.

Similar arguments prove the following theorem.

**Theorem 3.** The functions \(\Phi^U_i(y) \in L^2[-\tau, 1 + \tau]\) for \(i = 0, 1, 2, \ldots, n\).

From Theorem 3 and (11), we have
\[
\Phi^U_i(y) = \sum_{j=0}^{n} d_{ij} \varphi_j(y). \tag{34}
\]

The coefficients \(d_{ij}\)'s are given as follows.

(i) for \(i = 0, 1, 2, \ldots, n-1; j = 0, 1, 2, \ldots, n\),
\[
d_{ij} = \begin{cases} 
\beta, & \text{for } j = i, \\
\beta \left[ (j-i+1)^{2-\gamma} - 2(j-i)^{2-\gamma} + (j-i-1)^{2-\gamma} \right], & \text{for } j > i, \\
0, & \text{for } j < i,
\end{cases}
\tag{35}
\]

and

(ii) for \(i = n; j = 0, 1, 2, \ldots, n\),
\[
d_{nj} = \beta \left[ (j-1)^{2-\gamma} - j^{2-\gamma} + (2-\gamma)j^{1-\gamma} \right] + \frac{1}{(1-\gamma)} \left[ (r+jh)^{1-\gamma} - (r-jh)^{1-\gamma} \right], \quad \text{for } 1 \leq j \leq n.
\tag{36}
\]

Using (12) and (26), the following integral may be written as
\[
\int_{y}^{1+\tau} \frac{\varphi_n(r)}{(r-y)^{\gamma}} dr = \left[ \Phi^U_n(y), \Phi^U_i(y), \ldots, \Phi^U_n(y) \right]^T. \tag{37}
\]
Substituting the approximation of $\Phi_L(y)$ from (26) in (37), we get
\[
\int_{-\tau}^{1+\tau} \frac{\Psi_{n+1} (r)}{(r-y)} dr = p_{n+1}^L \Psi_{n+1} (y),
\]
where $p_{n+1}^L$ is a $(n+1) \times (n+1)$ matrix whose $(i, j+1)$th entry is $c_{ij}$, given by (27) and (28) for $i, j = 0, 1, 2, \ldots, n$. The matrix $p_{n+1}^L$ is given as
\[
p_{n+1}^L = \frac{h^{1-\gamma}}{(1-\gamma)(2-\gamma)}
\]
\[
\times \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]
\[
\xi_1
\xi_2
\xi_3
\xi_4
\xi_{n-2}
\xi_{n-1}
\xi_n
\end{bmatrix},
\]
where
\[
\xi_0 = \frac{(2-\gamma)}{h^{1-\gamma}} t^{1-\gamma},
\]
\[
\xi_s = \left[ (6-3) s^{2-\gamma} - 2s^{2-\gamma} + (2-\gamma) s^{3-\gamma} \right]
+ \frac{(2-\gamma)}{h^{1-\gamma}} \left[ (r+sh)^{1-\gamma} - (sh)^{1-\gamma} \right],
\]
\[
\xi_k = (k+1)^2 s^{2-\gamma} - 2k s^{2-\gamma} + k s^{3-\gamma},
\]
and $\xi_k$ are given by (40)–(42), for $k = 1, 2, 3, \ldots, n-1$. If we partition the matrix $p_{n+1}^L$ in four blocks as
\[
p_{n+1}^L = \begin{bmatrix}
A
B
\end{bmatrix},
\]
then $p_{n+1}^L = \begin{bmatrix}
\xi_0
\xi_1
\xi_2
\xi_3
\xi_{n-2}
\xi_{n-1}
\xi_n
\end{bmatrix}$, where $B = \begin{bmatrix}
\xi_1
\xi_2
\xi_3
\xi_{n-2}
\xi_{n-1}
\xi_n
\end{bmatrix}$, $O$ is a $n \times 1$ null vector, and
\[
A = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\xi_1
\xi_2
\xi_3
\xi_{n-2}
\xi_{n-1}
\xi_n
\end{bmatrix}.
\]
Using (38) and (43), (18) may be written as
\[
F_{n+1}^T \Psi_{n+1} (y) = C_{n+1}^T \left[ a(y) p_{n+1}^U + b(y) p_{n+1}^L \right] \Psi_{n+1} (y).
\]
Solving the above system of linear equations, we obtain
\[
C_{n+1}^T = F_{n+1}^T \left[ a(y) p_{n+1}^U + b(y) p_{n+1}^L \right]^{-1}.
\]
Substituting the value of $C_{n+1}^T$ from (47) into (17), the approximate emissivity $\eta(r)$ is given by
\[
\eta(r) = F_{n+1}^T \left[ a(y) p_{n+1}^U + b(y) p_{n+1}^L \right]^{-1} \Psi_{n+1} (r).
\]

3. Error Analysis

In this section, an error analysis of our proposed algorithm is given. Let $f \in L^2[0, 1]$, and then, using (11), it is approximated as
\[
f(t) = \sum_{i=0}^{\infty} f_i \Psi_i (t) = \sum_{i=0}^{\infty} f(ih) \psi_i (t).
\]
The above approximation gives exact values at nodal points.
We denote the right-hand side of (49) by \( \hat{f}(t) \), and then, for \( jh \leq t < (j+1)h \), \( j = 0, 1, \ldots, n - 1 \), we have
\[
\hat{f}(t) = \sum_{i=0}^{n} f(ih) \psi_i(t) = f(jh) \psi_j(t) + f((j+1)h) \psi_{j+1}(t)
\]
\[
= f(jh) \left( \frac{(j+1)h - t}{h} \right) + f(jh + h) \left( \frac{t - jh}{h} \right)
\]
(50)
(\text{using (6)})
\[
= (j + 1) f(jh) + t \frac{f(jh + h) - f(jh)}{h} \quad - j f(jh + h).
\]
Expanding \( f(t) \) in Taylor series at \( t = jh \), we obtain
\[
f(t) = \sum_{r=0}^{\infty} \frac{(t - jh)^r}{r!} f^{(r)}(jh).
\]
Thus, from (50) and (51), we get
\[
|f(t) - \hat{f}(t)| = \left| jh \frac{f(jh + h) - f(jh)}{h} \right|
\]
\[
- t \frac{f(jh + h) - f(jh)}{h} \quad + \sum_{r=1}^{\infty} \frac{(t - jh)^r}{r!} f^{(r)}(jh) \]
(52)
as \( h \to 0 \), and we have
\[
|f(t) - \hat{f}(t)| \leq \frac{(t - jh)^2}{2} + O(t - jh)^3 \leq \frac{n^{-2}}{2} + \frac{n^{-3}}{3},
\]
(53)
as \( t - jh < n^{-1} \), thus proving the following theorem.

**Theorem 5.** The absolute error \( |f(t) - \hat{f}(t)| \) associated with the approximation (49) is of the order \( O(n^{-2}) \).

### 4. Numerical Results and Stability Analysis

In this section, we discuss the implementation of our proposed algorithm and investigate its accuracy and stability by applying it to test functions with known analytical Abel inverse.

For, it is always desirable to test the behaviour of a numerical inversion method using simulated data for which the exact results are known, and thus making a comparison between inverted results and theoretical data is possible. We have tested our algorithm on several well-known test profiles that are commonly encountered in experimental data and widely used by researchers [7, 15, 20]. The accuracy of the proposed algorithm is demonstrated by calculating the parameters of absolute error \( \Delta \eta(r) \), average deviation \( \sigma \) also known as root mean square error (RMS). They are calculated using the following equations:

\[
\Delta \eta(r) = |\eta_a(r) - \eta_e(r)|,
\]
(54)
\[
\sigma_{n+1} = \left\{ \frac{1}{(n + 1)} \sum_{i=0}^{n} [\eta_a(r_i) - \eta_e(r_i)]^2 \right\}^{1/2}
\]
(55)
\[
\text{where } \eta_a(r_i), \text{ is the exact analytical emissivity calculated at point } r_i \text{ using (48) and } \eta_e(r_i) \text{ is the exact analytical emissivity at the corresponding point. Note that } \sigma, \text{ henceforth, denoted by } \sigma_{n+1} \text{ for computational convenience) is the discrete } L^2 \text{ norm of the absolute error } \Delta \eta \text{ denoted by } \| \Delta \eta \|_2. \text{ Note that the calculation of } \sigma_{n+1} \text{ in (55) is performed by taking different values of } n. \text{ In all the test profiles, the exact and noisy intensity profiles are denoted by } I^x(y) \text{ and } I^0(y), \text{ respectively, where } I^x(y) \text{ is obtained by adding a noise } \delta \text{ to } I^0(y) \text{ such that } I^x(y) = I^0(y) + \delta \theta_i, \text{ where } \theta_i = ih, i = 0, 1, 2, \ldots, n, \text{ and } \theta_i \text{ is the uniform random variable with values in } [-1, 1] \text{ such that Max}_{\| \theta \|_2} \| \delta \theta_i \| \leq \delta.
\]

The following test problems are solved with and without noise to illustrate the efficiency and stability of our method by choosing three different values of the noises \( \delta_k \) as \( \delta_0 = 0, \delta_1 = \sigma_{n+1}, \text{ and } \delta_2 = \rho \text{ of } \mu_{n+1}, \text{ where we mean } \mu_{n+1} = (1/(n + 1)) \sum_{i=0}^{n} I^0(y_i). \text{ In each of the test problems given in this section we have taken positive parameter } r = 0.0001 \text{ and } p = 0.01, \text{ except for Example 10, where } r = 0 \text{ has been used. The absolute errors between exact and approximate emissivities, corresponding to different noises } \delta_k, \text{ have been denoted by } E_0(r), E_1(r), \text{ and } E_2(r), \text{ respectively. In the text boxes of the figures, the notations } E0(r), E1(r), \text{ and } E2(r) \text{ have been used for } E_0(r), E_1(r), \text{ and } E_2(r), \text{ respectively.}
\]

Though the stability of the algorithm is illustrated by various numerical experiments performed in this section, we analyze it also mathematically as follows.

The reconstructed emissivities \( \eta_a(r) \) (with \( \delta \) noise) and \( \eta_e(r) \) (without noise) are obtained with and without noise term in the intensity profile \( I^0(y) \), and using (48) these are given by

\[
\eta_a(r) = F^T_{m+1} \bigg[ a(y) p^{ij}_{n+1} + b(y) p^L_{n+1} \bigg]^{-1} \Psi_{n+1}(r),
\]
(56)
\[
\eta_e(r) = F^T_{m+1} \bigg[ a(y) p^{ij}_{n+1} + b(y) p^L_{n+1} \bigg]^{-1} \Psi_{n+1}(r),
\]
Table 1: Noise reduction $h(r)$ for $n = 100$ at different values of $\delta$, $\tau = 0$, $y = 1/2$.

| $r$ | $h(r)$ for $\delta = 0.01$ | $h(r)$ for $\delta = 0.001$ | $h(r)$ for $\delta = 0.0001$ |
|-----|----------------|----------------|----------------|
| 0   | 0.0019718   | 0.0019718   | 0.0019718   |
| 0.1 | 0.0040696   | 0.0040696   | 0.0040696   |
| 0.2 | 0.0035401   | 0.0035401   | 0.0035401   |
| 0.3 | 0.0033118   | 0.0033118   | 0.0033118   |
| 0.4 | 0.0032047   | 0.0032047   | 0.0032047   |
| 0.5 | 0.0031726   | 0.0031726   | 0.0031726   |
| 0.6 | 0.0032047   | 0.0032047   | 0.0032047   |
| 0.7 | 0.0033118   | 0.0033118   | 0.0033118   |
| 0.8 | 0.0035401   | 0.0035401   | 0.0035401   |
| 0.9 | 0.0040696   | 0.0040696   | 0.0040696   |
| 1   | 0.0019718   | 0.0019718   | 0.0019718   |

where $F_{m+1}^{ST}$ and $F_{n+1}^{ST}$ are known matrices, and they are obtained from the following equations:

$$I_1^\delta(y) = I_1(y) + \delta \theta_1 = F_{m+1}^{ST} \Psi_{n+1}(y),$$

$$I_1(y) = F_{n+1}^{ST} \Psi_{n+1}(y).$$

Hence

$$\eta_c(r) - \eta_c(r)$$

$$= \left(F_{m+1}^{ST} - F_{m+1}^{ST}\right) \left[a(\delta) F_{n+1}^{ST} b(y) P_{n+1}^{ST} \right]^{-1} \Psi_{n+1}(r).$$

Writing $H_{n+1}^{ST} = F_{m+1}^{ST} - F_{m+1}^{ST}$ and replacing random noise $\delta \theta_1$ by its maximum value $\delta$, we get

$$\|\eta_c(r) - \eta_c(r)\|$$

$$= \|\eta_c(r)\| \left[a(\delta) F_{n+1}^{ST} b(y) P_{n+1}^{ST} \right]^{-1} \Psi_{n+1}(r).$$

Let $h(r) = \eta_c(r) - \eta_c(r) = (F_{m+1}^{ST} - F_{m+1}^{ST}) [a(\delta) F_{n+1}^{ST} b(y) P_{n+1}^{ST}]^{-1} \Psi_{n+1}(r)$, then $h(r)$ reflects the noise reduction capability of the algorithm and its value is at various points, and its graph is shown in Table 1 and Figure 1, respectively.

Table 1 demonstrates the noise filtering capability of the algorithm for three different noise outputs. From Table 1 and Figure 1 we see that noise reduction is symmetric about $0.001$ and the maximum reduction in noise is achieved at $r = 0.5$ for all the three levels of noises $\delta = 0.01$, $0.001$, and $0.0001$ introduced in $I_1(y)$. The general behaviour of the noise reduction is the same irrespective of the value of $\delta$. In the interval $[0.02, 0.98]$ the algorithm is stable, whereas the noise filtering capability decreases continuously and then jumps symmetrically in $[0, 0.02) \cup (0.98, 1]$.
Table 2: The absolute errors $E_k(r)$ at different nodal points $r$, for $n = 1000$, in Example 6.

| $r$   | 0.0    | 0.2    | 0.4    | 0.6    | 0.8    | 1.0    |
|-------|--------|--------|--------|--------|--------|--------|
| $E_0(r)$ | $0$    | $7.494 \times 10^{-16}$ | $1.2212 \times 10^{-15}$ | $1.8874 \times 10^{-15}$ | $8.1046 \times 10^{-15}$ | $1.5543 \times 10^{-15}$ |
| $E_1(r)$ | $1.132 \times 10^{-13}$ | $2.4591 \times 10^{-14}$ | $8.3822 \times 10^{-15}$ | $1.7764 \times 10^{-14}$ | $2.931 \times 10^{-14}$ | $3.5194 \times 10^{-14}$ |
| $E_2(r)$ | $0.011106$ | $0.0064263$ | $0.0025148$ | $0.01039$ | $0.00029049$ | $0.00014606$ |

Table 3: The absolute errors $E_k(r)$ at different nodal points $r$, for $n = 3000, 2000, 1000$.

| $n$   | $r = 0.0$ | $r = 0.2$ | $r = 0.4$ | $r = 0.6$ | $r = 0.8$ | $r = 1.0$ |
|-------|-----------|-----------|-----------|-----------|-----------|-----------|
| $E_0(r)$ | | | | | | |
| 3000  | $1.9712 \times 10^{-9}$ | $1.5849 \times 10^{-8}$ | $5.361 \times 10^{-8}$ | $1.2724 \times 10^{-7}$ | $2.4875 \times 10^{-7}$ |
| 2000  | $4.4178 \times 10^{-7}$ | $3.5563 \times 10^{-8}$ | $1.2035 \times 10^{-7}$ | $2.8575 \times 10^{-7}$ | $5.5872 \times 10^{-7}$ |
| 1000  | $1.7515 \times 10^{-8}$ | $1.4137 \times 10^{-7}$ | $4.7899 \times 10^{-7}$ | $1.138 \times 10^{-6}$ | $2.2262 \times 10^{-6}$ |
| $E_1(r)$ | | | | | | |
| 3000  | $4.6073 \times 10^{-6}$ | $1.5029 \times 10^{-6}$ | $2.5454 \times 10^{-6}$ | $5.3295 \times 10^{-7}$ | $7.3491 \times 10^{-7}$ | $2.0451 \times 10^{-6}$ |
| 2000  | $1.0031 \times 10^{-5}$ | $1.1159 \times 10^{-6}$ | $4.5957 \times 10^{-6}$ | $2.3615 \times 10^{-7}$ | $4.4563 \times 10^{-7}$ | $9.2247 \times 10^{-7}$ |
| 1000  | $1.7061 \times 10^{-5}$ | $7.7631 \times 10^{-6}$ | $7.528 \times 10^{-6}$ | $4.4903 \times 10^{-6}$ | $1.5261 \times 10^{-5}$ | $4.2806 \times 10^{-6}$ |
| $E_2(r)$ | | | | | | |
| 3000  | $0.0061012$ | $0.0011742$ | $0.0011595$ | $0.0039968$ | $0.0029774$ | $0.0029774$ |
| 2000  | $0.0068177$ | $0.0068177$ | $0.00078732$ | $0.00067568$ | $0.0016351$ | $4.2642 \times 10^{-5}$ |
| 1000  | $0.001341$ | $0.00067286$ | $0.0010734$ | $0.00040813$ | $0.00098541$ | $0.00074723$ |

Example 8. In this example we consider the following Abel's integral equation [22]:

$$
\int_{0}^{y} \frac{\eta(r)}{\sqrt{(y-r)}} dr = I_1(y), \quad 0 \leq y \leq 1,
$$

where

$$
I_1(y) = \begin{cases} 
\frac{4}{3} y^{3/2}, & 0 \leq y < \frac{1}{2}, \\
\frac{4}{3} y^{3/2} - \frac{8}{3} \left( y - \frac{1}{2} \right)^{3/2}, & \frac{1}{2} \leq y \leq 1.
\end{cases}
$$

The exact solution of the integral equation (62) is given by

$$
\eta(r) = \begin{cases} 
r, & 0 \leq r < \frac{1}{2}, \\
1 - r, & \frac{1}{2} \leq r \leq 1.
\end{cases}
$$

In Table 4, the absolute errors for different noises have been shown. Various parameters used for Table 4 are
Table 4: The absolute errors $E_k(r)$, at different nodal points $r$, for $n = 1000$, in Example 8.

| $r$  | 0.0  | 0.2  | 0.4  | 0.6  | 0.8  | 1.0   |
|------|------|------|------|------|------|-------|
| $E_0(r)$ | 0    | $4.4409 \times 10^{-16}$ | $5.5511 \times 10^{-17}$ | $2.7200 \times 10^{-15}$ | $2.1649 \times 10^{-15}$ | $3.8888 \times 10^{-15}$ |
| $E_1(r)$ | $5.5359 \times 10^{-14}$ | $7.8271 \times 10^{-15}$ | $2.2093 \times 10^{-14}$ | $1.1768 \times 10^{-14}$ | $1.4433 \times 10^{-14}$ | $1.5344 \times 10^{-14}$ |
| $E_2(r)$ | 0.0042764 | 0.0018814 | $3.4439 \times 10^{-5}$ | 0.0014343 | 0.0024313 | 0.00018694 |

Example 9. Consider the generalized Abel integral equation:

$$I_1(y) = e^y \sin(y) \int_0^y \frac{\eta(r)}{(y-r)^{1/3}} dr + e^{-y} \cos(y) \int_0^1 \frac{\eta(r)}{(y-r)^{1/3}} dr, \quad 0 < y < 1,$$

(65)

where $I_1(y) = e^y \sin(y) y^{5/3} + e^{-y} \cos(y)(1-y)^{2/3}(2+3y)$. The exact solution of (65) is $\eta(r) = 10r/9$. In Figure 9, the comparison between $E_0(r)$ and $E_1(r)$ is shown, for $n = 100$.

Example 10. For the pair [14, 15, 23]:

$$\eta(r) = (1-r)^2(1+12r), \quad 0 \leq r \leq 1,$$

$$I_1(y) = \left[\left(\frac{384}{35}y^{7/2} - \frac{368}{15}y^{5/2} + \frac{40}{3}y^{3/2} + 2\sqrt{y}\right) + \frac{16}{105}(1-y)^{5/2}(19+72y)\right],$$

(66)

with $a(y) = b(y) = 1$, and the various parameters are as follows:

$$\delta_1 = 2.1111 \times 10^{-7} (n = 3000), \quad \delta_1 = 4.7384 \times 10^{-7} (n = 2000), \quad \delta_1 = 1.8852 \times 10^{-6} (n = 1000), \quad \delta_2 = 0.0036,$$

for all the three chosen values of $n$. 

\[
\sigma_{1000} = 1.8576 \times 10^{-15} = \delta_1, \quad \mu_{1000} = 0.3446, \quad \text{and} \quad \delta_2 = 3.4462 \times 10^{-4}. 
\]
Table 5: The absolute errors $E_n(r)$, at different nodal points $r$, for $n = 3000, 2000$, and $1000$.

| $n$   | $r = 0.0$            | $r = 0.2$            | $r = 0.4$            | $r = 0.6$            | $r = 0.8$            | $r = 1.0$            |
|-------|----------------------|----------------------|----------------------|----------------------|----------------------|----------------------|
| $E_0(r)$ | $5.4281 \times 10^{-7}$ | $2.8998 \times 10^{-7}$ | $1.5818 \times 10^{-7}$ | $2.6121 \times 10^{-8}$ | $1.0578 \times 10^{-7}$ | $2.9684 \times 10^{-7}$ | $3000$
|        | $1.2088 \times 10^{-6}$ | $6.5113 \times 10^{-7}$ | $3.5535 \times 10^{-7}$ | $5.887 \times 10^{-8}$    | $2.3717 \times 10^{-7}$ | $6.5839 \times 10^{-7}$  | $2000$
|        | $4.7364 \times 10^{-6}$ | $2.5925 \times 10^{-6}$ | $1.4164 \times 10^{-6}$ | $2.3637 \times 10^{-7}$ | $9.4123 \times 10^{-7}$ | $2.559 \times 10^{-6}$   | $1000$
| $E_1(r)$ | $6.8261 \times 10^{-6}$ | $2.1337 \times 10^{-6}$ | $2.2043 \times 10^{-6}$ | $1.4765 \times 10^{-6}$ | $1.4642 \times 10^{-6}$ | $3.421 \times 10^{-6}$ | $3000$
|        | $1.589 \times 10^{-6}$ | $5.7191 \times 10^{-6}$ | $2.8577 \times 10^{-6}$ | $2.5629 \times 10^{-6}$ | $4.4183 \times 10^{-6}$ | $3.9074 \times 10^{-6}$ | $2000$
|        | $1.9156 \times 10^{-6}$ | $4.4716 \times 10^{-6}$ | $1.643 \times 10^{-5}$  | $1.712 \times 10^{-5}$  | $3.6022 \times 10^{-6}$ | $3.6477 \times 10^{-6}$ | $1000$

Example 11. Consider the generalized Abel integral equation (15) with $\gamma = 1/2$, $a(y) = (3/4) \exp(y)$, $b(y) = \exp(2y) + (1/\sqrt{2\pi})$, for the pair $\eta(r) = \sin r$ and

$I_1(y) = \exp(y) y^{1/2} F_2 \left( 1, \frac{5}{4}, \frac{7}{4}, \frac{y^2}{4} \right) + \sqrt{2\pi} \left( \exp(2y) + \frac{1}{\sqrt{2\pi}} \right)
C \left( \frac{-2 - 2y}{\sqrt{\pi}} \right) \sin y + S \left( \frac{-2 - 2y}{\sqrt{\pi}} \cos y \right)
(67)$

where $C(z)$ and $S(z)$ in (67) are called Fresnel integrals. These are defined as

$C(z) = \int_0^z \cos \left( \frac{\pi t^2}{2} \right) dt, \quad S(z) = \int_0^z \sin \left( \frac{\pi t^2}{2} \right) dt.$
(68)

For, $n = 3000$, different absolute errors are given in Table 6. The various parameters for $n = 3000$ are $\delta_1 = 0.0173$ and $\delta_2 = 7.2830 \times 10^{-4}$. In Figure 12, the exact and approximate emissivities (without noise) are shown for $n = 100$.

5. Conclusions

We have constructed operational matrices of integration based on extended hat functions and used them to propose a stable algorithm for the numerical inversion of the generalized Abel integral equation. The earlier numerical
Table 6: The absolute errors $E_k(r)$ for $n = 3000$, for Example II

| $r$ | 0.0 | 0.2 | 0.4 | 0.6 | 0.8 | 0.9 |
|-----|-----|-----|-----|-----|-----|-----|
| $E_0(r)$ | $3.389 \times 10^{-7}$ | $4.7548 \times 10^{-7}$ | $7.3287 \times 10^{-7}$ | $1.3451 \times 10^{-6}$ | $3.7972 \times 10^{-6}$ | $1.0734 \times 10^{-5}$ |
| $E_1(r)$ | 0.38495 | 0.079121 | 0.17527 | 0.096373 | 0.40061 | 0.050512 |
| $E_2(r)$ | 0.0066376 | 0.0058214 | 0.0070449 | 0.018136 | 0.013987 | 0.0021626 |

Inversions were restricted to a part of the general Abel’s integral equation. We have extended the hat function beyond their domain $[0, 1]$ to avoid the singularity of the matrix at $t = 0, 1$. These operational matrices are given by the general formulae (39) and (44), thus making the evaluation of these matrices of any order extremely easy whereas in case of Bernstein operational matrices no such formula was available [19, 20]. The stability with respect to the data is restored and good accuracy is obtained even for high noise levels in the data. An error analysis and stability analysis are also given.
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