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Abstract

Theoretical analysis of orthogonal frequency division multiplexing (OFDM) systems equipped at the receiver by a non-linear impulsive noise suppressor is a challenging topic in communication systems. Indeed, although an exact closed-form expression for the output signal-to-noise ratio (SNR) of such OFDM systems is available for widely used impulsive noise models, theoretical analysis of the associated symbol error rate (SER) is still open. So far, the analytical SER expressions available in the literature approximate the time-domain impulsive noise, as Gaussian distributed in the discrete frequency domain. Conversely, this work presents an accurate analysis of the distortion noise at the nonlinearity output exploiting a Gaussian mixture model (GMM). By using GMMs we unified the approach of SER prediction for unmitigated systems, as well as for the mitigated ones, equipped by non-linear impulsive noise suppressors, including blanking, clipping, clipping-blanking and attenuating processors. Closed form expressions for the SER are derived both for non-fading and frequency-selective Rayleigh and Rician fading channels affected by impulsive noise which is represented by GMMs, thus including Bernoulli-Gaussian (BG), Middleton Class-A, as well as (approximated) alpha-stable noise. Theoretic SER performance are compared with simulations, showing very good agreement for all the impulsive noise scenarios and the non-linear suppressors.

Index Terms: symbol error rate, multicarrier systems, impulsive noise mitigation, distortion noise distribution, Gaussian mixture approximation

I. INTRODUCTION

Multicarrier modulations (MCM) are widely employed in most of the wired and wireless communication systems. Among the several reasons for their widespread use, one is certainly their higher resistance to impulsive noise (ImpN) with respect to single carrier modulations (SCM) [1]. The evaluation of the output SNR performance, and the associated SER, is an active
research area for communication engineers, especially in non-ideal conditions, such those faced in ImpN environments. For instance, [2]–[4] investigated the effects of non-linear distortions in OFDM systems. Furthermore, the effect of impulsive noise has been investigated on the system performance of coded SCM [5], uncoded SCM and MCM [1], as well as for coded MCM in power line communications (PLC) [6], [7], including Bernoulli-Gaussian (BG), Middleton Class-A [8], [9], and alpha-stable noise models [9], [10]. Some fundamental results in the analysis of their performance limits can be found in [11]–[13] where authors derived the achievable pairwise error probability (PEP) bounds for OFDM systems affected by impulsive noise represented by a GMM. More recently, performance analysis for MCM/OFDM systems equipped with impulsive noise suppressors either for 4G cellular systems (UMTS-LTE), broadcasting (DVBT), local area networks (WiFi), or PLC, have been derived in [13]–[18], respectively. Therein, sample-based non-linear suppressors simply clip, or null, or both clip and null, the complex envelope of the baseband received signal, when it overpasses some given thresholds. Both the thresholds and the parameters of these simple receivers are typically optimized to maximize the output SNR. More specifically, ImpN mitigation relies on non-linear instantaneous transformations of the signal, such as the optimal Bayesian estimator (OBE) [19], and sub-optimal thresholding based approaches, such as blanking [13], [17], [19], [20], clipping-blanking [14], [21], or optimal Bayesian attenuating/clipping devices [18]. Furthermore, the performance of space-time coded systems over frequency-selective multiple-input multiple-output (MIMO) channels impaired by Middleton Class-A impulsive noise, is evaluated in [22], [23].

Actually, the SER closed-form expressions available in the literature are typically developed assuming that the distortion noise at the ImpN suppressor output has a Gaussian distribution. However, this approximation is acceptable only when the average number of noise impulses per OFDM/MCM frame is sufficiently high to invoke the central-limit theorem [13], [15]. To overcome this issue, the authors in [15] proposed a semianalytical SER analysis for instantaneous ImpN removal in frequency-selective fading channels, which turns out to be quite accurate. Similarly, authors in [24] presented a semianalytical approach to evaluate the error probability of OFDM systems subject to carrier frequency offset (CFO) in frequency-selective channels, characterized by Rayleigh or Rician fading.

This work proposes a unified GMM-based analytical approach for both unmitigated and mitigated OFDM systems affected by ImpN. For mitigated systems, the residual distortion noise at the output of the non-linear suppressor (NLS) is modeled with a $\mathcal{K}$-GMM, where $\mathcal{K}$ is not
directly related with $K$-GMM ImpN in the channel. The proposed framework addresses the SER analysis of the most interesting non-linear impulsive noise suppressors such as the OBE, the Genie-aided detector (GAD), as well as the thresholding-based Bayesian attenuating suppressor (BAS), thus including as particular cases simple estimators, such as blanking, clipping, and clipping-blanking. Specifically, we derive SER analytical expressions for flat and frequency-selective channels, both in non-fading and Rayleigh/Rician fading environments affected by $K$-GMM impulsive noises such as BG, Class-A, and GMM-approximated alpha-stable noises. The theoretical SER performance has been compared with the results obtained by simulation, showing very good agreement for all the realistic impulsive noise scenarios. Although the paper focuses on OFDM systems, the theoretical framework and conclusions can be easily extended to any other MCM system.

The first essential and innovative contribution of this manuscript is the novel GMM-based unified approach for prediction of the SER in multicarrier (OFDM) systems, affected by arbitrarily distributed ImpN, with or without ImpN mitigation. To the best of our knowledge, such generalized framework is new in the scientific literature. Furthermore, in the presence of ImpN mitigation, we propose a GMM approximation of the output distortion noise, which exploits a novel component-by-component representation. This way, we derive accurate closed-form analytical expressions for the associated SER, improving the accuracy w.r.t. conventional approaches based on approximated assumptions of Gaussian distribution for the residual noise or, equivalently, on sufficiently long OFDM blocks to accommodate a sufficiently high number of ImpN events [13], [17].

The rest of the paper is organized as follows. Section II briefly summarizes the system and noise models. Section III derives SER performance for frequency-flat non-fading OFDM system affected by K-GMM ImpN, in the absence of any impulse noise suppressor, where AWGN (1-GMM) and 2-GMM [1] are two particular cases. Section IV extends the analysis to systems employing non-threshold based suppressors, namely the GAD [25] and OBE [19]. Then, the SER analysis for threshold-based ImpN suppression is derived in Section V. Section VI extends the analysis to frequency-selective channels in the presence of slow Rayleigh/Rician fading, when the system is equipped by ImpN NLSs. Numerical and simulation results are presented.

1in this work, $K$ denotes the number of ImpN components in the actual channel, while $K$ rather denotes the number of GMM components used to approximate the distortion noise at the ImpN suppressor output.
in Section VII, including comparison with some SER prediction alternatives, while Section VIII provides some concluding remarks. Appendices A and B are dedicated to detailed proofs and mathematical derivations.

II. SYSTEM AND NOISE MODELS

This work focuses on M-QAM multicarrier (OFDM) communications over frequency flat and frequency-selective, possibly fading, channels, impaired by impulsive noise. Thus, in this section we introduce the associated system and noise models.

A. System Model

Let’s define $s_q = [s_{q[0]}, s_{q[1]}, \cdots, s_{q[L-1]}]^T$ the $q$th information symbol to be transmitted on $L$ orthogonal subcarriers of an OFDM system, as shown in Fig. 1. Assuming the data $\{s_q[l]\}_{l=0,\ldots,L-1}$ on different subcarriers are independent, with zero mean and same variance $\sigma_s^2 = E\{|s_q[l]|^2\}$, the time-domain OFDM symbol $x_q = [x_{q[0]}, x_{q[1]}, \cdots, x_{q[L-1]}]^T$ is obtained by $x_q = F_L^H s_q$, where $F_L$ is the $L$-point unitary DFT matrix [26], [27] and $(\cdot)^H$ is the Hermitian operator. The inter-symbol interference is avoided by adding a cyclic prefix (CP) with length $L_h$ to the OFDM block, resulting in $x_{q}^p = [x_q[L-L_h], \cdots, x_q[L-1], x_q[0], x_q[1], \cdots, x_q[L-1]]^T$. Then, after D/A conversion and RF modulation, the OFDM block is transmitted through a frequency-selective channel, with discrete-time impulse response $h_q = [h_{q[0]}, h_{q[1]}, \cdots, h_{q[L_h-1]}, 0, \ldots, 0]^T$. The frequency-flat channel is simply a special case when $h[0] = 1$ and $\{h[l] = 0\}_{l=1,\ldots,L-1}$, and consequently (1) simply reduces to $y[l] = x[l] + n[l]$. In this case, the CP$^+$ box in Fig. 1 at the transmitter, as well as the CP$^-$ and ”Equalizer” boxes at the receiver, are omitted. Rayleigh fading is a typical channel model used to mimic worst-case scenario in non-LoS conditions, assuming each $h_q[l]$ is distributed as a complex zero-mean Gaussian RV, with stationary variance $\sigma_i^2 = E\{|h_q[l]|^2\}$. Conversely, in the presence of Line of Sight (LoS), $E\{h_q(0)\} \neq 0$ makes the statistics of $|h_q[0]|$ a Rician one. More general models include the Nakagami-n models [28], [29].

In this paper, we consider Rayleigh and Rice slow (quasi-static) fading, where all the $L_h$ active paths are assumed as time-invariant during the transmission of each OFDM block (block-fading model). The extension of the proposed analysis to fast fading where the $L_h$ active paths are time-variant within each OFDM symbol (double-selective channels), although quite straightforward, it is out of the scope of this paper.
After CP removal, the received OFDM symbol $y_q = [y_q[0], y_q[1], \cdots, y_q[L-1]]^T$ is obtained by a cyclic convolution with the channel, as expressed by

$$y_q[l] = h_q[l] \otimes_L x_q[l] + n_q[l],$$

(1)

which in the frequency domain corresponds to carrier by carrier multiplication of the channel transfer function with the transmitted data, as expressed by

$$y_q^{(f)} = F_L y_q = \text{diag} \left( h_q^{(f)} \right) s_q + n_q^{(f)},$$

(2)

where $h_q^{(f)} = \sqrt{L} F_L h_q$ and $n_q^{(f)} = F_L n_q$ are the frequency-domain channel response and noise, respectively, during the $q$th OFDM block. Assuming the block-fading channel paths are uncorrelated, the variance of the received signal $y_q[l]$ is given by

$$\sigma_{y_q}^2 = \sum_{l=0}^{L-1} |h_q[l]|^2 \sigma_x^2 + \sigma_n^2,$$

where $\sigma_x^2 = E\{|x_q[l]|^2\}$ and $\sigma_n^2 = E\{|n_q[l]|^2\}$ are the transmitted OFDM signal and receiver noise variances, respectively. Zero-forcing (ZF) equalization is applied in the frequency domain, simply dividing $y_q^{(f)}$ in (2) by $h_q^{(f)}$, leading to

$$y_q^{(f,e)} = s_q + \left( \text{diag} \left( h_q^{(f)} \right) \right)^{-1} n_q^{(f)}.$$

(3)

As shown in Fig. 1, the instantaneous non-linear suppressor (NLS), which mitigates the noise impulses in the time-domain before DFT processing, spreads in the frequency-domain, over all the OFDM subcarriers, the distortion introduced by the time-domain sparse noise impulses.

The NLS output, which can be formally expressed by

$$\hat{x}_q[l] = g(y_q[l]; \pi_q),$$

(4)

depends on the vector $\pi_q = \{\sigma_n, \sigma_x, \Sigma_l|h_q[l]|^2\}$, which contains the set of parameters that influence the statistical property of the $q$th OFDM block, such as the signal power $\sigma_{y_q}^2$, and the noise power $\sigma_n^2$. 

---

Fig. 1. Block scheme of the baseband system model
B. Impulsive Noise Models

This paper focuses on impulsive noise modeled by a $K$-GMM, whose probability density function (pdf) $f_N(n)$ is expressed by

$$f_N(n) = \sum_{k=0}^{K-1} p_k G(n, \sigma_k^2),$$

where $\{p_k\}_{k=0}^{K-1}$, with $\sum_{k=0}^{K-1} p_k = 1$, are the probabilities that an impulsive event with variance $\sigma_k^2$, is generated according to the $k$th Gaussian pdf $G(n, \sigma_k^2)$. The component $k = 0$ represents the "white" noise contribution, appearing with probability $p_0$ and variance $\sigma_0^2$, while the other $K-1$ components represent the impulsive noise, which appears with probability $p_I = \sum_{k=1}^{K-1} p_k = 1 - p_0$ and total variance $\sigma_I^2 = \sum_{k=1}^{K-1} p_k \sigma_k^2$.

The reason to choose model (5) are twofold. Firstly, $K$-GMM in (5) is a mixture of Gaussian functions, thus ensuring analytical tractability and elegance of calculation, and secondly, $K$-GMM can successfully fit any ImpN distribution either exactly [31], [32], or approximately [33], [34].

In the following we will focus on widely used ImpN models that can be described by (5), including the Bernoulli-Gaussian (BG) model, the Middleton’s Class-A model, and the symmetric alpha-stable ($S\alpha S$) model. However, the approach presented in this work can be obviously applied to any other noise that is modelled as $K$-GMM.

1) BG Impulsive Noise: The BG model [1], [13] corresponds to a 2-GMM ImpN, where a noise sample is considered either thermal or impulsive with probabilities $p_0$ and $p_1 = 1 - p_0$, respectively. The noise $W \sim G(w, \sigma_W^2)$ and the impulse noise $I \sim G(i, \sigma_I^2)$ are both zero-mean independent Gaussian RVs, resulting in ImpN with a total variance $\sigma_N^2 = p_0 \sigma_W^2 + p_1 \sigma_I^2$. AWGN is the even simpler case with $K=1$ and $p_0 = 1$.

Actually, the 2-GMM can also well approximate Class-A ImpN for $A \ll 1$ and, under proper conditions, can be used as a simple approximative model for the distortion noise at the output of the NL ImpN suppressors, which works noticeably better than the AWGN approximation in [14], [15].

2) Class-A Impulsive Noise: The Middleton’s canonical Class-A model [8], [9] assumes ImpN with $K = \infty$, as a sum of the two independent components $W$ and $I$, where $W$ is a stationary Gaussian (background) noise with variance $\sigma_W^2$, and $I$ is the impulsive noise with variance $\sigma_I^2$ generated independently by interfering sources (simultaneous, possibly infinite). Only a specific
one of the K components could be present in each noise sample with a probability \( p_k \) modeled according to a Poisson distribution, as expressed by

\[
p_k = e^{-A} A^k / k!,
\]

(6)

where \( A \) is a canonical parameter, also known as the impulsiveness index.

From (6), when \( k = 0 \) it follows \( p_0 = e^{-A} \), which represents the probability that the channel experiences only the thermic noise \( W \). Otherwise, with probability \( 1 - p_0 \), the channel experiences an impulsive noise, whose \( k \)-th component variance is \( \sigma^2_k = \sigma^2_W + \sigma^2_{I_k} A \).

Obviously, a canonical Class-A model is generally compliant with (5). The "white" noise component is defined by \( p_0 \) and \( \sigma^2_0 \), the impulsive component by \( p_I = 1 - p_0 \) and \( \sigma^2_I = \sum_{k=1}^{\infty} p_k \sigma^2_k / (1 - p_0) \), and the total ImpN variance by \( \sigma^2_n = \sum_{k=0}^{\infty} p_k \sigma^2_k = p_0 \sigma^2_0 + p_I \sigma^2_I \).

For realistic systems, the \( K \)-GMM in (5) with \( K \geq 10 \) is generally a very good approximation of the Class-A model. However, instead of simple truncation of the Poisson distribution as proposed in [20], [35], we prefer using a more accurate approximation which preserves the first two moments, which is obtained by fitting the approximated \( \tilde{p}_k, \tilde{\sigma}^2_k \) according to

\[
\tilde{p}_k = p_k / \sum_{k=0}^{K-1} p_k, \quad \tilde{\sigma}^2_k = \sigma^2_k / \sum_{k=0}^{K-1} p_k \sigma^2_k,
\]

(7)

which keeps unchanged the signal-to-impulsive noise ratio (SIR) defined as

\[
\text{SIR} = \frac{\sigma^2_x}{\sigma^2_I},
\]

(8)

where \( \sigma^2_I = \sum_{k=1}^{K} \tilde{p}_k \tilde{\sigma}^2_k / (1 - p_0) \) represents the impulsive noise variance.

3) \( \alpha \)-Stable Impulsive Noise: An \( \alpha \)-stable random variable models an ImpN with a so-called heavy-tailed (algebraic) distribution. Generally, the \( \alpha \)-stable PDF is defined by a set of four canonical parameters \((\alpha, \beta, \gamma, \mu)\) where the characteristic exponent \( \alpha \) controls the heaviness of the PDF tails, \( \beta \) controls the skewness, while \( \gamma = \sigma^\alpha \) measures the PDF spread around its mean \( \mu \). Unfortunately, an explicit analytical expression for the \( \alpha \)-stable PDF does not exist, except for some specific values of alpha including \( \alpha = 0.5 \) (Cauchy PDF) and \( \alpha = 2 \) (Gaussian PDF), which is the PDF with minimal thickness. However, due to its generality, \( \alpha \)-stable distributions have found wide interest in statistics and communications [10], [36].

Indeed, also an \( \alpha \)-stable distribution can be analytically defined by an infinite mixture of Gaussians [37], that can be actually approximated by a finite scaled Gaussian mixture in practice [38]. An efficient approximation of the standard symmetric \( \alpha \)-stable S\( \alpha \)S distribution \((\beta = 0, \gamma = 0, \sigma^2_x \geq \sigma^2_I)\) has been developed in [39].
by the $K$-GMM presented in [39] is realized through computing the weighting factors $w_k$ and variances $\sigma_k^2$ by minimizing the relative entropy between the $K$-GMM pdf and the SoS pdf in the amplitude range $\pm A_N$.

### III. SER Analysis for Frequency-flat OFDM Systems Without ImpN Suppression

Assuming that a $K$-GMM impulsive noise affects OFDM symbols in a frequency-flat channel ($h[0] = 1, h[l] = 0 \ \forall l \geq 1$, in Fig.1), and the receiver does not perform any kind of ImpN mitigation (NLS block in Fig.1 is omitted), an exact analytical expression for the SER can be derived as a generalization of the approach in [1].

#### A. SER for K-GMM ImpN Without Suppression

Let’s consider a $K$-GMM ImpN with associated probabilities and variances \{\(p_k, \sigma_k^2 = \gamma_k \sigma_x^2\)\}_{k=1,...,K-1}. Let $K-1$ impulse components affect $l \leq L$ samples of an $L$-sized OFDM block, and the rest of $L-l$ samples are affected only by the Gaussian noise component with variance $\sigma_0^2 = \gamma_0 \sigma_x^2$, whose probability is $p_0 = 1 - \sum_{k=1}^{K-1} p_k$. The probability that $l \leq L$ samples are affected by an impulsive noise $I$, possibly composed by at most $K-1$ components, is given by the multinomial distribution [40]

$$w(l) = w(l_1, \ldots, l_{K-1}) = \frac{l!}{l_1! \cdots l_{K-1}!} q_1^{l_1} \cdots q_{K-1}^{l_{K-1}}$$

where $l_{K-1} = [l_1, \ldots, l_{K-1}], \sum_{k=1}^{K-1} l_k = l$, and $q_k = \frac{p_k}{1-p_0}$ with $\sum_{k=1}^{K-1} q_k = 1$.

Let’s express by $w(l) = \frac{L!}{(L-l)!} p_0^{L-l} p_I^l$ the binomial distribution that defines the probability to experience an impulsive $l$-tuple event characterized by (9) within the L-sized OFDM block.

Thus, generalizing the approach in [1] for 2-GMM, the SER for M-QAM square constellation affected by $K$-GMM impulsive noise can be expressed by

$$p_s^{(K\text{-GMM})} = \sum_{l=0}^{L} \sum_{l_1=0}^{l} \sum_{l_2=0}^{l-l_1} \cdots \sum_{l_{K-1}=0}^{l-\sum_{m=1}^{K-1} l_m} w_{l_{K-1}} p_s^{(AWGN)}$$

where $p_s^{(AWGN)} = 4 \sqrt{M-1} B_{1K} \left(1 - \frac{\sqrt{M-1}}{\sqrt{M}} B_{1K}\right)$, with $B_{1K} = Q \left(\frac{3 \rho_{1K}}{M-1}\right)$. Here, $Q(x)$ denotes the Gaussian Q-function [41], and $\rho_{1K}$ is the SNR\(^3\) given by

$$\rho_{1K} = \frac{\sigma_x^2}{\sigma_{1K}^2} = \frac{L}{\sum_{k=0}^{K-1} l_k \gamma_k}.$$  

\(^2\gamma_k\) obviously denotes the relative variance $\gamma_k = \sigma_k^2 / \sigma_x^2$.  

\(^3\) note the equality of the output SNR $\rho$ in the time- and the frequency domain.
It should be noted that the computational complexity of (10) is defined by the number of the $K$-tuple combinations. Even for relatively low $K$, such as $K = 5$, the number of combinations is pretty high, and, as discussed in Sect. IIB for Class A ImpN, an approximation with e.g. 4-GMM, can provide good SER predictions with acceptable complexity, as shown in Sect. VII. In addition, further reduction of the computational complexity can be reached using an $L' < L$ rather than $L$ in (10), for instance by considering only those $l$-tuples whose $p_{s,4K}$ is over $10^{-20}$. This approach is particularly efficient for BG and Class-A ImpN at low $p_I$. On the contrary, for relatively high $p_I$, the simulation results presented in Sect. VII show that accurate SER prediction can be obtained even by using a simple 1-GMM (AWGN) model. However, such conclusions do not hold true for an arbitrarily distributed ImpN, including $S_{\alpha S}$ ImpN.

B. SER Prediction for 1-GMM (AWGN) Approximation

When $K = 1$, expression (10) reduces to the well known SER formula for M-QAM square constellations in AWGN channels [42], as expressed by

$$p_s^{(AWGN)}(\rho) = \frac{4}{\sqrt{M}} B_0(\rho) \left( 1 - \frac{1}{\sqrt{M}} B_0(\rho) \right), \quad (12)$$

where $B_0(\rho) = Q \left( \sqrt{\frac{3\rho}{M-1}} \right)$, and $\rho = \frac{\sigma_x^2}{\sigma_n^2} = \frac{1}{\sum_{k=0}^{L-1} p_k \gamma_k}$ denotes the average SNR.

Under general ImpN conditions, an AWGN model (formally 1-GMM) can actually be employed as a good predictor of the SER, when the total ImpN distribution in the frequency domain can be well approximated by a Gaussian one. As shown in Fig. 4 this is the case for Class A ImpN when $A \geq 0.1$. However, for $S_{\alpha S}$ ImpN Fig. 5 shows that the AWGN model (12) does not provide accurate SER predictions even when the impulsive noise is highly probable.

C. SER Prediction for 2-GMM Approximation

With $K = 2$, expression (10) reduces to

$$p_s^{(2-GMM)} = \sum_{l=0}^{L} w_l p_s^{(AWGN)}(\rho_l) \quad (13)$$

where $w_l = \frac{L!}{(L-l)!l!} \rho_l^{L-1} p_0^{l} p_l^{L-l-1}$ with $\rho_l = \frac{\sigma_x^2}{\sigma_n^2} = \frac{L}{(L-l)\gamma_0 + l \gamma_1}$, and $\gamma_0 = \frac{\sigma_0^2}{\sigma_n^2}, \gamma_1 = \frac{\sigma_1^2}{\sigma_n^2}$.

Note that expression (13), which is here derived from (10) for a special case $K = 2$, corresponds to the BG ImpN case already considered in [11].

Under some conditions, as discussed in Sect. II, a 2-GMM is an accurate approximation of a $K$-GMM ImpN, and thus can be used as a good SER predictor. Particularly, a Class A ImpN with
a relatively low impulse probability, e.g., when the weighting factors for \( K > 2 \) are relatively low, can be safely approximated by a two-component Gaussian mixture.

IV. SER ANALYSIS FOR FREQUENCY-FLAT OFDM SYSTEM WITH IMPN SUPPRESSION

In order to extend the previous analysis to systems employing non-linear suppression (NLS) of ImpN, as shown in Fig. 1, it is possible to approximate the non-Gaussian distribution of the output distortion noise with a Gaussian mixture (5). Intuitively, the distortion noise at the output of the NLS may retain some of the features of the impulsive noise at the suppressor input, because the impulsive noise suppressor can only mitigate noise impulses, and does not eliminate them completely. Actually, when the input noise is \( K \)-GMM, and the full noise state information (NSI) is available, the optimal GAD suppressor is linear \([18]\) and, consequently, also the distribution of the distortion noise at the output of the non-linear device is effectively modeled by a \( K \)-GMM, with the same weighting factors, but different variances. This scenario is considered in subsection B.

However, in realistic systems, NSI is not fully available and suppressors turn to be non-linear, such as the OBE in \([19]\). In this case the output distortion noise can not be exactly modeled by a GMM, because each single component is no longer Gaussian distributed, and a \( K \)-GMM can be used only as an approximation. The use of the OBE is considered in subsection C, and a threshold-based NLS in Section V.

A. SNR at the Output of the NLS

Considering the non-fading channel, the statistical parameters of the received signal and of the channel noise are fixed over all the OFDM blocks. Then, similarly to (4), the output of a memory-free non-linear suppressing device \( g(y) \) is given by \( \hat{x} = g(y; \pi) \). By the Bussgang’s theorem \([2], [3], [43]\), where \( y = x + n \), the output \( \hat{x} \) can be expressed as

\[
\hat{x} = g(x + n; \pi) = \alpha_\pi x + d, \tag{14}
\]

where \( \alpha_\pi \) is the scaling factor of the information-bearing signal \( x \), which depends on the “average” CSI contained in \( \pi \), and \( d \) is the distortion noise.

\footnote{due to the fact that ImpN is a random variable}

\footnote{note that for a non-fading channels we can omit subscript \( q \)}
It follows from (14) that the output distortion noise is given by

\[ d = \hat{x} - \alpha_x. \]  

(15)

For any arbitrary non-linear device, with real or complex valued input, the average output SNR \( \rho \) can be computed by \[17\]

\[ \rho = \frac{E \{|\alpha x|^2\}}{E \{|d|^2\}} = \frac{E \{|\alpha x|^2\}}{E \{|\hat{x} - \alpha x|^2\}} = \frac{\alpha_x^2 \sigma_x^2}{\sigma_d^2} \]  

(16)

where \( \sigma_d^2 \) is the variance of the output distortion noise in (14).

Considering a \( K \)-GMM ImpN and the SER in (10) for the associated SNR (11), we can use the same formula in the presence of ImpN mitigation, by expressing (16), similarly to (11), as

\[ \rho_k = \frac{\alpha_k^2 \sigma_k^2}{\sigma_{IK}^2} = \frac{L \alpha_k^2}{\sum_{k=0}^{K-1} l_k \gamma_k}. \]  

(17)

B. SER Prediction for GAD

If the full NSI is available to the receiver, the genie-aided suppressor \[25\] can optimally mitigate the received signal samples according to the actual noise variance. The MMSE optimal genie-aided Bayesian estimator knows which noise component \( k \in \{0, K-1\} \) is active and simply computes the output by \( \hat{x}_{GAD} = \beta_k y_k \), where \( \beta_k = \frac{1}{1+\gamma_k} \) \[19\].

Obviously, the overall output noise is a nonlinearly attenuated version of the input noise, while the useful output signal is attenuated by the factor \( \alpha_{GAD} = \sum_{k=0}^{K-1} p_k \beta_k \) \[18\] by means of the Bussgang’ theorem. Given \( \hat{x} \) and \( \alpha_{GAD} \), the output SNR is \[18\]

\[ \rho_{GAD} = \frac{\left[ \sum_{k=0}^{K-1} p_k \beta_k \right]^2}{\sum_{k=0}^{K-1} p_k (1+\gamma_k) \beta_k^2 - \left[ \sum_{k=0}^{K-1} p_k \beta_k \right]^2}. \]  

(18)

Given (18), the SER performance can be confidently computed either by (13) for BG ImpN \( (K = 2) \), or by (10) for \( K \geq 3 \).

Note that the SER granted by the GAD, which exploits full NSI at the receiver (e.g., which noise component is active at any sample), is the best achievable SER.

C. SER Prediction for OBE

When NSI is limited, i.e., the receiver does not know which noise component is active at any time, the optimal Bayesian estimator (OBE) is obtained by a non-linear signal attenuation, whose optimal parameters are exactly defined by simple closed-form analytical expressions \[17\], \[18\].
However, the output performance, including SNR and SER, cannot be expressed in a closed-form because the output noise distribution is not Gaussian, as well as each one of its components.

As proved in [18], the output SNR, and consequently $\alpha_{OBE}$, can be closely approximated with the output SNR, and $\alpha_{BAS}$, characterizing the BAS output, when the number of thresholds $M_T$ is high enough ($M_T \geq 10$). Therefore, in the analysis we can exploit the following approximation

$$\alpha_{OBE} \approx \alpha_{BAS} = 2\sigma_x^2 \sum_{m=0}^{M} \beta_m \sum_{k=0}^{K-1} p_k \left( a_{m,k} - a_{m+1,k} \right),$$

(19)

where $a_{m,k} = [1 + A_m^2/2(1 + \gamma_k)\sigma_x^2] e^{-A_m^2/(2(1 + \gamma_k)\sigma_x^2)}$, as detailed in [18].

Given $\rho_{l_K}$ (17) and $\alpha_{OBE}$ (19), the SER for the optimal Bayesian estimator directly follows from (10).

Note that when only limited NSI is available to the receiver, the SER performance granted by the OBE is the best achievable one [19].

**V. SER Analysis for Frequency-Flat OFDM Systems with Threshold-based Suppressors**

This section analyses the SER performance for the ideal, frequency-flat channel scenario ($h[0] = 1, h[l] = 0, \forall l \geq 1$), when the NLS block in Fig.1 performs ImpN mitigation by using a (sub)optimal single thresholding, based on its (sub)optimal detection of the channel state (e.g. "white noise" or "impulse noise").

Common thresholding suppression techniques include blanking (nulling) [13], clipping-blanking [14], Bayesian attenuating or Bayesian clipping [18], and their combinations with multiple thresholds. Such threshold-based suppressors may be preferred to OBE due to their relatively low complexity and high efficacy. We consider the simplest scenario where the receiver employs a single threshold to perform a binary hypothesis test on the noise state, based on the received signal envelope $|y|$. Specifically, the receiver assumes the state "signal+AWGN" when $|y| \leq A_T$, and conversely "signal+impulse noise" when $|y| > A_T$. As detailed in the following subsections, the distribution of the output distortion noise for this single-threshold suppressor can be generally approximated by $K$-GMM.

**A. Mixture Model for the Distribution of the Distortion Noise**

Since the $K$-GMM ImpN variable $N$ includes "white" noise $W$ and impulsive noise $I$ components, both mitigated by the single-threshold non-linear suppressor, the noise at the suppressor
output is composed of four possible components, each belonging to one of the following events

\[
\begin{align*}
y_1 &= x + w \\
y_2 &= x + i \\
y_3 &= x + w \\
y_4 &= x + i
\end{align*}
\]

when \(|y| \leq A_T\) \hspace{1cm} (20)

where \(y\) is the complex base-band received signal sample at the input of the non-linear impulsive noise suppressor, and \(A_T\) is the single ImpN detecting threshold.

Consequently, an adequate model is a four-component scaled mixture, whose pdf is expressed by

\[
f_D(d) = \sum_{k=1}^{4} w_k f_{D_k}(d),
\]

where \(\{f_{D_k}(d)\}_{k=1,\ldots,4}\) and \(\{w_k\}_{k=1,\ldots,4}\) are the distortion noise pdfs and the associated weighting factors of the different components in (20), respectively.

![Distortion noise distributions](image)

Fig. 2. Distortion noise distributions \(f_{D_k}(d); k = 1,\ldots,4\) for BG ImpN at SIR=-10 dB, \(p_1 = 0.01\), SNR=25 dB

Given the threshold \(A_T\), the weighting factors \(w_k\) in (21) can be easily computed from

\[
w_1 = p_0 \int_{0}^{A_T} p_{|Y_0|}(y) \, dy = p_0 \left(1 - c_0\right) \\
w_2 = p_1 \int_{0}^{A_T} p_{|Y_1|}(y) \, dy = p_1 \left(1 - c_1\right) \\
w_3 = p_0 \int_{A_T}^{\infty} p_{|Y_0|}(y) \, dy = p_0 c_0 \\
w_4 = p_1 \int_{A_T}^{\infty} p_{|Y_1|}(y) \, dy = p_1 c_1,
\]

(22)
Fig. 3. Distortion noise distributions $f_{D_k}(d); k = 1, \ldots, 4$ for $\alpha S \alpha$ ImpN at $\alpha = 1.2$, SIR=-10 dB, $p_1 = 0.01$, SNR=25 dB

where $c_0 = \exp \left( -\frac{A^2_2}{\sigma_{y0}^2} \right)$, $c_1 = \exp \left( -\frac{A^2_2}{\sigma_{yI}^2} \right)$, and $\sigma_{y0}^2 = 2 (\sigma_x^2 + \sigma_0^2)$, $\sigma_{yI}^2 = 2 (\sigma_x^2 + \sigma_I^2)$.

The pdfs $\{f_{D_k}(d)\}_{k=1,\ldots,4}$, as well as their variances $\{\sigma_{D_k}^2\}_{k=1,\ldots,4}$ are derived analytically in Appendix A.

Figs. 2 and 3 show the shape of the analytical results of $f_{D_k}(d)$, when either BG or $\alpha S \alpha$ ImpNs affect the OFDM receiver input. Note that the component distributions in Figs. 2 and 3 are scaled with their weighting factor $w_k$ in (22), in order to show their impact on the total $f_D(d)$ in (21).

B. Gaussian Mixture Model for $f_D(d)$

The proposed approximation of the $f_D(d)$ by $K$-GMM leverages on a component-by-component Gaussian fitting, as detailed in Appendix B. The closed-form expressions for the $K$-GMM parameters, e.g., the dimension $K$, the variances $\{\sigma_{G_k}^2\}_{k=1,\ldots,K}$, and the scaling factors $\{w_{G_k}\}_{k=1,\ldots,K}$, allow to compute the SER for any ImpN scenario, by (10) and (11), where $\gamma_k = \frac{\sigma_{G_k}^2}{\sigma_x^2}$ and $w_k = w_{G_k}$, for $k = 1, \ldots, K$. The results of the $K$-GMM fitting of $f_D(d)$ for any ImpN scenario show that an order $K \in \{2, 3, 4\}$ is typically enough, as verified in Section VII, which shows quite accurate SER estimates.

It is important to stress that the GMM approximation of the time domain distribution $f_D(d)$ clearly shows that the 1-GMM (AWGN) can not be considered as a good fitting model for any ImpN scenario. Thus, as demonstrated in Sect.VII, and confirmed by results available in the
literature [13], [15], conventional expressions for \( M \)-QAM error probability in AWGN channels [42] can be effectively used for OFDM systems only under certain ImpN scenarios. That is, only when the output distortion noise in the frequency domain can be safely approximated as a Gaussian RV [13], [15], which is approximately true when the average number of noise impulses per OFDM block is relatively high, and the noise is BG or Class-A distributed. Conversely, when an alpha-stable ImpN affects the OFDM channel, even with relatively high average number of impulses per OFDM block, such AWGN approximation does not generally hold true.

VI. SER PERFORMANCE OF OFDM IN FREQUENCY-SELECTIVE FADING CHANNELS AFFECTED BY IMPN

The SER performance analysis for fading systems affected by ImpN can be developed based on the results obtained for the non-fading ones. For frequency-selective block-fading channels the SER in (10) for OFDM systems affected by \( K \)-GMM ImpN, can be still used for each fading realization and each subcarrier, by replacing \( p_s^{(AWGN)}(\rho_l) \) with a proper \( p_s^{(fading)}(\rho_l) \) accounting for the specific fading channel model.

Indeed, following the system model presented in Fig. 1, and assuming that \( h[l], \forall l \) are independent Gaussian RVs, all the \( h^{(f)}[l] \) of the frequency domain channel response will be equally distributed.\(^6\)

Consequently, assuming the same signal constellation over all the sub-carriers, the SNR \( \rho_q[l] \) on the \( q \)th block will be the same for any carrier \( l = 1, \ldots, L \). Thus, to simplify notation, in the following we omit the subcarrier index \( l \) and we use the \( \rho_q \) to denote the SNR in the \( q \)th block for any subcarrier.

The slow (quasi-static) frequency-selective block fading channel, will make the signal power \( \sigma^2_{x_q} \) fluctuating from an OFDM block to another, according to the \( q \)th realization \( \{h_q[l]\}_{l=0,...,L-1} \) of the channel. Thus, if all the \( L \) subcarriers transmit independent data \( s_q[l] \), the time-domain signal power \( \sigma^2_x \) is stationary (after CP removal), and the conditional pdf \( f_{x_q|h_q}(x|h_q) \) of the useful component \( x_q[l] \) for a given channel \( h_q \) is a Gaussian function \( G(x, 0, \sigma^2_{x_q}) \), where \( \sigma^2_{x_q} = E\{|x_q[l]|^2\} = g_q \sigma^2_x \), and \( g_q = \sum_{l=0}^{L-1} |h_q[l]|^2 \) is the power attenuation induced by the channel.

\(^6\)this is simplifying assumption where all subcarriers are active (no guard-bands). In general, we can compute \( SER_l \) per each subcarrier and then take an average.

\(^7\)digital systems regularly use scrambling before modulation [42].
during the $q$-th OFDM block. Assuming that $g_q$ varies in a block-fading fashion, while the noise variance $\sigma_n^2$ is fixed, the received signal power is expressed by $\sigma_y^2 = g_q \sigma_x^2 + \sigma_n^2$.

Consequently, in order to compute the average SER for slow (block) fading channels equipped with NLS, it is necessary to develop the expression for the conditional distribution of the signal-to-noise ratio $\rho_q = \sigma_x^2 / \sigma_n^2$. Let $f(\rho_q; \bar{\rho}_q)$ denote the required pdf of $\rho_q$ for the $q$th block when the average signal-to-noise ratio is $\bar{\rho}_q$, and $p_s(\rho_q)$ denote the conditional SER, then the unconditional SER follows from

$$p_{s}^{(\text{fading})} = \int_0^{\infty} f(\rho_q; \bar{\rho}_q) p_s^{(\text{AWGN})}(\rho_q) d\rho_q,$$

(23)

under the assumption that the overall noise effect can be modelled as Gaussian.

Specifically, considering a single threshold ImpN suppression, the optimal threshold $A_{\text{T}q}$, as well as the associated attenuating parameters $\beta_{0q}$ and $\beta_{1q}$, should adapt their values to maximize the system performance [18].

A. Rayleigh Fading

Rayleigh fading represents a multipath channel, constituted by a number of simultaneous time-aligned weak reflected components without any direct line-of-sight (LOS) path.

Let $\bar{\rho}_q$ denote the average SNR during the $q$-th OFDM block at the NLS output. Then, the instantaneous value $\rho_q$ for the $q$th OFDM block is exponentially distributed as [44], [45]

$$f(\rho_q; \bar{\rho}_q) = \frac{1}{\bar{\rho}_q} e^{-\rho_q / \bar{\rho}_q}, \quad \bar{\rho}_q \geq 0.$$  
(24)

Actually, in Rayleigh fading scenarios, as shown in [15], the total output noise can be well approximated by a Gaussian pdf. Thus, given (24), the unconditional SER $p_{s}^{\text{Ray}}(\bar{\rho}_q)$ can be computed from (23) by

$$p_{s}^{\text{Ray}}(\bar{\rho}_q) = \int_0^{\infty} \frac{1}{\bar{\rho}_q} e^{-\rho_q / \bar{\rho}_q} p_s^{(\text{AWGN})}(\rho_q) d\rho_q,$$

(25)

where $p_s^{(\text{AWGN})}(\rho_q)$ is expressed by [12] [45] for square $M$-QAM constellation.

By exploiting in (25) the alternative $Q$-function formulation [46]

$$Q(x) = \frac{1}{\pi} \int_0^{\pi/2} e^{-x^2 \sin^2 \phi} d\phi, \quad x \geq 0,$$

(26)

8Note that, the average signal-to-noise $\bar{\rho}_q$ can be simply computed from [16]
the average SER has the following closed-form expression

\[ p_s^{(Ray)}(\bar{\rho}_q) = 1 - \frac{1}{M^2} - \frac{2^{M-1}}{\sqrt{M}} \frac{a}{\sqrt{1+a^2}} \]
\[ - 4\pi \left( \frac{\sqrt{M}-1}{\sqrt{M}} \right) \frac{a}{\sqrt{1+a^2}} \tan^{-1} \frac{a}{\sqrt{1+a^2}}, \]

(27)

where \( a = \sqrt{\frac{3\rho_q}{2(M-1)}} \), and \( \bar{\rho}_q \).

Thus, exploiting the good Gaussian approximation for the noise in Rayleigh fading scenario, the noticeably simpler expression (27) can be effectively used, rather than (10), to get a good SER approximation. This is due to the fact that the fading-compensated AWGN noise dominates the suppressed ImpN, as it can be easily verified by comparing the distortion noise powers with that ones obtained in flat channels.

B. Rician Fading

Differently to Rayleigh fading, in Rician fading the received signal includes a direct LoS component, together with a number of Gaussian, typically weaker, reflected components. Considering a slow (quasi-static) frequency-selective block fading channel, the SNR per \( q \)th block is distributed according to a noncentral chi-square pdf, as expressed by [44], [45]

\[ f(\rho_q; \bar{\rho}_q; K_r) = \frac{K_1 e^{-K_r}}{\bar{\rho}_q} e^{-K_r \frac{\rho_q}{\bar{\rho}_q}} I_0 \left( \sqrt{4K_r K_1 \frac{\rho_q}{\bar{\rho}_q}} \right), \]

(28)

where \( K_1 = (1 + K_r) \), and \( K_r \) is the ratio of the LoS path with the scattered powers. When the channel power is normalized to 1, \( K_r = \bar{h}_0^2/(1 - \bar{h}_0^2) \), where \( \bar{h}_0 \) is the average LoS path gain.

As it happens with Rayleigh fading channels, if we consider SER results for \( K_r \leq 10 \) and typical ImpN parameters, the fading interference dominates the distortion noise caused by the (sub)optimal NLS and consequently, the total output noise can be considered approximately Gaussian. Thus, rather than using (10), also in this case it is possible to derive a much simpler expression to closely approximate the SER.

Specifically, when \( K_r \leq 10 \), substituting (23) in (28), the unconditional SER can be approximated by

\[ p_s^{(Rice)}(\bar{\rho}_q, K_r) = \int_0^\infty f(\rho_q; \bar{\rho}_q; K_r) p_s^{(AWGN)}(\rho_q)d\rho_q, \]

(29)

which can be conveniently expressed in the following equivalent form [44], [47]

\[ p_s^{(Rice)}(\bar{\rho}_q, K_r) = e^{-K_r} \left( a I_1(\bar{\rho}_q, K_r) + b I_2(\bar{\rho}_q, K_r) \right), \]

(30)
where the parameters \((a, b, c)\) depend on the modulation and the signal constellation, \(I_1(\rho, K_r)\) and \(I_2(\rho, K_r)\) are given by

\[
I_1(\rho, K_r) = \int_0^{\pi/2} h_{\rho, K_r}(\theta) e^{K_r h_{\rho, K_r}(\theta)} d\theta \\
I_2(\rho, K_r) = \int_0^{\pi/4} h_{\rho, K_r}(\theta) e^{K_r h_{\rho, K_r}(\theta)} d\theta,
\]

and \(h_{\rho, K_r}(\theta)\) is a function of the SNR and Rician factor, as expressed by

\[
h_{\rho, K_r}(\theta) = \frac{(K_r + 1) \cos^2 \theta}{(K_r + 1) \cos^2 \theta + \rho c^2}.
\]

Specifically, for 4-QAM and 16-QAM the parameters \((a, b, c)\) are expressed by \[47\]

**4-QAM:** \(a = b = 1,\ c = \sin(\pi/4),\)

**16-QAM:** \(a = 3/4,\ b = 9/4,\ c = \sqrt{0.1}.\)

Unfortunately, closed-form analytical solutions of the integrals in (31) are not available. Thus in order to obtain a closed form expression, we need to resort to an approximate solution by using the middle Riemann sum \[48\], obtaining

\[
I_1(\rho, K_r) = \beta \sum_{m=0}^{M_0-1} h_{\rho, K_r}(m\beta) e^{K_r h_{\rho, K_r}(m\beta)} \\
I_2(\rho, K_r) = \beta \sum_{m=0}^{M_0/2-1} h_{\rho, K_r}(m\beta) e^{K_r h_{\rho, K_r}(m\beta)},
\]

where \(M_0\) is the number of samples used in the numerical method, and \(\beta = \frac{\pi}{2M_0}.\)

Thus, the average SER in Rician fading channels (30) is approximated by

\[
p_s^{(Rice)}(\rho, K_r) = e^{-K_r/\pi} \left[ a\beta \sum_{m=0}^{M_0-1} h_{\rho_q, K_r}(m\beta) e^{K_r h_{\rho_q, K_r}(m\beta)} \\
+ b\beta \sum_{m=0}^{M_0/2-1} h_{\rho_q, K_r}(m\beta) e^{K_r h_{\rho_q, K_r}(m\beta)} \right],
\]

where the average SNR \(\rho\) in (32) is still given by (16).

However, when \(K_r > 10\), the SER results computed from (34) are not acceptable and, similarly to (10), it is necessary to resort to more complex expression making use of (34) for \(p_s^{(Rice)}\), rather than \(p_s^{(AWGN)}\), leading to

\[
p_s^{(RiceK-MM)} = \sum_{l=0}^{L} w(l) \sum_{l_1=0}^{l} \sum_{l_2=0}^{l-l_1} \cdots \sum_{l_{K-1}=0}^{l-\sum_{m=1}^{K-2} l_m} w_{l_{K-1}} p_s^{(Rice)}.
\]

\(^9\)as experienced with a number of simulations with different parameters, good results can be obtained by only \(M_0 = 11\) with middle point \(\rho = \bar{\rho}\).
VII. NUMERICAL AND SIMULATION RESULTS

Numerical and simulation results presented in this section consider the SER performance of OFDM with 4-QAM and 16-QAM constellations employing \( L=256 \) subcarriers over nonfading and slow-fading frequency-selective Rayleigh/Rician fading channels, affected by BG, Class-A, or general \( K\)-GMM, including \( S\alpha S \) ImpN.

The SER performance are analyzed for a wide range of parameters of practical interest, including the SIR, the impulse probability \( p_I \), as well as the "white" SNR defined by the signal to "white" noise ratio \( \sigma_x^2/\sigma_w^2 \). The presented results include SER performance of unmitigated systems (Sect. III), mitigated nonfading systems with GAD and OBE (Sect. IV), single-threshold mitigated nonfading systems (Sect. V) and frequency-selective Rayleigh and Rician fading channels (Sect. VI).

A. SER Results for Unmitigated Non-fading Systems

Fig. 4 shows the SER versus SIR for a 4-QAM OFDM system with \( L=256 \) subcarriers affected by Class-A ImpN, accurately approximated by a 4-GMM by using (7). Numerical results computed by (12), (13) and (10) for AWGN, 2-GMM and 4-GMM, respectively, are compared with simulation results. The SER performance are analyzed for a wide range of signal to impulse noise ratio \( \text{SIR} \in [-60 \div 0] \text{ dB} \) and for a wide range of the impulsiveness index \( A \in \{1, 0.1, 0.01, 0.001, 0.0001\} \), at SNR=25dB. Evidently, the results obtained by the 4-GMM (10), which is an approximate model of a Class-A ImpN, predict the SER accurately in the whole range of ImpN parameters. However, it is also interesting to note that the simple model 2-GMM (13) is a good SER predictor when \( A \leq 0.01 \). On the other side, the AWGN equivalent model (12) is acceptable only when \( A \geq 0.1 \).

Fig. 5 shows the SER results versus SIR for 4-QAM OFDM systems, with \( L=256 \) subcarriers, affected by \( S\alpha S \) ImpN at \( \alpha = 1.2 \). This \( S\alpha S \) distribution is accurately approximated by a 16-GMM [39]. Numerical results, computed by (12) for the AWGN model and by (10) for the approximate 4-GMM [10], are compared with the simulation results. The SER performance are analysed in the wide range \( \text{SIR} \in [-60 \div 0] \text{ dB} \) and for a wide range of impulsiveness index \( A \in \{1, 0.1, 0.01, 0.001, 0.0001\} \), at SNR=25dB. Similarly to the discussion for Class-A ImpN in Fig. 4 expression (10) with a 4-GMM model, which is an accurate approximation of the exact

\[ \text{Note that the exact ImpN model with K=16 would require a relatively high number of calculations in (10).} \]
16-GMM ImpN, predicts quite well the SER in the whole range of ImpN parameters. Note that the noticeable deviation in the results due to an uneven approximation of the SoS distribution by only 4-component GMM at different SIR.

Fig. 4. SER versus SIR for 4-QAM OFDM system with \( L=256 \) subcarriers affected by Class-A ImpN, restricted to 4 components by using (7), at \( A \in \{1, 0.1, 0.01, 0.001, 0.0001\} \) and SNR = 25 dB.

B. SER Results for Optimally Mitigated non-fading Systems: GAD and OBE Suppressors

Fig. 6 compares numerical results for the SER obtained by OBE and GAD ImpN suppressors. Both of them rely on the optimal Bayesian estimation, however OBE exploits a limited NSI, while the GAD exploits the full NSI. The BG ImpN is considered at SNR=25 dB and at impulse noise probabilities \( p_I \in \{0.1, 0.05, 0.01, 0.001\} \) for SIR \( \in [-60 \div 0] \) dB. In practice, the SER results for the OBE are obtained approximately by computing the SER for the ten-threshold BAS (see [18]), while SER results for the GAD are computed directly from (10), as explained in Sect. IVB. The results for the OBE represent the maximal system performance for a realistic scenario, when the impulse noise positions are not known to the receiver, while SER results for the GAD are the overall best system performance in a genie-aided scenario, which assumes that the impulse positions are exactly known to the receiver. The gain of exploiting such a full

\[11\] Note that the SER results, obtained by approximative 4-GMM following (7), as shown in Fig. 5 are far to be acceptable, thus a direct 4-GMM approximation of SoS ImpN is performed [39].
Fig. 5. SER versus SIR for 4-QAM OFDM system with \( L = 256 \) subcarriers affected by \( S_\alpha \) ImpN approximated by 4-GMM at \( p_1 \in \{0.0001, 0.001, 0.01, 0.1, 0.3\} \) and SNR = 25 dB. Dashed line with black markers shows the SER results obtained by using (7).

NSI is evident, and interestingly, the gain is the highest for those ImpN parameters of highest practical interest in real systems.

Fig. 6. The comparison of OBE and GAD suppressors; SER versus SIR at SNR = 25 dB and \( p_1 \in \{0.001, 0.01, 0.05, 0.1\} \) for 4-QAM OFDM with 256 subcarriers affected by BG ImpN.
C. SER Results for Threshold-based Mitigated Systems

Fig. 7 compares simulation results with the SER obtained by the AWGN model (12), for 4-QAM OFDM systems with L=256 subcarriers, affected by a BG ImpN, whose “white” noise SNR $\in [10\div30]$ dB, an impulse component that produces SIR=-20 dB, and impulsive probability $p_I \in \{0.01, 0.02, 0.05, 0.1\}$. Evidently, the AWGN equivalent model approximates very well the simulation results only for $p_I \geq 0.1$\footnote{results for $p_I > 0.1$ are not shown, but anticipated from the results up to $p_I = 0.1$.} Conversely, when $p_I < 0.1$, such an approximated SER is acceptable only when SNR<10dB.

Fig. 8 compares the SER results obtained by AWGN (12), and $K$-GMM models (10) with those obtained through simulation, for a 4-QAM OFDM system equipped with an (sub)optimal single-threshold NLS \[18\], and L=256 subcarriers. The ImpN is a BG with a “white” noise component at SNR=25 dB and SIR$\in [-60 \div 0]$ dB, with probability $p_I \in \{0.001, 0.01, 0.05, 0.1\}$. Evidently, the $K$-GMM model (10) approximates the simulation results very well for every set of ImpN parameters\footnote{Note that all parameters of $K$-GMM are computed as detailed in Appendix B}. However, for relatively high impulse probability ($p_I \geq 0.05$), the results obtained by the AWGN model are acceptable as well. Conversely, for relatively low impulse probability ($p_I < 0.05$) the SER predictions obtained by the AWGN model, are not accurate and become quite unacceptable for very low impulse probabilities ($p_I \leq 0.01$). This is expected since for
$L=256$ the average number of impulses per frame for $p_I < 0.01$ is really low (e.g., 2 or 3 on average), and the distribution of the output distortion noise in the frequency domain is far from a Gaussian one.
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Fig. 8. SER versus SIR at SNR = 25 dB and $p_I \in \{0.001, 0.01, 0.05, 0.1\}$ for 4-QAM OFDM with 256 subcarriers affected by BG ImpN.

![Graph 2](image2.png)

Fig. 9. SER versus SIR at SNR = 25 dB for 16-QAM OFDM with 256 subcarriers $p_I \in \{0.001, 0.01, 0.05, 0.1\}$ with BG ImpN.

Fig. 9 similarly to Fig. 8 compares the SER results obtained by simulation and by (12) for AWGN and by (10) for $K$-GMM when the OFDM system uses square 16-QAM constellation.
and \( L = 256 \) subcarriers. The impulsive noise is also BG with the same parameters used in Fig. 8 and the overall discussion about its results can be confirmed for 16-QAM OFDM system.

Fig. 10 shows the SER results for the symmetric alpha stable (S\(\alpha\)S) ImpN, with \( \alpha = 1.2 \) and impulse noise probabilities \( p_I \in \{0.1, 0.01\} \). Evidently, equation (10) for the \( \mathcal{K} \)-GMM model approximates simulated SER results very well, for every set of impulsive noise parameters. In this case, differently from BG and Class-A cases, the AWGN-based equation (12) does not provide good SER predictions, in particular neither for \( p_I = 0.1 \) or for relatively high SIR (i.e., SIR \( \geq -20 \) dB). This somewhat unexpected outcome can be explained since, for a 16-GMM fitted to the S\(\alpha\)S pdf, the contribution of each component to the total SER is significant. Consequently, there is no component whose contribution to the total SER can be neglected. Under such condition, even for relatively high average number of impulses per frame, and relatively high SIR, each component among the \( \mathcal{K} - 1 \) impulsive ones, noticeably contributes to the total SER\(^{14}\). Consequently, the noise distribution in the frequency domain can not be approximated by a Gaussian pdf.

---

\(^{14}\)These results point out to the so-called weakness of the central limit theorem
D. SER Results for Frequency-selective Fading Mitigated Systems

Fig. 11 shows SER versus SIR for SNR=25dB and impulse noise probabilities $p_1 \in \{0.0, 0.0001, 0.001, 0.01, 0.1\}$, for slow Rayleigh fading channels, equipped by (sub)optimal thresholding-based ImpN mitigation. The considered system is a 4-QAM OFDM with $L=256$ subcarriers, affected by BG ImpN. The comparison of numerical results obtained by (27) with simulation results shows good agreement for every SIR.

Fig. 12 shows SER results versus SNR spanning from 0dB to 60dB for a fixed SIR=-10dB, and $p_1 \in \{0.0, 0.00001, 0.0001, 0.001, 0.01, 0.1\}$. It is evident that the previous comments can be generalized, leading to conclude that also in the case of Rayleigh fading channels, the relatively simple equation (27), which assumes Gaussian noise in the frequency domain, offers accurate SER predictions, even though the channel is actually affected by ImpN. This result is explained by the fact that, in the time domain, the output Gaussian noise dominantly contributes to the distribution of the distortion noise at the output of an (sub)optimal ImpN suppressor.

Fig. 13 shows the SER versus SIR for 4-QAM OFDM system with $L=256$ subcarriers equipped, by the Bayesian attenuating ImpN suppressor [18], at $p_1 = 0.01$ and SNR=25dB, over the Rician slow fading channel with $K_r \in \{0, 5, 10, 100, \infty\}$. It is useful to remind that Rician factor $K_r = 0$ corresponds to Rayleigh fading, and $K_r = \infty$ corresponds to the AWGN (nonfading) channel. Specifically, Fig. 13 compares the SER computed by (34) (named Rice-W)
and (35) (named Rice-$K$-GMM\footnote{due to simplicity, here we use $K$ instead of $K$}) with the simulation results, and let us to conclude that for $K_r \leq 10$ the simpler Rice-W model works quite well, while for $K_r > 10$ the Rice-W model underestimates the SER. Conversely, the Rice-$K$-GMM model (35) works quite well every time. Obviously, for higher Rician factors $K_r$, the Rice-$K$-GMM model noticeably outperforms in accuracy the Rice-W model, and when $K_r$ approaches infinity it approaches the performance shown in Fig. 12 which correspond to the non-fading channel.

### VIII. Conclusion

We presented a unified GMM-based analytical approach for SER performance evaluation of OFDM systems affected by impulsive noise in nonfading and frequency selective Rayleigh/Rice fading channels. The analysis includes both unmitigated and mitigated systems affected by ImpN modeled with a $K$-GMM, such as BG (2-GMM), Class-A, as well as impulsive noise with alpha-stable distributions.

For unmitigated non-fading systems it has been shown that the SER can be exactly predicted for any $K$-GMM ImpN. However, at relatively high $K$ (e.g. $K \geq 5$), due to a high number of combinations in the multinomial distribution, the computation complexity becomes highly time
Fig. 13. SER versus SIR for SNR=25dB and $p_1 = 0.01$ for OFDM with 256 subcarriers over Rician fading channel at $K_r \in \{0, 5, 10, 100, \infty\}$ affected by BG ImpN.

Consuming. In such cases we have shown that, an accurate $K$-GMM ($K < K_r$) approximation of the noise distribution, based on first two moments matching, leads to accurate SER estimations.

For mitigated systems, the distortion noise at the output of the NLS is generally non-Gaussian and it can be also effectively approximated by a $K$-GMM. Specifically, for threshold-based mitigated systems, the NLS output distortion noise can be safely approximated with at most $K = 4$ Gaussian components. The proposed unified approach is based on the $K$-GMM approximation of the time domain distortion noise distribution $f_D(d)$, by performing a novel component-by-component Gaussian fitting method presented in Appendix B. Based on the developed closed-form expressions which exploit the mixture parameters of the fitted $K$-GMM, the SER can be simply computed for any ImpN scenario, exploiting the expressions derived for unmitigated systems in Sect. III. The use of appropriate values of $K$ for different systems and different scenarios guarantees the minimization of the computation complexity.

Although, we have shown results for BG, Class-A, and alpha-stable ImpNs with the Bayesian non-linear ImpN suppressors, the developed closed-form SER expressions can also be used for other ImpNs and other NLSs, including thresholding-based NLS, such as blanking, clipping, and their combination, as well as the multi-thresholded NLS. The approach presented in this work can be extended to nonsymmetric pdf $f_D(d)$ of the distortion noise, will be the subject of our future work.
APPENDIX A

CLOSED-FORM EXPRESSION FOR DISTORTION NOISE DISTRIBUTION WITH SINGLE-THRESHOLD SUPPRESSOR

Given the Bussgang’s theorem (14), the distortion noise can be calculated from (15).

Let the impulsive noise suppressor perform (sub)optimal Bayesian attenuation of the received samples as $\hat{X} = \beta_\Omega Y$ [18]. With $Y = X + N$, the time-domain distortion noise $D$ in (15) can be expressed by

$$D = (\beta_\Omega - \alpha)X + \beta_\Omega N.$$  \hspace{1cm} (36)

where $X$ and $N$, and consequently $Y$, are complex-valued variables, and $\beta_\Omega$ denotes the attenuation factor performed in the signal amplitude range $\Omega$ (see Fig. 14).

![Complex-valued signals and thresholding](image)

Assuming independent $X$ and $N$, the distortion noise distribution $f_{D_\Omega} (d)$ can be calculated by

$$f_{D_{\Omega}} (d) = f_{(\beta_\Omega - \alpha)X} (d) * f_{\beta_\Omega N} (d)$$ \hspace{1cm} (37)

where $(\beta - \alpha)X$ and $\beta N$ are the (sub)optimally attenuated signal and noise, respectively, and $*$ denotes the convolution operator.

Considering the single-threshold ImpN suppressor, the total region $\Omega = \Omega_0 \cup \Omega_1$ is split into two disjoint subregions $\Omega_0$, $\Omega_1$ where $\Omega_0 \triangleq \{y : |y| \leq A_T\}$, and $\Omega_1 \triangleq \{y : |y| > A_T\}$. Then, applying (37) to each subregion, we write

$$f_{D_{\Omega_0}} (d) = f_{(\beta_{\Omega_0} - \alpha)X_{\Omega_0}} (d) * f_{\beta_{\Omega_0} N_{\Omega_0}} (d)$$
$$f_{D_{\Omega_1}} (d) = f_{(\beta_{\Omega_1} - \alpha)X_{\Omega_1}} (d) * f_{\beta_{\Omega_1} N_{\Omega_1}} (d),$$ \hspace{1cm} (38)

where $X_{\Omega_0}$ and $N_{\Omega_0}$ denote the signal and noise RVs below the threshold $A_T$, and $X_{\Omega_1}$ and $N_{\Omega_1}$ denote the signal and noise RVs above the threshold $A_T$, respectively.
Evidently, the distribution of the distortion noise (38) at the output of the threshold-based ImpN suppressor is expressed by the pdf $f_{(\beta-\alpha)X_\Omega}(x)$ and $f_{\beta N_\Omega}(n)$ of the attenuated signal and noise, respectively, evaluated below and above the threshold. In the following we firstly develop the closed-form expressions for the distributions of the non-attenuated variables $X_\Omega$ and $N_\Omega$, and then take into account the attenuating factors in the convolution (38) and compute the pdf $f_{D\Omega_0}(d)$, $f_{D\Omega_1}(d)$ of the distortion noise.

Due to thresholding of the received signal amplitude $|y| = \sqrt{y_r^2 + y_i^2}$, the detected signal component $X_r$ is related to both the received signal components $Y_r$ and $Y_i$. Thus, we write

$$f_{X_\Omega_0}(x) = f_{X_r}(x_r) |_{|y| \leq A_T}$$

$$= \frac{1}{B} \int_{\Omega_0} f_{X_r,Y_r,Y_i}(x_r, y_r, y_i) \, dy_r \, dy_i,$$  \hspace{1cm} (39)

where $B = P(|y| \leq A_T)$.

Assuming that $y_i$ is independent of $x_r$, where,

$$f_{X_r,Y_r,Y_i}(x_r, y_r, y_i) = f_{X_r}(x_r) f_{Y_r,Y_i|x_r}(y_r, y_i|x_r)$$

and by chain rule,

$$f_{Y_r,Y_i|x_r}(y_r, y_i|x_r) = f_{Y_r|x_r}(y_r|x_r) f_{Y_i|Y_r}(y_i|y_r),$$

which substituted in (39) leads to

$$f_{X_\Omega_0}(x) = \frac{f_{X_r}(x_r)}{B} \int_{\Omega_0} f_{Y_r|Y_i}(y_i|y_r) f_{Y_i|Y_r}(y_i|y_r) \, dy_i \, dy_r.$$  \hspace{1cm} (40)

The conditional density $f_{Y_r|X_r}(y_r|x_r)$ is obviously imposed by the noise density $f_{N_r}(n_r)$, which let us to write

$$f_{X_\Omega_0}(x) = \frac{f_{X_r}(x_r)}{B} \int_{\Omega_0} f_{N_r}(n_r) f_{Y_i|Y_r}(y_i|y_r) \, dy_i \, dn_r.$$  \hspace{1cm} (41)

As illustrated in Fig. 14, it is clear that the integration region for $n_r = y_r - x_r$ is defined by $\pm A_T - x_r$, and for $y_i$ the integration region is defined by $\pm \sqrt{A_T^2 - y_r^2}$. Thus

$$f_{X_\Omega_0}(x) =$$

$$= \frac{f_{X_r}(x_r)}{B} \int_{-A_T-x_r}^{A_T-x_r} f_{N_r}(n_r) \int_{-\sqrt{A_T^2-y_r^2}}^{\sqrt{A_T^2-y_r^2}} f_{Y_i}(y_i) \, dy_i \, dn_r.$$  \hspace{1cm} (42)

The pdfs $f_X(x)$, $f_N(n)$ and $f_Y(y)$ are Gaussians, while $f_{|Y_i|}(y)$ is Rayleigh, and consequently

$$\int_{-\sqrt{A_T^2-y_r^2}}^{\sqrt{A_T^2-y_r^2}} f_Y(y) \, dy = erf\left(\sqrt{\frac{A_T^2-y_r^2}{2\sigma_y^2}}\right),$$  \hspace{1cm} (43)
while
\[
B = P (|y| \leq A_T) = \int_0^{A_T} \frac{|y|}{\sigma_y} \exp \left( -\frac{|y|^2}{2\sigma_y^2} \right) dy
= 1 - \exp \left( -\frac{A_T^2}{2\sigma_y^2} \right). \tag{44}
\]

Thus exploiting (43) and (44), and with \(y_r = x_r + n_r\), Eq. (42) becomes

\[
f_{X_{\Omega 0}} (x) = \exp \left( -\frac{x^2}{2\sigma_x^2} \right) \sqrt{\frac{1}{2\pi \sigma_n^2}} \int_{-A_T-x}^{A_T-x} \exp \left( -\frac{d^2}{2\sigma_n^2} \right) \text{erf} \left( \sqrt{\frac{A_T^2 - (x + d)^2}{2\sigma_n^2}} \right) \, dn. \tag{45}
\]

Unfortunately, the integral in (45) cannot be analytically solved. Therefore, similarly to the derivation of Eq. (34), we resort to an accurately approximated numerical solution based on the middle Riemann sum. By using \(M_d\) equidistant points \(d_i\) in the numerical integration within the region \(\pm 10\sigma_y\), we get

\[
f_{X_{\Omega 0}} (d_i) = \frac{h^2}{1 - \exp \left( -\frac{A_T^2}{2\sigma_y^2} \right)} \exp \left( -\frac{d_i^2}{2\sigma_x^2} \right) \sqrt{\frac{1}{2\pi \sigma_n^2}} \sum_{j=-M_d-i}^{M_d-i} \exp \left( -\frac{d_j^2}{2\sigma_n^2} \right) \text{erf} \left( \sqrt{\frac{A_T^2 - (d_i + d_j)^2}{2\sigma_n^2}} \right), \tag{46}
\]

where \(M_d\) should be relatively high to obtain good results (e.g. \(M_d = 5 \cdot 10^3\)).

Given (45), the conditional pdf \(f_{X_{\Omega 1}} (x)\), due to a mutual exclusivity of events \(|y| \leq A_T\) and \(|y| > A_T\), can be simply computed from

\[
f_{X_{\Omega 1}} (x) = \frac{f_X (x) - f_{X_{\Omega 0}} (x) P (|y| \leq A_T)}{1 - P (|y| \leq A_T)}. \tag{47}
\]

Given (47), it is straightforward to compute \(f_{X_{\Omega 0}} (d_i)\) at discrete values \(x_i = d_i\), which is omitted due to lack of space.

Expressions (46) and (47) calculate accurately pdf's below and above the threshold \(A_T\) for the signal \(X\). In the same way, it is straightforward to write the corresponding expressions \(f_{N_{\Omega 0}} (d_i)\) and \(f_{N_{\Omega 1}} (d_i)\) for the noise \(N\) by replacing \(x\) and \(\sigma_x^2\) with \(n\) and \(\sigma_n^2\) in (46) and (47).

\[16\text{in the following, due to the same distributions of real and imaginary parts, we simply use symbols } X, N \text{ and } Y \text{ without denoting real or imaginary.} \]
Given the closed form expressions for signal and noise pdfs \( f_{X\Omega_0}(d_i), f_{N\Omega_0}(d_i) \) and \( f_{X\Omega_1}(d_i), f_{N\Omega_1}(d_i) \), below and above the threshold, respectively, we can compute (38) by a discrete convolution as

\[
\begin{align*}
    f_{D\Omega_0}(i) &= \sum_{m=-M_d}^{M_d} d_m f(\beta_{\Omega_0} - \alpha) X_{\Omega_0}(i - m) f_{N\Omega_0}(m) \\
    f_{D\Omega_1}(i) &= \sum_{m=-M_d}^{M_d} d_m f(\beta_{\Omega_1} - \alpha) X_{\Omega_1}(i - m) f_{N\Omega_1}(m).
\end{align*}
\]

(48)

Finally, assuming that the noise \( N \) represents either white noise \( W \) with variance \( \sigma_w^2 \) and probability \( p_0 \), or impulse noise \( I \) with variance \( \sigma_I^2 \) and probability \( 1 - p_0 \), a four-component mixture (21) is completely defined by (21) and (48), where it holds

\[
\begin{align*}
    f_{D_1}(d) &= f_{D_{\Omega_0}}(d) \; \text{for} \; N = W \\
    f_{D_2}(d) &= f_{D_{\Omega_0}}(d) \; \text{for} \; N = I \\
    f_{D_3}(d) &= f_{D_{\Omega_1}}(d) \; \text{for} \; N = W \\
    f_{D_4}(d) &= f_{D_{\Omega_1}}(d) \; \text{for} \; N = I.
\end{align*}
\]

(49)

Considering \( f_{D_1}(d) \) as the "white" distortion noise component, the "impulsive" part \( f_{D_1}(d) \) is expressed by

\[
f_{D_1}(d) = \frac{1}{1 - w_{D_1}} \sum_{k=2}^{K} w_{D_k} f_{G_k}(d).
\]

(50)

Given (49), the variances \( \sigma_{D_k}^2 \) and weighting factors \( w_{D_k} \) of the \( k \)-th component can be accurately calculated from

\[
\begin{align*}
    \sigma_{D_k}^2 &= \sum_{i=-M_d/2}^{M_d/2} d_i^2 f_{D_k}(d_i) \\
    w_{D_k} &= w_k; \quad k = 1, \ldots, 4,
\end{align*}
\]

(51)

where \( \{w_k\}_{k=1,\ldots,4} \) are given by (22).

Note that in this Appendix we derived closed-form expressions for \( f_{D_k}(d), k = 1, \ldots, 4 \) for 2-GMM ImpN (denoted as BG model). For Class A and generally K-GMM ImpNs, the approach can be easily extended by taking into account all the impulsive components with the corresponding probabilities (weighting factors) \( \{p_k\}_{k=0,1,\ldots,K-1} \) and variances \( \{\sigma_k^2\}_{k=0,1,\ldots,K-1} \).

Due to a limited space, the details are omitted.

**APPENDIX B**

**THE PROPOSED GMM APPROXIMATION OF \( f_D(d) \)**

As discussed in Section V, the distortion noise pdf \( f_D(d) \) is generally nonGaussian. However, due to its symmetry, it can be approximated by a mixture of zero-mean Gaussian pdfs. Due to the fact that, we are interested in the closed-form expressions for variances and scaling factors
of normal random variables, rather than resorting to iterative algorithms, we build the GMM by a novel component-by-component approach,

Assuming that \( f_D(d) \) is a Gaussian mixture, its variance distribution among the potential components \( f_{D_k}(d) \), can be calculated from two neighbour samples \( d_i \) and \( d_{i+1} \) of \( \{ f_D(d_i) \}_{i=1, \ldots, M_d} \) by

\[
\sigma_f^2(d_i) = 0.5 \frac{d_i^2 - d_{i+1}^2}{\log f_D(d_i) - \log f_D(d_{i+1})}. \tag{52}
\]

Expectedly, the function \( \sigma_f^2(d_i) \) in (52) is symmetric likewise the \( f_D(d) \). Fig. 15 illustrates the variance function \( \{ \sigma_f^2(d_i) \}_{i=1, \ldots, M_d} \), which we exploit to estimate the Gaussian components i.e., their variances \( \sigma_{G_k}^2 \) and scaling weights \( w_{G_k} \).

Given the variances \( \{ \sigma_{G_k}^2 \}_{k=1, \ldots, K} \) and the scaling weights \( \{ w_{G_k} \}_{k=1, \ldots, K} \), the total distortion noise distribution \( f_D(d) \) is approximated by a \( K \)-GMM as

\[
f_D(d) \approx f_{K-GMM}(d) = \sum_{k=1}^{K} w_{G_k} f_{G_k}(d). \tag{53}
\]

Fig. 15. Examples of Gaussian variance function \( \sigma_f^2(d_i) \) obtained by (52); the thin blue line (denoted by \( K = 3 \)) shows results obtained with included \( f_{D_3}(d) \), and the red tick line when \( f_{D_3}(d) \) is excluded. Value \( d_{max} \) is the noise amplitude when \( f_{D_4}(d) \) is lower than the numerical approximation tolerance, e.g. \( 10^{-15} \).

\(^{17}\)Note that the red line is obtained when \( f_{D_3}(d) \) in (49) is omitted in order to eliminate "bursts" in \( \sigma_f^2(d_i) \) (blue line), since the contribution of \( f_{D_3}(d) \) to \( \sigma_f^2(d_i) \) can be safely neglected.
A. Component-by-component GMM Approximation of $f_D(d)$

Approximation of the total distortion noise distribution $f_D(d)$ (53) is performed in a component-by-component way through at most four steps, as presented in the following.

- step 1.

Assuming relatively low probability of impulse noise, the "white" noise distribution $f_{D_1}(d)$ in (49) can be well approximated by Gaussian pdf (see Figs. 2 and 3). Thus, the closed-form expression for the mixture parameters of the first Gaussian component $f_{G_1}(d)$ are simply expressed by

$$
\sigma^2_{G_1} = \sigma^2_{D_1}, \quad w_{G_1} = w_{D_1},
$$

(54)

where $\sigma^2_{D_1}$ and $w_{D_1}$ are given by (51) for $k = 1$.

Then the "impulsive" distribution $f_{D_I}(d)$ expressed by (50) is separately approximated by a GMM, as detailed by the following steps. As shown in Figs. 2-3 for any ImpN scenario, at most three Gaussians are necessary to approximate $f_{D_I}(d)$.

- step 2.

Let’s compute the point $d_{G_2}$ given by

$$
d_{G_2} = \arg_{d} \left\{ f_{D_{I_1}}(d) - c_0 f_D(d) \right\},
$$

(55)

where the residual distribution $f_{D_{I_1}}(d)$ given by

$$
f_{D_{I_1}}(d) = f_D(d) - w_{G_1} f_{G_1}(d)
$$

(56)

falls to $c_0 f_D(d)$, when we assume that an additional Gaussian component is needed for proper fitting\(^{18}\).

Given the Gaussian variance function expressed by (52), the variance $\sigma^2_{G_2}$ of the second Gaussian component $f_{G_2}(d)$ can be computed from

$$
\sigma^2_{G_2} = \begin{cases} 
\sigma^2_{D_{I_1}} & \text{if } d_{G_2} \geq d_{max} \\
\sigma^2_f(d_{G_2}) & \text{if } d_{G_2} < d_{max}
\end{cases}
$$

(57)

where $d_{max}$ is the noise amplitude when $f_{D_{I_1}}(d)$ is lower than the numerical approximation tolerance, e.g., $10^{-15}$ (see Fig. 15).

\(^{18}\)numerical results show that the fitting quality is quite robust to factor $c_0 = 0.9$. Specifically, for GMM fitting to almost GMM pdfs, factor $c_0$ should be close to one e.g. 0.99. Generally, an optimal $c_0$ would undergo an optimization method, which however in this work is omitted, because we are interested in closed-form solutions.
If (57) results in $\sigma^2_{G_2} = \sigma^2_{D_1}$ (case $K=2$ in Fig. 15), $f_{D_1}(d)$ is approximated by a 1-GMM, and thus the total $f_D(d)$ can be well approximated by $K=2$, resulting in a 2-GMM with the following mixture parameters

$$
\begin{align*}
\sigma^2_{G_1} &= \sigma^2_{D_1}, & \sigma^2_{G_2} &= \sigma^2_D - w_{D_1} \sigma^2_{D_1}, \\
w_{G_1} &= w_{D_1}, & w_{G_2} &= 1 - w_{D_1}.
\end{align*}
$$

(58)

Otherwise, if (57) results in $\sigma^2_{G_2} = \sigma^2_f(d_{G_2})$ with $d_{G_2} < d_{max}$ (case $K=3$ in Fig. 15), the variance and scaling factor of the second Gaussian component are expressed by

$$
\begin{align*}
\sigma^2_{G_2} &= \sigma^2_f(d_{G_2}), & w_{G_2} &= \frac{f_{D_1}(d=0)}{f_{G_2}(d=0)}.
\end{align*}
$$

(59)

- step 3.

Given $\sigma^2_{G_2}$ and $w_{G_2}$ in (59), the residual distribution $f_{D_{12}}(d)$ is given by

$$
f_{D_{12}}(d) = f_{D_{11}}(d) - w_{G_2} f_{G_2}(d).
$$

(60)

Given the residual distribution $f_{D_{12}}(d)$ (60), we compute the point $d_{G_3}$ where $f_{D_{12}}(d)$ falls to $c_0 f_{D_1}(d)$, in order to estimate where an additional Gaussian component would be beneficial to the distribution. Thus, we obtain

$$
d_{G_3} = \arg_d \left\{ f_{D_{12}}(d) - c_0 f_{D_1}(d) \right\}.
$$

(61)

![Image](image_url)

Fig. 16. Example of $f_D(d)$ and its approximation by 3-GMM, at SIR=-30dB, SNR=25dB and $p_l = 0.001$, for OFDM with 256 subcarriers and 4QAM affected by SoS ImpN at $\alpha = 1.2$. 
Given $d_{G_3}$ in (61), we can compute the variance and scaling factor of the third Gaussian component by

$$\sigma^2_{G_3} = \sigma_f^2(d_{G_3}), \quad w_{G_3} = \frac{f_{D_1}(d = d_{G_3})}{f_{G_2}(d = d_{G_3})}.$$  (62)

Given (58) and (62), $f_{D_1}(d)$ can be approximated by a 2-GMM, and thus the total $f_D(d)$ can be well approximated by $K = 3$, i.e., a 3-GMM (Fig. 16) with the following mixture parameters

$$\sigma^2_{G_1} = \sigma^2_{D_1}, \quad \sigma^2_{G_2} = \sigma_f^2(d_{G_2}), \quad \sigma^2_{G_3} = \sigma_f^2(d_{G_3}),$$

$$w_{G_1} = w_{D_1}, \quad w_{G_2} = \frac{f_{D_1}(d = 0)}{f_{G_2}(d = 0)}, \quad w_{G_3} = \frac{f_{D_1}(d = d_{G_3})}{f_{G_2}(d = d_{G_3})}.$$  (63)

- step 4.

Given $\sigma^2_{G_3}$ and $w_{G_3}$, the residual distribution is obtained by

$$f_{D_{13}}(d) = f_{D_{12}}(d) - w_{G_3}f_{G_3}(d).$$  (64)

Given the residual distribution $f_{D_{13}}(d)$ (64), we compute the point $d_{G_4}$ where $f_{D_{13}}(d)$ falls to $c_0f_{D_1}(d)$ in order to estimate where an additional Gaussian component would be beneficial to the distribution approximation. Thus, we compute

$$d_{G_4} = \arg \left\{ f_{D_{13}}(d) - c_0f_{D_1}(d) \right\}$$  (65)

and, if $d_{G_4} = d_{\text{max}}$, we conclude that an additional Gaussian component is not needed and the GMM model is completed by (63), approximating $f_D(d)$ by a 3-GMM.

Otherwise, if $d_{G_4} > d_{\text{max}}$, the additional Gaussian component is considered (case $K = 4$ in Fig. 15), with a variance and scaling factor expressed by

$$\sigma^2_{G_4} = \sigma_f^2(d_{G_4}), \quad w_{G_4} = \frac{f_{D_1}(d = d_{G_4})}{f_{G_2}(d = d_{G_4})}.$$  (66)

Finally, given (63) and (66), the total $f_D(d)$ is approximated by $K = 4$, i.e. 4-GMM with mixture parameters expressed by

$$\sigma^2_{G_1} = \sigma^2_{D_1}, \sigma^2_{G_2} = \sigma_f^2(d_{G_2}), \sigma^2_{G_3} = \sigma_f^2(d_{G_3}), \sigma^2_{G_4} = \sigma_f^2(d_{G_4})$$

$$w_{G_1} = w_{D_1}, \quad w_{G_2} = \frac{f_{D_1}(d = 0)}{f_{G_2}(d = 0)}, \quad w_{G_3} = \frac{f_{D_1}(d = d_{G_3})}{f_{G_2}(d = d_{G_3})},$$

$$w_{G_4} = \frac{f_{D_1}(d = d_{G_4})}{f_{G_2}(d = d_{G_4})}.$$  (67)

Evidently, expressions (54), (58), (63), and (67), are the closed-form formulas to compute the variances and the weighting factors for $K \in \{1, 2, 3, 4\}$ in (53), to approximate the distortion noise distribution $f_D(d)$ by a proper $K$-GMM.

19slightly improved estimate of $\sigma^2_{G_3}$ is obtained by averaging with $\sum_{i=i_3}^{i_3} \sigma^2_f(d_i)$, where $i_3 = \arg \{d_{G_3}\}$.
APPENDIX C

AN EXAMPLE OF THE CLOSED-FORM APPROXIMATION OF A GIVEN 4-GMM pdf

This Appendix illustrates an example of the closed-form approximation of a 4-GMM pdf $f_Z(z)$, with $\sigma_k^2 \in \{0.0032, 10, 100, 1000\}$ and $p_k \in \{0.90009, 0.09, 0.0099, 0.00001\}$, by $K$-GMM which leverages on a component-by-component Gaussian fitting, as detailed in Appendix B. Assuming that $f_Z(z)$ is belongs to the family of Gaussian pdfs, the variance distribution can be calculated from two neighbour samples $z_i$ and $z_{i+1}$ of $\{f_Z(z_i)\}_{i=1,\cdots,M_z}$ by

$$\sigma_f^2(z_i) = 0.5 \frac{z_{i+1}^2 - z_i^2}{\log f_Z(z_i) - \log f_Z(z_{i+1})}. \quad (68)$$

Fig. [17] shows the right-side part of the variance function computed for $M_z$ points, thus $\{\sigma_f^2(z_i)\}_{i=1,\cdots,M_z}$, which we exploit to estimate the Gaussian components i.e., their variances $\sigma_{G_k}^2$ and scaling weights $w_{G_k}$ for $k = 1, 2, 3, 4$. The left-side of the variance function $\sigma_f^2(z_i)$ can be also computed by (68), however it is expectedly symmetric one, likewise to the itself $f_Z(z)$.

Fig. [17]. Variance function $\sigma_f^2(z_i)$ obtained by (68) for the 4-GMM example, as the support vector used to estimate the Gaussian components.

Fig. [18] shows the intermediate results obtained by means of (56), (60) and (64), based on which are computed variances and scaling factors by means of (54), (58), (63) and (67).

Fig. [19] compares the original 4-GMM and the fitted 4-GMM pdfs, also showing the four estimated weighted Gaussian components $w_{G_k}f_{G_k}(z)$ for $k = 1, 2, 3, 4$.

The results in Fig. [19] show that the given pdf can be well approximated by $K$-GMM built following the closed-form algorithm presented in Appendix B. Note, that the better fitting results
Fig. 18. Plot of the components used to approximate of \( f_Z(z) \) by a \( K \)-GMM, by means of (55),(56); (60),(61); (64),(65), as detailed in Appendix B.

Fig. 19. Comparison of \( f_Z(z) \) and its 4-GMM approximation obtained by steps 1 to 4 presented in Appendix B.

can be expected only by performing an iterative optimization algorithm, which however is out of the scope of this work. Actually, GMM approximation of the distortion noise pdf at the output of the NLS, considered in this work, is used to obtain the GMM-based closed-form formula for SER prediction.
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