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ABSTRACT. This paper provides a rigorous convergence rate and complexity analysis for a recently introduced framework, called PDE acceleration, for solving problems in the calculus of variations, and explores applications to obstacle problems. PDE acceleration grew out of a variational interpretation of momentum methods, such as Nesterov’s accelerated gradient method and Polyak’s heavy ball method, that views acceleration methods as equations of motion for a generalized Lagrangian action. Its application to convex variational problems yields equations of motion in the form of a damped nonlinear wave equation rather than nonlinear diffusion arising from gradient descent. These accelerated PDE’s can be efficiently solved with simple explicit finite difference schemes where acceleration is realized by an improvement in the CFL condition from $dt \sim dx^2$ for diffusion equations to $dt \sim dx$ for wave equations. In this paper, we prove a linear convergence rate for PDE acceleration for strongly convex problems, provide a complexity analysis of the discrete scheme, and show how to optimally select the damping parameter for linear problems. We then apply PDE acceleration to solve minimal surface obstacle problems, including double obstacles with forcing, and stochastic homogenization problems with obstacles, obtaining state of the art computational results.

1. INTRODUCTION

Optimization is one of the most prominent computational problems in science and engineering. For large scale problems, which are common in machine learning, second order methods (such as Newton’s method) are intractable, and first order optimization algorithms are the method of choice [8]. One of the oldest first order algorithms for optimization is gradient descent

$$x_{k+1} = x_k - \alpha \nabla f(x_k).$$

Gradient descent converges reliably for convex problems, and versions of gradient descent (such as stochastic gradient descent) are state of the art in modern large scale machine learning problems [8].

While gradient descent is a reliable first order method, for many problems it is very slow to converge. This has led to the development of accelerated versions of gradient descent that incorporate some form of momentum. One example is Polyak’s heavy ball method [26]

$$x_{k+1} = x_k - \alpha \nabla f(x_k) + \beta(x_k - x_{k-1}).$$

The term $\beta(x_k - x_{k-1})$ is referred to as momentum, and acts to accelerate convergence. Polyak’s heavy ball method is simply a discretization of the second order ODE

$$\ddot{x} + \alpha \dot{x} = -\nabla f(x),$$

which corresponds to the equations of motion for a body in a potential field. This continuum version is also called heavy ball with friction and was studied by Attouch, Goudou, and...
Redont [3], and also by Goudou and Munier [15]. Another example of a momentum descent algorithm is Nesterov’s famous accelerated gradient descent [25], one form of which is

\[ x_{k+1} = y_k - \alpha \nabla f(y_k), \quad y_{k+1} = x_{k+1} + \frac{k-1}{k+2}(x_{k+1} - x_k). \]

Nesterov’s accelerated gradient descent contains an initial step of gradient descent, and then a second momentum step that averages the new update with the previous iterate. Nesterov [25] proved that the method converges (for strongly convex problems) at a rate of \( O(1/t^2) \) after \( t \) steps, which is optimal for first order methods.

Many variants of Nesterov acceleration have been proposed over the years, and the methods are very popular in machine learning [32, 38], due to both the acceleration in convex problems, and the ability to avoid local minima in nonconvex problems. Recent work has begun to shed light on the fundamental nature of acceleration in optimization. Su, Boyd and Candes [29] showed that Nesterov acceleration is a discretization of the second order ODE

\[ \ddot{x} + \frac{3}{t} \dot{x} = -\nabla f(x). \]

This ODE has been termed continuous time Nesterov [36]. Since the friction coefficient \( 3/t \) vanishes as \( t \to \infty \), many implementations of the algorithm involve restarting, whereby time is reset to \( t = 0 \) whenever the system appears underdamped [36]. Wibisono, Wilson, and Jordan [38] went further, showing that all Nesterov type accelerated descent methods can be realized as discretizations of equations of motion in a generalized Lagrangian sense. In doing so, they offer a highly insightful and useful variational characterization of accelerated gradient descent.

Following their Lagrangian formulation, Yezzi and Sundaramoorthi [40] developed an accelerated PDE framework for solving active contour models in image segmentation, which are notorious for local minima. In a parallel work, Sundaramoorthi and Yezzi [30] (see also [31]) applied the same ideas to flows of diffeomorphisms, which have applications in computer vision, such as optical flow problems. This PDE acceleration framework was further developed by Benyamin, Calder, Sundaramoorthi and Yezzi [7] in the context of calculus of variations problems defined for functions on \( \mathbb{R}^n \), including stability analysis for various explicit and semi-implicit discretization schemes, where they illustrated several examples in image processing such as total variation (TV) and Beltrami regularization. They drew special attention to a general class of regularized optimization problems where the accelerated PDE takes the form a damped nonlinear wave equation (generalizing (3) and (5)), and the acceleration is realized as an improvement in the CFL condition from \( dt \sim dx^2 \) for diffusion equations (or standard gradient descent), to \( dt \sim dx \) for wave equations. We also mention that there have been some recent approaches to acceleration in image processing, which involve solving PDEs arising from variational problems [4, 16, 17, 37]. Since these methods are not derived from a variational (Lagrangian) perspective, the methods do not descend on an energy and lack convergence guarantees and convergence rates.

This paper has several contributions. First, we analyze PDE acceleration and prove convergence with a linear rate for strongly convex problems. Using the convergence rate, we show that the computational complexity of PDE acceleration is \( O(m^{n+1}) \) for solving a PDE in dimension \( n \) on a grid with \( m \) points along each coordinate axis (in other words, \( O(N^{(n+1)/n}) \) where \( N = m^n \) is the number of grid points). This is the same complexity as the conjugate gradient method for linear problems [22]. Second, we provide a linear
analysis of PDE acceleration, and show how to optimally select the damping coefficient via the solution of an eigenvalue problem. As a toy example, we study the Dirichlet problem and show that PDE acceleration compares favorably to preconditioned conjugate gradient and MINRES methods [22]. In contrast to other indirect methods, the PDE acceleration method is very simple to implement with explicit or semi-implicit Euler discretizations of the wave equation (discussed extensively in [7]), and extends directly to nonlinear problems.

Finally, we apply the PDE acceleration method to efficiently solve minimal surface obstacle problems [11, 35, 45]. Solving obstacle problems requires resolving a free boundary, which makes efficient solutions challenging to obtain. Many algorithms have been proposed for solving classes of obstacle problems; a short list includes penalty methods [10, 28, 34], splitting and projection algorithms [23, 42], free boundary formulations [9, 21, 24], Lagrange multipliers [18, 19] and multigrid methods [20]. Of particular interest is a recent primal dual approach to obstacle problems proposed by Zosso, Osting, Xia, and Osher [45], which has some flavor of a momentum-based descent algorithm. The authors of [45] show that their primal dual approach for obstacle problems is significantly faster than existing approaches. As an independent contribution we make an improvement to the primal dual algorithm, allowing it to work for nonlinear minimal surface problems, and we compare the method to PDE acceleration. We find PDE acceleration is approximately 10x faster in terms of computation time in C code for most experiments, with the difference attributed to the non-explicit dual update in [45].

We mention that, at the discrete level, PDE acceleration resembles other momentum based algorithms, such as the heavy ball method or Nesterov acceleration [25, 26]. The results in this paper show that there are significant advantages to formulating a general continuum PDE acceleration framework. First, by performing the convergence rate analysis at the PDE level, we get a mesh-free convergence rate and the number of iterations to converge depends solely on the CFL time step restriction. Second, the parameters in the model—the friction coefficient and time step—can now be chosen optimally from PDE considerations, and do not require manual fine-tuning. In particular, the optimal choice for the damping/friction coefficient can be derived from an eigenvalue problem (see Section 2.3), while the largest stable time step is determined from the CFL condition [22].

1.1. **Outline.** This paper is organized as follows. In Section 2 we review (for the case of functions defined over \( \mathbb{R}^n \)) and slightly generalize the PDE acceleration framework, prove a linear convergence rate, and analyze the complexity of PDE acceleration. In particular, in Section 2.3 we show how to select the damping coefficient optimally for linear problems. In Section 3 we study the Dirichlet problem as a toy example, and explore connections to primal dual algorithms. In Section 4 we show how to apply PDE acceleration to nonlinear obstacle problems, and describe our improved version of the primal dual method from [45]. Finally, in Section 5 we give results of numerical simulations comparing PDE acceleration to primal dual methods for several different obstacle problems, including double obstacle problems with forcing, and stochastic homogenization problems with obstacles.

1.2. **Acknowledgments.** Jeff Calder was supported of NSF-DMS grant 1713691. Anthony Yezzi was supported by NSF-CCF grant 1526848 and ARO W911NF-18-1-0281.
2. PDE acceleration framework

We review here the PDE acceleration framework for solving unconstrained problems in the calculus of variations for functions over \( \mathbb{R}^n \), as originally presented in [7]. Consider the general unconstrained calculus of variations problem

\[
\min_{u \in \mathcal{A}} E[u] := \int_\Omega L(x, u, \nabla u) \, dx,
\]

where \( \Omega \subset \mathbb{R}^n \) and \( \mathcal{A} = g + H^1_0(\Omega) \) or \( \mathcal{A} = H^1(\Omega) \). We write \( L = L(x, z, p) \) and write \( \nabla_x L, \nabla_z L, \) and \( \nabla_p L \) for the partial derivatives of \( L \) in each variable. There is no loss of generality in considering the unconstrained problem since we will handle constraints (such as obstacles) later with an \( L^2 \)-penalty term (see Section 4.1). We define the generalized action integral

\[
J[u] = \int_{t_0}^{t_1} k(t) \left( K[u] - b(t) E[u] \right) \, dt,
\]

where \( u = u(x, t), k(t), b(t) \) are time-dependent weights, and \( K[u] \) is the analog of kinetic energy, which we take to be

\[
K[u] = \frac{1}{2} \int_\Omega \rho(x, u, \nabla u) u_t^2 \, dx,
\]

where \( \rho : \Omega \times \mathbb{R} \times \mathbb{R}^n \to \mathbb{R}_+ \) is a mass density that may depend on \( u \) and \( \nabla u \). The action \( J \) is a Lagrangian action with kinetic energy \( K \) and potential energy \( E \). We note that the time-dependent weight \( k(t) \) is necessary to ensure dissipation of energy (in particular dissipation of the objective \( E \); see Lemma 1). Regarding the mass density, often one may take \( \rho = \rho(x) \) or \( \rho = 1 \). The more general setting may be useful, for example, in level set problems like image segmentation, where the object of interest is really the zero level set of \( u \), and the kinetic energy of the zero level set can be obtained by selecting \( \rho(x, z, p) = \delta(z)/|p| \).

The descent equations for the PDE acceleration method are exactly the Euler-Lagrange equations for \( J \), i.e., the equations of motion, which we derive now. Let us write

\[
\nabla E[u] := L_z(x, u, \nabla u) - \text{div} \left( \nabla_p L(x, u, \nabla u) \right)
\]

and

\[
\nabla K[u] := \frac{1}{2} u_t^2 \rho_z(x, u, \nabla u) - \frac{1}{2} \text{div} \left( u_t^2 \nabla_p \rho(x, u, \nabla u) \right)
\]

for the Euler-Lagrange equation for \( E \) and for \( K \). We recall that \( \nabla E \) can be interpreted as the gradient of \( E \) in the sense that

\[
\left. \frac{d}{d\varepsilon} \right|_{\varepsilon=0} E[u + \varepsilon v] = \int_\Omega \nabla E[u] \, v \, dx
\]

for all \( v \) smooth with compact support in \( \Omega \). Using this identity, a variation on \( J \) yields

\[
\left. \frac{d}{d\varepsilon} \right|_{\varepsilon=0} J[u + \varepsilon v] = \int_{t_0}^{t_1} \int_\Omega \left( k(t) \rho u_t v_t + k(t) \nabla K[u] \cdot v - k(t) b(t) \nabla E[u] \cdot v \right) \, dx,
\]

for \( v \in C^\infty_c(\Omega \times (t_0, t_1)) \). Therefore, the equations of motion are

\[
\frac{d}{dt} (\rho u_t) + a(t) \rho u_t = \nabla K[u] - b(t) \nabla E[u],
\]
where \( a(t) = k'(t)/k(t) \). The nonlinear wave equation (12) is the descent equation for PDE acceleration, and the minimizer of \( E \) is obtained by solving the equation for some initial conditions \( u(x,0) \) and \( u_t(x,0) \), and sending \( t \to \infty \). The boundary condition depends on the choice of \( \mathcal{A} \)—we either have \( u = g \) or \( \nabla_p L \cdot \mathbf{n} = 0 \) on \( \partial\Omega \), where \( \mathbf{n} \) is the unit outward normal to \( \partial\Omega \). Of course, we can also consider problems with mixed boundary conditions.

Notice in the equations of motion (12) the gradient \( -\nabla E \) is now a forcing term in a damped wave equation, so it contributes to a change in velocity at each time step. The reader should contrast this with gradient descent exactly the velocity term, which can change instantaneously.

In special cases, we can recover continuum versions of Polyak’s heavy ball method, and Nesterov acceleration. For example, if we take \( \rho = 1 \) and \( a(t) \) and \( b(t) \) to be constants, we get the PDE continuum version of the heavy ball with friction (3), and for \( a(t) = 3/t, \rho = 1 \) and \( b(t) = 1 \) we get the continuum version of Nesterov acceleration.

2.1. Convergence rate. We prove in this section a convergence rate for the solution \( u \) of the equations of motion (12) to the steady state solution \( u^* \) of

\[
\nabla E[u^*] = 0 \quad \text{in} \quad \Omega,
\]

subject to the Dirichlet condition \( u^* = g \) or the Neumann-type condition \( \nabla_p L \cdot \mathbf{n} = 0 \) on \( \partial\Omega \). We first establish monotonicity of total energy.

**Lemma 1** (Energy monotonicity). Assume \( a(t), b(t) \geq 0 \) and let \( u \) satisfy (12). Suppose either \( u(x,t) = g(x) \) or \( \nabla_p L(x,u,\nabla u) \cdot \mathbf{n} = 0 \) on \( \partial\Omega \). Then

\[
\frac{d}{dt} (K[u] + b(t)E[u]) = -2a(t)K[u] + b'(t)E[u].
\]

**Proof.** First note that

\[
\frac{d}{dt} E[u] = \frac{d}{d\varepsilon} \bigg|_{\varepsilon = 0} E[u + \varepsilon u_t] = \int_{\Omega} \nabla E[u] u_t \, dx + \int_{\partial\Omega} u_t \nabla_p L(x,u,\nabla u) \cdot \mathbf{n} \, dS.
\]

Due to the boundary condition, either \( u_t = 0 \) or \( \nabla_p L(x,u,\nabla u) \cdot \mathbf{n} = 0 \) on \( \partial\Omega \). Therefore

\[
\frac{d}{dt} E[u] = \int_{\Omega} \nabla E[u] u_t \, dx.
\]

Similarly, we have

\[
\frac{d}{dt} K[u] = \int_{\Omega} \rho u_t u_{tt} + \nabla K[u] u_t \, dx.
\]

Using the equations of motion (12) we also have

\[
\frac{d}{dt} K[u] = \frac{1}{2} \int_{\Omega} \rho u_t u_{tt} + u_t \frac{d}{dt}(\rho u_t) \, dx
\]

\[
= \frac{1}{2} \int_{\Omega} \rho u_t u_{tt} + \nabla K[u] u_t \, dx - \frac{1}{2} \int_{\Omega} b(t) \nabla E[u] u_t + a(t) \rho u_t^2 \, dx
\]

\[
= \frac{1}{2} \frac{d}{dt} K[u] - \frac{1}{2} b(t) \frac{d}{dt} E[u] - a(t) K[u],
\]

where we used (15) and (16) in the last line. It follows that

\[
\frac{d}{dt} K[u] + b(t) \frac{d}{dt} E[u] = -2a(t) K[u].
\]
The proof is completed by adding \( b'(t) E[u] \) to both sides.

**Remark 2.** If \( b'(t) \leq 0 \) and \( E[u] \geq 0 \), then the total energy \( K[u] + b(t) E[u] \) is monotonically decreasing at a rate controlled by the damping coefficient \( a(t) \). In particular, we have

\[
\frac{d}{dt} (K[u] + b(t) E[u]) \leq -2a(t) K[u].
\]

We now prove a linear convergence rate in the special case that \( \rho, a \) and \( b \) are constants, \( E \) has the form

\[
E[u] = \int_{\Omega} \Phi(x, \nabla u) + \Psi(x, u) \, dx,
\]

and \( u \) and \( u^* \) satisfy the Dirichlet condition \( u = g = u^* \) on \( \partial\Omega \). We assume that \( \Phi, \Psi \in C^2 \) are both convex, and for all \( p \in \mathbb{R}^n \), \( x \in \Omega \), and \( z \in \mathbb{R} \)

\[
\theta I \leq \nabla^2 \Phi(x, p) \leq \theta^{-1} I
\]

and

\[
\Psi_{zz}(x, z) \leq \mu
\]

for some \( \theta, \mu > 0 \).

**Remark 3.** If there exists \( M > 0 \) such that \( |\nabla u^*| \leq M \), then we can relax (19) to the condition that \( \nabla^2 \Phi > 0 \) (that is, \( \Phi \) is strictly convex) by modifying \( \Phi \) outside of the ball \( B(0, M) \) so that (19) holds. For minimal surface obstacle problems, the gradients of solutions are Hölder continuous (e.g., \( u^* \in C^{1,\alpha} \)) [11], and hence we can always find such an \( M \).

We now prove the following linear convergence rate.

**Theorem 4 (Convergence rate).** Let \( u \) satisfy (12). Assume (18), (19), and (20) hold, \( u = u^* \) on \( \partial\Omega \), \( a(t) = a > 0 \) is constant and \( b(t) \equiv 1 \) and \( \rho \equiv 1 \). Then there exists \( C > 0 \) depending on \( a, \theta, u(x, 0), \) and \( u_t(x, 0) \) such that

\[
||u - u^*||_{H^1(\Omega)}^2 \leq C \exp (-\beta t),
\]

where

\[
\beta = \frac{a\sqrt{c^2 + 4\lambda^2} - ac}{2\sqrt{\lambda^2} + a} + \frac{2\lambda}{a} (\theta^{-1} - \theta),
\]

and \( \lambda > 0 \) is the Poincaré constant for \( \Omega \).

**Proof.** We use energy methods. Since \( u \) solves (12) we have

\[
u_{tt} + au_t + \nabla E[u] - \nabla E[u^*] = 0.
\]

Multiply both sides by \( w := u - u^* \) and integrate over \( \Omega \) to find

\[
\int_{\Omega} w_{tt} w + aw_t w + (\nabla E[u] - \nabla E[u^*])(u - u^*) \, dx = 0.
\]

Integrating by parts we have

\[
\int_{\Omega} (\nabla E[u] - \nabla E[u^*])(u - u^*) \, dx
\]

\[
= \int_{\Omega} (\nabla \Phi(\nabla u) - \nabla \Phi(\nabla u^*)) \cdot (\nabla u - \nabla u^*) + (\Psi_z(x, u) - \Psi_z(x, u^*))(u - u^*) \, dx.
\]
Since $\Psi$ is convex in $z$ and $\Phi$ is strongly convex (by (19)) we deduce
\[ \int_\Omega (\nabla E[u] - \nabla E[u^*])(u - u^*) \, dx \geq \theta \int_\Omega |\nabla w|^2 \, dx. \]
It follows that
\[ \int_\Omega w_t w + aw_t w + \theta |\nabla w|^2 \, dx \leq 0, \]
and so
\[ \frac{d}{dt} \int_\Omega \frac{1}{2} a^2 w^2 + aw_t \, dx \leq \int_\Omega aw_t^2 - a\theta |\nabla w|^2 \, dx = 2aK[w] - a\theta \int_\Omega |\nabla w|^2 \, dx. \]
This leads us to define the energy
\[ e(t) := \int_\Omega \frac{1}{2} a^2 w^2 + aw_t \, dx + 2(K[u] + E[u] - E[u^*]). \]
Note first that
\[ e(t) = \int_\Omega \frac{1}{2} (aw + w_t)^2 + \frac{1}{2} w_t^2 \, dx + 2(E[u] - E[u^*]) \geq 0, \]
so $e$ is a valid energy. Using Lemma 1 and (23) we have
\[ \dot{e}(t) \leq 2aK[w] - 4aK[w] - a\theta \int_\Omega |\nabla w|^2 \, dx = -a \int_\Omega \theta |\nabla w|^2 + w_t^2 \, dx. \]
Now, we compute
\[ E[u] - E[u^*] = \int_0^1 \frac{d}{dt} E[u^* + t(u - u^*)] \, dt \]
\[ = \int_0^1 \int_0^s \frac{d^2}{dt^2} E[u^* + t(u - u^*)] \, dt \, ds \]
\[ = \int_0^1 \sum_{i,j=1}^n \Phi_{p_ip_j}(\nabla u^* + t(\nabla u - \nabla u^*)) (u_{x_i} - u_{x_i}^*) (u_{x_j} - u_{x_j}^*) + \Psi_{zz}(x, u^* + t(u - u^*)) (u - u^*)^2 \, dx \, dt \, ds \]
\[ \leq \int_0^1 \int_0^s \int_\Omega \theta^{-1} |\nabla w|^2 + \mu w^2 \, dx \, dt \, ds \]
\[ = \frac{1}{2} \int_\Omega \theta^{-1} |\nabla w|^2 + \mu w^2 \, dx, \]
where the last inequality used (19). Combining this with the Poincaré inequality $\lambda \int_\Omega w^2 \, dx \leq \int_\Omega |\nabla w|^2 \, dx$, we have
\[ e(t) \leq \frac{1}{2} \int_\Omega (a^2 + a\varepsilon + \mu) w^2 + a\varepsilon^{-1} w_t^2 \, dx + 2(K[u] + E[u] - E[u^*]) \]
\[ \leq \int_\Omega \left[ \frac{1}{2} (a^2 + a\varepsilon + \mu) \lambda^{-1} + \theta^{-1} \right] |\nabla w|^2 + \frac{1}{2} (2 + a\varepsilon^{-1}) w_t^2 \, dx. \]
Now, there is a unique value of $\varepsilon > 0$ such that
\[ \frac{1}{2} (a^2 + a\varepsilon + \mu) \lambda^{-1} + \theta^{-1} = \frac{\theta}{2} (2 + a\varepsilon^{-1}). \]
Selecting this value for $\varepsilon$ we have by (25) that
\[ e(t) \leq \frac{1}{2}(2 + a\varepsilon^{-1}) \int_\Omega \theta|\nabla w|^2 + w^2 \, dx \leq - \left( \frac{1}{a} + \frac{1}{2\varepsilon} \right) \dot{e}(t). \]
Therefore
\[ \dot{e}(t) \leq -\frac{2a\varepsilon}{2\varepsilon + a} e(t), \]
from which it follows that
\[ e(t) \leq e(0) \exp \left( \frac{-2a\varepsilon}{2\varepsilon + a} t \right). \] (27)

All that remains is to compute $\varepsilon$. Note that (26) is equivalent to
\[ \varepsilon^2 + \left( a + \frac{\mu}{a} + \frac{2\lambda}{a} (\theta^{-1} - \theta) \right) \varepsilon - \theta \lambda = 0, \]
and hence
\[ 2\varepsilon = \sqrt{\varepsilon^2 + 4\lambda\theta} - c \leq 2\sqrt{\lambda\theta}, \]
where
\[ c = a + \frac{\mu}{a} + \frac{2\lambda}{a} (\theta^{-1} - \theta). \] □

Remark 5. The energy estimates obtained in the proof of Theorem 4 establish uniqueness of solutions to (12) with values in $H^1(\Omega)$ and Dirichlet boundary conditions. We expect that existence of solutions follows from combining these energy estimates with a standard Galerkin approximation [14]. Such a result is outside the scope of this paper, and we leave it to future work.

Remark 6. Instead of formulating PDE acceleration at the continuum level and then discretizing the descent equations to compute the solution, it is possible to formulate PDE acceleration entirely in the discrete-space setting, by starting with a discretization of $E[u]$. Then the resulting descent equations become a discretization of (12) that is discrete in space and continuous in time, provided the discrete divergence is defined as the exact numerical adjoint of the discrete gradient (e.g., forward differences for the gradient and backward differences for the divergence, as we use in Section 5). We expect the proof of Theorem 4 to extend, with minor modifications, in this situation.

2.2. Computational complexity. Theorem 4 allows us to analyze the computational complexity of PDE acceleration. Suppose our domain is the unit box $[0,1]^2$ and we discretize the problem on an $m \times m$ grid with uniform spacing $dx = 1/m$. Since we can discretize the wave equation (12) with a time step $dt = O(dx) = O(1/m)$ while satisfying the CFL condition, the number of iterations required to converge to within a tolerance of $\varepsilon > 0$ in the $H^1$ norm satisfies
\[ k \leq c\beta^{-1}m \log(C\varepsilon^{-1}). \] (28)
Using an explicit time stepping scheme, each iteration has complexity $O(m^2)$, hence the computational complexity for 2D problems is
\[ 2D \text{ complexity} = O(\beta^{-1}m^3 \log(\varepsilon^{-1})). \] (29)
A similar computation for 3D problems on a $m \times m \times m$ grid yields a complexity of
\[ 3D \text{ complexity} = O(\beta^{-1}m^4 \log(\varepsilon^{-1})). \] (30)
If we write the complexity in terms of the number of unknowns, which is $N = m^2$ in 2D and $N = m^3$ in 3D, then the complexity is $O(N^{3/2})$ for 2D problems and $O(N^{4/3})$ for 3D problems. For linear problems, this complexity is similar to conjugate gradient methods [22].

2.3. Optimal damping for linear problems. While Theorem 4 provides a convergence rate for the PDE acceleration method, it does not indicate how to optimally select the damping parameter $a$ to achieve the optimal rate. Here, we consider the selection of $a$ for linear problems. For nonlinear problems, we propose to linearize and apply the analysis described below.

Let $L$ be a uniformly elliptic second order partial differential operator in divergence form, that is

$$Lu = - \sum_{i,j=1}^{n} (a^{ij}u_{x_i})_{x_j},$$

where $A(x) := (a^{ij}(x))_{ij} \in C^\infty(\Omega)$, and there exists $\theta > 0$ such that $A(x) \geq \theta I$ for all $x$.

We consider the PDE acceleration method for solving the Dirichlet problem

$$\begin{cases}
Lu + cu = f & \text{in } \Omega \\
u = g & \text{on } \partial\Omega,
\end{cases}$$

where $c \geq 0$. The equations of motion with constant $a(t) = a$ and $b(t) = b$ are

$$\begin{cases}
u_{tt} + au_t + bL\nu + bcu = f & \text{in } \Omega \times (0, \infty) \\
u = g & \text{on } \partial\Omega \times (0, \infty) \\
u = u_0 & \text{on } \Omega \times \{t = 0\}.
\end{cases}$$

Let $w(x,t) = u(x,t) - u^*(x)$. Then $w$ satisfies

$$\begin{cases}
w_{tt} + aw_t + bLw + bcw = 0 & \text{in } \Omega \times (0, \infty) \\
w = 0 & \text{on } \partial\Omega \times (0, \infty) \\
w = u_0 & \text{on } \Omega \times \{t = 0\}.
\end{cases}$$

We can expand the solution $w$ in a Fourier series

$$w(x,t) = \sum_{k=1}^{\infty} d_k(t)v_k,$$

where $v_1, v_2, \ldots$ is an orthonormal basis for $L^2(\Omega)$ consisting of Dirichlet eigenfunctions of $L$ with corresponding eigenvalues

$$0 < \lambda_1 \leq \lambda_2 \leq \lambda_3 \leq \cdots$$

That is, the function $v_k(x)$ satisfies

$$\begin{cases}
Lv_k = \lambda_k v_k & \text{in } \Omega \\
v_k = 0 & \text{on } \partial\Omega.
\end{cases}$$

Substituting (35) into (34) we find that

$$d_k''(t) + ad_k'(t) + b(\lambda_k + c)d_k(t) = 0.$$
where
\[ r_{k,1} = -\frac{a}{2} + \frac{1}{2}\sqrt{a^2 - 4b(\lambda_k + c)} \] and \[ r_{k,2} = -\frac{a}{2} - \frac{1}{2}\sqrt{a^2 - 4b(\lambda_k + c)}. \]

Hence, the optimal decay rate is of the form \( e^{-at/2} \) provided that
\[ a^2 - 4b(\lambda_k + c) \leq 0 \] for all \( k \geq 1 \).

This leads to the optimal choice for the damping coefficient
\[ a = 2\sqrt{b(\lambda_1 + c)}. \]

With this choice of damping we have the convergence rate
\[ |u(x,t) - u^*(x)| \leq C \exp\left(-2\sqrt{b(\lambda_1 + c)} t\right), \]
for some constant \( C > 0 \) depending on the initial condition \( u_0 \).

We note that when \( L \) is degenerate, so \( \lambda_1 = 0 \), the convergence rate is
\[ |u(x,t) - u^*(x)| \leq C \exp\left(-2\sqrt{bc} t\right), \]
with the optimal choice \( a = 2\sqrt{bc} \). In particular, if \( c = 0 \) then the method does not converge, since there are undamped Fourier modes.

### 3. Dirichlet problem

As an illustrative example, we consider the Dirichlet problem
\[ \min \left\{ \frac{1}{2} \int_{\Omega} |\nabla u|^2 \, dx : u \in H^1(u) \text{ and } u = g \text{ on } \partial\Omega \right\}. \]

Gradient descent corresponds to solving the heat equation
\[ \begin{cases}
    u_t - \Delta u = 0 & \text{in } \Omega \times (0, \infty) \\
    u = g & \text{on } \partial\Omega \times (0, \infty) \\
    u = u_0 & \text{on } \Omega \times \{t = 0\},
\end{cases} \]
while PDE acceleration corresponds to solving the damped wave equation
\[ \begin{cases}
    u_{tt} + au_t - b\Delta u = 0 & \text{in } \Omega \times (0, \infty) \\
    u = g & \text{on } \partial\Omega \times (0, \infty) \\
    u = u_0 & \text{on } \Omega \times \{t = 0\},
\end{cases} \]
For concreteness, we consider the domain \( \Omega := [0, 1]^2 \). Here, the first Dirichlet eigenvalue is \( \lambda_1 = \pi^2 \), and hence the optimal choice of the damping coefficient from (37) is
\[ a = 2\pi\sqrt{b}. \]

With this choice of \( a \), the accelerated PDE method converges to the solution of the Dirichlet problem (40) at a rate of \( \exp(-b\pi t) \). There are no parameters to select in the heat equation (41). It is possible to show with a Fourier expansion that the solution of the heat equation (41) converges to the solution of the Dirichlet problem (40) at a rate of \( \exp(-\pi^2 t) \). So far there is not much difference between the two equations—part of the difference comes from numerical stiffness, as explained below.
3.1. **Runtime-comparisons.** To solve both equations, we use the standard discretizations

\[
    u_t \approx \frac{u_{ij}^{n+1} - u_{ij}^n}{dt}, \quad u_{tt} \approx \frac{u_{ij}^{n+1} - 2u_{ij}^n + u_{ij}^{n-1}}{dt^2}, \quad \text{and}
\]

\[
    \Delta u \approx \frac{u_{i+1,j}^n + u_{i-1,j}^n + u_{i,j+1}^n + u_{i,j-1}^n - 4u_{ij}^n}{dx^2},
\]

and explicit forward time stepping. The CFL condition for the damped wave equation is

\[
    dt \leq \frac{dx}{\sqrt{2b}}.
\]

By (38), the error decays like \( \exp(-2\pi\sqrt{bt}) \). Therefore, to solve the problem to within a tolerance of \( \varepsilon \) we need \( k \) iterations, where \( k \) satisfies

\[
    \varepsilon = C \exp \left( -2\pi \sqrt{bkdt} \right) = C \exp \left( -\sqrt{2\pi kdx} \right).
\]

Hence, we need

\[
    k = \frac{1}{\sqrt{2\pi dx}} \log(C\varepsilon^{-1})
\]

iterations. Note this is independent of \( b \). Actually, examining the choices for \( a \) and \( dt \), we see that \( b \) does not even appear in the numerical discretization of (42).

We contrast this with the heat equation (41), where the CFL condition is \( dt \leq dx^2/4 \). Here, we need

\[
    k = \frac{4}{\pi^2 dx^2} \log(C\varepsilon^{-1})
\]

iterations for convergence. Table 1 gives a comparison of the performance of PDE acceleration, gradient descent, and the primal dual algorithm from [45] for solving the Dirichlet problem on various grid sizes. We used the boundary condition \( g(x_1, x_2) = \sin(2\pi x_1^2) + \sin(2\pi x_2^2) \) and ran each algorithm until the finite difference scheme was satisfied with an error of less than \( dx^2 \). The initial conditions for both algorithms were \( u(x, 0) = g(x) \). For the primal dual algorithm [45] we set \( r_1 = 4\pi^2 r_2 \), which is provably optimal using similar methods as in Section 2.3. We see that PDE acceleration is more than twice as fast as primal dual, while both significantly outperform standard gradient descent. We mention that our method converges to engineering precision very quickly (in about one fifth of the iteration count displayed in Table 1), while the majority of iterations are taken to resolve the solution up to the \( O(dx^2) \) error (for the 1024 \( \times \) 1024 grid, the error tolerance is \( dx^2 \approx 10^{-6} \)).
Table 2. Runtimes for incomplete Cholesky preconditioned conjugate gradient, MINRES, Gauss-Seidel with successive overrelaxation and Matlab backslash for solving the Dirichlet problem. The Gauss-Seidel method was implemented in C, while the other algorithms are the built-in Matlab routines.

| Mesh | PCG Time (s) | PCG Iter. | MINRES Time (s) | MINRES Iter. | Gauss-Seidel Time (s) | Gauss-Seidel Iter. | Backslash Time (s) |
|------|--------------|-----------|-----------------|--------------|-----------------------|---------------------|-------------------|
| $64^2$ | 0.027 | 56 | 0.028 | 54 | 0.017 | 197 | 0.013 |
| $128^2$ | 0.08 | 120 | 0.093 | 114 | 0.08 | 432 | 0.037 |
| $256^2$ | 0.67 | 251 | 0.78 | 240 | 0.72 | 1020 | 0.12 |
| $512^2$ | 7.9 | 523 | 9.4 | 500 | 6.1 | 2046 | 0.61 |
| $1024^2$ | 69 | 1089 | 81 | 1044 | 50 | 4100 | 3 |

Of course, in the linear setting there are many fast algorithms for Poisson problems. For comparison, we show in Table 2 the runtimes for incomplete Cholesky preconditioned conjugate gradient and MINRES, and Gauss-Seidel with successive overrelaxation, and Matlab backslash on this simple example. For this problem, Matlab's backslash used Cholesky factorization to solve the problem. We see that PDE acceleration is comparable to preconditioned MINRES and conjugate gradient, while Matlab backslash (Cholesky factorization and triangular solve) is significantly faster. We mention that our method (and PCG, MINRES, Gauss-Seidel) are indirect methods that are scalable, while the Cholesky factorization is not scalable (e.g., on a $4096 \times 4096$ grid backslash uses roughly 12GB of memory, while indirect methods use roughly 2GB). We did not compare against FFT methods since they are specific to constant coefficient linear problems, which is rather restrictive, and we expect multi-grid methods to fall somewhere between PDE acceleration and Matlab backslash.

We emphasize that the Dirichlet problem is simply an illustrative example of PDE acceleration; our real interest is in nonlinear problems with constraints. The linear methods that we compared against do not extend directly to nonlinear problems, much less to obstacle constrained problems. The PDE acceleration method is formulated in the general nonlinear case, and is provably convergent with the same rate for nonlinear problems. In practice, we usually see similar computation times for nonlinear problems (see Section 5).

3.2. Initial condition. We mention that the choice of initial condition can affect the computation time. If the initial condition does not continuously attain the boundary data, then fixing the boundary data on the first time step transfers a large amount of kinetic energy into the system that takes longer to dissipate. See Figure 1 for a depiction of the kinetic, potential, and total energy for initial conditions $u(x, 0) = g(x)$ and $u(x, 0) = 0$. The rate of convergence is not affected; it is just the constant in front, which corresponds to the initial energy, that is larger in this case. For example, in the simulation above, if we start from $u(x, 0) = 0$ on the $512 \times 512$ grid, the computation takes 5529 iterations, or about roughly 1.4x more iterations compared to the initial condition $u(x, 0) = g(x)$.

This minor issue can be easily fixed in one of two ways. First, we can, if possible, choose an initial condition that continuously attains the boundary data. A second solution is to start from any arbitrary initial condition, and then change the boundary conditions gradually,
Figure 1. Comparison of energy dynamics for different initial conditions for solving the Dirichlet problem on a $512 \times 512$ grid. When the initial condition does not continuously attain the boundary data, a nearly infinite amount of kinetic energy is transferred into the system at the first time step when the boundary conditions are set. This takes longer to dissipate and slows convergence.

instead of instantaneously. This can be done by gradient descent on the energy

$$I(u) = \frac{1}{2} \int_{\partial \Omega} (u - g)^2 dS.$$  

That is, on the boundary we solve the ordinary differential equation

$$u_t = g - u.$$  

Both solutions give similar improvements in the speed of convergence in our simulations. To keep the algorithm simple, we chose not to implement either of these fixes in the rest of the paper. There are many other tricks that one can play with to speed up convergence, such as increasing the damping factor $a$ as a function of time, or incorporating multi-grid methods. We leave investigations along these lines to future work.

3.3. Connection to Primal Dual methods. In the context of the Dirichlet problem, there is a close connection between primal dual methods [45], and PDE acceleration. This was explored briefly in [45], where it was observed that their primal dual algorithm for solving the Dirichlet problem can be interpreted as a numerical scheme for a damped wave equation. We go further here, and give a PDE interpretation of primal dual methods and show exactly how they are related to PDE acceleration for the Dirichlet problem.

We recall that the convex dual, or Legendre-Fenchel transform, of a function $\Phi : \mathbb{R}^n \to \mathbb{R}$ is

$$\Phi^*(p) = \max_{x \in \mathbb{R}^n} \{ x \cdot p - \Phi(x) \}.$$
If $\Phi$ is convex, then by convex duality we have $\Phi^{**} := (\Phi^*)^* = \Phi$. We assume $\Phi : \mathbb{R}^n \to \mathbb{R}$ is convex and consider for simplicity the problem

$$
\text{(44)} \quad \min_u \int_\Omega \Phi(\nabla u) \, dx,
$$

subject to a Dirichlet boundary condition $u = g$. A primal dual algorithm for solving (44) expresses $\Phi$ through its convex dual $\Phi^*$ giving the initially more looking complicated formation

$$
\text{(45)} \quad \min_u \max_p \int_\Omega p \cdot \nabla u - \Phi^*(p) \, dx.
$$

Here, $u : \Omega \to \mathbb{R}$ is the primal variable and $p : \Omega \to \mathbb{R}^n$ is the dual variable. Given $p \cdot n = 0$ on $\partial \Omega$, we can integrate by parts to express the problem as

$$
\text{(46)} \quad \min_u \max_p \int_\Omega -u \, \text{div}(p) - \Phi^*(p) \, dx.
$$

The primal dual algorithm in [45] solves (45) by alternating proximal updates on $p$ and $u$ until convergence (see Section 4.2). In the continuum this is equivalent to jointly performing gradient descent on $u$ and gradient ascent on $p$, which corresponds to the coupled PDEs

$$
\text{(47)} \quad \begin{cases} 
p_t = a(t)(\nabla u - \nabla \Phi^*(p)) \\
u_t = \text{div}(p).
\end{cases}
$$

The factor $a(t)$ is the ratio of the time steps between the proximal updates on $u$ and $p$ in the primal dual algorithm.\textsuperscript{1} To the best of our knowledge, this PDE interpretation of primal dual algorithms is a new observation.

For the Dirichlet problem, $\Phi(p) = \Phi^*(p) = \frac{1}{2} |p|^2$ and (47) becomes

$$
\text{(48)} \quad \begin{cases} 
p_t = a(t)(\nabla u - p) \\
u_t = \text{div}(p).
\end{cases}
$$

In this case we can eliminate the dual variable and we obtain the damped wave equation

$$
\text{(49)} \quad u_{tt} + a(t) u_t - a(t) \Delta u = 0.
$$

Contrasting this with (42), we see the key difference between primal dual and PDE acceleration methods is that primal dual methods are unable to adjust the damping coefficient $a(t)$ independently of other terms in the PDE.

This explicit connection between primal dual and PDE acceleration seems to be a coincidence for the Dirichlet problem and does not hold in any other case that we are aware of. In particular, it seems necessary that $\nabla \Phi^*(p)$ is linear in $p$ in order to convert the system (47) into a scalar wave equation in $u$. We can eliminate the primal variable by differentiating the equation for $p_t$ in (48) to obtain

$$
\text{(50)} \quad p_{tt} + \left( aDF(p) + \frac{a'(t)}{a(t)} \right) p_t = a(t) \nabla \text{div}(p),
$$

where $F(p) := \nabla \Phi^*(p)$. However, this is no longer a wave equation.

\textsuperscript{1}In the notation of [45], $a = r_1/r_2$. 
Consider the standard obstacle problem
\begin{equation}
\min_{u \in A} E[u] = \int_{\Omega} \Phi(x, \nabla u) \, dx,
\end{equation}
where
\begin{equation}
A = \left\{ u \in H^1(U) : u \geq \varphi \text{ in } \Omega \text{ and } u = g \text{ on } \partial \Omega \right\},
\end{equation}
and the obstacle \( \varphi \) satisfies \( \varphi \leq g \) on \( \partial \Omega \). We recall that the solution \( u \) of the obstacle problem (51) satisfies the boundary value problem
\begin{equation}
\begin{cases}
\max\{ -\nabla E[u], \varphi - u \} = 0 & \text{in } \Omega \\
u = g & \text{on } \partial \Omega.
\end{cases}
\end{equation}
This is a classical fact; we sketch the formal argument for completeness. If \( v \in C^\infty(\Omega) \) is nonnegative, then for any \( \varepsilon \geq 0 \) we have \( u + \varepsilon v \in A \) and hence
\begin{equation}
E[u + \varepsilon v] - E[u] \geq 0.
\end{equation}
Dividing by \( \varepsilon \) and sending \( \varepsilon \to 0^+ \) yields
\begin{equation}
\int_{\Omega} \nabla E[u] v \, dx = \frac{d}{d\varepsilon} \bigg|_{\varepsilon=0} E[u + \varepsilon v] \geq 0
\end{equation}
for all nonnegative \( v \). Hence \( \nabla E[u] \geq 0 \) in \( \Omega \). Furthermore, on any ball \( B(x, r) \subset \Omega \) where \( u > \varphi \), we can relax the nonnegativity constraint on \( v \) and still ensure \( u + \varepsilon v \in A \) for small \( \varepsilon > 0 \). It follows that \( \nabla E[u] = 0 \) on the set \( \{ u > \varphi \} \), which establishes (53). We note that solutions of (53) are properly interpreted in the viscosity sense [6,13].

4.1. PDE acceleration. We now show how to apply PDE acceleration to the obstacle problem (51). For the moment, we consider the \( L^2 \)-penalized formulation
\begin{equation}
\begin{aligned}
\min_{u \in H^1(\Omega)} \left\{ \int_{\Omega} \Phi(x, \nabla u) + \frac{\mu}{2} (\varphi - u)^2_+ \, dx : u = g \text{ on } \partial \Omega \right\}.
\end{aligned}
\end{equation}
Theorem 4 guarantees that PDE acceleration will converge with a linear rate for any finite \( \mu > 0 \). However, we need to send \( \mu \to \infty \) to recover the solution of the constrained problem (51). We will see, however, that the accelerated PDE method for (55) is insensitive to the choice of \( \mu \), and can be easily solved for \( \mu > 0 \) large, and in numerics we send \( \mu \to \infty \) and obtain a very simple scheme for solving (51). We explain in more detail below.

The PDE accelerated equations of motion (12) for the penalized problem (55) are
\begin{equation}
\begin{aligned}
u_{tt} + au_t &= -\nabla E[u] + \mu (\varphi - u)_+, \\
u_t &= g \text{ on } \partial \Omega,
\end{aligned}
\end{equation}
subject to the Dirichlet condition \( u = g \) on \( \partial \Omega \), where
\begin{equation}
\nabla E[u] = \text{div} (\nabla p \Phi(x, \nabla u))
\end{equation}
We now discretize in time using the standard finite differences
\begin{equation}
u_t \approx \frac{u^{n+1} - u^n}{dt}, \quad \text{and} \quad \nu_{tt} \approx \frac{u^{n+1} - 2u^n + u^{n-1}}{dt^2}.
\end{equation}
The important point now is that we handle the penalty term \textit{implicitly}. The discrete in time scheme becomes
\begin{equation}
(1 + adt)u^{n+1} - \mu dt^2 (\varphi - u^{n+1})_+ = (2 + adt)u^n - u^{n-1} - dt^2 \nabla E[u].
\end{equation}
Since the left hand side is strictly increasing in $u^{n+1}$, there is a unique solution of (57). We can compute the solution explicitly as follows:

$$
\begin{align*}
\begin{cases}
  v &= \frac{(2 + adt)u^n - u^{n-1} - dt^2\nabla E[u]}{1 + adt} \\
  w &= \frac{(2 + adt)u^n - u^{n-1} - dt^2\nabla E[u] + \mu dt^2\varphi}{1 + adt + \mu dt^2} \\
  u^{n+1}(x) &= \begin{cases}
    v(x), & \text{if } v(x) \geq \varphi(x) \\
    w(x), & \text{otherwise}.
  \end{cases}
\end{cases}
\end{align*}
$$

(58)

The scheme is simple to implement, and the CFL condition is dictated solely by the discretization of $\nabla E[u]$ and is independent of the penalty $\mu$. In practice, we find the algorithm is completely insensitive to the choice of $\mu$ and runs efficiently for, say, $\mu > 10^{10}$.

Instead of choosing a very large value for $\mu$, we can in fact send $\mu \to \infty$ in the scheme (58). Indeed, the only place $\mu$ appears is in the update for $w$, and taking the limit as $\mu \to \infty$ we find that $w = \varphi$. Hence, we obtain the simpler scheme

$$
\begin{align*}
\begin{cases}
  v &= \frac{(2 + adt)u^n - u^{n-1} - dt^2\nabla E[u]}{1 + adt} \\
  u^{n+1}(x) &= \max\{v(x), \varphi(x)\}
\end{cases}
\end{align*}
$$

(59)

as the limit of (58) as $\mu \to \infty$. In our simulations, we use the scheme (59), since it is simpler and more intuitive, but the results are identical, up to machine precision, using scheme (58) with $\mu = 10^{10}$. We use finite differences to discretize $\nabla E[u]$ in this paper—in particular we discretize the gradient and divergence separately, using forward differences for $\nabla u$ and backward differences for the divergence. We set the damping parameter to be the optimal value $a = 2\pi$ from the linear analysis in Section 2.3. We run the iterations (59) until the residual

$$
R := \max\{-\nabla E[u], \varphi - u\}
$$

(60)

falls below $dx\|\varphi\|_{L^\infty}$ in absolute value at all grid points.

We should note there is nothing specific about finite difference schemes in this accelerated framework; one could just as easily use finite elements, spectral methods, or any other numerical PDE method. Once a discretization is settled on, the time step restriction on $dt$ follows from the CFL condition, which is straightforward to derive (see Section 5).

4.2. Primal dual algorithms. Recently in [45], a primal dual algorithm was proposed for obstacle problems, and it was shown to be several orders of magnitude faster than existing state of the art methods. We compare PDE acceleration against an improved version of the primal dual algorithm from [45], which is described below.

The primal dual algorithm solves the minimal surface obstacle problem

$$
\min_{u \in A} \int_\Omega \sqrt{1 + |\nabla u|^2} \, dx,
$$

(61)

following roughly the outline in Section 3.3. We compute the convex dual of $\Phi(x) = \sqrt{1 + |x|^2}$ to be

$$
\Phi^*(p) = \begin{cases} 
-\sqrt{1 - |p|^2}, & \text{if } |p| \leq 1 \\
\infty, & \text{if } |p| > 1.
\end{cases}
$$

(62)
The primal dual algorithm from [45] for solving \((61)\) solves the equivalent primal dual formulation
\[
\min_{u \geq \varphi} \max_{|p| \leq 1} \int_{\Omega} p \cdot \nabla u + \sqrt{1 - |p|^2} \, dx
\]
by alternatively updating the primal variable \(u\) and the dual variable \(p\) with proximal updates. The full algorithm is given below.

\[
\begin{align*}
\begin{cases}
p^{n+1}(x) = \arg \min_{|p| \leq 1} \left\{ -\nabla \varphi(x) \cdot p - \sqrt{1 - |p|^2} + \frac{1}{2r_1} |p - p^n(x)|^2 \right\} \\
u^{n+1} = \max \{ \varphi, u^n + r_2 \text{div}(p^{n+1}) \} \\
\overline{u}^{n+1} = 2u^{n+1} - u^n.
\end{cases}
\end{align*}
\]

(63)

The final step is an overrelaxation, and we set the Dirichlet condition \(u = g\) on \(\partial\Omega\) at each step. If the problem is discretized on a grid with spacing \(dx\), then the method converges for any choices of \(r_1, r_2\) with \(r_1r_2 \leq dx^2/6\) [45]. In fact, as noticed in Section 3.3, the ratio \(r_1/r_2\) plays a similar role to the damping parameter \(a\) in PDE acceleration (59).

While the update in the dual variable \(p(x)\) is pointwise, it is not an explicit update and involves solving a constrained convex optimization problem. We contrast this with the PDE acceleration update (59) which is simple and explicit. In [45] the authors propose to solve the dual problem with iteratively reweighted least squares (IRLS), that is, they define \(\psi^0 = p^n(x)\) and iteratively solve

\[
\psi^{k+1} = \arg \min_{|\psi| \leq 1} \left\{ -\nabla \varphi(x) \cdot \psi + \frac{1}{2} \frac{|\psi|^2 - 1}{\sqrt{1 - |\psi|^2}} + \frac{1}{2r_1} |\psi - p^n(x)|^2 \right\},
\]

(64)

setting \(p^{n+1}(x) = \lim_{k \to \infty} \psi^k\). Actually, in [45] the factor of \(\frac{1}{2}\) in front of the term \(\frac{|\psi|^2 - 1}{\sqrt{1 - |\psi|^2}}\) is missing; this is required to ensure that if the iterations converge, then the fixed point satisfies the correct optimality conditions for the original dual problem. It is claimed in [44,45] that the IRLS iterations converge for \(r_1\) sufficiently small. However, inspecting the proof in [44, Lemma 4.4] it appears the restriction on \(r_1\) is impractical for \(dx \ll 1\). In practice, we find that for \(dx \ll 1\) the IRLS iterations drift outside of the unit ball \(|\psi^k| \leq 1\) after only a few iterations, in which case (64) is not well-defined and the iterations cannot continue. Simple fixes that we tried, such as projecting back onto the unit ball, were found to be useful. We note we observed failure of the IRLS iterations even for small values of \(r_1\).\(^2\)

We propose another method for solving the dual problem that is robust and works for any value of \(r_1\) and \(dx\). We describe our method below. For convenience, let us define

\[
F(p) = -\nabla \varphi(x) \cdot p - \sqrt{1 - |p|^2} + \frac{1}{2r_1} |p - p^n(x)|^2.
\]

We also compute

\[
\nabla F(p) = -\frac{1}{r_1} (p^n(x) + r_1 \nabla \varphi(x)) + \frac{p}{\sqrt{1 - |p|^2}} + \frac{1}{r_1} p.
\]

(65)

\(^2\) Even if the IRLS iterations were to converge for extremely small \(r_1 > 0\), the performance of the primal dual method is highly sensitive to the ratio \(r_1/r_2\), and convergence of the primal dual iterations is extremely slow for very small or very large \(r_1\).
Then the dual problem is $p^{n+1}(x) = \arg\min_{|p| \leq 1} F(p)$. We first note that since $F((1-\varepsilon)p) < F(p)$ for any $p$ with $|p| = 1$ and $\varepsilon > 0$ sufficiently small, we must have $|p^{n+1}(x)| < 1$, and so $\nabla F(p^{n+1}(x)) = 0$. For any $\eta$ with $\eta \cdot p^{n+1}(x) = 0$ we have

$$0 = \eta \cdot r_1 \nabla F(p^{n+1}(x)) = -(p^n(x) + r_1 \nabla \pi(x)) \cdot \eta.$$  

Therefore, $p^{n+1}(x) = \alpha q(x)$ for some $\alpha \in (-1, 1)$, where

$$q(x) = \begin{cases} \frac{p^n(x) + r_1 \nabla \pi(x)}{|p^n(x) + r_1 \nabla \pi(x)|}, & \text{if } p^n(x) + r_1 \nabla \pi(x) \neq 0, \\ 0, & \text{otherwise.} \end{cases}$$  

The value of $\alpha \in (-1, 1)$ is the unique root of the function

$$f(\alpha) := q(x) \cdot r_1 \nabla F(\alpha q(x)) = \alpha + \frac{r_1 \alpha}{\sqrt{1 - \alpha^2}} - |p^n + r_1 \nabla \pi(x)|.$$  

Since $F$ is strictly convex, $f$ is strictly increasing in $\alpha$, and so we can compute the root of $f$ with a simple bisection search. Inspecting (66) we see that $\alpha \in [0, \min\{1, N\}]$, where $N = |p^n + r_1 \nabla \pi(x)|$. For $\alpha$ in this range, we can perform some algebraic manipulations on $f$ to see that we can instead bisect on the function

$$g(\alpha) = r_1^2 \alpha^2 - (1 - \alpha^2) (\alpha - N)^2,$$  

which does not involve the costly square root operation. The method is guaranteed to converge, and the accuracy is directly related to the number of bisection iterations, that is

$$\text{Bisection Search Error} \leq \frac{1}{2^{k+1}},$$

where $k$ is the number of bisections.

We emphasize that the IRLS method proposed in [45] does not converge for any of the simulations presented in Section 5. Thus, the new bisection method is required to allow comparisons against the primal dual algorithm for the nonlinear minimal surface problem.

In our implementation of the primal dual method, we use forward differences for $\nabla u$ and backward differences for the divergence, as in [45]. We set the ratio $r_1/r_2 = 4\pi^2$ based on an optimal linear analysis as in Section 2.3, along with the CFL condition $r_1 r_2 \leq dx^2/6$ [45]. We choose the number of bisection iterations so that the dual problem is solved to an accuracy of $\varepsilon dx^2$, where $\varepsilon$ is the accuracy to which we wish to solve the obstacle problem. This requires around 30 iterations for most of our simulations. We run the algorithm until the residual (60) falls below $dx \| \varphi \|_{L^\infty}$.

5. Experiments

We give here some applications of the PDE acceleration method for solving various obstacle problems. All algorithms were implemented in C and run on a laptop with a 64-bit 2.20GHz CPU. The code for all simulations is available on the first author’s website.

5.1. Minimal surface obstacle problems. We first consider the constrained minimal surface problem

$$\min \left\{ \int_\Omega \sqrt{1 + |\nabla u|^2} \, dx : u \in H^1_0(\Omega) \text{ and } u \geq \varphi \right\}.$$
Here, \( \varphi : \Omega \to \mathbb{R} \) is the obstacle and \( \Omega = [0, 1]^2 \). We solve the problem with the PDE acceleration scheme (59) using the implementation described in Section 4.1. Here,

\[
\nabla E[u] = -\text{div} \left( \frac{\nabla u}{\sqrt{1 + |\nabla u|^2}} \right),
\]

and the CFL condition dictates that \( dt < \frac{dx}{\sqrt{2}} \). We set \( dt = 0.8 \frac{dx}{\sqrt{2}} \).

The first obstacle we consider is from [45] and is given by

\[
(69) \quad \varphi_1(x_1, x_2) = \begin{cases} 
5 & \text{for } |x_1 - 0.6| + |x_2 - 0.6| < 0.04 \\
4.5 & \text{for } (x_1 - 0.6)^2 + (x_2 - 0.25)^2 < 0.001 \\
4.5 & \text{for } x_2 = 0.57 \text{ and } 0.075 < x_1 < 0.13 \\
0 & \text{otherwise.}
\end{cases}
\]

Figure 2 shows the obstacle \( \varphi := \varphi_1/100 \), and the minimal surfaces computed with the PDE acceleration algorithm for \( \varphi := \varphi_1/20 \), \( \varphi := \varphi_1/10 \). Figure 2b shows a short obstacle with small deflections, and the solution in this case is well-approximated by the linearization

\[
(70) \quad \min \left\{ \int_{\Omega} \frac{1}{2} |\nabla u|^2 \, dx : \ u \in H^1_0(\Omega) \text{ and } u \geq \varphi \right\}.
\]

The obstacles in Figures 2c and 2d are significantly taller and the true minimal surfaces are not well-captured by linearization. In particular, the minimal surface for \( \varphi := \varphi_1 \) is nearly identically zero. Notice the minimal surface in Figure 2b is very similar to the minimal surface shown in [45, Fig. 3(d)] for \( \varphi_1 \), which suggests the authors in [45] are computing solutions to the linearization (70).

We compare the PDE acceleration method against the primal dual method [45], with our improved method for solving the dual problem presented in Section 4.2. Table 3 compares the run times of the PDE acceleration method against the improved primal dual method for the obstacle \( \varphi := \varphi_1/50 \). Our method is more than 10x faster in terms of CPU time, while both algorithms have similar iteration counts. The difference is that the PDE acceleration updates are explicit, while the dual update for the primal dual algorithm is implicit and involves solving a nonlinear optimization problem. We note the CPU time reported in Table 3 for our implementation of the primal dual algorithm is comparable to those reported in [45, Table 1], where the \( 256 \times 256 \) problem takes 10.6 seconds and 1707 iterations. We note both algorithms converge to a surface that looks to the eye similar to the minimal surface in about half of the iterations reported, and the final iterations are used to resolve the accuracy to the desired tolerance.

The second obstacle we consider is

\[
(71) \quad \varphi_2(x) = \sqrt{1 - |x - P|^2/0.09} + \sqrt{1 - |x - Q|^2/0.0025},
\]

where \( P = (0.55, 0.5) \) and \( Q = (0.1, 0.5) \). Figure 3 shows the obstacle and minimal surface. The run times for the PDE acceleration and the primal dual method are shown in Table 3, and we again see that PDE acceleration is approximately 10x faster in terms of CPU time.

5.2. Double obstacle with forcing. Here, we consider the double obstacle problem with forcing from [45] (originally from [35]). The nonlinear version of the problem is given by

\[
(72) \quad \min \left\{ \int_{\Omega} \sqrt{1 + |\nabla u|^2} - uv \, dx : \ u \in H^1_0(\Omega) \text{ and } \psi \geq u \geq \varphi \right\}.
\]
The scheme (59) is simple to modify for the double obstacle problem by setting $u^{n+1} = \max\{\min\{v, \psi\}, \varphi\}$ at each iteration. We test PDE acceleration on the elasto-plastic torsion problem, originally from [35]. In this setting, $\Omega = [0, 1]^2$, $\varphi_3(x) = -\text{dist}(x, \partial\Omega)$, $\psi_3(x) = 0.2$, $u = 0$ on $\partial\Omega$, and the force $v$ is given by

$$v(x) = \begin{cases} 
300, & \text{if } x \in S := \{|x_1 - x_2| \leq 0.1 \text{ and } x_1 \leq 0.3\} \\
-70e^{x_2}g(x), & \text{if } s \not\in S \text{ and } x_1 \leq 1 - x_2 \\
15e^{x_2}g(x), & \text{if } s \not\in S \text{ and } x_1 > 1 - x_2, 
\end{cases}$$

Figure 2. Minimal surfaces for obstacle $\varphi_1$ computed with PDE acceleration on a $64 \times 64$ grid.
Obstacle $\varphi := \varphi_1/50$

| Mesh   | Our Method | Primal Dual | Our Method | Primal Dual |
|--------|------------|-------------|------------|-------------|
| 64$^2$ | 0.036      | 360         | 0.19       | 370         |
| 128$^2$| 0.166      | 823         | 1.84       | 870         |
| 256$^2$| 1.25       | 1863        | 18.9       | 2070        |
| 512$^2$| 12.1       | 4135        | 161        | 4390        |
| 1024$^2$| 118       | 9074        | 1764       | 10210       |

| Mesh   | Time (s) | Iter. | Time (s) | Iter. | Time (s) | Iter. | Time (s) | Iter. |
|--------|----------|-------|----------|-------|----------|-------|----------|-------|
| 64$^2$ | 0.012    | 300   | 0.161    | 330   |
| 128$^2$| 0.11     | 704   | 1.66     | 780   |
| 256$^2$| 1.06     | 1620  | 16.1     | 1720  |
| 512$^2$| 10.7     | 3642  | 188      | 4320  |
| 1024$^2$| 103      | 8117  | 1861     | 9710  |

Table 3. Run times and number of iterations for the PDE accelerated solver and primal dual method from [45] for the minimal surface obstacle problem with obstacles $\varphi_1$ and $\varphi_2$. 

Figure 3. Minimal surface for the obstacle $\varphi_2$ computed with PDE acceleration on a $64 \times 64$ grid.

where

$$g(x) = \begin{cases} 
6x_1, & \text{if } 0 \leq x_1 \leq 1/6 \\
2(1 - 3x_1), & \text{if } 1/6 < x_1 \leq 1/3 \\
6(x_1 - 1/3), & \text{if } 1/3 < x_1 \leq 1/2 \\
2(1 - 3(x_1 - 1/3)), & \text{if } 1/2 < x_1 \leq 2/3 \\
6(x_1 - 2/3), & \text{if } 2/3 < x_1 \leq 5/6 \\
2(1 - 3(x_1 - 2/3)), & \text{if } 5/6 < x_1 \leq 1.
\end{cases}$$

(74)

We then set $\varphi := \varphi_3/10$, $\psi = \psi_3/10$ and $v := v_3/10$ to get similar results to [45] where the linearization is studied. For comparison with [45] we also consider the linear double obstacle problem

$$\min \left\{ \int_{\Omega} \frac{1}{2} |\nabla u|^2 - uv \, dx : u \in H^1_0(\Omega) \text{ and } \psi \geq u \geq \varphi \right\}.$$ 

(75)
We report the CPU runtimes and iteration counts for the PDE acceleration method and the improved primal dual method for both the linear and nonlinear double obstacle problems in Table 4. We see that for the nonlinear problem, PDE acceleration is again roughly 10x faster than primal dual, while only 2x faster for the linear obstacle problem. The difference is that the dual update is explicit for linear problems, which leads to a substantial acceleration. Figure 4 shows the computed membrane on a $64 \times 64$ grid, and the double obstacle contact regions computed on a $512 \times 512$ grid. These agree well with the results in [45, Fig. 5].

5.3. Stochastic homogenization with obstacles. We consider the stochastic obstacle problem
\begin{equation}
\min_{u \in H^1_0(\Omega)} \left\{ \int_{\Omega} \frac{1}{2} A(x) \nabla u^2 - fu \, dx : u \geq \varphi \text{ in } \Omega \right\},
\end{equation}
where $A(x)$ is sampled from a $\mathbb{Z}^d$-stationary probability measure with unit range dependence. We consider here a random checkerboard, where we let $(b(z))_{z \in \mathbb{Z}^d}$ be independent random
variables such that
\[ \mathbb{P}(b(z) = 1) = \mathbb{P}(b(z) = 9) = \frac{1}{2}, \]
and set \( A(x) = b(z) \) for \( x \in z + [0,1)^2 \). We also set \( f = 1 \). By the Dynkin formula [2, Ex. 2.3], solutions of (76) converge almost surely to solutions of the homogenized problem

\[
\min_{u \in H_0^1(\Omega)} \left\{ \int_\Omega \frac{1}{2} |3\nabla u|^2 - u \, dx : u \geq \varphi \text{ in } \Omega \right\},
\]
as \( \varepsilon \to 0^+ \). Experiments with this example (without the obstacle) are also presented in [1].

We ran some experiments using the PDE acceleration method for solving this stochastic obstacle problem. Table 5 shows the runtimes for different values of the damping parameter \( a \). Figure 5 shows a random checkerboard, the solution of the stochastic obstacle problem (76) and the solution of the homogenized problem (77). We mention that knowledge of the effective (homogenized) equation (77) can help with selecting the optimal damping parameter for the stochastic problem (76). Indeed, by (37) the optimal damping for the homogenized equation (without the obstacle) is \( a = 2\sqrt{3}\pi \), which is larger than the damping \( a = 2\pi \) we have been using in this paper so far. However, since the discussion in Section 2.3 does not consider the obstacle, the true optimal damping parameter will depend on the smallest eigenvalue of the effective operator on the domain \( \{u > \varphi\} \), which is initially unknown. Since this domain is strictly smaller than \( \Omega \), monotonicity of eigenvalues implies that the optimal damping is larger than our computed \( a = 2\sqrt{3}\pi \). We find (see Table 5) that \( a = 6\pi \) is close to optimal for this problem.

### 6. Conclusion

We studied the recently introduced variational framework, called PDE acceleration, for applying accelerated gradient descent (or momentum descent) to problems in the calculus of variations. For a large class of convex optimization problems, the descent equations for PDE acceleration correspond to a nonlinear damped wave equation, which can be solved by a simple explicit forward Euler scheme. The acceleration is realized as a relaxation of the CFL condition for a wave equation \( (dt \sim dx) \) compared to a diffusion equation \( (dt \sim dx^2) \). We proved convergence with a linear rate for this class of accelerated PDE’s, and applied the method to minimal surface obstacle problems, including a double obstacle problem with forcing, and a stochastic homogenization problem with obstacle constraint. In every case, PDE acceleration is orders of magnitude faster than the existing state of the art primal dual methods.
Figure 5. Solution and contours of the stochastic obstacle problem (76) and the effective equation (77).

We mention briefly some ideas for future work. First, we use the damping parameter $a = 2\pi$ throughout the whole paper, which is surely not optimal for every problem. We can achieve faster convergence for many experiments in the paper by hand tuning the damping. The difficulty with selecting the optimal damping is that it depends on the first Dirichlet eigenvalue (in the linear case) on the free boundary domain $\{u > \varphi\}$, which is a priori unknown. A way to improve performance could be to compute the solution first on a coarse grid, and then estimate the optimal damping from the computed free boundary and use the optimal damping parameter when solving the equation on a finer mesh.
There are other natural ways to speed up convergence, such as considering a multi-grid approach, or varying the damping parameter over time. The damping parameter controls the damping profile in the frequency domain; larger choices of the damping parameter give preference to damping higher frequencies at the expense of leaving lower frequencies underdamped. This is reminiscent of how the choice of grid resolution affects the damping in multi-grid methods, and a smart choice of a schedule for varying the damping parameter may result in a significant speed up.

Finally, the methods here are not restricted to second order equations, and can be applied almost directly to higher order equations, such as the fourth order PDEs that have proven popular in image processing [33,41,43]. In this case, PDE acceleration will relax the very stiff CFL condition ($dt \sim dx^4$) for fourth order equations to $dt \sim dx^2$. It is also possible to make other choices for the kinetic energy, which would lead to other flows that may be of interest (however, due to Ostrogradsky instability [39], the kinetic energy should only contain first derivatives of $u$ in time). Problems in the calculus of variations arise in virtually all fields of science and engineering, include problems like image segmentation and noise removal [12,27], minimal surfaces [11], and materials science [5], among many others. The results of this paper suggest that PDE acceleration can be a useful tool for solving many of these other problems, and we intend to pursue such applications, and others, in future work.
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