Movement-induced Priors for Deep Stereo

Yuxin Hou  
Aalto University  
Finland  
yuxin.hou@aalto.fi

Muhammad Kamran Janjua  
National University of Sciences and Technology, Pakistan  
mjanjua.bscs16seecs@seecs.edu.pk

Juho Kannala  
Aalto University  
Finland  
juho.kannala@aalto.fi

Arno Solin  
Aalto University  
Finland  
arno.solin@aalto.fi

Abstract—We propose a method for fusing stereo disparity estimation with movement-induced prior information. Instead of independent inference frame-by-frame, we formulate the problem as a non-parametric learning task in terms of a temporal Gaussian process prior with a movement-driven kernel for inter-frame reasoning. We present a hierarchy of three Gaussian process kernels depending on the availability of motion information, where our main focus is on a new gyroscope-driven kernel for handheld devices with low-quality MEMS sensors, thus also relaxing the requirement of having full 6D camera poses available. We show how our method can be combined with two state-of-the-art deep stereo methods. The method either work in a plug-and-play fashion with pre-trained deep stereo networks, or further improved by jointly training the kernels together with encoder-decoder architectures, leading to consistent improvement.

I. INTRODUCTION

Stereo matching refers to the problem of estimating a dense disparity map between a rectified pair of images. Given the internal and external camera parameters for the two images (see Fig. 1), a dense depth map can be obtained from the estimated disparities via triangulation. Depth estimation is essential in many computer vision applications like autonomous driving and 3D model reconstruction. However, searching the corresponding points in a stereo pair is an ill-posed problem in the general case, since a scene may contain multiple disjount surfaces at different depths, while each camera senses only a single optical surface. There can be equivalent surfaces that produce the same images. Also, stereo matching can be particularly challenging with textureless regions, repetitive patterns, and signal noise, which urges the need for good priors to regularize the solution. During the recent years, deep learning has been shown to be effective in learning suitable priors and convolutional neural networks (CNNs) are currently the main paradigm for disparity estimation [1–7].

So far, most binocular stereo matching methods have only considered single image pairs. Also, current popular benchmarks like KITTI-2012 [8], KITTI-2015 [9], and Middlebury v3 [10] only focus on single-pair inference. However, in many real-world applications, the stereo cameras actually keep collecting sequences of image pairs, and the additional information from multiple pairs could potentially be useful for more stable and robust disparity estimation. Introducing information sharing between frames helps in obtaining temporal consistency. Also, estimation in occluded regions could benefit from using consecutive pairs. In addition, on small devices a fixed stereo camera is constrained to have a small baseline, but utilizing a sequence of image pairs could effectively allow to extend the baseline beyond the physical size of the device.

In this paper, we focus on solving disparity estimation for image pair sequences. We propose an intuitive scheme to introduce movement-induced prior information by framing the problem as a non-parametric Gaussian process (GP, see, e.g., [11]) inference task. We fuse information between the latent feature representations produced for the stereo pairs by deep networks that have encoder-decoder structures. We present three different GP kernels depending on the availability of motion information: (a) a full pose kernel is used when full (6-dof) relative motion with rotations and translations is known, (b) a gyroscope kernel is used if only angular rates of the relative orientation changes are known (in a sequence temporally in-between the camera frames), and (c) a time-decay kernel is used in cases where motion is unknown (only relative time difference between frames used as input). In many cases, full relative motion could be available through
the use of (visual-inertial) odometry technology, which may be available in moving vehicles for navigation purposes, and currently even on smartphones (e.g., ARKit by Apple and ARCore by Google). On low-end smartphones and wearable devices, typically the 6-dof pose estimation is infeasible, but 3-axis gyroscope readings are available. The time-decay kernel can be used when no exogenous information is available.

It should be noted that we do not address dynamic objects via optical flow [12] or scene flow [13]. Yet, when we evaluate our approach using the KITTI data set, which contains moving objects, the results show that our approach behaves robustly for dynamic scenes. In addition, our method is complementary to post-processing methods, such as depth map fusion [14].

In summary, the contributions of this paper are as follows. 
(i) We present a hierarchy of three movement-induced Gaussian process (GP) kernels for improving disparity estimation from binocular image sequences through probabilistic information fusion—with focus on a novel lightweight gyroscope-kernel. 
(ii) We present an approach for jointly training the GP hyperparameters with the deep disparity estimation networks. 
(iii) We show that the proposed priors give consistent accuracy improvement, when combined with both DispNetC and PSMNet, which are recent architectures from two classes of CNN based stereo methods.

II. RELATED WORK

The pipeline of conventional stereo matching methods generally consists of matching cost computation, cost aggregation, disparity optimization, and post-processing refinement [15]. Common metrics for computing matching cost are squared difference (SSD), sum of absolute differences (SAD), or normalized cross-correlation (NCC). To aggregate costs, there are local methods and global methods. Many local methods attempt to aggregate costs of neighboring pixels by defining local support windows [16, 17], while global methods aim to minimize a global energy function [18–21]. Semi-global matching (SGM, [22]) approximate the global optimization by computing 1D constraints in many directions. Though hand-crafted features and cost metrics are widely used, during recent years, learnt features and cost functions have been shown to be promising in stereo matching problems, where traditional methods face problems. Zbontar and LeCun [23] showed that deep convolutional neural networks can be trained for matching image patches and works well with SGM.

Inspired by the pipelines of traditional methods, most deep stereo methods also compute a cost volume by correlating features among the horizontal lines. According to the way of forming cost volume, most methods can be categorized into two classes. One class computes correlation scores between features, like DispNetC [1] and its extensions [24, 25]. Mayer et al. [1] proposed DispNet, which predicts disparity maps directly via a simple encoder–decoder architecture with skip connections between contracting and expanding network parts. DispNetC is a variant of DispNet, which utilizes an explicit correlation layer [12] to obtain a 1D correlation map for each disparity level via inner product of feature vectors. Following the idea of DispNetC, there are many extensions to it, like CLR [24] and iResNet [25]. Some methods also integrate other tasks like semantic segmentation [26] to further improve the performance.

Another class of deep stereo methods concatenates features to build 4D cost volumes to incorporate context and geometry, as the single-channel correlation map of DispNetC decimates the feature dimension causing loss of information. Kendall et al. [3] proposed GC-Net, which concatenates unary features across each disparity level to form the cost volume and then uses 3D convolutions to learn to disparity prediction. PSMNet [4] utilizes a Spatial Pyramid Pooling (SPP) module before building cost volume to incorporate hierarchical representations and enlarge the receptive fields. To regularize the cost volume, PSMNet uses stacked hourglass architecture to learn more context information. Based on PSMNet, several recent works modified the scheme of cost matching computation to merge features [5, 7]. GA-Net [6] proposed guided aggregation layers to regularize matching costs. Apart from improving the architecture of networks, [27] introduces a new method to exploit additional sparse cues provided by LiDARs.

Most of the aforementioned works and also other recent deep stereo methods focus on new network architectures, either obtained through manual or automatic search [28]. Another area of previous improvements has been self-supervised learning of deep stereo networks [29, 30], and some of these methods have utilized binocular sequences for self-adapting the network weights after pre-training [31]. Though they utilize stereo sequences during training and adaptation, the inference is still only based on information in single input image pairs.

In contrast, in this work, we focus on inter-frame inference, which aims to exploit the information between frames of a binocular stereo sequence in a computationally efficient manner by introducing a movement-induced prior. The closest related works are from monocular depth estimation, where temporal information fusion has been used before [32, 33], either assuming full knowledge of camera motion [32] or without motion information but with using recurrent networks to exploit temporal information explicitly [33, 34]. Since using recurrent networks can introduce extra parameters and make training more difficult, [32] introduce a Gaussian process prior into depth prediction for monocular image sequences to make robust estimation. The GP prior enables the model to fuse information from previous frames in the latent space efficiently and the features of the GP prior help avoid overfitting (see discussion in [11]).

Probabilistic priors have been considered before with the help of Markov Random Field (MRF) and Conditional Random Fields (CRF) have long been used by traditional methods to impose global priors to optimize costs, which related to Gaussian process priors. [35] reformulated stereo matching as a MAP estimation problem for both the disparity map and the MRF parameters. The CRF approach was first proposed for building probabilistic models to segment and label sequence data [36]. The work of [37] developed a novel CRF model
for stereo estimation. [38] proposed an end-to-end architecture that combines CNN and CRF for stereo estimation. However, both these probabilistic models with MRFs or CRFs only consider the sequences of pixels within single inputs, which is different from our prior that can introduce motion information for inter-frame fusion.

In contrast to these previous papers, we show that temporal fusion is useful also for learning-based stereo matching. Moreover, we present several movement-induced priors, including a new gyroscope-driven Gaussian process kernel that only requires rotational rate observations, which could be directly obtained from a gyroscope attached to the camera. That is, full odometry is not necessarily needed and this improves the applicability of the method to different use cases, where robust 6-dof camera tracking is either not available or infeasible.

III. METHODS

Our approach is illustrated in Fig. 1. The vertical information flow can be replaced by existing deep stereo matching networks, which predict a disparity map given rectified stereo pairs. The horizontal information flow is inferred with the help of a probabilistic prior. We explain the details of how to incorporate the two flows in Sec. III-A. The movement-inducing pose and gyroscope kernels are then introduced in Sec. III-B.

A. Probabilistic Gaussian process inference

Most existing deep stereo methods can be categorized into two classes according to the way of forming cost volume. One class computes correlation scores between features, like DispNetC [1] and its extensions [24, 25]. Another class concatenates features to build 4D cost volumes, like GC-Net [3], PSMNet [4], and their extensions [5–7]. Though the way of aggregation features can vary a lot from method to method, most of them share a common property: a fully-convolutional encoder–decoder architecture is widely used to regularize cost volumes—a property we tap into. As our proposed prior will not affect computation of cost volume and only incorporate with latent codes of the encoder–decoder part, it should be applicable to almost all existing learning-based methods. In this paper, we select the most representative two models of the two classes, DispNetC [1] and PSMNet [4], to validate the effectiveness of our method. DispNetC uses a simple encoder–decoder architecture, while PSMNet uses a stacked hourglass module which consists of three coupled encoder–decoders for cost regularization, and we will apply the proposed prior on the first encoder–decoder only.

Instead of dealing with each left–right pair independently, we introduce a probabilistic prior to the latent space of encoder–decoders, which will be spanned by a covariance function (kernel). To share the temporal information within the sequence, we modify the outputs y from the encoder (see horizontal blue block in in Fig. 1) by a Gaussian process (GP) regression model [11]:

\[
\begin{align*}
    z_j(t) &\sim \text{GP}(0, \kappa(t, t')), \\
    y_{j,i} &\sim z_j(t_i) + \varepsilon_{j,i}, \quad \varepsilon_{j,i} \sim \mathcal{N}(0, \sigma^2),
\end{align*}
\]  

(1)

where the top part denotes the GP prior over the latent encodings with covariance function \(\kappa(\cdot, \cdot)\), and the bottom a Gaussian likelihood function. The \(z_j(t_i)\) are the values of the latent function \(z_i\) at time \(t_i\), which will be fed into the decoder. The encoder output \(y_i\) can now be seen as a ‘corrupted’ version of the true (unknown) latent encodings \(z_i\). The range of \(j\) depends on the dimension of the output of the encoder. Specifically, for DispNetC the size will be \(1024 \times 128 \times 128 \times 64\), and for PSMNet the size will be \(128 \times 128 \times 128 \times 64\), where the maximum disparity \(D\) is set to 192. We flatten the latent representations before the GP regression.

To obtain the \(z_j(t)\) in Eq. (1) (to feed the decoder), we solve
independent GP regression problems for each dimension of the latent code with a single matrix inversion, as the posterior covariance is not dependent on any learnt representations of input images (i.e., $y$ does not appear in the posterior variance terms in Eq. (2)). The posterior mean and covariance will be given by [11]:

$$E[z_t | \mathcal{D}] = \mathbf{C}(\mathbf{C} + \sigma^2 I)^{-1} y,$$

$$\mathbf{V}[z_t | \mathcal{D}] = \operatorname{diag}(\mathbf{C}-\mathbf{C}(\mathbf{C} + \sigma^2 I)^{-1} \mathbf{C}),$$

where $z = (z_1, z_2 \ldots z_N)^T$ are stacked latent codes, $\mathbf{Y} = (y_1, y_2 \ldots y_N)^T$ are outputs from the encoder, and $C_{i,j} = \kappa(t_i, t_j)$ is the covariance matrix for the sequence. The posterior mean $E[z_t | \mathcal{D}]$ is then passed through the decoder to get further prediction.

To obtain a covariance function that can encode the ‘similarity’ between frames, the formulation depends on the available data: (a) if the full pose information is available, $\mathcal{D} = \{t_i, P_i, y_i\}_{i=1}^N$; (b) if only gyroscope angular rates are available, $\mathcal{D} = \{t_i, \omega_i, y_i\}_{i=1}^N$; (c) if only frame timestamps are available, $\mathcal{D} = \{t_i, y_i\}_{i=1}^N$. The options (a) and (b) will be covered in the next section.

For option (c), we use a stationary Matérn [11] covariance function for encoding continuity and differentiability (smoothness) to the latent codes:

$$\kappa_t(t, t') = \gamma^2 \left(1 + \frac{\sqrt{3} d(t, t')}{\ell} \right) \exp \left(-\frac{\sqrt{3} d(t, t')}{\ell}\right),$$

where $\gamma^2$ is a magnitude and $\ell$ a length-scale hyperparameter, and the distance metric is the time difference $d(t, t') = |t - t'|$.

In Eq. (2) all frames in the sequence are included at once, so the size of the covariance matrix $\mathbf{C}$ grows with the number of input frames, $N$. However, for Markovian covariance functions the inference can be performed in linear time and memory complexity by converting the GP regression problem into state-space form [39]. This makes the information fusion approach we propose applicable for real-time and embedded systems.

### B. Movement-induced priors

Our aim is to leverage knowledge of relative movement in the disparity estimation by encoding the blunt assumption that consecutive poses should see similar scenes—the less the camera has moved and time passed, the more they should be. We consider the pose prior used by Hou et al. [32]) in monocular (multi-view) depth estimation, where the camera poses were assumed to be known. The covariance function was of form Eq. (3) but driven by the following pose distance metric:

$$d_{\text{pose}}[P(t_i), P(t_j)] = \sqrt{\|p_i - p_j\|^2 + \frac{2}{3} \operatorname{tr}(I_3 - R_i^T R_j)},$$

where $I_3$ is a 3×3 identity matrix and ‘tr’ denotes the matrix trace operator. $P(t) = (p(t), R(t))$ in $\mathbb{R}^3 \times \text{SO}(3)$ denotes the camera pose (rotation $R$ and translation $p$) at time instance $t$. However, this requires the pose estimation to be solved on the fly, which can be both computationally demanding, unnecessary for disparity estimation, and requiring better sensors than are available in low-cost hardware.

We now aim to relax the requirement for known poses. Consider the rotational part of Eq. (4), which gives us a rotational distance metric of the form

$$d_{\text{rot}}(t, t') = \sqrt{\operatorname{tr}(I_3 - R(t)^T R(t'))}.$$  (5)

Here we do not have access to $R$ directly, but instead we have observations of three-axis rotational rate or angular velocity of the rigid motion of the camera (e.g., observed by a gyroscope). We denote the angular velocity vector by $\omega = (\omega_x, \omega_y, \omega_z)$.

A vector $r$ undergoing uniform circular motion around an axis satisfies $\frac{d r}{d t} = \omega \times r$, where the cross-product $\omega \times r$ can equivalently be expressed as an angular velocity tensor, as the cross-product matrix defined by

$$[\omega]_x \overset{\text{def}}{=} \begin{pmatrix} 0 & -\omega_z & \omega_y \\ \omega_z & 0 & -\omega_x \\ -\omega_y & \omega_x & 0 \end{pmatrix}.$$  (6)

By now choosing three orthonormal coordinate vectors, stacking them into $\mathbf{R}$, and letting the angular velocity drive their orientation, we get the following evolution equation for the three-dimensional rotations: $\frac{d \mathbf{R}}{d t} = [\omega]_x \mathbf{R}$. The solution to the ODE is given by $\mathbf{R}(t) = \exp(-[\omega]_x t) \mathbf{R}(0)$, where ‘exp’ denotes the matrix exponential function.

Now consider the distance metric in Eq. (5) where we replace the known rotations with the corresponding rotational rate tracks, given some arbitrary initial rotation $\mathbf{R}(0)$:

$$\mathbf{R}(t)^T \mathbf{R}(t') = \left[\int_0^t [\omega(\tau)]_x \mathbf{R}(0) \, d\tau\right]^T \left[\int_0^{t'} [\omega(\tau)]_x \mathbf{R}(0) \, d\tau\right]$$

$$= \int_t^{t'} [\omega(\tau)]_x I \, d\tau.$$  (7)

Considering a piece-wise constant rotational rate (infinitesimal rotations), we can leverage the previous time-invariant solution to the ODE. For a collection of time-stamped angular velocity (gyroscope) observations $\{(t_k, \omega_k)\}_{k=1}^T$ between time instances $t_i$ and $t_j$, we can thus write down the distance function

$$d_{\text{gyro}}(t_i, t_j) = \sqrt{\operatorname{tr}(I_3 - \prod_{k=i+1}^{j} \exp(-[\omega_k]_x \Delta t_k))},$$  (8)

where $\Delta t_k = t_k - t_{k-1}$. We disregard any possible additive or multiplicative biases in this distance metric, and simply assume the gyroscope to be suitably calibrated.

Fig. 2b shows the covariance matrix based on the full cross-distance matrix corresponding to the KITTI sequence 2011_09_26_drive_0003_sync, which consists of 144 frames with path like Fig. 2a. However, instead of the full cross-distance, we want to leverage the path distance in a Markovian fashion. Thus we define the cumulative pose-to-pose distance as $s_i = \sum_{j=1}^{i} d_{\text{gyro}}(t_{j-1}, t_j)$. We now propose a kernel
TABLE I. Ablation experiment results on two data sets. $\kappa_t$ denotes the time-decay kernel, $\kappa_{\text{gyro}}$ the gyroscope kernel, and $\kappa_{\text{pose}}$ the pose kernel. Results show that the prior is always helpful, and that the gyro kernel can perform close to the full pose kernel.

| Models                     | KITTI D1-all | KITTI Avg-all | ZED SSIM | ZED PSNR |
|---------------------------|-------------|--------------|---------|---------|
| No prior                 | 1.4134      | 0.6780       | 0.8770  | 32.7741 |
| $\kappa_t$               | 1.1553      | 0.6214       | 0.8755  | 32.7658 |
| $\kappa_{\text{gyro}}$  | 1.0846      | 0.6163       | 0.8797  | 32.8471 |
| $\kappa_t \cdot \kappa_{\text{gyro}}$ | 1.1339   | 0.6189       | 0.8973  | 32.8246 |
| $\kappa_{\text{pose}}$  | 1.0749      | 0.6108       | 0.8800  | 32.8512 |

(b) Ablation study for PSMNet-fg

| Models                     | KITTI D1-all | KITTI Avg-all | ZED SSIM | ZED PSNR |
|---------------------------|-------------|--------------|---------|---------|
| No prior                 | 1.3878      | 1.1722       | 0.8536  | 32.2463 |
| $\kappa_t$               | 1.3607      | 1.1694       | 0.8536  | 32.2451 |
| $\kappa_{\text{gyro}}$  | 1.3665      | 1.1698       | 0.8537  | 32.2468 |
| $\kappa_t \cdot \kappa_{\text{gyro}}$ | 1.3814   | 1.1715       | 0.8538  | 32.2487 |
| $\kappa_{\text{pose}}$  | 1.2825      | 1.1542       | 0.8527  | 32.2352 |

We implemented our framework with the three different kernels and two architectures in PyTorch. To combine proposed prior kernels with the two representative models, for DispNetC we re-implemented it in PyTorch, using a pre-trained model on SceneFlow by [31] and fine tuned the model on KITTI-2015 for 150 epochs (denoted ‘DispNetC-ft’ in the tables). For PSMNet we used the original code and pre-trained models on SceneFlow and KITTI-2015 provided by the authors. As our method needs to be applied to sequences, the common benchmarks KITTI-2012, KITTI-2015, and Middlebury for disparity estimation are not ideal. Therefore we considered the KITTI depth train/validation split, using focal lengths, camera baseline, and depth labels to generate ground truth disparity maps for training and testing. We use the training set of KITTI depth to fine tune the encoder–decoder and train hyperparameters for the GP kernels jointly (denoted ‘DispNetC-ft-seq-gp’ in the tables). And to test whether the kernel can be applied to pre-trained models directly without joint training, we directly use the learned hyperparameters (see DispNetC-gp, DispNetC-ft-gp, PSMNet-gp, PSMNet-ft-gp in the Table II).

There are 138 sequences in the KITTI depth training set, and to jointly train the GP hyper-parameters with the encoder–decoder models, we use mini sequences which consist of three stereo pairs during training. To enable models to learn longer length-scale within fixed-length mini sequences, we randomly decide the interval length between frames. Thus there are 42,671 training mini-sequences in total. We trained with all kernels for 4 epochs.

A. Ablation study

We conducted ablation experiments for comparing the performance of three different prior kernels: the full pose kernel $\kappa_{\text{pose}}$ (based on Eq. (4), see [32]), our new gyroscope kernel $\kappa_{\text{gyro}}$ in Eq. (9), and a time-decay kernel $\kappa_t$ in Eq. (3). The time-decay model can even be seen as a baseline as it can be interpreted as a trained low-pass filter. Fig. 3 shows the computed distance matrices for the three kernel separately, where our Markovian gyroscope distance effectively captures similar pattern as the pose distance, but without access to the pose information.

Table I presents results on both KITTI Depth and ZED evaluation sets (presented in detail in Secs. IV-B and IV-C, respectively). In each case, the hyperparameters of the GP kernels were jointly trained with the corresponding architecture. Almost all kernels lead to better results compared to the basic architectures on KITTI, which demonstrates that introducing temporal prior knowledge among sequences is always helpful. As pose distance encodes more geometry information, the $\kappa_{\text{pose}}$ should be the most informative prior, so it also has the best performance on both data sets for DispNetC. In contrast, the time-decay kernel $\kappa_t$ is more limited as it only consider time without any geometry context. Though our proposed $\kappa_{\text{gyro}}$ utilizes only angular rotation rates rather than the full camera pose, it still achieves comparable results with $\kappa_{\text{pose}}$. We also test a product kernel between the gyro and time-

IV. EXPERIMENTS

We present extensive evaluation of the movement-induced setup. The experiments section is split into three: We provide a comprehensive ablative study in Sec. IV-A for evaluating different kernels. Sec. IV-B focuses on showing the benefits of the novel and lightweight gyroscope-kernel on KITTI data which includes ground truth. Finally, we bring over these benefits to handheld movement and lower quality inputs from a ZED camera in Sec. IV-C.
 decay which can be helpful for scenes with dynamic content and significant translation over time.

B. Evaluation on KITTI

For evaluation on KITTI, there are 13 sequences which include 3426 left–right pairs. We use both Average end-point-error in total (Avg-all) and percentage of outliers (estimation error is larger than 3 px and larger than 5% of the ground truth disparity at this pixel) averaged over all ground truth pixels (D1-all), to measure the performance.

Table II shows the performance on the KITTI depth validation data set. All ‘-gp’ models in the table correspond to the proposed novel gyroscope kernel Eq. (9). All baseline models that were only pre-trained with synthetic data suffer from domain shift, and the artifacts lead to a high error rate. According to the EPE metric, introducing our prior information makes improvement for both pre-trained DispNetC and pre-trained PSMNet. For PSMNet, as the baseline model have particular high error rate, there are several sequences have similar artifacts every frame, so our fusion scheme will lead to higher error rate in this case. But if the artifacts only appear in several frames in the whole sequences, our method can fix artifacts automatically. Fig. 4 shows how our method alleviates the artifacts. Models with tag ‘-ft’ are fine tuned on KITTI-2015; the results show that after fine tuning all models adapt to the new domain, while our method can still improve the performance further based on that. The tag ‘-ft-seq’ corresponds to models with training from pre-trained model with KITTI depth sequences. Because of the larger size of training samples, the resulting baseline models get the best performance, and even the room for improvement becomes limited, the prior can still refine the results.

During inference, the frame rate for the PyTorch-implemented DispNetC is 154.3 fps, and after adding the GP prior the frame rate is 50.6 fps. The frame rate for PSMNet is 3 fps, and after using the GP prior the frame rate is 3.1 fps. The additional runtime introduced by the GP regression per frame is \( \sim 0.01 \) s, which shows that the method is time-efficient.

C. Evaluation on ZED

As most sequences in KITTI are moving straight at near constant speed and scenes share similar structure, we also sought more varied motion and environments for testing. Due to lack of suitable public data sets, we collected five indoor sequences by using a hand-held ZED stereo camera (https://www.stereolabs.com), which provides both left/right image pairs and tracking information. The resolution of collected pairs is \( 1280 \times 720 \) and the capture rate is 10 fps. There are 2194 test pairs in total. The full-pose information is also provided by the sensor, and to evaluate our proposed gyroscope-kernel, we derivate the angular velocities by converting the quaternion sequences. This data illustrates the kind of challenging motion and varied use cases that, e.g., smartphone data would feature.

However, since there is no depth sensor on the ZED camera, there is no ground truth depth/disparity map provided. In that case, to evaluate results, we use predicted disparity maps and the right images to synthesize left images, and then use structural similarity (SSIM) and peak signal-to-noise ratio (PSNR) to measure the similarity between warped left images and original left images. For these metrics, larger numbers mean higher similarity, which indicates higher quality of predictions. Specifically, the SSIM is given by

\[
SSIM(x, y) = \frac{(2\mu_x\mu_y + c_1)(2\sigma_{xy} + c_2)}{(\mu_x^2 + \mu_y^2 + c_1)(\sigma_x^2 + \sigma_y^2 + c_2)},
\]

where for each input windows \( x \) and \( y \), the \( \mu_x \) and \( \mu_y \) are the average and \( \sigma_x^2 \) and \( \sigma_y^2 \) are variances over windows \( x \) and \( y \) correspondingly, \( \sigma_{xy} \) denotes the cross-covariance. We use constants \( c_1 = 0.01^2 \) and \( c_2 = 0.03^2 \). The other metric is PSNR\((x, y) = 20\log_{10}\left(\frac{\text{MAXI}}{\text{MSE}}\right)\), where MAXI is the maximum possible pixel value of the image (here is 255) and MSE is the mean squared error over inputs \( x \) and \( y \).

In Table II, almost all models present similar trends on both KITTI and ZED data sets. For DispNet the fusion always helps. For baseline models that suffer from domain shifting, it is difficult to boost the performance by only fusing the latent code. After jointly training the GP kernel and the encoder–decoder, though the training set is still different from evaluation domain, the results get better. And we have more results in Sec. IV-A to show that introducing prior can be beneficial for PSMNet without re-training.

| Model            | SceneFlow | Training set          | GP used during Training | ZED       |
|------------------|-----------|-----------------------|-------------------------|-----------|
|                  | KITTI-2015| KITTI Depth           |                         |           |
| DispNetC         | ✓         | ✓                     | 15.8510                 | 0.88546   |
| DispNetC-gp      | ✓         | ✓                     | 14.5620                 | 0.8592    |
| PSMNet           | ✓         | ✓                     | 60.0773                 | 0.8002    |
| PSMNet-gp        | ✓         | ✓                     | 60.9546                 | 0.7966    |
| DispNetC-ft      | ✓         | ✓                     | 3.8739                  | 0.8716    |
| DispNetC-ft-gp   | ✓         | ✓                     | 3.1305                  | 0.8797    |
| PSMNet-ft        | ✓         | ✓                     | 1.3878                  | 0.8536    |
| PSMNet-ft-gp     | ✓         | ✓                     | 1.3665                  | 0.8537    |
| DispNetC-ft-seq  | ✓         | ✓                     | 1.4134                  | 0.8716    |
| DispNetC-ft-seq-gp | ✓     | ✓                     | 1.0939                  | 0.8797    |
| PSMNet-ft-seq    | ✓         | ✓                     | 0.5391                  | 0.8827    |
| PSMNet-ft-seq-gp | ✓         | ✓                     | 0.5350                  | 0.8829    |

Due to lack of suitable public data sets, we collected five indoor data sets. Tag ‘-gp’ means using the gyroscope-driven GP at test time, ‘-ft’ means models are fine tuned on KITTI-2015, ‘-seq’ means using the KITTI depth training sets as training sets. For Error rate and EPE (D1-all and Avg-all), lower number is better; for SSIM and PSNR, larger number is better.
Fig. 4. Example sequence from KITTI 2011_09_26_drive_0095_sync. Both the DispNetC and PSMNet pre-trained from synthetic data show artifacts, and our prior helps to alleviate them. The accompanying faster-sampled gyroscope data from the KITTI data set is visualized on the top with the circles marking the frame timings of the these five frames. For comprehensive quantitative results, see Tables I and II.

Fig. 5. Example frames from sequences collected with a ZED camera and results with DispNetC. Using priors helps in texture-less regions like the table and the wall (see red boxes). Here the full pose-kernel can be seen as close to ground truth, and the gyro-kernel performance matches it well, even if the requirements for it are more lightweight.

V. DISCUSSION AND CONCLUSION

In the paper, we showed that introducing temporal priors for state-of-the-art deep stereo methods can improve performance, and proposed a novel movement-induced kernel that only needs angular rates rather than full camera pose. Our latent-space fusion strategy can be applied to almost all existing learning-based stereo matching methods to regularize the cost volume. Thus this work provides a complementary track for improving deep stereo estimation. In the experiments, we demonstrated that the technique can both be incorporated with pre-trained model directly or can be used in fine-tuning pre-trained models and GP hyperparameters jointly. Our qualitative results show that leveraging movement-induced priors can help alleviate artifacts caused by domain shift via enforcing temporal consistency.

As the method mainly aims to solve the inconsistency among frames in sequences, one limitation is that if the baseline predictions on all frames are wrong, the prior cannot boost performance as they are consistently bad already. Another limitation is that we only consider the movement of cameras, and disregards dynamic objects. Dealing with those dynamic objects can be a direction for future work.

The codes will be made available at https://github.com/AaltoVision/movement-induced-prior.
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Supplementary Material for
Movement-induced Priors for Deep Stereo

APPENDIX

This is the supplementary material for ‘Movement-induced Priors for Deep Stereo’. The supplementary material comprises this appendix and an associated video supplement.

We present the relevant parts of the architecture of the models considered as encoder–decoders in the main paper: DispNetC [1] and PSMNet[4].

A. Architecture details of DispNetC

Following [1] and [12], the architecture details of the DispNetC model used in the first encoder–decoder setup in the main paper are described in Table III. We only summarize the model in form of a table as it directly conforms the setup in Fig. 1.

For the 1D correlation layer, the neighborhood size is $D = 2d + 1$, while the maximum displacement is $d = 40$. The correlation of two pixel at $x_1$ in the left map and $x_2$ in the right map is computed by the scalar product of two feature vectors $c(x_1, x_2) = \langle f_1(x_1), f_2(x_2) \rangle$.

We split the original DispNetC into an encoder and decoder. The encoder part consists of convolutions conv1 to conv6b, and in the decoder part upconvolutions (upconvN), convolutions (iconvN, prN) are alternating. Our GP kernel will only be applied to the output of the encoder conv6b, while other parts remain unchanged.

B. Modified architecture of PSMNet

The second model architecture considered in the main paper was PSMNet [4]. The setup for PSMNet is more involved as the re-casting of the model into an encoder–decoder formulation (refer to Fig. 1 for the basic setup of our model) leaves more freedom.

Fig. 6 shows both the architecture of the original PSMNet with our modifications. We have only revised the stacked hourglass module, and the prior is assigned to the first encoder–decoder of the three-part hourglass chain. As shown in Fig. 6, all outputs of the first encoder among the sequence will be used to compute $z_i$ via GP regression, and the $z_i$ will feed the following decoder.

C. Conversion of orientations to angular rates

In order to avoid gimbal-lock and to streamline handling of rigid motions, quaternions provide a commonly used representation of rotations in three-dimensional space. In the experiments in the main paper, we leveraged pose information provided by the ZED camera for evaluating the pose-kernel. However, the proposed gyroscope-kernel uses angular velocities (what a three-axis gyroscope would provide) and in order to run direct comparisons between the methods, we wanted to backtrack the generating angular velocities from the ZED camera poses.

For reference, we provide the following short derivation of the conversion of orientation unit quaternion sequences to angular velocities.

We represent rotations as unit quaternions that can be represented as 4-dimensional vectors $q(t) \in \mathbb{R}^4$ such that $q = (q_w, q_x, q_y, q_z)$ and $\|q\| = 1$. The time derivative will be

$$\dot{q}(t) = \frac{d}{dt} q(t) = \lim_{\delta \to 0} \frac{q(t + \delta) - q(t)}{\delta} \quad (11)$$

We now denote the angular velocity as $\omega(t) \in \mathbb{R}^3$, which following the logic in also presented in the main paper, drives the differential rotation

$$q(t) = \frac{1}{2} q(t) \odot \left( \frac{0}{\omega(t)} \right) \quad (12)$$

| Name | Kernel | Str. | Ch I/O | Input |
|------|--------|------|--------|-------|
| conv1L | 7×7 | 2 | 3/64 | left image |
| conv1R | 7×7 | 2 | 3/64 | right image |
| conv2L | 5×5 | 2 | 64/128 | conv1L |
| conv2R | 5×5 | 2 | 64/128 | conv1R |
| corr | — | — | conv2L, conv2R |
| conv3a | 5×5 | 2 | 64+1/256 | redir +corr |
| conv3b | 3×3 | 1 | 256/256 | conv3a |
| conv4a | 3×3 | 2 | 256/512 | conv3b |
| conv4b | 3×3 | 1 | 512/512 | conv4a |
| conv5a | 3×3 | 2 | 512/512 | conv4b |
| conv5b | 3×3 | 1 | 512/512 | conv5a |
| conv6a | 3×3 | 2 | 512/1024 | conv5b |
| conv6b | 3×3 | 1 | 512/1024 | conv5b |
| pr6 | 3×3 | 1 | 1024/1 | conv6b |
| upconv5 | 4×4 | 2 | 1024/512 | conv6b |
| iconv5 | 3×3 | 1 | 512/21 | upconv5 + pr6 + conv5b |
| pr5 | 3×3 | 1 | 512/1 | iconv5 |
| upconv4 | 4×4 | 2 | 512/256 | iconv5 |
| iconv4 | 3×3 | 1 | 768/256 | upconv4 + pr5 + conv4b |
| pr4 | 3×3 | 1 | 256/1 | iconv4 |
| upconv3 | 4×4 | 2 | 256/128 | iconv4 |
| iconv3 | 3×3 | 1 | 358/128 | upconv3 + pr4 + conv3b |
| pr3 | 3×3 | 1 | 128/1 | iconv3 |
| upconv2 | 4×4 | 2 | 128/64 | iconv3 |
| iconv2 | 3×3 | 1 | 193/64 | upconv2 + pr3 + conv2L |
| pr2 | 3×3 | 1 | 64/1 | iconv2 |
| upconv1 | 4×4 | 2 | 64/32 | iconv2 |
| iconv1 | 3×3 | 1 | 97/32 | upconv1 + pr2 + conv1L |
| pr1 | 3×3 | 1 | 32/1 | iconv1 |
Solving for unknown angular velocity gives

$$\omega(t) = \text{Im}[2 \, q^* \circ \dot{q}(t)],$$

(13)

where $q^*$ is quaternionic conjugation of unit quaternion $q$, the operator $\circ$ is the quaternion product, and $\text{Im}$ means extracting the imaginary part of the quaternion $((q_x, q_y, q_z) = \text{Im}[(q_w, q_x, q_y, q_z)])$. We then use finite differences of observed pose rotations in the ZED data to calculate the angular velocities.