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Abstract

Children benefit from lift-the-flap books by taking on an active role in guessing what is behind the flap based on the context. In this paper, we introduce lift-the-flap games for computational models. The task is to reason about the scene context and infer what the target behind the flap is in a natural image. Context reasoning is critical in many computer vision applications, such as object recognition and semantic segmentation. To tackle this problem, we propose an object-centered graph representing the scene configuration of the image where each node corresponds to a group of objects belonging to the same category. To infer the target’s class label, we introduce an object-centered graph network model consisting of two sub-networks. The classification sub-network takes the complete graph as input and outputs a classification vector assigning the probability for each class. The reinforcement learning sub-network exploits the class label dependencies and learns the joint probability among objects in order to generate multiple reasonable answers for the missing target. To evaluate our model’s performance, we carry out human behavioral experiments for lift-the-flap games as a benchmark. Our model makes reasonable inferences compared to humans, and significantly outperforms all the null models. We also demonstrate the usefulness of our object-centered graph network model in context-aware object recognition and target priming in visual search.

1. Introduction

The tiny object on the table is probably a spoon, not an elephant. In the real world, objects do not appear in isolation. Instead, they co-vary with other objects in particular environments. Humans have the ability of exploiting contextual associations among objects in the environment. Contextual analysis, as the statistical summary of these relationships among objects, provides a complementary and effective source of information for perceptual inference tasks, such as object detection [37, 31, 14, 38, 24], scene classification [12, 39, 45], semantic segmentation [45], and visual question answering [35].

One example of how contextual information can be incorporated during recognition is lift-the-flap books, where children make guesses about what is behind the flap based on the context and check their answers by lifting the flap. We adopt the constructivist learning paradigm [17] as a computational model to solve lift-the-flap challenges. Through lift-the-flap images, the model can learn the
statistical summary of scene context via reinforcement learning and supervised learning. Figure 1 illustrates the schematic of lift-the-flap games. Given a natural image with the target blocked by the flap, the goal of the game is to reason about the scene context and infer what the target is out of a pre-defined set of object classes.

David Marr’s object-centered approach to the study of vision has been highly influential [27]. In his approach, the positions of all objects in the scene are encoded with respect to a set of axes and an origin centered on the selected object. For example, from a computer monitor’s point of view, there is typically a mouse on its left and the mouse’s size is often smaller than the monitor itself. Physiological and neuropsychological results have supported the existence of such representations in humans and monkeys [6, 3]. Over viewer-centered representations, object-centered models are invariant to absolute object positions and area sizes at the pixel levels. Likewise, the combinatorial explosion due to multitude of imaginable views would lead to the rejection of viewer-centered representations. Inspired by this theory, we construct scene layouts in object-centered views and select the center of the blocked-out target as the origin. The positions and areas of other objects in the image can then be normalized with respect to the target. Mathematically, we formulate the scene layout as an object-centered graph. There are $C$ nodes representing each object class and $K$ node features including relative position, area, number of object instances in that class, and spreadness which describes the spatial distribution of these objects.

In contextual inference, there could be multiple reasonable answers. For example, in Figure 1, although the target is a bus (which can be obtained from the ground truth image), a car or a truck are also reasonable answers. While traditional multi-label classification approaches could train independent category classifiers and employ ranking or thresholding [42], they fail to exploit the predicted class label dependencies. Thus, in addition to classification, we introduce deep reinforcement learning on incremental graphs to encourage our model to explore all “reasonable” inferences by sequentially linking all nodes together and exploiting correlations among multiple predicted object classes. There are two advantages of making contextual inferences in a sequential manner. First, adding additional nodes on incremental graphs enables our model to pay attention to different object classes at each inference step. Second, inferring targets sequentially improves generalization because it explicitly exploits higher-order object relations and increases the number of training samples via rich permutations of node presentations. To avoid reward sparsity [20] during reinforcement learning, we provide intrinsic rewards as incentives at each inference step to ensure that our model learns the joint probability among object classes.

We design behavioral experiments to measure human performance in lift-the-flap games as a benchmark to evaluate our model. Our model performs contextual reasoning comparably well as humans and significantly outperforms other null models. Qualitative results suggest that our model makes multiple reasonable inferences even in cases where subjective solutions may not match the exact ground truth class. In the experiments, we demonstrate the usefulness of our object-centered graph network model in computer vision applications, such as context-aware object recognition task and target priming in visual search task.

In sum, our paper makes the following contributions:

- We introduce lift-the-flap games for computational models to learn context reasoning during the game.
- To model scene context, we propose object-centered graph representations. With respect to the blocked-out target in the image, all objects and their associations contribute to the model’s inference process irrespective of their absolute area sizes and positions at the pixel levels.
- To learn multi-label joint probability for the blocked-out target in context reasoning, we introduce a deep-Q-network on incremental graphs. During training, intrinsic rewards at each inference step motivate our model to pay attention to different nodes, exploit higher-order object correlations and improve generalization ability of target inference.
- We contribute behavioral experiments of lift-the-flap games for humans as a benchmark. Experimental results suggest that the accuracy of our model in context reasoning is comparable to human performance.

2. Related Work

We summarize context-aware computer vision applications and computational models of structural inference using graphs.

2.1. Role of Context in Computer Vision

Contextual reasoning about objects and relations is critical to machine vision. Here, we briefly summarize a few representative works in each application domain. A number of approaches employ contextual information in order to improve object detection [31, 14, 38, 24]. The types of contexts can be exploited in the form of global scene context [38], ground plane estimation [31], geometric context in the single image [14], relative location [8], 3D layout [22], and spatial support and geographic information [10]. In [12, 45, 21], researchers propose Conditional Random Field (CRF) models that reason jointly across multiple computer vision tasks in image labeling and
scene classification. Additionally, [30] studies the role of context in both object detection and semantic segmentation tasks, demonstrating improved performance in both tasks compared to raw image features. Recently, several neural network architectures incorporating contextual information have been successfully applied in object priming [37], place and object recognition [43, 39], object detection [24] and visual question answering [35].

In contrast to all these works designing specific contextual reasoning frameworks for different computer vision applications, we propose a generic computational model for contextual reasoning which can act as a separate functional module and combine with state-of-the-art computer vision models for various applications.

2.2. Structural Inference with Graphs

There are several interesting approaches to address the problem of combining graphical models with deep neural networks for structural inference, primarily in structured prediction tasks [26, 5, 4, 35, 15, 2, 44]. [15] designs a structured model to improve classification performance by leveraging relations among scenes, objects and their attributes. A structured inference model is also used in [5, 7] for analyzing relations in group activity recognition. Several works, like Structural-RNN [16] and Interaction Net [2], combine the power of spatiotemporal graphs and sequence learning, and evaluate the model from motion prediction to object interactions. [4] proposes DeepLab which inputs the response at the final layer of a deep neural network to CRF model for semantic image segmentation. Subsequently, [32, 46] transforms the CRF model into a Recurrent Neural Network in an end-to-end fashion.

Breaking away from previous work where graphs are constructed in a view-dependent manner, we focus on object-centered graphs which are invariant to absolute object positions and area sizes at pixel level. In addition to tackling context reasoning problems using supervised learning like previous works, we propose a complementary sub-network via reinforcement learning which learns to capture the joint-probability among object classes while predicting multiple labels for the blocked-out target.

3. Our Model

We first provide an overview of our proposed model, Object-Centered Graph Network (OCGN) (Figure 2), followed by a detailed description of its architecture.

3.1. Architecture Overview

Given a natural image I with a target region blocked out, we retrieve the ground truth bounding boxes and class labels of all visible objects in the image. We formulate the scene layout as object-centered graphs and set the blocked-out target as the origin. The positions and areas of all objects can then be normalized with respect to the target region. In the graph, each node represents one object class containing features of all object instances belonging to that class.

Our proposed OCGN model consists of two sub-networks: graph classification network (GCN) and graph deep-Q-network (GDQN). In GCN, the network takes the object-centered graph as input and outputs a classification vector which assigns the probability that the target region contains an object of each class. As we also want our model to predict multiple reasonable answers that are close to the ground truth, we motivate the model to learn class label dependencies by deciphering class-to-class relations on incremental graphs where one more node is added to the graph at each inference step t. Contextual reasoning in a sequential manner enables GDQN to focus on different object classes at every inference step t and improve its generalization ability by explicitly exploiting higher-order object class relations on rich permutations of node presentation sequences. GDQN outputs the predicted Q-value for each action where each action corresponds to a class label. To avoid reward sparsity [20], GDQN accumulates intrinsic rewards on incremental graphs until the graph covers all objects in the image. We define the rewards as a function of degree measuring how reasonable the predicted class is compared with the ground truth. At the last inference step T, we fuse the predicted Q values from GDQN with the classification vector from GCN via element-wise multiplication. The class with the maximum belief is the inferred target’s class label.

3.2. Object-Centered Graph

There are C object classes in total. In the image I, we define the object-centered graph $G = (D, E, R)$ as an attributed, directed graph with its nodes $D$ always pointing from the central node $d_c$ (the blocked-out target region) to other nodes $d_j$ (groups of object instances belonging to class $C_j$). In lift-the-flap games, we deal with object-centered static graphs and there are no motion dynamics. Thus, we can greatly simplify the graph representation $G$ as a matrix of size $C \times K$ with all its $K$ features of neighboring nodes $d_j$ normalized with respect to $d_c$.

We assume that there are $N$ known objects on the image I where $o_i \in \{o_1, o_2, ..., o_N\}$ and the blocked-out target region $o_c$. Each object $o_i$ has the following attributes: position $(px_{o_i}, py_{o_i})$ normalized with respect to the width and height of the image I, its area size $A_{o_i}$, normalized with respect to the total size of the image I and its class label $c_{o_i}$.

We group all objects $o_i$ having the same class label and extract their features for node $d_j$. A tuplet with $K = 6$ entries describes the node features: relative position $(p_{j1}, p_{j2})$, area size $p_{j3}$, spatial distribution $(p_{j4}, p_{j5})$, and number of object instances $p_{j6}$ belonging to class $C_j$.
In lift-the-flap games, although there is only one correct answer to the blocked-out target in the image $I$, there could be multiple subjective answers which are also reasonable. The classification loss in Eqn. 8 penalizes all the wrong predictions equally. In order to encourage our model to actively explore all subjective answers and learn the object class label dependencies, we propose a deep-Q-network on graphs. Complementary to GCN, it estimates the multi-label joint distribution by exploiting class-to-class correlations in a sequential manner.
Deep reinforcement learning has achieved notable successes in various tasks, such as robotic control [1] and the game of Go [33]. In particular, deep-Q-network [29] is a scalable model-free approach which maps current states to an action space by predicting the Q-values for each action. During training, the agent interacts with the environment via a set of actions and learns the best policy which maximizes cumulative rewards.

In context reasoning, we present GDQN with the incremental graph $G_t$ as the states of the environment. At each inference step $t$, one more valid node is added to the existing graph until there is no more valid node left. This facilitates GDQN to focus on different object classes in the image during target inference and improves its generalization ability in contextual reasoning. During training, the sequence of valid node presentation is randomized to prevent overfitting and encourage exploitation of higher order class-to-class correlations.

GDQN is a feed-forward fully-connected neural network with parameters $\theta$. It outputs the predicted Q values over all actions. We define the action space $a_i$ to be $C$ classes where $i = \{1, 2, 3, ..., C\}$. In other words, GDQN has to make inferences about what the blocked-out target is given the incremental graph $G_t$ at each inference step $t$.

To measure how reasonable the inferred target class $c_t$ is compared with the ground truth class $c_g$ at inference step $t$, we define an intrinsic reward $r_t$ as a function $f_r(\cdot)$:

$$r_t = f_r(c_t, c_g) = 1 - \frac{f_w(c_t, c_g)}{\max_{j \in C} \{f_w(c_j, c_g)\}} \quad (9)$$

where $f_w(\cdot)$ is a function returning the number of traversing words between the target class label and the ground truth label based on WordNet [28]. WordNet is a lexical dataset in a hierarchical tree structure for English language.

To avoid the two divergence problems in deep reinforcement learning: high correlations between adjacent experiences, and easy-forgetting of past learning experiences, we adopt the same strategy of memory replay as [29]. We randomize the sequence of episodes in the memory and update $\theta$ to $\theta^-$ with frequency $f_M$. The loss function for GDQN is defined as below:

$$L_Q = (r_t + \gamma \max_{c_t} Q(G_{t-1}, c_t, \theta^-) - Q(G_t, c_t, \theta))^2 \quad (10)$$

where $\gamma$ is the discount factor.

3.5. Implementation Details

Both GCN and GDQN have the same network architecture but the weights are not shared between each other. Both networks consist of 5 fully-connected (fc) blocks (fc + relu activation): fc1 (4096), relu, fc2 (2048), relu, fc3 (1024), relu, fc4 (1024), relu, and fc5 ($C$).

We train both sub-networks, GCN and GDQN, separately. In GCN training, we take inputs of batch size 256 and train the network using Adam optimizer [18] with learning rate 0.0005. In GDQN training, we take inputs of batch size 512, and train the network using RMSprop optimizer [36] with learning rate 0.00025. We set the replay memory size as 2,500, the network parameter $\theta$ update frequency $f_M = 1,000$ and the discount factor $\gamma = 0.95$. We will make our source code, pre-trained models, and human behavioral experiment data publicly available upon publication.

4. Experiments

4.1. Datasets

Dataset for Behavioral Experiments from MSCOCO
We analyze images from the MSCOCO Dataset [23] spanning 80 object categories including cars, dogs, clocks, etc. This dataset has been widely used for object recognition and detection [23]. We use all images from the MSCOCO training set for training and validation. On every training image, each object can be blocked out as the missing target, which results in roughly 570,000 object-centered graphs. In the MSCOCO validation set, we randomly select 573 natural images for human behavioral experiments. To avoid memory effects, we choose ONLY one missing target on every test image; otherwise, the same human subject may be presented with the same image twice but with a different blocked-out target each time. Meanwhile, we make sure there is no bias in object class distributions. Within each class, the number of test images with different ratios of contextual information versus blocked-out target size is uniform.

We design the human behavior experiments on the selected 573 test images from MSCOCO Dataset. See schematic in Figure 3a and Supplementary Material for more implementation details.

PASCAL Dataset
To scale up our test set, we also include all the images from the training set in PASCAL Dataset [11] except for those images containing one single object. The PASCAL Dataset spans over 20 object categories and contains rich annotations for object recognition and segmentation tasks. As these 20 object categories are a subset of the 80 ones from the MSCOCO Dataset, we directly test our pre-trained model from MSCOCO Dataset on these images without any fine-tuning. During the target inference, we treat the remaining 60 classes as invalid classes and exclude them for evaluation.

4.2. Evaluation Metrics

We evaluate our OCGN model on MSCOCO and PASCAL Datasets using the typical classification accuracy measure. As we are interested in studying the role
of context in the target inference process, we report the contextual reasoning accuracy, i.e. top-1 classification accuracy, as a function of context-object ratio. Given an image $I$, the context-object ratio is defined as the total area of the image EXCLUDING the missing target size divided by the missing target size. For example, the context-object ratio of 1 implies equal context and target sizes in the image.

### 4.3. Comparative Null Models

We compare our model with several alternative null models and report their performance in Figure 3. In all cases, the alternative models predict the class probability for the missing target.

**Chance.** We consider a model where the predicted class is chosen at random. As there are 80 classes in MSCOCO Dataset and 20 in PASCAL Dataset, the accuracies at chance are 1/80 and 1/20 respectively.

**DecisionTree.** A decision tree [9] is a tree-structured model of decisions and consequences. It has been commonly used in the machine learning literature. In each image, the tree takes the vectorized object-centered graph $G$ as input and outputs the predicted class label.

**ClassiGray.** A naive way of inferring the class label is to perform classification directly on the natural image with the missing target. We fine-tune state-of-the-art 2D-Convolution Neural Networks for object recognition, including VGG16 [34] (ClassiGray-vgg16) and ResNet [13] (ClassiGray-resnet), using cross-entropy loss on the natural images where the targets are blocked out. To be consistent with human behavioral experiments, all natural images are in grayscale.

**ClassiCat.** The object-centered graph is constructed based on the ground truth bounding box labels of the image. For fair comparison, we segment the image based on ground truth labels and assign a pre-defined grayscale value to each class, background, and the blocked-out target region respectively. We fine-tune state-of-the-art object recognition networks including VGG16 [34] (ClassiCat-vgg16) and ResNet [13] (ClassiCat-resnet) on these segmented images using cross-entropy loss and test its classification performance on the test set.

### 4.4. Results on Context Reasoning

Figure 3 shows human and model performance in context reasoning on MSCOCO Dataset (Figure 3b) and PASCAL Dataset (Figure 3c).

It is observed that the performance of both humans and all models improves monotonically with increasing context-object ratio. This reveals the important role of context in structural inference.

In Figure 3b, in-lab subjects (red, dash line) are able to infer the missing target with 31% accuracy when the context-object ratio is 3.4 on average and 55% at the context-ratio of 77. The turkers’ performance (red, solid line) is consistent with in-lab subjects’ performance in terms of target inference accuracy of 29% and 51% at the context-ratio of 3.4 and 77 respectively. The contextual reasoning task is quite hard, as indicated by the maximum
performance of 51% for humans. In other words, subjects cannot correctly infer what the object is in half of the trials. We provide analysis on the patterns of mistakes that humans make in Supplementary Material. It is observed that though the inferred target class labels do not exactly match with the ground truth, they are still “reasonable” in terms of word-to-word distances. For example, the ground truth target is a bus in Figure 1 but a car is also a reasonable guess compared to guessing an elephant.

Our **OCGN** model (blue) performs competitively well with humans and surpasses all the alternative null models. On MSCOCO Dataset, it achieves the target inference accuracy as high as 34% at the context-object ratio of 3.4 and 50% at the ratio of 77. We should be cautious that the comparable performances between humans and our model cannot be over-interpreted, as humans have the freedom to describe the missing target using any nouns, while our model has to infer the target’s category out of a pre-defined set of object classes.

Across both datasets, all the alternative null models outperform Chance (black), which implies that they all capture some essential features for context reasoning. ClassiGray (brown) is the most direct approach for tackling context reasoning, but its performance is the lowest among all null models. It is possible that although 2D-Convolution Neural Network takes spatial information into account at the pixel levels, it fails to capture the scene configuration in a holistic viewpoint with higher level class correlation structure. With the ground truth segmentation information given, ClassiCat (green) is still inferior to ours because our model could analyze the scene configurations in a view-independent fashion. Lastly, classification on graphs using decision tree (cyan) does not perform as well as our model. This confirms that deep neural networks can automatically learn the graph patterns in the high-dimensional space for contextual reasoning.

In Figure 4, we provide two qualitative examples of the top-5 inferred target’s class labels on each incremental graph $G_t$. These visualization examples help us gain insights of the contextual inference process of our OCGN model. For example, in the first visualization result (first two rows), given only two forks (Column 2, $t = 1$), our model infers there is probably a dining table. It is also observed that the other top three inferred object classes (cake, pizza, sandwich) are from food super-category. All these predictions are reasonable guesses which suggest that our model captures the multi-label joint probability from GDQN even with little contextual information. As more
valid nodes are added to the graph $G_t$, our model updates its belief from a relatively uniform posterior distribution (Column 2, $t = 1$) to a multimodal distribution (Column 3, $t = 2$). When there is a dining table covering most part of the image (Column 5, $t = 4$), the model updates its belief to the correctly inferred target class (cake). With the addition of the bowl on the table, it changes the overall distribution though the mode of the distribution remains. What is also interesting is that our model seems to learn the consistency effect of context: given a bowl on the table, its nearby object is also probably a bowl or at least similar types of containers (Column 6, $t = 5$).

We use t-SNE visualization method [25] to map latent graph representations into a 2D space and examine the clusters based on the class labels of the missing targets given different amount of contextual information. See Supplementary Material for detailed description of each computational model. The best performance is highlighted in bold.

|         | top-1 | top-3 | top-5 |
|---------|-------|-------|-------|
| VGG16 [34] | 64.9  | 83.1  | 88.7  |
| VGG16 + ClassiGray-VGG16 | 71.2  | 87.3  | 92.1  |
| VGG16 + ClassiCat-VGG16 | 73.6  | 90.8  | 92.7  |
| VGG16 + OCGN (ours) | **78.9** | **90.8** | **94.7** |
| ResNet [13] | 64.0  | 82.0  | 89.9  |
| ResNet + ClassiGray-ResNet | 70.3  | 85.5  | 90.2  |
| ResNet + ClassiCat-ResNet | 73.8  | 87.3  | 92.8  |
| ResNet + OCGN (ours) | **76.4** | **88.8** | **92.8** |

Table 1. Model object recognition accuracy on 573 randomly selected targets from grayscale natural images in MSCOCO. See Supplementary Material for detailed description of each computational model. The best performance is highlighted in bold.

Figure 5. Example results of generated target-driven priming maps in visual search by our Object-Centered Graph Network model. Each example includes the search image with the ground truth target location in red bounding box and the target-driven priming maps overlaid indicating where the target is most likely to be in the search images. The target class labels are given on the top.

in reality, this validates the importance of context in object recognition.

Table 1 shows our OCGN model achieves an increased performance of around 7% and 4% in top-1 accuracy on MSCOCO compared with the context-aware ClassiGray and ClassiCat respectively. It validates that the high-level structure of class correlations is helpful for object recognition. Over view-dependent graphs, object-centered graphs are invariant to absolute object positions and area sizes in pixels and their graph representations of scene configurations are more useful for object recognition.

### 4.6. Context Aware Object Priming

Object priming refers to a guidance process of the subsequent stimuli given the prior exposure to the current stimulus. Torralba et al. [40] prove that object priming enables efficient allocation during a visual search task in a natural environment. For example, if the search task is to look for cars, humans usually skip over large areas in the sky and focus their attention on the streets.

In Figure 5, we provide visualization examples of the generated target-driven priming maps which are 2D probabilistic maps indicating where the target is most likely to be in the search images by our OCGN model. See Supplementary Material for implementation details. The red color denotes more probable target locations. It is visually intuitive that our OCGN model generates reasonable target priming maps. For example, the traffic light is most likely to be above the streets; the sheep are on the grass and the kites are in the sky. It is also interesting that our model also captures multi-modal prior distributions for certain types of targets. For example, skateboards could be either in front of or below the person; and the umbrella could be in front of or above the person.
5. Conclusion

Inspired by context-driven learning of scene configuration in children playing lift-the-flap games, we introduce a target inference task for computational models. To represent relations among objects, we propose object-centered graphs. To correctly infer the target’s class labels, we train our model using supervised classification loss on complete graphs and deep reinforcement learning on incremental graphs. Experimental results suggest that our model has human-like contextual reasoning behaviors and its contextual reasoning ability is useful in object recognition and object priming tasks.

There are some aspects that our current computational model can improve on. First, we hand-craft node features from raw pixels. Second, we only consider relations among objects and the global scene information is discarded.
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