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Abstract

Social media platforms play a crucial role in piecing together global news stories via their corresponding online discussions. Thus, in this work, we introduce the problem of automatically summarizing massively multilingual microblog text streams. We discuss the challenges involved in both generating summaries as well as evaluating them. We introduce a simple word graph based approach that utilizes node neighborhoods to identify keyphrases and thus in turn, pick summary candidates. We also demonstrate the effectiveness of our method in generating precise summaries as compared to other popular techniques.

1 Introduction & Background

The popularization of social media has fundamentally transformed how news stories are reported and shared (Kwak et al., 2010; Hermida, 2010). As the news stories like the disappearance of flight MH370 (#MH370), or the British referendum to exit EU (#Brexit), or the release of a mobile game based on the popular Pokemon cartoon series (#PokemonGO) – capture global attention, Twitter conversations about them swell in volumes yet vary widely in opinion as well as language, as illustrated in Table 1.

Thus, this begs the question as to how does one begin to understand such hashtags in their entirety? Can true summaries be generated for such multilingual datasets? Further, how would such summaries circumvent the inherent challenges of language bias, subjectivity of posts and potential Spam (Stafford and Yu, 2013)? Thus, in this work, we explore two primary questions with regards to such multilingual text streams: (a) what constitutes an ideal summary? and (b) how can such summaries be evaluated?

1.1 Microblog Summarization

Typically multi-document summarization takes one of two approaches: abstraction or extraction. Abstractive methods generate a summary by incorporating key information (Kim et al., 2011), whereas extractive methods on the other hand simply aim to choose the most representative sentences (Radev et al., 2002). Typically, longer documents like news stories and blogs have lend themselves better to abstractive summaries whilst shorter documents like social media posts tend to do better with extractive summaries.

As such microblog summarization has received sustained interest in the past few years (Inouye and Kalita, 2011). Overall, two simple techniques based on term frequencies, namely SumBasic (Nenkova and Vanderwende, 2005) and HybridTfIdf (Sharifi et al., 2013) seem to be unanimous choices in most circumstances (Mackie et al., 2014). Thus, for the example hashtags introduced above, we examine the generated summaries for these methods in Table 2. Overall, the problems with the extracted summaries can be enumerated as:

- **Language bias**: Most summaries contained disproportionate number of English posts despite the dataset being more language balanced.  
  
- **Objective vs Subjective posts**: Although in a sense, a representative summary should stay close to the underlying split between subjective and objective posts – for our use case, we would prefer more objective posts, that present an information of some sort beyond just a simple opinion

1See section 1.2
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Table 1: Sample tweets for three global hashtags

| Hashtag | Algo | Summary |
|---------|------|---------|
| MH370   | S    | • mh370  
|         |      | • rt mh370  
|         |      | • flight mh370  |
|         | H    | • If prayers for the families of missing flight mh370  
|         |      | • rt on the pilots crew and passengers of mh370  
|         |      | • rt what was the cargo of flight mh370 |
| Brexit  | S    | • brexit  
|         |      | • rt brexit  
|         |      | • fascinated to see if facebook  |
|         | H    | • rt on the fiasco of brexit for academics  
|         |      | • rt in the midst of all brexit fiasco  
|         |      | • rt brexit why the british said no to  |
| PokemonGO | S | • pokemongo  
|          |     | • rt pokemongo  
|          |     | • rt this is the best pokemongo so far  |
|          | H   | • rt pokemongo is out now in the uk  
|          |      | • rt caught my first pokemongo in the gulag pokemongo  
|          |      | • rt this is the magic of pokemongo  |

Table 2: Initial summarization experiments using SumBasic (S) and HybridTfIdf (H)

| Statistic | Min | Max | Avg |
|-----------|-----|-----|-----|
| Number of tweets | 2,153 | 2,445 | 11,488 |
| Average Length | 6.85 | 12.46 | 10.00 |
| Number of tokens | 2,445 | 23,734 | 10,476 |
| Stopword % (en) | 17.91 | 44.45 | 30.21 |
| Non-english % | 24.39 | 38.10 | 38.64 |
| Number of languages | 38 | 58 | 50 |

Table 3: A summary of the collected tweets

Thus, in essence we seek a summarization algorithm that can be language agnostic whilst preferring objective posts over subjective ones whilst minimizing redundancy within and across languages in the selected posts.

1.2 Evaluating Summaries

Unfortunately, no standard datasets exist for evaluating microblog summarization, largely due to Twitter’s data redistribution policies. Although some interest in real-time microblog summarization has been seen in the recent past (Lin et al., 2016), such tasks largely involve stream filtering than summarization. Most researchers in the past have relied on using a variety of trending hashtags to crawl a large number of tweets over an extended period of time. We thus, follow a similar approach and present a summary of the collected datasets between June and July 2016 in Table 3. Note that the crawling process involved using the streaming API for a fixed interval of time. Thus, the number of posts varied between datasets based on the popularity of the hashtag at the time of collection and an additional drop due to deduplication.

Further, there is no consensus on the number of tweets to be considered for a summary. Typically this number has varied from as little as one (Sharifi et al., 2010) to as many as 70 (Chakrabarti and Punera, 2011) and is usually dependent on the method of evaluation. For example, when human summaries are available and recall oriented metrics like ROUGE (Lin, 2004) are used, the target summary size tends to be conservative. However, when precision based metrics are utilized that merely judge the generated outputs, a larger summary size is evaluated.

Given that it is intractable to produce human generated summaries for our use case, we propose an alternate two-pronged approach that seeks to evaluate both precision and recall. First, to evaluate recall, we employ automatic evaluation techniques as proposed by Louis and Nenkova (2009). The basic principle of such evaluation is treating the input dataset and the generated summary as word distributions and quantifying the quality of the summary as a function of the divergence between these distributions. Although as argued by Saggion et al. (2010), the method through not always reliable works well for multilingual documents as in our case.

We also manually evaluate the precision of the generated summaries for different target summary sizes. The relevance of a post in an ordered set is measured purely in terms of whether it adds any information to the summary. That is, subjective posts or posts that are redundantly similar to previously presented information are deemed as irrel-
Algorithm 1 Neighborhood Summarization

1: Input: Dataset D, target summary length n, length parameter λ and phrases P
2: Output: Representative n tweets
3: Let C ← ∅ be a cache of tweets, numToks = 0, allToks ← ∅ be a set of unique tokens
4: for Tweet T in D do
5:   toks = tokenize(T)
6:   for Token t in toks do
7:     incrementTf(t)
8:     addEdges(t, toks \ t)
9:     numToks ++, allToks.add(t)
10:    if t.tf > η × avgTokenProb then
11:       C.add(T)
12:       end if
13:   end for
14: end for
15: Let S ← ∅ be a set of seen tweets, H ← ∅ be a heap of size n
16: for Tweet T in C do
17:   if getMaxOverlap(S, T) < 0.8 then
18:     Compute τ(T)
19:     Let ω(T) = τ(T)
20:     p = getPhrase(T, P)
21:     if p is not null then
22:       ω(T)+ = w2(p)
23:     end if
24:     ω(T)/ = max(||T||, λ)
25:     Add < T, ω(T) > to H
26:     Add T to S
27:   end if
28: end for
29: Return H

We claim that vertex neighborhoods for such graphs are immensely useful in not only determining important words (or keyphrase constituents) but also in supplementing context for rarer languages. Algorithm 1 presents a programmatic summary and as can be seen, it proceeds in two stages – graph construction and summary extraction. We present each in the following subsections.

2.1 Graph Construction

Unlike the other graph based summarization algorithms (Olariu, 2014) that index bigrams and trigrams, we instead index an entire post as a clique. Our graph G = (V, E) indexes tokens as vertices (V) and token co-occurrence establishes an edge (E). That is, for a post P with k distinct words, we add it to the graph as k distinct vertices with an edge connecting every possible pair of vertices (i.e. \( N_k^2 \) edges total). The primary reason for this choice is to circumvent both the relatively free word order associated with hashtag usage but also present a larger context to every token. Further, while adding to the graph, we perform some rudimentary tokenization like lowercasing all text, dropping usernames, URLs, emojis, symbols as well as removing the # prefix. The primary reason for this is to prune the overall graph size. We found that most of such discourse tokens had a low degree and did not affect the system output.

For every token added to the graph, we maintain its term frequency tf as a vertex property that is updated on each subsequent occurrence of the token. Additionally, we maintain a cache of tweets C as we build the graph. A given tweet is added to the cache if it contains any token that occurs more frequently than average. The average token frequency can simply be computed by keeping track of number of tokens (numToks) and the number of unique tokens (size of set allToks). The cache allows us to reduce the computation time on the next phase.

2 Word Graphs & Keyphrase Extraction

Before we present our summarization technique, it is pertinent that we present how we arrived at a word graph based solution to begin with. Essentially, we were seeking to solve two problems:

- Reduce the language bias by somehow assigning some notion of language independent importance to a token
- Incorporate keyphrase extraction (that has shown to produce better summaries (D’Avanzo and Magnini, 2005; Boudin and Morin, 2013)) in a language agnostic setting

Thus, having presented the preliminaries of both the problem and evaluation techniques, we present our graph based summarization technique in the following section.
2.2 Summarization

Having described the first stage, i.e., graph construction, we now turn our attention to summarization. In this stage, we iterate over the cached tweets and re-rank them based on two parameters (a) the average importance of all tokens within the tweet and (b) token overlap with previously seen tweets. For a given vertex \( v \), with the set \( X_v \) representing all neighbors of \( v \), we assign the following weights to each vertex:

\[
w_1(v) = \frac{tf(v)}{numToks}
\]

\[
w_2(v) = \frac{1}{n} \sum_{i=1}^{n} w_1(x_i)
\]

where \( numToks \) represents the total number of tokens as before, and \( x_i \in X_v \). In essence, this is equivalent to weighing each vertex based upon the average probability of occurrence of its neighbors. Finally, given a tweet \( T \), it can be represented numerically as:

\[
\tau(T) = \sum_{t} w_2(t)
\]

We claim that similar to other \( tf \) based formulations (Mackie et al., 2014), we are in turn quantifying each post by the importance of its constituent tokens. Finally, we additionally boost a tweet if it contains a keyphrase. In defining a keyphrase, we utilize the MWE extraction methodology as outlined by Londhe et al. (2016). They essentially construct a similar graph and use pairwise evaluation of vertices to determine MWEs that include weak MWEs like Named Entities. Although our current algorithm expects the phrases as an external input, a combined algorithm could be developed that simultaneously keeps track of MWE candidates during the graph construction phase.

Note that although we do not explicitly filter out stopwords, they are implicitly controlled by two things. Firstly, by weighing each tweet and not individual tokens, it prevents dominance by specific tokens. Secondly, by restricting permissible tweet overlap prevents the same set of words from reappearing multiple times. We also argue that the implicit inclusion of importance effectively only boosts keyphrases. That is, the boost on MWEs only impacts the final summary if the MWE is important. We now present our experimental results to prove that the said method generates better summaries for our use case as compared to traditional methods.

3 Experiments & Results

3.1 Experiments

As discussed in Section 1.2, we use two fold evaluation for our techniques. Firstly, we compare the divergence statistics and present them in Table 4. The actual divergence values are unbounded, and typically a lower divergence score implies a better summary. However, as described before, a higher divergence score may not imply a bad summary in our case.

Thus, we additionally compare precision at \( k \) for a range of values of \( k \) and present the results in Figure 1. As described in Section 1.2, precision is manually computed by evaluating information added by a given post. We also list some generated summaries and their assigned relevance labels in Table 5. Note that a grayed out cell indicates a non relevant post.

3.2 Observations

1. The divergence statistics for our method do not vary much from the other techniques, except the KL divergence between the generated summary and the input.

2. However, our method consistently outperforms both on the metrics of precision and compactness.

3. While the precision on HybridTfIdf is comparable to our method, the method is more likely to present posts in the dominant language, i.e English.
| Dataset         | SumBasic | HybridTfidf | Neighborhood |
|-----------------|----------|-------------|--------------|
| PokemonGO       |          |             |              |
| pokemongo       |          |             |              |
| rt pokemongo    |          |             |              |
| rt this is the  |          |             |              |
| best pokemongo  |          |             |              |
| gif so far      |          |             |              |
| pokemon pokemongo |      |             |              |
| rt any caamember|          |             |              |
| pokemon trainers|          |             |              |
| find our tiny    |          |             |              |
| trucks and get  |          |             |              |
| free ride around|          |             |              |
| town to help with|        |             |              |
| your quest pokemongo goo | |             |              |
| PokemonGO       |          |             |              |
| pokemongo       |          |             |              |
| rt pokemongo    |          |             |              |
| rt this is the  |          |             |              |
| best pokemongo  |          |             |              |
| gif so far      |          |             |              |
| pokemon pokemongo |      |             |              |
| rt any caamember|          |             |              |
| pokemon trainers|          |             |              |
| find our tiny    |          |             |              |
| trucks and get  |          |             |              |
| free ride around|          |             |              |
| town to help with|        |             |              |
| your quest pokemongo goo | |             |              |
| PokemonGO       |          |             |              |
| pokemongo       |          |             |              |
| rt pokemongo    |          |             |              |
| rt this is the  |          |             |              |
| best pokemongo  |          |             |              |
| gif so far      |          |             |              |
| pokemon pokemongo |      |             |              |
| rt any caamember|          |             |              |
| pokemon trainers|          |             |              |
| find our tiny    |          |             |              |
| trucks and get  |          |             |              |
| free ride around|          |             |              |
| town to help with|        |             |              |
| your quest pokemongo goo | |             |              |
| MH370           |          |             |              |
| mh370           |          |             |              |
| rt mh370        |          |             |              |
| flight mh370    |          |             |              |
| malaysia mh370  |          |             |              |
| rt breaking     |          |             |              |
| news on mh370   |          |             |              |
| plus were ranking |      |             |              |
| your questions  |          |             |              |
| right now at 370 |        |             |              |
| qxs cnn         |          |             |              |
| Brexit          |          |             |              |
| brexit          |          |             |              |
| rt brexit       |          |             |              |
| fascinated      |          |             |              |
| to see if       |          |             |              |
| facebook        |          |             |              |
| rt watching     |          |             |              |
| brexit politics |          |             |              |
| this morning    |          |             |              |
| makes me wonder |          |             |              |
| if the SNP could |        |             |              |
| field candidates |          |             |              |
| in England and  |          |             |              |
| wales sturgeon  |          |             |              |
| re              |          |             |              |
| Brexit          |          |             |              |
| brexit          |          |             |              |
| rt brexit       |          |             |              |
| fascination to  |          |             |              |
| see if facebook |          |             |              |
| rt brexit policy|          |             |              |
| this is the     |          |             |              |
| beginning of    |          |             |              |
| end for         |          |             |              |
| Brexit          |          |             |              |
| brexit          |          |             |              |
| rt brexit       |          |             |              |
| politics        |          |             |              |
| this makes me   |          |             |              |
| wonder if the   |          |             |              |
| SNP could field |          |             |              |
| candidates in   |          |             |              |
| England and     |          |             |              |
| Wales sturgeon  |          |             |              |
| re              |          |             |              |
| Brexit          |          |             |              |
| brexit          |          |             |              |
| rt brexit policy|          |             |              |
| this is the     |          |             |              |
| beginning of    |          |             |              |
| end for         |          |             |              |
| Brexit          |          |             |              |
| brexit          |          |             |              |
| rt brexit       |          |             |              |
| politics        |          |             |              |
| this makes me   |          |             |              |
| wonder if the   |          |             |              |
| SNP could field |          |             |              |
| candidates in   |          |             |              |
| England and     |          |             |              |
| Wales sturgeon  |          |             |              |
| re              |          |             |              |
| Brexit          |          |             |              |
| brexit          |          |             |              |
| rt brexit       |          |             |              |
| politics        |          |             |              |
| this makes me   |          |             |              |
| wonder if the   |          |             |              |
| SNP could field |          |             |              |
| candidates in   |          |             |              |
| England and     |          |             |              |
| Wales sturgeon  |          |             |              |
| re              |          |             |              |
| Brexit          |          |             |              |
| brexit          |          |             |              |
| rt brexit       |          |             |              |
| politics        |          |             |              |
| this makes me   |          |             |              |
| wonder if the   |          |             |              |
| SNP could field |          |             |              |
| candidates in   |          |             |              |
| England and     |          |             |              |
| Wales sturgeon  |          |             |              |
| re              |          |             |              |
| Brexit          |          |             |              |
| brexit          |          |             |              |
| rt brexit       |          |             |              |
| politics        |          |             |              |
| this makes me   |          |             |              |
| wonder if the   |          |             |              |
| SNP could field |          |             |              |
| candidates in   |          |             |              |
| England and     |          |             |              |
| Wales sturgeon  |          |             |              |
| re              |          |             |              |
| Brexit          |          |             |              |
| brexit          |          |             |              |
| rt brexit       |          |             |              |
| politics        |          |             |              |
| this makes me   |          |             |              |
| wonder if the   |          |             |              |
| SNP could field |          |             |              |
| candidates in   |          |             |              |
| England and     |          |             |              |
| Wales sturgeon  |          |             |              |
| re              |          |             |              |
| Brexit          |          |             |              |
| brexit          |          |             |              |
| rt brexit       |          |             |              |
| politics        |          |             |              |
| this makes me   |          |             |              |
| wonder if the   |          |             |              |
| SNP could field |          |             |              |
| candidates in   |          |             |              |
| England and     |          |             |              |
| Wales sturgeon  |          |             |              |
| re              |          |             |              |
| Brexit          |          |             |              |
| brexit          |          |             |              |
| rt brexit       |          |             |              |
| politics        |          |             |              |
| this makes me   |          |             |              |
| wonder if the   |          |             |              |
| SNP could field |          |             |              |
| candidates in   |          |             |              |
| England and     |          |             |              |
| Wales sturgeon  |          |             |              |
| re              |          |             |              |

Table 5: Summary samples & relevance

4. Although SumBasic seems to perform poorly on precision, its overall performance is comparable for larger values of k. Rather, it seems to produce better summaries for larger values of k.

5. However, we do need a better and ideally a single automatic method of evaluation that could potentially combine these three metrics.

4 Related Work

Overall, the work related to hashtag summarization can be divided into two broad categories: (a) Stream clustering (b) Microblog summarization. Stream clustering involves summarizing a live stream of data like the classic CluStream (Aggarwal et al., 2003) method or the more recent Sumblr (Shou et al., 2013) pipeline. However, these methods are suited for large stream processing and require continuous data streaming to create and compare historical summaries. Also, the summaries are query driven implemented as adhoc queries or drill-downs. Thus, we mention them here only for the sake of completeness as they are not directly comparable to our use case.

Microblog summarization, as partially discussed in Section 1.1, has largely evolved from traditional summarization techniques that follow one of the extraction or abstraction routes. However, although several methods like TextRank (Mihailea and Tarau, 2004), LexRank (Erkan and Radev, 2004) and MEAD (Radev et al., 2004) have been proposed over the past few years, the
two methods compared, viz SumBasic (Nenkova and Vanderwende, 2005) and HybridTFIDF (Sharifi et al., 2013) have been shown to outperform them (Mackie et al., 2014).

Finally, improvements in parsers and taggers specific to Twitter have also given rise to a new family of Information Extraction based methods for summarization (Xu et al., 2013). However, most such tools are language specific and may not be applied to multilingual datasets without loss of generality and accuracy.

5 Future Work and Conclusions

We believe that the problem warrants much further work. The largest problem would obviously involve finding better ways to evaluate such multilingual summaries without manual intervention. Although considered while designing the algorithm, we did not find a satisfactory way to quantify language divergence as part of the generated summaries. It would also be worthwhile to consider redundancy across languages, especially as applicable for ranking the summary candidates. That is, should a post in the dominant language be preferred against a post in another language that is similar but contains marginally more information?

It would also be worthwhile to incorporate some prior probabilities (like stopword lists) and other semantic equivalences, probably crosslingual dictionaries to improve the generated summaries. It would also be interesting to measure how the summaries evolve for a fixed target summary size as the algorithm sees more posts and use it to measure topic drift and topic divergence. Finally, we would like to explore temporal relationships in a trending topic and possibly generate sub-topical summaries by automatically partitioning the given text stream.
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