Wireless Communications for Smart Manufacturing and Industrial IoT: Existing Technologies, 5G and Beyond
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Abstract: Smart manufacturing is a vision and major driver for change in today’s industry. The goal of smart manufacturing is to optimize manufacturing processes through constantly monitoring, controlling, and adapting processes towards more efficient and personalised manufacturing. This requires and relies on technologies for connected machines incorporating a variety of computation, sensing, actuation, and machine to machine communications modalities. As such, understanding the change towards smart manufacturing requires knowledge of the enabling technologies, their applications in real world scenarios and the communication protocols and their performance to meet application requirements. Particularly, wireless communication is becoming an integral part of modern smart manufacturing and is expected to play an important role in achieving the goals of smart manufacturing. This paper presents an extensive review of wireless communication protocols currently applied in manufacturing environments and provides a comprehensive review of the associated use cases whilst defining their expected impact on the future of smart manufacturing. Based on the review, we point out a number of open challenges and directions for future research in wireless communication technologies for smart manufacturing.
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1. Introduction

Increased connectivity and collaboration between workers, equipment, processes and products through industrial IoT systems and machine to machine communication enables an important aspect of Industry 4.0: the capacity to increase the creation of actionable knowledge from the data being produced by both the production and management systems within a manufacturing site through the introduction of integrated smart digital technologies. An example of the consequence of this pursuit of digital transformation is in the aim of manufacturers to deliver personalized mass customized products at an equivalent price point to mass-produced goods. To achieve this goal, it is necessary to bring more automation and productivity to factory operations wherever possible in a low volume setting. This objective requires an optimal information flow between supply chain, engineering, sales and operations, all of which require reliable, flexible network connectivity. This challenge has been evident in the drive towards the digitalization agenda and the need to increase the flexibility of automation systems and processes towards the aims of Industry 4.0 [1].

As part of this trend, many companies are evaluating the transition from wired to wireless machine-to-machine (M2M) communications and the embedded Internet of Things (IoT) to enable the rapid and inexpensive addition of smart sensor technologies...
to legacy machinery, enhancing the ability to quickly reconfigure manufacturing lines for “batch size of one” operation, to enable mobile robot operation, integrate communication across both factory and supply chain operations, and to enhance real-time on-product tracking and decision-making on the factory floor. This has been leading to a growth in the deployment of IoT systems across many sectors, with the expected number of devices reaching 29.4 billion by 2030 [2]. Deploying wireless technologies in a factory or a manufacturing environment is a complex undertaking due to a number of factors such as the very nature of the manufacturing environment itself, whether it is indoor or outdoor, and the corresponding challenges for radio propagation characteristics in these diverse environments. Engineers also need to be cognisant of the susceptibility of wireless communications to noise and electromagnetic interference, as well as the power requirements for wireless devices and the general lack of deployment experience of wireless technologies in manufacturing environments. Networking large numbers of sensors, actuators, effectors and machine control systems in a dynamic factory environment can be achieved in many ways, such as by using a wide variety of standards and non-standards based wireless networking technologies.

The specific requirements of industrial IoT and automation systems for highly reliable, low latency connectivity has meant that wireless protocols have had to become increasingly more technologically advanced whilst remaining easy to use. This aim has led to a rapidly growing catalogue of wireless protocols and IoT standards, technologies and platforms targeting this new ecosystem, which engineers and technologists need to understand and integrate into their manufacturing processes. Choosing the optimal standards and IoT platforms and systems is a constant challenge for system designers trying to keep pace with the rate of development. They must be cognisant of the potential interoperability issues between various IoT options, associated M2M communications standards and capabilities, and support a lifetime of specific technology choices, whether they are open or proprietary solutions. As such, there is a requirement to compile information on the range and capabilities of wireless technologies for industrial environments to compare and contrast the wide range of wireless protocols currently available. In this paper, we present a comprehensive survey on the current and upcoming wireless technologies for industrial IoT and discuss the applicability and limitations for a range of typical smart manufacturing use cases.

1.1. Related Survey Papers

Over the past decade, a number of survey papers have been published aimed at addressing various aspects of wireless technologies in industrial automation. For example, an overview of industrial wireless networks and their challenges is surveyed in [3–7]. A comparative study on architecture and protocol design, which considered four prominent industrial wireless technologies based on the IEEE 802.15.4 standard (e.g., ZigBee, WirelessHART, ISA100.11a and WIA-PA), was presented in [8]. Similar to [8], the protocol suitability for medium access control (MAC), routing and transport functions was explored in [9]. A comparison of field bus technologies, industrial Ethernet and wireless solutions was carried out in [10], and the connection of monitoring and control operations for Wi-Fi, Bluetooth, ZigBee and WirelessHART technologies is also considered. Requirements for industrial communication networks for process automation at the level of field devices were considered in [11]. The authors in [12] have focused on the state-of-the-art in Low-Power Wide-Area Network (LPWAN) technologies for industrial environments. Authors in [13] surveyed the IEEE 802.15.1 and IEEE 802.15.4-based technologies in an industrial space from the perspective of security and quality of service. More recently, Ref. [14] has provided a comparative performance evaluation of traditional industrial wireless technologies in terms of different performance metrics including latency, reliability, scalability, energy consumption, data rate and coverage. While the existing surveys cover the above-mentioned traditional industrial wireless technologies (for instance of IEEE 802.15.4), the majority of them do not comprehensively cover the entire industrial wireless problem space. Moreover,
they do not discuss the most recent technologies being developed in the context of smart manufacturing. To the best of our knowledge, none of the existing works discuss the potentials for emerging (e.g., 5G) and upcoming (e.g., 6G) technologies in the industrial sector. With the rapid research and development being carried out in relevant emerging technologies, an up-to-date survey is required to establish and analyze the applicability of emerging and upcoming communications technologies in the context of smart manufacturing.

1.2. Contributions

Motivated by the importance of wireless communications in Industry 4.0 applications articulated in the previous section, and to stimulate further research and innovation in the area of wireless smart manufacturing, this paper aims to bridge the existing knowledge gap in the area by presenting an overview of the different wireless protocols that are currently, or soon to be, available for industrial IoT applications. The paper will also explore the specific use cases that are capitalizing on M2M communications and evaluate the technologies that would need to be deployed to facilitate the successful implementation of the aforementioned use cases. The contributions of this paper are summarized as follows:

- a study of use cases in smart manufacturing and their wireless communications requirements;
- a detailed survey of existing wireless technologies in smart manufacturing and their applicability in different industrial applications;
- a study of emerging and upcoming wireless technologies and their potential applications in industrial environments;
- the provision of future directions and challenges for wireless smart factories in areas such as wireless energy harvesting and millimetre-wave communications.

1.3. Paper Organization

The remainder of this paper is organized as follows. In Section 2, we discuss some high level manufacturing use cases and their requirements in terms of performance of M2M communications. The specifications of existing wireless networking technologies targeting industrial applications are presented in Section 3 along with their applicability in a wide range of smart manufacturing use cases. In Section 4, we present emerging and upcoming wireless technologies and their potential applications in the industrial space. In Section 5, a wide range of important future directions for wireless technologies in smart manufacturing are discussed. Finally, in Section 6, we summarize the current state-of-the-art and draw conclusions.

2. Smart Manufacturing Use Cases and Requirements

Over the past couple of decades, industry (in a variety of sectors including automotive, aerospace, equipment manufacturing, or oil and gas) are integrating Internet of Things (IoT) technologies into their manufacturing infrastructure. This is due to IoT’s capabilities to help companies optimize production processes, reduce delivery times and enable substantial reduction in operational costs, while improving production efficiency. There are numerous potential use cases for industrial IoT ranging from asset tracking and management to logistics, security, and customer servicing. In this section, some high level manufacturing use cases (as illustrated in Figure 1) are identified and their requirements in terms of performance for M2M communications and IoT are outlined.
2.1. Smart Manufacturing Use-Cases

2.1.1. Cyber-Physical Production Systems

Being a key enabler in the evolution towards Industry 4.0, the concept of Cyber-Physical Production Systems (CPPS) [15] is well established and is characterized by the integration of computational processes with physical processes implemented throughout a smart production environment. This implies that physical processes are consistently examined and controlled within the digital domain through a computational process that directly influences the real world manufacturing operations. The feedback received by the physical processes also influences computational procedures in an optimization feedback loop [16]. Smart factories may consist of several CPPS whose role is not only to automate machine interaction, but to minimize production anomalies, thus maximizing efficiencies in production.

Collaborative Machines

Since the inception of cyber-physical production systems (CPPS), it is evident that the role of humans has been evolving to facilitate closer interaction between people and machines in ever-changing production environments. The concept of collaborative machines/robots [17] in industrial automation started gaining momentum with the emergence of Industry 4.0 [18], where these machines are assuming many of the responsibilities previously assigned to the human workforce [19]. However, it simultaneously poses a new set of challenges and requirements [20] while dealing with these machines within a production facility. Context awareness, self organization, mutual control, and communication paradigms are some of the key aspects which need to be considered and which can be considered critical to enable synchronized operation in a collaborative industrial environment [21].

Human-Machine Interaction

While the emphasis of early scientific efforts in the domain of human-machine interactions (HMI) has been on fully controllable systems, it has quickly evolved to incorporate adaptable mechanisms involved with the development of highly complex and dynamic HMI systems [22]. In such a complex HMI system, the human and machine agents can no longer be thought of in isolation, but rather as a collaborative unit accomplishing tasks in a distributed manner by assigning responsibilities in a distributed between participating entities [23]. Numerous studies conducted on HMI [24–27] primarily focus on the applications of Virtual Reality (VR) and Augmented Reality (AR) in a smart industry scenario.

Digital Twins

Digital Twins (DTs) enable industry to create digital copies of the physical products manufactured in an Industry 4.0 situation. Industrial IoT digital twins optimize production efficiency by predicting failures in the production process. Such failures can then be
mitigated, before they impact the manufacturing process, reducing factory down time and associated losses in revenue. Moreover, Digital Twins also enable remote commissioning and diagnostics for the off-the-shelf products to lower service costs and improve the customer satisfaction. Some works [28,29] in the literature throw light on the design and development of digital twin demonstrations for smart manufacturing through the use of open source technologies comprising software, hardware, or a combination of both. Furthermore, the authors also highlight the implementation requirements for CPPS and demonstrate on how CPPS and DTs can be used to benefit industry processes.

2.1.2. Video Surveillance

Artificial Intelligence (AI) based-Video Surveillance is one of the significant applications implemented in Industry 4.0 which can significantly maximise effectiveness and production efficiency across the complete manufacturing environment [30]. The solutions typically available in this domain generally combine high resolution cameras, data storage abilities, and machine learning enabled management hardware to provide a smart industry with the insights to inform their ongoing operations [31]. Moreover, video analytics makes it possible to detect any anomalous behavior on the production line and enables expert systems to trigger appropriate alerts on the basis of events captured through these surveillance cameras [32].

2.1.3. Remote Operation

This refers to the remote monitoring and remote control of equipment and machinery in a remote production setting within a smart factory [33]. Remote operation enables the management of a smart industry to manage a range of operations remotely, from the procurement of raw material, manufacture of any products, to precisely meeting the regular order updates and ensuring a timely delivery of raw materials [34]. Another example of remote operation is the field of autonomous robotics. Autonomous robotic systems involve the remote operation of devices in real-time, for reasons that range from protecting human worker safety in hazardous work environments to applications that require greater speed efficiency or precision than human workers can deliver.

2.1.4. Predictive Maintenance

There have been a significant number of organized research efforts in the diagnosis and prognosis of faulty mechanical systems in the past. However, the advent of the industrial revolution created a need for more smarter ways of looking after the machinery in a smart factory [35,36]. Predictive maintenance is an advanced condition monitoring based paradigm that uses smart tools and techniques to track the performance of in-service equipment to establish when the maintenance is required [37] to avoid system breakdown before it happens.

2.2. Use-Case Requirement Analysis

Recent years have witnessed significant efforts by consortium [38,39] and industrial partners [40,41] to identify the requirements of smart manufacturing. For all the use cases discussed throughout this section, there are a set of communications and networking requirements to be met to enable smart manufacturing as summarized in Table 1. These requirements can broadly be defined in terms of link and system level requirements. The link requirements can further be classified into time critical (such as cycle time, payload, and Jitter) and non critical requirements such as covering service area and number of nodes required.
Table 1. Use cases for smart manufacturing along with their requirements [42].

| Use Cases          | Cycle Time | Payload | Jitter | Latency | Datarate | Service Area | No. of Nodes | Mobility |
|--------------------|------------|---------|--------|---------|----------|--------------|--------------|----------|
| Collaborative Machines | 4–10 ms    | <1 KB   | <1 µs  | <10 ms  | <5-10 Mbps | 1 km × 1 km × 0.3 km | 5–10        | -        |
| Human-Machine Interaction | <10 ms    | 20–50 Mbit | -      | <30 ms  | -        | Typical factory floor size | <= no. of workers | Low      |
| Digital Twins      | 50 ms      | 20–100 KB | -      | -       | 5-10 Mbps | <1 km²       | 100         | Fairly high |
| Video Surveillance | 10–100 ms  | 15–150 KB | <50% of cycle time | <10 Mbps | -        | <1 km²       | 100         | Fairly high |
| Remote Operation   | 50 ms      | Few Bytes | <1–10 ms | -       | -        | Several km²   | <10 k       | Low      |
| Predictive Maintenance | 50 ms     | -       | -      | -       | -        | Several km²   | -           | Low      |

3. Existing Wireless Technologies in Smart Manufacturing

A wide range of wireless networking technologies exists that have applicability in smart manufacturing. To ascertain a wireless technology’s suitability for a particular use case application, one needs to compare the various technologies’ properties and capabilities. For example, let us consider the physical layer of different existing wireless standards such as IEEE 802.11 for wireless local area networks (WLAN), IEEE 802.15.1 for WPAN/Bluetooth, or IEEE 802.15.4 for low-rate wireless Private Area Network (PAN). These communications protocols operate in one or more ISM (Industrial, Scientific and Medical) frequency bands: 2.4 GHz, 5 GHz, and 868 MHz, and each has its pros and cons (e.g., increased coverage at lower frequencies, higher data rate at higher frequencies etc.). Unfortunately, there is still a real problem of overlapping of certain frequency bands which results in partially blocking of frequencies or interference.

Table 2 gives an overview of the most relevant wireless technologies/solutions which can be used for various smart manufacturing applications. It highlights different technologies and their enabling features such as communication range, data rate etc., along with the infrastructure requirements of the corresponding wireless technology. Based on the feasible communication distance/range, existing wireless solutions can be broadly classified into two categories; short to medium range and long-range wireless technologies.

Table 2. Overview of Wireless Technologies.

| Name         | Use Cases             | Range     | Data Rate | Infrastructure Needs                                                                 |
|--------------|-----------------------|-----------|-----------|--------------------------------------------------------------------------------------|
| Bluetooth    | Product interface     | 100 m     | <3 Mbps   | No special infrastructure, point to point (P2P)                                      |
| WISA         | Factory automation    | 5–15 m    | 1 Mbps    | Wireless proximity switch(s), wireless sensor pad(s), and wireless input/output pad(s) |
| WSAN-FW      | Factory automation    | 5–15 m    | 1 Mbps    | WSAN-FA base station(s), and converter(s)                                             |
| IO-Link      | Factory automation    | 5–15 m    | 1 Mbps    | IO-Link Wireless Device(s) (Hub) and Wireless Bridge(s)                               |
| Zigbee       | Device control        | 15 m      | 250 kbps  | Access points                                                                         |
| Wireless HART| Sensors and actuators | 15 m      | 250 kbps  | HART-Gateway to the fieldbus                                                          |
| ISA100.11a   | Sensors and actuators | 15 m      | 250 kbps  | Gateways and bus                                                                      |
| WIA-PA       | Process automation    | 10–100 m  | 250 kbps  | Host computer, gateway, routing device(s), and handheld device(s)                     |
| 6TISCH       | Sensors and actuators | 15 m      | 250 kbps  | Multiple Gateways and relays                                                           |
| Name               | Use Cases                     | Range     | Data Rate | Infrastructure Needs                                                                 |
|--------------------|-------------------------------|-----------|-----------|----------------------------------------------------------------------------------------|
| Short-medium range (IEEE 802.11) |                               |           |           |                                                                                         |
| WLAN               | Wider Internet access         | 100 m     | 600 Mbps  | Router, access points                                                                  |
| Industrial WLAN    | Sensors and actuators         | 100 m     | 450 Mbps  | Access points, gateways to fieldbus                                                     |
| WIA-FA (IEC 62948) | Factory automation           | 5–30 m    | <54 Mbps  | Host computer, gateway, access device(s), field device(s), and handheld device(s)       |
| Short-medium range (others) |                               |           |           |                                                                                         |
| UWB                | Positioning applications      | 10 m      | 1 Gbps    | Locator devices                                                                        |
| EnOcean            | Energy harvesting, smart homes| 30 m      | 125 kbps  | Transceiver modules                                                                    |
| NFC                | Non-contact identification, selling | ≤10 cm | 106–424 kbps | Transceiver modules                                                                   |
| RFID               | Non-contact identification and tracing | 6 m | 100 kbps | Tags, scanner                                                                          |

| Long range |                               |           |           |                                                                                         |
| LoRa/LoRaWAN   | sparse sensing                 | ≤10 km    | ≤21.9 kbps| One or more gateways, application server or cloud system                                 |
| NB-IoT         | Smart metering, smart city applications | 1 km (urban) | 1 km (rural) | <100 kbps | Infrastructure from provider                                                                 |
| LTE-M          | Wearable and tracking applications | 500 m (urban) | 5 km (rural) | 0.384–1 Mbps | Infrastructure from provider                                                                |
| SigFox         | Monitoring applications        | 10 km (urban) | 100 or 600 bps | Infrastructure from provider                                                              |

| LTE               | Mobiles and data terminals     | 10 km     | 150 Mbps  | Complex infrastructure from provider                                                     |
| 5G                | Mobiles and data terminals, Sensors and Actuators | ≤few 100 s of meters | upto 100 Gbps | Complex infrastructure from provider                                                    |
| WIFI 6            | Mobiles and data terminals, sensors and actuators for indoor networks | 10 m | upto 11 Gbps for 3 channels | Router, access points                                                                  |

3.1. Short to Medium Range Industrial Wireless Technologies

This section addresses various short to medium range (up to 100 m) wireless technologies which can be used for smart manufacturing applications. These technologies mainly fall under three different IEEE standards, namely, 802.15.1, 802.15.4 and 802.11.

3.1.1. IEEE 802.15.1-Based Technologies

Bluetooth

Bluetooth is a short-range wireless technology based on the IEEE 802.15.1 standard which operates in the 2.4 GHz ISM frequency band. The initial versions of Bluetooth (versions 1–3), commonly referred to as classic Bluetooth, are widely used in cellular devices and personal computers [43]. Even though it supported a higher data rate (1 Mbps), classic Bluetooth was not widely adopted in industrial automation due to its high power consumption, short communication range, and lack of support for an increased number of nodes in a network. The introduction of “version 4.0”, known as “Bluetooth Low Energy (BLE)”, opened the market for this technology in the consumer product space as well as smart manufacturing applications. The key feature of BLE was its reduced power consumption and hence improved battery lifetime. BLE achieves low energy consumption by keeping the radio in standby mode for most of the time. It is observed that BLE consumes very little energy per bit transmitted when compared with other (e.g., IEEE 802.15.4 based) wireless communication technologies [44]. The energy consumption of a few of the widely used BLE wireless devices are reported in [45]. The shorter communication range persists as a drawback of this technology in some applications due to its low power operation and the difficulty in scaling the network to cover a larger area. This problem of the reduced range and network size was solved with the recent introduction of Bluetooth Mesh...
Networking [46], a low power personal area network (PAN) technology capable of supporting up to 32,000 nodes in a many-to-many connection. This latest revision of the Bluetooth standard guarantees network reliability through a multi-path peer-to-peer connection. However, this standard is still very new, and no off-the-shelf solutions are available at the time of writing. However, its universality, distribution, and high data rate has the potential to make it one of the most widely used wireless protocols in industrial environments.

WISA, WSAN-FA, IO-Link Wireless

Wireless Interface for Sensors and Actuators (WISA) [47] was initially developed by ABB, and the first WISA device became available in 2004. WISA is based on the IEEE802.15.1 physical layer (the same as standard Bluetooth). WISA based wireless systems are still in operation and demonstrate the viability of wireless networking in factory automation. One base station supports up to 120 wireless devices [47]. WISA communication links connect sensors and actuators to an Input/Output module called the “base station”. At any particular time, a maximum of three base stations can be operated within one manufacturing cell “without significant loss of performance”. The communication range is 5 m for an industrial environment against a 15 m typical range. Latency time is typically 20 ms for 99.99% of all cases, and 34 ms maximum [47]. IEEE 802.11 (Wi-Fi) channels can be blacklisted in segments to improve coexistence with Wi-Fi deployments.

In 2010, ABB made the WISA technology specification available to the PROFIBUS and PROFINET user organization (PNO) to develop it into an open standard, called “Wireless Sensor Actuator Network for Factory Automation” (WSAN-FA) [48]. The PROFIBUS and PROFINET user organization (PNO) published this technology as an industry-standard in 2012 [49]. WSAN-FA also utilizes the physical layer of Bluetooth (IEEE 802.15.1) and provides synchronization between nodes by Frequency Hopping Multiple Access, a time-division multiple access (TDMA) and Frequency Hopping combination. PNO designed this system for factory automation needs at the sensor and actuator level and used the IO-Link interface, and system specification standard [50] as the data format to integrate with other IO-Link devices and services. However, the WSAN-FA standard was never adopted by industry due to significant gaps in the specification [51].

To address these gaps, the PNO and IO-Link consortium has developed the standard further into the IO-Link Wireless Systems Extensions (IOLW) [52], which was published in 2019. Figure 2 shows IO-Link architecture, both wired and wireless. The IO-Link standard (IEC 61131-9, 2013) specifies a half-duplex, fieldbus-neutral, point to point communication mechanism between the sensor/actuator and the controlling device. IO-Link architecture consists of a gateway (known as IO-Link master) having multiple ports, to which individual IO-Link devices are connected. These individual devices can be any I/O device such as sensors, actuators, RFID readers etc. The IO-Link system also contains the tools required for the configuration of sensors/actuators and parameter assignment. From a users perspective there is not much difference between wired and wireless IO-Link systems except the fact that the individual devices become connected to the master wirelessly. As shown in Figure 2, IO-Link wireless bridge can be used to connect the conventional IO-Link devices to a wireless master. IOLW supports roaming of wireless devices between access points. The hand-over mechanism of a roaming device is guaranteed to be below 1 s [51]. IOLW works in the 2.4 GHz ISM band as defined in 802.15.1. The cycle time between a master and a device can be optimized to 5 ms (allowing two re-transmits) [51].
IEEE 802.15.1 based technologies are currently used in industrial plants such as chemical, oil-gas, water, and power, as a part of monitoring and maintenance solutions. Ease of deployment, wide availability, low-power and low cost makes Bluetooth a superior choice for sensing and device monitoring, which falls primarily under the predictive maintenance use case category discussed in Section 2. One example is in a motor assembly line that spans across 100 m × 500 m factory floor at Mercedes-Benz Ludwigsfelde GmbH (Germany), Bluetooth is used to connect cordless power tools to a central programmable logic controller (PLC) [53]. Other experimental works are described in the research literature, which presents the applicability of Bluetooth technology in the smart industry [54,55]. For example, in [54], a BLE based autonomous sensor monitoring system for industrial plants and its performance evaluation is presented. A Bluetooth based real-time monitoring of a high-voltage substation connector is discussed in [55]. Nowadays, Bluetooth based industrial wireless products/solutions are available from several vendors in the market, such as the Bluetooth wireless modules from Phoenix Contact [56], the IO-Link devices from Baumer [57] etc.

3.1.2. IEEE 802.15.4-Based Technologies

IEEE 802.15.4 based wireless networks are another class of short-range, low-cost, low-power communication technology targeting wireless sensor networks. The basic IEEE 802.15.4 MAC schemes were deficient in supporting identified industrial application requirements such as reliability and real-time capability. The addressed improvements resulted in the evolution of various industrial wireless standards such as WirelessHART, ISA100.11a, WIA-PA (Wireless network for Industrial Automation—Process Automation), which are widely meant for process automation industries. In this section, we provide a brief overview of different industrial wireless solutions that are based on the IEEE 802.15.4 standard.

WirelessHART

WirelessHART [58] was specifically designed for process automation applications, based on an industrial automation protocol, HART (Highway Addressable Remote Transducer). At the physical layer (PHY), WirelessHART adopts IEEE208.15.4 PHY, and in the upper layers of the communication stack it defines its own TDMA-based MAC layer [59]. In this MAC layer, a network-wide time synchronization protocol is used, which is designed for unconfigurable 10 ms time slots [60]. In addition, WirelessHART introduces channel hopping and channel blacklisting into the MAC layer to deal with noise and interference in industrial environments [61]. WirelessHART shares the same transport and application layers with the HART network stack.

A WirelessHART network consists of a set of field devices, adaptor(s), access point(s), gateway(s), a network manager, and a security manager, as shown in Figure 3a. Typically, 80–100 field devices are connected to one gateway in a star or mesh topology with the help
Adaptors enable wireless functionalities to legacy HART field devices. The network manager provides network initialization functions, network scheduling, link routing, etc. Routing is performed through either graph routing or source routing [63]. The WirelessHART standard provides data confidentiality, data integrity, and authentication by using MIC [64], CRC [65], and 128-bit AES keys [66]. Different symmetric security keys (join, network, session, well-known) are used to secure end-to-end, per-hop, and peer-to-peer communication. The security manager, together with the network manager, is the responsible entity for establishing and distributing the security keys.

ISA100.11a

ISA100.11a is another industrial standard that runs on top of the IEEE 802.15.4 PHY (Physical layer) and exhibits many similarities with the WirelessHART. It also uses time-slotted communications and a slow channel hopping mechanism to deal with external interference. In ISA100.11a, a set of roles are defined to describe the functions and capabilities of a device, similarly to WirelessHART [58].

ISA100.11a [68] was designed for process control in industrial automation and related applications [68]. ISA100.11a is built on the IEEE802.15.4 PHY layer and adopts many features in common with WirelessHART in the MAC layer, such as TDMA/CSMA, channel hopping, and channel blacklisting. However, ISA100.11a provides additional network flexibility over WirelessHART, such as configurable time slot, fast and slow channel hopping, and adaptive channel blacklisting [58]. The network and transport layers of ISA100.11a are based on 6LoWPAN, IPv6, and User Datagram Protocol (UDP) standards [69,70]. In fact, ISA100.11a targets a wider class of process control applications than WirelessHART because ISA100.11a’s application layer is not restricted to one native protocol.

As shown in Figure 3b, a typical ISA100.11a network consists of a set of field devices (I/O devices and routing devices) and infrastructure devices (backbone routers, gateways, and system and security manager). ISA100.11a operates in either tree or mesh topology while the second is preferable because it offers increased robustness and enhanced reliability [71]. Like WirelessHART, ISA100.11a supports graph routing and source routing [72]. A security manager is essential in ISA100.11a, as in WirelessHART, to distribute and manage the security keys for both message integrity check (MIC) as well as
confidentiality. Five symmetric security keys (global, join, master, datalink, and session) are defined in ISA100.11a for encryption at different levels of the network stack. Optionally, ISA100.11a also defines asymmetric keys [73].

Although there are similarities between ISA100.11a and WirelessHART, they are not interoperable [74]. From 2010 to 2013, ISA100.12 spent a lot of effort to find a technical path to converge with WirelessHART without success [75].

WIA-PA (IEC62601)

WIA-PA also was designed to target process automation applications in industry setups. WIA-PA, like WirelessHART and ISA100.11a, builds upon the IEEE 802.15.4 standard. However, unlike these two technologies, WIA-PA avoided any modification to the IEEE 802.15.4’s MAC layer [76]. This approach assures seamlessly co-existence with IEEE 802.15.4 MAC-based systems such as ZigBee. In order to ensure reliability and timeliness, WIA-PA defined a datalink sublayer on top of the IEEE 802.15.4 MAC layer. This sublayer provides additional functionalities such as frequency switching, adaptive frequency hopping, packet aggregation and disaggregation, and time synchronization, etc. [77].

WIA-PA supports a hierarchical network topology that is basically mesh-of-stars as shown in Figure 3c. The first level of the network is a mesh topology of routers and gateways while the second level is a star network that connects redundant routers and field devices to routers from the first network level. A static routing method is used within a WIA-PA network [78]. The network manager sets up the connection relationships. Each pair of devices will have at least two routing paths between them [79]. Security services such as data integrity (MIC) and confidentiality (encryption) are supported in WIA-PA at two levels: end-to-end and point-to-point. WIA-PA defines three symmetric keys (join, encryption, and data encryption) for encryption [80,81].

6TiSCH (IEEE 802.15.4-TSCH)

6TiSCH (IPv6 over the TSCH mode of IEEE 802.15.4e) is a wireless standard meant to provide IPv6 connectivity for low power wireless networks consisting of IEEE 802.15.4 devices. It mainly makes use of the Time Slotted Channel Hopping (TSCH) mechanism detailed in IEEE 802.15.4-2015 standard. The basic architecture of a 6TiSCH network is shown in Figure 3d. The architecture consists of a device called a “Border Router”, which acts as the intermediate gateway between the wireless network composed of low power devices and the external world (internet). 6TiSCH stack uses Constrained Application Protocol (CoAP), User Datagram Protocol (UDP) and IPv6 as the application, transport, and network-level protocols [82]. IPv6 Routing Protocol for Low-Power and Lossy Networks (RPL) is used to construct a tree-based multi-hop architecture to connect all the low power wireless nodes into the network. 6LoWPAN (IPv6-based Low-Power Personal Area Networks) adaptation layer handles the fragmentation/reassembly of IPv6 packets to IEEE 820.15.4 MAC packets and vice versa. 6TiSCH has also defined secure, lightweight join processes through Constrained Join Protocol (CoJP) [82].

The communication between each pair of nodes in an IEEE 802.15.4 TSCH network follows a synchronous schedule consisting of “dedicated cells”. Each dedicated cell consists of a dedicated timeslot and a communication channel, with which a particular communication takes place between the respective nodes. This cell allotment scheme helps to avoid collisions and hence improve reliability. 6TiSCH supports both central and local management of these communication schedules using various scheduling functions. The allocation can be done such that the predictable transmission pattern matches the traffic. This avoids idle listening and extends battery life for the constrained nodes.

Applications in process automation industries mainly involve monitoring and control of different processes and flows. The use case requirements in these kind of industries can be broadly classified into three categories, namely, monitoring, control and safety [8] applications. The time critical applications related to safety and closed-loop control are still handled using wired communication technologies. Currently IEEE 802.15.4 based wire-
less solutions (WirelessHART, ISA100.11a, WIA-PA) are primarily employed for non-time critical applications such as monitoring and open loop control. The recent IEEE 802.15.4 architecture 6TiSCH, is expected to address mission-critical machine-to-machine communication. Industrial automation control systems, asset tracking with mobile scenarios, drones and edge robotic control are a few of the envisaged applications of 6TiSCH. Thus we believe that the IEEE 802.15.4 solutions can play a vital part in addressing some of the smart manufacturing applications which falls under different use cases identified in Section 2 such as, collaborative machines, remote operation and predictive maintenance.

3.1.3. IEEE 802.11-Based Technologies

IEEE 802.11-based wireless technology is well known by the common name “Wi-Fi” (Wireless Fidelity) and provides wireless connectivity to the majority of today’s digital devices such as mobile phones, laptops, smart TVs etc. The most commonly used wireless technologies in smart manufacturing, especially discrete manufacturing industries are also IEEE 802.11 based. In this section we provide a brief overview of IEEE 802.11 and its applicability in industrial automation and smart manufacturing domains.

Wi-Fi Variants

Wireless fidelity (Wi-Fi) is based on IEEE 802.11 (a/b/g/i/e/n/ac/ax) standards for wireless local area networks (WLAN). The main purpose is to provide wireless connectivity for devices within a local area. It provides an internet connection when connected to an Access Point (AP) and also supports station mobility [83]. It standardises access to frequency bands for the purpose of local area communication. It also defines the MAC and physical layer specifications for wireless connectivity for fixed, portable, and moving stations (STAs) [84]. Wi-Fi based implementations for wireless sensor networks (WSN) have been analyzed in [85], and it has been pointed out how Wi-Fi can be more advantageous with respect to traditional WSN due to:

- higher data rate (up to 300 Mbps), useful for real time applications;
- non-line-of-sight transmission: communication can also take place through walls;
- large coverage area (100 m indoor, 300 m outdoor);
- high reliability to treat the network handling and fault recovery.

Although Wi-Fi consumes more power than other standards (e.g., IEEE 802.15.1 and IEEE 802.15.4), Wi-Fi is suitable for real time and high data rate implementations (e.g., audio/video surveillance) because of its low energy per bit rate (mJ/Mbit) [83].

WIA-FA (IEC 62948)

Wireless Networks for Industrial Automation-Factory Automation (WIA-FA) has recently become an international standard, IEC 62948 [86] and the system architecture is based on the physical layer of Wi-Fi (IEEE 802.11 WLAN). Therefore, the RF bandwidth is at least 20 MHz, which means it needs to be carefully installed, as a maximum of three parallel Wi-Fi based systems can operate in the 2.4GHz band without interference or degradation of performance.

Figure 4 shows the system architecture of WIA-FA. Field devices, e.g., sensors or actuators, connect to an access device. Multiple access devices may communicate with the field devices in parallel and form multiple, optionally redundant, star topologies. Access devices have the same address and are transparent to the field devices. One or several access devices connect to one of a number of typically redundant gateway devices, which include the network management functions and connect a WIA-FA network to other networks within a factory environment.
Each WIA-FA network has only one network manager (NM), which resides in the gateway device where it implements the network management function. The WIA-FA network management protocol performs such functions as allocating the unique 8-bit or 16-bit short address for all devices in the network; constructing and maintaining the redundant star topology; allocating communication resources for communications of WIA-FA devices; and monitoring the status of the WIA-FA network, including device status and channel condition.

WIA-FA defines the physical layer (PHY), data link layer (DLL) and application layer (AL). The PHY layer is based on the IEEE 802.11-2012 standard. DLL layer is designed in such a way that it provides reliable, real-time and secured communication between WIA-FA field devices and access devices by adopting TDMA data-transport mechanism based on the “superframe” concept. Superframes are used to avoid transmission collisions between frames and ensure reliability and real-time transmission while supporting frame aggregation/disaggregation. The WIA-FA superframe is a collection of timeslots which repeats at a constant rate. Though the length of a timeslot is configurable, each timeslot is only used for transmitting one frame. The default superframe consists of beacon timeslots (used by a field device to join the network), uplink shared timeslots, and downlink timeslots. The DLL is also responsible for management functions, including defining device joining, leaving, time synchronization, and remote attribute get/set.

The WIA-FA application layer (AL) supports distributed applications for users. The AL is comprised of the user application processes (UAP) and the application sub-layer (ASL), which defines communication services among UAPs on different devices. Each UAP is composed of one or more user application objects (UAO) that interact with industrial processes, while the device management application process (DMAP) is a special UAP. WIA-FA supports a number of application data types that are transferred between the gateway device and field devices:

- non-periodic urgent commands such as start and stop commands with data priority RT0;
- periodical input data (e.g., sensor measurement values, switch status, actuator feedback values), and periodical output data (e.g., actuator setpoints, switch set values) with data priority RT1;
- non-periodical requests and responses for attribute read-and-write accesses, as well as alarm acknowledgements with data priority NRT (non-real-time);
- non-periodical alarm reports with data priority RT2; and,
- periodic management data (priority RT3) for monitoring data and network status messages.

3.2. Long Range Wireless Technologies
3.2.1. LoRa and LoRaWAN

LoRa (Long Range) is a proprietary radio technology with long range capabilities as well as high resistance to interference. Thanks to the spread-spectrum modulation technique LoRa can trade data rate with sensitivity. The amount of spread used is controlled through a parameter called the Spreading Factor (SF). The higher the SF, the higher the sensitivity and thus, the longer the transmission range. However, the data rate decreases substantially...
with higher SFs with a corresponding increase in energy consumption. Other characteristics that can affect the transmission time and the energy consumption is the channel bandwidth and the coding rate. A lower coding rate value results in shorter transmission times but less tolerance to transmission errors. LoRa can be used in both license-free sub-GHz and 2.4 GHz radio frequency bands. Depending on the region the central frequency may be the 433 MHz (Europe and Asia), the 868 MHz (Europe) or the 915 MHz (Australia and North America) as is depicted in Figure 5.

![LoRaWAN classes and license-free sub-gigahertz radio frequency bands for the EU and the US.](image)

The current LoRa-based standard for sub-GHz transmissions is called LoRaWAN. This protocol has been developed and is maintained by a non-profit association called the LoRa Alliance. LoRaWAN provides a number of services for LoRa-enabled devices such as device registration, acknowledgements, and end-to-end security.

Unlike some short/medium range technologies such as those based on the IEEE 802.15.4 radios, which use multi-hop deployments, LoRaWAN uses 1-hop deployments in a star topology where the nodes communicate with one or more gateways and the gateways forward their packets to a network server via a backhaul network. Due to its Aloha-based MAC and the radio duty cycle restrictions, LoRaWAN as currently standardised, cannot guarantee packet delivery and low latency, two requirements of many industrial applications. However, it is suitable for applications that generate small amounts of data (e.g., predictive maintenance) and for applications that require high levels of mobility (e.g., asset tracking).

### 3.2.2. Sigfox

Sigfox is an inexpensive, reliable, low-power wireless protocol solution that connects sensors and devices, which is a part of the Low-Power Wide Area Networks (LPWAN) suite of technologies, deployed mainly for the development of the IoT networks. Sigfox can provide two-way, secured communication services to a range of services within the IoT ecosystem. The modulation technique utilised by Sigfox is ultra-narrow band, which provides a security advantage: it has the ability to continue operating despite jamming attempts. Ultra-narrow band modulation has intrinsic ruggedness as the signal overlapping with the noise is very low.

Sigfox is designed for the transmission of small payloads over long distances and has a transmission range when transmitting these small payloads up to a range of 40 km [88]. Sigfox utilizes bandwidth very efficiently and experiences very low noise levels, resulting in high receiver sensitivity, ultra-low-power consumption, and inexpensive antenna design making it a suitable protocol for IoT use cases. All these benefits come at an expense of a maximum throughput of only 100 bps. The achieved data rate clearly falls at the lower end of the throughput offered by most other LPWAN technologies limiting application opportunities for Sigfox.

Sigfox operates in Europe using the public 868 MHZ to 868.2 MHz band, with a bandwidth of 192 KHZ. Whilst in the rest of the world, Sigfox uses the bands between 902 and 928 MHz with restrictions according to local regulations. Each message is 100 Hz wide and transferred with a data rate of 100 or 600 bits per second [89].
The successful deployment of Sigfox within a manufacturing environment is very dependent on the specific use cases. For example, if a system is needed to transmit minimal data such as temperature every hour or oil-tank levels on a daily basis for example, then the deployment of Sigfox is a viable option. Another potential use case is in supply chain management, a Sigfox sensor on a pallet of important goods can be tracked across all the continent of Europe relaying, e.g., temperature and location allowing the level of traceability that is now relatively inexpensive [88–91].

3.2.3. NB-IoT and LTE-M

Narrow Band IoT (NB-IoT) is a 3GPP open standard for low-power and low data rate devices such as sensors and actuators. In contrast with the other two major players in LPWAN (i.e., LoRa and Sigfox), NB-IoT is designed to operate over cellular licensed radio frequencies. NB-IoT uses the existing 2G-4G network infrastructure and its transmissions (packets) are accommodated within a subset of the existing frame layout provided by LTE (4G). Consequently, NB-IoT uses a Frequency Division Multiple Access (FDMA) policy to access the medium for uplinks and Orthogonal FDMA (OFDMA) for downlinks. The modulation is the quadrature phase-shift keying (QPSK) over a 200 kHz-width channel (GSM) or a 180 kHz-width channel (LTE). Unlike LoRa and Sigfox, NB-IoT can achieve much higher data rates of 200 kbps for downlinks and 20 kbps for uplinks. The maximum allowed payload size is also much higher than the other two major LPWAN players (i.e., 1600 bytes).

As is stated in [92], the strengths of NB-IoT are (a) the high levels of coverage possible while maintaining a data rate of at least 160 bps, (b) the connectivity of a massive number of devices (52547 devices per cell), (c) low implementation complexity for IoT applications, and (d) low latency (<10 s for 99% of the devices). A negative point of NB-IoT is the increased overhead due to the synchronisation mechanism. This leads to a battery lifetime of less than 3 years for applications with data periodicity of 2 h [92]. Compared to the other two major players in LPWAN, NB-IoT seems to achieve more reliable communications [93] due to its synchronized nature and much higher data rates [94]. A disadvantage of NB-IoT is that it relies on existing infrastructure and it does not give the flexibility to the users to deploy their own private network. This must be done through the infrastructure of the network operator.

4. Emerging Wireless Technologies for Industrial Automation

The evolution of Industry 4.0 envisions industrial IoT use cases that have communication link and system requirements that may not be fulfilled by existing technologies. The increasing demand for higher throughput, lower latency and higher user capacity in smart manufacturing applications led the demand for more capable technologies. In this section, we provide an overview of the emerging wireless technologies that are being considered, their new features, and how they support the new use cases associated with Smart Manufacturing.

4.1. 5G

The 5G cellular network aims at highly adaptable, converged and pervasive wireless information exchanges, and is expected to be a game changer, unlocking novel opportunities, services, applications and a wide range of use cases. In terms of wireless networking, 5G is intended to allow three distinct types of services namely, enhanced mobile broadband (eMBB), massive machine-type communications (mMTC) and ultra-reliable low-latency communications (URLLC). The eMBB aims to have uplink and downlink data speeds up to 10 Gbps and 20 Gbps, respectively. The mMTC will enable autonomous environments in industry by allowing interaction between a large number (e.g., up to 1 million devices per square km) of smart sensors and gateways. For single transmission, URLLC aims at a 1 ms over-the-air round-trip time (RTT) and 99.999% reliability, which is important for time-critical control applications. The correlation between the above services and smart manufacturing use cases is depicted in Figure 6. To support these three types of services,
3GPP has introduced a unified air interface, namely, 5G New Radio (NR), that can flexibly address the requirements of each service along with the following major features:

- **New Radio (NR) Interface**: 3GPP has introduced a unified air interface, namely, 5G New Radio (NR) that addresses many of the 5G services requirements and supports a large number of 5G use cases. The new radio interface/access will surpass the capabilities of previous generations of mobile communication. Due to the introduction of flexible numerology feature, 5G-NR can enable extremely high data rates everywhere, extremely low latency, ultra-high reliability and availability, extremely low computing cost and energy usage, and energy-efficient networks.

- **Flexible Spectrum Formation**: 5G will support two frequency spectrum ranges, namely, Frequency range 1 (FR1) (below 6 GHz) and Frequency range 2 (FR2) (above 24 GHz). 5G is expected to operate in unlicensed spectrum (such as 2.4 GHz, 5 GHz and 66 GHz) while co-existing with technologies such as WiFi. Moreover, discussions are ongoing to allocate a dedicated spectrum for 5G based vertical industries [95]. In comparison to LTE, where maximum channel bandwidth is 20 MHz, the maximum channel bandwidth per 5G Carrier is 400 MHz. For 5G NR, the frame length is set at 10 milliseconds, the length of a subframe is 1 milliseconds, the number of subcarriers per resource block (RB) is 12, and each slot contains 14 orthogonal frequency-division multiplexing (OFDM) symbols (12 symbols for extended cyclic-prefix mode), all of which are identical to LTE. In comparison to LTE numerology, which uses a 15-kHz subcarrier spacing, the 5G frame structure allows for subcarrier spacings of 15, 30, 60, 120, or 240 kHz. The features above (i.e., flexible spectrum formation) are particularly important to support a wide range of data services with distinct QoS requirements in terms of reliability, latency, and data rate.

- **Channel Coding**: In contrast to LTE, which uses convolutional codes and Turbo codes, 5G NR uses two capacity-approaching channel codes: low-density parity-check (LDPC) codes and polar codes, the former for error correction in user data and the latter for control channels. Since both codes exhibit ultra-low decoding latency, they are particularly suitable in URLLC applications in smart manufacturing.

- **Millimeter-Wave Spectrum (millimetre-wave)**: Currently, most of the wireless technologies use spectrum in the 300 MHz to 6 GHz band. 5G wireless networks will provide ultra-high-speed communication links by exploiting the unused high frequency millimetre-wave band, ranging from 30–300 GHz. The cell size for 5G systems at millimetre-wave frequencies is expected to be around 200 m [96,97]. Through millimetre-wave communications, 5G is expected to support augmented reality (AR)/virtual reality...
• **VR** such as advanced use cases of industrial environments, where very high data throughput is required.

• **Massive MIMO & Smart Beamforming**: Using millimetre-wave frequencies, due to the small wavelength, hundreds of antenna components can be arranged in an array on a small physical surface. For the millimetre-wave bands, typical antenna numbers under consideration for the base station range from 256 to 1024. The arrangement of large number of antennas in 5G allows using an advanced access technology called Spatial Division Multiple Access (SDMA), which increases the capacity of the system to support a large number of sensor nodes simultaneously [98–100] in a smart factory.

• **Signal Processing for 5G**: With channel state information made available at the transmitter, analog based linear pre-coding (e.g., Matched Filtering) can be used for multi-user (MU) MIMO downlinks. However, this precoding technique may suffer from high complexity for massive MIMO scenarios. In recent years, hybrid precoding (combination of analog and digital precoding) emerged as a potential solution for 5G MU-MIMO downlinks, especially with millimetre-wave enabled massive MIMO [101–104]. With massive MIMO, linear processing such as MMSE/ZF [105,106] can be used as interference mitigating receivers in the uplink of 5G. However, in recent years, reduced complexity non-linear methods [107–109] have been developed to work with millimetre-wave and massive MIMO enabled 5G. When used in a dense network environment, the advanced signal processing technique in 5G is expected to boost communication quality.

• **Software Defined Networking (SDN)**: Software-defined networking facilitates network management through a softwarization approach, in which the data plane is separated from the control plane to improve network performance and monitoring. A separation between control plane and user plane functions in 5G core network leads to the following Functional Entities (FEs): Mobility Management Control Function (MMCF), Session Management Control Function (SMCF), Policy Function (PF), Subscriber Database Function (SDBF), Authentication Function (AuF), Application Functions (AF) and User Plane Function (UPF) [101]. A new interface, so called NGx has recently been defined by 3GPP for interaction between these key functional entities.

• **Network Function Virtualization (NFV)**: Virtualization of network functions arose in the data centre community, with the aim of sharing common physical resources such as computation, storage, and networking by creating virtual machines (VMs). By implementing the same features in software, NFV decouples physical network functions (e.g., firewalls, routers, load-balancers, etc.) from dedicated hardware [110]. It is important to note that NFV and SDN are complementary technologies that meet the needs of demanding applications while optimizing physical network infrastructure utilization.

• **Network Slicing (NS)**: Network slicing is a relatively new paradigm that allows for the creation of several logical networks customized to various types of data services and business operators. This feature in 5G will enable individual design, deployment, customization, and optimization of different network slices on a common infrastructure. Although the idea of NS was originally proposed for partitioning Core Networks using techniques such as NFV and SDN, it has since been expanded to provide effective end-to-end data services by slicing radio resources in Radio Access Networks (RANs) [111,112]. Recently, a 5G-based network slicing framework has been applied to smart factory scenarios to interconnect different industrial sites and to provide the required end-to-end connectivity and processing features [113].

The above features of 5G wireless network could accommodate different use cases running in the same smart manufacturing environment with the aid of the flexible sub-carrier formation and network slicing. For example, a Human-Machine Interaction application with high and constant data rate could efficiently share the radio resources with a Collaborative Machines applications with synchronized and low latency cyclic operations. Each radio resource slice allocated for a use case may use a different numerology (sub-carrier spacing and time-slot duration) to meet its end-to-end connectivity requirements and they
can coexist in the same radio interface. The use cases that require massive connectivity (i.e., a large number of deployed devices such as sensors to perform Predictive Maintenance or Remote Operation activities), are significantly benefited by the use of the wide millimetre-wave spectrum. Although wireless sensor networks usually generates narrow-band and low rate traffic, the lower frequency bands may not support simultaneous connectivity of thousands of devices. Moreover, the use cases that demands very high throughput such as Human-Machine Interaction applications are also benefited by the millimetre-wave wide band and by the high spectral efficiency of Massive MIMO and Smart Beamforming techniques. 5G prototype networks have already been deployed for industrial applications. For example, Qualcomm has designed the network architecture and communication protocol to allow 5G to operate as part of existing Time Sensitive Networks (TSN), which are deployed in an industrial space [114]. Qualcomm has developed a prototype to validate the proposed design and demonstrated its performance by tracking and controlling high speed rotating discs which are used in industry. It is shown that 5G communication is able to achieve similar performance as ethernet cable communication in terms of data throughput.

4.2. WIFI 6 (802.11ax)

The WLAN standard IEEE 802.11ax, marketed as WI-Fi 6 by Wi-Fi Alliance [115], enters the market of industrial wireless automation and digitalisation, aiming to increase the number of WLAN clients, the spectrum efficiency, and the runtime of battery-powered devices. This can be mainly achieved with finer radio resource allocation, spatial reuse and a new wake-time mechanism (as summarized in Figure 7), given the following main features:

- **Orthogonal Frequency Division Multiple Access (OFDMA):** Wi-Fi 6 uses the same spectrum allocation on 2.4 GHz and 5 GHz as previous versions with sets of 20 MHz wide channels that can be aggregated in blocks up to 160 MHz wide. However, within those 20 MHz channels, Wi-Fi 6 subdivides the frequency space into 256 sub-channels—four times more than the 64 sub-channels previously used. This improves the resolution with which a link can cope with interference, frequency-selective fading and resource allocation. Those sub-channels are organised in an Orthogonal Frequency Division Multiple Access (OFDMA) transmission frame, where a communication channel is divided into up to nine sub-channels, a so-called resource unit (RU). These RUs can be allocated to different clients communicating simultaneously. In the previous version, they were organised in an Orthogonal Frequency Division Multiplex (OFDM), where only one client can communicate at a given time since the full channel is used during the data transmission. This means Wi-Fi 6 can achieve much lower latency and fairer distribution of bandwidth between clients as it can serve multiple users in less time. In addition, it can provide more efficient transmission of small data packets as the transmission can be allocated into a small portion of the channel and does not waste the whole bandwidth to transmit every time.

![Figure 7. New Wi-Fi 6 features for capacity enhancement.](image-url)
• **Spatial Reuse**: A major cause of slow data rate in dense access point environments in previous Wi-Fi versions is the mutual interference between access points that share the same channel (co-channel interference) or whose channel groupings overlap (overlapping basic service set). Using the Carrier Sense with Multiple Access Collision Avoidance (CSMA/CA) mechanism, a radio wanting to transmit first listens on its channel, and if it detects an ongoing transmission, it backs off before trying again. In Wi-Fi 6, the interference between relatively close access points (using the same channel but different Basic Service Set (BSS)) is mitigated by assigning different “colours” for each BSS. Before transmitting, an access point or a client detects a signal on its channel and checks the colour code. If the colour is different and the signal strength is low enough (indicating a low chance of interference), the transmission is done without the need for backing off. Hence, the same channel can be reused by different access points separated by a distance that gives enough signal attenuation. Therefore, spatial reuse enables a more efficient use of the spectrum if the access point deployment is adequately planned.

• **Target Wake Time (TWT)**: The TWT mechanism introduced by Wi-Fi 6 aims for improving the battery life of IoT sensors and other devices. This is possible by allowing the devices to “sleep” between sending and receiving packets and waking up at an agreed time, which is negotiated between the access point and the client. During the sleep time, the device enters a low-power mode and consequently saves battery. The wake time can be scheduled by the access point to create efficient spectral usage patterns and to maximise the number of clients it can handle over time.

• **Other Improvements**: Wi-Fi 6 standard also introduces other features that improve the general WLAN performance, such as uplink Multi-User Multiple Input Multiple Output (MU-MIMO) and higher modulation scheme 1024-QAM, increasing the nominal data rate.

Wi-Fi 6 can enable use cases such as massive sensor network deployments and Human-Machine Interaction with Augmented/Virtual Reality (or Mixed Reality) applications with these enhancements. As described in the previous sections, factories can be equipped with many sensor devices that help predictive maintenance, manufacturing operations, theft prevention, and logistics monitoring. All these devices can be potentially connected to a single Wi-Fi 6 network supported by the increased client capacity and energy efficiency. Mixed reality is commonly employed in information visualization for machinery design, and maintenance [116] and generates significant amount of data from high-definition graphics and meta-data. For instance, a “walk-by” machine monitoring using a mixed reality application in a tablet can receive an instant reading of real-time information of the machine [117]. However, such real-time applications might have performance degraded when client mobility increases. In a dense and mobile industrial environment, clients might need to roam (handover) between different access points as they move. The Wi-Fi 6 standard does not introduce improvements to the roaming process. Currently, the client’s roaming time can be between a few milliseconds and several seconds [118], which may be unacceptable for critical applications and strict latency requirements.

4.3. **Wi-Fi 7 (802.11be)**

Wi-Fi 7 (IEEE 802.11be which is also named Extremely High Throughput (EHT) Wi-Fi) is a new amendment to the Wi-Fi standard that promises to scale up the nominal throughput to as high as 40 Gbps. This is achieved mainly by enhancing the PHY layer (EHT PHY): doubling the bandwidth to 320 MHz, increasing the modulation to 4096-QAM, and increasing the number of spatial streams to $16 \times 16$ MU-MIMO. In addition to this primary goal, Wi-Fi 7 also aims to achieve higher spectrum efficiency, better interference mitigation, and real-time application (RTA) support. However, the EHT PHY alone cannot provide the gains in throughput and latency to achieve all goals. This is why other innovations are discussed for Wi-Fi 7: modified EDCA and OFDMA, multi-link operation for channel
diversity, minimisation of channel sounding overhead, advanced PHY approaches (HARQ, NOMA and full-duplex), and multiple access point cooperation [119,120].

To support RTA, modifications are being proposed to the enhanced distributed channel access (EDCA). Many MAC solutions that are being discussed were initially proposed for wired Time-Sensitive Networks (TSN), e.g., interrupting a long delay-tolerant packet transmission to prioritise an urgent packet and scheduling transmissions [121]. Other proposed solutions are introducing a new access category queue for RTA traffic [122], speeding up the backoff period of the RTA traffic [123]. Modifications in the OFDMA frame are also proposed as it allows the access point to manage downlink and uplink transmission centrally, and thus it can be a powerful tool to support RTA. Optimal allocation of resource units (RU) for an RTA client is needed, considering the knowledge of traffic parameters and packets’ remaining lifetime, for example. Having such knowledge might require a cross-layer cooperation [124], which might trigger substantial paradigm changes in the 802.11 standards.

Wi-Fi 7 enables clients to seamless roam between access points in dense deployments by introducing a multi-AP cooperation feature. This technology allows for fast association and re-connection with an access point as users move around [125]. It has been discussed that nearby access points will require cooperation with each other by coordinating the channel access and transmission schedule or by jointly transmitting the same data [126].

Because of the mobility support, some use cases will be more benefited by Wi-Fi 7 than Wi-Fi 6, particularly in cases where there are dense access point deployment and robotic tools and autonomous intelligent vehicles are moving. Once moving robots can seamless roam, productivity can be boosted by allowing robots to perform complex and dangerous tasks. These tasks may demand high data rate, ultra-low latency, and mobility to support the manufacturing process’s synchronisation and management by offloading their potentially heavy computational workload to edge servers.

4.4. 6G

The Sixth Generation (6G) of cellular networks envisions to fully integrate advanced features that are only partially required in 5G technology, including artificial intelligence, autonomous vehicles, mixed reality and haptic interface technologies requiring low latency communication, which are also crucial features for Industry 4.0 and beyond [127]. To achieve this integration, the 6G wireless systems will indeed require more enhancements on throughput (up to 1 Tbps), network capacity (×1000 5G capacity), energy efficiency, backhaul and access network congestion and data security. The following key technologies enable these requirements [128]:

- **Artificial Intelligence**: The most important technology introduced for 6G systems is the integration of AI into the communication protocols of the future. AI will play a vital role in automating complex and time-consuming network tasks, such as handover, network selection and channel access. Hence, it will increase efficiency and reducing delays in communication.
- **Terahertz Spectrum**: The allocation of THz bands will increase the bandwidth available to support very high data rates. The high frequency will lead to high path loss, and very narrow beam antennas will likely be required [129].
- **Optical Wireless Communication (OWC)**: In addition to the variety of available RF-based communications, OWC technologies such as visible light communication, optical camera communication, and free-space optical are considered for possible device-to-device, and fronthaul/backhaul networks [130].
- **Blockchain**: Managing a massive amount of data can be a bottleneck in the network if carried out on a centralised node. Blockchains are a form of distributed data management providing interoperability, security, privacy, reliability, and scalability [131]. Hence, blockchain technology approaches will be useful in the management of massive and secure Industrial IoT networks.
• Wireless Information and Energy Transfer: WIET allows the system to transfer wireless power during communication using the same electromagnetic wave. Hence, battery-powered sensors can be charged while communicating the data, thus lengthening the devices' lifetime. In addition, network devices without batteries could be supported.

• Other key enabling technologies include: integrated airborne networks (UAV, satellite) [132,133], quantum communications [134], integrated sensing and communication [135], enhanced MIMO techniques [128].

Although the transformation to Industry 4.0 will be enabled by secure, low latency wireless communications and automation through the use of 5G and the other established protocols described, future industrial use cases with much more extreme requirements will benefit from the advancements associated with 6G [136]:

• the use of augmented/virtual reality in industrial tasks may benefit from higher resolution and multi-sensory designs;
• massive deployments of mobile robot swarms and drones performing a vast range of tasks may benefit from increased capacity and link reliability and distributed computing;
• dynamic digital twins may benefit from increased accuracy for synchronous updates from the physical world and higher resolution of real-time mapping and rendering.

5. Challenges and Future Directions

5.1. Wireless Power Harvesting

As the sensor nodes supported by most of the wireless technologies are battery powered in nature, any form of harvesting energy from the ambient environment could help achieving an energy optimal operation and reduce maintenance costs associated with battery operated devices. Wireless energy harvesting is a promising and widely adopted solution to provide power to wireless sensor nodes installed in a harsh industrial environment (i.e., inside the machinery on a production line) where the total-cost-of-ownership can be significantly increased by the need to replace batteries.

Despite the recent advances in the area of wireless power harvesting, there are still a number of issues that need to be addressed. Over the past number of years, research activities have focussed on the hardware implementation and transmission management mechanisms with respect to physical layer in wireless power harvesting networks [137]. However, there are several issues related to integrating RF-power harvesting into the existing communication protocols as regards how the data and energy transmission mechanisms can dynamically be adjusted to share the same spectrum. This subsection summarises those challenges as well as potential solutions in an effort to provide guidelines and research directions to work on for the research community.

One challenge being addressed by the research community is in the field of energy harvesting and utilization efficiency in wireless powered harvesting networks. In such energy harvesting techniques, RF energy is impacted on by spreading loss in the free space and the resultant energy received by the end device in the electromagnetic far-field is very limited [138]. Hence, both the hardware (such as the transmitters, the harvesting circuit as well as antennas) and the software (e.g., the power management policy and the transmission strategy) should be designed to maximize the energy harvesting transfer, energy conditioning and energy utilization efficiency of the overall systems including sensing and communications.

Establishing the optimum tradeoff in relation to the interference between the wireless energy transfer mechanism and the wireless communications is another critical challenge in wireless powered networks. In the case of both dedicated and ambient power harvesting sources, the interaction between energy transfer and communications is significant as the energy transmission can interfere with the information decoding while data transmission may cause interruption in energy reception while operating in the same bands. Hence, the optimization of the power transmission and data throughput is a challenging design issue [139]. In this case, a softwarized on/off mechanism at the MAC protocol level is inevitable in order to separate the energy and data slots to ensure no communication is
taking place when the end devices are being charged. As such, wireless power harvesting requires a scheduling policy to manage interference [140]. Spectrum scheduling could be a useful tool to avoid or mitigate the interference by employing some management techniques such as interference cancellation and alignment to optimise energy transfer and communications.

Network coding schemes could be another factor heavily influencing the energy efficiency of such wireless sensing systems. These allow the senders to transmit the information and energy simultaneously and improve the RF energy harvesting efficiencies, particularly in the case of large-scale networked systems. The senders and relays can effectively use available time slots for power harvesting when they are idle from a communications perspective. The study [141] suggests that network lifetime gain could be improved up to 70% when employing RF power harvesting. A diverse range of network model and coding schemes need to be explored in order to improve the network lifetime. However, it is still an open issue to investigate whether the RF power harvesting improves the upper bound of energy gains and if so, to what extent.

Size constraints in the sensor design are also a challenge which needs to be addressed in many wireless sensing applications [142]. The antenna, matching network, and the rectifier are the integral components of an RF power harvester and the antenna size has a decisive role in determining the harvesting density so it becomes even more pertinent to reduce the size of the devices embedded to the designed sensors while maintaining harvesting efficiency associated with larger antenna.

Energy trading strategies could be another dimension in wireless power harvesting networks [143]. For instance, wireless charging service providers could be seen as small RF power suppliers contributing towards (partially) meeting the energy demands of nodes throughout the network. Seeking the best trade-off between the amount of RF power harvesting and the price to optimize the revenue and costs should always be considered.

Finally, the health impacts of wireless energy harvesting are an area which causes some concern in certain research circles. It has widely been acknowledged that exposure to electromagnetic waves at certain frequencies causes heating some materials with finite conductivity [144]. Several studies [145–149] have been conducted on the effects of electromagnetic radiations from mobile devices and cellular infrastructures and a majority of these studies mark the radio waves as non-harmful for human health. Only a few studies [148,149] report some effects on genes when exceeding the upper bound of internationally recognised standards on secure power levels. Little research has been carried out to investigate the impact on health of dedicated wireless RF chargers which can sometimes emit much higher power than those used for communications. As such, there is a need to gauge the appropriate safety standards while deploying these RF chargers.

5.2. Millimetre-Wave and Terahertz Based Industrial Communication

The millimetre-wave and Terahertz (or sub-millimetre-wave) spectrum have large bandwidth available to provide multi-Gbps throughput for the upcoming industrial applications. Besides communication, these frequencies can also be used in industry for accurate positioning of artefacts and material sensing. Object positioning is benefited as more bandwidth is available compared to lower frequencies, leading to higher accuracy and lower latency [150]. These frequencies can also be used to scan materials for product quality inspection without opening the package or disturbing the content, measuring moisture levels, layer thickness, and surface uniformity [151].

The use of millimetre-wave and THz frequencies in industrial environments opens new challenges that were not considered using lower frequencies since path loss, and other channel impairments become more significant than in lower frequencies. As frequency increases, the wavelength decreases, and consequently, more objects act as scatterers. Small changes in the path length will cause small-scale fading, and obstructions of the line-of-sight signal will cause large-scale fading effects (blockage) [152]. In an industrial environment, building and furniture materials are commonly made of concrete and metal, reflecting
the radio waves and increasing the scattering of the signal. Furthermore, the movement of workers, machinery and other objects may cause a dynamic variation of the channel conditions [153]. Hence, the type of industrial environment has a significant impact on channel propagation and link performance. For example, in the “light industry”, where the production is end-consumer oriented, the products and equipment have a small impact on the propagation. While in “heavy industry”, where the machines are larger and heavier, the setup complicates the propagation [154]. Therefore, a millimetre-wave/THz network deployment has to be carefully designed to mitigate the channel impairments according to the type of industrial environment.

To overcome the issue of path loss, narrow beam antennas are used. However, considering a massive user deployment, the beamwidth design can lead to a fundamental trade-off between the area covered (and the number of users) and latency [155]. On the one hand, with wider beamwidth, the antenna gain is lower and, consequently, the SNR (signal-to-noise ratio) is reduced, leading to some users without enough SNR for successful transmission. However, with a wider beam width, more users can be illuminated by the beam and be served simultaneously, decreasing resource allocation’s latency. On the other hand, with narrower beamwidth, the SNR increases, leading to an increased data rate despite serving fewer users. In addition, reflected/non-line-of-sight paths become weaker, resulting in more gaps in coverage.

When using the same spectrum for both communication and THz sensing in the same environment, there are inevitable compromises that must be made. For example, in a millimetre-wave system, the position can be estimated based on a pilot signal that is sent together with the data signal [156]. The accuracy of the position measured increases with the number of pilot signals sent, which takes resources from the data signal, decreasing the data rate. Furthermore, it is not desirable that the communication directly interferes with the data gathering and vice versa. Therefore, mechanisms shall be designed to isolate (allocation in time or space) the processes from each other.

5.3. Guaranteed Low Latency and High Reliability

Guaranteed low latency and very high reliability are two requirements of Industry 4.0 communications [1]. Both requirements play an important role in the pace of productivity, management of production facilities, and as a consequence, in the maximization of profit.

A number of MAC protocols have been developed to achieve high reliability and low latency using existing radio technologies. IPv6 over Low-Power Wireless Personal Area Networks (6LoWPAN) standards such as the WirelessHART and the 6TiSCH make use of time-slotted MAC with channel hopping capabilities over the well-known IEEE802.15.4 radio interface. Both protocols, achieve very high reliability mainly due to the channel hopping mechanism which allows packet re-transmissions over non-repeated channels. Thus, transmissions that previously failed due to interference at a specific channel, have more chances to be delivered by using another pseudo-random channel in the next attempt. The time-slotted attributes of the MAC assures deterministic latency between 10 ms to 1 s depending on the length of the slotframe [67]. The biggest disadvantage of the IEEE802.15.4-based protocols is that they operate at the 2.4 GHz ISM frequencies which may be overcrowded by other dominant radio technologies, mainly the IEEE 802.11 ones. Due to their higher transmit power, IEEE 802.11 signals usually dominate the IEEE 802.15.4 and lead to a burst of packet losses [157] and a degradation of the reliability. Nevertheless, recent studies propose to blacklist badly-performed channels in order to increase the reliability levels [158]. How to efficiently achieve blacklisting throughout a multi-hop network with the minimum possible overhead is an open problem.

Even though 6LoWPAN present good performance and have been advanced quite well in the standardization process, they cannot easily support long range applications due to the short range nature of their radio. Multi-hop topologies add additional delay, cost, and network overhead because of the activity of the routing layer protocol. Researchers have studied the potential of LPWAN radio technologies for industrial applications. For
example, Zorbas et al. propose a LoRa-based time-slotted protocol with deterministic delay and high reliability [159]. The authors target applications that require up to a few seconds of delay in between successive transmissions such as predictive maintenance, building health monitoring, and asset tracking applications. Other researchers explore the possibility of using a time-slotted version of IEEE 802.15.4-Wi-SUN radios [160]. However, sub-GHz transmissions suffer from very low radio duty cycles given the existing regulations across the world, which limits the minimum latency that the solutions can achieve.

However, there are many applications that require a very fine synchronisation between devices that cannot be achieved with existing radio technologies. For example, robot motion control requires latency of less than 1ms and support of hundreds of devices in a 10 km² industrial area [161]. Thus, researchers have recently focused on the URLLC capabilities of 5G or other millimetre-wave technologies to address diverse, high-performance use cases linked to industrial automation as it was mentioned in Section 4.

5.4. Deployment and Interoperability

Today, communication solutions in factories are heterogeneous and often not interoperable. With the advent of Industry 4.0, the requirements are defined for industrial production systems such as mass customization and efficient automated production lines for small lot sizes. These requirements are mainly data-driven cloud-based services that require a more flexible, automated architecture [4]. Industry 4.0 builds on the IoT paradigm that suggests a flat cloud of interconnected devices rather than a complex hierarchical model [162]. Applying the Internet of Things (IoT) paradigm leads to a new automation architecture, called Industrial IoT. The IIoT architecture calls for uniform communication across all functional levels based on IP and thus fewer gateways are needed (less configuration effort). In this case, the typical automation communication requirements such as high reliability, low latency, and time synchronization, high amount of data and devices as well as seamless reconfiguration, sensor-to-cloud communication [163], and convergence are present and addressed on all functional layers [164]. To address the new requirements of IIoT, adequate communication systems are demanded wherein IT and OT converge.

In the same context, the IIoT vision requires the field devices to support IP, which is not possible with legacy Fieldbus systems and still partly difficult with the various existing real time Ethernet solutions [162]. Therefore, a further evolution of industrial communication systems is required.

Time Sensitive Networking (TSN) [165] is a recent standardization activity, which has the potential to harmonize today’s industrial communication systems, which realizes the IIoT requirements [166]. Most of the TSN standard elements have been primarily proposed for wired Ethernet networks. However, recent efforts try to extend TSN to wireless technologies [167,168], including WiFi [169] and 5G [170], which will provide a vendor-independent solution that can achieve full interoperability. The integration of TSN and wireless network has the potential to achieve the first unified network stack for the industrial communication, which promises to accomplish all requirements of Industry 4.0 and the IIoT architecture [162].

6. Conclusions

A wide range of wireless technologies for machine-to-machine (M2M) communication for factory or process automation applications have been developed, standardized or proposed. These include low power short range wireless communications and network technologies such as WiFi5/6 and WIA-FA, which are based on the IEEE802.11 standard, or WiHART, ISA100.11a, WIA-PA, based on the IEEE802.15.4 standard to IO-Link, which is based on the IEEE802.15.1 standard. Some of these technologies cover only the lower layers of the protocol stack, such as the PHY and MAC layer (WiFi, WIA-PA/FA) and typically use Internet protocol layers or automation protocols such as OPC-UA for higher layer functions. Others are full network protocol stacks such as WiHART, ISA100.11a or IO-Link. Some of these short-range technologies such as WiHART or ISA100.11a are already deployed
in many manufacturing environments and so are WISA and WISAN-FA, predecessors of IO-Link. Short range wireless technologies typically target indoor factory environments or confined outdoor areas. In contrast, M2M technologies that are based on low power wide area technologies such as LoRa/LoRaWAN, NB-IoT, or LTE-M will likely target outdoor plant areas due to their wide area coverage. These technologies also implement only lower protocol layers and will likely either use proprietary higher layer protocols or will leverage open protocols such as Internet protocols or OPC-UA to integrate them into automation and control applications.

Recently, 5G wireless technologies are being actively standardized and are seeing first deployments in the consumer space. 5G is a full network standard and is seen as the future wireless network platform for a very wide range of vertical applications, including factory automation. In particular, mMTC and URLLC services specified as part of the 5G standard aim at smart manufacturing use cases. The former aims at dense wireless sensor and actuator deployments, whereas the latter aims at supporting robotics and autonomous vehicles in factory environments. While 5G standardization is progressing, there are currently no products available on the market that support mMTC or URLLC applications. Some wireless manufacturers have started to evaluate 5G technology for automation applications in laboratory environments, but there is no experience with large-scale deployment available. While 5G wireless offers very flexible wireless access, it is unclear how energy efficient it is for dense low power sensing and actuation applications in manufacturing, e.g., thousands of sensors on one production line.

From this survey, it is clear that much research is still required to explore the use of wireless technologies in smart manufacturing. So far wireless technologies have seen limited deployment in factory automation application and many questions as to their reliability, dependability, performance and security remain open. The variety of available wireless technologies all aim at a specific subset of manufacturing use cases. However, it is unclear what works best for which case. 5G has attracted much hype and is seen by many analysts as the future for wireless factories. However, there is currently no experience of the performance of 5G in factory automation due to the lack of products, deployments, and large-scale studies. In order to advance the application of wireless technologies in factory or process automation, more research is required that explores issues such as powering devices through energy harvesting, performance of wireless technologies in millimetre-wave and Terahertz bands, ultra-reliable low latency issue. The design and deployment of these technologies both in simulated environments in a first step and then in real deployments in prototype or real manufacturing or factor environments.
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### List of Abbreviations

| Abbreviation | Description |
|--------------|-------------|
| 5G           | Fifth Generation |
| 6G           | Sixth Generation |
| AF           | Application Functions |
| AI           | Artificial Intelligence |
| AL           | Application Layer |
| AP           | Access Point |
| AR           | Augmented Reality |
| ASL          | Application Sub-Layer |
| AuF          | Authentication Function |
| BLE          | Bluetooth Low Energy |
| BSS          | Basic Service Set |
| CoAP         | Constrained Application Protocol |
| CoJP         | Constrained Join Protocol |
| CPPS         | Cyber Physical Production Systems |
| CoAP         | Constrained Application Protocol |
| CoJP         | Constrained Join Protocol |
| CPPS         | Cyber Physical Production Systems |
| CSMA/CA      | Carrier Sense with Multiple Access Collision Avoidance |
| DLL          | Data Link Layer |
| DMAP         | Device Management Application Process |
| DT           | Digital Twins |
| EDCA         | enhanced distributed channel access |
| EHT          | Extremely High Throughput |
| eMBB         | enhanced Mobile Broadband |
| FR           | Frequency Range |
| HMI          | Human-Machine Interactions |
| IO           | Input Output |
| IOLW         | IO-Link Wireless Systems Extensions |
| IoT          | Internet of Things |
| ISM          | Industrial, Scientific and Medical |
| IT           | Information Technology |
| LDPC         | Low-Density Parity Check |
| LPWAN        | Low-Power Wide Area Networks |
| LPWAN        | Low-Power Wide-Area Network |
| LTE          | Long Term Evolution |
| M2M          | Machine-to-Machine |
| MAC          | Medium Access Control |
| MIC          | Message Integrity Check |
| MMCF         | Mobility Management Control |
| mMTC         | massive Machine-Type Communications |
| MU-MIMO      | Multi-User Multiple Input Multiple Output |
| NB-IoT       | Narrowband-Internet of Things |
| NFC          | Near-Field Communication |
| NFV          | Network Function Virtualization |
| NR           | New Radio |
| NS           | Network Slicing |
| OFDM         | Orthogonal Frequency-Division Multiplexing |
| OT           | Operating Technology |
| OWC          | Optical Wireless Communication |
| PAN          | Private Area Network |
| PF           | Policy Function |
| PHY          | Physical Layer |
| PLC          | Programmable Logic Controller |
| RANs         | Radio Access Networks |
| RFID         | Radio-Frequency IDentification |
| RTA          | Real-Time Application |
| RTT          | Round Trip Time |
| RU           | Resource Unit |
SDBF  Subscriber Database Function  
SDMA  Spatial Division Multiple Access  
SDN  Software Defined Networking  
SF  Spreading Factor  
SMCF  Session Management, Control Function  
SNR  Signal-to-Noise ratio  
TDMA  Time-Division Multiple Access  
TSCH  Time Slotted Channel Hopping  
TSN  Time-Sensitive Networks  
TWT  Target Wake Time  
UAR  User Application Objects  
UAP  User Application Process  
UDP  User Datagram Protocol  
UPF  User Plane Function  
URLLC  Ultra Reliable Low-Latency Communications  
UWB  Ultra-Wideband  
VR  Virtual Reality  
WISA  Wireless Interface for Sensors and Actuators  
WLAN  Wireless Local Area Networks  
WSAN-FA  Wireless Sensor Actuator Network for Factory Automation  
WSN  Wireless Sensor Networks  
LD  Linear dichroism
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