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Abstract: Accurate and rapid identification of the severe and non-severe COVID-19 patients is necessary for reducing the risk of overloading the hospitals, effective hospital resource utilization, and minimizing the mortality rate in the pandemic. A conjunctive belief rule-based clinical decision support system is proposed in this paper to identify critical and non-critical COVID-19 patients in hospitals using only three blood test markers. The experts’ knowledge of COVID-19 is encoded in the form of belief rules in the proposed method. To fine-tune the initial belief rules provided by COVID-19 experts using the real patient’s data, a modified differential evolution algorithm that can solve the constraint optimization problem of the belief rule base is also proposed in this paper. Several experiments are performed using 485 COVID-19 patients’ data to evaluate the effectiveness of the proposed system. Experimental result shows that, after optimization, the conjunctive belief rule-based system achieved the accuracy, sensitivity, and specificity of 0.954, 0.923, and 0.959, respectively, while for disjunctive belief rule base, they are 0.927, 0.769, and 0.948. Moreover, with a 98.85% AUC value, our proposed method shows superior performance than the four traditional machine learning algorithms: LR, SVM, DT, and ANN. All these results validate the effectiveness of our proposed method. The proposed system will help the hospital authorities to identify severe and non-severe COVID-19 patients and adopt optimal treatment plans in pandemic situations.
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1. Introduction

The whole world is fighting against COVID-19 pandemic caused by 2019 novel coronavirus (SARS-CoV-2) since December 2019. It is a highly infectious disease that transmits human to human through respiratory droplets and physical contact [1]. As of 26 April 2021, the virus has caused 147,902,942 confirmed cases and 3,124,964 deaths in around 270 countries including Bangladesh (https://www.worldometers.info/coronavirus/, accessed on 26 April 2021). A patient who is in normal health condition can recover very shortly after appropriate home medication [2]. In patients with high-risk factors such as old age and underlying comorbidities—particularly cardiovascular diseases, diabetics, respiratory disease, and other conditions, the disease becomes severe and the patients need oxygen, prolonged ventilation, and even extracorporeal membrane oxygenation (ECMO), particularly for patients with acute respiratory distress syndrome (ARDS) [3,4]. Many deaths have been reported worldwide due to the lack of emergency medical support. It becomes difficult to provide emergency medical support to the overwhelming number of patients for a third world country like Bangladesh and India where healthcare resources are very limited or for an overcrowded hospital due to the shortage of emergency medical facilities as well...
as trained personnel. In such situations, it is necessary to quickly prioritize the severe patients to ensure efficient and optimal utilization of hospital resources. Doing so will help to avoid any irreversible consequences as well as to lessen the mortality rate. Therefore, doctors and clinicians need to initially assess the severity of COVID-19 in patients immediately after they visit the hospital based on their clinical data and laboratory test reports. However, it is very difficult for clinicians to make such difficult decisions without past specific experience [4]. Moreover, due to the biases associated with humans such as tiredness, stress, anxiety, and environmental interfering factors, the severity of disease predicted by doctors may be inaccurate [5,6]. Besides, it is difficult to distinguish COVID-19 from pneumonia and flu due to the similarities among them. Any fallacious diagnosis or prediction may cause great loss to the patients as well as destructive consequences in controlling the pandemic [7]. A computer-aided clinical decision support system (CDSS) that imitates the decision-making process of a domain expert can help doctors overcome these limitations. Moreover, CDSS can reduce the uncertainties and processing time as well as derive new knowledge from clinical data that can be used by physician in complex decision-making [8]. Previously, numerous CDSSs using artificial intelligence techniques such as support vector machine [9–11], neural network [12–14], and logistic regression [15] have developed to improve the quality of services at health care.

All of the above-mentioned methods have some limitations. None of the Support Vector Machine (SVM), Neural Network (NN), Logistic Regression (LR), or Decision Tree (DT) methods address uncertainty in data. Moreover, represent a completely data-driven approach. They do not take into account the experts’ knowledge to establish the nonlinear relationship between the input and output. Their performance and efficacy significantly depend on the training and test dataset, although there is an integrated relationship between data and knowledge in medical domain [8]. Besides, SVM and ANN are black-box approaches; their internal structures are not interpretable to the user. However, uncertainties are significant characteristics of both clinical knowledge and clinical data. They prevail in nearly all clinical decision-making process. Nearly all clinical decision-making process are affected by uncertainty [16]. Furthermore, expert domain knowledge plays a critical role in the clinical decision. Therefore, a knowledge-based system that integrates clinical domain knowledge of the experts in modeling the nonlinear casual relationship between the antecedent factors and dependent outcome under different types of uncertainties is more suitable for CDSS.

The belief rule-based expert system (BRBES) employed in this paper develops an intelligent CDSS to predict the severity of COVID-19 in patients as it meets the above-mentioned requirements for CDSS. It has the capability of dealing with uncertainties both in knowledge representation and reasoning. Besides, it integrates the advantage of data driven and knowledge driven approach into a single framework with learning capability to approximate nonlinear functions and works as a universal estimator [8]. In BRBES, a hybrid knowledge representation scheme known as belief rule base (BRB) is employed to store the vague, random, fuzzy, incomplete, and imprecise clinical domain knowledge of experts in the form of belief rule to establish a nonlinear casual relationship between medical antecedents and consequent. The inference process to find the prediction outcome for illness severity of COVID-19 in a patient is implemented taking uncertain information of antecedent. The inference mechanism of BRBES is implemented using evidential reasoning approach (ER) that combines the activated rules in the BRB to reach a conclusion based on observed uncertain clinical data for a specific patient. ER possess the capability of rationally preserving the uncertainties in BRB and reflecting their effect on the final decision [17]. The initial BRB is constructed taking suggestion from the doctors who provided the parameters of each belief rule including the referential values of the antecedent attributes, antecedent-attribute weights, rule weights, and the belief degrees in the consequent part. However, doctors may not be able to accurately determine these parameters due to the limitations of human knowledge [18]. Therefore, an improved differential evaluation (IDE) optimization algorithm is proposed to fine tuned these parameters with accumulated patient data.
Research shows that lactic dehydrogenase (LDH), lymphocytes, and high-sensitivity C-reactive protein (hs-CRP) are the three most efficient indicators for the disease severity for all COVID-19 variants [3,4,7,19]. Therefore, in the proposed CDSS, these three features are used to predict the severity of COVID-19 in a patient.

The effectiveness of the proposed system is verified by comparing its performance with state-of-the-art machine learning algorithms using a real patient dataset. The result shows that the prediction performance of BRBES is better than traditional machine learning algorithms.

The rest of the paper is organized as follows. Section 2 gives an overview of the related works. Section 3 explains the belief rule-based expert systems (BRBES) methodology along with the optimization of BRBES using differential evaluation algorithm. The knowledge base construction, experimental setup, and the performance measure metrics are presented in Section 4. Section 5 includes the results and discussion, while Section 6 concludes the article.

2. Related Work

Artificial intelligent based clinical decision support systems have been successfully used in healthcare for various tasks including predicting risk of heart failure [20], mortality in pneumonia [21,22], mortality risk in critical care [23–25]. These expert systems assist medical experts to understand and evaluate clinical findings better. Therefore, they can choose an optimal decision in a critical situation. In this study, we proposed a knowledge based expert system using a belief rule base to predict the clinical severity prediction of COVID-19. There are very few similar studies in the literature about the clinical severity prediction of COVID-19.

The authors of [4] used machine learning techniques to predict the clinical severity of coronavirus. The data used in this study were collected from Wenzhou Central Hospital and Cangnan People’s Hospital in Wenzhou, China, and are not privately accessible. First, three feature selection methods—information gain, gini-index, and chi-square statistics—were used to select the eleven most important clinical features. Six different machine learning algorithms—logistic regression, k-nearest neighborhood (KNN), two different decision trees, random forests, and support vector machines (SVM)—were applied. The performance of the classifiers was evaluated with only accuracy values. Best accuracy was obtained with SVM classifier with 80%. This method do not integrate the expert knowledge in the prediction process. Moreover, the accuracy is not very high to be applicable in the hospitals.

In the another study [26], the authors applied machine learning classifiers to predict COVID-19 diagnosis. Clinical data was obtained from Hospital Israelita Albert Einstein at Sao Paulo Brazil. 18 clinical findings were considered in the study and classifiers were evaluated with AUC, sensitivity, specificity, F1- score, Brier score, positive predictive value, and negative predictive value. Five different classifiers were applied including, SVM, random forests, neural networks, logistic regression, and gradient boosted trees. The best AUC score was obtained with both SVM and random forest classifiers: 0.847.

In [27], a clinical predictive model for COVID-19 was proposed. In the study, data were collected from Hospital Israelita Albert Einstein at Sao Paulo, Brazil, like in this study and in [26]. The authors applied various machine learning applications, including Random Forest (RF), Neural Network (NN), Logistic Regression (LR), Support Vector Machine (SVM), eXtreme Gradient Boosting (XGBoost), and determined the performance of classifiers by calculating sensitivity, specificity, and AUC scores. The best performance was obtained with XGB with 66% AUC score. The dataset used in this study is very small in size and the prediction accuracy is very low.
The authors of [28] compared the performance of six deep learning models including Deep Neural Network (DNN), Convolutional Neural Networks (CNN), Long Short-Term Memory (LSTM), Recurrent Neural Networks (RNN), CNNLSTM, and CNNRNN to predict COVID-19 infection. Data used in this study were collected from Hospital Israelita Albert Einstein at Sao Paulo, Brazil, like in [26]. The dataset contains 18 laboratory findings of only 600 patients, where 520 patients were normal and 80 patients were COVID positive. The performance of each of the predictive models was assessed in terms of accuracy, F1-score, precision, recall, and area under ROC curve (AUC) using both 10-fold cross-validation and train–test split approaches. Eighteen of the most important clinical features, which have a vital role in COVID-19 disease according to the studies in [4,26,27], were considered to develop the predictive models. The best performance was achieved with LSTM with an accuracy of 86.66%, F1-score of 91.89%, precision of 86.75%, recall of 99.42%, and AUC of 62.50%. The data set used in this study is very small. Moreover, expert knowledge is not take into consideration in the decision-making.

The performance and robustness of the machine learning-based radiomic model for different levels of COVID-19 severity prediction are investigated in [29]. A chest CT image dataset of 1110 COVID-19 patients is used in this study to classify the severity of each patient into mild, moderate, and severe. One-hundred-and-seven radiomic features are extracted from each CT for application of machine learning algorithm. The dataset was randomly divided into training and holdout validation set consisting of 60% and 40% of data, respectively. After selecting the most significant features using the statistical method, a logistic regression model is applied predicting severe cases from mild and moderate cases. The predictive power of the models is measured using the Area Under Curve (AUC) of the Receiver Operating Characteristic (ROC) curve. Their predictive model can predict mild from severe COVID-19 with AUC = 0.85 and moderate from severe COVID-19 with AUC = 0.65. Machine Learning-based radiomic models proposed in this study were moderately sensitive to inter-observer classifications, and thus cannot be used without any caution.

In [30], the authors proposed an interpretable machine learning method using the random forest algorithm for severe and non-severe COVID-19 clinical type classification. They used 26 symptom features and 26 biochemistry features collected from a cohort of 214 non-severe and 148 severe type COVID-19 patients from Wuhan, China, to train and validate the machine learning model. Their proposed method achieved 90% and 95% predictive accuracy when symptom and biochemistry features are used independently as input. Further, they extracted the five most significant features from each modality applying the Gini impurity feature selection method. Combining these top ten features from both modalities their proposed method achieved 99% predictive accuracy. However, collecting biochemistry features is costly, especially for a country like Bangladesh. Therefore, it cannot be used as an initial screening tool for triaging in Bangladesh.

In [31], the authors utilized several machine learning algorithms to build the COVID-19 severeness detection model based on urine and blood tests. The data were collected from 137 clinically confirmed cases of COVID-19 who were hospitalized at Tongji Hospital between the date 18 January 2020 to 13 February 2020. Seventy-five of these patients were severe and 62 were normal. Clinically obtained values including age, sex, body temperature, heart rate, respiratory rate, blood pressure, and the blood/urine test data were used as features in this study. Using all these features, five machine learning models were then built applying Logistic Regression (LR), Support Vector Machine (SVM), Random Forest (RF), K nearest neighbor (KNN), and AdaBoost algorithms. Among these models, the Support Vector Machine (SVM) exhibited superior performance with an overall accuracy of 0.7926. Next, using the Student t-test, 32 most important features whose p-value were less than 0.05 were selected. Four features were further removed for inter-feature redundancies. The final SVM model was trained using 28 features and achieved an overall accuracy of 0.8148. However, the dataset used in this study is small in size and not balanced. Moreover,
the prediction accuracy is not satisfactory to be used as a screening tool in hospitals. A summary of the related works are shown in the Table 1.

Table 1. Summary of the related works.

| Ref. No. | Method                                                                 | Limitations                                                                 |
|----------|-------------------------------------------------------------------------|-----------------------------------------------------------------------------|
| [4]      | Logistic Regression, K Nearest Neighbor, Random Forest, Support Vector Machine Decision Tree | Accuracy is low, Cannot integrate expert knowledge in the prediction process, Dataset is small and imbalance |
| [26]     | Logistic Regression, Gradient Boosting Tree, Random Forest, Support Vector Machine Neural Network | Accuracy is low, Cannot integrate expert knowledge in the prediction process Dataset is small and imbalance |
| [27]     | Logistic Regression, eXtreme Gradient Boosting, Random Forest, Support Vector Machine Neural Network | Accuracy is low, Cannot integrate expert knowledge in the prediction process Dataset is small and imbalance |
| [28]     | Deep Neural Network, Convolutional Neural Network, Long Short-Term Memory, Recurrent Neural Networks CNNLSTM, and CNNRNN | Can not integrate expert knowledge in the prediction process Dataset is small and imbalance |
| [29]     | Machine Learning based radiomic model using logistic regression         | Sensitive to inter-observer classifications, Can not be used without any caution |
| [30]     | Gini impurity for feature selection Random forest for classification     | Based on many biochemistry features which are costly to collect from lab test |
| [31]     | Logistic Regression, Adaptive Boosting, Random Forest, Support Vector Machine K nearest neighbor | Accuracy is low, Require around 52 features for prediction. Therefore, not suitable for practical application |

3. Materials and Methods

3.1. BRBES

A BRBES consists of two components: (1) the belief rule base (BRB) which is considered a knowledge base to store a set of uncertain rules and (2) evidential reasoning (ER)-based inference engine to induce new results based on the association of test input and the BRB. The following two sections describe how to model domain knowledge under uncertainty using BRB and ER based inference process.

Modeling Domain Knowledge Using BRB

In BRBES, the domain knowledge of experts are modeled using belief rule which is extended version of traditional if-then rule. A belief rule consists of two parts: the first part is antecedent or premises which includes all the antecedents attributes or inputs while the other part is consequent or conclusion which contains the consequent attribute. A weight is given to each belief rule to show its relative importance. The higher weight indicates more importance.

3.2. Inference with BRB Using ER Approach

Inference with BRB using ER approach mainly includes four steps namely input transformation, calculation of individual matching degree, calculation of of activation weights, belief update, and rule aggregation as shown in Figure 1.
3.2.1. Input Transformation and Individual Matching Degree Calculation

The numerical values or subjective judgments used as input to the antecedent variables are transformed to belief distributions on corresponding referential term associated with each attribute. This transformation can be done using rule- or utility-based equivalence transformation techniques [32]. For example, the numerical input value $x_i$ of the $i$th antecedent attribute is transformed as follows:

$$
\alpha_{i,j} = u(A_{i,j+1}) - x_i \quad \text{and} \quad \alpha_{i,j+1} = 1 - \alpha_{i,j}, \text{if } u(A_{i,j}) \leq x_i \leq u(A_{i,j+1}) \quad (1)
$$

$$
\alpha_{i,k} = 0, \text{ for } k = 1, \ldots, J_i \text{ and } k \neq j, j + 1 \quad (2)
$$

where $A_{i,j}$ is the $j$th referential term of the $i$th antecedent attribute, $u(A_{i,j})$ represents the utility value of $A_{i,j}$, $\alpha_{i,j}$ is the degree to which the input $x_i$ belongs to the referential term $A_{i,j}$ with $\alpha_{i,j} \geq 0$, and $\sum_{j=1}^{J_i} \alpha_{i,j} \leq 1$

Finally, the belief distribution over referential terms is represented as follows:

$$
S(x_i) = \{(A_{i,j}, \alpha_{i,j}); i = 1, \ldots, M; j = 1, \ldots, J_i\} \quad (3)
$$

where $M$ is the number of antecedent variable in the BRB and $J_i$ is the number of referential terms for the $i$th antecedent variable. Through this distribution, each referential value of the antecedent variables in the BRB will get a belief degree known as the individual matching degree that quantifies the amount of input value match with the associated referential values. When the individual matching degrees are assigned to the referential values of the $k$th rule, then the antecedent part of the rule can be defined as follows:

$$
(A_{1}^{k}, \alpha_{1}^{k}) \land (A_{2}^{k}, \alpha_{2}^{k}) \land \cdots \land (A_{M}^{k}, \alpha_{M}^{k}) \quad (4)
$$

where $A_{i}^{k} \in \{A_{i,j}; j = 1, \ldots, J_i\}$ and $\alpha_{i}^{k} \in \{\alpha_{i,j}; j = 1, \ldots, J_i\}$

3.2.2. Calculation of Activation Weight of Each Belief Rule

To quantify the overall impact of each belief rule in the inference process, an activation weight of each belief rule is calculated based on the weight associated with each rule and individual matching degrees of referential terms generated from then input transformation as described by (1). However, a belief rule may consists of more than one antecedent attributes linked with logical connectives AND or OR under conjunctive and disjunctive assumption respectively. Therefore, it is necessary to find out the combined matching degree of a rule considering all the antecedent attributes of the rule. The combined matching degree of a belief rule measures the degree to which the input vector matches the antecedent part of that rule and is computed integrating all the individual matching degrees associated
with the rule. To do so, individual matching degrees of all the antecedent attributes in the 
$k$th rule need to be integrated using an aggregation function. Proper care should be taken 
in selection of the aggregation function. While “AND” connective is used to form the rule, 
the combined matching degree $a_k$ for the $k$th rule can be calculated using the following 
simple weighted multiplicative aggregation function:

$$
\alpha_k = \prod_{i=1}^{M} (\alpha_i^k)^{\delta_i}
$$  \hspace{1cm} (5)

Otherwise, if the “OR” connective is used for all the antecedents in a rule, then the 
combined matching degree $a_k$ for the $k$th rule is calculated using the following weighted 
sum aggregation function:

$$
\alpha_k = \sum_{i=1}^{M} (\alpha_i^k)^{\delta_i}
$$  \hspace{1cm} (6)

where $\delta_i = \frac{\delta_i}{\max_{j=1,...,M} \{\delta_j\}}$ is the normalized weight of the $i$th antecedent attribute with $0 \leq \delta_i \leq 1$
The contribution of an antecedent attribute towards $a_k$ is positively related to the weight 
of the attribute. In other words, an important attribute play greater role in determining 
$a_k$ [33]. Finally, the activation weight $\omega_k$ of the $k$th rule is generated by weighting and 
normalizing the combined matching degree $a_k$ given by (7) as

$$
\omega_k = \frac{\theta_k a_k}{\sum_{l=1}^{L} \theta_l a_l}
$$  \hspace{1cm} (7)

where $\theta_k$ represents the relative weight of the $k$th rule. Note that $0 \leq \omega_k \leq 1$ ($k = 1, \ldots, L$) 
and $\sum_{l=1}^{L} \omega_l = 1$. When the activation weight of a rule becomes zero, then the rule is not 
activated and it has no impact on the inference process [34].

3.2.3. Construction of BRB Expression Matrix

After calculating the rule activation weight for all the rules in the belief rule base, 
the knowledge in the belief rule can be summarized using a belief rule expression matrix 
shown in Table 2.

| Activation Weight | Consequent Belief Degree |
|-------------------|--------------------------|
| $\omega_1$        | $\beta_{1,1}$            | $\beta_{2,1}$ | $\ldots$ | $\beta_{N,1}$ |
| $\omega_2$        | $\beta_{1,2}$            | $\beta_{2,2}$ | $\ldots$ | $\beta_{N,2}$ |
| $\ldots$          | $\ldots$                | $\ldots$     | $\ldots$ | $\ldots$     |
| $\omega_k$        | $\beta_{1,k}$            | $\beta_{2,k}$ | $\ldots$ | $\beta_{N,k}$ |
| $\ldots$          | $\ldots$                | $\ldots$     | $\ldots$ | $\ldots$     |
| $(\omega_L)$      | $\beta_{1,L}$            | $\beta_{2,L}$ | $\ldots$ | $\beta_{N,L}$ |

In the next step, the inference procedure is implemented in order to combine all 
rules for generating the final belief degrees for $D_1, \ldots, D_N$ based on the rule expression 
matrix [33].
3.2.4. Integration of Activated Belief Rule Using ER Algorithm

Based on the belief rule expression matrix shown in Table 2, the rules whose activation weight are not zero should be aggregated to generate a final belief distribution on all possible consequents or outcomes. The combined belief degree \( \beta_i \) associated with the corresponding consequent \( D_j \) can be calculated using the Analytical ER approach as shown in Equation (8):

\[
\beta_n = \frac{\prod_{i=1}^{L} (\omega_k \beta_n^k + 1 - \omega_k \sum_{i=1}^{N} \beta_i^k) - \prod_{k=1}^{L} (1 - \omega_k \sum_{i=1}^{N} \beta_i^k)}{\sum_{i=1}^{N} \prod_{k=1}^{L} (\omega_k \beta_n^k + 1 - \omega_k \sum_{i=1}^{N} \beta_i^k) - (N - 1) \prod_{k=1}^{L} (1 - \omega_k \sum_{i=1}^{N} \beta_i^k) - \prod_{k=1}^{L} (1 - \omega_k)}, \quad n = 1, \ldots, N
\]  

(8)

The final belief distribution generated by ER is represented by \( \{(D_1, \beta_1), (D_2, \beta_2), \ldots, (D_j, \beta_j), \ldots, (D_N, \beta_N)\} \), where \( \beta_j (j \in \{1, \ldots, N\} \) is the final belief degree attached to the jth consequent \( D_j \) after combining all activated rules in the BRB [17]. Afterward, the class with the largest belief degree is selected as the final derived result for the test input \( x \) as follows:

\[
f(x) = D_j, \quad j = \text{arg max}_{i=1, \ldots, N} \{\beta_i\}
\]  

(9)

3.3. Training BRB with Historical Data

The objective of the optimization process is to find a set of parameters that reduce the classification error rate. This is achieved by minimizing the variance or deviation \( \zeta(P) \) between the output from BRBES, which is known as simulated output \( (\bar{z}_m) \), and the output from the real system, known as observed output \( (z_m) \) as shown in Figure 2.
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**Figure 2.** Optimal learning process of BRBES.

A set of real-world dataset is used as the training data in the optimization process. The inference output of BRBES is compared with actual output for each training sample. Assume that \( T \) number of training samples are used to train the BRBES and BRBES provides inaccurate prediction for \( C \) samples using the parameter vector \( P \). Then, the classification error rate of the BRBES can be denoted as follows:

\[
\zeta(P) = \frac{C}{T}
\]  

(10)

The parameter vector \( P \) consists of \( L \) rule weights \( \{\theta_l, l = 1, \ldots, L\} \), \( M \) attribute weights \( \{\delta_m, m = 1, \ldots, M\} \), and \( N \) belief degree \( \{\beta_{i,n}, n = 1, \ldots, N\} \) for each belief rule \( R_i (l = 1, \ldots, L) \). Therefore, the parameter vector optimization model of BRBES can be described as follows:

\[
\text{Minimize } \{\zeta(P)\}
\]  

(11)

\[
\text{Subject to } \sum_{n=1}^{N} \beta_{i,n} = 1, \quad l = 1, \ldots, L
\]  

(12)

\[0 \leq \beta_{i,n} \leq 1, \quad n = 1, \ldots, N; \quad l = 1, \ldots, L
\]  

(13)

\[0 \leq \theta_l \leq 1, \quad l = 1, \ldots, L
\]  

(14)

\[0 \leq \delta_m \leq 1, \quad m = 1, \ldots, M
\]  

(15)

\[u(A_{ij}) - u(A_{ij+1}) \leq V_{ij}, \quad m = 1, \ldots, M; \quad j = 1, \ldots, J_m - 1
\]  

(16)

\[u(A_{m,1}) = u_{bm}; \quad m = 1, \ldots, M
\]  

(17)
where Equation (11) is the objective function used to minimize the classification error, Equations (12) and (13) are constrain on belief degree in the BRBES; Equations (14) and (15) are on the antecedent attribute weights and the rule weights, respectively; Equation (16) is the constrain on the utility values of the referential values of the antecedent attributes in the BRB; and \( V_i \) denotes a small value to differentiate between two adjacent referential values for the \( i \)th antecedent attribute in the BRBES. \( lb_m \) and \( ub_m \) are the lower and upper bounds of the \( m \)th antecedent attribute in the BRB, respectively. To solve the constrained optimization problem mentioned above, the optimization algorithm should be used. A modified differential evaluation (DE) based optimization algorithm is employed in this paper to optimize the BRB which is described in the following section.

3.4. The Modified DE Algorithm

The original DE algorithm is a state-of-the-art-evolutionary algorithm for unconstrained nonlinear or non-convex continuous optimization problems. However, the optimization problem of BRB is constrained in nature. Therefore, the original DE algorithm is modified so that the optimal parameters can meet the constrains. The modified DE consists of the following operations.

**Mutation:** For any parameter vector \( p_c \), \( \{c = 1, 2, \ldots, NP\} \) in the population at generation \( t \) which is basically a belief rule base consists of knowledge representation parameters attribute weights, rule weights and consequent belief degree encoded as a solution vector as shown in Figure 1, three parameter vectors, \( p_w \), \( p_y \), and \( p_z \), which are distinct from each other as well as from \( p_c \), are randomly selected from \( NP \) parameter vectors to generate so-called donor vector as follows:

\[
v_c = p_w + F \cdot (p_y - p_z)
\]

where \( F \) is a constant known as mutation operator. Normally, \( F \in (0, 2) \) and \( F = 0.5 \) is more stable and efficient [35].

**Crossover:** The crossover operation is performed between two parameter vectors \( v_c \) and \( p_c \) using the following equation:

\[
v_{c,i} = \begin{cases} p_{c,i} & \text{if random}(0,1) > CR \\
p_{c,i} & \text{otherwise}
\end{cases}, \quad i = 1, 2, \ldots, N
\]

where \( p_{c,i} \) is the \( i \)th parameter in the \( c \)th parameter vector and \( N \) is the total number of parameter in a vector. \( CR \in [0, 1] \) is the crossover probability which controls the mutated value. Normally \( CR = 0.9 \) is an appropriate choice [35].

**Correction:** The parameter value in the newly generated parameter vector \( v_c \) may not satisfy the constraints shown in Equations (12)–(16) as its mutation operation is based on the differential information between the parameter vectors. Therefore, it is necessary to correct the value of parameters. Correction of constraints shown in Equations (13)–(15) are performed using the following formula:

\[
v_{c,i} = \begin{cases} v_{c,i} & \text{if} \ lb_i \leq v_{c,i} \leq ub_i \\
v_{c,i} + F \cdot (up_i - lb_i) / (2F + 1) & \text{otherwise}
\end{cases}, \quad i = 1, \ldots, N
\]

To ensure that the \( l \)th belief rule is complete meaning that the summation of degree of beliefs associated with all the consequents in \( l \)th rule is one as shown in Equation (12), further, the following correction is carried out:

\[
\bar{\beta}_{l,n} = \frac{\beta_{l,n}}{\sum_{n=1}^{N} \beta_{l,n}}; \quad l = 1, \ldots, L; \quad n = 1, \ldots, N
\]
where \( \{ \beta_{l,n}; l = 1, \ldots, L; n = 1, \ldots, N \} \in v_c, \tilde{\beta}_{l,n} \) is the corrected degree of belief associated with the \( n \)th consequent in \( l \)th belief rule. The donor vector \( v_c \) is updated with \( \tilde{\beta}_{l,n} \).

**Selection**: The newly generated parameter vector \( v_c \) is basically a belief rule base that consists of knowledge representation parameters attribute weights, rule weights, and consequent belief degree that satisfied all the constrains shown in Equations (12)–(16) and can be used to generate inferential output for any input following the steps discussed in Section 3.2. Therefore, the objective function in Equation (11) can be evaluated using the parameter vector \( v_c \) to find its fitness \( \zeta(v_c) \). Similarly, the fitness \( \zeta(p_c) \) of parameter vector \( p_c \) is evaluated. Two fitness values are then compared to select which parameter vector will enter the next generation as follows:

\[
P_c(t + 1) = \begin{cases} v_c & \text{if } \zeta(v_c) \leq \zeta(p_c), \\ p_c & \text{otherwise} \end{cases}
\]  

Equation (23) ensures that parameter vector with the minimum objective value is chosen for next generation. The parameter learning algorithm for BRB with DE is shown in Algorithm 1.

---

**Algorithm 1**: Optimization of BRB with Modified DE.

**Input**: BRB\(_{initial}\), \( D_{train} = \{ X_{train}, Y_{train} \} \)

**Output**: BRB\(_{trained}\)

1. encode the initial BRB to a solution vector as shown in Figure 1;
2. initialize the population of first generation as \( I^1 = \{ I^1_1, I^1_2, \ldots, I^1_{NP} \} \);
3. for \( g \leftarrow 1 \) to \( Generation_{max} \) do
   1. for \( i \leftarrow 1 \) to \( NP \) do
      1. randomly select three distinct individuals \( I_p, I_q, I_r \) from \( NP \) solutions other than \( I_i \);
      2. **Mutation**: \( V^g_{i,j} = I^g_{i,j} + F \ast (I^g_{q,j} - I^g_{r,j}); \)
      3. **Crossover**: \( V^g_{i,j} = \begin{cases} I^g_{i,j'}, & \text{if random}(0,1) > \text{CR} \quad j = 1, \ldots, N; \\ V^g_{i,j} & \text{otherwise} \end{cases} \)
      4. **Correction**: \( V^g_{i,j} = \begin{cases} V^g_{i,j} + 1, & \text{if } lb_j \leq V^g_{i,j} \leq ub_j \quad j = 1, \ldots, N; \\ \frac{V^g_{i,j} + F \ast \left(ub_j - V^g_{i,j}\right)}{2^{g+1}}, & \text{otherwise} \end{cases} \)
   4. **Fitness calculation**: for \( l \leftarrow 1 \) to length\((\{X_{train}, Y_{train}\})\) do
      1. **Rules activation**: Formulas (7) and (8);
      2. **Rules aggregation**: Formulas (5) and (6);
      3. **Classification**: \( \text{Prediction}_{train}(l) = \arg \max_{i=1,\ldots,N} \{ \beta_i \} ; \)
      4. if \( \text{Prediction}_{train}(l) = Y_{train}(l) \) then
         1. \( \text{Error}_{train}(l) = 0; \)
      5. else
         1. \( \text{Error}_{train}(l) = 1; \)
   5. end
   6. \( MSE_{train} = \frac{1}{T} \sum_{t=1}^{T} \text{Error}_{train}(t); \)
   7. **Selection**: \( I^{g+1}_i = \begin{cases} V^{g+1}_{i,j}, & \text{if } MSE_{train}(V^{g+1}_{i,j}) \leq MSE_{train}(I^{g}_i) \quad j = 1, \ldots, N; \\ I^{g}_i, & \text{otherwise} \end{cases} \) 
5. end
6. \( I_{best} = \arg \min_{I \in \mathbb{N}} \{ MSE_{train}(I) \}; \)
7. decode the best solution \( I_{best} \) to get the trained BRB represented as \( BRB_{trained} \);
8. return \( BRB_{trained} \).
4. Experiments

4.1. Dataset

The dataset used in this study was collected by the authors of [19] from Tongji Hospital located in the region of Wuhan, China. The dataset includes the epidemiological, demographic, clinical, laboratory, and mortality outcome information collected from the medical records of 485 patients. In this study, to develop the predictive model, we consider three laboratory information: lactic dehydrogenase (LDH), lymphocytes, and high-sensitivity C-reactive protein (h-CRP) of a patient as features. Among the patients, those who are transferred to ICU are considered critical patients and the rest of the patients are considered normal in this study. Therefore, the dataset consists of 110 positive instances (critical) and 375 negative(normal) samples.

4.2. Experimental Settings

The real patient data described in Section 4.1 are used to performs different set of experiments to validate the proposed method and to compare its performance with others state-of-art methods. Fivefold cross-validation technique is performed to train and test all the predictive models to avoid the effect of the data imbalance as well as to avoid overfitting and underfitting. The dataset was split into five folds where each fold contains roughly the same proportion of the two types of outcome. A single fold out of five folds is kept to test the model while the remaining four folds are used to train the model. The performance of the proposed method is evaluated in terms of three criteria—accuracy, specificity, and sensitivity. These are widely used performance measure matrices for classification problem. The metrics are calculated based on the confusion matrix shown in the Table 3.

Table 3. Confusion matrix for COVID-19 severity prediction.

|                  | Predicted Critical | Predicted Non-Critical |
|------------------|--------------------|------------------------|
| Actual Critical  | TP                 | FN                     |
| Actual non-critical | FP               | TN                     |

Accuracy is defined as the ratio of total number of prediction that are correct [36].

\[
\text{Accuracy} = \frac{TP + TN}{TP + FP + TN + FN} \quad (24)
\]

Sensitivity is the proportion of positive observed values (critical patient) correctly predicted as positive (critical) [36].

\[
\text{Sensitivity} = \frac{TP}{TP + FN} \quad (25)
\]

Specificity is the proportion of negative tuples (non-severe patients) are correctly identified [36].

\[
\text{Specificity} = \frac{TN}{FP + TN} \quad (26)
\]

Besides, the ROC curve is used for comprehensive and visual comparison of different classifiers’ performance [37]. In the ROC curve, the area under the curve (AUC) is calculated to estimate the accuracy of the classifier where a larger AUC value indicates higher accuracy [38]. Python programming language [39] (version 3.6.1) is used for implementation of Conjunctive and Disjunctive BRB.

The first experiment was perform to compare the prediction performance of Conjunctive and Disjunctive to select the best BRB model.

The BRB model is depicted in Figure 3 where lactic dehydrogenase (LDH), lymphocytes, and high-sensitivity C-reactive protein (hs-CRP) are antecedent attributes while the clinical severity of COVID-19 was considered as the consequent attribute. The ref-
The referential points and their initial numerical values for all antecedent attributes are shown in Tables 4–6. The referential points and corresponding numerical values for both the antecedent and consequent attributes are determined based on the suggestions of a group of physicians who have practical experience in COVID-19 patient treatment.

![Figure 3. BRB model for clinical severity of COVID-19.](image)

**Table 4.** The referential points and corresponding numerical values of antecedent lactic dehydrogenase (LDH).

| Referential Points | Very Low (VL) | Low (L) | Medium (M) | High (H) | Very High (VH) |
|-------------------|---------------|---------|------------|----------|----------------|
| Numerical Values  | 122           | 558.25  | 994.5      | 1430.75  | 1867           |

**Table 5.** The referential points and corresponding numerical values of antecedent lymphocytes.

| Referential Points | Very Low (VL) | Low (L) | Medium (M) | High (L) | Very High (VH) |
|-------------------|---------------|---------|------------|----------|----------------|
| Numerical Values  | 0             | 12.5    | 25         | 37.5     | 50             |

**Table 6.** The referential points and corresponding numerical values of antecedent high-sensitivity C-reactive protein (hs-CRP).

| Referential Points | Very Low (VL) | Low (L) | Medium (M) | High (H) | Very High (VH) |
|-------------------|---------------|---------|------------|----------|----------------|
| Numerical Values  | 0             | 79.5    | 159        | 238.5    | 318            |

Eventually, the initial conjunctive belief rule base (CBRB) consisting of 125 rules and disjunctive belief rule base (DBRB) consisting of five rules are shown in Tables 7 and 8. According to the physicians, all the belief rules are not equally important for COVID-19 clinical severity prediction. Some rules are most significant while others are less significant. Therefore, different weights are assigned to the rules of initial BRBs to quantify the rule’s importance.

**Table 7.** Initial conjunctive belief rule base.

| Rule Weight | Antecedent Attributes | COVID-19 Clinical Severity |
|------------|-----------------------|----------------------------|
|            | A1 | A2 | A3 | Normal | Critical |
| 0.9        | VH | VH | VH | 0.0    | 1.0      |
| 0.9        | VH | VH | H  | 0.1    | 0.9      |
| ...        | ...| ...| ...| ...    | ...      |
| 1.0        | M  | M  | M  | 0.5    | 0.5      |
| ...        | ...| ...| ...| ...    | ...      |
| 0.9        | VL | VL | M  | 0.9    | 0.1      |
| 1.0        | VL | VL | VL | 1.0    | 0.0      |
Table 8. Initial disjunctive belief rule base.

| Rule Weight | Antecedent Attributes | COVID-19 Clinical Severity |
|-------------|-----------------------|----------------------------|
|             | A1 | A2 | A3 | Normal | Critical |
| 0.8         | VH | VH | VH | 0.0    | 1.0      |
| 0.9         | H  | H  | H  | 0.3    | 0.7      |
| 0.8         | M  | M  | M  | 0.5    | 0.5      |
| 0.9         | L  | L  | L  | 0.7    | 0.3      |
| 0.7         | VL | VL | VL | 1.0    | 0.0      |

The weights of all the antecedent attributes lactic dehydrogenase (LDH), lymphocytes, and high-sensitivity C-reactive protein (hs-CRP) are set to 1 for both CBRB and DBRB as all of them are equally important for predicting clinical severity of COVID-19. Initial numerical values of referential points, rule weight, attributes weight, and consequent belief degrees in CBRB and DBRB are optimized according to the optimization model shown in Equations (11)–(18) using the DE algorithm. For each BRB model, DE was run for 2000 generations with 100 individuals in each generation. In both case, the crossover probability (R) and mutation factor (F) are set to 0.5 and 0.9, respectively.

The second experiment was design to compare the performance of proposed method with four traditional machine learning techniques namely, decision tree (DT), support vector machine (SVM), logistic regression (LR), and artificial neural network. All the traditional machine-learning algorithms are implemented using Scikit-learn package in Python [40]. The neural network (NN) architecture consists of two hidden layers with 10 and 5 neurons, respectively. The number of hidden layers and neurons in each layer are determined empirically. Each neuron of two hidden layers uses the sigmoid activation to address nonlinearity of data. The hidden layers are followed by an output layer consisting of a single neuron with sigmoid activation functions to predict the category. The network is trained for 100 iterations using Adam algorithm to optimize binary cross entropy loss function with a learning rate of 0.001.

For SVM, since our dataset is small, we used a linear kernel to avoid overfitting. Besides, we empirically selected the value of C as 1.25 which optimizes the margin of the hyperplane and thereby minimizes misclassification on training data.

The logistic regression is implemented using binary cross-entropy as the loss function with l2 penalization. We used the lbfgs optimizer with a learning rate of 0.001 to minimize the binary cross-entropy loss.

For the Decision Tree (DT), we used the Gini-index as the splitting criteria and maximum depth was set to 3 so that the model can avoid overfitting. Other parameters for all the models are kept default as in the scikit learn. A summary of the hyperparameters settings of different machine learning models used in this study for comparison is shown in the Table 9.

Table 9. Hyperparameters settings of different machine learning models.

| Model                        | Settings                                      |
|------------------------------|-----------------------------------------------|
| Logistic Regression (LR)     | Loss: binary cross-entropy; penalty: l2       |
|                              | Optimizer: lbfgs; learning rate: 0.001        |
| Support Vector Machine (SVM) | Kernel: linear; C: 1.25                       |
| Decision Tree (DT)           | Splitting Criteria: Gini-index; Maximum Depth: 3 |
| Neural Network (NN)          | First hidden layer—units: 10; activation: relu |
|                              | Second hidden layer—units: 5; activation: relu |
|                              | Output layer—unit: 1; activation: sigmoid     |
|                              | Loss: binary cross-entropy; optimizer: adam; learning rate: 0.001 |
5. Result and Discussion

Four indices including accuracy, specificity and sensitivity for pre-trained CBRB, pretrained DBRB, trained CBRB and trained DBRB which are labelled as P-CBRB, P-DBRB, T-CBRB, and T-DBRB, respectively, are shown in Table 10. These results are shown graphically in Figure 4.

Table 10. Comparison among different BRB models.

|          | P-CBRB | T-CBRB | P-DBRB | T-DBRB |
|----------|--------|--------|--------|--------|
| Accuracy | 0.845  | 0.954  | 0.791  | 0.927  |
| Sensitivity | 0.615  | 0.923  | 0.538  | 0.769  |
| Specificity | 0.876  | 0.959  | 0.825  | 0.948  |
| No of Parameter | 378    |        | 18     |        |

As shown in Table 10, all the evaluation indices are higher for CBRB than DBRB before and after training. This is because CBRB has large number of knowledge representation parameters compared to DBRB. Therefore, more expert knowledge can be modeled through CBRB which can better map the nonlinear casual relationship between the antecedents and consequent. Table 10 also shows that accuracy of T-CBRBES and T-DBRBES is 0.954 and 0.927, respectively, which is greatly higher than P-CBRBES and P-DBRBES (0.845 and 0.791, respectively). The other two indices—sensitivity and specificity—show a similar pattern. This demonstrates the effectiveness of the DE base optimization technique for both types of the BRBES; it also indicates that the initial BRBs provided by domain experts significantly deviated from the reality and further reveals that DE can fine tuned the initial knowledge base provided by domain expert using a historical data set such a way that can reflect the real situation more accurately. Above all, the trained CBRB performs better than all other BRB models and is utilized in the rest of the experiments. In order to further testify the effectiveness of the proposed BRBES in identifying severe and non-severe COVID-19, it is compared with five state-of-the-art machine learning algorithms including logistic regression (LR), support vector machine (SVM), neural network (NN), and decision tree (DT).

The comparison results are shown in Table 11. The comparison results of proposed BRBES with traditional machine learning algorithms are graphically shown in Figure 5.
According to the result presented in Table 11, the BRBES perform better in classification than all the aforementioned machine learning algorithms. The accuracy of BRBES is approximately 11%, 9%, 7%, and 3% higher than LR, SVM, NN, and DT, respectively. The other two matrices (i.e., sensitivity and specificity) of BRBES are also better than other methods to a large margin. All these aforementioned results prove that BRBES outperforms the traditional machine learning algorithms in early prediction of COVID-19 clinical severity.

Finally, the ROC curves and AUC values for the classifiers mentioned above—BRBES, SVM, LR, NN, and DR—are shown in Figure 6 to clearly compare their performance. The AUC values for BRBES, DT, ANN, SVM, and LR are 0.9885, 0.9558, 0.9422, 0.9153, and 0.9230, respectively. It is evident that our proposed BRBES achieved better performance in both ROC curves and AUC values than all the traditional machine learning algorithms compared in this study. Moreover, the standard deviation of BRBES is the lowest among all the methods which demonstrate that our proposed method is more stable than traditional machine learning algorithms. This is because unlike BRBES, the machine learning algorithms are data-driven; they rely just on data to predict the outcome, whereas BRBES is both a data-driven and knowledge-driven approach. The experts knowledge about the domain can be integrate in the BRBES in the form of belief rule base which can be later fine-tuned using different optimization techniques utilizing historical data to imitate the real situation. Thus, BRBES predicts the outcome base on both expert knowledge and data. Moreover, BRBES can address different types of uncertainty like incompleteness, ignorance, vagueness, imprecision, and ambiguity, which is not true for traditional machine learning algorithms. Therefore, we can conclude that the ability to take into account the expert knowledge in the inference process and handling different type of uncertainty in data are the secrete behind the superior performance of BRBES.

Table 11. Comparison among different machine learning algorithms.

| BRBES | LR  | SVM | NN  | DT  |
|-------|-----|-----|-----|-----|
| Accuracy | 0.954 | 0.855 | 0.873 | 0.891 | 0.918 |
| Sensitivity | 0.923 | 0.615 | 0.692 | 0.769 | 0.846 |
| Specificity | 0.959 | 0.887 | 0.897 | 0.907 | 0.928 |

Figure 5. Comparison of accuracy, sensitivity, and specificity for BRBES (T-CBRB), LR, SVM, NN, and DT.
6. Conclusions

This paper proposed a COVID-19 severity prediction method based on the belief rule-based expert system. The proposed method can integrate the advantages of knowledge-based plus data-driven approaches in a single framework that is more suitable for COVID-19 severity identification. The initial belief rule base is established by expert knowledge which is further optimized by COVID-19 patients’ data using a modified differential evolution algorithm. The results of the experiments conducted on real patients’ data demonstrate that the method is feasible and accurate. We find that the conjunctive belief rule base CDSS is more effective than the disjunctive one. The conjunctive belief rule base CDSS achieved accuracy, sensitivity, and specificity of 0.954, 0.923, and 0.959, respectively, which is significantly higher than the traditional machine learning approaches. In future, other factors that may influence the clinical severity prediction of COVID-19 can be addressed. Moreover, other optimization algorithms and even hybridization of them as well as other dataset can be explored. Federated learning in COVID-19 severity prediction can be addressed also for preserving the privacy of the patients. Furthermore, we have a plan to extend the proposed CDSS for other diseases that people will have to face as the result of viruses’ mutations. Further research can be done to make the system more versatile so that it can predict the COVID-19 severity for different nationalities having different immune systems.
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