Numerical analysis of backreaction in acoustic black holes
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Using methods of Quantum Field Theory in curved spacetime, the first order in $\hbar$ quantum corrections to the motion of a fluid in an acoustic black hole configuration are numerically computed. These corrections arise from the non linear backreaction of the emitted phonons. Time dependent (isolated system) and equilibrium configurations (hole in a sonic cavity) are both analyzed.
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I. INTRODUCTION

Black hole radiation predicted by Hawking in 1974\cite{1} is one of the most spectacular results of modern theoretical physics.

Even more surprising is the fact that this effect is not peculiar of gravitational physics, but is also expected in many completely different contexts of condensed matter physics\cite{2,4,5}. A fluid undergoing supersonic motion is the simplest example of what one calls an “acoustic black hole”. For this configuration Unruh\cite{2}, using Hawking arguments, predicted an emission of thermal phonons. This emission affects the behaviour of the underlying fluid because of the non linearity of the hydrodynamical equations governing its motion.

Using methods borrowed from Quantum Field Theory in curved spacetime, this quantum backreaction has been studied for the first time in\cite{6}, where the first order in $\hbar$ corrections to the classical hydrodynamical equations were given. Because of intrinsic mathematical difficulties, the analysis was restricted to the region very close to the “sonic horizon” of the acoustic black hole; i.e., the region where the fluid motion changes from subsonic to supersonic. There, analytical expressions for the quantum corrections to the density and velocity of the mean flow have been provided.

However, to have a detailed description throughout the entire system one has to proceed with numerics. This will be the aim of our present paper, which is organized as follows: in Sec.\textsuperscript{II} we outline the classical fluid configuration which describes an acoustic black hole, the quantum backreaction equations are discussed in Sec.\textsuperscript{III} with emphasis on the choice of quantum state in which the phonons field has to be quantized. In Secs.\textsuperscript{IV} and\textsuperscript{V} we give the numerical estimates for the quantum correction to the mean flow in two different cases: isolated system and system in equilibrium in a sonic cavity respectively. Section\textsuperscript{VI} contains the final discussion.

II. THE ACOUSTIC BLACK HOLE

An acoustic black hole is a region of a fluid where its motion is supersonic. Here sound can not escape upstream being dragged by the fluid. The boundary of this region is formed by sonic points where the speed of the fluid equals the local speed of sound. This is the acoustic horizon. A simple device to establish a transonic flow is a converging diverging de Laval nozzle\cite{3,4}. For stationary free fluid flow the acoustic horizon occurs exactly at the waist of the nozzle.

The basic equations describing the system at the classical level are the continuity and the Bernoulli equations. We assume a one-dimensional stationary flow, therefore all the relevant quantities depend on $z$ only, the spatial coordinate running along the axis of the de Laval nozzle. The continuity equation then reads

$$A(z)\rho(z)v(z) = \text{const} = D,$$ \hspace{1cm} (1)

where $A$ is the area of the transverse section of the nozzle, $\rho$ the fluid density and $v$ the fluid velocity. The Bernoulli equation, under the above hypothesis, gives

$$\frac{v^2}{2} + \mu(\rho) = 0,$$ \hspace{1cm} (2)

where $\mu(\rho)$ is the enthalpy. We have further assumed the fluid to be homentropic and irrotational. The speed of sound $c$ is defined as

$$c^2 = \rho \frac{d\mu}{d\rho}.$$ \hspace{1cm} (3)

For constant $c$ (the case we consider) integration of (3) gives

$$\mu(\rho) = c^2 \ln \frac{\rho}{\rho_0},$$ \hspace{1cm} (4)

which inserted in Bernoulli equation yields

$$\rho = \rho_0 e^{-\frac{v^2}{2c^2}},$$ \hspace{1cm} (5)
with \( \rho_0 \), a constant. The assumed constancy of the speed of sound also gives the pressure \( p = c^2 \rho \). The velocity profile describing the acoustic black hole is chosen as

\[
v = c \left\{ \frac{2}{\pi} \arctan[\beta(z - z_H)] - 1 \right\},
\]

where \( z = z_H \) denotes the position of the waist of the nozzle (the sonic horizon). In the laboratory frame the fluid is moving from right to left, so \( v < 0 \) and the sonic horizon occurs where \( v = -c \). The constant \( D \) entering the continuity equation is determined by requiring the fluid to be sonic at the waist; i.e.,

\[
D = -c A_H \rho_0 e^{-1/2} = -\frac{A H p_H}{c},
\]

where \( A_H \) is the area at the horizon, \( p_H \) the pressure and \( \rho_0 = p_H e^{1/2} / c^2 \). Given this, the profile of the nozzle can be computed from Eq. (6) and is depicted in Fig. 1 where we have used \( A_H = 10^{-8} \text{ cm}^2 \), \( \beta = 600 \text{ cm}^{-1} \), \( p_H = 2 \times 10^6 \text{ Pa} \) and \( c = 250 \text{ m/s} \). These latter two are typical values for liquid Helium. The profiles of density and velocity are shown in Fig. 2, where the significant range of \( z \) is \([0, 0.05] \text{ cm} \); the horizon lies at \( z_H = 0.025 \text{ cm} \) and its location is indicated by a vertical dashed line in the figures. In the region \( z > z_H \) the motion of the fluid is subsonic; the acoustic black hole is the region \( z < z_H \).

As shown by Unruh [2], sound waves propagating in an inhomogeneous fluid are described as a massless scalar field propagating in an effective curved spacetime described by an “acoustic metric” which depends on \( \rho \) and \( v \). Quantization of these modes leads to the conclusion that in presence of a sonic horizon a thermal emission of phonons is expected, in complete analogy of what Hawking found for gravitational black holes. The emission temperature of the phonons is

\[
T_H = \frac{\hbar k}{2 \pi c \kappa_B},
\]

where \( k \) is the surface gravity of the sonic horizon, defined as

\[
k = \frac{1}{2} \frac{d}{dz} \left( c^2 - v^2 \right) |_{z_H}.
\]

\( \kappa_B \) is the Boltzmann constant and \( n \) is the normal to the horizon. For the specific acoustic black hole model we consider in this paper, \( T_H = 1.1598 \times 10^{-5} \) °K.

### III. THE BACKREACTION EQUATIONS

The phonons quantum emission previously discussed modifies the underlying fluid flow according to the backreaction equations derived in Ref. [3], to which we refer for further details. For a one-dimensional flow, they read

\[
A \rho_B + \partial_z (A \rho_B v_B) = \partial_z \left[ \frac{1}{c} \left( T^{(2)}_{zz} \right) + v \langle T^{(2)}_{zz} \rangle \right],
\]

\[
A \left[ \dot{\psi}_B + \frac{v_B^2}{2} + \mu(\rho_B) \right] = \frac{1}{2} \langle T^{(2)} \rangle.
\]

Here \( \rho_B \) and \( v_B \) are the quantum corrected density and velocity fields and \( \psi_B \) is the velocity potential; i.e., \( \partial_z \psi_B = v_B \); the overdot stands for time derivative. The \( \langle T^{(2)}_{ab} \rangle \) which drive the backreaction are the quantum expectation values of the pseudo energy momentum tensor.
FIG. 3: Quantum sources in the Unruh state (solid lines) and in the Hartle-Hawking state (dashed line). To appreciate the difference in $F_2$ taken in the Hartle-Hawking and Unruh states, we show it in the inset. The $G_2$ is the same for both states.

The sonic horizon is located at $z_H = 0.025$ cm.

and $\Delta_{\pm\pm}$ are functions which depend on the choice of the quantum state of the phonons field. For the Unruh state:

$$\Delta_{++} = \Delta_{-+} = 0 ,$$

$$\Delta_{--} \equiv \Delta_{U++} = \frac{\hbar k^2}{48\pi c^4} .$$

For the Hartle-Hawking state instead

$$\Delta_{\pm\pm} \equiv \Delta_{HH++} = \frac{\hbar k^2}{48\pi c^4} .$$

From Eqs. (15)–(17) it follows that, in the asymptotic subsonic region $z \to +\infty$, $\Delta_{U++}$ describes a flux of phonons at a temperature $T_H$, whereas $\Delta_{HH++}$ describes a two-dimensional gas of phonons at thermal equilibrium at the temperature $T_H$. To find first order in $\hbar$ corrections to the classical sonic black hole fluid configuration $(\rho(z), v_B(z))$ described in Eqs. (5) and (6) we write

$$\psi_B = \psi(z) + \epsilon \psi_1(t, z) ,$$

$$\rho_B = \rho(z) + \epsilon \rho_1(t, z) ,$$

where

$$C = \frac{\rho c^2 - v^2}{c^2} .$$

and $\Delta_{\pm\pm}$ are functions which depend on the choice of the quantum state of the phonons field. For the Unruh state:

$$\Delta_{++} = \Delta_{-+} = 0 ,$$

$$\Delta_{--} \equiv \Delta_{U++} = \frac{\hbar k^2}{48\pi c^4} .$$

For the Hartle-Hawking state instead

$$\Delta_{\pm\pm} \equiv \Delta_{HH++} = \frac{\hbar k^2}{48\pi c^4} .$$

From Eqs. (15)–(17) it follows that, in the asymptotic subsonic region $z \to +\infty$, $\Delta_{U++}$ describes a flux of phonons at a temperature $T_H$, whereas $\Delta_{HH++}$ describes a two-dimensional gas of phonons at thermal equilibrium at the temperature $T_H$. To find first order in $\hbar$ corrections to the classical sonic black hole fluid configuration $(\rho(z), v_B(z))$ described in Eqs. (5) and (6) we write

$$\psi_B = \psi(z) + \epsilon \psi_1(t, z) ,$$

$$\rho_B = \rho(z) + \epsilon \rho_1(t, z) ,$$

with $v_B = \partial_z \psi_B$ and $\epsilon$ is a dimensionless expansion parameter [11]:

$$\epsilon = \frac{\hbar}{|D| A_H} .$$

For our system $\epsilon = 1.317 \times 10^{-14}$.
The backreaction equations linearized in $\epsilon$ then become

$$\epsilon \left\{ A \dot{\rho}_1 + \partial_z [A(\rho_1 v + \rho v_1)] \right\} = c^2 \partial_z \left[ \frac{\langle T^{(2)} \rangle}{(c - v)^2} - \frac{\langle T^{(2)} \rangle}{(c + v)^2} \right] = \epsilon F_2,$$  

(21)

$$\epsilon \left[ A \left( \dot{\psi}_1 + v \psi_1 + \frac{c^2}{\rho} \right) \right] = \frac{\langle T^{(2)} \rangle}{2} = \epsilon G_2.$$  

(22)

Using the background equations (1) and (2), satisfied by $\rho$ and $v$, the continuity equation can be rewritten as

$$\dot{\rho}_1 + v \rho_1' + \frac{v^2}{c^2} \rho_1 - \frac{\rho v'}{v} \psi_1 + \rho \psi_1'' = \frac{F_2}{A},$$  

(23)

whereas the Bernoulli equation is

$$\dot{\psi}_1 + v \psi_1' + \frac{c^2}{\rho} \rho_1 = \frac{G_2}{A},$$  

(24)

with a prime indicating derivative with respect to $z$.

The profiles for the quantum sources $F_2$ and $G_2$ are depicted in Fig. 3 for the Unruh state (solid line) and for the Hartle-Hawking state (dashed line). The difference between the states is reflected on $F_2$ only (and is shown in the inset in the left panel of the figure), while $G_2$, being related to the trace anomaly which is state-independent, is unchanged. One can note the appearance of a maximum and a minimum in the region $z \in [0.02, 0.03]$ cm. Outside this range, $F_2$ and $G_2$ rapidly drop to zero. The analysis of Ref. [6], being limited to the region very near to $z_H$, could not catch this non trivial structure.

IV. UNRUH STATE

As said before, in Ref. [6] the backreaction equations were analytically solved just for $z \approx z_H$ to allow a Taylor expansion of the sources up to linear terms. In this section we compute the numerical solution all over the nozzle. We finite-difference the system of Eqs. (23) and (24) and solve it numerically in the time domain as an initial value problem. The equations are discretized on an evenly spaced grid $(0, z_c)$ with $z_c = 0.05$ cm. Following a standard convention in numerical fluid mechanics [13], we have used a staggered grid, i.e. both $z = 0$ and $z = z_c$ are thought to lie on cell interfaces while the hydrodynamics quantities are defined on cell centers. As a result, the first point of our computational domain is $z_1 = \Delta z / 2$ and the last is $z_{1\text{max}} = z_c - \Delta z / 2$. We notice that $\Delta z$ is chosen so that the horizon is located at a cell interface. The reason for this is that, even though the square bracket on the r.h.s. of Eq. (24) is analytically regular at $z = z_H$ (where $v = -c$), the presence of the combination $(c + v)$ at denominator in Eq. (24) can give problems (i.e., division by zero) due to the discretization procedure. The use of a staggered grid bypasses this difficulty since the sonic point turns out to be always displaced with respect to the grid points.

Initial conditions are chosen so that at $t = 0$ the solution is the classical one; i.e., $\rho_1(t = 0) = \psi_1(t = 0) = 0$. Then the backreaction is switched on. As in Ref. [6], since the quantum sources are computed only for the static classical background, the validity of the solution is limited by the condition $c \kappa t \ll 1$, where we have in-
produced the constant \( \kappa \) as

\[
\kappa = c^{-2}k = c^{-1} \left. \frac{dv}{dz} \right|_{z_H}
\]

with dimension \([\text{length}]^{-1}\). For the sonic black hole considered here, the short time condition determines a maximum evolution time \((cst = 1)\) of \(t_{\text{max}} = 0.104 \ \mu\text{s}\); so it is possible to extract only informations about how the backreaction starts.

Before discussing our numerical results, we briefly describe the numerical algorithms implemented, further details can be found in Appendix A.

We are dealing with a system of Partial Differential Equations (PDEs), where the equation for \( \rho_1 \) is of convection-diffusion type, due to the parabolic term proportional to \( \psi_1'' \), while the equation for \( \psi_1 \) is a simple hyperbolic advection equation. As a result, the numerical algorithm must be designed accordingly [12]. For the equation for \( \psi_1 \) a simple first-order upwind method is well suited to solve it; for the parabolic equation we have implemented standard Forward-Time-Centered-Space (FTCS) explicit method, as well as standard Backward-Time-Centered-Space (BTCS) implicit method. Due to the short evolution time needed, the limitation of the time-step required by the FTCS and the consequent high number of iterations is not a drawback; in any case, we tested one method versus the other and we obtained equivalent results. In fact, to have a stable evolution, the time step is selected according to the condition \( \Delta t = \alpha \Delta z^2/\max(\rho) \), since \( \rho \) is the coefficient of the \( \psi_1'' \) term in the equation for \( \rho_1 \). In addition, for the nozzle considered, we have checked that a resolution of \( \Delta z = 2.5 \times 10^{-5} \ \text{cm} \) (which corresponds to 2000 points covering the numerical domain) is sufficient to be in the convergence regime (see Appendix A for discussion).

In Fig. 4 we have snapshots of the time evolution of the profiles of \( v_1 \) (left panel) and \( \rho_1 \) (right panel). For this particular computation, we have considered a total evolution time \( t_{\text{end}} = 0.2 \ t_{\text{max}} \). The initial and final snapshots are depicted in red and blue respectively. The time delay between one snapshot and the other is \( \Delta t \simeq 1.74 \times 10^{-3} \mu\text{s} \). The quantum corrected velocity is obtained as \( v_1 = \partial_z \psi_1 \), the derivative being computed directly from the numerical data by means of a second order finite-difference approximation.

The numerical solution confirms the near horizon behaviour obtained in Ref. [6]: the fluid slows down close to the horizon \( (v_1 > 0, \text{remember that } v < 0 \text{ because the fluid flows from right to left}) \), causing the horizon to move to the left, and the total density decreases \( (\rho_1 < 0) \). In addition, now (even if for small times) it is possible to see the influence of the quantum corrections all over the sonic hole, and not just in the neighborhood of the horizon. As a consequence of the shape of the quantum sources \( F_2 \) and \( G_2 \) (see Fig. 3) the complex structure of Fig. 4 emerges. One can see that in the region near the horizon the fluid slows down, but there are also regions where the phonons emission induces acceleration.

V. HARTLE-HAWKING STATE

The thermal equilibrium configuration of the Hartle-Hawking state is much simpler to treat. Since the time dependence drops off, the backreaction equations (23) and (24) become a simple system of algebraic equations...
relating $\rho_1$ and $v_1$:

$$A(\rho_1 v + \rho v_1) = \int_{z_H}^{z} d\xi F_2(\xi) + \text{const},$$

$$A\left(\int_{z_H}^{z} d\xi F_2(\xi) + \text{const} \right) = G_2.$$  \hspace{1cm} (26)

The integration constant in Eq. (26) is chosen to be zero in order to make the solution non singular on the horizon.

The quantum corrections to the velocity $v_1$ and to the density $\rho_1$ profiles for the equilibrium configuration (Hartle-Hawking state) are depicted in Fig. 6 (black lines). The phonons backreaction causes the fluid to slow down in the supersonic region, with the consequence of a shift of the horizon to the left of the waist of the nozzle (see Eq. (9)). In the subsonic region the velocity increases, but the magnitude of the change is smaller than the previous one. One finds a similar shape for the density correction $\rho_1$, which increases in the supersonic region and slightly decreases in the subsonic one. Finally the equilibrium temperature appears to have been lowered by the backreaction from its zero-order value $\hbar \kappa/2\pi k_B$ (see Eq. (33)).

For the time-dependent case (Unruh state) the analysis has been restricted to very short times after switching on the phonons radiation. This because the quantum source ($F_2$ and $G_2$ in Eqs. (21)–(22)) has been computed only for the classical background, which just represents the initial configuration of the acoustic black hole. A more rigorous analysis requires the time-dependence of the sources to be included.

Within these limitations, one sees (Fig. 1) a deceleration of the fluid in the supersonic region, which causes a drift of the horizon towards the left of the nozzle. Two acceleration regions also appear on both sides of the horizon, but the intensity of the effect is lower. On the other hand, the density correction $\rho_1$ reflects the behaviour it shows in the Hartle-Hawking state (on a reduced scale).

**VI. CONCLUSIONS**

Using the continuity and Bernoulli equations, the quantum correction (first order in $\hbar$) to a classical stationary flow describing an acoustic black hole has been evaluated in a one-dimensional approximation.

The quantum corrections to the velocity $v_1$ and to the density $\rho_1$ profiles for the equilibrium configuration (Hartle-Hawking state) are depicted in Fig. 6 (black lines). The phonons backreaction causes the fluid to slow down in the supersonic region, with the consequence of a shift of the horizon to the left of the waist of the nozzle (see Eq. (6)). In the subsonic region the velocity increases, but the magnitude of the change is smaller than the previous one. One finds a similar shape for the density correction $\rho_1$, which increases in the supersonic region and slightly decreases in the subsonic one. Finally the equilibrium temperature appears to have been lowered by the backreaction from its zero-order value $\hbar \kappa/2\pi k_B$ (see Eq. (33)).

For the time-dependent case (Unruh state) the analysis has been restricted to very short times after switching on the phonons radiation. This because the quantum source ($F_2$ and $G_2$ in Eqs. (21)–(22)) has been computed only for the classical background, which just represents the initial configuration of the acoustic black hole. A more rigorous analysis requires the time-dependence of the sources to be included.

Within these limitations, one sees (Fig. 1) a deceleration of the fluid in the supersonic region, which causes a drift of the horizon towards the left of the nozzle. Two acceleration regions also appear on both sides of the horizon, but the intensity of the effect is lower. On the other hand, the density correction $\rho_1$ reflects the behaviour it shows in the Hartle-Hawking state (on a reduced scale).
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**APPENDIX A: NUMERICAL SCHEMES**

In this section we report explicitly the time-evolution algorithms. In the main text, we said that we used a standard upwind method for the equation for $v_1$ and standard explicit Forward-Time-Centered-Space (FTCS) or an implicit Backward-Time-Centered-Space (BTCS) schemes for that for $\rho_1$. In practice the upwind method
The FTCS (explicit) and the BTCS (implicit) schemes for the equation for \( \rho_1 \) respectively read

\[
\psi_{1,i}^{n+1} = \psi_{1,i}^{n} - \frac{\Delta t}{\Delta z} \left( \psi_{1,i+1}^{n} - \psi_{1,i}^{n} \right) \\
+ \Delta t \left( -\frac{c^2}{\rho_i} \rho_{1,i}^{n} + G_{2,i} A_i^{-1} \right), \quad (A1)
\]

\[
\rho_{1,i}^{n+1} = \rho_{1,i}^{n} - \frac{\Delta t}{2\Delta z} \left( \rho_{1,i+1}^{n} - \rho_{1,i-1}^{n} \right) + \frac{\rho_{i}^{n} v_i^{n} \Delta t}{\Delta z} \left( \psi_{1,i+1}^{n} - \psi_{1,i-1}^{n} \right) - \rho_{1,i}^{n} \frac{\Delta t}{\Delta z^2} \left( \psi_{1,i+1}^{n} - 2\psi_{1,i}^{n} + \psi_{1,i-1}^{n} \right) \\
+ \Delta t \left( -\frac{\rho_{i}^{n} v_i^{n} \Delta t}{\Delta z^2} \right), \quad (A2)
\]

\[
-\frac{\Delta t}{2\Delta z} \rho_{1,i-1}^{n+1} + \left( 1 + \frac{\rho_{i}^{n} v_i^{n} \Delta t}{\Delta z} \right) \rho_{1,i}^{n+1} + \frac{\Delta t}{\Delta z} \rho_{1,i+1}^{n+1} = \rho_{1,i}^{n} + \Delta t \left\{ F_{2,i} A_i^{-1} + \frac{\rho_{i}^{n+1} v_i^{n+1} \psi_{1,i+1}^{n+1} - \psi_{1,i+1}^{n+1}}{\Delta z^2} \right\}, \quad (A3)
\]

where the cell index \( i \) runs from one to \( i_{\text{max}} \). In the case of the BTCS scheme \( \rho_1 \) is obtained at every time slice (labelled by index \( n \)) as the solution of a tridiagonal linear system of the form \( a_i u_{i-1}^{n} + b_i u_i^{n} + c_i u_{i+1}^{n} = f_i^{n} \) that can be accomplished by a standard lower-upper (LU) decomposition of the matrix to be inverted \([14]\). A careful treatment of the boundaries \( z = 0 \) and \( z = z_c \) of the numerical domain is crucial for selecting the correct solution, especially when the implicit method is employed and so the inversion of the associated coefficient matrix is concerned. According to the physical meaning of the Unruh state, we impose outgoing conditions at both boundaries, i.e. \( u_{i-1}^{n} = u_i^{n} \) at \( i = 1 \) and \( u_{i+1}^{n} = u_i^{n} \) at \( i = i_{\text{max}} \) where \( u_i^{n} \) can be either \( \rho_1 \) or \( \psi_1 \). If \( \rho_1 \) is solved using the FTCS scheme, since the method is explicit and no matrix inversion is needed, the problem of setting correct boundary conditions is less important; in fact, it is enough to put the boundaries far enough from \( z_H \) to avoid any influence on the evolution. For this kind of equations, stability has also proved to be an issue. Implementing the FTCS scheme, to have a stable evolution the time step is selected according to the condition \( \Delta t = \alpha \Delta z^2 / \max(\rho) \).

For the nozzle model discussed in this paper, we have used \( \alpha = 1 \times 10^{-4} \) to avoid stability problems and the same choice was kept also for the BTCS scheme, which results in roughly \( 3 \times 10^4 \) integration steps. This is not particularly expensive from the computational point of view. For example, for the results presented here we used a resolution of \( \Delta z = 2.5 \times 10^{-5} \) cm (corresponding to 2000 grid points) and the total evolution took \( \sim 11s \) time evolution on a single-processor machine with a Pentium TM M processor at 1.3GHz. The code was compiled using an Intel TM Fortran Compiler.

We checked convergence of the numerical method (using both BTCS or FTCS schemes) using resolutions of 500, 1000, 2000 and 4000 points, considering the case of 8000 points as reference. We computed the error \( \Delta f \) with respect to the reference resolution as a root mean square for \( f = \psi_1 \) and \( f = \rho_1 \). From the relation \( \Delta f = k \Delta z^2 \) we evaluated the convergence rate \( \sigma \) and we obtained \( \sigma \approx 1.3 \) for both \( \psi_1 \) and \( \rho_1 \). We have verified that 2000 \( \times \) 4000 grid points are sufficient to be in the convergence regime.
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