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Abstract

In this paper, we study the “stability” of machine learning (ML) models within the context of larger, complex NLP systems with continuous training data updates. For this study, we propose a methodology for the assessment of model stability (which we refer to as jitter) under various experimental conditions. We find that model design choices, including network architecture and input representation, have a critical impact on stability through experiments on four text classification tasks and two sequence labeling tasks. In classification tasks, non-RNN-based models are observed to be more stable than RNN-based ones, while the encoder-decoder model is less stable in sequence labeling tasks. Moreover, input representations based on pre-trained fastText embeddings contribute to more stability than other choices. We also show that two learning strategies – ensemble models and incremental training – have a significant influence on stability. We recommend ML model designers to account for trade-offs in accuracy and jitter when making modeling choices.

1 Introduction

In industry settings, the data of a machine learning (ML) system are updated frequently to cover the latest trends or new use cases. After a data update, the ML model is retrained to obtain the benefit from data changes. However, the main focus of such processes for a long time has been about the models’ accuracy after retraining while ignoring their stability in output distributions. The table 1 illustrates an example of the prediction shift as a measure of instability. Given a test set of 100 examples and two different runs of the model $M_1$, $M_2$ with accuracy 95% and 96% for biLSTM and textCNN. On the one hand, the textCNN on the right represents the best case, where the model $M_2$ corrects 1% of the model $M_1$’s errors ($X_{95}$). On the other hand, biLSTM on the left represents the worst case, where $M_2$ changes 5% of the incorrect predictions of model $M_1$ to correct ($X_{91}$ ... $X_{95}$) and changes 4% of correct predictions to incorrect ($X_{97}$ ... $X_{100}$). Although the difference in the accuracy of both biLSTM and textCNN is similar, i.e., variance ±1, the prediction shift can range from 1% to 9%. A model with such instability can cause a bad user experience in the production environment, where users want their everyday use cases of a product to be stable. Even if the behavior for a specific use-case is incorrect, incorrect in a consistent way is preferred over unexpected behavior. This type of stability is even more critical in a sensitive field, such as medical ML (Li et al., 2020), because an unstable ML model may bring severe consequences to the patients and the reputation of medical institutions.

ML models in industry settings are also typically part of a larger system, where the output from one part of the system becomes the input to another. A consequence of such dependencies among components is that drastic changes in one part of the

Table 1: An example of prediction shift of two models in two different runs with the same change in accuracy.

| Examples  | biLSTM $M_1$ | textCNN $M_1$ | biLSTM $M_2$ | textCNN $M_2$ |
|-----------|--------------|--------------|--------------|--------------|
| $X_1$ ... $X_{90}$ | ✔  ✔ | ✔  ✔ | ✔  ✔ | ✔  ✔ |
| $X_{91}$ | ✗  ✔ | ✔  ✗ | ✔  ✔ | ✔  ✔ |
| $X_{92}$ | ✗  ✔ | ✔  ✗ | ✔  ✔ | ✔  ✔ |
| $X_{93}$ | ✗  ✔ | ✔  ✗ | ✔  ✔ | ✔  ✔ |
| $X_{94}$ | ✗  ✔ | ✔  ✗ | ✔  ✔ | ✔  ✔ |
| $X_{95}$ | ✗  ✔ | ✔  ✗ | ✔  ✔ | ✔  ✔ |
| $X_{96}$ | ✗  ✔ | ✔  ✗ | ✔  ✔ | ✔  ✔ |
| $X_{97}$ | ✔  ✗ | ✔  ✗ | ✔  ✔ | ✔  ✔ |
| $X_{98}$ | ✔  ✗ | ✔  ✗ | ✔  ✔ | ✔  ✔ |
| $X_{99}$ | ✔  ✗ | ✔  ✗ | ✔  ✔ | ✔  ✔ |
| $X_{100}$ | ✔  ✗ | ✔  ✗ | ✔  ✔ | ✔  ✔ |
| Accuracy | 95% | 96% | 95% | 96% |
| Variance | ±1 | ±1 | ±1 | ±1 |
| Pred. Shift | 9% | 1% | 9% | 1% |
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system directly impact other parts – potentially altering the system’s quality as a whole. This impact is frequently negative, even if component behavior may have changed positively. Such dependencies are considered hidden technical debt in ML systems (Sculley et al., 2015). Therefore, a method to measure model stability and guide stability-inducing design choices is desired to address such debt.

Given the above motivations, we want to propose a methodology for the assessment of model stability. Specifically, the notion of stability we are concerned with here is connected with continuous data updates (CDUs). Improvements and maintenance of a complex system involve continuous iterations of its components, which for ML components commonly involves re-training with updated or “refreshed” data. While better training data is expected to improve an individual component’s accuracy, we also want a stable distribution from the component output to reduce the possibility of a negative impact on the larger system.

We assess the stability of multiple model architectures under various conditions and present our findings in the form of best practices for modeling choices in “stability-sensitive” settings. Our focus in this work is on ML methods that are typically used in NLP technologies within larger, complex systems. The conclusions of this paper have direct implications on choices made in their design. Key contributions of this work include (a) a methodology for assessment of model stability with CDUs (and periodic re-training of these models), (b) a study of factors that influence model stability.

Through four different text classification and two sequence labeling tasks, we assess the impact of several key model design decisions on model stability. The practical consideration is that an ML model designer must account for trade-offs in accuracy and jitter when making modeling choices. In classification tasks, non-RNN-based structures are observed to be more stable than RNN-based structures, while the encoder-decoder structure is less stable in sequence labeling tasks. Moreover, the pre-trained fastText embeddings (Bojanowski et al., 2017) have lower jitter than other input representation choices. Finally, we also learn that using an ensemble of models and incremental training leads to lower jitter, hence greater stability.

2 Background Research

For learning algorithms to be stable, it is desirable to have a low variance in the validation error. However, there are very few quantitative results that analyze the algorithm’s stability for changes in the training data. Many estimates have been proposed in the literature, one of the most prominent ones being cross-validation estimates (e.g., leave-one-out error, k-fold cross-validation). The leave-one-out estimate is one such way that measures the variance of the model by running the model n times by removing one of the n training samples and validating the training example that was deleted. Rogers and Wagner (1978) first showed that the variance of leave-one-out validation could be upper bounded, which later Kearns and Ron (1999) called hypothesis stability. Although hypothesis stability measures change in the learning model with the change in the training set, it does not capture the stability in terms of the change in predictions of the model. To address this, Fard et al. (2016) first proposed a metric called Churn. Churn is defined as the expected percentage of prediction difference in the test set between two classifiers. For a given model, a fixed gain in accuracy with less churn represents model stability. Although recent works (Fard et al., 2016; Goh et al., 2016; Cotter et al., 2018) use prediction churn to reduce the potential risk of updating a classifier such that the model remains consistent with the predictions, there is yet no work investigating how small perturbations in training data affect data robustness, which is an internal property of the model structure.

To improve the stability of models, Vapnik (1991) uses structural risk minimization for estimating the function based on a complexity penalty. This method is similar to regularization, which control the complexity of models by (a) constraining model structure, e.g., limiting the number of hidden layers, (b) influencing the learning, e.g., through control of weight-decay in neural models (Krogh and Hertz, 1992), or (c) adjusting pre-processing, e.g., binning and smoothing of the input features. Another line of research uses statistical methods like bagging (Andonova et al., 2002; Breiman, 1996) to reduce variance without affecting the accuracy of models. In effect, this is achieved by taking an average over multiple estimators trained on random samples of the training data.

Most work on the stability of learning algorithms is in terms of the loss function and translating such
properties into uniform generalization. Fard et al. (2016) build on this notion and address the problem of training consecutive classifiers to reduce the prediction churn by using a Markov Chain Monte Carlo stabilization. Later, Cotter et al. (2018) followed this work using dataset constraints as a part of empirical risk minimization on the classifier’s decisions on targeted data sets for low-churn retraining. Additionally, Patrini et al. (2017) proposes using a stochastic matrix capturing the class, flipping them with backward and forward procedural correction (Sukhbaatar et al., 2015). Although various techniques have been used to improve the models’ stability, there is no work investigating the model stability with the change in training data.

3 Measure of Model Stability

We begin our investigation by first defining a measure of model stability. This measure (jitter) is the basis of all our experiments. We use it to compare the impact of various modeling decisions on the stability of the corresponding models. Note that the notion of “stability” here pertains to the changes in the model’s behavior observed with continuous updates in the data for training the model (CDUs).

To measure variations in model behavior corresponding to CDUs, jitter must be defined as a function of several “versions” of a specified model $p_\theta$. Here $p$ represents a specific model architecture with a specific set of hyper-parameters $\theta$, fixed over multiple training and test regimes. The training data used to train model $p_\theta$ is the experimental variable that we modify across these train-test regimes. Given a “base” training data $D$ and model $p_\theta$, the model is trained $N$ times, each using a version $D_i$ of the base data set $D$. The $N$ models, $p_{\theta_1}, p_{\theta_2}, \ldots, p_{\theta_N}$ trained with these data sets, are applied to a test set $X$ producing predictions $Y_i$ corresponding to each trained model $p_{\theta_i}$.

$$Y_i = p_{\theta_i}(X)$$

The notion of the difference between a pair of models, $p_{\theta_i}$ and $p_{\theta_j}$, as first introduced by Fard et al. (2016) as Churn, is simply a measure of the proportion of data points in $X$ that the two models’ outputs differ on (i.e., differences in $Y_i$ and $Y_j$). Here, we reuse Churn to define a notion of “pairwise jitter”:

$$J_{i,j}(p_\theta) = \text{Churn}_{i,j}(p_\theta) = \frac{|p_{\theta_i}(x) \neq p_{\theta_j}(x)|_{x \in X}}{|X|} \quad (1)$$

where $x$ is a data point in dataset $X$, and $p_{\theta_i}(x)$, $p_{\theta_j}(x)$ are respectively, the predictions of the two models for $x$. By extending this to encompass all of the models trained on the derived training sets ($D_1$, $D_2$, ..., $D_N$), we take an average over pairwise jitter (1) over all pairs of models, and establish a more general definition of jitter:

$$J(p_\theta) = \sum_{i \neq j \in N} J_{i,j}(p_\theta) \cdot \frac{1}{N \cdot (N-1)/2}$$

which calculates the average probability of a test example having different predictions from $p_\theta$ when $p_\theta$ is retrained for each of the CDUs.

While the above expression defines jitter for classification models, it is relatively straightforward to extend this notion to sequence labeling, with an update to equation (1), like so:

$$J_{i,j}(p_\theta) = \frac{|p_{\theta_i}(x_t) \neq p_{\theta_j}(x_t)|_{x_t \in x | x \in X}}{\sum_{x \in X} |x|}$$

where $x_t$ is the $t^{th}$ item of sequence $x$ in dataset $X$, and $|x|$ represents the length of sequence $x$. Equation (3) measures the proportion of differences in the decisions of two sequence labeling models on every item of each sequence of the dataset. We use this in equation (2) for the general measure of jitter over several model updates.

Note that jitter for a model is not limited to neural architectures and could include any model that can be trained with labeled training data. It is also important to note that the commonly discussed measure of variance in error rate or accuracy is quite different from jitter. Jitter measures the disparities in the models’ outputs for each individual test example, while variance measures the disparities in the aggregate accuracy or error rate metric across the models. For more details about differences see example in Churn (“pairwise jitter”) from section 1.2 of Fard et al. (2016) and Appendix A. Furthermore, we also explain the bounds of jitter and its relation to accuracy and error rate in Appendix B.
### 4 Tasks

Our major experiments are on four fairly diverse text classification tasks, namely Consumer Complaints (CCD) (CFPB, 2018), Stack Overflow\(^1\), IJCNLP Customer Feedback (Plank, 2017) and Reuters-21578\(^2\). These cover a variety of domains and writing styles, such as informal end-user questions to more formal writing in news stories, allowing us to draw more broadly applicable conclusions from our experiments. In addition to the varied domains, the tasks have varied text types (e.g. sentence, paragraph, article), sizes and number of classes. Table 2 summarizes the key characteristics of these datasets (details see Appendix C). While it would be intractable to conduct large scale experiments across all possible natural language tasks, we expect that these data sets align with a large number of common tasks encountered in practice.

To study model stability beyond classification models, we also conduct experiments on two spoken language understanding (SLU) datasets ATIS (Hemphill et al., 1990) and SNIPS (Coucke et al., 2018). They include slot filling (sequence labeling) and intent detection (text classification), covering basic sequence-to-sequence architectures in Section 6.2 and we present an example of practical implications in Section 8.

---

1. https://archive.org/download/stackexchange
2. https://kdd.ics.uci.edu/databases/reuters21578/reuters21578.html

### 5 Demonstration of the Effect of Jitter

In this section, before empirically studying model stability, we demonstrate the effect of jitter on a production system. For this, we use the SNIPS, a slot labeling and an intent detect task to simulate a two-step ML system. Let’s assume that an existing system for this task uses a biLSTM model for the intent classification and a transformer model for the sequence labeling. Due to a regular refresh on the classification training data, we retrain the classifier. In the table 3, biLSTM\(_1\) is the model before retraining, while biLSTM\(_2\) is the model after retraining. The numbers show that a small improvement is introduced on classification test accuracy with this data update. However, if we combine the classification accuracy with the sequence labeling accuracy on sentence level in the table 3, the system-wide accuracy (the percentage of cases that both intent and slot labels are correct) drops. As mentioned in Section 1, this is because the downstream of the system can’t adopt the changes in the output from the re-modeled component. In other words, the biLSTM classifier is not stable with data updates. However, if we replace biLSTM with textCNN and train with these two data versions, as showed by textCNN\(_1\) and textCNN\(_2\), the classification accuracy and the system-wide accuracy improve simultaneously. This aligns to the earlier observation in Section 6.2, where textCNN tend to be more robust than biLSTM with CDUs. In fact, we can predict the impact of these two classifier architectures on the larger system before-hand by

| Dataset     | # Train | # Test | # Classes | Example Input                                                                 | Class Output | Seq Output |
|-------------|---------|--------|-----------|-------------------------------------------------------------------------------|--------------|-----------|
| CCD         | 59,583  | 6681   | 11        | I have a private loan with …I called to lower my payment …They REFUSED       | Student Loan | -         |
| IJCNLP-CF   | 3,037   | 500    | 6         | At present not providing snacks evening time                                | Complaint    | -         |
| Stack Overflow | 35,676 | 4,000  | 20        | convert nickname to formal name in python …formal counterparts using python | Python       | -         |
| Reuters-21578 | 6,999  | 2,742  | 77        | USX Corp said proved reserves of oil and natural gas liquids fell …future market improvement may necessitate their closing. | Crude        | -         |
| ATIS        | 4,978   | 893    | 21 & 120  | First class fares from Boston to Denver                                      | Airfare      | B-class_type I-class_type O O B-fromloc O B-toloc |
| SNIPS       | 13,784  | 700    | 7 & 72    | Book a reservation for a pub serving burritos                               | Book Restaurant | O O O O O B-served_dish |

Table 2: Tasks and datasets for assessment of model’s jitter
Comparing their jitters. As showed on the header of table 3, textCNN has a lower jitter (1.09) than biLSTM (1.76) on the intent classification task. Therefore, improving textCNN with data updates has lower chance to introduce negative impact to the system.

### 6 Experiments

With the above example proving that a model with lower jitter is more robust to the overall system with continuous data updates, we can now pursue our primary objective of examining the impact of common ML modeling decisions on stability by devising a series of experiments observing the correspondence between these decisions and jitter. Largely, we conduct this empirical study over multiple NLP tasks, and over various crucial modeling considerations in designing an ML component (such as, model structure, input representation, etc.). We lay out the set of common choices available to us for each modeling consideration, design models expressing those choices, and measure corresponding jitter.

The rest of the section is structured as follows: In section 6.1, we describe continuous data updates (CDUs) and experimental settings. Section 6.2, we investigate the impact of model architecture on jitter. In section 6.3 and section 6.4, we assess the jitter trade-off of the input representations and training strategies, respectively.

#### 6.1 Experimental Setup

In real-world scenarios, training dataset $D$ could be updated by an ML practitioner for several reasons. Some common reasons include additional annotated data for general accuracy improvements, fixes to annotation errors in training data discovered in error analysis, or the addition of targeted training data to support new use cases. For the experimental setting, we can mimic such CDUs by dropping a small $r\%$ of data $N$ times from a labeled dataset $D$ to generate $N$ training sets $D_1, D_2, \ldots, D_N$ of equal size. The strategy for selecting data to be dropped could be random, stratified or other sampling types according to how data is refreshed in a task. We can then use these $N$ data sets to represent continuous data updates to a “base” dataset of the same size. For our experiment in the remainder of this paper, we set $N = 10$ and $r = 1$ with stratified sampling on the train sets (train, test instance counts are shown in Table 2; validation set size is 10% of the train). These choices are drawn from intuition through common data updates recently conducted in our prior work.

Furthermore, a random seed is fixed across all experiments so that a model will have the same initialization at the start of training. We manually tune the hyper-parameters on validation sets (details in Appendix D) and train the selected models to convergence for each data version and then record jitter for each model across these versions. The models’ accuracy are very close in these experiments. The focus of these experiments is on stability. Therefore, we only list jitter and variance of accuracy in the reported tables. However, as indicated in Section 8, jitter should be used along with other performance metrics in practice.

#### 6.2 Impact of Selected Architecture

The primary underlying architecture of the model is typically the first and most fundamental choice presented to the ML modeler. Many choices are available for a task such as text classification, starting from non-neural models (such as SVMs, random forests) to various options in neural models. This work investigates standard neural architectures: convolutional neural network, recurrent neu-
Methods | CCD | Stack Overflow | IJCNLP-CF | Reuters-21578
---|---|---|---|---
biLSTM | 1.21 | 9.26 | 0.76 | 10.90 | 1.62 | 21.44 | 0.71 | 9.02
biLSTMAttn | 0.75 | 9.36 | 1.23 | 12.31 | 1.38 | 21.54 | 0.86 | 10.12
biLSTM-CNN | 0.59 | 9.80 | 1.31 | 11.83 | 1.80 | 20.04 | 0.41 | 9.23
textCNN | 0.46 | **7.33** | 0.52 | **9.78** | 1.82 | 19.27 | 0.47 | **5.79**
transformer | 0.70 | 8.64 | 1.17 | 10.64 | 1.99 | **19.13** | 0.63 | 7.86

Table 4: Impact of architecture choices on Variance (V) and Jitter (J) for 10 runs for Classification tasks

| Methods | ATIS | SNIPS |
|---|---|---|
| | V | J | V | J |
| biLSTM | 0.10 | **0.98** | 0.30 | **3.08** |
| biGRU | 0.15 | 1.54 | 0.32 | 4.33 |
| biLSTM-CRF | 0.13 | 1.56 | 0.35 | 4.07 |
| transformer | 0.68 | 3.73 | 0.52 | 6.75 |
| biGRU-EncodeDecode-Attn | 0.75 | 9.61 | 0.63 | 10.73 |
| biLSTM-EncodeDecode-Attn | 0.72 | 9.84 | 0.65 | 11.52 |

Table 5: Variance (V) and Jitter (J) of model architectures for sequence labeling tasks

Table 6: Overlapping examples shared across model pairs, on CCD data. TR: transformer (encoder-only)

In order to minimize the impact of other confounding factors, we fixed most of the shared hyperparameters across all of these architectures with some exceptions, such as learning rate, batch size (details in Appendix D). In particular, the CNN component configurations are the same in textCNN and biLSTMCNN, as are the biLSTM in the three biLSTM based models.

The results for this experiment are presented in Table 4. Each column represents one of our four classification tasks, and each cell in the table contains the jitter corresponding to an architecture choice. At the outset, we observe that these architectures’ choices have a very different impact on jitter. Our key observation is that textCNN and transformer (encoder only) are more stable than those biLSTM based models. Especially, textCNN has the lowest jitter on 3 out of 4 tasks and is on par on the 4th. This observation suggests that the non-recurrent neural network structures tend to be more stable with CDUs due to its local features as compared to long-range dependencies. Furthermore, to understand the impact of the seq2seq architectures, we experiment on two sequence labeling tasks and the results are reported in Table 5. We observe that transformer, biLSTM and GRU with encoder-decoder attention frameworks have significantly higher jitter than vanilla RNNs like biLSTM, biGRU in sequence labeling task. We believe the encoder-decoder structure to be a major cause of their instability.

To get a better insight into the relationship between jitter and the network components of an architecture, we perform further analysis to understand the experiment results. We select test examples in the CCD task that show instability with different predictions across ten instances of each architecture and count the overlaps of these test examples across each pair of the models in the table 6. Firstly, we observed that the two pairs (biLSTM, biLSTMAttn) and (biLSTM, biLSTMCNN) have a very similar amount of overlapping cases across different classes where biLSTM component is the common architecture among them. Secondly, among the three pairs containing textCNN, the (textCNN, biLSTMCNN) pair having a CNN component has the largest number of overlaps, especially in cases with instability between two classes. Thirdly, the three biLSTM based archi-
tectures share close overlaps with the transformer comparing to the (TR, textCNN) pair. These three observations suggest that the number of cases with unstable predictions is closely related to the network components, strengthening our argument that the model architecture plays an essential role in deciding the stability of predictions with CDUs.

6.3 Impact of Input Representation

Another key consideration in ML model development is the choice of input representation. While a neural network model can learn the word embeddings matrix by itself, pre-trained word embeddings are commonly used as input representations to take advantage of the learned semantic representation of words from a large corpus. Here, we investigate the effect of such input representations on model jitter. In our experiments, we use basic models with the self-learned embeddings as baseline. We compare the baseline with two types of commonly used static pre-trained embeddings: GloVe (Pennington et al., 2014) (50 dimensions, 400k vocabulary) and fastText (Bojanowski et al., 2017) (300 dimensions, 1M vocabulary), and one type of recent high-profile contextual embeddings: BERT (Devlin et al., 2018) (768 dimensions, 30k word-pieces). One key point to note is that although these input representations’ dimensions and vocabulary differ, it is a common practice to compare them as such (Joshi et al., 2019). This does not take away from our conclusions.

From our results in Table 7, considering jitter, we observe: (a) introducing pre-trained word embeddings leads to lower jitter (i.e., higher stability) in almost all the experiments; (b) fastText embeddings are the best input representation in terms of stability among our four choices; (c) a surprising observation is that BERT, in most cases, induces less stable (high jitter) models.

6.4 Incremental Training and Ensemble

In the setting of continuous data updates, typically, prior models are discarded and replaced with new models trained from refreshed or updated data. Rather than discard or overwrite prior models, in this section we consider two techniques that build upon multiple models.

First we investigate incremental training, which has previously shown stable models while achieving low error rates (Zang et al., 2014). In incremental training, a model is first trained with an initial version of the dataset $D_i$, and is then retrained (or fine-tuned) with an updated dataset $D_i$. Furthermore, we also investigate ensemble models, which have consistently shown to induce stability to the learning models (Dieterich, 2000). In our ensemble experiments, an ensemble is constructed from five models trained over each of the updated datasets $D_i$. This scenario is akin to keeping the past $N$ versions of the training dataset and training a model to be included in the ensemble. Output label with most votes is chosen as prediction.

Table 7 presents the average jitter across the five model architectures. We can conclude that both ensemble (E) and incremental training (IT) result in lower jitter compared to the baseline model (B). In all the experiments, ensemble models outperform incremental training.

7 Model Complexity and Jitter

Observing a simple classifier, such as a majority class classifier having 0% jitter, one may be tempted to believe that simpler models must be more stable. We try to assess this question through inspecting our experimental results. To analyze the impact of model complexity on jitter, we use the number of trainable parameters of the model as a proxy for its complexity. We defer more intricate explorations of complexity to future work.

We take a look at all architectures reported in Section 6.2 and input representations considered in Section 6.3. For this analysis, we consider the models trained on the CCD task. Recall that, in our experimental setup, GloVe and the self-learned embedding layer both have 50 dimensions, while fastText embeddings have 300 dimensions, and BERT embeddings have 768 dimensions. For the basic models with a self-learned embedding layer, the embedding layer itself is a matrix of trainable parameters with size $(vocabulary \times dimensions)$. Table 8 shows the number of trainable parameters (excluding and including trainable parameters of input representation) along with the corresponding jitter for all models on the CCD task.

Our results show no discernible correlation between the number of trainable parameters and jitter, verifying Zhang et al. (2016)’s suggestion that parameter counting is not a great measure of the model complexity. In future work, we plan to investigate other reflections of model complexity, such as degrees of freedom (Gao and Jojic, 2016) and intrinsic dimension (Li et al., 2018), and assess their impact on jitter.
### Table 7: Jitter (J) and Variance (V) for 10 runs averaged across the five selected basic model architectures (B) with different input representations, ensemble, and incremental training.

| Methods                        | Emb | #Trainable PRM EX | IN | CCD | Stack Overflow | IJCNLP-CF | Reuters-21578 |
|-------------------------------|-----|-------------------|----|-----|----------------|-----------|--------------|
|                               |     |                   |    |     | V  | J     | V  | J     | V        | J       |                       |
| Basic Models Average (B)      | 0.95| 8.94 ± 0.96       | 0.76| 11.09 ± 1.00 | 0.35| 20.28 ± 1.15 | 0.54| 8.40 ± 1.66 |
| **Input Representations**     |     |                   |    |     |    |        |    |        |          |                      |
| (B) with fastText Embeddings  | 0.58| 7.36 ± 0.65       | 0.40| 9.84 ± 0.88 | 0.80| 12.93 ± 0.71 | 0.41| 6.53 ± 1.13 |
| (B) with GloVe Embeddings     | 0.83| 8.29 ± 0.93       | 1.79| 11.13 ± 1.27 | 0.88| 15.80 ± 1.13 | 0.57| 8.47 ± 1.44 |
| (B) with BERT Embeddings      | 0.36| 9.15 ± 0.83       | 0.96| 13.50 ± 1.79 | 1.69| 19.86 ± 3.38 | 0.66| 7.24 ± 0.34 |
| **Incremental Training and Ensemble** |     |                   |    |     |    |        |    |        |          |                      |
| (B) with Ensemble             | 0.70| 4.91 ± 0.65       | 0.75| 6.62 ± 0.78 | 0.55| 12.38 ± 0.54 | 0.83| 4.53 ± 0.78 |
| (B) with Incremental Training | 0.64| 6.46 ± 1.86       | 0.27| 8.02 ± 2.21 | 0.60| 12.92 ± 4.74 | 0.53| 5.70 ± 2.12 |

Table 8: Jitter (J) vs. model complexity – number of trainable parameters (PRM), excluding (EX), including (IN) input representation in PRM; self-learned embeddings (-), fastText (FT), GloVe (GL) and BERT (BE).

| Methods   | Emb | #Trainable PRM EX | IN | CCD |
|-----------|-----|-------------------|----|-----|
| biLSTM    | -   | 20k 2522k         |    | 9.26|
|           | FT  | 116k 116k         |    | 8.11|
|           | GL  | 20k 20k           |    | 9.00|
|           | BE  | 296k 296k         |    | 9.88|
| biLSTMAttn| -   | 217k 2719k        |    | 9.36|
|           | FT  | 473k 473k         |    | 7.38|
|           | GL  | 217k 217k         |    | 8.47|
|           | BE  | 952k 952k         |    | 9.63|
| biLSTMCNN | -   | 584k 2834k        |    | 7.62|
|           | FT  | 328k 328k         |    | 8.97|
|           | GL  | 1063k 1063k       |    | 9.33|
| textCNN   | -   | 332k 2834k        |    | 7.33|
|           | FT  | 1067k 1067k       |    | 7.75|
|           | GL  | 124k 124k         |    | 6.01|
|           | BE  | 1882k 1882k       |    | 8.32|

8 Practical Implications

In practice, the ML modeling choices should consider the trade-off between error rate (or accuracy) and jitter. The plots in Figure 1 present the results of our modeling choices on the CCD task. We plot jitter on the y-axis against error rate on the x-axis. An ideal model choice would be one that falls in the lower-left corner of the plot, capturing both a low error rate and low jitter.

When choosing the input representation for models on this task, fastText may be a better choice even if it does not have the best error rate. While BERT has lower error rates, models with fastText are observed towards the lower-left corner of our plots. Similarly, both ensemble and incremental training have lower jitter and lower error rates consistently. We recommend to use such plots to identify trade-offs in design choices.

9 Conclusion

We investigate a common issue in large complex systems – that of ML model “stability” in the context of continuous data updates. Specifically, we look into the impact of modeling choices on model stability measured using jitter. We find that architecture and input representation have a critical impact on jitter. Non-RNN-based models tend to be more stable in classification tasks than RNN-based ones. At the same time, the encoder-decoder structure is less stable in sequence labeling tasks. Similarly, we observe that pre-trained fastText embeddings are more stable than other input representations. We also learn that model ensembles and incremental training have lower jitter, hence greater stability. Of the two, ensemble methods clearly are more stable than incremental training. Lastly, the
practical consideration is that ML model designers must account for trade-offs in accuracy and jitter when designing their model.

We also verify that there is no apparent correlation between jitter and model complexity considering the number of trainable parameters. The stability of neural models with CDUs is important to understand within complex systems, and this work provides us with tools to understand it better.
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