Low-rate denial-of-service (LDoS) attacks were first detected in 2001 and first announced in 2003 [1]. Unlike DoS attacks which send a great quantity of traffic in a row, LDoS attacks send attack traffic to victims on a regular basis. For this reason, the target victim is constantly running from the congestion to the recovery or from the recovery to the congestion, so that it cannot function normally and satisfactorily. And the existing DoS attack detection and defense methods are not suitable for detecting LDoS attacks with low average attack rate. Over the past 16 years, LDoS attacks have caused a lot of harm, such as reduced quality (RoQ) [2] and fraudulent resource consumption (FRC) [3]. At the same time, various variations have evolved, such as slow attack [4], stealth DoS [5], and tail [6]. LDoS attacks generally have three properties.

(i) Wreak havoc on the Internet: LDoS attacks take advantage of vulnerabilities in a particular protocol or system in a network to prevent the network from working properly, such as low resource utilization, unstable systems, or poor quality of service.
(ii) Low cost: compared with flooding Dos (FDoS) attack with large traffic, LDoS attack can be launched with very few attack sources, and its harm is almost the same as the former.
(iii) Low average attack rate: the transmission rate is lower than that of legitimate users, which makes the LDoS attack very stealthy and difficult to be detected.

The TCP-targeted LDoS attack described in this article exploits the retransmission vulnerability in the transmission control protocol (TCP), and its type of attack is a ROT-(retransmission timeout-) based LDoS attack. Figure 1 shows the attack model [1, 7], where $T$ is the attack cycle and the attack duration is $L$, which represents the attack traffic transmission duration. $R$ is the attack rate.
Macroscopically, LDDoS attack is a large attack pulse composed of many small distributed LDoS attack pulses. Assuming the LDDoS attack rate $R_M$ is enough to make network congestion, the total attack pulse is $N$. From this, we get the average attack rate per LDoS, $R_M/N$.

As can be seen from Figure 1, when launching LDDoS attacks, each LDoS attacker needs to precisely control the pulse width $L$ and attack period $T$ because there is a certain relationship between them. Among them, the pulse width is directly related to the RTT (round-trip time), and attack cycle is also correlated with RTO to some extent. Therefore, the parameters of RTT and RTO both affect the time correlation of LDoS [8]. Thus, the small pulses of LDoS attack are highly correlated with each other.

According to the time characteristic of the LDoS pulse, LDoS attack detection based on RTO can be divided into synchronous detection and asynchronous detection. When an LDoS attack is initiated during a TCP retransmission, this exponential integer rate will inevitably cause TCP to remain in the retransmission timeout state. Therefore, synchronous attacks have the best effect. Next, we will focus on how to detect a synchronous LDoS attack.

The correlation of distributed LDoS pulse sequences is analyzed and a coherent detection method for LDoS attack is proposed. First, the time relationship of LDDoS attack pulses satisfying a specific target is studied. The detection sequence is constructed by cyclic convolution and coherence detection, and the correlation between it and the sampling sequence (sampled from network traffic) is obtained. In order to find the time correlation between each pulse, it is necessary to calculate the exact time when the attack pulse from different transmitting sources reaches the attack target (calculated by bivariate cyclic convolution algorithm). In addition, a new method is used to more accurately estimate the three characteristic parameters of an LDoS attack. Finally, the calculated cross-correlation values and the designed double threshold rule values are compared to detect LDoS attacks.

The major contributions of this paper are as follows:

(i) Considering LDoS attacks as pulse trains closely related to RTT, in this paper, the real-time cross-correlation between serial pulses is calculated to reveal the cross-correlation characteristics of signals. In order to better construct the detection sequence, we studied the relationship between signal cross-correlation and network traffic periodicity and designed and generated the detection sequence as coherent signal according to the relevant characteristics of LDoS attack pulses.

(ii) A coherent detection algorithm about LDoS attack is proposed. In this algorithm, cyclic convolution is used to calculate the exact time when the attack pulses of different transmission routes reach a specific target, and the cross-correlation between them is obtained. Then, we calculate the cross-correlation value between the LDoS attack pulse and the constructed detection sequence pulse. If the calculated result is greater than the threshold value, it will indicate that an LDoS attack has occurred. This new method uses a series of related operations to accurately detect LDoS attacks.

The related work is described in Section 2. In Section 3, a cross-correlation method for detecting LDoS attacks is proposed and the time-shifting relationship between attack pulses is discussed. Then, simulation is carried out in the experimental network environment to evaluate the performance of this method. In Sections 4 and 5, the experiment is introduced and theoretical analysis is carried out. Finally, practical issues and future work are discussed in Section 6.

2. Related Work

Kuzmanovic and Knightly primarily simulated a TCP-based LDoS attack [1]. Guirguis et al. [2] and Luo et al. [9], respectively, named this attack RoQ and PDoS. Although we use different names for these LDoS attacks, they all have a pattern of periodic pulses. Other platforms such as cloud computing, software-defined networks (SDNs), and information-centric networks (ICNs) also have LDoS attacks. FRC [3] is a low-speed attack for a long time. It takes advantage of on-demand pricing in cloud computing to expose cloud consumers to huge losses through deceptive use of cloud resources such as bandwidth.

There are two different LDoS attack implementation methods commonly found in SDN, that is, the low-speed stream table overflow attack [10] and the slow triad content addressable memory (TCAM) [11] exhaustion attack, which both exploit the vulnerability of timeout mechanism in open flow. That is, the attacker periodically installs malicious rules, which are always full and cannot install legitimate rules because the streamer will not uninstall any rules.

Now the research on LDoS attack detection has made plenty of achievements. Because it is difficult to detect LDoS attacks with low average rate using time domain statistical analysis, a new method of detecting LDoS attacks with frequency domain spectral analysis is proposed.

In terms of detection based on frequency domain, Chen et al. used spectrum analysis to identify DoS attacks [12]. The packet arrival number of the traffic is used as the signal with
fixed time interval to estimate the power spectral density of the signal. This prevents normal traffic from slowing down or stopping and reduces the rate of false positives. He et al. used wavelet multiscale analysis to convert network traffic into fifth-order wavelet coefficients based on the characteristics of different LDoS features [13]. The system is called wavelet analysis- (DSBWA-) based detection system, and the BP neural network after training is used for comprehensive diagnosis. Once an attack is detected, the system locates illegal attack pulses. Zhang et al. proposed a method of using adaptive nuclear principal component analysis (KPCA) to detect the LDoS attack [14]. Based on the wavelet multiscale analysis method, this method reconstructs the low-frequency and high-frequency network traffic groups with continuous sampling, aiming to study a new method to reject invalid hypothesis or detect LDoS attack. Chen and Huang proposed a coordinated shrew DDoS attack detection method using normalized cumulative amplitude spectrum (NCAS) to calculate the distance between TCP traffic distribution curve and shrew traffic [15, 16]. In [15, 16], the authors proposed the use of collaborative detection filtering method and DSP technology to detect attacks hidden in network background traffic. The advantage of these two methods is that they reduce the burden of normal operation of routers, and the method of collaborative detection across multiple routers has strong robustness and more intelligent detection process.

In the time-domain detection method, Chen et al. combined Zigbee wireless sensor network and trust assessment to detect LDoS attacks in Zigbee network sensors [17]. Experiments show that the method is effective. Tripathi et al. used chi-square ($\chi^2$) test under the HTTP/2 model to calculate the difference in profile between normal and abnormal traffic to detect attacks [18]. In literature [19], the authors used the routing fast packet matching method to detect LDoS attacks. Wu and Yue proposed an LDoS attack detection method based on Kalman filter [20], which first calculated the error between the one-step prediction result and the optimal estimation of the time series of LDoS attack flow, and then used the error as the standard to judge whether the attack occurred. Some scholars have also made achievements in the study of relevant detection methods to detect LDoS attacks. Wei et al. observed that during a DDoS attack, the packet transmission rate of a convergent response stream may have a linear relationship with other response streams and proposed a rank-dependent detection (RCD) algorithm to detect attacks by calculating the correlation coefficient between attack streams and comparing it with the set threshold [21]. Bhuyan et al. also proposed the partial rank correlation detection method (PRCD) [22]. The principle is the same as the rank-correlation-based detection method. They both calculate the correlation between attack traffic and no longer rely on the protocol type to identify the attack traffic. This detection method of sampling the traffic through the router and testing its correlation can not only effectively detect LDoS but also detect high-rate DoS attacks. The advantages of these two methods are low computational complexity and strong independence. In [23], Kaur and Agrawal proposed two methods, CUSUM and Shiryaev, to detect LDoS attacks. Both methods are generally classified as “fastest point-of-change detection QCD” [23]. Different from the attack traffic detection of inclusion in the mixed flow, the “fastest point-of-change detection QCD” method dynamically detects the abnormal change of attack traffic in the legitimate flow. The experimental results show that the method has high reliability and fast detection speed. Khan et al. presented an effective multi-layer traffic classification method by applying machine learning classifiers on features of network traffic [24]. They designed a framework based on decision trees which effectively detects P2P botnets by using machine learning classifiers, and a decision tree algorithm is applied for feature selection to extract the most relevant features and ignore the irrelevant features. Swarna et al. studied an effective feature engineering for DNN using hybrid PCA-GWO for intrusion detection in Internet of medical things (IoMT) architecture [25]. They used a deep neural network (DNN) to develop effective and efficient intrusion detection system (IDS) in the IoMT environment to classify and predict unforeseen cyberattacks.

We summarize the classic related work as shown in Table 1. Many scholars have studied the application of autocorrelation detection in detecting abnormal network traffic [21, 22]. Studies show that malicious traffic will cause significant changes in network traffic characteristics, which will cause large fluctuations in the correlation coefficient of overlapping data. At this time, the autocorrelation detection method can effectively detect attacks. However, in another case, since LDoS attack is deeply hidden in large-scale network background traffic, it is difficult to observe the changes in network traffic characteristics, so autocorrelation detection is not applicable. Therefore, according to the strict temporal relation of LDoS attack, we will explore the correlation of LDoS attack pulse based on coherence detection and detect the attack.

3. Coherent Detection of LDoS Attacks

The idea of using coherence detection to detect LDoS attacks originates from communication systems. That is, if the LDoS attack pulse is seen as a useful signal, then the sender’s noise is the network background traffic. In the transmission process, useful signals (attack flow) are hidden in the noise (background flow), and coherent detection is used to detect the attack flow with high concealment at the receiving end.

3.1. Principle of Coherent Detection. Figure 2 shows the basic principle of using coherent detection to detect LDoS attacks [26].

Figure 2 shows a direct spread spectrum system (DS-SS), in which the LDoS attack flows $x(n)$ (useful signal) are spread and hidden in normal TCP flows (background signal). A local generated correlation detection signal $y(n)$ is used to do correlation operation with the received network traffic $m(n)$ at victim end. Once $m(n)$ contains LDoS attacks, if $y(n)$ is correctly modeled, $x(n)$ will be detected correctly.
In the principle of spread spectrum communication, Figure 2 is a correlated receive system, and $y (n)$ is called the coherent signal, which represents the coherence of $x (n)$ in special marks, such as attack rate $R$ (amplitude), period $T$ (frequency), and duration $L$ (phase). This coherence means $x (n)$ and $y (n)$ have a particular relationship with a time variable. Therefore, according to the principle of spread spectrum communication, to retrieve a specific transmitted signal $x (n)$ from a communication channel, the user extended code $y (n)$ needs to be used to despread the total signal $m(n)$ in the channel, where $y (n)$ is the signal related to $x (n)$. In addition, when $y (n)$ are orthogonal to each other, the received signal can be associated with a specific user extended code, thus enhancing only the required user signals associated with the specific extended codes, while the remaining signal users are not enhanced.

### 3.2. Analysis of Network Traffic

A large number of research results show that LDoS attacks mainly utilize UDP protocol. Therefore, it is rational to use TCP stream and UDP stream as normal traffic and attack stream, respectively, in the analysis of this article. The UDP stream injected into the normal network environment by the attacker is regarded as the LDoS attack traffic. Thus, the legitimate UDP stream in the network is detected from the perspective of the receiver’s noise detection.

Experienced researchers recommend setting the minimum repass timeout (minRTO) to 1 second for the generation of LDoS attacks. The reason for this is that RTT tends to be less than a second in milliseconds. Therefore, in the experiment and analysis, the attack duration (pulse width $L$) and the attack period $T$ within a period were set to 200 ms and 1200 ms, respectively.

Normal network traffic is sampled every 10 ms. Time-domain statistics are shown in Figure 3 [27–29].

### 3.3. Two-Variable Cyclic Convolution Algorithm

Degree of correlation refers to evaluating the correlations observed...
between pairs of time sequences of LDoS attacks, i.e., it is to study the time evolution of these correlations.

Assuming that \( x(n) \) and \( y(n) \) represent two different LDoS attack sequences, \( X \) and \( Y \) are their distribution functions, respectively, where \( n = 1, 2, \ldots, N - 1 \), the correlation coefficient between \( x(n) \) and \( y(n) \) is \( r_{xy} \), and the calculation relationship is shown in the following formula [27–29]:

\[
r_{xy} = \frac{\sum_{n}(x(n) - \overline{x})(y(n) - \overline{y})}{\sqrt{\sum_{n}(x(n) - \overline{x})^2}\sqrt{\sum_{n}(y(n) - \overline{y})^2}}.
\]

(1)

where \( \overline{x} \) and \( \overline{y} \) are the mean values of sequences \( x(n) \) and \( y(n) \), respectively.

In the actual situation, there is a delay \( d \) among the LDoS attack traffic coming from various paths, so formula (1) is insufficient to describe the correlation between the two attack sequences. Therefore, in order to take the delay factor into account, the correlation \( r(d) \) of the sequence is redefined, and the correlation between \( x(n) \) and \( y(n) \) is calculated by the following formula [27–29]:

\[
r_{xy}(d) = \frac{\sum_{n}(x(n) - \overline{x})(y(n - d) - \overline{y})}{\sqrt{\sum_{n}(x(n) - \overline{x})^2}\sqrt{\sum_{n}(y(n - d) - \overline{y})^2}}.
\]

(2)

where \( d = 0, \pm 1, \pm 2, \ldots, \pm (N - 1) \).

The correlation between the sequences under different time delays is shown in Figure 6 [30–32].

For the two curves in the upper part of Figure 6, the \( X \)-axis represents the number of sampling points with a sample interval of 10 ms (for example, if the number of sampling points is 1200, it means 1200×10 ms = 12000 ms). The \( Y \)-axis is the attack rate, and the unit is kb/s. For the single curve in the lower part of Figure 6, the \( X \)-axis \( d \) denotes the relative time shift of \( n \) in convolution computation. The step for time shift is 10 ms, it is consistent with the sampling interval (for example, if \( d = 100 \), it means \(-100×10 ms = -1000 ms \)), and the \( Y \)-axis is the correlation coefficient without unit (note: in following similar figures, the \( X \) and \( Y \) axes are the same as defined).

As can be seen from Figure 6, \( r(d) \) can embody the characteristics of LDoS attack. Therefore, attacks in TCP background traffic can be detected by extracting LDoS attack features (such as \( T \) and \( L \)) from the \( r(d) \) sequence [33–35].

Through analyzing the sequence characteristics of LDoS attack sequences, it is found that the adjacent peak interval is \( T \) and the pulse width of \( r(d) \) is \( 2L \). Here,

\[
r(d) = \begin{cases} 
\text{maximum when } d = iT, & i = 0, 1, \ldots, \left\lfloor \frac{N}{T} \right\rfloor, \\
\text{minimum when } d = iT \pm L, & i = 0, 1, \ldots, \left\lfloor \frac{N}{T} \right\rfloor.
\end{cases}
\]

(3)

Figure 6 shows that the peak value of \( r(d) \) sequence will decline with the increase of the delay \( |d| \) between sequences. This will hinder the extraction of feature \( |d| \) between sequences. The operation of the molecular part of equation (2) is
the cause of the attenuation caused by the linear convolution calculation.

Assuming that the length of the finitely long sequences \( x(n) \) and \( y(n) \) is \( N \), their cyclic convolution is computed as follows. The purpose of using circular convolution instead of linear convolution is that the time shift of the sequence will cause the effect peak attenuation of the latter computation junction. The cyclic convolution calculation between two sequences is shown in the following formula [27–29]:

\[
    h(d) = x(n) \otimes y(n) = R_N(d) \sum_n x(n) \ast \bar{y}(n - d),
\]

where \( \bar{y}(n - d) \) is the periodization of \( y(n) \).

(i) Calculate the convolution of the finite sequence \( x(n) \) (length \( N \)) and the infinite sequence \( \bar{y}(n - d) \) (period \( T \)) to get the infinite sequence \( \tilde{h}(d) \) (period \( T \)).

(ii) The main value sequence \( h(d) \) is calculated by \( \tilde{h}(d) \) according to the relative time shift \( d \).

\[
    r_{xy}(d) = \frac{(R_N(d) + R_N(-d - 1))\sum_n (x(n) - \bar{x}) \ast (\bar{y}(n - d) - \bar{y})}{\sqrt{\sum_n (x(n) - \bar{x})^2 \sqrt{\sum_n (y(n - d) - \bar{y})^2}}. \tag{5}
\]

The great allies of sequences \( x(n) \) and \( y(n) \) and sequence \( r(d) \) for synchronous attacks are calculated by using formula (5), and results are shown in Figure 8.

The bivariate cyclic convolution is calculated by formula (4). As can be seen from Figure 8, the sequence \( r(d) \) calculated is a periodic sequence whose period is \( T \) and pulse width is \( L \). Period \( T \) and pulse width \( L \) are two important features needed for the detection of LDoS attack. Extracting these two features from \( r(d) \) is a crucial step for the detection of LDoS attack. This is also why the sequence \( r(d) \) is computed using the bivariate cyclic convolution algorithm instead of linear convolution [36, 37].

3.4. LDoS Attack Detection by Using the Two-Variable Cyclic Convolution Algorithm. The low-rate nature of LDoS attack pulses in real network environments makes them well hidden from normal traffic (Figure 5). If the attack-added signature can be extracted using the bivariate circular convolution algorithm in the mixed stream, then the LDoS attack can be identified.

Let us say the mixing flow is \( m(n) \), and we have [27–29]

\[
    m(n) = x(n) + c(n), \tag{6}
\]

where \( c(n) \) represents TCP traffic and its probability distribution pattern is the same as that of TCP flow.
According to formula (6) and Figure 2, the detection of LDoS attack from network traffic is the same as detecting \( x(n) \) from \( m(n) \). However, the high degree of concealment of \( x(n) \) makes it difficult to be detected. In order to successfully detect \( x(n) \) using the coherence method, we will construct the detection sequence \( y(n) \), whose distribution is the same as \( x(n) \). A detailed description of the sequence \( y(n) \) is expanded in Section 3.5.

Coherent detection of mixed signal \( m(n) \) was performed, and the result was [27–29]

\[
r_{my} = \frac{\text{cov}(M, Y)}{\sqrt{DM \cdot DV}},
\]

where \( DM \) is obtained through statistical calculation of sampling values of mixed flows.

As can be seen from \( M = X + C \), it is reasonable to consider that \( X \) and \( Z \) are independent of each other. Hence [27–29],

\[
\text{cov}(M, Y) = \text{cov}(C, Y) + \text{cov}(X, Y).
\]

Since the rate, period, and duration of \( y(n) \) are theoretically the same as \( x(n) \), \( DX \) and \( DY \) are approximately equal.

Substituting formula (8) into formula (7), we have [27–29]

\[
r_{my} = \frac{\sqrt{DX} \cdot \text{cov}(X, Y) + \sqrt{DC} \cdot \text{cov}(C, Y)}{\sqrt{DM \cdot DV}} + \frac{\sqrt{DM} \cdot \text{cov}(X, Y)}{\sqrt{DM \cdot DV}}
\]

A merge relationship is obtained as follows [27–29]:

\[
r_{my} = \frac{\sqrt{DX}}{\sqrt{DM}} r_{xy} + \frac{\sqrt{DC}}{\sqrt{DM}} r_{zy}.
\]

It is obvious that the degrees of correlation among \( C, X \), and \( Y \) are very small. So, it is acceptable that

\[
r_{cy} \approx 0.
\]

As shown in Figure 9, the correlation between \( c(n) \) and \( y(n) \) is approximately zero through correlation calculation according to formula (11) [27–29].

Then,

\[
r_{my} \approx \frac{\sqrt{DX}}{\sqrt{DM}} r_{xy},
\]

\[
r_{my}(d) = kr_{xy}(d) + \sigma,
\]

where

\[
k = \frac{\sqrt{DX}}{\sqrt{DM}},
\]

\[
\sigma \approx r_{hy},
\]

\[
r_{xy}(d) \approx \frac{1}{R} r_{my}(d).
\]

According to formulas (12)–(14), \( r_{xy}(d) \) can be obtained by calculating the cross-correlation between \( y(n) \) and \( m(n) \). By extracting the features related to LDoS attacks in \( r_{xy}(d) \), the attacks will be detected.

3.5. Detection Sequence Construction. LDoS attack sequences exist in the form of periodic square waves. The accurate estimation of the pulse amplitude \( R \), pulse width \( L \), and...
3.5.1. The Pre-Estimation of R. The value of $y(n)$ is affected by the value of $R$. Let us say $C = nY$; then [27–29],

$$r_{xc} = \frac{\text{cov}(X,C)}{\sqrt{DX} \sqrt{DC}} = \frac{n \text{cov}(X,Y)}{\sqrt{DX \cdot n^2 \cdot DY}} = r_{xy}. \quad (15)$$

From formula (15), we can see that the statistical estimation of $R$ shows that the error $\delta_R(\hat{R} = R - R)$ has small influence on the detection of LDoS attack. Therefore, the value of $R$ is to take the bottleneck link bandwidth.

3.5.2. The Pre-Estimation of L. Next, we will analyze the effect of $L$ estimation error on the $r(d)$ sequence waveform. According to the characteristics of LDoS attack waveform, a mathematical model is established, as shown in the following equation [27–29]:

$$x(n) = \begin{cases} 
R, & iT \leq n < iT + L, \\
0, & iT + L \leq n < (i + 1)T,
\end{cases} \quad (16)$$

where $i = 0, 1, 2, \ldots$

The correlation calculation formula of two sequences with the same parameters is shown in the following equation [27–29]:

$$r(d) = \frac{a \sum_{n=0}^{T} (x(n) - \bar{x})(y(n - d) - \bar{y})}{a \sqrt{\sum_{n=0}^{T} (x(n) - \bar{x})^2} \sqrt{\sum_{n=0}^{T} (y(n - d) - \bar{y})^2}}$$

$$= \frac{\sum_{n=0}^{T} (x(n) - \bar{x})(y(n - d) - \bar{y})}{\sqrt{\sum_{n=0}^{T} (x(n) - \bar{x})^2} \sqrt{\sum_{n=0}^{T} (y(n - d) - \bar{y})^2}}, \quad (17)$$

where $N$ is the size of the sampling window and $a$ is the number of pulses in a sampling window.

According to equation (17), the influence of the mean values of $\bar{x}$ and $\bar{y}$ on the correlation between $x(n)$ and $y(n)$ can be ignored. The mean values of $\bar{x}$ and $\bar{y}$ are set to zero in order to simplify the calculation. Finally, the maximum value about $r(d)$ is 1.

In the actual situation, it is difficult to accurately estimate RTT, but since $L$ is closely related to RTT, the estimation of $L$ may be biased in the process of building $y(n)$ ($\hat{L}$ is the estimated pulse width of $y(n)$ and it is not equal to the true value of $L$). Through comparative analysis, the optimal estimate of $\hat{L}_{\text{opt}}$ can be determined [27–29].

When $\hat{L} > L$, we have [27–29]

$$\max r(d) = \frac{\hat{L}R^2}{\sqrt{L}R^2 \sqrt{\hat{L}L}} = \frac{\hat{L}}{\sqrt{\hat{L}L}}. \quad (18)$$

When $\hat{L} < L$, we have [27–29]

$$\max r(d) = \frac{\hat{L}R^2}{\sqrt{L}R^2 \sqrt{\hat{L}L}} = \frac{\hat{L}}{\sqrt{L}L}. \quad (19)$$

Let $\delta_L$ be the estimation error of $L(\delta_L = \hat{L} - L)$. Formula (20) analyzes the influence of $\delta_L$ on $r(d)$ peak value [27–29].

$$\max r(d) = \begin{cases} 
\frac{L}{\sqrt{L(L + \delta_L)}}, & \text{when } \delta_L > 0, \\
\frac{L + \delta_L}{\sqrt{L(L + \delta_L)}}, & \text{when } \delta_L < 0. 
\end{cases} \quad (20)$$

When $L = 200$ ms, the relation between max $r(d)$ and various $\delta_L$ is calculated by using formula (20). The result is shown in Figure 11.

In Figure 11, it is shown that the theoretical analysis result is similar to those of experiments.

In real networks, RTT is usually less than 100 ms, and the duration of a single LDoS attack pulse is typically 2 to 3 times that of RTT. When an LDoS attack pulse lasts long enough, it can be considered a traditional DoS attack. Therefore, in order to make a reasonable analysis of LDoS attack, the value range of $L$ is controlled within 1 to 3 times the RTT value when building $y(n)$. It can be seen that the theoretical error of $L$ is usually 2 to 3 times the RTT.

Therefore, we can come to the conclusion that when the estimated error $\delta_L$ is within the acceptable range, the influence of $L$ on $r(d)$ and the performance of the detection method are not significant.
3.5.3. The Pre-Estimation of $T$. The attack model of LDoS is periodic square wave. Therefore, $T$ must be accurately estimated when constructing $y(n)$.

The cycles of synchronous LDoS attacks increase exponentially with RTO as the low number. Therefore, the pulse interval of $y(n)$ should be set to RTO, 2RTO, 4RTO, ..., $2^n$RTO according to the target network.

Usually, there is an estimated error of the period, which is defined as $\delta_T = T - \bar{T}$, but it is reasonable. When $\delta_T$ changes in a small range, it has no obvious influence on the periodic characteristics, and its main influence is concentrated on $\max r(d)$.

4. Experiment and Result Analysis

In this paper, a real simulation network is established in the NS-2 platform for experiments, and relevant experiments are carried out to test the algorithm for detecting LDoS attacks.

4.1. Experimental Environment Setting. Figure 12 shows the simulation experiment network of NS-2 platform [27–29].

In the network model shown in Figure 12, user 1 is the legitimate user, which is the host transmitting the noise stream $m'(n)$. The attacker launches a pulse attack with an attack rate of 5 Mbps, a pulse width of 200 ms, and a cycle of 1.2 s, and the attack traffic is aggregated at router A. The bottleneck link bandwidth between router A and router B is 15 mbps. Users 1, 9, and 10 form a normal TCP link together with routers A and B. The traffic of legitimate user 3 to legitimate user 8 is the background traffic of LDoS attack. In order to ensure that background traffic and attack traffic are independent from each other, legitimate users (users 3–8 and 11) do not establish legitimate TCP links through attack path, for example from A to B, but the link is established through a path where there is no attack, such as from A to C.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure12.png}
\caption{Experimental network environment.}
\end{figure}

Take the traffic of Attacker 1 as the benchmark traffic for analysis. Attackers 2 and 3 launch LDoS attacks that mix with normal network background traffic. Legitimate users 2 and 11 establish normal TCP connections through routers A and C. In this case, no attack traffic passes through the legitimate user 2 because it will not be subject to LDoS attacks. Therefore, in order to make the experimental environment more complex, the flow of user 2 was used as the noise signal in the detection process.

4.2. Synchronous Attack Detection. As shown in Figure 12, coherent detection measures are deployed on user 1. The traffic on the link between user 1 and router A is sampled (at a 10 ms interval). The sampled waveforms of background traffic (noise) $m'(n)$ (no attack) and mixed flows $m(n)$ (with attack) are shown in Figures 13 and 14.

Calculate the variance of $m(n)$ and $y(n)$, respectively, and we have the results that $DX = DY = 1.1887 \times 10^5$, $DM = 2.0476 \times 10^5$, and $k \approx \sqrt{DX/DM} = 0.2409$. The correlation $r_{y,y}(d)$ between two sequences is calculated according to formula (13). Putting value $k$ into formula (14), we get $r_{x,y}(d)$, as shown in Figure 15.

The cross-correlation sequence $r_{m,y}(d)$ was calculated by formula (13). Putting value $k$ into formula (14), we get $r_{x,y}(d)$, as shown in Figure 16. From Figure 16, we can see that $r_{x,y}(d)$ has a distinct peak. This is a typical attack pulse correlation sequence. Therefore, there is a high correlation between $m(n)$ and $y(n)$. Comparing Figure 8 with Figure 16, we can see that the synchronous cross-correlation sequence in Figure 16 is very close to that in Figure 8.

We find that if the number of experiments reaches a certain number, the distribution of peaks of related sequences roughly follows the normal distribution through the central limit theorem [15, 16].

Assuming that the peak distributions of the correlation sequences with no attack and with attack are $N(\mu_0, \sigma_0^2)$ and $N(\mu_1, \sigma_1^2)$, respectively, the probability density functions (PDFs) corresponding to them are shown in formulas (21) and (22) [27–29].
\[
f_0(x) = \frac{1}{\sqrt{2\pi\sigma_0}} \exp\left(-\frac{(x-\mu_0)^2}{2\sigma_0^2}\right),
\]
\[
f_1(x) = \frac{1}{\sqrt{2\pi\sigma_1}} \exp\left(-\frac{(x-\mu_1)^2}{2\sigma_1^2}\right).
\]

The mean value and variance of the peak distribution of correlation sequences were calculated by statistical method after 100 experiments. The results are as follows.

- \(\mu_0 = 0.4213, \sigma_0 = 0.1846\), without attacks.
- \(\mu_1 = 0.9315, \sigma_1 = 0.0829\), with attacks.

The probability density functions with and without attacks are shown in Figure 17, where the X-axis is the correlation coefficient without units.

Table 2 shows the experimental results of different sensitivity coefficient \(\gamma\).

From Table 2, we can come to a conclusion that the detection performance is better when the sensitivity coefficient is within the range of 0.7–0.8.

4.3. Analysis of Experimental Results. The proposed method is compared with other DoS attack detection methods. From Table 3, we can see that the detection performance of this method is very close to that of the rank-dependent DDoS detection method [21] and parameter-dependent frequency-domain LDoS attack detection method [38]. By comparing this method with the normalized cumulative amplitude spectral density method (NCAS) [16], the detection rate of the coherent detection method used in this paper increases by about 5% and the detection error rate increases by about 2%.

5. Experiment and Performance Analysis

In order to test performance of two-variable circular convolution detection algorithm, a real experimental network was established.
5.1. Experimental Network Environment. The network topology used in this article is shown in Figure 12. The testbed network is consistent with the working principle and process configuration of the NS-2 platform. The testbed network consists of two Cisco2911 routers and four 100M switches.

The LDoS generation tool used in this paper is the Linux TCP kernel source code [39], and the UDP-based software is used to generate LDoS attacks. LDoS attacks can be described as triple LDoS \((T, L, R) = (1000\text{ ms}, 200\text{ ms}, 10\text{ Mbps})\). The duration of the experiment is 1000 seconds, with attacks starting at 400 seconds and ending at 600 seconds.

This experiment uses UDP-based software to test FTP throughput. In the test scenario shown in Figure 12, the victim (the node connected to B and C) will provide an FTP service, and the host (the legitimate node connected to D and E) will download files from the FTP server. If FTP traffic is in a stable state, then start the LDoS attack at LDoS \((T, L, R) = (1000\text{ ms}, 200\text{ ms}, 10\text{ Mbps})\).

From the analysis of Figures 18(a) and 18(b) [27–29, 39, 40], it can be seen that when the attack did not start, the download traffic recorded by the host (\textbf{Normal}) and the upload traffic recorded by the FTP server (\textbf{Normal}) were approximately equal. In Figure 18(a), Hybrid represents the client download or server upload traffic, and the exception represents the presence of attack traffic.

When LDDoS attack exists, the fluctuation of download traffic and upload traffic is large and the traffic is lower than the normal level. In Figure 18(b), \textbf{Attack} represents the attack flow initiated by botnets, whose attack rate is even slower than the transfer rate of FTP [27–29, 39, 40].

5.2. LDoS Attack Detection Experiments. When experimenting in a test bed network, both synchronous and asynchronous LDoS attacks are injected into the network to make the simulation more realistic. Since the experimental process and steps on the test bed are exactly the same as

\begin{table}[h]
\centering
\caption{Performance comparison of different detection methods.}
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline
Detection method & Detection rate \(P_D\) & False negative rate \(P_{FN}\) & False positive rate \(P_{FP}\) & Space complexity & Time complexity \\
\hline
DDoS detection method based on cross-correlation [20] & 99.82 & 0.18 & 0.10 & \(O(n \log_2 n)\) & \(O(n \log_2 n)\) \\
Normalized cumulative amplitude spectrums (NCAS) [15] & 94.80 & 5.00 & 10.0 & \(O(n)\) & \(O(n)\) \\
Cross-correlation detection method in frequency [33] & 99.50 & 0.50 & 0.50 & \(O(n^2)\) & \(O(n^2)\) \\
Adaptive multilayer botnet detection [23] & 98.70 & 1.30 & 3.00 & \(O(n)\) & \(O(n^2)\) \\
Feature engineering for DNN using hybrid PCA-GWO [24] & 99.80 & 0.20 & 0.00 & \(O(n^2)\) & \(O(n^2)\) \\
Proposed coherent approach (LDoS \((T, L, R) = (1100\text{ ms}, 200\text{ ms}, 10\text{ Mbps})\)) & 99.80 & 0.22 & 7.65 & \(O(n \log_2 n)\) & \(O(n \log_2 n)\) \\
\hline
\end{tabular}
\end{table}
those on the NS-2, the results are given directly by skipping the steps.

The correlation between \( c(n) \) and \( y(n) \) is shown in Figure 19. It can be seen from Figure 19 that the cross-correlation sequence of \( c(n) \) and \( y(n) \) has apparent periodic characteristics.

Figure 20 shows the calculation results of the cross-correlation sequence \( r_{my}(d) \).

It is found in Figure 20 that the attack period \( T \) and attack pulse time \( L \) of LDoS attack can be estimated by observing the cross-correlation of sequences.

The performance of this method is tested on a real testbed network. The statistical analysis results after 100 experiments are shown in Table 4.

According to Table 4, \( PD \), \( PFN \), and \( PFP \) are 96.33\%, 3.67\%, and 5.97\%, respectively, when \( y \) is 0.55. This is where the algorithm has the best performance.

5.3. Result Analysis. By testing the performance of this method on different experimental platforms, we find that when \( y = 0.7 \), the NS-2 simulation platform has the best detection performance, and when the testbed network has the best detection performance, \( y \) is 0.55. This is because the network environment of the simulation platform is simpler than the real network environment.

The performance and complexity of this method are compared with other methods, and the results are shown in Table 5.

In the NCAS method [16], \( PD \) is 87.9\%, \( P_{FP} \) is 15.7\%, and \( P_{FN} \) is 11.6\%. The space complexity and time complexity are \( O(n) \) and \( O(n^2) \), respectively. \( PD \), \( P_{FP} \), and \( P_{FN} \) of Kalman filter [20] are 88.7\%, 11.9\%, and 9.8\%, respectively. The space complexity is \( O(n^2) \), and the time complexity is the same as NCAS.

By comparing and analyzing the data in Table 5, we can draw the conclusion that \( PD \) of LDoS attack detected by the coherent detection used in this article under the testbed
network is 91.4%, which is 3.5% higher than that of NCAS and 2.7% higher than that of Kalman. Although the spatial complexity of coherence detection is high, its time complexity is low.

6. Conclusion
This paper first analyzes the periodicity of LDoS attack traffic. The difference between time domain and frequency domain of network traffic in the presence and absence of LDoS attack is studied. Then, an algorithm for detecting LDoS attacks, namely, correlation detection algorithm based on cyclic convolution, is proposed. First, it is important to construct the detection sequence and design the decision rules. Then, the aperiodic single-pulse prediction techniques are used to extract three important parameters from the correlation sequence: attack period $T$, pulse width $L$, and attack rate $R$. Finally, the correlation between the detection sequence and the sampling sequence is calculated to judge whether the LDoS attack exists. Through a series of data statistics and comparative analysis, it can be observed that the algorithm we have proposed has a good performance. In order to get closer to the real network environment, this paper also designs the construction method of LDoS attack model.

Future research work can be concentrated in two aspects. On the one hand, researchers can reveal new vulnerabilities that may be exploited by LDoS attacks in new situations, such as LDoS attacks in the cloud, LDoS attacks in ICN, and LDoS attacks in SDN. On the other hand, researchers can explore new LDoS attack detection and mitigation methods. For example, SDN technology, elastic mechanism, and game theory have important value in mitigation of LDoS.
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