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Abstract. We consider a step search method for continuous optimization under a stochastic setting where the function values and gradients are available only through inexact probabilistic zeroth- and first-order oracles. Unlike the stochastic gradient method and its many variants, the algorithm does not use a pre-specified sequence of step sizes but increases or decreases the step size adaptively according to the estimated progress of the algorithm. These oracles capture multiple standard settings including expected loss minimization and zeroth-order optimization. Moreover, our framework is very general and allows the function and gradient estimates to be biased. The proposed algorithm is simple to describe and easy to implement. Under fairly general conditions on the oracles, we derive a high probability tail bound on the iteration complexity of the algorithm when it is applied to non-convex, convex, and strongly convex (more generally, those satisfying the PL condition) functions. Our analysis strengthens and extends prior results for stochastic step and line search methods.
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1. Introduction. In this paper, we analyze a step search method for minimization of an unconstrained, differentiable, possibly non-convex function \( \phi : \mathbb{R}^n \rightarrow \mathbb{R} \). We make the standard assumption that \( \nabla \phi \) is \( L \)-Lipschitz, but the knowledge of \( L \) is not assumed by the algorithm.

We consider a setting where neither the function value \( \phi(x) \) nor the gradient \( \nabla \phi(x) \) are directly computable. Instead, the algorithm is given black-box access to the following probabilistic oracles:

- **Stochastic zeroth-order oracle (SZO(\(\epsilon_f, \nu, b\)))**
  Given a point \( x \), the oracle computes \( f(x, \xi) \), a (random) estimate of the function value \( \phi(x) \). \( \xi \) is a random variable (whose distribution may depend on \( x \)), with probability space \((\Omega, \mathcal{F}_\Omega, P)\). We assume the absolute value of the estimation error \( e(x) = |f(x, \xi(x)) - \phi(x)| \) to be a “one-sided” subexponential-like random variable\(^2\) with parameters \((\nu, b)\), whose mean is bounded by some constant \( \epsilon_f > 0 \). Specifically,

\[
\mathbb{E}_\xi \left[ e(x) \right] \leq \epsilon_f \quad \text{and} \quad \mathbb{E}_\xi \left[ \exp \left( \lambda (e(x) - \mathbb{E}[e(x)]) \right) \right] \leq \exp \left( \frac{\lambda^2 \nu^2}{2} \right), \quad \forall \lambda \in \left[ 0, \frac{1}{b} \right].
\]

In summary, the input to the oracle is \( x \), the output is \( f(x, \xi) \), and the values \((\epsilon_f, \nu, b)\) are intrinsic to the oracle.

- **Stochastic first-order oracle (SFO(\(\epsilon_g, \tau, \kappa, \delta\)))**
  Given a point \( x \) and a constant \( \alpha > 0 \), the oracle computes \( g(x, \xi') \), a (random) estimate of the gradient \( \nabla \phi(x) \), such that

\[
\mathbb{P}_{\xi'} \left( \|g(x, \xi') - \nabla \phi(x)\| \leq \max \{ \epsilon_g, \min \{ \tau, \kappa \alpha \} \|g(x, \xi')\| \} \right) \geq 1 - \delta.
\]

In summary, the input to the oracle is \( x \) and \( \alpha \), the output is \( g(x, \xi') \), and the values \((\epsilon_g, \tau, \kappa, \delta)\) are intrinsic to the oracle.

\(^{1}\)We introduce the term step search for a class of methods, similar to line search, but where step direction can change during the back-tracking procedure.

\(^{2}\)This is a weaker requirement than assuming \( e(x) \) to be subexponential and is sufficient for our purposes.
These two oracles cover several settings, including:

- Standard supervised learning, where gradients and values of the loss function are computed based on a mini-batch. Here, the random variables $\xi$ and $\xi'$ in the zeroth- and first-order oracles represent the random set of samples in the mini-batch.
- Zeroth-order optimization, where gradients are estimated via randomized finite differences using (possibly noisy) function values. This arises in policy gradients in reinforcement learning, as is used in [19] and analyzed in [2].
- A variety of other settings, where the gradients and function estimates may be biased stochastic estimates of the true gradients and function values.

Let us explain the choice of the oracle definitions here. $\text{SFO}(0, \infty, \kappa, \delta)$ (i.e., the first-order oracle with $\epsilon_g = 0$ and $\tau = \infty$) was used in [5] and [3] in the analysis of a stochastic step search method. It has been discussed in those works how the oracle compares to the standard unbiased stochastic gradient estimator. In general, $\text{SFO}(0, \infty, \kappa, \delta)$ can produce gradient estimates with arbitrarily large bias and variance because the error $\|g(x, \xi') - \nabla \phi(x)\|$ is only bounded with some given probability. On the other hand, if $\epsilon_g = 0$, then the oracle needs to be able to produce an estimate $g(x, \xi')$ with an arbitrary small error (with the given probability), in the case when $\alpha$ is small. Thus $\epsilon_g > 0$ accounts for the practical limit of the oracle in terms of accuracy (e.g. coming from the largest allowable mini-batch size). On the other hand, using $\tau = \infty$ allows the bound to become arbitrarily loose if $\alpha$ is large. This does not represent practice and thus we allow $\tau < \infty$.

Our choice of the zeroth-order oracle may appear somewhat convoluted at first. However, as we discuss here, it strikes a natural balance between theory and practice, and allows us to improve on prior work. Specifically, in [5] the zeroth-order oracle was assumed to be exact, which corresponds to the case $\epsilon_f = 0$ in our zeroth-oracle definition, with arbitrary $\nu$ and $b$. In [3] the zeroth-order oracle requirements were relaxed, compared to those in [5], allowing the error to be deterministically bounded by some $\epsilon_f \geq 0$, which is a special case of our zeroth-order oracle with $\nu = \epsilon_f$ and $b = 0$. In [16], a more general stochastic zeroth-order oracle was used within a stochastic step search method where the error is allowed to be arbitrarily large, but with sufficiently small variance. This oracle condition, while relatively loose, necessitated a more complicated and somewhat more constrained first-order oracle, and a somewhat artificial modification to the method itself. The analysis of this method is also very different from those used in [5] and [3].

Our zeroth-order oracle essentially considers errors in the function that are not deterministically bounded, but are light tailed. Thus our framework covers a much broader class of stochastic settings than those covered in [3]. For example, in empirical risk minimization in machine learning, the assumption that the function error is light tailed holds via Hoeffding’s inequality if the loss function is bounded, or if the support of the data set is bounded, the loss is Lipschitz, and the set of decision variables we consider is bounded. In other settings, one can argue that if the zeroth-order oracle is implemented via the averaging of random estimates over a relatively large number of samples, then the light tail behavior is justified by the Central Limit Theorem.

Finally, we would like to point out that the following alternative zeroth-oracle definition is equivalent to the one above.

---

3These prior papers referred to the methods as line search, however, unlike traditional line search [15] these methods choose a new stochastic gradient estimate, and thus a new search direction, at each back-tracking step. In this paper we propose to refer to such methods as step search methods.
Stochastic zeroth-order oracle, alternative definition ($\text{SZO}'(\epsilon_f, \lambda, a)$). Given a point $x$, the oracle computes $f(x, \xi)$, where $\xi$ is a random variable, whose distribution may depend on $x, \epsilon_f, \lambda$ and $a$, that satisfies

$$\mathbb{E}_\xi[|\phi(x) - f(x, \xi)|] \leq \epsilon_f$$

and

$$\mathbb{P}_\xi(|\phi(x) - f(x, \xi)| < t) \geq 1 - e^{\lambda(a-t)},$$

for any $t > 0$. It can be shown that having $\text{SZO}'(\epsilon_f, \lambda, a)$ implies also having $\text{SZO}(\epsilon_f, \nu, b)$ for some constants $\nu$ and $b$ whose values depend on $\lambda, a$ and some universal constants (see, e.g. Proposition 2.7.1 of [21]). Similarly, having $\text{SZO}(\epsilon_f, \nu, b)$ also implies having $\text{SZO}'(\epsilon_f, \lambda, a)$. Since our results explicitly depend on $\nu$ and $b$, we choose to use $\text{SZO}(\epsilon_f, \nu, b)$ as our zeroth-order oracle, even though $\text{SZO}'(\epsilon_f, \lambda, a)$ may appear to be more intuitive.

In all three prior papers on the stochastic step search method [5, 16, 3], the expected complexity is shown to be comparable to that of deterministic line search, in terms of its dependence of the desired convergence accuracy $\epsilon$. The dependence on other constants, such as the Lipschitz constant of the gradient of $\phi(x)$, is worse for the expected complexity in [16] vs. the results in [5] and [3]. In addition, because $\tau$ was chosen to be $\infty$ in those prior works, it was necessary to impose an upper bound on the step size parameter, with this value explicitly appearing in the complexity. By introducing a finite value of $\tau$, we simply constrain the worst case accuracy of the first-order oracle - a very minor condition which allows us to drop the upper bound on the step size parameter completely. In summary, our choices of zeroth- and first-order oracles here are dictated by the key motivations of this paper:

- Extend the analysis in [3] to the more general case where $e(x)$ is an unbounded random variable.
- Use a more relaxed form of the first-order oracle than in the previous stochastic step search papers, by allowing $\epsilon_g \neq 0$.
- Remove the upper bound on the step size parameter from the stochastic step search method by allowing $\tau < \infty$.
- Derive a simpler and stronger analysis for a simple stochastic step search method, compared to those in [16], under somewhat stronger, but natural conditions on the zeroth-order oracles.
- Derive a high probability tail bound instead of only a bound on the expected complexity, showing that the complexity itself is a subexponential random variable, using ideas from [7].

All the theory in this paper can be carried out for $\tau = \infty$. In addition, if $\tau < 1$, then with small modifications the theory can be carried out for the first-order oracle where $\min\{\tau, \kappa_\alpha\}$ is replaced simply by $\tau$. However we chose to focus on condition (1.2), as it allows for a more adaptive oracle and is closer to what was used in prior literature.

In addition to the works mentioned above, an extension of the traditional line search for stochastic empirical loss minimization is analyzed in [20], where the function oracles are implemented using a random mini-batch of a fixed size. Unlike in the step search algorithm, the mini-batch remains fixed during backtracking until a standard Armijo condition is satisfied [15]. Thus the search direction remains the same until a step is taken just like in the standard Armijo line search. While good computational performance has been reported in [20], its theoretical analysis requires several very restrictive assumptions. Specifically, it is assumed that $f(x, \xi)$ is Lipschitz smooth for any realization of $\xi$ and that in fact for every realization $g(x, \xi) = \nabla f(x, \xi)$. This is a very strong
assumption that often fails in practice. In addition, the analysis for non-convex \( \phi(x) \) is carried out only under severe upper bounds on the step size parameter, rendering the line search essentially impractical. In contrast, our theoretical results are stronger than those in [20], and we only assume Lipschitz smoothness of \( \phi(x) \).

An earlier version of the work was previously published in the NeurIPS conference [9]. It contains the analysis framework that applies to the non-convex setting and requires an upper bound of the step size parameter that affects the complexity bound. Here we extend the framework to cover the convex and strongly convex cases, as well as remove the upper bound on the step size parameter. In addition, here we remove a strong assumption on the independence of the errors in the function estimates.

**In summary**, we present an analysis of an adaptive step search algorithm under very general conditions on the gradient and function estimates for non-convex, convex and strongly convex functions. In fact, the results for the strongly convex case also hold in the more general setting where only the PL condition is assumed. The results not only subsume most results in the prior literature, but also substantially extend the framework. Moreover, high probability tail bounds on iteration complexity are derived, instead of only expected iteration complexity.

The paper is organized as follows. The step search algorithm is presented in Section 2. The algorithm generates a stochastic process with certain properties, which are stated as assumptions in Section 3 and are shown to imply the main complexity bound. In Section 4, we show how these properties in fact hold when the algorithm is applied to non-convex, convex and strongly convex \( \phi(x) \). In Section 5, we present a brief discussion on the oracles in two practical settings. Computational experiments on empirical risk minimization are presented in Section 6, and the final conclusions are in Section 7.

### 2. Stochastic adaptive step search algorithm and related notations.

In this paper we impose the following standard assumption on \( \phi(x) \).

**Assumption 1.** \( \nabla \phi \) is \( L \)-Lipschitz continuous and \( \phi \) is bounded from below by some constant \( \phi^* \).

We consider the step search algorithm proposed by [3], which is an extension of the step search algorithm in [5] to the setting of inexact function estimates. In both algorithms, a random gradient estimate is used to attempt a step. Compared to [5], the key modification of the algorithm in [3] is the relaxation of the Armijo condition by an additive constant \( 2\epsilon'_f \). The difference between this algorithm and the more standard line search methods such as the ones in [15] and [20] is that the gradient estimate is recomputed at each iteration, whether or not a step is accepted.

The algorithm is presented below.\(^4\)

It is important to note, that while stochastic oracles SZO and SFO are inputs to the algorithm (since the algorithm uses them to compute function and gradient estimates) the values intrinsic to the oracles, \( \epsilon_f, \nu, b, \epsilon_g, \tau, \kappa \) and \( \delta \) are not known to the algorithm. As we will see later, these values will affect the convergence properties of the algorithm, but in principle the algorithm is implemented without knowing the values. In contrast all input parameters are user controlled. The input \( \epsilon'_f \) here is only required to be some upper bound for \( \mathbb{E}[e(x)] \), not necessarily the tightest one. We have the following assumption on \( \epsilon'_f \).

\(^4\)A similar algorithm was named ALOE in the earlier version of this paper, before we decided to adopt the step search vs. line search terminology.
Algorithm 2.1 Stochastic Adaptive Step Search (SASS)

**Input:** Oracles SZO($\epsilon_f, \nu, b$) and SFO($\epsilon_g, \tau, \kappa, \delta$), starting point $x_0$, initial step size $\alpha_0$, constants $\theta, \gamma \in (0, 1)$ and $\epsilon'_f \geq 0$.

1. for $k = 0, 1, 2, \ldots$ do
2. **Compute gradient approximation** $g_k$:
   Generate the direction $g_k = g(x_k, \xi'_k)$ using the $(\epsilon_g, \tau, \kappa, \delta)$ probabilistic first-order oracle, with $\alpha = \alpha_k$.
3. **Check sufficient decrease**:
   Let $x^+_k = x_k - \alpha_k g_k$. Generate $f(x_k, \xi_k)$ and $f(x^+_k, \xi'_k)$ using the $(\epsilon_f, \nu, b)$ probabilistic zeroth-order oracle. Check the modified Armijo condition:
   \[
   f(x^+_k, \xi'_k) \leq f(x_k, \xi_k) - \alpha_k \theta \|g_k\|^2 + 2\epsilon'_f. \tag{2.1}
   \]
4. **Successful step**:
   If (2.1) holds, then set $x_{k+1} \leftarrow x^+_k$ and $\alpha_{k+1} \leftarrow \gamma^{-1} \alpha_k$.
5. **Unsuccessful step**:
   Otherwise, set $x_{k+1} \leftarrow x_k$ and $\alpha_{k+1} \leftarrow \gamma \alpha_k$.

**Assumption 2.** $\epsilon'_f \geq \epsilon_f$.

Our computational results in Section 6 indicate that estimating $\epsilon'_f$ is relatively easy in practice. We further note that although the definition of the SZO requires the noise in the individual function estimates to be subexponential, in fact we only need the noise in the difference $|f(x, \xi) - f(x^+, \xi^+)|$ to be subexponential, since it is really the noise of the difference that needs to be controlled in the analysis.

Due to the random nature of the function oracles, the algorithm generates a stochastic process. In the next section we present an analysis that derives a high probability bound on the stopping time of this process, using key properties satisfied by the algorithm. We discuss these properties in the next section, based on the notation introduced below.

A key concept that will be used in the analysis in the concept of a **true iteration**.

**Definition 1 (True iteration).** We say that iteration $k$ is **true** if
\[
\|g_k - \nabla \phi(x_k)\| \leq \max\{\epsilon_g, \min\{\tau, \kappa \alpha_k\}\|g_k\|\} \quad \text{and} \quad |f(x_k, \xi_k) - \phi(x_k)| + |f(x^+_k, \xi'_k) - \phi(x^+_k)| \leq 2\epsilon'_f,
\]
and is **false** otherwise.

Let $M_k$ denote the triple $\{\Xi_k, \Xi^+_k, \Xi'_k\}$, whose realizations are $\{\xi_k, \xi^+_k, \xi'_k\}$. Algorithm 2.1 generates a stochastic process $\{(G_k, E_k, E^+_k, X_k, A_k)\}$ with realizations $(g_k, e_k, e^+_k, x_k, \alpha_k)$ adapted to the filtration $\{\mathcal{F}_k : k \geq 0\}$, where $\mathcal{F}_k = \sigma(M_0, M_1, \ldots, M_k)$. At iteration $k$, $G_k$ is the random gradient, $E_k, E^+_k$ are the random noises in absolute value of the zeroth-order oracle at $x_k$ and $x^+_k$, $X_k$ is the random iteration point at step $k$ and $A_k$ is the random step size. Note that $G_k$ are dictated by $\Xi'_k$ in the first-order oracle, and $E_k, E^+_k$ is dictated by $\Xi_k, \Xi^+_k$ in the zeroth-order oracle. We define the following random variables, measurable with respect to $\mathcal{F}_k$.

- $I_k := 1\{\text{iteration } k \text{ is true}\}$. 
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• $\Theta_k := 1$ {iteration $k$ is successful}.

Next, we define the stopping time for the stochastic process generated by the algorithm, which is the quantity we want to bound.

**Definition 2 (Stopping time).**

- If $\phi$ is non-convex: For $\varepsilon > 0$, $T_\varepsilon := \min\{k : \|\nabla \phi(x_k)\| \leq \varepsilon\}$, the iteration complexity of the algorithm for reaching $\varepsilon$-stationary point.
- If $\phi$ is strongly convex: For $\varepsilon > 0$, $T_\varepsilon := \min\{k : \phi(X_k) - \phi^* \leq \varepsilon\}$, the number of iterations until $\phi(X_k) - \phi^* \leq \varepsilon$ occurs for the first time. Here, $\phi^* = \phi(x^*)$, where $x^*$ is a global minimizer of $\phi$.
- If $\phi$ is convex, let $\varepsilon = (\varepsilon_0, \varepsilon_1)$ with $\varepsilon_0, \varepsilon_1 > 0$, $T_\varepsilon := \min\{k : \phi(X_k) - \phi^* \leq \varepsilon_0 \text{ or } \|\nabla \phi(x_k)\| \leq \varepsilon_1\}$, is the number of iterations until either $\phi(X_k) - \phi^* \leq \varepsilon_0$ or $\|\nabla \phi(x_k)\| \leq \varepsilon_1$ occurs for the first time.

We will refer to $T_\varepsilon$ as the stopping time of the algorithm.

It is easy to see that $T_\varepsilon$ is a stopping time of the stochastic process with respect to $F_k$. Moreover, note that the stopping time for the convex case is in terms of both the optimality gap and the gradient norm. This is because in the convex case (unlike the strongly convex case), the optimality gap does not provide a lower bound on the gradient norm. Thus, if the gradient becomes too small, due to the bias, the first-order oracle can always provide gradient estimates in the opposite direction to the true gradient, and hence make it impossible for the algorithm to progress any further.

Finally, we define the random variable $Z_k$ to measure progress towards optimality.

**Definition 3 (Measure of Progress).** For each $k \geq 0$, let $Z_k \geq 0$ be a random variable that measures the progress of the algorithm at step $k$. The definition of $Z_k$ depends on the convexity of $\phi$. The corresponding definitions for each case are shown in the table below: This is analogous to a corresponding definition in [3], except for a change in direction; for us, making progress means decreasing $Z_k$, whereas in [3], making progress means increasing $Z_k$.

| Function     | $Z_k$                                           |
|--------------|-------------------------------------------------|
| convex       | $\frac{1}{\varepsilon_0} - \frac{1}{\phi(X_k) - \phi^*}$ |
| non-convex   | $\frac{\phi(X_k) - \phi^*}{\varepsilon_1}$    |
| strongly convex | $\ln \left( \frac{\phi(X_k) - \phi^*}{\varepsilon_1} \right)$ |

In the next section, using properties of processes $\{I_k\}, \{\Theta_k\}$ and $\{Z_k\}$ we derive a high probability tail bound for $T_\varepsilon$, and thus obtain a high probability bound on the iteration complexity for Algorithm 2.1 when applied to non-convex, convex and strongly convex functions.

### 3. Analysis framework for the high probability bound.

In this section we present the main ingredients underlying the theoretical analysis. We first state general conditions on the stochastic process (Assumption 3), from which we are able to derive a high probability tail bound on
the iteration complexity. They are listed as assumptions first, and in the following sections, we will show that they indeed hold for Algorithm 2.1 when applied to non-convex, convex and strongly convex smooth functions $\phi$.

**Assumption 3 (Properties of the stochastic process).** There exist a constant $\bar{\alpha} > 0$ and a non-decreasing function $h : \mathbb{R} \to \mathbb{R}$, which satisfies $h(\alpha) > 0$ for any $\alpha > 0$, and a function $r : \mathbb{R}^2 \to \mathbb{R}$ which is non-decreasing and concave in its second argument, and a constant $p \in \left(\frac{1}{2} + \frac{r(\epsilon', 2\epsilon')}{h(\bar{\alpha})}, 1\right]$, such that the following hold for all $k < T$:

(i) $h(\bar{\alpha}) > \frac{r(\epsilon', 2\epsilon')}{p - \frac{\bar{\alpha}}{2}}$. (The lower bound of potential progress an iteration with step size $\bar{\alpha}$ can make.)

(ii) $\mathbb{P}(I_k = 1 | \mathcal{F}_{k-1}) \geq p$ for all $k$. (Conditioning on the past, the next iteration is true with probability at least $p$.)

(iii) If $I_k \Theta_k = 1$ then $Z_{k+1} \leq Z_k - h(A_k) + r(\epsilon', 2\epsilon')$. (True, successful iterations make progress.)

(iv) If $A_k \leq \bar{\alpha}$ and $I_k = 1$ then $\Theta_k = 1$. (Small and true iterations are also successful.)

(v) $Z_{k+1} \leq Z_k + r(\epsilon', E_k + E_k^\perp)$ for all $k$. (The “damage” incurred at each iteration is bounded above.)

The following key lemma follows easily from Assumption 3 (ii) and the Azuma-Hoeffding inequality [1] applied to the submartingale $\sum_{k=0}^{t-1} I_k - pt$.

**Lemma 3.1.** For all $t \geq 1$, and any $\hat{p} \in [0, p)$, we have

$$\mathbb{P} \left( \sum_{k=0}^{t-1} I_k \leq \hat{p}t \right) \leq \exp \left( -\frac{(p - \hat{p})^2}{2p^2}t \right).$$

We now define another indicator variable that will be used in the analysis.

**Definition 4 (Large step).** For all integers $k \geq 0$, define the random variable $U_k$ as follows:

$$U_k = \begin{cases} 1, & \text{if } \min \{A_k, A_{k+1}\} \geq \bar{\alpha}, \\ 0, & \text{if } \max \{A_k, A_{k+1}\} \leq \bar{\alpha}. \end{cases}$$

We will say that step $k$ is a **large step** if $U_k = 1$. Otherwise, step $k$ is a **small step**. Note that $U_k$ is adapted to the filtration $\mathcal{F}_k$, since $A_{k+1}$ is completely determined by $A_k$ and $\Theta_k$, which are both in $\mathcal{F}_k$.

Without loss of generality (by possibly decreasing the value of $\bar{\alpha}$ by at most a factor of $\gamma$), we can assume that $\bar{\alpha} = \alpha_0 \gamma^m$ for some integer $m$. Then, using the dynamics of the process and considering all possible cases, it can be shown that every step is either a large step or a small step, and that the two possibilities are mutually exclusive.

Our analysis will rely on the following key observation: By Assumption 3, if iteration $k$ has $U_k \Theta_k I_k = 1$, then $Z_k$ gets reduced by at least $h(\bar{\alpha}) - r(\epsilon', 2\epsilon') > 0$. We call such an iteration a **good** iteration, because it makes progress towards optimality by at least a fixed amount. On the other hand, on any other iteration $k$, $Z_k$ can increase by at most $r(\epsilon', E_k + E_k^\perp)$. The idea of the analysis is to show that with high probability, the progress made by the good iterations dominates the damage caused by the other iterations. The crux of the proof is to show that with
high probability, a large enough constant fraction of the iterations are good (up to another additive constant).

The engine of the analysis is a key lemma showing that if the stopping time has not been reached and a large enough number of iterations are true, then there must be a large number of good iterations.

To prove the key lemma, we will first prove two additional lemmas. The first lemma shows that the number of large and successful iterations is bounded below by the number of large and unsuccessful ones up to a constant.

**Lemma 3.2.** Let \( d = \max \left\{ -\frac{\ln \alpha_0 - \ln \bar{\alpha}}{\ln \gamma}, 0 \right\} \). For any positive integer \( t \), we have

\[
\sum_{k=0}^{t-1} U_k \Theta_k \geq \sum_{k=0}^{t-1} U_k (1 - \Theta_k) - d.
\]

**Proof.** The proof follows simply from the fact that any unsuccessful step decreases the step size by a factor of \( \gamma \), while any large successful step increases the step by a factor of \( \gamma^{-1} \). Since a large step at iteration \( k \) has both \( \alpha_k \) and \( \alpha_{k+1} \) bounded from below by \( \bar{\alpha} \), every time \( \alpha_k \) gets decreased has to correspond to a large step where it gets increased, except for at most \( \max\{-\ln \alpha_0 - \ln \bar{\alpha} \}/\ln \gamma, 0\} \) iterations, which is the number of unsuccessful steps it takes to decrease the step size from \( \alpha_0 \) to \( \bar{\alpha} \).

Without loss of generality, one may assume \( \alpha_0 \geq \bar{\alpha} \), as \( \alpha_0 \) can be chosen to be large, and if \( \alpha_0 < \bar{\alpha} \), one can simply take \( \bar{\alpha} = \alpha_0 \) in the analysis.

**Corollary 3.3.** From Lemma 3.2 we have

\[
\sum_{k=0}^{t-1} U_k \Theta_k \geq \frac{1}{2} \left( \sum_{k=0}^{t-1} U_k - d \right).
\]

The next Lemma is an analogue of Lemma 3.2 for the small steps, it states that the number of small true steps is upper-bounded by the number of small false steps.

**Lemma 3.4.** For any positive integer \( t < T_\varepsilon \), we have:

\[
\sum_{k=0}^{t-1} (1 - U_k) I_k \leq \sum_{k=0}^{t-1} (1 - U_k)(1 - I_k).
\]

**Proof.** We have

\[
\sum_{k=0}^{t-1} (1 - U_k) I_k \leq \sum_{k=0}^{t-1} (1 - U_k) \Theta_k \leq \sum_{k=0}^{t-1} (1 - U_k)(1 - \Theta_k) \leq \sum_{k=0}^{t-1} (1 - U_k)(1 - I_k).
\]

The first inequality follows from Assumption 3 (iv), which implies that the number of small successful iterations is at least the number of small true iterations. The second inequality follows from the fact that the number of small steps where \( \alpha_k \) is increased is bounded by the number of small steps where \( \alpha_k \) is decreased. This is similar to the reasoning of Lemma 3.2, except there is no additive term because \( \alpha_0 \geq \bar{\alpha} \). The third inequality again uses Assumption 3 (iv), since any small unsuccessful has to be false.
We are now ready to prove the key lemma.

**Lemma 3.5.** For any positive integer \( t \) and any \( \hat{p} \in \left( \frac{1}{2}, 1 \right] \), we have
\[
\Pr \left( T_\varepsilon > t \text{ and } \sum_{k=0}^{t-1} I_k \geq \hat{p}t \text{ and } \sum_{k=0}^{t-1} U_k \Theta_k I_k < \left( \hat{p} - \frac{1}{2} \right) t - \frac{d}{2} \right) = 0,
\]
where \( d = \max \left\{ -\frac{\ln \alpha - \ln \hat{\alpha}}{\ln \gamma}, 0 \right\} \).

**Proof.** It suffices to show that the two events \( T_\varepsilon > t \) and \( \sum_{k=0}^{t-1} I_k \geq \hat{p}t \) together imply the event \( \sum_{k=0}^{t-1} U_k \Theta_k I_k \geq \left( \hat{p} - \frac{1}{2} \right) t - \frac{d}{2} \). In the remainder of the proof, assume that \( T_\varepsilon > t \) and \( \sum_{k=0}^{t-1} I_k \geq \hat{p}t \).

Among the first \( t \) steps, let
- \( L_t = \sum_{k=0}^{t-1} U_k I_k \) be the number of true large steps,
- \( L_f = \sum_{k=0}^{t-1} U_k (1 - I_k) \) be the number of false large steps,
- \( S_t = \sum_{k=0}^{t-1} (1 - U_k) I_k \) be the number of true small steps,
- \( S_f = \sum_{k=0}^{t-1} (1 - U_k) (1 - I_k) \) be the number of false small steps,
- \( L = L_t + L_f \) be the number of large steps,
- \( S = S_t + S_f \) be the number of small steps.

Observe that \( L + S = t \), because every step is either large or small. Moreover, since \( \sum_{k=0}^{t-1} I_k \geq \hat{p}t \), this implies
\[
L_f + S_f = \sum_{k=0}^{t-1} (1 - I_k) \leq t - \hat{p}t.
\]
Also, from Lemma 3.4 and the fact that \( t < T_\varepsilon \), we know that
\[
S_t = \sum_{k=0}^{t-1} (1 - U_k) I_k \leq \sum_{k=0}^{t-1} (1 - U_k) (1 - I_k) = S_f.
\]

Now, recall from Corollary 3.3 that the number of large, successful steps is \( \sum_{k=0}^{t-1} U_k \Theta_k \geq \frac{1}{2} (L - d) \).

Also, note that \( \sum_{k=0}^{t-1} U_k \Theta_k = \sum_{k=0}^{t-1} U_k \Theta_k I_k + \sum_{k=0}^{t-1} U_k \Theta_k (1 - I_k) \). This implies that the number of large, successful, true steps is at least
\[
\sum_{k=0}^{t-1} U_k \Theta_k I_k \geq \frac{L}{2} - \frac{d}{2} - \sum_{k=0}^{t-1} U_k \Theta_k (1 - I_k) \geq \frac{L}{2} - \frac{d}{2} - \sum_{k=0}^{t-1} U_k (1 - I_k)
\]
\[
= \frac{L - d}{2} - L_f = \frac{t - S_t - S_f}{2} - \frac{d}{2} - L_f
\]
\[
\geq \frac{t - S_t - S_f}{2} - \frac{d}{2} - (1 - \hat{p}) t - S_f \quad \text{(by } 3.1)\]
\[
= \frac{S_f - S_t}{2} + \left( \hat{p} - \frac{1}{2} \right) t - \frac{d}{2}
\]
\[
\geq \left( \hat{p} - \frac{1}{2} \right) t - \frac{d}{2} \quad \text{(by } 3.2) \]

\( \square \)
3.1. Bounded noise case. In \cite{5} and \cite{3}, the expected iteration complexity of the step search algorithm is bounded under the assumptions that \(e(x) = 0\) and \(e(x) \leq \epsilon_f\) for all \(x\), respectively. Let \(\epsilon'_f \geq \epsilon_f\). We now derive a high probability tail bound on the iteration complexity under the assumption that \(e(x) \leq \epsilon_f \leq \epsilon'_f\) for all \(x\). We consider this case separately, because its analysis will inform the analysis of the general case of unbounded noise. In addition, in the unbounded noise case, we will need an additional assumption that the noise on different iterations is independent. Here, however, we allow for any type of noise, including adversarial.

Under Assumption 3 (iii) and (v) in the bounded noise setting, we have \(Z_{k+1} \leq Z_k + r(\epsilon'_f, 2\epsilon'_f)\) in all iterations, and \(Z_{k+1} \leq Z_k - h(\alpha) + r(\epsilon'_f, 2\epsilon'_f)\) in good iterations. Putting this together with Lemma 3.5 and the other conditions in Assumption 3, we obtain the following theorem.

**Theorem 3.6 (Iteration complexity in the bounded noise setting).** Suppose Assumption 3 holds, and \(E_k, E'_k \leq \epsilon_f \leq \epsilon'_f\) at every iteration. Then for any \(\hat{p} \in (\frac{1}{2} + \frac{r(\epsilon'_f, 2\epsilon'_f)}{h(\alpha)}), p\), and \(t \geq \frac{R}{\hat{p} - \frac{1}{2} - \frac{r(\epsilon'_f, 2\epsilon'_f)}{h(\alpha)}}\), we have

\[
P(T_{\epsilon} \leq t) \geq 1 - \exp \left( -\frac{(p - \hat{p})^2}{2p^2} \right),
\]

where \(R = \frac{Z_0}{\alpha} + \frac{d}{2}\) and \(d = \max \left\{ -\frac{\ln \alpha_0 - \ln \alpha}{\ln \gamma}, 0 \right\}\).

**Proof.** In the bounded noise case, Assumption 3 tells us that as long as \(k < T_{\epsilon}\), we have \(Z_{k+1} \leq Z_k - h(\alpha) + r(\epsilon'_f, 2\epsilon'_f)\) if \(U_kI_k\Theta_k = 1\), and \(Z_{k+1} \leq Z_k + r(\epsilon'_f, 2\epsilon'_f)\) if \(U_kI_k\Theta_k = 0\).

The event \(T_{\epsilon} > t\) implies that \(Z_t > 0\) (since \(Z_t = 0\) can only happen when the stopping time has been reached, hence \(T_{\epsilon} \leq t\), this in turn implies the event \(\sum_{k=0}^{t-1} U_kI_k\Theta_k < (\hat{p} - \frac{1}{2})t - \frac{d}{2}\)). To see this, assume that \(\sum_{k=0}^{t-1} U_kI_k\Theta_k \geq (\hat{p} - \frac{1}{2})t - \frac{d}{2}\), then

\[
Z_t \leq Z_0 - \left[ \left( \left( \hat{p} - \frac{1}{2} \right) t - \frac{d}{2} \right) h(\alpha) - t \cdot r(\epsilon'_f, 2\epsilon'_f) \right]
= Z_0 - \left( \left( \hat{p} - \frac{1}{2} \right) h(\alpha) - r(\epsilon'_f, 2\epsilon'_f) \right) t + \frac{d}{2} - h(\alpha) \leq 0.
\]

The last inequality above used the assumptions that \(\hat{p} \geq \frac{1}{2} + \frac{r(\epsilon'_f, 2\epsilon'_f)}{h(\alpha)}\) and \(t \geq \frac{R}{\hat{p} - \frac{1}{2} - \frac{r(\epsilon'_f, 2\epsilon'_f)}{h(\alpha)}}\).

Thus, we get

\[
P(T_{\epsilon} > t) = P \left( T_{\epsilon} > t, \sum_{k=0}^{t-1} U_kI_k\Theta_k < \left( \hat{p} - \frac{1}{2} \right) t - \frac{d}{2} \right)
= P \left( T_{\epsilon} > t, \sum_{k=0}^{t-1} U_kI_k\Theta_k < \left( \hat{p} - \frac{1}{2} \right) t - \frac{d}{2}, \sum_{k=0}^{t-1} I_k < \hat{p}t \right)
+ P \left( T_{\epsilon} > t, \sum_{k=0}^{t-1} U_kI_k\Theta_k < \left( \hat{p} - \frac{1}{2} \right) t - \frac{d}{2}, \sum_{k=0}^{t-1} I_k \geq \hat{p}t \right)
\leq P \left( \sum_{k=0}^{t-1} I_k < \hat{p}t \right) + 0 \leq \exp \left( -\frac{(p - \hat{p})^2}{2p^2} \right).
\]
Here, the first equality is due to the fact that the event $T_x > t$ implies the event $\sum_{k=0}^{t-1} U_k \Theta_k I_k < (\tilde{p} - \frac{\epsilon}{2}) t - \frac{\epsilon}{2}$. The first inequality uses Lemma 3.5, and the last inequality is by Lemma 3.1. \hfill \square

3.2. General subexponential noise case. We now present a high probability bound for the iteration complexity with general subexponential noise in the zeroth-order oracle. The result is very similar to that of Theorem 3.6. The main difference from the bounded noise analysis is that instead of bounding the “damage” caused on a per-iteration basis, we bound the sum of all such damages over all iterations.

We recall the definition of a subexponential random variable $X$ with parameter $(\nu, b)$ as follows:

$$
\mathbb{E}[\exp\{\lambda(X - \mathbb{E}[X])\}] \leq \exp\left(\frac{\lambda^2 \nu^2}{2}\right), \quad \forall |\lambda| \in \left[0, \frac{1}{b}\right].
$$

**Lemma 3.7.** For $r(\epsilon'_f, \cdot)$ increasing continuous and concave in the second argument with $r(0, 0) = 0$, $r(\epsilon'_f, E_k + E_k^+) \cdot (\nu, b)$ is a subexponential random variable as a function of the random variable $E_k + E_k^+$.

**Proof.** Another equivalent definition for $r(\epsilon'_f, E_k + E_k^+)$ to be a subexponential random variable is if for some $c > 0$,

$$
P\left(\left|r(\epsilon'_f, E_k + E_k^+)(t)\right| \geq t\right) \leq 2e^{-ct} \text{ for all } t \geq 0.
$$

(See for example Proposition 2.7.1 in [21].) Since $r(\epsilon'_f, E_k + E_k^+)$ is always non-negative, we just need to show $P\left(\left|r(\epsilon'_f, E_k + E_k^+)(t)\right| \geq t\right) \leq 2e^{-ct} \text{ for all } t \geq 0$.

$r(\epsilon'_f, \cdot)$ is a single argument function from $\mathbb{R}_+ \rightarrow \mathbb{R}_+$ that is increasing so it is invertible, with inverse function denoted $r^{-1}(\cdot)$ also increasing. Let $[I_t, I_u]$ be the range of $r(\epsilon'_f, \cdot)$, then the above inequality is automatically satisfied for all $t \geq I_u$. Hence, it remains to show that, for some $c > 0$,

$$
P\left(r(\epsilon'_f, E_k + E_k^+) \geq t\right) \leq 2e^{-ct} \text{ for all } t \in [0, I_t), \text{ and } P\left(E_k + E_k^+ \geq r^{-1}_{\epsilon'_f}(t)\right) \leq 2e^{-ct} \text{ for all } t \in [I_t, I_u).
$$

The first inequality can be assured by choosing $c \leq \frac{\ln(2)}{I_t}$ so that $e^{-ct} \geq \frac{1}{2}$. For the second inequality, note that since $E_k + E_k^+$ is a subexponential random variable itself, for some $\tilde{c} > 0$, it satisfies $\mathbb{P}\left(E_k + E_k^+ \geq r^{-1}_{\epsilon'_f}(t)\right) \leq 2e^{-\tilde{c} r^{-1}_{\epsilon'_f}(t)}$ for all $t \in [I_t, I_u)$. Moreover, by assumptions of $r(\epsilon'_f, \cdot)$, we have $r^{-1}_{\epsilon'_f}(\cdot)$ is convex. Hence, by choosing $c > 0$ sufficiently small, there exists $v > I_t$, such that $2e^{-\tilde{c} r^{-1}_{\epsilon'_f}(t)} \leq 2e^{-ct}$ for all $t \geq v$. By choosing $c' = \min\{c, \frac{\ln(2)}{v}\}$, we ensure $2e^{-c't} \geq 1$ for all $t \in [I_t, v]$. Thus, for such $c' > 0$, we have that the above inequality holds for all $t \geq 0$. \hfill \square

Let $(\nu_t, b_t)$ be the parameters of the subexponential random variable $r(\epsilon'_f, E_k + E_k^+)$. The subexponential parameter will be derived for each specific $r(\epsilon'_f, E_k + E_k^+)$ for each function class later. In the analysis of the iteration complexity, we will use the following Bernstein-like concentration inequality which gives an exponentially decaying bound on the probability that $\sum_k r(\epsilon'_f, E_k + E_k^+)$ deviates from its mean.

**Proposition 1.** For all $t > 0$,

$$
P\left(\frac{1}{t} \sum_{k=0}^{t-1} r(\epsilon'_f, E_k + E_k^+) > \mathbb{E}[r(\epsilon'_f, E_k + E_k^+)] + s\right) \leq e^{-\min\{\frac{s^2}{\nu^2}, \frac{s^2}{b^2}\}}.
Thus, for all \( E_k \) and \( E_k^+ \) satisfy:

\[
\mathbb{E} \left[ \exp \{ \lambda (E_k - \mathbb{E}[E_k]) \} \mid \mathcal{F}_{k-1}^j \right] \leq \exp \left( \frac{\lambda^2 \nu^2}{2} \right), \quad \forall \lambda \in \left[ 0, \frac{1}{\bar{b}} \right],
\]

where \( \mathcal{F}_{k-1}^j = \sigma(M_0, M_1, \ldots, M_{k-1}, \Xi_k^j) \), which is the filtration generated by the randomness of the previous iterations and the randomness of the gradient estimate at the current iteration.

For clarity of notation, let \( \mathcal{E}_k := \nu(e_k', E_k + E_k^+ - \mathbb{E}[e_k', E_k + E_k^+]) \) in this proof. By the preceding discussion and the properties of the zeroth-order oracle, \( \mathcal{E}_k \) is \((\nu, \bar{b}_r)\)-subexponential conditioned on \( \mathcal{F}_{k-1} \). For any \( \lambda \in (0, \frac{1}{\bar{b}_r}] \), we have

\[
P \left( \frac{1}{t} \sum_{k=0}^{t-1} \mathcal{E}_k > s \right) = P \left( \exp \left( \lambda \sum_{k=0}^{t-1} \mathcal{E}_k \right) > e^{\lambda ts} \right) \leq e^{-\lambda ts} \mathbb{E} \left[ \exp \left( \lambda \sum_{k=0}^{t-1} \mathcal{E}_k \right) \right]
\]

where the second inequality is by Markov’s inequality.

We claim that \( \mathbb{E} \left[ \exp \left( \lambda \sum_{k=0}^{m-1} \mathcal{E}_k \right) \right] \leq \exp (m\lambda^2 \nu^2/2) \) for some \( m \), then

\[
\mathbb{E} \left[ \exp \left( \lambda \sum_{k=0}^{m} \mathcal{E}_k \right) \right] = \mathbb{E} \left[ \exp \left( \lambda \sum_{k=0}^{m-1} \mathcal{E}_k \right) \mathbb{E} (\exp(\mathcal{E}_m) \mid \mathcal{F}_{m-1}) \right]
\]

\[
\leq \exp(\lambda^2 \nu^2/2) \mathbb{E} \left[ \exp \left( \lambda \sum_{k=0}^{m-1} \mathcal{E}_k \right) \right] \leq \exp ((m+1)\lambda^2 \nu^2/2).
\]

Thus, for all \( \lambda \in (0, \frac{1}{\bar{b}_r}] \), we have

\[
P \left( \frac{1}{t} \sum_{k=0}^{t-1} \mathcal{E}_k > s \right) \leq \exp \left( -\lambda ts \right).
\]

The result follows by setting \( \lambda = \min \left( \frac{1}{\bar{b}_r}, \frac{s}{\nu^2} \right) \), since:

- If \( \frac{A}{\nu^2} \leq \frac{1}{\bar{b}_r} \), then \(-\lambda ts + \frac{t\lambda^2 \nu^2}{2} = -\frac{s^2}{2\nu^2} \) and
- If \( \frac{A}{\nu^2} > \frac{1}{\bar{b}_r} \), then \(-\lambda ts + \frac{t\lambda^2 \nu^2}{2} = -\frac{s^2}{2\nu^2} + \frac{tv^2}{2\bar{b}_r} \leq -\frac{ts}{2\bar{b}_r} \).

Thus for this choice of \( \lambda \), we have

\[
P \left( \frac{1}{t} \sum_{k=0}^{t-1} \mathcal{E}_k > s \right) \leq \exp \left( -\min \left\{ \frac{s^2}{2\nu^2}, \frac{ts}{2\bar{b}_r} \right\} \right)
\]

as claimed.

We are now ready to introduce the main theorem for the iteration complexity.

**Theorem 3.8 (Iteration complexity in the subexponential noise setting).** Suppose Assumptions 2 and 3 hold. Then for any \( s \geq 0 \), \( \hat{p} \in (\frac{1}{2} + \frac{\nu(e_k', E_k + E_k^+)}{h(\alpha)} \), and \( t \geq \frac{R}{\hat{p} - \frac{\nu(e_k', E_k + E_k^+)}{h(\alpha)}} \), we have

\[
P (T \leq t) \geq 1 - \exp \left( -\frac{(\hat{p} - \tilde{p})^2}{2t} \right) - e^{-\min \left\{ \frac{s^2}{2\nu^2}, \frac{ts}{2\bar{b}_r} \right\}}
\]
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where \( R = \frac{Z_0}{h(\bar{\alpha})} + \frac{d}{2}, d = \max \left\{ \frac{-\ln \alpha - \ln \bar{\alpha}}{\ln \gamma}, 0 \right\} \) and \( \nu, b \) are the parameters of the subexponential random variable \( r'(f, E_k + E_k^+) \).

Proof. By Assumption 3, for all \( k < T_2 \), we have \( Z_{k+1} \leq Z_k - h(\bar{\alpha}) + r(\epsilon'_f, 2\epsilon'_f) \) if \( U_k I_k \Theta_k = 1 \), and \( Z_{k+1} \leq Z_k + r(\epsilon'_f, E_k + E_k^+) \) if \( U_k I_k \Theta_k = 0 \). By the definition of the zeroth-order oracle (1.1) and Assumption 2, we know that \( E[E_k] \) and \( E[E_k^+] \) are bounded above by \( \epsilon'_f \) for all \( k \). By the law of total probability,

\[
\mathbb{P}(T_e > t) = \mathbb{P}\left( T_e > t, \frac{1}{t} \sum_{k=0}^{t-1} r(\epsilon'_f, E_k + E_k^+) \leq r(\epsilon'_f, 2\epsilon'_f) + s \right)
\]

\[
+ \mathbb{P}\left( T_e > t, \frac{1}{t} \sum_{k=0}^{t-1} r(\epsilon'_f, E_k + E_k^+) > r(\epsilon'_f, 2\epsilon'_f) + s \right)
\]

First we bound \( \mathbb{P}(B) \). For each \( k \), since \( E[E_k] \) and \( E[E_k^+] \) are both bounded above by \( \epsilon'_f \), we know that

\[
r(\epsilon'_f, 2\epsilon'_f) \geq r(\epsilon'_f, E_k + E_k^+) \geq E[r(\epsilon'_f, E_k + E_k^+)].
\]

Here, the first inequality is because \( r \) is non-decreasing in the second component, and the second inequality is by Jensen’s inequality since \( r \) is concave in its second component. Therefore, using Proposition 1 gives for any \( s \geq 0 \):

\[
\mathbb{P}(B) \leq \mathbb{P}\left( \frac{1}{t} \sum_{k=0}^{t-1} r(\epsilon'_f, E_k + E_k^+) > E[r(\epsilon'_f, E_k + E_k^+)] + s \right) \leq e^{-\min\{\frac{\epsilon'_f^2}{2}, \frac{\epsilon'_f}{\nu} \}}.
\]

To bound \( \mathbb{P}(A) \) we apply the law of total probability again,

\[
\mathbb{P}(A) = \mathbb{P}\left( T_e > t, \frac{1}{t} \sum_{k=0}^{t-1} r(\epsilon'_f, E_k + E_k^+) \leq r(\epsilon'_f, 2\epsilon'_f) + s, \sum_{k=0}^{t-1} \Theta_k I_k U_k < \left( \bar{\nu} - \frac{1}{2} \right) t - \frac{d}{2} \right)
\]

\[
+ \mathbb{P}\left( T_e > t, \frac{1}{t} \sum_{k=0}^{t-1} r(\epsilon'_f, E_k + E_k^+) \leq r(\epsilon'_f, 2\epsilon'_f) + s, \sum_{k=0}^{t-1} \Theta_k I_k U_k \geq \left( \bar{\nu} - \frac{1}{2} \right) t - \frac{d}{2} \right).\]

Using the same logic as the first parts of the proof of Theorem 3.6, one can show that \( \mathbb{P}(A_2) = 0 \) since \( T_e > t \) and \( \frac{1}{t} \sum_{k=0}^{t-1} r(\epsilon'_f, E_k + E_k^+) \leq r(\epsilon'_f, 2\epsilon'_f) + s \) together imply that \( \sum_{k=0}^{t-1} \Theta_k I_k U_k < \]

\[
\left( \bar{\nu} - \frac{1}{2} \right) t - \frac{d}{2}.
\]
\[(\hat{p} - \frac{1}{2}) t - \frac{d}{2}\]. Then, using the same argument as the second part of the proof of Theorem 3.6, which uses Lemmas 3.1 and 3.5, we have

\[\mathbb{P}(A_1) \leq \mathbb{P}\left(T > t, \sum_{k=0}^{t-1} \Theta_k I_k U_k < \left(\hat{p} - \frac{1}{2}\right) t - \frac{d}{2}\right) \leq \exp\left(-\frac{(p - \hat{p})^2}{2p^2} t\right).

Combining \(\mathbb{P}(A)\) and \(\mathbb{P}(B)\), we conclude the proof.

4. Iteration complexity of the step search algorithm. In this section, we verify that Assumption 3 holds for the non-convex, strongly convex, and convex functions, and derive the expressions for the functions \(h\) and \(r\) in each case. Together with Theorem 3.8, this gives the high probability iteration complexity bound for SASS for each of the three cases. The following fact about subexponential random variables will be used in the proofs in this section.

**Proposition 2.** Let \(X\) and \(Y\) be (possibly dependent) subexponential random variables with parameters \((\nu_1, b_1)\) and \((\nu_2, b_2)\), respectively. Then,

1. For any scalars \(a, b\), \(aX + b\) is \((|a|\nu_1, |a|b_1)\)-subexponential, and
2. \(X + Y\) is \((\sqrt{2(\nu_1^2 + \nu_2^2)}, \max\{2b_1, 2b_2\})\)-subexponential.

**Proof.** For the first part, we bound the moment-generating function of \(aX + b\) as follows:

\[\mathbb{E}[e^{\lambda(aX + b - \mathbb{E}[aX + b])}] = \mathbb{E}[e^{a\lambda(X - \mathbb{E}X)}] \leq e^{\lambda^2
u_1^2/2} \text{ for all } |\lambda| \leq \frac{1}{|a|b_1},\]

where the last inequality is using the fact that \(X\) is \((\nu_1, b_1)\)-subexponential. This proves 1. For the second part, we bound the moment-generating function of \(X + Y\) as follows:

\[\mathbb{E}[e^{\lambda(X + Y - \mathbb{E}X - \mathbb{E}Y)}] \leq \left(\mathbb{E}[e^{2\lambda(X - \mathbb{E}X)}] \mathbb{E}[e^{2\lambda(Y - \mathbb{E}Y)}]\right)^{1/2} \text{ (by Cauchy-Schwarz)} \leq \left(e^{4\lambda^2\nu_1^2/2} e^{4\lambda^2\nu_2^2/2}\right)^{1/2} \text{ for all } |\lambda| \leq \min\left\{\frac{1}{2b_1}, \frac{1}{2b_2}\right\} \leq e^{\lambda^2(\nu_1^2 + \nu_2^2)}.

Therefore, \(X + Y\) is \((\nu, b)\)-subexponential for \(\nu = \sqrt{2(\nu_1^2 + \nu_2^2)}\) and \(b = \max\{2b_1, 2b_2\}\) \(\square\)

4.1. Non-convex case. In the previous section, we presented high probability tail bounds on the iteration complexity under Assumption 3. We now verify that Assumption 3 indeed holds for Algorithm 2.1 when applied to smooth, possibly non-convex, functions. Together with the results in Section 3, this allows us to derive an explicit high-probability bound on the iteration complexity for non-convex functions.

As noted earlier, when either \(\epsilon_f\) or \(\epsilon_g\) are not zero, Algorithm 2.1 does not converge to a stationary point, but converges to a neighborhood where \(\|\nabla \phi(x)\| \leq \epsilon\), with \(\epsilon\) bounded from below in terms of \(\epsilon_f(\geq \epsilon_f)\) and \(\epsilon_g\). The specific relationship is as follows.
Proof. We will show that each item in Assumption 3 holds. Throughout the proof, we use
\[ h_j(x) \] for some \( \eta \in (0, \frac{1}{2}) \), and \( p > \frac{1}{2} \).

Here \( \eta \) can be any value in the interval. \( p = 1 - \delta \) when in the bounded noise setting, and \( p = 1 - \delta - \exp\left(-\min\left\{ \frac{\epsilon^2}{2\pi^2}, \frac{\eta}{2}\right\}\right) \) otherwise, with \( u = \inf_x \{ \epsilon' f - E[e(x)] \} \).

Proposition 3 (Assumption 3 holds for Algorithm 2.1). If Inequality 1 and Assumptions 1 and 2 hold, then Assumption 3 holds for Algorithm 2.1 with the following \( p, \alpha \) and \( h(\alpha) \):

1. \( p = 1 - \delta \) when the noise is bounded by \( \epsilon'_f \), and \( p = 1 - \delta - \exp\left(-\min\left\{ \frac{\epsilon^2}{2\pi^2}, \frac{\eta}{2}\right\}\right) \) otherwise. Here \( u = \inf_x \{ \epsilon' f - E[e(x)] \} \).
2. \( \alpha = \min\left\{ \frac{1}{0.5L + \kappa}, \frac{2(1-2\eta - \theta(1-\eta))}{\theta(1-\eta)} \right\} \).
3. \( h(\alpha) = \min\left\{ \frac{\epsilon^2\alpha}{(1+\tau)^2}, \alpha(1-\eta)^2\right\} \).
4. \( r(\epsilon_f', E_k + E_k^+) = 2\epsilon_f' + E_k + E_k^+ \).

Proof. We will show that each item in Assumption 3 holds. Throughout the proof, we use \( f(x) \) to mean \( f(x, \xi(x)) \) for clarity.

(i) We need to show that \( h(\alpha) > \frac{4\epsilon_f'}{p\epsilon^2} \). Indeed, using
\[
\begin{align*}
\frac{4\epsilon_f'}{p\epsilon^2} & > \alpha \min\left\{ \frac{1}{(1+\tau)^2}, (1-\eta)^2 \right\} \theta \epsilon^2 \alpha,
\end{align*}
\]
with
\[
\begin{align*}
\alpha = \min\left\{ \frac{1-\theta}{0.5L + \kappa}, \frac{2(1-2\eta - \theta(1-\eta))}{\theta(1-\eta)} \right\},
\end{align*}
\]
and the Inequality 1 on \( \epsilon \), we conclude that (i) holds.

(ii) We denote \( J_k := \mathbb{I}\{\|G_k - \nabla \phi(X_k)\| \leq \max\{\epsilon, \min\{\tau, \kappa A_k\}\||G_k||\}\} \). Clearly, we have
\[
\begin{align*}
P(I_k = 0 | F_{k-1}) & = P(J_k = 0 \text{ or } E_k + E_k^+ > 2\epsilon_f' | F_{k-1}) \\
& \leq P(J_k = 0 | F_{k-1}) + P(E_k + E_k^+ > 2\epsilon_f' | F_{k-1}).
\end{align*}
\]
The first term is bounded above by \( \delta \), based on the use of the first-order oracle. The second term is always zero in the case when \( \epsilon_f' \) is a deterministic bound on the noise. Otherwise, let \( \bar{E}_k = E_k | F_{k-1} \) and \( \bar{E}_k^+ = E_k^+ | F_{k-1} \), since \( \bar{E}_k \) and \( \bar{E}_k^+ \) individually satisfy the one-sided subexponential bound (1.1) with parameters \( \epsilon_f \leq \epsilon_f' \) and \( (\nu, b) \), for any \( x \), then by Proposition 2 we have that \( \bar{E}_k + \bar{E}_k^+ \) satisfies (1.1) with parameters \( 2\epsilon_f \leq 2\epsilon_f' \) and \( (2\nu, 2b) \) (for any \( x \)). Hence, we can apply (one-sided) Bernstein’s inequality, bounding the second term above by \( e^{-\min\{\frac{\epsilon^2}{2\pi^2}, \frac{\eta}{2}\}} \). (Recall that \( u = \inf_x \{ \epsilon' f - E[e(x)] \} \).) Thus, we have shown that
\[
P(I_k = 1 | F_{k-1}) \geq p
\]
for all $k$, for the $p$ in the statement of this Proposition.

The fact $p \in (\frac{1}{2} + \frac{\epsilon_k}{h(A)}, 1]$ follows from the definitions of $h$ and $\bar{A}$ in the statement of this Proposition, together with the Inequality 1 on $\varepsilon$.

(iii) Since iteration $k$ is true, we know that $\|G_k - \nabla \phi(X_k)\| \leq \max\{\epsilon_g, \min\{\tau, \kappa A_k\} \|G_k\|\}$. We consider two cases:

- Suppose $\|G_k - \nabla \phi(X_k)\| \leq \min\{\tau, \kappa A_k\} \|G_k\|$. By the triangle inequality, we get

  $$\|G_k\| \geq \frac{1}{1 + \min\{\tau, \kappa A_k\}} \|\nabla \phi(X_k)\| \geq \frac{1}{1 + \tau} \|\nabla \phi(X_k)\|.$$ 

  Together with the fact that iteration $k$ is successful, we obtain

  $$f(X_{k+1}) - f(X_k) \leq -A_k \theta \|G_k\|^2 + 2\epsilon_f' \leq -A_k \theta (1 - \eta)^2 \|\nabla \phi(X_k)\|^2 + 2\epsilon_f'.$$

- Suppose $\|G_k - \nabla \phi(X_k)\| \leq \epsilon_g$. Since $k < T_\varepsilon$, we have $\|\nabla \phi(X_k)\| > \varepsilon \geq \frac{\epsilon_g}{1 + \tau}$. This implies that $\|G_k - \nabla \phi(X_k)\| \leq \eta \|\nabla \phi(X_k)\|$. Rearranging this using the triangle inequality, we get that

  $$\|G_k\| \geq (1 - \eta) \|\nabla \phi(X_k)\|.$$ 

Putting this together with the fact that iteration $k$ is successful, we obtain

  $$f(X_{k+1}) - f(X_k) \leq -A_k \theta \|G_k\|^2 + 2\epsilon_f' \leq -A_k \theta (1 - \eta)^2 \|\nabla \phi(X_k)\|^2 + 2\epsilon_f'.$$

Combining the above two cases, we get that on any true, successful iteration with $k < T_\varepsilon$, the following inequality holds:

  $$f(X_{k+1}) - f(X_k) \leq -\min\left\{\frac{1}{(1 + \tau)^2}, (1 - \eta)^2\right\} A_k \theta \|\nabla \phi(X_k)\|^2 + 2\epsilon_f'.$$

By $k < T_\varepsilon$, we know $\|\nabla \phi(X_k)\| > \varepsilon$, so the above inequality implies $f(X_{k+1}) - f(X_k) \leq -h(A_k) + 2\epsilon_f'$. Finally, because $E_k + E_k^+ \leq 2\epsilon_f'$ on true iterations, we get $\phi(X_{k+1}) - \phi(X_k) \leq -h(A_k) + 4\epsilon_f'$. Recall that $Z_k = \phi(X_k) - \phi^*$, so $Z_{k+1} - Z_k = \phi(X_{k+1}) - \phi(X_k)$. This proves (iii).

(iv) We first show that if $A_k \leq \bar{A}$ and $I_k = 1$, then

  $$(4.1) \quad \phi(X_k - A_k G_k) \leq \phi(X_k) - A_k \theta \|G_k\|^2.$$ 

Since $I_k = 1$, $\|G_k - \nabla \phi(X_k)\| \leq \max\{\min\{\tau, \kappa A_k\} \|G_k\|, \epsilon_g\}$. Just like in the proof of (iii), we consider two cases:

- Suppose $\|G_k - \nabla \phi(X_k)\| \leq \min\{\tau, \kappa A_k\} \|G_k\|$. Then since $A_k \leq \bar{A} \leq \frac{1 - \theta}{\kappa \tau L + \tau}$, by Assumption 1 and Lemma 3.1 of [5], we have that (4.1) holds.

- Suppose $\|G_k - \nabla \phi(X_k)\| \leq \epsilon_g$. Since $k < T_\varepsilon$, we have $\|\nabla \phi(X_k)\| > \varepsilon \geq \frac{\epsilon_g}{1 + \tau}$ by Inequality 1. Therefore, $\|G_k - \nabla \phi(X_k)\| \leq \eta \|\nabla \phi(X_k)\|$. Combining this with the fact that $A_k \leq \bar{A} \leq \frac{2(1 - 2\tau - \theta(1 - \eta))}{L(1 - \eta)}$, by Assumption 1 and Lemma 4.3 of [3] (applied with $\epsilon_f' = 0$), we have that (4.1) holds.

Now, recalling the definitions of $E_k$ and $E_k^+$ and using the fact that $E_k + E_k^+ \leq 2\epsilon_f'$ (since $I_k = 1$), inequality (4.1) implies

  $$f(X_k - A_k G_k) \leq f(X_k) - A_k \theta \|G_k\|^2 + E_k + E_k^+ \leq f(X_k) - A_k \theta \|G_k\|^2 + 2\epsilon_f',$$

which proves (iv).
Note that \( Z_{k+1} = Z_k \) on any unsuccessful iteration, so the inequality holds trivially in that case. On the other hand, if iteration \( k \) is successful, then by the modified Armijo condition, we have
\[
    f(X_{k+1}) - f(X_k) \leq -A_k \theta \| G_k \|^2 + 2 \epsilon_f^t \leq 2 \epsilon_f.
\]
This implies that \( \phi(X_{k+1}) - \phi(X_k) \leq 2 \epsilon_f^t + E_k + E_k^+ \). Since \( Z_{k+1} - Z_k = \phi(X_{k+1}) - \phi(X_k) \), (v) is proved.

In this setting, \( r(\epsilon_f^t, E_k + E_k^+) = 2 \epsilon_f^t + E_k + E_k^+ \). Therefore, by Proposition 2, the subexponential parameters for \( r(\epsilon_f^t, E_k + E_k^+) \) are \((\nu_r, b_r) = (2\nu, 2b)\).

Together with Theorem 3.8, we obtain the explicit complexity bound for Algorithm 2.1.

**Theorem 4.1.** Suppose the Inequality 1 on \( \varepsilon \) is satisfied for some \( \eta \in (0, \frac{1-\theta}{2-\theta}) \), and Assumption 1 hold, then we have the following bound on the iteration complexity: For any \( s \geq 0, \hat{p} \in (\frac{1}{2} + \frac{4\epsilon_f^t + s}{C \tilde{\epsilon}^2}, p) \), and \( t \geq \frac{R}{p - \frac{1}{2} - \frac{4\epsilon_f^t + s}{C \tilde{\epsilon}^2}} \),
\[
    \mathbb{P}(T_{\varepsilon} \leq t) \geq 1 - \exp \left( -\frac{(p - \hat{p})^2}{2p^2} t \right) - \exp \left( -\min \left\{ \frac{s^2 t}{8 \eta^2},\frac{st}{4b} \right\} \right).
\]

Here, \( R = \frac{\phi(x_0) - \phi^*}{C \tilde{\epsilon}^2} + \max \left\{ -\frac{\ln \alpha - \ln \bar{a}}{2 \ln \gamma}, 0 \right\} \), \( C = \min \left\{ \frac{1}{(1+\gamma^2)}, (1-\eta)^2 \right\} \alpha \theta \), with \( p \) and \( \tilde{\alpha} \) as defined in Proposition 3.

**Remark**

1. Inequality 1 makes sure there exists some \( \hat{p} \in (\frac{1}{2} + \frac{4\epsilon_f^t + s}{C \tilde{\epsilon}^2}, p) \) for some \( s > 0 \). The above theorem is for the general subexponential noise setting. In the bounded noise special case, the last term \( \exp \left( -\min \left\{ \frac{s^2 t}{8 \eta^2},\frac{st}{4b} \right\} \right) \) in the probability is not present.
2. This theorem essentially shows that the iteration complexity of Algorithm 2.1 is bounded by a quantity on the order of
\[
    \frac{1}{p - \frac{1}{2} - \frac{4\epsilon_f^t + s}{C \tilde{\epsilon}^2}} \left( \frac{\phi(x_0) - \phi^*}{C \tilde{\epsilon}^2} \right)
\]
with overwhelmingly high probability. If \( p = 1 \) and \( \epsilon_f^t = 0 \), the above quantity essentially recovers the iteration complexity of the deterministic algorithm.
3. The dependence of the iteration complexity on the Lipschitz constant \( L \) is \( O(L) \). This is the same as the dependence on \( L \) in [3, 5], except the bounds in those papers are in expectation and ours is in high probability. In contrast, the iteration complexity on the Lipschitz constant \( L \) in [16] is \( O(L^3) \), which has a worse dependence on \( L \).

### 4.2. Strongly convex case

We now apply the results to functions \( \phi(x) \) that are strongly convex. We will verify that Assumption 3 holds in the strongly convex setting for function evaluations in all cases, namely: noiseless, with bounded noises or with i.i.d. subexponential noises. All results in this section hold for functions that satisfy the Polyak-Lojasiewicz inequality (or PL inequality) [17] as well, since we are only using PL inequality in the analysis.
ASSUMPTION 4. \( \phi \) is \( \beta \)-strongly convex, in other words
\[
\phi(x) \geq \phi(y) + \nabla \phi(y)^T (x - y) + \frac{\beta}{2} \|x - y\|^2, \quad \text{for all } x, y \in \mathbb{R}^n.
\]

Similar to the non-convex case, the presence of biased noise means that we can only hope to converge to a point \( x \) in some neighbourhood of the optimal solution, where the radius of the neighbourhood is determined by the magnitude of the noise. Below, we quantify the relationship between \( \varepsilon \), \( \epsilon_g \) and \( \epsilon'_f \).

INEQUALITY 2 (Lower bound on \( \varepsilon \) for strongly convex functions).
\[
\varepsilon > \max \left\{ \frac{\epsilon_g^2}{2\beta \eta^2}, \frac{4\epsilon'_f}{\left( 1 - \min \left\{ \frac{1}{\theta + \eta^2}, (1 - \eta)^2 \right\} \right) \theta \beta \cdot \min \left\{ \frac{1 - \theta}{\theta - L}, \frac{2(1 - 2\eta - \theta(1 - \eta))}{L(1 - \eta)} \right\} \left( \frac{1}{\varepsilon} \right)^{\frac{1}{p}} - 1 \right\}.
\]
for some \( \eta \in (0, \frac{1}{2}) \), and \( p > \frac{1}{2} \).

We show Assumption 3 holds in the setting where \( \phi(x) \) is strongly convex.

PROPOSITION 4 (Assumption 3 holds for strongly-convex functions). If Inequality 2 and Assumptions 1 and 2 hold, then Assumption 3 holds for Algorithm 2.1 with the following \( p, \alpha \) and \( h(\alpha) \) :

1. Let \( p = 1 - \delta \) (for noiseless and bounded noise), or \( p = 1 - \delta - \exp \left( - \min \left\{ \frac{\eta^2}{2}, \frac{\eta}{2} \right\} \right) \)
   otherwise. Here \( u = \inf \{ \epsilon'_f - E[\epsilon(x)] \} \).
2. \( \alpha = \min \left\{ \frac{1 - \theta}{\theta - L}, \frac{2(1 - 2\eta - \theta(1 - \eta))}{L(1 - \eta)} \right\} \).
3. \( h(\alpha) = \min \left\{ - \ln \left( 1 - \frac{\alpha \theta}{(1 + \tau)^2} \right), - \ln \left( 1 - \alpha \beta \theta (1 - \eta)^2 \right) \right\} \).
4. \( r(\epsilon'_f, E_k + E^+_k) = \ln \left( 1 + \frac{2 \epsilon'_f + E^+_k}{\epsilon} \right) \).

Proof. Since \( \phi \) is \( \beta \)-strongly convex, we know that it satisfy the PL inequality:
\[
(4.2) \quad \|\nabla \phi(x_k)\|^2 \geq 2 \beta (\phi(x_k) - \phi^*) .
\]
(For example, see Theorem 2.1.10 of [14].) Note this is weaker than strongly convexity, and having the PL inequality is sufficient for proving this proposition. Hence, all the analysis in this section automatically applies to functions that satisfy PL inequality. We will use this inequality in the proofs of (iii), (iv), and (v).

(i) The proof of (i) relies on the lower bound for \( \varepsilon \) in Inequality 2. In more detail, we assumed that
\[
\varepsilon > \frac{4\epsilon'_f}{\left( 1 - \min \left\{ \frac{1}{\theta + \eta^2}, (1 - \eta)^2 \right\} \theta \beta \cdot \min \left\{ \frac{1 - \theta}{\theta - L}, \frac{2(1 - 2\eta - \theta(1 - \eta))}{L(1 - \eta)} \right\} \left( \frac{1}{\varepsilon} \right)^{\frac{1}{p}} - 1 \right\}},
\]
which after plugging in the definition of \( \alpha \) becomes
\[
\varepsilon > \frac{4\epsilon'_f}{\left( 1 - \min \left\{ \frac{1}{\theta + \eta^2}, (1 - \eta)^2 \right\} \alpha \theta \beta \left( \frac{1}{\varepsilon} \right)^{\frac{1}{p}} - 1 \right)},
\]
Rearranging the above inequality yields
\[ 1 + \frac{4\epsilon f}{\bar{\epsilon}} < \left( 1 - \min \left\{ \frac{1}{(1 + \tau)^2}, (1 - \eta)^2 \right\} \tilde{\alpha} \beta \right)^{\frac{1}{2 - p}}, \]
and taking logs on both sides gives
\[ r(\epsilon_f, 2\epsilon_f) < (p - \frac{1}{2})h(\tilde{\alpha}). \]

(ii) The proof of (ii) is exactly the same as the corresponding proof for the non-convex setting.

(iii) We follow the same idea as the proof of (iii) in Proposition 3, except using the new lower bound for \( \bar{\epsilon} \). Since iteration \( k \) is true, we know \( \|G_k - \nabla \phi(X_k)\| \leq \max \{ \epsilon_g, \min \{ \tau, \kappa A_k \} \|G_k\| \}. \) There are two cases:

- Suppose \( \|G_k - \nabla \phi(X_k)\| \leq \min \{ \tau, \kappa A_k \} \|G_k\| \). Then exactly as in the proof of (iii) in Proposition 3, we get

\[ f(X_{k+1}) - f(X_k) \leq -A_k \theta \|G_k\|^2 + 2\epsilon_f' \leq -\frac{A_k \theta \|\nabla \phi(X_k)\|^2}{(1 + \tau)^2} + 2\epsilon_f'. \]

- Suppose \( \|G_k - \nabla \phi(X_k)\| \leq \epsilon_g \). Since \( k < T_\varepsilon \), we have \( \phi(X_k) - \phi^* > \bar{\epsilon} \geq \frac{\epsilon^2}{2 \beta \eta} \).

Combining this with the strong convexity condition (4.2), we get that \( \|\nabla \phi(X_k)\|^2 \geq \frac{\epsilon^2}{\eta} \).

This implies that \( \|G_k - \nabla \phi(X_k)\| \leq \eta \|\nabla \phi(X_k)\| \). Rearranging this using the triangle inequality, we get that
\[ A_k \theta \|G_k\| \geq (1 - \eta) \|\nabla \phi(X_k)\| \]

Putting this together with the fact that iteration \( k \) is successful, we obtain
\[ f(X_{k+1}) - f(X_k) \leq -A_k \theta \|G_k\|^2 + 2\epsilon_f' \leq -A_k \theta (1 - \eta)^2 \|\nabla \phi(X_k)\|^2 + 2\epsilon_f'. \]

Combining the above two cases, we get that on any true, successful iteration with \( k < T_\varepsilon \), the following inequality holds:
\[ \phi(X_{k+1}) - \phi(X_k) \leq -\min \left\{ \frac{1}{(1 + \tau)^2}, (1 - \eta)^2 \right\} A_k \theta \|\nabla \phi(X_k)\|^2 + 2\epsilon_f' + E_k + E_k^+. \]

Since \( \phi \) is \( \beta \)-strongly convex, we know that \( \|\nabla \phi(X_k)\|^2 \geq 2 \beta (\phi(X_k) - \phi^*) \). Moreover, since \( k < T_\varepsilon \), we know that \( \phi(X_k) - \phi^* > \bar{\epsilon} \). Plugging these into the above inequality, and letting \( m := \min \left\{ \frac{1}{(1 + \tau)^2}, (1 - \eta)^2 \right\} A_k \theta \beta \) for clarity, we get
\[ \phi(X_{k+1}) - \phi(X_k) \leq -2m \cdot (\phi(X_k) - \phi^*) + \frac{2\epsilon_f' + E_k + E_k^+}{\bar{\epsilon}} \cdot (\phi(X_k) - \phi^*). \]

Rearranging the above inequality, we get
\[ \frac{\phi(X_{k+1}) - \phi^*}{\phi(X_k) - \phi^*} \leq \left( 1 - 2m + \frac{2\epsilon_f' + E_k + E_k^+}{\bar{\epsilon}} \right). \]

Taking logs of both sides, and recalling our definition of \( Z_k = \ln \left( \frac{\phi(X_k) - \phi^*}{\bar{\epsilon}} \right) \), we get
\[ Z_{k+1} - Z_k \leq \ln \left( 1 - 2m + \frac{2\epsilon_f' + E_k + E_k^+}{\bar{\epsilon}} \right). \]
Finally, we turn to proving (v). The proof of (v) follows the same steps as the proof of (iii), but is simpler. If \( k < T \), then
\[
Z_{k+1} - Z_k \leq \ln \left( 1 - m + \frac{2\epsilon_f' + E_k + E_k^+}{\epsilon} \right)
\]
where
\[
E_k = \sum_{i=1}^k \frac{\epsilon_i + E_i}{\epsilon}
\]
and
\[
E_k^+ = \sum_{i=1}^k \frac{\epsilon_i^+ + E_i}{\epsilon}
\]
Inequality 2. Therefore, we can rearrange the above inequality as follows:
\[
Z_{k+1} - Z_k \leq \ln \left( 1 - m + \frac{2\epsilon_f' + E_k + E_k^+}{\epsilon} \right)
\]
This proves (iii).

(iv) This is proved similarly as in the non-convex setting, now using the new stopping criteria for the strongly convex setting and the new lower bound for \( \epsilon \). We first show that if \( A_k \leq \bar{\alpha} \) and \( I_k = 1 \), then
\[
(4.3) \quad \phi(X_k - A_k G_k) \leq \phi(X_k) - A_k \theta \|G_k\|^2.
\]
Since \( I_k = 1, \|G_k - \nabla \phi(X_k)\| \leq \max\{\min\{\tau, \kappa A_k\} \|G_k\|, \epsilon_g\} \). Just like in the proof of (iii), we consider two cases:
- Suppose \( \|G_k - \nabla \phi(X_k)\| \leq \min\{\tau, \kappa A_k\} \|G_k\| \). Then since \( A_k \leq \bar{\alpha} \leq \frac{1-\theta}{0.5L+\kappa} \), by Assumption 1 and Lemma 3.1 of [5], we have (4.3) holds.
- Suppose \( \|G_k - \nabla \phi(X_k)\| \leq \epsilon_g \). Since \( k < T \), we have \( \phi(X_k) - \phi^* > \epsilon \geq \frac{\epsilon^2}{2\beta^2} \).

Combining this with the strong convexity condition (4.2), we get that \( \|\nabla \phi(X_k)\| \geq \frac{\epsilon^2}{\beta^2} \). This implies that \( \|G_k - \nabla \phi(X_k)\| \leq \eta \|\nabla \phi(X_k)\| \). Combining this with the fact that \( A_k \leq \bar{\alpha} \leq 2(1-2\eta - \theta(1-\eta)) \), by Assumption 1 and Lemma 4.3 of [3] (applied with \( \epsilon_f' = 0 \)), we have that (4.3) holds.

Now, recalling the definitions of \( E_k \) and \( E_k^+ \) and using the fact that \( E_k + E_k^+ \leq 2\epsilon_f' \) (since \( I_k = 1 \)), inequality (4.1) implies
\[
f(X_k - A_k G_k) \leq f(X_k) - A_k \theta \|G_k\|^2 + E_k + E_k^+ \leq f(X_k) - A_k \theta \|G_k\|^2 + 2\epsilon_f',
\]
which proves (iv).

(v) Finally, we turn to proving (v). The proof of (v) follows the same steps as the proof of (iii), but is simpler. If \( k \) is an unsuccessful step, then \( Z_{k+1} = Z_k \), so the inequality in (v) is clearly satisfied. If \( k \) is successful, then
\[
\phi(X_{k+1}) - \phi(X_k) \leq 2\epsilon_f' + E_k + E_k^+ \leq \frac{2\epsilon_f' + E_k + E_k^+}{\epsilon} \cdot (\phi(X_k) - \phi^*).
\]
Here, the first inequality is by the sufficient decrease condition, and the second inequality is because \( k < T \). Rearranging, we get
\[
\frac{\phi(X_{k+1}) - \phi^*}{\phi(X_k) - \phi^*} \leq \left( 1 + \frac{2\epsilon_f' + E_k + E_k^+}{\epsilon} \right).
\]
Taking logs on both sides gives \( Z_{k+1} - Z_k \leq \ln \left( 1 + \frac{2\epsilon' + E_k + E_k^\nu}{\epsilon} \right) \), as desired. \( \square \)

The proposition below gives the explicit subexponential parameters of \( r(\epsilon'_f, E_k + E_k^\nu) \). Recall that \( r(\epsilon'_f, E_k + E_k^\nu) = \ln \left( 1 + \frac{2\epsilon' + E_k + E_k^\nu}{\epsilon} \right) \) in this strongly convex setting, and by Proposition 2, \( 1 + \frac{2\epsilon' + E_k + E_k^\nu}{\epsilon} \) is \((\frac{2\nu}{\epsilon}, \frac{2b}{\epsilon})\)-subexponential. Together with the following proposition, the parameters of \( r \) for the strongly convex setting are

\[
\nu_r = b_r = 4e^2 \max \left\{ \frac{2\nu}{\epsilon}, \frac{2b}{\epsilon} \right\} + 4e \left( 1 + \frac{4\epsilon'_f}{\epsilon} \right).
\]

**Proposition 5.** Let \( W \geq 1 \) be a \((\nu, b)\)-subexponential random variable. Then \( \ln(W) \) is \((\nu', b')\)-subexponential with \( \nu' = b' = 4e^2 \max\{\nu, b\} + 4eEW \).

**Proof.** For a random variable \( W \), let \( \|W\|_{\psi_1} := \sup_{k \geq 1} |\mathbb{E}[W^k]|^{\frac{1}{k}} \). Using the fact that \( \|\cdot\|_{\psi_1} \) is a norm, we have

\[
\|\ln(W) - \mathbb{E}\ln(W)\|_{\psi_1} \leq \|\ln(W)\|_{\psi_1} + \|\mathbb{E}\ln(W)\|_{\psi_1} \quad \text{(triangle inequality)}
\]

\[
= \|\ln(W)\|_{\psi_1} + \mathbb{E}\|\ln(W)\|_{\psi_1} \quad \text{(definition of \( \|\cdot\|_{\psi_1} \))}
\]

\[
\leq \|W\|_{\psi_1} + \mathbb{E}\ln(W) \quad \text{(0 \leq \ln(W) \leq W, since W \geq 1)}
\]

\[
\leq \|W - \mathbb{E}W\|_{\psi_1} + \mathbb{E}W + \mathbb{E}\ln(W) \quad \text{(triangle inequality)}.
\]

By Proposition 2.7.1 \((e) \to (b)\) of [21], we have \( \|W - \mathbb{E}W\|_{\psi_1} \leq 2e \max\{\nu, b\} \). Thus,

\[
\|\ln(W) - \mathbb{E}\ln(W)\|_{\psi_1} \leq 2e \max\{\nu, b\} + \mathbb{E}W + \mathbb{E}\ln(W).
\]

Applying Proposition 2.7.1 \((b) \to (e)\) of [21], we conclude that \( \ln(W) \) is \((\nu', b')\)-subexponential where \( \nu' = b' = 4e^2 \max\{\nu, b\} + 2e(\mathbb{E}W + \mathbb{E}\ln(W)) \). \( \square \)

Putting things together, we obtain the following theorem, which bounds the iteration complexity in the strongly convex case.

**Theorem 4.2.** Suppose Inequality 2 on \( \epsilon \) holds for some \( \eta \in (0, \frac{1 - \theta}{2 - \theta}) \), and Assumptions 1 and 4 hold. Then we have: For any \( s \geq 0 \), \( \hat{p} \in \left( \frac{1}{2} + \frac{\ln \left( 1 + \frac{4\epsilon'_f}{\epsilon} \right) + \eta}{C}, p \right) \), and \( t \geq \frac{R}{\ln \left( 1 + \frac{4\epsilon'_f}{\epsilon} \right) + \eta} \), with \( \hat{p} = \min \left( \frac{1}{2} - \frac{1}{6\epsilon + \theta}, p \right) \),

\[
C = -\max \left\{ \ln \left( 1 - \frac{\alpha\beta}{(1 + \gamma)^{1/2}} \right), \ln \left( 1 - \alpha\beta(1 - \eta)^2 \right) \right\},
\]

\[
P(T_x \leq t) \geq 1 - \exp \left( -\frac{(p - \hat{p})^2}{2p^2} - t \right)
\]

\[
- \exp \left( -\min \left\{ \frac{s^2t}{\left( 2 \frac{4e^2 \max\{\frac{2\nu}{\epsilon}, \frac{2b}{\epsilon}\} + 4e \left( 1 + \frac{4\epsilon'_f}{\epsilon} \right) \right)^2}, \frac{st}{2 \left( 4e^2 \max\{\frac{2\nu}{\epsilon}, \frac{2b}{\epsilon}\} + 4e \left( 1 + \frac{4\epsilon'_f}{\epsilon} \right) \right)} \right\} \right).
\]

Here, \( R = \frac{1}{C} \ln \left( \frac{\alpha(1 - \eta) - \alpha^*}{\epsilon} \right) + \max \left\{ -\ln \frac{\alpha - \ln \alpha}{2\ln \gamma}, 0 \right\} \), with \( p \) and \( \bar{\alpha} \) as defined in Proposition 4.
4.3. Convex case. We now apply the results to functions $\phi(x)$ that are convex. We will verify that Assumption 3 also holds in the convex setting.

**Assumption 5.** $\phi$ is convex, and there exists a constant $D > 0$ such that

$$\|x - x^*\| \leq D \quad \text{for all } x \in U,$$

where $x^*$ is some global minimizer of $\phi$, and the set $U$ contains all iteration realizations.

For the convex case, we define the stopping time $T_\varepsilon$ to be the first time either $\phi(X_k) - \phi^* \leq \varepsilon_0$ or $\|\nabla \phi(X_k)\| \leq \varepsilon_1$.

The presence of biased noise means that one can only hope to converge to a point $x$ in some neighborhood of the optimal solution, where the radius of the neighborhood is determined by the magnitude of the noise.

Below, we quantify the neighborhood of convergence.

**Inequality 3 (Lower bound on $\varepsilon_0$ and $\varepsilon_1$ for convex functions).**

$$\varepsilon_0 > \max \left\{ \frac{16D^2 \epsilon_f^2}{\theta(p - \frac{1}{2}) \min \left\{ \frac{(1 - \eta)^2}{2(1 + \tau^2)}, \frac{1 - \theta}{0.5L + \kappa}, \frac{2(1 - 2\eta - \theta(1 - \eta))}{L(1 - \eta)} \right\}}, 4\epsilon_f^2 \right\}, \varepsilon_1 \geq \frac{\epsilon_f}{\eta}$$

for some $\eta \in (0, \frac{1}{2 - \theta})$, and $p > \frac{1}{2}$.

We restate Assumption 3 below in the form of a Proposition for the setting where $\phi(x)$ is convex:

**Proposition 6 (Assumption 3 holds for convex functions).** Let

1. Let $p = 1 - \delta$ (for noiseless and bounded noise), or $p = 1 - \delta - \exp\left(-\min\{\frac{\nu^2}{2n^2}, \frac{\eta}{2n}\}\right)$ otherwise. Here $u = \inf_{x} \{\epsilon_f' - E[\epsilon(x)]\}$.
2. $\alpha = \min \left\{ \frac{1 - \theta}{\eta(0.5L + \kappa)} - \frac{2(1 - 2\eta - \theta(1 - \eta))}{L(1 - \eta)} \right\}$.
3. $h(\alpha) = \frac{2\theta^2}{1 - \eta^2} \min \left\{ (1 - \eta)^2, \frac{1}{(1 + \tau^2)} \right\}$.
4. $r(\epsilon_f', E_k + E_k^+) = \frac{2\epsilon_f' + E_k + E_k^+}{\epsilon_0^2}.$

Then the following hold for all $k < T_\varepsilon$:

(i) $h(\alpha) > \frac{r(\epsilon_f, 2\epsilon_f')}{p - \frac{1}{2}}.$

(ii) Iteration $k$ is true with probability at least $p$ conditioned on the outcome of all previous iterations $0, \ldots, k - 1$, with some $p \in (\frac{1}{2} + \frac{r(\epsilon_f, 2\epsilon_f')}{h(\alpha)}), 1]$.

(iii) If iteration $k$ is true (i.e. $I_k = 1$) and successful, then $Z_{k+1} \leq Z_k - h(A_k) + r(\epsilon_f', 2\epsilon_f').$

(iv) If $A_k \leq \alpha$ and iteration $k$ is true then iteration $k$ is also successful.

(v) $Z_{k+1} \leq Z_k + r(\epsilon_f', E_k + E_k^+)$ for all $k$.

Proof. (i) can be easily verified using the lower bound of $\varepsilon_0$ and $\varepsilon_1$, the definition of $h(\alpha), \alpha$ and $r(\epsilon_f', 2\epsilon_f')$.

The proofs of (ii) and (iv) are exactly the same as the corresponding proofs for the non-convex setting with the new stopping time and the new definitions for functions $h$ and $r$ for the convex case.
Next, we prove (iii). By assumption 5 and Cauchy-Schwarz,
\[ \phi(x^*) - \phi(X_k) \geq \nabla \phi(X_k)^T(x^* - X_k) \geq -D \| \nabla \phi(X_k) \|, \]
for any \( X_k, x^* \) is a minimizer of \( \phi \).

Since iteration \( k \) is true, we know that \( \| G_k - \nabla \phi(X_k) \| \leq \max\{ \epsilon_g, \min\{ \tau, \kappa A_k \} \| G_k \| \} \). We again consider two cases:

- Suppose \( \| G_k - \nabla \phi(X_k) \| \leq \min\{ \tau, \kappa A_k \} \| G_k \| \). By the triangle inequality, we get
  \[ \| G_k \| \geq \frac{1}{1 + \min\{ \tau, \kappa A_k \}} \| \nabla \phi(X_k) \| \geq \frac{1}{1 + \tau} \| \nabla \phi(X_k) \|. \]

- Suppose \( \| G_k - \nabla \phi(X_k) \| \leq \epsilon_g \). Since \( k < T_\epsilon \), we have \( \| \nabla \phi(X_k) \| > \epsilon_1 \geq \frac{\epsilon_0}{\eta} \). This implies that \( \| G_k - \nabla \phi(X_k) \| \leq \eta \| \nabla \phi(X_k) \| \). Rearranging this using the triangle inequality, we get that
  \[ \| G_k \| \geq (1 - \eta) \| \nabla \phi(X_k) \|. \]

Hence,
\[ \| G_k \| \geq \min \left\{ (1 - \eta), \frac{1}{1 + \tau} \right\} \| \nabla \phi(X_k) \|. \]

Following the exact argument of Lemma 4.8 in [3], we have
\[ Z_{k+1} \leq Z_k - \frac{A_k \theta}{4D^2} \min \left\{ (1 - \eta)^2, \frac{1}{(1 + \tau)^2} \right\} + \frac{4\epsilon'_0}{\epsilon_0^2}. \]

This proves (iii).

Finally, we turn to proving (v). The proof of (v) follows the same steps as the proof of (iii), but is simpler. If \( k \) is an unsuccessful step, then \( Z_{k+1} = Z_k \), so the inequality in (v) is clearly satisfied.

If \( k \) is successful, using a similar argument as in Lemma 4.9 in [3] (with \( \frac{4\epsilon'_0}{\epsilon_0^2} \) being replaced by \( r(\epsilon'_0, E_k + E_k^+) = \frac{2\epsilon'_0 + E_k + E_k^+}{\epsilon_0^2} \)), we have
\[ Z_{k+1} \leq Z_k + \frac{2\epsilon'_0 + E_k + E_k^+}{\epsilon_0^2}. \]

This completes the proof. \( \square \)

In this setting, \( r(\epsilon'_0, E_k + E_k^+) = \frac{2\epsilon'_0 + E_k + E_k^+}{\epsilon_0^2} \). By Proposition 2, the subexponential parameters of \( r(\epsilon'_0, E_k + E_k^+) \) are \((\nu_r, b_r) = (2\nu/\epsilon_0^2, 2b/\epsilon_0^2)\).

Together with Theorem 3.8, we obtain the explicit complexity bound in the convex setting.

**Theorem 4.3.** Suppose the Inequality 3 on \( \epsilon_0, \epsilon_1 \) is satisfied for some \( \eta \in (0, \frac{1 - \eta}{2 + \eta}) \), and Assumptions 1 and 5 hold, then we have the following bound on the iteration complexity: For any \( s \geq 0 \), \( \hat{\rho} \in (\frac{s}{2} + \frac{4\epsilon'_0/\epsilon_0^2 + s}{C\nu}, p) \), and \( t \geq \frac{R}{\hat{\rho} - \frac{s}{2} - \frac{4\epsilon'_0/\epsilon_0^2 + s}{4C\nu}}, \)
\[ \mathbb{P} (T_\epsilon \leq t) \geq 1 - \exp \left( -\frac{(p - \hat{\rho})^2}{2p^2} t \right) - \exp \left( -\min \left\{ \frac{s^2 t \epsilon_0^4}{8\nu^2}, \frac{st \epsilon_0^2}{4b} \right\} \right). \]
Here, $R = \frac{1}{C} \cdot \left( \frac{1}{\epsilon_0} - \frac{1}{\phi(x_0) - \alpha} \right) + \max \left\{ -\frac{\ln \alpha_0 \ln \alpha}{2 \ln \gamma}, 0 \right\}$, $C = \min \left\{ \frac{1}{(1 + \tau)^2}, (1 - \eta)^2 \right\}$, with $p$ and $\tilde{\alpha}$ as defined in Proposition 6.

### 5. Oracles

In this section, we briefly discuss how the first- and zeroth-order oracles used by our framework can be produced in two common stochastic optimization settings. For further detail, we refer the readers to the conference version of this paper [9].

#### 5.1. Expected loss minimization

Let $\phi(x) = \mathbb{E}_{d \sim \mathcal{D}}[\ell(x, d)]$, where $x$ is the model parameters, $d$ is a data sample following distribution $\mathcal{D}$, and $\ell(x, d)$ is the loss when the model parameterized by $x$ is evaluated on data point $d$.

In this case, the zeroth- and first-order oracles are computed by sample averaging over a minibatch $\mathcal{S}$ sampled from $\mathcal{D}$:

\begin{equation}
\begin{aligned}
f(x, \mathcal{S}) &= \frac{1}{|\mathcal{S}|} \sum_{d \in \mathcal{S}} \ell(x, d), \\
g(x, \mathcal{S}) &= \frac{1}{|\mathcal{S}|} \sum_{d \in \mathcal{S}} \nabla_x \ell(x, d).
\end{aligned}
\end{equation}

In general, $\mathcal{S}$ can be chosen to depend on $x$. We now show how our zeroth- and first-order oracle conditions are satisfied by selecting an appropriate sample size $|\mathcal{S}|$.

**Proposition 7.** Let $\ell(x, d) := \ell(x, d) - \phi(x)$ be a $(\nu(x), b(x))$-subexponential random variable and $\operatorname{Var}_{d \sim \mathcal{D}}[\ell(x, d)] \leq \ell(x)^2$, for some $\nu(x), b(x), \ell(x)$. Let $e(x, \mathcal{S}) = |f(x, \mathcal{S}) - \phi(x)|$ and $N = |\mathcal{S}|$, then

\[ \mathbb{E}_{\mathcal{S}}[e(x, \mathcal{S})] \leq \frac{1}{\sqrt{N}} \hat{\ell}(x) \quad \text{and} \quad e(x, \mathcal{S}) \text{ is } (\nu(x), b(x))\text{-subexponential}, \]

with $\nu(x) = b(x) = 8 \epsilon^2 \max \left\{ \frac{\ell(x)}{\sqrt{N}}, \hat{b}(x) \right\}$.

**Proof.** See [9, Appendix A].

Thus, $f(x, \mathcal{S})$ is a zeroth-order oracle with $\epsilon_f = \sup_x \frac{1}{\sqrt{N}} \hat{\ell}(x)$, $\nu = \sup_x \nu(x)$, and $b = \sup_x b(x)$, and $\epsilon_f$ can be made arbitrarily small by taking a large enough sample.

Now suppose, for some $M_c, M_v \geq 0$ and for all $x$,

\begin{equation}
\mathbb{E}_{d \sim \mathcal{D}} \left\| \nabla \ell(x, d) - \nabla \phi(x) \right\|^2 \leq M_c + M_v \left\| \nabla \phi(x) \right\|^2,
\end{equation}

then $g(x, \mathcal{S})$ is a first-order oracle.

**Proposition 8.** Let $g = g(x, \mathcal{S})$. Assuming $\mathbb{E}_{d \sim \mathcal{D}} \nabla \ell(x, d) = \nabla \phi(x)$, then

\[ |\mathcal{S}| \geq \frac{M_c + M_v \left\| \nabla \phi(x) \right\|^2}{\delta \min \left\{ \frac{1}{\epsilon_f^2}, (1 + \eta)^2 \right\}} \]

implies

\[ \mathbb{P}(\| g - \nabla \phi(x) \| \leq \max \{ \epsilon_g, \eta \| g \| \}) \geq 1 - \delta. \]

**Proof.** See [9, Appendix A].

Choosing $\eta = \min \{ \tau, \kappa \alpha \}$ gives the condition on the sample size $|\mathcal{S}|$ which provides a valid first-order oracle. One can also view the result from the perspective of choosing the sample size first, which dictates the values of $\epsilon_g$, $\tau$ and $\kappa$ that are achieved by the first-order oracle, which in turn determines how far and how fast Algorithm 2.1 will converge.
5.2. Randomized finite difference gradient approximation. Gradient estimates based on randomized finite differences using noisy function evaluations have become popular for zeroth-order optimization, particularly for model-free policy optimization in reinforcement learning [19, 6]. The first-order oracle is obtained using the zeroth-order oracle as follows. Let $\mathcal{U} = \{ u_i : i = 1, \ldots, |\mathcal{U}| \}$ be a set of random vectors, with each vector following some “nice” distribution (e.g. standard Gaussian). Then,

$$
\begin{equation}
  g(x, \mathcal{U}) = \sum_{i=1}^{|\mathcal{U}|} \frac{f(x + \sigma u_i, \xi) - f(x, \xi)}{\sigma|\mathcal{U}|} u_i,
\end{equation}
$$

where $\sigma$ is the sampling radius. The proposition below shows that (5.3) with a large enough sample size gives a first-order oracle.

**Proposition 9.** Assume that $e(x) \leq \epsilon_f$ deterministically, for any $x$. Let $g = g(x, \mathcal{U})$, and fix $\epsilon_g = 2 \left( \sqrt{nL\sigma} + \frac{\sqrt{n\epsilon_f}}{\sigma} \right)$ where $n$ is the dimension of $x$. Then

$$
|\mathcal{U}| \geq \frac{3}{4} L^2 \sigma^2 n(n + 2)(n + 4) + \frac{12\epsilon_f^2}{\delta} n + 18n \|\nabla \phi(x)\|^2 \min \left\{ \frac{4}{\epsilon_g^2}, \frac{1}{\frac{\eta}{1+\eta} \|\nabla \phi(x)\| - \epsilon_g^2} \right\}
$$

implies

$$
\Pr \left( \|g - \nabla \phi(x)\| \leq \max\{\epsilon_g, \eta \|g\|\} \right) \geq 1 - \delta.
$$

**Note that in the setting, $\epsilon_g$ is a fixed bias dependent on $\sigma$, and cannot be made arbitrarily small.**

**Proof.** See [9, Appendix A]. \qed

Letting $\eta = \min\{\tau, \kappa \alpha\}$ in the above result provides a valid first-order oracle.

It is straightforward to relax assumption that $e(x) \leq \epsilon_f$ for all $x$, in the above result, by replacing it with a condition $e(x) \leq \epsilon'_f$ and $e(x + \sigma u_i) \leq \epsilon'_f$, for all $u_i \in \mathcal{U}$, for some $\epsilon'_f > \epsilon_f$. This latter condition happens with high probability dependent of the value on $\epsilon'_f$, due to the properties of the zeroth-order oracle.

**Remark** Note that $\epsilon_g$ defines the neighborhood of convergence for any method that relies on this oracle, and the smallest value for $\epsilon_g$ is achieved by setting $\sigma = O(\sqrt{\epsilon_f})$. Let us now discuss the minibatch size. Under the assumption that $\epsilon_f$ is small, $\frac{3}{4} L^2 \sigma^2 n(n + 2)(n + 4) + \frac{12\epsilon_f^2}{\delta}$ is also small. Thus when $\|\nabla \phi(x)\|$ is larger than or on the order of $\epsilon_g$, then the sample set size remains constant and is proportional to $n$. In [13] a constant step size stochastic gradient descent is applied using sample size $|\mathcal{U}| = 1$, thus each step requires about $n$ fewer samples. However, the step size has to be roughly $n$ times smaller to account for the variance of the stochastic oracles based on one sample, thus the overall complexity is the same.

Other finite difference approximation schemes and their centralized versions (see [2] for a reference on these) also give suitable first-order oracles. For brevity, we do not treat them here.
6. Experiments. In this section, we illustrate that a step search stochastic algorithm can be efficient in practice. It is important to note we implement the zeroth- and first-order oracles based on fixed minibatch sizes, as is common in stochastic gradient methods, due to implementational considerations. Thus we do not check or ensure that these oracles actually satisfy the properties that our theory requires. The main goal of these experiments is to validate that even a simple implementation of the method can be competitive with both standard methods such as ADAM [11] and the “SGD + Armijo” method proposed in [20] and that while it is important to use $\epsilon_f' > 0$ in the step acceptance criterion, estimating this constant is not difficult. A careful exploration of practical variants of SASS, such as heuristics ensuring oracle properties (e.g. adaptive minibatch size) and best choices for $\gamma$ and $\epsilon_f'$ are subjects for future research.

6.1. Kernel logistic regression. We conduct experiments on all the datasets for binary classification with 150 to 5000 data points from the Penn Machine Learning Benchmarks repository (PMLB) [18]. In total, there are 64 such datasets. Each binary classification problem is formulated as a logistic regression problem with an RBF kernel (with parameter $\sigma = 1$).

We compare the following three algorithms, each is given a budget of up to 100 epochs, and they are implemented as follows.

- **SASS.** The zeroth- and first-order oracles are implemented using random mini-batches of size 128. We estimate $\epsilon_f$ at the beginning of every epoch (i.e. every $K$ iterations, where $K$ equals the total number of data samples divided by 128), by computing $\frac{1}{5}$ times the empirical standard deviation of 30 zeroth-order oracle calls with batch size 128 at the current point. Figure 1 shows the performance of SASS with different choices of $\epsilon_f'$, with $\epsilon_f'$ being 0, $\frac{1}{5}$, $\frac{1}{2}$, and 1 times the empirical standard deviation of the zeroth-order oracle. We observe that the algorithm is fairly robust to how $\epsilon_f'$ is chosen in general, as long as it is not chosen to be zero. The parameters for all runs were chosen as $\gamma = 0.9$, $\theta = 0.2$, $\alpha_0 = 1$.

- **SLS.** The SLS algorithm (also referred to as “SGD + Armijo”) proposed in [20] differs from SASS in that $\epsilon_f' = 0$ and that the same mini-batch is used while backtracking until the Armijo condition is satisfied. We implemented the algorithm using mini-batch size 128 and the parameters suggested in Appendix G of their paper. We tried various parameter combinations for SLS and found the performance of the suggested parameters to work best.

- **ADAM.** ADAM with default parameters as in [10], mini-batch size 128, with a range of
learning rates: $10^{-1}, 10^{-2}, 10^{-3}$ (default), $10^{-4}$, and $10^{-5}$.

We conducted 5 trials for each dataset and ran each algorithm with initial points taken randomly from a standard Gaussian distribution. In order to compare the amount of work required by each algorithm more fairly, each algorithm is given the same budget of total work, in terms of the number of inner products. For example, ADAM always runs for 100 epochs, since it requires 1 inner product calculation per iteration, while SASS always runs for 50 epochs, since it requires 2 inner product calculations per iteration. Note that SASS requires 2 inner products because we use the same batch for the function value estimate and the gradient estimate at the current point $x_k$. Thus it requires one inner product to compute $f(x_k)$ and $g(x_k)$, and another to compute $f(x_k^+)$. We compare the overall performance of the three algorithms in the following way. For each dataset and algorithm, the median best value is defined as the median of the minimum test loss attained over 5 different trials. For each dataset we record the difference between the median best values achieved by SLS vs. SASS. The same is done for ADAM vs. SASS. Under this metric, SASS achieves better test loss than SLS algorithm in 32 out of 64 datasets. When compared to ADAM, SASS performed better on test loss (in some cases significantly) for all values of the learning rate except $10^{-1}$. For this learning rate, ADAM performed better than SASS on 47 out of 64 datasets. We conclude that SASS is reasonably competitive with these other algorithms, while not requiring step size tuning and having stronger theoretical properties.

6.2. MNIST and Fashion MNIST. We now consider non-convex problems. We train three different neural network architectures, using the softmax loss function. The first architecture is a multi-layer perceptron (MLP) neural network that has four layers: an input layer with 784 nodes, two hidden layers with 512 and 256 nodes, and an output layer with 10 nodes. All activation functions are ReLU. This is the same architecture as in [20]. The second network is a small convolutional neural network (CNN) that in addition to the input and output layers, has two convolutional layers and one fully connected layer. Each convolutional layer uses a $3 \times 3$ kernel with a stride length of 1, and is followed by a $2 \times 2$ max pooling. This architecture follows the tutorial at this link5. The third network is ResNet18 [8]. We note that the parameter choices and estimation of $\varepsilon'_f$ for SASS are done in the same way as in Subsection 6.1. We tested the MLP and CNN networks on the MNIST dataset [12], and ResNet18 on Fashion MNIST [22]. In Figure 2, we plot the results for SASS, SLS, and ADAM with 5 learning rates ($10^{-1}, 10^{-2}, 10^{-3}, 10^{-4}, 10^{-5}$).

In Figure 2, the left plots show the progress of the training loss of each algorithm, the middle plots show the progress of the test loss, and the right plots show the step sizes for SASS and SLS. The $x$-axis measures the total number of passes (forward and backward) through the neural network, and is a proxy for the total work performed by the algorithm. For SASS, we used the same batch for the function value and gradient at the current point as in the convex experiments. Thus each iteration of SASS requires 2 forward passes and 1 backward pass, for a total of 3 passes per iteration. On the other hand, ADAM requires 1 forward pass and 1 backward pass per iteration, for a total of 2 passes per iteration. SLS has a variable number of passes per iteration depending on how many times the algorithm backtracks.

In these results, although the oracles are obtained just by using a fixed batch of 128 data points (which is not adaptive according to the step sizes as suggested by the theory), SASS still works reasonably well, especially on the CNN. We hypothesize that the reason SLS does not perform well

5https://medium.com/swlh/pytorch-real-step-by-step-implementation-of-cnn-on-mnist-304b740605a
on the CNN is because the step size becomes quite small and the algorithm does not manage to progress. SASS however, is able to take large steps and progresses well in this case. Interestingly, SASS performs quite well in terms of the test loss, which represents the expected loss function $\phi$. For these problems, ADAM performs best with learning rate either $10^{-4}$ or $10^{-5}$, which are different from both the default learning rate ($10^{-3}$) and the best value for the convex problems ($10^{-1}$).

Fig. 2: The first two rows shows the results on MNIST with multi-layer perceptron neural network and CNN. The third row is for FashionMNIST with ResNet18.

7. Final Remarks. We conclude the paper with a brief overview of our theoretical results in comparison to prior literature.

In this paper we have substantially extended complexity analysis and relaxed conditions for step search methods based on stochastic oracles, compared to prior works in [5], [16] and [3]. The stochastic line search in [20] is proposed specifically for empirical risk minimization, and the
zeroth- and first-order oracles are implemented using mini-batch of a fixed size. The same mini-batch is used for all consecutive unsuccessful iterations. This guarantees that a successful iteration is eventually achieved for Armijo condition with $\epsilon'_f = 0$, under the assumption that for every mini-batch, $g(x, \xi')$ is Lipschitz continuous. The convergence analysis then assumes that $M_c = 0$ in (5.2) (strong growth condition) and in the case when $\phi$ is not convex, the step size parameter is bounded above by $\frac{1}{LM_v}$. Thus, the method itself and its convergence are not better than those of a stochastic gradient descent with a fixed step size bounded by $\frac{1}{LM_v}$ [4]. It is also assumed that the step size is reset to a fixed value at the start of each iteration, which is impractical. Good computational results are reported in [20] for a heuristic version of the algorithm where the restrictions of the step size are removed.

In this paper we analyzed Algorithm 2.1 under no restriction on the step size parameter. We also do not assume that $g(x, \xi')$ is Lipschitz continuous, we only impose this condition on $\phi$. The cost of relaxing all these assumptions is the use of $\epsilon'_f$. For simplicity of the analysis, $\epsilon'_f$ is assumed to be fixed throughout the algorithm. In practice, it can be re-estimated regularly. Our experiments show that estimating $\epsilon'_f$ is easy and works well in practice. Moreover, one can use much smaller values for $\epsilon'_f$ than theory dictates.
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