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A basic diagnostic of entanglement in mixed quantum states is known as the partial transpose and the corresponding entanglement measure is called the logarithmic negativity. Despite the great success of logarithmic negativity in characterizing bosonic many-body systems, generalizing the partial transpose to fermionic systems remained a technical challenge until recently when a new definition that accounts for the Fermi statistics was put forward. In this paper, we propose a way to generalize the partial transpose to anyons with (non-Abelian) fractional statistics based on the apparent similarity between the partial transpose and the braiding operation. We then define the anyonic version of the logarithmic negativity and show that it satisfies the standard requirements such as monotonicity to be an entanglement measure. In particular, we elucidate the properties of the anyonic logarithmic negativity by computing it for a toy density matrix of a pair of anyons within various categories. We conjecture that the subspace of states with a vanishing logarithmic negativity is a set of measure zero in the entire space of anyonic states, in contrast with the ordinary qubit systems where this subspace occupies a finite volume. We prove this conjecture for multiplicity-free categories.

I. INTRODUCTION

Characterizing quantum systems based on their encoded entanglement and quantifying the amount of entanglement in terms of a computable measure is a basic yet fundamental question across various fields of physics research from quantum information to condensed matter [1–5] and high energy theory [6–8].

Consider a product Hilbert space \( \mathcal{H}_A \otimes \mathcal{H}_B \) of two parties \( A \) and \( B \). The bipartite entanglement of a pure state \( |\Psi\rangle \) in such Hilbert space is measured in terms of von Neumann entanglement entropy \( S_1(\rho_A) = -\text{Tr}(\rho_A \ln \rho_A) \) or Rényi entanglement entropies \( S_n(\rho_A) = \ln \text{Tr}(\rho_A^n)/(1 - n) \), where \( \rho_A = \text{Tr}_B(|\Psi\rangle \langle \Psi|) \) is the reduced density matrix of subsystem \( A \) after partially tracing over \( \mathcal{H}_B \) and \( n \) is a positive number. \( S(\rho_A) = S(\rho_B) \) characterizes the amount quantum entanglement between the two parties.

Despite the importance of the von Neumann entanglement entropy as a diagnosis for many-body quantum pure states, it fails to correctly quantify the bipartite entanglement in mixed states, when the state of the composite system is described by a density matrix \( \rho \). Addressing the issue of quantifying mixed-state entanglement is not only of interest from a basic research point of view, for example when one wants to identify multi-partite entanglement, but also for practical purposes because of the ubiquity of mixed states in nature, i.e., we almost always deal with open quantum systems in laboratory. The challenge is that even other entanglement quantities defined based on the von Neumann entanglement entropy to quantify entanglement in mixed states such as the mutual information \( I(A : B) = S_1(\rho_A) + S_1(\rho_B) - S_1(\rho_{AB}) \) does not work since it does not distinguish between quantum and classical correlations. For instance, there exists a large family of classically correlated states called separable, while their mutual information is non-vanishing.

A candidate test for quantum entanglement in mixed states is the partial transpose (PT) criterion [9–15], which is a diagnosis for non-separable states. The partially transposed density matrix can then be used to construct the logarithmic negativity (LN) as a measure of entanglement in mixed states [16–18]. Logarithmic negativity has been shown to be useful in studying various many-body quantum systems including harmonic oscillator chains [19–27], quantum spin models [28–37], (1+1)d conformal and integrable field theories [38–53], topologically ordered phases of matter [54–59], and in out-of-equilibrium dynamics [60–70], as well as holographic theories [71–74] and variational [75–78] and random states [79–83]. There are also experimental proposals to measure moments of the partially transposed density matrix with ion traps and cold atoms [84–87].

In this paper, we take steps to propose a way to quantify mixed state entanglement in anyonic systems where unlike the aforementioned (bosonic) systems the local operators do not necessarily commute. Anyons are quasi-particles with fractional statistics which are building blocks of a topological quantum computer [88]. In this regard, our proposal for an anyonic entanglement measure here can be useful in characterizing states in topological quantum computing. Our idea is based on a natural generalization of the PT to anyonic density matrices and inspired by the observation that PT may be viewed as a partial time-reversal transformation, where the arrow of time is reversed for one subsystem with respect to that of the other subsystem.

For general anyon models, we find that the process of
reversing the arrow of time can be plausibly formulated in terms of a half-braid in the diagrammatic approach. We further demonstrate how such a construction works for several examples of entangled anyonic states. As we will see, similar to the ordinary LN, the anyonic logarithmic negativity (ALN) captures exclusively anyonic correlations, i.e., it is an entanglement monotone and vanishes for separable states where there is no non-trivial charge line connecting the two subsystems. These properties are clearly in contrast with the anyonic generalizations of von Neumann entropy which captures all correlations between the two subsystems. In this regard, the ALN shares some similarity with the anyonic charged entanglement entropy introduced in Ref. [89]. Lastly, as a byproduct, we find that the phase factors appearing in the PT of Ising category lead to a sign factor identical to that of fermionic systems which was found in Ref. [90].

The rest of this paper is organized as follows: In Sec. II, we provide background materials about the partial transpose and anyonic states and entanglement. In Sec. III, we explain how PT can be implemented in the diagrammatic approach and derive an expression for the ALN of an anyonic analogue of a dimer state. Next in Sec. IV, we discuss various conditions which an entanglement measure of anyon models must satisfy and show that the proposed ALN fulfills them all. In Sec. V, we explicitly calculate the ALN of the anyon dimer for the Fibonacci anyons, as well as some special cases of the $su(2)_k$, and $su(3)_k$ theories. Finally, we finish our paper by several closing remarks on outstanding issues and new avenues for future research in Sec. VI. Some details of our calculations and background information are provided in five appendices.

II. PRELIMINARIES

This section is intended as a brief review of the partial transpose in ordinary bosonic and fermionic systems and the entanglement in anyonic systems.

A. Review of bosonic and fermionic partial transpose

As mentioned earlier, separable states are classical states which cannot be used to generate Bell pairs that are used in quantum key distribution or quantum teleportation protocols. They take the general form

$$\rho = \sum_{i,j} p_{ij} \rho_A^{(i)} \otimes \rho_B^{(j)} \quad \text{with} \quad p_{ij} \geq 0,$$

(2.1)

where $\{\rho_A^{(i)}\}$ and $\{\rho_B^{(j)}\}$ are sets of local density matrices [91]. As these states are purely classical by construction, any faithful measure of entanglement must give zero when computed for them.

The PT of a state

$$\rho = \sum_{ijkl} \rho_{ijkl} |e_A^{(i)} e_B^{(j)} e_A^{(k)} e_B^{(l)}\rangle \langle e_A^{(i)} e_B^{(j)} e_A^{(k)} e_B^{(l)}|,$$

(2.2)

written in a local orthonormal basis $\{|e_A^{(i)}\rangle, |e_B^{(j)}\rangle\}$ is defined by exchanging the indices of subsystem $A$ (or $B$) as in

$$\rho^{TA} = \sum_{ijkl} \rho_{ijkl} \left| e_A^{(k)} e_B^{(l)} e_A^{(i)} e_B^{(j)} \right\rangle \langle e_A^{(i)} e_B^{(j)} e_A^{(k)} e_B^{(l)}|.$$

(2.3)

We note that $\rho^{TA}$ is a Hermitian operator, and hence all its eigenvalues are real. The PT test is to check whether or not $\rho^{TA}$ contains any negative eigenvalues. A separable state by definition is not affected by the PT, i.e., it remains positive semi-definite even after PT. On the other hand, a given state which has negative eigenvalues after PT (e.g. Bell states) cannot be a separable state. In this regard, PT test provides a necessary condition for separability [92].

The negative eigenvalues of the partially transposed density matrix can be used to construct the logarithmic negativity (LN) [16-18],

$$\mathcal{E}(A : B) = \ln \|\rho^{TA}\|_1,$$

(2.4)

where $\|X\|_1 = \text{Tr} \sqrt{XX^\dagger}$ is the trace norm (or one-norm). The PT is trace preserving, meaning that—although some eigenvalues are negative—the overall sum adds to one. Since $\rho^{TA}$ is Hermitian, the trace norm is simply the sum of the absolute value of eigenvalues of $\rho^{TA}$. Therefore, existence of negative eigenvalues implies a non-zero LN.

It is worth recapitulating the difference between the bosonic and fermionic PTs [93-95] at this point. Consider a bipartite Fock space of fermions where a state in this Hilbert space is denoted by $|\{n_j\}_{j \in A}, \{\bar{n}_j\}_{j \in B}\rangle$ where $n_j = 0, 1$ are occupation numbers. Using this basis to represent density matrices, the transformation rule for the partial transpose is given by [90, 95],

$$\left( |\{n_j\}_A, \{\bar{n}_j\}_B\rangle \langle \{\bar{n}_j\}_A, \{n_j\}_B| \right)^{TA}$$

$$= (-1)^{\phi(\{n_j\}, \{\bar{n}_j\})} |\{\bar{n}_j\}_A, \{n_j\}_B\rangle \langle \{n_j\}_A, \{\bar{n}_j\}_B|,$$

where the phase factor is

$$\phi = \frac{[(\tau_A + \tau_{\bar{A}}) \bmod 2]}{2} + (\tau_A + \tau_{\bar{A}})(\tau_B + \tau_{\bar{B}}),$$

(2.5)

and $\tau_s = \sum_{j \leq s} n_j$, and $\bar{\tau}_s = \sum_{j \leq s} \bar{n}_j$ are the number of occupied modes in the segment $s = A, B$. The sign factor turns out to be an essential difference between the bosonic PT (which is applied to spin chains, harmonic chains, qubits, etc.) and the fermionic PT, especially when it comes to partition functions of fermionic systems with a fixed spin structure [95, 96]. Although the fermionic PT can be derived as the only definition consis-
tent with operator algebras in fermionic systems (see for instance Ref. [95]), there was little physical intuition as to where this phase factor comes from. As we will see later in this paper, the sign factor can be reproduced if we define PT in terms of braiding of the underlying Majorana fermion worldlines. Before delving into details of anyon models, we refer an interested reader to Appendix A, where we uncover a close similarity between the fermionic PT of a density matrix of a Majorana dimer state and the exchange operator of two vortices in a $p_x + ip_y$ chiral superconductor.

B. Anyonic state and entanglement

Our goal in this part is to adapt the standard notions of entanglement entropy, discussed in Introduction, to anyon models. We begin by reviewing some terminology regarding anyonic states (pure or mix) and the notion of entanglement in that context [89, 97, 98].

Anyonic states and their algebraic properties can be defined axiomatically [89, 98]. A generic density matrix is a sum of projection operators using the fusion rules. As a result, the only input required for constructing anyonic density matrices is the associativity of fusion rules, i.e., $F$ symbols. As we argue in this paper, a plausible choice to incorporate the PT in this formalism would be to reverse the arrow of time for anyon worldlines which are ultimately related to a set of braiding exchanges. We apply the proposed PT to various examples of anyonic density matrices and compare it with other candidate entanglement measures. In the case of Ising anyons, we find that the anyonic PT and ALN reproduces the expected results identical to those of the entangled Majorana dimers [90].

Despite the fact that our derivation was carried out for some toy examples, the procedure of the anyonic PT is general and only assumes a normal ordering of anyon lines. Here, by normal ordering we mean that if one wants to apply PT to anyon lines in the middle of a diagram, those anyons must be brought to the edge of the diagram by braiding them past other anyons. This is similar to the case of fermionic states where Fock space need to be normal ordered when taking the partial trace or partial transpose [99].

Throughout our discussion in this paper, we use the diagrammatic description of anyon states to implement the anyonic PT. For clarity, we denote an anyonic state by $\tilde{\rho}$ and its associated diagrammatic trace (or quantum trace) by tilde. A generic state $\tilde{\rho} \in V_{a_1 \ldots a_n}$ is shown by

$$\tilde{\rho} \overset{\text{def}}{=} \prod_{a_1 \ldots a_n} \tilde{\rho}_{a_1 \ldots a_n},$$

which is a Hermitian semi-definite operator with unit quantum trace, $\tilde{\text{Tr}} \tilde{\rho} = 1$, where $\tilde{\text{Tr}}$ is the quantum trace.

Appendix B reviews some basics of the tensor category, the so-called theory of anyons, such as the fusion rules, states, and operators following Refs. [89, 97, 98].

Let us now review the definitions of several entanglement quantities in anyon models. The anyonic von Neumann entanglement entropy or Rényi entropies are defined in terms of anyonic density matrices as

$$S(\tilde{\rho}) = -\tilde{\text{Tr}}(\tilde{\rho} \ln \tilde{\rho}), \quad (2.7)$$

$$S_n(\tilde{\rho}) = {1 \over 1-n} \ln \tilde{\text{Tr}}(\tilde{\rho}^n). \quad (2.8)$$

These quantities are collectively known as the anyonic entanglement entropies (AEE) [89]. In practice, the anyonic von Neumann entropy of a given state is usually calculated by analytically continuing the Rényi entropies, that is

$$S(\tilde{\rho}) = \lim_{n \rightarrow 1} S_n(\tilde{\rho}), \quad (2.9)$$

where $\tilde{\text{Tr}}(\tilde{\rho}^n)$ is computed diagrammatically. Similarly, one can define the mutual information

$$I(A : B) = S(\tilde{\rho}_A) + S(\tilde{\rho}_B) - S(\tilde{\rho}_{AB}), \quad (2.10)$$

where $\tilde{\rho}_{AB}$ is the density matrix of the bipartite system $(A \cup B)$, while $\tilde{\rho}_A = \tilde{\rho}_B(\tilde{\rho}_{AB})$ and $\tilde{\rho}_B = \tilde{\rho}_A(\tilde{\rho}_{AB})$ are the corresponding reduced density matrices. Here, the partial tracing is performed in the anyonic sense as explained in Appendix B. Here also, the anyonic mutual information suffers from the same issue [89] that it overestimates the entanglement as in the case of ordinary qubits.

Another probe of the entanglement in anyonic systems (which may also be applicable to mixed states) is the entropy of anyonic charge entanglement (ACE) [89] which is defined by

$$S_{\text{ace}}(A : B) \overset{\text{def}}{=} S(D_{A:B}[\tilde{\rho}]) - S(\tilde{\rho}), \quad (2.11)$$

where $D_{A:B}$ is the charge line decoherence superoperator that projects out the charge lines which connect the subsystems $A$ and $B$ unless it is the identity charge line (or equivalently no line). $D_{A:B}$ acts on a state by applying the $\omega_0$-loop [89, 100]:

$$D_{A:B}[\tilde{\rho}] = \tilde{\rho} \rightarrow \tilde{\rho} \circ \tilde{\rho}_A \circ \tilde{\rho}_B \rightarrow \tilde{\rho} \circ \tilde{\rho}_A \circ \tilde{\rho}_B \rightarrow \tilde{\rho}.$$
In other words, the definition (2.11) is constructed in a way to extract only the correlations associated with the anyonic charge lines that connect the two subsystems $A$ and $B$. Hence, ACE is identically zero in the states of the form,

$$\tilde{\rho}_{\text{sep}} \in V_{a_1,\ldots,a_m} \otimes V_{b_1,\ldots,b_n},$$

(2.14)
since $\tilde{\rho}_{\text{sep}} = D_{A:B}[\tilde{\rho}_{\text{sep}}]$. As we will see in Sec. IV A, these are called separable states and their ALN vanishes as well.

### III. ANYONIC PARTIAL TRANSPOSE

In this section, we introduce a diagrammatic implementation of the PT. As the reader may have noticed, in the diagrammatic formalism, we implicitly assume an arrow of time by representing anyon worldlines traveling forward in time as upward oriented lines. Hence, we reverse the arrow of time of one subsystem by exchanging the corresponding anyon lines vertically.

Let us begin with a diagrammatic implementation of the full transposition by exchanging the endpoints of the lines from top and bottom of a density matrix operator

$$\tilde{\rho} \xrightarrow{T} \tilde{\rho},$$

(3.1)

Given this observation, we propose a definition for PT. At the level of blocks, the anyonic PT looks like

$$\tilde{\rho}^{T_A} \xrightarrow{\text{def}} \tilde{\rho}.$$  

(3.2)

As we see, we get braiding exchange of anyon worldlines within subsystem $A$. We then define the anyonic logarithmic negativity (ALN) as

$$E(A : B) = \ln \|\tilde{\rho}^{T_A}\|_1,$$

(3.3)
in terms of singular values of $\tilde{\rho}^{T_A}$. We should note that the anyonic PT defined above is not necessarily unique as we can braid clockwise or counterclockwise anyons at different positions. However, different choices of braiding do not change the singular values and lead to the same value for the ALN. Hence, we do not need to make a specific choice. This arbitrariness is reminiscent of basis dependence of the partial transpose in conventional systems.

We further notice that the order of the charge lines (from left to right) is reversed as we perform the PT. This however is not an issue, since we always contract $\tilde{\rho}^{T_A}$ with itself (or its Hermitian conjugate). As a sanity check, we note that the above construction manifestly obeys the identity $\langle \tilde{\rho}^{T_A} \rangle = \langle \tilde{\rho}^{T_A} \tilde{\rho}^{T_A} \rangle$ which is valid for any definition of PT.

Finally, we should add that the above definition of anyonic PT is not necessarily trace preserving nor Hermitian. To resolve this, one can perform local unitary transformations to make it trace preserving. Nevertheless, we technically do not need $\tilde{\rho}^{T_A}$ to be Hermitian or trace preserving as far as calculating the ALN is concerned. This is because ALN only depends on the singular values of $\tilde{\rho}^{T_A}$ (i.e., square roots of the spectrum of the Hermitian operator $\tilde{\rho}^{T_A} \tilde{\rho}^{T_A}$).

We finish this section by a warm-up example on how ALN is computed for a special case of an anyon dimer which fuses into the identity channel, as shown below,

$$\tilde{\rho}_a = \frac{1}{\bar{d}_a} \begin{array}{c} a \\ \bar{a} \end{array}.$$

(3.4)

Following the steps described above and taking the anyonic PT, we get

$$\tilde{\rho}_a^{T_A} = \frac{1}{\bar{d}_a} \begin{array}{c} \bar{a} \\ a \end{array}.$$

(3.5)

In order to compute the ALN, we need to calculate the norm of $\tilde{\rho}_a^{T_A}$ which involves computing $\sqrt{\tilde{\rho}_a^{T_A} \tilde{\rho}_a^{T_A}}$. Defining the square root in the diagrammatic approach may look difficult. However, we observe in this case that

$$\tilde{\rho}_a^{T_A} (\tilde{\rho}_a^{T_A})^{\dagger} = \frac{1}{\bar{d}_a^2} \begin{array}{c} a \\ \bar{a} \end{array},$$

(3.6)

which is proportional to the identity operator. Therefore, we find the ALN to be

$$E = \ln \bar{d}_a,$$

(3.7)

which is non-zero when $a$ is non-Abelian. In view of the fact that $\bar{d}_a$ can be thought of as the local anyonic Hilbert space dimension, the state (3.4) can then be regarded as anyonic version of maximally entangled state of two anyons. In the next section, we investigate general properties of ALN defined earlier. Subsequently, we will discuss more examples in Sec. V.

### IV. GENERAL PROPERTIES

In order for an entanglement measure to be useful, it should satisfy several requirements [101–103]. In this sec-
tion, we check these conditions for the ALN. We briefly list them here:

a. Vanishing for separable states;
b. Invariance under local unitaries;
c. Additivity;
d. Monotonicity under LOCC;
e. Computability, and continuity.

We should note that one may impose other conditions as requirements for a useful entanglement measure. Here, we considered the most common ones from the quantum information literature. Furthermore, the last condition is only necessary for practical purposes. For instance, a given quantity can be a measure of entanglement by satisfying the first four conditions, but it may be very difficult to compute it. In this regard, such a measure is not practically useful for quantifying the entanglement.

A. Zero entanglement for anyonic separable states

Here, we need to show that PT acting on a separable state, defined in Eq. (2.1), does not change its norm (which is one). For concreteness, we consider a general form of a separable state in a tensor product Hilbert space $V_{a_1 \ldots a_n} \otimes V_{b_1 \ldots b_m}$,

$$\rho_{\text{sep}} = \sum_{\vec{e}, \vec{e}', f, f'} p_{\vec{e}, \vec{e}', f, f'} \tilde{\rho}_A^{(\vec{e}, f)} \otimes \tilde{\rho}_B^{(\vec{e}', f')} ,$$  \hspace{1cm} (4.1)

where $\vec{e}$ and $\vec{e}'$ label the fusion channels in the fusion tree and $f$ and $f'$ denote the net fusion channels. We note that the action of PT becomes a full transpose on one subsystem, i.e.,

$$\rho_{\text{sep}}^{T_A} = \sum_{\vec{e}, \vec{e}', f, f'} p_{\vec{e}, \vec{e}', f, f'} \tilde{\rho}_A^{(\vec{e}, f')} \otimes \tilde{\rho}_B^{(\vec{e}', f)} .$$  \hspace{1cm} (4.2)

We observe that

$$\rho_{\text{sep}}^{T_A} \tilde{\rho}_{\text{sep}} = \sum_{\vec{e}, \vec{e}', f, f'} p_{\vec{e}, \vec{e}', f, f'} (\tilde{\rho}_A^{(\vec{e}, f)})^T \otimes (\tilde{\rho}_B^{(\vec{e}', f')})^T = \sum_{\vec{e}, \vec{e}', f, f'} p_{\vec{e}, \vec{e}', f, f'} (\tilde{\rho}_A^{(\vec{e}, f)})^2 \otimes (\tilde{\rho}_B^{(\vec{e}', f')})^2 ,$$  \hspace{1cm} (4.3)

where $\cdots$ on $\tilde{\rho}_A$ means the operator is turned upside-down, and as usual, $\cdots$ over an anyon symbol denotes the corresponding anti-particle. The first identity in the above follows from the orthogonality of anyonic states and the second identity follows from the property that

$$\tilde{\rho}_A^{(\vec{e}, f)} = \theta_f^* \tilde{\rho}_A^{(\vec{e}, f)} ,$$  \hspace{1cm} (4.4)

which diagrammatically means

$\begin{array}{c}
\text{(a)} \\
\text{(b)} \\
\text{(c)} \\
\text{(d)} \\
\text{(e)} \\
\end{array}
$

The above relation in turn yields

$$\| \tilde{\rho}_A^{(\vec{e}, f)} \|_1 = \| \tilde{\rho}_A^{(\vec{e}, f)} \|_1 = 1 .$$  \hspace{1cm} (4.6)

Finally, Eq. (4.3) implies the norm invariance under PT and hence a zero ALN,

$$\mathcal{E}(\rho_{\text{sep}}) = \ln \| \tilde{\rho}_{\text{sep}}^{T_A} \|_1 = \ln \| \tilde{\rho}_{\text{sep}} \|_1 = 0 .$$  \hspace{1cm} (4.7)

Regardless of separability, because of the triangle inequality for the one-norm we can put forward the following theorem.

**Theorem 1.** The subspace of states with vanishing ALN forms a convex set.

**Proof:**

Suppose two density matrices $\hat{\rho}_1$ and $\hat{\rho}_2$ have vanishing ALN, i.e., $\| \hat{\rho}_1^{T_A} \|_1 = \| \hat{\rho}_2^{T_A} \|_1 = 1$. Then, the ALN of any linear combination of these two states is also zero, since

$$1 \leq \| (p \hat{\rho}_1 + (1 - p) \hat{\rho}_2) \|_1^{T_A} = \| p \hat{\rho}_1^{T_A} + (1 - p) \hat{\rho}_2^{T_A} \|_1 ,$$

$$\leq p \| \hat{\rho}_1^{T_A} \|_1 + (1 - p) \| \hat{\rho}_2^{T_A} \|_1 = 1 ,$$

where $0 \leq p \leq 1$. Therefore, $\mathcal{E}(p \hat{\rho}_1 + (1 - p) \hat{\rho}_2) = 0 .

\blacksquare

B. Invariance under local unitary transformation

Applying a local unitary operator must not change the entanglement measure. A local unitary is represented by

$$\hat{\rho} \rightarrow (U_A \otimes U_B) \hat{\rho} (U_A^\dagger \otimes U_B^\dagger) ,$$  \hspace{1cm} (4.9)

where $U_s$, $s = A, B$ are unitary operators acting on subsystems $A$ and $B$, respectively. We are to show that

$$\| (U_A \otimes U_B) \hat{\rho} (U_A^\dagger \otimes U_B^\dagger) \|_1^{T_A} = \| \hat{\rho} \|_1 .$$  \hspace{1cm} (4.10)

We first note that

$$((U_A \otimes U_B) \hat{\rho} (V_A \otimes V_B))^{T_A} = (V_A \otimes V_B) \hat{\rho}^{T_A} (U_A \otimes V_B) ,$$  \hspace{1cm} (4.11)
where $V_A$ ($U_A$) denotes modified unitary operators which act from left (right) as opposed to their original form which acts from right (left). The above identity is a consequence of the pivotal property of unitary categories [104] which can be shown diagrammatically as,

\[
\begin{align*}
\begin{array}{c}
\begin{array}{c}
V_A \quad V_B \\
U_A \quad U_B
\end{array}
\end{array}
\end{align*}
\]

where we identify the upside down operators with $\bar{V}$ and $\bar{U}$ in Eq. (4.11). The crucial point is that $V_A$ and $U_A$ are also unitary operators. Finally, the fact that one-norm is unitary invariant then leads to Eq. (4.10).

C. Additivity

Entanglement of a composite system is equal to the sum of the entanglements of the constituting systems. To be more specific, let us consider two sets of anyons $V_{a_1 \cdots a_n b_1 \cdots b_m}$ and $V_{a_1' \cdots a_n' b_1' \cdots b_m'}$. A tensor product state in the combined space can be written as

\[
\tilde{\rho} = \tilde{\rho}_{AB} \otimes \tilde{\rho}_{A'B'},
\]

where $\tilde{\rho}_{AB}$ and $\tilde{\rho}_{A'B'}$ describe entangled states in $V$ and $V'$, respectively. This situation, for example, is realized by stacking two systems where $V_{a_1 \cdots a_n}$ and $V_{a_1' \cdots a_n'}$ spaces belong to subsystem $A$ and similarly for the subsystem $B$. The additivity condition requires that

\[
\mathcal{E}(\tilde{\rho}_{AB} \otimes \tilde{\rho}_{A'B'}) = \mathcal{E}(\tilde{\rho}_{AB}) + \mathcal{E}(\tilde{\rho}_{A'B'}).
\]  

This condition is satisfied in the diagrammatic approach by definition, since the anyonic partial transpose involves manipulating each diagram separately. In other words,

\[
(\tilde{\rho}_{AB} \otimes \tilde{\rho}_{A'B'})^{T_{A:A'}} = \tilde{\rho}_{AB}^{T_A} \otimes \tilde{\rho}_{A'B'}^{T_{A'}}
\]

i.e., the partial transpose and tensor product commute.

D. Monotonicity under LOCC

Here, we show that ALN is an entanglement monotone under the action of local quantum operations and classical communication (LOCC). LOCC generally refers to a multi-party process which consists of a sequence of steps where one party performs local measurements and communicates the result to other parties. As a result, the density matrix is mapped into

\[
\rho \rightarrow \sum_i p_i \rho_i,
\]

where $\rho_i$ denote a set of post measurement density matrices and $p_i$’s are the probabilities associated with each outcome such that $\sum_i p_i = 1$. The monotonicity condition states that an entanglement quantity $f$ must not increase on average over the set $\{\rho_i\}$; i.e.,

\[
f(\rho) \geq \sum_i p_i f(\rho_i).
\]

Instead of working directly with LOCCs and proving the above inequality, we make use of the theorem in Refs. [18, 105, 106] which implies that a convex function [107] $f$ is LOCC monotone if and only if $f$ is

1. invariant under local unitary operations,
2. invariant under adding local ancilla in an arbitrary state at either subsystems,
3. monotone under local projective measurements,
4. affine on mixtures of states possessing local orthogonal (ancilla) flags, i.e., the function is equal to its average as in

\[
f(\sum_i p_i \rho_i \otimes |i_R\rangle\langle i_R|) = \sum_i p_i f(\rho_i),
\]

where $|i_R\rangle \in \mathcal{H}_R$ denotes a set of local orthogonal flags and can be combined to be part of either subsystems $A$ or $B$.

Although the monotonicity conditions are commonly defined for density matrix operators in matrix notation, it is straightforward to promote them to the anyonic version and express them in terms of tilde operators. Condition (1) was already discussed in Sec. IV B. In Appendix C, we show that ALN meets conditions (2) and (3). Furthermore, we observe that

\[
\left\| \left( \sum_i p_i \tilde{\rho}_i \otimes \Pi^{(i)}_R \right)^{T_A} \right\|_1 = \left\| \sum_i p_i \tilde{\rho}_i^{T_A} \otimes \Pi^{(i)}_R \right\|_1
\]

\[
= \sum_i p_i \left\| \tilde{\rho}_i^{T_A} \otimes \Pi^{(i)}_R \right\|_1
\]

which is the anyonic version of the affinity condition (4.18) for the norm of PT. Here, $\Pi^{(i)}_R$ refers to an orthonormal set of anyonic projection operators for ancilla and the system is partitioned as $A \cup (BR)$. We note that the second identity follows from the orthogonality of projection operators, and the last line is a consequence of condition (2) (see also Appendix C for more details).

Having shown that anyonic PT satisfies conditions (1)-

\[
(\tilde{\rho} \rightarrow \tilde{\rho})
\]

\[
(\tilde{\rho} \rightarrow \tilde{\rho})
\]

\[
(\tilde{\rho} \rightarrow \tilde{\rho})
\]
(4), we conclude that
\[
\|\tilde{\rho}^T\|_1 \geq \sum_i p_i \|\tilde{\rho}_i^T\|_1 \tag{4.20}
\]
which is the anyonic version of the monotonicity condition (4.17). Finally, we use the fact that logarithm is a concave function to arrive at
\[
\mathcal{E}(\tilde{\rho}) \geq \sum_i p_i \mathcal{E}(\tilde{\rho}_i). \tag{4.21}
\]

E. Computability and Continuity

An entanglement measure is useful in practice if it can be efficiently computed for every state. For a generic anyonic density matrix represented diagrammatically, it is straightforward to perform the transformation rule (3.2), albeit it may lead to complicated diagrams. Furthermore, the entanglement measure should be continuous. There is not much to prove here, since PT is a linear operation and ALN is defined in terms of a one-norm which is algebraically a continuous function.

V. APPLICATION TO A SINGLE PAIR OF ANYONS

To illustrate how our proposed anyonic PT can be carried out, we use the entangled state $\tilde{\rho}_{ab}$ that describes a pair of anyons $a$ and $b$ which fuse to the total charge $f$ with matrix coefficients $[p^f]_{\mu\mu'}$,

\[
\tilde{\rho}_{ab} = \sum_{f,\mu,\mu'} \frac{[p^f]_{\mu\mu'}}{d_f} |a, b, \mu; f\rangle \langle a, b, \mu'; f|.
\]

(5.1)

where $\mu, \mu' = 1, \cdots, N_{ab}^f$ denote multiplicity indices. This is a generalization of the example given at the end of Sec. III. We further assume that the above density matrix is normalized $\tilde{\text{Tr}}(\tilde{\rho}) = \sum_f \text{Tr}[p^f] = 1$ and positive semi-definite which further constrains the matrix $[p^f]_{\mu\mu'}$ of coefficients. For instance, $\text{det}[p^f] > 0$ for every $f$ is a necessary condition.

We now apply the definition (3.2) to the anyonic dimer state $\tilde{\rho}_{ab}$ in Eq. (5.1), which gives

\[
\tilde{\rho}_{ab}^T = \sum_{f,\mu,\mu'} \frac{[p^f]_{\mu\mu'}}{\sqrt{d_a d_b d_f}} |a, u, \mu; f\rangle \langle a, u, \mu'; f|. \tag{5.2}
\]

That can further be simplified as

\[
\tilde{\rho}_{ab}^T = \sum_{f,\mu,\mu'} \frac{[p^f]_{\mu\mu'}}{\sqrt{d_a d_b d_f}} |a, u, \mu; f\rangle \langle a, u, \mu'; f|. \tag{5.3}
\]

\[
= \frac{1}{d_b} \sum_{c,\sigma,\nu', \tilde{\sigma}} [M^c]_{\nu\nu'} \sqrt{\frac{b_c}{d_a d_b}} |a, b, \sigma; c\rangle \langle b, c, \nu'; \tilde{\sigma}|, \tag{5.4}
\]

where

\[
[M^c]_{\nu\nu'} = \sum_{f,\mu,\mu', \sigma,\sigma', \delta,\delta'} \frac{[p^f]_{\mu\mu'}}{\sqrt{d_a d_b d_f}} |a, b, \mu; f\rangle \langle a, b, \mu'; f| \times [F^c_{\sigma\delta}]_{(b, \sigma, \nu), (b, \delta', \nu')} [R^f_{\delta\tilde{\sigma}}]_{b\sigma} \tag{5.5}
\]

and $A$-symbols are unitary matrices associated with the $A$-moves (see the definition in Eqs. (B18) and (B19) of Appendix B). Clearly, this process does not preserve the anyonic trace, because

\[
\tilde{\text{Tr}}(\tilde{\rho}_{ab}^T) = \sum_{c} \frac{d_c}{d_b} \text{Tr}[M^c] = \theta_a, \tag{5.6}
\]

where the last identity comes from directly evaluating the anyonic trace of the diagram (5.2). As mentioned earlier, we can define a trace-preserving anyonic PT by performing a local unitary to absorb $\theta_a$. However, this step is not really necessary when evaluating the ALN, since we need to compute the one-norm of $\tilde{\rho}_{ab}^T$ which can in turn be written in terms of square root of the Hermitized operator $\tilde{\rho}_{ab}^{T\dagger}$ where the $\theta_a$ factor cancels out. Hence, we obtain

\[
\mathcal{E}(A : B) = \ln \|\tilde{\rho}_{ab}^T\|_1 = \ln \sum_c \frac{d_c}{d_b} \|M^c\|_1. \tag{5.7}
\]

We should note that ALN is independent of which subsystem we apply the partial transpose to. In Appendix D, we prove that $\|\tilde{\rho}_{ab}^T\|_1 = \|\tilde{\rho}_{ab}\|_1$. Moreover, Eq. (5.7) is always non-negative, because

\[
\sum_c \frac{d_c}{d_b} \|M^c\|_1 \geq \sum_c \frac{d_c}{d_b} \theta_a \text{Tr}[M^c] = 1 \tag{5.8}
\]

where we use Eq. (5.6) in the last equality.

Let us now look at some special limits of the above expression. When the fusion channel is multiplicity free, the ALN is simplified into

\[
\mathcal{E} = \ln \sum_c \frac{d_c}{d_b} \sum_f p_f R^f_c [F^c_{ab}]_{b,\tilde{a}}, \tag{5.9}
\]
When there is only one Abelian fusion channel (e.g. the identity sector), $[F]_{\mu\nu} = \delta_{\mu\nu} \delta_{\mu,1} \delta_{\nu,1}$, Eq. (5.7) reduces into
\[ E = \ln \sum_{c} \frac{d_c}{d_b} \left| \left| F_c^{\mu\nu}_{\alpha\beta} (b,1,\mu)(b,1,\nu') \right| \right|_1 \]
\[ = \ln \sum_{c} \frac{d_c}{d_b} N_{\alpha\beta}^c = \ln d_a, \] (5.10)

where we use the fact that $F$-symbols are unitary matrices and $\sum_c N_{\alpha\beta}^c = d_a d_b$. From this observation, we also deduce that if $a$ or $b$ is Abelian, then the ALN is identically zero. From now on, we omit the multiplicity indices for simplicity unless stated otherwise.

As a reference for comparison with (5.9), we note that ACE of the dimer state (5.1) without multiplicity is given by
\[ S_{\text{ace}} = \ln d_a + \ln d_b - \sum_{f} p_f \ln d_f + \sum_{f} p_f \ln p_f \] (5.11)
which is simply the mutual information. This quantity however overestimates the entanglement. For instance, when $a = b$ and there is only one Abelian fusion channel, we get
\[ S_{\text{ace}} = 2 \ln d_a \] (5.12)
which is twice the logarithmic negativity in Eq. (5.10).

Later in this section, we study several examples of multiplicity-free fusion categories and observe that ALN only vanishes at an isolated point or a line in a higher dimensional parameter space. This observation inspires us to put forward the following theorem and its subsequent conjecture.

**Theorem 2.** The subspace of vanishing ALN in multiplicity-free dimer states is at least one dimension lower than the entire space of dimer states.

We should note that this statement is in stark contrast with ordinary spins (qubits) where zero LN (positive PT) states occupy a finite volume of the entire space of states $[14, 108-110]$.

**Proof:**

We begin by noting that the space of dimer states is $(n-1)$-dimensional, parameterized by a vector $\vec{p} = (p_1, p_2, \cdots, p_n) \in \mathbb{R}^n$ with a unit trace constraint $\sum_{f=1}^{n} p_f = 1$. For multiplicity-free theories, PT can be viewed as a linear map from $\mathbb{R}^n$ to $\vec{m} = (m_1, \cdots, m_n) \in \mathbb{C}^n$ where the complex valued components are defined in Eq. (5.5), subject to the constraint $\sum_{c=1}^{n} m_c = 1$ [111]. Alternatively, the linear relation between $\vec{m}$ and $\vec{p}$ can be recast as
\[ m_i = \sum_{j=1}^{n} \Delta_{ij} p_j, \] (5.13)
where $\Delta$ is an $n \times n$ complex matrix which depends on $R$ and $F$ symbols as in Eq. (5.5). Because of the unit trace constraint on $\vec{m}$, the zero ALN condition $\sum |m_i| = 1$ is met only when $m_i$’s are collinear on the real positive axis, i.e. $m_i = 0$ for every $i$. In terms of $\Delta$, we can write these conditions as
\[ \sum_{j=1}^{n} \operatorname{Im}[\Delta_{ij}] p_j = 0. \] (5.14)

Therefore, the dimension of subspace of states with vanishing ALN depends on the rank of $\operatorname{Im}[\Delta]$ and is given by
\[ r_0 = n - 1 - \text{rank}(\operatorname{Im}[\Delta]). \] (5.15)
Notice that the unit trace requirement already imposes a constraint on $\operatorname{Im}[\Delta]$ matrix, $\sum_{i,j=1}^{n} \operatorname{Im}[\Delta_{ij}] p_j = 0$, which makes it rank deficient. This in turn guarantees $r_0 \geq 0$. In general, $r_0$ is not a priori known and depends on the dimer state and a given category. Nevertheless, it is unlikely that $\operatorname{Im}[\Delta]$ will be a zero matrix; hence, $0 \leq r_0 < n-1$, which is lower-dimensional than $(n-1)$-dimensional parameter space.

In the case of $\text{rank}(\operatorname{Im}[\Delta]) = n-1$, there is only one solution to Eq. (5.14). Due to Theorem 1, the ALN is zero at a single point, and there is no choice but the separable state which is given by the probability coefficients in Eq. (5.16), written below.

**Corollary 1.** When the subspace of vanishing ALN is zero-dimensional, ALN vanishes only at the separable state where
\[ p_f = \frac{d_f}{d_a d_b}. \] (5.16)

In other words, zero ALN is a necessary and sufficient condition for separability in this case.

We further believe that Theorem 2 can be generalized to categories with fusion multiplicities, although we do not present a rigorous proof here.

**Conjecture 1.** The subspace of vanishing ALN for dimer states forms a zero measure set.

In the remainder of this section, we compute the ALN of the toy density matrix (5.1) for some special cases in Ising anyons, Fibonacci category, $su(2)_k$, and $su(3)_k$ theories. As we will see, ALN vanishes along a line in the parameter space of dimer state of two spin-1 anyons in $su(2)_4$ and two spin-8 anyons in $su(3)_3$, otherwise, it equals zero at a single point.

### A. Ising anyons

The Ising($\nu$) anyon models [88, 104, 112] contain three topological charges $\{I, \sigma, \psi\}$ with the following fusion
where the latter matrix is in the \( \{ I, \psi \} \) basis, i.e., \( a, b = I, \psi \), and \( \kappa_\sigma = (-1)^{\frac{\nu-1}{2}} \) is the Frobenius-Schur indicator of \( \sigma \). Furthermore, the \( R \)-symbols are

\[
R_\sigma^{\psi\sigma\psi} = R_\sigma^{\sigma\sigma\psi} = (-i)^\nu, \\
R_\psi^{\sigma\sigma\psi} = \kappa_\sigma e^{-i\frac{\pi}{8}\nu}, \\
R_\psi^{\sigma\sigma\sigma} = \kappa_\sigma e^{i\frac{3\pi}{8}\nu}.
\]

The topological twist factor \( \theta_\sigma = e^{i\frac{\pi}{8}\nu} \) uniquely distinguishes the eight distinct Ising\(^{(\nu)}\) anyon models, as does the chiral central charge \( c \) mod 8 = \( \frac{5}{2} \).

As our first example, we consider the dimer state of two Ising anyons, i.e., \( a = b = \sigma \) in Eq. (5.1). Upon plugging in the anyon data for Eq. (5.9), we arrive at

\[
E = \frac{1}{2} \ln[2(p_I^2 + p_\psi^2)],
\]

where \( p_I + p_\psi = 1 \). As we see in this case, \( E \) vanishes only when \( p_I = p_\psi = 1/2 \), corresponding to Eq. (5.16). In other words, there is no other (in-)separable states with zero ALN.

As our second example, we take \( a = \sigma \) and \( b = \psi \). In this case, the total fusion channel is fixed to be \( f = \sigma \) and \( E = 0 \).

### B. Fibonacci anyons

The Fibonacci category has two topological charges \( \{ I, \tau \} \), with the following non-trivial fusion rule

\[
\tau \otimes \tau = I \oplus \tau.
\]

The quantum dimensions are given by

\[
d_I = d_{\psi} = 1, \quad d_\sigma = \sqrt{2}.
\]

The nontrivial \( F \)-symbols are

\[
F_\psi^{\psi\sigma\psi} = F_\psi^{\sigma\psi\sigma} = -1, \\
[F_\sigma^{\sigma\sigma\sigma}]_{ab} = \kappa_\sigma \left[ \begin{array}{cc} 1 & 1 \\ \sqrt{2} & -1 \end{array} \right].
\]

where the latter matrix is in the \( \{ I, \psi \} \) basis, i.e., \( a, b = I, \psi \), and \( \kappa_\sigma = (-1)^{\frac{\nu-1}{2}} \) is the Frobenius-Schur indicator of \( \sigma \). Furthermore, the \( R \)-symbols are

\[
R_\sigma^{\sigma\sigma\sigma} = R_\sigma^{\sigma\psi\psi} = (-i)^\nu, \\
R_\psi^{\psi\psi\psi} = \kappa_\sigma e^{-i\frac{\pi}{8}\nu}, \\
R_\psi^{\sigma\sigma\psi} = \kappa_\sigma e^{i\frac{3\pi}{8}\nu}.
\]

The topological twist factor \( \theta_\sigma = e^{i\frac{\pi}{8}\nu} \) uniquely distinguishes the eight distinct Ising\(^{(\nu)}\) anyon models, as does the chiral central charge \( c \) mod 8 = \( \frac{5}{2} \).

As our first example, we consider the dimer state of two Fibonacci anyons, i.e., \( a = b = \tau \) in Eq. (5.1). Upon plugging in the anyon data for Eq. (5.9), we arrive at

\[
E = \frac{1}{2} \ln[2(p_I^2 + p_\tau^2)],
\]

where \( p_I + p_\tau = 1 \). As we see in this case, \( E \) vanishes only when \( p_I = p_\tau = 1/2 \), corresponding to Eq. (5.16). In other words, there is no other (in-)separable states with zero ALN.

As our second example, we take \( a = \sigma \) and \( b = \psi \). In this case, the total fusion channel is fixed to be \( f = \sigma \) and \( E = 0 \).
The two extreme limits are when \( p_I = 1 \),
\[
\mathcal{E} = \ln \phi, \quad (5.27)
\]
and when \( p_r = 1 \),
\[
\mathcal{E} = \ln \frac{2}{\phi^2}, \quad (5.28)
\]
Figure 1 shows how ALN varies in the Ising and Fibonacci categories. Similar to the Ising anyons, ALN in the Fibonacci case vanishes only at a single point defined in Eq. (5.16).

C. \( su(2)_k \) anyons

The deformed versions of the \( su(2) \) spin models where the anyons are labeled by the first \( k + 1 \) (generalized) angular momenta \( \{0, \frac{1}{2}, 1, \frac{3}{2}, \cdots, \frac{k}{2}\} \). They obey the fusion rule
\[
\min(j_1 + j_2, k - j_1 - j_2) \quad j_1 \otimes j_2 = \bigoplus_{j = |j_1 - j_2|} j, \quad (5.29)
\]
and their quantum dimensions are given by
\[
d_j = \frac{\sin \frac{\pi(2j + 1)}{k + 2}}{\sin \frac{\pi}{k + 2}}. \quad (5.30)
\]
In the above notation, the identity sector is labeled by zero, i.e., \( I \equiv 0 \). The \( F \) and \( R \) symbols of this category are provided in Appendix E.

Let us first consider an entangled state (5.1) of two spin-2’s in the \( su(2)_5 \) category associated with the following fusion rule,
\[
2 \otimes 2 = 0 \oplus 1, \quad (5.31)
\]
which is shown as a green curve in Fig. 1. By comparing the values of ALN at \( p_0 = 0 \) for different categories, we observe that the fusion channel with larger quantum dimension leads to a smaller ALN. Next, we consider a mixed state of two spin-1/2’s with the two fusion channels,
\[
\frac{1}{2} \otimes \frac{1}{2} = 0 \oplus 1. \quad (5.32)
\]
Figure 2 shows how the ALN for different \( su(2)_k \) categories changes as the probability is tuned from the spin-1 channel towards the spin-0 (identity) channel. We observe that the entanglement in the spin-1 fusion channel decreases substantially as the level of the theory, \( k \), is increased, while the negativity of the identity channel remains finite at \( \ln d_{\frac{1}{2}} = \ln 2 \cos(\pi/(k + 2)) \). Finally, as \( k \gg 1 \) is tuned towards the ordinary spins, it approaches the Werner state [113] of ordinary spin-1/2 (qubit) systems,
\[
\rho_w = p_0 |s\rangle\langle s| + \frac{1 - p_0}{3} \sum_{i=0,\pm} |t_i\rangle\langle t_i|, \quad (5.33)
\]
where \( |t_0\rangle = (|\uparrow\downarrow| + |\downarrow\uparrow|) / \sqrt{2}, |t_+\rangle = |\uparrow\uparrow\rangle \), and \( |t_-\rangle = |\downarrow\downarrow\rangle \) are spin triplet states and \( |s\rangle = (|\uparrow\downarrow\rangle - |\downarrow\uparrow\rangle) / \sqrt{2} \) denotes the spin singlet state. The corresponding logarithmic negativity is given by
\[
\mathcal{E}(\rho_w) = \ln \left( \frac{1}{2} + p_0 + \frac{1}{2} - p_0 \right), \quad (5.34)
\]
which is shown as the dashed line in Fig. 2. We should note that all states with \( p_0 < 1/2 \) are separable for ordinary spins. This is in contrast with any theory of finite \( k \) where ALN vanishes only at one point. The separable point of \( su(2)_k \) is determined by (5.16), that is
\[
p_0^* = \frac{1}{2 \cos(\pi/(k + 2))^2}, \quad (5.35)
\]
which approaches 1/4 in the \( k \to \infty \) limit. This is clearly away from the sudden death point \( p_0 = 1/2 \) of the Werner state. Therefore, what happens to the ALN curves as we increase \( k \) in \( su(2)_k \) is that they get flatter and flatter near \( p_0^* \), i.e., higher order derivatives \( \frac{\partial^n E}{\partial p_0^n} \) vanish at \( p_0 = p_0^* \). As shown in Fig. 2, \( su(2)_{100} \) is already quite close to the Werner state.

Let us now consider mixed states of two spin-1’s with three fusion channels
\[
1 \otimes 1 = 0 \oplus 1 \oplus 2, \quad (5.36)
\]
for \( k \geq 4 \). This implies that the space of dimer states is two dimensional, \( (p_0, p_1) \). In particular, for \( k = 4 \) we find that
\[
\mathcal{E} = \ln \left[ \frac{1}{2} \sum_{s=\pm 1} |p_0 - p_2 + se^{-i\frac{\pi}{2}} p_1| + |p_0 + p_2| \right], \quad (5.37)
\]
where ALN is identically zero for \( p_0 = p_2 = (1 - p_1)/2 \) (See Fig. 3(a)). We observe two important differences from the other cases we studied so far: First, the subspace of states with zero ALN is not simply an isolated point but a one-dimensional space. Second, this family of states is clearly not a product state or separable, while their ALN is zero. To put it in the context of Theorem 2, we find the \( \Delta \) matrix to be
\[
\Delta = \frac{1}{2} \begin{pmatrix} \theta & 1 & -\theta \\ 2 & 0 & 2 \\ -\theta & 1 & \theta \end{pmatrix}, \quad (5.38)
\]
where \( \theta = e^{i\frac{\pi}{2}} \). We see that rank(Im[\( \Delta \)]) = 1, and hence, using Eq. (5.15), the dimension of the subspace of vanishing ALN is \( r_0 = 1 \).
We further numerically compute the ALN for \( k > 4 \) and typical results for level \( k = 6 \) and 100 are shown in Fig. 3(b) and (c). We note that in these cases ALN vanishes only at one point as in Eq. (5.16). To summarize the spin-1 results, we plot the zero locus of ALN in Fig. 3(d). For reference, we also show the zero locus of two ordinary spin-1’s which covers a finite two-dimensional region \( p_0 \leq 1/3, p_1 \leq 1/2 \) (green region). Again, the crucial difference between anyonic states and ordinary spin states is that ALN only vanishes at points or along a line which are measure-zero sets in two-dimensional space. Similar to the previous case of two spin-1/2 anyons, here also the ALN surface becomes flatter and flatter around the separable point (5.16), as we increase \( k \) (e.g., Fig. 3(c)).

D. \( su(3)_3 \) anyons

We study a subset of the anyons within the \( su(3)_3 \) category as a simple theory with fusion multiplicity. The four anyons \( \{1, 8, 10, \overline{10}\} \) are closed under fusion, and has quantum dimensions \cite{[114]},

\[
d_1 = d_{10} = d_{\overline{10}} = 1, \quad d_8 = 3, \quad (5.39)
\]

where the fusion rules are given by

\[
\begin{align*}
8 \otimes 8 &= 1 \oplus 8 \oplus 8 \oplus 10 \oplus \overline{10}, \\
8 \otimes 10 &= 8 \times \overline{10} = 8, \\
10 \otimes 10 &= \overline{10}, \quad \overline{10} \otimes \overline{10} = 10, \quad \overline{10} \otimes 10 = 1. 
\end{align*}
\]

(5.40)

The crucial point here is that we have a non-trivial multiplicity \( N_{88}^8 = 2 \). The \( F \) and \( R \) symbols are provided in Appendix E.

We consider a state in the form of Eq. (5.1) where \( a = b = 8 \) and we limit the fusion channel only to \( f = 8 \) with two multiplicities. This density matrix is fully described by a \( 2 \times 2 \) matrix

\[
[p^8] = \begin{pmatrix}
p^8_{11} & p^8_{12} \\
p^8_{21} & p^8_{22}
\end{pmatrix}, \quad (5.41)
\]

in the Hilbert space \( V_{88}^{88} \) and is characterized by three real parameters:

\[
\begin{align*}
p^8_{11} &= p, \quad & p^8_{22} &= 1 - p, \\
p^8_{12} &= p^8_{21} = q_r + iq_i. \quad (5.42)
\end{align*}
\]

where \( q_i, q_r \leq 1/2 \) to ensure positive semi-definiteness of \( \rho_{ab} \). Plugging in the anyon data for Eq. (5.7), we get

\[
\mathcal{E} = \ln \left[ 1 + \frac{2p - 1}{3} + \frac{1}{6} \sum_{s=\pm 1} \left| 2p - 1 + 2\sqrt{3}s q_r \right| \right].
\]

(5.43)

(See Appendix E for details.) It is interesting to note that ALN does not depend on \( q_i \) and vanishes when \( p = 1/2, q_r = 0 \) for arbitrary values of \( q_i \). This gives not just a point but a family of states with vanishing ALN which lives on a line in the three-dimensional parameter space \( (p, q_r, q_i) \). Similar to the case of two spin-1’s in \( su(2)_4 \), here also we get a family of states with zero ALN which is clearly not a product state or separable. We also note that this is consistent with Conjecture 1, since a one-dimensional space occupies a measure zero volume in three-dimensional parameter space.

VI. CONCLUSIONS

In summary, we proposed a way to incorporate PT as an operation (braiding) on anyonic density matrices. We examined this construction in terms of standard requirements for faithful measures of entanglement including invariance under local unitaries and projection operators, monotonicity under LOCC, and additivity, and showed that it satisfies them all. Moreover, ALN mani-
festy vanishes for separable anyonic states, which in the language of anyons corresponds to states where there is no non-trivial anyon line connecting the two parties. We then applied the anyonic PT to several examples of anyon dimers, where we found that although the PT depends on some 2D properties such as a choice of (over or under) braiding but the final result does not depend on these details. In other words, the notion of entanglement in anyons is algebraic beyond the dimensionality. The mentioned dependence is reminiscent of a similar phenomenon in the standard PT for qubits where the operation itself is basis dependent while the final quantities such as LN or topological invariants [94] are basis independent. Looking at examples, we proved that in the case of multiplicity-free dimers, ALN vanishes only at lower-dimensional convex subspaces of the parameter space of density matrices. Specifically, when this subspace is zero-dimensional, this theorem implies that there is only one point with vanishing ALN which corresponds to a disconnected anyon diagram. We further argued that the assumption of multiplicity-free may not be essential, and conjectured that our theorem can be generalized to categories with fusion multiplicities. For instance, in the case of su(3)3 which is a category with a two-fold fusion multiplicity, we find that ALN vanishes along a line in a three-dimensional parameter space.

There are several new avenues for future research. ALN is known to provide an upper bound on distillable entanglement in qubit systems [115–117]. It would be interesting to figure out what are the analogs of distillation protocols for anyons and whether in this case ALN gives any bound on the amount of distillable entanglement. So far, we have studied the entanglement in braided tensor categories. Nevertheless, it is tempting to believe that our formalism can also be applied to entangled states of anyon symmetry defects such as the ones realized in G-crossed categories [112], e.g., parafermion dimers in 2pN(N) categories. We think that the anyonic PT may be defined in terms of the G-crossed braiding. Exploring such possibilities for generalizing the current formalism is worth pursuing. Furthermore, our proposed diagrammatic implementation of PT may be adapted to implement other manipulations of anyonic density matrices such as re-alignment [118, 119], reflected entropy [120, 121], and odd entropy [122]. It would be interesting to find possible similarities and differences among these different measures.

Throughout this paper, we focus more on methodology, i.e., developing a framework to implement the PT in anyonic systems, rather than studying various physical phenomena in anyon models. A more comprehensive study on the application of this method to other many-anyon models such as anyon chains would be worth pursuing both from the standpoint of having more benchmark examples as well as uncovering entanglement structures within different strongly interacting many-body systems. In a sequel paper, we apply the anyonic PT to construct partition functions of anyon chains on non-orientable spacetime manifolds (i.e., an anyonic generalization of [94]) and use the ALN to derive the topological entanglement negativity [54]. Another future direction along this line may be the implementation of the anyonic PT in versatile numerical approaches such as the density matrix renormalization group (DMRG).

For example, it would be interesting to investigate whether ALN in translationally symmetric anyonic chains (e.g., the golden chain [123]) obeys the expected scaling form predicted by the conformal field theory [38].
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Appendix A: Similarity between partial transpose and exchange of vortices in chiral superconductors

In this appendix, we briefly review the definition of partial transpose for fermions and show that the partial transpose is identical to the braiding operator of vortices in a chiral p_x + ip_y superconductor. Let H be a fermionic Fock space generated by N local fermionic modes f_j, j = 1, ⋯, N. The Hilbert space is spanned by |n_1, n_2, ⋯, n_N⟩ which is a string of occupation numbers n_j = 0, 1. The Majorana (real) fermion operators are defined by

\[ c_{2j-1} \overset{\text{def}}{=} f_j^\dagger + f_j, \quad c_{2j} \overset{\text{def}}{=} i(f_j - f_j^\dagger), \quad j = 1, \ldots, N. \]

(A1)

These operators satisfy the Clifford algebra \( \{c_j, c_k\} = 2\delta_{jk} \). Any operator X acting on H can be expressed in terms of a polynomial of c_j’s,

\[ X = \sum_{k=1}^{2N} \sum_{p_1 < p_2 < \cdots < p_k} X_{p_1 \cdots p_k} c_{p_1} \cdots c_{p_k}, \]

(A2)

where \( X_{p_1 \cdots p_k} \) are complex coefficients which are fully antisymmetric under odd permutations of \( \{1, \ldots, k\} \). A density matrix is a Hermitian operator and commutes with the total fermion-number parity operator, \( [\rho, (-1)^F] = 0 \) where \( F = \sum_j f_j^\dagger f_j \). The latter constraint
implies that ρ only contains monomials with even number of Majorana operators, i.e., k is always even.

To define the bipartite entanglement, we consider decomposing the Hilbert space into \( \mathcal{H}_1 \otimes \mathcal{H}_2 \). A generic density matrix on \( \mathcal{H}_1 \otimes \mathcal{H}_2 \) can be expanded in the Majorana operators as

\[
\rho = \sum_{k_1,k_2=\text{even}} \rho_{p_1 \cdots p_{k_1} q_1 \cdots q_{k_2}} a_{p_1} \cdots a_{p_{k_1}} b_{q_1} \cdots b_{q_{k_2}},
\]

where \( \{a_j\} \) and \( \{b_j\} \) are Majorana operators acting on \( \mathcal{H}_1 \) and \( \mathcal{H}_2 \), respectively. Our definition of the partial transpose for fermions is given by [90, 95]

\[
\rho^{TA} \eqdef \sum_{k_1,k_2=\text{even}} \rho_{p_1 \cdots p_{k_1} q_1 \cdots q_{k_2}} i^{k_1} d_{p_1} \cdots d_{p_{k_1}} b_{q_1} \cdots b_{q_{k_2}},
\]

and similarly for \( \rho^{TB} \).

Let us now consider a simple example of \( N = 2 \) complex fermions which share a Majorana dimer. This state is described by the following density matrix

\[
\rho = \frac{1}{2} (1 + ic_2 c_3),
\]

where \( c_i \)'s are defined in (A1). This operator is simply a projector into the subspace where \( ic_2 c_3 = 1 \). Using the definition (A4), the partial transpose of the above density matrix is given by

\[
\rho^{TA} = \frac{1}{2} (1 - c_2 c_3).
\]

We now compare the partial transpose with the exchange statistics of vortices. To this end, we consider vortices in a spinless chiral superconductor. It is well-known that there exists a single Majorana bound state attached to each \( \pi \)-flux vortex [124–126]. The Majorana bound states can be described by operators \( \gamma_i \) that mutually anti-commute and square to +1, i.e., they obey a Clifford algebra analogous to the ordinary Majorana operators defined above. Furthermore, two vortices can be combined, and the two localized Majorana bound states form a single complex fermion state which can be occupied or un-occupied. Hence, two vortices give a degeneracy of 2. Similarly, we will get a \( 2^N \) ground state degeneracy for a collection of \( 2N \) vortices [127, 128]. It is important to remember that each vortex \( \gamma_i \) is accompanied by a \( \pi \)-flux which can be represented by a branch cut. The branch cut is there to take into account the fact that a fermion picks up a -1 phase factor upon traversing around the vortex.

Let us now find the braiding operator of two vortices following the Refs. [129, 130]. Exchanging two vortices \( \gamma_i \) and \( \gamma_j \), denoted by \( T_{ij} \), is an adiabatic process and we are only interested in the unitary operator of the outcome. As a result, we get

\[
\gamma_i \rightarrow \gamma_j, \quad \gamma_j \rightarrow -\gamma_i, \quad \gamma_k \rightarrow \gamma_k,
\]

where \( k \neq i, j \). One can construct a representation of this exchange process on the Hilbert space by finding \( \tau(T_{ij}) \) such that \( \tau(T_{ij}) \gamma_a \tau^{-1}(T_{ij}) = T_{ij}(\gamma_a) \). Such a representation is given by

\[
\tau(T_{ij}) = \exp \left( \frac{i \pi}{4} \gamma_j \gamma_i \right) = \frac{1}{\sqrt{2}} (1 - \gamma_i \gamma_j).
\]

It is easy to check that \( \tau(\gamma_i) \tau^{-1}(\gamma_i) = \gamma_j \), \( \tau(\gamma_j) \tau^{-1} = -\gamma_i \), and \( \tau(\gamma_k) \tau^{-1}(\gamma_k) = \gamma_k \) for \( k \neq i, j \). Notice the similarity between the exchange operator above and the partial transpose in Eq. (A6). This further supports the idea that partial transpose can be implemented by the exchange operator (or half braid) in anyonic systems.

**Appendix B: Review of anyon diagrams**

In this appendix, we discuss some basics of the modular tensor category which were used in the main text. Consult Refs. [89, 97, 98] for a survey on this topic. An anyon model \( \mathcal{C} \) consists of a set of anyons which are labeled as \( \{a, b, c, \cdots\} \) and obey a commutative associative fusion algebra:

\[
a \otimes b = \bigoplus_c N^c_{ab} c,
\]

where \( N^c_{ab} = N^c_{ba} \) are non-negative integers which give the number of ways anyons \( a \) and \( b \) can fuse to anyon \( c \). An anyon \( a \) is non-Abelian if \( \sum_c N^c_{ab} > 1 \) for some \( b \), and Abelian otherwise.

Physics of anyons as point-like excitations in 2D topologically ordered phases imposes certain constraints on the fusion algebra. There must exist a unique vacuum anyon \( I \) such that \( N^c_{aI} = \delta_{ac} \), and each anyon \( a \) must have a unique conjugate charge or anti-particle \( \bar{a} \) such that \( N^a_{\bar{a}b} = \delta_{ab} \). The fusion coefficients also satisfy the following relation

\[
d_a d_b = \sum_c N^c_{ab} d_c.
\]
total charge $c$, which is spanned by the ket states

$$|a, b; c, \mu\rangle = \left(\frac{d_c}{d_a d_b}\right)^{1/4} \begin{array}{c} \mu \\ a \\ b \\ c \end{array}, \quad (B3)$$

where $\mu = 1, \ldots, N^a_{ab}$. The dual space $V^c_{ab}$ is spanned by the bra states

$$\langle a, b; c, \mu| = \left(\frac{d_c}{d_a d_b}\right)^{1/4} \begin{array}{c} \mu \\ a \\ b \\ c \end{array}. \quad (B4)$$

Inner products can be evaluated by stacking the diagrams. For instance, the orthonormality condition

$$\langle a', b'; c', \mu'|a, b; c, \mu\rangle = \delta_{aa'} \delta_{bb'} \delta_{cc'} \delta_{\mu\mu'} \delta_{\mu'} \quad (B5)$$
can be expressed as

$$\left(\frac{d_c^{d_a d_b}}{d_a d_b d_{a'} d_{b'}}\right)^{1/4} \begin{array}{c} \mu' \\ a' \\ b' \\ c' \\ a \\ b \\ c \end{array} = \delta_{aa'} \delta_{bb'} \delta_{cc'} \delta_{\mu\mu'} \delta_{\mu'} \quad (B6)$$

Note that in the diagramatic notation, $\delta_{cc'}$ is to enforce the conservation of anyonic charge. More complicated diagrams can be evaluated similarly. In particular, we can choose $c = I$ and use the above relation to determine the quantum dimension $d_a$. Diagrammatically, this corresponds to

$$d_a = \begin{array}{c} \mu \\ a \end{array}, \quad (B7)$$

where we use the fact that $d_I = 1$. We also note that $d_a = d_b$. In general, a diagram with open anyon worldlines at the top and bottom represents a state in a Hilbert space that depends on the number and types of open anyon worldlines. A diagram without open worldlines represents an amplitude or a complex number.

The space $V^{a'b'}_{ab}$ of operators acting on anyons $a$ and $b$ can be constructed as $V^{a'b'}_{ab} = \bigoplus_c V^c_{ab} \otimes V^{a'b'}_c$, which is spanned by

$$|a', b'; c, \mu; \alpha; \beta \rangle \langle a, b; c, \mu| \quad (B8)$$

For example, the identity operator for a pair of anyons $a$ and $b$ is

$$\mathbb{1}_{ab} = \sum_{c, \mu} |a, b; c, \mu\rangle \langle a, b; c, \mu|, \quad (B9)$$

or, diagrammatically,

$$\begin{array}{c} \mu \\ a \\ b \\ e \\ d \\ c \end{array} = \sum_{c, \mu} \left(\frac{d_c}{d_a d_b}\right)^{1/4} \begin{array}{c} \mu \\ a \\ b \\ c \\ d \end{array}. \quad (B10)$$

Larger Hilbert spaces are constructed by a fusion tree. For instance, the space of three anyons $a$, $b$, and $c$ with definite total charge $d$, denoted as $V^d_{abc}$, can be constructed by a sum of tensor products $V^d_{abc} = \bigoplus_c V^{a'b'}_c \otimes V^{c'}_d$, which is spanned by

$$|a, b; c, \mu\rangle |e, c; d, \nu\rangle = \left(\frac{d_d}{d_a d_b d_c}\right)^{1/4} \begin{array}{c} \mu \\ a \\ b \\ c \\ d \end{array} \quad (B11)$$

where $\mu = 1, \ldots, N^c_{ab}$, $\nu = 1, \ldots, N^d_{bc}$, upon introducing the intermediate anyon $e$. The space $V^d_{abc}$ can also be constructed by another decomposition, $V^d_{abc} = \bigoplus_c V^{abc}_e \otimes V^{ec}_d$. The two constructions are isomorphic, and their basis vectors are related by an $F$-move:

$$V^d_{abc} \stackrel{\text{F}}{=} V^d_{abc}, \quad (B12)$$

where the $F$-symbols $F^{abc}_d$ are unitary matrices which must satisfy a consistency condition, the so-called Pentagon equations.

In general, the space $V^{a_1 \ldots a_n}_{c_{a_1 \ldots a_n}}$ of anyons $a_1, \ldots, a_n$ with definite combined charge $c$ can be constructed as

$$V^{a_1 \ldots a_n}_{c_{a_1 \ldots a_n}} = \bigoplus_b V^{a_1 a_2}_{b_2} \otimes V^{a_2 a_3}_{b_3} \otimes \cdots \otimes V^{a_{n-1} a_n}_{b_n}, \quad (B13)$$

which is spanned by

$$|\tilde{a}, \tilde{b}, \tilde{c}; c\rangle = |a_1, a_2, b_2, a_3, \cdots, b_{n-1}, a_n; c, \alpha_n\rangle 
= \left(\frac{d_c}{d_{\tilde{a}}}\right)^{1/4} \begin{array}{c} \alpha_n \\ c \\ a_1 \\ \cdots \\ a_{n-1} \\ b_{n-1} \\ b_n \end{array}, \quad (B14)$$

where $\tilde{b}$ and $\tilde{a}$ take values that are allowed by fusion and we also define

$$d_{\tilde{a}} \defeq d_{a_1} \cdots d_{a_n} = \sum_c N^c_{a_1 \ldots a_n} d_c. \quad (B15)$$

Similarly, the space $V^{a_1' \ldots a_n'}_{c_{a_1 \ldots a_n}}$ of operators acting on anyons $a_1, \ldots, a_n$ can be constructed as

$$V^{a_1' \ldots a_n'}_{c_{a_1 \ldots a_n}} \defeq \bigoplus_c V^c_{a_1 \ldots a_n} \otimes V^{a_1' \ldots a_n'}_c, \quad (B16)$$
An important quantity derived from braiding exchange

\[ |a', \tilde{b}, \tilde{\alpha}; c \rangle \langle \tilde{a}, \tilde{b}, \tilde{\alpha}; c | = \left( \frac{d_c^2}{d_a d_b} \right)^{1/4}, \]

(B17)

where \( \tilde{b}, \tilde{\alpha}, \tilde{\alpha}, \) and \( \tilde{\alpha} \) take values that are allowed by fusion. The above definition of operators which act on the Hilbert space of multiple anyons is the basis of the next part, where we discuss a model Hamiltonian in terms of a fusion tree.

We also use the A-moves which are associated with bending the wordlines as follows

\[ \begin{array}{ccc}
\tilde{a} & \quad \rightarrow \quad & \tilde{b} \\
\tilde{a} & \quad \rightarrow \quad & \tilde{a} \\
\tilde{\alpha} & \quad \rightarrow \quad & \tilde{\alpha} \\
\end{array} \]

(B18)

where the A-symbols are given in terms of the F-symbols

\[ [A^{ab}_c]_{\mu \nu} = \sqrt{\frac{d_c d_b}{d_a}} \zeta_{a}^{\tilde{a} \tilde{b}} \langle F_{\tilde{a} \tilde{b}} |_{1}^{(c, \mu, \nu)}. \]

One can similarly define the B-moves by bending the anyon b's worldline.

Another useful operation that we utilize in this paper, is the braiding exchange operator for a pair of anyons,

\[ R^{ab} = \sum_{c, \mu} [R^{ab}_c]_{\mu \nu} |a, b, c, \mu \rangle \langle b, a, c, \nu |, \]

(B20)

or, diagrammatically,

\[ \begin{array}{ccc}
R^{ab} & \quad \rightarrow \quad & R^{ba} \\
\begin{array}{ccc}
\tilde{a} & \quad \rightarrow \quad & \tilde{b} \\
\tilde{b} & \quad \rightarrow \quad & \tilde{a} \\
\tilde{\alpha} & \quad \rightarrow \quad & \tilde{\alpha} \\
\end{array} \end{array} \]

(B21)

where the R-symbols \( R^{ab}_c \) are unitary matrices that must satisfy the Hexagon consistency equations. The above operation is usually called a counterclockwise braiding exchange. We may also have a clockwise braiding exchange as,

\[ (R^{ab})^{-1} = \begin{array}{ccc}
\begin{array}{ccc}
\tilde{a} & \quad \rightarrow \quad & \tilde{b} \\
\tilde{b} & \quad \rightarrow \quad & \tilde{a} \\
\tilde{\alpha} & \quad \rightarrow \quad & \tilde{\alpha} \\
\end{array} \end{array}, \]

(B22)

An important quantity derived from braiding exchange is the topological twist (or topological spin) of charge \( a \)

\[ \theta_a = \theta_{\tilde{a}} = \sum_{c, \mu} \frac{d_c}{d_a} [R^{aa}_c]_{\mu \mu} = \left( \frac{d_c}{d_a} \right)^{1/4}, \]

(B23)

which is a root of unity.

A natural way to define anyonic density matrices is by using partial tracing which results in a reduced density matrix of a subsystem. We require the ordinary trace of an operator to be the sum of its diagonal elements, e.g.,

\[ \text{Tr}(\langle a', b'; c, \mu \rangle \langle a, b; c, \mu |) \equiv \delta_{a a'} \delta_{b b} \delta_{\mu \mu'}. \]

(B24)

Similarly, the anyonic trace in the diagrammatic representation denoted by the quantum trace \( \tilde{\text{Tr}} \), (also called the anyonic trace) is realized by connecting the outgoing and incoming anyon lines. Diagrams which contain loops that connect two lines labeled by different topological charges are identically zero. The partial anyonic trace is also obtained by connecting only the outgoing and incoming lines of the anyons which we want to trace over. The anyonic trace in the diagrammatic representation is denoted by the quantum trace \( \tilde{\text{Tr}} \), (also called the anyonic trace),

\[ \tilde{\text{Tr}} \left( \left( \frac{d_c^2}{d_a d_b d_a' d_b'} \right)^{1/4} \right) \]

where \( a \), \( b \), \( c, \mu \), \( a' \), \( b' \), \( c', \mu' \) are anyons.

We should note that for the Abelian fusion channels \( d_c = 1 \) and the ordinary trace and anyonic trace are identical.

The partial anyonic trace is also obtained by connecting only the outgoing and incoming lines of the anyons which we want to trace over. For instance,

\[ \tilde{\text{Tr}}_b \left( \left( \frac{d_c^2}{d_a d_b d_a' d_b'} \right)^{1/4} \right) \]

(B27)

In the diagrammatic representation, a generic operator \( X \in \mathcal{V}_{a_1, \ldots, a_n} \) is shown as

\[ X \equiv \begin{array}{ccc}
\begin{array}{ccc}
a_1 & \quad \rightarrow \quad & a_2 \\
a_2 & \quad \rightarrow \quad & a_3 \\
\vdots & \quad \rightarrow \quad & \vdots \\
a_n & \quad \rightarrow \quad & a_1 \\
\end{array} \end{array}, \]

(B29)
and the corresponding anyonic trace is given by

\[ \widetilde{\text{Tr}} X = \text{Tr} \left[ \begin{array}{cccc}
\cdots & a_1 & \cdots \\
\cdots & x & \cdots \\
\cdots & & \cdots
\end{array} \right] = \sum_{a_1, \ldots, a_n} x_1 \cdots x_n . \]  

(B30)

Note that for a generic operator \( X \in V_{a_1 \ldots a_n} \) the anyonic and ordinary traces are related by

\[ \widetilde{\text{Tr}} X = \sum_c d_c \text{Tr}[X]_c, \]  

(B31)

\[ \text{Tr} X = \sum_c \frac{1}{d_c} \widetilde{\text{Tr}}[X]_c, \]  

(B32)

where \([X]_c = \Pi_c X_\Pi_c \in V_{c^{a_1 \ldots a_n}} \otimes V_{c^{a_1 \ldots a_n}}^c\) is the projection of \( X \) onto definite total fusion channel \( c \), with \( X = \sum_c [X]_c \).

Appendix C: Lemmas for monotonicity

In this appendix, we prove two lemmas which are essential for proving the monotonicity under LOCC in Sec. IV D.

1. Appending ancilla: Appending an unentangled local ancilla \( R \) must not change the entanglement measure.

This is modeled by the following process

\[ \rho_{AB} \rightarrow (\hat{\rho}_{AB} \otimes \rho_R) , \]  

(C1)

where we add an ancilla in an arbitrary mixed state, denoted by \( \rho_R \), to our original system \( \hat{\rho}_{AB} \) and by local ancilla, we mean that the new global system \( R \cup (A \cup B) \) is partitioned to \( A' = A \cup R \) and \( B \). We need to show that

\[ \mathcal{E}(\hat{\rho}_{AB} \otimes \rho_R) = \mathcal{E}(\hat{\rho}_{AB}) . \]  

(C2)

A way to prove this starts by noticing that the partial transpose of \( A' \cup B \) is now taken with respect to \( A' \). From the property (4.15), we write

\[ \left\| (\hat{\rho}_{AB} \otimes \rho_R) T_{A'} \right\|_1 = \left\| \hat{\rho}_{AB}^{T_{A'}} \otimes \rho_R^{T_{A'}} \right\|_1 = \left\| \hat{\rho}_{AB}^{T_{A'}} \otimes \rho_R^{T_{A'}} \right\|_1 = \left\| \hat{\rho}_{AB}^{T_{A'}} \right\|_1 . \]  

(C3)

where in the second line we simplify \( T_{A'} \) into the partial transpose with respect to \( A \) and full transpose for \( A \cup B \) and \( R \) subsystems, respectively, and in the third line we make use of the fact that the full transpose does not change the one norm as explained in Sec. IV A.

2. Local projectors: Application of local projective measurements does not increase the entanglement measure. A local projection operator which acts on the anyonic space \( V_{a_1 \ldots a_n} \) and projects into fusion channel \( c \) is given by

\[ \Pi^c_{\hat{\rho}} = \left( \frac{d_c}{d_R} \right)^{1/2} \sum_{\bar{c}, \bar{a}} \bar{c}_n \cdots a_n \]  

(C4)

Note that the projection operators satisfy

\[ \Pi^c_{\hat{\rho}} \Pi^c_\rho = \delta_{c,\bar{c}} \Pi^c_{\hat{\rho}}, \]  

(C5)

\[ \sum_c \Pi^c_{\hat{\rho}} = \mathbb{1}_{\hat{\rho}}. \]  

(C6)

The above identities are easy to show diagrammatically.

Now, consider two sets of orthogonal local projectors \( \{ \Pi_A^{(i)} \} \) and \( \{ \Pi_B^{(j)} \} \) on subsystems \( A \) and \( B \). Here, each \( \{ \Pi_A^{(i)} \} \) operator may include multiple local fusion channels. We consider an orthogonal measurement on the composite system using a product of local projection operators,

\[ \Pi_{AB}^{(ij)} = \Pi_A^{(i)} \otimes \Pi_B^{(j)} , \]  

(C7)

which in turn form an orthocomplete set, i.e.,

\[ \sum_{i,j} \Pi_{AB}^{(ij)} = \mathbb{1}_{AB}, \]  

(C8)

\[ \Pi_{AB}^{(ij)} \Pi_{AB}^{(ij')} = \delta_{ij} \delta_{ij'} \Pi_{AB}^{(ij)}. \]  

(C9)

We define locally projected density matrices by

\[ \hat{\rho}_{AB}^{(ij)} = \frac{1}{r_{ij}} \Pi_{AB}^{(ij)} \hat{\rho}_{AB} \Pi_{AB}^{(ij)}, \]  

(C10)

where \( r_{ij} = \text{Tr}[\{ \Pi_A^{(i)} \otimes \Pi_B^{(j)} \} \hat{\rho}_{AB} \{ \Pi_A^{(i)} \otimes \Pi_B^{(j)} \} ] \). The monotonicity condition can then be written as

\[ \mathcal{E}(\hat{\rho}_{AB}) \geq \sum_{i,j} r_{ij} \mathcal{E}(\hat{\rho}_{AB}^{(ij)}). \]  

(C11)

We begin our proof by noting that for any set of orthogonal projectors and any unitarily invariant norm, we have a triangle(-type) inequality \( \| \sum_k \Pi^{(k)} A \Pi^{(k)} \|_1 \leq \| A \|_1 \). Hence, we may write

\[ \left\| \hat{\rho}_{AB}^{T_{A'}} \right\|_1 \geq \sum_{i,j} \left\| (\Pi_A^{(i)} \otimes \Pi_B^{(j)}) \hat{\rho}_{AB} (\Pi_A^{(i)} \otimes \Pi_B^{(j)}) \right\|_1 \]  

(Cont.)
\[
\begin{align*}
&= \sum_{i,j} \left\| (\Pi_A^{(i)} \otimes \Pi_B^{(j)}) \tilde{\rho}_{AB} (\Pi_A^{(i)} \otimes \Pi_B^{(j)}) \right\|_1^T A \\
&= \sum_{i,j} \rho_{ij} \left\| \rho_{AB}^{(ij)} \right\|_1,
\end{align*}
\]

where \( \Pi_A^{(i)} \) indicate an upside down projection operator (e.g., on the space \( V_{a_1 \cdots a_n} \)) and also satisfy \((\Pi_A^{(i)})^2 = \Pi_A^{(i)} \). Moreover, in going from the second to the third line we use analog of Eq. (4.12) for projection operators. Taking the logarithm of both sides and noting the fact that logarithm is a concave function, we arrive at Eq. (C11).

**Appendix D: Proof of** \( \| \tilde{\rho}^{T_A} \|_1 = \| \tilde{\rho}^{T_B} \|_1 \)

We prove this identity in two steps:

\[
\| \tilde{\rho}^{T_A} \|_1 = \| (\tilde{\rho}^{T_A})^T \|_1 = \| \tilde{\rho}^{T_B} \|_1 \quad (D1)
\]

In the first identity, we need to show that the full transpose preserves the one norm, i.e.,

\[
\| \tilde{\rho}^T \|_1 = \| \tilde{\rho} \|_1. \quad (D2)
\]

In the second step, we must prove that

\[
(\tilde{\rho}^{T_A})^T = \tilde{\rho}^{T_B}. \quad (D3)
\]

**Proof of Eq. (D2):** The proof follows immediately from the diagrammatic approach,

\[
\tilde{\rho}_{ab}^{T} \overset{\text{def}}{=} \sum_f \frac{p_{ab}^T}{\sqrt{a_d b_d f}} \quad (D4)
\]

\[
= \sum_f \frac{p_{ab}^T}{\sqrt{a_d b_d f}} \overset{\text{def}}{=} \tilde{\rho}_{ab}^{T}. \quad (D5)
\]

The second line is a special case of the identity (4.4). Hence, we have

\[
\tilde{\rho}_{ab}^{T} \tilde{\rho}_{ab}^{T} = \sum_f \left( \frac{p_{ab}^T}{\sqrt{a_d b_d f}} \right)^2 \overset{\text{def}}{=} \tilde{\rho}_{ab}^{T} \tilde{\rho}_{ab}^{T}. \quad (D6)
\]

which implies Eq. (D2).

**Proof of Eq. (D3):** As before, we use diagrams to show this identity as follows,

\[
(\rho_{ab}^{T_A})^T = \sum_f \frac{p_{ab}^f}{\sqrt{a_d b_d f}} \quad (D7)
\]

\[
= \sum_f \frac{p_{ab}^f}{\sqrt{a_d b_d f}} \quad (D8)
\]

\[
= \rho_{ab}^{T_B}. \quad (D9)
\]

where we use the fact that the two half braids from top and bottom of the diagram cancel each other, since \( |R_{j}^{ab}|^2 = 1 \). This completes the proof of Eq. (D1).

**Appendix E: F and R symbols**

Here, we provide the anyon data of \( su(2)_k \) and \( su(3)_3 \) categories which we use to calculate the logarithmic negativity in Secs. V C and V D of main text.

1. \( su(2)_k \)

The corresponding \( F \)-symbols are given by

\[
F_{j_1,j_2,j_3}^{j_3,j_2,j_3} = (-1)^{j_1+j_2+j_3+j} \sqrt{2j_{12}+1} \sqrt{2j_{23}+1} \sqrt{2j_{31}+1} \left[ j_{12}, j_{23}, j_{31} \right]_q \quad (E1)
\]

where \( q = e^{i \frac{2\pi}{k+1}} \), \( \{n\}_q = \frac{q^{n/2}-q^{-n/2}}{q-q^{-1}} \) is a \( q \)-deformed number and \( \{n\}_q \) is \( q \)-deformed version of \( su(2) \) \( j \)-symbols. The \( R \)-symbols are

\[
R_{j_1,j_2}^{j_1,j_2} = (-1)^{j_1-j_2} \sqrt{2j_{12}+1} \ \sum_{j_{12},j_{23}} \left( \begin{array}{ccc} j_1 & j_2 & j_{12} \\ j_3 & j & j_{23} \end{array} \right) _q. \quad (E2)
\]

It is worth recalling that \( su(2)_2 \) with \{0, \frac{1}{2}, 1\} spins and \( su(2)_3 \) with \{0, 1\} spins are in one-to-one correspondence with the \( \nu = 3 \) Ising and Fibonacci anyons, respectively.

2. Subtheory of \( su(3)_3 \)

The non-trivial \( F \)-symbols of this category (based on Ref. [114]) are given by

\[
F_{8}^{1.8.8} = F_{8}^{8.1.8} = F_{8}^{8.8.1} = F_{1}^{8.8.8} = \left( \begin{array}{cc} 1 & 0 \\ 0 & 1 \end{array} \right). \quad (E3)
\]
\[ F_{10}^{8,8,8} = F_{8}^{8,8,10} = F_{8}^{8,8,10} = F_{8}^{10,8,8} = \left( \begin{array}{ccc} \frac{1}{3} & 1 & 0 \\ \frac{1}{\sqrt{3}} & -\frac{1}{2} & 0 \\ 0 & \frac{1}{\sqrt{3}} & \frac{1}{2} \end{array} \right), \]
\[ (E4) \]
\[ F_{11}^{8,8,8} = F_{10}^{8,8,8} = F_{10}^{8,10,8} = F_{8}^{10,8,8} = \left( \begin{array}{ccc} \frac{1}{3} & 1 & 0 \\ \frac{1}{\sqrt{3}} & -\frac{1}{2} & 0 \\ 0 & \frac{1}{\sqrt{3}} & \frac{1}{2} \end{array} \right), \]
\[ (E5) \]
where 2 \times 2 matrices are due to the two-fold multiplicity of fusing two anyon-8's. We also have
\[ F_{8}^{888} = \left( \begin{array}{ccc} \frac{1}{3} & 1 & 0 \\ \frac{1}{\sqrt{3}} & -\frac{1}{2} & 0 \\ 0 & \frac{1}{\sqrt{3}} & \frac{1}{2} \end{array} \right), \]
\[ (E6) \]
where the matrix \([F_{8}^{8,8,8}]_{(e,\alpha,\beta),(f,\mu,\nu)}\) matrix is written in the basis such that the first, sixth, and seventh rows/columns correspond to \(e = 1, 10, 10,\) respectively. The second to fifth rows/columns correspond to \(e = f = 8\). In this case, there are two vertices with three anyon 8 lines. The second and fifth row correspond to the cases in which we take the vertices to be the same \(\alpha = \beta\) and \(\mu = \nu\), while the third and fourth row correspond to the off-diagonal cases \(\alpha \neq \beta\) and \(\mu \neq \nu\). The non-trivial \(R\)-symbols read
\[ R_{11}^{11} = 1, \quad R_{11}^{88} = R_{10}^{88} = -1, \quad (E7) \]
\[ R_{8}^{88} = \left( \begin{array}{cc} -i & 0 \\ 0 & i \end{array} \right). \]

Derivation of negativity—. Partial transpose of density matrix (5.41) can be written in the form of Eq. (5.4) where \([M^\dagger]s\) are given by
\[ [M^\dagger] = 2p - 1, \]
\[ [M^{10}] = \frac{i}{2}(2p - 1) + i\sqrt{3}q, \]
\[ [M^{10}] = \frac{i}{2}(2p - 1) - i\sqrt{3}q, \]
\[ [M^8] = \left( \begin{array}{cc} \frac{i}{2} & q \\ q & -\frac{i}{2} \end{array} \right). \]
Note that \([M^\dagger]\)'s are scalar except for \([M^8]\) which has a fusion multiplicity. Plugging these values in for Eq. (5.7) leads to (5.43).
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