Dust dynamics during protoplanetary disc clearing
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ABSTRACT

We consider the dynamics of dust and gas during the clearing of protoplanetary discs. We work within the context of a photoevaporation/viscous model for the evolution of the gas disc, and use a two-fluid model to study the dynamics of dust grains as the gas disc is cleared. Small ($\lesssim 10\mu$m) grains remain well-coupled to the gas, but larger ($\sim 1$mm) grains are subject to inward migration from large radii ($\sim 50$AU), suggesting that the time-scale for grain growth in the outer disc is $\sim 10^4$--$10^5$yr. We describe in detail the observable appearance of discs during clearing, and find that pressure gradients in the gas disc result in a strong enhancement of the local dust-to-gas ratio in a ring near to the inner disc edge. Lastly, we consider a simple model of the disc-planet interaction, and suggest that observations of disc masses and accretion rates provide a straightforward means of discriminating between different models of disc clearing.
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1 INTRODUCTION

It is now well accepted that newly-formed, solar-type stars are surrounded by primordial discs of gas and dust. Such discs can occasionally be resolved directly (e.g. McCaughrean & O’Dell 1996), but their presence is more commonly inferred from secondary observational diagnostics. The most common such diagnostics are infrared excess, arising from the reprocessing of stellar radiation by warm dust in the inner disc (Kenyon & Hartmann 1995; Haisch, Lada & Lada 2001; Hartmann et al. 2005), accretion signatures such as line emission and ultraviolet excess (Hartigan, Edwards & Ghandour 1995; Calvet & Gullbring 1998; Gullbring et al. 2000; Muzerolle et al. 2000), and millimetre continuum emission from cold dust in the outer disc (Beckwith et al. 1990; Andrews & Williams 2005). These different diagnostics are usually seen together, and few transition objects are known to exist between the disc-bearing classical T Tauri stars (CTTs) and the disc-less weak-lined T Tauri stars (WTTs). Since CTTs evolve into WTTs, the apparent lack of transition objects implies that the transition between the CTT and WTT states is very rapid (Skrutskie et al. 1990; Kenyon & Hartmann 1995; Simon & Prato 1995; Wolk & Walter 1996): typical estimates suggest that the discs are cleared on a time-scale of order $10^4$yr after a lifetime of a few Myr. Moreover, the data show that the inner and outer discs are cleared almost simultaneously (e.g. Andrews & Williams 2005), suggesting that the mechanism responsible for the rapid disc clearing operates over the entire radial extent of the disc, from $<0.1$AU to $>100$AU.

More recent studies have begun to provide some insight into the disc clearing process, and a handful of “transitional” discs, with properties between the CTT and WTT states, have now been well-studied (e.g. GM Aur, Rice et al. 2003; Calvet et al. 2005; TW Hya, Calvet et al. 2002; Eisner, Chiang & Hillenbrand 2006; CoKu Tau/4, Forrest et al. 2004; d’Alessio et al. 2005). These objects are characterised by a lack of near-infrared excess emission, but “normal” disc spectral energy distributions (SEDs) at wavelengths longer than $\sim 10$µm. However, some of these objects, such as GM Aur, are actively accreting and possess massive ($\sim 0.1M_\text{\odot}$) discs, while others, such as CoKu Tau/4, show no evidence of accretion and possess much less massive ($\sim 1M_\text{\odot}$) discs. Recently, Sicilia-Aguilar et al. (2006) identified 17 “transition objects”, and found that roughly half showed evidence of accretion, while half did not. It does not, therefore, seem likely that “transition objects” identified in this way (i.e. on the basis of their SEDs) represent a homogenous class of objects. However, all such objects do seem consistent with some form of “inside-out” disc clearing, during which the disc appears to have a large central cavity or hole, at least in the dust disc (see also Padgett et al. 2006). The mechanism(s) responsible for producing such holes remain uncertain, however, and previous studies have variously invoked the presence of a planet (e.g. Rice et al. 2003; Quillen et al. 2004), dust evolution (e.g. Wilner et al. 2005), or photoevaporation (e.g. Alexander et al. 2006b; Goto et al. 2006) to explain the observed “holes”.

In this paper we seek to explore the behaviour of the dust component of the disc during the clearing phase, within the context of photoevaporation models of disc evolution. We also seek observable diagnostics that can be used to discriminate between different models of disc clearing. Photoevaporation occurs when ultraviolet radiation heats the disc surface sufficiently that it becomes unbound from the central star and flows...
from the disc as a wind (see the reviews by Hollenbach et al. 2000; Dullemond et al. 2005, and references within). Here we focus on the effect of ionizing radiation from the central star, as the effects of external photoevaporation from nearby O-stars are only significant for the minority of TTs which are found near to the centre of massive clusters (Störzer & Hollenbach 1999; Eisner & Carpenter 2006). It has been demonstrated that it is reasonable to treat the central star as having an ionizing luminosity of order $\Phi = 10^{42}$ photons s$^{-1}$, presumably arising in the stellar chromosphere, which is approximately constant over the duration of the TT phase (Alexander, Clarke & Pringle 2005). Most previous studies of the evolution of photoevaporating discs (e.g. Clarke, Gendrin & Sotomayor 2001; Matsuyama, Johnstone & Hartmann 2003; Armitage, Clarke & Pallia 2003; Alexander, Clarke & Pringle 2006b) have modelled the evolution of the gas disc only, and simply assumed a constant dust-to-gas ratio in order to compare to observed data. These studies have shown that models which incorporate photoevaporation and viscous accretion can reproduce a number of observed properties, such as the rapid transition from the CTT to WTT state and the near-simultaneous clearing of a number of observed properties, such as the rapid transition from the CTT to WTT state and the near-simultaneous clearing of the gas disc. They found that mm grains migrate inwards (due to head-Robertson drag; the possible consequences of these simplifications are discussed in Section 4). Consequently, in their model the mm-size grains were removed from TT discs prior to the dispersal of the gas disc, and they predicted the existence of a population of dust-poor gas discs. More recently, however, Andrews & Williams (2005) surveyed more than 100 TTs in the Taurus-Auriga cloud and found that essentially all objects (>90%) with optically thick, accreting inner discs also have a strong millimetre flux. In addition, only a handful of objects (<10%) with no infrared excess or accretion signatures were detected at millimetre wavelengths. This tells us, in contrast with the predictions of Takeuchi et al. (2005), that mm-sized dust in the outer disc is dispersed at the same time as the gas disc. Moreover, this suggests that mm grains in the outer disc must be replenished throughout the lifetime of the CTT phase, as the inward migration time-scale of these grains is much shorter than the typical CTT lifetime. In addition, detailed models of dust coagulation have shown that replenishment of grains is necessary even to sustain a population of small, micron-sized grains, over the (several Myr) duration of the CTT phase (Dullemond & Dominik 2005).

Consequently, here we make the assumption that the dust-to-gas ratio (for all grain sizes) is constant at the beginning of the clearing phase, and consider the differential motion of the gas and dust during the photoevaporatively-induced transition. Essentially we assume that some replenishment process(es), such as that suggested by Dullemond & Dominik (2005), maintains a quasi-equilibrium in the grain population up to the point where photoevaporation alters the gas dynamics significantly, and we then follow the differential evolution of the dust and gas discs through the transitional phase. We use a model similar to that presented by Takeuchi et al. (2005), but also include updated photoevaporation models (Font et al. 2004; Alexander et al. 2006a,b) which radically alter the evolution of the outer gas disc at late times. In addition we consider a range of grain sizes, from small $\mu$m grains up to larger mm-sized particles. The structure of the paper is as follows. In Section 2 we describe our disc model, and present the results in Section 3. We discuss the implications of these results, and the limitations of our analysis, in Section 4. In Section 5 we compare our results to those from a simple model of the disc-planet interaction, and suggest a simple observational diagnostic that can be used to discriminate between these different models, before summarizing our conclusions in Section 6.

### 2 MODEL

In order to model the dynamics of dust and gas during the transition phase, we adopt a model similar to that used by Takeuchi et al. (2005). We assume that the gaseous component of the disc evolves subject to viscosity and photoevaporation, and that the dust component is subject to diffusion and gas-drag forces. We neglect other effects, such as grain replenishment, radiation pressure, or Poynting-Robertson drag; the possible consequences of these simplifications are discussed in Section 4.

#### 2.1 Gas disc

The evolution of the gas surface density, $\Sigma(R,t)$, is governed by the diffusion equation (Lynden-Bell & Pringle 1974; Pringle 1981)

$$\frac{\partial \Sigma}{\partial t} = -\frac{3}{R} \frac{\partial}{\partial R} \left[ R^{1/2} \frac{\partial}{\partial R} \left( \nu \Sigma^{1/2} R^{1/2} \right) \right] - \nabla \cdot \mathbf{q}(R,t),$$

where $t$ is time, $R$ is cylindrical radius, $\nu$ is the kinematic viscosity and the term $\nabla \cdot \mathbf{q}(R,t)$ represents the mass-loss due to photoevaporation.

#### 2.1.1 Viscosity

The evolution of the gas disc is determined primarily by the form of the kinematic viscosity $\nu$, which governs the transport of angular momentum in the disc. The details of how angular momentum is transported in accretion discs are still subject to much debate (e.g. Gammie 1996, Balbus & Hawley 1998), but for simplicity we adopt an alpha-disc model (Shakura & Sunyaev 1973). The viscosity takes the form

$$\nu(R) = \alpha \Omega H^2,$$

where $\alpha$ is the standard Shakura & Sunyaev (1973) viscosity parameter, $\Omega(R) = \sqrt{GM/R^3}$ is the orbital frequency, and $H(R)$ is the disc scale-height. We adopt a scale-height consistent with a “flared disc” model (e.g. Kenyon & Hartmann 1987), which takes the form

$$H(R) \propto R^q,$$

with the power-law index $q = 5/4$. We normalise this relationship so that the disc aspect ratio $H/R = 0.0333$ at $R = 1 AU$. (With this scaling we therefore have $H(R) = 0.019$ at $R = 0.1 AU$, and $H(R) = 0.105$ at $R = 100 AU$.) This choice of the index $q$ implies that the disc midplane temperature scales as $R^{-1/2}$, and results in a viscosity which scales linearly with radius. Arguments in favour of such a viscosity law were discussed by Hartmann et al.
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2.1.2 Wind model

Here we seek to model the transitional phase more accurately than before, and so the wind term is given by

\[ \dot{\Sigma}_{\text{wind}}(R, t) = \dot{\Sigma}_{\text{diffuse}} + \dot{\Sigma}_{\text{direct}}, \]

(4)

where \( \dot{\Sigma}_{\text{diffuse}} \) and \( \dot{\Sigma}_{\text{direct}} \) represent the contributions to the wind from the diffuse and direct stellar radiation fields respectively. We adopt the diffuse wind profile from Font et al. (2004), and the direct wind profile from Alexander et al. (2006a) with \( H/R \approx 0.05 \). The numerical forms of these wind profiles are defined in Appendix A.

The direct profile is defined in Alexander et al. (2006a) as a power-law: it is only defined for \( R > R_{\text{ff}} \), and diverges to small radii. In order to avoid numerical problems we smooth this profile at the inner disc edge \( R_{\text{in}} \) by multiplying \( \dot{\Sigma}_{\text{direct}}(R) \) by the smoothing function

\[ f(R) = \left[ 1 + \exp\left(-\frac{R - R_{\text{in}}}{H_{\text{in}}}\right) \right]^{-1}, \]

(5)

where \( H_{\text{in}} \) is the disc scale-height at the inner edge. Both the diffuse and direct wind rates scale as the square root of the respective ionizing fluxes, and we model the transition by scaling these fluxes appropriately. The diffuse flux \( \Phi_{\text{diffuse}} \) arises from recombinations of atomic hydrogen in the disc atmosphere, and was modelled in detail by Hollenbach et al. (1994). Here we note that as the inner disc drains the structure of this atmosphere is modified, and the contribution from the atmosphere at a given radius is essentially removed if the disc at that radius is optically thin in the vertical direction to ionizing photons. We denote this radius (at which the disc becomes optically thin in the vertical direction) by \( R_{\text{thin}} \) and, following Hollenbach et al. (1994), we assume that the diffuse ionizing flux reaching larger radii is dominated by the flux emitted at this radius. This flux is subject to geometric dilution, and consequently we scale the diffuse ionizing flux as

\[ \Phi_{\text{diffuse}} = \begin{cases} \Phi \left( \frac{R_{\text{thin}}}{R_{\text{in}}} \right)^2 & \text{if } R_{\text{thin}} < R_{\text{crit}} \\ \Phi & \text{otherwise} \end{cases}, \]

(6)

where \( \Phi \) is the stellar ionizing flux and \( R_{\text{in}} \) is the radius of the inner disc edge outside the gap. (Note that \( R_{\text{thin}} \leq R_{\text{in}} \) by construction.) \( R_{\text{crit}} \) is the “critical radius” at which the gap opens, which is given by \( \rho_{\text{H}2} \approx \rho_{\text{H}2} \). We adopt this parameterization to mimic this stage in the evolution of the gas disc. We adopt \( R_{\text{in}} \) and, following Hollenbach et al. (1994), we assume that the diffuse ionizing flux reaching larger radii is dominated by the flux emitted at this radius. This flux is subject to geometric dilution, and consequently we scale the diffuse ionizing flux as

\[ \Phi_{\text{direct}} = \Phi \exp(-\tau), \]

(9)

where \( \tau = N\chi_{13.6\text{eV}} \) is the radial optical depth to ionizing photons due to attenuation by gas with radial column density \( N \). We neglect attenuation due to dust in the inner disc (see Section 3.3). Alexander et al. (2006b) found that most of the mass-loss due to the direct field comes from 1–3 scale-heights above the disc midplane, so we evaluate the gas column \( N \) as

\[ N = \int_{0}^{R_{\text{in}}} n_{g} dR, \]

(10)

where the gas number density \( n_{g}(R) \) is evaluated from the surface density as

\[ n_{g}(R) = \frac{\Sigma_{g}(R)}{\sqrt{2\pi} H(R) m_{\text{H}}}, \]

(11)

Here the exponential term accounts for the evaluation of the density at \( \chi \) above the midplane. We adopt \( \chi = 2.5 \), but note that the evolution is not especially sensitive to the choice of \( \chi \).

Consequently the transition from the diffuse to direct regime is treated more accurately than in previous work (e.g. Alexander et al. 2006b). At early times the inner disc is extremely optically thick to ionizing photons, so the wind profile is simply the “diffuse” profile of Font et al. (2004). Similarly at late times the inner disc is optically thin to ionizing photons at all radii, and the wind is simply the “direct” profile of Alexander et al. (2006a). A more detailed approach could consider the progression of the ionization front through the (draining) inner disc, using something akin to a Strömgren criterion. Evaluating the attenuation in this manner results in less attenuation than the parametrization described above, and leads to a slightly earlier rise in the direct field. However, this form is also rather sensitive to the choice of the disc scale-height, and the difference between the two parametrizations is not significant. (The direct field “turns on” slightly earlier, but the difference is only a small fraction of the already short viscous time-scale of the inner disc.) Consequently we adopt the more conservative parametrization described in Equations 5-11.

2.1.3 Initial conditions

We are only interested in the dynamics during the transition from CTT to WTT, so we choose initial conditions that reflect this fact. Previous photoevaporation models (e.g. Clarke et al. 2001; Alexander et al. 2006b) have shown that the wind starts to influence the evolution when the disc accretion rate drops to around 1/4 of the integrated (diffuse-field) wind rate, so we choose initial conditions to mimic this stage in the evolution of the gas disc. We adopt an ionizing flux of \( \Phi = 10^{45} \text{photons s}^{-1} \) throughout. This results in a (diffuse-field) wind mass-loss rate of \( 4 \times 10^{-10} \text{M}_\odot \text{yr}^{-1} \), so we choose an initial accretion rate of \( M_{0} = 1.0 \times 10^{-10} \text{M}_\odot \text{yr}^{-1} \). We define the initial surface density profile to be that of a steady disc (e.g. Pringle 1981):

\[ \Sigma_{g}(R) = \frac{M_{0}}{2\pi R_{\text{in}}^{2}} \left( 1 - \frac{R_{\text{in}}}{R} \right) \exp\left(-\frac{R}{R_{d}}\right). \]

(12)

Here the second term is due to the presence of a (zero-torque) inner boundary at \( R_{\text{in}} \), and the exponential cutoff beyond radius \( R_{d} \) defines the size of the disc (and prevents divergence of the disc mass to large radii). We adopt \( R_{d} = 500 \text{AU} \).
2.2 Dust disc

In order to model the dynamics of the dust component of the disc, we follow the approach adopted by Takeuchi & Lin (2005, see also Takeuchi & Lin 2002). We make the simplifying assumption that the grains are not replenished over the short time-scales in which we are interested, so the only way that dust mass can be "lost" is by accretion on to the star. The evolution of the dust surface density \( \Sigma_d(R,t) \) is governed by the continuity equation

\[
\frac{\partial \Sigma_d}{\partial t} + \frac{1}{R} \frac{\partial}{\partial R} [R F_{\text{dif}} + \Sigma_d u_d] = 0. \tag{13}
\]

Here \( F_{\text{dif}} \) is the diffusive mass flux, and \( u_d \) is the radial dust velocity induced by gas-drag. Our initial conditions result in an outward pressure gradient in the gas disc, which causes the gas at a given radius to orbit at a slightly sub-Keplerian velocity. This gives rise to a headwind drag force (Weidenschilling 1977), which removes angular momentum from the dust and results in inward radial migration of the grains. The form of this velocity was studied in depth by Takeuchi & Lin (2002), and we adopt their prescription for \( u_d \):

\[
u_d = \frac{T^{-1} u_s - \eta u_k}{T_s + T^{-1}}. \tag{14}
\]

Here \( u_k = (GM_*/R)^{1/2} \) is the Keplerian orbital velocity, and the gas radial velocity \( u_s \) is given by

\[
u_s = -\frac{3}{R^{3/2} \Sigma_g} \frac{d}{dR} \left( R^{1/2} \Sigma_g \right). \tag{15}
\]

\( T_s \) is the non-dimensional stopping time due to gas-drag on grains at the disc midplane (i.e. the stopping time divided by the orbital time), and is given by

\[
T_s = \frac{\rho_d s}{2 \Sigma_g} \tag{16}
\]

for grains of radius \( s \) and density \( \rho_d \). We fix the density to have the fiducial value \( \rho_d = 1 \text{ g cm}^{-3} \), and explore various values of \( s \). \( \eta \) is defined as the ratio of the pressure gradient to the gravity, and is given by

\[
\eta = -\left( \frac{H}{R} \right)^2 \left( \frac{d \log \Sigma_g}{d \log R} + (q - 3) \right). \tag{17}
\]

The diffusive term \( F_{\text{dif}} \) was derived by Clarke & Pringle (1987), for the case where \( \Sigma_d/\Sigma_g \ll 1 \), and in this case is given by

\[
F_{\text{dif}} = -D \frac{\partial \Sigma_g}{\partial R} \left( \frac{\Sigma_d}{\Sigma_g} \right). \tag{18}
\]

The relationship between the dust diffusion coefficient \( D \) and the gas diffusion coefficient (viscosity) \( \nu \) is not fully understood, with hydrodynamics models suggesting ratios of \( \nu/D \) that range from \( \approx 0.5-10 \) (Carballido, Stone & Pringle 2005, Johansen & Klahr 2005, Turner et al. 2006, Fromang & Papaloizou 2006). For simplicity, we assume that the dust diffuses in a comparable manner to the gas, and therefore adopt \( D = \nu \). As long as the concentration \( \Sigma_d/\Sigma_g \ll 1 \), or as long as the advective term dominates the dust evolution, this form for the diffusive term is valid. However, our model breaks down at late times, as the dust-to-gas ratio at the inner edge of the gas disc can become large. Given the other uncertainties in the model, we make no attempt to correct for this and simply stop the calculations at this point. This is addressed Section 2.3.

Note that our definition of the power-law index \( q \) differs from that adopted by Takeuchi & Lin (2005): Equation 17 has been adjusted accordingly.

The ability of the photoevaporative wind to carry dust grains depends on whether gas drag from the wind can overcome gravity and lift the grains away from the disc. As shown by Takeuchi et al. (2005), for spherical grains in a laminar flow the drag force from the wind is approximately

\[
F_w = \frac{m_d \rho_w c_s^2}{\rho_d s}, \tag{19}
\]

where \( m_d \) is the mass of a grain, \( \rho_w \) is the density of the gas at the base of the flow, and the flow is launched at the sound speed \( c_s = 10 \text{ km s}^{-1} \). The wind density peaks close to the inner edge of the disc in the direct field case (Alexander et al. 2006a), and if we compare \( F_w \) to the weight of the grains, \( F_g = GM_*/m_d R^2 \), we see that \( F_w < F_g \) as long as \( s \gtrsim 1 \mu m \). Moreover, we note that dust grains are expected to sediment towards the disc midplane as the disc evolves, but the photoevaporative wind typically flows from several scale-heights above the disc midplane. Thus only small, sub-\( \mu \)m sized grains can be carried by the wind, and only then if something (such as turbulence) lifts them to the upper regions of the disc. Consequently we neglect dust mass-loss due to the photoevaporative wind.

We define the initial conditions such that \( \Sigma_d/\Sigma_g = 0.01 \) at all radii. Our model considers only a single grain size \( s \), so formally this implies that a single grain size has a dust mass that is 1% of the gas mass. However, we note that the evolution of the dust disc in independent of the absolute value of \( \Sigma_d \), as long as the dust-to-gas ratio remains small.

2.3 Numerical method

We solve the diffusion equation for the gas surface density (Equation 1) numerically using a standard first-order explicit scheme (e.g. Pringle, Verbunt & Wade 1986), on a grid of points equispaced in \( R^{1/2} \). We adopt zero-torque boundary conditions (i.e. we set \( \Sigma_d = 0 \) in the boundary cells).

The equation for the evolution of the dust is evaluated simultaneously on the same spatial grid. We use a staggered grid, with scalar quantities evaluated at at zone centres and vectors (velocities) at zone faces. The integration is explicit, using a first-order method for the diffusive term and a second-order (van Leer) method for the advective term. Again we adopt "outflow" boundary conditions by setting \( \Sigma_d = 0 \) in the boundary cells. However, the inner boundary condition introduces an artificial inward pressure gradient in the gas, resulting in artificial outward advection of dust near the boundary, so we neglect the pressure gradient term in Equation 17 in the region close to the inner boundary. A similar, but physically real, inward pressure gradient is introduced by gaps in the gas disc which form as a result of photoevaporation. However, the numerical form of the gap can result in rather large radial dust velocities, so in such cases we limit the magnitude of the (outward) dust velocity to be less than or equal to that of the (inward) gas velocity.

The inclusion of the photoevaporative wind at a stage in the calculation where the dust surface density is not negligible introduces an additional numerical complication compared with the calculations of Takeuchi & Lin (2005) or Takeuchi et al. (2005), namely that the concentration term \( \Sigma_d/\Sigma_g \) diverges as the gas surface density becomes small (at the gap in the gas disc). In regions with no gas, the dust remains at a constant radius on a Keplerian orbit, so in cells where \( \Sigma_d = 0 \) we set \( \partial \Sigma_d/\partial t = 0 \). However the divergence of the concentration term also causes a problem in cells adjacent to those where \( \Sigma_d = 0 \), as our evaluation of \( \partial \Sigma_d/\partial t \) uses
“three-cell” derivatives for both the advective and diffusive terms. In this case we revert to a first-order (donor cell) derivative for the advective term, and evaluate the diffusive term one cell further from the “gap”.

This procedure successfully removes the troublesome divergent cells from the numerical calculation, but at the cost of reduced accuracy close to the edges of the gas disc. The treatment of the diffusive term in particular causes problems, as the surface density of the gas rises sharply near the gap, and the accuracy is limited by the grid resolution. Essentially we evaluate the diffusive term one cell-width away from where we should, so lowering the grid resolution reduces the accuracy still further. The consequence of this inaccuracy is that dust mass is not exactly conserved close to the gap in the gas disc. In order to minimize the effect this has on the overall accuracy of the calculation we take a “brute force” approach and simply use a large number of grid cells. We adopt a grid spacing of \( \Delta R^{1/2} = 0.0125 \text{AU}^{1/2} \) and model the disc over the radial range \([0.1 \text{AU}, 2000 \text{AU}]\), so consequently we use 7108 grid cells. At this resolution, dust mass is conserved to better than \( \pm 5\% \) in all our models.

3 RESULTS

3.1 Gas disc

We first describe the evolution of the gas disc alone. The evolution does not differ significantly from the models presented in [Alexander et al. 2006b], and we refer the reader to this work for a detailed description of the gas disc evolution. The evolution of the gas surface density \( \Sigma \), in the high- and low-viscosity models, can be seen in Figs. 2 & 3, respectively. Our models begin (i.e. they have \( t = 0 \)) at the point where the wind begins to influence the evolution, so the wind opens a gap in the disc rather rapidly, on the viscous time-scale of the inner disc. Once the surface density in the inner disc drops below \( \Sigma \approx 10^{-6} \text{g cm}^{-2} \), the inner disc becomes optically thin to ionizing photons and the direct field begins to dominate the evolution, rapidly clearing the outer disc.

By comparing the two viscosity models, we see that the absolute clearing time-scale varies almost exactly as \( \alpha^{-1} \). In the diffuse wind regime the evolution is driven by the viscosity, so the time-scale to open the gap scales exactly as \( \alpha^{-1} \). Once the direct field takes over, however, the wind dominates the evolution (rather than the viscosity, see discussion in [Alexander et al. 2006b]) and we see a small departure from this \( 1/\alpha \) scaling. This occurs because the gap is opened at constant accretion rate, so the low-viscosity disc is more massive and the wind takes correspondingly longer to disperse it.

In the high-viscosity model, with \( \alpha = 0.01 \), the initial mass of the gas disc is \( 4.6 \times 10^{-4} \text{M}_\odot \), or around 0.48 Jupiter masses. The effect of the wind on the disc is apparent almost immediately, and a well-defined gap in the disc appears at \( t = 3.3 \times 10^3 \text{yr} \). Cut-off from resupply, the inner disc then drains on its viscous time-scale. In the low-viscosity case (\( \alpha = 0.001 \)), the initial disc mass is larger by a factor of 10 (4.6 \times 10^{-3} \text{M}_\odot \), or around 4.8 Jupiter masses), and the evolution slower by a factor of 10 (i.e. the gap opens at \( t = 3.3 \times 10^3 \text{yr} \)). As the inner disc drains it eventually becomes optically thin to ionizing photons, and the direct field begins to clear the outer disc: this occurs at \( t = 4.1 \times 10^3 \text{yr} \) for \( \alpha = 0.01 \), and \( 4.3 \times 10^3 \text{yr} \) for \( \alpha = 0.001 \). We stop the calculations at \( t = 5.5 \times 10^3 \text{yr} \) (5.5 \times 10^3 \text{yr} \) for the low-viscosity model), at which point the inner edge of the disc has reached approximately 60.5AU (47.5AU).

The more accurate treatment of the diffuse-direct transition (described in Section 2.1.2) results in a smoother transition between the two regimes than seen by [Alexander et al. 2006b], but the dynamics are not significantly modified. As we show in the following Section, the dust in the inner disc is in fact removed more rapidly than the gas, so the inclusion of dust opacity has no effect on the results. As mentioned above, a more accurate treatment still could consider the evolution of the ionization front through the draining inner disc, using something akin to a Strömgren criterion, but this should not result in significantly different behaviour. In this case the inner disc will become fully ionized when the surface density drops below \( \approx 10^{-6} \text{g cm}^{-2} \) (the exact value depends rather sensitively on the disc thickness, as the recombination rate scales with the square of the gas density), so we expect that the direct field will become significant once the total gas mass in the inner disc falls below \( \approx 10^{-3} \text{M}_\odot \). This results in a direct field becoming significant slightly earlier than in our model, but the difference is not significant for the evolution of the disc. Moreover, given the other uncertainties in this process, such as the behaviour of angular momentum transport in the low-surface density inner disc, we consider this treatment to be sufficiently accurate.

3.2 Dust disc

In order to understand the evolution of the dust disc, it is instructive to re-cast Equation 13 in terms of a diffusive radial dust velocity \( u_{\text{dif}} \), so that

\[
\frac{\partial \Sigma_{\text{d}}}{\partial t} + \frac{1}{R} \frac{\partial}{\partial R} [R \Sigma_{\text{d}} (u_{\text{dif}} + u_{\text{d}})] = 0.
\]

(20)

The advective velocity \( u_{\text{d}} \) is given in Equation 14 and depends on both the grain size and gas density, while we can express the diffusive velocity as

\[ u_{\text{dif}} = \frac{1}{\alpha} \left( \frac{\partial}{\partial R} \Phi \right) \]

This is done by solving the recombination balance equation \( \Phi = \int \sigma_{\text{irr}} n^2 dV \) to find the gas number density \( n \), where \( dV \) is the volume element and \( \sigma_{\text{irr}} \) is the appropriate (Case B) recombination coefficient.
The diffusion of dust depends on the viscosity, and also the dust concentration gradient. $u_{\text{diff}}$ is therefore comparable to the diffusion gas velocity $u_g$, but is usually slightly larger because of the influence of the concentration gradient term. The diffusion component acts to smooth out the concentration gradient, while the advective term always acts radially inward (until the gap in the gas disc opens). We see, therefore, that the evolution of the dust grains is determined by competition between these two components; whichever acts more rapidly dominates the evolution.

Fig. 1 shows how the orbital decay time-scale (at $R = 10\,\text{AU}$) due to advection, $t = -R/u_{\text{diff}}$, varies as a function of grain size $s$ in the initial disc. Also shown is the (constant) orbital decay time-scale for the gas disc (essentially the viscous scaling time $t_v$). As we have adopted $D = v$, the diffusive time-scale of the dust disc is simply given by

$$t_{\text{diff}} \approx \frac{t_v}{d/dR}.$$  

We see, therefore, that the dust diffuses on a time-scale that is typically a factor of a few shorter than the viscous time-scale. However, if the concentration gradient becomes large, then the dust diffuses much faster. In our models the concentration gradient term is always greater than unity, but rarely becomes larger than $\sim 5$ except close to the gap in the disc. We therefore see from Fig. 1 that (prior to the opening of the gap) the evolution of small grains, with $s \lesssim 10\mu\text{m}$, is dominated by the diffusion, while the evolution of the larger grains is dominated by advection. Thus we expect the concentration of small grains to remain approximately uniform up to the point where the wind opens the gap in the disc. Larger grains, by contrast, migrate inwards more rapidly than the gas disc evolves, so in this case we expect significant evolution of the dust inside 10–20 AU before the gap is opened.

Fig. 1 also highlights a key difference between dust evolution in the high- and low-viscosity models. In the high-viscosity model the gap in the gas disc opens after $t = 3.3 \times 10^4\,\text{yr}$, but this takes 10 times longer in the low-viscosity model. The difference in the decay times for large ($\gtrsim 1\,\text{mm}$) grains, however, differs only by a smaller factor (around 1–5). Consequently, we expect to see a more pronounced inward migration of such grains in the low-viscosity model.

Fig. 2 shows the evolution of the four high-viscosity models. We see some inward migration of the larger grains at early times (before the gap opens), but we do not see a significant depletion of grains beyond $\sim 10\,\text{AU}$ during this phase. Once the gap opens, however, we see a very different behaviour. The gas surface density increases sharply outside the gap (i.e. at the inner edge of the outer disc), resulting in a strong inward pressure gradient. The gas close to the gap edge is therefore super-Keplerian, and we see rapid outward migration of the grains. Consequently, once the gap has opened the inner dust disc is cut off from resupply, and grains of all sizes drain rapidly onto the central star. As the direct field photoevaporates the outer gas disc, the inner edge of the disc moves steadily outwards. During this phase the steep pressure gradient at the inner edge continues to drive rapid outward migration of the grains, with the consequence that grains of all sizes are “swept up” by the moving edge of the gas disc. As this process continues, more and more dust is accumulated into the region close to the edge of the gas disc, and eventually the dust-to-gas ratio becomes large. At this point our method, treating the dust as a trace contaminant, is no longer valid, so we stop our calculation at this point. The “final” configuration is a roughly constant dust-to-gas ratio at large radii for all grain sizes, with a concentrated dust ring at the inner disc edge.

The evolution of the low-viscosity models (as seen in Fig. 3), however, is rather different. In this case the larger, advection-dominated grains ($100\mu\text{m}$ and 1 mm) undergo much more significant radial migration before the gap opens. Consequently, at the point where the gap opens, the outer disc is significantly depleted in large grains (out to radii $> 100\,\text{AU}$), by an order of magnitude or more compared to the high-viscosity case. Once the gap opens we again see rapid draining of dust from the inner disc, and again the inner edge of the gas disc sweeps up the dust as it moves outwards. However the “final” state of the evolution shows a marked deficit of large grains, by comparison to the high-viscosity model. We also note that the smaller $\mu\text{m}$-sized grains undergo a significant inward migration from the outermost radii ($> 500\,\text{AU}$). This is due to the steepening pressure gradient beyond the “disc radius” $R_d = 500\,\text{AU}$, however, and is not physically significant (as it depends only on the choice of $R_d$).

4 DISCUSSION

4.1 Observational appearance of clearing discs

A significant result from these models is that we are now able to make detailed predictions regarding the observable properties of so-called “transitional discs”, which are “caught in the act” of clearing their discs. Our models show that the dust-to-gas ratios for small grains are approximately constant (away from the edge of the gas disc), so our predictions regarding near- and mid-infrared emission agree well with previous gas-only models (e.g. Alexander et al. 2006b). The gap is opened at $\sim 1\,\text{AU}$, and once the inner disc is drained the inner disc edge moves outward in radius. For the viscosity law adopted here ($\nu \propto R$) the time required to double the hole radius scales as $R^{1/2}$, but a steeper viscosity law will result in a flatter distribution of hole sizes (see Section 2 of Alexander et al. 2006b). Given the short duration of the clearing phase relative to the disc lifetime and the corresponding paucity of transition discs, it is unlikely that this weak bias towards larger hole sizes will be observationally significant. Consequently, we predict that the distribution of inner hole sizes should be approximately uniform, from a minimum of $\sim 1\,\text{AU}$ outwards (for a 1 $\text{M}_\odot$ star).

As most of the disc mass resides at large radius, the disc mass remains approximately constant during clearing (as seen in Alexander et al. 2006b). The exact value depends on the model parameters (viscosity, stellar ionizing flux and outer disc radius), but disc masses of a few Jupiter masses are typical. We note, however, that disc masses are typically measured from dust emission at millimetre wavelengths, so these observations are subject to the uncertainties discussed in Section 4.3.

The constraints of the photoevaporation model require that the accretion rate on to the star be essentially zero during the inner hole phase, as once the inner disc is drained no accretion can persist. During the inner disc draining, the accretion rate falls from

$$u_{\text{diff}} = \frac{D}{R} \frac{d}{dR} \log \left( \frac{\Sigma_s}{\Sigma_{\text{gas}}} \right).$$ (21)
Figure 2. Snapshots of the evolution of the gas and dust discs for the high-viscosity ($\alpha = 0.01$) models: snapshots are plotted at $t = 0, 2.0, 3.3, 3.6, 4.0 \& 5.0 \times 10^4$ yr. The gas surface density is plotted in black, with the dust surface density in red: different line styles correspond to different grain sizes. Note that these figures show the results of 4 independent models (with different grain sizes), and are plotted together merely for comparison.
\( \approx 10^{-10} \text{M}_\odot \text{yr}^{-1} \) to \(< 10^{-15} \text{M}_\odot \text{yr}^{-1} \) on a very short, viscous time-scale. Consequently we predict that few, if any, objects should have measurable accretion rates below the photoevaporative wind rate of \( \approx 10^{-10} \text{M}_\odot \text{yr}^{-1} \), and note that the observational detection of this accretion rate threshold would provide strong support for the photoevaporation scenario.

Moreover, once the gap appears, the model predicts (and indeed requires) that the inner hole region, inside \( \approx 1 \text{AU} \), be essentially devoid of gas. As noted in Section 3.1, in order for the
inner hole to be optically thin to ionizing photons the total (neutral) gas mass inside 1AU must be \(< 10^{-3}M_{\odot}\). Recent observations with the *Spitzer Space Telescope* have placed strong upper limits on the gas mass in systems with cleared or clearing discs. Hollenbach et al. (2005) looked at the nearby star HD105, and placed upper limits of \(< 0.01M_{\text{Jup}}\) on the gas mass inside 1AU. More recently, Pascucci et al. (2006) observed 12 nearby stars with optically thin dust discs and concluded that there was \(< 0.0008M_{\text{Jup}}\) (< \(8 \times 10^{-7}M_{\odot}\)) of gas in the region from 0.3–1AU. These upper limits are rather close to the threshold value above, suggesting that the inner disc does indeed become optically thin to ionizing photons at late times, and adding further support to the photoevaporation model for disc clearing.

It is less clear, however, how the appearance of inner holes should scale with stellar mass. In recent years, observations of disc properties, such as accretion rates and disc masses, have expanded to cover a much wider range in stellar mass than was previously possible (e.g. Muzerolle et al. 2003; Scholz, Jayawardhana & Wood 2006), and a number of trends with stellar mass are now known. It has been suggested that the fraction of “transition discs” (identified from near- and mid-infrared observations of SEDs) increases with decreasing stellar mass: both McCabe et al. (2006) and Lada et al. (2006) found that “SED holes” were more prevalent among later type stars. The degree to which these results are influenced by selection biases remains unclear, as these data are only sensitive to “holes” at \(< 20\mu m\), but we note in passing that such an effect occurs naturally in our models if the viscous time-scale increases with decreasing stellar mass (as suggested by Alexander & Armitage 2006).

### 4.2 Dust at the inner disc edge

An interesting result of our model is the behaviour of the dust close to the inner edge of the gas disc. As outlined above, once the gap opens the dust in the inner disc is rapidly drained onto the star. Outside the gap, however, the inward pressure gradient results in outward migration of the dust grains, and inward accretion of dust is halted at, or close to, the peak in the surface density profile. Consequently the inner disc cannot be resupplied with dust, resulting in a very “clean” inner hole.

Once the inner gas disc is drained, the disc edge begins to move outward. The steep pressure gradient at the edge causes the grains to be “swept up” as the gas edge moves outward, resulting in a rather concentrated, dust-rich, ring immediately outside the inner edge of the gas disc. As seen from Figs. 2 & 3 the behaviour of this dust ring is largely independent of grain size over the range we consider. The exact form of this ring in our models depends rather strongly on the wind profile at the inner disc edge (defined by the smoothing term in Equation 5), but such a ring occurs for any choice of parameters. Moreover, similar structures, caused by the same physical process (a reversal in the direction of the pressure gradient close to the disc edge), have been found by other authors (e.g. Paardekooper & Mellema 2004, 2006), so although we are unable to make detailed predictions we are satisfied that the formation of the dust-rich ring is a real physical process.

As the disc edge sweeps outwards the dust-to-gas ratio close to the edge rises, and at late times can exceed unity. At this point our two-fluid treatment of the disc breaks down (so we stop the models at this point), and the evolution of the system becomes rather uncertain. Beyond this point the dust dynamics will be largely independent of the gas disc, and it may well be that such a structure is unstable (e.g. Goldreich & Ward 1973; Garaud & Lin 2004). Alternatively, the enhanced dust concentration may result in enhanced grain collision rates, and may facilitate rapid grain growth through coagulation. Again, the details are somewhat model-dependent but, given that gas is “lost” to the wind while dust is merely redistributed radially, it is straightforward to estimate at what radius the dust-to-gas ratio of the ring will reach these large values: this typically occurs at \(\sim 50\)–100AU. Other studies have similarly found that local pressure maxima can result in significantly enhanced dust concentrations (Klahr & Lin 2001, 2005; Rice et al. 2006a; Besla & Wu 2006), and speculated as to the possible consequences in terms of planetesimal and debris disc formation. Detailed study of these consequences are not possible here, but we note that the formation of the dust-rich ring during the gas clearing phase can in principle lead to rapid growth of planetesimals, and may result in the formation of a debris disc at a radius of \(\sim 50\)AU.

Were we to extend our analysis to larger grain sizes, however, it seems likely that grains larger than some critical size would be so weakly coupled to the gas that they would not be swept up in this manner. Inspection of Fig. 1 suggests that this critical size is likely in the range 10–100cm, but this is difficult to quantify without making detailed calculations. “Filtration” of the dust in this manner is analogous to the process considered by Rice et al. (2006b). They consider a different situation, namely the flow of gas and dust past a planet-induced gap at a fixed radius, but the underlying physical processes are the same. The key difference between the situation considered by Rice et al. (2006b) and that considered here is that accretion of gas persists across a planet-induced gap, whereas a photoevaporative wind prevents the inward accretion of gas at the disc edge. Consequently, in the case of a planet-induced gap small grains (which are strongly coupled to the gas) are carried across the gap by the gas, while in our models these grains pile up close to the disc edge. Consequently, it seems that dust properties can be used to discriminate between different mechanisms for creating “inner holes”: planet-induced gaps tend to populate the inner hole with small, micron-sized grains while filtering out larger particles, while photoevaporation removes all but very large grains (cm-size or larger) from the inner disc.

### 4.3 Grain growth and replenishment

A significant simplification in our model is the fact that we neglect grain collisions. Collisions between grains provide a means of altering the size distribution of grains, both through coagulation and destructive collisions (e.g. Dominik et al. 2006). Models have shown that the time-scales for grain growth and destruction can be significantly shorter than disc lifetimes, and have also shown that grains of all sizes must be subject to continuous resupply in order to sustain the observed grain populations over the lifetime of the gas disc (e.g. Takeuchi et al. 2005; Dullemond & Dominik 2005). Recent observations have shown evidence for dust settling and moderate grain evolution over disc lifetimes (Furlan et al. 2006), but wholesale changes in the grain population do not occur.

Our model considers only the short, clearing phase of the evolution, but even over these short time-scales we see significant inward migration of 100\(\mu m\)- and mm-size grains from large radii (> 50AU). Observations require that this grain population be sustained even during the clearing phase, and this enables us to make crude estimates of the time-scale of grain growth in the outer disc. Our high-viscosity model shows only moderate depletion of mm grains in the outer disc, but the depletion is much more significant in the low-viscosity model. This suggests that the time-scale for the
replenishment of the mm grain population at radii of ~ 50–100AU is \( \lesssim 10^3 \) yr.

### 4.3.1 Simple replenishment model

In order to quantify this analysis, we have considered a model which includes a simple replenishment term. We assume that the dust mass for a given grain size can be increased by growth processes, and add a source term to Equation 13. The source term (which appears on the right-hand side of Equation 13) takes the form

\[
\Sigma_d(R, t) = \frac{\Sigma_d(R, t) - \Sigma_d(R, 0)}{t_{\text{rep}}},
\]

where \( t_{\text{rep}} \) is the time-scale for replenishment. We consider a model of the entire disc lifetime, rather than just the clearing phase, with parameters \( \alpha = 0.01, R_d = 50 \) AU, and \( M_d = 5 \times 10^{-8} M_\odot \) yr\(^{-1} \). With these parameters the accretion rate falls to \( 10^{-10} M_\odot \) yr\(^{-1} \) after 4.8 Myr, and the gap in the gas disc begins to open at 5.2 Myr.

Figure 4 shows the evolution of the dust-to-gas ratio for models with \( s = 1 \) mm and various values of \( t_{\text{rep}} \). We see that a replenishment time-scale of \( 10^3 \) yr results in an almost constant dust-to-gas ratio over the Myr time-scales.

### 4.4 Limitations

In addition to the issues discussed above, there are a number of limitations to our analysis which bear consideration. One potentially important physical mechanism which is neglected here is the effect of radiation on the dust grains, which in principle could result in either Poynting-Robertson (PR) drag or radiation-pressure blowout. However, both of these effects are only usually significant in the absence of a gas disc, as the gas acts both to stabilise the dust against radiation forces, and to shield the grains from the radiation field. In our models the disc is always co-located with the gas disc, so PR drag is negligible. Close to the inner edge of the disc radiation pressure may become significant, but the likely outcome of this process is the either radiative blow-out of the grains or the formation of a dust-rich ring close to the edge of the gas disc (Klahr & Lin 2001). Our models already form such structures, due to the pressure gradients in the gas disc, so it is unlikely that the inclusion of radiation pressure will modify our results significantly.

In addition to these physical limitations, there are also numerical limitations to consider. Our treatment of the dust close to the disc edge is rather crude (see Section 2.3), but it is sufficiently accurate for situations we consider. More significant, however, may be the form of the inner boundary condition. We adopt zero-torque boundary conditions throughout, but note that these can result in outward migration of the grains near to the boundary (see Section 2.3). In order to minimise the influence of the boundary condition, we neglect the pressure terms in the region close to the inner boundary. The behaviour of discs close to the inner boundary is not well understood, but some physically-motivated boundary conditions, such as magneto-spheric truncation (e.g. Ghosh & Lamb 1978; Hartmann, Hewett & Calvet 1994), do result in conditions not dis-similar to those adopted here. Consequently, in such cases dust grains may indeed “pile up” in the region close to the inner boundary. We note, however, that in CTTs the inner edge of the gas disc usually lies inside the dust sublimation radius (d’Alessio et al. 2005b; Eisner et al. 2005), so this effect is probably not significant in TT discs.

An interesting extension of this work would be to consider a range of grain sizes simultaneously. Such a model would enable a more detailed analysis of the effects of grain growth and destruction than are possible here. It would also allow us to consider the effects of factors such as the grain size distribution, and to study of the evolution over longer time-scales than those considered here. This is obviously beyond the scope of this investigation, but provides an interesting avenue for future work.

## 5 DISCRIMINATING BETWEEN MODELS

In light of these results, we now seek an observational diagnostic that will allow us to discriminate between the various different models for “inner hole” discs. We propose that the simplest such diagnostic lies in the relative values of the disc mass and stellar accretion rate. In order to compare to the results of our photo-evaporation models, we now consider a simple model for a planet embedded in a disc.

Several studies have shown that a relatively massive planet can produce an observable “hole” in a protoplanetary disc (e.g. Rice et al. 2003; Quillen et al. 2004; Rice et al. 2006b; Varnière et al. 2006). In these models the tidal interaction between the planet and the disc opens a gap in the disc, and the tidal barrier limits accretion across this gap. In
general this only happens if the planet mass is \( \gtrsim 1M_{\text{Jup}} \) (e.g. [Artymowicz & Lubow] 1996; Takeuchi, Miyama & Lin 1996; Lubow, Siebert & Artymowicz 1999), as less massive planets are not capable of opening such a gap unless the disc is unusually inviscid. Moreover, the accretion rate past the planet is a strong function of the planet mass.

Our “toy” model is defined as follows. We assume that the disc is in a steady state, and adopt the same viscosity law as used previously (see Section 2.1.1). The total disc mass \( M_d \) is therefore given by

\[
M_d = \int_{R_{\text{in}}}^{R_{\text{out}}} 2\pi R \Sigma(R) dR,
\]

where \( R_{\text{out}} \) is the outer disc radius. In a steady disc, the surface density can be expressed in terms of the steady disc accretion rate, \( \dot{M} \), and the viscosity thus (Pringle 1981)

\[
\Sigma(R) = \frac{M}{3\pi R \alpha(R)}.
\]

We can integrate Equation 24 to find

\[
\dot{M} = \frac{3\alpha \Omega^2 H^2}{2R(R_{\text{out}} - R_{\text{in}})} M_d,
\]

and we note that \( \Omega H^2 / R \) is constant for our choice of the flaring index, \( q \). (A different choice of \( q \), however, would not alter the results significantly.)

We now seek to relate the steady disc accretion rate, \( \dot{M} \), to the observed accretion rate on to the stellar surface, \( \dot{M}_{\text{acc}} \). This depends on the flow of material across the gap induced by the planet, and is not yet fully understood. The models of [Lubow & d’Angelo] (2006) suggest that the accretion rate past the planet (into the inner disc) is typically 10–25% of the accretion rate on to the planet. The accretion rate on to the planet, \( \dot{M}_p \), in turn depends on the planet mass \( M_p \). This interaction is still the subject of some debate, but for simplicity we adopt the approximate scaling derived by [Lubow et al] (1999)

\[
\dot{M}_p \approx \left( \frac{M_p}{M_{\text{Jup}}} \right)^{1/3} \dot{M}, \quad M_p \geq M_{\text{Jup}}
\]

and, following [Lubow & d’Angelo] (2006), set

\[
\dot{M}_{\text{acc}} \approx 0.25 \dot{M}_p.
\]

Consequently, the observed accretion rate and the disc mass are related by

\[
\dot{M}_{\text{acc}} \approx 0.25 \left( \frac{M_p}{M_{\text{Jup}}} \right)^{-1} \frac{3\alpha \Omega H^2}{2R(R_{\text{out}} - R_{\text{in}})} M_d,
\]

which is a function only of the planet mass, viscosity and disc size. For simplicity, we fix \( R_{\text{in}} = 100 \)AU and consider a range of planet masses and viscosities. We consider planet masses ranging from \( 1M_{\text{Jup}} \) (approximately the minimum mass required to open a gap in the disc) to \( 12M_{\text{Jup}} \) (approximately the deuterium-burning limit), and viscosity parameters ranging from \( \alpha = 0.01-0.001 \).

Fig. 5 shows the range of parameters allowed by this model, as well as that of the photoevaporation model. As discussed in Section 2.1 objects appear as inner hole sources in the photoevaporation model only when the accretion rate falls below the wind rate, and unless the disc is unusually inviscid, or unusually large, this implies a maximum disc mass of \( \approx 0.005M_\odot \). In principle it is possible to observe a “photoevaporated” inner hole with a detectable accretion rate (as in the fourth snapshot of Fig 3), but the window of opportunity for such a detection is very short and the majority of such objects have no significant accretion. By contrast, planet-induced inner holes tend to show significant accretion rates, and can occur over a range of disc masses. For a given disc mass a more massive planet results in a lower accretion rate, and a lower viscosity results in a similarly lower accretion rate.

Also shown in Fig. 5 are the properties of several well-studied transition objects: GM Aur, DM Tau, TW Hya and CoKu Tau/4. These data are taken from [Calvet et al.] (2002, TW Hya) and [Calvet et al.] (2003, GM Aur & DM Tau), with disc masses for sources in Taurus-Auriga taken from the survey of [Andrews & Williams] (2005). CoKu Tau/4 is a spectroscopic WTT with no evidence of on-going accretion so, following [Sicilia-Aguilar et al.] (2006), we assign an upper limit to the accretion rate of \( 10^{-13}M_\odot \text{yr}^{-1} \). In addition, we have included the locus of the “passive discs” identified in the survey of binary objects conducted by [McCabe et al.] (2006). This survey identified six inner hole sources, four of which are in Taurus-Auriga. [Andrews & Williams] (2005) derived disc masses of \( \approx 0.005-0.001M_\odot \) for these objects, but were not able to resolve the individual components of these binary systems. Consequently we treat these measurements as upper limits to the disc masses, as they essentially measure the total disc masses of the binary pairs. All of these objects are WTTs, so we again assign an upper limit of \( 10^{-12}M_\odot \text{yr}^{-1} \).

This toy model obviously has uncertainties of factors of a few, but despite this Fig 5 suggests that observations of disc masses and accretion rates potentially provide a powerful tool for discriminating between different models. GM Aur, DM Tau and TW Hya fall in the region predicted by the planet model, while CoKu Tau/4 and the objects identified by [McCabe et al.] (2006) are more readily explained by photoevaporation. The reason that this simple method...
can discriminate so strongly between these models is easily understood. We select objects based on the “transitional” appearance of their SEDs only, but then consider parameters that relate to the global disc structure. An embedded planet affects the SED dramatically, but has only a modest (factor of ~10–100) effect on the accretion rate and little effect on the total disc mass (as the most of the disc mass resides at large radii). By contrast, photoevaporative clearing requires significant changes in the global disc properties, and therefore occupies a markedly different region of parameter space in Fig.

We note, however, that our toy planet model does not consider the formation of the planet, but merely assumes its presence. More detailed analysis of this problem can provide additional insight, and consideration should also be given to the evolution of the planet-disc system over ~Myr time-scales. Additional parameters, such as stellar ages and masses, can also be used to constrain models further and more detailed observations of disc properties can add valuable additional constraints (e.g. Eisner et al. 2006). However, our results suggest that even simple, easily observed parameters, such as disc masses and accretion rates, can provide a strong discriminant between different models of disc clearing.

6 SUMMARY

In this paper we have studied the dynamics of dust and gas during protoplanetary disc clearing. We have constructed two-fluid numerical models, in which the gas is subject to viscous accretion and photoevaporation and the dust undergoes both radial diffusion and advection. We find that small grains (<10μm) grains remain well-coupled to the gas throughout, while larger grains undergo significant radial migration over the duration of the clearing phase. This suggests that mm grains in the outer disc must be replenished on time-scales of 10^4–10^5 yr, presumably through collisional growth. Once the photoevaporative wind opens a gap in the gas disc the dust is rapidly removed from the inner disc. As the outer gas disc is cleared by the wind the grains are “swept up” by the steep pressure gradient at the inner edge of the gas disc, resulting in a dust-rich ring near to the inner disc edge. This may result in increased rates of grain collision and growth, with the potential to form planetesimals and/or a debris disc. We have described in detail the observational appearance of discs during the clearing phase in our models, and find that several observed discs agree well with the predictions of our model. Lastly, by considering a simple model of a planet embedded in a disc we have outlined how observations of the masses and accretion rates of transitional discs can provide a means of discriminating between different models of disc clearing.
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APPENDIX A: WIND PROFILES

The radial mass-loss profiles of the diffuse- and direct-field photo-evaporative winds are defined as follows. In the “diffuse” regime, where the inner disc is optically thick to ionizing photons, the wind is driven by recombinations in the disc atmosphere. We adopt the wind profile from the hydrodynamic simulations of Font et al. (2004), kindly provided in numerical form by Ian McCarthy:

\[ \Sigma_{\text{diffuse}}(R) = 2n_0(R)u_0(R)\mu m_1. \]  
\[ n_0(R) = \frac{2}{(\frac{R}{R_g})^{15/2} + (\frac{R}{R_g})^{1/2}} \]  
\[ \frac{n_g}{\mu} = C_1 \left( \frac{3\Phi}{4\pi a R_g^2} \right)^{1/2} \]  

where the base density at \( R_g = GM_*/c_s^2 \) (where \( c_s = 10 \text{km s}^{-1} \) is the sound speed of the ionized gas) is given by

\[ \mu = 0.1 \text{R}_g \]  

Here \( \Phi \) is the stellar ionizing flux (in units of photons s\(^{-1}\)) and \( a_\text{th} \) is the Case B recombination coefficient for atomic hydrogen at 10\(^4\)K, which has a value of \( a_\text{th} = 2.6 \times 10^{-13} \text{cm}^3\text{s}^{-1} \) (Cox 2000), and the constant \( C_1 \approx 0.14 \). The numerical simulations show that the launch velocity profile is well-matched by the numerical formalism

\[ u_0(R) = c_s A \exp \left[ B \left( \frac{R}{R_g} - 0.1 \right) \right] \left( \frac{R}{R_g} - 0.1 \right)^\alpha, \quad R \geq 0.1 \text{R}_g \]  

where the numerical constants have the values \( A = 0.3423, B = -0.3612 \) and \( D = 0.2457 \). For radii smaller than 0.1\( \text{R}_g \) the wind rate is set to zero.

In the “direct” regime, where the inner disc is optically thin to ionizing photons, the wind is instead driven by direct illumination of the inner disc edge. In this case we adopt the wind profile from the simulations of Alexander et al. (2006a). The base density at the inner disc edge is set by ionization balance (essentially a Strömgren criterion), and the hydrodynamic simulations show that the following power-law form provides a good fit to the wind profile:

\[ \Sigma_{\text{direct}}(R, t) = 2C_2 \mu m_1 c_s \left( \frac{\Phi}{4\pi a R(t)} \frac{R(t)}{R_\text{in}(t)} \right)^{1/2} \]  
\[ \times \left( \frac{R}{R_\text{in}(t)} \right)^{-\alpha}, \quad R > R_\text{in}(t). \]  

Here \( R_\text{in}(t) \) is radius of the inner disc edge, which increases as the wind disperses the outer disc. The fitting constants \( C_2 \) and a vary as functions of time.

Note that the constant defined as \( C_2 \) here is denoted by “CD” in Alexander et al. (2006a).
somewhat with the disc aspect ratio \( H/R \), but for simplicity we adopt the values derived for \( H/R = 0.05 \): \( C = 0.235 \) and \( a = 2.42 \).