Quantitative stochastic homogenization of nonlinearly elastic, random laminates
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Abstract

In this paper we study quantitative stochastic homogenization of a nonlinearly elastic composite material with a laminate microstructure. We prove that for deformations close to the set of rotations the homogenized stored energy function \( W_{\text{hom}} \) is \( C^3 \) and that \( W_{\text{hom}} \), the stress-tensor \( D W_{\text{hom}} \), and the tangent-moduli \( D^2 W_{\text{hom}} \) can be represented with help of stochastic correctors. Furthermore, we study the error of an approximation of these quantities via representative volume elements. More precisely, we consider periodic RVEs obtained by periodizing the distribution of the random material. For materials with a fast decay of correlations on scales larger than a unit scale, we establish error estimates on the random and systematic error of the RVE with optimal scaling in the size of the RVE and with a multiplicative random constant that has exponential moments.
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A standard model for a nonlinearly elastic, composite material is given by the non-convex energy functional 
\[ E_\varepsilon(u) := \int_O W(x_\varepsilon, \nabla u) \, dx, \]
where \( O \subseteq \mathbb{R}^d \) denotes the reference domain occupied by the elastic body, \( u : O \to \mathbb{R}^d \) its deformation, and \( W : \mathbb{R}^d \times \mathbb{R}^{d\times d} \to \mathbb{R} \cup \{+\infty\} \) the stored energy function, which encodes the mechanical properties of the material. We are interested in the macroscopic behavior of composites that oscillate on a microscopic scale \( 0 < \varepsilon \ll 1 \). Therefore, we consider the homogenization limit \( \varepsilon \to 0 \) of \( E_\varepsilon \) in the framework of \( \Gamma \)-convergence. The first results in this direction are due to Braides [Bra85] and M"uller [M"ul87]: For periodic composites (that is, \( x \mapsto W(x, F) \) is periodic for all \( F \)) and assuming additional growth conditions for \( W \) (in particular, standard \( p \)-growth with \( 1 < p < \infty \)), they show that \( E_\varepsilon \) \( \Gamma \)-converges to an energy functional of the form \( u \mapsto \int_O W_{\text{hom}}(\nabla u) \, dx \) with a homogenized stored energy function given by the multi-cell formula,

\[ W_{\text{hom}}(F) := \lim_{L \to \infty} W_{\text{hom},L}(F), \quad W_{\text{hom},L}(F) := \inf_{\varphi \in W^{1,p}_\text{per}(\square_L; \mathbb{R}^d)} \int_{\square_L} W(x, F + \nabla \varphi) \, dx, \quad (1) \]

where \( \square_L := [-L/2, L/2]^d \) and \( W^{1,p}_\text{per}(\square_L; \mathbb{R}^d) \) denotes the space of \( L \)-periodic Sobolev functions. A similar homogenization result and, in particular, formula (1) are also valid in the random case, that is, when \( x \mapsto W(x, F) \) is a stationary and ergodic random field, see [DMM86b, DMM86a, MM94].

The multi-cell formula for the homogenized stored energy function \( W_{\text{hom}} \) is the main subject of this paper. Its definition invokes a nonconvex minimization problem and an asymptotic limit \( L \to \infty \), and, therefore, a priori not much is known about its analytic properties. \( W_{\text{hom}} \) describes the effective mechanical behavior of the composite. It is especially important to understand the first Piola-Kirchhoff stress tensor and the tangent modulus, i.e., the Jacobian \( D W_{\text{hom}}(F) \) and the Hessian \( D^2 W_{\text{hom}}(F) \). Therefore, it is natural and relevant to investigate the following questions:

(Q1) Is \( W_{\text{hom}} \) twice continuously differentiable?

(Q2) How can \( W_{\text{hom}}(F) \), \( D W_{\text{hom}}(F) \) and \( D^2 W_{\text{hom}}(F) \) be evaluated or approximated?

In this paper we study these questions in the regime of small, but finite strains for random laminates composed of frame indifferent materials with a stress-free, non-degenerate reference state (see Definition 2.1 below). In a nutshell, the main results of this paper can be summarized as follows:

- (Qualitative results and answer to (Q1)). We show \( W_{\text{hom}} \in C^2(U) \) for an open neighborhood \( U \) of \( \text{SO}(d) \), see Theorem 2.4 (iii). This result is based on a representation of \( W_{\text{hom}}(F) \) for \( F \in U \) with help of a sublinear corrector \( \varphi_F \) that solves the nonlinear corrector equation \( -\text{div} \, D W(x, F + \nabla \varphi_F) = 0 \) in \( \mathbb{R}^d \), see Theorem 2.4 (ii). Since \( W \) is non-convex, this corrector representation is highly non-trivial and extends a recent results for periodic composites by the first two authors [NS18, NS19].
• (Quantitative results and answer to (Q2)). We prove optimal error estimates for a periodic representative volume element approximation of \( W_{\text{hom}}(F) \), \( DW_{\text{hom}}(F) \) and \( D^2W_{\text{hom}}(F) \) for \( F \) close to \( SO(d) \), see Theorem 2.11 and the discussion at the end of this introduction.

Before we present our results in detail, we discuss previous, related works.

**Convex case.** We first note that a complete understanding of (Q1) is currently only available for convex integrands with quadratic growth. Indeed, as shown by Müller [Müll87], if \( W(x,F) \) is periodic in \( x \) and convex in \( F \), the multi-cell formula reduces to a \textit{one-cell formula} that can be represented with help of a \textit{corrector}, i.e., \( W_{\text{hom}}(F) = W_{\text{hom,1}}(F) = \int_{Q} W(y,F + \nabla \varphi_F) \, dy \), where the corrector \( \varphi_F \) is a minimizer of the minimization problem in the definition of \( W_{\text{hom,1}}(F) \).

Furthermore, in [GMT93, Theorem 5.4] it is shown that, if \( W(x,F) \) is additionally \( C^2 \) in \( F \) and satisfies a quadratic growth condition in \( F \), then \( W_{\text{hom}} \) is \( C^2 \). The argument exploits the \textit{corrector representation} of \( W_{\text{hom}} \) and only uses basic energy estimates for the corrector. It extends verbatim to the random, convex case.

To reach regularity beyond \( C^2 \) is a nontrivial task and requires improved regularity of the corrector. For convex potentials with quadratic growth, the corrector \( \varphi_F \) can be characterized by a monotone, uniformly elliptic system with quadratic growth and thus, a stronger regularity theory is available; we refer to [NS18] for \( C^3 \)-regularity of the homogenized potential in the periodic, vector-valued case, and [FN21, AFK20, CG21] for related result for random, monotone equations.

**Non-convex case.** The results mentioned so far do not extend to the case of nonlinear elasticity, since there the stored energy function is necessarily non-convex. In fact, Müller [Müll87, Theorem 4.3] provides a counterexample in form of a laminate material that features a buckling instability under compressive loading; in particular, one has \( W_{\text{hom}}(F) < W_{\text{hom,L}}(F) \) for some \( F \not\in SO(d) \) and all \( L \in \mathbb{N} \). This shows that we cannot even expect a one-cell formula nor a corrector representation to hold for general deformations \( F \). However, a better behaviour can be expected for deformations close to \( SO(d) \) for materials with a non-degenerate, stress-free reference state at the identity. Indeed, in [MN11] the first author and Müller show for periodic composites that \( W_{\text{hom}} \) admits a quadratic expansion at identity:

\[
W_{\text{hom}}(Id + G) = Q_{\text{hom}}(G) + o(\|G\|^2)
\]

where \( Q_{\text{hom}}(G) := \inf_{\varphi \in H^1_{\text{per}}(\Omega;\mathbb{R}^d)} \int_{\Omega} Q(x,G + \nabla \varphi) \, dx \) and \( Q(x,G) := \frac{1}{2} \int_{\Omega} D^2W(x,Id)[G,G] \) denotes the quadratic term in the expansion of \( W \) at identity. The argument uses soft properties of the corrector \( \varphi_F \) and appeals to the geometric rigidity estimate of [FJM02]. An analogous statement holds in the random case, see [GN11]. Identity (2) says that the tangent modulus of \( W_{\text{hom}} \) at identity is given by the homogenization of the tangent modulus of \( W \).

**Differentiability for small, but finite strains.** To establish an expansion similar to (2) for \( F \not\in SO(d) \) is nontrivial — and, in fact, not always possible, cf. Müller’s counterexample mentioned above. Therefore, it is natural to focus on the regime of small strains, i.e., when \( F \) is close to \( SO(d) \). The first differentiability result for \( W_{\text{hom}} \) away from \( SO(d) \) has been recently obtained by the first and second author in [NS18, NS19] for a periodic composite with a “regular” microstructure, e.g., a matrix material with smooth, possibly touching inclusions. It is shown that if \( W(x, \cdot) \) is \( C^2 \) in a neighbourhood of \( SO(d) \), then the homogenized stored energy function \( W_{\text{hom}} \) is \( C^2 \) in a neighbourhood of \( SO(d) \), say in \( U_{\rho} := \{ F \in \mathbb{R}^{d \times d} : \text{dist}(F,SO(d)) < \rho \} \) for some \( \rho > 0 \). The argument critically relies on the observation that for \( F \in U_{\rho} \) the multi-cell formula simplifies to a single-cell formula that features a representation with help of a periodic corrector. More precisely, in [NS18, NS19] we prove that for any \( F \in U_{\rho} \) there exists a periodic corrector \( \varphi_F \in H^1_{\text{per}}(\Omega;\mathbb{R}^d) \).
such that
\[ W_{\text{hom}}(F) = W_{\text{hom},1}(F) = \int_{\Box} W(x, F + \nabla \phi_F(x)) \, dx. \] (3)
Moreover, we obtain a similar representation for the derivatives of \( W_{\text{hom}} \), in particular, we show that the tangent modulus admits the representation
\[ D^2W_{\text{hom}}(F)H \cdot G = \int_{\Box} D^2W(x, F + \nabla \phi_F)(H + \nabla \phi_{F,H}) \cdot G \, dx \]
for the periodic, linearized corrector \( \phi_{F,H} \in H^1_{\text{per}}(\Box; \mathbb{R}^d) \). These corrector representations are the starting point for a quantitative analysis of \( W_{\text{hom}} \) and minimizers of \( E_{\varepsilon} \); in particular, in [NS18, NS19] we prove error estimates for the nonlinear two-scale expansion and we establish Lipschitz estimates for minimizers of \( E_{\varepsilon} \) that are uniform in \( \varepsilon > 0 \). The general strategy of proof for (3) relies on a reduction to the convex case based on two major ingredients:

- **A matching convex lower bound**: Inspired by [CDMK06] we construct in [NS18, Corollary 2.3] a strongly convex integrand \( V \) with quadratic growth such that
  \[ W(x, F) + \mu \det F \geq V(x, F) \quad \text{for all } F \in \mathbb{R}^{d \times d}, \]
  \[ W(x, F) + \mu \det F = V(x, F) \quad \text{for all } F \in U_\rho, \] (4)
where \( \mu > 0 \) and \( \rho > 0 \) only depend on \( W \). With help of \( V \), convex homogenization theory and the fact that \( F \mapsto \det F \) is a Null-Lagrangian, we obtain the lower bound \( W_{\text{hom}}(F) + \mu \det F \geq V_{\text{hom}}(F) = \int_{\Box} V(x, F + \nabla \phi_F) \) with a convex corrector \( \phi_F \) given as the unique (up to a constant) sublinear solution to the monotone corrector problem,
\[ - \nabla \cdot DV(x, F + \nabla \phi_F) = 0 \quad \text{in } \mathbb{R}^d. \] (5)

- **Global Lipschitz regularity.** By the regularity theory for uniformly elliptic, monotone systems with piecewise constant, periodic coefficients, we establish the following global Lipschitz estimate for the convex corrector
\[ \| \text{dist}(F + \nabla \phi_F, SO(d)) \|_{L^\infty(\Box)} \leq C \text{dist}(F, SO(d)), \]
where for \( d > 2 \) we require the right-hand side to satisfy an additional smallness condition, see [NS19, Corollary 1]. In view of the matching property of \( V \) (cf. (4)), this allows us to deduce the sought for corrector representation (3).

Random composites and laminates. The construction of the matching convex lower bound \( V \) verbatim extends to the random case, see Lemma 3.2 below. Nevertheless the analysis in [NS18, NS19] is restricted to periodic composites, since periodicity is critically used to obtain the required global Lipschitz estimate for the corrector: Indeed, in [NS19] we obtain the Lipschitz estimate by combining a small-scale Lipschitz estimate (cf. [NS19, Theorem 4]) of the form \( \| \nabla \phi_F \|_{L^\infty(\Box_{1/2})} \leq C \| \nabla \phi_F \|_{L^2(\Box)} \) with the energy estimate \( \| \nabla \phi_F \|_{L^2(\Box)} \leq C \text{dist}(F, SO(d)) \) for sublinear solutions to (5). While the latter is standard in the periodic case, in the random setting such an estimate generally only holds in the weaker form of a large scale \( L^2 \)-estimate: For all \( L \) larger than a random minimal radius we have \( L^{-\frac{d}{4}} \| \nabla \phi_F \|_{L^2(\Box_L)} \leq C \text{dist}(F, SO(d)) \); we refer to [FN21] where such an
estimate has been established for monotone systems. Thus, in the random setting we may only expect the bound
\[
\|\text{dist}(F + \nabla \varphi_F, SO(d))\|_{L^\infty(B_1(x))} \leq C(x)\text{dist}(F, SO(d)),
\]
where \(C(x)\) is a stationary random field with stretched exponential moments. We note that this Lipschitz estimate is not global, which prevents us to follow the strategy of [NS19].

In contrast, for random laminates, as considered in this paper, the situation is better, since then the corrector problems for \(\varphi_F\) and the linearized corrector \(\varphi_{F,G}\), simplify to ordinary differential equations, see Theorem 2.4(ii)(b). This allows us to retrieve global, deterministic Lipschitz estimates by appealing to ODE-arguments, see Lemma 3.9 below.

Quantitative periodic RVEs. We finally comment on our quantitative analysis of the RVE approximation for \(W_{\text{hom}}, DW_{\text{hom}}, \text{ and } D^2W_{\text{hom}}\). As we explain in detail in the next section, in our paper we consider parametrized models to describe random laminates. More precisely, we denote by \((\Omega, P)\) a probability space of parameter fields \(\omega : \mathbb{R} \to \mathbb{R}\) where \(P\) is stationary and ergodic w.r.t. the shifts \(\omega \mapsto \omega(\cdot + z), z \in \mathbb{R}\). We then consider stored energy functions of the form \((x, F) \mapsto W(\omega(x_d), F)\), where \(x_d\) denotes the \(d\)th coordinate of \(x \in \mathbb{R}^d\), see Assumption 2.2. Our qualitative Theorem 2.4 then yields the corrector representation formula
\[
W_{\text{hom}}(F) = \mathbb{E}\left[\int_{\Omega} W(\omega(x_d), F + \nabla \varphi_F) dx\right], \tag{6}
\]
for \(F\) sufficiently close to \(SO(d)\). A direct evaluation of (6) is not possible in practice, since the expression invokes two “infinities”: The domain of the corrector equation (5) is unbounded and the probability space has infinite degrees of freedom. Hence, a suitable approximation is required. The representative volume element (RVE) method is a well-established procedure for this purpose. In this method, the corrector problem is considered (for a finite number of samples) on a domain of a finite size \(L\) together with suitable boundary conditions. It is an ongoing discussion in the computational mechanics community how to choose the size of the RVE and the appropriate boundary conditions, e.g. see [KFG+03, SJO21] and the references therein. In particular, we note that [KFG+03] also provides a numerical study of the convergence rate for the RVE-approximation of the tangent modulus of a nonlinear material.

The first analytic convergence results with optimal scaling in \(L\) for the RVE-approximation have been obtained by Gloria and Otto in [GO11, GO12] for discrete, linear elliptic equations. Periodic-RVEs have been first investigated in [GNO15] in the discrete setting and recently in [FN21] in the case of monotone systems. In periodic-RVEs (in the form of [GNO15, FN21]) the original probability measure \(P\) is approximated by a stationary, probability measure \(P_L\) that is supported on \(L\)-periodic parametrizations. The effect of this approximation is that for \(P_L\)-almost every realization, the corrector equation simplifies to an equation on a finite domain (of size \(L\)) with periodic boundary conditions. These equations are well-posed pathwise and thus for \(P_L\)-a.e. parameter field \(\omega_L \in \Omega\) the proxy
\[
W_{\text{hom},L}(\omega_L, F) := \int_{\Omega_L} W(\omega_L(x_d), F + \nabla \varphi_F(\omega_L, \cdot)) dx
\]
is well-defined (provided \(F \in U_\rho\)). As already observed in [GO11] the RVE-error naturally decomposes as
\[
W_{\text{hom},L}(F) - W_{\text{hom}}(F) = W_{\text{hom},L}(F) - \mathbb{E}_L\left[W_{\text{hom},L}(F)\right] + \mathbb{E}_L\left[W_{\text{hom},L}(F) - W_{\text{hom}}(F)\right],
\]
\(=: \text{err}_{\text{rand}}(L)\)
\(=: \text{err}_{\text{syst}}(L)\)
into a random error (due to random fluctuations w.r.t. \( \mathbb{P}_L \)) and a systematic error due to differences of \( \mathbb{P}_L \) and \( \mathbb{P} \). As already observed in [GNO15], in order to quantify the error, the assumption of ergodicity needs to be quantified. Moreover, both errors are sensitive to the decay of correlations of the random material, see also [GNO20] for a detailed analysis on the impact of the decay rate of correlations and the scaling of the sublinear corrector. In the present paper we study the periodic-RVE approximation under the strongest possible assumption on the decay of correlations, namely, materials that feature a rapid decay of correlations on scales larger than 1. In the existing literature two different approaches exist to quantify ergodicity: Either by means of mixing conditions as in [AS16, AKM16] or in form of functional inequalities, see [NS98, GO11, GO12, GNO20, DG20a, DG20b]. In the present paper we follow the second approach and work with a spectral gap estimate. In essence, we make the following assumptions:

- **Existence of an L-periodic approximation**: There exists a shift-invariant probability measure \( \mathbb{P}_L \) that is supported on L-periodic fields in \( \Omega \) and that recovers the distribution of \( \mathbb{P} \) in \( \square_{L/2} \), see Definition 2.8 for details.

- **Fast decorrelations**: \( (\Omega, \mathbb{P}) \) and \( (\Omega, \mathbb{P}_L) \) feature spectral gap estimates that encode fast decorrelations on scales larger than 1, see Definition 2.9.

If \( W(\omega, F) \) is sufficiently regular in \( \omega \) and \( F \), and for deformations \( F \) that are sufficiently close to \( SO(d) \), our main result then yields estimates on the error of the RVE-approximation of \( W_{\text{hom}}(F) \), the stress tensor \( DW_{\text{hom}} \) and the tangent modulus \( D^2W_{\text{hom}} \). In particular, for \( W_{\text{hom},L} \) we get,

\[
|\text{err}_{\text{rand}}| \leq C \text{dist}^2(F, SO(d))L^{-\frac{1}{2}}, \quad |\text{err}_{\text{syst}}(L)| \leq C \text{dist}^2(F, SO(d)) \frac{\ln L}{L},
\]

where \( C \) denotes a random constant with \( \mathbb{E}_L[\exp(\frac{1}{L}C)] \leq 2 \), and \( C \) denotes a deterministic constant, see Theorem 2.11. These estimates are optimal w.r.t. scaling in \( L \) and w.r.t. the integrability of \( C \). Moreover, they are the first analytical estimates for RVEs for geometrically nonlinear composites. Due to the different scaling of the random and systematic error, our results allows for optimizing the ratio between the number of Monte-Carlo iterations and the size of the RVE, see Corollary 2.12.

**Structure of the paper**: We present the assumptions and main results of this paper in detail in Section 2. In Section 3 we collect and prove the deterministic auxiliary results needed for the proofs of the main results. In Section 4 the proof of the main qualitative result is presented. In Section 5 we collect and prove the stochastic auxiliary estimates that are needed for the proof of the quantitative error estimates. Section 6 is dedicated to the proof of the main quantitative results.

**Notation**.

- We write \( \bar{f}_A \cdot \) for the averaged integral \( \frac{1}{|A|} \int_A f \cdot \). We frequently write \( (f)_A \) to denote \( \bar{f}_A \).

- For \( L > 0 \) and \( d \in \mathbb{N} \), we use the notation \( \square_L := (0, L)^d \).

- We identify one-dimensional functions \( \mathbb{R} \ni x \mapsto u(x) \in \mathbb{R} \) with their extension to \( \mathbb{R}^d \) that depends only on the \( d \)-th coordinate direction, i.e., \( \mathbb{R} \ni x \mapsto u(x_d) \in \mathbb{R} \). We usually write \( x_d \) for a one-dimensional variable in \( \mathbb{R} \). Derivatives with respect to \( x_d \) are denoted by \( \partial_{x_d} \).

- In particular, for \( \varphi \in H^1_{\text{loc}}(\mathbb{R}; \mathbb{R}^m) \) we write \( \nabla \varphi \) to denote \( \partial_{x_d} \varphi \otimes e_d \) and not \( \partial_{x_d} \varphi \). The same applies to divergence, in particular, \( \text{div} \) always denotes the \( d \)-dimensional divergence operator.
we argue that the RVE approximations are well-defined and describes the precision of the RVE

\begin{align*}
W_1(W_2(W_3)) &< 0,
\end{align*}

\section{Setting and main results}

In this section we first introduce the standard setting for the description of stationary random media. Consequently we present the main results about nonconvex integral functionals in the vicinity of rotations: In Theorem 2.4 we argue that the RVE approximations are well-defined and the so-called stochastic one-cell formula holds. Theorem 2.11 describes the precision of the RVE method in terms of the size of the representative elements.

We consider the parameter space \( \Omega = \{ \omega : \mathbb{R} \rightarrow \mathbb{R} \text{ measurable} \} \) equipped with a \( \sigma \)-algebra \( \mathcal{S} \) and a probability measure \( \mathbb{P} \). The mathematical expectation is denoted by \( \mathbb{E} [ \cdot ] := \int_{\Omega} \cdot d \mathbb{P} (\omega) \). A sample \( \omega \in \Omega \) describes the spatially-varying (layered) material properties and for this reason we frequently refer to it as a configuration. We assume the following standard assumptions for the random configuration space \( (\Omega, \mathcal{S}, \mathbb{P}) \):

\begin{enumerate}
    
    
    \item [(P1)] (Stationarity.) For any \( z \in \mathbb{R} \), the vectors \((\omega(x_1), ... , \omega(x_n))\) and \((\omega(x_1 + z), ... , \omega(x_n + z))\) have the same joint distribution for arbitrary \( x_1, ..., x_n \in \mathbb{R} \) and \( n \in \mathbb{N} \).

    \item [(P2)] (Ergodicity.) For any random variable \( F \in L^1(\Omega) \) we have
    \begin{align*}
    \lim_{R \rightarrow \infty} \int_0^R F(\omega(\cdot + x)) dx = \mathbb{E} [ F ] .
    \end{align*}
\end{enumerate}

We state the assumption on the considered energy density \( W \) as follows. We first introduce a class of frame-indifferent stored energy functions that are minimized, non-degenerate and smooth at identity, and satisfy the growth condition stated below.

\begin{definition}
For \( \alpha > 0 \) and \( p > 1 \), we denote by \( W_\alpha^p \) the class of Borel functions \( W : \mathbb{R}^{d \times d} \rightarrow [0, +\infty] \) which satisfies the following properties:
\begin{enumerate}
    
    \item [(W1)] \( W \) satisfies \( p \)-growth from below, i.e.
    \begin{align*}
    \alpha |F|^p - \frac{1}{\alpha} \leq W(F) \quad \text{for all } F \in \mathbb{R}^{d \times d},
    \end{align*}

    \item [(W2)] \( W \) is frame indifferent, i.e.
    \begin{align*}
    W(RF) = W(F) \quad \text{for all } R \in \text{SO}(d), \ F \in \mathbb{R}^{d \times d};
    \end{align*}

    \item [(W3)] \( F = \text{Id} \) is a natural state and \( W \) is non-degenerate, i.e. \( W(\text{Id}) = 0 \) and
    \begin{align*}
    W(F) \geq \alpha \text{dist}^2(F, \text{SO}(d)) \quad \text{for all } F \in \mathbb{R}^{d \times d};
    \end{align*}
\end{enumerate}
\end{definition}
(W4) $W$ is $C^3$ in a neighborhood of $\text{SO}(d)$ and

$$\|W\|_{C^3(U_\alpha)} < \frac{1}{\alpha}. \quad (8)$$

**Assumption 2.2.** Fix $\alpha > 0$ and $p \geq d$. We suppose that $W : \mathbb{R} \times \mathbb{R}^{d \times d} \to [0, +\infty]$ is a Borel function and $W(\omega, \cdot) \in W^p_{\alpha}$ for almost every $\omega \in \mathbb{R}$.

**Remark 2.3.** Note that we use the same constant $\alpha$ in the growth condition (W1), the non-degeneracy condition (W3) and the regularity assumption (W4). The only reason for this is that we want to reduce the number of parameters invoked in the assumption for $W$. Let us anticipate that the region, in which the multi-cell formula reduces to a single-cell expression, will depend (in a quite implicit way) on the constants in (W1), (W3) and (W4). Hence, working with the single parameter $\alpha$ simplifies the presentation. Note that we have $W^p_{\alpha} \subset W^p_{\alpha'}$ for $0 < \alpha' < \alpha$.

We associate with $W$ the following approximation for the homogenized stored energy function

$$W_{\text{hom},L} : \Omega \times \mathbb{R}^{d \times d} \to \mathbb{R}, \quad W_{\text{hom},L}(\omega, F) = \inf_{\varphi \in W^{1,p}_{\text{per,0}}(\square_L)} \int_{\square_L} W(\omega(x_d), F + \nabla \varphi)dx. \quad (9)$$

We state the first main result of this paper as follows. Based on a merely qualitative ergodicity assumption combined the laminated structure of the material, we show that in the vicinity of rotations correctors exist and the homogenized stored energy function is characterized by a stochastic one-cell formula. We also discuss regularity properties of the homogenized stored energy function.

**Theorem 2.4** (Corrector representation and regularity of $W_{\text{hom}}$). Let $(\Omega, S, \mathbb{P})$ satisfy (P1)-(P2) and let Assumption 2.2 hold. Then there exists $\delta = \delta(\alpha, d, p) > 0$ and $c = c(\alpha, d, p) \in [1, \infty)$ such that for all $F \in U_\delta$ the following statements hold true:

(i) (Homogenized energy density). The following limit exists and it is deterministic

$$W_{\text{hom}}(F) := \lim_{L \to \infty} W_{\text{hom},L}(\omega, F) \quad \text{for } \mathbb{P}\text{-a.a. } \omega \in \Omega.$$  

(ii) (Corrector). There exists a unique random field $\varphi_F : \Omega \times \mathbb{R}^d \to \mathbb{R}^d$ with the following properties:

(a) For $\mathbb{P}$-a.a. $\omega \in \Omega$ it holds $\varphi_F(\omega, \cdot) \in W^{1,\infty}_{\text{loc}}(\mathbb{R}^d; \mathbb{R}^d)$, $\int_{\square} \varphi_F(\omega, \cdot) = 0$ and

$$- \text{div}DW(\omega(x_d), F + \nabla \varphi_F) = 0 \quad \text{in } \mathbb{R}^d, \quad (10)$$

and the corrector $\varphi_F$ is sublinear in the sense

$$\lim_{R \to \infty} \frac{1}{R}\|\varphi_F(\omega, \cdot)\|_{L^\infty(\square_R)} = 0. \quad (11)$$

(b) The corrector $\varphi_F$ is one-dimensional in the sense of $\varphi_F(\omega, x) = \varphi_F(\omega, x_d)$.

(c) The gradient of the corrector $\varphi_F$ is stationary and satisfies $\mathbb{E}\|\nabla \varphi\| = 0$ and

$$\|\nabla \varphi_F(\omega, \cdot)\|_{L^\infty(\mathbb{R}^d)} \leq c \text{dist}(F, \text{SO}(d)) \quad \text{for } \mathbb{P}\text{-a.a. } \omega \in \Omega. \quad (12)$$
The homogenized energy density given in (i) satisfies the stochastic one-cell formula

\[ W_{\text{hom}}(F) = \mathbb{E} \left[ \int_{\square} W(\omega(x_d), F + \nabla \varphi_F(\omega)) dx \right]. \]  (13)

(iii) (Regularity). The energy densities \( W_{\text{hom}, L}(\omega, \cdot) \) and \( W_{\text{hom}} \) defined in (9) and in (i) are of class \( C^3(U_\mathcal{F}) \) and it holds, for all \( G, H \in \mathbb{R}^{d \times d} \),

\[ DW_{\text{hom}}(F) \cdot G = \mathbb{E} \left[ \int_{\square} DW(\omega(x_d), F + \nabla \varphi_F) \cdot G \ dx \right], \]  (14)

\[ D^2W_{\text{hom}}(F) \cdot H \cdot G = \mathbb{E} \left[ \int_{\square} D^2W(\omega(x_d), F + \nabla \varphi_F)(H + \nabla \varphi_{F,H}) \cdot G \ dx \right], \]  (15)

where the linearized corrector \( \varphi_{F,H} : \Omega \times \mathbb{R}^d \rightarrow \mathbb{R}^d \) is uniquely characterized by

\[ - \text{div} (D^2W(\omega(x_d), F + \nabla \varphi_F)(H + \nabla \varphi_{F,H})) = 0 \quad \text{in} \ \mathbb{R}^d, \quad \text{for} \ \mathbb{P}\text{-a.a.} \ \omega \in \Omega, \]  (16)

and

\[ \int_{\square} \varphi_{F,H} dx = 0, \quad \nabla \varphi_{F,H} \text{ is stationary}, \quad \mathbb{E} [\nabla \varphi_{F,H}] = 0, \quad \mathbb{E} [\|\nabla \varphi_{F,H}\|^2] < \infty. \]  (17)

Moreover, \( \varphi_{F,H} \) is one-dimensional in the sense \( \varphi_{F,H}(\omega, x) = \varphi_{F,H}(\omega, x_d) \) and for all \( H \in \mathbb{R}^{d \times d} \) it holds \( \lim_{R \rightarrow \infty} \frac{1}{R} \|\varphi_{F,H}\|_{L^\infty(\square_R)} = 0 \) and \( \|\nabla \varphi_{F,H}(\omega, \cdot)\|_{L^\infty(\mathbb{R}^d)} \leq c|H| \) for \( \mathbb{P}\text{-a.a.} \ \omega \in \Omega. \)

(iv) (Strong rank-one convexity).

\[ D^2W_{\text{hom}}(F)[a \otimes b, a \otimes b] \geq \frac{1}{c} |a \otimes b|^2 \quad \text{for all} \ a, b \in \mathbb{R}^d. \]  (18)

The proof is presented in Section 4.

**Remark 2.5 (C^k-regularity).** In Theorem 2.4, we show that \( \sup_{\omega \in \mathbb{R}} \|W(\omega, \cdot)\|_{C^3(U_\mathcal{F})} < \infty \) implies \( W_{\text{hom}, L}(\omega, \cdot), W_{\text{hom}} \in C^3(U_\mathcal{F}) \). By an inductive argument that exploits the laminate structure, it is also possible to show that \( \sup_{\omega \in \mathbb{R}} \|W(\omega, \cdot)\|_{C^k(U_\mathcal{F})} < \infty \) implies \( W_{\text{hom}, L}(\omega, \cdot), W_{\text{hom}} \in C^k(U_\mathcal{F}) \) for an arbitrary \( k \in \mathbb{N} \). Moreover, explicit formulas for the derivatives of linearized correctors of higher order can be obtained, for example, we have, for \( F, G, H, I \in \mathbb{R}^{d \times d} \),

\[ D^3W_{\text{hom}}(F)IHG = \mathbb{E} \left[ \int_{\square} D^3W(\omega(x_d), F + \nabla \varphi_F) (I + \nabla \varphi_{F,I}) (H + \nabla \varphi_{F,H}) \cdot (G + \nabla \varphi_{F,G}) \ dx \right]. \]  (19)

For deterministic, periodic composites, the conclusion of Theorem 2.4 was proven in [NS18, NS19] under various assumptions on the regularity of \( x \mapsto W(x, F) \). However, Theorem 2.4 is the first corrector representation result for nonlinearly elastic materials with a random microstructure. Furthermore, the smallness assumption \( F \in U_\delta \) in Theorem 2.4 cannot be relaxed as can be seen by M"uller’s counterexample [M"ul87, Theorem 4.7] which features a periodic laminate material that undergoes buckling for sufficiently strong compressions.
We remark that Assumption 2.2 does not impose any condition on the growth of $W$ from above; $W(\omega, F)$ might even be equal to $+\infty$ for $F$ outside of an open neighbourhood of $\text{SO}(d)$. Therefore, it is unclear if the energy functional $u \mapsto \int_{O} W(\omega(\frac{x}{\varepsilon}), \nabla u) dx$ homogenizes (in the sense of $\Gamma$-convergence). However, if $W$ additionally satisfies $p$-growth of the form

$$W(\omega, F) \lesssim 1 + |F|^p$$

for all $F \in \mathbb{R}^{d \times d}$ and $\mathbb{P}$-a.a. $\omega \in \Omega$, the corresponding $\Gamma$-limit takes the form $u \mapsto \int_{O} \overline{W}_{\text{hom}}(\nabla u) dx$ where

$$\overline{W}_{\text{hom}}(F) = \lim_{L \to \infty} \inf_{\varphi \in W^{1,p}(U_L; \mathbb{R}^d), \partial U_L} \int_{U_L} W(\omega(x), F + \nabla \varphi(x)) dx.$$

The following corollary shows that $W_{\text{hom}}$ and $\overline{W}_{\text{hom}}$ match in the vicinity of rotations.

**Corollary 2.6.** Consider the setting of Theorem 2.4. There exists $\overline{\delta} = \overline{\delta}(\alpha, d, p) > 0$ such that

$$W_{\text{hom}}(F) = \overline{W}_{\text{hom}}(F) \quad \text{for all } F \in U_{\overline{\delta}}.$$  

(See Section 4 for the proof.)

**Remark 2.7.** Homogenization of $u \mapsto \int_{O} W(\omega(\frac{x}{\varepsilon}), \nabla u) dx$ in the sense of $\Gamma$-convergence has been established under weaker conditions than the upper-growth condition (20), e.g., see the classic textbooks [BD98, JKO94], and more recent works [DG16, AM11, HNS21, NSS17]. However, to our knowledge all existing results require some control from above or some convexity condition on the set $\{W < \infty\}$ that rule out the application to stored energy functions that satisfy physical growth conditions. In contrast, with help of the corrector representation of $W_{\text{hom}}$ it is possible to prove homogenization in a small-strain regime without imposing an additional growth condition for $W$. More precisely, by adapting the method of [NS18, Theorem 3] we get the following: Let $O \subset \mathbb{R}^d$ be sufficiently smooth and let $(u_\varepsilon)_\varepsilon \subset g + W^{1,p}_0(O; \mathbb{R}^d)$ be such that

$$I_\varepsilon(u_\varepsilon) = \inf_{g + W^{1,p}_0(A)} I_\varepsilon + o(1) \quad \text{where } I_\varepsilon(u) := \int_{O} W(\omega(\frac{x}{\varepsilon}), \nabla u) - f \cdot u dx.$$ 

Suppose that the assumptions of Theorem 2.4 are satisfied and assume the smallness condition $\|f\|_{L^q(A)} + \|g - \text{id}\|_{W^{2,q}(A)} \ll 1$ for some $q > d$. Then it holds

$$\lim_{\varepsilon \to 0} \|u_\varepsilon - u_0\|_{L^p(O)} = 0 \quad \mathbb{P}\text{-a.s.},$$

(21)

where $u_0$ denotes the unique minimizer of the homogenized energy functional

$$I_{\text{hom}}(u) := \int_{O} W_{\text{hom}}(\nabla u) - f \cdot u dx \quad \text{subject to } u - g \in W^{1,p}_0(O).$$

Since in Theorem 2.4 we do not assume any growth conditions from above on $F \mapsto W(\omega, F)$, the convergence (21) does not follow from the known homogenization theory.

In the following we discuss an approximation of $W_{\text{hom}}$ and its derivatives by periodic RVEs. In contrast to the approximation (9), which relies on the introduction of periodic boundary conditions, the periodic RVE that we discuss below is analogous to the one considered in [FN21] and is based on a periodic approximation of the probability space $(\Omega, \mathcal{S}, \mathbb{P})$: 
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Definition 2.8 (L-periodic approximation of \( \mathbb{P} \)). Let \( L \geq 1 \). A probability space \( (\Omega_L = \Omega, S_L = S, \mathbb{P}_L) \) is called an L-periodic approximation of \( (\Omega, S, \mathbb{P}) \) if the following conditions hold:

(i) \( \mathbb{P}_L \) concentrates on L-periodic functions and it is stationary in the sense of \((P1)\).

(ii) If the random field \( \Omega \times \mathbb{R} \ni (\omega, x) \mapsto \omega(x) \) is distributed according to \( \mathbb{P} \) and \( \Omega_L \times \mathbb{R} \ni (\omega_L, x) \mapsto \omega_L(x) \) according to \( \mathbb{P}_L \), then the random fields

\[
\Omega \times B \frac{L}{4}(0) \ni (\omega, x) \mapsto \omega(x) \quad \text{and} \quad \Omega_L \times B \frac{L}{4}(0) \ni (\omega_L, x) \mapsto \omega_L(x)
\]

have the same distribution.

In order to quantify the statement in Theorem 2.4 (i) we will make an additional quantitative ergodicity assumption on the probability space and its periodic approximation. This relies on a Malliavin type functional calculus, see [DG20b, DG20a] for a systematic discussion.

Definition 2.9 (Spectral gaps). Let \( L \geq 1 \). Let \( (\Omega, S, \mathbb{P}) \) be a probability space and \( (\Omega_L, S_L, \mathbb{P}_L) \) its L-periodic approximation.

(i) We say that \( (\Omega, S, \mathbb{P}) \) satisfies a spectral gap estimate with constant \( \rho > 0 \) if the following holds: For any random variable \( F : \Omega \to \mathbb{R} \), we have

\[
\mathbb{E} \left[ |F - \mathbb{E}[F]|^2 \right] \leq \frac{1}{\rho^2} \mathbb{E} \left[ \int_{\mathbb{R}} \left( \int_{B_1(s)} \left| \frac{\partial F}{\partial \omega} \right|^2 \right) ds \right],
\]

where \( \int_{B_1(s)} \left| \frac{\partial F}{\partial \omega} \right| \) denotes

\[
\sup_{\delta \omega} \limsup_{t \to 0} \frac{|F(\omega + t\delta \omega) - F(\omega)|}{t},
\]

where the supremum is taken over all configurations \( \delta \omega : \mathbb{R} \to \mathbb{R} \) supported in \( B_1(s) \) with \( \|\delta \omega\|_{L^\infty(\mathbb{R})} \leq 1 \).

(ii) (Periodic spectral gap.) We say that \( (\Omega_L, S_L, \mathbb{P}_L) \) satisfies a periodic spectral gap estimate with constant \( \rho > 0 \) if the following holds: For any random variable \( F_L : \Omega_L \to \mathbb{R} \), we have

\[
\mathbb{E}_L \left[ |F - \mathbb{E}_L[F]|^2 \right] \leq \frac{1}{\rho^2} \mathbb{E}_L \left[ \int_0^L \left( \int_{B(s)} \left| \frac{\partial F_L}{\partial \omega_L} \right|^2 \right) ds \right],
\]

where \( \int_{B(s)} \left| \frac{\partial F_L}{\partial \omega_L} \right| \) denotes

\[
\sup_{\delta \omega_L} \limsup_{t \to 0} \frac{|F_L(\omega_L + t\delta \omega_L) - F_L(\omega_L)|}{t},
\]

where the supremum is taken over all L-periodic configurations \( \delta \omega_L : \mathbb{R} \to \mathbb{R} \) supported in \( B_1(s) + LZ \) and with \( \|\delta \omega_L\|_{L^\infty(0,L)} \leq 1 \).
Remark 2.10 (Example of Gaussian type). It is convenient to give examples of admissible distributions in the class of stationary Gaussian random fields, since the latter are uniquely determined by their covariance functions and allow to apply Malliavin calculus to establish spectral gap inequalities. A specific example is the following: Suppose that \( \mathbb{P} \) describes a stationary, centered Gaussian random field \( \omega : \mathbb{R} \to \mathbb{R} \) with a bounded and compactly supported covariance function \( C(s) := \text{Cov}(\omega(x+s), \omega(x)) \), satisfying \( |C(s)| = 0 \) for \( |s| \geq \ell/2 \) for some correlation length \( \ell > 0 \). Then \( (\Omega, \mathcal{S}, \mathbb{P}) \) satisfies the spectral gap estimate of Definition 2.9 (i), e.g. see [DG20b]. For \( L \geq 4\ell \) we may define an \( L \)-periodic approximation by periodizing the covariance function: Set \( C_L(x) := C(\{x\}_L) \), where \( \{x\}_L \in [-\frac{L}{2}, \frac{L}{2}] \) is uniquely defined by \( x \) \(-\{x\}_L \in \mathbb{Z} \). Let \( \mathbb{P}_L \) describe the stationary, centered Gaussian random field with covariance function \( C_L \). Then \( \mathbb{P}_L \) is indeed an \( L \)-periodic approximation of \( \mathbb{P} \) in the sense of Definition 2.8 and additionally satisfies the spectral gap estimate of Definition 2.9 (ii) with a constant \( \rho \) that is independent of \( L \).

We present our main quantitative result:

Theorem 2.11 (Quantitative RVE approximations). Suppose Assumption 2.2 is satisfied and in addition that \( W \) satisfies

\[
\left\| D^4 W(\omega, \cdot) \right\|_{C(\overline{\Omega})} + \left\| \partial_{\omega} W(\omega, \cdot) \right\|_{C(\overline{\Omega})} \leq \frac{1}{\alpha} \quad \text{for all } \omega \in \mathbb{R}.
\]

We let \((\Omega, \mathcal{S}, \mathbb{P})\) satisfy \( (P1) \) and the spectral gap estimate with constant \( \rho > 0 \) of Definition 2.9 (i). Let \( L \geq 2 \) and let \((\Omega, \mathcal{S}, \mathbb{P}_L)\) be an \( L \)-periodic approximation of \( \mathbb{P} \) in the sense of Definition 2.8 which satisfies the periodic spectral gap estimate with constant \( \rho > 0 \) of Definition 2.9 (ii). \( W_{\text{hom}, L} \) denotes the corresponding representative volume element approximation defined in (9).

Then, there exists \( c = c(\alpha, p, d, \rho) \in [1, \infty) \) such that for all \( F \in U_\mathfrak{F} \) with \( \mathfrak{F} > 0 \) as in Theorem 2.4 the following statements hold true:

(i) (Estimate on random fluctuations).

\[
\left| W_{\text{hom}, L}(\cdot, F) - \mathbb{E}_L [W_{\text{hom}, L}(F)] \right| \leq C(\cdot) \operatorname{dist}^2(F, \text{SO}(d)) L^{-\frac{1}{2}}, \quad (22)
\]

\[
\left| D W_{\text{hom}, L}(\cdot, F) - \mathbb{E}_L [D W_{\text{hom}, L}(F)] \right| \leq C(\cdot) \operatorname{dist}(F, \text{SO}(d)) L^{-\frac{3}{2}}, \quad (23)
\]

\[
\left| D^2 W_{\text{hom}, L}(\cdot, F) - \mathbb{E}_L [D^2 W_{\text{hom}, L}(F)] \right| \leq C(\cdot) L^{-\frac{1}{2}}, \quad (24)
\]

where \( C \) denotes a random variable satisfying

\[
\mathbb{E}_L \left[ \exp\left( \frac{1}{c} C \right) \right] \leq 2.
\]

(ii) (Systematic error.)

\[
\left| \mathbb{E}_L [W_{\text{hom}, L}(F)] - W_{\text{hom}}(F) \right| \leq c \operatorname{dist}^2(F, \text{SO}(d)) \frac{\ln L}{L},
\]

\[
\left| \mathbb{E}_L [D W_{\text{hom}, L}(F)] - D W_{\text{hom}}(F) \right| \leq c \operatorname{dist}(F, \text{SO}(d)) \frac{\ln L}{L},
\]

\[
\left| \mathbb{E}_L \left[ D^2 W_{\text{hom}, L}(F) \right] - D^2 W_{\text{hom}}(F) \right| \leq c \frac{\ln L}{L}.
\]
The proof is presented in Section 6.
The total error is dominated by the random component of order $L^{-\frac{1}{2}}$. However, the deviations from the mean may be reduced by empirical averaging: For $N \in \mathbb{N}$, we consider $\{\omega_i\}_{i \in \{1, \ldots, N\}}$ independent copies of the coefficient field sampled according to $\mathbb{P}_L$ and we define the Monte Carlo approximation by

$$W_{\text{hom}, L, N}(\omega, F) = \frac{1}{N} \sum_{i=1}^{N} W_{\text{hom}, L}(\omega_i, F).$$

With Theorem 2.11 at hand, we obtain the following:

**Corollary 2.12 (Monte Carlo approximation).** Let the assumptions of Theorem 2.11 be satisfied. There exists $c = c(\alpha, d, p, \rho) > 0$ such that for all $F \in U_\delta$ with $\delta > 0$ as in Theorem 2.11 and for $\ell \in \{0, 1, 2\}$

$$\mathbb{E}_L \left[ |D^\ell W_{\text{hom}, L, N}(F) - D^\ell W_{\text{hom}}(F)|^2 \right]^\frac{1}{2} \leq c \text{ dist}^{2-\ell}(F, \text{SO}(d)) \left( \frac{1}{\sqrt{NL}} + \frac{\log(L)}{L} \right).$$

The proof of Corollary 2.12 is standard and thus omitted here. Note that the total $L^2$-error is of order $L^{-1} \ln L$ if we choose $N \sim \frac{L}{\ln^2 L}$.

### 3 Deterministic intermediate results

In the following we present the deterministic ingredients of our analysis. In particular, in the first part we recall a matching convex lower bound construction that allows us to relate the nonconvex corrector problem with a convex corrector problem. In the second part we collect some standard results about elliptic equations, and in the third part we establish deterministic Lipschitz estimates for correctors that rely on the laminate structure of the material.

#### 3.1 Reduction to a convex problem

The proof of Theorem 2.4 follows the strategy of [NS18]. The starting point is the observation that $W \in \mathcal{W}^\alpha_p$ implies the existence of a “matching convex lower bound”. For the precise statement we introduce the following class of strongly convex functions:

**Definition 3.1 (Convex energy density).** For $\beta > 0$ we denote by $\mathcal{V}_\beta$ the set of functions $V \in C^2(\mathbb{R}^{d \times d})$ satisfying for all $F, G \in \mathbb{R}^{d \times d}$

$$\beta |F|^2 - \frac{1}{\beta} \leq V(F) \leq \frac{1}{\beta} (|F|^2 + 1),$$

$$|DV(F)[G]| \leq \frac{1}{\beta} (1 + |F|)|G|,$$

$$\beta |G|^2 \leq D^2 V(F)[G, G] \leq \frac{1}{\beta} |G|^2.$$  

The following lemma is proven in [NS18] extending a construction that appeared earlier in the context of discrete energies in [CDMK06, FT02].
Lemma 3.2 (Matching convex lower bound, see [NS18, Corollary 2.3]). Let Assumption 2.2 be satisfied. Then there exist \( \delta, \mu, \beta > 0 \) (depending on \( \alpha, d \) and \( p \)), and a Borel measurable function \( V : \mathbb{R} \times \mathbb{R}^{d \times d} \rightarrow \mathbb{R} \) satisfying for almost every \( \omega \in \mathbb{R} \), \( V(\omega, \cdot) \in \mathcal{V}_\beta, V(x, \cdot) \in C^3(\mathbb{R}^{d \times d}) \), and

\[
W(\omega, F) + \mu \det F \geq V(\omega, F) \quad \text{for all } F \in \mathbb{R}^{d \times d},
\]

\[
W(\omega, F) + \mu \det F = V(\omega, F) \quad \text{for all } F \in \mathbb{R}^{d \times d} \text{ with } \text{dist}(F, \text{SO}(d)) < \delta,
\]

\[
V(\omega, RF) = V(\omega, F) \quad \text{for all } F \in \mathbb{R}^{d \times d} \text{ and } R \in \text{SO}(d).
\]

As a consequence of the matching property (26) together with the strong convexity of \( V \) and the fact that \( \det \) is a Null-Lagrangian, we obtain:

Corollary 3.3. We consider the assumptions and setting of Lemma 3.2. Let \( \omega \in \Omega \) and \( \varphi \in W^{1,p}_{\text{loc}}(\mathbb{R}^d, \mathbb{R}^d) \) satisfy

\[
\text{dist}(F + \nabla \varphi(\cdot), \text{SO}(d)) < \delta \quad \text{a.e.}
\]

Then the following statements hold:

(i) For every \( u \in H^1_{\text{loc}}(\mathbb{R}^d, \mathbb{R}^d) \) and \( v, w \in W^{1,\infty}_{\text{loc}}(\mathbb{R}^d, \mathbb{R}^d) \), the following identities hold in the sense of distributions

\[
\text{div}DW(\omega(x_d), F + \nabla \varphi) = \text{div}DV(\omega(x_d), F + \nabla \varphi),
\]

\[
\text{div}(D^2W(\omega(x_d), F + \nabla \varphi)\nabla u) = \text{div}(D^2V(\omega(x_d), F + \nabla \varphi)\nabla u),
\]

\[
\text{div}(D^3W(\omega(x_d), F + \nabla \varphi)\nabla v \cdot \nabla w) = \text{div}(D^3V(\omega(x_d), F + \nabla \varphi)\nabla v \cdot \nabla w).
\]

(ii) There exists \( c = c(\alpha, d, p) > 0 \) such that \( \mathbb{L}(x) := D^2W(\omega(x_d), F + \nabla \varphi(x)) \) satisfies

\[
\int_{\mathbb{R}^d} |\nabla \eta|^2 dx \leq c \int_{\mathbb{R}} \mathbb{L}(x) \nabla \eta \cdot \nabla \eta dx \quad \text{for all } \eta \in C^\infty_c(\mathbb{R}^d, \mathbb{R}^d),
\]

\[
||\mathbb{L}(\cdot)|| \leq c \quad \text{a.e.}
\]

The proof is presented in Section 3.4.

This corollary implies that the corrector equations corresponding to \( W \) and \( V \) have the same solutions for \( F \) in a sufficiently small neighborhood of \( \text{SO}(d) \), see, e.g., the proof of Lemma 3.9. In particular, this also implies that

\[
W_{\text{hom},L}(F) + \mu \det(F) = V_{\text{hom},L}(F), \quad W_{\text{hom}}(F) + \mu \det(F) = V_{\text{hom}}(F),
\]

where \( V_{\text{hom}} \) is the homogenized integrand corresponding to \( V \) and \( V_{\text{hom},L} \) its corresponding RVE approximation, see Section 4 for the details.

### 3.2 Standard estimates for elliptic equations

We formulate three simple deterministic existence, uniqueness and regularity statements for uniformly elliptic equations.

**Definition 3.4.** Let \( d, m \in \mathbb{N} \). For given \( 0 < \lambda \leq \Lambda < \infty \) we denote by \( A^\Lambda_\lambda \) the set of functions \( A : \mathbb{R}^{m \times d} \rightarrow \mathbb{R}^{m \times d} \) satisfying for all \( F_1, F_2 \in \mathbb{R}^{m \times d} \).

\[
(A(F_1) - A(F_2)) \cdot (F_1 - F_2) \geq \lambda|F_1 - F_2|^2,
\]

\[
|A(F_1) - A(F_2)| \leq \Lambda|F_1 - F_2|, \quad A(0) = 0.
\]

(31)
Lemma 3.5. For $d, m \in \mathbb{N}$, let $A : \mathbb{R}^d \times \mathbb{R}^{m \times d} \rightarrow \mathbb{R}^{m \times d}$ be Borel measurable and there exists $0 < \lambda \leq \Lambda < \infty$ such that $A(x, \cdot) \in A^2 \lambda$ for all $x \in \mathbb{R}^d$. Then the following statements hold:

(i) For every $g \in L^2(\mathbb{R}^d; \mathbb{R}^{m \times d})$, $f \in L^2(\mathbb{R}^d, \mathbb{R}^m)$ and $T > 0$ there exists a unique weak solution $\varphi \in H^1(\mathbb{R}^d, \mathbb{R}^m)$ of

$$\frac{1}{T} \varphi - \text{div} A(x, \nabla \varphi) = \text{div} g + f \quad \text{in} \ \mathbb{R}^d,$$

and it holds

$$\int_{\mathbb{R}^d} \frac{1}{T} |\varphi|^2 + \lambda |\nabla \varphi|^2 \, dx \leq \int_{\mathbb{R}^d} \frac{1}{T} |g|^2 + T |f|^2 \, dx. \quad (33)$$

(ii) For every $g \in L^\infty(\mathbb{R}^d; \mathbb{R}^{m \times d})$, $f \in L^2(\mathbb{R}^d, \mathbb{R}^m)$ and $T > 0$, there exists a unique $\varphi \in H^1_{\text{uloc}}(\mathbb{R}^d; \mathbb{R}^d)$ satisfying equation (32). Moreover, there exists $c \in [1, \infty)$ such that for all $x_0 \in \mathbb{R}^d$, $R \geq \sqrt{T}$,

$$\int_{\mathbb{R}^d} \left( \frac{1}{T} |\varphi|^2 + \lambda |\nabla \varphi|^2 \right) \eta \, dx \leq c \int_{\mathbb{R}^d} \left( \frac{1}{T} |g|^2 + T |f|^2 \right) \eta \, dx$$

where $\eta : \mathbb{R}^d \rightarrow \mathbb{R}$ is given by $\eta(x) = \exp(-\gamma |x - x_0|)$ with $\gamma = \gamma(\frac{1}{\Lambda}) \in (0, 1]$. In particular, we have

$$\int_{B_R(x_0)} \frac{1}{T} |\varphi|^2 + \lambda |\nabla \varphi|^2 \, dx \leq c \left( \frac{1}{T} \|g\|_{L^\infty(\mathbb{R}^d)}^2 + \frac{1}{R^d} \int_{\mathbb{R}^d} T \eta |f|^2 \, dx \right). \quad (34)$$

Part (i) is completely standard and part (ii) follows by testing (32) with $\eta \varphi$ and a suitable choice of $\gamma$, see [FN21, Lemma 36] for details.

The following simple lemma is central to the analysis of the present paper. Based on the observation that in the case of laminates the PDE (32) reduces to an ODE, we establish the following crucial Lipschitz estimate:

Lemma 3.6. Let $d \in \mathbb{N}$. Let $A : \mathbb{R} \times \mathbb{R}^{d \times d} \rightarrow \mathbb{R}^{d \times d}$ be a Borel measurable function and suppose that there exist $\Lambda \geq \lambda > 0$ such that $A(z, \cdot) \in A^1 \lambda$ for all $z \in \mathbb{R}$. For $T > 0$ and $g \in L^\infty(\mathbb{R}^{d \times d})$, let $\varphi \in H^1_{\text{uloc}}(\mathbb{R}^d; \mathbb{R}^d)$ be the unique solution to

$$\frac{1}{T} \varphi(x) - \text{div} A(x_d, \nabla \varphi(x)) = \text{div} (g(x_d)) \quad \text{in} \ \mathbb{R}^d.$$

Then the following statements are true:

(i) $\varphi$ is one-dimensional in the sense that $\varphi(x) = \varphi(x_d)$ and it solves

$$\frac{1}{T} \varphi(x_d) - \partial_{x_d} a(x_d, \partial \varphi(x_d)) = \partial_{x_d} g_d(x_d) \quad \text{in} \ \mathbb{R}, \quad (35)$$

where $a : \mathbb{R} \times \mathbb{R}^d \rightarrow \mathbb{R}^d$ is given by $a(x_d, f) = A(x_d, f \otimes e_d) e_d$, and $g_d(x_d) = g(x_d) e_d$.

If we replace $g \in L^\infty(\mathbb{R}; \mathbb{R}^{d \times d})$ by $g \in L^2(\mathbb{R}; \mathbb{R}^{d \times d})$, the analogous claim holds for the weak solution of the equation.

(ii) There exists $c = c(\frac{1}{\Lambda}) \in [1, \infty)$ such that

$$\|\nabla \varphi\|_{L^\infty(\mathbb{R}^d)} \leq \frac{c}{\Lambda} \|g\|_{L^\infty(\mathbb{R})}. \quad (36)$$
The proof is presented in Section 3.4.

**Lemma 3.7.** Let $L > 0$ and $d, m \in \mathbb{N}$. Let $A : (0, L) \times \mathbb{R}^{d \times d} \to \mathbb{R}^{d \times d}$ be a Borel measurable function and suppose that there exist $\Lambda \geq \lambda > 0$ such that $A(z, \cdot) \in A^{\Lambda}$ for all $z \in (0, L)$. For given $g \in L^\infty((0, L); \mathbb{R}^{d \times d})$, there exists $\varphi \in H^1_{\text{per}}(L; \mathbb{R}^d)$ a unique weak solution to

$$-\text{div} A(x_d, \nabla \varphi(x)) = \text{div} (g(x_d)) \quad \text{in } L$$

satisfying $\int_L \varphi \, dx = 0$. Moreover, $\varphi$ is one-dimensional in the sense that $\varphi(x) = \varphi(x_d)$ and it weakly solves

$$-\partial_{x_d} a(x_d, \partial_d \varphi(x_d)) = \partial_{x_d} g_d(x_d) \quad \text{in } \mathbb{R},$$

where $a$ and $g_d$ are defined as in Lemma 3.6. Also, there exists $c = c(\lambda, \Lambda) \in [1, \infty)$ such that

$$\|\nabla \varphi\|_{L^\infty(L)} \leq c \|g\|_{L^\infty(0, L)}.$$

The proof of Lemma 3.7 is similar to the proof of Lemma 3.6 and it is thus omitted.

**Remark 3.8.** The properties (31) imply that the operator $a : \mathbb{R} \times \mathbb{R}^d \to \mathbb{R}^d$ given in Lemmas 3.6 and 3.7 satisfies for all $x_d$ and all $f_1, f_2 \in \mathbb{R}^d$

$$(a(x_d, f_1) - a(x_d, f_2)) \cdot (f_1 - f_2) \geq \lambda |f_1 - f_2|^2,$$

$$|a(x_d, f_1) - a(x_d, f_2)| \leq \Lambda |f_1 - f_2|, \quad a(x_d, 0) = 0.$$

If additionally $A(x_d, \cdot)$ is linear and symmetric, then $a$ is also linear and symmetric.

### 3.3 Lipschitz estimates and differentiability of localized correctors

For $T > 0$, $F \in \mathbb{R}^{d \times d}$ and $\omega \in \Omega$, we consider the following localized corrector equation

$$\frac{1}{T} \varphi_T^F - \text{div} D\omega(x_d), F + \nabla \varphi_T^F = 0 \quad \text{in } \mathbb{R}^d. \quad (37)$$

**Lemma 3.9.** Let $T > 0$ and $\omega \in \Omega$. Suppose Assumption 2.2 is satisfied. Then there exist $\tilde{\delta} = \tilde{\delta}(\alpha, p, d) > 0$ and $c = c(\alpha, p, d) > 0$ such that the following statements hold:

(i) For all $F \in U_\delta$, there exists a unique solution $\varphi_T^F \in W^{1, \infty}_{\text{uloc}}(R^d; R^d)$ to (37) which satisfies

$$\|F + \nabla \varphi_T^F\|_{L^\infty(R^d)} < \delta,$$

where $\delta = \delta(\alpha, d, p) > 0$ is as in Lemma 3.2. Moreover, $\varphi_T^F$ is one-dimensional in the sense that $\varphi_T^F(x) = \varphi_T^F(x_d)$ and satisfies

$$\|\nabla \varphi_T^F\|_{L^\infty(R^d)} \leq c \text{dist}(F, \text{SO}(d)). \quad (38)$$

(ii) The function $U_\delta \ni F \mapsto \varphi_T^F \in W^{1, \infty}_{\text{uloc}}(R^d; R^d)$ is $C^2$ in the sense of Fréchet. The first derivative $\varphi_{T,G}^F := D \varphi_T^F(F)G \in W^{1, \infty}_{\text{uloc}}(R^d; R^d)$ at $F \in U_\delta$ in direction $G \in \mathbb{R}^{d \times d}$ is characterized by

$$\frac{1}{T} \varphi_{T,G}^F - \text{div} \left( D^2 \omega(x_d), F + \nabla \varphi_T^F \right) (G + \nabla \varphi_{T,G}^F) = 0 \quad \text{in } \mathbb{R}^d. \quad (39)$$

Moreover, it is one-dimensional in the sense that $\varphi_{T,G}^F(x) = \varphi_{T,G}^F(x_d)$ and satisfies

$$\|\nabla \varphi_{T,G}^F\|_{L^\infty(R^d)} \leq c |G| \quad \text{for all } G \in \mathbb{R}^{d \times d}. \quad (40)$$
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(iii) The second derivative \( \varphi_{F,G,H}^T := D_F^2 \varphi_F^T H G \) at \( F \in U_T \) with \( G, H \in \mathbb{R}^{d \times d} \) is characterized by

\[
\frac{1}{T} \varphi_{F,G,H}^T - \text{div} \left( D^2 W(\omega(x_d), F + \nabla \varphi_F^T) \nabla \varphi_{F,G,H}^T \right) = \text{div} \left( D^2 W(\omega(x_d), F + \nabla \varphi_F^T) \left( H + \nabla \varphi_{F,H}^T \right) \left( G + \nabla \varphi_{F,G}^T \right) \right) \quad \text{in} \ \mathbb{R}^d.
\]

Moreover, it is one-dimensional in the sense that \( \varphi_{F,G,H}^T(x) = \varphi_{F,G,H}^T(x_d) \) and satisfies

\[
\left\| \nabla \varphi_{F,G,H}^T \right\|_{L^\infty(\mathbb{R}^d)} \leq c|H||G| \quad \text{for all} \ \ G, H \in \mathbb{R}^{d \times d}.
\]

The proof is presented in Section 3.4.

For the proof of the systematic error estimates of Theorem 2.11, we need the following result. In the following Lemma, we denote by \( \varphi_{F}^T, \varphi_{F,G}^T, \varphi_{F,G,H}^T \) the correctors from Lemma 3.9 and by \( \hat{\varphi}_F^T, \hat{\varphi}_{F,G}^T, \hat{\varphi}_{F,G,H}^T \) the same objects if we replace \( \omega \in \Omega \) by another realization \( \tilde{\omega} \in \Omega \).

**Lemma 3.10.** Suppose that Assumption 2.2 is satisfied and that it holds \( W(\omega, \cdot) \in C^4(U_\alpha) \) with

\[
\left\| D^4 W(\omega, \cdot) \right\|_{C(U_\alpha)} \leq \frac{1}{\alpha} \quad \text{for all} \ \ \omega \in \mathbb{R}.
\]

Let \( T, L > 0, \omega, \tilde{\omega} \in \Omega \) with \( \omega(x_d) = \tilde{\omega}(x_d) \) for \( x_d \in [-\frac{L}{2T}, \frac{L}{2T}] \). Then there exists \( c = c(\alpha, p, d) \in [1, \infty) \) such that for all \( F \in U_T \) with \( \delta = \delta(\alpha, p, d) > 0 \) as in Lemma 3.9, we have

\[
\int_{B_{\sqrt{T}}} |\nabla \hat{\varphi}_F^T - \nabla \varphi_F^T|^2 dx_d \leq c \text{dist}^2(F, SO(d)) \exp \left( -\frac{1}{c \sqrt{T}} \right),
\]

\[
\int_{B_{\sqrt{T}}} |\nabla \hat{\varphi}_{F,G}^T - \nabla \varphi_{F,G}^T|^2 dx_d \leq c|G|^2 \exp \left( -\frac{1}{c \sqrt{T}} \right),
\]

\[
\int_{B_{\sqrt{T}}} |\nabla \hat{\varphi}_{F,G,H}^T - \nabla \varphi_{F,G,H}^T|^2 dx_d \leq c|G|^2|H|^2 \exp \left( -\frac{1}{c \sqrt{T}} \right).
\]

The proof is presented in Section 3.4.

### 3.4 Proofs of deterministic intermediate results

**Proof of Corollary 3.3.** **Step 1.** Proof of part (i).

Equation (28) is a direct consequence of (27), (26) and the fact that \( \text{div} D \det(F + \nabla \varphi) = 0 \) in the sense of distributions since \( \det \) is a Null-Lagrangian.

Next we show (29). We suppose \( u \in C^\infty(\mathbb{R}^d; \mathbb{R}^d) \), the general claim follows by approximation. For every \( \eta \in C_c^\infty(\mathbb{R}^d; \mathbb{R}^d) \) there exists \( h_0 > 0 \) such that \( \| \text{dist}(F + \nabla \varphi + h \nabla u, SO(d)) \|_{L^\infty(\text{supp} \eta)} < \delta \) \( \forall h \in [0, h_0] \) and thus

\[
\frac{1}{h} \int_{\mathbb{R}^d} (DW(\omega(x_d), F + \nabla \varphi + h \nabla u) - DW(\omega(x_d), F + \nabla \varphi)) \cdot \nabla \eta \, dx
\]

\[
= \frac{1}{h} \int_{\mathbb{R}^d} (DV(\omega(x_d), F + \nabla \varphi + h \nabla u) - DV(\omega(x_d), F + \nabla \varphi)) \cdot \nabla \eta \, dx \quad \forall h \in (0, h_0].
\]
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Letting \( h \to 0 \), we obtain \( \int_{\mathbb{R}^d} D^2 W(\omega(x), F + \nabla \varphi) \nabla u \cdot \nabla \eta \, dx = \int_{\mathbb{R}^d} D^2 V(\omega(x), F + \nabla \varphi) \nabla u \cdot \nabla \eta \, dx \) and (29) follows from the arbitrariness of \( \eta \in C_c^\infty(\mathbb{R}^d; \mathbb{R}^d) \). The argument for (30) is analogous and left to the reader.

**Step 2.** By (27) and (26) we have

\[
\int_{\mathbb{R}^d} \mathbb{L}(x) \nabla \eta \cdot \nabla \eta \, dx = \int_{\mathbb{R}^d} D^2 V(\omega(x), F + \nabla \varphi) \nabla \eta \cdot \nabla \eta - \mu D^2 \det(F + \nabla \varphi) \nabla \eta \cdot \nabla \eta \, dx \\
\geq \beta \int_{\mathbb{R}^d} |\nabla \eta|^2 \, dx,
\]

where the inequality follows by strong convexity of \( V(\omega(x), \cdot) \) and \( \int_{\mathbb{R}^d} D^2 \det(F + \nabla \varphi) \nabla \eta \cdot \nabla \eta = 0 \), which follows from the fact that \( \det \) is a Null-Lagrangian. Estimate \( \mathbb{L}(\cdot) \leq c \) is a consequence of \( W \in C^2(D) \). \( \blacksquare \)

**Proof of Lemma 3.6.** **Step 1.** Proof of part (i). For any \( h \in \mathbb{R} \) and \( i \in \{1, ..., d - 1\} \), consider \( w := \varphi(\cdot + he_i) - \varphi \). Obviously, we have \( w \in H^1_{uloc}(\mathbb{R}^d; \mathbb{R}^m) \) and

\[
\frac{1}{T} w(x) - \text{div} (A(x, \nabla \varphi(x) + \nabla w(x)) - A(x, \nabla \varphi(x))) = 0 \quad \text{in } \mathbb{R}^d.
\]

Hence, \( w \equiv 0 \) and thus \( \varphi \) depends only on \( x_d \) and satisfies (35).

**Step 2.** Proof of part (ii).

Without loss of generality we suppose \( \lambda = 1 \), the general case follows by replacing \( a, T \) and \( g \) by \( a/\lambda, T \lambda \) and \( g/\lambda \). Assumption (31) and Remark 3.8 imply that for any ball \( B \subset \mathbb{R} \) we have

\[
\int_B |\partial_x \varphi|^2 \, dx \leq \int_B |a(x, \partial_x \varphi)|^2 \, dx \\
\leq 2 \left( \int_B |a(x, \partial_x \varphi) + g_d|^2 \, dx + \int_B |g_d|^2 \, dx \right) \\
\leq 2 \left( \int_B |\Psi(x_d)|^2 \, dx + \|g\|^2_{L^\infty(\mathbb{R})} \right),
\]

where we use the shorthand \( \Psi(x_d) := a(x, \partial_x \varphi(x) \otimes e_d) + g_d(x_d) \).

We prove the following: There exists \( c = c(\lambda) \in [1, \infty) \) such that for every \( x_0 \in \mathbb{R} \) it holds

\[
\sup_{r \in (0, 1)} \int_{rB} |\Psi(x_d)|^2 \, dx_d \leq c \|g\|^2_{L^\infty(\mathbb{R})} \quad \text{where} \quad rB := rB \sqrt{T}(x_0) \subset \mathbb{R}. \quad (47)
\]

Clearly, (47) together with (46) and the arbitrariness of \( x_0 \) imply the claimed estimate (36).

In the following we use the notation \( (u)_B := \int_B u(x_d) \, dx_d \). We have

\[
\int_{rB} |\Psi(x_d)|^2 \, dx_d \leq 2 \int_{rB} |\Psi(x_d) - (\Psi)|_{rB}^2 \, dx_d + 2 |(\Psi)|_{rB}^2,
\]

where we use the shorthand \( (u)_B := \int_B u(x_d) \, dx_d \). With help of the (one-dimensional) Poincaré inequality, equation (35), and (34), we estimate the first term on the right-hand side

\[
\int_{rB} |\Psi(x_d) - (\Psi)|_{rB}^2 \, dx_d \leq |rB|^2 \int_{rB} |\partial_x \Psi(x_d)|^2 \, dx_d \leq |rB|^2 \int_{rB} \frac{1}{T} (\varphi)^2 \, dx_d \\
= |rB|^2 \int_{B \sqrt{T}(x_0)} \frac{1}{T} |\varphi|^2 \, dx_d \leq cr \|g\|^2_{L^\infty(\mathbb{R})}. \quad (48)
\]
To estimate $|\langle \Psi \rangle_{rB}|$, we use (48) and a standard dyadic argument. Firstly, we observe that for $r \in [\frac{1}{4}, 1]$, there exists $c = c(\Lambda) \in [1, \infty)$ such that

$$
|\langle \Psi \rangle_{rB}| \leq 2 \left( \int_{B_{\sqrt{T}}} |\Psi|^2 dx \right)^{\frac{1}{2}} \leq 2 \left( \Lambda \left( \int_{B_{\sqrt{T}}} |\partial_{d\phi}|^2 dx \right)^{\frac{1}{2}} + \|g\|_{L^\infty(\mathbb{R})} \right)^{\frac{34}{73}} \leq c \|g\|_{L^\infty(\mathbb{R})}. \quad (49)
$$

For $r \in (0, \frac{1}{4})$, we choose $q \in (\frac{1}{4}, \frac{5}{4})$ and $k \in \mathbb{N}$ satisfying $r = q^k$. We have

$$
|\langle \Psi \rangle_{rB}| \leq \left| \sum_{i=0}^{k-1} (\langle \Psi \rangle_{q^{i+1}B} - \langle \Psi \rangle_{q^iB}) \right| + |\langle \Psi \rangle_{B}| \leq \sum_{i=0}^{k-1} |\langle \Psi \rangle_{q^{i+1}B} - \langle \Psi \rangle_{q^iB}| + c(\frac{1}{\Lambda}) \|g\|_{L^\infty(\mathbb{R})}.
$$

Using

$$
|\langle \Psi \rangle_{q^{i+1}B} - \langle \Psi \rangle_{q^iB}| \leq \left( \int_{q^iB} |\Psi - (\langle \Psi \rangle_{q^iB})|^2 dx \right)^{\frac{1}{2}} \leq \frac{1}{q} \left( \int_{q^iB} |\Psi - (\langle \Psi \rangle_{q^iB})|^2 dx \right)^{\frac{1}{2}} \leq c(\sqrt{q})^{-2} \|g\|_{L^\infty(\mathbb{R})}
$$

we obtain

$$
\sum_{i=0}^{k-1} |\langle \Psi \rangle_{q^{i+1}B} - \langle \Psi \rangle_{q^iB}| \leq \frac{c}{q} \|g\|_{L^\infty(\mathbb{R})} \sum_{i=0}^{k-1} (\sqrt{q})^i \leq \frac{c}{q(1 - \sqrt{q})} \|g\|_{L^\infty(\mathbb{R})}
$$

which concludes the proof.

**Proof of Lemma 3.9.** Throughout the proof we write $\lesssim$ if $\leq$ holds up to a multiplicative constant depending only on $\alpha, d$ and $p$.

**Step 1.** Proof of part (i).

First, we consider the convex lower bound $V$ for $W$ from Lemma 3.2 and the equation

$$
\frac{1}{T} \varphi^T = \text{div}DV(\omega(x_d), F + \nabla \varphi^T) = 0 \quad \text{in } \mathbb{R}^d. \quad (50)
$$

Since $DW(\omega(x_d), R) = 0$ and thus $DV(\omega(x_d), R) = \mu D \det(R)$ for any $R \in SO(d)$, we may rewrite this equation as

$$
\frac{1}{T} \varphi^T - \text{div}A(x_d, \nabla \varphi^T) = \text{div}g \quad \text{in } \mathbb{R}^d,
$$

with

$$
A(x_d, G) := DV(\omega(x_d), F + G) - DV(\omega(x_d), F) \quad \text{and} \quad g(x_d) := DV(\omega(x_d), F) - DV(\omega(x_d), R).
$$

Note that $A$ satisfies the assumptions of Lemma 3.6 and it holds $\|g\|_{L^\infty(\mathbb{R})} \lesssim |F - R|$. Hence, Lemma 3.5 and Lemma 3.6 imply that there exists a unique $\varphi^T_R \in H^1_{\text{loc}}(\mathbb{R}^d; \mathbb{R}^d)$ satisfying (50) and which is one-dimensional and satisfies $\|\nabla \varphi^T_R\|_{L^\infty(\mathbb{R})} \lesssim |F - R|$. Minimizing over $R \in SO(d)$ we
obtain \(|\nabla \varphi_F^T|^2_{L^\infty(\mathbb{R}^d)} \lesssim \text{dist}(F, \text{SO}(d))\). Hence, we find \(\delta = \overline{\delta}(\alpha, d, p) > 0\) such that for all \(F \in U_\overline{\tau}\), it holds
\[
\|\text{dist}(F + \nabla \varphi_F^T, \text{SO}(d))\|_{L^\infty(\mathbb{R}^d)} < \delta,
\] (51)
with \(\delta > 0\) as in Lemma 3.2. Combining, (51) with Corollary 3.3 (i), we obtain that for all \(F \in \text{SO}(d), \varphi_F^T\) solves (37). On the other hand, any solution of (37) satisfying (51) satisfies (50). However, the latter equation admits a unique solution. This implies the claimed uniqueness.

**Step 2.** Proof of part (ii) except \(C^2\)-regularity of \(F \mapsto \varphi_F^T\).

**Substep 2.1.** Lipschitz estimate on \(F \mapsto \varphi_F\). For \(F, F' \in \mathbb{R}^{d \times d}\) let \(\varphi_F^T\) and \(\varphi_{F'}^T\), be defined via (50). We claim
\[
\|\nabla (\varphi_F^T - \varphi_{F'}^T)\|_{L^\infty(\mathbb{R}^d)} \lesssim |F - F'|.
\] (52)
Indeed, \(\Phi := \varphi_F^T - \varphi_{F'}^T\), solves
\[
\frac{1}{T} \Phi - \text{div} \left( D^2 V(\omega(x_d), F + \nabla \varphi_F^T)(G + \nabla \varphi_{F,G}^T) \right) = 0 \quad \text{in } \mathbb{R}^d,
\] (53)
admits a unique solution \(\varphi^T_{F,G} \in H^1_{\text{dloc}}(\mathbb{R}^d; \mathbb{R}^d)\) which depends only on \(x_d\) and satisfies (40). Combining (50) and (53), we obtain that \(\Psi := \varphi^T_{F+G} - \varphi^T_F - \varphi^T_{F,G}\) solves
\[
\frac{1}{T} \Psi - \text{div} \left( D^2 V(\omega(x_d), F + \nabla \varphi_F^T) \nabla \Psi \right) = \text{div} g \quad \text{in } \mathbb{R}^d,
\] (54)
where
\[
g := D^2 V(\omega(x_d), F + G + \nabla \varphi^T_{F+G}) - D^2 V(\omega(x_d), F + \nabla \varphi_F^T) - D^2 V(\omega(x_d), F + \nabla \varphi^T_F)(G + \nabla \varphi^T_{F,G} - \nabla \varphi^T_F).
\]
For \(|G|\) small enough, we have \(F + G \in U_\overline{\tau}\) and thus \(F + G + \nabla \varphi^T_{F+G} \in U_\delta\) a.e. Since the smoothness of \(W\) and (26) imply \(\sup_{F \in U_\delta} \|D^3 V(\omega(x_d), F)\| \lesssim 1\), we obtain by a Taylor expansion
\[
\|g\|_{L^\infty(\mathbb{R}^d)} \lesssim \|G + \nabla \varphi^T_{F+G} - \nabla \varphi^T_F\|_{L^\infty(\mathbb{R}^d)} \lesssim |G|^2.
\] (55)
Hence, Lemma 3.5 and Lemma 3.6 applied to (54) yield
\[
\|\nabla \Psi\|_{L^\infty(\mathbb{R}^d)}^2 + \int_{B_1(x_0)} \frac{1}{T} |\Psi|^2 + |\nabla \Psi|^2 \, dx \lesssim |G|^4 \quad \forall x_0 \in \mathbb{R}^d
\] (56)
and thus, by Poincaré inequality, \(\lim_{|G| \to 0} |G|^{-1} \sup_{x_0 \in \mathbb{R}^d} \|\varphi^T_{F+G} - \varphi^T_F - \varphi^T_{F,G}\|_{W^{1,\infty}(B_1(x_0))} = 0\). Hence, \(F \mapsto \varphi^T_F\) is differentiable with derivative \(\varphi^T_{F,G} = D_F \varphi^T_F G\).
Substep 2.3. Conclusion. Let \( F \in U_T \) and \( G \in \mathbb{R}^{d \times d} \) be given. Combining Corollary 3.3 and Step 1, we observe that equation (39) admits a unique solution in \( H^1_{\text{loc}}(\mathbb{R}^d; \mathbb{R}^d) \), which coincides with the solution of (53). Hence, claim (ii) (except \( C^2 \)-regularity) is proven.

Step 3. Proof of \( C^2 \)-regularity of \( F \mapsto \varphi_F^T \) and part (iii).

Fix \( F \in U_T \). For every \( G, H \in \mathbb{R}^{d \times d} \), Lemma 3.6 implies that

\[
\frac{1}{T} \varphi_{F,G,H}^T - \text{div} (D^2 V(\omega(x_d), F + \nabla \varphi_F^T) \nabla \varphi_{F,G,H}^T)
= \text{div} (D^3 V(\omega(x_d), F + \nabla \varphi_F^T)(H + \nabla \varphi_F^T)(G + \nabla \varphi_F^T))
\quad \text{in } \mathbb{R}^d
\]

admits a unique solution \( \varphi_{F,G,H}^T \) which depends only on \( x_d \) and satisfies (42). Set \( \Psi := \varphi_{F+H,G}^T - \varphi_{F,G}^T - \varphi_{F,G,H}^T \). In view of (57) and (53), we have

\[
\frac{1}{T} \Psi - \text{div} (D^2 V(\omega(x_d), F + \nabla \varphi_F^T) \nabla \Psi) = \text{div} (g_A + g_B + g_C)
\quad \text{in } \mathbb{R}^d,
\]

where

\[
g_A = (D^2 V(\omega(x_d), F + H + \nabla \varphi_{F+H}^T) - D^2 V(\omega(x_d), F + \nabla \varphi_F^T))(G + \nabla \varphi_{F+H}^T) - D^2 V(\omega(x_d), F + \nabla \varphi_F^T)(H + \nabla \varphi_{F+H}^T - \nabla \varphi_F^T)(G + \nabla \varphi_{F+H}^T),
\]

\[
g_B = -D^3 V(\omega(x_d), F + \nabla \varphi_F^T)(H + \nabla \varphi_{F+H}^T - \nabla \varphi_F^T)(\nabla \varphi_{F,G}^T - \nabla \varphi_{F+H,G}^T),
\]

\[
g_C = -D^3 V(\omega(x_d), F + \nabla \varphi_F^T)(\nabla \varphi_{F,G}^T - \nabla \varphi_{F+H,G}^T) - \nabla \varphi_{F,H}^T + \nabla \varphi_{F+H}^T)(G + \nabla \varphi_{F+H}^T).
\]

Obviously, the functions \( g_A, g_B, g_C \) depend only on \( x_d \) and we claim that

\[
\|g_A + g_B + g_C\|_{L^\infty(\mathbb{R}^d)} \lesssim |G| \|H\|^2.
\]

Before proving (58), we note that (58) implies the claim. Indeed, Lemma 3.5, Lemma 3.6 and (58) yield

\[
\|\Psi\|_{L^\infty(\mathbb{R}^d)} + \int_{B_{\sqrt{T}}(x_0)} \frac{1}{T} |\Psi|^2 + |\nabla \Psi|^2 dx \lesssim |G|^2 |H|^4.
\]

Taking the supremum over \( |G| \leq 1 \) and letting \( H \to 0 \), the differentiability of \( F \mapsto D_F \varphi_F^T(\cdot) \) follows. Finally, in view of Corollary 3.3 the function \( \varphi_{F,G,H}^T \) is the unique solution of (41).

Hence it is left to prove (58). For \( |H| \) sufficiently small, the smoothness of \( W \) and a Taylor expansion imply

\[
\|g_A\|_{L^\infty(\mathbb{R}^d)} \lesssim |G| \|H + \nabla \varphi_{F+H}^T - \nabla \varphi_F^T\|_{L^\infty(\mathbb{R}^d)}^2 \lesssim |G| |H|^2.
\]

Further, it holds \( \|g_B\|_{L^\infty(\mathbb{R}^d)} \lesssim |H| \|\nabla \varphi_{F,G}^T - \nabla \varphi_{F+H,G}^T\|_{L^\infty(\mathbb{R}^d)} \). We estimate the last expression by noting that \( \Phi := \varphi_{F+H,G}^T - \varphi_{F,G}^T \) solves

\[
\frac{1}{T} \Phi - \text{div} (D^2 V(\omega(x_d), F + \nabla \varphi_F^T) \nabla \Phi) = \text{div} \bar{\varphi}
\quad \text{in } \mathbb{R}^d,
\]

where

\[
\bar{\varphi} := (D^2 V(\omega(x_d), F + H + \nabla \varphi_{F+H}^T) - D^2 V(\omega(x_d), F + \nabla \varphi_F^T))(G + \nabla \varphi_{F+H,G}^T)
\]
satisfies \( \| \mathcal{F} \|_{L^\infty(\mathbb{R}^d)} \lesssim |G||H| \). Hence, we obtain with help of Lemma 3.6
\[
\|g_B\|_{L^\infty(\mathbb{R}^d)} \lesssim |H| \|\nabla \Phi\|_{L^\infty(\mathbb{R}^d)} \lesssim |G||H|^2.
\]
Finally, we estimate
\[
\|g_C\|_{L^\infty(\mathbb{R}^d)} \lesssim |G| \|\nabla \varphi_{F,H}^T - \nabla \varphi_{F+H}^T + \nabla \varphi_F^T\|_{L^\infty(\mathbb{R}^d)} \lesssim |G||H|^2,
\]
where the last inequality follows by applying Lemma 3.6 to equation (54), cf. (55). Summarizing these bounds, we obtain the desired estimate (58).

**Proof of Lemma 3.10.** Throughout the proof we suppose \( F \in U_\delta \) and we write \( \lesssim \) if \( \leq \) holds up to a multiplicative constant depending only on \( \alpha, d \) and \( p \).

**Step 1.** Proof of (43). We first note that by (50), \( v_F := \dot{\varphi}_F^T - \varphi_F^T \) solves
\[
\frac{1}{T} v_F - \text{div} (A(x_d, \nabla v_F)) = \text{div}(g_F(x_d)) \quad \text{in } \mathbb{R}^d,
\]
where
\[
A(\cdot, G) := DV(\dot{\omega}, F + \nabla \varphi_F^T + G) - DV(\dot{\omega}, F + \nabla \varphi_F^T)
\]
and, for an arbitrary \( R \in SO(d) \),
\[
g_F := DV(\dot{\omega}, F + \nabla \varphi_F^T) - DV(\dot{\omega}, R) - (DV(\omega, F + \nabla \varphi_F^T) - DV(\omega, R)).
\]
Lemma 3.6 applies to (60) and thus Lemma 3.5 yields
\[
\int_{\mathbb{R}} \eta \frac{1}{T} |v_F|^2 + \eta|\nabla v_F|^2 dx_d \lesssim \int_{\mathbb{R}} \eta|g_F|^2 dx_d \tag{61}
\]
with \( \eta(x_d) = \exp(-\gamma \frac{|x_d|}{T}) \) for some \( \gamma = \gamma(\alpha, p, d) \in (0, 1] \). Since \( \omega = \dot{\omega} \) in \( B_{\frac{L}{4}}(0) \), we have \( g_F = 0 \) in \( B_{\frac{L}{4}}(0) \) and (38) implies \( |g_F| \lesssim |F - R| + \|\nabla \varphi_F^T\|_{L^\infty} \). In combination with (61), we obtain
\[
\int_{\mathbb{R}} \eta \frac{1}{T} |v_F|^2 + \eta|\nabla v_F|^2 dx_d \lesssim \int_{\mathbb{R}} \eta|g_F|^2 dx_d \lesssim \text{dist}^2(F, SO(d)) \sqrt{T} \exp \left( -\frac{\gamma}{4} \frac{L}{\sqrt{T}} \right). \tag{62}
\]
and thus (43).

**Step 2.** Proof of (44). We first note that by (53), \( v_{F,G} := \dot{\varphi}_{F,G}^T - \varphi_{F,G}^T \) solves
\[
\frac{1}{T} v_{F,G} - \text{div} \left( D^2 V(\dot{\omega}(x_d), F + \nabla \dot{\varphi}_F^T) \nabla v_{F,G} \right) = \text{div} g_{F,G} \quad \text{in } \mathbb{R}^d,
\]
where
\[
g_{F,G} := (D^2 V(\dot{\omega}, F + \nabla \dot{\varphi}_F^T) - D^2 V(\omega, F + \nabla \varphi_F^T)) (G + \nabla \varphi_{F,G}^T).
\]
For \( \eta \) as in Step 1, we have
\[
\int_{\mathbb{R}} \eta \frac{1}{T} |v_{F,G}|^2 + \eta|\nabla v_{F,G}|^2 dx_d \lesssim \int_{\mathbb{R}} \eta|g_{F,G}|^2 dx_d. \tag{63}
\]
The Lipschitz estimate of Lemma 3.9 (ii) yields $|G + \nabla \varphi^T_{F,G}| \lesssim |G|$ and we have

\begin{align*}
|g_{F,G}| & \lesssim |D^2 V(\bar{\omega}(x_d), F + \nabla \varphi^T_F) - D^2 V(\omega(x_d), F + \nabla \varphi^T_F)| |G| \\
& \leq |D^2 V(\bar{\omega}(x_d), F + \nabla \varphi^T_F) - D^2 V(\bar{\omega}(x_d), F + \nabla \varphi^T_F)| |G| \\
& \quad + |D^2 V(\omega(x_d), F + \nabla \varphi^T_F) - D^2 V(\omega(x_d), F + \nabla \varphi^T_F)| |G| \\
& \lesssim |\nabla (\varphi^T_F - \varphi^T_F)| |G| + 1_{\mathbb{R}\setminus B_{\frac{d}{4}}}|G|.
\end{align*}

In combination with (63) and (62), we obtain

\begin{align}
\int_{\mathbb{R}} \eta |\nabla v_{F,G}|^2 dx_d & \lesssim |G|^2 \left( \int_{\mathbb{R}} |\nabla (\varphi^T_F - \varphi^T_F)|^2 dx_d + \int_{\mathbb{R}\setminus B_{\frac{d}{4}}} \eta dx_d \right) \\
& \lesssim |G|^2 \left( \text{dist}^2(F, SO(d)) + 1 \right) \sqrt{T} \exp \left( -\frac{\gamma}{4} \frac{L}{\sqrt{T}} \right)
\end{align}

and (44) follows.

Step 3. Proof of (45). We first note that by (57), $v_{F,G,H} := \varphi^T_{F,G,H} - \varphi^T_F$ solves

\begin{align*}
\frac{1}{T} v_{F,G,H} - \text{div} \left( D^2 V(\bar{\omega}(x_d), F + \nabla \varphi^T_F)v_{F,G,H} \right) = \text{div} \left( g_{F,G,H} + f_{F,G,H} \right)
\end{align*}

in $\mathbb{R}^d$,

where

\begin{align*}
g_{F,G,H} &= D^2 V(\bar{\omega}(x_d), F + \nabla \varphi^T_F) \left( H + \nabla \varphi^T_{F,H} \right) \left( G + \varphi^T_F \right) \\
& \quad - D^3 V(\omega(x_d), F + \nabla \varphi^T_F) \left( H + \nabla \varphi^T_{F,H} \right) \left( G + \varphi^T_F \right), \\
f_{F,G,H} &= \left( D^2 V(\bar{\omega}(x_d), F + \nabla \varphi^T_F) - D^2 V(\omega(x_d), F + \nabla \varphi^T_F) \right) \nabla \varphi^T_{F,G,H}.
\end{align*}

As before, we obtain

\begin{align}
\int_{\mathbb{R}} \eta \frac{1}{T} |v_{F,G,H}|^2 + \eta |\nabla v_{F,G,H}|^2 dx_d & \lesssim \int_{\mathbb{R}} \eta \left( |g_{F,G,H}|^2 + |f_{F,G,H}|^2 \right) dx_d.
\end{align}

Furthermore, we compute with help of the estimates in Lemma 3.9 and a Taylor expansion

\begin{align*}
|g_{F,G,H}| & \lesssim |H| |\nabla (\varphi^T_{F,G} - \varphi^T_F)| + |G| |\nabla (\varphi^T_{F,G} - \varphi^T_F)| + (1_{\mathbb{R}\setminus B_{\frac{d}{4}}} + |\nabla (\varphi^T_F - \varphi^T_F)|)|H||G| \\
|f_{F,G,H}| & \lesssim \left( 1_{\mathbb{R}\setminus B_{\frac{d}{4}}} + |\nabla (\varphi^T_F - \varphi^T_F)| \right) |H||G|. \end{align*}

As a result of the previous two estimates and relying on (62) and (64), we obtain

\begin{align*}
\int_{\mathbb{R}} \eta \left( |g_{F,G,H}|^2 + |f_{F,G,H}|^2 \right) dx_d \\
\lesssim \int_{\mathbb{R}} \eta \left( |H|^2 |\nabla v_{F,G}|^2 + |G|^2 |\nabla v_{F,G}|^2 + (1_{\mathbb{R}\setminus B_{\frac{d}{4}}} + |\nabla v_{F}|^2)|H|^2 |G|^2 \right) dx_d \\
\lesssim \left( \text{dist}^2(F, SO(d)) + 1 \right) |G|^2 |H|^2 \sqrt{T} \exp \left( -\frac{\gamma}{4} \frac{L}{\sqrt{T}} \right)
\end{align*}

and in combination with (65) we have (45). \qed
4 Proofs of qualitative results: Theorem 2.4 and Corollary 2.6

In this section, we denote by \( V \) the matching convex lower bound for \( W \) from Lemma 3.2. We also consider the corresponding RVE approximation

\[
V_{\text{hom, }L}(\omega, F) = \inf_{\varphi \in H^1_{\text{per,0}}(\square_L; \mathbb{R}^d)} \int_{\square_L} V(\omega(x_d), F + \nabla \varphi) \, dx. \tag{66}
\]

In particular, the infimum on the right-hand side is attained by \( \varphi \in H^1_{\text{per,0}}(\square_L; \mathbb{R}^d) \) characterized by the equation

\[
- \text{div}DV(\omega(x_d), F + \nabla \varphi_F) = 0 \quad \text{in } \square_L. \tag{67}
\]

Under the assumptions of Theorem 2.4, standard homogenization results imply

\[
V_{\text{hom}}(F) := E \left[ \int_{\square} V(\omega(x_d), F + \nabla \varphi_F) \, dx \right] = \lim_{L \to \infty} V_{\text{hom, }L}(\omega, F) \quad \text{for } \mathbb{P}\text{-a.a. } \omega,
\]

where \( \varphi_F : \Omega \times \mathbb{R}^d \to \mathbb{R}^d \) is the unique solution to

\[
- \text{div}DV(\omega(x_d), F + \nabla \varphi_F) = 0 \quad \text{in } \mathbb{R}^d, \quad \text{for } \mathbb{P}\text{-a.a. } \omega \tag{68}
\]

with the conditions

\[
\int_{\square} \varphi_F \, dx = 0, \quad \nabla \varphi_F \text{ is a stationary random field, } E[\nabla \varphi_F] = 0, \quad E[|\nabla \varphi_F|^2] < \infty. \tag{69}
\]

The existence of \( \varphi_F \) can be obtained by considering the solution \( \varphi_T^F \in H^1_{\text{uloc}}(\mathbb{R}^d; \mathbb{R}^d) \) of

\[
\frac{1}{T} \varphi_T^F - \text{div}DV(\omega(x_d), F + \nabla \varphi_T^F) = 0 \quad \text{in } \mathbb{R}^d,
\]

and passing to the limit \( T \to \infty \). In particular, it holds

\[
\lim_{T \to \infty} E \left[ \int_{\square} |\nabla \varphi_T^F - \nabla \varphi_F|^2 \, dx \right] = 0, \tag{70}
\]

\[
\lim_{T \to 0} E \left[ \int_{\square} V(\omega(x_d), F + \nabla \varphi_T^F) \, dx \right] = V_{\text{hom}}(F). \tag{71}
\]

**Proof of Theorem 2.4.** Throughout the proof we write \( \lesssim \) if \( \leq \) holds up to a multiplicative constant depending only on \( \alpha, d \) and \( p \).

**Step 1.** Lipschitz estimates for \( \varphi_T^F \) and \( \varphi_F \).

Let \( \varphi_T^F \) be given by (67). Lemma 3.7 and arguing as in Lemma 3.9 (i), we obtain that \( \varphi_T^F \) is one-dimensional in the sense of \( \varphi_T^F(x) = \varphi_T^F(x_d) \) and satisfies

\[
\|\nabla \varphi_T^F\|_{L^\infty(\mathbb{R}^d)} \lesssim \text{dist}(F, \text{SO}(d)) \quad \text{for all } L \geq 1. \tag{72}
\]

In Step 1 of the proof of Lemma 3.9, we showed that \( \|\nabla \varphi_F^T\|_{L^\infty(\mathbb{R}^d)} \lesssim \text{dist}(F, \text{SO}(d)) \) and that \( \varphi_T^F \) is one-dimensional. Hence, by (70) and weak* lower semicontinuity of norms, we have

\[
\|\nabla \varphi_F\|_{L^\infty(\mathbb{R}^d)} \leq \liminf_{T \to \infty} \|\nabla \varphi_T^F\|_{L^\infty(\mathbb{R}^d)} \lesssim \text{dist}(F, \text{SO}(d)) \quad \mathbb{P}\text{-a.s.} \tag{73}
\]
This means that we may choose \( \bar{\delta} = \delta(\alpha, p, d) > 0 \) such that for \( F \in U_{\bar{\delta}} \), we have
\[
\max_{\varphi \in \{ \varphi^L_F, \varphi^T_F \}} \| \text{dist}(F + \nabla \varphi, \text{SO}(d)) \|_{L^\infty(\mathbb{R}^d)} < \delta \quad \forall L, T \geq 1, \tag{74}
\]
where \( \delta \) is given by Lemma 3.2. Moreover, for \( \varphi = \varphi_F \) the estimate in (74) holds \( \mathbb{P}\text{-a.s.} \) and (73) improves \( \mathbb{E} [ | \nabla \varphi_F |^2 ] < \infty \) to
\[
\mathbb{P} [ | \nabla \varphi_F | \leq c \text{dist}(F, \text{SO}(d))] = 1, \tag{75}
\]
where \( c = c(\alpha, p, d) < \infty \) and \( F \in U_{\bar{\delta}} \).

**Step 2.** We show that for \( F \in U_{\bar{\delta}} \), we have
\[
W_{\text{hom}, L}(\omega, F) = V_{\text{hom}, L}(\omega, F) - \mu \det F. \tag{76}
\]
This implies (i), in particular,
\[
W_{\text{hom}}(F) = \lim_{L \to \infty} W_{\text{hom}, L}(\omega, F) = V_{\text{hom}}(F) - \mu \det F \quad \text{for } \mathbb{P}\text{-a.a. } \omega \in \Omega. \tag{77}
\]
We first prove
\[
W_{\text{hom}, L}(\omega, F) \geq V_{\text{hom}, L}(\omega, F) - \mu \det(F) \quad \text{for all } F \in \mathbb{R}^{d \times d}. \tag{78}
\]
For every \( \varphi \in W^{1,p}_{\text{per}}(\square_L; \mathbb{R}^d) \), inequality (25) implies
\[
\int_{\square_L} W(\omega(x_d), F + \nabla \varphi) dx \geq \int_{\square_L} V(\omega(x_d), F + \nabla \varphi) - \mu \det(F + \nabla \varphi) dx \geq V_{\text{hom}, L}(\omega, F) - \mu \det(F),
\]
where we use that \( \det \) is a Null-Lagrangian in the form \( \int_{\square_L} \det(F + \nabla \varphi) dx = \det(F) \) for all \( \varphi \in W^{1,p}_{\text{per}}(\square_L; \mathbb{R}^d) \) with \( p \geq d \). Taking the infimum over \( \varphi \), we obtain (78).

Finally, we prove (76). Fix \( F \in U_{\bar{\delta}} \) and let \( \varphi^L_F \in W^{1,p}_{\text{per}}(\square_L; \mathbb{R}^d) \) be as in Step 1. Then, it holds
\[
W_{\text{hom}, L}(\omega, F) \leq \int_{\square_L} W(\omega(x_d), F + \nabla \varphi^L_F) dx \overset{(74),(26)}{=} \int_{\square_L} V(\omega(x_d), F + \nabla \varphi^L_F) - \mu \det(F + \nabla \varphi^L_F) dx = V_{\text{hom}, L}(\omega, F) - \mu \det F,
\]
and in combination with (78) we have (76).

**Step 3.** Proof of (ii).
For \( F \in U_{\bar{\delta}} \), let \( \varphi_F : \Omega \times \mathbb{R}^d \to \mathbb{R}^d \) be characterized by (68) and (69). A combination of (74), (26) and Corollary 3.3 (i) implies that \( \varphi_F(\omega, \cdot) \) is a solution to (10) for \( \mathbb{P}\text{-a.a. } \omega \in \Omega \). Moreover, (69) and (75) imply sublinearity of \( \varphi_F \) in the sense of (11). Hence, we have existence of a random field satisfying properties (a)–(c) of Theorem 2.4 part (ii). Uniqueness follows as in the proof of Lemma 3.9 (i) (based on uniqueness for solutions to (68) and (69)).
Finally, combining $\mathbb{E}[\nabla \varphi_F] = 0$ and the one dimensionality of $\varphi_F$ in the form $\nabla \varphi_F = (\partial_{x_d} \varphi_F) \otimes e_d$ together with the identity $\det(F + u \otimes v) = \det(F)(1 + v^T F^{-1} u)$, we obtain $\mathbb{E}[\det(F + \nabla \varphi_F)] = \det(F)$ and thus

$$W_{\text{hom}}(F) \overset{(77)}{=} V_{\text{hom}}(F) - \mu \det(F) = \mathbb{E} \left[ \int_{\square} V(\omega(x_d), F + \nabla \varphi_F) - \mu \det(F + \nabla \varphi_F) \right]$$

$$\overset{(74)}{=} \mathbb{E} \left[ \int_{\square} W(\omega(x_d), F + \nabla \varphi_F) dx \right].$$

This completes the proof of (ii).

**Step 4.** $W_{\text{hom}, L}(\omega, \cdot) \in C^3(\mathbb{R}^d)$.

The mapping $F \mapsto \varphi^L_F$ belongs to $C^2(U_\delta^c; W^{1, \infty}_{\text{per}}(\square, \mathbb{R}^d))$, and the derivatives $\varphi^L_{F,G} := D \varphi^L_F G$ and $\varphi^L_{F,G,H} := D^2 \varphi^L_F H G$ are characterized as the unique (up to a constant) solutions to

$$- \text{div} \left( D^2 W(\omega(x_d), F + \nabla \varphi^L_F)(G + \nabla \varphi^L_{F,G}) \right) = 0 \quad \text{in} \ \square_L$$

(79) and

$$- \text{div} \left( D^2 W(\omega(x_d), F + \nabla \varphi^L_F) \nabla \varphi^L_{F,G,H} \right) = \text{div} \left( D^3 W(\omega(x_d), F + \nabla \varphi^L_F) \left( H + \nabla \varphi^L_{F,H} \right) \left( G + \nabla \varphi^L_{F,G} \right) \right) \quad \text{in} \ \square_L.$$ (80)

Moreover, they satisfy the Lipschitz bounds

$$\| \nabla \varphi^L_{F,G} \|_{L^\infty(\mathbb{R}^d)} \leq |G|, \quad \| \nabla \varphi^L_{F,G,H} \|_{L^\infty(\mathbb{R}^d)} \leq |G||H|. \quad (81)$$

All of these statements follow analogously to the proof of Lemma 3.9 (with help of Lemma 3.7) and we omit their proofs. As a result of these facts, the claim follows with

$$D W_{\text{hom}, L}(F) G = \int_{\square_L} D W(\omega(x_d), F + \nabla \varphi^L_F) \cdot G dx,$$

$$D^2 W_{\text{hom}, L}(F) H G = \int_{\square_L} D^2 W(\omega(x_d), F + \nabla \varphi^L_F) \left( H + \nabla \varphi^L_{F,H} \right) \cdot G$$

$$D^3 W_{\text{hom}, L}(F) I H G = \int_{\square_L} D^3 W(\omega(x_d), F + \nabla \varphi^L_F) \left( I + \nabla \varphi^L_{F,I} \right) \left( H + \nabla \varphi^L_{F,H} \right) \cdot \left( G + \nabla \varphi^L_{F,G} \right) dx,$$

where we used in the last identity (79) and (80) in the form

$$\int_{\square_L} D^2 W(\omega(x_d), F + \nabla \varphi^L_F) \nabla \varphi^L_{F,H,I} \cdot G dx$$

$$= \int_{\square_L} D^3 W(\omega(x_d), F + \nabla \varphi^L_F) \left( I + \nabla \varphi^L_{F,I} \right) \left( H + \nabla \varphi^L_{F,H} \right) \cdot \nabla \varphi^L_{F,G} dx.$$

**Step 5.** We show that $W_{\text{hom}} \in C^3(\mathbb{R}^d)$.

Consider $F \in U_\delta$, where $\delta$ is chosen as in Step 1. We note that in view of (74) and (26) the unique function $\varphi_F : \Omega \times \mathbb{R}^d \to \mathbb{R}^d$ satisfying (68) and (69) also satisfies (10).
Substep 5.1. Differentiability of $U_\delta \ni F \mapsto \varphi_F$. We claim that the mapping $U_\delta \ni F \mapsto \varphi_F \in L^2(\Omega, W^{1,\infty}(\square; \mathbb{R}^d))$ is differentiable with derivative $D\varphi_F := \varphi_{F,G}$ for every $G \in \mathbb{R}^{d \times d}$, where $\varphi_{F,G} : \Omega \times \mathbb{R}^d \to \mathbb{R}^d$ is uniquely characterized via (16) and (17) (with $H$ replaced by $G$).

For $G \in \mathbb{R}^{d \times d}$ and $\omega \in \Omega$, we consider $\varphi_{F,G}^{T}(\omega) \in H_{\text{uloc}}^{1}(\mathbb{R}^d)$ as in Lemma 3.9 (ii). Appealing to Corollary 3.3 and Proposition A.1, we have $\lim_{T \to \infty} \mathbb{E}\left[ \int_{\square} |\varphi_{F,G}^{T} - \varphi_{F,G}^{T}|^2 d\omega \right] = 0$. Since $\varphi_{F,G}^{T}$ satisfies $\varphi_{F,G}^{T}(\omega, x) = \varphi_{F,G}^{T}(\omega, x_d)$ and $\|\nabla\varphi_{F,G}^{T}\|_{L^{\infty}(\mathbb{R}^d)} \lesssim |G|$ (see Lemma 3.9 (ii)), we obtain $\varphi_{F,G}(\omega, x) = \varphi_{F,G}(\omega, x_d)$ and $\|\nabla\varphi_{F,G}\|_{L^{\infty}(\mathbb{R}^d)} \lesssim |G|$ for $\mathbb{P}$-a.a. $\omega \in \Omega$. Furthermore, the proof of Lemma 3.9 (ii) implies for $|G|$ small enough

$$\mathbb{E}\left[ \int_{\square} |\nabla(\varphi_{F,G} - \varphi_{F} - \varphi_{F,G})|^2 \right] = \lim_{T \to \infty} \mathbb{E}\left[ \int_{\square} |\nabla(\varphi_{F,G}^{T} - \varphi_{F}^{T} - \varphi_{F,G}^{T})|^2 \right] \leq \limsup_{T \to \infty} \mathbb{E}\left[ \|\nabla(\varphi_{F,G}^{T} - \varphi_{F}^{T} - \varphi_{F,G}^{T})\|_{L^{\infty}(\square)}^2 \right] \lesssim |G|^4. \quad (82)$$

This means that the mapping $U_\delta \ni F \mapsto \varphi_F \in L^2(\Omega, H^{1}(\square; \mathbb{R}^d))$ is differentiable with derivative $D\varphi_F := \varphi_{F,G}$ (recall $\int_{\square} \varphi_{F,G}^{T} d\omega = 0$). From (82) and the weak* lower semicontinuity, we deduce $\mathbb{E}\left[ \|\nabla(\varphi_{F,G} - \varphi_{F} - \varphi_{F,G})\|_{L^{\infty}(\square)}^2 \right] \lesssim |G|^2$, and thus the claimed differentiability in $L^2(\Omega, W^{1,\infty}(\square; \mathbb{R}^d))$.

Substep 5.2. Differentiability of $U_\delta \ni F \mapsto \varphi_{F,G}$. We claim that for every $G \in \mathbb{R}^{d \times d}$ the mapping $U_\delta \ni F \mapsto \varphi_{F,G} \in L^2(\Omega, W^{1,\infty}(\square; \mathbb{R}^d))$ is differentiable.

For $G, H \in \mathbb{R}^{d \times d}$ and $\omega \in \Omega$, we consider $\varphi_{F,G,H}^{T}(\omega) \in H_{\text{uloc}}^{1}(\mathbb{R}^d)$ as in Lemma 3.9 (iii). Appealing to Corollary 3.3 and Proposition A.1, we have $\lim_{T \to \infty} \mathbb{E}\left[ \int_{\square} |\varphi_{F,G,H}^{T} - \varphi_{F,G,H}^{T}|^2 d\omega \right] = 0$, where $\varphi_{F,G,H} : \Omega \times \mathbb{R}^d \to \mathbb{R}^d$ is uniquely characterized by

$$-\text{div}(D^2 W(\omega(x_d), F + \nabla \varphi_F) \nabla \varphi_{F,G,H})$$

$$= \text{div}(D^3 W(\omega(x_d), F + \nabla \varphi_F) (H + \nabla \varphi_F)(G + \nabla \varphi_{F,G})) \quad \text{in } \mathbb{R}^d \text{ for } \mathbb{P}\text{-a.a. } \omega \in \Omega \quad (83)$$

and

$$\int_{\square} \varphi_{F,G,H} d\omega = 0, \quad \nabla \varphi_{F,G,H} \text{ is stationary}, \quad \mathbb{E}[\nabla \varphi_{F,G,H}] = 0, \quad \mathbb{E}[|\nabla \varphi_{F,G,H}|^2] < \infty. \quad (84)$$

As in the previous substep, we deduce from Lemma 3.9 (iii) that $\varphi_{F,G,H}$ is one-dimensional and satisfies $\|\nabla \varphi_{F,G,H}\|_{L^{\infty}(\mathbb{R}^d)} \lesssim |G||H|$ for $\mathbb{P}$-a.a. $\omega \in \Omega$. Furthermore, we obtain for $|H| > 0$ small enough

$$\mathbb{E}\left[ \int_{\square} |\nabla(\varphi_{F+H,G} - \varphi_{F,G} - \varphi_{F,G,H})|^2 \right] \leq \limsup_{T \to \infty} \mathbb{E}\left[ \|\nabla(\varphi_{F+H,G}^{T} - \varphi_{F,G}^{T} - \varphi_{F,G,H}^{T})\|_{L^{\infty}(\square)}^2 \right] \lesssim |G|^2|H|^4. \quad (85)$$

From the above estimate, we conclude, as in the previous substep, that $U_\delta \ni F \mapsto \varphi_{F,G} \in L^2(\Omega, H^{1}(\square; \mathbb{R}^d))$ is differentiable with derivative $D\varphi_{F,G} := \varphi_{F,G}$. 

Substep 5.3. Differentiability of $W_{\text{hom}}$.  
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Since $W_{\text{hom}}(\omega; \cdot)$ is bounded in $C^3(U^\gamma_{\Omega})$ uniformly in $L$ and $\omega$ (see Step 4), we directly conclude from (77) that $W_{\text{hom}} \in C^{2,\gamma}(U^\gamma_{\Omega})$ for every $\gamma \in (0,1)$.

The $L^2(\Omega; W^{1,\infty}(\square; \mathbb{R}^d))$ differentiability of $U^\gamma_{\Omega} \ni F \mapsto \varphi_F$ combined with (74) implies

$$DW_{\text{hom}}(F)G = \mathbb{E} \left[ \int_{\square} DW(\omega(x_d), F + \nabla \varphi_F)(G + \nabla \varphi_{F,G})dx \right]$$

and with help of

$$\mathbb{E} \left[ \int_{\square} DW(\omega(x_d), F + \nabla \varphi_F)\nabla \varphi_{F,G}dx \right] = 0 \quad (85)$$

we obtain the claimed formula (14) for $DW_{\text{hom}}$. The identity (85) is standard and relies on the corrector equation (10) together with the stationarity of $\nabla \varphi_F$ and $\nabla \varphi_{F,G}$: Recall that for any stationary field $F$ and $\eta \in C^\infty_c(\mathbb{R})$ it holds

$$\mathbb{E} \left[ \int_{\mathbb{R}} \eta F \right] = \mathbb{E} [F] \int_{\mathbb{R}} \eta dx_d \quad \text{and} \quad \mathbb{E} \left[ \int_{\mathbb{R}} \partial_{x_d} \eta F \right] = \mathbb{E} [F] \int_{\mathbb{R}} \partial_{x_d} \eta dx = 0 \quad (86)$$

Hence, by stationarity and one-dimensionality of $\nabla \varphi_F$ and $\nabla \varphi_{F,G}$, we have for any $\eta \in C^\infty_c(\mathbb{R})$

$$\mathbb{E} \left[ \int_{\square} DW(\omega(x_d), F + \nabla \varphi_F)\nabla \varphi_{F,G}dx \right] = \mathbb{E} \left[ \int_{\mathbb{R}} \eta DW(\omega(x_d), F + \nabla \varphi_F)\nabla \varphi_{F,G}dx_d \right] \quad (86)$$

and

$$\mathbb{E} \left[ \int_{\square} DW(\omega(x_d), F + \nabla \varphi_F)(\eta \varphi_{F,G})dx_d \right] \quad (10) = 0 \quad (87)$$

Next, we come to the second and third derivative of $W_{\text{hom}}$. The $L^2(\Omega; W^{1,\infty}(\square; \mathbb{R}^d))$ differentiability of $U^\gamma_{\Omega} \ni F \mapsto \varphi_F$, $U^\gamma_{\Omega} \ni F \mapsto \varphi_{F,G}$ together with (14) and (74) imply $W_{\text{hom}} \in C^3(U^\gamma_{\Omega})$ and

$$D^2W_{\text{hom}}(F)HG = \mathbb{E} \left[ \int_{\square} D^2W(\omega(x_d), F + \nabla \varphi_F) (H + \nabla \varphi_{F,H}) \cdot Gdx \right]$$

and

$$D^3W_{\text{hom}}(F)GHI = \mathbb{E} \left[ \int_{\square} D^3W(\omega(x_d), F + \nabla \varphi_F) (I + \nabla \varphi_{F,I}) (H + \nabla \varphi_{F,H}) \cdot Gdx \right] + \mathbb{E} \left[ \int_{\square} D^2W(\omega(x_d), F + \nabla \varphi_F) \nabla \varphi_{F,H,I} \cdot Gdx \right].$$

Hence, we obtain (15) and with help of

$$\mathbb{E} \left[ \int_{\square} D^2W(\omega(x_d), F + \nabla \varphi_F) \nabla \varphi_{F,H,I} \cdot Gdx \right]$$

(wich follows from (16), (17), (83), (84) and a similar calculation as in (87)) we arrive at (19).

**Step 6.** Strong rank-one convexity.

This follows from the strong convexity of $V$ and thus $V_{\text{hom},L}$ and $V_{\text{hom}}$ combined with the fact that $F \mapsto \det(F)$ is rank-one affine (see [NS18, Proof of Theorem 2, Step 6] for details).
Proof of Corollary 2.6. Assuming $p$-growth of the form (20) the result follows by standard $\Gamma$-convergence arguments, see e.g. [NSS17, Lemma 3.2] in a general ergodic (and discrete) setting. Below, we provide a direct argument which makes use of existence and regularity of the corrector $\varphi_F$ for $F \in U_0^\infty$.

We only show $W_{\text{hom}}(F) \geq \nabla \varphi_{\text{hom}}(F)$ since the reverse inequality is trivial. For given $L \in \mathbb{N}$ and $\varepsilon \in (0, 1)$, we consider a cut-off function $\eta \in C^\infty_0(\square_L)$ satisfying $\eta = 1$ in $\square_{(1 - \varepsilon)L}$ and $|\nabla \eta| \lesssim \frac{1}{\varepsilon L}$, where here and for the rest of the proof $\lesssim$ means $\leq$ up to a multiplicative constant that depends on $\alpha, d$ and $p$. For $\varphi_F$ as in Theorem 2.4, we have

\[
\inf_{\varphi \in W_0^1(\square_L; \mathbb{R}^d)} \int_{\square_L} W(\omega(x_d), F + \nabla \varphi(x))dx \\
\leq \int_{\square_L} W(\omega(x_d), F + \nabla \varphi(x))dx \\
\leq \int_{\square_L} W(\omega(x_d), F + \varphi_F)dx + \frac{1}{|\square_L|} \int_{\square_L \setminus \square_{(1 - \varepsilon)L}} W(\omega(x_d), F + \nabla \varphi(x))dx,
\]

where we used $W \geq 0$ in the last inequality. By the subadditive ergodic theorem (cf. [AK81]) the left-hand side converges to $\nabla \varphi_{\text{hom}}(F)$ as $L \to \infty$ and thus by (13) we obtain

\[
\nabla \varphi_{\text{hom}}(F) \leq W_{\text{hom}}(F) + \limsup_{L \to \infty} \frac{1}{|\square_L|} \int_{\square_L \setminus \square_{(1 - \varepsilon)L}} W(\omega(x_d), F + \nabla \varphi(x))dx \quad \text{for } \mathbb{P}\text{-a.a. } \omega \in \Omega.
\]

In order to bound the second term on the right-hand side in (88), we observe

\[
\|\text{dist} (F + \nabla \varphi_F, \text{SO}(d))\|_{L^\infty(\square_L)} \overset{(12)}{\leq} \text{dist}(F, \text{SO}(d)) + \|\nabla \varphi_F\|_{L^\infty(\mathbb{R}^d)} + \|\varphi_F \otimes \nabla \eta\|_{L^\infty(\square_L)} \\
\lesssim \text{dist}(F, \text{SO}(d)) + \frac{1}{\varepsilon L} \|\varphi_F\|_{L^\infty(\square_L)},
\]

where we use $|\nabla \eta| \leq (\varepsilon L)^{-1}$ in the second estimate. In view of the sublinearity of the corrector (11), we have for $\mathbb{P}$-a.a. $\omega \in \Omega$

\[
\|\text{dist} (F + \nabla \varphi_F, \text{SO}(d))\|_{L^\infty(\square_L)} \lesssim \text{dist}(F, \text{SO}(d))
\]

provided $L$ is sufficiently large (depending on $\alpha, d, \varepsilon, p$ and $\omega$). Hence, for $\delta = \delta(\alpha, d, p) > 0$ sufficiently small, we have $\|\text{dist} (F + \nabla \varphi_F, \text{SO}(d))\|_{L^\infty(\square_L)} \leq \alpha$ for all $F \in U_\delta^\infty$ and thus

\[
\limsup_{L \to \infty} \frac{1}{|\square_L|} \int_{\square_L \setminus \square_{(1 - \varepsilon)L}} W(\omega(x_d), F + \nabla \varphi(x))dx \overset{(8)}{\lesssim} \limsup_{L \to \infty} \frac{\|\square_L \setminus \square_{(1 - \varepsilon)L}\|}{|\square_L|} \lesssim \varepsilon
\]

and the desired inequality $\nabla \varphi_{\text{hom}}(F) \leq W_{\text{hom}}(F)$ follows from the arbitrariness of $\varepsilon > 0$. \qed

5 Stochastic intermediate results

In this section, we provide optimal estimates on the growth of the correctors $\varphi_F^T, \varphi_{F,G}^T$ and $\varphi_{F,G,H}^T$ that are constructed in Lemma 3.9. For this, we recall in Section 5.1 some results from the literature. In Section 5.2, we state the estimates and the corresponding proofs are in Section 5.3.
5.1 Multiscale decomposition and spectral gap

The spectral gap inequalities of Definition 2.9, imply $L^q$-versions of the spectral gap inequality:

**Lemma 5.1 (DG20a, Proposition 1.10).** Suppose $P$ satisfies (P1) and a spectral gap estimate of Definition 2.9 (i). Then there exists $C = C(\rho) < \infty$ such that for any $q \geq 1$

$$\mathbb{E} \left[ |\mathcal{F}(\omega) - \mathbb{E}[\mathcal{F}(\omega)]|^2 \right]^{\frac{1}{2q}} \leq Cq \mathbb{E} \left[ \int_{\mathbb{R}} \left( \int_{B_1(s)} \left| \frac{\partial \mathcal{F}}{\partial \omega} \right|^2 ds \right)^q \right]^{\frac{1}{2q}}$$

(89)

Moreover, the analogous statement holds with $\mathbb{E}$ replaced by $\mathbb{E}_L$.

**Remark 5.2.** We will frequently deduce from Lemma 5.1 estimates of the form $\mathbb{E} [\mathcal{F}(\omega)^k]^{\frac{1}{k}} \leq c k$ for all $k \in \mathbb{N}$ and a random variable $\mathcal{F} \geq 0$. By the elementary inequality $\frac{(2ce)^{-k} \mathbb{E}[\mathcal{F}(\omega)^k]}{k!} \leq \frac{1}{2k^{\frac{1}{2}}} \leq \frac{1}{2k}$

this implies exponential moments of $\mathcal{F}$ in the form $\mathbb{E} [\exp(\frac{1}{2}\mathcal{F})] \leq 2$ with $C = 2ce$.

The following lemma is a special case of [BF10, Lemma 4.8] and can be interpreted as an improved Poincaré inequality in which spatial oscillations of the gradient are taken into account (see also [AKM16, Proposition 6.1] for a related deterministic estimate)

**Lemma 5.3 ([BF10, Lemma 4.8]).** Let $m \geq 2$ and $K \geq 0$. Let $u : \Omega \times \mathbb{R} \to \mathbb{R}$ be a measurable function such that

$$\mathbb{E} \left[ \left( \int_{B_1(x_0)} |\nabla u|^2 dx \right)^{\frac{m}{2}} \right]^{\frac{1}{m}} \leq K \quad \text{and} \quad \mathbb{E} \left[ \left( \int_{\mathbb{R}} |\nabla u| g \right)^m \right]^{\frac{1}{m}} \leq Kr^{-\frac{1}{2}}$$

for all $r \geq 2$, all $x_0 \in \mathbb{R}$ and all measurable $g : \mathbb{R} \to \mathbb{R}$ supported in $B_r(x_0)$ satisfying

$$\left( \int_{B_r(x_0)} |g|^3 \right)^{\frac{1}{3}} \leq r^{-1}.$$

Then it holds

$$\mathbb{E} \left[ \left( \int_{B_r(x_0)} |u - (u)_{B_r(x_0)}|^2 \right)^{\frac{m}{2}} \right]^{\frac{1}{m}} \leq cK r^{\frac{1}{2}}.$$

5.2 Decay estimates for localized correctors

**Lemma 5.4.** Let the assumptions of Theorem 2.11 hold and let $\tilde{\rho} = \tilde{\rho}(\alpha, p, d) > 0$ be as in Lemma 3.9. Then there exist $c = c(\alpha, p, d, \rho) > 0$ and a random variable $\mathcal{C} : \Omega \to \mathbb{R}$ satisfying $\mathbb{E} [\exp(\frac{1}{c}\mathcal{C})] \leq 2$ such that for any $F \in U_3$, we have the following estimates:

(i) For all $r \geq 2$, $x_0 \in \mathbb{R}^d$, $T \geq 2$ and $R \geq \sqrt{T}$, it holds

$$\left( \int_{B_r(x_0)} |\varphi_T^F - (\varphi_T^F)_{B_r(x_0)}|^2 dx \right)^{\frac{1}{2}} \leq Cr^{\frac{1}{2}} \text{ dist}(F, SO(d)), \quad (90)$$

$$\frac{1}{\sqrt{R}} \left( \int_{B_R(x_0)} |\varphi_T^F|^2 dx \right)^{\frac{1}{2}} + \sqrt{\frac{R}{T}} \left( \int_{B_R(x_0)} \varphi_T^F dx \right) \leq C \text{ dist}(F, SO(d)). \quad (91)$$
(ii) For all \( x_0 \in \mathbb{R}^d, T \geq 2 \) and \( R \geq \sqrt{T} \), it holds
\[
\left( \int_{B_R(x_0)} \frac{1}{T} |\varphi_{F,G}^{2T} - \varphi_{F,G}^T|^2 + |\nabla \varphi_{F,G}^{2T} - \nabla \varphi_{F,G}^T|^2 \, dx \right)^{\frac{1}{2}} \leq C \left( \frac{R}{T} \right)^{\frac{1}{2}} \text{dist}(F, \text{SO}(d)).
\] (92)

The proof is presented in Section 5.3.

**Lemma 5.5.** Consider the situation of Lemma 5.4. Then there exist \( c = c(\alpha, p, d, \rho) > 0 \) and a random variable \( C : \Omega \to \mathbb{R} \) satisfying \( \mathbb{E} \left[ \exp \left( \frac{1}{c} C \right) \right] \leq 2 \) such that for any \( F \in U_\Sigma \), we have the following estimates:

(i) For all \( r \geq 2, x_0 \in \mathbb{R}^d, T \geq 2, R \geq \sqrt{T} \) and \( G \in \mathbb{R}^{d \times d} \), we have
\[
\left( \int_{B_r(x_0)} |\varphi_{F,G}^T - (\varphi_{F,G}^T)_{B_r(x_0)}|^2 \, dx \right)^{\frac{1}{2}} \leq C r^{\frac{1}{2}} |G|.
\] (93)

\[
\frac{1}{\sqrt{R}} \left( \int_{B_R(x_0)} |\varphi_{F,G}^T|^2 \, dx \right)^{\frac{1}{2}} + \sqrt{\frac{R}{T}} \left( \int_{B_R(x_0)} \varphi_{F,G}^T \, dx \right) \leq C |G|.
\] (94)

(ii) For all \( x_0 \in \mathbb{R}^d, T \geq 2, R \geq \sqrt{T} \) and \( G \in \mathbb{R}^{d \times d} \), it holds
\[
\left( \int_{B_R(x_0)} \frac{1}{T} |\varphi_{F,G,H}^{2T} - \varphi_{F,G,H}^T|^2 + |\nabla \varphi_{F,G,H}^{2T} - \nabla \varphi_{F,G,H}^T|^2 \, dx \right)^{\frac{1}{2}} \leq C \left( \frac{R}{T} \right)^{\frac{1}{2}} |G|.
\] (95)

The proof is presented in Section 5.3.

**Lemma 5.6.** Consider the situation of Lemma 5.4. Then there exist \( c = c(\alpha, p, d, \rho) > 0 \) and a random variable \( C : \Omega \to \mathbb{R} \) satisfying \( \mathbb{E} \left[ \exp \left( \frac{1}{c} C \right) \right] \leq 2 \) such that for any \( F \in U_\Sigma \), we have the following estimates:

(i) For all \( r \geq 2, x_0 \in \mathbb{R}^d, T \geq 2, R \geq \sqrt{T} \) and \( G, H \in \mathbb{R}^{d \times d} \), we have
\[
\left( \int_{B_r(x_0)} |\varphi_{F,G,H}^T - (\varphi_{F,G,H}^T)_{B_r(x_0)}|^2 \, dx \right)^{\frac{1}{2}} \leq C ||G|| |H|^r. \] (96)

\[
\frac{1}{\sqrt{R}} \left( \int_{B_R(x_0)} |\varphi_{F,G,H}^T|^2 \, dx \right)^{\frac{1}{2}} + \sqrt{\frac{R}{T}} \left( \int_{B_R(x_0)} \varphi_{F,G,H}^T \, dx \right) \leq C |H||G|. \] (97)

(ii) For all \( x_0 \in \mathbb{R}^d, T \geq 2, R \geq \sqrt{T} \) and \( G, H \in \mathbb{R}^{d \times d} \), it holds
\[
\left( \int_{B_R(x_0)} \frac{1}{T} |\varphi_{F,G,H}^{2T} - \varphi_{F,G,H}^T|^2 + |\nabla \varphi_{F,G,H}^{2T} - \nabla \varphi_{F,G,H}^T|^2 \, dx \right)^{\frac{1}{2}} \leq C ||G|| |H| \left( \frac{R}{T} \right)^{\frac{1}{2}}.
\] (98)

The proof is presented in Section 5.3.
5.3 Proofs of stochastic intermediate results

Proof of Lemma 5.4. Throughout the proof we write $\lesssim$ if $\leq$ holds up to a multiplicative constant depending only on $\alpha, d, p$ and $\rho$. Suppose $F \in U_\delta$ and recall that, according to the proof of Lemma 3.9, $\varphi_F^T$ is the unique solution to

$$\frac{1}{T} \varphi_F^T - \text{div} DV(\omega(x_d), F + \nabla \varphi_F^T) = 0 \quad \text{in } \mathbb{R}^d,$$

(99)

where $V$ corresponds to the matching convex lower bound for $W$ from Lemma 3.2.

**Step 1.** Estimate (90). We consider the random variable $F(\omega) = \int_{\mathbb{R}} \partial x_d \varphi_F^T(\omega) \cdot g \, dx_d$, where $g : \mathbb{R} \to \mathbb{R}^d$ is supported in $B_r(x_0)$ and it satisfies

$$\left( \int_{B_r(x_0)} |g|^3 \, dx_d \right)^{\frac{1}{3}} \leq r^{-1}.$$  

(100)

We compute the derivative of equation (99) with respect to a bounded perturbation $\delta \omega$ supported in $B_1(s)$: The change $\delta \varphi_F^T$ of the corrector under such perturbation satisfies the linear equation

$$\frac{1}{T} \delta \varphi_F^T - \text{div} \left( D^2 V(\omega(x_d), F + \nabla \varphi_F^T) \nabla \delta \varphi_F^T \right) = \text{div} \left( \partial_{\omega} DV(\omega(x_d), F + \nabla \varphi_F^T) \delta \omega \right) \quad \text{in } \mathbb{R}^d.$$

According to Lemma 3.6, $\delta \varphi_F^T$ depends only on $x_d$ and since

$$x_d \mapsto v_d(x_d) := \partial_{\omega} D_d V(\omega(x_d), F + \nabla \varphi_F^T(x_d)) \delta \omega(x_d) \quad \text{in } \mathbb{R},$$

(101)

is bounded and compactly supported, $(x_d \mapsto \delta \varphi_F^T(x_d)) \in H^1(\mathbb{R}; \mathbb{R}^d)$ is the unique weak solution to

$$\frac{1}{T} \delta \varphi_F^T - \partial_{x_d} (a(x_d) \partial_{x_d} \delta \varphi_F^T) = \partial_{x_d} v_d \quad \text{in } \mathbb{R},$$

(102)

where $a(x_d) : \mathbb{R}^d \to \mathbb{R}^d$ is given by

$$a(x_d) f := \left( D^2 V(\omega(x_d), F + \nabla \varphi_F^T) (f \otimes e_d) \right) e_d.$$  

(103)

We denote by $h \in H^1(\mathbb{R}; \mathbb{R}^d)$ the unique weak solution to

$$\frac{1}{T} h - \partial_{x_d} (a(x_d) \partial_{x_d} h) = \partial_{x_d} g.$$  

(104)

We compute $\delta F := \lim_{t \to 0} \frac{F(\omega+t\delta \omega) - F(\omega)}{t}$ as follows

$$\delta F = \int_{\mathbb{R}} \partial_{x_d} \delta \varphi_F^T \cdot g \, dx_d = \int_{\mathbb{R}} \left( \frac{1}{T} h \cdot \delta \varphi_F^T + a \partial_{x_d} h \cdot \partial_{x_d} \varphi_F^T \right) dx_d = \int_{\mathbb{R}} v_d \cdot \partial_{x_d} h \, dx_d.$$  

(105)

(106)

Note that $v_d$ is supported in $B_1(s)$ (for $s \in \mathbb{R}$). Also, we have the following estimate

$$|\partial_{\omega} D_d V(\omega, F + \nabla \varphi_F^T)| \leq |\partial_{\omega} D_d V(\omega, F + \nabla \varphi_F^T) - \partial_{\omega} D_d V(\omega, R)| \lesssim |F - R + \nabla \varphi_F^T|$$

for an arbitrary $R \in \text{SO}(d)$, where we use $DV(\omega, R) = D \det(R)$ and thus $\partial_{\omega} DV(\omega, R) = 0$. In particular, with help of (38), this implies $|v_d| \lesssim \text{dist}(F, \text{SO}(d)) |\delta \omega|$. Thus we have

$$\int_{B_1(s)} \left| \frac{\partial F}{\partial \omega} \right| \lesssim \text{dist}(F, \text{SO}(d)) \int_{B_1(s)} |\partial_{x_d} h| \, dx_d.$$  

32
The $q$th version of the spectral gap inequality (see (89)) implies

$$
\mathbb{E} \left[ |F - \mathbb{E}[F]|^{2q} \right]^{\frac{1}{2q}} \lesssim q \text{ dist}(F, SO(d)) \mathbb{E} \left[ \left( \int_{\mathbb{R}} \left( \int_{B_t(s)} |\partial_{x_d} h_d|^2 ds \right)^q \right)^{\frac{1}{q}} \right].
$$

We define random variables, for $i \in \{1, ..., d\}$, $\mathcal{F}_i := \int_{B_r(x_0)} \varphi_T^F \cdot e_i dx_d = \int_{\mathbb{R}} \varphi_T^F(\omega) \cdot f_i dx_d$, where $f_i := \frac{1}{|B_r|} 1_{B_r} e_i$. Analogously as in Step 1, we obtain $\delta \mathcal{F}_i = \int_{\mathbb{R}} \delta \varphi_T^F \cdot f_i dx_d = \int_{\mathbb{R}} v_d \cdot \partial_{x_d} h_d dx_d$, where $v_d$ is given in (101) and $h_d$ solves

$$
\frac{1}{T} h_d - \partial_{x_d} (a(x_d) \partial_{x_d} h_d) = f_i
$$

(see (103) for the definition of $a$). Using $\mathbb{E}[\mathcal{F}_i] = 0$ and (89), we obtain

$$
\mathbb{E} \left[ |\mathcal{F}_i|^{2q} \right]^{\frac{1}{2q}} \lesssim q \text{ dist}(F, SO(d)) \mathbb{E} \left[ \left( \int_{\mathbb{R}} \left( \int_{B_r(x_0)} |\partial_{x_d} h_d|^2 ds \right)^q \right)^{\frac{1}{q}} \right].
$$

Using (33), (104), (100), we obtain

$$
\mathbb{E} \left[ \left( \int_{B_r(x_0)} |\varphi_T^F - (\varphi_T^F)_{B_r(x_0)}|^2 dx_d \right)^2 \right]^{\frac{1}{4}} \lesssim q \text{ dist}(F, SO(d)) r^{-\frac{1}{4}}.
$$

for every $q \geq 2$ and we obtain (90) (see Remark 5.2).

**Step 2.** Estimates (91). In view of (90) and triangle inequality it suffices to show

$$
\left| \int_{B_r(x_0)} \varphi_T^F dx_d \right| \leq C \sqrt{\frac{T}{R}} \text{ dist}(F, SO(d)).
$$

(106)

We define random variables, for $i \in \{1, ..., d\}$, $\mathcal{F}_i := \int_{B_r(x_0)} \varphi_T^F \cdot e_i dx_d = \int_{\mathbb{R}} \varphi_T^F(\omega) \cdot f_i dx_d$, where $f_i := \frac{1}{|B_r|} 1_{B_r} e_i$. Analogously as in Step 1, we obtain $\delta \mathcal{F}_i = \int_{\mathbb{R}} \delta \varphi_T^F \cdot f_i dx_d = \int_{\mathbb{R}} v_d \cdot \partial_{x_d} h_d dx_d$, where $v_d$ is given in (101) and $h_d$ solves

$$
\frac{1}{T} h_d - \partial_{x_d} (a(x_d) \partial_{x_d} h_d) = f_i
$$

(see (103) for the definition of $a$). Using $\mathbb{E}[\mathcal{F}_i] = 0$ and (89), we obtain

$$
\mathbb{E} \left[ |\mathcal{F}_i|^{2q} \right]^{\frac{1}{2q}} \lesssim q \text{ dist}(F, SO(d)) \mathbb{E} \left[ \left( \int_{\mathbb{R}} \left( \int_{B_r(x_0)} |\partial_{x_d} h_d|^2 ds \right)^q \right)^{\frac{1}{q}} \right].
$$

Using (33), (107), we obtain

$$
\mathbb{E} \left[ |\mathcal{F}_i|^{2q} \right]^{\frac{1}{2q}} \lesssim q \text{ dist}(F, SO(d)) \sqrt{T} \left( \int_{\mathbb{R}} |f_i|^2 ds \right)^{\frac{1}{2}}
$$

(108)

From (108) we deduce (106), which together with (90) yields (91).

**Step 3.** Estimate (92). Using (99), we obtain that $\Psi := \varphi_T^F - \varphi_T^F$ solves

$$
\frac{1}{2T} \Psi - \text{div} B(x_d, \nabla \Psi) = \frac{1}{2T} \varphi_T^F
$$

in $\mathbb{R}^d$.
where \( B(x_d, G) = DV(\omega(x_d), F + \nabla \varphi_T + G) - DV(\omega(x_d), F + \nabla \varphi_T) \). Lemma 3.5 (ii) in combination with the fact that \( \varphi_T \) depends only on \( x_d \) yields

\[
\int_{B_{2R}} \frac{1}{T} |\psi|^2 + |\nabla \psi|^2 dx_d \lesssim \frac{1}{RT} \int_{\mathbb{R}} \eta(x_d) |\varphi_T|^2 dx_d,
\]

where \( \eta(z) := \exp(-\gamma \frac{|z|}{R}) \) for some \( \gamma = \gamma(\alpha, p, d) \in (0, 1] \). Finally, a dyadic decomposition of the integral on the right-hand side together with (91) and the exponential decay of \( \eta \) yield

\[
\frac{1}{\sqrt{RT}} \left( \int_{\mathbb{R}} \eta(x_d) |\varphi_T|^2 dx_d \right)^{\frac{1}{2}} \leq \frac{1}{\sqrt{T}} \sum_{i=1}^{\infty} \exp(-\gamma 2^{i-1}) 2^{i} \left( \int_{B_{2^i R}} |\varphi_T|^2 dx_d \right)^{\frac{1}{2}} \leq \sqrt{\frac{R}{T}} \mathcal{C} \text{dist}(F, \text{SO}(d)) \sum_{i=1}^{\infty} \exp(-\gamma 2^{i-1}) 2^i
\]

and thus (92) follows (since \( \sum_{i=1}^{\infty} \exp(-\gamma 2^{i-1}) 2^i \lesssim 1 \)).

Proof of Lemma 5.5. Throughout the proof we write \( \lesssim \) if \( \leq \) holds up to a multiplicative constant depending only on \( \alpha, d, p \) and \( \rho \). As in the proof of Lemma 5.4, we recall that for \( F \in U_\delta \) the function \( \varphi_{F,G} \) is the unique one-dimensional solution to

\[
\frac{1}{T} \varphi_{F,G} - \text{div} \left( D^2V(\omega(x_d), F + \nabla \varphi_T(G + \nabla \varphi_T)) \right) = 0 \quad \text{in } \mathbb{R}^d,
\]

where \( V \) corresponds to the matching convex lower bound for \( W \) from Lemma 3.2.

Step 1. Estimate (93). We consider the random variable \( F(\omega) = \int_{\mathbb{R}} \partial_{x_d} \varphi_{F,G}(\omega) \cdot g dx_d \), where \( g : \mathbb{R} \to \mathbb{R}^d \) is supported in \( B_r(x_0) \) and satisfies (100). We compute the derivative of equation (109) with respect to a bounded perturbation \( \delta \omega \) supported in \( B_1(s) \): First, we note that \( \delta \varphi_{F,G} \in H^1_{\text{loc}}(\mathbb{R}^d; \mathbb{R}^d) \) is one-dimensional in the sense that \( \delta \varphi_{F,G} = \delta \varphi_{F,G}(x_d) \) and it is the unique weak solution to the ODE (cf. Step 1 of proof of Lemma 5.4)

\[
\frac{1}{T} \delta \varphi_{F,G} - \partial_{x_d} \left( a(x_d) \partial_{x_d} \delta \varphi_{F,G} \right) = \partial_{x_d} \partial_\omega D^2V(\omega(x_d), F + \nabla \varphi_T)(G + \nabla \varphi_T) e_d \delta \omega + \partial_{x_d} D^3V(\omega(x_d), F + \nabla \varphi_T)(\nabla \delta \varphi_T)(G + \nabla \varphi_T) e_d \quad \text{in } \mathbb{R},
\]

where \( a(x_d) \) is given in (103). We denote by \( h_1 \) the unique weak solution in \( H^1(\mathbb{R}; \mathbb{R}^d) \) to

\[
\frac{1}{T} h_1 - \partial_{x_d} \left( a(x_d) \partial_{x_d} h_1 \right) = \partial_{x_d} g \quad \text{in } \mathbb{R}
\]

(111)

and by \( h_2 \in H^1(\mathbb{R}; \mathbb{R}^d) \) the unique weak solution to

\[
\frac{1}{T} h_1 - \partial_{x_d} \left( a(x_d) \partial_{x_d} h_2 \right) = \partial_{x_d} D^3V(x_d, F + \nabla \varphi_T)(G + \nabla \varphi_T)(\partial_{x_d} h_1 \otimes e_d) \quad \text{in } \mathbb{R}.
\]
Similarly as in Step 1 of the proof of Lemma 5.4, by testing (111) with \( \delta \varphi_{F,G} \), (110) with \( h_1 \), (112) with \( \delta \varphi_F^T \) and finally (102) with \( h_2 \), we obtain

\[
\delta F = \int R \partial_{x_d} \delta \varphi_{F,G}^T \cdot g \, dx_d \\
= \int R \partial_\omega a(x_d) ( (G + \nabla \varphi_{F,G}^T) e_d ) \delta \omega \cdot \partial_{x_d} h_1 \, dx_d \\
+ \int R D^3 V(\omega(x_d), F + \nabla \varphi_T^F)(\nabla \delta \varphi_T^F)(G + \nabla \varphi_{F,G}^T) e_d \cdot \partial_{x_d} h_1 \, dx_d \\
= \int R \partial_\omega a(x_d) ( (G + \nabla \varphi_{F,G}^T) e_d ) \delta \omega \cdot \partial_{x_d} h_1 \, dx_d \\
+ \int R \partial_\omega D V(\omega(x_d), F + \nabla \varphi_T^F) \delta \omega e_d \cdot \partial_{x_d} h_2 \, dx_d
\]

and thus for all \( s \in \mathbb{R} \) (using (38) and (40))

\[
\int_{B_1(s)} \frac{|\partial F|}{|\partial \omega|} \lesssim \int_{B_1(s)} |G||\partial_{x_d} h_1| + \text{dist}(F, SO(d))|\partial_{x_d} h_2| \, dx_d.
\]

Using \( \int R |\partial_{x_d} h_2|^2 \lesssim |G|^2 \int R |\partial_{x_d} h_1|^2 \lesssim |G|^2 \int_{B_r(x_0)} |g|^2 \), \( |F| \lesssim 1 \) and \( \mathbb{E}[\mathcal{F}] = 0 \), we obtain

\[
\mathbb{E}[|\mathcal{F}|^q]^{\frac{1}{q}} \lesssim q|G| \mathbb{E} \left[ \int R |\partial_{x_d} h_1|^2 \, ds \right]^{\frac{q}{2}} \\
\lesssim q|G| \left( \int_{B_r(x_0)} |g|^2 \, ds \right)^{\frac{1}{2}} \\
\lesssim q|G| r^{-\frac{1}{2}}
\]

and thus applying Lemma 5.3 we deduce (93).

**Step 2.** Estimate (94). This follows analogously to Step 2 of the proof of Lemma 5.4 and using similar arguments as in Step 1 of this proof.

**Step 3.** Estimate (95). Using equation (109), we obtain that \( \Psi := \varphi_{F,G}^{2T} - \varphi_{F,G}^T \) solves

\[
\frac{1}{2T} \Psi - \text{div} \left( D^2 V(\omega(x_d), F + \nabla \varphi_{F,G}^T) \nabla \Psi \right) = \frac{1}{2T} \varphi_{F,G}^T + \text{div} \bar{g} \quad \text{in } \mathbb{R}^d,
\]

where \( \bar{g} = (D^2 V(\omega(x_d), F + \nabla \varphi_{F,G}^{2T}) - D^2 V(\omega(x_d), F + \nabla \varphi_{F,G}^T))(G + \nabla \varphi_{F,G}^{2T}) \). Note that \( \Psi \) is one-dimensional and solves an ODE corresponding to the above equation. Thus Lemma 3.5 and (40) yield

\[
\int_{B_r} \frac{1}{T} |\Psi|^2 + |\nabla \Psi|^2 \, dx_d \lesssim \int R \frac{1}{T} |\Psi|^2 + \frac{1}{T} |\nabla \varphi_{F,G}^T|^2 \, dx_d \\
\lesssim \frac{1}{T} \int R |G|^2 |\nabla \varphi_{F,G}^{2T} - \nabla \varphi_{F,G}^T|^2 \, dx_d + \frac{1}{T} |\nabla \varphi_{F,G}^T|^2 \, dx_d
\]
where \( \eta(z) = \exp(-\gamma \frac{|z|^2}{R}) \), \( \gamma = \gamma(\alpha, p, d) > 0 \). Combining estimates (94) and (92) with a dyadic decomposition of \( R \) and the exponential decay of \( \eta \), we obtain (as in Step 3 of Lemma 5.4)

\[
\left( \frac{1}{R} \int_{\mathbb{R}} \eta \left( \frac{1}{T} |\varphi_{F,G,H}^2 + |G|^2 \nabla (\varphi_{F}^2 - \varphi_{T}^2)|^2 \right) dx_d \right)^{\frac{1}{2}} \leq C|G| \left( \frac{1}{T} \right)^{\frac{1}{2}}.
\]

This completes the proof. \( \square \)

**Proof of Lemma 5.6.** Throughout the proof we write \( \lesssim \) if \( \leq \) holds up to a multiplicative constant depending only on \( \alpha, d, p \) and \( \rho \). As before, we note that \( \varphi_{F,G,H}^T \) is the unique one-dimensional solution to

\[
\frac{1}{T} \varphi_{F,G,H}^T - \text{div} \left( D^2 V(\omega(x_d), F + \nabla \varphi_{F}^T) \nabla \varphi_{F,G,H}^T \right) = \text{div} \left( D^3 V(\omega(x_d), F + \nabla \varphi_{F}^T) (H + \nabla \varphi_{F,H}^T) (G + \nabla \varphi_{F,G}^T) \right) \quad \text{in } \mathbb{R}^d.
\]  

(113)

**Step 1.** Estimate (96). We consider the random variable \( \mathcal{F}(\omega) = \int_{\mathbb{R}} \partial_{x_d} \varphi_{F,G,H}^T(\omega) \cdot \xi \, dx_d \), where \( \xi : \mathbb{R} \to \mathbb{R}^d \) is supported in \( B_r(x_0) \) and satisfies (100). We compute the derivative of equation (113) with respect to a bounded perturbation \( \delta \omega \) supported in \( B_1(s) \): First, we note that \( \delta \varphi_{F,G,H}^T \in H^1_\text{loc}(\mathbb{R}^d; \mathbb{R}^d) \) is one-dimensional in the sense that \( \delta \varphi_{F,G,H}^T = \delta \varphi_{F,G,H}^T(x_d) \) and it is the unique weak solution to the ODE (cf. Step 1 of proof of Lemma 5.4)

\[
\frac{1}{T} \delta \varphi_{F,G,H}^T - \partial_{x_d} \delta \varphi_{F,G,H}^T = \partial_{x_d} v(x_d) \xi \quad \text{in } \mathbb{R},
\]

where \( a(x_d) \) is given as in (103) and

\[
v = \partial_{\omega} D^2 V(\omega(x_d), F + \nabla \varphi_{F}^T) \delta \omega \nabla \varphi_{F,G,H}^T + D^3 V(\omega(x_d), F + \nabla \varphi_{F}^T) (H + \nabla \varphi_{F,H}^T) (G + \nabla \varphi_{F,G}^T) \delta \omega + \partial_{\omega} D^3 V(\omega(x_d), F + \nabla \varphi_{F}^T) (H + \nabla \varphi_{F,H}^T) (G + \nabla \varphi_{F,G}^T) \delta \omega + D^3 V(\omega(x_d), F + \nabla \varphi_{F}^T) (H + \nabla \varphi_{F,H}^T) (G + \nabla \varphi_{F,G}^T) \delta \omega + D^3 V(\omega(x_d), F + \nabla \varphi_{F}^T) (H + \nabla \varphi_{F,H}^T) (G + \nabla \varphi_{F,G}^T) \delta \omega.
\]

As in Step 1 of the proof of Lemma 5.5, we compute \( \delta \mathcal{F} : = \lim_{t \to 0} \frac{\mathcal{F}(\omega+\lambda \omega) - \mathcal{F}(\omega)}{\lambda} \) as follows

\[
\delta \mathcal{F} = \int_{\mathbb{R}} v \cdot \partial_{x_d} h_1,
\]

where \( h_1 \in H^1(\mathbb{R}; \mathbb{R}^d) \) denotes the unique weak solution of (104). In a very similar manner to Step 1 of the proof of Lemma 5.5, thus omitting the details here, we obtain the following estimate, for \( q \geq 1 \),

\[
\mathbb{E} \left[ |\mathcal{F}^{2q}| \right]^{\frac{1}{2q}} \lesssim q |G||H|^{\frac{1}{2}}. 
\]

This yields the claim.

**Step 2.** Estimate (97). These estimates follow analogously to Step 1 of this proof and Step 2 of the proof of Lemma 5.4.

**Step 3.** Estimate (98). We note that using equation (113), \( \Psi : = \varphi_{F,G,H}^{2T} - \varphi_{F,G,H}^T \) solves

\[
\frac{1}{2T} \Psi - \text{div} \left( D^2 V(\omega(x_d), F + \nabla \varphi_{F}^T) \nabla \Psi \right) = \frac{1}{2T} \varphi_{F,G,H}^T + \text{div} \tilde{g} \quad \text{in } \mathbb{R}^d,
\]

(114)
where
\[
\bar{g} = (D^2V(\omega(x_d), F + \nabla \varphi_F^T)) - D^2V(\omega(x_d), F + \nabla \varphi^T_F)) \nabla \varphi^T_{F,G,H}
\]
\[+ D^3V(\omega(x_d), F + \nabla \varphi^T_F)(H + \nabla \varphi^T_F,H)(G + \nabla \varphi^T_F,G)
\]
\[+ D^3V(\omega(x_d), F + \nabla \varphi^T_F)(H + \nabla \varphi^T_F,H)(G + \nabla \varphi^T_F,G)
\]
\[= (D^2V(\omega(x_d), F + \nabla \varphi^T_F)) - D^2V(\omega(x_d), F + \nabla \varphi^T_F)) \nabla \varphi^T_{F,G,H}
\]
\[+ D^3V(\omega(x_d), F + \nabla \varphi^T_F)(H + \nabla \varphi^T_F,H)(\nabla \varphi^T_{F,G} - \nabla \varphi^T_{F,G} - \nabla \varphi^T_{F,G})
\]
\[+ (D^3V(\omega(x_d), F + \nabla \varphi^T_F)) - D^3V(\omega(x_d), F + \nabla \varphi^T_F)) (H + \nabla \varphi^T_F,H)(G + \nabla \varphi^T_F,G).
\]

The Lipschitz continuity of $D^2V(\omega, \cdot)$ and $D^3V(\omega, \cdot)$, combined with estimates (40) and (42) yield

\[|\bar{g}| \lesssim |H||\nabla \varphi^T_F - \nabla \varphi^T_F| + |H||\nabla \varphi^T_{F,G} - \nabla \varphi^T_{F,G}| + |G||\nabla \varphi^T_{F,H} - \nabla \varphi^T_{F,H}|.
\]

We remark that $\Psi$ is one-dimensional and thus (114) boils down to an ODE, hence Lemma 3.5 yields

\[
\int_{B_R(x_0)} \frac{1}{T} |\Psi|^2 + |\nabla \Psi|^2 dx_d \lesssim \frac{1}{R} \left( \int_\mathbb{R} \eta|\bar{g}|^2 dx_d + \frac{1}{T} \int_\mathbb{R} \eta|\nabla \varphi^T_{F,G,H}|^2 dx_d \right)
\]
\[\lesssim \frac{1}{R} \int_\mathbb{R} \eta (|H|^2|G|^2|\nabla \varphi^T_F - \nabla \varphi^T_F|^2) dx_d
\]
\[+ \frac{1}{RT} \int_\mathbb{R} \eta (|H|^2|\nabla \varphi^T_{F,G} - \nabla \varphi^T_{F,G}|^2 + |G|^2|\nabla \varphi^T_{F,H} - \nabla \varphi^T_{F,H}|^2) dx_d
\]

where $\eta(z) = \exp(-\gamma \frac{|z|^2}{R})$ with $\gamma = \gamma(\alpha, p, d) > 0$. Using a dyadic decomposition of $\mathbb{R}$ combined with (92) and (95), we conclude (98).

\[\square\]

6 Proofs of quantitative results: Theorem 2.11 and Corollary 2.12

6.1 Random fluctuations, Proof of Theorem 2.11, part (i)

Proof of Theorem 2.11, part (i). Throughout the proof we write $\lesssim$ if $\leq$ holds up to a multiplicative constant depending only on $\alpha, d, p$ and $\rho$.

Step 1. Preparation.

For given $\omega_L \in \Omega_L$ and $F \in \mathbb{R}^{d \times d}$, we denote by $\varphi^L_F$ the unique corrector for the matching convex lower bound, i.e. the unique minimizer of (66) (and solution to (67)). We recall that $\varphi^L_F \in W^{1,\infty}(\square_L; \mathbb{R}^d)$ is one-dimensional in the sense that $\varphi^L_F(x) = \varphi^L_F(x_d)$ and satisfies estimate (72). Moreover, for all $F \in U_{\sigma}$ with $\delta(\alpha, d, p) > 0$ as in Theorem 2.4, we have $\| \text{dist}(F + \nabla \varphi^L_F, SO(d)) \|_{L^\infty(\square_L)} < \delta$ with $\delta > 0$ as in Lemma 3.2 and thus

\[
W_{\text{hom},L}(\omega_L, F) = \int_{\square_L} W(\omega_L(x_d), F + \nabla \varphi^L_F) dx
\]
\[= \int_0^L V(\omega_L(x_d), F + \nabla \varphi^L_F(x_d)) dx_d - \mu \det(F).
\]
Step 2. Fluctuations of $W_{\text{hom},L}$, proof of (22).
We define a random variable $F : \Omega_L \to [0, \infty)$ by
\[
F(\omega_L) := W_{\text{hom},L}(\omega_L, F) \overset{(115)}{=} \int_{(0,L)} V(\omega_L(x_d), F + \nabla \varphi^L_F) dx_d - \mu \det(F).
\]
We compute its derivative with respect to a bounded periodic perturbation $\delta \omega_L$ supported in $B_1(s) + LZ$:
\[
\delta F := \lim_{t \to 0} \frac{F(\omega_L + t \delta \omega_L) - F(\omega_L)}{t} = \int_{(0,L)} \partial_\omega V(\omega_L(x_d), F + \nabla \varphi^L_F) \delta \omega_L + DV(\omega_L(x_d), F + \nabla \varphi^L_F) \cdot \nabla \delta \varphi^L_F dx_d,
\]
where $\delta \varphi^L_F$ is an $L$-periodic function with zero mean (solution to (117)). Hence, the second term on the right-hand side in (116) vanishes. In order to estimate the first term in the right-hand above we make use of $W(\cdot, R) = 0$, $DW(\cdot, R) = 0$ for all $R \in SO(d)$ (hence $\partial_\omega V(\cdot, R) = 0$, $\partial_\omega DV(\cdot, R) = 0$) and thus
\[
\begin{align*}
\partial_\omega V(\omega_L(x_d), F + \nabla \varphi^L_F) & = \int_0^1 (1 - t) D^2 \partial_\omega V(\omega_L(x_d), R + t(F - R + \nabla \varphi^L_F))[F - R + \nabla \varphi^L_F, F - R + \nabla \varphi^L_F](x_d)] dt \\
& \leq \frac{1}{2} \|\partial_\omega D^2 V\|_{C^0(\overline{U}_\alpha)} |F - R + \nabla \varphi^L_F(x_d)|^2 \quad \text{for all } R \in SO(d).
\end{align*}
\]
Therefore, (72) and optimization in $R \in SO(d)$ yield
\[
\int_{B_1(s)} \left| \frac{\partial F}{\partial \omega_L} \right| = \sup_{\delta \omega_L} |\delta F(\omega_L, \delta \omega_L)| \lesssim \frac{1}{L} \text{dist}^2(F, SO(d)).
\]
Finally, the $q$-th version of the spectral gap inequality in the form of (89) yields
\[
\mathbb{E}_L \left[ |F - \mathbb{E}_L [F]|^2q \right] \overset{\text{whp}}{\lesssim} qL^{-1} \text{dist}^2(F, SO(d))
\]
This implies the claim (22) (see Remark 5.2).

Step 3. Fluctuations of $DW_{\text{hom},L}$, proof of (23).
As in the previous substep it suffices to show the corresponding claim for $DV$ instead of $DW$. For $F \in U^\phi$ and $G \in \mathbb{R}^{d \times d}$, we consider the random variable
\[
F(\omega_L) = \int_{(0,L)} DV(\omega_L(x_d), F + \nabla \varphi^L_F) \cdot G dx_d = DV_{\text{hom},L}(F)[G].
\]
We compute its derivative with respect to a bounded periodic perturbation $\delta \omega_L$ supported in $B_1(s) + LZ$:
\[
\delta F(\omega_L) = \int_{(0,L)} \partial_\omega DV(\omega_L(x_d), F + \nabla \varphi^L_F) \delta \omega_L \cdot G + \hat{L}_L(\omega_L(x_d)) \nabla \delta \varphi^L_F \cdot G dx_d,
\]
where
\[ \mathbb{L}_L(\omega_L(x_d)) := D^2V(\omega_L(x_d), F + \nabla \varphi^L_F(x_d)), \]
and \( \delta \varphi^L_F \in W^{1,2}_{\text{per},0}(\square_L) \) solves
\[ -\text{div} \mathbb{L}_L \delta \varphi^L_F = \text{div} \left( \partial_\omega D V(\omega_L(x_d), F + \nabla \varphi^L_F) \delta \omega_L \right) \quad \text{in } \square_L. \tag{117} \]
As in [FN21, Proof of Theorem 9a] we introduce the auxiliary function \( h \in W^{1,2}_{\text{per},0}(\square_L) \) satisfying
\[ -\text{div} \hat{\mathbb{L}}_L \nabla h = \text{div} \hat{\mathbb{L}}_L G \quad \text{in } \square_L \tag{118} \]
and obtain (by testing (118) with \( \delta \varphi^L_F \) and (117) with \( h \))
\[ \delta F(\omega_L) = \int_{\square_L} \partial_\omega D V(\omega_L(x_d), F + \nabla \varphi^L_F) \delta \omega_L \cdot (G + \nabla h) \, dx. \]
Using
\[ \| \partial_\omega D V(\omega_L, F + \nabla \varphi^L_F) \|_{L^\infty(\square_L)} = \| \partial_\omega D V(\omega_L, F + \nabla \varphi^L_F) \|_{L^\infty(0, L)} \lesssim \text{dist}(F, \text{SO}(d)), \]
and by Lemma 3.7 \( h(x) = h(x_d) \) with \( \| \nabla h \|_{L^\infty(\square_L)} \lesssim \| \nabla h \|_{L^\infty(0, L)} \lesssim |G| \). Combining the previous three formulas, we obtain \( \sup_s \int_{B_1(s)} \left| \frac{\partial F}{\partial x_L} \right| \lesssim \text{dist}(F, \text{SO}(d)) |G| L^{-1} \) and thus, appealing to the qth version of the spectral gap inequality in the form of (89)
\[ \mathbb{E}_L \left[ |\mathcal{F} - \mathbb{E}_L[\mathcal{F}]|^2 \right] \lesssim q L^{-1} \text{dist}(F, \text{SO}(d)) |G|. \]
Hence, (23) follows.

**Step 4.** Fluctuations of \( D^2V_{\text{hom},L} \), proof of (24).
For \( G, H \in \mathbb{R}^{d \times d} \), we define the random variable
\[ \mathcal{F}(\omega_L) := D^2V_{\text{hom},L}(\omega_L, F) H \cdot G = \int_{[0, L]} D^2V(\omega_L(x_d), F + \nabla \varphi^L_F(x_d)) \left( H + \nabla \varphi^L_{F,H} \right) \cdot G \, dx_d. \]
We compute its derivative with respect to a bounded periodic perturbation \( \delta \omega_L \) supported in \( B_1(s) + L \mathbb{Z} \):
\[ \delta \mathcal{F} = \int_{(0, L)} \partial_\omega \mathbb{L}_F \delta \omega_L \left( H + \nabla \varphi^L_{F,H} \right) \cdot G \, dx_d \]
\[ + \int_{(0, L)} D^3V(\omega_L(x_d), F + \nabla \varphi^L_F) \nabla \delta \varphi^L_F \left( H + \nabla \varphi^L_{F,H} \right) \cdot G \, dx_d \]
\[ + \int_{(0, L)} \mathbb{L}_F \nabla \delta \varphi^L_{F,H} \cdot G \, dx_d \]
\[ =: I_1 + I_2 + I_3, \tag{119} \]
where \( \delta \varphi^L_F \) solves (117) and \( \delta \varphi^L_{F,H} \in W^{1,2}_{\text{per},0}(\square_L; \mathbb{R}^d) \) solves
\[ -\text{div} \left( \mathbb{L}_F \nabla \delta \varphi^L_{F,H} \right) = \text{div} f \quad \text{in } \square_L, \tag{120} \]
where
\[ f := \partial_L \tilde{\mathbb{L}}^L (H + \nabla \varphi^L_{F,H}) \delta \omega_L + D^3 V(\omega_L(x_d), F + \nabla \varphi^L_{F}) \nabla \varphi^L_{F} (H + \nabla \varphi^L_{F,H}). \]

We estimate the three terms on the right-hand side of (119) separately: For the first term, we use
\[ |I_1| \lesssim |G||H + \nabla \varphi^L_{F,H}||L_\infty(\mathbb{R}^d) \int_{0}^{L} |\delta \omega_L| \, dx_1 \overset{\text{(81)}}{\lesssim} |G||H| \int_{0}^{L} |\delta \omega_L| \, dx_1. \]

To estimate \( I_2 \), we introduce \( h_1 \in W^{1,2}_{\text{per,0}}(\mathbb{R}; \mathbb{R}^d) \) satisfying
\[ -\text{div} \tilde{\mathbb{L}}_L \nabla h_1 = \text{div} D^3 V(\omega_L(x_d), F + \nabla \varphi^L_{F}) [(H + \nabla \varphi^L_{F,H})], G] \quad \text{in } \mathbb{R}^d. \tag{121} \]
and obtain (by testing (121) with \( \delta \varphi^L_{F} \) and (117) with \( h_1 \))
\[ I_2 = \int_{\mathbb{R}^d} \partial_L D^3 V(\omega_L(x_d), F + \nabla \varphi^L_{F}) \delta \omega_L \cdot \nabla h_1 \, dx \lesssim \text{dist}(F, SO(d)) |H||G| \int_{0}^{L} |\delta \omega_L|. \]

It remains to estimate \( |I_3| \). Considering \( h \) the solution to (118) we obtain (testing (118) with \( \delta \varphi^L_{F,H} \) and (120) with \( h \))
\[ I_3 = \int_{(0,L)} \partial_L \tilde{\mathbb{L}}^L \delta \omega_L (H + \nabla \varphi^L_{F,H}) \cdot \nabla h \, dx_d 
+ \int_{(0,L)} D^3 V(\omega_L(x_d), F + \nabla \varphi^L_{F}) \delta \varphi^L_{F} (H + \nabla \varphi^L_{F,H}) \cdot \nabla h \, dx_d 
=: I_4 + I_5. \]
As before, we have \( |I_4| \lesssim |H||G| \int_{(0,L)} |\delta \omega_L| \, dx_d. \) The same argument as for the estimate of \( I_2 \) but with \( G \) replaced by \( \nabla h \) yields \( |I_5| \lesssim \text{dist}(F, SO(d)) |G||H| \int_{(0,L)} |\delta \omega_L| \, dx_d. \) Collecting all these estimates, we obtain \( \sup_{x} \int_{B_{2}(x)} \left| \frac{\partial \varphi^L_{F,H}}{\partial x_1} \right| \leq (1 + \text{dist}(F, SO(d))) |G||H| L^{-1} \) and the claim follows via a further application of the spectral gap inequality.

\[ \square \]

6.2 Systematic error, Proof of Theorem 2.11, part (ii)

In order to treat the systematic error, we introduce a localized version of the RVE approximation: For any configuration \( \omega : \mathbb{R} \rightarrow \mathbb{R} \), and for a compactly supported cut-off function \( \eta \) satisfying
\[ \eta \in C^\infty_{c}(\mathbb{R}), \quad \eta \geq 0, \quad \int_{\mathbb{R}} \eta(x_d) \, dx_d = 1 \tag{122} \]
we set
\[ W_{\eta,T}(F) = \int_{\mathbb{R}} \eta(x_d) W(\omega(x_d), F + \nabla \varphi^{T}_{F}(x_d)) \, dx_d, \quad \text{for } F \in U_{\overline{\eta}}, \tag{123} \]
where the localized corrector \( \varphi^{T}_{F} \) and \( \overline{\eta} \) are as in Lemma 3.9. Furthermore, we define a cut-off for a realization \( \omega \in \Omega \)
\[ \pi_L \omega(x_d) = \begin{cases} \omega(x_d) & \text{if } x_d \in \left[ -\frac{L}{4}, \frac{L}{4} \right], \\ 0 & \text{otherwise}. \end{cases} \tag{124} \]
We define $W_{\eta,T}(\pi_L \omega, F)$ by replacing $\omega$ by $\pi_L \omega$ in (123). Note that $\omega$ and $\omega_L$ admit the same distribution on $B_{\frac{1}{4}}(0)$ according to Definition 2.8. Thus we have $\mathbb{E}_L [F(\pi_L \omega_L)] = \mathbb{E} [F(\pi_L \omega)]$ for any random variable $F$. This motivates the following decomposition of the systematic error of $W_{\text{hom}}$:

$$
\mathbb{E}_L [W_{\text{hom},L}(F)] - W_{\text{hom}}(F) = \mathbb{E}_L [W_{\text{hom},L}(F)] - \mathbb{E}_L [W_{\eta,T}(F)] + \mathbb{E}_L [W_{\eta,T}(\pi_L \omega, F)] - \mathbb{E}_L [W_{\eta,T}(\pi_L \omega, F)] + \mathbb{E} [W_{\eta,T}(\pi_L \omega, F)] - \mathbb{E} [W_{\eta,T}(F)] + \mathbb{E} [W_{\eta,T}(F)] - W_{\text{hom}}(F). \tag{125}
$$

The first and last term on the right-hand side in (125) measure the localization error and the middle terms correspond to the error made by the ensemble periodization. In the following we treat separately these two sources of error, see Lemma 6.2 and 6.3 below. In order to estimate the systematic error related to $DW_{\text{hom}}$ and $D^2 W_{\text{hom}}$ we use the analogous decomposition as (125), where $DW_{\eta,T}$ and $D^2 W_{\eta,T}$ are given via

$$
DW_{\eta,T}(F) \cdot G = \int_{\mathbb{R}} \eta(x_d) DW(\omega(x_d), F + \nabla \varphi^T_F(x_d)) \cdot (G + \nabla \varphi^T_{F,G}(x_d)) \, dx_d, \tag{126}
$$

$$
D^2 W_{\eta,T}(F) H \cdot G = \int_{\mathbb{R}} \eta(x_d) D^2 W(\omega(x_d), F + \nabla \varphi^T_F(x_d)) (H + \nabla \varphi^T_{F,H}(x_d)) \cdot (G + \nabla \varphi^T_{F,G}(x_d)) + \eta(x_d) DW(\omega(x_d), F + \nabla \varphi^T_F(x_d)) \cdot \nabla \varphi^T_{F,G,H}(x_d) \, dx_d. \tag{127}
$$

Remark 6.1. Assumption (122) and the stationarity of the random field $(x_d, \omega) \mapsto F(x_d, \omega) := W(\omega(x_d), F + \nabla \varphi^T_F(x_d))$ imply

$$
\mathbb{E} [W_{\eta,T}(F)] = \mathbb{E} \left[ \int_{\mathbb{R}} \eta(x_d) F(x_d, \omega) \, dx_d \right] = \mathbb{E} [F] \int_{\mathbb{R}} \eta \, dx_d = \mathbb{E} [F].
$$

Hence, $\mathbb{E} [W_{\eta,T}]$ coincides for any choice of $\eta$ satisfying (122). Clearly, the analogous statements hold for $DW_{\eta,T}$ and $D^2 W_{\eta,T}$.

Lemma 6.2 (Cost of localization). Suppose the assumptions of Theorem 2.11 are satisfied. Let $L \geq 3$ and let $P_L$ be an $L$-periodic approximation of $P$ in the sense of Definition 2.8, and denote by $W_{\text{hom},L}$ the corresponding representative volume approximation. There exists $c = c(\alpha, p, d, \rho) \in [1, \infty)$ such that for all $F \in U_\rho$ with $\bar{\delta} > 0$ as in Lemma 3.9 the following estimates are valid

(i) For all $T \geq \sqrt{2}$, we have for $\ell \in \{0, 1, 2\}$

$$
|\mathbb{E} \left[ D^\ell W_{\eta,T}(F) \right] - D^\ell W_{\text{hom}}(F) | \leq c \text{dist}^{2-\ell}(F, \text{SO}(d)) \frac{1}{\sqrt{T}}. \tag{128}
$$

(ii) For all $T \in [\sqrt{2}, L^2]$, we have for $\ell \in \{0, 1, 2\}$

$$
|\mathbb{E}_L \left[ D^\ell W_{\eta,T}(F) \right] - \mathbb{E}_L \left[ D^\ell W_{\text{hom},L}(F) \right] | \leq c \text{dist}^{2-\ell}(F, \text{SO}(d)) \frac{1}{\sqrt{T}}.
$$
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Lemma 6.3 (Cost of ensemble periodization). Suppose the assumptions of Theorem 2.11 are satisfied. Let \( L \geq 3 \) and let \( \mathbb{P}_L \) be an \( L \)-periodic approximation of \( \mathbb{P} \) in the sense of Definition 2.8, and denote by \( W_{\text{hom},L} \) the corresponding representative volume approximation. There exists \( c = c(\alpha, p, d, \rho) \in [1, \infty) \) such that for all \( F \in U_{\delta} \) with \( \delta > 0 \) as in Lemma 3.9 the following estimates are valid

\[
|\mathbb{E} \left[ D^i W_{\eta, \xi}(x_L(\cdot), F) - D^i W_{\eta, \xi}(\cdot, F) \right] | \leq c \text{dist}^2(F, SO(d)) \frac{1}{L},
\]

where \( T := \left( \frac{L}{\text{ln}(L \cdot L)} \right)^2 \) and \( \eta_L \) denotes a nonnegative weight supported in \( B_{\sqrt{T}}(0) \) with \( |\eta_L| \leq \frac{c}{\sqrt{T}} \) and \( |\nabla \eta_L| \leq \frac{c}{\sqrt{T}} \) for some \( c > 0 \). Moreover, the same estimates are valid with \( \mathbb{E} \) replaced by \( \mathbb{E}_L \).

Proof of Theorem 2.11, part (ii). Follows directly from Lemma 6.2 and 6.3 and the decomposition of the systematic error (125).

Proof of Lemma 6.2. We provide the argument only for part (i), the argument for part (ii) follows the same pattern. Throughout the proof we write \( \lesssim \) if \( \leq \) holds up to a multiplicative constant depending only on \( \alpha, d, p \) and \( \rho \). Moreover, we suppose that \( \delta \) is as in Lemma 3.9.

Step 1. Estimate (128) with \( \ell = 0 \).

Since \( \lim_{T \to \infty} \mathbb{E} [W_{\eta, \xi}(F)] = W_{\text{hom}}(F) \), which follows from \( \mathbb{E} [\int \det(F + \nabla \varphi_T^F)] = \det(F) \), Remark 6.1, (71) and (26), we have

\[
W_{\text{hom}}(F) - \mathbb{E} [W_{\eta, \xi}(F)] = \sum_{i=0}^{\infty} \left( \mathbb{E} \left[ W_{\eta, 2^{i+1} \xi}(F) \right] - \mathbb{E} \left[ W_{\eta, 2^{i} \xi}(F) \right] \right).
\]

and thus it is sufficient to prove

\[
|\mathbb{E} \left[ W_{\eta, 2^{i} \xi}(F) \right] - \mathbb{E} \left[ W_{\eta, \xi}(F) \right]| \lesssim \text{dist}^2(F, SO(d)) \frac{1}{\sqrt{T}} \quad \text{for all } T \geq 1.
\]

We compute

\[
W_{\eta, 2^{i+1} \xi}(F) - W_{\eta, \xi}(F) = \int_{\mathbb{R}} \eta \left( W(\omega(x_d), F + \nabla \varphi_T^F) - W(\omega(x_d), F + \nabla \varphi_T^F) - DW(\omega(x_d), F + \nabla \varphi_T^F) \cdot (\nabla \varphi_T^F - \nabla \varphi_T^F) \right) + \eta DW(\omega(x_d), F + \nabla \varphi_T^F) \cdot (\nabla \varphi_T^F - \nabla \varphi_T^F) dx_d
\]

\[
= \int_{\mathbb{R}} \eta \left( W(\omega(x_d), F + \nabla \varphi_T^F) - W(\omega(x_d), F + \nabla \varphi_T^F) - DW(\omega(x_d), F + \nabla \varphi_T^F) \cdot (\nabla \varphi_T^F - \nabla \varphi_T^F) \right) - \frac{1}{T} \eta \varphi_T^F \cdot (\varphi_T^F - \varphi_T^F) - DW(\omega(x_d), F + \nabla \varphi_T^F) e_d \cdot \partial_{x_d} \eta (\varphi_T^F - \varphi_T^F) dx_d.
\]

Taking the expectation of the estimate above and using \( \mathbb{E} \left[ \int_{\mathbb{R}} \partial_{x_d} \eta \right] = \mathbb{E} \left[ \mathcal{F} \right] \int_{\mathbb{R}} \partial_{x_d} \eta dx_d = 0 \) for any stationary field \( \mathcal{F} \), we obtain

\[
|\mathbb{E} \left[ W_{\eta, 2^{i+1} \xi}(F) \right] - \mathbb{E} \left[ W_{\eta, \xi}(F) \right]| \lesssim \text{dist}^2(F, SO(d)) \frac{1}{\sqrt{T}}
\]
According to Remark 6.1, we may choose \( \eta \) supported in \( B_{\sqrt{\tau}}(0) \) with \( |\eta| \leq \frac{1}{\sqrt{T}} \). In this way, (91) and (92) yield the claim.

**Step 2.** Estimate (128) with \( \ell = 1 \).

As in Step 1, it is sufficient to show that

\[
|\mathbb{E} [D W_{\eta,2T}(F) \cdot G] - \mathbb{E} [D W_{\eta,T}(F) \cdot G]| \lesssim \text{dist}(F, \SO(d)) |G| \frac{1}{\sqrt{T}}.
\]

We compute

\[
D W_{\eta,2T}(F) \cdot G - D W_{\eta,T}(F) \cdot G
= \int_{\mathbb{R}} \eta \left(D \omega(x_d), F + \nabla \varphi_T^F\right) \cdot (G + \nabla \varphi_T^{F,G}) - D \omega(x_d), F + \nabla \varphi_T^F \cdot (G + \nabla \varphi_T^{F,G}) \right) \, dx_d
= \int_{\mathbb{R}} \eta \left(D \omega(x_d), F + \nabla \varphi_T^F\right) \cdot (G + \nabla \varphi_T^{F,G}) \right) \, dx_d
\]

Further

\[
\mathbb{E} [I_0 + I_1] \lesssim |G| \mathbb{E} \left[ \int_{B_{\sqrt{\tau}}(0)} |\nabla \varphi_T^F - \nabla \varphi_T^{F,G}|^2 \, dx_d \right] \lesssim |G| \text{dist}^2(F, \SO(d)) \frac{1}{\sqrt{T}}.
\]

Further

\[
I_2 \overset{(37)}{=} - \int_{\mathbb{R}} \frac{1}{T} \eta \varphi_T^F (\varphi_T^{F,G} - \varphi_T^F) + \partial x_d \eta D W(\omega(x_d), F + \nabla \varphi_T^F) e_d \cdot (\varphi_T^{F,G} - \varphi_T^{F,G}) \, dx_d.
\]

The second term on the right-hand side has zero expectation and thus (91) and (95) yield

\[
\mathbb{E} [I_2] \lesssim \text{dist}(F, \SO(d)) |G| \frac{1}{\sqrt{T}}.
\]

Finally, we have

\[
I_3 = \int_{\mathbb{R}} D^2 W(\omega(x_d), F + \nabla \varphi_T^F) \cdot \eta \left(D^2 \omega(x_d), F + \nabla \varphi_T^F\right) \, dx_d
\overset{(39)}{=} - \int_{\mathbb{R}} \frac{1}{T} \eta \varphi_T^{F,G} (\varphi_T^F - \varphi_T^F) + \partial x_d \eta \left(D^2 W(\omega(x_d), F + \nabla \varphi_T^F)(G + \nabla \varphi_T^{F,G}) e_d \cdot (\varphi_T^{F,G} - \varphi_T^{F,G}) \, dx_d.
\]
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Taking the expectation, the second expression on the right-hand side vanishes. Therefore, using (92) and (94) we conclude $\mathbb{E}[I_3] \lesssim \text{dist}(F, \text{SO}(d)) |G| \frac{1}{\sqrt{T}}$. Collecting all the estimates, the claim follows.

**Step 3.** Estimate (128) with $\ell = 2$.

As in the first step, it suffices

$$|\mathbb{E}[D^2W_{\eta,2T}(F)H \cdot G] - \mathbb{E}[D^2W_{\eta,T}(F)H \cdot G]| \lesssim |H||G| \frac{1}{\sqrt{T}}. \tag{130}$$

We compute (dropping $\omega$ from the notation)

$$D^2W_{\eta,2T}(F)H \cdot G - D^2W_{\eta,T}(F)H \cdot G = \int_{\mathbb{R}} \eta D^2W(F + \nabla \varphi^T_F)(H + \nabla \varphi^T_{F,H}) \cdot (G + \nabla \varphi^T_{F,G})$$

$$\quad - D^2W(F + \nabla \varphi^T_F)(H + \nabla \varphi^T_{F,H}) \cdot (G + \nabla \varphi^T_{F,G}) dx_d$$

$$\quad + \int_{\mathbb{R}} \eta (D^2W(F + \nabla \varphi^T_F) \cdot \nabla \varphi^T_{F,G,H} - D^2W(F + \nabla \varphi^T_F) \cdot \nabla \varphi^T_{F,G,H}) dx_d$$

$$= \int_{\mathbb{R}} \eta (D^2W(F + \nabla \varphi^T_F) - D^2W(F + \nabla \varphi^T_F) (H + \nabla \varphi^T_{F,H}) \cdot (G + \nabla \varphi^T_{F,G}) dx_d$$

$$\quad - \int_{\mathbb{R}} \eta D^2W(F + \nabla \varphi^T_F)(\nabla \varphi^T_F - \nabla \varphi^T_{F,F}) (H + \nabla \varphi^T_{F,H}) \cdot (G + \nabla \varphi^T_{F,G}) dx_d$$

$$\quad + \int_{\mathbb{R}} \eta D^2W(F + \nabla \varphi^T_F)(\nabla \varphi^T_F - \nabla \varphi^T_{F,F}) (H + \nabla \varphi^T_{F,H}) \cdot (G + \nabla \varphi^T_{F,G}) dx_d$$

$$\quad + \int_{\mathbb{R}} \eta D^2W(F + \nabla \varphi^T_F)(\nabla \varphi^T_{F,H} - \nabla \varphi^T_{F,F}) \cdot (G + \nabla \varphi^T_{F,G}) dx_d$$

$$\quad + \int_{\mathbb{R}} \eta D^2W(F + \nabla \varphi^T_F)(\nabla \varphi^T_{F,H} - \nabla \varphi^T_{F,F}) \cdot (G + \nabla \varphi^T_{F,G}) dx_d$$

$$\quad + \int_{\mathbb{R}} \eta DW(F + \nabla \varphi^T_F)(\nabla \varphi^T_{F,G,H} - \nabla \varphi^T_{F,G,H}) dx_d$$

$$\quad + \int_{\mathbb{R}} \eta D^2W(F + \nabla \varphi^T_F)(\nabla \varphi^T_{F,H} - \nabla \varphi^T_{F,F}) \cdot \nabla \varphi^T_{F,G,H} dx_d$$

$$=: I_1 + I_2 + I_3 + I_4 + I_5 + I_6 + I_7 + I_8.$$ 

A Taylor expansion combined with (92) and (40) yields

$$|\mathbb{E}[I_1 + I_2]| \lesssim |G||H| \mathbb{E} \left[ \int_{\mathbb{R}} \left| \nabla \varphi^T_F - \nabla \varphi^T_F \right|^2 \right] \lesssim |G||H| \text{dist}^2(F, \text{SO}(d)) \frac{1}{\sqrt{T}}.$$ 

Testing equation (41) with $\eta(\varphi^T_F - \varphi^T_F)$, we obtain

$$I_3 + I_8 = - \int_{\mathbb{R}} \frac{1}{T} \eta_{F,G,H} (\varphi^T_F - \varphi^T_F) dx_d - \int_{\mathbb{R}} \nabla \eta \otimes (\varphi^T_F - \varphi^T_F) \cdot S dx_d.$$
where \( S := D^2W(F + \nabla\varphi^T_F)\nabla\varphi^T_{F,G,H} + D^2W(F + \nabla\varphi^T_F)(H + \nabla\varphi^T_{F,H})(G + \nabla\varphi^T_{F,G}) \) is a stationary random field. Hence, the expectation of the second term above vanishes and thus (92) and (97) yield \( |\mathbb{E}[I_3 + I_8]| \lesssim |G||H|\frac{1}{\sqrt{T}} \). Analogously to the treatment of \( I_1 + I_2 \), we obtain with help of a Taylor expansion, (42) and (92)

\[
|\mathbb{E}[I_0]| \lesssim \text{dist}^2(F, \text{SO}(d))|G||H|\frac{1}{\sqrt{T}}.
\]

Similar computations as in estimate for \( I_3 + I_8 \) yield (using (39) and (37))

\[
|\mathbb{E}[I_4 + I_5]| + |\mathbb{E}[I_7]| \lesssim |G||H|\frac{1}{\sqrt{T}}.
\]

Collecting all these bounds we conclude (130). \( \Box \)

**Proof of Lemma 6.3.** Throughout this proof, we set \( \hat{\omega} := \pi L\omega \), see (124), and denote by \( \hat{\varphi}^T_F, \hat{\varphi}^T_{F,G}, \hat{\varphi}^T_{F,G,H} \) the solutions to (37), (39) and (41) with \( \tilde{\omega} \) replaced by \( \hat{\omega} \). The relevant estimates for \( \hat{\varphi}^T_F, \hat{\varphi}^T_{F,G}, \hat{\varphi}^T_{F,G,H} \) are contained in Lemma 3.10.

**Step 1.** Proof of (129) with \( \ell = 0 \).

Note that \( \sqrt{T} < \frac{1}{12} \) (recall \( \sqrt{T} < \frac{1}{\log(L)} \)) and thus \( \omega = \hat{\omega} \) on the support of \( \eta_L \). Hence, a Taylor expansion implies

\[
W_{nL,T}(\omega, F) - W_{nL,T}(\tilde{\omega}, F) = \int_{\mathbb{R}} \eta_L(W(\omega(x_d), F + \nabla\hat{\varphi}_F^T) - W(\omega(x_d), F + \nabla\tilde{\varphi}_F^T)) dx_d
\]

\[
= \int_{\mathbb{R}} \eta_L \left[ DW(\omega(x_d), F + \nabla\hat{\varphi}_F^T + t\nabla(\tilde{\varphi}_F^T - \hat{\varphi}_F^T))(\nabla(\hat{\varphi}_F^T - \tilde{\varphi}_F^T))dx_d.\right.
\]

Using \( DW(\cdot, R) = 0 \) for all \( R \in \text{SO}(d) \) and the deterministic estimates \( \|\nabla\varphi_F^T\|_{L^\infty} + \|\nabla\tilde{\varphi}_F^T\|_{L^\infty} \lesssim \text{dist}(F, \text{SO}(d)) \) (see (38)), we obtain

\[
\mathbb{E}[W_{nL,T}(\pi L \cdot, F) - W_{nL,T}(F)] \lesssim \text{dist}(F, \text{SO}(d)) \mathbb{E}\left[ \int_{B_{1/2T}} |\nabla\varphi_F^T - \nabla\tilde{\varphi}_F^T|^2 dx_3 \right]^{1/2}
\]

and in combination with (43) and the choice of \( T \) we obtain (129).

**Step 2.** Proof of (129) with \( \ell = 1 \).

As in the previous step, we use \( \omega = \hat{\omega} \) on supp \( \eta \), and Taylor expansion to obtain

\[
\frac{\text{DW}_{nL,T}(F) \cdot G - \text{DW}_{nL,T}(\pi L \omega, F) \cdot G}{(126)}
\]

\[
= \int_{\mathbb{R}} \eta_L \left( DW(\omega(x_d), F + \nabla\varphi_F^T) \cdot (G + \nabla\varphi_{F,G}^T) - DW(\omega(x_d), F + \nabla\tilde{\varphi}_F^T) \cdot (G + \nabla\tilde{\varphi}_{F,G}^T) \right) dx_d
\]

\[
= \int_{\mathbb{R}} \eta_L \left( DW(\omega(x_d), F + \nabla\varphi_F^T) - DW(\omega(x_d), F + \nabla\tilde{\varphi}_F^T) \right) \cdot (G + \nabla\varphi_{F,G}^T) dx_d
\]

\[
+ \int_{\mathbb{R}} \eta_L DW(\omega(x_d), F + \nabla\tilde{\varphi}_F^T) \cdot \nabla(\varphi_{F,G}^T - \tilde{\varphi}_{F,G}^T) dx_d.
\]
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Hence, the deterministic estimates (38) and (40) imply
\[
(DW_{\eta,T}(F) - DW_{\eta,T}(\pi_L(\cdot), F)) \cdot G
\]
\[
\lesssim |G| \left( \int_{B_{\sqrt{T}}} |\nabla (\varphi_F^T - \tilde{\varphi}_F^T)|^2 \, dx \right)^{\frac{1}{2}} + \text{dist}(F, \text{SO}(d)) \left( \int_{B_{\sqrt{T}}} |\nabla (\varphi_{F,G}^T - \tilde{\varphi}_{F,G}^T)|^2 \, dx \right)^{\frac{1}{2}}.
\]
Finally, (43) and (44) yield the claim.

**Step 3.** Proof of (129) with \( \ell = 2 \).
Using \( \hat{\omega} = \omega \) on \( \text{supp} \eta_L \), we compute
\[
D^2W_{\eta,L}(\pi_L\omega, F)H \cdot G - D^2W_{\eta,L}(F)H \cdot G
\]
\[
\quad = \int_{\mathbb{R}} \eta_L \left[ D^2W(\hat{\omega}, F + \nabla \tilde{\varphi}_F^T)(H + \nabla \tilde{\varphi}_{F,H}^T) \cdot (G + \nabla \varphi_{F,G}^T) + D(W(\hat{\omega}, F + \nabla \tilde{\varphi}_F^T) \cdot \nabla \varphi_{F,G,H}^T) \right] \, dx
\]
\[
\quad - \int_{\mathbb{R}} \eta_L \left[ D^2W(\omega, F + \nabla \varphi_F^T)(H + \nabla \varphi_{F,H}^T) \cdot (G + \nabla \varphi_{F,G}^T) + D(W(\omega, F + \nabla \varphi_F^T) \cdot \nabla \varphi_{F,G,H}^T) \right] \, dx
\]
\[
\quad = \int_{\mathbb{R}} \eta_L D^2W(\omega, F + \nabla \varphi_F^T) - D^2W(\omega, F + \nabla \varphi_F^T))(H + \nabla \varphi_{F,H}^T)(G + \nabla \varphi_{F,G}^T) \, dx
\]
\[
\quad + \int_{\mathbb{R}} \eta_L D^2W(\omega, F + \nabla \varphi_F^T)(\nabla \tilde{\varphi}_{F,H}^T - \nabla \varphi_{F,H}^T)(G + \nabla \varphi_{F,G}^T) \, dx
\]
\[
\quad + \int_{\mathbb{R}} \eta_L D^2W(\omega, F + \nabla \varphi_F^T)(H + \nabla \varphi_{F,H}^T)(\nabla \tilde{\varphi}_{F,G}^T - \nabla \varphi_{F,G}^T) \, dx
\]
\[
\quad + \int_{\mathbb{R}} \eta_L DW(\omega, F + \nabla \varphi_F^T) - DW(\omega, F + \nabla \varphi_F^T)(\nabla \tilde{\varphi}_{F,G,H}^T - \nabla \varphi_{F,G,H}^T) \, dx
\]
\[
\lesssim |H||G| \left( \int_{B_{\sqrt{T}}/2} |\nabla \tilde{\varphi}_F^T - \nabla \varphi_F^T|^2 \, dx \right)^{\frac{1}{2}} + |G| \left( \int_{B_{\sqrt{T}}/2} |\nabla \tilde{\varphi}_{F,H}^T - \nabla \varphi_{F,H}^T|^2 \, dx \right)^{\frac{1}{2}}
\]
\[
\quad + |H| \left( \int_{B_{\sqrt{T}}/2} |\nabla \tilde{\varphi}_{F,G}^T - \nabla \varphi_{F,G}^T|^2 \, dx \right)^{\frac{1}{2}} + \text{dist}(F, \text{SO}(d))|G||H|
\]
\[
\quad + \text{dist}(F, \text{SO}(d)) \left( \int_{B_{\sqrt{T}}/2} |\nabla \tilde{\varphi}_{F,G,H}^T - \nabla \varphi_{F,G,H}^T|^2 \, dx \right)^{\frac{1}{2}},
\]
where the last estimate follows from the properties of \( W \) and (38), (40) and (42). Finally, estimates (43)-(45) and the choice of \( T \) yield the claim.

\[\Box\]

**A Linear corrector equation**

We recall the following standard result. We state it in terms of our specific probability space, however, it holds also in a more general stationary and ergodic setting.
Proposition A.1. Let \((\Omega, \mathcal{S}, \mathbb{P})\) satisfy \((P1)-(P2)\) and for \(T > 0\) we consider a measurable function 
\[ L_T : \Omega \times \mathbb{R}^d \to L(\mathbb{R}^{d \times d}, \mathbb{R}^{d \times d}) \]
We assume that there exists \(c > 0\) such that for all \(T > 0\) and for \(\mathbb{P}\)-a.a. \(\omega \in \Omega\), it holds
\[
\frac{1}{c} \int_{\mathbb{R}^d} |\nabla \eta|^2 dx \leq \int_{\mathbb{R}^d} L_T(\omega, x) \nabla \eta \cdot \nabla \eta dx \quad \text{for all } \eta \in C_c^\infty(\mathbb{R}^d),
\]
\[(131)\]

(i) Then, for any \(g_T \in L^\infty(\Omega \times \mathbb{R}^d; \mathbb{R}^{d \times d})\), there exists \(\varphi^T \in H^1_{uloc}(\mathbb{R}^d; \mathbb{R}^d)\) a unique solution to
\[
\frac{1}{T} \varphi^T - \text{div} \left( L_T(\omega, x) \nabla \varphi^T \right) = \text{div} \left( g_T(\omega, x) \right) \quad \text{in } \mathbb{R}^d.
\]

(ii) We additionally assume:

(a) There exists \(L : \Omega \times \mathbb{R}^d \to L(\mathbb{R}^{d \times d}, \mathbb{R}^{d \times d})\) satisfying the analogous assumption to \((131)\). There exists \(g \in L^\infty(\Omega \times \mathbb{R}^d; \mathbb{R}^{d \times d})\).

(b) The mapping \((\omega, x) \mapsto (L_T(\omega, x), L(\omega, x), g_T(\omega, x), g(\omega, x))\) is a stationary random field.

(c) It holds
\[
\limsup_{T \to \infty} \|g_T\|_{L^\infty(\Omega \times \mathbb{R}^d)} < \infty,
\]
\[
\lim_{T \to \infty} (L_T(\omega, x), g_T(\omega, x)) = (L(\omega, x), g(\omega, x)) \quad \text{a.e.}
\]

Then, there exists \(\varphi \in H^1_{uloc}(\mathbb{R}^d; \mathbb{R}^d)\) a unique solution to
\[
-\text{div} \left( L(\omega, x) \nabla \varphi \right) = \text{div} \left( g(\omega, x) \right) \quad \text{in } \mathbb{R}^d
\]

with the following properties
\[
\int_{\square} \varphi dx = 0, \quad \nabla \varphi \text{ is a stationary random field, } \mathbb{E} [\nabla \varphi] = 0, \quad \mathbb{E} [|\nabla \varphi|^2] < \infty.
\]

Moreover, it holds
\[
\limsup_{R \to \infty} \frac{1}{R^2} \int_{\square_R} |\varphi|^2 dx = 0,
\]
\[
\lim_{T \to \infty} \mathbb{E} \left[ \int_{\square} |\nabla \varphi_T - \nabla \varphi|^2 dx \right] = 0.
\]

The proof of this proposition is a simple variation of [Neu18] and for this reason we omit it.
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