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ABSTRACT
Channel decoding, channel detection, channel assessment, and resource management for wireless multiple-input multiple-output (MIMO) systems are all examples of problems where machine learning (ML) can be successfully applied. In this paper, we study several ML approaches to solve the problem of estimating the spectral efficiency (SE) value for a certain precoding scheme, preferably in the shortest possible time. The best results in terms of mean average percentage error (MAPE) are obtained with gradient boosting over sorted features, while linear models demonstrate worse prediction quality. Neural networks perform similarly to gradient boosting, but they are more resource- and time-consuming because of hyperparameter tuning and frequent retraining. We investigate the practical applicability of the proposed algorithms in a wide range of scenarios generated by the Quadriga simulator. In almost all scenarios, the MAPE achieved using gradient boosting and neural networks is less than 10%.
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1. Introduction

Wireless multiple-input multiple-output (MIMO) technology is the subject of extensive theoretical and practical research for next-generation cellular systems \cite{15, 40}, which consider multiuser MIMO as one of the core technologies \cite{16}. A considerable research effort has been dedicated to performance evaluation of MIMO systems in realistic cellular environments \cite{8}. One of the most important features in mobile systems is to provide much higher rate data services to a large number of users without corresponding increase in transmitter power and bandwidth \cite{38}. The efficiency of communication systems is traditionally measured in terms of spectral efficiency (SE), which is directly related to the channel capacity in bit/s. This metric indicates how efficiently a limited frequency spectrum is utilized \cite{12}.

Evaluation of the channel capacity for the MIMO system in terms of SE has attracted considerable research interest in the past decades \cite{9, 53}. The cell averaged SE is an important parameter for evaluating performance of cellular systems, and it
is often obtained by using sophisticated system-level simulations. For traditional cellular systems, the cell-wide SE was studied [1]. The problem of user scheduling in 5G systems requires fast SE computations [6, 20], which can be enabled using machine learning (ML) methods [34].

Advanced ML techniques are capable of providing simple and efficient solutions, given that complicated phases of design and training are completed. ML has recently been applied to power-control problems in wireless communications. In [32] a deep neural network for optimizing the averaging SE is constructed for a system serving a few dozens of users. The neural network structure can be reused [43] for solving an energy-efficiency problem. In [35] the joint data and pilot non-convex power optimization for maximum SE in multi-cell Massive MIMO systems is studied. In [30] deep learning (DL) is used to solve max-min and max-prod power allocation (PA) problems in downlink of Massive MIMO. In [7, 44] the PA problem in cell-free Massive MIMO is solved using DL, which is closely related to the SE evaluation.

Recently the application of neural networks to massive MIMO got significant attention in the literature. Neural networks can be applied to channel decoding, detection, channel estimation, and resource management [41]. A supervised neural-network-based approach for precoding (predicting precoding matrix $W$ using the dataset of (channel matrix $H$, precoding matrix $W$) pairs) for the multiple-input and single-output (MISO) systems is proposed. Also, a mixed problem statement is considered where precoding is computed via a conventional iterative scheme, while the neural network predicts optimal per-user power allocation, which is utilized in the iterative scheme. In [14] an unsupervised neural-network-based approach for precoding in a MIMO system is proposed, where a neural network predicts the precoding based on a channel matrix, and spectral efficiency is used as the loss function directly, so there is no need to provide precoding as targets during training. There are several attempts [11, 29, 34] to predict signal to interference-and-noise-ratio (SINR), which is closely related to predicting SE, but these studies are very limited and take into account only the power distributions of users, but not a channel, precoding, detection matrices.

Although the aforementioned studies deal with problem statements that are somewhat comparable to the problem we solve, there is still a lot of potential for research. Firstly, these works mostly do not describe data generation, so it is unclear whether their results are applicable in practice. In contrast, we study the applicability of ML models in a wider range of Quadriga scenarios. Secondly, the previous research only describes a basic approach for solving the problem and does not study the influence of different neural network architectures, i.e. transformers, and does not consider other efficient machine learning algorithms, e.g. gradient boosting or linear models, that may contribute a lot to the quality of the solution. We include the mentioned algorithms and architectures in our experiments. Finally, all of the works above do not focus on SE prediction, while we consider it as one of our goals. To our knowledge, the prediction of SE using ML for a detailed MIMO model has not been previously studied.

The remainder of the paper is organized as follows. In Section 2 we describe a Massive MIMO system model, particular precoding methods, quality measures, types of detection matrices, and power constraints. In Section 3 we consider the problem of spectral efficiency estimation using machine learning methods. In Section 4 we describe channel dataset, algorithm features, and standard machine learning approaches including linear models, neural networks, and gradient boosting algorithms. Section 5 contains numerical results and Section 6 concludes the paper. Appendix Section 7 contains results for a transformer-based method.
Figure 1. System model. Multi-User Precoding allows to transmit different information to different users simultaneously. The problem is to predict spectral efficiency function for a given precoding matrix $W$.

2. MIMO System Background

We consider a precoding problem in multi-user massive MIMO communication in 5G cellular networks. In such system, a base station has multiple transmitting antennas that emit signals to several users simultaneously. Each user also has multiple receiving antennas. The base station measures the quality of channel between each transmitter and receiver. This is known as channel state information. The precoding problem is to find an appropriate weighting (phase and gain) of the signal transmission in such a way that the spectral efficiency is maximum at the receiver. We consider the following downlink multi-user linear channel:

$$r_k = G_k(H_k W x + n_k), \quad k = 1 \ldots K. \quad (1)$$

In this model, we have $K$ users and we would like to transmit $L_k$ symbols to $k$-th user. Hence in total we would like to transmit a vector $x \in \mathbb{C}^L$, where $L = L_1 + \cdots + L_K$. First, we multiply the vector being transmitted by a precoding matrix $W \in \mathbb{C}^{T \times L}$, where $T$ is the total number of transmitting antennas on the base station. Then we transmit the precoded signal to all users. Suppose that $k$-th user has $R_k$ receiving antennas and $H_k \in \mathbb{C}^{R_k \times T}$ is a channel between $k$-th user antennas and antennas on the base station. Then $k$-th user receives $H_k W x + n_k$, where $n_k$ is Gaussian noise. Finally, $k$-th user applies a detection for transmitted symbols by multiplying the received vector by a detection matrix $G_k \in \mathbb{C}^{L_k \times R_k}$. The vector of detected symbols for the $k$-th users is denoted by $r_k \in \mathbb{C}^{L_k}$. The whole process of symbol transmission is presented in Fig. 1. Usually, in downlink the numbers of symbols being transmitted, user antennas, and base station antennas are related as $L_k \leq R_k \leq T$. 

3
2.1. Precoding Methods

We denote a concatenation of user channel matrices as \( H = [H_1, \ldots, H_K] \in \mathbb{C}^{R \times T} \). Then we make a singular-value decomposition of each matrix as \( H_k = U_k^H S_k V_k \), where \( U_k \in \mathbb{C}^{R_k \times R_k} \) is a unitary matrix, \( S_k \in \mathbb{R}^{R_k \times R_k} \) is a diagonal matrix and \( V_k \in \mathbb{C}^{R_k \times T} \) is a semi-unitary matrix. In such way we obtain the decomposition: \( H = [U_1^H S_1 V_1, \ldots, U_K^H S_K V_K] \in \mathbb{C}^{R \times T} \). For each \( V_k \) we denote a sub-matrix \( \tilde{V}_k \in \mathbb{C}^{L_k \times T} \) with rows corresponding to the \( L_k \) largest singular values from \( S_k \). We denote a concatenation of all \( \tilde{V}_k \) as \( \tilde{V} = [\tilde{V}_1, \ldots, \tilde{V}_K] \in \mathbb{C}^{L \times T} \).

There are some well-known heuristic precoding algorithms [21, 25, 26, 39, 42]:

\[
W_{\text{MRT}} = \mu \tilde{V}^H P \in \mathbb{C}^{T \times L} - \text{Maximum Ratio Transmission (MRT)},
\]
\[
W_{\text{ZF}} = \mu \tilde{V}^H (\tilde{V} \tilde{V}^H)^{-1} P \in \mathbb{C}^{T \times L} - \text{Zero-Forcing (ZF)}.
\]

The diagonal matrix \( P \in \mathbb{C}^{L \times L} \) is a column-wise power normalization of precoding matrix, \( \mu \) is a scalar power normalization constant for meeting per-antenna power constraints [8]. Normalization by constant \( \mu \) is done as the last step, after normalization by \( P \). The value \( \sigma^2 \) is a variance of Gaussian noise \( n_k \) during transmission [1]. We also consider LBFGS precoding optimization scheme [5].

2.2. Quality Functions

The base station chooses an optimal precoding matrix \( W \) based on measured channel \( H \), which maximizes the so-called Spectral Efficiency (SE) [2, 10, 37]. Function of SE is closely related to Signal-to-Interference-and-Noise Ratio and is expressed as:

\[
\text{SE}(W, H, G, \sigma^2) = \frac{1}{K} \sum_{k=1}^{K} L_k \log_2 (1 + \text{SINR}_{k}^\text{sff}(W, H_k, G_k, \sigma^2)).
\]

The set of symbol indexes targeted to \( k \)-th user is denoted as \( \mathcal{L}_k \):

\[
\text{SINR}_{k}^\text{sff}(W, H_k, G_k, \sigma^2) = \left( \prod_{l \in \mathcal{L}_k} \text{SINR}_l(W, H_k, g_l, \sigma^2) \right)^{\frac{1}{L_k}},
\]
\[
\text{SINR}_l(W, H_k, g_l, \sigma^2) = \frac{|g_l H_k w_l|^2}{\sum_{i \neq l} |g_l H_k w_i|^2 + \sigma^2 ||g_l||^2}, \quad \forall l \in \mathcal{L}_k,
\]

where \( w_l \in \mathbb{C}^T \) is a precoding for the \( l \)-th symbol, \( g_l \in \mathbb{C}^{R_k} \) is a detection vector of the \( l \)-th symbol, \( \sigma^2 \) is a variance of Gaussian noise [1]. The total power of transmitting antennas without loss of generality is assumed to be equal to one.

Additionally, we consider the function of Single-User SINR (SUSINR):

\[
\text{SUSINR}(\tilde{S}, \sigma^2) = \frac{1}{\sigma^2} \left( \prod_{k=1}^{K} \frac{1}{L_k} \left( \prod_{l \in \mathcal{L}_k} s_l^2 \right)^{\frac{1}{L_k}} \right)^{\frac{1}{K}}.
\]

The formula [7] describes channel quality for the specified user without taking into account the others. The matrix \( \tilde{S} \in \mathbb{C}^{L \times L} \) contains all singular values of \( \tilde{S}_k \) on the main diagonal: \( \tilde{S} = \text{diag}(\tilde{S}_1 \ldots \tilde{S}_K) \in \mathbb{C}^{L \times L} \), and \( \tilde{S}_k \in \mathbb{R}^{L_k \times L_k} \) is a diagonal sub-
matrix of $S_k$ consisting of $L_k$ largest singular values of the $k$-th user, and $s_t$ are the corresponding elements of $\tilde{S}$.

### 2.3. Power Constraints

It is important to note that each transmitting antenna has a restriction on power of the transmitter. Assuming all the symbols being transmitted are properly normalized, this results in the following constraints on the precoding matrix $W$:

$$\|w^i\|^2 = \sum_k |w_k^i|^2 \leq \frac{1}{T} \quad \forall i = 1, \ldots, T.$$  \hspace{1cm} (8)

The total power is assumed to be equal to one.

### 2.4. Detection Matrices

A detection matrix $G_k$ is specific to each user. Below we consider the main detection algorithms: MMSE and MMSE-IRC. In the case of MMSE, the detection matrix $G_k$ is calculated as [18]:

$$G_k = (H_kW_k)^H(H_kW_k(H_kW_k)^H + \sigma^2 I)^{-1},$$  \hspace{1cm} (9)

where matrix $H_kW_k$ is estimated using pilot signals on the user side.

### 3. Spectral Efficiency Prediction Problem

#### 3.1. Machine Learning Background

In this subsection, we give a background on machine learning (ML) tasks and methods. In ML, we are given a training dataset $\mathcal{D}^{tr} = \{(x_i^{tr}, y_i^{tr})\}_{i=1}^{N^{tr}}$ of $N^{tr}$ pairs (input object $x$, target $y$). The problem is to learn an algorithm $a(x)$ (also called prediction function) that predicts target $y$ for any new object $x$. Usually $x \in \mathbb{R}^d$, however, complex inputs could also be used. Conventionally used targets include $y \in \mathbb{R}$ (regression problem) or $y \in \{1, \ldots, C\}$ (classification problem, $C$ is the number of classes). We are also given a set of $N^{te}$ testing objects, $\mathcal{D}^{te} = \{(x_i^{te}, y_i^{te})\}_{i=1}^{N^{te}}$, and a metric $Q(a) = \sum_{i=1}^{N^{te}} q(y_i, a(x_i))$ that measures the quality of predicting target for new objects. This metric should satisfy the problem-specific requirements and could be non-differentiable. Summarizing, in order to use machine learning methods we need to specify objects, targets, metrics, and collect the dataset of (object, target) pairs.

#### 3.2. Objects and Targets

Firstly, we consider the problem of predicting the SE: given $T$ antennas at the base station, $K$ users with $R_k$ antennas and $L_k$ symbols each, and set of channel matrices $\{H_k\}_{k=1}^K$ (input object), the problem is to predict the spectral efficiency SE [4] that could be achieved with some precoding algorithm (precoding is not modeled in this problem). We assume that $T = 64$, $R_k = 4$, $L_k = 2$ for all $k = 1 \ldots K$ are fixed, while the number of users $K$ could be variable. Since $R_k$ is fixed, each object
\{H_k \in \mathbb{C}^{R_k \times T}\}_{k=1}^K\), which serves as an input for our ML algorithms, can be represented by three dimensional tensor \(\mathcal{H} \in \mathbb{C}^{K \times 4 \times 64}\).

### 3.3. Metric

Since spectral efficiency prediction is a regression problem, we can use metrics known from this class of tasks. Namely, we use Mean Average Percentage Error (MAPE):

\[
\text{MAPE}(a) = \frac{1}{N} \sum_{i=1}^{N} \left| \frac{\text{SE}_i - a(\mathcal{H}_i)}{\text{SE}_i} \right|
\]

where \(\text{SE}_i\) is the spectral efficiency computed using specific precoding, and \(a(\mathcal{H}_i)\) is spectral efficiency predicted by the algorithm \(a\) for the \(i\)-th object \(\mathcal{H}_i\).

### 3.4. Problem Statement and Research Questions

Given the dataset \(\{\mathcal{H}_i, \text{SE}_i\}_{i=1}^{N_{\text{tr}}}\), our goal is to train an algorithm \(a(\mathcal{H}_i)\) that predicts spectral efficiency \(\text{SE}\) based on the object \(\mathcal{H}\). The algorithm may also take additional information as input, e.g. the level of noise \(\sigma^2\) or SUSINR value. We also consider an alternative problem statement with user-wise spectral efficiency prediction. Our research questions are as follows:

- Can we predict the spectral efficiency (average or user-wise) with acceptable quality, e.g. with error on the test dataset, which is an order of magnitude less than the value we predict, i.e. MAPE \(< 10\%\) [10]?
- Which machine learning algorithm out of the considered classes (linear models, gradient boosting, neural networks) is the most suitable for working with channel data?

### 4. Proposed Methods

#### 4.1. Channel Dataset

To obtain a dataset for this problem, we generate input channel matrices \(H\), find precoding \(W\) for each case using a certain precoding scheme, fixed for this particular dataset, and compute the target spectral efficiency \(\text{SE}\) using (4). To generate channel coefficients, we use Quadriga [17], an open-source software for generating realistic radio channel matrices. We consider two Quadriga scenarios, namely Urban and Rural. For each scenario, we generate random sets of user positions and compute channel matrices for the obtained user configurations. We describe the generation process in detail in our work [3].

In the majority of the experiments, we consider three precoding algorithms: Maximum Ratio Transmission (MRT) [21], Zero Forcing (ZF) [42] and LBFGS Optimization [5]. The first two classic algorithms are quite simple, while the last one achieves higher spectral efficiency, however being slower. We provide proof-of-concept results for Interference Rejection Combiner (IRC) SE [11] [28].
4.2. Algorithm Features

We consider well-known machine learning algorithms for regression task, namely linear models, gradient boosting, and fully connected neural networks. We rely on the following pipeline:

1. Take an object $H$ as input (and possibly other inputs, e.g. SUSINR).
2. Extract a feature vector representation $x = f(H)$ based on the raw input $H$.
3. Apply the algorithm $a$ to feature vector $x$ to obtain $a(x) = SE$.

Further, we discuss how to obtain feature extraction procedure $f$ and prediction function $a$. Motivated by the exact formulas for the case of Maximum Ratio and Zero-Forcing precoding, we select the following default features from the Singular Value Decomposition (SVD) of the $H = U^H S V$ matrix, where $K$ is the number of users, and $L_i$ is the $i$-th user number of layers:

- $\{s_{ij}^{2i.1} \}_{i,j=1}^{K, L_i}$ - singular values;
- $\{c_{ijkm} \}_{i,j,k,m=1}^{K,K,L_i,L_i}$ - pairwise layer correlations, $c_{ijkm} = \text{corr}(V_{ik}, V_{jm}) = |V_{ik} V_{jm}|^2$.

It can be shown that spectral efficiency (4), which is the value being predicted, depends only on the squares of the first $L_i$ singular values of $H_i$ of all users $i = 1 \ldots K$ and the correlations between the first $L_i$ layers of all possible user pairs, which justifies this choice of default features.

There are several issues with these features: 1) the number of features is variable, as the number of users $K$ varies among different objects $H \in \mathbb{C}^{K \times 4 \times 64}$ in the dataset, while the aforementioned ML models take a feature vector of fixed size as input 2) the target objective, SE, is invariant to permutation of users, hence there should be a symmetry in feature representations. To address these issues, we propose two modifications of the default features.

Firstly, we introduce symmetry with respect to user permutations by sorting the feature values along with user indices. For singular values, we sort users by the largest singular value. For pairwise correlations, we sort pairs of users by the largest correlation value of their layers.

Secondly, we alleviate the issue with a variable number of users by introducing polynomial features. For a sequence $x = (x_1, x_2, \ldots, x_n)$ of features, we can apply symmetric polynomial transformation, obtaining fixed number of features $\text{poly}_k(x) = (e_1(x), e_2(x), \ldots, e_k(x))$:

$$e_1(\{x_1, x_2, \ldots, x_n\}) = x_1 + \ldots + x_n$$

$$e_2(\{x_1, x_2, \ldots, x_n\}) = \sum_{1 \leq j_1 < j_2 \leq n} x_{j_1} x_{j_2}$$

$$\ldots$$

$$e_k(\{x_1, x_2, \ldots, x_n\}) = \sum_{1 \leq j_1 < j_2 < \ldots < j_k \leq n} x_{j_1} \ldots x_{j_k}$$

Therefore, in the following experiments, we consider 3 types of features: default,
4.3. Machine Learning Methods Used for Predicting SE

In this work, we rely on the three most commonly used machine learning algorithms: linear models, gradient boosting, and neural networks. We discuss the positive and negative sides of these algorithms along with the description of how we apply them to 5G data. We compare all the results obtained by these models in Sec. 5.

4.3.1. Linear Models

We begin by evaluating simple linear regression models. Linear models are very fast and memory-efficient and, being applied over a well-chosen feature space, could achieve high results in practice. Inspired by the fact that SUSINR is linear with respect to squares of singular values, we suppose that considering linear models is reasonable in our setting. We use the Scikit-learn implementation of linear regression and particularly, class LassoCV which tunes the regularization hyperparameter using cross-validation.

*Linear models* are one of the simplest and fastest supervised learning algorithms. Linear models work with data represented in matrix form where each object $x$ is represented by a feature vector: $x \in \mathbb{R}^d$. The dimensionality $d$ is fixed and the same for all objects. A linear model predicts the target for the input object $x$ with a linear function $f(x, w) = \sum_{j=1}^{d} w_j x_j$. In this prediction function, parameters $w$ (also called weights) are unknown and need to be found based on the training data $D_{tr}$. Usually, this is achieved by optimizing a loss function $\ell(y, a(x))$ that measures the penalty of predicting target $y$ with algorithm $f(x, w)$.

4.3.2. Gradient Boosting

We proceed by evaluating an out-of-the-box gradient boosting model, a simple, but efficient nonlinear model. Gradient boosting is considered as one of the best-performing algorithms for regression tasks. Moreover, gradient boosting is fast and does not require a lot of memory to store trained models. We use the CatBoost [27] implementation of gradient boosting. The hyperparameters of our model are listed in Tab. 2.

Gradient boosting processes input data and combines the predictions of several base algorithms $b_1, \ldots, b_N$, which are usually decision trees. The final prediction function is a weighted sum of base learners $a(x) = \sum_{n=1}^{N} \gamma_n b_n(x)$. Such algorithms are trained one by one, and each following algorithm tries to improve the prediction of the already built composition.

Boosting models, as well as linear models, are suitable only for the data with a fixed feature vector dimensionality. That is always the case for poly$k$ features, while default and sorted features require a fixed number of users $K$ in pairing.
4.3.3. Neural Networks

Finally, we consider fully-connected neural networks. Their strength is the ability to capture complex nonlinear dependencies in data. In deep learning, the prediction function $a$, called neural network, is constructed as a composition of differentiable parametric functions: $a(x) = f(x, w)$ where parameters $w \in \mathbb{R}^p$ are learned via the optimization of criteria $\ell(y, f(x, w))$. The distinctive feature of neural networks is the wide range of architectures, i.e. different compositions $f(x, w)$, that can be chosen given the specifics of the particular problem.

However, the drawback of neural networks is that they require careful hyperparameter tuning, i.e. they usually achieve low results in out-of-the-box configuration. Thus, in practice, gradient boosting is often preferred over neural networks. Still, we conduct experiments using neural networks as well, to estimate their capabilities of processing channel data and obtaining reasonable prediction quality. One more drawback of neural networks is that they are slower than classic ML algorithms such as linear models or boosting, and require more memory to store parameters. But there are several techniques aimed at reducing the time and memory complexity of the trained models \cite{13, 22, 24}.

Another important issue regarding neural networks is tuning their hyperparameters, which is essential for their performance. We train our fully-connected neural networks using SGD with momentum as it performed better than another popular optimization algorithm, Adam \cite{19}. The mini-batch has a size 32. We choose the learning rate using a search on the grid $\{10^{-p}\}$, $p = 2, \ldots, 5$ minimizing the train mean squared error. This is how we ensure the network does not underfit, i.e. is capable of recognizing train objects. However, it could overfit, i.e. memorize train data without learning actual dependencies in the data. To avoid it, we utilize standard regularization techniques: weight decay and dropout. We tune their hyperparameters using grid search, minimizing MAPE on the held-out set.

For neural networks, we normalize input data, both features, and targets, as it is essential for training convergence. Specifically, for each feature and target, we compute the mean and standard deviation over the training data, subtract the mean values from the elements of all the feature vectors, and divide by the standard deviation. This procedure needs to be done for both training and testing data, with the mean and standard deviation being computed over training data. For computing metrics, we scale the target values back to the original scale.

5. Experimental Results

This section contains the results for linear models, gradient boosting and neural networks. Firstly, we fix the number of users $K$ and analyze how our ML algorithms work for different precoding methods in different scenarios. Then we show how the results change for different values of $K$ and experiment with the solutions based on polynomial features in the case of variable number of users. We also measure time and memory complexity of the proposed algorithms. Finally, we apply the proposed approaches to the task of user-wise SE prediction. In all of our experiments, train data size $N_{tr} = 1.6 \cdot 10^4$ and test data size $N_{te} = 3.6 \cdot 10^3$.

The results for linear models and gradient boosting for different precoding methods and in different scenarios are shown in Figs. 2, 3, 4. Linear models demonstrate reasonable prediction quality. On the other hand, gradient boosting solutions provide
Figure 2. Comparison of the SE prediction algorithms: linear methods with different features and boosting with different features. The urban scenario is considered; and three different precoding methods – Zero-Forcing (Blue), Maximum Ratio (Orange), LBFGS (Grey). The lower the MAPE value, the better.
Figure 3. Comparison of the SE prediction algorithms: linear methods with different features and boosting with different features. The rural scenario is considered; and three different precoding methods – Zero-Forcing (Blue), Maximum Ratio (Orange), LBFGS (Grey). The lower the MAPE value, the better.
Figure 4. Comparison of the SE prediction algorithms: linear methods with different features and boosting with different features. The mixed scenario (urban and rural together) is considered; and three different precoding methods – Zero-Forcing (Blue), Maximum Ratio (Orange), LBFGS (Grey). The lower the MAPE value, the better.
significantly more accurate predictions. In terms of features, the best solutions are obtained using sorted features and polynomial features with the degree three. The results are only shown for a fixed number of users, $K = 4$, but all the results hold for other considered values of $K$ (2 and 8 users).

In Fig. 5, we compare the results of the best-proposed models (boosting on sorted and polynomial features with the degree three) for different values of $K$. In this experiment, all models are trained on datasets with a fixed number of users and then are tested with the same number of users. The results show that the proposed algorithms perform well for all the considered numbers of users.

The dimensionality of polynomial features is independent of the number of users $K$, therefore we can train all methods with polynomial features on the data with variable $K$. In Fig. 6 we show the results of such an experiment. We train all models on a combined train dataset with a variable number of users (2, 4, and 8) and then test them on the test data with the fixed number of users. From the results we conclude that gradient boosting successfully tackles this problem for all precoding methods.

5.1. Time and Memory Complexity

In Tab. 1 we report the inference time of our best models, namely boosting algorithms with sorted and polynomial features, and of several reference algorithms, e. g. the computational time of true SE values for the Zero-Forcing precoding method. We observe that the time complexity of gradient boosting (including preprocessing) is an order smaller than the time of computing true SE values for the Zero-Forcing algorithm.
Figure 6. Comparison of the SE prediction algorithms for different numbers of users – 2, 4, and 8. All models are trained on a combined train dataset with the variable number of users (2, 4, and 8 together) and then tested on the test data with the fixed number of users. Polynomial features with the degree three are used. The lower the MAPE value, the better.
Table 1. Time complexity comparison. The average time for computing SE for one object is given in milliseconds. The computation time of the Zero-Forcing true SE values is given. Then, we compare the best-proposed models – gradient boosting on sorted and polynomial features with the degree three. All these methods also use the same preprocessing, time for which is shown in the third column. The preprocessing consists of the computation of correlation matrix and squared singular values.

| Number of Users | Zero-Forcing ground truth | Preprocessing + sorted features | Boosting + poly3 features |
|-----------------|---------------------------|--------------------------------|--------------------------|
| {2}             | 0.42                      | 0.02                           | 0.021                    | 0.091                    |
| {4}             | 0.78                      | 0.05                           | 0.023                    | 0.092                    |
| {8}             | 2.17                      | 0.174                          | 0.032                    | 0.11                     |
| {2, 4, 8}       | 1.12                      | 0.08                           | -                        | 0.097                    |

5.2. User-Wise SE Prediction

In the previous experiments for SE prediction, we predicted SE for the whole pairing of users, i.e. averaged SE. Now, we wish to verify whether it is also possible to obtain reasonable prediction quality for each user separately since it can be useful in practice for selecting modulation coding scheme for each user [4]. We define the target SE for each user as SE before averaging by the users: \( SE_k = \log_2(1 + \text{SINR}_{k}^{\text{eff}}) \).

The features for user-wise SE prediction are the same as for the case of average SE prediction. For each user, we once again use the corresponding singular values, correlations between the chosen user’s layers and the layers of other users, and additional features, such as noise power or equivalently SUSINR. These features characterize the relation of one particular user to all other users.

The results for the Urban scenario, 2/4/8 users (separate models) are shown in Fig. 7. Note that MAPE values in these experiments are not comparable to the values from previous sections, because of different target spaces. The results show that the gradient boosting approach outperforms the linear regression approach, for all considered user counts and precoding algorithms.

5.3. SE-IRC Prediction

We also provide the results for SE-IRC [28] prediction based on MMSE-IRC detection [11], to verify that our method is robust to the change of the detection. For the case of MMSE-IRC, the detection matrix is calculated as:

\[
G_k = (H_kW_k)^H \left( H_kW_k (H_kW_k)^H + R_{uu}^k + \sigma^2 I \right)^{-1},
\]

(11)

where the matrix \( R_{uu}^k \) is related to unit symbol variance and is calculated as follows:

\[
R_{uu}^k = H_k \left( WW^H - W_kW_k^H \right) H_k^H = H_k \left( \sum_{u=1, u \neq k}^{K} W_uW_u^H \right) H_k^H.
\]

(12)

The results for the Urban scenario, 2/4/8 users (separate models) are shown in Fig. 7. From this results we conclude that the LBFGS-IRC composition of precoding and detection allows us to obtain better prediction quality with gradient boosting in comparison with other precoding schemes except MRT for all considered user counts.
5.4. Results for Fully-Connected Neural Networks

To test whether neural networks could improve feature-based spectral efficiency prediction, we train a fully-connected neural network on the default features, for the Urban scenario, 4 users, Zero Forcing precoding method. We consider one and three hidden layers configurations with 200 neurons at each layer. Our results show that while linear models provide MAPE of 0.0679, and gradient boosting – of 0.0383, the one-/three-layer neural networks achieve MAPE of 0.0371 / 0.0372 (see Fig. 8).

Thus, we conclude that using fully-connected neural networks is comparable to using gradient boosting in terms of prediction quality, while the tuning of network hyperparameters and the training procedure itself require significantly more time and memory than those of the other methods. However, these experiments showed that neural networks are in general applicable to channel data.

6. Conclusion

To summarize, in this paper we consider the problem of spectral efficiency prediction using machine learning methods. We looked at three methods of forming feature vector representations for user channel data. We compared several machine learning algorithms, namely linear models, gradient boosting, and fully connected neural networks. We found that gradient boosting applied to sorted objects provides the best results, while linear models achieve lower quality. The neural networks perform similarly to boosting, but require more time and effort to set up. In almost all cases, prediction quality reaches MAPE below 10% using gradient boosting and neural networks. This valuable result will allow us to significantly improve the quality of MIMO wireless communication in the future.
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In this section, we focus on a transformer state-of-the-art model, which has been successfully applied to the tasks of text, image, audio processing [36]. The transformer model is well-suited for processing channel data since it supports the variable number of input elements (users/layers in our case).

Our transformer-based architecture is illustrated in Fig. 9. It takes singular vectors and singular values of all layers of all users as input. Specifically, the transformer’s input has a shape ($K \cdot L_k, 2 \cdot T + 1$), where $K$ is the number of users in pairing, $L_k$ is
k-th user number of symbols ($L_k = 2, k = 1 \ldots K$) and $T$ is the number of antennas at the base station ($T = 64$). The shape $2 \cdot T + 1$ appears because the real and imaginary parts of $T$-sized singular vectors, and also a singular value are combined in one layer representation. After applying the transformer, the output has a shape $(K \cdot L_k \cdot d_{\text{model}})$, where $d_{\text{model}}$ is the hyperparameter. We then apply fully-connected layer to each of the $K \cdot L_k \cdot d_{\text{model}}$-dimensional transformer outputs and obtain the output of a shape $(K \cdot L_k, 1)$.

We consider two approaches in our experiments. The first option is to apply an arbitrary simple transformation, e.g. averaging over $K \cdot L_k$ values, to map the matrix to the scalar and then train the model so that this scalar approximates spectral efficiency. The second option is to use additional supervision.

When we generate data, there is an intermediate step where we compute layer-wise spectral efficiencies: $\text{SE}_l = \log_2(1 + \text{SINR}_l)$, so that they are later averaged to obtain the mean spectral efficiency. Thus, we can train our transformer so that it would predict these layer-wise spectral efficiencies of shape $(K \cdot L_k, 1)$. To obtain the final spectral efficiency we use simple averaging.

When transformers are applied to sequences, positional encodings are often used to encode the order of the elements. Since our input data is order-free, we do not use positional encodings. We train our transformer model using the Adam optimization algorithm. We use the standard transformer’s dropout with dropout rate selected from $\{0, 0.1, 0.2\}$ based on the performance on the held-out dataset. Hyperparameters of the model were selected using Bayesian optimization.

Same as for fully-connected neural networks, we also use data normalization for transformers. Using proper normalization is essential for neural networks, otherwise, training would be unstable or even diverge. For normalization purposes mean and standard deviation values are computed over all layers of all users. The procedure is the same as for fully-connected networks.
Figure 10. Comparison of the SE prediction algorithms: transformer and gradient boosting. Gradient boosting is trained on sorted features. The considered scenario is Urban; and the precoding method used is Zero-Forcing. The number of users is 4. The lower the MAPE value, the better.

In the experiments in Fig. 10 the transformer has 3 layers, $d_{model} = 64$, the scenario is Urban, the number of users is 4, Zero Forcing precoding method is used. With proper data normalization, the transformer achieved MAPE of 0.047, and gradient boosting achieved 0.038. We also experimented with larger transformers, and they did not achieve lower error.
| Parameter                  | Value  |
|----------------------------|--------|
| auto_class_weights         | None   |
| bayesian_matrix_reg        | 0.1    |
| best_model_min_trees       | 1      |
| boost_from_average         | True   |
| boosting_type              | Plain  |
| bootstrap_type             | MVS    |
| border_count               | 254    |
| classes_count              | 0      |
| depth                      | 6      |
| eval_metric                | MAPE   |
| feature_border_type        | GreedyLogSum |
| grow_policy                | SymmetricTree |
| iterations                 | 1000   |
| l2_leaf_reg                | 3      |
| leaf_estimation_backtracking| AnyImprovement |
| leaf_estimation_iterations | 1      |
| leaf_estimation_method     | Exact  |
| learning_rate              | 0.03   |
| loss_function              | MAE    |
| max_leaves                 | 64     |
| min_data_in_leaf           | 1      |
| model_shrink_mode          | Constant |
| model_shrink_rate          | 0      |
| model_size_reg             | 0.5    |
| nan_mode                   | Min    |
| penalties_coefficient      | 1      |
| posterior_sampling         | False  |
| random_seed                | 228    |
| random_strength            | 1      |
| rsm                        | 1      |
| sampling_frequency         | PerTree |
| score_function             | Cosine |
| sparse_features_conflict_fraction | 0 |
| subsample                  | 0.8    |
| task_type                  | CPU    |
| use_best_model             | False  |

**Table 2.** Hyperparameters of the default CatBoost model for SE prediction.