QUANTITATIVE STRUCTURE–ACTIVITY RELATIONSHIP (QSAR) STUDY OF LIVER TOXIC DRUGS
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ABSTRACT
Drug-induced liver injury (DILI) is one of the most severe adverse effects (AEs) causing life-threatening conditions, such as acute liver failure. It has also been recognized as the single most common cause of safety-related post-market withdrawals or warnings. Due to the nature and idiosyncrasy of clinical forms of DILI, attempts to develop new predictive approaches to evaluate the risk of a medication being a hepatotoxicant have been difficult. The FDA Adverse Event Reporting System (AERS) provides post-market data illustrating AE morbidity. A quantitative structure–activity relationship (QSAR) model for DILI prediction with satisfactory output is urgently needed. In this study, we documented a high-quality QSAR model for predicting the hepatotoxicity risk of DILI by integrating the use of eight effective classifiers and molecular descriptors given by the VlifeMds program. For the present QSAR study, data set of 99 compounds (withdrawn and approved drugs) collected from different databases were taken. Multiple linear regression and partial least square analysis methods had developed two dimensional QSAR models, and then validated for internal and external predictions. The 2D QSAR model developed was statistically important, and was highly predictive. The validation methods presented essential statistical parameters that proved the model’s predictive ability. The developed 2D QSAR model revealed the significance of SsssCE index, SsOHzcount, SsssNcount and SddSpcount descriptors. These findings will prove to be an important guide for further designing and developing new hepatotoxicity activity.
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INTRODUCTION
A long and arduous method is the discovery and creation of a new chemical agent with proven usefulness in ameliorating or curing disease. According to industry estimates, up to several thousand compounds are synthesized and evaluated; up to 100 compounds are assessed for safety; and up to 10 compounds are clinically tested in humans for each medicinal product approved. Trial and error screening, used as the standard method, is becoming very costly and less effective at the same time. Therefore only molecules should be prepared and tested with good chances of action. Proper design is necessary in this context before synthesizing the drugs[3]. The liver plays a critical role in energy exchanges as the first organ that comes in contact with most of the digestive products. Damaged liver often disrupts normal metabolism and even contributes to liver failure[1]. Over the last decades, drug-induced liver injury (DILI) continues to be an important area of study as one of the main types of liver damage. DILI has been described as the most frequent reason for stopping drug research projects in the drug discovery process. In addition, over the past half century hundreds of medicines were removed from the market and refused for evidence of liver damage in the latest drug applications[2]. Eliminating drug candidates with DILI risks early in the drug discovery may be an effective strategy for reducing the attrition rate and reducing drug discovery costs. Therefore more focus should be paid to work that aims to determine the DILI risk of
drugs and drug candidates. The hepatotoxicity of the drugs has historically been experimentally observed. Yet one cannot ignore that certain forms of experimentation are time-consuming and labor-intensive. Furthermore, DILI induced by most drugs is of an idiosyncratic nature and cannot typically be detected by regulatory experiments needed for animal/cell toxicity [8]. Compared to experimentally detecting hepatotoxicity, predicting the risk of DILI in silico models is more time-saving and low-cost and is effective in assessing drug candidates’ potential DILI risk [11,12].

Many 2D QSAR studies have been reported for different group of chemicals derivatives in rational drug design. With the aim of developing good drugs, we have selected withdrawal drugs that make DILI and Approved compounds understand structural insight, which is responsible for the selectivity of these drugs towards hepatotoxicity using QSAR analysis [9,10]. The series of compounds had demonstrated well defined activity. The series of drugs selected for the present study contained high structural diversity and a sufficient range of biological activity. The QSAR models developed have been statistically significant and could effectively guide the preparation of potential algorithms to discriminate against acceptable vs. toxic drugs.

**MATERIALS AND METHODS**

1.1 Selection of molecules

The data set for the present QSAR study was taken from 99 compounds collected from different databases. Of these 99 compounds, 43 compounds were withdrawn from the market because of the cause of hepatotoxicity, while 56 compounds were approved as supplementary material drugs.

To get the linear relationship in equation, the Lethal dose (50) activity data of the compounds were converted into [-Log10(mol / kg)]. Based on suggestions, molecules were widely separated into the training set and the test set.

1.2 Molecular modelling

All computational experiments were carried out using the Molecular Design Suite (VlifeMDS) software on HP computers with Intel Pentium Dual Core Processor and Windows XP operating system. Structures were drained using the 2D draw application and subjected to an energy minimization and geometry optimization using Merck Molecular Force Field, force field and charges followed by Austin Model-1 with 10000 as maximum number of cycles, 0.01 as meeting criteria (root mean square gradient) and 1.0 as constant (medium’s dielectric constant which is 1 for in vacuo) in dielectric properties. The default values of 30.0 and 10.0 Kcal/mol were used for electrostatic and steric energy cut off [13,15].

2.32D-QSAR analysis

2.3.1 Calculation of descriptors figures of descriptors were calculate after optimization or minimization of the energy of the data set molecules. A range of types of physicochemical descriptors were calculated [15].

2.3.2 Generation of training and test sets:

In command to evaluate the QSAR model, data set was separated into training and test set using sphere exclusion, random selection and manual selection method. Data set of 99 compounds collected from various database were taken for the present QSAR study. Among these 99 compounds 43 compounds were selected for test set while 56 compounds were selected for training set size [13,15].

Training set is used to develop the QSAR model for which biological activity data are known. Test set is used to challenge the QSAR model developed based on the training set to assess the predictive power of the model which is not included in model generation. **Sphere Exclusion method:** In this process at first data set were alienated into training and test set using sphere exclusion method. In this method contrast value provides a design to handle training and test set size. It needs to be accustomed by trial and error until a required division of training and test set is achieved. Increase in contrast value results
in increasing number of molecules in the test set.

**Random Selection Method:** In order to build and validate the QSAR models, in cooperation internally and externally, the data sets were separated into training and test in an arbitrary way.

**Manual data selection method:** Data set is alienated manually into training and test sets on the basis of the outcome obtained in sphere exclusion method and random selection method.

### 2.3.3 Generation of 2D-QSAR models:

Two dimensional quantitative structure activity relationship (2D QSAR) studies by way of multiple linear regression (MLR) method was performed on a series of data set of 99 compounds (approved & withdrawn) of via software QSAR (VLife Science). MLR is a technique used for modelling linear relationship between a dependent variable Y (Activity) and independent variable X (2D descriptors). MLR is based on smallest amount squares. The model is robust such that sum-of-squares of differences of observed and a predicted value is minimized. MLR calculate approximately values of regression coefficients (r2) by apply least squares curve appropriate means. The model creates a relationship in the form of a straight line (linear) that finest approximates all the entity data points. In regression analysis, the conditional mean of dependant variable (Activity Y) depends on descriptors (X). MLR analysis extends this idea to include more than one independent variable.

### RESULT AND DISCUSSION

Different sets of 2D-QSAR models were generated using the MLR analysis in combination with stepwise forward-backward variable selection method. Different training and test set were constructed using sphere exclusion, random and manual selection Method. Training and test set were selected if they follow the unicolumn statistics, i.e. maximum of the test is less than maximum of training set and minimum of the test set is greater than that of training set, which is prerequisite for further QSAR analysis. This result shows that the test is interpolative i.e., derived from the min-max range of training set.

The mean and standard deviation of the training and test set provides insight to the relative difference of mean and point density distribution of the two sets. The statistical significant 2D-QSAR models for column “log p activity distribution.” The selection of the best model is based on the values of r2 (squared correlation coefficient), q2(cross-validated correlation coefficient), pred_r2(predicted correlation coefficient for the external test set), F (Fisher ratio) reflects the ratio of the variance explained by the model and the variance due to the error in the regression. High values of the F–test indicate that the model is statistically significant. r2se, q2se and pred_r2se are the standard errors terms for r2, q2 and pred_r2 respectively.

In the above QSAR equation, n is the number of molecules (Training set) used to get the QSAR model, r2is the squared correlation coefficient, q2is the cross-validated correlation coefficient, pred_r2is the predicted correlation coefficient for the external test set, F is the Fisher ratio, reflects the ratio of the variance explained by the model and the variance due to the error in the regression. High values of the F-test indicate that the model is statistically significant. r2se, q2se and pred_r2se are the standard errors terms for r2, q2 and pred_r2 (smaller is better).

##### 1.3 2D-QSAR model explains n = 56, r2 = 0.658, r2 se = 0.327, q2 = 0.530, q2 se = 0.383, F_Test = 19.270, pred_r2 = 0.233, pred_r2 se = 0.447, Z Score r2 = 13.156, Z Score q2 = 5.384, Best Rand r2 = 0.243, Best Rand q2 = 0.103 65.84 % (r2= 0.6584) of the total difference in the training set as well as it has internal (q2) and external (pred_r2) predictive ability of 44.71 %. From QSAR model, SssssCE-index: Electrotopological state indices for number of carbon atom connected with four single bonds. SsOHcount: This descriptor defines the total number of –OH group connected with one single bond. SssssNcount: This descriptor defines the total number of nitrogen connected with three single bonds. SdssssPcount: This descriptor defines the total number of phosphorous atom connected with three single bonds and one double bond.

Contribution chart for model is represented in Figure 1 reveals that the descriptors SssssNcount and DEltaEpsilonB contributing approximately 15.5 %, 14.5 % respectively.
Three more descriptors SsssCEindex, SsOHcount and SdssSPcount are contributing inversely approximately 33 %, 19 %, and 17% respectively to activity.

Figure 1 Contribution chart for 2D QSAR model showing contribution of different descriptors

Data fitness plot for 2D- QSAR model is shown in Figure 2. The plot of observed vs predicted activity provides an idea about how well the model was trained and how well it predicts the activity of external test set

Figure 2 Data fitness plot for 2D QSAR model

The graph of observed vs. predicted activity of training and test sets for 2D-QSAR model is shown in Figure 3. The 2D-QSAR model is able to predict the activity of training set quite well as well as external test set, providing confidence of model. Results of the observed and predicted activity are shown below. Test Set and Training Set (Actual Vs Predicted )
CONCLUSION

In the present study, statistically significant and highly predictive 2D QSAR models were developed for some Liver toxic compounds. The QSAR models were validated by standard statistical measures, crossvalidated correlation coefficient, external test set and randomization test, and through observation on how it reproduces and explains the quantitative differences seen in the experimentally known activity data. The models are considered predictive model as the validation methods provided significant statistical .The developed 2D QSAR models revealed the importance of SssssCE-index,SsOHcount,SsssNcountand SdsssPcount:properties of compounds . These results will be an essential guide for the further design and development of new lead compounds of more potent antidiabetic compounds. These studies can be further extended to develop QSAR models using some other approaches 3D QSAR and docking analysis of direct drug designing and further validation of the results obtained in the present studies. The field is further open for designing, synthesis and biological evaluation of potent antidiabetic compounds, pharmacokinetic studies and clinical studies to establish those molecules as drug.
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Supplementary Material:

1 **List of withdrawn drugs (As Test Set)**

| SR no. | Compound_name             | Predicted Value [-Log10(mol/kg)] |
|--------|---------------------------|---------------------------------|
| 1      | Busulfan                  | 2.81                            |
| 2      | amiodaron                 | 3.52                            |
| 3      | EXIFONE                   | 2.28                            |
| 4      | FIPEXIDE                  | 2.51                            |
| 5      | Pemoline                  | 2.20                            |
| 6      | Nefazodone                | 2.66                            |
| 7      | NIALAMIDE                 | 2.49                            |
| 8      | Amineptine                | 2.95                            |
| 9      | Etifoxine                 | 2.97                            |
| 10     | Tolcapone                 | 2.00                            |
| 11     | NITREFAZOLE               | 2.42                            |
| 12     | ALPIDEM                   | 2.48                            |
| 13     | Clomacran                 | 2.91                            |
| 14     | Fenclozic acid            | 2.60                            |
| 15     | Mebanazine                | 3.12                            |
| 16     | Ibufenac                  | 2.18                            |
| 17     | Phenoxypropazine          | 2.37                            |
| 18     | Cinchophen                | 1.71                            |
| 19     | Chlormezanone             | 2.74                            |
| 20     | Bendazac                  | 2.42                            |
| 21     | Lumiracoxib               | 3.03                            |
| 22     | Pirprofen                 | 3.13                            |
| 23     | Benoxaprofen              | 2.88                            |
| 24     | Droxical                  | 2.77                            |
| 25     | Trovafoxacin              | 2.48                            |
| 26     | Temafloxacin              | 2.26                            |
| 27     | Xenazoic acid             | 3.75                            |
| 28     | Alatrofloxacin            | 2.55                            |
| 29     | Ketoconazole              | 3.05                            |
| 30     | Dilevalo                  | 2.82                            |
| 31     | Sulocctidil               | 2.14                            |
| 32     | Moxisylyte                | 2.40                            |
| 33     | Ticrynafen                | 2.83                            |
| 34     | Sitaxentan                | 2.82                            |
| 35     | Beclobrate                | 2.26                            |
| 36     | Perhexiline               | 2.45                            |
| 37     | Benzarone                 | 2.32                            |
| 38     | Tolrestat                 | 3.10                            |
| 39     | Troglitazone              | 2.79                            |
| 40     | Oxyphenisatine            | 2.69                            |
| 41     | Pipamazine                | 2.76                            |
| 42     | PHENISATIN                | 3.02                            |
| 43     | Ebrotidine                | 2.72                            |
2. List of Approved Drugs (As training set)

| SR no. | Compound name         | Predicted Value [-Log10(mol/kg)] |
|--------|-----------------------|----------------------------------|
| 1      | Verapamil             | 3.18                             |
| 2      | Clonidine             | 2.97                             |
| 3      | Losartan              | 2.58                             |
| 4      | Tazobactam            | 2.94                             |
| 5      | Cefuroxime            | 2.38                             |
| 6      | Amlodipine            | 2.38                             |
| 7      | Pethidine             | 2.85                             |
| 8      | Hydralazine           | 2.79                             |
| 9      | Candesartan cilexetil | 2.31                             |
| 10     | Tranexamic Acid       | 1.85                             |
| 11     | Duloxetine            | 2.46                             |
| 12     | Loriprazole           | 3.53                             |
| 13     | Viomycin              | 1.70                             |
| 14     | Danazol               | 2.36                             |
| 15     | Miglitol              | 1.11                             |
| 16     | Minaprazine           | 2.67                             |
| 17     | Barnidipine           | 2.80                             |
| 18     | Ivacaftor             | 2.20                             |
| 19     | Darunavir             | 2.57                             |
| 20     | Sotalol               | 2.47                             |
| 21     | Ergotamine            | 4.34                             |
| 22     | Metolazone            | 2.07                             |
| 23     | Cidofovir             | 1.87                             |
| 24     | Difluprednate         | 3.42                             |
| 25     | Sulfoxone             | 2.07                             |
| 26     | Cilazapril            | 2.48                             |
| 27     | Arbutamine            | 2.45                             |
| 28     | Anagrelide            | 3.58                             |
| 29     | Ethambutol            | 2.11                             |
| 30     | Atomoxetine           | 2.16                             |
| 31     | Oxyphencyclimine      | 3.09                             |
| 32     | Cevimeline            | 2.19                             |
| 33     | Aminophylline         | 3.02                             |
| 34     | Efinaconazole         | 2.34                             |
| 35     | Chloropyramine        | 2.68                             |
| 36     | Indacaterol           | 2.90                             |
| 37     | Cycrimine             | 2.69                             |
| 38     | Toloxatone            | 2.59                             |
| 39     | Elvitegravir          | 2.71                             |
| 40     | Methyltestosterone    | 2.15                             |
| 41     | Fludarabine           | 2.19                             |
| 42     | Idarubicin            | 2.80                             |
| 43     | Ibrutinib             | 2.74                             |
| 44     | Crizotinib            | 2.46                             |
| 45     | Ruxolitinib           | 2.33                             |
| 46     | Ziprasidone           | 2.60                             |
| 47     | Metocurine            | 2.08                             |
| 48     | Stiripentol           | 2.43                             |
49 Trihexyphenidyl 2.78
50 Pamidronate 1.52
51 Pirindole 2.70
52 Loriprazole 3.53
53 Fenspiride 2.61
54 Metixene 2.69
55 Isocarboxazid 3.03
56 Acyclovir 2.63