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Abstract

MapReduce is a popular programming model and an associated implementation for parallel processing big data in the distributed environment. Since large scaled MapReduce data centers usually provide services to many users, it is an essential problem to preserve the privacy between different applications in the same network. In this paper, we propose SDPMN, a framework that using software defined network (SDN) to distinguish the network between each application, which is a manageable and scalable method. We design this framework based on the existing SDN structure and Hadoop networks. Since the rule space of each SDN device is limited, we also propose the rule placement optimization for this framework to maximize the hardware supported isolated application networks. We state this problem in a general MapReduce network and design a heuristic algorithm to find the solution. From the simulation based evaluation, with our algorithm, the given network can support more privacy preserving application networks with SDN switches.
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I. INTRODUCTION

MapReduce is the most popular programming model for large data processing with parallel and distributed environment [1]. Since the large clusters usually provide services to different users all over the Internet, it is hard to preserve the privacy of user’s data with traditional network structure [2].

There are some existing works focus on the privacy problem in MapReduce [3][4]. These works usually bring some additional overhead to influence the performance of MapReduce. Adopting software defined network (SDN) or the OpenFlow protocol is another way to preserve privacy between users in the MapReduce network, which can distinguish network links between each users [5].
Privacy leakage might take place in the Layer 2 switches, including the virtual switch in cloud environment, by the sniffer and ARP poisoning-based attack [6]. SDN based network virtualization is an efficient method to isolated network to resist the potential data leakage in the data forwarding path. While virtualized the whole network is complex and resource-intensive, it is much appropriate that isolating the network forwarding paths in the specific network level.

SDN is an approach of computer networking, which allows the network administrator to manage network services through abstraction of hardware level functionality [7]. All hardware devices are managed by a centralized controller, and the network applications are deployed on this controller to implement different network functions. In the privacy preserving, the network is divided to distinguished virtual networks for each user [8].

In this paper, we propose a framework named Software Defined Privacy Preserving MapReduce Network (SDPMN), in which the entire network are divided to distinguished groups and each groups are isolated in the Layer 2 switches by SDN technology. In this framework, all packets are forwarded by SDN switches directly with different rules. We design this framework with existing SDN technology and Hadoop structure.

SDN enabled switches usually equip ternary content addressable memory (TCAM) for forwarding network packets [9]. Since it is power hungry, expensive and takes up quite a bit of silicon space, the storage space of TCAM in each device is limited. Ordinarily, as it is hard to place all rules in the switches, many rules are stored in the controller with the performance drawback [10].

In SDPMN, since forwarding paths are implemented by rules in the related SDN switches directly, the space for storing these rules is not enough with existing SDN hardware. Therefore, with the design of the SDPMN framework, we state rule placement optimization problem to maximize the application number with limited rule space. After that, we propose a heuristic algorithm to solve this problem. To evaluate the efficiency of our algorithm, we take some simulation and analyze the result to compare the existing method.

The main contributions of this paper are summarized as follows.

- We propose a privacy preserving scenario in the leaf switches to forward application packets by the SDN forwarding rules directly instead of the traditional ARP protocols.
- We model the privacy preserving MapReduce network scenario and state the problem to find an optimized rule placement that maximum application groups for preserve user privacy are stored in the switches with minimum performance loss.
- We design a heuristic algorithm and find the solution for the placement problem.

The rest of this paper is summarized as follows. We discuss the motivation of the work in Section III. In section IV we introduce the framework design and the rule placement problem statement. We also introduce our heuristic algorithm to solve the placement problem in this section. In section V we evaluate the demonstration of our design to verify our methodology. In the last section, we conclude our work and discuss the future work.

II. RELATED WORKS

In this section, we introduce some existing works focusing on the isolation and security of MapReduce network. First, we discuss the works on the network virtualization. Then, we introduce some works on the privacy preserving
Network virtualization is a technology to isolate the network to different virtual networks for different users or applications.

Bavier et al. [11] propose the virtual network infrastructure, which allows network researchers to evaluate their protocols and services in a realistic environment with a high degree network control. From their work, the virtualized network performs good efficiency to support experiments and other applications. This work only focuses on the IP level without any consideration on the Level 2 switches.

ShadowNet [12] is another network evaluation infrastructure based on the network virtualization. Similarly, it also uses the router virtualization and designs a network controller to manage the virtual networks. Meanwhile, the network virtualization can provide safe environment for users. However, they did not describe the details how to ensure testing safely.

Webb et al. [13] introduces a network that individual application can control the topology switching for deciding best path to route data among their nodes. In their paper, it is mentioned that a $k$ isolation problem to isolate networks by limited hardware capacity. They use an allocation to find a topology that connects the task’s nodes that is minimally shared with other tasks.

Drutskoy et al. [14] design an architecture named FlowN, which can give each application or task the illusion of its own address space, topology, and controller. Actually, the FlowN architecture is a network virtualization without the SDN context. Even it mentioned that they improve the network scalability, they did not describe the security and rule placement for many applications.

The network virtualization is very important to provide isolated virtual network for different application. The problem is, they focus on how to create virtual networks, which needs substantial resource like the space of TCAM or others.

Privacy is a major topic of concern whenever large amounts of sensitive data are used in MapReduce. Even though there are many privacy preserving works to protect the data privacy, a few of works focus on the security issue of MapReduce.

Airavat [4] is privacy preserving system that provides strong security and privacy guarantees for distributed computations. By integration of mandatory access control and differential privacy, Airavat makes data providers control their security policy to protect their privacy. Since it is an efficient work to resist the leakage of data privacy, there is no consideration about the potential leakage in the network.

Wei et al. [15] proposed a secure scheme named SecureMR which focuses at protecting the computation integration issue of MapReduce. SecureMR detects malicious behavior of mappers by sending same tasks to multiple mappers, and compares the result consistency. This work needs the master node and reduce be secure, it seems a little hard if some malicious users exist in the MapReduce cluster.

Huang et al. [16] proposes a trusted services by verifying the MapReduce result. They focus on detecting cheating services under the MapReduce environment based on watermark injection and random sampling methods. While the privacy leakage is hard to influence the computation result, we do not consider result verification an efficient method to preserve privacy.
III. MOTIVATION

In this section, we first describe the threat model to introduce the privacy preserving problem in the multiple user MapReduce networks. Then, with this threat model, we discuss the privacy preserving MapReduce network.

A. Threat Model

![Diagram](image)

Fig. 1. Example of the potential threat in MapReduce network

For better understanding the privacy problem in MapReduce networks, we describe an example to introduce the threat model. This example shows that a MapReduce network will leak data privacy between different users. As shown in Fig. 1 there are two users in a MapReduce network: one has some privacy data and the other one is a potential malicious user. Both of them submit their applications to this MapReduce data center. In the traditional network, the MapReduce nodes, including Map nodes and Reduce nodes, are connected by many Layer 2 access switches ($s_1$, $s_2$, and $s_3$). These access switches are connected by some interconnection switches or more complex network.

First, the MapReduce system such as Hadoop assigns some nodes as working nodes for the normal user and the malicious user. After assignment, the normal user sends the private data to the working nodes. After that, these data are translated to the switches ($s_1$, $s_2$ and $s_3$) in MapReduce procedures. However, it is possible that the working nodes of the malicious user also connect to some of these switches ($s_1$, $s_2$ and $s_3$). Since the leaf switches are usually Layer 2 switches, which are connected by Ethernet or other cheap solutions, the working nodes for malicious user, who uses sniffer or other attacks like Man-in-the-middle attack, can get the packets transferred in these switches. Even though the main implementations of MapReduce like Hadoop adopt secure connections between working nodes, it is possible to get the privacy data by some existing attack methods [18].

B. Privacy Preserving with SDN

SDN is a network structure that all switches are controlled by the controller. As a result, if we deploy SDN switches as all switches in the network, the path of each packet can be defined by the applications rather than...
the basic network protocols. In the MapReduce network, with SDN network, we can isolate the network by the forwarding rules [19].

To study the SDN network for privacy preserving in MapReduce network, we use an example to illustrate isolation by forwarding rules as shown in Fig. 2. There are node 1, 2, 3 and 4, connect to an SDN switch. The connected port of each node is described in the table shown in TABLE I. To preserve the privacy, we use four rules to limit the potential sniffer or other attacker in the node beside the destination. With the rules illustrated in the table shown in TABLE II, each packet is only forwarded to the port connected to the destination IP address. As an example, each packet sent to node 2 with the destination IP address 10.0.0.2 will be forwarded to port 2 after setting the correct MAC address.

Unlike the traditional network virtualization, since the potential threats are not relevant to the upper network level such as IP packet forwarding, we only use the SDN rules to isolate network in the Layer 2 switches. Considering the nodes connected to each leaf switch are fixed with the number of available ports, it is acceptable to place the rules for network isolation between applications.

IV. FRAMEWORK DESIGN AND PROBLEM STATEMENT

In this section, we first introduce the design of SDPMN framework. With this framework, we state this problem to optimize the maximum groups with limited rule space in each switch.

A. Framework Design

From the main structure shown in Fig. 3 the framework consists of two parts: group management and the SDN application.
For each application, group management gets the information about all mapper, reducer and other related nodes in the network. After that, group management divides these nodes to groups. The nodes for one application are organized to one group. When the user submits an application to the Job Tracker, Job Tracker informs group management the application information. The name node also connects group management to inform the information about mappers and reducers.

With the information of applications and their mappers and reducers, group management maintains a table to store the correspondences between applications and servers. When the nodes of application are changed by the Job Track, the new node information will be transferred to group management to update the group table dynamically.

The SDN application generates rules to isolate the network in Layer 2 switches with the group table from group management and the network topology. In this SDN application, one module is used for the management of network topology and the other modules generate rules and manages these rules.

Since the network topology will be changed frequently in some virtual machine based networks, the topology management will update the relationship between switches, nodes and groups dynamically. When the topology is updated, rule management generates the newest rules. Since the switch space is limited to store all needed rules, the SDN application selects parts of rules for placement to switches. For the groups whose rules are not placed in the switches, it will bring additional overhead to forward the packets in these groups to guarantee the privacy. Since it is relevant to the controller implementation and the network design [20][21], we do not discuss this overhead in the placement. At last, the SDN application updates the subset of rules to the corresponding switches. We introduce the rule placement problem in the final part of this section.
TABLE III

NOTATIONS IN THE RULE PLACEMENT PROBLEM

| Notation | Description |
|----------|-------------|
| $N_k$    | Node set for each MapReduce application |
| $n_i$    | Node in set $N_k$ |
| $S_k$    | Switch set for each MapReduce application |
| $s_j$    | Switch in set $S_k$ |
| $C$      | Capacity of each switch |
| $R$      | Rule space cost for each rule |
| $N$      | Number of application groups supported by switches |

B. Problem Statement

Now we discuss the rule placement problem in SDPMN framework. Since existing data centers are not dedicated for MapReduce usage, it is no need to control forwarding of each packet. For each MapReduce application, the nodes for Mapper and Reducer are different. Therefore, for these different node sets, the network should be reconfigured with different rules to define the forwarding path of each packet. We propose a MapReduce driving privacy preserving network shown in Fig. 4.

In this network, we first define $N_1$, $N_2$, ..., $N_n$ to denote the node set for each MapReduce application. For each node set, $N_k$, we use $n_i \in N_k$ to denote each node included in $N_i$. In Fig. 4, the node set $N_1$ of Application 1 is $\{n_1, n_2, n_3\}$ and the node set $N_2$ of Application 2 is $\{n_3, n_4\}$. With these node sets, we define $S_1$, $S_2$, ..., $S_n$ to denote the set of leaf switches for each application. For example, in Fig. 4, the switch set $S_1$ of Application 1 is $\{s_1, s_2\}$ and the switch set $S_2$ of Application 2 is $\{s_2\}$. For each switch set $S_i$, we also define $s_j \in S_i$ to denote each switch included in $S_i$. We use value $X_{ij}$ to denote the connections between nodes and switches as

\[
X_{ij} = \begin{cases} 
0 & \text{no connection between } n_i \text{ and } s_j \\
1 & \text{ } n_i \text{ connected to } s_j 
\end{cases} \tag{1}
\]
For privacy preserving, we consider the number of rules for each node in each application is the same and use $R$ to denote this rule count. Since the hardware space of each SDN switch is usually too expansive to support enough rules, as shown in (2), we define the number $C$ to denote the capacity of each switch and the capacity of each switch $s_j$ cannot support rule placement of all applications.

$$R \sum_{k=1}^{n} \sum_{i \in N_k} X_{ij} > C, \text{ for } s_j \in S$$ (2)

Therefore, in the rule placement, we can only place parts of rules of the switches with the best efficiency. We define set $\mathbb{N}$ to denote the node sets whose rules are placed in switches. With this set, the rule number of each switch is less than its capacity as (3).

$$R \sum_{k=1}^{[\mathbb{N}]} \sum_{i \in N_k} X_{ij} \leq C, \text{ for } s_j \in S$$ (3)

From the model of existing works, we consider that each group has the same security priority to simplify the placement problem [4]. Therefore, with the capacity limitation, we state the rule placement problem in the SDPMN that, with given node sets of each application, find a set $\mathbb{N}$ in which rules of each node are placed in switches and maximize the size of $\mathbb{N}$.

C. Algorithm Design

To solve the placement problem, we propose a heuristic algorithm with greedy strategy shown in Algorithm 1. Since each group has the same privacy priority, the main procedure of this algorithm is to place the rules from small group to large group.

First, we sort all node sets by the size of their corresponding switch sets in line 1. After sorting, we define the empty set $\mathbb{N}$ in line 2 as the result of the algorithm. From line 3 to line 26, we use a for loop to place rules of each node set iteratively. In this loop, we select the $N_k$ who has the smallest size of the corresponding switch set in unallocated node sets. For each node $n_i$ in $N_k$, we traverse each switch in the corresponding switch set $S_k$ from line 7 to 16. In line 9, we check whether the switch has enough space for rule placement of $n_i$. If there is not enough space for placing rules of $n_i$, it means the rule placement for $N_k$ is failed. With this failure, the algorithm breaks the loop and places rules of the next node set. If success, the capacity of the switch $s_j$ is decreased by $R$. From line 23 to line 25 if the rules of nodes in $N_k$ are all placed, $N_k$ is put to the result set $\mathbb{N}$. From this algorithm, we can easily get the worst time complexity is $O(n \sum_{k=1}^{n} |N_k||S_k|)$. For most of the applications, since the number of nodes is much smaller than the scale of the nodes in the entire data center, the complexity can be simplified to $O(n^2)$.

V. Evaluation

In this section, we evaluate the performance of the greedy algorithm discussed in section IV-C by simulation. To simulate large scale network topology, we implement some python scripts with networkx library. We defined two different network in the simulation: one network is for simulating the networks in normal MapReduce data center
Algorithm 1 The greedy algorithm for rule placement problem.

1: Sort node sets $N_1, N_2, ..., N_n$ that $|S_1| < |S_2| < ... < |S_n|$.  
2: $N \leftarrow \emptyset$  
3: for $N_k$ in $N_1, N_2, ..., N_n$ do  
4:     $p \leftarrow 0$  
5:     for $n_i$ in $N_k$ do  
6:         placed $\leftarrow True$  
7:         for $s_j$ in $S_k$ do  
8:             if $X_{ij} = 1$ then  
9:                 if $C_j \geq R$ then  
10:                    $C_j \leftarrow C_j - R$  
11:                else  
12:                    placed $\leftarrow False$  
13:                    break  
14:             end if  
15:         end for  
16:         if placed $= False$ then  
17:             Break  
18:         else  
19:             $p \leftarrow p + 1$  
20:         end if  
21:     end for  
22:     if $p = |N_k|$ then  
23:         $N \leftarrow N \cup \{N_k\}$  
24:     end if  
25: end for

and the other network is for simulating the cloud environment. We also use two types of node scale to simulate the light workload and heavy workload.

First, we introduce the simulation setting of these different networks and node scale. Usually, in the cloud environment, there are more nodes connected to each leaf switch than the normal data center. For the normal network, we set 20 nodes connected to each leaf switch. For the cloud environment, we set 400 nodes connected to each leaf switch. Meanwhile, the number of nodes of the normal network is set to 1000 while the number of nodes in the cloud environment is set to 20000. Both of these networks have the same number of leaf switches which is set to 50. We define two types of node scale for light workload and heavy workload. For the light workload,
the number of working nodes is set from 10 to 100 in average distribution. For the heavy workload which needs more working nodes, the number is set from 100 to 200 in the average distribution. To simplify the simulation, we set the cost of each rule to 1 and the maximum space of each switch is set to 1000. This simplification is from the existing SDN switches. Usually, to implement a forwarding rule, it needs about several entries in OpenFlow protocol and the entries supported by normal switch are a few of thousands [22].

With the simulation settings, we evaluate the performance of our algorithm in these networks with different node scale. We first test the performance of the algorithm with the normal data center setting. Since there is no related algorithm for this problem, we use a random placement as the comparison. The performance is shown in Fig. 5. With light workload, the greedy placement shows much better than random placement with different rule space.
shown in Fig. 5(a). The maximum number of supported groups is near 2000 with the greedy placement when the rule space of each switch is set to 1000. However, when the workload becomes heavy and needs more working nodes, the supported groups are much less as shown in Fig. 5(b). Although the greedy placement performs better than the random placement, the maximum supported groups is less than 160, which is only 8% of the result with light workload by the same rule space.

With more nodes increased in the cloud data center network condition, the performance of rule placement is almost the same with the normal network condition shown in Fig. 6. With light workload setting, the maximum supported number of application groups by the greedy placement are near the 6 times than the number by the random placement shown in Fig. 6(a). When the workload increased, the supported groups by the greedy algorithm placement are no more than 140 with 1000 rule space in each switch shown in Fig. 6(b). From the result of the simulation, with the light workload of small scale of working nodes in each group, the greedy placement has good efficiency in both normal data center and cloud environment network. For the heavy workload, it seems better to use some task placements rather than simple rule placement optimization.

Unlike the random placement, in our greedy algorithm, the size of each group is considered. Therefore, more groups with small size can be placed firstly. For the small size groups, since the probability of overlapping between groups is small, the number of supported groups is near to the ideal placement. However, with the average size of groups increased and the frequently overlapping between groups, the number of groups supported by the network is greatly decreased. This is the reason why the groups supported in the network by the greedy placement are only two times than that of random placement.

VI. Conclusion and Future Work

In this paper, we propose a framework named SDPMN. In this framework, the network forwarding is guaranteed by SDN rules to avoid the potential threats that leak privacy data to malicious users in the same network. Since the rule space of each switch is limited, we state the problem to maximize the number of application groups whose rules are placed in the SDN switches. We propose a heuristic algorithm with the greedy strategy and evaluate this algorithm by simulation. From the simulation results, with the greedy placement algorithm, the given network can support more application groups than random placement. Since the application groups and users are varied in different periods, we will discuss the dynamic placement in the future work. Meanwhile, if the application needs more nodes from the data center network, the rule space of each switch is hard to support many application groups. Considering there are many repeating and redundant rules between application groups, we will take some optimization in the future work.
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