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Abstract

Given a discrete-valued sample \( X_1, \ldots, X_n \) we wish to decide whether it was generated by a distribution belonging to a family \( H_0 \), or it was generated by a distribution belonging to a family \( H_1 \). In this work we assume that all distributions are stationary ergodic, and do not make any further assumptions (e.g. no independence or mixing rate assumptions). We would like to have a test whose probability of error (both Type I and Type II) is uniformly bounded. More precisely, we require that for each \( \varepsilon \) there exist a sample size \( n \) such that probability of error is upper-bounded by \( \varepsilon \) for samples longer than \( n \). We find some necessary and some sufficient conditions on \( H_0 \) and \( H_1 \) under which a consistent test (with this notion of consistency) exists. These conditions are topological, with respect to the topology of distributional distance.

1 Introduction

Given a sample \( X_1, \ldots, X_n \) (where \( X_i \) are from a finite alphabet \( A \)) which is known to be generated by a stationary ergodic process, we wish to decide whether it was generated by a distribution belonging to a family \( H_0 \), versus it was generated by a distribution belonging to a family \( H_1 \). Unlike most of the works on the subject, we do not assume that \( X_i \) are i.i.d., but only make a much weaker assumption that the distribution generating the sample is stationary ergodic.

A test is a function that takes a sample and gives a binary (possibly incorrect) answer: the sample was generated by a distribution from \( H_0 \) or from \( H_1 \). An answer \( i \in \{0, 1\} \) is correct if the sample is generated by a distribution that belongs to \( H_i \). Here we are concerned with characterizing those pairs of \( H_0 \) and \( H_1 \) for which consistent tests exist.

**Consistency.** In this work we consider the following notion of consistency. For two hypothesis \( H_0 \) and \( H_1 \), a test is called *uniformly consistent*, if for any \( \varepsilon > 0 \) there is a sample size \( n \) such that the probability of error on a sample of size larger than \( n \) is not greater than \( \varepsilon \) if any distribution from \( H_0 \cup H_1 \) is chosen to generate the sample. Thus, a uniformly consistent test provides performance guarantees for finite sample sizes.

**The results.** Here we obtain some topological conditions of the hypotheses for which consistent tests exist, for the case of stationary ergodic distributions.

A distributional distance between two process distributions is defined as a weighted sum of probabilities of all possible tuples \( X \in A^* \), where \( A \) is the alphabet and the weights are positive and have a finite sum.

The test \( \varphi_{H_0, H_1} \) that we construct is based on empirical estimates of distributional distance. It outputs 0 if the given sample is closer to the (closure of) \( H_0 \) than to the (closure of) \( H_1 \), and outputs 1 otherwise. The main result is as follows.

**Theorem.** Let \( H_0, H_1 \subseteq \mathcal{E} \), where \( \mathcal{E} \) is the set of all stationary ergodic process distributions. If, for each \( i \in \{0, 1\} \) the set \( H_i \) has probability 1 with respect to ergodic decompositions of every element of \( H_i \), then there is a uniformly consistent test for \( H_0 \) against \( H_1 \). Conversely, if there is a uniformly consistent test for \( H_0 \) against \( H_1 \), then, for each \( i \in \{0, 1\} \), the set \( H_{1-i} \) has probability 0 with respect to ergodic
decompositions of every element of $H_i$.

**Prior work.** This work continues our previous research [11, 12], which provides similar necessary and sufficient conditions for the existence of a consistent test, for a weaker notion of asymmetric consistency: Type I error is uniformly bounded, while Type II error is required to tend to 0 as the sample size grows.

Besides that, there is of course a vast body of literature on hypothesis testing for i.i.d. (real- or discrete-valued) data (see e.g. [6, 4]). There is, however, much less literature on hypothesis testing beyond i.i.d. or parametric models. For a weaker notion of consistency, namely, requiring that the test should stabilize on the correct answer for a.e. realization of the process (under either $H_0$ or $H_1$), [3] constructs a consistent test for so-called constrained finite-state model classes (including finite-state Markov and hidden Markov processes), against the general alternative of stationary ergodic processes. For the same notion of consistency, [7] gives sufficient conditions on two hypotheses $H_0$ and $H_1$ that consist of stationary ergodic real-valued processes, under which a consistent test exists, extending the results of [2] for i.i.d. data (see e.g. [6, 4]). There is, however, much less literature on hypothesis testing beyond i.i.d. or parametric models. For a weaker notion of consistency, namely, requiring that the test should stabilize on the correct answer for a.e. realization of the process (under either $H_0$ or $H_1$), [3] constructs a consistent test for so-called constrained finite-state model classes (including finite-state Markov and hidden Markov processes), against the general alternative of stationary ergodic processes. For the same notion of consistency, [7] gives sufficient conditions on two hypotheses $H_0$ and $H_1$ that consist of stationary ergodic real-valued processes, under which a consistent test exists, extending the results of [2] for i.i.d. data (see e.g. [6, 4]). There is, however, much less literature on hypothesis testing beyond i.i.d. or parametric models. For a weaker notion of consistency, namely, requiring that the test should stabilize on the correct answer for a.e. realization of the process (under either $H_0$ or $H_1$), [3] constructs a consistent test for so-called constrained finite-state model classes (including finite-state Markov and hidden Markov processes), against the general alternative of stationary ergodic processes. For the same notion of consistency, [7] gives sufficient conditions on two hypotheses $H_0$ and $H_1$ that consist of stationary ergodic real-valued processes, under which a consistent test exists, extending the results of [2] for i.i.d. data (see e.g. [6, 4]).

### 2 Preliminaries

Let $A$ be a finite alphabet, and denote $A^*$ the set of words (or tuples) $\cup_{i=1}^{\infty} A^i$. For a word $B$ the symbol $|B|$ stands for the length of $B$. Denote $B_i$ the $i$th element of $A^*$, enumerated in such a way that the elements of $A^i$ appear before the elements of $A^{i+1}$, for all $i \in \mathbb{N}$. Distributions or (stochastic) processes are probability measures on the space $(A^\infty, \mathscr{F}_{A^\infty})$, where $\mathscr{F}_{A^\infty}$ is the Borel sigma-algebra of $A^\infty$. Denote $|(X, B)|$ the number of occurrences of a word $B$ in a word $X \in A^*$ and $\nu(X, B)$ its frequency:

$$
\#(X, B) = \sum_{i=1}^{|X|} I_{\{|X|−|B|+1\} = 0} \nu(X, B),
$$

and

$$
\nu(X, B) = \begin{cases} 
\frac{1}{|X|−|B|+1} \#(X, B) & \text{if } |X| ≥ |B|, \\
0 & \text{otherwise,}
\end{cases}
$$

where $X = (X_1, \ldots, X_{|X|})$. For example, $\nu(0001, 00) = 2/3$.

We use the abbreviation $X_{1:k}$ for $X_1, \ldots, X_k$. A process $\rho$ is stationary if

$$
\rho(X_{1:|B|} = B) = \rho(X_{1:t+|B|−1} = B)
$$

for any $B \in A^*$ and $t \in \mathbb{N}$. Denote $S$ the set of all stationary processes on $A^\infty$. A stationary process $\rho$ is called (stationary) ergodic if the frequency of occurrence of each word $B$ in a sequence $X_1, X_2, \ldots$ generated by $\rho$ tends to its a priori (or limiting) probability a.s.: $\rho(\lim_{n \to \infty} \nu(X_{1:n}, B) = \nu(X_{1:|B|} = B)) = 1$.

Denote $\mathcal{E}$ the set of all stationary ergodic processes.

A **distributional distance** is defined for a pair of processes $\rho_1, \rho_2$ as follows [3]:

$$
d(\rho_1, \rho_2) = \sum_{i=1}^{\infty} w_i |\rho_1(X_{1:|B_i|} = B_i) − \rho_2(X_{1:|B_i|} = B_i)|,
$$

where $w_i$ are summable positive real weights (e.g. $w_k = 2^{-k}$: we fix this choice for the sake of concreteness). It is easy to see that $d$ is a metric. Equipped with this metric, the space of all stochastic processes is a compact, and the set of stationary processes $S$ is its convex closed subset. (The set $\mathcal{E}$ is not closed.) When talking about closed and open subsets of $S$ we assume the topology of $d$. Compactness of the set $S$ is one of the main ingredients in the proofs of the main results. Another is that the distance $d$ can be consistently estimated, as the following lemma shows (because of its importance for further development, we give it with a proof).
Lemma 1 ( is consistent \cite{13,14}. Let \( \rho, \xi \in \mathcal{E} \) and let a sample \( X_{1,k} \) be generated by \( \rho \). Then
\[
\lim_{k \to \infty} \hat{d}(X_{1,k}, \xi) = d(\rho, \xi) \text{ a.s.}
\]

**Proof.** For any \( \varepsilon > 0 \) find such an index \( J \) that \( \sum_{i=J}^\infty w_i < \varepsilon/2 \). For each \( j \) we have \( \lim_{k \to \infty} \nu(X_{1,k}, B_j) = \rho(B_j) \) a.s., so that \( |\nu(X_{1,k}, B_j) - \rho(B_j)| < \varepsilon/(2Jw_j) \) from some \( k \) on; denote \( K_j \) this \( k \). Let \( K = \max_{j<J} K_j \) ( \( K \) depends on the realization \( X_1, X_2, \ldots \) ). Thus, for \( k > K \) we have
\[
|\hat{d}(X_{1,k}, \xi) - d(\rho, \xi)| \\
= \left| \sum_{i=1}^\infty w_i (|\nu(X_{1,k}, B_i) - \xi(B_i)| - |\rho(B_i) - \xi(B_i)|) \right| \\
\leq \sum_{i=1}^\infty w_i |\nu(X_{1,k}, B_i) - \rho(B_i)| \\
\leq \sum_{i=1}^J w_i |\nu(X_{1,k}, B_i) - \rho_X(B_i)| + \varepsilon/2 \\
\leq \sum_{i=1}^J w_i \varepsilon/(2Jw_i) + \varepsilon/2 = \varepsilon,
\]
which proves the statement.

3 Main results

The tests presented below are based on empirical estimates of the distributional distance \( d \):
\[
\hat{d}(X_{1..n}, \rho) = \sum_{i=1}^{\infty} w_i |\nu(X_{1..n}, B_i) - \rho(B_i)|,
\]
where \( n \in \mathbb{N} \), \( \rho \in \mathcal{S} \) and \( X_{1..n} \in A^n \). That is, \( \hat{d}(X_{1..n}, \rho) \) measures the discrepancy between empirically estimated and theoretical probabilities. For a sample \( X_{1..n} \in A^n \) and a hypothesis \( H \subset \mathcal{E} \) define
\[
\hat{d}(X_{1..n}, H) = \inf_{\rho \in H} \hat{d}(X_{1..n}, \rho).
\]

For \( H \subset \mathcal{S} \), denote \( \text{cl} H \) the closure of \( H \) (with respect to the topology of \( d \)).

For \( H_0, H_1 \subset \mathcal{S} \), the uniform test \( \varphi_{H_0,H_1} \) is constructed as follows. For each \( n \in \mathbb{N} \) let
\[
\varphi_{H_0,H_1}(X_{1..n}) := \begin{cases} \ 0 & \text{if } \hat{d}(X_{1..n}, \text{cl} H_0 \cap \mathcal{E}) < \hat{d}(X_{1..n}, \text{cl} H_1 \cap \mathcal{E}), \\ 1 & \text{otherwise.} \end{cases}
\]

**Theorem 1** (uniform testing). Let \( H_0 \subset \mathcal{S} \) and \( H_1 \subset \mathcal{S} \). If \( W_{\rho}(H_1) = 1 \) for every \( \rho \in \text{cl} H_1 \) then the test \( \varphi_{H_0,H_1} \) is uniformly consistent. Conversely, if there exists a uniformly consistent test for \( H_0 \) against \( H_1 \) then \( W_{\rho}(H_{1-i}) = 0 \) for any \( \rho \in \text{cl} H_i \).

The proof is deferred to section 5.

4 Examples

First of all, it is obvious that sets that consist of just one or finitely many stationary ergodic processes are closed and closed under ergodic decompositions;
therefore, for any pair of disjoint sets of this type, there exists a uniformly consistent test. (In particular, there is a uniformly consistent test for \( H_0 = \{ \rho_0 \} \) against \( H_1 = \{ \rho_1 \} \), where \( \rho_0, \rho_1 \in \mathcal{E} \).

It is clear that for any \( \rho_0 \) there is no uniformly consistent test for \( \{ \rho_0 \} \) against \( \mathcal{E} \setminus \{ \rho_0 \} \). More generally, for any non-empty \( H_0 \) there is no uniformly consistent test for \( H_0 \) against \( \mathcal{E} \setminus H_0 \) provided the latter complement is also non-empty. Indeed, this follows from Theorem 1 since in these cases the closures of \( H_0 \) and \( H_1 \) are not disjoint. One might suggest at this point that a uniformly consistent test exists if we restrict \( H_1 \) to those processes that are sufficiently far from \( \rho_0 \). However, this is not true. We can prove an even stronger negative result.

**Proposition 1.** Let \( \rho, \nu \in \mathcal{E} \), \( \rho \neq \nu \) and let \( \varepsilon > 0 \). There is no uniformly consistent test for \( H_0 = \{ \rho \} \) against \( H_1 = \{ \nu' \in \mathcal{E} : d(\nu', \nu) \leq \varepsilon \} \).

The proof of the proposition is deferred to the appendix. What it means is that, while distributional distance is well suited for characterizing those hypotheses for which consistent test exist, it is not suited for formulating the actual hypotheses. Apparently a stronger distance is needed for the latter.

The following statement is easy to demonstrate from Theorem 1.

**Corollary 1.** Given two disjoint sets \( H_0 \) and \( H_1 \) each of which is continuously parametrized by a compact set of parameters and is closed under taking ergodic decompositions, there exists a uniformly consistent test of \( H_0 \) against \( H_1 \).

Examples of parametrisations mentioned in the Corollary are the sets of \( k \)-order Markov sources, parametrised by transition probabilities. Thus, any two disjoint closed subsets of these sets satisfy the assumption of the Corollary.

### 5 Proofs

The proof of Theorem 1 will use the following lemmas, whose proofs can be found in [11].

**Lemma 2** (smooth probabilities of deviation). Let \( m > 2k > 1 \), \( \rho \in \mathcal{S} \), \( H \subset \mathcal{S} \), and \( \varepsilon > 0 \). Then

\[
\rho(\hat{d}(X_{1..m}, H) \geq \varepsilon) \\
\leq \rho\left(\hat{d}(X_{1..k}, H) \geq \varepsilon - \frac{2k}{m-k+1} - t_k\right),
\]

where \( t_k \) is the sum of all the weights of tuples longer than \( k \) in the definition of \( d \): \( t_k := \sum_{i: |B_i| > m} w_i \), and

\[
\rho(\hat{d}(X_{1..m}, H) \leq \varepsilon) \\
\leq \rho\left(\hat{d}(X_{1..k}, H) \leq \frac{m}{m-k+1} \varepsilon + \frac{2k}{m-k+1}\right).
\]

The meaning of this lemma is as follows. For any word \( X_{1..m} \), if it is far away from (or close to) a given distribution \( \mu \) (in the empirical distributional distance), then some of its shorter subwords \( X_{1..i+k} \) is far from (close to) \( \mu \) too. By stationarity, we may assume that \( i = 1 \). Therefore, the probability of a \( \delta \)-ball of samples of a given length is close to the probability of a \( \delta \)-ball of samples of smaller size. In other words, it cannot happen that a small sample is likely to be close to \( \mu \), but a larger sample is likely to be far.

**Lemma 3.** Let \( \rho_k \in \mathcal{S} \), \( k \in \mathbb{N} \) be a sequence of processes that converges to a process \( \rho_* \). Then, for any \( T \in A^* \) and \( \varepsilon > 0 \) if \( \rho_k(T) > \varepsilon \) for infinitely many indices \( k \), then \( \rho_*(T) \geq \varepsilon \).

This statement follows from the fact that \( \rho(T) \) is continuous as a function of \( \rho \).

**Proof of Theorem 1.** To prove the first statement of the theorem, we will show that the test \( \varphi_{H_0, H_1} \) is a uniformly consistent test for \( \text{cl} \ H_0 \cap \mathcal{E} \) against \( \text{cl} \ H_1 \cap \mathcal{E} \) (and hence for \( H_0 \) against \( H_1 \)), under the conditions of the theorem. Suppose that, on the contrary, for some \( \alpha > 0 \) for every \( n' \in \mathbb{N} \) there is a process \( \rho \in \text{cl} \ H_0 \) such that \( \rho(\varphi(X_{1..n}) = 1) > \alpha \) for some \( n > n' \). Define

\[
\Delta := d(\text{cl} \ H_0, \text{cl} \ H_1) := \inf_{\rho_0 \in \text{cl} \ H_0 \cap \mathcal{E}, \rho_1 \in \text{cl} \ H_1 \cap \mathcal{E}} d(\rho_0, \rho_1),
\]

which is positive since \( \text{cl} \ H_0 \) and \( \text{cl} \ H_1 \) are closed and
disjoint. We have

\[ \alpha < \rho(\varphi(X_{1..n}) = 1) \]

\[ \leq \rho(\hat{d}(X_{1..n}, H_0) \geq \Delta/2) \text{ or } \hat{d}(X_{1..n}, H_1) < \Delta/2) \]

\[ \leq \rho(\hat{d}(X_{1..n}, H_0) \geq \Delta/2) + \rho(\hat{d}(X_{1..n}, H_1) < \Delta/2). \]  

(5)

This implies that either \( \rho(\hat{d}(X_{1..n}, cl H_0) \geq \Delta/2) > \alpha/2 \) or \( \rho(\hat{d}(X_{1..n}, cl H_1) < \Delta/2) > \alpha/2 \), so that, by assumption, at least one of these inequalities holds for infinitely many \( n \in \mathbb{N} \) for some sequence \( \rho_n \in H_0 \). Suppose that it is the first one, that is, there is an increasing sequence \( n_i, i \in \mathbb{N} \) and a sequence \( \rho_i \in cl H_0 \), \( i \in \mathbb{N} \) such that

\[ \rho_i(\hat{d}(X_{1..n_i}, cl H_0) \geq \Delta/2) > \alpha/2 \]  

for all \( i \in \mathbb{N} \). (6)

The set \( S \) is compact, hence so is its closed subset \( cl H_0 \). Therefore, the sequence \( \rho_i, i \in \mathbb{N} \) must contain a subsequence that converges to a certain process \( \rho_\ast \in cl H_0 \). Passing to a subsequence if necessary, we may assume that this convergent subsequence is the sequence \( \rho_i, i \in \mathbb{N} \) itself.

Using Lemma 2 (with \( \rho = \rho_{n_m}, m = n_m, k = n_k, \) and \( H = cl H_0 \)), and taking \( k \) large enough to have \( t_{n_k} < \Delta/4 \), for every \( m \) large enough to have \( 2n_{m-1} < \Delta/4 \), we obtain

\[ \rho_{n_m}(\hat{d}(X_{1..n_k}, cl H_0) \geq \Delta/4) \]

\[ \geq \rho_{n_m}(\hat{d}(X_{1..n_m}, cl H_0) \geq \Delta/2) > \alpha/2. \]  

(7)

That is, we have shown that for any large enough index \( n_k \) the inequality \( \rho_{n_m}(\hat{d}(X_{1..n_k}, cl H_0) \geq \Delta/4) > \alpha/2 \) holds for infinitely many indices \( n_m \). From this and Lemma 3 with \( T = T_k := \{X : \hat{d}(X_{1..n_k}, cl H_0) \geq \Delta/4\} \) we conclude that \( \rho_\ast(T_k) > \alpha/2 \). The latter holds for infinitely many \( k \); that is, \( \rho_\ast(\hat{d}(X_{1..n_k}, cl H_0) \geq \Delta/4) > \alpha/2 \) infinitely often. Therefore,

\[ \rho_\ast(\limsup_{n \to \infty} d(X_{1..n}, cl H_0) \geq \Delta/4) > 0. \]

However, we must have

\[ \rho_\ast(\lim_{n \to \infty} d(X_{1..n}, cl H_0) = 0) = 1 \]

for every \( \rho_\ast \in cl H_0 \); indeed, for \( \rho_\ast \in cl H_0 \cap \mathcal{E} \) it follows from Lemma 4 and for \( \rho_\ast \in cl H_0 \setminus \mathcal{E} \) from Lemma 5 ergodic decomposition and the conditions of the theorem.

Thus, we have arrived at a contradiction that shows that \( \rho_\ast(\hat{d}(X_{1..n}, cl H_0) > \Delta/2) > \alpha/2 \) cannot hold for infinitely many \( n \in \mathbb{N} \) for any sequence of \( \rho_n \in cl H_0 \). Analogously, we can show that \( \rho_n(\hat{d}(X_{1..n}, cl H_1) < \Delta/2) > \alpha/2 \) cannot hold for infinitely many \( n \in \mathbb{N} \) for any sequence of \( \rho_n \in cl H_0 \).

Indeed, using Lemma 2, equation (4), we can show that \( \rho_n(\hat{d}(X_{1..n}, cl H_1) \leq \Delta/2) > \alpha/2 \) for a large enough \( n_m \) implies \( \rho_{n_m}(\hat{d}(X_{1..n_k}, cl H_1) \leq 3\Delta/4) > \alpha/2 \) for a smaller \( n_k \). Therefore, if we assume that \( \rho_n(\hat{d}(X_{1..n}, cl H_1) \leq \Delta/2) > \alpha/2 \) for infinitely many \( n \in \mathbb{N} \) for some sequence of \( \rho_n \in cl H_0 \), then we will also find a \( \rho_\ast \) for which \( \rho_\ast(\hat{d}(X_{1..n}, cl H_1) \leq \Delta/4) > \alpha/2 \) for infinitely many \( n \), which, using Lemma 4 and ergodic decomposition, can be shown to contradict the fact that \( \rho_\ast(\lim_{n \to \infty} d(X_{1..n}, cl H_1) \geq \Delta) = 1 \).

Thus, returning to (5), we have shown that from some \( n \) on there is no \( \rho \in cl H_0 \) for which \( \rho(\varphi = 1) > \alpha \) holds true. The statement for \( \rho \in cl H_1 \) can be proven analogously, thereby finishing the proof of the first statement.

To prove the second statement of the theorem, we assume that there exists a uniformly consistent test \( \varphi \) for \( H_0 \) against \( H_1 \), and we will show that \( W_\rho(H_{1-\delta}) = 0 \) for every \( \rho \in cl H_1 \). Indeed, let \( \rho \in cl H_0 \); that is, suppose that there is a sequence \( \xi_i \in H_0, i \in \mathbb{N} \) such that \( \xi_i \to \rho \). Assume \( W_\rho(H_1) = \delta > 0 \) and take \( \alpha := \delta/2 \). Since the test \( \varphi \) is uniformly consistent, there is an \( N \in \mathbb{N} \) such that for every \( n > N \) we have

\[ \rho(\varphi(X_{1..n} = 0)) \]

\[ \leq \int_{H_1} \varphi(X_{1..n} = 0) dW_\rho + \int_{\mathcal{E} \setminus H_1} \varphi(X_{1..n} = 0) dW_\rho \]

\[ \leq \delta \alpha + 1 - \delta \leq 1 - \delta/2. \]

Recall that, for \( T \in A^* \), \( \mu(T) \) is a continuous function in \( \mu \). In particular, this holds for the set \( T = \{X \in A^* : \varphi(X) = 0 \} \), for any given \( n \in \mathbb{N} \). Therefore, for every \( n > N \) and for every \( i \) large enough, \( \rho_i(\varphi(X_{1..n} = 0) < 1 - \delta/2 \) implies also \( \xi_i(\varphi(X_{1..n}) = 0) < 1 - \delta/2 \) which contradicts \( \xi_i \in H_0 \). This contra-
Proof of Proposition \[\text{[7]}\] Assume \(d(\rho, \nu) > \varepsilon\) (the other case is obvious). Consider the process \((x_1, y_1), (x_2, y_2), \ldots\) on pairs \((x_i, y_i) \in A^2\), such that the distribution of \(x_1, x_2, \ldots\) is \(\nu\), the distribution of \(y_1, y_2, \ldots\) is \(\rho\) and the two components \(x_i\) and \(y_i\) are independent; in other words, the distribution of \((x_i, y_i)\) is \(\nu \times \rho\). Consider also a two-state stationary ergodic Markov chain \(\mu\) with two states 1 and 2, whose transition probabilities are

\[
\begin{pmatrix}
1 - p & p \\
q & 1 - q
\end{pmatrix},
\]

where \(0 < p < q < 1\). The limiting (and initial) probability of the state 1 is \(p/(p + q)\) and that of the state 2 is \(q/(p + q)\). Finally, the process \(z_1, z_2, \ldots\) is constructed as follows: \(z_i = x_i\) if \(\mu\) is in the state \(a\) and \(z_i = y_i\) otherwise (here it is assumed that the chain \(\mu\) generates a sequence of outcomes independently of \((x_i, y_i)\). Clearly, for every \(p, q\) satisfying \(0 < p < q < 1\) the process \(z_1, z_2, \ldots\) is stationary ergodic; denote \(\zeta\) its distribution. Let \(n\) be large enough, \(n \in \mathbb{N}\). Since \(d(\rho, \nu) > \varepsilon\), we can find a \(\delta > 0\) such that \(d(\rho, \zeta_n) > \varepsilon\) where \(\zeta_n\) is the distribution \(\zeta\) with parameters \(p_n\) and \(q_n\), where \(q_n\) satisfies \(q_n/(p_n + q_n) = \delta\). Thus, \(\zeta_n \in H_1\) for all \(n \in \mathbb{N}\). However, \(\lim_{n \rightarrow \infty} \zeta_n = \zeta_\infty\) where \(\zeta_\infty\) is the stationary distribution with \(W_{\zeta_\infty}(\rho) = \delta\) and \(W_{\zeta_\infty}(\nu) = 1 - \delta\). Therefore, \(\zeta_\infty \in \text{cl}(H_1)\) and \(W_{\zeta_\infty}(H_0) > 0\), so that by Theorem \[\text{[1]}\] there is no uniformly consistent test for \(H_0\) against \(H_1\), which concludes the proof.
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