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Abstract—In this paper, we present a modular robotic system to tackle the problem of generating and performing antipodal robotic grasps for unknown objects from the n-channel image of the scene. We propose a novel Generative Residual Convolutional Neural Network (GR-ConvNet) model that can generate robust antipodal grasps from n-channel input at real-time speeds (∼20ms). We evaluate the proposed model architecture on standard datasets and a diverse set of household objects. We achieved state-of-the-art accuracy of 97.7% and 94.6% on Cornell and Jacquard grasping datasets, respectively. We also demonstrate a grasp success rate of 95.4% and 93% on household and adversarial objects, respectively, using a 7 DoF robotic arm.

I. INTRODUCTION

Robotic manipulators are constantly compared to humans due to the inherent characteristics of humans to instinctively grasp an unknown object rapidly and with ease based on their own experiences. As increasing research is being done to make the robots more intelligent, there exists a demand for a generalized technique to infer fast and robust grasps for any kind of object that the robot encounters. The major challenge is being able to precisely transfer the knowledge that the robot learns to novel real-world objects.

We present a modular robot agnostic approach to tackle this problem of grasping unknown objects. We propose a Generative Residual Convolutional Neural Network (GR-ConvNet) that generates antipodal grasps for every pixel in an n-channel input image. We use the term generative to distinguish our method from other techniques that output a grasp probability or classify grasp candidates in order to predict the best grasp. Unlike the previous work done in robotic grasping [1], [2], [3], [4], where the required grasp is predicted as a grasp rectangle calculated by choosing the best grasp from multiple grasp probabilities, our network generates three images from which we can infer grasp rectangles for multiple objects. Additionally, it is possible to infer multiple grasp rectangles for multiple objects from the output of GR-ConvNet in one-shot thereby decreasing the overall computational time.

Fig.1 shows an overview of the proposed system architecture. It consists of two main modules: the inference module and the control module. The inference module acquires RGB and aligned depth images of the scene from the RGB-D camera. The images are pre-processed to match the input format of the GR-ConvNet. The network generates quality, angle, and width images, which are then used to infer antipodal grasp poses. The control module consists of a task controller that prepares and executes a plan to perform a pick and place task using the grasp pose generated by the inference module. It communicates the required actions to the robot through a ROS interface using a trajectory planner and controller.

The main contributions of this paper can be summarized as follows:

• We present a modular robotic system that predicts, plans, and performs antipodal grasps for the objects in the scene. We open-sourced the implementation of the proposed inference\(^1\) and control\(^2\) modules.
• We propose a novel generative residual convolutional neural network architecture that predicts suitable antipodal grasp configurations for objects in the camera’s field of view.
• We evaluate our model on publicly available grasping datasets and achieved state-of-the-art accuracy of 97.7% and 94.6% on Cornell and Jacquard grasping datasets, respectively.
• We demonstrate that the proposed model can be deployed on a robotic arm to perform antipodal grasps at real-
time speeds with a success rate of 95.4% and 93% on household and adversarial objects, respectively.

II. RELATED WORK

Robotic Grasping: There has been extensive on-going research in the field of robotics, especially robotic grasping. Although the problem seems to just be able to find a suitable grasp for an object, the actual task involves multifaceted elements such as- the object to be grasped, the shape of the object, physical properties of the object and the gripper with which it needs to be grasped among others. Early research in this field involved hand-engineering the features [5], [6], which can be a tedious and time-consuming task but can be helpful for learning to grasp objects with multiple fingers such as [7], [8].

Initially for obtaining a stable grasp, the mechanics and contact kinematics of the end effector in contact with the object were studied and the grasp analysis was performed as seen from the survey by [9], [10]. Prior work [11] in robotic grasping for novel objects involved using supervised learning which was trained on synthetic data but it was limited to environments such as office, kitchen, and dishwasher. Satish et al. [12] introduced a Fully Convolutional Grasp Quality Convolutional Neural Network (FC-GQ-CNN) which predicted a robust grasp quality by using a data collection policy and synthetic training environment. This method enabled an increase in the number of grasps considered to 5000 times in 0.625s. However, the current research relies more on using the RGB-D data to predict grasp poses. These approaches depend wholly on deep learning techniques.

Deep learning for grasping: Deep learning has been a hot topic of research since the advent of ImageNet success and the use of GPU’s and other fast computational techniques. Also, the availability of affordable RGB-D sensors enabled the use of deep learning techniques to learn the features of objects directly from image data. Recent experimentations using deep neural networks [2], [13], [14] have demonstrated that they can be used to efficiently compute stable grasps. Pinto et al. [3] used an architecture similar to AlexNet which shows that by increasing the size of the data, their CNN was able to generalize better to new data. Varley et al. [15] propose an interesting approach to grasp planning through shape completion where a 3D CNN was used to train the network on the 3D prototype of objects on their own dataset captured from various viewpoints. Guo et al. [16] used tactile data along with visual data to train a hybrid deep architecture. Mahler et al. [17] proposed a Grasp Quality Convolutional Neural Network (GQ-CNN) that predicts grasps from synthetic point cloud data trained on Dex-Net 2.0 grasp planner dataset. Levine et al. [18] discuss the use of monocular images for hand to eye coordination for robotic grasping using a deep learning framework. They use a CNN for grasp success prediction and further use continuous servoing to continuously servo the manipulator to correct mistakes. Antanas et al. [19] discuss an interesting approach known as a probabilistic logic framework that is said to improve the grasping capability of a robot with the help of semantic object parts. This framework combines high-level reasoning with low-level grasping. The high-level reasoning comprises object affordances, its categories, and task-based information while low-level reasoning uses visual shape features. This has been observed to work well in kitchen-related scenarios.

Grasping using Uni-modal data: Johns et al. [24] used a simulated depth image to predict a grasp outcome for every grasp pose predicted and select the best grasp by smoothing the predicted pose using a grasp uncertainty function. A generative approach to grasping is discussed by Morrison et al. [20]. The Generative grasp CNN architecture generates grasp poses using a depth image and the network computes grasp on a pixel-wise basis. [20] suggests that it reduces existing shortcomings of discrete sampling and computational complexity. Another recent approach that merely relies on depth data as the sole input to the deep CNN is as seen in [13].

Grasping using multi-modal data: There are different ways of handling objects multi-modalities. Many have used separate features to learn the modalities which can be computationally exhaustive. Wang et al. [25] proposed methods that consider multi-modal information as the same. Jiang et al. [26] used RGB-D images to infer grasps based on a two-step learning process. The first step was used to narrow down the search space and the second step was used to compute the optimal grasp rectangle from the top grasps obtained using the first method. Lenz et al. [1] used a similar two-step approach but with a deep learning architecture which however could not work well on all types of objects and often predicted a grasp location that was not the best grasp for that particular object such as in [26] the algorithm predicted the grasp for a shoe was from its laces which in practice failed when the robot tried to grasp using the shoelaces while in [1] the algorithm sometimes could not predict grasps which are more practical using just the local information as well as due to the RGB-D sensor used. Yan et al. [27] used point cloud prediction network to generate a grasp by first preprocessing the data by obtaining the color, depth, and masked image and then obtaining a 3D point cloud of the object to be fed into a critic network to predict a grasp. Chu et al. [21] propose a novel architecture that can predict multiple grasps for multiple objects simultaneously rather than for a single object. For this, they used a multi-object dataset of their own. The model was also tested on Cornell Grasp Dataset. A robotic grasping method that consists of a ConvNet for object recognition and a

| Table I: A comparison of related work | [1] | [2] | [3] | [4] | [5] | [6] | [7] | [8] | Ours |
|--------------------------------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| Real Robot Experiments               | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   |
| Adversarial Objects                  | ✗   | ✗   | ✗   | ✓   | ✗   | ✗   | ✓   | ✗   | ✓   |
| Clutter                              | ✓   | ✗   | ✓   | ✓   | ✗   | ✗   | ✓   | ✗   | ✓   |
| Results on Cornell                   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   |
| Results on Jacquard                  | ✗   | √   | ✗   | ×   | ✗   | ✗   | ✓   | ✗   | ✓   |
| Code Available                       | ✓   | ✗   | ✓   | ✗   | ✓   | ✗   | ✓   | ✗   | ✓   |
III. PROBLEM FORMULATION

In this work, we define the problem of robotic grasping as predicting antipodal grasps for unknown objects from an n-channel image of the scene and executing it on a robot.

Instead of the 5 dimensional grasp representation used in [1], [2], [4], we use an improved version of grasp representation similar to the one proposed by Morrison et al. in [20]. We denote the grasp pose in robot frame as:

\[ G_r = (P, \Theta, W_r, Q) \] (1)

where, \( P = (x, y, z) \) is tool tip's center position, \( \Theta \) is tools rotation around the z-axis, \( W_r \) is the required width for the tool, and \( Q \) is the grasp quality score.

We detect a grasp from an n-channel image \( I = \mathbb{R}^{n \times h \times w} \) with height \( h \) and width \( w \), which can be defined as:

\[ G_t = (x, y, \Theta, W, Q) \] (2)

where \((x, y)\) corresponds to the center of grasp in image coordinates, \( \Theta \) is the rotation in camera's frame of reference, \( W \) is the required width in image coordinates, and \( Q \) is the same scalar as in equation (1).

The grasp quality score \( Q \) is the quality of the grasp at every point in the image and is indicated as a score value between 0 and 1 where a value that is in proximity to 1 indicates a greater chance of grasp success. \( \Theta \) indicates the antipodal measurement of the amount of angular rotation required at each point to grasp the object of interest and is represented as a value in the range \([-\frac{\pi}{2}, \frac{\pi}{2}]\). \( W \) is the required width which is represented as a measure of uniform depth and indicated as a value in the range of \([0, W_{\text{max}}]\) pixels. \( W_{\text{max}} \) is the maximum width of the antipodal gripper.

To execute a grasp obtained in the image space on a robot, we can apply the following transformations to convert the image coordinates to robot’s frame of reference.

\[ G_r = T_{e_r}(T_{ci}(G_t)) \] (3)

where, \( T_{ci} \) is a transformation that converts image space into camera's 3D space using the intrinsic parameters of the camera, and \( T_{e_r} \) converts camera space into the robot space using the camera pose calibration value.

This notation can be scaled for multiple grasps in an image. The collective group of all the grasps can be denoted as:

\[ G = (\Theta, W, Q) \in \mathbb{R}^{3 \times h \times w} \] (4)

where \( \Theta, W, \) and \( Q \) represents three images in the form of grasp angle, grasp width and grasp quality score respectively calculated at every pixel of an image using equation (2).

IV. APPROACH

We propose a dual-module system to predict, plan and perform antipodal grasps for the objects in the scene. The overview of the proposed system is shown in fig.1. The inference module is used to predict suitable grasp poses for the objects in the camera's field of view. The control module uses these grasp poses to plan and execute robot trajectories to perform antipodal grasps.

A. Inference module

The inference module consists of three parts. First, the input data is pre-processed where it is cropped, resized, and normalized. If the input has a depth image, it is inpainted to obtain a depth representation [30]. The 224 x 224 n-channel processed input image is fed into the GR-ConvNet. It uses n-channel input that is not limited to a particular type of input modality such as a depth-only or RGB-only image as our input image. Thus, making it generalized for any kind of input modality. The second generates three images as grasp angle, grasp width, and grasp quality score as the output using the features extracted from the pre-processed image using GR-ConvNet. The third infers grasp poses from the three output images.

B. Control module

The control module mainly incorporates a task controller that performs tasks such as pick-and-place and calibration. The controller requests a grasp pose from the inference module which returns the grasp pose with the highest quality score. The grasp pose is then converted from camera coordinates into robot coordinates using the transform calculated from hand-eye calibration [31]. Further, the grasp pose in robot frame is used to plan a trajectory to perform the pick and place action using inverse kinematics through a ROS interface. The robot then executes the planned trajectory. Due to our modular approach and ROS integration, this system can be adapted for any robotic arm.

C. Model architecture

Fig. 2 shows the proposed GR-ConvNet model, which is a generative architecture that takes in an n-channel input image and generates pixel-wise grasps in the form of three images. The n-channel image is passed through three convolutional layers, followed by five residual layers and convolution transpose layers to generate four images. These output images consist of grasp quality score, required angle in the form
of $\cos2\Theta$, and $\sin2\Theta$ as well as the required width of the end effector. Since the antipodal grasp is uniform around $\pm\frac{\pi}{2}$, we extract the angle in the form of two elements $\cos2\Theta$ and $\sin2\Theta$ that output distinct values that are combined to form the required angle.

The convolutional layers extract the features from the input image. The output of the convolutional layer is then fed into 5 residual layers. As we know, accuracy increases with increasing the number of layers. However, it is not true when you exceed a certain number of layers, which results in the problem of vanishing gradients and dimensionality error, thereby causing saturation and degradation in the accuracy. Thus, using residual layers enables us to better learn the identity functions by using skip connections. After passing the image through these convolutional and residual layers, the size of the image is reduced to $56 \times 56$, which can be difficult to interpret. Therefore, to make it easier to interpret and retain spatial features of the image after convolution operation, we up-sample the image by using a convolution transpose operation. Thus, we obtain the same size of the image at the output as the size of the input.

Our network has a total of 1,900,900 parameters which indicate that our network is comparatively shorter as opposed to other networks [4], [22], [29]. Thereby making it computationally less expensive and faster in contrast to other architectures using similar grasp prediction techniques that contain millions of parameters and complex architectures. The lightweight nature of the model makes it suitable for closed-loop control at a rate of up to 50 Hz.

D. Training methodology

For a dataset having objects $D = \{D_1 \ldots D_n\}$, input scene images $I = \{I^1 \ldots I^n\}$ and successful grasps in image frame $G_i = \{g_{1i} \ldots g_{mi}\}$, we can train our model end-to-end to learn the mapping function $\gamma(I, D) = G_i$ by minimizing the negative log-likelihood of $G_i$ conditioned on the input image scene $I$, which is given by:

$$-\frac{1}{n} \sum_{j=1}^{n} \frac{1}{m_j} \sum_{j=1}^{m_j} \log\gamma(g_{ji}^j | I^i)$$  \hspace{1cm} (5)

The models were trained using the Adam optimizer [32] and standard backpropagation and mini-batch SGD technique [33]. The learning rate was set as $10^{-3}$ and a mini-batch size of 8 was used. We trained the model using three random seeds, and report the average of the three seeds.

E. Loss function

We analyzed the performance of various loss functions for our network and after running a few trials found that in order to handle exploding gradients, the smooth L1 loss also known as Huber loss works best. We define our loss as:

$$\mathcal{L}(G_i, \hat{G}_i) = \frac{1}{n} \sum_{k} z_k$$  \hspace{1cm} (6)

where $z_k$ is given by:

$$z_k = \begin{cases} 
0.5(G_{ik} - \hat{G}_k)^2, & \text{if } |G_{ik} - \hat{G}_k| < 1 \\
|G_{ik} - \hat{G}_k| - 0.5, & \text{otherwise}
\end{cases}$$  \hspace{1cm} (7)

$G_i$ is the grasp generated by the network and $\hat{G}_i$ is the ground truth grasp.

V. EVALUATION

A. Datasets

There are a limited number of publicly available antipodal grasping datasets. Table II shows a summary of the publicly available antipodal grasping datasets. We used two of these datasets for training and evaluating our model. The first one is the Cornell grasp dataset [26], which is the most common grasping dataset used to benchmark results, and the second one is a more recent Jacquard grasping dataset [34], which is more than 50 times bigger the Cornell grasp dataset.

| Dataset   | Modality | Objects | Images | Grasps |
|-----------|----------|---------|--------|--------|
| Cornell   | RGB-D    | 240     | 1035   | 8019   |
| Dextnet   | Depth    | 1500    | 6.7M   | 6.7M   |
| Jacquard  | RGB-D    | 11k     | 54k    | 1.1M   |
In our experiments, we evaluate our approach on: (i) two standard datasets, (ii) household objects, (iii) adversarial objects, and (iv) objects in clutter.

VI. EXPERIMENTS

In our experiments, we evaluate our approach on: (i) two standard datasets, (ii) household objects, (iii) adversarial objects, and (iv) objects in clutter.

A. Setup

To get the scene image for the real-world experiments, we used the Intel RealSense Depth Camera D435 that uses stereo vision to calculate depth. It consists of a pair of RGB sensors, depth sensors, and an infrared projector. The experiments were conducted on the 7-DoF Baxter Robot by Rethink Robotics. A two-fingered parallel gripper was used for grasping the test objects. The camera was mounted behind the robot arm looking over the shoulder.

The execution times for our proposed GR-ConvNet are measured on a system running Ubuntu 16.04 with an Intel Core i7-7800X CPU clocked at 3.50 GHz and an NVIDIA GeForce GTX 1080 Ti graphics card with CUDA 10.

B. Household test objects

A total of 35 household objects were chosen for testing the performance of our system. Each object was tested individually for 10 different positions and orientations which resulted in 350 grasp attempts. The objects were chosen such that each object represented different shape, size, and geometry; and had minimum or no resemblance with each other. We created a mix of deformable, difficult to grasp, reflective, and small objects that need high precision. Fig. 3a shows the set of objects that were used for the experiments.

C. Adversarial test objects

Another set consisting of 10 adversarial objects with complex geometry was used to evaluate the accuracy of our proposed system. These 3D printed objects have abstract geometry with indefinite surfaces and edges that are hard to perceive and grasp. Each of these objects was tested in isolation for 10 different orientations and positions and made up of a total of 100 grasp attempts. Fig. 3b shows the adversarial objects used during the experiments.

D. Objects in clutter

Industrial applications such as warehouses require objects to be picked in isolation as well as from a clutter. Therefore, to perform our experiments on cluttered objects we carried out 10 runs with 60 unseen objects. A set of distinct objects for each run was selected from the previously unseen novel objects to create a cluttered scene. An example of this is shown in fig. 5. Each run is terminated when there are no objects in the camera’s field of view.

VII. RESULTS

In this section, we discuss the results of our experiments. We evaluate GR-ConvNet on both the Cornell and the Jacquard dataset to examine the outcomes for each of the datasets based on factors such as the size of the dataset, type of training data and demonstrate our model’s capacity to generalize to any kind of object. Further, we show that our model is able to not only generate a single grasp for isolated objects but also multiple grasps for multiple objects in clutter.

Fig. 4 shows the qualitative results obtained on previously unseen objects. The figure consists of output in image representation $G_i$ in the form of grasp quality score $Q_i$, the required
angle for grasping $\Theta_i$, and the required gripper width $W_i$. It also includes the output in the form of a rectangle grasp representation projected on the RGB image.

Further, we demonstrate the viability of our method in comparison to other methods by gauging the performance of our network on different types of objects. Additionally, we evaluate the performance of our network on different input modalities. The modalities that the model was tested on included uni-modal input such as depth only and RGB only input images; and multi-modal input such as RGB-D images. Table III show that our network performed better on multi-modal data as compared to uni-modal data since multiple input modalities enabled better learning of the input features.

A. Cornell Dataset

We follow a cross-validation setup as in previous works [1], [2], [4], [23], [16], using image-wise (IW) and object-wise (OW) data splits. Table III shows the performance of our system for multiple modalities in comparison to other techniques used for grasp prediction. We obtained state-of-the-art accuracy of 97.7% on Image-wise split and 96.6% on Object-wise split using RGB-D data, outperforming all competitive methods as seen in table III. The results obtained on the previously unseen objects in the dataset depict that our network can predict robust grasps for different types of objects in the validation set. The data augmentation performed on the Cornell grasp dataset improved the overall performance of the network. Further, the recorded prediction speed of 20ms per image suggests that GR-ConvNet is suitable for real-time closed-loop applications.

B. Jacquard Dataset

For the Jacquard dataset, we trained our network on 90% of the dataset images and validated on 10% of the remaining dataset. As the Jacquard dataset is much larger than the Cornell dataset, no data augmentation was required. We performed
experiments on the Jacquard dataset using multiple modalities and obtained state-of-the-art results with an accuracy of 94.6% using RGB-D data as the input. Table IV shows that our network not only gives the best results on the Cornell grasp dataset but also outperforms other methods on the Jacquard dataset.

### C. Grasping novel objects

Along with the state-of-the-art results on two standard datasets, we also demonstrate that our system equally outperforms in robotic grasping experiments for novel real-world objects. We used 35 household and 10 adversarial objects to evaluate the performance of our system in the physical world using the Baxter robotic arm. Each of the objects was tested for 10 different positions and orientations. The robot performed 334 successful grasps of the total 350 grasp attempts on household objects resulting in an accuracy of 95.4% and 93 successful grasps out of 100 grasp attempts on adversarial objects giving an accuracy of 93%. Table V shows our results in comparison to other deep learning based approaches in robotic grasping.

The results obtained in table V and fig. 4 indicates that GR-ConvNet is able to generalize well to new objects that it has never seen before. The model was able to generate grasps for all the objects except for a transparent bottle.

### D. Objects in clutter

Along with predicting optimum grasps for novel real objects, our robust model is able to predict multiple antipodal grasps for multiple objects in clutter. Each run was performed with as well as without object replacement, and we achieved a grasp success of 93.5% by averaging grasp success for every successful grasp attempt in each run. Despite the model being trained only on isolated objects, it was able to efficiently predict grasps for manifold objects. Moreover, fig. 4(d) shows grasps predicted for multiple objects and fig. 5 illustrates robot grasping household and adversarial objects in cluttered environments. This demonstrates that GR-ConvNet generalizes to all types of objects and can predict robust grasps for multiple objects in clutter.

### E. Failure case analysis

In our experimental results, there are only a few cases that can be accounted for as failures. Of them, the objects that had extremely low grasp scores and those that slipped from the gripper in spite of the gripper being closed were the most common ones. This could be attributed to the inaccurate depth information coming from the camera and the gripper misalignment due to collision between the gripper and nearby objects.

Another case where the model was unable to produce a good grasp was for the transparent bottle as seen in fig. 4(e). This could be due to inaccurate depth data captured by the camera because of possible object reflections. However, by combining depth data along with RGB data, the model was still able to generate a fairly good grasp for the transparent objects.

### VIII. CONCLUSION

We presented a modular solution for grasping novel objects using our Generative Residual Convolutional Neural Network
that uses n-channel input data to generate images that can be used to infer grasp rectangles for each pixel in an image. We evaluated the GR-ConvNet on two standard datasets, the Cornell grasp dataset and the Jacquard dataset and obtained state-of-the-art results on both the datasets. We also validated the proposed system on novel real objects in clutter using a robotic arm. The results demonstrate that our system can predict and perform accurate grasps for previously unseen objects. Moreover, the low inference time of our model makes the system suitable for closed-loop robotic grasping.

In future work, we would like to extend our solution for different types of grippers used such as single and multiple suction cups and multi-fingered grippers. We would also like to use depth prediction techniques to accurately predict depth for reflective objects, which can aid in improving the grasp prediction accuracy for reflective objects like the bottle.
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