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ABSTRACT. Let $U$ be a Haar distributed matrix in $U(n)$ or $O(n)$. In a previous paper, we proved that after centering, the two-parameter process

$$T^{(n)}(s,t) = \sum_{i \leq \lfloor ns \rfloor, j \leq \lfloor nt \rfloor} |U_{ij}|^2$$

converges in distribution to the bivariate tied-down Brownian bridge. In the present paper, we replace the deterministic truncation of $U$ by a random one, where each row (resp. column) is chosen with probability $s$ (resp. $t$) independently. We prove that the corresponding two-parameter process, after centering and normalization by $n^{-1/2}$ converges to a Gaussian process. On the way we meet other interesting convergences.

1. Introduction

Let us consider a unitary matrix $U$ of size $n \times n$. We fix two integers $p < n$ and $q < n$ and delete deterministically $n - p$ rows and $n - q$ columns. Let us call $U_{p,q}$ the (rectangular) matrix so obtained. It is well known that if $U$ is Haar distributed in $U(n)$, the random matrix $U_{p,q}(U_{p,q})^*$ has a Jacobi matricial distribution and that if $(p/n, q/n) \to (s, t) \in (0,1)^2$, its empirical spectral distribution converges to a limit $D_{s,t}$ (see for instance [5]), often called the generalized Kesten-McKay distribution. It is clear from the invariance of the Haar distribution on $U(n)$ that we can keep the first $p$ rows and the first $q$ columns.

In [10] we studied the trace of $U_{p,q}(U_{p,q})^*$. It is the squared of the Frobenius (or Euclidean) norm of $U_{p,q}$. Actually we set $p = \lfloor ns \rfloor, q = \lfloor nt \rfloor$ and considered the process indexed by $s, t \in [0,1]$. We proved that, after centering, but without any normalization, the process converges in distribution, as $n \to \infty$ to a bivariate tied-down Brownian bridge. Previously, Chapuy [4] proved a similar result for permutation matrices, with a $n^{-1/2}$ normalization.

Besides, for purposes of random geometry analysis, in [13] (see also [12]) B. Farrell deletes randomly and independently a proportion $1 - s$ of rows and a proportion $1 - t$ of columns. Let us call $U^{s,t}$ the matrix so obtained. Farrell
proved that (for fixed $s, t$) the empirical spectral distribution of $U^{s,t} (U^{s,t})^*$ has an explicit limiting distribution which is precisely $D_{s,t}$. Actually, Farrell considered first the (deterministic) DFT matrix

$$F_{jk} = \frac{1}{\sqrt{n}} e^{-2i\pi(j-1)(k-1)/n}, j, k = 1, \ldots, n,$$

and proved that a Haar unitary matrix has the same behaviour.

It is then tempting to study the same statistic as above, when using this random truncation. Of course, instead of the DFT, we can as well consider any (random or not) matrix whose all elements are of modulus $n^{-1/2}$, for instance a (normalized) complex Hadamard matrix.

To define all random truncations simultaneously and get a two-parameter process, we define a double array of $n^2$ auxiliary uniform variables, in order to generate Bernoulli variables. We will prove below that after centering, we need a normalization to get a Gaussian limiting process.

We use the Skorokhod space $D([0,1]^2)$. It consists of functions from $[0,1]^2$ to $\mathbb{R}$ which are at each point right continuous (with respect to the natural partial order of $[0,1]^2$) and admit limits in all "orthants". The space $D([0,1]^2)$ is endowed with the topology of Skorokhod (see [3] for the definition).

For the sake of completeness, we treat also the one-parameter process, i.e. truncation of the first column of the unitary matrix, and the case of permutation matrices.

In Farrell [13] is also mentioned another way of truncation, used in [18], consisting in drawing only one array of $n$ Bernoulli variables to determine the choice of rows and columns. We did not consider this model here, to make the paper shorter.

The rest of the paper is organized as follows. In Sec. 2 we introduce the basic notations with the main statistics and the list of limiting processes. In Sec. 3 we present the statements of convergence in distribution for all models. In particular Theorem 3.3 says that at the first order, the difference between DFT, Haar unitary or Haar orthogonal random matrices is not seen by the statistics $T^{(n)}$ at the limit since only the randomness of the truncation contributes. Besides, Proposition 3.5 says that this difference is seen at the second order, by means of the process $Z^{(n)}$. Sec. 4 is devoted to the proofs. The most delicate part is the proof of Prop. 3.5 (2). We first prove the convergence of finite dimensional distributions after replacement of the indicator variables by Gaussian ones (Lindeberg’s strategy). Then we prove tightness of the process rescaled by $n^{-1/2}$ by application of Davydov and Zitikis’s criterion [8]. It could be noted that before that, we tried several tightness criteria for the unscaled (two-parameter) process, such as Bickel and Wichura [3] or Ivanoff [14], but they failed. In Sec. 6, we gather

\footnote{We hope to address a definite answer to the question of weak convergence of $Z^{(n)}$ in a forthcoming paper.}
all the estimates of moments; i.e. of polynomial integrals on $\mathbb{U}(n)$ and $O(n)$.

Finally in Sec. 7, we give the proof of the Lindeberg’s strategy.

2. Notations

We introduce the random processes that we will consider in this paper and the various limiting processes involved.

2.1. The main statistics. Let $U \in \mathbb{U}(n)$ be the unitary group of size $n$ and let $U_{i,j}$ be the generic element of $U$. Let now $R_i, i = 1, \cdots, n$ and $C_j, j = 1, \cdots, n$ be two independent families of independent random variables uniformly distributed on $[0,1]$.

For the one-parameter model, we introduce two processes.

\begin{align*}
B_0^{(n)} &= \left( \sum_{1}^{[ns]} (|U_{11}|^2 - 1/n) , \ s \in [0,1] \right), \tag{2.1} \\
B_0^{(n)} &= \left( \sum_{1}^{n} |U_{11}|^2 (1_{R_i \leq s} - s) , \ s \in [0,1] \right). \tag{2.2}
\end{align*}

For the two parameters model, we introduce the same framework. Let

\begin{align*}
T_{s,t}^{(n)} &= \sum_{i \leq [ns],j \leq [nt]} |U_{ij}|^2, \tag{2.3}
\end{align*}

and

\begin{align*}
T^{(n)} &= \left( T_{s,t}^{(n)} , \ s, t \in [0,1] \right).
\end{align*}

Let now

\begin{align*}
T_{s,t}^{(n)} := \sum_{i,j=1}^{n} |U_{ij}|^2 1_{R_i \leq s} 1_{C_j \leq t}. \tag{2.4}
\end{align*}

We have clearly, since $|U_{ij}|^2$ and $(R_i,C_j)$ are independent,

\begin{align*}
T_{s,t}^{(n)} - ET_{s,t}^{(n)} &= \sum_{i,j=1}^{n} |U_{ij}|^2 \left[ 1_{R_i \leq s} 1_{C_j \leq t} - st \right]. \tag{2.5}
\end{align*}

Introducing the centering of Bernoulli variables, and using the fact that the matrix $U$ is unitary, we may write

\begin{align*}
T_{s,t}^{(n)} - ET_{s,t}^{(n)} &= Z_{s,t}^{(n)} + n^{1/2} W_{s,t}^{(n)} \tag{2.6}
\end{align*}

where

\begin{align*}
Z_{s,t}^{(n)} &= \sum_{i,j=1}^{n} |U_{ij}|^2 \left[ 1_{R_i \leq s} - s \right] \left[ 1_{C_j \leq t} - t \right] \tag{2.7}
\end{align*}

\begin{align*}
W_{s,t}^{(n)} &= sB_{t}^{(n)} + tG_{s}^{(n)} \tag{2.8}
\end{align*}
with the empirical processes
\[ F_t^{(n)} := n^{-1/2} \sum_{j=1}^{n} [1_{C_j \leq t} - t] ; \quad G_s^{(n)} := n^{-1/2} \sum_{i=1}^{n} [1_{R_i \leq s} - s]. \]  \hspace{1cm} (2.9)

In the sequel, we denote,
\[ T_t^{(n)} = \left( T_{s,t}^{(n)}, s, t \in [0, 1] \right), \quad Z_s^{(n)} = \left( Z_{s,t}^{(n)}, s, t \in [0, 1] \right), \]
\[ F_t^{(n)} = \left( F_t^{(n)}, t \in [0, 1] \right), \quad G_t^{(n)} = \left( G_t^{(n)}, t \in [0, 1] \right), \]
and
\[ W_s^{(n)} = \left( W_{s,t}^{(n)}, s, t \in [0, 1] \right). \]

2.2. Gaussian processes and bridges. The classical Brownian bridge denoted by \( B_0 \) is a centered Gaussian process with continuous paths defined on \([0, 1]\) of covariance
\[ \mathbb{E}(B_0(s)B_0(s')) = s \wedge s' - ss'. \]

The bivariate Brownian bridge denoted by \( B_{0,0} \) is a centered Gaussian process with continuous paths defined on \([0, 1]^2\) of covariance
\[ \mathbb{E}(B_{0,0}(s,t)B_{0,0}(s',t')) = (s \wedge s')(t \wedge t') - ss'tt'. \]

The tied-down bivariate Brownian bridge denoted by \( W^{(\infty)} \) is a centered Gaussian process with continuous paths defined on \([0, 1]^2\) of covariance
\[ \mathbb{E}[W^{(\infty)}(s,t)W^{(\infty)}(s',t')] = (s \wedge s' - ss')(t \wedge t' - tt'). \]

Let also \( W^{(\infty)} \) be the centered Gaussian process with continuous paths defined on \([0, 1]^2\) of covariance
\[ \mathbb{E}[W^{(\infty)}(s,t)W^{(\infty)}(s',t')] = ss'(t \wedge t') + (s \wedge s')tt' - 2ss'tt'. \]

It can be defined also as
\[ W^{(\infty)}(s,t) = sB_0(t) + tB'_0(s) \]
where \( B_0 \) and \( B'_0 \) two independent one parameter Brownian bridges.

At last we will meet the process denoted by \( B_0 \otimes B_0 \) which is a centered process with continuous paths defined on \([0, 1]^2\) by
\[ B_0 \otimes B_0(s,t) = B_0(s)B'_0(t) \]
where \( B_0 \) and \( B'_0 \) are two independent Brownian bridges. This process is not Gaussian, but it has the same covariance as \( W^{(\infty)} \).
3. Convergence in distribution

We present unified results in the cases of unitary and orthogonal groups. For this purpose we use the classical notation
\[ \beta' = \frac{\beta}{2} = \begin{cases} 1/2 & \text{in the orthogonal case,} \\ 1 & \text{in the unitary case.} \end{cases} \]

Let us begin with the one-parameter processes, where \( \xrightarrow{\text{law}} \) means convergence in distribution in \( D([0,1]) \).

**Theorem 3.1.** We have:
\[ \sqrt{n}B_0^{(n)} \xrightarrow{\text{law}} \sqrt{\beta' - 1}B_0, \]  \((3.1)\)
\[ \sqrt{n}B_0^{(n)} \xrightarrow{\text{law}} \sqrt{1 + \beta' - 1}B_0. \]  \((3.2)\)

(3.1) is well known since at least Silverstein [17] (in the case \( \beta' = 1 \)). Both results are a direct consequence of the fact that the vector \( (|U_i|^2, i = 1, \ldots, n) \) follows the Dirichlet \( (\beta', \ldots, \beta') \) distribution on the simplex (see a detailed proof in Section 4).

Let us continue with the two-parameters processes, where now \( \xrightarrow{\text{law}} \) means convergence in distribution in \( D([0,1]^2) \), and \( \xrightarrow{\text{fidi}} \) means convergence in distribution of finite dimensional marginals. The different normalizations are explained in Remark 3.7.

We begin with a recall of the convergence in the deterministic model of truncation which was proved in Theorem 1.1 of [10].

**Theorem 3.2.** Under the Haar measure on \( \mathbb{U}(n) \) or \( \mathbb{O}(n) \),
\[ \left( T^{(n)} - \mathbb{E}T^{(n)} \right) \xrightarrow{\text{law}} \sqrt{\beta' - 1}W^{(\infty)}. \]

In the sequel we will prove the following convergences for the second model of truncation.

**Theorem 3.3.**
1. Under the DFT model, or more generally when \( |U_{ij}|^2 = 1/n \) a.s. for every \( i, j \),
\[ n^{-1/2} \left( T^{(n)} - \mathbb{E}T^{(n)} \right) \xrightarrow{\text{law}} W^{(\infty)}. \]
2. Under the Haar measure on \( \mathbb{U}(n) \) or \( \mathbb{O}(n) \),
\[ n^{-1/2} \left( T^{(n)} - \mathbb{E}T^{(n)} \right) \xrightarrow{\text{law}} W^{(\infty)}. \]

The proof uses the decomposition (2.6):
\[ T^{(n)} - \mathbb{E}T^{(n)} = n^{1/2}W^{(n)} + Z^{(n)}. \]

The following trivial lemma (consequence of the convergence of empirical processes \( F^{(n)} \) and \( G^{(n)} \)) rules the behavior of \( W^{(n)} \) and the following Proposition 3.5 provides a convergence in distribution of \( Z^{(n)} \) hence a convergence in probability to 0 for \( n^{-1/2}Z^{(n)} \).
Lemma 3.4. 
\[ \mathcal{W}^{(n)} \xrightarrow{\text{law}} \mathcal{W}^\infty. \quad (3.3) \]

Proposition 3.5. 
(1) Under the DFT model, or more generally if \(|U_{ij}|^2 = 1/n\) a.s. for every \(i, j\), 
\[ \mathcal{Z}^{(n)} \xrightarrow{\text{law}} B_0 \otimes B_0. \]

(2) Under the Haar model, 
\[ \mathcal{Z}^{(n)} \xrightarrow{\text{fidi}} \sqrt{\beta'-1} \mathcal{W}^{(\infty)} + B_0 \otimes B_0, \quad (3.4) \]
where \(B_0 \otimes B_0\) and \(W^{(\infty)}\) are independent, and 
\[ n^{-1/2} \mathcal{Z}^{(n)} \xrightarrow{\text{P}} 0. \quad (3.5) \]

Since our studies have for origin the article of Chapuy [4] which proved (3.6) on random permutations, we give now the complete behavior of the above statistics in this case.

Theorem 3.6. Assume that \(U\) is a random permutation of \([n]\). We have 
\[ n^{-1/2} \mathcal{W}^{(n)} \xrightarrow{\text{law}} \mathcal{W}^{(\infty)} \quad (3.6) \]
\[ n^{-1/2} \left( \mathcal{T}^{(n)} - \mathbb{E} \mathcal{T}^{(n)} \right) \xrightarrow{\text{law}} B_{0,0} \quad (3.7) \]
\[ n^{-1/2} \mathcal{Z}^{(n)} \xrightarrow{\text{law}} \mathcal{W}^{(\infty)}. \quad (3.8) \]

Remark 3.7. Let \(M^{p,q} = U^{p,q} (U^{p,q})^*\) and \(M^{s,t} = U^{s,t} (U^{s,t})^*\). For \(s, t\) fixed, the random variables \(T^{(n)}_{s,t}\) and \(T^{(n)}_{s,t}\) are linear functionals of the empirical spectral distribution of \(M^{[ns],[nt]}\) and \(M^{s,t}\) respectively. For classical models in Random Matrix Theory, the convergence of fluctuations of such linear functionals do not need a normalizing factor, since the variance is bounded (the eigenvalues are repelling each other). Here, this is indeed the case for \(T^{(n)}_{s,t}\) (see [11] for the complete behavior for general test functions).

But, in the case of \(T^{(n)}_{s,t}\), we have 
\[ \text{Var} \mathbb{E} [T^{(n)}_{s,t} | R_1, \ldots, R_n, L_1, \ldots, L_n] = O(n), \]
which demands a normalization.

Remark 3.8. Going back to the decomposition (2.6), gathering the convergences in (3.3) (3.7) and (3.8) and the covariances, we recover the identity 
\[ B_{0,0} \xrightarrow{\text{law}} \mathcal{W}^{\infty} + \mathcal{W}^{\infty} \]
where the two processes in the RHS are independent, fact which was quoted in [9] section 2.

4. Proofs

4.1. Proof of Theorem 3.1. It is known that the vector \((|U_{1i}|^2, i = 1, \ldots, n)\) is distributed uniformly on the simplex. Actually, the result is a consequence of the following proposition.
Proposition 4.1. Let \((u_i, i = 1, \ldots, n)\) Dirichlet \((\beta', \ldots, \beta')\) distributed.

1. The process \(n^{1/2} \{ \sum_{i=1}^{n} (u_i - 1/n), s \in [0, 1] \}\) converges in distribution to \(\sqrt{\beta' - 1} B_0\).

2. The process \(n^{1/2} \{ \sum_{i} u_i (1_{R_i \leq s} - s), s \in [0, 1] \}\) converges in distribution to \(\sqrt{1 + \beta' - 1} B_0\).

Proof. It is easy to see that \((u_1, \ldots, u_n) \sim \left( \frac{g_1}{g_1 + \cdots + g_n}, \ldots, \frac{g_n}{g_1 + \cdots + g_n} \right)\) (4.1)

with \(g_i\) independent and gamma distributed with parameter \(\beta'\).

(1) The above representation yields the following equality in law between processes

\[
n^{1/2} \left\{ \sum_{i=1}^{ns} (u_i - 1/n) \right\} \xrightarrow{\text{law}} n \left( \frac{\mathcal{S}_{ns} - \beta' ns}{\sqrt{n}} - \frac{ns}{n} \mathcal{S}_n - n\beta' \right)\]

where \(\mathcal{S}_k = \sum_{i=1}^{k} g_i\). The WLLN and the Donsker’s theorem gives the convergence to \(\sqrt{\beta' - 1} (B(s) - sB(1))\) where \(B\) is the standard Brownian motion.

(2) The process \(n^{1/2} \{ \sum_{i} u_i (1_{R_i \leq s} - s), s \in [0, 1] \}\) is an example of a weighted empirical process. We may apply the Theorem 1.1 of Koul and Ossiander [15] p.544. Set \(v_{ni} = nu_i\) be the weights. Under the following conditions on the weights:

1. \(n^{-1} \sum_i v_{ni}^2 \xrightarrow{P} \gamma\)

2. \(n^{-1/2} \max_i v_{ni} \xrightarrow{P} 0\),

the process converges to the product of \(\gamma\) by an independent Brownian bridge. For the first one, we start from the representation (4.1), apply the SLLN twice and get

\[
\left( n^{-1} \sum_i v_{ni}^2 \right)^{1/2} \xrightarrow{P} \left( \frac{\mathbb{E}g_1^2}{\mathbb{E}g_1} \right)^{1/2} = \sqrt{1 + \beta' - 1}.
\]

For the second one, we have:

\[
n^{-1/2} \max_i v_{ni} = n^{1/2} \frac{\max\{g_i, i = 1, \ldots, n\}}{g_1 + \cdots + g_n}.
\]

Appealing again to the SLLN, it is enough to prove that \(\max\{g_i, i = 1, \ldots, n\} = o(n^{1/2})\) in probability, which is clear (this maximum is of order \(\log n\)). □

4.2. Proof of Theorem 3.6. We notice that the double sums in the definitions of \(\mathcal{T}^{(n)}\) or \(\mathcal{Z}^{(n)}\) are actually single sums where \(j = \pi(i)\) for \(\pi\) a random permutation. Moreover, by exchangeability of the variables \(C_j\), these single sums have (as processes in \(s, t\)) the same distributions as if \(\pi\) was the identity permutation. In this case, we may apply the results of [16],
since \( n^{-1/2}T^{(n)} \) and \( n^{-1/2}Z^{(n)} \) are precisely \( X_n^T \) and \( Y_n \) therein, respectively.

4.3. **Proof of Proposition 3.5.** Under the DFT model, we have \( Z^{(n)} = F^{(n)} \otimes G^{(n)} \), so we have only to study the Haar model, in \( U(n) \) and in \( O(n) \). As long as possible, we keep the notation \( U_{ij} \) for the generic element of \( U \) in both cases, but we use the notation \( O_{ij} \) when we need to stress that the underlying unitary matrix is sampled according to the Haar measure in \( O(n) \).

First, we prove (3.4), i.e. the convergence of finite dimensional distributions, beginning with the 1-dimensional marginals since the notations are easier to follow for the reader, and then using the Cramer-Wold device. In a last part, we prove the tightness, using a criterion due to Davydov and Zitikis [8].

4.3.1. **1-Marginals.** We first consider the convergence of the 1-marginals, i.e. for fixed \( s, t \in [0, 1] \), we show the convergence of \( Z^{(n)}(s, t) \) to \( \sqrt{\beta'} W^\infty(s, t) + B_0 \otimes B_0(s, t) \). By a scaling property, this is equivalent to prove the weak convergence of \( Z^{(n)}(s, t) \sqrt{s(1 - s)t(1 - t)} \) towards \( \sqrt{\beta'} N_1 + N_2 N_3 \) where \( N_i \) are independent standard Gaussian variables. According to the next Proposition, whose proof is given in the Appendix, we can replace the independent centered random variables

\[
R_i := \frac{1}{\sqrt{s(1 - s)}} \quad C_j := \frac{1}{\sqrt{t(1 - t)}}, \quad i, j = 1, \ldots, n
\]

by independent \( \mathcal{N}(0, 1) \) random variables \( X_i \) and \( Y_j \).

**Proposition 4.2.** Let \((R_i)\) and \((C_j)\) two independent sequences of iid centered variables, with variance 1, and finite third moment. Consider also \((X_i)\) and \((Y_j)\) two independent sequences of iid standard Gaussian variables. We define \( A_n = \sum_{i,j=1}^{n} |U_{ij}|^2 R_i C_j \) and \( B_n = \sum_{i,j=1}^{n} |U_{ij}|^2 X_i Y_j \). Then, \( A_n \) and \( B_n \) have the same limiting distribution.

We thus study the bilinear non symmetric form

\[
\Sigma_n := \sum_{i,j=1}^{n} X_i |U_{ij}|^2 Y_j
\]

built from the non symmetric matrix \( \tilde{U} = (|U_{ij}|^2)_{i,j \leq n} \). This matrix is a so-called ”doubly stochastic” matrix ([2], [7]). As a Markovian matrix, it has 1 as dominant eigenvalue.

**Proposition 4.3.** The sequence of random variables

\[
\Sigma_n := \sum_{i,j=1}^{n} X_i |U_{ij}|^2 Y_j
\]
converges in distribution towards $\sqrt{\beta - 1} N_1 + N_2 N_3$ where $N_1, N_2, N_3$ are independent and $N(0,1)$ distributed.

Proof. We know that $E|U_{ij}|^2 = n^{-1}$. We may remark that

$$E[\Sigma_n | X, Y] = n^{-1} \sum_{i,j=1}^n X_i Y_j = \left( \frac{X_1 + \cdots + X_n}{\sqrt{n}} \right) \left( \frac{Y_1 + \cdots + Y_n}{\sqrt{n}} \right) =: S'_n$$

and that $S'_n \overset{\text{law}}{=} N_2 N_3$. Set

$$S_n := \Sigma_n - S'_n = \sum_{i,j=1}^n X_i V_{ij} Y_j$$

with

$$V_{ij} = |U_{ij}|^2 - n^{-1}.$$  

We will use the characteristic function and conditioning. Set $(X, V) := (X_i, i \leq n, V_{ij}, i, j \leq n)$. Conditionnally upon $(X, V)$, the vector $(S_n, S'_n)$ is Gaussian and

$$\text{cov}(S_n, S'_n | X, V) = n^{-1} \sum_{i,j,k\ell=1}^n X_i X_k V_{k\ell} \text{cov}(Y_j, Y_\ell)$$

$$= n^{-1} \sum_{i,j,k=1}^n X_i X_k V_{kj} = n^{-1} \sum_{i,k=1}^n X_i X_k \left( \sum_{j=1}^n V_{kj} \right) = 0$$

since $U$ is unitary. The variables $S_n$ and $S'_n$ are then independent, conditionnally upon $(X, V)$. Moreover

$$E[\exp i\theta S'_n | (X, V)] = E[\exp i\theta S'_n | X] = \exp -\frac{\theta^2}{2} \left( \frac{\sum_{i=1}^n X_i^2}{n} \right)$$

(4.2)

and

$$E[\exp i\theta S_n | (X, V)] = \exp -\frac{\theta^2}{2} \hat{S}_n$$

(4.3)

where

$$\hat{S}_n := \sum_{j=1}^n \left( \sum_{i=1}^n V_{ij} X_i \right)^2 = \sum_{i,j=1}^n X_i X_j H_{ij},$$

with

$$H_{ij} = (V V^*)_{ij}, \ i, j = 1, \ldots, n.$$  

This implies

$$E \exp i\theta \Sigma_n = E \exp -\frac{\theta^2}{2} \left( n^{-1} \left( \sum_{i=1}^n X_i \right)^2 + \hat{S}_n \right)$$

(4.4)
Since $(\sum X_i)^2/n$ is distributed as $N^2$ (where $N$ is $N(0, 1)$), if we prove that
\[
\widehat{S}_n := \sum_{j=1}^{n} \left( \sum_{i=1}^{n} V_{ij} X_i \right)^2 \xrightarrow{P} \beta^{t-1},
\]
we will conclude that
\[
E \exp i\theta \Sigma_n \rightarrow E \exp -\frac{\theta^2}{2} (N^2 + \beta^{t-1})
\]
and this limit is the characteristic function of $N_2N_3 + \sqrt{\beta^{t-1}}N_1$.

It is clear that (4.5) is implied by
\[
\lim_n \mathbb{E} \widehat{S}_n = \beta^{t-1}
\]
(4.6)
and
\[
\lim_n \mathbb{E} (\widehat{S}_n)^2 = \beta^{t-2}.
\]
(4.7)
To prove these assertions, we will need some joint moments of elements of the matrix $H$, which are themselves affine functions of moments of the matrix $U$.

The first limit in (4.6) is easy to obtain since
\[
\mathbb{E} \widehat{S}_n = \sum_i \mathbb{E} H_{ii} = n\mathbb{E} H_{11} = n^2 \mathbb{E} (V_{11})^2 = n^2 \text{Var} V_{11}
\]
(4.11)
\[
= \begin{cases} 
  n^2 \text{Var} |O_{11}|^2 = \frac{2(n+3)}{n+2} & \text{in the orthogonal case,} \\
  n^2 \text{Var} |U_{11}|^2 = \frac{n-1}{n+1} & \text{in the unitary case,}
\end{cases}
\]
(4.12)
where we refer to (5.1).

To prove (4.7) we expand $\widehat{S}_n^2$:
\[
\widehat{S}_n^2 = \sum_{i,j,k,\ell=1}^{n} X_i X_j X_k X_\ell H_{ij} H_{\ell k}.
\]
(4.13)
In the expectation, the only non vanishing terms are obtained according to the decomposition
\[
\mathbb{E} \widehat{S}_n^2 = \sum_{i=j, k=\ell \neq i} + \sum_{i=k, j=\ell \neq i} + \sum_{i=\ell, j=k \neq i} + \sum_{i=j=k=\ell}
\]
(4.14)
\[
= (1) + (2) + (3) + (4).
\]
(4.15)
Since $(\mathbb{E} X_i^2)^2 = 1$ and $\mathbb{E} X_i^4 = 3$ we have successively
\[
(1) = n(n-1)\mathbb{E} (H_{11}H_{22})
\]
(4.16)
\[
(2) = (3) = n(n-1)\mathbb{E}(H_{12}^2)
\]
(4.17)
\[
(4) = 3n\mathbb{E}H_{11}^2.
\]
(4.18)
Now
\[
\mathbb{E} H_{11}^2 = n\mathbb{E} V_{11}^4 + n(n-1)\mathbb{E} (V_{11}^2 V_{12}^2)
\]
(4.19)
\[
\mathbb{E} (H_{11}H_{22}) = n\mathbb{E} (V_{11}^2 V_{21}^2) + n(n-1)\mathbb{E} (V_{11}^2 V_{22}^2)
\]
(4.20)
\[
\mathbb{E}(H_{12}^2) = n\mathbb{E} (V_{11}^2 V_{21}^2) + n(n-1)\mathbb{E} (V_{11}V_{12}V_{21}V_{22}).
\]
(4.21)
From Lemma 5.1 (see (5.7) with $k = 4$),

\[
\mathbb{E} \hat{S}_n^2 = n^2(n-1)^2 \mathbb{E} (V_{11}^2V_{22}^2) + 2n^2(n-1)^2 \mathbb{E} (V_{11}V_{12}V_{21}V_{22}) + o(1). \tag{4.17}
\]

and from Lemma 5.3, we conclude that (4.7) holds, which ends the proof of 4.3. □

4.4. Finite-dimensional marginals. We now consider the convergence of the finite dimensional distributions, following the same scheme of proof as in the case of the 1-dimensional marginal. The Lindeberg’s strategy statement is now:

**Proposition 4.4.** Let $(\beta_i(s))$ and $(\gamma_i(s))$ be two independent sequences of independent Brownian bridges. Define

\[
G_n(s, t) = \sum_{i,j} |U_{ij}|^2 \beta_i(s) \gamma_j(t)
\]

Then, the processes $Z_n$ and $G_n$ have the same finite dimensional limiting distributions.

We then consider the convergence of the finite-dimensional distributions of the process

\[
G_n(s, t) = \sum_{i,j} |U_{ij}|^2 \beta_i(s) \gamma_j(t) = S_n(s, t) + S_n'(s, t)
\]

where $S_n'(s, t) = \frac{1}{n} \sum_{i,j} \beta_i(s) \gamma_j(t)$, $S_n(s, t) = \sum_{i,j} V_{ij} \beta_i(s) \gamma_j(t)$ and $(\beta_i)$, $(\gamma_j)$ are two independent sequences of independent bridges. Let $(s_1, t_1), \ldots, (s_K, t_K) \in [0,1]^2$, $\alpha_1, \ldots, \alpha_K \in \mathbb{R}$ and define

\[
\Sigma_n = \sum_{l=1}^K \alpha_l G_n(s_l, t_l) := S_n + S_n'
\]

given the decomposition of $G_n$. Conditionally to $(V, \beta, i \leq n)$, $(S_n, S_n')$ is a Gaussian vector with covariance

\[
\text{cov}(S, S'(V, \beta)) = \frac{1}{n} \sum_{l,l'=1}^K \sum_{i,j,i',j'=1} \alpha_l \alpha_{l'} V_{ij} \beta_i(s_l) \beta_{i'}(s_{l'}) \text{cov}(\gamma_j(t_l), \gamma_{j'}(t_{l'}))
\]

\[
= \frac{1}{n} \sum_{l,l'=1}^K \sum_{i,j=i',j'=1} \alpha_l \alpha_{l'} \beta_i(s_l) \beta_{i'}(s_{l'}) g(t_l, t_{l'}) \sum_{j=1}^n V_{ij}
\]

\[= 0 \]

where $g(t, t')$ denotes the covariance of the Brownian bridge and we use that $\sum_j V_{ij} = 0$. Thus $S_n$ and $S_n'$ are conditionally independent given $(V, \beta)$. Thus,

\[
\mathbb{E} \left[ \exp i \theta \Sigma_n | (V, \beta) \right] = \mathbb{E} \left( \mathbb{E} \left[ \exp i \theta S_n' | (V, \beta) \right] \mathbb{E} \left[ \exp i \theta S_n | (V, \beta) \right] \right)
\]
\[ \mathbb{E}\left[ \exp i\theta S_n(V, \beta) \right] = \exp \left( -\frac{\theta^2}{2n} \left( \sum_{i=1}^{K} \alpha_i \alpha_{i'} g(t_i, t_{i'}) \left( \sum_{i=1}^{n} \beta_i(s_i) \right) \right) \right) \]

\[ = \exp \left( -\frac{\theta^2}{2} \left( \sum_{i=1}^{K} \alpha_i \alpha_{i'} g(t_i, t_{i'}) \beta(s_i) \beta(s_{i'}) \right) \right), \]

and

\[ \mathbb{E}\left[ \exp i\theta S_n(V, \beta) \right] = \exp \left( -\frac{\theta^2}{2} \tilde{S}_n \right) \]

where

\[ \tilde{S}_n = \sum_{l,l' = 1}^{K} \alpha_l \alpha_{l'} g(t_l, t_{l'}) \sum_{i,k = 1}^{n} H_{i,k} \beta_i(s_i) \beta_k(s_{i'}). \]

We now prove the convergence in probability of \( \tilde{S}_n \) to

\[ L := \beta' - 1 \sum_{i=1}^{K} \alpha_i \alpha_{i'} g(s_i, s_{i'}) g(t_i, t_{i'}). \]

We have first

\[ \mathbb{E}(\tilde{S}_n) = \sum_{l,l' = 1}^{K} \alpha_l \alpha_{l'} g(t_l, t_{l'}) g(s_l, s_{l'}) \sum_{i=1}^{n} \mathbb{E}(H_{ii}) \]

and \( \sum_i \mathbb{E}(H_{ii}) = n \mathbb{E}(H_{11}) \rightarrow \beta' - 1. \) Now,

\[ \tilde{S}_n^2 = \sum_{l,l',p,p' = 1}^{K} \sum_{i,j,k,q = 1}^{n} \alpha_l \alpha_{l'} \alpha_p \alpha_{p'} g(t_l, t_{l'}) g(t_p, t_{p'}) \]

\[ \times H_{ik} H_{jq} \beta_i(s_i) \beta_j(s_j) \beta_k(s_k) \beta_q(s_{q'}). \]

Taking the expectation, non zero terms are obtained when the indexes \( i, j, k, q \) are equal 2 by 2. Moreover, the only non null contribution at the limit is given for the combination \( i = k, j = q, i \neq j \) from Lemma 5.3. We thus obtain that \( \mathbb{E}(\tilde{S}_n^2) \) converges to

\[ \beta' - 2 \sum_{l,l',p,p' = 1}^{K} \alpha_l \alpha_{l'} \alpha_p \alpha_{p'} g(t_l, t_{l'}) g(t_p, t_{p'}) g(s_l, s_{l'}) g(s_p, s_{p'}) = L^2 \]

proving the convergence in probability of \( \tilde{S}_n \) as desired. Thus, we have obtained

\[ \mathbb{E}(\exp i\theta \Sigma_n) \rightarrow \mathbb{E}\left( \exp -\frac{\theta^2}{2} \left( \sum_{l,l'} \alpha_l \alpha_{l'} g(t_l, t_{l'}) \beta(s_l) \beta(s_{l'}) + L \right) \right). \]
Since
\[ L = \mathbb{E} \left( \sum_t \alpha_t \sqrt{\beta_t} W^{(\infty)}(s_t, t_t) \right)^2 \]
and
\[ \mathbb{E} \left( \exp - \frac{\theta^2}{2} \left( \sum_{t, t'} \alpha_t \alpha_{t'} g(t_1, t_1') \beta(s_1) \beta(s_1') \right) \right) = \mathbb{E} \left( \exp i \theta \sum_t \alpha_t B^0 \otimes B^0(s_t, t_t) \right) , \]
we have proved (3.4) in the sense of the finite dimensional distributions.

4.5. **Tightness of** \( n^{-1/2} Z^{(n)} \). For the tightness, owing to the structure of the process \( Z_n \) we apply a criterion due to Davydov and Zitikis [8] which can be reformulated as follows.

**Theorem 4.5** (Davydov-Zitikis). Let \( \xi^{(n)} \) be a sequence of stochastic processes in \( D([0, 1]^2) \) such that \( \xi^{(n)} \overset{\text{fidi}}{\to} \xi \) and \( \xi^{(n)}(0) = 0 \). Assume that

1. there are constants \( \alpha \geq \beta > 2, c \in (0, \infty) \) and \( a_n \downarrow 0 \) such that for all \( n \geq 1 \), we have
   \[ \sup_{s', t'} \mathbb{E} \left( |\xi^{(n)}(s + s', t + t') - \xi^{(n)}(s', t')|^6 \right) \leq c|||s, t|||^\beta , \quad (4.18) \]
   whenever \( |||s, t||| \geq a_n \), where \( |||s, t||| = \max(|s|, |t|) \).

2. the process \( \xi^{(n)} \) can be written as the difference of two coordinate-wise non-decreasing processes \( \xi_1^{(n)} \) and \( \xi_2^{(n)} \) such that \( \xi_2^{(n)} \) satisfies
   \[ \sup_{s, t \leq 1} \max \{ \xi_2^{(n)}(s, t + a_n) - \xi_2^{(n)}(s, t), \xi_2^{(n)}(s + a_n, t) - \xi_2^{(n)}(s, t) \} = o_P(1) , \]
   \[ (4.19) \]
then the process \( \xi^{(n)} \) converges weakly to \( \xi \).

We will prove the two following lemmas.

**Lemma 4.6.** \( Z^{(n)} \) satisfies (4.18).

**Lemma 4.7.** For any sequence \( (b_n) \) with \( b_n \to +\infty, b_n^{-1} Z^{(n)} \) satisfies (4.19).

Proof of Lemma 4.6. Let us compute the moment of order 6 of the increments. Let \( s, s', t, t' \in [0, 1] \) such that \( s + s' \leq 1, t + t' \leq 1 \) and \( B = |s'|, s + s'| \times |t'|, t + t'| \). Recall that the increment of \( Z_n \) over \( B \) is given by
\[ Z_n(B) = Z_n(s + s', t + t') - Z_n(s + s', t) - Z_n(s', t + t') + Z_n(s', t') . \]

It is easy to see that
\[ \mathbb{E}(Z_n(B)^6) = \mathbb{E}(Z_n(s, t)^6) . \]

We have, using the notation \( B_i = (1_{t_i \leq s}) - s \) and \( B'_j = (1_{c_j \leq t}) - t \):

\[ \mathbb{E}(Z_n(B)^6) = \sum_{i_k, j_k, k = 1 \ldots 6} \mathbb{E}(\prod_{k=1}^6 |U_{ik, jk}|^2) \mathbb{E}(\prod_{k=1}^6 B_{ik}) \mathbb{E}(\prod_{k=1}^6 B'_{jk}) . \quad (4.20) \]
Since the $B_i$ and $B'_i$ are independent and centered, in the RHS of the above equation, the non null term in the sum are obtained when the $i_k$ (resp. the $j_k$) are equal at least 2 by 2. We now use the following properties: for some $C > 0$,

- $\left| \mathbb{E}(B_k^i) \right| \leq Cs$ for $2 \leq k \leq 6$
- $\left| \mathbb{E}((B'_j)^k) \right| \leq Ct$ for $2 \leq k \leq 6$
- $\mathbb{E}(\prod_{k=1}^{6} |U_{i_kj_k}|^2) = O(\frac{1}{n^4})$ (see [5.7])

It follows that $(C$ may change from line to line)$

\[
\mathbb{E}(Z_n(B)^6) \leq C \left( \frac{st}{n^4} + \frac{st^2}{n^3} + \frac{st^3}{n^2} + \frac{s^2t^2}{n^2} + \frac{s^2t^3}{n} + s^3t^3 \right). \quad (4.21)
\]

Note that if $s \geq \frac{1}{n}$ and $t \geq \frac{1}{n}$,

\[
\mathbb{E}(Z_n(B)^6) \leq Cs^3t^3. \quad (4.22)
\]

Define $\| (s, t) \| = \sup(|s|, |t|)$. If $\| (s, t) \| \geq \frac{1}{n}$, we can see from (4.21) that

\[
\mathbb{E}(Z_n(B)^6) \leq C\| (s, t) \|^3. \quad (4.23)
\]

We now consider the increment $Z_n(s+s', t+t') - Z_n(s', t')$. It is easy to see that

\[
Z_n(s+s', t+t') - Z_n(s', t') = Z_n(B) + Z_n(B_1) + Z_n(B_2)
\]

where $B_1 = [0, s'] \times [t', t'+t]$ and $B_2 = [s', s'+s] \times [0, t']$. Therefore,

\[
\mathbb{E}(|Z_n(s+s', t+t') - Z_n(s', t')|^6) \leq C(\mathbb{E}(Z_n(B)^6) + \mathbb{E}(Z_n(B_1)^6) + \mathbb{E}(Z_n(B_2)^6)).
\]

From (4.21), we can see that in any case, for $i = 1, 2$, if $\| (s, t) \| \geq \frac{1}{n}$ :

\[
\mathbb{E}(Z_n(B_i)^6) \leq C\| (s, t) \|^3.
\]

For example, if $s \leq \frac{1}{n} \leq t$,

\[
\mathbb{E}(Z_n(B_2)^6)) \leq C \frac{s}{n^5} \leq Cst^2 \leq Ct^3.
\]

We have thus proved the following: if $\| (s, t) \| \geq \frac{1}{n}$,

\[
\mathbb{E}(|Z_n(s+s', t+t') - Z_n(s', t')|^6) \leq C\| (s, t) \|^3,
\]

which is exactly [4.18] with $a_n = n^{-1}$, $\alpha = 6$ and $\beta = 3$. □

**Proof of Lemma 4.7** Indeed, we can write:

\[
Z_n(s, t) = \Xi_1(s, t) - \Xi_2(s, t)
\]

with

\[
\Xi_1(s, t) = \sum_{i,j} |U_{ij}|^2 1_{L_i \leq s} 1_{C_j \leq t} + st, \quad \Xi_2(s, t) = s \sum_j 1_{C_j \leq t} + t \sum_i 1_{L_i \leq s}
\]
and both these processes are coordinate-wise non-decreasing. Let us now check \((4.19)\) with \(\xi_n^{(1)} = \Xi_n^1/b_n\) and \(\xi_n^{(2)} = \Xi_n^2/b_n\). We have to prove that for \(\delta = 1/n\),
\[
\sup_{s,t \leq 1} \max\{\Xi_n^2(s, t + \delta) - \Xi_n^2(s, t), \Xi_n^2(s + \delta, t) - \Xi_n^2(s, t)\} = o_P(b_n).
\]
(4.24)

Owing to the symmetry of the roles played by \(C_j\) and \(L_i\), we will focus on the first term in the above maximum. We have
\[
\Xi_n^2(s, t + \delta) - \Xi_n^2(s, t) = s \sum_j 1_{t \leq C_j \leq t + \delta} + \delta \sum_i 1_{L_i \leq s}
\]
\[
\leq \sum_j 1_{t \leq C_j \leq t + \delta} + n\delta
\]
\[
:= N_n(t, 1/n) + 1.
\]
(4.25)

We have to prove that, for every \(\varepsilon > 0\),
\[
\mathbb{P}(\sup_{t} N_n(t, 1/n) > \varepsilon b_n) \to 0.
\]
(4.27)

or, equivalently,
\[
\mathbb{P}(\sup_{t} N_n(t, 1/n) > \lfloor \varepsilon b_n \rfloor) \to 0.
\]
(4.28)

The event \(\{\sup_{t} N_n(t, 1/n) > \lfloor \varepsilon b_n \rfloor\}\) means that there is a subinterval of \([0, 1]\) of length \(1/n\) which contains at least \(\lfloor \varepsilon b_n \rfloor\) points of the sample \((C_1, \ldots, C_n)\). Denote by \(\left(\frac{C_{(n)}^{(1)}}{C_{(n)}^{(2)}}, \ldots, \frac{C_{(n)}^{(n)}}{C_{(n)}^{(n)}}\right)\) the reordered sample.

We have (denoting \(C_0 = 0\) by convention)
\[
\{\sup_{t} N_n(t, 1/n) > \lfloor \varepsilon b_n \rfloor\} \subset \{\exists 0 \leq k \leq n : C_{(k + [b_n \varepsilon])}^{(n)} - C_{(k)}^{(n)} \leq 1/n\},
\]
(4.29)

hence, by the union bound
\[
\mathbb{P}(\sup_{t} N_n(t, 1/n) > \lfloor \varepsilon b_n \rfloor) \leq \sum_k \mathbb{P}\left(C_{(k + [b_n \varepsilon])}^{(n)} - C_{(k)}^{(n)} \leq 1/n\right).
\]
(4.30)

It is well known that the spacings follow the Dirichlet distribution of parameter \((1, 1, \ldots, 1)\) so that
\[
C_{(k + r)} - C_{(k)} \xrightarrow{\text{law}} \frac{g_1 + \cdots + g_r}{g_1 + \cdots + g_n},
\]
(4.31)

where \(g_i\) are i.i.d. and exponential. From (4.30), we get
\[
\mathbb{P}(\sup_{t} N_n(t, 1/n) > \lfloor \varepsilon b_n \rfloor) \leq n\mathbb{P}\left(\frac{g_1 + \cdots + g_{[b_n \varepsilon]}}{g_1 + \cdots + g_n} \leq \frac{1}{n}\right) \leq
\]
\[
\leq n\mathbb{P}(g_1 + \cdots + g_n > 2n) + n\mathbb{P}(g_1 + \cdots + g_{[b_n \varepsilon]} \leq 2).
\]
(4.32)
But we know (Chernov bound) that
\[ P(g_1 + \cdots + g_n > 2n) \leq \exp(-nh(2)) \tag{4.33} \]
\[ P(g_1 + \cdots + g_{\lfloor b_n \varepsilon \rfloor} \leq 2) \leq \exp(-\lfloor b_n \varepsilon \rfloor h(2)) \tag{4.34} \]

where
\[ h(x) = x - 1 - \log x. \]

We conclude that (4.19) is fulfilled. □

5. Moments

If \( U \) is Haar distributed matrix on \( U(n) \) or \( O \) Haar distributed on \( O(n) \), let us denote by \( u \) the generic element \(|U_{ij}|^2\) or \(|O_{ij}|^2\). We know that \( u \) follows the beta distribution on \([0, 1]\) with parameter \((\beta', (n-1)\beta')\) so that

\[ E|U_{ij}|^2 = \frac{1}{n}, \quad E|U_{ij}|^4 = \frac{2}{n(n+1)}, \quad \text{Var} |U_{ij}|^2 = \frac{n-1}{n^2(n+1)} \tag{5.1} \]

\[ E|O_{ij}|^2 = \frac{1}{n}, \quad E|O_{ij}|^4 = \frac{3}{n(n+2)}, \quad \text{Var} |O_{ij}|^2 = \frac{2(n+3)}{n^2(n+2)} \tag{5.2} \]

and more generally

\[ E|U_{ij}|^{2k} = \frac{(n-1)!k!}{(n+1+k)!} \tag{5.3} \]
\[ E|O_{ij}|^{2k} = \frac{(2k)!!}{n(n+2)\ldots(n+k-2)}. \tag{5.4} \]

Lemma 5.1. Let \( k \in \mathbb{N}, \)

(1) For every choice of indices \( i = (i_1, \ldots, i_k) \) and \( j = (j_1, \ldots, j_k), \)
\[ E (|U_{i_1j_1}|^2 \ldots |U_{i_kj_k}|^2) = O\left(\frac{1}{n^k}\right). \tag{5.5} \]

(2) For every choice of indices \( i = (i_1, \ldots, i_k) \) and \( j = (j_1, \ldots, j_k), \)
\[ E (|O_{i_1j_1}|^2 \ldots |O_{i_kj_k}|^2) = O\left(\frac{1}{n^k}\right) \tag{5.6} \]

(3) For every choice of indices \( i = (i_1, \ldots, i_k) \) and \( j = (j_1, \ldots, j_k), \) for the unitary and orthogonal cases,
\[ E (V_{i_1j_1} \cdots V_{i_kj_k}) = O\left(\frac{1}{n^k}\right). \tag{5.7} \]

Proof. (1) follows from the Weingarten formula giving the moments of Haar unitary matrix coefficients (see [6], Corollary 2.4).

\[ E (U_{i_1j_1} \cdots U_{i_kj_k} \bar{U}_{i_1j_1} \cdots \bar{U}_{i_kj_k}) = \sum_{\alpha, \beta \in S_k} \delta_{i_1}^{\alpha} \delta_{j_1}^{\beta} Wg(n, \beta \alpha^{-1}) \tag{5.8} \]
where $\tilde{\delta}_i^{\alpha} = 1$ if $i(s) = i(\alpha(s))$ for every $s \leq k$ and 0 otherwise, and the asymptotics of the Weingarten function (see \cite{6}, Proposition 2.6):

$$Wg(n, \sigma) = O(n^{-k-|\sigma|}) \quad (5.9)$$

where $|\sigma| = k - \#(\sigma)$. Note that the maximal order is obtained for the identity permutation $Id$ for which $|Id| = 0$ and in this case, $Wg(n, Id) = n^{-k}(1 + o(1))$.

(2) follows first from the Weingarten formula giving the moments of Haar orthogonal matrix coefficients (see \cite{6}, Corollary 3.4). For every choice of indices $i = (i_1, \ldots, i_k, \bar{i}_1, \ldots, \bar{i}_k)$ and $j = (j_1, \ldots, j_k, \bar{j}_1, \ldots, \bar{j}_k)$,

$$E(O_{i_1j_1} \ldots O_{i_kj_k} O_{\bar{i}_1\bar{j}_1} \ldots O_{\bar{i}_k\bar{j}_k}) = \sum_{p_1, p_2 \in M_{2k}} \delta^{p_1}_{i} \delta^{p_2}_{j} Wg^{G(n)}(p_1, p_2) \quad (5.10)$$

where $M_{2k}$ denotes the set of pairings of $[2k]$, $Wg^{G(n)}(p_1, p_2)$ is the orthogonal Weingarten matrix and $\delta^{p_1}_{i}$ (resp. $\delta^{p_2}_{j}$) is equal to 1 or 0 if $i$ (resp. $j$) is constant on each pair of $p_1$ (resp. $p_2$) or not. We then use asymptotics for the orthogonal Weingarten matrix (see \cite{6}, Theorem 3.13):

$$Wg^{G(n)}(p_1, p_2) = O(n^{-k-l(p_1, p_2)})$$

for some metric $l$ on $M_{2k}$.

(3) follows from (1), resp. (2), and the definition of $V$ in terms of $|U|^2$. □.

We now need to have precise asymptotics for some moments of $U$ up to order 8.

**Proposition 5.2.**

(1)

$$E(|U_{11}|^4 |U_{22}|^4) = \frac{4}{n^4} + O\left(\frac{1}{n^5}\right) \quad (5.11)$$

$$E(|U_{11}|^2 |U_{12}|^2 |U_{21}|^2 |U_{22}|^2) = \frac{1}{n^4} + O\left(\frac{1}{n^5}\right) \quad (5.12)$$

$$E(|U_{11}|^2 |U_{22}|^4) = \frac{2}{n^3} + O\left(\frac{1}{n^4}\right) \quad (5.13)$$

$$E(|U_{11}|^2 |U_{12}|^2 |U_{22}|^2) = \frac{1}{n^3} + O\left(\frac{1}{n^4}\right) \quad (5.14)$$

(2)

$$E(|O_{11}|^4 |O_{22}|^4) = \frac{9}{n^4} + O\left(\frac{1}{n^5}\right) \quad (5.15)$$

$$E(|O_{11}|^2 |O_{12}|^2 |O_{21}|^2 |O_{22}|^2) = \frac{1}{n^4} + O\left(\frac{1}{n^5}\right) \quad (5.16)$$

$$E(|O_{11}|^2 |O_{22}|^4) = \frac{3}{n^3} + O\left(\frac{1}{n^4}\right) \quad (5.17)$$

$$E(|O_{11}|^2 |O_{12}|^2 |O_{22}|^2) = \frac{1}{n^3} + O\left(\frac{1}{n^4}\right) \quad (5.18)$$
Proof. Let us first prove (1). We shall give the details for the first formula (5.11), the other ones are similar. From (5.8) and (5.9), the main contribution in (5.8) is given by the pairs $(\alpha, \beta)$ for which $\beta \alpha^{-1} = Id$. We now give all the permutations $\alpha$ and $\beta$ giving a non null contribution in (5.8) for the computation of $E(\|U_{11}\|^4\|U_{22}\|^4)$. The admissible permutations $\alpha$ are given by their cycle decomposition:

$$
\alpha_1 = Id = (1), (2), (3), (4) \\
\alpha_2 = (12), (3), (4) \\
\alpha_3 = (1), (2), (34) \\
\alpha_4 = (12), (34)
$$

and the same for the $\beta$.

There are 4 pairs of permutations giving $\beta \alpha^{-1} = Id$, those corresponding to $\alpha = \beta$. Therefore, we obtain (5.11).

For (5.12), the admissible $\alpha$ are the same and the corresponding $\beta$ are given by

$$
\beta_1 = Id = (1), (2), (3), (4) \\
\beta_2 = (13), (2), (4) \\
\beta_3 = (1), (3), (24) \\
\beta_4 = (13), (24).
$$

Thus, there is only one pair $(\alpha_1, \beta_1)$ giving the main contribution.

The proof for the moments of order 6 is similar.

Let us now prove (2). We refer to the paper [1]. In particular, these authors define

$$
I_n \left( \begin{array}{cc} a & c \\ b & d \end{array} \right) = E(O_{11}^a O_{12}^b O_{21}^c O_{22}^d), \quad I_{n-1}(a, b) = E(O_{11}^a O_{12}^b).
$$

In the sequel we denote

$$
m!! = (m-1)(m-3)\ldots
$$

We need

$$
I_n \left( \begin{array}{cc} 4 & 0 \\ 0 & 4 \end{array} \right), I_n \left( \begin{array}{cc} 2 & 2 \\ 2 & 2 \end{array} \right), I_n \left( \begin{array}{cc} 2 & 0 \\ 0 & 4 \end{array} \right), I_n \left( \begin{array}{cc} 2 & 2 \\ 0 & 2 \end{array} \right)
$$

The first and the third are ruled by Theorem C therein, so that

$$
I_n \left( \begin{array}{cc} 2 & 0 \\ 0 & 4 \end{array} \right) = \frac{n!4!!(n+4)!!}{n!!(n+2)!!(n+5)!!} = \frac{3(n+3)}{n(n-1)(n+2)(n+4)} = \frac{3}{n^3} + O\left(\frac{1}{n^4}\right)
$$

and

$$
I_n \left( \begin{array}{cc} 4 & 0 \\ 0 & 4 \end{array} \right) = \frac{n!4!!(n+6)!!}{(n+2)!!(n+2)!!(n+7)!!} = \frac{9(n+3)(n+5)}{(n+6)(n+4)(n+2)(n+1)n(n-1)} = \frac{9}{n^4} + O\left(\frac{1}{n^5}\right)
$$

Now, from Definition 3.1 therein

$$
I_n \left( \begin{array}{cc} 2 & 2 \\ 2 & 2 \end{array} \right) = [I_{n-1}(2, 2)]^2 \Phi \left( \begin{array}{cc} 2 & 2 \\ 2 & 2 \end{array} \right)
$$
and from Theorem 6.2
\[ \Phi\left( \begin{array}{cc} 2 & 2 \\ 2 & 2 \end{array}\right) = \frac{(n-1)!!}{(n-2)!!}(u_{00} + u_{01} + u_{10} + u_{11}) \]

with
\[ u_{00} = \frac{(n+6)!!}{(n+7)!!} , \quad u_{01} = u_{10} = -2\frac{(n+4)!!}{(n+7)!!} , \quad u_{11} = \frac{4(n+2)!!}{(n+7)!!} \]

Now, from Theorem 1.2 therein
\[ I_{n-1}(2,2) = \frac{(n-2)!!}{(n+2)!!} \]

which gives
\[ I_n\left( \begin{array}{cc} 2 & 2 \\ 2 & 2 \end{array}\right) = \frac{(n^2 + 4n + 7)}{(n+6)(n+4)(n+2)(n+1)n(n-1)} = \frac{1}{n^4} + O\left(\frac{1}{n^5}\right) \]

The last one is managed with the same scheme:
\[ I_n\left( \begin{array}{cc} 2 & 2 \\ 0 & 2 \end{array}\right) = I_{n-1}(2,2)I_{n-1}(2)\Phi\left( \begin{array}{cc} 2 & 2 \\ 0 & 2 \end{array}\right) \]

and from Theorem 4.3 therein
\[ \Phi\left( \begin{array}{cc} 2 & 2 \\ 0 & 2 \end{array}\right) = \frac{(n-1)!![(n+2)!!]^2}{(n-2)!!n!!(n+5)!!} \]

and since \( I_{n-1}(2) = \mathbb{E}O_{11}^2 = \frac{1}{n} \) we have got
\[ I\left( \begin{array}{cc} 2 & 2 \\ 0 & 2 \end{array}\right) = \frac{(n-1)!!(n+2)!!}{n(n+2)!!n!!(n+5)!!} = \frac{(n+1)}{n^2(n+4)(n+2)} = \frac{1}{n^3} + O\left(\frac{1}{n^4}\right) \]

\[ \square \]

Lemma 5.3.  \hspace{1cm} (1) In the unitary case
\[ \lim_{n \to \infty} n^2(n-1)^2\mathbb{E} (V_{11}^2 V_{22}^2) = 1 \quad (5.20) \]

and
\[ \lim_{n \to \infty} n^2(n-1)^2\mathbb{E} (V_{11} V_{12} V_{21} V_{22}) = 0 \quad (5.21) \]

(2) In the orthogonal case
\[ \lim_{n \to \infty} n^2(n-1)^2\mathbb{E} (V_{11}^2 V_{22}^2) = 4 \quad (5.22) \]

and
\[ \lim_{n \to \infty} n^2(n-1)^2\mathbb{E} (V_{11} V_{12} V_{21} V_{22}) = 0 \quad (5.23) \]

Proof. We develop
\[ V_{11}^2 V_{22}^2 = (|U_{11}|^4 - \frac{2}{n}|U_{11}|^2 + \frac{1}{n^2})(|U_{22}|^4 - \frac{2}{n}|U_{22}|^2 + \frac{1}{n^2}) \]
to obtain
\[
\mathbb{E}(V_{11}^2 V_{22}^2) = \mathbb{E}(|U_{11}|^4 |U_{22}|^4) - \frac{4}{n} \mathbb{E}(|U_{11}|^4 |U_{22}|^2) + \frac{2}{n^2} \mathbb{E}(|U_{11}|^4)
\]
\[
+ \frac{4}{n^2} \mathbb{E}(|U_{11}|^2 |U_{22}|^2) - \frac{4}{n^3} \mathbb{E}(|U_{11}|^2) + \frac{1}{n^4},
\]
(5.24)
in the unitary case and the same expression with $U_{ij}$ replaced by $O_{ij}$ in the orthogonal case. It remains to make the substitutions from Proposition 5.2. The proof of the second limit is similar. \(\square\)

6. Appendix: Proofs of Theorem 4.2 and Theorem 4.4

We define $D_n = \sum_{ij} |U_{ij}|^2 R_i Y_j$ and we prove that $A_n$ and $D_n$ have the same limit in law. We can write

\[ A_n := \sum_{j=1}^{n} \Lambda_j(n) C_j := S_{n-1} + \Lambda_n(n) C_n, \quad D_n := \sum_{j=1}^{n} \Lambda_j(n) Y_j \]

where $\Lambda_j(n) = \sum_{i=1}^{n} |U_{ij}|^2 R_i$ are independent of $C_j$ and $Y_j$. Let $F$ be a smooth function with a bounded third derivative. The first step consists in replacing $C_n$ by $Y_n$ and to compare $\mathbb{E}(F(S_{n-1} + \Lambda_n(n) C_n))$ and $\mathbb{E}(F(S_{n-1} + \Lambda_n(n) Y_n))$. Using a Taylor expansion,

\[
\mathbb{E}(F(S_{n-1} + \Lambda_n(n) C_n)) = \mathbb{E}(F(S_{n-1})) + \mathbb{E}(F'(S_{n-1})) \mathbb{E}(\Lambda_n(n)) \mathbb{E}(C_n)
\]
\[
+ \frac{1}{2} \mathbb{E}(F''(S_{n-1})) \mathbb{E}(\Lambda_n(n)^2) \mathbb{E}(C_n^2) + O(\mathbb{E}(\Lambda_n(n)^3)) \mathbb{E}(C_n^3)
\]

and a similar expression for $\mathbb{E}(F(S_{n-1} + \Lambda_n(n) Y_n))$. All the terms in the two expressions, but the last, are equal. We thus need to estimate $\mathbb{E}(\Lambda_n(n)^3)$

By centering,

\[
\mathbb{E}(\Lambda_n(n)^3) = \sum_{i=1}^{n} \mathbb{E}(|U_{in}|^6) \mathbb{E}(R_i^3) = O\left(\frac{1}{n^2}\right)
\]
(6.1)

from (5.3) or (5.4). We repeat the operation of replacement of $C_j$ by $Y_j$ from $j = n - 1$ to 1 and by a summation, we obtain

\[
\mathbb{E}(F(A_n)) - \mathbb{E}(F(D_n)) = O\left(\frac{1}{n}\right).
\]

In the same way $D_n$ and $B_n$ have the same limit in law, by exchanging the role of $i$ and $j$.

We can extend this proof for the finite dimensional distributions. The proof is the analogue as above, using a Taylor expansion of the two expressions, involving a smooth function $F$ of $k$ variables,

\[
F(S_{n-1}(s_1, t_1) + \Lambda_n(s_1)(1_{(C_n \leq t_1)} - t_1), \ldots, S_{n-1}(s_k, t_k) + \Lambda_n(s_k)(1_{(C_n \leq t_k)} - t_k))
\]

and

\[
F(S_{n-1}(s_1, t_1) + \Lambda_n(s_1) \gamma_n(t_1), \ldots, S_{n-1}(s_k, t_k) + \Lambda_n(s_k) \gamma_n(t_k))
\]

We then use that the process $(1_{(C_t \leq t)} - t)$ has the same covariance as the Brownian bridge and the estimate (6.1). \(\square\)
References

[1] T. Banica, B. Collins and J.M. Schlenke. On polynomial integrals over the orthogonal group. *J. Combin. Theory Ser. A*, 118(3) 778–795, 2011.
[2] G. Berkolaiko. Spectral gap of doubly stochastic matrices generated from equidistributed unitary matrices, *J. Phys. A*, 34(22), 319–326, 2001.
[3] P.J. Bickel and M.J. Wichura. Convergence criteria for multiparameter stochastic processes and some applications. *Ann. Math. Statist.*, 42(5), 1656–1700, 1971.
[4] G. Chapuy. Random permutations and their discrepancy process. *2007 Conference on Analysis of Algorithms*, AofA 07 *Discrete Math. Theor. Comput. Sci. Proc. AH* 415–426, 2007.
[5] B. Collins. Product of random projections, Jacobi ensembles and universality problems arising from free probability. *Probab. Theory Related Fields*, 133, 331–344, 2005.
[6] B. Collins and P. Sniady. Integration with respect to the Haar measure on unitary, orthogonal and symplectic group. *Comm. Math. Phys.*, 264, 773–795, 2006.
[7] D. Chafai. The Dirichlet Markov Ensemble, *J. Multiv. Anal.*, 101(3): 555–567, 2010.
[8] Y. Davydov and R. Zitikis. On weak convergence of random fields, *Ann. Inst. Statist. Math.*, 60, 345–365, 2008.
[9] P. Deheuvels, G. Peccati and M. Yor. On quadratic functionals of the Brownian sheet and related processes, *Annals Probab.*, 116, 493–538, 2006.
[10] C. Donati-Martin and A. Rouault. Truncation of Haar unitary matrices, traces and bivariate Brownian bridge, *Random Matrices Theory Appl.*, 1, 2012, no.1, 115007, 24p.
[11] I. Dumitriu and E. Paquette. Global fluctuations for linear statistics of β-Jacobi ensembles, *arXiv* 1203.6103v3 [mathPR] 2012.
[12] B. Farrell. Limiting Empirical Singular Value Distribution of Restrictions of Unitary Matrices arXiv:1003.1021v1
[13] B. Farrell. Limiting empirical singular value distribution of restrictions of discrete Fourier transform matrices, *J. Fourier. Anal. Appl.*, 17, 733–753, 2011.
[14] B.G. Ivanoff. Stopping times and tightness for multiparameter martingales. *Statist. Probab. Lett.*, 28, 111–114, 1996.
[15] H.L. Koul and M. Ossiander. Weak convergence of randomly weighted dependent residual empirical processes to autoregression *Ann. Statist.*, vol 22 (1), 540–562, 1994.
[16] G. Neuhaus. On weak convergence of stochastic processes with multidimensional time parameter, *Ann. Math. Statist.*, 42, 1285–1295, 1971.
[17] J.W. Silverstein. Describing the behavior of eigenvectors of random matrices using sequences of measures on orthogonal groups, *SIAM J. Math. Anal.*, 12(2), 274–281, 1981.
[18] A.M. Tulino, G. Caire, S. Shamai, and S. Verdu. Capacity of channels with frequency-selective and time-selective fading, *IEEE Trans. Inf. Theory*, 56(3), 1187-1215 (2010).

**Université Versailles-Saint Quentin, LMV UMR 8100, Bâtiment Fermat, 45 avenue des Etats-Unis, F-78035 Versailles Cedex**

*E-mail address: catherine.donati-martin@uvsq.fr*

*URL: http://lmv.math.cnrs.fr/annuaire/catherine-donati/*

**Université Versailles-Saint Quentin, LMV UMR 8100, Bâtiment Fermat, 45 avenue des Etats-Unis, F-78035 Versailles Cedex**

*E-mail address: alain.rouault@uvsq.fr*

*URL: http://rouault.perso.math.cnrs.fr/*