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Abstract—Nowadays, companies such as Amazon, Alibaba, and even pizza chains are pushing forward to use drones, also called UAVs (Unmanned Aerial Vehicles), for service provision, such as package and food delivery. As governments intend to use these immense economic benefits that UAVs have to offer, urban planners are moving forward to incorporate so-called UAV flight zones and UAV highways in their smart city designs. However, the high-speed mobility and behavior dynamics of UAVs need to be monitored to detect and, subsequently, to deal with intruders, rogue drones, and UAVs with a malicious intent.

This paper proposes a UAV defense system for the purpose of intercepting and escorting a malicious UAV outside the flight zone. The proposed UAV defense system consists of a defense UAV swarm, which is capable to self-organize its defense formation in the event of intruder detection, and chase the malicious UAV as a networked swarm.

Modular design principles have been used for our fully localized approach. We developed an innovative auto-balanced clustering process to realize the intercept- and capture-formation. As it turned out, the resulting networked defense UAV swarm is resilient against communication losses. Finally, a prototype UAV simulator has been implemented. Through extensive simulations, we show the feasibility and performance of our approach.

I. INTRODUCTION

Governments, companies, third parties, or even individual citizens could permit UAV owners to use their designated air space during a given time and decide for how long, and so rent space and time to service providers using UAVs. These licensed flight zones (or UAV highways) then can be used for food and package delivery. We will see a diverse range of users and clients of this new kind of resource usage, in particular, in smart cities.

However, the deployment of a large number of UAVs as independent entities comes with risk and security assurances. Due to the high dynamics of the system that cannot be done manually, increasing importance has to be put on the innovation, research, and development of a UAV defense system that consists of a monitoring system and defense UAVs [10].

Such defense UAVs (dUAVs) can autonomously and collaboratively act as a defense swarm to deal with intruders, rogue drones, and UAVs with malicious intent. Malicious UAVs (mUAVs) can be intercepted, captured, and escorted out of the flight zone.

Our approach consists of a swarm of dUAVs that forms a three-dimensional cluster around the mUAV in a way to restrict its movement possibilities. Hereby, we assume that the mUAV is trying to avoid collision with dUAVs to maintain its functioning. By enclosing the mUAV, the movement possibilities are enforced by the dUAVs such that the mUAV surrounded by the dUAVs is moving outside the flight zone, thus escorting the mUAV (see Fig. 1).

A comprehensive UAV defense system is proposed, which is able to deploy auto-organized defense UAVs (dUAV) and create an intercept- and capture-formation to escort malicious UAVs (mUAV) outside the flight zone.

The most outstanding features and contributions of the presented approach are the balanced clustering to realize the intercept- and capture-formation. Additionally, the approach consists of a modular design containing the phases such as deployment, clustering, formation, chase, and escort. All parts of the approach are fully localized, and the resulting networked defense UAV swarm is resilient against communication losses.

Our simulation results show that designated parameters have a greater influence over the total mission time that is needed to escort the malicious UAVs.

The remainder of this paper is organized as follows. Section II reports on related work. In Section III, we define the problem and describe the system model. Section IV, VII, and VIII explain each defense phase. In Section IX, we describe our prototype and conduct a simulation study (cf. Section X). We conclude with Section XI.

II. RELATED WORK

This section describes related work of UAV defense systems and UAV defense swarms. For the sake of completeness, we
additionally include research on formation and positioning of UAVs.

The boom of UAV usage by private users and the forthcoming large-scale commercial applications bring new potential threats. UAV defense systems are therefore a hot topic when it comes to protect against intruders. Various approaches have already been considered to capture or neutralize a UAV, including net and laser guns, radio-wave jamming guns, to drones equipped with nets or trained eagles [14].

Such intruders can also include UAV swarms themselves. Since such enemy swarms are difficult to target and financially not worth being shot because a missile for a whole swarm is much more expensive than a drone, military forces are investing on swarm-on-swarm warfare tactics in order to attack other enemy swarms such as the U.S. Army [11, 15].

Swarms of UAV designated for defensive tasks can be used for collapsing and trapping the enemy swarm. Collapsing is being done via communication jamming in order to disrupt the enemy swarm such that the individual drones get disintegrated and uncoordinated [7]. This can be done, because autonomous UAV systems essentially rely on two types of wireless links, which are the command link to the operator and the navigation signal link [16]. Recent research discusses how a defense mechanism can work to disturb or manipulate these before-mentioned links [8].

Regarding swarm control, research is conducted with flocking and swarming approaches [5]. Some researchers use both terms interchangeably, while others distinguish between them. In [12], an overview is given on flocking and swarming algorithms. While the dynamics of flocking do not follow a predefined goal and therefore do not impose higher controllability levels, swarming can provide explicit elements of controllability to coordinate the swarm to the execution of a task, e.g., maneuvering to a specific tree, while avoiding obstacles on the way. Important work has been done by Reynolds, who introduced the standard model for swarm flocking [13].

There are some node positioning approaches to position UAV in the 3D-space, which are related to our work. For example, Brust et al. [1] propose VBCA, a virtual forces clustering algorithm, which imitates the VSEPR model from molecular geometry for the arrangement of UAVs in a clustered swarm. The UAV’s position is determined by the distance and role of its neighboring UAVs. VBCA assigns the role of a cluster head to one UAV. This central UAV acts as a connector influencing the entire topology of the network geometry while individual UAVs are only affected by their direct neighbors. VBCA is maximizing volume coverage, while maintaining advanced connectivity within the clustered UAV swarm.

III. Problem Definition and System Model

This section defines the system model on which our proposed approach is based. It describes the notations, definitions and assumptions used throughout this paper.

A. Problem definition

For this paper, we assume a malicious UAV (mUAV) has been detected in the flight zone and a number of defense UAVs (dUAVs) have been instructed to initiate the defense mission by intercepting, capturing and escorting the mUAV out of the flight zone. The mUAV tends to escape, while avoiding collision, when it detects the dUAVs.

B. Definitions and notations

| Acronyms and Notation | Definition |
|-----------------------|-----------|
| | Number of elements in the set A |
| B | Set of branches of a cluster head |
| β | Enclosing angle |
| BM-A | Basic message - Accept |
| BM-D | Basic message - Discard |
| CH | Cluster head |
| CM | Control message |
| d | Normalization of vector $\vec{d}$ where $\vec{d} = \frac{\vec{d}}{||\vec{d}||}$ |
| dUAV | Defense UAV |
| $\epsilon_d$ | Collision threshold of dUAV |
| $\epsilon_m$ | Collision threshold of mUAV |
| Flight zone | Restricted area/space |
| mUAV | Malicious UAV |
| N | Set of UAVs in the neighborhood |
| $n_B$ | Pre-defined number of branches of a CH |
| $r_F$ | Formation radius |
| $||\vec{v}||$ | Magnitude of $\vec{v}$ |
| $w_B$ | Balanced clustering weight |
| $w_K$ | KHOPCA weight |

C. Properties

- Every dUAV can have at most one parent and a child.
- CHs have no parent and can have up to $n_B$ children.
- Every CH stores a $n_B$.
- A branch is a dUAV that has a CH as parent.
- The length of a branch $x$ is defined by the number of dUAVs in parent-child relations starting from $x$. The length of $x$ is denoted as $|x|$.
  - Example: CH→ $a$→ $b$→ $c$→ $d$. Then, $|a| = 4$.
- Every dUAV has a clustering weight $w_B$, which is initially set to 0.
- A leaf is the last dUAV in a branch, has the largest $w_B$ in the branch and has no child.
- $w_B$ of a dUAV is defined as its position on a branch.
  - Example: $CH$→ $a$→ $b$→ $c$→ $d$ with $w_B$ assignment $(CH, 0), (a, 1), (b, 2), (c, 3), (d, 4)$
- The difference of the lengths of any two branches cannot exceed 1.

D. Assumptions

- The mUAV has already been detected by every dUAV.
- Possible communication jamming capabilities used for attack or defense are not part of our formation-based approach.
- The mUAV has slightly lower top speed than dUAVs in order to avoid static locking.
- Every UAV actively tries avoiding collisions with each other.
• All UAVs have transmission, distance, relative positioning and absolute position sensing capabilities.
• A high-quality UAV monitoring system is in place that is capable to detect and identify malicious UAVs.

E. Communication model

Every UAV is equipped with a network adapter that can be used to establish a communication channel between UAVs. The communication itself could be realized with infrastructure-less and self-configuring UAV Ad hoc Networks (UAANETs) [9] that are a subset of the Mobile Ad hoc Network (MANET) paradigm. For the sake of simplicity, we assume that every UAV has the capability of periodically scanning the surroundings by using a circular transmission range. Furthermore, we assume a reliable communication channel.

F. UAV monitoring system

We assume that there is a UAV monitoring system in place to detect and identify the approximate location of the malicious UAV in the restricted area. That is, we assume that in the presence of a positive event the UAV monitoring system triggers the UAV defense system, the dUAVs deployment and then, initiates the creation/generation of the UAV defense swarm.

IV. OUR APPROACH

Our approach consists of a swarm of dUAVs to form a three-dimensional cluster around the mUAU in such a way that the mUAU just has a minimum set of movement possibilities. Hereby, we assume that the mUAU is trying to avoid collisions with dUAVs to maintain its functioning. By enclosing the mUAU, the movement possibilities are enforced by the dUAVs such that the mUAU surrounded by the dUAVs are moving outside the flight zone, thus escorting the mUAU (see Fig. 1 (c)).

The proposed approach follows a modular design, implementing four phases to realize the escort maneuver (task, problem), which are (1) clustering phase, (2) formation phase, (3) chase phase, and (4) escort phase.

The clustering and formation algorithms are executed simultaneously during the whole escort mission, whereas the transition between the chase and escort phases are decided by the CH depending on the following conditions:

1) Chase phase to escort phase: The distance between the CH and the mUAU is lower than \( r_F \).
2) Escort phase to chase phase: The distance between the CH and the mUAU is higher than two times \( r_F \).

A detailed description of the individual phases is provided in the next sections.

V. CLUSTERING PHASE

The clustering algorithm is based on the KHOPCA clustering algorithm [2], [4], [3] with the key difference that the structure of the cluster remains balanced. We use KHOPCA for three main reasons. Firstly, it provides a leader election algorithm that creates cluster heads, which is the entry point for our clustering algorithm. Secondly, KHOPCA does not require weights to be unique. Implementing a simple leader election would require such an assumption. Lastly, KHOPCA has been proven to be suitable for highly-dynamic networks, including UAV swarms for surveillance [6].

The cluster structure consists of the CH being in the middle of the cluster, acting as a coordinator of the whole cluster and a set of branches that are around the CH.

The reason for maintaining a balanced structure is the formation. Our goal is to construct a clustering that is suitable for the desired formation that looks like a closed hemisphere where the CH tries to enclose its branches in order to catch a mUAU. Therefore, the branches should ideally have the same length to be balanced. We also introduced the notation of a branch since it simplifies the modeling of the formation by considering a sequence of inter-connected dUAVs rather than single ones. The weighting constraint is defined as follows:

\[
\forall b_i, b_j \in B : |b_i.length - b_j.length| \leq 1.
\]

The weighting constraint states that the difference of the lengths of any two branches cannot exceed 1. In section V-D we illustrate how the re-balancing of the cluster works. Re-balancing is required due to unexpected connection losses. In section VI we elaborate on the formation.

The clustering is done fully locally at each UAV. We can distinguish between the three different states that an UAV can be in: UAV, dUAU and CH. The difference between UAVs and dUAVs is that UAVs have no parent, hence are not in a cluster and are searching for a parent while dUAVs are cluster members that are being coordinated by the CH for performing the escort mission. Every other dUAU will adapt its weight according to its parent. The dUAVs with weight \( w_B \) are exactly \( w_B \) hops away from the CH. Note that the weight of the clustering is not the same as the weight that KHOPCA provides. We differentiate between \( w_B \) and \( w_K \), where \( w_K \) is the weight of the balanced clustering algorithm and \( w_K \) is the one from the KHOPCA algorithm. We run both KHOPCA and our balanced clustering algorithm simultaneously. In the following, we elaborate on the different states of UAVs.

A. Behavior: UAV

Initially every UAV is parent-less and scans the neighborhood for a parent. Every UAV does not accept children by default and is flying to the mean position of the neighborhood. This flocking ensures that UAVs nearby will be gathered together so that we can achieve bigger and fewer clusters. The flocking is described in the algorithm [1] and the behavior of UAVs is described in the algorithm [2].

The UAVs scan the neighborhood for possible parents that accept children. If there exists more than one, we should consider to apply a criterion to choose one from \{parents\}. Our criterion is the minimal distance from the requesting UAV to the parent. Therefore, we sort the possible parent dUAVs in ascending order of distance. This enables a short
Hence, the leaves can start accepting a new child. This is due to the fact that it is the branches that have the minimal length among all branches. Therefore, upon message receipt, the CHs stop accepting further children. Let $B$ be a branch. If $B$ is reached, CHs then inform the children that they can now start accepting an additional child. We distinguish between the following two message types:

1) **Basic Message**
   - These messages are sent from the CH to its branches in order to trigger them into accepting an additional child (BM-A) or to discard (BM-D) the current child. Discarding a child at $w_B$, of a branch $r$ leads to the discarding of $|r| - w_B + 1$ dUAVs since the message will be passed recursively to all children.

2) **Control Message**
   - CMs are recursively send from dUAVs to the CH in order to notify about a new child.

CMs, as shown in Algorithm 2, have the purpose of knowing the length of the branches of a CH which is crucial for the balancing mechanism.

Algorithm 2 Behavior of UAVs (non-CH and parent-less)

```
DoFlocking($N$)
    parents ← \{ $n \in N \mid u.accept$ \}
    if |parents| > 0 then
        duav = apply criterion to select $p \in parents$
        request connection with duav
    end if
```

Algorithm 3 Behavior of CHs

```
accept ← true
while accept do
    if $|B| = n_B$ then
        send BM-A to all children
        accept ← false
    end if
end while
```

The algorithm runs until $|B| = n_B$. Then, CHs only act upon message receipt.

Upon receipt of a CM, CHs send a BM-A message to all its branches that have the minimal length among all branches. Hence, the leaves can start accepting a new child. This is how the CH ensures balancing. The balancing is a key feature that distinguishes our algorithm from KHOPCA. This behavior upon message receipt is described in the algorithm 4.

Algorithm 4 CH: upon receipt of a CM

```
senderUAV ← sender of CM
b_s ← getBranch(senderUAV)
if $b_s$ not null then
    $b_s.length ← |b_s| + 1$
    if $|B| = n_B$ then
        $\min ← \min\{b \in B : |b|\}$
        for $b \in B$ do
            if $|b| = \min$ then
                send BM-A to $b$
            end if
        end for
    end if
end if
```

C. Behavior: dUAV

The dUAVs have a parent and hence are in a cluster. They wait for incoming messages from the CH and are ready for chasing and formation. The dUAVs that are leaves in a cluster might still accept children. Let $d$ be a dUAV that has accepted a UAV $c$ as a child. Then, the following steps are executed:

- $c$ will join the cluster, hence become a dUAV
- $c.w_B ← d.w_B + 1$
- $d.accept = false$
- $d$ will send a CM to its parent

Let $d$ receive a CM. $d$ will propagate the CM to his parent. Let $d$ receive a BM-A message. If $d$ has a child, it will no longer accept children and propagate the BM-A message to his child. If $d$ is a leaf, it will start accepting a child.

Let $d$ receive a BM-D message. If $d$ has a child, it will propagate the message to his child and discard the connection. $d$ will take the state of a UAV, thus resetting its $w_K$, performing flocking and searching for a new parent.

D. Cluster re-balancing

Due to connection losses, the cluster can lose its balance. Therefore, we implemented a self re-balancing mechanism that keeps the cluster balance according to the weighting constraint.

In Fig. 2 the re-balancing of a cluster is depicted. Algorithm 5 shows the procedure of cluster re-balancing. Note that only CHs run the re-balancing algorithm.

Algorithm 5 Cluster balancing

```
min ← \min\{b \in B : |b|\}
for $b \in B$ do
    if $|b| > \min + 1$ then
        b.removeChildAt($\min + 2$)
        b.length = $\min + 1$
    end if
end for
```
The branch does occupy only $1^{th}$ of the imaginary circle. Every member of the branch lies on the edges of this circle. Therefore, if we were to mirror the singular branch in 2D along $y$-axis and then mirror the resultant along the $x$-axis, we would get a regular polygon with $n$ sides. Here, $n = 4 \cdot \text{max}$. Any regular polygon can be inscribed within a circle.

With this we can now find the $r_F$ with the following formula

$$r_F = \frac{\epsilon_d}{2 \sin(\frac{\pi}{2 \text{max}})}$$

where $r$ is the formation radius, $a$ is the length of a side in the polygon which is equal to the $\epsilon_d$.

**B. Determining branch rotations**

Now that we have $r_F$, we know how far from the cluster head the branches are going to exceed. However to determine the positions of each branch relative to the cluster head along the $z$-axis as shown in Fig. 3 we would need to rotate each point along the $z$-axis. To calculate the rotation positions we use the Rodrigues’ rotation formula as follows

$$v^\text{rot} = \bar{v}\cos \theta + (\bar{k} \times \bar{v})\sin \theta + \bar{k}(\bar{k} \cdot \bar{v})(1 - \cos \theta),$$

where $\bar{v}$ is the vector that needs to be rotated, $\bar{k}$ is the axis of rotation and $\theta$ is the angle by which the vector $\bar{v}$ needs to be rotated. Steps for calculating this rotation are listed below:

1. Calculate the angular separation theta between every branch. This is done by dividing $2\pi$ by the total number of branches.
2. From the origin of rotation, each branch is $\theta$ away from the previous branch. Let $b \in B$ be the current branch and $i_b$ the current index of $b$. Then, $b$ is an angle of $\theta_{\text{rot}} = \theta \cdot (i_b - 1)$ away from the origin.
3. Rotate $b$ by $\theta_{\text{rot}}$ along the $z$-axis relative to the direction between the mUAV and the CH.
4. Following the Rodrigues rotation formula, the $\bar{v}$ which is the formation direction is a vector perpendicular to the direction heading from CH to the mUAV with a magnitude of $\epsilon_d$.
5. The vector $\bar{v}$, once rotated along the axis of rotation $\bar{k}$, will yield the branch positions along the $z$-axis. Note that at this rotation step, the whole branch will not be in its correct position.
6. The axis of rotation $\bar{k}$ is the direction that is represented by tracing a vector from the CH to the mUAV and normalizing it so that a unit vector is obtained. The values $\bar{v}$ and $\bar{k}$ along with the rotation angle $\theta_{\text{rot}}$ for the concerned specific branch is substituted in the Rodrigues rotation formula to yield the positions for every branch.
7. Every branch member $b_i$ occupies an angle of their corresponding $\theta_{\text{rot}}$, from the origin as shown in Fig.
8. With the fractional angle, the actual positions of each branch member can be calculated. The $x$ component is decomposed to be in the branch parent and tracing the fractional angle over the cluster radius to derive the magnitude. The $z$-axis is in the direction of the mUAV. This decomposition is shown in Fig.
Let $b$ be a dUAV receiving a rotation message. Let $c$ be the child of $b$. Then, $b$ will run Algorithm 6.

Algorithm 6 Children rotation positions

\begin{algorithm}
\begin{algorithmic}
\Procedure{DO\textsc{Rotation}}{$\theta_{frac}, \vec{d}, \vec{v}, r_F, t$}
\State $\alpha_b \leftarrow \theta_{frac} \cdot w_B$
\State $z \leftarrow r_F \cdot \sin(\alpha_b)$
\State $x' \leftarrow \vec{v} \cdot x$
\State $z' \leftarrow \vec{d} \cdot z$
\State $t_{\text{new}} \leftarrow t - \vec{d}$
\State $\text{moveTo}(t_{\text{new}})$
\State send rotation message to $c$ with $(\theta_{frac}, \vec{d}, \vec{v}, r_F, \text{pos})$
\EndProcedure
\end{algorithmic}
\end{algorithm}

VII. CHASE PHASE

During the chase phase, all CHs move towards the mUAV. Because of the continuous execution of the formation algorithm, the resulting movement is also translated to the other members of the clusters. However, the mUAV may be moving towards a certain direction. Thus simply heading directly towards his current position may in some instances not be the shortest path. A strategy to improve the chasing consists in predicting the future position of the mUAV. For this, two positions at different timestamps are compared to each other, forming a movement vector which then can be multiplied by a certain factor in order to obtain the next predicted mUAV position. If needed, multiple points with weight distributions can be used to increase the accuracy of the prediction.

As depicted in Fig. 6, the goal is to project the vector $v$ onto the plane $P$, defined by the normal vector $n$. The resulting vector $v_p$ is then added on top of the main heading direction $n$. The complete procedure is shown in Algorithm 7. Note that $\alpha_{x,y}$ represents the angle between $x$ and $y$.

Algorithm 7 Chase procedure of CHs including mUAV movement prediction

\begin{algorithm}
\begin{algorithmic}
\State $\vec{n} \leftarrow \text{mUAV.pos} - \text{pos}$
\State $\vec{v} \leftarrow \text{mUAV.predicted} - \text{pos}$
\State $\vec{v}_{\text{proj}} \leftarrow \vec{n}.\text{setMag}(\cos(\alpha_{\vec{n}, \vec{v}}) \cdot ||\vec{v}||)$
\State $\vec{v}_p \leftarrow \vec{v} - \vec{v}_{\text{proj}}$
\State $\text{applyForce}(\vec{v}_p, w_0)$
\State $\text{applyForce}(\vec{n}, w_1)$
\end{algorithmic}
\end{algorithm}

Finally, once the distance between the CH and the mUAV is lower than a certain threshold, the enclosure angle of the cluster formation is enlarged, thus trapping the mUAV inside the resulting spherical structure and triggering the escort phase.

VIII. ESCORT PHASE

The escort phase consists of bringing the previously trapped mUAV outside the flight zone. According to our assumptions, the mUAV will try to avoid any collision with nearby UAVs, and thus is forced to move with them as shown on Fig. 10. Optionally, the branches could actively perform anti-escaping blocking maneuvers in order to avoid losing the mUAV due to larger holes in the formation.

During the process, the CH is in charge of the heading, while its branches maintain their relative positions to the CH. Usually, the shortest path to the flight zone border is taken. If needed, this can be freely adjusted depending on the end goal of the mission.

IX. IMPLEMENTATION

As a proof of concept, a tool that simulates the whole process of the escort mission was developed in JavaScript.
This tool contains additional features to model some simplified physics as described hereinafter.

A. Wobbling

Every UAV is able to slightly deviate within a given radius from its anchor point. For this, they continuously generate random Perlin Noise values for their three movement axes. The resulting pseudo-random movement is supposed to represent the real-world floating instability of UAVs, especially on windy weather conditions. In the case of the mUAV, the wobbling can be used in order to simulate a spontaneous and non-predictable movement, making the chase and escort phases less trivial and thus resulting in a more real-world like scenario.

B. Separation

Let $u_1$ and $u_2$ be two UAVs. Let $d = \|u_{1,\text{pos}} - u_{2,\text{pos}}\|$ be the distance between $u_1$ and $u_2$. Then, if $d < \epsilon_d$, a force vector parallel to $d$ and of amplitude $\epsilon_d - d$ is applied to $u_{1,2}$, resulting in a separation. When more UAVs are involved, the sum of all produced vectors is applied. If desired, a constant $c$ can be added to each force vector in order to push the UAVs even further apart, making them less likely to stay at the exact borders of the threshold radius. Note that the defense UAVs and the malicious UAV work similarly in terms of collision avoidance principles, that is, they can only move in a given direction if there is no other UAV.

C. Cumulative force movement logic

Multiple forces of different origins may act on some UAV at the same time. For instance, a UAV may at the same time try to head towards a certain direction and actively try to avoid a collision with another UAV. A force can be described as a directional vector $v$ and a weight $w$. At the end of an update cycle, all executed forces are added together, with respect of their weights, to form a cumulative force $v_{\text{sum}}$. The amplitude of $v_{\text{sum}}$ cannot exceed the maximal velocity of the UAV. The wobbling effect of a UAV is the only movement component that is not translated into force as it is not produced by the UAV itself but by its environment (e.g. wind), implying that the combination of $v_{\text{sum}}$ and the produced wobbling movement may exceed the maximal velocity of that UAV.

D. Visualization

Initially, the simulator creates a set of UAVs randomly distributed within the flight zone and a mUAV. Then each UAV starts running its local clustering algorithms, resulting in cluster formation as illustrated in Fig. 7 where black spheres represent CHs and the red sphere represents the mUAV.

Fig. 8 shows a single cluster which is obtained thanks to a merging mechanism between several clusters which is triggered when at least two CH are within their communication range. Fig. 9 shows how the formation encircles the mUAV with its different branches, and finally Fig. 10 presents the mUAV finally escorted outside the flight zone.

X. SIMULATION STUDY

A. Simulation setup and performance metric

The parameters used for the simulation are presented in Table I.

For all simulations, we consider the existent of one mUAV in the center of the flight zone, whereas dUAVs are uniformly positioned at one side of the flight zone. For each simulation, 100 independent simulation runs have been conducted to ensure a statistical significance.

The performance of the experiments is measured by the time of the dUAVs needed to successfully escort the mUAV outside the flight zone.

B. Experiments and results

By performing the Anderson-Darling normality test over 100 simulations, we obtained a $p$-value of 0.247, thus giving strong evidence that the data follows a normal distribution.

In Fig. 11 we can observe that the impact of the number of dUAVs on the escort time is less restricted. However, the

| Flight zone dimensions | 500 × 500 × 500 |
|------------------------|-----------------|
| Number of dUAVs        | 20              |
| Communication Range    | 100             |
| dUAV Wobbling Radius   | 50              |
| mUAV Wobbling Radius   | 150             |
| dUAV Collision Threshold | 40           |
| mUAV Collision Threshold | 60           |
| Number of Branches     | 3               |
| Angular separation $\theta$ | $\pi/2$    |
| UAV speed              | 0.8             |
| UAV radius             | 10              |

TABLE I: Simulation parameters.

1Perlin Noise: https://mzucker.github.io/html/perlin-noise-math-faq.html
number of clusterless dUAVs, i.e. dUAVs not affiliated to any cluster, increases proportionally to the total amount of dUAVs in the flight zone. Conclusively, since these UAVs do not contribute to the escort mission, resources can be saved here by deploying fewer dUAVs.

The performance of the simulation improves noticeably when choosing a larger communication range between dUAVs until reaching a point of diminishing returns as depicted in Fig. 12. Intuitively, the number of clusterless dUAVs decreases with larger communication range as each UAV can locate its neighbors.

From Fig. 13 it is clear that the wobbling of UAVs has a negative impact on the escort times and therefore should be minimized as much as possible.

Fig. 14 shows that the simulation fails when choosing a dUAV collision threshold over 60 as well as when the mUAV collision threshold is below 40 (Fig. 15). When looking at the initial configuration, we see that the collision threshold for dUAV and mUAV has been chosen to be at 40 and 60 respectively. In fact, as soon as the value of the mUAV surpasses the one of the dUAVs, the simulation fails since the dUAVs are unable to push the mUAV outside its current position.

Finally, Fig. 15 shows that starting from 2, the number of branches does not have a significant impact on the simulation times for the specified initial configuration.

XI. Conclusions and Future Work
A comprehensive UAV defense system has been proposed, which is able to deploy auto-organized defense UAVs (dUAV) and create an intercept- and capture-formation to escort malicious UAVs (mUAV) outside a flight zone.

The most outstanding features and contributions of the presented approach are the balanced clustering to realize the intercept- and capture-formation. Additionally, the approach consists of a modular design containing the phases deployment, clustering, formation, chase, escort. All parts of the approach are fully localized, and the resulting networked defense UAV swarm is resilient against communication losses.
# Simulation steps

mUAV collision threshold

Clusterless dUAVs

Fig. 15: Dependency between mUAV collision threshold and simulation times.

Fig. 16: Dependency between number of branches and simulation times.
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