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Abstract: Deep learning has proven to be an important element of modern data processing technology, which has found its application in many areas such as multimodal sensor data processing and understanding, data generation and anomaly detection. While the use of deep learning is booming in many real-world tasks, the internal processes of how it draws results is still uncertain. Understanding the data processing pathways within a deep neural network is important for transparency and better resource utilisation. In this paper, a method utilising information theoretic measures is used to reveal the typical learning patterns of convolutional neural networks, which are commonly used for image processing tasks. For this purpose, training samples, true labels and estimated labels are considered to be random variables. The mutual information and conditional entropy between these variables are then studied using information theoretical measures. This paper shows that more convolutional layers in the network improve its learning and unnecessarily higher numbers of convolutional layers do not improve the learning any further. The number of convolutional layers that need to be added to a neural network to gain the desired learning level can be determined with the help of theoretic information quantities including entropy, inequality and mutual information among the inputs to the network. The kernel size of convolutional layers only affects the learning speed of the network. This study also shows that where the dropout layer is applied to has no significant effects on the learning of networks with a lower dropout rate, and it is better placed immediately after the last convolutional layer with higher dropout rates.
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1. Introduction
The fields of Artificial Intelligence (AI) and Machine Learning (ML) have been developing rapidly over recent years. The success, especially in deep learning during the last decade, has been rapid with unpredictable achievements in international challenges. Deep learning algorithms have made remarkable progress on numerous ML tasks and dramatically improved the state-of-the-art in many functional areas ranging from visual image recognition to understanding languages from audio [1–5]. As a result of this success, deep learning models have been used in various application areas such as criminal justice, medicine and finance [6].

Despite these successes, there is still no comprehensive understanding of the optimisation process or the internal organisation of deep neural networks, and they are often criticised for being used as mysterious “black boxes” [7]. Deep learning models usually contain millions of parameters and functions. Humans cannot understand this representation and the relations of the parameters, and also cannot physically interpret the results of models. This lack of understanding can lead to a belief that the models are complex, mysterious and untrustworthy. Additionally, there is no way to know if the reasons behind
the results are ill-formatted, biased or even wrong, which can raise many ethical, financial and legal issues. Studies on Explainable Machine Learning (EML) are currently attempting to provide explanations and solutions to these kinds of problems by giving the reasoning behind them.

Convolutional Neural Networks (CNNs) are widely used as models for a multitude of computer vision tasks. While they are used to solve a variety of problems, the learning processes of CNNs are still not transparent. In recent years, many studies have been undertaken to explain these models [8,9]. However, the theoretical understanding of CNNs is still insufficient. In this paper, we use information theoretical measures to evaluate the learning process of CNNs. The research aims to answer three fundamental questions: How does the number of convolutional layers in the network affect the learning process in general? What are the effects of kernel size on network learning behaviour? What are the effects of hidden layers on the learning process of CNNs?

We are motivated by the studies on deep learning and information bottleneck theory by Tishby et al. [10–12]. In this study, mutual information across different layers of CNN is used to understand the effects of network parameters, such as kernel size, number of convolutional layers, dropout layer and dropout rate, on the learning process. Through this evaluation, we try to obtain some insights into the internal properties of CNNs by observing the mutual information between its interim layers. Thus, the effects of training on the learning process of a model are examined by observing the mutual information between the input and output of the model during training. We demonstrate that mutual information provides an indication of which layers are contributing to the learning of the features. The results further demonstrate that information theoretic tools can provide insight into the training procedure of the CNNs.

The rest of the paper is organised as follows: Section 2 reviews the related work in the understanding of deep learning and explainable machine learning. Section 3 describes the fundamentals of information theory utilised in this paper. The research methodology is provided in Section 4. It also explains the steps that are required in the information theory-based method to understand the learning processes of CNNs. In Section 5, the experimentation setups and results are discussed. Section 6 presents the conclusions and future work.

2. Related Work

2.1. Understanding Deep Neural Networks

Deep learning, or so-called deep neural networks (DNNs), is a subfield of ML inspired by the structure and function of brain neurons. One of the advantages of deep learning over other types of ML is its scalable behaviour. Namely, the performance of deep learning models gets better as the amount of data used to train the model increases and features are automatically extracted by the network. The structure of DNNs consists of anything from several layers to millions of layers, which makes their mathematical explanation intractable. This nature of neural networks is thus somewhat “black box” in character [13].

Transparency which is aimed at a direct understanding of the model’s learning process can be said to be the opposite of the black box approach. When the neural network structure is considered, its input-output relations and model design can be expressed mathematically so that these properties can thus be defined as being transparent. However, layer parameters, the number of layers and non-linear properties are generally determined by traditional methods and heuristics. Since there is no optimisation of these parameters in a mathematical sense, the associated transparency is somewhat limited. In addition to these, because the selection of hyperparameters, such as the learning speed and batch size is also intuitive and has no transparent algorithmic structure, these networks are not reproducible. Thus, efforts [8,12] are being made to make DNNs more understandable and transparent.

Post-hoc explainability techniques are generally applied to deep learning models to explain their decisions. This method aims to understand how an already designed
model (thus, it is also called post-modelling explainability) processes the information and gives the output [14]. These methods enhance the transparency of models that are not tractable in terms of explainable models, such as with deep neural networks. Some basic approaches to achieving this goal include visual explanations, local explanations and text explanations [15]. Zeiler and Fergus have tried to explain CNNs with a novel visualisation technique that gives information about intermediate layers [16]. Bae et al. have also introduced a textual explanation deep learning model for self-driving cars to obtain safe autonomous devices [17].

Besides computer science and statistical methods, some other techniques and procedures can be adopted to explain deep learning models. Information theory of communications systems has recently become one of the most referenced methods. The work of Ziv and Tishby, “Opening the Black Box of Deep Learning via Information” [10], as based on the Information Bottleneck Method [18], has led to a focus on explaining neural networks via information theoretic quantities such as mutual information. Other researchers have also investigated this [19,20]. Moreover, Yu et al. have introduced a new matrix-based Renyi’s $\alpha$-entropy technique to analyse the information flow in stacked autoencoders and CNNs, respectively [9,21]. Furthermore, Balda et al. have adopted the information theoretic method and incorporated it with generalisation errors and suggesting the learning process of neural networks [12].

2.2. Explainable Machine Learning

Machine learning is a part of research into AI that aims to give computers the ability to learn, make and improve predictions based on data [22]. There are several types of ML algorithms depending on their learning style, i.e., supervised learning, unsupervised learning and semi-supervised learning. Nowadays, AI systems based on ML have been remarkably successful at various computer related tasks [4], from understanding natural languages [23] to playing complex games such as Go [24]. Most ML models such as deep neural networks are too complicated for people to understand easily due to their non-intuitive and opaque nature [25]. Hence, this lack of explainability of ML models acts as a barrier to the adoption of these models into application fields such as law, medicine and transportation. For example, knowing why a car performed a particular action is vitally important when designing self-driving cars [26]. As ML methods started to be used to make important predictions at critical points, the demand for transparency from the stakeholders of AI began to increase [27]. Thus, many researchers have been studying how to explain machine learning models recently. The aim of the research, which is generally called EML, is to help people understand and trust machine learning models in an intuitive manner.

EML is such a new and broad topic for the research community that it is yet to be formally defined. In [22] it is defined as the “science of understanding what a model did or might have done”, and in [28] it is thought as the “use of ML models for the extraction of relevant knowledge about domain relationships contained in data.” There is a range of reasons why some form of an explanation of a machine learning model is desirable. Adadi and Berrada reported that justifying decisions, enhancing control, improving models and discovering new knowledge are four fundamental reasons behind this desire [29]. To achieve this, some basic questions must be answered: How does the model work? Which inputs or features of the data are the most influential in determining output? What is the optimum mathematical representation of this model? Explainable models can be divided into three categories according to the purpose of motivating the associated research. These are explainability, interpretability and transparency. The first two are mostly about making a model, its internal process and its outputs intuitively humanly understandable. Transparency is about understanding the process of how the model or algorithm learns from the data [30]

If a model is self-explanatory, that model can be considered transparent. The transparency of a model can be measured in two different ways. Easily understandable models can be explained by methods during design. However, the explanations of some models
are not at first tractable. For example, early machine learning models based on probabilistic mappings such as decision trees, logistic regression and clustering are convenient in terms of their explanations. Still, DNNs are very hard to understand [15], so recent research has begun to consider the learning behaviour of neural networks to make them more transparent [8,9]. Work towards understanding the learning procedure of CNNs, as described in this study, also contributes to the research in explainable machine learning.

3. Background

Information theory is concerned with quantification, storage and transfer of information. The quantification aspect of information theory, which is utilised in this paper, relates to measuring information related to distributions as based on probability and statistics. It was initially proposed and developed by Claude Shannon for communication system design [31–33]. This theory arises from the quest to determine how much information a signal contains.

3.1. Information Entropy

Information entropy or basically “entropy” is the measure of the uncertainty of a random variable that has a probability distribution. This quantity is described by the probability distribution, \( p(x) \), of the random variable \( x \). Generally, entropy is an average quantity that depicts how much information an event or random variable contains.

**Definition 1.** Let \( X \) be a discrete random variable with a probability mass function

\[
p(x) = \Pr\{X = x\}, \ x \in X
\]

The entropy \( H(X) \) of variable \( X \) is defined as

\[
H(X) = -\sum_{x \in X} p(x) \log(x). \tag{1}
\]

The unit of information entropy is measured in “bits” or “not” depending on the base of the logarithmic function being two or \( e \), respectively.

3.2. Joint Entropy

In the case of two different random variables, the entropy of these values can be calculated in a similar manner to that of calculating entropy of a random variable. This term, called joint entropy, gives the overall uncertainty of the two random variables.

**Definition 2.** The joint entropy \( H(X, Y) \) of a pair of discrete random variables, \( X \) and \( Y \), with a joint distribution \( p(x, y) \) is defined as

\[
H(x, y) = -\sum_{x \in X} \sum_{y \in Y} p(x, y) \log p(x, y) \tag{2}
\]

3.3. Conditional Entropy

Conditional entropy is a measure of the amount of information required to determine the outcome of a random variable \( Y \) given the value of the random variable of \( X \).

**Definition 3.** The conditional entropy of \( Y \) given \( X \), \( H(Y|X) \), is defined as:

\[
H(Y|X) = -\sum_{x \in X} p(x) H(Y|X = x) \tag{3}
\]

\[
= -\sum_{x \in X} p(x) \sum_{y \in Y} p(y|x) \log p(y|x) \tag{4}
\]
\[- \sum_{x \in X} \sum_{y \in Y} p(y|x) \log p(y|x) \]  

(5)

From the definitions of joint entropy and conditional entropy, it can be seen that the entropy of two random variables is the summation of the marginal entropy of one and the conditional entropy of the other. This theorem is called the chain rule of information entropy and is shown in (6). For the proof of the theorem, readers are referred to [33] (pp. 13–35).

**Theorem 1. Chain rule**

\[ H(X, Y) = H(X) + H(Y|X) = H(Y) + H(X|Y) \]  

(6)

### 3.4. Mutual Information

Mutual information describes the amount of information that one random variable contains about another.

**Definition 4.** For two random variables X and Y with a joint probability function \( p(x, y) \) and marginal probability functions \( p(x) \) and \( p(y) \), the mutual information \( I(X; Y) \) is the relative entropy between the joint distribution and the product distribution \( p(x)p(y) \):

\[ I(X; Y) = \sum_{x,y} p(x, y) \log \frac{p(x, y)}{p(x)p(y)} \]  

(7)

This is the reduction in the uncertainty of one random variable due to the knowledge one has of the other. Thus, mutual information can be calculated [9] by entropy quantities as

\[ I(X; Y) = H(X) - H(X|Y) = H(Y) - H(Y|X) \]  

(8)

From (7), it can be seen that the notion of mutual information is symmetric. Thus, X gives as much information about Y as Y gives about X. The relationship between these quantities is exhibited in Figure 1. From this figure, it can be understood that mutual information \( I(X; Y) \) is the intersection of the two random variables’ information.

![Figure 1. Relationship between entropy and mutual information.](image)

### 3.5. Data Processing Inequalities

Data processing inequality (DPI) is an information theoretic concept that states that no physical processing of data in a Markov chain can increase its information content [9]. It can be said that the information that a variable contains cannot be increased by post-processing.

**Definition 5.** Random variables X, Y, Z are said to form a Markov chain in that order (denoted by \( X \rightarrow Y \rightarrow Z \)) if the conditional distribution of Z depends only on Y and is conditionally independent of X.

This results in the Data Processing Inequality theorem that no processing of Y, deterministic or random, can increase the information that Y contains about X [33] (pp. 34–35).
Theorem 2. Data processing inequality

\[ I(X \rightarrow Y \rightarrow Z), \text{ then } I(X; Y) \geq I(X; Z) \]  

(9)

4. Methodology

In this section, the evaluation methods that are used in the experiments are described. Then, the learning process for CNNs is investigated with information theoretic quantities that are presented in the previous sections.

4.1. Experimentation Methodology

The MNIST dataset [34] has been initially selected for evaluation in this study, and the Fashion-MNIST [35] dataset are used for the purpose of verification. The experiment consists of four main steps:

1. A convolutional neural network model is designed and compiled.
2. While the compiled model is being trained, the network weights are saved after every epoch.
3. The models selected for visualisation are rerun and the outputs of hidden layers (activations) are extracted and assigned to the predefined lists.
4. Finally, from these outputs, information quantities are calculated and plotted for evaluation.

The structure of the neural network used in the experiment is shown in Figure 2.

---

Figure 2. Neural network structure for the experiment. The network could have a maximum of six convolutional layers. The grey-scale input image contains 28 × 28 pixels.

In order to evaluate the effect of mutual information between interim layers of a multi-layer neural network on the learning process, the neural network can be configured to include one to six convolutional layers. The last convolutional layer is followed by a max pooling layer, a flattening layer and two fully connected layers. All experiments were carried out with the Keras v2.3 Library [36] and the TensorFlow v2.3 backend [37]. The Python code for the experimentation is published in GitHub [38].

4.2. Datasets

The MNIST dataset is a modified subset of the National Institute of Standards and Technology database. This dataset contains 60,000 grey-scale images of handwritten digits represented by 28 × 28 pixels. The task is to classify a given picture of a handwritten digit into one of ten classes representing integer values from 0 to 9, inclusive. The Fashion-MNIST dataset is also used in this paper to compare the learning process with that of the MNIST dataset. The Fashion-MNIST dataset is based on clothing items and also contains 60,000 grey-scale images of 28 × 28 pixels. There are 10 clothing class labels including T-shirt, trousers, pullover, etc., and the classification task is to classify a given picture of item into one of the 10 clothing classes. For each dataset, we use 50,000 images for network training and 10,000 images for validation.
4.3. Calculation of Information Quantities

In this study, information theoretic quantities are used to understand the behaviour of CNNs. To calculate these quantities, all representations of the input samples and the output of each layer are considered to be individual random variables. Then, for each experiment, the mutual information $I(X; T)$ between the input $X$ and output $T$ of the investigated layers are calculated empirically by (7) and (8). The computing algorithm can be described as follows:

Step 1: The input image matrices or output tensors, and the investigated layer’s output, are converted to one-dimensional arrays.

Step 2: Each unique value in the previously generated arrays and the occurring frequencies of those values are counted. Then, from these counts, the occurrence probability of each value is calculated.

Step 3: From the probabilities obtained in Step 2, the entropy and mutual information of variables are computed by using (1), (7) and (8).

4.4. Information Quantities of the MNIST Images

The discrete pixel values of images in the MNIST dataset are normalised from 0–255 to 0.0–1.0 for easy processing of data. The pixel value histograms of two randomly selected images are shown in Figure 3 for the purpose of observing the general pixel structure in the dataset. The discrete distribution of normalised pixel values for the entirety of the MNIST and Fashion-MNIST training datasets are shown in Figure 4, which illustrates the probability of a pixel value appears in a selected image in the dataset. Because of the grey-scale nature of the dataset, Figures 3 and 4a shows the MNIST pixel values are concentrated around 0.0 and 1.0. This indicates that in the MNIST images, most pixels are either brighter (represented by pixel value of 255) or darker (represented by a pixel value of 0). It is also noticeable, in Figure 4b, although the Fashion-MNIST pixel values are also concentrated around darker value 0, they are less concentrated around the brighter value 255 but more evenly distributed across all other values. This is an indication that classification of the Fashion-MNIST dataset is more difficult than that of the MNIST dataset.

![Figure 3](image3.png)

Figure 3. Histogram of normalised pixel values of two randomly selected images from the MNIST dataset. (a) Pixel value histogram of Image 1 (image sequence number 150 in the dataset); (b) Pixel value histogram of Image 2 (image sequence number 160 in the dataset).
From the probability of pixel value information, the theoretical information quantities such as entropy, mutual information and conditional entropy are calculated empirically. The calculated theoretic information quantities of the two randomly selected MNIST images are shown in Table 1.

Table 1. Information quantities for the two randomly selected MNIST images.

| Type of Information Quantities | Quantity  |
|-------------------------------|-----------|
| Entropy of Image 1, $H(X)$    | 1.5731    |
| Entropy of Image 2, $H(Y)$    | 1.5342    |
| Mutual Information, $I(X;Y)$  | 1.4191    |
| Conditional Entropy, $H(X \mid Y)$ | 0.1540 |
| Conditional Entropy, $H(Y \mid X)$ | 0.1151 |
| Joint Entropy, $H(X, Y)$      | 1.6882    |

It can be seen from the histograms of the selected images shown in Figure 3 that the distributions of pixel values are approximately the same. Further, it can be inferred that the amount of uncertainty is relatively low due to the black and white structure of the images. Thus, the amount of entropy was expected to be low. The fact that the entropy values meet expectations gives us some assurance about the appropriateness of the calculation method. Moreover, it can be seen from Table 1 that the mutual information is the subtraction of the marginal conditional entropy from the dominant entropy, which demonstrates the compatibility of the method in (8).

5. Experiments and Results

This section contains the results of the proposed methodology experimentation conducted to answer our three main research questions with information-theoretic quantities:

- How does the number of layers in the network affect the learning progress?
- What are the effects of kernel size on CNN network’s learning behaviour?
- What are the effects of dropout layer on the learning of CNN networks?

The learning behaviour of the convolutional neural networks was evaluated using mutual information during the training of the classification tasks. In this study representations of input and output of layers are vectorised and considered as random variables. The input and output of each layer, and the true labels of the dataset are denoted by $X$, $T$ and $Y$ hereafter, respectively. During the experimentation, the mutual information, $I(X; T)$, between the input and output of the layers was calculated. As mentioned in Section 4.3, the input and output of each layer in the network were considered as individual variables and the mutual information between the model’s input and output, between each layer’s
input and output and between the model’s output and the true labels were calculated from those variables.

5.1. Experiment 1—Effect of Number of Convolutional Layers on Learning

To examine the effect of the number of convolutional layers on learning, six neural network models with varying numbers of convolutional layers were trained. The remaining part of the models, including the max pooling layer, the flatten layer and the fully connected layers were not changed. All network models have the same structure as shown in Figure 2. After training, the accuracy and loss data in training and validation were first collected and shown in Figure 5, and the following information quantities were then calculated and plotted:

- Mutual information between the model’s input and output, \( I(X;T) \), as shown in Figure 6a,c;
- Mutual information between the model’s output and true labels, \( I(Y;T) \), as shown in Figure 6b,d;
- Mutual information between the input and output of interim layers through the network with six convolutional layers for the MNIST and Fashion-MNIST datasets, as shown in Figure 7.

Figure 5. The accuracy and loss curves in training and validation with different convolutional layers and kernel size 3 × 3. (a) Accuracy with the MNIST dataset; (b) Loss with the MNIST dataset; (c) Accuracy with the Fashion MNIST dataset; and (d) Loss with the Fashion MNIST dataset. Note for readability reasons, only curves of 1, 3 and 5 convolutional layers are shown.
Figure 5. The accuracy and loss curves in training and validation with different convolutional layers. (a) For the MNIST dataset; (b) For the Fashion-MNIST dataset; (c) For the MNIST dataset; (d) For the Fashion-MNIST dataset.

Figure 6. Mutual information of six neural network models with kernel size $3 \times 3$. (a,c) Mutual information $I(X; T)$ between the models’ input and output with the MNIST and Fashion-MNIST datasets, respectively; (b,d) Mutual information $I(Y; T)$ between the models’ output and true labels with the MNIST and Fashion-MNIST datasets, respectively.

Figure 7. Mutual information between interim layers of a neural network with six convolutional layers and kernel size $3 \times 3$. (a) For the MNIST dataset; (b) For the Fashion-MNIST dataset.

5.2. Experiment 2—Effect of Kernel Size of Convolutional Layer on Learning

To examine the effect of kernel size of convolutional layers on learning, three different neural networks have been trained. The three networks have the same structure (as shown in Figure 2) with two convolutional layers. The kernel sizes of the three networks are $3 \times 3$, $5 \times 5$ and $7 \times 7$, respectively. We compare the mutual information $I(X; T)$ between the network input and output, mutual information $I(Y; T)$ between the output and true labels for both the MNIST and Fashion-MNIST in Figure 8, and the mutual information between a network’s interim layers for the three networks for the MNIST dataset in Figure 9. The results of mutual information between a network’s interim layers with different kernel sizes for the Fashion-MNIST dataset are shown in Figure A1 in the Appendix A.
Figure 8. Mutual information with convolutional layer kernel size 3 × 3, 5 × 5 and 7 × 7. (a,c) The mutual information $I(X;T)$ between the network input and output for the MNIST and Fashion-MNIST datasets, respectively; (b,d) The mutual information $I(Y;T)$ between the network output and the true labels for the MNIST and Fashion-MNIST datasets, respectively.

Figure 9. Mutual information between interim layers of three neural networks with different convolutional layer kernel sizes for the MNIST dataset. (a) Kernel size 3 × 3; (b) Kernel size 5 × 5; (c) Kernel size 7 × 7.
5.3. Experiment 3—Effect of Dropout Layer on Learning

Mutual information is also used to evaluate the learning of neural networks with a dropout layer being applied to different layers in the network. The dropout layer randomly sets input units to 0 with a specified dropout rate at each step during training time. By observing the changes of mutual information with a dropout layer being applied to different network layers, we could get more insights into the learnings of the network. In this experiment, the same network structure as shown in Figure 2 is used with two convolutional layers. The dropout layer is applied separately after the convolution layers, max pooling layer, flattening layer and fully connected dense layer. In each case, the mutual information is collected with dropout rate 0.1, 0.2, 0.3 and 0.5. For the MNIST dataset, the results with the dropout layer at rates of 10% and 50% being applied at different hidden layers are illustrated in Figure 10. The results of dropout rates at 10% and 50% for the Fashion-MNIST are shown in Figure A2 in the Appendix A. As the dropout layer is commonly used after the max pooling layer in machine learning, we have extracted the results of different dropout rates after the max pooling layer and have shown them in Figure A3 in the Appendix A.

![Figure 10](image-url)

**Figure 10.** Mutual Information when a dropout layer is applied to different hidden layers for the MNIST dataset. (a,b) Mutual information $I(X;T)$ between input and output with dropout rate at 10% and 50%, respectively; (c,d) Mutual information between output and true labels with dropout rate at 10% and 50%, respectively. The mutual information with different dropout layer position for the Fashion-MNIST dataset is shown in Figure A2 in the Appendix A.

5.4. Main Findings

5.4.1. Effects of Number of Convolutional Layers on Learning

As shown in Figure 5a,c, the models can achieve a validation accuracy of above 99% with the MNIST dataset and 90% with the Fashion-MNIST dataset with a varying number of convolutional layers. The figure also shows that a higher number of convolutional layers results in better accuracy, but there are no apparent gains in validation accuracy when there are more than three convolutional layers with the MNIST dataset. However, we cannot draw the same conclusion when the Fashion-MNIST is used in the same model. The results of training and validation loss, shown in Figure 5b,d, suggest that the networks start overfitting after around 10–15 epochs for both the MNIST and Fashion-MNIST datasets.
The effects of the number of convolutional layers on mutual information between the network input and output and between output and the true labels are shown in Figure 6. As shown in Figure 6a,c, the mutual information $I(X; T)$ between the input and output for networks with different numbers of convolutional layers is only slightly different at the start of training, and it converges to a stable value after around 10 (for the MNIST dataset) or 20 (for the Fashion-MNIST) epochs. However, there is no significant difference in $I(X; T)$ with different numbers of convolutional layers in the network. The mutual information $I(Y; T)$ between the network output and the true labels for the MNIST dataset, as shown in Figure 6b, converges to a stable value more quickly than the $I(Y; T)$ of the Fashion-MNIST dataset shown in Figure 6d. This proves the assumption that the Fashion-MNIST is a more challenging machine learning task than the MNIST dataset. More importantly, mutual information approaching a stable maximum quantity with sufficient epochs in training is an indication that the network is not able to learn more information from the dataset even with more training epochs. The maximal mutual information in Figure 6 is 3.3168, which is less than the theoretical maximum mutual information value of 3.3219 for 10 labels, reflecting the fact that the training and validation accuracy is less than 100%.

Figure 6b,d also indicate that there is no significant difference in mutual information $I(Y; T)$ with more than two or three convolutional layers in the network for the MNIST and Fashion-MNIST datasets, respectively. This could potentially be used as an indicator in optimising neural network configuration.

In the context of this study, the mutual information between the input $X$ and the output $T$ of hidden layers is calculated by (10).

**Theorem 3. Information sharing**

If variable $T$ is a deterministic function of $X$, then $I(X; T) = H(T)$ (10)

This assumption was made because it is known that deep learning models are deterministic [39]. Based on this assumption and (10), the effect of hidden layers on learning is evaluated and the results are shown in Figure 7 for a network with six convolutional layers for the MNIST and Fashion-MNIST datasets. It shows how the information-theoretic quantities have changed between the hidden layers.

From the results of mutual information between the interim layers of the network, as shown in Figure 7, it is clear that convolutional layers consistently increase the amount of mutual information, or the entropy according to (10), between interim layers. Figure 7 also shows that the max pooling layer reduces the mutual information. This is because the max pooling layer reduces the dimensionality of its output by reducing the number of pixels in the output from its previous convolutional layer. With no changes in mutual information after the flattening layer, we can conclude that the flattening layer has no effect on learning, as the flattening layer merely flattens the input to a one-dimensional vector and no information will be lost during this linear operation. Noticing that for interim layers from the first convolutional layer to the flatten layer, there is nearly no difference in the entropy between different training epochs. However, there are significant decreases of entropy with more training epochs in the dense layer, meaning that more training epochs reduce the uncertainty after the dense layer. It was thus inferred that most learning takes place in the fully connected dense layers, which fits the definition of a CNN. In a CNN, convolutional blocks are used to extract features from the image. The fully connected layers are added to make the classification. The mutual information between interim layers with the Fashion-MNIST dataset shows similar behaviour.

5.4.2. Effect of Kernel Size of Convolutional Layers on Learning

Figure 8 shows that changing the kernel size of convolutional layers does not change the learning behaviour of the neural network significantly in the case where only two consecutive convolutional layers are used sequentially. In all three cases with kernel size $3 \times 3$, $5 \times 5$ and $7 \times 7$, the values of mutual information are very close to each other,
although the mutual information $I(Y; T)$ between output and true labels of kernel size $3 \times 3$ with the Fashion-MNIST, shown in Figure 8d, is reaching the same value as that of kernel size $5 \times 5$ and $7 \times 7$ a few epochs later in training. However, when the training time of the models with different kernel sizes was considered, as shown in Table 2, it is clear that the time spent for learning increases with larger kernel sizes, and the small kernel sizes give good balance between learning performance and computation time required.

Table 2. Training results of networks for different kernel size with two convolutional layers with the MNIST dataset.

| Kernel Size | Training Time Per Epoch (ms) | Validation Loss | Validation Accuracy |
|-------------|------------------------------|-----------------|---------------------|
| $3 \times 3$ | 1026                         | 0.0549          | 0.9920              |
| $5 \times 5$ | 2029                         | 0.0493          | 0.9927              |
| $7 \times 7$ | 2031                         | 0.0366          | 0.9931              |
| $9 \times 9$ | 3047                         | 0.0666          | 0.9933              |

Figure 9 shows the effect of different kernel sizes on the learning of interim layers with two convolutional layers in the network for the MNIST dataset. It is obvious, as shown in Figure 9a, that the convolutional layers with kernel size $3 \times 3$ increase mutual information less than the convolutional layers with kernel size $5 \times 5$ and $7 \times 7$ (Figure 9b,c). The larger the kernel size, the greater the mutual information between the convolutional layers. This could be interpreted as indicating that convolutional layers with larger kernel size get more spatial information from images than convolutional layers with smaller kernel size during learning. The behaviour of other interim layers, including the flatten layer and fully connected dense layer, is not affected by the kernel size. With the Fashion-MNIST dataset, the effect of different kernel sizes on the learning of interim layers, as shown in Figure A1 in the Appendix A, is similar to the MNIST dataset.

5.4.3. Effect of Dropout Layer on Learning

The dropout layer’s effect on neural network learning is show in Figure 10, and Figures A2 and A3 in the Appendix A. It is indicated, in Figures 10 and A2, that given the same dropout rate, the dropout layer’s places do not have as much of an effect on the learning because similar mutual information between the network input and output and between the output and true labels for differently placed dropout layers has been observed.

When the dropout layer is only applied to the max pooling layer, Figure A3 in the Appendix A shows the changes of mutual information between network input-output and output-true labels with different dropout rates. A general observation from Figure A3 is that the dropout rates do not affect the input-output mutual information much in learning. However, a higher dropout rate at 50% does reduce the mutual information between the output and true labels and slow down the mutual information converging to its stable value with the Fashion-MNIST dataset. This is due to that fact that a higher dropout rate means more input units of the dropout layer are set to zeros randomly, and therefore more random changes are introduced to the learning than in a lower dropout rate, resulting in lower mutual information between the output and the true labels. In training, the learning is also noticeably slower with higher dropout rates.

The convolutional neural network could also be investigated regarding whether it satisfies DPI or otherwise. In the case of a feed-forward neural network, the Markovian structure and data processing inequalities across layers are generally accepted [10,12]. In a previous study [9], it was stated that this could also be seen in CNN networks, despite the calculation limits. However, in tests carried out with the proposed approach in this study, there was no investigation on DPI between the layers for CNN networks. Hence, the investigation of data processing inequality theory for CNN networks could be conducted in future.
5.5. Future Work

The proposed method can benefit from further development, especially to improve the practicality of applying it in complex settings. First, all the information quantities mentioned in this paper are calculated by taking all variables in one-dimensional vectors, i.e., the input images or output of any layer is first converted to a single vector before entropy or mutual information of the variables are calculated. While this calculation is straightforward, it could result in the spatial relationships in the image-related data being ignored. Therefore, the question remains as to whether the information theoretic estimation is reliable, and whether that estimation is feasible within a tensor structure. In future studies, developing a calculation method by considering this spatial relation will give more reliable results. Second, the results presented in this paper are from a series of prognostic tests. While this can reveal the empirical relations between mutual information and parameters of the neural networks, it does not necessarily explain the underlying learning mechanisms directly. Mutual information alone (as opposed to e.g., the rate-distortion theory) is incapable of capturing information associated with the accuracy of the estimates as it is essentially sensitive to correlations between stochastic processes and not point-wise discrepancies between the underlying probability measures. In addition to this, further useful investigations, as listed as follows, could be conducted to investigate the learning of CNNs based on the information theoretical measures:

1. By applying different numbers of inputs to the training model, the effect of the number of training data on learning could be observed with the same approach.
2. By using different optimisation functions for the model during the learning process, the effect of the optimisation functions on learning could be observed.
3. The reliability of the proposed method could be determined by trying different estimation methods for mutual information calculation.

6. Conclusions

The main aim of this work was to understand the learning process of CNNs by utilising information theoretic measures in a series of prognostic tests. As a result of the study, the effects of hidden layers and training process on neural network learning could be observed and stated.

The MNIST and Fashion-MNIST datasets were used in training different model setups. Based on the experiments and the analysis of the results, we found that more than two or three convolutional layers did not necessarily improve the learning of CNNs with the MNIST and Fashion-MNIST datasets, although the exact number of layers may vary depending on the specific classification task. Larger kernel sizes do not improve the learning of convolutional layers significantly. With the dropout rate in the range of 10% to 50% in our experiments, where the dropout layer is applied to has no obvious effects on learning. For dropout rates as high as 50%, the results indicate that when the dropout layer is applied to the max pooling layer, it could reduce the mutual information between the network output and true labels and reduce the speed at which the mutual information converges to its stable value in learning.
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Appendix A

Figure A1. Mutual information between interim layers of three neural networks with different convolutional layer kernel sizes for the Fashion-MNIST dataset. (a) Kernel size 3 × 3; (b) Kernel size 5 × 5; (c) Kernel size 7 × 7.

Figure A2. Mutual Information when a dropout layer is applied to different hidden layers for the Fashion-MNIST dataset. (a,b) Mutual information \(I(X;T)\) between input and output with dropout rate at 10% and 50%, respectively; (c,d) Mutual information \(I(Y;T)\) between output and true labels with dropout rate at 10% and 50%, respectively.
Figure A3. Mutual information with a dropout layer at different dropout rates applied to max pooling layer. (a) Mutual information $I(X;T)$ between the network input and output with the MNIST dataset; (b) Mutual information $I(Y;T)$ between the network output and the true labels with the MNIST dataset; (c) Mutual information $I(X;T)$ with the Fashion-MNIST; (d) Mutual information $I(Y;T)$ with the Fashion-MNIST.

References

1. Graves, A.; Mohamed, A.; Hinton, G. Speech recognition with deep recurrent neural networks. In Proceedings of the 2013 IEEE International Conference on Acoustics, Speech and Signal Processing, Vancouver, BC, Canada, 26–31 May 2013; pp. 6645–6649. [CrossRef]
2. Zhang, X.; LeCun, Y. Text Understanding from Scratch. arXiv 2015, arXiv:1502.01710.
3. Hinton, G.; Deng, L.; Yu, D.; Dahl, G.E.; Mohamed, A.–R.; Jaitly, N.; Senior, A.; Vanhoucke, V.; Nguyen, P.; Sainath, T.N.; et al. Deep Neural Networks for Acoustic Modeling in Speech Recognition: The Shared Views of Four Research Groups. IEEE Signal Process. Mag. 2012, 29, 82–97. [CrossRef]
4. He, K.; Zhang, X.; Ren, S.; Sun, J. Deep Residual Learning for Image Recognition. In Proceedings of the 2016 IEEE Conference on Computer Vision and Pattern Recognition (CVPR), Las Vegas, NV, USA, 27–30 June 2016; pp. 770–778. [CrossRef]
5. LeCun, Y.; Bengio, Y.; Hinton, G. Deep learning. Nature 2015, 521, 436–444. [CrossRef]
6. Singh, A.; Sengupta, S.; Lakshminarayanan, V. Explainable Deep Learning Models in Medical Image Analysis. J. Imaging 2020, 6, 52. [CrossRef] [PubMed]
7. Alain, G.; Bengio, Y. Understanding Intermediate Layers Using Linear Classifier Probes. 2018. Available online: https://arxiv.org/abs/1610.01644v4 (accessed on 1 September 2020).
8. Cheng, H.; Lian, D.; Gao, S.; Geng, Y. Utilizing Information Bottleneck to Evaluate the Capability of Deep Neural Networks for Image Classification. Entropy 2019, 21, 456. [CrossRef]
9. Yu, S.; Wickstrom, K.; Jenssen, R.; Principe, J.C. Understanding Convolutional Neural Networks with Information Theory: An Initial Exploration. IEEE Trans. Neural Netw. Learn. Syst. 2020, 32, 435–442. [CrossRef] [PubMed]
10. Shwartz-Ziv, R.; Tishby, N. Opening the Black Box of Deep Neural Networks via Information. 2017. Available online: https://arxiv.org/pdf/1703.00810v3.pdf (accessed on 28 December 2021).
11. Tishby, N.; Zaslavsky, N. Deep learning and the information bottleneck principle. In Proceedings of the 2015 IEEE Information Theory Workshop (ITW), Jerusalem, Israel, 26 April–1 May 2015; pp. 1–5. [CrossRef]
12. Balda, E.R.; Behboodi, A.; Mathar, R. An Information Theoretic View on Learning of Artificial Neural Networks. In Proceedings of the 2018 12th International Conference on Signal Processing and Communication Systems (ICSPCS), Cairns, Australia, 17–19 December 2018; pp. 1–8. [CrossRef]
13. Castelvecchi, D. Can we open the black box of AI? Nature 2016, 538, 20–23. [CrossRef]
14. Roscher, R.; Bohn, B.; Duarte, M.F.; Garcke, J. Explainable Machine Learning for Scientific Insights and Discoveries. IEEE Access 2020, 8, 42200–42216. [CrossRef]
15. Arrieta, A.B.; Diaz-Rodriguez, N.; Del Ser, J.; Bennetot, A.; Tabik, S.; Barbado, A.; Garcia, S.; Gil-Lopez, S.; Molina, D.; Benjamins, R.; et al. Explainable Artificial Intelligence (XAI): Concepts, taxonomies, opportunities and challenges toward responsible AI. Inf. Fusion 2020, 58, 82–115. [CrossRef]
16. Zeiler, M.D.; Fergus, R. Visualizing and Understanding Convolutional Networks. In Proceedings of the European Conference on Computer Vision 2014, Zurich, Switzerland, 6–12 September 2014; Fleet, D., Pajdla, T., Schiele, B., Tuytelaars, T., Eds.; Springer International Publishing: Cham, Switzerland, 2014; Volume 8689, pp. 818–833. [CrossRef]

17. Bae, I.; Moon, J.; Kim, S. Driving Preference Metric-Aware Control for Self-Driving Vehicles. *IJES* 2019, 12, 157–166. [CrossRef]

18. Tishby, N.; Pereira, F.C.; Bialek, W. The Information Bottleneck Method. *arXiv* 2000, arXiv:physics/0004057.

19. Gabrié, M.; Manoel, A.; Luneau, C.; Barbier, J.; Macris, N.; Krzakala, F.; Zdeborová, L. Entropy and mutual information in models of deep neural networks. *J. Stat. Mech.* 2019, 2019, 124014. [CrossRef]

20. Saxe, A.M.; Bansal, Y.; Dapello, J.; Advani, M.; Kolchinsky, A.; Tracey, B.D.; Cox, D.D. On the information bottleneck theory of deep learning. *J. Stat. Mech. Theory Exp.* 2019, 2019, 35. [CrossRef]

21. Yu, S.; Principe, J.C. Understanding autoencoders with information theoretic concepts. *Neural Netw.* 2019, 117, 104–123. [CrossRef]

22. Gilpin, L.H.; Bau, D.; Yuan, B.Z.; Bajwa, A.; Specter, M.; Kagel, L. Explaining Explanations: An Overview of Interpretability of Machine Learning. In Proceedings of the 2018 IEEE 5th International Conference on Data Science and Advanced Analytics (DSAA), Turin, Italy, 1–3 October 2018; pp. 80–89. [CrossRef]

23. Cho, K.; Van Merriënboer, B.; Gulcehre, C.; Bahdanau, D.; Bougares, F.; Schwenk, H.; Bengio, Y. Learning Phrase Representations using RNN Encoder-Decoder for Statistical Machine Translation. In Proceedings of the 2014 Conference on Empirical Methods in Natural Language Processing (EMNLP), Doha, Qatar, 25–29 October 2014; pp. 1724–1734. [CrossRef]

24. Silver, D.; Huang, A.; Maddison, C.J.; Guez, A.; Sifre, L.; van den Driessche, G.; Schrittwieser, J.; Antonoglou, I.; Panneershelvam, V.; Lanctot, M.; et al. Mastering the game of Go with deep neural networks and tree search. *Nature* 2016, 529, 484–489. [CrossRef]

25. Gunning, D.; Aha, D.W. DARPA’s Explainable Artificial Intelligence Program. *AI Mag.* 2019, 40, 44–58.

26. Doshi-Velez, F.; Kim, B. Towards A Rigorous Science of Interpretable Machine Learning. *arXiv* 2017, arXiv:1702.08608.

27. Preece, A.; Harborne, D.; Braines, D.; Tomsett, R.; Chakraborty, S. Stakeholders in Explainable AI. *arXiv* 2018, arXiv:1810.00184.

28. Murdoch, W.J.; Singh, C.; Kumbier, K.; Abbasi-Asl, R.; Yu, B. Definitions, methods, and applications in interpretable machine learning. *Proc. Natl. Acad. Sci. USA* 2019, 116, 22071–22080. [CrossRef]

29. Adadi, A.; Berrada, M. Peeking Inside the Black-Box: A Survey on Explainable Artificial Intelligence (XAI). *IEEE Access* 2018, 6, 52138–52160. [CrossRef]

30. Lipton, Z.C. The Mythos of Model Interpretability: In machine learning, the concept of interpretability is both important and slippery. *ACM Queue* 2018, 16, 31–57. [CrossRef]

31. Shannon, C.E. A Mathematical Theory of Communication. *Bell Syst. Tech. J.* 1948, 27, 623–656. [CrossRef]

32. Shannon, C.E. Communication Theory of Secrecy Systems. *Bell Syst. Tech. J.* 1949, 28, 656–715. [CrossRef]

33. Cover, T.M.; Thomas, J.A. *Elements of Information Theory*, 2nd ed.; Wiley: New York, NY, USA, 2006.

34. Lecun, Y.; Bottou, L.; Bengio, Y.; Haffner, P. Gradient-based learning applied to document recognition. *Proc. IEEE* 1998, 86, 2278–2324. [CrossRef]

35. Xiao, H.; Rasul, K.; Vollgraf, R. Fashion-MNIST: A Novel Image Dataset for Benchmarking Machine Learning Algorithms. *arXiv* 2017, arXiv:1708.07747.

36. Chollet, F. Keras. 2020. Available online: https://keras.io/about/ (accessed on 17 September 2021).

37. Google Brain Team. TensorFlow. Google. Available online: https://github.com/tensorflow/tensorflow/tree/r2.3/tensorflow/python (accessed on 1 June 2020).

38. Shi, X.; De-Silva, V. Evaluate CNN with Info Theory. Available online: https://github.com/shilu8n/Evaluate_CNN_with_Info_Theory (accessed on 26 December 2021).

39. Wu, Z. Deep Learning-Deterministic Neural Networks, Presented at the MIT Technology Review 2013, 23 April 2013. Available online: http://3dvision.princeton.edu/courses/COS598/2014sp/slides/lecture05_cnn/lecture05_cnn.pdf (accessed on 6 September 2020).