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Abstract
In two earlier articles (Tappin, Eyles and Davies in Solar Phys. 290, 2143, 2015, and Solar Phys. 292, 28, 2017), we used the stellar photometry to determine the calibration parameters and long-term trends of the Heliospheric Imagers (HI) on board the Solar Terrestrial Relations Observatory (STEREO). In this article we provide an update on these determinations for the ahead spacecraft (STEREO-A) to incorporate the interval after solar superior conjunction (when STEREO-B was non-operational). We describe the modifications needed to our photometry procedures to accommodate the reduced pointing stability following the switch-off of the spacecraft gyros shortly prior to conjunction. We find a small revision to the absolute levels is required. We also show that the very low rates of degradation (less than 0.2% per year) found in the earlier determinations have continued beyond solar conjunction.
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1. Introduction
The Solar Terrestrial Relations Observatory (STEREO: Kaiser et al., 2008), launched in late 2006, is a two-spacecraft NASA mission to investigate the initiation and propagation of coronal mass ejections (CMEs) by observing them from locations separated in ecliptic longitude. The two spacecraft were placed in heliocentric orbits, one (the ahead spacecraft, STEREO-A) somewhat inside 1 AU and the other (the behind spacecraft, STEREO-B) somewhat outside. This means that the spacecraft drift ahead of and behind the Earth by approximately 22° per year.

The remote sensing capabilities of STEREO are provided by the Sun Earth Connection Coronal and Heliospheric Investigation (SECCHI: Howard et al., 2008)), which is a package consisting of an EUV imager, two coronagraphs and two heliospheric imagers on each
Table 1  Key dates in the STEREO-A timeline.

| Date                | Day of year | Event                                             |
|---------------------|-------------|---------------------------------------------------|
| 12 March 2007       | 071         | First science data                                |
| 1 April 2007        | 091         | Regular science data begins                       |
|                     |             | Start of “Pre-conjunction” analysis interval      |
| 18 September 2013   | 261         | Attitude-sensing gyros turned off                  |
|                     |             | End of “Pre-conjunction” analysis interval        |
| 14 August 2014      | 227         | End of science data prior to conjunction          |
| 19 May 2015         | 139         | Superior Conjunction                              |
| 1 December 2015     | 335         | Resumption of science data following conjunction  |
| 24 February 2016    | 055         | First pointing software upgrade                   |
| 6 April 2016        | 097         | Second pointing software upgrade                  |
| 9 April 2016        | 100         | Start of “Post-conjunction” analysis interval     |
| 20 November 2020    | 332         | End of “Post-conjunction” analysis interval       |

spacecraft. The heliospheric imagers (HI: Eyles et al., 2009) use Thomson-scattered light to detect and track CMEs and other solar wind disturbances from the outer limits of the coronagraphs to 1 AU and beyond. The HI cameras have nominally circular fields of view centred on the ecliptic but offset from the Sun to the earthward side. The inner (HI-1) cameras have a field of view of 20° in diameter, centred at an elongation of 14°. While the outer (HI-2) cameras have a field diameter of 70° centred at an elongation of 53°.

STEREO-A reached a solar superior conjunction in May 2015. There was a hiatus in science data from 15 August 2014 (day 227) until 1 December 2015 (day 335), due to the loss of communications caused by the small angular separation of the spacecraft and the Sun as seen from Earth around conjunction. A summary of the key dates in the STEREO-A timeline and in this analysis is given in Table 1. After the conjunction, science data resumed with the spacecraft rolled by 180° about the spacecraft-Sun direction to allow the high-gain antenna to be directed toward Earth (this also maintained the HI fields of view to the Earthward side of the Sun).

Contact with STEREO-B was lost on 1 October 2014 (day 274) during preparations for solar conjunction operations, and attempts to re-establish communication were not successful (and were abandoned in 2018).

In two earlier articles (Tappin, Eyles, and Davies, 2015, 2017) we used stellar photometry to analyse the calibration and evolution of the HI-2 and HI-1 heliospheric imagers, respectively. That analysis covered the interval from the start of regular scientific observations up to shortly before the conjunction. Since those studies, about five years of data from STEREO-A have been collected. Here we extend that analysis for STEREO-A to include those data.

In the next section we consider the implications of the switching-off of the attitude sensing gyros that took place shortly before conjunction. Since the resultant degradation of pointing stability forces us to use the daily single-exposure data for the post-conjunction analysis, in Section 3 we reanalyse the gyro-stabilized data to establish consistency between the single-exposure and science datasets, and also make a re-assessment of the absolute sensitivity. In Section 4 we extend the analysis to the post-conjunction data and determine the long-term trends in gain. We then combine the results of both analyses to produce absolute calibration parameters for the mission up to late 2020 (Section 5).
Figure 1  Structure functions of the STEREO-A pointing stability about each of the three spacecraft axes for two 48-hour intervals, starting on 10 April 2010 ([2010, 100], blue traces, gyro controlled) and 9 April 2020 ([2020, 100], red traces, no gyros).

We also include an appendix in which we show that the effects considered in this article do not have any significant influence on the calibration of HI-2B as presented by Tappin, Eyles, and Davies (2015).

2. Observations with Gyroless Attitude Control

As was noted by Tappin, Eyles, and Davies (2017), the gyros used for attitude sensing on STEREO-A were turned off during normal observations on 18 September 2013 (day 261) to conserve their remaining lifetime for necessary spacecraft calibration rolls, as they were showing signs of wear. The resulting degradation of pointing control was immediately apparent as a drop in the apparent gain of HI-1. This was caused by the sub-pixel shifts in the position of the stars between successive exposures, which cause small but significant changes in the count rate in individual pixels. This leads to the flagging of parts of the stellar signal by the particle hit scrubbing algorithm (see Figure 3 of Tappin, Eyles, and Davies, 2017). This effect has been analysed in some detail by Tappin (2017).

Following the return to full operations after the conjunction interval, improved spacecraft pointing control algorithms were developed and implemented on 24 February 2016 (day 55), and on 6 April 2016 (day 97). While the second update is reflected in a significant improvement in spacecraft pointing stability compared with early gyroless observations, and consequently in measured gain, the degradation is still apparent when compared with the observations where the gyros were still in use. This is seen in the structure functions (essentially the RMS pointing shift at a given lag) of the spacecraft pointing (Figure 1). We define the structure function as:

$$S(f; L) = \sqrt{\frac{\sum_{i=0}^{N-L-1} (f_i - f_{i+L})^2}{N - L}},$$

where $f$ is the time series to be analysed, $f_i$ is an individual measurement and $L$ is the lag (in samples). It is also apparent from the upper rows of Figure 2, where the normalized gain trends for the science data are plotted for both imagers (see Tappin, Eyles, and Davies, 2015, 2017 and Section 4.1 for an explanation of the normalization process).

Since the performance from the start of gyroless operations up to the start of April 2016 was markedly worse than for more recent data, that interval has been excluded from the
Figure 2  Trends of the gain of the HI-1A and HI-2A instruments over the STEREO mission. The data points show the median count rate of each star for each transit of the inner 200 bin radius of the field, normalized to the median rate for that star over the interval from 1 April 2007 (day 91) to 17 September 2013 (day 260). The vertical dashed lines indicate the times at which the gyros were disabled, and at which the improved gyroless control was implemented. In the case of the HI-2A single-exposure data, the images were binned before photometry (see Section 3.2.2, for an explanation).

analysis presented in this article. For convenience, we refer to the interval from the start of routine science data up to the gyro switch off (1 April 2007 (day 91) to 17 September 2013 (day 260)) as the pre-conjunction interval, and the interval from the pointing upgrade to the last data used (9 April 2016 (day 100) to 27 November 2020 (day 332)) as the post-conjunction interval.

The regular science images for both HI-1 and HI-2 are generated by binning the $2048 \times 2048$ pixel CCD output to $1024 \times 1024$ bins and summing over 30 exposures for HI-1 and 99 exposures for HI-2. One such science image is generated by HI-1 every 40 minutes and every two hours for HI-2. Details of the processing are given in Eyles et al. (2009). However, in addition one full-resolution ($2048 \times 2048$) single-exposure image from each imager is downlinked each day. The on-board particle scrubbing is not applied to these, so they should not be affected by the pointing degradation. This advantage is however countered by the fact that the total integration per day is much less than for the science data, only 40 seconds vs. 12 hours for HI-1 and 50 seconds vs. 16.5 hours for HI-2. There is also a small chance that particle hits contaminating the count rate measurements during solar energetic particle (SEP) events, but given the low hit rate in single exposures at other times, this is not a significant effect. The apparent gain changes for these data are shown in the lower rows of Figure 2. From this overview it is evident that there is no clear discontinuity in apparent gain at the switch to gyroless operations for the single exposure data, whereas for the science data there is a definite drop. It is also clear that the scatter in the gain determinations across the entire mission is clearly greater for the single-exposure data, this is particularly evident in HI-1A.
3. Comparison with Earlier Determinations

Since the use of single exposures has some implications for the choice of the stellar sample and for the photometry, we must first compare the results from the science and single-exposure datasets in the interval during which the gyros were operating, and also with the results from our previous analyses that used only science images (Tappin, Eyles, and Davies, 2015, 2017).

3.1. HI-1A

3.1.1. Stellar Sample and Photometry

For the analysis of HI-1 presented in Tappin, Eyles, and Davies (2017) we used a stellar sample from the SKY2000 catalogue (Myers et al., 2001), and we use the same source in this analysis. In common with the earlier analysis, we restrict our attention to measurements within 200 bins (400 pixels) of the centre of the field of view. So as to have a common sample suitable for both science and single exposure data, and both before and after conjunction, the selection criteria are similar but not identical to those used by Tappin, Eyles, and Davies (2017). The environmental and spectral criteria follow those of Tappin, Eyles, and Davies (2017), i.e.:

- The star must not be a double one (whether binary or optical).
- It must not be listed as variable.
- It must not lie within 0.2° of another star in the catalogue (i.e. a star brighter than magnitude 10.0).
- It must not have a peculiar or variable spectral type.
- It must have a spectral type that can be matched to a spectrum in Pickles’ collection of stellar spectra (Pickles, 1998a). A spectral match is considered valid if: the luminosity class is a single value (e.g. stars with luminosity class III-IV would be rejected as Pickles (1998a) has no spectra for such cases), and one of the following is satisfied:
  
  i) There is an exact match to a type with a spectrum.
  
  ii) The spectral type lies within a range that shares a common spectrum in the Pickles’ (1998a) catalogue (e.g. Pickles, 1998a lists a single spectrum for B1-2III stars that would be used for both B1III and B2III).
  
  iii) The spectral type is a range that spans a spectrum in Pickles (1998a) (e.g. a star listed as G8-K0III could match any of G8III, G9III or K0III)
  
  iv) The spectral type can be matched by interpolating between two spectra separated by no more than three subclasses (e.g. K4 could be derived from K2 and K5, but not from K2 and K6).

In all cases, an exact luminosity class match is required (e.g. we would not attempt to interpolate between A2I and A2III to obtain a spectrum for A2II; we do however consider the supergiant classes I, Ia, and Ib to be equivalent). Unlike the analysis in Bewsher et al. (2010) and Bewsher, Brown, and Eyles (2012), it was not necessary to resort to colour mixing as spectral types were available for all of the stars in our sample and the vast majority could be matched to spectra in Pickles (1998a); those few that could not be adequately matched to a spectrum in Pickles (1998a) were discarded.

A number of other criteria, though similar, were modified to streamline the process, or by applying thresholds that were imposed in a post-selection winnowing by Tappin, Eyles, and Davies (2017):
Table 2  Sample selection criteria for HI-1.

| Parameter             | Unit       | Pre-conjunction | Post-conjunction |
|-----------------------|------------|-----------------|------------------|
|                       |            | Science Single  | Science Single   |
| Min. observations     |            | 400             | 15               |
| Min. ratio            |            | 0.75            |                  |
| Max. ratio            |            | 1.5             |                  |
| Max. IQ range         | fractional | 0.03            | 0.1              |
| Max. position error   | CCD pixels | 0.6             | 0.03             |
| Max. background       | DN s⁻¹     | 0.2             | 1000.0           |
| Max. count rate       | DN s⁻¹     | 1000.0          |                  |
| Faintest magnitude    |            | 9.0             |                  |
| Closest neighbour     | °          | 0.2             |                  |
| Min. galactic lat.    | °          | 15.0            |                  |

- The stars must not be fainter than a photonic magnitude of 9.0 (0.5 magnitudes fainter than Tappin, Eyles, and Davies, 2017).
- Rather than imposing a bright magnitude limit and a count rate limit we apply only a count rate limit of 1000 DN s⁻¹ (c.f. 400 DN s⁻¹ in Tappin, Eyles, and Davies, 2017), as we now think that the earlier limit was overly conservative and driven by an incomplete understanding of the effects of particle scrubbing.
- We also reject stars that have median count rates less than 0.75 or more than 1.5 times the rates predicted, in any of the observation series (science and single exposure data, pre-conjunction and post-conjunction intervals).
- Stars below 15° galactic latitude were also excluded.
- Stars with an average position more than 0.3 bins or 0.6 pixels from the calculated position are considered to be possible misidentifications, and so were excluded.
- Stars with a high background count rate (more than 0.2 DN s⁻¹) were also excluded.

Finally, a number of criteria must have different thresholds for the different datasets:

- The number of observations required differs between the datasets as the sampling and the duration of the datasets differ.
- Different thresholds are needed for the interquartile (IQ) range as the typical scatter ranges for a star vary significantly between the datasets.

To be used in any analysis, the stars must be suitable for use in all of the datasets. The quantitative criteria are summarized in Table 2. In addition to the criteria thus defined, two stars were excluded manually as having anomalous behaviour, leaving a total of 1391 stars for the analysis.

Since the single-exposures are 2048 pixel square images rather than 1024 bin square images, it is necessary to analyse the curve of growth for the photometry apertures to determine the optimal apertures for the single-exposure data. The testing followed the pattern used by Tappin, Eyles, and Davies (2017), with the addition of a group of smaller apertures (less than two pixels), thus a common background annulus is used for a range of aperture radii, and the largest radius of any set is repeated with the next larger set as well. The aperture ranges used along with the associated background annuli are listed in Table 3, and the results are shown in Figure 3.

While the form of the curve is similar to that found for the science data, there are two noticeable differences:
Table 3  Summary of the aperture ranges and background annuli used to determine the aperture photometry curves of the growth shown in Figure 3, all values are in CCD pixels.

| Group | Min radius | Max radius | Radius step | Background Inner radius | Outer radius |
|-------|------------|------------|-------------|-------------------------|--------------|
| 0     | 1.2        | 2.4        | 0.2         | 4.0                     | 8.0          |
| 1     | 2.4        | 6.0        | 0.4         | 8.0                     | 16.0         |
| 2     | 6.0        | 10.0       | 0.4         | 12.0                    | 20.0         |
| 3     | 10.0       | 14.0       | 0.4         | 16.0                    | 24.0         |
| 4     | 14.0       | 24.0       | 1.0         | 26.0                    | 32.0         |

Figure 3  Aperture photometry curves of growth for HI-1A single exposure images out to a photometry radius of 15 pixels, determined over the interval from 30 May 2007 (day 150) to 30 May 2009. The “all stars” curve from the science data of Tappin, Eyles, and Davies (2017) is also shown as the long dashed line (aperture rescaled to pixels). The vertical dashed line indicates the aperture of 3.0 bins used by Tappin, Eyles, and Davies (2017). The colours of the lines separate the groups as outlined in Table 3. Apertures above 15 pixels are not shown to allow the flat region of the curve to be more clearly seen.

i) The growth of the measured signal for large apertures is significantly slower, this means that the aperture selection is less critical than for the science data.

ii) The discontinuities between the measurement groups are more evident. This appears to indicate that the background determination in the stellar photometry is somewhat more affected by the size of the background annulus for the single exposure data than for the science data, it is however only evident at apertures and annuli larger than those used in the final analyses.

Since the levels are normalized to a value of 1.0 at 3.2 pixels (1.6 bins, which was the normalization size used by Tappin, Eyles, and Davies, 2017), a direct comparison of the levels is not possible. Given the similarity of form, we think it is most sensible to simply use the same physical radii as for the science data (where we follow Tappin, Eyles, and Davies (2017) in using an aperture of 3.0 bins and a background annulus from 5.0 to 10.0 bins), i.e. an aperture of 6.0 pixels and a background annulus from 10.0 to 20.0 pixels.
Table 4  Median gains and constrained fits (as in Tappin, Eyles, and Davies, 2017) from HI-1A data from the pre-conjunction analysis interval.

| Sample                                              | $N_{\text{stars}}$ | Simple median Gain | Simple median Error | Constrained fit Gain | Constrained fit Error |
|-----------------------------------------------------|---------------------|--------------------|---------------------|----------------------|-----------------------|
| Science                                             | 1391                | 0.934              | 0.007               | 0.916                | 0.02                  |
| Single                                              | 1391                | 0.939              | 0.008               | 0.931                | 0.02                  |
| Tappin, Eyles, and Davies (2017)                    | 1422                |                    |                     |                      |                       |
| Tappin, Eyles, and Davies (2017) reanalysed         | 1334                | 0.932              | 0.008               | 0.911                | 0.02                  |
| Bewsher et al. (2010)                               |                     |                    |                     |                      | 0.93                  |

A significant difference in the analysis is in the method of fitting. We now consider that the best method to determine the levels is simply to compute the median of the ratio of measured to computed count rates for all individual stellar measurements, thus minimizing potential biasing through grouping the measurements by star prior to fitting. In Tappin, Eyles, and Davies (2017) (and also in Tappin, Eyles, and Davies, 2015) we took a median ratio for each star and then performed a fit constrained to pass through the origin, weighting each star in the fit by the number of observations of that star.

Measurements for all images prior to 17 September 2013 (day 260) were analysed. In addition to the sample selection, we rejected any individual measurements:

- where a star’s measured count rate was more than twice or less than half of its median count rate in the interval, or
- where its position was more than 1.5 bins (for the science data) or 2.0 pixels (for the single-exposure data) away from the expected location

as a probable bad measurement, i.e. the location algorithm had converged on the wrong star or that the measurement was contaminated (e.g. by a planet or a particle hit).

As discussed by Tappin, Eyles, and Davies (2017) and Tappin (2017), the particle scrubbing causes some erosion of the measured stellar count rates because of the motion of the stars due to the orbital motion of the spacecraft. To compensate for this, all of the measured count rates from the science datasets were corrected using the recipe given in Tappin, Eyles, and Davies (2017):

\[
\frac{R_{\text{scrubbed}}}{R_{\text{unscrubbed}}} = \begin{cases} 
0.981 + 0.0013 m_v \\
0.933 + 0.0071 m_v \\
0.989 
\end{cases} \quad \text{where} \quad \begin{cases} 
7.5 \leq m_v < 9.0 \\
5.0 \leq m_v < 7.5 \\
m_v < 5.0 
\end{cases}
\]  

(2)

where $R_{\text{scrubbed}}$ is the actual measured count rate and $R_{\text{unscrubbed}}$ is the required corrected rate. Since there is no on board scrubbing in the single exposure dataset, no such correction is needed.

### 3.1.2. Results

In Table 4 we show the results obtained for both the science and single exposure gyro-stabilized datasets and also for the stellar sample used by Tappin, Eyles, and Davies (2017), both the original analysis and also a reanalysis using the star list from Tappin, Eyles, and Davies (2017), but with re-measured count rates and analysed using the methods of this study (we cannot use the same star list as Tappin, Eyles, and Davies (2017) for the main
Figure 4  Comparison of the ratios of measured to calculated count rates for HI-1A for science and single-exposure data, in the pre-conjunction interval. The science rates are corrected by the factors determined by Equation 2. The red line shows the L1-norm fit from Equation 4, and the green line shows the case of equality.

study, as a small number of the stars is unsuitable either post-conjunction or in the single exposure data). We have computed both the simple median and also the constrained fit (as used by Tappin, Eyles, and Davies, 2017). All errors are computed following the recipe of Koenker and Hallock (2001) as

$$E(x) = \frac{\text{fr}(x, \frac{1}{2} + \frac{1}{\sqrt{N}}) - \text{fr}(x, \frac{1}{2} - \frac{1}{\sqrt{N}})}{2},$$

(3)

where \(\text{fr}(x, f)\) represents the \(f\)th fractile of \(x\), and \(N\) is the number of observations. Since the variation between stars is much greater than that within the series of any individual star, we regard the number of observations as being the number of stars used rather than the total number of individual measurements.

It is evident that while the gains calculated from the science and single exposure datasets using the simple median method are in good agreement with each other, they are somewhat out of agreement with the published values of Tappin, Eyles, and Davies (2017). It is also clear that when we apply the constrained fit method to the current science dataset, the results agree within the errors with the analysis of Tappin, Eyles, and Davies (2017), and equally applying the simple median ratio to the Tappin, Eyles, and Davies (2017) stellar sample gives values that agree with the newer determination. For the single exposure data however, there is little difference between the simple median and the constrained fit. This value is also close to the value found by Bewsher et al. (2010).

We also find that there is an excellent correlation between the median ratio for each individual star in the science and single-exposure datasets (Figure 4). The fitted trend using an L1-norm fit is:

$$R_{\text{single-exposure}} = -0.01429 + 1.0256 R_{\text{science}},$$

(4)

with a Spearman rank correlation coefficient of 0.989.
Table 5  Sample selection criteria for HI-2. The parameters are as described in Table 2.

| Parameter            | Unit          | Pre-conjunction | Post-conjunction |
|----------------------|---------------|-----------------|------------------|
|                      |               | Science | Single | Science | Single |
| Min. Observations    |               | 600     | 20     | 400     | 20     |
| Min. ratio           |               |          | 0.75   |          |        |
| Max. ratio           |               |          | 1.5    |          |        |
| Max. IQ range        | fractional    |          | 0.1    |          |        |
| Max. position error  | CCD pixel     |          | 1.0    |          |        |
| Max. background      | DN s\(^{-1}\) | 50.0    | 100.0  | 50.0    | 100.0  |
| Max. count rate      | DN s\(^{-1}\) |          | 2500.0 |          |        |
| Faintest magnitude   | °             |          | 7.5    |          |        |
| Closest neighbour    | °             |          | 0.5    |          |        |
| Min. Galactic Lat.   | °             |          | 15.0   |          |        |

In summary, we find that for HI-1A, the single exposure images give an instrument gain consistent with that obtained from the science images. But we do find a discrepancy of about 2% with our previously published values (Tappin, Eyles, and Davies, 2017). This discrepancy appears to be related to the method used to determine the level rather than any bias from the differences between the stellar samples.

3.2. HI-2A

3.2.1. Stellar Sample and Photometry

In the original HI-2 calibrations (Tappin, Eyles, and Davies, 2015), a relatively small sample of stars was chosen. While such a sample is suitable for use with the science data, we considered it unlikely to be large enough to give adequate statistics with the single exposure data (and certainly an analysis using a larger sample is needed to verify this).

The Tappin, Eyles, and Davies (2015) sample was selected from the Yale Bright Star list (Hoffleit and Warren, 1995) that only extends to magnitude 6.5. So to get a larger sample, it is necessary to use a deeper catalogue. Since we are already using it for HI-1, the obvious choice is to use the SKY2000 catalogue (Myers et al., 2001).

The new baseline sample is defined to include stars that pass within 200 bins of the centre of the HI-2A field of view (for consistency with the HI-1 analyses) and:

- Have a visual (V) magnitude brighter than 7.5.
- Have a well-defined spectral type that can be matched to a spectrum in the spectral atlas of Pickles (1998a,b). See Section 3.1.1 above and also Tappin, Eyles, and Davies (2015) for the rules for matching spectra.
- Do not have any form of “anomalous” spectrum.
- Are not classified as variables.
- Any neighbouring star within 0.5° must be more than 2.0 magnitudes fainter than the star being measured.

The main differences from the sample used by Tappin, Eyles, and Davies (2015) are the fainter magnitude limit and the fact that we have expanded the analysis region from 100 bins to 200 bins.
The count rates for all stars were measured for all available images using the “descents” photometry method described by Tappin, Eyles, and Davies (2015). In essence this selects the region surrounding the peak over which the measured count rate is decreasing away from the peak, this method was found to yield more consistent count rates for HI-2 than the aperture photometry method as it handles the highly variable point spread function better.

For the detailed analysis, further selections are then made in a similar manner to that used for HI-1A, however the actual threshold criteria differ. These are listed in Table 5. This leaves a final analysis sample of 448 stars (compared with only 62, within 100 bins of the field centre, in Tappin, Eyles, and Davies, 2015). It should be noted that owing to the different photometry methods, the background levels are not comparable.

In addition, as with HI-1A, we excluded individual measurements that were outside the range of 0.5 to 2.0 times the median count rate for the star, and ones where the measured position was more than 1.5 bins for science data or more than 2.0 pixels for single exposure data away from the expected location.

3.2.2. Results

When comparing the ratio of the median count rates to the predicted values for HI-2A in the pre-conjunction interval, it became clear that some stars were systematically lower in the unbinned single-exposure data than in the science data (Figure 5a), while others were close to the expected trend. This is confirmed by a regression that yields a fit of:

$$R_{\text{single-exposure}} = 0.11030 + 0.8892 R_{\text{science}},$$  

with a Spearman rank correlation of only 0.922. One plausible contributor to this is that the lower signal-to-noise ratio of the single-exposure images results in some premature termination of the descents. As a check on this, we re-ran the photometry using single-exposure data rebinned to 1024 by 1024 (i.e. the same resolution as the science data), this yields the trend in Figure 5b and a regression of:

$$R_{\text{single-exposure}} = 0.00965 + 0.9966 R_{\text{science}}.$$

The count rates for all stars were measured for all available images using the “descents” photometry method described by Tappin, Eyles, and Davies (2015). In essence this selects the region surrounding the peak over which the measured count rate is decreasing away from the peak, this method was found to yield more consistent count rates for HI-2 than the aperture photometry method as it handles the highly variable point spread function better.

For the detailed analysis, further selections are then made in a similar manner to that used for HI-1A, however the actual threshold criteria differ. These are listed in Table 5. This leaves a final analysis sample of 448 stars (compared with only 62, within 100 bins of the field centre, in Tappin, Eyles, and Davies, 2015). It should be noted that owing to the different photometry methods, the background levels are not comparable.

In addition, as with HI-1A, we excluded individual measurements that were outside the range of 0.5 to 2.0 times the median count rate for the star, and ones where the measured position was more than 1.5 bins for science data or more than 2.0 pixels for single exposure data away from the expected location.

3.2.2. Results

When comparing the ratio of the median count rates to the predicted values for HI-2A in the pre-conjunction interval, it became clear that some stars were systematically lower in the unbinned single-exposure data than in the science data (Figure 5a), while others were close to the expected trend. This is confirmed by a regression that yields a fit of:

$$R_{\text{single-exposure}} = 0.11030 + 0.8892 R_{\text{science}},$$  

with a Spearman rank correlation of only 0.922. One plausible contributor to this is that the lower signal-to-noise ratio of the single-exposure images results in some premature termination of the descents. As a check on this, we re-ran the photometry using single-exposure data rebinned to 1024 by 1024 (i.e. the same resolution as the science data), this yields the trend in Figure 5b and a regression of:

$$R_{\text{single-exposure}} = 0.00965 + 0.9966 R_{\text{science}}.$$
with a Spearman correlation of 0.994, confirming our hypothesis. The excellent correspondence between the datasets in the binned case shows that the binned single-exposure data give good photometric performance with the descents method.

A summary of the fitted gains for HI-2 is given in Table 6. We see that the gains computed here are somewhat higher than those previously determined by Tappin, Eyles, and Davies (2015). Unlike in the case of HI-1, there is no clear difference between the median and constrained fit methods. There are however several trends:

- Science data measurements using only stars brighter than $m_v = 6$ show a lower apparent gain than those using stars down to $m_v = 7.5$. Very similar values are also obtained using the sample from Tappin, Eyles, and Davies (2015) (when $m_v = 6.5$ but was far from complete for magnitudes fainter than 6.0) and applying the current analysis methods.
- Science data measurements using only the central 100 bin region of the CCD show a lower apparent gain than those using the central 200 bin region.
- Single-exposure measurements where the data were binned before the photometry show a higher apparent gain than those where the photometry was done on the raw images, and a much closer match to the results from the science data. We will therefore use the photometry from binned data for HI-2A single-exposure images hereafter.

When we examine the histograms of the ratio of the measured to computed count rates (Figure 6) it becomes clear that in the datasets using only bright stars there is a deficit of high ratios $\frac{R_{\text{meas}}}{R_{\text{comp}}} > 1.2$, this is particularly apparent in the case of the inner core bright dataset ($R = 100$, $m_v < 6$). It should be noted that the difference between the inner 100 bin and the inner 200 bin determination is in the opposite sense from that expected if the instrument flat field correction had not been applied.

The differences between the single-exposure and science data medians are comparatively small (of the order of 1%), and the histograms (Figure 7) show that the distributions are very similar.

### 3.3. Summary

While it is clear that the single-exposure datasets do not provide as good a measure of instrument performance as the science data, mainly owing to the much lower total integra-

| Sample                              | $N_{\text{stars}}$ | Simple median Gain | Simple median Error | Constrained fit Gain | Constrained fit Error |
|-------------------------------------|--------------------|--------------------|---------------------|----------------------|-----------------------|
| Science                             | 443                | 1.005              | 0.01                | 1.003                | 0.02                  |
| Science ($R=100$)                   | 229                | 0.992              | 0.015               | 0.988                | 0.03                  |
| Science ($m_v < 6$)                 | 115                | 0.975              | 0.015               | 0.976                | 0.03                  |
| Science ($m_v < 6, R=100$)          | 61                 | 0.958              | 0.015               | 0.954                | 0.03                  |
| Single (unbinned)                   | 443                | 0.996              | 0.01                | 0.990                | 0.017                 |
| Single (binned)                     | 443                | 1.009              | 0.01                | 1.007                | 0.02                  |
| Single (100, unbinned)              | 229                | 0.983              | 0.015               | 0.978                | 0.024                 |
| Single (100, binned)                | 229                | 0.996              | 0.015               | 0.990                | 0.025                 |
| Tappin, Eyles, and Davies (2015)    | 62                 | 0.959              |                      |                      |                       |
| Tappin, Eyles, and Davies (2015) reanalysed | 97          | 0.976              | 0.02                | 0.978                | 0.02                  |
Figure 6  Histogram of the ratio of measured to predicted count rates for a number of HI-2 science-data analysis samples (as in Table 6). The histogram for the Tappin, Eyles, and Davies (2015) sample is from the reanalysed dataset. These histograms have a constant number of measurements per bin, and are normalized to the total number of measurements in the sample. The error bars are the errors derived from Poisson counting statistics, and are placed at the median ratio of the measurements in the bins. The arrows above the plot traces show the medians of each distribution.

...tion time, they do give a sufficiently reliable measure to allow their use to analyse the performance trends in the post-conjunction epoch, when degraded pointing stability resulting from the gyroless operation prevents the use of science images for calibration. For HI-2A, the results are significantly improved by $2 \times 2$ binning the single-exposure data before photometry.

We also note that for most stars the ratio of measured to predicted count rate is very similar in the two datasets.

Finally, we see that for HI-2A, there is a need to revise the gain upward compared with the values determined by Tappin, Eyles, and Davies (2015).

4. Determination of the Performance Trends Since Conjunction

4.1. Overview

We have already seen (Tappin, Eyles, and Davies, 2015, 2017) that the spread of the measurements of the ratio of the count rate to that computed from the pre-launch modelling is too large to allow the determination of a trend in the gains, and also that this spread is dominated by the variation from star to star, rather than the variation of the measurements of individual stars.

A solution to this problem is to normalize the values for each star to the median value for that star over the determination interval and then determine a relative variation. This was the method used by Tappin, Eyles, and Davies (2015, 2017), and also used here.
Figure 7  Histograms of the ratio of measured to predicted count rates comparing the science and single-exposure datasets. The format is the same as for Figure 6.

For this approach to be considered valid across the entire mission, we must verify that consistency is maintained in the post-conjunction interval where the stars are crossing a different region of the CCD because of the 180° roll of the spacecraft. To do this, we compared the ratios of median measured to calculated count rates for all of the stars used in the samples for both science and binned single-exposure data for the pre-conjunction interval (1 April 2007 to 17 September 2013) with those for the post-conjunction interval (9 April 2016 to 27 November 2020). These trends are shown in Figure 8. From these it is very clear that the behaviour of the individual stars is highly consistent across the entire interval of study. As expected from the degraded pointing leading to increased false positives in the particle scrubbing (Tappin, 2017), the fits to the science data show lower count rates in the post-conjunction interval than in the pre-conjunction interval, whereas the single-exposure data count rates are very similar for the two intervals.

We also did analyses similar to those above, but separating into stars at northern and southern ecliptic latitudes. We did not find any significant differences in any dataset. This confirms that there is no detectable effect from the 180° spacecraft roll following conjunction.

For consistency, we have chosen to use the pre-conjunction interval as the baseline for normalizing all of the datasets, i.e.:

$$R_{\text{Norm}} = \frac{R}{\text{median}(R(2007 : 91, 2013 : 260))}$$  \hspace{1cm} (7)

where median($R(2007 : 91, 2013 : 260)$) is the median count rate over the interval from day 91 (1 April 2007) to day 260 (17 September 2013).

In all cases, the fitting of trends uses an L1-norm fit to the individual measurements. For convenience, fits are calculated based on time in Julian years (365.25 days) after 2007.0.
4.2. HI-1A

From Figure 2, several features of the trends in normalized count rates are apparent:

- There is a visible reduction of gain in the post-conjunction interval (after the second vertical dashed line) compared with the pre-conjunction interval (before the first vertical line), even in the single-exposure data.
- The single-exposure data have a much wider spread than the science data, both pre- and post-conjunction. Although relative to counting statistics, the scatter is less for the single-exposure data (3–5 times counting vs. 5–8 times for science data).
- The interval of comparatively poor pointing control (between the two dashed lines) is not clearly visible in the single-exposure data (Figure 2), whereas it appears as a significant drop in apparent gain in the science data.
In the science dataset there is at least a hint of a maximum in the gain in the early part of the mission. This was noted by Tappin, Eyles, and Davies (2017) and treated as a constant gain up to the start of 2009.

For fitting, we used three intervals: the pre-conjunction interval, the post-conjunction interval, and both together. For each interval and dataset, we fit:

$$R_{\text{Norm}}(T) = R_0 + R_1 T,$$

where $T$ is the time in years after 2007.0. For the pre-conjunction interval and the combined interval, we also did a quadratic fit:

$$R_{\text{Norm}}^{(q)}(T) = R_0^{(q)} + R_1^{(q)} T + R_2^{(q)} T^2.$$  

For those two intervals, we also used a linear fit with a break:

$$R_{\text{Norm}}^{(b)}(T) = R_0^{(b)} + R_1^{(b)} \max(T, T_b).$$

This is similar to the fit using a constant level prior to 2009.0, and a linear fit thereafter, as used by Tappin, Eyles, and Davies (2017). However, here the end of the constant interval ($T_b$) is a free parameter, whereas in the analysis of Tappin, Eyles, and Davies (2017), the break at 2009.0 was estimated rather than fitted.

The fits are shown in Table 7. Note that since these are fits to normalized data, the constant term only reflects the change between the level at the fitting origin (2007.0) and the mean level over the normalization interval. A number of general points may be gleaned from the tabulated fits:

- All show only minor loss of sensitivity over the entire mission to date.
- All of the quadratic fits show a positive linear term and negative second-order term, giving a maximum (see Table 7 for the dates) during the pre-conjunction interval.
- The post-conjunction linear fits have similar gradients for both science and single-exposure data, but with a significant offset between them.
- The linear fits with a break all show the break occurring in mid to late 2011, compared with 2009.0 used by Tappin, Eyles, and Davies (2017), which was an estimate and not a fitted parameter.

The various fits to the pre-conjunction data are shown in Figure 9, along with the previous published trend and also the linear fit to the single-exposure data from the post-conjunction interval. As might be expected, the fits do not differ by more than about 0.5% over the pre-conjunction fitting interval. However, there is considerable divergence as these fits are extended into the post-conjunction epoch, with the different methods differing more than the different datasets. Comparison of the various pre-conjunction fits with the post-conjunction linear fit suggests that the linear fit with a break extrapolates to the actual behaviour in the post-conjunction interval rather better than the others.

Figure 10a compares most of the fits to the single exposure data (the quadratic fit to the pre-conjunction data is omitted for clarity). It is evident from these that the fits including post-conjunction data show a somewhat more rapid degradation than determined by Tappin, Eyles, and Davies (2017), however, the pre-conjunction linear fit with a break has a very similar slope and break point to that to all of the data. We attribute this discrepancy with the published value to having placed the break too early in the earlier (Tappin, Eyles, and Davies, 2017) analysis.
Table 7  Trend fits to the HI-1A datasets.

### Linear fits (Equation 8)

| Dataset   | Interval           | Constant \((R_0)\) | Linear \((R_1)\) |
|-----------|--------------------|---------------------|------------------|
| Science   | Pre-conjunction    | 1.0018              | -0.000524        |
| Single    | Pre-conjunction    | 1.0010              | -0.000421        |
| Science   | Post-conjunction   | 0.9936              | -0.001604        |
| Single    | Post-conjunction   | 1.0107              | -0.001976        |
| Science   | All                | 1.0081              | -0.002655        |
| Single    | All                | 1.0033              | -0.001325        |

### Quadratic fits (Equation 9)

| Dataset   | Interval           | Constant \((R^{(q)}_0)\) | Linear \((R^{(q)}_1)\) | Quadratic \((R^{(q)}_2)\) | Maximum     |
|-----------|--------------------|---------------------------|-------------------------|---------------------------|-------------|
| Science   | Pre-conjunction    | 0.9998                    | 0.001117                | -0.000237                 | 2009.361    |
| Single    | Pre-conjunction    | 0.9996                    | 0.000816                | -0.000199                 | 2009.046    |
| Science   | All                | 1.0016                    | 0.000349                | -0.000215                 | 2007.813    |
| Single    | All                | 1.0003                    | 0.000150                | -0.000104                 | 2007.717    |

### Linear plus break fits (Equation 10)

| Dataset   | Interval           | Constant \((R^{(b)}_0)\) | Linear \((R^{(b)}_1)\) | Break \((T_b)\) |
|-----------|--------------------|----------------------------|-------------------------|-----------------|
| Science   | Pre-conjunction    | 1.0107                     | -0.002146               | 2011.693        |
| Single    | Pre-conjunction    | 1.0088                     | -0.001962               | 2011.498        |
| Science   | All                | 1.0187                     | -0.003710               | 2011.876        |
| Single    | All                | 1.0078                     | -0.001736               | 2011.486        |

The difference between the quadratic and linear-with-break fits is very small. But it does predict a more rapid degradation towards the end of the data sample and going forward, which is not physically reasonable.

It should also be noted that the differences between all of the fits are small compared with the scatter in the individual data points, as is illustrated in Figure 10b, where the fits to all data are overlayed on the original (normalized) data.

Overall, we consider that the linear fit with a break represents the observations well and is more likely to continue to track the evolution of the performance of HI-1A than the quadratic fit, which drops off increasingly rapidly in the coming years, when we have seen no evidence of accelerating degradation beyond the initial near-constant period at the start of the mission.

### 4.3. HI-2A

The general trends as seen in Figure 2 are very similar to those for HI-1A, however there are a couple of additional points to note:

- The increase in scatter from the science data to the single-exposure data in the pre-conjunction interval is much less dramatic. But there is a clearer difference in the scat-
Figure 9 Comparison of the various fits to the pre-conjunction HI-1A data. In addition, the published fit from Tappin, Eyles, and Davies (2017) and a linear fit to the single-exposure post-conjunction data are included. The vertical dotted lines delimit the fitting intervals.

There appears to be a gain increase in the single-exposure data across the conjunction interval.

As with HI-1A, we computed fits separately for the pre-conjunction, post-conjunction, and combined intervals, using the three forms from Equations 8 to 10. The results are tabulated in Table 8. A few points to note are:

- The post-conjunction fit to the science data has a significantly lower constant term than the rest of the fits. This is expected as a result of the degraded pointing and is clearly visible in Figure 2.
- The post-conjunction fit to the single-exposure data, on the other hand, has a rather higher constant term (by about 1%). This backs up the apparent performance improvement, or at least a hiatus in the decay during the conjunction interval that was seen in Figure 2. We do not have a clear explanation for this, but hypothesize a small change in some electronic component while the instrument was switched off for the conjunction.
- The quadratic terms are much smaller than was the case for HI-1A, and in the case of the fit to all of the single-exposure data the term is positive. All have maxima (or minima) outside the time span of the STEREO mission. The implication of this being that the quadratic fit is not a good model for the HI-2A data.
- The linear fits both pre- and post-conjunction correspond to degradation rates of the order of 0.1% per year.

As with HI-1A, it is instructive to plot the pre-conjunction fits (along with the linear fit to the post-conjunction singles and the published fit from Tappin, Eyles, and Davies, 2015). This is done in Figure 11. It is very apparent that the linear and quadratic fits to
Figure 10  (a) Summary of the linear fits to single-exposure data for HI-1A. (b) Fits to all of the data along with the linear-with-break fit to the pre-conjunction interval. In both (a) and (b) the published fit of Tappin, Eyles, and Davies (2017) is shown for comparison. The vertical dotted lines mark the analysis intervals. (c) The three fits to all of the data, overlaid on the individual measurements. In (c) the red points are the pre-conjunction interval, blue the post-conjunction interval, and grey the conjunction interval which was not used in the fitting.
Table 8  Trend fits to the HI-2A datasets. In the quadratic section, parenthesized figures in the “Maximum” column indicate minima.

| Dataset | Interval               | Constant \((R_0)\) | Linear \((R_1)\) | Quadratic \((R_2)\) | Maximum         |
|---------|------------------------|--------------------|-----------------|----------------------|-----------------|
| Science | Pre-conjunction        | 1.0047             | -0.001338       | -1.33e-05            | 1959.868        |
| Single  | Pre-conjunction        | 1.0039             | -0.001236       | -6.6e-06             | 1918.280        |
| Science | Post-conjunction       | 0.9820             | -0.000706       | -0.000143            | 2003.788        |
| Single  | Post-conjunction       | 1.0120             | -0.001594       | +4.5e-06             | 2108.349        |
| Science | All                    | 1.0092             | -0.002876       |                      |                 |
| Single  | All                    | 1.0029             | -0.000840       |                      |                 |

the pre-conjunction data lie very close together, i.e. the contribution of the quadratic term is negligible. The linear fits show a somewhat steeper degradation rate than the published trend (Tappin, Eyles, and Davies, 2015); however, even when extrapolated to 2022, the differences are less than 0.5%.

The linear fits with a break appear to be decidedly anomalous, as they give a far steeper degradation rate after the break than the linear and quadratic fits. The most likely explanation is that the model is not a good match to the dataset for HI-2A. It is also very clear that although the linear and quadratic pre-conjunction fits match each other very well, none of them line up with the post-conjunction fit.

In Figure 12, we show all of the relevant fits to the single-exposure data (the quadratic fit is not included as, similarly to the pre-conjunction fits, it is almost indistinguishable from the linear fit). As with HI-1A, it is clear that the currently-used fit does not extrapolate well to the post-conjunction interval. However, in this case none of the fits to all of the data agree well with the fits to the two intervals separately. It therefore appears that the best option for HI-2A is to use two independent linear fits, one for the pre-conjunction observations and one for the post-conjunction observations.
5. Synthesis

To produce a revised set of calibration parameters, we must combine the overall levels obtained from the pre-conjunction science data with the trends from the single-exposure data for the entire mission.

Since the trend fits were generated using data normalized over the pre-conjunction interval, we expect that the fitted functions should have a mean value of 1.0 over that interval. Since this is also the interval used to determine the overall level, the gain variation is simply the product of the two components.

5.1. HI-1A

For HI-1A, the trend is best approximated by Equation 10, and the average value between two times ($T_1$ and $T_2$) assumed to span the break at $T_b$ is given by:

$$R_{\text{avg}}^{(b)}(T_1 : T_2) = \frac{(R_0^{(b)} + R_1^{(b)}T_b)(T_b - T_1) + \left( R_0^{(b)} + R_1^{(b)}\frac{T_b+T_2}{2} \right)(T_2 - T_b)}{T_2 - T_1},$$

(11)

where the times are in years after 2007.0. Putting in the numbers (from the final row of Table 7):

$$R_0^{(b)} = 1.0078,$$

$$R_1^{(b)} = -0.001736$$

$$T_b = 2011.486 - 2007.0 = 4.486$$

$$T_1 = 2007.25 - 2007.0 = 0.25 \quad (2007, \text{ day 91})$$

$$T_2 = 2013.72 - 2007.0 = 6.72 \quad (2013\text{ day 260})$$
we get, $R(b)_{\text{avg}}(T_1 : T_2) = 0.9993$, which is not significantly different from 1.0. Hence, combining with the pre-conjunction median of the science data from Table 4 (row 1) we arrive

**Figure 12**  (a) Summary of fits to single-exposure data for HI-2A. (b) The linear fits overlaid on the individual measurements. In (b) the red points are the pre-conjunction interval, blue the post-conjunction interval, and grey the conjunction interval which was not used in the fitting. The linear fits to the pre- and post-conjunction data are also shown as cyan and orange traces, respectively, to contrast with the individual data points. N.B. The y-axis scale in both panels has a smaller range than in the corresponding panels in Figure 10.
Figure 13  Comparison of the determinations STEREO-A HI instrument gains as a function of time: (a) HI-1A, (b) HI-2A. The dashed regions are beyond the data in the determinations. Gains are relative to the pre-launch modelling.

\[ G_{\text{HI-1A}}(T) = 0.9342 \times (1.0078 - 0.001736 (\text{max}(T, 2011.486) - 2007)) \]
\[ = 0.9415 - 0.001622 (\text{max}(T, 2011.486) - 2007), \]

(12)

this gives a sensitivity between the previous determinations of Bewsher et al. (2010) and of Tappin, Eyles, and Davies (2017) as shown in Figure 13a.

5.2. HI-2A

For HI-2A, we need to use two separate linear fits to adequately fit the trends in the single-exposure data for the whole mission, namely the second and fourth lines of Table 8, i.e.:

\[ R(T) = \begin{cases} 
1.0039 - 0.001236 (T - 2007) & \text{when } T < 2015 \\
1.0120 - 0.001594 (T - 2007) & \text{when } T \geq 2015
\end{cases} \]

(13)

which averages to 0.9996 over the pre-conjunction interval, again close enough to 1.0. So, combining with the pre-conjunction median gain of the science data from the first row of
Table 6 we get an adjustment to the pre-launch gain of:

\[ G_{\text{HI-2A}}(T) = 1.005 \times \begin{cases} 
1.0039 - 0.001236 (T - 2007) & \text{when } T < 2015 \\
1.0120 - 0.001594 (T - 2007) & \text{when } T \geq 2015 \\
1.0089 - 0.001242 (T - 2007) & \text{when } T < 2015 \\
1.0171 - 0.001602 (T - 2007) & \text{when } T \geq 2015 
\end{cases} \]  

This result is about 4–5% more sensitive than we determined in Tappin, Eyles, and Davies (2015) (Figure 13b).

5.3. Physical Units

The conversions to physical units follow the same logic as presented in Tappin, Eyles, and Davies (2015, 2017), giving conversion factors as:

\[
C(B_{\odot}) = \frac{n_{\text{pix}}}{I_{\odot}},
C(S10) = \frac{1}{I_{10}\Omega_{\text{deg}}},
C(SI) = \frac{P}{I_{\odot}\Omega_{\text{pix}}},
\]  

where \( n_{\text{pix}} \) is the number of pixels covered by the solar image, \( I_{\odot} \) is the computed total counting rate in DN s\(^{-1}\), \( I_{10} \) is the computed count rate for a magnitude 10 solar-type star, \( \Omega_{\text{deg}} \) is the solid angle subtended by a pixel, in square degrees, \( \Omega_{\text{pix}} \) is the solid angle subtended by a pixel, in steradians, and \( P \) is the total power in the solar spectrum.

As was done by Tappin, Eyles, and Davies (2015, 2017) we have used the solar spectrum of Neckel and Labs (1984), and the total solar irradiance from Kopp and Lean (2011) as the basis for our conversions. The resulting on-axis conversion factors are tabulated in Table 9. The off-axis adjustment is discussed in the previous calibration analyses, i.e. Tappin, Eyles, and Davies (2017) for HI-1 and Tappin, Eyles, and Davies (2015) for HI-2.

6. Discussion

Although the analysis described in this article is couched in terms of ‘pre-conjunction’ and ‘post-conjunction’ data, the true discriminator is the pointing control process. Up to 17 September 2013 (day 260), the pointing control loop of the STEREO-A spacecraft used the gyros to optimise the short-term pointing stability, thereafter, the pointing control loop was closed around the guide telescope and the Sun sensors. This resulted in a considerable degradation of pointing on the timescale of minutes that in turn led to the flagging of some pixels in star images as particle hits. Since this is a consequence of the large spatial gradients in stellar images being converted to temporal changes of signal in individual pixels, the response to heliospheric structures is unaffected, but calibration using stellar photometry on the science images is no longer feasible.

Fortunately, the (approximately) daily single exposure images taken by the HI cameras do not have particle scrubbing applied and so they can be used for calibration purposes. By comparing the single-exposure data with the science data, it was clear that despite the much shorter total integration of the single-exposure images the two datasets gave consistent results for the pre-conjunction interval. This has allowed us to extend the calibration determination up to the present time.

We have found that the low degradation rates (less than 0.2% per year) of both HI instruments have continued with no significant acceleration. If this continues into the future,
**Table 9** On-axis conversion factors from count rates (DN s\(^{-1}\) CCD pixel\(^{-1}\)) to physical units for the STEREO-A HI instruments.

| HI-1A | Unit | Constant | Linear | Break |
|-------|------|----------|--------|-------|
|       | \(B\odot\) | 3.435E-13 | -5.914E-16 | 2011.486 |
|       | S10 | 763.2 | -1.315 | 2011.486 |
|       | \(\text{W m}^{-2}\text{ sr}^{-1} (0 – \infty)\) | 6.867E-06 | -1.183E-08 | 2011.486 |
|       | \(\text{W m}^{-2}\text{ sr}^{-1} (360 – 1800 nm)\) | 4.894E-06 | -8.429E-09 | 2011.486 |
|       | \(\text{W m}^{-2}\text{ sr}^{-1} \text{(Passband)}\) | 7.767E-07 | -1.338E-09 | 2011.486 |

| HI-2A before 2015.0 | Unit | Constant | Linear |
|---------------------|------|----------|--------|
|                     | \(B\odot\) | 4.476E-14 | -5.511E-17 |
|                     | S10 | 99.50 | -0.1225 |
|                     | \(\text{W m}^{-2}\text{ sr}^{-1} (0 – \infty)\) | 8.952E-07 | -1.102E-09 |
|                     | \(\text{W m}^{-2}\text{ sr}^{-1} (360 – 1800 nm)\) | 6.218E-07 | -7.656E-10 |
|                     | \(\text{W m}^{-2}\text{ sr}^{-1} \text{(Passband)}\) | 3.318E-07 | -4.085E-10 |

| HI-2A after 2015.0 | Unit | Constant | Linear |
|--------------------|------|----------|--------|
|                    | \(B\odot\) | 4.512E-14 | -7.107E-17 |
|                    | S10 | 100.3 | -0.1580 |
|                    | \(\text{W m}^{-2}\text{ sr}^{-1} (0 – \infty)\) | 9.024E-07 | -1.421E-09 |
|                    | \(\text{W m}^{-2}\text{ sr}^{-1} (360 – 1800 nm)\) | 6.268E-07 | -9.873E-10 |
|                    | \(\text{W m}^{-2}\text{ sr}^{-1} \text{(Passband)}\) | 3.345E-07 | -5.269E-10 |

It is highly unlikely that the lifetime of the HI instruments will be limited by instrumental degradation. Continuing re-evaluation of the instrument performance every few years will be advisable to monitor any degradation.

For astrophotometry, the pointing degradation does limit the possibilities with the science data. While major outbursts will still be seen, precise photometry will likely be limited to the single-exposure data and to special campaigns, such as the ongoing observations of Betelgeuse with HI-2A (Dupree et al., 2020).

We have not attempted to update the large scale flat fields as there is no reason to expect these to change, and the more sparse data of the single-exposure data would add little in terms of improvement to the signal-to-noise ratio.

### 7. Summary

i) The HI instruments on STEREO-A continue to perform very well, with less than 0.2% per year loss of photometric sensitivity.

ii) The pointing degradation following the turning-off of the gyros means that the science data can no longer be used for calibration (or for high-precision astrophotometry).
Table 10  Median gains for HI-2B using the methods described for HI-2A.

| Sample                                      | $N_{\text{stars}}$ | Simple median Gain | Simple median Error | Constrained fit Gain | Constrained fit Error |
|---------------------------------------------|--------------------|--------------------|---------------------|----------------------|-----------------------|
| Science                                    | 253                | 1.056              | 0.025               | 1.070                | 0.04                  |
| Science ($m_v < 6$, $R = 100$)             | 42                 | 1.079              | 0.03                | 1.080                | 0.07                  |
| Tappin, Eyles, and Davies (2015)           | 54                 |                    |                     | 1.057                | 0.03                  |

iii) The single-exposure images provide sufficient precision to allow the monitoring of the evolution of the photometric sensitivity of the instrument.

iv) The revisions to the calibration parameters will be incorporated into the SolarSoft suite (Freeland and Handy, 1998).

Appendix 1: HI-2B Check

In view of the fairly significant changes required to the HI-2A photometric calibration, we consider it necessary to verify whether the methods used in the current analysis also imply changes to the photometric calibration of HI-2B.

Since there was only a short interval between the turn-off of the gyros on STEREO-B on 7 January 2014 (day 7) and the loss of communication on 1 October 2014 (day 274), there is no need to make use of data from gyroless operations and hence no need to use the single-exposure data.

We have used the same base sample and selection criteria as described in Section 3.2.1 and Table 5. Although the criteria are the same, the star list does differ, in particular only 253 stars passed (c.f. 448 for HI-2A), primarily because of poor positional correlations resulting from the larger point spread function of HI-2B. We also analysed the most restricted set of criteria (stars brighter than $m_v = 6.0$ and using only the inner 100 bins). The results are summarized in Table 10. As can be seen, the sensitivities derived using the updated methods match those of Tappin, Eyles, and Davies (2015) to well within the error limits.

Similarly, we followed the analysis of Sections 4.1 and 4.3 to determine a degradation rate for HI-2B. For the main sample and the bright sample in the inner 100 bins, we found a degradation of 0.1% per year, compared with 0.07% per year in Tappin, Eyles, and Davies (2015).

Based on this, we do not consider it necessary to make any updates to the parameters for HI-2B published by Tappin, Eyles, and Davies (2015), as the differences lie well within the error limits.
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