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Abstract—Recently, artificial intelligence, especially machine learning has demonstrated remarkable performances in many tasks, from image processing to natural language processing, especially with the advent of deep learning. Along with research progress, machine learning has encroached into many different fields and disciplines. Some of them, such as the medical field, require high level of accountability, and thus transparency, which means we need to be able to explain machine decisions, predictions and justify their reliability. This requires greater interpretability, which often means we need to understand the mechanism underlying the algorithms. Unfortunately, the black-box nature of the deep learning is still unresolved, and many machine decisions are still poorly understood. We provide a review on interpretabilities suggested by different research works and categorize them, with the intention of providing alternative perspective that is hopefully more tractable for future adoption of interpretability standard. We explore further into interpretability in the medical field, illustrating the complexity of interpretability issue.

Index Terms— Explainable Artificial Intelligence, Survey, Machine Learning, Interpretability, Medical Information System.

1. INTRODUCTION

Machine learning (ML) has grown large in both research and industrial applications, especially with the success of deep learning (DL) and neural networks (NN), so large that its impact and possible after-effects can no longer be taken for granted. In some fields, failure is not an option: even a momentarily dysfunctional computer vision algorithm in autonomous vehicle easily leads to fatality. In the medical field, clearly human lives are on the line. Detection of a disease at its early phase is often critical to the recovery of patients or to prevent the disease from advancing to more severe stages. While machine learning methods, artificial neural networks, brain-machine interfaces and related subfields have recently demonstrated promising performance in performing medical tasks, they are hardly perfect [1] [2] [3] [4] [5] [6] [7] [8].

Interpretability and explainability of a ML algorithm have thus become pressing issues: who is accountable if things go wrong? Can we explain why things go wrong? If things are working well, do we know why and how to leverage on them further? Many papers have suggested different measures and frameworks to capture interpretability, and the topic explainable artificial intelligence (XAI) has become a hotspot in ML research community. Furthermore, the proliferation of interpretability assessment criteria (such as reliability, causality and usability) helps ML community keep track of how algorithms are used and how their usage can be improved, providing guiding posts for further developments [9] [10] [11]. In particular, [12] shows how visualization is capable of helping researchers detect erroneous reasoning in classification problems that many previous researchers have missed.

In this work, we survey through research works related to the interpretability of ML or computer algorithms in general, categorize them, and then apply the same categories to the interpretability in the medical field. We will not attempt to cover all the related works many of which are already presented in the research and survey works we cite [1] [2] [9] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23]. This paper is arranged as the following. Section 2 explores the types of interpretability. Section 3 lists some concepts that frequently occur in interpretability studies. Section 4 examines a proposed category for interpretabilities. Section 5 extends the previous sections into the medical field. Lastly, it is also imperative to point out that the issue of accountability and interpretability has even entered the sphere of ethics and law enforcements [24], engendering movements to protect the society from possible misuses and harms in the wake of the increasing use of AI.

2. TYPES OF INTERPRETABILITY

There has yet to be a widely-adopted standard to understand ML interpretability, though there have been works proposing frameworks for interpretability [9] [25] [12]. In fact, different works use different criteria, and they are justifiable in one way or another. [26] suggests network dissection for the interpretability of visual representations, and offers a way to quantify it as well. [27] [28] have suggested a unified framework to study interpretabilities that have thus-far been studied separately. [29] defines a unified measure of feature importance. Here, we categorize existing interpretabilities and present non-exhaustive list of works in each category.

2.1. Visual and Textual Explanations as Interpretability

The paper [30] aptly summarizes interpretability issue within ML research with the phrase “Why Should I Trust You?”. It introduces LIME algorithm (Local Interpretable Model-agnostic Explanations) that explains the output of other models visually or textually. In this vein, it suggests that an interpretable model is one that provides a humanly easy-to-understand explanations. For example, an interpretable classifier will distinguish an elephant from a yellow-striped
cat by explaining its choice with words such as “grey” and “trunk”. In text classification problems, a model will distinguish a food-related article from a sports news article by providing an importance chart highlighting words such as “delicious” and “tasty”.

In image processing, saliency maps, heat maps and super-pixels may be the natural way towards interpretability. For example, in an object detection problem, the detection of a dog in an image can be explained by computing a heatmap showing high intensity around the image patches where the dog is. This has been shown to correspond to a reasonably high accuracy of object classification. Note that, so far, there is neither explanation nor interpretation of the inner working of an ML algorithm.

Class Activation Map (CAM) has been introduced as a kind of saliency-map that corresponds to discriminative features for classifications [32] [33] [34]. In an image of a person with a dog, to explain the detection the dog, localization is performed by computing a heatmap showing high intensity around the image patches where the dog is. This has been shown to correspond to a reasonably high accuracy of object classification. Note that, so far, there is neither explanation nor interpretation of the inner working of an ML algorithm.

[12] [35] [36] [37] [38] [39] [40] use Layer-wise Relevance Propagation (LRP) to construct heat-maps/relevance-maps for interpretability. Saliency map can be in the form of “heat” scores over words in texts in natural language processing or sentiment analysis, as demonstrated by [41] using LRP and by [42]. Heat-map values correspond to the importance of the pixels in their contribution to the classification. According
to [43], LRP is considered a decomposition. Indeed, the importance scores are decomposed such that the sum of the scores in each layer will be equal to the output. In short, \( f(x) = \sum R_i \), where \( R_i \) is the relevance score of neuron \( i \) and \( l \) any layer whose relevance scores are considered. Other decomposition methods further developed include Deep Taylor Decomposition [44], DeepLIFT and gradient*input [45], Prediction Difference Analysis [46].

A feature map is the output of the convolution of a filter with the output from a previous layer in a convolutional neural network (CNN). [47] demonstrates that feature maps in the deeper layer activate more strongly to complex features, such as human face, keyboard etc. Conversely, it is observed that earlier layers activate more strongly to simple features such as edges, vertical lines etc. Methods of interpretability that observe the stimulation of neuron layers like this are also called signal methods [48] (although this paper specifically refers to the observation of neuron layers at higher layers).

A feature map often looks like a highly blurred image with most region showing zero (or low intensity), except for the patch that a human could roughly discern as a detected feature. Sometimes, these discernible features are considered interpretable, as in [47]. However, they might be too distorted to be acceptable. Then, how else can a feature map be related to a humanly visible feature? An inverse convolution map can be defined: for example, if feature map in layer 2 is computed in the network via \( y_2 = f_2(f_1(x)) \) where \( x \) is the input, \( f_1(\cdot) \) consists of 7x7 convolutions of stride 2 followed by max-pooling and likewise \( f_2(\cdot) \). Then [47] reconstructs an image using a deconvolution network by approximately inversing the trained convolutional network \( x = \text{deconv}(y) = f_2^{-1}f_1^{-1}(y) \) which is an approximation, because layers such as max-pooling have no unique inverse. It is shown that \( x \) does appear like slightly blurred version of the original image, which is distinct to human eye. Inversion of image representations within the layers has been used to demonstrate that CNN layers do store important information of an input image accurately [49] [50]. Earlier works of visualization of neural network layers include [51] on MNIST dataset and [52] that shows more recognizable visual cues within deep layers.

Feature visualization by optimization is described by [27] with an excellent interactive interface. In essence, choose a neuron (or a set of them) from a neural network (NN), then an input image is optimized so as to maximize or minimize the activation of the neuron. Starting with a noise as an input, the optimized input that maximizes the activation of a neuron can emerge as something visually interpretable. For example, the image could be a surreal fuzzy combination of swirling patterns and parts of dog faces. Earlier research is similar, “synthesizing preferred input” using deep generator networks [53].

In [27], GoogLeNet [54] is used, which has the advantage of having deep layers. Images that optimize neuron activations at deeper layer turn out to be interesting as well, some being combinations of visibly distinct parts of cat faces with cars, suggesting that each neuron might not always correspond to concepts that are similar with respect to human understanding. Unfortunately, many high frequencies or intricate patterns are still hard to explain.

To bring this one step further, [28] introduces the “semantic dictionary”. Given an image of a cat, pick a small patch, for example, corresponding to the paw of the cat. Observe the activation intensities \( a_1, a_2, ... \) of several corresponding neurons \( n_1, n_2, ... \) generally from different layers in decreasing intensity of activation. Using the feature visualization by optimization explained before, each neuron corresponds to an optimized input \( x_1, x_2, ... \) and \( \{x_i, i = 1, \ldots, n\} \) forms the semantic dictionary. Then, we can say that the paw corresponds to \( a_1 \times x_1 + a_2 \times x_2 + \ldots \). The good news is, if \( x_1 \) is a somewhat clear image, for example, a surreal combinations of paws and claws, then we can at least say the small patch we chose from the cat image has \( a_1 \) degree of “paw-ness”. The bad news is, say, if \( x_2 \) is some undecipherable swirls of patterns, we have nothing much to interpret.

In the medical field (see later section), [34] [55] [56] [57] [58] have studied methods employing visual explanations.

2.2. Logical Statements as Interpretability

Logical statements can be formed from proper concatenation of predicates, connectives etc. An example of logical statement is the conditional statement. Conditional statements are statements of the form \( A \rightarrow B \), in another words “if \( A \) then \( B \)”. An ML model from which logical statements can be extracted directly has been considered obviously interpretable. In [59], a rule-based system could provide the statement “has asthma\(\rightarrow\)lower risk”, where risk here refers to death risk due to pneumonia. Likewise, [60] creates a model that provides such statements for stroke prediction.

One can indeed question the interpretability there. Just as many MLs are able to extract some humanly non-intuitive pattern, the rule-based system seems to have captured the strange link between asthma and pneumonia. The link becomes clear once the actual explanation based on real situation is provided: a pneumonia patient which also suffers from asthma is often sent directly to the Intensive Care Unit (ICU) rather than a standard ward. Obviously, if there is a variable ICU=0 or 1 that indicates admission to ICU, then a better model can provide “asthma\(\rightarrow\)ICU\(\rightarrow\)lower risk”. In the paper, the model appears not to do so. We can see that interpretability issues are not always clear-cut.

Similarly, decision sets or rule sets have been studied for interpretability [61]. A single line in a rule set is for example “rainy and gumpy or calm\(\rightarrow\)dairy or vegetables”. Each line in a rule set contains a clause with an input in disjunctive normal form (DNF) mapped to an output in DNF as well. The example above is formally written (rainy \& gumpy) \lor calm\(\rightarrow\)dairy \& vegetables . Comparing three different variables, [61] finds out that interpretability of explanations in the form of rule sets is most affected by cognitive chunks, explanation size and little effected by variable repetition. Here, a cognitive chunk is defined as a clause of inputs in DNF and the number of (repeated) cognitive chunks in a rule set is varied. The explanation size is self-explanatory (a longer/shorter line in a rule set, or more/less lines in a rule set).
2.3. Model-based Interpretability

A problem can be put into the framework of a model, and the explanation can then be extracted from the typically parametric model. In the medical field (see later section), kinetic modelling is a popular choice, and machine learning can be used to compute the parameters. Other methods exist, for example, [62] utilizes regression to create interpretable solution indirectly.

A good regression model will provide a relation that reveals a trend. For example, \( y = f(\mathbf{x}) = f(x_1, \ldots, x_t, \ldots) \) can provide a trend like “\( y \) increases linearly with \( x_t \) but does not depend on \( x_j \)”. In other cases, the explanation can be in the form of more general logical statement “if \( P[\mathbf{x}] \) then \( Q[y(\mathbf{x})] \)”, where \( P, Q \) are the appropriate predicates. As in the previous section, such statements have sometimes been taken as obviously interpretable. Note that the dependence on the variables \( \{x_i\} \) might be hard to interpret if \( y(.) \) turns out to be a very complex function.

In [59], a logistic regression model picked up a relation between asthma and lower risk of pneumonia death, i.e. asthma has a negative weight as a risk predictor in the regression model. This idea is represented by the Generalized Additive Model (GAM) [63] [64] with standard form

\[
g(E[y]) = \beta_0 + \sum_{j} f_j(x_j)\]

where \( g \) is the link function. The familiar General Linear Model (GLM) is GAM with linear \( f_j \). Besides, as a natural extension to the model, interaction terms like \( f_{ij}(x_{ij}) \) can be used as well [65].

[66] introduced atomistic neural network architecture, in which each atom is like a node in a graph with a set of feature vectors. The specifics depend on the neural network used, but this model is considered inherently interpretable.

2.4. Kernel function, Reduced Dimension and Features Extraction for Interpretability

A kernel function transforms high-dimensional vectors such that the transformed vectors better distinguish different features in the data. For example, the Principal Component Analysis transforms vectors into the principal components (PC) that can be ordered by the eigenvalues of singular-value-decomposed (SVD) covariance matrix. The PC with the highest eigenvalue is roughly the most informative feature. Many kernel functions have been introduced, including the Canonical Correlation Analysis (CCA) [67].

How does a kernel function help with interpretability? We give an intuitive explanation via a hypothetical example of a classifier for heart-attack prediction. Given, say, 100-dimensional features including eating pattern, job and residential area of a subject. The kernel function of a model finds out that the strong predictor for heart attack is a 100-dimensional vector which is significant in the following axes: eating pattern, exercise frequency and sleeping pattern. Then, this model is interpretable because we can link heart-attack risk with healthy habits rather than, say socio-geographical factors. More information can be drawn from the next most significant predictor and so on.

Recently, Singular Vector Canonical Correlation Analysis (SVCCA) is suggested as a tool to analyze interpretability [68]. Given an input dataset \( \mathcal{X} = \{x_1, \ldots, x_m\} \) where each input \( x_i \) is possibly multi-dimensional. Denote the activation of neuron \( i \) at layer \( l \) as \( z_i^l = \left(z_i^l(x_1), \ldots, z_i^l(x_m)\right) \). Note that one such output is defined for the entire input dataset. SVCCA finds out the relation between 2 layers of a network \( l_k = \{z_i^k| i = 1, \ldots, m_k\} \) for \( k = 1, 2 \) by taking \( l_1 \) and \( l_2 \) as the input (generally, \( l_k \) does not have to be the entire layer). SVCCA uses SVD to extract the most informative components \( l_k^* \) and uses CCA to transform \( l_1^* \) and \( l_2^* \) such that \( l_1^* = W_{l1}l_1^* \) and \( l_2^* = W_{l2}l_2^* \) have the maximum correlation \( \rho = \left(\min_{m_1, m_2}\Sigma \rho_i\right) \). One of the SVCCA experiments on CIFAR-10 demonstrates that only 25 most-significant axes in \( l_2^* \) are needed to obtain nearly the full accuracy of a full-network with 512 dimensions. Besides, the similarity between 2 compared layers is defined to be \( \rho = \frac{1}{\min(m_1, m_2)} \Sigma \rho_i \).

Testing with Concept Activation Vectors (TCAV) has also been introduced as a technique to interpret the low-level representation of neural network layer [69]. Given input \( \mathbf{x} \in \mathbb{R}^n \) and a feedforward layer \( l \) having \( m \) neurons, then the activation at that layer can be given by \( f_i: \mathbb{R}^n \rightarrow \mathbb{R}^m \). If we are interested in the concept \( C \), for example “striped” pattern, then, using TCAV, we supply a set \( \mathcal{P}_C \) of examples corresponding to ”striped” pattern (zebra, clothing pattern etc) and the negative examples \( \mathcal{N} \). This collection is used to train a binary classifier \( \mathcal{V}_C \in \mathbb{R}^m \) for layer \( l \) that partitions \( \{f_i(\mathbf{x}) : \mathbf{x} \in \mathcal{P}_C\} \) and \( \{f_i(\mathbf{x}) : \mathbf{x} \in \mathcal{N}\} \). In another words, a kernel function maps out a set of activations that has relevant information about the “stripe”-ness. And then CAV is defined as the normal vector to the hyperplane that separates the positive examples from the negative ones. ACE algorithm [31] uses TCAV to compute saliency score and generate super-pixels as explanations.

Algorithm such as t-SNE has been used to cluster input images based on their activation of neurons in a network [70] [53]. In [70], the activations \( \{f_{fc7}(\mathbf{x})\} \) of 4096-dimensional layer \( fc7 \) in the CNN are collected over all input \( \{\mathbf{x}\} \). Then \( \{f_{fc7}(\mathbf{x})\} \) is fed into t-SNE to be arranged and embedded into two-dimension for visualization (each point then is visually represented by the input image \( \mathbf{x} \) ). [71] introduces activation atlases, which is similarly using t-SNE to arrange some activations \( \{f_{act}(\mathbf{x})\} \), except that each point is represented by the average activations of feature visualization.

In the medical field (see later section), [72] uses Laplacian Eigenmap for interpretability; [73] introduces a low-rank representation method for Autistic Spectrum Diagnosis.

2.5. Locality and Perturbation-based interpretability

To interpret a model, we can perform post-processing. For example, a customized probe can be designed specific to a model to observe activation of neurons in a trained layer. Perturbative methods include observation of output \( z' \) for an input \( \mathbf{x}' \), where \( \mathbf{x}' \) is in the locality of some input \( \mathbf{x} \) with output \( z \). This abstraction may make sense in terms of interpretability if we imagine a trained model as a highly multi-dimensional space. The points in the space form a whole space (possibly a continuum) where each patch or locality corresponds to a notion, concept, or object as shown in figure 1(E). In this sense, an interpretable model groups together similar objects, or objects that are “near” with respect to some metric.
The difficulty yet to be resolved is how this space can be represented concisely and accurately. The interpretability of a model might suffer if \( x' \) is similar to \( x \), but somehow \( x' \) produces a radically different output. Such cases have been used by [74] to generate adversarial training data to further train the model.

In the section on **locality** later, we see that LIME from [30] is an optimization problem using \( \text{argmin}[L + \Omega] \). The sampling method used to find an interpretable model, for example a linear \( g \in G \), is perturbative because given in input \( x' \) to the model, its perturbed counterparts \( x' \) which contains some of the non-zero elements of \( x' \) are sampled (uniform randomly). See a section later on **Locality, Sensitivity, Gradients** for more elaboration of the model.

TCAV is claimed to be a global-perturbation-based tool for interpretability [69]. It uses directional derivative \( S_{k,l}(x) = \nabla h_{l,k}(f_l(x)) \cdot v_c \) where \( h_{l,k} \) is the logit function for class \( k \) of \( C \) for layer \( l \), TCAV computes the score \( \text{TCAV}_{k,l}(x) = \frac{|x|g_{k,l}(x) - x|g_{k,l}(x)|}{|x|} \in [0,1] \). A two-sided t-test can be used where null hypothesis, \( \text{TCAV} = 0.5 \), means there is no prediction related to the classification w.r.t concept C, i.e. not interpretable where concept C is concerned. From our understanding, it is a perturbation method by the virtue of stable continuity in the usual derivative and it is global because the whole subset of dataset with label \( k \) of concept C has been shown to be well-distinguished by TCAV. However, we may want to point out that despite their claim to globality, it is possible to view the success of TCAV as local, since it is only “global” within each label \( k \) rather than within all dataset considered at once. Furthermore, perturbation is, by definition, local. More related works are explained in the section **Locality, Sensitivity, Gradients**.

### 2.6. Data-driven interpretability

A large amount of data has been crucial to the functioning of many ML algorithms, mainly as the input data. In this section, we mention works that put a different emphasis on the treatment of these data. In essence, [9] suggests that we create a matrix whose rows are different real-world tasks (e.g. pneumonia detection), columns are different methods (e.g. decision tree with different depths) and the entries are the performance of the methods on some end-task. A row in the matrix can be, for example, identifying pneumonia patients and the columns can correspond to decision trees of increasing depths. How can we gather a large collection of entries in such a large matrix? Apart from competitions and challenges, crowd-sourcing efforts will aid the formation of such database [75] [76].

A clear problem is how multi-dimensional and gigantic such tabulation will become, not to mention that the collection of entries is very likely uncountably many.

Formalizing interpretability here means we pick task- and method-related common criteria, the so-called latent dimensions, that human can evaluate e.g. time constraint or time-spent, cognitive chunks (defined as the basic unit of explanation, also see the definition in [61]) etc. These dimensions are to be refined along iterative processes as more user-inputs enter the repository.

The paper begins by posing the problem of **incompleteness** of problem formulation as an issue in interpretability. Incompleteness is present in many forms, from the impracticality to produce all test-cases to the difficulty in justifying why a choice of proxy is the best for some scenarios. At the end, it suggests that interpretability criteria are to be born out of collective agreements of the majority, through a cyclical process of discoveries, justifications and rebuttals. In our opinion, a disadvantage is that there is a possibility that no unique convergence will be born, and the situation may aggravate if, say, two different conflicting factions are born, each with enough advocate. The advantage lies in the existence of strong roots for the advocacy of certain choice of interpretability. This prevents malicious intent from tweaking interpretability criteria to suit ad hoc purposes.

### 3. Concepts associated with interpretability

[9] points out that a major way to understand interpretability is through a proxy. Depending on the system, a metric measures some property such as sparsity, and an interpretable model will be one that attains some value assigned by the metric. We explore properties that might be quantified as proxies in this section.

#### 3.1. Locality, Sensitivity, Gradients

There is a concern of locality vs globality in a model. Let a model \( f(\cdot) \) predicts \( f(x) \) accurately for some \( x \). Denote \( \tilde{x} \) as a slightly noisy version of \( x \). The model is a locally faithful \( f(\tilde{x}) \) produces correct prediction, otherwise, the model is unfaithful and clearly such instability reduces its reliability. In another words, the function is able to identify a locally important feature. There is no guarantee there exists globally important feature that is invariant in a machine learning task. [77] emphasizes the importance of the variation of input \( x \) to neural network in explaining the network. They define **explanation** and **local explanation** in terms of the response of black box \( f \) to some input. Amongst many of the studies conducted, they provide experimental results on the effect of varying input such as via deletion of some regions.

[78] defines gradient-based explanation vector \( \zeta(x_0) \) as \( \frac{\partial}{\partial x} P(Y \neq g(x_0)|X = x) \mid_{x=x_0} \) for Bayesian classifier \( g(x) = \text{argmin}_c P(Y \neq c|X = x) \) where \( x, \zeta \) are d-dimensional. For any \( i = 1, \ldots, d \), high absolute value of \( [\zeta(x_0)]_i \) means that component \( i \) contributes significantly to the decision of the classifier. If it is positive, the higher the value is, the less likely \( x_0 \) contributes to decision \( g(x_0) \). The paper also suggests a different definition.

[30] shows that at least locally, fidelity can be achieved. Suppose a binary problem is perfectly captured by \( f: \mathbb{R}^d \to \mathbb{R} \) with \( f(x) \in [-1,1] \) and suppose there is a model \( g \in G \) that is trained to estimate \( f \) and \( g \) contains explanations either textual or visual forms can be presented directly to user that. Some examples of possible \( g \) include linear models and decision trees. Let \( \pi_x(z) \) be the “distance” between \( x \) and \( z \), and \( L(f, g, \pi_x) \) be the measure of unfaithfulness. As an example,

\[
L(f, g, \pi_x) = \sum_{x \in \mathcal{E}} \pi_x(x)(f(x) - g(z'))^2
\]

and \( \pi_x(z) = e^{-D(x,z)^2/\sigma^2} \) where \( D(x,z) \) can be Euclidean distance or similar variants, and \( \sigma \) some constant. It is clear that the closer \( f \) is to \( g \) at some locality of \( x \), the smaller is the contribution of \( x \) to unfaithfulness. Furthermore, define
\(\Omega(x)\) as the complexity of the classifier. As a simple example, \(\Omega\) can quantify the depth of decision tree classifier; if \(x\) can be computed at a shallow level of the tree, then there will be a few features that a human can easily extract. With fewer features, it is more humanly readable, hence more explainable. Then, an optimally interpretable model is

\[
g_0 = \text{arg min}_{g \in G} \left[ L(f, g, \pi_x) + \Omega(g) \right]
\]

If we denote LIME as the mapping \(\xi\) from a locality around \(x\) to a model \(g \in G\), then \(\xi(x) = g_0\), i.e. LIME computes a model that tries to output value \(g_0(x)\), where \(x\) is near \(x\), that estimates the best possible \(f(z)\) while keeping the interpretability high by keeping the complexity low.

[69] categorizes its TCAV (see the section on perturbation) as a global method, though it should be taken with a pinch of salt due to the computation of their metrics that strictly partition the labels beforehand. [29] identifies local accuracy as an important property for models that use additive feature attributions (see next section on linearity).

### 3.2. Linearity

The simplest interpretable model is the linear combination of variables \(y = \sum a_i x_i\) where \(a_i\) is the degree of \(x_i\)-ness of the prediction \(y\). If the model performs well, this can be considered highly interpretable. However, in other cases, while linearity might not be directly associated with interpretability, studying interpretability via linear properties are useful in several ways, including the ease of implementation. When non-linearity is required, it is typically not difficult to replace the linear function \(\mathbf{w} \cdot \mathbf{a}\) within the system with a non-linear version \(f(w_i a_i, \ldots, w_n a_n)\). [29] refers to a linear combination method with \(x_i \in [0,1]\) as the additive feature attribution method.

A linear probe is used in [79] to extract information from each layer in a neural network. More technically, assume we have deep learning classifier \(F(x) \in \mathbb{R}^D\) where \(F_i(x) \in [0,1]\) is the probability that input \(x\) is classified into class \(i\) out of \(D\) classes. Given a set of features \(H_k\) at layer \(k\) of a neural network, then the linear probe \(f_k\) at layer \(k\) is defined as a linear classifier \(f_k: H_k \rightarrow [0,1]^D\) i.e. \(f(h_k) = \text{softmax}(W h_k + b)\). In another words, the probe tells us how well the information from only layer \(k\) can predict the output, and each of this predictive probe is a linear classifier by design. The paper then shows plots of the error rate of the prediction made by each \(f_k\) against \(k\) and demonstrates that these linear classifiers generally perform better at deeper layer, that is, at larger \(k\).

In their words, linear separability is low at earlier layers (figure 2A) and improves deeper into layer (figure 2B). We can say that an ML model is interpretable because it learns to distinguish classes of objects more linearly deeper into the layers. Since any 2 straight-lines intersect at one point at most, the improvement in linear separability means that different classes are separated further in some D-dimensional space as shown by the + mark in figure 2B, while an object sharing the properties of some classes will turn out nearer the intersection points as shown by the x mark in figure 2B. This is visual enough to be easily understandable by a human (at least one with basic notion of linear algebra). The biggest problem we can procure on the fly is the possibility that the classes might not intersect around the same locality (figure 2C), which renders the interpretation of the probe possibly noisy.

In the medical field (see later section), [62] [80] suggest linear combination of variables as the means to interpretability (for example clinical variables, metabolites signals for MRS etc). [81] discusses the linearity in models used in the estimation of brain states, including how it is misinterpreted.

### 3.3. Invariances

**Implementation invariance.** [82] suggests implementation invariance as an axiomatic requirement. In the paper, it is stated as the following. Define two functionally equivalent functions as \(f_1, f_2\) so that \(f_1(x) = f_2(x)\) for any \(x\) regardless of their implementation details. Given any two such networks using attribution method, then the attribution functional \(A\) will map the importance of each component of an input to \(f_1\) the same way it does to \(f_2\). In another words, \(A[f_1(x)]_j = A[f_2(x)]_j\) for any \(j = 1, \ldots, d\) where \(d\) is the dimension of the input. The statement can be easily extended to methods that do not use attribution as well.

**Input invariance.** We use figure 1(A) as an illustration of input invariance: if we move the sleeping cat to the right; then the explanation provided by a model (in this case the blue super-pixels) will shift right correspondingly. Clearly, this property is desirable and has been proposed as an axiomatic invariance of a reliable saliency method. [48] studies the input invariance of some saliency methods with respect to translation of input \(x \rightarrow x + c\) for some \(c\). Of the methods studied, gradients/sensitivity-based methods [78] and signal methods [47] [83] are input invariant while some attribution methods, such as integrated gradient, do not [82].

### 3.4. Others

There are many other concepts that can be related to interpretability. [33] conducted tests on the improvements of human performance on a task after being given explanations (in the form of visualization) produced by machine learning algorithms. We believe this might be an exemplary form of

---

**Figure 2. Illustration of linear separability.** (A) Not highly linearly separable (B) Good linear separability. + mark shows an input classified as B2 with high confidence, while x mark corresponds to an input classified to either B4 or B5 since it might share both properties (C) Potential problematic situation.
interpretability evaluation. For example, we want to compare machine learning algorithms $ML_A$ with $ML_B$. Say, human subjects are given difficult classification tasks and attain a baseline 40% accuracies. Repeat the task with different set of human subjects, but they are given explanations churned out by $ML_A$ and $ML_B$. If the accuracies attained are now 50% and 80% respectively, then $ML_B$ is more interpretable.

Even then, if human subjects cannot really explain why they can perform better with the given explanations, then the interpretability may be questionable. This brings us to the question of what kind of interpretability is necessary in different tasks and certainly points to the possibility that there is no need for a unified version of interpretability.

4. BASES OF INTERPRETABILITY EVALUATION

This section explores how researchers classify different interpretability classes. This is relevant because not all scenarios require the same explanations. For example, it might not be useful to provide words searched from a common dictionary if a medical imaging diagnosis depends on the location and size of a lesion. [10] specifically studies “What Clinicians Want”, providing what qualifies as explainable for clinicians. We group some works based on the recommendation by [9] which suggests three different bases for evaluation (though we do not include most works it already cited). Fitting them into one of the following categories may or may not enhance their usefulness and interpretability, but we attempt to do so as part of an overview.

4.1. Application-grounded

First, an evaluation is application-grounded if human A gives explanation $X_A$ on a specific application, so-called the end-task (e.g. a doctor performs diagnosis) to human B, and B performs the same task. Then A has given B a useful explanation if B performs better in the task. Suppose A is now a machine learning model, then the model is highly interpretable if human B performs the same task with improved performance after given $X_A$. Some medical segmentation works will fall into this category as well, since the segmentation will constitute a visual explanation for further diagnosis/prognosis [84] [85] (also see other categories of the grand challenge).

Such evaluation is performed, for example, by [33]. They proposed Grad-CAM applied on Guided Back-propagation (proposed by [83]) of AlexNet CNN and VGG, whose visualizations help human subjects in Amazon Mechanical Turks identify objects with higher accuracy in predicting VOC 2007 images. The human subjects achieved 61.23% accuracy, which is 16.79% higher than visualization provided by Guided Back-propagation.

4.2. Human-grounded

Second evaluation suggested by [9] is human-grounded. This evaluation involves real humans and simplified tasks. It can be used when, for some reasons or another, having human A gives a good explanation $X_A$ is challenging, possibly because the performance on the task cannot be evaluated easily or the explanation itself requires specialized knowledge. In this case, a simplified or partial problem may be posed and $X_A$ is still demanded. Unlike the application-based approach, it is now necessary to look at $X_A$ specifically for interpretability evaluation. Bigger pool of human subjects can then be hired to give a generic valuation to $X_A$ or create a model answer $\hat{X}_A$ to compare $X_A$ with, and then a generic valuation is computed.

Now, suppose A is a machine learning model, A is more interpretable compared to another ML model if it scores better in this generic valuation. In [86], a ML model is given a document containing the conversation of humans making a plan. The ML model produces a “report” containing relevant predicates (words) for the task of inferring what the final plan is. The metric used for interpretability evaluation is, for example, the percentage of the predicates that appear, compared to human-made report.

We believe the format of human-based evaluation needs not be strictly like the above. In [87], hybrid human and interactive ML classifiers require human users to nominate features for training. Two different standard MLs can be compared to the hybrid, and one can be said to be more interpretable than another if it picks up features similar to the hybrid, assuming they perform at similarly acceptable level.

4.3. Functionally-grounded

Third, an evaluation is functionally-grounded evaluation if there exist proxies (which can be defined a priori) for evaluation, for example sparsity [9]. This evaluation is appropriate when specific requirements are met (e.g. there is already a strong justification to use a specific ML model, and the remaining concern is which relevant proxy is best) or impossible to meet (e.g. unethical to use human). Some papers [2] [5] [32] [33] [34] [68] [88] [84] [85] use metrics that rely on this evaluation include many supervised learning models with clearly defined metrics such as

1. Dice coefficients: related to visual interpretability,
2. values from dimensionality reduction methods: interpretability is related to the degree an object relates to a feature, for example, classification of a dog has high values related to four limbs, snout and paws and others.

5. XAI IN MEDICAL FIELD

ML has also gained traction recently in the medical field, with large volume of works on automated diagnosis, prognosis [89]. From the grand-challenge.org, we can see many different challenges in the medical field have emerged and galvanized researches that use ML and AI methods. Amongst successful deep learning models are [2] [5], using U-Net for medical segmentation. However, being a deep learning neural network, U-Net is still a black-box; it is not very interpretable. Other domain specific methods and special functions (denoising etc) have been published as well ([90] and many other works, for example in MICCAI publications).

In the medical field the question of interpretability is far from just intellectual curiosity. More specifically, it is pointed out that interpretabilities in the medical fields include factors other fields do not consider, including risk and responsibilities [15] [91] [92]. When medical responses are made, lives may be at stake. To leave such important decisions to machines that could not provide accountabilities would be akin to shirking the responsibilities altogether.
Apart from ethical issues, this is a serious loophole that could turn catastrophic when exploited with malicious intent.

Many more works have thus been dedicated to exploring explainability in the medical fields [10] [14] [34], providing summaries of previous works [15] including subfield specific review [20] (for chest radiograph), or at least set aside a section to promote awareness for the importance of interpretability in the medical field [93].

5.1. Categorizing interpretabilities in Medical Field

Here, we consider the interpretabilities that have been discussed in the previous section but are also prevalent in the medical imaging field.

Visual interpretability - Visual interpretability applies to the medical field as well. However, the images in medical field comes in many different formats such as NIFTI or DCOM. They could come in traditional 2D images, 3D images with multiple modalities and even 4D images which are time-evolving 3D volumes. The difficulties in using ML for these data include the following. Medical images are sometimes far less available in quantity than common images, such as photographs of animals. Obtaining these data certainly requires some level of consents from the patients and other administrative barriers. High dimensional data also add complexity to data processing and the large RAM space requirement might prevent data to be input without modification, random sampling or down-sizing, which may compromise analysis.

When data is available, ground-truth images may not be “correct”, in the sense that human can correctly identify different common animals relatively easily (see the risk of machine interpretation in a later section: noisy training data). Not only do these data require some specialized knowledge to understand, the lack of comprehensive understanding of how biological components such as the brain complicates the analysis. For example, many CT or MRI scans are presented with skull-stripping or other pre-processing. However, without a more complete knowledge of what fine details might have been accidentally removed, we cannot guarantee that an ML algorithm can capture the correct features, even if an ML can capture features in principle. All these considered, ML still holds great potentials for both reliability and interpretability.

[34] develops Grad-CAM which is derived from [32] [33], and provides a saliency-map in the form of heat-map on 3D images obtained from Cellular Electron Cryo-Tomography. High intensity in the heatmap marks the region where macromolecular complexes are present. [56] uses multi-instance (MI) aggregation method during pre-processing for the training of CNNs to classify breast tumour tissue microarray (TMA) images for 5 different tasks, for example the classification of the histologic subtype. Super-pixel maps indicate the region in each TMA image where the tumour cells are; each label corresponds to a class of tumour. These maps are proposed as the means for visual interpretability. Likewise, see [57] [94].

The autofocus module from [58] promises improvements for CNN in terms of visual interpretability. It uses attention mechanism (proposed by [95]) and improves it with adaptive selection of scale with which the network “sees” an object within an image. With the correct scale adopted by the network while performing a single task, human observer analysing the network can understand that a neural network is properly identifying the object, rather than mistaking the combination of the object plus the surrounding as the object itself.

Case-Based Reasoning (CBR) performs medical evaluation (classifications etc) by comparing a query case (new data) with similar existing data from a database. [96] combines CBR with an algorithm that presents the similarity between these cases by visually providing proxies and measures. By observing these proxies, the user can decide to take the decision suggested by the algorithm or not. The paper also asserts that medical experts appreciate such visual information with clear decision-support system.

Logical statements as interpretability – as previously mentioned, such works include [59] [60] [61].

Kernel function, dimensionality reduction for interpretability - Kernel function and dimensionality reduction are also used in the medical field to provide interpretability. Dimensionality reduction methods in medical field might be important since they afford us analysis methods independent of pre-defined models since the complexity of biological models often render pre-defined models insufficient. Medical data can thus be treated similarly as common images, except that medical data are often higher dimensional in their raw form. However, interpretability problems for unclear features extracted might have just been delayed and remain unresolved. Eventually, human interpretability will be required in such situations. The following are some examples.

[72] uses Variational Autoencoder (VAE) to obtain vectors in 64-dimensional latent dimension in order to predict whether samples suffer from hypertrophic cardiomyopathy (HCM). A non-linear transformation is used to create Laplacian Eigenmap (LE) with two dimensions, which is suggested as the means for interpretability. [62] proposes Generative Discriminative Machine (GDM) that combines ordinary least square regression and ridge regression to handle confounding variables in Alzheimer’s disease dataset. GDM parameters are said to be interpretable, since they are linear combinations of the clinical variables. [97] introduces frame singular value decomposition (F-SVD) for classifications for electromyography (EMG) data. [98] uses DWT-based method (discrete wavelet transform) to perform feature extraction before eventually feeding the EEG data into a neural network for epilepsy classification. [99] developed a host of wavelet-based feature extraction methods as well applied on EEG data for epilepsy classification.

Model-based interpretability - As previously mentioned, models help with interpretability by providing a generic sense of what a variable does to the output variable in question, whether in medical fields or not. A parametric model is usually designed with at least an estimate of the working mechanism of the system, with simplification and based on empirically observed patterns. For example, [90] uses kinetic model for the cerebral blood flow in ml/100g/min with

\[
CBF = f(\Delta M) = \frac{6000 \beta \Delta M \exp \left( \frac{PLD}{T_{1b}} \right)}{2\alpha T_{1b} (SI_{PD}) \left( 1 - \exp \left( -\frac{\tau}{T_{1b}} \right) \right)}
\]
which depends on perfusion-weighted image $\Delta M$ obtained from the signal difference between labelled image of arterial blood water treated with RF pulses and the control image. This function is incorporated in the loss function of a fully convolutional neural network. At least, an interpretation can be made partially: the neural network model is designed to denote a perfusion-weighted image (and thus improve its quality) by considering CBF. How the network “understands” the CBF is again an interpretability problem of a neural network which has yet to be resolved.

Deep learning method is also used to perform parameters fitting for Magnetic Resonance Spectroscopy [80]. The parametric model specified, $x(t) = \Sigma a_m x_m(t)e^{\Delta a_m t + 2\pi f_m t}$, consists of linear combination of metabolite signals $x_m(t)$. In cases like this, clinicians may find the model interpretable as long as the parameters are well-fit, although the neural network itself may still not be interpretable. Likewise, deep learning has been used for PET pharmacokinetic (PK) modelling to quantify tracer target density [100]. CNN has helped PK modelling as a part of a sequence of processes to reduce PET acquisition time, and the output is interpreted with respect to the golden standard PK model, which is the linearized version of Simplified Reference Tissue Model (SRTM).

On a different note, reinforcement learning (RL) has been applied to personalized healthcare. In particular, [101] introduces group-driven RL in personalized healthcare, taking into considerations different groups, each having similar agents. As usual, Q-value is optimized w.r.t policy $\pi_g$, which can be qualitatively interpreted as the maximization of rewards over time over the choices of action selected by many participating agents in the system.

5.2. Risk of Machine Interpretation in Medical Field

- **Jumping conclusion.** According to [59], logical statements such as “has asthma → lower risk” are considered interpretable. However, in the example, the statement indicates that a patient with asthma has lower risk of death from pneumonia, which might be strange without the intermediate thought process. While human can infer that the lowered risk is due to the fact that pneumonia patients with asthma history tend to be given more aggressive treatment, we cannot always assume there is a similar humanly inferable reason behind each decision. Furthermore, interpretability method such as LRP, deconvolution and guided backpropagation introduced earlier are shown to not work for simple model, such as linear model, bringing into question their reliability [102].

- **Manipulation of explanations.** [103] shows that an image can be generated that is perceptibly indistinguishable from the original but produces radically different interpretation. Furthermore, explanation can even be manipulated arbitrarily [104]. For example, an explanation for the classification of a cat image can be implanted into the prediction of the image of a dog. The risk in medical field is clear: even without malicious, intentional manipulation, noises can render “explanations” wrong.

- **Incomplete constraints.** In [90], the loss function of a fully convolutional network includes CBF as a constraint. However, many other constraints may play important roles in the mechanism of a living organ or tissue, not to mention applying kinetic model is itself a simplification. Giving an interpretation within limited constraints may place undue emphasis on the constraint itself. Other works that use predefined models might suffer similar problems [62] [80] [100].

- **Noisy training data.** The so-called ground truths for medical tasks, provided by professionals, are not always absolutely correct. In fact, news regarding how AI beats human performance in medical imaging diagnosis [105] indicates that human judgment could be brittle. This is true even of trained medical personnel. This might give rise to the classic garbage-in-garbage-out situation.

The above risks are presented in large part as a reminder of the nature of automation. It is true that algorithms have been used to extract invisible patterns with some successes. However, one ought to view scientific problems with the correct order of priority. The society should not risk over-allocating resources into building machine and deep learning models, especially since due improvements to understanding the underlying science might be the key to solving the root problem. For example, higher quality MRI scans might reveal key information not “visible” with current technology, and many models built for lesion segmentation nowadays might not be very successful because there is simply not enough useful information contained in the MRI scans fed into the models.

6. Conclusion

We present a survey on interpretability and explainability of ML algorithms in general, and place different interpretations suggested by different research works into distinct categories. From general interpretabilities, we apply the categorization into the medical field. Some attempts are made to formalize interpretabilities mathematically, some provide visual explanations, while others might focus on the improvement in task performance after being given explanations produced by algorithms. Visual and textual explanation supplied by an algorithm might seem like the obvious choice; unfortunately, imagine an otherwise reliable deep learning model providing a strangely wrong visual or textual explanation. Before the black-box is unblack-boxed, machine decision always carries some exploitable risks. It is also clear that a unified notion of interpretability is elusive. An authoritative body setting up the standard of requirements for the deployment of model building might stifle the progress of the research itself, though it might be the most efficient way to reach an agreement. This might be necessary to prevent damages, seeing that even corporate companies and other bodies non-academic in the traditional sense have joined the fray (consider health-tech start-ups and the implications). Acknowledging that machine and deep learning might not be fully mature for large scale deployment, it might be wise to deploy the algorithms side by side and leave most decisions to the traditional methods. It might take a long time before humanity graduates from this stage, but it might be timely: we can collect more data to compare machine predictions with traditional predictions and sort out data ownership issues along the way.
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