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Abstract

One of the main reasons for stratifying the population is to produce a gain in precision of the estimates, in the sample surveys. For achieving this, one of the problem is determination of optimum strata boundaries. The strata boundaries should be obtained in such a way, so that it can reasonably expect to reduce the cost of the survey as much as possible without sacrificing the accuracy or alternatively, reducing the margin of error to the greatest possible extent for the same expected cost. In this paper, we have discussed the way of obtaining optimum strata boundaries when the cost of every unit varies in the whole strata. The problem is formulated as non-linear programming problem which is solved by using Bellman’s principle of optimality. For numerical illustration an example is presented for uniformly distributed study variable.
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1. Introduction

A stratified random sampling design is a sampling plan in which a population is partitioned into mutually exclusive strata and a sample is drawn from each stratum with simple random sampling. Dividing the population into sub-populations is known as stratification and the essential objective of this is to construct strata to allow for efficient estimation. While dealing with the stratified sampling design choosing of stratification variable, total number of strata, determination of points of stratification and selecting a sample from each stratum by using selected sampling design are some of the necessary points about whom care must be taken. The problem of determining optimum strata boundaries (OSB) is one of the famous research area in sampling literature when the probability distribution of the stratifying variable is known. The simple way involved in
determining the OSB is that the construction of strata should be done in such a way so that they are internally as homogeneous as possible. To achieve this, the distribution of the stratified variable is split at suitable points.

Dalenius (1950) first studied the problem of obtaining OSB and obtained minimal equations which were very difficult to solve them. Dalenius and Gurney (1951) showed that if stratification is not done in well defined way in some cases would lead us to the loss in precision. Subsequently the attempts for determining OSB have been made by several authors, such as Mahalanobis (1953), Hansen and Hurwitz (1953), Sethi (1963), Aoyama (1954), Ekman (1959), Rizvi et al. (2000) etc. Des R. (1964) studied the performance of equal size stratification with equal allocation by comparing it with optimum stratification when same allocation of samples in different strata is used. Yadava and Singh (1984) obtained the approximate OSB for allocations proportional to strata totals. Mehta et al. (1996) extended the above work for the use of ratio, regression and product estimators of population mean.

Buhler and Deutler (1975) formulated the problem of determining the OSB as an optimization problem that can be solved by dynamic programming technique. Khan et al. (2002) proposed the technique of determining OSB for the study variable using different frequency density functions which formulate problem as equivalent of determining optimum strata width (OSW), using non linear programming problem (NLPP) and finally solved it by dynamic programming approach. Khan et al. (2005) formulated the problem as mathematical programming problem (MPP) for obtaining OSB assuming exponential probability distribution of the main study variable. The stratum boundaries were obtained are optimum in the sense they minimize the sampling variance of the stratified sample under Neyman allocation. The formulated problem were separable with respect to the decision variables and is treated as a multistage decision problem and the solution procedure were developed using dynamic programming technique. Kosak and Verma (2006) proved that optimization approach used for obtaining OSB is better than classical approach. Khan et al. (2015) developed a technique for determining OSB when the population is skewed and compare the given results with the results obtained by using classical technique with the conclusion of superiority of mathematical programming approach over classical approach.

In the present paper a technique would be developed when the cost measurement per unit varies from stratum to stratum, that certainly influences the OSB that maximizes the precision of the estimate. The problem would be formulated ad non linear programming problem and would be solved by dynamic programming technique in which Bellman’s principle of optimality would be used.

2. The problem of optimum strata boundaries

Let the target population be stratified into L strata based on the single study variable \( Y \), which is of interest. If a simple random sample of size \( n_i \) is to be drawn from the \( i \)th stratum with the sample mean \( \bar{y}_i \) \( (i = 1,2,\ldots,L) \), then by stratified sampling sample mean \( \bar{y}_{st} \) is an unbiased estimate of population mean \( \bar{Y} \), which is equal to

\[
\bar{y}_{st} = \sum_{i=1}^{L} W_i \bar{y}_i
\]  

(2.1)
where $W_i = N_i / N$ is defined as the proportion of the population contained in the $i$th stratum.

Under proportional allocation the variance of the unbiased sample estimate is given below

$$V(\bar{y}_{st}) = \left(\frac{1}{n} - \frac{1}{N}\right) \sum_{i=1}^{L} W_i S_i^2$$

(2.2)

Since in this paper we are dealing with the cost, so the simplest cost function in stratified sampling can be written as

$$C = a + \sum_{i=1}^{L} n_i c_i$$

where ‘a’ represents the overhead cost, $c_i$ represents the average cost of surveying one unit in the $i$th stratum and $C$ denotes the total cost of the survey.

The problem of optimum stratification can be obtained as to find the intermediate stratum boundaries $y_0 \leq y_1 \leq y_2 \leq \cdots \leq y_{L-1} \leq y_L$, such that the variance of the sample mean is minimum, which is

$$V(\bar{y}_{st}) = \left(\frac{1}{n} - \frac{1}{N}\right) \sum_{i=1}^{L} W_i S_i^2 = \sum_{i=1}^{L} \frac{W_i S_i^2}{n_i} - \sum_{i=1}^{L} \frac{W_i S_i^2}{N_i}$$

(2.2)

Subject to fixed cost factor

$$C = a + \sum_{i=1}^{L} n_i c_i$$

which gives an optimum allocation of size

$$n_i = \frac{C-a}{\sum_{i=1}^{L} W_i S_i C_i} \times \frac{W_i S_i}{\sqrt{C_i}}$$

(2.3)

Since we are dealing with fixed cost for obtaining optimum strata boundaries (OSB). Thus, using value of $n_i$ from (2.3) in (2.2), we get

$$V(\bar{y}_{st}) = \left(\frac{\sum_{i=1}^{L} S_i \sqrt{W_i C_i}}{C-a}\right)^2 - \sum_{i=1}^{L} \frac{W_i S_i^2}{N_i}$$

(2.4)

If the finite population correction (f.p.c) i.e $1 - \frac{n}{N}$ is ignored, then minimizing (2.4) is equal to minimizing of

$$\sum_{i=1}^{L} S_i \sqrt{W_i C_i}$$

(2.5)

If $y_o$ and $y_L$ denote the smallest and largest values of stratification variable $Y$, then for determining the OSB in the rage

$$y_L - y_o = g$$

(2.6)

Let $f(y)$ being the probability distribution of the study variable $Y$ and $(y_{i-1}, y_i)$ denotes the boundaries of the $i$th stratum. Then the weight $W_i$, Mean ($\mu_i$) and Variance ($S_i^2$) of the $i$th stratum can be obtained as

$$W_i = \int_{y_{i-1}}^{y_i} f(y) \ dy$$

(2.7)

$$S_i^2 = \frac{1}{W_i} \int_{y_{i-1}}^{y_i} y^2 f(y) \ dy - \mu_i^2$$

(2.8)

where $\mu_i = \frac{1}{W_i} \int_{y_{i-1}}^{y_i} y f(y) \ dy$
When the frequency function $f(y)$ is known (2.5) can be expressed as the function of boundary points of the ith stratum as

$$f_i(y_i, y_{i-1}) = S_i \sqrt{W_i C_i}$$  (2.10)

Define $V_i$, the width of the ith stratum, as

$$V_i = y_i - y_{i-1} \, , \, i = 1, 2, ..., L$$  (2.11)

where $V_i \geq 0$

Using (2.11) we can express (2.6) as

$$\sum_{i=1}^{L} V_i = \sum_{i=1}^{L} (y_i - y_{i-1}) = y_L - y_o = g$$  (2.12)

Keeping in view the above results we can express the jth stratification point as

$$y_j = y_0 + V_1 + \ldots + V_j \, , \, j = 1, 2, ..., L - 1$$

Thus, the problem of determining OSB can now be considered as the problem of determining optimum strata widths (OSW) as the following MPP

Minimize $\sum_{i=1}^{L} f_i(y_i, y_{i-1})$  
Subject to constraint $\sum_{i=1}^{L} V_i = g$ and $V_i \geq 0 \, , \, i = 1, 2, ..., L$  (2.14)

For $i = 1$, the term $f_1(V_1, y_o)$ is the objective function of MPP (2.14) which is a function of $V_1$ only as $y_o$ is known. Similarly the second term $f_2(V_2, y_1) = f_2(V_2, y_0 + v_1)$ is a function of $V_2$ alone once $V_1$ is known. Thus, stating the objective function as a function of $V_i$ alone we may replace MPP (2.14) as

Minimize $\sum_{i=1}^{L} f_i(V_i)$  
Subject to constraint $\sum_{i=1}^{L} V_i = g$ and $V_i \geq 0 \, , \, \text{where } i = 1, 2, ..., L$  (2.15)

3. Determination of OSB under uniform study variable

Let the study variable $Y$ follows uniform distribution with probability density function (pdf) given as

$$f(y) = \begin{cases} \frac{1}{b-a} & , \quad a \leq y \leq b \\ 0 & , \quad \text{otherwise} \end{cases}$$  (3.1)

where ‘a’ represents location parameter and $b-a$ denotes the scale parameter.

Note that here $y_0 = a$ and $y_L = b$

By using pdf (3.1), we can obtain the values of equations (2.7) and (2.8) as

$$W_i = \frac{V_i}{b-a}$$  (3.2)

and $S_i^2 = \frac{V_i^2}{12}$  (3.3)
Using (3.2) and (3.3), the problem of determining OSB when the probability distribution of the main study variable Y is given as (3.1), then the MPP would take the form as

\[
\text{Minimize } \sum_{i=1}^{L} \sqrt{\frac{V_i C_i}{12(b-a)}}
\]

Subject to constraint

\[
\sum_{i=1}^{L} Z_i = 1
\]

and \( V_i \geq 0 \)

where \( i = 1, 2, \ldots, L \)

\[ \text{(3.4)} \]

4. The solution procedure

Let us consider the following sub-problem of (2.15) for first \( k \) strata

Minimize \( \sum_{i=1}^{k} f_i (V_i) \)

Subject to constraint

\[
\sum_{i=1}^{k} V_i = g_k
\]

and \( V_i \geq 0 \)

where \( g_k < g \) is the total width available of the division into \( k \) strata.

Note that \( g_k = g \) for \( k = L \)

Also \( g_k = V_1 + V_2 + \cdots + V_k \)

\( g_{k-1} = V_1 + V_2 + \cdots + V_{k-1} \)

\( = g_k - V_k \)

\( \vdots \)

\( g_2 = V_1 + V_2 = g_3 - V_3 \)

\( g_1 = V_1 = g_2 - V_2 \)

\( \vdots \)

If \( f(k, g_k) \) denotes the minimum value of the objective function (4.1), then

\[
f(k, g_k) = \min \left( \sum_{i=1}^{k} f_i (V_i) \bigg/ \sum_{i=1}^{k} V_i = g_k \right), \quad i = 1, 2, \ldots, k
\]

With this definition of \( f(k, g_k) \) the recurrence relations of the dynamic programming take the form as

\[
g(k, t_k) = \min_{0 \leq V_k \leq g_k} [f_k(V_k) + f(k - 1, g_k - V_k)], \quad k \geq 2 \quad \text{(4.2)}
\]

for \( k = 1 \) using (4.1)

\[
f_1(1, g_1) = f_1(g_1)
\]

\[
V_1 = g_1 \quad \text{(4.3)}
\]

\[ \text{Using (4.2) and (4.3) the recurrence relation for MPP (3.4) are given as} \]
for $k = 1$

$$f(1, g_1) = \frac{a^2 c_1}{\sqrt{12(b-a)}} \quad \text{at } V_1 = g_1$$  \tag{4.4}$$

Similarly, for $j$th stage use (4.2) we would get the results.

5. Numerical Illustration

Solving the recurrence relations (4.2) and (4.4) to seek optimum strata widths $V_j$ ($j = 1,2,\ldots,L$) for uniform study variable with density function defined in (3.1) by taking $[a, b] = [1, 2]$ and assuming $g = 20$ and $C_1 = 2$, $C_2 = 3$, $C_3 = 4$, $C_4 = 5$, $C_5 = 7$ table 1 gives optimum values of $V_i$, $y_i$ and $\sum_{i=1}^{L} f_i(V_i)$ below:

Table I: Optimum Strata Width, Optimum Strata Boundaries and Optimum Value Of The Objective Function For Uniform Study Variable

| No. of strata | OSW | OSB | Optimum value of objective function $\sum_{i=1}^{L} S_i\sqrt{W_i S_i}$ |
|---------------|-----|-----|---------------------------------------------------------------------|
| $L$           | $V_i^*$ | $y_i^* = y_{i-1}^* + Z_h^*$ |                                                                     |
| 2             | $Z_1^* = 0.5000$ | $y_1^* = y_0 + Z_1^* = 0.5000$ | 1.063                                                               |
|               | $Z_2^* = 0.5000$ | $y_2^* = y_1^* + Z_2^* = 0.6666$ |                                                                     |
| 3             | $Z_1^* = 0.3333$ | $y_1^* = y_0 + Z_1^* = 0.3333$ | 1.017                                                               |
|               | $Z_2^* = 0.3333$ | $y_2^* = y_1^* + Z_2^* = 0.6666$ |                                                                     |
|               | $Z_3^* = 0.3333$ | $y_3^* = y_2^* + Z_3^* = 0.7500$ |                                                                     |
| 4             | $Z_1^* = 0.2500$ | $y_1^* = y_0 + Z_1^* = 0.2500$ | 1.006                                                               |
|               | $Z_2^* = 0.2500$ | $y_2^* = y_1^* + Z_2^* = 0.5000$ |                                                                     |
|               | $Z_3^* = 0.2500$ | $y_3^* = y_2^* + Z_3^* = 0.7500$ |                                                                     |
| 5             | $Z_1^* = 0.2000$ | $y_1^* = y_0 + Z_1^* = 0.2000$ | 1.004                                                               |
|               | $Z_2^* = 0.2000$ | $y_2^* = y_1^* + Z_2^* = 0.4000$ |                                                                     |
|               | $Z_3^* = 0.2000$ | $y_3^* = y_2^* + Z_3^* = 0.6000$ |                                                                     |
|               | $Z_4^* = 0.2000$ | $y_4^* = y_3^* + Z_4^* = 0.8000$ |                                                                     |
| 6             | $Z_1^* = 0.1666$ | $y_1^* = y_0 + Z_1^* = 0.1666$ | 1.003                                                               |
|               | $Z_2^* = 0.1666$ | $y_2^* = y_1^* + Z_2^* = 0.3333$ |                                                                     |
|               | $Z_3^* = 0.1666$ | $y_3^* = y_2^* + Z_3^* = 0.4999$ |                                                                     |
|               | $Z_4^* = 0.1666$ | $y_4^* = y_3^* + Z_4^* = 0.6665$ |                                                                     |
|               | $Z_5^* = 0.1666$ | $y_5^* = y_4^* + Z_5^* = 0.8332$ |                                                                     |

Conclusion

It is concluded from the above table that the optimum values goes on decreasing way on increasing the number of strata. Also available methods present in the literature such as Aoyama (1954), Ekman (1959), Sethi (1963) etc. are mostly classical methods by which
we obtain approximately optimum strata boundaries. Many authors have suggested iterative procedures, but there is no guarantee that they will give us a global minimum in the absence of initial solution and variance function have more than one local minimum. The advantage of developed method is that it gives global minimum and doesn’t require any kind of initial approximate solution while dealing with varying cost of each stratum.
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