Follower–Followee Ratio Category and User Vector for Analyzing Following Behavior
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Abstract—Analyzing following behavior is important in many applications. Following behavior may depend on the main intention of the follower. Users may either follow their friends or they may follow celebrities to know more about them. It is difficult to estimate users’ intentions from their following relationships. In this paper, we propose an approach to analyze following relationships. First, we investigated the similarity between users. Similar followers and followees are likely to be friends. However, when the follower and followee are not similar, it is likely that follower seeks to obtain more information on the followee. Second, we categorized users by the network structure. Then we proposed analysis of following behavior based on similarity and category of users estimated from tweets and user data. We confirmed the feasibility of the proposed method through experiments. Finally, we examined users in different categories and analyzed their following behavior.
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I. INTRODUCTION

Twitter is a social media platform where people post short messages called tweets and communicate with each other. Twitter users follow other users by subscribing to their tweets. Twitter users can follow without the permission of the targeted user; thus, the following relationship is directed.

Analyzing following behavior is important in many applications, such as friend recommendations [1] or information diffusion analysis [2]. Users’ following behavior depends on their intention. There are various intentions on the following links [3]. It is difficult to classify these links because it is hard to collect data indicating the intentions of the links.

We assume that different categories of users have different preferences for whom to follow. For example, users that are willing to learn more about celebrities follow them. We classified users by the follower–followee ratio, which is the ratio of the number of followers to the number of followees. The follower–followee ratio has been used to analyze social media users [4].

We analyzed the preferences of users followers based on the user category and topical similarity. Topical similarity reflects the similarity between the users’ tweets. The user category was defined using the follower–followee ratio, which reflects the user’s characteristics. First, we confirmed the feasibility of the computed topical similarity. Then, we confirmed the feasibility of the category using topical similarity. We found that the following behavior described based on the topical similarity between the follower and followee provided a reasonable explanation for the following relation among users in different categories. This suggests that both category and topical similarity are useful for analyzing following behavior.

II. RELATED WORK

A. User Categories on Social Media

Java et al. [5] considered that Twitter users can mainly be categorized as Information Source, Friends, and Information Seeker, based on their link structure. Yan et al. [4] used the follower–followee ratio to determine user characteristics on ResearchGate, a social media platform for scientists and researchers. ResearchGate users can share their research papers and follow other researchers. Yan et al. adopted the user categories proposed by Java et al. and classified users based on the follower–followee ratio.

Other researchers have performed classification without using link structures, using other methods such as classifying users into five types based on social theory [6] and estimating Big Five personalities from user profiles [7]. These classifications require training data collected through surveys or crowdsourcing.

We classified Twitter users into four categories based on their follower–followee ratio. The categories of Information Source and Information Seeker were the same as in previous studies [4], [5]. In addition, we divided the Friends category into two groups, according to whether the follower–followee ratio was greater than 1. We assumed that more general users would have a smaller number of followers than followees and would exhibit different characteristics.
B. Purpose and Intention of Following

Following behavior depends on the purpose of the following, which relates to edge types. Barbieri et al. [1] proposed a user recommendation method based on whether the edge is topical or social. Komori et al. [8] analyzed following relationships by classifying them into virtual and real friendships. Takemura et al. [3] classified following relationships into eight types, combining three axes: user-orientation, content-orientation, and mutuality. These researchers collected data for each following relationship by using surveys to build a classification model. However, it is difficult to collect training data on individual following relationships automatically. Yamaguchi et al. [9] proposed a method to explain the reason for following through coupled tensor analysis using tagging action (add users to the lists). However, only a few users use the list feature on Twitter.

We consider that different categories of users tend to have different main purposes for following. We simply classified user categories by follower–followee ratio and analyzed the following behavior according to user category.

C. Homophily on Social Media

Homophily is a phenomenon where users tend to be friends with similar people [10]. Various types of homophily have been observed on the online social graph [11]–[13]. In a previous study [14], topical homophily was reported based on the user’s interests of topic recognized from tweets using latent dirichlet allocation (LDA) and the following relationship, and the authors concluded that the topics of users with following relationships are similar. We also focused on the topical homophily of the users’ tweet content.

Homophily relates to network structure. The follower–followee ratio and homophily of various attributes have been investigated [15]. Homophily is an important assumption in network-based user attribute estimation. Hironaka et al. [16] examined the relationship between the follower–followee ratio and location homophily using home location estimation. Based on the data of the countries that are the top-10 users of Twitter, they reported that the follower–followee ratio contributes to the estimation performance. In this study, we examined the relationship between topical homophily and follower–followee ratio.

III. DATA COLLECTION

First, we randomly extracted users for analysis using Twitter API. Then, we collected data on their followees and followers. In addition, we collected their tweets to calculate topical homophily.

We collected English tweets from July 11 to July 17, 2021, using Twitter Streaming API. We randomly selected 50,000 unique users who tweeted at least once in this period.

Generate user vectors from tweets
Investigate topical homophily
Investigate preferred user category for each user category
Investigate similarities of topics for each user category

Next, we collected followees and followers data using API2. We also collected the latest 3200 tweets using API3. If a user had posted less than 3200 tweets, we collected as many as possible. As a result, 48,881 user timelines were collected.

In the analysis, we used the data of 48,829 users, that is, the users whose tweet and follower data that we could successfully collect. We detected 59,778 following relationships among them.

IV. USER CLASSIFICATION AND USER VECTOR

In this study, we analyzed users’ following behavior based on user category and topical homophily. We analyzed the following workflow showed in Figure 1.

First, we explain the follower–followee ratio to classify users and then describe the classification method. Second, we define the user vector for calculating the topical homophily and then describe the calculation method of topical homophily.

A. Follower–Followee Ratio

The follower–followee ratio is the ratio of the number of followees $N_{\text{followee}}$ to the number of followers $N_{\text{follower}}$, as defined in Equation (1).

$$\text{follower–followee ratio} = \frac{N_{\text{followee}} + 1}{N_{\text{follower}} + 1}$$ (1)

In Equation (1), we add 1 to the denominator to avoid division by zero and to the numerator to guarantee that the ratio of a user with equal number of followees and followers become 1.

Figure 2a and 2b, respectively, show examples of users with high and low follower–followee ratios. Users with a high follower–followee ratio are those whose number of followees $N_{\text{followee}}$ is significantly outnumbered by the number of their followers $N_{\text{follower}}$. The reverse is the case for users with a low follower–followee ratio.

---
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papers and researchers. His method, which is built on Levy’s
method [19], creates a shifted positive pointwise mutual information matrix (SPPMI) of papers (documents) and performs matrix factorization. This method is more scalable than neural embedding models like Doc2Vec [20].

User vectors are computed as follows:
1. Divide users into sample users and out-of-sample users.
2. Count word frequencies in tweets.
3. Select word vocabulary.
4. Compute user vectors of sample users.
5. Compute user vectors of out-of-sample users.

Step 1: To efficiently compute user vectors for a large number of users, we divide users into sample users and out-of-sample users. We randomly select 10,000 users as sample users from the 48,881 users whose tweets were collected. The remaining users are out-of-sample users.

Step 2: We count the frequencies of the words in the tweets of each user. Each tweet text is tokenized using NLTK.

Step 3: We select word vocabulary to compute user vectors based on word frequencies. The word vocabulary is defined as the top 10,000 most-frequent words in all tweets.

Step 4: We construct matrix $M$ from its element $m_{u,w}$ based on the frequencies of the words:

$$m_{u,w} = \max \left( \log \frac{P(u,w)}{P(u)P(w)} - \log k, 0 \right)$$

where $P(u,w)$ is the number of occurrences of the word $w$ in the tweet of user $u$, $P(u)$ is the total number of words in the vocabulary in user $u$’s tweets, $P(w)$ is the number of occurrences of the word $w$ in all the tweets of sample users, $D$ is the total number of occurrences of the vocabulary words in the all sample users’ tweets, and $k$ is a value corresponding to the number of negative samples on Word2Vec [21]. We use $k = 1$, which is reported as the best value in the previous study [19].

Next, we compute the user vectors by truncated singular value decomposition (SVD) of the matrix $M$. We compute matrix $U$ and $W$ using the top $n$ singular values. The value $n$ should be searched for each task. In this study, we use $n = 200$. User vectors are computed by the following factorization:

$$M \approx A\Sigma B^T = UW^T$$

where $A$ is a $(n \times n)$ unitary matrix, $B$ is a $(n \times n)$ unitary matrix, $\Sigma$ is a diagonal matrix of the $n$ singular values. We use the rows of matrix $U$ as the user vectors of sample users.

Step 5: We compute user vectors of the out-of-sample users using matrix $W$ computed in Step 4. First, we generate a vector $\tilde{m}_{u*,w}$ of the SPPMI between out-of-sample user $u*$ and the word $w$. Then, we compute the overall vector of word $w$ in out-of-sample users as $\overline{m}_{u*,w} = \sum_{u \in U} \tilde{m}_{u*,w}$.
and vocabulary words. This is the same procedure as the calculation of sample users.

\[
\tilde{m}_{u*} = (\cdots, \max \left( \log \frac{\hat{P}(w|u*)}{P(w)} - \log k, 0 \right), \cdots )
\]

\[
\hat{P}(w|u*) = \frac{\#(u*, w)}{\#(u*)}, \quad \hat{P}(w) = \frac{\#(w)}{D}
\]

Next, we compute user vector \(\tilde{u*}\) of out-of-sample user \(u*\) using \(\tilde{m}_{u*}\) and \(W\).

\[
\tilde{m}_{u*} = u*W^T
\]

\[
\tilde{m}_{u*}^T = W\tilde{u*}^T
\]

\[
(W^T W)^{-1}W^T\tilde{m}_{u*}^T = \tilde{u*}^T
\]

\[
\tilde{u*}^T = (W^T W)^{-1}W^T\tilde{m}_{u*}^T
\]

Thus, an approximation vector is computed considering that an out-of-sample user was included in the sample users. It is not necessary to calculate \((W^T W)^{-1}W^T\) repeatedly; therefore, the user vector of the out-of-sample user can be calculated efficiently.

Note that, in the computation of the user vector in this study, retweet is considered the same as a normal tweet. The part of the original tweet of the quote retweet is excluded. We assume that retweet signaled agreement with the original tweet. In future studies, the processing of retweets and quote retweets may need to be reconsidered.

D. Definition of Similarity Between Users

The strength of topical homophily is considered to indicate similarity between users. To measure it, we use cosine similarity of user vectors as defined by the following equation for user vectors \(\tilde{a}\) and \(\tilde{b}\):

\[
\cos (\tilde{a}, \tilde{b}) = \frac{\tilde{a} \cdot \tilde{b}}{||\tilde{a}|| ||\tilde{b}||}
\]

The cosine similarity become one when the vectors are unidirectional and zero when they are orthogonal. A large cosine similarity indicate high similarity between users.

In this study, we compute user vectors based on users’ tweets through matrix factorization. We confirm whether topical homophily can be observed from the computed user vectors. If the computed user vectors reflect users’ interest, we observe high topical similarity between users with following relationships, as in the previous report [14].

Upon comparison, the average similarity between users with following relationship, at 0.4444, was found to be higher than the one between users without (0.0383). We thus confirmed that topical homophily can be inferred from the computed user vectors.

V. Analysis

We analyzed the following preferences according to the four user categories from two perspectives: user category and topical homophily. First, we compared the number of following edges between user categories. Then, we investigated the preferred user categories for each user category. Next, we compared the topical homophily by each edge and investigated whether the users in each category preferred users who posted similar tweets.

Table II shows the number of following relationships across categories. The users in Category A (Information Seeker) tended to follow users in Category D (Information Source), indicating that Information Seekers preferred to follow Information Sources. The users in Category B (Friend), C (Friend Hub), and D (Information Seeker) tend to follow users in the same category, indicating that they preferred users in the same category.

To compare the following preferences in topical homophily, we extracted the following relationships across categories and calculated their average similarity. The average similarity between categories is shown in Table III. The overall average similarity was 0.4412. To examine this in more detail, the normalized histograms of similarity are shown in Figure 3. The number of histogram bins was set to 20. Because only a few pairs had negative values, the minimum value on the x-axis was set to 0. Based on the overall average similarity and histogram, we interpreted that a histogram with an upward trend indicated high topical similarity.

First, we compared users belonging to Category B (Friend) and C (Friend Hub). As shown in Figure 3, the histograms between Categories B and C exhibited an upward trend. Thus, the users in Categories B and C had high topical similarity.

Next, we focused on the similarities between users in Category D (Information Source) and their followers. As shown in the fourth column of Figure 3, these histograms exhibited a downward trend. In particular, the histograms of the relationships from Categories A (Information Seeker) to D (Figure 3d) exhibited a strong downward trend. Accordingly,
users in Category D tended to be less similar to their followers.

VI. DISCUSSION

We discuss the characteristics of the users in Category A (Information Seeker). We found that the users in Category A tended to follow the users in Category D (Information Source) (Table II). However, the similarity of the relationship across Categories A to D was low. Therefore, the followings from Categories A to D were considered to be for information-gathering purposes, as the topics of their followees were less related to the other’s topics and their own topics.

We assumed that the users in Categories B (Friend) and C (Friend Hub) had different characteristics. The former had a follower–followee ratio near and above 1.0, and the latter had a follower–followee ratio near and below 1.0. Because the follower–followee ratio was approximately 1, users in both categories were expected to many friendships and high topical similarity. Calculating the percentage of followees’ categories for each category from Table II, we observed that the users in Categories B and C had a similar pattern, but Category B had more edges to Category D. Thus, users in Categories B and C were similar but there were differences. Compared
the second and third rows of Figure 3, the histograms had a similar shape. This indicated that the users in Categories B and C had similar following preferences in terms of topical homophily. Conversely, based on the similarity with followers (the second and third columns of Figure 3), the histograms of Categories B and C were similar. These results indicated that the tweet contents are similar between the users in Categories B and C, but the purpose of Twitter use may be different, such that Category B has more users with information-gathering purposes.

We discuss the relationship directed to the users in Category D (Information Source). The users in Category D were mainly followed by users in Category A (Information Seeker). The users in Category B (Friend) also tended to follow the users in Category D. However, because the users in Category D had low similarity with their followers, the users in Category D were followed for their information, not because they were friends.

VII. Conclusion

In this study, we analyzed the following preferences of users based on user categories and topical similarity. We generated user vectors using their tweets and confirmed the similarity between users with following relationship were higher than one between users without. We focused on the follower–followee ratio, which represented the features of the network structure around a user, to classify users. Using the ratio, we classified users into four categories. Then, we counted the number of user pairs with following relationships for each category and calculated the average similarity between users with following relationships for each category. As a result, we found that users in Category A (Information Seeker) preferred to follow users in Category D (Information Source). The tweet contents of users in Categories B (Friend) and C (Friend Hub) were similar; however, the preference of following was notably different. Users in Category D (Information Source) were followed by a wide range of users for their information.

The data that we used in this analysis can be collected automatically. Furthermore, the method to generate user vectors is scalable. Therefore, our analysis method can be used for a large amount of data. Because building a relationship with other users and posting text is a basic feature on social media platforms, our method can potentially be adapted to other social media platforms.
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