Strain Evolution and Instability of an Anticyclonic Eddy From a Laboratory Experiment
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Using the 13 m diameter LEGI-Coriolis rotating platform, the evolution processes of a generated anticyclonic eddy throughout its lifecycle are analyzed. Experimental results have shown that the eddy lasted for approximately $3T_0$, where $T_0$ is the rotating period of 90 s. After $T = 0.3T_0$, the eddy enters its mature phase, whereby following this event, eddy intensity slowly decreases from its maximum rotation speed. By $T = 2.6T_0$, the eddy enters a stage of rapid weakening. In its decay period, two underlying mechanisms for this decay have been identified as inertial instability and eddy–eddy interactions.
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INTRODUCTION

The presence of islands significantly affects the surrounding hydrological environment, especially with regards to the physical processes occurring in the lee of the island (Coutis and Middleton, 2002; Doglioli et al., 2004; Neill and Elliott, 2004; Caldeira et al., 2005; Dong et al., 2007, 2018; Han et al., 2019). Island wake eddies are one of the most common dynamic processes in the island wake region. Island wakes can be further differentiated into two types based on their vorticity generation mechanisms: deep-water and shallow-water island wakes (Tomczak, 1988; Dong et al., 2007, 2018). The difference between shallow-water and deep-water island wakes (with/without the shelf-slope) is the source of vorticity (i.e., lateral horizontal gradients, bottom stress irregularity, and tilting of the baroclinic flow). If the primary vorticity source comes from the lateral stress gradient, the island wake is considered deep-water; when the bottom stress irregularity is dominant, the wake is shallow-water, where the horizontal vorticity can be tilted into the vertical component through baroclinic processes.

Previous studies show that the shedding of eddies tends to be inhibited by increasing rotation rate (e.g., Boyer and Davies, 1982; Page, 1985; Heywood et al., 1996). At different background rotation frequencies (i.e., $\beta \neq 0$), the wake can develop a standing Rossby wave structure (McCartney, 1975), and the flow separation and eddy formation are affected by the direction of
the incident current with respect to the wave propagation (e.g., Johnson and Page, 1993; Tansley and Marshall, 2001). The proposed mechanisms of eddy decaying include damping by ocean bottom drag (Sen et al., 2008; Arbic et al., 2009) and sea surface wind stresses (Duhaut and Straub, 2006; Hughes and Wilson, 2008), generating lee-waves over small-scale bottom topography (Marshall and Garabato, 2008; Sheen et al., 2014), radiating near-inertial waves through loss of balance (Molemaker et al., 2005; Alford et al., 2013), and instability processes in eddies (Lazar et al., 2013a,b).

Following eddy generation in an island’s lee, the eddy could experience instability. Eddy inertial instability is due to a centrifugal instability mechanism as originally proposed by Rayleigh (1916) where in the presence of the Coriolis force when there is an imbalance between the centrifugal and Coriolis forces, in addition to the radial pressure gradient. As previously highlighted by Dong et al. (2007); Kloosterziel et al. (2007) and Lazar et al. (2013a,b), inertial instability plays a crucial role in the decaying process of eddies in island wakes. For a steady, cylindrical, inviscid rotating fluid, the rotation rate \( V(r) \) is unstable when the absolute angular momentum \( L = V \cdot r \) decreases with the increase of radius \( r \) in some parts of the fluid.

In addition to inertial instability processes, eddy–eddy interactions also play a crucial role in eddy decay, especially in decaying processes. Fang and Morrow (2003) investigate the characteristics of eddies in the Leeuwin Front, finding that eddy interaction with topography can induce splitting or merging which further affects eddy decay. Eddies generated from different processes may coalesce and form a single eddy due to complicated eddy–eddy interactions (Dritschel and Waugh, 1992; Nan et al., 2011; Cui et al., 2019). Zhai et al. (2010) model a random sea of westward-propagating eddies and in that simulation, it is demonstrated that eddies interact with one another and cascade to larger scales through the merging of eddies of the same parity and finally dissipate near the western boundary. de Marez et al. (2020) present an analysis of merging events in the global ocean that are influenced by the \( \beta \)-effect and the presence of neighboring eddies.

According to the literature review, one can see that the eddy decaying process is very complicated and requires further investigation. To further our understanding of the decaying processes of anticyclonic eddies, we conduct a series of laboratory experiments to investigate the roles of both inertial instability and eddy–eddy interaction in the eddy dissipation. Using the 13-m diameter (world’s largest) LEGI-Coriolis rotating platform, we conducted a series of island wake simulation experiments. In a strongly stratified experiment, the evolution processes of a generated anticyclonic eddy are analyzed throughout its lifecycle. The decaying period of this anticyclonic eddy can be divided into two parts: slow decay period and rapid decaying period. This study reveals the influence of inertial instability and eddy–eddy interaction on the anticyclonic’s cycle evolution from the perspective of laboratory observation.

The rest of the paper is organized as follows: section “Experimental Settings and Method” describes the experimental settings and the eddy detection method. In section “Results,” the statistical characteristics and decaying mechanism of an identified anticyclonic are analyzed. Section “Conclusion and Discussion” is the conclusion and discussion.

**EXPERIMENTAL SETTINGS AND METHOD**

**Experimental Settings**

We conduct a series of laboratory experiments on island wakes in the currently world’s largest rotating tank, the LEGI-Coriolis rotating tank that possess a diameter of 13 m and a depth of 1.2 m. Parts of the laboratory experimental results have been analyzed and led to publications (Lazar et al., 2013a,b). We conducted many island wake simulation experiments in the LEGI-Coriolis platform, and only a few experiments have found the eddy–eddy interaction phenomena.

To mimic the oceanic density stratification we used salt stratification. We first filled the tank with a deep (\( \sim 50 \) cm) salty layer, \( \rho_{\text{bottom}} = 1,040 \text{ gl}^{-1} \). Due to the slow Ekman recirculation, it took 1 day for this thick layer to reach a solid body rotation. We then used the double bucket technique (Oster, 1965) to create a thin surface layer with linear stratification. To avoid residual motions it was then necessary to wait at least one to 2 h between consecutive experiments. The configuration of the laboratory experiments is shown in Figures 1A,B. We used a conductivity and temperature profiler (125MicroScale)\(^1\) to accurately measure the vertical density profile Figure 1C. In the present study, an anticyclonic eddy (\( A_0 \)) is identified from the series of laboratory experiments and used for the investigation of the underlying mechanisms for the eddy decaying processes.

The rotating platform rotates counter-clockwise, and the corresponding Coriolis parameter is:

\[
 f = \frac{4\pi}{T_0} = 2\omega = 0.139 \text{s}^{-1}
\]

where \( f \) is the Coriolis parameter, \( T_0 \) is the rotating period (\( T_0 = 90 \) s), \( \omega \) is the angular velocity. We used a cylinder with a diameter of 25 cm and a towing speed of 4 cm/s to mimic ocean circulation interacting with a cylindrical island. In this experiment, we produce intense eddies in a shallow strongly stratified (\( N/f = 10 \)) layer at high Reynolds numbers (\( Re = 10,000 \)) (avoiding excessive dissipation). Generally, for high Reynolds number eddies, the nonlinear evolution of three-dimensional inertial perturbations induces a redistribution of the angular momentum (Kloosterziel et al., 2007; Carnevale et al., 2011). However, for a strong stratification, the redistribution of angular momentum is weak and barely affects the velocity profile (Kloosterziel et al., 2007; Lazar et al., 2013b).

The surface stratification layer (\( h_s \)) is 6.7 cm. The height of the cylinder (\( h_c \)) is slightly smaller than \( h_s \). We assume that the cylinder (i.e., island) mainly transfers momentum in the upper stratified layer, Hence, the dynamic state is mainly the first baroclinic mode (thus, the barotropic mode can be ignored). This is true in the case of \( h_s \approx h_c < < H_c \) (\( H_c \) represent

---

\(^1\)http://www.pme.com
the depth of the flow) as demonstrated by Perret et al. (2006) and Teinturier et al. (2010). The deformation radius of the first baroclinic mode is defined as $R_d = \frac{N h_c}{f}$ and the value of $R_d = 68$ cm is larger than the eddies’ radius. The Burger number ($Bu = \left(\frac{N h_c}{f \tau_{island}}\right)^2$) is 28.88 and the Rossby number ($Ro = \frac{V_{low}}{f \tau_{island}}$) is 2.29. $R_d$ is larger than $A_0$’s radii, and much smaller than the barotropic radius $R_d^* \left( R_d^* = \sqrt{\frac{g H_c}{f}}, \ H_c \sim 1 \text{ m} \right)$ in our experiment, $g$ is the gravity). Therefore, the barotropic mode is ignored in our study. Perret et al. (2006); Lazar et al. (2013b), and Stegner (2014) showed, for baroclinic island wake laboratory experiments, that the isopycnal displacement is inversely proportional to the Burger number, which is quite large, and directly proportional to the Rossby number, which in our experiments is moderate. Therefore, the displacement of the isopycnal interface between the thin stratified layer and the deep barotropic layer is expected to be small or moderate. The main parameters of this experiment are listed below in Table 1.

In our experiment, the effective measuring area is 2 m $\times$ 2 m. To perform quantitative velocity measurements we used several powerful waterproof lamps to illuminate small plastic particles of a buoyancy corresponding to 5–10 mm below the surface. To enhance the contrast, the bottom of the platform was painted black. We used two 1,024 $\times$ 1,024 pixels CCD cameras to record the particle motions. The surface velocities were analyzed using uvmat software (a PIV software used in the LEGI-Coriolis platform)$^2$. The spatial resolution of velocities is 1 cm, which is

$^2$http://servforge.legi.grenoble-inp.fr/projects/soft-uvmat
Enough to use for our study (the generated eddy is nearly equal to the \( \text{Re}_{\text{island}} = 12.5 \text{ cm} \)).

Angular Momentum Eddy Detection and Tracking Algorithm

In the present study, we apply an eddy detection tracking algorithm (Angular Momentum Eddy Detection and Tracking Algorithm, AMEDA), developed by Le Vu et al. (2018). AMEDA improves upon a hybrid algorithm originally proposed by Mkhinini et al. (2014), and combines a physical parameter, the local normalized angular momentum (LNAM), with the geometric characteristics of streamlines to determine the center and dynamic characteristics of eddies. LNAM will be maximized at the center of the eddy, that is, the center of swirling motion \( \Gamma_i \). For each grid point \( \Gamma_i \), the LNAM value can be calculated according to the following equation:

\[
\text{LNAM}(\Gamma_i) = \frac{\sum_j G_i X_j \times V_j}{\sum_j G_i X_j V_j + \sum_j \left| G_i X_j \right| V_j} \tag{2}
\]

where \( X_j \) and \( V_j \) are the position and velocity vector, on a grid point neighbor of \( \Gamma_i \).

The selected vortex center is the extremum of the region where \([|\text{LNAM}| (\text{LOW} < 0)] \geq K = 0.7\), where \( K \) is a selected threshold and LOW is the local Okubo-Weiss (OW) parameter. In addition, only when there is a closed streamline outside the selected extreme value can it be left as the center of the vortex.

For each closed streamline around the center of the vortex, the radius corresponding to the circle is equal to the square root of the area corresponding to the closed streamline:

\[
\langle R \rangle = \sqrt{A/\pi} \tag{3}
\]

The average velocity can be calculated by the integral along the closed streamline:

\[
\langle V \rangle = \frac{1}{L_p} \int V dl \tag{4}
\]

where \( L_p \) is the circumference of the closed streamline. Through this method, the maximum average velocity \( V_{\text{max}} = \max(\langle V \rangle) \) can be obtained and corresponds to the radius \( R_{\text{max}} \), that is to say \( \langle V \rangle (r = R_{\text{max}}) = V_{\text{max}} \). The closed streamline corresponding to \( V_{\text{max}} \) serves as the boundary of the eddy.

In this study, we also use the OW parameter to detect the eddies. The OW parameter evaluates the relative amplitude between the local deformation and local rotation. The eddy center is dominated by vorticity and the negative values of the OW parameter are expected in the core of the eddy. However, the OW parameter is quite sensitive to the threshold value used to identify and characterize the eddy boundary when quantifying eddy intensity. On the one hand, weak eddies could be excluded, while on the other hand, intense eddies could lead to multiple contours. Moreover, the geometry of the OW contours could strongly differ from the geometry of the velocity vector field. In our case, when \( T > 2.93T_0 \), we cannot find \( A_0 \)'s closed streamline. As AMEDA can only be used in eddy detection when closed streamlines are present, the algorithm can no longer be used and thus instead, we used the OW parameter to define the position and shapes of the eddy to examine the eddy–eddy interaction in the end stage of \( A_0 \).

RESULTS

Evolution of an Anticyclonic Eddy

We conducted a series of island wake experiments in the LEGI-Coriolis platform, and only a few experiments yielded the eddy–eddy interaction phenomena. In the present study, the anticyclonic eddy \( A_0 \) is the only one whose whole lifetime was observed in the experiments. In this laboratory experiment, when the cylinder (the ideal island) is towed azimuthally through the water surface layer, cyclonic-anticyclonic eddy pairs are generated on the leeward side of the island (Figures 2B). Three pairs of cyclonic and anticyclonic eddies are detected, shown in Figure 2f. To better show the results, we do not show all three pairs in other panels of Figure 2. In Figure 2f, \( C_1 \) and \( A_1 \) represent a pair of cyclonic and anticyclonic eddies generated before \( A_0 \) and \( C_0 \) are generated, respectively, \( C_2 \) and \( A_2 \) are another pair of cyclonic and anticyclonic eddies, respectively, after \( A_0 \) and \( C_0 \) are generated. In the present study, we focus on the anticyclonic eddy \( A_0 \) because the experiment encapsulates the complete eddy lifecycle.

Figure 2 shows a complete life evolution process of an anticyclonic eddy, denoted as \( A_0 \). The vectors in Figure 2 represent the normalized velocity \( (V_n) \) which is the water particles velocity \( (V) \) relative to the cylinder moving velocity \( (V_{\text{tow}}) \), and normalized by \( V_{\text{tow}}: V_n = V/V_{\text{tow}} \). The color in Figure 2 represents the relative vorticity \( \zeta \) (\( \zeta = \zeta/f, \zeta = \partial_x v - \partial_y u \), \( u \) and \( v \) are the x-direction and y-direction components of \( V_n \), respectively.)

The red circles denote the boundaries of the anticyclonic eddy \( A_0 \), and the red solid lines are the tracks of \( A_0 \). When the cylinder is towed through \( y = 0 \), the time is recorded as \( T = 0 \). During the early stage of the formation of \( A_0 \) (Figures 2a–b), its elliptical shape becomes unstable. As time progresses, the form of \( A_0 \) develops into a regular circle and moves to the positive y-direction (Figures 2c–g).

| Parameters | Value | Symbol |
|------------|-------|--------|
| Radius for the island | 12.5 cm | \( R_{\text{island}} \) |
| Rotating period | 90 s | \( T_0 \) |
| Density layer thickness | 6.7 cm | \( h_s \) |
| Height of the cylinder | 4 cm | \( h_c \) |
| Coriolis parameter | 0.1396 s\(^{-1}\) | \( f \) |
| Towing speed | 4 cm/s | \( V_c \) |
| Reynolds number | 10,000 | \( \text{Re} \) |
| Brunt-Väisälä frequency | 1.4 s\(^{-1}\) | \( N \) |
| Burger number | 28.88 | \( B_u \) |
| Rossby number | 2.29 | \( R_o \) |
| the 1st baroclinic deformation radii | 68 cm | \( R_{d1} \) |
FIGURE 2 | Time evolution of the anticyclonic eddy $A_0$. Shading represents relative vorticity and vectors represent relative velocity. Panels (a–k) correspond to different times. Red circles (a–h) represent the shapes of anticyclonic eddy $A_0$. The red solid line indicates the tracks of $A_0$. Black circles (h–k) represent the shapes of anticyclonic eddy $A_2$. The blue solid lines (i–k) indicate the moving path of the maximum negative vorticity value after $A_0$ disappears.
The size of $A_0$ does not noticeably change, but its vorticity decreases gradually (inertial instability to be discussed later). However, in the late stage of $A_0$ (Figure 2h), after being affected by the $C_0$ cyclonic eddy (i.e., eddy–eddy interaction), its size rapidly decreases, inducing significant eddy-core deformation. Moreover, its translation speed in the $y$-direction accelerates, approaching $C_0$ (Figure 2f–h). Thereafter, the anticyclonic eddy, $A_0$, is severely deformed. In a later stage, the $A_0$ anticyclonic eddy is strongly affected by another anticyclonic eddy ($A_2$), causing further deformation. Although there is still negative vorticity at its core, no closed streamlines can be drawn and thus its vorticity can be measured for $A_0$.

As shown in Figures 2i–k, $A_0$ is wrapped around $A_2$ in a clockwise manner, as can be observed in the vorticity field. From the closed streamline drawn in Figures 2i–k, it can be seen that $A_0$ and $A_2$ tend to merge to form another anticyclonic, significantly increasing $A_2$’s size.

Under the influence of $C_0$, the combined eddy $A_2$ (merged with $A_0$) is irregular in shape and stretches significantly in the direction of $C_0$. At the time $T = 3.70 T_0$, the last record for the $A_0$, the $A_0$ is almost completely merged into $A_2$.

To better understand the life evolution process of the anticyclonic eddy $A_0$, the azimuthal averaged relative velocity and relative vorticity profiles of $A_0$ at four-time steps ($T = 0.31 T_0$, $1.15 T_0$, $1.89 T_0$, and $2.78 T_0$) are presented in Figure 3. Figure 3A shows that at $T = 0.31 T_0$, $V_n$, reaches a maximum value of 0.89 during its whole lifetime. The radius corresponding to the maximum speed is 1.25, which is normalized by the radius of the cylinder (12.5 cm). The eddy radius is defined as the distance between the location of the maximum speed and eddy center, as shown in section “Angular Momentum Eddy Detection and Tracking Algorithm.” It is observed that $A_0$’s speed and its radius both decrease with time. The vorticity normalized by $f$ near the center of $A_0$ can reach $-5.3$ at $T = 0.37 T_0$, accompanied by a sharp vorticity gradient (Figure 3B). As time progress, the relative vorticity decreases, and the vorticity profiles of $A_0$’s asymptote to a maximum value.

To show the temporal evolution of $A_0$ in more details, we use the AMEDA eddy detection method (as detailed in section “Angular Momentum Eddy Detection and Tracking Algorithm”) to obtain time series of four physical parameters about $A_0$: (i) the maximum normalized velocity $V_{n_{\text{max}}}$; (ii) the maximum relative radius $R_{n_{\text{max}}} (R_{n_{\text{max}}} = R_{\text{max}}/R_{\text{land}})$; (iii) the area-averaged normalized kinetic energy $[KE_i = \frac{1}{N} \sum_{i=1}^{N} \frac{1}{2} V_n^2$, ($i$ is the grid point inside $A_0$)]; and (iv) the ellipticity $(E, E = 1 - \frac{a}{b}$, where $a$ and $b$ are the semi-major and semi-minor axes of $A_0$, respectively).

In Figure 4a one can see that the $V_{n_{\text{max}}}$ reaches the maximum value of 0.89 in the early stages of its formation, i.e., at $T = 0.37 T_0$. Thereafter, between $T > 0.37 T_0$ and $T < 2.67 T_0$, $V_{n_{\text{max}}}$ gradually decreases. After $T = 2.67 T_0$, $V_{n_{\text{max}}}$ enters a rapidly decaying period. All the four-time series in Figure 4 show that the lifetime of $A_0$ can be divided into three periods: (1) the early turbulence stage (0–0.3$t_0$), in which the unstable processed is dominated; (2) the slow decaying period (0.3–2.6$t_0$), which is controlled by inertial instability, to be discussed in section “Internal Factor: Inertial Instability for the Slow Decaying Period”; (3) the rapid decaying period ($T > 2.67 T_0$), which is controlled by eddy–eddy interaction, to be discussed in section “External Factor: Eddy–Eddy Interactions for the Rapid Decaying Period.”

Figure 4b shows that $R_{n_{\text{max}}}$ of $A_0$ fluctuates around $R_{n_{\text{max}}} = 1.2$ during the slow decaying period (0.3$t_0$ < $T$ < 2.6$t_0$). During the slow decaying period, the maximum $R_{n_{\text{max}}}$ is 1.4, and the minimum $R_{n_{\text{max}}}$ is 1, which is approximately equal to the radius of the cylinder used in the experiment. In the period of rapid decaying, the maximum velocity of the eddy decays with its radius.

![Figure 3](https://example.com/figure3.png)

**Figure 3** | Circle averaged of (A) relative velocity ($V_n$) and (B) relative vorticity ($\zeta_n$) for $A_0$ at different intervals.
From Figure 4c, it can be shown that the maximum value of $KE_n$ of $A_0$ can reach the value of 0.5. It should be noted that, as discussed above, the $KE_n$ is calculated using normalized velocity, which is normalized by towing speed. The maximum value of $KE_n$ can reach 0.5, that is to say, the area-averaged kinetic energy of $A_0$ could reach half of the background current.

During the early stages of the eddy formation, the eddy velocity is slow and highly unstable, concurrent with a strong variability of its form (“elliptical pumping”). The island boundary layer strongly interacts with the eddy during its formation. After shedding from the island, the eddy vorticity holds its elliptical for a while. After $A_0$ starts decaying slowly ($0.3T_0 < T \leq 2.6T_0$), the eddy elliptical shape ($E$) is small (Figure 4d), whereas during its last stages ($T > 2.6T_0$), the ellipticity increases rapidly, suggesting that the anticyclone becomes severely deformed. Nevertheless, the main difference between the early and last stages of the eddy formation is that during its turbulent birth, pumping might occur inducing strong vertical motions before shedding takes place.
whereas at the end of its life, the “eddy pumping” no longer occurs (Casella et al., 2014; Meunier et al., 2018; Perfect et al., 2018).

In the following two sections, we examine the potential mechanisms causing the eddy decaying: inertial instability and eddy–eddy interaction.

**Internal Factor: Inertial Instability for the Slow Decaying Period**

The Rayleigh criterion is used to determine whether or not inertial instability occurs (Rayleigh, 1916; Kloosterziel and Van Heijst, 1991; Mutabazi et al., 1992). The Rayleigh criterion is a sufficient condition for the inertial instability for an eddy, which can be expressed as:

$$\chi (r) = \left[ \zeta + f \right] \left[ \frac{2V(r)}{r} + f \right] < 0 \quad (5)$$

where $V(r)$ is the azimuth velocity $V(r)$ is negative (positive) for the clockwise (counter-clockwise) flow, $r$ is the radius of the eddy. The inertial instability can induce three-dimensional turbulence in the edge of anticyclonic eddies (Kloosterziel et al., 2007), which can weaken the intensity of the anticyclones (Dong et al., 2007). However, the Rayleigh criterion does not takes into account the stratification and the dissipation. The stratification induces a low wavenumber cutoff (confining the instability to wavelengths below a threshold) for the inertial instability of jets (Plougonven and Zeitlin, 2009) or circular eddies (Billant and Gallaire, 2005; Kloosterziel et al., 2007; Lazar et al., 2013a). Short vertical wavelength perturbations are also damped by the vertical dissipation, reducing their growth rate. Hence, new marginal stability criterions, taking into account the dissipation, were proposed recently (Lazar et al., 2013a; Yim et al., 2019). Moreover, stability analysis have investigated the impact of the baroclinic structure on the inertial instability of vortices (Lahaye and Zeitlin, 2015; Mahdinia et al., 2017; Yim et al., 2019). Nevertheless, the results of Yim et al. (2019) reveal that the growth rates and the marginal stability limit of the centrifugal modes are close to those calculated for an equivalent barotropic columnar eddy.

To examine the mechanism of $A_0$’s slow decay, we plot profiles of the angular average of the relative velocity $V_n$, relative vorticity $\zeta_n$ and the normalized Rayleigh criterion $\chi_n = \chi/f^2$ in Figure 5. In Figures 5a,b, it can be seen that the normalized azimuth velocity decreases, with the maximum velocity appearing at roughly $R_n = 1.2$. The magnitude of the normalized relative vorticity also decreases with time while its initial value reaches about $-5.0$. From Figure 5c, one can clearly see that the $\chi_n$ is negative between 1 and 2.5 $R_n$ from the beginning to the end, which suggests that inertial instability occurs and causes the slow decaying of $A_0$. After $T = 2.6 T_0$, the value of $\chi_n$ is close to zero, and other processes starts to replace the inertial instability to cause the eddy decaying, which is the eddy–eddy interaction (discussed in section “External Factor: Eddy–Eddy Interactions for the Rapid Decaying Period”).

Due to the availability of the data from laboratory experiments, the effects of the stratification and baroclinic instability are not applied to the dynamic analysis in the present study. However, from the data analysis based on Rayleigh

![FIGURE 5](image_url) | Time evolution of the circular averages of (a) relative velocity ($V_n$), (b) relative vorticity ($\zeta_n$), and (c) normalized Rayleigh criteria ($\chi_n$) for $A_0$, respectively.
criteria, inertial instability occurs because of the large magnitude of the relative vertical vorticity. Therefore, it can be concluded that inertial instability plays a key role in the eddy decay in its first phase of instability, and baroclinic instability might play an indirect role, which needs more data of the stratification to justify the argument.

**External Factor: Eddy–Eddy Interactions for the Rapid Decaying Period**

Phenomenon: $A_0$ Is Severely Deformed

In the late stage of $A_0$ evolution (after $T = 2.6T_0$), when $A_0$ feels the influence from the $C_0$ (Figure 2h), the size of $A_0$ rapidly decreases and its shape changes significantly. Moreover, its moving speed in the $y$-direction accelerates when it approaches $C_0$. After $T = 2.96T_0$, $A_0$ is severely deformed and the AMEDA method cannot detect its closed streamline. It is visible only in the relative vorticity field.

The strong deformation to the shape of the eddy is evident in the time series of the strain rate. The strain rate is an effective parameter to characterize the eddy shape, which can be expressed as follows:

$$Sr = \sqrt{\left(\frac{\partial u}{\partial x} - \frac{\partial v}{\partial y}\right)^2 + \left(\frac{\partial v}{\partial x} + \frac{\partial u}{\partial y}\right)^2} \quad (6)$$

where $u$ and $v$ are the $x$-direction and $y$-direction components of $V$, the first part ($\frac{\partial u}{\partial x} - \frac{\partial v}{\partial y}$) is the stretching of the flow field and

**FIGURE 6** The normalized strain rate field (values less than 1 are not displayed) at different times (Panels A–I correspond to $T = 2.33T_0$, 2.40$T_0$, 2.48$T_0$, 2.56$T_0$, 2.63$T_0$, 2.70$T_0$, 2.78$T_0$, 2.85$T_0$, 2.93$T_0$) near $A_0$. Shading represents the magnitudes and vectors represent directions. Red circles represent the shapes of the anticyclonic eddy $A_0$. 
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**Figure 6** The normalized strain rate field (values less than 1 are not displayed) at different times (Panels A–I correspond to $T = 2.33T_0$, 2.40$T_0$, 2.48$T_0$, 2.56$T_0$, 2.63$T_0$, 2.70$T_0$, 2.78$T_0$, 2.85$T_0$, 2.93$T_0$) near $A_0$. Shading represents the magnitudes and vectors represent directions. Red circles represent the shapes of the anticyclonic eddy $A_0$. 

| Panel | Time ($T_0$) |
|-------|--------------|
| A     | 2.33         |
| B     | 2.40         |
| C     | 2.48         |
| D     | 2.56         |
| E     | 2.63         |
| F     | 2.70         |
| G     | 2.78         |
| H     | 2.85         |
| I     | 2.93         |

---
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the second part \((\frac{\partial v}{\partial x} + \frac{\partial u}{\partial y})\) is the contribution to the strain from flow shearing. The ratio of the two parts represents the stretching direction. The stretching direction can be calculated using the following:

\[
\theta = \frac{1}{2} \tan^{-1} \left( \frac{\partial u/\partial y + \partial v/\partial x}{\partial u/\partial x - \partial v/\partial y} \right) \tag{7}
\]

**Figure 6** shows the time series of the spatial distribution of the normalized strain rate \((\text{Str}/f)\) filed and its direction. In **Figures 6A–E**, one can see that before \(T = 2.6T_0\) (before it is affected by \(C_0\)), the strain rates near the center of \(A_0\) are small, and their stretching directions are not consistent. By contrast, it can be seen from **Figures 6F–I** that: after \(T = 2.6T_0\) (it starts to be affected by \(C_0\)), strain rates near the center of \(A_0\) show a rapid increase and the stretching directions are consistent. Since the strain rate direction is equivalent to the stretching direction, \(A_0\) extends along the strain rate's direction (**Figures 6F–I**).

The development of \(A_0\) can also be illustrated by its evolution of the strain rate and ellipticity. **Figure 7** shows the time evolution of the strain rate and the ellipticity of...
$A_0$, both of which can depict the temporal variation of $A_0$’s deformation (their correlation is 0.83). They are in disordered states during $A_0$’s formation stage (before $T = 0.3T_0$). During the slow decaying period, the strain rate and ellipticity values are small, which imply that the $A_0$ is in a steady state and $A_0$’s shapes is close to circular. During the rapid decaying period, both variables increases rapidly, implying $A_0$ is severely deformed, see Figures 2g–h. From the discussion below (section
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**FIGURE 9** The Okubo-Weiss parameter ($Q_n$) near $A_0$ at different times. Panels a–f correspond to $T = 2.63T_0$, 2.78$T_0$, 2.93$T_0$, 3.07$T_0$, 3.22$T_0$, 3.37$T_0$. The black lines represent the isolines ($Q_n = 2$) which demarcate eddy boundaries.

**FIGURE 10** (A) Time evolution of the Okubo-Weiss parameter. The blue, red, and pink lines give the inner eddy local means of $A_0$, $C_0$, and $A_2$, respectively. The black line gives the local mean of area enclosed by $X: -60$ to 90 cm, $Y: 150$–300 cm, with the contribution of the $A_0$, $C_0$, and $A_2$ eddies removed. (B) The same with panel (A) but for $Sr^2$. (C) The same with panel (A) but for enstrophy ($ζ^2$). (D) The same with panel (A) but for normalized kinetic energy.
FIGURE 11 | The contributions of different terms in the flow governing equation to the pressure gradient for $A_0$ at $T = 1.52 T_0$.

FIGURE 12 | (a) The pressure field estimated using the flow governing equation at $T = 1.52 T_0$. (b) The relative positions of $C_0$, $C_1$, $A_2$, and $A_1$ with respect to $A_0$. (c) The time evolution of the pressure gradient between $C_1$ and $A_0$, $C_0$ and $A_0$, $A_2$ and $A_0$, $A_1$ and $A_0$. The color of the lines is corresponding to panel (b).
“Mechanism: Eddy–Eddy Interaction Between $A_0$ and $C_0$”), the strong deformation of $A_0$ is caused by the interaction between $A_0$ and $C_0$.

**Mechanism: Eddy–Eddy Interaction Between $A_0$ and $C_0$**

To explore the reason for the strong deformation of the $A_0$'s shape, the eddy–eddy interaction between $A_0$ and $C_0$ is examined. In Figure 8, the velocity between the centers of $C_0$ and $A_0$ at different time intervals are plotted. It can be seen that $A_0$ is dragged toward $C_0$ and simultaneously stretched severely by $C_0$, and there is a strong velocity shear between them.

When $T > 2.93T_0$, we cannot find $A_0$'s closed streamline. At the end of the experiment, when $C_0$'s kinetic energy corresponds to the rapid decrease ($T > 3.4T_0$), the energy of $C_0$ and $A_0$ gradually decreased, while the energy of $A_2$ increased, which is due to the effect of $A_0$ and $A_2$ merging.

Here, an interesting question can be raised: why is the anticyclonic eddy $A_0$ affected by $C_0$? This can be answered through usage of the flow governing equation (for an incompressible inviscid two-dimensional fluid):

$$\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} = -\frac{1}{\rho_0} \frac{\partial p}{\partial x}$$

wherein we can calculate each term contribute to the pressure gradient force (Figure 11). In our laboratory experiments, the time variation terms ($\frac{\partial u}{\partial t}$, $\frac{\partial v}{\partial t}$) make the least contributions to the pressure gradient. Both anticyclonic eddies and cyclonic eddies show a similar pattern in the nonlinear terms ($u \frac{\partial u}{\partial x}$, $v \frac{\partial v}{\partial y}$), and the Lamb vector terms ($v \frac{\partial v}{\partial x}$, $u \frac{\partial u}{\partial y}$) play a more vital role in the pressure gradient than the kinetic energy gradient terms ($u \frac{\partial u}{\partial x}$, $v \frac{\partial v}{\partial y}$). Under influence of the Coriolis and nonlinear terms, the signals of the anticyclonic eddies are weakened and the signals of the cyclonic eddies are strengthened. Using eq.10, we can estimate the relative pressure field (Figure 12a).

**CONCLUSION AND DISCUSSION**

Through a laboratory experiment carried out on the LEGI-Coriolis rotating platform, the evolutionary lifecycle of an anticyclonic eddy is studied. Observations have suggested that in the early stage of the eddy’s formation, turbulence is the main factor affecting the fluid and its shape, though generally elliptical, is not stable. As time passed, the eddy developed a more regular shape and moved to the positive $Y$-direction. Although the eddy's size did not noticeably change, its vorticity however gradually decreased. Later, the anticyclonic eddy interacted with a cyclonic eddy, leading to a rapid decay of the anticyclonic eddy's size in addition to significant shape deformation. An increase in the $Y$-direction lead to the $A_0$ anticyclonic eddy to approach the cyclonic eddy, which then resulted in the disappearance of the $A_0$ eddy. Although negative vorticity continued to persist, we cannot detect closed streamlines. Moreover, the $A_0$ and $A_2$ merged to form a large anticyclonic eddy.

Further analyses have uncovered that there are two factors that affect the weakening of the $A_0$ anticyclonic eddy. In the early stage, the eddy's own inertial instability contributed to slow weakening but after $T = 2.6T_0$, inertial instability itself weakened, but paradoxically, the pace of $A_0$'s decay quickened. In later stages, $A_0$'s rapid decay began to be affected by other eddies. Through a calculation of the strain rate, it is found that in the
A$_0$'s later stages, the eddy is becoming increasingly affected by. This led to the strain rate of the A$_0$ eddy gradually increasing, leading to the destruction of the eddy's circulation structure and hence, leading to A$_0$'s rapid decay.

Through laboratory experiments, the present study finds that eddy interaction can cause a change in the eddy's strain rate, which results in an eddy decay. We derive the pressure gradient field from the experiments which did not measure the relative pressure fields. The pressure gradient is used to discuss the dynamic cause of eddy motion. This study reveals the influence of inertial instability and eddy–eddy interaction on the anticyclonic eddy's life evolution from the perspective of laboratory observation and contributes to our better understanding of eddy–eddy interaction and mechanisms of eddy decay.

It should be noted that the conclusions are reached based on the analysis of one single experiment. The sensitivity of the conclusions to physical parameters cannot be tested: such as the cylinder size, rotating speed, towering speed, and so on. Without the sensitivity experiments, the generalization of the conclusions is limited. Moreover, such sensitivity is important for one to better understand the physical mechanisms involved in the process. We will continue the study in the future by conducting more lab experiments about the subject.
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