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Abstract
Most quantum information tasks based on Bell tests rely on the assumption of measurement independence. However, it is difficult to ensure that the assumption of measurement independence is always met in experimental operations, so it is crucial to explore the effects of relaxing this assumption on Bell tests. In this paper, we discuss the effects of relaxing the assumption of measurement independence on 1-parameter family of Bell (1-PFB) tests. For both general and factorizable input distributions, we establish the relationship among measurement dependence, guessing probability, and the maximum value of 1-PFB correlation function that Eve can fake. The deterministic strategy when Eve fakes the maximum value is also given. We compare the unknown information rate of Chain inequality and 1-PFB inequality and find that there exists a parameter range in which it is more difficult for Eve to fake the maximum quantum violation in 1-PFB inequality than in Chain inequality.
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1 Introduction

As one of the most striking properties of quantum mechanics, quantum nonlocality[1–4] plays a prominent role in device independent (DI) quantum information theory such as quantum key distribution [5,6], random generation [7–9] and entanglement...
certification [10,11]. In the DI framework, we don’t need to consider specific internal structures but only focus on the correlation between input and output.

Bell tests [12–15], as an original tool for observing quantum nonlocality, can detect the correlation between input and output. Generally, the participants involved in the Bell tests first randomly select the input and then produce the output through the measurement performed on the physical system. In the DI scenario, the violation of Bell inequality is commonly used in analysis of quantum theory protocols. For example, for a general random number generator, an eavesdropper (Eve) may choose a predetermined string as the output in which instance we cannot ensure whether the output contains true randomness. DI quantum random number generator based on Bell tests can avoid the above vulnerability, in which Eve cannot fake the violation of Bell inequality, because her predetermined output is independent of the input randomly selected by the participants.

The initial derivation of Bell inequality is based on the assumption that participants randomly select the input (i.e., measurement independence) [17]. In actual experiments, it is difficult to ensure that the assumption is satisfied. For example, Eve may control the input of the device, such that the participants cannot randomly select the input; in other words, Eve obtains part information of the input. In this case, Eve can choose the appropriate string as the output according to the obtained input information, thus forging the violation of the Bell inequality. In view of this, the study of relaxing the assumption of measurement independence [16–28] has attracted widespread attention. For convenience, we will relax this assumption and uniformly call it measurement dependence. Koh et al. [18] studied the effects of measurement dependence on the Clauser–Horne–Shimony–Holt (CHSH) Bell inequality [29]. They gave the relationship among measurement dependence, guessing probability, and the maximum violation value of CHSH Bell inequality that Eve can fake. Pütz et al. [21] proved that an arbitrarily small amount of measurement independence is sufficient to demonstrate quantum nonlocality. References [20] and [22] both gave the Eve’s optimal strategy for forgery and then gave the maximum value of the CHSH Bell correlation function that Eve can fake. Pütz et al. [21] proved that an arbitrarily small amount of measurement independence is sufficient to demonstrate quantum nonlocality. References [20] and [22] both gave the Eve’s optimal strategy for forgery and then gave the maximum value of the CHSH Bell correlation function that Eve can fake under the general input distribution and the factorizable input distribution, respectively. Li et al. [24] explored the effects of measurement dependence on the generalized CHSH Bell tests in both single-run and multiple-run scenarios, and they found that it is more difficult for Eve to fake a violation in the generalized CHSH Bell tests in some special cases by comparing with the simplest CHSH Bell tests. Huang et al. [30] investigated the effects of measurement dependence on the tilted CHSH Bell inequality under different input distributions.

All the above attempts to characterize quantum nonlocality are based on Chain Bell inequality. In the case where each party has two possible 2-outcome measurements (i.e., the case 2222), there is only an equivalence named CHSH Bell inequality (i.e., a special Chain inequality with two measurement settings) [31–33]. In the case where each party has three possible 2-outcome measurements (i.e., the case 3322), there is another new class of inequality \( I_{3322} \) Bell inequality besides Chain inequality, and there exist states which violate \( I_{3322} \) Bell inequality while do not violate the Chain inequality [32]. J. Kaniewski [34] presented 1-parameter family of Bell (1-PFB) inequalities, which are maximally violated by multiple inequivalent quantum realizations. Although 1-PFB inequalities are nonrigid, J. Kaniewski showed that they can be used to robustly
self-test quantum state and certificate randomness. So, some key questions arise: What will happen on 1-PFB tests if we relax the assumption of measurement independence? Can we extract true randomness in the process of relaxing the assumption of measurement independence? Also is it more difficult for Eve to fake the violation in 1-PFB inequalities than in Chain inequality with three measurement settings?

Inspired by the works in Refs. [24,30], we study the effects of measurement dependence on 1-PFB inequalities under general and factorizable input distributions, respectively. In both cases, we use the flexible upper and lower bound of measurement dependence to establish the relationship among measurement dependence, guessing probability and the maximum value of 1-PFB inequalities that Eve can fake. We also give the strategy for Eve to forge the maximum violation value. At the same time, we find that there exists true randomness in certain conditions. We briefly give the similar relationship on Chain inequality where each party has three measurement settings. By comparing the conclusions of 1-PFB inequalities and Chain inequality, we find that in some circumstances, it is more harder for Eve to fake maximum quantum violation in 1-PFB inequalities than in Chain inequality, but in other cases, the results are reversed.

The structure of this paper is as follows: We will briefly introduce the relevant knowledge of Bell inequalities and measurement dependence in Sect. 2. In Sect. 3.1 and Subsec. 3.2, the relationship among measurement dependence, guessing probability and the maximum value of 1-PFB correlation function that Eve can fake under different input distributions will be given, and a similar relationship will also be given in Chain inequality with three measurement settings. We will compare 1-PFB inequalities with Chain inequality in Sect. 3.3. Finally, we will conclude our results in Sect. 4.

2 Preliminaries

In this section, we introduce the knowledge of Bell inequalities and measurement dependence [24,30].

2.1 Bell inequalities with three measurement settings

In the simplest scenario, two parties, Alice and Bob, have three measurement settings with two outputs, respectively. The measurement settings of Alice and Bob are marked by $X_j$ and $Y_k$, respectively, where $j, k \in \{0, 1, 2\}$. The outputs of Alice and Bob are marked by $a$ and $b$, respectively, where $a, b \in \{0, 1\}$. After running the Bell experiment many times, conditional probability distribution $p(a, b|X_j, Y_k)$ will be obtained. There are two linear constraints based on probability distribution for the Bell tests with three measurement settings. The two linear constraints include the Chain inequality with three measurement bases and the $I_{3322}$ Bell inequality.

The Chain inequality where each party has three measurement settings [29,31] is defined by

$$I_{\text{Chain}} = \langle X_0 Y_0 \rangle + \langle X_1 Y_1 \rangle + \langle X_2 Y_2 \rangle + \langle X_1 Y_0 \rangle + \langle X_2 Y_1 \rangle - \langle X_0 Y_2 \rangle \leq I_C,$$  \hspace{1cm} (1)
where $\langle X_j Y_k \rangle = \sum_{a,b} p(a = b|X_j, Y_k) - p(a \neq b|X_j, Y_k)$. For classical theory, it is easy to check that for equation (1) the maximum value is $I_C = 4$. In the quantum mechanics, $p(a, b|X_j, Y_k) = \text{tr}(\rho M^a_j \otimes M^b_k)$, where state $\rho$ is shared between Alice and Bob, and $M^a_j$ ($M^b_k$) represents the measurement operators of Alice (Bob). In this case, equation (1) can reach the maximum value $3\sqrt{3}$. For no-signaling theory, the maximum value reaches 6 in equation (1).

As for $I_{3322}$ Bell inequality, its more general form called 1-PFB inequalities is proposed in Ref. [34]

$$I_{3322}^\alpha = \langle X_0 Y_0 \rangle + \langle X_0 Y_1 \rangle + \alpha \langle X_0 Y_2 \rangle + \langle X_1 Y_0 \rangle + \langle X_1 Y_1 \rangle - \alpha \langle X_1 Y_2 \rangle$$

$$+ \alpha \langle X_2 Y_0 \rangle - \alpha \langle X_2 Y_1 \rangle \leq I_{3322,C}^\alpha,$$

where $\alpha \in [0, 2]$. (The relevant definitions are the same as above.) Particularly, when $\alpha = 1$, equation (2) is $I_{3322}$ Bell inequality [32,35]. Obviously, $I_{3322,C}^\alpha = \max\{4, 4\alpha\}$ is the classical bound of $I_{3322}^\alpha$. For quantum theory, the upper bound of $I_{3322}^\alpha$ is $I_{3322,Q}^\alpha = 4 + \alpha^2$. Similarly, for no-signaling theory, denote the corresponding upper bound as $I_{3322,NS}^\alpha = 4 + 4\alpha$. $I_{3322}^\alpha$ Bell inequality satisfying $I_{3322,C}^\alpha = I_{3322,Q}^\alpha$ cannot be used to certify quantum properties, so we only consider the case with $I_{3322,C}^\alpha < I_{3322,Q}^\alpha$ (i.e., $\alpha \in (0, 2)$).

In this paper, we will focus on discussing the effects of measurement dependence on 1-PFB inequalities under different input distributions and use Chain inequality as a comparison.

### 2.2 Measurement dependence

Generally, there are two black boxes, Alice and Bob. The inputs of Alice and Bob are marked by $X_j$ and $Y_k$, respectively (with $j, k \in \{0, 1, 2\}$), and the outputs are marked by $a$ and $b$, respectively (with $a, b \in \{0, 1\}$). In this study, the input settings are not chosen fully randomly; that is, the inputs depend on a local hidden variable $\lambda$, as shown in Fig. 1. After many runs, the probability distribution of output conditioned on input will be obtained

$$p(a, b|X_j, Y_k) = \sum_\lambda p(\lambda)p(X_j, Y_k|\lambda)p(a, b|X_j, Y_k, \lambda),$$

where $\lambda$ is a local hidden variable or strategy. According to local correlations theory [36], $p(a, b|X_j, Y_k, \lambda)$ can be decomposed into $p(a|X_j, \lambda)p(b|Y_k, \lambda)$, so equation (3) is further written as

$$p(a, b|X_j, Y_k) = \sum_\lambda p(\lambda)p(X_j, Y_k|\lambda)p(a|X_j, \lambda)p(b|Y_k, \lambda).$$

To make our results more powerful, we adopt the method in Ref. [30] to define the parameters $P$ and $S$ as flexible upper and lower bound of probabilities, respectively,
Fig. 1 Bell tests in a bipartite scenario. The input random numbers are controlled by a local hidden variable $\lambda$, which is accessible to Eve.

for a set of selected specific measurement settings

$$\max p(X_j, Y_k|\lambda) = P,$$
$$\min p(X_j, Y_k|\lambda) = S,$$

(5)

for any $\lambda$.

Since each party has three measurement settings, we can easily get $P \in [\frac{1}{9}, 1]$ and $S \in [0, \frac{1}{9}]$. Then, we analyze the situation when $P$ and $S$ take different values.

(1) $P = \frac{1}{9}$ or $S = \frac{1}{9}$, it means that Eve will not obtain information with the local hidden variables $\lambda$; that is, the inputs are entirely random.

(2) $P \in (\frac{1}{9}, 1)$ or $S \in (0, \frac{1}{9})$, it means that Eve can obtain part of the input information through the local hidden variables $\lambda$.

(3) $P = 1$, it means that Eve can obtain all the input information by using the local hidden variables $\lambda$; that is, Eve completely controls the input by using a deterministic strategy.

Here, we describe the predictability of outputs as guessing probability $G$ with [18,24,30]

$$G = \sum_{\lambda} p(\lambda)G(\lambda),$$

(6)

where $G(\lambda) = \max_{a,b,j,k} \{p(a|X_j, \lambda), p(b|Y_k, \lambda)\}$. For a given hidden variable $\lambda$, $G(\lambda)$ represents the upper bound of the probability that Eve guesses the output. $G = \frac{1}{2}$ ($G = 1$) implies that Eve has an entirely indeterministic (deterministic) strategy.
3 The effects under different input distributions

In this paper, we discuss the general input distribution and factorizable input distribution [24,30]. Specifically, the factorizable input distribution is formulated as

\[ p(X_j, Y_k | \lambda) = p(X_j | \lambda) p(Y_k | \lambda). \tag{7} \]

The distribution \( p(X_j, Y_k | \lambda) \) that cannot be expressed in equation (7) is called general input distribution. Subsequently, we will discuss the effects of measurement dependence under different input distributions and compare the effects of measurement dependence on different inequalities.

3.1 The general input distribution

Firstly, we give the relationship among measurement dependence, guessing probability and the maximum value of 1-PFB correlation function that Eve can fake under the general input distribution.

**Theorem 1** The maximum value of 1-PFB correlation function that Eve can fake, \( I_{3322}^{G, S, P} \), for any no-signaling model with \( p(X_j, Y_k) = \frac{1}{9} \), is

\[
I_{3322}^{G, S, P}(G, S, P) = \begin{cases} 
4\alpha + 4 - 36S, & 8P + S \geq 1, \\
4\alpha + 4 - 36(2G - 1)(1 - 8P), & 8P + S < 1,
\end{cases}
\tag{8}
\]

where the upper bound and lower bound of measurement dependence are \( P \) and \( S \), and guessing probability is characterized by \( G \).

**Proof** Based on flexible upper and lower bounds of the measurement dependence given in equation (5), we get

\[
P \leq p' (X_j, Y_k | \lambda) \leq S, \quad \forall j, k, \lambda, \tag{9}
\]

where \( j, k \in \{0, 1, 2\} \). For any set of elements \((X_j, Y_k, \lambda)\), we let

\[
p(X_j, Y_k | \lambda) = \frac{p' (X_j, Y_k | \lambda) - S}{1 - 9S}. \tag{10}
\]

According to equations (9) and (10), we get

\[
0 \leq p(X_j, Y_k | \lambda) \leq \frac{P - S}{1 - 9S}, \quad \forall j, k, \lambda. \tag{11}
\]
We can prove
\[
\sum_{j,k} p(X_j, Y_k|\lambda) = \sum_{j,k} \frac{p'(X_j, Y_k|\lambda) - S}{1 - 9S} = \sum_{j,k} \frac{[p'(X_j, Y_k|\lambda) - S]}{1 - 9S} = \sum_{j,k} \frac{p'(X_j, Y_k|\lambda) - 9S}{1 - 9S} = 1.
\] (12)

Next, we estimate \( \langle X_j Y_k \rangle \) based on the probability distribution. Let \( p_A(-1|X_j, \lambda) = m_j \), \( p_B(-1|Y_k, \lambda) = n_k \), \( p(-1, -1|X_j, Y_k, \lambda) = c_{j,k} \), we get
\[
\begin{align*}
p(-1, 1|X_j, Y_k, \lambda) &= m_j - c_{j,k}, \\
p(1, -1|X_j, Y_k, \lambda) &= n_k - c_{j,k}, \\
p(1, 1|X_j, Y_k, \lambda) &= 1 + c_{j,k} - m_j - n_k,
\end{align*}
\] (13)

so
\[
p(a, b|X_j, Y_k, \lambda) \in \{c_{j,k}, m_j - c_{j,k}, 1 + c_{j,k} - m_j - n_k\}. \] (14)

As we know, \( c_{j,k} \) satisfies
\[
\max\{0, m_j + n_k - 1\} \leq c_{j,k} \leq \min\{m_j, n_k\},
\] (15)

where
\[
\begin{align*}
\min\{x, y\} &= \frac{1}{2}[x + y - |x - y|], \\
\max\{x, y\} &= \frac{1}{2}[x + y + |x - y|].
\end{align*}
\] (16)

According to the previous definition of \( \{X_j Y_k\} \), we gain
\[
\{X_j Y_k\} = \sum_{a,b} p(a = b|X_j, Y_k) - p(a \neq b|X_j, Y_k) = 1 + 4c_{j,k} - 2(m_j + n_k).
\] (17)

By applying equations (15), (16) and (17), the bound of \( \{X_j Y_k\} \) is given by
\[
2|m_j + n_k - 1| - 1 \leq \{X_j Y_k\} \leq 1 - 2|m_j + n_k|.
\] (18)
Hence, $\overline{T}^\alpha_{3322}$ can be written as

$$\overline{T}^\alpha_{3322} = \sum_{\lambda} [p(\lambda|X_0Y_0) \langle X_0Y_0 \rangle + p(\lambda|X_0Y_1) \langle X_0Y_1 \rangle + \alpha p(\lambda|X_0Y_2) \langle X_0Y_2 \rangle$$

$$+ p(\lambda|X_1Y_0) \langle X_1Y_0 \rangle + p(\lambda|X_1Y_1) \langle X_1Y_1 \rangle - \alpha p(\lambda|X_2Y_0) \langle X_2Y_0 \rangle$$

$$- \alpha p(\lambda|X_2Y_1) \langle X_2Y_1 \rangle]$$

$$\leq \sum_{\lambda} [p(\lambda|X_0Y_0)(1 - 2|m_0 - n_0|)$$

$$+ p(\lambda|X_0Y_1)(1 - 2|m_0 - n_1|) + \alpha p(\lambda|X_0Y_2)(1 - 2|m_0 - n_2|)$$

$$+ p(\lambda|X_1Y_0)(1 - 2|m_1 - n_0|) + p(\lambda|X_1Y_1)(1 - 2|m_1 - n_1|)$$

$$- \alpha p(\lambda|X_2Y_0)(2|m_1 + n_2 - 1| - 1)$$

$$+ \alpha p(\lambda|X_2Y_1)(2|m_2 + n_1 - 1| - 1)]$$

$$\leq 4 + 4\alpha - 2\sum_{\lambda} [p(\lambda|X_0Y_0)|m_0 - n_0| + p(\lambda|X_0Y_1)|m_0 - n_1|$$

$$+ \alpha p(\lambda|X_0Y_2)|m_0 - n_2| + p(\lambda|X_1Y_0)$$

$$|m_1 - n_0| + p(\lambda|X_1Y_1)|m_1 - n_1| + \alpha p(\lambda|X_1Y_2)|m_1 + n_2 - 1|$$

$$+ \alpha p(\lambda|X_2Y_0)|m_2 - n_0| + \alpha p(\lambda|X_2Y_1)$$

$$|m_2 - n_0| + p(\lambda|X_2Y_0)|m_2 - n_1| + p(\lambda|X_2Y_1)|m_2 + n_1 - 1|$$

$$\leq 4 + 4\alpha - 36(2G - 1)\sum_{\lambda} p(\lambda) \min p(X_j, Y_k|\lambda),$$

where $m_2 + n_1 = 1$; equality holds.

Based on the results of Ref. [18], we analyze the value of $\min p(X_j, Y_k|\lambda)$:

1. If $P \geq \frac{1}{8}$, we find that $\min p(X_j, Y_k|\lambda) = 0$.

2. If $\frac{1}{9} \leq P \leq \frac{1}{8}$, let $p(X_j, Y_k|\lambda) = P$, where $(j, k) \neq (j_1, k_1)$, so $\min p(X_j, Y_k|\lambda) = p(X_{j_1}, Y_{k_1}|\lambda) = 1 - 8P$. Then, equation (19) can be simplified to

$$\overline{T}^\alpha_{3322}(G, P) = \begin{cases} 4\alpha + 4, & P \geq \frac{1}{8}, \\ 4\alpha + 4 - 36(2G - 1)(1 - 8P), & \frac{1}{9} \leq P < \frac{1}{8}. \end{cases}$$

$\circ$ Springer
On this basis, $I_{3322}^\alpha(G, S, P)$ can be described as

$$I_{3322}^\alpha \leq 4 + 4\alpha - 2 \sum_{\lambda} [p(\lambda|X_0Y_0)(|m_0 - n_0|) + p(\lambda|X_0Y_1)(|m_0 - n_1|)$$

$$+ \alpha p(\lambda|X_0Y_2)(|m_0 - n_2|) + p(\lambda|X_1Y_0)(|m_1 - n_0|) + p(\lambda|X_1Y_1)(|m_1 - n_1|)$$

$$+ p(\lambda|X_1Y_2)(|m_1 + n_2 - 1|) + \alpha p(\lambda|X_2Y_0)(|m_2 - n_0|) + p(\lambda|X_2Y_1)(|m_2 + n_1 - 1|)]$$

$$- 2(\alpha - 1) \sum_{\lambda} [p(\lambda|X_0Y_2)(|m_0 - n_2|)$$

$$+ p(\lambda|X_1Y_2)(|m_1 + n_2 - 1|) + \alpha p(\lambda|X_2Y_0)(|m_2 - n_0|)$$

$$+ p(\lambda|X_2Y_1)(|m_2 + n_1 - 1|)]$$

$$\leq 4 + 4\alpha - 36(2G - 1) \sum_{\lambda} p(\lambda) \min p(X_j, Y_k|\lambda)$$

$$- 18(\alpha - 1) \sum_{\lambda} p(\lambda) \min p(X_j, Y_k|\lambda)$$

$$|m_0 + m_1 - n_0 - n_1|$$

$$\leq 4 + 4\alpha - 36(2G - 1) \sum_{\lambda} p(\lambda) \frac{p'(X_j, Y_k|\lambda) - S}{1 - 9S}$$

$$- 18(\alpha - 1) \sum_{\lambda} p(\lambda) \frac{p'(X_j, Y_k|\lambda) - S}{1 - 9S}$$

$$|m_0 + m_1 - n_0 - n_1|$$

$$\leq (1 - 9S)[4 + 4\alpha - 36(2G - 1) \sum_{\lambda} p'(\lambda) \min(p(X_j, Y_k|\lambda) - S)]$$

$$- 18(\alpha - 1) \sum_{\lambda} p(\lambda)$$

$$\min(p'(X_j, Y_k|\lambda) - S)|m_0 + m_1 - n_0 - n_1|.$$  

According to equations (20) and (21), we obtain that the relationship between $I_{3322}^\alpha$ and $\bar{T}_{3322}^\alpha$ holds the following form

$$I_{3322}^\alpha(G, S, P) = (1 - 9S)\bar{T}_{3322}^\alpha(G, P) + 36(\alpha - 1)S + 36S. \quad (22)$$

Therefore, we give the following conclusions:

1. When $\frac{P - S}{1 - 9S} \geq \frac{1}{8}$, i.e., $8P + S \geq 1$, we have

$$I_{3322}^\alpha(G, S, P) = (1 - 9S)\bar{T}_{3322}^\alpha(G, P) + 36(\alpha - 1)S + 36S$$

$$= 4 + 4\alpha - 36S. \quad (23)$$
Fig. 2  Schematic of $I_{3322}^{\alpha}(1, S, P)$ and $I_{3322}^{\alpha}(G, P)$ under the general input distribution. (a) The maximum value of 1-PFB correlation function that Eve can fake, $I_{3322}^{\alpha}(1, S, P)$, is plotted against measurement dependence $P$, $S$ and completely deterministic strategy (i.e., $G = 1$) under the general input distribution. And the color depth indicates the size of $I_{3322}^{\alpha}(1, S, P)$. (b) The maximum value of 1-PFB correlation function that Eve can fake, $I_{3322}^{\alpha}(G, P)$, is plotted against measurement dependence $P$ and guessing probability $G$ under the general input distribution.

(2) When $\frac{P - S}{1 - 9S} < \frac{1}{8}$, i.e., $8P + S < 1$, we have

$$I_{3322}^{\alpha}(G, S, P) = (1 - 9S)\overline{I}_{3322}^{\alpha}(G, P) + 36(\alpha - 1)S + 36S$$

$$= \overline{I}_{3322}^{\alpha}(G, P).$$

(24)

To summarize the above derivation, we get

$$I_{3322}^{\alpha}(G, S, P) = \begin{cases} 4\alpha + 4 - 36S, & 8P + S \geq 1, \\ 4\alpha + 4 - 36(2G - 1)(1 - 8P), & 8P + S < 1. \end{cases}$$

(25)

Here, we complete the proof of Theorem 1.

Based on Theorem 1, we take DI randomness expansion as an example and use deterministic strategy (i.e., $G = 1$) to analyze the results under different cases.

**Case 1.** $P = \frac{1}{9}$ or $S = \frac{1}{9}$. It means that Eve can’t get any information about input with the local hidden variables $\lambda$. Eve attempts to forge inequality violations by using predefined strings as the output of the device (i.e., $G = 1$). But from Theorem 1, we can find that the maximum value $I_{3322}^{\alpha}(1, S, P)$ will not exceed $4\alpha$ at this time, so Eve cannot successfully fake the violation of 1-PFB inequalities.

**Case 2.** $8P + S > 1$ or $8P + S < 1$. It means that Eve can get some information about input through the local hidden variables $\lambda$. In this case, Eve attempts to fake inequality violations by using predefined strings as the output of the device (i.e., $G = 1$). We can find $4\alpha \leq I_{3322}^{\alpha}(1, S, P) \leq 4\alpha + 4$ from Fig. 2a, so Eve can use a deterministic strategy to successfully fake the violation of 1-PFB inequalities.

Obviously, true randomness cannot be generated in **Case 1**, so we are interested in whether true randomness is generated in **Case 2**. For the sake of more obvious
conclusion, we show the relationship between $P$ and $I_{3322}^{a}$ when guessing probability takes different values in Fig. 2b. We find that as long as the observed value satisfies $I_{3322, obv}^{a} > I_{3322}^{a}(1, S, P)$, we can ensure that true randomness is generated in the process. Then, we will verify the compactness of equation (8) given in Theorem 1 by giving an optimal strategy. In deterministic theory, we admit that

$$p(a|x, \lambda) = \delta_{a, a_{\lambda}(x)},$$
$$p(b|y, \lambda) = \delta_{b, b_{\lambda}(y)},$$

where $a_{\lambda}(x)$ and $b_{\lambda}(y)$ indicate the output under a certain deterministic strategy. Therefore, we get an expression for $I_{3322}^{a}$

$$I_{3322}^{a} = 9 \sum_{\lambda} \{ p(\lambda) p(X_{0}, Y_{0}|\lambda)a_{\lambda}(0)b_{\lambda}(0) + p(\lambda) p(X_{0}, Y_{1}|\lambda)a_{\lambda}(0)b_{\lambda}(1)$$
$$+ p(\lambda) p(X_{1}, Y_{0}|\lambda)a_{\lambda}(1)b_{\lambda}(0) + p(\lambda) p(X_{1}, Y_{1}|\lambda)a_{\lambda}(1)b_{\lambda}(1) \}$$
$$+ 9a \sum_{\lambda} \{ p(\lambda) p(X_{0}, Y_{2}|\lambda)a_{\lambda}(0)b_{\lambda}(2) - p(\lambda) p(X_{1}, Y_{2}|\lambda)a_{\lambda}(1)b_{\lambda}(2)$$
$$+ p(\lambda) p(X_{2}, Y_{0}|\lambda)a_{\lambda}(2)b_{\lambda}(0) - p(\lambda) p(X_{2}, Y_{1}|\lambda)a_{\lambda}(2)b_{\lambda}(1) \}.$$  \hspace{1cm} (27)

Then, we give the optimal strategy corresponding to the maximum value of 1-PFB correlation function that Eve can fake (see Table 1). Based on the strategy in Table 1, we can simplify equation (27) to

$$I_{3322}^{a} = 4 + 4\alpha - \frac{9}{2} (p(X_{0}, Y_{0}|\lambda_{0}) + p(X_{0}, Y_{0}|\lambda_{2}) + p(X_{0}, Y_{1}|\lambda_{1}) + p(X_{0}, Y_{1}|\lambda_{3})$$
$$+ p(X_{1}, Y_{0}|\lambda_{1}) + p(X_{1}, Y_{0}|\lambda_{3}) + p(X_{1}, Y_{1}|\lambda_{0}) + p(X_{1}, Y_{1}|\lambda_{2})),$$

where equation (28) is based on $p(\lambda_{n}) = \frac{1}{4}$, $P(X_{j}, Y_{k}|\lambda) = \frac{1}{9}$ and $\sum_{\lambda} p(\lambda)\ p(X_{j}, Y_{k}|\lambda) = (X_{j}, Y_{k}|\lambda) = (X_{j}, Y_{k}).$ Next, we consider the value of $I_{3322}^{a}$ in different cases:

1. When $8P + S \geq 1$, let $p(X_{0}, Y_{0}|\lambda_{0}) = p(X_{0}, Y_{0}|\lambda_{2}) = p(X_{0}, Y_{1}|\lambda_{1}) = p(X_{0}, Y_{1}|\lambda_{3}) = p(X_{1}, Y_{0}|\lambda_{1}) = p(X_{1}, Y_{0}|\lambda_{3}) = p(X_{1}, Y_{1}|\lambda_{0}) = p(X_{1}, Y_{1}|\lambda_{2}) = S$, we have max $I_{3322}^{a} = 4 + 4\alpha - 36S$. 

### Table 1: The output is determined by $\lambda$, $j$ and $k$

| $\lambda$ | $a_0$ | $b_0$ | $a_1$ | $b_1$ | $a_2$ | $b_2$ |
|-----------|-------|-------|-------|-------|-------|-------|
| $\lambda_0$ | -1    | 1     | 1     | -1    | 1     | -1    |
| $\lambda_1$ | 1     | 1     | -1    | -1    | 1     | 1     |
| $\lambda_2$ | 1     | -1    | -1    | 1     | -1    | 1     |
| $\lambda_3$ | 1     | 1     | -1    | -1    | 1     | 1     |
(2) When $8P + S < 1$, we have

\[
I_{3322}^\alpha = 4 + 4\alpha - \frac{9}{2}(p(X_0, Y_0|\lambda_0) + p(X_0, Y_0|\lambda_2) + p(X_0, Y_1|\lambda_1) + p(X_0, Y_1|\lambda_3)
+ p(X_1, Y_0|\lambda_1)
+ p(X_1, Y_0|\lambda_3) + p(X_1, Y_1|\lambda_0) + p(X_1, Y_1|\lambda_2))
= 4 + 4\alpha - \frac{9}{2}(1 - \sum_{(j,k) \in [0,1,2]^2/[0,0]} p(X_j, Y_k|\lambda_0)
+ 1 - \sum_{(j,k) \in [0,1,2]^2/[0,0]} p(X_j, Y_k|\lambda_2)
+ 1 - \sum_{(j,k) \in [0,1,2]^2/[0,1]} p(X_j, Y_k|\lambda_1) + 1 - \sum_{(j,k) \in [0,1,2]^2/[0,1]} p(X_j, Y_k|\lambda_3)
+ 1 - \sum_{(j,k) \in [0,1,2]^2/[1,0]} p(X_j, Y_k|\lambda_1) + 1 - \sum_{(j,k) \in [0,1,2]^2/[1,0]} p(X_j, Y_k|\lambda_3)
+ 1 - \sum_{(j,k) \in [0,1,2]^2/[1,1]} p(X_j, Y_k|\lambda_0) + 1 - \sum_{(j,k) \in [0,1,2]^2/[1,1]} p(X_j, Y_k|\lambda_2));
\]

let $p(X_j, Y_k|\lambda) = P$ except for $p(X_0, Y_0|\lambda_0)$, $p(X_0, Y_0|\lambda_2)$, $p(X_0, Y_1|\lambda_1)$, $p(X_0, Y_1|\lambda_3)$, $p(X_1, Y_0|\lambda_1)$, $p(X_1, Y_0|\lambda_3)$, $p(X_1, Y_1|\lambda_0)$, $p(X_1, Y_1|\lambda_2)$, we get $\max I_{3322}^\alpha = 4 + 4\alpha - 36(1 - 8P)$.

Evidently, it satisfies the maximum value of $I_{3322}^\alpha$ we obtained previous. So far, we have found a deterministic strategy that enables Eve to fake maximum value of $I_{3322}^\alpha$. In the latter section, we need to compare the difficulty of the maximum quantum violation of 1-PFB inequalities and Chain inequality Eve forged by using the relationship between the maximum value of Chain correlation function that Eve can fake and measurement dependence. Using the method shown in the derivation process of Theorem 1, it is easy to get the maximum value of the Chain correlation function faked by Eve. So we no longer give detailed analysis, proof and optimal strategy here, but only give the relationship between the maximum value of the Chain correlation function that Eve can fake under general input distribution in Theorem 2.

**Theorem 2** The maximum value of Chain correlation function with three measurement settings that Eve can fake, $I_{\text{Chain}}(G, S, P)$, for any no-signaling model with $p(X_j, Y_k) = \frac{1}{9}$, is

\[
I_{\text{Chain}}(G, S, P) = \begin{cases} 
6 - 36S, & 8P + S \geq 1, \\
6 - 18(2G - 1)(1 - 8P), & 8P + S < 1,
\end{cases}
\]

where the definitions of $G$, $S$ and $P$ are the same as before.
3.2 The factorizable input distribution

Next, we give the relationship among measurement dependence, guessing probability, and the maximum value of 1-PFB correlation function that Eve can fake under the factorizable input distribution.

**Theorem 3** The maximum value of 1-PFB correlation function that Eve can fake, $I_{3322}^\alpha(G, S, P)$, for any no-signaling model with $p(X_j, Y_k) = \frac{1}{9}$, is

$$I_{3322}^\alpha(G, S, P) = \begin{cases} 4\alpha + 4 - 36S, & 2P + S \geq \frac{1}{3}, \\ 4\alpha + 4 - 12(2G - 1)(1 - 6P), & 2P + S < \frac{1}{3}, \end{cases} \quad (31)$$

where the definitions of $G$, $S$ and $P$ are the same as before.

**Proof** Similar to the proof of Theorem 1, we first consider the case of a fixed lower bound of measurement dependence. Let $P = P_A P_B$, where $P_A = \max P_A(X_j|\lambda)$ and $P_B = \max P_B(Y_k|\lambda)$. We have

$$\min P(X_j, Y_k|\lambda) = \min P_A(X_j|\lambda) \min P_B(Y_k|\lambda) = 1 - 2(P_A + P_B) + 4P. \quad (32)$$

Based on equation (19), we analyze the value of $\min P(X_j, Y_k|\lambda)$ for the factorizable input distribution as follows:

(1) Suppose that $P \geq \frac{1}{6}$, we always discover that $\min P(X_j, Y_k|\lambda) = 0$.

(2) Suppose that $\frac{1}{9} \leq P \leq \frac{1}{6}$, we find that $\min P(X_j, Y_k|\lambda) = \frac{1}{3} - 2P$.

So, 1-PFB inequalities for the fixed lower bound of the measurement dependence can be obtained by

$$\overline{I}_{3322}^\alpha(G, P) = \begin{cases} 4\alpha + 4, & P \geq \frac{1}{6}, \\ 4\alpha + 4 - 12(2G - 1)(1 - 6P), & \frac{1}{9} \leq P < \frac{1}{6}. \end{cases} \quad (33)$$

Similarly, we can also obtain the case of flexible lower bound

$$I_{3322}^\alpha(G, S, P) = \begin{cases} 4\alpha + 4 - 36S, & 2P + S \geq \frac{1}{3}, \\ 4\alpha + 4 - 12(2G - 1)(1 - 6P), & 2P + S < \frac{1}{3}. \end{cases} \quad (34)$$

The proof of Theorem 3 is completed. \(\square\)
Fig. 3 Schematic of $I_{3322}^α(1, S, P)$ and $I_{3322}^α(G, P)$ under the factorizable input distribution. 

(a) The maximum value of 1-PFB correlation function that Eve can fake, $I_{3322}^α(1, S, P)$, is plotted against measurement dependence $P$, $S$ and completely deterministic strategy (i.e., $G = 1$) under the factorizable input distribution. And the color depth indicates the size of $I_{3322}^α(1, S, P)$.

(b) The maximum value of 1-PFB correlation function that Eve can fake, $I_{3322}^α(G, P)$, is plotted against measurement dependence $P$ and guessing probability $G$ with the factorizable input distribution.

Here, we only analyze the circumstance in which the output contains true randomness, and the analysis in other cases is similar to Theorem 1. From Theorem 3, we find that when the factorizable input satisfies $2P + S > 1/3$ or $2P + S < 1/3$, Eve can forge the violation of 1-PFB inequalities. The maximum value of 1-PFB correlation function is given in Fig. 3a. We find in Fig. 3b that when the observation value satisfies $I_{3322, ovo}^α > I_{3322}^α(1, S, P)$, the output contains true randomness.

Similar to the analysis under the general input distribution, we give the optimal strategy of 1-PFB correlation function under the factorizable input distribution

\[
I_{3322}^α = 9 \sum_\lambda p(\lambda) \sum_{a, b} [p(X_0, Y_0 | \lambda) p(a | X_0, \lambda) p(b | Y_0, \lambda) \\
- p(X_0, Y_1 | \lambda) p(a | X_0, \lambda) p(b | Y_1, \lambda) \\
- p(X_1, Y_0 | \lambda) p(a | X_1, \lambda) p(b | Y_0, \lambda) + p(X_1, Y_1 | \lambda) p(a | X_1, \lambda) p(b | Y_1, \lambda)] \\
+ 9\alpha \sum_\lambda p(\lambda) \sum_{a, b} [p(X_0, Y_2 | \lambda) p(a | X_0, \lambda) p(b | Y_2, \lambda) \\
- p(X_1, Y_2 | \lambda) p(a | X_1, \lambda) p(b | Y_2, \lambda) \\
+ p(X_2, Y_0 | \lambda) p(a | X_2, \lambda) p(b | Y_0, \lambda) - p(X_2, Y_1 | \lambda) p(a | X_2, \lambda) p(b | Y_1, \lambda)].
\]

(35)

Using the strategy in Ref. [22] for a given local hidden variable and an arbitrary input, we have

\[
p(0|x, \lambda) = p(0|y, \lambda) = 1, \\
p(1|x, \lambda) = p(1|y, \lambda) = 0.
\]

It is easy to verify that this strategy can satisfy the maximum value of $I_{3322}^α(G, S, P)$ we gave in Theorem 3. Similar to Theorem 2, we give the relationship among measure-
Table 2  We compare the unknown information rate of the 1-PFB inequalities and the Chain inequality when Eve forges the respective maximum quantum violation under deterministic strategy.

| The type of inequality | General input distribution | Factorizable input distribution |
|------------------------|-----------------------------|--------------------------------|
| Chain inequality(three measurement settings) | 0.969 | 0.882 |
| 1-PFB inequalities | $-\frac{1}{2} \log_3 \frac{36 - 4\alpha + \alpha^2}{288}$ | $-\frac{1}{2} \log_3 \frac{12 - 4\alpha + \alpha^2}{72}$ |

3.3 Comparison between 1-PFB inequalities and Chain inequality

In Sects. 3.1 and 3.2, we establish the relationship among measurement dependence, guessing probability and the maximum value of 1-PFB inequalities and Chain correlation function that Eve can forge under different input distributions.

We are concerned about whether it is more difficult for Eve to fake the violation in 1-PFB inequalities than in Chain inequality. To get the answer, we compare the critical value of measurement dependence that Eve uses on deterministic strategy to fake the maximum quantum violation (i.e., $4 + \alpha^2$ and $3\sqrt{3}$, respectively) in different inequalities. Here, in order to make the conclusion clearer, we use the unknown information rate $\tau_M = -\frac{1}{2} \log M \hat{P}$ defined in Ref. [24], where $M$ represents the number of measurement settings (in this paper, $M = 3$) and $\hat{P}$ represents the degree of measurement dependence when Eve reaches the maximum quantum violation. From the expression of unknown information rate $\tau_M$, the larger $\tau_M$ is, the closer $\hat{P}$ is to $\frac{1}{M^2}$ (i.e., Eve exploits less information about inputs to fake the maximum quantum violation). For the comparison of unknown information rate $\tau_M$ of two inequalities, we show them in Table 2. In order to compare the unknown information rate of the two inequalities
more intuitively, we show the change of the unknown information rate under different input distributions in Fig. 4.

According to Fig. 4, we draw two conclusions:

(1) Under the general input distribution, it is more difficult for Eve to fake the maximum quantum violation in 1-PFB inequalities than in Chain inequality when \( \alpha < 0.498 \), and in other cases, just the opposite.

(2) Under the factorizable input distribution, it is more difficult for Eve to fake the maximum quantum violation in 1-PFB inequalities than in Chain inequality when \( \alpha < 0.461 \), and in other cases, we come to the opposite conclusion.

4 Conclusions

Measurement independence is one of the assumptions based on which Bell tests can detect quantum nonlocality in DI scenario. In the DI framework where each party has three measurement settings and two outputs, we studied the effects of relaxing the assumption of measurement independent on 1-PFB tests. For both general and factorizable input distributions, we established the relationship among measurement dependence involving in flexible upper and lower bound, guessing probability and the maximum value of 1-PFB correlation function that Eve can fake. At the same time, we gave a deterministic strategy when Eve forged the maximum value of 1-PFB correlation function. In addition, we found that when the flexible upper and lower bounds of measurement dependence satisfy certain conditions, the output may contain true randomness.

We also explored the effects of measurement dependence with flexible upper and lower bound on Chain inequality. By comparing the unknown information rate of Chain inequality and 1-PFB inequalities, we obtained a range of parameter \( \alpha \) in which it is more difficult for Eve to forge the maximum quantum violation in 1-PFB inequalities than in Chain inequality. This finding that nonrigid inequality has advantage over rigid inequality in certain scenario is counterintuitive, and it will inspire more exploring of
scenarios in which nonrigid inequalities perform better than rigid ones. Moreover, \( I_{3322} \) is important because there exist states which violate it while do not violate the Chain inequality. By analyzing 1-PFB (the generalization of \( I_{3322} \)) inequalities under the scenario of relaxing measurement independence assumption, we filled the blank of the analysis of inequalities for case 3322 and provided potential solution to those applications where entangled states being involved violate \( I_{3322} \) only.

In this work, we accomplished the analysis mainly by calculation of classical adversary. For further research, it would be interesting to perform the calculation of quantum adversary, which may induce a series of new questions and lead to other interesting results.
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